TEXTURE BASED CLASSIFICATION OF HIGH RESOLUTION REMOTELY SENSED IMAGERY USING WEBER LOCAL DESCRIPTOR

ABSTRACT

Traditional image classification techniques often produce unsatisfactory results when applied to high spatial resolution data because classes in high resolution images are not spectrally homogeneous. Texture offers an alternative source of information for classifying these images. This paper evaluates a recently developed, computationally simple texture metric called Weber Local Descriptor (WLD) for use in classifying high resolution QuickBird panchromatic data. We compared WLD with state-of-the-art texture descriptors (TD) including Local Binary Pattern (LBP) and its rotation-invariant version LBPRIU. We also investigated whether incorporating VAR, a TD that captures brightness variation, would improve the accuracy of LBPRIU and WLD. We found that WLD generally produces more accurate classification results than the other TD we examined, and is also more robust to varying parameters. We have implemented an optimised algorithm for calculating WLD which makes the technique practical in terms of computation time. Overall, our results indicate that WLD is a promising approach for classifying high resolution remote sensing data.
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1 Introduction

As high resolution satellite imagery becomes more common, remote sensing applications can benefit from previously unavailable levels of detail. However, many traditional digital image analysis techniques produce unsatisfactory results when applied to high spatial resolution data [1]. In particular, classification algorithms such as maximum likelihood which are based on per-pixel spectral information often perform poorly [2] [3]. At high spatial resolution, areas belonging to a particular class do not necessarily have homogeneous spectral characteristics. That is, adjacent pixels frequently have very different colour or brightness.
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Texture provides an alternative information source for classifying high resolution imagery. High resolution images contain rich geometric structure with repeating variations in brightness, which may be regular within regions [4]. Texture based classification incorporates information about the distribution of brightness or colour in the neighbourhood of the pixel of interest into the classification decision process. Many approaches for classifying images based on texture have been investigated, including Grey Level Co-occurrence Matrix (GLCM) [5], Wavelet-based Transform [6, 7], Gabor Filter [8, 9, 10], and Scale Invariant Feature Transform (SIFT) [11, 12]. These techniques have shown promise but are rarely practical in operational contexts because all are very computationally intensive.

Recently, several less computationally complex texture descriptors (TD) have been proposed, all of which compute a measure of variation in the immediate neighbourhood of the focus pixel, then construct a histogram of these measures within a somewhat larger window. The Local Binary Pattern (LBP) texture descriptor introduced by [13] describes the local characteristics of the texture by comparing the centre pixel with its neighbours, then coding each comparison as either one (centre pixel is brighter than its neighbour) or zero (centre pixel is darker). This produces a small, fixed number of possible patterns of zeros and ones; the histogram of these patterns within a larger neighbourhood becomes the texture value for the focus pixel. This method has gained considerable support and has been successfully applied in texture analysis [14], in face recognition [15], and in image segmentation [16]. However, LBP is limited due to the small size of the moving window. It is also not rotation-invariant and it cannot discriminate between textures defined by varying contrast. The first two problems can be addressed by combining several neighbourhood sizes to create a multi-resolution descriptor, and by adding rotation invariance to create the LBPRIU descriptor [17]. Musci et al. [18] created a contrast sensitive LBPRIU by concatenating its histogram with the histogram from the Variance Texture Descriptor (VAR), creating the LBPRIU_VAR descriptor. Although these efforts have produced encouraging results, the enhancements add to the computational costs, and thus reduce the simplicity that makes LBP so attractive.

A new texture descriptor called Weber Local Descriptor (WLD) was presented by [19]. This TD uses ratios rather than simple comparisons and captures two aspects of texture, gradient orientation and central pixel value differentiation. WLD has been shown to rival some other classification methods based on texture such as SIFT and Gabor Filter [19]. To the best of our knowledge, few remote sensing studies have utilised WLD and none has focused on texture classification in high resolution imagery. In this research, we apply the WLD method to remotely sensed images, employing a supervised pixel-wise classification approach based on a minimum distance metric. We compare the classification accuracy of WLD with LBP and several variants and examine the effects of neighbourhood size. As baselines, we also perform classifications on our test data using a classical GLCM-based texture approach and a traditional, non-texture-based maximum likelihood classification (MLC). Additional experimental conditions test the effectiveness of the Variance TD texture descriptor (VAR), both independently and combined with WLD, in images with significant illumination change within classes. Finally, we create optimised versions of the LBP and WLD algorithms which compute classified results sufficiently quickly to make these techniques practical for operational remote sensing applications.

2 Methodology

2.1 Image Data

In this study, we used a panchromatic QuickBird image with 0.6 m spatial resolution acquired on 3 January 2007 and provided by the Geo-Informatics and Space Technology Development Agency (GISTDA). The image covers part of Pathumthani province in Thailand located at (14.083646 N, 100.650593 E), WGS 1984 datum. Two 1024 x 1024 pixel regions were extracted as test areas. Both regions include crop areas, naturally vegetated areas, barren areas and water bodies. Region 1 includes residential areas which represent artificial textures. Region 2 has texture areas affected by illumination changes that can be utilised to evaluate the potential benefits of introducing the VAR TD. We deliberately selected test areas with different characteristics to explore how this would affect accuracy. The test areas are shown in Figure 2.

2.2 Reference Data

Given the time lapse since image acquisition, we did not expect ground surveys to yield accurate reference data. Instead, in order to create reference data for evaluation of classification accuracy, we asked an independent expert analyst with three decades of experience to locate and label major classes in each region using visual interpretation of both panchromatic and multispectral (2.4 m per pixel) QuickBird images. The expert identified ten classes based on various aspects of the image appearance, including colour, texture and spatial context, by outlining polygons surrounding each area representing a class. In total, there were 44 and 47 reference polygons identified for Region 1 and Region 2 respectively.
Some of the expert’s ten classes exhibited very inconsistent textures while others were too small to provide both training and test pixels. For our experiments, we selected four texture classes per region for a total of five texture classes. Table 2 shows the selected texture classes for each region, with their pixel counts and other statistics.

| No. | Texture Class | Region 1 |             | Region 2 |             |
|-----|---------------|----------|-------------|----------|-------------|
|     |               | Pixel Count | Mean | SD | Pixel Count | Mean | SD |
| 1.  | Residential   | 115142   | 49.33 | 14.81 | 0          | -    | -  |
| 2.  | Orchard       | 176459   | 39.75 | 9.24 | 74720      | 39.55 | 10.35 |
| 3.  | Water         | 67534    | 27.42 | 9.28 | 147822     | 17.73 | 4.71 |
| 4.  | Barren        | 100061   | 47.63 | 8.59 | 121952     | 39.48 | 7.64 |
| 5.  | Crop          | 0        | -     | -   | 145214     | 33.96 | 5.78 |

Table 1: Statistics of Texture Classes.

2.3 Training Samples

We extracted training samples for each class by defining square areas within texturally homogeneous regions of the study images. Within each training area we calculated the pixel-wise TD for each pixel, then assembled the histogram of TD values as the standard model for that class. We considered three sample sizes: 30 x 30, 40 x 40 and 50 x 50.

To determine the best training area size, we conducted a preliminary classifications using each size using the state-of-the-art LBPRIU TD [17] and selected the sample size with the highest accuracy. Training areas of 50 x 50 (2500 pixels) provided the best accuracy for region 1; 30 x 30 (900 pixel) training areas were best for region 2. The difference reflects the fact that texture units in region 1 tend to be larger than those in region 2. We chose four training areas of the appropriate size for each class, resulting in 10 000 training pixels per class for Region 1 and 3 600 training pixels per class for Region 2. TD values for all training pixels for a texture class were combined into a single histogram.

2.4 Texture Descriptors

All the primary TD features tested in this study have a similar structure. They require two main parameters: the radius of the neighbourhood around the focus pixel (R) and the window size for aggregating individual pixel TD values into a histogram (termed ‘ring size’ in the literature). An R value of 1 means that the neighbourhood will involve the pixel's
eight immediate neighbours, hence this situation is referred to as ‘P:8,R:1’. A ring size of 40 means that each histogram
will contain 40 x 40 or 1600 pixels.

The TD value for a particular pixel is calculated by comparing its brightness value with its neighbours to calculate one
or two (in the case of WLD) numerical values. The texture within the window is characterised by creating a histogram
that records the frequencies of each TD value, for all pixels in the window. The different TD have different methods for
calculating the value(s) for an individual pixel.

2.4.1 Local Binary Pattern (LBP)

The LBP value for the centre pixel in a neighbourhood is calculated using the following equation [13]:

\[
LBP_{P,R} = \sum_{i=0}^{p-1} u(t_i - t_c)2^i
\]  

(1)

where \( P \) is the total number of neighbouring pixels and \( R \) is the radius used to form the circularly symmetric set
of neighbours. When we are examining a pixel’s immediate neighbours, \( P = 8, R = 1, \), \( t_i \) is the brightness of a
neighbour pixel while \( t_c \) is the centre pixel brightness. The function \( u(x) = 1 \) when \( x \geq 0; \) else, \( u(x) = 0 \). The formula produces an integer between 0 and \( 2^P - 1 \). If the values of \( R \) and \( P \) increase,
changing the effective spatial resolution of the descriptor, the maximum possible value of the TD and hence the number
of bins in the window histogram also increases. The power of 2 term in equation (1) means this increase is exponential.

2.4.2 Local Binary Pattern Rotation Invariant (LBPRIU)

The binary pattern produced by LBP depends on the pixel values in each spatial neighbourhood. When the image is
rotated, the pixel neighbourhood is also rotated. This will cause the binary pattern to move along the perimeter of the
circle around the centre pixel. Hence, the LBP histogram for a texture will change if that texture is rotated, which may
not be desirable.

LBPRIU [17] eliminates this rotation effect by grouping LBP values according to the pattern of transitions between 0
and 1 in the binary representation of the value. For example, 00001002 and 00000102 will be mapped to the same
LBPRIU group because there are two transitions, from 0 to 1 and 1 to 0, for both of these patterns. Only the position of
the transitions differs, a variation that would result from rotating a texture. The mapping procedure uses the equation
below:

\[
LBP_{P,R}^{riu2} = \begin{cases} \sum_{p=0}^{p-1} s(t_p - t_c) & \text{if } U(LBP_{P,R}) \leq 2 \\ P + 1 & \text{otherwise} \end{cases}
\]

(2)

\( P \) and \( R \) represent the number of pixels and radius of the neighbourhood as before. The function \( s(x) \) is the signum fuction,
\( s(x) = 1 \) if \( x > 0 \), else \( s(x) = -1 \). The uniformness function \( U \) is defined by equation (3).

\[
U(LBP_{P,R}) = (s(t_{p-1} - t_c) - s(t_0 - t_c)) + \sum_{p=1}^{p-1} (s(t_p - t_c) - s(t_{p-1} - t_c))
\]  

(3)

The value generated by \( U \) depends on the number and pattern of binary digit transitions. The mapping procedure
implemented by LBPRIU collects LBP values with \( U \leq 2 \) into \( P \) distinct classes. LBP values with \( U > 2 \) are grouped
into one miscellaneous class labelled as (P+1). The histogram for the window reflects the counts of pixels in each class.
The number of bins in the LPBRIU histogram increases with the neighbourhood size, but not exponentially as in LBP.

2.4.3 VAR and LBPRIU_VAR (Variance)

Both the LBP and the LBPRIU descriptors are invariant to monotonic grey scale changes and consequently do not
capture either absolute brightness or contrast information. Ojala et al. [17] proposed a local contrast descriptor, denoted
as \( VAR_{P,R} \), which is also rotation invariant, defined as:

\[
VAR_{P,R}(w) = \frac{1}{P} \sum_{p=0}^{p-1} (t_p - u)^2
\]  

(4)

where,

\[
u = \frac{1}{P} \sum_{p=0}^{p-1} t_p
\]  

(5)
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VAR$_{P,R}$ is an approximation of local variance, which can be computed efficiently if performed concurrently with the computation of LBPRIU$_{P,R}$. LBPRIU and VAR can be combined to produce the LBPRIU_VAR texture descriptor, an extension of LBPRIU that also captures the contrast feature of texture. This can be achieved by concatenating the VAR histogram with the LBPRIU histogram [18].

2.4.4 Weber Local Descriptor (WLD)

Weber Local Descriptor (WLD) was introduced by [19]. This descriptor is inspired by Weber’s Law in physiological psychology, which states that the minimum distinguishable change of a perceptual stimulus is a constant fraction of the original stimulus. When the change is smaller than this constant, a human being would consider the stimulus as background noise rather than a valid signal. WLD adopts this idea by using a ratio to represent differences in the values of neighbouring pixels.

WLD consists of two components: differential excitation ($\xi$) and orientation ($\theta$). $\xi$ is a function of the Weber fraction (i.e., the intensity differences of a pixel’s neighbours relative to its own intensity). $\theta$ is a gradient orientation of the current pixel. The excitation is defined by:

$$\xi(x_c) = \arctan \left( \sum_{i=0}^{n-1} \frac{I_i - I_c}{I_c} \right)$$

(6)

where $n$ is the number of neighbouring pixels and $I_i$ is pixel value at position $i$. Pixels are numbered clockwise starting with 0 at the upper left. The gradient orientation is defined by:

$$\theta(x_c) = \arctan \left( \sum_{i=0}^{n-1} \frac{I_7 - I_3}{I_5 - I_1} \right)$$

(7)

Based on these two terms, a two dimensional joint histogram can be constructed, followed by conversion to a one dimensional histogram, which is the WLD descriptor for a window. For details of the conversion process see [19] and [20].

2.4.5 Texture based pixel-wise supervised classification

We used texture based pixel-wise supervised classification to classify each pixel into a particular group by considering the texture in its neighbourhood. The histograms of the training areas described in section 2.3 constitute the a priori definitions of our classes. Each pixel in the image is classified by calculating the histogram of TD values within a window centred on that pixel, calculating a similarity measure against the training histogram for each class and placing the pixel into the most similar class [21]. Based on the literature plus initial experiments, we chose the Bhattacharya distance as our similarity metric. Bhattacharya distance measures the distance or difference between two histograms. In remote sensing this metric is often used to assess spectral separability of classes [22], but it can also measure similarity between the TD histogram calculated for a pixel and the TD histogram for a training sample [23]. Bhattacharya distance is calculated as follows:

$$BD(H^1, H^2) = -\ln \left( \sum_{x=x} \sqrt{H^{1, i} \times H^{2, i}} \right)$$

(8)

$H^{1, i}$ and $H^{2, i}$ are the counts for bin $i$ in the first and second histogram respectively. This distance metric has moderate computational complexity and produces bounded values between 0 to 1, where smaller values imply greater similarity between two histograms.

3 Experiments

3.1 Experimental Settings

Our main experiments varied the following conditions:

1. Texture descriptor: LPBP, LBPRIU, WLD, VAR, LBPRIU_VAR and WLD_VAR. The first three TD do not capture contrast differences between texture classes. The second three attempt to involve contrast features by incorporating variance. WLD_VAR is a new TD first investigated by Latif [20] that combines WLD and VAR into a single histogram, analogous to LBPRIU_VAR.
2. Scale: We calculated each TD at several scales (P:8,R:1; P:16,R:2; P:24,R:3) to examine whether larger scales might generate higher classification accuracy as has been reported by some authors. We also examined multi-resolution classification, by concatenating the histograms of all scales in a single classification. We used confusion matrices to calculate the overall accuracy and Kappa coefficient [24] for each classification condition. After removing pixels used for training, all pixels labelled by the expert image analyst in each of our selected classes were used as test pixels. Finally, we also recorded the elapsed time for each experimental condition.

3.2 Tools

The texture-extraction and classification software used in this study was written by the first author in GNU C++ using the Dragon Programmer’s Toolkit™. Experiments were executed on an Intel Centrino dual core processor 2.1 Ghz, with 4 GB of RAM, running Ubuntu Linux 12.04. Dragon/ips® [25] was used to perform standard remote sensing procedures, such as defining test areas, clipping, calculation of accuracy, image display, etc.

3.3 Experimental Results

3.3.1 LBP and LBPIU versus WLD: general accuracy comparison.

Tables 2 and 3 present the overall classification accuracy using LBP, LBPIU, and WLD texture descriptors on regions 1 and 2 respectively, for various scales. The Kappa coefficients show a similar pattern, although their values as expected are lower than overall accuracy.

| PR   | LBP (%) | LBPIU (%) | WLD (%) |
|------|---------|-----------|---------|
| 8,1  | 73.94   | 62        | 84.55   |
| 16,2 | 83.59   | 65.01     | 82.05   |
| 24,3 | 70.48   | 60.1      | 73.29   |
| Multi-scale | 84.49 | 66.52 | 81.76 |
| Mean | 78.13   | 63.41     | 80.41   |

Table 2: Overall percent correct classification from LBP, LBPIU and WLD on region 1.

| PR   | LBP (%) | LBPIU (%) | WLD (%) |
|------|---------|-----------|---------|
| 8,1  | 66.91   | 64.33     | 67.63   |
| 16,2 | 52.99   | 60.84     | 68.49   |
| 24,3 | 35.99   | 51.01     | 62.73   |
| Multi-scale | 62.13 | 60.03 | 71.56 |
| Mean | 54.51   | 59.05     | 67.60   |

Table 3: Overall percent correct classification from LBP, LBPIU and WLD on region 2.

These tables show that WLD consistently outperforms both generic LBP and LBPIU with the exception that in region 1 basic LBP with the spatial resolution of 2 and multi-scale are slightly more accurate than WLD. In these resolutions, however, LBP is extremely slow.

Note that the accuracies of all TD are better for region 1 than region 2. We believe this is due to the fact that the illumination in the second region is less consistent. This makes the classification problem harder than in the first region where textures are relatively homogeneous in terms of brightness. Another notable result is that adding rotation invariance to LBP to create LBPIU does not provide any consistent improvements on accuracy, especially in region 1, where basic LBP produces better accuracy than LBPIU overall. In region 2, LBPIU sometimes produced more accurate results than LBP. This may be due to the fact that most of the textured areas have similar orientations. In region 2, LBPIU sometimes produced more accurate results than LBP, but was not consistently superior.

3.3.2 LBP and LBPIU versus WLD: multi-resolution analysis

Tables 2 and 3 also allow us to examine the accuracy of LBP, LBPIU and WLD when applied at different scales. Although accuracy does vary with scale, there are few clear few consistent patterns within a TD. Generally, the spatial resolution of 1 for each TD produces more accurate results than other scales. Moreover, in contrast to the reported results in [19] we found no improvement with the multi-scale version of WLD compared to the single scale version. Instead the multi-scale results are close to the mean results across scales for each TD.
We can make other observations. First, WLD provides more consistent results across different resolutions. In other words, WLD is less sensitive to variation of parameters. This robustness is a desirable feature. Second, the accuracy of different resolutions very likely depends on the characteristics of textures in the specific images. Thus it is possible that scales greater than 1 would provide improved accuracy for images with larger texture units.

3.4 The effect of variance on WLD and LBPRIU: general accuracy comparison.

Tables 4 and 5 compare the overall accuracy for the single TD metrics LBPRIU, WLD and VAR, plus the compound metrics LBPRIU_VAR and WLD_VAR. The VAR TD by itself is capable of classifying images quite accurately, with a mean of about 67% for both regions. However, in region 1, at least, WLD continues to provide higher accuracy in most cases. Furthermore, combining LBPRIU with VAR noticeably increases accuracy compared to plain LBPRIU, by more than 10% in some cases. This result agrees with [18]. However, in general VAR makes no contribution to WLD, at least in region 1. In region 2, where the image data exhibit illumination changes within texture regions, VAR slightly enhances the overall WLD results in all scale, with the maximum increase in accuracy of about 7%

| PR  | LBPRIU (%) | WLD (%) | VAR (%) | LBPRIU_VAR (%) | WLD_VAR (%) |
|-----|------------|---------|---------|---------------|-------------|
| 8.1 | 62         | **84.55** | 69.68   | 69.35         | 79.13       |
| 16.2| 65.01      | **82.05** | 66.87   | 69.42         | 80.53       |
| 24.3| 60.1       | 73.29   | 66.63   | 71.22         | **79.85**   |
| Multi-scale | 66.52 | **81.76** | 68.21 | 70.36 | 80.59 |
| Mean | 63.41 | **80.41** | 67.85 | 70.09 | 80.04 |

Table 4: Percent correct classification of region 1 using several TD combined with VAR.

| PR  | LBPRIU (%) | WLD (%) | VAR (%) | LBPRIU_VAR (%) | WLD_VAR (%) |
|-----|------------|---------|---------|---------------|-------------|
| 8.1 | 64.33      | 67.63   | 68.25   | 68.37         | 75.34       |
| 16.2| 60.84      | 68.49   | 66.23   | 66.41         | **70.69**   |
| 24.3| 51.01      | 62.73   | 62.59   | 62.92         | **65.18**   |
| Multi-scale | 60.03 | 71.56   | 66.05   | 66.17 | **71.60** |
| Mean | 59.05 | 67.60   | 65.78   | 65.97 | **70.70** |

Table 5: Percent correct classification of region 2 using several TD combined with VAR.

3.4.1 The effect of variance on WLD and LBPRIU: multi-resolution analysis.

We can also consider the accuracy of WLD, LBPRIU, VAR, LBPRIU_VAR and WLD_VAR when applied at different scales. Tables 4 and 5 show patterns similar to the previous multi-resolution analysis. Using different spatial scales affects accuracy, but not in any consistent way. The multi-scale version is not more accurate than the single scale classifications, but generates the results close to the mean of all resolutions.

3.5 Comparison with GLCM and maximum likelihood classification

To further examine the performance of WLD and the other histogram-based TDs, we classified our test data using two additional methods. Specifically, we conducted a texture-based classification using the classical GLCM approach. We also performed a traditional, non-texture-oriented Maximum Likelihood classification.

Software for the GLCM classification was implemented by the first author using the tools described in Section 3.2. We selected GLCM parameters values based on the most commonly reported values in the remote sensing literature [26, 27, 28, 26]. We used four orientation angles (0, 45, 90, 135), seven GLCM statistics (Entropy, Energy, Homogeneity, Dissimilarity, Variance, Shade, Correlation and Contrast), a window size of 7x7, GLCM quantization levels of 32x32 and 64x64, and distance values 1, 2 and 3. MLC was performed using Dragon/ips®. Since this method requires multiple bands, we used the four multispectral bands of QuickBird data that correspond to the panchromatic image in our primary experiment. Training signature statistics (mean, variance and covariance) were calculated from the same training pixels used in experiments on the primary TDs.

Table 6 shows the results of these traditional classification approaches, compared to the average results from the primary TDs, for regions 1 and 2. The accuracies for both GLCM and MLC Maximum Likelihood are quite high in Region 1 but lower in Region 2. This is consistent with the results from earlier experiments. However, as expected, the traditional methods produce less accurate results than the primary TDs of interest in every case, with a maximum
difference of about 10% for MLC and 13% for GLCM compared with the best accuracy results of each TD. Full details of all results reported in this article (corresponding confusion matrix, omission errors, etc.) can be found at https://sites.google.com/a/mail.kmutt.ac.th/upload/.

It is important to note that the spatial resolution of the data used in the maximum likelihood classification (2.4 m multispectral Quickbird) is lower than that used for the texture-based classifications (0.6 m panchromatic Quickbird). Each pixel in the multi-spectral bands corresponds to nine pixels in the panchromatic image. This should favour maximum likelihood, since the influence of within-class spectral diversity will be reduced to some extent compared to the higher resolution. Nevertheless, our results suggest that we might improve overall accuracy by incorporating spectral information into our texture descriptors.

| Overall Accuracy | Region 1 % correct (Kappa) | Region 2 % correct (Kappa) |
|------------------|-----------------------------|-----------------------------|
| GLCM             | 71.53 (0.60)                | 61.00 (0.48)                |
| Maximum Likelihood | 74.48 (0.65)               | 62.29 (0.49)               |
| LBP              | 78.13 (0.71)                | 54.51 (0.37)                |
| LBPRIU           | 63.41 (0.50)                | 59.05 (0.46)                |
| WLD              | **80.41 (0.73)**            | 67.60 (0.57)                |
| VAR              | 67.85 (0.56)                | 65.78 (0.55)                |
| LBPRIU_VAR       | 70.09 (0.59)                | 65.97 (0.55)                |
| WLD_VAR          | 80.04 (0.72)                | **70.70 (0.61)**            |

Table 6: Result for GLCM and maximum likelihood in region 1 and region 2 compared with average result of earlier TDs classification.

3.6 Computation time

Our initial implementation of TD algorithms, reported in Latif [20], was a naive translation from equations logical structure to code. We found that the computation time for the different TD varied widely. In particular, LBP was the fastest TD at scale 1, but became impractically slow at higher resolutions. We attributed this to the exponentially increasing number of bins in the LBP histogram at higher scales, all of which must be scanned during similarity computations. The computation time for LBPRIU did not grow in the same manner, partly because the LBPRIU remapping produces a small number of histogram bins regardless of the scale. WLD was somewhat slower than LBP or LBPRIU at scale 1, but provided more consistent run times across scales and regions.

Leaving out the multi-resolution case, the average run time for WLD was 4 004 s for region 1 and 2 865 s for region 2. If we extrapolate from our 1024 x 1024 subsets to a more typical image size of 6000 x 6000 pixels, the processing time
for a texture based classification using WLD would be more than 100 000 seconds (about 30 hours), which is not really practical for an operational environment.

However, when we reviewed our code, we noted that our original implementation repeated many calculations. We redesigned our software to cache various intermediate values. Our optimizations produced a dramatic speed-up, as shown in Figure 2. For WLD, for instance, the classification time dropped to about 52 s for a 1024 x 1024 region. This translates to about half an hour for a full scene. Figure 2 shows only the P:8,R1 condition, but results were comparable for other resolutions.

This calculation time is much faster than GLCM-based classification which required about 750 s and 2 400 s for region 1 and region 2 respectively. Note that our implementation of GLCM was optimised using similar caching strategies similar to those employed for other algorithms. Hence, our optimised implementation of WLD provides both high accuracy and relatively good computational performance. Further performance gains can probably be achieved by exploiting the inherent parallelism in the pixel-wise computations.

4 Discussion

To our knowledge, this research is the first to apply WLD for texture based classification of high resolution remotely sensed images. The results are encouraging. In almost every case, WLD produced more accurate results than LBP, the state-of-the-art LBPRIU or traditional GLCM-based methods. Concatenating the VAR TD with the WLD TD improved accuracy further in an image with obvious within-class illumination variation, but had no effect in an image with more homogeneous illumination. Unlike LBP, WLD values do vary somewhat depending on pixel brightness. The VAR metric, by comparison, is sensitive to the range of brightness values around a pixel but not their absolute levels. We believe that VAR improves WLD performance in Region 2 because it ignores illumination variability within classes while incorporating the additional feature of contrast.

Our work also suggests that varying the scale of these TDs will not necessarily improve classification accuracy, and that using multiple scales concurrently provides no benefit. This conclusion is tentative since scale effects probably depend strongly on the images being classified. After demonstrating the superior accuracy of WLD, we optimised our software to improve computational performance by almost two orders of magnitude. Thus our implementation of WLD is practical for operational remote sensing applications.

This research is of course preliminary. We have not attempted statistical analyses of significance on due to limitations on available training data. Comparable experiments should be performed using other sensors and geographic areas, with ground truth based on actual surveys, rather than independent visual interpretation.

We see many interesting directions for future research. WLD and other binary TD approaches are currently limited to a single band of data. We are working on schemes to incorporate spectral information into a WLD-like TD. We are also investigating alternative methods for incorporating variance information into WLD, since simple histogram concatenation has a negative impact on computational performance. Finally, we hope to explore the use of WLD for segmentation and unsupervised classification of high resolution remotely sensed images.
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