Statistical mechanics of a chiral active fluid

Ming Han,1,2 Michel Fruchart,1,3 Colin Scheibner,1,3 Suriyanarayanan Vaikuntanathan,1,4 William Irvine,1,3 Juan de Pablo,2,5 and Vincenzo Vitelli1,3

1James Franck Institute, University of Chicago, Chicago, Illinois 60637, U.S.A.
2Pritzker School of Molecular Engineering, University of Chicago, Chicago, Illinois 60637, U.S.A.
3Department of Physics, University of Chicago, Chicago, IL 60637, U.S.A.
4Department of Chemistry, University of Chicago, Chicago, IL 60637, U.S.A.
5Center for Molecular Engineering, Argonne National Laboratory, Lemont, Illinois 60439, U.S.A.

Statistical mechanics provides the foundation for describing complex materials using only a few thermodynamic variables. No such framework currently exists far from equilibrium. In this Letter, we demonstrate how thermodynamics emerges far from equilibrium, using fluids composed of active spinners as a case study. Activity gives rise to a single effective temperature that parameterizes both the equation of state and the emergent Boltzmann statistics. The same effective temperature, renormalized by velocity correlations, controls the linear response through canonical Green-Kubo relations for both the familiar shear viscosity and the odd (or Hall) viscosity observed in chiral fluids. The full frequency dependence of these viscosities can be derived analytically by modelling the active-spinner fluid as a random walker undergoing cyclotron motion in shear-stress space. More generally, we provide a first-principles derivation of the Green-Kubo relations valid for a broader class of fluids far from equilibrium. Besides advancing non-equilibrium thermodynamics, our work demonstrates in silico a non-invasive microrheology of active fluids.

The fluctuation-dissipation relation is one of the most striking properties of thermodynamic equilibrium [1]. It allows us to determine the response of a system without applying any perturbation. For example, the mobility of a Brownian particle can be extracted from its velocity fluctuations. Significant effort has gone into extending the fluctuation-dissipation relations to driven and active systems [2–5]. For a single particle, experiments reveal that the mobility is related to velocity fluctuations via an effective temperature set by activity [6–8]. However, less is known about the collective response of an active fluid viewed as a whole. In equilibrium fluids, the fluctuation–dissipation theorem manifests as the Green–Kubo relation. This relation connects the fluid viscosities with fluctuations in the stress. We ask, can such a relationship survive far from equilibrium?

In this Letter, we show that active fluids composed of spinning components [9–15] provide a case study of how Green-Kubo relations emerge in non-equilibrium steady states. In such fluids, broken detailed balance gives rise to additional viscosity coefficients, known as odd (or Hall) viscosities [16–30], recently measured in fluids of spinning colloids [22]. We reveal that self-spinning and collisions generate a steady-state with a single effective temperature. This temperature enters both the Boltzmann distribution and the equation of state of the chiral fluid, in agreement with recent experiments [31]. Crucially, the same effective temperature governs the linear response through canonical Green–Kubo relations that apply to both the shear and odd viscosities.

Generalized thermodynamic approaches have been successfully employed to describe non-equilibrium systems [5, 32–45], but they are all subject to certain restrictions: (i) they lack a single effective temperature that governs distinct thermal properties [37, 38]; (ii) they simply regain detailed balance at a coarse-grained level [39]; (iii) they require drastic modifications of the fluctuation–dissipation relations [40–45]. None of these restrictions apply here. We provide a first-principles derivation of the canonical Green–Kubo relations for the full viscosity tensor, including odd viscosities, in a broad class of fluids far from equilibrium. Our findings are corroborated by large-scale numerical simulations.

We start by demonstrating the emergence of equilibrium-like steady states from activity in the following microscopic model. Consider frictional granular particles, driven by large active torques, all spinning at a constant speed $\Omega$ (Fig. 1A). In this case, the angular degrees of freedom can be integrated out to find an effective Newton’s equation for the centers of mass of the particles,

$$m\ddot{x}_i = \sum_{j \in N(i)} f_{ij}^c - \gamma v_{ij} + \gamma d\Omega \hat{z} \times \dot{r}_{ij}$$

(1)

where $x_i$ is the position of particle $i$ with mass $m$ and diameter $d$. The right-hand side of Eq. (1) summarizes the interactions with the neighbors $N(i)$ of the particle $i$: $f_{ij}^c$ is a conservative soft repulsive force while the second and third terms are non-conservative interactions caused by interparticle friction, respectively describing the damping effects of head-to-head collision and the transverse interaction due to self-spinning.

The system described by Eq. (1) is constantly randomized by collisions. We find that, as a result, it acquires equal-time ensemble properties typically associated with equilibrium: (i) a Maxwell distribution of particle velocity (Fig. 1B) and (ii) a Boltzmann distribution of particle concentration in the presence of an external potential (Supplementary Fig. S1). In all these cases, a single effective temperature $T_{\text{eff}}$ exists although no intrinsic thermal
noise is included in our molecular dynamics simulations (see Supplementary Sec. II and Fig. S2). The effective temperature arises purely from activity. In the supplementary information, we derive that $T_{\text{eff}} \propto |\Omega|^{\alpha}$, where $\alpha$ is a non-universal exponent depending on $f_{ij}$ and satisfying $4/3 \leq \alpha \leq 2$. Our simulations with a contact potential reveal a power-law behavior $T_{\text{eff}} \propto |\Omega|^{1.54\pm0.02}$ over two decades, consistent with our prediction.

We now consider the consequences of the effective temperature for the hydrodynamic description of a chiral active fluid. The stress tensor $\sigma$ determines the forces occurring at the boundary of a fluid, as well as the time evolution of its bulk velocity field $\mathbf{u}$ through the Navier-Stokes equation $\rho D_t \mathbf{u} = \nabla \cdot \sigma + \mathbf{f}$, where $\rho$ is the mass density of the fluid, $n$ is the number density, and $\mathbf{f}$ denotes external body forces. We performed hundreds of simulations varying particle density, self-spinning speed, and flow condition. In each, we measure the stress tensor, using the Irvine–Kirkwood formula [46] that expresses $\sigma$ in terms of the microscopic particle velocities and the forces between them.

In the absence of any velocity gradient, the stress tensor is composed of only two components [17]. First, an isotropic pressure $P$ that we find follows the ideal gas law $P = n k_B T_{\text{eff}}$, where $k_B$ is the Boltzmann constant (Supplementary Fig. S3). Second, we find a non-vanishing anti-symmetric component of the stress that arises from the net torque density $\tau = \Gamma(n)\Omega$ with $\Gamma \sim n^2$ (Fig. 1C, Supplementary Fig. S4).

In the presence of small velocity gradients, surface forces appear between fluid layers generating the viscous stress $\sigma^{\text{viscous}}_{ij} = \eta_{ijkl} \partial_t u_k u_l$, where $\eta_{ijkl}$ denotes the viscosity tensor. In order to keep track of all contributions to the constitutive relation between stress and strain-rate, it is helpful to express the stress and the (unsymmetrized) strain-rate as the two vectors $\sigma_\alpha$ and $\dot{e}_\beta$ respectively, so that $\eta_{ijkl}$ can be represented as a matrix $\eta_{\alpha\beta}$ (see Supplementary Sec. III and Refs. [16, 47]). For an isotropic two-dimensional fluid, the constitutive relation reads

$$\sigma_\alpha = \left( \begin{array}{c} P \\ \Gamma \Omega \end{array} \right) + \eta_{\beta\delta} \left( \begin{array}{c} \xi \\ \eta \end{array} \right) \left( \begin{array}{c} \eta^{0\beta} \\ \eta^{B\beta} \end{array} \right) + \left( \begin{array}{c} \varepsilon \end{array} \right)$$

where $\sigma^0_\alpha$ encodes the previously discussed contributions from the isostatic pressure $P$ and torque density $\Gamma\Omega$. The velocity gradients $\dot{e}_\beta$ are decomposed into dilation ($\varepsilon$), rotation ($\gamma$), and two pure shears rotated by 45° ($\xi$ and $\eta$) while the stress $\sigma_\alpha$ is decomposed into pressure ($P$), torque ($\Gamma\Omega$), and two shear stresses $s_1$ and $s_2$.

In order to determine the viscosities in Eq. (2), we deform the simulation box at constant strain rates using the standard SLLOD algorithm (Fig. 2A, Supplementary Sec. I and Fig. S5). We measure all the entries of the viscosity matrix and find, consistently with Eq. (2), non-vanishing values only for $\xi$, $\dot{\varepsilon}$, $\eta^A$, $\eta^B$, $\eta$, and $\eta^P$. Figure 2 shows the dependence of the measured values on $\Omega$. The odd viscosity $\eta^P$ that couples the two shear stresses has magnitude comparable to the shear viscosity $\eta$. The origin of the odd viscosity is traced to the microscopic breaking of time-reversal symmetry by interparticle collisions: the ratio $\eta^P/\eta$ is directly related to an angle characterizing the chirality of the collisions (Supplementary Figs. S9-S10). By contrast, the other parity-violating viscosities $\eta^A$ and $\eta^B$ that couple compression and rotation have magnitude much smaller than the remaining viscosities.

By comparing simulations with both clockwise and anticlockwise active torques, we test whether the viscosity matrix obeys the Onsager–Casimir reciprocity rela-
are even (Fig. 2, Supplementary Fig. S8). We find that \( \eta^A \) is an odd function of \( \Omega \), but due to the numerical uncertainty in \( \eta^B \) (Supplementary Fig. S6), we cannot determine the relation between \( \eta^A(\Omega) \) and \( \eta^B(-\Omega) \). We find that \( \eta^o \sim T_{\text{eff}} \Omega \) (Fig. 2B), which, under the substitutions \( T_{\text{eff}} \rightarrow T \) and \( \Omega \rightarrow B \), is similar to the odd viscosity of a thermal plasma at temperature \( T \) in the limit of a weak magnetic field \( B \) [49]. The shear viscosity \( \eta(T_{\text{eff}}) \) depends on \( \Omega \) only through the effective temperature. When a thermostat at temperature \( T_0 \) is introduced in the simulation, we indeed observe that \( \eta^o \sim (T_{\text{eff}} + T_0) \Omega \) (Supplementary Fig. S8), further corroborating the effective-temperature concept. The shear viscosity of our chiral active fluids has an identical functional form \( \eta(T_{\text{eff}}) \) as the viscosity of the same fluid at equilibrium (i.e., without activity) as long as \( T_{\text{eff}} \) is replaced by \( T \) (see Supplementary Fig. S7).

A hallmark of equilibrium is that the response of a system at finite temperature \( T \) can be simply determined from correlation functions of its thermal fluctuations. Can \( T_{\text{eff}} \) play a similar role far-from equilibrium? To test this hypothesis we check the validity of the equilibrium form of the Kubo relations, with \( T \) replaced by \( T_{\text{eff}} \).

\[
\eta_{\alpha\beta} = \frac{A}{k_B T_{\text{eff}}} \int_0^\infty \langle \sigma_\alpha(t) \sigma_\beta(0) \rangle_0 \, dt, \tag{3}
\]

where \( A \) is the area of the 2D system and \( \langle \cdots \rangle_0 \) denotes an ensemble-average at the steady state. We numerically evaluate the right-hand side of Eq. (S.130) focusing on the two fluctuating shear stresses \( \otimes \) and \( \oslash \) (Fig. 3). The auto-correlation function \( \langle \otimes(t) \oslash(0) \rangle_0 = \langle \otimes(0) \oslash(0) \rangle_0 \) yields the shear viscosity \( \eta \) while the cross-correlation function \( \langle \otimes(t) \oslash(0) \rangle_0 = -\langle \oslash(t) \otimes(0) \rangle_0 \) yields the odd viscosity \( \eta^o \) (Fig. 3A). Note that the latter relation manifestly violates time-reversal symmetry. As shown in Fig. 3B, the values of \( \eta \) and \( \eta^o \) computed from the Kubo formula agree well with the values we obtained using the direct hydrodynamic measurements reported in Fig. 2 [50].

Such a good agreement prompts us to seek a theoretical foundation for the Green–Kubo relation in the presence of activity and dissipative interactions. For thermal systems with conservative interactions, the Green–Kubo relation can be derived microscopically through the so-called Mori–Zwanzig formalism [51–54]. In Supplementary Sec. IV, we extend this formalism to account for dissipative interactions in active fluids (where the Liouvillean can be non-Hermitian) and derive the Green–Kubo relation from first principles without assuming the Onsager regression hypothesis [55]. We show that an equilibrium-like Green–Kubo relation holds near the steady-state of any isotropic active fluid with reciprocal dissipative interactions, as long as the ensemble-averaged velocity–velocity correlation \( c_{\nu\nu}(r) = \langle \nu(0) \cdot \nu(r) \rangle_0 \) (see Supplementary Figs. S11–S12) decays faster than \( r^{-D} \) (\( D \) the dimension of the system). We find that \( T_{\text{eff}} \) in Eq. (S.130) is, in general, renormalized by collective velocity fluctuations to \( T_{\text{eff}} + \nu m c_{\nu\nu}(k \to 0)/k_B D \). For
FIG. 3. **Green–Kubo relation.** A. Stress–stress correlation functions. The time correlation functions of the two global shear stresses $\langle \langle \tau_r \tau_r \rangle \rangle$ and $\langle \langle \tau_r \tau_s \rangle \rangle$ are plotted. The shear viscosity $\eta$ leads to the auto-correlations (in green), whereas the odd viscosity $\eta^o$ gives rise to the cross-correlations (in red), also as summarized by the top schematic. The correlation functions predicted by our theory Eq. (4) is compared with the values measured in simulations. The correlation time is set by the tumbling time of a particle $\Delta t_{\text{tumble}} = (\Delta t + \Delta t_{\text{col}}) \cdot \bar{v} / \Delta v$, where $\Delta t$ is the collision duration, $\Delta t_{\text{col}}$ is the time between collisions, $\bar{v}$ is the mean velocity of the particle, and $\Delta v$ is the average velocity change after a collision. We find that $\Delta t_{\text{tumble}} \approx 100 \Delta t$ in this case. B. Green–Kubo relation. The coefficients of viscous response towards a steady shear can be predicted using the integral of the stress–stress correlation functions, known as the direct-current (d.c.) Green–Kubo relation. The predicted and measured odd viscosity $\eta^o$ is compared at a wide range of spinning speed $\Omega$. Inset: Comparison between the predicted and measured shear viscosity $\eta$. The Kubo predictions with $T_{\text{eff}}$ and renormalized $T^*_{\text{eff}}$ are marked as the dashed and solid lines, respectively. C. Time evolution of the shear stress vector $\langle \langle \tau_r \rangle \rangle$ at spinning speed $\Omega = 26.7/\Delta t$. At the steady state of the chiral active fluid, the shear stress vector traces out a 2D random walk in the stress space (grey curve in background), which is loosely confined and rotates around the origin preferentially in a clockwise fashion over time (curve with gradient coloring). See Supplementary Mov. S2. D-E. Green–Kubo relation in frequency domain. The frequency-dependent coefficients of viscous response towards an oscillatory shear can be estimated using the Fourier transform of the stress–stress correlation functions, known as the a.c. Green–Kubo relation. Comparisons between the Kubo prediction and the simulation measurement are presented for both odd viscosity (D) and shear viscosity (E) at various shear frequencies.
our chiral active fluids with a contact frictional interaction, \( c_{\text{CF}}(r) \) is both small and local, causing a small but detectable correction to \( T_{\text{eff}} \) that matches our predictions (see the red line in Fig. 3C). In wet active fluids, additional modifications of the Green-Kubo relation are required because the hydrodynamic interactions can be non-reciprocal (see Supplementary Sec. IV).

Our Green–Kubo relation provides a powerful tool to extract the viscosities of active fluids from correlation functions of the stress. To gain insights into the time dependence of these correlations, we plot the spatially averaged stresses \( \langle \mathbf{S} \rangle \), and \( \langle \mathbf{S} \rangle_r \) against each other as they evolve over time (Fig. 3C). The random trajectories of the collective variables \( \langle \mathbf{S} \rangle \), and \( \langle \mathbf{S} \rangle_r \), in shear-stress space are random, confined, and have a tendency towards rotation (Supplementary Mov. S2). Inspired by this observation, we introduce a minimal model based on the following Langevin equation (see discussions in Supplementary Sec. V and Fig. S13)

\[
\langle \mathbf{S}_t \rangle = -C_\eta \langle \eta \eta^* \rangle \langle \mathbf{S}_0 \rangle + C_R \begin{pmatrix} w_1 \\ w_2 \end{pmatrix},
\]

where \( w_1 \) and \( w_2 \) are two independent white-noise components, the prefactors \( C_\eta = \langle \mathbf{S}_t^2(0) \rangle_0 A/k_B T_{\text{eff}} \) and \( C_R = \langle \mathbf{S}_t^2(0) \rangle_0 V A/k_B T_{\text{eff}} \cdot \eta/(\eta^2 + \eta^2) \). When the odd viscosity \( \eta^\text{o} \) vanishes, Eq. (4) simply describes the evolution of an overdamped random walker with Cartesian coordinates \((\mathbf{S}_r, \mathbf{S}_t)\) moving in a harmonic trap. In the presence of a non-vanishing \( \eta^\text{o} \), the random walker experiences an additional azimuthal nonconservative force proportional to its distance from the origin [47] that makes it rotate as shown in Fig. 3C. In Supplementary Sec. V, we solve Eq. (4) analytically and find closed-form expressions for the stress–stress correlation functions (plotted as continuous lines in Fig. 3A) that match very well with the molecular dynamics simulation.
measurements (plotted as dots in Fig. 3A). By Fourier transforming these analytically derived correlation functions, we can predict how the viscous coefficients \( \eta(f) \) and \( \eta^0(f) \) depend on the shear frequency \( f \), in excellent agreement with numerical data shown in Fig. 3D-E. Since viscosities originate from momentum transfer among interacting particles, their characteristic frequencies are controlled by the tumbling time \( \Delta t_{\text{tumble}} \) required for a particle to randomize its direction.

We have shown that the viscous coefficients \( \eta, \eta^0 \) and \( \Gamma \) can be obtained from microscopic measurements of the stress fluctuations. To validate this approach, it is important to test whether a hydrodynamic description of our chiral fluid with these viscosity coefficients, can accurately describe the resulting macroscopic fluid dynamics. To do so, we perform large-scale molecular dynamics simulations in which we compress our gas of spinners with a piston as illustrated in Fig. 4A. The result is a nonlinear compression shock: a sharp change in the density profile \( n(x) \) (Fig. 4B) moving at constant velocity, with a finite width. The hydrodynamic theory of such a compression shock in a chiral fluid [18] predicts that all the transport coefficients contribute to the fluid flow, making it an ideal testing ground for our measured transport coefficients, see Supplementary Sec. VI. In particular the width of the shock is set by \( \eta \), and the shock is accompanied by a localized shear flow (color map in Fig. 4A, Supplementary Mov. S3, Supplementary Fig. S14) controlled by the interplay of \( \eta^0 \) and \( \Gamma \). We find that the velocity profiles \( u_x(x) \) and \( u_y(x) \) determined from molecular dynamics simulations (dots in Figs. 4C and D) match with the numerical solution of the hydrodynamic equations (solid lines) without any fitting parameters, supporting the validity of our approach. Conversely, we find that an imposed steady-state shear flow induces density modulation in the transverse direction (Supplementary Fig. S15), a phenomenon that allows us to measure \( \eta^0 \) in agreement with both direct rheological probes and with the Green-Kubo formula.

Our demonstration of the validity of the Green-Kubo formula far from equilibrium provides a theoretical foundation for a non-invasive rheology of active fluids. This approach enables the measurement of viscous coefficients from movies of steady-state particle motion combined with knowledge of their interactions.
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I. SIMULATION PROCEDURE

We study the behavior of a chiral active fluid by performing particle-based simulations using customized LAMMPS package. In particular, we consider a two-dimensional (2D) granular gas in which individual particles are powered by active torques

\[ \tau_i = \gamma_{\text{rot}}(\Omega - \Omega_i), \quad (S.1) \]

to self-spin at a targeted speed \( \Omega \). A large coefficient \( \gamma_{\text{rot}} \) is chosen to enforce a homogeneous \( \Omega \)-field across the system.

In the system we study, the particles interact via excluded-volume effects and interparticle friction. We employ a Hookean repulsion to model the excluded-volume effects:

\[ f_{ij}^c = \begin{cases} -k(r_{ij}) h_{ij} \hat{r}_{ij}, & r_{ij} < d \\ 0, & r_{ij} \geq d \end{cases} \quad (S.2) \]

where \( d \) is the particle diameter, \( r_{ij} = r_i - r_j \) is the center-to-center vector between particles \( i \) and \( j \), and \( h_{ij} = d - r_{ij} \) is their radial overlapping depth. To prevent complete interpenetration between the particles, a nonlinearity is added to the repulsion, with a distance-dependent Hookean coefficient that diverges at \( r_{ij} = 0 \):

\[ k(r_{ij}) = k \left( 1 + \alpha \frac{d}{r_{ij}} \right). \quad (S.3) \]

In addition to such conservative force, the particles also experience a dissipative force due to interparticle friction,

\[ f_{ij}^d = \begin{cases} -\gamma (v_{ij} - \Omega_{ij} \hat{z} \times \hat{d}r_{ij}), & r_{ij} < d \\ 0, & r_{ij} \geq d, \end{cases} \quad (S.4) \]

where \( \gamma \) is the friction coefficient. This frictional force is linear with the relative surface velocity between the two particles at contact, \( v_{ij}^d = v_{ij} - \Omega_{ij} \hat{z} \times \hat{d}r_{ij} \), where \( v_{ij} = v_i - v_j \) denotes the relative velocity of their center of mass (COMs) and \( \Omega_{ij} = (\Omega_i + \Omega_j)/2 \) denotes their average self-spinning speed.

Without loss of generality, we choose the area fraction of the system \( \phi = 0.2 \) and set the aforementioned parameters as \( \gamma_{\text{rot}} = 3md^2/\Delta t, \gamma = 0.015m/\Delta t, k = m/\Delta t^2, \alpha = 0.3 \), where \( m \) is the particle mass and \( \Delta t \) denotes the timescale of the interactions. To focus on the viscous effects emergent from particle interactions, a frictionless background is used. All the simulations are initialized with a random velocity distribution. The results are collected after the system reaches a steady state. Below, we detail specific procedures for investigating the thermodynamics, kinetics, linear response, Green–Kubo relation and hydrodynamics.

Thermodynamics To examine the thermodynamic properties of this chiral active fluid in a nonequilibrium steady state, we perform the following analysis on a square system of side length \( L = 36d \) with periodic boundary conditions.

Boltzmann statistics. We first measure the distribution of the particle velocities at 15 different spinning speeds \( \Omega \in [1/\Delta t, 30/\Delta t] \). We confirm that the particle velocities follow from a Maxwell-Boltzmann distribution and then extract an effective temperature \( T_{\text{eff}} \) from the velocity variance. We further examine the Boltzmann statistics in spatial arrangement of the particles by introducing potential bias, i.e. a potential barrier or well of magnitude \( |U| < k_B T_{\text{eff}} \), into the system. The results are discussed in Section II below.

Equation of the state. We study the density dependence of the hydrodynamic stresses at 8 different particle-number densities \( n \in [0.01/d^2, 0.4/d^2] \). The hydrodynamic stress of the entire system is measured using the Irvine–Kirkwood formula [46],

\[ \sigma = -\frac{1}{A} \left[ \sum_{i} m v_i v_i + \frac{1}{2} \sum_{ij, i \neq j} f_{ij} r_{ij} \right], \quad (S.5) \]

where \( A \) denotes the total area of the system and \( N \) denotes the total number of the particles. In Section II, we show that the pressure \( P \triangleq -(\sigma_{xx} + \sigma_{yy})/2 \) follows the ideal-gas law \( P = nk_B T_{\text{eff}} \). Furthermore, we measure the anti-symmetric stress \( \tau \triangleq (\sigma_{xy} - \sigma_{yx})/2 \) and determine its density dependency \( \tau = \Gamma(n) \Omega \).

Kinetics To study the microscopic origin of the anti-symmetric stress \( \tau \) and odd viscosity \( \eta_{\text{odd}} \), we analyze two-particle scattering simulations. In these simulations, two particles undergo a head-to-head collision. The incident relative velocities between the particles are sampled from a Maxwell–Boltzmann distribution with reduced mass \( m/2 \) and temperature \( T_{\text{eff}}(\Omega) \). The impact parameter \( b \) is sampled from a uniform distribution \( d[-d, d] \). To reveal the origin of \( \tau \), we measure the angular momentum change \( \Delta \Omega \) of the particle pair caused by the collision. To investigate the cause of \( \eta_{\text{odd}} \), we quantify the change in their relative velocity \( \Delta v \) instead. Here, at each of 20 different \( \Omega \in [-30/\Delta t, 30/\Delta t] \), we simulate over 10,000 independent collisions to reduce statistical errors. The results are discussed in Section III.

Linear responses We study the linear response of our chiral active fluid by imposing uniform deformations and measuring the stress response. The deformation is implemented via the SLLOD algorithm [56–58] with periodic boundary conditions. We measure bulk viscosity \( \xi \) and compression-rotation viscosity \( \eta^A \) by imposing compression/dilation (\( \mathbf{D} \)). We measure shear viscosity \( \eta \), odd viscosity \( \eta^o \) and compression-rotation viscosity \( \eta^B \) under simple shear (\( \mathbf{D} \)). Furthermore, we confirm our measurements of \( \eta \) and \( \eta^o \) by performing additional simulations.
under pure shear ($\Omega = 26$). The results are discussed in Section III.

To avoid artifacts caused by dramatic changes in system size, we apply oscillatory deformations with a time-modulated strain rate,

$$
\dot{\beta}(t) = \begin{cases} 
\epsilon & nT < t \leq (n + \frac{1}{2})T \\
-\epsilon & (n + \frac{1}{2})T < t \leq (n + 1)T 
\end{cases} \quad (S.6)
$$
a square wave of small magnitude $\epsilon < 0.25\% / \Delta t$ and long period $T = 1000 \Delta t$. We calculate the time-weighted averages of both the strain rate and the resultant stress:

$$
\dot{\epsilon}_{\beta}(\epsilon) = \langle \dot{\epsilon}_{\beta}(t) \cdot \text{sgn}[\dot{\epsilon}_{\beta}(t)] \rangle_t, \quad (S.7)
$$

$$
\sigma_{\alpha}(\epsilon) = \langle \sigma_{\alpha}(t) \cdot \text{sgn}[\dot{\epsilon}_{\beta}(t)] \rangle_t \quad (S.8)
$$

where the function $\text{sgn}(x)$ extracts the sign of $x$. Note that the strain rate $\dot{\epsilon}_{\beta}(\epsilon) = \epsilon$. Regarding the stress, the oscillatory nature of $\text{sgn}[\dot{\epsilon}_{\beta}(t)]$ naturally removes the steady-state stresses, such as pressure $P$ and antisymmetric stress $\tau$, which are invariant under deformation. It also avoids the influences from the normal stress difference [59–61] caused by micro-structure formation of the particles under shear, which is quadratic with the strain rate. The viscous coefficients are extracted from the linear response:

$$
\eta_{\alpha\beta} = \left. \langle \sigma_{\alpha}(\epsilon) \dot{\epsilon}_{\beta}(\epsilon) \rangle \right|_{\epsilon}, \quad (S.9)
$$

which is an average over 15 different deformation magnitudes $\epsilon \in [0.08\% / \Delta t, 0.25\% / \Delta t]$.

We repeat such viscosity measurement at 30 different spinning speeds $\Omega \in [-30 / \Delta t, 30 / \Delta t]$ to evaluate the Onsager–Casimir relation $\eta_{\alpha\beta}(\Omega) = \eta_{\beta\alpha}(-\Omega)$. Lastly, we also investigate the temperature dependence of $\eta^{\theta}$ by introducing an intrinsic temperature $T_0$ via added random forces.

Green–Kubo relation To study the Green–Kubo relation, we investigate the dynamics of the fluctuating stresses at the steady state. In particular, we measure the correlation functions between the two shear stresses ($\otimes$ and $\otimes$) of the entire system, and use them to estimate the shear and odd viscosities via the Green–Kubo formula (Eq. (3) in the main text). Such Kubo predictions are compared with direct measurements via linear responses for 30 different spinning speeds $\Omega \in [-30 / \Delta t, 30 / \Delta t]$.

To further verify the Green–Kubo relation in frequency domain, we perform linear-response analysis at $\Omega = 26.7 / \Delta t$ under a sinusoidal simple shear,

$$
\dot{\omega}(t) = \epsilon \cos(2\pi ft), \quad (S.10)
$$

with frequency $f$ and magnitude $\epsilon$. The frequency-dependent strain rate and stresses are calculated as follows:

$$
\hat{\dot{\omega}}(f, \epsilon) = \langle \dot{\omega}(t) \cdot e^{-i2\pi ft} \rangle_t, \quad (S.11)
$$

$$
\hat{\sigma}(f, \epsilon) = \langle \sigma(t) \cdot e^{-i2\pi ft} \rangle_t, \quad (S.12)
$$

$$
\hat{\sigma}^\theta(f, \epsilon) = \langle \sigma^\theta(t) \cdot e^{-i2\pi ft} \rangle_t, \quad (S.13)
$$

where $\langle \rangle_t$ denotes time average. From the frequency dependent strain rate and stresses, we extract the frequency-dependent shear and odd viscosities

$$
\eta(f) = \left. \langle \sigma(f, \epsilon) \rangle \right|_{\epsilon}, \quad (S.14)
$$

$$
\eta^\theta(f) = \left. \langle \sigma^\theta(f, \epsilon) \rangle \right|_{\epsilon}, \quad (S.15)
$$

which are averages over 15 different shear magnitudes $\epsilon \in [0.08\% / \Delta t, 0.25\% / \Delta t]$. These measured viscosities are then compared with the Fourier transform of the stress–stress correlation functions. The results are discussed in the main text and theoretical derivations are provided in Section IV.

Hydrodynamics We first study the steady-state flow of our chiral active fluid. We employ a large system of length $L_x = 600d$ and width $L_y = 300d$, with periodic boundary conditions applied in both dimensions. To investigate the effects of odd viscosity $\eta^{\theta}$, we generate a shear flow by imposing a $y$-directional force field $F = (0, F_0 \sin(2\pi x / L_x))$ onto the particles and measure the variation of particle density in the $x$-direction. The results are discussed in Section VI.

Secondly, we study a shock wave as an example of a nonlinear hydrodynamic phenomenon. To do so, we employ an even larger system size $L_x = 6000d$ and $L_y = 300d$. Harmonic walls with Hookean constant $k_{\text{wall}} = 100m / \Delta t^2$ are placed at the boundaries in the $x$-direction, while periodic boundary conditions are applied in the $y$-direction. Right next to the walls, we add a thin buffer zone (with thickness $w = d$) where particles experience a strong damping towards their $y$-directional velocity via the force $f = (0, -\gamma_{\text{buf}}u_y)$, where $\gamma_{\text{buf}} = m / \Delta t$ is the local drag coefficient. The buffer zone gives an effective stick boundary condition for our chiral active fluid. To generate a density shock wave in $x$-direction, we move the left wall and its buffer zone at speed $v = 1.4c$, where $c = 1.4d / \Delta t$ is the speed of sound of this fluid. We record the time-dependent flow and density profiles, $u_x(x, t)$, $u_y(x, t)$ and $n(x, t)$, which are averaged over 500 independent simulations to reduce statistical errors. The results are discussed in Section VI.

All the particle-based hydrodynamic simulations are compared with the predictions of the continuum theory with hydrodynamic parameters determined by the measurements in the previous sections.
II. STEADY-STATE ENSEMBLE

Boltzmann statistics  In the main text, we have shown the Maxwell–Boltzmann distribution of particle velocity. Here we verify that Boltzmann statistics parameterized by the same effective temperature $T_{\text{eff}}$ govern the spatial arrangement of the particles as well (Fig. S1).
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FIG. S1. Boltzmann statistics. We investigate the density distribution $n(r)$ of the particles when a potential bias is applied. Here the particles self-spin at speed $\Omega = 26.7/\Delta t$. A. Potential barrier $U(r) = 0.5k_B T_{\text{eff}} \cos(\pi r/2R)$ for $r < R$, where $r$ denotes the distance from the center of the system. B. Potential well $U(r) = -0.5k_B T_{\text{eff}} \cos(\pi r/2R)$ for $r < R$. The measured density profiles (2D mesh) match well with the theoretical predictions (red lines) using Boltzmann statistics $n(-r) \propto \exp[-U(r)/k_B T_{\text{eff}}].$

Effective thermodynamics  Here we use a mean-field approximation to derive an effective Langevin dynamics for the system. This effective Langevin dynamics justifies the equilibrium-like ensemble properties of the system’s steady state. For an arbitrary particle $i$, each collision causes a drag effect via the dissipative interaction $-\gamma v_{ij}$. At the steady state, the particles are uniformly distributed and acquire random velocities. Thus the collisions with neighboring particles provide a background drag with drag coefficient

$$\gamma_{\text{eff}} = p_{\text{col}} \gamma,$$

(S.16)

where $p_{\text{col}} = n \pi d^2$ accounts for the probability of a particle colliding with another at a given time. In addition, since the interparticle vector $r_{ij}$ is random, the active part of the interaction $\gamma d \Omega \hat{r}_{ij}$ due to self-spinning acts as an effective random force $\xi(t)$. By replacing those two interactions with the effective drag and random forces, we can rewrite Eq. (1) in the main text as an effective Langevin equation:

$$m \ddot{x}_i = \sum_{j \in N(i)} f_{ij}^e - \gamma_{\text{eff}} v_i + \xi(t),$$

(S.17)

where the random force $\xi(t)$ satisfies $\langle \xi_a(t) \xi_b(t') \rangle = 2\gamma_{\text{eff}} k_B T_{\text{eff}} \delta_{ab} \delta(t - t')$ to produce the effective temperature.
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FIG. S2. Validating effective Langevin dynamics. A. Velocity distribution. B. Radial distribution function. The results generated by the effective Langevin dynamics Eq. (S.17) (solid lines) are almost identical those with actual simulations (dashed lines).

By evaluating the particle velocity distribution and radial distribution function, we confirm that this effective Langevin dynamics produces the Boltzmann statistics observed in the actual simulation (Fig. S2). While this effective theory explains the equilibrium-like properties of the steady state at any single point in time, the substitution of interparticle friction $f_{ij}^e$ with the single-particle forces $\gamma_{\text{eff}} v_i$ and $\xi_i$ cannot capture the right dynamics. In particular, the random noise $\xi_i$ lacks the chiral nature of the active interaction $\gamma d \Omega \hat{r}_{ij}$, which gives rise to odd viscosity $\eta^\phi$ (later shown by Fig. S10) and breaks time-reversal symmetry [16, 18]. Therefore, the time-correlated properties of our chiral active fluid are not entirely captured by this effective Langevin model. For instance the relation $\langle \xi(t) \xi(0) \rangle_0 = -\langle \xi(t) \xi(0) \rangle_0$ implied by the presence of $\eta^\phi$ (see Fig. 3A in the main text) does not follow from the Langevin model.
**Effective temperature** In addition to justifying the equilibrium-like behavior of the equal-time statistics, the Langevin-dynamics model provides an estimate of the effective temperature. Each collision makes a contribution to the random force of magnitude \( \gamma d \Omega \). Given that \( \mathbf{r}_{ij} \) is random, we argue that different components of the random force are independent of each other. Thus,

\[
\langle \xi_a(0) \xi_b(0) \rangle = p_{\text{col}} \frac{\langle \gamma d \Omega \rangle^2}{2} \delta_{ab}, \tag{S.18}
\]

where the one half accounts for the equipartition over each dimension of this 2D system. Furthermore, the collision duration \( \Delta t_{\text{col}} \) sets the minimum time scale of the Langevin dynamics. By assuming different collisions are independent of each other, we can rewrite the requirement \( \langle \xi_a(t) \xi_b(t') \rangle = 2 \gamma_{\text{eff}} k_B T_{\text{eff}} \delta(t - t') \delta_{ab} \)

\[
p_{\text{col}} \frac{\langle \gamma d \Omega \rangle^2}{2} = 2 \gamma_{\text{eff}} k_B T_{\text{eff}} \frac{1}{\Delta t_{\text{col}}}. \tag{S.19}
\]

As \( \gamma_{\text{eff}} = p_{\text{col}} \gamma \), the effective temperature becomes

\[
k_B T_{\text{eff}} = \frac{1}{4} \gamma d^2 \Omega^2 \Delta t_{\text{col}}. \tag{S.20}
\]

The collision duration \( \Delta t_{\text{col}} \) depends on the repulsive force. In the extreme of a strong Hookean interaction, a collision between two particles corresponds to a half-cycle harmonic oscillator with effective mass \( m/2 \) and spring constant \( k \). Thus, the duration time \( \Delta t_{\text{col}} = \pi \sqrt{m/2k} \) is a constant independent of particle velocity. However, in the other extreme, when the repulsion is too weak to consider, the two particles simply penetrate each other, with a duration time \( \Delta t_{\text{col}} = d / \bar{v}_{\text{rel}} \), where \( \bar{v}_{\text{rel}} = m/4 \pi k_B T_{\text{eff}} \cdot \int_0^\infty 2 \pi v^2 \exp[-mv^2/4k_B T_{\text{eff}}] dv = \sqrt{\pi} k_B T_{\text{eff}} / m \) is the averaged relative speed. By plugging these two extreme cases of \( \Delta t_{\text{col}} \) into Eq. (S.21), we find that the effective temperature follows a power-law behavior

\[
k_B T_{\text{eff}} \propto |\Omega|^\alpha, \tag{S.21}
\]

with exponent \( \alpha \) constrained in the range of \( 4/3 \leq \alpha \leq 2 \). This is consistent with the power-law behavior \( k_B T_{\text{eff}} \propto |\Omega|^{1.54 \pm 0.02} \) observed in our case.

**Ideal-gas law** Fig. S3 shows the result of measuring the system pressure via the Irvine–Kirkwood stress at various particle density \( n \) and spinning speed \( \Omega \). We confirm that the fluid does follow the ideal-gas law \( P = nk_B T_{\text{eff}} \) (Fig. S3). Hence, the microscopic Boltzmann statistics gives rise to a macroscopic equation of state resembling a thermal gas.

**Anti-symmetric stress** Unlike a common fluid at thermal equilibrium, our chiral active fluid has the tendency to rotate even at the steady state due to a non-vanishing anti-symmetric stress \( \tau \). The anti-symmetric stress arises from the active torques which constantly inject angular momentum into the system via the self-spinning of the particles. When two particles collide, the angular momentum of self-spinning is partially converted into the angular momentum of the co-rotation of the two particles around their center of mass, \( L = n \bar{v}_{\text{rel}} b \), where \( b \) is the impact parameter of the collision (Fig. S4A). The angular momentum change \( \Delta L = L_{\text{out}} - L_{\text{in}} \) caused by the collision gives rise to the anti-symmetric stress \( \tau \) at the macroscopic level, leading to an additional equation of state.

In fact, we can analytically derive the anti-symmetric stress using a simple kinetic theory. In 2D, a particle moves across the system with a collisional cross-section \( 2d \). The frequency of it colliding with another particle is

\[
f_{\text{col}}^p = 2d \cdot \bar{v}_{\text{rel}} \cdot n. \tag{S.22}
\]

Thus the total collision frequency of the entire system is

\[
f_{\text{col}} = \frac{1}{2} \cdot f_{\text{col}}^p \cdot N = n^2 A \bar{v}_{\text{rel}} \tag{S.23}
\]

where the one half accounts for the double counting of the collision pairs, and \( N = nA \) is the total number of particles. Let us denote the average angular momentum change due to a single collision as \( \Delta L \). Then we can derive the anti-symmetric stress:

\[
\tau = \frac{f_{\text{col}}^a \cdot \Delta L}{A} = \frac{\pi k_B T_{\text{eff}}}{m} n^2 d \Delta L. \tag{S.24}
\]
To confirm our kinetic theory, we perform molecular dynamics simulations of the particle kinetics. We numerically measure the averaged angular momentum change $\Delta L$ during interparticle collision and plug it into Eq. (S.24) to predict $\tau$. In Fig. S4B, we show that the predicted value agrees well with the simulation measurement at the steady state.

FIG. S4. Microscopic origin of antisymmetric stress. A. Schematic of an interparticle collision. When two particles collide, the self-spinning is converted into the co-rotation of the particles around their center-of-mass, leading to an angular momentum change $\Delta L = L_{\text{out}} - L_{\text{in}}$, where $L = mv_{\text{rel}}b$ is the angular momentum of the co-rotation ($b$ the impact parameter). On average, this gives rise to the anti-symmetric stress $\tau$. B. Comparison between the theoretical prediction and simulation measurement of $\tau$. We measure the average angular momentum change upon collision $\Delta L$ by performing scattering simulations, and then use it to predict $\tau$ based upon the kinetic theory Eq. (S.24). Such predictions agree well with the steady-state measurement of the many-body system.
III. LINEAR RESPONSE

Linear response  Linear hydrodynamics relies on the existence of a linear relationship between stresses and velocity gradients. This linear relationship is summarized by the following equation:

\[
\sigma_{ab}^{(v)} = \eta_{abcd} \dot{e}_{cd}, \tag{S.25}
\]

where \(\sigma_{ab}^{(v)}\) is the viscous stress tensor, \(\dot{e}_{cd} = \partial_d u_c\) is the (unsymmetrized) velocity gradient tensor, and \(\eta_{abcd}\) is the viscosity tensor. Here, we introduce the notation following basis for rank-2 tensors in two dimensions:

\[
\begin{align*}
\tau_{ab}^0 &= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, & \tau_{1b}^1 &= \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \\
\tau_{ab}^2 &= \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, & \tau_{3b}^3 &= \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\end{align*} \tag{S.26}
\]

We note that \(\tau_{ab}^0\) transforms as a scalar under rotations while \(\tau_{ab}^1\) as a pseudoscalar. The matrices \(\tau_{ab}^0\) and \(\tau_{ab}^3\) form a basis for symmetric traceless tensors, and transform together as bivectors under rotations. We use the \(\tau_{ab}^0\) to decompose the stress and velocity gradient tensors into irreducible representations of \(SO(2)\) via the following definitions:

\[
\begin{align*}
\otimes \tau_{ab}^0 \sigma_{ab} &= (\sigma_{xx} + \sigma_{yy})/2, \tag{S.28} \\
\otimes \tau_{ab}^1 \sigma_{ab} &= (\sigma_{xy} - \sigma_{yx})/2, \tag{S.29} \\
\otimes \tau_{ab}^2 \sigma_{ab} &= (\sigma_{xx} - \sigma_{yy})/2, \tag{S.30} \\
\otimes \tau_{ab}^3 \sigma_{ab} &= (\sigma_{xy} + \sigma_{yx})/2, \tag{S.31}
\end{align*}
\]

and

\[
\begin{align*}
\otimes \tau_{ab}^0 \dot{e}_{ab} &= \dot{e}_{xx} + \dot{e}_{yy}, \tag{S.32} \\
\otimes \tau_{ab}^1 \dot{e}_{ab} &= \dot{e}_{xy} - \dot{e}_{yx}, \tag{S.33} \\
\otimes \tau_{ab}^2 \dot{e}_{ab} &= \dot{e}_{xx} - \dot{e}_{yy}, \tag{S.34} \\
\otimes \tau_{ab}^3 \dot{e}_{ab} &= \dot{e}_{xy} + \dot{e}_{yx}. \tag{S.35}
\end{align*}
\]

Furthermore, we define the four-by-four matrix \(\eta^{ab} = \tau_{ab}^{(v)} \eta_{abcd} \dot{e}_{cd}\). With these definitions, Eq. (S.25) can be written as:

\[
\eta^{(v)} = \begin{pmatrix}
\eta^{00} & \eta^{01} & \eta^{02} & \eta^{03} \\
\eta^{10} & \eta^{11} & \eta^{12} & \eta^{13} \\
\eta^{20} & \eta^{21} & \eta^{22} & \eta^{23} \\
\eta^{30} & \eta^{31} & \eta^{32} & \eta^{33}
\end{pmatrix} = \begin{pmatrix}
\eta & 0 & 0 & 0 \\
0 & \eta & 0 & 0 \\
0 & 0 & -\eta & 0 \\
0 & 0 & 0 & \eta
\end{pmatrix}, \tag{S.36}
\]

where the superscript \((v)\) denotes the viscous stresses. Certain basic physical assumptions restrict the form of \(\eta^{ab}\). For example, under the assumption of isotropy alone, \(\eta^{ab}\) takes the form [47]:

\[
\eta^{ab} = \begin{pmatrix}
\xi & \eta^B & 0 & 0 \\
\eta^B & \eta & 0 & 0 \\
0 & 0 & \eta & \eta^B \\
0 & 0 & -\eta^B & \eta
\end{pmatrix}. \tag{S.37}
\]

We note that the Onsager–Casimir reciprocity relations imply that the antisymmetric contribution to \(\eta^{ab}\) must be odd under microscopic time-reversal symmetry, while the symmetric portion must be even under microscopic time reversal symmetry [62, 63]. In standard tensor notation, Eq. (S.37) may be written as:

\[
\eta_{abcd} = \xi \delta_{ab} \delta_{cd} - \eta^{A} \epsilon_{ab} \delta_{cd} - \eta^{B} \delta_{ab} \epsilon_{cd} - \Gamma \epsilon_{ab} \epsilon_{cd}
+ \eta (\delta_{ac} \delta_{bd} + \delta_{ad} \delta_{bc} - \delta_{ab} \delta_{cd}) + \eta^\rho E_{abcd}, \tag{S.38}
\]

where \(\delta_{ab}\) and \(\epsilon_{cd}\) denote the Kroneker delta and Levi-Civita tensors, respectively, and

\[
E_{abcd} = \frac{1}{2} (\epsilon_{ac} \delta_{bd} + \epsilon_{ad} \delta_{bc} + \epsilon_{bd} \delta_{ac} + \epsilon_{bc} \delta_{ad}). \tag{S.39}
\]

When the viscosity coefficients do not depend on space, we have the general form of the Navier-Stokes equation \(\rho D_t u = \nabla \cdot \sigma\) for chiral active fluids:

\[
\rho D_t u = \nabla \cdot \sigma_{ss} + \xi \nabla (\nabla \cdot u) + \eta^A \mathcal{R} \cdot \nabla (\nabla \cdot u)
- \Gamma \nabla \times (\nabla \times u) - \eta^B \mathcal{R} \cdot \nabla \times (\nabla \times u)
+ \eta \Delta u + \eta^\rho \mathcal{R} \cdot \Delta u, \tag{S.40}
\]

where

\[
\mathcal{R} = \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}. \tag{S.41}
\]

is the rotation matrix by \(-\pi/2\).

Equation (S.40) can be compared, for instance, with Eq. (37) of Ref. [62] (CH. XII, § 1, p. 310). In this reference, our coefficient \(\Gamma\) is called the rotational viscosity \(\eta_r\). Both the pressure and the anti-symmetric stress \(\eta_{r\text{rot}}(2\omega)\) in Eq. (37) of Ref. [62] (in this reference, \(\omega\) is the mean angular velocity of the fluid) are included in the term \(\mathcal{R} \cdot \sigma_{ss}\) of our Eq. (S.40). The coefficient \(\xi\) in Eq. (S.40) is related to the volume viscosity \(\eta_v\) in Ref. [62] through \(\xi = \eta/D + \eta_v\), where \(D\) is the spatial dimension. The terms involving \(\eta^A\) and \(\eta^B\) are additional contributions, which are generally allowed in a chiral active fluid.

Figure S5 shows the linear response of our system when a small strain rate is applied. This allows us to
directly measure all the viscous coefficients and further study their dependence on particle spinning speed $\Omega$ to evaluate the Onsager–Casimir relation.

**Rotation-compression viscosities** The viscous coefficients $\eta^A$ and $\eta^B$ determine the coupling between compression and rotation. In the main text, we have shown that $\eta^A$ is an odd function of $\Omega$. However, statistical uncertainty in simulations (Fig. S6) precludes the determination of the symmetry of $\eta^B(\Omega)$. Note that compared to the large steady-state pressure $P/P_0 \sim O(1)$, where $P_0 = m/d\Delta t^2$, the linear response via $\eta^B$ is an undetectable correction. This is different from the linear response via $\eta^A$, which is still measurable in the presence of the small anti-symmetric stress $\tau/P_0 \sim O(10^{-2})$.

**Shear viscosity $\eta$** For a thermal fluid, the shear viscosity is a function of temperature $\eta(T)$. Here we investigate whether $T_{\text{eff}}$ also plays the role of temperature in determining the value of $\eta$ in our system. To do so, we replace rotational activity with a thermostat and create a thermal counterpart of our chiral active fluid. We find that the shear viscosity of this thermal system displays the same temperature dependence as what we measured before (Fig. S7).

**Odd viscosity $\eta^o$** According to Eq. (2) in the main text, odd viscosity governs the interplay between the two pure shears ($\hat{\eta}^A$ and $\hat{\eta}^B$). We have measured $\eta^o$ by evaluating the linear response of the fluid towards a simple shear that contains $\hat{\eta}^B$ (Fig. 2B in the main text). To confirm the anti-symmetric nature of $\eta^o$, here we evaluate the linear response towards $\hat{\eta}^A$. We find that the viscosity does become the opposite to what we measured before (Fig. S8A). To verify the temperature dependence $\eta^o \sim T_{\text{eff}} \Omega$, we increase the system temperature by $T_0$ through a thermostat and find that the resulting odd viscosity then follows $\eta^o \sim (T_{\text{eff}} + T_0)\Omega$ (Fig. S8B). By decomposing the Irwin–Kirkwood stress into the kinetic and virial parts, we find that $\eta^o$ is dominantly contributed by particle kinetics (Fig. S8C).

**Microscopic origin of odd viscosity $\eta^o$** To investigate the microscopic origin of odd viscosity, we perform molecular dynamic simulations of the particle kinetics. We quantified the effects of interparticle collision as the turning angle $\theta$ between the incoming and outgoing velocities of a given particle (Fig. S9A). The active part of the interparticle friction $\gamma d\Omega \hat{\varepsilon} \times \mathbf{r}_{ij}$ drives the particles in
the transverse direction. This gives rise to the chirality of the collision, which is characterized by a preferential bias in \( \theta \). As illustrated in Fig. S9B, such chirality is associated with broken time-reversal symmetry, the key ingredient of odd viscosity [16, 18]. We find that the collisions in our system are indeed chiral (Fig. S9C). However, the chirality becomes weaker at larger \( \Omega \). At first sight, this is contradictory to the observation that \( \eta^o \) monotonically increases with \( \Omega \) (see Fig. S8B).

We notice that the effects of interparticle collision can be also quantified as the resultant velocity change. Since viscosity is a consequence of multiple collisions, it should not depend on particle identity. Without distinguishing
FIG. S10. **Microscopic origin of odd viscosity.**

**A.** Schematic of an interparticle collision. Viscosity is the consequence of multiple collisions. Since the participating particles are identical, we parameterize the collisions in terms of the symmetrized velocities, as shown above.

**B.** Distribution of the symmetrized velocity change $\Delta v^s$. Without friction, $\Delta v^s$ is symmetric about the $x$-axis. With friction, $\Delta v^s$ displays a chiral distortion with a characteristic twisting angle $\alpha$.

**C.** Linear relation between the viscosity ratio $\eta_o/\eta$ and the twisting angle $\alpha$.

The particles, for any given initial and final state of a collision, there are two possible pathways (Fig. S10A). To account for this, we consider the symmetrized velocity change

$$
\Delta v^s = \begin{cases} 
v_{\text{out}} - v_{\text{in}} & v_{\text{in}} \cdot v_{\text{out}} \geq 0 \\
-v_{\text{out}} - v_{\text{in}} & v_{\text{in}} \cdot v_{\text{out}} < 0 
\end{cases}
$$

(S.42)

See the illustration of $\Delta v^s$ in Fig. S10A. We find that due to the interparticle friction between the spinners, the distribution of $\Delta v^s$ becomes chiral. We characterize the chirality of $P(\Delta v^s)$ by means of a twisting angle $\alpha$. Similar to the aforementioned turning angle $\theta$, $\alpha$ also suggests the existence of odd viscosity. More precisely, $\alpha$ encodes the competition between the onset of the transverse motion and the reduction of the longitudinal motion due to the collision. The former is driven by the chiral active interaction $\gamma d \Omega \hat{z} \times \hat{r}_{ij}$ and leads to odd viscosity, whereas the latter is driven by the remaining passive interactions and gives rise to shear viscosity. Remarkably, the viscosity ratio $\eta_o/\eta$ is indeed linear with $\alpha$, making $\alpha$ a reliable predictor for odd viscosity.
IV. DERIVATION OF THE KUBO RELATION

Here we provide a first-principle derivation of the Green–Kubo relation using the Mori–Zwanzig formalism [51–54], a systematic coarse-graining procedure to study the dynamics of a many-body system. We show that the equilibrium-like Green–Kubo relation

$$\eta_{\alpha\beta} = \frac{A}{k_B T_{\text{eff}}} \int_0^\infty \langle \sigma_\alpha(t) \sigma_\beta(0) \rangle \, dt,$$  \hspace{1cm} (S.43)

holds near the steady-state of an isotropic active fluid, as long as the steady state is stable and displays fast-decaying velocity–velocity corrections $|\langle \mathbf{v}(\mathbf{r}) \cdot \mathbf{v}(0) \rangle_0| \leq \mathcal{O}(r^{-D})$, where $D$ is the dimension of the system. Our analysis focuses on systems with pairwise interactions that are arbitrary functions of the relative coordinate and are at most linear in the relative particle velocity.

In the derivation, we choose the momentum current densities $\hat{J}_{\mathbf{k}}$ of the fluid as the slow variables, to characterize momentum transfer at the macroscopic level. By constructing a projection operator using $\hat{J}_{\mathbf{k}}$, we decompose the generalized forces that drive the dynamics of the entire system into the components parallel to $\hat{J}_{\mathbf{k}}$ and the random forces orthogonal to $\hat{J}_{\mathbf{k}}$. Using the Mori–Zwanzig formalism, we show that the slow dynamics of $\hat{J}_{\mathbf{k}}$ displays a linear response with response functions determined by the time-correlations of the random forces. For a thermal system with conservative interactions, such fluctuation–dissipation relation leads to the standard Green–Kubo relation. Here we extend the Mori–Zwanzig formalism for nonequilibrium systems involving active and dissipative interactions. By carefully evaluating the generalized forces, we prove the equilibrium-like Green–Kubo relation.

**Momentum transfer**

In conventional hydrodynamic theory, the Navier–Stokes equations describe the momentum transfer in a fluid. In the same spirit, we study the evolution of momentum flux in our system. We use $V$ to denote the volume of the system, $N$ for the number of particles, and $m$ for their mass. The $i$th particle has position $\mathbf{r}_i(t)$ and velocity $\mathbf{v}_i(t)$. We derive our theory in the reciprocal space by investigating the wavevector-dependent momentum current density:

$$\hat{J}_{\mathbf{k}}(t) \triangleq \frac{1}{V} \sum_{i=1}^N m \mathbf{v}_i(t) e^{-i\mathbf{k} \cdot \mathbf{r}_i(t)}.$$  \hspace{1cm} (S.44)

Taking the time derivative on the both sides, we can find an equation for the evolution of $\hat{J}_{\mathbf{k}}(t)$:

$$\dot{\hat{J}}_{\mathbf{k}}(t) = \frac{1}{V} \sum_{i=1}^N [-i\mathbf{k} \cdot m \mathbf{v}_i(t) \mathbf{v}_i(t) + m \mathbf{v}_i(t)] e^{-i\mathbf{k} \cdot \mathbf{r}_i(t)}$$

$$= \frac{1}{V} \sum_{i=1}^N [-i\mathbf{k} \cdot m \mathbf{v}_i(t) \mathbf{v}_i(t) + \mathbf{f}_i(t)] e^{-i\mathbf{k} \cdot \mathbf{r}_i(t)},$$  \hspace{1cm} (S.45)

where $\mathbf{f}_i(t)$ is the total force on particle $i$, and we have used the fact that $m \mathbf{v}_i(t) = \mathbf{f}_i$. Here we employ the convention of using a double vector $\mathbf{X} \mathbf{Y}$ to represent a matrix with elements $X_{\alpha\gamma} Y_{\beta\delta}$. In the following steps [Eq. (S.46–S.49)], we assume that the net force is the sum of reciprocal two body interactions $\mathbf{f}_i = \sum_{j \neq i}^{N-1} \mathbf{f}_{ij}$. Here we assume that the interaction is reciprocal, but later on we will also derive the case of wet active systems that involve non-reciprocal hydrodynamic interactions. For now, given $\mathbf{f}_{ij} = -\mathbf{f}_{ji}$, the second term in Eq. (S.45) can be written as:

$$\sum_{i}^N \mathbf{f}_i e^{-i\mathbf{k} \cdot \mathbf{r}_i} = \sum_{i}^N \left[ \sum_{j \neq i}^{N-1} \mathbf{f}_{ij} e^{-i\mathbf{k} \cdot \mathbf{r}_i} \right] e^{-i\mathbf{k} \cdot \mathbf{r}_i}$$

$$= \frac{1}{2} \sum_{ij, i \neq j}^{N(N-1)} \left[ \mathbf{f}_{ij} e^{-i\mathbf{k} \cdot \mathbf{r}_i} + \mathbf{f}_{ji} e^{-i\mathbf{k} \cdot \mathbf{r}_i} \right]$$

$$= \frac{1}{2} \sum_{ij, i \neq j}^{N(N-1)} \mathbf{f}_{ij} \left[ 1 - e^{i\mathbf{k} \cdot \mathbf{r}_{ij}} \right] e^{-i\mathbf{k} \cdot \mathbf{r}_i}$$

$$= -i\mathbf{k} \cdot \frac{1}{2} \sum_{ij, i \neq j}^{N(N-1)} \mathbf{f}_{ij} \mathbf{r}_{ij} \hat{O}_{\mathbf{k},ij} e^{-i\mathbf{k} \cdot \mathbf{r}_i},$$  \hspace{1cm} (S.46)

with

$$\hat{O}_{\mathbf{k},ij} \triangleq \frac{1 - e^{i\mathbf{k} \cdot \mathbf{r}_{ij}}}{-i\mathbf{k} \cdot \mathbf{r}_{ij}} = 1 + \frac{i\mathbf{k} \cdot \mathbf{r}_{ij}}{2} + \mathcal{O}(k^2),$$  \hspace{1cm} (S.47)

where $\mathbf{r}_{ij} = \mathbf{r}_i - \mathbf{r}_j$ denotes the interparticle vector. Given the form of Eq. (S.46), Eq. (S.45) can be summarized as

$$\dot{\hat{J}}_{\mathbf{k}}(t) = i\mathbf{k} \cdot \hat{\sigma}_{\mathbf{k}}(t),$$  \hspace{1cm} (S.48)

where $\hat{\sigma}_{\mathbf{k}}(t)$ is the wavevector-dependent stress,

$$\hat{\sigma}_{\mathbf{k}} \triangleq -\frac{1}{V} \sum_{i=1}^N \left[ \mathbf{m} \mathbf{v}_i (t) + \frac{1}{2} \sum_{j \neq i}^{N-1} \mathbf{f}_{ij} \mathbf{r}_{ij} \hat{O}_{\mathbf{k},ij} \right] e^{-i\mathbf{k} \cdot \mathbf{r}_i}.$$  \hspace{1cm} (S.49)

Eq. (S.49) reduces to the Irvine–Kirkwood formula Eq. (S.5) in the hydrodynamic limit, i.e. $\lim_{k \to 0} \hat{O}_{\mathbf{k},ij}(\mathbf{k}) = 1$.

**Projection operator** Any instantaneous state of a dynamical system can be represented as a single point in its phase space. For a classical particle system like ours, the conventional phase space with coordinates $\Gamma = (\mathbf{p}^N, \mathbf{q}^N)$ composed of particle momentum $\mathbf{p}_i = m \mathbf{v}_i$ and position $\mathbf{q} = \mathbf{r}_i$ is typically used. Any observable of the system, for instance the aforementioned momentum current density $\hat{J}_{\mathbf{k}}$, is a function defined on the phase space. These phase-space functions form a Hilbert space, which we denote as $\mathcal{H}(\Gamma)$.

The steady state of a system corresponds to a stationary distribution $f_0(\Gamma)$ of points in the phase space. Using
this distribution, we define the following inner product on the space \( \mathcal{H}(\Gamma) \):
\[
(A, B) = \langle A(\Gamma)B^*(\Gamma) \rangle_0
\]
\[
\triangleq \int d\Gamma A(\Gamma)B^*(\Gamma)f_0(\Gamma),
\]  
(S.50)
where \( A(\Gamma) \) and \( B(\Gamma) \) are two arbitrary phase-space functions, \( * \) denotes complex conjugate, and \( \langle \cdot \rangle_0 \) denotes the ensemble average over \( f_0(\Gamma) \). With this inner product, we can perform projections among the phase-space functions near the steady state. In particular, we are interested in the projection towards \( \mathcal{J}_k \), which will be used to split slow hydrodynamics from fast fluctuations.

The operator \( \mathcal{J}_k(\Gamma) = (\mathcal{J}_{k,1}(\Gamma), \ldots, \mathcal{J}_{k,D}(\Gamma))^T \) is in fact a vector-valued function of dimension \( D \). Its different components generate a subspace \( \mathcal{J}_k(\Gamma) \), for which we can define a projection operator:
\[
\mathcal{P}_k \mathcal{X}(\Gamma) \triangleq (\mathcal{X} \otimes \mathcal{J}_k) \cdot (\mathcal{J}_k \otimes \mathcal{J}_k)^{-1} \cdot \mathcal{J}_k,
\]  
(S.51)
where the outer product is given by
\[
(A \otimes B)_{pq} = (A_p, B_q).
\]  
(S.52)
For an arbitrary vector function \( \mathcal{X}(\Gamma) \) of dimension \( Q \), \( \mathcal{P}_k \) projects each of its components \( \mathcal{X}_p(\Gamma) \) into the subspace \( \mathcal{J}_k(\Gamma) \) and represents the result as a linear combination of \( \mathcal{J}_{k,0}(\Gamma) \). Note that \( \mathcal{X} \otimes \mathcal{J}_k \) and \( (\mathcal{J}_k \otimes \mathcal{J}_k) \) are \( Q \times D \) and \( D \times D \) matrices, respectively.

In addition to \( \mathcal{P}_k \), we also define the projection operator to the orthogonal subspace:
\[
\mathcal{Q}_k = \mathbb{1} - \mathcal{P}_k.
\]  
(S.53)

The operators \( \mathcal{P}_k \) and \( \mathcal{Q}_k \) satisfies the following relations:
\[
\mathcal{P}_k \mathcal{P}_k = \mathcal{P}_k, \quad \mathcal{Q}_k \mathcal{Q}_k = \mathcal{Q}_k, \quad \mathcal{P}_k \mathcal{Q}_k = \mathcal{Q}_k \mathcal{P}_k = 0.
\]  
(S.54)

Mori-Zwanzig formalism In addition to Eq. (S.45), the evolution of \( \mathcal{J}_k(t) \) may be expressed in terms of the Liouvillean equation:
\[
\dot{\mathcal{J}}_k(t) = i\mathcal{L}\mathcal{J}_k(t)
\]  
(S.55)
where
\[
i\mathcal{L} \triangleq \dot{\Gamma} \cdot \frac{\partial}{\partial \Gamma}
\]  
(S.56)
denotes the Liouville operator. We will apply the well-known Mori-Zwanzig formalism to derive the Green-Kubo relation presented in the main text. We proceed by decomposing \( \mathcal{J}_k \) in the following manner:
\[
\dot{\mathcal{J}}_k(t) = \mathcal{F}_k(t) + \mathcal{F}_k^+(t)
\]
\[
- \int_0^t K(\tau) \cdot \mathcal{J}_k(t - \tau) d\tau,
\]  
(S.57)
where
\[
\mathcal{F}_k(t) \triangleq e^{i\mathcal{L} t} \mathcal{P}_k i\mathcal{L}\mathcal{J}_k(\Gamma),
\]  
(S.58)
\[
\mathcal{F}_k^+(t) \triangleq e^{i\mathcal{L} t} \mathcal{Q}_k i\mathcal{L}\mathcal{J}_k(\Gamma),
\]  
(S.59)
\[
K(\tau) \triangleq (\mathcal{F}_k^+(\tau) \otimes \mathcal{F}_k^+(0)) \cdot (\mathcal{J}_k \otimes \mathcal{J}_k)^{-1}.
\]  
(S.60)

This decomposition splits the generalized force \( i\mathcal{L}\mathcal{J}_k(t) \) into contributions parallel \( \mathcal{F}_k(t) \) and orthogonal \( \mathcal{F}_k^+(t) \) to the subspace \( \mathcal{J}_k(\Gamma) \). The former drives the systems inside the subspace, whereas the latter acts as a random noise occasionally kicking the system out of the subspace. As a consequence, the system can sustain the nonequilibrium steady state by gently fluctuating around it. The kernel \( K(\tau) \) characterizes the linear response of the fluid towards external disturbances on the momentum current density \( \mathcal{J}_k \). This response coefficient is also associated with the time correlation of the fluctuating random force \( \mathcal{F}_k(t) \).

While the decomposition in Eq. (S.57) is appealing to study the Green–Kubo relation, care must be taken. The decomposition often requires that the system dynamics be time reversible, which corresponds to a Hermitian Liouville’s operator \( \mathcal{L} \) [51]. This assumption of Hermiticity ensures a crucial step in the derivation of Eq. (S.57):
\[
(i\mathcal{L}\mathcal{F}_k^+(\tau) \otimes \mathcal{J}_k) = -(\mathcal{F}_k^+(\tau) \otimes i\mathcal{L}\mathcal{J}_k).
\]  
(S.61)

However, Eq. (S.61) does not generally hold for a non-Hermitian \( \mathcal{L} \), which arises from effects such as activity or interparticle friction. However, a key insight is that the relation Eq. (S.61) still holds near the nonequilibrium steady state, even for a non-Hermitian \( \mathcal{L} \). At the steady state, the probability distribution does not change over time, thus
\[
\frac{d}{dt} f_0(\Gamma) = \frac{\partial}{\partial \Gamma}(\mathcal{F} f_0(\Gamma)) = 0.
\]  
(S.62)

Given the assumption of steady state, one can prove Eq. (S.61) elementwise using integration by parts:
\[
(i\mathcal{L}\mathcal{F}_k^+(\tau) \otimes \mathcal{J}_k)_{pq} + (\mathcal{F}_k^+(\tau) \otimes i\mathcal{L}\mathcal{J}_k)_{pq}
\]
\[
= \int d\Gamma \mathcal{F}_k^+(\tau) \mathcal{J}_k^*(\Gamma) \cdot \frac{\partial}{\partial \Gamma}(\mathcal{F} f_0(\Gamma)) = 0.
\]  
(S.63)

Hence, under the assumption of steady state, the decomposition in Eq. (S.57) holds even for non-Hermitian Liouville operators. To make use of Eq. (S.57) for analyzing the Green Kubo relations, we must derive the explicit form of the generalized forces and the kernel \( K \) in terms of velocity correlation functions. To do so, we will first evaluate the projection
\[
\mathcal{P}_k i\mathcal{L}\mathcal{J}_k = (i\mathcal{L}\mathcal{J}_k \otimes \mathcal{J}_k) \cdot (\mathcal{J}_k \otimes \mathcal{J}_k)^{-1} \cdot \mathcal{J}_k.
\]  
(S.64)

In the following two sections, we will analyze the two outer products \( (\mathcal{J}_k \otimes \mathcal{J}_k) \) and \( (i\mathcal{L}\mathcal{J}_k \otimes \mathcal{J}_k) \) involved in Eq. (S.64).
Evaluation of \((\mathbf{\hat{J}}_k \otimes \mathbf{\hat{J}}_k)\) We will assume for simplicity an isotropic and homogeneous steady state, i.e., one in which the distribution of particle positions and velocities are independent and have no preferred direction. For such a system, we can always choose a reference frame in which no background flow exists. (This assumption is manifestly violated close to boundaries where spontaneous active flow can arise.) Therefore, in absence of external perturbations, the momentum current \(\mathbf{J}_k\) arises purely from the fluctuations of particle velocity. We have
\[
\langle \mathbf{v}_i \rangle_0 = 0 \quad \text{thus} \quad \langle \mathbf{\hat{J}}_k \rangle_0 = 0, \quad (S.65)
\]
where we use the fact that velocity of a particle does not couple with its exact position. The magnitude of the fluctuating \(\mathbf{\hat{J}}_k\) is captured by
\[
(\mathbf{\hat{J}}_k \otimes \mathbf{\hat{J}}_k) = \frac{m^2}{V^2} \sum_{ij} \langle \mathbf{v}_i \mathbf{v}_j e^{-\mathbf{i}k \cdot \mathbf{r}_{ij}} \rangle_0 \quad (S.66)
\]
which also serves as the normalization matrix in the projection operator \(\mathcal{P}_k\). This quantity arises from the velocity–velocity correlations. In particular, the first term in Eq. (S.66) captures the correlations among different velocity components of the same particle. The isotropy of the system implies:
\[
\sum_i \langle \mathbf{v}_i \rangle_0 = \frac{N k_B T_{\text{eff}}}{m} \mathcal{I}, \quad (S.67)
\]
where \(\mathcal{I}\) denotes a \(D \times D\) identity matrix. We may take Eq. (S.67) as definition of the effective temperature.

The second term in Eq. (S.66) is associated with the spatial correlations among the velocities of different particles:
\[
\sum_i \sum_{j \neq i} \langle \mathbf{v}_i \mathbf{v}_j e^{-\mathbf{i}k \cdot \mathbf{r}_{ij}} \rangle_0 = \frac{N^2}{V} \int_V C_{\mathbf{vv}}(\mathbf{r}) e^{-\mathbf{i}k \cdot \mathbf{r}} d\mathbf{r}, \quad (S.68)
\]
where \(C_{\mathbf{vv}}(\mathbf{r})\) is the spatial velocity–velocity correlation function:
\[
C_{\mathbf{vv}}(\mathbf{r}) = \langle \mathbf{v}(0) \mathbf{v}(\mathbf{r}) \rangle_0 = \frac{V}{N^2} \sum_{i \neq j} \langle \mathbf{v}_i \mathbf{v}_j \delta(\mathbf{r} - \mathbf{r}_{ij}) \rangle_0, \quad (S.69)
\]
which is a \(D \times D\) matrix. Eq. (S.66) thus can be written as
\[
(\mathbf{\hat{J}}_k \otimes \mathbf{\hat{J}}_k) = \frac{m^2 N}{V^2} \left[ \frac{k_B T_{\text{eff}}}{m} \mathcal{I} + n \hat{C}_{\mathbf{vv}}(\mathbf{k}) \right], \quad (S.70)
\]
where \(\hat{C}_{\mathbf{vv}}(\mathbf{k}) = \int_V C_{\mathbf{vv}}(\mathbf{r}) e^{-\mathbf{i}k \cdot \mathbf{r}} d\mathbf{r}\) denotes the Fourier transform of \(C_{\mathbf{vv}}(\mathbf{r})\).

In standard fluids, the velocity–velocity correlation function \(C_{\mathbf{vv}}(\mathbf{r})\) vanishes at finite \(\mathbf{r}\), because positions and velocities are uncorrelated. However, this is not generally the case for non-equilibrium fluid, including the chiral active fluid presented in the main text. In the following, we will show that when the \(C_{\mathbf{vv}}(\mathbf{r})\) decays fast enough (at least as a power-law \(r^{-D}\), where \(D\) is the dimension of the system), then the only effect of nonzero velocity–velocity correlations is to renormalize the value of the effective temperature in the Green–Kubo relation. This effect mainly hinges upon the existence of isotropic correlations at small distances, which we find are very small in the system analyzed in the main text.

The velocity–velocity correlation \(C_{\mathbf{vv}}(\mathbf{r})\) is typically smooth at long interparticle distance \(r \to \infty\). We assume it can be decomposed as
\[
C_{\mathbf{vv}}(\mathbf{r}) = C_{\mathbf{vv},0} + C_{\mathbf{vv}}^\text{near}(\mathbf{r}) + C_{\mathbf{vv}}^\text{far}(\mathbf{r}) \quad (S.71)
\]
with
\[
C_{\mathbf{vv},0}(\mathbf{r}) = C_{\mathbf{vv},0} - C_{\mathbf{vv},0}, \quad C_{\mathbf{vv}}^\text{far}(\mathbf{r}) = 0, \quad r \leq r_c,
\]
\[
C_{\mathbf{vv}}^\text{near}(\mathbf{r}) \to 0, \quad C_{\mathbf{vv}}^\text{far}(\mathbf{r}) \sim A r^{-D-\alpha}, \quad r > r_c.
\]

\(C_{\mathbf{vv},0}\) is a constant matrix independent of \(\mathbf{r}\), capturing a background velocity–velocity coupling required by the conservation of momentum of the entire system (Fig. S1A-B). \(C_{\mathbf{vv}}^\text{near}(\mathbf{r})\) denotes a near-field core that is bounded near the origin with a finite boundary \(r_c\), beyond which \(C_{\mathbf{vv}}^\text{near}(\mathbf{r})\) decays faster than power law. \(C_{\mathbf{vv}}^\text{far}(\mathbf{r})\) denotes a far-field tail. We allow the matrix prefactor \(A\) to be any matrix. For instance, \(A = 0\) when there is no long-range correlation. We multiply the matrix prefactor with a generic power-law decay \(r^{-D-\alpha}\).

At any nonvanishing \(k = |\mathbf{k}| > 0\), the constant matrix \(C_{\mathbf{vv},0}\) does not contribute to the Fourier transform of \(C_{\mathbf{vv}}(\mathbf{r})\). Now let us evaluate the Fourier transforms of \(C_{\mathbf{vv}}^\text{near}(\mathbf{r})\) and \(C_{\mathbf{vv}}^\text{far}(\mathbf{r})\) in the hydrodynamic limit \(k \to 0\). Since \(C_{\mathbf{vv}}^\text{near}(\mathbf{r})\) is bounded within \(r_c\), given that \(k r_c \to 0\),
\[
\hat{C}_{\mathbf{vv}}^\text{near}(\mathbf{k}) = \int_{r \leq r_c} C_{\mathbf{vv}}^\text{near}(\mathbf{r}) e^{-\mathbf{i}k \cdot \mathbf{r}} d\mathbf{r} + \int_{r > r_c} C_{\mathbf{vv}}^\text{near}(\mathbf{r}) e^{-\mathbf{i}k \cdot \mathbf{r}} d\mathbf{r}
\]
\[
\approx \int_{r \leq r_c} (C_{\mathbf{vv}}(\mathbf{r}) - C_{\mathbf{vv},0}) d\mathbf{r} + 0
\]
\[
= V_c C_{\mathbf{vv}}^\text{near}. \quad (S.72)
\]
where \(V_c\) denotes the volume of the near-field region \(r \leq r_c\) and \(C_{\mathbf{vv}}^\text{near}\) denotes the average of \(C_{\mathbf{vv}}(\mathbf{r}) - C_{\mathbf{vv},0}\) in that region. We want to point out that \(C_{\mathbf{vv}}^\text{near}\) is a matrix independent of both position \(\mathbf{r}\) and wavevector \(\mathbf{k}\). The isotropy of the system requires \(C_{\mathbf{vv}}^\text{near} = A \delta_{pp} + b \epsilon_{pp}\), where \(\delta_{pp}\) and \(\epsilon_{pp}\) are the Kronecker delta and Levi-Civita tensors, respectively. Let us take a closer look at \(C_{\mathbf{vv}}(\mathbf{r}) = \langle \mathbf{v}(0) \mathbf{v}(\mathbf{r}) \rangle_0\). The isotropy of the system allows us to rotate the coordinate system by 180° but still
Since here the rotation gives rise to substitutions \( v_p \rightarrow -v_p, \) \( v_q \rightarrow -v_q, \) and \( r \rightarrow -r. \) The translational invariance then gives
\[
\langle v_p(0)v_q(-r)\rangle_0 = \langle v_p(r)v_q(0)\rangle_0.
\] (S.74)

Since here \( v_p \) and \( v_q \) are scalar components of \( \mathbf{v}, \) they commute. Thus we have
\[
\langle v_p(0)v_q(r)\rangle_0 = \langle v_q(0)v_p(r)\rangle_0.
\] (S.75)

As an illustration, we confirm \( \langle v_x(0)v_y(r)\rangle_0 = \langle v_y(0)v_x(r)\rangle_0 \) for our system in Fig. S11C-D. Since \( \langle v_x(0)v_y(r)\rangle_0 = \langle v_y(0)v_x(r)\rangle_0, \) the matrix \( \bar{C}_{vv}^\text{near}(r) \) is symmetric, so is \( \bar{C}_{vv}^\text{near} = \bar{C}_{vv}^\text{near}(r \rightarrow \infty). \) As a consequence, \( \bar{C}_{vv}^\text{near} \) is proportional to the identity matrix:
\[
\bar{C}_{vv}^\text{near} = c_{vv}^\text{near}\mathbb{I},
\] (S.76)

where \( c_{vv}^\text{near} \) is a scalar constant that can be extracted from the near-field correlations of particle velocity.

Regarding \( \bar{C}_{vv}^\text{far}(r) \), we have
\[
\bar{C}_{vv}^\text{far}(k) \sim \int_V A r^{-D-\alpha} e^{-ikr} d\mathbf{r} = \mathcal{O}(k^{\alpha}).
\] (S.77)

If \( \alpha > 0, \) this term would always vanish in the hydrodynamic limit. Under this assumption,
\[
\hat{C}_{vv}^\text{near}(k) = \hat{C}_{vv}^\text{near}(k) + \hat{C}_{vv}^\text{far}(k)
= \bar{c}_{vv}^\text{near} V \mathbb{I} + \mathcal{O}(k^{\alpha})
\] (S.78)

when \( k \to 0. \)

To summarize, the assumption that \( C_{vv}(r) \) decays faster than \( r^{-D} \) in the far-field limit implies that
\[
(\hat{J}_k \otimes \hat{J}_k) \approx nmc_{JJ} I,
\] (S.79)

where
\[
c_{JJ} = \frac{k_B T_{\text{eff}} + nm c_{\text{near}} V}{V}.
\] (S.80)

**Evaluation of \((i\mathcal{L}_k \otimes \hat{J}_k)\)** To determine this outer product, we first revisit the generalized force \( i\mathcal{L}_k \). The master equation Eqs. (45) can be rewritten as
\[
i\mathcal{L}_k = i\mathbf{k} \cdot \hat{\sigma}_k = i\mathbf{k} \cdot (\hat{\sigma}_k^{\text{kin}} + \hat{\sigma}_k^{\text{pos}}) + \hat{f}_k^{\text{vel}},
\] (S.81)
where we have decomposed the stress into three parts:

\[
\sigma_{k}^{\text{kin}} = -\frac{1}{V} \sum_{i}^{N} m v_{i} v_{i} e^{-i k \cdot r_{i}}, \quad (S.82)
\]

\[
\sigma_{k}^{\text{pos}} = -\frac{1}{2V} \sum_{ij}^{N^2} f_{ij}^{\text{pos}} r_{ij} O_{k,ij} e^{-i k \cdot r_{i}}, \quad (S.83)
\]

\[
\hat{f}_{k}^{\text{vel}} = -\frac{1}{V} \sum_{ij}^{N^2} \Upsilon_{ij} v_{ij} e^{-i k \cdot r_{i}}, \quad (S.84)
\]

where \(\sigma_{k}^{\text{kin}}\) denotes the kinetic stress, \(\sigma_{k}^{\text{pos}}\) denotes the virial stress only involving the position-dependent interactions \(f_{ij}^{\text{pos}}\), and \(\hat{f}_{k}^{\text{vel}}\) captures the velocity dependent forces. We assume this velocity dependent term to be of the form \(f_{ij}^{\text{vel}} = -\Upsilon_{ij} v_{ij}\). Regarding the coefficient matrix, we assume the general form \(\Upsilon_{ij} = \epsilon(r_{ij})I\), which ensures the energy transfer rate \(\epsilon = \dot{V}_{ij}^{\text{f}} \Upsilon_{ij} v_{ij}\) to be both rotation- and translation-invariant, compatible with the isotropy of the system. In our case, \(\Upsilon_{ij} = \epsilon H(d - r_{ij})I\), where \(H(x)\) is the Heaviside step function. The general form \(\Upsilon_{ij} = \epsilon(r_{ij})I\) could also apply to long-range dissipative interactions even with a power-law behavior.

Using the above decomposition of \(i\mathcal{L}\hat{J}_{k}\), we can calculate the product \((i\mathcal{L}\hat{J}_{k} \otimes \hat{J}_{k})\) term by term. Given that \((v) = 0\), the terms involving odd power of \(v\) vanish:

\[
(i k \cdot \sigma_{k}^{\text{kin}} \otimes \hat{J}_{k}) = ik \cdot \sum_{ij}^{N^2} A_{k,ij} \langle v_{i} v_{j} v_{j} \rangle_{0} = 0, \quad (S.85)
\]

\[
(i k \cdot \sigma_{k}^{\text{pos}} \otimes \hat{J}_{k}) = ik \cdot \sum_{i}^{N} B_{k,i} \langle v_{i} \rangle_{0} = 0, \quad (S.86)
\]

where \(A_{k,ij}\) and \(B_{k,i}\) are two coefficients independent of particle velocity. This steady-state property is consistent with the thermal equilibrium of a conservative system where the generalized force \(i\mathcal{L}\hat{J}_{k} = ik \cdot (\sigma_{k}^{\text{kin}} + \sigma_{k}^{\text{pos}})\) is always orthogonal to \(\hat{J}_{k}\) [58]. However, the product

\[
\hat{f}_{k}^{\text{vel}} \otimes \hat{J}_{k} = -\frac{m}{V^2} \sum_{ij}^{N^2} \langle \gamma(r_{ij}) v_{ij} v_{i} e^{-i k \cdot r_{ij}} \rangle_{0}
\]

\[
= -\frac{m}{V^2} \sum_{ij}^{N^2} \langle \gamma(r_{ij}) v_{ij} v_{i} e^{-i k \cdot r_{ij}} \rangle_{0}
\]

\[
+ \frac{m}{V^2} \sum_{ij}^{N^2} \langle \gamma(r_{ij}) v_{ij} v_{i} e^{-i k \cdot r_{ij}} \rangle_{0}
\]

(S.87)

is quadratic in \(v\) and thus cannot be ignored.

To evaluate the final term in Eq. (S.87), we have to construct the three particle probability, denoted as \(p(\Gamma_{i}, \Gamma_{j}, \Gamma_{l})\). Since we assume a homogeneous steady state, the particles are uniformly distributed and their velocities and positions are independent variables. Thus for any given particle \(i\), the single-body probability distribution \(p(\Gamma_{i})\) reads

\[
p(\Gamma_{i}) = p(r_{i}) p(v_{i}) = \frac{1}{V} p(v_{i}), \quad (S.88)
\]

which satisfies

\[
\int p(\Gamma_{i}) d\Gamma_{i} = 1,
\]

\[
\int v_{i} p(\Gamma_{i}) d\Gamma_{i} = \langle v_{i} \rangle_{0} = 0.
\]

For any given particle pair \(i j\), the two-body probability distribution can be decomposed into

\[
p(\Gamma_{i}, \Gamma_{j}) = p(\Gamma_{i}) p(\Gamma_{j}) + g(\Gamma_{i}, \Gamma_{j}), \quad (S.89)
\]

where \(g(\Gamma_{i}, \Gamma_{j})\) encodes all the pairwise correlations. Given particle indexing should not affect the physics, \(p(\Gamma_{i}, \Gamma_{j})\) has to be invariant under \(i \leftrightarrow j\), hence so does \(g(\Gamma_{i}, \Gamma_{j})\). The following relations follow directly from the above definitions:

\[
\int \int p(\Gamma_{i}, \Gamma_{j}) d\Gamma_{i} d\Gamma_{j} = 1,
\]

\[
\int \int v_{i} p(\Gamma_{i}, \Gamma_{j}) d\Gamma_{i} d\Gamma_{j} = \langle v_{i} \rangle_{0} = 0,
\]

\[
\int \int v_{i} v_{j} e^{-i k \cdot r_{ij}} p(\Gamma_{i}, \Gamma_{j}) d\Gamma_{i} d\Gamma_{j} = \langle v_{i} v_{j} e^{-i k \cdot r_{ij}} \rangle_{0} = 0.
\]

Hence, \(g(\Gamma_{i}, \Gamma_{j})\) should satisfy

\[
\int \int g(\Gamma_{i}, \Gamma_{j}) d\Gamma_{i} d\Gamma_{j} = 0,
\]

\[
\int \int v_{i} g(\Gamma_{i}, \Gamma_{j}) d\Gamma_{i} d\Gamma_{j} = 0,
\]

\[
\int \int v_{i} v_{j} e^{-i k \cdot r_{ij}} g(\Gamma_{i}, \Gamma_{j}) d\Gamma_{i} d\Gamma_{j} = \langle v_{i} v_{j} e^{-i k \cdot r_{ij}} \rangle_{0} = 0.
\]

Note that this definition of \(p(\Gamma_{i}, \Gamma_{j})\) also applies to the case of \(i = j\).

For any given particle triplet \(i j l\), we can decompose the probability distribution into:

\[
p(\Gamma_{i}, \Gamma_{j}, \Gamma_{l}) = p(\Gamma_{i}) p(\Gamma_{j}) p(\Gamma_{l}) + \bigp(\Gamma_{i}\bigp(\Gamma_{j} \bigp(\Gamma_{l}) + p(\Gamma_{j}) g(\Gamma_{i}, \Gamma_{l})
\]

\[
+ p(\Gamma_{j}) g(\Gamma_{i}, \Gamma_{l}) + p(\Gamma_{i}) g(\Gamma_{j}, \Gamma_{l}) \bigp(\Gamma_{l}) \bigp(\Gamma_{i}) \bigp(\Gamma_{j}),
\]

(S.90)

where \(g(\Gamma_{i}, \Gamma_{j}, \Gamma_{l})\) encodes the three-body correlations. Here we assume \(g(\Gamma_{i}, \Gamma_{j}, \Gamma_{l}) \approx 0\). To validate this decomposition of \(p(\Gamma_{i}, \Gamma_{j}, \Gamma_{l})\), one can verify that

\[
\int \int \int p(\Gamma_{i}, \Gamma_{j}, \Gamma_{l}) d\Gamma_{i} d\Gamma_{j} d\Gamma_{l} = 1,
\]

\[
\int \int \int v_{i} p(\Gamma_{i}, \Gamma_{j}, \Gamma_{l}) d\Gamma_{i} d\Gamma_{j} d\Gamma_{l} = 0,
\]

\[
\int \int \int v_{i} v_{j} e^{-i k \cdot r_{ij}} p(\Gamma_{i}, \Gamma_{j}, \Gamma_{l}) d\Gamma_{i} d\Gamma_{j} d\Gamma_{l} = \langle v_{i} v_{j} e^{-i k \cdot r_{ij}} \rangle_{0}.
\]
Now let us evaluate the product \( \hat{f}_k^\text{vel} \otimes \hat{J}_k \). The first term in Eq. (S.87) involves

\[
\langle \gamma(v_j) v_i \rangle^0 v_i v_j e^{-i k r_{ij}}
\]

\[
= \int \int \int \frac{1}{V^2} \gamma(r_{ij}) v_i v_j e^{-i k r_{ij}} p(\Gamma_i, \Gamma_j) d\Gamma_i d\Gamma_j d\Gamma_l
\]

\[
= \int \int \int \left[ \gamma(r_{ij}) \right] v_i v_j e^{-i k r_{ij}} g(\Gamma_i, \Gamma_j) d\Gamma_i d\Gamma_j d\Gamma_l
\]

\[
= \int \int \int \left[ \frac{1}{V} \gamma(r_{ij}) d\Gamma_j \right] v_i v_j e^{-i k r_{ij}} g(\Gamma_i, \Gamma_j) d\Gamma_i d\Gamma_l
\]

\[
= \int \int \frac{1}{V} \gamma(r_{ij}) d\Gamma_j \int v_i v_j e^{-i k r_{ij}} g(\Gamma_i, \Gamma_j) d\Gamma_i d\Gamma_l
\]

\[
= \int \frac{1}{V} \gamma(k) \left( \langle v_j v_i e^{-i k r_{ij}} \rangle^0 \right)
\]

Plugging Eqs. (S.91) and (S.92) into Eq. (S.87), we can derive the product

\[
\langle \gamma(v_j) v_i \rangle^0 v_i v_j e^{-i k r_{ij}}
\]

\[
= \int \int \int \frac{1}{V^2} \gamma(r_{ij}) v_i v_j e^{-i k r_{ij}} p(\Gamma_i, \Gamma_j) d\Gamma_i d\Gamma_j d\Gamma_l
\]

\[
= \int \int \int \left[ \frac{1}{V} \gamma(r_{ij}) d\Gamma_j \right] v_i v_j e^{-i k r_{ij}} g(\Gamma_i, \Gamma_j) d\Gamma_i d\Gamma_l
\]

\[
= \int \int \int \left[ \frac{1}{V} \gamma(r_{ij}) d\Gamma_j \right] v_i v_j e^{-i k r_{ij}} g(\Gamma_i, \Gamma_j) d\Gamma_i d\Gamma_l
\]

\[
= \int \frac{1}{V} \gamma(k) \left( \langle v_j v_i e^{-i k r_{ij}} \rangle^0 \right)
\]

\[
= - \gamma \hat{J}_k (J_k \otimes J_k)
\]

\[
\text{Generalized forces}
\]

Now we can evaluate the generalized forces \( F_k^\parallel \) and \( F_k^\perp \). At time \( t = 0 \), they are

\[
F_k^\parallel(0) = P_k i \mathcal{L} J_k(\Gamma) = -\gamma \hat{J}_k(0),
\]

\[
F_k^\perp(0) = \mathcal{Q}_k i \mathcal{L} J_k(\Gamma) = \gamma \hat{J}_k(0) + ik \cdot \hat{\sigma}(0).
\]

As the system evolves,

\[
F_k^\parallel(t) = e^{i \mathcal{L} t} F_k^\parallel(0) = -\gamma \hat{J}_k(t),
\]

\[
F_k^\perp(t) = e^{i \mathcal{Q}k \mathcal{L} t} F_k^\perp(0)
\]

\[
\text{We note that the parallel force } F_k^\parallel(t) \text{ provides an effective linear damping. Furthermore, the propagator } e^{i \mathcal{Q}k \mathcal{L} t} \text{ for the orthogonal force } F_k^\perp \text{ can be expressed in terms of the standard propagator } e^{i \mathcal{L} t} \text{ using the Dyson decomposition shown in the second step of Eq. (S.100). Here we argue that the integral term in the final form of Eq. (S.100) only provides an } \mathcal{O}(k^2) \text{ correction, namely}
\]

\[
F_k^\perp(t) = \gamma \hat{J}_k(t) + ik \cdot \hat{\sigma}(t) + \mathcal{O}(k^2).
\]

This argument can be verified by directly analyzing the product \( (F_k^\parallel(\tau) \otimes i \mathcal{L} J_k(0)) \), which decomposes into the
following terms:
\[
(i \mathbf{k} \cdot \hat{\sigma}_{\text{reg}}(\tau) \otimes i \mathbf{k} \cdot \hat{\sigma}_{\text{reg}}(0)) = \mathcal{O}(k^2),
\]
\[
(i \mathbf{k} \cdot \hat{\sigma}_{\text{kin}}(\tau) \otimes \hat{f}_{\text{vel}}^k(0)) = i \mathbf{k} \cdot \sum_{ij}^{N} C_{k,ij} \langle \mathbf{v}_i^0 \mathbf{v}_j^0 \rangle_0 = 0,
\]
\[
\hat{f}_{\text{vel}}^k(\tau) \otimes i \mathbf{k} \cdot \hat{\sigma}_{\text{kin}}(0) = i \mathbf{k} \cdot \sum_{ij}^{N} D_{k,ij} \langle \mathbf{v}_i^0 \mathbf{v}_j^0 \rangle_0 = 0,
\]
\[
(i \mathbf{k} \cdot \hat{\sigma}_{\text{pos}}^k(\tau) \otimes \hat{f}_{\text{vel}}^k(0)) = i \mathbf{k} \cdot \sum_{i}^{N} E_{k,i} \langle \mathbf{v}_i^0 \rangle_0 = 0,
\]
\[
\hat{f}_{\text{vel}}^k(\tau) \otimes i \mathbf{k} \cdot \hat{\sigma}_{\text{pos}}^k(0) = i \mathbf{k} \cdot \sum_{i}^{N} F_{k,i} \langle \mathbf{v}_i^0 \rangle_0 = 0,
\]
\[
\hat{f}_{\text{vel}}^k(\tau) \otimes \hat{f}_{\text{vel}}^k(0) = \hat{\gamma}^2 \hat{J}_k(\tau) \otimes \hat{J}_k(0),
\]
\[
\hat{\gamma}_{\text{J}} \hat{J}_k(\tau) \otimes \hat{f}_{\text{vel}}^k(0) = -\hat{\gamma}^2 \hat{J}_k(\tau) \otimes \hat{J}_k(0),
\]
where the contribution \(\hat{\sigma}_{\text{reg}} \equiv \hat{\sigma}_{\text{kin}} + \hat{\sigma}_{\text{pos}}\) denotes the part of the stress which excludes the velocity-dependent forces, \((C_{k,ij}, D_{k,ij}, E_{k,i}, F_{k,i})\) are velocity-independent coefficients, and time order is represented as superscripts. By summing the preceding terms, we find \((\mathbf{F}_{\text{vel}}^k(\tau) \otimes i\mathcal{L}_{\text{J}}(0)) = \mathcal{O}(k^2)\), which is negligible in the hydrodynamic limit \(k \rightarrow 0\).

Using Eq. (S.101), we can further evaluate the linear-response coefficient matrix \(\mathbf{K}(\tau)\) up to \(\mathcal{O}(k^2)\):
\[
\mathbf{K}(\tau) = \left(\mathbf{F}_{\text{vel}}^k(\tau) \otimes \mathbf{F}_{\text{vel}}^k(0)\right) \cdot \left(\hat{J}_k \otimes \hat{J}_k\right)^{-1}
\]
\[
= -\hat{\gamma}^2 \hat{J}_k(\tau) \otimes \hat{J}_k(0) + i \mathbf{k} \cdot \hat{\sigma}_{\text{kin}}(\tau) \otimes i \mathbf{k} \cdot \hat{\sigma}_{\text{kin}}(0) + i \mathbf{k} \cdot \hat{\sigma}_{\text{pos}}(\tau) \otimes i \mathbf{k} \cdot \hat{\sigma}_{\text{pos}}(0)
\]
\[
= -\hat{\gamma}^2 m^2 \hat{J}_k(\tau) \otimes \hat{J}_k(0) + i \mathbf{k} \cdot \hat{\sigma}_{\text{kin}}(\tau) \otimes i \mathbf{k} \cdot \hat{\sigma}_{\text{kin}}(0).
\]

Thus we have
\[
\mathbf{K}(\tau) = \left(\mathbf{F}_{\text{vel}}^k(\tau) \otimes \mathbf{F}_{\text{vel}}^k(0)\right) \cdot \left(\hat{J}_k \otimes \hat{J}_k\right)^{-1}
\]
\[
= -\hat{\gamma}^2 \hat{J}_k(\tau) \otimes \hat{J}_k(0) + \left(\mathbf{k} \cdot \hat{\sigma}_{\text{kin}}(\tau) \otimes \mathbf{k} \cdot \hat{\sigma}_{\text{kin}}(0)\right) \cdot \left(\hat{J}_k \otimes \hat{J}_k\right)^{-1}.
\]

Green-Kubo formula For a system in a nonequilibrium steady state, the noise term \(\mathbf{F}_{\text{vel}}^k\) vanishes in Eq. (S.57) under an ensemble average. Nonetheless, the \(\mathbf{F}_{\text{vel}}^k\) term is still essential since it enters into the definition of \(\mathbf{K}\), which will ultimately provide the linear response. Thus in an average sense, the generalized Green-Kubo formula reads
\[
\hat{J}_k(t) = \mathbf{F}_{\text{vel}}^k(t) - \int_0^t d\tau \mathbf{K}(\tau) \cdot \hat{J}_k(t - \tau).
\]

By performing the Laplace transform of both sides of Eq. (S.103), we obtain
\[
s\hat{J}_k(s) - \hat{J}_k(0) = \hat{F}_k^\parallel(s) - \hat{K}(s) \cdot \hat{J}(s).
\]

Here we show that in the hydrodynamic limit, \(\hat{F}_k^\parallel(s)\) ultimately cancels with contributions from \(\mathbf{K}(s) \cdot \hat{J}(s)\) arising from the first term in Eq. (S.102). Let us first evaluate \(\varrho_{\text{J}J}(t) = (\hat{J}_k(t) \otimes \hat{J}_k(0))\) involved in the first term in Eq. (S.102). The quantity \(\varrho_{\text{J}J}(t)\) obeys the following master equation:
\[
\dot{\varrho}_{\text{J}J}(t) = (\hat{J}_k(t) \otimes \hat{J}_k(0)) = (L\hat{J}_k(t) \otimes \hat{J}_k(0))
\]
\[
= (\hat{f}_{\text{vel}}^k(t) \otimes \hat{J}_k(0)) + (i \mathbf{k} \cdot \hat{\sigma}_{\text{kin}}(t) \otimes i \mathbf{k} \cdot \hat{\sigma}_{\text{kin}}(0))
\]
\[
= -\hat{\gamma}^2 (\hat{J}_k(t) \otimes \hat{J}_k(0)) = -\hat{\gamma}^2 \varrho_{\text{J}J}(t).
\]

After a Laplace transform,
\[
s\varrho_{\text{J}J}(s) - \varrho_{\text{J}J}(0) = -\gamma_{\text{J}} \tilde{\varrho}_{\text{J}J}(s).
\]

Thus we have
\[
\tilde{\varrho}_{\text{J}J}(s) = \frac{1}{s + \hat{\gamma}_{\text{J}}^2} \varrho_{\text{J}J}(0).
\]

Hydrodynamics corresponds to the slowest dynamics in the system. Therefore, in the hydrodynamic limit, \(t \rightarrow \infty\) and \(s \rightarrow 0\). Thus,
\[
\tilde{\varrho}_{\text{J}J}(s) \approx \frac{1}{\hat{\gamma}^2} \varrho_{\text{J}J}(0) = \frac{1}{\gamma_{\text{J}}} (\hat{J}_k \otimes \hat{J}_k).
\]

Therefore, the Laplace transform of the first half of \(\mathbf{K}(t)\) becomes
\[
\mathbf{K}^\text{1st}(s) = -\hat{\gamma}^2 \hat{J}_k(\tau) \otimes \hat{J}_k(0) \cdot (\hat{J}_k \otimes \hat{J}_k)^{-1}
\]
\[
= -\hat{\gamma}^2 \hat{J}_k(\tau) \otimes \hat{J}_k(0) \cdot (\hat{J}_k \otimes \hat{J}_k)^{-1} - \hat{\gamma}_{\text{J}}^2 \mathbb{I}.
\]

Thus we have
\[
\hat{F}_k^\parallel(s) - \mathbf{K}^\text{1st}(s) \cdot \hat{J}_k(s) = -\hat{\gamma}_{\text{J}} \hat{J}_k(s) + \gamma_{\text{J}} \hat{J}_k(s) = 0.
\]

As anticipated, \(\hat{F}_k^\parallel(s)\) drops out in the hydrodynamic limit. After Laplace transform, the second half of \(\mathbf{K}(t)\) reads
\[
\mathbf{K}^\text{2nd}(s) = (i \mathbf{k} \cdot \hat{\sigma}_{\text{kin}}(s) \otimes i \mathbf{k} \cdot \hat{\sigma}_{\text{kin}}(0)) \cdot (\hat{J}_k \otimes \hat{J}_k)^{-1}.
\]
Here we keep terms up to $O(k^2)$. Thus only the leading order of $(\mathbf{J}_k \times \mathbf{J}_k)^{-1}$ needs to be considered. Given Eq. (S.79), we have

$$
\tilde{K}^{\text{2nd}}(s) \approx \frac{1}{nmc_{JJ}} (\mathbf{i} \mathbf{k} \cdot \tilde{\mathbf{\sigma}}_k(s) \otimes \mathbf{i} \mathbf{k} \cdot \tilde{\mathbf{\sigma}}_k(0)),
$$

where $c_{JJ}$ was defined in Eq. (S.80). Now we can rewrite the Laplace transform of the generalized Green–Kubo formula Eq. (S.104) as

$$
\begin{align*}
\tilde{sJ}_k(s) - \tilde{J}_k(0) &= -\tilde{K}^{\text{2nd}}(s) \cdot \tilde{J}_k(s) \\
&= -\frac{1}{nmc_{JJ}} (\mathbf{i} \mathbf{k} \cdot \tilde{\mathbf{\sigma}}_k(s) \otimes \mathbf{i} \mathbf{k} \cdot \tilde{\mathbf{\sigma}}_k(0)) \cdot \tilde{J}_k(s).
\end{align*}
$$

**Viscosity tensor** Let us convert this equation to tensorial notation:

$$
\begin{align*}
(\mathbf{i} \mathbf{k} \cdot \tilde{\mathbf{\sigma}}_k(s) \otimes \mathbf{i} \mathbf{k} \cdot \tilde{\mathbf{\sigma}}_k(0)) \cdot \tilde{J}_k(s) \\
= -\mathbf{i} \mathbf{k}_d \tilde{\sigma}_{k,ab}(s) \tilde{\sigma}_{k,cd}(0) \int_0^{s} \mathbf{i} \mathbf{k}_d \tilde{J}_{k,c}(s),
\end{align*}
$$

where Einstein summation is applied to the indices $a$, $b$, $c$, and $d$. Since $\mathbf{i} \mathbf{k}_n$ corresponds to the Fourier transform of $\partial_n$, the quantity $\mathbf{i} \mathbf{k}_n \tilde{J}_{k,p}$ is proportional to the wavevector-dependent strain rate $\mathbf{\dot{e}}_{k,cd}$:

$$
\mathbf{\dot{e}}_{k,cd} = \int_V \partial_t u_c(r)e^{-i\mathbf{k}\cdot\mathbf{r}}d\mathbf{r} = i\mathbf{k}_d \int_V \left[ \frac{1}{N} \sum_{i} u_{c,i} \delta(\mathbf{r} - \mathbf{r}_i) \right] e^{-i\mathbf{k}\cdot\mathbf{r}}d\mathbf{r}
$$

$$
= i\mathbf{k}_d \frac{1}{N} \sum_{i} u_{c,i} e^{-i\mathbf{k}\cdot\mathbf{r}_i} = i\mathbf{k}_d \tilde{J}_{k,c},
$$

where $u_c(r) = \sum_{i} u_{c,i} \delta(\mathbf{r} - \mathbf{r}_i)/N$ is the local flow field, and $\partial_t u_c(r)$ is the real-space strain rate. Thus, we may rewrite Eq. (S.112) in the following form:

$$
\begin{align*}
\tilde{sJ}_{k,a}(s) - \tilde{J}_{k,a}(0) &= -\mathbf{i} \mathbf{k}_d \tilde{\sigma}_{k,abcd}(s) \mathbf{\dot{e}}_{k,cd},
\end{align*}
$$

with

$$
\tilde{\sigma}_{k,abcd}(s) \triangleq \frac{1}{c_{JJ}} \langle \tilde{\sigma}_{k,ab}(s) \tilde{\sigma}^*_{k,cd}(0) \rangle_0.
$$

In comparison, the Laplace transform of the master equation Eq. (S.48) is

$$
\begin{align*}
\tilde{sJ}_{k,a}(s) - \tilde{J}_{k,a}(0) &= -i\mathbf{k}_d \tilde{\sigma}_{k,ab}(s).
\end{align*}
$$

Combining Eq. (S.114) with Eq. (S.116) yields the following constitutive equation:

$$
\tilde{\sigma}_{k,ab}(s) = \tilde{\eta}_{k,abcd}(s) \mathbf{\dot{e}}_{k,cd}(s).
$$

Let us take the hydrodynamic limit $k \to 0$ and $s \to 0$. In this limit, the system experiences a uniform, constant strain-rate $\mathbf{\dot{e}}_{cd}$ and stress $\sigma_{ab}$ given by

$$
\sigma_{ab} \triangleq \lim_{k \to 0 \atop s \to 0} \tilde{\sigma}_{k,ab}(s),
$$

$$
\mathbf{\dot{e}}_{cd} \triangleq \lim_{k \to 0 \atop s \to 0} \tilde{\mathbf{e}}_{k,cd}(s).
$$

The constitutive equation Eq. (S.117) then reduces to

$$
\sigma_{ab} = \eta_{abcd} \mathbf{\dot{e}}_{cd},
$$

where the viscosity coefficients satisfy the standard Green–Kubo relation:

$$
\eta_{abcd} = \lim_{k \to 0 \atop s \to 0} \tilde{\eta}_{k,abcd}(s) = \frac{1}{c_{JJ}} \int_0^\infty \langle \sigma_{ab}(t)\sigma_{cd}(0) \rangle dt.
$$

**Viscosity matrix for 2D isotropic fluids** In the main text, we use a graphical matrix representation of the viscosity tensor based on the symmetries of a 2D isotropic fluid (see Ref. [47]). Let us convert the Cartesian components of the viscosity tensor (denoted by subscript car) into this representation (denoted by subscript mat). The components of the stress and strain rate in both representations may be written as vectors

$$
\begin{align*}
\sigma_{\text{mat}} &= \begin{pmatrix}
\sigma_{xx} \\
\sigma_{yx} \\
\sigma_{yy}
\end{pmatrix}, & \mathbf{\dot{e}}_{\text{mat}} &= \begin{pmatrix}
\mathbf{\dot{e}}_{xx} \\
\mathbf{\dot{e}}_{yx} \\
\mathbf{\dot{e}}_{yy}
\end{pmatrix},
\end{align*}
$$

$$
\sigma_{\text{car}} = \begin{pmatrix}
\sigma_{xx} & \sigma_{xy} & \sigma_{yx} & \sigma_{yy}
\end{pmatrix}, & \mathbf{\dot{e}}_{\text{car}} = \begin{pmatrix}
\mathbf{\dot{e}}_{xx} \\
\mathbf{\dot{e}}_{xy} \\
\mathbf{\dot{e}}_{yx} \\
\mathbf{\dot{e}}_{yy}
\end{pmatrix},
$$

that are obtained from each other through the linear relation

$$
\sigma_{\text{mat}} = \frac{1}{2} \mathbf{Q} \sigma_{\text{car}}, & \mathbf{\dot{e}}_{\text{mat}} = \mathbf{Q} \mathbf{\dot{e}}_{\text{car}},
$$

where

$$
\mathbf{Q} = \begin{pmatrix}
1 & 0 & 0 & 1 \\
0 & -1 & 1 & 0 \\
1 & 0 & 0 & -1 \\
0 & 1 & 1 & 0
\end{pmatrix}.
$$

In terms of the vectors of Cartesian components defined above, the tensorial equation Eq. (S.120) reads

$$
\sigma_{\text{car}} = \eta_{\text{car}} \mathbf{\dot{e}}_{\text{car}},
$$
Hence, the viscosity matrix may be expressed as:

$$\eta_{\text{car}} = \frac{1}{c_{\text{JJ}}} \int_0^\infty dt \langle \sigma_{\text{car}}(t) \sigma_{\text{car}}^T(0) \rangle_0. \tag{S.127}$$

Since $Q^TQ = 2I$, we can multiply both sides of Eq. (S.126) by $Q/2$ and insert $Q^TQ/2$ to get

$$\frac{1}{2}Q\sigma_{\text{car}} = \frac{1}{2}Q \eta_{\text{car}} \left( \frac{1}{2}Q^TQ \right) \dot{e}_{\text{car}}$$

namely

$$\sigma_{\text{mat}} = \left( \frac{1}{4}Q \eta_{\text{car}} Q^T \right) \dot{e}_{\text{mat}}.$$

Hence, the viscosity matrix may be expressed as:

$$\eta_{\text{mat}} = \frac{1}{4}Q \eta_{\text{car}} Q^T = \frac{1}{c_{\text{JJ}}} \int_0^\infty \left\langle \left( \frac{1}{2}Q\sigma_{\text{car}}(t) \right) \left( \frac{1}{2}Q\sigma_{\text{car}}(0) \right)^T \right\rangle_0 dt$$

$$\int_0^\infty \langle \sigma_{\text{mat}}(t) \sigma_{\text{mat}}^T(0) \rangle_0 dt \tag{S.128}$$

Now let us introduce the quantity:

$$B_{vv} = nm\bar{c}_{vv} V_c$$

$$B_{vv} = \frac{1}{2} nm \int_{r \leq r_c} \left[ \langle \mathbf{v}(0) \cdot \mathbf{v}(r) \rangle_0 - \langle \mathbf{v}(0) \cdot \mathbf{v}(\infty) \rangle_0 \right] d\mathbf{r}$$

$$= \frac{1}{2} nm \lim_{k \to 0} \int_{V_c} \langle \mathbf{v}(0) \cdot \mathbf{v}(r) \rangle_0 e^{-ik \cdot \mathbf{r}} d\mathbf{r}$$

$$= \frac{1}{2} n m \bar{c}_{vv}(k \to 0) \tag{S.129}$$

Now if we use $A$ instead of $V$ to emphasize the 2D area, Eq. (S.128) may be written in the final form used in the main text:

$$\eta_{\alpha\beta} = \frac{A}{k_B T_{\text{eff}} + B_{vv}} \int_0^\infty \langle \sigma_\alpha(t) \sigma_\beta(0) \rangle dt. \tag{S.130}$$

In a system with conservative interactions, the particle velocities have no spatial correlation and hence the correction $B_{vv}$ vanishes and the proportionality constant $(k_B T_{\text{eff}} + B_{vv})$ reduces to the standard thermal energy $k_B T_{\text{eff}}$, which characterizes the magnitude of velocity fluctuations of individual particles. In a system with velocity dependent interactions, the velocity of a particle is correlated with that of its neighbors. Such normalization factor in fact encodes the magnitude of the collective velocity fluctuations of an individual particle and its neighbors.

In our chiral active fluid, we can measure the velocity–velocity correlation function $\langle \mathbf{v}(0) \cdot \mathbf{v}(r) \rangle_0$, see Fig. S12. Using Eq. (S.129), we find the correction term $B_{vv}/k_B T_{\text{eff}} = 8.3\%$. By renormalizing $T_{\text{eff}}$ to $T_{\text{eff}}^*$, we achieve excellent agreement between the simulation measurement of the viscosities and the Kubo predictions, as shown in Fig. 3C.

**Extension to hydrodynamic interactions**

The above derivation of the Green–Kubo relation assumes that the velocity dependent interactions are reciprocal: $f_{ij} = \gamma(r_{ij}) \mathbf{v}_{ij} = -f_{ji}^\text{eff}$, which primarily applies to dry active systems. In a wet active system, hydrodynamic interactions between particles are mediated by a liquid environment and can often be non-reciprocal. For our analysis, we assume that the hydrodynamic force generated by particle $j$ on particle $i$ is well approximated by the linear relationship

$$f_{ij}^h = -\Upsilon(r_{ij}) \cdot \mathbf{v}_j, \tag{S.131}$$

where $\Upsilon(r_{ij})$ are a symmetric drag coefficient matrix depending on the interparticle vector $r_{ij}$. One can show that as long as $\mathbf{v}_i \neq -\mathbf{v}_j$, $f_{ij}^h \neq -f_{ji}^h$.

Let us take a 3D suspension of spherical colloids as an example (see e.g. Ref. [64] for a discussion on 2D hydrodynamic interactions). In general, the hydrodynamic interaction is truly a many-body effect, which involves direct coupling among all the particles [65]:

$$f_p^h = -\sum_{q} \zeta_{pq} v_j \tag{S.132}$$

where indices $p$ and $q$ run over the $3N$ particle coordinates $(x_1, y_1, z_1, x_2, y_2, z_2, \ldots)$. $\zeta_{pq}$ is a friction tensor that depends on the configuration of the entire system and satisfies the relation:

$$\sum_{q} \zeta_{pq} D_{qs} = \sum_{q} D_{pq} \zeta_{qs} = k_B T_{\delta_{ps}} \tag{S.133}$$

where $D_{pq}$ is the configuration-dependent diffusion tensor. The diffusion tensor contains two parts: (i) when $p$ and $q$ are coordinates of the same particle, $D_{pq}$ are the corresponding elements of the Stokes drag coefficient matrix

$$D^{(i)} = \frac{k_B T}{6 \pi \mu a} \mathcal{T}_{3 \times 3} \tag{S.134}$$
where \( \mu \) is the viscosity of the fluid, \( a \) is the particle radius, and \( \mathcal{I}_{3 \times 3} \) denotes a \( 3 \times 3 \) identity matrix. (ii) when \( p \) and \( q \) are coordinates of two different particles \( i \) and \( j \), \( D_{pq} \) are the corresponding elements \( D_{ij}^{(ii)} \) of the Oseen tensor (i.e., \( p = (i,a) \), \( q = (j,b) \) where \( i,j \) index the particles and \( a,b \) the Cartesian coordinates of the particles)

\[
D_{ij}^{(ii)} = \frac{k_B T}{8\pi \mu r_{ij}^3} \left[ \mathcal{I}_{3 \times 3} + \frac{r_{ij} r_{ij}}{r_{ij}^2} \right].
\] (S.135)

The first and second parts give the diagonal and off-diagonal components of the diffusion matrix \( D \), denoted by:

\[
D = \frac{k_B T}{6\pi \mu a} \mathcal{I}_{3N \times 3N} + D^{(ii)}. \] (S.136)

Note that \( D^{(ii)} \) scales inversely linear with particle distance, \( D^{(ii)} \sim r_{ij}^{-1} \). In a dilute system where the average particle distance \( \bar{r}_{ij} \gg a \), \( D^{(ii)} \) can be treated as a small perturbation. Thus we can estimate the friction matrix as

\[
\zeta \approx k_B T D^{-1} = 6\pi \mu a \mathcal{I}_{3N \times 3N} - \frac{6\pi \mu a}{k_B T} D^{(ii)}. \] (S.137)

The approximation in Eq. (S.137) reduces the many-body interaction into a pairwise hydrodynamic interaction:

\[
f_{ij}^h = -\Upsilon_{ij} v_j \] (S.138)

with the drag coefficient matrix

\[
\Upsilon_{ij} = 6\pi \mu a \delta_{ij} - \frac{9\pi \mu a^2}{2r_{ij}} \left[ \mathcal{I}_{3 \times 3} + \frac{r_{ij} r_{ij}}{r_{ij}^2} \right]. \] (S.139)

Note that \( \Upsilon_{ij} \) is a symmetric matrix depending on the interparticle distance.

Now let us continue the derivation of the Green-Kubo relations with the general linear ansatz for the hydrodynamic interaction \( \hat{f}_{ij}^h = -\Upsilon_{ij} \hat{v}_j \). Since this interaction is non-reciprocal \( \hat{f}_{ij}^h \neq -\hat{f}_{ji}^h \), it cannot be included in the calculation of Irvine–Kirkwood stress. Instead, we use the decomposition of the generalized force \( i\mathcal{L}\mathbf{J}_k \) similar to Eq. (S.81)

\[
i\mathcal{L}\mathbf{J}_k = ik \cdot \hat{\mathbf{\sigma}}_{\text{reg}} + \hat{\mathbf{f}}_{\text{vel}}^k \] (S.140)

where the stress \( \hat{\mathbf{\sigma}}_{\text{reg}} \) includes the kinetic part as well as the virial part contributed by position dependent stresses only, which we assume to be reciprocal. The term \( \hat{\mathbf{f}}_{\text{vel}}^k \) summarizes the contributions of the hydrodynamic interaction:

\[
\hat{\mathbf{f}}_{\text{vel}}^k \triangleq -\frac{1}{V} \sum_{ij} N^2 \Upsilon(r_{ij}) v_j e^{-ik \cdot r_i}. \] (S.141)

We will now proceed with our previous derivation while highlighting the steps potentially affected by \( \hat{\mathbf{f}}_{\text{vel}}^k \).

First, let us re-derive \( \mathbf{F}_k^\parallel, \mathbf{F}_k^\perp \) and \( \mathbf{K} \) in the Mori–Zwanzig by evaluating all the outer products involving \( \hat{\mathbf{f}}_{\text{vel}}^k \). To evaluate the equal-time product \( \langle \hat{\mathbf{f}}_{\text{vel}}^k \otimes \mathbf{J}_k \rangle \), we first follow the steps in Eq. (S.92) to derive the relation:

\[
\langle \Upsilon(\mathbf{r}_{ij}) v_j v_i e^{-ik \cdot r_i} \rangle_0 = \frac{1}{V} \hat{\Upsilon}(k) \langle v_j v_i e^{-ik \cdot r_i} \rangle_0,
\]

where \( \hat{\Upsilon}(k) = \int V \Upsilon(\mathbf{r}) e^{-ik \cdot r} d\mathbf{r} \) denotes the Fourier transform of the matrix \( \Upsilon(\mathbf{r}) \). We find

\[
\langle \hat{\mathbf{f}}_{\text{vel}}^k \otimes \mathbf{J}_k \rangle = -\frac{m}{V^2} \sum_{ijkl} N^2 \langle \gamma(r_{ij}) v_j v_i e^{-ik \cdot r_i} \rangle_0
\]

\[
= -\frac{m}{V^2} \sum_{ijkl} N^2 \langle \hat{\Upsilon}(k) v_j v_i e^{-ik \cdot r_i} \rangle_0
\]

\[
= -\frac{n}{m} \langle \hat{\Upsilon}(k) \rangle \sum_{ijkl} N^2 \langle v_j v_i e^{-ik \cdot r_i} \rangle_0
\]

\[
= -\gamma_{\text{reg}} \mathbf{J}_k \otimes \hat{\mathbf{J}}_k,
\] (S.142)

where the effective damping coefficient \( \gamma_{\text{reg}} = n \hat{\Upsilon}(k)/m \) now is a matrix. Since \( \hat{\Upsilon}(\mathbf{r}) \) is a symmetric matrix, \( \gamma_{\text{reg}} \) is also symmetric. We then derive the time-correlated products

\[
(i k \cdot \hat{\mathbf{\sigma}}_{\text{reg}}(\tau) \otimes \hat{\mathbf{f}}_{\text{vel}}^k(0)) = 0,
\]

\[
(i k \cdot \hat{\mathbf{\sigma}}_{\text{kin}}(\tau) \otimes \hat{\mathbf{f}}_{\text{vel}}^k(0)) = 0
\]

\[
(i k \cdot \hat{\mathbf{\sigma}}_{\text{pos}}(\tau) \otimes \hat{\mathbf{f}}_{\text{vel}}^k(0)) = 0
\]

\[
(i k \cdot \hat{\mathbf{\sigma}}_{\text{vel}}^\perp(\tau) \otimes \hat{\mathbf{f}}_{\text{vel}}^k(0)) = 0
\]

\[
(i k \cdot \hat{\mathbf{\sigma}}_{\text{reg}}(\tau) \otimes \hat{\mathbf{f}}_{\text{vel}}^k(0)) = \gamma_{\text{reg}} (\hat{\mathbf{J}}_k(\tau) \otimes \hat{\mathbf{J}}_k(0)) \gamma_{\text{reg}} \mathbf{J}_k
\]

\[
(i k \cdot \hat{\mathbf{\sigma}}_{\text{kin}}(\tau) \otimes \hat{\mathbf{f}}_{\text{vel}}^k(0)) = -\gamma_{\text{reg}} (\hat{\mathbf{J}}_k(\tau) \otimes \hat{\mathbf{J}}_k(0)) \gamma_{\text{reg}} \mathbf{J}_k
\]

\[
(i k \cdot \hat{\mathbf{\sigma}}_{\text{pos}}(\tau) \otimes \hat{\mathbf{f}}_{\text{vel}}^k(0)) = -\gamma_{\text{reg}} (\hat{\mathbf{J}}_k(\tau) \otimes \hat{\mathbf{J}}_k(0)) \gamma_{\text{reg}} \mathbf{J}_k
\]

\[
(i k \cdot \hat{\mathbf{\sigma}}_{\text{vel}}^\perp(\tau) \otimes \hat{\mathbf{f}}_{\text{vel}}^k(0)) = \gamma_{\text{reg}} (\hat{\mathbf{J}}_k(\tau) \otimes \hat{\mathbf{J}}_k(0)) \gamma_{\text{reg}} \mathbf{J}_k
\]

These products allow us to derive the generalized forces.
in the Mori–Zwanzig formalism:
\[
\mathbf{F}_k^\parallel(t) = -\gamma_{jk} \mathbf{j}_k(t), \tag{S.143}
\]
\[
\mathbf{F}_k^\perp(t) = i \mathbf{k} \cdot \hat{\sigma}_k^{\text{reg}}(t) + \mathbf{r}^{\text{vel}}(t)
+ \gamma_{jk} \mathbf{j}_k(t) + O(k^2), \tag{S.144}
\]
as well as the response function
\[
\mathbf{K}(\tau) = (F_k^\parallel(\tau) \otimes F_k^\parallel(0)) \cdot (\mathbf{j}_k \otimes \hat{\mathbf{j}}_k)^{-1}
= (i \mathbf{k} \cdot \hat{\sigma}_k^{\text{reg}}(\tau) \otimes i \mathbf{k} \cdot \hat{\sigma}_k^{\text{reg}}(0)) \cdot (\mathbf{j}_k \otimes \hat{\mathbf{j}}_k)^{-1}.
\tag{S.145}
\]
With the newly derived \(\mathbf{F}_k(t)\) and \(\mathbf{K}(\tau)\), the generalized Green–Kubo relation becomes
\[
s\mathbf{j}_k(s) - \hat{\mathbf{j}}_k(0) = \hat{\mathbf{F}}_k^\parallel(s) - \mathbf{K}(s) \cdot \hat{\mathbf{j}}(s) \tag{S.146}
= -\frac{(i \mathbf{k} \cdot \hat{\sigma}_k^{\text{reg}}(s) \otimes i \mathbf{k} \cdot \hat{\sigma}_k^{\text{reg}}(0)) \cdot \hat{\mathbf{j}}_k(s)}{nm_{JJ}} - \gamma_{jk} \hat{\mathbf{j}}_k(s).
\]
Following the section “viscosity tensor,” we find that the term involving the product \((i \mathbf{k} \cdot \hat{\sigma}_k^{\text{reg}}(s) \otimes i \mathbf{k} \cdot \hat{\sigma}_k^{\text{reg}}(0))\) in Eq. (S.146) gives rise to a viscous coefficient tensor satisfying the Green–Kubo relation
\[
\eta^{(0)}_{abcd} = \frac{1}{c_{JJ}} \int_0^\infty \langle \sigma_{ab}^{\text{reg}}(t) \sigma_{cd}^{\text{reg}}(0) \rangle_0 dt. \tag{S.147}
\]
Regarding the term \(-\gamma_{jk} \hat{\mathbf{j}}_k(s)\) in Eq. (S.146), we note that \(\gamma_{jk}\) is a function of wavevector \(\mathbf{k}\), and thus can lead to corrections in the Green–Kubo formula. We perform a Taylor series expansion on \(\gamma_{jk}\) in the vicinity of \(k = 0\). Due to isotropy, the series expansion of \(\gamma_{jk}\) takes the general form
\[
\gamma_{jk} = \gamma_0 I + \gamma_1 k I + (\gamma_2^A k^2 I + \gamma_2^B \mathbf{k} \mathbf{k}) + O(k^3) \tag{S.148}
\]
where \(I\) is a \(D \times D\) identity matrix. Here all the coefficients are scalars that do not depend on either \(\mathbf{r}\) or \(\mathbf{k}\). In addition, the definition of \(\gamma_{jk}\) implies
\[
\gamma_{jk} = \frac{n \mathbf{Y}(\mathbf{k})}{m} = \frac{n}{m} \int_V \mathbf{Y}(\mathbf{r}) e^{-i \mathbf{k} \cdot \mathbf{r}} d\mathbf{r}
= \frac{n}{m} \int_V \mathbf{Y}(\mathbf{r}) \left[ 1 - (i \mathbf{k} \cdot \mathbf{r}) + (i \mathbf{k} \cdot \mathbf{r})^2/2 + O(k^3) \right] d\mathbf{r}. \tag{S.149}
\]
Comparing Eq. (S.148) with Eq. (S.149), we find
\[
\gamma_0 I = \frac{n}{m} \int_V \mathbf{Y}(\mathbf{r}) d\mathbf{r}, \tag{S.150}
\gamma_1 k I = -\frac{n}{m} \int_V (i \mathbf{k} \cdot \mathbf{r}) \mathbf{Y}(\mathbf{r}) d\mathbf{r}, \tag{S.151}
\gamma_2^A k^2 I + \gamma_2^B \mathbf{k} \mathbf{k} = \frac{n}{2m} \int_V (i \mathbf{k} \cdot \mathbf{r})^2 \mathbf{Y}(\mathbf{r}) d\mathbf{r}. \tag{S.152}
\]
Since \(k = \sqrt{k \cdot k}\) is an operation not allowed in Eq. (S.151), the corresponding coefficient has to vanish, \(\gamma_1 = 0\). Thus, we can summarize the effective damping coefficient matrix as
\[
\gamma_{jk} = \gamma_0 I + \gamma_2^A k^2 I + \gamma_2^B \mathbf{k} \mathbf{k}. \tag{S.153}
\]
Now let us perform an inverse Laplace transform of \(-\gamma_{jk} \hat{\mathbf{j}}_k(s)\) in Eq. (S.146):
\[
-\gamma_{jk} \hat{\mathbf{j}}_k(t) = -\gamma_0 \mathbf{j}_k(t) - \gamma_2^A k^2 \mathbf{j}_k(t) - \gamma_2^B \mathbf{k} \mathbf{j}_k(t). \tag{S.154}
\]
The first term in Eq. (S.154) may be written as:
\[
-\gamma_0 \mathbf{j}_k = -\frac{\gamma_0}{V} \sum_i m \mathbf{v}_i e^{-i \mathbf{k} \cdot \mathbf{r}_i},
= -nm \int_V \frac{1}{N} \sum_k \mathbf{v}_i \delta(\mathbf{r} - \mathbf{r}_i) e^{-i \mathbf{k} \cdot \mathbf{r}_i} d\mathbf{r}
= -nm \int_V \mathbf{u}(\mathbf{r}) e^{-i \mathbf{k} \cdot \mathbf{r}_i} d\mathbf{r} = -nm \gamma_0 \mathbf{u}^\perp(\mathbf{k}),
\]
where \(\mathbf{u}(\mathbf{r}) = \sum_i N \mathbf{v}_i \delta(\mathbf{r} - \mathbf{r}_i)/N\) is the local flow field. This term correspond to a background friction
\[
-\gamma_0 \hat{\mathbf{j}}_k \rightarrow -\gamma f \mathbf{u}(\mathbf{r}), \tag{S.155}
\]
with frictional coefficient
\[
\gamma_f = nm \gamma_0. \tag{S.156}
\]
The second term in Eq. (S.154) may be written as
\[
-\gamma_2^A k^2 \mathbf{j}_k = -\gamma_2^A k_a k_b \mathbf{j}_{k,a} = \gamma_2^A (i \mathbf{k}_b \hat{\mathbf{j}}_{k,a})
= (i \mathbf{k}_b) (nm \gamma_2^A \hat{\mathbf{e}}_{k,a,b}) \mathbf{k} \cdot (nm \gamma_2^A \hat{\mathbf{e}}_{k,b})
= \hat{\mathbf{e}}_{k,b} \mathbf{k} \cdot \mathbf{u} \mathbf{k},
\]
where \(\hat{\mathbf{e}}_{k,b}\) is the Fourier transform of the real-space strain rate \(\dot{\mathbf{e}} = \nabla \mathbf{u}\). Using the correspondence \(i \mathbf{k} \rightarrow \nabla\), the right hand side of Eq. (S.157) becomes the divergence of the stress under Fourier transformation:
\[
-\gamma_2^A k^2 \hat{\mathbf{J}}_k \rightarrow \nabla \cdot \sigma^{(1)}_{ab} \tag{S.157}
\]
The right-hand side of Eq. (S.157) gives a linear viscous response:
\[
\sigma^{(1)}_{ab} = \eta^{(1)}_{abcd} \hat{\mathbf{e}}_{cd}, \tag{S.158}
\]
where the viscosity tensor reads
\[
\eta^{(1)}_{abcd} = nm \gamma_2^A \delta_{ac} \delta_{bd}. \tag{S.159}
\]
The third term of Eq. (S.154) may be written as
\[
-\gamma_2^B \mathbf{k} \mathbf{j}_k = -\gamma_2^B k_a k_b \mathbf{j}_{k,a,b} = \gamma_2^B (i \mathbf{k}_b \hat{\mathbf{j}}_{k,b})
= \gamma_2^B (i \mathbf{k}_b) (i \mathbf{k} \cdot \hat{\mathbf{j}}_k) = nm \gamma_2^B (i \mathbf{k}) (i \mathbf{k} \cdot \mathbf{u}(\mathbf{k}))
= \gamma_2^B (i \mathbf{k}) (i \mathbf{k} \cdot \hat{\mathbf{j}}_k) = nm \gamma_2^B (i \mathbf{k}) (i \mathbf{k} \cdot \mathbf{u}(\mathbf{k}))
\]
This corresponds to a linear viscous response towards compression
\[ -\gamma^B_k \kappa \hat{J}_k \rightarrow \xi^{(1)} \nabla (\nabla \cdot \mathbf{u}(r)), \quad (S.160) \]
with bulk viscosity
\[ \xi^{(1)} = n m \gamma^B_2. \quad (S.161) \]

To summarize, in a wet active fluid involving hydrodynamic interactions, the viscosity tensor contains two parts: (i) \( \eta^{(0)}_{abcd} \) associated with reciprocal interactions, still satisfying the Green–Kubo relation Eq. (S.146); (ii) Corrections \( \eta^{(1)}_{abcd} \) and \( \xi^{(1)} \) due to non-reciprocal hydrodynamic interactions. Note that the correction terms can be derived from the hydrodynamic interaction \( \Upsilon(r) \) by using Eq. (S.152). Furthermore, since \( \Upsilon(r) \) is symmetric, the correction terms do not affect the anti-symmetric components of the viscosity tensor, for instance \( \eta^o \).

**Discussion** In our derivation, we utilize the assumption that the system is symmetric under inversion \( r \leftrightarrow -r \) and isotropic. In 2D, such systems, including the chiral active fluids studied in this work, may still violate parity. We note, however, that chiral fluids in 3D are necessarily anisotropic. Hence, our conclusions may require modification when applied, for example, to a 3D chiral active fluid with spinners all sharing the same rotation axis. Nonetheless, for active 3D fluids obeying isotropy and inversion symmetry, our results are valid.

Furthermore, the derivation assumes the existence of a stable steady state, which allows us to take the hydrodynamic limit \( k \rightarrow 0 \) and \( t \rightarrow \infty \). This is a crucial prerequisite for using the Mori–Zwanzig formalism to derive a generalized linear response. The limit \( k \rightarrow 0 \) isolates the long-wavelength hydrodynamic modes as the slow variables. The limit \( t \rightarrow \infty \) provides separation of timescales so that one can treat the orthogonal forces \( F_k \) as a fast-fluctuating noise and ignore it after averaging over the initial conditions. For nonequilibrium dynamics where \( F_k \) and \( K \) have comparable timescale, \( F_k \) needs to be considered as well and typically gives rise to a nonlinear response of the system [51].

To summarize, the scope of our derivation can be described by four categories of systems: (i) Without velocity-dependent interactions (or very weak), the standard Green–Kubo relation holds; (ii) With velocity-dependent interactions but no spinning, an equilibrium-like Green–Kubo relation with a renormalized temperature \( T_{\text{eff}} + B_{\upsilon \nu}/k_B \) still holds; (iii) For 2D chiral active fluids, the same Kubo relation holds as long as \( |\langle \mathbf{v}(0) \mathbf{v}(r) \rangle_0| < \mathcal{O}(r^{-D}) \). The condition on \( \langle \mathbf{v}(0) \mathbf{v}(r) \rangle_0 \) can be easily evaluated in either simulations or experiments of active fluids in which the motions of individual particles are traceable; (iv) For 3D chiral active fluids with long-range hydrodynamic interactions, the Kubo relation is not guaranteed.
V. LANGEVIN EQUATION OF THE STRESS

Effective Langevin equation of the shear stresses

Figure 3B shows that the shear stress $\mathbf{S} = (\boldsymbol{\omega} \cdot \boldsymbol{\omega})^T$ evolves as a 2D random walker with a tendency towards rotation (see Supplementary Mov. S2). This inspires us to propose a phenomenological model using linear Langevin equations:

$$
\frac{d}{dt} \begin{bmatrix} s_1(t) \\ s_2(t) \end{bmatrix} = - \begin{bmatrix} a & b \\ -b & a \end{bmatrix} \begin{bmatrix} s_1(t) \\ s_2(t) \end{bmatrix} + C_R \begin{bmatrix} w_1(t) \\ w_2(t) \end{bmatrix}, \quad (S.162)
$$

where $s_1 = \mathbf{\omega}$, $s_2 = \mathbf{\omega}$, $a$ characterizes the relaxation of the fluctuating stress $\mathbf{S}$ towards $(0,0)^T$ due to shear viscosity $\eta$, $b$ characterizes the chiral response involving odd viscosity $\eta^o$, and $w_1(t)$ and $w_2(t)$ are two independent white noises.

Let us first consider two normalized correlation functions:

$$
\rho_{11}(t) = \frac{\langle s_1(t)s_1(0) \rangle}{\langle s_1^2(0) \rangle}, \quad (S.163)
$$

$$
\rho_{21}(t) = \frac{\langle s_2(t)s_1(0) \rangle}{\langle s_1^2(0) \rangle}. \quad (S.164)
$$

According to Eq. (S.162), the two correlation functions should obey:

$$
\frac{d}{dt} \begin{bmatrix} \rho_{11}(t) \\ \rho_{21}(t) \end{bmatrix} = - \begin{bmatrix} a & b \\ -b & a \end{bmatrix} \begin{bmatrix} \rho_{11}(t) \\ \rho_{21}(t) \end{bmatrix}. \quad (S.165)
$$

Given the initial condition $\rho_{11}(0) = 1$ and $\rho_{21}(0) = 0$, one can derive

$$
\rho_{11}(t) = \frac{\langle s_1(t)s_1(0) \rangle}{\langle s_1^2(0) \rangle} = e^{-at}\cos(bt), \quad (S.166)
$$

$$
\rho_{21}(t) = \frac{\langle s_2(t)s_1(0) \rangle}{\langle s_1^2(0) \rangle} = e^{-at}\sin(bt). \quad (S.167)
$$

Parameters $a$ and $b$ can be fixed by evaluating the Green–Kubo relation, which we have derived in Sec. IV:

$$
\eta = \frac{A\langle s_1^2(0) \rangle}{k_B T_{\text{eff}}} \int_0^\infty \rho_{11}(t)dt = \frac{A\langle s_1^2(0) \rangle}{k_B T_{\text{eff}}} \frac{a}{a^2 + b^2},
$$

$$
-\eta^o = \frac{A\langle s_1^2(0) \rangle}{k_B T_{\text{eff}}} \int_0^\infty \rho_{21}(t)dt = \frac{A\langle s_1^2(0) \rangle}{k_B T_{\text{eff}}} \frac{b}{a^2 + b^2}.
$$

Solving the above equations, we have

$$
a = \frac{\hat{\eta}}{\hat{\eta}^2 + \hat{\eta}^o}, \quad b = -\frac{\hat{\eta}^o}{\hat{\eta}^2 + \hat{\eta}^o^2 \quad (S.168)}
$$

with the normalized shear and odd viscosities

$$
\hat{\eta} = \frac{k_B T_{\text{eff}}}{A\langle s_1^2(0) \rangle} \eta, \quad \hat{\eta}^o = \frac{k_B T_{\text{eff}}}{A\langle s_1^2(0) \rangle} \eta^o. \quad (S.169)
$$

To achieve the steady-state fluctuations, we have to choose a proper noise magnitude $C_R$ so that the following quantity vanishes:

$$
\langle s_1^2(\Delta t) \rangle - \langle s_1^2(0) \rangle = \langle \int [s_1(0) - a s_1(0) \Delta t - b s_2(0) \Delta t + C_R dw_1] \Delta t \rangle - \langle s_1^2(0) \rangle,
$$

$$
= -2a \langle s_1^2(0) \rangle \Delta t + C_R \langle dw_1^2 \rangle,
$$

$$
= -2a \langle s_1^2(0) \rangle \Delta t + 2C_R^2 \Delta t, \quad (S.170)
$$

where we use the relation $\langle s_1(0)s_2(0) \rangle = \langle s_2(0)s_1(0) \rangle = 0$ and only keep the leading order $O(\Delta t)$. This implies

$$
C_R = \sqrt{a\langle s_1^2(0) \rangle} = \sqrt{A/k_B T_{\text{eff}} \cdot \eta/\eta^2 + \eta^o^2}.
$$

Therefore, Eq. (S.162) becomes the Langevin equation that we provided in the main text:

$$
\frac{d}{dt} \begin{bmatrix} s_1(t) \\ s_2(t) \end{bmatrix} = -C_R \begin{bmatrix} \eta & \eta^o \end{bmatrix}^{-1} \begin{bmatrix} s_1(t) \\ s_2(t) \end{bmatrix} + C_R \begin{bmatrix} w_1(t) \\ w_2(t) \end{bmatrix},
$$

where $C_R = \langle s_1^2(0) \rangle_0 A/k_B T_{\text{eff}}$.

To validate this effective Langevin equation, we perform molecular dynamics simulations at the steady state and evaluate the following residue terms

$$
\begin{bmatrix} R_1(t) \\ R_2(t) \end{bmatrix} = \frac{d}{dt} \begin{bmatrix} s_1(t) \\ s_2(t) \end{bmatrix} + C_R \begin{bmatrix} \eta & \eta^o \end{bmatrix}^{-1} \begin{bmatrix} s_1(t) \\ s_2(t) \end{bmatrix}. \quad (S.171)
$$

These residue terms decorrelate much faster than the stress (Fig. S13A). Thus, they indeed can be treated as independent sources of white noises. We further measure the magnitude of the noises as

$$
C_R^{\text{sim}} = \int_0^\infty \langle R_1(0)R_1(t) \rangle dt. \quad (S.172)
$$

Remarkably, we find that this measured value $C_R^{\text{sim}}$ agrees well with what we have derived theoretically

$$
C_R = \sqrt{A/k_B T_{\text{eff}} \cdot \eta/\eta^2 + \eta^o^2}.
$$

These findings strongly suggests the validity of our Langevin theory for the stress.

Frequency dependence Our Langevin equation allows us to derive the stress–stress correlation functions, see Eqs. (S.166–S.167). From the stress-stress correlation functions, we can further predict the frequency dependence of the viscous coefficients by using the Green–Kubo formula:

$$
\eta_{\alpha\beta}(f) = \frac{A}{k_B T_{\text{eff}}} \int_0^\infty \langle \sigma_\alpha(t)\sigma_\beta(0) \rangle e^{-i2\pi ft} dt, \quad (S.173)
$$

where $f$ denotes the deformation frequency.
Here we find the analytical form of the frequency-dependent shear and odd viscosities:

\[
\eta(f) = \frac{A}{k_B T_{\text{eff}}} \int_{0}^{\infty} \langle s_1(t) s_1(0) \rangle e^{-i2\pi ft} dt
\]

\[
= \frac{A \langle s_1^2(0) \rangle}{k_B T_{\text{eff}}} \int_{0}^{\infty} e^{-at} \cos(bt) e^{-i2\pi ft} dt
\]

\[
= C \eta b^2 + (a + i2\pi f)^2
\]

\[
= \frac{\eta^2 + \eta'^2}{2} \left[ \frac{1}{1 + i2\pi f t_c} \eta - i\eta' \right] + \frac{1}{1 + i2\pi f t_c} \eta + i\eta'
\]

\[
\eta'(f) = \frac{A}{k_B T_{\text{eff}}} \int_{0}^{\infty} \langle s_2(t) s_1(0) \rangle e^{i2\pi ft} dt
\]

\[
= -\frac{A \langle s_1^2(0) \rangle}{k_B T_{\text{eff}}} \int_{0}^{\infty} e^{-at} \sin(bt) e^{-i2\pi ft} dt
\]

\[
= -C \eta b e^{-\eta t_c} + (a + i2\pi f)^2
\]

\[
= \frac{\eta^2 + \eta'^2}{2i} \left[ \frac{1}{1 + i2\pi f t_c} \eta - i\eta' \right] - \frac{1}{1 + i2\pi f t_c} \eta + i\eta'
\]

where \( t_c = (\eta^2 + \eta'^2) / \eta C \eta \) is the characteristic time. In the main text, we have demonstrated the excellent agreement between this theoretical prediction and the simulation measurement (Fig. 3D-E).

This frequency dependence has a kinetic origin. The characteristic frequency is set by the inverse of the tumbling time \( \Delta t_{\text{tumble}} \) required by a particle to randomize its velocity through interparticle collisions. Using the simulation data on the particle interactions, we can measure the average velocity reduction in its original (incoming) moving direction after each collision

\[
\Delta \bar{v} = \langle \Delta \bar{v}_x \rangle_0,
\]

(\ref{eq:velocity_reduction})

where \( \Delta \bar{v}_x \) is the \( x \)-component of the symmetrized velocity change \( \Delta \bar{v} \) (see Fig. S10). To completely eliminate the correlation between its current and original velocity, a particle needs to collide \( N_{\text{coll}} \) times, where

\[
N_{\text{coll}} \approx \bar{v} / \Delta \bar{v}.
\]

(\ref{eq:collision_count})

The average waiting time for a new collision is

\[
t_{\text{wait}} = \Delta t + \Delta t_{\text{col}},
\]

(\ref{eq:collision_time})

where \( \Delta t \) is the collision duration and \( \Delta t_{\text{col}} \) is the traveling time between two adjacent collisions. Therefore, we can estimate the tumbling time as

\[
t_{\text{tumble}} = (\Delta t + \Delta t_{\text{col}}) \cdot \bar{v} / \Delta \bar{v}.
\]

(\ref{eq:tumble_time})

Consistently, as shown in Fig. 3D-E of the main text, both the characteristic frequency of \( \eta(f) \) and that of \( \eta'(f) \) are of order \( t_{\text{tumble}}^{-1} \).

FIG. S13. Validating the Langevin equation. We perform molecular dynamic simulations at the steady state and record the time evolution of the shear stresses \( S = (s_1, s_2)^T \). We further extract the noise term \( R = (R_1, R_2)^T \) in the Langevin dynamics of the stress using Eq. (S.171). A. Time-correlation functions of \( S \) versus that of \( R \). First, \( R \) decorrelates much faster than \( S \), with correlation time \( \tau_R < \tau_S / 200 \). Second, the different components of \( R \) are barely correlated with each other. Thus the noise term \( R \) in actual simulation can be treated as an independent white noise. B. Comparison between the theoretical and measured magnitude of the noise. The noise magnitude measured from the simulations using Eq. (S.172) agrees well with the theoretical value \( C_R \). These evidences provide a strong validation of our Langevin equation.
VI. HYDRODYNAMICS

Here we verify that the transport coefficients obtained from microscopic measurements and statistical mechanics calculations do capture hydrodynamic phenomena at the macroscopic level. To do so, we compare large-scale molecular dynamics simulations of a shock wave as well as a steady-state flow with the corresponding predictions from the hydrodynamic theory:

\[
\begin{align*}
D_\rho \rho & = -\rho \nabla \cdot \mathbf{u}, \\
\rho D_\mathbf{u} & = \nabla \cdot \mathbf{ss} + \xi \nabla \cdot (\nabla \cdot \mathbf{u}) + \eta \Delta \mathbf{u} \\
& \quad + \eta^o \nabla \cdot \Delta \mathbf{u} - \nabla \times (\Gamma(\rho) \nabla \times \mathbf{u}),
\end{align*}
\] (S.180)

with the steady-state stress

\[
\sigma_{ss} = -P I + \tau R,
\] (S.181)

which is set by the equations of the states, pressure \(P = c^2 \rho\) (\(c = \sqrt{k_B T_{eq}/m}\) is the speed of sound) and anti-symmetric stress \(\tau = \Gamma(\rho) \Omega\). All the parameters \(\eta, \eta^o, \xi, \Gamma, \) and \(c\) are obtained from microscopic measurements. Since all the particles are forced to rotate at a constant speed \(\Omega\), the rotation field \(\Omega \mathbf{r}\) is not included in this hydrodynamic theory but treated as an adjustable parameter. Compared to the general form of the Navier–Stokes equation Eq. (S.40), we have ignored the terms involving compression–rotation viscosities \(\eta^A\) and \(\eta^B\) that are negligible compared to the other viscous coefficients (see Fig. 2C in the main text and Fig. S6). But we allow the rotation viscosity \(\Gamma(\rho)\) to depend on density. Note that the mass density \(\rho = mn\).

Shock wave In the main text, Fig. 4 shows the simulation of a shock wave generated by a fast moving piston. The system has initial particle number density \(n_0 = 0.125 d^{-2}\). Here we solve the hydrodynamic equation Eq. (S.180) numerically in the co-moving frame of the shock. For simplicity, we use the coefficients \(\eta, \eta^o, \xi, \), and \(c\), which were previously measured at a different density \(n_m = 2n_0\). Nonetheless, the numerical solutions of \(\rho(x), u_x(x), u_y(x)\) using these coefficients agree well with the simulation measurements, until local particle density becomes too high \(n(x) > 3n_0\) (see Fig. 4B-D in the main text).

A common shock wave only displays longitudinal modes. However, our shock wave is accompanied by a shear flow in the transverse direction near the wavefront (Fig. 4A, Supplementary Mov. S3). This transverse shear flow originates from the \(\eta^o\) and \(\Gamma(\rho)\) terms, which are disallowed in traditional, achiral fluids. To investigate the roles of \(\eta^o\) and \(\Gamma(\rho)\), we numerically solve Eq. (S.180) in three different cases: (i) both the coefficients are included; (ii) only \(\eta^o\) is included; (iii) only \(\Gamma(\rho)\) is included. As illustrated in Fig. S14, \(\eta^o\) gives rise to a dip near the wavefront (red line), whereas \(\Gamma(\rho)\) remains monotonic even further away from the wavefront (grey line).

The locations of these features can be understood by dimensional analysis. In the Navier–Stokes equation, odd viscosity appears in the term \(\eta^o \Delta \mathbf{u}\) that involves a second spatial derivative, whereas rotation viscosity appears in the term \(\nabla \cdot (\Gamma(\rho) (\Omega - \omega) R)\) that involves a first spatial derivative. Therefore, the impact of \(\eta^o\) shows up in a smaller length scale, explaining why the resulting dip is closer to the wavefront.

Considering \(|u_y| \ll |u_x|\) (see Fig. 4C-D in main text), we assume that the transverse shear flow barely affects the longitudinal propagation of the shock. Thus, we can use the standard viscous Burgers’ equation to estimate the width of the shock [66]:

\[
\frac{\partial}{\partial t} u_x + u_x \frac{\partial}{\partial x} u_x = \nu \frac{\partial^2}{\partial x^2} u_x,
\] (S.182)

where \(\nu = \eta/n_0 m\) is the kinematic viscosity. For the shock generated by a piston moving at speed \(U\), the analytical solution of the Burgers’ equation is

\[
u u_x(x, t) = \frac{U}{2} - \frac{U}{2} \tanh \left[ \frac{(x - Ut/2)}{4\nu} \right].
\] (S.183)

This suggests the width of the shock is

\[
\lambda_s = \frac{4\nu}{U}.
\] (S.184)

consistent with what we observe in Fig. S14.
**Steady-state shear flow**  The simulation of the shock shows that a compression wave can lead to shear flow in the transverse direction via odd viscosity $\eta^o$. Here we investigate whether a shear flow can in turn also lead to compression via $\eta^o$. To do so, we first perform molecular dynamics simulations of a steady-state shear flow. A force field $F = (0, F_0 \sin(2\pi x/L_x))$ (red arrows in Fig. S15A) is applied to the particles to drive a vertical shear flow.

We find that this shear flow leads to a density modulation in the $x$-direction (Fig. S15A). However, this density modulation is rather small, with magnitude up to only $2.5\%$. Thus we can ignore the secondary effects, i.e. the correction to the shear flow due to $\Gamma(n)$. In this approximation, we can reduce the Navier–Stokes equations Eq. (S.180) to two stationary equations for $u_y(x)$ and $n(x)$:

$$-mc^2 \frac{\partial}{\partial x} n(x) + \eta^o \frac{\partial^2}{\partial x^2} u_y(x) = 0, \quad (S.185)$$

$$\eta \frac{\partial^2}{\partial x^2} u_y(x) + nF_y(x) = 0. \quad (S.186)$$

Given that $F_y(x) = F_0 \sin(2\pi x/L_x)$, the analytical solution of the above equations read

$$u_y(x) = \frac{nF_0L_x^2}{4\pi^2\eta} \sin(2\pi x/L_x), \quad (S.187)$$

$$n(x) = n_0 + \frac{nF_0L_x}{2\pi mc^2} \cdot \frac{\eta^o}{\eta} \cdot \cos(2\pi x/L_x). \quad (S.188)$$

As illustrated in Fig. S15B-C, this analytical solution agrees well with the simulation measurement, further validating the hydrodynamic theory. Given Eq. (S.188), this steady-state shear provides an additional probe to directly measure odd viscosity.

**FIG. S15.** **Compression mode in a steady-state shear flow.** A. 2D density profile obtained from molecular dynamic simulation. In the simulation, a force field $F = (0, F_0 \sin(2\pi x/L_x))$ of magnitude $F_0 = 2.6 \times 10^{-3} m d^2/\Delta t^2$ (see red arrows) is applied to the particles, in order to drive a $y$-direction steady-state shear flow. The system is periodic on both $x$ and $y$-directions, having size $L_x = 600d$ and $L_y = 300d$. The global density is $n_0 = 0.25d^{-2}$. The time-averaged density profile $\Delta n(r)/n_0$, where $\Delta n(r) = n(r) - n_0$, is color-coded in grey scale. The shear flow leads to a density modulation in the transverse direction. B. Flow profile $u_y(x)$. C. Density profile $n(x)$. The analytical solution Eq. (S.187-S.188) derived from the hydrodynamic theory (solid line) matches with the simulation measurement (points).
VII. SUPPLEMENTARY MOVIES

MOV. S1. Interparticle collision. Two particles both spinning at speed $\Omega = 9.5/\Delta t$ are set to collide with a relative velocity $v_{\text{rel}} = 0.63d/\Delta t$. Although the particles are perfectly aligned to undergo a head-to-head collision, due to the presence of self-spinning and interparticle friction, they gain transverse motion after the collision.

MOV. S2. Chiral Brownian motion in shear-stress space. To illustrate the steady-state fluctuations, we plot the shear stresses $\otimes$ and $\otimes$ of an unperturbed system against each other. In the system, all the particles spin counter-clockwise at speed $\Omega = 26.7/\Delta t$ and have global density $n_0 = 0.25d^{-2}$. Over time, the stress vector $S = (\otimes, \otimes)^T$ exhibits a chiral Brownian motion, confined near the origin $(0,0)^T$ and having a tendency towards a clockwise rotation. To illustrate such chiral rotation, we plot the normalized stress $\hat{S} = S/||S||$ and mark its polar angle $\theta$. The winding number $n_w(t) = [\theta(t) - \theta(0)]/2\pi$ clearly shows the tendency of the stress vector $S$ to perform a clockwise rotation.

MOV. S3. Shock wave. A piston moving at speed $v = 1.4c$, where $c = 1.4d/\Delta t$ is the speed of sound, generates a shock wave propagating from left to right in our chiral active fluid. Here the particles spin counter-clockwise at speed $\Omega = 26.7/\Delta t$ and have initial global density $n_0 = 0.125d^{-2}$. To demonstrate the resultant shear flow in the transverse direction, we color-code the fluid according to the y-component of the flow velocity $u_y$. To characterize the shock wave, we further show the density profile $\rho(x)$ as well as the flow profile $u_x(x)$ and $u_y(x)$. 
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