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Abstract

Images and text co-occur everywhere on the web, but explicit links between images and sentences (or other intra-document textual units) are often not annotated by users. We present algorithms that successfully discover image-sentence relationships without relying on any explicit multimodal annotation. We explore several variants of our approach on seven datasets of varying difficulty, ranging from images that were captioned post hoc by crowd-workers to naturally-occurring user-generated multimodal documents, wherein correspondences between illustrations and individual textual units may not be one-to-one. We find that a structured training objective based on identifying whether sets of images and sentences co-occur in documents can be sufficient to predict links between specific sentences and specific images within the same document at test time.

1 Introduction

Images and text act as natural complements on the modern web. News stories include photographs, product listings show multiple images providing detail for online shoppers, and Wikipedia pages include maps, diagrams, and pictures. But the exact matching between words and images is often left implicit. Algorithms that identify document-internal connections between specific images and specific passages of text could have both immediate and long-term promise. For instance, these models could be used to improve user experience: alt-text for vision-impaired users could be produced automatically (Wu et al., 2017) via intra-document retrieval, and user interfaces could explicitly link images to descriptive sentences, potentially improving the reading experience of sighted users. Furthermore, multimodal documents can be viewed as sources of image labels: inferred image-sentence associations can serve as training pairs for improved image representations, particularly in domains lacking readily-available labeled training data. Thus, exploring the type of multimodal grounding of data we advocate may improve performance in downstream tasks.

In this work, we develop unsupervised models that learn to identify connections between a document’s images and sentences. During training, we are given a set of documents containing multiple images and multiple sentences but with no intra-document image-text associations provided. Based on these co-occurring image sets and sentence sets, our goal is to learn to predict intra-document connections between individual images and individual sentences, despite not being given access to supervision at the individual image/sentence level. Figure 1 illustrates. (Note that the associations

---

1This is a working paper draft; the authors welcome questions and comments about the paper/code/data (which will be made available at www.cs.cornell.edu/~jhessel).

2Any discrete unit of language could be used, including n-grams or paragraphs. We focus on sentences because there are existing public sentence-level datasets that we can use for evaluation.
to be inferred are allowed to result in unaligned sentences and/or images.)

Our approach is ranking-based: we train algorithms to score image sets and sentence sets that truly co-occur more highly than image sets and sentence sets that do not co-occur. The matching functions we consider predict a latent similarity-weighted bipartite graph over a document’s images and sentences; at test time, we evaluate this internal bipartite graph representation learned by our models for the task of intra-document link prediction.

We report promising results on multimodal datasets ranging from crowdsourced sets to user-generated organically-multimodal data scraped from real web content. Our algorithms generally perform well on the same-document link prediction task: on a crowdsourced visual storytelling dataset, we achieve 90+ AUC, even in the presence of a large number of sentences that do not correspond to any images in the document. Similarly, for organically-multimodal data, we find we are able to surpass object-detection baselines by a wide margin, e.g., for a step-by-step recipe dataset, we improve precision by 20 points. We conduct an error analysis and find that documents with a higher diversity of images/sentences are generally easier for our algorithms to reason about when compared to more homogeneous documents (at least for secondarily-multimodal data).

We conclude by using our algorithm on a Wikipedia image/text dataset with no ground-truth image-sentence links. While the predictions are imperfect, the algorithm qualitatively discovers meaningful patterns, e.g., matching an image of a dodo bird with one of the 2/100 sentences that mentions “dodo” in the corresponding article. All data and code will be made available.\footnote{www.cs.cornell.edu/˜jhessel}

2 Task Formulation

We assume as given a set of documents where each document $d_i = \langle S_i, V_i \rangle$ consists of a set $S_i$ of $n_i = |S_i|$ sentences and a set $V_i$ of $m_i = |V_i|$ images.\footnote{Sentences and images can be considered as sequences rather than sets in naturally-occurring multimodal documents, but sets are more appropriate for modeling some of the crowdsourced corpora we used in our experiments.} For example, $d_i$ could be an article about Paris with $n_i = 100$ sentences and $m_i = 3$ images of, respectively, the Eiffel Tower, the Arc de Triomphe, and a map of Paris. For each $d_i$, we are to predict an alignment — where some sentences or images may not be aligned to anything — represented by a (potentially sparse) bipartite graph of $n_i$ sentence nodes and $m_i$ image nodes. During training, we are given no access to ground-truth image-sentence association graphs, i.e., we do not know a priori which images correspond to which sentences, only that all images/sentences in a document co-occur together; this is why we refer to our task as unsupervised.

We produce a dense sentence-to-image association matrix $\hat{M}_i \in \mathbb{R}^{n_i \times m_i}$, in which each entry is the confidence that there is an edge between the corresponding nodes. Applying different thresholding strategies to $\hat{M}_i$’s confidence values yields different alignment graphs.

**Evaluation.** When we have ground-truth alignment graphs for test documents, we evaluate the correctness of the edges predicted by our algorithms according to two metrics: AUROC (henceforth AUC) and precision-at-$C$ ($p@C$). AUC, commonly used in evaluating link prediction (see \cite{MenonElkan2011}) is the area under the curve of the true-positive/false-positive rate produced by sweeping over possible confidence thresholds; it ranges from 50 (random performance) to 100. $p@C$ measures the accuracy of the top $C$ predicted edges (in our case, the edges correspond to the largest entries in $\hat{M}_i$). This metric is appropriate for use cases where only a small number of high-confidence predictions need be made per document. We evaluate using $C \in \{1, 5\}$.

3 Models

Our models combine insights from three directions of prior work.

**Image/text-fragment alignment.** Our image-sentence similarity functions are inspired by work in aligning image fragments (such as object bounding boxes) with portions of sentences (\cite{KarpathyKarpathyFeiFei2015,KarpathyJiang2015,Rohrbach2016}); while follow-up work has tackled similar tasks in a supervised setting (e.g., \cite{Plummer2015}), \cite{Karpathy2014} (and follow-up work) do not rely on explicit image/word labels at training time.\footnote{Rohrbach et al. (2016) address the semi-supervised case, exploring the trade-off between supervision and accuracy.} Our model tackles a similar problem, but at the larger granularity of entire images and entire sentences.

**Cross-modal retrieval.** Our loss function is inspired by work in cross-modal retrieval (\cite{Rasiwasia2014}).

\cite{Karpathy2014} and \cite{KarpathyJiang2015} propose learning functions we consider predict a latent similarity function of entire images and entire sentences.
We assume that the dimensionality of multi-modal text-image space is predetermined.

**Extracting sentence representations.** Each sentence’s words are passed through a 300D word-embedding layer initialized with GoogleNews-pretrained word2vec embeddings (Mikolov et al., 2013). Then, the sequence of word vectors is passed to a GRU (Cho et al., 2014); the result is the hinge loss
\[ L(S_i, V_i) = \max_{V' \in W} \left( \alpha - \max_{V_i' \in W'} (\text{sim}(S_i, V_i), \text{sim}(S_i, V_i')) + \max_{S_i' \in V'} (\text{sim}(S_i, V_i), \text{sim}(S_i', V_i)) \right), \]

where, for margin \( \alpha = 0.2 \) (Kiros et al., 2014a; Faghri et al., 2018), \( h \) is the hinge loss
\[ h(p, n) = \max(0, \alpha - p + n). \]

**3.2 Similarity Functions**

We explore several functions for measuring how similar a set of \( n \) sentences \( S \) is to a set of \( m \) images \( V \). All similarity functions operate on the matrix \( \tilde{M} \in \mathbb{R}^{n \times m} \) corresponding to \( \langle S, V \rangle \), but have differing interpretations of which entries \( \tilde{M}_{ij} \) correspond to weights for existing edges.

**Dense Correspondence (DC).** Following Karpathy et al. (2014), the DC function assumes a dense correspondence between images and sentences wherein non-aligned items are not allowed: each sentence must be aligned to its most similar image, and vice versa, regardless of how small the

---

6In some experiments, we use pre-computed image features from a pre-trained CNN (Sharif Razavian et al., 2014). In other cases, we fine-tune the full image network. We specify which representation we choose in a later section.

7Replacing the maxes with means in Eq. 1 yields the usual negative-sampling algorithm.
similarity might be:
\[
\text{sim}(S, V) = \frac{1}{n} \sum_{i=0}^{n} \max_j \tilde{M}_{i,j} + \frac{1}{m} \sum_{j=0}^{m} \max_i \tilde{M}_{i,j}
\] (2)

The underlying assumption of this function can be violated in many ways (Karpathy et al., 2014, §3.3.1): sentences can have no image, and images no sentence. Nonetheless, DC is simple and has been used effectively in prior related work.

**Top-K (TK).** This is a modification of dense correspondence (DC). Instead of assuming that every image has a corresponding sentence and vice versa, only some sentences or images are aligned:

\[
\text{sim}(S, V) = f_{k_{\max}} \left( \begin{bmatrix} \max_j \tilde{M}_{i,j} \\
\vdots \\
\max_i \tilde{M}_{i,m} \end{bmatrix}, k_1(S, V) \right) + f_{k_{\max}} \left( \begin{bmatrix} \max_i \tilde{M}_{i,1} \\
\vdots \\
\max_i \tilde{M}_{i,m} \end{bmatrix}, k_2(S, V) \right)
\]

where \( f_{k_{\max}}(\vec{v}, k) \) is defined as the mean of the \( k \) maximal values of \( \vec{v} \). The hyperparameter \( k_1 \) (respectively, \( k_2 \)) specifies how many sentences (respectively, images) correspond to images (respectively, sentences). If we expect that half the sentences match with some image, we could set \( k_1(S, V) = \frac{1}{2} \vert S \vert \). We discuss our choices of \( k_1 \) and \( k_2 \) for particular experimental settings in §4.1.

**Assignment Problem (AP).** We may wish to consider the image-sentence association task as a linear assignment problem (Kuhn, 1955), which assumes that each image/sentence has at most one association. We use the \texttt{lapjv} implementation of the JV algorithm (Jonker and Volgenant, 1987) to solve an integer program that assigns each image to at most one sentence, and each sentence to at most one image: maximize \( \sum_{i,j} \tilde{M}_{i,j} x_{ij} \) subject to the constraints that all \( x_{ij} \in \{0, 1\} \) and, considering the \( x_{ij} \) as the entries of a matrix \( X \), each row and column sums to at most 1. Given the solution values \( x^*_{ij} \), as a layer in our neural networks, we compute the differentiable function

\[
\text{sim}(S, V) = \left( \sum_{i,j} \tilde{M}_{ij} x^*_{ij} \right) / r \quad \text{where} \quad r \quad \text{is the number of non-zero} \ x^*_{ij}.
\]

Should we want to impose an upper bound \( k \) on the number of links, we can add the following additional constraint:8

\[
\sum_{i,j} x_{ij} \leq k(S, V) \quad \text{for example, one could set} \quad k(S, V) = \frac{1}{2} \min(|S|, |V|).
\]

### 3.3 Baselines

We are not aware of any existing models that address our task directly, and construct two baselines.

**Object Detection.** For each image in the document, we use DenseNet-169 (Huang et al., 2017) to find the probability that the image belongs to each of the 1K ImageNet classes (e.g., “stingray”). We then represent the image as the average of the word2vec embeddings of the class labels for the top \( k \) objects. We represent each sentence in a document as the mean word2vec embedding of its words. To form the strongest possible baseline we compute the cosine similarity between all sentence-image pairs to form \( \hat{M} \) for \( k \in \{1...20\} \) and report the variant that performs best post-hoc on the test set.

**NoStruct.** The similarity functions described in §3.2 rely on document-level, structural information, i.e., for a single image in a document, the other images in a document affect the overall similarity. However, perhaps this structural information is not worth incorporating. Thus, we train a baseline that solely relies on single image/single sentence co-occurrence statistics. At training time, we randomly sample a single image and a single sentence from a document, compute the cosine similarity of their vector representations, and treat that value as the document similarity. While the randomly sampled image/sentence may not truly correspond, we still expect this baseline to produce above-random results when averaged over many random samples (as true correspondences have some probability of being sampled).

### 4 Experiments on Secondarily-Multimodal Data

Our first set of experiments uses four datasets created by crowdworkers adding sentence-long textual descriptions to each image in a collection.9 Since the original data was image-only (e.g., images scraped from Flickr) and the text modality was added via annotation, image-sentence alignments are known by construction. While we do not use these labels at training time, having gold-standard alignment labels at evaluation time allows

---

8Applying Volgenant’s (2004) polynomial-time algorithm.

9More details about construction of all datasets are given in the supplementary material.
Ingredients Mint Layer 1. 1 sticks butter 2. 1 cup powdered sugar 3. 1 table spoon milk ... *** Chocolate Layer #1 ... 

RecipeQA

MSCOCO

Story-DII

Story-SIS

DII-Stress

WIKI

Table 1: Dataset statistics: top half = secondarily-multimodal datasets; bottom half = organically-multimodal datasets. Density measures the sparsity of the ground truth graph as the number of ground-truth edges divided by the number of possible edges.

Figure 2: Sample documents from 6 of our datasets. Image sets and sentence sets are sometimes truncated due to space constraints. The Story-DII example is harder than is typical, but we include it to illustrate a point regarding image spread made in §4.1. *** denotes text-chunk delimiters present in the original data. Recall that at training time, algorithms are given no information about relationships between individual images/sentences, aside from their document-level co-occurrence.
with Adam (Kingma and Ba, 2014) using a starting learning rate of 0.0001 for 50 epochs. We measure convergence by computing the loss in Equation 1 over the dev set, and decrease the learning rate by a factor of 5 each time dev loss plateaus for more than 3 epochs. We set \(d_{\text{multi}} = 1024\), and apply dropout with \(p = 0.4\). At test time, we load the model checkpoint with the lowest dev error.

### 4.1 Secondarily-Multimodal-Data Results

We tried all combinations of: \(b \in \{10, 20, 30\}\), \(\text{sim} \in \{\text{DC, TK, AP}\}\), training with negative sampling vs. hard-negative mining, and, for TK and AP, setting \(k_1, k_2,\) and \(k\) to be \(\min(S_v, V_v)\) \(^{11}\) and \(\max(\frac{1}{2} \min(S_v, V_v))\) (denoted \(\frac{1}{2}k\) in the results table).

Table 2 shows test-set prediction results for \(b = 10\). In general, our algorithms outperform both random guessing, object detection, and the NoStruct baseline by a margin. For example, DC improves performance over the object detection baseline on Story-SIS by roughly 9 absolute percentage points for both \(\text{AUC}\) and p@1. These observations suggest that the retrieval-style objectives we consider encourage algorithms to learn useful within-document representations. Furthermore, our algorithms outperform the NoStruct baseline in all cases, e.g., by 9 absolute percentage points in p@1 on Story-DII; thus — incorporating a structured similarity function further improves performance.

Additionally, adding hard-negative mining is almost always beneficial, particularly for precision, irrespective of which similarity algorithm is used. On DII-Stress, for example, incorporating hard negative mining improves p@1 by more than 5 absolute percentage points for DC, TK, and AP.

Figure 3 shows the relationship between the inter-document objective computed over the validation set (Equation 1) and the intra-document prediction performance (AUC). In general, inter-document performance and intra-document performance rise together during training; \(^{12}\) thus for a fixed architecture/loss, models optimizing Equation 1 better also generally produce better intra-document representations.

One surprising observation is that DC achieves high performance on DII-Stress. Because 45 out of 50 sentences in those documents were distractors, and DC assumes that each of these sentences corresponds to one of the images, 90% of the terms in the first summation in Equation 2 were, by construction, noise. Nonetheless, DC was able to find the signal in this difficult setting, and performed mostly on par with AP and TK.

Allowing AP or TK to make fewer connections (i.e., setting \(\frac{1}{2}k\)) had mixed results; in the MSCOCO case, where the true number of links
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\(^{10}\) Anecdotally, we found that values of 256 and 512 produced similar performance in early testing.

\(^{11}\) For datasets where \(m_i = n_i\) and this choice of \(k\), \(\text{DC}\) and \(\text{TK}\) are the same. We decided to run the duplicate instances, anyway, to get a rough sense of run-to-run variability.
(5) was the same as the number of links accounted for by \( \text{AP}/\text{TK} + \frac{1}{2} k \)
\(^{13}\) performance improved very slightly. In other cases, 3 links were considered, and slight performance drops were observed. So — setting the thresholding parameter can help, e.g., if the documents do truly have few ground-truth connections, but, in our setting, performance is not significantly impacted by considering more connections than truly exist.

**Models have trouble with the same documents.** We can calculate \( \text{AUC} \) for each test document individually. The Spearman correlation between these individual-instance \( \text{AUC} \) values is very high: for \( (\text{DC}/\text{TK}/\text{AP}) + \text{hard neg} \), for \( b = 10 \), for all datasets introduced thus far, the Spearman correlation between instance-wise \( \text{AUC} \) scores was very high \((p > .89)\); the least similar combination was \( \text{DC} + \text{hard neg} \) vs. \( \text{AP} + \text{hard neg} \) on MSCOCO.

**Content vs. Spread.** Why are some instances more difficult to solve? We consider two hypotheses. The “content” hypothesis is that some concepts are more difficult for algorithms to find multimodal relationships between, e.g., “beauty” may be hard to visualize vs. “dog,” which is a concrete concept \( \text{(Hessel et al., 2018; Mahajan et al., 2018).} \) The “spread” hypothesis is that documents with lower diversity among images/sentences may be harder to disambiguate at test time. For example, a document in which all images and all sentences are about horses requires finer-grained distinctions than a document with a horse, a barn, and a tractor. The Story-DII vs. Story-SIS example in Fig. 2 illustrates this contrast.

To quantify the spread of a document, we first extract vector representations of each test image/sentence.\(^{14}\) Then, after L2-normalizing, we compute the mean squared distance of each vector to their centroid; higher “spread” values indicate that a document’s sentences/images are more diverse. To quantify the content of a document, for simplicity, we simply mean-pool the image/sentence representations, and PCA the results to 20D.

We first compute an OLS regression of image spread + text spread on test \( \text{AUC} \) scores for Story-DII/Story-SIS/DII-Stress\(^{15}\) for AP+HN with \( b = 10 \), and find that 42/23/16\% respectively (F-

1. Without this modification, 10 links are considered.
2. We use DenseNet-169 features for images and mean word2vec for sentences. We don’t use internal model representations as we aim to quantify aspects of the dataset itself.
3. MSCOCO is omitted because the \( \text{AUC} \) scores are all large.

### Table 3: Performance on the organically-multimodal data; values within 1\% of best-in-column are bolded.

|                | RQA | DIY |
|----------------|-----|-----|
|                | \( \text{AUC} \) | p@1/p@5 | \( \text{AUC} \) | p@1/p@5 |
| Random         | 49.4 | 17.8/16.7 | 49.8 | 6.3/6.8 |
| Obj Detect     | 58.7 | 25.1/21.5 | 53.4 | 17.9/11.8 |
| NoStruct       | 60.5 | 33.8/27.0 | 57.0 | 13.3/11.8 |
| DC             | 66.9 | 41.7/34.8 | 59.5 | 19.4/14.9 |
| \( \downarrow \) hard neg | 63.5 | 38.3/30.6 | 59.3 | 20.8/16.1 |
| TK             | 65.6 | 39.7/33.3 | 60.0 | 19.7/15.8 |
| \( \downarrow \) hard neg | 67.9 | 44.0/35.8 | 60.5 | 21.2/16.0 |
| \( \downarrow \) + \( \frac{1}{2} k \) | 68.1 | 44.5/35.4 | 56.0 | 14.1/12.5 |
| AP             | 66.6 | 40.0/34.4 | 59.3 | 16.5/14.1 |
| \( \downarrow \) hard neg | 69.3 | 47.3/37.3 | 61.8 | 22.5/17.2 |
| \( \downarrow \) + \( \frac{1}{2} k \) | 68.7 | 47.2/36.2 | 59.4 | 21.6/15.3 |

---

5. **Experiments on Organically-Multimodal Data**

The previous datasets had captions added by crowdsources. We now consider three datasets (one of which we constructed ourselves and will release) of organically-multimodal documents, where authors created documents that were multimodal at the outset. Two of these come with implicit image-text associations provided by their authors, allowing for quantitative evaluation; for the third, we are limited to qualitative exploration. Statistics of these datasets are given in the bottom half of Table 1.

**RQA.** RecipeQA \( \text{(Yagcioglu et al., 2018)} \) is a question-answering dataset scraped from instructibles.com consisting of images/descriptions of food preparation steps. For our purposes, we do not directly undertake the question-answering tasks posed, but instead construct documents by treating each recipe step as a sentence.\(^{16}\)

**DIY (new).** We downloaded a sample of 9K Reddit posts made to the community DIY (“do it your-
self”). These posts\textsuperscript{17} consist of multiple images that users have taken of the progression of their construction projects, e.g., building a rock climbing wall (see Figure 2). Users may explicitly annotate individual images with captions,\textsuperscript{18} and, for evaluation, we assume that a caption written alongside a given image corresponds to a true link.

**WIKI.** We construct this dataset from English sentence-tokenized Wikipedia articles (not including captions) and their associated images from ImageCLEF (Popescu et al., 2010). In contrast to RQA and DIY, there are no observed connections between individual images and individual sentences, so we cannot compute \(AUC\) or precision.

### 5.1 Quantitative Organically-Multimodal Results

We adopt the same experimental protocols as in §4, but increase the maximum sentence token-length to 50 from 20. The test-set performance of our algorithms is given in Table 3. In general, the algorithms we introduce outperform the NoStruct baseline for the organically-multimodal data, as well. In contrast to the secondarily-multimodal experiments, one algorithm (slightly) outperformed the others, specifically: AP + hard negative mining.\textsuperscript{19} DIY is the most difficult among the datasets we consider, and remains a challenge for the approaches we consider here.

Following our earlier analysis for secondarily-multimodal data, we computed the Spearman correlation between test-instance \(AUC\) scores for (DC/TK/AP)+hard neg, for \(b = 10\). While algorithms do generally have trouble with the same instances, the performance of different approaches on organically-multimodal data is more varied than on secondarily-multimodal data, e.g., for RQA, DC and AP only have a Spearman correlation of .64.

### 5.2 CNN Finetuning

We experiment with fine-tuning the parameters of our image model instead of extracting features from a pretrained network. However — given that hundreds of images and sentences need to fit in GPU memory for each batch, we needed to switch our CNN from DenseNet169 to one with a smaller memory footprint; we chose NASNetSmall (Zoph et al., 2018).\textsuperscript{20} We trained models with AP + hard negative mining using fixed, NASNetSmall pre-extracted features and compared those models to ones where we fine-tune the additional 5M CNN parameters. The resulting test \(AUC\)/objectives are:

|            | RQA | DIY | WIKI |
|------------|-----|-----|------|
| \(AUC\)   | Obj | Obj | Obj  |
| Fixed CNN  | 67.6 - .37 | 60.9 - .37 | N/A - .26 |
| Finetuned CNN | 65.7 - .40 | 57.9 - .39 | N/A - .21 |

We did not observe intra-document performance increases with fine-tuning the CNN for DIY and RQA for the experiment settings we consider. However — even though we do not have ground-truth links to compute \(AUC\) on WIKI, the fine-tuned model resulted in much better retrieval performance for that dataset.\textsuperscript{21} Given that better retrieval performance resulted in better intra-document for a fixed algorithm (see Fig. 3) we expect that fine-tuning was beneficial for WIKI.

We qualitatively explore the predictions of the fine-tuned, AP+hard neg WIKI model. Many of the model’s predictions seem reasonable. To visualize predictions given \(\hat{M}_i\) for a given document, we use a solution to the linear assignment problem described in §3.2. Figure 4 shows the model’s 5 most confident predictions on the 100-sentence Wikipedia article about Mauritius, which

\textsuperscript{17}We required at least 25 upvotes per Reddit post to filter out spam and low-quality submissions.

\textsuperscript{18}Similarly to RQA, DIY captions are not always strictly grammatical sentences.

\textsuperscript{19}This observation holds even when varying the number of negatively sampled documents; see the supplementary material for full results.

\textsuperscript{20}Additionally, at training time, for documents with more than 10 images/sentences, we randomly downsample images/sentences to a set of 10 (though at test time, longer documents are kept intact).

\textsuperscript{21}A model trained using DenseNet-169 image features was also outperformed by fine-tuning NASNetSmall.
we cherry-picked because of its high image/text spread.

6 Additional related work

Prior work has addressed the task of identifying objects in single images that are referred to by natural language descriptions (Mitchell et al., 2010, 2013; Kazemzadeh et al., 2014; Karpathy et al., 2014; Plummer et al., 2015; Hu et al., 2016b; Rohrbach et al., 2016; Nagaraja et al., 2016; Hu et al., 2016a; Yu et al., 2016; Peyre et al., 2017; Margffoy-Tuay et al., 2018). In general, a supervised approach is taken (Mao et al., 2016; Krishna et al., 2017; Johnson et al., 2017).

Several prior works have considered streams of multiple images (or videos) for generating captions/longer stories (Park and Kim, 2015; Huang et al., 2016; Shin et al., 2016; Liu et al., 2017). Related tasks involving multi-image/multi-sentence data, include: Agrawal et al. (2016), who consider sorting aligned (image, caption) pairs into stories, image/textual cloze tasks (Iyyer et al., 2017; Yagcioglu et al., 2018), and question-answering tasks (Kembhavi et al., 2017); these tasks are usually supervised. Our work is similar in spirit to Zhu et al. (2015), who use align video clips/subtitles with full books using labeled data.

7 Conclusion and Future Directions

We have demonstrated that a family of models for learning fine-grained image-sentence links within documents can produce good test-time results even if only given access to coarse-grained document-level co-occurrence information at training time.

Future work could incorporate better models of sequence within document context (Kim et al., 2015; Alikhani and Stone, 2018). While using structured loss functions (i.e., the contribution of each image-sentence pair to the loss depends on other images/sentences in the same document), image and sentence representations themselves have no awareness of neighboring images/sentences at test time; this information should prove useful if modeled appropriately.22
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Supplementary Materials:

1 Data preprocessing details

MSCOCO. We downloaded the train/val 2017 images, and the train/val annotations from 2014 and 2017 from the mscoco website (but create our own training and validation splits). Then, we randomly designate half of the images as “true” images (which will eventually be paired with their true captions in documents) and half of the images as “fake” images, which will not be paired with their true captions in documents. Then, we randomly group all true images into groups of 5, and all fake images into groups of five. Then, we pair each real image set with a fake image set, and divide the resulting groups of 10 images into train/val/test splits. Then, for each of the training/validation/testing document sets independently, for each document, we create (usually) 5 true versions of each document (for testing and validation, we only sample a single version of each document, and do not consider the alternate true captions provided by MSCOCO) because (in general) each MSCOCO image comes with 5 caption annotations. For each of these true versions, we randomly sample captions from a pool of all captions written on all images not in that document (but from the train/val/test pools independently, so that there is no overlap between these sets, except in cases where captions happen to be identical). Then, we shuffle the sampled captions for each version. The result is 4968/1655/1655 train/val/test documents, but each training “document” generally consists of 5 versions because MSCOCO images generally come with 5 captions each.

Story-DII/Story-SIS. We downloaded the Story-DII/Story-SIS train/val/test splits along with all images from the visual storytelling website; we preserve these splits for our train/val/test sets. DII stories have multiple annotations per fixed image set, whereas SIS stories have slightly varying images because human annotators were allowed to select images for their story from a single album. We discard any story with any invalid or missing image (the FAQ page on the data download website mentions that images may be missing because users deleted them).

DII-Stress. We augmented the documents from Story-DII with 45 distractor captions (i.e., captions that were not written about any of the images in the document) selected uniformly at random. To preserve train/val/test splits, we limit these uniform selections to within-split samples, i.e., training document distractor captions are sampled only from training documents.

RQA. We download the train and validation questions (29.6K/3.5K) and extract the “context” of each question, which consists of a list of recipe steps and their associated images; without filtering, there are 8.1K unique recipes in the training set, and 983 unique recipes in the validation data. We also download the training/validation images provided. We treat the provided validation split as the test data.

We concatenate the title and the body of the step provided with a space separator. We discard recipe steps that do not contain any tokens, and discard recipes for which there are no images that correspond to steps (e.g., if the only steps for which there were images contained empty text). Then, we reserve training recipes to act as our validation split. Then, we discard all recipes with less than 2 images/recipe steps. The result is 6502/946/878 training/validation/test recipes, with 69K total images. The sizes of the documents are: mean/med/max number of images 11/8/93; and mean/med/max number of sentences 7/6/20

DIY. We downloaded all the submissions on pushshift.io’s files page from Jan. 2013-Oct. 2018. We looped over all of them and found the ones available made to the subreddit “DIY,” which was 241K posts. Then, we discard posts with less than 25 score. While the semantics of the “score” field have changed over time on reddit (other confounding factors: reddit has become more popular over time, DIY has likely changed in popularity, etc.) we intend for this filtration step to be a basic spam filter. We only consider link submissions to imgur urls with “/a/” in the url, indicating that the imgur link is an album, rather than a single image. We then scrape the associated imgur album page and search for all “div” html fields that are “post-image-container,” and extract both the image associated with that field and its associated caption, if it’s not empty; users may leave image captions empty, but may not upload a caption without an associated image. We ignore imgur albums with no “post-image-container” fields. There are 13K documents after this step. We attempt to scrape all images for these documents, discarding gifs and invalid images for simplicity. After this step, we are left with 295K images.

Next, we search for any image du-
plicates using findimagedupes (https://gitlab.com/opennota/findimagedupes) with a neighbor threshold of 3. We discard any documents with any duplicate images. Then, we discard all documents without at least 2 image captions with at least 5 tokens, and discard documents without at least 2 valid images. Because a small number of documents are quite long, we discard documents with more than 40 images or more than 40 captions.\footnote{At this step, it's possible for there to be more captions than images in a document, e.g., because we discard animated gifs that may have been associated with captions.} We split the remaining documents into 6.8K/1K/1K train/val/test documents. Between these documents, there are 154K unique images. The sizes of the documents are: mean/med/max number of images 17.4/16.0/40, mean/med/max number of sentences 16.4/15.0/40.

**WIKI.** We downloaded the ImageClef 2011 wiki retrieval data as a starting point (https://www.imageclef.org/wikidata), and only considered English documents. This dataset contains the fulltext of wikipedia articles, alongside a list of images in each article. We then stripped out wiki formatting, and used Spacy’s (https://spacy.io/) English sentence tokenizer to split documents into sentences (the resulting sentence tokenization is imperfect, but sufficient). We keep only the first 100 identified sentences in a document. We discarded documents with less than 10 sentences, and documents with less than 3 images. The result is 16K articles, we use a 14K/1K/1K train/val/test split. For the results discussed in the paper, we explore same-document predictions on training documents using a model checkpoint with low validation error. The sizes of the documents are: mean/med/max number of images 6/5/108, mean/med/max number of sentences 72/86/100.

## 2 Image model Training Details

NASNetSmall was selected for the image finetuning experiments because of its high performance relative to its memory requirements. Our subsampling process mentioned in the paper, which selects images/sentences to 10 randomly, ensures that at most 110 images are in GPU memory at a time (for 10 negative samples). We found this to be a reasonable practical upper-bound for NASNetSmall on a single GPU with 12GB of RAM, given that a word embedding matrix and a 1024-D GRU must also be in memory.

We perform random data augmentation to help regularize our training. We first resize images to 256 by 256, and, at training time, perform the following data augmentation: random horizontal flipping, up to 20 degree random image rotation, and a random crop to 224 by 224. At validation/test time, we use a center crop.

## 3 Additional Results
Table 4: Results for secondarily-multimodal data with ground-truth annotation with $b = 20$ negative samples.

| Method       | MSCOCO | Story-DII | Story-SIS | DII-Stress |
|--------------|--------|-----------|-----------|------------|
|              | AUC    | p@1/p@5  | AUC       | p@1/p@5   | AUC        | p@1/p@5 |
| Random       | 49.7   | 5.0/4.6   | 49.4      | 19.5/19.2 | 50.0       | 19.4/19.7 | 50.0 | 2.0/2.0 |
| Obj Detect   | 89.5   | 67.4/54.9 | 65.3      | 50.2/35.2 | 58.4       | 40.8/28.6 | 76.9 | 25.7/17.5 |
| NoStruct     | 88.3   | 53.4/35.8 | 76.6      | 60.4/46.2 | 64.9       | 43.3/33.8 | 84.2 | 21.4/15.6 |
| NoStruct+ hard neg | 51.8 | 8.3/5.9   | 75.9      | 63.0/45.0 | 63.3       | 45.1/31.9 | 51.9 | 4.3/3.1 |
| DC           | 98.8   | 92.0/78.6 | 81.8      | 69.1/53.7 | 68.0       | 49.7/37.6 | 93.8 | 58.3/40.1 |
| DC+ hard neg | 98.9   | 93.1/79.9 | 82.9      | 71.9/55.7 | 68.8       | 52.2/38.7 | 95.0 | 65.2/44.9 |
| TK           | 98.8   | 92.1/78.6 | 81.8      | 69.6/53.8 | 68.0       | 49.7/37.6 | 94.4 | 60.2/42.2 |
| TK+ hard neg | 99.0   | 95.0/81.4 | 81.9      | 71.4/54.5 | 67.6       | 51.5/37.8 | 94.7 | 64.5/43.4 |
| AP           | 98.5   | 87.6/75.3 | 81.7      | 68.3/53.5 | 67.3       | 47.1/36.6 | 93.5 | 58.3/39.7 |
| AP+ hard neg | 98.7   | 91.1/77.9 | 82.6      | 70.7/55.0 | 68.6       | 50.6/38.3 | 95.4 | 65.4/45.5 |
| AP+ hard neg+ $\frac{1}{2}k$ | 98.9   | 94.1/80.7 | 81.5      | 72.2/54.2 | 67.4       | 51.9/37.7 | 94.6 | 64.7/43.7 |

Table 5: Results for secondarily-multimodal data with $b = 30$ negative samples.

| Method       | MSCOCO | Story-DII | Story-SIS | DII-Stress |
|--------------|--------|-----------|-----------|------------|
|              | AUC    | p@1/p@5  | AUC       | p@1/p@5   | AUC        | p@1/p@5 |
| Random       | 49.7   | 5.0/4.6   | 49.4      | 19.5/19.2 | 50.0       | 19.4/19.7 | 50.0 | 2.0/2.0 |
| Obj Detect   | 89.5   | 67.4/54.9 | 65.3      | 50.2/35.2 | 58.4       | 40.8/28.6 | 76.9 | 25.7/17.5 |
| NoStruct     | 87.5   | 50.8/34.7 | 76.6      | 59.9/46.2 | 64.9       | 43.4/33.7 | 84.1 | 21.3/15.6 |
| NoStruct+ hard neg | 52.0 | 10.3/6.0  | 75.9      | 63.0/45.0 | 63.0       | 44.5/31.5 | 51.8 | 4.0/2.0 |
| DC           | 98.8   | 92.0/78.7 | 82.2      | 70.5/54.6 | 68.0       | 49.7/37.7 | 93.9 | 58.6/40.3 |
| DC+ hard neg | 98.9   | 93.4/79.9 | 82.8      | 71.3/55.5 | 68.8       | 52.1/38.6 | 95.0 | 63.8/44.5 |
| TK           | 98.8   | 91.6/78.7 | 81.8      | 69.5/53.9 | 68.0       | 49.9/37.7 | 94.4 | 60.5/42.4 |
| TK+ hard neg | 99.0   | 95.2/81.5 | 82.1      | 73.1/55.1 | 67.7       | 51.9/37.8 | 94.7 | 64.2/43.6 |
| AP           | 98.5   | 87.3/75.4 | 81.7      | 67.7/53.4 | 67.3       | 47.1/36.6 | 93.4 | 57.2/39.8 |
| AP+ hard neg | 98.7   | 91.2/78.0 | 82.6      | 71.1/55.0 | 68.5       | 50.3/38.2 | 95.3 | 65.3/45.6 |
| AP+ hard neg+ $\frac{1}{2}k$ | 98.9   | 94.1/80.5 | 81.6      | 72.8/54.4 | 67.4       | 51.8/37.8 | 94.4 | 64.3/43.2 |

Table 6: Results for organically-multimodal data with ground-truth annotation with $b = 20$ negative samples.

| Method       | RQA | AUC    | p@1/p@5 | DIY | AUC    | p@1/p@5 |
|--------------|-----|--------|---------|-----|--------|---------|
| Random       |     | 49.4   | 17.8/16.7 |     | 49.8   | 6.3/6.8 |
| Obj Detect   |     | 58.7   | 25.1/21.5 |     | 53.4   | 17.9/11.8 |
| NoStruct     |     | 60.5   | 34.3/26.8 |     | 56.9   | 13.8/12.2 |
| NoStruct+ hard neg |     | 60.1   | 35.0/26.7 |     | 56.3   | 15.0/12.5 |
| DC           |     | 67.1   | 43.8/34.9 |     | 59.5   | 19.3/15.2 |
| DC+ hard neg |     | 63.4   | 36.6/31.0 |     | 59.3   | 21.0/16.0 |
| TK           |     | 65.2   | 41.6/33.1 |     | 60.0   | 20.4/15.5 |
| TK+ hard neg |     | 67.9   | 45.2/36.0 |     | 60.5   | 20.3/16.2 |
| TK+ hard neg+ $\frac{1}{2}k$ |     | 67.7   | 44.4/35.0 |     | 56.1   | 14.8/12.0 |
| AP           |     | 66.9   | 37.8/34.2 |     | 59.1   | 16.9/13.9 |
| AP+ hard neg |     | 69.4   | 45.9/37.8 |     | 61.9   | 23.3/17.9 |
| AP+ hard neg+ $\frac{1}{2}k$ |     | 68.5   | 44.9/36.4 |     | 59.6   | 21.7/15.7 |
Table 7: Results for organically-multimodal data with $b = 30$ negative samples.

|                      | RQA        | DIY        |
|----------------------|------------|------------|
|                      | AUC p@1/p@5| AUC p@1/p@5|
| Random               | 49.4      | 49.8       |
|                      | 17.8/16.7 | 6.3/6.8    |
| Obj Detect           | 58.7      | 53.4       |
|                      | 25.1/21.5 | 17.9/11.8  |
| NoStruct             | 60.4      | 56.9       |
|                      | 34.5/26.7 | 13.3/11.9  |
| NoStruct+ hard neg   | 59.7      | 55.9       |
|                      | 31.8/27.0 | 14.7/12.4  |
| DC                   | 66.7      | 59.5       |
|                      | 42.7/34.1 | 18.9/14.7  |
| DC+ hard neg         | 63.5      | 59.4       |
|                      | 37.6/30.6 | 20.8/16.4  |
| TK                   | 65.3      | 60.1       |
|                      | 41.2/32.8 | 20.0/15.9  |
| TK+ hard neg         | 68.0      | 60.5       |
|                      | 44.0/36.2 | 21.4/16.1  |
| TK+ hard neg+ $\frac{1}{2}k$ | 67.8  | 57.3       |
|                      | 43.2/35.1 | 19.1/13.5  |
| AP                   | 66.5      | 59.2       |
|                      | 41.0/33.8 | 15.7/14.0  |
| AP+ hard neg         | 69.3      | 61.9       |
|                      | 47.5/37.4 | 24.4/17.8  |
| AP+ hard neg+ $\frac{1}{2}k$ | 68.7  | 59.4       |
|                      | 45.2/36.2 | 22.0/15.7  |

Figure 5: Inter-document objective (AP, $b = 10$) and intra-document AUC during 50 epochs of training for all datasets we consider with ground-truth, intra-document annotations. While there are some interesting discontinuities, e.g., in DII-Stress’s training curves, in general, for a fixed neural architecture/similarity function, better retrieval performance, as measured by the training objective computed over the validation set, equates to better intra-document performance, as measured by AUC.