A mixture model for signature discovery from sparse mutation data
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Abstract. Mutational signatures and their exposures are key to understanding the processes that shape cancer genomes with applications to diagnosis and treatment. Yet current signature discovery or refitting approaches are limited to relatively rich mutation data that comes from whole-genome or whole-exome sequencing. Recently, orders of magnitude sparser data sets from gene panel sequencing have become increasingly available in the clinical setting. Such data has typically less than 10 mutations per sample, making it challenging to deal with using current approaches. Here we suggest a novel mixture model for sparse mutation data. In application to simulated and real gene panel sequences it is shown to outperform current approaches and yield mutational signatures and patient stratifications that are in higher agreement with the literature.

1 Introduction

Each cancer genome is shaped by a combination of processes that introduce mutations over time [14,31]. The incidence and etiology of these mutational processes may provide insight into tumorigenesis and personalized therapy. It is thus important to uncover the characteristic signatures of active mutational processes in patients from their patterns of single base substitutions [2,3,22]. Some such mutation signatures have been linked to exposure to specific carcinogens, such as tobacco smoke [1] and ultraviolet radiation [2]. Other mutation signatures arise from deficient DNA damage repair pathways. By serving as a proxy for the functional status of the repair pathway, mutational signatures provide an avenue around traditional driver mutation analyses. This is important for personalizing cancer therapies, many of which work by causing DNA damage or inhibiting DNA damage response or repair genes [12,17,21,24], because the functional effect of many variants is hard to predict. Indeed, a recent study [8] estimated a >4-fold increase in the number of breast cancer patients with homologous recombination repair deficiency – making them eligible for PARP inhibitors [9] – when using mutational signatures compared to current approaches. Thus, understanding the signatures of mutational processes may lead to the development of many effective diagnostic and treatment strategies.
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Statistical models for discovering and characterizing mutational signatures are crucial for realizing their potential as biomarkers in the clinic. A broad catalogue of mutational signatures in cancer genomes was only recently revealed through computational analysis of mutations in thousands of tumors. Alexandrov et al. [2,3] were the first to use non-negative matrix factorization (NMF) to discover mutation signatures. Subsequent methods have used different forms of NMF [7,10,18,27], or focused on inferring the exposures (aka refitting) given the signatures and mutation counts [15,28,5]. A more recent class of approaches borrows from the world of topic modeling, aiming to provide a probabilistic model of the data so as to maximize the model’s likelihood [11,29,32,26].

These previous methods are applicable for whole-genome or even whole-exome sequencing. However, they cannot handle very sparse data as obtained routinely in targeted (gene panel) sequencing assays [13]. There is only a single method, SigMA, that attempted to address this challenge [13] by relying on whole-genome training data to interpret sparse samples and predict their homologous recombination deficiency status. Here we present the first model that can handle such sparse data without pre-training on rich data. Our model simultaneously clusters the samples and learns the mutational landscape of each cluster, thereby overcoming the sparsity problem. Using simulated and real targeted sequencing data, we show that our method is superior to current non-sparse approaches in signature discovery, signature refitting and patient stratification.

2 Methods

2.1 Preliminaries

We follow previous work and assume that somatic mutations in cancer fall into \( M = 96 \) categories (denoting the mutation identity and its flanking bases). These mutations are assumed to be the result of the activity of \( K \) (a hyper-parameter) mutational processes, each of which is associated with a signature \( S_i = (e_i(1) \ldots e_i(M)) \) of probabilities to emit each of the mutation categories. Henceforth, we denote the mutation categories observed in a given tumor \( n \) by \( O^n = (o_1 \ldots o_{T_n}) \) and we assume that this sequence was emitted by the (hidden) signature sequence \( Z^n = (z_1 \ldots z_{T_n}) \).

2.2 Multinomial mixture model (MMM)

The basic multinomial mixture model we will use was presented in [4,32] and is depicted in Figure 1. The model is parameterized by the signatures \( S_1, \ldots, S_K \) and their exposure vector \( \pi \), where \( \pi_i \) is the prior probability for the \( i \)th signature to emit any given mutation.

In the following exposition we assume for simplicity a single sample to facilitate the generalization to the Mix model presented in the next section. Given the observed mutations \( O \) and the unobserved signatures \( Z \), the model’s likelihood
Fig. 1. A plate diagram for MMM

\[
\text{Pr}[O] = \prod_{t=1}^{T} \text{Pr}[o_t] = \prod_{t=1}^{T} \sum_{i=1}^{K} \text{Pr}[o_t, z_t = i] = \prod_{t=1}^{T} \sum_{i=1}^{K} \pi_i e_i(o_t)
\]

Denoting by \(V_j = |\{t|o_t = j\}|\) the number of times the \(j\)th category appears in the data, the likelihood can be rewritten as:

\[
f(V, \pi, e) := \prod_{j=1}^{M} \left( \sum_{i=1}^{K} \pi_i e_i(j) \right)^{V_j}
\]

The likelihood can be maximized using the Expectation Maximization (EM) algorithm. In the E-step we compute the expectation of the model’s emissions and exposures under the current assignment to those parameters. Specifically:

- The expected number of times that signature \(i\) emitted mutation category \(j\) is computed by \(E_i(j, V, \pi, e) := \frac{V_j \pi_i e_i(j)}{\sum_{j=1}^{K} \pi_i e_i(j)}\).
- Similarly, the expected number of times signature \(i\) was used is computed by \(A_i(V, \pi, e) := \sum_{j=1}^{M} E_i(j, V, \pi, e)\).

These expectations are normalized (to probabilities) in the M-step to yield a new set of parameters until convergence.

One obvious weakness of this model is that given a collection of samples, we cannot expect all of them to have the same exposures \(\pi\). While it is possible to learn a unique exposure vector per sample, the number of parameters then grows linearly with the number of samples, which may lead to overfitting in a sparse data scenario.

\[2.3 \text{ Mix: A mixture of MMMs}\]

In order to cope with the problem of sparse data, our approach is to cluster the samples and learn exposures per cluster rather than per sample. To this end, we propose a mixture model and a scheme to optimize its likelihood, leading to simultaneous optimization of sample (soft) clustering and model’s parameters (Figure 2). Given a hyper-parameter \(L\) indicating the number of clusters, denote by \(c^n \in \{1 \ldots L\}\) the hidden variables representing the true cluster identity of each sample. Our goal is to learn cluster prior probabilities \(w = (w_1 \ldots w_L)\),
cluster exposures $\pi = (\pi^1 \ldots \pi^L)$, and shared signatures $e$, so as to maximize the model’s likelihood:

\[
\Pr[V|w, \pi, e] = \prod_{n=1}^{N} \Pr[V^n|w, \pi, e] = \prod_{n=1}^{N} \sum_{\ell=1}^{L} \Pr[c^n = \ell, V^n|w, \pi, e]
\]

\[
= \prod_{n=1}^{N} \sum_{\ell=1}^{L} \Pr[c^n = \ell] \Pr[V^n|\pi^\ell, e] = \prod_{n=1}^{N} \sum_{\ell=1}^{L} w_\ell f(V^n, \pi^\ell, e)
\]

We can generalize the EM algorithm of the previous MMM model to Mix as follows:

**E-step** : Compute for every $i, j, n, \ell$:
- $f^{n,\ell} = \Pr[c^n = \ell|V^n, w, \pi, e] = \frac{w_\ell f(V^n, \pi^\ell, e)}{\sum_{\ell'=1}^{L} w_{\ell'} f(V^n, \pi^{\ell'}, e)}$
- $E_i(j) = \sum_{n=1}^{N} \sum_{\ell=1}^{L} f^{n,\ell} E_i(j, V^n, \pi^\ell, e)$
- $A_i^\ell = \sum_{n=1}^{N} f^{n,\ell} A_i(V^n, \pi^\ell, e)$
- $W_\ell = \sum_{n=1}^{N} f^{n,\ell}$

**M-step** : Compute for every $i, j, \ell$:
- $\pi^\ell_i = \frac{A_i^\ell}{\sum_{i'=1}^{K} A_i^{\ell'}}$
- $e_i(j) = \frac{E_i(j)}{\sum_{i'=1}^{M} E_i(j')}$
- $w_\ell = \frac{W_\ell}{\sum_{\ell'=1}^{L} W_{\ell'}}$

Each EM iteration can be completed in $O(NLK)$ time for $N$ samples, $L$ clusters and $K$ signatures.

2.4 Data

*Mutational signatures.* We present below both *de-novo* experiments in which we learn mutational signatures as well as *refitting* experiments in which we assume
the signatures are given. In the latter cases, we restrict our analyses to Single Base Substitution (SBS) mutation signatures in COSMIC\footnote{https://cancer.sanger.ac.uk/cosmic/signatures/SBS/} that are known to be active in the cancer type being analyzed.

**Mutation datasets.** We applied Mix to analyze mutational signatures in three datasets.

1. **MSK-IMPACT** \cite{6,33} Pan-Cancer. We downloaded mutations for a cohort of patients with Memorial Sloan Kettering Integrated Mutation Profiling of Actionable Cancer Targets (MSK-IMPACT) targeted sequencing data from \url{https://www.cbioportal.org/}. The MSK-IMPACT dataset contains 11,369 pan-cancer patients’ sequencing samples across 410 target genes. We restrict our analysis to the 18 cancer types with more than 100 samples, which results in a dataset of 5931 samples and about 7 mutations per sample. According to COSMIC there are 11 mutational signatures that are active in those cancer types and are associated with more than 5% of the mutations (where a mutational signature is associated with any mutation in a sample in which the signature is active according to COSMIC). Five of those signatures are associated with 30% or more of the mutations.

2. **ICGC breast cancer.** We downloaded mutations for 560 breast cancer patients \cite{23} with whole-genome sequencing data from the International Cancer Genome Consortium. There are about 6214 mutations per sample in this collection and 12 active COSMIC signatures are associated with it.

3. **TCGA ovarian cancer.** We downloaded mutations from whole-exome-sequencing data of 411 ovarian cancer patients from The Cancer Genome Atlas \cite{30}. There are about 113 mutations per sample in this collection and 3 active signatures are associated with it.

2.5 **Performance evaluation in a refitting scenario**

In order to evaluate Mix and other algorithms on their ability to infer accurate mutational signature exposures on sparse data, we focus on the whole-genome or whole-exome data where we have information about active signatures. The evaluation procedures require generating sparse, downsampled datasets to imitate the target sequencing data. In this section, we first describe the downsampling procedure, and then describe the way we use the downsampled datasets for evaluation.

**Downsampling cancer sequencing datasets.** In order to test our methods, we seek to simulate targeted sequencing panels such as MSK-IMPACT from higher coverage datasets. Ideally, we would simply take any mutation in the higher coverage dataset that occurs in any targeted location in the panel, but Gulhan et al. \cite{13} found that approximately 50% of the mutations in the MSK-IMPACT dataset were not in target regions. Instead, these mutations were most often in
non-coding regions of the genes. Because the complete set of genomic locations in the panel was not available, given a full dataset of mutation counts, we generate a downsamled version of the dataset by selecting a proportion $d$ of mutations uniformly at random. We set $d$ in order to approximate the number of mutations observed in targeted sequencing panels. Specifically, for ICGC breast cancer, $d = 0.4\%$ and $0.2\%$, and the average mutation count per sample is 25 and 13, respectively; for TCGA ovarian cancer, $d = 20\%$ and $10\%$, and the average mutation count per sample is 23 and 11, respectively.

Reconstruction error. To compare methods in their ability to learn mutational signature exposures on sparse datasets, we compare the reconstruction error (RE) obtained by each method on a full dataset using relative exposures inferred on a downsamled dataset. For ease of comparison, we fix the signature matrix $S$ to be known signatures from COSMIC. Since the full and downsamled datasets have different numbers of mutations, we compare them only on their relative exposures. Let $V$ be an $N \times M$ matrix where $V_{ij}$ is the number of times mutation category $j$ is observed in tumor $i$ in the full dataset (minus the downsamled one), and let $\tilde{V}$ be the matrix $V$ normalized so that each row sums to one. Then, given the $N \times K$ relative exposure matrix $E_d$ computed on the downsamled data, we define the reconstruction error as

\[
RE = \frac{\| \tilde{V} - E_d \cdot S \|_F}{\| \tilde{V} \|_F}
\]

where $\| \cdot \|_F$ is the Frobenius norm. We explore two ways of computing the row of $E_d$ corresponding to some sample $n$: (i) as the exposure vector of the cluster associated with $n$ (i.e., with maximum posterior probability); and (ii) as the weighted sum of exposure vectors of all clusters, where each vector is weighted by the posterior probability of the corresponding cluster.

### 2.6 Software

Mix is implemented in Python 3 and is available at [https://github.com/itaysason/Mix-MMM](https://github.com/itaysason/Mix-MMM). The data generation and processing workflow is managed by Snakemake [19].

### 3 Results

We tested our algorithm on both gene panel data and downsamled whole-genome/whole-exome data, and compared its performance to existing approaches. First, we applied Mix to the MSK-IMPACT Pan-Cancer targeted sequencing data. We tested its success in discovering mutational signatures and in clustering the patients to their cancer types. Second, we applied Mix to reconstruct mutation profiles for downsamled ICGC breast cancer and TCGA ovarian cancer data.
3.1 Learning signatures and patient classes from MSK-IMPACT

We applied \textit{Mix} to analyze 5931 samples from the MSK IMPACT targeted sequencing dataset. As a first test, we assessed the algorithm’s ability to recover signatures known to be active in each cancer type according to COSMIC. We trained \textit{Mix} with ten random initializations on number $L$ of clusters ranging from 1 to 15 and number $K$ of signatures ranging from 1 to 11 (5-11 signatures are associated with these data according to COSMIC, see Methods). We used the Bayesian information criterion (BIC) to weigh the tradeoff between model fit and the number of parameters, and found that $L = 10$ and $K = 6$ had the lowest BIC score (Figure 3).

![Fig. 3. Hyper-parameter selection in \textit{Mix}. A plot of BIC as a function of the number of signatures (z-axis) and the number of clusters (x-axis).](image)

To evaluate the learned signatures, we compared them to the COSMIC signatures using the cosine similarity measure (Figure 4). \textit{Mix} accurately reconstructed 5-8 known signatures with cosine similarity $> 0.8$ as commonly required \cite{18}. We compared our performance to that of the standard NMF algorithm as well as to a clustered variant where we first form meta-samples by summing together all samples within cancer types, and only then apply the NMF. For these additional applications we varied the number of signatures from 5 to 11; for \textit{Mix} we optimized the number of clusters in each application using BIC as described above. Further, we executed each algorithm ten times with different (random) initializations and chose the run that yielded the best score (likelihood for \textit{Mix} or approximation error for NMF). Evidently, \textit{Mix} dominates the other approaches across the explored range, yielding a larger number of highly accurate and distinct signatures.
Fig. 4. De-novo signature discovery from MSK-IMPACT panel data. Shown are sorted cosine similarities between learned signatures and most similar COSMIC signature (denoted next to the plot) for Mix, NMF and clustered NMF across a range of number of signatures (5-11 corresponding to (a)-(g), respectively). Repeating signatures of the same model are in bold.
Next, we used Mix to cluster samples: for each sample we chose the cluster with the highest posterior probability. We scored the resulting clustering against a benchmark clustering of the samples according to their cancer type with the adjusted mutual information (AMI) score. We note that in addition to validating our results, predicting cancer type from targeted sequencing panels has potential clinical relevance, as approximately 3% of tumors are of unknown primary origin \cite{25} and there has been a recent focus on developing methods to predict cancer type using mutations \cite{16,20}. We compared our results to those obtained by KMeans clustering of the original mutation count vectors as well as to a refined variant where we first apply NMF to the data (in a de-novo setting) and then cluster the resulting exposures using KMeans. For all methods we report results with $K = 6$ signatures and $L = 1 - 15$ clusters. As the clustering of specific samples depends on their sparsity, we also report AMI scores when focusing on samples with at least 10 mutations. The results appear in Figure 5 and demonstrate the superiority of Mix over the alternative approaches.

![AMI score as a function of the number of clusters for each model across (a) all samples, or (b) samples with 10 or more mutations.](a) (b)

**Fig. 5.** AMI score as a function of the number of clusters for each model across (a) all samples, or (b) samples with 10 or more mutations.

### 3.2 Reconstructing mutation profiles from sparse data for breast and ovarian cancer patients

Most methods for mutation signature analysis rely on the rich information contained in whole-genome or whole-exome data. Such reliance limits their use in the clinical practice, where the most common scenario is of sparse targeted gene panel sequencing data. In this section we evaluate Mix in reconstructing mutation profiles under sparse data and compare to the widely-used non-negative least squares (NNLS) approach.

In these experiments, we focus on learning the exposures and fix the COSMIC signatures to be those active in the given cancer type. We train Mix with downsampled data from 50% of samples, compute exposures on downsampled data
for the remaining 50% of (test) samples, and report the reconstruction error on
the rest of the mutations in the test samples (i.e., those mutations hidden from
us due to the downsampling, see Methods for complete details). We repeat these
experiments for two realistic downsampling proportions $d$. We compare \texttt{Mix} to
NNLS, which is also applied to the downsampled portions of the test samples
and evaluated on the rest of the test sample mutations. The results are shown
in Figure 6 exemplifying the power of \texttt{Mix} also in this refitting setting. We can
also observe that a weighted refitting by \texttt{Mix} yields the lowest reconstruction
error in all cases.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{Reconstruction error on downsampled data. Shown are reconstruction errors
(RE, y-axis) for \texttt{Mix} (based on cluster exposures) and NNLS across two datasets, breast
cancer (a) and ovarian cancer (b), and two downsampling proportions.}
\end{figure}

4 Conclusions

Sparse mutation data, as characteristic of targeted sequencing assays, is becom-
ing increasingly available in the clinical setting with important applications in
diagnosis and therapy. In this paper we have presented a novel algorithm to
model such data and derive the underlying mutational signatures, exposures
and clinically-relevant predictions. Our model is the first to capture sparse data
directly without the need for pre-training on rich datasets. We have shown its
utility in a range of tasks as well as its favorable performance in comparison
to existing methods. Of special interest may be the principled way in which
we optimize the hyper-parameters of our model using the Bayesian informa-
tion criterion. In addition, our method may enhance the SigMA pipeline [13],
which uses NMF and NNLS for discovering signatures and computing expo-
sures, respectively, as part of a larger pipeline that includes panel simulations
and training classifiers for predicting homologous recombination deficiency. We
plan to investigate whether using \texttt{Mix} instead of NMF and NNLS leads SigMA
to more accurate, clinically-relevant predictions.
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