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ABSTRACT

Electrons in a spherical ultracold quasineutral plasma at temperature in the Kelvin range can be created by laser excitation of an ultra-cold laser cooled atomic cloud. The dynamical behavior of the electrons is similar to the one described by conventional models of stars clusters dynamics. The single mass component, the spherical symmetry and no stars evolution are here accurate assumptions. The analog of binary stars formations in the cluster case is three-body recombination in Rydberg atoms in the plasma case with the same Heggie’s law: soft binaries get softer and hard binaries get harder. We demonstrate that the evolution of such an ultracold plasma is dominated by Fokker-Planck kinetics equations formally identical to the ones controlling the evolution of a stars cluster. The Virial theorem leads to a link between the plasma temperature and the ions and electrons numbers. The Fokker-Planck equation is approximate using gaseous and fluid models. We found that the electrons are in a Kramers-Michie-King’s type quasi-equilibrium distribution as stars in clusters. Knowing the electron distribution and using forced fast electron extraction we are able to determine the plasma temperature knowing the trapping potential depth.
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1 INTRODUCTION

One challenge of astrophysics is to understand the dynamics of globular star clusters (for a review see Mevlan and Heggie (1997)) because they are test systems for dynamical theoretical models such as N-Body modeling, Monte Carlo simulations of Fokker-Planck equations, gas model, scaling models, ... (Binney and Tremaine 1987; Lyman Spitzer 1987). The evolution of globular clusters is dominated by two (or three)-body relaxation, evaporation of stars, tidal truncation and stars evolution. This leads to a very complex evolution and the theoretical models are thus simplified with many approximations sometimes far from reality. Furthermore it is not possible to observe the evolution of a given cluster because observation gives only an instantaneous picture.

In this letter we propose to study a real system which corresponds to the most usual assumptions used in conventional models of stars clusters: a single mass component, an almost perfect spherical symmetry and no stars evolution. This system which can then be efficiently compared with theory, namely, an ultra-cold plasma is realized, controlled and studied in a small laboratory. An ultra-cold plasma can be formed by laser excitation of an ultra-cold (\(T \approx 100 \mu\text{K}\)) atomic sample and has been first realized by Killian et al. (1999). The physics of ultracold plasmas have strong similarities with the physics of globular stars clusters. Both systems are spherically symmetric, radially limited due to tidal forces for clusters or due to applications of an external magnetic or electric field for plasma. The key point, developed through the whole article, is that both systems are driven by the same kinetic equations. Indeed, they are subject to the same inverse square type forces if one uses, for the plasma case, a new strong negative "gravitational constant" \(G'\) defined by:

\[
G' = -\frac{q^2/m_e^2}{4\pi\varepsilon_0} \approx -2.78 \times 10^{32}\text{m}^3\text{kg}^{-1}\text{s}^{-2}
\]  

(1)

Analog of binary stars are excited Rydberg atoms and three body recombinations play the same role in both systems. For instance in a cluster the energy source, in post-collapse evolution, is provided by binaries formation. Similarly in expanding plasma an heating is provided by three body recombination and Rydberg atoms formation. However, some aspects are not perfectly matched in both systems. For instance a globular cluster orbits around its host galaxy and is therefore submitted to centrifugal and tidal forces. On the contrary, the plasma is not orbiting. Nevertheless, ex-
ternal field (electric or magnetic) might mimic such forces. In fact the main goal of this article is to demonstrate that, in ultra-cold plasma, the electrons dynamics confined by the ionic potential is almost identical to equal mass non evolving stars dynamics in a globular cluster.

The analogy has already been used in N-body simulation by Kuzmin and O’Neil [2002b] who simulated the plasma behavior using a modified Aarseth’s code usually devoted to cluster studies. In fact the modifications were severe (S. V. Kuzmin personal communication) and it is not possible to simply use globular clusters N-Body system equations to fully study ultra-cold plasma system using only physical constant replacement. It is nevertheless possible to precisely study electrons (mass $m_e$, charge $q_e$, spatial density $n_e$) behavior within the ionic external potential (ion mass $m_i$, ion charge $q_i = -q_e$, spatial density $n_i$) using a true analogy with a two mass component globular cluster. Vanhaecke et al. [2004] were the first to notice a formal analogy and have developed a close analogy using a lowered Maxwellian King’s type distribution for the electrons in the plasma. Similar distribution has then been used by Pohl et al. [2004a, b]. This letter is devoted to an extension of the analogy. The article has been written to be accessible to the ultra-cold plasma community as well as the stellar dynamics community. Lots of ideas, equations or models are not fully solved in this paper. Nevertheless we have thought that it is fair and interesting to present preliminary equations in order to stimulate further works. The outline of the paper is as follows. In section 2 we discuss the analogy between the plasma and the cluster system through scaling relation in mass, length and times units. In section 3 we present the basics of ultra-cold plasma physics and the role of the three body mechanism. In section 4 we show that, the Fokker-Planck equation is exactly identical for plasmas of the three body mechanism. In section 4 we show that, the Fokker-Planck equation is exactly identical for plasmas and clusters system. In section 5 we briefly study the evolution of the quasi-equilibrium distribution using gaseous and fluid model for ions and electrons. Section 6 is devoted to the orbit average Fokker-Planck equation. We discuss some physical consequence as electron evaporation rate. We detail also some approximate solution as a King’s type equilibrium distribution for electrons in the plasma in analogy with globular star cluster dynamics. In section 7 we detail some experimental results. For instance we experimentally extract electrons trapped in an ion trap by an external electric field to estimate the electron temperature of the plasma. We finally summarize our results and their implications for both astrophysics and plasma physics.

2 DYNAMICAL ANALOGY THROUGH SCALE UNITS

In table 1 we give the typical parameters of both systems. It is then obvious that the natural units (mass, size, crossing time) for both system are several tens orders of magnitudes different. But, if we use the units $m_p = m_e$, $r_p = 200 \mu m$, $t_p = 100$ ns for plasma and $M_e = M_\odot$, $R_e = 1$ pc, $T_e = 10$ Myrs for clusters, the systems looks quite similar. Indeed the $k^{th}$ electron evolution in the plasma is described by the Newton’s law, with dimensionless scaled notations $\tilde{r} = r/r_p$, $\tilde{t} = t/t_p$ and $\tilde{m}_e = m_e/m_p$:

$$\tilde{m}_e \frac{d^2 \tilde{r}}{dt^2} \approx \frac{q_e}{4\pi \varepsilon_0 m_p r_p^2} \left[ \sum_{k \neq k_1} \tilde{r}_{kk_1} \right] +$$

(2)

$$\frac{q_i}{q_e} n_p r_p^3 \frac{\partial}{\partial \tilde{r}_k} \left( \int \frac{\tilde{n}_i(\tilde{r})}{\| \tilde{r} - \tilde{r}_k \|^d} d^d \tilde{r} \right)$$

where $n_p \tilde{n}_i = n_i$ is the ion density.

By comparison the full dynamics for an $M_1$ mass star in a two component cluster (stars mass $M_1$ and $M_2$ only) in uppercase dimensionless units $\tilde{R} = R/R_c$, $\tilde{T} = t/T_c$ and $\tilde{M}_1 = M_1/M_c$ is given by:

$$\tilde{M}_1 \frac{d^2 \tilde{R}_k}{d \tilde{T}^2} \approx GM_1^2 \tilde{T}_c^2 \tilde{M}_c \tilde{R}_c^3 \left[ \sum_{k \neq k_1} \tilde{R}_{kk_1} + M_2 \frac{N_c \tilde{R}_c^3}{\tilde{M}_1 \tilde{R}_k} \frac{\partial}{\partial \tilde{R}_k} \left( \int \frac{\tilde{N}_i(\tilde{R})}{\| \tilde{R} - \tilde{R}_k \|^d} d^d \tilde{R} \right) \right]$$

(3)

providing $\tilde{r} = \tilde{R}$, $\tilde{m} = \tilde{M}$ and $\tilde{t} = \tilde{T}$ the equation are exactly identical with similar coupling constant: $G' \tilde{m}_e^2 r_p^2 m_p^2$ and $GM_1^2 \tilde{T}_c^2 \tilde{M}_c \tilde{R}_c^3$ on the order of unity (see equation 4 and values in table 1).

However it is not possible to simply use globular clusters N-Body code to study ultra-cold plasma system. This is due to the poorly behavior of the second type of particles: ions or $M_2$. A first solution is to modify an existing code devoted to cluster studies as done by Kuzmin and O’Neil [2002a, b]. In a similar manner Pohl et al. [2004a] have used a molecular dynamics simulation with ionic correlations based on the treecode originally designed for astrophysics problems by J. E. Barnes. Another strategy is to use a Monte-Carlo method. Detail of one Monte Carlo method used for ultra-cold plasma with Three-Body Recombination (TBR) process and radiative atomic lifetime is given by Robicheaux and Hansen [2003].

Analogy with cluster code as discussed in the MODEST group (MOdeling DEnse STellar systems, http://www.manybody.org/modest/) is obvious and this relation would be probably fruitful for further studies.

3 ULTRACOLD PLASMA

3.1 Ultracold plasma formation

The ultracold neutral plasma physics experimentally began at NIST in 1999 with laser photoionization of a laser-cooled (in the microkelvin or millikelvin range) sample. Since, several groups have done similar work with trapped metastable xenon, cesium or rubidium atoms (for a review see Gallagher et al. [2003], Killian et al. [2003]). Recently strontrium atoms have been also used by Simien et al. [2004]. This is a promising experiment because the strontium ion can be further laser cooled. This might be a way to controlled the ion motions. A typical experimental setup is presented in figure 4. Due to the small electron over ion mass ratio, the electrons have an initial kinetic energy $k_B T_e^0 \approx 3k_B T_e^0 / 2$ ($k_B$ is the Boltzmann constant) which is, at first glance, believed to be approximately equal to the difference between the photon
energy and the ionization threshold, \( T_\ddagger \) is the photoionisa-
tion electronic temperature. Parameters can easily be experience-
tially tuned in the following range: \( N_e < 10^6 \) electrons at tem-
perature \( T_e < 1000 \) K embedded in \( N_i < 10^8 \) ions (initial tem-
perature \( T_i \approx 1 \) mK). As indicated in figure 4, the spherical gaussian atomic sample is ionized by a gaussian laser with an intensity profile given by \( I = I_0 e^{-2(y^2 + z^2)/\omega^2} \).

This leads to a cylindrical initial plasma shape with \( \sigma \) gaussian radius along the longitudinal \( (x) \) laser propagation axe, \( \sigma(t = 0) = \sigma_0 \approx 250 \) \( \mu \)m, and with \( \sqrt{\frac{2\epsilon_\infty}{e}} \) gaussian radius along the radial \( (y, z) \) axes. Experiments are sometimes done with \( w \approx \sigma \) so the spherical symmetry is not at all perfect. In the following we will assume \( \omega \gg \sigma \) to restore the gaussian plasma. We then have \( n_i(r, t) = n_i^0 e^{-r^2/(2\sigma^2(t))} \), with density \( n_i^0 < 10^{11} \) \( \text{cm}^{-3} \). With typical initial value \( T_e = 50 \) K, \( n_i^0 \approx n_i^0 = 10^9 \) \( \text{cm}^{-3} \), the plasma parameters are the following: ion (or electrons) number \( N_i = N_e \approx 250 \) 000, Debye screening length \( \lambda_D = \sqrt{\epsilon_\infty e k_B T_e/(q_i^2 n_i^0)} \approx 15 \) \( \mu \)m, the Wigner-Seitz radius (interparticle spacing) \( a_{WS} = (4\pi n_i^0/3)^{-1/3} \approx 6 \) \( \mu \)m, Landau length \( r_L = q_i^2/(4\pi \epsilon_\infty e k_B T_e) \approx 0.3 \) \( \mu \)m and the Coulomb logarithm \( \ln \Lambda = \ln(2\bar{\Delta} / r_L) = \ln(8\pi e \epsilon / (e_0 k_B T_e)^{3/2} (n_i^0)^{1/2}) \approx 4 \). There are several definitions for the electron relaxation time with slightly different numerical factor (as for cluster (Louis and Spurney 1991)). We choose here the relaxation times \( t_e \) to be defined by \( t_e = 9 n_i^0 / (16\sqrt{\pi G^2 m_e^3 n_i^0} \ln A) \approx 15 \) ns for electron with velocity \( v_e \), chosen for the numerical results at its r.m.s. value \( \sigma_e = \langle (v_e - \langle v_e \rangle)^2 \rangle^{1/2} \approx 50 \) km/s. The relaxation time is fast enough to electrons always in quasi-equilibrium. On the contrary the ions are almost never thermalized with the electrons during the typical 100 \( \mu \)s plasma expansion lifetime. In the previous definitions the temperature has to be understood as the radially dependent thermodynamic (velocity average) temperature \( \frac{k_B}{m_e} \sigma_e^2 = \frac{k_B}{m_i} T_e(r) \). It is worth to note that the plasma is a kinetic plasma because the thermal energy is higher than the Coulomb interaction energy \( (r_L < a_{WS}) \).

In fact one major goal of the ultra-cold plasma community is to reach the opposite situation, the so called strong coupled regime, where crystallization or correlation can occur. This regime as already been achieved for non-neutral purely ionic (or purely electronic) plasma in trapped system (Dubin and O’Neill 1999).

The physics of ultracold plasma is very rich and only some aspects will be discussed here. Right after the plasma creation, electrons which move faster than ions leave the sample within nanosecond time scale (Tkachev and Yakovlenko 2001a). This very complex stage has not yet been experimentally studied but is related to the Langmuir paradox which is merely the "violent relaxation" process in astrophysics (Chavanis 2002). This probably leads to almost Maxwellian distribution for electrons in a sub-nanoseconds time scale which is the inverse of the electron Langmuir angular frequency \( \omega_L = \sqrt{4\pi q_i^2 \epsilon / (e_0 m_i)} \).

Similar collisionless process occurs for ions, created in a spatially disordered state, but at hundreds of nanoseconds time scale given by the inverse of the electron angular frequency \( \omega_p = \sqrt{4\pi q_i^2 \epsilon / (e_0 m_i)} \). The laser ionization create a plasma from where electrons escape, creating a net positive space charge. When the potential depth becomes equal to the electron kinetic energy, occurring for an ion number equal to,\( \psi = k_B \sigma / \omega^2 \approx 1500 \).

The space charge form a trapping potential for the new formed electrons. In fact the experimental results by Killian et al. (1999) taken for \( T_e \) ranging from 4K to 800K, leads to a more complex result for the final population distribution. We found that Killian et al. (1999) results can be well fitted (see figure 2) by the important formula : \( N_i - N_e \approx N_i \left( \frac{N_i}{N_e} \right)^{0.5} \).

yielding to \( N_i - N_e \approx 20000 \ll N_i \) which indicate that the plasma is usually quasineutral. We have obtain similar results, but with a slightly bigger numerical factor in formula 3. Equations 11 and 12 can be written in a more convenient form: \( T_e(K) = \frac{8.9}{\sigma(\mu m)} \left( \frac{N_i - N_e}{N_i} \right)^2 \).

The electronic pressure finally leads to expansion of the gaussian plasma. Killian et al. (2000) have experimentally studied this expansion. They monitored evolution of the mean electron density \( n_e \) using electron ejection induced by forced electron plasma oscillations (angular frequency \( \omega_{pl} = \sqrt{q_e^2 n_e / (e_0 m_i)} \)) created by an external Radio-Frequency (RF) electric field (Bergeson and Spencer 2003).

The time dependence of the plasma size was then analyzed by Monte Carlo Method by Robicheaux and Hanson (2002) and may be represented by a typical plasma expansion time \( t_{PE} = \sigma_0 / v_0 \) and an expansion given by:

\[ \sigma^2(t) \approx \sigma_0^2 + v_0^2 t^2, \quad v_0 = \frac{k_B T_e}{m_i} \]
Figure 1. Schematics of a typical experimental setup (typical size 10 cm) used to produced an ultra-cold plasma. The whole chamber is under vacuum only filled by the atomic vapor. The coil (radius of few centimeters), the trapping and repumping lasers are used to laser cooled the atoms. The pulsed dye laser excites the atoms into the ionization continuum or into Rydberg states. The electrons and (or) ions can be extracted by applying electric field on the grid surrounding the plasma. They are then collected by the charged particle detectors MicroChannel Plate (MCP).

Figure 2. Experimental results by Killian et al. 1999 fitted with solid line by equation (5).

3.2 Three body recombination processes, binary system and Rydberg atoms

The reverse process namely spontaneous evolution of an ultracold excited (Rydberg) gas to an ultra-cold plasma have been demonstrated by our group and by a group at University of Virginia simultaneously in year 2000 (Robinson et al. 2000). The Rydberg ionization process probably starts with blackbody photoionization or high energetic collisions with hot surrounding atoms. The so formed initial electrons leave, almost instantaneously, the interaction region. One attempted analogy with cluster might be dissociation of primary binary system due to external supernova explosion but with much higher probability rate. A second phase occurs when the positive ion potential is deep enough to trap subsequent electrons, which then collide with Rydberg atoms creating more electrons in an avalanche ionization process (Robicheaux and Hanson 2002; Pohl et al. 2004). This is perfectly identical to binary collision in stars clusters when collision with a third star leads to destruction of the binary system. However, other relevant processes have been proposed whose effects need to be investigated, such as autoionization of Rydberg atom pairs (Hahn 2004) similarly to destruction of binary system through binary-binary collisions in globular clusters. Vanhaecke et al. 2004 have reported the total ionization of a cold Rydberg atomic sample embedded in an almost neutral ultracold plasma. This experiment is the analog of primordial binary system present initially inside a globular cluster. As in the astrophysical point of view this has strong influence on the energetic story of the sample. Rydberg atoms have finite lifetime (typically tens of microsecond) induced by photon spontaneous emission or by blackbody photon absorption; these processes can be seen as the analog of stellar evolution. Some other works have shown that high-angular-momentum (circular electron orbit) Rydberg atoms, with order of magnitude longer lifetime (several millisecond), are created by eccentricities change through collision with electrons in an ultra-cold plasma (Dutta et al. 2001; Walz-Flannigan et al. 2004). This kind of process has been also mentioned in case of ZEKE (Zero Kinetic Energy) photoelectron spectroscopy (HQ et al. 2001). The high-angular-momentum Rydberg atoms are the analog of circular binaries in cluster environments which is still an open study (Giersz and Spurzem 2004; Walz-Flannigan et al. 2004). Walz-Flannigan et al. 2004 also note that there is an unexpected large population of deeply bound (hard) Rydberg atoms, this is probably due to Penning ionization where two binaries collide leading to the disruption of one of them and increasing of the binding energy of the second. This Penning ionization is the exact analog of the disruptive collision in binary-binary scattering in the cluster case when embedded in a plasma. Another probable explanation results from huge three body recombination (TBR) rate. In such collision between two electrons and one ion, (Rydberg) atoms are formed in the plasma when one electron combine with the ion. Killian et al. 2000 have indeed observed in ultra-cold plasma this TBR. Rydberg atoms formation are the analog of binary system formation through three body encounters in globular cluster, this is a large energy source for the free remaining electron which strongly heats the sample (Robicheaux and Hanson 2002).

In fact after typically few microseconds an ionic density spike appears (Robicheaux and Hanson 2003) and formula (7) is no more valid but seems to be restored for much longer time (Pohl et al. 2004). One major experimental result (Kulin et al. 2004) concerns the fact that even for laser ionization at threshold, where a near zero electron velocity is naively expected, the velocity $v_0$ is no more given by formula (7) but is experimentally found to be always greater than 40 m/s and greater than $\sqrt{k_e/m_i}$. (Kulin et al. 2000). One gets the fundamental result that the electron temperature $T_e$ is higher than 5 K independently of the experimental initial parameters. The plasma is therefore always in a non coupled regime where $r_L < \alpha WS < \lambda_D$. This, can be due to instantaneous initial increase electron kinetic energy while moving toward ions (Kuzmin and O’Neil 2002), or due to continuum lowering (Hahn 2002; Mazevet et al. 2002) which reflects the fact the energy of the isolated atoms is shifted by long-range Coulomb interaction with neighbors.
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The collisions during binary-binary and binary-single interactions still need a lot of investigations [Freese et al. 2004]. Another interesting study is relative to the binding energy distribution. Starting from a pure plasma the binding energy distribution, resulting of the TBR process, is modified during the plasma expansion [Robicheaux and Hanson 2002]. The center of mass Rydberg velocity is the one of the ion at the time the recombination occurs and should therefore be linked with the Rydberg binding energy: the slower atoms tend to have larger binding energies [Robicheaux and Hanson 2003]. This is also linked to the so-called excitation freezing [Tkachev and Yakovlenko 2001b] and needs to be experimentally studied. There is however differences between Rydberg atoms and binary stellar systems (Hut and Bahcall 1993). Indeed, Rydberg are dipolar Rytberg atoms and binary stellar systems (Hut and Bahcall 2003). This is also linked to the so-called excitation freezing [Tkachev and Yakovlenko 2001b] and needs to be experimentally studied. There is however differences between Rydberg atoms and binary stellar systems (Hut and Bahcall 1983) (see also the nice review on binaries in globular stars clusters by Hut et al. 1992). Indeed, Rydberg are dipolar but neutral atoms. Therefore the Rydberg binary system interact with neighbors only through charge-dipole or dipole-dipole interaction scaling respectively as $a_{\alpha\beta}$ and $a_{\alpha\gamma}$ but in the cluster case binary system interact through Coulomb interaction scaling $a_{\alpha\gamma}$. Furthermore, the dissipation of the relative kinetic energy of two strongly interacting stars through tidal effect which lead to the formation of tightly bound binaries (so called tidal binaries) has no simple analog in the plasma case. The goal of the article is to give an overview of the analogy between both systems, but it is beyond its scope to detail all the process involving binaries. We will mainly focus on results which are of interest for the free electrons distribution.

When a Rydberg gas is formed, there is competition between the deexcitation rate and the excitation rate for Rydberg atoms. In fact, very highly excited Rydberg atoms, for which binding energy are less than the single electron plasma kinetic energy, are analog to soft binary stars and, as in the cluster case, encounters lead to disruption of the system by gradually increasing the binding energy until it becomes positives. This is a similar law than Heggie’s law (we will use this terminology even if this law was known in atomic physics much earlier than in cluster physics) : hard binaries get harder and soft binaries get softer [Heggie 1977]. Indeed, the probability of excitation for a Rydberg atom equals the probability of deexcitation when its binding energy is given by $3.82k_BT_e$ (Mansbach and Keck 1969; Robicheaux and Hanson 2003). A similar formula but with a bottleneck point nearer to $k_BT_e$ has been given by Tkachev and Yakovlenko (2001b), see also Stevefelt et al. 1973 or Vriens and Smeets 1984 for other formulas. This is exactly the same behavior than the one noticed in stars cluster physics. This process have been studied experimentally [Killian et al. 2001; Li et al. 2004; Walz-Flannigan et al. 2004].

As previously mentioned, in both systems, the binaries formation comes from three body recombination (TBR). For cluster, the rate $\Gamma_{TBR}$ is [Binnie and Tremaine 1987] (8-7) and [Lyman Spitzer 1987] (6-37)

$$\Gamma_{TBR} \approx \frac{n^2G^2M^5}{\sigma_v^3}.$$  

where $\sigma_v^2 = k_BT_e/n_e$ is the one dimensional velocity dispersion. And for electrons plus ions we have [Mansbach and Keck 1969; Tkachev and Yakovlenko 2001b]

$$\frac{1}{n_e} \left( \frac{dn_e}{dt} \right)_{TBR} = -\Gamma_{TBR} \approx \frac{n_e \rho_e G^2 m_e^2}{(k_BT_e/n_e)^{9/2}} \approx -100 \text{s}^{-1}$$

In both formula we have omitted numerical factor of the order of unity. The analogy is obvious but the $T_e^{-9/2}$ behavior leads to a main difference between the cluster case and the ultra-cold plasma case. For an ultracold plasma the TBR rate is huge but it is almost negligible for clusters. We mention that the analogy could be pursuit further on. Indeed, formula given by Sigurdsson and Phinney 1998 (see also Hut and Bahcall 1983; Lyman Spitzer 1987) which concern the energy change between stars is similar to the rate function [Mansbach and Keck 1969] (III-12) between atomic energy states $\varepsilon_i = k_BT_e\varepsilon_i$ to energy state $\varepsilon_f = k_BT_e\varepsilon_f$ given by:

$$k(\varepsilon_i, \varepsilon_f) = k_0(-\varepsilon_i)^{-4.83}(-\varepsilon_i)^{2.5}, \varepsilon_i > \varepsilon_f$$

$$k(\varepsilon_i, \varepsilon_f) = k_0(-\varepsilon_i)^{-2.33}(-\varepsilon_i)^{-1.5}, \varepsilon_i < \varepsilon_f$$

where $k_0 = 11 \left( \frac{\sigma_v^2}{k_BT_e} \right)^2 \left( \frac{k_BT_e}{m_e} \right)^{1/2}$ and the zero of energy is taken as the ionization threshold.

In the cluster case, the energy heating rate due to binaries formation is

$$\dot{\varepsilon} \approx 100n^2G^2m^6\sigma_v^{-7} \approx 100\Gamma_{TBR}n\sigma_v^2$$

the factor hundred (which is a very approximate one) comes from the fact that every binary liberates in the cluster an energy of few hundreds times $k_BT_e$ through encounters with other stars before being ejected out of the cluster by a very energetic reaction [Cohn et al. 1989]. This non-negligible flux of escaping binaries is a well known effect in cluster case [Meylan and Heggie 1997]. But, flux of escaping binaries is probably negligible in the plasma case, because the binding energy of the binaries increases mainly due to radiative lifetime and not much due to collisions. The bottleneck occurs when its energy becomes lower than $\varepsilon_i \approx k_BT_e \times \left( \frac{T_e}{T_B} \right)^{-2/9} \times \left( \frac{n_e}{10^6 \text{ cm}^{-3}} \right)^{1/9}$ [Tkachev and Yakovlenko 2001b]. Therefore in the plasma case, we do not have such simple results for $\dot{\varepsilon}$ because the radiative lifetime combined with the expansion play a complex role, but we could estimate [Tkachev and Yakovlenko 2001b] (12):

$$\dot{\varepsilon} \approx 5.4 \left( \frac{n_e^0}{10^6 \text{ cm}^{-3}} \right)^{-2/9} \frac{\Gamma_{TBR}k_BT_e}{\dot{n}_e}$$

The analogy holds because the process evolve as $\dot{\varepsilon} \propto \Gamma_{TBR}k_BT_e$ in both cases.

Finally, it might be useful, or further studied, to note that if the time dependence Rydberg binding energy distribution is complex (see Pohl et al. 2004), we found that the results can be well fitted by a binding energy $\varepsilon_{\text{Ryd}} > 0$ distribution of the Rydberg states proportional to

$$e^{-\varepsilon_{\text{Ryd}}/(k_BT_{\text{Ryd}})} \left( \frac{\varepsilon_{\text{Ryd}}}{k_BT_{\text{Ryd}}} \right)^{-\alpha}$$

with $\alpha$ and $T_{\text{Ryd}}$ are time dependent parameters and $\alpha$ is always smaller than its equilibrium value of 5/2.
4 FOKKER-PLANCK EQUATION

4.1 Symmetry consideration

Rosenbluth et al. [1957] and others have already indicated that the Fokker-Planck equation is formally identical for electrons in plasma or for stars in stellar systems. We thus expect similar behavior for our system or for an isolated cluster. Velocity anisotropy is generated by two-body relaxation in the outer part of a globular system (Lyman Spitzer [1952]). We expect similar results here but, to simplify the discussion, we will use isotropic symmetry. Using Lynden-Bell's improved strong Jeans’s theorem for a spherically symmetric plasma system (Binney and Tremaine [1987]) or assuming ergodicity in our ionic non harmonic trapping potential (Surkov et al. [1994]) we could assume that on the average the electronic density function \( f(r, \vec{v}, t) \) in the ultra-cold plasma depends only on energy \( E = q_o \phi + \frac{1}{2} m_e v^2 \) where \( \phi = \phi_e + \phi_i \) is the sum of the electronic and the ionic potential. To be able to compare with stellar dynamics it is more convenient to use energy per mass notation \( \tilde{E} = E/m_e = \Phi/\frac{1}{2}v^2 \). Using the Poisson’s equation one gets:

\[
\Delta \Phi (r) = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial \Phi}{\partial r} \right) = - \frac{q_o n_e + q_i n_i}{\varepsilon_0} = 4\pi G' (\rho_e + \rho_i) \\
\frac{\partial \Phi}{\partial r} = \frac{G M_{\text{tot}}^2}{r^2} + \frac{G \rho_i}{r^2} \frac{\rho_{\text{tot}}(r) - \rho_{i}(r)}{\varepsilon_0} > 0 \\
\Phi(r) = \Phi_{\infty} - 4\pi G' \left( \frac{1}{r} \int_0^r \rho_{\text{tot}}(r') r'^2 dr' + \int_r^\infty \rho_{\text{tot}}(r') r'^2 dr' \right)
\]

where \( \rho_e = m_e n_e \) is the mass density for electrons, \( \rho_{\text{tot}} = \rho_e + \rho_i \), and \( \rho_i = -m_i n_i \), which is not the ionic mass density \( \rho_i = m_i n_i \). The artificial “total” mass is \( M_{\text{tot}}^2 = (M_e + \frac{2m_i}{m_e} M_i) = m_e (N_e - N_i) = M_e + M_i < 0 \). \( N_i(r) \) is the number of electrons (respectively ions) inside a sphere of radius \( r \):

\[
N_i(r) = \left[ \frac{r^2}{2\sigma^2} \right] - \left[ \frac{2r^2}{\pi\sigma^2} \right] N_i
\]

Where \( \rho = m_e n_e \) is the mass density for electrons, \( \rho_{\text{tot}} = \rho_e + \rho_i \), and \( \rho_i = -m_i n_i \), which is not the ionic mass density \( \rho_i = m_i n_i \). The artificial “total” mass is \( M_{\text{tot}}^2 = (M_e + \frac{2m_i}{m_e} M_i) = m_e (N_e - N_i) = M_e + M_i < 0 \). \( N_i(r) \) is the number of electrons (respectively ions) inside a sphere of radius \( r \):

\[
N_i(r) = \left( \frac{r^2}{2\sigma^2} \right) - \left[ \frac{2r^2}{\pi\sigma^2} \right] N_i
\]

where \( \Phi_{\infty} = G m_e N_i \left( \frac{r}{\sigma} \right) \frac{1}{\sqrt{2\pi}} \) and \( \Phi_i(r) = G m_e N_i \left( \frac{r}{\sigma} \right) \frac{1}{\sqrt{2\pi}} \)

The magnetic field (see coils in figure 1) is usually turned off during an experiment or its effect is small and can be neglected in first approximation. The Fokker-Planck equation for the electron space phase density distribution \( f = f_e \), which can be seen as a series in \( \ln \Lambda \) and is then no more valid in the strongly coupled case \( \Lambda < 1 \), is (Delcroix and Bers [1994], Mitchell and Kruger [1992])

\[
\frac{df}{dt} = \sum_f \frac{\Gamma_f}{v^2} \frac{\partial}{\partial v} \left[ \frac{m_e}{m_f} \int_0^v f_f 4\pi v_f^2 dv_f \right] + \frac{v}{3} \frac{\partial f}{\partial v} \left( \int_0^v v_f^2 f_f 4\pi v_f^2 dv_f + v \int_0^v \frac{1}{v_f} f_f 4\pi v_f^2 dv_f \right)
\]

with

\[
\frac{df}{dt} = \frac{\partial f}{\partial t} + \vec{v} \cdot \frac{\partial f}{\partial \vec{r}} - \frac{\partial \Phi}{\partial \vec{r}} \cdot \frac{\partial f}{\partial \vec{v}}
\]

where the subscript \( f \) indicates the type of field particles (electrons or ions). \( \Gamma_f = 4\pi G^2 m_f^2 \ln \Lambda \) for clusters becomes \( \Gamma_f = 4\pi G^2 m_f^2 \ln \Lambda = \frac{\pi e^2}{4m_e v_f^2} \ln \Lambda = \Gamma \) in the plasma case which, in this case, is independent of the field particle mass.

If we use the so-called thermal bath (i.e. Maxwellian) approximation for the field distribution function \( f_f \), one gets:

\[
\frac{df}{dt} = \sum_f \frac{\Gamma_f m_f}{v^2} \frac{\partial}{\partial v} \left[ \tilde{G}(\sqrt{2\varepsilon}) \left( \frac{m_e}{m_f} + \frac{v_f^2}{v^2} + \frac{1}{3} \right) \right] (16)
\]

Where \( \tilde{G}(x) = Erf(x) - x\frac{2\varepsilon}{3\varepsilon} Erf(x) \) tends to 1 when \( x \) tends to infinity and is proportional to \( x^2 \) for small \( x \) values. Using relations \( T_i \ll T_e \) (or \( \langle v_i^2 \rangle \ll \langle v_e^2 \rangle \)) and \( n_i \approx n_e \), we found that in equation (16) the collisional ionic terms are negligible, in the field particles collisional part, compared to the electronical ones, with Fokker-Planck of pure electrons. Collisional ionic effect can be summarized mainly as \( n_i \frac{m_i}{m_e} \) added to \( n_e \) and a \( \langle v_i^2 \rangle \) terms added to \( v^2 = v_e^2 \) in the electronical part. The arguments hold also for non Maxwellian distributions and the key results is that we can always safety neglect ions in the collisional part. Finally the (Landau)-Poisson-Fokker-Planck equation for electrons is then (Delcroix and Bers [1994], Mitchell and Kruger [1992])

\[
\frac{df}{dt} + \vec{v} \cdot \frac{\partial f}{\partial \vec{r}} - \frac{\partial \Phi}{\partial \vec{r}} \frac{\partial f}{\partial \vec{v}} + \frac{4\pi v^2}{3} \int_0^v f' v'^2 dv' + \frac{v}{3} \frac{\partial f}{\partial v} \left( \int_0^v v'^2 f' v'^2 dv' + \int_v^\infty f' v' dv' \right)
\]

the prime indicates that the quantity depends on the encounter field velocity \( v' \), not on \( v \). This equation contains only electrons and is thus completely identical (using equation 11) to the Fokker-Planck equation for a single mass stars system.

4.2 Virial theorem

There is fundamental uncertainties in the value of \( \ln \Lambda \). Formula \( \ln \Lambda = \ln (8\pi e^2 / 3\varepsilon^2 k_B T_e)^{1/2} (n_e)^{1/2} \) is only correct for homogeneous systems where \( n_e(r) = n_e \). For a star system an usual approximation is \( \Lambda \approx 2 \frac{\pi e^2}{k_B T_e} \) (2-14), \( \Lambda \approx \frac{2 \pi e^2}{k_B T_e} \) for stars where the radius containing half mass of the system and \( r_L = \frac{GM_e}{4\pi e^2} \). Similarly for plasma we define a (global) temperature \( T_e \) (Binney and Tremaine [1987]) by:

\[
2K_e \equiv k_B T_e N_e = 2 \int d^3 \vec{r} \vec{v}^2 \frac{1}{2} m_e v^2 f(r, \vec{v}, t)
\]

where \( K_e \) is the total electron kinetic energy. By analogy, in the plasma case, we can write \( \Lambda = 2 \frac{\pi e^2}{k_B T_e} \) with \( r_L = Gm_e^2 / k_B T_e \). The equations are then perfectly identical for both systems except the presence of the Debye screening distance in the Coulomb logarithm for plasma but the radius limit distance for clusters. One usual average value, used in single mass globular clusters, consists to evaluate \( r_L \) using the potential energy

\[
W_{\text{tot}} = \int w_{\text{tot}} \approx \frac{1}{2} \int_0^\infty 4\pi r^2 \rho_{\text{tot}}(r) \Phi(r) dr \approx -0.4 \frac{GM^2}{r_h}
\]

where the constant 0.4 is a reasonable approximation for most systems (0.44 for gaussian density distribution where
r_h \approx 1.54\sigma$ \textbf{[Lyman Spitzer, 1987].} The static Virial theorem $2K = -W^\text{tot}$ leads to $\Lambda \approx 0.4N$ where $N$ is the number of stars in the cluster. In the plasma case the Virial theorem \textbf{(Binney and Tremaine 1987)} is:

$$2K_e = \int_0^\infty \rho_e(r)r \frac{\partial (\Phi^e + \Phi^i)}{\partial r} 4\pi r^2 \, dr$$

$$= -2W_{ei} - W_{ce}$$

(19)

Where $W_{ei} = \int_0^\infty \rho_e(r)r \frac{\partial \Phi^e}{\partial r} 4\pi r^2 \, dr$ can be seen as an external "potential" energy (due to the ions) and $W_{ce} = \frac{4}{3} \int \rho_e \Phi^i$. A naive extrapolation, based on quasineutrality approximation ($n_e - n_i$ constant), of the cluster case would lead, in the plasma case to:

$$2K_e = 3k_B T_e N_e \approx 0.4 \frac{G^2 \rho_i^{\text{tot}} M_e}{\lambda_D}$$

(20)

$$T_e(K) \approx 1.6(N_e - N_i)/\sigma(\mu m)$$

(21)

which have to be compared to formulas \textbf{[Le, 13].} \textbf{[R].} Finally, using this naive evaluation of the Virial theorem we could extend for the plasma the formula $\Lambda \approx 0.4N$ valid for clusters in:

$$\Lambda = 0.4(N_i - N_e) \sqrt{N_i - N_e \over N_e}$$

(22)

where we have used formula \textbf{[4]} and the gaussian approximation $\lambda_D \approx \sqrt{(2\pi \sigma^2)^{3/2} \rho_i T_e/(q^2 N_e)}$ to derive the final formula. We will see later that electrons are not in a gaussian distribution and that these naive formula have to be corrected. Nevertheless, they indicate three very important results. Firstly the ions minus electrons number is directly related to the temperature. Secondly, the final temperature $T_e$ is on the same order to the one expected from the laser wavelength $\lambda$. Thirdly, the coupled regime ($\Lambda < 1$) can be reached only for almost neutral plasma with numerous electrons.

5 FLUID AND GAS MODELS

5.1 Gaseous equations

One of the easiest way toward an approximate solution of the electron Fokker-Planck equation is to use the velocity moment equation. Here again, to avoid confusion and to be able to use equations derived for stars dynamics we define the mass density distribution $f_m = m_e f$. It is simple to use dimensionless equations where $r = r_0 r^*$, $t = t_0 t^*$, $\rho(r, t) = \rho_0 r^*$, $v(r, t) = v_0 r^*$, $M_i(r, t) = M_0 r^*$, $\Phi^e(r^*, t^*)$, $\Phi^i(r, t)$, or the selfsimilar form where $r = r_0 c(t) r^*$, $\rho(r, t) = \rho_0 c(t) \rho_0 r^*$, ... \textbf{[Louis and Spurzem, 1991].} We then define the mass density $\rho = \rho_e = m_e n_e = \langle 0 \langle \int d^3 \vec{v} f_m(\vec{v}) = \int_0^{\infty} 4\pi v^2 f_m(v) \, dv \rangle$ related to $M_i = m_i N_i(r)$ the mass contained in a sphere of radius $r$. We also define the velocity of mass transport $u$ by $pu = \langle 0 \langle \int d^3 \vec{v} f_m(\vec{v}) \vec{v}^2 \rangle \rangle$. The kinetic energy density $k_E$ by $2k_E = \langle 2 \langle \int_0^{\infty} 4\pi v^2 f_m(v) \, dv \rangle$.

The moments equations are the following:

- The mass integration

$$\frac{\partial M_i}{\partial t} = 4\pi r^2 \rho$$

(23)

which can be written as

$$\frac{\partial \ln M^*}{\partial \ln r^*} = r^2 \rho^*$$

(24)

for the choice $M_0 = 4\pi r_0^2 \rho_0$

- The continuity equation (with $u_0 = r_0/t_0$)

$$0 = \frac{\partial \rho}{\partial t} + \text{div}(\rho u) = \frac{\partial \rho}{\partial t} + \frac{1}{r^2} \frac{\partial r^2 \rho u}{\partial r}$$

(25)

$$0 = \frac{\partial \rho^*}{\partial t^*} + \frac{u^*}{r^*} \frac{\partial \ln \rho^*}{\partial t^*} + \frac{\partial u^*}{r^*} + \frac{3 u^*}{r^*}$$

- The hydrodynamical (Euler) equation

$$0 = \frac{D u}{D t} + \frac{1}{\rho} \frac{\partial \rho u}{\partial r} + \frac{\partial \Phi}{\partial r}$$

(26)

where $D \Phi = D \rho + u D \rho$ is the co-moving (Lagrangian or convective) derivative following the mass evolution $\frac{\partial M_i}{\partial t} = 0$.

The third momentum equation is:

- The kinetic energy transport equation

$$\frac{\partial k_E}{\partial t} + \frac{1}{2} \text{div}(3) + \rho u \frac{\partial \Phi}{\partial r} = 0$$

(27)

The fact all these equations do not contain right hand side collisional terms is a verification that the Fokker-Planck equation conserve the mass and the energy. Therefore there is no difference between the use of the collisionless Boltzmann (also called Vlasov) equation and the use of the collisional Fokker-Planck equation at this stage.

5.2 Self similar collisionless quasineutral plasma evolution

The main goal of this paper is electrons evolution, but similar gaseous equations holds for the ions in the plasma. In the ion case the pressure is negligible ($T_i \approx 0$) and the system of gaseous equation is closed with

$$0 = \frac{D u_i}{D t} + \frac{1}{m_i n_i} \frac{\partial p_i}{\partial r} + \frac{q_i}{m_i} \frac{\partial \Phi}{\partial r} \approx \frac{D u_i}{D t} + \frac{q_i}{m_i} \frac{\partial \Phi}{\partial r} = 0.$$  \textbf{(28)}

The quasineutrality equations: $q_i n_i + q_e n_e \approx 0$ and $q_i \frac{D u_i}{D t} + q_e \frac{D u_e}{D t} = 0$ can be used, with the Euler equations for ions and electrons, to lead to a useful relation between the potential and the pressure:

$$\frac{\partial \Phi}{\partial r} \approx \frac{q_i}{m_i} \frac{\partial p_i}{\partial r} + \frac{q_e}{m_e} \frac{\partial p_e}{\partial r}$$

(29)

Assuming Maxwell-Boltzmann electron distribution we found

$$-\frac{\partial \Phi}{\partial r}(r, t) \approx r k_B T_e(t) \frac{\partial (\rho c^2)}{\partial \sigma(t)}$$

The dimensionless equations are very similar to the self similar ones used in clusters physics \textbf{[Louis and Spurzem, 1991].} The selfsimilar ionic evolution is easy to determined and verify: \textbf{[Robicheaux and Hansor, 2002, 2003]}:
u_i(r, t) \approx \frac{v_0^2 \sigma_i^2}{1 + \frac{v_i^2}{\sigma_i^2}} \tag{30}

for the ion mass transport velocity, which is merely equation [17]. Dorozhkina and Semenov [1998] have demonstrated that this result is in fact more general. Using Vlasov equations for \( f_e \) and \( f_i \), assuming a quadratic form for the potential, a self similar homologous evolution, quasineutrality and equation (12) they also found equation (30). In fact this result has been recently improved and the most general form for a self similar quasineutral collisionless plasma expansion into vacuum, without any other assumption is:

\[
J_f = J_f(I_f); \quad J_f = \frac{\Omega^2 (\mathbf{r} - \mathbf{v}_f)^2}{2} + \frac{\Omega}{m_f} \phi \left( \frac{\mathbf{r}}{\sqrt{1 + \Omega^2 r^2}} \right) \tag{31}
\]

Using \( \Omega = \frac{v_0^2}{\sigma_i^2} \) we recover equations (30) and (17) which are then shown to be the most general self similar solutions for a quasineutral plasma.

5.3 Temperature evolution

One important question concerning the temperature evolution in this self similar solution. The energy conservation comes from the time derivative of the square of equation (10) (Ampere’s law):

\[
\frac{\partial n^2}{\partial t} = \frac{\partial \phi}{\partial t}(\rho_e u_e + \rho_i u_i)
\]

added to equation (28) and spatially integrated:

\[
\frac{3}{2} k_B T_e(0) = \frac{3}{2} k_B T_e(t) + \frac{1}{2} m_i \int_0^\infty u_i^2(r, t) n_i(r, t) 4\pi r^2 dr
\]

where we did not take into account the negligible ionic kinetic energy \( T_i \ll T_e \) neither the ionic correlation energy (Pohl et al. 2004d) or the heating due to the three body recombination (see Robicheaux and Hanson 2003 and equation (10)). We see that during the plasma expansion an electronic adiabatic cooling occurs and the ionic distribution function becomes a Schwarzschild-Boltzmann one given by equation (31).

5.4 Analytic ion spike evolution

The collisionless theory, we have just developed, was based on several assumptions and has the usual drawback of all self similar solutions predicting unphysical results as, for instance, a velocity increasing without limit for \( r \) going to infinity. Furthermore the theory is only valid before the ion spike appears.

We know from Monte Carlo (Robicheaux and Hanson 2003) and molecular (Pohl et al. 2004d) simulations that the quasineutrality is violated and that the ion front shows a density spike after few microseconds. Some theoretical prediction (Pohl et al. 2004d) predicts that the ion spike, where the quasineutrality is violated, disappear. This result has to be related with the work on non-ultracold plasma

where it can be shown that the ion front moved at velocity varying logarithmically in time (Mora 2004).

Following Kaplan et al. 2003, who studied a non neutral plasma, we will describe the \( r \)-radius (with \( N_i(r) \)) ion shell evolution. We assume that along a \( r \)-shell trajectory \( r(r_i, t) \) starting at the initial point \( r_i \), the total number of ions remains unchanged: \( N_i(r_i, t) = N_i(r_i) \). The ion density is then given by \( \rho_i(r, t) = \rho_i(r_i, t) \approx \rho_i(r_i) \). The condition that no particle trajectories cross each other is violated when the shock formation appears creating an infinite local density. A natural expansion of the quasineutrality is \( N_e(r) \approx N_i(r) \), we will therefore assume \( N_e(r(r_i, t)) = N_e(r_i) \). The ion Newton equation is:

\[
m_i \frac{\partial^2 r}{\partial t^2} = \frac{q_i^2}{4\pi \epsilon_0} \frac{N_i(r_i) - N_e(r_i)}{r^2}
\]

integrating \( \frac{dr}{dt} \) times this equation leads to the conservation of energy equation and to the analytical implicit solution:

\[
\frac{t}{r_i^{3/2}} \sqrt{2 \frac{q_i^2}{4\pi \epsilon_0} \frac{N_i(r_i) - N_e(r_i)}{m_i}} = \sqrt{\frac{r}{r_i} \left( \frac{r_i}{r} - 1 \right)} + \ln \left( \sqrt{\frac{r}{r_i} + \sqrt{\frac{r}{r_i} - 1}} \right) \tag{32}
\]

A typical result with gaussian \( \sigma \approx 250\mu m \) approximation for \( n_i \) and \( n_e \) and with \( N_i - N_e = 20000 \) is given in figure 6.

The typical "Coulomb Explosion" time scale is then \( t_{CE} = \sqrt{\frac{4\pi \epsilon_0}{q_i^2}} \sqrt{\frac{n_i}{n_e - n_i}} \approx 3.5 \mu s \) where \( n_i^0 = n(r_i = 0, t = 0) \).

At early time \( t \ll t_{CE} \) the evolution equation (32) leads to an evolution given by

\[
\frac{r}{r_i} = 1 + t^2 \frac{v_0^2}{4} \frac{3}{2} \frac{\sigma}{\sigma_0} \frac{N_i(r_i) - N_e(r_i)}{N_e}
\]

where we have used equation (14). With equation (32) and with the gaussian approximation (13) this might be written (for \( r = \sigma \)):

\[
\frac{\sigma}{\sigma_0} \approx 1 + 0.28 \left( \frac{N_i}{N_e} \right)^{0.5} t^2 \frac{v_0^2}{\sigma_0^2} \tag{33}
\]

which is, with \( \left( \frac{N_i}{N_e} \right)^{0.5} \) on the order of 10, is very similar to equation (27) for early times. Even if the hypothesis \( N_e(r(r_i, t)) = N_e(r_i) \) is probably worse than the one for
ions. The final results should not be too badly affected by this assumption. Indeed, the only requirement for equation (2) is the time independence of \( N_l(\sigma(t)) - N_e(\sigma(t)) \) which is probably a better assumption.

5.5 Closure relations for the electrons

Let us go back to the electron evolution to find the time dependent evolution equations for the electron distribution. According to the ambipolar diffusion and due to the quasineutral plasma behavior we have (especially in the core region) \( u \approx u_e \) so (in absolute value)

\[
\frac{D u}{D t} \approx \frac{D u_e}{D t} \approx \frac{m_e}{m_i} \frac{\partial \Phi}{\partial r} \ll \frac{1}{\rho} \frac{\partial \rho}{\partial r}
\]

Therefore we need to go at least one step further to close the moment equations for the electrons. For our isotropic quasisteady state evolution \( 3p = (2) \) and we define (see Louis and Spurzem (1991)) the velocity energy transport \( v \) by \( 5pv = (3) = \int \nu v^2 f_0(v) d^3v \) which is linked to the heat flux (different from the energy flux across a constant radius sphere) \( F = 5p(v - u)/3 = L/(4\pi r^2) \) where \( L \) is the luminosity. The hydrodynamical equation becomes with \( M^*_e = m_e N_e/N_0 \):

\[
\frac{\partial \ln p^*}{\partial \ln r^*} - \lambda \rho^* M^* - M^*_e = 0 \tag{34}
\]

where \( \lambda = N_e/(N_i - N_e) \) and we have assumed \( p_0 = (-G')/N_e N_i N_0 \) \( + r_0 = m_0 \sigma_0^2 \). \( \lambda = -1 \) is the case without any ions and, in this case, equations are identical to the cluster case.

The energy transport equation becomes

\[
0 = \frac{\partial \rho}{\partial t} + 5 \frac{3}{2} \text{div}(pv) + 3 \frac{\partial \rho \Phi}{\partial r} \frac{\partial \rho}{\partial t} = 0
\]

\[
0 = \frac{\partial \ln p^*}{\partial \ln r^*} + 5 \frac{\partial \nu^*}{\partial \ln r^*} + 3 \frac{\partial \nu^*/r^*}{\partial \ln r^*} + 5 \frac{v^*}{r^*} - \frac{2}{3} \frac{u^* \rho^* M^* - M^*_e}{r^*^2} \tag{36}
\]

which can be written in a first thermodynamical law form:

\[
\frac{\partial L}{\partial r} = -4\pi r^2 \rho \left\{ \frac{D}{2m_1} \frac{3k_B T_e}{D t} + \frac{p D}{D t} \frac{1}{\rho} \right\}
\]

The most delicate assumption is the form of the closure relation. A simple one is the thermal conductivity assumption given by Lynden-Bell and Eggleton (1980), Louis and Spurzem (1991):

- The thermal conductivity closure relation

\[
F = -K \frac{\partial T}{\partial r} = -\Lambda \frac{\partial \rho^2}{\partial r} \tag{37}
\]

where \( K = k_B \Lambda / m_e \) is the thermal conductivity coefficient. The theory of heat flux in gases indicates that \( \Lambda \) should be on the order of \( \rho^2/\tau_{\text{col}} \). Where \( \tau \) is the mean free path and \( t_{\text{col}} \) is the time between collisions better to be taken as the relaxation time \( t_r \) (with velocity \( \sigma_c \) see Lyman Spitzer 1980). Lynden-Bell and Eggleton (1980) for the cluster case and Majumdar et al. (1973) for the plasma case. When \( \Lambda \) is not too small, the mean free path \( \tau \approx 3t_r \sigma_c \) (typically 2 mm) is comparable or larger than the size of the sample \( \sigma_c \). This indicates that the electrons make several orbits between colliding with neighbors. Hence, it is better to use for \( t \) a typical radial distance \( l_r \), between encounters given for instance when the mean velocity \( \sigma_c \) is the circular velocity \( \sqrt{4\pi(-G')/3} \)

defined for local homogeneous system. Using dimensionless values we can see that \( l_r = l_{\text{eq}}^* = 9 \pi^3/10 \sqrt{\pi} \sigma_c^2 m_e d^3/ \ln \Lambda \) and \( l_r^2 = l_{\text{eq}}^* = 4 \pi r_0^2 \). This leads to formula:

\[
\Lambda_e \propto \rho^2 t_r \tag{38}
\]

where the dimensionless proportionality factor should be on the order unity (nearby \( 0.4 = 4 \pi \sigma_c^2 \) in Louis (1990)).

The phenomenological heat flux formula (37) is based on the assumption \( l > \sigma \) which is not always verified, especially for small Coulomb logarithm value. Furthermore the fact we use only local variable for the thermal conductivity equation (with \( v_0 = r_0/t_0 \)):

\[
\frac{\partial v^*}{\partial r} + \frac{\partial \Phi}{\partial r} = 0 \tag{39}
\]

might not be the best solution (see Louis and Spurzem (1991)). It is also possible to use the higher momentum equations, calculated by Larsen (1970) and by Louis (1990), namely:

\[
\frac{\partial \kappa}{\partial r} + \frac{7}{3} \text{div}(\kappa(2v - u)) + 2 \frac{\partial \Phi}{\partial r} = -\frac{3}{5\pi} (\kappa - p^2/\rho) \tag{41}
\]

We have shown that the equations are almost identical in cluster and plasma systems with an extra \( \lambda \) factor in the plasma case. We shall not fully solve the equation here but the classical Henyey et al. (1964)-Newton-Raphson implicit difference relaxation method is probably well adapted. In fact we shall not resolve here the gaseous (equation because the original Fokker-Planck equation should give better results. Let us note that using Abel’s transform \( M(r) = \int_{-\infty}^{+\infty} p(\Phi(r)) d\Phi \) it is possible to recover the phase-space density distribution function:

\[
f_m(E) = \frac{1}{8\pi^2} \frac{\partial}{\partial E} \int_{-\infty}^{+\infty} \frac{\partial \rho}{\partial \Phi} d\Phi \tag{42}
\]

This is the well known Eddington formula (1916) Binney and Tremaine (1987).

The simplest solution we might think is a self similar one for electrons as well as for ions which in fact lead to a stationary solution. Gravitating systems never form static homogeneous equilibrium. However, plasmas contain both positive and negative charges, so they can form static equilibrium. The time scale for ion expansion is order of magnitude the electrons relaxation time toward equilibrium. So electron will reach equilibrium on a nanosecond time scale where the ionic motion could be considered as frozen. We might then first look for static equilibrium distributions. Unfortunately equations (37) leads to \( L \) constant and equations (37) to \( L(r = 0) = 0 \) and \( \sigma_c \) constant. A stationary solution has no heat flux and is isothermal with a density distribution given by:

\[
\frac{d}{d r} \left( r^2 \frac{d \ln \rho}{d r} \right) = -\frac{G^4 \pi^2}{\sigma_c^2} r^2 (\rho - \rho_i) \tag{38}
\]

This leads to a density distribution with a \( r^{-2} \) power law at large distance meaning an infinite mass. In fact such distribution present an attractive potential for electrons up to a
point \( r_t \) where the ion and electron density becomes equals and electrons evaporates leading to a repulsive potential for \( r > r_t \). We already know from Monte Carlo simulations (Robicheaux and Hanson 2003) that this isothermal solution is correct for the core system but the finite mass "halo" can only tend to be isothermal.

Before going back to the Fokker-Planck equation, we can mention that it is possible to take into account the three-body collisions through the heating term \( \text{II} \) in the kinetic energy transport equation. We should also use equations \( \text{I} \) and \( \text{II} \) to give a full picture of free and bound electron distribution.

6 ORBIT AVERAGE OF THE FOKKER-PLANCK EQUATION

6.1 Truncated assumption

If the system is isolated the maximum energy above which one the particles are extracted from the sample is \( E_t = \Phi(r = \infty) \). But, the system can be truncated at a given (apocenter) distance \( r_t \) and the truncated energy is then \( E_t = \Phi(r = r_t) \). In a isotropic Fokker-Planck equation one has no other choice but to use the energy as a criterion for escape. For cluster physics the truncation in energy is a good approximation even if it is known not to be a sufficient condition to describe accurately the physics (Kim and Oh 1999). For cluster the differential forces, produced by the galaxy, result in two saddle points (distance from the cluster center to the apocenter) distance \( \sigma \) that this isothermal solution is correct for the core system but the finite mass "halo" can only tend to be isothermal.
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which is the isotropic average of the period and is \(1/(16\pi^2)\) times the classical microcanonical phase space density function. Indeed, on the contrary to the ultra-cold atomic system case, the plasma is far from quantum degeneracy - the Fermi temperature is on the order of tens of microKelvin which is orders of magnitude below the plasma temperature so we can use the classical density phase distribution function which is the same than the quantum one but multiplied by the fundamental phase volume \(h^3\) (h is the Planck’s constant).

Multiplying the Fokker-Planck equation \((\ref{eq:FP})\) by the delta function \(\delta(E - (v^2/2 + \Phi))\) and integrating over the phase space leads to the orbital average Fokker-Planck equation \((\text{Hénon} 1961, \text{Lyman Spitzer} 1987)\)

\[
\frac{\partial f}{\partial t} - \frac{\partial}{\partial E} \left( f \frac{\partial f}{\partial E} \right) = 4\pi \Gamma \frac{\partial f}{\partial E} \left[ \int_{E_0}^{E} f' \frac{\partial f'}{\partial E'} dE' + \frac{\partial f}{\partial E} \left( \int_{E_0}^{E} f' q dE' + q \int_{E}^{E_0} f' dE' \right) \right]
\]

\( (\frac{\partial f}{\partial t})_{r} = (\frac{\partial \Pi}{\partial \tau})_{t} \) \quad \text{(48)}

where \(E_0 = \Phi(0, t)\). Equation \((\ref{eq:FP})\) is merely equation \((\ref{eq:FP})\) divided by \(\partial \tau / \partial E\). \((\text{Inagaki and Lynden-Bell} 1990)\). The flux through phase space \(\Pi\) can be written in another nice form:

\[
\Pi = 4\pi \Gamma \int_{E_0}^{E_1} f' \ln(\tau, \tau') \left( \frac{\partial \ln(f)}{\partial E} - \frac{\partial \ln(f')}{\partial E'} \right) dE'
\]

which define the generalized concept of temperature \(T_c^2(E)\) by

\[
-\frac{1}{m_e} \frac{\partial \ln f}{\partial E} = \frac{1}{k_B T_c^2(E)}
\]

The formulas can be checked with the use of a square potential (\(\Phi = 0\) for \(r < r_c\)). We have, in this case as in free space, \(q \propto E^{3/2}, E = v^2/2\) and equation \((\ref{eq:FP})\) recover exactly the Fokker-Planck equation \((\ref{eq:FP})\).

Equation \((\ref{eq:FP})\) is called the orbit average Fokker-Planck equation and holds when the relaxation time is longer than the crossing time or the orbital time. As previously mentioned we can experimentally violate this condition (for very cold electrons or very large and dense sample) but usually this assumption holds. Thus the distribution function will evolve slowly compared to the orbital period of each electron. In this slowly time variable potential (orbit-averaged assumption)

\[
dE/dt \approx \int dr^2 v (\partial \Phi / \partial t) / \int dr^2 v = \frac{\partial q/\partial t}{\partial q/\partial E}
\]

is the mean value of \(\frac{\partial q}{\partial t}\), hence \(q\) and \(\tau\) are adiabatic invariant: \(\frac{\partial q}{\partial E} = \frac{\partial q}{\partial \tau} = 0\) and therefore \(f(E, t) = f(\tau)\) \((\text{Binney and Tremaine} 1987, \text{Inagaki and Lynden-Bell} 1990)\).

Methods of calculation, developed for stars clusters, can then be very easily adapted. For instance the Chang and Cooper (1970) finite-differencing scheme used in Cohn’s method \((\text{Cohn} 1979)\) is perfectly adapted. Indeed, the first step of the method is to advance \(f\) in time \(\Phi\) being held fixed. The Fokker-Planck equations are identical for both systems so no change has to be done in this code step going from stars system to ultra-cold plasma system. The second, easier step, is to advance \(\Pi\) by solving the Poisson’s equation with \(f\) being fixed as a function of the phase volume adiabatic invariant \(\tau\). Other two step methods can also be used, as the one developed by \((\text{Takahashi} 1992)\) from variational principle. We hope that the simplicity of this project would lead to rapid use of Fokker-Planck code in ultracold plasmas physics.

### 6.3 Evaporation and ejection

Electrons can escape from the plasma by evaporation (through strong collisions with a single encounters) or be ejection (through series of weaker distant encounters) \((\text{Binney and Tremaine} 1987)\).

The evaporation rate has a long history in stars dynamics (e.g. \((\text{Johnston} 1993)\)). Let us first formulate, for our plasma system, the \((\text{Hénon} 1960)\) paradox known in clusters physics: in the case of isolated system (\(\tau_r = \infty\) an electron with energy \(E \approx E_t\) spend most of its time far from the center and suffer very few encounters. Its change energy rate goes to zero when \(E\) approach \(E_t\) so the electron never escape in this diffusion type (Fokker-Planck) picture. Thus, the orbit average Fokker-Planck equation, with the same relaxation time for all electrons, do not hold for outermost "halo" electrons \((\text{Spitzer and Shapirs} 1977)\). The fact that halo electrons play a role has been in fact experimentally sketched using Radio Frequency heating of electrons. Indeed, \((\text{Li et al.}, 2002)\) used RF electric field to "shake" the trapped electrons and speed up the ionization of Rydberg atoms inside the plasma. They have noticed that the process is less efficient for large RF amplitude due to the fact the forced RF electron oscillations drive electrons outside the cloud from the center reducing the amount of time the electron could collide with Rydberg atoms. This experiment indicates that when electrons are in the halo they do not collide that much.

From Hénon’s paradox we can say that the electron can escape from an isolated system only from ejection due to strong single close encounters. The rate has been calculated by \((\text{Hénon} 1960)\) in the cluster case. By analogy using equation \((\ref{eq:FP})\) we could then assume:

\[
\frac{dN_e}{dt} = \frac{2}{9} \frac{16G_e m_e^2 \pi^2}{3} \int_{E_0}^{\infty} r^2 dr \times \int dE dE' \frac{(E + E' - \Phi - E_t)^{3/2}}{(E_t - E)^2} f(E) f'(E') \quad (49)
\]

where the integration hold for \(E' > E_0, E_0 > E > 0\) and \(E + E' > \Phi + E_t\). Performing the integration over \(E'\) leads to the loss rate of electrons with energy \(E\) is

\[
N(E, t) = \int_{E_0}^{E} f(E', t) \frac{\partial \tau}{\partial E} (E', t) dE' \quad (50)
\]

time derivative straightforwardly leads to

\[
\frac{dN}{dt}(E) = f(E) \frac{dE}{dt} \frac{\partial \tau}{\partial E} (E, t) + \int_{E_0}^{E} \frac{\partial \Pi}{\partial E} (E', t) dE' + f(E) \frac{\partial \tau}{\partial t}(E)
\]

When \(E = E_t\) (or \(\infty\)), \(N = N_e\) and the first (and third)
spilling" terms are null (see equation (44)). The second one can easily be calculated using the general form
\[ f(E, t) = f(E, t) Y(E_t(t) - E) \]
where \( Y \) is the Heaviside function. With \( \frac{\partial f}{\partial E}(E_t - E) = -\delta(E_t - E) \) we found that
\[ \frac{dN_e}{dt} = -12\pi T \frac{\partial f}{\partial E}(E_t) \int_{E_0}^{E_t} f \tau \]
(51)
which is similar to formula given by (Wivanto et al. 1983) but for an unknown reason with a different numerical factor (3\pi^2/32\pi in their case).

To conclude we could note that the evaporation process can also be taken into account by the gaseous model. Following Heggie et al. 1998 we can for instance use an additional equation based on the velocity escape at radius \( r \) law:
\[ \frac{\partial \rho}{\partial t} \propto \frac{r}{\sqrt{E_t - \Phi(r)}} \]
The flux conservation requires that the density distribution of the escape electrons should follow \( \rho_{esc} \propto r^{-2} \) (Spitzer and Shapiro 1972).

For a non isolated case the particles acquire energy marginally in excess of escape energy \( E_t = \Phi(\infty) - G'Mm_e/r_t \). The energy loss rate is therefore \( dH = -G'm_e dM/r_t \) and can be seen as the results of the work done on the plasma by the external electric field.

6.4 Stationary solutions

There is many ways to derive the quasi-stationary solution of the Fokker-Planck equation where the left hand side of the orbit average Fokker-Planck equation verifies \( df/dt \approx 0 \) so \( \Pi = \Pi_0 \) is constant. Following King 1966 we write a first order linear differential equation
\[ \Pi_0 = \int_{E_0}^{E_t} f \frac{\partial f}{\partial E} \frac{\partial \tau}{\partial E} + \frac{\partial f}{\partial E} \left( \int_{E_0}^{E_t} f \tau dE' + \tau \int_{E_0}^{E_t} f dE' \right) \]
\[ \equiv fN_e + \frac{\partial f}{\partial E} H_n \]
(52)
\( \Pi_0 \) is proportional to the evaporation rate, and \( N_e \) is proportional to \( N \) through equation 30. If \( \Pi_0 = 0 \) it is easy to find that the only solution is a maxwellian one (Hénon 1964) which is unphysical because non-truncated.

6.5 Kramers-Michie-King solutions

With the same assumption used to derive equation 16 namely a thermal bath Maxwellian assumption for \( f' \), we could go one step further and simplify the Fokker-Planck equation. In the high energy limit (\( m_e E = E \gg k_B T_e \)) it reduces to an equation, first derived by Kramer (1940) for the brownian motion (Mel'nikov 1991):
\[ \frac{df}{dt} \approx 2\nu v E \frac{\partial f}{\partial E} \left[ f \frac{\partial f}{\partial E} + \frac{\partial f}{\partial E} \right] \]
(53)
Our quasi-equilibrium case, \( \frac{df}{dt} \approx 0 \), immediately leads to the Kramer (1940)-Michie (1963)-King (1965) type quasi-equilibrium (King 1966) for the phase-space density function \( f \) distribution:
\[ f \propto \left(e^{-\frac{E}{k_B T_c}} - e^{-\frac{E_t}{k_B T_c}}\right) \]

We define what we shall call the Kramers-King’s temperature \( T_{cK} \).

The electron density \( n_e(r, t) = \int_{-\infty}^{+\infty} f(r, v, t) 4\pi v^2 dv \) can then be analytically calculated from the King’s distribution:
\[ n_e \propto e^{\eta} \text{Erf}(\sqrt{\eta}) \]
(54)
where the proportionality factor is obviously \( n_e^0/F(K) \) where \( n_e^0 \) is the electron density at the cloud center and \( \eta = \eta_e(r=0) \) (notation chosen to be identical to the one used in BEC evaporation theories). \( \eta_e(r, t) = E_t(t)/E_t^0(r) \) is solution of the self-consistent Poisson equation:
\[ \frac{1}{r} \frac{\partial^2}{\partial r^2} (r\eta_e(r, t)) = \frac{q_e}{k_B T_e^K(t)} \left[ q_{in}^e(r, t) + q_{ne}(r, t) \right] \]
(55)
Similarly, with zero velocity of mass transport (\( k_B T_e = m_e \sigma_v^2 \)), we have the important relation
\[ k_B T_e(r) = k_B T_e^K \left[ 1 - \frac{8\pi x_e \eta_e(r)^{3/2}}{\pi F(K)(\eta_e(r))} \right] \approx k_B T_e^K(t) \text{Erf}(0.22\eta_e) \]
(56)
with \( N_e T_e = \int_0^\infty 4\pi r^2 n_e(r) T_e(r) \). We could noticed that, for equations (54) and (55), the adding factor to e\( ^{\eta} \text{Erf}(\sqrt{\eta}) \) is always the power series expansion for e\( ^{\eta} \text{Erf}(\sqrt{\eta}) \).  

At first approximation we can say that electrons are always in King’s type quasi-equilibrium during the whole expansion of the ionic and electronic cloud. Indeed, in figure 4 using Figs. 1 and 2 Monte Carlo simulations of Robicheaux and Hanson (2003), we demonstrate that the King electron distribution is better than a pure Maxwellian one.

The harmonic potential approximation in equation 16 leads to:
\[ k_B T_e^K \approx \frac{q_e^2}{\delta e^0} \sigma_v^2 (n_e^0 - n_e^c) \]
(57)
This equation is in fact well confirmed by numerical resolution of equation (35) for 10 K < T_e < 1000 K. This expression has to be compared with equations (13) and (21) because the electron are not in a gaussian distribution so n_e(r) ≠ n_e(σ). In fact, we found that n_e(r) = n_e(σ) for r/σ ≈ 3 – 4 almost independently of all the other parameters and that the electron density distribution varies as r_−5/2 near infinity as expected. These results can be used to improved the naive formula extract form the Virial theorem.

The numerical results can be approximated, see figure 4 by:

\[ 1.9(\eta - 2)k_BT_e^K \approx \sqrt{\frac{2}{\pi}} \frac{N_1 - N_e}{\sigma} \]  

(58)

This is close to the intuitive results: the trapping depth ηk_BT_e^K has to be roughly equal to the trap depth, calculated assuming a gaussian shape for ions and electrons where 1.9(η – 2) replace the naïvely η expected value.

### 6.6 Second order solutions

A simple extension of our work would be to look at the evolution of the key parameter η(τ). An equation for the sole η parameter can be derived from the entropic variational principle (Takahashi 1993):

\[ 0 = \int_{E_0}^{E_1} \left[ \frac{\partial f}{\partial E} \frac{\partial \ln f}{\partial \eta} \right] dE + \frac{\partial f}{\partial \eta} \left( \frac{\partial \ln f}{\partial E} \right) \]  

(59)

Another possible equation will be the one based on correct mass, energy and entropy evolution as done in cluster physics (Lyman Spitzer 1987) or in ultra-cold atomics physics (Berg-Sorensen 1997; Pinke et al. 1998).

In the article we have only developed the isotropic case. Obviously another simple extension of our work will be to use an anisotropic model. Similar Fokker-Planck equations holds for more general anisotropic system. As a simple example we could indicate a natural form for the electron quasi-equilibrium distribution: the Michel’s one used in anisotropic sample:

\[ f \propto e^{J^2/2} (e^{-m_e E/k_BT_e^K} - 1) \]

where the second integral J is the angular momentum. It is possible to average f(E,J,t) over J to restore the equation for f(E) (Cohn 1974). In such Michel distribution the electron density distribution varies as (r_−3/2 + η_−1/2) near r_1 (Binney and Tremaine 1983).

To study the general properties of the plasma it would be profitable to go one step further (Prat 1971). Indeed to study the velocity, or energy, distribution the first order is sufficient because these quantities are mainly determined by the “maxwellian” center where the collisions occurs. On the contrary, the escape rate is also determined by the velocity distributions in the whole system where f is better approximated by the King distribution.

Using equation (41) we solve the first order linear differential equation (39):

\[ f(E) = - \int_{E}^{E'} \frac{\Pi_0}{4\pi H(E')} e^{(11k_BT_e/E) - \eta/3)} \frac{dE'}{\eta} \]  

(60)

This gives the new f function and then the new ρ, Φ, τ functions from equations (12) and (19). Using formulas (14) and (16) and assuming the Kramers-King’s distribution leads to 10% accuracy (for 1 < η and for all possible E values) approximation

\[ \int_{E_0}^{E} \frac{N_e}{H(E)} \propto \frac{\eta}{1 - e^{-\eta/2}} \]  

(61)

\[ H_{\tau} \propto \int_{E_0}^{E} f(E) - E_0^3 e^{(11k_BT_e/E) - \eta/3)} \frac{dE}{\eta} \]

The (E – E_0^3) behavior near the core region E ≈ E_0 leads to a diverging integral in equation (60).

The model looks pathological. But, with the King distribution, we can see that the energy flux is not zero at the center. By analogy with Hénon 1961 we may say that the energy flux is due to the Three-Body encounters. The (two body) Fokker-Planck equation contain the fact the three body recombination does exist ! The energy flux emerging from the center is in fact realistic because it is supplied by binary formation. Therefore, we need to put the three body collisions inside the Fokker-Planck equation. By analogy with the cluster case (e.d. Takahashi 1993) we must add an energy source term to the first order diffusion coefficient (Lyman Spitzer 1987) (2.79). Using the orbit averaging of the heating rate \[ \tau \] we need to replace the flux II in equation (38) by \[ \Pi = -\frac{1}{t} f(E) \] with:

\[ \tilde{N} = 16\pi^2 \int_0^{r_0} \frac{dE}{E} (2E - \Phi(r,t))^{1/2} r^2 dr \]  

(62)

The only change is to change \[ \tilde{N} \] by \[ \tilde{N} + N_e \], so if \[ \tilde{N} \] is proportional to \[ N_e \] we recover, through equations (60) and (61), the King solution. This is a strong indication of the good validity of this kind of solution as already proved by our comparison with Monte Carlo simulations. In the cluster case the number of binary is always negligible and is usually not taken into account in this modified Fokker-Planck type equation. Equation (10) indicates that this assumption is not as good in a plasma sample, typically twenty (100/5.4) times worse. We then should add a loss term on the right side of equation (9).

A better solution might be to use the orbit average master equation (see Mansbach and Kees 1964) (IV.1) or in Goodman and Hut 1993 (2.21). The rate constant is given by equation (9) with \( (k_B T_e^K)K(E, E') = m_e^2 k(m_e(E - E_0)/(k_B T_e) + m_e(E' - E_0)/(k_B T_e)) \):
One of the most interesting parts in the ultra-cold plasma system is its ability to be experimentally tested. We have already mentioned some experiments as the plasma expansion (through electron density measurement) or the TBR processes.

Here, we would like to test the phase state distribution $f$. It could be experimentally tested for instance using an electric pulse to extract electrons. The analysis of Fig. 6 and use of formula (64) lead to knowledge of the number of calculated electrons. The last step of the theory is to use the threshold value $V_{th}$ (see Fig. 6) that is necessary to remove all the free electrons. This determines the values for the two remaining parameters $n_0$ and $T_e$ as a function of the unknown $\eta$ parameter through formula (63).

Unfortunately, we were too sensitive to the exact value of $\eta$ to be able to give an absolute value for the plasma temperature. Figure 6 and Fig. 10 of [1] show that $\eta \approx 8$ seems a reasonable choice to interpret the data given in figure 6. Even with this not fully satisfactory assumption we have used in [1] the theory to give relative results. One conclusion was that the temperature should not increase or decrease by more than a factor 5 when Rydberg atoms are added into a plasma.

The theory presented here is based on several assumptions which have to be tested. First, to check the validity of formula (64) we have compared, after 2 $\mu$s of expansion time, the plasma size obtained by formula (63) to the one given by the expression for different plasma expansion velocity $v_0$. Using $n_0 = \frac{N_i}{(2\pi\sigma^2 m_i)^{3/2}}$, equation (64) leads to $\eta \propto N_i V_{th}$. $N_i$ is known from MCP. The experimental results are depicted in figure 7 where $v_0^2 \approx k_B T_i/m_i$ is varied by changing the laser ionization wavelength. Fitting results are in agreement with formula (64) for $\sigma_0 \approx 200 \mu$m which is very close to the expected MOT size. Therefore, we have here a strong indication concerning the validity of formula (64).

Second, we have compared formula (65) which gives $T_e^K$, with $T_e^T$. $T_e^K$ has been experimentally extracted using formula (63) with $\eta = 7$, $\sigma$ is obtained using the results in figure 6. $N_i$ is given by equation (66) knowing the voltage threshold value $V_{th}$. Results in figure 7 for three different ion numbers, seems to indicate that $T_e^K$ is close to $T_e^T$ and that $\eta = 7$ is a reasonable value, after 2 $\mu$s of expansion time, but has probably to be adapted for each ion number case.

Up to now we have just used one single point of the full curve given in figure 6. A more complete study should yield to a determination of the $\eta$ value. The full process is beyond the scope of the article but might be tackled with...
7.2 Other methods

Many other methods may be used to determine the plasma temperature.

- Walz-Flannigan et al. [2004] have compared an experimental Rydberg binding energy distribution with calculated outcomes of inelastic collisions between Rydberg atoms and electrons in the plasma taken from equations (5) and (7). They conclude that it is very likely that electron-Rydberg atom collisions cause most of the experimentally observed population redistribution into states. Their fitting method can then serve as a tool to estimate the electron temperature.

- The plasma expansion itself is already a signature of the (time average) temperature as indicated by equations (30) and (7). One promising way toward this measurement has been provided by Killian et al. [2003] who use Strontium ions. Indeed, the non alkali ions as the strontium one have visi-ble resonance transitions and can then be detected by laser induced fluorescence. The Doppler shift of the resonance indicates that the ion velocity, and so its variation (the acceleration), reflects the electron temperature (Simien et al. [2004]).

For alkali atoms it is no more possible to use optical detection. We might think to use position sensitive detector to image the ionic cloud. A similar idea is to use the time of flight projection image of the ionic cloud. We have tried this technique. It is efficient and easy to handle only for really small ion number clouds to avoid a too strong Coulomb explosion during the ion transport toward the MCP. Indeed, even using formula (32) which is based on a hypothetical pure spherical symmetry, it is hard to restore the initial ionic cloud shape from the projection image of the ions in the detector.

- Another method to study the plasma temperature is to monitor the electron evaporation. Experimentally, the easiest way is to add a small electric field to force slow evaporation of particles. Theoretically this is the well known Kramers problem of escape from a trap (Mel’nikov [1991; Peter et al. [1998]). The escape rate (see equation (57)), can be calculated for instance using a King distribution and is usually found to be close to $1/(100 \eta_e)$ (Binney and Tremaine [1987] where $t_e = 9 \sigma_i^3/(16 \pi \epsilon_0^2 m_e^2 n_i^0 \ln \Lambda)$ is the electron thermalisation time. This results assume a purely energetic truncated condition. But, in globular cluster dynamics it is well known that this hypothesis of purely energetic truncated condition is not well suited especially for anisotropic systems (Takahashi et al. [1997; Kim and Oh [1999]). The comparison between ultra-cold plasma experiments and the theories might help to understand how accurate the assumption of energy truncation is. This technique has been proposed by the NIST group using a constant small electric field to detect all the eject electrons. Some results are reported in Robicheaux and Hanson [2003] figure 3 but were not interpreted. The results are in fact compatible with the $1/(100 \eta_e)$ evaporation rate on the order of $10^{13}$ s$^{-3}$ decreasing with time due to the fact the density decrease much faster than the electron average velocity during the plasma expansion.

- Similarly to our work, Roberts et al. [2004] used electric field pulse to extract the plasma temperature. To avoid any discussion concerning the potential shape they tried to affect electrons only in the asymptotic part (in $1/r$) of the trap-
pinning potential but using only very small electric fields. Their nice experimental data are treated using a theory based on maxwellian electron distribution which we believed is not as appropriate as the Kramers-King’s one, especially for the slightly bound electrons which have been removed by the electric pulse. Furthermore, even with a small electron fraction removed, \( N_e/N_i \) can be affected and the electron extraction process is probably very complex. The main results concern the electron cooling during the plasma expansion and the almost constant initial temperature \( T_e \approx 50K \) independently of \( T_i^2 \). This final results looks surprising to us because it seems to disagree with the Virial based equations \( \propto N_e^2/T_e \) or \( \propto N_i^2/T_i \). Unfortunately, the published data are not sufficient to check the results with other electron distribution.

8 CONCLUSION

We have shown that the dynamical behavior of the electrons in an ultracold plasma is similar to the one described by conventional models of stars clusters dynamics. The evolution of such a sample is dominated by kinetics equations formally identical to the ones controlling the evolution of a stars cluster using only a new negative gravitational constant defined by equation \( \Box \). We have developed here some aspects of the analogy with globular star cluster dynamics. The influence of stellar encounters namely: relaxation, equipartition, mass segregation, escape, inelastic encounters (coalescence, dissipation of energy), binary formation by three body encounters, interaction with primordial binaries stars,... have exact partners in the plasma case. There is similar law for the three body recombination for instance the Heggie’s law: “hard binaries get harder and soft binaries get softer” is identical in both system. Thanks to the Virial theorem we could relate the plasma temperature with the ions and electrons numbers (or central density) and with the initial kinetic energy given to electrons by the laser ionization. We found that the Fokker-Planck equation is exactly identical for electron in ultracold plasma and for stars in globular cluster. The only modification occurs in the potential which, in the plasma case, should contain an extra part due to the ions. The ions are spectator but are needed to create a confining potential for the electrons. The gaseous equations, coming from the first moments equations of the Fokker-Planck equation, confirm the early self similar evolution of the ionic cloud. This self similar evolution breakdown after few microsecond and we have analytically studied the ion shock wave occurring when the quasineutrality is violated. The electrons density evolution can be studied using similar fluid equations than the one used for clusters. The orbit average study of the Fokker-Planck equation indicates that the quasi-static solution for the phase space density electron distribution \( f \) is a Kramers-King’s one \( f \propto e^{E/\left(K/\mu T_i^2 E\right)} - 1 \) where \( T_i^2 \) deals for King (or Kramers) temperature although strictly speaking a thermodynamics temperature is not defined for a nonequilibrium distribution. This is confirmed by comparison with Monte Carlo simulation previously published. Even when the three body collisions are taken into account this approximate distribution seems accurate. In fact several numerical codes developed for stellar system could be easily adapted to treat the ultracold plasma case. Finally, it is possible to experimentally simulate the tidal escape from globular cluster under external galaxy gravitational attraction by using small external field to extract electron trapped in an ionic cloud. The full process is beyond the scope of the article but might be tackled with the violent relaxation theory. We have only study here the link between the electrons and ions numbers, the plasma temperature and the charged particles potential depth through formula \( \Box \).

We hope that this article will stimulate links with the astrophysics community and we hope the analogy is also useful to develop more physical insight on the ultra-cold plasma physics behavior. For instance as in the cluster case Meylan and Heggie (1973) binary collisions might be a route for the formation of long-lived multiple systems as three-body stable systems or for the formation of giant molecules as “trilobites” Greene et al. (2000) or macro-Rydberg ones in the plasma case (Farooqi et al. 2003). The ultracold plasma experiments evolve rapidly, we have mentioned the laser manipulation of the ions in the strontium case (Simien et al. 2004). This might lead to control of the ion motions and to cool sample where crystallization might appear (Pohl et al. 2004c). This manipulation of ions can be added with external field manipulation as RF electric field, magnetic gradient manipulation and might be able to simulate a lot of events as tidal shock or tidal heating in cluster physics. Some pictures of the ionic cloud have already been done by Simien et al. (2004) and this gives exactly the projected density profile in strong analogy with the main observed quantity in star cluster: the projected mass profile. A charge particle detector (MCP) with position sensitivity might also give similar data. Therefore, analogy with dynamics of globular clusters might stimulate new ideas in ultra-cold plasma physics. One advantage of plasma system compared to globular cluster one results in its physical behavior very closely related to what can be simulated. But, the major advantage is the experimental capability of tuning different parameters in a huge range. In globular cluster, non evolutionary models or single mass models are often used but are far from reality, this is no more the case in ultra-cold plasma physics. We believe that a comparison between different models with very well controlled experiments will help to improve further development.
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