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Abstract

We present an extension of Principal Component Analysis (PCA) and a new algorithm for clustering points in $\mathbb{R}^n$ based on it. The key property of the algorithm is that it is affine-invariant. When the input is a sample from a mixture of two arbitrary Gaussians, the algorithm correctly classifies the sample assuming only that the two components are separable by a hyperplane, i.e., there exists a halfspace that contains most of one Gaussian and almost none of the other in probability mass. This is nearly the best possible, improving known results substantially [14, 9, 1]. For $k > 2$ components, the algorithm requires only that there be some $(k - 1)$-dimensional subspace in which the overlap in every direction is small. Here we define overlap to be the ratio of the following two quantities: 1) the average squared distance between a point and the mean of its component, and 2) the average squared distance between a point and the mean of the mixture. The main result may also be stated in the language of linear discriminant analysis: if the standard Fisher discriminant [8] is small enough, labels are not needed to estimate the optimal subspace for projection. Our main tools are isotropic transformation, spectral projection and a simple reweighting technique. We call this combination isotropic PCA.
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1 Introduction

We present an extension to Principal Component Analysis (PCA), which is able to go beyond standard PCA in identifying “important” directions. When the covariance matrix of the input (distribution or point set in $\mathbb{R}^n$) is a multiple of the identity, then PCA reveals no information; the second moment along any direction is the same. Such inputs are called isotropic. Our extension, which we call isotropic PCA, can reveal interesting information in such settings. We use this technique to give an affine-invariant clustering algorithm for points in $\mathbb{R}^n$. When applied to the problem of unraveling mixtures of arbitrary Gaussians from unlabeled samples, the algorithm yields substantial improvements of known results.

To illustrate the technique, consider the uniform distribution on the set $X = \{(x, y) \in \mathbb{R}^2 : x \in \{-1, 1\}, y \in [-\sqrt{3}, \sqrt{3}]\}$, which is isotropic. Suppose this distribution is rotated in an unknown way and that we would like to recover the original $x$ and $y$ axes. For each point in a sample, we may project it to the unit circle and compute the covariance matrix of the resulting point set. The $x$ direction will correspond to the greater eigenvector, the $y$ direction to the other. See Figure 1 for an illustration. Instead of projection onto the unit circle, this process may also be thought of as importance weighting, a technique which allows one to simulate one distribution with another. In this case, we are simulating a distribution over the set $X$, where the density function is proportional to $(1 + y^2)^{-1}$, so that points near $(1,0)$ or $(-1,0)$ are more probable.

![Figure 1: Mapping points to the unit circle and then finding the direction of maximum variance reveals the orientation of this isotropic distribution.](image)

In this paper, we describe how to apply this method to mixtures of arbitrary Gaussians in $\mathbb{R}^n$ in order to find a set of directions along which the Gaussians are well-separated. These directions span the Fisher subspace of the mixture, a classical concept in Pattern Recognition. Once these directions are identified, points can be classified according to which component of the distribution generated them, and hence all parameters of the mixture can be learned.

What separates this paper from previous work on learning mixtures is that our algorithm is affine-invariant. Indeed, for every mixture distribution that can be learned using a previously known algorithm, there is a linear transformation of bounded condition number that causes the algorithm to fail. For $k = 2$ components our algorithm has nearly the best possible guarantees (and subsumes all previous results) for clustering Gaussian mixtures. For $k > 2$, it requires that there be a $(k-1)$-dimensional subspace where the overlap of the components is small in every direction (See section 1.2). This condition can be stated in terms of the Fisher discriminant, a quantity commonly used in the field of Pattern Recognition with labeled data. Because our algorithm is affine invariant, it makes it possible to unravel a much larger set of Gaussian mixtures than had
been possible previously.

The first step of our algorithm is to place the mixture in isotropic position (see Section 1.2) via an affine transformation. This has the effect of making the \((k-1)\)-dimensional Fisher subspace, i.e., the one that minimizes the Fisher discriminant, the same as the subspace spanned by the means of the components (they only coincide in general in isotropic position), for any mixture. The rest of the algorithm identifies directions close to this subspace and uses them to cluster, without access to labels. Intuitively this is hard since after isotropy, standard PCA reveals no additional information.

Before presenting the ideas and guarantees in more detail, we describe relevant related work.

1.1 Previous Work

A mixture model is a convex combination of distributions of known type. In the most commonly studied version, a distribution \(F\) in \(\mathbb{R}^n\) is composed of \(k\) unknown Gaussians. That is,

\[
F = w_1 N(\mu_1, \Sigma_1) + \ldots + w_k N(\mu_k, \Sigma_k),
\]

where the mixing weights \(w_i\), means \(\mu_i\), and covariance matrices \(\Sigma_i\) are all unknown. Typically, \(k \ll n\), so that a concise model explains a high dimensional phenomenon. A random sample is generated from \(F\) by first choosing a component with probability equal to its mixing weight and then picking a random point from that component distribution. In this paper, we study the classical problem of unraveling a sample from a mixture, i.e., labeling each point in the sample according to its component of origin.

Heuristics for classifying samples include “expectation maximization” [5] and “k-means clustering” [11]. These methods can take a long time and can get stuck with suboptimal classifications. Over the past decade, there has been much progress on finding polynomial-time algorithms with rigorous guarantees for classifying mixtures, especially mixtures of Gaussians [4, 15, 14, 17, 9, 1].

Starting with Dasgupta’s paper [4], one line of work uses the concentration of pairwise distances and assumes that the components’ means are so far apart that distances between points from the same component are likely to be smaller than distances from points in different components. Arora and Kannan [14] establish nearly optimal results for such distance-based algorithms. Unfortunately their results inherently require separation that grows with the dimension of the ambient space and the largest variance of each component Gaussian.

To see why this is unnatural, consider \(k\) well-separated Gaussians in \(\mathbb{R}^k\) with means \(e_1, \ldots, e_k\), i.e. each mean is 1 unit away from the origin along a unique coordinate axis. Adding extra dimensions with arbitrary variance does not affect the separability of these Gaussians, but these algorithms are no longer guaranteed to work. For example, suppose that each Gaussian has a maximum variance of \(\epsilon \ll 1\). Then, adding \(O^*(ke^{-2})\) extra dimensions with variance \(\epsilon\) will violate the necessary separation conditions.

To improve on this, a subsequent line of work uses spectral projection (PCA). Vempala and Wang [17] showed that for a mixture of spherical Gaussians, the subspace spanned by the top \(k\) principal components of the mixture contains the means of the components. Thus, projecting to this subspace has the effect of shrinking the components while maintaining the separation between their means. This leads to a nearly optimal separation requirement of

\[
\|\mu_i - \mu_j\| \geq \tilde{\Omega}(k^{1/4}) \max\{\sigma_i, \sigma_j\}
\]

where \(\mu_i\) is the mean of component \(i\) and \(\sigma_i^2\) is the variance of component \(i\) along any direction. Note that there is no dependence on the dimension of the distribution. Kannan et al. [9] applied the spectral approach to arbitrary mixtures of Gaussians (and more generally, logconcave distributions).
and obtained a separation that grows with a polynomial in $k$ and the largest variance of each component:

$$\|\mu_i - \mu_j\| \geq \text{poly}(k) \max\{\sigma_{i,\text{max}}, \sigma_{j,\text{max}}\}$$

where $\sigma_{i,\text{max}}^2$ is the maximum variance of the $i$th component in any direction. The polynomial in $k$ was improved in [1] along with matching lower bounds for this approach, suggesting this to be the limit of spectral methods. Going beyond this “spectral threshold” for arbitrary Gaussians has been a major open problem.

The representative hard case is the special case of two parallel “pancakes”, i.e., two Gaussians that are spherical in $n-1$ directions and narrow in the last direction, so that a hyperplane orthogonal to the last direction separates the two. The spectral approach requires a separation that grows with their largest standard deviation which is unrelated to the distance between the pancakes (their means). Other examples can be generated by starting with Gaussians in $k$ dimensions that are separable and then adding other dimensions, one of which has large variance. Because there is a subspace where the Gaussians are separable, the separation requirement should depend only on the dimension of this subspace and the components’ variances in it.

A related line of work considers learning symmetric product distributions, where the coordinates are independent. Feldman et al [6] have shown that mixtures of axis-aligned Gaussians can be approximated without any separation assumption at all in time exponential in $k$. A. Dasgupta et al [3] consider heavy-tailed distributions as opposed to Gaussians or log-concave ones and give conditions under which they can be clustered using an algorithm that is exponential in the number of samples. Chaudhuri and Rao [2] have recently given a polynomial time algorithm for clustering such heavy tailed product distributions.

### 1.2 Results

We assume we are given a lower bound $w$ on the minimum mixing weight and $k$, the number of components. With high probability, our algorithm Unravel returns a partition of space by hyperplanes so that each part (a polyhedron) encloses almost all of the probability mass of a single component and almost none of the other components. The error of such a set of polyhedra is the total probability mass that falls outside the correct polyhedron.

We first state our result for two Gaussians in a way that makes clear the relationship to previous work that relies on separation.
Theorem 1. Let $w_1, \mu_1, \Sigma_1$ and $w_2, \mu_2, \Sigma_2$ define a mixture of two Gaussians. There is an absolute constant $C$ such that, if there exists a direction $v$ such that

$$|\text{proj}_v(\mu_1 - \mu_2)| \geq C \left( \sqrt{v^T \Sigma_1 v} + \sqrt{v^T \Sigma_2 v} \right) w^{-2} \log^{1/2} \left( \frac{1}{w \delta} + \frac{1}{\eta} \right),$$

then with probability $1 - \delta$ algorithm Unravel returns two complementary halfspaces that have error at most $\eta$ using time and a number of samples that is polynomial in $n, w^{-1}, \log(1/\delta)$.

So the separation required between the means is comparable to the standard deviation in some direction. This separation condition of Theorem 1 is affine-invariant and much weaker than conditions of the form $\|\mu_1 - \mu_2\| \gtrsim \max\{\sigma_1, \sigma_2\}$ used in previous work. See Figure 2. The dotted line shows how previous work effectively treats every component as spherical. We also note that the separating direction does not need to be the intermean direction as illustrated in Figure 2(c). The dotted line illustrates hyperplane induced by the intermean direction, which may be far from the optimal separating hyperplane shown by the solid line.

It will be insightful to state this result in terms of the Fisher discriminant, a standard notion from Pattern Recognition [8, 7] that is used with labeled data. In words, the Fisher discriminant along direction $p$ is

$$J(p) = \frac{\text{the intra-component variance in direction } p}{\text{the total variance in direction } p}$$

Mathematically, this is expressed as

$$J(p) = \frac{E \left[ \|\text{proj}_p(x - \mu_{\ell(x)})\|^2 \right]}{E \left[ \|\text{proj}_p(x)\|^2 \right]} = \frac{p^T(w_1 \Sigma_1 + w_2 \Sigma_2)p}{p^T(w_1 (\Sigma_1 + \mu_1 \mu_1^T) + w_2 (\Sigma_2 + \mu_2 \mu_2^T))p}$$

for $x$ distributed according to a mixture distribution with means $\mu_i$ and covariance matrices $\Sigma_i$. We use $\ell(x)$ to indicate the component from which $x$ was drawn.

Theorem 2. There is an absolute constant $C$ for which the following holds. Suppose that $F$ is a mixture of two Gaussians such that there exists a direction $p$ for which

$$J(p) \leq C w^3 \log^{-1} \left( \frac{1}{\delta w} + \frac{1}{\eta} \right).$$

With probability $1 - \delta$, algorithm Unravel returns a halfspace with error at most $\eta$ using time and sample complexity polynomial in $n, w^{-1}, \log(1/\delta)$.

There are several ways of generalizing the Fisher discriminant for $k = 2$ components to greater $k$ [7]. These generalizations are most easily understood when the distribution is isotropic. An isotropic distribution has the identity matrix as its covariance and the origin as its mean. An isotropic mixture therefore has

$$\sum_{i=1}^k w_i \mu_i = 0 \quad \text{and} \quad \sum_{i=1}^k w_i (\Sigma_i + \mu_i \mu_i^T) = I.$$

It is well known that any distribution with bounded covariance matrix (and therefore any mixture) can be made isotropic by an affine transformation. As we will see shortly, for $k = 2$, for an isotropic mixture, the line joining the means is the direction that minimizes the Fisher discriminant.
Under isotropy, the denominator of the Fisher discriminant is always 1. Thus, the discriminant is just the expected squared distance between the projection of a point and the projection of its mean, where projection is onto some direction $p$. The generalization to $k > 2$ is natural, as we may simply replace projection onto direction $p$ with projection onto a $(k - 1)$-dimensional subspace $S$. For convenience, let

$$\Sigma = \sum_{i=1}^{k} w_i \Sigma_i.$$ 

Let the vector $p_1, \ldots, p_{k-1}$ be an orthonormal basis of $S$ and let $\ell(x)$ be the component from which $x$ was drawn. We then have under isotropy

$$J(S) = E[\|\text{proj}_S(x - \mu_{\ell(x)})\|^2] = \sum_{j=1}^{k-1} p_j^T \Sigma p_j$$

for $x$ distributed according to a mixture distribution with means $\mu_i$ and covariance matrices $\Sigma_i$. As $\Sigma$ is symmetric positive definite, it follows that the smallest $k - 1$ eigenvectors of the matrix are optimal choices of $p_j$ and $S$ is the span of these eigenvectors.

This motivates our definition of the Fisher subspace for any mixture with bounded second moments (not necessarily Gaussians).

**Definition 1.** Let $\{w_i, \mu_i, \Sigma_i\}$ be the weights, means, and covariance matrices for an isotropic\(^1\) mixture distribution with mean at the origin and where $\dim(\text{span}\{\mu_1, \ldots, \mu_k\}) = k - 1$. Let $\ell(x)$ be the component from which $x$ was drawn. The Fisher subspace $F$ is defined as the $(k - 1)$-dimensional subspace that minimizes

$$J(S) = E[\|\text{proj}_S(x - \mu_{\ell(x)})\|^2].$$

over subspaces $S$ of dimension $k - 1$.

Note that $\dim(\text{span}\{\mu_1, \ldots, \mu_k\})$ is only $k - 1$ because isotropy implies $\sum_{i=1}^{k} w_i \mu_i = 0$. The next lemma provides a simple alternative characterization of the Fisher subspace as the span of the means of the components (after transforming to isotropic position). The proof is given in Section 3.2.

**Lemma 1.** Suppose $\{w_i, \mu_i, \Sigma_i\}_{i=1}^{k}$ defines an isotropic mixture in $\mathbb{R}^n$. Let $\lambda_1 \geq \ldots \geq \lambda_n$ be the eigenvalues of the matrix $\Sigma = \sum_{i=1}^{k} w_i \Sigma_i$ and let $v_1, \ldots, v_n$ be the corresponding eigenvectors. If the dimension of the span of the means of the components is $k - 1$, then the Fisher subspace

$$F = \text{span}\{v_{n-k+1}, \ldots, v_n\} = \text{span}\{\mu_1, \ldots, \mu_k\}.$$ 

Our algorithm attempts to find the Fisher subspace (or one close to it) and succeeds in doing so, provided the discriminant is small enough.

The next definition will be useful in stating our main theorem precisely.

**Definition 2.** The overlap of a mixture given as in Definition\(^1\) is

$$\phi = \min_{S: \text{dim}(S) = k - 1} \max_{p \in S} p^T \Sigma p.$$  \hspace{1cm} (1)

\(^1\)For non-isotropic mixtures, the Fisher discriminant generalizes to $\sum_{j=1}^{k-1} p_j^T \left(\sum_{i=1}^{k} w_i (\Sigma_i + \mu_i \mu_i^T)\right)^{-1} \Sigma p_j$ and the overlap to $p^T \left(\sum_{i=1}^{k} w_i (\Sigma_i + \mu_i \mu_i^T)\right)^{-1} \Sigma p$.
It is a direct consequence of the Courant-Fisher min-max theorem that $\phi$ is the $(k-1)$th smallest eigenvalue of the matrix $\Sigma$ and the subspace achieving $\phi$ is the Fisher subspace, i.e.,

$$
\phi = \left\| E[\text{proj}_F(x - \mu_\ell(x))\text{proj}_F(x - \mu_\ell(x))^T]\right\|_2.
$$

We can now state our main theorem for $k > 2$.

**Theorem 3.** There is an absolute constant $C$ for which the following holds. Suppose that $F$ is a mixture of $k$ Gaussian components where the overlap satisfies

$$
\phi \leq C w^3 k^{-3} \log^{-1} \left( \frac{nk}{\delta w} + \frac{1}{\eta} \right)
$$

With probability $1 - \delta$, algorithm Unravel returns a set of $k$ polyhedra that have error at most $\eta$ using time and a number of samples that is polynomial in $n, w^{-1}, \log(1/\delta)$.

In words, the algorithm successfully unravels arbitrary Gaussians provided there exists a $(k-1)$-dimensional subspace in which along every direction, the expected squared distance of a point to its component mean is smaller than the expected squared distance to the overall mean by roughly a poly($k, 1/w$) factor. There is no dependence on the largest variances of the individual components, and the dependence on the ambient dimension is logarithmic. This means that the addition of extra dimensions (even where the distribution has large variance) as discussed in Section 1.1 has little impact on the success of our algorithm.

## 2 Algorithm

The algorithm has three major components: an initial affine transformation, a reweighting step, and identification of a direction close to the Fisher subspace and a hyperplane orthogonal to this direction which leaves each component’s probability mass almost entirely in one of the halfspaces induced by the hyperplane. The key insight is that the reweighting technique will either cause the mean of the mixture to shift in the intermean subspace, or cause the top $k-1$ principal components of the second moment matrix to approximate the intermean subspace. In either case, we obtain a direction along which we can partition the components.

We first find an affine transformation $W$ which when applied to $F$ results in an isotropic distribution. That is, we move the mean to the origin and apply a linear transformation to make the covariance matrix the identity. We apply this transformation to a new set of $m_1$ points $\{x_i\}$ from $F$ and then reweight according to a spherically symmetric Gaussian $\exp(-\|x\|^2/(2\alpha))$ for $\alpha = \Theta(n/w)$. We then compute the mean $\hat{u}$ and second moment matrix $\hat{M}$ of the resulting set.

After the reweighting, the algorithm chooses either the new mean or the direction of maximum second moment and projects the data onto this direction $h$. By bisecting the largest gap between points, we obtain a threshold $t$, which along with $h$ defines a hyperplane that separates the components. Using the notation $H_{h,t} = \{x \in \mathbb{R}^n : h^T x \geq t\}$, to indicate a halfspace, we then recurse on each half of the mixture. Thus, every node in the recursion tree represents an intersection of half-spaces. To make our analysis easier, we assume that we use different samples for each step of the algorithm. The reader might find it useful to read Section 2.1 which gives an intuitive explanation for how the algorithm works on parallel pancakes, before reviewing the details of the algorithm.

\[\text{This practice of transforming the points and then looking at the second moment matrix can be viewed as a form of kernel PCA; however the connection between our algorithm and kernel PCA is superficial. Our transformation does not result in any standard kernel. Moreover, it is dimension-preserving (it is just a reweighting), and hence the “kernel trick” has no computational advantage.}\]
Algorithm 1 Unravel
Input: Integer $k$, scalar $w$. Initialization: $P = \mathbb{R}^n$.

1. (Isotropy) Use samples lying in $P$ to compute an affine transformation $W$ that makes the distribution nearly isotropic (mean zero, identity covariance matrix).

2. (Reweighting) Use $m_1$ samples in $P$ and for each compute a weight $e^{-\|x\|^2/(\alpha)}$ (where $\alpha > n/w$).

3. (Separating Direction) Find the mean of the reweighted data $\hat{\mu}$. If $\|\hat{\mu}\| > \sqrt{w}/(32\alpha)$, let $h = \hat{\mu}$. Otherwise, find the covariance matrix $\hat{M}$ of the reweighted points and let $h$ be its top principal component.

4. (Recursion) Project $m_2$ sample points to $h$ and find the largest gap between points in the interval $[-1/2, 1/2]$. If this gap is less than $1/4(k-1)$, then return $P$. Otherwise, set $t$ to be the midpoint of the largest gap, recurse on $P \cap H_{h,t}$ and $P \cap H_{-h,-t}$, and return the union of the polyhedra produces by these recursive calls.

2.1 Parallel Pancakes
The following special case, which represents the open problem in previous work, will illuminate the intuition behind the new algorithm. Suppose $\mathcal{F}$ is a mixture of two spherical Gaussians that are well-separated, i.e. the intermean distance is large compared to the standard deviation along any direction. We consider two cases, one where the mixing weights are equal and another where they are imbalanced.

After isotropy is enforced, each component will become thin in the intermean direction, giving the density the appearance of two parallel pancakes. When the mixing weights are equal, the means of the components will be equally spaced at a distance of $1 - \phi$ on opposite sides of the origin. For imbalanced weights, the origin will still lie on the intermean direction but will be much closer to the heavier component, while the lighter component will be much further away. In both cases, this transformation makes the variance of the mixture 1 in every direction, so the principal components give us no insight into the inter-mean direction.

Consider next the effect of the reweighting on the mean of the mixture. For the case of equal mixing weights, symmetry assures that the mean does not shift at all. For imbalanced weights, however, the heavier component, which lies closer to the origin will become heavier still. Thus, the reweighted mean shifts toward the mean of the heavier component, allowing us to detect the intermean direction.

Finally, consider the effect of reweighting on the second moments of the mixture with equal mixing weights. Because points closer to the origin are weighted more, the second moment in every direction is reduced. However, in the intermean direction, where part of the moment is due to the displacement of the component means from the origin, it shrinks less. Thus, the direction of maximum second moment is the intermean direction.

2.2 Overview of Analysis
To analyze the algorithm, in the general case, we will proceed as follows. Section 3 shows that under isotropy the Fisher subspace coincides with the intermean subspace (Lemma 1), gives the necessary sampling convergence and perturbation lemmas and relates overlap to a more conventional notion.
of separation (Prop. 5). Section 3.3 gives approximations to the first and second moments. Section 4 then combines these approximations with the perturbation lemmas to show that the vector \( h \) (either the mean shift or the largest principal component) lies close to the intermean subspace. Finally, Section 5 shows the correctness of the recursive aspects of the algorithm.

3 Preliminaries

3.1 Matrix Properties

For a matrix \( Z \), we will denote the \( i \)th largest eigenvalue of \( Z \) by \( \lambda_i(Z) \) or just \( \lambda_i \) if the matrix is clear from context. Unless specified otherwise, all norms are the 2-norm. For symmetric matrices, this is \( \|Z\|_2 = \lambda_1(Z) = \max_{x \in \mathbb{R}^n} \|Zx\|_2/\|x\|_2 \).

The following two facts from linear algebra will be useful in our analysis.

**Fact 2.** Let \( \lambda_1 \geq \ldots \geq \lambda_n \) be the eigenvalues for an \( n \)-by-\( n \) symmetric positive definite matrix \( Z \) and let \( v_1, \ldots v_n \) be the corresponding eigenvectors. Then

\[
\lambda_n + \ldots + \lambda_{n-k+1} = \min_{S: \dim(S) = k} \sum_{j=1}^{k} p_j^T Z p_j,
\]

where \( \{p_j\} \) is any orthonormal basis for \( S \). If \( \lambda_{n-k} > \lambda_{n-k+1} \), then \( \text{span}\{v_n, \ldots, v_{n-k+1}\} \) is the unique minimizing subspace.

Recall that a matrix \( Z \) is positive semi-definite if \( x^T Z x \geq 0 \) for all non-zero \( x \).

**Fact 3.** Suppose that the matrix

\[
Z = \begin{bmatrix} A & B^T \\ B & D \end{bmatrix}
\]

is symmetric positive semi-definite and that \( A \) and \( D \) are square submatrices. Then \( \|B\| \leq \sqrt{\|A\|\|D\|} \).

**Proof.** Let \( y \) and \( x \) be the top left and right singular vectors of \( B \), so that \( y^T B x = \|B\| \). Because \( Z \) is positive semi-definite, we have that for any real \( \gamma \),

\[
0 \leq [\gamma x^T y^T] Z [\gamma x^T y^T]^T = \gamma^2 x^T A x + 2 \gamma y^T B x + y^T D y.
\]

This is a quadratic polynomial in \( \gamma \) that can have only one real root. Therefore the discriminant must be non-positive:

\[
0 \geq 4(y^T B x)^2 - 4(x^T A x)(y^T D y).
\]

We conclude that

\[
\|B\| = y^T B x \leq \sqrt{(x^T A x)(y^T D y)} \leq \sqrt{\|A\|\|D\|}.
\]

3.2 The Fisher Criterion and Isotropy

We begin with the proof of the lemma that for an isotropic mixture the Fisher subspace is the same as the intermean subspace.
Proof of Lemma 1. By definition for an isotropic distribution, the Fisher subspace minimizes

\[ J(S) = E[\|\text{proj}_S(x - \mu_\ell(x))\|^2] = \sum_{j=1}^{k-1} p_j^T \Sigma p_j, \]

where \( \{p_j\} \) is an orthonormal basis for \( S \).

By Fact 2 one minimizing subspace is the span of the smallest \( k - 1 \) eigenvectors of the matrix \( \Sigma \), i.e. \( v_{n-k+2}, \ldots, v_n \). Because the distribution is isotropic,

\[ \Sigma = I - \sum_{i=1}^{k} w_i \mu_i \mu_i^T, \]

and these vectors become the largest eigenvectors of \( \sum_{i=1}^{k} w_i \mu_i \mu_i^T \). Clearly, \( \text{span}\{v_{n-k+2}, \ldots, v_n\} \subseteq \text{span}\{\mu_1, \ldots, \mu_k\} \), but both spans have dimension \( k - 1 \) making them equal.

Since \( v_{n-k+1} \) must be orthogonal to the other eigenvectors, it follows that \( \lambda_{n-k+1} = 1 > \lambda_{n-k+2} \). Therefore, \( \text{span}\{v_{n-k+2}, \ldots, v_n\} \subseteq \text{span}\{\mu_1, \ldots, \mu_k\} \) is the unique minimizing subspace.

It follows directly that under the conditions of Lemma 1 the overlap may be characterized as

\[ \phi = \lambda_{n-k+2}(\Sigma) = 1 - \lambda_{k-1} \left( \sum_{i=1}^{k} w_i \mu_i \mu_i^T \right). \]

For clarity of the analysis, we will assume that Step 1 of the algorithm produces a perfectly isotropic mixture. Theorem 4 gives a bound on the required number of samples to make the distribution nearly isotropic, and as our analysis shows, our algorithm is robust to small estimation errors.

We will also assume for convenience of notation that the unit vectors along the first \( k-1 \) coordinate axes \( e_1, \ldots, e_{k-1} \) span the intermean (i.e. Fisher) subspace. That is, \( F = \text{span}\{e_1, \ldots, e_{k-1}\} \).

When considering this subspace it will be convenient to be able to refer to projection of the mean vectors to this subspace. Thus, we define \( \tilde{\mu}_i \in \mathbb{R}^{k-1} \) to be the first \( k-1 \) coordinates of \( \mu_i \); the remaining coordinates are all zero. In other terms, \( \tilde{\mu}_i = \begin{bmatrix} I_{k-1} & 0 \end{bmatrix} \mu_i \).

In this coordinate system the covariance matrix of each component has a particular structure, which will be useful for our analysis. For the rest of this paper we fix the following notation: an isotropic mixture is defined by \( \{w_i, \mu_i, \Sigma_i\} \). We assume that \( \text{span}\{e_1, \ldots, e_{k-1}\} \) is the intermean subspace and \( A_i, B_i, \) and \( D_i \) are defined such that

\[ w_i \Sigma_i = \begin{bmatrix} A_i & B_i^T \\ B_i & D_i \end{bmatrix} \quad (2) \]

where \( A_i \) is a \( (k-1) \times (k-1) \) submatrix and \( D_i \) is a \( (n-k+1) \times (n-k+1) \) submatrix.

Lemma 4 (Covariance Structure). Using the above notation,

\[ \|A_i\| \leq \phi, \|D_i\| \leq 1, \|B_i\| \leq \sqrt{\phi} \]

for all components \( i \).
Proof of Lemma 4. Because \( \text{span}\{e_1, \ldots, e_{k-1}\} \) is the Fisher subspace

\[
\phi = \max_{v \in \mathbb{R}^{k-1}} \frac{1}{\|v\|^2} \sum_{i=1}^{k} v^T A_i v = \left\| \sum_{i=1}^{k} A_i \right\|_2.
\]

Also \( \sum_{i=1}^{k} D_i = I \), so \( \| \sum_{i=1}^{k} D_i \| = 1 \). Each matrix \( w_i \Sigma_i \) is positive definite, so the principal minors \( A_i, D_i \) must be positive definite as well. Therefore, \( \| A_i \| \leq \phi \), \( \| D_i \| \leq 1 \), and \( \| B_i \| \leq \sqrt{\| A_i \| \cdot \| D_i \|} = \sqrt{\phi} \) using Fact 3.

For small \( \phi \), the covariance between intermean and non-intermean directions, i.e. \( B_i \), is small. For \( k = 2 \), this means that all densities will have a “nearly parallel pancake” shape. In general, it means that \( k-1 \) of the principal axes of the Gaussians will lie close to the intermean subspace.

We conclude this section with a proposition connecting, for \( k = 2 \), the overlap to a standard notion of separation between two distributions, so that Theorem 1 becomes an immediate corollary of Theorem 2.

Proposition 5. If there exists a unit vector \( p \) such that

\[
|p^T (\mu_1 - \mu_2)| > t(\sqrt{p^T w_1 \Sigma_1 p} + \sqrt{p^T w_2 \Sigma_2 p}),
\]

then the overlap \( \phi \leq J(p) \leq (1 + w_1 w_2 t^2)^{-1} \).

Proof of Proposition 5. Since the mean of the distribution is at the origin, we have \( w_1 p^T \mu_1 = -w_2 p^T \mu_2 \). Thus,

\[
|p^T \mu_1 - p^T \mu_2|^2 = (p^T \mu_1)^2 + (p^T \mu_2)^2 + 2|p^T \mu_1||p^T \mu_2| = (w_1 p^T \mu_1)^2 \left( \frac{1}{w_1^2} + \frac{1}{w_2^2} + \frac{2}{w_1 w_2} \right),
\]

using \( w_1 + w_2 = 1 \). We rewrite the last factor as

\[
\frac{1}{w_1^2} + \frac{1}{w_2^2} + \frac{2}{w_1 w_2} = \frac{w_1^2 + w_2^2 + 2w_1 w_2}{w_1^2 w_2} = \frac{1}{w_1^2 w_2} = \frac{1}{w_1 w_2} \left( \frac{1}{w_1} + \frac{1}{w_2} \right).
\]

Again, using the fact that \( w_1 p^T \mu_1 = -w_2 p^T \mu_2 \), we have that

\[
|p^T \mu_1 - p^T \mu_2|^2 = \frac{(w_1 p^T \mu_1)^2}{w_1 w_2} \left( \frac{1}{w_1} + \frac{1}{w_2} \right) = \frac{w_1 (p^T \mu_1)^2 + w_2 (p^T \mu_2)^2}{w_1 w_2}.
\]

Thus, by the separation condition

\[
w_1 (p^T \mu_1)^2 + w_2 (p^T \mu_2)^2 = w_1 w_2 |p^T \mu_1 - p^T \mu_2|^2 \geq w_1 w_2 t^2 (p^T w_1 \Sigma_1 p + p^T w_2 \Sigma_2 p).
\]

To bound \( J(p) \), we then argue

\[
J(p) = \frac{p^T w_1 \Sigma_1 p + p^T w_2 \Sigma_2 p}{w_1 (p^T \Sigma_1 p + (p^T \mu_1)^2) + w_2 (p^T \Sigma_2 p + (p^T \mu_2)^2)}
\]

\[
= 1 - \frac{w_1 (p^T \mu_1)^2 + w_2 (p^T \mu_2)^2}{w_1 (p^T \Sigma_1 p + (p^T \mu_1)^2) + w_2 (p^T \Sigma_2 p + (p^T \mu_2)^2)}
\]

\[
\leq 1 - \frac{w_1 w_2 t^2 (w_1 p^T \Sigma_1 p + w_2 p^T \Sigma_2 p)}{w_1 (p^T \Sigma_1 p + (p^T \mu_1)^2) + w_2 (p^T \Sigma_2 p + (p^T \mu_2)^2)}
\]

\[
\leq 1 - w_1 w_2 t^2 J(p),
\]

and \( J(p) \leq 1/(1 + w_1 w_2 t^2) \).
3.3 Approximation of the Reweighted Moments

Our algorithm works by computing the first and second reweighted moments of a point set from \( \mathcal{F} \). In this section, we examine how the reweighting affects the second moments of a single component and then give some approximations for the first and second moments of the entire mixture.

3.3.1 Single Component

The first step is to characterize how the reweighting affects the moments of a single component. Specifically, we will show for any function \( f \) (and therefore \( x \) and \( xx^T \) in particular) that for \( \alpha > 0 \),

\[
E \left[ f(x) \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] = \sum_i w_i \rho_i E_i \left[ f(y_i) \right],
\]

Here, \( E_i[\cdot] \) denotes expectation taken with respect to the component \( i \), the quantity \( \rho_i = E_i \left[ \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] \), and \( y_i \) is a Gaussian variable with parameters slightly perturbed from the original \( i \)th component.

Claim 6. If \( \alpha = n/w \), the quantity \( \rho_i = E_i \left[ \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] \) is at least \( 1/2 \).

Proof. Because the distribution is isotropic, for any component \( i \), \( w_i E_i[\|x\|^2] \leq n \). Therefore,

\[
\rho_i = E_i \left[ \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] \geq E_i \left[ 1 - \frac{\|x\|^2}{2\alpha} \right] \geq 1 - \frac{n}{2\alpha} w_i \geq \frac{1}{2}.
\]

\( \square \)

Lemma 7 (Reweighted Moments of a Single Component). For any \( \alpha > 0 \), with respect to a single component \( i \) of the mixture

\[
E_i \left[ x \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] = \rho_i \left( \mu_i - \frac{1}{\alpha} \Sigma_i \mu_i + f \right)
\]

and

\[
E_i \left[ xx^T \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] = \rho \left( \Sigma_i + \mu_i \mu_i^T - \frac{1}{\alpha} (\Sigma_i \Sigma_i + \mu_i \mu_i^T \Sigma_i + \Sigma_i \mu_i \mu_i^T) + F \right)
\]

where \( \|f\|, \|F\| = O(\alpha^{-2}) \).

We first establish the following claim.

Claim 8. Let \( x \) be a random variable distributed according to the normal distribution \( N(\mu, \Sigma) \) and let \( \Sigma = QAQ^T \) be the singular value decomposition of \( \Sigma \) with \( \lambda_1, \ldots, \lambda_n \) being the diagonal elements of \( \Lambda \). Let \( W = \text{diag}(\alpha/(\alpha + \lambda_1), \ldots, \alpha/(\alpha + \lambda_n)) \). Finally, let \( y \) be a random variable distributed according to \( N(QWQ^T \mu, QW \Lambda Q^T) \). Then for any function \( f(x) \),

\[
E \left[ f(x) \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] = \text{det}(W)^{1/2} \exp \left( -\frac{\mu^T Q W Q^T \mu}{2\alpha} \right) \int f(x) \exp \left( -\frac{x^T x}{2\alpha} - \frac{(x - \mu)^T \Lambda^{-1} (x - \mu)}{2} \right) dx.
\]

Proof of Claim 8. We assume that \( Q = I \) for the initial part of the proof. From the definition of a Gaussian distribution, we have

\[
E \left[ f(x) \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] = \text{det}(\Lambda)^{-1/2} (2\pi)^{-n/2} \int \exp \left( -\frac{x^T x}{2\alpha} - \frac{(x - \mu)^T \Lambda^{-1} (x - \mu)}{2} \right) dx.
\]
Because $\Lambda$ is diagonal, we may write the exponents on the right hand side as
\[
\sum_{i=1}^{n} x_i^2 \alpha^{-1} + (x_i - \mu_i)^2 \lambda_i^{-1} = \sum_{i=1}^{n} x_i^2 (\lambda_i^{-1} + \alpha^{-1}) - 2x_i \mu_i \lambda_i^{-1} + \mu_i^2 \lambda_i^{-1}.
\]
Completing the square gives the expression
\[
\sum_{i=1}^{n} \left(x_i - \mu_i \frac{\alpha}{\alpha + \lambda_i}\right)^2 \left(\frac{\lambda_i \alpha}{\alpha + \lambda_i}\right)^{-1} + \mu_i^2 \lambda_i^{-1} - \mu_i^2 \lambda_i^{-1} \frac{\alpha}{\alpha + \lambda_i}.
\]
The last two terms can be simplified to $\mu_i^2 / (\alpha + \lambda_i)$. In matrix form the exponent becomes
\[
(x - W \mu)^T (W \Lambda)^{-1} (x - W \mu) + \mu^T W \mu \alpha^{-1}.
\]
For general $Q$, this becomes
\[
(x - Q W Q^T \mu)^T Q (W \Lambda)^{-1} Q^T (x - Q W Q^T \mu) + \mu^T Q W Q^T \mu \alpha^{-1}.
\]
Now recalling the definition of the random variable $y$, we see
\[
E \left[ f(x) \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] = \det(\Lambda)^{-1/2} (2\pi)^{-n/2} \exp \left( -\frac{\mu^T Q W Q^T \mu}{2\alpha} \right)
\]
\[
\int_{\mathbb{R}^n} f(x) \exp \left( -\frac{1}{2} (x - Q W Q^T \mu)^T Q (W \Lambda)^{-1} Q^T (x - Q W Q^T \mu) \right)
\]
\[
= \det(W)^{1/2} \exp \left( -\frac{\mu^T Q W Q^T \mu}{2\alpha} \right) E[f(y)].
\]

The proof of Lemma 7 is now straightforward.

*Proof of Lemma 7.* For simplicity of notation, we drop the subscript $i$ from $\rho_i$, $\mu_i$, $\Sigma_i$ with the understanding that all statements of expectation apply to a single component. Using the notation of Claim 8 we have
\[
\rho = E \left[ \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] = \det(W)^{1/2} \exp \left( -\frac{\mu^T Q W Q^T \mu}{2\alpha} \right).
\]
A diagonal entry of the matrix $W$ can expanded as
\[
\frac{\alpha}{\alpha + \lambda_i} = 1 - \lambda_i = 1 - \frac{\lambda_i}{\alpha} + \frac{\lambda_i^2}{\alpha (\alpha + \lambda_i)},
\]
so that
\[
W = I - \frac{1}{\alpha} \Lambda + \frac{1}{\alpha^2} W \Lambda^2.
\]
Thus,
\[
E \left[ x \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] = \rho(Q W Q^T \mu)
\]
\[
= \rho(Q I Q^T \mu - \frac{1}{\alpha} Q \Lambda Q^T \mu + \frac{1}{\alpha^2} Q W \Lambda^2 Q^T \mu)
\]
\[
= \rho(\mu - \frac{1}{\alpha} \Sigma \mu + f),
\]
where \( \|f\| = O(\alpha^{-2}) \).

We analyze the perturbed covariance in a similar fashion.

\[
E \left[ xx^T \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] = \rho \left( Q(W\Lambda)Q^T + QWQ^T \mu \mu^T QWQ^T \right)
\]
\[
= \rho \left( Q\Lambda Q^T - \frac{1}{\alpha} Q\Lambda^2 Q^T + \frac{1}{\alpha^2} QW\Lambda^3 Q^T \right)
\]
\[
+ (\mu - \frac{1}{\alpha} \Sigma \mu + f)(\mu - \frac{1}{\alpha} \Sigma \mu + f)^T \right) \right)
\]
\[
= \rho \left( \Sigma + \mu \mu^T - \frac{1}{\alpha} (\Sigma \Sigma + \mu \mu^T \Sigma + \Sigma \mu \mu^T) + F \right),
\]
where \( \|F\| = O(\alpha^{-2}) \).

3.3.2 Mixture moments

The second step is to approximate the first and second moments of the entire mixture distribution. Let \( \rho \) be the vector where \( \rho_i = E_i \left[ \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] \) and let \( \bar{\rho} \) be the average of the \( \rho_i \). We also define

\[
u \equiv E \left[ x \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] = \sum_{i=1}^{k} w_i \rho_i \mu_i - \frac{1}{\alpha} \sum_{i=1}^{k} w_i \rho_i \Sigma_i \mu_i + f \tag{3}
\]
\[
M \equiv E \left[ xx^T \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] = \sum_{i=1}^{k} w_i \rho_i (\Sigma_i + \mu_i \mu_i^T) - \frac{1}{\alpha} (\Sigma_i \Sigma_i + \mu_i \mu_i^T \Sigma_i + \Sigma_i \mu_i \mu_i^T) + F + \frac{2}{\alpha} \sum_{i=1}^{k} w_i \rho_i \Sigma_i \mu_i + f \tag{4}
\]
with \( \|f\| = O(\alpha^{-2}) \) and \( \|F\| = O(\alpha^{-2}) \). We denote the estimates of these quantities computed from samples by \( \hat{\nu} \) and \( \hat{M} \) respectively.

**Lemma 9.** Let \( v = \sum_{i=1}^{k} \rho_i w_i \mu_i \). Then

\[
\|u - v\|^2 \leq \frac{4k^2}{\alpha^2 w} \phi.
\]

**Proof of Lemma** We argue from Eqn. 2 and Eqn. 3 that

\[
\|u - v\| = \frac{1}{\alpha} \left\| \sum_{i=1}^{k} w_i \rho_i \Sigma_i \mu_i \right\| + O(\alpha^{-2})
\]
\[
\leq \frac{1}{\alpha \sqrt{w}} \left( \sum_{i=1}^{k} \rho_i \left\| (w_i \Sigma_i) (\sqrt{w_i} \mu_i) \right\| + O(\alpha^{-2})
\right)
\]
\[
\leq \frac{1}{\alpha \sqrt{w}} \left( \sum_{i=1}^{k} \rho_i \left\| [A_i, B_i^T]^T \right\| \left\| (\sqrt{w_i} \mu_i) \right\| + O(\alpha^{-2}) \right).
\]

From isotropy, it follows that \( \sqrt{\sum w_i \mu_i} \leq 1 \). To bound the other factor, we argue

\[
\|A_i, B_i^T\| \leq \sqrt{2} \max \{ \|A_i\|, \|B_i\| \} \leq \sqrt{2} \phi.
\]

Therefore,

\[
\|u - v\|^2 \leq \frac{2k^2}{\alpha^2 w} \phi + O(\alpha^{-3}) \leq \frac{4k^2}{\alpha^2 w} \phi,
\]

for sufficiently large \( n \), as \( \alpha \geq n/w \).
Lemma 10. Let
\[ \Gamma = \begin{bmatrix} \sum_{i=1}^{k} \rho_i (w_i \tilde{\mu}_i \tilde{\mu}_i^T + A_i) & 0 \\ 0 & \sum_{i=1}^{k} \rho_i D_i - \frac{\rho_i}{w_i \alpha} D_i^2 \end{bmatrix} \].
If \( \|\rho - 1 \bar{\rho}\|_{\infty} < 1/(2\alpha) \), then
\[ \|M - \Gamma\|_2^2 \leq \frac{16^2 k^2}{w^2 \alpha^2} \phi. \]

Before giving the proof, we summarize some of the necessary calculation in the following claim.

Claim 11. The matrix of second moments
\[ M = E \left[ xx^T \exp \left( -\frac{\|x\|^2}{2\alpha} \right) \right] = \begin{bmatrix} \Gamma_{11} & 0 \\ 0 & \Gamma_{22} \end{bmatrix} + \begin{bmatrix} \Delta_{11} & \Delta_{12}^T \\ \Delta_{21} & \Delta_{22} \end{bmatrix} + F, \]
where
\[ \begin{align*}
\Gamma_{11} &= \sum_{i=1}^{k} \rho_i (w_i \tilde{\mu}_i \tilde{\mu}_i^T + A_i) \\
\Gamma_{22} &= \sum_{i=1}^{k} \rho_i D_i - \frac{\rho_i}{w_i \alpha} D_i^2 \\
\Delta_{11} &= -\sum_{i=1}^{k} \frac{\rho_i}{w_i \alpha} B_i^T B_i + \frac{\rho_i}{w_i \alpha} (w_i \tilde{\mu}_i \tilde{\mu}_i^T A_i + w_i A_i \tilde{\mu}_i \tilde{\mu}_i^T + A_i^2) \\
\Delta_{21} &= \sum_{i=1}^{k} \rho_i B_i - \frac{\rho_i}{w_i \alpha} (B_i (w_i \tilde{\mu}_i \tilde{\mu}_i^T) + B_i A_i + D_i B_i) \\
\Delta_{22} &= -\sum_{i=1}^{k} \frac{\rho_i}{w_i \alpha} B_i B_i^T,
\end{align*} \]
and \( \|F\| = O(\alpha^{-2}). \)

Proof. The calculation is straightforward. \( \square \)

Proof of Lemma 10. We begin by bounding the 2-norm of each of the blocks. Since \( \|w_i \tilde{\mu}_i \tilde{\mu}_i^T\| < 1 \) and \( \|A_i\| \leq \phi \) and \( \|B_i\| \leq \sqrt{\phi} \), we can bound
\[ \|\Delta_{11}\| = \max_{\|y\| = 1} \sum_{i=1}^{k} \frac{\rho_i}{w_i \alpha} y^T B_i^T B_i y - \frac{\rho_i}{w_i \alpha} y^T (w_i \tilde{\mu}_i \tilde{\mu}_i^T A_i + w_i A_i \tilde{\mu}_i \tilde{\mu}_i^T + A_i^2) y + O(\alpha^{-2}) \]
\[ \leq \sum_{i=1}^{k} \frac{\rho_i}{w_i \alpha} \|B_i\|^2 + \frac{\rho_i}{w_i \alpha} (2\|A\| + \|A\|^2) + O(\alpha^{-2}) \]
\[ \leq \frac{4k}{w \alpha} \phi + O(\alpha^{-2}). \]
By a similar argument, \( \|\Delta_{22}\| \leq k \phi/(w \alpha) + O(\alpha^{-2}) \). For \( \Delta_{21} \), we observe that \( \sum_{i=1}^{k} B_i = 0 \).
Therefore,
\[ \| \Delta_{21} \| \leq \left\| \sum_{i=1}^{k} (\rho_i - \bar{\rho}) B_i \right\| + \left\| \sum_{i=1}^{k} \frac{\rho_i}{\bar{w}_i \alpha} (B_i (w_i \tilde{\mu}_i \tilde{\mu}_i^T) + B_i A_i + D_i B_i) \right\| + O(\alpha^{-2}) \]
\[ \leq \sum_{i=1}^{k} |\rho_i - \bar{\rho}| \| B_i \| + \sum_{i=1}^{k} \frac{\rho_i}{\bar{w}_i \alpha} (\| B_i (w_i \tilde{\mu}_i \tilde{\mu}_i^T) \| + \| B_i A_i \| + \| D_i B_i \|) + O(\alpha^{-2}) \]
\[ \leq k \| \rho - \bar{\rho} \|_\infty \sqrt{\phi} + \sum_{i=1}^{k} \frac{\rho_i}{\bar{w}_i \alpha} (\sqrt{\phi} + \phi \sqrt{\phi} + \sqrt{\phi}) + O(\alpha^{-2}) \]
\[ \leq k \| \rho - \bar{\rho} \|_\infty \sqrt{\phi} + \frac{3k \bar{\rho}}{\bar{w} \alpha} \sqrt{\phi} \]
\[ \leq \frac{7k}{2 \bar{w} \alpha} \sqrt{\phi} + O(\alpha^{-2}). \]

Thus, we have\[ \max\{\| \Delta_{11} \|, \| \Delta_{22} \|, \| \Delta_{21} \| \} \leq 4k \sqrt{\phi}/(\bar{w} \alpha) + O(\alpha^{-2}), \]
so that\[ \| M - \Gamma \| \leq \| \Delta \| + O(\alpha^{-2}) \leq 2 \max\{\| \Delta_{11} \|, \| \Delta_{22} \|, \| \Delta_{21} \| \} \leq \frac{8k}{\bar{w} \alpha} \sqrt{\phi} + O(\alpha^{-2}) \leq \frac{16k}{\bar{w} \alpha} \sqrt{\phi}. \]
for sufficiently large \( n \), as \( \alpha \geq n/w \).

### 3.4 Sample Convergence

We now give some bounds on the convergence of the transformation to isotropy (\( \hat{\mu} \to 0 \) and \( \hat{\Sigma} \to I \)) and on the convergence of the reweighted sample mean \( \hat{u} \) and sample matrix of second moments \( \hat{M} \) to their expectations \( u \) and \( M \). For the convergence of second moment matrices, we use the following lemma due to Rudelson [12], which was presented in this form in [13].

**Lemma 12.** Let \( y \) be a random vector from a distribution \( D \) in \( \mathbb{R}^n \), with \( \sup_D \| y \| = M \) and \( \| E(yy^T) \| \leq 1 \). Let \( y_1, \ldots, y_m \) be independent samples from \( D \). Let\[ \eta = CM \sqrt{\log \frac{m}{\eta}} \]
where \( C \) is an absolute constant. Then,

(i) If \( \eta < 1 \), then\[ E \left( \| \frac{1}{m} \sum_{i=1}^{m} y_i y_i^T - E(yy^T) \| \right) \leq \eta. \]

(ii) For every \( t \in (0, 1) \),
\[ P \left( \| \frac{1}{m} \sum_{i=1}^{m} y_i y_i^T - E(yy^T) \| > t \right) \leq 2e^{-ct^2/\eta^2}. \]

This lemma is used to show that a distribution can be made nearly isotropic using only \( O^*(kn) \) samples [12, 10]. The isotropic transformation is computed simply by estimating the mean and covariance matrix of a sample, and computing the affine transformation that puts the sample in isotropic position.
Theorem 4. There is an absolute constant $C$ such that for an isotropic mixture of $k$ logconcave distributions, with probability at least $1 - \delta$, a sample of size
\[ m > C \frac{k n \log^2 (n/\delta)}{\epsilon^2} \]
gives a sample mean $\hat{\mu}$ and sample covariance $\hat{\Sigma}$ so that
\[ \|\hat{\mu}\| \leq \epsilon \quad \text{and} \quad \|\hat{\Sigma} - I\| \leq \epsilon. \]

We now consider the reweighted moments.

Lemma 13. Let $\epsilon, \delta > 0$ and let $\hat{\mu}$ be the reweighted sample mean of a set of $m$ points drawn from an isotropic mixture of $k$ Gaussians in $n$ dimensions, where
\[ m \geq \frac{2n\alpha}{\epsilon^2} \log \frac{2n}{\delta}. \]

Then
\[ \Pr[\|\hat{\mu} - u\| > \epsilon] \leq \delta. \]

Proof. We first consider only a single coordinate of the vector $\hat{\mu}$. Let $y = x_1 \exp \left( -\frac{\|x\|^2}{2\alpha} \right) - u_1$. We observe that
\[ |x_1 \exp \left( -\frac{\|x\|^2}{2\alpha} \right)| \leq |x_1| \exp \left( -\frac{x_1^2}{2\alpha} \right) \leq \sqrt{\alpha \epsilon} < \sqrt{\alpha}. \]
Thus, each term in the sum $m\hat{\mu}_1 = \sum_{j=1}^{m} y_j$ falls the range $[-\sqrt{\alpha} - u_1, \sqrt{\alpha} - u_1]$. We may therefore apply Hoeffding’s inequality to show that
\[ \Pr[|\hat{\mu}_1 - u_1| \geq \epsilon/\sqrt{n}] \leq 2 \exp \left( -\frac{2m^2(\epsilon/\sqrt{n})^2}{m \cdot (2\sqrt{\alpha})^2} \right) \leq 2 \exp \left( -\frac{m \epsilon^2}{2m \alpha} \right) \leq \frac{\delta}{n}. \]
Taking the union bound over the $n$ coordinates, we have that with probability $1 - \delta$ the error in each coordinate is at most $\epsilon/\sqrt{n}$, which implies that $\|\hat{\mu} - u\| \leq \epsilon$. \hfill \square

Lemma 14. Let $\epsilon, \delta > 0$ and let $\hat{M}$ be the reweighted sample matrix of second moments for a set of $m$ points drawn from an isotropic mixture of $k$ Gaussians in $n$ dimensions, where
\[ m \geq C_1 \frac{n\alpha}{\epsilon^2} \log \frac{n\alpha}{\delta}. \]
and $C_1$ is an absolute constant. Then
\[ \Pr[\|\hat{M} - M\| > \epsilon] < \delta. \]

Proof. We will apply Lemma [12]. Define $y = x \exp \left( -\frac{\|x\|^2}{2\alpha} \right)$. Then,
\[ y_i^2 \leq x_i^2 \exp \left( -\frac{\|x\|^2}{\alpha} \right) \leq x_i^2 \exp \left( -\frac{x_i^2}{\alpha} \right) \leq \frac{\alpha}{\epsilon} < \alpha. \]
Therefore $\|y\| \leq \sqrt{\alpha n}$.

Next, since $M$ is in isotropic position (we can assume this w.l.o.g.), we have for any unit vector $v$,
\[ \mathbb{E}(\langle v^T y \rangle^2) \leq \mathbb{E}(\langle v^T x \rangle^2) \leq 1 \]
and so \( \|E(yy^T)\| \leq 1. \)

Now we apply the second part of Lemma 12 with \( \eta = \epsilon \sqrt{c/\ln(2/\delta)} \) and \( t = \eta \sqrt{\ln(2/\delta)/c} \). This requires that

\[
\eta = \frac{ce}{\ln(2/\delta)} \leq C \sqrt{\alpha n} \sqrt{\log m/m}
\]

which is satisfied for our choice of \( m \).

**Lemma 15.** Let \( X \) be a collection of \( m \) points drawn from a Gaussian with mean \( \mu \) and variance \( \sigma^2 \). With probability \( 1 - \delta \),

\[
|x - \mu| \leq \sigma \sqrt{2 \log m/\delta}.
\]

for every \( x \in X \).

### 3.5 Perturbation Lemma

We will use the following key lemma due to Stewart [16] to show that when we apply the spectral step, the top \( k - 1 \) dimensional invariant subspace will be close to the Fisher subspace.

**Lemma 16** (Stewart’s Theorem). Suppose \( A \) and \( A + E \) are \( n \times n \) symmetric matrices and that

\[
A = \begin{bmatrix}
D_1 & 0 \\
0 & D_2 \\
r & n - r
\end{bmatrix}
\quad r \quad n - r
\quad E = \begin{bmatrix}
E_{11} & E_{21}^T \\
E_{21} & E_{22}
\end{bmatrix}
\quad r \quad n - r
\]

Let the columns of \( V \) be the top \( r \) eigenvectors of the matrix \( A + E \) and let \( P_2 \) be the matrix with columns \( e_{r+1}, \ldots, e_n \). If \( d = \lambda_r(D_1) - \lambda_1(D_2) > 0 \) and

\[
\|E\| \leq \frac{d}{5},
\]

then

\[
\|V^T P_2\| \leq \frac{4}{d} \|E_{21}\|_2.
\]

### 4 Finding a Vector near the Fisher Subspace

In this section, we combine the approximations of Section 3.3 and the perturbation lemma of Section 3.5 to show that the direction \( h \) chosen by step 3 of the algorithm is close to the intermean subspace. Section 5 argues that this direction can be used to partition the components. Finding the separating direction is the most challenging part of the classification task and represents the main contribution of this work.

We first assume zero overlap and that the sample reweighted moments behave exactly according to expectation. In this case, the mean shift \( \hat{u} \) becomes

\[
v \equiv \sum_{i=1}^{k} w_i \rho_i \mu_i.
\]

We can intuitively think of the components that have greater \( \rho_i \) as gaining mixing weight and those with smaller \( \rho_i \) as losing mixing weight. As long as the \( \rho_i \) are not all equal, we will observe some shift of the mean in the intermean subspace, i.e. Fisher subspace. Therefore, we may use
this direction to partition the components. On the other hand, if all of the \( \rho_i \) are equal, then \( \hat{M} \) becomes
\[
\Gamma = \left[ \sum_{i=1}^{k} \rho_i (w_i \hat{\mu}_i \hat{\mu}_i^T + A_i) \right] = \hat{\rho} \left[ I 0 0 I - \frac{1}{\alpha} \sum_{i=1}^{k} \frac{1}{w_i} D_i^2 \right].
\]
Notice that the second moments in the subspace \( \text{span}\{e_1, \ldots, e_{k-1}\} \) are maintained while those in the complementary subspace are reduced by \( \text{poly}(1/\alpha) \). Therefore, the top eigenvector will be in the intermean subspace, which is the Fisher subspace.

We now argue that this same strategy can be adapted to work in general, i.e., with nonzero overlap and sampling errors, with high probability. A critical aspect of this argument is that the norm of the error term \( \hat{M} - \Gamma \) depends only on \( \phi \) and \( k \) and not the dimension of the data. See Lemma 10 and the supporting Lemma 4 and Fact 3.

Since we cannot know directly how imbalanced the \( \rho_i \) are, we choose the method of finding a separating direction according the norm of the vector \( \|\hat{u}\| \). Recall that when \( \|\hat{u}\| > \sqrt{w/(32\alpha)} \) the algorithm uses \( \hat{u} \) to determine the separating direction \( h \). Lemma 17 guarantees that this vector is close to the Fisher subspace. When \( \|\hat{u}\| \leq \sqrt{w/(32\alpha)} \), the algorithm uses the top eigenvector of the covariance matrix \( \hat{M} \). Lemma 18 guarantees that this vector is close to the Fisher subspace.

**Lemma 17** (Mean Shift Method). Let \( \epsilon > 0 \). There exists a constant \( C \) such that if \( m_1 \geq Cn^4 \text{poly}(k, w^{-1}, \log n/\delta) \), then the following holds with probability \( 1 - \delta \). If \( \|\hat{u}\| > \sqrt{w/(32\alpha)} \) and
\[
\phi \leq \frac{w^2 \epsilon}{2^{14} k^2},
\]
then
\[
\frac{\|\hat{u}^T v\|}{\|\hat{u}\| \|v\|} \geq 1 - \epsilon.
\]

**Lemma 18** (Spectral Method). Let \( \epsilon > 0 \). There exists a constant \( C \) such that if \( m_1 \geq Cn^4 \text{poly}(k, w^{-1}, \log n/\delta) \), then the following holds with probability \( 1 - \delta \). Let \( v_1, \ldots, v_{k-1} \) be the top \( k - 1 \) eigenvectors of \( \hat{M} \). If \( \|\hat{u}\| \leq \sqrt{w/(32\alpha)} \) and
\[
\phi \leq \frac{w^2 \epsilon}{640^2 k^2}
\]
then
\[
\min_{v \in \text{span}\{v_1, \ldots, v_{k-1}\}, \|v\|=1} \|\text{proj}_F(v)\| \geq 1 - \epsilon.
\]

### 4.1 Mean Shift

*Proof of Lemma 17.* We will make use of the following claim.

**Claim 19.** For any vectors \( a, b \neq 0 \),
\[
\frac{|a^T b|}{\|a\| \|b\|} \geq \left( 1 - \frac{\|a - b\|^2}{\max\{\|a\|^2, \|b\|^2\}} \right)^{1/2}.
\]

By the triangle inequality, \( \|u - v\| \leq \|\hat{u} - u\| + \|u - v\| \). By Lemma 9
\[
\|u - v\| \leq \sqrt{\frac{4k^2}{\alpha^2 w}} \phi = \sqrt{\frac{4k^2}{\alpha^2 w} \cdot \frac{w^2 \epsilon}{2^{14} k^2}} \leq \sqrt{\frac{w \epsilon}{2^{12} \alpha^2}}.
\]
By Lemma 13 for large $m_1$ we obtain the same bound on $\|\hat{u} - u\|$ with probability $1 - \delta$. Thus,

$$\|\hat{u} - v\| \leq \sqrt{w} \frac{e}{2^{10} \alpha^2}.$$ 

Applying the claim gives

$$\frac{\|\hat{u}^T v\|}{\|\hat{u}\| \|v\|} \geq 1 - \frac{\|\hat{u} - v\|^2}{\|\hat{u}\|^2} \geq 1 - \frac{w e}{2^{10} \alpha^2} \cdot 32^2 \alpha^2 \frac{1}{w} = 1 - \epsilon. \quad \Box$$

**Proof of Claim 19.** Without loss of generality, assume $\|u\| \geq \|v\|$ and fix the distance $\|u - v\|$. In order to maximize the angle between $u$ and $v$, the vector $v$ should be chosen so that it is tangent to the sphere centered at $u$ with radius $\|u - v\|$. Hence, the vectors $u, v, (u - v)$ form a right triangle where $\|u\|^2 = \|v\|^2 + \|u - v\|^2$. For this choice of $v$, let $\theta$ be the angle between $u$ and $v$ so that

$$\frac{u^T v}{\|u\| \|v\|} = \cos \theta = (1 - \sin^2 \theta)^{1/2} = \left(1 - \frac{\|u - v\|^2}{\|u\|^2}\right)^{1/2}. \quad \Box$$

### 4.2 Spectral Method

We first show that the smallness of the mean shift $\hat{u}$ implies that the coefficients $\rho_i$ are sufficiently uniform to allow us to apply the spectral method.

**Claim 20 (Small Mean Shift Implies Balanced Second Moments).** If $\|\hat{u}\| \leq \sqrt{w} / (32 \alpha)$ and

$$\sqrt{\phi} \leq \frac{w}{64 k},$$

then

$$\|\rho - 1\bar{\rho}\|_2 \leq \frac{1}{8 \alpha}.\quad \Box$$

**Proof.** Let $q_1, \ldots, q_k$ be the right singular vectors of the matrix $U = [w_1 \mu_1, \ldots, w_k \mu_k]$ and let $\sigma_i(U)$ be the $i$th largest singular value. Because $\sum_{i=1}^k w_i \mu_i = 0$, we have that $\sigma_k(U) = 0$ and $q_k = 1 / \sqrt{k}$. Recall that $\rho$ is the $k$ vector of scalars $\rho_1, \ldots, \rho_k$ and that $v = U \rho$. Then

$$\|v\|^2 = \|U \rho\|^2 = \sum_{i=1}^{k-1} \sigma_i(U)^2 (q_i^T \rho)^2 \geq \sigma_{k-1}(U)^2 \|\rho - q_k(q_k^T \rho)\|_2^2 = \sigma_{k-1}(U)^2 \|\rho - 1\bar{\rho}\|_2^2.$$
Because $q_{k-1} \in \text{span}\{\mu_1, \ldots, \mu_k\}$, we have that $\sum_{i=1}^{k} w_i q_{k-1}^T \mu_i \mu_i^T q_{k-1} \geq 1 - \phi$. Therefore,

$$\sigma_{k-1}(U)^2 = \|U q_{k-1}\|^2$$

$$= q_{k-1}^T \left( \sum_{i=1}^{k} w_i^2 \mu_i \mu_i^T \right) q_{k-1}$$

$$\geq w q_{k-1}^T \left( \sum_{i=1}^{k} w_i \mu_i \mu_i^T \right) q_{k-1}$$

$$\geq w(1 - \phi).$$

Thus, we have the bound

$$\|\rho - 1\bar{\rho}\|_{\infty} \leq \frac{1}{\sqrt{(1 - \phi)w}} \|v\| \leq \frac{2}{\sqrt{w}} \|v\|.$$  

By the triangle inequality $\|v\| \leq \|\hat{u}\| + \|\hat{u} - v\|$. As argued in Lemma 9

$$\|\hat{u} - v\| \leq \sqrt{\frac{4k^2}{\alpha^2 w}} \phi = \sqrt{\frac{4k^2}{\alpha^2 w} \cdot \frac{w^2}{64k^2}} = \leq \frac{\sqrt{w}}{32\alpha}.$$  

Thus,

$$\|\rho - 1\bar{\rho}\|_{\infty} \leq \frac{2\bar{\rho}}{\sqrt{w}} \|v\|$$

$$\leq \frac{2\bar{\rho}}{\sqrt{w}} \left( \sqrt{\frac{w}{32\alpha}} + \sqrt{\frac{w}{32\alpha}} \right)$$

$$\leq \frac{1}{8\alpha}.$$

We next show that the top $k - 1$ principal components of $\Gamma$ span the intermean subspace and put a lower bound on the spectral gap between the intermean and non-intermean components.

**Lemma 21 (Ideal Case).** If $\|\rho - 1\bar{\rho}\|_{\infty} \leq 1/(8\alpha)$, then

$$\lambda_{k-1}(\Gamma) - \lambda_k(\Gamma) \geq \frac{1}{4\alpha},$$

and the top $k - 1$ eigenvectors of $\Gamma$ span the means of the components.

**Proof of Lemma 21.** We first bound $\lambda_{k-1}(\Gamma_{11})$. Recall that

$$\Gamma_{11} = \sum_{i=1}^{k} \rho_i (w_i \tilde{\mu}_i \tilde{\mu}_i^T + A_i).$$

Thus,

$$\lambda_{k-1}(\Gamma_{11}) = \min_{\|y\|=1} \sum_{i=1}^{k} \rho_i y^T (w_i \tilde{\mu}_i \tilde{\mu}_i^T + A_i) y$$

$$\geq \bar{\rho} - \max_{\|y\|=1} \sum_{i=1}^{k} (\bar{\rho} - \rho_i) y^T (w_i \tilde{\mu}_i \tilde{\mu}_i^T + A_i) y.$$  
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We observe that \( \sum_{i=1}^{k} y^T(w_i\tilde{\mu}_i + A_i)y = 1 \) and each term is non-negative. Hence the sum is bounded by
\[
\sum_{i=1}^{k} (\tilde{\rho} - \rho_i)y^T(w_i\tilde{\mu}_i + A_i)y \leq \|\rho - 1\tilde{\rho}\|_{\infty},
\]
so,
\[
\lambda_{k-1}(\Gamma_{11}) \geq \tilde{\rho} - \|\rho - 1\tilde{\rho}\|_{\infty}.
\]

Next, we bound \( \lambda_1(\Gamma_{22}) \). Recall that \( \Gamma_{22} = \sum_{i=1}^{k} \rho_i D_i - \frac{\rho_i}{w_i} D^2_i \)
and that for any \( n - k \) vector \( y \) such that \( \|y\| = 1 \), we have \( \sum_{i=1}^{k} y^T D_i y = 1 \). Using the same arguments as above,
\[
\lambda_1(\Gamma_{22}) = \max_{\|y\|=1} \tilde{\rho} + \sum_{i=1}^{k} (\rho_i - \tilde{\rho})y^T D_i y - \frac{\rho_i}{w_i} y^T D^2_i y
\]
\[
\leq \tilde{\rho} + \|\rho - 1\tilde{\rho}\|_{\infty} - \min_{\|y\|=1} \sum_{i=1}^{k} \frac{\rho_i}{w_i} y^T D^2_i y.
\]

To bound the last sum, we observe that \( \rho_i - \tilde{\rho} = O(\alpha^{-1}) \). Therefore
\[
\sum_{i=1}^{k} \frac{\rho_i}{w_i} y^T D^2_i y \geq \frac{\tilde{\rho}}{\alpha} \sum_{i=1}^{k} \frac{1}{w_i} y^T D^2_i y + O(\alpha^{-2}).
\]

Without loss of generality, we may assume that \( y = e_1 \) by an appropriate rotation of the \( D_i \). Let \( D_i(\ell,j) \) be element in the \( \ell \)th row and \( j \)th column of the matrix \( D_i \). Then the sum becomes
\[
\sum_{i=1}^{k} \frac{1}{w_i} y^T D^2_i y = \sum_{i=1}^{k} \frac{1}{w_i} \sum_{j=1}^{n} D_j(1,j)^2
\]
\[
\geq \sum_{i=1}^{k} \frac{1}{w_i} D_j(1,1)^2.
\]

Because \( \sum_{i=1}^{k} D_i = I \), we have \( \sum_{i=1}^{k} D_j(1,1) = 1 \). From the Cauchy-Schwartz inequality, it follows
\[
\left( \sum_{i=1}^{k} \frac{1}{w_i} \right)^{1/2} \left( \sum_{i=1}^{k} \frac{1}{w_i} D_i(1,1)^2 \right)^{1/2} \geq \sum_{i=1}^{k} \sqrt{\frac{D_i(1,1)}{w_i}} = 1.
\]

Since \( \sum_{i=1}^{k} w_i = 1 \), we conclude that \( \sum_{i=1}^{k} \frac{1}{w_i} D_j(1,1)^2 \geq 1 \). Thus, using the fact that \( \tilde{\rho} \geq 1/2 \), we have
\[
\sum_{i=1}^{k} \frac{\rho_i}{w_i} y^T D^2_i y \geq \frac{1}{2\alpha}
\]

Putting the bounds together
\[
\lambda_{k-1}(\Gamma_{11}) - \lambda_1(\Gamma_{22}) \geq \frac{1}{2\alpha} - 2\|\rho - 1\tilde{\rho}\|_{\infty} \geq \frac{1}{4\alpha}.
\]
Proof of Lemma 18. To bound the effect of overlap and sample errors on the eigenvectors, we apply Stewart’s Lemma (Lemma 16). Define \( d = \lambda_{k-1}(\Gamma) - \lambda_k(\Gamma) \) and \( E = \hat{M} - \Gamma \).

We assume that the mean shift satisfies \( \|\hat{u}\| \leq \sqrt{w/(32\alpha)} \) and that \( \phi \) is small. By Lemma 21, this implies that

\[
d = \lambda_{k-1}(\Gamma) - \lambda_k(\Gamma) \geq \frac{1}{4\alpha}.
\]

(5)

To bound \( \|E\| \), we use the triangle inequality \( \|E\| \leq \|\Gamma - M\| + \|M - \hat{M}\| \). Lemma 10 bounds the first term by

\[
\|\Gamma - M\| \leq \sqrt{\frac{16^2k^2\phi}{w^2\alpha^2}} = \sqrt{\frac{16^2k^2w^2\epsilon}{640^2k^2}} \leq \frac{1}{40\alpha}\sqrt{\epsilon}.
\]

By Lemma 14 we obtain the same bound on \( \|M - \hat{M}\| \) with probability \( 1 - \delta \) for large enough \( m_1 \).

Thus,

\[
\|E\| \leq \frac{1}{20\alpha}\sqrt{\epsilon}.
\]

Combining the bounds of Eqn. 5 and 4.2, we have

\[
\sqrt{1 - (1 - \epsilon)^2}d - 5\|E\| \geq \sqrt{1 - (1 - \epsilon)^2} \frac{1}{4\alpha} - 5 \frac{1}{20\alpha}\sqrt{\epsilon} \geq 0,
\]

as \( \sqrt{1 - (1 - \epsilon)^2} \geq \sqrt{\epsilon} \). This implies both that \( \|E\| \leq d/5 \) and that \( 4\|E_{21}\|/d < \sqrt{1 - (1 - \epsilon)^2} \), enabling us to apply Stewart’s Lemma to the matrix pair \( \Gamma \) and \( \hat{M} \).

By Lemma 21, the top \( k - 1 \) eigenvectors of \( \Gamma \), i.e. \( e_1, \ldots, e_{k-1} \), span the means of the components. Let the columns of \( P_1 \) be these eigenvectors. Let the columns of \( P_2 \) be defined such that \( [P_1, P_2] \) is an orthonormal matrix and let \( v_1, \ldots, v_k \) be the top \( k - 1 \) eigenvectors of \( \hat{M} \). By Stewart’s Lemma, letting the columns of \( V \) be \( v_1, \ldots, v_{k-1} \), we have

\[
\|V^TP_2\|_2 \leq \sqrt{1 - (1 - \epsilon)^2},
\]

or equivalently,

\[
\min_{v \in \text{span}\{v_1, \ldots, v_{k-1}\}, \|v\|=1} \|\text{proj}_F v\| = \sigma_{k-1}(V^TP_1) \geq 1 - \epsilon.
\]

5 Recursion

In this section, we show that for every direction \( h \) that is close to the intermean subspace, the “largest gap clustering” step produces a pair of complementary halfspaces that partitions \( \mathbb{R}^n \) while leaving only a small part of the probability mass on the wrong side of the partition, small enough that with high probability, it does not affect the samples used by the algorithm.

Lemma 22. Let \( \delta, \delta' > 0 \), where \( \delta' \leq \delta/(2m_2) \), and let \( m_2 \) satisfy \( m_2 \geq n/k \log(2k/\delta) \). Suppose that \( h \) is a unit vector such that

\[
\|\text{proj}_F(h)\| \geq 1 - \frac{w}{2^{10}(k-1)^2 \log \frac{1}{\delta'}}.
\]

Let \( F \) be a mixture of \( k > 1 \) Gaussians with overlap

\[
\phi \leq w \frac{1}{2^{10}(k-1)^2 \log^{-1} \frac{1}{\delta'}}.
\]
Let $X$ be a collection of $m_2$ points from $\mathcal{F}$ and let $t$ be the midpoint of the largest gap in set 
\{ $h^T x : x \in X$ \}. With probability $1 - \delta$, the halfspace $H_{h,t}$ has the following property. For a random sample $y$ from $\mathcal{F}$ either

\[ y, \mu_t(y) \in H_{h,t} \text{ or } y, \mu_t(y) \notin H_{h,t} \]

with probability $1 - \delta'$.

**Proof of Lemma 23.** The idea behind the proof is simple. We first show that two of the means are at least a constant distance apart. We then bound the width of a component along the direction $h$, i.e. the maximum distance between two points belonging to the same component. If the width of each component is small, then clearly the largest gap must fall between components. Setting $t$ to be the midpoint of the gap, we avoid cutting any components.

We first show that at least one mean must be far from the origin in the direction $h$. Let the columns of $P_1$ be the vectors $e_1, \ldots, e_{k-1}$. The span of these vectors is also the span of the means, so we have

\[
\max_i (h^T \mu_i)^2 = \max_i (h^T P_1 P_1^T \mu_i)^2
\]

\[
= \|P_1^T h\|^2 \max_i \left( \frac{(P_1^T h)^T}{\|P_1 h\|^2} \mu_i \right)^2
\]

\[
\geq \|P_1^T h\|^2 \sum_{i=1}^k w_i \left( \frac{(P_1^T h)^T}{\|P_1 h\|^2} \mu_i \right)^2
\]

\[
\geq \|P_1^T h\|^2 (1 - \phi)
\]

\[
> \frac{1}{2}.
\]

Since the origin is the mean of the means, we conclude that the maximum distance between two means in the direction $h$ is at least $1/2$. Without loss of generality, we assume that the interval \([0, 1/2]\) is contained between two means projected to $h$.

We now show that every point $x$ drawn from component $i$ falls in a narrow interval when projected to $h$. That is, $x$ satisfies $h^T x \in b_i$, where $b_i = [h^T \mu_i - (8(k-1))^{-1}, h^T \mu_i + (8(k-1))^{-1}]$. We begin by examining the variance along $h$. Let $e_1, \ldots, e_n$ be the columns of the matrix $n$-by-$(n - k + 1)$ matrix $P_2$. Recall from Eqn. 2 that $P_1^T w_i \Sigma_i P_1 = A_i$, that $P_2^T w_i \Sigma_i P_2 = B_i$, and that $P_2^T w_i \Sigma_i P_2 = D_i$. The norms of these matrices are bounded according to Lemma 4. Also, the vector $h = P_1 P_1^T h + P_2 P_2^T h$. For convenience of notation we define $\epsilon$ such that $\|P_1^T h\| = 1 - \epsilon$. Then $\|P_2^T h\|^2 = 1 - (1 - \epsilon)^2 \leq 2\epsilon$. We now argue

\[
h^T w_i \Sigma_i h \leq (h^T P_1 A_i P_1^T h + 2h^T P_2 B_i P_1 h + h^T P_2^T D_i P_2 h)
\]

\[
\leq 2(h^T P_1 A_i P_1^T h + h^T P_2 D_i P_2^T h)
\]

\[
\leq 2(\|P_1^T h\|^2 \|A_i\| + \|P_2^T h\|^2 \|D_i\|)
\]

\[
\leq 2(\phi + 2\epsilon).
\]

Using the assumptions about $\phi$ and $\epsilon$, we conclude that the maximum variance along $h$ is at most

\[
\max_i h^T \Sigma_i h \leq \frac{2}{w} \left( \frac{w}{2^9(k-1)^2} \log \frac{1}{\delta'} + \frac{w}{2^{10}(k-1)^2} \log \frac{1}{\delta'} \right) \leq \left( 2^7(k-1)^2 \log 1/\delta' \right)^{-1}.
\]

We now translate these bounds on the variance to a bound on the difference between the minimum and maximum points along the direction $h$. By Lemma 13, with probability $1 - \delta/2$

\[
|h^T(x - \mu_t(x))| \leq \sqrt{2h^T \Sigma_i h \log (2m_2/\delta)} \leq \frac{1}{8(k-1)} \cdot \log (2m_2/\delta) \leq \frac{1}{8(k-1)}.
\]
Thus, with probability $1 - \delta/2$, every point from $X$ falls into the union of intervals $b_1 \cup \ldots \cup b_k$ where $b_i = [h^T \mu_i - (8(k - 1))^{-1}, h^T \mu_i + (8(k - 1))^{-1}]$. Because these intervals are centered about the means, at least the equivalent of one interval must fall outside the range $[0, 1/2]$, which we assumed was contained between two projected means. Thus, the measure of subset of $[0, 1/2]$ that does not fall into one of the intervals is

$$\frac{1}{2} - (k - 1) \frac{1}{4(k - 1)} = \frac{1}{4}.$$

This set can be cut into at most $k - 1$ intervals, so the smallest possible gap between these intervals is $(4(k - 1))^{-1}$, which is exactly the width of an interval.

Because $m_2 = k/w \log(2k/\delta)$ the set $X$ contains at least one sample from every component with probability $1 - \delta/2$. Overall, with probability $1 - \delta$ every component has at least one sample and all samples from component $i$ fall in $b_i$. Thus, the largest gap between the sampled points will not contain one of the intervals $b_1, \ldots, b_k$. Moreover, the midpoint $t$ of this gap must also fall outside of $b_1 \cup \ldots \cup b_k$, ensuring that no $b_i$ is cut by $t$.

By the same argument given above, any single point $y$ from $\mathcal{F}$ is contained in $b_1 \cup \ldots \cup b_k$ with probability $1 - \delta'$ proving the Lemma.

In the proof of the main theorem for large $k$, we will need to have every point sampled from $\mathcal{F}$ in the recursion subtree classified correctly by the halfspace, so we will assume $\delta'$ considerably smaller than $m_2/\delta$.

The second lemma shows that all submixturees have smaller overlap to ensure that all the relevant lemmas apply in the recursive steps.

**Lemma 23.** The removal of any subset of components cannot induce a mixture with greater overlap than the original.

**Proof of Lemma [23]** Suppose that the components $j + 1, \ldots, k$ are removed from the mixture. Let $\omega = \sum_{i=1}^j w_i$ be a normalizing factor for the weights. Then if $c = \sum_{i=1}^j w_i \mu_i = -\sum_{i=j+1}^k w_i \mu_i$, the induced mean is $\omega^{-1}c$. Let $T$ be the subspace that minimizes the maximum overlap for the full $k$ component mixture. We then argue that the overlap $\tilde{\phi}^2$ of the induced mixture is bounded by

$$\tilde{\phi} = \min_{\dim(S) = j-1} \max_{v \in S} \frac{\omega^{-1}v^T \Sigma v}{\omega^{-1} \sum_{i=1}^j w_i v^T (\mu_i \mu_i^T - cc^T + \Sigma_i)v} \leq \max_{v \in \text{span} \{e_1, \ldots, e_{k-1} \} \setminus \text{span} \{\mu_j+1, \ldots, \mu_k\} \text{ } \sum_{i=1}^j w_i v^T (\mu_i \mu_i^T - cc^T + \Sigma_i)v} \frac{\sum_{i=1}^j w_i v^T \Sigma_i v}{\sum_{i=1}^j w_i v^T (\mu_i \mu_i^T - cc^T + \Sigma_i)v}.$$

Every $v \in \text{span} \{e_1, \ldots, e_{k-1} \} \setminus \text{span} \{\mu_j+1, \ldots, \mu_k\}$ must be orthogonal to every $\mu_\ell$ for $j + 1 \leq \ell \leq k$. Therefore, $v$ must be orthogonal to $c$ as well. This also enables us to add the terms for $j + 1, \ldots, k$ in both the numerator and denominator, because they are all zero.

$$\tilde{\phi} \leq \max_{v \in \text{span} \{e_1, \ldots, e_{k-1} \} \setminus \text{span} \{\mu_j+1, \ldots, \mu_k\} \sum_{i=1}^k w_i v^T (\mu_i \mu_i^T + \Sigma_i)v} \frac{v^T \Sigma v}{v^T \Sigma v} \leq \max_{v \in \text{span} \{e_1, \ldots, e_{k-1} \} \sum_{i=1}^k w_i v^T (\mu_i \mu_i^T + \Sigma_i)v} = \phi.$$
The proofs of the main theorems are now apparent. Consider the case of \( k = 2 \) Gaussians first. As argued in Section 3.4, using \( m_1 = \omega(kn^4w^{-3}\log(n/\delta w)) \) samples to estimate \( \hat{u} \) and \( \hat{M} \) is sufficient to guarantee that the estimates are accurate. For a well-chosen constant \( C \), the condition
\[
\phi \leq J(p) \leq Cw^3 \log^{-1}\left(\frac{1}{\delta w} + \frac{1}{\eta}\right)
\]
of Theorem 2 implies that
\[
\sqrt{\phi} \leq \frac{w\sqrt{\epsilon}}{640 \cdot 2},
\]
where
\[
\epsilon = \frac{w}{2^9} \log^{-1}\left(\frac{2m_2}{\delta} + \frac{1}{\eta}\right).
\]
The arguments of Section 4 then show that the direction \( h \) selected in step 3 satisfies
\[
\|P^T_1 h\| \geq 1 - \epsilon = 1 - \frac{w}{2^9} \log^{-1}\left(\frac{m_2}{\delta} + \frac{1}{\eta}\right).
\]
Already, for the overlap we have
\[
\sqrt{\phi} \leq \frac{w\sqrt{\epsilon}}{640 \cdot 2} \leq \sqrt{\frac{w}{2^9(k-1)^2} \log^{-1/2} \frac{1}{\delta'}}.
\]
so we may apply Lemma 22 with \( \delta' = (m_2/\delta + 1/\eta)^{-1} \). Thus, with probability \( 1 - \delta \) the classifier \( H_{h,t} \) is correct with probability \( 1 - \delta' \geq 1 - \eta \).

We follow the same outline for \( k > 2 \), with the quantity \( 1/\delta' = m_2/\delta + 1/\eta \) being replaced with \( 1/\delta' = m/\delta + 1/\eta \), where \( m \) is the total number of samples used. This is necessary because the half-space \( H_{h,t} \) must classify every sample point taken below it in the recursion subtree correctly. This adds the \( n \) and \( k \) factors so that the required overlap becomes
\[
\phi \leq Cw^3k^{-3} \log^{-1}\left(\frac{nk}{\delta w} + \frac{1}{\eta}\right)
\]
for an appropriate constant \( C \). The correctness in the recursive steps is guaranteed by Lemma 23. Assuming that all previous steps are correct, the termination condition of step 4 is clearly correct when a single component is isolated.

6 Conclusion

We have presented an affine-invariant extension of principal components. We expect that this technique should be applicable to a broader class of problems. For example, mixtures of distributions with some mild properties such as center symmetry and some bounds on the first few moments might be solvable using isotropic PCA. It would be nice to characterize the full scope of the technique for clustering and also to find other applications, given that standard PCA is widely used.
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