Wave effects in the microlensing of pulsars and FRBs by point masses
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ABSTRACT
Wave effects are often neglected in microlensing studies; however, for coherent point-like sources, such as pulsars and fast radio bursts (FRBs), wave effects will become important in their gravitational lensing. In this paper, we describe the wave optics formalism, its various limits, and the conditions for which these limits hold. Using the simple point lens as an example, we will show that the frequency dependence of wave effects breaks degeneracies that are present in the usual geometric optics limit, and constructive interference results in larger magnifications further from the lens. This latter fact leads to a generic increase in cross section for microlensing events in the wave-optics regime compared to the geometric optics regime. For realistic percent-level spectral sensitivities, this leads to a relative boost in lensing cross section of more than an order of magnitude. We apply the point-lens model to the lensing of FRBs and pulsars and find that these radio sources will be lensed in the full wave-optics regime by isolated masses in the range of $0.1 - 100 M_\oplus$, which includes free-floating planets (FFPs), whose Einstein radius is smaller than the Fresnel scale. More generally, the interference pattern allows an instantaneous determination of lens masses, unlike traditional microlensing techniques which only yield a mass inference from the event timescale.
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1 INTRODUCTION
The effect of microlensing on astrophysical sources is a powerful probe of faint, but massive foreground objects. For example, microlensing of stars in the Milky Way has led to a fruitful avenue for the detection of exoplanets (Mao & Paczynski 1991; Gould & Loeb 1992; Gaudi 2012), as well as tight constraints on the percentage of dark matter in the galaxy that can be attributed to Massive Compact Halo Objects (MACHOs) (Paczynski 1986; Wyrzykowski et al. 2011). Gravitational lensing is typically studied in the geometric limit of optics, in which light rays are taken to travel along null geodesics, and the magnification of a source is determined by how lenses focus or defocus these. The semiclassical or Eikonal approximation of optics includes wave effects to first-order by allowing photons propagating along different null geodesics connecting source to observer to interfere with each other. In contrast, in the full wave-optics picture, the propagation of light is determined by a path integral picture, in which photons traverse all possible paths, with each path weighted by a phase factor related to the proper time along the path (e.g. Nakamura & Deguchi 1999). Path integrals are highly oscillatory integrals which are numerically challenging to compute, and since in many cases of astrophysical interest the geometric limit of optics is a good approximation (Schneider et al. 1992), wave effects in microlensing are rarely considered.

Nevertheless, there are cases where the geometric limit is no longer an accurate description, and the full wave optics picture must be employed. The geometric limit is effectively a high energy, or high frequency, limit of the underlying wave optics, which holds for interactions between many lenses and sources of electromagnetic radiation. However, when considering the propagation of radio frequency waves through curved space-time, such as gravitational radiation,
wave effects must be taken into account (Takahashi & Nakamura 2003; Dai et al. 2018; Diego et al. 2019; Diego 2019). But even when the geometric or Eikonal limits are good approximations given the source and lens parameters, both approximations yield formally infinite magnifications near caustics. An appeal to the full wave optics picture is required to ameliorate these un-physical magnifications (Jaroszynski & Paczyński 1995).

Not only is it the case that there are astrophysically relevant situations in which the geometric limit fails, it is also true that diffractive effects can provide more information about the lensing system. Unlike geometric optics, diffractive effects are frequency dependent, in a way that depends on the physical parameters of the lensing system. Gould and Paczynski (1995) proposed that observations of diffractive effects in the Eikonal regime of lensed gamma ray bursts (GRBs) could be used to constrain possible dark matter candidates with masses in the range of $10^{-16}$ to $10^{-13} M_{\odot}$. Extending the result to the full wave-optics regime, Ulmer & Goodman (1995) showed that the range of relevant masses could be increased up to $10^{-11} M_{\odot}$. Barnacka et al. (2012) used microlensing observations of GRBs to constrain primordial black holes (PBHs) as candidates for dark matter; however, following this, Katz et al. (2018) showed that for GRBs, finite source effects (i.e. effects due to the fact that realistic sources are not point-like) dominate over wave effects, making diffractive effects difficult to observe. Thus, the lack of observations of the predicted wave optics effects could not be used to constrain dark matter candidates. Similarly, while Niikura et al. (2019) proposed that wave effects in the Eikonal limit for microlensed stars in M31 could place constraints on PBH dark matter, Sugiyama et al. (2019) argue that finite source effects for stars would make placing such constraints difficult. Further, Montero-Camacho et al. (2019) find that the event rate for stars to be lensed by PBHs is overestimated in the Eikonal limit. The formal infinity near caustics leads to an overestimation of the magnification for some events compared to what would actually occur, leading to an overestimated event rate. Thus, even when diffractive effects are observationally useful, finite source effects can wash out the desired signal, and misapplication of the limits that make wave-optics calculations analytically tractable can result in misleading conclusions.

In general, it is only for coherent point-like sources that wave effects become observable. Stars only become point-like in the relevant sense for very nearby lenses, such as those in our solar system (Heyl 2010a,b, 2011). Two examples of astrophysical sources that are effectively coherent and point-like are pulsars and fast radio bursts (FRBs). Both pulsars and FRBs are radio sources that have physical dimensions on the sky of order $10^{-6}$ and $10^{-12} \mu$as. Thus, wave effects will generally be observable when these sources are lensed. Indeed, Katz et al. (2019) argue that observations of diffractive effects in the lensing of FRBs could tightly constrain the abundance of dark matter in the form of MACHOs.

In this work, we will describe the full wave-optics formalism in curved space-time, its various limits, and the conditions for which each regime holds, including what is meant by “point-like”. We will use the example of a point lens to motivate the study of wave optics in gravitational lensing, beyond the geometric and Eikonal limits, showing that the inclusion of wave optical effects indeed yields additional information about the lens, breaking degeneracies that are present in the geometric regime. We will also present the result that wave effects will generically increase the cross section for microlensing events relative to the usual geometric optics cross section. While we choose the specific example of the point lens as a proof-of-concept for the utility of studying wave optical effects, the lessons learned may also be applicable to more complicated lenses, including external shear or binaries. Finally, we consider applications of the point-lens model to the lensing of pulsars and FRBs, showing that they may be used to constrain populations of free-floating planets (FFPs). In the coming years, with telescopes such as the Canadian Hydrogen Intensity Mapping Experiment (CHIME; Amiri et al. 2018; Ng 2017), the Hydrogen Intensity and Real-time Analysis eXperiment (HI-RAX; Newburgh et al. 2016), and the Square Kilometer Array (Keane et al. 2015b; Macquart et al. 2015), in addition to possible next-generation radio telescopes such as the Canadian Hydrogen Observatory and Radio-transient Detector (CHORD; Vanderlinde et al. 2019) and the Packed Ultra-wideband Mapping Array (PUMA; Ansari et al. 2018; Slosar et al. 2019), we will see a wealth of new observations of radio sources on the sky. Understanding wave effects in gravitational lensing will be an important step in turning these sources into powerful probes of the universe.

2 WAVE OPTICS IN GRAVITATIONAL LENSING

2.1 Light propagation in perturbed space-time

Gravitational lensing occurs when radiation propagates in a perturbed space-time. Consider a perturbed Minkowski metric,

$$ds^2 = (-1 + h_{00})dt^2 + h_{0i}(dxi + dx^i dt) + (1 + h_{ij})dx^i dx^j,$$

where the perturbation is assumed to be small (i.e. $|h_{\mu\nu}| \ll 1$), and we have taken $c = 1$. Let $S$ be some source of electromagnetic radiation, let $O$ be an observer, and let $D_{\gamma}$ be the distance from the observer to the source along the optical axis. The direction and origin of the optical axis can be chosen arbitrarily, but for simplicity, here we will choose for the optical axis to begin at the observer and to extend in some direction associated with the lens. If, for example, the perturbation is sourced by a point mass, then the optical axis may be chosen to point from the observer to the centre-of-mass of the lens. We will assume that the lens is “thin”, by which we mean that the region in which the perturbation is non-negligible is a region perpendicular to the optical axis with thickness much less than $D_{\gamma}$. This allows us to define the distances $D_d$ and $D_{ds}$: the distance from the observer to the lens and from the lens to the source, respectively. This set-up is shown in Fig. 1.

To describe lensing in this setup, we will make use of the Fermat potential $T_\Gamma$. For a trajectory $\Gamma$ connecting source to observer, $T_\Gamma$ is defined as the difference in time taken by

---

1 These numbers take a pulsar’s typical size and distance to be $O(\text{km})$ and $O(\text{kpc})$, while assuming that FRB emission regions are similar in physical size but located at cosmological distances, of order Gpc.
We first compute the time taken by a photon at the same time in each space-time. To compute the background space-time. (One can interpret this as the difference versus the time taken to traverse the null geodesic in the path integral over all such paths. Note that we consider the limit where all angles are small.

Light to traverse the trajectory in the perturbed space-time versus the time taken to traverse the null geodesic in the background space-time. (One can interpret this as the difference in arrival time between two photons emitted by the source at the same time in each space-time). To compute the Fermat potential, we first compute the time taken by a photon to traverse some path \( \Gamma = x(t) \) through the perturbed space-time:

\[
T_\Gamma = L_\Gamma + \frac{1}{2} \int_{L_\Gamma} d\lambda(h_{00} + h_{ij}n^in^j + 2h_{0i}n^i)
\]

where \( L_\Gamma \) is the length of the path, and \( n^i = dx^i/d\lambda \) is the unit vector tangent to the path. Thus, the Fermat potential is given by

\[
T_\Gamma = T_\Gamma - t_0 = \Delta L_\Gamma + \frac{1}{2} \int_{\Delta L_\Gamma} d\lambda(h_{00} + h_{ij}n^in^j + 2h_{0i}n^i),
\]

where \( \Delta L_\Gamma \) is the difference in path length between \( \Gamma \) and the straight line connecting source to observer. The \( \Delta L_\Gamma \) term is known as the “geometric part” of the time delay.

The quantity \( \omega T_\Gamma \) then tells us the difference in the phase of the radiation at the observer in the perturbed versus unperturbed case. In the thin lens approximation described above, \( T_\Gamma \) is only a function of \( \eta \), the vector in the source plane specifying the location of the source, and \( \xi \), a vector in the lens plane (see Fig. 1). That is, if the lens has negligible impact outside the lens plane, we only need to consider the space of paths defined piece-wise as straight lines from the source to some point in the lens plane, and then from the lens plane to the observer.

Using a scalar wave analysis, Nakamura & Deguchi (1999) study monochromatic radiation with frequency \( \omega \), specified by a phase and an amplitude, \( \phi(x,t) = \phi(x)e^{i\omega t} \), propagating according to the wave equation \( \partial_t^2 - \nabla^2 \phi = 0 \). Nakamura & Deguchi (1999) compute the amplification factor (defined to be the ratio of the field at the observer in the presence of the lens to the field in the absence of the lens, \( F(\omega) = \hat{\phi}(\omega)/\hat{\phi}(0) \)) for a point source to be

\[
F \propto \int d^2 \xi \exp \left( i\omega T(\xi, \eta) \right).
\]

This is a path integral familiar from quantum mechanics, over a set of paths determined by the thin lens approximation.

We will also assume that the lens and the source are confined to some small region in the lens and source planes, respectively, and that the source is close to the optical axis, where “small” and “close” are defined relative to the distances \( D_d, D_s, \) and \( D_vs \). This allows us to make the small angle approximation, where we assume that \( \theta \) and \( \beta \) (defined in Fig. 1) are much less than 1. Defining the vectors \( \theta = \xi/D_d \) and \( \beta = \eta/D_s \), the small angle approximation allows us to write the Fermat potential as

\[
T(\theta, \beta) = \frac{D_dD_s}{2D_ds} (|\theta - \beta|^2 - \hat{\psi}(\theta)),
\]

where the first term is the geometric part of the time delay, and the second term, \( \hat{\psi} \) comes from the integral over the perturbation in Eq. 3. Now, computing the constant of proportionality for \( F \) defined so that \( F = 1 \) in the absence of a lens, we obtain, as in Nakamura & Deguchi (1999)

\[
F(\omega, \beta) = \frac{\omega}{2\pi i} \frac{D_dD_s}{2D_ds} \int d^2 \theta \exp \left( i\omega \frac{D_dD_s}{2D_ds} (|\theta - \beta|^2 - \hat{\psi}(\theta)) \right)
\]

\[
= \frac{1}{2\pi i} \frac{D_dD_s}{2D_ds} \int d^2 \theta \exp \left( \frac{i}{2\pi} \frac{1}{D_dD_s} (|\theta - \beta|^2 - \frac{2}{D_dD_s} \hat{\psi}(\theta)) \right)
\]

where we have introduced the quantity \( D = D_dD_s/D_ds \), and the Fresnel scale,

\[
\theta_F = \frac{1}{\omega D} = \frac{1}{2\pi D_F}.
\]

The result for an extended source is obtained simply by integrating over the extent of the source, i.e. \( F(\omega) = \int d^2 \pi F(\omega, \eta) \delta(\eta) \). Similarly, we can integrate over frequency to obtain the result for non-monochromatic waves. From this, the magnification of the source as measured by the observer is simply \( H = |F|^2 \).

The Fresnel scale defined in Eq. (7) will be fundamental in diagnosing the importance of wave optical effects in the lensing situations we discuss later in this paper. For now, we note that it has no dependence on the properties of the perturbation to the time delay \( \hat{\psi} \), but only on the ratio of the incident light’s wavelength \( \lambda \) and the distance ratio \( D \). Note also that the above result is given for a background dense space-time. For cosmological situations, the result must be computed for a background FLRW space-time. Fortunately, the result is the same, except that the distances \( D_d, D_s, \) and \( D_vs \) refer to the angular diameter distances, and the frequency \( \omega \) in the exponent is replaced by \( \omega(1 + z_d) \), where \( z_d \) is the redshift of the lens. The same result is computed by Schneider et al. (1992) from Maxwell’s equations in curved space-time, as opposed to the simple scalar theory used by Nakamura & Deguchi (1999). Feldbrugge et al. (2019) obtain the same result starting with Feynman’s path integral formulation of quantum mechanics.
2.2 Geometric and Eikonal approximations

Equation 6 gives us a formula for computing the amplitude of the electric field propagating from a distant source in the presence of an intervening gravitational lens. In principle, this is all we need to know in order to compute the effects of a general gravitational lens; however, in practice, the diffraction integral of Eq. 6 is rarely computable analytically, except for in a few special cases, and is numerically challenging to integrate. The problem lies in the fact that the integral is performed over a highly-oscillatory function, resulting in a conditionally convergent integral. Numerically, such integrals are difficult to evaluate as they depend strongly on the grid spacing, and many standard numerical techniques fail when applied to them. In the field of lattice QCD simulations, this is known as the sign problem (de Forcrand 2010). Attempts to ameliorate the sign problem in the context of lensing using Picard-Lefschetz theory have recently been made (see e.g. Feldbrugge et al. 2019); however, historically, the solution has been to use various limits in which the diffraction integral becomes more tractable. Here we will give a brief overview of two of these limits: the geometric, and the semi-classical, or Eikonal limit.

Both the geometric and Eikonal limits utilize the fact that for rapidly oscillatory integrals of the form shown in Eq. 4, in the limit as \( \omega \rightarrow \infty \) the largest contribution to the integral comes from regions near stationary points of \( T \), i.e. where \( \partial T / \partial \theta = 0 \). Let \( \theta_i \) be the set of stationary points of \( T \), which we assume to be finite. Then we can expand \( T(\theta) \) about the \( i^{\text{th}} \) stationary point as

\[
T(\theta) = T(\theta_i) + \frac{1}{2} \sum_{ab} \partial a \partial b T(\theta_i) + \frac{1}{6} \sum_{abc} \partial a \partial b \partial c T(\theta_i) + \ldots
\]

where \( \theta = \theta - \theta_i, \partial a \equiv \partial / \partial \theta_a \), the indices in the sums run from 1 to 2, and we have suppressed the second argument of \( T \) which we are keeping fixed. As \( \omega \rightarrow \infty \), we can use this expansion to obtain (Nakamura & Deguchi 1999)

\[
F \approx \sum_i \left| H(\theta_i) \right|^{1/2} \exp \left[ i \omega T(\theta_i) - i \pi n_i \right],
\]

where \( H(\theta_i) \) is the magnification corresponding to each stationary point in isolation, given by

\[
H_i \equiv H(\theta_i) = \frac{1}{\det(\partial a \partial b T(\theta_i))},
\]

and \( n_i = 0, 1/2, 1 \) when \( \theta_i \) is a minimum, saddle point, or maximum of \( T \). Reintroducing the suppressed variable \( \beta \), the total magnification \( H \equiv |F|^2 \) is then

\[
H(\omega, \beta) \approx H_{\text{geom}}(\omega, \beta) \equiv \sum_i \left| H_i(\beta) \right| + 2 \sum_{i<j} \left| H_i(\beta) H_j(\beta) \right|^{1/2} \cos \left[ \omega \left( T(\theta_j, \beta) - T(\theta_i, \beta) \right) - \pi(n_j - n_i) \right].
\]

This is the semi-classical, or Eikonal limit of the magnification, where voltages add coherently.

We can interpret this by first identifying the paths defined by \( (\theta_i, \beta) \) with the classical paths taken by a light ray, as given by Fermat’s principle of least time. That is, the paths by the stationary points of \( T \) are the null geodesics in the perturbed space-time. Each stationary point \( \theta_i \) then corresponds to an image of the source produced by the lens. We can compute the total magnification by combining the magnification of each image (given by \( H_i \)) and keeping track of the phase of the light along the classical paths. Then, in this limit, the total magnification is the sum of the \( H_i \) plus a term representing the interference of the images with each other, since they will generally arrive at the observer with a different phase.

This approximation works well under two conditions:

(i) when the images are well-separated compared to the Fresnel scale, \( |\theta_i - \theta_j| \gg \theta_F \). This follows from the stationary phase approximation applied to the integral in Eq. (6), which tells us that contributions to the integral vanish everywhere except near stationary points of the exponent in the limit as \( \theta_F \rightarrow 0 \), or, in other words, when \( \theta_F \) is small compared to the other angular scale in the problem, which in this case is the angular separation of the images.

(ii) when none of the images are near a singular point, \( \det(\partial a \partial b T(\theta_i)) = 0 \). At such a point, the magnification in the Eikonal limit becomes formally infinite, requiring higher-order terms in Eq. (8) to be retained.

The geometric optics limit ignores the second term in Eq. (11), resulting in

\[
H(\omega, \beta) \approx H_{\text{geom}}(\beta) \equiv \sum_i \left| H_i(\beta) \right|.
\]

The validity of this approximation is determined by the angular scale of oscillations in the Eikonal magnification,

\[
\Delta \theta_{\text{osc}} \equiv \frac{\omega}{2\pi} \sum_{\beta} \left| T(\theta, \beta) - T(\theta_i, \beta) \right|^{-1}
\]

and other angular scales in the problem. In particular, the geometric limit holds if either of two conditions is met:

(i) when the effective observational resolution in \( \beta \) is low compared to \( \Delta \theta_{\text{osc}} \). In the limit as \( \omega \rightarrow \infty \), the second term in Eq. 11 oscillates rapidly as a function of \( \beta \), and so if we compute the average magnification over a region of size \( \Delta \beta \) around a given \( \beta \), the second term vanishes, and we are left with the geometric optics result. The nominal Rayleigh “resolution” is typically not the limiting factor, but rather the time or frequency resolution can be limited when the source is too faint to detect individual scintles, requiring wide band averages that lead to an effective smearing of the image in the observer plane.

(ii) when the source is extended. The result in Eq. 6 was obtained assuming a point-source of coherent radiation. When the size of the source becomes larger than the scale of the interference fringes (\( \sim \Delta \theta_{\text{osc}} \)), the phase coherence of the radiation is lost. When phase coherence is lost, the oscillations must be averaged over, and the geometric optics result is obtained.

For many cases of interest in gravitational lensing, the second of these conditions is met, so that geometric optics is sufficient for many astrophysical applications. In the following sections, we will describe situations where this is no longer true, and wave optics effects must be accounted for.
2.3 Point lenses

We now turn our attention to a specific application of the formalism we have introduced so far; namely, the application to single point lenses. Consider a point lens of mass $M$, with the optical axis chosen so that the mass is located at $\theta = 0$, and with the source at a fixed location $\beta$ on the sky, i.e. with no relative motion with respect to the lens. The Fermat potential in this case is given by (Schneider et al. 1992)

$$T(\theta, \beta) = \frac{D}{2} (\theta^2 + \beta^2 - 4GM \log |\theta|).$$

This has two stationary points, located at

$$x_{\pm} = \frac{\beta}{2y} \left( y \pm \sqrt{4 + y^2} \right).$$

with geometric optics magnifications of

$$H_\pm = \frac{\gamma^2 + 2}{2y\sqrt{\gamma^2 + 4}} = \frac{\gamma}{2}\frac{\gamma + 2}{\gamma},$$

$$H_{\text{geom}} = H_+ + H_- = \frac{\gamma^2 + 2}{2y\sqrt{\gamma^2 + 4}}.$$  \hfill (17)

Here we have defined the dimensionless quantities $y = \beta/\theta_E$ and $x = \theta/\theta_E$, where $\theta_E = \sqrt{4GM/D}$ is the Einstein radius. Note that the lens mapping has a singularity at $y = 0$.

From Eq. 11, the magnification in the Eikonal, or semi-classical limit, is

$$H_{\text{Eik}} = \frac{\gamma^2 + 2 + 2 \sin(\gamma \Delta t_{12})}{y\sqrt{\gamma^2 + 4}},$$

$$\Delta t_{12} = \frac{1}{2} \sqrt{\gamma^2 + 4 + \log \left( \frac{\sqrt{\gamma^2 + 4} + y}{\sqrt{\gamma^2 + 4} - y} \right)},$$

where

$$s = 4GM\omega = \left( \frac{\theta_E}{\theta_F} \right)^2.$$  \hfill (19)

Note, this quantity is the square of the ratio of the two fundamental angular scales in the problem: the Einstein radius and the Fresnel scale. This ratio will play a central role in indicating the importance of wave effects. The Eikonal approximation is valid when $\beta \gg \theta_F$, i.e. when $y \ll y_E \equiv \theta_F/\theta_E = \sqrt{1/\gamma}$. This is roughly because as $\beta$ increases beyond the Fresnel scale, the regions around the two geometric images that contribute to the diffraction integral become well separated.

We can also define $s$ using physical scales instead of angular scales: since $\theta_E = \sqrt{2r_s/D}$ where $r_s$ is the Schwarzschild radius of the lens and $\theta_F = \sqrt{\lambda/2\pi D}$, we can write

$$s = \frac{4\pi r_s}{\lambda}. \hfill (20)$$

Thus, wave effects become important when the Schwarzschild radius of the lens is comparable to the wavelength of the incoming light, a fact that has previously been found to be relevant for lensing of gravitational waves (e.g. Takahashi & Nakamura 2003) and gamma-ray bursts (e.g. Gould 1992).

The scale of the oscillations in $\beta$ in the Eikonal limit is given by Eq. 13, and is computed for the point lens to be

$$\Delta \theta_{\text{osc}} = 2\pi \frac{\theta_E^2}{\theta_F} \sqrt{4 + \left( \frac{\beta}{\theta_F} \right)^2} + 4\pi \theta_F \sqrt{\gamma}.$$  \hfill (21)

The full evaluation of the integral in Eq. 6 for the point lens gives (Nakamura & Deguchi 1999)

$$H_{\text{wave}} = |F|^2 = \frac{\pi s}{1 - e^{-\pi |s|}} \left( \frac{1}{2}\right) \left( \frac{1}{2} \right)^2 |F_1(s, t; \frac{1}{2} \frac{1}{2} |s|^2)|^2.$$  \hfill (22)

where $\gamma F_1$ is a confluent hypergeometric function. Thus, the magnification of a source at a fixed position on the sky depends on two parameters: the source’s angular separation from the lens in units of Einstein radii, and the ratio of the Einstein radius to the Fresnel scale. In the geometric optics limit [Eq. (12)], the magnification depends on only the first of these parameters. The wave optics result is therefore chromatic, unlike the geometric optics result. We explore these parameter dependencies further in the next section.

For many astrophysical applications of lensing, the sources in question are larger than the scale of oscillations in the diffraction pattern given by Eq. 21, and so for most cases of interest the geometric limit of optics is sufficient. For example, the microlensing of background stars in the Milky Way has yielded a fruitful method of detecting exoplanets in orbit around stars (see e.g. Gaudi 2012; Schneider et al. 1992). In this case, the background stars have typical angular size $\sim 1\mu$as, while $\Delta \theta_{\text{osc}} \lesssim 10^{-3}\mu$as, placing this situation firmly in the geometric limit. In contrast, both pulsars and FRBs are indeed effectively point sources of coherent radiation (Kaspi & Kramer 2016; Petroff et al. 2019). Thus, wave optical effects will generically be important in the gravitational lensing of these sources.

3 PARAMETER INFERENCE

The chromatic nature of diffractive effects in a lensing event can in principle be used to extract more information about the lens and source than would be possible in the case of geometric optics. In this section, we demonstrate this explicitly for the situation of a point lens and point source.

3.1 Point lens and point source in relative motion

As in Section 2.3, we continue to consider the specific application of wave optics in the case of a point source lensed by a single point mass. In general, astrophysical sources and lenses are not stationary on the sky, but move relative to each other. Suppose that the lens and source are moving with a relative angular velocity $\mu_{\text{rel}}$ measured in terms of the change in relative angular position of the source and lens on the sky per unit time. As a result, the source will have a magnification that depends on time. Assuming that over the period of interest, the source and lens move with constant relative velocity, the position of the angular distance of the source from the lens (normalized by $\theta_E$) will be given by

$$y(t) = (\tau^2 + y_0^2)^{1/2}, \hfill (23)$$

where $\tau \equiv (t-t_0)/\tau_E$, and $t_E \equiv \theta_E/\mu_{\text{rel}}$ is the Einstein radius crossing time. Thus, the magnification, given by Eq. 22, will have a time dependence since $\gamma$ varies with time. We have set $y(0) = y_0$ to be the value of $y$ at closest approach, and $t_0$ to be the time at which this occurs. In general, for microlensing events, the source being lensed is not observed constantly throughout the entire duration of the event, and so the time of peak brightness, $t_0$, needs to be fit as well.
The full set of parameters that the wave optics magnification depends on is then \((t, s, \varphi, y_0, t_0)\). Now, since the parameter \(s\) is frequency dependent, and what is actually observed in an experiment is a dynamic spectrum (i.e. a set of light curves for a range of frequencies), we can further decompose \(s\) into its frequency dependent and independent parts. Since \(s \propto M_D\) we can parameterize the wave optics magnification as \(H_{\text{wave}}(t, \omega; M, I_E, y_0, t_0)\). Thus, the dynamic spectrum is fully specified by the parameters \((M, I_E, y_0, t_0)\). One could also define a set of parameters involving the underlying physical parameters describing the lensing geometry: then \((M, I_E, y_0, t_0)\) becomes \((M, D, \mu_{\text{rel}}, y_0, t_0)\). However, there is a degeneracy between \(D\) and \(\mu_{\text{rel}}\), since the dependence on these parameters only enters through the fact that \(t_E = (M/\mu_{\text{rel}}^2 D)^{1/2}\). Contrast this with the geometric optics case, where the light curves have no frequency dependence, and are completely specified by \((I_E, y_0, t_0)\). In this case, there is a threeway degeneracy between \(M, D,\) and \(\mu_{\text{rel}}\), since the mass \(M\) also only enters through \(I_E\). Thus, while in the geometric case, the mass is degenerate with two other physical parameters, wave optics effects break this degeneracy.

Fig. 2 shows a comparison of the light curves as a function of \(\tau\), computed in the full wave-optics regime, the Eikonal limit, and the geometric limit, for fixed frequencies. The light curves are computed for \(y_0 = 1\), and for \(s = 0.1, 1, 10\). We see that the Eikonal limit is only a valid approximation for large \(s\). This happens because the Eikonal limit is only valid when the two geometric images are well separated compared to the Fresnel scale. The scale of the separation of the two images is the Einstein radius; as \(s\) increases, the Fresnel scale becomes small compared to the Einstein radius, and so the images become well-separated. Note that the Eikonal approximation will always be worse near \(\tau = 0\), since \(\tau = 0\) corresponds to the minimum separation between source and lens, and therefore, by Eq. 15, the minimum separation between images.

The top panel of Fig. 3 shows the dynamic spectrum, i.e. the magnification as a function of frequency and time, of the full wave-optics result computed from Eq. 22, with physical parameters \(M = 5 M_\odot, D = 1 \text{kpc}, \mu_{\text{rel}} = 10 \text{mas/year}, y_0 = 0.5, \) and \(t_0 = 0\), which correspond to an Einstein crossing time of \(t_E = 5 \text{days}\). We have chosen values of the parameters that are typical in planetary microlensing (Gaudi 2012), which we discuss further in Section 5.2. For the central frequency, \(\omega = 2 \text{GHz}\), these parameters give \(s = 3.6\). The middle panel of Fig. 3 shows the dynamic spectrum with the Fourier transform performed along the frequency axis. As the Eikonal approximation becomes valid (i.e. as \(|r|\) increases), the magnification as a function of frequency, \(\omega\), for fixed \(r\) becomes a simple sinusoid with frequency \(4GMt_1^2\), which can easily be seen from Eq. 18. Likewise, the Fourier transform along the frequency axis becomes a delta function centred at \(4GMt_1^2\), where this quantity is just the dimensionful value of the time delay between the two geometric images. Thus, from this 1D Fourier transform we can read off an instantaneous measurement of the time delay between the two images. The bottom panel is the full 2D Fourier transform, along both the frequency and time axes.

Fig. 4 shows the results of using MCMC to infer the underlying parameters of a set of simulated data. The simulated data was the dynamic spectrum shown in Fig. 3 with Gaussian noise added per time/frequency sample, with \(\sigma = 0.1\). For the MCMC inference, we chose log-uniform priors on \(M\) and \(I_E\), and a uniform prior on \(y_0\). Here, for simplicity, we assume the light curve is well sampled along the entire duration, and so we fix \(t_0 = 0\). Fig. 4 shows that we are able to place tight constraints on all of the parameters, including the mass. Thus, wave optical effects do indeed break the degeneracy between the mass and the Einstein crossing time that is present in the geometric regime. While in the geometric case only the Einstein crossing time and the parameter \(y_0\) were accessible from a measurement of the light curve, through the observation of diffractive effects, the mass of the lens also becomes eminently measurable.

### 3.2 Static source and lens

If the lens and source are stationary relative to each other, is it still possible to measure the mass of the lens in the wave-optics regime? Such a situation might occur in a microlensing event of an FRB, which are bursts of millisecond duration that irregularly repeat, when they repeat at all. For microlensing events that have event durations much longer than a millisecond, such as microlensing by planets in the galaxy (see Section 5), a single millisecond burst is not long enough to sample the dynamic spectrum for the entire event. Instead, such an observation would provide only a single time slice of the dynamic spectrum.

Obviously, a spectrum at a single instant in time provides much less constraining power than the full dynamic spectrum; nonetheless, it is still possible to infer the mass. This is easiest to see in the Eikonal limit using Eq. 18, however, the same conclusion holds in the full wave-optics regime. In Section 3.1 we saw that a measurement of the magnification as a function of frequency at a single time slice gives a direct measurement of the time delay \(4GMt_1^2\), where \(t_1\) only depends on \(y\). Thus, if we could measure the separation \(y\) between the source and lens, then we can instantaneously measure the mass of the lens. The amplitude of the oscillations as a function of frequency give us this measurement of \(y\). In the Eikonal limit, the height of the peaks in the magnification is given by

\[
\max_s |H_{\text{Eik}}(s, y)| = \frac{\sqrt{y^2 + 4}}{y},
\]

which can be inverted to determine \(y\). Thus, an observation of the dynamic spectrum at a single time slice is sufficient to estimate the mass of the lens.

Note that in this section we have assumed the dynamic spectrum of the source is known, so that the magnification of the source due to lensing can be disentangled from intrinsic changes due to the variation in the source itself. In the case

---

2 Note that it is possible to reparametrize in terms of the Fresnel crossing time, \(t_F = \theta_F/\mu_{\text{rel}}\), and the impact parameter \(z_0 = \beta_0/\theta_F\); however, these are frequency dependent quantities, and so it is more convenient to parametrize the dynamic spectrum by the frequency independent quantities \(t_E\) and \(y_0\).

3 The MCMC analysis was carried out using the python package emcee (Foreman-Mackey et al. 2013), with 50 walkers and 500 steps.
of pulsars as the background source, there is significant variation between individual pulses; however, the average profile over many pulses is highly stable. Thus, variations in this average profile will effectively be equal to the magnification due to lensing. For more general sources, an appropriate threshold on the magnification for a given event needs to be chosen so that the change in brightness is due mostly to lensing and not intrinsic variation. An advantage of wave-optical effects is that they allow for an instantaneous measurement of the mass, and so a source may be allowed to significantly vary in brightness over time, so long as its brightness as a function of frequency is constant. In the case of FRBs, for which the brightness often varies significantly between bursts (for repeating FRBs), the brightness is typically more stable as a function of frequency.

4 CROSS SECTIONS

So far, we have argued that a measurement of a gravitational lensing event in the wave-optics regime can break degeneracies that are present in the geometric regime, due to the frequency dependence of wave-optical effects. But in order to assess whether or not such events are likely to occur, we will also need to compute the cross section for a given event, i.e. the measure of the set of points in the source plane where the source can be located for some effect to be observed. Often one defines the cross section for a microlensing event in the geometric optics regime to be the area of source positions that give rise to a magnification above some threshold. In the wave-optics regime, one might similarly define the cross section to be the region in the source plane where the amplitude of the oscillations in the magnification is larger than some threshold. Fig. 5 shows a comparison of the geometric and wave-optical magnifications of a point source by a point lens as a function of source position, \( \beta \), normalized in the top panel by the Fresnel scale, \( \theta_F \), and normalized in the bottom panel by the Einstein radius, \( \theta_E \). The figure shows that, independent of the value of \( s \), the amplitude of oscillations in the wave-optics magnification decays more slowly with \( \beta \) than the value of the geometric magnification. Thus, when the diffraction peaks are resolvable, the effective cross section for lensing is larger than it would be in the geometric limit.

To obtain expressions for the cross section in different cases, we consider it to be defined by an amplification threshold \( A_H \). In the geometric case, this cross section is determined by the value of \( y_\ast \) for which \( |H_{\text{geom}}(y_\ast) - 1| \geq A_H \). Since \( H_{\text{geom}}(y) \) is a decreasing function, \( |H_{\text{geom}}(y) - 1| \geq A_H \) whenever \( y < y_\ast \). and so the angular cross section is \( \sigma = \pi y_\ast^2 \theta_E^2 \). We will typically be sensitive to changes in brightness well below order unity, so \( A_H \ll 1 \). As a result, the typical values of \( y_\ast \) will be greater than 1, and so to obtain an easily invertible expression for \( y_\ast \), we can Taylor expand for large \( y \). To first non-trivial order, the geometric magnification (Eq. 17) is

\[
H_{\text{geom}}(y) \approx 1 + \frac{2}{y^4} + O\left(\frac{1}{y^8}\right). \tag{25}
\]

Given a threshold \( A_H \), we then have

\[
y_\ast \approx \left(\frac{2}{A_H}\right)^{1/4}, \tag{26}
\]

implying that

\[
\sigma_{\text{geom}} = \pi y^2 \theta_E^2 \approx \pi \frac{2}{A_H} \theta_E^2. \tag{27}
\]

In the wave optics regime, the cross section will depend on how the geometric cross section compares to the area defined by the Fresnel scale, i.e. how \( y_\ast \) compares to \( \theta_F \). To investigate the case when \( y_\ast \gtrsim \theta_F \), first recall that the Eikonal approximation is valid when \( y > \theta_F \). The Taylor expansion of the Eikonal magnification in Eq. (18) for large \( y \) is given by

\[
H_{\text{Eik}}(y,s) \approx 1 + \frac{2 \sin(s \theta)}{y^2} + O\left(\frac{1}{y^4}\right). \tag{28}
\]

Thus, the amplitude of the magnification above unity in the
Figure 3. (Top) Dynamic spectrum of a point source lensed by a point mass given by the parameters $M = 5 M_\odot$, $D = 1$ kpc, $\mu_{\text{rel}} = 10$ mas/year, $y_0 = 0.5$, and $t_0 = 0$. The colour gives the magnification of the point source. (Middle) The top panel Fourier transform shown in the middle plot only has non-zero power when $f_0$ is equal to the time delay between the two images at time $t$. Thus, the middle plot can be used to read off the instantaneous time delay.

Eikonal approximation decays as $2/\gamma^2$, much more slowly than the $2/\gamma^4$ decay in the geometric limit. This implies that if $y_\gamma < y_F$, then the lensing cross section will be larger than the geometric result. Specifically, the condition $|H_{\text{Eik}}(\gamma) - 1| = A_{\text{H}}$ yields $\bar{\gamma} = (2/A_{\text{H}})^{1/2}$, and a cross section of

$$\sigma_{\text{wave}} = \pi \bar{\gamma}^2 \theta_E^2 = \pi y_\gamma^4 \theta_E^2 = \pi \frac{2}{A_{\text{H}}} \theta_E^2.$$  \hspace{1cm} (29)

On the other hand, when $y_\gamma \gg y_F$, we no longer have that $\bar{\gamma} \gg y_F$, and so we cannot use the Eikonal approximation. In this regime, the wave optics magnification drops below the threshold at a $y$ value too low for the Eikonal limit to be valid. This happens after a range of $y$ covering only a few oscillations of the magnification. Recall that the scale of these oscillations is given by $4\pi y_F/\sqrt{E}$ (Eq. 21), and so we can roughly estimate the cross section in this case as

$$\sigma_{\text{wave}} \sim \pi A_{\text{H}} \theta_{\text{osc}}^2 = \frac{16\pi^3}{s} \theta_F^2 \theta_E^2 = \frac{16\pi^3}{s^2} \theta_E^2.$$ \hspace{1cm} (30)

It is also possible that the amplitude never rises above the threshold. This happens when $|H_{\text{wave}}(0, s) - 1| < A_{\text{H}}$. In this case, the cross section is simply zero.

Figure 4. Result of a simple parameter estimation using MCMC on simulated data, shown in Fig. 3, of a point source lensed by a point mass in the wave-optics regime. The data are a set of light curves computed from $H_{\text{wave}}(t, \omega, M, t_E, y_0)$, as a function of time, for a set of frequencies in the range of $1 - 2$ GHz. Physical parameters of $M = 5 M_\odot$, $D = 1$ kpc, $\mu_{\text{rel}} = 10$ mas/year, and $y_0 = 0.5$ were chosen, corresponding to $t_E = 0.4$ days. We generated the light curves over a long enough period of time so that 3 diffraction peaks were present on either side of the central peak, and Gaussian noise was added to the magnification of constant $\sigma = 0.1$. From the simulated data and choosing log-uniform priors on $M$ and $t_E$, and a uniform prior on $y_0$, we were able to infer the parameters with high signal-to-noise. Inference of the mass would be impossible for a light curve following the geometric optics result, as the geometric result depends only on $y_0$ and $t_E = \theta_E/\mu_{\text{rel}}$, resulting in a total degeneracy between $M$, $D$, and $\mu_{\text{rel}}$. 
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Table 1. Cross sections for microlensing in different regimes, defined by the region in the source plane for which the fractional magnification of the source exceeds a threshold $A_H$. In all cases with nonzero cross section, wave-optical effects act to strongly enhance the cross section over the geometric optics result.

| $\sigma$ | Condition |
|----------|------------|
| $\sqrt{\frac{\pi}{N_H}} \times \pi \theta_E^2$ | Geometric optics |
| $\frac{\lambda s}{4\pi} \times \pi \theta_E^2$ | Wave optics, when $\sigma_{\text{geom}} \gtrsim \pi \theta_E^2$ |
| $\frac{16\pi}{s} \times \pi \theta_E^2$ | Wave optics, when $\sigma_{\text{geom}} \lesssim \pi \theta_E^2$ |
| 0 | Wave optics; maximum magnification always below threshold |

Table 1 summarizes the cross sections in the different regimes discussed above. In all cases with nonzero cross section (i.e. for which the magnification exceeds $A_H$ at some source position), we find that the wave optics result is strongly boosted with respect to the geometric optics cross section. (We will continue to assume that $A_H < 1$.) When $\sigma_{\text{geom}} \gtrsim \pi \theta_E^2$, wave-optics effects act to strongly enhance the cross section. When $\sigma_{\text{geom}} \lesssim \pi \theta_E^2$, there is an enhancement when $s \lesssim (8A_H)^{1/4} \pi \approx 5.3A_H^{1/4}$. The only time the geometric cross section is larger than the wave-optics result is when $s \gtrsim 5.3A_H^{1/4}$ and we have chosen a magnification threshold close to the maximum magnification, $H_{\text{wave}}(0,s)$, for that value of $s$.

It may seem, at first glance, that the geometric result is always larger than the wave-optics result for the case where $\sigma_{\text{wave}} = 0$; however, this is merely an artefact of the formal infinity in the geometric magnification. In reality, the magnification never exceeds $H_{\text{geom}}(0,s)$. Montero-Camacho et al. (2019) find that this fictitious increase in the geometric cross section compared to the wave optics cross sections leads to overestimates of event rates in the microlensing of stars by PBHs. Thus, in a wide variety of cases, wave-optical effects will lead to an effective boost in the microlensing cross section. This is consistent with the finding of Takahashi & Nakamura (2003) that the lens mass could be constrained with higher signal-to-noise in the lensing of gravitational waves for larger source distances.

### 5 Applications of the Point-Lens Model

We have so far argued that microlensing events in the wave-optics regime have two distinct advantages over events in the geometric regime: they contain more information about the lensing system, and they generically have an increased cross section. In the particular example of a point-mass lens, we can be used to break the degeneracy between the mass of the lens and the Einstein crossing time, $t_F$. We now investigate what kinds of point lenses and sources we might be able to observe in the wave optics regime.

#### 5.1 Relevant scales

As we have seen, in the wave-optics regime of a point lens, there are two relevant angular scales: the Fresnel scale, $\theta_F$, and the Einstein radius, $\theta_E$. Here, we give the values of these scales in terms of the physical parameters, normalized to typical values that will be useful in the following discussion. The Fresnel scale is given by

$$\theta_F = \sqrt{\frac{1}{\omega D}} = 8.1 \mu \text{as} \left( \frac{v}{\text{GHz}} \right)^{-1/2} \left( \frac{D}{\text{kpc}} \right)^{-1/2}.$$  \hspace{1cm} (31)

where $\omega = 2\pi v$, and the angular Einstein radius is

$$\theta_E = \sqrt{\frac{4GM}{D}} = 4.9 \mu \text{as} \left( \frac{M}{M_\odot} \right)^{1/2} \left( \frac{D}{\text{kpc}} \right)^{-1/2}.$$  \hspace{1cm} (32)

The square of the ratio between the two scales, $s = (\theta_E/\theta_F)^2$, which, heuristically, sets the relative importance of geometric effects to wave effects is given by

$$s = \frac{4GM\omega}{2} = 0.36 \left( \frac{M}{M_\odot} \right) \left( \frac{v}{\text{GHz}} \right)^{-1}.$$  \hspace{1cm} (33)

When the lens and source are moving relative to each other with angular velocity $\mu_{\text{rel}}$, the time scales $t_F$ and $t_E$ become relevant. The scale that determines the spacing of the diffraction peaks as a function of $\beta$ is given by Eq. (21):

$$\Delta \theta_{\text{osc}} = 4\pi \frac{\theta_{\text{osc}}}{\sqrt{s}} = 0.17 \mu \text{as} \left( \frac{M}{M_\odot} \right)^{1/2} \left( \frac{D}{\text{kpc}} \right)^{-1/2} \left( \frac{v}{\text{GHz}} \right)^{-1}.$$  \hspace{1cm} (34)

For a microlensing event where source and lens are in relative motion, in order to observe the diffraction peaks as a function of time in the dynamic spectrum, one must observe the lensing event for at least the time it takes the source and lens to move $\Delta \theta_{\text{osc}}$ relative to each other. The Fresnel crossing time is given by

$$t_F = \frac{\theta_{\text{osc}}}{\mu_{\text{rel}}} = 23.2 \text{ day} \left( \frac{\mu_{\text{rel}}}{\text{mas/year}} \right)^{-1} \left( \frac{v}{\text{GHz}} \right)^{-1/2} \left( \frac{D}{\text{kpc}} \right)^{-1/2}.$$  \hspace{1cm} (35)

and the time it takes to cross $\Delta \theta_{\text{osc}}$ is $4\pi t_F/\sqrt{s}$. For a broad range of $s$ around 1, the time scale for observing oscillations is roughly the Fresnel crossing time. The total duration of the event depends on $s$. When $s$ is greater than one, the Eikonal limit becomes a good approximation, and so the time scale for the event is given by the Einstein crossing time,

$$t_E = \frac{\theta_{\text{osc}}}{\mu_{\text{rel}}} = 1.7 \text{ day} \left( \frac{\mu_{\text{rel}}}{\text{mas/year}} \right)^{-1} \left( \frac{M}{M_\odot} \right)^{1/2} \left( \frac{D}{\text{kpc}} \right)^{-1/2}.$$  \hspace{1cm} (36)

When $s$ is less than one, the duration of the event is roughly the width of the first diffraction peak (see Fig. 2), and so $t_F/\sqrt{s}$ sets the duration.
result as a function of $\beta/\theta_E$, normalized by the Einstein radius, and normalized by the Fresnel scale, to the lens, normalized by the geometric cross-section. The magnification of a point source lensed by a point mass as a function of the angular position of the source relative to the lens. The solid curves show the result in the full wave-optics regime. The dashed curves show the result for the geometric limit, whereas the dot-dashed curves show the result in the geometric approximation. The condition that this be larger than some threshold is just the condition that the lens be strong enough to measurably magnify the background source. This condition will place a lower bound on the relevant values of $s$. Taking a $10\%$ magnification as a rough benchmark for what is observable, i.e. requiring that $\max_y |H_{\text{wave}}(s, y) - 1| \geq 10^{-1}$, gives the condition that $s \gtrsim 0.06$. For coherent radio sources, such as pulsars and FRBs, and considering frequencies $\nu \sim 1$ GHz, the requirement that $0.06 \lesssim s \lesssim 1$ becomes a condition on the relevant mass range: $M \in [0.1, 100] M_\odot$. Therefore, point lenses of roughly planetary mass will significantly lens coherent radio sources in the full wave-optics regime. Note that this statement is independent of the distance to the lens or source, since this comes from constraints on $s$, which is independent of the lensing geometry.

Objects that are isolated and fit this mass range include free-floating planets (FFPs). The planets need to be free-floating because lensing by planets bound to a stellar system will have effects from the host stars, requiring a lens model beyond the simple point lens we have been considering. Planet formation models predict that some fraction of planet forming stars will eject a number of their planets, resulting in a population of FFPs in the galaxy (Ma et al. 2016). Microlensing surveys have found distributions of the Einstein crossing time, $t_\text{p}$, associated with observed microlensing events to be consistent with a population of FFPs; although, the number and mass distribution of such objects is unclear (Sumi et al. 2011; Mróz et al. 2017, 2018).

We also have the condition, however, that the sources be smaller than the Fresnel scale. For this we need to specify a distance scale. Let us consider lenses in our galaxy. The majority of lenses will be located in the galactic centre, so that the typical distance scale will be $D \sim 8 \text{kpc}$. For radio sources at $\nu \sim 1$ GHz, the Fresnel scale is $\theta_F \sim 1 \mu\text{as}$. Thus, for a coherent source of radio emission to be effectively a point source, it must have angular dimensions much less than a microarcsecond. Both pulsars and FRBs satisfy this condition, and so will potentially be lensed in the wave-optics regime by FFPs in the Milky Way. Even for extragalactic lenses, for which $D \sim 1 \text{Gpc}$, FRBs, which are extragalactic sources, are much smaller than the corresponding Fresnel scale, $\theta_F \sim 10^{-3} \mu\text{as}$. In the rest of this section we will restrict our attention to lenses in the Milky Way, but will return to the question of extragalactic lenses in Section 5.4.

5.2 Microlensing by free-floating planets

In this section we will consider the case when $s \lesssim 1$, so that both the Eikonal and geometric approximations are poor approximations of the relative motion light curve as a function of $t$. That is, we want to know what kind of lenses will lens a coherent source in the full wave-optics regime. In order for the full wave-optics regime to be observable in the point-lens case, additional criteria need to be satisfied: the size of the source needs to be less than the Fresnel scale (the source needs to be a point source), and we will also require that the maximum magnification of the source be greater than some threshold. The maximum magnification occurs when source and lens are aligned, i.e. when $y = 0$. In geometric optics, this is a caustic, and so the magnification is infinite. However, in the wave-optics regime, the magnification is bounded by

$$\max_y |H_{\text{wave}}(s, y) - 1| = |H_{\text{wave}}(s, 0) - 1| = \frac{\pi s}{1 - e^{-\pi s}} - 1. \quad (37)$$

The condition that this be larger than some threshold is just the condition that the lens be strong enough to measurably magnify the background source. This condition will place a lower bound on the relevant values of $s$. Taking a $10\%$ magnification as a rough benchmark for what is observable, i.e. requiring that $\max_y |H_{\text{wave}}(s, y) - 1| \geq 10^{-1}$, gives the condition that $s \gtrsim 0.06$. For coherent radio sources, such as pulsars and FRBs, and considering frequencies $\nu \sim 1$ GHz, the requirement that $0.06 \lesssim s \lesssim 1$ becomes a condition on the relevant mass range: $M \in [0.1, 100] M_\odot$. Therefore, point lenses of roughly planetary mass will significantly lens coherent radio sources in the full wave-optics regime. Note that this statement is independent of the distance to the lens or source, since this comes from constraints on $s$, which is independent of the lensing geometry.

We also have the condition, however, that the sources be smaller than the Fresnel scale. For this we need to specify a distance scale. Let us consider lenses in our galaxy. The majority of lenses will be located in the galactic centre, so that the typical distance scale will be $D \sim 8 \text{kpc}$. For radio sources at $\nu \sim 1$ GHz, the Fresnel scale is $\theta_F \sim 1 \mu\text{as}$. Thus, for a coherent source of radio emission to be effectively a point source, it must have angular dimensions much less than a microarcsecond. Both pulsars and FRBs satisfy this condition, and so will potentially be lensed in the wave-optics regime by FFPs in the Milky Way. Even for extragalactic lenses, for which $D \sim 1 \text{Gpc}$, FRBs, which are extragalactic sources, are much smaller than the corresponding Fresnel scale, $\theta_F \sim 10^{-3} \mu\text{as}$. In the rest of this section we will restrict our attention to lenses in the Milky Way, but will return to the question of extragalactic lenses in Section 5.4.

5.2.1 Optical depth of FFPs in the Milky Way

We now want to estimate the optical depth for the lensing events described above; in other words, we want to estimate the probability that a given source is gravitationally lensed by an FFP in the galaxy in the relevant mass range.
[0.1, 100] M⊙. Since the earth is located in a spiral arm of the Milky Way, the majority of these planets will be located towards the galactic centre. Thus, for simplicity, we will only consider lines of sight towards the galactic centre. If we require that that the source is magnified by at least ten percent (ΔH = 10−1), such events will generally satisfy \( \sigma_{\text{geom}} \geq \pi b^2 \), and the wave-optics cross section will be given by Eq. (29).

Note that this is larger than \( \sigma_{\text{geom}} \) by about a factor of 5.

The optical depth along a given line of sight up to a distance \( D_s \) is given by

\[
\tau(D_s; l, b) = \int_0^{D_s} dD_d \int dM n(D_d, M; l, b) \sigma_{\text{wave}}(D_d, D_s, M) D_d^2
\]

(38)

where \( n(D_d, M; l, b) \) is the number density of free-floating planets as a function of mass and distance along the line of sight, and \((l, b)\) denotes the direction of the line of sight in galactic coordinates. Thus, in order to compute the optical depth we need to know the number and mass distribution of FFPs in the galaxy. This distribution, however, is not well-constrained. Core accretion models of planet formation predict a number of free-floating planets less than, but comparable to the number of stars (Ma et al. 2016). The mean mass of these planets is predicted to be of order earth mass, \( \sim 1 M_\oplus \). However, contrary to the theoretical prediction, Sumi et al. (2011) claim that a population of low-mass planets as a function of mass and distance along the line of sight, integrated over the mass, is equal to the number density of stars, \( n \propto M \). We will also make the simplification that \( n \propto M \) for both FRBs, which are extragalactic in origin, and pulsars. Since these pulsars make up a large fraction of the total pulsars in the galaxy, the optical depth computed in the previous section is, to an order of magnitude, the probability that a given pulsar is being significantly lensed by an FFP, at any given time.

To get an event rate from this, we assume again that the maximum angular separation of source and lens to give rise to a detectable event in the wave-optics regime is \( \pi b^2 \). Thus the probability that a source will undergo a lensing event in a time \( dt \) is just the solid angle of the rectangle with width \( 2 \gamma E t_f \) and length \( \mu \sigma_d dt \). This solid angle is the differential cross section in time, and we can rewrite it as \( 2 \gamma E t_f \mu \sigma_d dt \), where \( \gamma \) is given by Eq. 29. Now to find the rate we can simply replace the cross section in Eq. 38 by this differential cross section, and divide by \( dt \). Thus, we can compute the rate for any given pulsar at a distance \( D_s \) to undergo a microlensing event due to an FFP to be

\[
\Gamma(D_s) = \frac{2}{\pi \gamma E} \int_S \tau(D_s; l, b) d\Omega
\]

(40)

where \( \tau \) is the optical depth computed from Eq. 38, and \( S \) is the region of the sky where the sources are localized. For pulsars, we take \( S \) to be the 1 degree by 40 degrees region centred on the galactic centre. Evaluating Eq. 40 for pulsars, assuming again for simplicity that the pulsars are all located at infinity, we find \( \Gamma \approx 10^{-7} \) per pulsar per day. Note, however, that the plasma propagation of the pulsar signal can lead to hundreds of effective images (see e.g. Brisken et al. 2010), which may boost the event rate by two orders of magnitude, so that \( \Gamma \approx 10^{-7} \) per pulsar per day. The total event rate will be roughly this \( \Gamma \) multiplied by the number of
pulsars along lines-of-sight in S. There are $\sim 10^3$ known pulsars, which leads to a total event rate of $\Gamma_{\text{tot}} \sim 10^{-2}\text{ day}^{-1}$, or $\Gamma_{\text{tot}} \sim 1\text{ year}^{-1}$.

This event rate is, of course, for a hypothetical survey that is always monitoring pulsars toward the galactic centre. Experiments such as the Canadian Hydrogen Intensity Mapping Experiment (CHIME) whose field of view is the entire northern sky will never see the galactic centre, and will thus have a much lower event rate for FFPs lensing pulsars. The Hydrogen Intensity and Real-time Analysis eXperiment (HIRAX; Newburgh et al. 2016), which is under construction in the southern hemisphere, will see the galactic centre a significant fraction of the time, and so could potentially have an event rate approaching $\Gamma_{\text{tot}} \sim 0.1\text{ year}^{-1}$. Similarly, an envisioned future interferometer such as the Packed Ultra-Wideband Mapping Array (Ansari et al. 2018; Slosar et al. 2019), which could monitor all pulsars discovered by SKA, has the potential to detect such events. Currently running lower frequency surveys, such as the Murchison Widefield Array (Bowman et al. 2013), which has a frequency range of 70-300 MHz, also have the potential to observe these events, but for different mass ranges. For $\nu \sim 100\text{ MHz}$, the requirement that $0.06 \lesssim s \lesssim 1$ gives a mass range of [1, 1000] $M_\odot$. Thus, lower frequency observations can potentially probe higher mass FFP populations.

### 5.2.3 FFP event rate for FRBs

Since the duration of an FRB is of order milliseconds, which is much less than the order days time scale for microlensing events by FFPs in the galaxy, FRBs and FFPs are effectively static with respect to each other. As a result, the event rate will simply be the optical depth of FFPs toward the galactic centre, multiplied by the rate of FRB detections in that direction. CHIME has an FRB detection rate of about 10 FRBs per day, across the whole sky; however, since the galactic centre never falls within CHIME’s field of view, the event rate for CHIME would be vanishingly small. HIRAX will have a comparable FRB detection rate to CHIME, and will see the galactic centre. For HIRAX, the FRB detection rate towards the 1 degree by 40 degrees region centred on the galactic centre will be the total detection rate multiplied by the fraction of the sky taken up by this sliver. Multiplying this number by the optical depth for FFPs, $\tau \sim 10^{-9}$, gives an event rate of one event every $10^6$ years. Even for next generation experiments such as PUMA, which anticipates an FRB detection rate of $10^4 - 10^5$ per day, the event rate will still only be one event per $10^8 - 10^9$ years. However, we note that many future surveys will have adjustable exposure times, for example, using the DSA-2000 radio survey camera (Hallinan et al. 2019), allowing for increased sensitivity. If these surveys choose to monitor the plane, the event rate may increase significantly.

### 5.3 Microlensing by stars in the Milky Way

In Section 5.2, we considered lenses that would produce microlensing events of radio sources for which both the geometric and Eikonal limits fail. For a single point-mass lens, this corresponds to $s \lesssim 1$, which results in a mass range that matches the masses of free-floating planets. However, even as we increase $s$ above 1, the Eikonal limit becomes a valid approximation, and wave-optical effects remain important, so long as the diffraction peaks are resolvable (see, e.g., Fig. 2). For solar mass objects and radio sources with $\mu_{\text{rel}} \sim 10\text{ mas/year}$, the scale of the separation of the diffraction peaks in time is on the order of 10 seconds. Thus, for pulsars, microlensing events will exhibit resolvable wave-optical effects in the Eikonal limit for masses well above the mass range of FFPs. In the Eikonal limit, lenses are point-like if they are small with respect to the Einstein radius. For a solar-mass object 10 kpc away, the Einstein radius is of order 1 mas. Stars at this distance with radius of order 1 $R_\odot$ have an angular size of order 1 $\mu$as. Thus, stars will act as point lenses in the Eikonal limit for background pulsars.

Since the cross section for a pulsar lensed by a point lens scales like $\sigma \sim \theta_E^2 \sim M$, the cross section for a solar mass object will be $10^6$ times larger than an earth mass object. Since in the previous section, we computed the optical depth of FFPs by assuming that FFPs were as numerous as stars in the galaxy, the result for the optical depth for stars is the same as for FFPs, but will be boosted by this factor of $10^6$ due to the larger cross section. Thus, the optical depth for stars is $\tau \sim 10^{-3}$. On the other hand, $\tau_F \sim M_1^{1/2}$, and so is a factor of $10^5$ larger for a solar mass object than an earth mass object. Using this to translate to a rate in the same way as we did in Section 5.2.2 for FFPs, we find that the rate for stars to lens pulsars in the Eikonal limit is roughly $\Gamma \sim 10^5$ per pulsar per year. Since in the Eikonal limit the timescale for a lensing event is given by $\tau_E$ and since for stars $\tau_E \sim 0.1$ years, this suggests that roughly at any given time a pulsar located on the opposite side of the galactic centre is being magnified by $\geq 10\%$ via lensing by a star in the galaxy. To detect such an event, distant pulsars located towards the galactic centre would need to be monitored periodically for durations on the order of months. Experiments such as HIRAX and PUMA, which propose to regularly monitor pulsars, may indeed have the potential to detect the lensing of pulsars by stars in the Milky Way.

### 5.4 Extra-galactic point lenses

One may also be interested in extra-galactic point lenses. Such lenses would, naturally, only lens extra-galactic sources, and so we must abandon pulsars as our paradigmatic background source. FRBs, however, are perfect candidates for extra-galactic sources of coherent emission, since they are located at distances of $D_s \sim \text{Gpc}$ (Bannister et al. 2019; Li et al. 2019). Taking the lensing distance to be $D_{ls} \sim \frac{1}{2}D_s$, the Fresnel scale for extra-galactic lenses and FRBs is $\theta_F \sim 10^{-2} \text{ mas}$. Assuming that for extra-galactic lenses, $\mu_{\text{rel}} \sim 10^{-7}\text{ mas/year}$, and so $\tau_F \sim 10^{-5} \text{ s}$. Thus, the duration of an FRB, which is roughly a millisecond, is much longer than the Fresnel crossing time. This is in contrast to the case of lenses in the galaxy, where the duration of the FRB was much smaller than the Fresnel crossing time, which effectively meant that an observation of a lensed FRB would sample only a single time slice of the dynamic spectrum. For extragalactic lenses, however, the duration of the FRB will be long enough to see diffraction peaks in the time domain, giving
FRBs the potential to be powerful tools for measuring extra-galactic point lenses, including extra-galactic stars, and possibly extra-galactic planets. Of course, the FRB will need to be measured with sufficiently high cadence to resolve the lensing event in time, but this can easily be accomplished. For example, the CHIME FRB backend buffers raw voltage data with 2.56 μs cadence (Amiri et al. 2018), which compares favorably to the Fresnel crossing time quoted above.

However, we must be careful when applying the formulæ in Section 2.3 to determine how an FRB will be lensed by an intervening point mass, since FRBs manifest as short, irregularly repeating bursts, when they repeat at all. Eq. 6 is the diffraction integral for a single monochromatic plane wave, and thus, effectively, assumes that the source has been shining forever. For a burst of finite size, this assumption only holds when the time delay is small relative to the burst duration. In the case of point lenses, the time delay is on the order of

\[ 4GM \approx 1.97 \times 10^{-2} \left( \frac{M}{M_\odot} \right) \text{ms}, \]  

(41)

Since FRBs are order-millisecond bursts, point masses less than a solar mass will satisfy the condition that the time delay be much shorter than the FRB. So, point masses in the range \([0.1 M_\odot, 1 M_\odot]\) will significantly lens FRBs, with magnifications given by Eq. 22. The lower bound on this mass range is obtained from the same, distance independent argument used to find the mass range in Section 5.2. Planets fall within this mass range, justifying our previous use of Eq. 22 and the associated cross section for FRBs lensed by FFPs in Section 5.2.

For lenses larger than this mass range, the time delay begins to exceed the duration of the FRB. In this case, instead of having a single burst with an intensity modulation determined by Eq. 22, the FRB will manifest as a single burst followed by an echo, with time delay dependent on the mass of the lens and the separation of the source and the lens. The brightness ratio between the original image and the echo is dependent only on the separation (Eq. 16), and so a measurement of the brightness ratio and the time delay will yield the mass of the lens. Muñoz et al. (2016) has proposed using microlensing of FRBs in this regime to constrain the amount of dark matter contained in massive compact halo objects (MACHOs) in the mass range of \([20, 100] M_\odot\).

For objects within the mass range \([0.1 M_\odot, 1 M_\odot]\), the intensity modulation of an FRB will be determined by Eq. 22, which we have shown also provides a means of measuring the mass of the lens. It is of interest to compute the microlensing event rate of FRBs by extra-galactic point lenses. For a general population of lenses falling within the mass range \([0.1 M_\odot, 1 M_\odot]\), we can compute the total optical depth on the sky from (Schneider et al. 1992)

\[ \tau(z) = \frac{c}{H_0} \frac{r_s^2}{2 \Omega_{\cdots}} \int_0^{z_s} dz' dM \hat{\sigma}(D_d, D_s, M)n(D_d, M) D_A^2 \frac{(1 + z)^{-2}}{\Omega(z)}, \]  

(42)

where \( \hat{\sigma} = \sigma_{\text{wave}} r_s^2 \), and \( n(D_d, M) \) is the number density of point-like lenses with mass \( M \) at a distance \( D_d \). Since FRBs are at cosmological distances, we perform the integral over redshift, so that \( D_A = D_A(z) \) and \( D_s = D_A(z_s) \), where \( D_A \) is the angular diameter distance as a function of redshift. Note that because the distances are now angular diamater distances, the distance \( D_A \), which appears in \( \theta_E \), is no longer simply \( D_s - D_d \). The term \( (1 + z)^{-2}/E(z) \) is \( dR/dz \), where \( R \) is the proper distance, and \( E(z) = \sqrt{\Omega_m(1 + z)^3 + \Omega_r(1 + z)^2 + \Omega_\Lambda} \).

For a non-evolving population, the density is just

\[ n(D_d, M) = (1 + z)^3 n_0(M), \]  

(43)

where \( n_0(M) \) is the number density of point-like lenses with mass \( M \) today. The density of a non-evolving population as a function of redshift is then obtained by holding the density constant within a comoving volume.

As an example of such a calculation, we can compute the optical depth for extra-galactic FFPs. In order to compute the optical depth, we again make the assumption that the FFPs all have mass \( 1 M_\odot \), since we do not know the mass distribution of FFPs in our galaxy, let alone other galaxies. We estimate \( n_0 \) to be the local number density of galaxies multiplied by the average number of FFPs per galaxy, \( n_0 = n_{\text{gal}} N_{\text{FFP}} \). The local number density of galaxies is roughly \( n_{\text{gal}} \sim 0.1 \text{Mpc}^{-3} \) (Conselice et al. 2016), and we take \( N_{\text{FFP}} \sim 10^{11} \), which is the number of FFPs in the Milky Way, assuming FFPs are as numerous as stars. With the simplifying assumption that all FRBs are located at \( D_d \sim 1 \text{Gpc} \), or \( z_s \approx 0.3 \), and again taking \( A_H = 10^{-4} \), we find that for extra-galactic FFPs the optical depth is \( \tau \sim 10^{-5} \). For a CHIME detection rate of ten FRBs per day, this translates to an event rate of roughly \( 10^{-4} \) per year. Thus, current experiments do not have a high enough FRB event rate for the possibility of using microlensing to detect extra-galactic exoplanets. However, for next generation experiments such as PUMA, which may have an FRB detection rate of as much as two orders of magnitude higher than CHIME, a detection of such an event may enter the realm of possibility.

Recently, Katz et al. (2019) argue that diffractive effects in the lensing of FRBs will also be able to provide strong constraints on dark matter in the form of MACHOs in the \( 10^{-4} \) to \( 0.1 M_\odot \) mass range. With new FRB surveys on the horizon, observations of the gravitational lensing of FRBs with diffractive effects have the potential to be powerful probes of a variety of objects at cosmological distances, for a large mass range.

6 CONCLUSION

In the coming years, a wealth of data from new observations of pulsars and FRBs will be taken by current and next-generation radio telescopes. Pulsars and FRBs will generally be lensed by intervening gravitational potentials, and being coherent sources of radio emission, are likely to exhibit wave effects in their lensing. In this paper, we have shown that not only wave effects break degeneracies that would otherwise be present in the geometric limit of optics, they result in a significant boost to the cross section of lensing events. While we demonstrated this boost in cross section for the specific case of a point lens, it was simply a result of constructive interference between images increasing the magnification further from the lens, which will be a generic feature of many different lenses. We also showed that galactic point masses in the range of 0.1 to 100 \( M_\odot \) will lens radio
sources in the full wave-optics regime, beyond both the geometric and Eikonal limit. Isolated objects in this mass range will include FFPs. We computed the rate for pulsars to be lensed by FFPs in the galaxy and found that it could reach as high as $\Gamma \sim 0.1\ \text{year}$, suggesting that pulsars could be a useful probe of the population of FFPs in the galaxy. Similarly, FRBs, which are located at cosmological distances, will exhibit interference effects in their lensing for a wide range of masses, from $10^{-6} M_{\odot}$ to $1 M_{\odot}$, which includes FFPs. We have argued that the lensing of an FRB, which is a short, transient phenomenon, is sufficient to measure the mass of the lens, since the mass can be inferred from interference effects at a single time slice.

Microlensing studies often assume the geometric limit of optics. However, it is important to check when wave effects are important. The geometric limit fails near caustic crossings, and for coherent low frequency sources of light. This failure is in fact a benefit, as diffractive effects can provide additional physical information about the lens, and strongly enhance the detectability of a microlensing event. Accounting for these effects, including in situations beyond the point-mass limit studied here, could very well open up new frontiers of discovery in the transient radio sky.
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