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Abstract

We present a data-driven model predictive control (MPC) framework for systems with high state-space dimensionalities. This work is motivated by the need to exploit sensor data that appears in the form of images (e.g., 2D or 3D spatial fields reported by thermal cameras). We propose to use dynamic mode decomposition (DMD) to directly build a low-dimensional model from image data and we use such model to obtain a tractable MPC controller. We demonstrate the scalability of this approach (which we call DMD-MPC) by using a 2D thermal diffusion system. Here, we assume that the evolution of the thermal field is captured by 50x50 pixel images, which results in a 2500-dimensional state-space. We show that that the dynamics of this high-dimensional space can be accurately predicted by using a 40-dimensional DMD model and we show that the field can be manipulated satisfactorily by using an MPC controller that embeds the low-dimensional DMD model. We also show that the DMD-MPC controller significantly outperforms a standard MPC controller that uses data from a finite set of spatial locations (proxy locations) to manipulates the high-dimensional thermal field. This comparison illustrates the value of information embedded in image data.
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1 Introduction

Emerging camera-based sensing and computer vision technologies generate data in the form of images and videos (sequences of images). These capabilities have been widely used for the control of robotic systems [6], vehicle systems [9], and crystallization systems [18] but have seen limited use in other application domains such as process control. Exploiting these new data sources is not straightforward because such sources tend to be high-dimensional and distributed in nature (e.g., contain 2D and 3D spatial fields or spatial trajectories) and because these data sources are not directly compatible with traditional modeling and control techniques. Specifically, most control architectures use models that are built using sensor data that is collected at a finite set of fixed spatial locations. Take
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the example of temperature control of a room; here, the thermostat collects data at a single location and this location is used as a proxy point to manipulate the entire temperature field of the room (an infinite-dimensional 3D space) [13]. Another example is that of the control of a distillation (separation) tower; here, temperature sensors at selected locations are used as proxies to manipulate the internal temperature field (an infinite-dimensional 3D space) [10]. In fact, one could argue that, all systems are inherently infinite-dimensional (they live in continuous 3D spaces) but we treat them as low-dimensional systems in order to enable control with existing sensing and actuation technologies.

Now imagine that we had the ability to observe the entire 3D thermal field of a room or of a column by using a thermal camera. How could one exploit this information to manipulate the field? Here, one could envision deriving a physical model that has a state-space representation that is compatible with that of the spatial image data. Unfortunately, such models tend to be complex (e.g., involve partial differential equations [3, 27]) and can be difficult to handle computationally by using control techniques such as MPC [35]. To deal with this issue, one could use a model reduction technique such as proper orthogonal decomposition or balanced truncation [23, 12, 28, 2] to construct a low-dimensional representation of the physical model. We could then embed such a low-order model within a tractable MPC formulation [24]. However, building detailed physics-based models is time-consuming or, even worse, capturing the level of detail that image data captures (e.g., complex geometries) might simply not be practical to do. To overcome this obstacle, one could envision using the image data to directly build an empirical (data-driven) dynamical model [7]. Unfortunately, it might not be possible to build a model of the same dimension as that of the spatial field captured by the image (which is inherently high-dimensional). This is because data-driven models tend to be dense and it would be difficult to store them and to perform computations with them (e.g., compute MPC control action) [36, 8].

In this work, we present a data-driven MPC framework (which we call DMD-MPC). The framework uses low-dimensional models that are directly built from image data (see Figure 1). Here, we focus our attention on a modeling technique that is known as dynamic mode decomposition (DMD) [16]. DMD exploits the fact that high-dimensional dynamical systems tend to reside in low-dimensional spaces and thus seeks to construct reduced order models in such spaces [29]. In the context of spatio-temporal systems (e.g., diffusion and fluid flow), the low-dimensional space is composed of modes that capture dominant spatial features of the system. DMD modes can also be interpreted as approximations of Koopman operator modes for nonlinear systems [22]. Notably, DMD can extract such dominant modes directly from data (i.e., from snapshots of the spatial field) to build low-dimensional models. This is done by finding a low-rank dynamic mapping that minimizes the prediction error, which can be obtained by solving a rank-constrained regression problem [24, 25]. As a result, a DMD model has optimality guarantees (in that this is the low-rank model that best predicts the data). We have recently shown that the approximation error of DMD models has desirable asymptotic properties. Specifically, we have shown that the prediction error vanishes as one increases data availability and model order [20]. Moreover, we have recently established that DMD is equivalent to subspace identification (most prevalent data-driven modeling technique) [30].

DMD has seen many applications in areas such as video processing [17], fluid dynamics [31], and financial time series [21]. Many variants of DMD have been proposed to improve the robustness and
application scope of DMD [15]. Examples include optimized DMD [5, 34, 30], sparsity-promoting DMD [11] (leads to sparse models), and extended DMD [33] (can handle high-order dynamics). A number of methods for selecting modes have also been proposed [4, 14]. DMD models can also be constructed to handle non-autonomous systems [26]. In this context, a key benefit of DMD is that it delivers a low-dimensional (tractable) model that can be embedded in MPC formulations. Recent work has proposed to use DMD models in MPC to perform wind farm control [1] and hydraulic fracturing control [24]. We note that building low-dimensional models from data can also be accomplished by using powerful emerging techniques such as autoencoders [19]. These approaches can handle more complex representations than DMD (e.g., nonlinear) but are more difficult to handle computationally in MPC formulations. Moreover, their theoretical properties (e.g., behavior of approximation errors) are still not well-understood.

The availability of image data, together with emerging modeling techniques such as DMD, opens new opportunities to design powerful MPC architectures. We demonstrate these capabilities by applying our DMD-MPC architecture to a 2D thermal diffusion system. Here, we show that DMD can extract the dominant spatial modes of the physical system from snapshots of the thermal field. We also show that a DMD model of dimension 40 gives accurate predictions of a system model that has a dimension of 2500 (reduction of 98%). The DMD model enables a tractable MPC formulation and we show that this formulation provides satisfactory tracking and constraint satisfaction performance. We show that the DMD-MPC controller drastically outperforms a standard MPC controller that uses data from a finite set of (proxy) spatial locations to manipulate the thermal field. We attribute these results to the fact that DMD modes more effectively capture information of the entire field (compared to data at fixed locations). These results thus illustrate the value of information embedded
in image data. Our work also seeks to point out a number of challenges that need to be addressed to effectively use image data in MPC. These challenges include dealing with inherent limitations in actuation and controllability, dealing with nonlinear systems, and dealing with mixed data-driven and physics-driven models.

The paper is structured as follows: In Section 2, we introduce concepts and computational aspects of DMD models. Section 3 presents the proposed MPC framework based on DMD models. Section 4 provides a 2D thermal diffusion system to illustrate the developments. The paper closes in Section 5 with concluding remarks and a perspective on open challenges.

2 Dynamic Mode Decomposition

Consider a sequence of \( m \) time snapshots of the state vector \( x \in \mathbb{R}^n \). We represent the state sequence as \( \{x_1, x_2, \ldots, x_m\} \). Associated with each state snapshot, there is a measurement of the control vector \( u \in \mathbb{R}^q \) and we denote the control sequence as \( \{u_1, u_2, \ldots, u_m\} \). The image-based setting that we consider here involves \( n \gg 1 \) (high-dimensional state space) and \( q \ll n \) (much fewer actuators than observed states). Specifically, an image captures a spatial field that might not be possible to fully manipulate using available actuators. This issue is common in the context of control of systems described by partial differential equations (e.g., actuators only exist at the domain boundaries) [3].

An image is a finite-dimensional (discrete) representation of an infinite-dimensional (continuous) field. We represent an image as the matrix \( X \in \mathbb{R}^{p \times p} \). Each row-column position is a pixel and the entry at such position is known as the intensity. We note that the image only represents a scalar field (it represents a single state variable). For instance, the image might capture the spatial distribution of temperature (the row-column position is the spatial location and the intensity is the temperature level). The state is the vectorized form of the image and we thus have that \( x = \text{vec}(X) \) with \( n = p^2 \). The dimension \( n \) is thus given by the total number of pixels in the image. An image can also be a superposition of color channels (e.g., RGB or L*a*b) in which each channel has an associated matrix with \( p^2 \) pixels. In such a case, the state vector \( x \) is a vector containing all the color channel matrices and has a dimension \( n = 3 \cdot p^2 \). Similarly, it is possible for the state vector \( x \) to capture multiple spatial fields (e.g., temperature and flow).

We assume that the true system is described by a linear model:

\[
\begin{align*}
x_{k+1} &= Ax_k + Bu_k, \quad (2.1)
\end{align*}
\]

where \( A \in \mathbb{R}^{n \times n} \) is the system matrix, and its eigenvalues characterize the dynamical behavior of the state. The input matrix \( B \in \mathbb{R}^{n \times q} \) captures the effects of the control inputs on the system state. In our setting, both \( A \) and \( B \) are unknown (need to be estimated from data) and high-dimensional (compatible with the dimension of the image).

We split the data snapshots as:

\[
\begin{align*}
X &:= [x_1, x_2, \ldots, x_{m-1}], \quad Y := [x_2, x_3, \ldots, x_m], \quad \Upsilon := [u_1, u_2, \ldots, u_{m-1}], \quad (2.2)
\end{align*}
\]

and we thus have that:

\[
\begin{align*}
Y &= AX + B\Upsilon = \Theta \Omega, \quad (2.3)
\end{align*}
\]
where $\Theta := [A \ B]$ are the model parameters and $\Omega := [X^T \ Y^T]^T$ is the data matrix. In DMD, the model $\Theta$ is estimated by minimizing the residual $\|Y - \Theta \Omega\|_2^2$ (prediction error). The solution is:

$$\hat{\Theta} = Y \Omega^\dagger,$$

(2.4)

where $\dagger$ is the Moore-Penrose pseudoinverse. The pseudoinverse can be computed using SVD [29]; here, the data matrix is decomposed as:

$$\Omega \approx \hat{U}_s \hat{\Sigma}_s \hat{V}_s^T,$$

(2.5)

where $s$ is the truncation order in the economy-size SVD, $\hat{U}_s \in \mathbb{R}^{(n+q) \times s}$, $\hat{\Sigma}_s \in \mathbb{R}^{s \times s}$, and $\hat{V}_s \in \mathbb{R}^{(m-1) \times s}$. Spatial fields often contain a few coherent structures and as a result, $s \ll n$. In practice, $s$ is determined by a prescribed threshold and the modes with singular values greater than the threshold will be reserved. It is also observed that the columns in $\hat{U}_s$ are not the first $s$ principal bases from the data matrix $X$. Instead, they are the first $s$ modes of the joint data matrix between $X$ and $Y$. The estimated system and input matrices can thus be expressed as:

$$\hat{A} = Y \hat{V}_s \hat{\Sigma}_s^{-1} \hat{U}_1^T \hat{r}_s, \quad \hat{B} = Y \hat{V}_s \hat{\Sigma}_s^{-1} \hat{U}_2^T,$$

(2.6)

with $\hat{U}_1 \in \mathbb{R}^{n \times s}$, $\hat{U}_2 \in \mathbb{R}^{q \times s}$, and $\hat{U}_s^T = [\hat{U}_{1,s}^T \ \hat{U}_{2,s}^T]$. The estimated state-space model is:

$$x_{k+1} = \hat{A} x_k + \hat{B} u_k.$$  

(2.7)

We note that $\hat{A}$ is a large-scale but rank-deficient matrix. The eigenvalues of $\hat{A}$ can yield dominant dynamic modes of the system, and the computation of the eigen-decomposition of $\hat{A}$ is prohibitive due to the high dimensions. Therefore, reduced models are used to approximate the original system (2.1), which is achieved by projecting the state $x_k$ onto a low-dimensional subspace. Different from DMD for autonomous systems, the left singular vectors in $\hat{U}_s$ are not appropriate to be used as the model reduction basis. Instead, one is interested in the principal component space of the state observations, and uses it as the linear subspace to project the state. To this end, the bases for the state observations $Y$ are utilized to find the linear transformation and its truncated SVD is shown as [16]:

$$Y \approx U_r \Sigma_r V_r^T,$$

(2.8)

where $r \ll n$ is the truncation order. It is likely that the truncation order $r < s$, since the SVD on $Y$ is applied with respect to the state snapshots while the former SVD (2.5) accounts for the variations in both state and input. We use the columns in $U_r$ (which is a non-square semi-orthogonal matrix) as the bases for the linear transformation of the true state $x_k$.

We define the state in the low-dimensional subspace as $\hat{x}_k \in \mathbb{R}^r$ and the reconstructed state in the original space as $\hat{x}_k = U_r \hat{x}_k$. We also define the approximation error as $e_k = x_k - \hat{x}_k$. The low-order approximation of model (2.7) has the form:

$$\hat{x}_{k+1} = \hat{A} \hat{x}_k + \hat{B} u_k,$$

(2.9)

where $\hat{x}_k \in \mathbb{R}^r$, $\hat{A} \in \mathbb{R}^{r \times r}$, $\hat{B} \in \mathbb{R}^{r \times q}$, with expressions:

$$\hat{A} = U_r^T \hat{A} U_r = U_r^T Y \hat{V}_s \hat{\Sigma}_s^{-1} \hat{U}_1^T \hat{r}_s,$$

(2.10a)

$$\hat{B} = U_r^T \hat{B} = U_r^T Y \hat{V}_s \hat{\Sigma}_s^{-1} \hat{U}_2^T.$$

(2.10b)
The major eigenvalue and eigenvector pairs \((\Lambda, \Phi)\) of the system matrix \(A\) are assumed to be approximated sufficiently by \(\hat{A}\) and are computed through the eigendecomposition of \(\hat{A}\) as:

\[
\hat{A} = W\Lambda W^{-1}, \quad \Phi = U_r W.
\] (2.11)

We adopt the approach above to calculate the eigenvectors \(\Phi\) (this is known as projected DMD [29]). The exact DMD method, proposed by [32], involves a more complex but exact expression of the eigenvectors. Notice that computing the high-dimensional matrices \(\hat{A}\) and \(\hat{B}\) is not necessary for obtaining a reduced (low-dimensional) model. This is a key advantage over other model reduction methods such as balanced truncation that enables the construction of tractable MPC formulations.

We have recently established that the previous procedure delivers a low-dimensional model that has consistent approximation properties [20]. Specifically, we have established that the approximation error \(\lim_{k \to \infty} e_k\) vanishes as we increase the amount of data \(m\) and as we increase the truncation orders \(r\) and \(s\). To ensure completeness, here we summarize these results. A key assumption in the analysis is that the real system is asymptotically stable (in the absence of inputs). Specifically, for (2.1), let \(\{\lambda_1, \ldots, \lambda_n\}\) be the eigenvalues of \(A\). We assume that \(A\) is Hurwitz with spectral radius:

\[
\rho(A) := \max_{i=1,\ldots,n} |\lambda_i| < 1.
\] (2.12)

Stability is needed because it will be shown that the dynamics of the error \(e_k\) depend on the eigenvalues of \(A\). The system matrix \(A\) being Hurwitz ensures that the error \(e_k\) decays asymptotically over time (in the absence of inputs).

Consider real system (2.1) and its low-order approximation (2.9) obtained from DMD. Under our stability assumption, the prediction error \(e_k\) (for \(k > m\)) can be bounded as:

\[
\|e_k\| \leq M\hat{\rho}^{k-m}\|e_m\| + M(k - m)\hat{\rho}^{k-1-m}(M_{s,m} + M_{r,m})\|x_m\|
\]

\[
+ M\left(\varepsilon_s^B + \varepsilon_r^B\right)\sum_{i=0}^{k-1-m} \hat{\rho}^{k-1-m-i}\|u_{i+m}\|
\]

\[
+ M(M_{s,m} + M_{r,m})\sum_{i=0}^{k-2-m} (i + 1)\hat{\rho}^i\|Bu_{k-2-i}\|,
\]

where \(\hat{\rho} \in (\rho(A), 1)\), \(M > 0\) is a bounding constant, and the positive constants \(M_{s,m}, M_{r,m}, \varepsilon_r^B,\) and \(\varepsilon_s^B\) decrease as the SVD truncation orders \(r, s\), and the sample size \(m\) increase. To see the asymptotic behavior we set \(k \to \infty\) and find that:

\[
\lim_{k \to \infty} \|e_k\| \leq \frac{M\hat{\mu}}{1 - \hat{\rho}} (\varepsilon_s^B + \varepsilon_r^B) + M\|B\|\hat{\mu} + (M_{s,m} + M_{r,m}).
\] (2.15)

This result clearly highlights that the error can only converge to zero if the original system is stable. If stability holds, we have that the error vanishes as \(r, s, m\) increase. This is because the constants \(M_{s,m}, M_{r,m}, \varepsilon_r^B,\) and \(\varepsilon_s^B\) decrease as \(r, s, m\) increase.

3 DMD-MPC

Because data-driven models are dense, the computational complexity of the MPC optimization problem scales cubically with the number of states. This motivates the use of accurate low-dimensional
models to formulate the MPC controller. The aim of our MPC controller is to steer the high-dimensional state $x$ to a desired target state $x^* \in \mathbb{R}^n$. In our context, this is equivalent to seeking to steer the spatial image field to a desired field. An issue that arises here is that we expect to only have a finite number of actuators available to manipulate the field. As a result, the system will have inherent controllability limitations. This reveals a couple of important issues that arise when seeking to exploit image sensor data:

- There is a limit to what we can actually do with image data. Specifically, more data is expected to facilitate control but up to a certain point (and this point is limited by actuation). For instance, the fact that we can observe the entire temperature field of a room does not imply that we can freely manipulate it because rooms often have a single actuator (an air damper).

- The fact that we can observe and control a finite set of points does not imply that we can control the entire field adequately. For instance, the fact that we can control the temperature at the location of the thermostat does not imply that we can effectively manipulate the entire 3D temperature field in the room. DMD modes provide a low-dimensional representation that captures the full-dimensional field. Our hope is thus that, by controlling the low-dimensional DMD state, we can achieve better control of the entire field than that obtained with a traditional approach (in which we control the field by using a finite set of proxy locations). However, we note that controllability obtained with DMD is limited by that of the original system.

The DMD basis vectors $U_r$ (together with the reduced system matrix $\tilde{A}$) contain the dominant modes of the dynamical system. Given the current state $x_t \in \mathbb{R}^n$ for the system, the MPC formulation computes the control action $h(x_t)$ by solving the problem:

$$\min_{u_0, \ldots, u_{N-1}} \sum_{k=0}^{N} \| U_r \tilde{x}_k - x^* \| + \sum_{k=0}^{N-1} \| u_k \|$$

$$\text{s.t.} \quad \tilde{x}_{k+1} = \tilde{A} \tilde{x}_k + \tilde{B} u_k, \quad k = 0, \ldots, N-1,$$

$$u_k \in \mathcal{U}, \quad k = 0, \ldots, N-1,$$

$$U_r \tilde{x}_k \in \mathcal{X}, \quad k = 0, \ldots, N,$$

$$\tilde{x}_0 = U_r^T x_t,$$

where $N$ is the length of the prediction horizon and the control action is given by $h(x_t) = u_0$. The dynamical model of the MPC problem is the low-dimensional system (3.16b) and we recall that we can project the reduced state $\tilde{x}_k$ to the original space by using the DMD basis as $U_r \tilde{x}_k$. Moreover, we can project the current state of the system $x_t$ to the reduced space as $U_r^T x_t$. The set $\mathcal{U} \subseteq \mathbb{R}^q$ is the constraint set for the inputs and the set $\mathcal{X} \subseteq \mathbb{R}^n$ is the constraint set for the state (in the original high-dimensional space). Note that the state constraints are enforced indirectly through the use of the reduced model; consequently, in order to adequately handle the constraints, it is necessary that the reduced model provides an accurate representation of the original system.

The closed-loop system generated by MPC is shown in Figure 2. Here, the MPC control action is computed using a low-dimensional (approximate) representation of the real system. The control
action generates a new state for the system that is projected to the low-dimensional space of the MPC controller using the DMD basis. We note that the state tracking error in the MPC objective can also be expressed as $\|\tilde{x}_k - U^T_r x^*\|$ (because the basis $U_r$ is orthogonal). This highlights that we can also implement the controller by projecting the target into the low-dimensional space (without affecting the solution). We call our control architecture DMD-MPC.

![Figure 2: Closed-loop MPC diagram outlining dimensions of controller model and real system.](http://zavalab.engr.wisc.edu)

4 Case Study: 2D Thermal Diffusion System

In this section, we use a 2D diffusion system to investigate the ability of DMD-MPC to control a high-dimensional thermal field. We compare its performance to that of a standard MPC scheme that seeks to control the high-dimensional field by controlling a fixed set of spatial points (proxy locations). This comparison will help us illustrate the inherent value of image data. All scripts needed to reproduce the results can be found in [https://github.com/zavalab/ML/tree/master/ImageMPC](https://github.com/zavalab/ML/tree/master/ImageMPC).

4.1 Data Preparation Setup

The system under study captures heat diffusion on a 2D field; the field is manipulated by using a set of heating devices (see Figure 3). This diffusion system simulates, for instance, the dynamics of a solid metal slab that is controlled by heating devices. We assume that the 2D temperature field of the system is monitored in real time by using a camera. The goal of the DMD-MPC controller is to drive the 2D thermal field from a given state field to a target state field. The MPC controller operates with a low-dimensional representation of the field (obtained with DMD). The state of the system is reported to the controller in the form of an image. For simplicity, we assume that the image field is the field of the real system. The image field is projected down to a low-dimensional space in which the DMD-MPC controller operates. The control action computed is then fed back to the system.
We define $\xi(y_1, y_2, t)$ as the temperature (intensity) at location $(y_1, y_2)$ and at time $t$. The thermal field is generated by using the PDE:

$$\frac{\partial \xi}{\partial t} = \alpha \left( \frac{\partial^2 \xi}{\partial y_1^2} + \frac{\partial^2 \xi}{\partial y_2^2} \right) + u(y_1, y_2),$$

where $\alpha$ is the diffusion coefficient, $u(y_1, y_2)$ is the heat source at location $(y_1, y_2)$, and $L_1$ and $L_2$ are the domain lengths. We define the initial state field as $\xi(y_1, y_2, 0)$. We assume constant boundary conditions (no losses) by enforcing $\xi(y_1, 0) = \xi(y_1, L_2) = 20^\circ C$ and $\xi(0, y_2) = \xi(L_1, y_2) = 20^\circ C$. Each nonzero source $u(y_1, y_2)$ corresponds to a control input and we have a total of $q = 36$ control inputs.

We generate field data to build the DMD model by simulating the PDE system. The PDE system is simulated by using a backward spatial and temporal finite difference method over a $71 \times 71$ spatial mesh grid. A current limitation of DMD techniques is that they might not adequately capture domain boundary effects [16]. To handle this issue, we focus on a sub-region inside the domain (as shown in Figure 3). The selected region of interest in Figure 3 consists of a $50 \times 50$ mesh that corresponds to the image pixels. The heat sources are equally spaced inside this domain. We assume that the mesh points correspond to those of the state field reported to the MPC controller consequently, we have that the state field has a dimension of $n = 2500$. We discretize time using steps $\Delta t = 1$ second and these corresponds to the sampling times of the MPC controller. We note that there is a significant imbalance in the number of states and controls (a ratio of $36/2500 = 1.4\%$); consequently, we expect to see controllability issues in this system.

The PDE system is simulated over a time horizon over 5000 timesteps. Here, we introduce independent and random step signals (held constant over 50 timesteps) for each heating device. These random step signals fully excite the system modes. To identify the DMD model (2.9), we choose the
first $m$ timesteps of state fields and inputs training data and the remaining timesteps as validation data. In the discussion that follows, we will explore the effect of $m$ on the accuracy of the DMD model and on the performance of the DMD-controller.

### 4.2 DMD Model Accuracy

The DMD bases are obtained from (2.5) and (2.8). The singular values associated with such bases quantify the importance of each basis vector in capturing the information (energy) of the system. We define a cumulative energy criterion to determine appropriate model reduction orders $s$ and $r$:

$$p_v = \frac{\sum_{i=1}^{v} \sigma_i^2}{\sum_{i=1}^{k} \sigma_i^2},$$

(4.18)

where $k = \min\{n+q, m\}$ and $v = s$ for SVD (2.5) and $k = \min\{n, m\}$ and $v = r$ for SVD (2.8). The $i$-th singular values for both SVDs are denoted by $\sigma_i$. We use the energy $p_v$ to determine suitable model truncation orders. The orders should be chosen such that $p_v$ captures a sufficiently large portion of the energy. A rule-of-thumb threshold for determining the orders is $p_v = 0.99$. In the context of DMD, the accuracy of the first SVD impacts that of the second SVD and thus in this example, we tend to choose a higher threshold for the first SVD. In Figure 4, we present values of $p_v$ against different SVD truncation orders. We can see that a model order $s = 50$ accounts for $99.82\%$ of the variation in the data matrix $\Omega$ and $r = 40$ accounts for $99.70\%$ of the energy in $X$. The reduced model (2.9) with such a selection of parameters is a non-square state-space model with $r = 40$ states and $q = 36$ inputs. We use this model order as default; in the discussion that follows, we also explore the behavior of DMD-MPC with different model orders. We recall that the low-dimensional state of the reduced model $\tilde{x}_k$ is projected to the original state space by using the DMD bases.

![Figure 4: Energy for different SVD truncation orders in (2.5) (left) and in (2.8) (right).](http://zavalab.engr.wisc.edu)
Figure 5 compares the predicted DMD field (2.9) against the actual state field at five different times. Here, we use $m = 3000$ image snapshots to build a DMD model of order $40$. We can see that the predictions of the DMD model are accurate; specifically, we found that the maximum absolute error (over all spatial locations) was $O(10^{-3})$. This result indicates that a model of order $40$ can capture the behavior of the full-order system (order $2500$). This represents a reduction in the state space of $98.5\%$, thus enabling the use of MPC. The model accuracy will be key in enabling the MPC controller to enforce system constraints. We highlight that recent work has established the equivalence between DMD and subspace system identification [30]; we thus expect that the performance obtained with such models would be comparable.

### 4.3 Closed-Loop DMD-MPC Behavior

The MPC formulation uses a DMD model of order $r = 40$ and has $q = 36$ control inputs. The formulation captures lower and upper bounds for the states and controls (the sets $\mathcal{X}$ and $\mathcal{U}$ are boxes). The prediction horizon of the MPC controller is set to $N = 10$; consequently, the MPC formulation contains a total of $10 \times (40) + (10 - 1) \times 36 = 724$ variables. An MPC controller that operates over the full state-space would contain $25,324$ variables. Importantly, such a problem would contain dense blocks in the dynamic constraints that will dramatically affect the computational tractability.

Figure 6 shows three reference fields that will be used to test the performance of the DMD-MPC controller. We assume that the system is initially at steady-state. We first set the target field to be the
Figure 6: Reference fields used to test performance of controllers. Gaussian reference field (left), constant reference field (middle), and sliced Gaussian field (right).

Figure 7: Final state field for closed-loop system under DMD-MPC (left), reference field (middle), and final tracking error achieved by DMD-MPC (right).

Gaussian field shown on the left plot in Figure 7 and we run the closed-loop system over 30 timesteps. In the middle plot of Figure 7, we show the final temperature field achieved by DMD-MPC and in the right plot, we show the error field (difference between the target and DMD-MPC fields). We can see that the controller is able to capture the global (coarse) features of the target field but has localized (fine) errors at the actuator locations. The local spikes indicate that the controller sacrifices some local error in order to reduce global error (i.e., in order to drive the entire thermal field up). We highlight that the fact that the controller cannot perfectly track the target is not due to the model reduction procedure but it is due to the fact that the original system has limited controllability. To validate this observation, we performed a simulation in which the controller uses the model of the real system and we found similar closed-loop performance. This highlights that the availability of image data only benefits the ability to control the system up to a certain point (limited by its inherent controllability).

Figure 8 shows the time evolution of the thermal fields. Here, we visualize the fields as 3D fields (intensity is the third dimension) in order to verify the satisfaction of state constraints (bottom and top planes). We found that the DMD-MPC controller satisfies the constraints almost all the time, with only a few locations that violate the upper bound at time $t = 22s$. This reinforces the observation that the DMD model is accurate. Figure 9 shows the images of the state field and the corresponding heating device profiles. The actuators operate at the maximum allowable value in the first few time steps to drive up the state profile rapidly and then settle down to the steady-state. The evaluation of the tracking error over time is shown in Figure 10. Here, we can see that the errors decrease quickly and
Figure 8: State evolution of diffusion system under DMD-MPC showing satisfaction of constraints.

Figure 9: Input and state evolution of diffusion system under DMD-MPC.
that the final error consists of high-frequency spikes around actuator locations and at the boundaries.

We investigated the impacts of data availability $m$ and model orders $r, s$ on the performance of DMD-MPC. Figure 11 shows the tracking error under different settings. We can see that, as the model order increases, the tracking error decreases. Moreover, we see that orders 30 and 40 show comparable performance. The bottom plot of Figure 11 shows that data availability has a strong impact on tracking performance. Intuitively, a larger dataset enables the discovery of spatiotemporal modes of the system. We also note that we require at least 2000 image snapshots to obtain adequate accuracy.

We also investigated the performance of the closed-loop system under a constant reference target $x^* = 28^\circ C$ (shown in the middle plot of Figure 6). The evolution of state and input trajectories for this reference is shown in Figure 12. We can see that the controller is able to track the target with satisfactory performance (except at the boundaries).

### 4.4 Comparison with Standard MPC

Standard MPC aims to control the state field by controlling the temperature at a fixed set of locations (proxy points). Importantly, such locations are often a poor low-dimensional representation of the system. Specifically, such locations might not capture the global effects properly. In contrast, the DMD modes capture the global effects of the field. For developing the standard MPC controller, we assume that there exists a temperature sensor at the location of each heating device. We use DMD to identify a state-space model based on data collected at such locations. In this case, the DMD model
Figure 11: Impact of model order and dataset size on tracking performance of DMD-MPC.

Figure 12: Input and state evolution under DMD-MPC with constant reference field.
Figure 13: Target field for DMD-MPC and standard MPC (left), final state field achieved with standard MPC (middle), and final state field achieved with DMD-MPC (right).

Figure 14: Tracking error for different reference fields under DMD-MPC (red) and standard MPC (black).
has a dimension of \( n = 36 \) (corresponding to the number of devices). We highlight that this DMD model is a multivariable system model that captures interactions between the temperatures at different locations. We will see, however, that these interactions are not sufficient to capture the complexity of the high-dimensional state field. We also highlight that the dimension of the model used by the standard MPC controller is comparable to that used by DMD-MPC.

We compare the tracking performance of standard MPC with that of the DMD-MPC in Figure 13. Here, we use the sliced Gaussian reference field shown in Figure 6. The plots in the middle of Figure 13 show the final state field achieved by standard MPC. From the middle plots of Figure 13, we observe that standard MPC is not able to track the flat part of the target profile, as indicated by the large peaks in the center of the domain. This indicates that the model cannot capture the global features of the state field. In contrast, the model of DMD-MPC captures the global features of the field (contained in the modes) and this gives much better performance (as shown in the right plots of Figure 13).

In Figure 14, we compare the tracking error of the MPC controllers under different reference fields. We observe that for all references, DMD-MPC consistently achieves a smaller tracking error. Moreover, we see that the final tracking error of DMD-MPC is comparable in all cases. We also see that, for a constant field, the performance of the controllers is comparable. This makes sense because a constant reference field is much easier to reach. However, the discrepancy in controller performance is quite strong for the more complex reference fields. These results illustrate the value embedded in image data. Specifically, using MPC controllers that do not have access to such data can miss significant information of the state field and this can limit their ability to manipulate it.

5 Conclusions and Future Work

We have presented a data-driven MPC framework that uses low-order models (constructed from spatial image data) to control high-dimensional state fields. Here, we show that DMD facilitates the exploitation of image data to construct accurate low-order models. We demonstrate the benefits of the proposed DMD-MPC framework by using a 2D thermal diffusion system. We show that a DMD model of order 40 is sufficient to accurately predict the performance of a system of dimension 2500. We also show that the DMD-MPC controller provides satisfactory tracking and constraint satisfaction performance. We compare the performance of DMD-MPC against that of a standard MPC controller that uses data from a finite set of locations. We find that such a controller is incapable of properly capturing the features of the high-dimensional field (thus resulting in poor tracking performance). The proposed work can be extended in multiple directions; specifically, we will aim to investigate the use of more advanced MPC formulations (economic MPC) and we will aim to construct robust MPC formulations that capture the model error explicitly. We will also seek to construct low-order models that provide certifiable controllability guarantees and that can fuse data-driven and physics-based components.
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