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Abstract

In this paper, we study a physics-informed algorithm for Wasserstein Generative Adversarial Networks (WGANs) for uncertainty quantification in solutions of partial differential equations. By using groupsort activation functions in adversarial network discriminators, network generators are utilized to learn the uncertainty in solutions of partial differential equations observed from the initial/boundary data. Under mild assumptions, we show that the generalization error of the computed generator converges to the approximation error of the network with high probability, when the number of samples are sufficiently taken. According to our established error bound, we also find that our physics-informed WGANs have higher requirement for the capacity of discriminators than that of generators. Numerical results on synthetic examples of partial differential equations are reported to validate our theoretical results and demonstrate how uncertainty quantification can be obtained for solutions of partial differential equations and the distributions of initial/boundary data. However, the quality or the accuracy of the uncertainty quantification theory in all the points in the interior is still the theoretical vacancy, and required for further research.

1 Introduction

Deep Learning becomes really popular in recent several years due to its extraordinary applications in computer vision [4,21,33], natural language processing [7,15,58], and healthcare [38,44,59] etc. Its excellent performance brings much confidence to researchers about the potential applications in scientific computing. In particular, it would be useful to deal with curse of dimensionality in solutions of partial differential equations.

Solving partial differential equations by deep learning is first studied by Psichogios [49] and Lagaris et al. [34]. Recently, Raissi et al. [50] proposed the physics-informed neural networks (PINNs) which regard residuals of differential equations as regularization terms. PINNs behave well in solving both the forward and inverse problems of various kinds of partial differential equations. Besides introducing physical information by residuals, classical methods in solving PDEs coexist well with deep neural networks, providing another interesting ways to apply deep learning in scientific computing. Sirignano et al. [55] designed a Deep Galerkin Method algorithm to solve partial differential equations. Neural networks replace linear combinations of basis functions in classic Galerkin method due to advantages of data-driven methods and universal approximation capabilities of deep
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neural networks. Deep learning has been widely applied in solving more complicated and specific problems, e.g., fractional PDEs [47], stochastic PDEs [17, 63, 66] as well as high dimensional problems [25] etc.

Like most of deep learning models, PINNs suffer from training failure [45, 60], slow convergence [28, 29, 42], and curse of dimensionality [14, 18, 27, 30]. Jagtap et al. [29] introduced learnable parameters in activation functions to adaptively control the learning rate for PINNs. Wang et al. [60] proposed a kind of adaptive hyper-parameters selection algorithm that can not only accelerate the convergence of PINNs but also improve its prediction accuracy.

1.1 Uncertainty Quantification

Uncertainties (e.g., experimental observations) are usually inevitable that the system may not strictly follow mathematical formulations due to the external interference and lack of suitable experimental conditions. Researchers may be most interested in how the system is affected without the need to repeat experiments and observe results numerously. Traditional methods like Gaussian process [12, 22, 51], Monte Carlo sampling [9], as well as statistical Bayesian inference [56, 62, 67] require strict assumptions and priors for modeling that they are only applicable in specific and limited problems. Yang et al. [62] used Bayesian techniques to estimate solutions of PDEs with random boundary data, and prior information (e.g., Gaussian distribution) for the distribution of boundary data is required. However, the explicit distribution of our collected data are usually unknown and incorrect prior may lead to worse results or even training failure. Zhang et al. [66] adopted deep neural networks as a surrogate to solutions in polynomial chaos expansions in solving stochastic PDEs. In their setting, priors for noises (stochasticity and randomness) are also prerequisite.

The recent explosive growth of deep generative models (e.g., VAEs [32] and GANs [4, 21]) greatly reduce prior information and formulations, and achieve empirical successes especially in image [4, 21, 46] and sentence generation [15]. Yang et al. [63] applied GANs with PINNs to solve PDEs with uncertainty. Their method performs well empirically. Yang et al. [64] recently proved the capacity of deep ReLU neural networks in approximating distributions in Wasserstein distance and maximum mean discrepancy. Wasserstein generative adversarial networks (WGANs) achieve much better results both empirically and theoretically [4] than traditional GANs especially for the data lying on low dimensional manifolds [23].

1.2 The Contribution

The main aim of this paper is to study WGANs with PINNs for uncertainty quantification in solutions of partial differential equations. We develop a probabilistic model that can learn the uncertainty (noise) of the boundary/initial data by WGANs, and propagates it to the interior domain with physical constraints by PINNs. By using groupsort activation functions in adversarial network discriminators, network generators are utilized to learn the uncertainty in solutions of partial differential equations observed from the initial/boundary data. We analyze the generalization error of the computed generator, and show that the exact loss converges to the approximation error (the minimal error among all generators in the pre-defined class) with high probability, when the number of samples are sufficiently taken. Moreover, we find in our established error bound that our physics-informed WGANs have higher requirement for the capacity of discriminators than that of generators.

The outline of this paper is given as follows. In Section 2, the reviews of WGANs and PINNs are introduced and the proposed generative model is presented. In Section 3, we show the convergence
of our proposed WGANs with PINNs. In Section 4, we present experimental results for uncertainty quantification of PDEs solutions to demonstrate our theoretical results. Finally, some concluding remarks are given in Section 5.

1.3 Some Limitations

It is necessary to mention some potential limitations in our study.

Firstly, we miss the theoretical guarantee for the quality of uncertainty propagation. In other words, we do not theoretically analyze the role of physics-informed (PINNs) term in uncertainty propagation. The accuracy of interior data matching is theoretically guaranteed for some classes of deterministic PDEs if with boundary/initial samples and governing equations [52]. However, for the proposed probabilistic models, we encountered theoretical issues and technical difficulties to derive similar results. This also means that the propagated uncertainty can be entirely wrong and may not even converge to a correct one in the interior. Experimental results of the better distribution matching on the boundary than in the interior in section 4 further imply the concern. We left it as a future research work for probabilistic models, which is interesting and unsolved, to the best of our knowledge.

Secondly, the performance of the proposed model on more complicated problems. We test the model on some well-known PDEs and show its capability in uncertainty quantification. However, strictly speaking, the estimation for uncertainty quantification in the interior domain is somewhat less than satisfactory even in some simple problems with non-Gaussian and nonlinear uncertainty distributions. Therefore, it is still an open problem and is left as a future research study to provide satisfactory uncertainty quantification in non-Gaussian multi-modal distributions.

1.4 Notations

Throughout the paper, we combine the spatial coordinates and the temporal coordinate together, simply denoted by \( x \). For two positive real numbers or functions \( A \) and \( B \), the term \( A \lor B \) is equivalent to \( \max\{A, B\} \) while \( A \land B \) is equivalent to \( \min\{A, B\} \). For \( V = (V_{i,j}) \), we let \( \|V\|_\infty = \sup_{\|y\|_\infty = 1} \|Vy\|_\infty \). We also use the \((2, \infty)\) norm of \( V \), i.e., \( \|V\|_{2,\infty} = \sup_{\|y\|_2 = 1} \|Vy\|_\infty \).

2 The Generative Adversarial Model for Uncertainty Quantification

2.1 Wassertein Generative Adversarial Networks

Different from the original model in [21], Generative Adversarial Networks (GANs) can be formulated in a more general form:

\[
\min_{g_\theta \in \mathcal{G}} \max_{f_\alpha \in \mathcal{F}} \mathbb{E}_{z \sim \pi} f_\alpha(g_\theta(z)) - \mathbb{E}_{x \sim \nu} f_\alpha(x) \tag{1}
\]

where \( \mathcal{G} \) and \( \mathcal{F} \) are the generator class and the discriminator class respectively, \( \pi \) is the source distribution and \( \nu \) is the target distribution to be approximated.

Wasserstein GANs first proposed by Arjovsky et al. [4] adopts 1-Lipschitz functions as discriminators, i.e.,

\[
\mathcal{F} = \{ f : \|f\|_{Lip} \leq 1 \},
\]
where \( \|f\|_{Lip} \) is the Lipschitz constant of \( f \) and both the empirical and theoretical results show better performance of WGANs than GANs [4–6, 23]. In many WGANs applications, ReLU feedforward neural networks are used to approximate 1-Lipschitz functions. However, they are not guaranteed to be 1-Lipschitz and the ReLU activation function is norm vanishing in half planes [57, 65]. To overcome such shortcoming, Anil et al. [1] used groupsort as the activation function which is norm preserving, and Tanielian et al. [57] recently proved the approximation ability of groupsort neural networks to 1-Lipschitz functions. A groupsort neural network is defined as

\[
\text{GS}(x|W_f, D_f, \alpha) = V_{D_f} \cdot \sigma_{\text{group size}}(V_{D_f-1} \cdot \sigma_{\text{group size}}(\cdots \sigma_{\text{group size}}(V_0 \cdot x + v_0) + \cdots) + v_{D_f-1}) + v_{D_f}
\]  

with constraints

\[
\|V_1\|_{\infty} \leq 1 \quad \text{and} \quad \max(\|V_2\|_{\infty}, \ldots, \|V_{D_f}\|_{\infty}) \leq 1
\]  

where \( \alpha = \{V_i, v_i\}_{i=0}^{D_f} \) denotes parameters of a groupsort neural network, \( W_f \) is the width (number of neurons) of each layer, \( D_f \) is the depth (number of layers) and \( \sigma_{\text{group size}} \) is the groupsort activation function with grouping size (\( \text{group size} \)). A groupsort neural networks defined in (2) with constraints (3) is proven to be 1-Lipschitz [57]. In the paper, we choose \( \text{group size} = 2 \) and the discriminator class can be defined as

\[
\mathcal{F}_{\text{GS}} = \{f_{\alpha}(x) = \text{GS}(x|W_f, D_f, \alpha) : \text{GS}(x|W_f, D_f, \alpha) \text{ is a neural network of form (2)}\}
\]  

2.2 Physics-Informed Neural Networks

Physics-informed neural networks (PINNs) introduced by Raissi et al. [50] is a data driven machine learning method to solve partial differential equations. For a partial differential equation

\[
\mathcal{L}u(x) = b(x) \quad x \in \Omega
\]

\[
Bu(x) = c(x) \quad x \in \Gamma = \partial \Omega
\]

where \( \mathcal{L} \) is the differential operator in the interior domain and \( B \) is the operator on the boundary (includes initial conditions). Given the observed data \( \{(x_i, b_i)\}_{i=1}^{k} \) and \( \{(x_i, c_i)\}_{i=1}^{n} \) for both the differential equation and the boundary respectively, the empirical loss function for PINNs can be given by

\[
\lambda \cdot \frac{1}{k} \sum_{i=1}^{k} \|\mathcal{L}g_{\theta}(x_i) - b_i\|^2 + \frac{1}{n} \sum_{i=1}^{n} \|Bg_{\theta}(x_i) - c_i\|^2
\]

where \( g_{\theta} \) is the predefined deep neural networks parametrized by parameters \( \theta \), \( \mathcal{L}g_{\theta} \) is computed by automatic differentiation [10] and \( \lambda \) is a positive number to balance the term for interior data points and the term for boundary data points. Also the first term for differential equations acts as a regularization term for physical constraints. For Dirichlet boundary conditions, the operator \( B \) is the identity operator, meaning that we have observed solutions on the boundary. The optimization problem can be effectively and efficiently solved by stochastic gradient descent, see for instance [31, 39, 50]. The core idea of PINNs is to introduce the physical laws/information (differential equations) into the loss function as a regularization term to constrain the training process of neural networks.

In the following discussion, we mainly focus on PDEs with Dirichlet boundary conditions, i.e.

\[
\mathcal{L}u(x) = b(x) \quad x \in \Omega
\]
\[ u(x) = c(x) \quad x \in \Gamma = \partial \Omega \quad (8) \]

where \( \Omega \subset \mathbb{R}^d \) is a bounded domain and \( \Gamma = \partial \Omega \) is its boundary. Note that we do not distinguish the initial and boundary conditions, which implies that the spatial variable \( x \) here contains both the spatial and the temporal variables of PDEs. The domain is bounded by \( M_x \), i.e., \( \|x\|_{\text{max}} \leq M_x \) for all \( x \in \Omega \). The right hand side \( b(x) \) is bounded in \( \bar{\Omega} \), i.e., \( \|b(x)\|_2 \leq M_b \) for all \( x \in \bar{\Omega} \) and \( u(x) \in \mathbb{R}^r \) is the corresponding solution. Note that the proposed model can be studied similarly for the other boundary/initial conditions in PDEs.

Suppose that there exists uncertainty in the observation of boundary data in PDEs, i.e., \( q \) and \( b(x) \) are random variables. Generators are able to generate data with uncertainty compatible with our observations and propagate the uncertainty into the interior domain of \( \Omega \).

Suppose that the following class \( \mathcal{G} \) of neural networks are utilized to approximate the solution of PDEs,

\[ \mathcal{G} = \{ g_{\theta}(x) = \text{NN}(x|W_g, D_g, \theta) : \|W_i\|_{\text{max}} \leq M, 0 \leq i \leq D_g, \|w_{D_g}\|_{\text{max}} \leq M, \theta = \{ W_i, w_i \}_{i=0}^{D_g} \} \quad (9) \]

where \( g_{\theta} = \text{NN}(W_g, D_g, \theta) : \mathbb{R}^d \rightarrow \mathbb{R}^r \) denotes neural networks with \( D_g \) hidden layers (depth), \( W_g \) neurons in each layer (width), and \( \theta \) is the set of parameters. We use \( W_i \) to represent the matrix of linear transform between \((i-1)\)-th and \(i\)-th layer and \( w_i \) is the bias vector. The architecture of the neural networks is formulated as

\[ \text{NN}(x|W_g, D_g, \theta) = W_{D_g} \cdot \sigma(W_{D_g-1} \cdot \sigma(\cdots \sigma(W_0 \cdot x + w_0) + \cdots) + w_{D_g-1}) + w_{D_g} \]

where \( \sigma \) is the activation function and \( \theta = \{ W_i, w_i \}_{i=0}^{D_g} \) is the set of parameters for the neural network. Due to the smoothness of PDEs solutions, \( g_{\theta} \) is usually required to approximate solutions in \( H^q(\bar{\Omega}) \) where \( q \) depends on the differentiability of PDEs solutions. Several strategies are applied for the smoothness of \( g_{\theta} \), usually to activation functions, e.g., \( \sigma = \tanh \) and \( \sigma = \text{ReLU} \). Pinkus \[48\] proved that one-hidden layer neural networks with a non-polynomial activation function which is \( q \)-order differentiable are dense in \( C^q(\mathbb{R}^d) \). In our paper, we adopt \( \tanh \) as the activation function.

### 2.3 The WGAN-PINNs Model

Suppose that there exists uncertainty in the observation of boundary data in PDEs, i.e., \( u \) on \( x \in \partial \Omega \) can be interpreted as a random variable rather than a deterministic value. Our aim is to understand uncertainty quantification of PDEs solutions. PINNs are not able to do uncertainty quantification, and they even perform worse especially for noisy data with non-Gaussian and spatially dependent noises, see for instance \[50,52\].

For the generator \( g_{\theta} \), besides the spatial (and temporal) coordinates \( x \), a random latent variable \( z \) is also input into the model to summarize the uncertainty and stochasticity of PDEs solutions. We aim to obtain a generator that can provide a distribution of PDEs solutions well and also follows physical laws governed by given PDEs. Here, we study a kind of probabilistic model with physical constraints (i.e., the combination of WGANs and PINNs into the model):

\[ \min_{g_{\theta} \in \mathcal{G}} \mathbb{D}((x, g_{\theta}(x, z)), (x, u)), \quad x \sim p_{\Gamma}(x), \quad z \sim p(z) \quad (10) \]

\[ \text{s.t.} \quad \mathcal{L}g_{\theta}(x, z) = b(x), \quad \forall x \in \Omega \text{ and } z \sim p(z) \]

where \( p_{\Gamma}(x) \) is the distribution of \( x \) on the boundary \( \Gamma \) and \( p(z) \) is the prior distribution of the latent variable \( z \). Also \( \mathbb{D} \) is used to measure the distance between the joint distribution of generated data and PDE solutions. With a random latent variable \( z \), generators are able to generate data with uncertainty compatible with our observations and propagate the uncertainty into the interior domain.
by physics-informed neural networks with differential equations constraints. Compared with most classical methods of uncertainty quantification for PDEs, our model works without some strong and special prior information. Note that when $D$ is KL divergence or JS divergence, it is a model proposed in [63]. However, KL divergence has some disadvantages. Firstly, it lacks generalization property with respect to finite data [4]. Moreover, it requires that the supports of two distributions must coincide well, otherwise, their KL divergence is infinitely large, see [3].

In this paper, we propose to employ Wasserstein-1 distance in the model, and the resulting optimization is given by

$$\min_{g_\theta \in \mathcal{G}} \text{Wass}_1((x, g_\theta(x, z), (x, u)), \quad x \sim p_T(x), z \sim p(z)$$

s.t. $Lg_\theta(x, z) = b(x), \quad \forall x \in \Omega$ and $z \sim p(z)$

(11)

We can further re-formulate (11) into unconstrained optimization problem as follows:

$$\min_{g_\theta \in \mathcal{G}} \text{Wass}_1((x, g_\theta(x, z), (x, u)) + \lambda \cdot E_{x, x \sim p_T(x), p(z)} \| Lg_\theta(x, z) - b(x) \|^2_2$$

$$= \min_{g_\theta \in \mathcal{G}} \max_{\|f\|_{Lip} \leq 1} E_{x, x \sim p_T(x), p(z)} f(x, g_\theta(x, z)) - E_{x, u \sim p_T(x), u} f(x, u)$$

$$+ \lambda \cdot E_{x, z \sim p_T(x), p(z)} \| Lg_\theta(x, z) - b(x) \|^2_2$$

(12)

where $p_T(x, u)$ is the exact joint distribution of data $(x, u)$ whose marginal for $x$ is $p_T(x)$ on the boundary, $p_T(x)$ is the distribution of variable $x$ in the interior domain $\Omega$ and the hyper-parameter $\lambda$ balances the term $\text{Wass}_1$ distance and the regularization term governed by PDEs residual norm. By using the constraints posed in [9], for each generator $g \in \mathcal{G}$, we have

$$\|g(x, z)\|_2 \leq \sqrt{r} \cdot (M + W_g \cdot M),$$

$$\left\| \frac{\partial g_i(x, z)}{\partial x} \right\|_2 \leq (W_g \cdot M)^{D_g},$$

$$\|b(x)\|_2 \leq M_b,$$

and all its derivatives are bounded depending on $M, W_g$ and $D_g$. Therefore, the bound for $\|Lg(x, z) - b(x)\|^2_2$ depends on the operator $L$, $M, W_g, D_g$ and $M_b$.

In practice, we work on the model with a finite number of data samples: $\{(x_i, z_i)\}_{i=1}^m, \{(x_i, u_i)\}_{i=1}^n$ on the boundary and $\{(x_i, z_i, b_i)\}_{i=1}^k$ in the interior domain. Therefore, we deal with the following empirical loss given:

$$\text{Loss} = \min_{g_\theta \in \mathcal{G}} \max_{f_\alpha \in F_{GS}} \mathbb{E}_{x, x \sim p_T(x), p(z)} f_\alpha(x, g_\theta(x, z)) - \mathbb{E}_{x, u \sim p_T(x), u} f_\alpha(x, u)$$

$$+ \lambda \cdot \mathbb{E}_{x, z \sim p_T(x), p(z)} \| Lg_\theta(x, z) - b(x) \|^2_2$$

(14)

where $\mathbb{E}_m$ denotes the expectation on the empirical distribution of $m$ i.i.d. samples on random input to generator, $\mathbb{E}_n$ denotes the expectation on the empirical distribution of $n$ i.i.d. samples on boundary data, and $\mathbb{E}_k$ denotes the expectation on the empirical distribution of $k$ i.i.d. samples on interior data. The empirical loss of our model can be solved by learning $g_\theta$ and $f_\alpha$ based on stochastic gradient descent algorithm, see [31][39].

6
3 Generalization and Convergence

In this section, we theoretically investigates how well the trained generator (obtained from (14)) is, with respect to the exact loss in (12). In the literature, Bai et al. [8] designed some special discriminators with restricted approximability to let the trained generator approximate the target distribution in Wasserstein distance. However, their designs of discriminators are not applicable enough because it can only be applied to some specific statistical distributions (e.g., Gaussian distributions and exponential families) and generators that are invertible or injective neural networks. Liang [37] proposed a kind of oracle inequality to develop the generalization error of GANs’ learning in TV distance. However, several assumptions are required and KL divergence must be adopted to measure the distance between distributions. It may be inappropriate in generalization (convergence) analysis of GANs because many distributions in natural cases lie on low dimensional manifolds. The support of the generated distribution must coincide well with that of the target distribution, otherwise, the KL divergence between these two are infinite, which may be not helpful in generalization analysis.

Here our purpose is to show that the WGAN-PINNs model has good generalization and can converge to the best one among the whole generator class given large enough number of training data (i.e., \( m, n \) and \( k \)) and strong discriminators (i.e., large enough \( \hat{W}_f \) and \( D_f \)) with a high probability. Suppose that \((\hat{g}, \hat{f})\) is the obtained optimizer of (14). For any 1-Lipschitz function \( f \), we derive the following inequality:

\[
\mathbb{E}_{x \sim p_{1}(x), p(z)} f(x, \hat{g}(x, z)) - \mathbb{E}_{x \sim p_{1}(x), p(z)} f(x, \hat{u}) + \lambda \cdot \mathbb{E}_{x \sim p_{1}(x), p(z)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2
\]

\[
= \mathbb{E}_{x \sim p_{1}(x), p(z)} f(x, \hat{g}(x, z)) - \mathbb{E}_{x \sim p_{1}(x), p(z)} \hat{f}(x, \hat{g}(x, z)) + \mathbb{E}_{(x, u) \sim p_{1}(x), u} \tilde{f}(x, u)
\]

\[
= \mathbb{E}_{x \sim p_{1}(x), p(z)} f(x, \hat{g}(x, z)) - \mathbb{E}_{x \sim p_{1}(x), p(z)} \hat{f}(x, \hat{g}(x, z)) + \lambda \cdot \mathbb{E}_{x \sim p_{1}(x), p(z)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2
\]

\[
\leq \min_{f \in \mathcal{F}_{GS}} \left\{ \mathbb{E}_{x \sim p_{1}(x), p(z)} f(x, \hat{g}(x, z)) - \mathbb{E}_{x \sim p_{1}(x), p(z)} \tilde{f}(x, u) + \mathbb{E}_{(x, u) \sim p_{1}(x), u} \tilde{f}(x, u) \right\}
\]

\[
+ \max_{f \in \mathcal{F}_{GS}} \left\{ \mathbb{E}_{x \sim p_{1}(x), p(z)} \tilde{f}(x, \hat{g}(x, z)) - \mathbb{E}_{x \sim p_{1}(x), p(z)} \tilde{f}(x, \hat{g}(x, z)) \right\}
\]

\[
+ \max_{f \in \mathcal{F}_{GS}} \left\{ \mathbb{E}_{(x, u) \sim p_{1}(x), u} \tilde{f}(x, u) - \mathbb{E}_{(x, u) \sim p_{1}(x), u} \tilde{f}(x, u) \right\}
\]

\[
+ \lambda \cdot \mathbb{E}_{x \sim p_{1}(x), p(z)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2
\]

\[
+ \max_{f \in \mathcal{F}_{GS}} \left\{ \mathbb{E}_{x \sim p_{1}(x), p(z)} \tilde{f}(x, \hat{g}(x, z)) - \mathbb{E}_{(x, u) \sim p_{1}(x), u} \tilde{f}(x, u) + \lambda \cdot \mathbb{E}_{x \sim p_{1}(x), p(z)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2 \right\}
\]

\[
= I_1 + I_2 + I_3 + I_4 + I_5,
\]

i.e.,

\[
\text{Wass}_1((x, \hat{g}(x, z), (x, u))) + \lambda \cdot \mathbb{E}_{x \sim p_{1}(x), p(z)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2 \leq I_1 + I_2 + I_3 + I_4 + I_5 \tag{16}
\]

Note that Loss in (14) is equal to \( I_5 \).
Next we analyze the above five terms: the approximation of discriminators to 1-Lipschitz functions, the generalization of generated distributions and the target distribution (solution), the convergence of PINNs regularization term as well as the empirical loss respectively. The following five mild assumptions are imposed to the convergence guarantee of our algorithm. Note that Assumption 1, 2 and 4 are essential for our generalization bound while Assumption 3 and 5 are for better understanding of our theorem. We will illustrate the necessities and properties for each assumptions below.

Assumption 1 (Decaying condition). There exist a constant $s \geq 2$ and a large enough $M_u > 0$ such that for each $x \in \Gamma$,

$$\mathbb{P}(\|u(x)\|_2 \geq M_u) \leq C \cdot M_u^{-s}.$$  

For simplicity, we set $C = 1$ and further assume that $M_u \geq \sqrt{r} \cdot (M + W_g \cdot M)$ and $M_u \geq \sqrt{d} \cdot M_x$.

Remark. Assumption 1 implies that the distribution of the solution at each location $x$ has decaying tails (polynomial decay) after large enough value $M_u$. The condition is common for noisy data (from target distribution) in real applications. For example, if $u(x)$ are from Gaussian distributions (or sub-Gaussian) with uniformly bounded means and deviations for all $x$, the decaying condition is satisfied. The assumption is mild because it merely requires polynomial decay. Moreover, $M_u \geq \sqrt{r} \cdot (M + W_g \cdot M) \geq \|g(x, z)\|_2$ indicates that the generated data is bounded by $M_u$, obviously satisfying the decaying condition. Note that the coincidence of supports of generators with the solution data is not required. But we know there is a very low probability that the generator cannot cover the solution data.

Assumption 2. Suppose $D_f$ and $W_f$ are large enough such that

$$M_u = O(2^{D_f/(2(d+r))} \wedge W_f^{1/(2(d+r)^2)}),$$

where $O(\cdot)$ means that the two numbers are of the same order of magnitude, $M_u$ is defined in Assumption 1.

Remark. The discriminators are strong (deep and wide) enough that they can discriminate the solution data. If a solution decays fast enough (e.g., Gaussian distributions with small deviations), then discriminators with small width and depth are sufficient. Furthermore, $\sqrt{r} \cdot (M + W_g \cdot M) \leq M_u = O(2^{D_f/(2C(d+r)^2)} \wedge W_f^{1/(2(d+r)^2)})$ implies that the capacity of discriminators should be stronger than that of generators.

Assumption 3. We assume $\sqrt{r} \cdot (W_g + 1) \cdot M \geq \sqrt{d} \cdot M_x$ and the number of training data $m$ is large enough such that

$$(W_g + 1) \cdot M \leq m^{1/2(d+r)}.$$

Remark. This assumption requires the number of training data to be large enough such that the empirical generated distribution is close to the exact generated distribution. Otherwise, the limited and insufficient data will lead to the learned model $\tilde{g}$ with large bias and variance. For more details and reasons of the assumption, please see the remark of Lemma 2.
Assumption 4. The exact solution data has finite 3-moment, i.e.,
\[ \mathbb{E}_{(x,u) \sim p_{\text{tr}}(x,u)} \| (x, u) \|^3 \leq +\infty \]

Remark. The boundedness of data \((x, u)\) in 3-moment is easy to be achieved. The spatial (with temporal) variable \(x\) is bounded by \(M_x\), so we only focus on \(u(x)\). Similarly, if \(u(x)\) are from Gaussian (or sub-Gaussian) distributions with uniformly bounded mean and standard deviations for all \(x\), then the boundedness of 3-moment of data holds. Moreover, if Assumption 4 holds for a \(M_u\) (fixed and independent with model architectures) with \(s > 3\), then the 3-moment of the data is bounded. More precisely,
\[ \mathbb{E}_{(x,u) \sim p_{\text{tr}}(x,u)} \| (x, u) \|^3 \leq \mathbb{E}_{(x,u) \sim p_{\text{tr}}(x,u)} (\| x \|_2 + \| u(x) \|_2)^3 \]

and
\[ \mathbb{E}_{(x,u) \sim p_{\text{tr}}(x,u)} \| u(x) \|^3 \leq M_u^3 + \mathbb{E}_{(x,u) \sim p_{\text{tr}}(x,u)} \{ \| u(x) \|^3 \cdot I(\| u(x) \|_2 \geq M_u) \} \leq M_u^3 + C \cdot M_u^{-s+3} \]

implies the boundedness of the data.

Assumption 5. Assume that the number of training data \(k\) is large enough such that for all \((x, z)\), the following inequality holds
\[ \| Lg(x, z) - b(x) \|^2 \leq k^{1/4} \]

for all \(g \in \mathcal{G}\).

Remark. For a fixed predefined generator class \(\mathcal{G}\) in (9), all the derivatives of \(g \in \mathcal{G}\) are bounded by a constant depending on \(M, W_g\) and \(D_g\). The reason is due to the boundedness of \(\tanh\) (and its derivatives) in \(\mathcal{G}\). Therefore,
\[ \| Lg(x, z) - b(x) \|^2 \leq \tilde{C}(L, M, W_g, D_g, M_b), \]  

where \(\tilde{C}\) is a constant depending on model architectures and given PDEs. For other activation functions like \(\text{ReLU}^q\), similar assumptions also hold for the boundedness of \(\mathbb{E}_{z \sim p(z)} \| Lg(x, z) - b(x) \|^2\) for all \(x \in \Omega\) with the decaying condition of \(z\) (e.g. sub-Gaussian distributions). For more details and reasons of the assumption, please see the remark of Lemma 4.

3.1 Convergence Analysis of Empirical Loss

In this subsection, we establish the convergence of empirical loss, and show that with sufficiently large amount of training data, the empirical loss will converge to the approximation error with a high probability.

We first recall the following results for our analysis.

Proposition 1 (Theorem 2, [57]). Let \(d \geq 2\), the grouping size \(g_{\text{group}} = 2\). For any \(f \in \text{Lip}_1([-M_u, M_u]^d)\), where \(\text{Lip}_1\) denotes the class of 1-Lipschitz functions defined on \([-M_u, M_u]^d\), satisfying that
\[ |f(x) - f(y)| \leq \| x - y \|_2, \quad x, y \in [-M_u, M_u]^d, \]
there exists a neural network \(\tilde{f}\) of the form (2) with depth \(D_f\) and width \(W_f\) such that
\[ \| f - \tilde{f} \|_{L^{\infty}([-M_u, M_u]^d)} \leq 2M_u \cdot C \cdot (2^{-D_f/d^2} \lor W_f^{-1/d^2}), \]

where the constant \(C \approx 2\sqrt{d}\).
Proposition 2 (Convergence in $\text{Wass}_1$ distance [41]). Assume that the distribution $\nu$ (lies on $\mathbb{R}^d$) satisfies that $M_3 = \mathbb{E}_{\nu \sim \nu} \|x\|_2^3 < \infty$. Then there exists a constant $C'$ depending on $M_3$ such that

$$\mathbb{E} \text{Wass}_1 (\nu, \hat{\nu}^m) \leq C' \cdot \left\{ \begin{array}{ll} m^{-1/2}, & d = 1 \\ m^{-1/2} \log m, & d = 2 \\ m^{-1/d}, & d \geq 3 \end{array} \right.$$ 

where $\hat{\nu}^m$ denotes the empirical distribution of $m$ i.i.d. samples from the distribution $\nu$; the constant $C'$ is proportional to $\sqrt{M_3}$ but is independent of $d$ and $m$.

Let us study the five terms in (16) in the following analysis.

Lemma 1. Suppose that Assumption 7 and 2 hold. Then

$$I_1 \leq C_1 \cdot (2^{-D_f/(2d+2r)} \vee W_f^{-1/2(d+r)^2})$$

where the constant $C_1$ is independent of the model architecture.

Proof. By the definition of $I_1$, we obtain

$$I_1 = \min_{f \in F_G} \left\{ \mathbb{E}_{x,z \sim p_f(x), p(z)} [\hat{f}(x, \hat{g}(x, z)) - \mathbb{E}_{x,z \sim p_f(x), p(z)} \hat{f}(x, \hat{g}(x, z))] \right\} + \mathbb{E}_{(x,u) \sim p_f(x,u)} [\hat{f}(x, u) - f(x, u)] \cdot \mathbb{I}(\|u(x)\|_2 \geq M_u)$$

By using Assumption 1 and Proposition 1, we can conclude that

$$I_1 \leq C_0 \cdot M_u \cdot (2^{-D_f/(d+r)^2} \vee W_f^{-1/(d+r)^2}) + C_1 \cdot M_u^{-s+1}$$

where $s \geq 2$, $C_0$ and $C_1$ are independent of the model architecture. Then substituting $M_u$ by $D_f$ and $W_f$ in Assumption 2 with $s = 2$, the upper bound (18) for $I_1$ can be obtained.

The upper bound for $I_2$ is used to measure the convergence of the generated distribution by a large amount of but finite samples. The property is essential for theoretical analysis of algorithms and models because practically we can only access limited training data due to the storage and computation.

Lemma 2. For simplicity, we assume that $\sqrt{r} \cdot \log (W_g + 1) \cdot M \geq \sqrt{d} \cdot M_c$, then with probability of at least $1 - m^{-1/4(d+r)}$ (over the choice of $m$ i.i.d. training samples), $I_2$ defined in (16) satisfies the following inequality:

$$I_2 \leq \text{Wass}_1 (p_g(x, u), \hat{p}^m_g(x, u)) \leq C_2 \cdot ((W_g + 1) \cdot M) \cdot \left\{ \begin{array}{ll} m^{-3/8} \log m, & d + r = 2 \\ m^{-3/4(d+r)}, & d + r \geq 3 \end{array} \right.$$ 

If we further assume that Assumption 2 holds for generators and training data, then with probability of at least $1 - m^{-1/4(d+r)}$ (over the choice of $m$ i.i.d. training samples), $I_2$ defined in (16) satisfies the following inequality:

$$I_2 \leq \text{Wass}_1 (p_g(x, u), \hat{p}^m_g(x, u)) \leq C_2 \cdot \left\{ \begin{array}{ll} m^{-1/8} \log m, & d + r = 2 \\ m^{-1/4(d+r)}, & d + r \geq 3 \end{array} \right.$$ 

where the constant $C_2$ is a universal constant, independent of the model architecture.
Proof. For each \( g \in \mathcal{G} \) and for all \( x \in \Omega \cup \Gamma \), \( \| g(x, z) \|_2 \leq \sqrt{r} \cdot (W_g + 1) \cdot M \), therefore, \( \| (x, g(x, z)) \|_2 \leq \sqrt{d} \cdot M_x + \sqrt{r} \cdot (W_g + 1) \cdot M \). Therefore, by properties of Wasserstein-1 distance, we have

\[
\mathbb{E} \text{Wass}_1(p_g(x, u), \hat{p}_g^m(x, u)) \leq C' \cdot (\sqrt{d} \cdot M_x + \sqrt{r} \cdot (W_g + 1) \cdot M) \cdot \begin{cases} m^{-1/2} \log m, & d + r = 2 \\ m^{-1/(d+r)}, & d + r \geq 3 \end{cases}
\]

\[
\leq C_2 \cdot ((W_g + 1) \cdot M) \cdot \begin{cases} m^{-1/2} \log m, & d + r = 2 \\ m^{-1/(d+r)}, & d + r \geq 3 \end{cases}
\]

where \( C_2 \) is independent of the model architecture and the numbers of training data. By Markov-Inequality, with probability of at least \( 1 - m^{-1/4(d+r)} \),

\[
\text{Wass}_1(p_g(x, u), \hat{p}_g^m(x, u)) \leq C_2 \cdot ((W_g + 1) \cdot M) \cdot \begin{cases} m^{-3/8} \log m, & d + r = 2 \\ m^{-3/4(d+r)}, & d + r \geq 3 \end{cases}
\]  

(21)

By Assumption 3, we have

\[
\mathbb{E} \text{Wass}_1(p_g(x, u), \hat{p}_g^m(x, u)) \leq C_2 \cdot \begin{cases} m^{-1/4} \log m, & d + r = 2 \\ m^{-1/2(d+r)}, & d + r \geq 3 \end{cases}
\]

Similarly, by Markov-Inequality, with probability of at least \( 1 - m^{-1/4(d+r)} \),

\[
\text{Wass}_1(p_g(x, u), \hat{p}_g^m(x, u)) \leq C_2 \cdot \begin{cases} m^{-1/8} \log m, & d + r = 2 \\ m^{-1/4(d+r)}, & d + r \geq 3 \end{cases}
\]  

(22)

Remark. Error bound for \( I_2 \) in (19) involves the generator capacity \((W_g + 1) \cdot M\). If the number of training data \( m \) is small w.r.t. the generator capacity (range of generated data), then the error will be large where \((W_g + 1) \cdot M\) dominates the error. Conversely, if the range of generated data is small compared with the number of training data (Assumption 3), then \((W_g + 1) \cdot M\) can be ignored as is shown in (20).

Similar to the analysis of \( I_2 \), we analyze the convergence of the distribution of the solution by a large number of but a finite number of samples.

Lemma 3. Suppose that Assumption 4 holds, then with probability of at least \( 1 - n^{-1/2(d+r)} \) (over the choice of \( n \) i.i.d. training samples), \( I_3 \) defined in (16) satisfies the following inequality:

\[
I_3 \leq \text{Wass}_1(p_T(x, u), \hat{p}_T^m(x, u)) \leq C_3 \cdot \begin{cases} n^{-1/4} \log n, & d + r = 2 \\ n^{-1/2(d+r)}, & d + r \geq 3 \end{cases}
\]  

(23)

where \( \hat{p}_T^m(x, u) \) is the empirical distribution of \( p_T(x, u) \) with \( n \) i.i.d. samples and the constant \( C_3 \) depends only on the 3-moment of the data on the boundary.

Now we mainly focus on the convergence of the PINNs regularization term. We hope that with sufficient samples, the empirical expectation will converge to the exact expectation.
Lemma 4. For generators defined in [9], we have that with probability of at least $1 - 2 \cdot k^{-1}$ (over the choice of $k$ i.i.d. samples in the interior domain),

$$I_4 = \lambda \left| \mathbb{E}_{x,z \sim p_{12}(x,z)} \| L\hat{g}(x, z) - b(x) \|_2^2 - \mathbb{E}_{x,z \sim p_{12}(x,z)} \| L\hat{g}(x, z) - b(x) \|_2^2 \right| \leq \lambda \cdot C_4 \cdot (W_g \cdot M)^{\hat{C}D}\sqrt{\frac{\log k}{2k}}. \tag{24}$$

where constant $C_4$ only depends on the differential operator $\mathcal{L}$ and $M_b$; constant $\hat{C}$ depends on the differential operator $\bar{\mathcal{L}}$. Note that $\hat{C} := C_4 \cdot (W_g \cdot M)^{\hat{C}D}$ is defined in [17] is the upper bound for PINN term with given generators class. If we further assume that Assumption 5 holds for a large number of training data $k$, then with probability of at least $1 - \frac{3}{k}$ (over the choice of $k$ i.i.d. samples in the interior domain),

$$I_4 = \lambda \left| \mathbb{E}_{x,z \sim p_{12}(x,z)} \| L\hat{g}(x, z) - b(x) \|_2^2 - \mathbb{E}_{x,z \sim p_{12}(x,z)} \| L\hat{g}(x, z) - b(x) \|_2^2 \right| \leq \lambda \cdot \sqrt{\frac{\log k}{2}} \cdot k^{-1/4}. \tag{26}$$

Proof. It is a straightforward result by using Hoeffding’s Inequality with Assumption 5. □

Remark. Error bound for $I_4$ in (24) involves the constant $\hat{C} := C_4 \cdot (W_g \cdot M)^{\hat{C}D}$ which is related to the generator capacity $(W_g, D_g$ and $M)$ as well as the given PDEs problem $(\mathcal{L}$ and $M_b)$. If the number of training data $k$ is small w.r.t. $\hat{C}$, then the error will be large because $\hat{C}$ dominates the error. Conversely, if the training data is sufficient compared with the $\hat{C}$ (Assumption 5), then $\hat{C}$ can be ignored as is shown in (26). Here, we provide an example to depict how $\hat{C}$ is related to the PDEs problem. For the pedagogical example (36) in the first part of our numerical experiments. The given PDE is

$$u_{xx} - u^2u_x = b(x), \quad x \in [-1, 1]$$

with the pre-defined generator class (9). The right hand side function $b(x) = -\pi^2 \sin(\pi x) - \pi \cos(\pi x) \sin^2(\pi x)$ is bounded by $M_b = \pi^2 + \pi$ in the domain $x \in [-1, 1]$. By the definition of the generator class, $|u_{xx}| \leq 2(W_g \cdot M)^{2D}$, $|u_x| \leq (W_g \cdot M)^{D}$ and $|u| \leq (M + W_g \cdot M)$. Therefore, the constant $\hat{C} = 2(W_g \cdot M)^{2D} + (W_g \cdot M)^D \cdot (M + W_g \cdot M)^2 + \pi^2 + \pi = C_4(\mathcal{L}, M_b)(W_g \cdot M)^{\hat{C}D}$, where constant $\hat{C}$ depends on the differential operator $\mathcal{L}$ and is equal to 2 here. Note that $C_4 \cdot (W_g \cdot M)^{\hat{C}D}$ is a uniform upper bound and may be not tight in many examples. But we can imagine a worst case that the solution of a given PDE is the neural networks with $M$ as the value of elements of all transformation matrix. In most of the real applications, $\hat{C}$ is of the same order of magnitude with $M_b$ or smaller. Practically, parameters of neural networks are initialized by random samples from a Gaussian distribution (i.e. the values of $\mathcal{L}g(x, z)$ with initial parameters are small) and the stochastic gradient descent method gradually force $\mathcal{L}g(x, z)$ to be close to $b(x)$. Therefore, during the training, $\|Lg(x, x) - b(x)\|_2$ will not be strikingly greater than $\|b(x)\|_2$. In this sense, $\hat{C}$ is strict in applications while it is uniform for the whole class of generators theoretically.

One important thing for machine learning is whether the empirical loss will converge to a (small) value with sufficient training data. Otherwise, the learning becomes meaningless without convergence guarantees. In this part, we study the convergence of the empirical loss. And we prove that with large amount of training data, our empirical loss will converge to the approximation error with a high probability.
Theorem 1 (Convergence of the empirical loss). Suppose that Assumption 3 and 5 hold for our problem and \((\hat{g}, \hat{f})\) is the optimal solution by solving (14), then with probability of at least \(1 - m^{-1/4(d+r)} - n^{-1/2(d+r)} - 2 \cdot k^{-1}\), the empirical loss satisfies the following inequality:

\[
\hat{\text{Loss}} = I_5 \leq C_2 \cdot ((W_g + 1) \cdot M) \cdot \left\{ \begin{array}{ll}
\frac{m^{-3/8} \log m}{m^{-3/4}(d+r)}, & d + r = 2 \\
\frac{n^{-1/4} \log n}{n^{-1/2}(d+r)}, & d + r \geq 3
\end{array} \right.
+ \lambda \cdot C_4 \cdot (W_g \cdot M)^{\hat{C}} D_g \cdot \sqrt{\frac{\log k}{2k}}
+ \min_{g \in G} \{ \text{Wass}_1(p_g(x, u), p_T(x, u)) + \lambda \cdot \mathbb{E}_{x, z \sim p_1(x), p(z)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2 \}.
\]

If we further assume that Assumption 3 and 5 hold for our problem, then with probability of at least \(1 - m^{-1/4(d+r)} - n^{-1/2(d+r)} - 2 \cdot k^{-1}\), the empirical loss satisfies the following inequality:

\[
\hat{\text{Loss}} = I_5 \leq C_2 \cdot \left\{ \begin{array}{ll}
\frac{m^{-3/8} \log m}{m^{-3/4}(d+r)}, & d + r = 2 \\
\frac{n^{-1/4} \log n}{n^{-1/2}(d+r)}, & d + r \geq 3
\end{array} \right.
+ \lambda \cdot C_4 \cdot \sqrt{\frac{\log k}{2k}} \cdot k^{-1/4}
+ \min_{g \in G} \{ \text{Wass}_1(p_g(x, u), p_T(x, u)) + \lambda \cdot \mathbb{E}_{x, z \sim p_1(x), p(z)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2 \}.
\]

where constants \(C_2\) and \(C_3\) are independent of the model architecture and \(m, n\) as well as \(k\); constant \(C_4\) depends on the differential operator \(\mathcal{L}\) and \(M_k\), while constant \(\hat{C}\) depends on the differential operator \(\mathcal{L}\).

Proof.

\[
I_5 = \max_{f \in F_G} \{ \mathbb{E}^m_{x, z \sim p_1(x)} \mathcal{L} \hat{f}(x, \hat{g}(x, z)) - \mathbb{E}^n_{(x, u) \sim p_T(x, u)} \mathcal{L} \hat{f}(x, u) + \lambda \cdot \mathbb{E}_{x, z \sim p_1(x), p(z)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2 \}
\leq \max_{f \in F_G} \{ \mathbb{E}^m_{x, z \sim p_1(x)} \mathcal{L} \hat{f}(x, \hat{g}(x, z)) - \mathbb{E}^n_{(x, u) \sim p_T(x, u)} \mathcal{L} \hat{f}(x, u) + \lambda \cdot \mathbb{E}_{x, z \sim p_1(x), p(z)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2 \}
\]

(the above inequality holds for all \(g \in G\)).

\[
= \max_{f \text{ is 1-Lipschitz}} \{ \mathbb{E}^m_{x, z \sim p_1(x)} \mathcal{L} \hat{f}(x, \hat{g}(x, z)) - \mathbb{E}_{x, z \sim p_1(x), p(z)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2 \}
\]

\[
+ \max_{f \text{ is 1-Lipschitz}} \{ \mathbb{E}^n_{(x, u) \sim p_T(x, u)} \mathcal{L} \hat{f}(x, u) - \mathbb{E}_{(x, u) \sim p_T(x, u)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2 \}
\]

\[
+ \lambda \cdot \mathbb{E}_{x, z \sim p_1(x), p(z)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2 \]

\[
\leq \max_{f \text{ is 1-Lipschitz}} \{ \mathbb{E}^m_{x, z \sim p_1(x)} \mathcal{L} \hat{f}(x, \hat{g}(x, z)) - \mathbb{E}_{x, z \sim p_1(x), p(z)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2 \}
\]

\[
+ \max_{f \text{ is 1-Lipschitz}} \{ \mathbb{E}^n_{(x, u) \sim p_T(x, u)} \mathcal{L} \hat{f}(x, u) - \mathbb{E}_{(x, u) \sim p_T(x, u)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2 \}
\]

\[
+ \lambda \cdot \mathbb{E}_{x, z \sim p_1(x), p(z)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2 \]

\[
+ \lambda \cdot \mathbb{E}_{x, z \sim p_1(x), p(z)} \| \mathcal{L} \hat{g}(x, z) - b(x) \|_2^2.
\]
for all \( g \in \mathcal{G} \). Therefore,

\[
I_5 \leq I_2 + I_3 + I_4 + \min_{g \in \mathcal{G}} \{ \text{Wass}_1(p_g(x, u), p_T(x, u)) + \lambda \cdot \mathbb{E}_{x, z \sim p_1(x), p(z)} \| L(g, x, z) - b(x) \|_2^2 \}. 
\]

By Lemma 2, 3 and 4, substituting \( I_2, I_3 \) and \( I_4 \) by the corresponding inequalities concludes (27) and (28).

Remark. The last term of the right hand side of (27) and (28):

\[
\min_{g \in \mathcal{G}} \{ \text{Wass}_1(p_g(x, u), p_T(x, u)) + \lambda \cdot \mathbb{E}_{x, z \sim p_1(x), p(z)} \| L(g, x, z) - b(x) \|_2^2 \}
\]

is called the approximation error in machine learning, representing the minimal error among all generators in the predefined class. There is still open question whether the approximation error of large scale (deep and wide) generators is small. Recently, Ryck et al. [19] proved that shallow (only 1-hidden layer) but wide tanh neural networks can approximate Sobolev regular and analytic functions. His results reveal that wider neural networks have larger capacity. As we can see that in our previous analysis, the depth of the generator does not have effects on the range of generated data. More strikingly, shallow feed-forward neural networks with tanh or ReLU\(^4\) activation functions are not subsets of deeper neural networks, which implies that we cannot intuitively conclude larger capacity of deeper tanh (and ReLU\(^4\)) neural networks. Therefore, we have no reasons to assume that the approximation error decays with the use of deeper neural networks.

### 3.2 Generalization Error

By combining the above results, we establish the generalization and convergence property of our WGAN-PINNs.

**Theorem 2** (Generalization of WGAN-PINNs). Suppose that Assumption 2, 3 and 4 hold for our problem and \( \hat{g} \) is the optimal solution of empirical loss (14), then with probability of at least \( 1 - m^{-1/4(d+r)} - n^{-1/2(d+r)} - 2 \cdot k^{-1} \) (over the choice of training data), the exact loss converges to the approximation error, i.e.,

\[
\text{Wass}_1(p_\hat{g}(x, u), p_T(x, u)) + \lambda \cdot \mathbb{E}_{x, z \sim p_1(x), p(z)} \| L(\hat{g}(x, z) - b(x) \|_2^2 
\]

\[
\leq C_1 \cdot (2^{-D_f/(2(d+r)^2)} \vee W_f^{-1/2(d+r)^2}) + C_2 \cdot ((W_g + 1) \cdot M) \cdot \left\{ \begin{array}{ll}
m^{-3/8} \log m, & d + r = 2 \\
m^{-1/4} \log m, & d + r \geq 3
\end{array} \right\} 
\]

\[
+ C_3 \cdot \left\{ \begin{array}{ll}
\frac{n^{-1/4} \log n}{n^{-1/2(d+r)}}, & d + r = 2 \\
\frac{\lambda \cdot C_4 \cdot (W_g \cdot M)^2 \cdot \sqrt{2 \log k}}{d + r \geq 3}
\end{array} \right\} 
\]

\[
+ \min_{g \in \mathcal{G}} \{ \text{Wass}_1(p_g(x, u), p_T(x, u)) + \lambda \cdot \mathbb{E}_{x, z \sim p_1(x), p(z)} \| L(g(x, z) - b(x) \|_2^2 \}. 
\]

If we further assume that Assumption 3 and 5 hold for our problem, then with probability of at least \( 1 - m^{-1/4(d+r)} - n^{-1/2(d+r)} - 2 \cdot k^{-1} \) (over the choice of training data), the exact loss converges to the approximation error, i.e.,

\[
\text{Wass}_1(p_\hat{g}(x, u), p_T(x, u)) + \lambda \cdot \mathbb{E}_{x, z \sim p_1(x), p(z)} \| L(\hat{g}(x, z) - b(x) \|_2^2 
\]

\[
\leq C_1 \cdot (2^{-D_f/(2(d+r)^2)} \vee W_f^{-1/2(d+r)^2}) + C_2 \cdot \left\{ \begin{array}{ll}
m^{-1/8} \log m, & d + r = 2 \\
m^{-1/4} \log m, & d + r \geq 3
\end{array} \right\} 
\]

\[
+ C_3 \cdot \left\{ \begin{array}{ll}
\frac{n^{-1/4} \log n}{n^{-1/2(d+r)}}, & d + r = 2 \\
\frac{\lambda \cdot \sqrt{2 \log k \cdot k^{-1/4}}}{d + r \geq 3}
\end{array} \right\} 
\]

\[
+ \min_{g \in \mathcal{G}} \{ \text{Wass}_1(p_g(x, u), p_T(x, u)) + \lambda \cdot \mathbb{E}_{x, z \sim p_1(x), p(z)} \| L(g(x, z) - b(x) \|_2^2 \}. 
\]
where constants $C_1$, $C_2$ and $C_3$ are independent of the model architecture and $m$, $n$ as well as $k$; constant $C_4$ depends on the differential operator $L$ and $M_b$ while constant $C$ depends on the differential operator $L$.

**Remark.** The above theorem demonstrates that the exact loss (generalization error) of our obtained model from [14] converges to the approximation error with a high probability when sufficient training data and strong (wide and deep) discriminators are employed, i.e.,

$$
\lim_{(m,n,k) \to \infty} \lim_{(D_f,W_f) \to \infty} \text{Wass}_1(p_g(x,u), p_T(x,u)) + \lambda \cdot \mathbb{E}_{x,x \sim \rho_1(x), \rho(z)} \|\hat{L}g(x,z) - b(x)\|_2^2
$$

$$
= \min_{g \in \mathcal{G}} \{ \text{Wass}_1(p_g(x,u), p_T(x,u)) + \lambda \cdot \mathbb{E}_{x,x \sim \rho_1(x), \rho(z)} \|Lg(x,z) - b(x)\|_2^2 \}.
$$

According to Assumption 1 and 2, for stronger discriminators, we observe that the value of $I_1$ is small, and generators with larger capacities (i.e., larger $W_g$ and $M$) can be adopted to have a lower approximation error.

### 3.3 Discussion

#### 3.3.1 Remarks for generalization error bound

From the deep learning theory perspective, decaying rates of a preferred generalization error bound with respect to the number of training data $m$ and $n$ are independent of the data dimension. Observe that the error bound (27), (29) and (30) suffers from curse of dimensionality that the decaying rates will exponentially degrade if we increase the dimension $d + r$. Here, we provide another generalization error bound whose decaying rates are irrelevant to the dimension $d + r$.

**Definition 1.** For $n$ independent and identically distributed variables $X_1, \ldots, X_n$ from $\nu$, the function $F(\nu, n)$ is defined as the expectation of maximal values over all these $n$ variables. Mathematically, we define

$$
F(\nu, n) = \mathbb{E}_{X_1, \ldots, X_n \sim \nu} \max \{ \|X_1\|_2, \ldots, \|X_n\|_2 \}. \tag{31}
$$

For a bounded distribution $\nu$, $F(\nu, n)$ is bounded and irrelevant with $n$. For the distribution $\nu$ whose tail decays exponentially, $F(\nu, n)$ is proportional to $\log(n)$. For example, if $\nu = \text{Unif}([0,1]^d)$, then $F(\nu, n) \leq \sqrt{n}$; for standard gaussian distribution $\nu = \mathcal{N}(0, I)$, we have $F(\nu, n) \leq \sqrt{2r \cdot \log(2n)}$.

**Theorem 3.** If all conditions hold as in Theorem 2 then with probability of at least $1 - m^{-1/4} - n^{-1/4} - 2 \cdot k^{-1}$ (over the choice of training data), the exact loss for the obtained generator $\hat{g}$ converges to the approximation error, i.e.,

$$
\text{Wass}_1(p_g(x,u), p_T(x,u)) + \lambda \cdot \mathbb{E}_{x,x \sim \rho_1(x), \rho(z)} \|\hat{L}g(x,z) - b(x)\|_2^2 \\
\leq C_1 \cdot (2^{-D_f/(2(d+r)^2)} \vee W_f^{-1/2(d+r)^2}) + C_5 \cdot ((W_g + 1) \cdot M) \cdot \sqrt{\text{Pdim}(\mathcal{F}_{GS})} \cdot \log m \cdot m^{-1/4} \\
+ C_6 \cdot F(\nu, n) \cdot \sqrt{\text{Pdim}(\mathcal{F}_{GS})} \cdot \log n \cdot n^{-1/4} + \lambda \cdot C_4 \cdot (W_g \cdot M)^f \cdot \sqrt{\frac{2 \log k}{k}} \\
+ \min_{g \in \mathcal{G}} \{ \text{Wass}_1(p_g(x,u), p_T(x,u)) + \lambda \cdot \mathbb{E}_{x,x \sim \rho_1(x), \rho(z)} \|Lg(x,z) - b(x)\|_2^2 \},
$$

where $\text{Pdim}(\mathcal{F}_{GS})$ represents the pseudo-dimension [2] of the discriminator class $\mathcal{F}_{GS}$; constants $C_1$, $C_5$ and $C_6$ are independent of the model architecture and $m$, $n$ as well as $k$; constant $C_4$ depends on the differential operator $L$ and $M_b$ while constant $C$ depends on the differential operator $L$.
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Proof of Theorem 3 is available in C. The main improvement for the derived error bound lies in for $I_2$ and $I_3$. In Theorem 2, upper bounds for $I_2$ and $I_3$ (in Lemma 2 and Lemma 3) are derived by regarding the discriminator class as a subset of the class of 1-Lipschitz functions (i.e., $\mathcal{F}_{GS} \subset \mathcal{F}_{Lip}$) and using the convergence properties of $\text{Wass}_1$ in optimal transport [35, 41]. In deep learning theory literature, the convergence is studied by dividing the function space into finitely several covering balls. However, the derived convergence error bound (32) is proportional to the complexity of function spaces (the complexity is related to the numbers of balls required to cover the space). It is reasonable because the upper bound consider the worst case that we may rarely achieve in practise. Moreover, the error bound (29) and (30) are monotonically decreasing when we enlarge the capacity of discriminators (i.e., larger $W_f$ and $D_f$), compatible with numerical results for GANs in [6] and for the proposed WGAN-PINNs (as are shown in Figure 5) that stronger discriminators contribute to higher generation qualities. Interestingly, although the error bound (32) escapes the curse of dimensionality for $m$ and $n$, it seems to be a contradiction to numerical observations that $Pdim(\mathcal{F}_{GS})$ are proportional to depth and width of $\mathcal{F}_{GS}$. When $D_f$ and $W_f$ are large that $\mathcal{F}_{GS}$ is close to $\mathcal{F}_{Lip}$, error bounds (29) and (30) are stricter than (32), where we derive the former by regarding $\mathcal{F}_{GS} \subset \mathcal{F}_{Lip}$ and the latter merely by the finite capacity of the neural networks class $\mathcal{F}_{GS}$. After all, the derived error bounds do not represent all behaviors of the exact generalization error.

3.3.2 Stabilizing the training procedure

Note that the constant $(W_g \cdot M)^{C_{D_y}}$ in the derived error bound (27) and (29) are exponentially increasing w.r.t. the depth and width of generators, which is undesired, especially for generators with large capacities when $W_g \cdot M \gg 1$. Recall that to stabilize training, we usually adopt $L_2$ regularization to softly constrain the Frobenius norm of parameters, i.e., there exists $L > 0$ such that $\sum_{i=1}^{D_y} \|W_i\|_F^2 \leq L$. Therefore, we have $\sum_{i=1}^{D_y} \|W_i\|_2^2 \leq L$ and $\prod_{i=1}^{D_y} \|W_i\|_2 \leq \left(\frac{L}{D_y}\right)^{D_y}$ by Cauchy–Schwarz inequality. Here, the upper bound for the Lipschitzness of generators $\prod_{i=1}^{D_y} \|W_i\|_2 \leq \sqrt{\left(\frac{L}{D_y}\right)^{D_y}} \to 0$ when $D_y \to \infty$, which implies that we allow larger $L$ when neural networks are deeper. The selection of hyperparameters for $L_2$ regularization term is tricky but essential, and depends on both the given PDEs problems and the predefined generator class. In other words, we have to not only control the Lipschitzness of neural networks for stable training but also maintain their expressive power.

Other methods like Bjorck orthonormalization and spectral normalization, which are much stronger than $L_2$ and orthonormal regularization, are not recommended for generators in approximating solutions of PDEs without strong prior that the solution is 1-Lipschitz w.r.t. the variable $x$ and the uncertainty $z$. Otherwise, although we stabilize training, the expressive power of neural networks is weakened.

3.3.3 Some limitations

In this part, we mainly discuss some limitations of using the proposed method to do uncertainty quantifications for solutions of PDEs. Actually, some of them also exist for solving deterministic PDEs problems by deep learning (e.g., PINNs [50]).

The reasonableness of the proposed model with boundary/initial samples and governing equations. As is mentioned in section 2.3, the core idea of the proposed model comes from traditional
PDEs solvers that solve PDEs with given boundary/initial data and governing equations, where we do not require interior solution data. Empirically, it is not that easy to collect a large amount of solution data in the interior domain randomly. That is the main reason we propose the model [10] which minimizes the distance of the generated data and the solution data on the boundary and try to propagate the uncertainty from the boundary to the interior. If we are capable to sample sufficient solution data in the interior domain Ω, then we can directly transform the model [10] to the following [33] which minimizes the distance of the generated data and the solution data in the interior domain with the governing PDEs constraints:

$$\min_{g \in \mathcal{G}} D((x, g_0(x, z)), (x, u)), \quad x \sim p_\Theta(x), \quad z \sim p(z) \text{ and } \Theta = \Gamma \cup \Omega$$

$$s.t. \quad L g_0(x, z) = b(x), \quad \forall x \in \Omega \text{ and } z \sim p(z).$$

(33)

where $\Theta = \Gamma \cup \Omega$ represents the union of boundary and interior domains. The derived generalization error bound makes sense because it guarantees the quality of the generation in the interior domain. As is discussed in [50, 63], the interior data definitely contributes to the model performance. We leave them as future works for further improvements and applications of the proposed model in solving forward (e.g., solving stochastic PDEs) and inverse problems (e.g., estimating coefficients in PDEs).

Approximation capabilities of neural networks to solutions. Similar worries also arise in solving deterministic PDEs by deep neural networks (PINNs). As a matter of fact, the approximation error of PDEs can be transformed into a kind of function approximation error. Specifically, if the solution $u$ is governed by the spatial (and temporal) variable $x$ and the uncertainty $z$, i.e., $u = u(x, z)$, then

$$\min_{g \in \mathcal{G}} \text{Wass}_1(p_g(x, u), p_I(x, u)) + \lambda \cdot \mathbb{E}_{x, z \sim p_{I}(x), p(z)} \|L g(x, z) - b(x)\|^2_2$$

$$= \min_{g \in \mathcal{G}} \max_{f \text{ is 1-Lipschitz}} \{\mathbb{E}_{x, z \sim p_{I}(x), p(z)} f(x, g(x, z)) - \mathbb{E}_{x, z \sim p_{I}(x), p(z)} f(x, u(x, z))\}$$

$$+ \lambda \cdot \mathbb{E}_{x, z \sim p_{I}(x), p(z)} \|L g(x, z) - L u(x, z)\|^2_2$$

$$\leq \min_{g \in \mathcal{G}} \mathbb{E}_{x, z \sim p_{I}(x), p(z)} \|g(x, z) - u(x, z)\|^2_2 + \lambda \cdot \mathbb{E}_{x, z \sim p_{I}(x), p(z)} \|L g(x, z) - L u(x, z)\|^2_2.$$

If the deep neural networks have large capacities in approximating functions (e.g., there exists $g \in \mathcal{G}$, such that $g(x, z) \approx u(x, z)$ and $L g(x, z) \approx L u(x, z)$), then the approximation error is small. The approximation capability of deep ($\tanh$ or $ReLU^q$) neural networks is an interesting and essential work for future research. Up to now, most of related works studies the approximation power of shallow neural networks [19, 42, 53, 54, 61].

The generalization analysis does not guarantee the quality of uncertainty quantification of the solution in the interior domain, where we match the data distribution on the boundary and the interior residual for differential equations. In other words, the generalization analysis does not reflect the role of physics-informed (PINNs) regularization term in uncertainty propagation. The derived generalization error bound is directly based on the generalization of GroupSort WGAN and PINNs. This is a considerable limitation. Back to PDEs problems, the distance $\text{Wass}_1(p_g(x, u), p_I(x, u))$ measures the difference (in terms of the distribution) between the generated data and the solution data on the boundary and we call it the boundary residual. And similarly, $\mathbb{E}_{x, z \sim p_{I}(x), p(z)} \|L g(x, z) - b(x)\|^2_2$ indicates the interior residual. For deterministic problems, the quality of solutions is guaranteed for some typical PDEs which are continuously data dependent, where the error of solutions are controlled by the interior residual as well as the boundary residual [45, 52]. However, for probabilistic models, the rigorous derivation of data dependency (in terms of distributions) for PDEs becomes really difficult.
In traditional numerical methods for stochastic PDEs, prior knowledge for the exact distributions of random coefficients and boundary conditions are essential. However, in our setting, we have no priors but merely some random samples. WGAN aims to learn the random boundary conditions (uncertainty) from observed samples and PINNs propagates the uncertainty to the interior domain by PDEs constraints. In this case, the approximation of the random boundary conditions raises another problem of data dependency for stochastic PDEs in terms of distribution distances (e.g., Wasserstein distance etc.). That means even if we theoretically derive the generalization error bound \( 30 \) for the proposed model, the quality of the generated data in the interior domain which is our target, is not guaranteed. This is actually an unsolved problem for uncertainty quantification of PDEs, not for machine learning or deep learning. Moreover, the dependency of the solution on the boundary (in Wasserstein distance) and in the interior is unknown for probabilistic models, therefore, the selection of hyperparameters \( \lambda \) has no theoretical supports, mainly by empirical experience (e.g., validation sets).

In our setting, we do not distinguish initial/boundary data. However, for PDEs, initial and boundary data have different contributions and solution error should have unequal weights for boundary and initial residuals. In deterministic problems, separating initial and boundary data in the model is applicable but requires additional hyperparameters. Moreover, two discriminators are needed in the proposed probabilistic model if we distinguish boundary and initial conditions, leading to training instability and even failure. Therefore, we do not recommend to distinguish the boundary and initial conditions without further information or corresponding algorithmic designs.

4 Experimental Results

Our theoretical analysis in the last section conveys that with sufficient training data and discriminators of large capacity, the exact loss will converge to the approximation error (the minimal error). In this section, numerical experiments are conducted on different PDEs examples to verify our theories and show the effectiveness of our WGAN-PINNs model in solving PDEs with uncertain boundary conditions. Related codes and data of four examples below are available at the website\(^1\).

Firstly, we discuss the setting of our experimental results. We set the number \( m \) of samples on random input to generator is equal to the number \( n \) of samples on boundary data. Here our observations are \( \{(\bar{x}_i, z_i)\}_{i=1}^m \), \( \{(\bar{x}_i, u_i)\}_{i=1}^m \) on the boundary and \( \{(x_j, b_j)\}_{j=1}^k \) in the interior domain. Therefore, the empirical loss becomes

\[
\hat{\text{Loss}} = \min_{g_0 \in G} \max_{f_\alpha \in F} \frac{1}{m} \sum_{i=1}^{m} f_\alpha(\bar{x}_i, g_0(\bar{x}_i, z_i)) - \frac{1}{m} \sum_{i=1}^{m} f_\alpha(\bar{x}_i, u_i) + \lambda \cdot \frac{1}{k} \sum_{j=1}^{k} \|Lg_0(x_j, z_j) - b_j\|_2^2 \tag{34}
\]

The following numerical method is used to solve min-max problem. We optimize two neural networks (generators and discriminators) in an alternating manner, i.e.,

\[
\max_{f_\alpha \in F} \frac{1}{m} \sum_{i=1}^{m} f_\alpha(\bar{x}_i, g_0(\bar{x}_i, z_i)) - \frac{1}{m} \sum_{i=1}^{m} f_\alpha(\bar{x}_i, u_i)
\]

\[
\min_{g_0 \in G} \frac{1}{m} \sum_{i=1}^{m} f_\alpha(\bar{x}_i, g_0(\bar{x}_i, z_i)) + \lambda \cdot \frac{1}{k} \sum_{j=1}^{k} \|Lg_0(x_j, z_j) - b_j\|_2^2
\]

\[\text{https://github.com/yihang-gao/WGAN_PINNs}\]
| Operation               | Features                                                                                                                                 |
|------------------------|------------------------------------------------------------------------------------------------------------------------------------------|
| Generator              | the architecture is changing in each experiments                                                                                       |
| Discriminator          |                                                                                                                                          |
| Bjorck iteration steps | 5                                                                                                                                       |
| Bjorck order           | 2                                                                                                                                       |
| Optimizer              | Adam: $\beta_1 = 0.9$, $\beta_2 = 0.99$                                                                                                 |
| Learning rate (for both the generator and the discriminator) | $1 \times e^{-4}$                                                                                                                     |

Table 1: Hyperparameters.

In our numerical method, we merely update the parameters several times alternately in each iteration. The overall computational cost of training can be reduced. Such strategy is adopted in [4,21] for adversarial learning.

The estimated Wasserstein distances between the target distributions and the generated distributions are computed by POT package [20] on 10,000 samples while the residuals are estimated on 10,000 samples. For each experiment, we repeat ten times and calculate the averaged value to represent the corresponding expectation. To show the performance of our WGAN-PINNs model, we calculate the empirical mean value of $\hat{g}(x, z)$ (i.e. $\mu(x) = \frac{1}{N}\sum_{i=1}^{N} \hat{g}(x, z_i)$) to estimate the solution $u(x)$ without uncertainly. Relative $L_2$ error $E$ in (35) is utilized to measure the error between the empirical mean value $\mu(x)$ and the solution $u(x)$ without uncertainly:

$$E = \frac{\sqrt{\sum_{i=1}^{N} \|\mu(x_i) - u(x_i)\|^2_2}}{\sqrt{\sum_{i=1}^{N} \|u(x_i)\|^2_2}}$$

(35)

Features of our interest are the number of training data (denoted as $m$, $n$ and $k$ consistent with those in theoretical analysis), as well as width ($W_g$ and $W_f$, respectively) and depth ($D_g$ and $D_f$, respectively) of both the generator and the discriminator. A relaxed (proximal) constraints on parameters of discriminators are adopted [1,57]. Similarly, we use the Bjorck orthonormalization method to constrain parameters to be unit in $\|\cdot\|_2$ norm. For more details of Bjorck orthonormalization applied in Wasserstein GANs, please refer to [1,13]. To improve the convergence and stability of both the generator and the discriminator, they are trained by Adam [31] with default hyperparameters (listed in Table 1) for each experiments.

4.1 A Pedagogical Example

In the first example, we test our model on a non-linear 1-D ordinary differential equation to both verify our theory and show its effectiveness in solving uncertain differential equation problems. The ODE is

$$u_{xx} - u^2 u_x = f(x), \quad x \in [-1, 1]$$

(36)

with random boundary conditions $u(-1) \sim \mathcal{N}(0, \sigma_1^2)$ and $u(1) \sim \mathcal{N}(0, \sigma_2^2)$. Here the right hand side function is equal to $f(x) = -\pi^2 \sin(\pi x) - \pi \cos(\pi x) \sin^2(\pi x)$. For deterministic problem, there is no uncertainly (i.e., $\sigma_1 = \sigma_2 = 0$) and then the solution is $u(x) = \sin(\pi x)$.

To show the effect of parameter $\lambda$ and noise levels $\sigma_1$ and $\sigma_2$ in the model, we fix the model architecture and the training data and test the performance of the proposed WGAN-PINNs algorithm. Here both the generator and the discriminator are neural networks of 3 hidden layers with 50 neurons in each layer. Without any priors and preferences, distributions of $x$ on the boundary $\Gamma$ and in the
interior domain $\Omega$ are uniform. For two boundary conditions $u(-1)$ and $u(1)$, noise levels $\sigma_1 = \sigma_2$ are set to be from 0 to 0.2 and we sample 20 data points for each (i.e., $n = 40$). Also the number $m$ of samples on such random input to generator is equal to $n$, i.e., $m = 40$. The number $k$ of samples on interior data is set to be 100. A two dimensional standard normal prior for $z$ is adopted, namely $z \sim \mathcal{N}(0, I_2)$.

Numerical results related to the loss and the relative error are listed in Tables 2 and 3. Larger noise level introduces more uncertainty in the system, leading to more difficulties in training. Table 2 reveals the role of PINNs as a regularization term that it accelerates the convergence and improves stability of WGANs. An intuitive explanation is that PINNs term narrows the function space and enforces generators to approximate the implicit solution. We see from Tables 2 and 3 that the relative error by WGAN-PINNs is smaller than that by GAN-PINNs. Visualized results of our generated solution with different noise levels when $\lambda = 100$ are shown in Figure 1. Statistical comparisons between $p_g(x, u)$ and $p_f(x, u)$ at $x = -1, 0, 1$ shown in Figure 2 further demonstrate the effectiveness of WGAN-PINNs. In particular, the means $\hat{\mu}$ and the standard derivations $\hat{\sigma}$ of the generated distributions at the two boundary points are close to those $\mu = 0$ and $\sigma_1$ (or $\sigma_2$) given by normal distributions. The mean and the standard derivation of the generated distributions at $x = 0$ are close to those $(\mu_{est}, \sigma_{est})$ by simulated partial differential equation solution data. Note that the exact distribution of partial differential equation solution is unknown.

On the other hand, numerical results are compatible with our theoretical analysis, at least in trend. The noise levels are set to be $\sigma_1 = \sigma_2 = 0.05$. Figure 3 shows that more training data contributes to better convergence. Trained on $m = n = 40$ boundary data and $k = 100$ interior data, the generator are able to be of low loss. It suggests that our model improves with increasing numbers of training data. Moreover, We let $D$ in (10) to be JS divergence and adopt deep ReLU feed-forward neural networks (with a softmax activation function at the last layer) as discriminators, denoted as GAN-PINNs. By comparing with WGAN-PINNs (Figure 3) and GAN-PINNs (Figure 4), we see that the relative error by WGAN-PINNs is lower than that by GAN-PINNs.

In Figure 5, we investigate the effects of width and depth of the discriminator with fixed $m = n = 40$ data on the boundary and $k = 100$ data in the interior domain. We observe that wider discriminators which have larger capacities lead to loss decreasing, consistent with the error bound for $I_1$. A mild rise of the loss in Figure 5c when $D_f > 4$ which may result from the optimization,

| $\sigma$ | $\lambda$ | 10   | 50   | 100  | 500  | 1000 |
|--------|-----------|------|------|------|------|------|
| 0      | 0.296e-03 | 2.64e-03 | 1.76e-03 | 4.28e-03 | 1.02e-03 | 6.50e-03 |
| 0.05   | 4.79e-02  | 4.88e-02 | 2.48e-02 | 2.81e-02 | 1.59e-02 | 2.01e-02 |
| 0.1    | 9.47e-02  | 8.15e-02 | 3.80e-02 | 3.52e-02 | 3.13e-02 | 3.14e-02 |
| 0.2    | 2.14e-01  | 2.03e-01 | 7.10e-02 | 6.12e-02 | 6.48e-02 | 6.15e-02 |

Table 2: The effect of parameter $\lambda$ and noise level $\sigma$ with $(D_g, W_g) = (D_f, W_f) = (3, 50)$ and $m = n = 40$, $k = 100$.

| $\sigma$ | 1   | 50   | 100  | 500  |
|--------|-----|------|------|------|
| 0      | 6.17e-03 | 2.63e-03 | 1.24e-03 | 1.70e-03 |
| 0.05   | 5.01e-02  | 5.67e-02 | 3.76e-02 | 6.45e-02 |
| 0.1    | 7.31e-02  | 1.21e-01 | 8.13e-02 | 7.35e-02 |
| 0.2    | 2.15e-01  | 1.89e-01 | 2.77e-01 | 1.51e-01 |

Table 3: The effect of parameter $\lambda$ and noise level $\sigma$ with $(D_g, W_g) = (D_f, W_f) = (3, 50)$ and $m = n = 40$, $k = 100$. 
Figure 1: The mean, the lower bound and upper bound of PDE solutions $p_\delta(u)$ given $x$. (a) Loss $= 6.50 \times 10^{-3}$, $\mathcal{E} = 1.02 \times 10^{-3}$; (b) Loss $= 2.01 \times 10^{-2}$, $\mathcal{E} = 1.89 \times 10^{-2}$; (c) Loss $= 3.14 \times 10^{-2}$, $\mathcal{E} = 3.13 \times 10^{-2}$; (d) Loss $= 6.87 \times 10^{-2}$, $\mathcal{E} = 5.98 \times 10^{-2}$. Here exact PDE solution (the blue line) refers to PDE solution without uncertainty.

does not contradict to our theory. To further validate the effectiveness of the derived error bound in theorem 2, we plot figures with relationships between Loss and $m$, $n$, $k$, $W_f$ as well as $D_f$ in log scale, as are shown in Figure 3e, 3f, 5e and 5f. We found that $\log \text{Loss} \sim -0.33 \log (m \lor n)$, $\log \text{Loss} \sim -0.50 \log k$, $\log \text{Loss} \sim -0.31 \log W_f$ and $\log \text{Loss} \sim -0.15D_f$, consistent with our theorem that Loss decays polynomially with $m$, $n$, $k$ and $W_f$ but exponentially with $D_f$. The error bound is tight w.r.t. $m$, $n$ and $k$ but is relatively loose w.r.t. $W_f$ and $D_f$. This is within our expectation because the error bound (29) and (30) are applicable to all target distributions with finite 3-moment and the ODE (36) with Gaussian random boundary conditions is simple which does not require complicated discriminators.

After all, our results are somewhat ideal that $\tilde{g}$ is the optimal solution of (14), however, it is hard to achieve numerically. Deep neural networks are confronted with many challenges during training especially with adversarial networks. Another potential reason may lie in the proximal constraints of parameters of discriminators. Figure 6 displays the effects of width and depth of the
generator in case of a strong and a weak discriminator. When the width of the generator increases, the loss first decreases, and then goes up again. Two reasons account for the phenomenon. Firstly, too wide generators may violate Assumption 1, 3 and 5 that the generator cannot be controlled by the discriminator and PINNs regularization term. It is interesting to note that the generator trained with a strong discriminator are more stable with respect to the range of loss in Figure 6a compared with that of with a weak discriminator. Little information is obtained from Figure 6c. Deeper \textit{tanh} neural networks do not have larger capacities theoretically based on a fact that shallow networks are very similar because \( \lambda = 100 \) is selected based on the results in Table 2. We are more confident with WGAN-PINNs based on the above analysis.

To further emphasize the performance of WGANs than traditional GANs, we do the same numerical experiments on our models with replacement of WGANs by GANs (the model is denoted by GAN-PINNs), although a lot of existing works have shown and explained the better performances of WGANs than GANs. Table 3 lists relative errors of our predictions by GAN-PINNs with different noise levels and regularization parameter \( \lambda \). our WGAN-PINNs performs much better than GAN-PINNs in the sense of relative errors. \( \lambda = 50 \) is adopted in our later experiments for GAN-PINNs. More experimental details about the relationship between the numbers of training data, the model architecture as well as the relative errors are displayed in Figure 4 and 7. Although KL (or JS) divergence does not hold the generalization properties w.r.t. finite number of training data, in practice, more training data leads to lower relative errors. Discriminators still play important roles in GANs...
Figure 3: (a) The loss and (b) the relative error of the obtained model \( \tilde{g} \) by WGAN-PINNs with different numbers of training data on the boundary using \( k = 100 \) interior data; (c) the loss and (d) the relative error of the obtained model \( \tilde{g} \) with different numbers of training data in the interior domain using \( m = n = 40 \) boundary data; (e) and (f) the loss of the obtained model \( \tilde{g} \) by WGAN-PINNs with different numbers of training data on the boundary and in the interior domain in log scale where \( \log \text{Loss} \sim -0.33 \log m \) and \( \log \text{Loss} \sim -0.50 \log k \). Generators and discriminators are of \( (D_g, W_g) = (3, 50) \) and \( (D_f, W_f) = (3, 50) \) respectively.

Figure 4: The relative error of the obtained model \( \tilde{g} \) by GAN-PINNs with respect to (a) different numbers of training data on the boundary using \( k = 100 \) interior data; (b) different numbers of training data in the interior domain using \( m = n = 40 \) boundary data. Generators and discriminators are of \( (D_g, W_g) = (3, 50) \) and \( (D_f, W_f) = (3, 50) \) respectively.

Deeper and wider ReLU neural networks, which have better approximation capabilities, help the model achieve lower relative error, as are shown in Figure 7a and 7b. In 7c, the relative errors of models with weak discriminators begin to rise up much earlier than that of with strong discriminators with increasing width of generators. Both Figure 6d and 7d show that the depth of generators helps reduce the approximation error in this example. There are two significant differences between WGAN-PINNs and GAN-PINNs. Firstly, WGAN-PINNs achieves much lower relative errors than GAN-PINNs. Secondly, WGAN-PINNs is more stable than GAN-PINNs in training. We believe the most reason for the worse performance of GAN-PINNs is the non-generalization property of KL divergence.
Figure 5: The loss and the relative error of the obtained model $\tilde{g}$ by WGAN-PINNs with respect to (a), (b): $W_f$ using discriminators of $D_f = 2$; (c), (d): $D_f$ using discriminators of $W_f = 30$; (e), (f): log scale of (a) and (b) with log Loss $\sim -0.31 \log W_f$ and log Loss $\sim -0.15 D_f$. For both two cases, $m = n = 40$, $k = 100$, and generators are of $(D_g, W_g) = (2, 50)$.

Figure 6: The loss and the relative error of the obtained model $\tilde{g}$ by WGAN-PINNs with respect to (a), (b): $W_g$ using generators of $D_g = 2$; (c), (d): $D_g$ using generators of $W_g = 50$. For both two cases, $m = n = 40$, $k = 100$, strong discriminators $(D_f, W_f) = (2, 50)$ as well as weak discriminators $(D_f, W_f) = (2, 20)$.

4.2 Heat Equation

To test the performance of WGAN-PINNs, we solve a heat equation (including a temporal and a spatial coordinates). The PDE is as follows:

$$-u_t + \nu \cdot u_{xx} = 0, \quad (\text{P.D.E.}), \quad (x, t) \in [-1, 1] \times [0, 1]$$

$$u(x, t = 0) = \sin(\pi x), \quad (\text{I.C.})$$

$$u(x = -1, t) = u(x = 1, t) = 0, \quad (\text{B.C.})$$

(37)

where the thermal diffusivity is $\nu = \frac{1}{\pi^2}$. The unique solution for the above deterministic problem (without uncertainty) is $u(x, t) = \sin(\pi x) \cdot e^{-t}$. Here, we assume that the initial condition contain
In this example, we test the effectiveness and robustness of WGAN-PINNs on solving a time-dependent nonlinear Burgers equation (one spatial dimension) which contains a steep solution at $x = 0$. The Burgers equation is given as follows:

$$u_t + uu_x - \nu u_{xx} = 0, \quad \text{(P.D.E.)}, \quad (x, t) \in [-1, 1] \times [0, 1]$$

$$u(x, t = 0) = -\sin(\pi x), \quad \text{(I.C.)}$$

$$u(x = -1, t) = u(x = 1, t) = 0, \quad \text{(B.C.)}$$

where the viscosity parameter is chosen as $\nu = \frac{0.01}{\pi^2}$. The exact solution (without uncertainty) is solved through the Cole-Hopf transformation [26]. Here we adopt a more complicated non-Gaussian uncertainty, i.e.,

$$u(x, t = 0) = \sin(\pi x) + \delta_1, \quad \delta_1 = \frac{\epsilon_1}{\exp(3|x|) - 1}, \quad \epsilon_1 \sim \mathcal{N}(0, \sigma_1^2), \quad \text{(I.C.)}$$

$$u(x = -1, t) = u(x = 1, t) = 0, \quad \text{(B.C.)}$$

Note that standard derivations are spatial-dependent. We use deep \textit{tanh} feed-forward neural networks (generator) $g(x, z)$ as a surrogate to the solution $u(x, z)$. Our predefined architecture for both generators and discriminators are neural networks with 3 hidden layers and 50 neurons at each layer. The prior for the latent variable is chosen to be a two-dimensional Gaussian distribution, i.e., $z \sim \mathcal{N}(0, I_2)$. For more detailed hyper-parameters, please refer to Table 1.

In the test, we mainly consider the cases of noise-free and noise level $\sigma_1 = 0.05$. For both two cases, we use $m = n = 1600$ boundary data (800 for initial condition plus 400 for each boundary condition) and $k = 500$ interior data to train our probabilistic model. All data points are randomly and uniformly sampled. For the noise-free case, the relative error $\mathcal{E} = 1 \times 10^{-3}$ while $\mathcal{E} = 8 \times 10^{-3}$ for $\sigma_1 = 0.05$. We display the mean solution values as our prediction and the lower and upper bounds of solution values (shown as yellow bars) which are associated with uncertainties captured by our model. Visualized results are summarized in Figure 8 and 9 for comparisons of both mean and standard derivations and histograms between the simulated solution and generated data. Our model is capable to capture the uncertainty of the initial/boundary data, and propagate it to the interior domain following physical laws.

### 4.3 Burgers Equation

In this example, we test the effectiveness and robustness of WGAN-PINNs on solving a time-dependent nonlinear Burgers equation (one spatial dimension) which contains a steep solution at $x = 0$. The Burgers equation is given as follows:

$$u_t + uu_x - \nu u_{xx} = 0, \quad \text{(P.D.E.)}, \quad (x, t) \in [-1, 1] \times [0, 1]$$

$$u(x, t = 0) = -\sin(\pi x), \quad \text{(I.C.)}$$

$$u(x = -1, t) = u(x = 1, t) = 0, \quad \text{(B.C.)}$$

where the viscosity parameter is chosen as $\nu = \frac{0.01}{\pi^2}$. The exact solution (without uncertainty) is solved through the Cole-Hopf transformation [26]. Here we adopt a more complicated non-Gaussian
Figure 8: Heat equation: the mean, the lower and the upper bounds of solution values by $p_g(u)$ given $(x,t)$.

Figure 9: Heat equation: the histograms of the generated data and the simulated solution at $(x = -0.25, t = 0)$, $(x = 0, t = 0)$ and $(x = 0.25, t = 0)$ for $\sigma_1 = 0.05$. The predicted mean and standard deviation are $(\hat{\mu}, \hat{\sigma})$, and the exact mean and standard deviation are $(\mu, \sigma)$. (a): $(\hat{\mu}, \hat{\sigma}) = (-0.701, 0.066), (\mu, \sigma) = (-0.707, 0.064)$; (b): $(\hat{\mu}, \hat{\sigma}) = (-0.010, 0.109), (\mu, \sigma) = (0, 0.136)$; (c): $(\hat{\mu}, \hat{\sigma}) = (0.707, 0.065), (\mu, \sigma) = (0.707, 0.064)$.

and spatially dependent random initial conditions, i.e.,

$$u(x, t = 0) = \sin(\pi(x + \delta_1)) + \delta_1, \quad \delta_1 = \frac{\epsilon_1}{\exp(3|x|)}; \quad \epsilon_1 \sim \mathcal{N}(0, \sigma_1^2), \quad \text{(I.C.)} \quad (40)$$

In the experiment, we merely display its predictive abilities. The generator and the discriminator are neural networks of $(D_g, W_g) = (4, 50)$ and $(D_f, W_f) = (3, 50)$ respectively. We have 500
Figure 10: Burgers equation (noise-free): the mean, the lower and upper bounds of $p_g(u)$ given $(x,t)$.

samples for each boundary/initial conditions (therefore, $m = n = 1000$ for 500 boundary data and 500 initial data) and 10,000 samples in interior domain for PINNs ($k = 10,000$). We sample uniformly for $(x,t)$ on the boundary and in the domain. We find that the training will fail if we use small interior samples. The number of interior training data $k$ here is much larger than that required in the last two experiments. The steepness property of the exact solution at $x = 0$ results in the phenomenon, consistent with Assumption 5 in section 3. We adopt a two dimensional latent variable $z \sim \mathcal{N}(0, I_2)$ in the generative model.

Figure 10 and 11 show visualized results for our predictions at $t = 0, 0.25, 0.5$ and $0.75$ with
noise levels $\sigma_1 = 0$ (noise-free) and $\sigma_1 = 0.1$. The prediction lines match the solution without certainty lines well. Yellow bars represent the lower and upper bounds of generated solutions, cover most of the initial random interior data as is shown in Figure 11a. Statistical comparison of the generated data and the simulated solution are displayed in Figure 11b. The results further demonstrate that our model is able to capture non-Gaussian and data-dependent noise (uncertainty), which are more common in real applications. The remarkable prediction accuracy indicates the effectiveness and robustness of WGAN-PINNs.

Figure 11: Burgers equation ($\sigma = 0.1$): the mean, the lower and upper bounds of $p_\tilde{g}(u)$ given $(x, t)$. 

(a) $\sigma_1 = \sigma_2 = \sigma_3 = 0.1$, $t = 0$

(b) $\sigma_1 = \sigma_2 = \sigma_3 = 0.1$, $t = 0.25$

(c) $\sigma_1 = \sigma_2 = \sigma_3 = 0.1$, $t = 0.5$

(d) $\sigma_1 = \sigma_2 = \sigma_3 = 0.1$, $t = 0.75$
Figure 12: Burgers equation: the histograms of the generated data and the simulated solution at 
\((x = -0.25, t = 0), (x = 0, t = 0)\) and \((x = 0.25, t = 0)\) for \(\sigma_1 = 0.1\). The predicted mean and standard deviation are \((\hat{\mu}, \hat{\sigma})\) and the simulated mean and standard deviation are \((\mu_{est}, \sigma_{est})\). (a) \((\hat{\mu}, \hat{\sigma}) = (0.705, 0.053), (\mu_{est}, \sigma_{est}) = (0.701, 0.056)\); (b) \((\hat{\mu}, \hat{\sigma}) = (0.011, 0.178), (\mu_{est}, \sigma_{est}) = (-0.001, 0.202)\); (c) \((\hat{\mu}, \hat{\sigma}) = (-0.698, 0.077), (\mu_{est}, \sigma_{est}) = (-0.698, 0.058)\).

4.4 Nonlinear Allen-Cahn equation

We further investigate the performance of WGAN-PINNs on the following two-dimensional nonlinear Allen-Cahn equation:

\[
\begin{align*}
    & c \cdot ((u_x)^2 + (u_y)^2) + u(u^2 - 1) = f, \quad \text{(P.D.E.)}, \quad (x, y) \in [-1, 1] \times [-1, 1] \\
    & u(x, y) = 0, \quad \text{(B.C.).} \quad (41)
\end{align*}
\]

where \(c = 0.01\) represents the mobility. The Allen-Cahn equation is widely applied for multi-phase flows. Here, the exact solution is set to be \(u(x, y) = \sin(\pi x) \cdot \sin(\pi y)\) and the corresponding \(f(x, y)\) can be obtained. Similarly, instead of deterministic boundary data, we consider random (noised) boundary conditions, i.e.,

\[
\begin{align*}
    & u(x, y = -1) \sim \mathcal{N}(0, \sigma_1^2), \quad \text{(B.C.1)} \\
    & u(x, y = 1) \sim \mathcal{N}(0, \sigma_2^2), \quad \text{(B.C.2)} \\
    & u(x = -1, y) \sim \mathcal{N}(0, \sigma_3^2), \quad \text{(B.C.3)} \\
    & u(x = 1, y) \sim \mathcal{N}(0, \sigma_4^2), \quad \text{(B.C.4)} \quad (42)
\end{align*}
\]

and we let noise levels \(\sigma_1 = \cdots = \sigma_4\).

In this example, we adopt relatively shallow and narrow generators and discriminators of \((D_g, W_g) = (2, 30)\) and \((D_f, W_f) = (2, 30)\) respectively for lower computational cost. The latent variable is assumed to be \(z \sim \mathcal{N}(0, I_2)\). Given \(k = 500\) uniformly distributed interior data and \(m = n = 800\) (equally 200 data for each boundary) uniformly distributed boundary data, WGAN-PINNs are able to solve the PDE with reasonable accuracy even with noisy boundary data. We test both the deterministic (noise free) and noisy boundaries cases. WGANs term enforces the generator \(g\) to satisfy four boundary conditions while PINNs regularization term narrows down the function space. For deterministic boundary conditions, WGAN-PINNs can achieve \(E = 5 \cdot 10^{-3}\) while \(E = 2.2 \cdot 10^{-2}\) for noisy conditions. Figure 13 displays visualized results. Bright and dark regions represent the peaks and valleys of the solution. Figure 14 shows histograms for both the generated data and the simulated solution. Our predictions coincide well with the solution.

The above four experiments may also somewhat imply the concern from the theory that the uncertainty propagation can be entirely wrong and may not converge to a correct one in the interior. Histograms in Figure 3 show that the predicted uncertainty in the interior differs from the simulated solution in the interior domain, compared with excellent data matching on the boundary. Similar
observations can also be found in Figure 9, 12 and 14. It seems that the uncertainty propagation is not done so well based on the experimental results of histograms, compared with boundary data matching, although their mean and standard deviation are close. This is consistent with our limitations discussed in Section 3.3.4 for the quality of uncertainty propagation of the proposed model from the boundary to the interior domain. Moreover, the practical difficulties of uncertain propagation may come from the non-Gaussian uncertainty distributions in the interior. Therefore, it is an open problem and left as a future work to investigate the satisfactory uncertainty quantification in more complicated non-Gaussian and multi-modal distributions.

Figure 13: Two-dimensional Allen-Cahn equation: errors and standard derivations of the obtained generator \( \hat{g} \) at \((x, y)\).

(d) err., \( \sigma_1 = \cdots = \sigma_4 = 0 \)  (e) err., \( \sigma_1 = \cdots = \sigma_4 = 0.05 \)  (f) std, \( \sigma_1 = \cdots = \sigma_4 = 0 \)  (g) std, \( \sigma_1 = \cdots = \sigma_4 = 0.05 \)

Figure 14: Two-dimensional Allen-Cahn equation: the histograms of the generated data and the simulated solution at \((x = 0, t = 0)\), \((x = 0, y = -1)\), \((x = -1, y = 0)\) and \((x = 0, y = 1)\) for \( \sigma_1 = \cdots \sigma_4 = 0.05 \). The predicted mean and standard deviation are \((\hat{\mu}, \hat{\sigma})\) and the simulated mean and standard deviation are \((\mu_{est}, \sigma_{est})\). (a) \((\hat{\mu}, \hat{\sigma}) = (0.005, 0.047); (\mu_{est}, \sigma_{est}) = (0, 0.05)\); (b) \((\hat{\mu}, \hat{\sigma}) = (0.016, 0.042); (\mu_{est}, \sigma_{est}) = (0, 0.05)\); (c) \((\hat{\mu}, \hat{\sigma}) = (0.007, 0.042), (\mu_{est}, \sigma_{est}) = (0, 0.05)\); (d) \((\hat{\mu}, \hat{\sigma}) = (0.009, 0.054), (\mu_{est}, \sigma_{est}) = (0, 0.05)\).
5 Conclusion

We present a class of generative physics-informed neural networks (WGAN-PINNs) that can generate observed uncertainty and propagate with physical laws (partial differential equations). An explicit error bound for the generalization and the convergence of WGAN-PINNs is developed. We show that with sufficient training data and strong (wide and deep) discriminators the (exact) loss of our obtained model converges to the approximation error (the minimal error among all generators in the predefined class). Numerical results verify our theories and demonstrate the extraordinary performance of WGAN-PINNs.

However, there are still some less rigorous points (limitations) of the proposed model. Theoretical works are urgently needed to enhance the performance of neural networks in solving PDEs problems. Firstly, about the role of PINNs regularization term. We find in the numerical part that PINNs term accelerates the convergence of WGANs. An implicit explanation for the phenomenon lies in that PINNs narrows the function space. Besides the convergence of the model, the most important thing is the role of PINNs term for the quality of uncertainty propagation in the interior domain. As is shown in the experimental part, the uncertainty propagation is less than satisfactory compared with boundary distribution matching, which also reflects the concerns for the uncertainty propagation in the interior. We left it as a future research work to investigate whether the proposed probabilistic model guarantee the quality of uncertainty propagation or how to adjust it for satisfactory uncertainty quantification in more complicated non-Gaussian multi-modal problems. Secondly, the reasonableness of the proposed model with boundary/initial samples and governing equations. As is mentioned in section 2.3 the core idea of the proposed model comes from traditional PDEs solvers that solve PDEs with given boundary/initial data and governing equations, where we do not require interior solution data. We can simply extend the model to that with interior solution samples, which contributes to the accuracy of the uncertainty quantification in the interior. We left it as a future work to study the experimental performances of the new and simply extended model. Thirdly, from an optimization perspective. Our theories have an prerequisite that the obtained model \( \hat{g} \) is the optimal solution of the empirical loss. In general, generative adversarial networks are especially difficult to train, where we are required to solve a min-max problem. PINNs, including differential operations to the input data, raises more challenges to adversarial networks training. Stagnating at a local optima, gradients vanishing especially for deep models, high order and high dimensional differential equations, as well as training instability bring about difficulties in training deep neural networks for solving PDEs problems. All requires further research in the next step. Explicit forms of PDEs are required, however, sometimes it is hard to mathematically formulate the differential equations governing systems. More generalized models that can learn equations (functional operators) totally from data sometimes also have wide applications [11,24,36,40]. Final and the most important one is the generalization with respect to the prediction accuracy in the interior. Our theories derive the generalization of WGAN-PINNs with respect to the loss, but their approximations to solutions in the interior are actually our goals. How to appropriately measure the accuracy or quality of our probabilistic models (with respect to PDEs solutions) is still an open question. For more challenges and difficulties of PINNs related machine learning problems, please refer to [50].
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A Group size of groupsort neural networks

Here, we extend the Theorem 2 and 3 in [57] to the following Theorem to show that group size contributes to approximation capabilities of groupsort neural networks theoretically.

**Theorem 4** (Approximation of GroupSort neural networks to 1-Lipschitz functions). For any 1-Lipschitz function \( f \) defined on \([-M_u, M_u]^d\), there exists \( f_\alpha \in \mathcal{F}_{GS} \) with group size \( k \), \( D_f = n + 1 \) and \( W_f = k^\alpha \), such that \( \|f_\alpha - f\|_{L^\infty([-M_u, M_u]^d)} \leq 2M_u \cdot \epsilon \), where \( \epsilon = 2\sqrt{d} \cdot W_f^{-1/d^2} \). Furthermore, let group size \( = \sqrt{W_f} \) and \( D_f = 3 \), then \( \|f_\alpha - f\|_{L^\infty([-M_u, M_u]^d)} \leq 2M_u \cdot \epsilon \).

Note the the error \( \epsilon = O(W_f^{-1/d^2}) \) with group size \( k = \sqrt{W_f} \) and \( \epsilon = O(2^{-D_f/d^2} \sqrt{W_f^{-1/d^2}}) \) with \( k = 2 \) theoretically imply that large group size cannot reduce the error to be lower than \( O(W_f^{-1/d^2}) \) for deep groupsort neural networks. Although theoretical results recommend to use larger group size in groupsort neural networks, empirical results in [1] show slight improvement of groupsort neural networks for deep groupsort neural networks. Although theoretical results recommend to use larger group size, empirical results in [1] show slight improvement of groupsort neural networks with larger group sizes and they exactly outperform ReLU neural networks by a large margin. Groupsort neural networks work well with group size of 2 and group size is not that essential empirically. Moreover, it is more convenient to fix the group size to be 2 since width \( W_f \) must be a multiple of the group size.

B Constants in the derived error bound

There are several constants independent of the model architecture (numbers of training data \( m \) and \( n \), generator class \( G \) and discriminator class \( \mathcal{F}_{GS} \)) in the derived error bound (27)-(30) and (32). In this part, we will discuss them one by one to see whether they are dominant in the error bound.

For the constant \( C_1 \), recall the proof of Lemma 1 that

\[
I_1 \leq \min_{f \in \mathcal{F}_{GS}} \{ \|f - f\|_{L^\infty([-M_u, M_u]^d)} \cdot (\mathbb{P}(|u(x)|_2 \leq M_u) + 1) + \mathbb{E}_{(x,u) \sim \mathcal{P}(x,u)}[f(x, u) - f(x, u)] \cdot I(\|u(x)\|_2 \geq M_u) \leq 2 \cdot \min_{f \in \mathcal{F}_{GS}} \{ \|f - f\|_{L^\infty([-M_u, M_u]^d)} \cdot (\mathbb{P}(|u(x)|_2 \leq M_u) + 1) \}
\]

\[
+ \mathbb{E}_{(x,u) \sim \mathcal{P}(x,u)}[(3M_u + \|u(x)\|_2) \cdot I(\|u(x)\|_2 \geq M_u)] \leq C_{11} \cdot M_u \cdot (2^{-D_f/(d+r)^2} \sqrt{W_f^{-1/(d+r)^2}}) + C_{12} \cdot M_u^{-s+1},
\]

where \( C_{11} \approx 8\sqrt{d + r} \) according to Proposition 1 and \( C_{12} = 4 \) by Assumption 1, due to the equality that \( \int_0^\infty \mathbb{P}(|X| \geq x) \, dx = \mathbb{E}[|X|] \). Therefore, let \( s = 2 \) and \( M_u = (C_{12}/C_{11})^{1/2} \cdot (2^{-D_f/(d+r)^2} \sqrt{W_f^{-1/(d+r)^2}}) \) which satisfies Assumption 2, we have

\[
I_1 \leq C_1 \cdot (2^{-D_f/(d+r)^2} \sqrt{W_f^{-1/(d+r)^2}}),
\]

where \( C_1 = \sqrt{C_{11} \cdot C_{12}} \approx 4\sqrt{2} \cdot (d + r)^{1/4} \).

For the constant \( C_2 \) in Lemma 2, we have \( C_2 = 2\sqrt{d + r} \cdot C' \), where we assume that \( M_\alpha \leq ((W_g + 1) \cdot M) \) without loss of generality and \( C' \) is a constant defined in Proposition 2 After
checking Proposition 3.1 in [41], Theorem 2.3 and Theorem 3.1 in [35] with \((p, q) = (1, 3)\), we have 
\[ C' \approx \frac{64}{3} \sqrt{M_3} \] in Proposition 2, when the dimension \(d \ll \log n\) and \(M_3\) is the 3-moment for \(\nu\). Therefore, we have 
\[ C_2 \approx \frac{128}{3} \sqrt{d + r} \] Similarly, \[ C_3 \approx \frac{128}{3} \sqrt{M_3} \], where \(M_3\) is the 3-moment for the solution data \((x, u(x))\) in Assumption 4. As is discussed in [C], \[ C_5 \approx 24 \sqrt{d + r} \] when \(\log m \gg 1\) while \[ C_6 \approx 24 \] when \(\log n \gg 1\).

Both constants \(C_4\) and \(\tilde{C}\) depend on the given PDE itself. In the remark right after Lemma 4, we provide a simple example to illustrate values of constants \(C_4\) and \(\tilde{C}\). For the given PDE:

\[ u_{xx} - u^2 u_x = b(x), \quad x \in [-1, 1], \]

with the pre-defined generator class \((9)\), we have \(\tilde{C} = 2\) and \(C_4 \approx 3\). Theoretically, considering the uniform upper bound, \(\tilde{C}\) is close to the order of the PDE and \(C_4\) is proportional to the number of terms in the given PDEs. For more details, please refer to the remark of Lemma 4.

### C Proof of Theorem 3

The proof for Theorem 3 mainly consists of deriving new error bounds for \(I_2\) and \(I_3\) due to the finite capacity of \(\mathcal{F}_{GS}\). To fully understand the details, some definitions (e.g., covering balls, covering numbers, Rademacher complexity, pseudo-dimension, etc.) and theorems (e.g., Dudley’s theorem, etc.) in deep learning theory are required. Please refer to [43] for details of these basic tools.

We use \(\mathcal{R}_S(\mathcal{F})\) and \(\mathcal{R}_n(\mathcal{F})\) to denote the empirical Rademacher complexity of the function space \(\mathcal{F}\) on the independent and identically distributed data \(S = \{X_1, \cdots, X_n\}\) and the corresponding Rademacher complexity with \(\mathcal{R}_n(\mathcal{F}) = \mathbb{E}_S \mathcal{R}_S(\mathcal{F})\) respectively. Here, the empirical Rademacher complexity is defined as

\[
\mathcal{R}_S(\mathcal{F}) := \mathbb{E}\sup_{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} \epsilon_i f(X_i),
\]

where \(\epsilon = (\epsilon_1, \ldots, \epsilon_n)\) are i.i.d. Rademacher random variables. The next three lemmas show that the generalization error is bounded by the Rademacher complexity of the function class and then is further controlled by the pseudo-dimension.

**Lemma 5** (Translating the generalization error to the Rademacher complexity, Theorem 4.13 in [43]). Let \(S = \{X_1, \cdots, X_n\}\) be a set of \(n\) i.i.d. samples, then we have

\[
\mathbb{E}_S \left[ \sup_{f \in \mathcal{F}} \left[ \frac{1}{n} \sum_{i=1}^{n} f(X_i) - \mathbb{E}_X[f(X)] \right] \right] \leq 2\mathcal{R}_n(\mathcal{F}).
\]

**Lemma 6** (Translating the Rademacher complexity to the covering number, Dudley’s Theorem, Theorem 4.26 in [43]). If \(\mathcal{F}\) is a function class from \(\mathcal{X} \rightarrow \mathbb{R}\), where \(S\) is sampled from \(\mathcal{X}\). For \(B > 0\), we assume that \(\max_i |f(X_i)| \leq B\) for all \(f \in \mathcal{F}\). Then,

\[
\mathcal{R}_n(\mathcal{F}) \leq 12 \int_0^B \sqrt{\log N(\epsilon, \mathcal{F}, \|\cdot\|_{2,n})} d\epsilon,
\]

where \(\|f\|_n = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (f(X_i))^2}\) and \(N(\epsilon, \mathcal{F}, \|\cdot\|_{2,n})\) is the covering number for \(\mathcal{F}\) with radius \(\epsilon\) and metric \(\|\cdot\|_{2,n}\).
Lemma 7 (Translating the covering number to the pseudo-dimension [2]). For \( B > 0 \), assume that for all \( f \in \mathcal{F} \), we have \( \max_i |f(X_i)| \leq B \). Define the metric \( \| \cdot \|_{\infty,n} \) as \( \| f \|_{\infty,n} = \max_{i \in \{1, \ldots, n\}} |f(X_i)| \). Then,

\[
N(\epsilon, \mathcal{F}, \| \cdot \|_{\infty,n}) \leq \left( \frac{2eB \cdot n}{\epsilon \cdot \text{Pdim}(\mathcal{F})} \right)^{\text{Pdim}(\mathcal{F})}
\]

(44)

for any \( \epsilon > 0 \), where \( \text{Pdim}(\mathcal{F}) \) denotes the pseudo-dimension of \( \mathcal{F} \) and \( N(\epsilon, \mathcal{F}, \| \cdot \|_{\infty,n}) \) is the covering number for \( \mathcal{F} \) with radius \( \epsilon \) and metric \( \| \cdot \|_{\infty,n} \).

Obviously \( N(\epsilon, \mathcal{F}, \| \cdot \|_{2,n}) \leq N(\epsilon, \mathcal{F}, \| \cdot \|_{\infty,n}) \), since \( \| f \|_{2,n} \leq \| f \|_{\infty,n} \) for all \( f \in \mathcal{F} \). Therefore,

\[
\log N(\epsilon, \mathcal{F}, \| \cdot \|_{2,n}) \leq \text{Pdim}(\mathcal{F}) \cdot \log \left( \frac{2eB \cdot n}{\epsilon \cdot \text{Pdim}(\mathcal{F})} \right) \leq \text{Pdim}(\mathcal{F}) \cdot \log \left( \frac{2eB \cdot n}{\epsilon} \right),
\]

(45)

where the last inequality comes from \( \text{Pdim}(\mathcal{F}) \geq 1 \). Combining with (43) and (45), we have

\[
R_S(\mathcal{F}) \leq 12 \int_0^B \sqrt{\frac{\text{Pdim}(\mathcal{F})}{n} \cdot \log \left( \frac{2eB \cdot n}{\epsilon} \right)} \, d\epsilon \leq 12B \int_0^1 \sqrt{\frac{\text{Pdim}(\mathcal{F})}{n} \cdot \log \left( \frac{2e \cdot n}{\epsilon} \right)} \, d\epsilon
\]

\[
\leq 12B \int_0^1 \sqrt{\frac{\text{Pdim}(\mathcal{F})}{n}} \cdot \left( \sqrt{\log(2e)} + \log n + \sqrt{\log \left( \frac{1}{\epsilon} \right)} \right) \, d\epsilon
\]

\[
\leq 12B \int_0^1 \sqrt{\frac{\text{Pdim}(\mathcal{F})}{n}} \cdot \left( \sqrt{\log(2e)} + \log n + 1 \right) \, d\epsilon
\]

\[
\leq 12BC_{51} \sqrt{\frac{\text{Pdim}(\mathcal{F}) \cdot \log n}{n}},
\]

where the constant \( C_{51} \) satisfies \( \sqrt{\log(2e)} + \log n + 1 \leq C_{51} \cdot \sqrt{\log n} \) and \( C_{51} \approx 1 \) if \( \log n \gg 1 \).

Equipped with those results, we have

\[
\mathbb{E} I_2 = \mathbb{E} \max_{f \in \mathcal{F}_S} \{ \mathbb{E}_{x,z \sim p_T(x,z)} \hat{f}(x, g(x, z)) - \mathbb{E}_{x,z \sim p_T(x,z)} \hat{f}(x, \tilde{g}(x, z)) \} \leq 2\mathbb{E} R_{\mathcal{S}_m}(\mathcal{F})
\]

\[
\leq 24C_{51} \sqrt{\frac{\text{Pdim}(\mathcal{F}) \cdot \log m}{m}} \cdot \left( \sqrt{d + r} \cdot ((W_g + 1) \cdot M) \right),
\]

where \( \mathcal{S}_m \) is the set of i.i.d. samples from the generated distribution and the inequality holds with the assumption that \( M \leq (W_g + 1) \cdot M \), because \( |\hat{f}(x, g(x, z))| = |\hat{f}(x, g(x, z)) - \hat{f}(0, 0)| \leq \|(x, g(x, z))\|_2 \) for all \( g, x \) and \( z \). By Markov-Inequality, with probability of at least \( 1 - m^{-1/4} \),

\[
I_2 \leq 24C_{51} \left( \sqrt{d + r} \cdot ((W_g + 1) \cdot M) \right) \cdot \sqrt{\text{Pdim}(\mathcal{F}) \cdot \log m \cdot m^{-1/4}}
\]

(46)

\[
= C_5 \cdot ((W_g + 1) \cdot M) \cdot \sqrt{\text{Pdim}(\mathcal{F}) \cdot \log m \cdot m^{-1/4}},
\]

(47)

where \( C_5 = 24C_{51} \cdot \sqrt{d + r} \approx 24 \sqrt{d + r} \) if \( \log m \gg 1 \). Similarly, we derive the error bound for \( I_3 \) that

\[
\mathbb{E} I_3 = \mathbb{E} \max_{f \in \mathcal{F}_S} \{ \mathbb{E}^n_{(x,u) \sim p_T(x,u)} \hat{f}(x, u) - \mathbb{E}^n_{(x,u) \sim p_T(x,u)} \hat{f}(x, u) \} \leq 2\mathbb{E} R_{\mathcal{S}_u}(\mathcal{F})
\]

\[
\leq 24C_{51} \sqrt{\frac{\text{Pdim}(\mathcal{F}) \cdot \log n}{n}} \cdot F(p_T(x, u), n),
\]

34
where $\mathcal{S}_n$ is the set of i.i.d. samples from the solution $(x, u)$ and $F(p_\Gamma(x, u), n)$ is defined in Definition 1. By Markov-Inequality, with probability of at least $1 - n^{-1/4}$,

$$I_3 \leq 24C_51 \cdot F(p_\Gamma(x, u), n) \cdot \sqrt{\text{Pdim}(F) \cdot \log n \cdot n^{-1/4}} = C_6 \cdot F(p_\Gamma(x, u), n) \cdot \sqrt{\text{Pdim}(F) \cdot \log n \cdot n^{-1/4}},$$

where $C_6 = 24C_51 \approx 24$ if $\log n \gg 1$.

## D Additional experiments

In this part, we further test the performance of the proposed model when the noise is large enough that it dominates the solution data. We utilize the same experimental setting as that of the pedagogical example in section 4.1. Here, we enlarge the noise level to be $\sigma_1 = \sigma_2 = 0.3$ and $\sigma_1 = \sigma_2 = 0.5$ where different numbers of training data $m = n$ are adopted. The relative errors and visualized results are displayed in Figure 15.

When the noise level is up to 0.3 and 0.5, the noise dominates the solution data as is shown in Figure 15. The prediction stays away from the exact deterministic solution if the numbers of training data $m = n$ are small because WGAN cannot catch the boundary uncertainty well, while the relative error decreases if we collect more boundary data, compatible with our theoretical analysis. The results further raise the confidence that the proposed model can detect the uncertainty and approximate the exact solution, even though the noise is dominant, if provided sufficient training data.
Figure 15: The mean, the lower bound and upper bound of PDE solutions \( \tilde{p}_\beta(u) \) given \( x \). (a) \( \mathcal{E} = 1.55 \times 10^{-1} \); (b) \( \mathcal{E} = 8.72 \times 10^{-2} \); (c) \( \mathcal{E} = 5.44 \times 10^{-2} \); (d) \( \mathcal{E} = 3.99 \times 10^{-2} \); (e) \( \mathcal{E} = 6.78 \times 10^{-2} \); (f) \( \mathcal{E} = 4.43 \times 10^{-2} \). Here exact PDE solution (the blue line) refers to PDE solution without uncertainty.
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