Explicit formulas of Euler sums via multiple zeta values
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Abstract

Flajolet and Salvy pointed out that every Euler sum is a \(\mathbb{Q}\)-linear combination of multiple zeta values. However, in the literature, there is no formula completely revealing this relation. In this paper, using permutations and compositions, we establish two explicit formulas for the Euler sums, and show that all the Euler sums are indeed expressible in terms of MZVs. Moreover, we apply this method to the alternating Euler sums, and show that all the alternating Euler sums are reducible to alternating MZVs. Some special cases, such as the explicit expressions of \(S_{r,m,q}\), \(\bar{S}_{r,m,q}\), \(S_{r,m,\bar{q}}\) and \(\bar{S}_{r,m,\bar{q}}\), are also presented here.

AMS classification : 40A25; 11M06; 11M32

Keywords : Compositions; Euler sums; Multiple zeta values; Permutations; Riemann zeta function

1. Introduction

The generalized harmonic numbers are defined by

\[
H_0^{(r)} = 0 \quad \text{and} \quad H_n^{(r)} = \sum_{k=1}^{n} \frac{1}{k^r} \quad \text{for } n, r = 1, 2, \ldots
\]

When \(r = 1\), they reduce to the classical harmonic numbers, denoted as \(H_n = H_n^{(1)}\).

Let \(\pi = (\pi_1, \pi_2, \ldots, \pi_k)\) be a partition of the positive integer \(p\) into \(k\) summands, that is, \(p = \pi_1 + \pi_2 + \cdots + \pi_k\) and \(\pi_1 \leq \pi_2 \leq \cdots \leq \pi_k\). Let \(q\) be a positive integer with \(q \geq 2\). Define the Euler sum of index \((\pi, q)\) by

\[
S_{\pi,q} := S_{\pi_1,\pi_2,\ldots,\pi_k,q} = \sum_{n=1}^{\infty} \frac{H_{\pi_1}(n) H_{\pi_2}(n) \cdots H_{\pi_k}(n)}{n^q}.
\] (1.1)

The quantity \(\pi_1 + \cdots + \pi_k + q\) is called the “weight” of the sum, and the quantity \(k\) is called the “degree” (see [20, Section 1]). Since repeated summands in partitions are indicated by powers, we denote, for instance, the sum

\[
S_{12,2,5,9} := S_{112225,9} = \sum_{n=1}^{\infty} \frac{H_n^2(H_n^2)^3 H_5^5}{n^9}.
\]

The Euler sums have a history that can be traced back to 1742. In response to a letter from Goldbach, Euler considered sums \(S_{p,q}\) (see Berndt [3, p. 253]). These sums are named as linear Euler sums today, and those involving products of at least two harmonic numbers are called nonlinear Euler sums.

Additionally, let

\[
\bar{H}_0^{(r)} = 0 \quad \text{and} \quad \bar{H}_n^{(r)} = \sum_{k=1}^{n} \frac{(-1)^{k-1}}{k^r} \quad \text{for } n, r = 1, 2, \ldots
\]
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be the alternating harmonic numbers, and define the two kinds of alternating Euler sums by

\[ S_{i_1 \ldots i_k} = \sum_{n=1}^{\infty} \frac{H_n^{(i_1)} \cdots H_n^{(i_k)}}{n^q}, \quad (1.2) \]

\[ S_{i_1 \ldots i_k} = \sum_{n=1}^{\infty} (-1)^{n-1} \frac{H_n^{(i_1)} \cdots H_n^{(i_k)}}{n^q}, \quad (1.3) \]

where \( 1 \leq i_1 \leq \ldots \leq i_k \) and \( 1 \leq i_{k+1} \leq \ldots \leq i_m \). It is obvious that when \( m - l = 0 \), the alternating Euler sums \((1.2)\) reduce to the classical non-alternating Euler sums \((1.1)\).

Besides Euler and Goldbach, many mathematicians studied the problem of Euler sums. For example, in 1994, Bailey et al. [2] conducted a rather extensive numerical search to determine whether or not some particular (alternating) Euler sums can be expressed as rational linear combinations of several given constants. In 1995, Borwein et al. [8] proved that the quadratic sums \( S_{1^2} \) can reduce to linear sums \( S_{2, 3} \) and polynomials in zeta values, where the zeta values are the values of the Riemann zeta function \( \zeta(s) = \sum_{k=1}^{\infty} 1/k^s \) at the positive integers. In 1998, Flajolet and Salvy [20] used the contour integral representations and residue computation to study several classes of Euler sums. Other works on (alternating) Euler sums can be found in [17, 10, 13, 19, 21, 22, 29, 31, 33, 37, 39, 40, 54].

Recently, rapid progress has been made in this field. Using the Bell polynomials, generating functions, integrals of special functions, multiple zeta (star) values, the Stirling series and the Tornheim type series, we study the (alternating) Euler sums systematically [12, 41, 46, 50, 52, 53]. As a consequence, the evaluation of all the unknown Euler sums up to the weight 11 are presented. From these results, it can be found that a basis of Euler sums of weight \( 3 \leq w \leq 11 \) is

\[
\begin{align*}
w = 3 : & \quad \zeta(3), \\
w = 4 : & \quad \zeta(4), \\
w = 5 : & \quad \zeta(5), \zeta(2)\zeta(3), \\
w = 6 : & \quad \zeta(6), \zeta^2(3), \\
w = 7 : & \quad \zeta(7), \zeta(2)\zeta(5), \zeta(3)\zeta(4), \\
w = 8 : & \quad \zeta(8), \zeta(3)\zeta(5), \zeta(2)\zeta^2(3), S_{2, 6}, \\
w = 9 : & \quad \zeta(9), \zeta(2)\zeta(7), \zeta(3)\zeta(6), \zeta(4)\zeta(5), \zeta^3(3), \\
w = 10 : & \quad \zeta(10), \zeta(3)\zeta(7), \zeta^2(5), \zeta(2)\zeta(3)\zeta(5), \zeta^2(3)\zeta(4), \zeta(2)S_{2, 6}, S_{2, 8}, \\
w = 11 : & \quad \zeta(11), \zeta(2)\zeta(9), \zeta(3)\zeta(8), \zeta(4)\zeta(7), \zeta(5)\zeta(6), \zeta^2(3)\zeta(5), \zeta(2)\zeta^3(3), \zeta(3)S_{2, 6}, S_{18, 2}.
\end{align*}
\]

On the other hand, according to Hoffman [24] and Zagier [41], the multiple zeta values (MZVs) are defined by

\[
\zeta(s_1, s_2, \ldots, s_k) := \sum_{n_1 > n_2 > \ldots > n_k \geq 1} \frac{1}{n_1^{s_1} n_2^{s_2} \cdots n_k^{s_k}},
\]

where \( s_1, \ldots, s_k \) are all positive integers with \( s_1 > 1 \). The \( k \) in the above definition is named the "length" or "depth" of a MZV, and the \( n = s_1 + \cdots + s_k \) is known as the "weight". Usually, when writing MZVs, we denote \( n \) repetitions of a substring by \( \{ \cdots \}_n \). For example, \( \zeta(2, 1, 2, 1, 3) = \zeta(\{2, 1\}_2, 3) \). The partial sums

\[
\zeta_n(s_1, s_2, \ldots, s_k) := \sum_{n \geq n_1 > n_2 > \ldots > n_k \geq 1} \frac{1}{n_1^{s_1} n_2^{s_2} \cdots n_k^{s_k}},
\]

are called the multiple harmonic sums (MHSs) [23]. By convention, \( \zeta_n(s_1, s_2, \ldots, s_k) = 0 \) for \( n < k \), and \( \zeta_n(\emptyset) = 1 \).
Similarly, the alternating multiple harmonic sums (alternating MHSs) are defined by

\[ \zeta_n(s_1, \ldots, s_k; \sigma_1, \ldots, \sigma_k) = \sum_{n_1 > n_2 > \cdots > n_{k+1}} \frac{\sigma_1^{n_1} \sigma_2^{n_2} \cdots \sigma_k^{n_k}}{n_1^{s_1} n_2^{s_2} \cdots n_k^{s_k}}, \]

where \( s_j \) are positive integers, \( \sigma_j = \pm 1, \) for \( j = 1, 2, \ldots, k, \) with \((s_1, \sigma_1) \neq (1, 1)\). The limit cases of alternating MHSs give rise to alternating multiple zeta values (alternating MZVs for short; also called \( k \)-fold Euler sums \([3, 9, 23]\)):

\[ \zeta(s_1, s_2, \ldots, s_k; \sigma_1, \ldots, \sigma_k) = \lim_{n \to \infty} \zeta_n(s_1, \ldots, s_k; \sigma_1, \ldots, \sigma_k). \] (1.5)

For convenience, when writing alternating MHSs and MZVs, we shall combine the strings of exponents and signs into a single string, with \( s_j \) in the \( j \)th position when \( \sigma_j = +1 \), and \( \bar{s}_j \) in the \( j \)th position when \( \sigma_j = -1 \). For example,

\[ \zeta(\bar{s}_1, s_2, \ldots, \bar{s}_k) = \sum_{n_1 > n_2 > \cdots > n_{k+1}} \frac{(-1)^{n_1 + n_k}}{n_1^{s_1} n_2^{s_2} \cdots n_k^{s_k}}. \]

MZVs and alternating MZVs have been of interest to mathematicians and physicists for a long time. The systematic study of them began in the early 1990s with the works of Hoffman \([24, 25]\) and Zagier \([11]\), but the number \( \zeta(6, 2) \) appeared in the quantum field theory literature in 1986 \([11]\), well before the phrase “multiple zeta values” had been coined. They are essential to the connection of knot theory with quantum field theory \([12, 26]\), and they became even more important when higher order calculations in quantum electrodynamics and quantum chromodynamics started to need the multiple harmonic sums \([3, 0]\).

According to Minh and Petitot \([30, 32]\), all the MZVs up to the weight 16 are reducible to \( \zeta(2), \zeta(6, 2), \zeta(8, 2), \zeta(10, 2), \zeta(8, 2, 1), \zeta(8, 2, 1, 1), \) etc., and \( \zeta(s) \), where \( s = 3, 5, 7, 9, 11, 13, 15 \). The evaluations of the MZVs up to the weight 9 and some MZVs of weight 10 are presented in \([30]\), and a Maple program to compute MZVs up to the weight 16 is given in \([32]\). Blümlein et al. \([5]\) further investigated the MZVs up to the weight 22 to derive basis-representations for all individual values by the Multiple Zeta Value data mine (henceforth MZVDM). Similarly, extensive tables of the alternating MZVs were compiled, first by Bigotte et al. by means of Lyndon words and Shuffle algebras \([4]\), and later by Blümlein et al. as part of MZVDM \([3]\). A basis for the \( Q \)-vector space spanned by the set of alternating MZVs for weight \( 1 \leq w \leq 6 \) is also given in \([5]\):

- \( w = 1 \) : \( \ln(2) \),
- \( w = 2 \) : \( \zeta(2), \ln^2(2) \),
- \( w = 3 \) : \( \zeta(3), \zeta(2) \ln 2, \ln^3(2) \),
- \( w = 4 \) : \( \text{Li}_4(1/2), \zeta(4), \zeta(3) \ln(2), \zeta(2) \ln^2(2), \ln^4(2) \),
- \( w = 5 \) : \( \text{Li}_4(1/2), \zeta(5), \text{Li}_4(1/2) \ln(2), \zeta(4) \ln(2), \zeta(2) \zeta(3), \zeta(3) \ln^2(2), \zeta(2) \ln^3(2), \ln^5(2) \),
- \( w = 6 \) : \( \text{Li}_4(1/2), \zeta(6), \zeta(5, 1), \text{Li}_5(1/2) \ln(2), \zeta(5) \ln(2), \text{Li}_4(1/2) \zeta(2), \text{Li}_4(1/2) \ln^2(2), \zeta(4) \ln^2(2), \zeta^2(3), \zeta(2) \zeta(3) \ln(2), \zeta(3) \ln^3(2), \zeta(2) \ln^4(2), \ln^6(2) \), etc.,

where \( \text{Li}_q(t) \) are the polylogarithm functions defined by \( \text{Li}_q(t) = \sum_{k=1}^{\infty} t^k/k^q \) for \(|t| < 1\).

As remarked by Flajolet and Salvy \([20]\), every Euler sum of weight \( w \) and degree \( k \) is a \( Q \)-linear combination of MZVs of weight \( w \) and depth at most \( k + 1 \). However, in the literature, there is no formula completely revealing this relation. In this paper, using the properties of permutations and compositions, we establish two explicit formulas for the Euler sums, and show that all the Euler sums are indeed expressible in terms of MZVs. Moreover, we apply this method to the alternating Euler sums, and show that all the alternating Euler sums are reducible to alternating MZVs. The corresponding Maple programs are also provided, so that the expressions of the
(alternating) Euler sums in terms of (alternating) MZVs can be computed automatically. If we further use the evaluations of (alternating) MZVs, the explicit formulas of (alternating) Euler sums in terms of the bases can be finally determined.

The paper is organized as follows. In Sections 2 and 4, we use the permutations and compositions to establish the explicit formulas of (alternating) Euler sums in terms of (alternating) MZVs. In Sections 3 and 5, we consider some special cases of the general results, including the expressions of $S_{m,q}$, $S_{m,q}$, $S_{m,,q}$ and $S_{m, q}$. Several famous results can also be obtained, such as the Euler theorem, the Borwein–Borwein–Girgensohn theorem and the Flajolet–Salvy theorem. Finally, in Section 6 we introduce our Maple package briefly.

2. Explicit formulas of Euler sums in terms of MZVs

By convention, let $S_m$ be the symmetric group of all permutations on $m$ symbols. In addition, define a composition of $m$ be an ordered tuple of positive integers whose elements sum to $m$, and let $C_m$ be the set of all compositions of $m$. For example, there are eight compositions of 4:

$$C_4 = \{ [4], [1, 3], [2, 2], [3, 1], [1, 1, 2], [1, 2, 1], [2, 1, 1], [1, 1, 1, 1] \} .$$

Using permutations and compositions of $m$, the following explicit formula of the Euler sums can be established.

**Theorem 2.1.** Let $i_1, \ldots, i_m \geq 1$ and $q \geq 2$ be positive integers. For a composition $\xi := (\xi_1, \ldots, \xi_p) \in C_m$ and a permutation $\sigma \in S_m$, let $I^{(m)}_\sigma = (i_{\sigma(1)}, \ldots, i_{\sigma(m)})$, and denote

$$J_c(I^{(m)}_\sigma) = i_{\sigma(1)} + \cdots + i_{\sigma(c)} , \quad \text{for } c = 1, 2, \ldots, p .$$

Then the Euler sums $S_{i_1 i_2 \ldots i_m,q}$ are expressible in terms of MZVs:

$$S_{i_1 i_2 \ldots i_m,q} = \sum_{\xi \in C_m} \sum_{\sigma \in S_m} \frac{1}{\xi_1 ! \xi_2 ! \cdots \xi_p !} \left\{ \begin{array}{c} \zeta(q, J_1(I^{(m)}_\sigma), \ldots, J_p(I^{(m)}_\sigma)) \\ + \zeta(q + J_1(I^{(m)}_\sigma), J_2(I^{(m)}_\sigma), \ldots, J_p(I^{(m)}_\sigma)) \end{array} \right\} . \quad (2.1)$$

**Proof.** Let us compute

$$\prod_{j=1}^m n^{(i_j)}_n = \sum_{n \geq n_1, \ldots, n_m \geq 1} \frac{1}{n_1^{i_1} \cdots n_m^{i_m}} . \quad (2.2)$$

To deal with the multiple sum on the right, we should consider all the possible weak orderings on $\{ n_1, \ldots, n_m \}$. These fall into natural classes which correspond to compositions of $m$. Given a composition $\xi = (\xi_1, \ldots, \xi_p) \in C_m$, we obtain the natural ordering

$$n \geq n_1 = \cdots = n_{\xi_1} > n_{\xi_1+1} = \cdots = n_{\xi_1+\xi_2} > \cdots > n_{\xi_1+\cdots+\xi_{p-1}+1} = \cdots = n_m \geq 1 , \quad (2.3)$$

which corresponds to the multiple harmonic sum

$$\zeta_n(i_1 + \cdots + i_{\xi_1}, i_{\xi_1+1} + \cdots + i_{\xi_1+\xi_2}, \ldots, i_{\xi_1+\cdots+\xi_{p-1}+1} + \cdots + i_m) .$$

It is evident that any ordering in the class of composition $\xi = (\xi_1, \ldots, \xi_p)$ can be obtained by applying a permutation of $\{1, \ldots, m\}$, say $\sigma$, to (2.3):

$$n \geq n_{\sigma(1)} = \cdots = n_{\sigma(\xi_1)} > n_{\sigma(\xi_1+1)} = \cdots = n_{\sigma(\xi_1+\xi_2)} > \cdots > n_{\sigma(\xi_1+\cdots+\xi_{p-1}+1)} = \cdots = n_{\sigma(m)} \geq 1 .$$
But swaps of equal elements do not matter, so we must divide the intermediate result by $\xi_1! \cdots \xi_p!$. Thus, the distinct weak orderings in the class $\xi = (\xi_1, \cdots, \xi_p)$ contribute

$$
\sum_{\sigma \in \mathcal{S}_m} \frac{\zeta_n(J_1(I_\sigma^m), J_2(I_\sigma^m), \ldots, J_p(I_\sigma^m))}{\xi_1! \xi_2! \cdots \xi_p!}
$$

to the sum (2.2), and summing over $C_m$ gives

$$
\prod_{j=1}^m H_n^{(ij)} = \sum_{\xi \in \mathcal{C}_m} \sum_{\sigma \in \mathcal{S}_m} \frac{\zeta_n(J_1(I_\sigma^m), J_2(I_\sigma^m), \ldots, J_p(I_\sigma^m))}{\xi_1! \xi_2! \cdots \xi_p!}.
$$

(2.4)

Finally, multiplying (2.4) by $1/n^q$, summing over $n$, and using the definitions of Euler sums and MZVs, we obtain the result (2.1).

Besides Theorem 2.1, we can establish another explicit formula of the Euler sums by permutations and compositions.

**Theorem 2.2.** Let $i_1, \ldots, i_m \geq 2$ and $q \geq 2$ be positive integers. For a composition $\eta := (\eta_1, \ldots, \eta_p) \in \mathcal{C}_t$ and a permutation $\tau \in \mathcal{S}_t$, let $I^{(\eta)}_\tau = (i_{\tau(1)}, \ldots, i_{\tau(t)})$, and denote

$$
\tilde{J}_c(I^{(\eta)}_\tau) = i_{\tau(\eta_1+\cdots+\eta_{c-1}+1)} + \cdots + i_{\tau(\eta_1+\cdots+\eta_c)} \quad \text{for } c = 1, 2, \ldots, p.
$$

Then the Euler sums $S_{i_1 i_2 \cdots i_m, q}$ are expressible in terms of MZVs:

$$
S_{i_1 i_2 \cdots i_m, q} = \sum_{l=0}^m (-1)^l \sum_{1 \leq j_1 < \cdots < j_l \leq m} \prod_{k=1}^m \zeta(i_k) \sum_{\eta \in \mathcal{C}_t} \sum_{\tau \in \mathcal{S}_t} \frac{\zeta(\tilde{J}_1(I^{(\eta)}_\tau), \tilde{J}_2(I^{(\eta)}_\tau), \ldots, \tilde{J}_p(I^{(\eta)}_\tau), q)}{\eta_1! \eta_2! \cdots \eta_p!}.
$$

(2.5)

**Proof.** The product of harmonic numbers can be rewritten as

$$
\prod_{j=1}^m H_n^{(ij)} = \prod_{j=1}^m \{\zeta(i_j) - (\zeta(i_j) - H_n^{(ij)})\}
$$

$$
= \sum_{l=0}^m (-1)^l \sum_{1 \leq j_1 < \cdots < j_l \leq m} \prod_{k=1}^m \zeta(i_k) \prod_{k=1}^l \{\zeta(i_{j_k}) - H_n^{(ij_k)}\}.
$$

Therefore, the Euler sums $S_{i_1 i_2 \cdots i_m, q}$ satisfy

$$
S_{i_1 i_2 \cdots i_m, q} = \sum_{l=0}^m (-1)^l \sum_{1 \leq j_1 < \cdots < j_l \leq m} \prod_{k=1}^m \zeta(i_k) \sum_{n=1}^{\infty} \frac{1}{n^q} \prod_{k=1}^l \{\zeta(i_{j_k}) - H_n^{(ij_k)}\}.
$$

(2.6)

Similarly to the proof of (2.4), by means of the permutations and compositions, we have

$$
\prod_{k=1}^l \{\zeta(i_{j_k}) - H_n^{(ij_k)}\} = \sum_{n_1, n_2, \ldots, n_l > n} \frac{1}{n_1^{i_1} n_2^{i_2} \cdots n_l^{i_l}}
$$

$$
= \sum_{\eta \in \mathcal{C}_t} \sum_{\tau \in \mathcal{S}_t} \zeta_n(\tilde{J}_1(I^{(\eta)}_\tau), \tilde{J}_2(I^{(\eta)}_\tau), \ldots, \tilde{J}_p(I^{(\eta)}_\tau), q)) / \eta_1! \eta_2! \cdots \eta_p!.
$$
where \( \zeta_{>n}(s_1, s_2, \ldots, s_k) \) are multiple sums defined by

\[
\zeta_{>n}(s_1, s_2, \ldots, s_k) := \sum_{n_1 > n_2 > \cdots > n_k > n} \frac{1}{n_1^{s_1} n_2^{s_2} \cdots n_k^{s_k}}.
\]

Then using the definition of MZVs, we obtain from (2.6) the final result (2.5).

3. Some special cases of Theorems 2.1 and 2.2

In this section, by the evaluations and identities of MZVs, we give some special cases of Theorems 2.1 and 2.2. Some famous results will be obtained, such as the Euler theorem, the Borwein–Borwein–Girgensohn theorem and the Flajolet–Salvy theorem.

According to [1, Section 6], the MZVs \( \zeta(k + 1, \{1\}_l) \) can be determined by the values of the integrals \( W(k, l) \):

\[
\zeta(k + 1, \{1\}_l) = \frac{(-1)^{k+l}}{k!l!} W(k, l)
\]

(see also [43, Eq. (2.18)] and [46, Eq. (2.27)]). Here the integrals

\[
W(k, l) := \int_0^1 \frac{\ln^k(t) \ln^l(1-t)}{1-t} \, dt
\]

were introduced by Köllbig [27,28] in 1980s, and reconsidered recently by us [42,43,46,52] to study the Euler sums. From these works, we know that

\[
W(k, l) = \frac{(-1)^{k+l}(k + l)!}{l + 1} \zeta(k + l + 1) - \sum_{i=1}^{k-1} \sum_{j=1}^{l} \binom{k - 1}{i - 1} \binom{l}{j} (-1)^{i+j}(i + j - 1)! \zeta(i + j) W(k - i, l - j)
\]

(3.2)

for \( k \geq 1 \) and \( l \geq 0 \), with

\[
W(1, l) = (-1)^{l+1}! \zeta(l + 2), \quad W(k, 0) = (-1)^{k} k! \zeta(k + 1),
\]

and

\[
\frac{W(k, l - 1)}{k! (l - 1)!} = \frac{W(l, k - 1)}{l! (k - 1)!}.
\]

(3.3)

By (3.1)–(3.3), the MZVs \( \zeta(k + 1, \{1\}_l) \) are reducible to zeta values. For example, we have

\[
\zeta(q, 1) = q \frac{1}{2} \zeta(q + 1) - \frac{1}{2} \sum_{i=1}^{q-2} \zeta(i + 1) \zeta(q - i),
\]

\[
\zeta(q, 1, 1) = q \frac{1}{6} \zeta(q + 2) + \frac{1}{2} \zeta(2) \zeta(q) - \frac{q}{4} \sum_{j=0}^{q-2} \zeta(j + 2) \zeta(q - j) + \frac{1}{6} \sum_{j=2}^{q-2} \zeta(q - j) \sum_{i=0}^{j-2} \zeta(i + 2) \zeta(j - i),
\]

which, combined with Theorem 2.1 give the next two corollaries.
Corollary 3.1. For integers \( p \geq 1 \) and \( q \geq 2 \), the linear Euler sums \( S_{p,q} \) satisfy

\[
S_{p,q} = \zeta(q, p) + \zeta(p + q), \tag{3.4}
\]

\[
S_{1,q} = \left( \frac{q}{2} + 1 \right) \zeta(q + 1) - \frac{1}{2} \sum_{i=1}^{q-2} \zeta(i + 1) \zeta(q - i). \tag{3.5}
\]

Proof. Setting \( m = 1 \) and \( i_1 = p \) in Theorem 2.1, we obtain (3.4) immediately, which can also be verified directly by the definitions of Euler sums and MZVs (see, e.g., [43, Eq. (2.23)]). Setting \( p = 1 \) in (3.4) yields (3.5), which is in fact the famous Euler theorem (see, e.g., [20, Theorem 2.2]). \( \square \)

Corollary 3.2. For integers \( i_1, i_2 \geq 1 \) and \( q \geq 2 \), the quadratic Euler sums \( S_{i_1 i_2, q} \) satisfy

\[
S_{i_1 i_2, q} = \zeta(q, i_1 + i_2) + \zeta(q, i_1, i_2) + \zeta(q, i_2, i_1)
+ \zeta(q + i_1 + i_2) + \zeta(q + i_1, i_2) + \zeta(q + i_2, i_1), \tag{3.6}
\]

\[
S_{12,q} = S_{2,q} + \frac{(q + 1)(q + 3)}{3} \zeta(q + 2) + \zeta(2) \zeta(q) - \frac{q + 2}{2} \sum_{j=0}^{q-2} \zeta(j + 2) \zeta(q - j)
+ \frac{1}{3} \sum_{j=2}^{q-2} \zeta(q - j) \sum_{i=0}^{j-2} \zeta(i + 2) \zeta(j - i). \tag{3.7}
\]

Thus, the sums \( S_{12,q} \) reduce to linear sums \( S_{2,q} \) and polynomials in zeta values, and for any odd integer \( q \geq 3 \), the sums \( S_{12,q} \) reduce to zeta values.

Proof. Setting \( m = 2 \) in Theorem 2.1 and noting that \( C_2 = \{ [2], [1, 1] \} \) and \( S_2 = \{ (1)(2), (1, 2) \} \), we obtain (3.6). Setting further \( i_1 = i_2 = 1 \) in (3.6), using (3.4), and substituting the evaluations of \( \zeta(q,1) \) and \( \zeta(q,1,1) \), we obtain (3.7), which is the Borwein–Borwein–Girgensohn theorem [20, Theorem 4.1]. \( \square \)

Similarly, setting \( m = 3 \) in Theorem 2.1 yields the explicit formula of \( S_{i_1 i_2 i_3, q} \), which has 26 terms. Setting further \( i_1 = i_2 = i_3 = 1 \) gives

\[
S_{13,q} = \zeta(q, 3) + \zeta(q + 3) + 3\{ \zeta(q, 1, 2) + \zeta(q + 1, 2) + \zeta(q, 2, 1) + \zeta(q + 2, 1) \}
+ 6\{ \zeta(q, \{ 1 \}_3) + \zeta(q + 1, 1, 1) \}. \tag{3.8}
\]

Using Eq. (3.4) and

\[
\zeta(k, i, j) + \zeta(k, j, i) = S_{ij,k} - S_{i,j+k} - S_{j,i+k} - S_{i+j,k} + 2\zeta(i + j + k), \tag{3.9}
\]

for integers \( j \geq i \geq 1 \) and \( k \geq 2 \) (see [43, Theorem 2.7]), we rewrite (3.8) as

\[
S_{13,q} = 3S_{12,q} - 2S_{3,q} + 6\zeta(q, \{ 1 \}_3) + 6\zeta(q + 1, 1, 1). \]

This leads us to the Flajolet–Salvy theorem:

Corollary 3.3 ([20, Theorem 5.1 (1)]). For odd weights, the cubic combinations \( S_{13,q} - 3S_{12,q} \) are expressible in terms of zeta values.

In fact, besides the above result on \( S_{13,q} \), a general formula for the sums \( S_{r,m,q} \) can be derived directly from Theorem 2.1.

Theorem 3.4. For integers \( r \geq 1 \) and \( q \geq 2 \), the Euler sums \( S_{r,m,q} \) satisfy

\[
S_{r,m,q} = \sum_{\xi \in \mathbb{C}_m} \left( \sum_{\xi_1, \xi_2, \ldots, \xi_p} \right) \{ \zeta(q, r\xi_1, r\xi_2, \ldots, r\xi_p) + \zeta(q + r\xi_1, r\xi_2, \ldots, r\xi_p) \}. \tag{3.10}
\]
where \( \xi := (\xi_1, \xi_2, \ldots, \xi_p) \) and
\[
\binom{m}{\xi_1, \xi_2, \ldots, \xi_p} := \frac{m!}{\xi_1! \xi_2! \cdots \xi_p!},
\]
are the multinomial coefficients.

**Proof.** In this case, \( i_1 = i_2 = \cdots = i_m = r \). Thus, given a composition \( \xi = (\xi_1, \xi_2, \ldots, \xi_p) \in \mathcal{C}_m \), for any \( \sigma \in \mathcal{S}_m \), there holds \( J_\sigma(I^{(m)}_r) = r\xi_c \), for \( c = 1, 2, \ldots, p \), and the corresponding summand equals
\[
\frac{1}{\xi_1! \xi_2! \cdots \xi_p!} \{ \zeta(q, r\xi_1, r\xi_2, \ldots, r\xi_p) + \zeta(q + r\xi_1, r\xi_2, \ldots, r\xi_p) \}.
\]

Then the desired result can be obtained. \( \square \)

Now, we establish the explicit formulas for the quadratic sums \( S_{r,2,r} \) and the cubic sums \( S_{r,3,r} \) from Theorem 3.4 and identities on MZVs.

It is known that the MZVs satisfy the Euler reflection formula:
\[
\zeta(a) + \zeta(b) = \zeta(a+b), \tag{3.11}
\]
for \( a, b \geq 2 \). By the shuffle relations, Eq. (3.11) can be generalized:
\[
\zeta(a,b,c) + \zeta(a,c,b) + \zeta(b,a,c) + \zeta(b,c,a) + \zeta(c,a,b) + \zeta(c,b,a) = \zeta(a)\zeta(b)\zeta(c) + 2\zeta(a+b+c) - \zeta(a)\zeta(b+c) - \zeta(b)\zeta(a+c) - \zeta(c)\zeta(a+b), \tag{3.12}
\]
for \( a, b, c \geq 2 \). Moreover, (3.11) gives
\[
\zeta(r, r) = \frac{1}{2} \{ \zeta(r)^2 - \zeta(2r) \}, \tag{3.13}
\]
which, combined with the recurrence
\[
\zeta(\{r\}_m) = \frac{(-1)^m}{m} \sum_{i=0}^{m-1} (-1)^i \zeta(\{r\}_i) \zeta(rm - ri)
\]
(see [46] Eq. (4.6)], yields
\[
\zeta(\{r\}_3) = \frac{1}{6} \zeta(r)^3 - \frac{1}{2} \zeta(r)\zeta(2r) + \frac{1}{3} \zeta(3r), \tag{3.14}
\]
\[
\zeta(\{r\}_4) = \frac{1}{24} \zeta(r)^4 - \frac{1}{4} \zeta(r)^2\zeta(2r) + \frac{1}{3} \zeta(r)\zeta(3r) + \frac{1}{8} \zeta(2r)^2 - \frac{1}{4} \zeta(4r). \tag{3.15}
\]

Using these identities, we obtain the following corollary.

**Corollary 3.5.** For any integer \( r \geq 2 \), the quadratic Euler sums \( S_{r,2,r} \) and the cubic Euler sums \( S_{r,3,r} \) satisfy
\[
S_{r,2,r} = \frac{1}{3} \zeta(r)^3 - \frac{1}{3} \zeta(3r) + S_{r,2r}, \tag{3.16}
\]
\[
S_{r,3,r} = \frac{1}{4} \zeta(r)^4 + \frac{3}{4} \zeta(2r)^2 + \zeta(4r) - S_{r,3r} + \frac{3}{2} S_{r,2,r} - \frac{3}{2} S_{2r,2r}. \tag{3.17}
\]

Thus, all the sums \( S_{r,2,r} \) and \( S_{r,3,r} \) are reducible to linear sums and polynomials in zeta values. In particular, for any odd integer \( r \geq 3 \), the sums \( S_{r,2,r} \) are expressible in terms of zeta values.
Proof. From \((3.10)\), we have
\[
S_{r,2r} = \zeta(r, 2r) + \zeta(3r) + 2\zeta(r, r, r) + 2\zeta(2r, r), \quad S_{r,3r} = \zeta(r, 3r) + \zeta(4r) + 3\zeta(r, 2r, r) + \zeta(3r, r) + \zeta(r, 2r) + \zeta(2r, 2r) \]
\[
+ 6\zeta(\{r\}4) + \zeta(2r, r, r)\}.
\]
By means of \((3.4), (3.9)\) and \((3.11)-(3.15)\), we obtain \((3.16)\) and \((3.17)\). Next, according to the Flajolet-Salvy theorem \([20, \text{Theorem 4.2}]\), \(S_{r,2r}\) are reducible to linear sums and polynomials in zeta values, so the remark in the corollary also holds. Note that \((3.16)\) has been presented in \([52, \text{Eq. (3.40)}]\).

Example 3.1. Using Corollary \(3.5\) as well as the evaluations of some linear Euler sums, we have
\[
S_{4,4} = \frac{690247}{16584}\zeta(12) - 16\zeta(3)\zeta(9) - 28\zeta(5)\zeta(7) + 8S_{2,10},
\]
\[
S_{5,5} = \frac{4505}{3}\zeta(15) - 15\zeta(8)\zeta(7) - 70\zeta(6)\zeta(9) - 220\zeta(4)\zeta(11) - 715\zeta(2)\zeta(13) + \frac{1}{3}\zeta(5)^3,
\]
and
\[
S_{2,2} = \frac{1285}{32}\zeta(8) - 60\zeta(3)\zeta(5) + 9\zeta(2)\zeta(3)^2 + \frac{31}{2}S_{2,6},
\]
\[
S_{3,3} = \frac{478711}{1382}\zeta(12) + \frac{9}{2}\zeta(3)\zeta(9) - 309\zeta(5)\zeta(7) + 27\zeta(2)\zeta(5)^2 - 63\zeta(2)\zeta(3)\zeta(7) + \frac{1}{4}\zeta(3)^4
\]
\[-\frac{9}{4}S_{2,10} + \frac{63}{2}\zeta(2)S_{2,8}.
\]
The readers may try to obtain the evaluations of some other Euler sums by this corollary.

By specifying the parameters, we can also obtain many special cases from Theorem \(2.2\). For example, setting \(m = 1, 2\) gives
\[
S_{p,q} = \zeta(p)\zeta(q) - \zeta(p, q),
\]
\[
S_{i_1,i_2,q} = \zeta(i_1)\zeta(i_2)\zeta(q) - \zeta(i_2)\zeta(i_1, q) - \zeta(i_1)\zeta(i_2, q) + \zeta(i_1 + i_2, q)
\]
\[+ \zeta(i_1, i_2, q) + \zeta(i_2, i_1, q),\]
for \(i_1, i_2, p, q \geq 2\). Additionally, we have the next result.

Theorem 3.6. For integers \(r, q \geq 2\), the Euler sums \(S_{r,m,q}\) satisfy
\[
S_{r,m,q} = \sum_{l=0}^{m} \sum_{\eta \in \mathcal{C}_l} (-1)^l \binom{m}{l} \left( \eta_1, \eta_2, \ldots, \eta_p \right) \zeta(r)^{m-l} \zeta(r\eta_1, r\eta_2, \ldots, r\eta_p, q), \quad (3.18)
\]
where \(\eta := (\eta_1, \eta_2, \ldots, \eta_p)\).

4. Alternating Euler sums and expansion of product of sums

In this section, we establish a general result on product of sums, and show that the two kinds of alternating Euler sums given in \((1.2)\) and \((1.3)\) can be evaluated by alternating MZVs.

For positive integers \(j\) and \(k\), let \(a_j(k)\) be functions on \(k\). Define the partial sums
\[
S_n(a_j) := \sum_{k=1}^{n} a_j(k)
\]
and
\[
S_n(a_1, a_2, \ldots, a_m) = \sum_{n_1 > n_2 > \cdots > n_m \geq 1} a_1(n_1) a_2(n_2) \cdots a_m(n_m).
\]
Thus, the desired expansion can be established.

Similarly to the proof of (2.4), by discussing all the possible weak orderings on \( \{n_1, \ldots, n_m\} \), and using permutations and compositions, we obtain the following general expansion.

**Theorem 4.1.** For a composition \( \theta := (\theta_1, \ldots, \theta_p) \in \mathcal{C}_m \) and a permutation \( \rho \in \mathcal{S}_m \), let \( A^{(m)}_\rho = (a_{\rho(1)}, \ldots, a_{\rho(m)}) \), and denote

\[
T_c(A^{(m)}_\rho) = a_{\rho(\theta_1 + \cdots + \theta_{c-1} + 1)} \times \cdots \times a_{\rho(\theta_1 + \cdots + \theta_c)}, \quad \text{for } c = 1, 2, \ldots, p,
\]

be products of functions. Then the product of sums \( \prod_{j=1}^m S_n(a_j) \) can be expanded as

\[
\prod_{j=1}^m S_n(a_j) = \sum_{\theta \in \mathcal{C}_m} \sum_{\rho \in \mathcal{S}_m} \frac{S_n(T_1(A^{(m)}_\rho), T_2(A^{(m)}_\rho), \ldots, T_p(A^{(m)}_\rho))}{\theta_1! \theta_2! \cdots \theta_p!}.
\]

**(Proof.** Given a composition \( \theta := (\theta_1, \ldots, \theta_p) \in \mathcal{C}_m \) and a permutation \( \rho \in \mathcal{S}_m \), we have the natural ordering

\[
\begin{align*}
n &\geq n_\rho(1) = \cdots = n_\rho(\theta_1) > n_\rho(\theta_1+1) = \cdots = n_\rho(\theta_1+\theta_2) \\
&> \cdots > n_\rho(\theta_1+\cdots+\theta_{p-1}+1) = \cdots = n_\rho(m) \geq 1,
\end{align*}
\]

which corresponds to the sum

\[
\sum_{n_1 \geq n_2 \geq \cdots \geq n_p \geq 1} a_{\rho(k)}(n_1) a_{\rho(\theta_1+k)}(n_2) \cdots a_{\rho(\theta_1+\cdots+\theta_{p-1}+k)}(n_p)
\]

\[
= S_n(T_1(A^{(m)}_\rho), T_2(A^{(m)}_\rho), \ldots, T_p(A^{(m)}_\rho)).
\]

Thus, the desired expansion can be established. \qed

It can be found that Eq. (2.4) is a special case of this theorem. Define \( a_j(k) := 1/k^j \), for \( k \in \mathbb{N} \), then \( S_n(a_j) = H_n^{(j)} \) and

\[
\prod_{j=1}^m S_n(a_j) = \prod_{j=1}^m H_n^{(j)}.
\]

By computation, we have

\[
T_c(A^{(m)}_\rho) : \quad n_c \rightarrow \frac{1}{n^c_{\rho(\theta_1+\cdots+\theta_{c-1}+1)+\cdots+\rho(\theta_1+\cdots+\theta_c)}}, \quad \text{for } c = 1, 2, \ldots, p \text{ and } n_c \in \mathbb{N}.
\]

Hence, by the definition of MHS, we obtain (2.4).

We can also apply Theorem 4.1 to products of harmonic numbers and alternating harmonic numbers, and finally establish the explicit formulas of alternating Euler sums (1.2) and (1.3).

Let \( f_\mathbb{N} \) be the characteristic function on the set of positive integers:

\[
f_\mathbb{N}(x) := \begin{cases} 
1, & x \in \mathbb{N}, \\
0, & x \notin \mathbb{N}.
\end{cases}
\]

Then we have
Theorem 4.2. The alternating Euler sums \( S_{i_1 \cdots i_l i_{l+1} \cdots i_m, q} \) are expressible in terms of alternating MZVs:

\[
S_{i_1 \cdots i_l i_{l+1} \cdots i_m, q} = \sum_{\theta \in \mathbb{C}_n} \sum_{\rho \in \mathbb{Z}_m} (-1)^{\lambda_1 + \cdots + \lambda_p} \frac{1}{\theta_1! \cdots \theta_p!} \left\{ \zeta(q, \tilde{T}_1(A^{(m)}_\rho), \ldots, \tilde{T}_p(A^{(m)}_\rho)) \right. \\
+ \left. \zeta(T_1(A^{(m)}_\rho), T_2(A^{(m)}_\rho), \ldots, T_p(A^{(m)}_\rho)) \right\},
\]

where \( \theta := (\theta_1, \theta_2, \ldots, \theta_p) \),

\[
\lambda_c = \sum_{k=1}^c f_n(\rho(\theta_1 + \cdots + \theta_{c-1} + k) - l),
\]

and the parameters in the alternating MZVs are defined by

\[
\tilde{T}_c(A^{(m)}_\rho) = \left\{ \begin{array}{ll}
\frac{i_\rho(\theta_1 + \cdots + \theta_{c-1} + 1)}{1/k^j}, & j = 1, \ldots, l, \\
\frac{(-1)^{k-1}/k^j}{i_\rho(\theta_1 + \cdots + \theta_{c-1} + 1)}, & j = l + 1, \ldots, m,
\end{array} \right.
\]

\[
\tilde{T}_1(A^{(m)}_\rho) = \left\{ \begin{array}{ll}
q + i_\rho(1) + \cdots + i_\rho(\theta_1), & \lambda_1 \text{ odd}, \\
q + i_\rho(1) + \cdots + i_\rho(\theta_1), & \lambda_1 \text{ even},
\end{array} \right.
\]

for \( c = 1, 2, \ldots, p \).

Proof. In this case, we should consider the product \( \prod_{j=1}^l H_n^{(i_j)} \prod_{j=l+1}^m \tilde{H}_n^{(i_j)} \). Since

\[
a_j(k) := \left\{ \begin{array}{ll}
1/k^j, & j = 1, \ldots, l, \\
(-1)^{k-1}/k^j, & j = l + 1, \ldots, m,
\end{array} \right.
\]

the functions \( T_c(A^{(m)}_\rho) = a_\rho(\theta_1 + \cdots + \theta_{c-1} + 1) \cdots a_\rho(\theta_1 + \cdots + \theta_c) \) are

\[
T_c(A^{(m)}_\rho) : n_c \longrightarrow \frac{(-1)^{\lambda_c(n_c-1)}}{n_c^{i_\rho(\theta_1 + \cdots + \theta_{c-1} + 1) + \cdots + i_\rho(\theta_1 + \cdots + \theta_c)}},
\]

for \( n_c \in \mathbb{N} \) and \( c = 1, 2, \ldots, p \). Therefore, the product \( \prod_{j=1}^l H_n^{(i_j)} \prod_{j=l+1}^m \tilde{H}_n^{(i_j)} \) can be expanded as a multiple summation. Multiplying the expansion by \( 1/n^q \) and summing over \( n \), we obtain the final result.

Similarly, from the expansion of \( \prod_{j=1}^l H_n^{(i_j)} \prod_{j=l+1}^m \tilde{H}_n^{(i_j)} \), multiplying \( (-1)^{n-1}/n^q \) and summing over \( n \) yield the explicit formula of \( S_{i_1 \cdots i_l i_{l+1} \cdots i_m, q} \).

Theorem 4.3. The alternating Euler sums \( S_{i_1 \cdots i_l i_{l+1} \cdots i_m, \bar{q}} \) are expressible in terms of alternating MZVs:

\[
S_{i_1 \cdots i_l i_{l+1} \cdots i_m, \bar{q}} = \sum_{\theta \in \mathbb{C}_n} \sum_{\rho \in \mathbb{Z}_m} (-1)^{\lambda_1 + \cdots + \lambda_p + 1} \frac{1}{\theta_1! \cdots \theta_p!} \left\{ \right. \\
+ \left. \right\},
\]

where \( \theta := (\theta_1, \theta_2, \ldots, \theta_p) \), \( \lambda_c \) and \( \tilde{T}_c(A^{(m)}_\rho) \) are defined by \((4.2)\) and \((4.3)\), for \( c = 1, 2, \ldots, p \), and the parameter \( T_1(A^{(m)}_\rho) \) is defined by

\[
T_1(A^{(m)}_\rho) = \left\{ \begin{array}{ll}
q + i_\rho(1) + \cdots + i_\rho(\theta_1), & \lambda_1 \text{ even,} \\
q + i_\rho(1) + \cdots + i_\rho(\theta_1), & \lambda_1 \text{ odd.}
\end{array} \right.
\]
5. Some special cases of Theorems 4.2 and 4.3

The expansion of non-alternating Euler sums in Theorem 2.1 can be obtained directly from Theorem 1.2 by setting \( m = l \). Now, let us consider some other special cases of Theorems 1.2 and 1.3.

It is known that

\[
\zeta(s) = \sum_{n=1}^{\infty} \frac{(-1)^n}{n^s} = (2^{1-s} - 1)\zeta(s),
\]

with \( \zeta(1) = -\ln(2) \). Additionally, Teo \cite{23} Theorem 2.10 recently redrew the explicit formulas of the three alternating MZVs of depth 2, i.e., \( \zeta(\bar{p}, \bar{q}) \), \( \zeta(p, \bar{q}) \) and \( \zeta(\bar{p}, q) \). We unify these three formulas into one by using the original notation (1.3) of the alternating MZVs:

\[
\zeta(p, q; \sigma_1, \sigma_2) = \frac{1}{2} \zeta(m; \sigma_1 \sigma_2) + \frac{1}{2} \zeta(p; \sigma_1) \zeta(q; \sigma_2)
\]

\[
+ (-1)^q \sum_{k=0}^{[\frac{q}{p}]} \binom{m-2k-1}{p-1} \zeta(2k; \sigma_1 \sigma_2) \zeta(m-2k; \sigma_1)
\]

\[
+ (-1)^q \sum_{k=0}^{[\frac{q}{q}]} \binom{m-2k-1}{q-1} \zeta(2k; \sigma_1 \sigma_2) \zeta(m-2k; \sigma_2),
\]

where \( m = p + q \geq 3 \) is an odd integer. It is easily seen that the formula of \( \zeta(p, q) \), which was discovered by Euler and verified by Borwein et al. \cite{8}, can also be merged into (5.2).

Similarly to the original notation of (alternating) MZVs, to succinctly state the next results, we denote the Euler sums (1.1)–(1.3) by

\[
S_{i_1 \cdots i_m, q} := S(i_1, \ldots, i_m, q; \{1\}_{m+1}),
\]

\[
S_{i_1 \cdots i_l i_{l+1} \cdots i_m, q} := S(i_1, \ldots, i_m, q; \{1\}_l, \{-1\}_{m-l+1}, 1),
\]

\[
S_{i_1 \cdots i_l i_{l+1} \cdots i_m, \bar{q}} := S(i_1, \ldots, i_m, q; \{1\}_l, \{-1\}_{m-l}, -1),
\]

respectively. In this way, the Euler sums and alternating Euler sums can be represented in a unified manner. For example, all the linear sums can be denoted by \( S(p, q; \sigma_1, \sigma_2) \), where the parameter \( \sigma_k = \mp 1 \), depending on whether or not the \( k \)th parameter before the semicolon is barred. Then using Theorems 4.2 and 4.3, we obtain the following corollary. See Flajolet and Salvy’s paper \cite{20} Theorems 7.1 and 7.2. See also \cite{23}.

**Corollary 5.1.** The (alternating) linear Euler sums \( S(p, q; \sigma_1, \sigma_2) \) satisfy

\[
S(p, q; \sigma_1, \sigma_2) = \sigma_1 \sigma_2 \{ \zeta(q, p; \sigma_2, \sigma_1) + \zeta(p + q; \sigma_1 \sigma_2) \}. \tag{5.3}
\]

In particular, when \( p + q \) is odd, the alternating sums \( S(p, q; \sigma_1, \sigma_2) \) are reducible to (alternating) zeta values.

According to \cite{46} Theorem 4.2, for two sums

\[
A_n(m) = \sum_{k=1}^{n} x_k^m \quad \text{and} \quad B_n(m) = \sum_{n \geq k_1 > k_2 > \cdots > k_m \geq 1} x_{k_1} x_{k_2} \cdots x_{k_m},
\]

with \( B_n(0) = 1 \), we have

\[
B_n(m) = \frac{(-1)^{m-1} m^{-1}}{m} \sum_{i=0}^{m-1} (-1)^i B_n(i) A_n(m - i). \tag{5.4}
\]
Setting \( x_k = (-1)^k/k^r \) in (5.4) and letting \( n \to \infty \) give the recurrence of \( \zeta(\{\bar{r}\}_m) \):

\[
\zeta(\{\bar{r}\}_m) = \frac{(-1)^{m-1}}{m} \left\{ \sum_{i=0}^{m-1} (-1)^i \zeta(\{\bar{r}\}_i) \zeta(rm - ri) + \sum_{i=0}^{m-1} (-1)^i \zeta(\{\bar{r}\}_i) \zeta(rm - ri) \right\}
\]

\[
= \frac{(-1)^{m-1}}{m} \sum_{i=0}^{m-1} (-1)^i \zeta(\{\bar{r}\}_i) \zeta(rm - ri; (1)^{m-i}). \tag{5.5}
\]

For example, we have

\[
\zeta(\{\bar{r}\}_2) = -\frac{1}{2} \zeta(2r) + \frac{1}{2} \zeta(\bar{r})^2;
\]

\[
\zeta(\{\bar{r}\}_3) = \frac{1}{3} \zeta(3\bar{r}) - \frac{1}{2} \zeta(\bar{r}) \zeta(2r) + \frac{1}{6} \zeta(\bar{r})^3;
\]

\[
\zeta(\{\bar{r}\}_4) = -\frac{1}{4} \zeta(4r) + \frac{1}{3} \zeta(\bar{r}) \zeta(3r) + \frac{1}{8} \zeta(2r)^2 - \frac{1}{4} \zeta(2r) \zeta(\bar{r})^2 + \frac{1}{24} \zeta(\bar{r})^4.
\]

By Theorems 4.2 and 4.3 as well as Eq. (5.5), we obtain the expressions of quadratic sums.

**Corollary 5.2.** The (alternating) quadratic Euler sums \( S(i_1, i_2, q; \sigma_1, \sigma_2, \sigma_3) \) satisfy

\[
S(i_1, i_2, q; \sigma_1, \sigma_2, \sigma_3)
= \sigma_1 \sigma_2 \sigma_3 \left\{ \zeta(q, i_1 + i_2; \sigma_3, \sigma_1 \sigma_2) + \zeta(q + i_1 + i_2; \sigma_1 \sigma_2 \sigma_3) 
+ \zeta(q + i_1, i_2; \sigma_3, \sigma_1, \sigma_2) + \zeta(q + i_1, i_2; \sigma_1 \sigma_3, \sigma_2) 
+ \zeta(q + i_2, i_1; \sigma_3, \sigma_2, \sigma_1) + \zeta(q + i_2, i_1; \sigma_2 \sigma_3, \sigma_1) \right\}. \tag{5.6}
\]

Moreover, the alternating sums \( S_{\bar{r}, q} \) are reducible to linear sums and alternating zeta values:

\[
S_{\bar{r}, q} = S_{\bar{r}, 2r} + \frac{1}{3} \{ \zeta(3\bar{r}) - \bar{r}^3 \bar{r} \}. \tag{5.7}
\]

In particular, for any odd integer \( r \), the sums \( S_{\bar{r}, q} \) are expressible in terms of (alternating) zeta values.

**Proof.** It suffices to derive (5.7). From (5.6), the alternating Euler sums \( S_{i_1 i_2, q} \) satisfy

\[
S_{i_1 i_2, q} = -\zeta(\bar{q}, i_1 + i_2) - \zeta(q + i_1 + i_2)
- \zeta(\bar{q}, i_1, i_2) - \zeta(q + i_1, i_2) - \zeta(\bar{q}, i_2, i_1) - \zeta(q + i_2, i_1).
\]

Then using the recurrence (5.5), the reflection formula \( \zeta(\bar{a}, b) + \zeta(b, \bar{a}) = \zeta(\bar{a} \bar{a}) \zeta(b) - \zeta(a + b) \), and the expression \( S_{\bar{r}, q} = -\zeta(q, \bar{p}) - \zeta(\bar{p} + q) \), we have

\[
S_{\bar{r}, q} = -\zeta(3\bar{r}) - \zeta(\bar{r}, 2r) - 2\zeta(2r, \bar{r}) - 2\zeta(\{\bar{r}\}_3) = S_{\bar{r}, 2r} + \frac{1}{3} \{ \zeta(3\bar{r}) - \bar{r}^3 \bar{r} \}. \quad \Box
\]

**Example 5.1.** Using Eq. (5.7) and doing some computation by (5.1) and (5.3) yield

\[
S_{1, 2, 1} = -\frac{1}{2} \zeta(3) + \frac{3}{2} \zeta(2) \ln(2) + \frac{1}{3} \ln(2)^3,
S_{3, 2, 3} = -\frac{7111}{512} \zeta(9) + \frac{561}{128} \zeta(2) \zeta(7) + \frac{189}{128} \zeta(3) \zeta(6) + \frac{315}{64} \zeta(4) \zeta(5) + \frac{9}{64} \zeta(3)^3.
\]

Additionally, using Eq. (5.6), we have

\[
S_{12, 2} = -\zeta(5) - \zeta(4, 1) - \zeta(3, 2) - \zeta(2, 3) - \zeta(2, 1, 2) - \zeta(2, 2, 1),
\]
which, together with the evaluations of \( \zeta(2,1,2) \) and \( \zeta(2,2,1) \):

\[
\zeta(\bar{2},1,2) = -\frac{177}{64}\zeta(5) + \frac{23}{16}\zeta(2)\zeta(3),
\]

\[
\zeta(\bar{2},2,1) = -\frac{73}{64}\zeta(5) + 4\text{Li}_5\left(\frac{1}{2}\right) - \frac{3}{2}\zeta(2)\zeta(3) + 4\ln(2)\text{Li}_4\left(\frac{1}{2}\right) + \frac{7}{4}\zeta(3)\ln(2)^2 - \frac{2}{3}\zeta(2)\ln(2)^3 + \frac{2}{15}\ln(2)^5,
\]

gives

\[
S_{1,2} = \frac{23}{8}\zeta(5) - 4\text{Li}_5\left(\frac{1}{2}\right) + \frac{15}{16}\zeta(2)\zeta(3) - 4\ln(2)\text{Li}_4\left(\frac{1}{2}\right) - \frac{7}{4}\zeta(3)\ln(2)^2 + \frac{2}{3}\zeta(2)\ln(2)^3 - \frac{2}{15}\ln(2)^5.
\]

Similarly to Theorem 3.4, we present the explicit expressions of \( S_{\bar{p},q} \), \( S_{\bar{p},\bar{q}} \) and \( S_{\bar{p},\bar{q}} \).

**Theorem 5.3.** The alternating Euler sums \( S_{\bar{m},q} \) satisfy

\[
S_{\bar{m},q} = -\sum_{\theta \in \mathbb{C}_m} \binom{m}{\theta_1, \ldots, \theta_p} \{ \zeta(q, r\theta_1, \ldots, r\theta_p) + \zeta(q + r\theta_1, r\theta_2, \ldots, r\theta_p) \},
\]

and the alternating Euler sums \( S_{\bar{p},q} \) and \( S_{\bar{p},\bar{q}} \) satisfy

\[
\begin{aligned}
S_{\bar{p},q} &= (-1)^{m+1} \sum_{\theta \in \mathbb{C}_m} \binom{m}{\theta_1, \ldots, \theta_p} \\
&\times \left\{ \zeta(q, r\theta_1, \ldots, r\theta_p; 1, (-1)^{\theta_1}, \ldots, (-1)^{\theta_p}) \right. \\
&\quad + \zeta(q + r\theta_1, r\theta_2, \ldots, r\theta_p; (-1)^{\theta_1}, (-1)^{\theta_2}, \ldots, (-1)^{\theta_p}) \bigg\},
\end{aligned}
\]

\[
\begin{aligned}
S_{\bar{p},\bar{q}} &= (-1)^{m+1} \sum_{\theta \in \mathbb{C}_m} \binom{m}{\theta_1, \ldots, \theta_p} \\
&\times \left\{ \zeta(q, r\theta_1, \ldots, r\theta_p; -1, (-1)^{\theta_1}, \ldots, (-1)^{\theta_p}) \right. \\
&\quad + \zeta(q + r\theta_1, r\theta_2, \ldots, r\theta_p; (-1)^{\theta_1+1}, (-1)^{\theta_2}, \ldots, (-1)^{\theta_p}) \bigg\},
\end{aligned}
\]

where \( \theta := (\theta_1, \theta_2, \ldots, \theta_p) \).

**Proof.** In the case of \( S_{\bar{p},\bar{q}} \), there holds \( \lambda_c = 0 \); then \( \bar{T}_c(A_p^{(m)}) = r\theta_c \) and \( \bar{T}_1(A_p^{(m)}) = \bar{q} + r\theta_1 \).

In the cases of \( S_{\bar{p},q} \) and \( S_{\bar{p},\bar{q}} \), there holds \( \lambda_c = \theta_c \), and the expressions of \( \bar{T}_c(A_p^{(m)}) \), \( \bar{T}_1(A_p^{(m)}) \) and \( \bar{T}_1(A_p^{(m)}) \) depend on the parity of \( \theta_c \) and \( \theta_1 \).

**Example 5.2.** The expression \( (5.8) \) gives

\[
S_{1,2} = -\zeta(\bar{2},3) - \zeta(\bar{5}) - 3\zeta(\bar{2},1,2) - 3\zeta(\bar{3},2)
\]

\[
- 3\zeta(\bar{2},2,1) - 3\zeta(\bar{4},1) - 6\zeta(\bar{2},1,1,1) - 6\zeta(\bar{3},1,1).
\]

By \( [45] \), we have

\[
\zeta(k + 2, \{1\}_{m-1}) = \frac{(-1)^{m+k}}{m!k!} \int_0^1 \ln^k(x)\ln^m(1 + x) \frac{dx}{x},
\]

which yields

\[
\zeta(\bar{2},1,1,1) = \zeta(5) - \text{Li}_5\left(\frac{1}{2}\right) - \ln(2)\text{Li}_4\left(\frac{1}{2}\right) - \frac{7}{16}\zeta(3)\ln(2)^2 + \frac{1}{6}\zeta(2)\ln(2)^3 - \frac{1}{30}\ln(2)^5,
\]
Thus, combining with the evaluations of \( \zeta(2,1,2) \) and \( \zeta(2,2,1) \), we have

\[
S_{13,2} = -\frac{9}{4} \zeta(5) + 6 \text{Li}_5 \left( \frac{1}{2} \right) + 6 \ln(2) \text{Li}_4 \left( \frac{1}{2} \right) - \frac{27}{16} \zeta(2) \zeta(3) + \frac{21}{8} \zeta(3) \ln(2)^2
- \zeta(2) \ln(2)^3 + \frac{1}{5} \ln(2)^5.
\]

6. Maple package for (alternating) Euler sums

We have developed the Maple package to evaluate the (alternating) Euler sums

\[
S_{i_1i_2\ldots i_m,q}, \quad S_{i_1\ldots i_{l+1}\ldots i_{m+1},q}, \quad S_{i_1\ldots i_l\tilde{i}_{l+1}\ldots \tilde{i}_m,q}
\]

by the theory of this paper. The readers can download our Maple package from [51].

Using the function

\[
\text{EulerSum}([i_1, \ldots, i_m,q])
\]

related to Theorem 2.1, we obtain directly the explicit formula of \( S_{i_1i_2\ldots i_m,q} \) in terms of MZVs. By further running the program on MZVs provided by Petitot [32], we can transform the result and obtain the explicit formula in terms of \( \zeta(2) \), \( \zeta(6,2) \), \( \zeta(8,2) \), \( \zeta(10,2) \), \( \zeta(8,2,1) \), \( \zeta(8,2,1,1) \), etc., and \( \zeta(s) \), for odd integer \( s \geq 3 \). For the Euler sums of small weights, more transformations can be applied to the explicit formulas to obtain the familiar forms. Let us take the sum \( S_{13,9} \) for an instance. By the function, Maple gives

\[
S_{13,9} = \zeta(9,3) + 3 \zeta(9,1,2) + 3 \zeta(9,2,1) + 6 \zeta(9,1,1,1)
+ \zeta(12) + 3 \zeta(10,2) + 3 \zeta(11,1) + 6 \zeta(10,1,1)
= \frac{1060345}{22112} \zeta(12) - 35 \zeta(3) \zeta(9) - 33 \zeta(5) \zeta(7) + 3 \zeta(2) \zeta(3) \zeta(7) + \frac{21}{4} \zeta(6) \zeta(3)^2
+ \frac{3}{2} \zeta(2) \zeta(5)^2 + \frac{15}{2} \zeta(4) \zeta(3) \zeta(5) - \frac{1}{4} \zeta(3)^4 + \frac{15}{4} S_{2,10}.
\]

It can be found that the number of non-alternating Euler sums of weight \( w \) is \( \sum_{k=1}^{w-2} p(k) \), where \( p(k) \) is the number of partitions of the positive integer \( k \). Thus, the numbers of non-alternating Euler sums of weights 3, 4, 5, 6, 7, 8, 9, 10, 11 are 1, 3, 6, 11, 18, 29, 44, 66, 96, respectively. The evaluations of these Euler sums were presented in [20, 35, 37, 42, 43, 46, 49, 50, 52].

Using the package developed in this paper, we have checked all the non-alternating Euler sums of weight less than 12.

Just as the non-alternating case, using the function

\[
\text{AEulerSum}([i_1, \ldots, i_m,q])
\]

related to Theorems 4.2 and 4.3, we can express the alternating Euler sums in terms of alternating MZVs. Note that, in this function, we use \(-r\) instead of the parameter \( r \). Moreover, by substituting the evaluations of the alternating MZVs, the alternating Euler sums can be further reduced to zeta values, polylogarithms, \( \ln 2 \), etc. For example, to compute \( S_{12,3} \), we should input \( \text{AEulerSum}([1,1,-3]) \), and Maple gives

\[
S_{12,3} = -\zeta(5) - 2 \zeta(4,1) - \zeta(3,2) - 2 \zeta(3,1,1)
\]
Similarly, by the program, we have
\begin{align*}
S_{1,3} &= -\frac{167}{32} \zeta(5) + 4 \text{Li}_5 \left(\frac{1}{2}\right) - \frac{11}{8} \zeta(2) \zeta(3) + 4 \ln(2) \text{Li}_4 \left(\frac{1}{2}\right) + \frac{7}{4} \zeta(3) \ln(2)^2 \\
&\quad - \frac{2}{3} \zeta(2) \ln(2)^3 + \frac{2}{15} \ln(2)^5.
\end{align*}

Unfortunately, we can only express some alternating Euler sums of weight \( \leq 6 \) in this form, because the evaluations of many alternating MZVs are still unknown to us.
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