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Abstract—3D magnetic resonance imaging (MRI) provides higher image quality but is mainly limited by its long scanning time. k-space undersampling was used to accelerate the acquisition of MRI but always suffer from poorly reconstructed MR images. Recently, some studies 1) used effective undersampling patterns, or 2) designed deep neural networks to improve the image reconstruction from k-space. However, these studies considered undersampling and reconstruction as two separate optimization strategies though they are entangled in theory. In this study, we propose a cross-domain network for MR image reconstruction simultaneously obtain the optimal undersampling pattern (in k-space under the Cartesian undersampling) and the reconstruction model. The reconstruction model is customized to the type of training data, by using an end-to-end learning strategy. In this model, a 1D probabilistic undersampling layer was designed to obtain the partial undersampled k-space data and its probability distribution in a differentiable way and a 1D inverse Fourier transform layer was implemented to connect the Fourier domain and the image domain during the forward pass and the backpropagation. Finally, by training the network on 3D fully-sampled k-space data and MR images of experimental data with the conventional Euclidean loss, we discover a universal relationship between the probability distribution of the optimal undersampling pattern and its corresponding sampling rate. Retrospective studies with experimental data show that the recovered MRI images using our 1D probabilistic undersampling pattern significantly outperform than those using the existing and start-of-the-art undersampling strategies in both qualitative and quantitative comparison.

Index Terms—Magnetic resonance imaging, undersampling, cross-domain, reconstruction, probability distribution, deep learning.

I. INTRODUCTION

MAGNETIC resonance imaging (MRI) is one of the crucial imaging tools for clinical diagnosis, and fundamental research, due to its non-invasiveness, non-ionizing radiation, and outstanding contrast. Recently, 3D MRI acquisition is becoming popular due to its better performance in image quality and signal-to-noise ratio (SNR) than conventional 1D MRI acquisition. However, the long acquisition time is a primary drawback that limits the applications of 3D MRI. Parallel imaging relying on the multi-coil technology is useful to accelerate the MRI, but at the cost of hardware requirements. An alternative technique is compressed sensing (CS), because CS overcomes the limitation of the Nyquist-Shannon sampling law with the nature of redundancy in k-space. To this end, recovering a high-quality MR image from its partial undersampled k-space data by using CS becomes feasible without hardware modification. So far, a series of CS-MRI algorithms have been developed, including total variation (TV) [1], k-t FOCUSS [2], nuclear norm [3], [4] and low-rank completion [5]–[8] methods. Dictionary learning [9] based methods have been used in CS-MRI. However, they have to use numerous iterations and a great deal of time to converge, which can be computationally expensive. This indicates that they are not applicable for large-scale datasets. To this end, deep learning has shown its advantages in CS-MRI reconstruction tasks [13], [15]–[19], [23]–[27], [29]. They obviously reduce the running time of k-space undersampling and reconstruction, and significantly improve the quality of final MR images. These studies design deep neural networks in either the image domain or the Fourier domain. Fig. 1 of [22] provides a thoughtful review of deep learning in CS-MRI.

However, these kinds of methods just take the undersampled partial k-space data as input, and do not consider the undersampling process as one part of the optimization framework. In other words, these studies usually adopt existing undersampling strategies, e.g., Gaussian undersampling or Poisson undersampling. However, it is still unclear whether such undersampling strategy is the best for MRI reconstruction.

Since the model’s performance is heavily dependent on the type of undersampling strategy, there are some studies but few focus on optimizing the undersampling patterns to recover high-quality MR images in a data-driven fashion [31]–[34]. However, they have several common drawbacks:

1) In application environments, sampling points are binary values and non-differentiable, so that gradient backpropagation cannot be directly applied in the training;
2) Integrating the underlying property (rule) of k-space data with the feature extraction capabilities of deep neural networks during training is difficult;
3) Optimal undersampling pattern and its corresponding theoretical expression cannot be simultaneously discovered from limited amount of k-space data.

In this study, we propose a cross-domain network for 1D undersampling pattern optimization and MR image reconstruction in a retrospective data-driven fashion and under limited
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The major contributions of this study include:

- We propose a 1D probabilistic undersampling layer including differentiable probability and sampling matrices, to obtain the optimal undersampling pattern and analyze its corresponding probability distribution, which are customized to specific k-space data.
- We propose a 1D inverse Fourier transform layer to achieve the cross-domain scheme. Specifically, the forward pass from the Fourier domain to the image domain and the backpropagation in the inverse direction can be established. To this end, our method simultaneously learns the optimal undersampling pattern (in the Fourier domain) and the corresponding reconstruction model (in the image domain), in an end-to-end training strategy.
- We discover a universal relationship between the probability distribution of our 1D undersampling pattern and the image domain), in an end-to-end training strategy. To this end, our method simultaneously learns the optimal undersampling pattern (in the Fourier domain) and the corresponding reconstruction model (in the image domain), in an end-to-end training strategy.
- We propose a 1D inverse Fourier transform layer to achieve the cross-domain scheme. Specifically, the forward pass from the Fourier domain to the image domain and the backpropagation in the inverse direction can be established. To this end, our method simultaneously learns the optimal undersampling pattern (in the Fourier domain) and the corresponding reconstruction model (in the image domain), in an end-to-end training strategy.
- We propose a 1D inverse Fourier transform layer to achieve the cross-domain scheme. Specifically, the forward pass from the Fourier domain to the image domain and the backpropagation in the inverse direction can be established. To this end, our method simultaneously learns the optimal undersampling pattern (in the Fourier domain) and the corresponding reconstruction model (in the image domain), in an end-to-end training strategy.

Our results can be established. To this end, our method simultaneously learns the optimal undersampling pattern (in the Fourier domain) and the corresponding reconstruction model (in the image domain), in an end-to-end training strategy.

II. Method

In this study, the proposed cross-domain framework includes three parts: the 1D probabilistic undersampling layer, the 1D inverse Fourier transform layer, and the reconstruction network.

A. 1D Probabilistic Undersampling Layer

To simulate the process of k-space undersampling in real scenarios, we propose the 1D probabilistic undersampling layer, as shown in Fig. 1, where the input are the fully-sampled k-space data (real and imaginary parts). After undersampling, the output of this layer are the undersampled k-space data, then it can be passed to the next layer. To keep the data format and dimension consistent in training, we separate the real and imaginary parts as two matrices, then concatenate them as two channels:

\[ \hat{X}_{in} = [\text{real}(K), \text{imag}(K)] \in \mathbb{R}^{m \times n \times 2}, \]

This strategy [17], [19], [22] can effectively avoid the computation of complex numbers.

In this study, the undersampling process is realized by the Hadamard product, which is respectively applied to the real and imaginary parts, as shown in Fig. 1 and Eq. (2):

\[ \hat{X}_u = \hat{X}_{in} \circ M_u = [\text{real}(K) \circ M_u, \text{imag}(K) \circ M_u] \in \mathbb{R}^{m \times n \times 2}, \]

where “\( \circ \)” denotes the Hadamard product and \( M_u \in \mathbb{R}^{m \times n} \) denotes the sampling matrix, which has the same dimension as \( k \)-space data and ranges from binary values \{0, 1\}. Here, “0” denotes the unused part, shown as the black area in the “mask” of Fig. 1; “1” denotes the sampled part, shown as the white dots in the “mask” of Fig. 1, representing the set of all sampled points in the undersampling pattern. The effect of the Hadamard product is equivalent to preserving partial \( k \)-space data by the sampling matrix \( M_u \) and discarding other parts, then filled with zeros. To this end, the dimension of output is the same as its input, but with only limited rate of \( k \)-space data used. The sampling rate is defined as the number of sampling points in \( M_u \) divided by the total number of elements in \( M_u \).

Instead of directly using existing undersampling patterns, we propose a probability matrix, denoted as \( P_u \in \mathbb{R}^{m \times n} \), ranging from the continuous interval \([0, 1]\). By applying the Bernoulli distribution to each element of \( P_u \), we obtain

\[ B(1, p = P_u(x, y)) = \begin{cases} B(M_u(x, y) = 1) = p, \\ B(M_u(x, y) = 0) = 1 - p. \end{cases} \]

In this manner, we update each element of \( M_u \) by \( P_u \). Every \( M_u(x, y) \) follows the Bernoulli distribution with probability \( P_u(x, y) \), and they are all independently distributed. Similarly, \( P_u(x, y) \) can be considered as the indicator of the importance at the point \( M_u(x, y) \). Thus, only \( P_u \) is trainable in our 1D probabilistic undersampling layer. Because the values in \( M_u \) are binary (either “0” or “1”) in forward pass, they are natively non-differentiable and have no gradient in backpropagation.

Note that Eqs. (4) and (5) are dual, except for an extra normalized coefficient \( \frac{1}{mn} \) in the inverse transform. It can be seen that every sampling point in \( k \)-space contains the global information of an MR image in the image domain. Likewise, each pixel in an MR image is generated by using all \( k \)-space data. Eqs. (4) and (5) can be simplified in the matrix form:

\[ F_n = \begin{bmatrix} 1 & 1 & 1 & \cdots & 1 \\ 1 & \omega & \omega^2 & \cdots & \omega^{n-1} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & \omega^{n-1} & \omega^{2(n-1)} & \cdots & \omega^{(n-1)(n-1)} \end{bmatrix}, \]

\[ \omega = \exp(-i2\pi/n), \]

\[ \hat{X}_u = F_m X_u F_n, \]

\[ X_u = F_m^{-1} \hat{X}_u F_n^{-1} = \frac{1}{mn} F_m^{H} \hat{X}_u F_n^{H}, \]
where $F_n$ is the Fourier matrix and $(\cdot)^H$ denotes the Hermitian transpose. Since the dimension of the Fourier matrix can be preset, $F_m$ and $F_n$ are computed in advance and not involved in training. Thus, they are considered as constants and are not required to update. The gradient with respect to the input of the inverse Fourier transform can be expressed as

$$\frac{\partial}{\partial X_u} = \frac{\partial}{\partial X_u} \frac{\partial X_u}{\partial X} = \frac{1}{mn} F^m_n \frac{\partial}{\partial X_u} F^H_n. \quad (10)$$

Hence, the proposed 1D inverse Fourier transform layer adds a little computational cost. Since we have separated the real and imaginary parts in $k$-space, we can avoid the complex numbers by saving the real and imaginary components of $F_m$ and $F_n$, respectively to accelerate the training period.

**C. Reconstruction Network**

Fig. 1 illustrates the structure of our proposed reconstruction network (RecNet). It is placed after the inverse Fourier transform layer. In this study, we adopt a common CNN structure with a global skip connection:

$$X_{rec} = X_u + f_{cnn}(X_u; \theta), \quad (11)$$

where the depth of CNN is 10. Section IV-A explains how we choose the depth. Except the last convolutional layer (kernel $1 \times 1$, channel = 1, stride = 1, pad = 0) for feature fusion, other convolutional layers have the setting of kernel $3 \times 3$, channel = 16, stride = 1, and pad = 0, followed by the rectified linear unit (ReLU) activation to keep nonlinear capability. The residual learning scheme is adopted to alleviate the gradient vanishing problem, with more details provided in [?]. After training, the output of RecNet $X_{rec}$ can approximate the ground-truth MR image $Y_{rec}$. To obtain the universal results of sampling matrices, we adopt the conventional Euclidean loss to train our model, and this loss is defined as the reconstruction loss:

$$L_{rec} = \frac{1}{2} \| X_{rec} - Y_{rec} \|_F^2, \quad (12)$$

where $\| \cdot \|_F$ denotes the Frobenius norm. Unlike other deep learning based MRI reconstruction methods [15]–[19], [23], [24], [29], we focus on discovering and analyzing the undersampling pattern, rather than designing complicated CNN structures.

**D. Stable Constraints for Undersampling Patterns**

After training, we require stable sampling matrix $M_u$ generated by probability matrix $P_u$ to analyze its pattern. However, randomness from the Bernoulli distribution will interfere at this stage. As shown in Fig. 2a, sampling matrix $M_u$ is generated by probability matrix $P_u = 10\%$ with Bernoulli distribution. It can be seen that those sampling points are randomly placed, where some areas are sparse but others are dense. This makes sampling matrix $M_u$ unstable and difficult to reproduce. Every $M_u$ generated by the same $P_u$ is quite different from each other, so that the performance of the RecNet varies dramatically. This apparently prevents probability matrix $P_u$ from convergence.

![Sampling Matrices](image)

(a) 10% sampling matrix with BER (initial status)
(b) 20% sampling matrix with BER (initial status)

To overcome the interference caused by randomness, we propose the following stable constraints and they are applied in the stage when probability matrix $P_u$ generates sampling matrix $M_u$ ($P_u \rightarrow M_u$):

1) **Total sampling rate constraint.** During training, the average of the values in probability matrix $P_u$ should be equal to the preset total sampling rate:

$$\| P_u - \bar{P}_u \|_2 < \epsilon, \quad (13)$$

where $\bar{P}_u$ is the average of the probability matrix, $\epsilon = 0.1\%$ is the tolerance and assures that the difference between the actual sampling rate and the preset value is smaller than 0.1%.

2) **Regional sampling distance constraint.** In each region $C \in \mathbb{R}^{10 \times 10}$, the number of sampling points is allocated according to its probability, i.e., the larger the probability is, the more the sampling points will be. The distances between
those sampling points with the same probability should be nearly uniform, ranging from \([r_0, 2r_0]\). Eqs. (14) and (15) can apparently influence the final pattern in \(M_u\).
\[
\bar{\| p - \sum_{x,y \in C} [M_u(x,y)]_{mn} \|}_2 < \epsilon, \quad (14)
\]
\[
r_0 < \|M_u(x_i, y_j) - M_u(x_k, y_l)\|_2 < 2r_0, \quad (15)
\]
where \(\bar{\| p \|}_2\) denotes the actual mean value of region \(C \in \mathbb{R}^{10 \times 10}\) and \(r_0\) denotes the preset minimal distance of all sampling points. According to Appendix A, we obtain \(\bar{\| p \|}_2 = \frac{\sqrt{2}}{10^6} - \sqrt{2} r_0 + 1.0\).

Since the actual sampling distance is integer, distributing sampling points in \(M_u\) will bring in some localization error, but we confirm this error is negligible by rigorously assuring that \(\| p - \text{rate} \|_2 < \epsilon\) satisfies.

III. EXPERIMENTS

Our source code is available online\(^1\). It is based on Tensorflow [37] with Keras APIs. Our experiments were executed on a Ubuntu Linux server equipped with an Intel Xeon(R) Platinum CPU @ 2.50 GHz, total 528 GB memory, and four NVIDIA Tesla V100 (32 GB) GPUs. Our 1D probabilistic undersampling strategy was compared with several existing state-of-the-art undersampling methods with sampling rates 10%–50%. The compared undersampling methods are J-CUR [34] (Fig. 3a), PFGMS [31] (Fig. 3b), J-MoDL [33] (Fig. 3c), LOUP [35] (Fig. ??), Gaussian sampling [38] (Fig. ??), and Poisson sampling [39] (Fig. ??). For fair comparison, we replaced our probability and sampling matrices with those compared (either learned or fixed) patterns, and then trained our cross-domain model. As the model parameters trained in different undersampling cases could not be shared, we trained multiple models individually for various sampling rates.

In addition, we aimed to optimize the undersampling pattern and to discover the optimal probability distribution through our 1D probabilistic undersampling layer, rather than to design complicated CNN structures. Consequently, we did not conduct the architecture search for the RecNet.

\[\text{Fig. 3. Several existing } k\text{-space undersampling patterns used in this study for comparison}\]

A. Training Configurations and Initialization

At the initial stage of the 1D probabilistic undersampling layer, all values in probability matrix \(P_u\) were equal to the target sampling rate, i.e., \(P_u = 10\%\) or 20%. Eq. (13) (i.e., \(P_u \approx \text{rate}\)) was guaranteed during training. The initial status of sampling matrix \(M_u\) was decided by probability matrix \(P_u\) with Bernoulli distribution. Since each value of probability matrix \(P_u\) followed \(p \in [0, 1]\), we proposed an upper bound \(p \leq P_{\text{max}} = 1\), in case that the probability overflowed. In addition, the Bernoulli distribution made no sense when \(p = 0\), since the corresponding values in sampling matrix \(M_u\) could not be updated. This lead to a local minimum and poor performance of the RecNet. To this end, we proposed a lower bound \(p \geq P_{\text{min}}\). Together with the total sampling rate constraint (13), Section IV-D will demonstrate how to decide the precise value of \(P_{\text{min}}\).

Our cross-domain model was trained by using \(L_{\text{joint}}(\lambda_1 = \lambda_2 = 1)\) to analyze the undersampling patterns and compare the quality of final MR images.

The training configurations of our model were summarized in Table I. Some settings of the RecNet have been given in Section II-C. We set the depth of the RecNet as 10, denoted as RecNet-10. Section IV-A will demonstrate how we select the depth of the RecNet.

\[\text{Table I}
\]

| Description | Value | Description | Value |
|-------------|-------|-------------|-------|
| Batch       | 16    | Optimizer   | Adam  [36] |
| Maximal epoch | 200  | \(\beta_1\) of Adam | 0.9 |
| Initial learning rate | 1e-3 | \(\beta_2\) of Adam | 0.999 |
| Learning policy | Step | Minimal learning rate | 1e-8 |
| Learning decay | \(\sqrt{10}\) | Weight decay | 1e-5 |
| Decay step   | 20    | Device      | GPU   |

B. Datasets

We adopted the 3T MR images from Multi-modal Brain Tumor Segmentation Challenge 2018 [40], [41], as the training and validation sets, denoted as BraTS 2018. All image slices were obtained by 3D scanning. Specifically, it contains 200 training volumes and 50 validation volumes. Each volume comes from one patient/candidate. The spatial resolution is 256\(\times\)256\(\times\)320, the minimal voxel is 1 mm\(^3\). We chose 200 volumes for training and 10 out of 50 volumes for validation. The pixels’ intensity was normalized to [0, 1].

As for the test set, we acquired 3D T1-weighted MRI data (brain only) from healthy volunteers on both 3T (SIEMENS Prisma) and 7T (SIEMENS Magnetom) scanners, denoted as Test3T&7T. Here both the fully-sampled k-space data (Cartesian sampling) and MR images were obtained and kept. It consists of 20 volumes of k-space data from 10 different volunteers. Each one was scanned in both 3T and 7T MRI. The spatial resolutions are 256\(\times\)256\(\times\)192 for 3T and 310\(\times\)314\(\times\)208 for 7T, respectively. We used MRI data from two-field MRI scanners with different resolutions to prove the generalization of our proposed method.

Since we focused on the human tissue and ignored the background in MR images, we proposed the following data argumentation strategy:

\[\text{Fig. 3. Several existing } k\text{-space undersampling patterns used in this study for comparison}\]

\(^1\)https://github.com/xueshengke/1D-PUPO
1) **Translation.** All contents of tissue were translated to the geometrical center of MR images.

2) **Rotation.** All images were randomly rotated [0, 360) degrees by 8 times.

This strategy was used to prevent the over-fitting problem and boosted the generalization capability of our model. Because most of images in BraTS 2018 are similar and have fixed shapes, the diversity of k-space data is obviously insufficient. To obtain the universal probabilistic undersampling patterns after training, our data augmentation strategy (translation and random rotation) significantly enriches the diversity of our training set. Section IV-D shows that our probability matrices trained with various sampling rates are perfectly symmetric.

To keep the dimension of training data consistent, we resized all MR images to $256 \times 256$ and concatenated them along the sagittal direction. Thus, during training and validation, the dimension of one batch became $256 \times 256 \times N$, where $N$ is the batch size.

Since the k-space data were used as the input of our model while BraTS 2018 only provided MR images, we converted all training and validation images into the frequency domain via the 1D fast Fourier transform. As for the test set, we directly used 3T/7T fully-sampled k-space data. To avoid complex values, we split the real and imaginary parts, then combined them as two channels. The MR images reconstructed from fully-sampled k-space data in training and test sets were used as the ground-truth.

### C. Evaluation Metric

Peak signal-to-noise ratio (PSNR) has been commonly used to measure the quality of MR images in various computer vision tasks. PSNR is defined as follows:

$$
\text{MSE} = \frac{1}{N} \| I_{\text{rec}} - I_{\text{gnd}} \|_F^2,
$$  

(17)

$$
\text{PSNR} = 10 \cdot \log_{10} \left( \frac{P_{\text{max}}^2}{\text{MSE}} \right) \text{ dB},
$$  

(18)

where $I_{\text{rec}}$ is the recovered image, $I_{\text{gnd}}$ is the original image, and $P_{\text{max}}$ is the maximum pixel value (normally 1.0) of an image. A high-quality MR image usually has a large value of PSNR and a lower value of mean-squared error (MSE).

Although structural similarity index (SSIM) [42] is often adopted to evaluate the quality of MR images, we found that the most values of SSIM of recovered MR images were nearly equal to 1.0, which were too difficult to distinguish. Thus, we used only PSNR as the effective metric to evaluate the performances of different methods.

In our model, we adopted two loss functions: undersampling loss $L_{\text{FT}}$ and reconstruction loss $L_{\text{rec}}$, for supervised training. Correspondingly, we presented two indicators: undersampling PSNR ($X_u$ vs. $Y_{\text{rec}}$) and reconstruction PSNR ($X_{\text{rec}}$ vs. $Y_{\text{rec}}$).

### IV. RESULTS AND DISCUSSIONS

#### A. Effect of Reconstruction Network

Table II shows the PSNR of our 1D probabilistic undersampling layer with different depths of RecNet and sampling rate 10%–50%. These results were obtained from the Test3T&7T set. It can be seen that the difference between the actual sampling rate and the target value is quite small (<0.1%), which proves the effectiveness of our total sampling rate constraint (13). As the sampling rate or the depth of RecNet increases, the undersampling PSNR and reconstruction PSNR both improve significantly. Note that the improvement first comes from our 1D probabilistic undersampling patterns, then from our trained RecNet. The deeper the RecNet is, the better the quality of MR images we can obtain. In addition, when the sampling rates are identical, the undersampling PSNR also improves with the increasing of the depth of RecNet, which indicates that our cross-domain training scheme can simultaneously optimize the 1D probabilistic undersampling layer and the RecNet, and obtain matched sampling matrices and parameters of RecNet.

Fig. 4 shows the number (#) of parameters and floating operations per second (flops) of our 1D probabilistic undersampling layer with different depths of the RecNet. These results were based on the BraTS 2018 training set. Most parameters are in the probability matrix and sampling matrix of our 1D probabilistic undersampling layer, i.e., $256 \times 256 \times 2 = 131,072$. In the RecNet, only a few parameters exist. However, as the depth of RecNet increases, the number of flops rises rapidly, because the feature maps with the size of $256 \times 256$ require a huge amount of computational cost in convolution. To balance the performance and computational burden of our model, we chose the depth as 10 in the rest of experiments.

#### B. Effect of Stable Constraints

Fig. 5 shows the sampling matrices of our 1D probabilistic undersampling layer by sampling rate 10.05% with Eq. (13)

![Fig. 4. #Param and #Flops of our 1D probabilistic undersampling layer with different depths of RecNet obtained from the BraTS 2018 training set](image-url)
and Eqs. (13)–(15), respectively. As shown in Fig. 5a, the sampling points in k-space are distributed randomly since no regional sampling distance constraints (14) and (15) are used. Especially in the high-frequency (HF) area, those sampling points generated by the Bernoulli distribution are either too sparse or too dense, though their probability values are the same. This apparently prevents us from analyzing its probability distribution. As shown in Fig. 5b, those sampling points in k-space are uniformly distributed by adopting (14) and (15), especially in the HF area. This intuitively indicates that the probability values are equal in that area. In addition, after integrating the regional sampling distance constraint, the sampling matrices are quite stable and repeatable even through multiple trials.

Fig. 5. Sampling matrices of our 1D probabilistic undersampling layer by sampling rate 10.05% with Eq. (13) and Eqs. (13)–(15) respectively.

Fig. 6a shows the PSNR of our 1D probabilistic undersampling layer (no RecNet) using the total sampling rate constraint only or together with the regional sampling distance constraint, respectively. The results were based on the Test3T&7T set with sampling rate 10%–50%. It can be seen that the regional sampling distance constraint not only helps generate stable sampling matrices, but also improves the undersampling PSNR of MR images by nearly 0.8–2.8 dB. Fig. 6b shows the PSNR of our 1D probabilistic undersampling layer (with RecNet-10) using the total sampling rate constraint only or together with the regional sampling distance constraint, respectively. With the advantage of RecNet-10, our method can further improve the PSNR of final MR images by nearly 0.7–2.1 dB. Fig. 6 shows that the stable constraints and RecNet-10 both effectively improve the PSNR of our cross-domain model.

The total sampling rate constraint ensures that the difference between the actual sampling rate and the target value is smaller than 0.1%. This is convenient for us to analyze the relationship between the sampling matrix and the sampling rate. Thus, in the rest of experiments, we adopted the total sampling rate constraint and regional sampling distance constraint together (known as stable constraints), to obtain stable sampling matrices and substantially improve the PSNR of final MR images.

C. Comparison of Different Undersampling Patterns

Table III compares the PSNR values from different undersampling methods (with RecNet-10) based on Test3T&7T set with sampling rate 10%–50%. As the sampling rate increases, the PSNR values of all methods improve gradually. It can be seen that the undersampling patterns of J-CUR and PFGMS perform worse than others, where the J-CUR only samples in 1D phase encoding direction and ignores the other dimension, as shown in Fig. 3a. Since PFGMS allocates most sampling lines in the LF area, as shown in Fig. 3b, its PSNR value is slightly better than J-CUR. Their common disadvantage is that the majority of HF information is lost, leading to low-quality of MR images. J-MoDL trains both the deep network and 1D undersampling pattern, but it samples evenly in the LF and HF areas, as shown in Fig. 3c, so that its PSNR value is within 2.3 dB better than the two methods mentioned above. This indicates that the improvement of the undersampling pattern by J-MoDL is still limited. However, the undersampling pattern of LOUP, which is symmetric in Fig. 2, properly allocates the sampling points in LF and HF areas. Thus, it obviously improves the PSNR of recovered images. In addition, by using 1D probability functions, Gaussian and Poisson undersampling patterns have similar PSNR values and both outperform aforementioned methods. As a result, our proposed probabilistic undersampling pattern, integrated with RecNet-10, can obtain 2–3 dB higher values of PSNR than Gaussian and Poisson undersampling methods, under various sampling rates. Unlike other sampling patterns, our probability matrix can accurately control the status of each sampling point, and our sampling matrix only requires random initialization. By jointly cross-domain training the undersampling pattern and RecNet, our method can effectively obtain the best PSNR of the recovered
TABLE III
COMPARISON OF PSNR BY VARIOUS UNDERSAMPLING METHODS (WITH RecNet-10). RESULTS WERE BASED ON Test3T&7T SET WITH SAMPLING RATE 10%–50%.

| Sampling rate | J-CUR [34] / PFGMS [31] / J-MoDL [33] / LOUP [35] / Gaussian [38] / Poisson [39] / Probabilistic |
|---------------|--------------------------------------------------|
| 10.09%        | 27.23 / 30.85 / 30.19 / 31.48 / 33.08 / 33.21 / 35.51 / --- |
| 20.01%        | 29.46 / 31.34 / 32.37 / 33.76 / 35.39 / 35.26 / 37.59 / --- |
| 29.91%        | 30.54 / 32.83 / 33.89 / 35.30 / 37.27 / 37.53 / 39.46 / --- |
| 40.04%        | 31.09 / 33.15 / 35.64 / 37.49 / 39.31 / 39.22 / 42.09 / --- |
| 50.00%        | 32.64 / 34.79 / 37.28 / 38.65 / 40.20 / 40.42 / 44.17 / --- |

MR images.

Fig. 7 shows an example of comparison in recovered MR images from different undersampling methods (with RecNet-10) based on the Test7T set with sampling rate 20%. It can be seen that the recovered MR images by the J-CUR and PFGMS methods are quite blurry, and some details have been lost in the undersampling process. By increasing the sampling rate in the HF area, J-MoDL method obviously improves the PSNR of final results. However, its improvement is fairly limited, because J-MoDL deals with the LF and HF areas evenly, by allocating nearly identical sampling rates. In contrast, the LOUP method has most sampling points in the LF area and keeps a small number of sampling points randomly in the HF area, which apparently recovers small fine structures in MR images. In addition, by generating from 1D probability functions, the Gaussian and Poisson undersampling methods accurately distribute every sampling point in k-space, which significantly reconstructs sophisticated structures and improves the quality of MR images. Our proposed 1D probabilistic undersampling pattern, trained with RecNet-10 on fully-sampled k-space data, distributes those sampling points in LF and HF areas by using the probability values. Thus, our method can effectively obtain higher PSNR values of MR images with more fine structures reconstructed than all other methods (red arrow in Fig. 7).

D. Analysis of 1D Probabilistic Undersampling Pattern

To be continued ...

V. CONCLUSION

In this paper, we have proposed a cross-domain network for MR image reconstruction, which contains a 1D probabilistic undersampling layer, a 1D inverse Fourier transform layer, and a reconstruction network. We can simultaneously obtain the optimal undersampling pattern (in k-space) and the reconstruction model. The 1D probabilistic undersampling layer, with differentiable probability and sampling matrices, can generate the optimal undersampling pattern and its probability distribution customized to specific k-space data. The 1D inverse Fourier transform layer connects the Fourier domain and the image domain during the forward pass and backpropagation. By training 3D fully-sampled k-space data and MR images with the conventional Euclidean loss, we have discovered the universal relationship between the probability function of the optimal undersampling pattern (sampling matrix) and its target sampling rate. Retrospective experiments verify that the quality of recovered MR images by our 1D probabilistic undersampling pattern is apparently better than those by existing undersampling methods.
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