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ABSTRACT

The status of the SPI energy calibration after the first year of INTEGRAL operations is reported. We have studied the gain variations and we have demonstrated that the most important parameter is the germanium detector temperature. This study permits us to determine the limits of our calibration method and the frequency of calibrations needed.
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1. INTRODUCTION

The Spectrometer for INTEGRAL (SPI) is one of the two main instruments on board the ESA INTEGRAL mission. A detailed description of SPI can be found in Vedrenne et al. (2003). SPI is a coded-mask telescope with a fully-coded field of view of 16° that uses a 19 pixels high-resolution Ge detector. The detectors cover the energy range 20-8000 keV with an energy resolution of 2-8 keV FWHM. We report here the study of the variations of the SPI energy calibration, and the status of the calibration method.

2. TEMPERATURE AND TIME DEPENDENCE OF THE GAIN

It is well known that the temperature of the germanium crystals has an influence on their forbidden band. The band gap of germanium crystal changes with temperature, thus altering the charge released by a given energy deposit, and hence the calibration.

A preliminary study of raw spectra in ADC channels (≈0.135 keV) was made in order to determine the relation between the position of background lines and the temperature of the germanium detectors. The choice of the lines was based on the SPI background line identifications (Weidenspointner et al. 2003) and instrumental background simulations employing the MG-GPOD Monte Carlo suite (Weidenspointner et al. 2004a,b) to identify clean lines. It is apparent from Figure 1 that a model having a simple linear dependence on temperature cannot fit the data. Neither a second nor a third order polynomial was satisfactory. However, a model in which the line shift is a combination of a linear function of temperature and a linear function of time works very well as shown in Figure 1. More complex time and temperature dependences have been tested but do not improve the fit significantly. Each line study provides 2 parameters: one for the temperature and one for the time. The linear dependence of these two parameters (Figure 2) on energy indicates that the calibration variations can be considered as a gain variations. Thus two factors are sufficient to explain the gain fluctuations: the temperature-factor $C_{\text{temp}} = 1.116 \times 10^{-3}$ channel K$^{-1}$ keV$^{-1}$ and the time-factor $C_{\text{time}} = -2.12 \times 10^{-5}$ channel day$^{-1}$ keV$^{-1}$.

The proposed deterministic calibration model has been tested on the data between revolutions 43-90 and on the data between revolutions 96-110. In each case, one revolution was taken as a reference and corrections based on temperature and time were applied to obtain calibration factors for the other revolutions. We obtain an accuracy which is always better than 0.35 keV (see Table 1) for one detector; if the data are summed over all the detectors the errors are reduced to less than 0.1 keV. The errors are dominated by statistical fluctuations in the calibration for the reference revolution. Thus the apparent improvement when averaging over all the detectors is not surprising.

Detector degradation changes the shape of the line and therefore has an influence on the energy calibration. We have investigated the magnitude of this effect by comparing the line energy deduced by fitting a Gaussian function either to a narrow region

*ESA Fellow
| line in keV | 198 | 883 | 1764 | 2754 |
|------------|-----|-----|------|------|
| Absolute accuracy in keV for one detector | 0.05 | 0.2 | 0.3 | 0.35 |
| Absolute accuracy in keV for the detector plane | 0.05 | 0.05 | 0.1 | 0.1 |

Table 1. Maximum value of the calibration errors when using a deterministic calibration

Figure 1. Position of the 198 keV and the 883 keV lines as a function of time. The origin of time is the middle of the revolution 60.

Figure 2. Temperature and time dependence of the calibration. We also show the best fit linear function. The slopes give the temperature-factor and the time-factor.

3. STATUS OF THE CALIBRATION METHOD

The above analysis permits us to define the limits of our calibration method and the frequency of calibrations needed. The primary effect is the temperature. Figure 3 shows the variations of the detector temperature as a function of time. One can see that the temperature variations on time scales of the order of one revolution are usually relatively small. The mean value of the absolute difference between the maximum and minimum temperatures within one revolution is 0.20 K. Figure 4 shows the effect of such a variation as a function of energy. The lines corresponding to values of temperature difference which are larger or smaller than this mean by 1 σ are also shown. We conclude that the error due to temperature changes within one orbit is ≤0.15 keV in the range 20 keV – 3 MeV. The shift in the calibration due to the time-factor within one orbit is always neg-
energy in keV 883 1764 2754
Gaussian + constant 0.03 0.1 0.15
Gaussian + linear function ≥ 0.2 ≥ 0.2 ≥ 0.2

Table 2. 1σ error on the centroid in keV as a function of energy and of line model

Figure 3. Temperature of the germanium detector as a function of revolution number.

Figure 4. Shift due to temperature variations during a typical orbit. This graph is obtained by multiplying the variation of temperature by \( C_{\text{Temp}} \).

Figure 5. Shift due to \( C_{\text{time}} \) during a typical orbit.

4. CONCLUSION

The variation of the SPI energy calibration is dominated by two factors: the temperature of the germanium detector and a time-factor. One calibration per orbit and per detector are sufficient to yield an accuracy better than 0.15 keV. We are now going to further improve the calibration method by implementing software which takes into account both effects on time scales shorter than one orbit.
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