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Social science is entering a golden age, marked by the confluence of explosive growth in new data and analytic methods, interdisciplinary approaches, and a recognition that these ingredients are necessary to solve the more challenging problems facing our world. We discuss how developing a “lingua franca” can encourage more interdisciplinary research, providing two case studies (social networks and behavioral economics) to illustrate this theme. Several exemplar studies from the past 12 y are also provided. We conclude by addressing the challenges that accompany these positive trends, such as career incentives and the search for unifying frameworks, and associated best practices that can be employed in response.

interdisciplinarity | diverse teams | new data | difficult challenges

Social science is entering a golden age (1). A rise in interdisciplinary teams working together to address pressing social challenges, leveraging the explosive growth of available data and computational power, defines this moment. Each of these trends has been written about individually—the “big data revolution” has been transforming social science for several years (1), and the benefits of diverse teams are increasingly recognized and quantified (2, 3). We argue that it is the confluence of data, diverse teams, and difficult challenges which makes this a unique and exciting time for social scientists to tackle important research questions. Of course, there have been large team efforts in previous decades (4), but their frequency and breadth have increased recently.

Funding agencies have, in turn, recognized the need to support interdisciplinary teams. Fig. 1 presents evidence from multiinvestigator grants funded by the NSF of how interdisciplinary research is on the rise in social science. Given the difficulty in defining interdisciplinary work, federal agencies have chosen to use the number of grants provided to projects with multiple principal investigators as a proxy (5, 6). These data resonate with our idea of what interdisciplinarity means in this golden age: active collaboration among scientists with different training—meaning a diversity of perspectives is influencing the research—as opposed to one researcher passively borrowing ideas from other fields.

We hope our perspective will encourage scientists to take advantage of new datasets and form diverse collaborations to answer pressing questions. We direct these ideas especially to funding agencies and academic institutions, to convince them to provide more funding for this type of work. Ultimately, we wish to see an acceleration in work that addresses difficult challenges. For instance, the COVID-19 pandemic illustrates how large-scale problems will only be solved by many scientists contributing what they know best.

The Need for a Lingua Franca

The opening of disciplinary borders is akin to an increasing trade of methods, language, and knowledge across fields. This concept of trade is built on the premise that, like people and countries, each social science discipline has a different endowment (i.e., a historical mastery of tools and accumulated knowledge) and comparative advantage. Defining how the social science disciplines differ is difficult, but even a thumbnail sketch can clarify our ideas about comparative advantages and the value of trade. Hoping that the reader will appreciate that we overemphasize differences in fields (and ignore variation within them), we define them as follows. Anthropology seeks to understand cultural differences in human societies using ethnography, unearthing physical details of human development and exploring mathematical
models of coevolution of culture and genes. Economics uses math-heavy methods to understand systemic (general equilibrium) outcomes of optimization of allocation of scarce resources, particularly money, in trading goods and services. Its main methods include theories rooted in preferences, beliefs, and constraints and analyses of field data. Political science studies formal systems of government, voting, juries, and law, which influence how people make consequential decisions collectively in different systems. Ideology is a central construct, with polls and surveys being a cornerstone method, although media and financial contributions data are increasingly used. Psychology seeks regularity in how people think and behave, with an emphasis on mechanisms and constructs such as memory, attention, and emotion. The main methods are laboratory experiments and psychometric or psychophysiological measures (though cognitive neuroscience uses a greater variety of newer methods). Finally, sociology investigates how the social world is created by and influences how people act in social groups at different levels of formal and informal aggregation. General ideas about functions of social structure are central but are not mathematized as in economics (e.g., economists might focus on allocative efficiency defined mathematically while sociologists might focus on social reproduction of elite success measured statistically or qualitatively).

Readers may view these highly reduced descriptions of their own fields as overly simplified, while perhaps believing that the descriptions of the other fields are not too bad. That perception itself illustrates why communication is a challenge for interdisciplinary work. Complicating trade is the fact that many words like “rationality,” “trust,” “discrimination,” “hierarchy,” “salience,” and “power” are used across the social sciences, but in different ways. Their local meanings are understood by “native speakers” but often baffling to “traders” arriving from foreign scientific lands. Interdisciplinarity needs a common trade language across disciplines, a “lingua franca.” In a useful lingua franca, all disciplines adopt the “best” language from whichever discipline has described an idea most effectively. In order for teams of researchers to effectively tackle the complex research questions of our time, they will need to work together to build a common vocabulary that enhances the efficiency of their trade and collaboration.

Examples of lingua franca which originated in individual disciplines include an understanding of culture from anthropology, rational choice theory from economics, ideology from political science, laboratory experimental methods from psychology, and social networks from sociology. Besides these central constructs, powerful tools for quasi-experimental causal inference—which originated in psychology (8), created a boom through more sophisticated use of instrumental variables in economics starting in the 1990s (9), a little later in political science (10), and somewhat in parallel in computer science and statistics around 1995 (11)—have evolved as a methodological lingua franca across the social sciences.

A useful lingua franca, one which is to be a truly unifying framework, will need to cut through the technical jargon specific to any one field of origin in order to be widely accepted and used. Taking the time to build such a lingua franca will enable diverse teams to tackle multidimensional problems and create innovations for better health, wealth, and well-being (12). Drug addiction, obesity, sustainability and climate change, technology-driven changes in sociopolitical discourse, “fake news,” and how artificial intelligence will change our world will never be fully understood by any one discipline working alone. Instead, making progress on these challenges will require understanding the institutional incentives, cultural norms, cognitive mechanisms, and social network effects that create and sustain these phenomena.

Fig. 1. Single (SPI) vs. multiple (MPI) investigator awards at the NSF, 1987 to 2018. Notice the trend toward awards with more than one PI, which the NSF considers to be the best current proxy for interdisciplinarity (6) (data source: refs. 5 and 7).
Interdisciplinary work has already helped make progress in fields including poverty, health epidemics, and mental health.

**Learning from Case Studies**

In the next section, we present two “case studies” of successful interdisciplinaryity: social network science and behavioral economics. In both cases, interdisciplinary research led to the creation of new cross-disciplinary fields of inquiry built on the comparative advantages of contributing fields, inspiring a shared lingua franca, generating insights about human nature, and improving social outcomes. These cases originated decades ago, so they are not meant to illustrate the three features that we take to characterize the golden age. While the original research was not particularly propelled forward by large, diverse datasets or by a desire to tackle global challenges, recent research has moved in those directions (Figs. 2 C and D and 3C).

**Social Networks**

Social networks are our first case study of a successful interdisciplinary enterprise. Network analysis uses methods from physics, computer science, and applied math to analyze questions often studied by sociologists, anthropologists, and psychologists regarding how interpersonal relationships are formed and how behaviors, beliefs, and emotions are transmitted across connected individuals (13). One striking feature of network analysis is the diversity of scholars who have been active in researching this field from the beginning, and who continue to contribute to intellectual progress (see Fig. 2 for some examples). People from different fields, traditions, and countries have worked together on related research questions (14). Network analysis has been significantly enabled by the availability of novel datasets, such as social media connections, and data from increasingly “connected” devices such as fitness trackers with social aspects (15).

Notable contributors to the field of network analysis are Watts and Strogatz (16), who brought to light several key network properties, including that real-world networks are neither totally ordered (there are not always clear rankings between nodes) nor completely random (with all nodes having unequal probabilities of being connected with other nodes). Their work was important in getting the statistical physics community to recognize that their techniques could be applied to social settings, thus catalyzing an interdisciplinary turning point. It is worth noting that subsequent research, which flourished primarily in sociology, economics, and applied mathematics, did not necessarily follow directly from this original paper.

One attractive feature of network science is that simple mathematical models capture the core features of complex networks, allowing the study of network dynamics across a variety of phenomena. The seemingly unrelated affiliations between actors, power grid transmission lines, and the neural network of Caenorhabditis elegans can all be captured via a simple “small-world” network model, a mathematical graph in which the nodes (individuals) are not neighbors with most of the other nodes and yet all other nodes can be reached in a small number of steps (17–19).

**Example 1: Revisiting Influence and Information Transmission.** Collective behaviors are often studied at a static point in time, implicitly assuming that all individuals simultaneously make independent decisions. However, the heterogeneous process of information accumulation and integration prior to decision-making suggests that many decisions are actually made sequentially and that beliefs can be “transmitted” from one individual to the next. Given how many behaviors—from smoking to divorce to employment—are in fact “contagious” across individual groups, the dynamics of such contagion are of immense interest to social scientists. The field of cultural evolution has been modeling information transmission for several decades, using both epidemiological and social network models in their approach (24).

Broadly, social contagion models allow simulating the speed at which individuals receive information and how past interactions influence their future behavior (13). These models focus on a handful of key parameters, which can be grouped as 1) degree centrality, 2) eigenvector centrality, 3) diffusion centrality, and 4) betweenness centrality/bridging (18). While one might not wish to be central in an HIV infection network, centrality is viewed as an advantage in most social networks and is correlated with financial success (25) and well-being (26). Degree centrality captures “popularity,” the sheer number of connections an individual might have, and the speed at which these individuals can easily transmit information to a wide group at once. Eigenvector centrality, which captures how many well-connected others one is connected to, has been used to study social status and scapegoats (27). Diffusion centrality is a measure of “reach,” showing how well-positioned an individual is to spread and hear about information. Finally, betweenness centrality, or bridging, captures “social chameleons” who connect otherwise disparate groups. Interestingly, all of these positions appear to be context general: If an individual is central in one network, they are likely to be central in another, and so forth (18).

Each of these four “centralities” has different disciplinary origins: the idea of degree centrality began with sociologist and philosopher Georg Simmel (28); eigenvector centrality is a concept from graph theory, first used by mathematician Edmund Landau in an 1895 paper on chess tournaments (29); diffusion centrality became popular in recent literature by economists interested in the speed of information transmission (30); and betweenness centrality, or bridging, comes from sociology literature analyzing the creation and upkeep of social capital (31). In other words, the development of these social contagion models was itself an interdisciplinary enterprise from the beginning.

Since its creation, network analysis has allowed researchers to apply new tools while revisiting old questions about social influence. For example, researchers have investigated the types of individuals in a network to whom people gravitate, and hence may be more influential at spreading information of various types (26). Computational modeling methods have been used to show quicker consolidation of majority opinion and more successful spread of initially unpopular beliefs in populations characterized by greater susceptibility to social influence (32).

Other work using standard economic games has found that people give less money to those who are more socially distant (33). This has important implications when combined with the role that homophily plays in social networks, with many schools being heavily segregated by race, for example (34). Given the race-based economic disparity in many countries, this analysis has taught us that increasing the transfer and exchange of capital between people of different backgrounds must accompany efforts to interlink their social networks better.

**Example 2: The Spread of Infectious Disease.** Sociologists have been integral to guiding the development of network models, given how ubiquitously they help explain the spread of anything from disease to innovation (35). For example, most infectious diseases spread through human contact, making the study of...
infection a natural place to apply network analysis. One of the first and longest-used models of disease spread, known as the SIR model, was introduced by Kermack and McKendrick in 1927 (36). This simple model assumes three "types" of people in the population of interest: susceptibles ("S"), infected ("I"), and recovered ("R"). The model has a number of necessarily simplifying assumptions, including that people can only be infected once before they move into the "R" group and are thereafter considered forever immune to the disease, and that only two people can come into contact at one point in time.

More recently, Kretzschmar and Morris, following discussions with people who described how disease was "actually spreading" during a trip to Uganda, worked to create better ways to model the spread of HIV. Specifically, their new model handled multiple connections (multiple sexual partners) at once—something which is still closer to the norm than the exception in several societies (37). The model confirmed that small variations in concurrency (simultaneous sexual partners) can have dramatic effects on a population's vulnerability to HIV (38). Morris's team continues to collaborate across disciplines (with sociologists and statisticians, she is a professor of both), as well as across geographies (with several collaborators in Africa), to improve models of the spread of infection and apply them to new and better datasets.

Epidemiological models are at the scientific center of the current COVID-19 pandemic, and many versions have been proposed. One interdisciplinary group developed a "risk source" model that uses population flow from a disease epicenter to predict infections in other locations, controlling for gross domestic

Fig. 2. (A) A network of human traffic reveals cities that are important nodes (in yellow) and effective borders (in red). Reprinted from ref. 20, which is licensed under CC BY 4.0. (B) A network of international financial institutions. Edges symbolize mutual shareholdings. From ref. 21. Reprinted with permission from AAAS. Note the high connectivity among nodes that can create systemic risk and network vulnerability. (C) Effects of the distribution of sexual partner concurrency on network connectivity. Adapted with permission of McGraw Hill LLC from ref. 22; permission conveyed through Copyright Clearance Center, Inc. Note how a slight increase in average concurrent partners (from the top left to right histograms) dramatically impacts the number of nodes in the largest component of the network. (D) A network of brain regions where edges represent developmental increases in streamline density. Reprinted from ref. 23, which is licensed under CC BY 4.0.
product and population size. Using Chinese cell phone geolocation data, they found that, over time, the spreading pattern of severe acute respiratory syndrome coronavirus 2 can be associated with the pattern of population outflow from Wuhan. The model led a daily risk score to identify high-transmission areas at a very early stage (39).

More recently, another interdisciplinary team compared three epidemic models in fitting time-series government data. They found that an SIR model best fits the data going into the peak of the disease and that all three models show the importance of social distancing in mitigating the negative effects of the pandemic (40).

Summary. Network science would have been less successful without scientists from different disciplines borrowing ideas and communicating in a shared language about constructs and methods. Innovation in network science has benefited from the wide network of researchers who share a lingua franca, transmit high-fidelity information, and bring diverse perspectives to the table.

Networks and their properties are fundamentally interesting because they underpin such a wide range of phenomena. Unlike behavioral economics, there was less conflict among those studying networks because the concept of a network was so obviously appealing and useful from the start (i.e., there was no interdisciplinary conflict about whether people “were networked” as occurred about whether people “were rational”). Furthermore, while sociologists studied networks first (14), the difficult question of what networks arise when people have scarce social bandwidth and can choose network links was cracked by economists (41). Moreover, the increasing availability of large, novel datasets that capture connections between individuals, such as social media and online communication data, has truly turbo-charged network science.

Behavioral Economics
Economics has arguably shown the most dramatic shift toward a golden age in terms of citation patterns (42). It has been increasingly citing other social sciences (“importing”) and is also being cited more (“exporting” citations) by other social science fields, particularly political science and sociology from 1970 to
1990 and psychology starting in 2000. One notable case study comes from behavioral economics, which uses evidence and methods from other social sciences—psychology in particular—to analyze natural limits on human computation, willpower, and selfishness (43). These analyses make new predictions about field data, leading to novel suggestions about how markets work and what policies might be effective. Analyzing such limits is of interest because conventional rational choice theory assumes maximization of subjective values (“utilities”) and Bayesian integration of information, often over a long time horizon and accounting correctly for risks.

However, research over the past few decades has shown that, in reality, people often do not act that rationally. Granted, rational choice theory was always intended to be useful rather than realistic. Behavioral economists aimed to have theories that are more realistic and more useful. At first, there was substantial hostility toward the behavioral approach, largely because it was not clear how models using only preferences, beliefs, and constraints could incorporate psychology (44, 45). Thaler and others (46) used an “insider” approach (47). They took rational choice theory as a simple benchmark, identified important empirical “anomalies” that could not be sensibly explained by that benchmark and added extra ingredients sparingly to explain the anomalies and make new predictions. The first step was to begin with highly controlled laboratory experimental evidence to convince skeptics and establish plausible alternative theories. The researchers then explained and predicted field data. Alternative theories with a small number of added parameters were developed so that rational and behavioral predictions could be compared (48).

Example 1: Loss Aversion. Conventional economic analysis typically relies on expected utility theory, a model which assumes that people choose risks by weighing subjective utility of prospective outcomes of each risk by their probabilities and choosing the risk with the greatest expected utility. In their influential “prospect theory,” Kahneman and Tversky proposed a more psychologically plausible alternative: that outcomes are subjectively valued by their gains and losses relative to a reference point (49). In addition to reference dependence, prospect theory incorporated the idea that potential losses may be weighted disproportionately more than gains. This “loss aversion” is measured by a parameter, \( \lambda \), the ratio of gain utilities to loss utilities (or to marginal utilities), which is around 1.9. Loss aversion has been used to explain different phenomena, including 1) taking financial risks in laboratory experiments (50), 2) why stocks historically return so much more than bonds (51), and 3) why there is a gap between high prices demanded to sell goods and lower prices paid to buy the same goods, an “endowment effect” (52). Psychologists also found effects of emotions (53), cognitive sequencing (54), and attention (55) on endowment effects.

Cognitive neuroscientists have found evidence for loss aversion in neural circuitry (56), including dissociations between circuitry valuing gains and losses (57) and an unusual tolerance of losses in patients with amygdala damage (58). Political economists have used loss aversion to understand bargaining concessions (59), elections (60), and trade policy (61). Fig. 3 illustrates estimates of loss aversion using large datasets (marathon running times) and interdisciplinary perspective (the cultural anthropology concept of evolutionary salience correlating with the strength of loss aversion).

While behavioral economists have not been keenly interested in the evolutionary and cultural origins of phenomena like loss aversion (62), there is evidence that loss-aversion and endowment effects are present in monkeys (63) and great apes (64)—though only for food and not for other valued goods (e.g., tools). Others found an unusual lack of endowment effects among market-isolated Hadza villagers in Tanzania (an example of behavioral economics trading with anthropology) (65). These data indicate that loss aversion or its behavioral implications are not universal and show why a wider scope of data are needed.

Loss aversion contributes to a “status quo bias,” an exaggerated tendency to choose a suggested default or stick with a status quo (70). This insight has impacted public policy. Countries in which organ donation is the default and people must “opt out” have higher donation rates than those with opt-in donation (71). The first impactful application of default bias is the “Save More Tomorrow” (SMART) plan (72). In this plan, companies autoenroll workers into tax-advantaged 401(k) plans (unless they opt out) and invest a fraction of their next pay raise into the plan (so their paycheck does not go down and create a subjective loss). These plans have increased savings substantially (73). The SMART plan became a poster child for many types of “nudges,” designed choices that help some people make better decisions at a low cost to others who are fine on their own (74, 75).

Example 2: Social Preferences. Humans are the most prosocial species of all, often helping genetically unrelated individuals at a cost to ourselves. Psychological theories of comparisons between self and others, beginning in the 1960s (76), planted the seed for studying social preferences in other disciplines. Behavioral economics later contributed new mathematical functions and data.

Game theory is a lingua franca for this understanding by offering canonical strategic interactions that can be used to dissect elements of prosociality (76). For example, in the “ultimatum game” a proposer offers a share of a known amount of resources, such as $10, to a responder (77). If the responder accepts the offer, they collect their money, and the proposer keeps the rest, but if the responder rejects the offer, everyone gets nothing. Rejecting an offer shows negative reciprocity—a willingness to sacrifice resources to harm an unfair person. Negative reciprocity can also be collective: In one study, police effectively solved fewer criminal cases after losing a wage arbitration (78).

As the ultimatum game caught on across social sciences, other games quickly followed, highlighting different psychological motives (1, 79, 80): 1) dictator allocations, in which the responder must accept the offer (measuring altruism and norm sensitivity but not reciprocity); 2) trust games, in which a first mover invests money that is multiplied, taking a social risk to potentially benefit both parties, gambling that the second mover will share the total gain (81, 82); and 3) many-person gift-exchange labor markets in which firms prepay wages and hope that workers exert effort which is costly to workers but benefits the firms (83).

These economic games are now widely used across social sciences. An interdisciplinary team, mostly anthropologists, used economic games to study cross-cultural sociality in small-scale societies (84). They learned that stronger sharing norms (which were punished by ultimatum rejections) were associated with societal cooperation, such as building houses together, and with the extent of market trading.

As interest in these games grew, the sociological lingua franca of a “norm” got imported widely. Norms are informal social rules that are expected to be followed and usually informally self-enforced by social punishment for deviations (even absent legal enforcement). In dictator allocation games, for example, people...
Table 1. Highlighted papers

| Summary                                                                 | Primary subfield(s)*                                                                 | Data                                                                 |
|------------------------------------------------------------------------|--------------------------------------------------------------------------------------|----------------------------------------------------------------------|
| Inequality is associated with the intergenerational transmission of wealth across small-scale societies (98). | Anthropology, economics                                                              | Multigenerational measures of three types of wealth                  |
| Greater exposure to war increases religiosity (99). Rwandans use the mobile phone network to transfer “mobile money” to those affected by unexpected economic shocks (100). | Anthropology, biology, economics                                                     | Surveys in postconflict societies                                     |
| Brain responses to emotionally evocative images predict political ideology (101). | Political science, neuroscience, psychiatry                                           | Functional MRI                                                       |
| Genetic data can predict economic and political preferences (102).     | Political science, economics, psychology, sociology                                 | Genetic data (genome-wide association study)                         |
| Musical preferences and personality traits are linked (103).          | Psychology, marketing                                                                 | Facebook likes                                                      |
| Bystanders will help in public conflict (104).                        | Psychology, sociology                                                                | Closed-circuit television footage                                    |
| Social networks strongly influence exercise habits (15).              | Sociology                                                                             | Fitness tracking and social networks                                 |
| Predicting scientific paper impact from conventionality and novelty of citations (105). | Sociology, economics, operations, physics                                             | New bibliometrics: Web of Science citation, impact data             |

*Authors’ departmental affiliations are used for disciplinary identification.

have different subjective norms about what is fair to share. Their sharing is closely tied to what they think the norm is (85), reflecting “good manners” rather than altruism (86).

Cognitive neuroscientists have also used these games to identify circuitry implementing prosociality (87) and associating brain lesions with abnormal social preference (88). Knowing more about social preferences has not contributed immediately to solving social problems at the scale that “nudging” has. However, experiments have suggested social forces that could enhance prosociality. For example, allowing people to punish others who have behaved antisocially seems to increase cooperation (89), although the results vary cross-culturally (90). New evidence has also invigorated understanding of charitable giving (91). In the future, diagnostic tools will likely emerge from a better understanding of sociality, with applications ranging from psychiatry, methods to develop empathy, and perhaps analytics matching people to jobs.

**Summary.** Before the growth of behavioral economics, it was commonly said that moving away from rational optimization would lead to an unfalsifiable theory in which “anything can happen.” However, psychology showed that what happens is captured by psychological principles; something specific—not “anything”—happens. Loss aversion originated from perceptual psychology and early prosociality theories came from social psychology. Experimental economics added more general mathematical and game-theoretic structure. In general, behavioral economists won over skeptics through the mantra that “the easiest way to win an argument is to run another experiment or an other statistical regression” (43). In many areas of behavioral economics and finance, large datasets played an important role, including more recently, multisite laboratory and field experiments (90, 92). A treasure trove of experimental data came about as nudges and other ideas were implemented by “behavioral insight teams” in governments on every continent, currently just over 200 (93), to create better outcomes for citizens and consumers.

More could be done integrating behavioral economic methods with biological and cultural origins of preferences, norms, and cognitive limits (94) and extending beyond Western, educated, industrialized, rich, and democratic (WEIRD) societies (84), which do not represent all human activity.

### A Spotlight on Specific Studies

This section shines a spotlight on research from the past 12 y that epitomizes the golden age of social science. We begin with one study of drug trafficking. Table 1 then presents nine other studies which are also good examples.* Each of these papers combines features of 1) active collaboration between researchers from different disciplines, 2) using new types of data, and 3) answering important and difficult questions. The Table 1 papers are about topics from exercise habits to social inequality and use diverse new datasets from genetics, brain imaging, browsing history, and more.

Magliocca et al. (95) analyzed international drug trafficking in Central America (Fig. 4). The researchers tested an agent-based model against a database of estimated illicit drug flows from 2000 to 2014. The model successfully captures many of the underlying trends across time and countries in trafficking flow and interdiction. It reproduces two effects known as the “balloon” effect (when trafficking spreads into new areas) and the “cockroach” effect (when trafficking routes become fragmented after big drug busts) (95).

This study illustrates practice and promise in the golden age. Their team was nine coauthors from seven universities, one government organization, and a coauthor who remained anonymous to protect confidential sources. Their affiliations span geography, politics, biology, and earth sciences. This interdisciplinarity was essential to a model that did not leave out anything crucial, by using ideas from geography of crime (which focus only on where illegal drugs are made and used) and transaction costs, since logistics and risks of shipping are crucial, and vertical integration of the value chain. Their analysis includes strength of political governance (e.g., police corruption), economic inequality that drives the poor to produce narcotics, and geographic remoteness. Their approach imports new ideas from behavioral economics about learning (96) and salience (97) of trafficking events, predicting spatial and temporal patterns of cocaine flow tested with an impressive, classified dataset. The model can be used to analyze how different policies will hypothetically change trafficking, prices, and drug use, a challenging problem of global importance.

---

*We first heard this phrase used by Adam Guri (https://theumlaut.com/the-golden-age-of-social-science-has-begun-d7555098ac72).

---
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Fig. 4. Central America modeling domain (Center) with an example simulated narcotrafficking network consisting of inactive nodes (gray circles), active nodes (red circles), and trafficking routes between each active node (dashed lines). The most southern and northern nodes outside of the model domain represent supply (e.g., Colombia) and demanding nodes (e.g., Mexico), respectively. Around the periphery, comparisons of subnational cocaine shipment volumes (blue regions in the map) reported at the administrative level of departments in the Consolidated Counterdrug Database (CCDB) (red line) and median volumes simulated by model versions with (blue line) and without (black line) a network agent. Shaded regions represent the bounds of the second and third quartiles of simulated cocaine volumes. Departments were selected to include at least one location per country and on the basis of having at least 5 y of continuous observations reported in CCDB. Reprinted from ref. 95, which is licensed under CC BY-NC-ND 4.0.
Table 1 presents nine other studies we believe to be similarly emblematic of the golden age of social science.

Conclusion and Challenges
We hope this paper encourages scholars to pursue more interdisciplinary projects. However, this type of research also presents new challenges. The following obstacles disproportionately concern teams working on questions that cut across disciplines—we review each one and provide best-practice recommendations.

- The question of silos between journals, or where and how information is accumulated, can be a special challenge for teams who are used to contributing to traditionally disparate disciplines. Many journals cater solely to the readership of a specific discipline or discipline subfield, with authors citing papers predominantly from like-minded journals. While cross-citation is on the rise, it is not guaranteed that interdisciplinary work will make equal contributions across fields, presenting the possibility of losing valuable insight with relevance to one of the fields. We encourage more journals to seriously consider and publish high-quality interdisciplinary research, even when it falls outside their traditional sphere of work. In the meantime, we encourage scholars to consider that an interdisciplinary project may produce multiple papers, such that all disciplines which contributed to the research will benefit from knowledge accumulated in the project.

- Closely tied is the question of career incentives and authorship. Academics are often encouraged to remain focused on contributing to their respective subject areas, which means working with other academics in the same subfield and publishing in specialized journals (see previous point). Furthermore, differences in authorship norms across disciplines (such as the strong emphasis on solo-authored papers in economics) make some young researchers reluctant to join projects where bigger teams are better. If interdisciplinary work is to continue to thrive, hiring and promotion practices will need to adjust to value contributions in large teams that reach diverse journal audiences. In training and hiring new PhDs, we encourage departments and organizations to consider ways to expose trainees to more breadth in social science and develop better ways to evaluate interdisciplinary research.

- Interdisciplinarity possesses unique challenges for “open science”—that is, the sharing of procedures, data, and code intended to make research more widely accessible—because different social science disciplines often have different tools and norms. As Stodden et al. note, “Current reporting methods are often uneven, incomplete, and still evolving” (106). However, this challenge is now widely recognized, and efforts are underway to improve open science in practice. We encourage researchers, especially new PhDs, to see this as an opportunity to define best practices for how the relevant sharing of data and code should be done.

- Another challenge is the creation of unifying frameworks to explain behaviors across disciplines. Better theories will constrain the number of explanations that could be derived from big data by setting appropriate priors for hypotheses. An expansion of methodological approaches alone will not increase scientific knowledge unless there is common lingua franca or, even better, genuinely unifying frameworks. Social science would benefit from evolutionarily plausible theories that provide ultimate (function) and proximate (mechanism) explanations. We encourage trade-minded scholars to be humble and open to learning from other social scientists who have long histories of concepts and methods to share.

The obstacles discussed above are not to be downplayed, but there is reason to be optimistic: Our increasingly connected age means that knowledge from other disciplines is much easier to access. To that end, here are some ways we can measure success in the years to come: more respected journals will seek out and publish work from diverse teams using unique datasets, more young scientists will engage in interdisciplinary research (thanks to improved institutional practices regarding career progress and encouragement from provosts and senior faculty), and more established scientists will engage in interdisciplinary work (thanks to increased interest from funding agencies). Most importantly, scholars will increasingly focus on difficult questions—ones that may have been avoided historically because their complexity made them impossible to tackle from one discipline alone—and social science will be more impactful together than the sum of any one subdiscipline working on its own.

Data Availability. There are no data underlying this work.
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