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Abstract. We study a generalized mean curvature flow involving a positive power of the mean curvature and a driving force. In this paper, we first construct all kinds of radially symmetric translating solutions, and then select one of them to satisfy a prescribed boundary angle in a cylinder. We then consider the flow starting at an initial hypersurface: showing the a priori estimates (especially the uniform-in-time bounds for the mean curvature which guarantee the uniform parabolicity of the corresponding fully nonlinear equation), giving the global existence for the solution of the initial boundary value problem, and proving its convergence to the corresponding translating solution. Our study provides a complete exposition on the influence of the dimension, the power of the mean curvature, the driving force and the boundary angles on the existence and stability of radially symmetric translating solutions.

1. Introduction
Consider the following mean curvature flow
\begin{equation}
\frac{\partial \gamma(t)}{\partial t} = (H^\alpha + b)n,
\end{equation}
where $\alpha > 0$ and $b \in \mathbb{R}$, $\gamma(t)$ is a moving smooth hypersurface in $\mathbb{R}^{N+1}$, $H$ denotes its mean curvature, and $n$ denotes its unit normal vector. In the special case where $\gamma(t)$ is a graphic hypersurface in a cylinder $D \times \mathbb{R}$ for $D \subset \mathbb{R}^N$, that is, $\gamma(t)$ is the graph of a function $x_{N+1} = u(x,t)$, $x = (x_1, \cdots, x_N) \in D$, then we have
\begin{equation}
n = \left(\frac{-Du, 1}{\sqrt{1 + |Du|^2}}\right), \quad H = \text{div} n,
\end{equation}
with $Du := (D_1 u, D_2 u, \cdots, D_N u)$ and $D_i u = \frac{\partial u}{\partial x_i}$ ($i = 1, 2, \cdots, N$). Here we assume $n$ is the upward unit normal vector. In this case, the equation (1.1) is converted into
\begin{equation}
\frac{u_t}{\sqrt{1 + |Du|^2}} = (\text{div} n)^\alpha + b = \left[\delta_{ij} - \frac{D_i u D_j u}{1 + |Du|^2}\right]^{\alpha} \frac{D_{ij} u}{\sqrt{1 + |Du|^2}} + b, \quad x \in D, \; t > 0.
\end{equation}
This is a fully nonlinear parabolic equation when $\alpha \neq 1$ and $H^\alpha - 1 > 0$, and a quasilinear one when $\alpha = 1$. For convenience, we call the former as a generalized mean curvature flow (GMCF, for short), and the latter as a mean curvature flow (MCF, for short). When $D$ is a bounded domain in $\mathbb{R}^N$, this equation is often equipped with prescribed boundary angles as boundary conditions.
conditions:

\[ (1.4) \quad n \cdot (\nu, 0) = \frac{-Du \cdot \nu}{\sqrt{1 + |Du|^2}} = g(x, t, u(x, t)), \quad x \in \partial D, \; t > 0, \]

where \( \nu \) denotes the inner unit normal vector on the boundary \( \partial D \) of \( D \), \( g \) is a function satisfying \( |g| < 1 \), and \( \theta := \arccos(g) \) denotes the contact angle between \( \gamma(t) \) and \( \partial D \times \mathbb{R} \), which is called a prescribed boundary angle.

If \( g \) is independent of \( t \) and \( u \), the problem \((1.3)-(1.4)\) may have a special solution of the form

\[ (1.5) \quad u(x, t) = \varphi(x) + ct, \]

which is called a translation solution (TS, for short) or a traveling wave solution (TW, for short), \( \varphi(x), c \in \mathbb{R} \) are called the profile and the speed of the TS, respectively. This kind of solutions are of special importance since they are generally asymptotically stable, and so attract the solutions of the initial or initial-boundary value problems. We now recall some known results on the TSs of MCFs (only for the case \( \alpha = 1 \)).

1. **The cases without driving forces:** \( b = 0 \). In 1993, Altschuler and Wu \cite{5} studied the problem with \( N = \alpha = 1, \; b = 0 \), that is, the problem

\[ (1.6) \begin{cases} 
  u_t = \frac{u_{xx}}{1 + u_x^2}, & x \in (-1, 1), \; t > 0, \\
  u_x(\pm1, t) = \pm g_0, & t > 0,
\end{cases} \]

for some positive constant \( g_0 \). They proved that any global solution of \((1.6)\) with some initial data converges to the unique (up to a shift) TS \( \varphi_0(x) + ct \), where

\[ (1.7) \quad \varphi_0(x) := -\frac{1}{c_0} \ln[\cos(c_0x)], \quad c_0 := \arctan g_0, \]

which is called the grim reaper. In higher space dimension, Huisken \cite{13} proved in 1989 that, in case \( N \geq 1, \; g = 0 \), the solution of \((1.3)-(1.4)\) converges to a minimal surface. In 1994, Altschuler and Wu \cite{6} extended their result in \cite{5} to two dimension case: when \( N = 2, \; D \) is strictly convex, \( g = g(x) \) with \( |D_T g| \) small, a solution either converges to a minimal surface or to a TS. Recently, Ma, Wang and Wei \cite{18} derived uniform gradient estimates for the problem with \( N \geq 1, \; g = g(x) \) and \( D \) being strictly convex, and proved that the solution converges to a TS.

2. **The cases with driving forces:** \( b \neq 0 \). Mean curvature flows with driving forces arise in the study of scroll waves in excitable media (cf. \cite{14}), and in the singular limits of partial differential equations such as the Allen-Cahn equation (cf. \cite{11,12}), where the driving force represents the difference of the stability between two stable phases; it is also a topic in geometry analysis (cf. \cite{3,11,14} etc.). The TSs of such equations has also been studied in the last decades. For example, in 2000-2001, Ninomiya and Taniguchi \cite{21,22} consider the problem \((1.3)-(1.4)\) with \( N = \alpha = 1 \) and \( b > 0 \), they constructed a TS with V-shaped profile, and specified its shape precisely. In 2006, Nara and Taniguchi \cite{20} further studied the stability of this TS. In 2009, Lou \cite{15} also considered the case \( N = \alpha = 1 \). For any given \( b \in \mathbb{R} \), he constructed all possible TSs, gave the formulas of their profiles.

3. **MCFs in a cylinder with non-constant boundary angles.** In case the boundary angle \( \arccos g \) is spatially and/or temporally heterogeneous, that is, \( g \) depends on \( t \) and/or \( u \), the problem no longer has TSs as in \((1.5)\). Instead, it may have TSs with changing profiles. For example, in 2006 and 2013, Matano et al. \cite{16,19} considered the equation \((1.3)\) with \( N = \alpha = 1, \; b > 0 \) in a band domain with undulating boundaries. Their problem, in some sense, is equivalent to \((1.3)-(1.4)\) with \( N = \alpha = 1, \; g = g(u) \) being (almost) periodic. They constructed the so-called (almost) periodic traveling wave solution: \( u = \varphi(x, t) + ct \) for some (almost) periodic profile.
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\( \varphi(x, t) \), studied its uniqueness and asymptotic stability. Later, Cai and Lou \([7]\) etc. obtained analogues for the problems with \( g \) being almost periodic in \( t \). To distinguish the generalized (almost) periodic TWs from that in \([5]\), we will call \( \varphi(x) + ct \) as a classical TS.

Another problem about the MCFs in a cylinder is the problem with unbounded boundary slopes. In the works we mentioned above, the boundary slopes \( Du \cdot \nu \) are all bounded. In 2012, Chou and Wang \([10]\) considered the equation in \([1.6]\) with Robin boundary conditions like \([1.8]\)

\[
    u_x(1, t) = u(1, t), \quad u_x(-1, t) = -u(-1, t), \quad t > 0,
\]

that is, the boundary slopes can be unbounded when \( u \to \infty \). In this case, a priori gradient estimates depending on \( t \) are possible and so the global existence of the solutions can be obtained in a standard way. However, the uniform-in-time a priori gradient estimates is impossible, although it is necessary in the study for the convergence of the profile of a global solution. Recently, we revisited this problem in \([17]\). We used the zero number argument to give a uniform interior gradient estimates, and then proved the convergence of any solution to the grim reaper in the open interval \((-1, 1)\).

TSs of generalized mean curvature flows, such as \([1.1]\) and \([1.3]\) with \( \alpha \neq 1, b \neq 0 \), seems not well studied till now. In a series of papers, we want to use the equation \([1.1]\) and \([1.3]\) to provide a complete exposition on the influence of the dimension \( N \), the power \( \alpha \), the driving force \( b \) and the boundary angle \( g \) on the profiles, the propagating speeds and the stability of the corresponding TSs. More precisely, in this series, we will consider the following cases respectively:

- constant boundary angles;
- Robin boundary conditions as in \([1.8]\) (that is, unbounded boundary slopes);
- almost periodic boundary angles an almost periodic TSs;
- general inhomogeneous boundary conditions for non-radially symmetric solutions.

This is the first paper of the series. In this paper we first construct all possible radially symmetric TSs of \([1.3]\) for any \( b \in \mathbb{R} \) (which will be used frequently in this series for comparison), and then use the TSs to study the existence, uniqueness and the asymptotical behavior of the flows, starting at some initial data, in a cylinder satisfying \([1.4]\) with constant boundary angles.

Throughout this paper we assume \( N > 1 \) (the plane curves when \( N = 1 \) are simpler and can be considered in a similar way as this paper). We mainly consider the radially symmetric solutions: \( u = u(|x|, t) = u(r, t) \). In this case, the equation \([1.3]\) is rewritten as

\[
    (1.9) \quad u_t = (H^\alpha + b)\sqrt{1 + u_r^2} = \left( \frac{u_{rr}}{1 + u_r^2} + \frac{N - 1}{r} u_r \right)^\alpha (1 + u_r^2)^\frac{1-\alpha}{2} + b\sqrt{1 + u_r^2}, \quad r > 0, \ t > 0,
\]

where

\[
    (1.10) \quad H(r, t) := \frac{u_{rr}}{(1 + u_r^2)^{3/2}} + \frac{(N - 1)u_r}{r\sqrt{1 + u_r^2}}
\]

is the mean curvature. When we consider the problem in the cylinder \( \Omega := B \times \mathbb{R} \) with \( B := \{ x \in \mathbb{R}^N \mid |x| \leq 1 \} \), the radially symmetry and the boundary condition \([1.4]\) are expressed as

\[
    (1.11) \quad u_r(0, t) = 0, \quad u_r(1, t) = k(t, u(1, t)) := \frac{g(t, u)}{\sqrt{1 - g^2(t, u)}}, \quad t > 0.
\]

We consider in this paper the homogeneous boundary conditions, that is, the case \( k \) is a constant. We will study the global existence of solution \( u(r, t) \) of \([1.9]-[1.11]\) with initial data \( u(r, 0) = \)
\( u_0(r) \) satisfying

\[
(1.12) \quad u_0(r) \in C^2([0, 1]), \quad u_0'(0) = 0, \quad u_0'(1) = k \in \mathbb{R},
\]
as well as its convergence to the corresponding TS.

Since the equation is a fully nonlinear one when \( \alpha \neq 1 \), in order to study the global existence and the convergence of \( u \), we need not only the uniform-in-time \( C^2 \) a priori estimates for \( u \), but also the uniform-in-time parabolicity for the equation. More precisely, when we consider a flow with \( H > 0 \), we need to show that \( H \) has positive lower and upper bounds, or in the case where \( H < 0 \), we need to show that \( H \) has negative lower and upper bounds. These estimates are crucial in our approach. They turn out to be true under suitable assumptions on the parameters \( b, k \) and the initial data \( u_0 \).

**Theorem 1.1.** Let \( u(r, t) \) be a classical solution of \((1.9) - (1.11) - (1.12)\) in the time interval \([0, T)\), then there exist positive numbers \( M_0, M_1, M_2, V_*, V^*, H_*, H^* \), independent of \( t \) and \( T \), and \( \bar{c}(b, k) > 0 \) such that

\[
(1.13) \quad |u(r, t) - \bar{c}(b, k)t| \leq M_0, \quad r \in [0, 1], \quad t \in [0, T);

(1.14) \quad 0 < u_t(r, t) \cdot \text{sgn}(k) \leq M_1, \quad r \in (0, 1), \quad t \in [0, T);

(1.15) \quad V_* \leq u_t(r, t) \leq V^*, \quad r \in [0, 1], \quad t \in [0, T);

(1.16) \quad H_* \leq H(r, t) \cdot \text{sgn}(k) \leq H^*, \quad r \in [0, 1], \quad t \in [0, T);

(1.17) \quad |u_{rr}(r, t)| \leq M_2, \quad r \in [0, 1], \quad t \in [0, T),
\]
provided the constants \( b, k \) and the initial data \( u_0 \) satisfy one of the following conditions

(A). \( b = 0 < k \) and \( H(r, 0) > 0 \) \((r \in [0, 1])\);

(B). \( b < 0 < k, \ (-b)^{1/\alpha} \sqrt{1 + k^2} < kN \) and \( H^\alpha(r, 0) + b > 0 \) \((r \in [0, 1])\);

(C). \( b > 0 \), \( k > 0 \) and \( u_0''(r) > 0 \) \((r \in [0, 1])\);

(D). \( \alpha = \frac{q}{p} \) for some positive odd number \( p \) and \( q \), \( b > 0 > k \), \( b^{1/\alpha} \sqrt{1 + k^2} > -kN \), \( u_0''(r) < 0 \) and \( H^\alpha(r, 0) + b > 0 \) \((r \in [0, 1])\).

In case (D) we actually consider solutions with negative curvature: \( H < 0 \), so in order for \( H^\alpha \) to make sense and for the equation to be a parabolic one: \( H^{\alpha - 1} > 0 \), we consider only the case where \( \alpha = \frac{q}{p} \) for positive odd \( p, q \) (see more in Subsection 3.2). As we will see in Subsections 4.1 and 5.1, in the cases (A) and (B) where \( b \leq 0 \), the above estimates can be derived from the equation \((1.9)\) and the comparison principle. In the case (C) where \( H > 0 \) and \( b > 0 \), however, the derivation for the positive lower bound of \( H \) is not so easy, which includes several steps: to derive a positive lower bound for \( u_{rr}(0, t) \) by using the zero number argument (Lemma 5.2), to show \( u \) is steeper than a TS \( \tilde{\Phi}(r) + \bar{c}(b, k)t \); to show \( u \) is steeper than a TS \( \Phi_1(r) \) (Lemma 5.3), to show \( u_{rr}(r, t) > 0 \) for all \( r \in [0, 1] \) (Lemma 5.4), and to derive the positive lower bound for \( H \) (Proposition 5.5). (In the case (D) where \( H < 0 \) and \( b > 0 \), the derivation for the negative upper bound of \( H \) is similar.)

Once we have the a priori estimates in hand, we can show the convergence of \( u \) to the corresponding TS, which is our main result in this paper.

**Theorem 1.2.** Assume the hypotheses (A), (B), (C) or (D) in the previous theorem holds. Then

(i) the problem \((1.9) - (1.11)\) has a unique (up to a shift) TS \( \tilde{\Phi}(r) + \bar{c}(b, k)t \);

(ii) the problem \((1.9) - (1.11) - (1.12)\) has a unique time-global classical solution \( u(r, t) \);

(iii) there exists \( M \in \mathbb{R} \) such that

\[
(1.18) \quad \|u(\cdot, t) - \tilde{\Phi}(\cdot) - \bar{c}(b, k)t\|_{L^\infty([0, 1])} \to M \text{ as } t \to \infty.
\]

This theorem extends the result in \([5, 6]\) to the cases where \( \alpha \neq 1 \) and \( b \neq 0 \), for radially symmetric solutions. The convergence in (iii) is equivalent to say that the TS is asymptotically stable.
A TS of the equation (1.19) (without the restriction (1.11) at this stage) has the form \( u = \varphi(r) + ct \), with \((c, \varphi)\) satisfying

\[
\begin{align*}
\left\{ \begin{array}{ll}
c = \left( \frac{\varphi''}{1 + \varphi^2} + \frac{N - 1}{r} \varphi \right)^\alpha (1 + \varphi^2)^{\frac{1-\alpha}{2}} + b\sqrt{1 + \varphi^2}, & r > 0, \\
\varphi(0) & = \varphi'(0) = 0.
\end{array} \right.
\end{align*}
\]

The additional condition \( \varphi(0) = 0 \) is used to normalize the profile of \( \varphi \). We consider only the case \( c > 0 \), since when the hypersurface moves with speed \( c < 0 \), we only need to regard the flow as one moving to the \(-x_N\) direction with a positive speed. To show the existence and uniqueness of the TS of (1.19)- (1.11), we first prepare the TSs of (1.9), and then select some of them to satisfy the boundary condition at \( r = 1 \). The following result presents all possible solutions of (1.19).

**Theorem 1.3.** For any \( b \in \mathbb{R} \) and any \( c > 0 \), the problem (1.19) has a unique solution \( \varphi = \Phi(r; c, b) \) in a maximal existence interval \( J := [0, R_\infty(c, b)) \). It is smooth in \( J \), \( \Phi(r; c, b) \) and \( \Phi'(r; c, b) \) are strictly increasing in \( c \) and \(-b\). Moreover,

(i) in case \( b = 0 \), we have \( R_\infty = \infty \), \( \Phi'(r), \Phi''(r) > 0 \) for \( r > 0 \) and

\[
\Phi(r) \sim \frac{c}{(\alpha + 1)(N - 1)^\alpha} r^{\alpha+1} \quad \text{as} \quad r \to \infty;
\]

(ii) in case \( b < 0 \), we have \( R_\infty(c, b) < \infty \), \( \Phi'(r), \Phi''(r) > 0 \) in \( (0, R_\infty) \) with

\[
\Phi(R_\infty - 0) < \infty, \quad \Phi'(R_\infty - 0) = \Phi''(R_\infty - 0) = \infty;
\]

(iii) in case \( c > b > 0 \), we have \( R_\infty = \infty \), \( \Phi'(r), \Phi''(r) > 0 \) in \( (0, \infty) \) with

\[
\Phi'(r) \to \Psi_0 := \frac{\sqrt{c^2 - b^2}}{b} \quad \text{as} \quad r \to \infty;
\]

(iv) in case \( c = b > 0 \), we have \( R_\infty = \infty \), and \( \Phi(r) \equiv 0 \);

(v) in case \( \alpha = \frac{4}{p} \) for some odd number \( p, q > 0 \) and \( b > c > 0 \), we have \( R_\infty(c, b) < \infty \), \( \Phi'(r), \Phi''(r) < 0 \) in \( (0, R_\infty) \), and

\[
\Phi(R_\infty - 0) < -\infty, \quad \Phi'(R_\infty - 0) = \Phi''(R_\infty - 0) = -\infty.
\]

As we have mentioned above, in case \( b = 0 \), the profile of the TS is a grim reaper when \( N = \alpha = 1 \). Here we present the (asymptotic) profiles of the TSs for all \( \alpha > 0 \) as in (1.20). In the special case \( \alpha = 1 \), our result coincides with that in [8], where the authors consider the Allen-Cahn equation and proved that the level set of its solution (which roughly obeys the MCF) is asymptotically a paraboloid

\[
\Phi(r) \sim \frac{c}{2(N - 1)} |x|^2, \quad r \to \infty,
\]

(see also [6] for the case \( N = 2, \ b = 0, \ \alpha = 1 \)). In cases (ii) and (v) we have \( R_\infty < \infty \) and \( |\Phi(R_\infty - 0)| < \infty \), so the profiles of the TSs are cup-like ones in case (ii) and cap-like ones in case (v), as it was shown in [15] for the case \( N = \alpha = 1 \). In case (iii), the profiles of the TSs are cone-shaped ones, as the V-shaped TSs in the case \( N = \alpha = 1 \) ([21, 22]). However, each of them is only an approximate but not exact cone since

\[
|\Phi(r) - \Psi_0 r| \to \infty \ (r \to \infty)
\]

in some cases (see details in Section 3).

We then select some TSs from the above candidates so that they lie in the cylinder \( \Omega \), and satisfy the boundary conditions in (1.11) for some \( k \in \mathbb{R} \), that is,

\[
\varphi'(1) = k.
\]
Theorem 1.4. Assume one of the following conditions holds:

(a) $b = 0 < k$;
(b) $b < 0 < k$ and $(-b)^{1/\alpha} \sqrt{1 + k^2} < kN$;
(c) $b > 0$ and $k > 0$;
(d) $\alpha = \frac{q}{p}$ for some positive odd number $p$ and $q$, $b > 0 > k$, and $b^{1/\alpha} \sqrt{1 + k^2} > -kN$.

Then, there exists a unique $\tilde{c} = \tilde{c}(b, k) > 0$ such that $(c, \varphi) = (\tilde{c}, \tilde{\Phi}(r))$ with $\tilde{\Phi}(r) := \Phi(r; \tilde{c}(b, k), b)$ solves the problem (1.19) and (1.23).

In addition, the conclusions hold even if $k = \infty$ in case (b), or, $k = -\infty$ in case (d).

These TSs, then, can be used to give necessary a priori estimates for $u$, and $\tilde{\Phi}(r) + \tilde{c}(b, k)t$ will be the asymptotic limit of $u$ as shown in Theorem 1.2.

The paper is arranged as follows. In Sections 2 we construct TSs for the case $b \leq 0$. In Section 3, we construct TSs for the case $b > 0$. Theorem 1.3 follows from Theorems 2.1, 3.1 and 3.3. Theorem 1.4 is proved in Subsections 2.2, 3.1 and 3.2. In Section 4, we consider the problem (1.19)-(1.11) with $b > 0$. We first give a priori estimates in Theorem 4.1 and then prove the global existence and convergence of the solution to TS in Theorem 4.2. In Section 5, we consider the problem (1.19)-(1.11) in case $b < 0$. In the first subsection we study the case $k > 0$. The main difficulty is to derive the positive lower bound for $H$, which follows from a series of lemmas and is given in Proposition 5.5. Then we obtain the global existence and the convergence of the solution of the initial-boundary value problem in Theorem 5.6. In the last subsection we consider the case $b > 0 > k$ and present the a priori estimates, the global existence and the convergence results in Theorem 5.7. In summary, Theorem 1.2 follows from Theorems 4.2, 5.6 and 5.7.

2. Translating Solutions in Case $b \leq 0$

In this section we study the TSs in case $b \leq 0 < c$. We first construct TSs of (1.19), and then select some of them to satisfy (1.23) for given $k > 0$.

2.1. TSs on their maximal existence intervals. In this subsection we construct solutions of (1.19) in case $b \leq 0$. Our main result to be proved is the following one.

Theorem 2.1. For any $b \leq 0$ and any $c > 0$, the problem (1.19) has a unique solution $\varphi = \Phi(r; c, b)$ in a maximal existence interval $J := [0, R_{\infty}(c, b))$. It is smooth in $J$, $\Phi(r; c, b)$ and $\Phi'(r; c, b)$ are strictly increasing in $c$ and $-b$. In addition,

(I). when $b = 0$, $R_{\infty} = \infty$, $\Phi'(r)$, $\Phi''(r) > 0$ for $r > 0$, (1.20) holds, and

\begin{equation}
\Phi'(r; c, 0) \to \infty \quad \text{as} \quad c \to \infty;
\end{equation}

(II). when $b < 0$, $R_{\infty}(c, b)$ satisfies

\begin{equation}
N(c - b)^{-1/\alpha} \leq R_{\infty}(c, b) \leq N(-b)^{-1/\alpha},
\end{equation}

it is continuously dependent on and strictly decreasing in $c$ with

\begin{equation}
R_{\infty}(c, b) \to N(-b)^{-1/\alpha} \quad \text{as} \quad c \to 0, \quad R_{\infty}(c, b) \to 0 \quad \text{as} \quad c \to \infty.
\end{equation}

In addition, $\Phi'(r)$, $\Phi''(r) > 0$ in $(0, R_{\infty})$, and

\begin{equation}
\Phi(R_{\infty} - 0) < \infty, \quad \Phi'(R_{\infty} - 0) = \Phi''(R_{\infty} - 0) = \infty,
\end{equation}

and $\Phi(R_{\infty}(c, b) - 0)$ is decreasing in $c$.
The problem (1.19) is equivalent to

\[
\begin{aligned}
\frac{\varphi''}{1 + \varphi'^2} + \frac{N-1}{r} \varphi' &= \left( \frac{c}{\sqrt{1 + \varphi'^2}} - b \right) \sqrt{1 + \varphi'^2}, \quad r > 0, \\
\varphi(0) &= \varphi'(0) = 0.
\end{aligned}
\]

Due to the singularity of the term \(\frac{N-1}{r}\) at \(r = 0\), for any \(\varepsilon > 0\), we first consider the approximate problem

\[
\begin{aligned}
\frac{\varphi''}{1 + \varphi'^2} + \frac{N-1}{r + \varepsilon} \varphi' &= \left( \frac{c}{\sqrt{1 + \varphi'^2}} - b \right) \sqrt{1 + \varphi'^2}, \quad r \geq 0, \\
\varphi(0) &= \varphi'(0) = 0.
\end{aligned}
\]

**Lemma 2.2.** For any \(c > 0\), the problem (2.6) has a unique solution \(\varphi = \varphi_\varepsilon(r; c, b)\) in a maximal existence interval \([0, R_\varepsilon]\) with

\[
\begin{aligned}
\varphi_\varepsilon(r), \varphi_\varepsilon''(r) &> 0 \quad \text{in} \quad (0, R_\varepsilon), \quad \text{and} \quad \varphi_\varepsilon(r), \varphi_\varepsilon'(r) \to \infty \quad \text{as} \quad r \to R_\varepsilon.
\end{aligned}
\]

Moreover, when \(b = 0\) there holds \(R_\varepsilon = \infty\); while, when \(b < 0\), there holds

\[
R_- := (c - b)^{-1/\alpha} \leq R_\varepsilon \leq R_+ := (-b)^{-1/\alpha} [N + \ln 2].
\]

**Proof.** Set \(\psi_\varepsilon := \varphi_\varepsilon'\), then (2.6) is converted to

\[
\begin{aligned}
\frac{\psi_\varepsilon''}{1 + \psi_\varepsilon'^2} &= F(r, \psi_\varepsilon, \varepsilon, c, b) := \left( \frac{c}{\sqrt{1 + \psi_\varepsilon'^2}} - b \right) \sqrt{1 + \psi_\varepsilon'^2} - \frac{N-1}{r + \varepsilon} \psi_\varepsilon, \quad r \geq 0, \\
\psi_\varepsilon(0) &= 0.
\end{aligned}
\]

Denote its maximal existence interval by \([0, R_\varepsilon]\). We first prove the following claim.

**Claim 1.** \(\psi_\varepsilon(r) > 0\), \(\psi_\varepsilon'(r) > 0\) in \(J_\varepsilon := (0, R_\varepsilon]\).

In fact, due to \(\psi_\varepsilon'(0) = (c - b)^{1/\alpha} > 0\), we have \(\psi_\varepsilon(r) > 0\) for \(0 < r \ll 1\). If there exists \(r_1 > 0\) such that \(\psi_\varepsilon(r_1) = 0\) and \(\psi_\varepsilon(r) > 0\) in \((0, r_1)\), then \(\psi_\varepsilon'(r_1) \leq 0\). But this contradicts the equation in (2.9). Hence \(\psi_\varepsilon(r) > 0\) in \(J_\varepsilon\). Next, by differentiating (2.9) in \(r\) we have

\[
\frac{\psi_\varepsilon''}{1 + \psi_\varepsilon'^2} \left( 1 + \psi_\varepsilon'^2 \right)^2 - 2\psi_\varepsilon\psi_\varepsilon' \psi_\varepsilon'' = A(r, \psi_\varepsilon, \varepsilon, c, b), \quad r \geq 0,
\]

where

\[
A(r, \psi_\varepsilon, \varepsilon, c, b) := \frac{1}{\alpha} \left( \frac{c}{\sqrt{1 + \psi_\varepsilon'^2}} - b \right) \left\{ \frac{1}{\alpha} \left( \frac{c(\alpha - 1)\psi_\varepsilon\psi_\varepsilon'}{1 + \psi_\varepsilon'^2} - \frac{b\psi_\varepsilon\psi_\varepsilon'}{\sqrt{1 + \psi_\varepsilon'^2}} \right) - (N-1) \right\} \psi_\varepsilon(r + \varepsilon) - \psi_\varepsilon. \]

Since \(\psi_\varepsilon'(0) > 0\), we have \(\psi_\varepsilon'(r) > 0\) for \(0 < r \ll 1\) by continuity. Assume \(\psi_\varepsilon'(r) > 0\) in \([0, r_2]\) and \(\psi_\varepsilon'(r_2) = 0\). Then \(\psi_\varepsilon'(r_2) \leq 0\). This, however, contradicts the equation (2.10) at \(r_2\). This proves Claim 1.

By Claim 1 we have three possibilities:

(a). \(R_\varepsilon < \infty\) and \(\psi_\varepsilon(r) \to \infty\) as \(r \to R_\varepsilon\) - 0;
(b). \(R_\varepsilon = \infty\) and \(\psi_\varepsilon(r) \to \infty\) as \(r \to \infty\);
(c). \(R_\varepsilon = \infty\) and \(\psi_\varepsilon(r) \to \psi > 0\) as \(r \to \infty\).
On these possibilities we have the following claim

**Claim 2.** (a) and (2.8) hold when \( b < 0 \); (b) holds when \( b = 0 \); (c) does not hold for any \( b \).

By contradiction we assume (c) holds. Then by the equation (2.9) we have

\[
\frac{\psi_{\varepsilon}'}{1 + \psi_{\varepsilon}^2} = F(r, \psi_{\varepsilon}, \varepsilon, c, b) \to \left( \frac{c}{\sqrt{1 + \psi_{\varepsilon}^2}} - b \right)^{1/\alpha} \sqrt{1 + \psi_{\varepsilon}^2} > 0 \quad \text{as} \quad r \to \infty,
\]

since \( c > 0 \geq b \). This contradicts \( \psi_{\varepsilon}(r) \to \bar{\psi}_{\varepsilon} \).

Next we consider the case \( b = 0 \). If \( R_{\infty}^c < \infty \), then \( \psi_{\varepsilon}(r) \to \infty \) and \( r \to R_{\infty}^c - 0 \), and so by the equation (2.9) we have

\[
\frac{\psi_{\varepsilon}'}{1 + \psi_{\varepsilon}^2} = c^{1/\alpha} (1 + \psi_{\varepsilon}^2)^{\frac{\alpha - 1}{2\alpha}} \frac{1}{\psi_{\varepsilon}} - \frac{N - 1}{r + \varepsilon} \to \frac{N - 1}{R_{\infty}^c + \varepsilon} < 0 \quad \text{as} \quad r \to R_{\infty}^c - 0,
\]

contradicts \( \psi_{\varepsilon}(r) > 0 \). Therefore \( R_{\infty}^c = \infty \).

Finally we consider the case \( b < 0 \). We show that \( R_{\infty}^c < \infty \) and so (a) holds in this case. Otherwise, if \( R_{\infty}^c = \infty \), then for \( r \geq R_1 := 2(N - 1)(-b)^{-1/\alpha} \), by the equation (2.9) we have

\[
\frac{\psi_{\varepsilon}'}{1 + \psi_{\varepsilon}^2} > (-b)^{1/\alpha} \sqrt{1 + \psi_{\varepsilon}^2} = \frac{N - 1}{r + \varepsilon} \psi_{\varepsilon} \geq \left[ (-b)^{1/\alpha} - \frac{N - 1}{r} \right] \psi_{\varepsilon} \geq \frac{(-b)^{1/\alpha}}{2} \psi_{\varepsilon}.
\]

Integrating it over \([R_1, r)\) we have

\[
\ln \frac{\psi_{\varepsilon}(r)}{\sqrt{1 + \psi_{\varepsilon}^2}(r)} > \ln \frac{\psi_{\varepsilon}(R_1)}{\sqrt{1 + \psi_{\varepsilon}^2(R_1)}} + \frac{(-b)^{1/\alpha}}{2}(r - R_1).
\]

This implies that

\[
\psi_{\varepsilon}(r) \to \infty \quad \text{as} \quad r \to R_2,
\]

for some

(2.11) \[ R_2 \leq R_1 - 2(-b)^{-1/\alpha} \ln \frac{\psi_{\varepsilon}(R_1)}{\sqrt{1 + \psi_{\varepsilon}^2(R_1)}}. \]

This contradicts \( R_{\infty}^c = \infty \). Furthermore, we can derive the upper and lower estimates for \( R_{\infty}^c \).

By (2.9) we have

\[
\frac{\psi_{\varepsilon}'}{1 + \psi_{\varepsilon}^2} \leq (c - b)^{1/\alpha} \sqrt{1 + \psi_{\varepsilon}^2}.
\]

Integrating it over \([0, R_{\infty}^c)\) we obtain \( R_{\infty}^c \geq R_- = (c - b)^{-1/\alpha} \). On the other hand, by the positivity of \( \psi_{\varepsilon} \), \( \psi_{\varepsilon}' \) and the equation (2.9) we have

\[
\psi_{\varepsilon}' + \frac{N - 1}{r} \psi_{\varepsilon} \geq \frac{\psi_{\varepsilon}'}{1 + \psi_{\varepsilon}^2} + \frac{N - 1}{r + \varepsilon} \psi_{\varepsilon} \geq (-b)^{1/\alpha}, \quad r > 0.
\]

Hence, \( (r^{N-1} \psi_{\varepsilon})' > (-b)^{1/\alpha} r^{N-1} \) for \( r > 0 \). Integrating it over \([0, r]\) we obtain \( \psi_{\varepsilon} > \frac{(-b)^{1/\alpha}}{N} r \).

Thus

\[
\psi_{\varepsilon}(r) \geq 1, \quad r \geq R_0 := N(-b)^{-1/\alpha}.
\]

If \( R_{\infty}^c \leq R_0 \), then the upper estimate is already obtained. In what follows we assume \( R_{\infty}^c > R_0 \). Then in \([R_0, R_{\infty}^c)\), in a similar way as deriving (2.11) we have

\[
R_{\infty}^c \leq R_0 - 2(-b)^{-1/\alpha} \ln \frac{\psi_{\varepsilon}(R_0)}{\sqrt{1 + \psi_{\varepsilon}^2(R_0)}} \leq (-b)^{-1/\alpha} [N + \ln 2] = R_+.
\]

This proves Claim 2, and completes the proof of the lemma. \(\square\)
We will take limit as $\varepsilon$ going to 0 for $\psi_\varepsilon(r; c, b)$ to obtain the solution of (2.6) rather than to (2.5). For this purpose, we study the monotonicity of $\varphi_\varepsilon$ and $\psi_\varepsilon$ in $\varepsilon$, and their a priori estimates.

**Lemma 2.3.** Both $\psi_\varepsilon$ and $\varphi_\varepsilon$ are strictly increasing in $\varepsilon > 0$. 

**Proof.** For any $0 < \varepsilon_1 < \varepsilon_2$, by the comparison principle for ODE, we can derive from the equation (2.9) and (2.10) that

$$0 < \psi_{\varepsilon_1}(r) < \psi_{\varepsilon_2}(r), \quad r > 0.$$ 

Therefore, $\psi_{\varepsilon_1}(r) < \psi_{\varepsilon_2}(r)$ for $r > 0$. \hfill $\square$

From this lemma we see that, when $b < 0$, $R_\varepsilon^c \in [R_-, R_+]$ and it is decreasing in $\varepsilon$, and so

$$R_- \leq R_\varepsilon^c(c, b) := \lim_{\varepsilon \to 0} R_\varepsilon^c \leq R_+.$$ 

When $b = 0$, we use the same notation $R_\varepsilon(c, b) := \lim_{\varepsilon \to 0} R_\varepsilon^c$, then $R_\varepsilon(c, 0) = \infty$.

Next we give some uniform interior estimates for $\varphi$.

**Lemma 2.4.** For any given $R \in (0, R_\infty(c, b))$, there exists $\varepsilon_0 = \varepsilon_0(R)$ such that $[0, R] \subset [0, R_\varepsilon^c)$ for all $0 < \varepsilon \leq \varepsilon_0$. In addition,

1. there exists $C_1 = C_1(R)$ independent of $\varepsilon$ such that

$$\|\varphi_\varepsilon(r; c, b)\|_{C^{1}([0, R])} \leq C_1(R);$$

2. for any given $\delta \in (0, R)$ and any positive integer $m \geq 2$, there exists $C_m = C_m(\delta, R)$ independent of $\varepsilon$ such that

$$\|\varphi_\varepsilon^{(m)}(r; c, b)\|_{C^{0}([\delta, R])} \leq C_m(\delta, R).$$

**Proof.** By the definition of $R_\infty$ in (2.12), there exists $\varepsilon_0 = \varepsilon_0(R)$ such that when $0 < \varepsilon \leq \varepsilon_0$, we have $R_\varepsilon^c > R$.

1. For any $\varepsilon \in (0, \varepsilon_0)$, by Lemmas 2.2 and 2.3 we have

$$0 = \psi_\varepsilon(0) \leq \psi_\varepsilon(r) \leq \psi_\varepsilon(R) \leq \psi_{\varepsilon_0}(R), \quad r \in [0, R].$$

This implies that (2.13) holds.

2. Since

$$\frac{1}{R + \varepsilon_0} \leq \frac{1}{r + \varepsilon} \leq \frac{1}{\delta}, \quad r \in [\delta, R], \quad \varepsilon \in (0, \varepsilon_0),$$

we see that all the coefficients involving the terms $\frac{1}{r + \varepsilon}$ in the equations of $\psi_\varepsilon^{(m)} (m \geq 1)$ are bounded (uniformly in $\varepsilon$). By iteration we obtain (2.14) for all $m \geq 2$. \hfill $\square$

**Proof of Theorem 2.1 (II).** We prove the theorem in case $b < 0$. The proof is a little complicated and is divided into several steps.

**Step 1. Construction and monotonicity of $\Phi$.** Let $R, \varepsilon_0$ be that as in Lemma 2.4. For any sequence $\{\varepsilon_i\} \subset (0, \varepsilon_0]$ with $\varepsilon_i \to 0$ ($i \to \infty$), by (2.13) there exist a subsequence of $\{\varepsilon_i\}$ (denote it again by $\{\varepsilon_i\}$) and a function $\Phi \in C([0, R])$ such that

$$\|\varphi_{\varepsilon_i}(r; c, b) - \Phi(r)\|_{C([0, R])} \to 0 \text{ as } i \to \infty.$$ 

Moreover, for any positive integer $m$, by (2.14), there exists a subsequence of $\{\varepsilon_i\}$ (denote it again by $\{\varepsilon_i\}$) such that

$$\|\varphi_{\varepsilon_i}(r; c, b) - \Phi(r)\|_{C^{m}([\delta, R])} \to 0 \text{ as } i \to \infty.$$
Using Cantor’s diagonal argument we conclude that there exists a subsequence of \( \{ \varepsilon_i \} \) (denote it again by \( \{ \varepsilon_i \} \)) such that
\[
(2.17) \quad \varphi_{\varepsilon_i}(r; c, b) - \Phi(r) \to 0 \quad \text{as} \quad i \to \infty,
\]
in the topology of \( C_{\text{loc}}([0, R_\infty)) \) and \( C^m_{\text{loc}}([0, R_\infty)) \), for \( m \geq 1 \). Hence \( \Phi \in C \bigl([0, R_\infty)\bigr) \) and \( C^\alpha_{\text{loc}}((0, R_\infty)) \). It solves the equation in \( (2.15) \) and \( \Phi(0) = 0 \). Moreover, by Lemma \( 2.2 \) we have
\[
\Phi'(r) \geq 0, \quad \Phi''(r) \geq 0, \quad r \in (0, R_\infty).
\]
Arguing as in the proof of Claim 1 in Lemma \( 2.2 \) we even have
\[
\Phi'(r) > 0, \quad \Phi''(r) > 0, \quad r \in (0, R_\infty).
\]
We remark that the interval \([0, R_\infty)\), though it is obtained by taking limit for \([0, R_\varepsilon)\), is the maximal existence interval of \( \Phi \). In fact, if \( \Phi \) is well-defined in \([0, R_\infty + 2\delta]\) for some \( \delta > 0 \), then by the continuously dependence of the solution \( \psi_\varepsilon \) of \( (2.9) \) on its coefficient \( N_{\frac{\alpha - 1}{\alpha}} \), \( \psi_\varepsilon \) can be extended to \([0, R_\infty + \delta]\), and so \( R_\varepsilon \geq R_\infty + \delta \) for all small \( \varepsilon > 0 \), contradicts the definition of \( R_\infty \).

For simplicity, in what follows we always denote
\[
\Psi(r) := \Phi'(r).
\]

**Step 2. To show** \( \Phi'(0) = 0 \). For any \( 0 < \delta < r < R < R_\infty \), by \( (2.15) \) we have
\[
\int_\delta^r \varphi_\varepsilon(r)dr < \varphi_\varepsilon(r) = \varphi_\varepsilon(r) - \varphi_\varepsilon(0) = \int_\delta^r \varphi_\varepsilon(r)dr + \int_0^\delta \varphi_\varepsilon(r)dr \leq \int_\delta^r \varphi_\varepsilon(r)dr + \psi_{\varepsilon_0}(R)\delta.
\]
Taking \( \varepsilon = \varepsilon_i \) and using the limit in \( (2.17) \) we have
\[
(2.19) \quad \int_\delta^r \Psi(r)dr \leq \Phi(r) \leq \int_\delta^r \Psi(r)dr + \psi_{\varepsilon_0}(R)\delta.
\]
Note that \( \Phi'(0) \) is not well-defined till now, but
\[
0 < \Psi(r) \leq \psi_{\varepsilon_0}(R), \quad 0 < r < R
\]
by \( (2.15) \). Taking limits as \( \delta \to 0 \) in \( (2.19) \) we have
\[
\Phi(r) = \int_0^r \Psi(r)dr \leq \psi_{\varepsilon_0}(R)r, \quad 0 < r \leq R.
\]
This implies that
\[
0 \leq \lim_{r \to 0} \sup \frac{\Phi(r)}{r} \leq \psi_{\varepsilon_0}(R).
\]
Since \( \psi_{\varepsilon_0}(R) \to 0 \) as \( R \to 0 \) we actually obtain \( \Phi'(0) = 0 \). Therefore, \( \Phi \in C^1 \bigl([0, R_\infty)\bigr) \), and so it is a solution of \( (2.5) \).

**Step 3. To show** \( \Phi \in C^\infty \bigl([0, R_\infty)\bigr) \). Using the equation \( (1.3) \), we see that \( \tilde{u}(x) := \Phi(|x|) \) is a solution of
\[
(2.20) \quad c = \left[ \left( \delta_{ij} - \frac{D_i u D_i u}{1 + |Du|^2} \right) D_{ij} u \right]^\alpha (1 + |Du|^2)^{\frac{1-\alpha}{2}} + b \sqrt{1 + |Du|^2}, \quad 0 < |x| < R_\infty,
\]
or, equivalently,
\[
\left( \delta_{ij} - \frac{D_i u D_i u}{1 + |Du|^2} \right) D_{ij} u = (c - b \sqrt{1 + |Du|^2})^{1/\alpha} (1 + |Du|^2)^{(\alpha-1)/\alpha}, \quad 0 < |x| < R_\infty.
\]
For any $R \in (0, R_\infty)$, the boundedness of $\Phi'$ in $[0, R]$ implies that $D\tilde{u}$ is bounded in $B_R(0)$. Then using the standard regularity theory for elliptic equations we have $\tilde{u} \in C^\infty(B_R(0))$. This implies that $\Phi(r) \in C^\infty([0, R_\infty))$.

**Step 4. Uniqueness of $\Phi$.** The uniqueness of $\Phi$ is equivalent to the uniqueness of the solution of the following problem

$$
(2.21) \begin{cases}
\frac{\psi'}{1 + \psi^2} + \frac{N - 1}{r} \psi = \left(\frac{c}{\sqrt{1 + \psi^2}} - b\right)^{1/\alpha} \sqrt{1 + \psi^2}, & r > 0, \\
\psi(0) = 0.
\end{cases}
$$

Assume by contradiction that (2.21) has two different solutions $\psi_1(r)$ and $\psi_2(r)$, defined in $[0, R_1)$ and $[0, R_2)$, respectively. By the uniqueness for the solution of initial value problem for the first order ODE, $\psi_1(r) \neq \psi_2(r)$ for all $0 < r < \tilde{R} := \min\{R_1, R_2\}$. Assume, without lose of generality, $\psi_2(r) > \psi_1(r)$ in $[0, \tilde{R})$. In a similar way as proving Claim 1 in Lemma 2.2 one can see that $\psi_i'(r) > 0$ $(i = 1, 2)$. Hence, for any given $R \in (0, \tilde{R})$, there exists $M_1 = M_1(\psi_1, \psi_2, R)$ such that

$$
(2.22) \quad 0 \leq \psi_i(r) \leq M_1, \quad r \in [0, R], \quad i = 1, 2.
$$

Set $\eta(r) := \psi_2(r) - \psi_1(r) > 0$, then $\eta$ solves

$$
\eta' = p_1(\psi_1, \psi_2)\eta + \frac{N - 1}{r} \left[\psi_1(1 + \psi_1^2) - \psi_2(1 + \psi_2^2)\right] \leq p_1(\psi_1, \psi_2)\eta, \quad 0 < r \leq R,
$$

where $p_1(\psi_1, \psi_2) \leq P$ when $r \in (0, R_1)$, for some $P > 0$. Integrating the inequality over $[0, r]$ for any $r \in [\delta, R]$, and then taking limit as $\delta \to 0$ by using the fact $\eta(0) = 0$ we obtain $\eta \equiv 0$ in $[0, R]$, a contradiction.

**Step 5. The lower and upper bounds of $R_\infty = R_\infty(c, b)$.** Denote

$$
\zeta := \frac{\psi}{\sqrt{1 + \psi^2}} \in [0, 1),
$$

then

$$
(2.23) \quad (\zeta r^{N-1})' = \left(c \sqrt{1 - \zeta^2} - b\right)^{1/\alpha} r^{N-1}.
$$

Integrating it over $[0, r]$ we have

$$
(2.24) \quad (c - b)^{1/\alpha} \frac{r}{N} \geq \zeta \geq (-b)^{1/\alpha} \frac{r}{N}.
$$

Since $\zeta(r) \to 1$ as $r \to R_\infty(c, b)$, we conclude that $R_\infty(c, b)$ has lower and upper bounds as in (2.2).

**Step 6. To show $\Phi'(r), \Phi''(r) \to \infty$ as $r \to R_\infty(c, b)$ - 0.** Since $\Phi''(r) > 0$, if $\Phi'(r) \neq \infty$, then $\Phi'(r) \to M_0 (r \to R_\infty - 0)$ for some $M_0 < \infty$. So $(r, \Psi(r)) \to (R_\infty, M_0)$ as $r \to R_\infty - 0$. This implies that $\Psi$ can be extended a little bit beyond $[0, R_\infty]$, so does $\Phi$, contradicts the definition of $R_\infty$.

We now prove $\Psi'(r) = \Phi''(r) \to \infty (r \to R_\infty - 0)$. Assume by contradiction that there exist $M_1 > 0$ and a sequence $\{r_n\}$ increasing to $R_\infty$ such that

$$
\Psi(r_n) \leq M_1.
$$

Since $\Psi(r) \to \infty$ as $r \to R_\infty - 0$, $\Psi'(r)$ is unbounded in $[\frac{1}{2}R_\infty, R_\infty)$. Therefore, there exists a sequence $\{r_n\}$ increasing to $R_\infty$ such that

$$
\Psi(r_n) \to \infty (n \to \infty), \quad \Psi'(r_n) \leq M_1, \quad \Psi''(r_n) = 0.
$$
Differentiating the equation (2.5) twice we have

\[
\frac{\psi''}{1 + \psi'^2} = \frac{2\psi(\psi')^2}{(1 + \psi'^2)^2} + \frac{c}{\alpha \sqrt{1 + \psi'^2} - b} \left( \frac{c(\alpha - 1)\psi' - b\alpha\psi'}{1 + \psi'^2} - \frac{\alpha c}{\sqrt{1 + \psi'^2}} \right) - (N - 1)\frac{\psi' - \psi}{r^2}.
\]

Taking \( r = r_n \) and letting \( n \to \infty \) we see that the left hand side of the equation tends to 0 and right hand side tends to \( \infty \), a contradiction.

**Step 7. To show** \( \psi(r; c, b) := \phi'(r; c, b) \) **is strictly increasing in** \( c \) **and** \( -b \). By the equation (2.21), it is easily seen that \( N\psi(0) = (c - b)^{1/\alpha} \). Hence \( \psi(0; c, b) \) is strictly increasing in \( c \) and \( -b \). By contradiction it is easy to show that \( \psi(r; c, b) \) is so for any \( r \in [0, R_\infty) \).

**Step 8. To show** \( R_\infty = R_\infty(c, b) \) **is strictly decreasing in** \( c \) **and** \( -b \). By the previous step we see that \( R_\infty = R_\infty(c, b) \) is decreasing in \( c \) and \( -b \). We now show that \( R_\infty(c, b) \) is strictly decreasing in \( c \), the proof for its strict monotonicity in \( -b \) is similar.

Assume by contradiction that \( b < 0 \) and \( c_2 > c_1 > 0 \) but \( R_0 := R_\infty(c_1, b) = R_\infty(c_2, b) \). Denote by \( G_1 \) the graph of \( \phi(r; c_i, b) \) (\( i = 1, 2 \)) in \([0, R_0] \). Then \( G_2 \) lies above \( G_1 \) and they have exactly one contact point \((0, 0)\) in the band \([0 \leq x < R_0] \). We now move \( G_1 \) leftward with a distance \( d > 0 \) such that this shifted graph, denoted by \( G_1^d \), lies on the left of \( G_2 \) and contacts \( G_2 \) at some points. Assume \( \tilde{\phi} := (\tilde{r}, \phi(\tilde{r}; c_2, b)) \) is one of them. Then at \( \tilde{\phi} \) we have

\[
\phi'(\tilde{r} + d; c_1, b) = \phi'(\tilde{r}; c_2, b), \quad H|_{\tilde{\phi} \in G_1^d} \geq H|_{\tilde{\phi} \in G_2},
\]

where \( H|_{\tilde{\phi} \in G} \) denotes the mean curvature of the graph \( G \) at point \( P \). Substituting them into the first equation in (1.3) we have

\[
\left( H|_{\tilde{\phi} \in G_1^d} \right)^{1/\alpha} + b = \frac{c_1}{\sqrt{1 + [\phi'(\tilde{r} + d; c_1, b)]^2}} < \frac{c_2}{\sqrt{1 + [\phi'(\tilde{r}; c_2, b)]^2}} = \left( H|_{\tilde{\phi} \in G_2} \right)^{1/\alpha} + b,
\]

a contradiction.

**Step 9. To show** \( \psi(R_\infty(c, b) - 0; c, b) < \infty \) **and it is decreasing in** \( c \) **and** \( -b \). We first prove \( \psi(R_\infty(c, b) - 0; c, b) < \infty \). Taking limit as \( r \to R_\infty - 0 \) in the equation (2.23) we have

\[
\zeta'(r) \to 2a := -\frac{N - 1}{R_\infty} + (-b)^{1/\alpha}.
\]

By \( \psi'(r) > 0 \) we have \( a \geq 0 \). The case \( a = 0 \) implies that \( R_\infty = (N - 1)(-b)^{-1/\alpha} \) is independent of \( c \) which contradicts the conclusion in Step 8, so we have \( a > 0 \).

Integrating (2.23) over \([r, R_\infty]\) we have

\[
(2.26) \quad \zeta(r) = \frac{1}{r^{N - 1}} \left[ R_\infty^{N - 1} - \int_r^{R_\infty} \left( c\sqrt{1 - \zeta^2(s)} - b \right)^{1/\alpha} s^{N - 1} ds \right]
\]

\[
\leq \frac{R_\infty^{N - 1}}{r^{N - 1}} - \frac{(-b)^{1/\alpha}(R_\infty^N - r^N)}{N r^{N - 1}}.
\]

As \( \rho := R_\infty - r \to 0 \) we have

\[
\frac{R_\infty^{N - 1}}{r^{N - 1}} = \frac{R_\infty^{N - 1}}{(R_\infty - \rho)^{N - 1}} = 1 + (N - 1)\frac{\rho}{R_\infty} + \frac{N(N - 1)}{2 R_\infty^2} \rho^2 + o(\rho^2),
\]

and so

\[
(2.27) \quad \zeta(r) \leq 1 - 2a\rho + \left( \frac{N - 1}{2 R_\infty^2} - \frac{(N - 1)a}{R_\infty} \right) \rho^2 + o(\rho^2).
\]
This implies that, for some \( \varepsilon > 0 \) sufficiently small, we have
\[
(2.28) \quad \zeta(r) \leq 1 - a\rho, \quad R_\infty - \varepsilon \leq r < R_\infty,
\]
and so,
\[
\Psi(r) \leq \frac{1 - a\rho}{\sqrt{a\rho}}, \quad R_\infty - \varepsilon \leq r < R_\infty.
\]
Integrating it over \([R_\infty - \varepsilon, R_\infty)\) we have
\[
\Phi(R_\infty - 0) - \Phi(R_\infty - \varepsilon) \leq \int_{R_\infty - \varepsilon}^{R_\infty} \Psi(r) dr \leq \int_0^\varepsilon \frac{1 - a\rho}{\sqrt{a\rho}} d\rho < \infty.
\]
This proves \( \Phi(R_\infty - 0) < \infty \).

Next we prove \( K(c, b) := \Phi(R_\infty(c, b) - 0;c, b) \) is decreasing in \( c \) and \(-b\). Since the proof is similar we only consider the monotonicity in \( c \). By contradiction we assume \( c_2 > c_1 \geq 0 \) but \( K(c_1, b) < K(c_2, b) \). As in Step 8, we can move the graph \( G_1 \) of \( \Phi(r; c_1, b) \) (which lies below the graph \( G_2 \) of \( \Phi(r; c_2, b) \)) leftward with a distance \( d > 0 \) such that, the shifted graph, denoted by \( G_1^d \), just lies above and touches \( G_2 \) at some points. By our assumption \( K(c_1, b) < K(c_2, b) \) and the facts \( \Phi'(R_\infty(c_1, b) - 0) = +\infty \) we know that the two graphs do not touch at the right end point of \( G_1^d \): \( (R_\infty(c_1, b) - d, K(c_1, b)) \). Hence, a similar argument as in Step 8 leads to a contradiction.

**Step 10. Continuous dependence of \( R_\infty(c, b) \) on \( c \) and on \( b \).** We only prove the continuity in \( c \), the proof for \( b \) is similar and simpler. Assume by contradiction that there exists an increasing sequence \( \{c_m\} \) and \( \bar{c} \) satisfies \( c_m \nearrow \bar{c} \) (the case for \( c_m \searrow \bar{c} \) is proved similar), but
\[
\lim_{m \to \infty} R_\infty(c_m, b) = R_\infty(\bar{c}, b) + \sigma,
\]
for some \( \sigma > 0 \). Denote
\[
\bar{R} := R_\infty(\bar{c}, b), \quad R_m := R_\infty(c_m, b),
\]
and, without loss of generality, we assume \( \bar{R} + \sigma < R_m < \bar{R} + 2\sigma \) for all \( m \). Denote
\[
\bar{\zeta}(r) := \frac{\Psi(r; \bar{c}, b)}{\sqrt{1 + \Psi^2(r, \bar{c}, b)}}, \quad \zeta_m(r) := \frac{\Psi(r; c_m, b)}{\sqrt{1 + \Psi^2(r, c_m, b)}},
\]
and
\[
\bar{\zeta}'(\bar{R} - 0) = 2\bar{a} := (-b)^{1/\alpha} - \frac{N - 1}{\bar{R}}, \quad \zeta_m'(R_m - 0) = 2a_m := (-b)^{1/\alpha} - \frac{N - 1}{R_m},
\]
then
\[
(2.29) \quad 2a_m > 2\bar{a} + A_1, \quad \text{with } A_1 := \frac{(N - 1)\sigma}{\bar{R}(\bar{R} + \sigma)}.
\]
For any given \( \sigma_0 > 0 \) satisfying
\[
(2.30) \quad \sigma_0(-b)^{1/\alpha} < A_1,
\]
there exists \( \varepsilon_1 > 0 \) such that
\[
(2.31) \quad \left( \bar{c}\sqrt{1 - \bar{\zeta}^2(r) - b} \right)^{1/\alpha} \leq (1 + \sigma_0)(-b)^{1/\alpha}, \quad r \in J := [\bar{R} - \varepsilon_1, \bar{R}].
\]
Integrating \((2.23)\) with \( c = \bar{c} \) over \([r, \bar{R}]\) and using a similar argument as proving \((2.24)\) we have
\[
\bar{\zeta}(r) \geq \frac{\bar{R}^{N-1}}{r^{N-1}} - \frac{(1 + \sigma_0)(-b)^{1/\alpha}(\bar{R}^{N} - r^{N})}{N r^{N-1}}
\]
\[
= 1 - A_2(\bar{R} - r) + A_3(\bar{R} - r)^2 + o((\bar{R} - r)^2) \quad \text{as } r \to \bar{R} - 0,
\]
where
\[ A_2 := 2a + \sigma_0(-b)^{1/\alpha}, \quad A_3 := \frac{N-1}{2R^2} - \frac{(N-1)a}{R} - \sigma_0(-b)^{1/\alpha} \frac{N-1}{2R}. \]

On the other hand, in a similar way as proving (2.27) we have
\[ \zeta_m(r) \leq 1 - 2a_m(R_m - r) + A_4(R_m - r)^2 + o((R_m - r)^2) \quad \text{as} \quad r \to R_m - 0, \]
where
\[ A_4 := \frac{N-1}{2R_m^2} - \frac{(N-1)a_m}{R_m}. \]

Therefore, when \( \varepsilon_1 > 0 \) is sufficiently small, we have
\[ \zeta_m(\bar{R} - \varepsilon_1) \leq \zeta_m(R_m - 2\varepsilon_1) \leq 1 - 4a_m\varepsilon_1 + 8A_4\varepsilon_1^2 \]
\[ \leq 1 - 2(2a + A_1)\varepsilon_1 + \bar{a}\varepsilon_1 \]
\[ \leq 1 - A_2\varepsilon_1 - \bar{a}\varepsilon_1 - A_1\varepsilon_1 \]
\[ \leq \tilde{\zeta}(\bar{R} - \varepsilon_1) - A_1\varepsilon_1. \]

This contradicts the fact \( \zeta_m(r) \to \tilde{\zeta}(r) \) uniformly on the interval \([0, \bar{R} - \varepsilon_1]\). Note that in this interval all of the terms in the equation (2.23) as well as their derivatives are regular due to \( \zeta_m(r) \leq \tilde{\zeta}(\bar{R} - \varepsilon_1) < 1 \). This proves the continuous dependence of \( R_{\infty}(c, b) \) on \( c \).

**Step 11. To show the limits of** \( R_{\infty}(c, b) \) **in (2.23).** The first limit as \( c \to 0 \) follows from (2.2) directly. The second limits follows from the following Claim:

**Claim.** For any \( b < 0 \) and any \( R \in (0, N(-b)^{-1/\alpha}) \), there exists a unique \( c = c(b, R) \) such that \( R_{\infty}(c(b, R), b) = R \).

Without loss of generality, we assume \( N(-b)^{-1/\alpha} > 1 \), and prove the claim for \( R = 1 \). If \( R_{\infty}(c', b) \leq 1 \) for some \( c' > 0 \), then by Steps 8 and 10, there exists a unique \( c = c(b) \in (0, c'] \) such that \( R_{\infty}(c, b) = 1 \). Hence, we only need to show that \( R_{\infty}(c', b) \leq 1 \) for some large \( c' > 0 \). Assume by contradiction that this is not true. Then there exists an increasing sequence \( \{c_m\} \) with \( c_m \nearrow \infty \) \((m \to \infty)\), but \( R_{\infty}(c_m, b) \searrow \bar{R} \geq 1 \). Denote the corresponding solutions of (2.23), (2.21) and (2.3) with \( c = c_m \) by \( \zeta_m, \Psi_m \) and \( \Phi_m \), respectively. Since \( \zeta_m \) is increasing in \( m \) we have
\[ \zeta_m(r) \searrow \tilde{\zeta}(r) \quad \text{as} \quad m \to \infty. \]

We show that \( \tilde{\zeta}(r) \equiv 1 \). For, otherwise, \( h := \tilde{\zeta}(2r_0) < 1 \) for some \( r_0 \in (0, \frac{1}{2}) \), then
\[ \zeta_m(r) \leq \zeta_m(2r_0) \leq h := \tilde{\zeta}(2r_0) < 1, \quad 0 \leq r \leq 2r_0, \]
and so, on \([r_0, 2r_0]\), we have
\[ \zeta_m'(r) = \left( c_m \sqrt{1 - \zeta_m^2} - b \right)^{1/\alpha} - \frac{N-1}{r} \zeta_m \geq \left( c_m \sqrt{1 - h^2} - b \right)^{1/\alpha} - \frac{N-1}{r_0} > \frac{1}{r_0}, \]
providing \( m \) is sufficiently large. Integrating it over \([r_0, 2r_0]\) we obtain
\[ \zeta_m(2r_0) - \zeta_m(r_0) = \int_{r_0}^{2r_0} \zeta_m'(r)dr > 1, \]
a contradiction. Therefore, for any \( r_1 \in (0, 1) \) we have
\[ \zeta_m(r) \geq \zeta_m(r_1) \to \tilde{\zeta}(r_1) = 1 \quad \text{as} \quad m \to \infty, \quad r \in [r_1, 1]. \]
This means that \( \zeta_m(r) \to 1 \) as \( m \to \infty \) in the topology of \( L^\infty_{\text{loc}}((0, 1]) \).

As in Step 9, we denote
\[ K(c_m, b) := \Phi_m(R_{\infty}(c_m, b) - 0; c_m, b), \quad m = 1, 2, \ldots. \]
Choose

\[ 0 < \varepsilon \leq \frac{1}{2[1 + 4(K(c_1, b))^2]} \]

then there exists \( m_0 > 0 \) such that when \( m \geq m_0 \) we have

\[ 1 - \varepsilon \leq \zeta_m(r) < 1, \quad \frac{1}{2} \leq r \leq 1. \]

This implies that, when \( \varepsilon > 0 \) is small enough, we have

\[ \Psi_m(r) \geq 2K(c_1, b), \quad \frac{1}{2} \leq r \leq 1. \]

Integrating it over \([1/2, 1]\) we have

\[ K(c_m, b) := \Phi_m(R_\infty(c_m, b) - 0) \geq \Phi_m(1) > \int_{1/2}^{1} \Psi_m(r) dr \geq K(c_1, b), \]

contradicts the conclusion in Step 9. This proves the claim.

Summarizing the above steps we finish the proof for Theorem 2.1 (II). \( \square \)

Proof of Theorem 2.1 (I). We now consider the case \( b = 0 \). The construction of the solution \( \Phi \), as well as its uniqueness and the properties

\[ \Phi'(0) = 0, \quad \Phi \in C^\infty([0, \infty)), \quad \Phi'(r), \quad \Phi''(r) > 0 \text{ for } r > 0 \]

are proved in the same way as in Steps 1-4 in the above proof for (II). In what follows we prove the asymptotic profile of \( \Phi(r) \) in \([1.20]\) as \( r \to \infty \).

**Step 1. To show**

\[(2.32) \quad A_1 r^\alpha \leq \Psi(r) \leq A_2 r^\alpha, \quad r \gg 1, \]

**for some** \( A_2 > A_1 > 0 \) **depending only on** \( N, \alpha \) **and** \( c \).

We take \( R > 0 \) sufficiently large such that

\[(2.33) \quad c^2 R^{2\alpha} \geq 2(2N)^{2\alpha}, \quad \Psi(R) \geq 1. \]

Then for any \( r_2 > r_1 > R \) and any \( r \in [r_1, r_2] \) we have

\[ P(r_2) \leq P(r) \leq P(r_1), \quad \text{with } P(r) := \left( \frac{c}{\sqrt{1 + \Psi^2(r)}} \right)^{1/\alpha}. \]

Integrating the equation \((2.23)\) over \([r_1, r_2]\) we obtain

\[(2.34) \quad \frac{P(r_2)}{N}(r_2^N - r_1^N) \leq \zeta(r_2)r_2^{N-1} - \zeta(r_1)r_1^{N-1} \leq \frac{P(r_1)}{N}(r_2^N - r_1^N). \]

By the first inequality we have

\[ P(r_2)(r_2^N - r_1^N) \leq N r_2^{N-1}. \]

Taking \( r_2^N = 2r_1^N \) and using the formula of \( P(r) \) we obtain

\[ 1 + \Psi^2(r_2) \geq \frac{c^2}{(2N)^{2\alpha}} r_2^{2\alpha}. \]

Furthermore, by the choice of \( R \), when \( r_2 \gg R \) we have

\[(2.35) \quad \Psi(r_2) \geq A_1 r_2^\alpha, \quad \text{with } A_1 := \frac{c}{\sqrt{2(2N)^\alpha}}. \]
In a similar way, by the second inequality in (2.34) and the choice of $R$ we have
\[ P(r_1)\frac{r_N^N - r_1^N}{N_{r_2}^N - 1} \geq \zeta(r_2) - \frac{r_1^{N-1}}{r_2^{N-1}} \geq \frac{1}{2} - \frac{r_1^{N-1}}{r_2^{N-1}}. \]
Taking $r_1 > R$ and $r_2 = kr_1$ with $k^{N-1} = 4$, then we have
\[ \left( \frac{c}{\sqrt{1 + \psi^2(r_1)}} \right)^{1/\alpha} \geq \frac{N}{4r_1} \cdot \frac{k^{N-1}}{k^N - 1} \geq \frac{N}{4^{N-1}r_1}, \]
and so
\[ (2.36) \quad \psi(r_1) \leq A_2 r_1^\alpha, \quad \text{with} \quad A_2 := \frac{4^{N-1}c}{N \alpha}. \]
Combining with (2.35) we obtain (2.32).

**Step 2. To show (1.20).** Set
\[ \xi(r) := \psi(r)r^{-\alpha}, \quad r \in J_1 := [1, \infty). \]
Then by (2.32) and $\Psi'(r) > 0$ we have
\[ (2.37) \quad A_1^0 < \xi(r) \leq A_2^0, \quad \xi'(r) + \frac{\xi(r)}{r} > 0, \quad r \in J_1, \]
for some $A_2^0 > A_1^0 > 0$. Substituting $\Psi = \xi(r)r^\alpha$ and $b = 0$ into (2.21) we have
\[ \frac{[\xi^0 + \alpha r^{-1-1}](1 + o(1))}{\xi^2 r^{2\alpha}} + (N - 1)\xi^0 = (1 + o(1))c^{1/\alpha} \xi^{1-1/\alpha} = \text{as} \quad r \to \infty. \]
Here we used the expression $\sqrt{1 + \xi^2 r^{2\alpha}} = (1 + o(1))\xi r^\alpha$ ($r \to \infty$). Multiplying the equality by $\xi^2 r^{2\alpha}$ we have
\[ (2.38) \quad [\xi^0 + \alpha r^{-2-1}](1 + o(1)) = F_1(\xi; c, \alpha, N)(1 + o(1))\xi^3, \quad r \to \infty, \]
where
\[ (2.39) \quad F_1(\xi; c, \alpha, N) := c^{1/\alpha} \xi^{1-1/\alpha} - (N - 1). \]
By (2.37) and (2.38) we see that $F_1 > 0$. We then consider three cases.

(1). In case $F_1(\xi(r); c, \alpha, N) \searrow 0$ as $r \to \infty$, we obtain
\[ (2.40) \quad \xi(r) \to \hat{\xi} := \frac{c}{(N - 1)^\alpha} \quad \text{as} \quad r \to \infty. \]
This is what we desired.

(2). In case $F_1 \geq 2\delta_1 > 0$ for some $\delta_1 > 0$ and large $r$, then (2.37) and (2.38) yield
\[ \xi^0 + \alpha r^{-2-1} \geq \delta_1 \xi^3 \geq \delta_1 (A_1^0)^3, \quad r \gg 1. \]
By integrating we obtain $\xi(r) \to \infty$ as $r \to \infty$, contradicts (2.37).

(3). The left case is that, for some $\delta_2 > 0$ and two sequences $\{r_n\}$, $\{s_n'\}$, there hold
\[ F_1(\xi(s_n'); c, \alpha, N) \geq 2\delta_2, \quad F_1(\xi(s_n'); c, \alpha, N) \to 0 \quad (n \to \infty). \]
Therefore, we can find a sequence $\{r_n\}$ such that each $r_n$ is a local minimum of $\xi(r)$ and
\[ F_1(\xi(r_n); c, \alpha, N) \geq \delta_2. \]
Taking $r = r_n$ in the equation (2.38) and taking limit as $n \to \infty$ we obtain $\xi(r_n) \to 0$ as $n \to \infty$, which contradicts (2.37) again.
Therefore the limit (2.40) must hold and so we obtain
\[
\Psi(r) = \left[\frac{c}{(N-1)^{\alpha}} + o(1)\right] r^\alpha, \quad r \to \infty.
\]
Integrating it over \([0,r]\) and letting \(r \to \infty\) we obtain (1.20).

We finally prove the limit (2.41). For any given \(r_0 > 0\), the limit \(\Phi'(r_0;c,0) \to \infty (c \to \infty)\) is equivalent to say that, for any given small \(\varepsilon > 0\), there exists \(C > 0\) large such that when \(c \geq C\), there holds
\[
\zeta(r_0; 0) := \frac{\Psi(r_0; c, 0)}{\sqrt{1 + \Psi^2(r_0; c, 0)}} \geq 1 - \varepsilon.
\]
By contradiction, we assume there exists \(c_m \nearrow \infty\) such that \(\zeta(r_0; c_m, 0) \leq 1 - \varepsilon\). Then for \(r \in [0,r_0]\) we have \(\zeta(r; c_m, 0) \leq \zeta(r_0; c_m, 0) \leq 1 - \varepsilon\). Integrating (2.23) over \([0,r]\) we have
\[
\zeta(r_0, c_m, 0) r_0^{N-1} = \int_0^{r_0} \left( c_m \sqrt{1 - \zeta^2(r; c_m, 0)} \right) \frac{1}{r^\alpha} r^{N-1} dr
\]
\[
\geq \int_0^{r_0} (c_m \varepsilon)^{1/\alpha} r^{N-1} dr = (c_m \varepsilon)^{1/\alpha} \frac{r_0^N}{N},
\]
which contradicts \(\zeta(r_0; c_m, 0) \leq 1 - \varepsilon\) and \(c_m \to \infty (m \to \infty)\). Therefore, the limit in (2.41) holds.

This proves Theorem 1.3 (1). \(\square\)

2.2. **TSs in the cylinder.** We now select some TSs from above so that they satisfy the boundary condition (2.23) with \(k > 0\).

*Proof of Theorem 1.4 in case (a) or (b) holds.* Let \(\Phi(r;c,b)\) be the solution of (2.5) and \(\Psi := \Phi'\), \(\zeta := \frac{\Psi}{\sqrt{1 + \Psi^2}}\) as above. For any \(r \in (0, R_\infty)\) we have
\[
1 \geq \sqrt{1 - \zeta^2(t)} \geq \sqrt{1 - \zeta^2(r)}, \quad t \in [0, r].
\]
Using this inequality and integrating the equation (2.23) over \([0,r]\) we have
\[
(c - b)^{1/\alpha} \frac{r}{N} \geq \zeta(r) \geq \left( c \sqrt{1 - \zeta^2(r)} - b \right)^{1/\alpha} \frac{r}{N}, \quad 0 \leq r < R_\infty.
\]

**Case (a):** \(b = 0 < k\). When \(c = 0\), it follows from (2.42) that \(\zeta(r) \equiv \Psi(r) \equiv 0\), and so \(\Psi(1; 0, 0) = 0\). On the other hand, when \(c = c_1 := N^\alpha / \sqrt{1 + k^2}\), if we assume \(\Psi(1; c_1, 0) \leq k\), then the second inequality in (2.42) implies that \(\zeta(1) \geq 1\). This contradicts the fact \(\zeta(1) < 1\). Therefore, \(\Psi(1; c_1, 0) > k\). Since \(\Psi(1; c, b)\) is strictly increasing in \(c\), there exists a unique \(c = c(k) \in (0, c_1)\) such that the solution \(\Psi(r; c(k), 0)\) of (2.21) with \(b = 0\), \(c = c(k)\) satisfies \(\Psi(1) = k\).

**Case (b):** \(b < 0 < k\) and the following assumption holds:
\[
(-b)^{1/\alpha} < \frac{kn}{\sqrt{1 + k^2}}.
\]
When \(c = 0\), by (2.42) we have
\[
\zeta(r; 0, b) = \frac{(-b)^{1/\alpha}}{N} r, \quad 0 \leq r < R_\infty(0, b).
\]
Hence \(R_\infty(0, b) = N(-b)^{-1/\alpha}\). The condition (2.43) then implies that
\[
R_\infty(0, b) > \frac{\sqrt{1 + k^2}}{k} \geq 1
\]
and
\[ \zeta(1; 0, b) = \frac{(-b)^{1/\alpha}}{N} < \frac{k}{\sqrt{1 + k^2}} \iff \Psi(1; 0, b) < k. \]

On the other hand, by the Claim in Step 11 in the proof of Theorem 2.1 (II), there exists \( c(b) > 0 \) such that \( R_\infty(c(b), b) = 1 \), that is, \( \Psi(1; c(b), b) = \infty \). Since \( \Psi(1; c, b) \) is strictly increasing in \( c \), there exists a unique \( \tilde{c} = \tilde{c}(b, k) \in (0, c(b)) \) such that \( \Phi(r; \tilde{c}, b) \) satisfies the boundary condition (1.23).

Finally, we consider the case \( \alpha \) with \( k = \infty \). In this case, the condition (2.43) is \( (-b)^{1/\alpha} < N \). By the Claim in Step 11 in the proof of Theorem 2.1 (II), \( R_\infty(c(b), b) = 1 \) for some \( c(b) > 0 \), and so \( \Psi(1; c(b), b) = k = \infty \).

This proves Theorem 1.4 in case (a) or (b) holds, including the case \( b < 0, k = \infty \) and \( (-b)^{1/\alpha} < N \). \( \square \)

3. Translating Solutions in Case \( b > 0 \)

In this section we study the TSs in case \( b > 0 \). In the first subsection we consider the case \( c \geq b > 0 \), and in the second section we consider the case \( b > c > 0 \). We will use notations as in the previous section, that is, denote the solution of (2.5) by \( \Phi(r; c, b) \), and write
\[ \Psi(r; c, b) := \Phi'(r; c, b), \quad \zeta(r; c, b) := \frac{\Psi(r)}{\sqrt{1 + \Psi^2(r)}}. \]

3.1. TSs in Case \( c \geq b > 0 \). We will prove the following result.

**Theorem 3.1.** For any \( b, c \) satisfying \( c \geq b > 0 \), the problem (1.19) has a unique solution \( \varphi = \Phi(r; c, b) \in C^\infty([0, \infty)) \). \( \Phi(r; c, b) \) and \( \Phi'(r; c, b) \) are strictly increasing in \( c \) and \(-b\). Moreover,

(I). when \( c > b > 0 \), \( \Phi'(r) \), \( \Phi''(r) > 0 \) in \( (0, \infty) \) and
\[ \Phi'(r) \to \Psi_0 := \frac{\sqrt{c^2 - b^2}}{b} \quad \text{as} \quad r \to \infty; \]

(II). when \( c = b > 0 \), \( \Phi(r) \equiv 0 \).

**Proof.** The proof is similar as in the previous section. \( \square \)

In case \( c > b > 0 \), by the limit (5.1) we see that, for any small \( \varepsilon > 0 \), there exists \( R_\varepsilon \) such that \( |\Psi(r) - \Psi_0| \leq \varepsilon \) for \( r \geq R_\varepsilon \). Hence, there exists \( M > 0 \) such that
\[ (\Phi_0 - \varepsilon)r - M \leq \Phi(r) \leq (\Phi_0 + \varepsilon)r + M, \quad r \geq 0. \]

In other words, the shape of \( \Phi \) is an approximate-V-shaped one. One may expect to improve it to be a V-shaped one (that is, to delete the error \( \varepsilon \)), as it was shown in [15, 21, 22, etc.] for the problem (2.5) in case \( N = \alpha = 1 \). We now show that this is generally impossible in higher space dimension.

**Proposition 3.2.** Assume \( N > 1 \), \( 0 < \alpha \leq 1 \) and \( c > b > 0 \). Then
\[ |\Phi(r) - \Psi_0 r| \to \infty \quad \text{as} \quad r \to \infty. \]

**Proof.** Denote \( \eta := \Psi_0 - \Psi(r) \), then \( \eta(r) > 0, \eta(r) \to 0 (r \to \infty) \) and \( \eta'(r) = -\Psi'(r) < 0 \). By (2.21) we have
\[
\frac{-\eta'}{1 + (\Psi_0 - \eta)^2} + \frac{N-1}{r} (\Psi_0 - \eta) = \left( \frac{c}{\sqrt{1 + (\Psi_0 - \eta)^2}} - \frac{c}{\sqrt{1 + \Psi_0^2}} \right)^{1/\alpha} \sqrt{1 + (\Psi_0 - \eta)^2},
\]
that is,
\[ \eta'(r) = \frac{-F(\eta)}{A(\eta)} \eta^{1/\alpha} + \frac{N - 1}{A(\eta)r} (\Psi_0 - \eta), \]
with
\[ A(\eta) := \frac{1}{1 + (\Psi_0 - \eta)^2}, \]
and
\[ F(\eta) := \left[ \frac{c(2\Psi_0 - \eta)}{\sqrt{1 + (\Psi_0 - \eta)^2} \cdot \sqrt{1 + \Psi_0^2}} \cdot \left( \sqrt{1 + (\Psi_0 - \eta)^2} + \sqrt{1 + 2\Psi_0^2} \right) \right]^{1/\alpha} \sqrt{1 + (\Psi_0 - \eta)^2}. \]

Therefore, when \( r \gg 1 \), that is, \( 0 < \eta \ll 1 \), we have
\[ A_0 := \frac{1}{1 + \Psi_0^2} < A(\eta) \leq \frac{3}{2} A_0, \quad F(\eta) \leq F^0 := \frac{(2c\Psi_0)^{1/\alpha}}{(1 + \Psi_0^2)^{(3-\alpha)/(2\alpha)}}. \]

In case \( 0 < \alpha \leq 1 \) we have
\[ (3.3) \quad \eta'(r) \geq -B_1 \eta^{1/\alpha} + \frac{B_2}{r} \geq -B_1 \eta + \frac{B_2}{r}, \quad r \geq r_1, \]
for sufficiently large \( r_1 \), where
\[ B_1 := \frac{F^0}{A_0} > 0, \quad B_2 := \frac{(N - 1)\Psi_0}{2A_0} > 0. \]

Solving the inequality \( (3.3) \) we obtain
\[ (3.4) \quad \eta(r) \geq \eta(r_1)e^{B_1(r-r_1)} + B_2 F_1(r), \quad r > r_1, \]
where
\[ F_1(r) := e^{-B_1 r} \int_{r_1}^{r} \frac{e^{B_1 t}}{t} dt \sim \frac{1}{B_1 r} \quad \text{as} \quad r \to \infty. \]

Thus, there exists \( r_2 > r_1 \) such that \( F_1(r) \geq \frac{1}{2B_2 r} \) for \( r \geq r_2 \). Integrating \( (3.3) \) we have
\[ \Psi_0 r - \Phi(r) = \int_{0}^{r} \eta(t) dt > \int_{r_2}^{r} r \left[ \eta(r_1)e^{B_1(r_1-t)} + \frac{B_2}{2B_2 t} \right] dt \to \infty \quad \text{as} \quad r \to \infty. \]

This proves the proposition. \( \square \)

From above we see that, for any \( c > b \), there exists an approximate-V-shaped TS with speed \( c \). We select one from them such that it satisfies the boundary condition \( 1.23 \) for \( k \geq 0 \).

**Proof of Theorem 1.4 in case (c) holds.** Note that we are considering the case \( k > 0 \). Take \( c_1 := (N^\alpha + b)\sqrt{1 + k^2} \), we show that \( \Psi(1; c_1, b) > k \). Otherwise,
\[ \Psi(r; c_1, b) \leq \Psi(1; c_1, b) \leq k, \quad 0 \leq r \leq 1. \]

Integrating the equation \( 2.23 \) over \([0, 1]\) we have
\[ \zeta(1) = \int_{0}^{1} \left( \frac{c_1}{\sqrt{1 + \Psi^2(r)}} - b \right)^{1/\alpha} r^{N-1} dr \geq 1, \]
a contradiction. On the other hand, \( \Psi(1; b, b) = 0 \). So there exists a unique \( \bar{c} = \bar{c}(b, k) \in (b, c_1) \) such that the solution \( \Psi(r; \bar{c}, b) \) of \( 2.21 \) satisfies \( \Psi(1; \bar{c}, b) = k \). \( \square \)
3.2. The case $b > c > 0$. In this subsection, we focus on the case $b > c > 0$. In this case the TS has a concave profile, and so the mean curvature $H < 0$. A suitable choice for the power $\alpha > 0$ should be as the following:

For $H < 0$, $H^\alpha$ is well defined and $H^{\alpha-1} > 0$.

The latter is required to ensure that the equation (1.3) is a parabolic one. Therefore, it is natural to assume

\[
\alpha = \frac{q}{p}
\]

for some positive odd integers $p, q$,

such as $\alpha = 3, \frac{1}{3}$, etc..

We will prove the following main result in this subsection.

**Theorem 3.3.** Assume \((3.5)\) and $b > c > 0$. Then the problem (1.19) has a unique solution $\varphi = \Phi(r; c, b) \in C^\infty([0, R_\infty))$ for some $R_\infty = R_\infty(c, b) < \infty$. $\Phi(r; c, b)$ and $\Phi'(r; c, b)$ are strictly increasing in $c$ and $-b$. Moreover, $R_\infty(c, b)$ satisfies

\[
Nb^{-1/\alpha} \leq R_\infty(c, b) \leq N(b - c)^{-1/\alpha},
\]

it is continuously dependent on and strictly increasing in $c$ with

$R_\infty(c, b) \to Nb^{-1/\alpha}$ as $c \to 0$, $R_\infty(c, b) \to \infty$ as $c \to b - 0$.

In addition, $\Phi'(r)$, $\Phi''(r) < 0$ in $(0, R_\infty)$, and

\[
\Phi(R_\infty - 0) > -\infty, \quad \Phi'(R_\infty - 0) = \Phi''(R_\infty - 0) = -\infty,
\]

and $\Phi(R_\infty(c, b) - 0; c, b)$ is increasing in $c$.

**Proof.** The proof is parallel to that of Theorem (1.3) (ii) in the previous section. In particular, Steps 1-8 and Step 10 are similar (may be with opposite monotonicity). Only Step 9 requires modification.

**Modified Step 9.** To show $\Phi(R_\infty(c, b) - 0; c, b) > -\infty$ and it is increasing in $c$ and $-b$.

The monotonicity in $c$ and $-b$ can be proved in a similar way as in Step 9 before. We only prove $\Phi(R_\infty(c, b) - 0; c, b) > -\infty$.

Taking limit as $r \to R_\infty - 0$ we have

\[
\zeta(r) \to -1 \quad \text{and} \quad \zeta'(r) \to a_1 := \frac{N - 1}{R_\infty(c, b)} - b^{1/\alpha}.
\]

The latter follows from the equation (2.23). By $\Psi'(r) < 0$ we have $a_1 \leq 0$. Since $a_1 = 0$ implies that $R_\infty(c, b)$ is independent of $c$ which contradicts the conclusion in Step 8, we have $a_1 < 0$, and so, for some small $\delta > 0$ we have

\[
2\tilde{a} : = (b - \delta)^{1/\alpha} - \frac{N - 1}{R_\infty(c, b)} > 0.
\]

Integrating (2.23) over $[r, R_\infty)$ we have

\[
\zeta(r) = \frac{R_\infty^{N-1}}{r^{N-1}} + \frac{1}{r^{N-1}} \int_r^{R_\infty} \left( b - c \sqrt{1 - \zeta^2(s)} \right)^{1/\alpha} s^{N-1} ds
\]

As $r \to R_\infty - 0$ we have $c \sqrt{1 - \zeta^2(r)} < \delta$, and

\[
\frac{R_\infty^{N-1}}{r^{N-1}} = 1 + (N - 1) \frac{R_\infty - r}{R_\infty} + o(R_\infty - r).
\]
Thus, as \( r \to R_\infty - 0 \), there holds
\[
\zeta(r) \geq -1 - \frac{N-1}{R_\infty}(R_\infty - r) + \frac{(b-\delta)^{1/\alpha}}{N\sqrt{-N-1}}(R_\infty^N - r^N) + o(R_\infty - r).
\]
This implies that, for some \( \varepsilon > 0 \),
\[
\zeta(r) \geq -1 + \tilde{a}(R_\infty - r), \quad R_\infty - \varepsilon \leq r < R_\infty,
\]
and so,
\[
\Psi(r) \geq -\frac{1}{\sqrt{\tilde{a}(R_\infty - r)}}, \quad R_\infty - \varepsilon \leq r < R_\infty.
\]
Integrating it over \([R_\infty - \varepsilon, R_\infty]\) we obtain \( \Phi(R_\infty - 0; c, b) > -\infty \).

This completes the proof of the theorem. \( \square \)

Now we select some of them to be a TS in the cylinder satisfying the boundary condition \( \varphi'(1) = k \).

**Proof of Theorem 1.4 in case (d) holds.** In case \( k = -\infty \), the condition \( b^{1/\alpha} \sqrt{1+k^2} > -kN \) reduces to \( R_\infty(0, b) = N b^{-1/\alpha} < 1 \). Since \( R_\infty(c, b) \) is continuously dependent on and strictly increasing in \( c \), and \( R_\infty(b, b) = \infty \), there exists a unique \( c = c_1(b) \) such that \( R_\infty(c_1(b), b) = 1 \), or, equivalently, \( \Psi(1; c_1(b), b) = -\infty \).

In case \( k \in (-\infty, 0) \), as in the proof of Theorem 1.4 (b) in Subsection 2.2, there exists a unique \( \tilde{c}(b, k) > 0 \) such that \( \Phi'(1; \tilde{c}, b) = k \). This proves the existence of TS of (1.19)-(1.23) for \( b > 0 \) and \( k \in [-\infty, 0) \). \( \square \)

### 4. Asymptotical Stability of the TSs: the Case \( b \leq 0 \)

In this section we study the asymptotical stability for the TSs of (1.19) with \( b \leq 0 \) in the cylinder \( \Omega \) and with prescribed boundary angles:
\[
(4.1) \quad u_r(0, t) = 0, \quad u_r(1, t) = k, \quad t > 0.
\]
Since all the TSs in case \( b \leq 0 \) have convex profiles, it is natural to require the boundary slope is positive: \( k > 0 \) and to consider the solutions of (1.19)-(1.1) with positive mean curvature:
\[
(4.2) \quad H(r, t) = \frac{u_r}{(1 + u_r^2)^{3/2}} + \frac{N-1}{r\sqrt{1 + u_r^2}} > 0, \quad r \in [0, 1].
\]

Note that, under this condition, \( u_{rr} > 0 \) is not necessarily to be true, but \( u_r > 0 \) is true (see details in the proof of Theorem 4.1). In the first subsection we will give some a priori estimates, including the uniform positive lower and upper bounds for \( H \). In the second subsection we prove the asymptotic stability of the TS, that is, any solution of the initial boundary value problem converges to the TS.

#### 4.1. A priori estimates

To derive the global existence, one needs the \( C^2 \) estimate for the solutions of fully nonlinear parabolic equations. We will see below that, the \( C^0 \) and \( C^1 \) estimates are direct consequences of the maximum principle, as long as the equation is a parabolic one. However, the \( C^2 \) estimates and the parabolicity itself is not so obvious. Furthermore, considering our final aim is to show the convergence of the solution to the TS, we even need uniform-in-time estimates for \( u_r, u_{rr} \), as well as the uniform-in-time positive lower and upper bounds for \( H \). In other words, the estimate like \( H > 0 \), though it is enough in studying the global existence, but it is not enough to give the convergence of the solution to TS. In this part we will give required uniform estimates by using the maximum principle.
**Theorem 4.1.** Assume \( u(r,t) \) is a classical solution, in the time interval \([0,T]\), of the problem (1.9)-(1.1) with initial data as in (1.2). Assume also \( b \leq 0 < k \), \((-b)^{1/\alpha} \sqrt{1 + k^2} < kN\) and (4.3) \[ H^\alpha(r,0) + b > 0, \quad r \in [0,1]. \]

Then there exist positive constants \( M_0, M_1, M_2, V_*, V^*, H_*, H^* \), independent of \( t \) and \( T \), such that

\[
\begin{align*}
|u(r,t) - \hat{c}t| &\leq M_0, \quad r \in [0,1], \quad t \in [0,T); \\
0 < u_r(r,t) &\leq M_1, \quad r \in (0,1), \quad t \in [0,T); \\
V_* &\leq u_t(r,t) \leq V^*, \quad r \in [0,1], \quad t \in [0,T); \\
H_* &\leq H(r,t) \leq H^*, \quad r \in [0,1], \quad t \in [0,T); \\
|u_{rr}(r,t)| &\leq M_2, \quad r \in [0,1], \quad t \in [0,T),
\end{align*}
\]

where \( \hat{c} \) is the speed of the TS in Theorem 1.4.

**Proof.** By (4.3), the mean curvature \( H(r,t) \) remains positive in \([0,T_0]\) for some \( T_0 \leq T \). We first show that all the inequalities hold in this time interval.

Since \( H(r,t) > 0 \) for \( t \in [0,T_0] \), the equation (1.3) or (1.9) is a parabolic one. So, for some large \( M_0' > 0 \), the TS \( \overline{\Phi}(r) + \hat{c}t + M_0' \) (which exists by \((-b)^{1/\alpha} \sqrt{1 + k^2} < kN\)) is an upper solution of initial-boundary value problem (1.9)-(1.1) with \( u(r,0) = u_0(r) \). Similarly, \( \overline{\Phi}(r) + \hat{c}t - M_0' \) is a lower solution. (If one worries about the unboundedness of the coefficient \( \frac{N-1}{r} \) in the equation (1.9), he/she can use the equation (1.3) instead of (1.9) to proceed the comparison.) The estimates (4.4) then follows from the comparison principle, for some \( M_0 \) depending on \( b, k \) and \( \|u_0\|_C \).

We next derive the \( C^1 \) bound by using the equation (1.3). (The reason we use the equation (1.3) instead of the radially symmetric form (1.9) is to avoid the possible unboundedness of the coefficients involving \( \frac{u}{r} \). By further estimates like \( u_r \leq Kr \), which will be shown below, we see that \( \frac{u}{r} \) is actually bounded.) Denote

\[
\xi := \sqrt{1 + |Du|^2} = \sqrt{1 + u_r^2}, \quad A := \delta_{ij} - \frac{D_i u D_j u}{\xi^2}.
\]

Then the equation (1.3) is

\[
u_t = (H^\alpha + b) \xi = \left( \frac{A}{\xi} D_{ij} u \right)^\alpha \xi + b \xi, \quad |x| < 1, \quad t \in [0,T).
\]

Denote \( w_1(x,t) := u_{x_1}(x,t) \), then

\[
w_{1t} = \alpha A H^{\alpha-1} D_{ij} w_1 + B_1 Du Dw_1 + B_2 D_{ij} u D_i u D_j w_1, \quad |x| < 1, \quad t \in [0,T_0),
\]

where

\[
B_1 := -\alpha A H^{\alpha-1} \xi^2 AD_{ij} u + 2\alpha H^{\alpha-1} D_{ij} u D_i u D_j u + (H^\alpha + b) \xi^3, \quad B_2 := -\frac{2\alpha H^{\alpha-1}}{\xi^2}.
\]

The boundary conditions (4.1) imply that

\[
w_1(x,t) = u_r \frac{x_1}{r} \bigg|_{r=1} = k x_1, \quad |x| = 1, \quad t \in [0,T_0).
\]

Then, using the maximum principle for \( w_1 \) we conclude that

\[
|w_1(x,t)| \leq M_1 := \|u_0\|_C, \quad |x| \leq 1, \quad t \in [0,T_0).
\]

Hence,

\[
|u_r(r,t)| = |w_1(r,0,\cdots,0,t)| \leq M_1, \quad r \in [0,1], \quad t \in [0,T_0).
\]
By $H > 0$ we have $H(0, t) = Nu_{rr}(0, t) > 0$. Hence $u_r(r, t) > 0$ for small $r > 0$. Though we cannot derive $u_{rr} > 0$, we do have the conclusion $u_r > 0$ for $r \in (0, 1], t \in [0, T_0)$. Otherwise, assume, for some $t_1 \in [0, T_0)$, there exists $r_1 \in (0, 1)$ such that it is the smallest positive zero of $u_r(\cdot, t_1)$, then $u_{rr}(r_1, t_1) \leq 0$, and so

$$H(r_1, t_1) = \frac{u_{rr}}{(1 + u_r^2)^3/2} + \frac{(N - 1)u_r}{r\sqrt{1 + u_r^2}}(r_1, t_1) \leq 0,$$

contradicts our assumption. Hence, the estimate (4.11) can be improved to (4.5).

Similarly, if we write $w(x, t) := u_t(x, t)$, then

$$w_t = \alpha AH^{a-1}D_{ij}u + B_3Du Dw + B_2D_{ij}u Dw_{ij}w, \quad |x| < 1, \ t \in [0, T_0),$$

where $B_2$ is as above and

$$B_3 := \frac{\alpha H^{a-1}\xi^2 D_{ij}u + 2\alpha H^{a-1}D_{ij}u Dw_{ij}u + (H^a + b)\xi^3}{\xi^4}.$$

The boundary condition (1.4) implies that

$$Dw \cdot \nu = 0, \quad |x| = 1, \ t \in [0, T_0),$$

since $u$ is radially symmetric. Then, using the maximum principle for $w$ we have

$$\min u_t(r, 0) = w(x, t) = u_t(x, t) \leq \max u_t(r, 0), \quad r \in [0, 1], \ t \in [0, T_0).$$

Denote

$$\xi_0^0 := \max \xi(r, 0) = \sqrt{1 + \max u'_0(r)^2}, \quad \xi_0^0 := \sqrt{1 + M_1^2} \geq \xi(r, t).$$

Then we have

$$0 < V_* := \min H^a(r, 0) + b \leq u_t = (H^a + b)\xi \leq V^* := \max H^o(r, 0) + b|\xi_0^0|$$

for $r \in [0, 1]$ and $t \in [0, T_0)$, and so

$$H_* := \left(\frac{V_*}{\xi_0^0} - b\right)^{1/\alpha} \leq H(r, t) \leq H_* := (V^* - b)^{1/\alpha}, \quad r \in [0, 1], \ t \in [0, T_0).$$

This proves (4.7) (note that $H_* > 0$ due to $b \leq 0$).

Furthermore, we can use the second inequality in (4.14) to conclude that

$$u_{rr} \leq H^a\xi^3 - \frac{(N - 1)u_r}\xi^2 \leq H^a(\xi_0^0)^3, \quad r \in [0, 1], \ t \in [0, T_0).$$

This implies that

$$u_r(r, t) = \int_0^r u_{rr}(r, t) \leq H^a(\xi_0^0)^3 r, \quad r \in [0, 1], \ t \in [0, T_0).$$

On the one hand, this implies that

$$0 \leq \frac{u_r}{r} \leq H^a(\xi_0^0)^3, \quad r \in [0, 1], \ t \in [0, T_0),$$

and so the radially symmetric equation (1.9) in fact has no singularity at $r = 0$. On the other hand, by the first inequality in (4.14) we have

$$u_{rr} \geq H_2\xi^3 - \frac{(N - 1)u_r}\xi^2 \geq H_* - (N - 1)H^a(\xi_0^0)^5, \quad r \in [0, 1], \ t \in [0, T_0).$$

This proves the bound in (4.8) for $u_{rr}$.

By the above results, especially, the positive lower and upper bounds for $H$, we see that the equation is a uniform parabolic one till the time $T_0$. So the interval $[0, T_0)$ where $H$ remains to be positive can be extended to $[0, T)$. All the estimates we have proved remain valid in $[0, T)$. 
This prove the theorem. \qed

4.2. Stability of the TS. Based on the a priori estimate we can prove the following stability result of TS in case $b \leq 0$

**Theorem 4.2.** Assume $b \leq 0 < k$, $(-b)^{1/\alpha} \sqrt{1 + k^2} < kN$ and (4.3) holds. Then the problem (1.9) - (1.1) with initial data $u(r, 0) = u_0(r)$ has a unique global classical solution $u(r, t)$, all the estimate results in the previous theorem hold, and the limit (1.18) holds.

**Proof.** Using the assumption (4.3) one can obtain the local existence for the classical solution $u$. Then using the a priori estimates given in the previous theorem one can obtain the global solution by the parabolic theory.

Next, we study the asymptotic stability of TS, or, the convergence of $u$ to the TS. Denote

$$\tilde{u}(r, t) := u(r, t) - \hat{c}(b, k)t, \quad r \in [0, 1], \ t \geq 0.$$  

By $|\tilde{u}(r, t)| \leq M_0$, the uniform-in-time estimates for $u_r$, $u_{rr}$ and $H$, we can use the theory for fully nonlinear uniform parabolic equation to conclude that, for any given $\beta \in (0, 1)$,

$$\|\tilde{u}(r, t)\|_{C^{2+\beta,1+\beta/2}([0, 1] \times [t_1, t_2])} \leq C, \quad 0 < t_1 < t_2,$$

for some $C$ independent of $t_1, t_2$. Therefore, the $\omega$-limit set of $\tilde{u}$ is non-empty, connected, invariant and compact. To finish the proof we only need to show that the $\omega$-limit set is a singleton $\overline{\Phi}(r) + M$ for some $M \in \mathbb{R}$.

We first show that any $\omega$-limit of $\tilde{u}$ is a shift of $\overline{\Phi}(r)$. Assume, for example, there exist a time sequence $\{t_n\}$ and a function $U(r, t) \in C^{2+\beta,1+\beta/2}([0, 1] \times (0, \infty))$ such that

$$\tilde{u}(r, t_n + t) - U(r, t) \to 0 \quad \text{as} \quad n \to \infty,$$

in the topology of $C^{2+\beta',1+\beta'/2}_{loc}([0, 1] \times \mathbb{R})$ for $\beta' \in (0, \beta)$. We show that $U(r, t) \equiv \overline{\Phi}(r) + M$ for some $M \in \mathbb{R}$. Otherwise, assume by contradiction that

$$\overline{\Phi}(r) + M_1 \not\leq U(r, 0) \not\leq \overline{\Phi}(r) + M_2,$$

for some $M_2 > M_1$. Here, we write $f_1(r) \leq f_2(r)$ if $f_1(r) \leq f_2(r)$ and “equality” does hold at some point. Since both $U$ and $\overline{\Phi}(r) + M_2$ satisfy the equation of $\tilde{u}$ and the boundary condition (1.1), by the strong comparison principle we have

$$U(r, 1) < \overline{\Phi}(r) + M_2 - 2\varepsilon, \quad r \in [0, 1],$$

for small $\varepsilon > 0$. Since $\tilde{u}(r, t_n + 1) \to U(r, 1)$ as $n \to \infty$, for large $n_0$, there holds

$$\tilde{u}(r, t_n + 1) < U(r, 1) + \varepsilon < \overline{\Phi}(r) + M_2 - \varepsilon, \quad r \in [0, 1], \ n \geq n_0.$$

Using comparison again we have

$$\tilde{u}(r, t) \leq \overline{\Phi}(r) + M_2 - \varepsilon, \quad r \in [0, 1], \ t \geq t_{n_0} + 1.$$

By $\tilde{u}(r, t_n) \to U(r, 0)$ we have

$$U(r, 0) \leq \overline{\Phi}(r) + M_2 - \varepsilon,$$

contradicts the second inequality in (4.17). This proves that any $\omega$-limit of $\tilde{u}$ is $\overline{\Phi}(r) + M$ for some $M \in \mathbb{R}$.

Finally, we show that $\omega$-limit set is a singleton, that is, the above $M$ is unique. Otherwise, there exists $\varepsilon > 0$ (the case $\varepsilon < 0$ is proved similarly) such that both $\overline{\Phi}(r) + M$ and $\overline{\Phi}(r) + M + 2\varepsilon$ are $\omega$-limits of $\tilde{u}$. So, there exists large $T$ such that

$$\|\tilde{u}(r, T) - \overline{\Phi}(r) - M\|_{C^2([0, 1])} \leq \varepsilon,$$
which, by comparison, implies that

\[ \tilde{u}(r, t) \leq \Phi(r) + M + \epsilon, \quad r \in [0, 1], \ t \geq T. \]

This, however, contradicts the assumption that \( \Phi(r) + M + 2\epsilon \) is also an \( \omega \)-limit of \( \tilde{u} \).

This completes the proof of the theorem. \( \square \)

5. Asymptotical Stability of the TSs: the Case \( b > 0 \)

This section deals with the case \( b > 0 \). In this case, the profile of a TS can be a convex one when \( b > 0, \ k > 0 \), or a concave one when \( b > 0 > k \). As in the previous section, the key step is to give the uniform positive lower bound of \( H \) in the former case, and the uniform negative upper bound of \( H \) in the latter case. However, unlike deriving \( H \geq H_\ast > 0 \) in \([4.14]\) from \([4.13]\) due to \( b \leq 0 \), in the case where \( b > 0 \) we have to adopt other approach to derive the positive lower (or negative upper) bound for \( H \). We will consider the case \( b > 0, \ k > 0 \) and \( b > 0 > k \) respectively in two subsections. We do not consider the case \( b > 0 = k \), since the profile of the TS in this case is a horizontal plane, whose mean curvature is 0, and so the corresponding parabolic equation \([1.9]\) is a degenerate one. Of course, in case \( \alpha = 1 \), the equation is a quasilinear one and we can consider the case \( b > 0 = k \). Similar argument as in this and the previous sections leads to the result: any solution of \([1.9]-[4.1]\) converges to the TS with flat profile.

5.1. The case \( b > 0, k > 0 \). As above, we first derive the a priori estimates. Assume \( u(r, t) \) is a classical solution in the time interval \([0, T)\), of the problem \([1.9]-[4.1]\) with \( k > 0 \) and with initial data satisfying \([1.12]\). We will derive the a priori estimates as that in Theorem 4.1 by several lemmas.

On the \( C^1 \) estimates we have the following results.

**Lemma 5.1.** Assume \( b > 0, \ k > 0 \), and \( H(r, t) > 0 \) in \([0, T_0)\) for some \( T_0 \leq T \). Then there exist positive constants \( M_0, M_1, M_2, V_\ast, H_\ast, \) independent of \( t \) and \( T_0 \), such that

\[
|u(r, t) - \tilde{c}(b, k)t| \leq M_0, \quad r \in [0, 1], \ t \in [0, T_0);
\]
\[
0 < u_{r} (r, t) \leq M_1, \quad r \in (0, 1], \ t \in (0, T_0);
\]
\[
V_\ast \leq u_{t}(r, t) \leq V_\ast, \quad r \in [0, 1], \ t \in [0, T_0);
\]
\[
0 < H(r, t) \leq H_\ast, \quad r \in [0, 1], \ t \in [0, T_0);
\]
\[
|u_{rr}(r, t)| \leq M_2, \quad r \in (0, 1], \ t \in (0, T_0).
\]

**Proof.** The proof is similar as that for Theorem 4.1. The main difference is that the lower bound of \( H \) is 0 by the assumption, rather than a positive number as in \([4.14]\) due to \( b \leq 0 \) in that case. Therefore, the lower bound of \( u_{rr} \) in \([4.16]\) is now replaced by

\[
u_{rr} > -\frac{(N-1)u_r}{r} \xi^2 \geq -(N-1)H_\ast(\xi^0)^5, \quad r \in [0, 1], \ t \in [0, T_0).\]

This proves the lemma. \( \square \)

As in the previous section, the uniform-in-time positive lower bound of \( H \), which has not been given in the above lemma, is the key step in our approach. We will study it under the following condition:

\[
(5.1) \quad u_0''(r) > 0, \quad r \in [0, 1],
\]

which is a little stronger than the condition \( H(r, 0) > 0 \).

First, we use the zero number argument to present a uniform positive lower bound for \( H(0, t) \).

**Lemma 5.2.** Assume the hypotheses in the previous lemma hold, and \([5.1]\) holds. Then there exists \( \delta_0 > 0 \) depending only on \( b, N \) and \( u_0 \) such that \( u_{rr}(0, t) > \delta_0 \) for all \( t \in [0, T_0) \).
Proof. For any $c > b$ with $c - b$ sufficient small, by Theorem 3.4, the equation (1.9) has a TS $\Phi(r; c, b) + ct$, and

$$\Phi'(r) < u_0'(r), \quad r \in (0, 1].$$

This is possible since $u_0''(r) > 0$ and $\Phi'(r) \to 0$ uniformly in $r \in [0, 1]$, as $c \to b + 0$. Then for any $d \in \mathbb{R}$, the relationship between $\Phi(r; c, b) + d$ and $u_0(r)$ is one of the following 4 cases:

1. no contact point;
2. $\Phi(0; c, b) + d = u_0(0)$ and $\Phi(r; c, b) + d < u_0(r)$ for $r \in (0, 1]$;
3. there is exactly one point $r_0 \in (0, 1)$ with $\Phi(r; c, b) + d > u_0(r)$ for $r \in [0, r_0)$, $\Phi(r; c, b) + d < u_0(r)$ for $r \in (r_0, 1]$.

(4). $\Phi(r; c, b) + d > u_0(r)$ for $r \in [0, 1)$, $\Phi(1; c, b) + d = u_0(1)$ and $\Phi'(1; c, b) < u_0'(1)$.

Since both $u_1(x, t) := u(|x|, t)$ and $u_2(x, t) := \Phi(|x|; c, b) + d + ct$ are radially symmetric solutions of the equation (1.3), by using the zero number diminishing property as in [2, 9] we conclude that, for any time $t \in (0, T_0)$, the relationship between $u(r, t)$ and $\Phi(r; c, b) + ct + d$ is also one of the above 4 cases. In particular, there exists a unique $d = d(t)$ such that $\Phi(r; c, b) + ct + d(t)$ is tangent to $u(r, t)$ at $r = 0$, and so

$$u_{rr}(0, t) \geq \Phi''(0; c, b) = \frac{(c - b)^{1/\alpha}}{N}, \quad t \in [0, T_0).$$

This proves the lemma. \hfill \Box

For the speed parameter $c$ in the above proof, we can take another smaller $c_1 \in (b, c)$ such that, the TS $\Phi_1(r) + c_1 t$ with $\Phi_1(r) := \Phi(r; c_1, b)$ satisfying

$$u_{rr}(0, t) - \Phi_1''(0) \geq \delta_1 := \frac{(c - b)^{1/\alpha} - (c_1 - b)^{1/\alpha}}{N}, \quad t \in [0, T_0),$$

(5.3) $\Phi_1'(1) < k$;

and

(5.4) $u_0'(r) - \Phi_1'(r) > 0, \quad r \in (0, 1].$

**Lemma 5.3.** There holds

$$\eta(r, t) := u_r(r, t) - \Phi_1'(r) > 0, \quad r \in (0, 1), \quad t \in [0, T_0).$$

**Proof.** We only need to prove the conclusion in $t \in [0, T_0 - \epsilon]$ for any small $\epsilon > 0$. In this time interval we have

$$H(r, t) \geq h_\ast(\epsilon) > 0, \quad r \in [0, 1], \quad t \in [0, T_0],$$

and so the equation is a uniform parabolic one. By using the non-radially symmetric equation (1.3) if necessary we have the parabolic estimate

$$|u_{rr}(r, t)| \leq M_3(T_0, \epsilon), \quad r \in [0, 1], \quad t \in [0, T_0 - \epsilon].$$

Therefore, by (5.2), there exists $r_0 \in (0, 1)$ small such that

$$u_{rr}(r, t) - \Phi_1''(r) > 0, \quad r \in [0, r_0], \quad t \in [0, T_0 - \epsilon],$$

and so

(5.6) $\eta(r, t) = u_r(r, t) - \Phi_1'(r) > 0, \quad r \in [0, r_0], \quad t \in [0, T_0 - \epsilon].$

Denote

$$\xi := \sqrt{1 + u_r^2}, \quad H := \frac{u_{rr} r}{\xi^3} + \frac{(N - 1)u_r}{r \xi}, \quad \xi_1 := \sqrt{1 + (\Phi_1')^2}, \quad H_1 := \frac{\Phi_1''}{\xi_1^3} + \frac{(N - 1)\Phi_1'}{\xi_1^2}.$$
We will use $A_1, A_2, \cdots$ to denote continuous functions of $r, u_r, u_{rr}, H$ and/or $\Phi'_1, \Phi''_1, H_1$. Differentiating the equations

$$u_t = (H^\alpha + b)\xi, \quad c_1 = (H_1^\alpha + b)\xi_1$$

respectively in $r$ we have

$$u_{rt} = \frac{\alpha H^{\alpha-1}}{\xi^2} u_{rrt} + A_1 u_{rt} - \frac{(N-1)\alpha H^{\alpha-1}}{r^2} u_r$$

and

$$0 = \frac{\alpha H_1^{\alpha-1}}{\xi^2} \Phi'''_1 + A_2 \Phi''_1 + A_3 \Phi'_1.$$

Subtracting the second equation from the first one we have

$$\eta_5 = \frac{\alpha H^{\alpha-1}}{\xi^2} (\eta_{rr} + A_4 \eta_r + A_5 \eta), \quad r \in (0, 1), \quad t \in [0, T_0 - \epsilon].$$

Set

$$D_1 := [r_0, 1] \times [0, T_0 - \epsilon].$$

Since all of the functions $\frac{1}{r}, u_r, u_{rr}, H^{\alpha-1}, \Phi'_1, \Phi''_1, H_1^{\alpha-1}$ are bounded in $D_1$, so are the coefficients in the equation of $\eta$. On the other hand, $\eta(r, t) > 0$ on the parabolic boundary of $D_1$ by (5.6), (5.3) and (5.4). Hence, the maximum principle implies that

$$\eta(r, t) > 0 \quad \text{in} \quad D_1.$$

Combining with (5.6) we obtain the conclusion. \hfill \square

Next, we show that $u_{rr} > 0$ in $[0, T_0)$.

**Lemma 5.4.** Assume the hypotheses in Lemma 5.1 hold and (5.1) holds. Then $u_{rr}(r, t) > 0$ for all $r \in [0, 1], t \in [0, T_0)$.

**Proof.** Since $u_0''(r) > 0$, $u_{rr}(r, t) > 0$ for small $t > 0$ by continuity. Assume, by contradiction, that, for some $T_1 \in (0, T_0)$ and some $r_1 \in (0, 1)$, there hold

$$u_{rr}(r, t) > 0 \quad \text{for} \quad r \in [0, 1], t \in [0, T_1], \quad u_{rr}(r_1, T_1) = 0.$$

Differentiating the equation (5.7) again with respect to $r$ we have, with $\zeta := u_{rr}$

$$\zeta_t = \frac{\alpha H^{\alpha-1}}{\xi^2} \zeta_{rr} + A_6 \zeta_r + A_7 \zeta + \alpha^2 (N - 1)^2 u_r^2 H^{\alpha-2} - \frac{(N-1)\alpha H^{\alpha-1}}{r^2} \zeta_r + A_6 \zeta_r + A_7 \zeta,$$

where, as above, $A_6, A_7$ are continuous functions of $\frac{1}{r}, u_r, \zeta, \zeta_r$, which may be unbounded when $\frac{1}{r}$ is involved.

Since $H > 0$ in $[0, T_0)$, it has a positive lower bound in $[0, T_1]$. Hence, the equations of $u, \eta, \zeta$ are all uniform parabolic ones, and so

$$|\zeta_r(r, t)| = |u_{rrr}(r, t)| \leq M'_y, \quad r \in [0, 1], \quad t \in [0, T_1].$$

Combining with (5.2) we see that for some $\tilde{r}_0 \in (0, 1)$ small,

$$\zeta(r, t) = u_{rr}(r, t) > 0, \quad r \in [0, \tilde{r}_0], \quad t \in [0, T_1].$$

If the zero $r_1$ of $u_{rr}(\cdot, T_1)$ is in $(\tilde{r}_0, 1)$, then we can use the strong maximum principle for $\zeta$ in the domain $[\tilde{r}_0, 1] \times [0, T_1]$ to get a contradiction. If $r_1 = 1$, then we can use the Hopf lemma in the same domain to conclude that

$$\zeta_r(1, T_1) = u_{rrr}(1, T_1) < 0.$$

Substituting this inequality and $u_r(1, t) \equiv k$, $u_{rr}(1, T_1) = 0$ into the equation (5.7) we also have a contradiction to $u_{rr}(1, t) \equiv 0$.

Hence, (5.8) can not be true. This proves the lemma. \hfill \square
Combining the above lemmas we obtain a positive lower bound for $H$.

**Proposition 5.5.** Assume the hypotheses in Lemma 5.1 hold and (5.1) holds. Then, there exists $H_* > 0$, independent of $t$ and $T_0$, such that

$$H(r,t) \geq H_*, \quad r \in [0,1], \; t \in [0,T_0).$$

**Proof.** For all $r \in [0,1]$ and $t \in [0,T_0)$, by Lemmas 5.4 and 5.3 we have

$$H = \frac{u_{rr}}{\xi^3} + \frac{(N-1)u_r}{r\xi} \geq \frac{(N-1)u_r}{r\xi} \geq \frac{N-1}{\sqrt{1+k^2}} \cdot \Phi'(r) \geq H_* := \frac{N-1}{\sqrt{1+k^2}} \min_{r \in [0,1]} \Phi'(r).$$

This proves the conclusion. \[\square\]

With this uniform positive lower bound of $H$ in hand, we can prove the following result in a similar way as in the previous section.

**Theorem 5.6.** Assume $b > 0$, $k > 0$ and $u^{0''}_0(r) > 0$. Then the problem (1.9)-(4.1) with initial data $u(r,0) = u_0(r)$ has a unique global classical solution $u(r,t)$, all the estimate results in Lemma 5.7 and the positive lower bound of $H$ in Proposition 5.5 hold for all $t \geq 0$.

Moreover, the TS $\tilde{\Phi}(r;k) + \tilde{c}(b,k)t$ is asymptotically stable in the sense that (1.18) holds.

5.2. The case $b > 0 > k$. In this case, the TS has a concave profile with negative mean curvature, so it is natural to consider the solution $u$ of (1.9)-(4.1) with $H < 0$. To derive the convergence of the profile of $u$, as above we need a uniform-in-time negative lower and upper bounds for $H$. In particular, the negative upper bound for $H$ is essential in the approach. For this purpose we require that the initial $u_0(r)$ not only satisfies $H(r,0) < 0$ but also satisfies

$$(5.9) \quad u^{0''}_0(r) < 0, \quad r \in [0,1].$$

In a similar way as in the previous subsection we can derive the following result.

**Theorem 5.7.** Assume $\alpha = \frac{q}{p}$ for some positive odd number $p$ and $q$, $b > 0 > k$, and $b^{1/\alpha} \sqrt{1+k^2} > -kN$. Assume also that (5.9) and $H^{\alpha}(r,0) + b > 0$. Then

(i) the problem (1.9)-(4.1) with initial data $u(r,0) = u_0(r)$ has a unique global classical solution $u(r,t)$;

(ii) there exist positive constants $M_0, M_1, M_2, V_*, V^*, H_*, H^*$, such that

$$|u(r,t) - \tilde{c}(b,k)t| \leq M_0, \quad r \in [0,1], \; t \geq 0;$$

$$0 > u_r(r,t) \geq -M_1, \quad r \in (0,1], \; t \geq 0;$$

$$V_* \leq u_t(r,t) \leq V^*, \quad r \in [0,1], \; t \geq 0;$$

$$-H^* \leq H(r,t) \leq -H_*, \quad r \in [0,1], \; t \geq 0;$$

$$|u_{rr}(r,t)| \leq M_2, \quad r \in [0,1], \; t \geq 0;$$

(iii) the TS $\tilde{\Phi}(r;k) + \tilde{c}(b,k)t$ is asymptotically stable in the sense that (1.18) holds.

**REFERENCES**

[1] M. Alfaro, D. Hilhorst and H. Matano, The singular limit of the Allen-Cahn equation and the FitzHugh-Nagumo system, *J. Differential Equations*, 245 (2008), 505-565.

[2] S. B. Angenent, The zero set of a solution of a parabolic equation, *J. reine angew. Math.*, 390 (1988), 79-96.

[3] S. B. Angenent, Parabolic equations for curves on surfaces, I: Curves with $p$-intergrable curvature, *Ann. of Math.*, 132 (1990), 451-483.

[4] S. B. Angenent, Parabolic equations for curves on surfaces, II: Intersections, blow-up and generalized solutions, *Ann. of Math.*, 133 (1991), 171-215.

[5] S. J. Altschuler and L. F. Wu, Convergence to translating solutions for a class of quasilinear parabolic boundary problems, *Math. Ann.*, 295 (1993), 761-765.
[6] S. J. Altschuler and L. F. Wu, Translating surfaces of the non-parametric mean curvature flow with prescribed contact angle, *Calc. Var. Partial Differential Equations*, 2 (1994), 101-111.

[7] J. Cai and B. Lou, Convergence in a quasilinear parabolic equation with time almost periodic boundary conditions, *Nonl. Anal.*, 75 (2012), 6312-6324.

[8] X. Chen, J.-S. Guo, F. Hamel, H. Ninomiya and J.-M. Roquejoffre, Traveling waves with paraboloid like interfaces for balanced bistable dynamics, *Ann. Inst. H. Poincaré Anal. Non Linéaire*, 24 (2007), 369-393.

[9] X. Y. Chen and P. Poláčik, Asymptotic periodicity of positive solutions of reaction diffusion equations on a ball, *J. reine angew. Math.*, 472 (1996), 17-51.

[10] K.-S. Chou and X. L. Wang, The curve shortening problem under Robin boundary condition, *NoDEA Nonl. Differential Equations Appl.*, 19 (2012), 177-194.

[11] K.-S. Chou and X.-P. Zhu, The Curve Shortening Problem, Chapman & Hall/CRC, Boca Raton, FL, 2001.

[12] D. Hilhorst, G. Karali, H. Matano and K. Nakashima, Singular limit of a spatially inhomogeneous Lotka-Volterra competition-diffusion system, *Comm. Partial Differential Equations*, 32 (2007), 879-933.

[13] G. Huisken, Nonparametric mean curvature evolution with boundary conditions, *J. Differential Equations*, 77 (1989), 369-378.

[14] J. P. Keener and J. J. Tyson, The dynamics of scroll waves in excitable media, *SIAM Rev.*, 34 (1992), 1-39.

[15] B. Lou, Periodic traveling waves of a mean curvature flow in heterogeneous media, *Discrete Contin. Dyn. Syst.*, 15 (2009), 231-249.

[16] B. Lou, H. Matano and K. Nakamura, Recurrent traveling waves in a two-dimensional saw-toothed cylinder and their average speed, *J. Differential Equations*, 255 (2013), 3357-3411.

[17] B. Lou, X. Wang and L. Yuan, Convergence to a grim reaper for a curvature flow with variable boundary slopes, *Calc. Var. Partial Differential Equations*, (2021), 60:159.

[18] X. N. Ma, P. H. Wang and W. Wei, Mean curvature equation and mean curvature type flow with non-zero Neumann boundary conditions on strictly convex domains, *J. Func. Anal.*, 274 (2018), 252-277.

[19] H. Matano, K.I. Nakamura and B. Lou, Periodic traveling waves in a two-dimensional cylinder with saw-toothed boundary and their homogenization limit, *Netw. Heterog. Media*, 1 (2006), 537-568.

[20] M. Nara and M. Taniguchi, Convergence to V-shaped fronts in curvature flows for spatially non-decaying initial perturbations, *Discrete Contin. Dyn. Syst.*, 16 (2006), 137-156.

[21] H. Ninomiya and M. Taniguchi, Traveling curved fronts of a mean curvature flow with constant driving force, in “Free Boundary Problems: Theory and Applications I,” Mathematical Sciences and Applications, GAKUTO Internat. Ser. Math. Sci. Appl., 13 (2000), 206-221.

[22] H. Ninomiya and M. Taniguchi, Stability of traveling curved fronts in a curvature flow with driving force, *Methods Appl. Anal.*, 8 (2001), 429-450.