Comparison of Data Mining Algorithms Using Artificial Neural Networks (ANN) and Naive Bayes for Preterm Birth Prediction
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Abstract. Premature birth is still a big problem in Indonesia, in general, 15 million babies are born prematurely every year, more than 1 million babies die from complications due to premature birth. The main purpose of this study is to compare the Artificial Neural Network and Naive Bayes data mining algorithm models to predict preterm birth so as to obtain clinical evidence in preterm birth long before confinement so that sudden preterm birth can be converted to normal nativity. The model proposed in research on the prediction of preterm birth is by applying an Artificial Neural Network (ANN) algorithm and Naive Bayes algorithm. Where the two algorithms will be compared the level of accuracy and the value of the AUC against the prediction of preterm birth. The results obtained that the prediction of preterm birth using the Artificial Neural Network (ANN) algorithm produces an accuracy value of 90.67% and an ROC value of 0.954. While the Naive Bayes algorithm produces an accuracy value of 84.53% and an ROC value of 0.929. For this reason, it can be concluded that the Artificial Neural Network (ANN) algorithm has a superior accuracy of 6.14% and 0.025 for its ROC value in predicting preterm birth.

1. Introduction

Preterm birth is still a big problem in Indonesia, in general, 15 million babies are born prematurely every year, more than 1 million babies die from complications due to premature birth. According to the Health Technology Assessment Indonesia, preterm confinement is a birth that occurs in pregnant women whose gestational age is below 37 weeks [1][2][3]. There are many factors that can cause premature birth; they may include: previous preterm birth, race and body mass index [4]. Many cases of infant deaths occur due to premature birth besides that, premature birth also causes the baby has the possibility of physical disability. As many as
7,000 newborns die worldwide each day while in Indonesia 185 per day, one of the main causes of death is premature. Increased confinement complications and increased risk of neonatal death, in some cases also causes maternal behavioral and psychological problems this is due to the delay in obtaining clinical evidence for preterm birth [5]. The short term, complications can occur in breathing, brain, heart, blood and the immune system. Complications can also occur in the long term in cognitive disorders, hearing loss, cerebral palsy, psychological to chronic health problems [6]. To reduce the number of preterm births and reduce neonatal deaths several studies have been conducted. The following are widely used algorithms: Decision Tree, Naïve Bayes, Neural Networks, Rough Sets, K-Nearest Neighbor, Rule Based, Memory Based Reasoning, Support Vector Machines [7]. Artificial Neural Networks show effective results in creating general models [8]. Other studies comparing data mining algorithms are naïve Bayes and decision trees. The test results show that naïve Bayes has better accuracy on the decision tree algorithm [9]. Contribution of this study is to compare the Artificial Neural Network and Naïve Bayes datamining algorithm models to predict preterm birth so as to obtain clinical evidence in preterm birth long before confinement so that sudden preterm birth can be converted to normal nativity. At the prediction stage, the dataset is used to predict the learning model label. Examination of model performance is obtained from the comparison of datasets on predictive labels. At the classification stage, often using performance metrics, accuracy, loyalty, recall, etc. In regression problems, root mean squared error (RMSE) is used to measure errors.[10].

Research that has been conducted on premature births, such as, Artificial Neural Networks (ANN) is used as a screening tool for preterm birth in heterogeneous maternal populations; Risk estimation uses obstetric variables that are available to doctors before 23 weeks’ gestation. The aim is to assess whether Artificial Neural Networks (ANN) have the potential to be used in estimating obstetric results in a population of low-risk mothers [8]. Soft computation techniques such as Softmax regression using Neural Networks and Gradient Descent Optimizers, Are used to practice the prediction model. The success rate of the prediction obtained is 89.99% with an average phased cost of 0.52. Therefore, this model has proven to be a reliable predictor of identifying high preterm risk in women, so that to plan the necessary antenatal and clinical interventions during pregnancy can provide sufficient time. [5]. This study intends to conduct research on how to predict patients who will give birth prematurely with the C4.5 model algorithm. The results obtained are the C4.5 algorithm produces an accuracy value of 93.60% and an AUC value of 0.946 for the diagnostic level of Very Good Classification [11].

2. Research Methodology
2.1. Artificial Neural Network
The structure that emulates and mimics biological neural networks is a computational model known as artificial neural networks. Artificial neural networks are systems that obtain inputs and outputs that are determined by complex relationships used in non-linear statistical data. Artificial neural networks can learn through the input and output produced, and returned to the network. [5]. In terms of classification, artificial neural networks (ANN) are effective in preterm birth research. The EHG signal is used in classifying terms in preterm birth. Artificial neural networks produce increased generalizations and recognition of the back-propagation algorithm and the resulting accuracy is 70.82% compared to other classification techniques.[12].

2.2. Naïve Bayes
Naïve Bayes is a classification method that is widely used based on Bayes theory. Based on the estimated conditional density of the class and the probability of the previous class, the probability of the posterior class from the test data point can be derived and the test data will be assigned to the class with the maximum posterior class probability. The main problem in the Naïve Bayes method is the estimation of class conditional density. Traditionally conditional
density classes are estimated based on data points. For uncertain classification problems, it is a must to study the conditional density of classes of uncertain data objects represented by probability distributions [13].

2.3. Novelty description
The novelty in this paper is the attribute of the dataset used. The attributes are obtained from existing studies and confirmed by obstetricians and gynecologists.

3. Result and Discussions
3.1. Dataset
The dataset used was from two hospitals in Jakarta, The first hospital had 500 records gynecological patient data, and the second hospital had 250 records gynecological patient data, so that the total data used was 750 records consisted of 11 variables or attributes. There are variables which are classified as predictor variables or predictors which are used as determinants of preterm birth, and destination variables are variables which are used as birth results. The predictor variables are age, systole, diastole, history of high blood pressure, history of miscarriage, history of premature, stress (trauma), cigarette consumption, multiple pregnancy, vaginal discharge. The following is Table 1. Which describes the used attributes.

| Attributes                         | Values                                      |
|------------------------------------|---------------------------------------------|
| Age                                | 0 = Not Prone; 1 = Prone                   |
| Systole                            | 0 = Low; 1 = Normal; 2 = High              |
| Diastole                           | 0 = Low; 1 = Normal; 2 = High              |
| History of high blood pressure     | 0 = Yes; 1 = No                            |
| History of miscarriage             | 0 = Yes; 1 = No                            |
| History of premature               | 0 = Yes; 1 = No                            |
| Stress (Trauma)                    | 0 = Yes; 1 = No                            |
| Cigarette consumption              | 0 = Yes; 1 = No                            |
| Multiple pregnancy                 | 0 = Yes; 1 = No                            |
| Vaginal discharge                  | 0 = Yes; 1 = No                            |
| Results                            | Premature; Not Premature                   |

3.2. Data mining Modelling Using Rapidminer
The model proposed in research on the prediction of preterm birth is by applying an Artificial Neural Network (ANN) algorithm and Naïve Bayes algorithm. Where the two algorithms will be compared the level of accuracy and the value of the AUC against the prediction of preterm birth. Application of Artificial Neural Network (ANN) algorithm and Naïve Bayes algorithm in prediction of preterm birth is using Rapidminer Studio applications or tools.

3.3. Artificial Neural Network (ANN)
To measure the accuracy of the Artificial Neural Network (ANN) classification algorithm, the method used is confusion matrix. Following are the results of the confusion matrix value based on the dataset applied using Rapidminer Studio.
Table 2. Confusion Matrix Table of Artificial Neural Network (ANN) Algorithm

|                | True Premature | True Not Premature | Class Precision |
|----------------|----------------|--------------------|-----------------|
| Premature Pred.| 335            | 32                 | 91.28%          |
| Not Premature Pred.| 38            | 345                | 90.08%          |
| Class Recall   | 89.81%         | 91.51%             |                 |

Based on Table 2, shows that, the number of True Positive (TP) is 335 records classified as True Premature and False Negative (FN) classified as Premature but Not Premature is 32 notes. The next 345 records for True Negative (TN) are classified as Not Premature, and classified as Not Premature, but Premature is 38 False Positive Notes (FP). And the level of accuracy generated by using an Artificial Neural Network (ANN) algorithm is 90.67%.

3.4. Naive bayes

To measure the accuracy of the Naïve Bayes classification algorithm, the method used is confusion matrix. Following are the results of the confusion matrix value based on the dataset applied using Rapidminer Studio.

Table 3. Confusion Matrix Table of Naive Bayes Algorithm

|                | True Premature | True Not Premature | Class Precision |
|----------------|----------------|--------------------|-----------------|
| Premature Pred.| 281            | 24                 | 92.13%          |
| Not Premature Pred.| 92            | 353                | 79.33%          |
| Class Recall   | 75.34%         | 93.63%             |                 |

Based on Table 3, shows that, the number of True Positive (TP) is 281 records classified as True Premature and False Negative (FN) is 24 records classified as Premature but Not Premature. Next 353 records for True Negative (TN) are classified as Not Premature, and 92 False Positive records (FP) are classified as Not Premature, but Premature. And the level of accuracy generated by using the Naïve Bayes algorithm is 84.53%.

3.5. Performance Accuracy

Based on 750 records datasets that have been processed, using Artificial Neural Network (ANN) algorithm and Naïve Bayes algorithm in the prediction of preterm birth. The Table 4. Comparison of accuracy, specificity, sensitivity, NPV and PPV values in the two algorithms is produced.

Based on table 4 that the Artificial Neural Network (ANN) algorithm has an accuracy value of 90.67%, a sensitivity value of 84.14%, a specificity value of 87.74%, a PPV value of 88.20%, and an NPV value of 83.55%. While for the Naïve Bayes algorithm has an accuracy value of 84.53%, a sensitivity value of 92.13%, a specificity value of 79.33%, a PPV value of 75.34%, and an NPV value of 93.63%.
Table 4. Comparison of accuracy, specificity, sensitivity, NPV and PPV values

|                | Value   | ANN     | Naive Bayes |
|----------------|---------|---------|-------------|
| Accuracy       | 90.67%  | 84.53%  |
| Sensitivity    | 91.28%  | 92.13%  |
| Specificity    | 90.08%  | 79.33%  |
| PPV            | 89.81%  | 75.34%  |
| NPV            | 91.51%  | 93.63%  |

3.6. ROC Curve
The following are graphic images of ROC on Artificial Neural Network (ANN) algorithm and Naive Bayes algorithm.

Figure 1. ROC Curve with Artificial Neural Network (ANN) Algorithm

Figure 1 illustrates the results of the Very Good classification diagnosis on the Artificial Neural Network (ANN) algorithm. With the Area Under Curve (AUC) value of 0.954 on the ROC graph.

Figure 2. ROC Curve with Naive Bayes Algorithm

Figure 2 illustrates the results of the Excellent classification for the Naive Bayes algorithm. with an Area Under Curve (AUC) value of 0.929 on the ROC graph.
4. Conclusion

Based on the research conducted on the prediction of premature birth, by comparing the accuracy value and the ROC value on two different algorithms. Namely, the Artificial Neural Network (ANN) algorithm and the Naive Bayes algorithm. The results obtained that the prediction of preterm birth using the Artificial Neural Network (ANN) algorithm produces an accuracy value of 90.67% and an ROC value of 0.954. While the Naive Bayes algorithm produces an accuracy value of 84.53% and an ROC value of 0.929. For this reason, it can be concluded that the Artificial Neural Network (ANN) algorithm has a superior accuracy of 6.14% and 0.025 for its ROC value in predicting preterm birth. further research can utilize optimization algorithms to increase accuracy.
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