A new method for computing the expected hitting time between arbitrary different configurations of the multiple–urn Ehrenfest model
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Abstract

We study a multiple–urn version of the Ehrenfest model. In this setting, we denote the $n$ urns by Urn 1 to Urn $n$, where $n \geq 2$. Initially, $M$ balls are randomly placed in the $n$ urns. At each subsequent step, a ball is selected and put into the other $n-1$ urns with equal probability. The expected hitting time leading to a change of the $M$ balls’ status is computed using the method of stopping times. As a corollary, we obtain the expected hitting time of moving all the $M$ balls from Urn 1 to Urn 2. This proves a conjecture which was recently made in Chen et al. [3].
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1 Introduction

We extend the classical two–urn Ehrenfest model to the multiple–urn case. Label the $n$ urns by Urn 1 to Urn $n$, where $n \geq 2$. At the beginning, $M$ balls are arbitrarily placed in the $n$ urns. Then at each time, one ball is chosen at random, taken from the current urn it resides in, and placed in one of the other $n-1$ urns with equal probability. This model can be treated as a symmetric simple random walk on the graph $G_M = (V_M, E_M)$, where $V_M = \{1,\ldots,n\}^M$, and $E$ contains edges connecting two vertices in $V_M$ if exactly one of their components differs. Here the subscript “$M$” is to stress that the number of balls is $M$. Therefore, $G_M$ is a transitive graph (that is, for any $e, e' \in E_M$, there is an automorphism of the graph that takes $e$ to $e'$) with $n^M$ vertices, and each vertex has common degree $(n-1)M$. Strictly speaking, if we let $X_t = (X_t^{(1)}, \ldots, X_t^{(M)})$ be the state at time $t = 0, 1, \ldots$, where $X_t^{(i)}$ is the number of the urn in which the $i$th
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ball resides at time \( t \), then \( \{X_t : t = 0, 1, \ldots\} \) is a time homogeneous Markov chain on \( V_M \) with transition probability

\[
P(x_1, \ldots, x_M, y_1, \ldots, y_M) = \begin{cases} 
\frac{1}{(n-1)^M}, & \text{if there exists } i \text{ s.t. } x_i \neq y_i, \text{ and } x_j = y_j \text{ for } j \neq i; \\
0, & \text{otherwise.}
\end{cases} 
\] (1.1)

For \( x_1, \ldots, x_M \in \{1, 2, \ldots, n\} \), denote by

\[
T(x_1, \ldots, x_M) = \inf\{t \geq 0 : X_t = (x_1, \ldots, x_M)\}
\]

the first time that \( \{X_t\} \) hits state \((x_1, \ldots, x_M)\). Our main result is described in the following theorem.

**Theorem 1.1** For any two different configurations \((a_1, \ldots, a_M), (b_1, \ldots, b_M) \in \{1, \ldots, n\}^M\), denote \(L = \sum_{i=1}^M 1_{\{a_i = b_i\}}\). Then

\[
\mathbb{E}(T(b_1, \ldots, b_M) \mid X_0 = (a_1, \ldots, a_M)) = \sum_{k=L}^{M-1} \frac{(n-1)^{k+1}}{(M-1)} \sum_{i=0}^k \binom{M}{i} \frac{1}{(n-1)^i},
\]

where \(1_{\{\cdot\}}\) denotes the indicator function, and \(\binom{n}{m} = \frac{n!}{m!(n-m)!}\) (\(0 \leq m \leq n\)) denotes the combinatorial number.

Note that when \(L = M - 1\), the righthand side of Theorem 1.1 becomes \( (n-1)^M \sum_{i=0}^{M-1} \binom{M}{i} \frac{1}{(n-1)^i} \), which equals to \(n^M - 1\). This is a well known result in Markov chains.

As a special case, we obtain the following corollary, which provides the expected hitting time of moving all balls from Urn 1 to Urn 2.

**Corollary 1.2** \( \mathbb{E}\left( T(\underbrace{2, 2, \ldots, 2}_M) \mid X_0 = (\underbrace{1, 1, \ldots, 1}_M) \right) = \frac{(n-1)M}{n} \sum_{k=1}^M \frac{n^k}{k}. \)

**Remark.** (1) Chen et al. [3] proved Corollary 1.2 for the special case \(n = 3\) by using the method of electric networks. They conjectured that the result for general multiple-urn case should be of the form as stated in Corollary 1.2.

(2) Corollary 1.2 is a special case of Theorem 1.1 by letting \(L = 0\). This is not a straightforward result. A key step is to establish the equality

\[
\sum_{k=0}^{M-1} \frac{(n-1)^k}{M^{(M-1)k}} \sum_{i=0}^k \binom{M}{i} = \frac{1}{n} \sum_{k=1}^M \frac{n^k}{k}.
\] (1.2)

It is true. Although it is well known that one cannot get an explicit formula for the inner sum \(\sum_{i=0}^k \binom{M}{i} (n-1)^i \) for fixed \(k\), we can simplify the double sum on the left side of (1.2) to the form on the right side. In fact, by direct calculation, we obtain

\[
\text{LHS of (1.2)} = \sum_{k=0}^{M-1} \sum_{i=0}^k (n-1)^{k-i} \frac{\binom{M}{i}}{M^{(M-1)k}}
\]
\[
\begin{align*}
\sum_{k=0}^{M-1} \sum_{i=0}^{k} \binom{k}{i} (n-1)^{k-i} \cdot B(k-i+1, M-k) &= (B(\cdot, \cdot) \text{ denotes the Beta function}) \\
&= \sum_{k=0}^{M-1} \sum_{i=0}^{k} \binom{k}{i} (n-1)^{k-i} \cdot \int_{0}^{1} s^{k-i}(1-s)^{M-k-1} ds \\
&= \sum_{k=0}^{M-1} \int_{0}^{1} [1 + (n-1)s]^{k}(1-s)^{M-k-1} ds \\
&= \int_{0}^{1} [1 + (n-1)s]^{M-k} ds \\
&= \sum_{k=1}^{M} \int_{0}^{1} \binom{M}{k} (ns)^{k-1}(1-s)^{M-k} ds \\
&= \sum_{k=1}^{M} \binom{M}{k} n^{k-1} \cdot B(k, M-k+1) = \sum_{k=1}^{M} \frac{n^{k-1}}{k} = \text{RHS of (1.2)}.
\end{align*}
\]

Therefore, (1.2) is obtained.

The Ehrenfest model was proposed in Ehrenfest & Ehrenfest \cite{5} for the first time. It is “a test bed of key concepts of statistical mechanics” (see Meerson & Zilber \cite{8}). There are many problems concerning this simple but insightful model. The study of the hitting time was first restricted in the 2–urn case, see Blom \cite{2}, Lathrop et al. \cite{6}, Palacios \cite{9}, etc. The multiple–urn model has attracted much attention recently in both theoretical and application fields, see for example, Xue \cite{11}, Aloisi & Nali \cite{1}, etc. So it is worthwhile to investigate the model more deeply.

This paper is devoted to a purely probabilistic proof for Theorem 1.1. The method we used is original as far as we know. There are other alternative methods available. For example, the method of electric networks can be used. Readers can refer to Doyle and Snell \cite{4} or Lyons and Peres \cite{7} for the introduction of this method. Palacios \cite{9} used the method of electric networks to consider the 2–urn case. Chen et al. \cite{3} used this method to consider the 3–urn case. However, it may become difficult to use the “Y–Delta” transformation to simplify the network when the number of urns \( n \) is large, especially when \( n \geq 4 \). We mention here that Chen et al. \cite{3} stated the main difficulty in the conclusion section of their paper. Besides, the method of the auxiliary Markov chain (which only considers the number of balls in one fixed urn) inspired by Blom \cite{2} and Lathrop et al. \cite{6} can also settle this problem. Very recently, Xin et al. \cite{10} obtained the distribution of the hitting time, which can imply its expectation, too. The strength of our present method is to make a good illustration for the recursive formulas (2.1) and (2.24) below, especially for the special case (2.24).

The rest of this paper is organized as follows. In Sections 2, we will utilize some stopping times to set up the recursive relation. In Section 3, we will use the above recursive relationship to prove Theorem 1.1. And in Section 4, we will give some concluding remarks.
2 The recursive relation

We fix the number of urns \((n)\) and let the number of balls \((k)\) vary. If we consider \(k\) balls, then \(\{X_t\}\) becomes a symmetric simple random walk on the graph \(G_k = (V_k, E_k)\), that is, the state space of \(\{X_t\}\) becomes \(V_k = \{1, \ldots, n\}^k\), and the transition probability is

\[
P(x_1, \ldots, x_k), (y_1, \ldots, y_k) \begin{cases} 
\frac{1}{(n-1)^k}, & \text{if there exists } i \text{ s.t. } x_i \neq y_i, \text{ and } x_j = y_j \text{ for } j \neq i; \\
0, & \text{otherwise.}
\end{cases}
\]

For any \(L \geq 0\), define

\[
s_{L,k} := \mathbb{E} \left( T_{(2, \ldots, 2)} \middle| X_0 = (2, \ldots, 2, 1, \ldots, 1) \right)
\]

for \(k \geq L\). By the transitivity of \(G_k\), if \(\sum_{i=1}^{k} 1_{\{a_i = b_i\}} = L\), then

\[
\mathbb{E}(T_{(b_1, \ldots, b_k)} \mid X_0 = (a_1, \ldots, a_k)) = s_{L,k}.
\]

Our main step is to prove the following proposition, which gives an recursive formula for \(\{s_{L,k} : k = L, L + 1, \ldots\}\), where \(L \geq 0\) is fixed at first.

**Proposition 2.1** \(\{s_{L,k} : k = L, L + 1, \ldots\}\) satisfies the recursive formula

\[
s_{L,k} = \frac{k}{k-1}s_{L,k-1} + (n-1)n^{k-1} + \frac{n-1}{k-1} \sum_{i=1}^{L} \left( \frac{k-1}{i-1} \right) (n-1)^{L-i}, \quad k \geq L + 1;
\]

\[
s_{L,L} = 0.
\]

**Remark.** The intuitive description for the recursive formula \((2.1)\) is as follows. If \(\{X_t\}\) hits \((2, 2, \ldots, 2)\) from \((1, 2, \ldots, 1)\), the first \(k - 1\) components (denoted by \(\{Y_t\}\)), whose rigorous definition will be given in the proof of Lemma \((2.2)\), must hit \((2, 2, \ldots, 2)\) from \((1, 2, \ldots, 1)\) first. Since \(\{Y_t\}\) can be seen as a “delayed” random walk on \(V_{k-1}\), the above procedure will take \(\frac{k}{k-1}s_{L,k-1}\) steps on average. Then it will take some more steps to reach the destination.

The rest of this section is devoted to a strict proof of \((2.1)\). For any \((x_1, \ldots, x_{k-1}) \in V_{k-1}\), define

\[
A_{(x_1, \ldots, x_{k-1})} := \{(x_1, \ldots, x_{k-1}, x_k) : x_k \in \{1, \ldots, n\}\}.
\]

That is, \(A_{(x_1, \ldots, x_{k-1})}\) contains all points in \(V_k\) such that the first \(k - 1\) components are \(x_1, \ldots, x_{k-1}\). Now we define several stopping times. First, define

\[
T_k = \inf \left\{ t > 0 : X_t = (2, 2, \ldots, 2) \right\}.
\]
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\[ s_{L,k} = \mathbb{E}_{(2, \ldots, 2, 1, \ldots, 1)}(T), \tag{2.2} \]

Next, for any \( k > L \), we define a sequence of stopping times \( \{\tau_{k,i} : k = 0, 1, 2, \ldots\} \) inductively by \( \tau_{k,0} = 0 \) and

\[ \tau_{k,i} = \inf \left\{ t > \tau_{k,i-1} : X_t \in A_{(2, \ldots, 2)} \right\} \]

for \( i \geq 1 \). Clearly, for any \( k > L \),

\[ P_{(2, \ldots, 2, 1, \ldots, 1)} \left( \bigcup_{i=1}^{\infty} \{T_k = \tau_{k,i}\} \right) = \sum_{i=1}^{\infty} P_{(2, \ldots, 2, 1, \ldots, 1)}(T_k = \tau_{k,i}) = 1. \]

The next two lemmas give some important properties of the above stopping times.

**Lemma 2.2** \( \mathbb{E}_{(2, \ldots, 2, 1, \ldots, 1)}(\tau_{k,i} - \tau_{k,i-1}) = \left\{ \begin{array}{ll}
\frac{k}{k-1}s_{L,k-1}, & \text{if } i = 1; \\
n^{k-1}, & \text{if } i \geq 2.
\end{array} \right. \)

**Proof.** We define two auxiliary Markov chains on \( V_{k-1} \). First, denote

\[ Y_t := (X_t^{(1)}, \ldots, X_t^{(k-1)}) \]

for \( t = 0, 1, 2, \ldots \). Then \( \{Y_t\} \) is a Markov chain on \( V_{k-1} \) which illustrates the positions of the first \( k - 1 \) balls with transition probability

\[ p_{xy} = \left\{ \begin{array}{ll}
\frac{1}{x}, & \text{if } y = x; \\
\frac{1}{k(n-1)}, & \text{if } y \sim x; \\
0, & \text{otherwise.}
\end{array} \right. \]

Here the notation “\( y \sim x \)” means that \( y \) is a neighbor of \( x \).

Next, denote by \( \{Z_t\} \) the Markov chain on \( V_{k-1} \) which illustrates the process with \( k - 1 \) balls and \( n \) urns with transition probability

\[ q_{xy} = \left\{ \begin{array}{ll}
\frac{1}{(k-1)(n-1)}, & \text{if } y \sim x; \\
0, & \text{otherwise.}
\end{array} \right. \]

For \( x \in V_{k-1} \), let \( f_x = \mathbb{E}_x(T_{k-1}) \) for \( \{Y_t\} \) (that is, under the transition probability \( \{p_{xy}\} \)). Let \( g_x = \mathbb{E}_x(T_{k-1}) \) for \( \{Z_t\} \) (that is, under the transition probability \( \{q_{xy}\} \)). By the transition probability \( \{q_{xy}\} \), we know that \( \{g_x\} \) satisfies

\[ g_x = \left\{ \begin{array}{ll}
1 + \frac{1}{(k-1)(n-1)} \sum_{y \sim x} g_y, & \text{if } x \neq \underbrace{2, \ldots, 2}_{k-1}; \\
0, & \text{if } x = \underbrace{2, \ldots, 2}_{k-1}.
\end{array} \right. \tag{2.3} \]

Similarly, by the transition probability \( \{p_{xy}\} \), \( \{f_x\} \) satisfies

\[ f_x = \left\{ \begin{array}{ll}
1 + \frac{1}{k} \cdot f_x + \frac{1}{n(n-1)} \sum_{y \sim x} f_y, & \text{if } x \neq \underbrace{2, \ldots, 2}_{k-1}; \\
0, & \text{if } x = \underbrace{2, \ldots, 2}_{k-1}.
\end{array} \right. \tag{2.4} \]
Note that (2.4) can be written as

\[
\frac{k - 1}{k} f_x = \begin{cases} 
1 + \frac{1}{(k-1)(n-1)} \sum_{y \sim x} k^{-1} f_y, & \text{if } x \neq (2, \ldots, 2); \\
0, & \text{if } x = (2, \ldots, 2).
\end{cases}
\]  

(2.5)

Comparing (2.5) with (2.4), we can see that \( \{g_x\} \) and \( \{\frac{k - 1}{k} f_x\} \) obey the same difference equation and have the same initial value. Therefore, \( g_x = \frac{k - 1}{k} f_x \) for any \( x \in V_{k-1} \). Especially, \( f_{(2, \ldots, 2, 1 \ldots, 1)} = \frac{k}{k-1} g_{(2, \ldots, 2, 1 \ldots, 1)} \).

Since \( E_{(2, \ldots, 2, 1 \ldots, 1, a)}(\tau_{k,1}) \) is the same for any \( a \in \{1, \ldots, n\} \), we obtain

\[
f_{(2, \ldots, 2, 1 \ldots, 1)} = E_{(2, \ldots, 2, 1 \ldots, 1)}(\tau_{k,1}).
\]

Together with the fact that \( g_{(2, \ldots, 2, 1 \ldots, 1)} = s_{L,k-1} \), we get \( E_{(2, \ldots, 2, 1 \ldots, 1)}(\tau_{k,1}) = \frac{k}{k-1} s_{L,k-1} \).

Furthermore, since \( \{Y_t\} \) is a reversible Markov chain on \( V_{k-1} \) (with \( n^{k-1} \) vertices), there exists a unique invariant distribution which puts an equal mass of \( \frac{1}{n^{k-1}} \) on the \( n^{k-1} \) vertices. So \( E_{(2, \ldots, 2, 1 \ldots, 1)}(\tau_{k,i} - \tau_{k,i-1}) = n^{k-1} \) for any \( i = 2, 3, \ldots \), as desired.

\[\square\]

**Lemma 2.3** For any \( i = 1, 2, \ldots \) and \( t \geq 0 \),

\[
\mathbb{P}_{(2, \ldots, 2, 1 \ldots, 1), (L, k-L)}(T_k - \tau_{k,i+1} = t \mid T_k > \tau_{k,i}) = \mathbb{P}_{(2, \ldots, 2, 1 \ldots, 1), (L, k-L)}(T_k - \tau_{k,1} = t).
\]

That is, \( \{(T_k - \tau_{k,i+1} \mid T_k > \tau_{k,i})\} \) have the same distribution for \( i = 1, 2, \ldots \).

**Proof.** Note that \( \{T_k > \tau_{k,i}\} = \bigcup_{x \neq 2} X_{\tau_{k,i}} = (2, \ldots, 2, x) \) for any \( i = 1, 2, \ldots \). From the strong Markov property, for any \( t \geq 0, i = 1, 2, \ldots \) and \( x \neq 2 \),

\[
\mathbb{P}_{(2, \ldots, 2, 1 \ldots, 1), (L, k-L)}(T_k - \tau_{k,i+1} = t \mid X_{\tau_{k,i}} = (2, \ldots, 2, x))
\]

\[= \sum_{m=1}^{\infty} \mathbb{P}_{(2, \ldots, 2, 1 \ldots, 1), (L, k-L)}(T_k - \tau_{k,i} = m + t, \tau_{k,i+1} - \tau_{k,i} = m \mid X_{\tau_{k,i}} = (2, \ldots, 2, x))
\]

\[= \sum_{m=1}^{\infty} \mathbb{P}_{(2, \ldots, 2, x), (L, k-L)}(T_k = m + t, \tau_{k,1} = m)
\]

\[= \mathbb{P}_{(2, \ldots, 2, x), (L, k-L)}(T_k - \tau_{k,1} = t) = \mathbb{P}_{(2, \ldots, 2, 1 \ldots, 1), (L, k-L)}(T_k - \tau_{k,1} = t).
\]
The last equality is due to the transitivity of $G_k$. Therefore,
\[
\mathbb{P}_{L-k-1} (T_k - \tau_{k,i+1} = t \mid T_k > \tau_{k,i}) = \mathbb{P}_{L-k-1} (T_k - \tau_{k,1} = t)
\]
for any $i = 1, 2, \ldots$ and $t \geq 0$, as desired. \hfill \Box

For $i = 1, 2, \ldots, k$, denote
\[
B_{2i-1} = \left\{ (x_1, \ldots, x_k) \in V_k : \sum_{\ell=1}^{k-1} 1_{\{x_\ell = 2\}} = i - 1, \ x_k \neq 2 \right\},
\]
\[
B_{2i} = \left\{ (x_1, \ldots, x_k) \in V_k : \sum_{\ell=1}^{k-1} 1_{\{x_\ell = 2\}} = i - 1, \ x_k = 2 \right\},
\]
where $1_{\{\cdot\}}$ is an indicator function. Then $V_k = \bigcup_{m=1}^{2k} B_m$. By the transitivity of $G_k$, $\mathbb{P}_x (T_k = \tau_{k,1})$ is the same for the $x$’s belonging to the same $B_m$. So $\mathbb{P}_x (T_k = \tau_{k,1}) = \mathbb{P}_{B_m} (T_k = \tau_{k,1})$ for any $m = 1, \ldots, 2k$ and any $x \in B_m$. Denote $p_m = \mathbb{P}_{B_m} (T_k = \tau_{k,1})$ for $m = 1, \ldots, 2k$. Note that we do not need to emphasize $k$ in the definition of $B_m$’s and $p_m$’s since $k$ is fixed now.

Having defined the $p_m$’s, we can write down the “embryonic” version of the recursive formula (2.1).

**Lemma 2.4** For any $L \geq 0$, $\{s_{L,k} : k = L, L+1, \ldots\}$ satisfies
\[
\begin{cases}
  s_{L,k} = \frac{k}{k-1} s_{L,k-1} + \frac{1 - p_{2L+1}}{1 - p_{2k}} \cdot (n-1)^{k-1} , \ k \geq L+1; \\
  s_{L,L} = 0.
\end{cases}
\]

**Proof.** $s_{L,L} = 0$ is obvious. When $k \geq L+1$, let
\[
u = \mathbb{E}_{(L-k-L)} (T_k - \tau_{k,1}), \quad \nu = \mathbb{E}_{(L-k-L)} (T_k - \tau_{k,2} \mid T_k > \tau_{k,1}).
\]
Then by Lemma 2.3 $\mathbb{E}_{(L-k-L)} (T_k - \tau_{k,3} \mid T_k > \tau_{k,2}) = \nu$. Similar to the proof of Lemma 2.3 we can get
\[
\mathbb{E}_{(L-k-L)} (T_k - \tau_{k,1} \mid X_{\tau_{k,1}} = (\underbrace{2, \ldots, 2}_k, x))
\]
\[
= \begin{cases}
  \mathbb{E}_{(L-k-L)} (T_k - \tau_{k,1} \mid T_k > \tau_{k,1}), & \text{if } x \neq 2; \\
  0, & \text{if } x = 2.
\end{cases}
\]
Therefore,
\[
\mathbb{E}_{(L-k-L)} (T_k - \tau_{k,1})
\]
\[
\sum_{x \neq \tau_k, \tau_k} E_{L,k,L,k-L} \left( T_k - \tau_k,1 \right) X_{\tau_k,1} = (2,\ldots,2,x) \right) \cdot \mathbb{P} \left( X_{\tau_k,1} = (2,\ldots,2,x) \right)
\]

\[
= \mathbb{E}_{L,k,L,k-L} (T_k - \tau_k,1 \mid T_k > \tau_k,1) \cdot \sum_{x \neq \tau_k, \tau_k} \mathbb{P} \left( X_{\tau_k,1} = (2,\ldots,2,x) \right)
\]

\[
= (1 - p_{2L+1}) \cdot \mathbb{E}_{L,k-L} (T_k - \tau_k,1 \mid T_k > \tau_k,1).
\]

Similarly, we can prove

\[
\mathbb{E}_{L,k,L,k-L} (\tau_k,2 - \tau_k,1 \mid T_k > \tau_k,1) = \mathbb{E}_{L,k,L,k-L} (\tau_k,2 - \tau_k,1) = n^{k-1}
\]

and

\[
\mathbb{E}_{L,k,L,k-L} (\tau_k,3 - \tau_k,2 \mid T_k > \tau_k,2) = \mathbb{E}_{L,k,L,k-L} (\tau_k,3 - \tau_k,2) = n^{k-1}
\]

(together with the result of Lemma 2.2). Also, by Lemma 2.3, we can show that

\[
\mathbb{E}_{L,k,L,k-L} (T_k - \tau_k,2 \mid T_k > \tau_k,1)
\]

\[
= \mathbb{E}_{L,k,L,k-L} (T_k - \tau_k,2 \mid T_k > \tau_k,2) \cdot \mathbb{P}_{L,k-L} (T_k > \tau_k,2 \mid T_k > \tau_k,1)
\]

\[
= \mathbb{E}_{L,k,L,k-L} (T_k - \tau_k,2 \mid T_k > \tau_k,2) \cdot \mathbb{P}_{L,k-L} (T_k > \tau_k,1)
\]

\[
= (1 - p_{2k+1}) \cdot \mathbb{E}_{L,k-L} (T_k - \tau_k,2 \mid T_k > \tau_k,2).
\]

By \((2.7)\) and \((2.8)\),

\[
u = \mathbb{E}_{L,k,L,k-L} (T_k - \tau_k,1) = (1 - p_{2L+1}) \mathbb{E}_{L,k,L,k-L} (T_k - \tau_k,1 \mid T_k > \tau_k,1)
\]

\[
= (1 - p_{2L+1}) \left[ \mathbb{E}_{L,k,L,k-L} (\tau_k,2 - \tau_k,1 \mid T_k > \tau_k,1) + \mathbb{E}_{L,k,L,k-L} (T_k - \tau_k,2 \mid T_k > \tau_k,1) \right]
\]

\[
= (1 - p_{2L+1}) (n^{k-1} + v).
\]

Similarly, by \((2.9)\) and \((2.10)\),

\[
v = \mathbb{E}_{L,k,L,k-L} (T_k - \tau_k,2 \mid T_k > \tau_k,1) = (1 - p_{2k-1}) \mathbb{E}_{L,k,L,k-L} (T_k - \tau_k,2 \mid T_k > \tau_k,2)
\]

\[
= (1 - p_{2k-1}) \left[ \mathbb{E}_{L,k,L,k-L} (\tau_k,3 - \tau_k,2 \mid T_k > \tau_k,2) + \mathbb{E}_{L,k,L,k-L} (T_k - \tau_k,3 \mid T_k > \tau_k,2) \right]
\]

\[
= (1 - p_{2k-1}) (n^{k-1} + v).
\]

By \((2.11)\) and \((2.12)\), together with \((n - 1)p_{2k-1} + p_{2k} = 1\) which comes from the transitivity of \(G_k\), we get

\[
u = \frac{1 - p_{2L+1}}{1 - p_{2k}} \cdot (n - 1)n^{k-1}.
\]
Then together with Lemma 2.2 we get

\[ s_{L,k} = \mathbb{E}_{(2, \ldots, 2, 1, \ldots, 1)}(T_k) \]

\[ = \mathbb{E}_{(2, \ldots, 2, 1, \ldots, 1)}(T_{k-1}) + \mathbb{E}_{(2, \ldots, 2, 1, \ldots, 1)}(T_k - T_{k-1}) \]

\[ = \frac{k}{k-1}s_{L,k-1} + \frac{1 - p_{2L+1}}{1 - p_{2k}} \cdot (n-1) n^{k-1} \]

for \( k \geq L + 1 \), as desired. \( \square \)

Comparing (2.6) with (2.1), we can see that we only need to calculate \( p_{2k} \) and \( p_{2L+1} \). The following lemma is the crucial step.

**Lemma 2.5** \( p_1 = p_{2k} \).

**Proof.** For any \( m_1, m_2 \in \{1, \ldots, 2k\} \), let

\[ q_{m_1, m_2} = \mathbb{P}(X_1 \in B_{m_2} \mid X_0 \in B_{m_1}), \]

which equals to \( \mathbb{P}_x(X_1 \in B_{m_2}) \) for any \( x \in B_{m_1} \) by the transitivity of \( G_k \). Then for any \( 1 \leq i \leq k \),

\[
\begin{align*}
q_{2i, 2i-1} &= \frac{1}{k}; \\
q_{2i, 2i-2} &= \frac{i-1}{k}; \\
q_{2i, 2i+2} &= \frac{k-i}{k} \cdot \frac{1}{n-1}; \\
q_{2i, 2i} &= \frac{k-i}{k} \cdot \frac{n-2}{n-1}; \\
q_{2i-1, 2i} &= \frac{1}{k} \cdot \frac{n-2}{n-1}; \\
q_{2i-1, 2i+1} &= \frac{k-i}{k} \cdot \frac{1}{n-1}; \\
q_{2i-1, 2i-3} &= \frac{i-1}{k}; \\
q_{2i-1, 2i-1} &= \frac{k-i+1}{k} \cdot \frac{n-2}{n-1}.
\end{align*}
\]

And \( q_{m_1, m_2} = 0 \) otherwise. From this, we first get

\[ p_{2k} = q_{2k, 2k-2}p_{2k-2} = \frac{k-1}{k}p_{2k-2}. \] (2.13)

Next, \( \{p_i : i = 1, \ldots, 2k-2\} \) follows

\[
\begin{align*}
p_1 &= \frac{n-2}{n-1}p_1 + \frac{1}{k} \cdot \frac{1}{n-1}p_2 + \frac{k-1}{k} \cdot \frac{1}{n-1}p_3; \\
p_2 &= \frac{1}{k}p_1 + \frac{k-1}{k} \cdot \frac{n-2}{n-1}p_2 + \frac{k-1}{k} \cdot \frac{1}{n-1}p_4; \\
p_3 &= \frac{1}{k}p_1 + \frac{k-1}{k} \cdot \frac{n-2}{n-1}p_3 + \frac{1}{k} \cdot \frac{1}{n-1}p_4 + \frac{k-2}{k} \cdot \frac{1}{n-1}p_5; \\
& \quad \vdots \\
p_{2k-4} &= \frac{k-3}{k}p_{2k-6} + \frac{1}{k}p_{2k-5} + \frac{3}{k} \cdot \frac{n-2}{n-1}p_{2k-4} + \frac{2}{k} \cdot \frac{1}{n-1}p_{2k-2}; \\
p_{2k-3} &= \frac{k-2}{k}p_{2k-5} + \frac{2}{k} \cdot \frac{n-2}{n-1}p_{2k-3} + \frac{2}{k} \cdot \frac{1}{n-1}p_{2k-2}.
\end{align*}
\] (2.14)
Note that we do not need $p_{2k-1}$ in the last equation since if $\{X_t\}$ touches $B_{2k-1}$ before $B_{2k}$, then $T > \tau_1$.

The first equation in (2.14) implies

$$p_1 = \frac{1}{k}p_2 + \frac{k-1}{k}p_3.$$

(2.15)

The second and third equations in (2.14) imply

$$\left(1 - \frac{k-1}{k} \cdot \frac{n-2}{n-1}\right)p_2 = \frac{1}{k}p_1 + \frac{k-1}{k} \cdot \frac{1}{n-1}p_4$$

(2.16)

and

$$\left(1 - \frac{k-1}{k} \cdot \frac{n-2}{n-1}\right)p_3 = \frac{1}{k}p_1 + \frac{1}{k} \cdot \frac{1}{n-1}p_4 + \frac{k-2}{k} \cdot \frac{1}{n-1}p_5.$$  

(2.17)

Putting (2.16) and (2.17) into (2.15), we get

$$k \left(1 - \frac{k-1}{k} \cdot \frac{n-2}{n-1}\right)p_1 = \left(\frac{1}{k}p_1 + \frac{k-1}{k} \cdot \frac{1}{n-1}p_4\right) + (k-1) \left(\frac{1}{k}p_1 + \frac{1}{k} \cdot \frac{1}{n-1}p_4 + \frac{k-2}{k} \cdot \frac{1}{n-1}p_5\right).$$

That is,

$$p_1 = \frac{2}{k}p_4 + \frac{k-2}{k}p_5.$$

Similarly, we can inductively get

$$p_1 = \frac{1}{k}p_2 + \frac{k-1}{k}p_3 = \frac{2}{k}p_4 + \frac{k-2}{k}p_5 = \ldots = \frac{k-1}{k}p_{2k-2}.$$  

(2.18)

The last equality is due to the absence of $p_{2k-1}$ as explained above. From (2.13) and (2.18), we get $p_1 = p_{2k}$, as desired.

\[\square\]

**Proof of Proposition 2.11** By the transitivity of $G_k$, we can get

$$(n-1)p_1 + p_2 = (n-1)p_3 + p_4 = (n-1)p_5 + p_6 = \ldots = (n-1)p_{2k-3} + p_{2k-2} = 1.$$  

(2.19)

Together with (2.18), we obtain

$$p_{2j} = 1 - (n-1)p_{2j-1} = 1 - \frac{n-1}{k-j+1}[kp_1 - (j-1)p_{2j-2}]$$

for $j = 2, 3, \ldots, k-1$. That is,

$$\begin{align*}
p_2 & = 1 - (n-1)p_1; \\
p_4 & = \frac{n-1}{k}p_2 = 1 - \frac{k(n-1)}{k-1}p_1; \\
p_6 & = \frac{2(n-1)}{k-2}p_4 = 1 - \frac{k(n-1)}{k-2}p_1; \\
& \quad \vdots \\
p_{2k-2} & = \frac{(k-2)(n-1)}{k-4}p_{2k-4} = 1 - \frac{k(n-1)}{2}p_1.
\end{align*}$$

(2.20)

From (2.20),

$$p_{2k-2} = \left[1 - \frac{k(n-1)}{2}p_1\right] + \sum_{i=1}^{k-2} \left(\prod_{j=1}^{k-2} \frac{j(n-1)}{k-j}\right) \cdot \left[1 - \frac{k(n-1)}{k-i+1}p_1\right]$$
Lemma 2.5 tells us that
\[ p = \left[ 1 - \frac{k(n - 1)}{2} p_1 \right] + \sum_{i=1}^{k-2} \left[ \frac{(k - 2)! \cdot (n - 1)^{k-i-1}}{(k - i)!(i - 1)!} - \frac{k \cdot (k - 2)! \cdot (n - 1)^{k-i}}{(k - i + 1)!(i - 1)!} p_1 \right] \]

Together with (2.13),
\[ p_{2k} = \frac{k - 1}{k} p_{2k-2} = \frac{1}{k(n - 1)} [(n^{k-1} - 1) - (n^k - 1 - k(n - 1)) p_1] \]
\[ = \frac{n^{k-1} - 1}{k(n - 1)} - \frac{n^k - 1}{n^k - 1} p_1. \] (2.21)

Lemma 2.5 tells us that \( p_1 = p_2 \). Therefore, by (2.21),
\[ p_1 = p_2 = \frac{n^{k-1} - 1}{n^k - 1}. \] (2.22)

Next, by (2.20),
\[ p_{2L+2} = \frac{1}{L} \sum_{i=1}^{L+1} \left[ \left( \frac{k}{L} - 1 \right) (n - 1)^{L-i} - \left( \frac{k}{L} - 1 \right) (n - 1)^{L-i+1} \cdot p_1 \right] \]
\[ = 1 + \frac{1}{L} \sum_{i=1}^{L+1} \left[ \left( \frac{k}{L} - 1 \right) (n - 1)^{L-i} - \sum_{i=1}^{L+1} \left( \frac{k}{L} - 1 \right) (n - 1)^{L-i+2} \cdot p_1 \right]. \]

Together with (2.19),
\[ p_{2L+1} = \frac{1}{n - 1} (1 - p_{2L+2}) \]
\[ = \frac{1}{n - 1} \left[ \sum_{i=1}^{L+1} \left( \frac{k}{L} - 1 \right) (n - 1)^{L-i+1} \cdot p_1 - \sum_{i=1}^{L+1} \left( \frac{k}{L} - 1 \right) (n - 1)^{L-i} \right]. \]

Then together with (2.22),
\[ \frac{1}{1 - p_{2L+1}} \cdot (n - 1)n^{k-1} = (n^k - 1)(1 - p_{2L+1}) \]
\[ = (n^k - 1) \frac{k}{L - 1} \sum_{i=1}^{L} \left( \frac{k}{L} - 1 \right) (n - 1)^{L-i} - \frac{k}{L - 1} \sum_{i=1}^{L+1} \left( \frac{k}{L} - 1 \right) (n - 1)^{L-i+1} \]
\[ = (n^k - 1) \frac{k}{L - 1} \sum_{i=1}^{L} \left( \frac{k}{L} - 1 \right) (n - 1)^{L-i} \]
\[ - \frac{k}{L - 1} \sum_{i=2}^{L+1} \left( \frac{k}{L} - 1 \right) (n - 1)^{L-i+1} \]
\[ = (n^k - 1) \frac{k}{L - 1} \sum_{i=1}^{L} \left( \frac{k}{L} - 1 \right) (n - 1)^{L-i} \]
\[ - \frac{k}{L - 1} \sum_{i=1}^{L+1} \left( \frac{k}{L} - 1 \right) (n - 1)^{L-i+1} \]
\[ = (n^k - 1) \frac{k}{L - 1} \sum_{i=1}^{L} \left( \frac{k}{L} - 1 \right) (n - 1)^{L-i} \]
\[ - \frac{k}{L - 1} \sum_{i=1}^{L+1} \left( \frac{k}{L} - 1 \right) (n - 1)^{L-i} \]
\[ = (n^k - 1) - (n^{k-1} - 1). \]
\[ + \left[ \frac{1}{(k_{-1})_i} \sum_{i=1}^{L} \left( \frac{k-1}{i-1} \right) (n-1)^{L-i} \right] \times [(n^k - 1) - (n - 1)(n^{k-1} - 1) - (n^{k-1} - 1)] \]

\[ = n^{k-1}(n-1) + \frac{n-1}{(k_{-1})_i} \sum_{i=1}^{L} \left( \frac{k-1}{i-1} \right) (n-1)^{L-i}. \quad (2.23) \]

The third equality is due to the combinatorial identity \( \left( \frac{k}{i-1} \right) = \left( \frac{k-1}{i-1} \right) + \left( \frac{k-1}{i-2} \right) \) for \( i \geq 2 \). The fourth equality is due to the change of variable (from \( i \) to \( i-1 \)) in the last term. Putting (2.23) into (2.6), we can get (2.11), as desired.

\[ \square \]

**Remark.** When \( L = 0 \), the recursive formula (2.1) becomes

\[ \begin{cases} s_{0,k} = \frac{k}{k-1} s_{0,k-1} + (n-1)n^{k-1}, & k \geq 1; \\ s_{0,0} = 0. \end{cases} \quad (2.24) \]

It can be easily obtained from (2.24) that

\[ E_{(1, \ldots, L), (M)} \left( T_{(2, \ldots, M)} \right) = s_{0,M} = M(n-1) \sum_{k=1}^{M} \frac{n^{k-1}}{k}. \]

This is exactly the result in Corollary 1.2. Therefore, the recursive formula (2.24) provides a direct proof of Corollary 1.2. We can see that our present proof makes a good illustration for the recursive formula (2.24).

### 3 Proof of Theorem 1.1

We can obtain from (2.1) and (1.2) that

\[ s_{L,M} = M(n-1) \sum_{k=L+1}^{M} \frac{n^{k-1}}{k} + M(n-1) \sum_{k=L+1}^{M} \sum_{i=1}^{L} \frac{(k-1)}{k(k_{-1})_i} (n-1)^{L-i} \]

\[ = \sum_{k=0}^{M-1} \frac{(n-1)^{k+1}}{(M_{-1})_k} \sum_{i=0}^{k} \frac{M_{i}}{(n-1)^i} - M(n-1) \sum_{k=1}^{L} \frac{n^{k-1}}{k} + M(n-1) \sum_{k=L+1}^{M} \sum_{i=1}^{L} \frac{(k-1)}{k(k_{-1})_i} (n-1)^{L-i}. \]

In order to prove \( s_{L,M} = \sum_{k=L}^{M-1} \frac{(n-1)^{k+1}}{(M_{-1})_k} \sum_{i=0}^{k} \frac{M_{i}}{(n-1)^i} \), we need to prove

\[ \sum_{k=0}^{L-1} \frac{(n-1)^{k+1}}{(M_{-1})_k} \sum_{i=0}^{k} \frac{M_{i}}{(n-1)^i} = M(n-1) \sum_{k=1}^{L} \frac{n^{k-1}}{k} - M(n-1) \sum_{k=L+1}^{M} \sum_{i=1}^{L} \frac{(k-1)}{k(k_{-1})_i} (n-1)^{L-i}, \]

that is,

\[ \sum_{k=0}^{L-1} \sum_{i=0}^{k} (n-1)^{k-i}, \quad \frac{M_{i}}{M(M_{-1})_k} + \sum_{k=L+1}^{M} \sum_{i=1}^{L} \frac{(k-1)}{k(k_{-1})_i} (n-1)^{L-i} = \sum_{k=1}^{L} \frac{n^{k-1}}{k}. \quad (3.1) \]

Note that

\[ \text{(LHS) of } (3.1) = \sum_{i=0}^{L-1} (n-1)^i \sum_{k=1}^{L} \frac{M_{i}}{M(M_{-1})_k} + \sum_{i=0}^{L-1} (n-1)^i \sum_{k=L+1}^{M} \frac{(k-1)}{k(k_{-1})_i}. \]
and by \((1.2)\) (change \(M\) by \(L\)),

\[
\text{(RHS) of (3.1)} = \sum_{k=0}^{L-1} \frac{1}{L(k-1)} \cdot \sum_{i=0}^{k} \binom{L}{i} (n-1)^{k-i} = \sum_{k=0}^{L-1} \frac{1}{L(k-1)} \cdot \sum_{i=0}^{k} \binom{L}{k-i} (n-1)^{i} = \sum_{i=0}^{L-1} (n-1)^{i} \cdot \sum_{k=i}^{L-1} \frac{L}{k!} \cdot \frac{L}{L-1}.
\]

So to prove (3.1), it suffices to prove that for any \(i \in \{0, \ldots, L - 1\}\),

\[
\sum_{k=i}^{L-1} \frac{(M-k+1)}{M(k-1)} = \sum_{k=i}^{L-1} \frac{(M-k+1)}{M(k-1)} = \sum_{k=i}^{L-1} \frac{(k+1)}{k+1} - \frac{1}{(i+1)} = \sum_{j=L+1}^{M} \sum_{k=j-1}^{L-1} \frac{(i+1)k!(j-k-2)!}{(k-i)!(j-k+1)!},
\]

and

\[
\sum_{k=L+1}^{M} \frac{(k-L+1)}{L(k-1)} = \sum_{j=L+1}^{M} \frac{L!}{j(L-i-1)!} \frac{(j-L-1)!}{(j-L+i)!}.
\]

Therefore, to prove (3.2), it suffices to prove that for any \(j \in \{L - 1, \ldots, M\}\),

\[
\sum_{k=i}^{L-1} \frac{(i+1)k!(j-k-2)!}{(k-i)!(j-k+i)!} = \frac{L!(j-L-1)!}{j(L-i-1)!} \frac{(j-L-1)!}{(j-L+i)!}.
\]

which suffices to prove that for any \(L \geq i + 1\),

\[
\frac{(i+1)L!(j-L-2)!}{(L-i)!(j-L+i)!} = \frac{(L+1)!(j-L-2)!}{j(L-i)!(j-L+i-1)!} - \frac{L!(j-L-1)!}{j(L-i)!(j-L+i)!},
\]

which is easy to check. Therefore, (3.2) holds, and furthermore, (3.1) holds. The proof of Theorem 1.1 is now complete. \(\Box\)

4 Concluding remarks

In this paper, we use a new, purely probabilistic method—the method of stopping times, to compute the expected hitting time of moving from a given configuration to a different one for the multiple-urn Ehrenfest model. As a special case, we compute the expected hitting time when all \(M\) balls are placed in a specific urn given that initially all \(M\) balls are in another urn. This extends the result in Chen et al. 3.

For some technical reasons, we only consider the “unbiased” case, that is, the ball is chosen randomly and put in other urns randomly with equal probabilities. It will be interesting to consider the case of biased or preferential probabilities in the future.
Furthermore, we know that Lemma 2.5 is a crucial step in the proof. An interesting problem is: can we give a bijective proof to illustrate this “simple” equality immediately?
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