Open-radiomics: A Research Protocol to Make Radiomics-based Machine Learning Pipelines Reproducible
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Abstract. The application of artificial intelligence (AI) techniques to medical imaging data has yielded promising results. As an important branch of AI pipelines in medical imaging, radiomics faces two major challenges namely reproducibility and accessibility. In this work, we introduce open-radiomics, a set of radiomics datasets, and a comprehensive radiomics pipeline that investigates the effects of radiomics feature extraction settings such as binWidth and image normalization on the reproducibility of the radiomics results performance. To make radiomics research more accessible and reproducible, we provide guidelines for building machine learning (ML) models on radiomics data, introduce Open-radiomics, an evolving collection of open-source radiomics datasets, and publish baseline models for the datasets.
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Introduction

Artificial Intelligence (AI) has found its applications across different fields, and medical imaging is one of the high potential contexts where AI solutions are promising [1]–[3]. Machine Learning (ML) is a subset of AI with tools for classification, regression, and decision making, with many applications for medical imaging data [4]. ML algorithms in medical imaging fulfill tasks such as Region of Interest (ROI) segmentation and classification, and they are used as building blocks of AI-based pipelines for diagnosis, prognosis, and therapeutic assessments.

Deep Learning (DL) is a branch of ML where multiple-layer Neural Networks (NN) are utilized at its core. Currently, AI-based segmentation is usually conducted using DL algorithms. However, in the realm of ML-based classification of medical imaging data, DL has a well-established competitor called radiomics. The suffix “omics” refers to a large set of manually-defined features, and it manifests across different domains such as radiomics in Radiology, and genomics in Genetics. From the Data Science point of view, radiomics provides mapping i.e., converting images into tabular data. Usually, radiomics studies start with image annotation where 2D/3D Regions of Interest (ROIs) are segmented. Each radiomics feature is the result of applying a distinct equation to the ROI. Once the radiomics features are extracted, any ML classifier capable of handling tabular data, such as Random Forests (RF), can be used to perform the classification task. Fig. 1 illustrates a typical radiomics-based classification/regression pipeline.
In comparison to DL, radiomics offers a higher degree of explainability since its features are derived using transparent equations. However, there are multiple sources of variability impacting their generalizability and reproducibility [5]. Radiomics features are sensitive to any form of change in ROIs (i.e., if intensity values of image pixels/voxels within an ROI are manipulated). Different vendors, imaging device settings, imaging protocols, contouring discrepancy (known as intra- and inter-reader variability), image normalization, and radiomics extraction settings might result in variation in radiomics results. Insufficient technical details such as data split information, and lack of openness to the data and codes are other obstacles to having reproducible radiomics research. Depending on the source of the variability, addressing the issue might be infeasible in a given study. An example is tackling intra- and inter-reader variability in a fixed dataset of radiology images and ROI segmentations without further information about the reader, similar to the dataset of the current study. Nevertheless, all these sources of variability create a demand for a proper statistical approach for measuring the randomness of radiomics studies. Unfortunately, radiomics studies often lack systematic randomness measurements. Hence, in this research, we aim to provide an open-source radiomics dataset along with a baseline classification pipeline. We propose a robust protocol for radiomics pipelines, targeting reproducible radiomics-based classification models.

In this research, we use the BraTS 2020 [10][11][12], an open-source multimodal Magnetic Resonance Imaging (MRI) dataset for brain tumor segmentation. Because BraTS is primarily a segmentation dataset, the majority of articles in the literature are dedicated to contouring brain tumors [10], [12], [15]. P.Dequidt et al. [14] used BraTS 2018 to conduct their radiomics-based HGG/LGG classification. Five expert radiologists labeled the tumors based on WHO standards, which enabled them to compare their model against another set of ground truths in addition to the BraTS
labels. They extracted a limited set of radiomics (51 features for each MRI sequence), used Support Vector Machines (SVM)\cite{16} as their classifier with a 5-fold cross-validation for hyperparameter optimization, and achieved 84.1% accuracy with reference to the BraTS ground truths. M. Coupet et al.\cite{17} use BraTS 2020 as one of the datasets to train their models. Nonetheless, they form a healthy/glioma classification framework. F. P. Polly et al., apply Otsu thresholding\cite{18} to the images, use k-means for segmentation, Discrete Wavelet Transform (DWT) for feature extraction, Principal Component Analysis (PCA) for dimensionality reduction, followed by SVM for a two-stage classification: abnormal/normal and then HGG/LGG. They achieve 99% accuracy on a small and balanced subset (50 HGG and 50 LGG) of BraTS 2017 and BraTS 2013 datasets, with a one-time data split approach.

Given the chosen dataset, we investigate the effect of image normalization, the most crucial radiomics feature extraction hyperparameter, imaging sequence, and tumor subregion on a radiomics-based tumor type classification pipeline.

**Material and Methods**

While there is annotated open-source medical imaging data, the extracted radiomics features are not usually available. Thus, each researcher must decide the appropriate tools/libraries and settings to extract the features. Consequently, radiomics studies are often conducted on small internal datasets with a narrowed-down selection of hyperparameters for extracting the features. Open-radiomics\cite{1} is our initiative for open-source large-scale radiomics datasets where we provide AI-ready tabular datasets along with baselines.

One of the sources of variability in the radiomics research is the discrepancy between the feature extraction software and packages used across the studies. Multiple options are available to the research community for radiomics feature extraction\cite{6,7}. Nonetheless, their back-ends might be dissimilar, leading to irreproducibility of radiomics research. We will use PyRadiomics\cite{8}, which is widely used and supported by a large and established community. It should be highlighted that PyRadiomics based packages such as the Slicer Radiomics add-on module for 3D Slicer\cite{9} might mask some features of PyRadiomics, resulting in suboptimal feature extraction.

**Dataset**

The dataset is a collection of multisequence MRIs including T1-weighted (T1), gadolinium based contrast agent (GBCA) enhanced T1-weighted (T1CE), T2-weighted (T2), and T2 Fluid-Attenuated Inversion Recovery (FLAIR) sequences. The training cohort of BraTS 2020 is the data applicable to our research because its ground truth (GT) ROI segmentations are available. The cohort includes 369 adult patients with brain tumors, of which 76 cases are low-grade glioma (LGG), and 293 are high-grade glioma (HGG) tumors. The images are all co-registered to the SRI24 atlas\cite{13}, skull stripped, resampled to 1 mm\(^3\), and their size is unified to 155 × 240 × 240. We acknowledge that there is a discrepancy in the definition of LGG and HGG between BraTS and the World Health Organization (WHO)\cite{14}. In this paper, we follow the binary grading system (HGG vs. LGG) provided by BraTS.

BraTS 2012-2016 included four tumor subregions, labeled 1-4. The necrotic (NCR), and the non-enhancing (NET) tumor core were labeled 1 and 3, respectively. Label 2 corresponded to the peritumoral edematous/invaded tissue (ED), and active tumor (AT) was labeled 4. Since BraTS 2017, NET and NCR are combined, and label 3 is removed from the annotations. Fig. 2 depicts one slice of an image volume along with its corresponding segmentation mask. We analyze the whole tumor (all four subregions), AT, ED, and the union of NCR and NET (NETnNCR), in separate scenarios. In Fig. 2., the orange area is AT, the green area is ED, and the gray parts are NETnNCR.

\footnotesize{\textsuperscript{1}https://openradiomics.org\textsuperscript{2}https://www.slicer.org/}
Data preparation

We utilized the PyRadiomics library to extract radiomics features of ROIs from images normalized with different techniques. RF was selected as the classification algorithm, and a repeated data splitting approach was implemented to provide a context for measuring randomness.

PyRadiomics Library

Radiomics feature extraction using PyRadiomics is a sophisticated task, and there are several technical points to be considered. Installation of the trimesh python package is crucial for radiomic feature extraction\(^3\) to ensure calculation of all feature categories. Although no randomness is involved in the feature extraction process, seeding is recommended in all the codes. This improves reproducibility of the results if random IDs are assigned to ROIs, or further analysis such as dimensionality reduction and data visualization are incorporated into the scripts. We encourage extracting the full set of radiomics features, which is not enabled by default\(^4\).

In general, radiomics studies might be 2D or 3D. A 2D analysis is used when the imaging method is 2D, such as X-Ray. However, when 3D images are accessible, 2D and 3D radiomics analyses are possible. If the 2D approach is utilized with 3D images, often the analysis is done on the biggest tumor intersection. In the case of 3D analyses, such as this project, enabling the full set feature extraction forces the library to extract 2D Local Binary Pattern (LBP) features [19][20] in addition to the 3D LBP features. However, 2D shape features are skipped by PyRadiomics. In this condition, extra attention should be paid to the 2D features if they are not manually removed. From the Data Science point of view, 2D and 3D features are both valid for any scenario because there are distinct algorithms for extracting them. In this research we included 2D LBP features, and thus a full set of 1,710 features were extracted for each ROI.

PyRadiomics has multiple hyperparameters that affect the feature extraction procedure\(^5\). One of the most important is binWidth, which has been studied in the literature multiple times[21]. binWidth determines the bin size which is needed to form histograms used for discretizing gray levels in the image, and thus it affects all except shape features which are independent of pixel/voxel intensities. The default value of binWidth in PyRadiomics is 25. In this research,

\(^3\) Can be done through \texttt{pip install trimesh}
\(^4\) \texttt{extractor.enableAllImageTypes()} and \texttt{extractor.enableAllFeatures()} will result in a full set feature extraction
\(^5\) https://pyradiomics.readthedocs.io/en/latest/customization.html
in addition to 25, we examine 35 and 15 to see how they affect the results. All other hyperparameters are set to their default values.

**Image normalization**

Image normalization plays an important role in ML pipelines, which can influence radiomics significantly. We implemented histogram equalization [22], z-score [23], gamma [24], and minmax [25] image normalization methods and incorporated them into our 3D analyses. As the coefficients of our gamma normalization, we explored 0.5 and 1.5. The minmax normalization clips voxel values of the image volumes between 0 and 1. All the normalization methods were applied to the image volumes, not the ROIs. We did not investigate ROI normalization in this research because it would increase the computational load. Nonetheless, it can be studied in the future.

**Data management**

Data management is an essential part of radiomics studies. To avoid data fragmentation and possible mistakes, we suggest saving the features, GT labels, clinical variables, and any other information in a single csv file. Each row of the csv file (except the header row) should belong to a unique ROI. For the studies where a patient might have multiple ROIs, creating unique ROI IDs and appending them as the first column to the dataset is preferred. The naming of the radiomics datasets (csv files) is important. All names start with “Radiomics”, and the format is always csv. We use ‘.’ as the separator to include type of the normalization, and sequence in the naming. If needed, other pieces of information can be included. Obviously, no underscore should be used within the parts. Two examples of naming would be Radiomics_Gamma-0.5_FLAIR.csv, and Radiomics_NoNormalization_ED_T1.csv.

In this research, we study the effect of image normalization, imaging sequence, tumor subregion, and PyRadiomics settings on an adult brain tumor classification pipeline. As it was mentioned, we have 6 image normalization methods (i.e., NoNormalization, Gamma0.5, Gamma1.5, Histogram, ZScore, and MinMax), 4 imaging sequences (T1, T1CE, T2, FLAIR), 4 tumor subregions (i.e., whole tumor, AT, ED, and NETnNCR), 3 different binWidth values (i.e., 15, 25, and 35). This creates 288 sets of tabular datasets for the radiomic features (~2.9 GB of data).

**Classification pipeline**

Once feature extraction is completed, the classification modules can be designed and implemented. With the default settings of PyRadiomics, each dataset has a group of diagnostics features (e.g., python version, simple itk version, etc.), which will not contain differentiative information, and thus we filter them.

We employ a repetitive approach to measure randomness of our radiomics-based ML classification pipeline, which is illustrated in Fig. 3. We suggest the same approach be utilized in any radiomics study. We repeat our evaluations on the test sets N times. In a for loop with N repetitions, in each iteration we randomly split our data into test (p%) and development (dev) sets. In the next step, a feature filtration algorithm is trained on the dev set and applied to the test set to randomly drop one of the features in pairs with a correlation coefficient above 0.95. Another layer of feature selection is Near-zero Variance (NZV) filtration. We train an algorithm on the dev set and apply it to the test cohort to remove any feature with a variance lower than 0.05. The last step of feature manipulation is a MinMax scaler which learns the transformations from the dev set and applies them to the test.

RF models are explainable and differentiative when applied to radiomics [26][27], and thus we chose them as our baseline classifiers. We defined a grid space for our classifier which is described in appendix A. For each combination of the hyperparameters in the grid space, we conduct N_val experiments. In each experiment, the dev set is randomly split into training and validation (p_val) cohorts. An instance of the classifier with the proposed hyperparameters is trained and evaluated based on the random split. While we use Area Under the Receiver Operating Characteristic Curve (AUROC) as our evaluation metric, any other criterion, such as accuracy, might be utilized. Nonetheless, all

---

6 100 is the value of N which is used for this research
7 20% for this project
8 In this research we had N_val = 100
9 25% for this project
metrics are suitable for imbalanced datasets and medical contexts [28]. Once the N_val experiments are completed for the whole grid space, the best hyperparameter set is derived based on the highest average AUROC. To measure the validation performance, instances of models with the best hyperparameter set are trained and validated N_val times on random data splits with p_val% ratio. Average AUROC is considered to be the validation performance of the models. In the final step, an instance of the model with the best hyperparameters is trained on the entire dev set and evaluated on the test cohort. As it was mentioned, the whole process is repeated N times\footnote{In this research we had N = 100}, and thus we have N test AUROCs as well as N validations AUROC.

![Image](image.png)

**Figure 3.** The repetitive classification approach

**Other technical concerns**

Radiomics-based ML pipelines are more explainable compared with DL, which is a result of the transparent definitions of the radiomic features. Radiomics studies usually are concluded by highlighting the most important features, and we encourage this approach. Not every algorithm is explainable. As an example, once an NN is classifies a radiomics example, determining the influential features is perplexing. RF is an explainable model, and thus feature importances of an RF classifier can be derived. We capture the most important feature of each N experiments, for each dataset. Hence, we will have a list of 288×N top features, and the most frequent element of the list will represent the number one radiomics feature for BraTS 2020 tumor type classification. The last technical point is the choice of N=100 and N_val=100, which is made based on the practice of the Central Limit Theorem (CLT). This number of repetitions eliminates the need for k-fold cross-validation. Hence, we suggest setting N and N_vals above 30, where computational costs allow, and switching to k-fold cross-validation, otherwise.

**Results**

We investigated the effect of PyRadiomics binWidth, image normalization method, ROI subregion, and the MRI sequence our the radiomics-based ML brain tumor type classification pipeline. The results were structured to determine effects of the studied factors in terms of feature extraction failure and classification performance.

**Feature Extraction Failure**

Fig. 4-7 show impact of these factors on radiomics feature extraction failure. We define the failure as a fatal error or a timeout produced by the PyRadiomics library during the feature extraction. On a system with an AMD Ryzen threadripper pro 3955wx, 128 GB of RAM, 4 TB of M2 SSD, running Ubuntu 20.04.4 LTS, we set the timeout
threshold at 120 seconds which created a safe margin because common ROI feature extraction time was of the order of seconds.

Figure 4. Effect of binWidth on failure of the radiomics feature extraction

Figure 5. Effect of image normalization on failure of the radiomics feature extraction
Classification Performance

Fig. 8-11 illustrate the effect of the four sources of variability on the AUROC performance of the classifiers, for validation and test cohorts.
Figure 8. Effect of binWidth on AUROC performance of the classifiers

Figure 9. Effect of image normalization on AUROC performance of the classifiers
Figure 10. Effect of ROI subregion on AUROC performance of the classifiers

Figure 11. Effect of MRI sequence on AUROC performance of the classifiers
It should be highlighted the highest AUROC might not be achieved with the combination of the best image normalization, binWidth, tumor subregion, and MRI sequence. Our approach is repetition-based and can be considered as a stochastic or random process, whose output is individual AUROCs. We achieve the highest average AUROC performance across the 100 experiments on T1CE, for NETnNCR classification, with ZScore normalization, and with binWidth equal to 15, and its test AUROC was 0.956. The second and the third top performing datasets (mean test AUROCs equal to 0.955 and 0.954) had the same setting except for their image normalization, which was MinMax, and Gamma 1.5, respectively. Fig. 12 depicts how the top feature (lbp-3D-k_glszm_HighGrayLevelZoneEmphasis) differentiates the HGG and LGG examples on the top-performing dataset.

![Histograms of the top feature on the top dataset](image)

Figure 12. Histograms of the top feature on the top dataset: The horizontal axis represents bins of the feature values, and the vertical axis shows the number of ROIs with values in each bin.

It must be denoted that the boxplots in Fig 8-11 represent the range of average AUROCs. Hence, the maximum test performance of NETnNCR in Fig 10 is itself an average of 100 experiments. Thus, there are multiple experiments in which we achieve very high AUROCs. Obviously, such high results are not reproducible. Along with the mean for each dataset, we also captured min, median, max, and first and third quartile of the AUROC performances. In 140 datasets out of 288, the highest achievable AUROC was above 0.99. In 28 cases, including T1CE, ZScore normalization, whole tumor classification, binWidth15, we reached to AUROC of 1. Nonetheless, our results prove that AUROC of 1 for whole tumor classification is extremely irreproducible. Fig. 13 illustrates the range of AUROC performance of the top-ten datasets.
Discussion

It can be inferred that at least for the case of BraTS 2020, and from the number of missing cases point of view, the best PyRadiomics binWidth is 25, which is the default. While the type of image normalization does not make a significant difference, skipping normalization is suboptimal. The chance of having a successful feature extraction is increased if the subregion is bigger and more convex. Hence, the best case is whole tumor classification, and the worst case is AT. While the difference between the sequences is marginal, T1 and T1CE are the best and worst sequences, respectively.

Overall, binWidth does not make a tangible difference. Among the image normalization techniques we examined, ZScore slightly improved the average performance of the models. It also decreased the variance of the test AUROCs, which is another desirable point. Our results suggest the true potential of radiomics might not be exploited for whole tumor classification of BraTS 2020. In the case of ED, we observed the highest AUROC variances. In contrast, the models are surprisingly accurate and precise for NETnNCR classification of HGG and LGG tumors with an average test AUROC above 0.94. While for AT, the average test AUROCs lands below 0.90, the variance is low, and thus the results are reproducible. Among the four MRI sequences, T1CE surpasses the others significantly, and the lowest AUROC performances come out of FLAIR.

Except for the shape and first-order features, explaining the details and physical meaning of radiomics features is not straightforward. Radiomics includes multiple groups of features, which are described in the Image Biomarker Standardization Initiative (IBSI) [29]. LBPs are operators that label pixels (or voxels, in the case of 3D ROIs) of images based on thresholding their neighbor points [19]. To form the lbp-3D-k, PyRadiomics extracts the spherical kurtosis image using the scipy.stats.kurtosis function [30], and applies the LBP operator to it. Kurtosis is defined as the fourth central moment times inverse of the square of the variance, and the kurtosis image corresponds to calculating kurtosis for every voxel. In radiomics, Gray Level Size Zone (GLSZM) is used for quantifying gray level zones in
images. Gray level zones are defined as the number of connected voxels with similar gray level intensities. High Gray Level Zone Emphasis (HGLZE), which is formulated as Eq. 1, represents a measurement of the distribution of the higher gray-level values. Higher HGLZE means the ROI contains a greater proportion of higher gray-level values and size zones.

\[
HGLZE = \frac{\sum_{i=1}^{N_g} \sum_{j=1}^{N_s} P(i,j)}{N_z}
\]

Eq. 1

In Eq. 1., Ng and Ns correspond to the number of discrete intensity values, and the number of discrete zone sizes in the image, respectively. Nz is the number of zones in the ROI, and P(i,j) is the size zone matrix.

**Conclusion**

In this research, we proposed a research protocol for radiomics-based ML pipelines to improve their reproducibility. We extracted and open-sourced a large series of tabular radiomics datasets based on the BraTS 2020 dataset that enables multiple opportunities for radiomics research. We established a reproducible baseline for the open radiomics datasets, and studied the effect of PyRadiomics binWidth, image normalization, ROI subregion, and the MRI sequence as four sources of variability of the results.

Our experiments demonstrated the default binWidth increases the chance of a successful ROI feature extraction, while it has no effect on the generalizability of the model. NETnNCR is associated with the highest performing models, and AT comes in second place. However, ED and whole tumor classifications will be challenging with radiomics features. We found T1CE and FLAIR to be the best and worst sequences, respectively.

The lbp-3D-k_glszm_HighGrayLevelZoneEmphasis radiomic feature appeared most frequently among the top features, and thus it is the most differentiative feature for HGG/LGG tumor type classification on BratST 2020.
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Appendix A. Grid space of the RF models

Table 1. Grid space of the RF models

| Hyperparameter     | Grid Space     |
|--------------------|----------------|
| n_estimators       | 50, 100, 200   |
| max_features       | 'auto', 'sqrt' |
| max_depth          | None, 5, 10    |