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Abstract—Independent component analysis (ICA) is a method for recovering statistically independent signals from observations of unknown linear combinations of the sources. Some of the most accurate ICA decomposition methods require searching for the inverse transformation which minimizes different approximations of the Mutual Information, a measure of statistical independence of random vectors. Two such approximations are the Kernel Generalized Variance or the Kernel Canonical Correlation which has been shown to reach the highest performance of ICA methods. However, the computational effort necessary just for computing these measures is cubic in the sample size. Hence, optimizing them becomes even more computationally demanding, in terms of both space and time. Here, we propose a couple of alternative novel measures based on randomized features of the samples - the Randomized Generalized Variance and the Randomized Canonical Correlation. The computational complexity of calculating the proposed alternatives is linear in the sample size and provide a controllable approximation of their Kernel-based non-random versions. We also show that optimization of the proposed statistical properties yields a comparable separation error at an order of magnitude faster compared to Kernel-based measures.

I. INTRODUCTION

Independent component analysis (ICA) is a well-established problem in unsupervised learning and signal processing, with numerous applications including blind source separation, face recognition, and stock price prediction. Consider the following scenario. A couple of speakers are located in a room. Each of them plays a different sound. Two microphones which are arbitrarily placed in the same room record unknown linear combinations of the sounds. The goal of ICA is to process the signals recorded by the mics for recovering the soundtracks played by the speakers.

More precisely, the basic idea of ICA is to recover $n_s$ statistically independent components of a non-Gaussian random vector $s = (s_1, ..., s_{n_s})^T$ from $n_s$ observed linear mixtures of its elements. That is, we assume that some unknown matrix $A \in \mathbb{R}^{n_s \times n_r}$ mixes the entries of $s$ such that $x = As$. From samples of $x$, the goal is to estimate an un-mixing matrix $W$ such that $y = WX$ and the components of $y$ are statistically independent.

The matrix $W$ is found by a minimization process over a contrast function which measures the dependency between the unmixed elements. Ideally, finding the matrix $W$ which minimizes the mutual information (MI) provides the theoretically most accurate reconstruction. The MI is defined as the Kullback-Liebler divergence between the joint distribution of $y$, $p(y_1, ..., y_{n_s})$, and the product of its marginal distributions, $\prod_{i=1}^{n_s} p(y_i)$. It is a non-negative function which vanishes if and only if the components of $y$ are mutually independent. Unfortunately, in practical applications, the joint and the marginal distributions are unknown. Estimating and optimizing the MI directly from the samples is difficult. Fitting a parametric or a nonparametric probabilistic model to the data based on which MI is calculated is problem dependent and is often inaccurate.

Many researches proposed alternative contrast functions. One of the most robust alternative is the $F$-correlation proposed in [1]. This function is evaluated by mapping the data samples into a reproducing kernel Hilbert space, $\mathcal{F}$, where a canonical correlation analysis is performed. The largest kernel canonical correlation (KCC) and the product of the kernel canonical correlations, known as the kernel generalized variance (KGV), are two possible contrast functions. Despite their superior performance, algorithms based on minimizing the KCC or the KGV (denoted as kernelized ICA algorithms) are less attractive for practical uses since the complexity of exact evaluation of these functions is cubic in the sample size.

A recent strand of research suggested randomized nonlinear feature maps for approximating the reproducing kernel Hilbert space corresponding to kernel functions. This technique enables revealing nonlinear relations in a data by performing linear data analysis algorithms, such as Support Vector Machine [2], Principal Component Analysis and Canonical Correlation Analysis [3]. These methods approximate the solution of kernel methods while reducing their complexity from cubic to linear in the sample size.

Here, we propose two alternative contrast functions, Randomized Canonical Correlation (RCC) and Randomized Generalized Variance (RGV) which approximate KCC and KGV, respectively, yet require just a fraction of the computational effort to evaluate. Furthermore, the proposed random approximations are smooth, easy to optimize and converge to their kernelized version as the number of random features grows. Finally, we propose optimization algorithms similar to those proposed in [1], for solving the ICA problem. We demonstrate that our method has a comparable accuracy as KICA but runs 12 times faster while separating components of real data.

II. BACKGROUND AND RELATED WORKS

A. Canonical Correlation Analysis

Canonical correlation analysis is a classical linear analysis method introduced in [4], which generalizes the Principal Component Analysis (PCA) for two or more random vectors.
In PCA, given samples of a random vector $x \in \mathbb{R}^d$, the idea is to search for a vector $w \in \mathbb{R}^d$, which maximizes the variance of the projection of $x$ onto $w$. In practice, the principal components are the eigenvectors corresponding to the largest eigenvalues of the empirical covariance matrix $C = \frac{1}{N}XX^T$, where $X$ is a matrix containing samples of $x$ as its columns, and $N$ is the sample size.

In canonical correlation analysis (CCA), given a couple of random vectors $x \in \mathbb{R}^{d_x}$ and $y \in \mathbb{R}^{d_y}$, one looks for a pair of vectors $w_x \in \mathbb{R}^{d_x}$ and $w_y \in \mathbb{R}^{d_y}$, that maximize the correlation between the projection of $x$ onto $w_x$ and the projection of $y$ onto $w_y$. More formally, CCA can be formulated as

$$\max_{w_x \in \mathbb{R}^{d_x}, w_y \in \mathbb{R}^{d_y}} \left| \text{corr}(w_x^T x, w_y^T y) \right| = \frac{|\text{cov}(w_x^T x, w_y^T y)|}{(\text{var}(w_x^T x))^{1/2}(\text{var}(w_y^T y))^{1/2}}$$

Let $X \in \mathbb{R}^{d_x \times N}$ and $Y \in \mathbb{R}^{d_y \times N}$ be matrices of samples of $x$ and $y$, respectively. The empirical Canonical Correlation Analysis problem is given by

$$\begin{align*}
\text{minimize} & \quad \| \text{corr}(W_x^T X, W_y^T Y) - I \| \\
\text{subject to} & \quad \text{corr}(W_x, W_x) = I, \\
& \quad \text{corr}(W_y, W_y) = I,
\end{align*}$$

where $\text{corr}(\cdot, \cdot)$ is the empirical correlation. The canonical correlations $\lambda_1, \ldots, \lambda_r$ are found by solving the following generalized eigenvalue problem

$$\begin{pmatrix}
0 & C_{XY} \\
C_{YX} & 0
\end{pmatrix}
\begin{pmatrix}
w_x \\
w_y
\end{pmatrix} =
\lambda
\begin{pmatrix}
C_{XX} + \gamma I & 0 \\
0 & C_{YY} + \gamma I
\end{pmatrix}
\begin{pmatrix}
w_x \\
w_y
\end{pmatrix},$$

where $C_{XY} = \frac{1}{N}XY^T$ is the empirical cross covariance matrix, and $\gamma I$ is added to the diagonal for stabilizing the solution. As discussed next, the kernelized ICA method use a kernel formulation of CCA for evaluating its contrast functions which measures the independence of random variables.

**B. Kernelized Independent Component Analysis**

In ICA, we minimize a contrast function which is defined as any non-negative function of two or more random variables that is zero if and only if they are statistically independent. By definition, a pair of random variables $x_1$ and $x_2$ are said to be statistically independent if $p(x_1, x_2) = p(x_1)p(x_2)$. As a result, for any two functions $f_1, f_2 \in \mathcal{F}$

$$E\{f_1(x_1)f_2(x_2)\} = E\{f_1(x_1)\}E\{f_2(x_2)\}$$

Equivalently,

$$\text{cov}(f_1(x_1), f_2(x_2)) = 0.$$

The $\mathcal{F}$-correlation $\rho_{\mathcal{F}}$ is defined as the maximal correlation among all the functions $f_1(x_1), f_2(x_2) \in \mathcal{F}$. That is

$$\rho_{\mathcal{F}} = \max_{f_1, f_2 \in \mathcal{F}} \left| \text{corr}(f_1(x_1), f_2(x_2)) \right| = \max_{f_1, f_2 \in \mathcal{F}} \frac{|\text{cov}(f_1(x_1), f_2(x_2))|}{(\text{var}(f_1(x_1)))^{1/2}(\text{var}(f_2(x_2)))^{1/2}}$$

Obviously, if $x_1$ and $x_2$ are independent, then $\rho_{\mathcal{F}} = 0$. As proven in [1], if $\mathcal{F}$ is a functional space that contains the Fourier basis $(f(x) = e^{i\omega x}, \omega \in \mathbb{R})$, then, the opposite is also true. This property implies that $\rho_{\mathcal{F}}$ can replace the mutual information while searching for a matrix $W$ that transforms the vector $(x_1, x_2)^T$ into a vector with independent components.

Computing the $\mathcal{F}$-correlation directly for an arbitrary space $\mathcal{F}$ requires estimating the correlation between every possible pair of functions in the space, making the calculation impractical. However, if $\mathcal{F}$ is a reproducing kernel Hilbert space (RKHS), the $\mathcal{F}$-correlation can be evaluated. Let $k(x, y)$ be a kernel function associated with the inner product between functions in a reproducing kernel Hilbert space $\mathcal{F}$. Denote $\Phi(x)$ as the feature map corresponding to the kernel $k(x, y)$, such that $k(x, y) = \langle \Phi(x), \Phi(y) \rangle$. The feature map is given by $\Phi(x) = k(\cdot, x)$. Then, from the reproducing property of the kernel, for any function $f(x) \in \mathcal{F}$,

$$f(x) = \langle \Phi(x), f \rangle, \quad \forall f \in \mathcal{F}, \forall x \in \mathbb{R}.$$
where $K_1$ and $K_2$ are the empirical kernel Gram matrices of $x_1$ and $x_2$, respectively. With a similar development for the empirical variance, one conclude

$$
\hat{\text{var}}(\langle \Phi(x_1), f_1 \rangle) = \frac{1}{N} \alpha_1^T K_1 K_1 \alpha_1
$$

$$
\hat{\text{var}}(\langle \Phi(x_2), f_2 \rangle) = \frac{1}{N} \alpha_2^T K_2 K_2 \alpha_2
$$

Therefore, the empirical $\mathcal{F}$-correlation between $x_1$ and $x_2$ is given by

$$
\hat{\rho}_F(x_1, x_2) = \max_{\alpha_1, \alpha_2 \in \mathbb{R}^N} \frac{\alpha_1^T K_1 K_2 \alpha_2}{(\alpha_1^T K_1^2 \alpha_1)^{1/2} (\alpha_2^T K_2^2 \alpha_2)^{1/2}}
$$

which can be evaluated by solving the following generalized eigenvalue problem

$$
\begin{pmatrix}
0 & K_1 K_2 \\
K_2 K_1 & 0
\end{pmatrix}
\begin{pmatrix}
\alpha_1 \\
\alpha_2
\end{pmatrix} = \lambda
\begin{pmatrix}
K_1^2 & 0 \\
0 & K_2^2
\end{pmatrix}
\begin{pmatrix}
\alpha_1 \\
\alpha_2
\end{pmatrix}.
$$

The calculation of the $\mathcal{F}$-correlation is thus equivalent to solving a kernel CCA problem. For ensuring computational stability, it is common to use a regularized version of KCCA given by

$$
\begin{pmatrix}
0 & K_1 K_2 \\
K_2 K_1 & 0
\end{pmatrix}
\begin{pmatrix}
\alpha_1 \\
\alpha_2
\end{pmatrix} = \lambda
\begin{pmatrix}
(K_1 + \frac{N \kappa}{2} I)^2 & 0 \\
0 & (K_2 + \frac{N \kappa}{2} I)^2
\end{pmatrix}
\begin{pmatrix}
\alpha_1 \\
\alpha_2
\end{pmatrix}.
$$

For $m$ random variables, the regularized KCCA amounts to finding the largest generalized eigenvalue of the following system

$$
\begin{pmatrix}
0 & K_1 K_2 & \ldots & K_1 K_m \\
K_2 K_1 & 0 & \ldots & K_2 K_m \\
\vdots & \vdots & \ddots & \vdots \\
K_m K_1 & K_m K_2 & \ldots & 0
\end{pmatrix}
\begin{pmatrix}
\alpha_1 \\
\alpha_2 \\
\vdots \\
\alpha_m
\end{pmatrix} = \lambda
\begin{pmatrix}
(K_1 + \frac{N \kappa}{2} I)^2 & 0 & \ldots & 0 \\
0 & (K_2 + \frac{N \kappa}{2} I)^2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & (K_m + \frac{N \kappa}{2} I)^2
\end{pmatrix}
\begin{pmatrix}
\alpha_1 \\
\alpha_2 \\
\vdots \\
\alpha_m
\end{pmatrix},
$$

or in short, $K_{\kappa} \alpha = \lambda D_{\kappa} \alpha$.

This is the first contrast function proposed in [1]. The second one, denoted as the kernel generalized variance, depends upon not only the largest generalized eigenvalue of the problem above but also on the product of the entire spectrum. This is derived from the Gaussian case where the mutual information is equal to minus half the logarithm of the product of generalized eigenvalues of the regular CCA problem. In summary, the kernel generalized variance is given by

$$
I(x_1, \ldots, x_m) = -\frac{1}{2} \sum_{i=1}^{P} \log \lambda_i,
$$

where $P$ is the rank of $K_{\kappa}$. Figure II-B demonstrates the Kernel Generalized Variance versus the Mutual Information for a Gaussian kernel and for different $\sigma$‘s. The complexity of a naive implementation of both KCC and KGV is $O(N^3)$. However, an approximate solution can be computed using Cholesky decomposition which reduces the complexity to be roughly quadratic in the sample size.

![Fig. 1. The mutual information and the Kernel Generalized Variance for different $\sigma$ values as a function of the angle of rotation of the orthogonal matrix $W$.](image)

**C. Randomized Features**

In kernel methods, each data sample $x$ is mapped to a function in the reproducing kernel Hilbert space $\Phi(x)$, where the analysis is performed. The inner product between two representational functions $\Phi(x)$ and $\Phi(y)$ can be evaluated directly on the samples $x$ and $y$ using the kernel function $k(x, y)$. For real valued, normalized $(k(x, y) \leq 1)$, shift invariant kernels $\mathbb{R}^d \times \mathbb{R}^d$

$$
k(x, y) = \int_{\mathbb{R}^d} p(w) e^{-jw^T(x-y)} dw \approx \frac{1}{m} \sum_{i=1}^{m} e^{-jw_i^T x} e^{jw_i^T y}
$$

$$
= \sum_{i=1}^{m} \cos(w_i^T x + b_i) \cos(w_i^T y + b_i),
$$

where $p(w)$ is the inverse Fourier transform of $k$ and $b_i \sim U(0, 2\pi)$, and $w_i$‘s are independently drawn from $p(w)$. Thus, the kernel function can be approximated by transforming the data samples into an $m$-dimensional random space $z(x) = \frac{1}{\sqrt{m}} [\cos(w_1^T x + b_1), \ldots, \cos(w_m^T x + b_m)]$ and taking the inner product between the maps.

$$
k(x, y) \approx \langle z(x), z(y) \rangle.
$$

The following theorem shows that the reproducing kernel Hilbert space corresponding to $k$ can be approximated by a random map, in the inner product sense.
Let \( k(x, y) = k(x - y) \) be a shift-invariant kernel function such that \( k(x, y) \leq 1 \). Denote \( p(w) \) as the inverse Fourier transform of \( k \), that is, \( k(x) = \int_{\mathbb{R}^d} p(w)e^{-i2\pi wx}dx \). Independently sample \( m \) variables \( \{w_1, \ldots, w_m\} \) from the distribution \( p(w) \) and \( m \) random numbers \( b_j \) uniformly from the section \([−\pi, \pi]\) and construct the random Fourier feature map

\[
\begin{aligned}
z(x) = \sqrt{\frac{2}{m}} \left[ \cos(w_1^T x + b_1), \ldots, \cos(w_m^T x + b_m) \right].
\end{aligned}
\]

We define the \( Z \)-correlation of a pair of random variables \( x_1 \) and \( x_2 \) as

\[
ρ(z_1, z_2) = \max_{w_1 \in \mathbb{R}^m, w_2 \in \mathbb{R}^m} |\text{corr}(w_1^T z_1, w_2^T z_2)|
\]

The empirical covariance between \( w_1^T z_1(x_1) \) and \( w_2^T z_2(x_2) \) is given by

\[
\hat{\text{cov}}(w_1^T z_1(x_1), w_2^T z_2(x_2)) = \frac{1}{N} \sum_{i=1}^{N} \langle w_1, z(x_1^i) \rangle \langle w_2, z(x_2^i) \rangle
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} w_1^T z(x_1^i) z(x_2^i)^T w_2
\]

\[
= w_1^T \left( \frac{1}{N} \sum_{i=1}^{N} z(x_1^i) z(x_2^i)^T \right) w_2
\]

\[
= w_1^T \hat{C}_{12} w_2
\]

Similarly, the empirical variances can be computed as

\[
\hat{\text{var}}(w_1^T z(x_1)) = w_1^T \hat{C}_{11} w_1
\]

\[
\hat{\text{var}}(w_2^T z(x_2)) = w_2^T \hat{C}_{22} w_2,
\]

where

\[
\hat{C}_{11} = \frac{1}{N} \sum_{i=1}^{N} z(x_1^i) z(x_1^i)^T
\]

and

\[
\hat{C}_{22} = \frac{1}{N} \sum_{i=1}^{N} z(x_2^i) z(x_2^i)^T.
\]

Thus the empirical \( Z \)-correlation is the largest generalized eigenvalue of the system

\[
\begin{pmatrix}
0 & \hat{C}_{12} \\
\hat{C}_{21} & 0
\end{pmatrix}
\begin{pmatrix}
w_1 \\
w_2
\end{pmatrix} = \lambda
\begin{pmatrix}
\hat{C}_{11} + \gamma I & 0 \\
0 & \hat{C}_{22} + \gamma I
\end{pmatrix}
\begin{pmatrix}
w_1 \\
w_2
\end{pmatrix}.
\] (1)

As demonstrated in Figure 3 as the number of random features grows, the \( Z \)-correlation converges to the \( F \)-correlation. Notice that the size of the generalized eigenvalue system in the random feature space is \( n_s m \times n_s m \) which is much smaller than the kernel case where it is of size \( n_s N \times n_s N \).

The kernel canonical correlation provide less accurate results than the kernel generalized variance since it takes into account only the largest generalized eigenvalue. This can also be justified by the Gaussian case where the kernel generalized variance is shown to be a second order approximation of the mutual information around the point of independence as \( \sigma \)

---

**Theorem II.1.** Let \( X \in \mathbb{R}^{d \times N} \) be a matrix containing samples of \( x \) ordered in its columns. Denote \( z(X) \in \mathbb{R}^{m \times N} \) as a matrix containing the Fourier random features of each column of \( X \) as its columns. Denote \( \hat{K} = z(X)^T z(x) \) and \( K \) as the empirical kernel matrix corresponding to the same kernel as \( \hat{K} \). Then

\[
\|\hat{K} - K\| \leq \sqrt{\frac{3n^2 \log n}{m}} + \frac{2n \log n}{m},
\]

where the norm is an operator norm.

**Proof.** See [3].
Fig. 3. Approximation of the Kernel Canonical Correlation using Randomized Canonical Correlation with different numbers of features.

goes to zero. Thus, we propose to approximate the kernel generalized variance by

\[
\delta_z(x_1, \ldots, x_{n_s}) = -\frac{1}{2} \sum_{k=1}^{P} \log \lambda_k
\]

where \(\lambda_k\) are the generalized eigenvalues of \(1\). We define this function as the random generalized variance (RGV). As demonstrated in Figure 4, the more features we take for calculating the empirical covariances in the random space, the better RGV approximates KGV.

Fig. 4. Approximation of the Kernel Generalized Variance using Randomized Generalized Variance with different numbers of features.

IV. EXPERIMENTAL RESULTS

To evaluate the performance of optimization over our novel contrast functions for solving ICA problems, we independently draw samples from two or more probability functions given in Figure 5. Then, we applied some random transformation with condition number between one to two. For measuring and comparing the accuracy of our algorithm in estimating the unmixing matrix from the mixed data, we used the Amari distance given by

\[
d(V, W) = \frac{1}{2n_s} \sum_{i=1}^{n_s} \left( \sum_{j=1}^{n_s} |a_{ij}| - 1 \right) + \frac{1}{2n_s} \sum_{j=1}^{n_s} \left( \sum_{i=1}^{n_s} |a_{ij}| - 1 \right),
\]

where \(a_{ij} = (VW^{-1})_{ij}\). This metric, introduced in [5], is invariant to scaling and permutation of the rows or columns of the matrices.

First, we evaluated the performance of our randomized ICA approach (RICA) on two mixtures of independent sources drawn in independently identically distributed fashion from the pdfs in [5]. We repeated the experiments for 250 and 1000 samples, and the Amari distance for various ICA algorithms are summarized in Tables I and II, respectively. As expected, our results are comparable to those of KICA [1], while our algorithm is strictly linear in the sample size.

We compared the robustness of our contrast function to outlier samples. The evaluation was done by choosing at random a certain number of points in the dataset and adding 5 or −5 at random with probability 0.5. The Amari distance between the estimated matrix and the true one for several algorithms is demonstrated in Figure 6. We repeated the experiments 1000 times and averaged the results. The most robust algorithms are KICA [1], while RICA algorithms are still more robust than the others.

Since our framework imitates the kernel ICA methods in the random feature space, we evaluated the accuracy and the runtime of the methods in unmixing real audio signal. The results are given in Table III. With comparable accuracy, our methods run more than ten times faster.

Fig. 5. Probability density functions used in our tests. These pdf-s are identical to those used in [1].
V. Conclusions

We proposed two novel pseudo-contrast functions for solving the ICA problem. The functions are evaluated using randomized Fourier features and thus can be computed in linear time. As the number of feature grows, the proposed functions converge to the renowned kernel generalized variance the kernel canonical correlation which require a computational effort that is cubic in the sample size. The accuracy of the proposed ICA methods is comparable to the state-of-the-art algorithms evaluated on a couple of mixtures of independent sources drawn from the denoted PDFs. In this experiment we used 250 samples and repeated the experiment 1000 times. The KGV, KCC, RCC, and RGV algorithms were initialized with the similar matrices. Each row represents the PDFs from which the samples were drawn. The mean row represents the average performance of each method and rand row denotes the performance of the algorithms for a mixture of a pairs of sources randomly selected from the PDFs. We repeated this experiment 1000 times.

![Fig. 6. Robustness to outliers.](image)

| Method       | # repl | Amari Distance | Runtime (seconds) |
|--------------|--------|----------------|-------------------|
| KCC          | 100    | 3.2            | 337.7             |
| RCC          | 100    | 3.3            | 28.4              |
| KGV          | 100    | 1.2            | 258.0             |
| RGV          | 100    | 1.3            | 23.6              |

Table II: The Amari errors (multiplied by 100) and the runtime in separating a pair of independent audio signals from two recorded mixtures.

| Method       | # repl | Amari Distance | Runtime (seconds) |
|--------------|--------|----------------|-------------------|
| KCC          | 100    | 3.2            | 337.7             |
| RCC          | 100    | 3.3            | 28.4              |
| KGV          | 100    | 1.2            | 258.0             |
| RGV          | 100    | 1.3            | 23.6              |

Table III: The Amari errors (multiplied by 100) and the runtime analysis also be evaluated using Nystrom extension for kernel matrices.
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