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Abstract
People with color vision deficiency (CVD) have a reduced capability to discriminate different colors. This impairment can cause inconveniences in the individuals’ daily lives and may even expose them to dangerous situations, such as failing to read traffic signals. CVD affects approximately 200 million people worldwide. In order to compensate for CVD, a significant number of image recoloring studies have been proposed. In this survey, we briefly review the representative existing recoloring methods and categorize them according to their methodological characteristics. Concurrently, we summarize the evaluation metrics, both subjective and quantitative, introduced in the existing studies and compare the state-of-the-art studies using the experimental evaluation results with the quantitative metrics.
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1 Introduction

Color perception is one of the essential functions of human vision. It affects almost all aspects of an individual’s daily and working lives, for example, recognizing traffic signals, checking the condition of cooked meat, discriminating the colors of flowers and leaves, and so on. However, disorders in color vision have many causes, such as genetic alterations of cone cells, cortical trauma, degenerative diseases/disorders, but the anomaly in cone cells is the most common reason for color vision deficiency (CVD). There are three kinds of cone cells in the human retina: L-cone, M-cone, and S-cone cells. When all three kinds of cone cells function properly, individuals are identified as having normal color vision, a.k.a., trichromats (trichromacy). However, anomalies in these cells can lead to partial or complete loss of function. According to the number of affected cone cell kinds and their severity, CVD can be classified as anomalous trichromacy (anomalous trichromats), dichromacy (dichromats), or monochromacy (monochromats) [1]. Both anomalous trichromacy and dichromacy involve one type of anomalous cone cells. Moreover, anomalous trichromacy and dichromacy can be further divided into protan (L-cone anomaly), deutan (M-cone anomaly), and tritan (S-cone anomaly) deficiencies. Specifically, anomalous trichromacy can be classified as protan trichromacy, deutan trichromacy, and tritan trichromacy; dichromacy can be classified as protanopia (L-cone), deuteranopia (M-cone), and tritanopia (S-cone). Because individuals with protan deficiency (protan trichromacy; protanopia) and those with deutan deficiency (deutan trichromacy; deuteranopia) have difficulty discriminating red and green, they are commonly stated as having red–green CVD. For monochromacy, either two or all kinds of cone cells are missing or dysfunctional. People with monochromacy either perceive all colors in grayscale shades or blue shades [2].

People with CVD experience varying degrees of contrast loss. In order to compensate for CVD, numerous recoloring approaches have been proposed in the past two decades. Ribeiro et al. carefully reviewed the recoloring algorithms for CVD compensation in their survey paper [3] on the aspects of methodology and the recoloring procedure. They classified all methods according to the compensation targets (anomalous trichromacy, dichromacy, and monochromacy) and color space (e.g., RGB, CIE $L^*a^*b^*$) where
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the recoloring was performed. What is more, they gave a qualitative assessment of the recoloring approaches based on the perceptual requirements of contrast enhancement, naturalness preservation, and color consistency. It was a very efficient way to learn the key ideas and main pipelines of many recoloring methods via [3]. However, the timestamp pressed on [3] is 2019, and outstanding recoloring works have since been released throughout the world. What has come to light is that the evaluation experiments verifying the effectiveness of the recoloring algorithms are equally important for the methodology proposals.

In this survey, we briefly review all the representative existing recoloring approaches and give detailed descriptions of the state-of-the-art works; categorize all these methods according to their compensation targets and common methodological characteristics; summarize the subjective experiments and quantitative metrics introduced in the existing recoloring studies; and reproduce the recoloring results using the state-of-the-art works, and evaluate these recolored images using the introduced quantitative metrics.

2 Color vision deficiency simulation

In order to digitally visualize what is seen by individuals with CVD, simulation methods have been proposed in [4–6]. Due to the missing or dysfunction of one of the three kinds of cone cells, individuals with dichromacy can perceive colors using the remaining two kinds of cone cells in addition to the achromatic colors. Based on the studies [7, 8] that reported the color percepts of dichromats, Brettel et al. [4] proposed to simulate their color vision in the LMS color space. The gamut of dichromacy is modeled as two half-planes. As shown in Fig. 1, for people with protanopia or deuteranopia, the two half-planes are composed of a neutral color vector (e.g., gray, white) and two chromatic vectors with wavelengths of 475 nm (blue) and 575 nm (yellow). For people with tritanopia, the half-planes are formed with neutral color vector and two chromatic vectors with wavelength of 485 nm (blue–green) and 660 nm (red). Then, colors in the LMS space are projected onto those half-planes along the axis corresponding to the non-functioning cone cell, and the simulation result of dichromacy can be obtained. Due to the discontinuity of the gamut formulated in [4], when giving a color in the 3D color space, the simulation algorithm needs to first determine a half-plane to project onto. Viénot et al. [5] conducted a further experiment on [4] and proposed a linear dichromacy simulation algorithm, a $3 \times 3$ transformation matrix.

Based on the shift theory of cone cell sensitivity [1] (Fig. 2), Machado et al. [6] proposed a method for simulating anomalous trichromacy of varying degrees. The origin theory of sensitivity shift explains the exon replacement in cone cells, anomalous trichromacy should result from that. Exons in one kind of cone cells are partially replaced with those in other cone cells, and such replacements make the sensitivity of anomalous cone cells shift toward that of other cone cells, for example, the L-cone sensitivity of protan trichromats shifts toward M-cone sensitivity (Fig. 2b, c). Moreover, the longer shift distance indicates a severe degree of CVD. In [6], a sensitivity shift of 20 nm is regarded as a severe case of anomalous trichromacy. The simulation method builds upon the two-stage theory put forward in [9]. According to the two-stage theory, perception of the color of a stimulus on display involves two transformations: (1) $L$, $M$, and $S$-cone cells transform the visible electromagnetic spectrum signal emitted from the screen to bioelectrical signal $(l, m, s)$ and transport the signal to the visual center the brain; (2) the visual center transforms the bioelectrical signal $(l, m, s)$ to three opponent-color channels, i.e., white–black, red–green, and yellow–blue; (3), a $3 \times 3$ transformation matrix $T_{\text{normal}}$ that converts an RGB stimulus to opponent-color perception can be obtained. However, the alterations in cone cells hinder the transformation of bioelectrical signals, and the alternative transformation matrix $T_{\text{CVD}}$ that converts an RGB stimulus to opponent-color space, which is in a manner of CVD, can be obtained by taking sensitivity shift into consideration. For visualizing the color perception of CVD for trichromats, given a stimulus $C$ in RGB color space and a specified distance of sensitivity shift $d$, CVD simulation result $C_d$ can be obtained as $C_d = M(C, d) = T_{\text{normal}}^{-1} T_{\text{CVD}} C$. Let $T_{\text{sim}} = T_{\text{normal}}^{-1} T_{\text{CVD}}$, the entire procedure of anomalous trichromacy simulation can be performed in the RGB color space as $C_d = T_{\text{sim}} C$. 
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Fig. 1 Protanopia simulation in the LMS color space using the method proposed by Brettel et al. [4]. $c$ color in LMS 3D space. $c_p$ protanopia simulation result for $c$ (along L-axis)
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3 Evaluation metrics

This section reviews the evaluation metrics used in existing subjective and objective experiments to verify the recoloring algorithms’ effectiveness. In the subjective experiments, participants with CVD were recruited to evaluate recoloring results directly. Considering the difficulty in recruiting CVD participants, some studies adopted indirect evaluation, that is, inviting individuals with trichromacy and showing them the CVD simulation results of the recolored images. Contrast and naturalness are the two most important factors which should be considered. Contrast can be understood as the difference within a local area or among distant areas in an image, such as the texture of an object or chromatic difference among objects. One important goal of recoloring is to compensate for the loss of contrast in the perception of CVD. When recoloring an image for contrast enhancement, it is inevitable to change some colors that can be properly perceived by CVD users, for example, recoloring the user discriminable blue sky to gray, resulting in an image that appears unnatural for CVD users. Therefore, the preservation of naturalness also becomes an important indicator of algorithm effectiveness. In the objective experiments, the naturalness and contrast can be directly evaluated using quantitative metrics. In the subjective experiments, in addition to requiring the participants to score the contrast of recolored images subjectively, some studies involved participants in color vision-related tasks for performance evaluation.

3.1 Subjective evaluation

Ishihara test: this evaluation scheme is introduced in [10–12]. Each test plate in Ishihara test consists of dots with different colors. This tool is used to diagnose whether an individual is with CVD. People with trichromacy can read the figure or pattern formed by these dots correctly. However, people with CVD cannot discriminate the dots of the foreground from those of the background due to loss of color contrast; they may fail to read the figure or read it incorrectly. Therefore, it can be used to evaluate the effectiveness of the recoloring algorithms that whether the recolored images can help CVD users read those test plates.

Farnsworth–Munsell 100 Hue test: this evaluation scheme is introduced in [13]. This tool involves an examinee in a cap-sorting task. Given two fixed chromatic caps, A and B, at two polar ends, an examinee is asked to adjust the array of chromatic caps between A and B to make the color variation smooth. Though distinct, each cap is very similar to others, and an error value can be calculated from the cap-sorting result of the examinee; a higher error value indicates a more severe CVD. Besides the diagnosis of CVD, this test has the capability to measure the degree of CVD. Therefore, it can be used to evaluate the effectiveness of the recoloring algorithms that whether the recoloring results can help CVD users reduce the error values of the test.

Color matching test: this evaluation scheme is introduced in [14]. After being presented with a reference chromatic block, an examinee is required to select the same color block from a set of candidate blocks. This test can evaluate the recoloring algorithms that whether they can reduce the mismatching of chromatic blocks by CVD users.

Character recognition: this evaluation scheme is introduced in [15]. In this scheme, a participant is required to read the tinted characters from a chromatic background. A high similarity between font color and background color can make the characters hard to be read. This scheme can evaluate whether the recoloring algorithms can improve CVD users’ readability if the font color and background color in the original media contents are confusing to them.

Image scoring: this evaluation scheme can be seen in [16–18]. In this scheme, a participant can directly score the recolored image from his or her own point of view. The test image can receive a score on several scales (e.g., the 5-point Likert scale) from negative to positive. The effectiveness
of the recoloring algorithms can be confirmed if they can achieve high evaluation scores from participants.

3.2 Objective evaluation

Using the CVD simulation methods, the perception of CVD users can be obtained approximately. The recolored images and their CVD simulation results can be used in contrast and naturalness evaluations.

The quantitative metrics for contrast evaluation can be classified as either absolutive ones or relative ones, according to whether a reference image is required. An absolutive metric (without a reference image) sums up the strengths of contrasts within a single image. In contrast, a relative metric (with a reference image) compares the difference between contrasts of homologous pixel pairs or color pairs in the test image and the reference image. In an absolutive metric, stronger contrasts contribute to a higher score. In a relative metric, not over-enhanced contrast, but just noticeable difference (JND) or contrast identical to that in the reference image is better. On the other hand, the pixel pairing way of a metric determines whether it is a global contrast calculator or not. A metric that pairs a pixel with its neighboring pixels can be considered a local contrast calculator.

Different from metrics for contrast evaluation, reference images are required in the quantitative metrics for naturalness evaluation. There are two kinds of assessment schemes used in the existing studies. An intuitive scheme involves measuring the amounts of chromatic changes made to CVD perceptions, i.e., comparing the CVD simulation of the recolored image with that of the original image. As an alternative scheme that takes the universal design into account, the amount of the changes to the perceptions of CVD is considered as well as the changes to the perceptions of normal vision; thus, this scheme directly compares the recolored images with the original images, pixel-by-pixel.

3.2.1 Contrast metrics in monochromacy studies

Global luminance error: in [19], the global luminance error (GLE) metric was introduced. In the GLE metric, the luminance difference between any pixels \( (c_i, c_j) \) in the grayscale image is compared with color contrast \( \delta_{ij} \) between homologous colors in the original image, and it can be calculated as:

\[
\text{GLE}(i) = \sqrt{\frac{1}{K} \sum_{j \in K} \frac{1}{\delta_{ij}^2} \left( \delta_{ij} - \left| \text{lum}(c_i) - \text{lum}(c_j) \right| \right)^2},
\]

where \( i \) ranges over the image, and \( K \) indicates a set of pixels in the image; \( \text{lum}(\cdot) \) stands for the pixel’s luminance in the grayscale image. A lower value of GLE indicates increased preservation of contrast. The GLE metric is a global contrast calculator, and it calculates the relative contrast error between the test image and the reference image. In order to uniformly and comprehensively evaluate the contrast preservation in the grayscale image, whether inside the object or between adjacent or distant objects, the GLE metric can be used.

Color contrast preserving ratio: in [20–22], the color contrast preserving ratio (CCPR) metric was introduced. This metric is devised based on JND, and it is defined as:

\[
\text{CCPR} = \frac{\# \{ (x, y) \in \Omega \mid g_x - g_y \geq \tau \}}{\Omega},
\]

where \( \tau \) is a threshold set by the user; \( \Omega \) represents a pixel pair set, and it contains neighboring pixel pair \((x, y)\) in the original image, whose color contrast is greater than \( \tau \); \( \Omega \) indicates the number of pixel pairs in \( \Omega \); \( g_x, g_y \) denotes the grayscale values of pixels \( x, y \) in the grayscale image; \( \# \{ \cdot \} \) stands for the number of pixel pairs that satisfy two conditions, i.e., \((x, y) \in \Omega \) and \( g_x - g_y \geq \tau \). A higher value of CCPR indicates better preservation of contrast. The CCPR metric is a local contrast calculator, and it calculates the relative contrast preserving ratio of the test image to the reference image. In order to evaluate whether the grayscale image preserves local details at the lowest degree, for example, studies of enhancing edges between adjacent objects, the CCPR metric can be used.

3.2.2 Contrast metrics in dichromacy studies

Global chromatic diversity: in [23, 24], the global chromatic diversity (GCD) metric in the CIE \( L^a*b^* \) color space was introduced, and the GCD value of an image can be calculated as:

\[
\text{GCD}(i, j) = \sqrt{(l_i - l_j)^2 + (a_i - a_j)^2 + (b_i - b_j)^2},
\]

where \( i \) and \( j \) range over the colors in CVD simulation result of the recolored image; \( l_i, a_i, \) and \( b_i \) are \( L^a*b^* \) values of pixel \( i \). The GCD metric is a global contrast calculator, and it calculates the absolute strength of the contrast in an image. The higher the GCD value, the stronger the contrast is. In order to uniformly and comprehensively evaluate the contrast which may even be stronger than that in the input image, for example, image enhancement studies, the GCD metrics can be used.

Global contrast error: in [25, 26], global contrast error (GCE) metric was introduced, which can be computed as:

\[
\text{GCE}(i, j) = \left( c_i - c_j - \text{sim}(c_i) + \text{sim}(c_j) \right)^2,
\]

where \( i \) and \( j \) range over the colors in the image; \( c_i \) and \( c_j \) denote homologous colors in the original image and the
recolored image, respectively; \( \| \cdot \| \) is the Euclidean length of a vector; \( \text{sim}(\cdot) \) is the dichromacy simulation function. The GCE metric is a global contrast calculator, and it calculates the relative contrast error of the test image, comparing to the reference image. The smaller the GCE value, the better the contrast preservation is. For the studies which constrain the pixel pair-wise or color pair-wise contrast in the CVD simulation result for the recolored image to be identical to that in the input image, the GCE metric can be used.

Local contrast error: in [17, 18, 27], the local contrast error (LCE) metric was introduced, which can be computed as:

\[
\text{LCE}(i) = \sqrt{\frac{1}{\Omega} \sum_{j \in \Omega} \left( \frac{\text{sim}(c'_i) - \text{sim}(c'_j) - c_i - c_j}{160} \right)^2},
\]

where \( i \) ranges over the pixels in the image; \( \Omega \) indicates a set of randomly selected pixels from the neighborhoods of pixel \( i \), and \( \Omega_k \) represents the number of pixels in \( \Omega_k \). The LCE metric is a local contrast calculator, and it calculates the relative contrast error between the test image and the reference image. The smaller the LCE value, the better the contrast preservation is. In order to evaluate the local contrast within a certain area, the LCE metric can be used.

Local absolute contrast: in [16], the local absolute contrast (LAC) metric was introduced, which can be computed as:

\[
\text{LAC}(i) = \sqrt{G_h(i)^2 + G_v(i)^2},
\]

where \( i \) ranges over the pixels in the CVD simulation result of the recolored image; \( G_h(\cdot) \) and \( G_v(\cdot) \) are the horizontal and vertical Sobel gradient operators, respectively. The LAC metric is a local contrast calculator, and it calculates the absolute strength of the contrast in an image. The higher the LAC value, the stronger the contrast is. In order to evaluate the local contrast within a very small area, the LAC metric can be used.

3.2.3 Contrast metrics in anomalous trichromacy studies

Contrast preservation rate: in [12], contrast preservation rate (CPR) metric was introduced, which can be computed as:

\[
\text{CPR}(i) = \frac{1}{n-1} \sum_{j=1}^{n} \left( \frac{(\rho_j - \mu_{pi})(q_j - \mu_{qi})}{\sigma_{pi}^2 + \sigma_{pq}^2 + \epsilon} \right) + \epsilon,
\]

where \( i \) ranges over the pixels in the image, and \( j \) is the neighboring pixel of \( i \); \( n \) is the number of neighboring pixels of \( i \); \( \rho_{pi} \) and \( q_{pi} \) are homologous pixels in the test image and the reference image; \( \mu_{pi} \) and \( \sigma_{pi} \) are the mean and standard deviation of neighboring pixels of \( p_i \); \( \epsilon \) is a small constant to avoid the denominator being zero. The CPR metric is a local contrast calculator, and it calculates the relative contrast error between the test image and the reference image. The higher the CPR value, the better the contrast preservation is. Similar to LCE, in order to evaluate the local contrast within a user-specified area, the CPR metric can be used. Table 1 shows the summary of quantitative metrics for contrast evaluation.

3.2.4 Naturalness metrics

Chromatic difference: in [12, 16, 18, 24–26, 28], chromatic difference (CD) metric in the CIE \( L^*a^*b^* \) color space was introduced, which can be computed as:

\[
\text{CD}(i) = \sqrt{\lambda (l'_i - l_i)^2 + (a'_i - a_i)^2 + (b'_i - b_i)^2},
\]

where \( i \) ranges over the pixels in the image; \( l'_i, l_i, a'_i, a_i, b'_i, \) and \( b_i \) are \( L^*, a^*, \) and \( b^* \) values of homologous pixel \( i \) in the test image and reference image; \( \lambda \) is the weight of luminance difference. By setting \( \lambda = 0 \), the metric in [12, 16, 18] can consider only two chromatic components. In addition to the CD metric, structure similarity (SSIM) [29] and feature similarity (FSIMc) [30] metrics are common indexes used in naturalness evaluation.

4 Recoloring for monochromacy

Because only one kind of cone cell or no cone cell (only rod cells) functions, the color gamut of monochromacy is reduced to one dimension. Recoloring methods for monochromacy merely remap colors in the image to one channel (usually the luminance channel).

4.1 Monochromacy tailor-made recoloring

Recoloring methods [31, 32] are the only two works that cover monochromacy compensation, among those depicted in [3]. These two methods are optimization-based, and the recoloring was performed in the CIE \( L^*a^*b^* \) color space. The authors devised their objective functions to preserve an equal-proportional contrast in the grayscale image, referring to the original contrast between color pairs. In [31], a linear transformation function \( g(c_i) \) was adopted to remap arbitrary color \( c_i \) in the original image to the target gamut; and the Fletcher–Reeves conjugate gradient method was utilized to minimize their objective function:

\[
E^2 = \sum_{i=1}^{n} \sum_{j=n+1}^{n} \left\{ \frac{c_i - c_j}{D_{\text{max}}} - \frac{g(c_i) - g(c_j)}{d_{\text{max}}} \right\},
\]
where constants $D_{max}$ and $d_{max}$ in the function denote the maximal distance between any colors in the gamut of normal vision and monochromacy, respectively. The concept behind [32] is the same as [31], that is, preserving an equal-proportional contrast in the grayscale image. In [32], the objective function was formulated as:

$$E = \sum_{i=1}^{n} \sum_{j=1}^{n} \left\{ \frac{g_i - g_j}{c_i - c_j} - k \right\},$$

where $g_i$ stands for the one-dimensional value after recoloring for $c_i$; and $k$ denotes the target proportionality. Each resulting color $g_i$ can be directly obtained by minimizing the objective function. The naturalness preservation, that is, the preservation of original luminance perceived by individuals with monochromacy, was not considered in [31, 32].

### 4.2 Color-to-gray conversion studies

As discussed by Shen et al. [33], recoloring for CVD individuals is one type of dimension reduction problem, especially for monochromacy, which has high relevance to color-to-gray conversion (decolorization) studies. In this survey, we introduce five color-to-gray methods, which are optimization-based [19, 20, 34, 35] and convolutional neural network-based [21].

Lu et al. [20], Gooch et al. [34], and Liu et al. [35] paid attention to contrast preservation. Gooch et al. [34] firstly devised a mechanism to calculate signed difference $\delta_g$ for each color pair $(c_i, c_j)$ in the CIE $L^*a^*b^*$ space; then, they introduced their objective function as:

$$E = \sum_{(i,j)} \left( (g_i - g_j) - \delta_g \right)^2,$$

where $g_i$ and $g_j$ stand for the resulting grayscale values of $c_i$ and $c_j$; finally, the conjugate gradient iteration method was adopted to minimize $E$.

Likewise, Lu et al. [20] proposed a method to preserve the contrast in the grayscale image, considering both the RGB color space and CIE $L^*a^*b^*$ space. Given two colors $c_x = (r_x, g_x, b_x)$ and $c_y = (r_y, g_y, b_y)$, their difference $g_x - g_y$ in the grayscale image is constrained by the original contrast $\delta_{x,y}$, in a manner of maximizing likelihood:

$$G(\delta_{x,y}, \sigma^2) = \exp \left\{ -\frac{|g_x - g_y - \delta_{x,y}|^2}{2\sigma^2} \right\},$$

$$|\delta_{x,y}| = \sqrt{(l_x - l_y)^2 + (a_x - a_y)^2 + (b_x - b_y)^2}.$$

Because of the ambiguity in determining the sign of $\delta_{x,y}$ (the order of grayscale value), the authors adopted a bimodal selection mechanism to loosen the constraint introduced in [34]. For an unambiguous color pair $(c_x, c_y)$, which satisfies $c_x \leq c_y$, that is, $r_x \leq r_y$ & $g_x \leq g_y$ & $b_x \leq b_y$, the model $G(\delta_{x,y}, \sigma^2)$ is used; otherwise, if the pair $(c_x, c_y)$ is regarded as ambiguous, then an alternative model,

$$\frac{1}{2} \left\{ G(\delta_{x,y}, \sigma^2) + G(-\delta_{x,y}, \sigma^2) \right\},$$

is used. Considering the complexity of the objective function, the authors developed a solver to solve their problem.

Liu et al. [35] proposed “WpmDecolor” as an optimization model for decolorization in RGB color space. This model calculates the grayscale image $g$ by a linear combination of three channels of the original image. It can be represented as:

$$g' = \sum_{c=[r,g,b]} w_c I_c, \text{where } I_c \text{ denotes the } c \text{ channel of the original image, and } w_c \text{ stands for the weight assigned to the } c \text{ channel. Once the weight } w_c \text{ is determined, the grayscale image } g' \text{ is obtained. The weight } w_c \text{ is subject to } \sum_{c=[r,g,b]} w_c = 1 \text{ and can be obtained by maximizing the objective function:}$$
\[ \sum_{(x,y) \in P} (g_x - g_y)^2 S_{x,y}, \]

where \( P \) indicates a pixel pair set, which consists of local neighboring pixels and global paired pixels. The coefficient \( S_{x,y} \) is calculated as:

\[ S_{x,y} = \sum_{c=a,r,g,b} \exp \left( -\frac{|I_{c,x} - I_{c,y}|^2}{2\sigma^2} \right), \]

where \( I_{c,x} \) and \( I_{c,y} \) indicate the \( c \) channel values of the homologous pixels in the original image. A smaller \(|I_{c,x} - I_{c,y}|\) will output a larger \( S_{x,y} \), and the details in the resulting image can be enhanced.

In [21], a convolutional neural network was proposed to decolorize images. The authors performed the decolorization while considering both global and local semantic features of the color images. Thus, the convolutional neural network consists of four parts. The first part was called a low-level feature network, directly extracting low-level features from the image. The second and third networks, global feature network, and local semantic network, calculate global and local features from the extracted low-level features; finally, the fourth network computes the grayscale image from the calculated global and local features. In order to train their whole network, the authors prepared a dataset using the decolorization method introduced in [20]. Furthermore, their loss function was devised as:

\[ L = \frac{1}{2N} \sum_{n=1}^{N} (\hat{g}_n - g_n^2), \]

in which the Euclidean distance between the output of the network, \( \hat{g}_n \), and the ground truth, \( g_n \), is calculated; \( N \) represents the number of images they used to train the network.

Kuhn et al. [19] proposed a decolorization algorithm utilizing the spring–mass system in the CIE \( L^*a^*b^* \) color space. Each color \( c_i \) is regarded as a particle \( P_i \) in the system, and the mass of \( P_i \) is represented as:

\[ m_i = \frac{1}{a_i^2 + b_i^2}, \]

where \( a_i \) and \( b_i \) stand for the \( a^* \) and \( b^* \) component values of color \( c_i \), respectively. To this point, we can know that the smaller the distance to the luminance axis, the larger the mass the particle assigned. For an achromatic color whose mass is assumed to be infinity, its luminance is kept unchanged. Otherwise, the force \( F_i(t) \) that is applied to \( P_i \) and its luminance \( L_i^*(t) \) at time \( t \) are calculated according to Hooke’s law; the luminance at the next time \( t + \Delta t \) can be calculated by:

\[ L_i^*(t + \Delta t) = F_i(t) \frac{\Delta t^2}{m_i} + 2L_i^*(t) - L_i^*(t - \Delta t). \]

Before applying the spring–mass system, Kuhn et al. decreased the number of particles via color quantization methods; finally, they interpolated the final grayscale image according to the decolorized quantized colors. The luminance of the original image is preserved to some extent by setting larger masses to colors with less chromaticity.

### 4.3 Evaluation experiment

Due to the difficulty in inviting individuals with monochromacy and most studies introduced in this section proposing the color-to-gray conversion task, there were no subjective evaluations involving CVD participants; alternatively, the user study with normal vision volunteers was conducted by [21, 32, 35]. The contrast evaluation-related task selects the grayscale image that can represent the details of the reference (original) image best.

### 4.4 Summary of monochromacy and the color-to-gray conversion studies

In this survey, seven recoloring methods which are for monochromacy compensation or decolorization were introduced. All these methods perform the recoloring based on the optimization models. Both recoloring for monochromacy and decolorization aim to solve a common problem: mapping information of three channels into a single channel against contrast loss. Before the popularization of the artificial intelligence network, hand-crafted algorithms occupied the majority of recoloring methods for monochromacy/decolorization. Albeit need to prepare training data using existing hand-crafted methods, the network proposed in [21] introduced deep learning to the recoloring for monochromacy.

### 5 Recoloring for dichromacy

An enormous number of recoloring algorithms have been proposed for dichromacy compensation based on the dichromacy simulation methods. In this section, we first categorize the existing recoloring methods for dichromacy and then give detailed descriptions of the state-of-the-art methods; finally, we compare these methods using the results from the evaluation experiments conducted in these studies.
5.1 Recoloring methods for dichromacy in past two decades

5.1.1 Customized difference addition

We classify the methods in [10, 22, 26, 28, 36, 37] into a category named “customized difference addition” (CDA). For these methods, dichromacy simulation methods are firstly adopted to simulate the dichromacy perception $I_d$ of the original image $I$, and $\Delta I = |I - I_d|$, the difference between the original image and the simulated image is then calculated; next, the calculated difference is adjusted either by the algorithms or the users to obtain a customized difference $\Delta I_c$; finally, the customized difference $\Delta I_c$ is added to $I$ to obtain the recolored image $I'$. CDA algorithms usually can preserve naturalness well; they are usually easy to implement and time-efficient, which is important for daily usage. However, the contrast in the recolored image may not be guaranteed because the relationship between pixels or colors has not been given enough consideration.

5.1.2 Hue rotation

We classify the methods in [25, 27, 38–46] into a category named “hue rotation” (HR). For these methods, rotation $\Delta H^\theta$ by an angle $\theta$ is applied to the hue of the original image. For example, the algorithm proposed by Ching et al. [44] rotates hues of reds to yellows and maps hues of greens to blues for contrast enhancement. In addition to the hue, methods by [38, 39, 42] also deform the saturation and luminance of the original image to obtain the recolored image. Similar to CDA, the algorithms in HR are usually easy to implement and time-efficient. Nevertheless, the hue rotation may make significant changes to CVD perception, which can reduce the naturalness of the result.

5.1.3 Optimization

We classify the methods in [16–18, 22, 23, 25, 31, 32, 41, 43, 45–53] into a category named “optimization” (Opt). For these methods, except for Huang et al. [25], key colors are firstly extracted from the original image using image quantization, clustering, color sampling, and so forth. Then, objective functions are used to find optimal target colors for the extracted key colors or optimal mapping applied to the whole image. Finally, the resulting image can be obtained by interpolating from the recolored key colors or applying the mapping to the original image. The method by Huang et al. [25] can be viewed as a mixture of HR and Opt, because the angle of hue rotation is obtained through the optimization model. The most salient advantage of optimization-based algorithms is that the contrast is guaranteed. However, Opt methods may require more time of computation than those of HR and CDA.

5.1.4 Node mapping

We classify the methods in [24, 54] into a category named “node mapping” (NM). These methods firstly distribute identical numbers of nodes to the gamut of trichromats in 3D RGB space and the 2D gamut of dichromats; then, the algorithms try to map the path from the nodes in the 3D space to the nodes in the 2D space, while maintaining the original distance relations. Methods of NM can preserve the image structure; however, the consideration of naturalness preservation is not enough.

5.2 The state-of-the-art studies

The algorithm in [26] is a follow-up of [28]. Both methods were proposed to compensate for red–green deficiency (protanopia and deuteranopia). Because individuals with red–green deficiency have difficulty discriminating red and green while they can perceive blue well, these methods attempt to compensate for the confusing colors by increasing their blue component. When they perform the recoloring in the CIE XYZ color space, the $X$ and $Z$ components are modified, while the luminance component $Y$ is kept unchanged after recoloring. The algorithms try to increase the $Z$ component of the colors because this component contributes to blue. In order to generate the recoloring result $I'$ for an input image $I$, the following procedures are conducted: (1) use Brettel’s method to calculate the dichromacy simulation result $I_d$ of $I$, (2) transform $I$ and $I_d$ from RGB space to XYZ space, (3) normalize each color by $Y$ component, and the normalized original color and simulated color are represented as $C_o = (X_o, Y_o, Z_o)$, and $C_s = (X_o, Y_s, Z_s)$, respectively, (4) calculate compensation vector $(\Delta X, 0, \Delta Z)$ from $C_o$ and $C_s$, (5) add the vector $(\Delta X, 0, \Delta Z)$ to $C_o$, to obtain the resulting color $C'$, (6) transform $C'$ back to RGB space. The only difference between [26] and [28] is the increasing amount of $Z$ component. The increasing amount $\Delta Z$ in [26] is $\beta$ times to that in [28], where $1 \leq \beta \leq 4$. For colors with a small difference from their dichromacy simulations, the amount of change is also small; thus, the naturalness of the original image should be preserved well in the recolored images. The method proposed in [26] can be classified into the CDA category.

Zhu et al. proposed two recoloring methods [16, 17] for dichromacy compensation. Zhu et al. performed the recoloring within the gamut of dichromacy. Both methods formulate the recoloring as an optimization problem, consisting of contrast enhancement and naturalness preservation, and the recolored one can be obtained by solving a linear equations system. The objective function is represented as follows:
The projection can be represented as:

\[ E = \lambda \sum_{i=1}^{N} \text{sim}(c'_i) - \text{sim}(c_i) + \sum_{i=1}^{N} \sum_{j=1}^{N} \text{sim}(c'_i) - \text{sim}(c'_j) - \delta_{ij}, \]

where \( c'_i \) and \( c'_j \) denote the recoloring results; \( \lambda \) is the weight of naturalness term. Similar to existing optimization-based studies, the methods proposed by Zhu et al. firstly extract a small number of representative colors \( RC \) (or dominant color) from the original image \( I \) for acceleration; then, the recolored representative colors \( RRC \) are obtained through putting \( RC \) into the optimization model; finally, the whole image is obtained from \( RRC \) using edit propagation methods. On the other hand, the method in [16] performs the recoloring in the LMS color space, and that in [17] performs in the CIE \( L^*a^*b^* \) color space, respectively. For simplification, the method in [16] processes each channel of LMS individually; the method in [17] focuses on compensation for red–green dichromacy, and the optimization is conducted in the one channel, that is, yellow–blue channel \( b^* \). Generally, both methods simultaneously enhance the contrast and preserve the naturalness in the recolored image; the high computation time of representative color extraction and propagation hinders their application in real time. The methods in [16] and [17] can be classified into the Opt category.

Wang et al. [18] proposed an optimized dichromacy projection (ODP) for dichromacy compensation in the CIE \( L^*a^*b^* \) color space. In [52], the two half-planes in the LMS space are transformed into 2D planes, the CIE \( L^*a^*b^* \) space by the method of least squares; the 2D planes go through the luminance axis \( L^* \), and the angle between the plane and \( L^*b^* \) plane can be represented as \( \theta \). The algorithm in [18] attempts to find a linear transformation that projects the colors in the 3D space onto the 2D plane while preserving naturalness and enhancing contrast. By rotating the coordinates of CIE \( L^*a^*b^* \) space along the \( L^* \) axis by angle \( \theta \), the \( L^*b^* \) plane can be aligned with the 2D plane. Furthermore, the \( a^* \) value of the colors projected onto the 2D plane can be left alone because any color on the 2D plane has \( a = 0 \); in addition, supposing that recoloring the image with the colors on the 2D plane can preserve the luminance of the original image, modification to luminance channel can also be left alone. As a result, channel \( b^* \) becomes the only channel that needs to be changed, and the recoloring can be represented as projecting colors on the 2D \( a^*b^* \) plane to 1D \( b^* \) axis. The projection can be represented as: \( b' = w_0 a + w_b b \), where \( a_u \) and \( b_u \) are \( a^* \) and \( b^* \) components of the original color after rotation; \( w_0 \) and \( w_b \) are projection weights. Constraining \( w_0 + w_b = 1 \), the projection can be further simplified as: \( b' = (1 - w_b) a_u + w_b b_u \). The only variable \( w_b \) in the projection is obtained from an optimization model consisting of the naturalness preservation and contrast enhancement terms. The linear transformation and sparse sampling strategy in the optimization enable the algorithm to recolor an image very quickly; contrast enhancement and naturalness preservation are guaranteed by the optimization. The method in [18] can be classified into the Opt category.

Li et al. [22] introduced neural networks into the recoloring for dichromacy. With the great achievement of research on generative adversarial networks (GAN), more studies try to use GAN and its variations to transform the style of the input image or change the color of the image. Li et al. demonstrated that training GAN (e.g., pix2pix-GAN [55]) could be used to generate recolored images for dichromacy compensation. For training, Li et al. prepared a dataset consisting of the original images and the recolored image pairs. The recolored images are generated by Huang et al. [41] or their original method, named the improved octree quantification method (IOQM). The IOQM first clusters the input image to obtain key colors \( C_0 \). Then, the difference \( D_i \) between each key color \( C_i \) and its dichromacy simulation result \( C_i^d \) is calculated to determine its confidence; a smaller \( D_i \) links to higher confidence. Next, each key color \( C_i^d \) is compared to those key colors which have higher confidences than \( C_i^d \), and if \( C_i^d \) is judged to be “unrecognizable,” it will be recolored by adding a customized difference of \( D_i \) to itself, while the difference customization is in the optimization stage. Finally, each pixel in the original image is recolored according to the distance to its nearest key color. In order to improve the quality of the dataset, they recruited people with normal vision to filter inappropriate data from the dataset. Besides the neural network’s performance, the characteristics of the dataset (e.g., whether the naturalness preservation is considered) are an important factor that influences the recoloring results. The method in [22] can be classified as a mixture of categories CDA and Opt. Simultaneously, semantic information (e.g., object) has begun to attract researchers’ attention, and [22] showed that the tendency for introducing an artificial intelligence network into recoloring for CVD would become popular.

5.3 Comparison

In order to evaluate the effectiveness of the recoloring results, subjective and quantitative experiments were conducted in the recoloring studies. The methodologies and evaluation experiments are summarized in Table 2.

Figures 3 and 4 show the recoloring results of Hassan et al. [26, 28], Zhu et al. [16, 17], and Wang et al. [18] for protanopia and deuteranopia compensations, respectively. The first row of each instance shows the stimulus images, and the second row shows the dichromacy simulation images generated using [4]. In Fig. 3, for the instance of “Paint,” Zhu et al. [16, 17] (Fig. 3d, e) and Wang et al. [18] (Fig. 3f) enhanced the contrast between the sun and the sky well; for the instance of “Plant,” Hassan et al. [26] (Fig. 3c), Zhu et al.
Zhu et al. [17] (Fig. 3e), and Wang et al. [18] (Fig. 3f) significantly enhanced the contrast between the berries and leaves; for the instance of “Paprika,” Hassan et al. [26, 28] (Fig. 3b, c), Zhu et al. [16] (Fig. 3d), and Wang et al. (Fig. 3f) significantly enlarged the difference between red paprikas and green paprikas. For “Flower 1” in Fig. 4, Hassan [26] (Fig. 4c) and Wang et al. (Fig. 4f) significantly enlarged the difference between the flowers and background. For “Flower 2,” Wang et al. [18] (Fig. 4f) significantly enhanced the contrast between the flower and leaves; for the instance of “Ishihara Test,” Hassan [26] (Fig. 4c) and Wang et al. (Fig. 4f) significantly enlarged the difference between the figures “26” and background. The quantitative evaluation results of the recolored images in Figs. 3 and 4 using GCD, LCE, CD, and FSIMc metrics are shown in Tables 3, 4, 5, and 6, respectively. From the viewpoint of quantitative metrics, in terms of protanopia compensation, [26] and [16] obtained the best scores for the global contrast evaluation metric GCD, whereas [17, 28], and [18] obtained the best scores for the local contrast evaluation metric LCE, respectively; for the naturalness evaluation, the scores of [28] and [17] are best. Regarding deuteranopia compensation, [26] and [18] obtained the best scores for the local contrast evaluation metric LCE. Additionally, [18] obtained the best scores for the local contrast evaluation metric LCE, respectively; for the naturalness evaluation, the scores of [28] and [17] are best. In general, the method of [28] preserves naturalness well, but the improvement of contrast is not significant; the method of [26] is just opposite to [28]. Zhu et al. [16, 17] preserved naturalness well but may fail to enhance the contrast in some cases (e.g., Fig. 3-“Paprika”). Wang et al. [18] enhanced contrast well but may fail to preserve the naturalness in some cases (e.g., Fig. 4-“Flower 2”). In addition, compared to Zhu et al. [16, 17], the algorithms of [18, 26, 28] are time-efficient.

5.4 Summary of recoloring for dichromacy

In this section, recoloring methods for dichromacy have been classified as CDA, HR, Opt, and NM. The state-of-the-art studies [16–18, 22, 26] have been explained in detail. The methodologies and evaluation metrics have been summarized. Qualitative and quantitative comparisons of state-of-the-art studies have been made, using the examples of recoloring results and the evaluation metrics introduced in Sect. 3, respectively.

| References | Methodology | Subjective experiment | Quantitative experiment |
|------------|-------------|-----------------------|------------------------|
|            | CDA | HR | Opt | NM | P | N | O | C | N |           |
| [10]       | ●  |    |     |    | IT |    |    |    |    | GCD       |
| [23]       | ●  |    |     |    |    | IS |    |    |    |           |
| [24]       |    | ●  |     |    |    |    |    |    |    | GCD, CD   |
| [25]       |    | ●  |     |    |    | IS |    |    |    |           |
| [26]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [27]       |    | ●  |     |    |    | IS |    |    |    | GCE, CD   |
| [28]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [29]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [30]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [31]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [32]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [33]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [34]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [35]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [36]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [37]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [38]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [39]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [40]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [41]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [42]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [43]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [44]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [45]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [46]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [47]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [48]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [49]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [50]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [51]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |
| [52]       |    | ●  |     |    |    | IS |    |    |    | CD, FSIMc |

Methodology: CDA—customized difference addition, HR—hue rotation, Opt—optimization, NM—node mapping. Subjective experiment: P—performance, N—naturalness, O—overall-preference. Performance: IT—Ishihara test, IS—image scoring. Quantitative experiment: C—contrast, N—naturalness. Contrast: GCD—global chromatic diversity, GCE—global contrast error, LCE—local contrast error, LAC—local absolute contrast. Naturalness: CD—chromatic difference.
6 Recoloring for anomalous trichromacy

This section first categorizes the existing recoloring methods for anomalous trichromacy and then gives detailed descriptions of the state-of-the-art method; finally, we introduce the evaluation experiment we conducted.
Fig. 4 Recoloring results of Hassan et al. [26, 28], Zhu et al. [16, 17], and Wang et al. [18] for deuteranopia compensation

**Table 3** Evaluation results of recolored images for dichromacy compensation using the global chromatic diversity metric

| Images | [28]  | [26]  | [16]  | [17]  | [18]  |
|--------|-------|-------|-------|-------|-------|
| Paint  | 15.68 | 20.75 | 24.16 | 17.90 | 16.11 |
| Plant  | 23.39 | 31.42 | 24.03 | 26.31 | 27.51 |
| Paprika| 36.71 | 48.72 | 38.13 | 39.16 | 38.56 |
| Flower 1| 23.79 | 44.35 | 23.15 | 28.89 | 31.68 |
| Flower 2| 32.08 | 18.75 | 36.35 | 39.99 | 40.24 |
| Ishihara| 15.60 | 16.90 | 16.06 | 16.46 | 16.86 |

**Table 4** Evaluation results of recolored images for dichromacy compensation using the local contrast error metric

| Images | [28]  | [26]  | [16]  | [17]  | [18]  |
|--------|-------|-------|-------|-------|-------|
| Paint  | 29.66 | 55.52 | 42.66 | 9.06  | 12.58 |
| Plant  | 71.96 | 35.76 | 76.08 | 41.40 | 34.02 |
| Paprika| 34.50 | 50.35 | 73.62 | 36.76 | 35.95 |
| Flower 1| 81.85 | 72.06 | 77.61 | 53.98 | 48.43 |
| Flower 2| 96.14 | 101.83| 93.72 | 61.16 | 56.75 |
| Ishihara| 21.64 | 22.36 | 25.81 | 21.36 | 8.25  |
6.1 Recoloring methods in past two decades

6.1.1 Color vision correction

We classify the methods in [13, 56–59] into a category named “color vision correction” (CVC). These methods were proposed based on the assumption that individuals with low-severity anomalous trichromacy distortedly see the colors, while their color gamut is almost identical to that of normal vision. Thus, the distortion in the color perception of anomalous trichromats can be corrected by reinforcing components of the original stimulus. These methods correct the perception of CVD by applying the reversing operation to the original stimulus $s$ to obtain the recoloring result $s'$, that is, $s' = M^{-1}s$. Then, CVD perceptions of $s'$ are approximately identical to normal vision perceptions of $s$. It is very charming that CVC methods can correct the distortion of color perception of anomalous trichromacy. However, it is invalid if a target color overflows (out of the capacity of the screen) or the degree of CVD is severe (reduction in the color gamut is significant).

6.1.2 Channel adjustment

We classify the methods in [60–62] into a category named “channel adjustment” (CA). These methods individually increase or decrease the value of channels of the input image to compensate for target CVD. For example, the method proposed by Poret et al. [60] decreases the red channel of the input image by about 20% in the RGB color space for protan deficiency compensation; the thought behind [60] is that individuals with protan deficiency perceive dark, saturated reds better than dull, light ones. On the contrary, Chen et al. [61] decided to increase the saturation of the input image by 20% in the HSI color space through an experimental study. In contrast, the method in [62] distributes the information of the red channel to green and blue channels for protan compensation and distributes the value of the green channel to red and blue channels for deutan compensation. Similar to methods in the CVC, methods in CA are time-efficient. These methods can improve color discriminability to some extent. However, methods by Poret et al. [60] and Chen and Liao [61] do not consider the diversity of anomalous trichromacy, i.e., they cannot adapt the recoloring results to the degree of CVD; thus, these methods are difficult for practical application. Because the contents of images are not considered by Lee and Santos [62], its effectiveness may be limited.

6.1.3 Optimization

We classify the methods in [11, 12, 14, 15, 63, 65] into a category named “optimization” (Opt). These methods, except for Huang et al. [63], follow a recoloring pipeline of “key color extraction,” “key color recoloring,” and “result image interpolation.” By interacting with CVD users, Flatla et al. [14] obtained a function that could judge whether the user could distinguish between two colors; if two key colors were judged as indistinguishable, then one of two key colors was replaced with a randomly generated color; the replacement procedure continued until there were no indistinguishable colors. In order to improve the color discrimination, Ichi-kawa et al. [15] recolored the key colors by a genetic algorithm dependent on a fitness function in the CIE Luv color space. Huang et al. [63] optimized the hue channel of the input image in the HSV color space via histogram transformation. Milic et al. [11] and Shen et al. [65] rotated the colors, which are on the same confusing line, by different angles and directions referring to the positions of neighborhoods in the color space. Optimization guarantees the color contrast but may increase the computation time significantly.

6.2 The state-of-the-art methods

The method proposed in [12] was a follow-up of Zhu et al. [16] and [17]. The recoloring model of Zhu et al. [12] is illustrated in Fig. 5. The methods in [16] and [17] recolored images for dichromacy compensation, while [12] adopted the anomalous trichromacy simulation method from Machado et al. [6] and adapted the recoloring to the difference in anomalous trichromacy for better compensation. In addition, they further improved the effect of compensation
by introducing a coefficient $\alpha$ which is related to the perception errors of individual colors into the recoloring. This strategy keeps strong naturalness preservation constraints on discriminable colors, such as yellow and blue, for protan and deutan deficiencies, while loosening those constraints on confusing colors, such as red and green, for contrast enhancement. Given a specified CVD degree $d$, the objective function formulated in [12] can be represented as follows:

$$E = \lambda \sum_{i=1}^{N} \alpha_i M(c'_i, d) - M(c_i, d)^2 + \sum_{i=1}^{N} \sum_{j=i+1}^{N} \left( M(c'_i, d) - M(c'_j, d)^2 - \delta^2 \right)^2,$$

where $c_i$ and $c'_i$ indicate homologous color in the original image and the recolored image, and $M(c_i, d)$ denotes the result of CVD simulation for $c_i$ using [6]; naturalness coefficient $\alpha_i$ of individual color $c_i$ is calculated in a Gaussian function form:

$$\alpha_i = \exp \left( -\frac{M(c'_i, d) - c^2_i}{2\sigma^2} \right).$$

In [12], the authors recruited participants with different CVD degrees and showed them compensation images of varying CVD degrees generated from Ishihara test images. Furthermore, they computed “singular degrees” from the subjective evaluation result of each participant to explore the relationship between the performances of participants in the subjective experiment and their physical degrees of CVD. Finally, a user interface is developed for users to select appropriate recoloring degrees for their conditions.

The method proposed by Shen et al. [65] is a follow-up of [11]. Same as [11], Shen et al. [65] extracted key colors from the input image and transformed the image from RGB color space to CIE Luv color space. Referring to the confusion points and confusion lines defined by Mollon and Regan [66], the key colors which locate on the same confusion lines are recolored for enhancing the contrast between key colors. Finally, other colors are recolored referring to the key colors. A significant difference between [65] and [11] is that Milic et al. [11] only processed the chromatic component of colors, while Shen et al. [65] further adopted a lightness adjustment strategy to improve the effect of contrast enhancement. The lightness adjustment strategy modifies the luminance channel of a color according to its distance to the confusion point given by [66].

### 6.3 Comparison

The methodologies and evaluation experiments are summarized in Table 7. Compared to dichromacy studies, less quantitative experiments were conducted in anomalous trichromacy research. A possible reason is that no study can statistically summarize or classify all CVD severities worldwide. However, powerful simulation methods for anomalous trichromacy had already been proposed. Naively assuming five severity degrees (which may not physically exist), i.e., 20, 40, 60, 80, and 100% of anomalous trichromacy according to the simulation model of Machado et al. [6], Zhu et al. [12] conducted a quantitative experiment for contrast and naturalness evaluations. They adopted the contrast preservation rate (CPR) metric introduced by Shen et al. [33] for contrast evaluation and calculated chromatic difference between the CVD simulation of the recolored and the original images for naturalness evaluation. Due to the fact that 100% degree of anomalous trichromacy approaches dichromacy, we compared the recoloring results for 100% anomalous trichromacy with dichromacy studies evaluated above, using the same quantitative metrics used above.

Figures 6 and 7 show the recoloring results of Zhu et al. [12] for protan trichromacy and deutan trichromacy compensations, respectively. Both figures show that losses of color contrast become severe with increasing of the assumed CVD degree. From these two examples, the algorithm in [12] adapts the contrast enhancement and naturalness preservation to the degrees of CVD well. Evaluation results of recolored images in Figs. 6 and 7 using the same metrics we used to evaluate dichromacy studies are shown in Tables 8 and 9.

At the same time, we compare the results of CVD degree 100% in Figs. 6 and 7 with those in Figs. 3 and 4. The result for protan 100% (Fig. 6f) shows that Zhu et al.
[12] preserved the contrast between the sun and sky well, which is comparable to those of Zhu et al. [16] (Fig. 3d), Zhu et al. [17] (Fig. 3e), and Wang et al. [18] (Fig. 3f), but better than those of Hassan and Paramesran [28] (Fig. 3b) and Hassan [26] (Fig. 3c). Figure 7f shows a distinction between the flower and leaves in the recoloring result of Zhu et al. [12] for deutan 100%, which is better than those of Hassan and Paramesran [28] (Fig. 4b), Hassan [26] (Fig. 4c), Zhu et al. [16] (Fig. 4d), and Zhu et al. [17] (Fig. 4e); additionally, it is more natural than that of Wang et al. [18] (Fig. 4f). For the result of the quantitative metric evaluation shown in Tables 8 and 3–6, the results of Zhu et al. [12] are comparable to those of Zhu et al. [16, 17], Wang et al. [18], and Hassan and Paramesran [28] but better than those of Hassan [26]; for Tables 9 and 3–6, the results of Zhu et al. [12] are still comparable to Zhu et al. [12] but Zhu et al. [12] is still comparable to Zhu et al.
In this section, recoloring methods for anomalous trichromacy are discussed. The first row of images (a) shows the input images. The subsequent rows (b–f) display the recoloring results for Deutan trichromacy at 20%, 40%, 60%, 80%, and 100% levels. The CVD simulation results of the original images are presented in the second row of figures, with the recolored images shown in the third row. Tables 8 and 9 provide evaluation results for protan and deutan trichromacy compensation using various metrics.

### Table 8: Evaluation results of recolored images for protan trichromacy compensation

| Metrics  | Protan 20% | Protan 40% | Protan 60% | Protan 80% | Protan 100% |
|----------|------------|------------|------------|------------|-------------|
| GCD      | 18.73      | 19.22      | 20.22      | 20.88      | 21.30       |
| GCE      | 6.71       | 11.57      | 15.95      | 19.05      | 21.16       |
| CD       | 2.177      | 4.863      | 6.846      | 7.788      | 8.423       |
| FSIMc    | 0.9991     | 0.9981     | 0.9968     | 0.9957     | 0.9940      |

### Table 9: Evaluation results of recolored images for deutan trichromacy compensation

| Metrics  | Deutan 20% | Deutan 40% | Deutan 60% | Deutan 80% | Deutan 100% |
|----------|------------|------------|------------|------------|-------------|
| GCD      | 46.28      | 38.54      | 34.73      | 34.02      | 33.88       |
| GCE      | 27.86      | 65.47      | 85.96      | 90.33      | 90.64       |
| CD       | 6.740      | 7.750      | 11.280     | 12.910     | 13.531      |
| FSIMc    | 0.9840     | 0.9883     | 0.9897     | 0.9881     | 0.9877      |

[16], Hassan and Paramesran [28] and Wang et al. [18] and is better than Hassan [26].

### 6.4 Summary of recoloring for anomalous trichromacy

In this section, recoloring methods for anomalous...
trichromacy compensation have been reviewed. These methods are classified as CVC, CA, and Opt. Different from dichromacy, the gamut of low-severity anomalous trichromacy is almost the same as that of normal vision, but colors are perceived in a distorted way. This characteristic enables anomalous trichromats to perceive the recolored images as trichromats perceiving the original images. Inadequacy of severity calibration reduces the performance of CVC methods, and these methods may perform well within low-severity anomalous trichromacy, but the effect of compensation may be decreased if the severity increases. Nevertheless, both CVC and CA approaches are time-efficient. Optimization guarantees the color contrast but may increase the computation time significantly. On the other hand, though the severity calibration problem has been discussed in [33] and [12], there is still no effective method for CVD degree calibration. Besides the methodologies, we summarized the subjective experiments and objective experiments conducted in the recoloring studies; finally, we showed the recoloring results of the state-of-the-art work [12] and compared the results of CVD 100% with those of dichromacy studies from the results of GCD, GCE, CD, and FSIMc metrics.

7 Direction of future research

A comprehensive solution for CVD compensation should consist of CVD calibration, recoloring algorithm, and application to devices. In this section, we discuss the future research directions from these three viewpoints.

7.1 Calibration

As reviewed in Sect. 2, simulation methods for anomalous trichromacy, such as the model in [6], can simulate varying degrees of CVD. Nevertheless, there is still no method can precisely measure the degree of CVD which an individual is affected. The subjective experiment conducted by Zhu et al. [12] demonstrated the importance of adapting the recoloring to the personal degree of CVD. Therefore, developing CVD calibration techniques can be a fundamental direction of future research for CVD compensation. Zhu et al. [12] gave a potential breakthrough for CVD calibration, that is, utilizing the recoloring results generated for varying degrees.

7.2 Compensation approach

As discussed in [3], conventional recoloring approaches process images in a pixelwise manner and they suffer from the conflicting requirements of contrast and naturalness. The appearance and development of deep learning techniques provide a new option for improving approaches for CVD compensation. Although studies [21, 22] showed the potential of introducing deep learning to the recoloring for CVD compensation, they still used the result images generated by conventional recoloring methods as ground truth for training the network. Therefore, how to collect a sufficient number of high-quality training data can be an important issue. Extracting semantics information with deep learning approaches and incorporating them into the recoloring is also a potential direction of research.

7.3 Application

In addition to PC display, applying recoloring algorithms to some other devices, such as head mounted display, may encounter problems like high computation time, position misalignment between contents of displaying and the real scene [67]. Studies [33, 64] lighted a future direction of combining recoloring algorithms with advanced display devices, such as stereo display and computational glasses for supporting the daily lives of CVD individuals as well as the visual communication between CVD individuals and people with normal vision.

8 Summary

In this survey, we first reviewed the CVD simulation models for dichromacy and anomalous trichromacy. We then summarized the evaluation schemes and metrics introduced in the existing studies. Finally, we introduced the recoloring studies on monochromacy, dichromacy, and anomalous trichromacy.

The subjective evaluation schemes reviewed in this survey can be listed as follows:

- Ishihara test (performance);
- Farnsworth–Munsell 100 Hue test (performance);
- color matching test (performance);
- character recognition (performance);
- image scoring (performance, naturalness).

The quantitative evaluation metrics reviewed in this survey can be listed as follows:

- global luminance error (contrast);
- color contrast preserving ratio (contrast);
- global chromatic diversity (contrast);
- global contrast error (contrast);
- local contrast error (contrast);
- local absolute contrast (contrast);
- contrast preservation rate (contrast);
- chromatic difference (naturalness);
- structure similarity (naturalness);
feature similarity (naturalness).

In the sections, recoloring for dichromacy and recoloring for anomalous trichromacy, we first categorized existing recoloring methods. The recoloring methods for dichromacy compensation were classified into categories as follows:

customized difference addition;

hue rotation;

optimization;

node mapping.

The recoloring methods for anomalous trichromacy compensation were classified into categories as follows:

color vision correction;

channel adjustment;

optimization.

And we discussed the pros and cons of these kinds of methods. Then, we gave detailed descriptions of the state-of-the-art methods. Finally, we compared the recoloring methods using results from the evaluation experiments and discussed the directions of future research regarding CVD compensation.
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