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Abstract

Automatic methods to predict Mean Opinion Score (MOS) of listeners have been researched to assure the quality of Text-to-Speech systems. Many previous studies focus on architectural advances (e.g. MBNet, LDNet, etc.) to capture relations between spectral features and MOS in a more effective way and achieved high accuracy. However, the optimal representation in terms of generalization capability still largely remains unknown. To this end, we compare the performance of Self-Supervised Learning (SSL) features obtained by the wav2vec framework to that of spectral features such as magnitude of spectrogram and melspectrogram. Moreover, we propose to combine the SSL features and features which we believe to retain essential information to the automatic MOS to compensate each other for their drawbacks. We conduct comprehensive experiments on a large-scale listening test corpus collected from past Blizzard and Voice Conversion Challenges. We found that the wav2vec feature set showed the best generalization even though the given ground-truth was not always reliable. Furthermore, we found that the combinations performed the best and analyzed how they bridged the gap between spectral and the wav2vec feature sets.

Index Terms: speech quality evaluation, Mean Opinion Score, MOS prediction, LDNet, SSL-MOS

1. Introduction

Text-to-Speech (TTS) has been widely adopted in various applications as the quality of synthesis is getting close to that of human speech. To measure the quality, Mean Opinion Score (MOS) is often used as a part of subjective evaluations. Subjects are asked to rate speech samples from 1 (bad) to 5 (excellent) regarding certain criteria, such as naturalness or similarity to the target voice.

Although the MOS-based evaluation is a gold standard, collecting reliable scores is still challenging. Rating is largely affected by the contexts of listening tests, e.g. materials and subjects [1]. Hence, multiple raters are often employed and the average per sample is calculated as ground-truth. However, subjective evaluations are still costly and remain as one of major challenges in the field. To this end, the task of automatic MOS prediction has been gaining attention in the community.

Training a reliable MOS prediction system requires large-scale corpora e.g. the Blizzard challenge (BC) [2, 3] and or the voice conversion challenge (VCC) [4, 5] where speech recordings and their corresponding MOS are collected. While early studies relied on hand-crafted features and simple statistical models [6], recent studies proposed complex architectures, e.g. MOSNet [7], MetricNet [8], MBNet [9], and LDNet [10], and achieved high accuracy. In particular, LDNet [10] predicted system-level MOS with higher than 0.96 of Spearman’s rank correlation coefficient (SRCC) in the experiment with VCC2018 data [5].

However, the generalization of these state-of-the-art methods are still questionable. When the distribution of test materials is substantially different from that of training materials, the performance significantly drops. Since each listening test has own unique contexts, the challenge of generalization is inevitable [1].

Self-Supervised Learning (SSL) is actively being researched in the field of Machine Learning and is well-known for its strong generalization capability [11]. Especially, SSL using speech or language modalities has demonstrated the state-of-the-art performance on the various tasks such as automatic speech recognition, speaker identification, and language understanding. In particular, the wav2vec [12, 13]-based approach showed strong generalization in the task of MOS prediction as well [1]. While SSL-based approach achieved promising results, there is still room for the improvement and we still raise questions. What makes the gap between SSL and non-SSL features such as magnitude of spectrogram and melspectrogram? In particular, which circumstance hurts the performance of SSL features? How can we bridge the gap?

For the sake of answering these, we compare the performance of various representations and conducted in-depth analysis in the context of generalization. Especially, we employ LDNet as a baseline architecture that deals with variations of ratings and investigate how the reliability of ratings affects the generalization of each representation.

This paper is structured as follows. We firstly introduce related studies in Section 2. Next, we describe LDNet, our baseline system in Section 3. We explain experimental settings and data in 4. The results will be reported and discussed in Section 5 and concluded in Section 6.

2. Related Work

One of the early end-to-end speech objective assessment models is MOSNet [7]. MOSNet uses magnitude of spectrogram and predicts utterance-level MOS. Since MOSNet uses the average MOS per utterance and discards each rating per judge in the training phase, bias of each judge and the variation will not be modelled. To address this issue, MBNet was proposed [9]. MBNet consists of mean and bias subnets to leverage the individual judge scores of each utterance. Few months later, Huang et al. made improvement to the architecture of MBNet and proposed LDNet [10].

While most of the state-of-the-art methods use spectral features e.g. magnitude of spectrogram, adopting SSL features for the task has been recently getting attention due to its strong generalization proven in various speech and language-related tasks. For example, wav2vec is a SSL framework that encodes raw speech data via multiple convolutional layers to obtain abstract and latent representations [12, 13]. The use of the wav2vec features was investigated to shed a light on the generalization capability for the task of MOS prediction [1]. In particular, wav2vec 2.0 [13] was used as an input representation, a simple archi-
In this section, we briefly describe Listener Dependent Network (LDNet) [10] which we adopt as a baseline system in our experiment so that we could leverage the use of individual scores of each sentence was not yet leveraged.

In this work, we investigate generalization of various speech representations including wav2vec, magnitude of spectrogram, melspectrogram, and F0. We adopt LDNet as a baseline system so that we could leverage the use of individual scores and analyse how the representations interact with the variance of scores.

3. LDNet

In this section, we briefly describe Listener Dependent Network (LDNet) [10] which we adopt as a baseline system in our experiments.

Assume we have a MOS dataset \(D\) containing \(N\) speech samples. Each sample \(x_i\) has \(m\) scores (listener-dependent scores, hereinafter LD scores) \(s_{1i}, ..., s_{mi}\) rated by a set of listeners \(\{l_1, ..., l_m\}\). The mean score is denoted as \(\bar{s}_i\). MOSNet [7] aims at finding a model \(f\) that predicts the \(\bar{s}_i\) given a speech sample. In the training phase, the MOSNet minimizes a mean square loss regarding the mean score of each sample:

\[
\mathcal{L} = MSE(f(x_i), \bar{s}_i)
\] (1)

During inference, given an input speech \(x\), the trained model is directly used to make the prediction.

\[
\bar{s} = f(x)
\] (2)

On the other hand, LDNet [10] generalizes the form of MBNet [9] to predict the LD score given the input speech and the listener ID. LDNet consists of an encoder and a decoder, depicted as figure 1. During the training, LDNet minimizes a LD loss as follows:

\[
\mathcal{L} = MSE(f(x_i, l_i), s_{i}^l)
\] (3)

here,

\[
f = Decoder(Encoder(x), l)
\] (4)

4. Experimental settings

We conducted experiments to investigate the optimal speech representation for the task of automatic MOS prediction. As a criteria to compare the performance, we chose the system-level Spearman’s rank correlation coefficient (SRCC) that is used as the main evaluation criteria of VoiceMOS Challenge [14].

4.1. Dataset

The data used in our experiments were provided by the VoiceMOS Challenge. The data is sampled from BVCC [15], the large scale MOS dataset containing samples from the past BCs and VCCs. The train, valid and test sets include 4974, 1066, and 1066 audio samples (16kHz/16bit), respectively. Each sample was rated by 8 listeners. In the valid and test sets, there were 8 listeners who were not included in the training set. For details, please refer to [1].

4.2. Baseline system

We used the official implementation of the LDNet[10]. Its architecture was depicted in figure 1. Amongst the three inference modes of LDNet, we chose the mean listener mode which showed the best system-level SRCC on the BVCC dataset [10]. The main differences between the experimental settings of the original LDNet paper and those of our experiments are described below.

4.2.1. Loss function

While the original LDNet used a Mean Square Error (MSE) as a loss function, we examined MSE, negative Linear Correlation Coefficient (LCC) and their combination: \(MSE + k \times LCC\) (\(k\) is set to be 1 or 2) in a preliminary experiment. We found that LCC or \(MSE + k \times LCC\) outperformed MSE regarding SRCC. We chose therefore LCC as a loss function throughout the experiment in this paper. To calculate reliable LCC, a large batch size is crucial. We empirically found that 15 is sufficiently large and efficient in practice.

4.2.2. Features

While MOSNet [7], MBNet [9] and LDNet [10] used a 257-dimensional magnitude spectrogram (denoted as melspec) as the input feature, we investigated additional feature sets: mel-spectrogram and SSL-based feature, i.e. the latent representation of wav2vec.

For the task of MOS prediction, it would be beneficial to use a speech representation which more closely resembles human’s perceptual scale. We extracted 80-dimensional melspectrogram (denoted as melspec) in a configuration of a 512-point-Short-Time-Fourier-Transform (STFT) with 128-point-shifting.

As Cooper et al. reported that speech representations by self-supervised learning (SSL) demonstrated good performance [1], we adopted wav2vec, one of the publicly available SSL-based speech models from the Fairseq project. Although the wav2vec 2.0 [13] produces the state-of-the-art performance [1], we adopt the 1.0 in consideration of the smaller dimensions (512) and the size of the given data set.

Since the wav2vec architecture learned the abstract but essential representation of raw speech signals in a self-supervised manner, it is hard to assure if it captures or not some properties

---

[1] https://codalab.lisn.upsaclay.fr/competitions/895
[2] https://github.com/pytorch/fairseq
[3] https://github.com/unilight/LDNet
[4] https://github.com/smlight/LDNet
[5] https://github.com/pytorch lightning/LDNet
Table 1: Feature Comparison

|            | Utterance level | System level | Utterance level | System level |
|------------|-----------------|--------------|-----------------|--------------|
|            | MSE  | LCC   | SRCC  | MSE  | LCC   | SRCC  | MSE  | LCC   | SRCC  |
| magspec    | 0.4092 | 0.7668 | 0.7702 | 0.1492 | 0.9080 | 0.9094 | 0.4088 | 0.7833 | 0.7780 |
| melspec    | 0.3111 | 0.8034 | 0.8044 | **0.1101** | 0.9235 | 0.9187 | 0.3671 | 0.7820 | 0.7787 |
| wav2vec    | 0.4114 | 0.8222 | 0.8230 | 0.1909 | 0.9329 | 0.9348 | 0.4638 | 0.8226 | 0.8227 |
| wav2vec + f0 | 0.3350 | 0.8320 | 0.8300 | 0.1568 | 0.9340 | 0.9349 | 0.3228 | 0.8395 | 0.8341 |
| wav2vec + melspec | **0.3046** | **0.8414** | **0.8406** | 0.1321 | **0.9419** | **0.9417** | 0.3226 | 0.8346 | 0.8289 |

5. Result and Discussion

In this section, we present and discuss the results of our experiments. Firstly, we compare the performance of magspec, melspec, and wav2vec. Secondly, we investigate if the performance improves by adding melspectrogram/F0 features (wav2vec+melspec and wav2vec+f0). Lastly, we will discuss the challenges and the future research direction.

5.1. magspec vs. melspec vs. wav2vec

Each model was trained until 200k steps, but the best model was chosen by monitoring system-level SRCC on the validation data set. We report not only SRCC but also LCC and MSE as a reference. Note that we did not optimize models by MSE.

The results are shown in Table 1. In all conditions (i.e., Utterance-level or System-level or with the validation data or with the test data), wav2vec performed the best regarding SRCC. The second place was melspec while magspec performed the worst. As reported in the previous study [1], wav2vec showed the strong generalization capability.

To have a better understanding of the representations, we visualize them by performing Uniform Manifold Approximation and Projection (UMAP) [16]. UMAP is learned with the entire dataset (i.e., training + validation + test set). To filter out unreliable MOS scores, we chose samples that all 8 listeners assigned the same score. Firstly, we see how discriminating

Figure 2: The features on the UMAP plane, which was learned with all the samples that all 8 listeners assigned the same score.
As described in Section 4, we are not sure if wav2vec previous finding: the strong generalization of wav2vec. Since filtering, we could not find any clear clusters in all feature sets. samples was more ambiguous to rate. Due to the restriction of scores (1 and 2) were left, which means that the majority of complete agreement between listeners, only samples with low data. When we filtered out the samples that do not have a complete agreement between listeners, only samples with low scores (1 and 2) were left, which means that the majority of samples was more ambiguous to rate. Due to the restriction of filtering, we could not find any clear clusters in all feature sets. Since wav2vec performed the best on the test data in spite of the challenge posed by the ambiguity, our experiment firms the previous finding: the strong generalization of wav2vec.

5.2. Combinations of representations
As described in Section 4, we are not sure if wav2vec retains enough properties of raw speech signals that are relevant to the automatic MOS prediction task. In this section, we compare wav2vec, wav2vec+melspec, and wav2vec+f0 as shown in Table 1. When melspectrogram or F0 feature is added to the wav2vec features, both MSE and SRCC improved. In validation set, wav2vec+melspec surpasses the performance of wav2vec+f0 while wav2vec+f0 shows slightly higher SRCC in test set.

Based on this finding, we question where these gains come from. We investigated how the addition helps learning and generalization. Firstly, we observed that the loss changes have a smaller variation than those without the additional features as shown in Figure 3. Hence, we conclude that both melspectrogram and F0 feature lead to more smooth optimization.

Secondly, we visualized the absolute deviation i.e., \(|\bar{s}_i - f(x_i)|\) of combined features against wav2vec in the test data. As shown Figure 4, the absolute deviation of wav2vec+f0 has the high correlation to that of wav2vec (LCC of 0.875). In other words, to the samples of which wav2vec performs well wav2vec+f0 also performs well, and when wav2vec produces errors wav2vec+f0 produces errors too.

There was not much difference between wav2vec and wav2vec+melspec when the absolute deviation is below 1. However, when it becomes large, wav2vec+melspec greatly outperforms wav2vec. Since wav2vec+melspec well predicted the samples that wav2vec did not, melspectrogram seems to retain some essentials that wav2vec might fail to capture.

5.3. Discussion
The results above imply that melspectrogram and F0 feature sets retain the important clue that the wav2vec features might leave out. Regardless, some samples are always erroneous. Intuitively, samples with less reliable scores are more challenging to learn and may hurt learning. We attempted to quantify what makes listeners less agree with each other but could not find significant clues. Rather, we assume that listeners rely on various aspects of the quality and have different weights. For instance, one listener weighs more accuracy of prosody than that of pronunciation while another focuses on fidelity of audio (mostly affected by vocoder). Filtering out unreliable samples might improve learning; regardless, the system may encounter ill-defined samples in the wild since that might be the nature of subjective scores. Let us leave this issue as one of future studies.

Lastly, we did not conduct experiments with out-of-domain data sets that will make generalization even harder. However, due to the large scale but the aggregated dataset from various contexts, the generalization would be still challenging in this study. We will investigate the challenge of out-of-domain data sets in the future as well.

6. Conclusions and Future Work
In this work, we investigated the generalization of speech representations including magnitude of spectrogram, melspectrogram, F0, and wav2vec. We found the wav2vec feature outperformed others on the test data where the reliability of scores was often low. In addition, the combination of the wav2vec and melspectrogram or F0 feature sets further improved the performance. This finding tells us that the wav2vec feature set has missing information and the combinations fills the gap.

To validate our findings in a more rigorous setup, we will experiment them with an out-of-domain dataset or a cross-corpora setup that poses a great difficulty of generalization. Moreover, we will investigate how to leverage the use of the variation of ratings from multiple listeners that might give the clues of ill-defined data.
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