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Abstract. We prove a one-dimensional Hardy inequality on the halfline with sharp constant, which improves the classical form of this inequality. As a consequence of this new inequality we can rederive known doubly weighted Hardy inequalities. Our motivation comes from the theory of Schrödinger operators and we explain the use of Hardy inequalities in that context.

1. Introduction

The celebrated Hardy inequality states that, if $1 < p < \infty$ and if $u$ is a locally absolutely continuous function on $(0, \infty)$ with $\lim \inf_{r \to 0} |u(r)| = 0$, then

$$\int_0^\infty \frac{|u(r)|^p}{r^p} \, dr \leq \left( \frac{p}{p-1} \right)^p \int_0^\infty |u'(r)|^p \, dr. \quad (1)$$

The constant on the right side is best possible. For background on this inequality and its generalizations we refer, for instance, to [13, 4, 8].

Our basic result in this paper is the following improvement of (1).

Theorem 1. Let $1 < p < \infty$. Then, for any locally absolutely continuous function $u$ on $(0, \infty)$ with $\lim \inf_{r \to 0} |u(r)| = 0$,

$$\int_0^\infty \max \left\{ \sup_{0 < s \leq r} \frac{|u(s)|^p}{r^p}, \sup_{r \leq s < \infty} \frac{|u(s)|^p}{s^p} \right\} \, dr \leq \left( \frac{p}{p-1} \right)^p \int_0^\infty |u'(r)|^p \, dr. \quad (2)$$

Inequality (2) is clearly an improvement of (1) since

$$\max \left\{ \sup_{0 < s \leq r} \frac{|u(s)|^p}{r^p}, \sup_{r \leq s < \infty} \frac{|u(s)|^p}{s^p} \right\} \geq \frac{|u(r)|^p}{r^p}.$$ 

Remarkably, the constant in (2) is the same as that in (1).

Surprisingly, given how natural (2) is, we have not been able to locate an earlier occurrence in the literature. In the case $p = 2$ it appeared recently in our book [5].
Here we show that the same proof extends to arbitrary $p$; see Section 2. The proof will use (1) as an ingredient, together with a simple rearrangement argument.

In the remaining sections of this paper, we will draw some conclusions from (2). Let us summarize the most important ones. Indeed, bounding the maximum in (2) by either one of the two quantities, we arrive at the two inequalities

\[
\int_0^\infty \sup_{0<s\leq r} \frac{|u(s)|^p}{r^p} \, dr \leq \left( \frac{p}{p-1} \right)^p \int_0^\infty |u'(r)|^p \, dr \tag{3}
\]

and

\[
\int_0^\infty \sup_{r\leq s<\infty} \frac{|u(s)|^p}{s^p} \, dr \leq \left( \frac{p}{p-1} \right)^p \int_0^\infty |u'(r)|^p \, dr, \tag{4}
\]

valid for the same class of functions $u$ as in Theorem 1. Again, we have not found (3) and (4) stated explicitly in the literature. We will show here, however, that they are equivalent to certain inequalities that are known. Specifically, (3) and (4) are equivalent, respectively, to the following two weighted inequalities,

\[
\int_0^\infty W(r)|u(r)|^p \, dr \leq \frac{p^p}{(p-1)^{p-1}} \left( \sup_{s>0} s^{p-1} \int_s^\infty W(t) \, dt \right) \int_0^\infty |u'(r)|^p \, dr \tag{5}
\]

and

\[
\int_0^\infty W(r)|u(r)|^p \, dr \leq \left( \frac{p}{p-1} \right)^p \left( \sup_{s>0} s^{-1} \int_0^s W(t) t^p \, dt \right) \int_0^\infty |u'(r)|^p \, dr, \tag{6}
\]

valid for all nonnegative, measurable functions $W$ on $(0, \infty)$ and all $u$ as above. Note that for $W(r) = r^{-p}$, (5) and (6) both reduce to (1). Inequality (5) for $p = 2$ is due to Kac and Kreĭn [7]. We review their proof in Section 5 and supplement it with a direct proof of (6) for $p = 2$. Returning to general $p$, both inequalities (3) and (4) are special cases of a more general family of inequalities due to Tomaselli [15], which we discuss momentarily.

In order to show that inequalities (3) and (4) are equivalent to (5) and (6), we employ a duality argument. This is presented in Section 3.

Next, by a well-known change of variables argument, we see that (5) and (6) are equivalent to the following doubly weighted inequalities.

**Theorem 2.** Let $1 < p < \infty$ and let $V, W$ be nonnegative, a.e.-finite, measurable functions on $(0, \infty)$ such that

\[
\int_0^s V(t)^{-\frac{1}{p-1}} \, dt < \infty \quad \text{for all } s \in (0, \infty).\]

Then, for any locally absolutely continuous function $u$ on $(0, \infty)$ with $\liminf_{r \to 0} |u(r)| = 0$,

\[
\int_0^\infty W(r)|u(r)|^p \, dr \leq \frac{p^p}{(p-1)^{p-1}} B \int_0^\infty V(r)|u'(r)|^p \, dr \tag{7}
\]

and

\[
\int_0^\infty W(r)|u(r)|^p \, dr \leq \left( \frac{p}{p-1} \right)^p B \int_0^\infty V(r)|u'(r)|^p \, dr \tag{8}
\]
with

$$B := \sup_{s > 0} \left( \int_0^s V(t)^{-\frac{1}{p-1}} \, dt \right)^{p-1} \left( \int_s^\infty W(t) \, dt \right)$$

(9)

and

$$\overline{B} := \sup_{s > 0} \left( \int_0^s V(t)^{-\frac{1}{p-1}} \, dt \right)^{-1} \int_0^s W(t) \left( \int_0^t V(t')^{-\frac{1}{p-1}} \, dt' \right)^p dt.$$

(10)

Note that for $V \equiv 1$, (7) and (8) reduce to (5) and (6), respectively.

For the sake of completeness, we will provide in Section 4 the details of the change of variables argument that proves the equivalence of (7) and (8) with (5) and (6), respectively. In that section we will also recall the well-known fact that the validity of inequalities (7) and (8) with some constant implies that finiteness of $\overline{B}$ and $\overline{B}$ as defined in (9) and (10). This implies, in particular, that $\overline{B}$ is finite if and only if $\overline{B}$ is finite, and that they are comparable.

Let us discuss the history of Theorem 2. Both inequalities (7) and (8) appear in Tomaselli’s paper [15], see equations (9) and (10) there; see also equations (27’) and (27”) in the exposition [14] of Tomaselli’s work. An independent, very elegant proof of inequality (7) was given by Muckenhoupt [12]. Apparently, most of the relevant textbooks put their focus on inequality (7) and gloss over (8); see, for instance, [11, Theorem 1.3.2/1] and [13, Theorem 1.14]. Inequality (8) is only briefly mentioned without proof in [13, Section 2.8]. Tomaselli’s proof of both inequalities is based on the analysis of certain ordinary differential equations, while Muckenhoupt’s proof of (7) is based on Minkowski’s inequality. It is not clear to us whether this latter method of proof can be used to establish (8). Our proof of Theorem 2 via Theorem 1 and duality seems to be new.

As mentioned before, the constants $\overline{B}$ and $\overline{B}$ are comparable. In this comparability, however, some constants appear, which destroy the optimality of the inequalities and which are not acceptable in certain applications where these constants matter. From the point of view of these applications, inequalities (7) and (8) are not equivalent and one might be better suited in one problem and one in another. The main difference between the two inequalities is that in the constant $\overline{B}$, $W$ is integrated near infinity, whereas in $\overline{B}$ it is integrated near the origin. This difference is crucial in applications and was the main motivation of our study.

To be more specific, our application concerns sharp conditions on the potential for a Schrödinger operator to have only a finite number of negative eigenvalues. We describe this in more detail in Section 7. The relevance of Hardy inequalities for this kind of questions was emphasized by Birman [2].

To summarize our discussion so far, we have seen that the doubly weighted Hardy inequalities (7) and (8) are equivalent to inequalities (3) and (4), respectively. Moreover, (8) and (11) are both consequences of the new inequality in Theorem 1.

A natural question, which we have not been able to answer, is to find a doubly weighted Hardy inequality that is equivalent to (2). This is an open problem.
All inequalities that we have considered so far were for locally absolutely continuous functions \( u \) on \((0, \infty)\) with \( \lim \inf_{r \to 0} |u(r)| = 0 \). For the sake of completeness, let us also state the inequalities for locally absolutely continuous functions \( u \) on \((0, \infty)\) with \( \lim \inf_{r \to \infty} |u(r)| = 0 \). They are deduced from the former ones by the change of variables \( r \mapsto r^{-1} \) and read as follows.

**Theorem 3.** Let \( 1 < p < \infty \) and let \( V, W \) be nonnegative, a.e.-finite, measurable functions on \((0, \infty)\) such that
\[
\int_0^\infty V(t)^{-\frac{1}{p-1}} dt < \infty \quad \text{for all } s \in (0, \infty).
\]
Then for any locally absolutely continuous function \( u \) on \((0, \infty)\) with \( \lim \inf_{r \to \infty} |u(r)| = 0 \),
\[
\int_0^\infty W(r)|u(r)|^p dr \leq \frac{p^p}{(p-1)^{p-1}} B \int_0^\infty V(r)|u'(r)|^p dr \quad (11)
\]
and
\[
\int_0^\infty W(r)|u(r)|^p dr \leq \left( \frac{p}{p-1} \right)^p B' \int_0^\infty V(r)|u'(r)|^p dr , \quad (12)
\]
with
\[
B := \sup_{s > 0} \left( \int_s^\infty V(t)^{-\frac{1}{p-1}} dt \right)^{p-1} \left( \int_0^s W(t) dt \right) \quad (13)
\]
and
\[
B' := \sup_{s > 0} \left( \int_s^\infty V(t)^{-\frac{1}{p-1}} dt \right)^{-1} \int_s^\infty W(t) \left( \int_t^\infty V(t')^{-\frac{1}{p-1}} dt' \right)^p dt . \quad (14)
\]

Note that the roles of 0 and \( \infty \) in the definitions of \( B \) and \( B' \) have changed relative to \( \overline{B} \) and \( \overline{B}' \), but so has the point where the ‘boundary condition’ on \( u \) is imposed.

In the remainder of this paper, we will provide the proofs of the claims made in this introduction.

It is with great admiration and respect that we dedicate this paper to V. Maz’ya, who has shaped our understanding of Sobolev spaces and Schrödinger operators.

2. The main inequality

In this section we prove our main result, Theorem 4. It will be somewhat more convenient to work with Hardy inequalities in an equivalent integral rather than differential form.

**Theorem 4.** Let \( 1 < p < \infty \). Then, for any \( f \in L^p(0, \infty) \),
\[
\int_0^\infty \sup_{0 < s < \infty} \left| \min \left\{ \frac{1}{r}, \frac{1}{s} \right\} \int_0^s f(t) dt \right|^p dr \leq \left( \frac{p}{p-1} \right)^p \int_0^\infty |f(r)|^p dr . \quad (15)
\]

Clearly, the correspondence \( \int_0^s f(t) dt = u(s) \), \( f(s) = u'(s) \) gives the equivalence between Theorems 1 and 4.
Proof. We denote by $f^*$ the nonincreasing rearrangement of $f$. This is a nonincreasing, nonnegative function on $(0, \infty)$ such that $\{|f| > \tau\} = \{|f^* > \tau\}$ for all $\tau > 0$. For more on this rearrangement and, in particular, the following two simple properties that we will use, we refer, for instance, to [1, Section 2.1]. On the one hand, by the equimeasurability property,

$$\int_0^\infty |f(r)|^p \, dr = \int_0^\infty (f^*(r))^p \, dr.$$ 

On the other hand, by the simplest rearrangement inequality, for any $s > 0$,

$$\left| \int_0^s f(t) \, dt \right| \leq \int_0^s |f(t)| \, dt \leq \int_0^s f^*(t) \, dt.$$ 

Thus, for any $r > 0$,

$$\sup_{0 < s < \infty} \min \left\{ \frac{1}{r}, \frac{1}{s} \right\} \int_0^s f(t) \, dt \leq \sup_{0 < s < \infty} \min \left\{ \frac{1}{r}, \frac{1}{s} \right\} \int_0^s f^*(t) \, dt.$$ 

As a consequence, if we can prove the inequality for $f^*$, it holds also for $f$.

The advantage of $f^*$ is that the supremum can be computed. Indeed, since $f^*$ is nonincreasing, we have for all $r \leq s$ and all $t > 0$, $f^*(t) \leq f^*(rt/s)$, so

$$\frac{1}{s} \int_0^s f^*(t) \, dt \leq \frac{1}{s} \int_0^s f^*(rt/s) \, dt = \frac{1}{r} \int_0^r f^*(u) \, du.$$ 

Thus,

$$\sup_{r \leq s < \infty} \frac{1}{s} \int_0^s f^*(t) \, dt = \frac{1}{r} \int_0^r f^*(t) \, dt$$

and, therefore,

$$\sup_{0 < s < \infty} \min \left\{ \frac{1}{r}, \frac{1}{s} \right\} \int_0^s f^*(t) \, dt = \frac{1}{r} \int_0^r f^*(t) \, dt.$$ 

Thus, (15) for $f^*$ follows from the standard Hardy’s inequality (1) or, more precisely, its equivalent integral form. □

3. A DUALITY RESULT

Our goal in this section is to show that the Hardy inequalities (3) and (4) are equivalent to the weighted Hardy inequalities (5) and (6). As mentioned in the introduction, this argument relies on a duality result, which we now state and prove.

For parameters $\alpha, \beta > 0$ and for nonnegative, a.e.-finite, measurable functions $f, g$ on $(0, \infty)$ we set

$$\mu_\alpha(f) := \int_0^\infty \text{ess-sup}_{0 < s \leq r} f(s) \, \frac{dr}{r^{1+\alpha}}, \quad \nu_\beta(f) := \int_0^\infty \text{ess-sup}_{r \leq s < \infty} f(s) \, \frac{dr}{r^{1-\beta}},$$

$$\tau_\alpha(g) := \sup_{r > 0} r^\alpha \int_r^\infty g(s) \, ds, \quad \psi_\beta(g) := \sup_{r > 0} r^{-\beta} \int_0^r g(s) \, ds.$$
Theorem 5. Let $\alpha, \beta > 0$. Then, for any nonnegative, measurable function $f$ on $(0, \infty)$,

\[
\sup \left\{ \int_0^\infty f g \, dr : g \geq 0, \nu_\alpha(g) \leq 1 \right\} = \alpha \mu_\alpha(f) \quad (16)
\]

and

\[
\sup \left\{ \int_0^\infty f g \, dr : g \geq 0, \nu_\beta(g) \leq 1 \right\} = \beta \mu_\beta(f) \quad (17)
\]

and conversely, for any nonnegative, measurable function $g$ on $(0, \infty)$,

\[
\sup \left\{ \int_0^\infty f g \, dr : f \geq 0, \mu_\alpha(f) \leq 1 \right\} = \alpha \nu_\alpha(g) \quad (18)
\]

and

\[
\sup \left\{ \int_0^\infty f g \, dr : f \geq 0, \mu_\beta(f) \leq 1 \right\} = \beta \nu_\beta(g) \quad (19)
\]

This result for $\beta = 1$ is closely related to a result of Luxemburg and Zaanen [10]; see also [1, Exercise 1.6].

Proof. Step 1a. We set $f(r) := \text{ess-sup}_{0<s\leq r} f(s)$ and note that $f \leq \overline{f}$ almost everywhere. (For a careful proof of this fact one can proceed as in [10, Lemma 4.2].) Therefore, we can bound

\[
\int_0^\infty f(r)g(r) \, dr \leq \int_0^\infty \overline{f}(r)g(r) \, dr.
\]

Since $f$ is nondecreasing, for each $\tau > 0$, the set $\{f > \tau\}$ is an interval of the form $(a_\tau, \infty)$. We bound

\[
\int_0^\infty 1_{\{f > \tau\}}(r)g(r) \, dr = \int_{a_\tau}^\infty g(r) \, dr \leq a_\tau^{-\alpha} \sup_{s>0} s^\alpha \int_s^\infty g(r) \, dr
\]

\[
= \alpha \int_0^\infty 1_{\{f > \tau\}}(r) \frac{dr}{r^{1+\alpha}} \nu_\alpha(g).
\]

Integrating this inequality with respect to $\tau$, we arrive at

\[
\int_0^\infty \overline{f}(r)g(r) \, dr \leq \alpha \int_0^\infty \overline{f}(r) \frac{dr}{r^{1+\alpha}} \nu_\alpha(g) = \alpha \mu_\alpha(f) \nu_\alpha(g).
\]

Thus, we have shown that

\[
\int_0^\infty f(r)g(r) \, dr \leq \alpha \mu_\alpha(f) \nu_\alpha(g).
\]

This proves $\leq$ in (16) and (18).

Step 1b. We set $\overline{f}(r) := \text{ess-sup}_{r<s<\infty} f(s)$ and bound

\[
\int_0^\infty f(r)g(r) \, dr \leq \int_0^\infty \overline{f}(r)g(r) \, dr.
\]
Since $f$ is nonincreasing, for each $\tau > 0$, the set $\{f > \tau\}$ is an interval of the form $(0, b_\tau)$. We bound
\[
\int_0^\infty 1_{\{f > \tau\}}(r)g(r)\,dr = \int_0^{b_\tau} g(r)\,dr \leq b_\tau^\beta \sup_{s > 0} s^{-\beta} \int_0^s g(r)\,dr
\]
\[
= \beta \int_0^\infty 1_{\{f > \tau\}}(r) \frac{dr}{r^{1-\beta}} \nu_\beta(g).
\]
Integrating this inequality with respect to $\tau$, we arrive at
\[
\int_0^\infty f(r)g(r)\,dr \leq \beta \int_0^\infty f(r) \frac{dr}{r^{1-\beta}} \nu_\beta(g) = \beta \nu_\beta(f) \nu_\beta(g).
\]
Thus, we have shown that
\[
\int_0^\infty f(r)g(r)\,dr \leq \beta \nu_\beta(f) \nu_\beta(g).
\]
This proves $\leq$ in (17) and (19).

**Step 2a.** For $s > 0$, we set $f_s = \alpha s^\alpha 1_{(s, \infty)}$ and note that $\mu_{\alpha}(f_s) = 1$ and
\[
\sup_{s > 0} \int_0^\infty f_s g\,dr = \alpha \nu_\alpha(g).
\]
Restricting the supremum in (13) to $f_s$, $s > 0$, we obtain $\geq$ in (18).

**Step 2b.** For $s > 0$, we set $f_s = \beta s^{-\beta} 1_{(0, s)}$ and note that $\nu_\beta(f_s) = 1$ and
\[
\sup_{s > 0} \int_0^\infty f_s g\,dr = \beta \nu_\beta(g).
\]
Restricting the supremum in (19) to $f_s$, $s > 0$, we obtain $\geq$ in (19).

**Step 3a.** Steps 1a and 2a show that we have equality in (18) and $\leq$ in (16). Equality in (16) now follows from a duality theorem [16, Theorem 71.1], because $\nu_\alpha$ satisfies the Fatou property, that is,
\[
0 \leq f_n \uparrow f \text{ a.e.} \implies \mu_{\alpha}(f_n) \uparrow \mu_{\alpha}(f) . \tag{20}
\]
Indeed, the assumption in (20) implies that $\text{ess-sup}_{0 < s \leq r} f_n(s) \to \text{ess-sup}_{0 < s \leq r} f(s)$ for a.e. $r > 0$, and then the conclusion in (20) follows by monotone convergence.

Since the reference [16] may not be easily accessible (and even less so the reference for [10, Theorem 2.1]), it might be preferable to appeal to [1, Theorem 2.7]. There, in contrast to [16], the Fatou property is included in the definition of a function norm; see property (P3) in [1, Definition 1.1.1]. The latter definition also includes properties (P4) and (P5), which are not necessarily valid in our case (for instance, $\mu_{\alpha}(1_{(0,1)}) = \infty$). This is not a problem, however, because if one follows the proof of [1, Theorem 2.7] in our case, one sees that the latter two properties are not really needed. (Indeed, instead of only requiring the sets $R_N$ in that proof to have finite measure, one chooses them to be compact subsets of $(0, \infty)$. The remainder goes through without changes.)
Step 3b. The validity of (17) and (19) is deduced from Steps 1b and 2b in complete analogy with Step 3a.

Remark 6. We note that the assertion of Theorem 5 for one single value of either \(\alpha\) or \(\beta\) implies the assertion for all values of \(\alpha\) and \(\beta\). This follows by a change of variables, considering \(\tilde{f}(\rho) = f(\rho^\gamma)\) and \(\tilde{g}(\rho) = g(\rho^\gamma)\rho^{\gamma-1}\) for a suitably chosen \(\gamma\).

Let us now apply Theorem 5 to prove the equivalence between (3) and (5) and that between (4) and (6).

To see that (3) implies (5), we note that, by either (16) or (18),
\[
\int_0^\infty W|u|^p \, dr \leq (p-1) \mu_{p-1}(|u|^p) \tau_{p-1}(W)
\]
and bound \(\mu_{p-1}(|u|^p)\) using (3) to arrive at (5). Conversely, by (16),
\[
(p-1) \mu_{p-1}(|u|^p) = \sup \left\{ \int_0^\infty W|u|^p \, dr : \tau_{p-1}(W) \leq 1 \right\}
\]
and we bound the right side using (5) to arrive at (3).

The equivalence of (4) and (6) is similar, except that we use (17) and (19) with \(f = r^{-p}|u|^p\), \(g = r^pW\) and \(\beta = 1\).

We conclude this section by commenting on the open problem mentioned in the introduction, namely that of finding a weighted inequality that is equivalent to (2). In other words, given a nonnegative, measurable function \(g\) on \((0, \infty)\), we would like to compute the quantity
\[
\sup \left\{ \int_0^\infty f \cdot g \, dr : f \geq 0, \, \int_0^\infty \max \left\{ \sup_{0<s\leq r} \frac{f(s)}{r^p}, \, \sup_{r<s<\infty} \frac{f(s)}{s^p} \right\} \, dr \leq 1 \right\}.
\]
This would probably give rise to a weighted Hardy inequality that implies both (5) and (6).

4. The doubly-weighted Hardy inequality

In this section we discuss the inequalities in Theorems 2 and 3. The material is well known, see, for instance, [15, 14, 13], and is included here only to provide some context and to make this paper accessible to nonexperts.

First, we show that the inequalities (5) and (6) with a single weight function \(W\) imply inequalities (7) and (8). The converse is obvious, by taking \(V \equiv 1\).

To shorten the statements, let us denote by \(\mathcal{F}\) the set of locally absolutely continuous function \(u\) on \((0, \infty)\) with \(\liminf_{r \to 0} |u(r)| = 0\), by \(\mathcal{W}\) the set of all nonnegative, a.e.-finite, measurable functions on \((0, \infty)\) and by \(\mathcal{V}_p\) the subset of \(V \in \mathcal{W}\) such that
\[
\int_0^s V(t)^{-\frac{1}{p-1}} \, dt < \infty \quad \text{for all } s \in (0, \infty).
\]
Lemma 7. Let $1 < p < \infty$.

(1) Assume that there is a constant $c < \infty$ such that for all $W \in \mathcal{W}$ and $u \in \mathcal{F}$ one has

$$
\int_0^\infty W(r)|u(r)|^p \, dr \leq c \left( \sup_{s>0} s^{p-1} \int_s^\infty W(t) \, dt \right) \int_0^\infty |u'(r)|^p \, dr .
$$

Then for all $W \in \mathcal{W}$, $V \in \mathcal{V}_p$ and $u \in \mathcal{F}$ one has

$$
\int_0^\infty W(r)|u(r)|^p \, dr \leq c \overline{B}_{V,W} \int_0^\infty V(r)|u'(r)|^p \, dr .
$$

with $\overline{B}_{V,W} = \overline{B}$ from (9).

(2) Assume that there is a constant $c < \infty$ such that for all $W \in \mathcal{W}$ and $u \in \mathcal{F}$ one has

$$
\int_0^\infty W(r)|u(r)|^p \, dr \leq c \left( \sup_{s>0} s^{p-1} \int_s^\infty W(t) t^p \, dt \right) \int_0^\infty |u'(r)|^p \, dr .
$$

Then for all $W \in \mathcal{W}$, $V \in \mathcal{V}_p$ and $u \in \mathcal{F}$ one has

$$
\int_0^\infty W(r)|u(r)|^p \, dr \leq c \overline{B}_{V,W} \int_0^\infty V(r)|u'(r)|^p \, dr .
$$

with $\overline{B}_{V,W} = \overline{B}$ from (10).

Proof. Let $V \in \mathcal{V}_p$. Then the function $\varphi$ on $(0, \infty)$, defined by

$$
\varphi(r) := \int_0^r V(s)^{-\frac{1}{p-1}} \, ds \quad \text{for all } r \in (0, \infty) ,
$$

is strictly increasing (since $V$ is a.e.-finite) and locally absolutely continuous (by the integrability assumption on $V$). Its inverse function $\psi$ is defined on $(0, L)$ with $L := \int_0^\infty V(s)^{-\frac{1}{p-1}} \, ds \in (0, \infty) \cup \{\infty\}$ and is strictly increasing. Since the set where $\varphi' = V^{-\frac{1}{p-1}}$ vanishes has measure zero, $\psi$ is locally absolutely continuous in $(0, L)$ [9 Exercise 3.46]. Using the chain rule [9 Corollary 3.66] one deduces that

$$
\psi'(\rho) = V(\psi(\rho))^{-\frac{1}{p-1}} \quad \text{for a.e. } \rho \in (0, L) .
$$

If $u \in \mathcal{F}$, then, by [9 Exercise 3.67], $\tilde{u} = u \circ \psi$ is locally absolutely continuous in $(0, L)$ and, by the chain rule [9 Corollary 3.66],

$$
\tilde{u}'(\rho) = u'(\psi(\rho)) \psi'(\rho) = V(\psi(\rho))^{\frac{1}{p-1}} u'(\psi(\rho)) \psi'(\rho)^{\frac{1}{p}} \quad \text{for a.e. } \rho \in (0, L) .
$$

Thus, by the change of variables formula [9 Corollary 3.78],

$$
\int_0^L |\tilde{u}'(\rho)|^p \, d\rho = \int_0^L V(\psi(\rho)) |u'(\psi(\rho))|^p \psi'(\rho) \, d\rho = \int_0^\infty V(r)|u'(r)|^p \, dr .
$$

We assume that the right side is finite (for otherwise there is nothing to prove). If $L < \infty$, then the finiteness of the left side implies that $\tilde{u}$ extends continuously to the point $r = L$ [5 Remark 2.7] and we can extend $\tilde{u}$ continuously by a constant to $[L, \infty)$. Now let $W \in \mathcal{W}$ and define a function $\tilde{W}$ on $(0, \infty)$ by

$$
\tilde{W}(\rho) := W(\psi(\rho)) \psi'(\rho) \quad \text{for } \rho \in (0, L) .
$$
and, if $L < \infty$, by $\tilde{W}(\rho) := 0$ for $\rho \in [L, \infty)$. We note that, again by the change of variables formula [9, Corollary 3.78],

$$\int_{0}^{\infty} \tilde{W}(\rho)|\tilde{u}(\rho)|^{p} \, d\rho = \int_{0}^{L} W(\psi(\rho))|u(\psi(\rho))|^{p} \psi'(\rho) \, d\rho = \int_{0}^{\infty} W(r)|u(r)|^{p} \, dr.$$  

The claimed doubly-weighted Hardy inequality is a consequence of the assumed single-weighted inequality for $\tilde{u}$ with weight $\tilde{W}$. It remains to see how the constants transform. We have, for $\sigma < L$,

$$\sigma^{p-1} \int_{\sigma}^{\infty} \tilde{W}(\tau) \, d\tau = \sigma^{p-1} \int_{\sigma}^{L} W(\psi(\tau)) \psi'(\tau) \, d\tau = (\varphi(\psi(\sigma)))^{p-1} \int_{\psi(\sigma)}^{\infty} W(t) \, dt$$

and, similarly,

$$\sigma^{-1} \int_{0}^{\sigma} \tilde{W}(\tau) \tau^{p} \, d\tau = \sigma^{-1} \int_{0}^{\sigma} W(\psi(\tau)) \tau^{p} \psi'(\tau) \, d\tau = (\varphi(\psi(\sigma)))^{-1} \int_{0}^{\psi(\sigma)} W(t) \varphi(t)^{p} \, dt.$$  

Recalling the definition of $\varphi$, we arrive at the quantities $B_{V,W}$ and $B_{V,W}$. This completes the proof.  

Our next result shows that both conditions $\overline{B} < \infty$ and $\underline{B} < \infty$ are necessary for the doubly-weighted Hardy inequality to hold.

**Lemma 8.** Let $1 < p < \infty$ and let $W \in \mathcal{W}$ and $V \in \mathcal{V}_{p}$. Assume that there is a $C < \infty$ such that for any $u \in \mathcal{F}$,

$$\int_{0}^{\infty} W(r)|u(r)|^{p} \, dr \leq C \int_{0}^{\infty} V(r)|u'(r)|^{p} \, dr.$$  

Then

$$\overline{B} \leq C \quad \text{and} \quad \underline{B} \leq C.$$  

**Proof.** For fixed $s > 0$, we evaluate the assumed Hardy inequality for the function

$$u(r) = \int_{0}^{r} 1_{(0,s)}(t)V(t)^{-\frac{1}{p'}} \, dt$$

and obtain

$$\left( \int_{0}^{s} V(t)^{-\frac{1}{p'}} \, dt \right)^{-1} \int_{0}^{s} W(t) \left( \int_{0}^{t} V(t')^{-\frac{1}{p'}} \, dt' \right)^{p} \, dt + \left( \int_{0}^{s} V(t)^{-\frac{1}{p'}} \, dt \right)^{p^{-1}} \int_{s}^{\infty} W(t) \, dt \leq C \quad \text{for all } s \in (0, \infty).$$

Dropping one of the two terms on the left side and taking the supremum over $s \in (0, \infty)$, we obtain the claimed inequalities.  

**Remark 9.** Note that Lemma 8 together with Theorem 7 implies that

$$\overline{B} \leq \left( \frac{p}{p-1} \right)^{p} \underline{B} \quad \text{and} \quad \underline{B} \leq \frac{p^{p}}{(p-1)^{p-1}} \overline{B}.$$  

We do not claim that the constants here are sharp.
5. Proof of Theorem 2 for $p = 2$

In this section we provide a proof of Theorem 2 in the special case $p = 2$ that does not rely on Theorem 1. Just like the proof of Theorem 1, however, it does rely on (1). Due to the equivalence discussed in the previous section, it suffices to prove (5) and (6) for $p = 2$. As we mentioned in the introduction, the proof of (5) for $p = 2$ is due to Kac and Kreĭn [7]; see also [2, Proof of Theorem 2.4] by Birman and Pavlov. Our proof of (6) for $p = 2$ is a small variation of theirs, which, since we have not seen it anywhere, might be worth recording. We find it instructive to present both proofs, so that the similarities and differences become clearer.

Proof of (5) for $p = 2$. Let $u$ be a locally absolutely continuous function on $(0, \infty)$ with $\liminf_{r \to 0} |u(r)| = 0$. Let

$$\Omega(r) := \int_r^\infty W(t) \, dt, \quad C := \sup_{r > 0} r \Omega(r).$$

We may also assume that $u' \in L^2(0, \infty)$ and $C < \infty$, for otherwise there is nothing to prove. For any $0 < \varepsilon < M < \infty$ we have

$$\int_\varepsilon^M W(r)|u(r)|^2 \, dr = - \int_\varepsilon^M \Omega'(r)|u(r)|^2 \, dr$$

$$= 2 \text{Re} \int_\varepsilon^M \Omega(r) u(r) u'(r) \, dr - \Omega(M)|u(M)|^2 + \Omega(\varepsilon)|u(\varepsilon)|^2$$

$$\leq 2 \text{Re} \int_\varepsilon^M \Omega(r) u(r) u'(r) \, dr + \Omega(\varepsilon)|u(\varepsilon)|^2$$

$$\leq C \left(2 \int_\varepsilon^M \frac{|u(r)|}{r} |u'(r)| \, dr + \varepsilon^{-1} |u(\varepsilon)|^2 \right). \quad (21)$$

Using (11), we can bound

$$2 \int_\varepsilon^M \frac{|u(r)|}{r} |u'(r)| \, dr \leq 2 \left(\int_0^\infty \frac{|u(r)|^2}{r^2} \, dr \right)^{1/2} \left(\int_0^\infty |u'(r)|^2 \, dr \right)^{1/2}$$

$$\leq 4 \int_0^\infty |u'(r)|^2 \, dr.$$ 

Inserting this into (21), we see that it remains to control $\varepsilon^{-1} |u(\varepsilon)|^2$. For $0 < \rho < \varepsilon$, we have

$$|u(\varepsilon)| \leq |u(\rho)| + \int_\rho^\varepsilon |u'(r)| \, dr \leq |u(\rho)| + \varepsilon^{1/2} \left(\int_0^\varepsilon |u'(r)|^2 \, dr \right)^{1/2}.$$ 

Choosing a sequence of $\rho$'s along which $u$ tends to zero, which exists by assumption, we deduce that

$$\varepsilon^{-1} |u(\varepsilon)|^2 \leq \int_0^\varepsilon |u'(r)|^2 \, dr.$$ 

By dominated convergence, this tends to zero as $\varepsilon \to 0$, which concludes the proof. □
Proof of (6) for $p = 2$. Let $u$ be a locally absolutely continuous function on $(0, \infty)$ with $\liminf_{r \to 0} |u(r)| = 0$. Let

$$
\Omega(r) := \int_0^r W(t) t^2 \, dt, \quad C := \sup_{r > 0} r^{-1} \Omega(r).
$$

We may also assume that $u' \in L^2(0, \infty)$ and $C < \infty$, for otherwise there is nothing to prove. For any $0 < \varepsilon < M < \infty$ we have

$$
\int_\varepsilon^M W(r)|u(r)|^2 \, dr = \int_\varepsilon^M \Omega'(r) r^{-2} |u(r)|^2 \, dr
$$

$$
= -2 \text{Re} \int_\varepsilon^M \Omega(r) r^{-2} u(r) \overline{u'(r) - r^{-1} u(r)} \, dr
$$

$$
+ \Omega(M) M^{-2} |u(M)|^2 - \Omega(\varepsilon) \varepsilon^{-2} |u(\varepsilon)|^2
$$

$$
\leq -2 \text{Re} \int_\varepsilon^M \Omega(r) r^{-2} u(r) \overline{u'(r) - r^{-1} u(r)} \, dr
$$

$$
+ \Omega(M) M^{-2} |u(M)|^2
$$

$$
\leq C \left( 2 \int_\varepsilon^M \frac{|u(r)|}{r} |u'(r) - r^{-1} u(r)| \, dr + M^{-1} |u(M)|^2 \right). \quad (22)
$$

Using (11), we can bound

$$
2 \int_\varepsilon^M \frac{|u(r)|}{r} |u'(r) - r^{-1} u(r)| \, dr \leq 2 \left( \int_0^\infty \frac{|u(r)|^2}{r^2} \, dr \right)^{1/2} \left( \int_\varepsilon^M |u'(r) - r^{-1} u(r)|^2 \, dr \right)^{1/2}
$$

$$
\leq 4 \left( \int_0^\infty |u'(r)|^2 \, dr \right)^{1/2} \left( \int_\varepsilon^M |u'(r) - r^{-1} u(r)|^2 \, dr \right)^{1/2}.
$$

At this point we slightly deviate from the previous proof and we notice that, since

$$
|u'(r) - r^{-1} u(r)|^2 = |u'(r)|^2 - r^{-1} (|u|^2)'(r) + r^{-2} |u(r)|^2,
$$

we have, integrating by parts,

$$
\int_\varepsilon^M |u'(r) - r^{-1} u(r)|^2 \, dr = \int_\varepsilon^M |u'(r)|^2 \, dr - M^{-1} |u(M)|^2 + \varepsilon^{-1} |u(\varepsilon)|^2
$$

$$
\leq \int_\varepsilon^M |u'(r)|^2 \, dr + \varepsilon^{-1} |u(\varepsilon)|^2.
$$

The term $\varepsilon^{-1} |u(\varepsilon)|^2$ can be dealt with in the same way as in the previous proof.

Inserting all this into (22), we see that it remains to control $M^{-1} |u(M)|^2$. Since, by (11), $r^{-1} |u(r)|^2$ is integrable with respect to the measure $r^{-1} \, dr$, which has infinite integral near infinity, we must have $\liminf_{r \to \infty} r^{-1} |u(r)|^2 = 0$. Taking a sequence of $M$’s along which $r^{-1} |u(r)|^2$ tends to zero, we deduce the claimed inequality. \qed
6. Hardy inequalities on subintervals of the halfline

In this section we record doubly weighted Hardy inequalities on intervals of the form \((0, R)\) or \((R, \infty)\). They are rather straightforward consequences of Theorems 2 and 3. We state them here explicitly because it is those inequalities that will play a role in our application to Schrödinger operators in the next section.

**Corollary 10.** Let \(1 < p < \infty\), let \(R \in (0, \infty)\) and let \(V, W\) be nonnegative, a.e.-finite, measurable functions on \((0, R)\) such that

\[
\int_0^s V(t)^{-\frac{1}{p-1}} \, dt < \infty \quad \text{for all } s \in (0, R).
\]

Then, for any locally absolutely continuous function \(u\) on \((0, R)\) with \(\lim \inf_{r \to 0} |u(r)| = 0\),

\[
\int_0^R W(r)|u(r)|^p \, dr \leq \frac{p^p}{(p-1)^{p-1}} B_R \int_0^R V(r)|u'(r)|^p \, dr
\]

and

\[
\int_0^R W(r)|u(r)|^p \, dr \leq \left( \frac{p}{p-1} \right)^p B_R \int_0^R V(r)|u'(r)|^p \, dr
\]

with

\[
B_R := \sup_{0 < s < R} \left( \int_0^s V(t)^{-\frac{1}{p-1}} \, dt \right)^{p-1} \left( \int_s^R V(t) \, dt \right)
\]

and

\[
B_R := \sup_{0 < s < R} \left( \int_0^s V(t)^{-\frac{1}{p-1}} \, dt \right)^{-1} \int_0^s W(t) \left( \int_0^t V(t')^{-\frac{1}{p-1}} dt' \right)^p \, dt.
\]

**Proof.** If \(\int_0^R V(t)^{-\frac{1}{p-1}} \, dt = \infty\), the corollary follows as in the proof of Lemma 1 from (3). Thus, assume that the integral is finite. We extend the functions \(W, V, u\) to \((R, \infty)\) as follows. We extend \(W\) by zero, \(V\) in an arbitrary manner such that the integral condition in Theorem 2 is satisfied and \(u\) by the constant \(u(R)\). (Note that \(\lim_{r \to R} u(r)\) exists if \(\int_0^R V(r)|u'(r)|^p \, dr < \infty\). This is standard for \(V \equiv 1\) and follows for general \(V\) as in the corollary by the argument in the proof of Lemma 1.) The corollary now follows from Theorem 2 noting that the suprema \(\overline{B}\) and \(\underline{B}\) for the extended functions can be restricted to \(s < R\). \(\square\)

**Corollary 11.** Let \(1 < p < \infty\), let \(R \in (0, \infty)\) and let \(V, W\) be nonnegative, a.e.-finite, measurable functions on \((R, \infty)\) such that

\[
\int_R^s V(t)^{-\frac{1}{p-1}} \, dt < \infty \quad \text{for all } s \in (R, \infty).
\]

Then, for any locally absolutely continuous function \(u\) on \((R, \infty)\) and any \(M \in (0, \infty)\),

\[
\int_R^\infty W(r)|u(r)|^p \, dr \leq \frac{p^p}{(p-1)^{p-1}} B^R(M) \left( \int_R^\infty V(r)|u'(r)|^p \, dr + M^{-p+1}|u(R)|^p \right)
\]

(25)
\[ \int_{-\infty}^{\infty} W(r)|u(r)|^p \, dr \leq \left( \frac{p}{p-1} \right)^p \overline{B}^R(M) \left( \int_{-\infty}^{\infty} V(r)|u'(r)|^p \, dr + M^{-p+1}|u(R)|^p \right) \tag{26} \]

with
\[ \overline{B}^R(M) := \sup_{s > R} \left( M + \int_{R}^{s} V(t)^{-\frac{1}{p-1}} \, dt \right)^{p-1} \left( \int_{s}^{\infty} W(t) \, dt \right) \]

and
\[ \overline{B}'^R(M) := \sup_{0 < s < R} \left( M + \int_{0}^{s} V(t)^{-\frac{1}{p-1}} \, dt \right)^{-1} \int_{0}^{s} W(t) \left( M + \int_{t}^{R} V(t')^{-\frac{1}{p-1}} \, dt' \right)^p \, dt. \]

Proof. We extend the functions \( W, V, u \) to \((0, R)\) as follows. We extend \( W \) by zero, \( V \) in an arbitrary manner such that
\[ \int_{0}^{R} V(t)^{-\frac{1}{p-1}} \, dt = M \]
and \( u \) by setting
\[ u(r) := u(R)M^{-1} \int_{0}^{r} V(t)^{-\frac{1}{p-1}} \, dt \quad \text{for all } r \in (0, R). \]

For the existence of \( u(R) \) see the preceding proof. The corollary now follows from Theorem 2, noting that the suprema \( \overline{B} \) and \( B \) for the extended functions can be restricted to \( s > R \).

The following two corollaries follow from Theorem 3 in the same way as the previous two corollaries follow from Theorem 2. Alternatively, they follow from the previous two corollaries by the same change of variables \( r \mapsto r^{-1} \) that was used to deduce Theorem 3 from Theorem 2.

**Corollary 12.** Let \( 1 < p < \infty \), let \( R \in (0, \infty) \) and let \( V, W \) be nonnegative, a.e.-finite, measurable functions on \((0, R)\) such that
\[ \int_{s}^{R} V(t)^{-\frac{1}{p-1}} \, dt < \infty \quad \text{for all } s \in (0, R). \]

Then for any locally absolutely continuous function \( u \) on \((0, R)\) and any \( M \in (0, \infty) \),
\[ \int_{0}^{R} W(r)|u(r)|^p \, dr \leq \frac{p^p}{(p - 1)^p - 1} \overline{B}'^R(M) \left( \int_{0}^{R} V(r)|u'(r)|^p \, dr + M^{-p+1}|u(R)|^p \right) \tag{27} \]
and
\[ \int_{0}^{R} W(r)|u(r)|^p \, dr \leq \left( \frac{p}{p - 1} \right)^p \overline{B}'^R(M) \left( \int_{0}^{R} V(r)|u'(r)|^p \, dr + M^{-p+1}|u(R)|^p \right) \tag{28} \]
with
\[ \overline{B}'^R(M) := \sup_{0 < s < R} \left( M + \int_{s}^{R} V(t)^{-\frac{1}{p-1}} \, dt \right)^{p-1} \left( \int_{0}^{s} W(t) \, dt \right) \]
and
\[
B'_R(M) := \sup_{0 < s < R} \left( M + \int_{s}^{R} V(t)^{-\frac{1}{p-1}} dt \right)^{-1} \int_{s}^{\infty} W(t) \left( M + \int_{t}^{R} V(t')^{-\frac{1}{p-1}} dt' \right)^{p} dt.
\]

**Corollary 13.** Let \(1 < p < \infty\), let \(R \in (0, \infty)\) and let \(V, W\) be nonnegative, a.e.-finite, measurable functions on \((R, \infty)\) such that
\[
\int_{s}^{\infty} V(t)^{-\frac{1}{p-1}} dt < \infty \quad \text{for all } s \in (R, \infty).
\]
Then for any locally absolutely continuous function \(u\) on \((R, \infty)\) with \(\liminf_{r \to \infty} |u(r)| = 0,
\[
\int_{R}^{\infty} W(r)|u(r)|^p \, dr \leq \left( \frac{p}{p-1} \right)^p B^R \int_{R}^{\infty} V(r)|u'(r)|^p \, dr
\]
and
\[
\int_{R}^{\infty} W(r)|u(r)|^p \, dr \leq \left( \frac{p}{p-1} \right)^p \int_{R}^{\infty} V(r)|u'(r)|^p \, dr
\]
with
\[
B^R := \sup_{s > R} \left( \int_{s}^{\infty} V(t)^{-\frac{1}{p-1}} dt \right)^{p-1} \left( \int_{R}^{s} W(t) \, dt \right)
\]
and
\[
B^R := \sup_{s > R} \left( \int_{s}^{\infty} V(t)^{-\frac{1}{p-1}} dt \right)^{-1} \int_{s}^{\infty} W(t) \left( \int_{t}^{\infty} V(t')^{-\frac{1}{p-1}} dt' \right)^{p} \, dt.
\]

7. An application to the theory of Schrödinger operators

In this section we explain the use of inequalities (7) and (8) for a problem concerning the eigenvalues of Schrödinger operators. We wish to stress that both inequalities (7) and (8) are equally important, the former when the underlying space dimension is one and the latter when it is three or higher. The two-dimensional case is somewhat special, but it is eventually also based on (7).

**Theorem 14.** Let \(Q \in L^1_{\text{loc}}(\mathbb{R}^d)\) with \(Q_+ \in L^p(\mathbb{R}^d) + L^\infty(\mathbb{R}^d)\), where \(p = 1\) if \(d = 1\), \(p > 1\) if \(d = 2\) and \(p = d/2\) if \(d \geq 3\). In addition, assume that there is an \(R < \infty\) such that for all \(r \geq R,
\[
\sup_{s \in S^{d-1}} \int_{r}^{\infty} Q(s\omega) \, ds^{-\frac{1}{d-2} + 1} \, ds \leq \frac{|d-2|}{4 |r|^{d-2}} \quad \text{if } d \neq 2,
\]
\[
\sup_{s \in S^{d-1}} \int_{r}^{\infty} Q(s\omega) \, ds \leq \frac{1}{4 \ln r} \quad \text{if } d = 2.
\]
Then the negative spectrum of \(-\Delta - Q\) consists of at most finitely many eigenvalues.

This theorem appears as [5, Proposition 4.19]. We note that by [5, Proposition 4.3] under the conditions in the first sentence, \(-\Delta - Q\) can be defined as a selfadjoint operator in \(L^2(\mathbb{R}^d)\) via a lower semibounded and closed quadratic form. We also
emphasize that by ‘finitely many eigenvalues’ we mean, more precisely, that the total spectral multiplicity of the negative spectrum is finite.

As a consequence of Theorem 14 we see that the finiteness of the negative spectrum follows from the existence of an $R < \infty$ such that

$$Q(x) \leq \begin{cases} \frac{(d-2)^2}{4|x|^2} & \text{if } d \neq 2, \\ \frac{1}{3|x|^2 \ln|x|^2} & \text{if } d = 2, \end{cases} \text{ for all } |x| \geq R. \quad (32)$$

The constants here are sharp in the sense that, if there are $R < \infty$ and $\varepsilon > 0$ such that

$$Q(x) \geq \begin{cases} \left(1 + \varepsilon\right) \frac{(d-2)^2}{4|x|^2} & \text{if } d \neq 2, \\ \left(1 + \varepsilon\right) \frac{1}{4|x|^2 \ln|x|^2} & \text{if } d = 2, \end{cases} \text{ for all } |x| \geq R, \quad (33)$$

then the negative spectral subspace of $-\Delta - Q$ is infinite dimensional; see [5, Proposition 4.21].

Conditions of the type (32) and (33) go back at least to the work of Courant and Hilbert [3, Section VI.5]; see also [6, Theorem IV.6]. Our interest was in the more precise condition in Theorem 14, which involves an integral bound rather than a pointwise bound. Such integral conditions appear in Birman’s paper [2], which contains a qualitative version of Theorem 14.

Proof. A complete proof of Theorem 14 is contained in [5]. Here we only sketch the major steps, emphasizing the connection with Hardy inequalities.

The first step is to separate the inside from the outside. By this we mean that we will bound $-\Delta - Q$ from below by a direct sum of two operators, one acting in $L^2(B_R)$ and one in $L^2(B_R^c)$. Both operators will act as $-\Delta - Q$. In dimensions $d \geq 3$ they will both have Neumann boundary conditions, while in dimensions $d = 1, 2$ they will have certain Robin boundary conditions. It is standard that the operator in $L^2(B_R)$ will have discrete spectrum and so, in particular, the number of its negative eigenvalues is finite. Thus, it remains to prove that the number of negative eigenvalues of the operator in $L^2(B_R^c)$ is finite. In fact, we will show that this operator is nonnegative, that is, we will show that

$$\int_{B_R} Q(x) |\psi(x)|^2 \, dx \leq \int_{B_R} |\nabla \psi(x)|^2 \, dx + c_R \int_{\partial B_R} |\psi(x)|^2 \, d\sigma(x) \text{ for all } \psi \in H^1(B_R^c).$$

Here $c_R = R^{-1}$ if $d = 1$, $c_R = (\ln R)^{-1}$ if $d = 2$ and $c_R = 0$ if $d \geq 3$. This is the parameter defining the Robin boundary conditions. By Fubini’s theorem, the latter inequality will be a consequence of the inequality

$$\int_R^{\infty} Q(r \omega) |u(r)|^2 r^{d-1} \, dr \leq \int_R^{\infty} |u'(r)|^2 r^{d-1} \, dr + c_R |u(R)|^2 \quad \text{for all } u \in H^1_d(R, \infty),$$

where $H^1_d(R, \infty)$ denotes the space of all weakly differentiable functions on $(R, \infty)$ that together with their derivatives belong to $L^2((R, \infty), r^{d-1} \, dr)$. Note that for such functions $u(R)$ is well-defined.
Inequality (34) for \( d = 1 \) follows from (25) with \( W(r) = Q(r \omega) \), \( V(r) = 1 \) and \( M = R \). Note that by assumption \( \overline{B}^R(M) \leq 1/4 \). Inequality (34) for \( d \geq 3 \) follows from (33) with \( W(r) = Q(r \omega)r^{d-2} \) and \( V(r) = r^{d-2} \). Note that by assumption \( \overline{B}^R \leq 1/4 \).

To prove inequality (34) for \( d = 2 \) we may assume that \( R \geq 1 \). Setting \( u(x) := \tilde{u}(e^x) \), \( w(x) = e^{2x}W(e^x) \) and \( X = \ln R \), we have
\[
\int_{R}^{\infty} |u'(r)|^2 r \, dr + c_R |u(R)|^2 = \int_{X}^{\infty} |f'(x)|^2 \, dx + X^{-1} |f(X)|^2
\]
and
\[
\int_{R}^{\infty} Q(r \omega)|u(r)|^2 r \, dr = \int_{X}^{\infty} w(x)|f(x)|^2 \, dx.
\]
Thus, the claimed inequality follows, like the one-dimensional inequality, from (25).

This completes our sketch of proof of Theorem 14. \( \square \)

We end this paper with a variation of Theorem 14 which seems to be new.

**Theorem 15.** Let \( Q \in L^1_{\text{loc}}(\mathbb{R}^d) \) with \( Q_+ \in L^p(\mathbb{R}^d) + L^\infty(\mathbb{R}^d) \), where \( p = 1 \) if \( d = 1 \), \( p > 1 \) if \( d = 2 \) and \( p = d/2 \) if \( d \geq 3 \). In addition, assume that there is an \( R < \infty \) such that for all \( r \geq R \),
\[
\sup_{\omega \in \mathbb{S}^{d-1}} \int_{r}^{\infty} \left( Q(s \omega) - \frac{(d - 2)^2}{4s^2} \right) s \, ds \leq \frac{1}{4 \ln r}.
\]
Then the negative spectrum of \(-\Delta - Q\) consists of at most finitely many eigenvalues.

For \( d = 2 \), this is Theorem 14. We do not know whether, for general \( d \), Theorem 15 implies Theorem 14 but it does imply finiteness of the negative spectrum under the condition that there is an \( R < \infty \) such that
\[
Q(x) \leq \frac{(d - 2)^2}{4|x|^2} + \frac{1}{4|x|^2(\ln |x|)^2} \quad \text{for all } |x| \geq R.
\]
This improves the condition (32) for \( d \neq 2 \). Moreover, the condition is optimal in the sense that, if there are \( R < \infty \) and \( \varepsilon > 0 \) such that
\[
Q(x) \geq \frac{(d - 2)^2}{4|x|^2} + (1 + \varepsilon) \frac{1}{4|x|^2(\ln |x|)^2} \quad \text{for all } |x| \geq R,
\]
then the negative spectral subspace of \(-\Delta - Q\) is infinite dimensional. This is proved by an argument similar to that used in [5, Proposition 4.21], together with the same change of variables \( \tilde{\psi}(x) = |x|^\frac{d-2}{2} \psi(x) \) as in the following proof.

**Proof.** The proof is similar to that of Theorem 14. Again, it suffices to prove inequality (34), but this time we will choose \( c_R := (\ln R)^{-1} - \frac{d-2}{2} R^{d-2} \). (In dimensions \( d \geq 3 \) we could also assume that \( R \geq e^{2/(d-2)} \) and choose \( c_R = 0 \.) Writing \( \tilde{u}(r) = r^\frac{d-2}{2} u(r) \) and noting that
\[
\int_{R}^{\infty} |u'(r)|^2 r^{d-1} \, dr = \int_{R}^{\infty} |\tilde{u}'(r)|^2 r \, dr + \int_{R}^{\infty} \frac{(d-2)^2}{4r^2} |\tilde{u}(r)|^2 r \, dr + \frac{d-2}{2} |\tilde{u}(R)|^2,
\]
we see that (34) is equivalent to

$$\int_R^\infty \left( Q(r\omega) - \frac{(d-2)^2}{4r^2} \right) |\tilde{u}(r)|^2 r \, dr \leq \int_R^\infty |\tilde{u}'(r)|^2 r \, dr + (\ln R)^{-1} |\tilde{u}(R)|^2$$

for all $\tilde{u} \in H^1_2(R, \infty)$.

The latter inequality is precisely the one proved in the proof of Theorem 14 for $d = 2$. This concludes the proof. □
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