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1. Introduction

With the prompt development of advanced technologies, the quality of human life has been improved significantly. In the meantime, the excessive utilization of natural resources has caused a series of problems, such as geologic hazards and other natural disasters. Of all the kinds of geologic hazards, landslides cause the greatest losses to human society [1, 2]. According to official data, in 2016, there were 7,403 landslides across China, and the resulting economic losses were even more serious. Therefore, it is of great significance to evaluate, predict, and prevent landslide disasters. To analyze the landslides effectively, higher requirements are put forward for the quality of images involved. It is extremely difficult to understand the actual disaster situations only by visual observation. Therefore, applying image enhancement technology to the monitoring and survey of geologic hazard is necessary [3, 4].

Meanwhile, effective assessment of disasters is also the key to preventing and mitigating disasters.

At present, experts and scholars have researched the prevention and evaluation of landslide disasters. Darya et al. (2017) employed remote sensing technology to quantitatively assess regional-scale landslide disasters under the premise of insufficient data; through an automatic identification method, the susceptibility and damage of landslides with 30-year time series obtained by satellite remote sensing data were evaluated; finally, the results suggested that satellite remote sensing had huge potential in acquiring temporal and spatial information about landslides, which could improve landslide hazards effectively, especially in areas with insufficient data such as Kyrgyzstan [5]. Su et al. (2017) tested the influence of coal mining on landslides in coal-mining areas by comparing the landslide sensitivity maps drawn by three nonlinear methods; the results revealed that the Support Vector Machine (SVM) model had better
prediction efficiency; several major factors, including rock nature, distance from the highway, slope angle, elevation, and land-use types, were the most suitable condition factors affecting the mapping of landslide susceptibility [6]. Liu et al. (2018) adopted Tianshui City in Gansu Province, China, as the research object to analyze and discuss the assessment of potential earthquake landslide disasters; through the empirical attenuation relationship, the peak ground acceleration of two specific earthquake scenarios was estimated, and the results showed that an earthquake with a magnitude of 7.0 would cause more slope instability around Tianshui City [7]. For the natural disasters of debris flows and landslides caused by heavy rainfall, Fan et al. (2017) proposed a 7.0 would cause more slope instability around Tianshui City [7]. For the natural disasters of debris flows and landslides caused by heavy rainfall, Fan et al. (2017) proposed a simplified physics-based debris flow runoff model and a new hydraulic and mechanical trigger model, which provided a simplified physics-based debris flow runoff model and a new hydraulic and mechanical trigger model, which provided a temporal and spatial resolution framework for real-time disaster assessment [8]. Many scholars have analyzed and discussed the landslides, but research on applying big data mining and analysis methods to landslides is rare. In the meantime, there is less research that combines big data technology and deep learning on landslides. On this basis, to explore the evaluation and analysis of highway landslides, the Image Quality Assessment (IQA) algorithm of deep learning without image reference set is introduced. Similarly, the gray clustering assessment method based on data mining analysis is introduced to study the monitoring and survey of highway landslides. The results are expected to provide an effective method for the prevention and control of highway landslide geologic hazards.

2. Method

2.1. Image Processing Optimization Algorithm Based on Mobile Machine Vision. Position and imaging are the two major imaging applications of machine vision. The camera completes imaging through the projection method. The distance between the camera and the detected object determines the clarity and affects the brightness of the final image [9]. For related objects, the brightness value of the image formed on the surface of the object is affected by the microstructure composition of the object surface, the change in the incident light distribution, and the relative orientation between the object and the light source. This induces the difference in the radiation intensity received by the machine vision; in addition to the influence of environmental factors, the final image quality will be damaged. This is especially common in geologic hazards such as highway landslides; therefore, the defogging of the image is more important. At present, the referenceless evaluation of defogging algorithms based on image quality enhancement has no unified standard. Generally, the methods include subjective evaluation and objective scoring. Among the evaluation indicators for images, the Blind/Referenceless Image Spatial Quality Evaluator (BRISQUE) based on the natural statistical characteristics of the spatial domain is a referenceless IQA method. It assesses image quality by extracting Mean Subtracted Contrast Normalized (MSCN) coefficient from the image, thereby fitting the Gaussian distribution model and calculating the relevant feature values; consequently, the referenceless IQA is realized [10, 11]. The equation for MSCN is

\[ \text{MSCN} = \frac{I(i,j) - u(i,j)}{\sigma(i,j) + C}. \] (1)

In (1),

\[ u(i,j) = \frac{1}{K} \sum_{k=1}^{K} \sum_{l=1}^{L} w_{kl} I_{kl}(i,j), \] (2)

\[ \sigma(i,j) = \sqrt{\frac{1}{K} \sum_{k=1}^{K} \sum_{l=1}^{L} w_{kl} (I_{kl}(i,j) - u(i,j))^2}. \] (3)

In (2) and (3), \( i \) and \( j \) represent the coordinates of the corresponding image, where \( C = 1 \) and \( K = L = 3 \).

The equation for the generalized Gaussian distribution is

\[ f(x; \alpha, \sigma) = \frac{\alpha}{2\beta^\Gamma(1/\beta)} \exp\left(-\left(\frac{|x|}{\beta}\right)^\alpha\right). \] (4)

As for highway landslides occurring in mountains, since the environment of mountains is often foggy, noises will exist in images directly captured by Unmanned Aerial Vehicles (UAVs). Therefore, the dark channel defogging algorithm is introduced. In this algorithm, the equation for dark channel \( f^d(x) \) is expressed and calculated as

\[ f^d(x) = \min_{y \in \Omega(x)} \left( \min_{c \in \{r,g,b\}} f^c(y) \right). \] (5)

In (5), \( f^c \) represents the various channels in the RGB image and \( \Omega(x) \) shows the size of the filter window with pixel \( x \) as the center. After the minimum value of the three channels is obtained by the above equation, the image is displayed as a grayscale image. Then, the grayscale image is subjected to a minimum filtering process. The radius corresponding to the filtering can be expressed as

\[ J(x) = \frac{I(x) - A}{\max(p(x), p^0)} + A. \] (6)

In (6), \( I(x) \) represents the originally input image, \( J(x) \) represents the final output clear image, \( A \) represents the light component corresponding to the atmosphere, and \( p(x) \) represents the projection rate.

On this basis, the image super-resolution reconstruction technology is applied. The principle of this technology depends on low-quality images to obtain high-quality images through calculations, thereby improving the accuracy of image recognition. In this method, the Super-Resolution Convolutional Neural Network (SRCNN) is one of the typical representative algorithms. SRCNN is composed of three convolution layers. By using low-quality images as input, it can directly output high-quality images [12, 13]. Specifically, the structure of the algorithm mainly includes image feature block extraction, nonlinear feature mapping, and image reconstruction. The equations for reconstructing the overall high-quality image are as follows:
Avoid the appearance of overfitting [19]. Therefore, normalization can be realized, which helps through the pooling operation, the dimensionality reduction of the feature area can be realized, and improve the generalization and overfitting of data. The size of the second convolution layer is $5 * 5 * 3$, after which the activation processing repeats, followed by the same pooling and normalization operations. The size of the third to fifth convolution layers is $3 * 3 * 3$. Specifically, the third and fourth layers use 384 convolution layers, and the fifth layer uses 256 convolution layers. The last is the output of the fully connected layer, and the final output is 1000. However, since there are few authoritative samples on highway landslides, if the deep learning framework is used directly, overfitting will occur during the training process. Therefore, the fine-tuning method is introduced to adjust the relevant parameters in AlexNet. Specifically, it is mainly the adjustment of the parameters in the fully connected layer. Since the image types in the database only include landslides and non-landsides, the output of the AlexNet fully connected layer is adjusted to 2. After fine-tuning, the specific settings of AlexNet parameters are shown in Table 1.

### 2.2. Highway Landslide Monitoring Based on Fine-Tuning AlexNet Deep Learning Network

At present, most of the surveying and mapping works are realized with the aid of remote sensing technology. For highway landslides, the overall conditions can be understood through this technology. Furthermore, experts in this field can assess the disaster situation and propose corresponding countermeasures based on the photos obtained by remote sensing technology. However, the overall application of remote sensing technology takes a long time, and each image needs to be confirmed by experts before measure implementation. This is detrimental to the timely assessment of road safety. Chen used a deep learning framework to achieve rapid identification of landslides. Web crawler is a targeted program that can quickly obtain information such as images or information [14]. The application of this technology can significantly reduce the workload [15, 16]. According to the corresponding crawler rules, the necessary images or information can be obtained by entering the keywords of “aerial photography + geologic hazard + road landslide” in the search engine. However, in the meantime, the web crawler has the problem of more interference information. Therefore, it is necessary to remove the noise, eliminate the invalid images, and retain the higher-quality images.

AlexNet is a deep learning model. The overall structure of the network model includes five convolution layers, three pooling layers, and one fully connected layer [17, 18]. In the survey and monitoring of highway landslides, the corresponding image input size in AlexNet is $224 * 224 * 3$. The first convolution layer contains 96 convolution kernels with a size of $11 * 11 * 3$, and the corresponding step size is 4. Then, the ReLU function is adopted for activation, and the corresponding equation is

$$f(x) = \begin{cases} 0 & x < 0 \\ x & x \geq 0 \end{cases}$$

The next step is the pooling operation and the normalization operation. Findings of Gao et al. (2018) proved that, through the pooling operation, the dimensionality reduction of the feature area can be realized, which helps avoid the appearance of overfitting [19]. The normalization operation is the unified processing of the data. The goal of this operation is to reduce the amount of data calculation and improve the generalization and overfitting of data. The size of the second convolution layer is $5 * 5 * 3$, after which the activation processing repeats, followed by the same pooling and normalization operations. The size of the third to fifth convolution layers is $3 * 3 * 3$. Specifically, the third and fourth layers use 384 convolution layers, and the fifth layer uses 256 convolution layers. The last is the output of the fully connected layer, and the final output is 1000. However, since there are few authoritative samples on highway landslides, if the deep learning framework is used directly, overfitting will occur during the training process. Therefore, the fine-tuning method is introduced to adjust the relevant parameters in AlexNet. Specifically, it is mainly the adjustment of the parameters in the fully connected layer. Since the image types in the database only include landslides and non-landsides, the output of the AlexNet fully connected layer is adjusted to 2. After fine-tuning, the specific settings of AlexNet parameters are shown in Table 1.

#### 2.3. Gray Clustering Disaster Assessment Method Based on Data Mining

Gray theory has good applicability in the solution of uncertainty problems. Gray clustering is a data mining method for classifying unclear data systems, which has been widely used in the era of big data [20, 21]. Highway landslides are affected by many factors; meanwhile, these factors are closely connected. Due to the difficulty in data collection, the slope, lithology, vegetation coverage, and height are chosen as indicators for clustering analysis, and the geologic hazard of highway landslides is divided into four danger levels: normally dangerous, moderately dangerous, highly dangerous, and extremely dangerous.

In statistical analysis, entropy is a measurement used to express variable uncertainty [22]. Assuming that there is a discrete random variable of $X$, the corresponding probability distribution can be expressed as

$$P(X = x_i) = P_i, \quad i = 1, 2, \ldots, n.$$  \hspace{1cm} (12)

On this basis, the entropy is

$$E(X) = -\sum_{i=1}^{n} P_i \log P_i.$$  \hspace{1cm} (13)

A larger entropy value corresponding to the variable indicates a higher degree of its existence uncertainty. Therefore, in the process of highway landslide disaster assessment, the entropy weight theory can be adopted to determine the feature weight. Combining entropy with the gray clustering method can calculate the landslide clustering coefficient. Through the objective data information and gray attribute characteristics contained in each feature value, the disaster level corresponding to each landslide can be obtained, which can provide a good reference for disaster assessment. In summary, the proposed evaluation content and system of highway landslide disaster based on entropy weight and gray clustering are shown in Figure 1.
2.4. Simulation and Result Analysis. To evaluate the effect of the BRISQUE algorithm, the score and running time for different image distortion types are utilized as benchmarks, and the common IQA methods are compared and analyzed. Here, the peak signal-to-noise ratio (PSNR), structural similarity (SSIM), generalized regression neural network (GRNN), and natural image quality evaluator (NIQE) are chosen. For image indicators of different quality, the JPEG compression (JPEG), White noise (WN), JPEG 2000 compression (JP2K), fast fading (FF), and Gaussian blur (BLUR) are chosen. The average running time of several image quality evaluation algorithms is compared and analyzed.

Although highway landslides are affected by multiple factors, water has the greatest impact on landslides. The increase in soil moisture content changes the soil structure of the rock and soil, and the instability of highway slopes increases. In general, landslide disasters occur only on slopes, and the possibility of disasters on slopes with different slopes is also different. The SLIDE model is applied to the calculation of slope stability in the evaluation. The expression and calculation corresponding to this model are

\[
FS = \tan \phi + \frac{c + c(t)}{\tan \alpha Z_t \sin \alpha \cos \alpha} \quad (14)
\]

In (14), \( FS \) represents the stability coefficient, \( Z_t \) represents the infiltration depth corresponding to time, \( c(t) \) represents the cohesive force of the soil surface at time \( t \), \( y_z \) represents the soil capacity per unit, \( \phi \) represents the soil friction angle, and \( \alpha \) represents the slope.

The stability indicator of landslide can be expressed as

\[
SI = \frac{C'_{min} + \left[ 1 - \min(X_{max}(a \sin \theta), 1) \cos^2 \theta \cdot t_{min} \right]}{1 + \min(X_{max}(a \sin \theta), 1) \cos \theta \cdot \sin \theta} \quad (15)
\]

In (15), \( C \) represents the cohesion of the soil, \( \theta \) corresponds to the inclination of the sliding surface, and \( a \) represents the catchment area.

During the experiment, the flying height of the UAV is set to 6.5 m, and the height of the simulated landslide is set to 1.5 m; as for the main parameter of the camera, the shutter is set to 200, and the imaging magnification is 2 times. Given that the landslide has the same water content, the landslide slope is set to 1°, 4°, 10°, 16°, 22°, and 28° for photo-taking.
3. Results and Discussion

3.1. IQA Results Based on Mobile Machine Vision. Among the different types of image distortion, the comparison results of the BRISQUE algorithm based on machine vision and the common image quality evaluation are shown in Figure 2. The distribution changes of the score results and the results of the average running time of the algorithm indicate that the score corresponding to the BRISQUE algorithm is very close to that of the PSNR method and the SSIM method; meanwhile, its average running time is slower, which is about 0.1 s, but this is within the acceptable fluctuation range. Among the various image distortion types, the average score of BRISQUE is above 0.9, and the final average running time is 0.1523 s. In terms of the IQA results, BRISQUE is better than the NIQE method. In general, the BRISQUE algorithm has better results than other conventional methods in IQA.

The above results show that, under the premise of no reference, this IQA method exhibits excellent performance compared with the traditional full-reference IQA method. Therefore, it is feasible to use the IQA algorithm as an indicator. Moreover, combining this method with the SRCNN algorithm based on image super-k reconstruction can obtain high-quality and clear images. Therefore, it plays a guiding role in analyzing highway landslide conditions and evaluating geologic hazards. Figure 3 demonstrates the actual effect of the image before and after processing using the machine vision image optimization combining dark channel dehazing and super-resolution reconstruction based on the BRISQUE algorithm.

3.2. Highway Landslide Monitoring Effect Based on Fine-Tuning AlexNet Deep Learning. For some of the highway landslide photos in the Baidu image library, the AlexNet deep learning highway landslide monitoring method will be fine-tuned to verify the generalization ability of the deep learning model. The corresponding relationship between the obtained photos and the recognition situations is shown in Figure 4. The correspondence between the highway landslide photos and the recognition results of the fine-tuned AlexNet deep model suggest that, for Figure 4(a), among the recognized results by the fine-tuned AlexNet deep learning model, 65.06% is landslide; for Figure 4(b), 48.34% is landslide; for Figure 4(c), 94.4% is landslide; for Figure 4(d), 94.32% is landslide. In general, the accuracy of the fine-tuned AlexNet deep learning model for highway landslide recognition is about 80%.

AlexNet is a deep learning model. The special structure of this model gives it special performance. It completes the training process based on big data analysis, and the application of nonlinear activation function enables the model to have a faster convergence speed. After fine-tuning, the model can effectively avoid the occurrence of overfitting in the application process. Through the adjustment of the parameters in the fully connected layer, the deep learning model is given stronger pertinence, thereby expanding the scope of application in actual scenarios. Its high recognition accuracy can effectively identify the actual condition of highway landslides, which is beneficial to the analysis, evaluation, and prediction of the geologic hazard. Although there may be misjudgments for photos that are yellowish or have a wide shooting range, the recognition and judgment of the images will not be affected.

3.3. Analysis of Monitoring Results of Highway Landslides. The soil moisture content and landslide slope are the baselines. The fitting regression results of the relative error of highway landslide survey under the premise of different angles and different moisture contents are shown in Figures 5(a)–5(d).

According to the curve changes of several data regression fittings, the regression fitting corresponding to the first time has the optimal effect, and the proportion of relative error corresponding to this regression fitting is also at a low level. There are some differences at different angles. For example, when the slope angle is 10°, the relative error of the first regression fitting is about 7.5%; when the slope angle is 22°, the relative error of the first regression fitting is about 24.8%. For the first regression fitting, if the remaining differences can be removed, a better fitting effect may be obtained, but at the same time, the overall fitting effect will decrease. Under the premise of different slope angles, the relative error obtained by the fitting is distributed in a relatively stable range; specifically, it is in the range of 1% to 22%.

For the geologic hazard of highway landslides, soil moisture content and slope angle are the two most significant influencing factors; therefore, it is necessary to analyze the relationship between them [23, 24]. The effectiveness of the gray clustering evaluation algorithm based on entropy weight is analyzed by the method of four-fold regression fitting. According to the overall distribution and changes of the model error obtained by linear fitting, the relationship between the soil moisture content and the slope angle can be judged, which is close to linear. On this basis, the slope angle of highway landslides can be detected quickly so that the soil moisture content will also be controlled, which is critical for the evaluation and analysis of highway landslide conditions.
Figure 2: Comparison results of several image quality evaluation algorithms.

Figure 3: Comparison of actual image effects before and after optimization reconstruction.
Figure 4: Fine-tuning the recognition results of the AlexNet deep learning model. (a) 65.06%, (b) 48.34%, (c) 94.4%, and (d) 94.32%.

Figure 5: Continued.
Relative error percentage

4. Result Analysis and Discussion

Under the condition of natural dead weight, the mountain is in an understable-stable state, and it is easy to shear and damage at the toe of the slope under heavy rain conditions, forming a landslide. At present, the principle of landslide treatment measures in China is to increase the antisliding force and reduce the sliding force to increase the stability coefficient. The following engineering measures are recommended for landslide treatment [25, 26]. (1) All-round drainage: the surface water is led out, including the surface drainage outside the sliding area and the underground drainage, to reduce the groundwater level in the sliding area. Such drainage measures often use drainage ditches and intercepting ditches. Underground drainage can greatly reduce the pore water pressure and, simultaneously, improve the sliding resistance by increasing the effective normal stress. (2) Slope cutting and load reduction: slope cutting and load reduction is an inexpensive method. Similarly, soil landslides and bedding landslides are widely used. By cutting the slope of landslide bodies, the sliding force can be reduced and the stability of the slope can be improved. However, the antislip part at the slope foot cannot be reduced. The following methods are commonly used: one is to reduce the slope by grading to leave the platform; the other is to directly reduce the slope; the third is to reduce the slope through the balance of excavation and filling, and simultaneously, drainage can be set for the backfill part if necessary. (3) Supporting and retaining structure: if the slope cannot be stabilized by changing the geometry and drainage of the slope, the supporting and retaining structure can be used, such as building retaining walls (anchors, retaining walls, gravity retaining walls, and anchor cable retaining wall), passive antislide piles, wooden cage block stone walls, reinforced gabion retaining walls, retaining walls with polymer or metal strips or plates and other reinforced materials (reinforced soil retaining walls), slopes surface ecological protection system, in situ concrete continuous wall pouring on the side slope, and flexible slope protection structure (steel rope net to intercept falling rocks). (4) Internal reinforcement of the slope: internal reinforcement measures for the slope include micropiles, lattice anchors with the same structure, soil nails, rock anchors, reinforced soil, anchor cables (with or without prestress), grouting, soil anchors, and cement piles. The piles that penetrate the sliding body and deep into the sliding bed are called antislide piles, which can support the sliding body. The antislide piles are required to provide enough shear resistance. There are two types of antislide piles: single piles and pile groups. Piles can control shallow slides. However, in deep landslides, the pile driving may deviate in other directions instead of along the vertical direction, which will disturb the adjacent and underlying materials and eventually lead to further development of the pile tip sliding surface. Antislide piles should be provided with drainage, and the drainage ditch can be filled with sand and drained by pipes with holes. Projects that use antislide piles as antislip support require a short construction period, save labor and materials, bring less damage to the mountain, and are safe and convenient. (5) Planting trees and grasses: planting trees and grasses in the landslide area also plays a good protective role in landslide management. The most important thing for planting trees is to prevent shallow landslides. Besides, planting trees and grasses will also reduce the penetration of
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surface water into the slope, which will reduce the sliding on the deep sliding surface, thereby contributing to the stability of the landslide.

5. Conclusion

The highway landslide, a representative geologic hazard, has been explored. The mobile machine vision image quality optimization method is introduced, and the AlexNet deep learning monitoring framework is fine-tuned. The entropy weight gray clustering analysis based on big data mining is introduced into the landslide condition assessment. The results show that the BRISQUE algorithm without image reference has good results in IQA. The fine-tuning of the AlexNet deep learning framework has high recognition accuracy in highway landslide surveys. The application of the entropy gray clustering evaluation method can analyze the correlation between soil moisture content and slope angle effectively, which provides an effective method for the survey, monitoring, analysis, and evaluation of geologic hazards.

However, due to the influence of actual experimental conditions, the authenticity and effectiveness of road landslide simulation are lacking, and there are some errors during data processing. In addition, the big data mining and analysis method, as well as the deep learning framework, are only in a preliminary combination. The soil moisture content and slope angle have not been calculated subsequently. Future explorations will deepen and strengthen these aspects.
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