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Abstract
We introduce a unique, comprehensive Austrian German multi-sensor corpus with moving and non-moving speakers to facilitate the evaluation of estimators and detectors that jointly detect a speaker’s spatial and temporal parameters. The corpus is suitable for various machine learning and signal processing tasks, linguistic studies, and studies related to a speaker’s fundamental frequency (due to recorded glottograms). Available corpora are limited to (synthetically generated/spatialized) speech data or recordings of musical instruments that lack moving speakers, glottograms, and/or multi-channel distant speech recordings. That is why we recorded 24 spatially non-moving and moving speakers, balanced male and female, to set up a two-room and 43-channel Austrian German multi-sensor speech corpus. It contains 8.2 hours of read speech based on phonetically balanced sentences, commands, and digits. The orthographic transcriptions include around 53,000 word tokens and 2,070 word types. Special features of this corpus are the laryngograph recordings (representing glottograms required to detect a speaker’s instantaneous fundamental frequency and pitch), corresponding clean-speech recordings, and spatial information and video data provided by four Kinects and a camera.
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1. Introduction
In computational auditory (Bregman, 1990; Wang and Brown, 2006) and acoustic scene (Teutsch, 2007) analysis, signal parameters often need to be associated with their origin. For instance, to describe an acoustic scene, we need to detect and localize events, separate them from each other, characterize and interpret them (Imoto et al., 2013; Kwon et al., 2009; de Cheveigné and Slama, 2006). To localize and characterize such events, we jointly detect or estimate each source’s parameters to avoid data association performed by additional algorithms.

1.1. Problem Definition
In the area of distant speech enhancement (Vary and Martin, 2006; Woelfel and McDonough, 2009), several research teams dedicated their time to jointly detect or estimate a source’s direction of arrival (DOA) and fundamental frequency ($f_0$) with two or more microphones. Finding these parameters is a prerequisite to improve, e.g., the word accuracy rate of a speech recognizer by applying beamforming or source separation algorithms. They applied their algorithms to synthesized harmonic signals (Jensen et al., 2010; Kronvall et al., 2014), signals from musical instruments (Jensen et al., 2013; Jensen et al., 2015), certain parts of filtered clean-speech signals (Ngan et al., 2003; Karimian-Azari et al., 2013), synthetically spatialized signals (Karimian-Azari et al., 2013), or speech signals without having a reliable ground truth of the $f_0$ (Habib and Romsdorfer, 2013). One thing they all had in common was no access to multi-channel speech data recorded in real environments and labeled with $f_0$s and DOAs or positions in space, because such data did not exist.

1.2. Problem Solution
To make such data publicly available, we, therefore, set up a corpus containing Austrian German multi-sensor, multi-channel speech recordings in a real environment, shown in Fig. 1 and Fig. 2, labeled with a speaker’s $f_0$s, positions, orientations, and other parameters. The new corpus offers glottograms that can be used in prosody analysis, speech coding, speaker identification, as well as speech recognition. They are a prerequisite to evaluate pitch-detectors, e.g., YIN (de Cheveigné and Kawahara, 2002) and RAPT (Talkin, 1995), and pitch-trackers (Wohlmayr et
1.3. Related Work

There are outstanding corpora available; however, they do not meet our requirements to jointly detect and estimate DOAs and \( f_0 \)s.

On the one hand, there are three corpora that include glottograms and/or laryngograph recordings: the Mocha-TIMIT database (Wrench, 2000), the Keele corpus (Plante et al., 1995), and the PTDB-TUG corpus (Pirker et al., 2011). The Mocha-TIMIT (Wrench, 2000) includes recordings from a male and a female speaker sampled at 16 kHz only, which is usually not high enough for automatic speech recognition. The PTDB-TUG (Pirker et al., 2011) and the Keele corpus (Plante et al., 1995) contain single-channel and close-talking speech recordings, which cannot be used for multi-channel experiments.

On the other hand, there are corpora containing multi-room and multi-channel recordings: the ATHENA corpus (Tsimami et al., 2014), the DIRHA-GRID corpus (Matassoni et al., 2014), and the GRASS corpus (Schuppeler et al., 2014a). Unfortunately, the provided glottograms and laryngograph recordings are highly distorted (in the latter case) or missing (in the former cases).

Moreover, none of these corpora contains moving speakers, and none of them but (Schuppeler et al., 2014a) contains any (Austrian) German speech recordings, which are indispensable for experiments with (Austrian) German voice-controlled systems. Almost all corpora mentioned before lack video recordings, which are important for audio-visual experiments and quality assurances. In (Le Roux et al., 2015) they reported that the perfect data set is out of reach when they perform automatic speech recognition using microphone arrays. All these lacks led us to set up a new, unique, and comprehensive corpus called “AMISCO: The Austrian German Multi-Sensor Corpus.”

2. Data Collection and Data Editing

2.1. Speakers

The corpus contains read-speech produced by 24 speakers, balanced male and female, aged between 25 and 52, 23 of them with Austrian German, and one with German German to be able to draw a rough comparison between both variants’ pronunciation. Since discussing the differences between Austrian German and German German is out of this article’s scope, we refer to (Moosmüller et al., 2015; Schuppeler et al., 2014a) for more information about this topic. All speakers but one were born in Austria; one was born in Germany. Those who were born in Austria grew up in non-western provinces, which ensures reduced dialectal variations. At the time of recording, all of them lived in Graz, Austria, and exhibited a higher education with at least a university degree. We asked each speaker to fill in a short questionnaire to get an overview of his/her language skills, education, diseases of the vocal tract, and other personal parameters (e.g., body height which is a prerequisite to approximate the position of the signal-emitting head in space).

2.2. Equipment

To guarantee high-quality recordings, we employed a high-end sound card with a word clock module to connect the computer with three pre-amplifiers and three audio interfaces. We sampled the wave field by employing different types of arrays: a wall-mounted 2-element linear array with a length of 30 cm, three wall-mounted 3-element linear arrays with a length of 60 cm, and a ceiling-mounted 5-element pentagonal array with a diameter of 54.44 cm and a microphone in its center. These microphone arrays featured omnidirectional boundary microphones. We also used MEMS omnidirectional boundary microphones connected to three microcontroller-boards to set up a circular array with a diameter of 61.90 cm; it surrounded the pentagonal array. The microcontroller-boards were connected to the server via USB. To facilitate close-talking and laryngograph recordings, we employed a headset microphone, a portable laryngograph, and two wireless transmitters (of a professional digital wireless microphone system) connected to these devices. The transmitters and the receivers were synchronized with the central word clock. Additionally, we used four Kinects (featuring the Microsoft Kinect skeleton tracker based on SDK v1.8) and a video camera; they captured 30 frames per second. A multi-core computer operated the Kinects and transmitted the captured data via TCP/IP to our main server. For recording and post-processing, particularly for synchronizing audio with video data, we employed digital audio workstations. In total, we applied 43 acoustic sensors (including the laryngograph), four Kinects, and a video camera.

2.3. Recording Environment

We did the recordings in rooms that are characteristic for active or ambient assisted living and staff meetings (DIRHA.fbk.eu, 2015; Hagmüller et al., 2015), i.e.,
a kitchen at home and a meeting room in a company. In these rooms, distant speech enhancement, e.g., localization and characterization of multiple sources (Pessenteiner et al., 2015), has to be applied for successful speech recognition. Figures 1 and 2 show our recording environment consisting of a meeting room with dimensions \((5.3 \times 5.8 \times 3.1)\) m and a kitchen with dimensions \((4.0 \times 5.7 \times 3.1)\) m. The reverberation time in the meeting room is around \(T_{60,c} \approx 500\) ms, whereas the reverberation time in the kitchen is about \(T_{60,k} \approx 700\) ms when placing signal-emitting sources in the meeting room.

### 2.4. Calibration

To guarantee a well-calibrated recording system, we generated a diffuse noise-field, measured the averaged captured power (over all frequencies) of each channel, and adjusted each channel’s gain to obtain the same averaged captured power for each channel. We employed five preinstalled hi-fi loudspeakers in the meeting room to play back white noise. To ensure a diffuse noise-field, we measured the A-weighted equivalent sound pressure level in front of each microphone by applying a sound level meter. Measurements revealed level-differences between \(\pm 1\) dB. To calibrate the Kinects, we selected four position-markers in the center of the meeting room (at position 6, 7, 10, and 11), which were in the visual field of all Kinects. We computed the markers’ coordinates and walked within the area spanned by those markers on well-defined paths to determine the deviations. Then, we adjusted the Kinects’ positions and orientations by hand and measured both parameters by applying a laser distance meter. After repeating the measurement procedure several times, we averaged all measurements and entered the resulting coordinates in the Kinects’ config-files to improve their accuracy.

### 2.5. Recording Procedure

Each speaker read items that appeared on a smart-phone’s screen. At the beginning, we informed the speaker about the purpose of the recording, and he/she signed a statement of agreement (e.g., to ensure that we preserve the speaker’s anonymity). Afterwards, we instructed the speaker about the overall procedure and equipped him/her with a headset, a back bag containing a battery-driven laryngograph and wireless transmitters. On the neck close to the larynx we mounted the laryngograph’s sensors. We recorded the speaker in one session (50-60 min) composed of three sub-sessions (10-12 min) and short breaks where we informed the speaker about the upcoming tasks. In sub-session 1, the speaker read 104 short items at positions, which were selected uniformly at random, with 5 different orientations per position: north, east, south, west, and center of the pentagonal array. In sub-session 2, the speaker walked at constant speed along predefined trajectories marked at the floor. We split this sub-session into three parts: (1) reading 24 long sentences and walking along the heptagon-shaped trajectory clockwise, walking along the inner, straight trajectories from (2) west to east and (3) north to south, and vice versa, and reading in total 40 long sentences. Sub-session 3 was identical to sub-session 1, except that the speaker read 64 long items. During the whole session, two assistants (they were sitting in the same room) supervised the speaker by verifying the read items, the positions and orientations, and the speaker’s gait velocity in sub-session 2. Furthermore, they triggered the change of sentences-to-read manually. In case of any bloopers, interferences, or other problems, they told the speaker to stop, to wait, and to read the item again.

### 2.6. Acquisition Data

The recorded utterances represent read speech, phonetically balanced sentences, commands, and digits. The sentences were identical to those used in the GRASS corpus (Schuppler et al., 2014b), and the orthographic transcriptions include around 53,000 word tokens and 2,070 unique word types. We recorded the utterances with a sampling frequency of 48 kHz and encoded them with PCM S24 LE (araw). After synchronizing the audio recordings with the video data we set markers \(\sim 0.5\) s before and after each utterance by hand. Then, we exported the markers as a text file (one file per session) and split the original multi-channel files and the Kinects’ skeleton tracks into chunks. Table 1 shows the minimum, maximum, and average signal-to-noise ratio (SNR) over all speakers for one microphone of each microphone array and the headset in dB. Apart from speech recordings (see Fig. 3 and Fig. 4), we provide estimated \(fs,\) glottograms, positions and orientations of each speaker, files containing additional information about the speaker and the scenarios, as well as orthographic transcriptions. Moreover, we provide different noise recordings in the meeting room and kitchen: moving chairs, smashing and closing doors, running water-tap, etc.

| Headset  | Min-SNR [dB] | Max-SNR [dB] | Avg-SNR [dB] |
|---------|-------------|--------------|--------------|
| Headset | 23.58       | 52.23        | 38.67        |
| CPR 1-2 | 18.97       | 36.43        | 24.73        |
| CPR 3-5 | 19.14       | 35.75        | 24.84        |
| CPR 6-8 | 19.32       | 36.66        | 25.09        |
| CPR 9-14| 19.06       | 37.14        | 24.33        |
| Kitchen 15-17 | 17.27 | 31.54 | 21.35 |
| MEMS M1 | 20.68       | 42.14        | 27.46        |
| MEMS M2 | 21.97       | 45.09        | 29.62        |
| MEMS M3 | 21.50       | 44.53        | 29.15        |

Table 1: Minimum, maximum, and average signal-to-noise ratio over all speakers in dB for one microphone of each microphone array and the headset. CPR denotes the meeting room.

### 2.7. Post-Processing

#### 2.7.1. Signal-to-Noise Ratio

We determined segmental SNRs of each speaker’s recorded utterance by applying a short-term power estimation utilizing a first-order IIR smoothing of the signal’s instantaneous power (Hänsler and Schmidt, 2004) of a randomly selected microphone of each array according to

\[
P_s[n] = (1 - \gamma[n]) \cdot x^2[n] + \gamma[n] \cdot P_s[n - 1]
\]

with

\[
\gamma[n] = \begin{cases} 
\gamma_r & \text{if } x^2[n] > P_s[n - 1] \\
\gamma_f & \text{otherwise}
\end{cases}
\]
The signals in (c-e) are time-shifted and filtered due to the time-differences of arrival and the influence of the room.

Variables $\gamma_r$ and $\gamma_f$ are smoothing constants for rising and falling signal edges, $x[n]$ is the input signal at index $n$, and $P_s[n]$ is the smoothed instantaneous power of the signal. Then, we estimated the local background noise power as follows:

$$P_b[n] = \left(1 + \epsilon\right) \cdot \min\{P_s[n], P_b[n-1]\},$$

where $\epsilon$ is a small positive constant, which controls the maximum speed for increasing the estimated noise level. After this, we computed the power ratio,

$$P[n] = 10 \cdot \log_{10}\left(\frac{\{P_s[n] - P_b[n]\}}{P_b[n]}\right),$$

and averaged all values of $P[n]$ above a certain threshold $\mu$ yielding the average SNR per audio file:

$$\text{SNR}(\mu) = \frac{1}{|K|} \sum_{k \in K} P[k],$$

with $K = \{n \mid \forall n : P[n] \geq \mu\}$, where $|K|$ is the cardinality of set $K$. After averaging the SNR of each speaker’s utterance, we obtain the overall SNR per microphone:

$$\text{SNR} = \frac{1}{N_u} \sum_{u=1}^{N_u} \text{SNR}(\mu),$$

where $N_u$ is the number of all utterances. We chose $\gamma_r = 0.99$, $\gamma_f = 0.97$, $\epsilon = 2 \cdot 10^{-5}$, $\mu = 15$ dB, and $P_b[0] = P_s[0] = x[0]^2$ as initial values.

### 2.7.2. Resampling & Filtering Skeleton Tracks

Since the Kinects delivered unequally spaced detections in time, the data points had to be resampled with equally spaced 30 fps. Knowing that the speakers had a constant gait velocity, we resampled the resulting skeleton tracks by considering linear interpolation, which yielded data points with equally spaced time-intervals. The measurement of the Kinects’ positions with a laser distance meter by hand
introduced a small systematic error. Thus, we decided to make use of some prior knowledge: all speakers were walking on marked trajectories. Moreover, the visual evaluations of the videos revealed that all speakers were walking on the trajectories without noticeable deviations. Therefore, we computed the squared error between each detection and a fine grid of points on the trajectories. Then we determined the point on the trajectories where the squared error of a detection exhibited the global minimum, and mapped the detection to this point of the trajectory (see Fig. 5). We provide the original and modified skeleton tracks as text files.

2.7.3. Estimating Fundamental Frequency

First, we upsampled the glottogram to a sampling frequency of 96 kHz. Then, we filtered the signal with a Kaiser window order-estimated bandpass filter with a lower and upper cut-off frequency of 70 Hz and 8000 Hz. After compensating the introduced group-delay, we split the whole signal into frames considering a frame length of 32 ms and a frame shift of 5 ms. We computed the one-sided unbiased auto-correlation of each frame and applied a maximum detector based on the Lemire-algorithm (Lemire, 2006) with a window-size of 10 samples to each frame. After eliminating maxima with a lag below 2 ms and above 13 ms, we selected the global maximum of all remaining maxima. To eliminate outliers (e.g., caused by the speaker’s act of swallowing), we computed the first derivative of the $f_0$-trajectory and eliminated sudden jumps with a minor sixth upwards and downwards. We provide the glottograms as wav-files and the trajectories of the estimated $f_0$s (see Fig. 6) as text files.

2.8. Orthographic Transcription

To generate accurate transcriptions of the recorded utterances, we followed the transcription guidelines mentioned in (Schuppler et al., 2014b), which lists all symbols used for the orthographic transcription.

3. Quality Assurance & Validation

We prepared protocols for each speaker’s (sub-)session beforehand; these protocols defined what to say and where to go. They contained all selected sentences, positions, as well as orientations. During each (sub-)session, two assistants supervised the speaker by verifying the read items, the positions and orientations, and the speaker’s gait velocity. We used the protocols to create a first transcription of the utterances. Afterwards, three experts checked all recorded utterances, video tracks, and text files, and made corrections if required.

4. Results on AMISCO

We evaluated our joint DOA and $f_0$ detector in terms of recalls and root-mean-square errors by using a subset of the AMISCO’s recordings. From a set of 24 speakers, we randomly selected one male speaker and one female speaker. The evaluation’s results are listed in (Pessentheiner et al., 2015) and shown as cumulative distribution functions of recalls and root-mean-square errors. (Ziegerhofer, 2016) analyzed our laryngograph (electroglottograph) recordings focusing on gender differences and speaker identity for excitation signal synthesis—the synthesis of a vocal fold’s movements. (Pichler, 2016) used parts of our corpus to evaluate the performance of differential microphone arrays for speaker localization and speaker separation.

5. Discussion

During the recording and the post-processing, we encountered three problems. First, not being able to connect the camera and the Kinects to the word clock used for the audio recordings, we noticed varying delays between the starting-point of the audio and video recordings causing asynchronous video data. To overcome this problem, a person clapped his hands once in the middle of the room at the beginning and the end of each sub-session. Captured by the audio and video devices, we were able to synchronize the audio recordings with the video data during post-
processing by acoustically and visually aligning the moment of clapping in the audio and video tracks. Doing so for each recording, we realized that there was no significant drift between those two devices. Second, we had to split the 24 MEMS microphones into three groups due to the fixed number of eight microphone-connections on the microcontroller-boards. We knew that there will be clock-drifts and synchronization problems between the boards, because they were not connected to a central word clock (this was a hardware-restriction). Thus, we set up the 24-element circular array in a way that eight MEMS microphones connected to one board represent an 8-element circular array with constant angular interval of 45°; considering all three circular arrays, the merged 24-element circular array exhibits an interval of 15°. Third, due to an undetectable and unpredictable problem with the internal power supply of the laryngograph, speaker one exhibits distorted glottograms that should not be used. Speaker 24 doesn’t include any skeleton tracks due to undetected communication problems between the Kinects and the computer during recording.

6. Availability

The website of the corpus (SPSC.tugraz.at, 2015) provides audio samples along with further information on the corpus. It will inform you about how to obtain a copy of the corpus and scripts to extract the $f_0$ of the glottogram, and how to process the raw skeleton tracks (in case you want to apply different algorithms to this data). Our website also provides the symbols for the orthographic transcriptions. The whole corpus will be available to research communities and institutions from summer, 2016.

7. Conclusion

The Austrian German multi-sensor corpus (AMISCO) is a collection of two-room and 43-channel close- and distant-talking Austrian German high-quality speech recordings from 24 moving and non-moving speakers, balanced male and female. It contains around 8.2 hours of read speech, 53,000 word tokens based on 2,070 unique word types. Furthermore, this corpus features orthographic transcriptions, glottograms, fundamental frequencies, and positions and orientations of speakers located at certain positions or walking along pre-defined trajectories. The synergy of all these different components yields a unique and comprehensive corpus that can be used in several fields of research, e.g., linguistic studies, signal processing, or machine learning. Additionally, we showed how to synchronize audio recordings with video data and how to set up Kinects that were not perfectly calibrated.
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