1. Introduction

Statistical process control have emerged in the medical literature after a wide expansion in the industry. In the nineteen-twenties, Walter A. Shewart, with a group of experts, established the scientific ground for quality control at Bell Telephone Laboratories Shewhart (1931). It is only in the nineteen fifties that quality control procedures were employed to ensure the precision of hospital laboratory machines used in biology, nuclear medicine, drug industry and other medical domains Anderson (1982); Batson et al. (1951); Brookeman (1978); Hollinger & Lansing (1956); Loynd (1962); Pribr & Shuster (1967); Waid & Hoffmann (1955). Later, in the nineteen seventies, the use of these methods shifted to the monitoring of the effect of treatments on patients Kinsey et al. (1989); Morgan et al. (1987); Robinson & Williamson (1974); Walters & Griffin (1986); Wohl (1977), and then to other more complex levels such as the performance of departments Chamberlin et al. (1993); The Inquiry into the management of care of children receiving complex heart surgery at the Bristol Royal Infirmary (2001), hospitals Sellick (1993), regions Tillett & Spencer (1982) or nation-wide processes Hand et al. (1994). It is only recently that these methods have been used to monitor the performance of physicians themselves in various disciplines. In this case, the success of the procedure is directly imputed to the competency of the care provider. Statistical process control methods have been used in surgery de Leval et al. (1994); Novick & Stitt (1999); Van Rij et al. (1995), obstetrics Lane et al. (2007), endoscopy Williams et al. (1992), anaesthesiology Kestin (1995); Lagasse et al. (1995), etc.

Recently the Institute of Medecine, Washington DC, USA, in its report “Crossing the Quality Chasm: A New Health System for the 21st Century” stated that “reducing waits and sometimes harmful delays for both those who receive and those who give care” was one of the six aims proposed to address key issues of today’s health care system of Medicine (2001). The implementation of quality control procedures are meant for that purpose: detecting inadequate performance, should it occur, as soon as possible so that corrective actions may be undertaken and patient care improved.

The use of quality control methods in medicine presents some specificity and challenges when compared to that of the industrial context. When one monitors the performance of a care provider, the manufactured good is biologic: the patient. First, the raw product onto
which the procedure will be performed, the patient, presents characteristics whose only a very limited subset are usually known. For instance when a physician is interested in monitoring endoscopic cholecystectomy, the patient undergoes a CAT scan and a few blood tests which provide very limited information on the product. Second, since some significant characteristics are retrieved before an intervention, we know that based on this limited information only, patients are nonetheless very different from one another. These differences may lead to variation in the outcome which should not always be attributed to a change in the performance of a surgeon for instance. Third, the process under scrutiny is poorly contained and under the effect of numerous unknown or unanticipated variables, either seen as chance or assignable causes. A surgeon who desires to monitor the implantation of total knee replacements to ensure that his or her performance is correct, may see failures because of poor bone quality, because of a traumatic fracture, or because of an infection, all being unrelated to his or her surgical skills. Last, the measure of quality is equivocal, difficult and subject to variation. For instance, measuring the success of an interventional procedure such as fiberoptic intubation may include the actual intubation per se, the time required to complete the procedure, the occurrence of a complication, or a composite of these criteria.

Another very specificity with using quality control methods in medicine is that often physicians are interested in determining when one can say, with some confidence, that a trainee has reached a certain level of performance. In that case, we are monitoring a process that we know is out of control at the beginning of the observation period and we want to determine when this process reaches an in control state. In standard control chart usage this corresponds to the phase I of control chart application where engineers gather data, define control limits, identify and correct assignable causes and repeat this cycle until the process is brought to a stable, in control performance state Montgomery (2005). In medicine, this situation corresponds to the learning curve of a trainee and a new control chart has been recently developed for that purpose Biau & Porcher (2010). In the sequel, we will present the main statistical process control methods used to monitor surgical and interventional procedures with their specificity such as the possibility for case-mix adjustment. We will also present a new method specifically designed to monitor the learning curve Biau & Porcher (2010). Some historical papers will be presented and an example will be detailed.

2. Statistical process control methods

2.1 Monitoring a process from an in control to an out of control state

2.1.1 Control charts

Walter A. Shewart developed a control chart in the nineteen-twenties while working for Bell Telephone Laboratories Shewhart (1931). A control chart is a graphical representation of the measure of some characteristics of a product, or of a sample of products, against the sequence of these measures. Usually a control chart has a central line which corresponds to the expected value of the characteristics when the process monitored is in control and one or two control limits which define in and out of control zones. Different control charts exist: variables control charts when we are interested in a continuous variable or attributes control charts when we are interested in a dichotomous variable; control charts without memory such as the Shewart chart or with memory such as the exponentially weighted moving average (EWMA) that averages the data in a way that gives less and less weight to data as they are further removed in time, etc Page (1954); Roberts (1959); Shewhart (1931); Wald (1945). But for all, the objective is to display the variation over time of the process under scrutiny.
The choice of control limits will determine the capacity of the chart to detect a change in the process, and therefore the user will require fine adjustment of these limits before the start of monitoring. Typically, given a period of monitoring the user will have to set the risks he or she is willing to take not to detect a change in the performance of the process when it occurs or, on the contrary, to emit a false alarm when no significant change in the performance of the process has occurred. The upper and lower control limits, \( \text{UCL} \) and \( \text{LCL} \) have a general definition of the form:

\[
\begin{align*}
\text{UCL} &= \mu_w + L \sigma_w \\
\text{LCL} &= \mu_w - L \sigma_w
\end{align*}
\]

where \( \mu_w \) and \( \sigma_w \) are the mean and standard deviation of the statistic used to monitor the process, and \( L \) the distance of the limit to the mean. A well known limit used in quality control is the 3 sigma limit where \( L = 3 \); in that case, when the process is in control and if the statistic used follows a normal distribution, 99.7% of the measures will be found in between the upper and lower control limits. Numerous control charts have been developed over time such as the cumulative summation (CUSUM) chart, the EWMA, etc.

2.1.2 the CUSUM test

2.1.2.1 Definition

The CUSUM test was developed in the nineteen-fifties by Page (1954) after Wald’s work on sequential tests Wald (1945). It was originally developed to monitor the quality of manufactured products and later was found to be attractive to the medical context. Let us note \( X_1, X_2, X_3, \ldots \), the sequence of observations of the process under surveillance and assume no serial correlation. We denote by \( \mu \) the mean of the process. These could be the times to complete appendectomies, the outcomes of neonatal arterial switch operations, or any other quantity that one would wish to monitor. The CUSUM sequentially tests after each observation \( X_t (t > 0) \) the following hypothesis \( H_0: \mu = \mu_0 \), ie the process is in control, versus \( H_1: \mu \neq \mu_0 \), ie the process is out of control. The value \( \mu_0 \) is often referred as the target. In its one sided formulation, where \( H_0: \mu = \mu_0 \) is tested against \( H_1: \mu = \mu_1 (\mu_1 > \mu_0) \) the test is based on the statistic \( S_t \) computed after each observation \( X_t \) as:

\[
S_t = \max(0, S_{t-1} + W_t), \quad S_0 = 0
\]

where the sample weight \( W_t \) depends on the observation \( X_t \), \( \mu_0 \), and \( \mu_1 \). Moustakides (1986) showed that optimal choices for \( W_t \) are proportional to the log-likelihood ratio. The test statistic \( S_t \) is compared to a predefined limit \( h \). If \( S_t \) equals or exceeds \( h \), the null hypothesis is rejected. In quality control wording the CUSUM test is said to emit an alarm indicating that the process is out of control. As long as \( S_t \) remains below \( h \), the null hypothesis cannot be rejected and monitoring continues under the assumption that the process is in control.

2.1.2.2 Normally distributed data

The monitoring of normally distributed data is uncommon in the medical literature. Examples are the monitoring of the alignment of knee prosthetic replacements Nizard et al. (2004) and the laxity of anterior cruciate ligament reconstructions Biau et al. (2010). For normally distributed data of known standard deviation \( \sigma \), because deviation may occur above or below the target value, two CUSUM tests are used in parallel to test \( H_0 \) against \( H_1: \mu = \mu_1 = \mu_0 + g \sigma \) and \( H_{-1}: \mu_{-1} = \mu_0 - g \sigma \) (with \( g > 0 \)). The tests statistics \( S_t^+ \) and \( S_t^- \) used are defined as:
\[
\begin{align*}
S^+_t &= \max(0, S^+_{t-1} + W^+_t) \\
S^-_t &= \min(0, S^-_{t-1} + W^-_t)
\end{align*}
\]  
(3)

with the following sample weights,

\[
\begin{align*}
W^+_t &= (X_t - \mu_0) / \sigma - g / 2 \\
W^-_t &= (X_t - \mu_0) / \sigma + g / 2
\end{align*}
\]  
(4)

With such scores, \(S^+_t\) and \(S^-_t\) only build up if \(X_t\) deviates from \(\mu_0\) by \(g\sigma/2\) or more. The null hypothesis is rejected if \(S^+_t \geq h\) or \(S^-_t \leq -h\). In practice \(\sigma\) is not known but as monitoring is prospective and parameters defined a priori, \(\sigma\) represents the expected standard deviation of the series and not the estimated standard deviation.

2.1.2.3 Binomial data

Medical data monitored are most often expressed in a success/failure dichotomy and therefore, the CUSUM test for binary data is the most frequently used Biau et al. (2007). Examples include monitoring the quality of implantation of hip prostheses Biau et al. (2009), or monitoring the 30-day mortality after complex cardiac surgery Steiner et al. (1999). In this case the mean of the process \(\mu\) is equal to the probability of the event monitored (usually the failure), which will be noted \(p\). The CUSUM tests after each procedure the following hypothesis \(H_0\) : \(p = p_0\) vs \(H_1 : p = p_1\), where \(p_0\) is the probability of failure when performance is adequate, and \(p_1\) the probability of failure when performance is inadequate. Inadequate performance failure rates are usually 2 to 5 times higher than the target rates Bolsin & Colson (2000); de Oliveira Filho (2002); Kestin (1995). In this setting, the log-likelihood ratio score in equation 2 is obtained from the Bernoulli distribution as:

\[
W_t = \log[p_1^{X_t}(1-p_1)^{1-X_t}] - \log[p_0^{X_t}(1-p_0)^{1-X_t}]
\]  
(5)

where \(X_t\), the outcome, is equal to 0 for success and 1 for failure.

2.1.2.4 Time to event data

CUSUM test have been developed for monitoring time to event data such as the failure of a prosthesis, or that of kidney and liver transplants, over time Biswas & Kalbfleisch (2008); Hardoon et al. (2007); Sego et al. (2009). The reason for using time to event data is that compared to a CUSUM test based on the Bernoulli distribution, one does not have to wait the end of a period of time to assess failures and successes. Therefore, the outcome of each procedure contributes to the test statistic instantaneously. Depending on the situation, the test is based on the deviation of the process from a constant hazard or from one that varies over time such as that from a Weibull model Hardoon et al. (2007); Sego et al. (2009). The method may be adjusted and based on a discrete time Hardoon et al. (2007) or continuous time detection Biswas & Kalbfleisch (2008); Sego et al. (2009). However, in practice it should be noted that eventually the responsiveness of the CUSUM test developed will be limited by the technical possibilities of collecting, analysing, and reporting the data on a regular and frequent basis. For instance the CUSUM test based on the likelihood ratio statistic will have the following sample weight Hardoon et al. (2007):

\[
W_j = O_j \log(HR) - (HR - 1)E_j
\]  
(6)
where \( O_j \) and \( E_j \) represent the number of failures observed and expected on interval \( j \) under the null hypothesis, and \( \text{HR} \) represents the hazard ratio of departure from target that one wants to detect. For instance, the number of failures expected on interval \( j \) based on the Weibull distribution where the hazard function is \( h(t) = \lambda \gamma t^{\gamma-1} \) Collett (2005), with \( \lambda > 0, \gamma > 0, \) and \( 0 \leq t < \infty \), is:

\[
E_j = \lambda_0 \sum_{i=1}^{n} \{(t_{2i} - t_{0i})^\gamma - (t_{1i} - t_{0i})^\gamma\}
\]

(7)

where \( \lambda_0 \) is the scale parameter of the Weibull distribution under the null hypothesis, \( \gamma \) is the shape parameter under both the null and alternative hypothesis, \( t_{0i} \) is the time of realisation of the procedure on a time scale, \( t_{1i} \) is the maximum between \( t_{0i} \) and the lower boundary of interval \( j \), and \( t_{2i} \) is the minimum between the time of failure of the procedure and the upper boundary of interval \( j \).

### 2.1.2.5 Adjusted CUSUM

To avoid unduly penalizing a care provider or a center owing to disadvantageous case-mix selection, adjusted CUSUM tests have been proposed Sego et al. (2009); Steiner et al. (2000). In that case, each procedure is attributed a risk of failure based on the values of a set of covariates, and the statistic used is weighted on these covariates. Therefore, say a surgeon after some years in practice sees his or her practice shifts towards operating more and more complex cases. Although this surgeon has gained experience over the years, his or her results may tend to be pulled downwards and a standard monitoring method may detect inadequate performance when it is in fact the opposite. Adjusting the CUSUM on the difficulty of the cases which the surgeon operates on will avoid unnecessary alarms and audits. As an illustration, let us consider the monitoring of a binary (success or failure) outcome. Assume that for patient \( t \) the pre-operative surgical risk may be determined from a set of covariates, and is noted \( p_t \). The null and alternative hypotheses are now defined in terms of an odds ratio (OR), since each patient has a different baseline risk. The CUSUM test repeatedly tests \( H_0: \text{OR} = \text{OR}_0 \) versus \( H_1: \text{OR} = \text{OR}_1 \), and one may use the following sample weights Steiner et al. (2000):

\[
W_t = \begin{cases} 
\log \left( \frac{1-p_t+\text{OR}_0 p_t}{1-p_t+\text{OR}_1 p_t} \right) & \text{if } X_t = 0 \ (\text{success}) \\
\log \left( \frac{1-p_t+\text{OR}_0 p_t}{1-p_t+\text{OR}_1 p_t} \text{OR}_0}{1-p_t+\text{OR}_1 p_t} \text{OR}_1 \right) & \text{if } X_t = 1 \ (\text{failure})
\end{cases}
\]

(8)

There are caveats in using adjusted CUSUM tests though. First, the set of covariates used for the adjustment must be unambiguous and consensual, and cannot be determined from the sample being monitored. Second, adjusted CUSUM tests explicitly infer that the results expected are different from on patient to another, and at some point, this goes against the philosophy of quality control which is to get rid of variability; indeed, as Douglas Montgomery puts it “Quality is inversely proportional to variability” Montgomery (2005). The variability seen should not necessarily be accounted for in the statistical method, and one may have to deal with it in the care of the patients.

### 2.1.2.6 Performance of the test

The CUSUM test has the particularity to display a holding barrier at 0 and to never accept the null hypothesis. Eventually this latter hypothesis is rejected regardless of the true performance of the process. Therefore, when the number of observations tends to infinity the CUSUM test has type I error rate and power of 100% in terms of traditional hypothesis tests. Performances
of CUSUM tests are thus expressed differently. Average run lengths (ARL) are commonly used to report the performance of a CUSUM test: the ARL_0 and ARL_1 are the mean number of observations before an alarm occurs if the process runs under the null and alternative hypotheses respectively. Ideally, one wants to choose a limit so as to yield an important ARL_0 and a low ARL_1; therefore when the process is in control, false alarms are rare, and when the performance shifts, the test is responsive. However, both ARLs vary in the same direction as the limit h is moved upwards or downwards and there is a necessary trade-off between the probability of false alarms under the null hypothesis and the speed at which alarms are emitted under the alternative. Concerns have been raised in the literature regarding the use of average run lengths. First, run lengths have a skewed distribution that renders the average an inadequate measure of the underlying performance of CUSUM tests Woodall (1983). Second, run lengths are sometimes misleading and lead to the choice of inadequate limits Biau et al. (2009) and physicians usually prefer dealing with type I and type II errors Frisen (1992). In that case the performances of CUSUM tests are expressed in terms of true and false discovery rates (TDR and FDR), namely the probability of an alarm to be emitted under the alternative and null hypotheses within a defined number of observations Marshall et al. (2004). We now prefer this latter approach. In some medical applications no decision boundaries are used and the sample weight W_t is simply plotted against the sequence of observations; this is called a CUSUM graph. In that case performance is informally judged by looking at the slope of the line plotted and compared to the theoretical slope expected under H_0.

2.1.3 Other methods commonly used
Numerous statistical methods have been developed to monitor the performance of a process and, consecutively, have been used in surgery and interventional procedures. The sequential probability ratio test (SPRT) was developed by Wald and is sometimes used in the medical domain Wald (1945). The SPRT is based on the following test statistic:

\[ Y_t = Y_{t-1} + W_t, \quad Y_0 = 0, \quad t = 1, 2, 3, \ldots \]  

with

\[ W_t = \log \left\{ \frac{l_{1t}}{l_{0t}} \right\}, \]  

where \( l_{1t} \) and \( l_{0t} \) correspond to the likelihood of observation \( t \) under \( H_1 \) and \( H_0 \), respectively. \( W_t \) is thus defined similarly as for the CUSUM tests. However, one major difference with the CUSUM test is that the SPRT has no holding barrier and presents two decision limits, one to accept the null hypothesis, and the other one to reject the alternative hypothesis. The ability of the SPRT to accept the null hypothesis, i.e. to reject the alternative, has led physicians to use it to monitor the learning curve Biau et al. (2007). However, there are caveats in using such a procedure. We have found no practical interest so far in detecting, at the same time, a shift towards inadequate or adequate performance. It is one or the other that is of interest. If the performance monitored is assumed to be in control, then we are interested in detecting when it becomes inadequate and there is no need in detecting adequate performance only to continue the monitoring. If the performance is assumed to be out of control, such as for a trainee for instance (see below), there is no need for a test that indicates that the performance is indeed inadequate and we are only interested in knowing when it reaches a certain level of adequacy. If we don’t know the status of the process being monitored, then we should assume it is no adequate and use a LC-CUSUM test (see below) and once an in control status has been reached, a conventional CUSUM test can be used.
The Exponentially Weighted Moving Average (EWMA) was developed by Roberts in the late fifties and, later, developed further by other authors Hunter (1986); Roberts (1959). In this method, the older the observation the less weight it conveys. The test is based on the following statistic:

\[ Z_t = \lambda X_t + (1 - \lambda)Z_{t-1}, \quad Z_0 = \mu_0, \quad 0 < \lambda \leq 1, \quad t = 1, 2, 3, \ldots \]  

(11)

With the following limits:

\[
\begin{cases}
  h^+ = \mu_0 + L\sigma \sqrt{\frac{1}{2\lambda^2} [1 - (1 - \lambda)^2]} \\
  h^- = \mu_0 - L\sigma \sqrt{\frac{1}{2\lambda^2} [1 - (1 - \lambda)^2]}
\end{cases}
\]

(12)

where \( L \) is the difference between the limits. The parameters \( L \) and \( \lambda \), usually chosen as \( 0.05 \leq \lambda \leq 0.25 \) and \( L = 3 \), allow to define the test performance. Overall, EWMA and CUSUM charts have been reported to have similar efficiency Lucas & Saccucci (1990), but choosing the appropriate exponential function remains however difficult in the absence of previous information. An example of the use of this method in medicine may be found in an intensive care unit Pilcher et al. (2010).

2.2 Monitoring a process from an out of control to an in control state: the LC-CUSUM test

Often physicians are interested in determining the time at which point we can assume a trainee has reached a certain level of performance so that supervision, or even training, may stop and resources be redirected to another trainee Biau et al. (2007). The LC-CUSUM test has been developped for that purpose Biau & Porcher (2010); Biau et al. (2008). The LC-CUSUM test was designed in a similar manner to the two one-sided tests procedure for equivalence clinical trials Chow & Shao (2002). This time, the null hypothesis \( H_0 \) is that the process is not in control, or in the present case that performance is not adequate. In terms of measurements, the null hypothesis corresponds to a process that is not centered on a target \( \mu_0 \), but deviates on average at least by \( \delta \). This can be rewritten as \( H_0: |\mu - \mu_0| \geq \delta \). The alternative hypothesis is that the process does not deviate from \( \mu_0 \) by more than \( \delta \), namely \( H_1: |\mu - \mu_0| < \delta \). The null hypothesis is the union of the two one-sided hypotheses \( H_{01}: \mu - \mu_0 \geq \delta \) and \( H_{02}: \mu - \mu_0 \leq \delta \), and \( H_0 \) has to be rejected when both \( H_{01} \) and \( H_{02} \) are rejected. In practice, simple hypotheses are set to parameter the test: \( H_{01}: \mu = \mu_0 + \delta \) and \( H_{02}: \mu = \mu_0 - \delta \) under the null hypotheses and \( H_1: \mu = \mu_0 \) under the alternative hypothesis. A CUSUM test statistic is then constructed for each hypothesis in a traditional way (see eq. 2). When the process can only deviate on one side, the corresponding hypothesis \( H_{01} \) or \( H_{02} \) only is tested. For instance, when monitoring binary data (success/failure) one is generally interested in testing only whether the failure rate of a trainee does not deviate by more than an acceptable amount above adequate performance. In that situation, the hypothesis \( H_{02} \) is ignored. This situation can be regarded as akin to non-inferiority trials. The purpose of the CUSUM test is to reject an inadequate performance level; the purpose of the LC-CUSUM test is to signal when performance is sufficiently far away from an inadequate performance level to consider the performance as adequate.

For normally distributed data, with \( \delta = g\sigma \) \((g > 0)\), the following sample weights are used:

\[
\begin{cases}
  W_1^1 = (X_t - \mu_0) / \sigma - g / 2 \\
  W_1^2 = (X_t - \mu_0) / \sigma + g / 2
\end{cases}
\]

(13)
and for dichotomous data:

\[ W_t^1 = \log \left[ \frac{p_0^{X_t}(1 - p_0)^{1 - X_t}}{(p_0 + \delta)^{X_t}(1 - p_0 - \delta)^{1 - X_t}} \right] \]  \hspace{1cm} (14)

Given the fact that one may start monitoring with an LC-CUSUM test and then, once adequate performance has been shown, continue monitoring with a CUSUM test, confusion may arise in the definition of the adequate and inadequate performance levels under the null and alternative hypotheses for the CUSUM and LC-CUSUM tests. Therefore, it is preferable to determine the adequate and inadequate performance levels and the acceptable deviation based on clinical information such as previous data, literature, and opinions of expert and then decide what levels will be chosen under the null and alternative hypothesis for both tests. For instance, in endoscopic retrograde cholangiopancreatographies one will decide that the adequate performance is 10% failure, that 25% failure is inadequate and that 5% is an acceptable deviation from the adequate performance level. Therefore, for the LC-CUSUM test, the performance considered under the null hypothesis is \( H_0: \mu = \mu_0 + \delta = 0.15 \) and under the alternative is \( H_1: \mu = \mu_0 = 0.1 \); and for the CUSUM test, the performance considered under the null hypothesis is \( H_0: \mu = \mu_0 = 0.1 \) and under the alternative is \( H_1: \mu = \mu_1 = 0.25 \). Obviously the acceptable deviation from target, \( \delta \), considered for the LC-CUSUM may vary between 0 and \( |\mu_1 - \mu_0| \). As proposed by Jones et al. (1996) for equivalence trials, choosing this acceptable deviation to be \( \delta \leq (\mu_1 - \mu_0)/2 \), will reasonably allow a buffer between what is deemed as acceptable for the LC-CUSUM test and the performance considered as unacceptable for the CUSUM test. Performances of LC-CUSUM tests may also be expressed in terms of true and false discovery rates (TDR and FDR).

3. Applications

3.1 Applications to surgical procedures

Marc R. de Leval, a cardiothoracic surgeon, was the first to report the monitoring of his own performance in the nineteen-nineties de Leval et al. (1994). In his landmark paper, he used a sequential probability ratio test to monitor the 30-day mortality rate after 104 neonatal arterial switch operations. During this period, he experienced a cluster of surgical failures with 7 deaths from the 53\textsuperscript{th} to the 68\textsuperscript{th} observation. The probability of observing 7 deaths or more in 16 patients when the expected mortality rate is 10% is very small (0.0005, by the binomial distribution), and this cluster was attributed to inadequate performance. He concluded that control charts were useful to detect unfavorable trends in performance and correct surgical technique if needed. He also introduced the concept of near-miss, a surrogate for a failed procedure, which was used in civil aviation to monitor the skills of pilots, and that could play a role in monitoring the performance of surgeons.

The Bristol Royal Infirmary case was another major determinant in the interest that quality control procedures would raise at the beginning of the 21\textsuperscript{st} century. The Inquiry into the management of care of children receiving complex heart surgery at the Bristol Royal Infirmary (2001). A public inquiry was conducted between 1998 and 2001 on the management of the care of children receiving complex cardiac surgery at the Bristol Royal Infirmary between 1984 and 1995. The mortality rate at that center proved to be twice the rate in England and did not demonstrate the decrease seen over time in the rest of the country. Despite having enough information from the late 1980s onwards to raise significant questions about the mortality rate, there was no systematic mechanism for monitoring the clinical performance of care providers or of the center. Therefore, it took many years before clinical activity was stopped and an audit conducted. The report therefore recommended that “for the future there must be effective..."
systems within hospitals to ensure that clinical performance is monitored. There must also be a system of independent external surveillance to review patterns of performance over time and to identify good and failing performance”. An application of quality control methods to the data collected during the inquiry showed that inadequate performance could have been detected as early as 1991 Spiegelhalter et al. (2003). Numerous applications have then been published around the world with various control charts, adjustment on patient risk factors, and use of near-misses Albert et al. (2004); Novick et al. (2001); Poloniecki et al. (2004); Rogers et al. (2005); Tsang et al. (2009). The use of quality control procedures has spread to other surgical disciplines. Although the enthusiasm is not as strong as that seen in cardiac surgery, there are initiatives using these methods and improving patient care in other areas. In general surgery these methods have been used to monitor the quality of, among other procedures, laparoscopic cholecystectomy Bartlett & Parry (2001), parotidectomies Sharp et al. (2003), ileal pouch-anal anastomosis Tekkis, Fazio, Lavery, Remzi, Senagore, Wu, Strong, Poloneicki, Hull & Church (2005), laparoscopic colorectal resections Tekkis, Senagore, Delaney & Fazio (2005), or thyroidectomy Connolly & Watters (2010). In orthopaedics, these methods have been used to monitor the quality of implantation of knee and hip replacement Biau et al. (2009); Nizard et al. (2004), the failure of hip implants Hardoon et al. (2006) and reconstruction of the anterior cruciate ligament Biau et al. (2010).

3.2 Applications to interventional procedures
Numerous applications of quality control methods have been reported in interventional disciplines. Parry Parry & Williams (1991) was one of the first to report the monitoring of his experience of 305 unassisted colonoscopies using a CUSUM chart (no limits were used in this report). Success was defined as completion of the procedure and a target performance of 10% failure rate was aimed at. Overall, 250 procedures (82%) were completed. The analysis showed that there was a steep improvement in performance during the first 100 procedures and that the target performance was reached around the 200th procedure; however, as noted earlier, the CUSUM chart does not allow a precise determination of when the performance can be considered as adequate as opposed to the LC-CUSUM test. Anaesthesiologists who perform many critical and highly technical interventional procedures for their practice have also shown a particular interest in using quality control procedures to monitor their performance. Kestin Kestin (1995) reported in the mid-nineties the use of the SPRT to monitor residents performing obstetrics extradurals, spinal anaesthesia, central venous and arterial cannulations. The levels of performance varied from one procedure to another from 5% to 20% and 20% to 40% for the adequate and inadequate levels respectively. The same year Lagasse Lagasse et al. (1995) reported the use of a Shewart chart to monitor 13 clinical indicators of inadequate care, such as the unplanned admission to intensive care unit of a patient or the occurrence of a postural headaches following spinal or epidural analgesia. 13,389 procedures were monitored over a 12 months period, and 116 complications were reported. Only one indicator revealed inadequate performance. Afterwards, other authors have monitored the outcome of various interventional procedures such as labour epidurals Naik et al. (2003), nerve blocks Schuepfer & Johr (2005), or orotracheal intubation in a mannequin Correa et al. (2009).

3.3 Applications to the learning curve
From the beginning, statistical process control methods have been used to monitor the performance of trainees because physicians were not satisfied with the usual methods available for evaluation. Traditionally, either a predetermined number of cases was prescribed or direct observation by the tutor was necessary. In the former case, the method was not felt
to be individualized to the trainee with some trainees having completed the required number of procedures but who were not proficient yet and others showing competence early and thus rendering supervision unnecessary Dagash et al. (2003). In case a tutor was used to evaluate the trainee, subjectivity was a problem Sloan et al. (1995). Therefore, most studies using statistical process control methods to monitor the performance of surgical or interventional procedures have been directed at monitoring the learning curve Blau et al. (2007). The idea with using statistical process control methods is that one would be able to determine when a trainee has reached proficiency in an objective and individual manner at the same time. Numerous methods have been used: some, such as Parry Parry & Williams (1991) for instance, have used a CUSUM chart and based on the slope of the curve they decide approximately when an adequate level of performance has been reached. This method provides a visual help but it is not accurate. Some, such as Kestin Kestin (1995), have used a sequential probability ratio test and use one of the boundaries to detect adequate performance whilst the other boundary detects inadequate performance. Although this test is attractive, it is inadequate to monitor the learning curve because of the inconsistency in the emission of alarms when processes with similar performance are monitored. It is for that reason that we have designed the LC-CUSUM test as described above. To date it has been used to monitor the competence of an endoscopist performing endoscopic retrograde pancreatography Blau et al. (2008), that of a gynecologist performing vitrification of embryo Dessolle et al. (2009) and embryo transfers Dessolle et al. (2010), and that of radiologist in the diagnosis of endometriomas by transvaginal ultrasound Bazot et al. (2010).

4. Worked example

4.1 Monitoring the ongoing performance of a surgical procedure

Say a surgeon wants to monitor the quality of implantation of total hip replacements. She knows that the longevity of the implant is associated with the technical precision with which she will perform the procedure. She defines ten criteria (see table ??) to assess the overall quality of the procedure. Some, such as the cup abduction angle, are a direct measure of the technical aspect of the procedure, whilst others, such as a revision during hospital stay, are surrogates for the whole process; however, she feels that all criteria are of importance. In the absence of previous information on case-mix she decides not to use an adjusted method and to weight each criterion identically. Therefore, the procedure will be considered as failed if any of the ten criteria is failed. Based on previous information Blau et al. (2009) and on consensus among other surgeons she decides that 18% failure represents an adequate level of performance (target performance) and that 36% failure rate would indeed indicate inadequate performance. She decides to use a CUSUM test and based on computer simulation she sets the decision limit $h = 5.6$, yielding a TDR of 99.8% and FDR of 3% for 200 observations. Figure 1 shows the CUSUM test for the monitoring period. The test is based on equation 5, with $p_0 = 0.18$ and $p_1 = 0.36$. Five meetings were held during that year (indicated by the arrows). Overall 106 of the 500 total hip replacements (21.2%) were considered as failed. The score increases with each failure and decreases otherwise. The holding barrier at 0 prevents the score from drifting away from the decision limit with the accumulation of successes; therefore, the test remains responsive to the occurrence of inadequate performance at all times. The CUSUM test emitted an alarm after 87 procedures. After an audit, she identifies the main reason for failures and corrects her surgical technique accordingly. Monitoring is restarted and no alarm is emitted afterwards.
4.2 Monitoring the learning curve of a trainee

Say a program director in obstetrics and gynecology desires to assess the competence of trainees wishing to learn the use of fetoscopic-directed laser therapy for the treatment of twin-twin transfusion syndrome. Given the syndrome is rare only few centers around the world perform this procedure and the resources required to train a gynecologist are limited. Also, the procedure is technically complex and the life of fetuses at risk. Therefore, he would like to make sure that each trainee is only allowed to perform the procedure with no supervision once he or she is competent and that, given the limited number of cases available for teaching, as soon as a trainee is competent the resources may be directed to another trainee. After a literature search and consensus among senior practitioners in the country they decide to set a nation-wide program that will allow fellows to be trained and during which their performance will be monitored with a LC-CUSUM test. An adequate performance level of 10% failure rate, inadequate performance of 25% and an acceptable deviation from adequate performance of 5% will be considered. Because the outcome of a poorly performed procedure threatens the life of the fetus, they decide to allow no more than 5% FDR. Given the limited number of cases they cannot provide more than 100 procedures per trainee during training. Therefore, they choose a limit \( h = 1.25 \) so that the TDR is 85% over these 100 procedures. Three fellows decide to enter the program. All procedures they perform are under supervision and at the end of each procedure a debrief is conducted. The procedure is considered as failed if none of the fetus survives at birth or if the trainee was not able to complete the procedure without any assistance. Therefore, in case the tutor considers the procedure is not performed adequately by the trainee, and that this puts the fetus life at risk, he or she takes on the case and completes the procedure in an adequate manner so that the level of care provided to patients remains adequate. The LC-CUSUM test for the three trainees is depicted figure 2. One trainee demonstrated competency at the 52\(^{nd}\) procedure, another one at the 83\(^{rd}\) procedure, and the last one did not demonstrate competency during the alloted number. The case of the last trainee should be discussed among seniors and with the trainee before he or she can resume monitoring. One of the reason being that statistically, if the trainee is given more cases with the same limit, the risk of a false detection increases, and eventually, regardless the true performance of the trainee, an alarm will always occur.

5. Conclusion and perspectives

To date, numerous reports using quality control methods have been published in the surgical and interventional literature. These reports provide good evidence that these methods are useful in ensuring that adequate performance level is maintained over time. Also, and more importantly, they provide some assurance that should inadequate performance occur, it will not go undetected for an undue period of time. Ensuring that the quality of care provided is adequate at all time is paramount from the patient, physician and health authorities perspectives. However, there are non statistical issues that deserve more attention before we see these methods unveil their full potential.

First, these methods are underesed because of the lack of knowledge of most physicians that such methods exist. These methods were transferred only recently to the medical domain and are quite separated from the natural understanding of physicians. They are not taught in curriculums and it is most of the time by an incidental discovery that a surgeon or an endoscopist will encounter them. As quality improvement initiatives make their way into the medical curriculum hopefully the awareness of physicians will increase accordingly Boonyasai et al. (2007).
Second, there is a genuine fear that these methods, which can measure performance at an individual level, will be misused. Physicians may feel these methods will be used to rank and compare them and ultimately be used in a coercitive way to impose changes they do not agree with. This is not what these methods should be used for. These methods are not meant for deterrence but for improvement. Quality control methods should be part of a quality improvement program and, as such, it is paramount that they remain in the hands of those who are under observation to improve the quality of care they deliver. They should be aimed at detecting under-performing units in order to improve them, not in order to blame them, and at all time they should be centered on the patient’s need. It is only by stepping in and implementing these methods first that physicians will limit their use to what they want so that these methods are not imposed blindly by healthcare authorities or management. Also, the use of such methods to detect inadequate performance does not mean that only a small subset of units will benefit from quality improvement methodology; ideally the modification of the process under observation should benefit every care provider, or every center, not just the lower end of them.

Third, there is a lack of consensus among centers and practitioners regarding numerous aspects of monitoring which restrain the spread of these methods. Processes are not always clearly defined when, for instance, it may involve the technical act *per se* or include the perioperative period. For a similar process, the outcome measures may vary from one center to another or from one practitioner to another. The levels of performance may also be different. If we agree that discrepancies are expected with surgeons or interventionists willing to see different aspects of a process being monitored or different levels being targeted, there is an urge for those who spearhead the implementation of quality control methods to meet and discuss their fundamentals.

Last, although the statistical methods of quality control are constantly developed, the major difficulty physicians will encounter is the practical aspect to implement these methods. It is time and resource consuming to collect, analyse and report data. Ideally, these methods should be functioning in an almost automated manner, smoothly, in the background so as not to interfere with clinical practice. And it is only at the time of regular reports that physicians should come aware of them and, if necessary, change the process that was under observation. Only a close relation between information technology and clinical practice will allow that.
6. Figures and tables

| Subset | Inadequate if | Method of measurement |
|--------|---------------|-----------------------|
| Technique | 1 fracture of the acetabulum requiring as per operative note fixation or change in the technique | |
| | 2 fracture of the femur requiring fixation or as per operative note change in the technique | |
| | 3 -1 cm > leg length difference > 2 cm | X-ray AP pelvis |
| | 4 -4°> stem inclination angle > +4° | X-ray AP pelvis |
| | 5 stem cement mantle modified Barrack C or D class | |
| Stem | | |
| | 6 +30°> cup abduction angle > +55° | X-ray AP pelvis |
| | 7 0°> cup version angle > +30° | X-ray AP pelvis and hip |
| | 8 lucent line ≥ 1mm in one zone or more X-ray AP pelvis for cemented cups or a gap ≥ 3mm for uncemented cups | |
| Cup | | |
| | 9 Dislocation or reoperation for any reason as per hospital record during hospital stay | |
| | 10 Death regardless the reason during as per hospital record hospital stay | |

Table 1. Performance criteria considered for the success of total hip replacement

Fig. 1. CUSUM test for a surgeon performing 500 total hip replacements with $p_0 = 0.18$, $p_1 = 0.36$, and $h = 5.6$. Arrows indicate meetings where the results were presented. The CUSUM test emitted an alarm after the 87 procedures.
Fig. 2. LC-CUSUM test for 3 trainees performing fetoscopic-directed laser therapy for the treatment of twin-twin transfusion syndrome with $p_0 = 0.1$, $\delta = 0.05$, and $h = 1.25$. The LC-CUSUM test emitted an alarm after 52 and 83 procedures for trainee 1 and 2 respectively. No alarm was raised for trainee 3.
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The rich palette of topics set out in this book provides a sufficiently broad overview of the developments in the field of quality control. By providing detailed information on various aspects of quality control, this book can serve as a basis for starting interdisciplinary cooperation, which has increasingly become an integral part of scientific and applied research.
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