Mass imbalance effect in resonant Bose-Fermi mixtures
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We consider a homogeneous Bose-Fermi mixture, with the boson-fermion interaction tuned by a Fano-Feshbach resonance, in the presence of mass and density imbalance between the two species. By using many-body diagrammatic methods, we first study the finite-temperature phase diagram for the specific case of the mass-imbalanced mixture $^{87}$Rb-$^{39}$K for different values of the density imbalance. We then analyze the quantum phase transition associated with the disappearance at zero temperature of the boson condensate above a critical boson-fermion coupling. We find a pronounced dependence of the critical coupling on the mass ratio and a weak dependence on the density imbalance. For a vanishingly small boson density, we derive, within our approximation, the asymptotic expressions for the critical coupling in the limits of small and large mass ratios. These expressions are relevant also for the polaron-molecule transition in a Fermi mixture at small and large mass ratios. The analysis of the momentum distribution functions at sufficiently large density imbalances shows an interesting effect in the bosonic momentum distribution due to the simultaneous presence of composite fermions and unpaired fermions.
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I. INTRODUCTION

An impressive series of experiments has been realized with ultracold atomic gases over the last few years, reproducing systems, or physical situations, relevant to several areas of physics. The use of Fano-Feshbach resonances to control the interaction strength between particles, in particular, has been the cornerstone of many of these recent experimental achievements.

Besides providing analog quantum models and simulators for systems of interest in different fields of physics, ultracold gases offer also the possibility to construct novel many-body systems with no corresponding counterparts in other domains of physics. Resonant Bose-Fermi mixtures constitute an interesting example in this respect and have been the object of active theoretical and experimental investigation recently.

Nonresonant Bose-Fermi mixtures were initially studied theoretically and experimentally in Refs. [1–7] and [8], respectively. Bose-Fermi mixtures in the presence of a narrow Fano-Feshbach resonance were then considered in the theoretical works of Refs. [9–13]. For a narrow resonance one has to take into account explicitly the molecular state forming in the closed channel, leading to a Hamiltonian which includes three different species (bosons, fermions, and molecules) from the outset.

Both cases of narrow or broad resonance are, however, relevant to current experiments in Bose-Fermi mixtures [14–21], depending on the mixture and/or resonance actually chosen in the experiment. A broad Fano-Feshbach resonance is characterized by the smallness of the effective range parameter $r_0$ of the boson-fermion scattering amplitude with respect to both the average interparticle distance and the boson-fermion scattering length $a$ [22]. Under these conditions, the system can be described by a Hamiltonian made just by bosons and fermions mutually interacting via an attractive contact potential.

Initial works studying Bose-Fermi mixtures in the presence of a broad resonance focused on lattice models [23–28] or considered separable interactions, as inspired by nuclear-physics models [29]. The continuum case in the presence of an attractive contact potential was first tackled in Ref. [30], which concentrated on the thermodynamic properties of the condensed phase of a Bose-Fermi mixture at zero temperature.

A study of the competition between Bose-Fermi pairing and boson condensation in a broadly resonant Bose-Fermi mixture has been presented in a previous work by us [31]. By using many-body diagrammatic theory, with a $T$-matrix approximation for the bosonic and fermionic self-energies, we were able to show that, for increasing Bose-Fermi attraction, the boson-fermion pairing correlations progressively reduce the boson condensation temperature and make it eventually vanish at a critical coupling above which the condensate is completely depleted (thus revealing the presence of a quantum phase transition at zero temperature). In the present paper we extend the work of Ref. [31] by analyzing the effect of a mass imbalance between the bosonic and fermionic species. We present results both at finite temperature (for a specific mass ratio) and at zero temperature (for several mass ratios). The effect of mass imbalance in a broadly resonant Bose-Fermi mixture has been studied recently also in Ref. [32], within a path-integral approach which is complementary to our approach and that was limited to zero temperature only. A comparison between our results and those of Ref. [32] will be discussed later on in our paper.

The paper is organized as follows: In Sec. II we present the theoretical formalism and the main equations describing the physical system of interest in our paper. Section III reports the numerical results at finite temperature for a $^{87}$Rb-$^{40}$K mixture. The phase diagram for different values of density imbalance is presented, together with the curves for the boson and fermion chemical potentials at the critical temperature. Section IV treats the zero-temperature limit. We report the results for the dependence of critical coupling on mass ratio and density imbalance, the corresponding chemical potentials, and the momentum distribution functions. Section V presents finally our conclusions.
II. FORMALISM

We consider a homogeneous mixture composed of single-component fermions and bosons. The boson-fermion interaction is assumed to be tuned by a broad Fano-Feshbach resonance, as in most current experiments on Bose-Fermi mixtures [14–20]. Under this condition, the boson-fermion interaction can be adequately described by an attractive point-contact potential. We consider then the following (grand-canonical) Hamiltonian:

\[
H = \sum_s \int d\mathbf{r} \psi_s^\dagger(\mathbf{r}) \left( -\frac{\nabla^2}{2m_s} - \mu_s \right) \psi_s(\mathbf{r}) + v_0 \int d\mathbf{r} \psi_B^\dagger(\mathbf{r}) \psi_B^\dagger(\mathbf{r}) \psi_F(\mathbf{r}) \psi_F(\mathbf{r}).
\]  

(1)

Here \(\psi_s^\dagger(\mathbf{r})\) creates a particle of mass \(m_s\) and chemical potential \(\mu_s\) at spatial position \(\mathbf{r}\), where \(s = B, F\) indicates the boson and fermion atomic species, respectively, while \(v_0\) is the bare strength of the contact interaction (we set \(\hbar = k_B = 1\) throughout this paper). As for two-component Fermi gases [33], the ultraviolet divergences associated with the contact interaction in Eq. (1) are eliminated by expressing the bare strength of the contact interaction (we set \(\bar{v} = \bar{v}_B + \bar{v}_F\)) through the equations [33], the ultraviolet divergences associated with the contact interaction in Eq. (1) are eliminated by expressing the bare strength of the contact interaction (we set \(\bar{v} = \bar{v}_B + \bar{v}_F\)).

We have not considered in the Hamiltonian (1) an explicit boson-boson interaction term. In the physical systems relevant to experiments, the corresponding nonresonant scattering length is normally small and positive. In the homogeneous and normal system we are going to consider, it yields then only a mean-field shift of the boson chemical potential. Note, however, that according to the variational analysis of Ref. [34], the assumption of having a homogeneous system actually requires the boson-boson scattering length to exceed a certain value, in order to guarantee the mechanical stability of the Bose-Fermi mixture against collapse. We thus implicitly assume to work in this stable regime. Note finally that a Fermi-Fermi s-wave scattering length is excluded by Pauli principle.

A natural length scale for the system is provided by the average interparticle distance \(n^{-1/3}\) (where \(n = n_B + n_F\) is the total particle-number density, \(n_B\) and \(n_F\) being the individual boson and fermion particle-number density, respectively). We thus introduce a fictitious Fermi momentum of the system \(k_F = (3\pi^2 n)^{1/3}\) (as for an equivalent two-component Fermi gas with a density equal to the total density of the system) and use the dimensionless coupling parameter \(g = (k_F a)^{-1}\) to describe the strength of the interaction. In the weak-coupling limit, where the scattering length \(a\) is small and negative and \(g \ll -1\), the two components behave essentially as Bose and Fermi ideal gases. In the opposite, strong-coupling limit where \(a\) is small and positive and \(g \gg 1\), the system is expected to be described in terms of composite fermions [i.e., boson-fermion pairs with a binding energy \(\epsilon_B = 1/(2m_s a^2)\)] and excess fermions. (We restrict our analysis to mixtures where the number of bosons never exceeds the number of fermions because only in this case is a quantum phase transition associated with the disappearance of the condensable phase possible [31]). In addition, mixtures with \(n_B > n_F\) are expected to be severely affected by three-atom losses. The physical behavior of a Bose-Fermi mixture across all the resonance is captured by the \(T\)-matrix set of diagrams for the boson and fermion self-energies represented in Fig. 1. As shown in our previous work [31], this set of diagrams is able to recover the expected physical behavior in both the weak- and strong-coupling limits, thus providing a meaningful theoretical framework for the whole resonance. The corresponding equations for the bosonic and fermionic self-energies \(\Sigma_B\) and \(\Sigma_F\) and many-body \(T\) matrix \(\Gamma\) read

\[
\Sigma_B(q) = -T \int \frac{d\mathbf{P}}{(2\pi)^3} \sum_m G^0_B(P - q) \Gamma(P),
\]

(3)

\[
\Sigma_F(k) = T \int \frac{d\mathbf{P}}{(2\pi)^3} \sum_m G^0_F(P - k) \Gamma(P),
\]

(4)

\[
\Gamma(P, \Omega_m) = \left\{ \frac{m_r}{2\pi a} + \int \frac{d\mathbf{p}}{(2\pi)^3} \left[ \frac{1 - [\xi_F(P - \mathbf{p}) + \xi_B(k_P)] - \frac{2m_r}{\mathbf{p}^2}}{\xi_F(P - \mathbf{p}) + \xi_B(k_P) - i\Omega_m} \right]^{-1} \right\}^{-1}.
\]

(5)

Here \(q = (\mathbf{q}, \omega_B), \ k = (\mathbf{k}, \omega_F), \ P = (\mathbf{P}, \Omega_m)\), where \(\omega_B = 2\pi v T\) and \(\omega_F = (2n + 1)\pi T, \ \Omega_m = (2m + 1)\pi T\) are bosonic and fermionic Matsubara frequencies, respectively, \((n, m)\) being integer numbers), while \(f(x)\) and \(b(x)\) are the Fermi and Bose distribution functions at temperature \(T\), and \(\xi_G(P) = v_F(P - \mathbf{p})/2m_r - \xi_B(k_P)\). The self-energies (3) and (4) determine the dressed Green’s functions \(G_{\mu}(\mathbf{k})\) via the Dyson’s equation

\[
G_{\mu}^{-1} = G^0_{\mu} - \Sigma_{\mu},
\]

(6)

with the bare Green’s functions given by \(G^0_B(q) = [i(\omega_B - \xi_B(q))]^{-1}\) and \(G^0_F(k) = [i(\omega_F - \xi_F(k))]^{-1}\). The dressed Green’s functions \(G_{\mu}\) allow us to calculate the boson and fermion momentum distribution functions through the equations

\[
n_B(q) = -T \sum_n G_B(q, \omega_B)e^{i\omega_B T},
\]

(6)

\[
n_F(k) = T \sum_n G_F(k, \omega_F)e^{i\omega_F T},
\]

(7)
which in turn determine the boson and fermion number densities

\[
n_B = \int \frac{d\mathbf{q}}{(2\pi)^3} n_B(\mathbf{q}), \quad (8)
\]

\[
n_F = \int \frac{d\mathbf{k}}{(2\pi)^3} n_F(\mathbf{k}). \quad (9)
\]

At fixed densities and temperature, the two coupled equations (8) and (9) fully determine the boson and fermion chemical potentials and, therefore, the thermodynamic properties of the Bose-Fermi mixture in the normal phase.

Coming from the normal phase, the condensation of bosons starts when the condition

\[
\mu_B - \Sigma_B(q = 0) = 0, \quad (10)
\]

is first met. Equation (10) corresponds to the requirement of a divergent occupancy of the boson momentum distribution at zero momentum: \( \lim_{\omega \to 0} n_B(q) = \infty \) [35].

**A. Zero-temperature limit**

We pass now to consider the zero-temperature limit of the previous finite-temperature formalism. When \( T \to 0 \), the spacing \( 2\pi T \) between two consecutive Matsubara frequencies tends to zero. The sums over discrete Matsubara frequencies can then be replaced by integrals over continuous frequencies, provided the corresponding integrands are not too singular [36]. We have then the equations

\[
\Sigma_B(q) = -\int \frac{d\mathbf{p}}{(2\pi)^3} \int \frac{d\Omega}{2\pi} G_B^0(p - q) \Gamma(P), \quad (11)
\]

\[
\Sigma_F(k) = \int \frac{d\mathbf{p}}{(2\pi)^3} \int \frac{d\Omega}{2\pi} G_F^0(p - k) \Gamma(P), \quad (12)
\]

for the bosonic and fermionic self-energies, where \( q = (\mathbf{q}, \omega_B) \), \( k = (\mathbf{k}, \omega_F) \), \( P = (\mathbf{P}, \Omega) \) while the frequencies \( \omega_B, \omega_F \), and \( \Omega \) are now continuous variables.

Similarly, the Eqs. (6) and (7) for the momentum distribution functions are changed to

\[
n_B(\mathbf{q}) = -\int \frac{d\omega}{2\pi} G_B(\mathbf{q}, \omega_B) e^{i\omega 0^+}, \quad (13)
\]

\[
n_F(\mathbf{k}) = \int \frac{d\omega}{2\pi} G_F(\mathbf{k}, \omega_F) e^{i\omega 0^+}, \quad (14)
\]

from which the number densities can be calculated as before.

A closed-form expression can be finally derived for the many-body \( T \)-matrix \( \Gamma(P) \) at zero temperature, when the Fermi and Bose distribution functions appearing in Eq. (5) are replaced by step functions. We report in particular the expression for \( \Gamma(P) \) when \( \mu_F > 0 \) and \( \mu_B < 0 \), which is in practice the only one relevant to our calculations at zero temperature.

We have

\[
\Gamma(P) = -\left[ \frac{m_F}{2\pi a} - \frac{m_B}{\sqrt{2\pi}} \sqrt{\frac{P^2}{2M} - 2\mu - i\Omega - I_F(P)} \right]^{-1},
\]

where we have defined \( M = m_B + m_F \) and \( \mu = (\mu_B + \mu_F)/2 \), while \( I_F(P) \), which results from the integration of the term with the Fermi function in Eq. (5), is given by

\[
I_F(P) = \frac{m_B \left( k_{\mu B}^2 - k_F^2 - k_{\mu F}^2 \right)}{8\pi^2 |P|} \ln \left( \frac{(k_{\mu B} + k_F)^2 - k_{\mu F}^2}{(k_{\mu B} - k_F)^2 - k_{\mu F}^2} \right) - \frac{m_F k_{\Omega}}{4\pi^2} \left[ \ln \left( \frac{(k_{B F} + k_{\Omega})^2 - k_{\mu B}^2}{k_{B F}^2 - (k_{\mu B} - k_{\Omega})^2} \right) - i\pi \text{sgn}(\Omega) \right] + \frac{m_F k_{\mu B}}{2\pi^2},
\]

where \( k_{\mu B} \equiv \sqrt{2m_B \mu_B}, k_F \equiv \frac{m_F}{M} P \), while

\[
k_{\Omega} \equiv (2m_F)^{1/2} \sqrt{\frac{P^2}{2M} + 2\mu + i\Omega}.
\]

Equations (11)–(16) determine the thermodynamic properties of a Bose-Fermi mixture at zero temperature in the absence of boson condensation. They are thus relevant for a sufficiently strong coupling \( g \), such that the system remains in the normal phase even at zero temperature. In particular, upon lowering the coupling constant \( g \), the condensation will start at a critical coupling \( g_c \), when the condition (10) is first satisfied.

**III. FINITE-TEMPERATURE RESULTS**

The theoretical approach developed in Sec. II can be used to explore the normal phase of a homogeneous Bose-Fermi mixture at arbitrary values of the boson and fermion masses and densities. In this section, where we present finite-temperature results, we focus on the specific mass ratio \( m_B/m_F = 87/40 \), relevant for the \(^{87}\text{Rb}^{40}\text{K} \) mixture. More general mass ratios will be considered at zero temperature.

**A. Critical temperature**

Figure 2 presents the dependence of the condensation critical temperature on the boson-fermion coupling \( (k_B a)^{-1} \) for a \(^{87}\text{Rb}^{40}\text{K} \) mixture, at different values of the density imbalance \((n_F - n_B)/(n_F + n_B)\). The critical temperature was obtained by numerically solving Eqs. (3)–(9), supplemented by the condition (10), while the ending point at \( T = 0 \) was

![FIG. 2. (Color online) Critical temperature (in units of \( E_F = k_B^2/2m_F \)) for condensation of bosons as a function of the boson-fermion coupling \( (k_B a)^{-1} \) for different values of the density imbalance \((n_F - n_B)/(n_F + n_B)\) in a mixture with \( m_B/m_F = 87/40 \).](image-url)
calculated independently by solving the equations (11)–(16) [with the condition (10) defining now the critical coupling $g_c$ at zero temperature]. The matching between finite-temperature and zero-temperature results confirms the validity of the equations derived in the zero-temperature limit, while providing simultaneously a check of the numerical calculations.

The overall behavior of the critical temperature as a function of coupling is similar to what is found for equal masses [31]. The critical temperature starts from the noninteracting value ($T_0 = 3.31 n_B^{2/3}/m_B$) in the weak-coupling limit and eventually vanishes at a critical coupling $g_c$, when the effect of the boson-fermion coupling is so strong that the Bose-Einstein condensate is completely depleted in favor of the formation of molecules. The weak dependence of the critical coupling on the density imbalance previously found for equal masses is confirmed also for this case with different masses. In this case, the critical coupling varies in the range $1.3$–$1.4$, to be compared with the range $1.6$–$1.8$ found for $m_B = m_F$.

A minor difference with respect to the case with equal masses is finally the presence of a weak maximum in the critical temperature, which reaches a value slightly above the noninteracting value $T_0$ before its final decrease. This feature is more pronounced for intermediate values of the density imbalance. We attribute this feature to the delicate balance between the effects of the boson-fermion interaction on the boson dispersion and to the condensate depletion due to molecular correlations. The boson dispersion may in fact be hardened by the interaction (similarly to what one finds for a dilute repulsive Bose gas [37]), thus leading to an increase in the critical temperature. The predominance of one effect over the other depends on a fine tuning of the mass ratio and density imbalance and may explain the different behavior found for different values of these parameters.

**B. Chemical potentials**

Figure 3 reports the coupling dependence of the chemical potentials $\mu_B$ and $\mu_F$ at the critical temperature for a $^{\text{87}}\text{Rb}-^{\text{40}}\text{K}$ mixture at the same values of density imbalance considered in Fig. 2.
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**IV. ZERO-TEMPERATURE RESULTS**

The behavior of the critical temperature as a function of the boson-fermion coupling discussed in the previous section is evidence of the presence of a quantum phase transition at zero temperature associated with a transition between a superfluid phase with a boson condensate to a normal phase, where the condensate is completely depleted. In this section we examine in more detail this quantum phase transition by solving numerically the equations formulated at exactly zero temperature.

**A. Critical couplings and chemical potentials**

Figure 4 reports the critical coupling $g_c$ as a function of the mass ratio $m_B/m_F$, with two distinct panels for the cases $m_B/m_F \leq 1$ and $m_B/m_F \geq 1$. The different curves reported in Fig. 4 correspond to different values of the density imbalance, ranging from the density-balanced case to the fully imbalanced case $(n_F - n_B)/(n_F + n_B) = 1.0$, which represents the system with just one boson immersed in a Fermi sea. This is actually the same as a spin-down fermion surrounded by a Fermi sea of spin-up fermions, since for a single particle the statistics is irrelevant. The critical coupling reduces thus to that for the polaron-to-molecule transition, which was recently studied in the context of strongly imbalanced two-component Fermi gases [38–44]. The equations governing the one-boson limit are reported in the Appendix.

The critical coupling is strongly influenced by the mass ratio, especially for $m_B/m_F < 1$. In this case, for all values of the density imbalance, $g_c$ increases very rapidly as $m_B/m_F$ is decreased. For the single-boson problem, an asymptotic expansion of the equations determining $g_c$ for $m_B/m_F \to 0$ yields

$$g_c \approx \frac{4 \times 2^{1/3}}{3 \pi} \frac{m_F}{m_B} + \frac{32 \times 2^{1/3}}{15 \pi}$$

$$\approx 0.535 \frac{m_F}{m_B} + 0.856,$$

which proves quite accurate even before the asymptotic regime is reached (the deviation from the numerical solution is 15% for $m_B/m_F = 1$ and 2% for $m_B/m_F = 0.1$). [See the Appendix for the details of the derivation of Eq. (18).]

The rapid increase of the critical coupling for the polaron-to-molecule transition when $m_B \to 0$ was already noticed.
in Ref. [43], even though no asymptotic expression was reported there. Note however that, according to the analysis of the polaron-to-molecule transition of Ref. [45], for a mass ratio $m_1/m_2 \lesssim 0.15$ the molecular state acquires a finite momentum in its ground state. Similar results were obtained in Ref. [46]. The equations for the single-boson problem adopted here assume that the formation of the molecule occurs at zero center-of-mass momentum (as in Refs. [38–44]). The curve corresponding to the single-boson problem in Fig. 4 may thus change for $m_B/m_F \lesssim 0.15$, after taking into account the possibility of pairing at finite momentum. However, we expect this change to be minor on the basis of our calculations with a finite boson density, which allow for pairing at finite momentum and yield results close to the single-boson curve also for $m_B/m_F < 0.15$.

Note further that the study of the three-body system with two equal fermions with mass $m_F$ and one different particle with mass $m_B$ interacting through a zero-range potential, shows that, for $m_B/m_F < 0.0735 = (13.607)^{-1}$, the system is unstable due to a sequence of three-body bound states with energy $\rightarrow -\infty$ [47]. A similar instability is expected to occur also in the many-body system with $N$ equal fermions plus one different particle (a recent work has proven indeed that the above critical value for the three-body system provides a lower bound for the location of the instability in the many-body system [48]). We note, however, that the unboundness from below of the Efimov spectrum (and the associated global instability) occurs only for a pure zero-range interaction. In a real system, physical two-body interactions will provide a natural cutoff at distances of the order of the van-der-Waals length $r_{vdW}$, thus limiting the position of the lowest Efimov level at an energy $\sim -1/r_{vdW}^2$. The global mechanical instability is thus avoided by the real system, even though the presence of Efimov states is expected to lead to an enhancement of three-body losses when they lie close to the three-particle or atom-dimer continuum. We further note in this context that the presence of the (nonuniversal) three-body bound states recently found by Kartavtsev and Malykh [49] for $(8.2)^{-1} > m_B/m_F > (13.607)^{-1}$ could also lead to enhanced three-body losses in this mass-ratio range.

We observe in any case that, since our calculations were taken for $m_B/m_F \geq 0.1$ ($m_B/m_F \geq 0.2$ for equal densities, due to numerical difficulties), the above three-body effects (which are beyond the scope of the present theory) should affect our study only marginally.

Consistently with our previous results, we observe a weak dependence of $g_c$ on the density imbalance. Such a weak dependence on the densities remains valid also for $m_B > m_F$. In this case, all curves reach a minimum value of $g_c \approx 1.2$–1.3) for mass ratios $m_B/m_F$ in the range 3.5–5, after which they increase slowly with mass ratio. For the single-boson problem with a large mass we have obtained the asymptotic expression (see Appendix):

$$g_c \approx A(m_B/m_F) = \frac{2^{2/3}}{A(m_B/m_F)} + \frac{16}{3\pi} \frac{1}{A(m_B/m_F)^2},$$

(20)

where

$$A(m_B/m_F) = \frac{2^{4/3}}{\pi} \left( \ln \frac{4m_B}{m_F} - 2 \right).$$

(21)

One can see from Eqs. (20) and (21) that, at large mass ratios, $g_c$ increases very slowly, with a logarithmic dependence on the mass ratios. Due to this ln dependence the leading behavior, $g_c \approx (2^{2/3}/\pi) \ln(4m_B/m_F)$, is reached only at extremely large mass ratios. Equation (20), which includes the first two corrections to the leading behavior, provides a better approximation, the deviation from the numerical solution being 15% for $m_B/m_F = 20$ and 1.5% for $m_B/m_F = 100$.

The increasing behavior of $g_c$ at both small and large mass ratios implies the existence of a minimum in the curve for $g_c$ at intermediate mass ratios, consistent with the results of Fig. 4. Note, however, that in earlier work for the polaron-molecule transition, the critical coupling for the transition was found to move away from the Bose-Einstein–condensate (BEC) limit for increasingly heavier impurities. In particular, Ref. [43] reported that the critical coupling should approach the unitary limit for an infinitely heavy impurity. Similar results were also found in two dimensions by M. Parish [50] (with the critical coupling approaching the weak-coupling limit in this case). A reason for such a difference may be that our theory in the limit of a single boson reduces to the “first-level approximation” of Ref. [43], with no particle-hole dressing of the molecule (while the polaron is described with the same accuracy obtained with the variational wave function introduced by Chevy [51], which is deemed quite accurate for the polaron energy [43]).
“second-level approximation” of Ref. [43] includes instead a particle-hole dressing of the molecule. This inclusion is sufficient to recover in the strong-coupling limit the correct dimer-fermion scattering length and shifts the position of the critical coupling for equal masses from the value \((k_Fa)_{\text{eq}} = 1.27c (\approx 1.60)\) to the value \(0.88c (\approx 1.11)\) (the factor \(c = 2^{1/3}\) appears here because of a different definition of \(k_F\) between us and the above references). The eventual (slow) increase of \(g_c\) at large mass ratios could then be an artifact of the “first-order approximation.” Calculations at large mass ratios with alternative methods (such as fixed-node or diagrammatic quantum Monte Carlo methods) could definitively clarify this issue.

At equal densities, our results for \(g_c\) as a function of mass ratio agree well with the results reported in Ref. [32] for the same case. This is because the equations used in Ref. [32] for calculating \(g_c\) correspond, in a diagrammatic formalism, to the same choice of the self-energy as ours, but with Dyson’s equation expanded: \(G = G_0 + G_0 \Sigma G_0\) instead of \(G^{-1} = G_0^{-1} - \Sigma\). Even though such an expansion is justified only when \(\Sigma\) is small, apparently it leads only to minor differences in the values for \(g_c\). For instance, for equal masses and densities we obtained \(g_c = 1.62\), to be compared with \(g_c = 1.66\) in Ref. [32].

According to the analysis of Ref. [32], however, only for sufficiently large values of the boson-boson scattering length \(a_0\), the critical coupling \(g_c\) lies in a stable region of the phase diagram. For small values of \(a_0\), the second-order quantum phase transition between a condensed phase and a normal phase is in fact superseded by a phase separation between the two phases. According to our calculations, the compressibility matrix \(\partial n_s/\partial \mu_c\) is always positive in the normal phase, indicating that the second-order phase transition here explored lies, at worst, in a metastable region of the phase diagram. In order to examine its absolute stability within our approach, one should extend our study to the superfluid phase and make a comparison of the free energies for the normal and superfluid phases. This nontrivial extension is postponed to future work. We observe however, that if ratios \(a_0/a\) of the order of 0.2–0.3 are sufficient to suppress phase separation in most of the phase diagram (as the results of Ref. [32] seem to indicate), then the effect of \(a_0\) on \(g_c\) will be minor.

The weak dependence of the critical coupling on the density imbalance is emphasized in Fig. 5, which presents \(g_c\) as a function of density imbalance \((n_F - n_B)/(n_F + n_B)\) for different mass ratios \(m_B/m_F\). All curves show a weak dependence on the density imbalance, with a weak maximum at an intermediate imbalance (\(=0.55\) for equal masses, and similarly for the other mass ratios considered here).

Figure 6 reports the chemical potentials at \(g_c\) as a function of mass ratio \(m_B/m_F\) for different density imbalances. As can be seen from the main panel, the (negative) bosonic chemical potential increases very rapidly in absolute value for \(m_B/m_F \to 0\). This is because at \(g_c\) the bosonic chemical potential is already close to its strong-coupling limit, \(|\mu_B| \approx -\epsilon_0\), such that the dimensionless ratio \(|\mu_B|/E_F \approx 2g^2m_F/m_r\). Since \(g_c \sim m_F/m_B\) for \(m_B \to 0\), we have \(|\mu_B|/E_F \sim (m_F/m_B)^2\) in this limit.

In the opposite limit of large \(m_B/m_F\), the ratio \(m_F/m_r\) slowly increases and eventually saturates to 1 for large \(m_B\), such that \(|\mu_B|/E_F\) follows the slow logarithmic increase of \(g_c\) in this limit.

The fermionic chemical potential (reported in the inset) depends weakly on the mass imbalance, reflecting the weak dependence on \(g_c\). As a matter of fact, the fermion chemical potential is determined essentially by the fermion density \(n_F\), independently from the coupling value or mass ratio.

B. Momentum distribution functions

We pass now to study the momentum distribution functions \(n_B(|\mathbf{q}|)\) and \(n_F(|\mathbf{k}|)\) for bosons and fermions, as obtained from Eqs. (13) and (14), respectively. We present results for a density imbalance \((n_F - n_B)/(n_F + n_B) = 0.75\) to emphasize an interesting behavior of the bosonic momentum distribution function, which occurs only for a sufficiently large imbalance.

One can see, indeed, from Fig. 7 that the bosonic momentum distribution function vanishes identically at low momenta. This empty region extends from \(|\mathbf{q}| = 0\) up to a certain value \(|\mathbf{q}| = q_0\), which is determined essentially only by the density imbalance (for the specific case of Fig. 7, \(q_0 \approx 0.55\)).
different values of the mass ratio \(m_B/m_F\).

The presence of the empty region can be interpreted as follows: For \(n_F \gg n_B\), most fermions remain unpaired and fill a Fermi sphere of radius \(k_{UF} \simeq [(n_F - n_B)/2\pi)^{1/3}\), as Fig. 8 for the fermionic distribution clearly shows. At \(g_c\) and larger couplings, the bosons are instead bound into molecules that, being composite fermions, fill a Fermi sphere with a radius \(P_{CF} \simeq (n_B/2\pi^2)^{1/3}\). Now, as the region \(|k| < k_{UF}\) is already occupied by the unpaired fermions, only fermions with \(|k| > k_{UF}\) participate in the molecule. Since the momentum of the molecule is given by the sum \(P = q + k\), the constraints \(|P| < P_{CF}\) and \(|k| > k_{UF}\) then imply that only bosons with \(|q| > q_0 = k_{UF} - P_{CF}\) participate in the molecule, thus leaving empty the region \(|q| < q_0\).

We have verified that the equation \(q_0 = k_{UF} - P_{CF}\) produces rather accurately the values of \(q_0\) obtained numerically. In particular, the empty region does not exist at small density imbalance, when \(k_{UF} < P_{CF}\). Note also that the initial rise of \(n_B(q)\) after the threshold \(q_0\) is due to the progressive increase of the phase-space volume corresponding to the \(q_B\) satisfying the above constraints at a given \(k\). The saturation volume in phase-space is reached for \(|q|\) of the order of \(k_{UF}\), after which \(n_B(q)\) starts to decrease, following eventually at sufficiently large wave vectors a molecular-like internal wave function \(n_B(q) \simeq n_M|\phi(q)|^2\), where \(|\phi(q)|^2\) can be approximated by the two-body normalized wave function \(\phi(q) = (8\pi a^3)^{1/2}/(q^2 + 1)\), while the coefficient \(n_M \simeq n_B\) can be interpreted as the molecular density.

The above approximate expression for \(n_B(q)\) accounts for the main difference in the curves calculated at different mass ratios (namely, the decreasing height of the curves when the mass ratio is lowered) due to the strong dependence of \(g_c\) and then of \(a\), on the mass ratio. Note further that the same kind of behavior is seen in the fermionic distribution function at momenta \(|k| > k_{UF}\), as can be made evident from Fig. 8(b). The comparison between Figs. 8(b) and 7 shows indeed that the bosonic and fermionic distribution functions become identical as the momentum increases; at large momenta \(n_F(k) \sim n_B(k) \sim C/k^4\), consistent with the universal large momenta behavior established in Ref. [52]. In particular, within our approximation, one can prove by taking the large-\(|k|\) limit in our expressions that the “contact” constant \(C\) is given by \(C = -4m_B^4 \int d^3P \Gamma(P)e^{-2|q|}\). In the strong-coupling limit, where all bosons are bound into molecules, a comparison with the expression for the molecular internal wave function then leads to the equation \(C = 8\pi n_B/a\). Figure 9 reports the contact constant \(C\) at \(g_c\) normalized to its strong-coupling limit value \(8\pi n_B/a\), as a function of the mass ratio \(m_B/m_F\) for different values of the density imbalance. One can see that the constant \(C\) at \(g_c\) is close to its strong-coupling-limit expression for all cases considered, with the largest deviations occurring at
intermediate values of mass ratio, as expected, since this is the region where $g_c$ reaches its minimum and consequently the strong-coupling condition is less respected.

V. CONCLUDING REMARKS

In this paper, we studied a resonant Bose-Fermi mixture in the presence of a mass and/or density imbalance. We first analyzed the finite temperature phase diagram for the specific case of a $^{87}\text{Rb}-^{40}\text{K}$ mixture. We found that the overall shape of the phase diagram is similar to what was found previously for equal masses. The critical temperature starts from the noninteracting value ($T_0 = 3.31n_B^{2/3}/m_B$) in the weak-coupling limit and eventually vanishes at a critical coupling $g_c$, when the effect of the boson-fermion coupling is so strong that the Bose-Einstein condensate is completely depleted. The critical temperature presents a weak maximum at intermediate coupling, not found for equal masses. We explained this feature as resulting from the balance between the hardening of the boson dispersion due to the boson-fermion interaction, and the condensate depletion due to molecular correlation. The predominance of one effect over the other depends on a fine tuning of the physical parameters, thus explaining the different behavior found for different cases.

We then considered the zero-temperature limit. We found that the critical coupling $g_c$ is significantly affected by the mass imbalance, in particular for $m_B/m_F < 1$. In this case, for all values of the density imbalance, we obtained a rapid increase of $g_c$ as $m_B/m_F \to 0$. We also find that the density imbalance influences only weakly the critical coupling, as previously found for equal masses [31]. On the other hand, a sufficiently large density imbalance produces quite a remarkable effect on the bosonic momentum distribution function. We found that this function is completely depleted for momenta with magnitude below a certain value $q_0$. This value is set by the difference between the Fermi momenta associated with the unpaired fermions and the composite-fermions, respectively. Such a momentum distribution function reflects the constraints on the internal molecular wave function imposed by the presence of a large Fermi surface associated with the unpaired fermions. In this respect, the physics underlying this phenomenon is similar to that of the “Sarma phase” for a highly polarized Fermi gas in the strong-coupling limit of the BCS-BEC crossover [53–58]. In particular, the bosonic momentum distribution function is similar to the momentum distribution function of the minority species in a polarized Fermi gas. Interestingly, the fact that, in the present case, the molecules cannot condense, but rather fill a Fermi sphere, smears some features of the momentum distribution function but still preserves the presence of an empty region in the momentum distribution function. Such an interesting effect could be measured in a Bose-Fermi mixture in the molecular limit by using the same technique used to measure the momentum distribution of an ultracold Fermi gas in the BCS-BEC crossover [59].
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APPENDIX: ONE-BOSON LIMIT

In this Appendix we consider the “one-boson” limit $(n_F - n_B)/(n_F + n_B) \to 1$ of our equations. In this limit the fermions become free due to the vanishing boson density. One has then $\Sigma_F = 0$ and $\mu_F = (6\pi^2n_F)^{3/2} / (2m_F) = 2^{1/3}E_F$. The boson self-energy $\Sigma_B$ remains instead finite and is determined by Eq. (11), with no simplifications with respect to the case at finite boson density. The full knowledge of $\Sigma_B$ is, however, not necessary to calculate $\mu_B$ in the limit $n_B \to 0$. A study of the analytic structure of $\Sigma_B$ in the complex frequency space along the lines of Ref. [43] shows that the limit $n_B \to 0$ corresponds, for $g > g_c$, to the requirement that the minimum of the composite fermion dispersion $\Omega_B(\omega)$ occurs exactly at zero frequency. By introducing the retarded composite-fermion propagator via the replacement $\Gamma^R(\omega, \omega) \equiv \Gamma(\omega, \omega \to \omega + i0^+)$, the dispersion $\Omega_B(\omega)$ is determined by the pole of $\Gamma^R(\omega, \omega)$ in the complex plane. By assuming the minimum of $\Omega_B(\omega)$ to occur at $\omega = 0$, one has then the equation $\Gamma^R(0,0) = 0$, which determines $\mu_B$ at a given coupling and mass ratio. The critical coupling $g_c$, on the other hand, is determined by the equation $\mu_B = \Sigma_B(0,0)$, as for finite density. In the limit $n_B \to 0$ only the pole of the fermionic Green’s function contributes to the frequency integral in Eq. (11), yielding

$$\Sigma_B(0,0) = -\int \frac{d\mathbf{p}}{(2\pi)^3} \Theta(-\xi_F(\mathbf{p})) \Gamma^R(\mathbf{p}, \xi_F(\mathbf{p})), \quad (A1)$$

where

$$\Gamma^R(\mathbf{p}, \xi_F(\mathbf{p})) = \left[ -\frac{m_r}{2\pi a} \frac{m_r^{3/2}}{\sqrt{2\pi}} - \frac{m_B^2}{2m_F \Omega_1} + I_F(\mathbf{p}) \right]^{-1}, \quad (A2)$$

and

$$I_F(\mathbf{p}) \equiv \int \frac{d\mathbf{p}}{(2\pi)^3} \Theta(-\xi_F\left(\frac{m_B^3}{2\Omega_1} \mathbf{p} - \mathbf{p} \right)). \quad (A3)$$

A calculation of the above integral yields

$$I_F(\mathbf{p}) = \frac{m_r k_{\mu F}^2}{2\pi^2} + \frac{m_B L_F k_{\mu F}^2}{4\pi^2} + 2m_r |\mu_B| - 2 \left( \frac{2m_r^2}{3\Omega_1} |\mathbf{p}| \right)^2$$

$$- \frac{m_r R_F}{2\pi^2} \left[ \arctan \left( \frac{k_{\mu F} + \frac{m_r^3}{2\Omega_1} |\mathbf{p}|}{R_F} \right) \right]$$

$$+ \arctan \left( \frac{k_{\mu F} + \frac{m_r^3}{2\Omega_1} |\mathbf{p}|}{R_F} \right), \quad (A4)$$

where $R_F \equiv [2m_r |\mu_B| - (\mathbf{p}|m_B^2/2\Omega_1)^{1/2}$, while

$$L_F \equiv \ln \left( \frac{(k_{\mu F} + |\mathbf{p}|)}{(k_{\mu F} - |\mathbf{p}|) + 2m_r |\mu_B|} \right) \left( \frac{(k_{\mu F} + |\mathbf{p}|)}{(k_{\mu F} - |\mathbf{p}|) + 2m_r |\mu_B|} \right). \quad (A5)$$

where $\delta m = m_F - m_B$ and $\bar{m}^2 = (m_F^2 + m_B^2)/2$. By using the expressions (A2) to (A5), the self-energy $\Sigma_B(0,0)$ can then be calculated easily by a simple one-dimensional integral over $|\mathbf{p}|$. At $g_c$, the equation $\mu_B = \Sigma_B(0,0)$ then yields

$$\mu_B = -\int_0^{E_F} \frac{d|\mathbf{p}|}{2\pi^2} \Gamma^R(\left(\mathbf{p}, \xi_F(\mathbf{p})\right)) \equiv \Sigma_B(0,0). \quad (A6)$$
The equation $0 = \Gamma^R(0,0)$ yields finally
\begin{align*}
0 &= -\frac{m_r}{2\pi a} + \frac{m_r^{3/2}}{\pi} \sqrt{|\mu|} \\
&\quad + \frac{m_r}{\pi^2} \left[ k_{\mu} - 2\sqrt{m_r|\mu|} \arctan \left( \frac{k_{\mu}}{2\sqrt{m_r|\mu|}} \right) \right].
\end{align*}
(A7)

The simultaneous solution of Eqs. (A6) and (A7) allows us to obtain $g_c$ and $\mu_B$ for a given mass ratio. Note finally that, even though we have derived Eqs. (A6) and (A7) as a limiting case of our equations for a Bose-Fermi mixture, they describe also the polaron-to-molecule transition in a Fermi-Fermi mixture, since in this limit the statistics of the minority species becomes immaterial. We have verified, indeed, that our results for $g_c$ in this limit agree with the results reported in Ref. [43] for the “first-level approximation.”

1. Asymptotic expressions for $g_c$ at small and large mass ratios

We conclude this Appendix by presenting the derivation of the asymptotic expressions (18) and (20). We assume $\mu_B$ to be large and negative as it occurs when $g$ is large. The validity of this assumption is verified by the asymptotic expressions for $g_c$ that are obtained accordingly. The chemical potential $\mu$ is large. The validity of $\mu = (\mu_B + \mu_F)/2$ is then also large and negative. By expanding Eq. (A7) in powers of $\frac{m_B}{\sqrt{m_r |\mu|}}$ one obtains
\begin{equation}
2\mu \approx -\varepsilon_0 + \frac{2}{3\pi m_r} k_{\mu}^3 a,
\end{equation}
(A8)

or, equivalently,
\begin{equation}
\mu_B \approx -\varepsilon_0 - \mu_F + \frac{2}{3\pi m_r} k_{\mu}^3 a.
\end{equation}
(A9)

Note that the subleading term $\frac{2}{3\pi m_r} k_{\mu}^3 a$ in Eq. (A8) describes the mean-field repulsion between the molecule forming in the strong-coupling limit and the fermions, as can be seen by casting it in the form $\frac{n_F}{2\pi m_B m_F}$, where $m_{MF} = M m_F/(m_B + M)$ is the reduced mass of a molecule and one fermion, while
\begin{equation}
a_{MF} = \frac{(1 + m_B/m_{MF})^2}{\frac{1}{2} + m_F/m_B},
\end{equation}
(A10)
is the molecule-fermion scattering length within the Born approximation [60].

The large negative value of $\mu_B$ then implies $I_F(P) \approx n_F/|\mu_B| = n_F/\varepsilon_0$, as can be seen more easily directly from Eq. (A3). The expansion of (A2) for $|\mu_B|$ large then yields
\begin{equation}
\Gamma^R(P, k_F(P)) \approx \frac{2\pi}{m_B^2 a} \frac{1}{\mu_F - \alpha P^2},
\end{equation}
(A11)

where we have used Eq. (A8), and $\alpha \equiv m_B/(2Mm_F)$. By using Eq. (A1) we obtain
\begin{equation}
\Sigma_b(0,0) \approx \frac{1}{\alpha \pi m_B^2 a} \left[ k_{\mu} + \frac{\sqrt{\mu_F/\alpha}}{2} \ln \frac{\sqrt{\mu_F/\alpha} - k_{\mu}}{\sqrt{\mu_F/\alpha} + k_{\mu}} \right]
\end{equation}
\begin{equation}
= \frac{k_{\mu}}{\alpha \pi m_B^2 a} \left[ 1 + \frac{1 + \frac{m_B}{m_F}}{2} \ln \left( 1 + \frac{m_B}{m_F} + 1 \right) \right].
\end{equation}
(A12)

FIG. 10. (Color online) (a) Asymptotic expression (A15) for $g_c$ at small mass ratios (dashed-dotted line) compared with full numerical solution (full line). The dotted curve is obtained by neglecting the subleading term within the brackets in (A15). (b) The asymptotic expression (A21) for $g_c$ at large mass ratios (dashed-dotted line) is compared with the full numerical solution (full line). The dashed curve is obtained by neglecting the second and third terms on the right-hand side of (A21), while the dotted curve neglects only the third term.

By expanding the expression (A12) for a small mass ratio $m_B/m_F \ll 1$, we obtain
\begin{equation}
\Sigma_B(0,0) \approx \frac{k_{\mu}}{\alpha \pi m_B^2 a} \left[ -\frac{1}{3 m_F} + \frac{2}{15} \left( \frac{m_B}{m_F} \right)^2 \right],
\end{equation}
\begin{equation}
\approx -\frac{2^{4/3}}{3\pi m_B} \frac{k_F}{m_B} \frac{m_F}{1 + \frac{8}{5} \frac{m_B}{m_F}}.
\end{equation}
(A13)

The equation $\mu_B = \Sigma_B(0,0)$ then yields
\begin{equation}
\varepsilon_0 = \frac{2^{2/3}}{3\pi m_B} \frac{k_F}{m_B} \frac{m_F}{1 + \frac{8}{5} \frac{m_B}{m_F}},
\end{equation}
(A14)

where we have kept only the leading term in the expression (A9) for $\mu_B$ (the term $\mu_F$ would give a correction of order $(m_B/m_F)^2$ to the asymptotic expression for $g_c$, with the last term in (A9) contributing an even smaller correction). By substituting $\varepsilon_0 = 1/(2m_F a^2)$ we obtain then
\begin{equation}
\frac{1}{k_F a} = \frac{4}{3\pi} \frac{2^{1/3}}{m_F} \left( 1 + \frac{8}{5} \frac{m_B}{m_F} \right),
\end{equation}
(A15)

which coincides with expression (18) reported in Sec. IV, and gives a large value of $g_c$ for small mass ratios, consistently
with our starting assumption. The asymptotic expression (A15) is compared with the full numerical calculation of $g_c$ in Fig. 10(a).

The expansion of Eq. (A12) for a large mass ratio $m_B/m_F \gg 1$ yields instead

$$\Sigma_0(0,0) \approx \frac{k_{\mu \nu}}{\alpha \pi m_r^2 a} \left(1 + \frac{1}{2} \ln \frac{m_F}{4m_B}\right)$$

(A16)

$$\approx \frac{2^{1/3}}{\pi} \frac{k_F}{\alpha m_B} \left(1 + \frac{1}{2} \ln \frac{m_F}{m_B}\right),$$

(A17)

where we have disregarded corrections to (A17) smaller at least by a factor $m_F/m_B$. By equating (A17) to (A9) we get then

$$\epsilon_0 + \mu_F = \frac{2k_F^3}{3\pi m_r} = \frac{2^{1/3} k_F}{\alpha m_B} \left(-1 + \frac{1}{2} \ln \frac{m_B}{m_F}\right),$$

(A18)

yielding

$$\frac{1}{2} a^2 m_F = \frac{2^{1/3} k_F}{\pi \alpha m_B} \left(\ln \frac{m_B}{m_F} - 2\right) - \frac{2^{1/3} k_F^2}{2m_F} + \frac{4k_B^2}{3\pi m_F}.$$  

(A19)

from which, by multiplying both sides of Eq. (A19) by $2am_F/k_F$, we obtain

$$\frac{1}{k_F a} = \frac{2^{1/3}}{\pi} \left(\ln \frac{4m_B}{m_F} - 2\right) - \frac{2^{1/3} k_F a}{2m_F} + \frac{8}{3\pi} \left(\ln \frac{m_B}{m_F} - 2\right)^2,$$

(A20)

which shows that, to leading order, $g_c \approx (2^{1/3}/\pi) \ln(m_B/m_F)$ at large mass ratios. The slow $\ln$ dependence of $g_c$ on $m_B/m_F$, however, makes it significant to keep also a few subleading corrections to the leading behavior. The solution of Eq. (A20) by iteration then yields

$$\frac{1}{k_F a} = \frac{2^{1/3}}{\pi} \left(\ln \frac{4m_B}{m_F} - 2\right) - \frac{2^{1/3}}{\pi} \left(\ln \frac{m_B}{m_F} - 2\right)^2 + \frac{8}{3\pi} \left(\ln \frac{m_B}{m_F} - 2\right)^2,$$

(A21)

which ignores corrections of order $1/(\ln m_F/m_B)^3$ or higher and coincides with expression (20) reported in Sec. IV. The asymptotic expression (A21) is compared with the full numerical calculation of $g_c$ in Fig. 10(b).
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