MATRIX ORTHOGONAL POLYNOMIALS, NON-ABELIAN TODA LATTICE AND BÄCKLUND TRANSFORMATION
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Abstract. A connection between matrix orthogonal polynomials and non-abelian integrable lattices is investigated in this paper. The normalization factors of matrix orthogonal polynomials expressed by quasi-determinant are shown to be solutions of non-abelian Toda lattice in semi-discrete and full-discrete cases. Moreover, with a moment modification method, we demonstrate that the Bäcklund transformation of non-abelian Toda given by Popowicz is equivalent to the non-abelian Volterra lattice, whose solutions could be expressed by quasi-determinants as well.

1. Introduction

Connections between classical integrable systems, orthogonal polynomials and matrix integrals have been largely investigated due to the development of string theory, conformal field theory and random matrix theory [20, 25]. Toda lattice, as one of the most celebrated integrable systems, has attracted much attention due to its intimate relation to Hermitian matrix model with unitary invariance. Such a connection was revealed by making use of orthogonal polynomials method and examples could be found in [2, 29]. If a family of monic orthogonal polynomials \( \{ P_n(x; t) \}_{n \in \mathbb{N}} \) which satisfy orthogonal relation

\[
\langle P_n(x; t), P_m(x; t) \rangle = e^{\phi_n(t)} \delta_{n,m}, \quad \langle x^i, x^j \rangle = \int_{\mathbb{R}} x^{i+j} \exp \left( \sum_{k=1}^{\infty} t_k x^i \right) d\mu(x),
\]

is introduced, then it could be shown that the time-dependent normalizations \( \{ \exp(\phi_n(t)) \}_{n \in \mathbb{N}} \) obey the Toda lattice

\[
\partial^2_{t_1} \phi_n = e^{\phi_{n+1}} - e^{\phi_n} - e^{\phi_{n-1}}.
\]

Although solutions of Toda lattice were directly expressed by determinant, one noticed that they could be alternatively expressed by the time-dependent partition function of Hermite matrix model with unitary invariance by taking advantage of Andreiéf formula.

Due to the success in Toda lattice and orthogonal polynomials, there have been many considerations about the interplay between orthogonality and integrability. For example, orthogonal polynomials on the unit circle, skew orthogonal polynomials and corresponding integrable systems have been considered in different literatures [1, 3], and several novel orthogonality such as Cauchy bi-orthogonal polynomials and partial skew orthogonal polynomials were proposed in the studies of integrable systems [13, 39]. Besides, multivariate orthogonal polynomials and multiple orthogonal polynomials have been successfully found within applications to integrable systems [4, 7].
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In this paper, we mainly focus on matrix orthogonal polynomials and related non-abelian integrable systems. Matrix orthogonal polynomials \( \{P_n(x), Q_n(x)\}_{n \in \mathbb{N}} \) are defined by a non-negative matrix-valued weight function \( W(x) \), and they obey the following orthogonal relation with respect to the weight
\[
\int_{\gamma} P_n(x)W(x)Q_n(x)dx = H_n \delta_{n,m}. 
\] (1.1)

This is a non-commutative generalization of standard (bi-)orthogonal polynomials and related matrix-valued moment problem could date back to Krein [35]. In recent years, there have been a few recent publications concerning applications of matrix-valued orthogonal polynomials into different subjects such as approximation problems on Riemann sphere [8], quasi-birth-and-death processes [32] and random tiling problems [23]. Among those, the relation between matrix orthogonal polynomials and integrable systems is always a key topic [5, 11, 12, 34, 40]. In particular, in [5], a non-abelian integrable systems have already been studied by introducing a Christoffel transformation of matrix orthogonal polynomials. The non-commutative Gauss-Borel decomposition was applied to the moment matrix and some exact formulas are given to those matrix orthogonal polynomials in terms of quasi-determinants, which suggest us that there should be a non-commutative tau function theory and some simple Toda-type lattices could be found by making use of matrix orthogonal polynomials and quasi-determinant technique.

1.1. Statement of results. This paper mainly focuses on the interplay between matrix orthogonal polynomials with symmetric measure and non-abelian integrable lattices, including semi/full-discrete non-abelian Toda lattices and a semi-discrete non-abelian Volterra lattice. Although the semi-discrete non-abelian case has been studied in literatures, our method is to connect it with matrix orthogonal polynomials, to provide a Lax pair together with exact solutions. To be precise, we set the weight function \( W(x) \) to be symmetric, from which the bi-orthogonal relation (1.1) reduces to orthogonal relation, i.e. \( P_n(x) = Q_n(x) \). Importantly, those matrix orthogonal polynomials with symmetric weight admit the following three term recurrence relation
\[
xP_n(x) = P_{n+1}(x) + a_n P_n(x) + b_n P_{n-1}(x),
\]
in which \( a_n \) and \( b_n \) are expressed by quasi-determinants (see Proposition 2.2). If we denote \( \Phi \) as a column vector composed by \( (P_0(x), P_1(x), \cdots) \), then we have the matrix form \(^1\)
\[
x\Phi(x) = (\Lambda + A\mathbb{I}_p + B\Lambda^{-1})\Phi(x) := \mathcal{L}\Phi(x), \quad \Phi = (P_0(x), P_1(x), \cdots)^T,
\]
where \( \Lambda \) is a block shift operator defined by \( \Lambda \Phi_n = \Phi_{n+1} \), and \( \Phi_n \) is the \( n \)-th block matrix element of \( \Phi \). \( A \) and \( B \) are certain block diagonal matrices. Therefore, \( \mathcal{L} \) is a block tridiagonal matrix (also called Jacobi matrix) with non-commutative elements. Besides, if one introduces a time-dependent measure \( d\mu(x; t) = \exp \left( \sum_{i=1}^{\infty} t_i x^i \right) d\mu(x) \), then evolutions of the wave function \( \Phi(x; t) \) could be obtained. The \( t_1 \)-flow corresponds to the non-abelian Toda lattice. By taking the derivative of orthogonal relation, one could get (see Proposition 2.4)
\[
\partial_{t_1} P_n(x; t) = -b_n P_{n-1}(x; t), \quad \text{or} \quad \partial_{t_1} \Phi = -\mathcal{L}_- \Phi,
\]
\(^1\( (P_0, P_1, \cdots)^T \) means that we take the transpose of the vector \( (P_0, P_1, \cdots) \) but keep the elements invariant.
where \( L_\rightarrow \) is the strictly block lower triangular part of \( L \), and the non-abelian Toda lattice is a result of compatibility condition

\[
\partial_t L = [L, L_\rightarrow],
\]

Moreover, higher order flows lead to other evolutions of wave function and \( \partial_t^n \Phi = - (L^n)_\rightarrow \Phi \) could be constructed, from which a non-commutative Toda hierarchy is given by

\[
\partial_t^n L = [L, (L^n)_\rightarrow].
\]

In Section 3, to investigate the connection between full-discrete non-abelian Toda lattice and matrix orthogonal polynomials, we propose a concept of adjacent families of matrix orthogonal polynomials and study corresponding Christoffel and Geronimus transformations. We demonstrate that the Christoffel transformation is a direct result of quasi-determinant identity and takes the form (see Theorem 3.3)

\[
P_n^{(\ell)}(x) = xP_{n-1}^{(\ell+2)}(x) - A_n^{\ell}P_{n-1}^{(\ell+1)}(x),
\]

and the Geronimus one is obtained by orthogonality (see Theorem 3.4)

\[
xP_n^{(\ell+1)}(x) + P_{n+1}^{(\ell)}(x) + B_n^{\ell}P_n^{(\ell)}(x),
\]

where \( A_n^{\ell} \) and \( B_n^{\ell} \) admit quasi-determinant expressions. Those discrete spectral transformations are used to construct the discrete Lax pair and thus a full-discrete non-abelian Toda lattice is obtained by the compatibility condition, which is also consistent with three term recurrence relation.

Although adjacent families of matrix orthogonal polynomials provide different solutions of the semi-discrete non-abelian Toda lattice, but how to find a unified auto-Bäcklund transformation is still a mystery for us. Inspired by the scalar case, we make modifications on the measure such that corresponding polynomials are split into two different families according to the even and odd orders. Moreover, original three term recurrence relations are reduced to

\[
xQ_{2n}(x) = Q_{2n+1}(x) + c_nQ_{2n-1}(x), \quad xQ_{2n+1}(x) = Q_{2n+2}(x) + d_nQ_{2n}(x),
\]

in which coefficients \( c_n \) and \( d_n \) are also given in terms of quasi-determinants (see Proposition 4.2). Thus the matrix-valued Lax operator could be expressed by \( \mathcal{L} = \Lambda + \Lambda^{-1}\gamma \). Furthermore, after the introduction of time flows, the non-abelian Volterra lattice

\[
\partial_t \mathcal{L} = [\mathcal{L}, (\mathcal{L}^2)_\rightarrow]
\]

is obtained. We give an exact quasi-determinant solution to this lattice and demonstrate that this equation links different solutions of non-abelian Toda lattice (see proposition 4.5). It is also shown that this is a natural discretization of non-abelian KdV equation.

2. Quasi-determinants, matrix orthogonal polynomials and non-abelian Toda lattice

Non-commutative determinants are developed for different special cases such as quantum determinants and so on. In [27], the most non-commutative case called the quasi-determinants was introduced for matrices over free division rings. In the same paper, many applications of quasi-determinants are found, including non-commutative continued fractions, matrix orthogonal polynomials and non-abelian Toda lattices and so on. Later on, techniques of quasi-determinants were applied into non-commutative integrable systems such as non-commutative KP, KdV and
Painlevé equations [24, 30, 31, 37, 44] and combinatorics [21]. In this section, we shall first give an introduction to quasi-determinant and make a connection with matrix orthogonal polynomials. When it comes to matrix orthogonal polynomials with symmetric measure, a three term recurrence relation could be given and a non-abelian Toda lattice is re-derived with the help of those polynomials. A Lax pair is constructed with wave function given in terms of matrix orthogonal polynomials. Moreover, we remark that this Lax pair coincides with the one in [18, eq. (8.2)], which describes an evolution of a system of particles $X_1, \ldots, X_N$ in the space of invertible $p \times p$ matrices. As quasi-determinant is the main technique in this work, we give a brief introduction here.

2.1. An introduction to quasi-determinant. Consider an $n \times n$ matrix $A$ whose entries are defined in a non-commutative ring, $r_{ij}^i$ represents the $i$th row of $A$ with the $j$th element removed, $c_{ij}^i$ the $j$th column with the $i$th element removed and $A^{i,j}$ the submatrix obtained by removing the $i$th row and the $j$th column from $A$, then there are $n^2$ quasi-determinants, denoted as $|A|_{i,j}$ for $i, j = 1, \ldots, n$ if all of its inverse $(A^{i,j})^{-1}$ exist, and recursively defined by

$$|A|_{i,j} = a_{i,j} - r_i^j (A^{i,j})^{-1} c^i_j :\begin{vmatrix} A^{i,j} & c^i_j \\ r_i^j & a_{i,j} \end{vmatrix}, \quad A^{-1} = \left((|A|_{j,i}^{-1})_{i,j=1}^n \right).$$

Here the non-commutative ring is supposed to be a $p \times p$ matrix ring, to be in the frame of matrix-valued measure. In [27, Sec. 1.6], quasi-determinants are used to solve a generalization of linear system with non-commutative coefficients.

**Proposition 2.1.** Let $A = (a_{ij})$ be an $n \times n$ matrix over a $p \times p$ matrix ring. Assume that all quasi-determinants $|A|_{i,j}$ are defined and invertible. Then

$$\begin{cases} a_{11}x_1 + \cdots + a_{1n}x_n = \xi_1 \\ \vdots \\ a_{n1}x_1 + \cdots + a_{nn}x_n = \xi_n \end{cases}$$

for some $x_i \in \mathbb{R}^{p \times p}$ if and only if

$$x_i = \sum_{j=1}^n |A|_{j,i}^{-1} \xi_j, \quad i = 1, \ldots, n.$$

There are some important properties of quasi-determinants (for details, please refer to [27, 30, 36, 37]). One is the non-commutative Jacobi identity

$$\begin{vmatrix} A & B & C \\ D & f & g \\ E & h & i \end{vmatrix} = \begin{vmatrix} A & C \\ E & f \end{vmatrix} - \begin{vmatrix} A & B \\ D & f \end{vmatrix} - \begin{vmatrix} A & C \\ D & f \end{vmatrix}, \quad (2.1)$$

which is a generalization of Jacobi identity in commutative case, while the latter is one of the most important identities in soliton theory, especially in Hirota’s bilinear method. Besides, homological relations in terms of quasi-Plücker coordinates would be helpful in deriving discrete lattices. By
introducing the quasi-Plücker coordinates, one can easily find the homological relations

\[
\begin{vmatrix}
A & B & C \\
D & f & g \\
E & h & i \\
\end{vmatrix} = \begin{vmatrix}
A & B & C \\
D & f & g \\
E & h & 0 \\
\end{vmatrix} \cdot \begin{vmatrix}
0 & 1 \\
0 & 1 \\
1 & 1 \\
\end{vmatrix} = \begin{vmatrix}
A & B & C \\
D & f & g \\
E & h & i \\
\end{vmatrix},
\]

(2.2)

According to the viewpoint of classical integrable system (commutative case), determinantal identities acting on tau functions could be regarded as a flow in the Grassmannian, and derivatives of tau function are important in the findings of integrable systems. Since quasi-determinants work as tau functions in non-abelian integrable systems, it is necessary to introduce derivative formulas for quasi-determinants. Assuming that \( A, B, C \) and \( d \) are functions of dependent \( t \), then we have

\[
\begin{vmatrix}
A & B \\
C & d \\
\end{vmatrix}' = d' - C'A^{-1}B - CA^{-1}B' + CA^{-1}A'\Lambda^{-1}B,
\]

where \( ' \) means the derivative with respect to \( t \). Moreover, if we insert the identity matrix expressed by \( \sum_{k=0}^{n-1} e_k^T e_k \) into above formula, where \( e_k \) is a row vector whose \((k+1)\)-th element is 1 and others are 0, then we have

\[
\begin{vmatrix}
A & B \\
C & d \\
\end{vmatrix}' = A \begin{vmatrix}
A & B \\
C & d \\
\end{vmatrix} + \sum_{k=1}^{n} A \begin{vmatrix}
C_k & d_k \end{vmatrix} + \begin{vmatrix}
(A^k)' & (B^k)' \\
0 & 0 \\
\end{vmatrix},
\]

(2.3)

where \( A^k \) and \( A_k \) denote the \( k \)th row and column of matrix \( A \) respectively. In particular, as Hankel quasi-determinant plays an important role in non-commutative Toda lattice and Painlevé equation [27, 44], we give a derivative formula for Hankel quasi-determinant. A Hankel quasi-determinant is defined by

\[
H_n := \begin{vmatrix}
\Lambda_{n-1} & (\theta_n^T)_{m_{2n}} \\
\theta_n & m_{2n} \\
\end{vmatrix}, \quad \Lambda_{n-1} = (m_{i+j})_{i+j=0}, \quad \theta^i = (\theta_i, \cdots, \theta_{i+j-1}),
\]

with \( m_i = m_{i}^T \) required. Obviously, Hankel quasi-determinant has the property \( H_n = H_n^T \). Moreover, by applying derivative formula (2.3), one could get

\[
\partial_t H_n = \begin{vmatrix}
\Lambda_{n-1} & (\theta_n^T)_{m_{2n+1}} \\
\theta_n & m_{2n+1} \\
\end{vmatrix} + \begin{vmatrix}
\Lambda_{n-1} & e_n^T \theta_{n-1} \\
\theta_n & 0 \\
\end{vmatrix} H_n + \begin{vmatrix}
\Lambda_{n-1} & (\theta_n^T)_{m_{2n+1}} \\
\theta_n & m_{2n+1} \\
\end{vmatrix} H_n.
\]

(2.4)

2.2. Matrix orthogonal polynomials with symmetric measure. Let’s consider a bounded matrix-valued Borel measure \( \mu \) on the real line, which is a map from \( \mu : (-\infty, \infty) \) to \( \mathbb{R}^{p \times p} \). This matrix-valued measure is the assignment of a positive semi-definite \( p \times p \) matrix \( \mu(X) \) to every Borel set \( X \) which is countably additive, and it is normalized by assuming \( \mu(\mathbb{R}) = I_p \), where \( I_p \) is a \( p \times p \) identity matrix. This measure is related to the weight function \( M(x) \) in (1.1) by the Radon-Nikodym theorem, and please refer to [19] for details.
From this matrix-valued measure, an inner product can be defined by

$$\langle f(x), g(x) \rangle := \int_{\mathbb{R}} f(x) d\mu(x) g^\top(x),$$

where \( f(x), g(x) \in \mathbb{R}^{p \times p}[x] \). A matrix-valued bi-orthogonal polynomials pair \( \{P_n(x), Q_n(x)\}_{n \in \mathbb{N}} \) could be defined by this inner product with orthogonal relation

$$\langle P_n(x), Q_m(x) \rangle = H_n \delta_{n,m}$$

for some positive definite matrix \( H_n \). This is a non-commutative generalization of standard bi-orthogonal polynomials. In this paper, we constraint ourselves to a symmetric measure \( \mu \) which satisfies \( d\mu = d\mu^\top \). With such a constraint, those families of bi-orthogonal polynomials \( \{P_n(x)\}_{n \in \mathbb{N}} \) and \( \{Q_n(x)\}_{n \in \mathbb{N}} \) coincide with each other, and thus orthogonal relation can be reformulated by \( \langle P_n(x), P_m(x) \rangle = H_n \delta_{n,m} \). Equivalently,

$$\int_{\mathbb{R}} P_n(x) d\mu(x) x^m = \int_{\mathbb{R}} x^m d\mu(x) P_n^\top(x) = H_n \delta_{n,m}. \quad (2.5)$$

On the other hand, from the matrix-valued measure \( d\mu(x) \), a Hankel moment matrix \( (m_{i+j})_{i,j \in \mathbb{N}} \) could be introduced with moments \( m_n := \int_{\mathbb{R}} x^n d\mu(x) \in \mathbb{R}^{p \times p} \). We always assume the matrix-valued measure is well defined, i.e. moments \( \{m_n\}_{n=0,1,\ldots} \) are finite and its corresponding matrix \( (m_{i+j})_{i,j=0,1,\ldots} \) are positive definite.

Moreover, by assuming that \( \{P_n(x)\}_{n \in \mathbb{N}} \) be monic polynomials, i.e.

$$P_n(x) = \mathbb{I}_p x^n + a_{n,n-1} x^{n-1} + \cdots + a_{n,0}$$

with \( a_{n,i} \in \mathbb{R}^{p \times p} \) for \( i = 0, \ldots, n-1 \), then orthogonal relation (2.5) is actually a linear system with non-commutative elements

$$\sum_{i=0}^{n-1} a_{n,i} m_{i+j} = -m_{j+n}, \quad j = 0, \ldots, n-1. \quad (2.6)$$

According to Proposition 2.1, those coefficients could be formulated by

$$(a_{n,0}, \ldots, a_{n,n-1}) = -(m_n, \ldots, m_{2n-1}) \begin{pmatrix} m_0 & \cdots & m_{n-1} \\ \vdots & \ddots & \vdots \\ m_{n-1} & \cdots & m_{2n-2} \end{pmatrix}^{-1},$$

from which we know that they could be written as quasi-determinants

$$a_{n,i} = \left| \Lambda_{n-1} \begin{array}{c} e_i^\top \\ \theta_n \end{array} \right|, \quad \Lambda_{n-1} = (m_{i+j})_{i,j=0}^{n-1}, \quad \theta_i^j = (m_i, \ldots, m_{i+j-1})$$

where \( e_i^\top \) is a block column vector whose \( (i+1) \)-th element is \( \mathbb{I}_p \) and the others are 0, and thus

$$P_n(x) = \begin{array}{c|ccc} m_0 & \cdots & m_{n-1} & \mathbb{I}_p \\ \vdots & \ddots & \vdots & \vdots \\ m_{n-1} & \cdots & m_{2n-1} & x^{n-1} \mathbb{I}_p \\ m_n & \cdots & m_{2n-1} & x^n \mathbb{I}_p \end{array}.$$
the quasi-determinant expression into orthogonal relation (2.5), we know that the normalization factor $H_n$ can be expressed in terms of Hankel quasi-determinant

$$H_n = \begin{vmatrix} \Lambda_{n-1} & \left(\theta_n^m\right)^\top \\ \theta_n^m & \begin{bmatrix} 0 \\ m_{2n} \end{bmatrix} \end{vmatrix}.$$

Following [45, Thm. 3.1] and [19, lemma 2.6], we know that these matrix orthogonal polynomials with symmetric measure admit three term recurrence relations. Moreover, in the next proposition, we demonstrate that coefficients in the three term recurrence relation can be expressed by quasi-determinants.

**Proposition 2.2.** Matrix orthogonal polynomials with symmetric measure $\{P_n(x)\}_{n \in \mathbb{N}}$ have following recurrence relation

$$xP_n(x) = P_{n+1}(x) + a_nP_n(x) + b_nP_{n-1}(x), \quad (2.7)$$

where recurrence coefficients $a_n, b_n$ have quasi-determinantal expressions

$$a_n = \begin{vmatrix} \Lambda_{n-1} & \left(\theta_n^m\right)^\top \\ \theta_n^m & \begin{bmatrix} 0 \\ m_{2n+1} \end{bmatrix} \end{vmatrix} + \begin{vmatrix} \Lambda_{n-1} & e_n^{\top} \\ \theta_n^m & 0 \end{vmatrix} H_n H_n^{-1}, \quad b_n = H_n H_n^{-1},$$

and

$$b_n = H_n H_n^{-1}, \quad (2.8)$$

**Proof.** Since $\{P_n(x)\}_{n \in \mathbb{N}}$ act as a basis in the polynomial space, we have the following Fourier expansion

$$xP_n(x) = P_{n+1}(x) + \sum_{k=0}^{n} \alpha_{n,k} P_k(x)$$

with coefficients

$$\alpha_{n,k} = \langle xP_n(x), P_k(x) \rangle \langle P_k(x), P_k(x) \rangle^{-1}.$$

From orthogonal relation (2.5), one knows that when $k < n - 1$,

$$\langle xP_n(x), P_k(x) \rangle = \langle P_n(x), xP_k(x) \rangle = 0.$$

Moreover, one gets

$$a_n := \alpha_{n,n} = \langle xP_n(x), P_n(x) \rangle H_n^{-1}, \quad b_n := \alpha_{n,n-1} = H_n H_{n-1}^{-1},$$

and

$$\langle xP_n(x), P_n(x) \rangle = \langle x^{n+1}, P_n \rangle + a_{n,n-1} \langle x^n, P_n \rangle = \begin{vmatrix} \Lambda_{n-1} & \left(\theta_n^m\right)^\top \\ \theta_n^m & \begin{bmatrix} 0 \\ m_{2n+1} \end{bmatrix} \end{vmatrix} + \begin{vmatrix} \Lambda_{n-1} & e_n^{\top} \\ \theta_n^m & 0 \end{vmatrix} H_n,$$

which gives the quasi-determinant expression for coefficients in three term recurrence relation. $\square$

**Remark 2.3.** In [11], the authors tried to consider a connection between matrix orthogonal polynomials and non-abelian integrable lattices. Unfortunately, in their remark 2.6, one of the coefficients is wrongly expressed by quasi-determinant, and their [11, lemma 4.1] should coincide with the “bilinear form” (2.10), which is clarified later.
Therefore, the recurrence relation of matrix orthogonal polynomials can induce the following Jacobi spectral problem

\[
\begin{pmatrix}
P_0(x) \\
P_1(x) \\
P_2(x) \\
\vdots
\end{pmatrix}
\begin{pmatrix}
a_0 & \mathbb{I}_p \\
0 & a_1 & \mathbb{I}_p \\
0 & 0 & a_2 & \mathbb{I}_p \\
\vdots & \ddots & \ddots & \ddots
\end{pmatrix}
\begin{pmatrix}
P_0(x) \\
P_1(x) \\
P_2(x) \\
\vdots
\end{pmatrix} = 0.
\]

If we denote \( \Phi \) as a column vector composed by \( \{P_0(x), P_1(x), \cdots\} \), then above equation is \( x\Phi = L\Phi \), and \( L \) is the corresponding Jacobi matrix with matrix elements.

2.3. Time evolutions and non-commutative Toda lattice. To connect matrix orthogonal polynomials with non-abelian Toda lattice, we introduce time flows in the measure such that \( \partial_t d\mu(x; t) = x d\mu(x; t) \). In this case, we know that matrix orthogonal polynomials are also involved in variable \( t \) and corresponding matrix moments satisfy evolutions \( \partial_t m_n = m_{n+1} \). Such an example could be interpreted as a symmetric matrix-valued Laguerre weight (in \( 2 \times 2 \) case)

\[
d\mu(x; t) = \begin{pmatrix} x^a & \text{const.} \\ \text{const.} & x^b \end{pmatrix} \exp(xt) \cdot 1_{0 < x < \infty} dx,
\]

with the same constant in off-diagonal part and \( 1_{0 < x < \infty} \) is the indicator function which is taken as 1 when \( 0 < x < \infty \) and 0 otherwise. More examples could be found at [8, Sec. 4.1.1] and [11, Example 4.1].

Next we consider evolutions of those polynomials with respect to time variable \( t \).

**Proposition 2.4.** Under the assumption \( \partial_t d\mu(x; t) = x d\mu(x; t) \), the matrix orthogonal polynomials \( \{P_n(x; t)\}_{n \in \mathbb{N}} \) evolve as

\[
\partial_t P_n(x; t) = -b_n P_{n-1}(x; t), \quad b_n = H_n H_{n-1}^{-1}.
\]

**Proof.** Since monic polynomials are considered, one could suppose that

\[
\partial_t P_n(x; t) = \sum_{k=0}^{n-1} \beta_{n,k} P_k(x; t), \quad \beta_{n,k} = \langle \partial_t P_n(x; t), P_k(x; t) \rangle H_k^{-1}.
\]

Then by taking the derivative to the orthogonal relation

\[
\int_{\mathbb{R}} P_n(x; t) d\mu(x; t) P_k^T(x; t) = 0, \quad \text{for } k < n,
\]

one gets

\[
\langle \partial_t P_n(x; t), P_k(x; t) \rangle + \langle P_n(x; t), x P_k(x; t) \rangle + \langle P_n(x; t), \partial_t P_k(x; t) \rangle = 0.
\]

Obviously, the last term is equal to zero and thus

\[
\langle \partial_t P_n(x; t), P_k(x; t) \rangle = -\langle P_n(x; t), x P_k(x; t) \rangle.
\]

From previous knowledge, we know that \( \langle P_n(x; t), x P_k(x; t) \rangle = 0 \) when \( k < n - 1 \) and

\[
\beta_{n,n-1} = -H_n H_{n-1}^{-1} = -b_k,
\]

thus completing the proof. \( \square \)
Therefore, the compatibility condition of the spectral problem (eq. (2.7)) and time evolution (eq. (2.9)) gives rise to the non-abelian Toda equation
\[
\partial_t a_n = b_{n+1} - b_n, \quad \partial_t b_n = a_n b_n - b_n a_{n-1},
\]
which is equivalent to the well known formula [27, Thm. 9.7.1]
\[
\partial_t (\partial_t H_n \cdot H_n^{-1}) = H_{n+1} H_n^{-1} - H_n H_{n-1}^{-1}
\]
by noting that \(a_n = (\partial_t H_n) H_n^{-1}\) according to equation (2.4) and \(b_n = H_n H_{n-1}^{-1}\). Those transformations look like dependent variable transformations in Hirota’s method, and thus we call (2.10) a bilinear form of non-abelian Toda lattice.

The Lax pair of this non-commutative Toda lattice is then given in terms of those matrix orthogonal polynomials
\[
x\Phi = \mathcal{L}\Phi, \quad \partial_t \Phi = \mathcal{L}_- \Phi,
\]
where \(\mathcal{L}_-\) means the strictly lower triangular part of \(\mathcal{L}\) and its compatibility condition is
\[
\partial_t \mathcal{L} = [\mathcal{L}, \mathcal{L}_-]
\]
with commutator \([A, B] = AB - BA\).

**Remark 2.5.** In [18, Sec. 8.1], such a Lax pair is connected with following Hamiltonian
\[
H = \text{tr} \left( \frac{1}{2} \sum_{i=0}^{N-1} a_i^2 - \sum_{i=1}^{N-1} b_i \right)
\]
with \(a_i = \partial_t X_i(X_i)^{-1}\) and \(b_i = X_{i+1}X_i^{-1}\), and those \(\{X_i\}_{i=1}^N\) could be considered as being in the space of positive \(p \times p\) real symmetric matrices.

### 2.4. Higher order time flows and non-commutative Toda lattice hierarchy

This part is devoted to higher order time flows with respect to the spectral problem (2.7). Similar with what we have done in the last part, let’s consider infinite time flows in the measure such that
\[
d\mu(x; t) = \exp \left( \sum_{k=1}^{\infty} t_k x^k \right) d\mu(x)
\]
with \(d\mu\) a symmetric matrix measure. Such an assumption is of great use in deriving Toda lattice hierarchy in scalar case.

We first take \(t_2\)-flow as an example.

**Proposition 2.6.** Time-dependent matrix orthogonal polynomials \(\{P_n(x; t)\}_{n \in \mathbb{N}}\) have the following evolution with regard to \(t_2\)-flow
\[
\partial_{t_2} P_n(x; t) = -(a_n b_n + b_n a_{n-1}) P_{n-1}(x; t) - b_n b_{n-1} P_{n-2}(x; t).
\]

**Proof.** This proof is similar with the one in Proposition 2.4. By assuming that
\[
\partial_{t_2} P_n(x; t) = \sum_{k=0}^{n-1} \beta_{n,k} P_k(x; t), \quad \beta_{n,k} = \langle \partial_{t_2} P_n(x; t), P_k(x; t) \rangle H_k^{-1},
\]
and taking \(t_2\)-derivative to the orthogonal relation, one gets
\[
\langle \partial_{t_2} P_n(x; t), P_k(x; t) \rangle = -\langle P_n(x; t), x^2 P_k(x; t) \rangle
\]
and only $k = n - 2$ and $k = n - 1$ contribute. By direct computation, one knows that

$$\beta_{n,n-2} = -H_nH_{n-2}^{-1} = -b_nb_{n-1},$$

and

$$\beta_{n,n-1} = -(P_n(x;t), x^2P_{n-1}(x;t))H_{n-1}^{-1} = -(x^2P_n(x;t), P_{n-1}(x;t))H_{n-1}^{-1}$$

$$= -(x(a_nP_n(x;t) + b_nP_{n-1}(x;t)), P_{n-1}(x;t))H_{n-1}^{-1}$$

$$= -a_n(xP_n(x;t), P_{n-1}(x;t))H_{n-1}^{-1} - b_n(xP_{n-1}(x;t), P_{n-1}(x;t))H_{n-1}^{-1}$$

and the result is obtained by using (2.8).

We rewrite this formula into matrix form and get

$$\partial_t\Phi = -(\mathcal{L}^2)\Phi,$$

then the compatibility condition is $\partial_t\mathcal{L} = [\mathcal{L}, (\mathcal{L}^2)\_.]$ Moreover, one could obtain its nonlinear form

$$\partial_t a_n = a_{n+1}b_{n+1} + b_{n+1}a_n - a_nb_n - b_na_{n-1},$$

$$\partial_t b_n = a_n^2b_n - b_na_{n-1}^2 + b_{n+1}b_n - b_nb_{n-1},$$

(2.11)

which is used to make a comparison with non-abelian Volterra lattice later.

A systematical procedure leads to the $t_n$-flow of the wave function and we state the following proposition.

**Proposition 2.7.** The higher flows of wave function evolve as

$$\partial_t\Phi = -(\mathcal{L}^n)\Phi.$$

**Proof.** Let’s denote

$$(f, g) = \begin{pmatrix}
\langle f_0, g_0 \rangle & \langle f_0, g_1 \rangle & \cdots \\
\langle f_1, g_0 \rangle & \langle f_1, g_1 \rangle & \cdots \\
\vdots & \vdots & \ddots
\end{pmatrix},$$

then the orthogonal relation (2.5) is equal to $(\Phi, \Phi) = \mathcal{H}$, in which $\mathcal{H}$ is a block diagonal matrix with elements $(H_0, H_1, \ldots)$. In this notation, we know that $\langle x^n\Phi, \Phi \rangle = (\mathcal{L}^n\Phi, \Phi) = \mathcal{L}^n\mathcal{H}$ holds for arbitrary $n \in \mathbb{N}$. Taking the $t_n$-derivative to the orthogonal relation, one gets

$$(\partial_t\Phi, \Phi) + (\Phi, \partial_t\Phi) + (x^n\Phi, \Phi) = \partial_t\mathcal{H},$$

where the first/second part is a strictly block lower/upper triangular matrix respectively and thus we get

$$(\partial_t\Phi, \Phi) = -(\mathcal{L}^n)\_.(\Phi, \Phi).$$

According to the Riesz representation theorem, we get the result.

The spectral problem (2.7) together with time flows of wave function give rise to the compatibility condition

$$\partial_t\mathcal{L} = [\mathcal{L}, (\mathcal{L}^n)\_].$$

To sum up, we state the following proposition.
**Proposition 2.8.** Introducing the Lax matrix

\[
\mathcal{L} = \begin{pmatrix}
a_0 & \mathbb{I}_p \\
b_1 & a_1 & \mathbb{I}_p \\
b_2 & a_2 & \mathbb{I}_p \\
& \ddots & \ddots & \ddots
\end{pmatrix},
\]

then the non-abelian Toda hierarchy could be given by

\[
\partial_t \mathcal{L} = [\mathcal{L}, (\mathcal{L}^n)_{-}]
\]

with solutions \( a_k = (\partial_t H_k) H_k^{-1} \) and \( b_k = H_k H_k^{-1} \). Moreover, \( \{H_k\}_{k=0,1,\ldots} \) are Hankel quasi-determinants whose moments satisfy evolution relations \( \partial_t m_i = m_{n+i} \).

### 3. Adjacent families of matrix orthogonal polynomials and a discrete non-commutative Toda lattice

#### 3.1. Adjacent families of matrix orthogonal polynomials

Adjacent families of orthogonal polynomials is a significant part in the theory of orthogonal polynomials, to formulate discrete spectral transformations of matrix orthogonal polynomials. For example, in commutative case, adjacent families of orthogonal polynomials were considered in Padé approximation theory [9] and their applications into discrete integrable systems were considered in [46] for standard orthogonal polynomials and [38] for skew orthogonal polynomials. Regarding with the matrix orthogonal polynomials with symmetric weight function, one can define an \( \ell \)-th adjacent family of \( \{P_n(x)\}_{n \in \mathbb{N}} \) by \( \{P_n^{(\ell)}(x)\}_{n \in \mathbb{N}} \) and

\[
P_n^{(\ell)}(x) = \begin{pmatrix}
m_\ell & m_{\ell+1} & \cdots & \mathbb{I}_p \\
& \ddots & \ddots & \ddots \\
m_{\ell+n-1} & m_{\ell+n} & \cdots & x^{n-1}\mathbb{I}_p \\
m_{\ell+n} & m_{\ell+n+1} & \cdots & x^n\mathbb{I}_p
\end{pmatrix}, \quad m_{\ell+k} = \int_{\mathbb{R}} x^k d\mu^{(\ell)}(x), \quad d\mu^{(\ell)}(x) = x^\ell d\mu(x).
\]

Due to the symmetry of \( d\mu(x) \), \( d\mu^{(\ell)}(x) \) is still a symmetric measure. Obviously, adjacent families of matrix orthogonal polynomials \( \{P_n^{(\ell)}(x)\}_{n \in \mathbb{N}} \) have orthogonality with \( d\mu^{(\ell)} \), and they satisfy

\[
\int_{\mathbb{R}} x^k d\mu^{(\ell)}(x)(P_n^{(\ell)}(x))^\top = \int_{\mathbb{R}} x^{k+\ell} d\mu(x)(P_n^{(\ell)}(x))^\top = (x^\ell P_n^{(\ell)}, x^k) = 0, \quad k = 0, \ldots, n-1,
\]

and

\[
(x^\ell P_n^{(\ell)}, x^n) = \begin{pmatrix}
m_\ell & \cdots & m_{\ell+n} \\
& \ddots & \ddots \\
m_{\ell+n} & \cdots & m_{\ell+2n}
\end{pmatrix} = \begin{pmatrix}
\Lambda_n^{(\ell)} \\
\theta_n^{\ell+1} \\
\theta_n^{\ell+1}
\end{pmatrix}^\top = H_n^{(\ell)}.
\]

If we introduce an inner product \( \langle \cdot, \cdot \rangle_\ell \) with respect to \( d\mu^{(\ell)}(x) \), then the above orthogonal relation can be written as

\[
\langle P_n^{(\ell)}(x), P_k^{(\ell)}(x) \rangle_\ell = H_n^{(\ell)} \delta_{n,k}.
\]

(3.1)

Those adjacent families of matrix orthogonal polynomials also admit three term recurrence relations stated as follows.
Proposition 3.1. The adjacent family of matrix orthogonal polynomials \( \{ P^{(\ell)}_n(x) \}_{n \in \mathbb{N}} \) satisfy three term recurrence relation
\[
x P^{(\ell)}_n(x) = P^{(\ell)}_{n+1}(x) + a^{(\ell)}_n P^{(\ell)}_n(x) + b^{(\ell)}_n P^{(\ell)}_{n-1}(x),
\] (3.2)
where
\[
a^{(\ell)}_n = \begin{pmatrix}
\Lambda^{(\ell)}_{n-1} & (\rho^{(\ell)}_{n+\ell})^T \\
\rho^{(\ell)}_{n+\ell} & 0
\end{pmatrix}_{m2n+\ell+1} + \begin{pmatrix}
\Lambda^{(\ell)}_{n-1} & e^T_{n-1} \\
\rho^T_{n+\ell} & 0
\end{pmatrix}_n H^{(\ell)}_n (H^{(\ell)}_n)^{-1}, \quad b^{(\ell)}_n = H^{(\ell)}_n (H^{(\ell)}_n)^{-1}.
\]
Moreover, it is not difficult to follow Proposition 2.4 to show
\[
\partial_t P^{(\ell)}_n(x) = -b^{(\ell)}_n P^{(\ell)}_{n-1}(x),
\]
and a non-abelian Toda equation (2.10) could be derived. We can state the following corollary as a direct result.

Corollary 3.2. Each of \( \{ H^{(\ell)}_n \}_{\ell=0,1,...} \) satisfies the non-abelian Toda equation (2.10)
\[
\partial_t (\partial_t H^{(\ell)}_n \cdot (H^{(\ell)}_n)^{-1}) = H^{(\ell)}_{n+1} (H^{(\ell)}_n)^{-1} - H^{(\ell)}_n (H^{(\ell)}_{n-1})^{-1}
\]
if moments in \( H^{(\ell)}_n \) satisfy time evolutions \( \partial_t m_i = m_{i+1} \).

3.2. Spectral transformations and discrete non-commutative Toda lattice. After the introduction of adjacent families of matrix orthogonal polynomials, one can consider the following Christoffel transformation.

Theorem 3.3. The Christoffel transformation of adjacent families of matrix orthogonal polynomials is given by
\[
P^{(\ell+1)}_n(x) = x P^{(\ell+2)}_n(x) - A^{(\ell)}_n P^{(\ell+1)}_n(x),
\] (3.3)
where \( A^{(\ell)}_n = H^{(\ell+1)}_{n-1} \left( (H^{(\ell)}_n)^{-1} - (H^{(\ell+2)}_{n-2})^{-1} \right) \).

Proof. As was shown in [10], the Christoffel transformation in scalar case could be directly verified by determinant identity. Therefore, we apply the non-commutative version of Jacobi identity (2.1) to the adjacent family of matrix orthogonal polynomials and get

By making use of homological relations (2.2) to the last three quasi-determinants, one is led to the result.

Besides, a Geronimus transformation for those adjacent families could be obtained by simply using the orthogonal relation. We state it as following,
**Theorem 3.4.** The Geronimus transformation of matrix orthogonal polynomials is

\[ xP_n^{(\ell+1)}(x) = P_n^{(\ell)}(x) + B_n^\ell P_n^{(\ell)}(x), \]

where \( B_n^\ell = H_n^{(\ell+1)}(H_n^{(\ell)})^{-1}. \)

**Proof.** The Geronimus transformation is to find a relation between \( \{P_n^{(\ell)}(x)\}_{n \in \mathbb{N}} \) and \( \{P_n^{(\ell+1)}(x)\}_{n \in \mathbb{N}}. \) Let’s assume

\[ xP_n^{(\ell+1)}(x) = P_n^{(\ell)}(x) + \sum_{k=0}^{n} \alpha_{n,k}^\ell P_k^{(\ell)}(x) \]

and take the inner product with \( x^k d\mu^{(\ell)}(x) \) on both sides, then one finds that

\[ \langle xP_n^{(\ell+1)}(x), x^k \rangle_\ell = \langle P_n^{(\ell+1)}(x), x^k \rangle_{\ell+1} = 0 \]

if \( k < n \) according to (3.1). When \( k = n \), it gives rise to

\[ \alpha_{n,n}^\ell = \langle P_n^{(\ell)}(x), xP_n^{(\ell+1)}(x) \rangle_\ell \langle P_n^{(\ell)}(x), P_n^{(\ell)}(x) \rangle_{\ell+1}^{-1} = H_n^{(\ell+1)}(H_n^{(\ell)})^{-1}. \]

\[ \square \]

**Remark 3.5.** This Geronimus transformation is a special case considered in [26] since we set the spectral parameter as zero here. If one considers a nonzero spectral parameter, a slightly different discrete non-abelian integrable system could be derived whose \( \ell \) index acts as a discrete parameter and obey certain discrete dispersion relation. Since our start point in this part is to connect the non-abelian Toda lattice given by Gelfand et al with matrix orthogonal polynomials, we only need to consider the special case.

The compatibility condition of Christoffel transformation (3.3) and Geronimus transformation (3.4) is

\[ xP_n^{(\ell)}(x) = P_{n+1}^{(\ell)}(x) + (B_n^\ell + B_n^{(\ell-1)} - A_{n+1}^{(\ell-1)}) P_n^{(\ell)}(x) + B_n^{(\ell-1)}(B_n^{\ell} - A_n^{(\ell-1)}) P_n^{(\ell+1)}(x). \]

Comparing it with the three term recurrence relation (3.2), one finally gets

\[ H_n^{(\ell+1)} = H_n^{(\ell+2)} - H_n^{(\ell+1)} \left( (H_n^{(\ell)})^{-1} - (H_n^{(\ell+2)})^{-1} \right) H_n^{(\ell+1)} \]

(3.5) which is a fully discrete non-commutative Toda lattice given by [27, Thm 9.7.1].

The Lax pair of those discrete non-commutative Toda lattice equations can be formulated as follows. As discussed in last section, let’s define \( \Phi^\ell \) as a column vector whose elements are composed by \( \{P_0^{(\ell)}(x), P_1^{(\ell)}(x), \cdots \} \), then three term recurrence relations (3.2) could be written as

\[ x\Phi^\ell = \mathcal{L}^\ell \Phi^\ell, \quad \mathcal{L}^\ell = \left( \begin{array}{cccc} a_0^{(\ell)} & \mathbb{I}_p & & \\ b_1^{(\ell)} & a_1^{(\ell)} & \mathbb{I}_p & \\ & b_2^{(\ell)} & a_2^{(\ell)} & \mathbb{I}_p \\ & & & \ddots \end{array} \right). \]

Moreover, from the Christoffel and Geronimus transformations, one finds

\[ P_n^{(\ell)}(x) = P_n^{(\ell+1)}(x) + (B_{n-1}^{(\ell+1)} - A_n^{\ell}) P_n^{(\ell+1)}(x). \]

(3.6)
and thus

$$\Phi^\ell = \mathcal{M}^{\ell+1} \Phi^{\ell+1}, \quad \mathcal{M}^{\ell+1} = \begin{pmatrix} I_p & & & \\ B_0^{\ell+1} - A^{\ell}_1 & I_p & & \\ B_1^{\ell+1} - A^{\ell}_2 & & I_p & \\ & & & \ddots \end{pmatrix}. $$

Therefore, the compatibility conditions could be given as

$$\mathcal{M}^{\ell+1} \mathcal{L}^{\ell+1} = \mathcal{L}^\ell \mathcal{M}^{\ell+1}. $$

Moreover, if one wants to find the nonlinear form satisfied by $A^{\ell}_n$ and $B^{\ell}_n$, then one could take the Geronimus transformation and equation (3.6) as the discrete Lax pair. By rewriting Geronimus transformation as matrix form

$$x\Phi^{\ell+1} = \mathcal{J}^\ell \Phi^\ell, \quad \mathcal{J}^\ell = \begin{pmatrix} B^{\ell}_0 & I_p & & \\ & B^{\ell}_1 & & I_p \\ & & \ddots & \ddots \end{pmatrix}, $$

and the compatibility condition is

$$\mathcal{M}^{\ell+1} \mathcal{J}^\ell = \mathcal{J}^{\ell-1} \mathcal{M}^\ell, $$

from which one could get the nonlinear equation

$$B^{\ell+1}_{n-1} - A^{\ell}_n = B^{\ell+1}_n - A^{\ell}_{n+1}, \quad (B^{\ell+1}_n - A^{\ell}_{n+1})B^{\ell}_n = B^{\ell-1}_{n+1}(B^{\ell}_n - A^{\ell-1}_n). $$

At the end of this section, we remark that although each of $\{H_n^{(\ell)\ell=0,1,\ldots}\}$ is a solution of non-commutative Toda equation (2.10), there are three different families of solutions connected by a single equation in equations (3.5), which is not a Bäcklund transformation. In following, we demonstrate a Bäcklund transformation of non-commutative Toda equation by using a reduction to the matrix orthogonal polynomials.

4. A Reducational Case and Bäcklund Transformation of Non-Abelian Toda Lattice

In this part, we consider a Bäcklund transformation of non-abelian Toda lattice. It was motivated by a modification of moments in the scalar case, which was applied to connect Toda lattice with Volterra lattice [15, 42] and later to connect Camassa-Holm equation with a 2-component modified Camassa-Holm equation [14]. We summarize the idea in the following diagram.

![Diagram]

Such moment modification could be realized by setting odd moments to be zero and even moments to be non-zero elements, which is also referred to as unwrapping of measure. In the
scalar case, one could consider a Cauchy transform of the measure, i.e.
\[ F(z) = \int_{\mathbb{R}} \frac{d\mu(x)}{z-x} = \sum_{i=0}^{\infty} \frac{s_i}{z^{i+1}}, \quad s_i = \int_{\mathbb{R}} x^i d\mu(x). \]
Then a symmetric constraint on the measure leads to
\[ s_{2i+1} \neq 0, \quad s_{2i} = 0 \]
which satisfy above-mentioned requirements and Hermite polynomial is an example. In the matrix orthogonal polynomial framework, one could take the matrix-valued Hermite polynomial for instance. In [12], Hermite-type matrix orthogonal polynomials were expressed by contour integrals and their connections with non-commutative Painlevé equation were studied. It was found that the Hermite-type matrix orthogonal polynomials satisfy a second-order differential equation, which is to admit a double integral representation of the matrix-valued Christoffel-Darboux kernels. Some other examples could be found at [8, 34].

In our case, we consider a “formal” matrix-valued weight \(^2\)
\[ d\mu(x) = M(x) \exp(-x^2) dx, \quad (4.1) \]
where \(M(x) \in \mathbb{R}^{p \times p}[x]\) and \(M(x) = M^\top(x)\). We further require that \(M(x)\) is an even function such that \(M(x) = M(-x)\). This measure is obviously symmetric so that moments
\[ \int_{\mathbb{R}} x^n d\mu(x) = 0 \]
when \((n \mod 2) = 1\) and
\[ \int_{\mathbb{R}} x^n d\mu(x) := d_{n/2} \]
when \((n \mod 2) = 0\). Moreover, those symmetric matrix orthogonal polynomials \(\{Q_n(x)\}_{n \in \mathbb{N}}\), which are orthogonal with \(d\mu(x)\) in (4.1), admit the following quasi-determinant forms.

**Proposition 4.1.** The even and odd order symmetric matrix orthogonal polynomials are expressed by
\[ Q_{2n}(x) = \begin{vmatrix} d_0 & \cdots & d_{n-1} & d_n \\ \vdots & \ddots & \vdots & \vdots \\ d_{n-1} & \cdots & d_{2n-2} & d_{2n-1} \\ \mathbb{I}_p & \cdots & x^{2n-2} \mathbb{I}_p & x^{2n} \mathbb{I}_p \end{vmatrix}, \quad Q_{2n+1}(x) = x \begin{vmatrix} d_1 & \cdots & d_n & d_{n+1} \\ \vdots & \ddots & \vdots & \vdots \\ d_n & \cdots & d_{2n} & d_{2n+1} \\ \mathbb{I}_p & \cdots & x^{2n-2} \mathbb{I}_p & x^{2n} \mathbb{I}_p \end{vmatrix} \]
with orthogonality
\[ \langle Q_{2n}(x), Q_{2m+1}(x) \rangle = 0, \quad \langle Q_{2n}(x), Q_{2m}(x) \rangle = H_n^{(0)} \delta_{n,m}, \quad \langle Q_{2n+1}(x), Q_{2m+1}(x) \rangle = H_n^{(1)} \delta_{n,m}, \]
where
\[ H_n^{(k)} = \begin{vmatrix} d_k & \cdots & d_{k+n} \\ \vdots & \ddots & \vdots \\ d_{k+n} & \cdots & d_{k+2n} \end{vmatrix}. \]

\(^2\)The formal matrix-valued weight means that the weight function are not necessarily written in an explicit form since we don’t need explicit expressions of those moments/polynomials but evolutions of the moments. For details, one could refer to [9].
Proof. Here we give expressions for even order polynomials, which are similar to the odd ones. Thus we omit odd ones here. By rearranging rows and columns of even and odd orders, we notice that

\[
Q_{2n}(x) = \begin{pmatrix}
  d_0 & 0 & \cdots & 0 & d_n \\
 0 & d_1 & \cdots & 0 & d_n \\
  & \vdots & \ddots & \vdots & \vdots \\
 0 & 0 & \cdots & d_{n-1} & 0 \\
 I_p & xI_p & \cdots & x^{2n-2}I_p & x^{2n-1}I_p & \begin{bmatrix} x^{2n} \\ 1 \end{bmatrix}
\end{pmatrix}
\]

\[
= x^{2n}I_p - (I_p, \cdots, x^{2n-2}I_p, xI_p, \cdots, x^{2n-1}I_p) \begin{pmatrix} A_n^{(0)} & 0 \\
 0 & A_n^{(1)} \end{pmatrix}^{-1} \begin{pmatrix} v \\
 0 \end{pmatrix},
\]

where \(A_n^{(k)} = (d_{i+j+k})_{i,j=0}^{n-1}\) and \(v = (d_n, \cdots, d_{2n-1})\). Moreover, since the last term in the above equation is actually \((I_p, \cdots, x^{2n-2}I_p)(A_n^{(0)})^{-1}v\), one is led to the expression of \(Q_{2n}(x)\).

On the other hand, the orthogonality is easily verified by taking the advantage of the expansion of quasi-determinant, and we omit it here.

Compared with expressions of matrix orthogonal polynomials \(\{P_n^{(f)}(x)\}_{n \in \mathbb{N}}\), we know that

\[
Q_{2n}(x) = P_n^{(0)}(x^2), \quad Q_{2n+1}(x) = xP_n^{(1)}(x^2)
\]

if moments \(\{d_i\}_{i \in \mathbb{N}}\) coincide with \(\{m_i\}_{i \in \mathbb{N}}\). However, symmetric matrix orthogonal polynomials admit special properties. For example, the modification of measure leads to reduced three term recurrence relations.

**Proposition 4.2.** Regarding with matrix orthogonal polynomials \(\{Q_n(x)\}_{n \in \mathbb{N}}\) with symmetric measure, there are reduced three term recurrences

\[
xQ_{2n}(x) = Q_{2n+1}(x) + \xi_n Q_{2n-1}(x), \quad xQ_{2n+1}(x) = Q_{2n+2}(x) + \zeta_{n+1} Q_{2n}(x), \quad (4.2)
\]

where \(\xi_n = H_n^{(0)}(H_{n-1}^{(1)})^{-1}\) and \(\zeta_{n+1} = H_n^{(1)}(H_n^{(0)})^{-1}\).

Proof. We prove the even case here. By noting that \(xQ_{2n}(x)\) is monic and it is composed by odd order polynomials, we know that

\[
xQ_{2n}(x) = Q_{2n+1}(x) + \sum_{k=0}^{n-1} \xi_{2n,k} Q_{2k+1}(x), \quad \xi_{2n,k} = \langle xQ_{2n}(x), Q_{2k+1}(x)\rangle(H_k^{(1)})^{-1}.
\]

Moreover, by making use of the orthogonality, we know that only \(k = n - 1\) contributes and the result is easily obtained. \(\square\)

The three term recurrence relation could be written as the following matrix form

\[
x \begin{pmatrix} Q_0(x) \\
 Q_1(x) \\
 Q_2(x) \\
 \vdots 
\end{pmatrix} = \begin{pmatrix} 0 & 1 \\
 \xi_1 & 0 \\
 \xi_1 & 0 \\
 \ddots & \ddots & \ddots 
\end{pmatrix} \begin{pmatrix} Q_0(x) \\
 Q_1(x) \\
 Q_2(x) \\
 \vdots 
\end{pmatrix}
\]
If we denote \( Q = (Q_0(x), Q_1(x), \cdots)^T \), then the above matrix form is equivalent to
\[
x Q = (\Lambda + \Lambda^{-1}\gamma)Q := \mathcal{L}Q,
\]
where \( \gamma = \text{diag}(\zeta_1, \xi_1, \zeta_2, \xi_2, \cdots) \).

Let’s impose a time flow on the measure such that \( \partial_t d\mu(x; t) = x^2 d\mu(x; t) \), from which we could get a general \( d\mu(x; t) \) and \( d\mu(x; t) = \exp(x^2t) d\mu(x) \) (c.f. Sec. 2.4 but note that odd flows \( t_{2j+1} \) are trivial flows in this case). Such an assumption is called a generalized Freud weight and examples in scalar case were considered in [6, 16]. Furthermore, with this assumption, moments \( \{d_i\}_{i \in \mathbb{N}} \) satisfy time evolutions \( \partial_t d_i = d_{i+1} \) and \( \{H_n^{(\ell)}, \ell = 0, 1\}_{n \in \mathbb{N}} \) in this case satisfy the non-abelian Toda equation separately. Moreover, when it comes to those reduced matrix orthogonal polynomials with symmetric measure \( \{Q_n(x; t)\}_{n \in \mathbb{N}} \), one can state the following proposition.

**Proposition 4.3.** The time flow of \( \{Q_n(x; t)\}_{n \in \mathbb{N}} \) satisfies
\[
\partial_t Q_{2n}(x; t) = \alpha_n Q_{2n-2}(x; t), \quad \partial_t Q_{2n+1}(x; t) = \beta_n Q_{2n-1}(x; t),
\]
where \( \alpha_n = -H_n^{(0)}(H_{n-1}^{(0)})^{-1} \) and \( \beta_n = -H_n^{(1)}(H_{n-1}^{(1)})^{-1} \).

**Proof.** By introducing the time flow, one can assume
\[
\partial_t Q_{2n}(x; t) = \sum_{j=0}^{2n-1} \xi_{n,j} Q_j(x; t).
\]
Taking \( t \)-derivative to the orthogonal relation \( \langle Q_{2n}, Q_j \rangle = 0 \) for \( j < 2n \), one gets
\[
\langle \partial_t Q_{2n}, Q_j \rangle + \langle x^2 Q_{2n}, Q_j \rangle = 0.
\]
From the orthogonality of \( \{Q_n(x)\}_{n \in \mathbb{N}} \), one knows that only \( j = 2n - 2 \) contributes, and
\[
\xi_{n,2n-2} = -\langle Q_{2n}, x^2 Q_{2n-2} \rangle Q_{2n-2}^{-1} = -H_n^{(0)}(H_{n-1}^{(0)})^{-1}.
\]
The odd case could be similarly proved. \( \square \)

The coefficients \( \{\alpha_n, \beta_n\}_{n \in \mathbb{N}} \) are connected with \( \{\xi_n, \zeta_n\}_{n \in \mathbb{N}} \) by
\[
\alpha_n = -\xi_n \zeta_n, \quad \beta_n = -\zeta_{n+1} \xi_n
\]
and the Lax pair of non-commutative Volterra lattice is then given by
\[
\partial_t Q = -(\mathcal{L}^2 - Q).
\]
The compatibility condition gives rise to the Lax representation
\[
\partial_t \mathcal{L} = [\mathcal{L}, (\mathcal{L}^2 - \gamma)], \quad \mathcal{L} = \Lambda + \Lambda^{-1}\gamma,
\]
and the nonlinear form of non-commutative Volterra lattice could be written as
\[
\partial_t \xi_n = \xi_{n+1} - \xi_n \zeta_n, \quad \partial_t \zeta_{n+1} = \zeta_{n+1} \xi_{n+1} - \zeta_n \xi_n.
\]
By substituting \( \xi_n = H_n^{(0)}(H_{n-1}^{(1)})^{-1} \) and \( \zeta_{n+1} = H_n^{(1)}(H_{n-1}^{(0)})^{-1} \), one obtains a bilinear form
\[
\begin{align*}
(H_n^{(0)})^{-1}\partial_t H_n^{(0)} - (H_{n-1}^{(1)})^{-1}\partial_t H_{n-1}^{(1)} &= (H_n^{(0)})^{-1}H_n^{(1)} - (H_{n-1}^{(0)})^{-1}H_{n-1}^{(0)}, \\
(H_n^{(1)})^{-1}\partial_t H_n^{(1)} - (H_{n-1}^{(0)})^{-1}\partial_t H_{n-1}^{(0)} &= (H_n^{(1)})^{-1}H_n^{(0)} - (H_{n-1}^{(1)})^{-1}H_{n-1}^{(1)}.
\end{align*}
\]
We call it the bilinear form since these two equations could be verified by non-commutative Jacobi identity directly. Obviously, those two equations connecting two families of solutions of non-commutative Toda lattice, and thus an auto-Bäcklund transformation of the non-commutative Toda lattice.

**Remark 4.4.** In fact, in [43, eq. (5)-(6)], the author proposed the same Bäcklund transformation for non-commutative Toda lattice in 2 + 1 dimension and in [18], it was interpreted as a diffusion with generator and a stochastic version of a series of Bäcklund transformations between non-commutative Toda systems with different numbers of particles. Moreover, if we denote $\gamma_{2n-1} = \xi_n$ and $\gamma_{2n} = \zeta_n$, the nonlinear form could be written in a unified way $\partial_t \gamma_n = \gamma_{n+1} \gamma_n - \gamma_n \gamma_{n-1}$, which could be obtained from equation (2.11) by taking $a_n = 0$. In an earlier work of Moser [41], it was pointed out that if one considers an invariant manifold on Toda lattice, then Volterra lattice appears. This idea holds true for the non-commutative case.

We conclude our results as follows.

**Proposition 4.5.** The non-commutative Volterra lattice

$$\partial_t \gamma_n = \gamma_{n+1} \gamma_n - \gamma_n \gamma_{n-1} \quad (4.4)$$

has a Lax pair $\partial_t \mathcal{L} = [\mathcal{L}, (\mathcal{L}^2)_{-}]$ with Lax matrix

$$\mathcal{L} = \begin{pmatrix}
0 & 1 & & \\
\gamma_1 & 0 & 1 & \\
\gamma_2 & 0 & 1 & \\
& & \ddots & \ddots & \ddots \\
\end{pmatrix}.$$  

Moreover, solutions of the non-abelian Volterra lattice are given by

$$\gamma_{2n} = H_n^{(0)} \left(H_n^{(1)} \right)^{-1}, \quad \gamma_{2n+1} = H_n^{(1)} \left(H_n^{(0)} \right)^{-1},$$

where $\{H_n^{(\ell)}, \ell = 0, 1\}_{n \in \mathbb{N}}$ are Hankel quasi-determinants expressed by

$$H_n^{(\ell)} = \begin{vmatrix}
d_{\ell} & \cdots & d_{\ell+n} \\
\vdots & \ddots & \vdots \\
d_{\ell+n} & \cdots & [d_{\ell+2n}] \\
\end{vmatrix}$$

with time evolution $\partial_t d_i = d_{i+1}$.

**Remark 4.6.** The non-commutative Volterra lattice could be regarded as a discrete version of non-commutative KdV equation. Taking

$$\gamma_n = 1 + \epsilon^2 r, \quad \gamma_{n \pm 1} = 1 + \epsilon^2 r(x \pm \epsilon),$$

then equation (4.4) could be written as

$$r_t = 2\epsilon r_x + \epsilon^3 (r_x r + rr_x) + \frac{\epsilon^3}{3} r_{xxx} + o(\epsilon^4),$$

which is the non-commutative KdV equation [22, 33] after the scaling $T = \epsilon^3 t$ and $X = x - 2\epsilon t$ and taking the limit $\epsilon \to 0$.  

One could consider a non-abelian Volterra hierarchy in analog of Toda hierarchy. Since odd order flows are trivial in this case, i.e. \( \partial_{t^{2n+1}} Q_j(x; t) = 0 \) for arbitrary \( j \), we only consider even order flows. Similar with the proof in Proposition 2.7, one could compute that
\[
\partial_{t^{2n}} Q = -(L^{2n})Q,
\]
and the compatibility condition is
\[
\partial_{t^{2n}} L = [L, (L^n)_-],
\]
which is a discretization of the non-commutative KdV hierarchy.

5. Concluding remarks

Tau function is a fundamental viewpoint in integrable theory and it links different subjects in modern mathematical physics. In this paper, we focus on the “non-commutative tau functions” expressed by quasi-determinants, which in fact are ratios of tau functions in scalar case. Normalization factors of matrix orthogonal polynomials acting as tau functions are used to formulate several non-abelian integrable systems. Although we find that those normalization factors satisfy certain non-abelian integrable lattices, it is still unknown to us whether there are linear differential systems or Virasoro constraints to characterize those tau functions.

Besides, it is also mysterious to know whether there are any generalizations of \( B_\infty \) or \( C_\infty \)-types of Toda lattices into the non-commutative case. We hope to investigate those non-commutative integrable lattices by making use of matrix Cauchy bi-orthogonal polynomials and matrix skew-orthogonal polynomials. Along this way, technique of quasi-Pfaffian needs to be largely explored. Those problems will be discussed in some continued works.
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