Abstract  In this paper we discuss function spaces on a general noncompact Lie group, namely the scales of Triebel–Lizorkin and Besov spaces, defined in terms of a sub-Laplacian with drift. The sub-Laplacian is written as the (negative) sum of squares of a collection of left-invariant vector fields satisfying Hörmander’s condition. These spaces were recently introduced by the authors. In this paper we prove a norm characterization in terms of finite differences, the density of test functions, and related isomorphism properties.
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1 Introduction

The theory of function spaces, regularity of integral operators, and of solutions of differential equations, began in the setting of Euclidean spaces, with smoothness measured in terms of Sobolev and Lipschitz norms, see e.g. [46]. A. Calderón and A. Zygmund developed the theory of singular integrals, proving their boundedness in the Lebesgue spaces, as well as regularity of solutions of classical differential equations, such as the Dirichlet and Neumann problems, in the case of a half-space and of smooth domains. Among the operators studied were the singular integrals, hence in particular the Hilbert and Riesz transforms, the Poisson integral, and the heat propagator. It is worth noticing that the singularities of the integral kernels of such operators, or better, of the level sets of their moduli, were naturally described in terms of the underlying Euclidean geometry. Such theory then included embedding and interpolation results for Lebesgue, Sobolev and Lipschitz spaces, see e.g. [3]. In this analysis, the Fourier series and transform played a crucial role, and a noticeable application of such techniques was the decomposition initially introduced by Littlewood and Paley, and later developed in depth by E. M. Stein [47]. The Littlewood–Paley decomposition was initially intended to provide a substitute for the Plancherel formula to the $L^p$-norms, with $p \neq 2$, but proved to be an invaluable tool in many other situations. The function spaces that naturally arose in studying the regularity properties of aforementioned operators were indeed, besides the Lebesgue spaces, the Sobolev and Lipschitz spaces, and also the Besov spaces. It became then natural to obtain other characterizations for such norms, and in this setting the Littlewood–Paley decomposition proved to be very useful, and was also used to define another, related, scale of spaces, the so-called Triebel–Lizorkin spaces, see e.g. [53], which include the Sobolev spaces as a special case.

While such theory was in its full development, L. Hörmander produced two breakthrough results, [25] and [26]. In [25] Hörmander extended a previous result by Mihlin, developing the theory of $L^p$-multipliers of the Laplacian. This approach also stimulated the study of a class of operators that naturally appear while solving partial differential equations involving the Laplacian — for instance the wave equation in the Euclidean space $\mathbb{R}^d$.

In [26] Hörmander showed that operators that are sum of squares of vector fields whose commutators up to a finite order span all directions of $\mathbb{R}^d$, although non-elliptic, enjoy many interesting and strong properties of elliptic operators, in particular hypoellipticity. Such phenomenon appeared for instance in the case of the Kohn-Laplacian on the boundary of the Siegel upper half-space in $\mathbb{C}^{d+1}$, in the works of A. Korányi and S. Vági [30], J. J. Kohn [28] and, with most relevance to this discussion and the present work, of G. B. Folland and Stein [13]. The operators that were considered in [13], that is the Kohn-Laplacian, the sub-Laplacian, the so-called Folland–Stein operators, their fundamental solutions, or the relative fundamental solutions in some cases, had the singularity that could be described in terms of a different underlying geometry. The boundary of the Siegel upper half-space can be identified with the Heisenberg group, and such geometry was more efficiently
described using the nilpotent Lie group structure of the Heisenberg group. As a metric space, the Heisenberg group $\mathbb{H}_d$ is not equivalent to the Euclidean space $\mathbb{R}^{2d+1}$, and in fact the distance coincides with the Carnot–Carathéodory distance defined by the sub-Laplacian on $\mathbb{H}_d$. The Lie algebra of $\mathbb{H}_d$ can be written as the linear span of a family of vector fields $X = \{X_1, \ldots, X_{2d}\}$ and of their commutators, which reduce in fact to a single “transversal” vector field $T$. The sub-Laplacian on $\mathbb{H}_d$ is the (negative) sum of squares $-\sum_{j=1}^{2d} X_j^2$, and thus is of the type studied by Hörmander in [26]. The function spaces that better describe the smoothness of functions in this setting can be defined by their behaviour with respect to the action of only the vector fields $X$. Such systems of vector fields were called horizontal and they were studied in [13] and [10] and again differed from their Euclidean analogues. In these papers, the authors proved analogue of embedding and interpolation results for the newly defined Sobolev and Lipschitz spaces, in the case of $\mathbb{H}_d$, and of Carnot–Carathéodory groups, respectively.

These results gave tremendous impetus to the development of analysis on $\mathbb{H}_d$, and more in general on Carnot–Carathéodory groups. In a series of papers, F. Ricci and E. M. Stein [42–44] studied the boundedness of singular integrals on nilpotent Lie groups, exploring again the connection between the geometry of the metric balls, the size properties of the integral kernels, and the boundedness of the singular integral operators. In [48] R. Strichartz pointed out the importance of the role of the joint spectrum of the sub-Laplacian and $T$. In two fundamental papers, [35, 36] D. Müller, F. Ricci, and E. M. Stein then proved the boundedness of joint spectral multipliers of the sub-Laplacian and $T$ on $\mathbb{H}_d$ and the closely related Heisenberg type groups – results that were effectively extended to more general groups, though in a slightly different way, by A. Martini [32, Theorem 5.7]. Other related results, on spaces of differential forms, in the spirit of this discussion are [37, 38] and [39, 40].

Thus, a common theme of this circle of ideas is that the underlying manifold, Riemannian or sub-Riemannian, and the collection of vector fields $X$ satisfying Hörmander’s condition and defining the corresponding sub-Laplacian determine a metric structure. The most efficient way to describe smoothness of functions and regularity of canonical operators is via a scale of spaces that are modeled by the sub-Laplacian, hence by $X$, itself.

In the setting of Carnot–Carathéodory groups, and more in general of Lie groups of polynomial growth, endowed with the sub-Riemannian structure induced by a family $X$ of vector fields satisfying Hörmander’s condition, a Mihlin–Hörmander multiplier theorem holds. This fact allowed G. Furioli, C. Melzi and A. Veneruso [14] to introduce Besov spaces on such groups, which were later studied by I. Gallagher and Y. Sire [16]. The theory was recently extended to any unimodular Lie group by J. Feneuil [9].

This work aims to contribute to the analysis of function spaces on general noncompact Lie groups, hence including the nonunimodular groups, with Haar measures of exponential growth.

---

1In [10] the Carnot–Carathéodory groups were called stratified nilpotent Lie groups.
Concerning the function spaces, their algebra properties are of great importance, in particular in application to well-posedness results for nonlinear differential equations. In this direction, a remarkable paper is [7] by T. Coulhon, E. Russ and V. Tardivel-Nachev, where they proved algebra properties for the Sobolev spaces, in particular on any unimodular Lie group. The algebra properties were extended to the scale of Besov spaces on groups of polynomial growth in [16] and in [9] on unimodular Lie groups.

A number of the aforementioned results were also obtained in the context of doubling measure metric spaces with the reverse doubling property, see e.g. [22, 34], and in the setting of Riemannian manifolds of bounded geometry, see e.g. [49–51], [7], and references therein. On the other hand, not much is known in the setting of a sub-Riemannian manifold. This work is part of a program [41], [5] and [6], whose main long term goal is to address this type of questions on a sub-Riemannian manifold, and we started with the case of a general Lie group. The paper [41] studies Sobolev spaces with respect to the sum-of-squares sub-Laplacian, results then extended to Sobolev spaces with respect to sub-Laplacians with drift in [5], while in [6] we develop the theory of Besov and Triebel–Lizorkin spaces with respect to sub-Laplacians with drift, that we further analyse in this work.

We conclude this part of the introduction by pointing out that the literature in this area is extremely vast, and it is just impossible to give credit to all the authors that have contributed to its development. We apologise to everyone whom we did not explicitly mention.

Let $G$ be a noncompact connected Lie group and let $X = \{X_1, \ldots, X_\ell\}$ be a family of linearly independent left-invariant vector fields on $G$ satisfying Hörmander’s condition. We denote by $\delta$ the modular function on $G$, let $\rho$ be a right Haar measure of $G$, let $\chi$ be a continuous positive character of $G$, and consider the measure $\mu_\chi$ defined by the relation $d\mu_\chi = \chi d\rho$. Consider now the differential operator

$$\Delta_\chi = -\sum_{j=1}^{\ell} (X_j^2 + c_j X_j),$$

with domain $C_c^\infty(G)$, where $c_j = (X_j \chi)(e)$, $j = 1, \ldots, \ell$, and $e$ is the identity of $G$.

This operator was introduced by W. Hebisch et al. in [23], where they showed that $\Delta_\chi$ is essentially self-adjoint on $L^2(\mu_\chi)$. Moreover, they proved that if a sub-Laplacian with drift is symmetric on $L^2(\mu)$ for a positive measure $\mu$ on $G$, then necessarily $\mu_\chi = \mu_\chi$ for a positive character $\chi$ on $G$, and moreover the drift has the form $X := \sum_{j=1}^{\ell} c_j X_j$, where $c_j = (X_j \chi)(e)$, $j = 1, \ldots, \ell$, as in (1). Notice that when the character $\chi$ is the modular function, $\mu_\delta = \lambda$ is a left Haar measure and the operator $\Delta_\delta$ coincides with the intrinsic hypoelliptic Laplacian associated with the Carnot-Carathéodory metric induced on $G$ by the vector fields $X$—see [1]. The operator $\Delta_\delta$ is the natural substitute of the Laplacian on a general Lie group $G$. This also reflects on the fact that the measure $\lambda$ is privileged among the measures $\mu_\chi$. As
shown in [1, 5], $\Delta_\delta$ is not a sum-of-squares operator unless the group is unimodular. In this paper we continue the study of function spaces associated with $\Delta_\chi$ for a generic positive continuous character $\chi$. The more general treatment allows extra flexibility, see e.g. the embedding results, Theorems 1.1 and 4.4 in [5] and Theorems 5.2 and 5.3 in [6], and at the same time, highlights the naturality of $\Delta_\delta$.

In this paper we further develop the investigation of Besov and Triebel–Lizorkin spaces on $G$, defined in terms of $\Delta_\chi$, spaces that were introduced by the authors in the recent paper [6].

We prove characterizations of the norms in terms of finite differences (Theorems 8 and 9), the density of the test functions in Besov and Triebel–Lizorkin spaces, and the boundedness of a simplified version of the local Riesz transforms (Theorem 13).

The plan of the paper is as follows. In the next section we recall the basic facts about our setting and in particular the heat semigroup generated by $\Delta_\chi$. In Sect. 3 we recall the definitions of Besov and Triebel–Lizorkin spaces, and the results of [6] needed in the present work. In Sect. 4 we prove finite difference characterizations for the Besov and Triebel–Lizorkin spaces. Such characterizations are then used in Sect. 5 to show that test functions are dense in such spaces, and in Sect. 6 we prove an isomorphism result and the boundedness of the aforementioned version of the local Riesz transforms for both scales of Besov and Triebel–Lizorkin spaces. We conclude by mentioning some directions for future work.

We shall denote by $C$ a positive constant that may vary from place to place, and may depend on any factor quantified (implicitly or explicitly) before its occurrence, but not on factors quantified afterwards. For any quantities $A$ and $B$, we write $A \lesssim B$ to indicate that there exists a constant $C > 0$ as above such that $A \leq C B$. If $A \lesssim B$ and $B \lesssim A$, we write $A \approx B$. In order to emphasize the dependence on a given parameter, say $R$, we write $\lesssim_R$, and analogously for the other cases.

Foreword by the Second Named Author

Soon after getting my Ph. D., I obtained a position at the Politecnico in Torino, where Fulvio had been for a number of years. He was my main reason for seeking this position at the Politecnico. I immediately found myself immersed in a very pleasant environment, with Fulvio being the organiser of many activities, such as advanced courses, regular seminars, and the visits of many leading mathematicians. I was exposed to a flurry of recent and as well as ongoing research, on a variety of different topics. This gave me the possibility of meeting and interacting with many experts. Fulvio personally introduced me to this world, taking the time to explain to me a lot of mathematics, while advising and guiding me. I have always been very impressed by his poise, kindness, and, most of all, generosity in teaching all the younger mathematicians who had the fortune to interact with him. He has had a great impact on me, both professionally and personally.

I wish to express to Fulvio my most sincere gratitude for all he has taught me, and for his invaluable friendship.
2 Basic Facts and Definitions

Let $G$ be any Lie group with identity element $e$. We denote by $\rho$ a right Haar measure, and by $\delta$ the modular function. We let $\lambda$ be the left Haar measure such that $d\lambda = \delta d\rho$. If $\chi$ is any continuous positive character of $G$, then $\chi$ is automatically smooth. For any such $\chi$, we define $\mu_\chi$ to be the measure whose density with respect to $\rho$ is $\chi$, that is, $d\mu_\chi = \chi d\rho$. Notice that $\mu_1 = \rho$ and $\mu_\delta = \lambda$.

We fix once for all a family of left-invariant linearly independent vector fields $X = \{X_1, \ldots, X_\ell\}$ satisfying Hörmander’s condition. These vector fields induce the Carnot–Charathéodory distance, denoted by $d_C$, which turns out to be left-invariant. Then, for $x \in G$ we set $|x| = d_C(x, e)$ and we denote with $B(x, r)$ the ball centered at $x$ and of radius $r > 0$. If $x = e$ and $r > 0$, we write $B_r = B(e, r)$, and define $V(r) = \rho(B_r)$. In general, we denote by $B(x_0, r)$ the ball with center $x_0$ and radius $r$, in the metric $d_C$.

It is known that there exist two constants $d, D > 0$ such that

\[
\begin{cases}
\rho(B_r) \approx r^d & \text{if } r \in (0, 1] \\
\rho(B_r) \lesssim e^{Dr} & \text{if } r \in (1, +\infty),
\end{cases}
\]

see [21, 55]. It is worth pointing out that $d = d(X, G)$, while $D = D(G)$.

We observe that, having fixed $R > 0$, every character $\chi$ satisfies the estimates

\[
\chi(x) \approx_R \chi(y)
\]

for all $x, y \in G$ such that $d_C(x, y) \leq R$. This equivalence easily implies that $(G, d_C, \mu_\chi)$ is locally doubling, that is, for all $0 < r < R$ and $x_0 \in G$,

\[
\mu_\chi(B(x_0, 2r)) \lesssim_R \mu_\chi(B(x_0, r)).
\]

Having fixed $X$, we consider the operator $\Delta_\chi$ defined in (1). With an abuse of notation, we still denote by $\Delta_\chi$ its smallest closed extension on $L^p(\mu_\chi)$, where, for $p \in (1, +\infty)$, $L^p(\mu_\chi)$ denotes the standard Lebesgue space. The space $L^\infty$ is the space of $\rho$-essentially bounded functions. We refer to [23] and [5] for further details about $\Delta_\chi$.

We set $\mathcal{J} = \{1, \ldots, \ell\}$ and we say that a multi-index $J = (j_1, \ldots, j_m) \in \mathbb{N}^m$ if $j_k \in \mathcal{J}$ for $k = 1, \ldots, m$. Moreover, we write

\[
X_J = X_{j_1} \cdots X_{j_m}.
\]

Next, we observe that, since $\Delta_\chi$ is left-invariant, the associated heat semigroup admits a convolution kernel $p_t^\chi \in \mathcal{D}'(G)$, i.e.

\[
e^{-t\Delta_\chi} f = f * p_t^\chi.
\]
It is known (see [5]) that

$$p_t^\chi = e^{-c_\chi^2 t/4} \chi^{-1/2} p_t,$$  \hspace{1cm} (5)

where $c_\chi = (\sum_{j=1}^\ell (X_j \chi(e))^2)^{1/2}$, and $p_t$ is the convolution kernel of the heat semigroup in the case $\chi = 1$, for which the estimates in [56] are available.

We recall the expressions of the convolution on $G$. We have

$$f * g(x) = \int_G f(xy^{-1})g(y)d\rho(y) = \int_G f(y^{-1})g(yx)d\rho(y)$$

$$= \int_G f(y)g(y^{-1}x)d\lambda(y) = \int_G f(xy)g(y^{-1})d\lambda(y).$$ \hspace{1cm} (6)

The following result is essentially Lemma 3.1 in [6].

**Lemma 1** The following properties hold:

(i) $(e^{-t\Delta_\chi})_{t>0}$ is a diffusion semigroup on $(G, \mu_\chi)$;

(ii) for every $r > 0$, $\sup_{B_r} \chi = e^{cr}$;

(iii) there exist two constants $c_1, c_2 > 0$ such that

$$(\delta \chi^{-1/2}(x) V(\sqrt{t})^{-1} e^{-c_1|x|^2/4t} \leq p_t^\chi(x) \leq (\delta \chi^{-1/2}(x) V(\sqrt{t})^{-1} e^{-c_2|x|^2/4t}$$

for every $t \in (0, 1)$ and $x \in G$;

(iv) given $m \in \mathbb{N}$, there exist a positive constant $b = b_m$ such that

$$|X_J p_t^\chi(x)| \leq (\delta \chi^{-1/2}(x) t^{-m/2} V(\sqrt{t})^{-1} e^{-b|x|^2/4t}$$

for every $x \in G, J \in \mathcal{J}^m$ and $t \in (0, 1)$;

(v) there exists $c_3 > 0$ such that

$$\left| \frac{\partial}{\partial t} p_t^\chi(x) \right| \leq (\delta \chi^{-1/2}(x) t^{-1} V(\sqrt{t})^{-1} e^{-c_3|x|^2/4t}$$

for every $t \in (0, 1)$ and $x \in G$.

**Definition 2** We define the space $S(G)$ as the space of functions $\varphi \in C^\infty(G)$ such that for all $n, m \in \mathbb{N}, J \in \mathcal{J}^m$ the seminorms

$$N_{J,n}(\varphi) = \sup_{x \in G} e^{n|x|} |X_J \varphi(x)|$$

are finite. The space $S'(G)$ is defined as the dual space of $S(G)$.  

In particular, every function $g \in L^1_{loc}(G)$ and of most exponential growth, that is such that $e^{-c|x|}g \in L^\infty(G)$ for some $c > 0$, will be identified in the sequel with a distribution in $S'(G)$ as

$$
\langle g, \varphi \rangle = \int_G g(x)\varphi(x)\,d\rho(x) \quad \forall \varphi \in S(G).
$$

Observe moreover that, if $G$ has polynomial volume growth, then $S(G)$ is a subset of the usual Schwartz space on $G$. Indeed, if one defines $S_\chi(G)$ as the space of functions $\varphi \in C^\infty(G)$ such that for all $n, m \in \mathbb{N}$, $J \in \mathbb{J}^m$ the seminorms

$$
N_{J,n}^\chi(\varphi) = \sup_{x \in G} \left(1 + \mu_\chi(B(e, |x|))\right)^n|X_J \varphi(x)|
$$

are finite, then $S(G) \subseteq S_\chi(G)$ for any character $\chi$ by Lemma 1 (ii).

For simplicity of notation, we write $S$ and $S'$ in place of $S(G)$ and $S'(G)$ respectively. As a consequence of the Gaussian estimates (iv) in Lemma 1, we have the following simple lemma.

**Lemma 3** For all $t > 0$, $p_t^\chi \in S$. Moreover, $e^{-t\Delta_\chi} : S \to S$ is bounded, with seminorms uniformly bounded for $t \in [\varepsilon, R]$, for any $0 < \varepsilon < R$. Therefore, $e^{-t\Delta_\chi}$ extends to a continuous map $e^{-t\Delta_\chi} : S' \to S'$, for all $t > 0$.

**Proof** We indicate the argument for sake of completeness. Given $n \in \mathbb{N}$ and a multi-index $J$, we have

$$
e^{n|x|}|X_J(\varphi * p_t^\chi)(x)| = e^{n|x|}|(\varphi * X_J p_t^\chi)(x)|
$$

$$
\leq \int_G e^{n|xy^{-1}|}|\varphi(xy^{-1})|e^{n|y|}|X_J p_t^\chi(y)|\,d\rho(y)
$$

$$
\leq N_{0,n}(\varphi) \int_G e^{n|y|}|X_J p_t^\chi(y)|\,d\rho(y)
$$

$$
\lesssim t^{-|J|/2}N_{0,n}(\varphi),
$$

where the last inequality is obtained arguing as in the proof of Lemma 3.4 in [6]. The conclusions now follow easily. \[\square\]

**Definition 4** For $m \in \mathbb{N}$ and $t > 0$, we define the operator $W_t^{(m)}$ by setting

$$
W_t^{(m)} = (t\Delta_\chi)^m e^{-t\Delta_\chi}.
$$

For $m \in \mathbb{N}$ and $t > 0$, $W_t^{(m)} : S \to S$ is bounded, and therefore it extends to a continuous map $W_t^{(m)} : S' \to S'$. We also observe that, for $f \in S'$, $W_t^{(m)} f$ is a $C^\infty$ function, for all $t > 0$ and $m \in \mathbb{N}$.
We also recall the definition of the Littlewood–Paley–Stein $g$-function. Given a positive integer $k$, for $f \in S$ we set

$$g_k(f) = \left( \int_0^{+\infty} \left| W_s^{(k)} f \right|^2 \frac{ds}{s} \right)^{1/2}.$$  \hfill (8)

Since $\Delta_X$ generates a symmetric diffusion semigroup, if $p \in (1, +\infty)$ then $g_k$ satisfies the estimate

$$\|g_k(f)\|_{L^p(\mu_X)} \approx \|f\|_{L^p(\mu_X)}$$  \hfill (9)

for any $f \in L^p(\mu_X)$, see [47], and also [33].

3 Triebel–Lizorkin and Besov Spaces on $G$

Here and in what follows, given a measure space $(\Omega, \nu)$ and a Banach space $X$, for $p \in [1, +\infty]$, we denote by $L^p(\Omega, \nu; X)$ the space of measurable functions $f : \Omega \to X$ such that

$$\|f\|_{L^p(\Omega, \nu; X)} := \left\{ \int_\Omega \|f(\omega)\|_X^p \, d\nu(\omega) \right\}^{1/p} < \infty$$

when $p \in [1, +\infty)$, with the obvious modification if $p = +\infty$. We also denote by $[\tau]$ the integral part of $\tau \geq 0$.

We are now in the position to introduce the Triebel–Lizorkin and Besov spaces on $G$, defined in terms of the sub-Laplacian $\Delta_X$, see [6].

**Definition 5** Let $p, q \in [1, +\infty]$, and $\alpha \geq 0$. Then we define:

1. the Triebel–Lizorkin space $F^{p,q}_\alpha(\mu_X)$ as

$$F^{p,q}_\alpha(\mu_X) = \left\{ f \in S'(G) : t^{-\alpha/2} W_{t^{(\alpha/2)+1}} f \in L^p(G, \mu_X; L^q((0, 1), dt/t)) \right\}$$

and $e^{-\frac{1}{2} \Delta_X} f \in L^p(\mu_X)$

endowed with the norm

$$\|f\|_{F^{p,q}_\alpha} := \|\mathcal{F}^{p,q}_\alpha(f)\| + \|e^{-\frac{1}{2} \Delta_X} f\|_{L^p(\mu_X)},$$  \hfill (10)

where

$$\mathcal{F}^{p,q}_\alpha(f) := \left\| \left( \int_0^1 \left( t^{-\alpha/2} \left| W_{t^{(\alpha/2)+1}} f \right| \right)^q \frac{dt}{t} \right)^{1/q} \right\|_{L^p(\mu_X)}$$
if $q < +\infty$, while
\[
\mathbb{F}^p,\infty_{\alpha}(f) := \left\| \sup_{t \in (0,1)} t^{-\alpha/2} |W_t^{(\alpha/2)+1} f| \right\|_{L^p(\mu_\chi)};
\]

(2) the Besov space $B^{p,q}_{\alpha}(\mu_\chi)$ as
\[
B^{p,q}_{\alpha}(\mu_\chi) = \left\{ f \in S'(G) : t^{-\alpha/2} W_t^{(\alpha/2)+1} f \in L^q \left( (0,1), dt/t; L^p(\mu_\chi) \right) \right\}
\]
endowed with the norm
\[
\|f\|_{B^{p,q}_{\alpha}} := \mathbb{B}^{p,q}_{\alpha}(f) + \|e^{-t_0/\Delta_t} f\|_{L^p(\mu_\chi)},
\]
where
\[
\mathbb{B}^{p,q}_{\alpha}(f) := \left( \int_0^1 \left( t^{-\alpha/2} \|W_t^{(\alpha/2)+1} f\|_{L^p(\mu_\chi)} \right)^q \frac{dt}{t} \right)^{1/q}
\]
if $q < +\infty$, while
\[
\mathbb{B}^{p,\infty}_{\alpha}(f) := \sup_{t \in (0,1)} t^{-\alpha/2} \|W_t^{(\alpha/2)+1} f\|_{L^p(\mu_\chi)}.
\]

We emphasize that, when $p \in (1, +\infty)$ and $\alpha \geq 0$, the Triebel–Lizorkin space $F^{p,2}_{\alpha}(\mu_\chi)$ coincides with the Sobolev space $L^p_{\alpha}(\mu_\chi)$ defined in [5], with equivalence of norms, see [6, Theorem 5.2].

We now recall the main results in [6] about equivalence of norms in Besov and Triebel–Lizorkin spaces. The following is [6, Theorem 4.1].

**Theorem 6** Let $\alpha > 0$, $m > \alpha/2$ be an integer, $t_0 \in [0, 1)$ and $q \in [1, +\infty]$.

(i) If $p \in (1, +\infty)$, then the norm $\|f\|_{F^{p,q}_{\alpha}}$ is equivalent to the norm
\[
\left\| \left( \int_0^1 \left( t^{-\alpha/2} |W_t^{(m)} f| \right)^q \frac{dt}{t} \right)^{1/q} \right\|_{L^p(\mu_\chi)} + \|e^{-t_0/\Delta_t} f\|_{L^p(\mu_\chi)}.
\]

(ii) If $p \in [1, +\infty]$, then the norm $\|f\|_{B^{p,q}_{\alpha}}$ is equivalent to the norm
\[
\left( \int_0^1 \left( t^{-\alpha/2} \|W_t^{(m)} f\|_{L^p(\mu_\chi)} \right)^q \frac{dt}{t} \right)^{1/q} + \|e^{-t_0/\Delta_t} f\|_{L^p(\mu_\chi)}.
\]
If \( \alpha = 0 \), the norms \( \| f \|_{F_{\alpha}^{p,q}} \) and \( \| f \|_{B_{\alpha}^{p,q}} \) are equivalent to those in (12) and (13) respectively provided \( t_0 \in (0, 1) \).

The next result concerns a discretization of the norm that resembles the Littlewood–Paley characterization of Besov and Triebel–Lizorkin spaces in the classical cases. In our case, for \( j \in \mathbb{N} \), the operators \( W_{2^{-j}}^{(m)} \) play the role of the operators \( \Delta_j \) in the classical Littlewood–Paley decomposition, while \( e^{-t_0\Delta} \) plays the role of \( S_0 \); see e.g. [20] for such notation in the case of \( \mathbb{R}^d \).

We point out that in the case of \( \Delta \chi \) the classical Littlewood–Paley characterization of Besov and Triebel–Lizorkin spaces cannot hold since any bounded spectral multiplier of \( \Delta \chi \) on \( L^p(\mu \chi) \), with \( p \neq 2 \), admits a holomorphic extension to a parabolic region in \( \mathbb{C} \), see [23]. This is [6, Theorem 4.2].

**Theorem 7** Let \( \alpha > 0 \), \( m > \alpha/2 \) be an integer, \( t_0 \in [0, 1) \) and \( q \in [1, +\infty] \).

(i) If \( p \in (1, +\infty) \), then the norm \( \| f \|_{F_{\alpha}^{p,q}} \) is equivalent to the norm

\[
\left\| \left( \sum_{j=0}^{\infty} \left( 2^{j\alpha/2} |W_{2^{-j}}^{(m)} f| \right)^q \right)^{1/q} \right\|_{L^p(\mu \chi)} + \| e^{-t_0\Delta} f \|_{L^p(\mu \chi)} .
\]

(ii) If \( p \in [1, +\infty] \), then the norm \( \| f \|_{B_{\alpha}^{p,q}} \) is equivalent to the norm

\[
\left( \sum_{j=0}^{\infty} \left( 2^{j\alpha/2} \| W_{2^{-j}}^{(m)} f \|_{L^p(\mu \chi)} \right)^q \right)^{1/q} + \| e^{-t_0\Delta} f \|_{L^p(\mu \chi)} .
\]

If \( \alpha = 0 \), the norms \( \| f \|_{F_{\alpha}^{p,q}} \) and \( \| f \|_{B_{\alpha}^{p,q}} \) are equivalent respectively to those in (14) and (15) provided \( t_0 \in (0, 1) \).

### 4 Finite Differences Characterizations

In this section we prove characterizations for the spaces \( F_{\alpha}^{p,q} \) and \( B_{\alpha}^{p,q} \) in terms of finite differences. Such characterizations provide a key tool for the proof of the density lemma of Sect. 5. We begin by introducing the finite difference operator.

Given a measurable function \( f \), for \( x, y \in \mathbb{G} \) we define

\[
D_y f(x) = f(xy^{-1}) - f(x) .
\]
### 4.1 Characterization of Triebel–Lizorkin Norm by Differences

For \( q \in [1, \infty] \) and \( \alpha \in (0, 1) \), we define the functional

\[
S_{\alpha,q} f(x) = \left( \int_0^1 \left[ \frac{1}{u^\alpha} V(u) \int_{|y|<u} |D_y f(x)| \, d\rho(y) \right]^q \frac{du}{u} \right)^{1/q}.
\]  

(17)

We point out that in the case \( q = 2 \), such functional coincides with the classical functional \( S_{\alpha} \) used to characterize the Sobolev norm, see [7] for the unimodular case, and [5] for the nonunimodular (and weighted) case.

The first result of this section is the characterization of the Triebel–Lizorkin norm of \( F_{p,q}^\alpha \) in terms of the \( L^p(\mu_X) \)-integrability of the functional \( S_{\alpha,q} \).

**Theorem 8** For every \( p, q \in (1, \infty), \alpha \in (0, 1) \), we have

\[
\|f\|_{F_{p,q}^\alpha} \approx \|S_{\alpha,q} f\|_{L^p(\mu_X)} + \|f\|_{L^p(\mu_X)}
\]

for any \( f \in F_{p,q}^\alpha(\mu_X) \).

**Proof** Set

\[
H_{\alpha,q} f := \left( \int_0^1 \left[ (t^{-\alpha/2} |W_t^{(1)} f|)^q \frac{dt}{t} \right]^{1/q} \right).
\]

and observe that, since \( \alpha \in (0, 1) \),

\[
\|f\|_{F_{p,q}^\alpha} \lesssim \|H_{\alpha,q} f\|_{L^p(\mu_X)} + \|f\|_{L^p(\mu_X)}.
\]

**Step 1** We shall prove that, for all \( f \in F_{p,q}^\alpha \),

\[
\|f\|_{F_{p,q}^\alpha} \lesssim \|S_{\alpha,q} f\|_{L^p(\mu_X)} + \|f\|_{L^p(\mu_X)},
\]

(18)

by showing that

\[
\|H_{\alpha,q} f\|_{L^p(\mu_X)} \lesssim \|S_{\alpha,q} f\|_{L^p(\mu_X)} + \|f\|_{L^p(\mu_X)}.
\]

(19)

We first notice that for every \( t \in (0, 1) \) and \( x \in G \), since \( \frac{\partial}{\partial t} \int_G p_t^X \, d\rho = 0 \), we have

\[
|\Delta_x e^{-t\Delta_x} f(x)| = \left| \frac{\partial}{\partial t} e^{-t\Delta_x} f(x) \right|
\]

\[
= \left| \frac{\partial}{\partial t} \left( \int_G f(xy^{-1}) p_t^X(y) \, d\rho(y) - \int_G f(x) p_t^X(y) \, d\rho(y) \right) \right|
\]

\[
\leq \int_G |D_y f(x)\left| \frac{\partial p_t^X(y)}{\partial t} \right| \, d\rho(y).
\]
Using the estimates (v) of Lemma 1 we have

\[
(H_{\alpha,q}f(x))^q 
\lesssim \int_0^1 t^{-q\alpha/2} V(\sqrt{t})^{-q} \left( \int_{|y|<\sqrt{t}} |D_y f(x)|^2 (\delta \chi^{-1})^{1/2}(y) e^{-c_3|y|^2/t} d\rho(y) \right)^q \frac{dt}{t}
\]

\[
+ \sum_{k=0}^{\infty} \int_0^1 t^{-q\alpha/2} V(\sqrt{t})^{-q} \left( \int_{2^k \sqrt{t}<|y|<2^{k+1}\sqrt{t}} |D_y f(x)|^2 (\delta \chi^{-1})^{1/2}(y) e^{-c_3|y|^2/t} d\rho(y) \right)^q \frac{dt}{t}
\]

\[
\lesssim \int_0^1 t^{-q\alpha/2} V(\sqrt{t})^{-q} \left( \int_{|y|<\sqrt{t}} |D_y f(x)|^2 (\delta \chi^{-1})^{1/2}(y) d\rho(y) \right)^q \frac{dt}{t}
\]

\[
+ \sum_{k=0}^{\infty} e^{-c_3 2^k} \int_0^1 t^{-q\alpha/2} V(\sqrt{t})^{-q} \left( \int_{|y|<2^k\sqrt{t}} |D_y f(x)|^2 (\delta \chi^{-1})^{1/2}(y) d\rho(y) \right)^q \frac{dt}{t}.
\]

By the change of variables \( u = 2^{k+1}\sqrt{t} \) we obtain

\[
(H_{\alpha,q}f(x))^q 
\lesssim \int_0^1 \frac{1}{u^{q\alpha} V(u)^q} \left( \int_{|y|<u} |D_y f(x)| d\rho(y) \right)^q \frac{du}{u}
\]

\[
+ \sum_{k=0}^{\infty} e^{-c_3 2^k} \int_0^1 \frac{2^{(k+1)q\alpha}}{u^{q\alpha} V(2^{-k-1}u)^q} \left( \int_{|y|<u} |D_y f(x)| d\rho(y) \right)^q \frac{du}{u}
\]

\[
\lesssim (S_{\alpha,q} f(x))^q
\]

\[
+ \sum_{k=0}^{\infty} e^{-c_3 2^k} \int_0^1 \frac{2^{(k+1)q\alpha}}{u^{q\alpha} V(2^{-k-1}u)^q} \left( \int_{|y|<u} |D_y f(x)| d\rho(y) \right)^q \frac{du}{u}
\]

\[
+ \sum_{k=0}^{\infty} e^{-c_3 2^k} \int_1^{2^{k+1}} \frac{2^{(k+1)q\alpha}}{u^{q\alpha} V(2^{-k-1}u)^q} \left( \int_{|y|<u} |D_y f(x)| d\rho(y) \right)^q \frac{du}{u}.
\]
By the estimates (2), we obtain that
\[
( H_{\alpha, q} f(x) )^q
\lesssim ( S_{\alpha, q}^{\text{loc}, q} f(x) )^q + ( S_{\alpha, q}^{\text{loc}, q} f(x) )^q \sum_{k=0}^{\infty} e^{-c_3 2^{2k}} 2^{(k+1)(q\alpha+qd)}
\]
\[
+ \sum_{k=0}^{\infty} e^{-c_3 2^{2k}} 2^{(k+1)(q\alpha+qd)} \int_{1}^{2^{k+1}} \frac{1}{u^{q\alpha+qd}} |f(x)|^q
\times \left( \int_{|y|<u} (\delta X)^{-1/2}(y) d\rho(y) \right)^q \frac{du}{u}
\]
\[
+ \sum_{k=0}^{\infty} e^{-c_3 2^{2k}} 2^{(k+1)(q\alpha+qd)} \int_{1}^{2^{k+1}} \frac{1}{u^{q\alpha+qd}}
\times \left( \int_{|y|<u} |f(xy^{-1})(\delta X)^{-1/2}(y) d\rho(y) \right)^q \frac{du}{u}
\]
\[
\lesssim ( S_{\alpha, q}^{\text{loc}, q} f(x) )^q + \sum_{k=0}^{\infty} J_k(x) + \sum_{k=0}^{\infty} I_k(x).
\]

By the growth estimates of characters in Lemma 1 (ii) and by (2) we deduce that there exists \( C > 0 \) such that
\[
\sum_{k=0}^{\infty} J_k(x) \lesssim \sum_{k=0}^{\infty} e^{-c_3 2^{2k}} 2^{(k+1)(q\alpha+qd)} \int_{1}^{2^{k+1}} \frac{1}{u^{q\alpha+qd}} |f(x)|^q e^{qCu} \frac{du}{u}
\]
\[
\lesssim \sum_{k=0}^{\infty} |f(x)|^q e^{-c_3 2^{2k}} 2^{(k+1)(q\alpha+qd)} e^{2^{k+1}}
\]
\[
\lesssim |f(x)|^q.
\]

We now notice that there exists \( c > 0 \) such that
\[
\left\| \left( \sum_{k=0}^{\infty} I_k \right)^{1/q} \right\|_{L^p(\mu_X)}
\]
\[
\lesssim \sum_{k=0}^{\infty} e^{-c_2 2^{2k}} \left( \int_{1}^{2^{k+1}} \left( \int_{|y|<u} |f(y^{-1})(\delta X)^{-1/2}(y) d\rho(y) \right)^q \frac{du}{u} \right)^{1/q}
\]
\[
\lesssim \sum_{k=0}^{\infty} e^{-c_2 2^{2k}} \left( \int_{1}^{2^{k+1}} \left( \int_{|y|<u} |f(y^{-1})(\delta X)^{-1/2}(y) d\rho(y) \right)^q \frac{du}{u} \right)^{1/q},
\]
Here and in the rest of this work, we denote by $\mathbf{1}_E$ the characteristic function of the measurable set $E$. For every integer $k$, by Minkowski’s integral inequality, we get

$$\left( \int_1^{2^{k+1}} \left( \int_G |f(xy^{-1})|1_{B_u}(y)(\delta\chi^{-1})^{1/2}(y) \, d\rho(y) \right)^q \, du \right)^{1/q} \lesssim \int_G \left( \int_1^{2^{k+1}} |f(xy^{-1})|^q 1_{B_u}(y)(\delta\chi^{-1})^{q/2}(y) \, d\rho(y) \right)^{1/q} \, d\rho(y)$$

$$\lesssim \int_{B_1} |f(xy^{-1})|(\delta\chi^{-1})^{1/2}(y) \left( \int_1^{2^{k+1}} 1 \, du \right)^{1/q} \, d\rho(y)$$

$$+ \int_{1<|y|<2^{k+1}} |f(xy^{-1})|(\delta\chi^{-1})^{1/2}(y) \left( \int_{|y|}^{2^{k+1}} 1 \, du \right)^{1/q} \, d\rho(y)$$

$$\lesssim 2^{k/q} \int_{B_1} |f(xz)| \, d\lambda(z) + 2^{k/q} \int_{1<|z|<2^{k+1}} |f(xz)|(\delta^{-1}\chi)^{1/2}(z) \, d\lambda(z).$$

By applying again Minkowski’s inequality, we then obtain that

$$\left\| \left( \int_1^{2^{k+1}} \left( \int_G |f(xy^{-1})|\mathbf{1}_{B_u}(y)(\delta\chi^{-1})^{1/2}(y) \, d\rho(y) \right)^q \, du \right)^{1/q} \right\|_{L^p(\mu\chi)} \lesssim 2^{k/q} \int_{B_1} \left( \int_G |f(xz)|^p \, d\mu\chi(x) \right)^{1/p} \, d\lambda(z)$$

$$+ 2^{k/q} \int_{1<|z|<2^{k+1}} \left( \int_G |f(xz)|^p \, d\mu\chi(x) \right)^{1/p} (\delta^{-1}\chi)^{1/2}(z) \, d\lambda(z)$$

$$\lesssim 2^{k/q} \|f\|_{L^p(\mu\chi)} + 2^{k/q} \|f\|_{L^p(\mu\chi)} \int_{B_{2^{k+1}}} \chi^{1/p}(\delta\chi^{-1})^{1/2} \, d\rho$$

$$\lesssim 2^{k/q} e^{C2^k} \|f\|_{L^p(\mu\chi)}.$$

We then have

$$\left\| \left( \sum_{k=0}^{\infty} I_k \right)^{1/q} \right\|_{L^p(\mu\chi)} \lesssim \sum_{k=0}^{\infty} e^{-c2^{2k}} 2^{k/q+k} d \, e^{C2^k} \|f\|_{L^p(\mu\chi)} \lesssim \|f\|_{L^p(\mu\chi)}. \quad (22)$$

In conclusion, by (21) and (22) we get (19), as required.

It remains to show that for all $f \in F^{p,q}_{\alpha}$

$$\|S_{\alpha}^{\text{loc},q} f\|_{L^p(\mu\chi)} \lesssim \|f\|_{F^{p,q}_{\alpha}}. \quad (23)$$
In order to prove this, we write \( f = (f - e^{-\Delta x} f) + e^{-\Delta x} f \) and we estimate \( \|S_{\alpha}^{\text{loc},q}(f - e^{-\Delta x} f)\|_{L^p(\mu_{\chi})} \) and \( \|S_{\alpha}^{\text{loc},q}e^{-\Delta x} f\|_{L^p(\mu_{\chi})} \) separately.

**Step 2** We prove that
\[
\|S_{\alpha}^{\text{loc},q}(f - e^{-\Delta x} f)\|_{L^p(\mu_{\chi})} \lesssim \|f\|_{F^{p,q}_\alpha}. \tag{24}
\]

Arguing similarly to [7, 2.1.2] we write
\[
f - e^{-\Delta x} f = -\sum_{m=1}^{+\infty} \int_{2^{-m}}^{2^{-m+1}} \frac{\partial}{\partial t} e^{-t\Delta x} f \, dt =: \sum_{m=1}^{+\infty} f_m. \tag{25}
\]

We then obtain
\[
(S_{\alpha}^{\text{loc},q}(f - e^{-\Delta x} f)(x))^q \leq \sum_{j=1}^{+\infty} 2^{jq\alpha} \left( \sum_{m=1}^{+\infty} 2^{jd} \int_{|y|<2^{-j+1}} |D_y f_m(x)| \, d\rho(y) \right)^q, \tag{26}
\]
where \( f_m \) is defined in (25). If \( m > 2j \), then
\[
2^{jd} \int_{|y|<2^{-j+1}} |D_y f_m(x)| \, d\rho(y) \lesssim M g_{m+1}(x), \tag{27}
\]
where
\[
g_{m+1} = \int_{2^{-m}}^{2^{-m+1}} \left| \frac{\partial}{\partial t} e^{-t\Delta x} f \right| \, dt.
\]
and $M$ is the local maximal function with respect to the right Haar measure,

$$Mf(x) = \sup_{x \in B, r \leq 1} \frac{1}{\rho(B)} \int_B |f| \, d\rho,$$

which is bounded on $L^p(\mu_x)$ for every $p \in (1, \infty)$, see [5, Subsection 5.1].

In order to treat the case when $m \leq 2j$, we notice that for every $j \geq 1$, $y \in B_{2^{-j-1}}$ and $x \in G$

$$|D_y f_m(x)| \leq 2^{-j+1} \sup \{|X_i f_m(w)| : i = 1, \ldots, \ell, |w^{-1}x| \leq 2^{-j+1}\}. \tag{29}$$

Since

$$f_m = \int_{2^{-m-1}}^{2^{-m}} \frac{\partial}{\partial t} (e^{-2it\Delta_x} f) \, dt = 2 \int_{2^{-m-1}}^{2^{-m}} e^{-it\Delta_x} \frac{\partial}{\partial t} (e^{-t\Delta_x} f) \, dt, \tag{30}$$

by applying the estimates of the heat kernel in Lemma 1 (v) and (iii), for every $w$ such that $|w^{-1}x| \leq 2^{-j+1}$ we have

$$|X_i f_m(w)| \lesssim \int_{2^{-m-1}}^{2^{-m}} \left| \frac{\partial}{\partial t} (e^{-t\Delta_x} f)(z) \right| |X_i p^\chi_{t^{-1/2}} (z^{-1}w)| \, d\lambda(z) \, dt$$

$$\lesssim \int_G \left| \frac{\partial}{\partial t} (e^{-t\Delta_x} f)(z) \right| t^{-1/2} V(\sqrt{t})^{-1/2} (z^{-1}w)e^{-b|z^{-1}w|^2/t} \, dt \, d\lambda(z)$$

$$\lesssim 2^{m/2} 2^{md/2} \int_G g_m(z)(\delta \chi^{-1/2}(z^{-1}x)e^{-b2^m|z^{-1}x|^2}) \, d\lambda(z)$$

$$\lesssim 2^{m/2} e^{-c2^m\Delta_x g_m(x)},$$

for a suitable constant $c$. From (29) it follows that

$$2^{jd} \int_{|y| < 2^{-j+1}} |D_y f_m(x)| \, d\rho(y) \lesssim 2^{-j+m/2} e^{-c2^m\Delta_x g_m(x)}. \tag{31}$$

Thus, putting together (26), (27) and (31) we obtain

$$(\Sigma_{\alpha}^{\text{loc}, q} (f - e^{-\Delta_x} f)(x))^q$$

$$\lesssim \sum_{j=1}^{+\infty} 2^{jq\alpha} \left( \sum_{m=1}^{2j} 2^{-j+m/2} e^{-c2^m\Delta_x g_m(x)} + \sum_{m=2j+1}^{+\infty} M_{g_{m+1}}(x) \right)^q$$

$$\lesssim \sum_{j=1}^{+\infty} 2^{jq\alpha} \left( \sum_{m=1}^{2j} 2^{-j+m/2} e^{-c2^m\Delta_x g_m(x)} \right)^q + \sum_{j=1}^{+\infty} 2^{jq\alpha} \left( \sum_{m=2j+1}^{+\infty} M_{g_{m+1}}(x) \right)^q$$

$$=: \Sigma_1(x) + \Sigma_2(x). \tag{32}$$
Now we apply Hölder’s inequality to see that, for any \( \varepsilon > 0 \),
\[
\left( \sum_{m=1}^{2^j} 2^{-j+m/2} e^{-c2^{-m} \Delta x} g_m(x) \right)^q \\
\leq \left( \sum_{m=1}^{2^j} 2^{\varepsilon m q} \right)^{q/q'} \left( \sum_{m=1}^{2^j} 2^{-j q + m q/2 - \varepsilon m q} (e^{-c2^{-m} \Delta x} g_m(x))^q \right)^{q/q'} \\
\lesssim \sum_{m=1}^{2^j} 2^{j \varepsilon q - j q + m q/2 - \varepsilon m q} (e^{-c2^{-m} \Delta x} g_m(x))^q .
\]

Therefore, since \( \alpha \in (0, 1) \), choosing \( \varepsilon \in (0, (1 - \alpha)/2) \) we obtain
\[
\Sigma_1(x) \lesssim \sum_{m=1}^{+\infty} \sum_{j \geq m/2} 2^{-j(1-\alpha - 2\varepsilon)q + m q/2 - \varepsilon m q} (e^{-c2^{-m} \Delta x} g_m(x))^q \\
\lesssim \sum_{m=1}^{+\infty} (2^{m\alpha/2} e^{-c2^{-m} \Delta x} g_m(x))^q . \tag{33}
\]

Analogously, using Hölder’s inequality again, we see that, for \( \varepsilon > 0 \)
\[
\left( \sum_{m=2^j+1}^{+\infty} M g_{m+1}(x) \right)^q \lesssim \left( \sum_{m=2^j+1}^{+\infty} 2^{-\varepsilon m q} \right)^{q/q'} \left( \sum_{m=2^j+1}^{+\infty} (2^{\varepsilon m} M g_{m+1}(x))^q \right)^{q/q'} \\
\lesssim 2^{-2\varepsilon q j} \sum_{m=2^j+1}^{+\infty} (2^{\varepsilon m} M g_{m+1}(x))^q ,
\]

so that, if \( \varepsilon < \alpha /2 \)
\[
\Sigma_2(x) \lesssim \sum_{m=1}^{+\infty} \sum_{j \leq m/2} 2^{\varepsilon m q + j q(\alpha - 2\varepsilon)} (M g_{m+1}(x))^q \lesssim \sum_{m=1}^{+\infty} (2^{m\alpha/2} M g_{m+1}(x))^q . \tag{34}
\]

Now, from (32) we have
\[
\left\| \mathcal{S}_{\alpha}^{\text{loc}, q} (f - e^{-\Delta x} f) \right\|_{L^p(\mu_x)} \lesssim \left\| \Sigma_1^{1/q} \right\|_{L^p(\mu_x)} + \left\| \Sigma_2^{1/q} \right\|_{L^p(\mu_x)} .
\]
We first estimate the latter term. By the Fefferman–Stein vector-valued theorem (see [17, p. 481]) with the $L^p$-boundedness of the local maximal function, and Hölder’s inequality, we have

$$\| \Sigma_2^{1/q} \|_{L^p(\mu_x)} = \left\| \left( \sum_{m=1}^{\infty} \left( \frac{2^{m\alpha/2} M g_{m+1}}{2^{m+1}} \right)^q \right)^{1/q} \right\|_{L^p(\mu_x)}$$

$$\lesssim \left\| \left( \sum_{m=1}^{\infty} \left( \frac{2^{m\alpha/2} g_{m+1}}{2^{m+1}} \right)^q \right)^{1/q} \right\|_{L^p(\mu_x)}$$

$$\lesssim \left\| \left( \sum_{m=1}^{\infty} \left( \frac{2^{m\alpha/2} g_m}{2^{-m+1}} \int_{2^{-m}}^{2^{-m+1}} \left| \frac{\partial}{\partial t} e^{-t \Delta_x} f \right|^q dt \right)^{1/q} \right\|_{L^p(\mu_x)}$$

$$\lesssim \left\| \left( \int_0^1 \left| t^{-\alpha/2} |W_t(1)f(x)| \right|^q \frac{dt}{t} \right)^{1/q} \right\|_{L^p(\mu_x)}$$

$$\lesssim \| f \|_{F^{p,q}_a}.$$ 

Next, using (33) and applying [6, Proposition 3.5] and then arguing as before, we estimate

$$\| \Sigma_1^{1/q} \|_{L^p(\mu_x)} \lesssim \left\| \left( \sum_{m=1}^{\infty} \left( \frac{2^{m\alpha/2} c 2^{-m} \Delta_x g_m}{2^{-m+1}} \right)^q \right)^{1/q} \right\|_{L^p(\mu_x)}$$

$$\lesssim \left\| \left( \sum_{m=1}^{\infty} \left( \frac{2^{m\alpha/2} g_m}{2^{-m+1}} \int_{2^{-m}}^{2^{-m+1}} \left| \frac{\partial}{\partial t} e^{-t \Delta_x} f \right|^q dt \right)^{1/q} \right\|_{L^p(\mu_x)}$$

$$\lesssim \left\| \left( \int_0^1 \left| t^{-\alpha/2} |W_t(1)f(x)| \right|^q \frac{dt}{t} \right)^{1/q} \right\|_{L^p(\mu_x)}$$

$$\lesssim \| f \|_{F^{p,q}_a}.$$ 

This completes Step 2.

**Step 3** We finish the proof by showing that

$$\| S^{\alpha}_{\alpha, q} e^{-\Delta_x} f \|_{L^p(\mu_x)} \lesssim \| f \|_{L^p(\mu_x)}.$$ 

We first notice that for every $x \in G$ and $y \in B_1$,

$$| D_y (e^{-\Delta_x} f)(x) | \lesssim |y| \sup \{|X_i e^{-\Delta_x} f(w) : |w^{-1}x| \leq |y|, \ i = 1, \ldots, \ell\}$$

$$\lesssim |y| \sup \{|X_i e^{-\Delta_x} f(w) : |w^{-1}x| \leq 1, \ i = 1, \ldots, \ell\}.$$
By Lemma 1 there exists $t_0 > 0$ such that for every $w$ such that $|w^{-1}x| \leq 1$, and $i = 1, \ldots, \ell$,

$$|X_i e^{-\Delta_x} f(w)| = |f \ast X_i p_{t_0}^x (w)|$$

$$\leq \int |f(wy^{-1})||X_i p_{t_0}^x(y)| \, d\rho(y)$$

$$\lesssim \int |f(wy^{-1})|(\delta_{x}^{-1})^{1/2}(y)e^{-c|y|^2} \, d\rho(y)$$

$$\lesssim \int |f(z)|(\delta_{x}^{-1})^{1/2}(z^{-1} w)e^{-c|z^{-1}w|^2} \, d\lambda(z)$$

$$\lesssim \int |f(z)|p_{t_0}^x(z^{-1}x) \, d\lambda(z)$$

$$= e^{-t_0 \Delta_x} |f|(x).$$

Therefore,

$$\left( S_{\alpha}^{\text{loc},q}(e^{-\Delta_x} f(x)) \right)^q = \int_0^1 \left( \frac{1}{u^\alpha V(u)} \int_{|y| < u} |D_y (e^{-\Delta_x} f)(x)| \, d\rho(y) \right)^q \frac{du}{u}$$

$$\lesssim \int_0^1 \left( \frac{1}{u^\alpha V(u)} \int_{|y| < u} u e^{-t_0 \Delta_x} |f|(x) \, d\rho(y) \right)^q \frac{du}{u}$$

$$\lesssim e^{-t_0 \Delta_x} |f|(x)^q,$$

where we used the fact that $\alpha \in (0, 1)$. Hence,

$$\| S_{\alpha}^{\text{loc},q} e^{-\Delta_x} f \|_{L_p(\mu_x)} \lesssim \| e^{-t_0 \Delta_x} |f| \|_{L_p(\mu_x)} \lesssim \| f \|_{L_p(\mu_x)},$$

which completes Step 3, and the proof of the theorem.

\[ \square \]

### 4.2 Characterization of Besov Norm by Differences

We now prove a characterization of the Besov norm in terms of the difference operator (16). Its proof is inspired by the one of [9, Theorem 1.16], in the case of a sub-Laplacian without drift on a unimodular group $G$ with respect to the Haar measure.

We set

$$A^{p,q}_{\alpha}(f) = \left( \int_{|y| \leq 1} \left( \frac{\| D_y f \|_{L_p(\mu_x)}^q}{|y|^\alpha} \frac{d\rho(y)}{V(|y|)} \right)^{1/q} \right)^{1/q},$$

(35)
**Theorem 9** Let $\alpha \in (0, 1)$ and $p, q \in [1, +\infty]$. Then

$$\|f\|_{B_{p,q}^\alpha} \approx A_{p,q}^\alpha(f) + \|f\|_{L^p(\mu_x)}$$

for any $f \in B_{p,q}^\alpha(\mu_x)$.

**Proof** We separate the proof in three steps. The first step deals with some simple integral estimates relying on the classical Schur’s test, while the second and third steps contain the inequalities $\lesssim$ and $\gtrsim$, respectively, in the statement.

**Step 1** Let $a \in \mathbb{R}$, $s \geq 0$, $c > 0$ and define the integral kernel $K : (0, 1) \times G \to [0, +\infty)$ by

$$K(t, y) = \chi^a(y) \left( \frac{|y|^2}{t} \right)^s \frac{V(|y|)}{V(\sqrt{t})} e^{-c|y|^2/t},$$

and the corresponding integral operator

$$T_K g(t) = \int_G K(t, y) g(y) \frac{d\rho(y)}{V(|y|)}.$$

Then, we show that for all $q \in [1, +\infty)$

$$T_K : L^q(G, d\rho/V(|\cdot|)) \to L^q((0, 1), dt/t)$$

is bounded.

To this end, it suffices to apply Schur’s test, see e.g. [11, Theorem 6.18], after showing that

(a) $\int_G K(t, y) \frac{d\rho(y)}{V(|y|)} \lesssim 1$, \quad (b) $\int_0^1 K(t, y) \frac{dt}{t} \lesssim 1$. \quad (37)

Observe that

$$\int_G K(t, y) \frac{d\rho(y)}{V(|y|)} = \int_{|y|^2 \leq t} K(t, y) \frac{d\rho(y)}{V(|y|)} + \int_{|y|^2 > t} K(t, y) \frac{d\rho(y)}{V(|y|)} =: I + II.$$

It is easy to check that $I \lesssim 1$. Moreover, since by (2) for every $j \geq 0$ and $t \in (0, 1)$

$$\frac{V(2j+1\sqrt{t})}{V(\sqrt{t})} \lesssim 2^d(j+1)e^{D2j+1},$$

we have

$$II \lesssim \sum_{j=0}^{\infty} \int_{2j\sqrt{t} \leq |y| < 2^{j+1}\sqrt{t}} \frac{1}{V(\sqrt{t})} 2^{2j}s e^{a_{\lambda_2}x^2 j+1\sqrt{t}} e^{-c2^j} d\rho(y) \lesssim 1.$$
Thus, condition (a) in (37) is satisfied. In order to prove (b), we separate two cases. If \(|y| \geq 1\), then
\[
\int_{0}^{1} K(t, y) \frac{dt}{t} \lesssim e^{acX|y| |y|^{2}} V(|y|) \int_{0}^{1} \frac{1}{V(\sqrt{t})} e^{-\frac{c}{2}|y|^{2}/t} \frac{dt}{t} \lesssim 1
\]
while, if \(|y| \leq 1\), (hence \(\chi(y) \lesssim 1\))
\[
\int_{0}^{1} K(t, y) \frac{dt}{t} \lesssim \int_{0}^{1} \left( \frac{|y|^{2}}{t} \right)^{s+d/2} e^{-c|y|^{2}/t} \frac{dt}{t} = \int_{|y|^{2}}^{\infty} u^{s+d/2} e^{-cu} \frac{du}{u} \lesssim 1,
\]
which proves (37). This completes Step 1.

**Step 2** We show that, for \(p, q \in [1, +\infty]\) and \(\alpha > 0\),
\[
\mathcal{B}_{p,q}^{\alpha}(f) \lesssim \mathcal{A}_{p,q}^{\alpha}(f) + \|f\|_{L^{p}(\mu_{\chi})}.
\]
We claim that there exists \(c > 0\) such that, for all \(f \in L^{p}(\mu_{\chi})\),
\[
\mathcal{B}_{p,q}^{\alpha}(f) \lesssim \left(\int_{G} \left( \frac{\|D_{y} f\|_{L^{p}(\mu_{\chi})} e^{-c|y|^{2}}}{|y|^{\alpha}} \right)^{q} \frac{d\rho(y)}{V(|y|)} \right)^{1/q}.
\]
Assuming the claim, we prove the estimate (38). By the claim, it suffices to prove that
\[
\left(\int_{G} \left( \frac{\|D_{y} f\|_{L^{p}(\mu_{\chi})} e^{-c|y|^{2}}}{|y|^{\alpha}} \right)^{q} \frac{d\rho(y)}{V(|y|)} \right)^{1/q} \lesssim \mathcal{A}_{p,q}^{\alpha}(f) + \|f\|_{L^{p}(\mu_{\chi})}.
\]
We split the integral on \(G\) as \(|y| < 1\) \(\cup\) \(|y| \geq 1\). On the one hand, it is easy to see that
\[
\left(\int_{|y| \leq 1} \left( \frac{\|D_{y} f\|_{L^{p}(\mu_{\chi})} e^{-c|y|^{2}}}{|y|^{\alpha}} \right)^{q} \frac{d\rho(y)}{V(|y|)} \right)^{1/q} \lesssim \mathcal{A}_{p,q}^{\alpha}(f),
\]
while since \(\|D_{y} f\|_{L^{p}(\mu_{\chi})} \leq (1 + \chi^{1/p}(y))\|f\|_{L^{p}(\mu_{\chi})}\),
\[
\left(\int_{|y| \geq 1} \left( \frac{\|D_{y} f\|_{L^{p}(\mu_{\chi})} e^{-c|y|^{2}}}{|y|^{\alpha}} \right)^{q} \frac{d\rho(y)}{V(|y|)} \right)^{1/q} \lesssim \|f\|_{L^{p}(\mu_{\chi})} \left(\int_{|y| \geq 1} (1 + e^{cX|y|^{2}}) e^{-c|y|^{2}} d\rho(y) \right)^{1/q}
\]
\[
\lesssim \|f\|_{L^{p}(\mu_{\chi})},
\]
since the volume of balls grows at most exponentially (see (2)).
It remains to prove the claim (39). Since
\[
\int_G \partial_t p^\chi_t (y) \, d\rho(y) = \partial_t \int_G p^\chi_t (y) \, d\rho(y) = 0,
\]
we have
\[
\frac{\partial}{\partial t} e^{-t\Delta_x} f(x) = \int_G f(x y^{-1}) \frac{\partial p^\chi_t (y)}{\partial t} \, d\rho(y) = \int_G \frac{\partial p^\chi_t (y)}{\partial t} (y) D_y f(x) \, d\rho(y).
\]
Thus,
\[
\left\| \frac{\partial}{\partial t} e^{-t\Delta_x} f \right\|_{L^p(\mu^\chi)} \leq \int_G \left| \frac{\partial p^\chi_t (y)}{\partial t} (y) \right| \| D_y f \|_{L^p(\mu^\chi)} \, d\rho(y).
\]
(40)
By Lemma 1 (v), (40) and [6, Lemma 3.3]
\[
\mathbb{B}_p^q (f)^q \approx \int_G \left| g(y) \right|^q \, d\rho(y) V(|y|) = \int_G \left( \frac{\| D_y f \|_{L^p(\mu^\chi)} e^{-b' |y|^2}}{|y|^a} \right)^q \, d\rho(y) V(|y|).
\]
The claim is proved, and Step 2 is complete.
Step 3 We prove that, for $p, q \in [1, +\infty]$ and $\alpha \in (0, 1)$,

$$A_{p,q}^\alpha(f) \lesssim B_{p,q}^\alpha(f) + \|f\|_{L^p(\mu)\chi}.$$ 

We write again $f$ as $f = (f - e^{-\Delta_1 f}) + e^{-\Delta_1 f}$ and decompose $f - e^{-\Delta_1 f} = \sum_{m=1}^{\infty} f_m$ as in (25). Then, using also (30), we have

$$f_m = \int_{2^{-m}}^{2^{-m+1}} \frac{\partial}{\partial t} e^{-t\Delta_1} f \, dt = \int_{2^{-m}}^{2^{-m+1}} \Delta_1 e^{-t\Delta_1} f \, dt = 2 \int_{2^{-m-1}}^{2^{-m}} \Delta_1 e^{-2t\Delta_1} f \, dt = 2e^{-2^{-m-1}\Delta_1} \int_{2^{-m-1}}^{2^{-m}} e^{-(t-2^{-m-1})\Delta_1} \Delta_1 e^{-t\Delta_1} f \, dt =: 2e^{-2^{-m-1}\Delta_1} h_m.$$ 

We set

$$\sigma_m = \int_{2^{-m-1}}^{2^{-m}} \left\| \frac{\partial}{\partial t} e^{-t\Delta_1} f \right\|_{L^p(\mu\chi)} \, dt$$

and observe that

$$\|f_m\|_{L^p(\mu\chi)} \lesssim \sigma_{m+1}.$$ (41)

Hence,

$$\|D_y f_m\|_{L^p(\mu\chi)} \lesssim (1 + \chi^{1/p}(y)) \|f_m\|_{L^p(\mu\chi)} \lesssim \sigma_{m+1}.$$ (42)

By [6, Lemma 3.3] it follows that for $i = 1, \ldots, \ell$,

$$\|X_i f_m\|_{L^p(\mu\chi)} \lesssim 2^{m/2} \|h_m\|_{L^p(\mu\chi)} \lesssim 2^{m/2} \sigma_m.$$ 

Therefore,

$$\|D_y f_m\|_{L^p(\mu\chi)} \lesssim |y| \sum_{i=1}^\ell \|X_i f_m\|_{L^p(\mu\chi)} \lesssim |y| 2^{m/2} \sigma_m.$$ (43)

Since $\sigma_m \leq 2\sigma_{m+1}$, (43), (41) and (42) imply

$$\|D_y f_m\|_{L^p(\mu\chi)} \lesssim \begin{cases} |y| 2^{m/2} \sigma_m & \text{if } |y|^2 < 2^{-m}, \\ \sigma_{m+1} & \text{if } |y|^2 \geq 2^{-m}. \end{cases}$$
Therefore, by Lemma 4.3 (i) in [6], we have

\[
\left( \mathbb{A}_{p,q}^{\alpha}(f - e^{-\Delta x} f) \right)^q \lesssim \sum_{j=1}^{\infty} \int_{2^{-j} \leq |y| < 2^{-j+1}} 2^{j\alpha/2} \left( \sum_{m=1}^{\infty} \| D_y f_m \|_{L^p(\mu)} \right)^q \frac{d\rho(y)}{V(|y|)}
\]

\[
\lesssim \sum_{j=1}^{\infty} 2^{j\alpha/2} \left( \sum_{m=1}^{j} 2^{(m-j)/2} \sigma_m + \sum_{m=j+1}^{\infty} \sigma_{m+1} \right)^q
\]

\[
\lesssim \sum_{j=1}^{\infty} 2^{j(q-1)/2} \left( \sum_{m=1}^{\infty} 2^{\min\{j,m\}/2} (\sigma_{m+1} + \sigma_m) \right)^q
\]

\[
\lesssim \sum_{m=1}^{\infty} \left( 2^{m\alpha/2} (\sigma_{m+1} + \sigma_m) \right)^q
\]

\[
\lesssim \sum_{m=0}^{\infty} \left( 2^{m\alpha/2} \int_{2^{-m-1}}^{2^{-m}} \| \partial_t e^{-t\Delta x} f \|_{L^p(\mu)} \, dt \right)^q
\]

\[
\lesssim \sum_{m=0}^{\infty} 2^{mq\alpha/2} 2^{-m(q-1)} \int_{2^{-m-1}}^{2^{-m}} \| \partial_t e^{-t\Delta x} f \|_{L^p(\mu)}^q \, dt
\]

\[
\lesssim \sum_{m=0}^{\infty} \int_{2^{-m-1}}^{2^{-m}} \left( t^{1-\alpha/2} \| \partial_t e^{-t\Delta x} f \|_{L^p(\mu)} \right)^q \frac{dt}{t}
\]

\[
= \left( \mathbb{B}_{p,q}^{\alpha}(f) \right)^q .
\]

Therefore, by (9) we have

\[
\mathbb{A}_{p,q}^{\alpha}(f - e^{-\Delta x} f) \lesssim \mathbb{B}_{p,q}^{\alpha}(f) .
\]

It remains to estimate \( \mathbb{A}_{p,q}^{\alpha}(e^{-\Delta x} f) \). As in (43), one can see that

\[
\| D_y e^{-\Delta x} f \|_{L^p(\mu)} \lesssim |y| \| f \|_{L^p(\mu)}
\]

so that, using the decomposition of the integral as sum of integrals over annuli,

\[
\mathbb{A}_{p,q}^{\alpha}(e^{-\Delta x} f) \leq \| f \|_{L^p(\mu)} \left( \int_{|y| \leq 1} |y|^{q(1-\alpha)} \frac{d\rho(y)}{V(|y|)} \right)^{1/q} \lesssim \| f \|_{L^p(\mu)} .
\]

The proof of Step 3 is complete. This concludes the proof of Theorem 9.
5 A Density Result

The main goal of this section is to show that the smooth functions with compact support are dense in the Triebel–Lizorkin and Besov spaces on $G$. This is the analogue of the classical density result in the Euclidean setting [53]; we refer the reader to [22, 24, 52] for its counterpart in other settings.

To prove our density results we shall use the following version of Young’s inequality which follows from [4, Proposition 12 of Chapter VIII, §4, No. 5].

**Lemma 10** If $\eta$ has support in $B_1$, then

$$\|\eta \ast f\|_{L^p(\mu_X)} \lesssim \|\eta\|_{L^1(\mu_X)} \|f\|_{L^p(\mu_X)}$$

(44)

for any $f \in L^p(\mu_X)$.

We now prove the density result.

**Theorem 11** Let $\alpha > 0$, $p, q \in (1, \infty)$ and let $X_{\alpha}^{p,q}$ denote either $F_{\alpha}^{p,q}(\mu_X)$ or $B_{\alpha}^{p,q}(\mu_X)$. Then, $C_\infty^c(G)$ is dense in $X_{\alpha}^{p,q}$.

**Proof** We begin by observing that Lemma 3 implies that $S$, hence $C_\infty^c$, is contained in $X_{\alpha}^{p,q}$. Indeed, if $m, n \in \mathbb{N}$ with $m > [\alpha/2]$ and $n$ to be chosen, for $\varphi \in S$, using (7) we have

$$|W_t^{(m)}\varphi(x)| \leq t^m e^{-n|x|} \sum_{|J| \leq 2m} N_{J,n}(\varphi).$$

Then, in order to estimate the norms in (10) and (11), it suffices to chose $n$ large enough so that $\int_G e^{-pn|x|}d\mu_X(x)$ is finite.

**Step 1** We first prove that we can approximate functions in $F_{\alpha}^{p,q}$ with functions having compact support when $\alpha \in (0, 1)$.

Let $\eta \in C_\infty^c(B_1)$, $\eta \geq 0$, $\int_G \eta d\rho = 1$. Given any $R > 2$, define $\eta_R = 1_{B_{2R}} \ast \eta$. Then, $\eta_R \in C_\infty^c(B_{R+1})$ and $\eta_R(x) = 1$ on $B_{R-1}$. We observe that $\|X_J \eta_R\|_\infty \lesssim 1$, for $|J| \leq n$. Indeed, the definition of the convolution implies that for any $J \in \mathbb{s}^k$, with $k \leq n$, we have that for all $x \in G$

$$|X_J \eta_R(x)| \leq \int_G 1_{B_R(y^{-1})} |X_J \eta(yx)| d\rho(y) \leq \|X_J \eta\|_{L^1(\rho)} \lesssim 1.$$

Hence

$$\|X_J \eta_R\|_\infty \lesssim 1.$$  

(45)

Then, let $f \in F_{\alpha}^{p,q}$ be given. We shall estimate the norm $\|f - f \eta_R\|_{F_{\alpha}^{p,q}}$ using the $S_{\alpha}^{loc,q}$-functional. Since $\alpha \in (0, 1)$, $f \in L^p(\mu_X)$ and $\|f - f \eta_R\|_{L^p(\mu_X)} \to 0$ as
\( R \rightarrow +\infty \). Next, we show that also
\[
\left\| S_{\alpha}^{\text{loc}, q}(f - f \eta_R) \right\|_{L^p(\mu_X)} \to 0,
\]
as \( R \rightarrow +\infty \). Set \( \xi_R = 1 - \eta_R \) and observe that \( \xi_R \) vanishes identically on \( B_{R-1} \). Then, we have

\[
[S_{\alpha}^{\text{loc}, q}(f - f \eta_R)(x)]^q
\leq \int_{0}^{1} \left[ \frac{1}{u^a V(u)} \int_{|y| \leq u} |\xi_R(xy^{-1}) f(xy^{-1}) - \xi_R(x) f(x)| \, d\rho(y) \right]^q \frac{du}{u}
\leq \int_{0}^{1} \left[ \frac{1}{u^a V(u)} \int_{|y| \leq u} \xi_R(xy^{-1}) |f(xy^{-1}) - f(x)| \, d\rho(y) \right]^q \frac{du}{u}
\leq \int_{0}^{1} \left[ \frac{1}{u^a V(u)} \int_{|y| \leq u} \xi_R(xy^{-1}) |f(xy^{-1}) - f(x)| \, d\rho(y) \right]^q \frac{du}{u}
\leq 1_{\{|x| \geq R-2\}}(x) \left( [S_{\alpha}^{\text{loc}, q} f(x)]^q + |f(x)|^q \right),
\]
since \( \xi_R(z) = 0 \) if \( |z| \leq R - 1 \), and \( \|\xi_R\|_\infty = 1 \). Therefore,

\[
\left\| S_{\alpha}^{\text{loc}, q}(f - f \eta_R) \right\|_{L^p(\mu_X)}^p \leq \int_{\{|x| \geq R-2\}} [S_{\alpha}^{\text{loc}, q} f(x)]^p \, d\mu_X(x) + \int_{\{|x| \geq R-2\}} |f(x)|^p \, d\mu_X(x).
\]
This proves (46) and therefore we can approximate any element of \( F_{\alpha}^{p,q} \) with elements with compact support.

**Step 2** Using the characterization of the norm in \( B_{\alpha}^{p,q} \) by finite differences for \( \alpha \in (0, 1) \), Theorem 9, we prove that we can approximate functions in \( B_{\alpha}^{p,q} \) with functions with compact support.

Let \( f \in B_{\alpha}^{p,q} \) be given and let \( \eta_R \) and \( \xi_R \) be as in Step 1. Then, for \( y \in B_1 \) and \( x \in G \) we write

\[
D_y(f \xi_R)(x) = (f \xi_R)(xy^{-1}) - (f \xi_R)(x)
= \xi_R(xy^{-1})[f(xy^{-1}) - f(x)] + f(x)[\xi_R(xy^{-1}) - \xi_R(x)]
=: F_R(x, y) + G_R(x, y).
\]
We observe that
\[
\left( \int_{|y| \leq 1} \left( \frac{\|G_R(\cdot, y)\|_{L^p(\mu_\chi)}}{|y|^\alpha} \right)^q \frac{d\rho(y)}{V(|y|)} \right)^{1/q} \\
\lesssim \left( \int_{|y| \leq 1} |y|^{(1-\alpha)q} \frac{d\rho(y)}{V(|y|)} \right)^{1/q} \|1_{\{|x| \geq R - 2\}} \|_{L^p(\mu_\chi)} \\
\lesssim \|1_{\{|x| \geq R - 2\}} \|_{L^p(\mu_\chi)},
\]
that tends to 0 as \( R \to +\infty \). Next, we observe that
\[
|F_R(x, y)| \leq 1_{\{|x| \geq R - 2\}} |D_y f(x)| \leq |D_y f(x)|,
\]
so that
\[
\|F_R(\cdot, y)\|_{L^p(\mu_\chi)} \leq \left( \int_{|x| \geq R - 2} |D_y f(x)|^p \, d\mu_\chi(x) \right)^{1/p} \to 0, \text{ as } R \to +\infty;
\]
\[
\|F_R(\cdot, y)\|_{L^p(\mu_\chi)} \leq \|D_y f\|_{L^p(\mu_\chi)}, \text{ which is independent of } R.
\]
Lebesgue’s theorem now gives that
\[
\left( \int_{|y| \leq 1} \left( \frac{\|F_R(\cdot, y)\|_{L^p(\mu_\chi)}}{|y|^\alpha} \right)^q \frac{d\rho(y)}{V(|y|)} \right)^{1/q} \to 0
\]
as \( R \to +\infty \). Hence, recalling (35), we have
\[
A_{\alpha}^{p,q}(f - f_\eta_R) \leq \left( \int_{|y| \leq 1} \left( \frac{\|F_R(\cdot, y)\|_{L^p(\mu_\chi)}}{|y|^\alpha} \right)^q \frac{d\rho(y)}{V(|y|)} \right)^{1/q} \\
+ \left( \int_{|y| \leq 1} \left( \frac{\|G_R(\cdot, y)\|_{L^p(\mu_\chi)}}{|y|^\alpha} \right)^q \frac{d\rho(y)}{V(|y|)} \right)^{1/q} \to 0,
\]
as \( R \to +\infty \). This completes Step 2.

**Step 3** We select a smooth approximation of the identity. Precisely, for \( 0 < \kappa \leq 1/2 \), select \( \psi_\kappa \in C^\infty_c(B_{\kappa}) \), \( \psi_\kappa \geq 0 \), and \( \|\psi_\kappa\|_{L^1(\chi)} = 1 \). Moreover, we require that \( \psi_\kappa \lesssim V(2\kappa)^{-1} \) (where the constant does not depend on \( \kappa \)).\(^2\) We then have
\[
|\psi_\kappa \ast f(x)| \lesssim Mf(x), \tag{47}
\]
\(^2\)This can achieved as follows. Let \( \tilde{\psi} \in C^\infty, 0 \leq \tilde{\psi} \leq 1 \), supp \( \tilde{\psi} \subseteq B_{\kappa/2}, \int_G \tilde{\psi} \, d\rho = 1 \), and define \( \psi_\kappa = C_\kappa V(2\kappa)^{-1} 1_{B_{\kappa/4}} \ast \tilde{\psi} \). By requiring that \( \|\psi_\kappa\|_{L^1(\chi)} = 1 \), we obtain that \( C_\kappa \approx 1 \).
where $M$ is the local maximal function, defined in (28). Indeed, we estimate

$$|\psi_\kappa \ast f(x)| = \left| \int_G \psi_\kappa(xy^{-1})f(y)\,d\rho(y) \right| \lesssim \frac{1}{V(2\kappa)} \int_{B(x,\kappa)} |f(y)|\,d\rho \lesssim Mf(x),$$

as claimed.

By [4, Proposition 20 of Chapter VIII, §4, No. 7] for any $g \in L^p(\mu_x)$, $\|\psi_\kappa \ast g \ast g\|_{L^p(\mu_x)}$ tends to 0, as $\kappa \to 0$. Next, notice that, by left invariance, $W_t^{(m)}(\psi_\kappa \ast f) = \psi_\kappa \ast W_t^{(m)}f$. Moreover, if $f \in S'$ has compact support, then $\psi_\kappa \ast f \in C^\infty_c(G)$.

**Step 4** We complete the proof that $C^\infty_c$ is dense in the Triebel–Lizorkin spaces, $F_d^{p,q}$ in the case $\alpha \in (0, 1)$. To this end, let $f \in F_d^{p,q}$ have compact support so that $\psi_\kappa \ast f \in C^\infty_c$.

Given an integer $m > \alpha/2$, by Theorem 7 we have

$$\|\psi_\kappa \ast f - f\|_{F_d^{p,q}} \lesssim \left( \sum_{j=0}^{+\infty} \left( 2^{j\alpha/2} |\psi_\kappa \ast W_t^{(m)}f - W_t^{(m)}f| \right)^q \right)^{1/q} \|\psi_\kappa \ast f - f\|_{L^p(\mu_x)} + \|\psi_\kappa \ast f - f\|_{L^p(\mu_x)}.$$

We only need to estimate the first term in the right hand side above. Observe that, since $f$ has compact support, $W_t^{(m)}f \in S$, for all $t \in (0, 1)$. Hence, [12, Proposition 2.44] gives that, for each $j$ fixed

$$\|\psi_\kappa \ast W_t^{(m)}f - W_t^{(m)}f\|_\infty \to 0 \quad \text{as} \quad \kappa \to 0.$$

We wish to apply Lebesgue’s theorem to the inner sum. We observe that by (47) we have that

$$(2^{j\alpha/2} |\psi_\kappa \ast W_t^{(m)}f - W_t^{(m)}f|)^q \lesssim (2^{j\alpha/2} [M(W_t^{(m)}f) + |W_t^{(m)}f|])^q,$$

which is (independent of $\kappa$ and) summable by [17, p. 481]. Thus, the inner sum tends to 0, as $\kappa \to 0$, for every $x \in G$, that is, the family of vector-valued functions $S_\kappa$,

$$S_\kappa := \left( 2^{j\alpha/2} \psi_\kappa \ast W_t^{(m)}f \right)_j : G \to \ell^q$$

as $\kappa \to 0$ converges pointwise to the vector-valued function $S : G \to \ell^q$, where $S := \left( 2^{j\alpha/2} W_t^{(m)}f \right)_j$. Since, as before, for $0 < \kappa \leq 1/2$,

$$\|S_\kappa(x)\|_{\ell^q} \lesssim \left( \sum_{j=0}^{+\infty} \left( 2^{j\alpha/2} M(W_t^{(m)}f(x))^q \right)^{1/q} \right) \in L^p(G, \ell^q, \mu_x).$$
We can apply Lebesgue’s theorem to obtain that \( S_\kappa \to S \) in \( L^p(G, \ell^q, \mu_\chi) \), that is,

\[
\left\| \left( \sum_{j=0}^{+\infty} \left( 2^{j\alpha/2} |\psi_\kappa \ast W^{(m)}_{2^{-j}} f - W^{(m)}_{2^{-j}} f |^q \right)^{1/q} \right) \right\|_{L^p(\mu_\chi)} \to 0 \quad \text{as} \quad \kappa \to 0,
\]
as we wished to show. Hence, \( C^\infty_c \) is dense in \( F^{p,q}_\alpha \), for \( p, q \in (1, \infty), \alpha \in (0, 1) \).

**Step 5** We complete the proof that \( C^\infty_c \) is dense in \( B^{p,q}_\alpha \) in the case \( \alpha \in (0, 1) \). Let \( f \in B^{p,q}_\alpha \) have compact support so that \( \psi_\kappa \ast f \in C^\infty_c \). We have

\[
\| \psi_\kappa \ast f - f \|_{B^{p,q}_\alpha} \\lesssim \left( \int_0^1 \left( t^{-\alpha/2} \| \psi_\kappa \ast W^{(m)}_t f - W^{(m)}_t f \|_{L^p(\mu_\chi)}^q \frac{dt}{t} \right)^{1/q} \right) + \| \psi_\kappa \ast f - f \|_{L^p(\mu_\chi)}.
\]

Now, \( \| \psi_\kappa \ast f - f \|_{L^p(\mu_\chi)} \) and \( \| \psi_\kappa \ast W^{(m)}_t f - W^{(m)}_t f \|_{L^p(\mu_\chi)} \to 0 \), as \( \kappa \to 0 \), the latter term for each \( t \in (0, 1) \) fixed. Using Young’s inequality (44) we see that

\[
\| \psi_\kappa \ast W^{(m)}_t f - W^{(m)}_t f \|_{L^p(\mu_\chi)} \lesssim \| W^{(m)}_t f \|_{L^p(\mu_\chi)},
\]

so that we may use Lebesgue’s theorem to obtain that

\[
\left( \int_0^1 \left( t^{-\alpha/2} \| \psi_\kappa \ast W^{(m)}_t f - W^{(m)}_t f \|_{L^p(\mu_\chi)}^q \frac{dt}{t} \right)^{1/q} \right) \to 0 \quad \text{as} \quad \kappa \to 0.
\]

This gives that \( \| \psi_\kappa \ast f - f \|_{B^{p,q}_\alpha} \to 0 \), as \( \kappa \to 0 \), and completes the proof that \( C^\infty_c \) is dense in \( B^{p,q}_\alpha \), for \( p, q \in (1, \infty), \alpha \in (0, 1) \).

**Step 6** We now prove that \( C^\infty_c \) is dense in \( X^{p,q}_{\alpha+1} \), for \( p, q \in (1, \infty), \alpha \in (0, 1) \). By [6, Theorem 4.5], \( \| f \|_{X^{p,q}_{\alpha+1}} \approx \| f \|_{X^{p,q}_\alpha} + \sum_{j=1}^\ell \| X_j f \|_{X^{p,q}_\alpha} \) for every \( f \in X^{p,q}_{\alpha+1} \). Let \( \varepsilon > 0 \). By the arguments in Steps 1 and 2, using the same notation, there exists \( R > 0 \) sufficiently large such that

\[
\| f - f \eta_R \|_{X^{p,q}_\alpha} < \varepsilon, \quad \text{and} \quad \| X_j f - (X_j f) \eta_R \|_{X^{p,q}_\alpha} < \varepsilon/2,
\]

for \( j = 1, \ldots, \ell \). Since \( X_j \eta_R \) is a \( C^\infty_c \) function vanishing in the ball \( B_{R-1} \) and \( X_j \eta_R \) are uniformly bounded by (45), by the arguments involving \( \zeta_R \) in Steps 1 and 2 we can also assume that \( \| f X_j \eta_R \|_{X^{p,q}_\alpha} < \varepsilon/2, j = 1, \ldots, \ell \). Therefore,

\[
\| f - f \eta_R \|_{X^{p,q}_{\alpha+1}} < \varepsilon, \quad \text{and} \quad \| X_j f - X_j (f \eta_R) \|_{X^{p,q}_\alpha} < \varepsilon,
\]

that is, \( \| f - f \eta_R \|_{X^{p,q}_{\alpha+1}} \lesssim \varepsilon \).
Next, given \( f \in X_{p,q}^{\alpha+1} \) having compact support, let \( \{ \psi_\kappa \} \), \( 0 < \kappa \leq 1/2 \) be the approximation of the identity of Step 3, and consider \( \psi_\kappa \ast f \). Then, by Steps 4 and 5, \( \psi_\kappa \ast f \to f \), \( X_j(\psi_\kappa \ast f) = \psi_\kappa \ast X_j f \to X_j f \), \( j = 1, \ldots, \ell \), in \( X_{p,q}^{\alpha+1} \), as \( \kappa \to 0 \). This implies that \( \psi_\kappa f \to f \) in \( X_{p,q}^{\alpha+1} \), as \( \kappa \to 0 \). This shows that \( C^\infty_c \) is dense in \( X_{p,q}^{\alpha+1} \), for \( \alpha \in (0, 1) \).

**Step 7** We now finish the proof. Arguing as in the previous step, we obtain that \( C^\infty_c \) is dense in \( X_{p,q}^{\alpha} \) for all \( \alpha \in (0, \infty) \setminus \mathbb{N} \). Let \( n \) be a positive integer, and \( \theta \in (0, 1) \). By [3, Theorem 4.2.2] \( X_{n+\theta}^{p,q} = X_{n-\theta}^{p,q} \cap X_{n+\theta}^{p,q} \) is dense in \( X_{n}^{p,q} \). Since \( C^\infty_c \) is dense in \( X_{n}^{p,q} \) which embeds continuously into \( X_{n}^{p,q} \), we deduce that \( C^\infty_c \) is dense in \( X_{n}^{p,q} \).

\[ \square \]

### 6 Isomorphisms of Triebel–Lizorkin and Besov Spaces

Goal of this section is to prove that Bessel potentials provide isomorphisms in both the Triebel–Lizorkin and Besov scales and that a simplified version of local Riesz transforms is bounded on both the Triebel–Lizorkin and Besov spaces. We continue to denote by \( X_{p,q}^{\alpha} \) either \( F_{p,q}^{\alpha} \) or \( B_{p,q}^{\alpha} \). We begin by showing that for all \( c \geq 0 \), the fractional powers of \( \Delta_\chi + cI \) are bounded on the spaces \( X_{p,q}^{\alpha} \). Precisely, we prove the following.

**Lemma 12** Let \( p, q \in (1, +\infty) \), \( \alpha \geq 0 \) and let \( \gamma > 0 \). Then, for all \( c \geq 0 \),

\[\begin{align*}
(\Delta_\chi + cI)^{\gamma/2} : X_{p,q}^{\alpha+\gamma} &\to X_{p,q}^{\alpha}
\end{align*}\]

is bounded.

**Proof** If \( \beta > 0 \), then for \( \tau > 0 \) we have

\[\tau^{-\beta} = \frac{1}{\Gamma(\beta)} \int_0^{+\infty} s^{\beta-1} e^{-\tau s} \, ds ,\]

so that, if \( \gamma > 0 \), \( c \geq 0 \) and \( k \geq [\gamma/2] + 1 \), for every \( f \in S \)

\[\begin{align*}
(\Delta_\chi + cI)^{\gamma/2} f = (\Delta_\chi + cI)^{-(k-\gamma/2)}(\Delta_\chi + cI)^k f \\
= \frac{1}{\Gamma(k-\gamma/2)} \int_0^{+\infty} s^{k-\gamma/2} e^{-s(\Delta_\chi + cI)}(\Delta_\chi + cI)^k f \frac{ds}{s} \\
= \frac{1}{\Gamma(k-\gamma/2)} \sum_{j=0}^k \sigma_j \int_0^{+\infty} s^{k-\gamma/2} e^{-cs} e^{-s\Delta_\chi} \Delta_j^j f \frac{ds}{s}
\end{align*}\]

(48)

for suitable positive constants \( \sigma_j \).
Step 1 We prove that for all $f \in X^{p,q}_\alpha$

$$\left\| e^{-\frac{1}{2} \Delta_X} (\Delta_X + cI)^{\gamma/2} f \right\|_{L^p(\mu_X)} \lesssim \left\| e^{-\frac{1}{4} \Delta_X} f \right\|_{L^p(\mu_X)} .$$

(49)

Using (48), [6, Lemma 3.3], the Cauchy–Schwarz inequality and the boundedness of the $g$-function (9), we notice that

$$\left\| e^{-\frac{1}{2} \Delta_X} (\Delta_X + cI)^{\gamma/2} f \right\|_{L^p(\mu_X)} \lesssim k \sum_{j=0}^{k-1} \int_0^{3/4} s^{k-\gamma/2} e^{-s(\Delta_X + cI)^{\gamma/2}} e^{-\frac{1}{4} \Delta_X} f \left\| \Delta_X^{\frac{1}{2}} f \right\|_{L^p(\mu_X)} ds + \left\| e^{-\frac{1}{4} \Delta_X} f \right\|_{L^p(\mu_X)}$$

$$\lesssim \sum_{j=0}^{k-1} \int_0^{1} \frac{s^{k-\gamma/2}}{(s + 1/4)^j} \left\| e^{-\frac{1}{4} \Delta_X} f \right\|_{L^p(\mu_X)} ds + \left\| e^{-\frac{1}{4} \Delta_X} f \right\|_{L^p(\mu_X)}$$

$$\lesssim \left\| g_j (e^{-\frac{1}{4} \Delta_X} f) \right\|_{L^p(\mu_X)}$$

and thus (49) holds true.

In order to proceed with the main part of the estimates, we need to consider, for $m > \alpha/2$,

$$W^{(m)}_t (\Delta_X + cI)^{\gamma/2} f$$

$$= \frac{1}{\Gamma(k - \gamma/2)} \sum_{j=0}^{k} \sigma_j \left( \int_0^{1} + \int_1^{+\infty} \right) s^{k-\gamma/2} e^{-s(\Delta_X + cI)^{\gamma/2}} e^{-cs} \Delta_X^{\frac{1}{2}} W^{(m)}_t f \left\| \Delta_X^{\frac{1}{2}} f \right\|_{L^p(\mu_X)} ds$$

(50)

$$=: \sum_{j=0}^{k} F^{(j)}_1 (t, \cdot) + F^{(j)}_\infty (t, \cdot).$$

Observe that $F^{(j)}_1, F^{(j)}_\infty$ are functions defined on $(0, 1) \times G$.

Step 2 We prove that

$$(\Delta_X + cI)^{\gamma/2} : B^{p,q}_{\alpha + \gamma} \to B^{p,q}_{\alpha}$$
is bounded, by showing that for any $f \in S$

$$
\int_0^1 \left( t^{-\alpha/2} \| W_t^{(m)} (\Delta_\chi + c I)^{\beta/2} f \|_{L^p(\mu_\chi)} \right)^q \frac{dt}{t} \\
\lesssim \int_0^1 \left( t^{-(\alpha+\gamma)/2} \| W_t^{(m+k)} f \|_{L^p(\mu_\chi)} \right)^q \frac{dt}{t}.
$$

(51)

By the norm equivalence in Theorem 6 and (49), Step 2 will follow.

We prove (51) using the decomposition (50). First, observe that

$$
\| F_0^1 (t, \cdot) + F_0^\infty (t, \cdot) \|_{L^p(\mu_\chi)} \\
\lesssim \left( \int_0^{+\infty} s^{-\gamma/2} e^{-cs} | e^{-s \Delta_\chi} W_t^{(m)} f | \frac{ds}{s} \right) \| \leq \| W_t^{(m)} f \|_{L^p(\mu_\chi)}.
$$

Thus, we may suppose $j \geq 1$. By the Cauchy–Schwarz inequality and the boundedness of the $g$-function (9)

$$
\| F_j^1 (t, \cdot) \|_{L^p(\mu_\chi)} \lesssim \left( \int_1^{+\infty} s^{-\gamma/2} e^{-cs} | e^{-s \Delta_\chi} \Delta_\chi^j W_t^{(m)} f | \frac{ds}{s} \right)^{1/2} \| L^p(\mu_\chi) \\
\lesssim \| g_j (W_t^{(m)} f) \|_{L^p(\mu_\chi)} \lesssim \| W_t^{(m)} f \|_{L^p(\mu_\chi)}.
$$

Therefore,

$$
\int_0^1 \left( t^{-\alpha/2} \| F_j^1 (t, \cdot) \|_{L^p(\mu_\chi)} \right)^q \frac{dt}{t} \\
\lesssim \int_0^1 \left( t^{-\alpha/2} \| W_t^{(m)} f \|_{L^p(\mu_\chi)} \right)^q \frac{dt}{t} \lesssim \| f \|_{B^{p,q}}^{q/p} \| f \|_{B^{p,q}_{a+\gamma}}.
$$

(52)

Next,

$$
\| F_j^1 (t, \cdot) \|_{L^p(\mu_\chi)} \lesssim \int_0^1 s^{-\gamma/2} \| e^{-s \Delta_\chi} \Delta_\chi^j W_t^{(m)} f \|_{L^p(\mu_\chi)} \frac{ds}{s} \\
= \left( \int_0^t + \int_t^1 \right) s^{-\gamma/2} \| e^{-s \Delta_\chi} W_t^{(m+j)} f \|_{L^p(\mu_\chi)} \frac{ds}{s} \lesssim \| f \|_{B^{p,q}}^{q/p} \| f \|_{B^{p,q}_{a+\gamma}}.
$$

(53)
Now,

\[ I_j(t) = \int_0^t t^{-j} s^{k-\gamma/2} e^{-s\Delta x} W_t^{(m+j)} f \|_{L^p(\mu_x)} \frac{ds}{s} \]

\[ \lesssim t^{-j} \| W_t^{(m+j)} f \|_{L^p(\mu_x)} \int_0^t s^{k-1-\gamma/2} ds \]

\[ \approx t^{k-j-\gamma/2} \| W_t^{(m+j)} f \|_{L^p(\mu_x)} , \]

so that, since \( m + j > (\alpha + \gamma + 2j - 2k)/2 \),

\[ \int_0^1 \left( t^{-\alpha/2} I_j(t) \right)^q \frac{dt}{t} \lesssim \int_0^1 \left( t^{-(\alpha+\gamma+2j-2k)/2} \| W_t^{(m+j)} f \|_{L^p(\mu_x)} \right)^q \frac{dt}{t} \]

\[ \lesssim \| f \|_{B^{\alpha+\gamma} q}^q \lesssim \| f \|_{B^{\alpha+\gamma} q} . \quad (54) \]

Next,

\[ t^{-\alpha/2} II_j(t) = \int_0^1 t^{-j-\alpha/2} s^{k-\gamma/2} e^{-s\Delta x} W_t^{(m+j)} f \|_{L^p(\mu_x)} \frac{ds}{s} \]

\[ \leq \int_0^1 \left( \int_0^1 K(s,t) g(s) \frac{ds}{s} \right)^q \frac{dt}{t} , \]

Hence,

\[ \int_0^1 \left( t^{-\alpha/2} II_j(t) \right)^q \frac{dt}{t} \leq \int_0^1 \left( \int_0^1 K(s,t) g(s) \frac{ds}{s} \right)^q \frac{dt}{t} , \]

where

\[ K(s,t) = 1_{[t<s]} \left( \frac{t}{s} \right)^{m-\alpha/2} \quad \text{and} \quad g(s) = s^{-(\alpha+\gamma+2j-2k)/2} \| W_s^{(m+j)} f \|_{L^p(\mu_x)} . \]

It is easy to check that

\[ \int_0^1 K(s,t) \frac{ds}{s} \lesssim 1 \quad \text{and} \quad \int_0^1 K(s,t) \frac{dt}{t} \lesssim 1 \]

so that Schur’s lemma (see [11] e.g.) gives that

\[ \int_0^1 \left( t^{-\alpha/2} II_j(t) \right)^q \frac{dt}{t} \lesssim \int_0^1 |g(t)|^q \frac{dt}{t} . \quad (55) \]

Thus, putting together (52) to (55) we obtain (51). This completes Step 2.
Step 3 We now prove that

$$(\Delta_x + cI)^{\gamma/2} : F^{p,q}_{\alpha + \gamma} \to F^{p,q}_\alpha$$

is bounded, by showing that for any $f \in S$

$$\left\| \left( \int_0^1 \left( t^{-\alpha/2} |W^{(m)}_t(\Delta_x + cI)^{\gamma/2} f| \right)^q \frac{dt}{t} \right)^{1/q} \right\|_{L^p(\mu_x)} \leq \left\| \left( \int_0^1 \left( (t^{-(\alpha + \gamma)/2} |W^{(m+k)}_t f| \right)^q \frac{dt}{t} \right)^{1/q} \right\|_{L^p(\mu_x)}.$$  \hfill (56)

Again, this, together with Theorem 6 and (49), will give the desired boundedness.

We use decomposition (50) again.

$$F^j_\infty(t, \cdot) = \frac{\sigma_j}{\Gamma(k - \gamma/2)} t^m e^{-t \Delta_x} \int_{s_0}^{+\infty} e^{-(s-1/2) \Delta_x} \Delta_x^{m+j} e^{-\frac{1}{2} \Delta_x} f \frac{ds}{s}.$$

We notice that, since $f \in S$ and $e^{-t \Delta_x}$ is continuous on $S'$, the integral converges in $S'$. By the Cauchy–Schwarz inequality and recalling (8), we have

$$|F^j_\infty(t, \cdot)| \lesssim t^m e^{-t \Delta_x} \left( \int_0^{+\infty} (s \Delta_x)^{m+j} e^{-s \Delta_x} e^{-\frac{1}{2} \Delta_x} f \frac{ds}{s} \right)^{1/2}.$$

Now we use \cite[Proposition 3.6 (ii)]{6} and the boundedness of the $g$-function to obtain

$$\left\| \left( \int_0^1 \left( t^{-\alpha/2} |F^j_\infty(t, \cdot)| \right)^q \frac{dt}{t} \right)^{1/q} \right\|_{L^p(\mu_x)} \lesssim \left\| \left( \int_0^1 \left( t^{-\alpha/2} g_{m+j}(e^{-\frac{1}{2} \Delta_x} f) \right)^q \frac{dt}{t} \right)^{1/q} \right\|_{L^p(\mu_x)} \lesssim \|g_{m+j}(e^{-\frac{1}{2} \Delta_x} f)\|_{L^p(\mu_x)} \lesssim \|e^{-\frac{1}{2} \Delta_x} f\|_{L^p(\mu_x)}.$$  \hfill (57)
Finally,
\[
\int_0^1 \left( t^{-\alpha/2} F'_1 (t, \cdot) \right)^q dt \\
\lesssim \int_0^1 \left( t^{-\alpha/2} \left( \int_0^t + \int_t^1 \right) s^{k-\gamma/2} e^{-s \Delta x} \Delta \chi W_t^{(m)} f \left| \frac{ds}{s} \right|^q \right) dt \\
\lesssim \int_0^1 \left( t^{-\alpha/2} \int_0^t s^{k-\gamma/2} e^{-s \Delta x} \Delta \chi W_t^{(m)} f \left| \frac{ds}{s} \right|^q \right) dt \\
\quad + \int_0^1 \left( t^{-\alpha/2} \int_t^1 s^{k-\gamma/2} e^{-s \Delta x} \Delta \chi W_t^{(m)} f \left| \frac{ds}{s} \right|^q \right) dt \\
=: I_j + II_j ,
\] (58)

where in this case, \( I_j \) and \( II_j \) are functions on \( G \). Similarly to the argument in Step 1, we have
\[
I_j = \int_0^1 \left( \int_0^t t^{m-\alpha/2} s^{k-\gamma/2} \left| W_{s+t}^{(m+j)} f \right| \frac{ds}{s} \right)^q dt \\
= \int_0^1 \left( \int_0^t t^{m-\alpha/2} (\tau - t)^{k-1-\gamma/2} \frac{\tau^{m+j-1}}{\tau^{m+k-1-(\alpha+\gamma)/2}} \left| W_{\tau}^{(m+j)} f \right| \frac{d\tau}{\tau} \right)^q dt \\
= \int_0^1 \left( \int_0^1 K(\tau, t) g(\tau) \frac{d\tau}{\tau} \right)^q dt ,
\]

where
\[
K(\tau, t) = 1_{\{ t < \tau < 2t \}} \frac{t^{m-\alpha/2} (\tau - t)^{k-1-\gamma/2}}{\tau^{m+k-1-(\alpha+\gamma)/2}} \quad \text{and} \quad g(\tau) = \tau^{-(\alpha+\gamma+2j-2k)/2} \left| W_{\tau}^{(m+k)} f \right| .
\]

Since
\[
\int_0^1 K(\tau, t) \frac{d\tau}{\tau} \lesssim 1 \quad \text{and} \quad \int_0^1 K(\tau, t) \frac{dt}{\tau} \lesssim 1 ,
\]

we obtain that
\[
I_j \lesssim \int_0^1 \left( t^{-\alpha+\gamma+2j-2k/2} \left| W_{t}^{(m+k)} f \right| \right)^q dt .
\] (59)
To estimate $II_j$ we use [6, Proposition 3.6 (iv)] and obtain that

$$\|II_j^{1/q}\|_{L^p(\mu_\chi)} = \left\| \left( \int_0^1 \left( \frac{t^{m-\alpha/2} e^{-t \Delta_x} W_s^{(m+j)} f}{s} \right) \frac{ds}{s} \frac{q \ dt}{t} \right)^{1/q} \right\|_{L^p(\mu_\chi)}$$

$$\leq \left\| \left( \int_0^1 \left( \frac{t^{m-\alpha/2} e^{-t \Delta_x} W_s^{(m+j)} f}{s} \right) \frac{ds}{s} \frac{q \ dt}{t} \right)^{1/q} \right\|_{L^p(\mu_\chi)}$$

$$\lesssim \left\| \left( \int_0^1 \left( \int_0^1 \left( K(s, t) g(s) \frac{ds}{s} \right) \frac{q \ dt}{t} \right)^{1/q} \right\|_{L^p(\mu_\chi)}$$

$$= \left\| \left( \int_0^1 \left( \int_0^1 K(s, t) g(s) \frac{ds}{s} \right) \frac{q \ dt}{t} \right)^{1/q} \right\|_{L^p(\mu_\chi)},$$

(60)

where we have set

$$K(s, t) = 1_{\{t < s\}} \left( \frac{1}{s} \right)^{m-\alpha/2} \quad \text{and} \quad g(s) = s^{-(\alpha+\gamma+2j-2k)/2} |W_s^{(m+j)} f|.$$

Again, since

$$\int_0^1 K(s, t) \frac{ds}{s} \lesssim 1 \quad \text{and} \quad \int_0^1 K(s, t) \frac{dt}{t} \lesssim 1,$$

we see that

$$\|II_j^{1/q}\|_{L^p(\mu_\chi)} \lesssim \left\| \left( \int_0^1 \left( t^{-\alpha+\gamma+2j-2k} |W_t^{(m+j)} f| \right)^{q \ dt}{t} \right)^{1/q} \right\|_{L^p(\mu_\chi)}.$$  (61)

Therefore, (58), (59) and (61) give

$$\|II_j^{1/q}\|_{L^p(\mu_\chi)} \lesssim \|I_j^{1/q}\|_{L^p(\mu_\chi)} + \|II_j^{1/q}\|_{L^p(\mu_\chi)}$$

$$\lesssim \|f\|_{F^{p,q}_{\alpha+\gamma+2j-2k}} \lesssim \|f\|_{F^{p,q}_{\alpha+\gamma}}.$$  (62)
This, together with (57), proves (56), and finally estimates (49) and (56) complete Step 3. The proof of the lemma is complete. \( \square \)

We are finally ready to prove the main result of this section.

**Theorem 13** Let \( \alpha \geq 0, \gamma \geq 0, p, q \in (1, +\infty), \) and let \( X^{p,q}_\alpha \) denote either space \( F^{p,q}_\alpha (\mu_\chi) \) or \( B^{p,q}_\alpha (\mu_\chi) \). Then, for \( c > 0 \) sufficiently large,

\[
(\Delta_\chi + cI)^{\gamma/2} : X^{p,q}_{\alpha + \gamma} \to X^{p,q}_\alpha
\]

is a surjective isomorphism, and its inverse is \( (\Delta_\chi + cI)^{-\gamma/2} \). Moreover, if \( c > 0 \) is sufficiently large, then, for all \( \alpha, \gamma \geq 0 \), the operators

\[
\Delta^{\gamma}_\chi (\Delta_\chi + cI)^{-\gamma} : X^{p,q}_\alpha \to X^{p,q}_\alpha
\]

are bounded.

We point out that, for any \( \gamma > 0 \), \( c \) is to be chosen so that the local Riesz transforms \( X_J (\Delta_\chi + cI)^{-|J|/2} \) are bounded on \( L^p(\mu_\chi) \), for \( 1 < p < \infty \) and \( |J| \leq \lceil \gamma/2 \rceil + 1 \). Moreover, the operators \( \Delta^{\gamma}_\chi (\Delta_\chi + cI)^{-\gamma} \) can be thought as a simplified version of the local Riesz transforms.

**Proof** Step 1 We first prove that, for \( n \in \mathbb{N} \), and \( c > 0 \) sufficiently large so that the local Riesz transforms \( X_J (\Delta_\chi + cI)^{-|J|/2} \) are bounded on \( L^p(\mu_\chi) \), for \( 1 < p < \infty \) and \( |J| \leq 2n \),

\[
(\Delta_\chi + cI)^{-n} : X^{p,q}_\alpha \to X^{p,q}_{\alpha + 2n}
\]

is bounded.

Since \( (\Delta_\chi + cI)^{-\beta} : L^p(\mu_\chi) \to L^p(\mu_\chi) \) is bounded, for \( p \in (1, +\infty) \) and \( \beta > 0 \), see [29] or also [5], we trivially have that

\[
\|e^{-\frac{1}{2}\Delta_\chi} (\Delta_\chi + cI)^{-n} f\|_{L^p(\mu_\chi)} \lesssim \|e^{-\frac{1}{2}\Delta_\chi} f\|_{L^p(\mu_\chi)} . \tag{63}
\]

Let \( m \geq \lceil \alpha/2 \rceil + 1 \). In the case of Besov spaces, it suffices to apply Theorem 3.2 in [5] to obtain

\[
\|W^{(m+n)}_t (\Delta_\chi + cI)^{-n} f\|_{L^p(\mu_\chi)} = \|(t\Delta_\chi)^n (\Delta_\chi + cI)^{-n} W^{(m)}_t f\|_{L^p(\mu_\chi)} \lesssim \sum_{|J| \leq 2n} \|X_J (\Delta_\chi + cI)^{-n} W^{(m)}_t f\|_{L^p(\mu_\chi)} \lesssim t^n \|W^{(m)}_t f\|_{L^p(\mu_\chi)} .
\]
Hence,
\[
\left( \int_0^1 \left( t^{-(n+\alpha/2)} \| W_t^{(m+n)}(\Delta_x + cI)^{-n} f \|_{L^p(\mu_x)} \right)^q \frac{dt}{t} \right)^{1/q} 
\leq \left( \int_0^1 \left( t^{-\alpha/2} \| W_t^{(m)} f \|_{L^p(\mu_x)} \right)^q \frac{dt}{t} \right)^{1/q}
\leq \| f \|_{B^{p,q}_n}. \tag{64}
\]

Therefore, (63) and (64) show that \((\Delta_x + cI)^{-n} : B^{p,q}_\alpha \rightarrow B^{p,q}_{\alpha+2n} \) is bounded, \(p, q \in (1, +\infty), \alpha \geq 0, n \in \mathbb{N} \).

Next we consider the case of the Triebel–Lizorkin spaces. Arguing as in (48) we write
\[
W_t^{(m+n)}(\Delta_x + cI)^{-n} f = \frac{1}{\Gamma(n)} \int_0^{+\infty} s^n e^{-cs} e^{-s\Delta_x} W_t^{(m+n)} f \frac{ds}{s}
\]
\[
= \frac{1}{\Gamma(n)} \left( \int_0^1 + \int_1^{+\infty} \right) s^n e^{-cs} e^{-s\Delta_x} W_t^{(m+n)} f \frac{ds}{s}
\]
\[
= : \frac{1}{\Gamma(n)} \left( A_1(t, \cdot) + A_\infty(t, \cdot) \right).
\]

We begin with the latter term and observe that, since \( f \in S \) and \( e^{-t\Delta_x} \) is continuous on \( S' \), we get
\[
|A_\infty(t, \cdot)| = t^{m+n} \left| e^{-t\Delta_x} \int_1^{+\infty} s^n e^{-cs} e^{-(s-1/2)\Delta_x} \Delta_x^{m+n} e^{-\frac{1}{2}\Delta_x} f \frac{ds}{s} \right|
\]
which by the Cauchy–Schwarz inequality is bounded by
\[
t^{m+n} e^{-t\Delta_x} \left( \int_0^{+\infty} |W_s^{(m+n)} e^{-\frac{1}{2}\Delta_x} f| \frac{ds}{s} \right)^2 \leq t^{m+n} e^{-t\Delta_x} g_{m+n}(e^{-\frac{1}{2}\Delta_x} f),
\]
where \( g_{m+n} \) is defined in (8). Therefore, by the above estimate, Proposition 3.6 (ii) in [6] and the boundedness of the g-function,
\[
\left\| \left( \int_0^1 \left( t^{-(n+\alpha/2)} |A_\infty(t, \cdot)| \right)^q \frac{dt}{t} \right)^{1/q} \right\|_{L^p(\mu_x)}
\leq \left\| \left( \int_0^1 \left( t^{-\alpha/2} e^{-t\Delta_x} g_{m+n}(e^{-\frac{1}{2}\Delta_x} f) \right)^q \frac{dt}{t} \right)^{1/q} \right\|_{L^p(\mu_x)} \tag{65}
\leq \| g_{m+n}(e^{-\frac{1}{2}\Delta_x} f) \|_{L^p(\mu_x)}
\leq \| e^{-\frac{1}{2}\Delta_x} f \|_{L^p(\mu_x)}.
Now we turn to $A_1(t, \cdot)$, and arguing as above and applying [6, Lemma 3.2 (i)] we get

$$|A_1(t, \cdot)| \leq t^{m+n} \left( \int_0^t s^n |e^{-(s+\frac{t}{2})\Delta_x} e^{-\frac{t}{2} \Delta_x} \Delta^{m+n}_x f| \frac{ds}{s} + e^{-t \Delta_x} \int_t^1 s^n |e^{-s \Delta_x} \Delta^{m+n}_x f| \frac{ds}{s} \right)$$

$$\lesssim t^{m+n} \left( \int_0^t s^n |e^{-ct \Delta_x} \Delta^{m+n}_x f| \frac{ds}{s} + e^{-t \Delta_x} \int_t^1 s^n |e^{-s \Delta_x} \Delta^{m+n}_x f| \frac{ds}{s} \right)$$

$$= t^{m+n} \left( t^n e^{-ct \Delta_x} \Delta^{m+n}_x f \right).$$  

(66)

As for the first term, by [6, Proposition 3.6 (i)] one has

$$\left\| \left( \int_0^1 \left( t^{-(n+\frac{m}{2})} t^{m+2n} e^{-ct \Delta_x} \Delta^{m+n}_x f \right) \frac{dt}{t} \right)^{1/q} \right\|_{L^p(\mu_\chi)} \lesssim \left\| \left( \int_0^1 \{t < s\} \left( \frac{t}{s} \right)^{m} t^{-\alpha/2} |W_t^{(m+n)} f| \frac{ds}{s} \right) \frac{dt}{t} \right\|_{L^p(\mu_\chi)} \lesssim \|f\|_{F^{p,q}_\alpha}.$$  

(67)

For the second term on the right hand side of (66) we use Schur’s test. Precisely, arguing as at the end of Step 2 in the proof of Lemma 12, we have

$$\int_0^1 \left( t^{m-\alpha/2} \int_t^1 s^n |e^{-s \Delta_x} \Delta^{m+n}_x f| \frac{ds}{s} \right)^q \frac{dt}{t}$$

$$= \int_0^1 \left( \int_0^1 \{t < s\} \left( \frac{t}{s} \right)^{m} t^{-\alpha/2} |W_t^{(m+n)} f| \frac{ds}{s} \right) \frac{dt}{t} \lesssim \int_0^1 \left( t^{-\alpha/2} |W_t^{(n+m)} f| \right) \frac{dt}{t}.$$  

(68)

Thus, by (67) and (68) we obtain that

$$\left\| \left( \int_0^1 \left( t^{-(n+\alpha/2)} |A_1(t, \cdot)| \right)^q \frac{dt}{t} \right)^{1/q} \right\|_{L^p(\mu_\chi)} \lesssim \|f\|_{F^{p,q}_\alpha}.$$  

(69)

Estimates (65) and (69) complete the proof of Step 1.
We now complete the proof.

We first observe that for \( \gamma \geq 0 \), the operator

\[
(\Delta + c I)^{-\gamma/2} : X^{p,q}_{\alpha} \to X^{p,q}_{\alpha + \gamma}
\]

is bounded. Indeed, it suffices to notice that, choosing \( n \in \mathbb{N}, n > \gamma/2 \) we have

\[
(\Delta + c I)^{-\gamma/2} = (\Delta + c I)^{n-\gamma/2}(\Delta + c I)^{-n}.
\]

The conclusion follows from the boundedness of the two operators on the right hand side given by Step 1 and Lemma 12. It now follows that

\[
(\Delta + c I)^{\gamma/2} : X^{p,q}_{\alpha + \gamma} \to X^{p,q}_{\alpha}
\]

is a surjective isomorphisms. Indeed, given any \( \phi \in S \), we can write

\[
\phi = (\Delta + c I)^{\gamma/2}(\Delta + c I)^{-\gamma/2}\phi = (\Delta + c I)^{-\gamma/2}(\Delta + c I)^{\gamma/2}\phi.
\]

Hence, given any \( f \in X^{p,q}_{\alpha} \), we can write

\[
f = (\Delta + c I)^{\gamma/2}(\Delta + c I)^{-\gamma/2}f,
\]

since \( f \in S' \).

Finally, it is now clear that for \( \alpha, \gamma \geq 0 \),

\[
(\Delta + c I)^{\gamma/2}(\Delta + c I)^{-\gamma/2} : X^{p,q}_{\alpha} \to X^{p,q}_{\alpha}
\]

is bounded. The proof is now complete.

Using Theorem 11 and applying the previous theorem with \( \alpha = 0 \) and \( \gamma = 2m \), \( m \) being a positive integer, we immediately obtain the following

**Corollary 14** Let \( p, q \in (1, \infty) \) and let \( X^{p,q}_0 \) denote either \( F^{p,q}_0 \) or \( B^{p,q}_0 \). Then, \( C_c^\infty(G) \) is dense in \( X^{p,q}_0 \).

## 7 Final Remarks and Open Problems

In this final section we discuss some directions for future work and indicate some open problems.

First of all, we stress the fact that in this work and [6] we have limited ourselves to the cases \( p, q \in (1, +\infty) \) and \( \alpha \geq 0 \). It would be interesting to investigate whether the spaces \( F^{p,2}_0(\mu_\chi) \) with \( p = 1, +\infty \), correspond respectively to the local Hardy
space $h^1(\mu_X)$ and its dual $bmo(\mu_X)$, introduced in [5], in analogy to the Euclidean setting. Such spaces turn out to be useful in many problems, most noticeably in the boundedness of singular integral operators. Moreover, Triebel–Lizorkin and Besov spaces with $0 < p < 1$ or $0 < q < 1$ are quasi-Banach and their treatment often requires different techniques. Finally, the spaces $X^{p,q}_\alpha(\mu_X)$ with $\alpha < 0$ should appear as natural duals of the spaces with positive index of regularity and are also of considerable interest.

We recall that Besov and also Triebel–Lizorkin spaces are instrumental to applications to solvability and regularity of solutions of nonlinear differential equations, as, for instance, in the spirit of the results in Section 6 in [5]. It would also be interesting to study the homogeneous versions of Sobolev, Besov and Triebel–Lizorkin spaces in the setting of this work. These spaces, in particular the homogeneous Besov spaces, appear naturally in the Strichartz estimates for the wave equation in the Euclidean space, or Lie groups of polynomial growth, see e.g. [2, 19] and [15].

Another set of natural and interesting questions concerns the generalization of some classical geometric inequalities, which have already been studied in the setting of manifolds and metric spaces under suitable geometric assumptions. In particular, we mention the Poincaré inequality, see [31] for the classical case and [27] for Carnot–Carathéodory groups, trace inequalities, see [31] for the classical case and [8] for Carnot–Carathéodory groups, isoperimetric and Sobolev inequalities [31] and [18], to name just a few. We intend to study extensions of these classical inequalities to the case of the sub-Laplacian $\Delta_X$ on a general Lie group $G$ and of the Sobolev, Triebel–Lizorkin and Besov spaces. We point out that in [45] the authors proved versions of Hardy, Hardy–Sobolev, Caffarelli–Nirenberg, Gagliardo–Nirenberg inequalities in the case of the Sobolev spaces $L_p^0(\mu_X)$.

Acknowledgments We thank Hans Triebel for pointing out some references and sharing with us a preprint version of his new book [54]. We also thank the referee for several corrections and suggestions that greatly improved the presentation of the manuscript.
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