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ABSTRACT
In this paper, we propose a distributed algorithm for the minimum dominating set problem. For some especial networks, we prove theoretically that the achieved answer by our proposed algorithm is a constant approximation factor of the exact answer. This problem arises naturally in social networks, for example in news spreading, avoiding rumor spreading and recommendation spreading. So we implement our algorithm on massive social networks and compare our results with the state of the art algorithms. Also, we extend our algorithm to solve the k-distance dominating set problem and experimentally study the efficiency of the proposed algorithm.

Our proposed algorithm is fast and easy to implement and can be used in dynamic networks where the edges and vertices are added or deleted constantly. More importantly, based on the experimental results the proposed algorithm has reasonable solutions and running time which enables us to use it in distributed model practically.
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1 INTRODUCTION
Nowadays online social networks are growing exponentially and they have important effect on our daily life. They influence politics and economics. Online shopping, online advertisement and social medias have important role in our life style. Even we communicate more with friends and family on social networks than face to face meetings.

To influence the network participants a key feature in a social network is the ability to communicate quickly within the network. For example, in an emergency situation, we may need to be able to reach to all network nodes, but only a small number of individuals in the network can be contacted directly due to the time or other constraints. However, if all nodes from the network are connected to at least one such individual who can be contacted directly (or is one of those individuals) then the emergency message can be quickly sent to all network participants. Or suppose that in a social network some nodes should be selected to distribute a news in the network or should be selected to avoid spreading rumors by checking the spreading news in the network. In these scenarios the goal is to choose the minimum number of such nodes. In graph theory this problem is called minimum dominating set problem.

Given a graph $G = (V, E)$ with the vertex set $V$ and the edge set $E$, a subset $S \subseteq V$ is a dominating set for $G$ if each node $v \in V \setminus S$ has a neighbor in $S$. Also $S \subseteq V$ is a total dominating set of $G$ if each node $v \in V$ has a neighbor in $S$. Let $\gamma(G)$ and $\gamma_t(G)$ be the size of a minimum dominating set (MDS) and a minimum total dominating set (MTDS) for a graph $G$, respectively. It is easy to see that if $G$ has no isolated vertices then $\gamma(G) \leq \gamma_t(G) \leq 2\gamma(G)$. Dominating set is an important concept in graph theory which arises in many areas. When the given network is very large such as social networks, we have limitations in memory and time. Sometimes we need to run the algorithm on distributed model. In a distributed model the network is abstracted as a simple $n$-node undirected graph $G = (V, E)$. There is one processor on each graph node $v \in V$, with a unique $\Theta(log\ n)$-bit identifier $ID(v)$, who initially knows only its neighbors in $G$. Communication happens in synchronous rounds. Per round, each node can send one, possibly different, $O(log\ n)$-bit message to each of its neighbors. At the end, each node should know its own part of the output. For instance, when computing the dominating set, each node knows whether it is in the dominating set or has a neighbor in the dominating set.

An extension of minimum dominating set problem is minimum $k$-distance dominating set problem where the goal is to choose a subset $S \subseteq V$ with minimum cardinality such that for every vertex $v \in V \setminus S$, there is a vertex $u \in S$ such that there is a path between them of length at most $k$. The minimum total $k$-distance dominating set is defined similarly. In social networks the minimum $k$-distance dominating set can be considered as social recommenders. The close nodes influence each other and they have the same preferences in a network. Suppose that we want to give a recommendation on a special product (e.g. which movie to watch) to each node of the network but we can not reach all of them because of the time constraint and advertising cost. We may choose minimum number of nodes such that they dominate all other nodes within distance $k$ from them. We give a recommendation to each of the selected nodes and then they spread it in the network. This is equal to solving the $k$-distance dominating set problem. For more on social recommendation see [14].
1.1 Previous works

Finding a minimum dominating set is NP-complete [17], even for planar graphs of maximum degree 5 [12], and cannot be approximated for general graphs with a constant ratio under the assumption \( P \neq NP \) [25]. An \( O(\log n) \)-approximation factor can be found by using a simple greedy algorithm. Moreover, negative results have been proved for the approximation of MDS even when limited to the power law graphs [13].

A number of works have been done on exact algorithms for MDS, which mainly focus on improving the upper bound of running time. State of the art exact algorithms for MDS are based on the branch and reduce paradigm and can achieve a run time of \( O(1.4969^n) \) [28]. Fixed parameterized algorithms have allowed to obtain better complexity results [18].

The main focus of such algorithms is on theoretical aspects. In the distributed model it is known that finding small dominating sets in local model is hard. Kuhn and Wattenhofer [19] proposed an algorithm with an approximation factor that is a function of the number of communication rounds. And the number of communication rounds also depends on \( \Delta \). For more theoretical results on distributed algorithms for MDS problem see [3]. In [16] it has been shown that for any \( \varepsilon > 0 \) there is no deterministic local algorithm that finds a \((7-\varepsilon)\)-approximation of a minimum dominating set for planar graphs. However, there exist an algorithm with approximation factor of 52 for computing a MDS in planar graphs [10, 20] in local model and an algorithm with approximation factor of 636 for anonymous networks [10, 31]. In [2], they improved the approximation factor in anonymous networks to 18 in planar graphs without 4-cycles. For more information on local algorithms see [27].

In practice, these theoretical algorithms are not applicable specially in large social networks because of time and space constraints. So we need to use heuristic algorithms to obtain solutions. See [26] for a comparison among several greedy heuristics for MDS. Heuristic search methods such as genetic algorithm [15] and ant colony optimization [23, 24] have been developed to solve MDS. Also Hyper metaheuristic algorithms combine different heuristic search algorithms and preprocessing techniques to obtain better performance [1, 4, 9, 21, 24]. These algorithms were tested on standard benchmarks with up to thousand vertices. The configuration checking (CC) strategy [6] has been applied to MDS and led to two local search algorithms. Wang et al. proposed the CC2FS algorithm for both unweighted and weighted MDS [30], and obtained better solutions than ACO-PP-LS [24] on standard benchmarks. Afterwards, another CC-based local search named FastMWDS was proposed, which significantly improved CC2FS on weighted massive graphs [29]. Chalupa proposed an order-based randomized local search named RLSo [8] and achieved better solutions than ACO-LS and ACO-PP-LS [23, 24] on standard benchmarks of unit disk graphs as well as some massive graphs. Fan et. al. designed a local search algorithm named ScBppw [11], based on two ideas including score checking and probabilistic random walk. Recently an efficient local search algorithm for MDS is proposed in [5]. The algorithm named FastDS is evaluated on some standard benchmarks. FastDS obtains the best performance for almost all benchmarks, and obtains better solutions than previous algorithms on massive graphs in their experiments.

A recent study for the \( k \)-distance dominating set problem can be found in [22]. They proposed a heuristic algorithm that can handle real-world instances with up to 17 million vertices and 33 million edges. They stated that this is the first time such large graphs are solved for the minimum \( k \)-distance dominating set problem. They compared their proposed algorithm with the other best know algorithms for this problem.

1.2 Our results

In this paper we propose a local approximation algorithm which is an extension of [2]. We prove that the approximation factor of this algorithm in planar triangle free graphs is 16 and 32 for MTDS problem and MDS problem, respectively.

We implement the centralized version of our algorithm and run it on real massive networks. The proposed algorithm is fast and easy to implement both in distributed model and centralized model and the achieved results are satisfactory. Also the proposed algorithm can be used in dynamic networks, where the network is changing constantly i.e. during the time some nodes and edges are added or deleted. For example in a social network some users may be offline during a time period and so they are disconnected from the network and this affects the network. We compare the results of centralized version of our algorithm with the results of [5] to show the efficiency of the achieved results. Also since the algorithm is fast, we compute dominating set for the other massive graphs. For further experiments we modify the algorithm to solve the \( k \)-distance dominating set problem and compare the results with [22].

Note that our main goal is to show the efficiency of proposed algorithm in distributed model and the experimental results show that the algorithm can be used in practice for large networks.

2 LOCAL ALGORITHM FOR DOMINATING SET IN GRAPHS

In this section we present our local algorithm for computing a (total) dominating set in graphs. We also compute the approximation factor of the algorithm, Algorithm 1, for triangle free planar graphs.

2.1 Algorithm

Let \( G \) be a graph with vertex set \( V = \{v_1, \ldots, v_n\} \) and let \( d_i \) be the degree of \( v_i \). A local distributed algorithm that computes a total dominating set for \( G \) is presented in Algorithm 1. We assume that \( G \) does not have isolated vertices (vertices with degree 0) because the concept of total dominating set can not be defined if the graph has a vertex with degree 0.

Now we show the correctness of Algorithm 1. In each step each vertex marks one of its adjacent vertices, this means the marked vertices form a total dominating set. Note that a total dominating set is also a dominating set so, this algorithm also serves as an algorithm for MDS problem.
Algorithm 1: Distributed Algorithm for computing a total dominating set in a graph with given integer $m \geq 0$.

1. In the first round, each node $v_i$ chooses a random number $0 < r_i < 1$ and computes its weight $w_i = d_i + r_i$ and sends $w_i$ to its adjacent neighbors.
2. In the second round, each node $v$ marks a neighbor vertex $v_j$, whose weight $w_j$ is maximum among all the other neighbors of $v$.
3. for $m$ rounds do
   4. Let $x_j$ be the number of times that a vertex is marked by its neighbor vertices, let $w_j = x_j + r_j$
   5. Unmark the marked vertices.
   6. Each vertex marks the vertex with maximum $w_i$ among its neighbor vertices.
4. end for
5. The marked vertices are considered as the vertices in our total dominating set for $G$.

2.2 Approximation factor of Algorithm 1 for $m = 0$ in planar graphs without triangles

Now we compute the approximation factor of Algorithm 1 for planar triangle free graphs.

Theorem 2.1. The approximation factor of Algorithm 1 with $m = 0$ for triangle free planar graphs for MDS problem and MTDS problem are respectively 32 and 16.

Proof. Let $V' = \{v'_1, v'_2, \ldots, v'_\alpha\}$ be the set of vertices that are marked in the algorithm. Let $V_{opt} = \{v''_1, v''_2, \ldots, v''_\beta\}$ be an optimal solution for MTDS. We construct a planar multi-graph $G'$ (i.e. might have multiple edges between two of its vertices) with the vertex set of $V_{opt}$ and $k$ edges that are traced either along an edge of $G$ or along a path of length 3 of $G$ (called a broken edge). We show that each edge of this graph is counted at most twice, so we have a planar graph with at least $k/2$ edges. Since this graph is planar, we can divide the edges between two vertices (if there are many) into two groups, the top and bottom edges (called outer edges), and the middle edges (called inner edges). We can at most have $60pt$ outer edges (planar simple graph with $m$ vertices has at most $3m$ edges. Our graph might have double edges, hence the factor of 6). To any inner edge we associate a vertex $z''$ in $V_{opt}$ and show that each element of $V_{opt}$ can be associated to at most 2 inner edges and hence the number of inner edges is at most $20pt$. So $k/2$ is at most $60pt + 20pt = 80pt$ and $k < 160pt$. Now we explain the details.

To any vertex $v$ associate in an arbitrary way a vertex $v'' \in V_{opt}$ that dominates it. For each $v'' \in V'$, choose a vertex $u$ that marks it. Now let $v''$ and $u''$ be the dominating vertices in $V_{opt}$ for $v''$ and $u$. Since $G$ is triangle free, so $v'' \neq u''$. If $u''$ and $v''$ are different from $v''$ and $u$ then we draw a broken edge traced on the path of length three $u'' - u - v'' - u''$ otherwise they are connected by an edge $e$ in $G$ that we trace $e$ (tracing means we draw an edge almost identical, so we avoid unnecessary collision of edges). For each element of $V'$ we have an edge between two vertices of $V_{opt}$ so we have $k$ edges. The broken edge $u'' - u - v'' - u''$ will be counted twice if $u$ is also in $V'$ and $v''$ is the vertex that marks it. There is no crossing, since a crossing can occur either at the vertex $u$ or $v''$, when $u$ is in $V'$ or $v''$ marks a vertex $v'''$ in $V'$. In both cases since we have chosen a fixed dominating vertex in $V_{opt}$, we can draw the broken edge in a non-crossing manner. If $v''' - x - y - w''$ is an inner edge and $x$ and $v'''$ is marked $y$, since $d_{v''}$ is at least 3 (there are two outer edges in this case) so $d_x$ is at least 3 as well, and hence there is a vertex $z$ that is connected to $y$ and hence there is a vertex $z''$ in $V_{opt}$ that dominates it. We associate $z''$ to this inner edge. Since $z''$ is bounded between two (broken) edges from $v''$ to $w''$ it can be associated to at most one more inner edge, therefore the number of inner edges is at most 20pt.

Now we show how to extend this algorithm to solve the $k$-distance dominating set problem. In solving the $k$-distance dominating set problem, for each node $v$, its neighbors are the vertices that their distance from $v$ is at most $k$ and the algorithm is run as before.

Note that $r_i$’s are not used in this proof, however in experiments they give a total order on the vertices of the graph (according to $d_i + r_i$) and hence the number of marked vertices will be reduced in principle. For example consider a complete graph (although non-planar) without $r_i$’s then it is possible that each vertex chooses a different neighbor and instead of just one vertex, all the vertices get marked. But with $r_i$’s all the vertices will choose one vertex.

Now we show how to extend this algorithm to solve the $k$-distance dominating set problem. In solving the $k$-distance dominating set problem, for each node $v$, its neighbors are the vertices that their distance from $v$ is at most $k$ and the algorithm is run as before.

3 EXPERIMENTAL RESULTS

In this section we present our experimental results. In theory we have seen that the algorithm has good approximation factor in certain networks, for example planar graphs without 4-cycles or planar graphs without triangles. These approximation factors are achieved in the worst case, however in practice this is not the case that happens most of the time. So based on this fact we can expect good results for real data too.

We choose 5 benchmarks which were used in [5] to compare the performance of our algorithms with their algorithm which is denoted as FastDS. In [5] they compared FastDS with four heuristic algorithms, including CC2FSS [30], FastMWDSP [29], RLS [8] and ScBppw [11]. It is stated that CC2FSS is good at solving standard benchmarks, while FastMWDSP and ScBppw are designed to solve massive graphs, and RLS is a recent algorithm that outperforms previous ant optimization and hyper meta-heuristic algorithms.

In [5] for each instance, all algorithms were executed 10 times with random seeds 1, 2, 3 . . . 10. The time limit of each run was 1000 seconds. For each instance, they reported the best size (Dmin) and the average size (Davg) of the solutions found over the 10 runs. Compared to the other algorithms the FastDS algorithm outperformed in the quality of solutions in most cases [5].

In the following we present a brief description of the benchmarks from [5].

T1: This data set consists of 520 instances where each instance has two different weight functions. As in [5] we select these original graphs where the weight of each vertex is set to 1. There are 52 families, each of which contains 10 instances with the same size.

---

1http://mail.ipb.ac.rs/rakaj/home/BenchmarkMWDSP.htm
BHOSLIB\textsuperscript{2}: This benchmark are generated based on the RB model near the phase transition. It is known as a popular benchmark for graph theoretic problems.

SNAP\textsuperscript{3}: This benchmark is from Stanford Large Network Dataset Collection. It is a collection of real world graphs from $10^3$ vertices to $10^7$ vertices.

DIMACS\textsuperscript{4}: This benchmark is from the 10th DIMACS implementation challenge, which aims to provide large challenging instances for graph theoretic problems.

Network Repository\textsuperscript{5}: The Network Data Repository includes massive graphs from various areas. Many of the graphs have 100 thousands or millions of vertices. This benchmark has been widely used for graph theoretic problems including vertex cover, clique, coloring, and dominating set problems.

As in [5] for SNAP benchmarks we consider the graphs with at list 3000 vertices and for Repository benchmark we choose the graphs with at least $10^3$ vertices.

In [5] the algorithms were implemented in C++ and compiled by g++. All experiments were run on a server with Intel Xeon E5-2640 v4 2.40GHz with 128GB RAM under CentOS 7.5. In our experiment the algorithm is implemented in Java and is run on a server with Intel Xeon E5-2650 v3s 2.29GHz with 70GB RAM under Ubuntu 18.04.4.

In Table 1 the average running time of Algorithm 1, FastDS, CCFS and FastMWDS for BHOSLIB and T1 benchmarks are stated. Note that we can not compare the running times because the configuration of our system and the programming language in our experiment are not the same as [5] but we remark that their’s is more efficient than ours.

As it can be seen for these benchmarks our algorithm is really fast. In all our experiments we mention the running time for each instance in our sequential implementations.

Table 1: Average running time of algorithms.

| Benchmark | CCFS | FastMWDS | FastDs | Algorithm 4 | m = 0, 2, 5 |
|-----------|------|----------|--------|-------------|-------------|
| T1        | 4.88s | 8.35s    | 11.23s | 0.0021, 0.0048, 0.0074 |
| BHOSLIB   | 96.68s | 101.44s | 95.62s | 0.028, 0.076, 0.111 |

In the following, we presented our experimental results. Note that our algorithm computes a total dominating set and since a total dominating set is also a dominating set, we report the marked vertices as a dominating set. In theory, the MTDS is at most 2 times the value of $v_4$. Also, note that we can have a trade-off between the running time and the quality of solution by changing the number of marked vertices.

Table 2 contains the results for T1 benchmark. In Table 3 we present the results for BHOSLIB benchmark. In this benchmark the achieved results by Algorithm 1 are surprisingly better than FastDs. This happens because of the nature of our algorithm. In dense graphs or the graphs with large maximum degree, close to $n$ (number of vertices), the adjacent vertices to the maximum degree choose it, so the number of marked vertices is small and close to the exact solution. For example in frb100-40 instance of BHOSLIB benchmark, the number of vertices is about 4000, the maximum degree is 3864, the minimum degree is 3553. Our algorithm choose 3 vertices, v1096, v1555 and v1088 with degrees 3864, 3861 and 3861 respectively.

Table 4 contains the result for snap and DIMACS10 benchmarks. In Table 5 we present the result for Network repository benchmark. In this benchmark we also run the algorithm on more instances related to web and social networks other than [5]. The empty cells are the instances that were not computed in [5].
These experiments show that the fast running time and easy implementation of our proposed algorithm enable us to compute reasonable solutions for really large networks. This algorithm can be used in very large networks that previous algorithms were not able to compute the solution because of time or hardware limitations.

The quality of solutions in our algorithm is worse than [5] in some benchmarks. However our results are at most 2 times of the results of FastDS which is reasonable since as we said before our algorithm finds a total dominating set which potentially can be 2 times larger than the dominating set that the other algorithms find and also the algorithm is distributed and the previous ones do not work in distributed setting. Obviously not all the sequential algorithms can be made distributed with the same solution quality. This happens in distributed algorithms for MDS problem as well. We wanted to show that a simple and fast distributed algorithm can have reasonable solutions. However because of the fast running time of our algorithm, it can be use in sequential model in the case where we have time limit, since even for small values of $m$, the algorithm gives reasonable results.

For the further experiments we solve the $k$-distance dominating set problem on some of the large social networks instances. The instances are from the network repository benchmark. We compare our results with the results of [22]. Their experiments are conducted on a computer with Intel Core i7-8750h 2.2 GHz running Ubuntu OS. The programming language is Python using igraph package to perform graph computations. In [22] their algorithm known as HEU4 was compared with an algorithm called

| Instance | time(s) $m = 0, 2, 5$ | Sol Alg 1 | FastDS [5] |
|----------|----------------------|-----------|------------|
| frb50-23-1 | 0.024, 0.032, 0.115 | 3, 3, 3 | 14 |
| frb50-23-2 | 0.023, 0.032, 0.061 | 6, 3, 3 | 18 |
| frb50-23-3 | 0.030, 0.034, 0.059 | 4, 4, 4 | 16 |
| frb50-23-4 | 0.023, 0.033, 0.084 | 4, 4, 4 | 16 |

Table 3: Experimental results for BHOSLIB benchmark for $m = 0, 2, 5$.|

| Instance | time(s) $m = 0, 2, 5$ | Sol Alg 1 | FastDS [5] |
|----------|----------------------|-----------|------------|
| Amazon03902(V26K, E1, 2M) | 4.322, 11.832, 21.681 | 82690, 71023, 68914 | 35593 |
| Amazon03124(V400K, E3, 2M) | 7.833, 19.976, 32.826 | 100960, 81107, 75368 | 45490 |
| Amazon05934(V410K, E3, 3M) | 6.962, 16.655, 29.429 | 91009, 78335, 72223 | 47310 |

Table 4: Experimental results for Network snap and DIMACS10 benchmark for $m = 0, 2, 5$.|

for $m = 0, 2, 5$. | time(s) $m = 0, 2, 5$ | Sol Alg 1 | FastDS [5] |
|----------|----------------------|-----------|------------|
| Amazon03902(V26K, E1, 2M) | 4.322, 11.832, 21.681 | 82690, 71023, 68914 | 35593 |
| Amazon03124(V400K, E3, 2M) | 7.833, 19.976, 32.826 | 100960, 81107, 75368 | 45490 |

for $m = 0, 2, 5$. | time(s) $m = 0, 2, 5$ | Sol Alg 1 | FastDS [5] |
|----------|----------------------|-----------|------------|
| Amazon03902(V26K, E1, 2M) | 4.322, 11.832, 21.681 | 82690, 71023, 68914 | 35593 |
| Amazon03124(V400K, E3, 2M) | 7.833, 19.976, 32.826 | 100960, 81107, 75368 | 45490 |

for $m = 0, 2, 5$. | time(s) $m = 0, 2, 5$ | Sol Alg 1 | FastDS [5] |
|----------|----------------------|-----------|------------|
| Amazon03902(V26K, E1, 2M) | 4.322, 11.832, 21.681 | 82690, 71023, 68914 | 35593 |
| Amazon03124(V400K, E3, 2M) | 7.833, 19.976, 32.826 | 100960, 81107, 75368 | 45490 |

for $m = 0, 2, 5$. | time(s) $m = 0, 2, 5$ | Sol Alg 1 | FastDS [5] |
|----------|----------------------|-----------|------------|
| Amazon03902(V26K, E1, 2M) | 4.322, 11.832, 21.681 | 82690, 71023, 68914 | 35593 |
| Amazon03124(V400K, E3, 2M) | 7.833, 19.976, 32.826 | 100960, 81107, 75368 | 45490 |

for $m = 0, 2, 5$. | time(s) $m = 0, 2, 5$ | Sol Alg 1 | FastDS [5] |
|----------|----------------------|-----------|------------|
| Amazon03902(V26K, E1, 2M) | 4.322, 11.832, 21.681 | 82690, 71023, 68914 | 35593 |
| Amazon03124(V400K, E3, 2M) | 7.833, 19.976, 32.826 | 100960, 81107, 75368 | 45490 |

for $m = 0, 2, 5$. | time(s) $m = 0, 2, 5$ | Sol Alg 1 | FastDS [5] |
|----------|----------------------|-----------|------------|
| Amazon03902(V26K, E1, 2M) | 4.322, 11.832, 21.681 | 82690, 71023, 68914 | 35593 |
| Amazon03124(V400K, E3, 2M) | 7.833, 19.976, 32.826 | 100960, 81107, 75368 | 45490 |
HEU3 from [7] and another greedy algorithm called HEU1 which was used by their partner. In Table 6 the results are shown. As it can be seen our algorithm has reasonable results in distributed model compared to their results in sequential model. Note that again we cannot compare the running times since the configuration of systems are different.

If we construct a graph $G'$ from $G$ such that there is an edge between two vertices $u$ and $v$ if their distance is at most $k$, then solving the minimum $k$-distance dominating set for $G$ is equal to solving MDS for $G'$. This means that for larger values of $k$ the graph $G'$ will be denser than $G$. So we expect that our algorithm outputs near optimal solutions for larger values of $k$ in dense graphs. In the $k$-distance dominating set problem theoretically the algorithm needs $O(km)$ rounds because when a node wants to mark its neighbor with maximum $w_i$ it needs $k$ rounds to receive $w_i$'s of neighbors within distance $k$ from itself.

Note that we have implemented the sequential version of Algorithm 1 without any change in the distributed version. In the distributed model all nodes are executing at the same time, here at the same time in each round they choose their neighbor with
maximum weight, in our sequential implementation the same nodes are chosen but one by one as well. So the results of distributed implementation and sequential implementation are the same.

We can modify this centralized version to improve the quality of the solution and also reduce the running time. For example in the for loop that for each vertex \( v_i \) we choose a neighbor with maximum weight, we can have the following modification. For each vertex \( v_i \) if it is not dominated choose a neighbor \( u \) with maximum weight and dominate the vertices that are adjacent to \( u \). This modification can improve the quality of solution and the running time since for the vertices that are dominated in the previous steps we do not need to find the neighbor with maximum weight. Also for the running time we have not tried to use fast algorithms for finding the neighbors within distance \( k \). But we have not done the above modifications because we want to show the efficiency and easy implementation of Algorithm 1 in the distributed model.

4 CONCLUDING REMARKS

In this paper we proposed a distributed algorithm for the MDS problem and also \( k \)-distance dominating set problem. Theoretically, for MDS problem we analyzed the approximation factor of Algorithm 1 for triangle free planar graphs. As it can be seen in the proofs, the restriction for not having triangles or 4-cycles (in [2]) is used to get a graph without multiple edges. Hence for a planar graph \( G \) or even a general graph \( G \) with small crossing number, we can still use this algorithm to get a possibly worse approximation factor. The crossing number of a graph \( G \) is the lowest number of edge crossings of a plane drawing of the graph \( G \). For instance, a graph is planar if and only if its crossing number is zero. In practice as an example of such networks consider the network of streets in an urban area where the streets are edges and the cross points of streets are nodes. This graph is planar and it has a few number of triangles.

Also, as the experiments show by increasing \( m \) in our algorithm the quality of the solution increases. It is an interesting problem to theoretically see how the approximation factors given in Theorem 2.1 change if one increases \( m \). The experiments suggest that for small values of \( m \) this improvement is significant and as \( m \) increases to bigger numbers, the improvements are marginal.

Also in a future work, one can modify the algorithm to solve the set-cover problem. In the set-cover problem we are given a set \( A = \{a_1, a_2, \ldots, a_n\} \) of \( n \) elements and \( m \) subsets, \( A_1, A_2, \ldots, A_m \) of \( A \). The goal is to choose the minimum number of subsets that they cover all the elements of \( A \). Again simply each element \( a_i \) chooses a subset \( A_j \) with maximum size such that \( a_i \in A_j \). Then \( x_j \)'s are the number of times that \( A_j \)'s are chosen by the elements. Then for \( m \) rounds we repeat the algorithm.

Note that beside the fact that this algorithm is distributed we can easily implement it in a dynamic model where the network is changing dynamically. This is the case that happens in social networks constantly. When an edge is added to the network, we can easily update the answer based on the added vertex. Especially in the case of \( m = 0 \), it is enough to change the answer of those vertices that are connected to the added vertex and their neighbors. So the update can be done very fast.

Here in the first step of algorithm, we consider the neighbor vertices with maximum degrees. However based on the input graph one can modify the algorithm and choose the initial vertices based on other properties.
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Table 6: Experimental results for Network repository benchmark for \( m = 0, 2, 5 \) and \( k = 2 \).

| instance     | Alg 1 sol m=0,2,5 | Alg 1 time(s) m=0,2,5 | HEU1 sol | HEU1 time(s) | HEU2 sol | HEU4 time |
|--------------|-------------------|-----------------------|----------|--------------|----------|----------|
| soc-delicious| 32029, 18666, 17575 | 6.763, 18.937, 36.800 | 34516 | 3.57 | 8155 | 2064.00 |
| soc-flixster | 36912, 20881, 17331 | 132.385, 413.433, 716.118 | 48389 | 85.93 | 9860 | 23694.58 |
| soc-livejournal | 39599, 20184, 17331 | 269.600, 656.184, 1182.615 | 431522 | 1292.87 | 187212 | 60.20.42 |
