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1. Introduction

The world was running very smoothly, and all countries were engaged in improving their gross domestic product (GDP). Suddenly, the novel coronavirus disease (Covid-19) knocked Wuhan, China, in December 2019, which was viewed as the start of an epidemic however it overwhelmed the entire world in a very short span of time and took the form of a pandemic. Covid-19 is highly contagious in nature and is caused by the virus severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) [14,19,34,35,43,48,55]. In the starting phase, it was considered as the spread of viral pneumonia, linked to the exposure to the seafood market [46,51,53]. On January 7, 2020, the virus was isolated, and it confirmed the identity of 2019-nCoV (novel coronavirus) by the Chinese health agencies, which on February 11, 2020, was termed as COVID-19 by the World Health Organization [43]. Till date, COVID-19 has led to the death of 2,863,356 individuals around the globe and affected more than 51,016,108 people as on May 12, 2020, reported by the World Health Organization [43]. Deaths caused by COVID-19 are expected to increase far more than the previous two coronaviruses, namely SARS-CoV and MERS-CoV [10,24].

The emergency situation caused due to the outbreak of a new infection raises many important questions related to its transmission dynamics, mitigation, and control measures. Researchers are taking the help of mathematical modeling in order to provide answers to such urgent queries [7]. As the medicine is not yet discovered, Governments make efforts to control situations by instructing strategies such as social distancing, quarantine and
contact tracing of the infected or suspected people, complete lockdown of the area and impose international/domestic travel restrictions [8,13,32,49]. The stochastic transmission model told about the variation of COVID-19 over a certain period of time, and also discussed the declining trend in Wuhan by restricting international/domestic travel, local transport, etc., [16,32]. Many different models observed the behavior of COVID-19 such as the virus’s transmission route being from person to person, and doubling time of 7.4 days [1,3,20,22,46]. To study the stochastic behavior, it demands the consistent data analysis of the COVID-19 data.

Time series analysis deals with the understanding of the dependence among variables by using various modeling techniques. It provides the ultimate goal of obtaining some information about past observations to predict future values. ARIMA (Autoregressive Integrated Moving Average) model is based upon Box-Jenkins algorithm to estimate the values of p, d and q which is widely used in many areas of research to forecast the future phenomena [26,29,36–39,41]. ARIMA time series models work based on past data and assume the normality of residuals, so these models are not appropriate to study the non-linear and complex phenomena [4,15]. To overcome the limitations of ARIMA models, kernel-based models are gaining special attention and are being extensively used by most of the researchers. Support vector regression (SVR) and least square support vector machine (LS-SVM) are two widely used kernel-based models which have more tendency to generalize and attain global minima for sample data (Zhou, [27,33,42,47]). LS-SVM is an improved version of SVM which replaces inequality constraints in SVM with equality constraints and uses square errors to replace non-negative errors so that the optimization problem reduces to a linear system of equations. So, kernel-based modeling and forecasting can prove to be a vital tool to deal with such situation by studying its potential of transmission and growth of the virus in the long run [6,25,46,52].

The present study considers modeling and forecasting COVID-19 confirmed cases using autoregressive integrated moving average (ARIMA) and least square support vector machine (LS-SVM) models, which would help in understanding the dynamic nature of the virus transmission. This novel research will help the most affected countries to be well prepared for the medical arrangements, isolation wards, extension of lock-down, recruit new medical staff/ train volunteers, etc. For this, we have considered the daily data obtained from WHO to model the COVID-19 confirmed cases in most affected five countries of the world, namely Italy, Spain, France, the United Kingdom (UK), and the United States of America (USA). The rest of the paper is organized in the following sections: Section 2 contains data and methodology. The applications of the proposed methodology and the results obtained are discussed in Section 3. The final Section 4 contains the conclusions of the study.

2. Data and methodology

For the present study, a dataset consisting of COVID-19 confirmed cases from five most affected countries of the world namely Italy, Spain, France, the United Kingdom, United States of America is used to predict one-month confirmed cases from these countries (https://www.who.int/emergencies/diseases/novel-coronavirus-2019/situation-reports). The dataset ranges from 21st January 2020 to 09th May 2020, consisting of 110 sample points out of which 88 (80% of data) sample points are kept for modeling purposes and the rest for validating the model. A time series plot of COVID-19 confirmed cases from the five countries is shown in Fig. 1. The data modeling techniques ARIMA and LS-SVM are applied in this study to predict one month out of sample data points, which will give an estimate of an increase in the confirmed COVID-19 cases in the future. It will help the governments to take preventive measures to curb the immediate spread of the disease.

2.1. Least square support vector machine

The support vector machine (SVM) developed by Vladimir Vapnik and co-workers at AT&T Bell Laboratories in 1995 is a supervised learning technique based on the principle of Structural Risk Minimization (SRM). Since the SVM model has a tendency to deal with dynamic, nonlinear, and complex time-series data, therefore it is applicable to signal processing, pattern recognition, and non-linear regression [9,17,18]. The dominant methodology of least square support vector machine (LS-SVM) has been derived from SVM, which is used to approximate accurate non-linear relationship between input and output variables and is quite helpful in solving problems related to non-linear classification and regression.

Given an input data vector $X = \{x_1 \} \in \mathbb{R}^d$ and output data vector $Y = \{s_k \} \in \mathbb{R}$ which are combined to form the training dataset $\{(r_1,s_1), (r_2,s_2),..., (r_N,s_N) \}$ with $s_k \in \{-1,+1\}$ as class labels and $Y(X) = \text{sign}[w^T X + b]$ as the linear classifier, where $N$ is the number of samples, $b$ is the bias and $w$ is the weight vector. The separability of training dataset into two classes can be implied as fol-
The joint inequality of these two inequalities can be written as:
\[ Y[w^T X + b] \geq 1 \]

The methodology of convex optimization theory is behind SVM formulations, which formulate the problem as a constrained optimization problem by constructing Lagrangian using optimality conditions. The problem is finally solved in the dual space of Lagrange multipliers. With resulting classifier
\[ s(r) = \text{sign}\left[ \sum_{k=1}^{N} \alpha_k \phi(r_k^T r + b) \right] \]

This linear SVM classifier takes into account an additional slack variable while formulating the problem which modifies the set of inequalities into [9]:
\[ Y[w^T X + b] \geq 1 - \xi, \text{ where } \xi = \{\xi_1, \xi_2, ..., \xi_N\} \]

The SVM formulation can be used both for linear and non-linear function estimation. As in the classic SVM approach, the least square version of SVM taken into consideration the equality type constraints instead of inequality constraints [40]. This reformulation of solving the LS-SVM problem reduces the lengthy task of solving complex quadratic programs to a set of solutions to linear equations. For LS-SVM classifier, in the primal space, it takes the form,
\[ s(r) = \text{sign}\left[ w^T r + b \right] \]
where \( b \) is a real constant. For non-linear classification, the LS-SVM classifier in the dual space takes the form,
\[ s(r) = \text{sign}\left[ \sum_{k=1}^{N} \alpha_k \phi(r_k^T r + b) \right] \]
where \( \alpha_1, \alpha_2, ..., \alpha_N \) are positive real constants, and \( b \) is a real constant. In general, \( K(r, r_k) = \langle \phi(r), \phi(r_k) \rangle \) denotes a kernel function satisfying Mercer’s condition, where \( \langle \cdot, \cdot \rangle \) is the inner product and \( \phi(r) \) is the non-linear map from original space to higher-dimensional space. The LS-SVM model for functional estimation takes the form
\[ s(r) = \sum_{k=1}^{N} \alpha_k \phi(r_k^T r + b) \]

Some popular kernel functions are given by:
\[ \text{a) linear kernel: } K(r, r_k) = r^T r_k \]
\[ \text{b) polynomial kernel: } K(r, r_k) = (r^T r_k + 1)^d, \text{ where } d \text{ denotes the degree of the polynomial kernel.} \]
\[ \text{c) radial basis function (RBF) kernel: } K(r, r_k) = \exp(-\frac{|r - r_k|^2}{\sigma^2}), \text{ where } \sigma^2 \text{ is a tuning parameter.} \]

The structure of high dimensional feature space \( \phi(r) \) is dependent on kernel function parameters which affect the accuracy of the final solution. The working of the LS-SVM model has been briefly described in the flowchart given in Fig. 2(b).
Fig. 3. Comparison of ARIMA and LS-SVM models forecast of COVID-19 confirmed cases for the testing phase of the countries (i & ii) France (iii & iv) Italy (v & vi) Spain (vii & viii) UK and (ix & x) USA.
2.2. Autoregressive integrated moving average (ARIMA) model

Among the various time series models used in the field of mathematical forecasting, Box Jenkins methodology based ARIMA $(p, d, q)$ model is the most popular and widely used time series model due to its simplicity in application and capability of handling non-stationary data. It is an extension of the ARMA $(p,q)$ model which is formed by the combination of the Auto-Regressive (AR $(p)$) and Moving Average (MA $(q)$) time series models along with the differencing parameter $d$ which is used to convert a non-stationary time series into a stationary series. Differencing of the first order is done by finding the difference between the current and the previous data values, the further second-order difference is obtained by finding the difference among the first-order differences and this process continues, it is also termed as finite difference technique [2,29–31,37].

Mathematically it is given as,

$$X_t = u_t + \sum_{i=1}^{p} \varphi_i X_{t-i} - \varepsilon_t - \sum_{j=1}^{q} \theta_j \varepsilon_{t-j}$$

where $X_t$ and $X_{t-i}$ refers to the predicted and the observed values of the time series, $p$ and $q$ refer to the order of the AR and MA model. $\varepsilon_t$ represents the error terms, $\varphi_i$ and $\theta_j$ are the model parameters [54].

ARIMA modeling of a time-series data makes use of three steps main steps viz, model identification, parameter estimation, diagnostic checking. For identification, if needed, suitable differencing of the time series is done in order to obtain normality and stationarity. Then the values of the parameters $p$ and $q$ are to be identified, which are examined with the help of autocorrelation (ACF) and partial autocorrelation (PACF) functions plots [50]. The autocorrelation function measures the amount of relationship between the actual data values with its lagged values at time $t$ while the partial autocorrelation measures the amount of correlation between a present value with the lagged value after controlling and removing all the linear dependence between the low order lags values. Finally, the adequacy of the model is verified with the help of the Ljung-Box test so that the further modeling of data series is required. In the case of the inadequacy of the selected model, all three steps of the model building process are repeated until an adequate model is obtained. Thus, appropriately selected ARIMA models are used for predicting the future values of time series data [5,11]. ARIMA model building and forecasting procedure have been depicted in the flow diagram given in Fig. 2(a).
3. Application and results

In the present study, COVID-19 confirmed cases from five countries, Italy, Spain, France, the United Kingdom, and the United States of America, were used as input for modeling and forecasting. Mean absolute error (MAE), mean square error (MSE), root mean square error (RMSE), and coefficient of determination \((R^2)\) were used as evaluation criteria for validating model outputs obtained by ARIMA and LSSVM models [23]. The MAE, MSE, and RMSE are given by

\[
\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |f_{i,o} - f_{i,e}|
\]

\[
\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (f_{i,o} - f_{i,e})^2
\]

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (f_{i,o} - f_{i,e})^2}
\]

where \(N\) is the number of data points, \(f_{i,o}\) and \(f_{i,e}\) are the observed values and model's estimated values respectively of COVID-19 affected cases.

The input data of COVID-19 confirmed cases of five countries is first tested for stationarity by using autocorrelation function (ACF) and partial autocorrelation (PACF) plots. In the case of non-stationarity, appropriate differencing transformation is applied to make data stationary. ARIMA model parameters \(p\) and \(q\) are estimated by regenerating ACF and PACF plots of stationary data obtained by the differencing process. Maximum likelihood is another commonly used method for parameter estimation. After estimating the order of parameters of an ARIMA model, the overall adequacy of the selected model is finally checked by the Ljung-Box test so that no further modeling is required. After fitting input data with an appropriate ARIMA model, the predictions are made and compared with the testing data set to validate the model.

LSSVM methodology discussed in Section 2.1 is used to train, validate, and predict one-month confirmed cases of COVID-19 using input data of confirmed cases in most affected five countries of the world. In carrying out LS-SVM methodology, the dataset of 110 COVID-19 confirmed cases from five countries divided into two
sub-sets: (a) the training dataset containing 88 sample points (80% of the data) required to train model and (b) the testing dataset containing 22 sample points (20% of the data) to assess the performance of a model. There is a difference between LS-SVM performance in testing and training. Generally, LS-SVM has better performance in the training phase than in the testing phase due to overtraining. LS-SVM can avoid overtraining so that generalizations can be better made [12,21,28].

The performance of the prediction of ARIMA and LS-SVM models is given in Tables 1 and 2 separately. The results indicate a drop in errors (MAE, MSE, and RMSE) and an increase in accuracy of prediction (coefficient of determination) using the LS-SVM model. For the countries Italy, Spain, and France, LS-SVM reduces errors approximately by 60% as compared to the errors for the UK and the USA. The RMSE values using the LS-SVM model are found to be reduced by 80% and 64% as compared to the ARIMA model for the countries Spain and France respectively. For Italy, the decrease in RMSE value using the LS-SVM model is nearly 50% as compared to the ARIMA model. The observed and LS-SVM model forecast values are found to be closer as compared to those obtained from the ARIMA model. A comparison of observed and forecast values of a testing dataset of COVID-19 confirmed cases from five countries by ARIMA and LS-SVM models shown in Fig. 3. One-month ahead out of sample forecast of COVID-19 confirmed cases from most affected five countries of the world generated by ARIMA, and LS-SVM models are shown in Figs. 4 and 5. These figures show a sharp rise in COVID-19 confirmed cases from most affected five countries of the world.

4. Conclusions

The present study deals with the development of ARIMA and the LS-SVM models to predict one-month confirmed cases of COVID-19 from most affected five countries of the world namely Italy, Spain, France, the United Kingdom, and the United States of America. ARIMA and the LS-SVM models have different tendencies to handle COVID-19 data from the five countries. The input of COVID-19 confirmed cases from five countries were given to

| Country | MAE (x10^3) | MSE(x10^5) | RMSE(x10^3) | R² |
|---------|-------------|------------|-------------|----|
| Italy   | 7.773       | 1.029      | 10.147      | 0.9817 |
| Spain   | 29.322      | 14.246     | 37.744      | 0.7203 |
| France  | 26.128      | 9.170      | 30.283      | 0.9627 |
| UK      | 2.750       | 0.114      | 3.381       | 0.9990 |
| USA     | 21.339      | 10.222     | 31.972      | 0.9963 |

Fig. 5. One month ahead, COVID-19 affected cases in different countries by LS-SVM.
ARIMA and LS-SVM models according to their systematic methodologies and one-month ahead predictions were obtained after validating these models. The results showed more accuracy of the LS-SVM model as compared to the ARIMA model. The accuracy of the prediction of the LS-SVM model in forecasting COVID-19 confirmed cases for Spain was 80% more than the ARIMA model whereas the accuracy of the LS-SVM model over the ARIMA model was approximately 60% for the countries Italy and France. The values of the coefficient of determination ($R^2$) are improved by the LS-SVM model. Moreover, one-month ahead predictions of confirmed COVID-19 cases from five countries using LSSVM models showed a sharp increase in COVID-19 confirmed cases as compared to the ARIMA model. Besides various safety measures of lock-down, quarantine, mass testing of symptoms, both ARIMA and LS-SVM models indicate a sharp rise in COVID-19 confirmed cases across the globe. The values of forecasting errors MAE, MSE, and RMSE in the validation phase point towards more accuracy of the LS-SVM model over the ARIMA model. The prediction results will help all the above-said countries to estimate the future cases which will help to prepare the number of isolation wards, availability of medicine, decision on lock-down, train volunteers, further economic plans, etc. The study depicts that governments have to take important strict decisions to control the spread and cure the problem.
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