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Abstract. In this study, we propose a virtual element scheme to solve the Darcy problem in three physical dimensions. The main novelty, here proposed, is that curved elements are naturally handled without any degradation of the solution accuracy. In fact, in presence of curved boundaries, or internal interfaces, the geometrical error introduced by planar approximations may dominate the convergence rate limiting the benefit of high-order approximations. We consider the Darcy problem in its mixed form to directly obtain, with our numerical scheme, accurate and mass conservative fluxes without any postprocessing. An important step to derive this new scheme is the actual computation of polynomials over curved polyhedrons, here presented and discussed. Finally, we show the theoretical analysis of the scheme as well as several numerical examples to support our findings.
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1. Introduction. Fluid flow in porous media is a broad research area that involves scientists as well as engineers from both private and public sector due to its relevance in energy management, for instance hydrocarbon extraction, long term CO₂ sequestration, geothermal extraction and storing, as well as in several applications in industry and life science. Moreover, an interesting and current application is the prevention of groundwater pollution due to human activities like landfills leakage, nuclear waste disposal, and remediation of polluted industrial sites, see e.g. [1, 2].

In subsurface flow simulations, and in particular in oil field modeling, the so-called corner-point grid is one of the most common ways to discretize the domain. Corner point grids are composed by hexahedrons whose facets are curved, more specifically they are bilinear functions [3]. To compute geometrical properties on such meshes, the standard approach consists in discretizing these cells by means of suitable sub-grids. However, in the presence of particular configurations, such as pinched or highly distorted elements, the geometrical error introduced by this approximation based on a sub-tetrahedrization, may pollute the accuracy of the whole solution. In the context of the Finite Element Method (FEM), an accurate description of the curved geometry is a key point to preserve the quality of the solution itself especially for high order approximations.

In this paper, we propose a new numerical strategy to overcome this issue, i.e., we propose a method that avoids any geometrical error and incorporates the presence of cells with curved faces without the need for sub-grids. Such strategy is based on the Virtual Element Method (VEM) and it is inspired by the seminal works [4, 5, 6]. The VEM is an extension of the FEM to deal with polygonal/polyhedral grids. Indeed, it follows mostly the classical finite element framework but the key point is that the basis functions are left unknown and never computed [7]. It was successfully exploited for both 2d and 3d problems see, e.g., [8, 9, 10, 11, 12] The possibility to deal with elements characterized by very general shape (also non-convex) is appealing for
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real life problems. In particular VEM have already been extensively employed in reservoir simulations, where meshes are characterized by involved geometries due to the presence of fractures and faults, see for instance [13, 14, 15, 16, 17].

In this paper we are modelling a single-phase flow in porous media via a mixed formulation, i.e., we consider both the macroscopic (or Darcy) velocity and the pressure as unknowns. Although we have to solve a linear system with a saddle-point structure, such formulation has several advantages. Indeed, it gives a velocity field that is locally mass conservative and thus perfectly suited for the subsequent simulation of other processes, such as transport phenomena. It is also suited for applications with strong variations in the coefficients, typically permeability, see, e.g., [18, 19, 20, 21, 22] and [23, 9, 24, 14, 16, 17] in the context of FEM and VEM, respectively. Moreover, the virtual element spaces exploited to discretize the Darcy velocity are polynomial over the faces, while in the primal formulation the unknown function is a virtual function [10]. In the following sections we will see that this is the key point we exploit to incorporate in the functional spaces the exact geometry of the domain and/or the cells boundaries.

The main contribution of this work is to introduce, analyze and validate the Mixed Virtual Element Method (MVEM) for problems characterized by curved boundaries or internal curved interfaces. The piece-wise planar approximation of these surfaces, which is often used in practice with traditional methods, introduces a geometrical error that corrupts the optimal error decay, especially in the high order case. To obtain a high order approximation with curved geometries, we proceed on two fronts. On one hand we extend the quadrature rule for curved polygons introduced in [25, 26, 4] to deal with polyhedrons characterized by curved faces. On the other hand we extend the strategy proposed in [5] for mixed VEM in 2D to the three dimensional case.

This paper is organized as follows. We introduce some notation useful for the rest of the work in Section 2. Then, in Section 3, we present the mathematical problem in its strong and weak formulation. Section 4 contains the detailed description of the VEM spaces and projection operators. We extend the two stability analyses carried out in [5] for the 2D case to the three dimensional case in Section 5. In Section 6 we describe the quadrature rules exploited to integrate function in polyhedrons characterized by curved faces. Numerical examples, inspired from real applications, are given in Section 7. Finally, in Section 8, we draw some conclusions.

2. Notations and mesh assumptions. Throughout the paper, we follow the usual notation for Sobolev spaces and norms [27]. We employ the usual notations for gradient and Laplacian of scalar functions, while div denotes the divergence for vector fields.

Given a bounded domain \( \omega \subset \mathbb{R}^3 \), we indicate as \( \|\cdot\|_{W^s_p(\omega)} \) and \( \|\cdot\|_{L^p(\omega)} \) the norms in the spaces \( W^s_p(\omega) \) and \( L^p(\omega) \), respectively. We denote the norm and semi-norm in \( H^s(\omega) \) via \( \|\cdot\|_{s,\omega} \) and \( |\cdot|_{s,\omega} \). To keep the notation simpler, we adopt \( (\cdot,\cdot)_\omega \) and \( \|\cdot\|_\omega \) to be the \( [L^2(\omega)]^{d_1 \times d_2} \)-inner product and the \( [L^2(\omega)]^{d_1 \times d_2} \)-norm, for \( d_1 \geq 1 \) and \( d_2 \geq 1 \).

For the theoretical analysis of the present problem, we use the following well-known functional spaces:

\[
H(\text{div}, \omega) := \{ \mathbf{v} \in [L^3(\omega)]^3 : \text{div} \mathbf{v} \in L^2(\omega) \}, \\
H(\text{curl}, \omega) := \{ \mathbf{v} \in [L^3(\omega)]^3 : \text{curl} \mathbf{v} \in [L^2(\omega)]^3 \},
\]

with scalar products and induced norms indicated as \( (\cdot,\cdot)_{H(\text{div},\omega)} \) and \( \|\cdot\|_{H(\text{div},\omega)} \), and \( (\cdot,\cdot)_{H(\text{curl},\omega)} \) and \( \|\cdot\|_{H(\text{curl},\omega)} \). For \( \gamma \subset \partial \omega \) with normal \( \mathbf{n} \), we can introduce the
following subspace of $H(\text{div}, \omega)$ as

$$H_0(\text{div}, \omega) := \{ \mathbf{v} \in H(\text{div}, \omega) : \mathbf{v} \cdot \mathbf{n} = 0 \}.$$  

Moreover we define $\mathbb{P}_k(\omega)$ the space of polynomials of degree lower or equal to $k$, and $[\mathbb{P}_k(\omega)]^d$ the vector polynomial space of dimension $d > 1$. Moreover, given two quantities $a, b \in \mathbb{R}$, we shall write “$a \lesssim b$” if there exists a positive constant $C$ independent of the discretization parameters such that $a \leq Cb$.

The results of this paper rely on standard polyhedral mesh assumptions [28]. We suppose that for a domain $\Omega$ there exists a tessellation $\Omega_h$ that discretizes $\Omega$. Such mesh is composed by general polyhedrons, $P$, that are star-shaped with respect to a ball of radius $r$. We suppose that there exists a constant $\zeta$ such that each face $F \in \partial P$ is star shaped with respect to a ball whose radius is bigger or equal to $\zeta h_P$, where $h_P$ is the diameter of $P$. We make a similar assumption for edges, i.e., we suppose that each edge of the skeleton of $P$ bigger or equal to $\zeta h_P$. Starting from this assumptions we have the following relations $h_P \lesssim h_F$ and $h_F \lesssim h_e$, where $h_F$ is the diameter of a polyhedron face $F$, while $h_e$ is the length of an edge $e$ of polyhedron skeleton. Based on these standard assumptions a suitable extension to the case of curved faces will be presented in the next sections.

3. Model Problem. In this section, we introduce the mathematical model we are interested to solve. We consider a three-dimensional domain $\Omega \subset \mathbb{R}^3$, whose boundary $\partial \Omega$ is Lipschitz continuous with unit normal $\mathbf{n}$ pointing outward from $\Omega$. We stress the fact that the boundary, or a portion of it, might be curved. To impose suitable boundary conditions, we divide $\partial \Omega$ into two distinct parts: $\partial_e \Omega$ and $\partial_n \Omega$, where in the former we set essential boundary conditions and in the latter natural. We clearly have $\partial \Omega = \overline{\partial_e \Omega} \cup \overline{\partial_n \Omega}$ and $\partial_e \Omega \cap \partial_n \Omega = \emptyset$. Finally, for solvability issues we assume that $\partial_n \Omega \neq \emptyset$.

The domain $\Omega$ represents a porous medium saturated by a single fluid (e.g., water). The porous medium is characterized by $\kappa$, the permeability tensor assumed to be symmetric and positive defined, while the fluid is characterized by a dynamic viscosity $\mu$ which is a strictly positive number. External forces are the vector $\mathbf{g}$ and scalar $f$ sources, $\mathbf{g}$ might represent a gravity term and $f$ an injection or extraction well. On $\partial \Omega$ boundary conditions on the pressure $\overline{p}$ or on the normal flux $\overline{\mathbf{q}}$ might be imposed.

Since we are considering a Darcy problem in mixed form the unknowns are the Darcy velocity $\mathbf{q}$ and the fluid pressure $p$, which are computed as in the following problem.

**Problem 3.1 (Darcy problem - strong form).** Find $(\mathbf{q}, p)$ such that

$$\begin{cases}
\mu \mathbf{q} + \kappa \nabla p = \mathbf{g} & \text{in } \Omega \\
\text{div } \mathbf{q} = f & \text{in } \Omega \\
\mathbf{q} \cdot \mathbf{n} = \overline{\mathbf{q}} & \text{on } \partial_n \Omega \\
p = \overline{p} & \text{on } \partial_e \Omega
\end{cases}$$

To derive the weak form of Problem 3.1, we introduce the following functional spaces for vector and scalar fields

$$V := H_{0, \Omega}(\text{div}) \quad \text{and} \quad Q := L^2(\Omega).$$

We indicate the scalar products and induced norms of these spaces as: $(\cdot, \cdot)_V$ and $\| \cdot \|_V$, and $(\cdot, \cdot)_Q$ and $\| \cdot \|_Q$. By setting $\lambda = \mu \kappa^{-1}$, we introduce the following forms

$$a : V \times V \to \mathbb{R} \quad a(\mathbf{u}, \mathbf{v}) := (\lambda \mathbf{u}, \mathbf{v})_{\Omega} \quad \forall (\mathbf{u}, \mathbf{v}) \in V \times V$$

$$b : V \times Q \to \mathbb{R} \quad b(\mathbf{u}, v) := - (\text{div } \mathbf{u}, v)_{\Omega} \quad \forall (\mathbf{u}, v) \in V \times Q.$$
Moreover, we introduce the functionals as

\[ G : V \to \mathbb{R} \quad G(v) := -(\overline{p}, v \cdot n)_{\partial_n \Omega} + (g, v)_\Omega \quad \forall v \in V \]
\[ F : Q \to \mathbb{R} \quad F(v) := -(f, v)_\Omega \quad \forall v \in Q. \]

For the data, we assume in addition that \( \kappa \in [L^\infty(\Omega)]^{3 \times 3} \), \( \mu \in L^2(\Omega) \), \( \overline{p} \in H_{H^1(\partial_n \Omega)}^{\frac{1}{2}} \), \( g \in [L^2(\Omega)]^3 \), and \( f \in L^2(\Omega) \). With this in place, we can introduce the weak form of Problem 3.1 by assuming \( \overline{q} = 0 \).

**Problem 3.2** (Darcy problem - weak form). Find \( (q, p) \in V \times Q \) such that

\[
\begin{cases}
a(q, v) + b(v, p) = G(v) & \forall v \in V \\
b(q, v) = F(v) & \forall v \in Q
\end{cases}
\]

Following, e.g., [22] it is possible to show that Problem 3.2 is well-posed.

**Remark 3.3.** We have used an abuse in notation for the term \( (\overline{p}, v \cdot n)_{\partial_n \Omega} \), in fact the fist entry is an element of \( H_{H^1(\partial_n \Omega)}^{\frac{1}{2}} \) and the second of \( H^{-\frac{1}{2}}(\partial_n \Omega) \), being the latter a trace of a \( H(\text{div}, \Omega) \) function. To be precise, we should use a duality pairing between them and write \( \langle \overline{p}, v \cdot n \rangle_{H_{H^1(\partial_n \Omega)}^{\frac{1}{2}} \times H^{-\frac{1}{2}}(\partial_n \Omega)} \) in place of the \( L^2 \)-scalar product.

### 4. Virtual Element Spaces

To discretize Problem 3.2, when the computational domain presents curved boundaries or interfaces, we extend the discrete spaces proposed in [23] via the idea in [4]. In Subsection 4.1, we give the motivations behind the proposed theory, then we describe the local spaces, in Subsections 4.2 and 4.3 respectively, and the local operators used to solve Problem 3.2 in Subsection 4.4.

#### 4.1. Approximation spaces

The idea behind the construction of the approximation spaces is simple and effective: a virtual function restricted on a curved face is still a polynomial but in the parameter space. The geometry is plugged in the virtual element space so it is perfectly matched by any virtual function. In [4, 5, 6] the authors give both the theoretical and numerical evidence about this nice property.

As it was done for the spaces in the aforementioned works, our definition of the local functional spaces assumes that there exists a sufficiently regular map \( \gamma : \mathcal{F} \subset [0, 1]^2 \to F \) that represents the geometry of the curved spaces. \( \widetilde{P}_k(F) \) is given by

\[ \widetilde{P}_k(F) := \{ \overline{v}_h = v_h \circ \gamma^{-1} : v_h \in P_k(\mathcal{F}) \}. \]

For simplicity, we assume that a curved face \( F \) is a graph of a known regular function. So, \( \widetilde{P}_k(F) \) is the space of polynomial of degree \( k \) in the parameter space of the surface that defines the curved face.

The main difference with the classic approach is the characterization of the virtual function on the boundary of the element \( E \). Indeed, the virtual function is always a polynomial in the physical space for [23]. Whereas, when a curved face is present in the current approach a function is still a polynomial in the physical space along straight edges but it is a polynomial in the parameter space for curved boundary.

**Remark 4.1.** A standard virtual element space used to solve a Laplacian problem has virtual functions on each polyhedron face [8, 28]. Having Problem 3.2 in mixed form avoids this difficulty.
4.2. Velocity approximation. Given a polyhedron $P$ that can have one or more curved faces, we define the local space $\mathbf{V}_h^k(P)$ as

$$\mathbf{V}_h^k(P) := \{ v_h \in H(\text{div}; P) \cap H(\text{curl}; P) : \text{div } v_h \in \mathbb{P}_{k-1}(E), \quad \text{curl}(v_h) \in [\mathbb{P}_{k-1}(E)]^3, \quad v_h \cdot n_F \in \mathbb{P}_k(F) \forall F \in \partial S P, \quad v_h \cdot n_F \in \overline{\mathbb{P}}_k(F) \forall F \in \partial C P \}$$

(4.1)

where $\partial S P$ and $\partial C P$ denote the sets of straight and curved faces, respectively. Then, to have a discrete approximation of the velocity variable $q$, we use the global space $\mathbf{V}_h^k(\Omega_h) := \{ v_h \in H(\text{div}; \Omega_h) \cap H(\text{curl}; \Omega_h) : v_h |_P \in \mathbf{V}_h^k(P) \forall P \in \Omega_h \}$.

In each local space $\mathbf{V}_h^k(P)$ we consider the following degrees of freedom to uniquely identify a function $v_h \in \mathbf{V}_h^k(P)$:

- **normal face moments**:

  $$\frac{1}{|F|} \int_F (v_h \cdot n_F) m_k \, dF \quad \forall m_k \in \mathbb{P}_k(F),$$

  for each face $F \in \partial S P$, where $|F|$ is the area of the face $F$, and

  $$\frac{1}{|\tilde{F}|} \int_{\tilde{F}} (v_h \cdot n_{\tilde{F}}) m_k \, d\tilde{F} \quad \forall m_k \in \overline{\mathbb{P}}_k(\tilde{F}).$$

  for each face $F \in \partial C P$, where now $|\tilde{F}|$ is the area of the image of $F$ in the parameter space.

- **divergence moments**:

  $$\frac{h_P}{|P|} \int_P \text{div}(v_h) m_{k-1} \, dP, \quad \forall m_{k-1} \in \mathbb{P}_{k-1}(P) \setminus \mathbb{P}_0(P),$$

  where $h_P$ and $|P|$ are the diameter and the volume of the polyhedron $P$.

- **internal cross moments**:

  $$\frac{1}{|P|} \int_P v_h \cdot (m_I \wedge m_{k-1}) \, dP, \quad \forall m_{k-1} \in [\mathbb{P}_{k-1}(P)]^3,$$

  where $m_I := (x, y, z)^T$ and once again $|P|$ is the volume of the polyhedron. A function in the global space $\mathbf{V}_h^k(\Omega_h)$ is determined by the union of such local d.o.f.

In the previous definitions we make the distinction between degrees of freedom associated with straight and curved faces to highlight the presence of curved faces. However, one can consider the degrees of freedom (4.3) for straight faces too. Indeed, if we define a proper affine map that represents the plane where the straight face lies on so that we have the same types of degrees of freedom. We can thus simplify (4.1)

$$\mathbf{V}_h^k(P) := \{ v \in H(\text{div}; P) \cap H(\text{curl}; P) : \text{div } v_h \in \mathbb{P}_{k-1}(E), \quad \text{curl}(v_h) \in [\mathbb{P}_{k-1}(E)]^3, \quad v_h \cdot n_F \in \overline{\mathbb{P}}_k(F) \forall F \in \partial P \}.$$
4.3. Pressure approximation. The global pressure variable $p$ is approximated via element-wise polynomials of degree $k - 1$, i.e.,

$$Q_h(\Omega_h) := \{ v \in L^2(\Omega_h) : v|_P \in \mathbb{P}_{k-1}(P) \forall P \in \Omega_h \} .$$

To uniquely determine one polynomial on each polyhedron, Given a polynomial $v \in \mathbb{P}_{k-1}(P)$, its degrees of freedom are

- pressure moments:

$$1 \lvert P \rvert \int_P v m_{k-1} \, dP \quad \forall m_{k-1} \in \mathbb{P}_{k-1}(P) .$$

A function of the global space $Q_h(\Omega_h)$ is identified by the union of such local d.o.f.

4.4. Problem operators. It is possible to define a proper $L^2$ projection operator $\Pi^0_k : \mathcal{V}_h^k(P) \rightarrow [\mathbb{P}_k(P)]^3$, for $v \in \mathcal{V}_h^k(P)$

$$\int_P (\Pi^0_k v - v) \cdot m_k \, dP = 0 \quad \forall m_k \in [\mathbb{P}_k(P)]^3 .$$

Since $a(\cdot, \cdot)$ is not directly computable, we define its discrete counterpart by the following decomposition

$$a_h(v, w) = a(\Pi^0_k v, \Pi^0_k w) + S^P(T^0_k v, T^0_k w) ,$$

with the operator $T^0_k = I - \Pi^0_k$. The former decomposition of $a(\cdot, \cdot)$ is based on $\Pi^0_k$ and a symmetric positive-definite bi-linear form $S^P$, usually called stabilization. We choose

$$S^P(v, w) := \| \nu \|_{L^\infty(P)} \lvert P \rvert \sum_{i=1}^{\#dof} \text{dof}_i(v) \text{dof}_i(w) ,$$

(4.4)

where $\#\text{dof}$ is the number of degrees of freedom associated with the polyhedron $P$ and we define the function $\text{dof}_i$ that given a function in $\mathcal{V}_h^k(P)$ returns its $i^{th}$ degrees of freedom. The form $b(\cdot, \cdot)$ is directly computable given the chosen set of degrees of freedom and it is exact since it involves only polynomials. The definition of such ingredients to have a virtual element version of Problem 3.2 is deeply described in literature, see, e.g., [9, 16, 23, 30]. The proposed scheme follows the same strategy and there are any further troubles. As for the approach proposed in [4], the issue is related only on how make integration over curved domains. The discrete version of Problem 3.2 is written as follow.

**Problem 4.2 (Darcy problem - discrete weak form).** Find $(q, p) \in \mathcal{V}_h^k(\Omega_h) \times Q_h(\Omega_h)$ such that

$$\begin{aligned}
\begin{cases}
    a_h(q, v) + b(v, p) = G(v) & \forall v \in \mathcal{V}_h^k(\Omega_h) \\
    b(q, v) = F(v) & \forall v \in Q_h(\Omega_h) .
\end{cases}
\end{aligned}$$

5. Stability of the scheme. In [5] the authors already describe these theoretical aspects for the two dimensional case. Similar arguments can be exploited for the three dimensional case too. We limit ourself showing the three dimensional counterpart the stability of the bilinear discrete operator $a^P_h(\cdot, \cdot)$, restriction of $a_h(\cdot, \cdot)$ to the element $P$. To achieve this goal, we need the following additional results.
Lemma 5.1. Let \( \mathbf{w} \in H(\text{div}, P) \) such that \( \text{div} \mathbf{w} \in \mathbb{P}_{k-1}(E) \) then

\[
\| \text{div} \mathbf{w} \|_{0,P} \lesssim h_P^{-1} \| \mathbf{w} \|_{0,P},
\]

where \( h_P \) is the diameter of the polyhedron \( P \), moreover for \( \mathbf{w} \in H(\text{curl}, P) \) such that \( \text{curl} \mathbf{w} \in [\mathbb{P}_{k-1}(E)]^3 \) we have

\[
\| \text{curl} \mathbf{w} \|_{0,P} \lesssim h_P^{-1} \| \mathbf{w} \|_{0,P}.
\]

Proof. Since the polyhedron \( P \) is star-shaped there exists a sphere \( B_P \) that contains \( P \) and there exists also a regular tetrahedron, \( T_P \), inscribed in the sphere \( B_P \), such that for any \( p_k \in \mathbb{P}_k(P) \) we have \( \| p_k \|_{0,P} \lesssim \| p_k \|_{0,T_P} \). Let \( b_4 \in \mathbb{P}_4(T_P) \) be the bubble such that \( \| b_4 \|_{L^\infty(T_P)} < 1 \) and that is identically zero on \( \partial P \). Then, since the divergence of any function in \( \mathbf{w} \in \mathbf{V}_h^k(P) \) is a polynomial of degree \( k-1 \), we have

\[
\| \text{div} \mathbf{w} \|_{0,T_P}^2 \lesssim \int_P b_4 \text{div} \mathbf{w} \text{div} \mathbf{w} \; dP \quad (b_4 \text{ is limited})
\]

\[
\lesssim - \int_P \nabla (b_4 \text{div} \mathbf{w}) \cdot \mathbf{w} \; dP \quad \text{(integration by parts)}
\]

\[
\lesssim \| \nabla (b_4 \text{div} \mathbf{w}) \|_{0,T_P} \| \mathbf{w} \|_{0,T_P} \quad \text{(Hölder)}
\]

\[
\lesssim h_P^{-1} \| b_4 \|_{0,T_P} \| \text{div} \mathbf{w} \|_{0,T_P} \| \mathbf{w} \|_{0,T_P} \quad \text{(H}^1 \text{ inverse inequality)}
\]

\[
\lesssim h_P^{-1} \| b_4 \|_{L^\infty(T_P)} \| \text{div} \mathbf{w} \|_{0,T_P} \| \mathbf{w} \|_{0,T_P} \quad (b_4 \text{ is limited})
\]

\[
\lesssim h_P^{-1} \| \text{div} \mathbf{w} \|_{0,T_P} \| \mathbf{w} \|_{0,T_P} \quad \text{(mesh assumption)}
\]

\[
\lesssim h_P^{-1} \| \text{div} \mathbf{w} \|_{0,P} \| \mathbf{w} \|_{0,P}.
\]

Looking at the beginning and at the end of the previous chain of inequalities, we have the proof. For bound on the \( \text{curl} \) follows the same strategy. \( \Box \)

Lemma 5.2. A polynomial \( g \in \mathbb{P}_k(P) \), of degree \( k \), can be written as

\[
(5.1) \quad g(x) = \sum_{r=1}^{\pi_k} g_r m_r(x),
\]

where \( \{m_r\}_{r=1}^{\pi_k} \) are so-called scaled monomials of degree lower or equal to \( k \). Such set is a basis of polynomials of degree \( k \) and then the following inequalities hold

\[
(5.2) \quad h_P^3 \| g \|_{l^2}^2 \lesssim \| g \|_{0,P}^2 \lesssim h_P^3 \| g \|_{l^2}^2,
\]

where \( g \in \mathbb{R}^{\pi_k} \) is the vector of monomials' coefficients in (5.1), \( \pi_k \) is the dimension of the space \( \mathbb{P}_k(P) \) and \( \| \cdot \|_{l^2} \) is the standard Euclidean norm.

Proof. The proof of this lemma is an extension to the three dimensional case of
the one presented in [31]. Let us prove the second part of (5.2).

\[ \|g\|_{0,P}^2 := \int_P g^2 \, dP = \int_P \left( \sum_{r=1}^{\pi_k} g_r m_r \right)^2 \, dP \]  
(definitions)

\[ \leq \sum_{r=1}^{\pi_k} \int_P g_r^2 m_r^2 \, dP = \sum_{r=1}^{\pi_k} g_r^2 \int_P m_r^2 \, dP \]  
(integral properties)

\[ \leq \sum_{r=1}^{\pi_k} g_r^2 h_P^2 \|m_r\|_{L^\infty(P)} \lesssim h_P^3 \|g\|_{l^2}(m_r \text{ is limited.}) \]

Let us move to the first part. Thanks to mesh assumptions, we can decompose a polyhedron \( P \) in tetrahedrons, \( T_P \). Given one of these tetrahedrons, \( \tau \), we can choose a sphere \( S_\tau \) such that its radius satisfies \( r_\tau = \delta_\tau h_P \), where \( \delta_\tau \in (0, 1) \). Now we can apply the affine map

\[ \tilde{x} = \frac{x - x_P}{h_P}, \]

where \( x_P \) is the barycenter of \( P \). By construction, such map transforms \( S_\tau \) in a sphere of radius \( \delta_\tau \) and whose center is inside the unit sphere centred in the origin, \( \tilde{S}_\tau \). Since \( S_\tau \subset P \) we have

\[ \|g\|_{0,P} \geq \|\tilde{g}\|_{0,\tilde{S}_\tau} (h_P)^{3/2}, \]

where \( \tilde{g} \) is the transformation of \( g \) by the map of (5.3). The last term becomes

\[ \|\tilde{g}\|_{0,\tilde{S}_\tau}^2 = \tilde{g}^T \tilde{M}^T \tilde{g}, \]

where \( \tilde{M} \) is a matrix whose entries are

\[ \tilde{M}_{i,j} = \int_{\tilde{S}_\tau} \tilde{m}_i \tilde{m}_j \, d\tilde{x}. \]

The matrix \( \tilde{M}^T \) is a depends on the position of the center \( c \) of the sphere \( S_\tau \), then

\[ \sum_{\tau\in T_P} \|\tilde{g}\|_{0,\tilde{S}_\tau}^2 \geq \lambda^* \|g\|_{l^2}^2, \]

where \( \lambda^* \) is the minimum eigenvalue among all transformations \( M^\tau \). We underline that \( \lambda^* \) does not depend on the mesh size \( h_P \) but only on the radii \( \delta_\tau \) so we can write

\[ \sum_{\tau\in T_P} \|\tilde{g}\|_{0,\tilde{S}_\tau}^2 \gtrsim \|g\|_{l^2}^2 \]

Now, squaring (5.4) and exploiting the estimate of (5.5), we have the desired estimate.

**Lemma 5.3.** Given a polyhedron \( P \) and a function \( w \in \mathcal{V}_k^h(P) \) it holds

\begin{align*}
(6.6) \quad (w \cdot n, m_k)_{\tilde{S}} & \lesssim h_P^{1/2} \left( S_P^P(w, w) \right)^{1/2} & \text{if } \deg(m_k) \leq k, \\
(6.7) \quad (\text{div } w, m_{k-1})_P & \lesssim h_P^{1/2} \left( S_P^P(w, w) \right)^{1/2} & \text{if } \deg(m_{k-1}) \leq k - 1, \\
(6.8) \quad (w, m_l \wedge m_{k-1})_P & \lesssim h_P^{1/2} \left( S_P^P(w, w) \right)^{1/2} & \text{if } \deg(m_{k-1}) \leq k - 1.
\end{align*}
Proof. We make the proof for each of the previous inequalities, starting from (5.6). If \( \deg(m_k) \leq k \) there exists a degrees of freedom associate with such monomial and the face \( \mathfrak{F} \), we call it \( D_1(w) \) that

\[
(w \cdot n, m_k)^2 = |\mathfrak{F}| D_1^2(w) \quad \text{(definition)}
\]

\[
\lesssim h_P D_1^2(w) \lesssim h_P |P| D_1^2(w) \quad \text{(mesh assumptions)}
\]

\[
\lesssim h_P S^P(w, w) \quad \text{(add the other terms)}
\]

Then, making the square root of both sides we get (5.6).

For (5.7) we distinguish two cases: first we consider the case where \( m_{k-1} = 1 \), then \( 1 < \deg(m_{k-1}) \leq k - 1 \). In the former case we proceed as

\[
(\text{div } w, 1)_P = \sum_{F \in \partial P} \|(w \cdot n)|^2_1, F \quad \text{(divergence theorem)}
\]

\[
\lesssim h_P S^P(w, w) \quad \text{(use (5.6))}
\]

As before, by making the square root of both sides we get (5.7) when we consider the constant polynomial. Then, if \( m_{k-1} \) is not the constant monomial, we know that there exists a degrees of freedom associated with such monomial, we call it \( D_2(w) \)

\[
(\text{div } w, m_{k-1})_P^2 = |P|^2 h_P^2 D_2^2(w) \quad \text{(definition)}
\]

\[
\lesssim h_P^2 D_2^2(w) \lesssim h_P |P| D_2^2(w) \quad \text{(mesh assumptions)}
\]

\[
\lesssim h_P S^P(w, w) \quad \text{(add the other terms)}
\]

Finally, making the square root of both sides we got the relation in (5.7) for any monomials whose degree is greater than 0 and lower than \( k \).

Also for (5.8) we know that there exists a degrees of freedom associated with the monomial \( m_{k-1} \) or at least a linear combination of such vectorial monomials that equals to \( m_{k-1} \). We prove the former case, the latter is straightforward.

\[
(w, m_I \wedge m_{k-1})_P^2 = |P|^2 h_P^2 D_3^2(w) \quad \text{(definition)}
\]

\[
\lesssim h_P^2 D_3^2(w) \lesssim h_P |P| D_3^2(w) \quad \text{(mesh assumptions)}
\]

\[
\lesssim h_P S^P(w, w) \quad \text{(add the other terms)}
\]

We obtain the estimate of (5.8) by making the square root of both sides.

**Proposition 5.4.** The form \( S^P \) defined in (4.4) satisfies the following property

\[
S^P(w, w) \lesssim \|w\|^2_{0,P} \quad \forall w \in \mathcal{V}^k_h(P).
\]

Proof. \( S^P \) can be split into three parts associated with the three types of dofs,

\[
S^P(w, w) := \|\nu\|_{L^\infty(P)} |P| \sum_{i=1}^{#D1} D_1^2(w) \quad \text{(normal face moments)}
\]

\[
+ \|\nu\|_{L^\infty(P)} |P| \sum_{i=1}^{#D2} D_2^2(w) \quad \text{(divergence moments)}
\]

\[
+ \|\nu\|_{L^\infty(P)} |P| \sum_{i=1}^{#D3} D_3^2(w) \quad \text{(internal cross moments)}.
\]
where \#D1, \#D2 and \#D3 are the number of each type of dofs associated with each the polyhedron \( P \). Without loss of generality we consider the case \( \nu = 1 \). To prove the relation in (5.9), we show that the estimate hold for each terms of (5.10). Then, (5.9) is a direct consequence of these relations.

**Normal face moments.** We follow the remark made at the end of the “velocity local space” paragraph and we always consider a map \( \gamma \) although the face is straight. We fix a generic face dofs and we prove the bound in (??) for this particular case.

\[
|P| \text{D}^1 \nu_i^2 (w) = |P| \left( \frac{1}{|\delta|} \int_{\delta} (w \cdot n_F) m_k \, d\delta \right)^2 \quad \text{(definition)}
\]

\[
\lesssim \frac{|P|}{|\delta|^2} \|w \cdot n_F\|^2_{0,\delta} \|m_k\|^2_{0,\delta} \quad \text{(Cauchy-Schwarz)}
\]

\[
\lesssim \frac{|P|}{|\delta|^2} \|w \cdot n_F\|^2_{0,\delta} |\delta| \lesssim \frac{|P|}{|\delta|} \|w \cdot n_F\|^2_{0,\delta} \quad \text{(scaled monomials)}
\]

\[
\lesssim \frac{h_P^2}{h_P^2} \|w \cdot n_F\|^2_{0,F} \lesssim h_P \|w \cdot n_F\|^2_{0,F} \quad \text{(mesh assumptions)}
\]

\[
\lesssim h_P \|w \cdot n\|^2_{0,\partial P}
\]

Now following the same arguments proposed in the proof of Proposition 4.3 in [5] and Lemma 5.1, we have

\[
h_P \|w \cdot n\|^2_{0,\partial P} \lesssim \|w\|^2_{0,P} + h_P^2 \|\text{div } w\|^2_{0,P} \lesssim \|w\|^2_{0,P},
\]

and this complete the proof of the bound for a generic normal face moments.

**Divergence moments.** Before dealing with the prove of this part, we recall that the monomials involved on such degrees of freedom have degree greater than zero, i.e., there is not the constant monomial. We fix a generic dof of this type and then we prove the desired estimate.

\[
|P| \text{D}^2 \nu_i^2 (w) := |P| \left( \frac{h_P}{|P|} \int_P \text{div}(w) m_k \, dP \right)^2 \quad \text{(definition)}
\]

\[
= \frac{h_P^2}{|P|} \left( \int_P \text{div}(w) m_k \, dP \right)^2
\]

\[
\lesssim \frac{1}{h_P} \left( \int_P \text{div}(w) m_k \, dP \right)^2 \quad \text{(mesh assumption)}
\]

\[
\lesssim \frac{1}{h_P} \|\text{div } w\|^2_{0,P} \|m_k\|^2_{0,P} \quad \text{(Hölder)}
\]

\[
\lesssim \frac{1}{h_P} \|\text{div } w\|^2_{0,P} |P| \quad \text{(m_k is limited)}
\]

\[
\lesssim \frac{1}{h_P} \|w\|^2_{0,P} |P| \quad \text{(Lemma 5.1)}
\]

\[
\lesssim \frac{1}{h_P} \|w\|^2_{0,P} h_P^3 \lesssim \|w\|^2_{0,P} \quad \text{(mesh assumption)}
\]
Internal cross moments. We fix a generic dof of this type and get
\[ |P| \mathcal{D}_{i}^2 (w) := |P| \left( \frac{1}{|P|} \int_{P} w \cdot (m_i \wedge m_{k-1}) \, dP \right)^2 \] (definition)
\[ = \frac{1}{|P|} \left( \int_{P} w \cdot (m_i \wedge m_{k-1}) \, dP \right)^2 \]
\[ \lesssim \frac{1}{|P|} \| w \|_{0,P}^2 \| m_i \wedge m_{k-1} \|_{0,P}^2 \] (Hölder)
\[ \lesssim \frac{1}{|P|} \| w \|_{0,P}^2 |P| \] (\( m_i \wedge m_{k-1} \) is limited)
\[ \lesssim \frac{1}{h_P^3} \| w \|_{0,P}^2 h_P^3 = \| w \|_{0,P}^2 \] (mesh assumption)

We prove the estimate for each kind of degrees of freedom. Then if we plug such estimate in (5.10), we get the estimate of (5.9).

**Proposition 5.5.** The form \( S^P \) defined in (4.4) satisfies the following property
(5.11)
\[ \| w \|_{0,P} \lesssim S^P (w, w), \quad \forall w \in \mathcal{V}_h^k (P). \]

**Proof.** We can decompose a function \( w \in \mathcal{V}_h^k (P) \) via the so-called Helmholtz decomposition, as reported in Corollary 3.4 of [32], given by \( w := \nabla \phi + \text{curl} A \), such that \( \phi \) and \( A \) solve the following problems
\[
\begin{cases}
\Delta \phi = - \text{div} \, w & \text{in } P \\
\nabla \phi \cdot n_F = w \cdot n_F & \forall F \in \partial P
\end{cases}
\quad \begin{cases}
- \Delta A = \text{curl} \, w & \text{in } P \\
\text{div} \, A = 0 & \text{in } P \\
A \times n_F = 0 & \forall F \in \partial P
\end{cases}
\]

To prove (5.11), we consider each of these fields and we show
\[ \| \nabla \phi \|_{0,P} \lesssim S^P (w, w) \quad \text{and} \quad \| \text{curl} \, A \|_{0,P}^2 \lesssim S^P (w, w). \]

Before dealing with the first term, we recall both \( \text{div} \, w \) and \( (w \cdot n) \) are polynomials and we can define a proper \( L^2 \) projection operators on polyhedrons and faces into the polynomial space, i.e., \( \Pi_P \phi \) and \( \Pi_{\tilde{P}} \phi \). Here \( \Pi_P \phi \) refers to the Cartesian global space, while \( \Pi_{\tilde{P}} \phi \) is an \( L^2 \) projection on the parameter space of the face \( F \).

\[ \| \nabla \phi \|_{0,P}^2 = \int_{P} \nabla \phi \cdot \nabla \phi \, dP = - \int_{P} \phi \text{div} \, w \, dP + \sum_{F \in \partial P} \int_{F} \phi (w \cdot n_F) \, dF \]
\[ = - \int_{P} \Pi_P \phi \, \text{div} \, w \, dP + \sum_{F \in \partial P} \int_{F} \Pi_{\tilde{P}} \phi (w \cdot n_\tilde{F}) \, d\tilde{F} \] (\( L^2 \) projection property)
\[ = - \sum_{i=1}^{t} c_i \int_{P} m_i \, \text{div} \, w \, dP + \sum_{F \in \partial P} \sum_{j=1}^{s} d_j \int_{\tilde{F}} m_j (w \cdot n_{\tilde{F}}) \, d\tilde{F} \]
(have highlight polynomials’ coefficients)
\[ \lesssim \sum_{i=1}^{t} c_i h_P^{1/2} (S^P (w, w))^{1/2} + \sum_{F \in \partial P} \sum_{j=1}^{s} d_j h_{\tilde{P}}^{1/2} (S^P (w, w))^{1/2} \]
\[ \leq \left( \|c\|_2 h_P^{1/2} + \sum_{F \in \partial P} \|d\|_2 h_P^{1/2} \right) \left( S^P(w, w) \right)^{1/2} \]

(norm equivalence in \( \mathbb{R}^t \) and \( \mathbb{R}^s \))

\[ \lesssim \left( h_P^{-3/2} \|\Pi P \phi\|_{0,P} h_P^{1/2} + \sum_{F \in \partial P} h_P^{-1/2} \|\bar{\Pi}_F \phi\|_{0,F} h_P^{1/2} \right) \left( S^P(w, w) \right)^{1/2} \]

(Lemma 5.2 and [31])

\[ \lesssim \left( h_P^{-1} \|\phi\|_{0,P} + \sum_{F \in \partial P} \|\phi\|_{0,F} \right) \left( S^P(w, w) \right)^{1/2} \]

(continuity of \( \Pi P \) and \( \bar{\Pi}_F \))

\[ \lesssim \|\nabla \phi\|_{0,P} \left( S^P(w, w) \right)^{1/2}. \]

Coming back to the beginning of such chain of inequalities we have

\[ \|\nabla \phi\|_{0,P} \lesssim \left( S^P(w, w) \right)^{1/2}. \]

Let us consider the second part, since \( \text{curl} \ w = \text{curl} (\nabla \phi + \text{curl} \ A) = \text{curl} \text{curl} \ A \) and that \( A \times n_F = 0 \) for all faces \( F \), we get

\[ \|\text{curl} \ A\|_{0,P} = \int_P \text{curl} A \cdot \text{curl} A \ dP = \int_P \text{curl} w \cdot A \ dP \]

Having \( w \in \mathcal{V}_k^3(P) \) this implies that \( \text{curl} \ w \in [\mathbb{P}_{k-1}(P)]^3 \) and also that it exists a \( p \in [\mathbb{P}_{k-1}(P)]^3 \) such that \( \text{curl} \ w = \text{curl} (x \wedge p) \). Moreover, by [33] we have that

\[ \|x \wedge p\|_{0,P} \lesssim h_P \|\text{curl} w\|_{0,P} \lesssim \|\text{curl} A\|_{0,P} \quad \text{and} \quad x \wedge p = \sum_{i=1}^{\pi_{k-1}} g_i m_i \wedge m_i \]

with \( g_i \in \mathbb{R} \) are suitable coefficients, and the latter inequality follows from Lemma 5.1. Continuing from before we get

\[ \int_p \text{curl} w \cdot A \ dP = \int_p \text{curl} (x \wedge p) \cdot A \ dP = \int_p x \wedge p \cdot \text{curl} A \ dP = \]

\[ \int_p x \wedge p \cdot (w - \nabla \phi) \ dP = \int_p x \wedge p \cdot w \ dP - \int_p x \wedge p \cdot \nabla \phi \ dP. \]

Let us consider the first term and realize that it is related to the third set of degrees.
of freedom for the vector fields in $\mathbf{V}_h^k(P)$, thus we have
\[
\int_P x \wedge p \cdot w \, dP = \sum_{i=1}^{\#dof} g_i \int_P m_i \wedge m_i \cdot w \, dP = |P| \sum_{i=1}^{\#dof} g_i \mathbf{D}3_i(w) \leq h^{-\frac{3}{2}} \mathbf{D}3 \left( \sum_{i=1}^{\#dof} g_i^2 \right)^{\frac{3}{2}} \left( |P| \sum_{i=1}^{\#dof} \mathbf{D}3_i(w)^2 \right)^{\frac{1}{2}} \leq \| \mathbf{A} \|_{0,P}(S^P(w, w))^{1/2}.
\]

We have now the term with $\nabla \phi$ to bound, namely
\[
- \int_P x \wedge p \cdot \nabla \phi \, dP \leq \| x \wedge p \|_{0,P} \| \nabla \phi \|_{0,P} \lesssim \| \mathbf{A} \|_{0,P}(S^P(w, w))^{1/2}.
\]

Collecting the results we finally obtain the proof.

**Proposition 5.6.** Consider the bi-linear form
\[
a^P_h(v, w) := \int_P \nu(x) \Pi^0_h v \cdot \Pi^0_h w + S^P(v, w),
\]
where we defined
\[
S^P(v, w) := \| \nu \|_{L^\infty(P)} |P| \sum_{i=1}^{\#dof} \mathbf{d} \mathbf{f}_i((I - \Pi^0_k)v) \mathbf{d} \mathbf{f}_i((I - \Pi^0_k)w),
\]
here $\#dof$ is the number of degrees of freedom associated with the polyhedron $P$ and we define the function $\mathbf{d} \mathbf{f}_i$ that given a function in $\mathbf{V}_h^k(P)$ returns its $i^{th}$ degrees of freedom. Then, there exist two positive constants $\alpha, \alpha^* \in \mathbb{R}$ independent on the mesh size such that the following relation holds
\[
\alpha a^P_h(w, w) \leq a^P_h(w, w) \leq \alpha^* a^P_h(w, w).
\]

**Proof.** The result is a direct consequence of Proposition 5.4 and 5.5.

6. Integration over curved Polyhedrons. In this section we explain how we compute integrals inside polyhedrons characterized by curved faces. First, we describe how to integrate over curved faces. Then, we show how we extend the idea proposed in [25] from curved polygons to polyhedrons with curved faces.

6.1. Integration over curved 2d polygons. We consider a curved face $F$ of a polyhedron and we made the same assumptions on definition, existence and regularity on the map $\gamma$, see the final part of Section 2.

Given a function $f$ defined over the face $F$, to integrate any function defined on such face, we exploit the following formula:
\[
\int_F f(x, y, z) \, dF = \int_{\mathbf{\tilde{\mathbf{\delta}}}} \tilde{f}(u, v) \left\| \frac{\partial \gamma}{\partial u} \times \frac{\partial \gamma}{\partial v} \right\| \, d\mathbf{\tilde{\mathbf{\delta}}} \approx \sum_{i=1}^{n} \tilde{f}(u_i, v_i) \left\| \frac{\partial \gamma}{\partial u} \times \frac{\partial \gamma}{\partial v}(u_i, v_i) \right\| \omega_i,
\]
where $\tilde{f}$ is the function $f$ written in terms of the parameter-space coordinates $(u, v)$, $\left\| \frac{\partial \gamma}{\partial u} \times \frac{\partial \gamma}{\partial v} \right\|$ is the Jacobian of the transformation $\gamma$ and $\{(u_i, v_i)\}_{i=1}^{n}$ are the quadrature points in the parameter space and $\{\omega_i\}_{i=1}^{n}$ are their corresponding weights.
From a more practical point of view the usage of (6.1) is not so straightforward. Indeed, one has to define the function $\tilde{f}(u, v)$. However, to use the quadrature rule in (6.1) and avoid the definition of the function $\tilde{f}$, we compute the physical quadrature points corresponding to the one in the parameter space via the map $\gamma$

$$\{(u_i, v_i)\}_{i=1}^n \rightarrow \{(x_i, y_i, z_i)\}_{i=1}^n,$$

and we modify (6.1) as

$$\sum_{i=1}^n \tilde{f}(u_i, v_i) \left\| \frac{\partial \gamma}{\partial u} \times \frac{\partial \gamma}{\partial v}(u_i, v_i) \right\| \omega_i = \sum_{i=1}^n f(x_i, y_i, z_i) \left\| \frac{\partial \gamma}{\partial u} \times \frac{\partial \gamma}{\partial v}(u_i, v_i) \right\| \omega_i.$$

(6.2)

This quadrature rule does not depend on $\tilde{f}$ so there is no need to create such a function. Furthermore such double quadrature point lists will play a key in the computation of the volume quadrature presented in Section 6.2.

**Remark 6.1.** Since the domain $\mathbb{F} \subset [0, 1]^2$ in the parameter space may have curved boundaries, we exploit the integration strategy proposed in [25, 4].

### 6.2. Integration over curved 3d polyhedrons.

In this section we propose a quadrature rule to integrate a function inside polyhedrons characterized by curved faces. The proposed formula is an extension of the ones proposed in [25, 4].

Consider a function $f(x, y, z)$ defined in a polyhedron $P$ and suppose that we would like to compute the integral

$$\int_P f(x, y, z) \, dP.$$

The idea is to move the computation of such integral to an integration over polyhedron’s faces. To achieve this goal we exploit the divergence theorem. We define a proper vectorial field $\mathbf{F}$ such that

$$\text{div} \mathbf{F} = f.$$

One possible choice of such function is the vector field

$$\mathbf{F}(x, y, z) = \begin{bmatrix} 0 \\ 0 \\ \int_{z_0}^{z} f(x, y, t) \, dt \end{bmatrix},$$

where $z_0$ is the $z$-coordinate of the polyhedron’s barycenter. Staring from such vector field and exploiting the idea of (6.2), we obtain the following integration formula

$$\int_P f \, dP = \int_P \text{div} \mathbf{F} \, dP = \int_{\partial P} \mathbf{n} \cdot \mathbf{F} \, dF = \sum_{F \in \partial P} \int_F \mathbf{n} \cdot \mathbf{F} \, dF = \sum_{F \in \partial P} \int_F n_z \mathbf{F}_z \, dF$$

$$= \sum_{F \in \partial P} \int_{\mathbb{F}} \tilde{n}_z(u, v) \hat{F}_z(u, v) \left\| \frac{\partial \gamma}{\partial u} \times \frac{\partial \gamma}{\partial v} \right\| \, d\mathbb{F}$$

$$\approx \sum_{F \in \partial P} \sum_{i=1}^n \tilde{n}_z(u_i, v_i) \hat{F}_z(u_i, v_i) \left\| \frac{\partial \gamma}{\partial u} \times \frac{\partial \gamma}{\partial v}(u_i, v_i) \right\| \omega_i$$

$$= \sum_{F \in \partial P} \sum_{i=1}^n n_z(x_i, y_i, z_i) F_z(x_i, y_i, z_i) \left\| \frac{\partial \gamma}{\partial u} \times \frac{\partial \gamma}{\partial v}(u_i, v_i) \right\| \omega_i.$$

(6.3)
In the last expression we are able to compute all terms. Both \( n_z \) and \( \left\| \frac{\partial \gamma}{\partial u} \times \frac{\partial \gamma}{\partial v} \right\| \) are known functions since they describe the \( z \)-component of the normal to the surface geometry and the Jacobian of the map \( \gamma \), respectively. Moreover, \( F_z(x_i, y_i, z_i) \) is computable too. Indeed, recalling the definition of the vector field \( \mathbf{F} \), we evaluate such term via an edge integral:

\[
F_z(x_i, y_i, z_i) = \int_{z_0}^{z_i} f(x_i, y_i, t) \, dt \approx \sum_{j=1}^{m} f(x_i, y_i, z_j) \omega_j.
\]

Substituting the last equation in (6.3), we get the following integration formula:

\[
\int_P f \, dP = \sum_{F \in \partial P} \sum_{i=1}^{n} \sum_{j=1}^{m} n_z(x_i, y_i, z_i) f(x_i, y_i, z_j) \left\| \frac{\partial \gamma}{\partial u} \times \frac{\partial \gamma}{\partial v} (u_i, v_i) \right\| \omega_i \omega_j.
\]

(6.4)

We can make the following observation about such formula. First of all it rely on some regularity assumptions of polyhedron’s face: they have to be defined via a map \( \gamma \) that have to be at least \( C^2 \) since we exploit surface normals and the Jacobian.

The proposed quadrature rule has more than the expected quadrature points that is not appealing from the computational point of view. However, we can use the procedure proposed in [26] to get a quadrature rule with the same order composed by a subset of the input points.

Such compression procedure is general and it is based on the resolution of a non-negative least squares problem that also ensures positivity of the weights. We apply such strategy to reduce the number of quadrature points in Equation (6.4).

To show the effectiveness of the compression procedure, we show the following example. Consider a cube whose top face is a bilinear surface and a quadrature formula that exactly integrate polynomials of degree 2.

In Figure 6.1 we show the resulting quadrature points. The savings in terms of operation is evident: we move from 192 to 10 quadrature points. The main feature of this compression procedure is that it always results in the minimum number of points that interpolate a specific polynomial [26]. Indeed, in this case we are considering a quadrature rule of degree 2 so the compression procedure select 10 quadrature points and properly modify their weights.

**Remark 6.2.** To compute \( F_z \), it is necessary the quote \( z_0 \). A deeper analysis is required in finding such value, since the quadrature points may fall outside \( P \). This is an important issue since the function \( f \) can be not defined outside \( P \). A good idea is to consider not a quote \( z_0 \) but a generic plane that cuts the polyhedron in such a way that all the quadrature points are inside \( P \) or at least on the faces of the polyhedron.

6.3. Preliminary numerical validation on quadrature weights. Before dealing with the convergence analysis of Problem (3.2), we make a numerical example that focus on the proposed quadrature rule. We consider the following domain

\[
\Omega := \{(x, y, z) \in \mathbb{R}^3 : R_1^2 \leq x^2 + y^2 \leq R_2^2, y \geq 0, 0 \leq z \leq 1\},
\]

where \( R_1 \) and \( R_2 \) are 0.2 and 1., respectively, and we expit the proposed quadrature formula, to compute the following integral

\[
\int_{\Omega} \sqrt{x^2 + y^2} + z \, d\Omega.
\]
In Table 6.1 we compute the relative error varying both the discretizations of $\Omega$ and the quadrature rule degree. More specifically we are considering two meshes $\text{cyli1}$ and $\text{cyli2}$ shown in Figure 6.2.

| Gauß degree | cyli1   | cyli2   |
|-------------|---------|---------|
| 1           | 1.1263e-03 | 2.5196e-04 |
| 2           | 3.7429e-06 | 2.6066e-06 |
| 3           | 6.0654e-08 | 2.9604e-08 |

Table 6.1
7. Numerical Examples. In this section we give numerical evidence about the behaviour between straight (noGeo) and curved (withGeo) approach. We consider different kind of meshes and describe how we build them inside each subsection. Regardless of the type of tessellation we associate to each mesh the mesh-size

\[ h = \frac{1}{N_P} \sum_{P \in \Omega_h} h_P, \]

where \( N_P \) is the number of polyhedrons in \( \Omega_h \).

To proceed with the convergence analysis of the errors, we build a sequence of meshes with decreasing \( h \) and we compute the following errors indicators:

- \( L^2 \)-error on the velocity field
  \[ e^v_{L^2} := \sqrt{\sum_{P \in \Omega_h} \| \Pi_k^0 v_h - v \|^2_0}, \]
  where \( \Pi_k^0 v_h \) is the element-wise \( L^2 \)-projection operator of the virtual element variable \( v_h \) inside the polyhedron \( P \) and \( v \) is the known exact vector field;

- \( L^2 \)-error on the pressure
  \[ e^p_{L^2} := \sqrt{\sum_{P \in \Omega_h} \| p_h - p \|^2_0}, \]
  where \( p_h \) is the element-wise polynomial that represents the pressure and \( p \) is the exact pressure distribution.

From the theoretical point of view both error indicators have a convergence rate of \( O(h^{k+1}) \). However, when we consider \( k = 2, 3 \) and the noGeo case, we get \( O(h^2) \), only the novel withGeo approach will have the expected trend for each \( k \).

Such behavior is justified by the following remark. Let us suppose that the error in a numerical scheme can be split in two parts

\[ \text{err} = \text{errApp} + \text{errGeo}. \]

On the one hand, we make an error in approximating the functional continuous spaces with a discrete one. Such error is related to degree of the polynomial used inside the discrete space taken into account, \( \text{errApp} \). On the other hand, we make an error in approximating the computational domain \( \Omega \) with a mesh \( \Omega_h \), \( \text{errGeo} \).

When we consider standard domains, i.e., domains whose boundaries are planes, elements with straight faces perfectly match such boundaries so \( \text{errGeo} \) is null. Consequently the error of (7.1) consists only on the first part and we have

\[ \text{err} = \text{errApp} + 0 = \text{errApp} \sim O(h^{k+1}), \]

for either \( e^v_{L^2} \) or \( e^p_{L^2} \). As a consequence we get the expected convergence rates since the geometrical error disappears.

However, when we are dealing with domains whose boundaries are curved, if we approximate them via elements with straight faces, the geometrical error is not null. It is related only to the mesh size and not on the approximation of the functional spaces we are using. More specifically, if we consider straight faces, it is always \( O(h^2) \). Consequently, for PDEs defined over curve domains (7.1) becomes

\[ \text{err} = \text{errApp} + \text{errGeo} \sim O(h^{k+1}) + O(h^2) = O(h^\min(k+1.2)), \]
Thus when we have a curved boundaries and we consider a mesh with straight faces, the expected rate is achieved only if $k = 1$, otherwise $errGeo$ overcomes $errApp$.

If we use the proposed approach, i.e., we modify the functional spaces in such a way that they can handle elements with curved faces, the geometrical error is null. Indeed, since we put inside the space the map $\gamma$ that exactly describes the geometry, we do not make any error in approximating curved boundaries or interfaces via the functional spaces. Thus, we recover the expected convergence rate as in (7.2).

**Meshes.** In the following examples we will use meshes whose boundary faces are quadrilaterals. We make this choice to allow the comparison between the noGeo and withGeo case. Indeed, if we consider a polygon with more than four edges, it is not a priori guaranteed that its vertexes lay on the same plane so we need to sub-triangulate such polygons in order to proceed with the noGeo approach. Then, if we make such sub-triangulation, the noGeo and withGeo case are not comparable in terms of degrees of freedom since the former requires more degrees of freedom with respect to the latter.

### 7.1. Example 1: convergence analysis with Dirichlet boundary.

We consider a domain composed by 5 planar faces and one curvilinear face defined by

\[
\Gamma = \left\{ (x, y, z) \in \mathbb{R}^3 : z + \frac{1}{10} \sin(\pi x) - 1 = 0 \right\}.
\]

We define the right-hand side and the boundary conditions in such a way that the solution of Problem (3.2) is

\[
p(x, y, z) := \left( z + \frac{1}{10} \sin(\pi x) - 1 \right)^2 \quad \text{and} \quad q = -\nabla p,
\]

with $\kappa = \mu = 1$ and we impose essential boundary conditions on all the boundaries including the curved one. In Figure 7.1 we show one of the mesh taken into account to collect the error for the convergence analysis of the errors $e^p_{L^2}$ and $e^q_{L^2}$.

![Fig. 7.1: Example 1: one of the mesh taken into account for the convergence analysis for the noGeo case.](image)

In Figure 7.2 we show the convergence lines for such errors varying the VEM
approximation degrees for both the noGeo and withGeo case. More specifically, dashed and full lines represent the error obtained via the noGeo and withGeo approach.

As it was already discussed at the beginning of this section, for $k = 1$ these two numerical schemes behave as expected, i.e., both have an error trend of $O(h^2)$. However, if we consider $k = 2$ and 3 their trends are different. Indeed, the noGeo behaves as $O(h^2)$, while the withGeo one as $O(h^{k+1})$.

![Figure 7.2: Example 1: convergence lines for both $e_{L^2}$ and $e_{L^2}$.](image)

By comparing such convergence lines we have the numerical evidence about what we inferred at the beginning of this section. Also the lines of the error for the noGeo case coincides varying the degree $k \geq 1$, i.e., errGeo is too large and such convergence lines are actually errGeo for each degree $k$.

### 7.2. Example 2: convergence analysis with Neumann boundary.

In this section we consider as computational domain

$$\Omega := \{(x, y, z) \in \mathbb{R}^3 : R_1^2 \leq x^2 + y^2 \leq R_2^2, y \geq 0, 0 \leq z \leq 1\},$$

where $R_1$ and $R_2$ are 0.2 and 1., respectively. On such domain we consider Problem 3.2 where the exact solution is

$$p(x, y, z) = \sin(\pi x) \cos(\pi y) \sin(\pi z) \quad \text{and} \quad q = -\nabla p.$$

and on planar boundaries we impose essential boundary conditions, while on the inner and outer curved boundary we impose natural boundary conditions.

To get a computational domain of such geometry, we extrude along the $z$ axis a two-dimensional polygonal mesh, see Figure 7.3. We consider two types of two dimensional meshes to extrude: a mesh composed by squares and one composed by triangles. We refer to such meshes as quad and tria, respectively.

In Figure 7.4 we collect the convergence lines for each type of mesh. As already seen in the previous example we got the expected error trend for degrees $k = 2$ and 3 only with withGeo approach, while the noGeo one has always a trend of $O(h^2)$ for both $e_{L^2}$ and $e_{L^2}$ and for each approximation degree. Moreover, also in this case the
dotted associated with $k > 1$ coincides. Such fact gives a further numerical evidence that $\text{errGeo}$ overcomes $\text{errApp}$ and what is actually represented by the dashed lines in Figure 7.4 is $\text{errGeo}$.

7.3. Example 3: corner point meshes. We consider now a particular kind of curved cells: the corner point elements. Such cells have the topology of a cube but their top and bottom faces are bilinear surfaces, i.e., they are defined by the following map $\gamma : [0, 1]^2 \rightarrow \mathbb{R}^3$

$$\gamma(u, v) = (1-u)(1-v)x_A + u(1-v)x_B + w x_C + u(1-v)x_D,$$

where $x_A$, $x_B$, $x_C$, and $x_D$ are the 4 points at the top (or at the bottom) of the cell. In oil industry basins and reservoirs are usually described by this type of meshes [3].

We solve Problem (3.2) in a unit cube $\Omega = [0, 1]^3$ composed of three layers of materials characterized by different values of permeability. More specifically, the top and the bottom layers have $\kappa = 1$, while the middle one has $\kappa = 0.01$. We set natural boundary conditions on the top and bottom faces of the domain, i.e., the pressure variable is equal to zero at the top and equals to one at the bottom. Then, we consider the force term equal to zero. We consider only a VEM approximation degree $k = 2$ as a representative degree, similar consideration can be done for $k > 2$.

Since we do not have the exact solution, we can not compute the error and we will give only a qualitative analysis on the pressure we get. Moreover we consider three refinement levels of the mesh at hand to ensure that the method does converge to plausible solution, we refer to them as ref 1, 2 and 3.

We further underline that in such discretizations all the mesh elements are corner
Fig. 7.4: Example 2: convergence lines for both $e_{L^2}^v$ and $e_{L^2}^p$.

Fig. 7.5: Example 3: refinement levels of the mesh with different layers.
point cells so the proposed virtual element incorporates the curved geometry within the function space definition. Thanks to this approach we do not need to introduce any approximation of the curved faces. Moreover we do not need to sub-triangulate them and introduce further degrees of freedom and, consequently, increase the size of the linear system at hand.

Fig. 7.6: Example 3: pressure filed with three different refinement levels.

From the data in Figure 7.5 we observe a steep change of the pressure values. This fact is expected since we are considering different values of the permeability $\kappa$. As it was expected, such change of pressure is better captured by mesh refinement.

8. Conclusions. In this work, we have proposed a mixed virtual element scheme in three space dimensions to solve Darcy problems. The considered scheme handles curved portions of boundary or internal interfaces without any degradation of the expected order of convergence rate. Moreover, it can be seen as a natural extension of the standard case, indeed the proposed functional spaces coincide with the ones used for the standard case if the element has no curved faces. We also proposed a theoretical analysis to show how to define the approximation spaces, degrees of freedom, and stabilization form and to obtain a stable numerical scheme. Such method also required the definition quadrature rule able to deal with polyhedrons characterized by curved faces. In this paper we propose a possible strategy which still need a deep theoretical analysis, but it is validated by ad-hoc numerical experiments and implicitly proven by the solution of Darcy problems. Finally, several numerical tests further show that the proposed scheme achieves the expected order without any degradation due to geometrical errors.
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