The Impact of Domain Shift on Left and Right Ventricle Segmentation in Short Axis Cardiac MR Images
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Abstract. Domain shift refers to the difference in the data distribution of two datasets, normally between the training set and the test set for machine learning algorithms. Domain shift is a serious problem for generalization of machine learning models and it is well-established that a domain shift between the training and test sets may cause a drastic drop in the model’s performance. In medical imaging, there can be many sources of domain shift such as different scanners or scan protocols, different pathologies in the patient population, anatomical differences in the patient population (e.g. men vs women) etc. Therefore, in order to train models that have good generalization performance, it is important to be aware of the domain shift problem, its potential causes and to devise ways to address it. In this paper, we study the effect of domain shift on left and right ventricle blood pool segmentation in short axis cardiac MR images. Our dataset contains short axis images from 4 different MR scanners and 3 different pathology groups. The training is performed with nnUNet. The results show that scanner differences cause a greater drop in performance compared to changing the pathology group, and that the impact of domain shift is greater on right ventricle segmentation compared to left ventricle segmentation. Increasing the number of training subjects increased cross-scanner performance more than in-scanner performance at small training set sizes, but this difference in improvement decreased with larger training set sizes. Training models using data from multiple scanners improved cross-domain performance.
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1 Introduction

Cardiac magnetic resonance (CMR) allows non-invasive and radiation-free imaging of the heart and is the recommended imaging modality for many clinical scenarios [6]. Cine CMR involves acquiring images at several time steps through the
cardiac cycle. These images can be used to measure diagnostic metrics such as left and right ventricle (LV and RV) volumes and ejection fraction (EF) [10]. In order to calculate these metrics, segmentation of the LV and RV from the cine images is required. Manual segmentation requires expertise, is very time-consuming and is prone to operator bias and error. Hence, automatic segmentation methods are highly desirable. Several challenges have been organized to tackle this problem and many methods have been proposed. Recent challenges such as ACDC [1] and M&Ms [2] have been dominated by U-Net-based [8] deep learning methods, with nnUNet [5] being the best overall performer in the most recent M&Ms challenge.

A significant problem with deep learning methods is that their performance can drastically drop if the data distribution of the training set and test set are different, and this phenomenon is known as domain shift or dataset shift [7]. Medical images might have several sources of domain shift such as different scanners or scan protocols, different pathologies in the patient population and anatomical differences in the patient population (e.g. men vs women). Hence, it is recommended for clinicians using AI assistance to be aware of potential sources of domain shift that could cause the AI system to fail [3].

With intra-domain performance reaching comparable quality to manual expert segmentations [1], analysis of domain shift and ways to improve cross-domain generalization are becoming popular topics in recent studies. Significant cross-scanner performance drop has indeed been observed on the M&Ms challenge data [2] and several studies have proposed various methods to improve cross-domain generalization. On the M&Ms dataset, an aggressive data augmentation scheme used with nnUNet [4], and an approach based on domain-adversarial learning [11] were shown to improve cross-scanner performance. In another study, an adverserial domain adaptation approach was utilized on a multi-modality dataset showing improved cross-modality performance [12]. However, there has been relatively little work on investigating and quantifying the relative impact of different sources of domain shift.

In this paper, we study the effect of domain shift on LV and RV blood pool segmentation in end-diastolic (ED) and end-systolic (ES) frames of short axis cine CMR images. Our dataset contains short axis images from 4 different MR scanners and 3 different pathology groups. The training is performed using the nnUNet model [5]. The contributions of our study are as follows: (1) We separate domains not only by scanner but also by pathology group in order to systematically analyse the pathology-based and scanner-based domain shifts. (2) Using a large dataset of 1373 subjects with manual segmentations, we analyse the impact of training set size on domain shift both on intra-scanner and cross-scanner test sets.
2 Materials and Methods

2.1 Dataset

We employ a dataset of 1373 cine CMR examinations acquired for clinical purposes from the clinical imaging system of Guy’s and St Thomas’ NHS Foundation Trust Hospital. All patients gave informed consent for research use of their imaging data. For each subject, an experienced cardiologist manually segmented the LV and RV blood pools in the ES and ED frames of the short axis sequence. The scanners and numbers of subjects from each scanner are as follows: Siemens Aera 1.5 T (555 subjects), Philips Ingenia 1.5 T (324 subjects), Philips Achieva 3 T (452 subjects) and Siemens Biograph mMR 3 T (42 subjects). For brevity, we name these domains as A, B, C and D, respectively.

The dataset is partially annotated with the following pathology groups: healthy, congenital heart disease, dilated cardiomyopathy (DCM), hypertrophic cardiomyopathy (HCM), hypertensive cardiomyopathy (CMP), ischaemic, mixed CMP, non-ischaemic CMP, other CMP, other (for example, myocarditis, infiltrative myocardial diseases, etc.). From these, the following groups were created as the pathology domains for our experiments: Pathology Group 1 (PG 1): Healthy, PG 2: DCM, hypertensive CMP, mixed CMP, non-ischaemic CMP. PG 3: HCM. Other groups were removed either due to very small numbers of subjects or high structural variance within the group. DCM and various CMPs were grouped together in PG 2 due to structural similarity. Using the scanners A, B, C and the 3 pathology domains, we created 9 domains containing different combinations of scanner/pathology. The domain names, descriptions and numbers of subjects are summarized in Table 1.

2.2 Experimental Setup and Training

The first set of experiments was aimed at analysing the pathology-based and scanner-based domain shifts separately. From the 9 scanner and pathology-specific domains, the ones that had more than 30 subjects, i.e. A1, A2, B1, C1 and C2 were separated into training and test sets, with 30 subjects in the training set for each domain. The rest of the domains were only used for testing. In addition, mixed domains were created by mixing the pathologies and scanners and named as follows: AM: A1 + A2, CM: C1 + C2, 1M: A1 + B1 + C1, 2M: A2 + C2. The mixed domain names and descriptions are summarized in Table 1. Training set sizes were also fixed to 30 for mixed domains and subjects were randomly selected with equal proportion from the domains that make up the mixed domains. For example, domain 1M’s training set consisted of 10 subjects each from A1, B1 and C1 domains and domain AM’s training set consisted of 15 subjects each from domains A1 and A2. This was done to keep the training set size fixed across all domains in order to separate the effect of domain shift on performance from increasing training set size.

The second set of experiments was aimed at measuring the effect of increasing training set size on intra-domain and cross-domain performance. For these
Table 1. Description of domains defined within our dataset.

| Single-scanner domains | Scanner                   | Pathology Group | No. Subjects |
|------------------------|---------------------------|-----------------|--------------|
| A                      | Siemens Aera 1.5 T        | All             | 554          |
| B                      | Philips Ingenia 1.5 T     | All             | 324          |
| C                      | Philips Achieva 3 T       | All             | 452          |
| D                      | Siemens Biograph_mMR 3 T | All             | 42           |
| A1                     | Siemens Aera 1.5 T        | Healthy         | 74           |
| A2                     | Siemens Aera 1.5 T        | DCM, CMP        | 37           |
| A3                     | Siemens Aera 1.5 T        | HCM             | 15           |
| B1                     | Philips Ingenia 1.5 T     | Healthy         | 42           |
| B2                     | Philips Ingenia 1.5 T     | DCM, CMP        | 14           |
| B3                     | Philips Ingenia 1.5 T     | HCM             | 9            |
| C1                     | Philips Achieva 3 T       | Healthy         | 64           |
| C2                     | Philips Achieva 3 T       | DCM, CMP        | 36           |
| C3                     | Philips Achieva 3 T       | HCM             | 8            |

| Mixed domains          | Domains Included          |
|------------------------|---------------------------|
| AM                     | A1, A2                    |
| CM                     | C1, C2                    |
| 1M                     | A1, B1, C1                |
| 2M                     | A2, C2                    |
| M                      | A, B, C                   |

For all experiments, 2D training was performed using the nnUNet model with batch size 8, 250 max epochs and 4 fold cross-validation. We did not use 3D training because of training time constraints. All other parameters, including data augmentation settings, are default settings for the version 2 trainer of nnUNet (nnUNetTrainerV2). An ensemble automatically created by nnUNet from the 4 folds was used for testing.

3 Results and Discussion

The mean Dice scores between manual segmentations and nnUNet-produced segmentations over LV, RV, ED and ES are given in Table 2. An interesting observation is that the cross-domain performance is clearly not symmetric. For example, the model trained on domain C2 performs very poorly on domain A1 but the reverse is not true.

An in-domain dominance is not immediately obvious from Table 2. On closer inspection, however, it can be noticed that the best model for every test domain was trained on a domain that includes the same scanner. Furthermore, there are
a number of very poor performances on cross-scanner tests (e.g. train C2, test A1) which is not the case for any in-scanner test. To test the hypothesis that in-domain performance is better than cross-domain performance, we computed means and standard deviations of Dice scores for intra-scanner, cross-scanner, intra-pathology and cross-pathology cases using the domains A1, A2, A3, B1, B2, B3, C1, C2 and C3, and statistically compared these using Mann-Whitney U tests. The results are given in Table 3 which shows a clear effect of domain shift across scanners for both LV and RV and for both ED and ES frames, whereas the domain shift effect is not significant across pathology groups for any segmented structure and frame combination. Furthermore, Table 3 also shows a more significant cross-domain performance drop on RV segmentations compared to LV segmentations across scanners.

Examining the significance results in Table 3 it can be hypothesized that mixing different scanner domains will improve generalization performance. To investigate this hypothesis, we produced a boxplot of Dice scores for different training domains (including mixed pathology domains AM and CM, and mixed scanner domains 1M and 2M) for a single pooled test domain that aggregates all of the individual test domains A1, A2, A3, B1, B2, B3, C1, C2 and C3 (see Fig. 1). Note that the numbers of subjects in the training sets were kept fixed when mixing domains in order to remove the effect of increasing training set size from the analysis. Indeed, the healthy group with mixed scanners (1M) had the best overall performance, especially due to its performance on the more difficult RV segmentation task.

In Fig. 2 we plot the mean Dice scores (over LV, RV, ED and ES) vs. the number of subjects in the training set (30, 60, 120, 240) for each model trained on domains A, B and C (i.e. different scanners) to each test domain A, B, C and D. A model trained on the mixed domain M and tested on domain M and D is also added to the plot. For the mixed domain experiment, an additional training size of 1064 that makes use of all available data is added. It can be seen that for every combination except C→A, that is, the model trained on domain C and tested on domain A, and M→D, performance increases with increasing number of subjects in the training set. On C→A and M→D, the performance kept increasing until 120 training subjects but dropped when the training size was increased further. These two might be outlier cases since a similar drop was not observed in any of the other tests. For all test set sizes, the model trained on multiple scanners (i.e. M) has comparable performance to that of single-scanner models on intra-scanner experiments and performed better than single scanner models on cross-scanner experiments. In addition, when trained with all available data (1064 subjects), this model’s performance matched the best performance of any of the intra-domain models, demonstrating the utility of using large training sets from multiple scanners. It also generalised well to the unseen domain D, as can be seen from the right-hand plot in Fig. 2.
Table 2. Mean Dice scores between manual segmentations and nnUNet-produced segmentations over LV, RV, ED and ES. The mean Dice score for the best performing model for each test domain is displayed in bold and the second best model is displayed in italic. Multiple scores may be in bold or italic when there are ties.

| Test Domain | A1 | B1 | C1 | A2 | C2 | B2 | A3 | B3 | C3 |
|-------------|----|----|----|----|----|----|----|----|----|
| Train Domain |    |    |    |    |    |    |    |    |    |
| A1          | 0.866 | 0.859 | 0.873 | 0.901 | 0.872 | 0.890 | 0.866 | 0.843 | 0.869 |
| B1          | 0.852 | 0.889 | 0.870 | 0.877 | 0.861 | 0.912 | 0.858 | 0.889 | 0.907 |
| C1          | 0.822 | 0.875 | 0.908 | 0.893 | 0.910 | 0.889 | 0.828 | 0.865 | 0.920 |
| A2          | 0.881 | 0.874 | 0.884 | 0.903 | 0.888 | 0.888 | 0.867 | 0.861 | 0.898 |
| C2          | 0.677 | 0.764 | 0.900 | 0.688 | 0.909 | 0.794 | 0.656 | 0.731 | 0.922 |
| 1M          | 0.879 | 0.890 | 0.909 | 0.907 | 0.914 | 0.882 | 0.876 | 0.919 |     |
| 2M          | 0.870 | 0.879 | 0.896 | 0.907 | 0.906 | 0.846 | 0.871 | 0.918 |     |
| AM          | 0.872 | 0.870 | 0.863 | 0.894 | 0.875 | 0.871 | 0.877 | 0.862 | 0.866 |
| CM          | 0.745 | 0.835 | 0.899 | 0.784 | 0.904 | 0.849 | 0.695 | 0.760 | 0.922 |

Table 3. Intra vs. cross domain mean and standard deviation of Dice scores between manual and nnUNet-produced segmentations separately for LV and RV for end-systolic (ES) and end-diastolic (ED) frames on domains A1, A2, A3, B1, B2, B3, C1, C2, C3. In intra-scanner, the training and test sets are from the same scanner but do not have to be from the same pathology group. In intra-pathology, the training and test sets are from the same pathology group but do not have to be from the same scanner. p-values for Mann-Whitney U tests are given for each intra-vs-cross group.

|             | LV ED     | LV ES     | RV ED     | RV ES     |
|-------------|-----------|-----------|-----------|-----------|
| Intra-scanner | 0.944 (0.025) | 0.887 (0.072) | 0.888 (0.057) | 0.838 (0.102) |
| Cross-scanner | 0.937 (0.030) | 0.873 (0.105) | 0.790 (0.214) | 0.726 (0.253) |
| In vs cross-scanner p-val | 0.0003 | 0.0285 | 0.0000 | 0.0000 |
| Intra-pathology | 0.939 (0.027) | 0.880 (0.090) | 0.837 (0.137) | 0.784 (0.181) |
| Cross-pathology | 0.940 (0.029) | 0.877 (0.098) | 0.815 (0.208) | 0.751 (0.244) |
| In vs cross-path. p-val | 0.2716 | 0.4126 | 0.0959 | 0.4778 |
Impact of Domain Shift on LV, RV Segmentation in CMR

Fig. 1. Boxplot of Dice scores for different training domains (including mixed pathology domains AM and CM, and mixed scanner domains 1M and 2M) for a single aggregated test domain that combines all of A1, A2, A3, B1, B2, B3, C1, C2, C3. See Table I for domain descriptions.

Fig. 2. Lineplots of mean Dice scores (over LV, RV, ED and ES) for each domain model to each domain test set with increasing training set size. A→B means the model was trained on domain A and tested on domain B. On the left lineplot, intra-scanner tests are shown as solid lines and cross-scanner tests as dotted lines.
4 Conclusion

We have presented an analysis of the effect of domain shift on RV and LV segmentations on a large clinical cine CMR dataset and observed several important results. Firstly, scanner differences seem to play a more important role than pathology group differences on cross-domain segmentation performance and this also means that mixing data from different scanners for training is more helpful than mixing pathologies. Secondly, cross-domain performance is not symmetric, that is, the performance of a model trained on some domain A and tested on some domain B cannot be used to anticipate the performance of a model trained on B and tested on A. This phenomenon was also previously observed in [4] on the M&Ms dataset. Thirdly, in-scanner vs. cross-scanner performance difference is much larger on RV compared to LV. Lastly, increasing the number of training subjects improves both in-domain and cross-domain performance. The performance improvement is faster for cross-domain on smaller training sets but the cross-domain improvement slows faster than in-domain improvement as training sets get larger. We expect our work to be helpful to researchers studying the effect of domain shift and working on improving generalization of segmentation networks in CMR.
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