An equation simultaneously encodes the duality of the mind and the body
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The mind-body problem is the central issue in both of philosophy and life science for several centuries. To date, there is still no conclusive theory to interpret the relation between the mind and the body, even just the mind alone. Here, we promote a novel model, a derived mathematic equation called the entropic system equation, to describe the innate characters of the mind and the mechanism of the mind-body coupling phenomenon. As the semi-open thermodynamic systems far from equilibrium, the living organisms could be logically considered as an entropic system. In the living organisms or the entropic systems, there also are three essential existing elements including mass, energy and information, in which the mind and the body are hypothetically coupled by free energy and entropic force.

1. Introduction

In philosophy, the answer to the mind-body problem is the key criteria to distinguish the materialism and the idealism (1). In idealism, the mind is the basic existence and the originating source of every subject in the universe. In materialism, the existent sequence between the mind and the body is reverse to the idealism. The endless and clueless debate scientifically is like the augment of the properties of wave and of particle in photon quantum mechanics, which finally is ended until the promotion of the wave-
particle duality theory (2). There is not surprising that physicalism naturally stand on the side of materialism that supposedly mind is a physical phenomenon from the biochemical and biophysical processes. However, physicists also believe that there is no material, but energy and information. Up to date, both biochemists and biophysicists are unable to provide the conclusive answer theoretically and/or experimentally. The main obstacle might be what the relationship between thought and consciousness are in the mind. Moreover, it is still clueless what are the thought and the consciousness itself.

To provide the final answer to the mind-body problem, the first step has to understand the creation of the universe from the beginning. It seems to be a more and more common concept that the entropic nature begins from the creation to the end, if happened, of the universe. Thus, the initial universe was a symmetric vacuum state (the quantum vacuum as a singularity expanded exponentially the so-called inflation), and the symmetry of the universe gradually lost (3). It is known that asymmetry from the symmetry breaking creates entropy, an arrow for time of the universe (4). The pioneer in thermodynamics, Rudolf Clausius concluded two essential principles of entropy. First, the energy of the universe is constant. Secondly, the entropy of the universe tends to a maximum. Therefore, Arthur Eddington and other physicists, perhaps including the greatest Albert Einstein, believe the entropy always increasing is the highest principle among the law of Nature (5). The increase of the entropy results in the irreversible symmetry breaking of the natural processes leading to the asymmetry between past and future. The asymmetrical state in the universe absolutely is not even but stochastically fluctuating everywhere. The statistical mechanics pioneer, Ludwig Boltzmann hypothesized the fluctuating entropy as the physics thought experimental self-conscious body, so called Boltzmann brain, spontaneously and briefly formed in everywhere of the universe (6). In 1948, Claude Shannon promoted the pioneering concept of information entropy which could be possibly introduced into the time-arrow of the psychology and/or mind perception (7).

The entropy law holds the supreme position among the laws in both the non-living system and the living organisms. The asymmetry of molecules in water is also an initial force to generate life organism (8). In this article, the entropy system is hypothesized a unit of the essential structures which harbor the three elements of the mass, the energy and the information both in the non-living system and living organism. An entropy system with the constant consists of five variables, microstate, macrostate, free energy, entropic force and entropy itself. The self-organizations of the bio-entropic system are accomplished by the coordination of the mass, the energy and the information. Theoretically, the putative mechanism of the mind-body problem could be unveiled in the processes of the self-organization described with the entropic system equation, which simultaneously encodes the duality of the mind and the body.
2. Entropic system and law of the entropic system

Every existence in the universe, from atom to universe itself, could be designed as an entropic system theoretically. An entropic system is composed of five basic elements, microstate ($\Omega$), macrostate ($\Delta X$), free energy ($Q$) or temperature ($T$), entropic force ($F_{\Delta X}$) and entropy ($S$) its own. In statistical mechanics, entropy value depends on the number of microstates in (9),

$$S = \kappa \ln \Omega \quad (2.1)$$

In the equation, $\kappa$ is Boltzmann constant. The thermodynamics entropy in the isolated thermodynamic system is determined by the average of free energy on the system's temperature (10),

$$S = \frac{Q}{T} \quad (2.2)$$

The entropic force mediates the entropic interaction acting on a system's macrostate (11), that is,

$$F_{\Delta X} = \frac{T S}{\Delta X} = \frac{Q}{\Delta X} \quad (2.3)$$

From above equations, we have,

$$\left(\frac{\Delta X}{\ln \Omega} \right) \left(\frac{F_{\Delta X}}{T} \right) = \left(\frac{\Delta X}{\ln \Omega} \right) \left(\frac{F_{\Delta X}}{Q} \right) S = \kappa,$$

or

$$\left(\frac{\Delta X}{\ln \Omega} \right) \left(\frac{F_{\Delta X}}{Q} \right) \left(\frac{S}{\kappa} \right) = 1 \quad (2.4)$$

Thus, as an exist of any entropic system, the ratio of macrostates and natural logarithm of microstates times the ratio of entropic force and temperature is equal to Boltzmann constant. Alternatively, the ratio of macrostates and natural logarithm of microstates times the ratio of entropic force and free energy, and continuously times thermodynamics entropy is equal to Boltzmann constant. The internal relationship of the elements of an entropic system and Boltzmann constant is named as the law of the entropic system. Theoretically, the law of the entropic system should be at the highest position in the universe and could be applicable from the system of elementary particles to black hole, as well as the universe itself. In the universal ideal gas, Boltzmann constant represents the constant value of the isolated entropic system. Therefore, we could name Boltzmann constant as the entropic system constant ($E_C$). In an isolated entropic system, free energy ($Q$) is a key player controlling the phenotype formation of the macrostates and the generation of the entropic forces, through the regulation of the
diversity of the energy distribution (thermodynamics entropy) and the thermodynamic of the microstates (statistical mechanics entropy) under the control of the entropic system constant.

3. Self-organization of an entropic fluid system

In an entropic system, there are three absolute uncertain elements, microstate, free energy and entropy, and three relative certain elements, macrostate, entropic force and entropic system constant respectively. The putative mechanism of the self-organization is hypothetically controlled by the self-organized criticality (SOC) and self-organized critical triggering factor (SOCTF), such as one-dimensional 1/f fractal noise, two-dimensional 1/f fractal noise and three-dimensional 1/f fractal noise etc. (12). In fact, SOC is a macrostate of the system powerfully far from equilibrium. The self-organization could happen only after interacted with SOCTFs as in “the sandpile effect” (12).

In the isolated entropic system, there must be a constant from the integrations of the mass, the energy and the information. Boltzmann constant is a physical constant of fluid from the ratio of the constant of universal ideal gas to Avogadro’s constant \( N_A \) without counting the effects of particles. In the universe, there are three types of fluids, gas, liquid and solid with zero of flow speed, all of which should possess their fluid constants. In the Newton’s liquid fluid, the constant could be approximately calculated by the Bernoulli equation (13),

\[
P + \frac{1}{2} \rho v^2 + \rho gh = C \tag{3.1}
\]

Where \( P \) is the pressure at a certain point in the fluid, \( v \) is the velocity of the fluid at that point, \( \rho \) is the fluid density, \( g \) is the acceleration of gravity, \( h \) is the height at that point, and \( C \) is a constant. In the isolated liquid fluid, the value of the Boltzmann constant, entropic system constant of universal ideal gas needs to be corrected as the entropic system constant \( (E_C) \),

\[
E_C = \frac{C}{N_A} \tag{3.2}
\]

From the equation 2.4, in the given isolated liquid fluid we will have,

\[
\left( \frac{\Delta X}{\ln \Omega} \right) \left( \frac{F_{\Delta X}}{T} \right) = \left( \frac{\Delta X}{\ln \Omega} \right) \left( \frac{F_{\Delta X}}{Q} \right) S = E_C \tag{3.3}
\]

In the open liquid fluid system far from equilibrium, the entropic system constant will be a function dynamically varying with the entropic elements generated internally or input externally,

\[
E_C = f\left( \left( \frac{\Delta X}{\ln \Omega} \right) \left( \frac{F_{\Delta X}}{Q} \right) S \right) \tag{3.4}
\]
When an open system is far from equilibrium, the entropic system constant ($E_C$) will be increased or decreased. The distant value ($\Delta \kappa$) from equilibrium is equal to entropic system constant after removing Boltzmann constant in a universal ideal gas system,

$$\Delta \kappa = E_C - \kappa$$

(3.5)

The uncertainty in the thermodynamic system far from equilibrium, usually caused by the fluctuation of heat free energy, leads the increase of entropy via the thermodynamics of the microstates. The minimum energy principle in thermodynamic system forces the raised free energy into the dropping state through the heat dissipation, which leads to self-organization occurring locally to generate the certainty in the system. Alternatively, from the equation 1.7 we will have,

$$\left( \frac{\Delta X}{\ln \Omega} \right) (\frac{F_{\Delta X}}{q}) = \frac{E_C}{S}$$

or

$$\left( \frac{\Delta X}{\ln \Omega} \right) (\frac{F_{\Delta X}}{q}) (\frac{S}{E_C}) = 1$$

(3.6)

4. Self-organizations of mass, energy and information in living systems

Living organism belongs to a semi-open fluid far from equilibrium thermodynamics with the properties of the power-law fluids and the high potentials for the self-organizations through continuum mechanics. A typical example of the self-organization in the medium of water is hydrophobic force or entropic force driving lipid molecule to form the double layer membrane, which is believed as the prototype cell in living organism creation (14) (Figure 1).

Figure 1: The schematic depiction for the entropic forces ($F_{\Delta X}$) driving the liposome formation, Phospholipid, water molecule and double layer structure of phospholipid are pointed by arrows.
The water solution within the prototype cell belongs to a type of Newtonian fluid which is lacking the power to drive the division of the system. The self-organization of the entropic system are the thermal dynamic processes between the uncertain exists of the microstates and the relatively certain exists of macrostates driven by the free energy and the entropic forces under the guidance of the entropy and the entropic system constant. The power law distributions, either the mirror images and/or the concentrations of the organic chemicals, generate the states of the self-organized criticality (SOC) in liquid fluids leading to the assembly of the biological complexes or/and the syntheses of the large bio-molecules (15). Indeed, it is the entropic forces and the bio-enzymes mediating the molecular self-organization via the covalent bonds or/and the secondary bonds, such as hydrogen bond, ionic bond, ion–induced dipole forces, ion–dipole forces and van der Waals forces. In quantum mechanics, the formation of the chemical bonds, both the covalent bonds and the secondary bonds, relies on the entropic forces, the superposition probabilities of the sharing electron pair between the adjacent atoms. The large bio-molecule syntheses gradually increase the power laws of fluids and structurally fractalize the fluid system into the non-Newtonian scale-free networks. Nonetheless, the entropy and entropic force in the fractal networks are the key players in the self-organizations of the large molecules and the replication of the organisms.

The protocells are a self-organized spherical structure of the ordered lipid molecules, proposed as a first stepping-stone toward the origin of life (16). To maturate into cell which could actively replicate through fission or/and division, protocell should reach the macrostate of replication SOC during the period of revolution. Organism is a super entropic system cascading by variety of sub-entropic system arrays. The self-organization of each individual layer of entropic system only happens after reaching its SOC and simultaneously existing responsive SOCTFs such as enzymes, cytokines and ligands etc. in a manner of domino-like cycles. The formation of continuous SOCs and SOCTFs is the key step for the life revolution of the prototype maturation. The appearance of DNA replication, RNA transcription and protein translation, so called biological central dogma of self-organization cycles, terminates the living organism from the nonliving system. In fact, organisms are types of power-law fluids believed to be original from Newtonian fluid of water solutions in the sea (17). The self-organization processes could happen in the cells with the SOCs via power-law principle which is insufficient in protocell. ATP molecules produced in the metabolism and the catalytic enzymes accelerate the self-organization via the increase and decrease of the SOC values respectively. In the biological central dogma, the power law distributions of the microstates, the ATP molecules and the enzymes create the SOCs and the SOCTFs for DNA replication, RNA transcription and protein translation. In short, the macrostate's transitions of the DNA replication, RNA transcription and protein translation are the three key steps in the cell replication cycles (Figure. 2):
The self-organizations of the macrostate’s transition through the DNA replication, RNA transcription and protein translation sequentially integrate living organisms as the entire networks of an entropic system with the continuous arrays of the entropic elements including the mass, the energy and the information. In the continuous entropic arrays, the systemic uncertainty is absolutely principle while the systemic certainty is relatively temporal processes in life processes.

4.1. Self-organization of the biological structure

The self-organization of the biological structures in the advanced living organisms has to be mainly accomplished through the so-called central dogma, DNA replication, RNA transcription and protein translation in cell cycle. The large biomolecules further form the sub-cellular organs via the self-assembly mechanism by flowing the law of the entropic system. The biological significances of the sub-cellular organ structures are the power law-enhanced distributions of the cellular masses, the cellular energies and the cellular information.

4.2. Self-organization of the biological function

The biological functions in the advanced living organisms are self-organized through the formation of the sub-cellular organs. In the self-organization processes, the differentiated cells are gathered as organ systems in symmetrical and/or super-symmetrical manners. Based on histological anatomy, there are at least 11 major organ structural systems, that is, nervous system, endocrine system, cardiovascular system, lymphatic system, respiratory system, digestive system, urinary system, integumentary system, skeletal system, muscular system and reproductive system. In post genomic era, the systems are divided as genomics, epigenomics, lipidomics, proteomics, glycomics, transcriptomics, metabolomics, nutrigenomics, foodomics etc.. The systems are functionally complementary each other to control the self-organization of the human body.
4.3. Self-organization of the biological information

The information of the self-organization is always synchronized as the forces of free energy driving the reorganization of the microstates and the macrostates. In quantum mechanics, besides the dually of particle and wave, there is also individual information generated in particle movement in wave manners. In any system which consists of element particles, atoms and molecules, the law of the entropic system always terminates the interactions of material, energy and information. In the biological system, the mind is a kind of information generated during the self-organization of biomolecule mass and metabolism of biological energy. According to Shannon’s information theory of entropy, the conscious strength ($\Psi$) in cellular entropic system could be estimated as,

$$\Psi = -\sum_{i=1}^{n} \left( \frac{E_{ci}}{S_{i}} \right) \log \left( \frac{E_{ci}}{S_{i}} \right)$$  (4.1)

There are also three groups of variables in the entropic system equation, the microstate and macrostate, the free energy and entropic force, the entropic system constant and entropy, which correspond to material or mass (structural body), energy (coupling force) and biological information “consciousness” respectively (Figure.3).

The consciousness is the common phenotype of macrostate existing in every thermodynamic system in the universe. Nonetheless, the self-organizations in the brain neural networks include both cellular structures and the spiritual minds. The strength of the mind ($\Psi_{cell}$) in every individual cell could be determined by the ration of the entropic system constant and the thermodynamic entropy. The conscious concept above might be helpful to uncover the mysteries of the cellular behaviors, such as the plasticity, the migration, the proliferation, the differentiation, the reprogramming and the cell death etc.. In the human body, the differentiated cells from the different tissues or organs possess the differences of the consciousness and mind because of the sizes, the masses, the energies and the entropies, which determine the intelligence quotients (IQs) for the coordination of their behaviors (Figure. 4).
5. Self-organization in brain neural networks

The consciousness is the essential cradleland and shelter of mind in our brain neural networks. Probably, the mind is only formed in advanced living organisms which possess the maturated neural networks derived from the terminally differentiated neurons. However, consciousness is a general feature in the universal existences, especially in various fluids with free energy fluctuation. However, the total entropic system constant ($E_{ci}$) of the brain neural networks have to include the entropic system constants from the bodies of the neurons, the axons and dendrites of the networks, water solution fluids of cerebrospinal fluid (CSF) and the steam inside head etc..

5.1. Self-organization of the brain neural networks

The self-organization of the brain neural networks includes the neuron proliferation, neuron differentiation and neural network plasticity which is hallmarked with fractal characters in structure, energy and information. The neural networks in the brain consists neuron bodies, axons, dendrites and synapses etc. (Figure 5).
The consciousness is also the essential media in the learning-memory processes in the neural networks. Dr. Eric Kendall, the recipient of the 2000 Nobel Prize in Physiology or Medicine, promoted the model to describe the mechanism occurred in the learning and memory (18). In learning period, the stimulation signals are transmitted in the neural networks by action potentials, which trigger the intracellular signaling to form the short memory. However, the continuous transduction of the stimulation signals could sequentially initiate the gene expression of the memory relevant proteins to induce the plasticity of the neural networks to create long term memory (Figure 6).
5.2. Self-organization of the conscious minds

The consciousness is one of the three macroscopic states, matter, energy and information in the entropic systems of the neural networks. Basing on the equation of the entropic system, the conscious strength of the living organisms, from single cells to human beings, depends on the ratios of the entropy and the entropic system constant. Although the self-organizations of the biological structures occurred in the neural networks might relate to the self-organization of the minds to create memory and thought, the minds in brain must be the highest macrostate in the entropic system of the conscious information converged from the body’s cells. The biological structures, the cells and the tissue matrices, are the thermodynamic systems far from the equilibrium. Thus, the conscious strengths of them should fluctuate as the wave spectrum dynamically varying from time to time. The conscious SOCs, formed via discrete Fourier transform (DFT) from the body’s spectral entropies (19, 20), initiate every interface transferring of the macrostates by the informatic noises of the internal body and outside environment. The mind is formed the power spectral entropies of the brain neural networks over the rest of the body even “second brain” in the abdominal cavity (21). Recently, the SOC theory has been emergent for understanding how the conscious mind created in neural networks (22). In a hypothetical model, the SOC might also play the fundamental roles in the neural plasticity and the mind creation via the power law of the spectral entropies. Although the spectral entropies quantify the power spectral density (PSD) of an EEG signals, the spectra formed via DFT of the neural networks are not the real conscious mind (Figure 7).
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**Figure 7**: The schematic depiction for the generation of the power law of the spectral entropies.
The spectral entropies represent the uncertainty of the nervous pulses of action potentials oscillating in the neural networks. It is believed the action potentials might play roles in the free energy production, the gene expression and the signal transduction in the neurons, the plasticity of the synapses in the neural networks and probably the entropic noises triggering the self-organization of the consciousness and mind. In fact, all the conscious minds belong to the informatic phenotypes of the macrostates in the brain neural networks. In the conscious self-organization processes, to have a mind, to keep a mind and even to erase a mind, all of them are sort of the interface transferring of the different types of the informatic macrostates. Based on the SOC theory, the self-organization of the conscious mind has to be triggered by the critical factors, such as the 1/f conscious noises from the action potentials induced by the stimulations from the external environment and/or the internal body including thinking. Therefore, the interface transferring of the SOCs is the key step for the macroscopic states of perceptions, sensations, feelings, thoughts, memories, fantasies, emotions and instincts (Figure 8).

6. Mind and body coupling in human body

Through the logic thinking, the mind in the brain could control all the body to coordinate the physiological activities the behaviors. Comparing to the other parts of the human body, the human head is the most prominent in the biological structures, the energy supplement and the information production. Structurally, there are three major parts in the head, the brain neural networks, the additional cerebrospinal fluid (CSF) with the steams and the skull bone (Figure 9).
The fractal characters of the axons and dendrites in the neural networks are the continuous scale-free networks of the traces of the entropic system constants. There are also three types of entropies in the brain neural networks, the entropy of the free energy distributions (thermodynamic entropy), the entropy of the microstate disorders (statistical entropy) and the entropy of the information certainty (information entropy). The duality between the structure and the information is a natural character in the entropic system, which is coupled by entropic force and free energy. The consciousness is a macrostate in the informatic entropic system of the brain neural networks. The SOCs in the conscious entropic system are created by the power spectral entropies from all the neural networks via a similar DFT mechanism. The duality of mind and body is also a natural feature in human beings. The mind is composed of variety of information macrostates harbored in the brain neural networks including perceptions, sensations, feelings, thoughts, memories, and fantasies etc.. Each single cell in human body possesses the consciousness governing its own behavior. However, the conscious strengths of the body’s cells are distributed in a power-law manner (23). The mind and the body are coupled through the conscious strength of the brain neural networks which dominates all other parts of the body. According Landauer's principle, to erase one bit of information requires a minimum amount of energy calculated by the following equation (24),

$$E = \kappa T \ln 2 \quad (6.1)$$

Information could be supposedly converted into energy via quantum mechanics. To command the body, the mind in the brain neural networks must be strong enough to power through the erasure of that in other tissues or organs. In other words, mind and body are the information and the mass co-existing in the same entropic system of the human body. The brain neural networks create the mind which controls the behaviors of the body in power law manner (Figure 10).
7. Concluding remarks

Indeed, it is a so long debate between the idealism and the materialism on the mind and body problem. The core of the issue is the internal relationships among matter, energy and information. There is no doubt that most modern scientists are standing on the side of materialism, in a line with physicalism believing "everything is physical" or "nothing over and above the physical". However, the putative concept of mass-energy-information equivalence principle might provide us the novel insight into the mind and body problem, in which mass represents the energy and information (25). Nonetheless, there are still far from enough to appease idealism theoretically and/or experimentally. To shed light on the mind-body problem, a theoretical model of entropic system is promoted here to unveil the mystery of the relationship between mind and body.

The principle of the entropy is thought to be the highest in the interpretation of the natural phenomenon. In the entropic system, all biological molecules, cells and even human bodies are just the different levels of entropic units in which the macrostate transitions occur along with the fluctuations of the certain amount of energy and information though the thermodynamic mechanisms of the microstates. The state and the consequence of the subject in time-space axis absolutely rely on the interaction of the microstate, macrostate, free energy, entropic force, entropy and entropic system.
constant. As one of Einstein’s most famous quotes "God does not play dice with the universe", the law of the entropic system in the universe determines the fates of the any subject, from the element particles, Brownian motion molecules and even planets. From a physics point of view, the spontaneous symmetry breaking provides the mass and the energy to the element particles via Higgs mechanism. Meanwhile, the spontaneous symmetry breaking creates the disorders leading to the generation of the entropic system. The three essential elements of the mass, the energy and the information arrays cascade all the layers from quantum elements to the universe itself. In the equilibrium system at any layer, the relation and the interaction of the three essential elements should obey the law of the entropic system. In living organisms, especially in the brain of the advanced animals such as human beings, consist of gas fluids, liquid fluids and the solids (e.g., the bones which could be considered as a fluid with the zero speed of movement). There are also three types of the entropic systems in living organism, biological structure entropic system (mass), free energy entropic system (energy) and Shannon entropic system (information). In the entropic systems, the SOCs might be the common properties in statistical entropic system (structure), thermodynamic entropic system (energy) and Shannon entropic system (information) for the initiations of the self-organizations. In human mind, perceptions, sensations, feelings, thoughts, memories, fantasies, emotions and instincts, even the feelings of happy and sad etc., all of them are belong to information macrostates in the information entropic system of the brain neural networks. Truly, the minds are just the feelings of the macrostate strengths sharply powering from one to another. Therefore, the interface transferring of the macrostates of information must be the key to have and keep a mind in the brain. The interface transferring of a mind is a process of self-organization in the information entropic system, which requires the SOCs of the entropic system and SOCFs of the entropic noises. In the human brain, the information entropic noises could come from the entropic spectra generated in the action potential pulses fluctuating in the neural networks. The brain neural networks are plentiful with mitochondria, consuming about 40% oxygens of all human body. The energy supply system promotes the brain neural networks a conscious unique to create the powerful minds.

An entropic system with the constant is composed of five essential elements, microstate, macrostate, free energy, entropic force and entropy itself. In the system, all elements crossly depend on and interact on each other. In living organism, all phenotypes including the systemic states of function and information of the biological structures, as well as the biological structures themselves, could be designed as the macrostates. While entropic force works on the macrostates, entropy commutes between the system and the environment in the dissipative model promoted by Nobel laureate, Dr. Ilya Prigogine (26). Entropic systems function as the self-organization units in human body. When the macrostates bearing the SOCs meet the corresponding the self-organized critical factors of the bio-noises, the interface transferring may occur
during the physiologically associated macrostates. Under the state of the sleep, the brain neural networks might be away from the conscious SOCs. In awakening, the brain neural networks must stay on the conscious SOCs in order to transfer the states of the conscious macrostates of the minds including variety of the emotions and the thoughts. Indeed, the entropic forces in the continuous arrays of the brain neural networks might be essential for the communication from person to person who shares the common macrostates. All in all, the entropic force is a kind of information force from the entropy of the system. In nature, the importance of entropic forces is suspicious to be underestimated. At the end, various natural forces are entropic forces on specific macrostates. The gravity, so called entropic gravity, is also hypothesized as an entropic force (27). To interpret the mind-body problem in a biological entropic system, it is necessary to fully understand the bridge-role of free energy and entropic force which couple the information of the mind and the behavior of the body. The entropic forces are types of information powers, perhaps equally acting on the mass, the free energy and the information in the brain neural networks and the rest of all body. Otherwise, human body could be functioned as a super entropic system, in which the mind and the body are coupled by entropic forces (Figure. 2 and 3). In short, it is difficult for us to solve the mind-body problem based on either genomic biology or post-genomic biology despite the advances of bioinformatics and systemic biology. To develop approaches to explore the mathematical and biological entropic system may be an emergent promising to answer what is the mind when debating on the mind-body problem.

Finally, there is no question that the entropic system model might provide the novel promise for resolving the mind-body problem. However, the entropic system model also promotes more questions about the conscious minds. For example, as in an entire entropic system, both of cerebrospinal fluid (CSF) and skull just protect the brain and the neural networks? May the entropic system be the best model for the systems biology, so called as the entropic systems biology? Truly, the modern molecular biology and energy metabolism have already provided deep insights into the microstates, the macrostates, the free energies and the entropies. Again, it is still very difficult to calculate the entropic system constants of the tissue cells, the organs, the systems and all the body. Nonetheless, it is strongly emergent with the developments of the mathematical and physical approaches to define the SOCs, SOCFs and the entropic system constants of the neurons and the human brain neural networks.
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