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1. Introduction

Markov Chain Monte Carlo (MCMC) methods are used to sample from a target probability distribution of the form \(\mu(dx) \propto \exp(-U(x))dx\). The simplest methods (e.g., Gibbs and random walk Metropolis) display random walk behavior which slow their convergence to equilibrium. This slow convergence motivates the Hamiltonian Monte Carlo (HMC) method, first established in [24], which offers the potential to converge faster, particularly in high dimension [59, 37, 6, 21, 25].

The convergence properties of HMC have received increasing interest. Ergodicity was proven in [65, 18, 66]. By drift/minorization conditions, geometric ergodicity was demonstrated in [15, 51, 28]. In [13, 53, 20], the convergence behavior is analyzed for a strongly convex potential \(U\) and explicit bounds on convergence rates are obtained using a synchronous coupling approach. In [13], contraction bounds were obtained for more general potentials \(U\) by developing a coupling tailored to HMC. However, these convergence bounds deteriorate in high dimension for mean-field models (see, in particular, (11) for the precise form of these contraction bounds for high-dimensional mean-field models). Therefore, a new approach is needed to obtain convergence bounds for non-strongly convex potentials of mean-field type that are dimension-free, i.e., independent of the number of particles in the mean-field model.

Mean-field models play an important role in understanding statistical properties of high-dimensional systems. This connection was introduced by Kac in [44] as propagation of chaos and has been investigated amongst others in [56, 67, 57], for very recent related work on second-order mean-field Langevin dynamics see [38, 39]. A key component in Kac’s program was to establish bounds on relaxation times of many-body dynamical systems that are dimension-free, see Section 1.4 of [58] for a fuller discussion.

The behavior of HMC in high-dimensional mean-field models is also relevant, at least conceptually, to molecular dynamics (MD), see [4] and [35], or [48] for a mathematical perspective. MD involves the time integration of high-dimensional Hamiltonian dynamics often coupled to a heat or pressure bath [4, 35]. The corresponding process typically admits a stationary distribution. Time discretization
introduces an error in the numerically sampled stationary distribution. In general, one might hope that this discretization error is dimension-free for ergodic averages of measurable functions (“observables”) that are intensive (e.g., energy per particle) as opposed to extensive (e.g., total energy). A key contribution of this paper is to demonstrate that this is indeed the case for particles with weak interactions (see Theorem 13 and Remark 14).

In this paper, we consider high-dimensional mean-field models, where the potential \( U : \mathbb{R}^{dn} \to \mathbb{R} \) is a function of the form

\[
U(x) = \sum_{i=1}^{n} \left( V(x^i) + \frac{\epsilon}{n} \sum_{j=1}^{n} W(x^i - x^j) \right).
\]

Here, \( V : \mathbb{R}^d \to \mathbb{R} \) and \( W : \mathbb{R}^d \to \mathbb{R} \) are twice differentiable functions, \( \epsilon \) is a real constant and \( x = (x^1, \ldots, x^n) \) where \( x^i \in \mathbb{R}^d \) represents the position of the \( i \)-th particle. Usually, \( d \) is a small fixed number that represents the dimension per particle, whereas the number \( n \) of particles is large. We call the unary potential \( V \) the confinement potential per particle and the pairwise potential \( W \) the interaction potential. While we focus on mean-field \( U \) with pairwise interactions in this paper, our results can be readily extended to potentials \( U \) with more general mean-field interactions (see Remark 1).

In its simplest form, every step of HMC uses the Hamiltonian dynamics \((q_t(x,v), p_t(x,v))\) of the mean-field particle system with unit masses defined as the solution to the ordinary differential equations

\[
\frac{d}{dt}q_t^i = p_t^i, \quad \frac{d}{dt}p_t^i = -\nabla_i U(q_t) - \frac{\epsilon}{n} \sum_{j=1 \atop j \neq i}^{n} \left( \nabla W(q_t^i - q_t^j) - \nabla W(q_t^j - q_t^i) \right), \tag{1}
\]

for \( i = 1, \ldots, n \) with initial value \((q_0, p_0) = (x, v)\). The transition step of the Markov chain in \( \mathbb{R}^{dn} \) corresponding to HMC is given by

\[ X(x) = q_T(x, \xi), \]

where the initial velocity \( \xi \sim \mathcal{N}(0, I_{dn}) \) is sampled independently per HMC step, and the integration time \( T > 0 \) is a fixed constant, determining the duration of the Hamiltonian dynamics per HMC step. The corresponding Markov chain is known as exact HMC because it uses the exact Hamiltonian dynamics and therefore, leaves invariant the target measure \( \mu \), cf. [16].

Generally, the choice of the duration \( T \) has a large impact on the performance per HMC step. If \( T \) is too small, we obtain a highly correlated chain indicative of random walk behavior. Whereas, if \( T \) is chosen too large, due to periodicities and near-periodicities, \( q_T(x,v) \) can realize U-turns even as the computational cost of the algorithm increases. This issue was observed by Mackenzie in [52], and motivated duration randomization [59, 18, 15] and the No-U-Turn sampler [42]. In contraction bounds for HMC, this issue leads to conditions that limit the duration \( T \) of the Hamiltonian dynamics, e.g., for \( U \) strongly convex \( LT^2 \leq \text{constant} \) where \( L \) is the Lipschitz constant of \( \nabla U \) [20]. As we discuss more below, non-convexity of \( U \) leads to additional restrictions on the duration \( T \).

Since the Hamiltonian dynamics cannot be simulated exactly in general, a numerical version of these dynamics comes into play to approximate the exact dynamics, and normally, the velocity Verlet algorithm is used, cf. [50, 16]. The numerical version contains an additional parameter, the discretization step \( h > 0 \) satisfying \( T \in h \mathbb{Z} \). Note that in the numerical version of HMC without adjusting the algorithm by an additional acceptance-rejection step (see e.g. [59, 16]), the corresponding Markov chain does not exactly preserve the target measure. This chain is called unadjusted HMC. In this article we focus on unadjusted HMC because both from the viewpoint of theory and practice the acceptance-rejection step in adjusted HMC may lead to difficulties in high dimension. Indeed, in the product case (when \( \epsilon = 0 \)), a dimension-dependent time step size \( (h \propto n^{-1/4}) \) is needed to ensure that the acceptance rate in adjusted HMC is bounded away from zero as \( n \uparrow \infty \), cf. [6, 40]. Further, as far as we know, no numerically efficient method has been proposed to overcome this problem.
as we know only a local contraction result for adjusted HMC is known (see Remark 5). We stress that both adjusted and unadjusted HMC are implementable on a computer, whereas exact HMC is not.

The main result of this paper gives dimension-free convergence bounds for unadjusted HMC applied to mean-field models, i.e., bounds that are independent of the number of particles in the mean-field model. Our proof is motivated by the coupling approach in [13], but with a new ‘particlewise’ coupling and a complementary particlewise metric. We now state a simplified version of our main result, which holds in the special case of exact HMC where \( h = 0 \).

We assume that \( \nabla V \) and \( \nabla W \) are Lipschitz continuous with Lipschitz constants \( L \) and \( \tilde{L} \), respectively. Further, we assume that \( V \) is \( K \)-strongly convex outside a Euclidean ball of radius \( R \), but possibly non-convex inside this ball. Let \( \pi(x, dy) \) be the transition kernel of exact HMC, and let \( W_{\ell^1} \) denote the Kantorovich/\( L^1 \)-Wasserstein distance on \( \mathbb{R}^{dn} \) based on an \( \ell^1 \)-metric \( \ell^1(x, y) = \sum_{i=1}^{n} |x^i - y^i| \).

Then for any two probability measures \( \eta \) and \( \nu \) on \( \mathbb{R}^{dn} \), we show that

\[
W_{\ell^1}(\eta \pi^m, \nu \pi^m) \leq M e^{-cm} W_{\ell^1}(\eta, \nu). 
\]

Here, \( M = \exp \left( \frac{5}{2} \left( 1 + \frac{4R^2}{L+K} \right) \right) \) and the contraction rate \( c \) is of the form

\[
c = \frac{1}{156} KT^2 \exp \left( - \frac{10 R}{T} \sqrt{\frac{L + K}{K}} \right).
\]

This bound holds provided the duration \( T \) and the interaction parameter \( \epsilon \) are sufficiently small, i.e.,

\[
\frac{5}{3} \frac{L T^2}{\epsilon^2} \leq \min \left( \frac{1}{4} \frac{3K}{10L}, \frac{3K}{256 \cdot 5 \cdot 2^8 L^2 (L + K)} \right), \text{ and } \\
|\epsilon| \tilde{L} \leq \min \left( \frac{K}{6}, \frac{1}{2} \frac{K}{36 \cdot 149} \right)^2 \left( T + 8R \sqrt{\frac{L + K}{K}} \right)^2 \exp \left( - \frac{40 R}{T} \sqrt{\frac{L + K}{K}} \right).
\]

Note that both the contraction rate \( c \) and the conditions above are dimension-free, i.e., independent of the number \( n \) of particles. A restriction on the strength of interactions \( \epsilon \) cannot be avoided because for large values of \( \epsilon \) multiple invariant measures and phase transition phenomena can occur, which typically leads to an exponential deterioration in the rate of convergence as the number of particles tends to infinity [60, 67, 69]. Roughly speaking, the factor \( LR^2 \) appearing in the condition on \( T \) measures the degree of non-convexity of \( U \) and excludes the possibility of high energy barriers. To obtain this result, we first show contraction for a modified Wasserstein distance that is based on a specially designed particlewise metric \( \rho \) on \( \mathbb{R}^{dn} \), i.e., \( W_{\rho}(\eta \pi^m, \nu \pi^m) \leq e^{-cm} W_{\rho}(\eta, \nu) \), and by using that \( \rho \) is equivalent to \( \ell^1 \), we obtain (2). From this result we deduce a quantitative bound for the number \( m \) of steps required to approximate the target measure \( \mu \) up to a given error \( \tilde{\epsilon} \), i.e., \( W_{\rho}(\eta \pi^m, \mu) \leq \tilde{\epsilon} \).

This bound may depend logarithmically on the number \( n \) of particles through the distance between the initial distribution and the target measure. Finally, we show quantitative dimension-free bounds on the bias for ergodic averages of intensive observables of the form \( f(x) = \frac{1}{n} \sum_i f(x^i) \).

For unadjusted HMC, we show the same contraction result provided the discretization step \( h \) is chosen small enough and deduce that there exists a unique invariant measure \( \mu_h \) of unadjusted HMC. Since unadjusted HMC does not exactly preserve the target measure \( \mu \), we prove that \( W_{\ell^1}(\mu, \mu_h) = O(h^2 n) \) provided enough regularity for \( U \) is assumed, i.e., \( V \) and \( W \) are three times differentiable and have bounded third derivatives. If less regularity is assumed, i.e., \( V \) and \( W \) are only twice differentiable, an \( O(hn) \) bound is obtained. Invariant measure accuracy of numerical approximations for related second-order measure preserving dynamics has been extensively investigated in the literature [64, 54, 68, 55, 10, 14, 47, 1, 2], but according to our knowledge, it is new to obtain bounds on \( W_{\ell^1} \) with a precise dimension dependence (see Corollary 9). Durmus and Eberle [26], using partially the same approach, generalize these results on invariant measure accuracy to a broader class of both models and inexact (or unadjusted) MCMC methods.

### Other work on HMC in high dimension

The study of the behavior of HMC as dimensionality increases is carried out in other settings, too. For example, in Bayesian inference problems with a large number of observations where the posterior
itself is not necessarily high-dimensional. In this setting, sampling the posterior directly using HMC is computationally intractable, which motivates stochastic gradient HMC [19], the zig-zag process [9] and the bouncy particle sampler [23]. In [70], an ADMM-type splitting of the posterior in conjunction with a split Gibbs sampler are proposed, and a dimension-free convergence rate for the split Gibbs sampler is obtained.

Considering the truncation of infinite dimensional probability distributions having a density with respect to a Gaussian reference measure leads to another class of high-dimensional target measures, which arises for instance in path integral MD, cf. [45, 11, 62], and statistical inverse problems, cf. [22]. Dimension-free convergence bounds are obtained for the Metropolis adjusted Langevin Algorithm [29] and for preconditioned Crank Nicholson (pCN) [41]. Moreover, preconditioned HMC was introduced in [7]. The convergence of pHMC was analyzed under strong convexity using a synchronous coupling [61], and by using a two-scale coupling, dimension-free convergence bounds are obtained for semi-discrete pHMC applied to potential energies that are not necessarily globally strongly convex [12].

Another standard approach to analyze convergence properties in high dimension is optimal scaling of MCMC, see [36, 63, 8, 25]. This theory of optimal scaling provides a general way to tune the time step size in HMC [40, 6].

While our object of study is the simplest version of HMC applied to mean-field models, there are other variants of HMC available including one that uses a general reversible approximation of the Hamiltonian dynamics [34], HMC with partial randomization of momentum [43, 3], preconditioned HMC using a position dependent mass matrix [37], and adjusted HMC with delayed rejection [17].

Outline

The rest of the paper is organized as follows. In Section 2, we state the considered framework before presenting our main results in Section 3. In Section 4, estimates used to prove the main results are stated. Finally, Section 5, Section 6.1 and Section 6.2 contain the proofs.

2. Preliminaries

We first give the definition of unadjusted HMC applied to mean-field models and state assumptions for the mean-field model before constructing the particlewise coupling used to obtain the contraction result in the next section.

2.1. Hamiltonian Monte Carlo Method

Consider a function $U \in C^2(\mathbb{R}^{dn})$ of the form

$$U(x) = \sum_{i=1}^{n} \left( V(x^i) + \frac{c}{n} \sum_{j=1}^{n} W(x^i - x^j) \right)$$

such that $\int \exp(-U(x))dx < \infty$ holds. Assuming all particles have unit masses, the corresponding Hamiltonian is defined by $H(x, v) = U(x) + \frac{1}{2} |v|^2$ for $x, v \in \mathbb{R}^{dn}$. The HMC method is an MCMC method for sampling from a ‘target’ probability distribution

$$\mu(dx) = Z^{-1} \exp(-U(x))dx,$$

on $\mathbb{R}^{dn}$ with normalizing constant $Z = \int \exp(-U(x))dx$. In particular, the HMC method generates a Markov chain on $\mathbb{R}^{dn}$.

Since (1) is not exactly solvable, a discretized version is considered. Here, we consider the velocity Verlet integrator with discretization step $h > 0$, cf. [16]. The numerical solution produced by the velocity Verlet integrator is interpolated by the flow $(q_t(x, v), p_t(x, v))$ of the ODE

$$\frac{d}{dt}q^i_t = p^i_{t \mid t-h}, \quad \frac{d}{dt}p^i_t = -\frac{1}{2} (\nabla_i U(q(t \mid t-h)) + \nabla_i U(q(t \mid t-h)))$$

(5)
with initial condition \((q_0, p_0) = (x, v)\) where
\[
[t]_h = \max\{s \in h\mathbb{Z} : s \leq t\}, \quad [t]_h = \min\{s \in h\mathbb{Z} : s \geq t\},
\]
and where \(\nabla_i U : \mathbb{R}^{dn} \to \mathbb{R}^d\) is the gradient in the \(x^i\)-th direction, i.e., \(\frac{\partial U}{\partial x^i}\). The transition step of \textit{unadjusted HMC} is given by \(x \to X_h(x)\) where \(X_h(x) = q_T(x, \xi), T/h \in \mathbb{Z}\) for \(h > 0\) and \(\xi \sim \mathcal{N}(0, I_{dn})\) is a random variable, where \(\mathcal{N}(0, I_{dn})\) denotes the centered normal distribution on \(\mathbb{R}^{dn}\) with covariance given by the \(dn \times dn\) identity matrix. The transition kernel of the Markov chain on \(\mathbb{R}^{dn}\) induced by the unadjusted HMC algorithm is denoted by \(\pi_{h}(x, B) = P[X_h(x) \in B]\).

If \(h > 0\) is fixed, we write the abbreviation \([t]_h\) and \([t]_h\) instead of \([t]_h\) and \([t]_h\) and omit the \(h\) dependence in \(X_h(x)\). For \(h = 0\) we consider the solution \((q_t(x, \xi), p_t(x, \xi))\) of (1) and obtain \textit{exact HMC} with transition step \(X(x) := X_0(x) = q_T(x, \xi)\) and transition kernel \(\pi(x, B) := \pi_0(x, B)\). As the Hamiltonian is not preserved by the numerical flow with \(h > 0\), unadjusted HMC does not preserve the target measure \(\mu\). Therefore, after we study convergence of unadjusted HMC, we then bound the error between exact and unadjusted HMC in Section 3.

### 2.2. Mean-field particle model

Let \(U : \mathbb{R}^{dn} \to \mathbb{R}\) be a potential function of the form (3) where \(V : \mathbb{R}^d \to \mathbb{R}\) and \(W : \mathbb{R}^d \to \mathbb{R}\) are twice continuously differentiable functions such that \(\int \exp(-U(x))\mu(dx) < \infty\). Without loss of generality we assume that \(\epsilon\) is a non-negative constant. Otherwise we can change the sign of the interaction potential \(W\). The following conditions are imposed on the functions \(V\) and \(W\) for proving the contraction results for exact HMC.

**Assumption 1.** \(V\) has a global minimum at 0, \(V(0) = 0\) and \(V(x) \geq 0\) for all \(x \in \mathbb{R}^d\).

**Assumption 2.** \(V\) has bounded second derivatives, i.e., \(L := \sup \|\nabla^2 V\| < \infty\).

**Assumption 3.** \(V\) is strongly convex outside a Euclidean ball: There exists \(K \in (0, \infty)\) and \(R \in [0, \infty)\) such that for all \(x, y \in \mathbb{R}^d\) with \(|x - y| \geq R\),
\[
(x - y) \cdot (\nabla V(x) - \nabla V(y)) \geq K|x - y|^2.
\]

**Assumption 4.** \(W\) has bounded second derivatives, i.e., \(\bar{L} := \sup \|\nabla^2 W\| < \infty\).

We note that Assumption 1 is stated for simplicity, since Assumption 3 implies that \(V\) has a local minimum and so Assumption 1 can always be obtained by adjusting the coordinate system appropriately and adding a constant to \(V\). Since \(V\) is a unary confinement potential per particle and \(W\) is a pairwise interaction potential, note that the strong convexity constant \(K\), the Lipschitz constants \(L, \bar{L}\) and the radius \(R\) are dimension-free, i.e., independent of the number of particles. By Assumption 1, Assumption 2 and Assumption 4,
\[
|\nabla V(x)| = |\nabla V(x) - \nabla V(0)| \leq L|x|,
\]
\[
|\nabla W(x - y) - \nabla W(y - x)| \leq 2\bar{L}|x - y| \leq 2\bar{L}(|x| + |y|)
\]
for all \(x, y \in \mathbb{R}^d\). From (6) and Assumption 3, it follows that \(K\) is smaller than \(L\),
\[
K/L \leq 1.
\]
Further, we deduce from Assumption 2 and Assumption 3 that for all \(x, y \in \mathbb{R}^d\),
\[
(x - y) \cdot (\nabla V(x) - \nabla V(y)) \geq K|x - y|^2 - \bar{C}
\]
with \(\bar{C} := R^2(L + K)\) and so \(V\) is asymptotically strongly convex.

**Remark 1.** In this work, we focus on a pairwise mean-field interaction energy \(W\). However, the results can be readily extended to the situation where the Hessian of the mean-field potential \(U\) satisfies:
\[
L = \sup_{1 \leq i \leq \leq dn} \left| \frac{\partial^2 U}{\partial x^2_i}(x) \right|, \quad \bar{L} = \sup_{1 \leq i < j \leq \leq dn} \left| \frac{\partial^2 U}{\partial x_i \partial x_j}(x) \right|
\]
and the parameter $\tilde{L}$ scales like $1/n$ as $n \to \infty$ which corresponds to the standard mean-field limit [60, 67, 69, 27].

For proving discretization error bounds, we suppose additionally for the confinement potential $V$ and for the interaction potential $W$:

**Assumption 5.** $V$ is three times differentiable and has bounded third derivatives, i.e., $L_H := \sup \|\nabla^3 V\| < \infty$.

**Assumption 6.** $W$ is three times differentiable and has bounded third derivatives, i.e., $\tilde{L}_H = \sup \|\nabla^3 W\| < \infty$.

This additional regularity gives a better order in the error bounds between exact HMC and unadjusted HMC, see Theorem 8.

Possible interaction potentials meeting Assumption 4 and Assumption 6 are the Morse potential [71] and the harmonic (or linear) bonding potential [5, Section 7.4.1.1], which are both used to model interactions between particles in molecular dynamics.

**Remark 2.** Let us note that by (7) and (9) it holds for the potential $U$

\[
(x - y) \cdot (\nabla U(x) - \nabla U(y)) + \frac{c}{n} \sum_{j \neq i} (x^i - y^i) \cdot (\nabla W(x^i - x^j) - \nabla W(y^i - y^j) - \nabla W(x^j - x^i) + \nabla W(y^j - y^i)) \\
\geq K|x - y|^2 - n(K + L)R^2 - \frac{2c\tilde{L}}{n} \sum_{i} \sum_{j \neq i} |x^i - y^i| |x^j - y^j| \\
\geq (K - 4c\tilde{L})|x - y|^2 - n(K + L)R^2.
\]

Hence, the potential $U$ is strongly convex if $R = 0$ and $K - 4c\tilde{L} > 0$ holds. Moreover, a similar calculation shows that $\nabla U$ is globally Lipschitz continuous with an effective Lipschitz constant of $L + 4c\tilde{L}$. In this case, [13, Theorem 2.1] and [53, Theorem 1] have already shown contraction for exact HMC with the dimension-free rate $c = (1/2)(K - 4c\tilde{L})T^2$ if $(L + 4c\tilde{L})T^2 \leq (K - 4c\tilde{L})/(L + 4c\tilde{L})$ holds.

Recently, the latter condition on $T$ has been improved to $(L + 4c\tilde{L})T^2 \leq (1/4)$, cf. [20, Theorem 3]. Whereas, if $R > 0$, then the potential $U$ is only asymptotically strongly convex provided $K - 4c\tilde{L} > 0$, and in this case,

\[
(x - y) \cdot (\nabla U(x) - \nabla U(y)) \geq ((K - 4c\tilde{L})/2)|x - y|^2
\]

for all $|x - y| \geq R_n = R\sqrt{2n(K + L)/(K - 4c\tilde{L})}$. Thus, by [13, Theorem 2.3] we obtain the following contraction rate for exact HMC

\[
c_n = (1/10) \min(1, (1/4)(K - 4c\tilde{L})T^2(1 + (R_n/T))e^{-R_n/(2T)})e^{-2R_n/T} \tag{11}
\]

provided $(L + 4c\tilde{L})T^2 \leq \min(1/4, (K - 4c\tilde{L})/(L + 4c\tilde{L}), 1/(2^{10}(L + 4c\tilde{L})R^2_n))$ holds. The condition on $T$ is dependent on the number $n$ of particles and the rate $c_n$ decreases exponentially fast in the number of particles. This dimension dependence motivates the particlewise coupling stated next.

### 2.3. Construction of coupling

We establish a coupling between the transition probabilities $\pi_h(x, \cdot)$ and $\pi_h(y, \cdot)$ of unadjusted HMC with discretization step $h$ for two states $x, y \in \mathbb{R}^{3n}$. The key idea for the coupling is to locally couple the velocity randomizations, i.e., for the $i$-th particles in each component of the coupling separately and independently of the other particles. A particlewise coupling approach was used before in [30, 27] and enables us here to show a dimension-free contraction rate, i.e. a rate that does not depend on the number $n$ of particles. The idea for the construction for the $i$-th particles in each component of the
coupling is adapted from [13], see also [32]. The coupling transition step for unadjusted HMC is given by

\[ X(x, y) = q_T(x, \xi) \quad \text{and} \quad Y(x, y) = q_T(y, \eta) \tag{12} \]

with \( q_T \) defined in (5) and where \( \xi \) and \( \eta \) are the corresponding velocity refreshments for the position \( x \) and \( y \) given in the following way: Let \( \xi \in \mathbb{R}^d \) be a normally distributed random variable. Let \( \mathcal{U}_i \sim \text{Unif}[0, 1] \) be independent uniformly distributed random variables that are independent of \( \xi \). Let \( \gamma \) be a constant that is specified later. If \( |x^i - y^i| \geq R \), where \( R \) is a positive constant specified later, we apply a synchronous coupling for the \( i \)-th particle by setting \( \eta^i = \xi^i \). If \( |x^i - y^i| < R \), the \( i \)-th velocity refreshment of \( y \) is given by

\[ \eta^i = \begin{cases} \xi^i + \gamma z^i & \text{if } \mathcal{U}_i \leq \frac{\varphi_{0,1}(e^i, \xi^i + \gamma z^i)}{\varphi_{0,1}(e^i, \xi^i)} , \\ \xi^i - 2(e^i \cdot \xi^i) e^i & \text{otherwise}, \end{cases} \tag{13} \]

where \( \varphi_{0,1} \) denotes the density of the standard normal distribution, \( z^i = x^i - y^i \), and \( e^i = z^i / |z^i| \) if \( |z^i| \neq 0 \). If \( |z^i| = 0 \), \( e^i \) is some arbitrary unit vector. If we consider the free dynamics, i.e., \( U \equiv 0 \), then the first case in (13) leads to a decrease in the difference of the positions in the \( i \)-th component provided the duration \( T \) is sufficiently small, i.e., \( |X^i(x, y) - Y^i(x, y)| = |x^i - y^i| |1 - T \gamma| \). When \( U \) does not vanish, we obtain contractivity of this coupling in a metric equivalent to the standard \( \ell_1 \) metric that involves a concave distance function, see Figure 1.

We note that each of the components \( \eta^i \) are normally distributed random variables by [13, Section 2.3] and that the components \( \eta^i \) are independent by the independent particlewise construction. This implies \( \eta \sim \mathcal{N}(0, I_{dn}) \), which is sufficient to verify that the constructed transition step given by (12) is a coupling of the transition probabilities \( \pi_n(x, \cdot) \) and \( \pi_n(y, \cdot) \).

### 2.4. Numerical simulations

We next present a numerical illustration of some properties of the particlewise coupling which supports the main results for unadjusted HMC stated in the next section.

We simulate the coupling for mean-field potentials with non-strongly convex confinement potential to illustrate the coupling and to support our theoretical results stated in the next subsection.

We consider two mean-field models with two different confinement potentials. The first potential is the negative logarithm of a Gaussian mixture distribution. Here, we take a mixture of 20 two-dimensional Gaussian distributions whose means are independent uniformly distributed random variables on the rectangle \([0, 10] \times [0, 10]\) and whose covariance matrices are the identity matrix, cf. [49, 46, 13]. The second confinement potential is the negative logarithm of a banana-shaped distribution. In particular, \( V : \mathbb{R}^2 \to \mathbb{R} \) is given by the Rosenbrock function \( V(x) = (1-x_1)^2 + 10(x_2 - (x_1)^2)^2 \), cf. [13].

For the interaction between particle \( i \) and \( j \), we take the function \( W(x^i - x^j) = (1/2)|x^i - x^j|^2 \) and \( \epsilon = 0.01 \) in Figure 2 and Figure 3. In Figure 4, we vary \( \epsilon \) and \( W \), as indicated in the legend.
Fig 2. Coupling of HMC applied to mean-field models with \( n = 10 \) particles. The confinement potential is the potential of a Gaussian mixture distribution in the left plot and of a banana-shaped distribution in the right plot. The projection to one particle of the Markov chain is plotted on the contour graph of the potentials and connected by a linear interpolation; the inset shows the mean distance between the two components of the coupling on a log-scale.

Fig 3. Evolution of the mean distance \( \frac{1}{n} \sum_{i=1}^{n} |X_{ik} - Y_{ik}| \) between the two components of the coupling for HMC after \( k \) steps with \( n \in \{1, 10, 100\} \) particles.

Fig 4. Evolution of the mean distance \( \frac{1}{n} \sum_{i=1}^{n} |X_{ik} - Y_{ik}| \) between the two components of the coupling for HMC after \( k \) steps with \( n = 10 \) particles for various interaction parameters \( \epsilon \). This figure suggests that the particlewise coupling does not converge if the interaction is too large.
The plots in Figure 2 show realizations of the coupling with $T = 1$, $\gamma = 1$ and $n = 10$. The evolution of a selected particle of the coupling is drawn on a contour plot of the confinement potential. To visualize the order of the projected points they are connected by linear interpolation. The evolution of the distance function

$$\frac{1}{n} \sum_{i=1}^{n} |X^i_k - Y^i_k|$$

is given in the inset. Here, $X^i_k$ and $Y^i_k$ are the positions of the $i$-th particles of the two realizations of the coupling after $k$ HMC steps of duration $T = 1$.

The simulation terminates when the distance is smaller than $\tilde{\epsilon} = 10^{-5}$. Figure 3 shows the sample average of the mean distance

$$\frac{1}{n} \sum_{i=1}^{n} |X^i_k - Y^i_k|$$

for different numbers $n \in \{1, 10, 100\}$ of particles. For $n \in \{1, 10\}$ we sampled the mean distance a hundred times and for $n = 100$ thirty times, since the statistical error is smaller for $n$ large. We observe that the mean distance decreases exponentially fast after a short time, which reflects a factor $M$ appearing in the bounds in Corollary 7 given below, and that the rate is dimension-free, i.e., independent of the number of particles. In Figure 4, the impact of the size of the interaction parameter $\epsilon$ is illustrated. We observe that for small attractive and repulsive interaction the mean coupling distance appears to converge to zero, whereas for larger interaction, particularly for large repulsive interaction (corresponding to $W(x^i - y^i) = -(1/2)||x^i - y^i||^2$) this convergence is not observed.

3. Main results

3.1. Dimension-free contraction rate for unadjusted HMC

To prove contraction for unadjusted HMC, we introduce a modified distance function. Define

$$\tilde{R} := 8R\sqrt{(L + K)/K},$$

$$\gamma := \min(T^{-1}, \tilde{R}^{-1}/4),$$

$$R_1 := (5/4)(\tilde{R}/T + 2T).$$

(14)

(15)

(16)

Note that the constants are dimension-free, i.e. independent of the number of particles. Let $f : \mathbb{R}_+ \to \mathbb{R}_+$ be given by

$$f(r) := \int_0^r \exp(-\min(R_1, s)/T)ds.$$

(17)

This function is concave and strictly increasing with $f(0) = 0$ and $f'(0) = 1$. We define a metric $\rho : \mathbb{R}^{dn} \times \mathbb{R}^{dn} \to [0, \infty)$ by

$$\rho(x, y) := \sum_{i=1}^{n} f(|x^i - y^i|).$$

(18)

This definition is motivated by [30] where it was introduced to obtain optimal contraction rates for weakly interacting diffusions. This metric is equivalent to the $\ell^1$-metric,

$$\ell^1(x, y) := \sum_{i} |x^i - y^i|.$$ 

(19)

More precisely, since $rf'(r) \leq f(r) \leq r$,

$$\rho(x, y) \leq \ell^1(x, y) \leq M\rho(x, y),$$

with

$$M = f'(R_1)^{-1} = \exp((5/4)(\tilde{R}/T + 2)).$$

(20)

(21)

The following theorem gives a contraction result for unadjusted HMC with respect to the metric $\rho$.

**Theorem 3** (Global contractivity for unadjusted HMC). Suppose that Assumption 1, Assumption 2, Assumption 3 and Assumption 4 hold. Let $\tilde{R}$, $\gamma$, $R_1$ and $f$ be given as in (14), (15), (16) and (17).
Let $T \in (0, \infty)$ and $h_1 \in [0, \infty)$ satisfy
\[
L(T + h_1)^2 \leq \frac{3}{5} \min\left(\frac{3K}{256 \cdot 65L^2}, \frac{3}{256 \cdot 65L^2}\right),
\]
\[
h_1 \leq \frac{KT}{525L + 235K}.
\]

Let $\epsilon \in [0, \infty)$ satisfy
\[
\epsilon \tilde{L} < \min\left(\frac{K}{6} \cdot \frac{1}{2} (\frac{K(\tilde{R} + T)}{36 \cdot 149})^2 \exp\left(-\frac{5\tilde{R}}{T}\right)\right).
\]

Then for all $x, y \in \mathbb{R}^{dn}$ and for any $h \in [0, h_1]$ such that $h = 0$ or $T/h \in \mathbb{N}$,
\[
\mathbb{E}\left[\rho(X(x,y), Y(x,y))\right] \leq (1 - c)\rho(x,y)
\]
with contraction rate
\[
c = \frac{1}{156}KT^2 \exp\left(-\frac{5\tilde{R}}{4T}\right).
\]

A proof is given in Section 6.1.

Remark 4. The parameter $c$ is dimension-free, i.e., independent of the number of particles, which is an improvement compared to the contraction rate given in (11) obtained by applying [13, Theorem 2.3]. However, it might depend implicitly on the number of degrees of freedom per particle $d$ through the parameter $\tilde{R}$.

Further, note that the contraction result holds only if the interaction parameter $\epsilon$ is sufficiently small. For larger $\epsilon$, contraction with a dimension-free contraction rate is not guaranteed, as illustrated in Figure 4.

Remark 5. For adjusted HMC one can show local contraction by precisely bounding the effect of the accept-reject step. The case is considered for a general potential in [13]. In the mean-field model for a large number $n$ of particles, an analogous local contraction result for adjusted HMC is only obtained for a restrictive choice of $h$. In particular, using the estimate for the rejection probability of [13, Theorem 3.8] the discretization step $h$ has to be chosen of order $O(n^{-2})$.

Remark 6. Theorem 3 holds in particular for the product case with $\epsilon = 0$. As the interaction terms vanish and some calculations simplify in that case, the condition in $T$ becomes $L(T + h_1)^2 \leq \min(1/4, K/L, 1/(256L^2))$ as in [13], the condition in $h_1$ relaxes to $h_1 \leq 4KT/165L$ and the contraction rate improves to $\epsilon^{prod} = (1/39)KT^2 \exp(-5\tilde{R}/4T)$. If $V$ is a quadratic function, the mean-field model can be treated as a perturbation of the product model and the difference $|X^{prod}(x,y) - Y^{prod}(x,y) - (X(x,y) - Y(x,y))|$ of a coupling between two copies of the product model and two copies of the mean-field model can be bounded in terms of $\epsilon L \sum_{i=1}^{n} |x^i - y^i|$. This term can be controlled for sufficiently small $\epsilon$ by the obtained contraction for the product case. See Appendix B for the complete argument.

3.2. Quantitative bounds for distance to the target measure

We deduce from Theorem 3 global contractivity of the transition kernel $\pi_{\eta}(x, dy)$ with respect to the Kantorovich distance based on $\rho$
\[
\mathcal{W}_\rho(\nu, \eta) = \inf_{\omega \in \Gamma(\nu, \eta)} \int \rho(x, y) \omega(dx dy)
\]
on probability measures $\nu, \eta$ on $\mathbb{R}^{dn}$, where $\Gamma(\nu, \eta)$ denotes the set of all couplings of $\nu$ and $\eta$. Since the metric $\rho$ is equivalent to the $\ell^1$-distance $\ell^1$ on $(\mathbb{R}^d)^n$ given in (19), contractivity with respect to
$W_\rho$ yields a quantitative bound on the Kantorovich distance based on $\ell_1$ on $(\mathbb{R}^d)^n$,

$$
W_\ell(\nu \pi_h^m, \mu_h) := \inf_{\omega \in \Gamma(\nu \pi_h^m, \mu_h)} \int \sum_{i=1}^n |x^i - y^i|\omega(dx,dy)
$$

between the law after $m$ HMC steps with initial distribution $\nu$ and invariant measure $\mu_h$.

**Corollary 7.** Suppose that Assumption 1, Assumption 2, Assumption 3 and Assumption 4 hold. Let $T \in (0, \infty)$ and $h_1 \in [0, \infty)$ satisfy (22) and (23). Let $\epsilon \in [0, \infty)$ satisfy (24). Then, for any $m \in \mathbb{N}$, for any probability measures $\nu, \eta$ on $\mathbb{R}^d$, and for any $h \in [0, h_1]$ such that $h = 0$ or $T/h \in \mathbb{N}$,

$$
W_\ell(\nu \pi_h^m, \eta \pi_h^m) \leq e^{-c m} W_\ell(\nu, \eta),
$$

$$
W_\ell(\nu \pi_h^m, \eta \pi_h^m) \leq M e^{-c m} W_\ell(\nu, \eta)
$$

with $c$ given by (25) and $M$ given by (21). Further, there exists a unique invariant probability measure $\mu_h$ on $\mathbb{R}^d$ for the transition kernel $\pi_h$ of unadjusted HMC and

$$
W_\ell(\nu \pi_h^m, \mu_h) \leq M e^{-c m} W_\ell(\nu, \mu_h).
$$

Thus, for any constant $\bar{c} \in (0, \infty)$ and for any initial probability distribution $\nu$ the Kantorovich distance $\Delta(m) = W_\ell(\nu \pi_h^m, \mu_h)$ satisfies $\Delta(m) \leq \bar{c}$ provided

$$
m \geq \frac{1}{\epsilon} \left( \frac{5}{2} + \frac{5 \tilde{R}}{4 T} + \log \left( \frac{\Delta(0)}{\epsilon} \right) \right).
$$

A proof is given in Section 6.2. We note that we obtain the same bound as in (27) and (28) for the Kantorovich distance with respect to the $\ell_1$-distance averaged over all particles, $\ell_1(x,y) = \frac{1}{n} \sum_i |x^i - y^i|$. Then, the term $\Delta(0)/\epsilon$ in (29) differs by a factor $1/n$. In this case, if we consider for example a product measure as initial distribution, the bound in terms of this metric does not depend logarithmically on the number of particles.

To give quantitative results of the accuracy of unadjusted HMC with respect to the target measure $\mu$, we bound the strong accuracy of velocity Verlet. The exact dynamics started in $(x, \xi)$ with $h = 0$ is denoted by $(q_h(x, \xi), \tilde{p}_h(x, \xi))$ and the position of the dynamics started in $(x, \xi)$ with $h > 0$ is denoted by $(\tilde{q}_h(x, \xi), \tilde{p}_h(x, \xi))$.

**Theorem 8** (Strong accuracy of velocity Verlet). Suppose that Assumption 1, Assumption 2 and Assumption 4 hold. Let $T \in (0, \infty)$ satisfy $(L + 4\tilde{L}) T^2 \leq 1/4$. For $x \in \mathbb{R}^d$, for any $h \in (0, \infty)$ with $T/h \in \mathbb{N}$ and $k \in \mathbb{N}$ with $kh \leq T$, it holds

$$
\mathbb{E}_{\xi \sim \mathcal{N}(0, I_n)} \left[ \sum_i \left| q_{kh}(x, \xi) - \tilde{q}_{kh}(x, \xi) \right| \right] \leq h C_2 \left( d^{1/2} + \sum_i |x^i| \right)
$$

with $C_2$ depending on $L$, $\tilde{L}$, $\epsilon$ and $T$. If additionally Assumption 5 and Assumption 6 are supposed, then for $x \in \mathbb{R}^d$, for any $h > 0$ with $T/h \in \mathbb{N}$ and $k \in \mathbb{N}$ with $kh \leq T$,

$$
\mathbb{E}_{\xi \sim \mathcal{N}(0, I_n)} \left[ \sum_i \left| q_{kh}(x, \xi) - \tilde{q}_{kh}(x, \xi) \right| \right] \leq h^2 \tilde{C}_2 \left( d n + \sum_i |x^i| + \sum_i |x^i|^2 \right)
$$

with $\tilde{C}_2$ depending on $L$, $\tilde{L}$, $\epsilon$, $L_H$, $\tilde{L}_H$ and $T$.

A proof is given in Section 6.2.

We obtain a bound on the difference between the invariant measure $\mu_h$ and the target measure $\mu$ by using the contraction result of Theorem 3 and by applying a triangle inequality trick, which is mentioned in [55, Remark 6.3] and has been used in many other works. In particular, it holds

$$
W_\rho(\mu, \mu_h) = W_\rho(\mu \pi, \mu \pi_h) \leq W_\rho(\mu \pi, \mu \pi_h) + W_\rho(\mu \pi_h, \mu \pi_h) \\
\leq W_\rho(\mu \pi, \mu \pi_h) + (1 - c) W_\rho(\mu, \mu_h).
$$
Hence, by (20)
\[ W_{\ell_1}(\mu, \mu_h) \leq M^{-1} W_{\ell_1}(\mu_\pi, \mu_{\pi_\eta}) \leq M^{-1} \mathbb{E}_{x \sim \mu, \xi \sim \mathcal{N}(0, I_{dn})} \left[ \sum_i |\varphi_{kh}(x, \xi) - \varphi_{kh}(x, \xi)| \right] \]
with $M$ given in (21). Inserting (30), respectively (31), yields the following result.

**Corollary 9** (Asymptotic Bias). Suppose that Assumption 1, Assumption 2, Assumption 3 and Assumption 4 hold. Let $T$ and $h_1$ satisfy (22). Let $\epsilon$ satisfy (24). Let $C_2$ and $\tilde{C}_2$ be as in Theorem 8. Then for $h \in (0, h_1]$ with $T/h \in \mathbb{N}$,
\[ W_{\ell_1}(\mu, \mu_h) \leq \frac{h}{c} \left( d^{1/2} + \int_{\mathbb{R}^d} |x^i| \mu(dx) \right) \]
with $c$ given by (25) and $M$ given by (21). If additionally Assumption 5 and Assumption 6 are assumed, then for $h \in (0, h_1]$ with $T/h \in \mathbb{N}$,
\[ W_{\ell_1}(\mu, \mu_h) \leq \frac{h^2}{c} \left( d + \int_{\mathbb{R}^d} |x^i| \mu(dx) + \int_{\mathbb{R}^d} |x^i|^2 \mu(dx) \right). \]

Note that the bound in Corollary 9 is linear in the number $n$ of particles.

For unadjusted HMC, Corollary 7 gives exponential convergence to the invariant measure $\mu_h$ up to a given error.

**Theorem 10** (Complexity Guarantee). Suppose that Assumption 1, Assumption 2, Assumption 3 and Assumption 4 hold. Let $T \in (0, \infty)$ and $h_1 \in (0, \infty)$ satisfy (22) and (23). Let $\epsilon$ satisfy (24). Let $C_2$ and $\tilde{C}_2$ be as in Theorem 8. Then for $h \in (0, h_1)$ with $T/h \in \mathbb{N}$,
\[ W_{\ell_1}(\mu, \mu_h) \leq \frac{h}{c} \left( d^{1/2} + \int_{\mathbb{R}^d} |x^i| \mu(dx) \right) \]
with $c$ given by (25) and $M$ given by (21). If additionally Assumption 5 and Assumption 6 are assumed, then for $h \in (0, h_1)$ with $T/h \in \mathbb{N}$,
\[ W_{\ell_1}(\mu, \mu_h) \leq \frac{h^2}{c} \left( d + \int_{\mathbb{R}^d} |x^i| \mu(dx) + \int_{\mathbb{R}^d} |x^i|^2 \mu(dx) \right). \]

where for fixed $K$, $L$, $\tilde{L}$, $\epsilon$, $R$ and $T$, $\tilde{h}_2^{-1}$ is of order $O(\tilde{\epsilon}^{-1}(d^{1/2} + \int_{\mathbb{R}^d} |x^i| \mu(dx)))$. If additionally Assumption 5 and Assumption 6 are assumed, then there exists $\tilde{h}_2$ such that for $h \in (0, \min(h_1, \tilde{h}_2)]$ with $T/h \in \mathbb{N}$, (33) holds, where for fixed $K$, $L$, $\tilde{L}$, $L$, $\tilde{L}$, $\epsilon$, $R$ and $T$, $\tilde{h}_2^{-1}$ is of order $O(\tilde{\epsilon}^{-1/2}((nd)^{1/2} + \sqrt{\int_{\mathbb{R}^d} |x^i|^3 \mu(dx)} + \sqrt{\int_{\mathbb{R}^d} |x^i|^2 \mu(dx)}))$.

A proof is given in Section 6.2. If we consider the averaged distance $\tilde{\ell}$ instead of $\ell$, the argument in the logarithmic term in (32) changes by a factor $1/n$ and the logarithmic dependence on $n$ in $h_2$ and $\tilde{h}_2$ vanishes.

**Remark 11.** We note that $h^{-1}$ is $O(n^{1/2})$ in Theorem 10 and hence it grows sublinear in $n$. Further, the constant $\tilde{C}_2$ obtained in the proof of Theorem 8 is $O(T^{-1})$. For the numerical method uLA, which forms a special case of unadjusted HMC with $h = T$ (see [59, Section 5.2]), we obtain that $h^{-1} = T^{-1}$ has to be chosen of order $O(n)$, which corresponds to the results in [26, Example 18]. Therefore, an $\epsilon$-accurate approximation of the target measure in the $W_{\ell_1}$ distance can be achieved by uHMC applied to the $n$-particle mean-field system with $O(n^{1/2}(\tilde{\epsilon}^{-1/2} \log(n/\tilde{\epsilon}))$ gradient evaluations; whereas the corresponding complexity of uLA is $O(n(\tilde{\epsilon}^{-1} \log(n/\tilde{\epsilon}))$.

**Remark 12.** From Theorem 10, note that the number of evaluations of the gradient $\nabla U(x)$ in each step of duration $T$ is $O(n^{1/2})$ for fixed $K$, $L$, $\tilde{L}$, $\epsilon$, $T$, $R$, $d$ and $h$. If we assume that the computation of the gradient in one step is $O(n)$, then the overall complexity of unadjusted HMC is $O(n^{3/2})$. 
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3.3. Dimension-free bounds for ergodic averages of intensive observables

Next, we define the ergodic averages $A_{m,b}g$, which approximate $\mu(g) = \int g(x)\mu(dx)$, by

$$A_{m,b}g := \frac{1}{m} \sum_{i=b}^{b+m-1} g(X_i),$$

(34)

for some function $g : \mathbb{R}^{dn} \to \mathbb{R}$ and for $b, m \in \mathbb{N}$, where $(X_n)$ is the Markov chain given by unadjusted HMC. The parameter $b$ corresponds to the burn-in time. Here, we consider bounded and continuously differentiable observables, i.e., $g \in C^1_b(\mathbb{R}^{dn})$. Quantitative bounds on the bias of the ergodic averages follow by the exponential convergence in the Kantorovich distance with respect to the $\ell^1$ metric given in (19) and the bound on the accuracy of unadjusted HMC.

**Theorem 13** (Bias of Ergodic Averages). Let $g \in C^1_b(\mathbb{R}^{dn})$ with $\max_i \|\nabla_i g\|_{\infty} < \infty$. Suppose that Assumption 1, Assumption 2, Assumption 3 and Assumption 4 hold. Let $T \in (0, \infty)$ and $h_1 \in [0, \infty)$ satisfy (22) and (23). Let $c \in [0, \infty)$ satisfy (24). Let $\nu$ be a probability measure on $\mathbb{R}^{dn}$. Let $C_2$ and $\tilde{C}_2$ be given as in Theorem 8, and let $c$ be given as in (11). Then for $h \in [0, h_1]$ such that $h = 0$ or $T/h \in \mathbb{N}$,

$$|E_\nu[A_{m,b}g] - \mu(g)| \leq \frac{1}{m} \max_i \|\nabla_i g\|_{\infty} \frac{e^{-cb}}{1 - e^{-c}} W_{21}(\nu, \mu_h) + h \max_i \|\nabla_i g\|_{\infty} C_3,$$

where $C_3 = \exp\left(\frac{2}{3}(2 + \tilde{R}/T)\right)c^{-1}C_2\left(d^{1/2}n + \int \sum_i |x^i|\mu(dx)\right)$. If additionally Assumption 5 and Assumption 6 are supposed, then

$$|E_\nu[A_{m,b}g] - \mu(g)| \leq \frac{1}{m} \max_i \|\nabla_i g\|_{\infty} \frac{e^{-cb}}{1 - e^{-c}} W_{21}(\nu, \mu_h) + h^2 \max_i \|\nabla_i g\|_{\infty} \tilde{C}_3,$$

where $\tilde{C}_3 = \exp\left(\frac{2}{3}(2 + \tilde{R}/T)\right)c^{-1}\tilde{C}_2\left(dn + \int \sum_i |x^i|\mu(dx) + \int \sum_i |x^i|^2\mu(dx)\right)$.

A proof is given in Section 6.3.

**Remark 14.** We note that provided $\max_i \|\nabla_i g\|_{\infty}$ is $\mathcal{O}(1/n)$ the bound of the bias of the ergodic averages is independent of the number $n$ of particles. Hence for intensive observables of the form $g(x) = \frac{1}{n} \sum_i \hat{g}(x^i)$ where $\hat{g} \in C^1_b(\mathbb{R}^d)$ with $\|\nabla \hat{g}\|_{\infty} < \infty$, Theorem 13 gives quantitative bounds on the bias of their ergodic averages which are dimension-free, i.e., independent of the number $n$ of particles. Whereas, for extensive observables, where $\max_i \|\nabla_i g\|_{\infty}$ is $\mathcal{O}(1)$, the bound depends on the number $n$ of particles.

4. Estimates for the dynamics (5)

4.1. Deviation from free dynamics

Here we apply the Lipschitz conditions in Assumption 2 and Assumption 4 to obtain bounds on how far the dynamics in (5) deviates from the free dynamics, $U \equiv 0$. To obtain these bounds, we assume in the following that $t, h \in [0, \infty)$ are such that $t/h \in \mathbb{N}$ for $h > 0$ and such that

$$(L + 4\epsilon\tilde{L})(t^2 + th) \leq 1.$$  

(35)

This condition essentially states that the duration of the Hamiltonian dynamics in (5) is small with respect to the fastest characteristic time-scale of the mean-field particle system represented by $\sqrt{\sup \|\text{Hess}U\|} \leq \sqrt{L + 4\epsilon\tilde{L}}$ (see Remark 2). This bound follows from Assumption 2 and Assumption 4. The $i$-th component of the solution to (5) is denoted by $(x^i_s, v^i_s)$.
Lemma 15. Let \( x, v \in \mathbb{R}^{dn} \). Then for \( i \in \{1, \ldots, n\} \),
\[
\max_{s \leq t} |x^i_s| \leq (1 + (L + 2 \epsilon \tilde{L})(t^2 + th)) \max(|x^i|, |x^i + tv^i|) \\
+ \frac{2 \epsilon \tilde{L}(t^2 + th)}{n} \max_{s \leq t} \sum_{j \neq i} |x^j_s|,
\]
\[
\max_{s \leq t} |v^i_s| \leq |v^i| + (L + 2 \epsilon \tilde{L})t(1 + (L + 2 \epsilon \tilde{L})(t^2 + th)) \max(|x^i|, |x^i + tv^i|) \\
+ \frac{2 \epsilon \tilde{L}t}{n} (1 + (L + 2 \epsilon \tilde{L})(t^2 + th)) \max_{s \leq t} \sum_{j \neq i} |x^j_s|.
\]

Moreover,
\[
\max_{s \leq t} \sum_{i} |x^i_s| \leq (1 + (L + 4 \epsilon \tilde{L})(t^2 + th)) \sum_{i} \max(|x^i|, |x^i + tv^i|),
\]
\[
\max_{s \leq t} \sum_{i} |v^i_s| \leq (L + 4 \epsilon \tilde{L})t(1 + (L + 4 \epsilon \tilde{L})(t^2 + th)) \sum_{i} \max(|x^i|, |x^i + tv^i|) \\
+ \sum_{i} |v^i|.
\]

A proof of Lemma 15 is provided in Section 5.

Let two processes \((x_s, v_s), (y_s, u_s)\) with initial values \((x, v)\) and \((y, u)\) be driven by the Hamiltonian dynamics in (5). We set \((z_s, w_s) := (x_s - y_s, v_s - u_s)\). Since \((x_s, v_s)\) and \((y_s, u_s)\) depend on \((x, v)\) and \((y, u)\), respectively, \((z_s, w_s)\) depends on \((x, v, y, u)\). By (5), the dynamics of the \(i\)-th component of \((z_s, w_s)\) is given by
\[
\frac{d}{dt} z^i_t = w^i_{[t]} - \frac{h}{2} \left( \nabla_i U(x_{[t]}) - \nabla_i U(y_{[t]}) \right) \\
\frac{d}{dt} w^i_t = (1/2) \left( \frac{1}{n} \right) \left( \nabla_i U(x_{[t]}) - \nabla_i U(y_{[t]}) \right) + \nabla_i U(y_{[t]}) - \nabla_i U(y_{[t]}) \right).
\]

Next, we bound the distance between the process \((z^i, w^i)\) and the process given by the free dynamics, where \(U \equiv 0\). As the particlewise coupling in Section 2.3 is designed with respect to the free dynamics, this bound plays an important role in proving the contraction results of Section 3. It explains why the particlewise coupling works when the distance between \(i\)-th particles is small, i.e., when \(|x^i - y^i| < \tilde{R}\), and when the duration \(T\) and the time step \(h\) are small, i.e., when (35) is assumed.
Lemma 16. Let $x,y,v,u \in \mathbb{R}^d$. Then for all $i \in \{1,\ldots,n\}$,
\[
\max_{s \leq t} |z_s^i - z^i - sw^i| \leq (L + 2\epsilon \tilde{L})(t^2 + th) \max(|z^i + tw^i|, |z^i|) + \frac{2\epsilon \tilde{L}(t^2 + th)}{n} \max_{s \leq t, j \neq i} |z_s^j|, \tag{41}
\]
\[
\max_{s \leq t} |z_s^i| \leq (1 + (L + 2\epsilon \tilde{L})(t^2 + th)) \max(|z^i + tw^i|, |z^i|) \tag{42}
\]
\[
\max_{s \leq t} |w_s^i - w^i| \leq (L + 2\epsilon \tilde{L})t(1 + (L + 2\epsilon \tilde{L})(t^2 + th)) \max(|z^i + tw^i|, |z^i|) + \frac{2\epsilon \tilde{L}t}{n} (1 + (L + 2\epsilon \tilde{L})(t^2 + th)) \max_{s \leq t, j \neq i} |z_s^j|. \tag{43}
\]
\[
\max_{s \leq t} |w_s^i| \leq |w^i| + (L + 2\epsilon \tilde{L})t(1 + (L + 2\epsilon \tilde{L})(t^2 + th)) \max(|z^i + tw^i|, |z^i|) + \frac{2\epsilon \tilde{L}t}{n} (1 + (L + 2\epsilon \tilde{L})(t^2 + th)) \max_{s \leq t, j \neq i} |z_s^j|. \tag{44}
\]
Moreover,
\[
\max_{s \leq t} \sum_i |z_s^i| \leq (1 + (L + 4\epsilon \tilde{L})(t^2 + th)) \sum_i \max(|z^i + tw^i|, |z^i|), \tag{45}
\]
\[
\max_{s \leq t} \sum_i |w_s^i| \leq (L + 4\epsilon \tilde{L})t(1 + (L + 4\epsilon \tilde{L})(t^2 + th)) \sum_i \max(|z^i + tw^i|, |z^i|) + \sum_i |w^i|. \tag{46}
\]
A proof of Lemma 16 is provided in Section 5.

4.2. Bounds in region of strong convexity

Next, we obtain a bound for the difference between the positions of the $i$-th particles provided that $|x^i - y^i| > \tilde{R}$ and $v^i = w^i$. We assume that
\[
(L + 4\epsilon \tilde{L})(t^2 + th) \leq \min \left( \frac{\kappa}{L + 4\epsilon \tilde{L}}, \frac{1}{4} \right), \tag{47}
\]
where $\kappa$ is given by
\[
\kappa := K - 3\epsilon \tilde{L}. \tag{48}
\]
Further, we assume that
\[
h \leq \frac{Kt}{525L + 235K}. \tag{49}
\]

Lemma 17. Suppose that Assumption 1, Assumption 2, Assumption 3 and Assumption 4 hold. Let $\epsilon \in [0, \infty)$ be such that $\epsilon \tilde{L} < K/6$ holds. Let $\tilde{R}$ be given in (14). Let $t,h \in [0, \infty)$ be such that $h = 0$ or $t/h \in \mathbb{N}$, and such that (47) and (49) holds. Then, for all $x,y,v,u \in \mathbb{R}^d$ and $i \in \{1,\ldots,n\}$ such that $|x^i - y^i| \geq \tilde{R}$ and $v^i = w^i$,
\[
|x_t^i - y_t^i|^2 \leq \left( 1 - \frac{1}{4}Kt^2 \right) |x^i - y^i|^2 + 2\epsilon \tilde{L}t^2 \left( \max_{s \leq t} \sum_{j \neq i} |x_s^j - y_s^j| \right)^2. \tag{50}
\]
A proof of Lemma 17 is given in Section 5.
In the strongly convex case with only one particle (i.e., $R = 0$, $\epsilon = 0$ and $n = 1$), an improved version of Lemma 17 with less restrictive assumptions on $T$ and $h$ is given in Appendix A in Lemma 19. This bound provides directly contraction in $L^p$ Wasserstein distance provided $T > 0$ and $h \geq 0$ satisfy $LT^2 \leq 20^{-1}$ and $T/h \in \mathbb{Z}$ if $h > 0$, see Appendix A.

5. Proof of results from Section 4

Before stating the proofs of Section 4, note that by (6) and (7) for all $x, y \in \mathbb{R}^d$,
\[
|\nabla_i U(x)| \leq L|x^i| + \frac{2\epsilon L}{n} \sum_{j \neq i} |x^j - x^i| \leq (L + 2\epsilon \tilde{L})|x^i| + \frac{2\epsilon \tilde{L}}{n} \sum_{j \neq i} |x^j|, \tag{51}
\]
and by Assumption 2 and Assumption 4
\[
|\nabla_i U(x) - \nabla_i U(y)| \leq (L + 2\epsilon \tilde{L})|x^i - y^i| + \frac{2\epsilon \tilde{L}}{n} \sum_{j \neq i} |x^j - y^j|. \tag{52}
\]
Further by (9) and (7), it holds for all $x, y \in \mathbb{R}^d$,
\[
-(x^i - y^i) \cdot (\nabla_i U(x) - \nabla_i U(y)) \\
\leq -(K - 2\epsilon \tilde{L})|x^i - y^i|^2 + 2\epsilon \tilde{L}|x^i - y^i| \frac{1}{n} \sum_{j \neq i} |x^j - y^j| + \tilde{C} \\
\leq -\kappa|x^i - y^i|^2 + \epsilon \tilde{L} \left( \frac{1}{n} \sum_{j \neq i} |x^j - y^j|^2 \right) + \tilde{C}. \tag{53}
\]
It follows from the definition (14) of $\tilde{R}$ and the condition $\epsilon \tilde{L} < K/6$, which is assumed in Lemma 17, that for all $x, y \in \mathbb{R}^d$ with $|x - y| \leq \tilde{R}$,
\[
\tilde{C} = R^2(L + K) < \frac{1}{64} K|x - y|^2 \leq \frac{1}{32} \kappa|x - y|^2. \tag{54}
\]
Proof of Lemma 15. Fix $x, v \in \mathbb{R}^d$. Let $s \leq t$. We have from (5)
\[
x^i_s - x^i = \int_0^s \int_0^{[r]} \left( -\frac{1}{2} \nabla_i U(x_{[u]}) - \frac{1}{2} \nabla_i U(x_{[v]}) \right) du \, dr - \int_0^h \nabla_i U(x_{[r]})dr.
\]
We apply (51) to obtain
\[
|x^i_s - x^i - sv^i| \leq \frac{(L + 2\epsilon \tilde{L})(t^2 + th)}{2} \max_{r \leq t}(|x^i_r - x^i - rv^i| + |x^i + rv^i|) \\
+ \frac{2\epsilon \tilde{L} (t^2 + th)}{2n} \max_{r \leq t} \sum_{j \neq i} |x^j_r|.
\]
Invoking condition (35), we get
\[
\max_{s \leq t} |x^i_s - x^i - sv^i| \leq (L + 2\epsilon \tilde{L})(t^2 + th) \max_{s \leq t} |x^i + sv^i| + \frac{2\epsilon \tilde{L} (t^2 + th)}{n} \max_{s \leq t} \sum_{j \neq i} |x^j_s| \\
= (L + 2\epsilon \tilde{L})(t^2 + th) \max(|x^i|, |x^i + tv^i|) + \frac{2\epsilon \tilde{L} (t^2 + th)}{n} \max_{s \leq t} \sum_{j \neq i} |x^j_s|. 
\]
By applying the triangle inequality, (36) is obtained. From (5) and (51), we have
\[ |v^i_s - v^i| \leq \int_0^s \max_{u \leq t} |\nabla_i U(x_u)| dr \leq (L + 2\tilde{L})t \max_{u \leq t} |x^i_u| + \frac{2\epsilon\tilde{L} t}{n} \max_{u \leq t} \sum_{j \neq i} |x^j_u|. \tag{55} \]
We insert (36) in (55) to obtain
\[ |v^i_s - v^i| \leq (L + 2\tilde{L})t(1 + (L + 2\epsilon\tilde{L})(t^2 + th)) \max(|x^i_s|, |x^i + tv^i|) \]
+ \frac{2\epsilon\tilde{L} t}{n} (1 + (L + 2\epsilon\tilde{L})(t^2 + th)) \max_{u \leq t} \sum_{j \neq i} |x^j_u|.

By applying the triangle inequality, (37) is obtained. Equation (38) and (39) follow by considering the sum over all particles, i.e., by (5) we have
\[ \sum_i |x^i_s - x^i - sv^i| \]
\[ \leq \int_0^s \int_0^r \frac{1}{2} \sum_i |\nabla_i U(x_{[u]}) + \nabla_i U(x_{[u]})| du dr + \frac{h}{2} \int_0^s \sum_i |\nabla_i U(x_{[r]})| dr \]
\[ \leq \frac{(L + 4\epsilon\tilde{L})(t^2 + th)}{2} \max_{r \leq t} \left( \sum_i |x^i_r| \right) \]
and hence analogous to the estimate obtained for the \(i\)-th particle,
\[ \max_{s \leq t} \sum_i |x^i_s - x^i - sv^i| \leq (L + 4\epsilon\tilde{L})(t^2 + th) \max_{r \leq t} \sum_i |x^i_r| \]
\[ \leq (L + 4\epsilon\tilde{L})(t^2 + th) \sum_i \max(|x^i_s|, |x^i + tv^i|). \]

By applying the triangle inequality, (38) is obtained. By (5) and (38),
\[ \sum_i |v^i_s - v^i| \leq (L + 4\epsilon\tilde{L})t \max_{r \leq t} \left( \sum_i |x^i_r| \right) \]
\[ \leq (L + 4\epsilon\tilde{L})t(1 + (L + 4\epsilon\tilde{L})(t^2 + th)) \sum_i \max(|x^i_s|, |x^i + tv^i|), \]
and (39) is obtained by the triangle inequality.

\[ \square \]

**Proof of Lemma 16.** By (52) and (40),
\[ |z^i_s - z^i - sv^i| \]
\[ \leq \int_0^s \int_0^r \max_{v \leq t} |\nabla_i U(x_v) + \nabla_i U(y_v)| du dr + \frac{h}{2} \int_0^s \max_{v \leq t} |\nabla_i U(x_v) + \nabla_i U(y_v)| dr \]
\[ \leq \frac{(L + 2\epsilon\tilde{L})(t^2 + th)}{2} \max_{r \leq t} |z^i_r| + \frac{2\epsilon\tilde{L}(t^2 + th)}{2n} \max_{r \leq t} \sum_{j \neq i} |z^j_r|. \]
Hence, we obtain similar to the previous proof
\[ \max_{s \leq t} |z^i_s - z^i - sv^i| \leq (L + 2\epsilon\tilde{L})(t^2 + th) \max(|z^i_s|, |z^i + tw^i|) \]
+ \frac{2\epsilon\tilde{L}(t^2 + th)}{n} \max_{s \leq t} \sum_{j \neq i} |z^j_s|. \]
which gives (41). Then (42) is obtained by applying triangle inequality. Next, we consider
\[ |w^i_s - w^i| \leq \frac{1}{2} \int_0^s (| - \nabla_s U(x_{[r]}) + \nabla_s U(y_{[r]})| + | - \nabla_s U(x_{[r]}) + \nabla_s U(y_{[r]})|) dr \]
\[ \leq (L + 2\epsilon\tilde{L}) t \max_{r \leq t} |z^i_r| + \frac{2\epsilon\tilde{L}}{n} \max_{r \leq t} \sum_{j \neq i} |z^i_r|, \]
where we again used (52) and (40). Hence, we obtain by (42),
\[ \max_{s \leq t} |w^i_s - w^i| \leq (L + 2\epsilon\tilde{L}) t (1 + (L + 2\epsilon\tilde{L})(t^2 + th)) \max(|z^i|, |z^i + tw^i|) \]
\[ + \frac{2\epsilon\tilde{L}}{n} (1 + (L + 2\epsilon\tilde{L})(t^2 + th)) \max_{s \leq t} \sum_{j \neq i} |z^j_r|, \]
which gives (43) and (44). Estimates (45) and (46) hold similarly by considering the sum over all particles instead of considering only the \( i \)-th particle. \( \square \)

**Proof of Lemma 17.** As before, write \((z_s, w_s) = (x_s - y_s, v_s - u_s)\) whose dynamics is given by (40). Then, \( z_0 = x - y \) and \( w_0 \) = 0 since the velocities of the \( i \)-th component are synchronized.

Define \( \alpha'(t) = |z^i|^2 \) and \( b'(t) = 2z^i - w^i \). We set up an initial value problem of the two deterministic processes \( \alpha'(t) \) and \( b'(t) \) and solve it to obtain the required bound for \( \alpha'(t) \). By (40), we have
\[
\frac{d}{dt} \alpha'(t) = b'(t) + 2z^i \cdot (w^i - w^i) - hz^i \cdot (\nabla_s U(x_{[t]}) - \nabla_s U(y_{[t]})) = b'(t) + \delta'(t)
\]
\[
\frac{d}{dt} b'(t) = -z^i \cdot (\nabla_s U(x_{[t]}) - \nabla_s U(y_{[t]})) + \nabla_s U(x_{[t]}) - \nabla_s U(y_{[t]})
\]
\[
= -z^i \cdot (\nabla_s U(x_{[t]}) - \nabla_s U(y_{[t]})) - z^i \cdot (\nabla_s U(x_{[t]}) - \nabla_s U(y_{[t]}))
\]
\[
+ 2|w^i|^2 - 2\kappa|z^i|^2 + \kappa(|z^i|^2 + |z^i|^2) + \epsilon'(t)
\]
where \( \epsilon'(t) = \epsilon_1'(t) + \epsilon_2'(t) + \epsilon_3'(t) + \epsilon_4'(t) \) and
\[
\delta'(t) = z^i \cdot (2(w^i - w^i) - h(\nabla_s U(x_{[t]}) - \nabla_s U(y_{[t]})))
\]
\[
\epsilon_1'(t) = -(z^i - z^i) \cdot (\nabla_s U(x_{[t]}) - \nabla_s U(y_{[t]}))
\]
\[
\epsilon_2'(t) = -(z^i - z^i) \cdot (\nabla_s U(x_{[t]}) - \nabla_s U(y_{[t]}))
\]
\[
\epsilon_3'(t) = w^i \cdot (2(w^i - w^i) - h(\nabla_s U(x_{[t]}) - \nabla_s U(y_{[t]})))
\]
\[
\epsilon_4'(t) = \kappa(2|z^i|^2 - |z^i|^2 - |z^i|^2).
\]
By (53) the derivative of \( b'(t) \) is bounded by
\[
\frac{d}{dt} b'(t) \leq -2\kappa|z^i|^2 + \frac{\epsilon L}{n^2} \left( \sum_{j \neq i} |z^j| \right)^2 + \frac{\epsilon L}{n^2} \left( \sum_{j \neq i} |z^j| \right)^2 + 2|w^i|^2 + \epsilon'(t) + 2\Delta.
\]
The previous estimate leads to an initial value problem of the form
\[
\frac{d}{dt} \alpha'(t) = b'(t) + \delta'(t), \quad \alpha'(0) = |z^i|^2,
\]
\[
\frac{d}{dt} b'(t) = -2\kappa \alpha'(t) + \beta'(t) + \epsilon'(t), \quad b'(0) = 0,
\]
where
\[
\beta'(t) \leq \frac{\epsilon L}{n^2} \left( \sum_{j \neq i} |z^j| \right)^2 + \frac{\epsilon L}{n^2} \left( \sum_{j \neq i} |z^j| \right)^2 + 2|w^i|^2 + 2\Delta. \tag{56}
\]
Note that when \( h = 0 \), \( \epsilon^t(t) = \delta^t(t) = 0 \). By variation of parameters, \( a^t(t) \) can be written as

\[
a^t(t) = \cos(\sqrt{2\kappa} t)|z^i_0|^2 + \int_0^t \cos(\sqrt{2\kappa}(t-r))\delta^t(r)dr
\]

\[
+ \int_0^t \frac{1}{\sqrt{2\kappa}} \sin(\sqrt{2\kappa}(t-r))(\beta^t(r) + \epsilon^t(r))dr.
\]

Taylor’s integral formula, i.e., \( \cos(\sqrt{2\kappa} t) = 1 - \kappa t^2 + (1/6) \int_0^t (t-s)^3 \cos(\sqrt{2\kappa} s) (2\kappa)^2 ds \leq 1 - \kappa t^2 + \kappa^2 t^4/6 \), and the fact that by (47) and (8) \( \kappa^2 t^4 \leq (L + 2\epsilon L)^2 t^4 \leq \kappa^2 t^2 \) yield

\[
\cos(\sqrt{2\kappa} t) \leq 1 - (\kappa/6)t^2.
\]

Further, we get by (47) and (8)

\[
\kappa^2 t^2 \leq (L + 2\epsilon L)t^2 \leq 1 \leq \pi^2/2,
\]

and so \( t \leq (\pi/\sqrt{2\kappa}) \).

Therefore, \( \sin(\sqrt{2\kappa}(t-r)) \geq 0 \) for all \( r \in [0,t] \). Further,

\[
\frac{1}{\sqrt{2\kappa}} \sin(\sqrt{2\kappa}(t-r)) \leq (t-r).
\]

Inserting (58) and (60) in (57) yields

\[
a^t(t) \leq (1 - (\kappa/6)t^2)|z^i_0|^2 + \int_0^t |\delta^t(r)|dr + \int_0^t (t-r)(|\beta^t(r)| + |\epsilon^t(r)|)dr.
\]

For \( \beta^t(t) \), we note that by (56), (44) with \( w^t = 0 \) and (47),

\[
|\beta^t(t)| \leq 2\left((L + 2\epsilon L)t^2 \frac{5}{4} |z^i_0| + \frac{2\epsilon L t}{n} \frac{5}{4}\max_{s \leq t} \sum_{j \neq i} |z^i_j|\right)^2 + 2\frac{\epsilon L t^2}{n^2} \left(\frac{\epsilon L^2}{n^2} \left(\max_{s \leq t} \sum_{j \neq i} |z^i_j|\right)^2 + 2\hat{C}\right).
\]

Note that by (8), (47) and since by assumption \( \epsilon \tilde{L} < K/6 \),

\[
\epsilon \tilde{L}(t^2 + th) \leq (1/10)(K + 4\epsilon \tilde{L})(t^2 + th) \leq (1/10)(L + 4\epsilon \tilde{L})(t^2 + th) \leq 40^{-1}.
\]

Hence, by (62) we obtain for the integral containing \( \beta^t(t) \) in (61)

\[
\int_0^t (t-r)|\beta^t(r)|dr
\]

\[
\leq \int_0^t (t-r) \left(\frac{25}{4} t^2(L + 2\epsilon L)^2 |z^i_0|^2 + \frac{25}{4} \frac{\epsilon L^2 t^2}{n^2} + 2\frac{\epsilon L t^2}{n^2} \left(\frac{\epsilon L^2}{n^2} \left(\max_{s \leq t} \sum_{j \neq i} |z^i_j|\right)^2 + 2\hat{C}\right)dr
\]

\[
\leq \frac{25}{48} t^4(L + 2\epsilon L)^2 |z^i_0|^2 + \left(\frac{25}{12} \frac{\epsilon L^2 t^2}{n^2} + 1\right) \frac{\epsilon L t^2}{n^2} \left(\frac{\epsilon L^2}{n^2} \left(\max_{s \leq t} \sum_{j \neq i} |z^i_j|\right)^2 + 2\hat{C}\right) + Ct^2,
\]

where the last step follows by (63).

Next, we bound \( \delta^t(t) \) and \( \epsilon^t(t) \). To bound \( \delta^t(t) \) and \( \epsilon^t(t) \), we note that by (40) and (52),

\[
|w^t_{[i]} - w^t_{[i]}| \leq \int_{[t]}^t \frac{d}{ds} w^s_{[i]} ds \leq \frac{h}{2} |\nabla_i U(x_{[i]}) + \nabla_i U(x_{[i]}) - (\nabla_i U(y_{[i]}) + \nabla_i U(y_{[i]}))|
\]

\[
\leq h \left((L + 2\epsilon L)z^i_{[i]} + \frac{2\epsilon L}{n} \max_{s \leq t} \sum_{j \neq i} |z^i_j|\right)
\]
where \( z_{t|_{j}}^{i,*} = \max_{s \leq t} |z_{s}^{i}| \). Hence, by (52), (42) with \( w^t = 0 \) and (47),

\[
|2(w_{t|_{j}}^{i} - w_{1}^{i}) - h(\nabla_{i}U(x_{t|_{j}}) - \nabla_{i}U(y_{t|_{j}}))| \leq 3h\left( (L + 2\epsilon \tilde{L})z_{t|_{j}}^{i,*} + \frac{2\epsilon \tilde{L}}{n} \max_{s \leq t} \sum_{j \neq i} |z_{s}^{j}| \right)
\leq 3h\left( \frac{5}{4}(L + 2\epsilon \tilde{L})|z_{0}^{i}| + \frac{5\epsilon \tilde{L}}{2n} \max_{s \leq t} \sum_{j \neq i} |z_{s}^{j}| \right), \tag{65}
\]

Hence by (65) and (42) with \( w^t = 0 \), and then by (63) and (47),

\[
\max_{s \leq t} |\delta^{i}(s)| \leq 3h\left( \frac{5}{4}|z_{0}^{i}| + \frac{2\epsilon \tilde{L}(t^{2} + th)}{n} \max_{s \leq t} \sum_{j \neq i} |z_{s}^{j}| \right)
\leq 3h\left( \frac{5}{4}(L + 2\epsilon \tilde{L})|z_{0}^{i}| + \frac{5\epsilon \tilde{L}}{2n} \max_{s \leq t} \sum_{j \neq i} |z_{s}^{j}| \right)
\leq 3h\left( \frac{25}{16}(L + 2\epsilon \tilde{L})|z_{0}^{i}|^{2} + \frac{15}{4} \epsilon \tilde{L} |z_{0}^{i}| \max_{s \leq t} \sum_{j \neq i} |z_{s}^{j}| + \frac{\epsilon \tilde{L}}{8n} \max_{s \leq t} \left( \sum_{j \neq i} |z_{s}^{j}| \right)^{2} \right) \tag{66}
\leq h\left( \frac{75L}{16} + 15\epsilon \tilde{L} \right)|z_{0}^{i}|^{2} + h \frac{6\epsilon \tilde{L}}{n} \max_{s \leq t} \left( \sum_{j \neq i} |z_{s}^{j}| \right)^{2}, \tag{67}
\]

Note that Young's product inequality is used in (66) to bound the cross term. Similarly, by (65), (42) with \( w^t = 0 \), (44) with \( w^t = 0 \) and (63),

\[
\max_{s \leq t} |\epsilon_{1}^{i}(s)| \leq 3h\left( \frac{5}{4}(L + 2\epsilon \tilde{L})|z_{0}^{i}| + \frac{2\epsilon \tilde{L}}{4n} \max_{s \leq t} \sum_{j \neq i} |z_{s}^{j}| \right)
\leq 3h\left( \frac{5}{4}(L + 2\epsilon \tilde{L})|z_{0}^{i}| + \frac{5\epsilon \tilde{L}}{2n} \max_{s \leq t} \sum_{j \neq i} |z_{s}^{j}| \right)
\leq 3h\left( \frac{25}{16}(L + 2\epsilon \tilde{L})|z_{0}^{i}|^{2} + \frac{25}{4} \epsilon \tilde{L} |z_{0}^{i}| \max_{s \leq t} \sum_{j \neq i} |z_{s}^{j}| \right)
\leq h\left( \frac{75L}{64} + \frac{15\epsilon \tilde{L}}{32n} \max_{s \leq t} \left( \sum_{j \neq i} |z_{s}^{j}| \right)^{2} \right), \tag{69}
\]

Note that Young’s product inequality is used to bound the cross term in (68).

To bound \( \epsilon_{2}^{i}(t) \), \( \epsilon_{3}^{i}(t) \) and \( \epsilon_{4}^{i}(t) \), we note that by (40) and (52),

\[
|z_{t|_{j}}^{i} - z_{s}^{i}| = \left| \int_{t_{j}}^{t} \frac{d}{ds}z_{s}^{i}ds \right| \leq h|w_{t|_{j}}^{i} - \frac{h}{2}(\nabla_{i}U(x_{t|_{j}}) - \nabla_{i}U(y_{t|_{j}}))|
\leq hw_{t|_{j}}^{i,*} + \frac{h^{2}}{2}(L + 2\epsilon \tilde{L})z_{t|_{j}}^{i,*} + \frac{h^{2}\epsilon \tilde{L}}{n} \max_{s \leq t} \sum_{j \neq i} |z_{s}^{j}| \tag{70}
\]

where \( w_{t|_{j}}^{i,*} = \max_{s \leq t} |w_{s}^{i}| \). Similarly,

\[
|z_{t|_{j}}^{i} - z_{s}^{i}| \leq hw_{t|_{j}}^{i,*} + \frac{h^{2}}{2}(L + 2\epsilon \tilde{L})z_{t|_{j}}^{i,*} + \frac{h^{2}\epsilon \tilde{L}}{n} \max_{s \leq t} \sum_{j \neq i} |z_{s}^{j}|. \tag{71}
\]
Hence, by applying (70), (71) and (52) in the first step, and (42) and (44) with \( w^i = 0 \) in the second step,

\[
\max_{s \leq t}|e^*_1(s) + e^*_2(s)| \frac{t}{2} \leq th \left( (L + 2\epsilon \tilde{L})z_i^{i*} + \frac{2\epsilon \tilde{L}}{n} \max_{s \leq t} \sum_{j \neq i} |z_j^i| \right)
\]

\[
\cdot \left( w_i^{i*} + \frac{h}{2} (L + 2\epsilon \tilde{L})z_i^{i*} + \frac{h\epsilon \tilde{L}}{n} \max_{s \leq t} \sum_{j \neq i} |z_j^i| \right)
\]

\[
\leq th \left( \frac{5}{4} (L + 2\epsilon \tilde{L}) |z_0| + \frac{5\epsilon \tilde{L}}{2n} \max_{s \leq t} \sum_{j \neq i} |z_j^i| \right)
\]

\[
\cdot \left( (L + 2\epsilon \tilde{L}) \left( t + \frac{h}{2} \right) |z_0| + \frac{2\epsilon \tilde{L}}{n} \left( t + \frac{h}{2} \right) \max_{s \leq t} \sum_{j \neq i} |z_j^i| \right)
\]

\[
\leq ht \left( t + \frac{h}{2} \right) \left( (L + 2\epsilon \tilde{L})^2 \frac{25}{16} |z_0|^2 + \frac{25}{4} (L + 2\epsilon \tilde{L}) \epsilon \tilde{L} |z_0| \max_{s \leq t} \frac{1}{n} \sum_{j \neq i} |z_j^i| \right)
\]

\[
+ \frac{25 (\epsilon \tilde{L})^2}{4 n^2} \max_{s \leq t} \left( \sum_{j \neq i} |z_j^i| \right)^2
\]

\[
\leq ht \left( t + \frac{h}{2} \right) \left( \frac{25}{8} (L + 2\epsilon \tilde{L})^2 |z_0|^2 + \frac{25 (\epsilon \tilde{L})^2}{2n^2} \max_{s \leq t} \left( \sum_{j \neq i} |z_j^i| \right)^2 \right)
\]

\[
\leq h \frac{25}{32} (L + 2\epsilon \tilde{L}) |z_0|^2 + h \frac{5\epsilon \tilde{L}}{16n} \max_{s \leq t} \left( \sum_{j \neq i} |z_j^i| \right)^2.
\]

(72)

Note that Young’s product inequality is used to bound the cross term in the third step and (47) and (63) are used in the last step. For \( e^*_1(t) \), we obtain by (70) and (71),

\[
\max_{s \leq t} |e^*_1(s)| \frac{t}{2} \leq \frac{t}{2} \kappa \max_{s \leq t} |(z_0^i + z_j^{|i|}) \cdot (z_0^i - z_j^{|i|}) + (z_0^i + z_j^{|i|}) \cdot (z_0^i - z_j^{|i|})| \]

\[
\leq 2th\kappa |z_i^{i*}| \left( w_i^{i*} + \frac{h}{2} (L + 2\epsilon \tilde{L})z_i^{i*} + \frac{h\epsilon \tilde{L}}{n} \max_{s \leq t} \sum_{j \neq i} |z_j^i| \right)
\]

\[
\leq 2th \left( \frac{5}{4} (L + 2\epsilon \tilde{L}) |z_0^i| + \frac{5\epsilon \tilde{L}}{2n} \max_{s \leq t} \sum_{j \neq i} |z_j^i| \right)
\]

\[
\cdot \left( (L + 2\epsilon \tilde{L}) \left( t + \frac{h}{2} \right) |z_0^i| + \frac{2\epsilon \tilde{L}}{n} \left( t + \frac{h}{2} \right) \max_{s \leq t} \sum_{j \neq i} |z_j^i| \right)
\]

\[
\leq 2ht \left( t + \frac{h}{2} \right) \left( (L + 2\epsilon \tilde{L})^2 \frac{25}{16} |z_0|^2 + \frac{25}{4} (L + 2\epsilon \tilde{L}) \epsilon \tilde{L} |z_0| \max_{s \leq t} \frac{1}{n} \sum_{j \neq i} |z_j^i| \right)
\]

\[
+ \frac{25 (\epsilon \tilde{L})^2}{4 n^2} \max_{s \leq t} \left( \sum_{j \neq i} |z_j^i| \right)^2
\]

\[
\leq 2ht \left( t + \frac{h}{2} \right) \left( \frac{25}{8} (L + 2\epsilon \tilde{L})^2 |z_0|^2 + \frac{25 (\epsilon \tilde{L})^2}{2n^2} \max_{s \leq t} \left( \sum_{j \neq i} |z_j^i| \right)^2 \right)
\]

\[
\leq h \frac{25}{16} (L + 2\epsilon \tilde{L}) |z_0|^2 + h \frac{5\epsilon \tilde{L}}{8n^2} \max_{s \leq t} \left( \sum_{j \neq i} |z_j^i| \right)^2.
\]

(74)

where (73) follows by (42) with \( w^i = 0 \) and (44) with \( w^i = 0 \) and since by (8) \( \kappa \leq (L + 2\epsilon \tilde{L}) \). Note that Young’s product inequality is used to bound the cross term in the third step.
Therefore, by (67), (69), (72) and (74),
\[
\int_0^t \left( (t-r)|\xi'(r)| + |\delta'(r)| \right) \, dr \\
\leq t^2 \left( \max_{s \leq t} (|\xi'_1(s) + \epsilon \xi'_2(s)|) + \max_{s \leq t} |\xi'_3(s)| + \max_{s \leq t} |\xi'_4(s)| + t \max_{s \leq t} |\delta'(s)| \right) \\
\leq ht \left( \frac{25}{32} (L + 2e\tilde{L}) + \frac{75}{64} (L + 2e\tilde{L}) + \frac{25}{16} (L + 2e\tilde{L}) + \frac{75}{16} L \right) |z_0|^2 \\
+ ht \left( \frac{5}{16} + \frac{15}{32} + \frac{5}{8} + 6 \right) \frac{\epsilon \tilde{L}}{n^2} \max_{s \leq t} \left( \sum_{j \neq i} |z_j|^2 \right)^2 \\
= ht \left( \frac{525}{64} L + \frac{235}{64} K \right) |z_0|^2 + ht \frac{237 \epsilon \tilde{L}}{32 n^2} \max_{s \leq t} \left( \sum_{j \neq i} |z_j|^2 \right)^2
\] (75)
where we used $\epsilon \tilde{L} < K/6$ in (75). We note that by (49), (8) and since by assumption $\epsilon \tilde{L} < K/6$,
\[
h \left( \frac{25}{64} L + \frac{235}{64} K \right) \leq \frac{Kt}{64} \leq \frac{\kappa t}{32}
\] (76)
and
\[
h \frac{237}{32} \leq \frac{237 \epsilon \tilde{L}}{32 n^2} \frac{K}{525L + 235K} \leq \frac{1}{2}.
\] (77)
Therefore, by (75), (76) and (77)
\[
\int_0^t \left( (t-r)|\xi'(r)| + |\delta'(r)| \right) \, dr \leq t^2 \left( \frac{K}{32} |z_0|^2 + \frac{\epsilon \tilde{L}}{2n^2} \max_{s \leq t} \left( \sum_{j \neq i} |z_j|^2 \right)^2 \right).
\] (78)
Inserting (64) and (78) in (61) and applying (47) yields,
\[
a'(t) \leq \left( 1 - \frac{5}{6} \kappa t^2 \right) |z_0|^2 + \frac{25}{48} \kappa t^2 |z_0|^2 + \left( \frac{5}{96} + 1 \right) \frac{\epsilon \tilde{L}^2}{n^2} \left( \max_{s \leq t} \sum_{j \neq i} |z_j|^2 \right)^2 + Ct^2 \\
+ t^2 \left( \frac{K}{32} |z_0|^2 + \frac{\epsilon \tilde{L}}{2n^2} \left( \max_{s \leq t} \sum_{j \neq i} |z_j|^2 \right)^2 \right).
\]
By (54), we obtain for $x, y \in \mathbb{R}^{dn}$ with $|x^i - y^i| > \tilde{R}$,
\[
|z_i|^2 \leq \left( 1 - \left( \frac{5}{6} - \frac{25}{48} \frac{1}{32} \kappa t^2 \right) \right) |z_0|^2 + \left( 1 + \frac{5}{96} + \frac{1}{2} \right) \frac{\epsilon \tilde{L}^2}{n^2} \left( \max_{s \leq t} \sum_{j \neq i} |z_j|^2 \right)^2 \\
\leq \left( 1 - \frac{1}{4} \kappa t^2 \right) |z_0|^2 + 2 \frac{\epsilon \tilde{L}^2}{n^2} \left( \max_{s \leq t} \sum_{j \neq i} |z_j|^2 \right)^2,
\]
as required.

\[\square\]

6. Proofs of main results

6.1. Proof of main contraction result

For the proof of Theorem 3, we write $R^i$ and $r^i$ for $r^i(x, y) = |x^i - y^i|$ and $R^i(x, y) = |X^i(x, y) - Y^i(x, y)|$ for fixed $x, y \in \mathbb{R}^{dn}$. Further, we write $r^i_s = |q^i_s(x, \xi) - q^i_s(y, \eta)|$ for the distance between the two positions at time $s$ satisfying (5) where $\xi, \eta$ are the velocities coupled using the construction given in Section 2.3. Further, we denote $z = x - y$ and $w = \xi - \eta$. 
Proof of Theorem 3. Note that (22), (24) and (48) imply
\[ \kappa \geq (1/2)K \quad \text{and} \quad L + 4\epsilon \tilde{L} \leq L + (2K/3) \leq (5/3)L. \] (79)
Hence, we obtain by (22)
\[ (L + 4\epsilon \tilde{L})(T + h_1)^2 \leq \min \left( \frac{1}{4}, \frac{\kappa}{L + 4\epsilon \tilde{L}}, \frac{1}{256(L + 4\epsilon \tilde{L})R^2} \right). \] (80)
Moreover, the following inequalities are satisfied,
\[ \gamma T \leq 1, \] (81)
\[ (L + 4\epsilon \tilde{L})(T + h) \leq \gamma/4, \] (82)
\[ \gamma \tilde{R} \leq 1/4, \] (83)
\[ \exp(T^{-1}(R_1 - \tilde{R})) \geq 12. \] (84)

Inequalities (81) and (83) follow by (15), (82) follows by (15) and (80), and the inequality (84) follows by (16).

We first prove a bound on \( \mathbb{E}[f(R^i) - f(r^i)] \) for each particle \( i \) similarly to the strategy to bound \( \mathbb{E}[f(R_i) - f(r_i)] \) in [13, Proof of Theorem 2.4]. We split the calculation of this expectation in two cases depending on the applied coupling.

Case 1: \( r^i = |x^i - y^i| \geq \tilde{R} \). In this case, the initial velocities of the \( i \)-th particles are synchronized, i.e., \( w^i = 0 \). By concavity of the function \( f \), by Lemma 17 and since
\[ |1 - a| \leq 1 - a/2 \quad \text{for } a \in [0, 1), \] (85)
we obtain
\[ \mathbb{E}[f(R^i) - f(r^i)] \leq f'(r^i)\mathbb{E}[R^i - r^i] \]
\[ \leq f'(r^i) \left( -\frac{1}{8} \kappa T^2 \right) r^i + f'(r^i) \sqrt{2\epsilon \tilde{L}} \frac{T}{n} \mathbb{E} \left[ \max_{s \leq T} \sum_{j \neq i} r^i_j \right]. \] (86)

Case 2: \( r^i = |x^i - y^i| < \tilde{R} \). In this case, since the distance between the \( i \)-th particles is smaller than \( \tilde{R} \), the initial velocities of the \( i \)-th particles satisfy \( w^i = -\gamma z^i \) with maximal possible probability and otherwise a reflection is applied. These disjoint possibilities motivate splitting the expectation \( \mathbb{E}[f(R^i) - f(r^i)] \) as follows
\[ \mathbb{E}[f(R^i) - f(r^i)] = \mathbb{E}[f(R^i) - f(r^i), \{w^i = -\gamma z^i\}] \]
\[ + \mathbb{E}[f(R_i \land R^i) - f(r^i), \{w^i \neq -\gamma z^i\}] \]
\[ + \mathbb{E}[f(R^i) - f(R_i \land R^i), \{w^i \neq -\gamma z^i\}] = I + II + III. \]

First, we bound the probability \( \mathbb{P}[w^i \neq -\gamma z^i] \), which equals the total variation distance between a standard normal distribution with zero mean and a normal distribution with mean \( \gamma z^i \) and unit variance, cf. Lemma 4.4 of [12]. Note using the coupling characterization of the TV distance, this representation shows that the coupling \( \xi^i - y^i = -\gamma z^i \) holds with maximal probability. By (83),
\[ \mathbb{P}[w^i \neq -\gamma z^i] = \int_{-\infty}^{\gamma|z^i|/2} \frac{1}{\sqrt{2\pi}} \left( \exp \left( -\frac{1}{2} x^2 \right) - \exp \left( -\frac{1}{2} \left( x - \gamma |z^i| \right)^2 \right) \right) + \left( \exp \left( -\frac{1}{2} x^2 \right) - \exp \left( -\frac{1}{2} \left( x + \gamma |z^i| \right)^2 \right) \right) dx \]
\[ = \int_{-\infty}^{\gamma|z^i|/2} \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} x^2 \right) dx - \int_{-\infty}^{-\gamma|z^i|/2} \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} x^2 \right) dx \]
\[ \leq \frac{2}{\sqrt{2\pi}} \int_{0}^{\gamma|z^i|/2} \exp \left( -\frac{1}{2} x^2 \right) dx \leq \frac{2}{\sqrt{2\pi}} \frac{\gamma |z^i|}{2} < \frac{1}{10}. \] (87)
Next, we bound $I$, $II$ and $III$. For $I$, we note that on the set \( \{ w^i = -\gamma z^i \} \), by (41) and (82)

\[
R^i \leq (1 - \gamma T)|z^i| + \left( L + 2\tilde{L} \right) (T^2 + Th)|z^i| + \frac{2\tilde{L}}{n} \max_{s \leq T} \sum_{j \neq i} |z^j_s|
\]

\[
\leq |z^i| \left( 1 - \gamma T + \frac{\gamma T}{4} \right) + \frac{2\tilde{L}}{n} (T^2 + Th) \max_{s \leq T} \sum_{j \neq i} r^i_j
\]

\[
= \left( 1 - \frac{3\gamma T}{4} \right) r^i + \frac{2\tilde{L}}{n} (T^2 + Th) \max_{s \leq T} \sum_{j \neq i} r^i_j.
\]

Hence by concavity of $f$ and by (87),

\[
I \leq -f'(r^i) \left( \frac{3}{4} \gamma T r^i \right) \mathbb{P}[w^i = -\gamma z^i] + f'(r^i) \mathbb{E} \left[ \frac{2\tilde{L}}{n} (T^2 + Th) \max_{s \leq T} \sum_{j \neq i} r^i_j \right]
\]

\[
\leq -f'(r^i) \frac{27}{40} \gamma T r^i + f'(r^i) \frac{2\tilde{L}}{n} (T^2 + Th) \mathbb{E} \left[ \max_{s \leq T} \sum_{j \neq i} r^i_j \right]. \tag{88}
\]

To bound $II$, note that by (17) for $r, s \leq R_1$,

\[
f(s) - f(r) = \int_r^s e^{-t/T} dt = T(e^{-r/T} - e^{-s/T}) \leq T e^{-r/T} = T f'(r).
\]

Therefore, by (87)

\[
II \leq T f'(r^i) \mathbb{P}[w^i \neq -\gamma z^i] \leq T f'(r^i) \frac{\gamma r^i}{\sqrt{2\pi}} < \frac{2}{5} \gamma T r^i f'(r^i). \tag{89}
\]

where we used the bound $1/\sqrt{2\pi} < 2/5$. For $III$, we get by concavity of $f$

\[
III \leq f'(R_1) \mathbb{E}[(R^i - R_1)^+, \{ w^i \neq -\gamma z^i \}]. \tag{90}
\]

If $w^i \neq -\gamma z^i$, then $w^i = 2(e^i \cdot \xi^i)e^i$ with $e^i = z^i / |z^i|$ and hence $|z^i + Tw^i| = |r^i + 2Te^i \cdot \xi^i|$. This computation and (42) yield

\[
R^i \leq \left( 1 + \left( L + 2\tilde{L} \right) (T^2 + Th) \right) \max(|r^i + 2Te^i \cdot \xi^i|, r^i) + \frac{2\tilde{L} (T^2 + Th)}{n} \max_{s \leq T} \sum_{j \neq i} r^i_j.
\]

Hence by (80) and since $(5/4)r^i - R_1 \leq (5/4)\tilde{R} - R_1 \leq 0$,

\[
\mathbb{E}[(R^i - R_1)^+, \{ w^i \neq -z^i \}]
\]

\[
\leq \mathbb{E} \left[ \left( \frac{5}{4} \max(|r^i + 2Te^i \cdot \xi^i|, r^i) + \frac{2\tilde{L} (T^2 + Th)}{n} \max_{s \leq T} \sum_{j \neq i} r^i_j - R_1 \right)^+, \{ w^i \neq -\gamma z^i \} \right]
\]

\[
\leq \mathbb{E} \left[ \left( \frac{5}{4} |r^i + 2Te^i \cdot \xi^i| - R_1 \right)^+, \{ w^i \neq -\gamma z^i \} \right] + \mathbb{E} \left[ \frac{2\tilde{L} (T^2 + Th)}{n} \max_{s \leq T} \sum_{j \neq i} r^i_j \right]. \tag{91}
\]

For the first term, where only the $i$-th particle is involved, we follow the calculations in the proof of
To bound the expectation in the last term of (95) we note that when

$$w^i \neq -\gamma z^i,$$

we have

$$\left| \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{u^2}{2} \right) - \exp \left( -\left(\frac{u + \gamma r^i}{2}\right)^2 \right) \right| \leq \frac{4}{\sqrt{5}} \int_{-\infty}^{u} \int_{-\infty}^{u} \int_{-\infty}^{u} \int_{-\infty}^{u} |r - \gamma r^i|^2 \exp \left( -\frac{u^2}{2} \right) \exp \left( -\left(\frac{u + \gamma r^i}{2}\right)^2 \right) du$$

Hence by (84), (90), (91) and (92),

$$\mathbb{II} \leq f'(R_1) \left( \frac{5}{4} \gamma T r^i + \mathbb{E} \left[ \frac{2\epsilon \tilde{L}(T^2 + Th)}{n} \max_{s \leq T} \sum_{j \neq i} r_j \right] \right)$$

$$\leq f'(r^i) \left( \frac{5}{48} \gamma T r^i + \frac{\epsilon \tilde{L}(T^2 + Th)}{6n} \mathbb{E} \left[ \max_{s \leq T} \sum_{j \neq i} r_j \right] \right).$$

We combine the bounds on $I$, $\mathbb{I}$ and $\mathbb{II}$ in (88), (89) and (93) respectively, to obtain for $r^i \leq \bar{R}$,

$$\mathbb{E}[f(R^i) - f(r^i)] \leq -f'(r^i) \left( \frac{27}{40} \gamma T r^i + f'(r^i) \left( \frac{5}{4} \gamma T r^i + f'(r^i) \left( \frac{2\epsilon \tilde{L}(T^2 + Th)}{n} + \frac{\epsilon \tilde{L}(T^2 + Th)}{6n} \right) \mathbb{E} \left[ \max_{s \leq T} \sum_{j \neq i} r_j \right] \right) \right)$$

$$\leq -f'(r^i) \left( \frac{13}{240} \gamma T r^i + f'(r^i) \frac{13\epsilon \tilde{L}(T^2 + Th)}{6n} \mathbb{E} \left[ \max_{s \leq T} \sum_{j \neq i} r_j \right] \right).$$

Next, we combine (86) and (94) and sum over $i$ to obtain

$$\mathbb{E} \left[ \sum_i (f(R^i) - f(r^i)) \right] \leq -\min \left( \frac{13}{240} \gamma T, \frac{1}{8} k T^2 \right) \sum_i r^i f'(r^i)$$

$$+ \max \left( \frac{13\epsilon \tilde{L}(T^2 + Th)}{6}, \sqrt{2\epsilon \tilde{L}} \right) \frac{1}{n} \sum_i f'(r^i) \mathbb{E} \left[ \max_{s \leq T} \sum_{j \neq i} r_j \right].$$

To bound the expectation in the last term of (95) we note that when $w^i \neq -\gamma z^i$, then $w^i = 2(e^j \cdot \xi^j) e^j$
with \( e^j = z^j/|z^j| \), and hence by (83),
\[
\begin{align*}
\mathbb{E} \left[ \|w^j\|_{1\{v^j < \bar{R}\} \cap \{w^j \neq -\gamma z^j\}} \right] \\
= 1_{\{v^j < \bar{R}\}} \int_{-\infty}^{\infty} \frac{2|x|}{\sqrt{2\pi}} \left( \exp \left( - \frac{x^2}{2} \right) - \exp \left( - \frac{(x + \gamma r^j)^2}{2} \right) \right) dx \\
= 1_{\{v^j < \bar{R}\}} \left( \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} 2|x| \exp \left( - \frac{x^2}{2} \right) dx - \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} 2|x - \gamma r^j| \exp \left( - \frac{x^2}{2} \right) dx \right) \\
\leq 1_{\{v^j < \bar{R}\}} \left( \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} 2|x| \exp \left( - \frac{x^2}{2} \right) dx + \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} 2\gamma r^j \exp \left( - \frac{x^2}{2} \right) dx \right) \\
\leq 1_{\{v^j < \bar{R}\}} \left( \gamma r^j + \gamma r^j \right) \leq \frac{5}{4} \gamma r^j.
\end{align*}
\] (96)

Then we obtain by (45), by (80), and since by (81) for \( w^j = -\gamma z^j, |z^j + Tw^j| \leq |z^j|, \)
\[
\mathbb{E} \left[ \max_{s \leq T} \sum_{j \neq i} r^j \right] \leq \frac{5}{4} \mathbb{E} \left[ \sum_j \max \{|z^j + Tw^j|, |z^j|\} \right] \\
\leq \frac{5}{4} \mathbb{E} \left[ \sum_j |z^j| + \sum_{j \neq i} Tw^j 1_{\{v^j < \bar{R}\} \cap \{w^j \neq -\gamma z^j\}} \right] \\
= \frac{5}{4} \sum_j |z^j| + \frac{5}{4} T \sum_j \mathbb{E} \left[ |w^j| 1_{\{v^j < \bar{R}\} \cap \{w^j \neq -\gamma z^j\}} \right] \leq \frac{45}{16} \sum_j r^j, \tag{97}
\]
where last step holds by (96) and (81). Hence inserting (97) in (95),
\[
\begin{align*}
\mathbb{E} \left[ \sum_i \left( f(R^i) - f(r^i) \right) \right] &\leq - \min \left( \frac{11}{240} \gamma T, \frac{1}{8} \kappa T^2 \right) \sum_i f'(r^i)r^i \\
&\quad + \sum_i f'(r^i) \max \left( \frac{13\tilde{\epsilon}L(T^2 + Th)}{6}, \sqrt{2\epsilon \tilde{L}T} \right) \frac{1}{n} \frac{45}{16} \sum_j r^j. \tag{98}
\end{align*}
\] Since by (82) \( \kappa T^2 \leq T\gamma/4 \), the minimum in (98) is attained at \( \frac{1}{8} \kappa T^2 \). Since (8), (80) and (24) imply (63) with \( t = T \), it holds that \( (13/6)\tilde{\epsilon}L(T^2 + Th) \leq 13/(6\sqrt{40})\sqrt{\epsilon L(T^2 + Th)} \). Hence, the maximum in (98) is attained at \( \sqrt{2\epsilon \tilde{L}T} \). The minimum of \( \frac{f'(r^i)}{f(r^i)} \) is attained at \( R_1 \) defined in (16),
\[
\inf_{r^i} \frac{f'(r^i)}{f(r^i)} = \frac{R_1 \exp(-R_1/T)}{T(1 - \exp(-R_1/T))} \geq \frac{5}{4} \left( \frac{\tilde{R}}{T} + 2 \right) \exp \left( - \frac{5\tilde{R}}{4T} \right) \exp \left( - \frac{5}{2} \right), \tag{99}
\]
and it holds by (16) that
\[
\sum_i f'(r^i) \frac{1}{n} r^j \leq \frac{f(r^j)}{f'(r^i)} \leq \exp \left( R_1 T \right) f(r^j) = \exp \left( \frac{5\tilde{R}}{4T} \right) \exp \left( \frac{5}{2} \right) f(r^j), \tag{100}
\]
where we used that \( f(r^j) \geq r^j f'(r^j) \) and \( \exp(-R_1/T) \leq f'(r^i) \leq 1 \). Hence,
\[
\begin{align*}
\mathbb{E} \left[ \sum_i \left( f(R^i) - f(r^i) \right) \right] &\leq - \frac{1}{8} \kappa T^2 \frac{5}{4} \left( \frac{\tilde{R}}{T} + 2 \right) \exp \left( - \frac{5\tilde{R}}{4T} \right) \exp \left( - \frac{5}{2} \right) \sum_i f(r^i) \\
&\quad + \sqrt{2\epsilon \tilde{L}T} \frac{45}{16} \exp \left( \frac{5}{2} \right) \exp \left( \frac{5\tilde{R}}{4T} \right) \sum_i f(r^i) \\
&\leq - \frac{1}{78} \kappa T^2 \exp \left( - \frac{5\tilde{R}}{4T} \right) \sum_i f(r^i),
\end{align*}
\] where the last step holds by (24). \( \square \)
6.2. Proofs of results from Section 3.2

Proof of Corollary 7. This proof works analogously to the proof of [13, Corollary 2.6] and uses essentially [13, Lemma 6.1]. By Theorem 3, the contractivity condition

$$\mathbb{E}[\rho(X(x, y), Y(x, y))] \leq e^{-c}\rho(x, y)$$

(101)

is satisfied for the coupling \((X(x, y), Y(x, y))\). Let \(\nu, \eta\) be probability measures on \(\mathbb{R}^{dn}\) and let \(\omega\) be an arbitrary coupling of \(\nu\) and \(\eta\). By [13, Lemma 6.1], there exists a Markov chain \((X_m, Y_m)_{m \geq 0}\) on a probability space \((\Omega, \mathcal{A}, \mathbb{P})\) such that \((X_0, Y_0) \sim \omega, (X_m), (Y_m)\) are Markov chains each having transition kernel \(\pi_h\) and initial distributions \(\nu\) and \(\eta\), respectively, and \(M_m = e^{cm}\rho(X_m, Y_m)\) is a non-negative supermartingale. Then, for all \(m \in \mathbb{N}\),

$$\mathcal{W}_\rho(\nu \pi_h^m, \eta \pi_h^m) \leq \mathbb{E}[\rho(X_m, Y_m)] \leq e^{-cm}\mathbb{E}[\rho(X_0, Y_0)] = e^{-cm}\int_\rho d\omega.$$

Since \(\omega\) is chosen arbitrary, we take the infimum over all couplings \(\omega \in \Gamma(\nu, \eta)\) and obtain (26). The bound (27) follows by (20). The existence of a unique probability measure \(\rho_0\) on \(\mathbb{R}^{dn}\) holds by (27) and by Banach fixed-point theorem, cf. [31, Theorem 3.9]. Since \(\mu_0, \pi_h^m = \mu_h\) for all \(m\), \(\Delta(m) \leq e^{R \bar{T}} e^{-cm} \Delta(0)\). Hence, for a given \(\bar{\epsilon} > 0\), \(\Delta(m) \leq \bar{\epsilon}\) holds for (29) by (16).

Proof of Theorem 8. This proof uses essentially standard numerical analysis techniques and a priori estimates given in Lemma 15. Fix \(x, \xi \in \mathbb{R}^{dn}\). Denote by \((x_s, v_s) = (q_s(x, \xi), p_s(x, \xi))\) the Hamiltonian dynamics driven by (1). Set \(x^i_k := q^i_{kh}(x, \xi)\), \(\tilde{x}^i_k := \tilde{q}^i_{kh}(x, \xi)\), \(v^i_k := \tilde{p}^i_{kh}(x, \xi)\) and \(\tilde{v}^i_k := \tilde{p}^i_{kh}(x, \xi)\). By (1) and (5), it holds

$$|x^i_{k+1} - \tilde{x}^i_{k+1}| \leq |x^i_k - \tilde{x}^i_k| + h|v^i_k - \tilde{v}^i_k| + \left|\int_{kh}^{(k+1)h} \nabla_i U(x_r) - \nabla_i U(\tilde{x}_k) dr\right|,$$

$$|v^i_{k+1} - \tilde{v}^i_{k+1}| \leq |v^i_k - \tilde{v}^i_k| + \left|\int_{kh}^{(k+1)h} \left(\frac{1}{2} \nabla_i U(\tilde{x}_k) - \nabla_i U(x_u) + \frac{1}{2} \nabla_i U(\tilde{x}_{k+1})\right) du\right|.$$

By (52) and (5),

$$\sum_i \left|\nabla_i U(x_r) - \nabla_i U(\tilde{x}_k)\right| \leq \sum_i \left|\nabla_i U(x_r) - \nabla_i U(x_k)\right| + \sum_i \left|\nabla_i U(x_k) - \nabla_i U(\tilde{x}_k)\right|$$

$$\leq \sum_i \left|\int_{vh}^{v_h} e^r \cdot \nabla_i U(x_u) ds\right| + (L + 4\bar{L}) \sum_i \left|\nabla_i x_k - \nabla_i \tilde{x}_k\right|$$

$$\leq \sum_i \left|\int_{kh}^{(k+1)h} (L + 4\bar{L}) v^i_k ds\right| + (L + 4\bar{L}) \sum_i \left|\nabla_i x_k - \nabla_i \tilde{x}_k\right|$$

$$\leq \sum_i \left(L + 4\bar{L}\right) \left(h \left(\frac{21}{16} |v^i_0| + \frac{5}{4} \left(L + 4\bar{L}\right) T |x^i_0|\right) + |x^i_k - \tilde{x}^i_k|\right),$$

where (39) and \((L + 4\bar{L}) T^2 \leq (1/4)\) is used in the last step. Analogously,

$$\sum_i \left(- \nabla_i U(x_u) + \frac{1}{2} \nabla_i U(\tilde{x}_k) + \frac{1}{2} \nabla_i U(\tilde{x}_{k+1})\right)$$

$$\leq \sum_i \left(L + 4\bar{L}\right) \left(h \left(\frac{21}{16} |v^i_0| + \frac{5}{4} \left(L + 4\bar{L}\right) T |x^i_0|\right) + \frac{1}{2} |x^i_k - \tilde{x}^i_k| + \frac{1}{2} |x^i_{k+1} - \tilde{x}^i_{k+1}|\right).$$

(102)

Then for any initial position \(x \in \mathbb{R}^{dn}\),

$$\mathbb{E}\left[\sum_i \left|x^i_{k+1} - \tilde{x}^i_{k+1}\right|\right] \leq \left(1 + \frac{h^2 (L + 4\bar{L})}{2}\right) \mathbb{E}\left[\sum_i \left|x^i_k - \tilde{x}^i_k\right|\right]$$

$$+ h\mathbb{E}\left[\sum_i \left|v^i_k - \tilde{v}^i_k\right|\right] + \frac{h^3}{2} M_1,$$
and
\[ \mathbb{E}\left[ \sum_{i} |\mathbf{v}_{k+1} - \tilde{\mathbf{v}}_{k+1}| \right] \leq \mathbb{E}\left[ \sum_{i} |\mathbf{v}_{k} - \tilde{\mathbf{v}}_{k}| \right] + h^2 M_1 \\
+ \frac{(L + 4\epsilon\tilde{L})h}{2} \mathbb{E}\left[ \sum_{i} |\mathbf{x}_{k+1} - \tilde{\mathbf{x}}_{k+1}| \right] + \mathbb{E}\left[ \sum_{i} |\mathbf{x}_{k} - \tilde{\mathbf{x}}_{k}| \right] \tag{103} \]

with \( M_1 := \mathbb{E}_{\epsilon \sim \mathcal{N}(0, I_{dn})} [\sum_i (L + 4\epsilon\tilde{L})(\frac{2}{h} |\xi^i| + \frac{1}{2}(L + 4\epsilon\tilde{L})T|x^i|)] \). Set \( a_k := \mathbb{E}[\sum_i |\mathbf{x}_k^i - \tilde{\mathbf{x}}_k^i|] \) and \( b_k := \mathbb{E}[\sum_i |\mathbf{v}_k^i - \tilde{\mathbf{v}}_k^i|] \). The goal is to bound \( a_k \) from above using the discrete Gronwall lemma [33, Proposition 3.2]. Note that this sequence \((a_k, b_k)\) with \( a_0 = b_0 = 0 \) satisfies
\[ a_{k+1} \leq (1 + (L + 4\epsilon\tilde{L})h^2/2)a_k + hb_k + (h^3 M_1/2) \]
\[ b_{k+1} \leq b_k + h^2 M_1 + ((L + 4\epsilon\tilde{L})h/2)(a_{k+1} + a_k). \]

We deduce for \( b_{k+1} \)
\[ b_{k+1} \leq (L + 4\epsilon\tilde{L})h \sum_{i=1}^{k} a_i + \frac{(L + 4\epsilon\tilde{L})h}{2} a_{k+1} + (k + 1) h^2 M_1. \]

Inserting this estimate in \( a_{k+1} \) yields
\[ a_{k+1} \leq (1 + (L + 4\epsilon\tilde{L})h^2)a_k + (kh^3 M_1 + h^3 M_1/2) + (L + 4\epsilon\tilde{L})h^2 \sum_{i=1}^{k-1} a_i \tag{104} \]

Note that the sequence \((\tilde{a}_k)\) satisfying
\[ \tilde{a}_{k+1} = (1 + (L + 4\epsilon\tilde{L})h^2)\tilde{a}_k + (k + (1/2))h^3 M_1 + (L + 4\epsilon\tilde{L})h^2 \sum_{i=1}^{k-1} \tilde{a}_i \tag{105} \]

is an upper bound of the sequence \((a_k)\), i.e. \( a_k \leq \tilde{a}_k \). Moreover, it holds \( \tilde{a}_k \leq \tilde{a}_{k+1} \). Hence,
\[ \tilde{a}_{k+1} \leq (1 + (L + 4\epsilon\tilde{L})h^2)\tilde{a}_k + (k + 1/2)h^3 M_1 \leq (1 + (L + 4\epsilon\tilde{L})Th)\tilde{a}_k + Th^2 M_1. \]

Applying the discrete Gronwall lemma to \( \tilde{a}_k \) yields for all \( k \leq (T/h) \)
\[ a_k \leq \tilde{a}_k \leq \frac{1}{(L + 4\epsilon\tilde{L})T} \left( (1 + (L + 4\epsilon\tilde{L})hT)^k - 1 \right) Th M_1 \leq h \exp((L + 4\epsilon\tilde{L})T^2 - 1) \frac{M_1}{(L + 4\epsilon\tilde{L})} \leq h \frac{\exp(1/4) - 1}{(L + 4\epsilon\tilde{L})} M_1, \tag{106} \]

where we applied \((L + 4\epsilon\tilde{L})T^2 \geq 1/4\) in the last step.

Hence, there exists a constant \( C_2 \) depending on \( L, \tilde{L}, \epsilon \) and \( T \) such that for all \( k \in \mathbb{N} \) with \( kh \leq T \) and for any initial value \( x \in \mathbb{R}^{dn} \),
\[ \mathbb{E}\left[ \sum_i |\mathbf{x}_k^i - \tilde{\mathbf{x}}_k^i| \right] \leq h \cdot C_2 \left( d^{1/2} n + \sum_i |\xi^i| \right) \]

and so (30) holds. Note that the term \( d^{1/2} n \) comes from \( \mathbb{E}[\sum_i |\xi^i|] \) since \( \xi^i \sim \mathcal{N}(0, I_d) \).

If we assume additionally Assumption 5 and Assumption 6, then we can instead of (102) bound
using (51) and the trapezoidal rule,
\[
\left| \int_{kh}^{(k+1)h} \sum_i \left( -\nabla_i U(x_u) + \frac{1}{2} \nabla_i U(\bar{x}_k) + \frac{1}{2} \nabla_i U(\bar{x}_{k+1}) \right) du \right|
\leq \left| \int_{kh}^{(k+1)h} \sum_i \left( -\nabla_i U(x_u) + \frac{1}{2} \nabla_i U(x_k) + \frac{1}{2} \nabla_i U(x_{k+1}) \right) du \right|
+ \frac{h}{2} \sum_i (L + 4\epsilon \hat{L})(|x_k - \bar{x}_k| + |x_{k+1} - \bar{x}_k|)
\leq \frac{h}{2} \sum_i (L + 4\epsilon \hat{L})(|x^i_k - \bar{x}^i_k| + |x^i_{k+1} - \bar{x}^i_k|) + \frac{h^3}{12} \sum_{u \in \{k,k+h,(k+1)h\}} \sup_i \left| \frac{d^2}{du^2} \nabla_i U(x_u) \right|.
\tag{107}
\]
The last term is bounded using (5), (51), Assumption 5 and Assumption 6 by
\[
\sum_i \sup_{u \in \{k,h,(k+1)h\}} \left| \frac{d^2}{du^2} \nabla_i U(x_u) \right| \leq \sum_i (L_H + 8\epsilon \hat{L}_H) \max_{s \leq T} |v^i_s|^2 + \sum_i (L + 4\epsilon \hat{L})^2 \max_{s \leq T} |x^i_s|^2.
\]
Since we can bound \(\sum_i \max_{s \leq T} |v^i_s|^2\) and \(\sum_i \max_{s \leq T} |x^i_s|^2\) by Lemma 15 and Young’s product inequality in terms of \(\sum_i |\xi^i|, \sum_i |\xi^{i2}|, \sum_i |x^i|\) and \(\sum_i |x^i|^2\), we can bound the last term in (107) after taking expectation over \(\xi \sim \mathcal{N}(0,I_{dn})\) by a constant \(h^3M_1\) where \(M_2\) is a constant depending on \(L, \hat{L}, L_H, \hat{L}_H, \epsilon, d, n, \sum_i |x^i|\) and \(\sum_i |x^i|^2\). More precisely, the dependence of \(M_2\) is linear in \(d, n, \sum_i |x^i|\) and \(\sum_i |x^i|^2\). Replacing \(h^3M_1\) in (103) by \(h^3M_2\) leads to the fact that \(a_k\) in (106) is bounded from above by \(a_{k+1} \leq h^2(\exp(1/(4k)) - 1)/(L + 4\epsilon \hat{L})(M_2 + M_1/(2T))\). Hence, there exists a constant \(C_2\) of order \(O(T^{-1})\) depending on \(L, \hat{L}, \epsilon, L_H, \hat{L}_H\) such that for all \(k \in \mathbb{N}\) with \(kh \leq T\) and for any initial value \(x \in \mathbb{R}^{dn}\) (31) holds, which concludes the proof.

Proof of Theorem 10. Let \(\nu\) be an arbitrary probability measure on \(\mathbb{R}^{dn}\). Recall that by Corollary 7, it holds \(W_{C_1}(\mu, \nu, \pi_h) \leq \exp((5/4)(2 + (\bar{R}/T))) \exp(-cm)W_{C_1}(\mu, \nu)\). By (20) and Corollary 7,
\[
\Delta(m) := W_{C_1}(\mu, \nu, \pi_h) \leq \Delta(1) \leq \Delta(2) \leq \Delta(3).
\]

For \(m\) chosen as in (32), \(\Pi \leq \bar{\epsilon}/2\). To obtain \(\Pi \leq \bar{\epsilon}/2\), we use the results of Corollary 9. Then there exists \(h_2\) such that for \(h \leq \min(h_1, h_2)\), \(\Pi \leq \bar{\epsilon}/2\) holds. In particular, we choose \(h_2^{-1} = 2C_2(d^{1/2}n + \int \sum_i |x^i|\mu(dx))/(c\bar{\epsilon})\). Hence, for fixed \(L, \hat{L}, \epsilon, R, T, h^{-1}\) is of order \(O(\bar{\epsilon}^{-1}/(d^{1/2}n + \int \sum_i |x^i|\mu(dx)))\).

If additionally Assumption 5 and Assumption 6 are assumed, then for \(h \leq \min(h_1, h_2)\) where \(h_2^{-1} = (2\bar{C}_2(dn + \int \sum_i |x^i|\mu(dx) + \int \sum_i |x^i|^2\mu(dx))/(c\bar{\epsilon}))^{1/2}\), \(\Pi \leq \bar{\epsilon}/2\) holds. Note that \(h_2^{-1}\) is for fixed \(L, \hat{L}, L_H, \hat{L}_H, \epsilon, K, R, T\) of order \(O(\bar{\epsilon}^{-1}/(nd^{1/2} + \int \sum_i |x^i|\mu(dx))/c\bar{\epsilon})^{1/2}\).

Let us finally remark that \(\int |x^i|\mu(dx) = \int |x^i|\mu(dx)\) and \(\int \sum_i |x^i|^2\mu(dx)\) are finite. This holds, since by Assumption 3 and Assumption 4 \(\exp(-U(x))\) can be bounded from above by a density function of a Gaussian product measure which has finite first and second moments.

6.3. Proofs of results from Section 3.3

Proof of Theorem 13. The proof follows [31, Proof of Theorem 3.17]. It holds for \(m, b \in \mathbb{N}\) by (34),
\[
E_{\nu}[A_{m,b}] = \frac{1}{m} \sum_{k=b}^{b+m-1} (\nu^{h^k})(g).
\]
For all $g \in C^1_b(\mathbb{R}^d)$ with $\max_i \{1, \ldots, n\} \|\nabla_i g\| \leq \infty$,

$$|g(x) - g(y)| = \sum_{i=1}^n |g(x^i, \ldots, x^{i+1}, y^n) - g(x^i, \ldots, x^{i-1}, y^i, \ldots, y^n)|$$

$$\leq \max_i \|\nabla_i g\| \sum_{i=1}^n |(x^i, \ldots, x^{i+1}, y^n) - (x^i, \ldots, x^{i-1}, y^i, \ldots, y^n)|$$

$$= \max_i \|\nabla_i g\| \sum_{i=1}^n |x^i - y^i|.$$

Then for all $k \in \mathbb{N}$ and for all couplings $\omega \in \Gamma(\nu \pi_k^k, \mu)$,

$$|(\nu \pi_k^k)(g) - \mu(g)| \leq \max_i \|\nabla_i g\| \int \sum_{i=1}^n |x^i - y^i| \omega(dx dy).$$

Hence by the triangle inequality, by (28) and by (20),

$$|E_\nu[A_{m,b}g] - \mu(g)|$$

$$\leq \frac{1}{m} \sum_{k=b}^{b+m-1} |(\nu \pi_k^k)(g) - \mu(g)| \leq \frac{1}{m} \sum_{k=b}^{b+m-1} \max_i \|\nabla_i g\| W_p(\nu \pi_k^k, \mu)$$

$$\leq \frac{1}{m} \sum_{k=b}^{b+m-1} \max_i \|\nabla_i g\| W_p(\nu \pi_k^k, \mu_h) + \max_i \|\nabla_i g\| W_p(\mu_h, \mu)$$

$$\leq \frac{1}{m} \sum_{k=b}^{b+m-1} \max_i \|\nabla_i g\| W_p(\nu, \mu_h) + \max_i \|\nabla_i g\| W_p(\mu_h, \mu)$$

$$\leq \frac{1}{m} \max_i \|\nabla_i g\| M e^{-ck} \frac{e^{-ch}}{1 - e^{-c}} W_p(\nu, \mu) + \max_i \|\nabla_i g\| W_p(\mu_h, \mu)$$

with $M = \exp(\frac{c}{2}(2 + \frac{b}{h}))$. Applying Corollary 9 yields the result. \hfill $\Box$

**Appendix A: Contractivity of uHMC for $K$-Strongly Convex and $L$-gradient Lipschitz**

Here, we consider the special case of a single particle with potential $V$ that is $K$-strongly convex and $L$-gradient Lipschitz. In this case, we prove that the uHMC transition kernel is contractive with respect to the $L^p$-Wasserstein distance for $p \in [1, \infty)$, which is given by

$$W_p(\nu, \eta) = \inf_{\omega \in \Gamma(\nu, \eta)} \left( \int |x - y|^p \omega(dx dy) \right)^{1/p}$$

for two probability measures $\nu, \eta$ on $\mathbb{R}^d$ with finite $p$-th moment, where $\Gamma(\nu, \eta)$ denotes the set of all couplings of $\nu$ and $\eta$.

**Theorem 18** (Contractivity of uHMC under global strong convexity). Suppose that Assumption 1-Assumption 3 with $R = 0$ hold. Let $T > 0$ and $h \geq 0$ be such that (111) holds and $T/h \in \mathbb{Z}$ if $h > 0$. Then for any $p \in [1, \infty)$, any probability measures $\nu, \eta$ on $\mathbb{R}^d$ with finite $p$-th moment and $m \in \mathbb{N}_0$,

$$W^p(\nu \pi^m, \eta \pi^m) \leq (1 - c)^m W^p(\nu, \eta)$$

where

$$c = K T^2 / 10.$$

For fixed duration hyperparameter, note that the $W^p$ contraction rate $c$ is uniform in the timestep hyperparameter.
To prove this theorem, we introduce the following piecewise quadratic interpolation of the Verlet flow \((\tilde{q}_t(x,v), \tilde{v}_t(x,v))\)
\[
\frac{d}{dt} \tilde{q}_t = \tilde{v}_{[t]_h} - (t - [t]_h) \nabla V(\tilde{q}_{[t]_h}), \quad \frac{d}{dt} \tilde{v}_t = -\frac{1}{2} \left( \nabla V(\tilde{q}_{[t]_h}) + \nabla V(\tilde{q}_{[t]_h}) \right)
\]  
with initial condition \((\tilde{q}_0(x,v), \tilde{v}_0(x,v)) = (x,v) \in \mathbb{R}^d\). The following lemma states that \(|\tilde{q}_T(x,v) - \tilde{q}_T(y,v)|^2\) is itself contractive provided that the duration \(T\) is sufficiently small as indicated, and \(h \leq T\) (which follows from \(T/h \in \mathbb{Z}\)). This result extends the contractivity of the exact Hamiltonian flow from Lemma 2.1 of [20] to the velocity Verlet integrator.

**Lemma 19 (Contractivity of velocity Verlet under global strong convexity).** Suppose that Assumption 1-Assumption 3 with \(R = 0\) hold. Let \(T > 0\) and \(h \geq 0\) satisfy \(T/h \in \mathbb{Z}\) if \(h > 0\) and
\[
LT^2 \leq 20^{-1}.
\]  
Then for all \(x,y,v \in \mathbb{R}^d\),
\[
|\tilde{q}_T(x,v) - \tilde{q}_T(y,v)|^2 \leq (1 - K T^2 / 5) |x - y|^2.
\]  

**Proof of Theorem 18.** By synchronously coupling the random initial velocities in two copies of uHMC and applying Lemma 19, it immediately follows that the transition kernel of uHMC is contractive in the \(L^2\)-Wasserstein distance with respect to the Euclidean distance on \(\mathbb{R}^d\) with the given contraction rate.

**Remark 20.** If \(V\) is continuously differentiable, convex, and \(L\)-gradient Lipschitz, then \(\nabla V\) satisfies the following ‘co- coercivity’ property
\[
|\nabla V(x) - \nabla V(y)|^2 \leq L (\nabla V(x) - \nabla V(y)) \cdot (x - y), \quad \text{for all } x,y \in \mathbb{R}^d.
\]  
This property plays a crucial role in proving Lemma 19.

**Proof of Lemma 19.** The proof parallels the proof of Lemma 17, but employs the sharper argument from Lemma 2.1 of [20]. Fix \(t > 0\) and \(h \geq 0\) such that \(t/h \in \mathbb{Z}\) for \(h > 0\). Introduce the shorthand \(x_t = \tilde{q}_t(x,v)\) and \(y_t = \tilde{q}_t(y,v)\). Let \(z_t := x_t - y_t\) and \(w_t := v_t(x,v) - v_t(y,v)\). Let \(a_t := \|z_t\|^2\) and \(b_t := 2z_t \cdot w_t\). Our goal is to obtain an upper bound for \(a_t\). To this end, define
\[
\rho_t := \Phi_t \cdot (x_t - y_t), \quad \Phi_t := \nabla V(x_t) - \nabla V(y_t),
\]  
and note by Assumption 2, Assumption 3 and (113),
\[
Ka_t \leq \rho_t \leq La_t, \quad |\Phi_t|^2 \leq L \rho_t, \quad \text{for all } t \geq 0.
\]  
Moreover, by (110), note that
\[
\frac{d}{dt} z_t = w_{[t]_h} - (t - [t]_h) \Phi_{[t]_h} ,
\]
\[
\frac{d}{dt} w_t = \frac{1}{2} \left( \Phi_{[t]_h} + \Phi_{[t]_h} \right).
\]  
Let \(\alpha > 0\) be a parameter, which we specify shortly. A straightforward computation shows that
\[
\frac{d}{dt} a_t = b_t + \delta_t ,
\]
\[
\frac{d}{dt} b_t = -\alpha Ka_t + \beta_t ,
\]  
where we have introduced
\[
\delta_t := 2z_t \cdot (w_{[t]_h} - w_t - (t - [t]_h) \Phi_{[t]_h}) = (t - [t]_h) z_t \cdot (\Phi_{[t]_h} - \Phi_{[t]_h} ) ,
\]
\[
\beta_t := \alpha Ka_t + 2 |w_{[t]_h} - (t - [t]_h) \Phi_{[t]_h}|^2 - z_t \cdot (\Phi_{[t]_h} + \Phi_{[t]_h}) - (t - [t]_h) (w_{[t]_h} - (t - [t]_h) \Phi_{[t]_h}) \cdot (\Phi_{[t]_h} - \Phi_{[t]_h} ) .
\]
Note that $\delta_t$ is piecewise smooth satisfying
\[
\delta'_t = z_t \cdot (\Phi_{[t]} - \Phi_{[t]}) + (t - [t]) (w_{[t]} - (t - [t]) \Phi_{[t]} ) \cdot (\Phi_{[t]} - \Phi_{[t]})
\]
between consecutive grid points, and having jump discontinuities at the grid points where $\delta_{t_k} = 0$ and
\[
\delta_{t_k} = h(\rho_{t_k} - \rho_{t_{k-1}}) - h (hw_{t_{k-1}} - (h^2/2)\Phi_{t_{k-1}}) \cdot \Phi_{t_{k-1}}.
\]
Set $s_{t-r} := \sin(\sqrt{\alpha K}(t-r))/\sqrt{\alpha K}$ and $c_{t-r} := \cos(\sqrt{\alpha K}(t-r))$ such that $c_{t-r} = -\frac{d}{dt}s_{t-r}$ and
\[
0 \leq s_{t-r} \leq s_{t-s} \quad \text{for } s \leq r \leq t \leq 1/(2\sqrt{K})).
\]
By, first, variation of parameters, and second, integration by parts for piecewise smooth functions with jump discontinuities on the evenly spaced time grid $\{t_k\}$,
\[
a_t = c_t a_0 + \int_0^t c_{t-r} \delta_t dr + \int_0^t s_{t-r} \beta_t dr
\]
\[
= c_t a_0 + \sum_{k: \, t_k \leq t} \left[ s_{t-r} \delta_t \big|_{r=t-k} + s_{t-r} \delta_t \big|_{r=0} \right] + \int_0^t s_{t-r} (\delta'_r + \beta_r) dr
\]
\[
= c_t a_0 - \sum_{k: \, t_k \leq t} s_{t-t_k} \delta_t + \int_0^t s_{t-r} (\alpha Ka_{[r]} + \epsilon_r) dr
\]
where $\epsilon_t := \epsilon_1^t + \epsilon_2^t + \epsilon_3^t$ and
\[
\begin{align*}
\epsilon_1^t &:= 2|w_{[t]} - (t - [t]) \Phi_{[t]}|^2, \\
\epsilon_2^t &:= -2(z_t - z_{[t]} \cdot \Phi_{[t]}), \\
\epsilon_3^t &:= \alpha K(z_t - z_{[t]} \cdot (z_t + z_{[t]}).
\end{align*}
\]
To upper bound $\epsilon_1^t$, apply the Peter-Paul inequality with parameter $\sqrt{2}$,
\[
\epsilon_1^t \leq 6|w_{[t]}|^2 + 3(t - [t])^2|\Phi_{[t]}|^2 \leq 6|w_{[t]}|^2 + 3Lh^2 \rho_{[t]}.
\]
Similarly, for $\epsilon_2^t$, apply (115) and Peter-Paul inequality with parameter $\sqrt{2}$,
\[
\epsilon_2^t = -2(t - [t])w_{[t]} \cdot \Phi_{[t]} + (t - [t])^2|\Phi_{[t]}|^2 \leq 2|w_{[t]}|^2 + \frac{3}{2} Lh^2 \rho_{[t]}.
\]
Finally, for $\epsilon_3^t$, apply (115) and Young’s product inequality
\[
\begin{align*}
\epsilon_3^t &:= \alpha K(z_t - z_{[t]})^2 + 2z_{[t]} \cdot (z_t - z_{[t]}), \\
&= \alpha K[(t - [t])w_{[t]} - (1/2)(t - [t])^2 \Phi_{[t]}^2 + 2\alpha K z_{[t]} \cdot ((t - [t])w_{[t]} - (1/2)(t - [t])^2 \Phi_{[t]}]
\end{align*}
\]
\[
\leq (1 + 2\alpha K h^2)|w_{[t]}|^2 + \alpha K(\alpha h^2 + (1/2)Lh^4) \rho_{[t]}.
\]
To upper bound the sum in (121) coming from integration by parts, expand the sum using (119),
apply summation by parts, and Young’s product inequality

\[- \sum_{k: t_k < t} s_{t_k} \delta_{t_k} \Rightarrow - \sum_{k: t_k \leq t} h s_{t_k} (\rho_{t_k} - \rho_{t_k-1}) + \sum_{k: t_k \leq t} h s_{t_k} (h w_{t_k-1} - \frac{h^2}{2} \Phi_{t_k-1}) \cdot \Phi_{t_k-1} = \sum_{k: t_k \leq t} h (s_{t_k} - s_{t_k-1}) \rho_{t_k} - \sum_{k: t_k \leq t} h s_{t_k} (h w_{t_k-1} - \frac{h^2}{2} \Phi_{t_k-1}) \cdot \Phi_{t_k-1} \]

\[
\leq \int_0^{t_1} s_{t-r} \rho_{[r]} dr + (1/2) \int_0^t s_{t-r} (|w_{[r]}|^2 + L h^2 \rho_{[r]} dr)
\]

where in the last step we used Young’s product inequality and (120). To estimate the terms in (122)-(125) involving $|w_{[t]}|^2$, by (116) and since $w_0 = 0$,

\[
2 |w_{[t]}|^2 \leq 2 \left( \frac{1}{2} \int_0^{[t]} \Phi_{[s]} + \Phi_{[s]} ds \right)^2 \leq \left( \int_0^{[t]} \Phi_{[s]} ds \right)^2 \leq 2Lt \int_0^t \rho_{[s]} ds
\]

where in the second to last step we used Cauchy-Schwarz inequality. By (120) and Fubini’s Theorem,

\[
\int_0^t s_{t-r} |w_{[r]}|^2 dr \leq L \int_0^t \int_0^r s_{t-s} \rho_{[s]} ds dr = L \int_0^t \int_s^t s_{t-s} \rho_{[s]} ds dr = \frac{Lt^2}{2} \int_0^t s_{t-s} \rho_{[s]} ds
\]

Combining (122)-(125),

\[
\sum_{k: t_k < t} [-s_{t_k} \delta_{t_k}] + \int_0^t s_{t-r} (-2 \rho_{[r]} + \alpha Ka_{[r]} + \epsilon_r) dr
\]

\[
\leq \int_0^{t_1} s_{t-r} \rho_{[r]} dr + \int_0^t s_{t-r} (-2 \rho_{[r]} + \alpha Ka_{[r]}) dr + \int_0^t s_{t-r} ((5 L h^2 + \alpha^2 K h^2 + \frac{\alpha^4}{2} L^4 h^4) \rho_{[r]} + (\frac{19}{2} + 2 \alpha K h^2) |w_{[r]}|^2) dr
\]

\[
\leq \int_0^{t_1} s_{t-r} \rho_{[r]} dr + \int_0^t s_{t-r} (-2 \rho_{[r]} + \alpha Ka_{[r]}) dr + \int_0^t s_{t-r} ((5 L h^2 + \alpha^2 K h^2 + \frac{\alpha^4}{2} L^4 h^4) + (\frac{19}{4} + \alpha K h^2) L^2) \rho_{[r]} dr
\]

\[
\leq \int_0^{t_1} s_{t-r} \left[ \alpha + (\frac{39}{4} + \alpha^2 + \frac{3}{2} \alpha L^2) L^2 - 1 \right] \rho_{[r]} dr \leq 0 \quad \text{with } \alpha = 4/9
\]

where in the last step we used $t/h \in \mathbb{Z}$, $K \leq L$ and condition (111) (i.e., $Lt^2 \leq 20^{-1}$). The required estimate is then obtained by inserting (127) into (121) and then using the elementary inequality

\[
c_t \leq 1 - (\alpha/2) K t^2 + (1/6) \alpha^2 K^2 t^4 \leq 1 - (\alpha/2) K t^2 + (1/120) \alpha^2 K t^2 (K/L)
\]

\[
\leq 1 - (\alpha/2 - \alpha^2/120) K t^2 \leq 1 - K t^2/5 \quad \text{with } \alpha = 4/9
\]

which follows from condition (111) (i.e., $ Lt^2 \leq 20^{-1}$) and $K \leq L$. \qed
Appendix B: Perturbation of the product model

If the confinement potential is a quadratic potential, i.e., \( V(x) = K/2|x|^2 \) for all \( x \in \mathbb{R}^d \), the mean-field model can be treated as a perturbation of the product model. Given \( x, y \in \mathbb{R}^{dn} \) we consider the synchronous coupling of four transition kernels \( \pi_h(x, \cdot), \pi_h(y, \cdot), \pi_{h, prod}^x(x, \cdot) \) and \( \pi_{h, prod}^y(y, \cdot) \), where \( \pi_h(x, \cdot) \) and \( \pi_h(y, \cdot) \) denote the two transition kernels with a mean-field interaction, i.e., \( \epsilon > 0 \), and \( \pi_{h, prod}^x(x, \cdot) \) and \( \pi_{h, prod}^y(y, \cdot) \) are transition kernels of the product model, i.e., \( \epsilon = 0 \). Then the coupling HMC step is given by

\[
X(x, y) = q_T(x, \xi), \quad X_{prod}^i(x, y) = \hat{q}_T(x, \xi), \quad Y(x, y) = q_T(y, \xi), \quad Y_{prod}^i(x, y) = \hat{q}_T(y, \xi),
\]

where \( \xi \sim \mathcal{N}(0, I_{dn}) \) and \( \hat{q}_T \) denotes the position component of the Hamiltonian dynamics given by (5) for the product model.

**Theorem 21.** Suppose that \( V(x) = (K/2)|x|^2 \) for all \( x \in \mathbb{R}^d \) and Assumption 4 hold. Let \( T \in (0, \infty) \), \( h_1 \in [0, \infty) \) and \( \epsilon \in (0, \infty) \) satisfy

\[
K(T^2 + Th_1) \leq 1.
\]  

(128)

Then for any \( h \in [0, h_1] \) such that \( h = 0 \) or \( T/h \in \mathbb{N} \) and any \( x, y \in \mathbb{R}^{dn} \),

\[
\sum_{i=1}^{n} |X^i(x, y) - Y^i(x, y) - (X_{i, prod}(x, y) - Y_{i, prod}(x, y))| \leq 8\epsilon \hat{L}(T^2 + Th) \sum_{i=1}^{n} |x^i - y^i|.
\]

**Proof.** Fix \( x, y, v \in \mathbb{R}^d \). For \( t \in [0, T] \), we write \( x^i_t = q^i_t(x, v) \) and \( y^i_t = q^i_t(y, v) \) for the \( i \)-th position component of the solution to (5) with initial values \( (x, v) \) and \( (y, v) \), respectively, and with potential \( U(x) = \sum_{i=1}^{n} ((K/2)|x^i|^2) + \epsilon^{-1} \sum_{j=1, j \neq i}^{n} W(x^i - x^j) \). Analogously, we write \( \hat{x}^i_t = \hat{q}^i_t(x, v) \) and \( \hat{y}^i_t = \hat{q}^i_t(y, v) \) for the \( i \)-th position component of the solution to (5) with initial values \( (x, v) \) and \( (y, v) \), respectively, and with potential \( \hat{U}(x) = \sum_{i=1}^{n} ((K/2)|x^i|^2) \). We set \( z^i_t = x^i_t - y^i_t \) and \( \hat{z}^i_t = \hat{x}^i_t - \hat{y}^i_t \) for all \( i = 1, \ldots, n \) and \( t \in [0, T] \). By (5) and Assumption 4 it holds for \( t \in [0, T], \)

\[
\max_{s \leq t} \sum_{i=1}^{n} |z^i_s - \hat{z}^i_s| = \max_{s \leq t} \sum_{i=1}^{n} \left| \int_{0}^{s} \left( -\frac{1}{2}(\nabla_x U(x^i_u) - \nabla_y U(y^i_u)) + \nabla_x U(x^i_u) - \nabla_y U(y^i_u) \right) du \right| \\
+ \frac{1}{2} \left( \nabla_x \hat{U}(x^i_u) - \nabla_y \hat{U}(y^i_u) \right) - \left( \nabla_x \hat{U}(x^i_u) - \nabla_y \hat{U}(y^i_u) \right) \right) \right) dr \| du \\
\leq \frac{K}{2} (t^2 + th) \max_{s \leq t} \sum_{i=1}^{n} |z^i_s - \hat{z}^i_s| + 2\epsilon \hat{L}(t^2 + th) \max_{s \leq t} \sum_{i=1}^{n} |z^i_s|.
\]

(129)

By (128) and (45),

\[
\max_{s \leq t} \sum_{i=1}^{n} |z^i_s - \hat{z}^i_s| \leq 4\epsilon \hat{L}(t^2 + th) \max_{s \leq t} \sum_{i=1}^{n} |z^i_s| \leq 8\epsilon \hat{L}(t^2 + th) \sum_{i=1}^{n} |x^i - y^i|.
\]

Thus, the result holds for \( t = T \).

We note that the step (129) uses crucially that the third derivative of \( V \) vanishes.
As some calculations simplify in the product case with quadratic confinement potential, (50) in Lemma 17 holds for all \( i = 1, \ldots, n \) provided \( K(T^2 + th) \leq 1/4 \) and \( h \leq (4/165)t \) is satisfied. Hence by (85),

\[
\sum_{i=1}^{n} |X_{i,\text{prod}}(x, y) - Y_{i,\text{prod}}(x, y)| \leq (1 - (1/8)KT^2) \sum_{i=1}^{n} |x^i - y^i|
\]

for \( K(T^2 + Th) \leq 1/4 \) and \( h \leq (4/165)T \). Combining the contraction result for the product model with the perturbation result yields the following consequence.

**Corollary 22.** Suppose that \( V(x) = (K/2)|x|^2 \) for all \( x \in \mathbb{R}^d \) and Assumption 4 hold. Let \( T \in (0, \infty) \), \( h_1 \in (0, \infty) \) and \( \epsilon \in (0, 8) \) satisfy

\[
K(T^2 + Th) \leq 1/4, \quad h \leq (4/165)T, \quad \text{and} \quad \epsilon \tilde{L} \leq K/256. \tag{130}
\]

Then, for any \( h \in [0, h_1] \) such that \( h = 0 \) or \( T/h \in \mathbb{N} \) and for any \( x, y \in \mathbb{R}^{dn} \)

\[
\sum_{i=1}^{n} |X^i(x, y) - Y^i(x, y)| \leq (1 - KT^2/16) \sum_{i=1}^{n} |x^i - y^i|,
\]

and for any two probability measures \( \nu \) and \( \eta \) on \( \mathbb{R}^{dn} \) and any \( m \in \mathbb{N} \),

\[
W_{\nu, \eta}(\nu \pi^m_h, \eta \pi^m_h) \leq e^{-KT^2m/16}W_{\nu, \eta}.
\]

**Proof.** The result is a direct consequence of the contraction result and Theorem 21, i.e.,

\[
\sum_{i=1}^{n} |X^i(x, y) - Y^i(x, y)| \leq \sum_{i=1}^{n} |X_{i,\text{prod}}(x, y) - Y_{i,\text{prod}}(x, y)|
\]

\[
+ \sum_{i=1}^{n} |X^i(x, y) - Y^i(x, y) - (X_{i,\text{prod}}(x, y) - Y_{i,\text{prod}}(x, y))|
\]

\[
\leq (1 - KT^2/8) \sum_{i=1}^{n} |x^i - y^i| + (8\epsilon \tilde{L}(T^2 + Th) \sum_{i=1}^{n} |x^i - y^i|
\]

\[
\leq (1 - KT^2/16) \sum_{i=1}^{n} |x^i - y^i|,
\]

where the last step follows by (130). The second bound in Corollary 22 holds in the same line as the proof of Corollary 7.
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