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Abstract—This paper aims to more effectively manage and mitigate stock market risks by accurately characterizing financial market returns and volatility. We enhance the Stochastic Volatility (SV) model by incorporating fat-tailed distributions and leverage effects, estimating model parameters using Markov Chain Monte Carlo (MCMC) methods. By integrating extreme value theory (EVT) to fit the tail distribution of standard residuals, we develop the SV-EVT-VaR-based dynamic model. Our empirical analysis, using daily S&P 500 index data and simulated returns, shows that SV-EVT-based models outperform others in backtesting. These models effectively capture the fat-tailed properties of financial returns and the leverage effect, proving superior for out-of-sample data analysis.
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I. INTRODUCTION

Volatility is crucial in finance, especially for portfolio optimization and risk analysis. However, accurately estimating volatility is challenging because it varies over time (e.g., volatility clustering), often shows a negative correlation with asset returns (leverage effect), and is typically not directly observable.

The negative correlation between stock returns and future volatility was first noted by [6]. Since then, numerous volatility models have emerged, particularly in econometrics and financial mathematics. The ARCH model [9] and the GARCH model [23], which incorporates a moving average term, have been widely adopted. [21] developed the Stochastic Volatility (SV) model, which captures the dynamic nature of conditional variance more effectively. SV models include a white noise process to represent volatility changes [17] [12]. Given that financial time series often deviate from normality and exhibit leverage effects, researchers have utilized non-normal conditional residual distributions such as the student’s t-distribution [14], Generalized hyperbolic skew Student’s t-distribution [15], and other skewed distributions [14].

Various estimation methods for stochastic volatility models have been proposed. Initially, the generalized method of moments (GMM) by [13] was used but found inadequate for small samples. Later efforts using the pseudo-maximum likelihood (QML) method with the Kalman filter also struggled with limited data. Bayesian methods, notably the Markov chain Monte Carlo (MCMC) technique [22] [11] [4], have shown superior accuracy in parameter estimation. This paper employs the MCMC method, as [16] demonstrated its advantages over GMM and QML.

Since the Basel Accord II, Value at Risk (VaR) has become the standard for measuring market risk, estimating the maximum potential loss in a portfolio over a specified period at a given confidence level. VaR predictions depend on the distribution of financial returns and volatility forecasts. Yet, the dynamic nature of financial markets often undermines the typical assumption of a stable normal distribution [20]. While various volatility models have been applied to estimate VaR, they frequently neglect fat tails, leverage effects, and extreme scenarios like the COVID-19 pandemic. For example, [18] applied HAR-related models with extreme value theory but overlooked leverage effects. [1] used DCC-GARCH to account for time-varying dynamics but ignored extreme cases. [3] forecasted one-day-ahead VaR using SV and regime switch models without fully addressing the fat-tail characteristic of stock returns, leading to unexpected rejections in backtesting. Similarly, [24] employed the MCMC method for estimating parameters in SV models with leverage but failed to consider extreme scenarios. Therefore, incorporating fat tails, leverage effects, and extreme cases is crucial for accurate VaR estimation.

This paper introduces a method that combines GARCH and SV models with MCMC for parameter estimation, integrating fat tails and leverage effects. We utilize daily S&P 500 and simulated data to evaluate the algorithm’s convergence and performance in VaR estimation. Extreme value theory (EVT) is also applied to better address fat tails [5], and a goodness-of-fit test is conducted [2] [3]. VaR forecasts and backtesting demonstrate that SV-EVT models are effective for VaR estimation. The SVt-EVT model, which includes leverage effects and fat tails, outperforms others, although all models struggle with exceedance clustering. Further research is necessary to enhance model performance in extreme conditions, such as those experienced during the COVID-19 pandemic.

II. THE STOCHASTIC VOLATILITY MODEL

A. SV with linear regressors

We begin by introducing the vanilla SV model with linear regressors. Subsequently, the analysis covers three generalized models: the SV model with Student’s t errors (SVt), correlated errors (SVl), and their combination: Student’s t errors and
leverage (SVt). Let \( y_t = (y_{1n}, \ldots, y_{nn})^\top \) be a vector of observations, the SV model is outlined as
\[
y_t = x_t^\top \beta + \exp(h_t/2)\epsilon_t, \\
\epsilon_t \sim \mathcal{N}(0, 1), \\
h_{t+1} = \mu + \phi (h_t - \mu) + \sigma \eta_t, \\
\eta_t \sim \mathcal{N}(0, 1),
\]
(1)
where \( \mathcal{N}(0, 1) \) is the standard normal distribution and \( \epsilon_t, \eta_t \) are independent error terms. \( X = (x_1^\top, \ldots, x_n^\top) \) is an \( n \times K \) matrix including in its \( t \)-th row the vector of \( K \) regressors at time \( t \). \( h = (h_1, \ldots, h_n)^\top \) represents the log-variance with \( h_0 \sim \mathcal{N}(\mu, \sigma^2 / (1 - \phi^2)) \) and \( \beta = (\beta_1, \ldots, \beta_K) \) are regression coefficients. We denote \( \theta = (\mu, \phi, \sigma) \) as the SV parameters such that \( \mu \) is the long-term level, \( \phi \) is the persistence and \( \sigma \) is the standard deviation of log-variance.

1) SV with Student’s t errors: The basic model is restrictive for many financial series due to its tendency to exhibit fat tails. One extension of the basic model addresses this issue by allowing fat tails in the mean equation innovation. Formally, we have the error term
\[
\epsilon_t \sim \mathcal{t}_\nu(0, 1),
\]
(2)
where \( \mathcal{t}_\nu(0, 1) \) is the Student’s t-distribution with \( \nu \) degrees of freedom, mean 0 and variance 1. The key difference between the SV and the SVt models is that in SVt, the observations follow a t-distribution. Additionally, as the degrees of freedom \( \nu \) increase to infinity, the Student’s t-distribution converges in law to the standard normal distribution.

2) SV with leverage: The basic model assumes a zero correlation between \( \epsilon_t \) and \( \eta_t \), which can be extended to include the so-called leverage effect by introducing correlation between the mean and volatility error terms. This enhancement involves adding a new parameter, \( \rho \), which indicates the correlation between an asset’s returns and its volatility. A negative \( \rho \) suggests that a negative innovation in returns, \( \epsilon_t \), is associated with increased contemporaneous and subsequent volatilities [16]. Eq. (1) with a correlation between \( \epsilon_t \) and \( \eta_t \) can be expressed as
\[
\Sigma^\rho = \begin{bmatrix} 1 & \rho \\ \rho & 1 \end{bmatrix},
\]
(3)

hence, Eq. (1) is a special case of Eq. (3) with \( \rho = 0 \).

3) SV with Student’s t errors and leverage: [16] proposed to combine the t-error with the leverage effect, with Eq. (3) and Eq. (4) are generalized to
\[
y_t = x_t^\top \beta + \exp(h_t/2)\epsilon_t, \\
h_{t+1} = \mu + \phi (h_t - \mu) + \sigma \eta_t, \\
\epsilon_t \sim \mathcal{t}_\nu(0, 1), \quad \eta_t \sim \mathcal{N}(0, 1), \\
\epsilon_t \sim \mathcal{t}_\nu(0, 1), \quad \eta_t \sim \mathcal{N}(0, 1),
\]
(4)
The correlation matrix of \( (\epsilon_t, \eta_t) \) corresponds to \( \Sigma^\rho \) in Eq. (3). The SVt model is preferred as it captures the empirical observation that an increase in volatility typically follows a drop in stock returns. This model effectively accounts for increased fluctuations in returns through the negative correlation between the error terms for returns and volatility, known as the leverage effect.

B. Estimation Methods

1) Markov Chain Monte Carlo: MCMC combines Markov chain sampling with Monte Carlo estimation. It uses a Markov chain to draw samples \( (\theta^1, \ldots, \theta^{(m)}) \) from the posterior distribution \( p(\theta|x) \) and applies Monte Carlo methods to estimate the posterior mean \( \mathbb{E}(g(\theta)|x) \) using the sample mean \( \bar{g}(\theta) \). Convergence of the chain occurs after several iterations with varying initial values. The initial \( k \) iterations, often non-smooth in distribution, are discarded in a process known as burn-in. The subsequent \( m - k \) iterations are then used for estimation.

Let \( \theta = (\phi, \sigma, \mu, \beta, \nu) \) be parameters of the SVt, \( y = (y_1, \ldots, y_n)^\top \) be the stock returns, and \( h = (h_1, \ldots, h_n)^\top \) be the unobservable log volatility. The conditional likelihood function of the model is
\[
p(y|\theta, h) = p(y_1, \ldots, y_n|\theta, h_1, \ldots, h_n) = \prod_{t=1}^n p(y_t|\theta, h_t).
\]
The joint prior probability density of parameters \( \theta \) and the unobservable parameter \( h \) is then
\[
p(\theta, h) = p(\theta, h_2, \ldots, h_n) = p(\theta)p(h_0|\theta) \prod_{t=1}^n p(h_t|h_{t-1}, \theta).
\]
The joint posterior probability density of \( \theta \) and \( h \) is proportional to the product of their prior probability and the conditional likelihood function as follows:
\[
p(\theta, h|y) \propto p(\theta)p(h_0|\theta) \prod_{t=1}^n p(h_t|h_{t-1}, \theta) \prod_{t=1}^n p(y_t|\theta, h_t).
\]
In Bayesian methods, prior information improves parameter estimation accuracy. We follow [16] for the prior and posterior distributions as \( \mu \sim \text{Normal}(0, 100), (\phi + 1)/2 \sim \text{Beta}(5, 1.5), \sigma^2 \sim \text{Gamma}(0.5, 0.5), \nu \sim \text{Exponential}(0.1), \rho \sim \text{Beta}(4, 4) \) and \( \beta \sim \text{Normal}(0, 10000) \). For MCMC sampling, let \( \theta = (\phi, \sigma, \mu, \beta, \nu), y = (y_1)^n_{t=1} \) and \( h = (h_t)^n_{t=1} \). The prior distributions for \( \mu, \beta \) are given by
\[
\mu \sim \mathcal{N}(\mu_0, \sigma^2_0), \quad \beta \sim \mathcal{N}(\beta_0, \sigma^2_0).
\]
The MCMC sampling algorithm for drawing random samples from the posterior distribution of \( \theta, h \) given \( y \) for the SVt model follows [16]. After completing the sampling and achieving convergence, the SV model is built, and the estimated volatility and returns are transformed to standard residuals. This process accounts for fat tails and leverage effects, enabling the continuous fitting of extreme values. In the next section, we will introduce the extreme value theory and our dynamic risk measurement method.

III. Extreme Value Theory and Dynamic Risk Measurements

A. Value-at-Risk

Value at risk (VaR) represents the maximum potential loss of a portfolio of financial assets for a given confidence level.
\( \) Let \( P_t \) be the price of the financial assets at time \( t \), and its log return at time \( t \) is given by
\[
Y_t = \ln \frac{P_t}{P_{t-1}} = \ln P_t - \ln P_{t-1}.
\]
Assume that the dynamic of \( Y \) is given by \( Y_t = \mu_t + \sigma_t Z_t \), where the innovations \( Z_t \) are a white noise process with mean 0 and variance 1. Let the density function of this return series be \( f(y) \). The VaR at confidence level \( \alpha \) can be expressed as
\[
\text{VaR}_\alpha = -\inf\{ y \mid f(Y \leq y) > \alpha \}.
\]
The formula for calculating the dynamic VaR of the return on assets \( Y_t \), denoted as \( \text{VaR}_\alpha^t \), is given by
\[
\text{VaR}_\alpha^t = \mu_t + \sigma_t \cdot \text{VaR}_\alpha(Z_t),
\]
where \( \mu_t \) is the return forecast at day \( t \), \( \sigma_t \) is the volatility forecast at day \( t \), and \( \text{VaR}_\alpha(Z_t) \) denotes the value-at-risk of the residual term \( Z_t \) at \( \alpha \)-quantile.

Various methods have been proposed for estimating VaR, including parametric models that predict the return distribution of a portfolio. If this distribution is available in closed form, VaR simply corresponds to its quantile. For non-linear distributions, methods like Monte Carlo or historical simulation are used.

The parametric approach allows for updating factors through a volatility model. By selecting an appropriate distribution for the asset or portfolio, predicted volatility can define future return distributions. Consequently, the conditional predicted volatility measure \( \sigma_{t+\Delta} \) is used to estimate VaR for the next period, where \( \Delta \) represents the period length. This paper employs the historical simulation method for VaR estimation.

### B. Estimating Risk by Empirical Methods and GARCH model

1) **Empirical Method:** Using the empirical distribution has been recognized as the simplest method to determine VaR. First, consider the empirical distribution \( F_n \) with data points \( \{l_i\}_{i=1}^n \), the empirical distribution places a mass of \( \frac{1}{n} \) at each \( l_i \), including repetitions. The VaR at confidence level \( \alpha \), denoted as \( \text{VaR}_\alpha(F_n) \), is given by:
\[
\text{VaR}_\alpha(F_n) = l_{\lceil n\alpha \rceil},
\]
where \( \lceil n\alpha \rceil \) is the smallest integer \( k \) such that \( k \geq n\alpha \), where we sort the data points in ascending order as follows:
\[
l_1 \leq l_2 \leq \ldots \leq l_n.
\]

2) **The GARCH Model:** The GARCH model combines a moving average component with an autoregressive component, which is expressed as
\[
x_i = \sigma_i \epsilon_i,
\]
\[
\sigma^2_i = \alpha_0 + \alpha_1 x_{i-1}^2 + \beta_1 \sigma_{i-1}^2,
\]
\[
\epsilon_t \overset{i.i.d.}{\sim} \mathcal{N}(0, 1),
\]
where \( x_i \) is the log return series, and \( \alpha_0, \alpha_1 \geq 0 \) to avoid negative variance. For inference, \( \epsilon_t \) is typically assumed to be normally distributed. However, given the fat-tailed property of financial return series consistent with the SV model, we use GARCH with Student’s \( t \) innovation, \( \epsilon_t \sim t_{\nu}(0, 1) \). Table I lists the results of parameter estimation by maximum likelihood estimation under our training data in Section IV. According to the p-value, all parameters are significant.

**TABLE I:** Parameter Estimation Results for GARCH

| Parameters  | Estimate | Standard Error | p-value | Significance |
|------------|----------|----------------|---------|--------------|
| \( \alpha_0 \) | 0.0433   | 0.0109         | 7.01 \times 10^{-5} | *** |
| \( \alpha_1 \) | 0.1749   | 0.0309         | 5.54 \times 10^{-5} | *** |
| \( \beta_1 \) | 0.7847   | 0.0309         | 2.00 \times 10^{-5} | *** |

**C. EVT-POT**

It is common to assume asset returns follow a conditional normal distribution with time-varying variances for VaR calculation. However, this approach inadequately captures tail risks. To improve accuracy, VaR can be supplemented with Extreme Value Theory (EVT), which directly fits tail data to better estimate tail quantiles and address fat tails.

The Peaks Over Threshold (POT) in extreme value theory assumes the distribution function of the standard residual series \( \{Z_t\} \) is \( F(z) \). Given a threshold \( u \), the conditional distribution function \( F_u(y) \) of the random variable \( Z \) over the threshold \( u \) can be expressed as:
\[
F_u(y) = F(y)(1 - F(u)) + F(u),
\]
for \( 0 \leq y < x_0 - u \), where \( x_0 \) is the right endpoint of \( F \). According to [19], for large classes of distributions \( F \), there exists a positive function \( \beta(u) \) such that:
\[
\lim_{u \to x_0} \sup_{0 \leq y < x_0 - u} \left| F_u(y) - G_{\xi, \beta(u)}(y) \right| = 0.
\]

When \( u \) is sufficiently large, \( F_u(y) \) can be approximated by the generalized Pareto distribution \( G_{\xi, \beta}(y) \) as follows:
\[
G_{\xi, \beta}(y) = \begin{cases} 
1 - \left(1 + \frac{\xi y}{\beta}\right)^{-1/\xi} & \text{if } \xi \neq 0 \\
1 - e^{-y/\beta} & \text{if } \xi = 0,
\end{cases}
\]
where \( \xi \) is the shape parameter and \( \beta \) is the scale parameter. Using the observations of \( \{Z_t\} \), \( \beta \) and \( \xi \) are estimated by maximum likelihood estimation. Let \( N_u \) be the number of samples exceeding threshold \( u \), then
\[
F(u) = \frac{N - N_u}{N}.
\]
Substituting Eq. (7) and (8) into Eq. (6), the tail distribution \( \hat{F}(z) \) is:
\[
\hat{F}(z) = \begin{cases} 
1 - \frac{N}{N_u} \left[1 + \frac{\xi}{\beta}(z - u)\right]^{-1/\xi} & \text{if } \xi \neq 0 \\
1 - \frac{N}{N_u} e^{-(z-u)/\beta} & \text{if } \xi = 0.
\end{cases}
\]
For a given confidence level $\alpha$, by the definition of VaR and Eq. (9), we can obtain

$$\text{VaR}_\alpha(Z_t) = u + \frac{\beta}{\xi} \left( \frac{1 - F(u)}{1 - \alpha} \right)^{-1} - 1, \quad \xi \neq 0$$

Thus, the dynamic VaR model combining EVT, POT, SV, and GARCH is given by

| SV(GARCH)-EVT-POT-VAR model |
|-------------------------------|
| SV Models                     |
| $y_t = x_t' \beta + \exp(h_t/2) \xi_t,$ |
| $h_{t+1} = \mu + \phi(h_t - \mu) + \sigma \epsilon_t,$ |
| $\epsilon_t \sim \text{iid}(0,1),$ |
| $\eta_t \sim \mathcal{N}(0,1),$ |
| $\Sigma^\beta = \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix}$ |
| GARCH $\sigma^2_{t,G} = \alpha_0 + \alpha_1 x_{t-1}^2 + \beta_1 \gamma^2_{t-1,T}$ |
| $\gamma_{t-1,T} \sim \text{iid}(0,1)$ |
| VaR $\text{Var}_{\alpha}^\xi = \mu_t + \sigma_t(u + \frac{\beta}{\xi} (\frac{1 - F(u)}{1 - \alpha}^{-1} - 1))$ |

where $\mu_t$ and $\sigma_t$ are the return and volatility forecasted at day $t$ from either SV models or GARCH model, and $\sigma_{t,G}$ is the standard deviation from GARCH model in Eq. (9).

1) The Threshold: To estimate the parameters of the POT model, we first select a reasonable threshold $u$ and then estimate the parameters $\xi$ and $\beta$ using maximum likelihood estimation. A high threshold results in too little excess data, increasing the variance of the estimates, while a low threshold increases accuracy but introduces bias. Selecting the optimal threshold remains an unsolved problem in extreme value theory. The threshold is estimated using the mean excess function method denoted as

$$e(u) = E(X - u \mid X > u) = \frac{1}{n} \sum_{i=1}^{n} (x(i) - u),$$

where $x(1) < x(2) < \ldots < x(n)$ is the curve formed by the excess mean graph for point $(u, e(u))$. By selecting an appropriate threshold $u$, $e(x)$ is approximately linear for $x \geq u_0$. Figure [I] and Table [II] present the estimates for the threshold and parameters using the excess mean function method and maximum likelihood estimation (MLE). To assess the adequacy of the Peaks Over Threshold (POT) method, we apply the goodness-of-fit test, which calculates the Cramér-von Mises ($W^2$) and Anderson-Darling ($A^2$) statistics and their respective p-values. The model is considered appropriate if both P-values exceed 0.1, as detailed in Table [III].

### Table II

| Threshold for different models |
|-------------------------------|
| SVt | SVL | SVtd | GARCH |
|-----|-----|------|-------|
| $u$ 2.122 | 2.394 | 2.403 | 2.365 |
| $\xi$ 0.385 | 0.354 | 0.435 | 0.744 |
| $\beta$ 0.085 | 0.048 | 0.061 | 0.148 |

All p-values are greater than 0.1, indicating that the POT model fits the tail data well. This confirms that the threshold selection is appropriate, making the use of the POT model for fitting tail data and VaR analysis of the SV and GARCH models reasonable.

### IV. Empirical Results

#### A. Data Analysis

We analyze the behavior of the S&P 500 using training data from January 4, 2011, to December 30, 2016, and test data from January 3, 2017, to December 31, 2020, sourced from the WRDS dataset. According to [10], dividends were not adjusted in the stock index prices and reportedly had minimal impact on the estimation results. Returns are calculated using $y_t = 100 \times \ln(p_t/p_{t-1})$, where $p_t$ denotes the index value on day $t$. Summary statistics are provided in Table [IV].

### Table IV

| Summary statistics of daily returns of S&P500 |
|-----------------------------------------------|
| Mean | S.D | Skewness | Kurtosis | J.B. |
|------|-----|----------|----------|------|
| 0.037 | 0.949 | -0.510 | 4.504 | 1346.570 |
| Ljung-Q(5) | ADF | ACF1 | ACF2 | ACF3 |
| 28.309 | -12.017 | -0.044 | 0.028 | -0.080 |

The table shows that the return series is negatively skewed, with frequent minor gains and occasional significant losses. It is leptokurtic, exhibiting a kurtosis of 4.504, which suggests a peaked distribution with fat tails, confirmed by Figure [2]. From 2011 to 2012, the maximum daily loss was approximately 6.734. The ADF statistic of -12.017 confirms the returns are stationary with no unit root, and the J.B. statistic of 1346.57 indicates a deviation from normal distribution, aligning with observed skewness and kurtosis. Lastly, the Ljung-Box statistic suggests minimal serial correlation.

---

**Fig. 2.** Daily log-returns of S&P 500 and Estimated Volatility
B. MCMC Estimation Results

Bayesian analysis primarily focuses on assessing the joint posterior distribution of model parameters and latent quantities through summary statistics and visualizations of marginal posterior distributions. Table V details the posterior means and standard errors for three stochastic volatility models. The negative leverage effect \( \rho \) suggests asymmetry in the leverage effect [25]. All three models exhibit strong persistence in, approaching 0.94. Notably, \( \mu \) increases from the SVt to SVtl model, indicating an upward adjustment in the long-run log-variance level when accounting for leverage effects and fat tails. Figure 3 displays the posterior daily volatility (in percent) \( 100 \times \exp(h/2) \) with its median (black) and 5% and 95% quantiles (gray). The other panels summarize the Markov chains for the parameters \( \mu, \phi, \sigma, \nu, \) and \( \rho \). Specifically, trace plots are shown in the middle row, and the bottom row compares prior (gray, dashed) and posterior (black, solid) densities. The sampling process involved 20,000 MCMC draws after a 2,000 iteration burn-in, achieving convergence for all parameters.

V. BACKTESTING

In this section, we introduce several metric for the backtesting under our dynamic VaR estimation approach. We first provide the detail of what is called binomial approach. Given the time series of past ex ante VaR forecasts and past ex post returns, the “hit sequence” of VaR violations can be defined as:

\[
I_{t+\Delta} = \begin{cases} 
1, & \text{if } R_{t+\Delta} < -\text{VaR}_{t+\Delta}^P \\
0, & \text{if } R_{t+\Delta} > \text{VaR}_{t+\Delta}^P 
\end{cases}
\]

The “hit sequence” \( I_{t+\Delta} \) indicates VaR violations, returning 1 when the loss exceeds the forecasted VaR on day \( t + \Delta \), and 0 otherwise. For backtesting, we compute the sequence \( \{I_{t_0+j\Delta}\}_{j=1}^J \) over \( J \) days to count the number of violations denoted as

\[
N_{t_0}^J = \sum_{j=1}^J I_{t_0+j\Delta},
\]

which follows a binomial distribution. Define the statistic \( \hat{Z} \) as follows:

\[
\hat{Z} := \frac{\hat{N}_{t_0}^J - J(1-\alpha)}{\sqrt{J\alpha(1-\alpha)}},
\]

with the central limit theorem (CLT), the statistic \( \hat{Z} \sim N(0, 1) \) with \( 1 - \beta \) confidence interval (CI) given by

\[
\Pr[\tau^-_\beta \leq \hat{N}_{t_0}^J \leq \tau^+_\beta] \approx 1 - \beta,
\]

where \( \tau^-_\beta := J(1-\alpha) \pm z_{1-\beta/2} \sqrt{J\alpha(1-\alpha)} \) and \( z_\gamma = \mathcal{N}^{-1}(\gamma) \).

Additionally, the backtesting of our VaR model incorporates three test statistics from [8]: the Unconditional Coverage Test \( (LR_{uc}) \), which checks if the model predicts the correct frequency of exceedances; the Independence Test \( (LR_{ind}) \), which verifies that exceedances are not clustered over time, and the Conditional Coverage Test \( (LR_{cc}) \), which assesses both the frequency and independence of exceedances.
A. Results

Table VI presents backtesting results. An asterisk (*) indicates model exceedances within the confidence interval, while double asterisks (**) denote rejection of the null hypothesis. The significance level for one-day VaR is set at 5%, using 252 rolling windows. For $LR_{uc}$, a significant result confirms that expected and actual observations below the VaR estimate are statistically equivalent. However, rejection of the null hypothesis across most models, including empirical methods, suggests inadequate VaR accuracy. The dynamic VaR model proposed in this paper is validated by all but the empirical method based on $LR_{uc}$ results at 5% significance. Conversely, all models fail the $LR_{ind}$ and $LR_{cc}$ tests, except the SVtl-EVT model, which shows minimal exceedance clustering with the lowest test statistics of 6.7 (critical value: 5.991). The period under review includes the late 2020s, marked by the COVID-19 pandemic’s impact on stock markets. Notably, except for the empirical method, all model exceedances lie within the 95% confidence interval, with the SVtl model demonstrating a suitable exceedance count of 38. This suggests that SV models integrated with EVT are viable, with SVtl performing best during this period. According to simulated data (simulated stock returns follow a t-distribution with 15 degrees of freedom) in Table VII, both empirical and SVl-EVT models are rejected by $LR_{uc}$ and $LR_{cc}$ due to inappropriate exceedance counts. In contrast, the SVtl-EVT model performs best, not rejected by any tests, confirming exceedance numbers within the confidence interval.
VI. Conclusion

In this paper, we introduce a methodology that integrates SV and GARCH models with Extreme Value Theory (EVT) to estimate and backtest Value-at-Risk (VaR). The extended SV models, SVt and SVtl, address time-varying volatility, fat tails, and leverage effects, with parameters estimated via the MCMC algorithm. The Peaks Over Threshold (POT) method from EVT, utilizing maximum likelihood estimation, effectively captures the tail distribution of residuals. Applied to the S&P 500 and simulated returns, these models provide robust predictions of future returns and volatility. The SV-EVT models, particularly SVtl-EVT, demonstrate superior performance in VaR estimation compared to GARCH-based and empirical methods. Despite challenges in exceedance clustering, particularly during extreme events like the COVID-19 pandemic, the SVt model shows the fewest exceedances. Further enhancements, including the adoption of SVJt and SVLJt (stochastic volatility model with leverage effect, fat tails, and leverage effects, with parameters estimated via EVT), utilizing maximum likelihood estimation, the MCMC algorithm. The Peaks Over Threshold (POT) method from EVT, utilizing maximum likelihood estimation, effectively captures the tail distribution of residuals. Applied to the S&P 500 and simulated returns, these models provide robust predictions of future returns and volatility. The SV-EVT models, particularly SVtl-EVT, demonstrate superior performance in VaR estimation compared to GARCH-based and empirical methods. Despite challenges in exceedance clustering, particularly during extreme events like the COVID-19 pandemic, the SVt model shows the fewest exceedances. Further enhancements, including the adoption of SVJt and SVLJt (stochastic volatility model with leverage effect, fat tail and leverage effects) models, are suggested for better handling of extreme scenarios.

REFERENCES

[1] Fahim Afzal, Pan Haiying, Farman Afzal, Asif Mahmood, and Amir Ikram. Value-at-risk analysis for measuring stochastic volatility of stock returns: Using garch-based dynamic conditional correlation model. SAGE Open, 11(1):21582440211005758, 2021.

[2] Hongyu An and Boping Tian. Unleashing the potential of mixed frequency data: Measuring risk with dynamic tail index regression model. Computational Economics, pages 1–49, 2024.

[3] Ata Assaf. The stochastic volatility model, regime switching and value-at-risk (var) in international equity markets. Journal of Mathematical Finance, 7(2):491–512, 2017.

[4] Siva K Bathina and Sudheer Siddapureddy. Parameter estimation of thermal response test: A bayesian inference using markov chain monte carlo-metropolis hastings (mcmc-mh) approach. International Journal of Thermal Sciences, 193:108545, 2023.

[5] Sonia Benito, Carmen López-Martín, and Mª Ángeles Navarro. Assessing the importance of the choice threshold in quantifying market risk under the pot approach (evt). Risk Management, 25(1):6, 2023.

[6] Fischer Black. Studies of stock market volatility changes. 1976 Proceedings of the American statistical association business and economic statistics section, 1976.

[7] Christoph J Börner, Dietmar Ernst, and Ingo Hoffmann. Tail risks in corporate finance: Simulation-based analyses of extreme values. Journal of Risk and Financial Management, 16(11):469, 2023.

[8] Peter F Christoffersen. Evaluating interval forecasts. International economic review, pages 841–862, 1998.

[9] Barkha Dhingra, Shalal Batra, Vaibhav Aggarwal, Mahender Yadav, and Pankaj Kumar. Stock market volatility: a systematic review. Journal of Modelling in Management, 19(3):925–952, 2024.

[10] Kenneth R French, G William Schwert, and Robert F Stambaugh. Expected stock returns and volatility. Journal of Financial Economics, 19(1):3–29, 1987.

[11] Samuel Gruffaz, Kyurae Kim, Alain Durmus, and Jacob Gardner. Stochastic approximation with biased mcmc for expectation maximization. In International Conference on Artificial Intelligence and Statistics, pages 2332–2340. PMLR, 2024.

[12] Yongfeng Guo, Jiaxin Ding, and Lina Mi. Statistical
complexity and stochastic resonance of an underdamped bistable periodic potential system excited by lévy noise. *Chaos, Solitons & Fractals*, 179:114380, 2024.

[13] Lars Peter Hansen. Large sample properties of generalized method of moments estimators. *Econometrica: Journal of the econometric society*, pages 1029–1054, 1982.

[14] Andrew Harvey, Esther Ruiz, and Neil Shephard. Multivariate stochastic variance models. *The Review of Economic Studies*, 61(2):247–264, 1994.

[15] Roman V Ivanov. On the stochastic volatility in the generalized black-scholes-merton model. *Risks*, 11(6):111, 2023.

[16] Eric Jacquier, Nicholas G Polson, and Peter E Rossi. Bayesian analysis of stochastic volatility models with fat-tails and correlated errors. *Journal of Économétries*, 122 (1):185–212, 2004.

[17] Sangjoon Kim, Neil Shephard, and Siddhartha Chib. Stochastic volatility: likelihood inference and comparison with arch models. *The review of economic studies*, 65 (3):361–393, 1998.

[18] Guangqiang Liu, Yu Wei, Yongfei Chen, Jiang Yu, and Yang Hu. Forecasting the value-at-risk of chinese stock market using the harq model and extreme value theory. *Physica A: Statistical Mechanics and its Applications*, 499:288–297, 2018.

[19] James Pickands III. Statistical inference using extreme order statistics. *the Annals of Statistics*, pages 119–131, 1975.

[20] Federica Ricca and Andrea Scozzari. Portfolio optimization through a network approach: Network assortative mixing and portfolio diversification. *European Journal of Operational Research*, 312(2):700–717, 2024.

[21] Stephen J Taylor. *Modelling financial time series*. world scientific, 2008.

[22] Tianze Wang and Guanyang Wang. Unbiased multilevel monte carlo methods for intractable distributions: Mlmc meets mcmc. *Journal of Machine Learning Research*, 24 (249):1–40, 2023.

[23] Ruirui Wu and Zhongfeng Qin. Asymmetric volatility spillovers among new energy, esg, green bond and carbon markets. *Energy*, 292:130504, 2024.

[24] Xinxia Yang, Ratthachat Chatpatanasiri, and Pairote Satayatham. Value at risk estimation under stochastic volatility models using adaptive pmcmc methods. *Communications in Statistics-Simulation and Computation*, 46(9):7221–7237, 2017.

[25] Jun Yu. On leverage in a stochastic volatility model. *Journal of Econometrics*, 127(2):165–178, 2005.