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ABSTRACT

Industrial Artificial Intelligence (Industrial AI) is an emerging concept which refers to the application of artificial intelligence to industry. Industrial AI promises more efficient future industrial control systems. However, manufacturers and solution partners need to understand how to implement and integrate an AI model into the existing industrial control system. A well-trained machine learning (ML) model provides many benefits and opportunities for industrial control optimization; however, an inferior Industrial AI design and integration limits the capability of ML models. To better understand how to develop and integrate trained ML models into the traditional industrial control system, test the deployed AI control system, and ultimately outperform traditional systems, manufacturers and their AI solution partners need to address a number of challenges. Six top challenges, which were real problems we ran into when deploying Industrial AI, are explored in the paper. The Petuum Optimum system is used as an example to showcase the challenges in making and testing AI models, and more importantly, how to address such challenges in an Industrial AI system.

1 Introduction

"Industrial AI" is an emerging concept which refers to the application of artificial intelligence to industry [27]. Industrial AI is now underway, transforming traditional industrial control into smart Industry 4.0 and creating new opportunities, where an AI solution is built on pattern recognition with the ability to understand those processes, interact with the environment, and intelligently adapt their behavior [22][26]. The concept of Industrial AI is becoming widely adopted in mainstream manufacturers in their discourse and practice. The recent popularity of Industrial AI is due to the increase in deployed sensors along with the automated data collection process, the powerful computation capability to perform complex tasks, faster network connection to access cloud services for data management, and computing power outsourcing. However, ML technology alone cannot be applied to industrial automation immediately if not sufficiently adapted to the industry domain. According to a Gartner survey in 2018, 75% of early AI projects underwhelmed, and 85% of AI projects failed [17]. This trend is due in large part to the understanding gap between AI system design and user expectations.

To understand how AI works with industrial control systems, we first review the framework of traditional industrial control systems without AI assistance (Figure 1). The system consists of five blocks, which include a supervisor, a controller, an actuator, a plant and measuring sensors. The supervisor is responsible for defining the desired values and instructing the connected controller. The controller detects the error signal and amplifies it to trigger the predefined control logic. The output of the controller is fed to the actuator for control logic execution. An actuator is a component of a machine that is responsible for moving and controlling that mechanism. It also acts as the input for the plant according to the control signal, so that the output signal approaches the reference input signal. The sensors, or measurement elements, are devices that convert output variables, such as displacement, into another manageable variable, such as a voltage, that can be used to compare the output with the reference input signal. This completes the feedback path of the closed-loop system [4].

Figure 1 A typical industrial control system

Automatic control is one of the primary goals of industrial process applications. An automatic controller compares the real values of the output of a plant with the input references (the desired values), determines the deviation and produces a control signal that will reduce the deviation to zero or a small value [1]. The way in which the automatic controller produces the control signal is called control action. It moves a system from its initial condition to the desired state and, once there, maintains the desired state. AI has helped fundamentally change the scope and pace of automation. In the past, mechanical or electrical hardware components performed most control functions in technological systems. When hardware solutions were insufficient, continuous human participation in the control loop was necessary. In Industrial AI, machine learning enables predictions to take over many control functions in the supervisor and controller block. A well-trained machine learning model can provide excellent system performance under widely varying operating conditions.

Despite the strength of Industrial AI for future industrial control systems, ML models alone are not enough. Comprehensive designing and testing processes are necessary to ensure its adaptation in the industry. To better understand how to develop machine learning models, integrate them into the traditional industrial control system,
and validate the deployed AI control system, manufacturers and their AI solution partners need to address all requirements and challenges. For example, a machine learning model makes suggestions based on its prediction to avoid undesired outcomes before they appear. This proactive process differs from traditional human control when people usually only react to outcomes in post-actions. Another challenge is that the ML models trained over mostly normal datasets can never guarantee to fully satisfy all of the edge cases in industrial control [11]. Therefore, the traditional control logic still needs to coexist with AI-control for extreme situations. This coexistence brings new questions, such as how to define the working scopes of AI control and traditional control logic in the industrial system, and whether this coexistence introduces conflicts in the control system. All of these questions need to be explored before Industrial AI implementation.

To help enterprises at every step of the AI adoption journey, we built Petuum Symphony, an enterprise AI platform. Petuum Symphony handles AI/ML operations, data processing, AI hardware optimization, and explainable AI allowing users to rapidly build, deploy, and maintain cutting-edge AI solutions. Operationalized on the Symphony platform, Petuum Optimum, our flagship Industrial AI product, enables manufacturing enterprises to reach unprecedented yield and energy savings by optimizing asset and process operations. By abstracting and sharing our experience in designing and implementing Petuum AI in real projects, we showcase the challenges in making and testing AI models, and more importantly, how to address these challenges in an Industrial AI system.

This paper makes the following contributions:

1. The difference of traditional industrial control and Industrial AI control is analyzed and presented;
2. Six implementation challenges, which were real problems we ran into when deploying Industrial AI, are explored and discussed in the paper;
3. Petuum Optimum, our flagship Industrial AI product, is used as an example to showcase the challenges in making and testing;
4. Introduce how to design and implement various ML and system testing approaches for thorough Industrial AI testing.

Petuum Symphony took the listed contributions and enabled two industrial AI solutions, which have been evaluated and deployed, working for two of largest cement factories in the world. The rest of this paper is organized as follows. Related work is discussed in Section 2. A tradition control system is introduced and discussed in related work. Section 3 is problems and Petuum solutions. Six top challenges are proposed and explained in this section. Also, this section introduces an Industrial AI validation system adopted by Petuum Optimum. This validation system gives us a concrete example to present our design and test experiences. Then, the six challenges are addressed and discussed, respectively, from Section 4 to Section 9. The conclusions, limitations, and future works are discussed in Section 10.

2 Related Work

Thanks to recent advances in machine learning and AI, Industrial AI is an emerging field with a great amount of data, market value and new industry revolution. Industrial AI control systems use the high volumes of data generated by sensors to identify trends and patterns that can then be used to predict future trends. These predictions help avoid the worst control states making manufacturing processes more efficient while reducing energy consumption. This process enables plants to continuously adapt to new undergoing optimization with no need for operator input. In addition, as the level of inter-connection increases, the AI system can learn from inter-connection, which can lead to the discovery of many complex correlations in systems that aren’t yet or are no longer evident to the detection of the traditional control system. Industrial AI control systems with sufficiently intelligent analytical technology are already available. But how to design and develop an AI system depends on the well-studied and thorough understanding of the whole Industrial AI system. This target is motivating us to propose this specific research topic to understand the challenges of Industrial AI and explore how to design and implement an Industrial AI system to optimize industrial control processes.

A traditional industrial control system (ICS) is an information system used to control industrial processes such as manufacturing, product handling, production, and distribution. Industrial control systems include supervisory control and data acquisition systems to control geographically dispersed assets, as well as distributed control systems and embedded control systems to control localized processes. The controller’s goal is to move a system from its initial condition to the desired state and, once there, maintain that desired state. The difference between the desired and actual states is called the error signal. It is also possible that the desired state will change over time. When this happens, the controller must adjust the state of the system to track changes in the desired state. This human adjustment, of course, works after the error happens, but such afterward adjustment cannot fully optimize the industrial production process on product quality, energy savings, and productivity [19][20].

Built on pattern recognition, Industrial AI proposes a new approach to optimize the industrial control process even further [8]. Interacting with the control system, Industrial AI can predict and avoid potential error. And it also can take over many control functions in the supervisor and controller blocks effectively and efficiently, under different operating conditions. However, human participation plays an important role in the traditional control loop, which can only passively handle any edge case, whereas Industrial AI can intelligently adapt any product line change. Automatic control is always one of the major goals in industrial process applications. In Industrial AI, machine learning enables predictions to take over many control functions in the supervisor and controller blocks. A well-trained machine learning model can provide excellent system performance under widely varying operating conditions. For consistently high performance and robustness, an AI control system must be carefully designed and thoroughly tested [15][34].
3 Problems and Petuum Solutions

Industrial AI is being touted as the new electricity that will power the next industrial revolution. Companies that harness AI will lead while those that don’t will lag behind. However, the high hurdle of understanding AI, how best to develop and validate AI control system, and ultimately, how to leverage AI as a game-changer create strong barriers to adoption. To ensure industries can truly harness the power of AI for this next revolution, Petuum is transforming the traditional industrial control to Industrial AI.

3.1 Problems and Challenges

Although Industrial AI proposes a promising idea for future control systems, manufacturers and solution partners still need to understand how to implement and integrate an AI model into the existing industrial system, thus implementing Industrial AI [13][14]. A well-trained ML model provides many benefits for industrial control optimization; however, a “terrible” Industrial AI design and integration also limits the capability of an ML model. The proposed Industrial AI doesn’t give any feasible proposal and details on Industrial AI design and test. Consequently, Industrial AI is being impeded by a bunch of challenges and questions, which need to be clarified to engage more manufacturers embracing this evolution. To better understand how to develop and integrate a trained model into the traditional ICS and test that the deployed AI system is working properly and more effectively than human beings, manufacturers and their AI solution partners need to address all requirements and challenges [23]. Some top challenges and real problems we face when we industrialize AI in manufacturing are discussed below:

1. Domain knowledge transfer. Different manufacturers have various control requirements on their product line. Such requirements include complex domain knowledge, which is difficult for AI solution partners to understand. However, the developed Industrial AI system doesn’t work if the trained model cannot fully understand the domain knowledge under the control logic. Therefore, how to translate the industrial domain knowledge to solution partners is the first challenge needed to be addressed.

2. Data preprocessing. Raw data is often incomplete or inconsistent, lacks certain patterns or trends, and likely contains errors. Data preprocessing is the step that transforms raw data into an understandable and expected format in AI training and prediction. In Industrial AI, the data is collected, saved, and processed with streaming mode. The data keeps changing its pattern over time. So, continuously applying the data preprocessing methods in ML training to prediction is the second challenge.

3. AI model accuracy (model validation). AI model accuracy is the measurement used to determine which model is best at identifying relationships and patterns between variables in a dataset based on the input or training data. The better a model can generalize to ‘unseen’ data, the better predictions and insights it can produce, which in turn deliver more industrial control value.

4. Real-time constraints. In industrial control, real-time constraints are restrictions on the timings of events, such that they occur on-time. The Industrial AI control time includes multiple latencies covering data collection, data transfer, AI prediction, control response, etc. Some of the latencies are constant costs. How to reduce the optimizable latencies to catch end to end real-time constraints is the fourth question needed to be addressed and tested in house.

5. Coexistence of traditional control logic and AI control. Currently, the AI control system is based on its AI model to predict future error. Such prediction can make system avoiding the worst state before it happens, rather than stopping the current worst state. This deviation allows AI control systems to replace traditional control systems gradually. However, machine learning is not a deterministic approach to handle industrial control, which cannot fully satisfy all edge cases in industrial control. Therefore, the traditional control logic still needs to coexist with AI control for extreme situations. This coexistence brings up some new questions, regarding how to define the working scope of AI control and traditional control logic in the industrial system, and whether or not this coexistence brings up decision conflicts in system control.

6. No supervised-steering data for in-house tests. In most cases, the development of new Industrial AI control systems is based on a running product line. The new Industrial AI control system is developed instead of the existing control system. Therefore, there is no any available supervised-steering data or system for in-house testing and debugging. We need to explore the question of how to make in-house testing more feasible for real production line control.

Due to space limitations, only six typical challenges are listed above. All of these challenges need to be addressed in Industrial AI development. In this study, we take the Petuum Optimus system as an example to understand what the challenges for testing and making the AI model productive are and how to address such challenges in an Industrial AI system? And, the generalization potential of this study can benefit the development of Industrial AI systems by helping AI solution partners understand and interpret user requirements better, and improve the procedure of Industrial AI system design, implementation, and test [24].

3.2 Petuum Optimus System

Petuum Optimus is a typical industrial control system for industrial manufacturers. The Petuum Optimus system provides a service, which ingests historical and real-time streaming data from the manufacturing plant production line. This data is then leveraged into expert-built machine learning algorithms to deliver precise predictions of the plant’s operational variables. The Optimus system conducts precise predictions by understanding the dynamic and non-linear relationships between the variables. Such predictions can prescribe optimal set points to enable the plant to reach its operational goals. Petuum Optimus also offers a supervised-steer option, which enables feeding the set points into the plant’s control system for a fully autonomous operation. The self-learning capabilities of Petuum Optimus mean it is constantly collecting and processing data to continuously improve the results as it gains a better understanding of the plant and its processes. This paper takes Petuum Optimus as an example to discuss the challenges of an Industrial AI. Because performance significantly impacts the system design of an Industrial AI control system, this
study mainly focuses on the test of the Industrial AI system. The derived conclusions and experiences can be extended to all of the stages of an Industrial AI system development.

Figure 2 shows an overview of the Petuum Optimum industrial control system and how it integrates with the existing industrial control system. In general, the Petuum Optimum system is serving for prediction and control with three core components - data check, ML model, and control logic. The data check module queries the raw data and the values of the control variable from the controller. The controller caches the raw data collected from sensors and generates dynamic control bounds from the dynamic control table. The data check module enables data preprocessing based on the selected data processing model and sends the preprocessed data the following inference modules based on the raw data and dynamic bounds checking. There are two inference modules in the Petuum Optimum system. If the raw data is checked in bounds in the data check step, ML models are inferred to generate suggestions for industrial control optimization. If the raw data is out of bounds, the control logic module is enabled to take over inference. Control logic acts as a safeguard to guarantee edge case handling. This overview shows the fundamental design and integration logic of the Petuum Optimum system. Petuum Optimum provides a simple system implementation and integration solution for Industrial AI. However, how to validate the developed system works for the plant’s optimization goals needs to be carefully and thoroughly tested [21].

Figure 2 Petuum Optimum industrial control system

To better understand how to develop and integrate trained models into the industrial control system, how to test the deployed AI control system, and finally how to outperform traditional systems. Six top challenges include domain knowledge transfer, data validation, AI model performance test, latency constraints, coexistence of traditional control logic and AI control, and in-house test. Petuum Optimum system is used as an example to showcase the challenges in making and testing. Six challenges will be discussed one by one in the following sections.

4 Knowledge Transfer

Different manufacturers have various plant physical characteristics and desired outcomes, leading to vastly different control requirements on their product lines. Such requirements include complex domain knowledge that is not clear to solution partners. However, it is impossible to develop an Industrial AI system without adapting it to the customer’s specific requirements. Therefore, how to transfer the industrial domain knowledge to AI solution partners need to be addressed first. Knowledge transfer requires excellent and consistent communication between the different parties. In general, it breaks down into three stages.

4.1 Symbolize and formulate the knowledge

AI models only accept and process digitalized data during training and inference. In general, the data should be as numeric and tabular as possible to allow easier modeling. With this requirement in mind, the domain knowledge should be formulated and tabulated. The Petuum Optimum system defines an AI Configuration Enablement (ACE) sheet to formalize this step. Three items: selected tags, tag bounds, and tags relation need to be checked and listed in the sheet. These heavily depend on the communication between two parties. It is critical to allow industry partners to transfer their data engineering experience and solution expectation to the AI solution partners.

Selected tags

In general, there are hundreds of sensors working on each industrial plant production line. The time series data collected from each sensor is defined as a tag per industry tradition. Data is important, but simply adding more tags does not always lead to a better model. Data engineers often find raw data from tags not qualified for model training because of unsupported format or too much noisy/lost data. Therefore, AI solution partners and end-users should discuss what tags they should keep for AI model training. In general, four types of tags have been defined for every use case in Petuum Optimum system. Control, normalize, and optimize tags can be adjusted to guarantee product line working in optimized status. Constraint tags are used to check whether the product is running in optimized status or an unhealthy way. All of the defined tags are selected based on the four-optimization purpose and target.

Tag bounds and target values

Tag bounds define the accepted range of values during optimization. When a tag is outside its predefined bounds or away from its target value, it enters an edge case where 1) the AI model should prioritize returning it to normal, or 2) special safeguard control gets triggered to amend. Tag bounds can be defined as static or dynamic bounds. Four types of tags have been described and discussed in the previous section. The different tag types determine if the tag bounds will be static or dynamic. Control tags can only be changed gradually and are adjusted following dynamic bounds with a small step. Constraint tags are used to check optimization consequences. The static bounds of constraint tags can be defined by customers to check out-of-bounds edge cases. Optimize tags and normalize tags have predefined optimization weight, which suggests different optimization goal.

Tags relation

Tags relation describes the positive, negative, and sometimes the non-linear relationship between tags. Such relations are the foundation in traditional Industrial AI. They are the so-called golden rules resulting from physics directly or through years of practice. For example, there are two tags - Tag A and Tag B in the product line. Tag A is a constraint tag, which monitors the product line running status and cannot be adjusted directly. Tag B is a control tag, which can be adjusted to change the production running status. Tag A and Tag B
can be defined together to achieve one of the optimize goals. Two
tags may have a negative relationship. The relationship can be de-
defined as when the Tag A is increasing quickly, Tag B should be de-
creased to a low amount to avoid Tag A from continuing to increase.

Understanding how to hand over some of the control logic to the AI
model is one of the challenges in Industrial AI. An agreed-upon def-
inition of tag bounds and tag relations can make user expectations
clear. The design of the AI model and validation logic among the AI
provider party should then fully follow the definition of the ACE
sheet.

4.2 Disseminate knowledge in multiple teams

In general, An AI solution implementation process involves the col-
laboration of multiple development teams. Multiple different teams
(i.e., customer success, ML, Quality Assurance) need to completely
understand user requirements and collaborate coherently to build the
Industrial AI solution end to end. For example, the customer success
team communicates with the customer, define data labels and ex-
pected control logic, and design data preprocessing and basic safe-
guard control logic. The ML team cares more about how to tune the
selected model to catch data features with fully requirements under-
standing. And, the QA team also needs to completely understand the
user requirements and design different test cases to validate the so-
lution from the customer’s perspective. Therefore, all of the in-
volved teams should keep customer expectations and transferred do-
main knowledge consistent. Once the product requirement docu-
ment (PRD) and ACE have been defined, any update should be re-
checked with customers.

4.3 Re-check knowledge in supervised-steering test

In our experience, even with a well-defined ACE, all of the
knowledge and expectations are not necessarily transferred. More
often than not, customers may not fully describe their knowledge
and expectations in one iteration, and the AI solution partner does
not fully understand the user description either. Many intrinsic rea-
sions could lead to such suboptimal knowledge transfer, and it is in
the best interest of both sides to continue communication during and
after the ML modeling. Therefore, it is advised to re-check
knowledge and expectations with the user in a supervised-steering
test. In this phase, the drafted Industrial AI solution is shown to the
users and is a chance for them to provide second-round feedback.
The re-checking helps the user and solution partner correct the ACE
and PRD and fine-tune the deployed solution.

5 Data Validation

Machine learning is a powerful learning tool that extracts patterns
from data. By this nature, a machine learning model is acutely sen-
sitive to the quality of the data. Such sensitivity is relevant in the
two core phases of ML model development: training and deploy-
ment [2][3].

During training, data quality directly determines the ceiling of
model performance. After all, ML models, no matter how powerful,
cannot learn a pattern if it is not present in the data. A common chal-
lenge ML engineers face is that they do not observe the data patterns
mentioned by the customers. While these usually involve further
discussion and debugging, there are several common data prepro-
cessing steps that are general enough to be applied in almost all use
cases. Below, we introduce the four common data preprocessing
topics in the Petuum Optimum system.

5.1 Outlier removal

Outliers are extreme values that deviate from other observations on
data. In some cases, customers provide clear definitions for outliers,
such as a threshold that defines the normal range of values. In most
cases, however, this information is not readily available, and data
engineering is needed [10]. Descriptive statistics methods, such as
the interdecile range, checks data distribution between the first and
the ninth deciles (10% and 90%). Outliers are padded with the last
normal value. If outliers exist too often, data should be re-verified
with customers before proceeding to ML training. It catches poten-
tial errors early, allowing fast iteration of communication between
customers and solution providers. Sometimes, such re-verification
also helps ML engineers improve their outlier removal method.

5.2 Non-stationary signals

ML models are trained on a limited amount of data. The data pattern
is assumed to be persistent in going outside the training dataset. Un-
fortunately, this is sometimes not the case. The data pattern needs
to be continuously monitored and validated throughout the various
stages of the Industrial AI system. Otherwise, model performance
may deteriorate over time. When overlooked, it may even lead to an
unexpected abrupt drop in performance.

Figure 3 Outlier removal example

Figure 3 showcases a real example that occurred during Petuum Op-
timum development. The original signal (blue) was outlier removed
(red), as shown in the top panel. Upon closer inspection, however,
we realized that the 80s values on August 3 are well within the ex-
pected range of this signal, therefore, should not be removed. Fur-
ther debugging revealed that they were labeled as outliers because
the model was trained based on the data of June. As shown in the
bottom panel, data in June mostly fluctuated around 60 and never
exceeded 70. Because of this shift in data pattern, models performed
very poorly for hours in August. Fortunately, this was captured in the validation stage before deployment, which underlines the importance of continuous monitoring of data quality in the signal non-stationary.

5.3 Broken sensors
In the previous section, we discussed outliers. In some production lines, the sensors may generate outlying values often enough that they are difficult to be accurately identified by statistics. These sensors may restart periodically to clean or re-calibrate. A dedicated data engineering team is required to work with broken sensors. This situation is formulated as follows:

At each step, a window of data is injected into the ML model for inference:

\[ X = [x_{t-1}, x_{t-2}, \ldots, x_t] \]

Where \( x_t \) represents the values of a signal at time \( t \), and \( w \) is the window size. Petuum Optimum uses a majority vote to decide whether a window is valid. In a given window, if the number of data points demonstrating broken characteristics is more than 25%, this window is considered unstable, and no further ML effort will be made on this window.

To determine whether the sensor is working in one specific data point, customers shall provide a criterion, for example, a “broken sensor bound.” If the sensor value is within the bounds, it is considered valid. Let’s take one tag ‘Tag Name 1’ as an example to extend the details. Take a specific window of [5.0, 1.0, 4.0, 7.5, 4.5, 3.8, 16.2, 17.2, 36.0, 44.0, 2.0, 7.7] for example. Here, the window size is 12, and the broken sensor bound is [15, 50]. We observe that eight data points are out of the broken sensor bounds. Consequently, 67% (8/12) of the members in this window are invalid, which is above the 25% limit making the window unstable.

5.4 Interpolation
Streaming is the most common data source in industrial control. Streaming data is generated continuously by many sensors, which typically are sent in small sizes simultaneously. It is common for different sensors to generate data with different sampling rates. Different data streams are interpolated to the same sampling rate to simplify the data processing pipeline. The same interpolation is used in both ML model training and inference [6].

If the customer suggests the interpolation method, it can be implemented directly. Otherwise, Petuum Optimum defaults to a simple interpolation method that always writes the most recently cached value to the current timestamp. This method is extremely easy to implement, executes fast, and works well with stringent time requirements. Figure 4 shows two examples of interpolation.

Data processing is an integral step in ML. ML engineers may not have the domain knowledge to comprehend the data, whereas customers may not understand what is needed for successful ML training and deployment. Therefore, the data processing method and output should be discussed and verified between the two parties frequently [7].

6 Machine Learning Model Performance Test
From quality and testing perspective, developing Industrial AI system is no difference from traditional software development, in the sense that it is also a full life cycle involving unit test, integration test, and end-to-end test [9][12]. However, there are three major differences between software development and ML development which makes testing approach slightly different. 1) ML model is not a deterministic approach, and it cannot generate the same output for every test run hence defining pass/fail criteria is challenging. 2) the performance of ML model heavily depends on the data quality in training and serving. ML model should be able to catch data pattern changes with parameters updates automatically. 3) Industrial AI is developed and deployed to serve for streaming application. The ML model performance could be significantly impact by streaming latency. We need a new testing approach to check and validate the impact of such latency [17].
Latency occurs in every step of the pipeline, and costs such as data collection, data transfer, and latency introduced during control requires low latency throughout the pipeline, as the control response can be different, and they may significantly impact the latency, missing samples, etc. Specifically, the latency of each steaming infrastructure could impact the data quality because of model behavior. First, the data deployment of the ML model can be different, and they may significantly impact the latency of the ML model. Therefore, the deployed data pipeline needs to be fully designed and tested with strict time constraints.

Another major source of latency is the optimization model. At each time instance, the best control values are prescribed by the ML model. The optimization process results in the best value among the solution space but is usually very time-consuming, so shortening the time complexity is pivotal in this step. For example, reducing the inference time from one minute to eight seconds for each iteration is possible with parallel computing. The inference speed is not strictly part of the core performance of ML models, but it is a key metric to evaluate the practicality of the product. Customers may also define the requirements in the PRD.

### 7 Latency

Time is of the essence in industrial control automation. Real-time control requires low latency throughout the pipeline, including potential latency introduced during data collection, data transfer, ML prediction, and control response. Some of the latencies are fixed costs, such as data collection or transfer. Two typical latencies—data subscription and ML inference—are optimized in the Petuum Optimus system [28].

Latency occurs in every step during data streaming, which is based on a publish-subscribe structure. In the publish-subscribe system, the customer’s plants collect and write data into a data warehouse [35][36]. A publisher then reads the time series data from the data warehouse and produces messages with specified topics. Every AI solution needs to subscribe to their required data with a defined topic from the publisher. In the publish-subscribe system, many factors, such as topic numbers, system cache, and subscriber numbers, could potentially affect the end-to-end latency and thus change the behavior of the ML model. Therefore, the deployed data pipeline needs to be fully designed and tested with strict time constraints [32][33].

Figure 6 is an example of a tag with occasional sharp spikes (top panel) within minutes. Because of network errors, prolonged data loss occurred for hours at one point, which can dramatically affect model performance if not resolved.

### 8 Coexistence of traditional control logic and AI control

The Industrial AI control system uses its ML model to predict the future state and avoid undesirable outcomes. Such prediction is key as it preemptively determines the undesirable state before it happens rather than mitigating afterward. This distinction gives AI control systems a tremendous advantage over traditional control systems. However, ML is often not a deterministic approach, and mistakes may occur. More importantly, the very nature of edge cases means they have little or no representation in the training data. In the current stage, it is unwise to give ML models full control of the plant. We advise the traditional control logic to coexist with AI for unforeseen corner cases. This coexistence brings up new questions as to how the scopes of AI and traditional control logic fit in the industrial system. It is also important to resolve conflicts between the two when differences arise.
Figure 7 Control logic validation

We use the industrial control for the vertical mill, a typical grinder used in cement manufacturing, to illustrate the challenge and our solution of AI coexistence. The mill’s body vibration is one of the main metrics necessary to monitor for safe production. Several reasons lead to high vibrations, such as failure of the grout, distortion of the steel structure, or cold joints between pours [1]. The ML model cannot fully predict all of these factors and their interaction because of the lack of data and long reaction time. To ensure safety, safeguard logics based on expert knowledge in traditional industrial control logic are still in use. In the Petuum Optimum system, the model enters the survival mode if the current vibration is over a defined threshold of 0.45 (Figure 7 Top). The AI model is required to perform everything within its power to reduce vibration. Figure 7 Bottom shows how special safeguard logic takes over in survival mode. The feed rate prescription is mostly maintained at the lowest level possible allowed by the system (indicated by dash bounds) because domain knowledge from the customer tells us low feed rate alleviates the vibration.

9 In-house Test

Traditionally, the improvement of an industrial control system is incremental. The Petuum industrial Optimum system is, however, developed from the ground up and not on the running product line directly. This poses a big restriction on the model validation during development: as the AI solution partner, we do not have direct access to the controllers in the plant for both business and safety reasons. How to evaluate a trained ML model before its release and deployment is, therefore, a critical challenge for Industrial AI testing. We adopted a one-step verification to validate model output (prediction and optimization) at each timestamp. Instead of looking for cumulative effects over time, we examine whether the outputs are optimized in the correct direction during each step. This is because the AI model suggestion cannot apply to the actual input of the system without physically controlling the production line. An in-house test is necessary to thoroughly test the speed and amplitude of the optimization over many steps. During in-house testing, AI models are first deployed with close supervision from both model developers, quality engineers, and industry experts internally. One-step verification is not a replacement for in-house verification but a convenient testing framework that helps us validate the model’s offline behavior.

Figure 8 One-step validation

Figure 8 demonstrates an example of one-step validation. The shown signal has an upper constraint bound of 5050, meaning it should be decreased when above this threshold. Upon validation, we observe that optimization towards the lower side does occur whenever this signal is above constraint. If this were in-house testing with an actual deployment, we would expect the original measurement to gradually decrease until back within normal range. This is, of course, not possible in offline testing, but one step validation offers a basic level of confidence in the model’s optimization power. Due to the limitation with in-house testing, to mitigate the risk before we put the model in auto-steer mode in production, we use on-site testing approaches and put model in non-auto-steer mode in production. This way we can monitor how the model perform with multiple step change and side-by-side compare the results with traditional control system. And because we have done thorough in-house testing to validate the models, this final step only takes very short amount of time before we switch to auto-steer mode in production.

10 Conclusion and Future Works

The concept of Industrial AI is becoming widely adopted in mainstream manufacturers in their discourse and practice. A well-studied industrial system can provide excellent system performance under widely varying operating conditions. Machine learning enabled predictions and optimization hold a strong advantage over traditional control methods. To ensure a consistently high level of performance and robustness, an AI control system must be carefully designed and thoroughly tested. In the study, we present the Petuum Optimum system as an example to demonstrate the challenges in Industrial AI deployment, and more importantly, how to solve and validate them. Six challenges from our real experience when implementing Industrial AI were discussed. The challenges showcase the implementation details of Industrial AI. Based on the findings of challenges, four takeaways were delivered to summarize the study.

1. Data quality directly determines the performance of AI model. Data labeling, preprocessing, and quality validation should be checked and designed carefully;
2. The industrial product line is a dynamic system. The running behavior and patterns are always changing. The trained model should catch such changes to better serve live deployment;
3. The implementation of Industrial AI includes the trained model itself and a deployed running system. The model performance
could be changed in the running system. A well-designed test should cover both situations;
4. Thorough testing and various testing approaches are required to ensure the high quality of the model and to detect corner cases before the model is deployed to the production environment. Any issues missed in the testing process may cause sensor hardware damage and tremendous loss to the factory as well as the AI company.

A major limitation of this study is its exclusiveness of the type of data. Petuum Industrial AI is designed for typical industrial control in manufacturer plants that involve multi-channel time series data. Multimedia materials such as images and text will be interesting topics worth further exploration. In addition, some steps, such as knowledge transfer, involve some manual configurations and updates. Such manual configurations are error-prone [16].

The limitations will be removed gradually. Our future work includes 1) extending our Industrial AI solution to a wide variety of time series data types, such as speech and video. Such time series data have different data processing policies, latency requirements, and model selection. 2) removing manual configurations in solution development and validation. Automation code can be added to create configuration files based on predefined templates. Such improvement can significantly reduce the time and cost spent on development and validation.

We summarized our challenges and experience in developing Industrial AI in this study. Ultimately, it shall serve as a foundation for the wide adoption of AI technology in the field of industrial control.
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