It is better when expected: aligning speech and motor rhythms enhances verbal processing
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ABSTRACT
Rhythm is a powerful way to shape the processing of complex sounds such as speech or music by generating temporal expectancies in the listener. Here, we investigated if multisensory expectations generated by aligning speech and motor rhythms may enhance verbal processing. Participants listened to rhythmically regular German sentences and detected word changes occurring on stressed or unstressed syllables. Participants were cued to produce finger taps simultaneously with the auditory speech rhythm. Finger taps were aligned or misaligned with stressed syllables. Detection of word changes was facilitated when manual movements were temporally aligned with the auditory speech rhythm. Moreover, motor alignment enhanced sensitivity to detect changes on stressed syllables compared to a perceptual control condition. Thus, rhythmic speech structure reinforced by concurrent movement in multisensory contexts has beneficial effects on verbal processing. This finding lends support to models of expectancy-driven speech processing.

When we expect something to happen, we react quicker and more efficiently to the expected event. Expectancies can boost human behaviour. They enable us to anticipate what is going to happen and also when it will occur. There is growing evidence that the rhythmic properties of music or speech can generate temporal expectancies in the listener (Jones, 2009; Kotz & Schwartze, 2010; Zheng & Pierrehumbert, 2010). The recurrence of prominent events such as beats in music or accented syllables in speech leads listeners to develop expectancies about the time of occurrence of upcoming events (Dalla Bella, Białuńska, & Sowińska, 2013; Large & Jones, 1999). Typically, information at expected times is better attended to, and processed more efficiently and rapidly than at unexpected times (e.g. Bolger, Coull, & Schön, 2014; Jones, Moynihan, MacKenzie, & Puente, 2002; Quéné & Port, 2005). Beneficial effects of temporal expectancies on verbal processing are reported, for example, when monitoring phonetic form or resolving syntactic ambiguities (Cason & Schön, 2012; Roncaglia-Denissen, Schmidt-Kassow, & Kotz, 2013).

Interestingly, the benefits of temporal rhythmic expectancies are not confined to a single modality. For example, reactions to visual targets at expected times are facilitated by an auditory rhythmic sequence, and vice versa (Bolger, Trost, & Schön, 2013; Su, 2014). Multisensory rhythms such as an auditory and motor rhythm that are temporally aligned can also enhance expectancies. Subtle timing deviations from a regular tone sequence are better detected when participants tap to the sequence before making their judgment (Manning & Schutz, 2013). Moreover, synchronised movement to a musical beat shapes and enhances encoding and later retrieval of musical structures (e.g. Brown & Palmer, 2012; Chemin, Mouraux, & Nozaradan, 2014). These benefits of synchronous movement on auditory processing are possibly underpinned by coupling of neural oscillations originating in distant motor and auditory areas in the brain (Nozaradan, Zerouali, Peretz, & Mouraux, 2015). Thus, benefits of auditory-motor synchronisation in music may emerge because sensory and auditory predictions coincide (Maes, Leman, Palmer, & Wanderley, 2014).

Compared to music, little is known about rhythmic auditory-motor facilitation in verbal processing. However, a close link is observed between the temporal coordination of speech production and upper limb motor functions. Manual pointing gestures or head
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movements are temporally well coordinated with the articulation of prominent syllables in speech (e.g. Munhall, Jones, Callan, Kurateau, & Vatikiotis-Bateson, 2004; Rochet-Capellan, Laboissière, Galván, & Schwartz, 2008). Moreover, rhythmic movements like finger tapping co-vary in amplitude with the amplitude of simultaneous articulations (Kelso, Tuller, & Harris, 1983; Parrell, Goldstein, Lee, & Byrd, 2014). Given this close link in the motor system, it is likely that temporally aligned movement also affects speech perception (Gentilucci & Dalla Volta, 2008).

Coordinated movement during speech production is a widespread phenomenon in oral tradition, across groups and cultures. It is common to align rhythmic movements (e.g. hand clapping, finger movements or rope jumping in children’s games) with metrical speech rhythms in poems or nursery rhymes (Ong, 2002). In languages such as English or German, metrical speech consists of recurring patterns of strong and weak positions filled with stressed and unstressed syllables, respectively. These features of metrical speech are shown to affect perceptual processes. When listening to metrical speech, expectancies are generated that are typically directed more towards strong positions than weak positions (Cutler, 1976; Pitt & Samuel, 1990). For example, Zheng and Pierrehumbert (2010) showed that participants, listening to English metrical sentences, attended more to variations in vowel duration when these occurred in metrically strong than in weak positions. That metrical speech patterns in languages such as English or German direct attention particularly towards prominent stressed syllables in the speech stream has also been underpinned by recent electroencephalography (EEG) studies (Kotz & Schwartz, 2010; Schmidt-Kassow & Kotz, 2009). In summary, there are indications that expectancies induced by metrical speech are strongest at expected points in time (e.g. stressed syllables), and weaken at less-expected points (e.g. unstressed syllables). Here, we investigate whether verbal processing is enhanced at times when expectancies driven by a verbal and a motor rhythm temporally coincide. Participants are cued to align or misalign a motor rhythm (i.e. finger tapping) to the stressed syllables of a metrical spoken German sentence alternating strong (i.e. stressed syllables) and weak (i.e. unstressed syllables) positions (e.g. **look for rain before the night**, stress in bold). Their task is to detect a word change occurring in either of these positions (see Sturt, Sanford, Stewart, & Dawydiak, 2004; Tillmann & Dowling, 2007). In a perceptual control condition, the same task is performed but without tapping. We expect enhanced performance (i.e. higher word change detection) in the motor task compared to the perceptual control condition, and when rhythmic movement is temporally aligned with strong ("expected") positions in speech.

**Methods**

**Participants**

One hundred twenty-eight German native speakers (32 males, $M = 23.8$ years, $SD = 4.1$; $M = 5.9$ years of musical training, range = 0–21 years), all students from the Ludwig-Maximilians-University in Munich volunteered to participate in the study.

**Materials**

Twenty-four German speech stimuli with alternating strong and weak syllables were constructed. Each stimulus consisted of two short sentences (eight syllables each), one of which contained the target word (i.e. a verb) that served to test change detection (see Figure 1A). Two versions of each stimulus were created ($24 \times 2$). In one version, the verb occurred in a metrically strong position, preceded by a bisyllabic subject. In the other version, the verb was in a metrically weak position, preceded by a monosyllabic subject noun and followed by an adverbial (Figure 1A). The stimuli were recorded by a female speaker reading at a regular pace (100 beats/min), cued by a metronome prior to each recording. The recordings were adjusted, when necessary, using PRAAT software (Boersma, 2001), to obtain intervals of 600 ms on average ($SE = 0.84$ ms) between the perceptual centres of metrically strong syllables (Cummins & Port, 1998). Acoustically, target verbs in metrically strong positions were on average 47.5% longer, 1.8 dB louder and had the same pitch height than immediately adjacent weak syllables while target verbs in metrically weak positions were on average 20.1% shorter, 2.6 dB softer and had lower pitch than adjacent strong syllables.

A trial was created in which a stimulus was repeated with a 2 s pause between presentations. In the second presentation ("detection phase"), the verb was replaced by another verb that had the same morpho-syntactic structure and was very similar in meaning (e.g. *jault"yowls" – heult “howls”; Figure 1A; Sturt et al., 2004).

Semantic closeness of the verbs (on a scale from 1 = very distant to 10 = very close in meaning) was confirmed in a pilot experiment ($n = 14$, see Table 1). Both verbs were monosyllabic and comparable in number of phonemes and frequency (Table 1). Filler trials were created to ensure that participants did not pay selectively attention to verbs. In 24 fillers, a noun was changed, and in 12 fillers, there was no change.
Procedure

In the multisensory task ("tapping"), participants \((n = 64)\) performed a rhythmic finger tapping task while listening to the verbal stimuli with the goal of detecting a change when the stimulus was repeated. The alignment of the motor rhythm with the verbal rhythm was controlled by using a synchronisation-continuation task (Wing, 2002, see Figure 1B). Prior to each stimulus, participants were cued by 12 isochronous metronome tones ("alignment cue"; duration of tone = 30 ms, Inter-Onset-Interval = 600 ms) which stopped when the speech started. Tones were either congruently or incongruently timed with the following speech stimulus. When the alignment cue was congruently timed, the first metrically strong syllable started 600 ms after the last tone (i.e. it occurred at the expected time based on the metronome). When it was incongruently timed, the speech stimulus was delayed by 300 ms, as compared to the congruent cue (see Figure 1B). Participants tapped in synchrony with the metronome using the index finger of their dominant hand on the left panel of a Roland SPD-6 MIDI percussion pad. When the cue stopped and the speech started, they were instructed to keep tapping at the rate previously indicated by the cue. Their taps continuing at the pace of the congruently timed metronome coincided with metrically strong positions, while they fell between strong positions when the metronome was incongruently timed (Figure 1B). During the pause, participants stopped tapping and prepared for detecting a verbal change. In case they perceived a change, they tapped as fast as possible on the right panel of the percussion pad, thereby stopping the stimulus. Participants then recalled the original and the changed word. Verbal answers were recorded via microphone and written down by the Experimenter. To ensure that the whole sentence was processed, participants summarised its content every three trials on average. A block of 30 trials (12 stimuli, 12 fillers, and 6 no-change stimuli) per alignment was preceded by three practice trials. Stimuli were organised in eight randomisation lists and were presented equally often under both alignment conditions in counterbalanced order across participants.

A perceptual task was run. Another group of participants \((n = 32)\) were presented to the same stimuli as described above. They were asked to perform the same task as above, but without finger tapping ("cueing"). Finally, a perceptual baseline ("no cues") for word change detection with the same verbal material was

![Figure 1.](A) Material and (B) procedure used in the Experiment. The metrical speech pattern is displayed with strong positions marked by "x", and weak positions by ".". The verb change occurred in a strong (1) or weak (2) position. In panel (B) the alignment cue (big black dots) and motor alignment (i.e. finger taps as grey triangles) with the positions in the speech stimuli are displayed.

### Table 1. Mean phoneme number, frequency and semantic distance of the verb pairs.

| Verb pair | Original verb | Changed verb |
|-----------|--------------|--------------|
| Number of phonemes | 4.1 (0.58) | 4.3 (0.38) |
| Frequency (Dlexdb) | 11 per million (28) | 16 per million (49) |
| Semantic distance | 7.62 (1.25) "semantically close meaning" |

Standard deviations are displayed in parentheses.
obtained in another group of participants (n = 32) who performed the task in the absence of alignment cues.

In the aforementioned tasks and in the baseline, the positions in which the verbal change occurred (i.e. metrically strong – weak) were varied between-subjects to avoid carry-over effects from previous stimulus presentations. Half of the participants were randomly assigned to detect changes in strong positions, the other half in weak positions. The Experiment lasted approximately 45 min. It was run on an IBM-compatible computer using MaxMSP 5.1.9. Auditory stimuli were presented via Beyer-Dynamic DT-770 Pro 250 headphones.

Results

Participants’ verbal responses were analysed by calculating sensitivity (d’) and response bias (C, Macmillan & Creelman, 2005). A Hit occurred when both the changed and the original verb were provided in their semantically and phonetically accurate form. A False alarm occurred when a change was reported in a no-change trial. Detection time (DT), for Hits only, was calculated from the perceptual centre of the verb to the motor action was present with sensitivity and DT (C in the incongruent motor condition) due to an extreme observation. Therefore, the ANOVAs on C reported below were run with and without this outlier. Discarding the outlier did not affect the results.

Results for verbal responses were entered in three separate 2 × 2 × 2 mixed-design analyses of variance (ANOVAs), taking sensitivity (d’), response bias (C), and DT as dependent variables, with Subject as the random variable. Alignment (congruent vs. incongruent) was the within-subject factor, Position (strong vs. weak) and Task (tapping vs. cueing) the between-subjects factors. As group sizes differed for tapping and cueing,2 homogeneity of variance was confirmed by Box’s M test and Levene’s test. Results showed a main effect of Task for DT (F(1, 86) = 5.46, MSE = .03, p = .022). No main effect of alignment was found for either dependent variable (ps > .48), but a significant Alignment × Task interaction was present with sensitivity and DT (d’: F(1, 92) = 4.12, MSE = .47, p = .045; DT: F(1, 86) = 5.73, MSE = .01, p = .019). The interactions were decomposed by computing simple effects of Alignment while keeping Task constant. In the tapping task, Congruent alignment of a motor rhythm with the verbal rhythm resulted in higher detection rates and faster detection than when they were incongruently aligned (d’: F(1, 94) = 4.82, MSE = .46, p = .031; DT: F(1, 88) = 6.62, MSE = .01, p = .012). In contrast, no differences between the presentation of congruent and incongruent alignment cues were found in the perceptual cueing task (ps > .29).

Response bias differed for the two alignments in both tasks (C: F(1, 92) = 6.49, MSE = .11, p = .013), showing a lower criterion in the congruent alignment than in the incongruent alignment. The three-way Alignment × Task × Position interaction did not reach significance with either of the dependent variables (p > .47). Finally, changes in metrically strong positions were detected overall more accurately (d’: F(1, 92) = 12.66, MSE = .95, p = .001), more reliably (C: F(1, 92) = 14.52, MSE = .23, p < .001) and faster (DT: F(1, 86) = 35.53, MSE = .03, p < .001) than in metrically weak positions in both tapping and cueing tasks.

To determine if motor alignment enhances detection performance, we compared the performance for each alignment condition in each position to the perceptual baseline. This was done by using Bonferroni-corrected two-tailed t-tests (adjusted p = .00625).3 Homogeneity of variance was tested by Levene’s tests, and degrees of freedom were adjusted whenever homoscedasticity was not met. Congruent motor alignment resulted in significantly higher sensitivity (d’: t(62) = 2.99, SEM = .21, p = .004), smaller response bias (C: t(62) = 4.11, SEM = .08, p < .001) and faster DT (t(62) = 6.69, SEM = .03, p < .001) than in the baseline when changes were in
strong positions. Moreover, unexpectedly, incongruent motor alignment yielded faster DT than in the baseline ($t(62) = 5.20$, $SEM = .03$, $p < .001$). No differences were found for detection performance in weak positions. The perceptual cueing data (averaged for alignment for $d'$ and DT) were similarly compared to the baseline showing faster DT ($t(46) = 2.88$, $SEM = .04$, $p = .006$) and smaller response bias (congruent: $t(46) = 3.52$, $SEM = .04$, $p = .001$).

Figure 2. Sensitivity (upper panel), response bias (middle panel) and raw DT data (lower panel) in the change detection task with and without motor alignment when the target verb was in metrically strong or weak position. Baseline performance (i.e. without any alignment cues) is indicated by the dotted line. Arrows mark performances significantly different from baseline. Stars indicate significant effects. Error bars represent SE of the mean.
Discussion

Multisensory temporal alignment reinforces rhythmic expectancies that improve verbal processing. When finger tapping was congruently aligned with strong metrical positions, verb changes were easier and faster to detect than when movement was incongruently aligned. Alignment effects were found exclusively with concurrent motor performance for all variables, except for response bias. Congruent motor alignment particularly enhanced sensitivity in detecting changes that occurred in strong metrical positions, as compared to perceptual tasks (with and without cueing). This was not the case, though, for weak metrical positions. Although perceptual cueing was also superior to a perceptual baseline without cueing in lowering response bias and speeding up DT in strong positions, sensitivity remained unchanged, in contrast to the results in the multisensory task.

These results show for the first time that temporal alignment of an auditory verbal and a concurrent motor rhythm is beneficial for verbal processing. This idea is compatible with models of the linking of perception and action in time through shared predictions (Maes et al., 2014; Nozaradan et al., 2015). Accordingly, synchronised perceptual and motor cues in speech may tap the same expectancy-driven mechanism (Chemin et al., 2014). The aligned motor rhythm likely enhances the strength of rhythmical expectancies and thereby increases attending to expected times in the speech signal (Jones, 2009; Large & Jones, 1999; Schröger, Kotz, & SanMiguel, 2015). A similar mechanism has been advocated to account for benefits in speech processing (e.g. quicker phoneme detection, improved computation of semantic and syntactic information) due to a rhythmic cue that precedes metrical speech (Cason & Schön, 2012; Kotz & Gunter, 2015; Quené & Port, 2005). The present findings add to our understanding on how temporal expectancies in speech emerge in the listener. In the presence of an aligned motor rhythm, the expectancies were clearly driven by the speech rhythm. Indeed, detection of a word change was enhanced (with higher d’ and lower DT) when the movement coincided with prominent syllables in strong metrical positions compared to incongruent tapping.

These findings highlight the crucial role of prominent syllables in building temporal expectancies. Prominent syllables in speech carry heightened acoustic information (i.e. they are more high-pitched, louder and longer; Beckman, 1986), and they are generated through increased oromotor kinematics, such as larger and longer jaw–lip displacement and higher peak velocity than less prominent syllables (Kelso, Vatikiotis-Bateson, Saltzman, & Kay, 1985; Vatikiotis-Bateson & Kelso, 1993). Interestingly, the acoustic signature of prominent syllables is not only supported by enhanced oromotor kinematics but is also visible in the kinematics of concurrently produced finger taps (Parrell et al., 2014; Smith, McFarland, & Weber, 1986). This transfer between articulatory and manual motor domains may also be relevant for the perceptual results in our study. In perception, the heightened motor features of prominent syllables may be simulated through forward predictions about the interlocutor’s productions (Pickering & Garrod, 2013). Hence, when aligning manual movements with prominent syllables, multisensory integration may be more successful than with non-prominent syllables because of underlying correspondences in motor dynamics.

The differences between multisensory and perceptual tasks were found only for prominent syllables. However, the results differed for sensitivity, response bias and DT. It is likely that these variables represent different underlying processes. Sensitivity, appears to be most affected by the amount of attentional resources allocated to the speech signal. It was higher in strong compared to weak positions and it was uniquely altered by motor alignment, as the perceptual tasks with and without cueing did not differ. The absence of an alignment effect in perceptual cueing also suggests that, independently of the timing of the cue, participants were entrained by the speech rhythm over the course of stimulus presentation. It may even be a possibility that longer delays between the cue and the speech stimulus (as it was the case for the incongruent condition) rather help to adapt to the speech rhythm, as suggested by the slight, but non-significant, tendency for more accurate change detection in the incongruent condition during cueing (see Figure 2). These suggestions deserve further investigation.

Response bias was especially influenced by the timing of the alignment cue. Incongruent timing of the cue
made participants adopt a more conservative criterion than congruent timing, in the perceptual and in the multisensory tasks. Response bias was lower in the cueing and tapping tasks than in the perceptual baseline (i.e. in strong positions). With respect to metrical positions, participants clearly adopted a more conservative criterion for weak positions than for strong positions. Note that response bias, as indicated by C, can be considered as being independent of d’ (Stanislaw & Todorov, 1999). It is worth noting that recent neuroimaging and evidence from studies using transcranial magnetic stimulation indicates that the magnitude of response bias correlates with activations in primary motor (e.g. hand motor cortex) and sensorimotor brain regions during syllable discrimination tasks (Smalle, Rogers, & Möttönen, 2015; Venezia, Saberi, Chubb, & Hickok, 2012). The present results suggest that decision biases in a word change detection task may also be modulated by temporal aspects of rhythmic cueing. This interpretation is compatible with current models of perceptual and sensorimotor timing which hypothesise that rhythmic cueing engages the motor network through a cerebello-thalamo-cortical circuitry (Dalla Bella, Benoit, Farrugia, Schwartze, & Kotz, 2015; Kotz & Gunter, 2015; Kotz & Schwartze, 2010). In summary, our findings point towards effects of rhythmic expectancies on decision-making, a result which needs further investigation.

Finally, DT was faster in tapping and cueing than in the perceptual baseline. However, it is with tapping that participants showed the fastest DTs. Interestingly, incongruent tapping yielded also faster DTs compared to baseline while we expected slower DTs. Thus, it is possible that speeded response times may be due to a more general effect of predictive rhythms in enhancing the temporal preparation prior to action (e.g. de la Rosa, Sanabria, Capizzi, & Correa, 2012; Sanabria, Capizzi, & Correa, 2011). Even in the case of incongruent tapping, which occurred systematically off-beat, and not randomly in between accented syllables, the rhythmic speech structure may have been partly enhanced, as compared to the baseline perceptual task. An alternative view would be that motor processes are generally facilitated through rhythmic tapping or cueing. However, in this case, we would have expected to find a general facilitation of DTs across positions and not a selective enhancement in strong positions which appear to be the anchors for rhythmic expectancies.

How do the results relate to previous findings on expectancy-driven speech processing in the auditory modality? Previous research has consistently shown that listening to alternating metrical strong–weak patterns in sentences, such as used in the present study, creates metrical expectancies in the listener about the upcoming structure (e.g. Bohn, Knaus, Wiese, & Domahs, 2013; Magne et al., 2007; Schmidt-Kassow & Kotz, 2009). This result has also been confirmed with less common metrical patterns (e.g. strong–weak–weak–weak, Kotz & Schmidt-Kassow, 2015) and for temporally precise and less precise recurrences of these patterns. In speech processing, metrical expectancies can affect the early interpretation of prosodic features (Brown, Salverda, Dilley, & Tanenhaus, 2015) and, subsequently, word segmentation strategies (Dilley & McAuley, 2008). EEG and neuroimaging studies also showed that metrical speech compared to more irregular speech lowers processing demands when participants listen to complex linguistic structures such as sentences containing syntactic ambiguities or semantic violations (Roncaglia-Denissen et al., 2013; Rothermich, Schmidt-Kassow, & Kotz, 2012). In line with results from Rothermich et al. (2012) and Rothermich and Kotz (2013), our results (i.e. improved detection of subtle word changes) suggest that the beneficial effects of expectancies in metrical speech may extend to semantic processes. However, our task also involved working memory. There is an ongoing debate about whether rhythmic contexts such as metrical speech or music serve as contextual cues that foster multiple encoding and enhance memory processes (Baddeley, 2004; Purnell-Webb & Speelman, 2008; Tillmann & Dowling, 2007; Tulving, 1972). Although our findings shed light on potential benefits for memory through multisensory encoding involving rhythmic movement, further research is needed in order to clarify which memory processes are engaged in this task and under which conditions.

Finally, the findings support the idea that multisensory information sharing similar temporal dynamics fosters binding and cross-modal integration, a process possibly underpinned by enhanced coherence of neural activity in distinct brain areas (e.g. Damasio, 1989; Nozaradan, Peretz, & Mouraux, 2012; Sapkota, Pardhan, & van der Linde, 2013). It may seem paradoxical that participants’ performance increased while performing a dual task (i.e. a verbal task and a motor task) as compared to a single-task baseline. Thus, aligning auditory and motor rhythms created optimal conditions for efficient integration of verbal and motor information. The observed effects may relate to other cases of temporally aligned multisensory (e.g. audiovisual or somatosensory) integration observed during speech perception (e.g. Gick & Derrick, 2009; Ito, Gracco, & Ostry, 2014). For example, speech processing is enhanced when participants visually see simple linear hand movements (i.e. beat-gestures, McNeill, 1992) that are simultaneously presented with spoken words (Biau & Soto-Faraco, 2013; Wang & Chu,
Such multimodal effects may be driven by an enhancement of timing cues via consistent auditory speech and visual movement information (Munhall et al., 2004), consistent with theories of action-based effects on sound perception (Maes et al., 2014).

The present study is limited to the effects of multisensory rhythms on metrical speech perception. However, we do not exclude a priori that similar auditory-motor processes may play a role during conversational speech, when interlocutors move their heads, fingers or feet along with expected prominent syllables while listening to their conversational partner. Another issue is the language-specificity of the present results in light of the fact that German as well as English are stress-based language in which rhythmic expectancies play an important role in speech perception. Although a few studies on non-stress languages such as French (e.g. Cason & Schön, 2012; Magne et al., 2007) point in a similar direction, more evidence is needed to extend our conclusions on rhythmic expectancies and multisensory binding to such languages. Finally, we see a link between the present results and efforts in speech therapy to use auditory-motor mappings to stimulate language functions. For instance, tapping together with speech productions is used in variants of melodic intonation therapy (Albert, Sparks, & Helm, 1973) to treat nonfluent aphasia resulting from a brain insult (e.g. Stahl, Kotz, Henseler, Turner, & Geyer, 2011), and to aid autistic children recover elementary verbal production skills (Wan et al., 2011). In light of our results, it may be interesting to consider training of verbal perceptual skills by using multisensory rhythmic stimulation.

In summary, moving along to a speech rhythm is particularly efficient in reinforcing rhythmic expectancies in speech perception. Our findings underscore the close link between rhythm in the verbal and motor domains (e.g. Cummins, 2009; Schmidt-Kassow et al., 2014). They point to verbal prominences as predictive anchors allowing for multisensory coupling and possibly, joint temporal expectancies in both the listener and the speaker (e.g. Lidji, Palmer, Peretz, & Morningstar, 2011; Shockley, Santana, & Fowler, 2003).
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