Multi-sensor Joint Adaptive Birth Sampler for Labeled Random Finite Set Tracking

Anthony Trezza, Member, IEEE, Donald J. Bucci Jr., Senior Member, IEEE, Pramod K. Varshney, Life Fellow, IEEE

Abstract—This paper provides a scalable, multi-sensor measurement adaptive track initiation technique for labeled random finite set filters. A naive construction of the multi-sensor measurement adaptive birth set distribution leads to an exponential number of newborn components in the number of sensors. A truncation criterion is established for a labeled multi-Bernoulli random finite set birth density. The proposed truncation criterion is shown to have a bounded L1 error in the generalized labeled multi-Bernoulli posterior density. This criterion is used to construct a Gibbs sampler that produces a truncated measurement-generated labeled multi-Bernoulli birth distribution with quadratic complexity in the number of sensors. A closed-form solution of the conditional sampling distribution assuming linear Gaussian likelihoods is provided, alongside an approximate solution using Monte Carlo importance sampling. Multiple simulation results are provided to verify the efficacy of the truncation criterion, as well as the reduction in complexity.
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I. INTRODUCTION

THE goal of a multi-object tracking algorithm is to estimate the number of objects and their trajectories from measurements observed at one or more sensors. Many tracking approaches have surfaces including, Global Nearest Neighbor (GNN) techniques [1], Joint Probabilistic Data Association (JPDA) [2], Multiple Hypothesis Tracking (MHT) [3], Belief Propagation (BP) [4], and Random Finite Sets (RFS) [5], [6]. We direct the reader to [7] for a detailed survey of the field, recent advances, and example applications. In this work, we focus on the canonical problem formulation where point objects are observed by multiple sensors at discrete time instants and are incorporated into state estimates via an online filtering recursion.

A key component of multi-object tracking techniques involves constructing newborn object tracks (i.e., track initialization). In GNN, MHT and JPDA techniques, newborn objects are constructed from unassociated measurements using application specific procedures [8], [9]. In contrast, RFS trackers leverage concepts from Finite Set Statistics (FISST) [5], [10] to create multi-object prior distributions representing newborn objects. For the Probability Hypothesis Density (PHD) [11], Cardinalized Probability Hypothesis Density (CPHD) [12] and Poisson Multi-Bernoulli Mixture (PMBM) [13] filters, the multi-object prior is a Poisson RFS describing the average number of newborn objects and their joint spatial distribution. For the Labeled Multi-Bernoulli (LMB) [14], [15] and Generalized Labeled Multi-Bernoulli (GLMB) [16]–[18] filters, the multi-object prior is a LMB RFS representing tuples of birth probabilities and spatial distributions for each newborn object. In a static birth strategy, the multi-object prior is fixed for the duration of a filter’s runtime and encodes known prior information. Static birth strategies are typically used when objects enter the surveillance volume in known predictable locations (e.g., air traffic control [19]). However, they do not include methods for re-acquiring dropped tracks. In a measurement adaptive birth strategy, the multi-object prior is determined from measurements each time the filtering recursion is called. This approach is effective in many applications since minimal prior information is known about where and how objects can appear in the surveillance volume. Care must be taken when designing these strategies to ensure that tracker performance is maintained without adversely affecting computational complexity.

For the remainder of this paper, we will limit our discussion to object birthing strategies for RFS track filtering algorithms. Measurement adaptive birth strategies for RFS track filtering algorithms have been discussed extensively in single-sensor applications. These strategies were first formalized in the RFS tracking literature for the PHD and CPHD filters in [20]. The authors proposed an augmented state space model, allowing for a separate specification of the PHD intensity function for newborn objects. They then focused on efficient particle placement strategies under a sequential Monte Carlo (i.e., particle) realization of the PHD and CPHD filters. This technique was later generalized for observable and unobservable state space partitions (i.e., partially uniform) under Gaussian Mixture belief states in [21]. Single-sensor adaptive birth techniques for the Cardinality Balanced Multi-target Multi-Bernoulli (CB-MeMBeR) filter were proposed in [22]–[24].

Single-sensor adaptive birth strategies were introduced in [14] for the LMB filter and in [25] for the GLMB filter. These techniques dynamically construct a LMB multi-object prior distribution using each measurement. The birth rate is controlled by subdividing a fixed birth rate proportionally per LMB component based on the relative probabilities of associating with any persisting object. The spatial distributions per newborn target are then constructed using the approach in [20]. Generalizations of these techniques have recently been proposed in [26]–[31]. The authors in [26] note that
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the birth technique of [14], [25] can lead to multiple targets being born from the same measurement. To address this, they propose an alternative GLMB filter structure that models the birth distribution using a labeled Poisson RFS and shifts the target birth procedure from the prediction to the update step. The authors in [27] propose an adaptive birth model for the particle GLMB filter based on interval measurements and relevance likelihood functions. A detection-driven approach based on Rauch-Tung-Striebel (RTS) smoothing to adaptively refine the birth distribution of the LMB filter is provided in [28]. Another approach based on running a parallel CPHD filter to bootstrap the GLMB filter at each time step is proposed in [29]. Multi-time step initialization techniques for unlabeled and labeled RFS filtering algorithms are provided in [30] and [31] respectively.

In contrast to the single-sensor adaptive birth strategies, multi-sensor multi-target filtering studies typically assume a static birth distribution (e.g., [4], [32]–[34]). Multi-sensor multi-object adaptive birth strategies have not yet been investigated systematically in the RFS tracking literature, especially for labeled RFS filters. The authors in [35] propose a clustering technique to obtain an approximation of the global multi-object posterior density at each time step. When fusing labeled RFS filters, the authors in [36] propose an alternative GLMB filter structure that models the birth technique of [14], [25] can lead to multiple targets being born from the same measurement. To address this, they propose an alternative GLMB filter structure that models the birth distribution using a labeled Poisson RFS and shifts the target birth procedure from the prediction to the update step. The authors in [27] propose an adaptive birth model for the particle GLMB filter based on interval measurements and relevance likelihood functions. A detection-driven approach based on Rauch-Tung-Striebel (RTS) smoothing to adaptively refine the birth distribution of the LMB filter is provided in [28]. Another approach based on running a parallel CPHD filter to bootstrap the GLMB filter at each time step is proposed in [29]. Multi-time step initialization techniques for unlabeled and labeled RFS filtering algorithms are provided in [30] and [31] respectively.

In this paper, we derive an efficient multi-sensor multi-object adaptive birth strategy for labeled RFS filters using a Gibbs sampler. We show that this significantly improves the scalability of constructing the adaptive birth LMB multi-object prior by reducing the complexity from exponential to quadratic in the number of sensors without adversely affecting tracking performance. As opposed to ad hoc clustering techniques [36], [41], our approach exponentially converges to an established truncation criterion that results in a bounded L1 error in the GLMB posterior. The proposed approach can easily be modified to incorporate information from auxiliary features [42]–[44], but it is not dependent upon it. This results in a more robust solution for applications where feature data is unavailable or unreliable.

The major contributions of this paper are,

- A formal definition of the multi-sensor adaptive birth LMB density in the context of [14], [25].
- A truncation criterion for a LMB birth density and its bounded L1 error in the posterior δ-GLMB density.
- An approach for generating a truncated multi-sensor adaptive birth LMB density via Gibbs sampling that achieves quadratic complexity in the number of sensors.
- A Monte Carlo approximation of the Gibbs sampling algorithm and construction of the multi-sensor adaptive birth LMB density.
- The derivations for the closed-form solution of the Gibbs sampling algorithm and construction of the multi-sensor adaptive birth LMB density assuming linear Gaussian models.

The paper is organized as follows. Section II provides background material on labeled RFS tracking and the multi-sensor δ-GLMB filtering recursion. Section III presents a truncation criterion for a LMB birth density and its bounded L1 error in the posterior δ-GLMB density. Section IV formalizes the multi-sensor adaptive birth problem and its complexity challenges. Section V derives the proposed Gibbs sampling truncation technique to generate a birth LMB density from multi-sensor measurement tuples. Section VI and Section VII provide the Monte Carlo approximation and the derivation of the closed-form solution under Gaussian likelihoods respectively. Section VIII provides simulated results of the proposed adaptive birth technique used in the LMB and δ-GLMB filters. Finally, concluding remarks are provided in Section IX.

II. BACKGROUND

We adopt the following notation from [10], [18]. Single-object states are represented by lowercase letters, e.g. \( x \), \( x \). Multi-object states are represented as uppercase letters, e.g.
$\mathbf{X}$, $\mathbf{X}$, X. Labeled states and their distributions will be represented by bold letters, e.g., $\mathbf{x}$, $\mathbf{X}$, $\pi$. Spaces will be represented using blackboard bold letters, e.g., $\mathbb{X}$, $\mathbb{Z}$, $\mathbb{L}$, $\mathbb{R}$, etc. The sequence of variables $X_1, X_{i+1}, \ldots, X_i$ will be abbreviated as $X_{i:j}$. The standard inner product $\int f(x)g(x)dx$ will be written as $\langle f, g \rangle$. For a finite set $X$ with arbitrary elements and real-valued function $h$, the product $\prod_{x \in X} h(x)$ will be written in multi-object exponential form, $h^X$, with $h^0 = 1$ by convention. The generalized Kronecker delta function over arbitrary arguments is defined as,

$$\delta_Y(X) \triangleq \begin{cases} 1, & \text{if } X = Y \\ 0, & \text{otherwise} \end{cases}.$$  

(1)

Finally, we denote the set inclusion function as,

$$1_Y(X) \triangleq \begin{cases} 1, & \text{if } X \subseteq Y \\ 0, & \text{otherwise} \end{cases}.$$  

(2)

As a shorthand notation, we adopt the notation $1_Y(x)$ in place of $1_Y(\{x\})$ when $X = \{x\}$.

A. Labeled Multi-object State

Let $x_k \in \mathbb{X}$ be a random state vector and $l_k \in \mathbb{L}$ be a unique label at time step $k$. Let $\mathbf{x}_k = (x_k, l_k) \in \mathbb{X} \times \mathbb{L}$ be defined as a labeled object state at time step $k$. The label space for all objects up to time $k$ is the disjoint union $\mathbb{L}_k = \bigcup_{i=0}^k \mathbb{L}_i$, where $\mathbb{L}_i$ denotes the label space for objects born at time step $t$. The collection of object states $\mathbf{x}_1, \ldots, \mathbf{x}_N$, known as the multi-object state, is modeled as a labeled RFS,

$$\mathbf{X}_k = \{\mathbf{x}_k, \ldots, \mathbf{x}_{k,n_k}\} \in \mathcal{F}(\mathbb{X} \times \mathbb{L}_k).$$  

(3)

where $\mathcal{F}(\mathbb{X} \times \mathbb{L}_k)$ is the collection of all finite subsets on $\mathbb{X} \times \mathbb{L}_k$. Define $\mathcal{L}(\mathbf{X}) = \{I : (x, l) \in \mathbf{X}\}$ as the set of all labels in $\mathbf{X}$. Since all labels must be unique, we have $\delta_{|X|}(\mathcal{L}(\mathbf{X})) = 1$, where $| \cdot |$ denotes the set cardinality. Define the distinct label indicator as $\Delta(\mathbf{X}) \triangleq \delta_{|X|}(\mathcal{L}(\mathbf{X}))$.  

(4)

For the remainder of this paper, we will drop the subscript notation for current time step $k$ and use subscript ‘$+$’ to indicate the next time step $(k+1)$.

B. Multi-object Dynamic Model

Between each time step, every object $(x, l) \in \mathbf{X}$ can survive with probability $p_s(x, l)$ or die with probability $q_s(x, l) = 1 - p_s(x, l)$. If it survives, it evolves to the new state $(x + s, l_s)$ according to the Markov transition density $f_+(x + s | x, l) \delta[l_s]$. The set of surviving objects, $\mathbf{W}$, is modeled as a LMB RFS with parameter set $\{p_s(x), f_+(x, l) : x \in \mathbf{X}\}$ distributed according to $\mathcal{F}(\mathbf{X} \times \mathbb{L}_k)$.

$$\mathbf{f}(\mathbf{W} | \mathbf{X}) = \Delta(\mathbf{W}) \Delta(\mathbf{X}) 1_{\mathcal{L}(\mathbf{X})}(\mathcal{L}(\mathbf{W})) \Phi(\mathbf{W}; \cdot)^X.$$  

(5)

where

$$\Phi(\mathbf{W}; x, l) = \sum_{(x+l') \in \mathbf{W}} \delta(l_{l'}) p_s(x, l) f(x + s | x, l) + [1 - \delta(l_{l'})] q_s(x, l).$$  

(6)

The set of newborn objects, $\mathbf{B}_+$, is modeled as an LMB RFS with density,

$$\mathbf{f}(\mathbf{B}_+ | \mathbf{X}) = \Delta(\mathbf{B}_+) 1_{\mathcal{L}(\mathbf{B}_+)}(\mathcal{L}(\mathbf{B}_+)) \Phi(\mathbf{B}_+; \cdot)^X.$$  

(7)

where $\mathcal{L}(\mathbf{B}_+)$ is the probability that an object is born with label $l_+$ and $p_{B,+}$ is the spatial distribution of its kinematic state $\mathcal{F}(\mathbf{X})$. The predicted multi-object state, $\mathbf{X}_+$ is the superposition of surviving and newborn objects, $\mathbf{X}_+ = \mathbf{W} \cup \mathbf{B}_+$. Under the standard assumption that, conditioned on $\mathbf{X}$, objects move, appear, and die independently of one another, the expression for the multi-object transition density is modeled as $\mathcal{F}(\mathbf{X})$.

$$\mathbf{f}(\mathbf{X}_+ | \mathbf{X}) = \mathbf{f}(\mathbf{W}_+ | \mathbf{X}) \mathbf{f}(\mathbf{B}_+ | \mathbf{X}) = \Phi(\mathbf{X}_+; \cdot)^X.$$  

(8)

C. Multi-object Observation Model

Suppose the multi-object state $\mathbf{X}$ is partially observed by $V \geq 1$ sensors, denoted $s \in \{1, \ldots, V\}$, in observation space $\mathbb{Z}$. Object state $\mathbf{x} \in \mathbb{X}$ is either detected by sensor $s$ with probability $p_D(s)(\mathbf{x})$ or does not generate a measurement with probability $1 - p_D(s)(\mathbf{x})$. If an object is detected, it generates a noisy measurement $z(s)$, modeled by the measurement likelihood function $g(s)(z(s) | \mathbf{x})$. The set of detected points at each sensor is modeled as forming a multi-Bernoulli RFS with parameter set $\{(p_D(s)(\mathbf{x}), g(s)(z(s) | \mathbf{x}) : s \in \mathbb{X}\}$, assuming conditional independence on $\mathbb{X}$ between each Bernoulli RFS. In addition, sensor $s$ observes a set of clutter-generated measurements modeled as being sampled according to a Poisson distribution with intensity $\kappa(s)$. The multi-object observation, $\mathbb{Z}$, is modeled as the superposition of object detections and clutter-generated measurements. It follows that the observation likelihood is the convolution of the detected multi-Bernoulli RFS distribution and clutter-generated Poisson RFS distributions.

$$g(s)(\mathbb{Z} | \mathbf{X}) \propto \sum_{\theta(s) \in \mathbb{G}(\mathbf{X})} 1_{\theta(s) \in \mathbb{G}(\mathbf{X})}(\theta(s)) |\psi_s(\mathbf{Z}, \theta(s)) \circ \mathcal{L}(\cdot)|^X,$$  

(9)

where $\theta(s) \circ \mathcal{L}(\mathbf{x}) = \theta(s)(\mathcal{L}(\mathbf{x}))$, $\theta(s)$ is a positive 1:1 function from the object label to the measurement index, and $\theta(s) : \mathbb{L} \rightarrow \{0\} \cup \mathbb{J}$ with 0 denoting an undetected object label by convention. For brevity, let the space $\mathbb{J}_0 = \{0\} \cup \mathbb{J}$ be defined as the measurement enumeration space augmented with the element 0. Note that $\theta(s)$ is only injective for $\theta(s)(l) \in \mathbb{J}$ (i.e., $\theta(s)(i) = \theta(s)(i') > 0 \Rightarrow i = i'$) since several object labels may map to element 0. The collection $\Theta(s)$ is the set of all $\theta(s)$ maps, with $\Theta(s)(l)$ as the subset of $\Theta(s)$ with domain $l$. The pseudolikelihood function is given by $\mathbb{L}$.

$$\psi_s(\mathbf{Z}, \theta(s))(\mathbf{x}) = \begin{cases} \frac{p_D(s)(\mathbf{x}) g(s)(\mathbf{z}(\mathbf{x}))}{\kappa(s)} & \text{if } j(s) \in \mathbb{J}_0 \\ 1 - p_D(s)(\mathbf{x}) & \text{if } j(s) = 0. \end{cases}$$  

(10)
We present an augmented version of the multi-sensor abbreviated notation provided in [18],
\[ \mathbb{J}_0 \triangleq \mathbb{J}_0^{(1)} \times \ldots \times \mathbb{J}_0^{(V)}, \quad J \triangleq (j^{(1)}, \ldots, j^{(V)}), \]
\[ \Theta \triangleq \Theta^{(1)} \times \ldots \times \Theta^{(V)}, \quad \theta \triangleq (\theta^{(1)}, \ldots, \theta^{(V)}), \]
\[ Z \triangleq (Z^{(1)}, \ldots, Z^{(V)}), \quad Z_J \triangleq (z^{(1)}_{j^{(1)}}, \ldots, z^{(V)}_{j^{(V)}}), \]
\[ 1_{\Theta(I)}(\theta) \triangleq \prod_{s=1}^{V} 1_{\Theta^{(s)}(I)}(\theta^{(s)}), \quad \psi_Z^{s}(x) \triangleq \prod_{s=1}^{V} \psi_{Z^{(s)}}^{s}(x) \]
where \( \mathbb{J}_0 \) is defined as the augmented multi-sensor, multi-observation index space, with index \( \{0\} \) added as notation to denote missed detections. Let \( J \in \mathbb{J}_0 \) be defined as a multi-sensor index tuple that contains a \( 0 \)-augmented measurement index for every sensor. By conditional independence of the sensors, the multi-sensor multi-object likelihood is of the same form as the single-sensor multi-object likelihood [18].

\[ g(Z|X) = \prod_{s=1}^{V} g^{(s)}(Z^{(s)}|X) \propto \sum_{\delta \in \Theta} \delta_{\Theta(L(X))}(\theta)[\psi_{Z}^{\Theta(L)}(\cdot)]^X. \tag{11} \]

**D. Multi-sensor δ-GLMB Recursion**

A δ-GLMB density is a labeled multi-object density of the form [10],
\[ \pi(X) = \Delta(X) \sum_{I, \xi} w(I, \xi) \delta_{I}[L(X)][p^{(\xi)}(\cdot)]^X, \tag{12} \]
where \( I \in \mathcal{F}(\Lambda) \) is a finite subset of object labels, \( \xi \in \Xi \) represents a history of multi-sensor association maps, and \( p^{(\xi)}(\cdot, I) \) is a probability density on \( X \). Each hypothesis weight \( w(I, \xi) \) is non-negative and sum to 1.

Under the multi-object dynamic and measurement model described in Sections II-B and II-C, the δ-GLMB density is a conjugate prior with itself. This results in a closed-form formalization in the prediction and update steps respectively. A more efficient implementation of the δ-GLMB filter is provided in [17] which combines the filtering recursion into a joint predict-update step and presents a stochastic truncation algorithm based on Gibbs sampling. Multi-sensor implementation details were initially discussed in [45] using an iterated-corrector approach, and later formalized in [18] for the joint multi-sensor formulation.

**E. δ-GLMB Measurement Association Probabilities**

The probability that a single-sensor’s measurement, \( z^{(s)}_{j^{(s)}+} \), is associated with existing targets in the δ-GLMB posterior density is proportional to the sum of the posterior hypotheses weights where measurement \( z^{(s)}_{j^{(s)}+} \) is associated with a target. More formally,
\[ r_{A,+}(J^{(s)}_{j^{(s)}+}) \propto \sum_{I, \xi, I, \theta} 1_{\beta^{(s)}(J^{(s)}_{j^{(s)}+})} w(I, \xi) w(I, \xi + 1, \theta) \tag{15} \]
where \( 1_{\beta^{(s)}(J^{(s)}_{j^{(s)}+})} \) is the inclusion function denoting that measurement \( z^{(s)}_{j^{(s)}+} \) is associated with a target in sensor \( s \)'s mapping \( \beta^{(s)}(\cdot) \) [25]. By notation, let \( r_{A,+}(0) = 0 \) which is intuitive as it suggests that a missed detection did not associate with any tracks in the existing hypotheses. The probability that the multi-sensor measurement tuple \( J_{+} \) is unassociated with existing targets in the δ-GLMB posterior density is approximated by,
\[ r_{U,+}(J^{(s)}_{j^{(s)}+}) \propto [1 - r_{A,+}(J^{(s)}_{j^{(s)}+})]. \tag{16} \]

**III. BIRTH LABEL TRUNCATION CRITERION**

Although the size of the birth distribution can be large, in most applications many newborn components do not contribute significantly to the posterior δ-GLMB. This concept is formalized in the following theorem.

**Theorem III.1.** Let \( f_{B,+} \) be the birth LMB RFS density generated from all possible multi-sensor measurement tuples resulting in a birth label space \( \mathbb{B}_+ \). Let \( f_{B,+}^{(s)} \) be a truncated birth LMB RFS density of \( f_{B,+} \) with a birth label space \( \mathbb{B}_+^{(s)} \subseteq \mathbb{B}_+ \) formed such that,
\[ \mathbb{B}_+ = \{ I_+ \in \mathbb{B}_+: r_{B,+}(I_+) \geq \epsilon \}, \tag{17} \]
for truncation threshold \( \epsilon \geq 0 \). Let \( \mathcal{H} = \mathcal{F}(\Lambda) \times \mathcal{F}(\Lambda \cup \mathbb{B}_+) \) be the hypotheses in the posterior δ-GLMB using the original and truncated birth sets respectively. The LI-truncation error between \( \mathbb{H} \) and \( \mathcal{H}^{(s)} \) is upper bounded by,
\[ |\pi_{\mathcal{H}} - \pi_{\mathcal{H}^{(s)}}| \leq \sum_{(I, \xi, I, \theta) \in \mathbb{H}^{(s)}} 1_{\Theta}(I_+) K[I_+ | \epsilon N^{(s)}_{T_+}(I_+) \geq \epsilon] \tag{18} \]
where \( N^{(s)}_{T_+}(I_+) = |I_+ \cap (\mathbb{B}_+ \setminus \mathbb{B}_+^{(s)})| \) is the number of truncated newborn labels in \( I_+ \), and \( K \) is a positive upper bound, \( 0 \leq K \leq 1 \).
\[ \hat{\psi}_{Z+}(\theta+) (l_+) \leq K, \forall l_+ \in F(L \cup (B_+ \setminus B_+')) \text{ with } l_+ \in I_+ \text{ and } \theta_+ \in \Theta_+ (I_+). \]

The proof of Theorem III.1 is provided in Appendix B. Intuitively, the truncation criterion is interpreted as pruning components that are expected to have a low existence probability in the \( \delta \)-GLMB posterior density. The weight of any hypothesis containing a newborn birth label \( l_+ \) will be multiplicatively proportional to \( r_{B,+}(l_+) \) (by inspection and simplification of Equation (14a)). If this value is low, then the weight of every hypothesis containing \( l_+ \) will also be low, resulting in a low existence probability for label \( l_+ \) [16]. The significance of Theorem III.1 is that the L1-distance between the truncated and untruncated \( \delta \)-GLMB posterior distributions is upper bounded by a positive polynomial in \( \epsilon \). As \( \epsilon \to 0 \), the L1-distance \( |\pi_{\text{H}} - \pi_{\text{H}^*}| \to 0 \).

IV. Multi-sensor Adaptive Birth Density

In many practical applications, the birth prior, \( p_{B,+} \), is uninformative in one or more states of the state space. If the birth prior is informative for an application, then a static birth technique could be used to construct a birth LMB RFS density according to Equation (7). Instead in an adaptive birth procedure, we aim to construct a birth LMB RFS density for the next time step using multi-sensor measurements from the current time step. Let each unique birth label be defined as \( l_+ = (k+1,J) \), resulting in a birth label space \( B_+ = \{(k+1,J) : \forall J \in J_0\} \). Since each label is generated using a unique measurement tuple \( J \), by construction there is a known bijective mapping between birth labels and measurement tuples, \( \theta' : B_+ \to J_0 \). Because of this, we will interchange \( \theta' (l_+) \) and \( J \) as necessary for clarity or brevity.

Extending Reuter, et al.’s suggestion in [14], let the birth LMB RFS density be constructed with parameter set,

\[ f_{B,+} = \{(r_{B,+}(l_+), p_{B,+}(l_+, Z_J)) \}, \quad l_+ \in B_+, \quad (19) \]

where \( r_{B,+}(l_+) \) and \( p_{B,+}(l_+, Z_J) \) are the birth probability and spatial distribution of label \( l_+ \) respectively. Since the measurements \( Z_J \) were observed at time step \( k \) and the birth LMB density is incorporated at time step \( k+1 \), the spatial distribution of each Bernoulli component is modeled using the posterior density of the birth prior using measurement \( Z_J \), then predicted to time step \( k+1 \). This procedure reduces the risk of divergence between measurements at the next time step and the components in the birth LMB. For example, if a set of sensors observe a highly maneuverable aircraft at time step \( k \), and the discrete sampling interval between time steps \( k \) and \( k+1 \) is large, then the target may have moved substantially by the time it is next observed. If this dynamic uncertainty is not accounted for in the birth component’s spatial distribution, then the measurements at the next time step may not associate with the birth component and could lead to track switching or track divergence. The dynamic model uncertainty is incorporated into the spatial distribution using the Chapman-Kolmogorov equation [5],

\[ p_{B,+}(x+, l_+ | Z_J) = \int f_+(x+ | x, l) p_B(x, l_+ | Z_J) dx, \quad (20) \]

where, by Bayes rule,

\[ p_B(x, l_+ | Z_J) = \frac{p_B(x, l_+) \bar{\psi}_Z^J(x, l_+) \psi_{Z+}^J (l_+)}{\bar{\psi}_Z^J (l_+)} \quad (21) \]

\[ \hat{\psi}_Z^J (l_+) = \langle p_B(\cdot, l_+), \psi_{Z+}^J (\cdot, l_+) \rangle. \quad (22) \]

There are two desirable properties of a newborn label \( l_+ \) generated from a multi-sensor adaptive birth procedure; (1) measurements used to generate the newborn component should be minimally associated with existing tracks in the current \( \delta \)-GLMB posterior density (i.e., high \( r_U(J) \)) and, (2) multi-sensor measurements used to generate newborn components should be consistent across sensors for all \( x \) (i.e., high \( \bar{\psi}_Z^J(l_+) \)). Using this insight, we model the birth probability for each Bernoulli component as,

\[ r_{B,+}(l_+) = \min (r_{B,max}, \hat{r}_{B,+}(l_+) \lambda_{B,+}), \quad (23) \]

where \( r_{B,max} \in [0,1] \) is the maximum existence probability of a newborn target, \( \lambda_{B,+} \) is the expected number of target births at time step \( k+1 \), and the effective birth probability is given as,

\[ \hat{r}_{B,+}(l_+) = \frac{r_U(J) \bar{\psi}_Z^J (l_+)}{\sum_{J' \in J_0} r_U(J') \psi_{Z+}^J (l_+)}. \quad (24) \]

A. Multi-sensor Birth Set Size Complexity Analysis

The labels in \( B_+ \) consist of all combinations of multi-sensor measurements. For \( m^{(s)} \) measurements at each sensor, the number of birth labels in \( B_+ \) is equal to \( \prod_{s=1}^{S} (m^{(s)} + 1) \). Assuming the maximum number of measurements from all of the sensors is \( m \), the worst-case complexity is \( O(m^V) \). This quickly becomes intractable as the number of sensors or the number of measurements per observation set increases. For example, in a scenario with 5 sensors and 15 measurements each, there would be 165 ≈ 1 million newborn labels.

V. Gibbs Sampling Truncation of the Multi-sensor Adaptive Birth Density

The truncation criterion described in Theorem III.1 requires evaluation of Equation (17) over an exponentially large number of newborn components (see Section IV A). Instead, we aim to derive a technique to efficiently sample labels according to a categorical distribution proportional to,

\[ p(l_+) \propto r_{B,+}(l_+). \quad (25) \]

This is intuitive as it states that newborn labels should be sampled proportionally to their birth probability. From Equation (23), \( r_{B,+}(l_+) \) is given as \( \hat{r}_{B,+}(l_+) \lambda_{B,+} \) upper bounded by \( r_{B,max} \). Assuming the value of \( r_{B,max} \) is chosen large enough that it does not inhibit the differentiation between labels with a large and small value of \( \hat{r}_{B,+}(l_+) \lambda_{B,+} \), the sampling distribution can be simplified to,

\[ p(l_+) \propto \hat{r}_{B,+}(l_+) \propto r_U(J) \bar{\psi}_Z^J (l_+). \quad (26) \]

Directly sampling from the categorical distribution \( p(l_+) \), still requires evaluation over an exponential number of possible birth labels. By construction of the birth set, there exists a 1:1 mapping between \( l_+ \) and \( J \). This means that sampling from
Algorithm 1 Multi-sensor Adaptive Birth Gibbs Sampler

Input:
\[ Z, r_U, p_{B, +}, r_{B, \text{max}}, \lambda_{B, +}, T \]

Output:
\[ f'_{B, +} \]
> Gibbs Sampling Truncation
1: \[ \mathcal{B}'_+ = \emptyset \]
2: \[ J = (0, \ldots, 0) \]
3: for \( t = 1, \ldots, T \) do
4: for \( s \in \text{shuffle} \{1, \ldots, V\} \) do
5: for \( j(s) \in \mathbb{J}_0(s) \) do
6: evaluate \( p(j(s)|J^{-s}) \) using Theorem V.1
7: end for
8: \[ j(s') \sim p(j(s')|J^{-s'}) \]
9: \[ J = (j(1), \ldots, j(s-1), j(s'), j(s+1), \ldots, j(V)) \]
10: end for
11: \[ \mathcal{B}'_+ = \mathcal{B}'_+ \cup \theta^{-1}(J) \]
12: end for
> Constructing the Birth LMB
13: \[ f'_{B, +} = \emptyset \]
14: for \( l_+ \in \mathcal{B}'_+ \) do
15: \[ J = \theta(l_+) \]
16: construct \( p_{B, +}(\cdot, l_+|Z_j) \) according to Equation (20)
17: evaluate \( r_{B, +}(l_+) \) according to Equation (23)
18: \[ f'_{B, +} = f'_{B, +} \cup \{(r_{B, +}(l_+), p_{B, +}(\cdot, l_+|Z_j))\} \]
19: end for

\( p(l_+) \) is equivalent to sampling multi-sensor measurement tuples from the joint distribution, \( p(J) = p(j(1), \ldots, j(V)) \). Intuitively, this can be seen as sampling multi-sensor measurement tuples that will be used to generate labels in the adaptive birth LMB RFS density. From this insight, we construct a Gibbs sampler to efficiently generate elements from the multi-sensor measurement adaptive birth set according to the truncation criterion established in Theorem III.1.

Theorem V.1. The joint likelihood \( p(l_+) \) is proportional to the conditional likelihood,
\[ p(l_+) \propto p(j(s)|J^{-s}), \forall s = 1, \ldots, V \tag{27} \]
where \( J^{-s} = (j(1), \ldots, j(s-1), j(s+1), \ldots, j(V)) \). For a given sensor \( s \) the conditional likelihood is proportional to,
\[ p(j(s)|J^{-s}) \propto \left(1 - r_A(j(s))\right) \bar{\psi}_Z^s(l_+), \tag{28} \]
The proof of Theorem V.1 is found by combining all of the terms in the product \([1 - r_A]J\) that are not a function \( j(s) \) into the normalizing constant.

Implementation of the Gibbs sampling procedure is provided in Algorithm 1 where \( T \) is the number of Gibbs iterations. Starting from any initial state \( J \), the proposed Gibbs sampler, defined by the conditional likelihood in Theorem V.1, converges to the target distribution (Equation (25)). For a finite state discrete Gibbs sampler, irreducibility with respect to the target distribution is a sufficient condition for convergence [16]. On the \( t \)th Gibbs iteration, the transition probability from any state \( J^{t-1} \) to state \( J^t \) is the product of the conditional likelihoods. If the detection probability of every sensor \( s \) is \( p_D(j(s)) < 1 \), then the transition probability from any state to the all-missed detection state is strictly positive. Similarly for any state \( J \), if \( r_A(j(s)) < 1 \) for all \( j(s) \) and \( \bar{\psi}_Z^s(l_+) \) is continuous, then the transition probability from the all-missed detection state to any state is strictly positive. Using a similar approach as the proof of [16, Proposition 4], the two-step transition probability from any state to any other state is strictly positive since it can always transition to the all-missed detection state first.

The Gibbs sampler in Algorithm 1 does not require a burn-in period. Every unique solution can be directly used since we do not need to discard samples until we reach a stationary distribution. It is important to ensure that the Gibbs sampler is encouraged to seek diverse solutions and prevent it from stalling at local maxima, sometimes referred to as high probability islands. In Algorithm 1 we randomize the order of the sensor indexes on each Gibbs iteration to encourage exploration. Other approaches include annealing or tempering techniques that modify the stationary distribution [47], [48] or through restarting logic if a unique solution has not been found after a certain number of samples.

In this paper, we initialize \( J \) using the all-missed detection tuple, \( J = (0, \ldots, 0) \), When no prior information is available, starting with the all-missed detection tuple allows for more diverse exploration of unique solutions and is less likely to initialize to a high probability island.

Remark 1. In Theorem V.1 if the association probability is high for any measurement index, \( r_A(j(s)) \approx 1 \), then the sampling probability will be close to zero, \( p(j(s)|J^{-s}) \approx 0 \) regardless of the value of \( \bar{\psi}_Z^s(l_+) \). Since in practice \( r_A \) needs to be calculated at the current time step for all \( j(s) \) before the adaptive birth procedure, a pre-pruning technique can be employed before Algorithm 1 by sampling over the subset of measurement indexes \( \{j(s) \in \mathbb{J}_0(s) : r_A(j(s)) > \tau\} \) for all \( s \in V \), where \( \tau \in [0, 1] \) is a user-specified maximum association probability threshold. This removes measurement indexes from being considered in the sampler that are unlikely since \( p(j(s)|J^{-s}) \approx 0 \).

The implementation of Algorithm 1 consists of computing or constructing three probability distributions which, in practice, can be challenging to evaluate: (1) the sampling distribution \( p(j(s)|J^{-s}) \), (2) the newborn component’s spatial distribution \( p_{B, +}(\cdot, l_+|Z_j) \) and (3) the newborn component’s existence probability \( r_{B, +}(l_+) \). One of the primary challenges associated with evaluating these distributions is computing the inner product \( \bar{\psi}_Z^s \). Section VI addresses these challenges using a Monte Carlo approximation and Section VII addresses these challenges under a linear Gaussian model assumption.

VI. MONTE CARLO APPROXIMATION
A. Monte Carlo Approximation of \( \bar{\psi}_Z^s(l_+) \)

By Equation (22), since the birth prior density \( p_B \) is a valid probability density on \( x \), then the inner product is the expected value of \( \bar{\psi}_Z^s(\cdot, l_+) \) such that, \( \bar{\psi}_Z^s(l_+) = \mathbb{E}_{p_B}[\bar{\psi}_Z^s(\cdot, l_+)] \). Using Monte Carlo integration, the expected value of any arbitrary function can be approximated using a set of independently
and identically distributed (i.i.d.) samples \( \{x_n\}_{n=1}^{N_p} \) from its associated probability density. That is, \[ \psi^*_Z(l_+) \approx \frac{1}{N_p} \sum_{n=1}^{N_p} w_n(x_n, l_+) \] (29)

where \( x_n \sim p_B \) and \( w_n = \psi^*_Z(x_n, l_+) \). If an application has an informative prior density, \( p_B \), then the expected value can simply be approximated by sampling from \( x_n \sim p_B \) and evaluating each sample under the pseudolikelihood. However, as discussed in Section [IV] the birth prior distribution \( p_B \) is often uninformative. Sampling \( x_n \) from an uninformative distribution would result in a large estimator variance for a fixed number of samples.

Instead, we can use an importance sampling procedure to sample from a more informative proposal distribution, \( x_n \sim q \) [49] Chapter 11]. This leads to the updated importance weights being proportional to the likelihood density \( p_B / q \), \[ w_n = \psi^*_Z(x_n, l_+) \frac{p_B(x_n, l_+)}{q(x_n, l_+)} \] (30)

One choice of a proposal distribution is similar to the procedure provided in [20]. First assume independence between the observable states \( (x_o) \) and unobservable states \( (x_u) \) such that the birth prior decomposes to \( p_B(x, l_+) = p_B^o(x_o, l_+) p_B^u(x_u, l_+) \), where \( p_B^o \) and \( p_B^u \) are prior densities on the observable and unobservable state spaces respectively. Our objective is to construct a more informative proposal distribution for the observable \( q^o \) and unobservable \( q^u \) state spaces such that \( q(x, l_+) = q^o(x_o, l_+) q_u(x_u, l_+) \). Since \( x_u \) is unobserved, \( q^u \) is modeled as \( q^u(x_u, l_+) = p_B^u(x_u, l_+) \). Since \( x_o \) is observed, \( q^o \) can be modeled such that a measurement \( z^{(s)} \) can be considered a random sample from the density \( q^o(\cdot|x_o) \). We choose \( j^{(s)} \) to be any non-missed detection measurement in the measurement tuple \( J \) (i.e., \( j^{(s)} > 0 \) for \( j^{(s)} \in J \)). Let the observation function for sensor \( s' \) be given by \( z_{j^{(s)}} = h^{(s)}(x_o) + \eta \), where \( h^{(s)} \) is an invertible function with a differentiable inverse, \( h^{-1}(\cdot) \), and \( \eta \) is additive, zero-mean white Gaussian noise such that \( \eta \sim \mathcal{N}(0, R^{(s)}). \) Under this model the proposal distribution for observable states is, \[ q^o(x_o, l_+) = \mathcal{N}(x_o| h^{(s)} \cdot \psi_j^{(s)} R^{(s)} \psi_h^{(s) T}), \] (31)

where \( \psi_h^{(s)} \) is the Jacobian of \( h^{(s)} \). This results in importance weights, \[ w_n = \frac{\psi^*_Z(x_n, l_+)}{\mathcal{N}(x_o| h^{(s)} \cdot \psi_j^{(s)} R^{(s)} \psi_h^{(s) T})}. \] (32)

Substituting the importance weights from Equation (32) into Equation (29) results in an approximation of \( \psi^*_Z(l_+) \) under this choice of proposal distribution.

**B. Monte Carlo Approximation of \( p(j^{(s)}|J^{-s}) \)**

Substituting the proposed approximation of \( \psi^*_Z(l_+) \) presented in Section [VI-A] into the sampling distribution in Equation (28) directly results in the Monte Carlo approximation of \( p(j^{(s)}|J^{-s}) \). The implementation of the Monte Carlo approximation of \( p(j^{(s)}|J^{-s}) \) is given in Algorithm [2] where \( j^{(s)} \sim \text{Cat} \left( \left\{ j^{(s)} \in J : j^{(s)} > 0 \right\} \right) \) denotes sampling a non-missed detection index from the tuple \( J \) with equal probability.

**C. Monte Carlo Approximation of \( p_B(x, l_+|Z_J) \)**

Our objective is to generate a set of samples, \( \{w_n, x_n\}_{n=1}^{N_p} \), that are distributed according to Equation (21) such that, \[ p_B(x, l_+|Z_J) \propto p_B(x, l_+) \psi^*_Z(x, l_+) \approx \sum_{n=1}^{N_p} w_n \delta_x(x_n). \] (33)

This can be accomplished by sampling \( x_n \sim p_B \) with weights \( w_n = \psi^*_Z(x_n, l_+) \). If \( p_B(x, l_+) \) is informative and easy to sample from, then this technique can be easily implemented. If it is not easy to sample from, an importance sampling technique similar to that proposed in Section [VI-A] can be used. To help avoid degeneracy, a resampling procedure such as multinomial, stratified, or systematic resampling can be employed [50].

Given the Monte Carlo approximation of \( p_B(x, l_+|Z_J) \) in Equation (33), the posterior density predicted to the birth time from Equation (20) is given by, \[ p_B(x, l_+|Z_J) \approx \sum_{n=1}^{N_p} w_n f_+(x_+|x_n) \delta_x(x_n). \] (34)
This results in a new set of Monte Carlo supports \(\{w_{n,+}, x_{n,+}\}_{n=1}^{N_p}\), where \(\{w_{n,+}\}_{n=1}^{N_p} = \{w_{n,f+}(x_+|x_n)\}_{n=1}^{N_p}\) and \(\{x_{n,+}\}_{n=1}^{N_p} = \{x_n\}_{n=1}^{N_p}\). Note that in this approach, only the weights are updated in accordance with the transition density. Equivalently, if the sample weights \(w_n\) are uniform, the set of predicted sample states can instead be more naturally sampled from the transition density, \(x_{n,+} \sim f(x_+|x_n)\), with uniform weights \(w_{n,+} = 1/N_p\). The implementation of the Monte Carlo sampling of \(p_{B,+}(x_+, l_+|Z_J)\) is given in Algorithm 3.

D. Monte Carlo Approximation of \(r_{B,+}(l_+)\)

The Monte Carlo approximation for the birth probability is directly given by first substituting the proposed approximation of \(\tilde{\psi}_Z^d(l_+)\) presented in Section VI-A into Equation 24 and then substituting this result into Equation 23.

E. Complexity Analysis Using Monte Carlo Approximation

Sampling newborn labels using the Gibbs sampler proposed in Algorithm 1 with the proposed Monte Carlo approximation of the sampling distribution in Section VI-B is \(O(mTN_pV^2)\), which is linear in configurable parameters \((T, N_p)\), linear in the maximum number of measurements \(m\) and quadratic in the number of sensors \(V\). Constructing the newborn label’s spatial distribution and birth probabilities with the proposed Monte Carlo approximations from Section VI-C and Section VI-D respectively is \(O(|B'_+|N_pV)\), which is linear in configurable parameters and the number of birth labels in the truncated birth LMB density.

VII. GAUSSIAN MODELS

In this section, a closed-form solution to the expected value \(\tilde{\psi}_Z^d(l_+)\), sampling distribution \(p(j^{(s)}|J^{-s})\), spatial distribution \(p_{B,+}(\cdot, l_+|Z_J)\) and birth probability \(r_{B,+}(l_+)\) is derived under a linear Gaussian assumption. For this section, let the single-sensor measurement likelihood and birth prior be modeled or approximated as a Gaussian and detection probability such that,

\[
g^{(s)}(z^{(s)}_j|x) = \mathcal{N}(z^{(s)}_j; H^{(s)}x, R^{(s)})
\]

\[
p_B(x, l_+) = \mathcal{N}(x; \mu_0, P_0)
\]

\[
p_D(x, l_+) = p_D(x).
\]

Additionally let the state transition be modeled or approximated as a linear Gaussian system such that,

\[
f_+(x_+|x) = \mathcal{N}(x_+; F x, Q).
\]

A. Gaussian Evaluation of \(\tilde{\psi}_Z^d(l_+)\)

Theorem VII.1. Under the Gaussian model from Section VII, the expected value of the pseudolikelihood is,

\[
\tilde{\psi}_Z^d(l_+) = \left[\det(P_0) \det(M_J) \prod_{s'=1}^V \left(\frac{1}{2\pi \sigma^2} \det(R^{(s')})\right)^{-\frac{1}{2}} \times \prod_{s'=1}^V \left(1 - p_D^{(s')}\right) \prod_{s'=1}^V \left(1 - r_A^{(s')}\right) \Phi_J\right]^{-\frac{1}{2}}.
\]

where,

\[
\Phi_J = \exp \left\{ -\frac{1}{2} (c_J - b_J^T M_J^{-1} b_J) \right\}
\]

\[
M_J = P_0^{-1} + \sum_{s'=1}^V H^{(s')} T \ R^{(s')}^{-1} H^{(s')}
\]

\[
b_J = P_0^{-1} \mu_0 + \sum_{s'=1}^V z^{(s')} T \ R^{(s')}^{-1} \ z^{(s')}
\]

\[
c_J = \mu_0^T P_0^{-1} \mu_0 + \sum_{s'=1}^V z^{(s')} T \ R^{(s')}^{-1} \ z^{(s')}
\]

The proof of Theorem VII.1 is provided in Appendix C.

B. Gaussian Evaluation of \(p(j^{(s)}|J^{-s})\)

Theorem VII.2. Under the Gaussian model from Section VII, the sampling distribution is,

\[
p(j^{(s)} = 0|J^{-s}) \propto \left(1 - p_D^{(s')}\right) \det(M_{J^{-s}})^{-\frac{1}{2}} \Phi_{J^{-s}}.
\]

\[
p(j^{(s)} > 0|J^{-s}) \propto \left[2\pi \sigma^2\right]^{-\frac{1}{2}} \det(M_J) \ det(R^{(s)})^{-\frac{1}{2}} \times \left(1 - r_A^{(s')}\right) \left[\frac{p_D^{(s)}}{K^{(s)}(z^{(s)}_j)}\right] \Phi_J
\]

Where \(M_{J^{-s}}\) and \(\Phi_{J^{-s}}\) are given by Equation 41 and Equation 40 respectively over the domain \(J^{-s}\).

The proof of Theorem VII.2 can be found in Appendix D.

C. Gaussian Evaluation of \(p_{B,+}(\cdot, l_+|Z_J)\)

Theorem VII.3. Under the Gaussian model from Section VII, the spatial distribution is,

\[
p_{B,+}(x_+, l_+|Z_J) = \mathcal{N}(x_+; \mu', P'),
\]

where,

\[
\mu' = FM_J^{-1} b_J, \quad P' = FM_J^{-1} F^T + Q.
\]

Where \(M_J\) and \(b_J\) are given by Equation 41 and Equation 42 respectively.
The result of Theorem VII.3 is intuitive because of the conjugate prior nature of the Gaussian distribution. The expression \( \mu' \) is the predicted multi-sensor generalized least squares solution with a prior \( P_B \) and \( P' \) is the estimate covariance of \( \mu' \) [51] Chapter 2.1 & 2.4. Hence, newborn components in the birth set are the generalized least squares solution of the non-missed detection elements in the measurement tuple predicted to the next time step.

D. Gaussian Evaluation of \( r_{B,+}(l_+) \)

The Gaussian approximation for the birth probability is directly given by substituting the expression for \( \psi'_{x}(l_+) \) from Equation (39) into Equation (24) and replacing this value for \( \hat{r}_{B,+} \) into Equation (23).

E. Complexity Analysis Using Gaussian Models

Worst case evaluation of the sampling distribution given by Equation (44) requires \( V + 3 \) matrix inversions, \( 6V + 5 \) matrix multiplications and \( 3V + 4 \) matrix additions assuming the availability of reuse for terms between Equations (44a) and Equations (44b). Using this sampling distribution in Algorithm 1 results in \( O(mTV^2) \) matrix operations to sample labels for the truncated birth LMB density. To reduce the runtime complexity, if the birth prior parameters \( \mu_0, P_0 \) and the measurement covariances \( R(s) \) are not time varying, the inverses \( P_0^{-1} \) and \( (R^{(1)}), ..., R^{(V)}, -1 \) can be precomputed and stored at initialization. This removes all but 2 of matrix inversions that need to be computed at each Gibbs sampler iteration \( (M_j^{'-1}) \) and \( (M_j^{'-1}) \). Similarly, the terms \( P_0^{-1} \mu_0, H_s^T R_s^{-1} H_s^T, R_s^{-1} H_s^T, R_s^{-1} H_s^T \) can be precomputed for all sensors.

Construction of the spatial distribution given by Equation (45) requires \( V + 1 \) matrix inversion, \( 4V + 5 \) matrix multiplications and \( 2V + 3 \) matrix additions. In addition to aforementioned precomputations, to reduce complexity, the values of \( J_{j-1}^{'-1}M_j^{'-1}b_j \) computed during the evaluation of \( p(j^{(s)}|J^{*-1}) \) in Equation (44), can be reused by Equation (45) resulting in only 3 matrix multiplications and 1 matrix addition to construct the spatial distribution. Construction of the birth probability requires \( V + 1 \) matrix inversions, \( 6V + 5 \) matrix multiplications and \( 6V + 3 \) matrix additions. To reduce complexity, the term \( b_j^{'-1}M_j^{'-1}b_j \) can be stored when evaluating the spatial distribution in Equation (44) resulting in Equation (45) only needing \( 2V \) matrix multiplications and 1 matrix addition to construct the spatial distribution. Using this in Algorithm 1 results in \( O(|B'_+|V) \) matrix operations to construct the truncated birth LMB density.

VIII. SIMULATION EXAMPLES

In this section, we demonstrate the truncation accuracy and scalability of the proposed multi-sensor adaptive birth procedure through two simulated scenarios. In both scenarios, the target birth locations are unknown a priori rendering it impossible to accurately describe a static birth prior. Scenario 1 shows the performance of the proposed Monte Carlo approximation described in Section VI and Scenario 2 highlights the performance of the Gaussian solution described in Section VII. The multi-sensor adaptive birth models were incorporated into the multi-sensor iterated corrector formulation of the LMB and \( \delta \)-GLMB filters and the results are compared against the same filters using a uniform birth procedure.

Both scenarios contained a time-varying number of targets. The target state comprised of planar 2D position and velocity, \( x = [p_x, p_y, \dot{p}_x, \dot{p}_y]^T \). The targets followed a constant velocity transition model, \( f_+(x_+, |x|) = N(x_+; Fx, Gw) \) where the transition matrix and process noise matrix were given by,

\[
F = \begin{bmatrix} 1 & \Delta \\ 0 & 1 \end{bmatrix}, \quad G = \begin{bmatrix} \frac{\Delta^2}{2} \\ \frac{\Delta}{2} \end{bmatrix},
\]

respectively and \( \Delta \) is the discrete-time sampling interval [52]. The discrete-time x and y acceleration white noises were, \( w = [5, 5]^T \, m/s^2 \). Both simulations were run for 100 seconds with \( \Delta = 1 \) second. The survival probability for each target was set to \( \rho_s(x, l) = 0.99 \). In both scenarios, the detection probability for all sensors was modeled as constant with \( p_D(s)(x, l) = 0.95 \). Clutter was modeled as Poisson distributed with intensity \( \kappa(Z^{(s)}) = \lambda^{(s)} U(Z^{(s)}) \) where \( U(Z^{(s)}) \) is the uniform distribution over \( Z^{(s)} \), and \( \lambda^{(s)} = 15 \).

The uniform birth model used for comparison generated 100 labeled birth components at each time step, with means uniformly distributed throughout 2D state space. The birth probability of all components was \( r_{B,+}(l_+) = 0.1 \). The spatial distribution of each birth component was modeled as a Gaussian, \( p_{B,+}(x_+, l_+) = N(x_+, m_{B,+}, \sigma_{B,+}) \), with

\[
m_{B,+} \in \{-2000, -1000, \ldots, 11000, 12000\} \times \{0, 0, \ldots, 0\}
\]

\[
\times \{-2000, -1000, \ldots, 11000, 12000\} \times \{0, 0, \ldots, 0\}, \quad (46)
\]

and \( \sigma_{B,+} = (\sigma_2^2, \sigma_2^2, \sigma_2^2, \sigma_2^2) \). For Scenario 1 and Scenario 2, \( \sigma_p \) was 300 m and 250 m and \( \sigma_d \) was 20 m/s and 50 m/s respectively. For the Monte Carlo filters in Scenario 1, 1000 samples were drawn from each Gaussian component.

The adaptive birth Gibbs sampler used 100 Gibbs Samples for Scenario 1 and 1000 Gibbs Samples for Scenario 2 with a simple restarting procedure that reset the current solution to the all-missed detection measurement tuple every 5 and 100 iterations respectively to encourage exploration. Scenario 1 used significantly fewer Gibbs samples to reduce simulation time and did not result in a significant impact on tracker performance. A maximum birth probability \( r_{B,max} = 1.0 \), expected birth rate of \( \lambda_{B,+} = 0.5 \) and maximum association probability \( \tau = 0.01 \) was used for both scenarios. To prevent components being born using only a single sensor measurement and missed detections from all remaining sensors, e.g., \( J = (1, 0, 0, 0) \), only sampled measurement tuples that had at least 2 non-missed detection measurement indexes were used to construct the newborn birth set. For example, if the measurement tuples \( J = (1, 1, 0, 0), J = (1, 0, 0, 0), J = (0, 1, 0, 0) \) were sampled, then only \( J = (1, 1, 0, 0) \) would be used to birth a newborn component. This significantly reduced the number of newborn components that were provided to the tracker that had similar spatial distributions.
The first scenario contained 8 bearing-range sensors tracking a randomly generated number of targets. Every 5 seconds, a number between 0 and 3 was sampled uniformly to determine how many true targets were born. The positions of these targets were uniformly sampled in position state space over the domain $[0, 10000] m$. The speed of each target was fixed at $50 m/s$, and the velocity heading was uniformly sampled in the domain $[-\pi, \pi] rad$. The randomness of the trajectories in this scenario render it difficult to describe a static birth prior. Figure 1a shows a single observation of the randomly generated trajectories and state estimate results from the LMB filter using the proposed Monte Carlo multi-sensor birth model.

If an object was detected, the bearing-range measurement $z^{(s)} = [x^{(s)}, y^{(s)}]^T$ was observed according to the single-target measurement likelihood $g(z^{(s)}|x) = \mathcal{N}(z^{(s)}; h^{(s)}(z^{(s)}, x^{(s)}), R^{(s)})$ where $x^{(s)} = [p_x^{(s)}, p_y^{(s)}]^T$ is the position of the sensor, $R^{(s)} = \text{diag}(0.25^2, 10^2)$ and,

$$h^{(s)}_x(x, x^{(s)}) = \arctan\left(\frac{p_x^{(s)} - p_x}{p_y^{(s)} - p_y}\right)$$

$$h^{(s)}_y(x, x^{(s)}) = \sqrt{(p_x^{(s)} - p_x)^2 + (p_y^{(s)} - p_y)^2}.$$  \hfill (47)

An uninformative uniform prior distribution $p_B^u(x, l_+) = \mathcal{U}(\mathbb{X}_o)$ was used where $\mathbb{X}_o$ is the observable portion of state space $\mathbb{X}$. The unobservable velocities were sampled from zero-mean Gaussian distribution $p_B^v(x_u, l_+) = \mathcal{N}(x_u; 0, \begin{bmatrix} \sigma_v^2 & 0 \\ 0 & \sigma_v^2 \end{bmatrix})$ with $\sigma_v = 20 m/s^2$.

**B. Scenario 2: Linear Position Tracking Example**

The second scenario contained 8 linear XY-position sensors tracking a maximum of 22 simultaneous targets. The birth locations of each target were fixed, but are sparse and no two targets were born from the same location. Figure 1b shows the target trajectories and a single observation of the state estimator results from the $\delta$-GLMB filter using the proposed Gaussian multi-sensor birth model.

If an object was detected, the XY-position measurement $z^{(s)} = [x, y]^T$ was observed according to the single-target measurement likelihood $g(z^{(s)}|x) = \mathcal{N}(z^{(s)}; H^{(s)}x, R^{(s)})$ with, $R^{(s)} = \text{diag}(10^2, 10^2)$ and, $H^{(s)} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \otimes \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$ where $\otimes$ denotes the Kronecker product.

The birth prior was modeled as a Gaussian with an uninformative covariance in position such that, $p_B(x, l_+) = \mathcal{N}(x; \mu_0, P_0)$ with $\mu_0 = (0, 0, 0, 0)^T$ and $P_0 = \text{diag}(100000^2, 50^2, 100000^2, 50^2)$.

**C. Results**

The cardinality and state estimation accuracy was quantified using the Optimal Subpattern Assignment (OSPA)(2) metric [53]. The OSPA(2) metric was computed using a distance cutoff value of 200 $m$, a distance order of 1.0, a sliding window length of 5 and an expanding window weight power of 0. Additionally, the cardinality error was computed as the difference between the estimated cardinality and the true cardinality at each time step such that a positive or negative value indicates an overestimate or underestimate of the true cardinality respectively. The results were averaged over 100 Monte Carlo iterations.

As seen in Figure 2, the proposed multi-sensor adaptive birth algorithms consistently tracked the correct cardinality in both scenarios. The short-duration cardinality errors are due to the time-delayed nature of the proposed adaptive birthing procedure which results in at least a 1-time step lag before a target can be born. These cardinality errors typically do not persist for more than 1 time step. The two overbiased cardinality spikes in Scenario 2’s results using the $\delta$-GLMB filter with the adaptive birth model correspond to when several targets simultaneously die in the environment. This indicates that $\delta$-GLMB state extraction method persisted its estimate of these targets for an additional time step, where the LMB did not.
In contrast, the uniform birth models resulted in a larger cardinality error. In general, when using the uniform birth model, the LMB filter underbiased the cardinality as opposed to the δ-GLMB filter which overbiased the cardinality. This is likely because of the following. At each time step, the uniform birth model added 100 newborn components with low existence probabilities. Because many of these components are far from the true targets, these components will likely be missed detected by one or more sensors. Since the detection probability is high, this results in very low probability of existence for these labels. After an update, our implementation of the LMB filter prunes components with an existence probability less than $1e^{-3}$ and caps the total number of components to 100, dropping the lowest weighted components. Similarly, our implementation of the δ-GLMB filter prunes hypotheses with a probability less than $1e^{-5}$ and caps the total number of hypotheses to 1000. This results in the LMB filter being quicker to remove low weighted birth components where as the δ-GLMB persists these as ghost tracks for longer, especially if they correlate with some clutter measurements.

Figure 3 shows that the LMB and δ-GLMB filter using the proposed multi-sensor adaptive birth models outperformed the filters using uniform birth models in terms of the OSPA(2) metric. The filters using the uniform adaptive birth model resulted in a large OSPA(2) error, which is mostly driven by the cardinality error discussed above. In contrast, using the proposed adaptive birth model led to a significantly reduced OSPA(2) error.

Table I shows a comparison between the maximum possible number of multi-sensor measurement tuples and the size of the newborn birth set after running the proposed Gibbs truncation algorithm. The results in this table were averaged over time and over Monte Carlo iterations. With 8 sensors and a sensor clutter rate of 15 clutter returns on average, the number of possible multi-sensor measurement tuples is many orders of magnitude more than what a typical tracking system could handle. The proposed Gibbs sampler successfully truncated this birth set by several orders of magnitude without sacrificing filter performance. As opposed to the uniform birth model which generated 100 newborn components on every time step, the proposed adaptive birth procedure generated approximately an average of 1.40 and 0.42 newborn components every time step for Scenario 1 and 2 respectively.
TABLE I

| Scenario | Avg Max Births | Filter Type | Avg Num Birth Comps |
|----------|----------------|-------------|---------------------|
| 1        | 6.15e10        | LMB         | 1.37                |
| 2        | 5.21e11        | LMB         | 0.42                |

IX. CONCLUSION

This paper provided a formal definition for the multi-sensor multi-object adaptive birth distribution for labeled RFS filters. We then showed that the number of components in this birth distribution is exponential in the number of sensors. To alleviate this, a truncation criterion is established for an LMB birth density. The proposed truncation criterion is shown to have a bounded L1 error in the GLMB posterior density. Using this truncation criterion, we derived an efficient Gibbs sampler that produces a truncated multi-sensor measurement-generated LMB birth density. We then provided Monte Carlo and Gaussian implementations of our approach and verified our results using two simulated scenarios. The results of the simulations showed that our proposed approach can accurately birth components in challenging scenarios where static birth simulations showed that our proposed approach can accurately birth components to just those that are likely to be from true targets. Future work is being conducted to expand this approach to unlabeled birth intensities and to investigate the effects of Gibbs tempering and herding [54].

APPENDIX A

SUPPLEMENTAL LEMMAS

Lemma A.1. The matrix $M_J$ from Equation (47) is symmetric positive definite.

Proof. Since $P_0$ and $R(s')$ are symmetric positive definite by construction, then the inverses $P_0^{-1}$ and $R(s')^{-1}$ are also symmetric positive definite [55], Chapter 7.1. For any non-zero vector $u \in \mathbb{R}^{n_z(s')}$ and by the commutative property of matrices,

$$u^T H(s')^T R(s')^{-1} H(s') u = (u H(s'))^T R(s')^{-1} (u H(s')).$$

If $H(s') u$ maps to a non-zero vector, $v \in \mathbb{R}^{n_z(s')}$, then we know $v^T R(s')^{-1} v > 0$, since $R(s')^{-1}$ is positive definite. If $H(s') u$ has a null space other than the zero vector, then $v^T R(s')^{-1} v = 0$. Therefore, $(u H(s'))^T R(s')^{-1} (u H(s')) \geq 0$ which is symmetric positive semi-definite. Since the addition of a symmetric positive definite matrix and a symmetric semi-positive definite matrix is positive definite, then $M_J$ must be symmetric positive definite [55], Chapter 7.1.

Lemma A.2. Under the linear Gaussian assumptions in Section VII, the following equivalency holds

$$\prod_{s' \geq 1}^{V} g(s'(z_{j(s')}) \mid x) p_B(x) =$$

$$\prod_{s' \geq 1}^{V} (2\pi)^{-n_z(s')/2} \det(R(s'))^{-1/2} \times \exp \left\{ -\frac{1}{2} (z_{j(s')}) - H(s') x \right\} \times \prod_{s' \geq 1}^{V} \left( 2\pi \right)^{-n_z(s')/2} \det(P_0)^{-1/2} \exp \left\{ -\frac{1}{2} (x - \mu_0)^T P_0^{-1} (x - \mu_0) \right\}.$$  (49)

Proof. Given that the single-sensor measurement likelihood and birth prior are Gaussian densities, the product can be expanded as,

$$\prod_{s' \geq 1}^{V} g(s'(z_{j(s')}) \mid x) p_B(x) =$$

$$\prod_{s' \geq 1}^{V} (2\pi)^{-n_z(s')/2} \det(R(s'))^{-1/2} \times \exp \left\{ -\frac{1}{2} (z_{j(s')}) - H(s') x \right\} \times \prod_{s' \geq 1}^{V} \left( 2\pi \right)^{-n_z(s')/2} \det(P_0)^{-1/2} \exp \left\{ -\frac{1}{2} (x - \mu_0)^T P_0^{-1} (x - \mu_0) \right\}.$$  (49)

Rearranging the variables and leveraging the product properties of exponentials,

$$\prod_{s' \geq 1}^{V} g(s'(z_{j(s')}) \mid x) p_B(x) =$$

$$\prod_{s' \geq 1}^{V} (2\pi)^{-n_z(s')/2} \det(P_0)^{-1/2} \times \prod_{s' \geq 1}^{V} \left( 2\pi \right)^{-n_z(s')/2} \det(R(s'))^{-1/2} \times \exp \left\{ -\frac{1}{2} \left( \sum_{s' \geq 1}^{V} (z_{j(s')}) - H(s') x \right) R(s')^{-1} (z_{j(s')}) - H(s') x \right\} + (x - \mu_0)^T P_0^{-1} (x - \mu_0).$$  (49)
Let $\Psi$ be a temporary variable denoting the arguments in the exponential. Factoring $\Psi$ into quadratic form,

$$\Psi = x^T P_0^{-1} x - 2\mu_0^T P_0^{-1} x + \mu_0^T P_0^{-1} \mu_0 + \sum_{s' = 1}^V \sum_{j(s') > 0} z_j(s') R(s', -1) z_j(s') - 2z_j(s')^T R(s', -1) H(s') x + x^T H(s') R(s', -1) H(s') x.$$ 

Further, grouping like terms in $x$,

$$\Psi = x^T \left( P_0^{-1} + \sum_{s' = 1}^V H(s').T R(s', -1) H(s') \right) x - 2 \left( P_0^{-1} \mu_0 + \sum_{s' = 1}^V H(s').T R(s', -1) z(s')_j(s') \right) x + \left( \mu_0^T P_0^{-1} \mu_0 + \sum_{s' = 1}^V z_j(s')^T R(s', -1) z_j(s') \right)$$

By substitution of variables $M_j, b_j$ and $c_j$ defined in Theorem VII.1,

$$\Psi = x^T M_j x - 2b_j^T x + c_j \quad (50)$$

Since $M_j$ is symmetric positive definite (Lemma [A.1]), we can complete the square of the first two terms in Equation (50).

$$\Psi = (x - M_j^{-1} b_j)^T M_j (x - M_j^{-1} b_j) - b_j^T M_j^{-1} b_j + c_j \quad (51)$$

Finally, substituting Equation (51) into Equation (49) and rearranging terms yields the final form of Lemma A.2.

**Proof.** Applying Lemma A.2 to the integrand, the only term dependent on $x$ is the exponential and thus can be taken out of the integral. Letting $y = x - M_j^{-1} b_j$ and $dy = dx$, the integral simplifies,

$$\int \exp \left\{ -\frac{1}{2} (y - M_j^{-1} b_j)^T M_j (y - M_j^{-1} b_j) \right\} dy = \int \exp \left\{ -\frac{1}{2} y^T M_j y \right\} dy,$$

which under the standard Gaussian integral evaluates to,

$$\int \exp \left\{ -\frac{1}{2} y^T M_j y \right\} dy = (2\pi)^{n_x/2} \det(M_j)^{-1/2} \quad (52)$$

By re-applying Lemma A.2, carrying over the constants and by using Equation (52) as the solution to the integral, we arrive at the final form of Lemma A.3.

**Lemma A.4. Using the premises provided in Theorem III.1**

$$I_+ \cap (B_+ \setminus B'_+) \neq \emptyset, \forall I_+ \in (F(L \cup B_+) \setminus F(L \cup B'_+)).$$

**Proof.** Consider $I_+ \in (F(L \cup B_+) \setminus F(L \cup B'_+))$ and assume the opposite is true, $I_+ \cap (B_+ \setminus B'_+) = \emptyset$. Then $\forall I_+ \in I_+$, $I_+ \not\subseteq L \cup B'_+$. However this contradicts the statement $I_+ \in (F(L \cup B_+) \setminus F(L \cup B'_+))$ since $I_+ \in F(L \cup B'_+)$. Since the assumed premise leads to a contradiction, it follows that $I_+ \cap (B_+ \setminus B'_+) \neq \emptyset$.

**APPENDIX B**

**Proof of Theorem III.1**

**Proof.** From [7, proposition 5], the $L_1$-distance between two $\delta$-GLMB distributions is given as,

$$\|\pi_{B_+} - \pi_{B'_+}\| = \sum_{(I, \xi, I_+, \theta_+) \in \natural} w(1, \xi) w(I, \xi, I_+, \theta_+).$$

By the distributive property of cartesian products over set operations, $B_+ \setminus B'_+$ is,

$$(F(L) \times F(L \cup B'_+) \times \Xi \times \Theta_+) \setminus (F(L) \times F(L \cup B'_+) \times \Xi \times \Theta_+) = F(L) \times (F(L \cup B_+) \setminus (F(L \cup B'_+) \times \Xi \times \Theta_+)).$$

By Lemma A.4, every $I_+ \in (F(L \cup B_+) \setminus F(L \cup B'_+))$ must have at least one label in the truncated set $T_+ = B_+ \setminus B'_+$.

Equation (49a) can be rearranged as,

$$w_{Z_+}^{(I, \xi, I_+, \theta_+)} = 1_{I_+ \cap (I_+ \cap T_+)} \left[ 1 - \bar{P}^{(\xi)} \right]^{I_+} \left[ P^{(\xi)} \right]^{I_+}$$

and

$$[1 - r_{B_+}]^{\bar{I}_+} r_{B_+}^{(I_+ \cap T_+)} \left[ \psi_{Z_+}^{(I_+, \xi)} \right]^{I_+} [r_{B_+}]^{I_+ \cap T_+},$$

to clearly delineate the contribution by labels in the truncated set $T_+$. Note that all of the multiplicands are upper bounded by 1 except $\psi_{Z_+}^{(I_+, \xi)}$ and $[r_{B_+}]^{I_+ \cap T_+}$. By construction of the truncated set $T_+$, it holds that $r_{B_+}^{(I_+ \cap T_+)} < \epsilon$ for $I_+ \in T_+$. If $K$ is a positive upper bound, $0 \leq \psi_{Z_+}^{(I_+, \xi)}(I_+) \leq K, \forall I_+ \in F(L \cup (B_+ \setminus B'_+))$ with $I_+ \in I_+$ and $\theta_+ \in \Theta_+ (I_+)$, the product is bounded by,

$$w_{Z_+}^{(I, \xi, I_+, \theta_+)} \leq K |I_+| \epsilon |I_+|^2,$$

(53)
where \( N_{z_\tau}(I_\tau) = |I_\tau \cap (\mathbb{B}_s \setminus \mathbb{B}_z')| \) is the number of truncated labels in \( I_\tau \). By bounding the normalized prior \( w^{c_{(I)}} \leq 1 \) and Equation 53 into the L1-distance equation 16 (proposition 5) we reach final expression.

### Appendix C

**Proof of Theorem VII.1**

*Proof.* Grouping missed detected and detected elements of \( J \) in \( \psi_J \) results in,

\[
\psi_J^D(z, l_+) = \prod_{s' = 1}^V (1 - p_D(s')) \prod_{s' = 1}^V \sum_{j' > 0} \frac{P_D(s') g(s')(z_{j',s'})}{\kappa(s')}.
\]

By substituting into Equation (22) and removing elements from the integrand that are not a function of \( x \),

\[
\tilde{\psi}_J^D(l_+) = \int \prod_{s' = 1}^V \sum_{j' > 0} \frac{g(s')(z_{j',s'})}{\kappa(s')} p_B(x,l) dx.
\]

Applying Lemma A3 results in the final expression.

### Appendix D

**Proof of Theorem VII.2**

*Proof.* If \( j^{(s)} > 0 \), then by substitution of Equation 39 into Equation 28 and combining values that are not a function of sensor \( s \) into the normalizing constant results in the final expression when \( j^{(s)} > 0 \) in Theorem VII.2.

If \( j^{(s)} = 0 \), Equation 28 reduces as follows,

\[
p_j^{j^{(s)}=0} \propto \left(1 - \frac{1}{p_D(s)}\right) \tilde{\psi}_J^D(l_+).
\]

Since, \( \left(1 - \frac{1}{p_D(s)}\right) \) is not a function of \( x \) and by notation, \( 1 - r_U(z_{j^{(s)'}}) = 1 \) when \( j^{(s)} = 0 \). Substituting the expression from Equation 39 over the domain \( J^{-s} \) and combining values that are not a function of sensor \( s \) into the normalizing constant results in the final expression for \( j^{(s)} = 0 \) in Theorem VII.2. Note that, although \( M_j^{-s} \) and \( \psi_{J^{-s}} \) are not a function of sensor \( s \), they cannot be combined into the normalizing constant as it is not easy to separate these terms within the determinant or inverse for the \( j^{(s)} > 0 \) case. Similarly, although \( c_J \) can be factored as,

\[
c_J = c_{J^{-s}} + 1_J(z^{(s)'}) z^{(s)' T} R(s)^{-1} z^{(s)'},
\]

where,

\[
c_{J^{-s}} = \mu_0^T P_0^{-1} \mu_0 + \sum_{s' \in J^{-s}} z^{(s)' T} R(s)^{-1} z^{(s)};
\]

in practice, by not including \( c_{J^{-s}} \) in \( \Phi_J \), it may result in numerical instabilities within the exponential function and thus not recommended to be combined into the normalizing constant.

### Appendix E

**Proof of Theorem VII.3**

*Proof.* By Equation (54), the only term that is a factor of \( x \) is \( g(s')(z_{j',s'}) \). Because of this, all terms except, \( \prod_{s' = 1}^V g(s')(z_{j',s'}) \) can be factored out of the denominator of Equation (21) and cancels with the terms in the numerator resulting in,

\[
p_B(x, l_+ | Z_J) = \prod_{s' = 1}^V g(s')(z_{j',s'} | x) [p_B(x,l) \prod_{s' = 1}^V g(s')(z_{j',s'} | x)].
\]

Using Lemmas A2 and A3 for the numerator and denominator respectively, the posterior can be simplified as,

\[
p_B(x, l_+ | Z_J) = (2\pi)^{-n/2} \text{det}(M_{j_0})^{1/2} \times \exp \left\{ -\frac{1}{2} \left[ (x - M_{j_0} b_{j_0})^T M_{j_0} (x - M_{j_0} b_{j_0}) \right] \right\}.
\]

Letting \( \mu' = M_{j_0}^{-1} b_{j_0} \) and \( P' = M_{j_0}^{-1} \) results in a Gaussian of the form \( p_B(x, l_+ | Z_J) = \mathcal{N}(x; \mu', P') \). Finally, for a linear Gaussian system, the posterior density predicted to the next time step is given by [7],

\[
p_{B+.}(x, l_+ | Z_J) = \mathcal{N}(x; F \mu', F' F^T + Q)
\]

which is the final Gaussian density expression in Theorem VII.3.
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