Learning the Localization Function: Machine Learning Approach to Fingerprinting Localization

Linchen Xiao, Arash Behboodi and Rudolf Mathar

Institute for Theoretical Information Technology, RWTH Aachen University

Abstract

Considered as a data-driven approach, Fingerprinting Localization Solutions (FPSs) enjoy huge popularity due to their good performance and minimal environment information requirement. This paper addresses applications of artificial intelligence to solve two problems in Received Signal Strength Indicator (RSSI) based FPS, first the cumbersome training database construction and second the extrapolation of fingerprinting algorithm for similar buildings with slight environmental changes. After a concise overview of deep learning design techniques, two main techniques widely used in deep learning are exploited for the above mentioned issues namely data augmentation and transfer learning. We train a multi-layer neural network that learns the mapping from the observations to the locations. A data augmentation method is proposed to increase the training database size based on the structure of RSSI measurements and hence reducing effectively the amount of training data. Then it is shown experimentally how a model trained for a particular building can be transferred to a similar one by fine tuning with significantly smaller training numbers. The paper implicitly discusses the new guidelines to consider about deep learning designs when they are employed in a new application context.

1 Introduction

Precise location of things in indoor environments is an essential information for future wireless networks and services. Significant research has been conducted during recent years on indoor localization. In plethora of indoor localization algorithms, RF based approaches are particularly interesting given their technological accessibility. However the propagation in indoor environments follow complex models that should account for various sources of attenuation and deflection. Given the dynamics of indoor environments, the propagation models should also be constantly updated with changes in the propagation space. Therefore the algorithms that rely on explicit propagation models for localization require significant environmental awareness and continuous manual update.

Fingerprinting-based methods, on the other hand, are not model-dependent. They are data-driven approaches working on the assumption that there are certain RF features capable of identifying a location uniquely and stably. The algorithm collects these features at different locations and constructs fingerprint for each point. The fingerprint collection can be done for only finite number of points in the space and it is the most time-consuming part of the algorithm. These pairs of fingerprints and locations are organized into a training database. The localization boils down to finding the location corresponding to a new observation. Fingerprinting algorithms can usually be built on top of available infrastructures such as WiFi networks and their model-independence and minimal infrastructure requirement make them a very attractive choice for fast indoor localization deployment. As their drawbacks, the training database should be updated and sometimes built anew when the environment changes and consequently so are the fingerprints. This is more troubling given the time consuming nature of data collection. The
same problem exists when one considers two similar environments for examples two floors of a single building with a very similar structure. Intuitively the similar environments share many structural features that might potentially facilitate the fingerprinting process. In this paper, the goal is to look at the fingerprinting localization algorithms from machine learning point of view and show how these issues can be addressed using the modern learning architectures. Not only utilization of these learning architectures improves upon the classic algorithms in term of accuracy but the techniques like transfer learning and data augmentation can be borrowed from machine learning to accelerate new training base creation.

There are abundance of works on Radio Frequency (RF) based indoor localizations [1, 2, 3, 4, 5] and particularly fingerprinting solutions [6, 7]. Machine learning approaches have received attention in [8], neural network-based approach in [9], K-means algorithm in [10] and prediction-based training methods in [11]. There are many works addressing the theoretical issues around fingerprinting methods, for example the effect of number of Access Points (APs) on the localization performance [12]. The general theoretical framework for fingerprinting algorithms is presented in [13, 14, 15, 16, 17, 18] where the interaction of many design parameters are discussed such as radio propagation parameters, the training grid, the number of measurements and interference. The issue around the database construction and scalability has been discussed in [19]. There have been some researches which already applied deep learning to indoor localization problems. In [20], the authors propose a fingerprint construction using neural networks based on measured Channel State Informations (CSIs). In [21], RSSI values are used to solve floor classification problem. In [22], the authors introduce a neural network for mapping the fingerprints to the locations directly.

1.1 Summary of Contributions

In this paper, the main motivations are to address some challenges in fingerprinting localization solutions using modern artificial intelligence such as Deep Neural Networks (DNNs) and to examine whether new insights are required for designing DNNs when they are used in a new application context. We will consider first fingerprinting algorithms as a data-driven approach from the perspective of data science. The databased organization is discussed from the point of view of existing techniques. Deep architectures like autoencoders are successful in extracting useful features from image datasets. It is investigated whether they can be as effective for RSSI-based databases. Next assuming that the localization algorithm is nothing but a function that maps certain observations to a location, a DNN, that is a multi-layer neural network, is trained to learn this function. On the other hand, it is shown that certain interesting features of DNNs, namely transfer learning and data augmentation, can be used to address the problems of extrapolation across similar environments and faster training construction.

The rest of the paper is structured as follows. Section 2 presents the general overview of fingerprinting algorithms particularly from data analysis point of view. Section 3 discusses fingerprinting as a classification problem. In Section 4, deep learning architectures are proposed for fingerprinting and genera design guidelines are discussed further in Sections 5 and 6. Section 7 verifies the effectiveness of the design through experimental and simulation based performance evaluations.

2 Architecture of Fingerprinting Algorithms

The localization space is given by the set $\mathcal{D} \subset \mathbb{R}^d$. The goal of localization is to infer the position of a target node placed at $\mathbf{u}$ in the region $\mathcal{D}$ based on the observations $\mathbf{S}_u$, usually a vector in Euclidean space. Therefore the task of localization can be understood as the problem learning the mapping of the observation $\mathbf{S}$ to the location $\mathbf{u}$. Fingerprinting algorithms are data-driven approaches where the localization task utilizes the data gathered from the environment as the...
Table 1: Fingerprinting Database

| Location | Anchor ID | Measurement 1 | Measurement 2 | ... |
|----------|-----------|---------------|---------------|-----|
| \(v = (x, y)\) | APID | \(S_1\) | \(S_2\) | ... |

basis for location inference. In fingerprinting algorithm, a set of true location-observation pairs \((v, S_v)\) is known and the localization function is learned using the set mapping new observations to a position. The central task of fingerprinting localization is to learn the localization function denoted by \(\Phi\). The building blocks of fingerprinting algorithms are well known. We briefly overview the essentials. The algorithm can be roughly decomposed into raw signal feature collection, fingerprint creation, pattern matching and post-processing \[23\]. As it will be explained below, these phases correspond to different phases of a supervised learning algorithm.

![Figure 1: Phases of fingerprinting algorithm][1]

2.1 Raw Feature Collection

As any data-driven learning algorithm, the fingerprinting algorithm requires the collection of data. In this phase, the algorithm selects a grid of points, denoted by \(\Lambda\), in the localization space \(D\). Some choices of the grid include square, hexagonal and random grid. At each point \(v\) in this grid \(\Lambda\), also called training points, some observations are made that pertain to the location information. For RF-based localization, a signal feature is measured, mostly multiple times to compensate the transient effect of propagation environment such as fading and shadowing. The feature is chosen such that it contains adequate information about the location. The sufficient condition for the signal feature to distinguish training points is discussed in \[16, 17\]. It states simply that the probabilistic descriptions of the feature at different locations should be enough distinct measured in terms of Kullback-Leibler (KL) divergence. In this work, RSSI values of multiple anchors are used as the signal feature. The measurements are labeled with the location of the training points and therefore construct a database of labeled data.

2.2 Fingerprint Creation and Pre-Processing

Fingerprint creation is considered a kind of pre-processing for the data that is essentially heterogeneous. In data analysis applications, it is in general essential to pre-process the data for better presentation, compression and cleaning of the data. There are various guidelines for preparing the data for further analysis \[24, 25\]. Our data preparation follows the tiny data paradigm developed in \[25\]. The tiny data paradigm is closely based on Codds relational algebra \[26\]. The tidy data provides a standard way for data preparation and cleaning. The idea is to organize the data such that to each column corresponds a variable and to each row corresponds a measurement which in this case is just a training point. An example is shown in Table 1.

In RF based fingerprinting solutions, given the volatile nature of wireless environments, measurements from different anchors differ in their numbers and scaling. At a location, one might not be able to get the same number of measurements from anchors due to their different
signal strengths and incurred packet loss. Therefore the numbers of visible access points and
the corresponding measurements differ from location to location. In this work, the training set
consists of rows of different size corresponding to each training location. The row contains the
position of the training point \(v\) and the anchor ID and the corresponding measurements. In
the light of what we discussed above, each row might have different length. It will be discussed
later how to employ different data augmentation techniques to increase the size of training data
and construct the rows of same length. At the end, one constructs the training dataset of form
\((v, X_v)\) from the raw observations \((v, S_v)\) and \(X_v\) is called the fingerprint of the point \(v\).

For RF-based fingerprinting, a simple and popular procedure\[7\] for building a homogeneous
database out of heterogeneous data is to compute the average value of RSSI values obtained from
each access point. The averaged values are arranged into a vector and hence the rows of final
database consists of the training location and the vector of averaged RSSI value. This vector
is the fingerprint of the point \(v \in \Lambda\). There are other ways to create the fingerprint including,
to name a few, RSSI quantiles or fitting Multivariate Gaussian distributions to RSSIs. In this
work, the averaging method is used as the benchmark for comparison with other fingerprinting
algorithm. In general, once the data is prepared for further analysis, the fingerprint of the point
\(v\) is implicitly understood as the rows corresponding to \(v\) in the database.

2.3 Pattern Matching and Post-processing

Once the training dataset is built, a function should be learned mapping the new observations
to positions in \(D\). In conventional fingerprinting algorithms, the function of pattern matching
is to capture the similarity between fingerprints of training points and the fingerprint of test
points. Namely, the goal is to find the most similar pairs of test point and training point in the
fingerprint space and then use the location information of the training points to estimate the
test point in the location space.

One of the most well known algorithms for pattern matching employs Euclidean Distance
(ED) to measure the similarity between fingerprints given as

\[
d(X_u, X_v) = \|X_u - X_v\|_2. \tag{1}
\]

With a new test point to be estimated, the Euclidean distance has to be calculated between
the fingerprints \(X_v\) of all training points \(v\) in training grid \(\Lambda\) and the fingerprint of test point
\(X\). The training point with smallest Euclidean distance from test point would be the best
candidate:

\[
\hat{u} = \arg \min_{v \in \Lambda} \{d(X_v, X)\}. \tag{2}
\]

In general, the function \(d\) can be any kernel function. This process is completed with post-
processing methods such as \(k\)-nearest neighbors is the last step of traditional fingerprint al-
gorithms. In the previous step, the \(k\) closest fingerprints in the training set are chosen and
the final location is obtained by the linear combination of the \(k\) corresponding locations. The
number \(k\) and the weights of final linear combination as parameters of learning algorithm are
chosen during the matching process.

Indeed, this approach is nothing but \(k\)-nearest neighbor classifier. The problem of learning
the localization function \(\Phi\) is a supervised learning problem. Depending on the particular
problem at hand, it can be a classification or regression problem. Regression-based localization
function aims at giving the estimated location while classification-based localization function
identifies the room or the area in which the target node is placed. In this paper, we consider
both classification and regression-based approach and address the design challenges of learning
algorithms in this context.
2.4 System Model

As mentioned above, RSSI-based fingerprinting algorithms are considered in this work. At each point, a number of RSSI measurements is taken from visible APs. The number of visible APs and measured RSSIs might differ from point to point.

3 Localization as Classification

![Figure 2: Partition of the localization space based on Euclidean distance of RSSIs](image)

A challenging feature of RSSI based fingerprinting is that the mapping from locations to their corresponding measured RSSIs is not a uniformly continuous mapping. In other words, for points extremely close to an AP, small change in the distance leads to arbitrary big difference between measurements. Moreover the mapping is far from being an isometric mapping. This means that the proximity of RSSI values do not necessarily correspond to the geometric proximity. To see that consider a simple line localization where an AP is placed at the origin. Training points are placed at \((2k, 0)\) for \(k \in \mathbb{N}_{>0}\) and RSSI values are the measured received power at each point. If the Euclidean distance is used as pattern matching metric for RSSI-based fingerprinting, then the localization space is partitioned into intervals containing the training points. Each region contains all the points whose fingerprints are the closest in Euclidean distance to the fingerprint of the training point in the interval. However the intervals are not symmetric around the training point as one might expect. This can be seen in Fig. 2. Although in this particular problem, this situation can be avoided by using the inverse RSSI values, it will not be useful in a general indoor environment with multiple anchors and complex propagation structure. Therefore in general Euclidean distance based fingerprinting leads to uneven partition of space around the training points. In other words the closest fingerprint does not translate into the closest training point. One way to circumvent the problem is to use additional data that are not as precise as training points but contain general proximity information. In other words, these new measurements are labeled by the closest training point in geometric sense instead of the precise location. In this sense, the localization is considered as a classification problem. The training grid \(\Lambda\) divides the localization space into different regions geometrically and the goal of the localization algorithm is to determine the geometric region corresponding to a test point by looking at RSSI measurements. Therefore each class corresponds to one of these regions. This formulation makes it possible to utilize the opportunistic measurements obtained by crowdsourcing approaches. Among classification techniques, Support Vector Machines (SVMs) are used here as the classification algorithm.

3.1 Support Vector Machine Algorithm

SVM is a binary classifier introduced by Vapnik and Chervonenkis in 1963. SVM aims at finding a linear classifier, i.e., a hyperplane which maximizes the margin between two classes. It has extensions to non-linear classifiers and non-separable data too.

First a training dataset, linearly separable, is given consisting of data points \(x_i \in \mathbb{R}^p\) with labels \(y_i \in \{-1, +1\}\). The idea of SVM is to use a hyper-plane \(f(x) = a^T x + b\) to separate two classes so that each class lies on one side of the hyper-plane:

\[
y_i(a^T x_i + b) \geq \gamma > 0,
\]
for some $\gamma > 0$. The optimal hyper-plane would be the one which maximum margin between
two classes. It can be seen that the following optimization problem provides a solution for $a$
and $b$ [28]:

$$\arg \min_{a,b} \frac{\|a\|^2}{2} \text{ s.t. } y_i(a^T x_i + b) - 1 \geq 0. \quad (4)$$

One can equally solve the dual problem by considering the Lagrangian, yielding the following
problem:

$$\arg \max_{\lambda} \sum_{i=1}^n \lambda_i - \frac{1}{2} \sum_{i=1}^n \sum_{j=1}^n \lambda_i \lambda_j y_i y_j x_i^T x_j$$

$$\text{s.t. } \sum_{i=1}^n \lambda_i y_i = 0 \quad \text{and} \quad 0 \leq \lambda_i. \quad (5)$$

Note that the dimension of search space for the dual problem scales with the size of training
set but for the primal problem with the dimension of training points. Therefore, although
both problems can be considered as quadratic optimization problem and can be easily solved
by quadratic programming algorithms, the choice of which problem to solve depends on thenumber of training points and their dimension. After solving the dual problem, $a$ can be
obtained as $a = \sum_{i=1}^n \lambda_i y_i x_i$. The support vectors with are those with $\lambda_i > 0$ and they solely
determine $a$ and $b$. For a support vector $x_k$, $b$ is obtained as $b = y_k - a^T x_k$. Th support vectors
are shown in Fig. 3a.

In order to deal with non-separable data, a penalty term is added which tries to minimize
the number of points inside the margin. If the margin violation of each point is denoted by $\xi_i$,
the goal is to minimize the $\ell_0$-norm of $\xi = (\xi_1, \ldots, \xi_n)^T$ for this purpose. To have a convex
formulation $\ell_1$-norm is used instead which is well known to provide sparsity. Therefore the
following optimization problem is solved:

$$\arg\min_{a, b} \frac{1}{2} \|a\|^2 - C \sum_i \xi_i$$

s.t.  $$y_i(a^T x_i + b) \geq 1 - \xi_i$$ and $$\xi_i \geq 0.$$ 

where $$C$$ is a parameter which should be correctly chosen. The equivalent dual problem is given by:

$$\arg\max_{\lambda} \sum_{i=1}^{n} \lambda_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_i \lambda_j y_i y_j x_i^T x_j$$

s.t. $$\sum_{i=1}^{n} \lambda_i y_i = 0$$ and $$0 \leq \lambda_i \leq C.$$ 

(6)

Note that the search space has the dimension $$p + n + 1$$ for the primal problem while the dimension of the dual problem remains unchanged for both separable and non-separable case, equal to $$n$$ hence making it more efficient to solve for non-separable case.

As another advantage of the dual problem, it can be easily extended to a non-linear SVM classifier which is achieved by using kernel trick. In this case the inner product $$x_i^T x_j$$ as in (6) is replaced by a kernel function $$K(x_i, x_j).$$ The kernel function represents an inner product of the transformations of these vectors in a feature space, usually higher dimension and possibly infinite dimensional. This transformation is only done implicitly and in many cases the transformation function is not explicitly known. Since the dual problem only depends on the inner product, it is sufficient to know the inner product in the feature space as a function of training points and kernel functions provide this information. By transformation into higher dimensional space, a linearly non-separable data in the ambient space might become linearly separable in the feature space. An example is given in (3b) where a linearly non-separable data is classified using kernel tricks. Some examples of kernel functions are polynomial kernel, Radial Basis Function (RBF) kernel and hyperbolic tangent kernel. The kernel functions contain design parameters too. For instance, RBF kernel is given by $$K(x, y) = \exp(-\gamma \|x - y\|^2)$$ where $$\gamma$$ is a design parameter. In its most general form, SVMs only require to tune few parameters namely the constant $$C$$ in (6) and parameters of kernel function. In its most general form, SVM classifier is constructed by solving the following problem

$$\arg\max_{\lambda} \sum_{i=1}^{n} \lambda_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_i \lambda_j y_i y_j K(x_i, x_j)$$

s.t. $$\sum_{i=1}^{n} \lambda_i y_i = 0$$ and $$0 \leq \lambda_i \leq C.$$ 

(7)

Note that since we are working in the feature space, $$a$$ is really $$\sum_{i=1}^{n} \lambda_i \Psi(x_i)$$ where $$\Psi$$ is the feature mapping. However the mapping is only implicitly known and hence $$a$$ cannot be known although the classifier itself can be constructed. First $$b$$ is obtained as

$$b = y_k - \sum_{i=1}^{n} \lambda_i K(x_i, x_k).$$

(8)

Consequently the classifier for a new observation $$x$$ is constructed as

$$\sum_{i=1}^{n} \lambda_i K(x_i, x) + b \begin{cases} \geq 1 & \text{if } y = 1, \\ \geq -1 & \text{if } y = -1. \end{cases}$$ 

(9)
3.2 SVM in Fingerprinting Algorithm

In the context of fingerprinting algorithm, the fingerprint of each training point is a sequence of equal number of measurements from different anchors. Therefore for $A$ anchors and $M$ measurements per each, the training point fingerprint $X$ is a vector of dimension $A \times M$. To apply SVM in fingerprinting algorithm, first the training points are chosen. The Voronoi diagram corresponding to the grid divides the location space into different regions where each region can be seen as a class and all points in one region are seen as one class with the training point as the label. The aim is to classify the test point to one of those partitions using SVM.

Note that without proximity data, only a single observation is available for a given class. If so, SVM would be exactly the same as Euclidean based distance localization. It is also possible to obtain multiple observations using data augmentation which will be discussed later. Casting the localization problem as classification makes possible to utilize the so called imprecise measurements. In that case, it would be enough to know the region in which observations are collected, i.e., the label of measurements. Unlike training points on the grid, no precise location information is needed. Interestingly this improves the localization performance. Therefore for each training point $\mathbf{v}$, there are precise measurements and proximity measurements corresponding to its Voronoi region. One needs particularly to solve a multi-class classification problem with number of classes equal to the cardinality of the training grid $\Lambda$. Therefore multiple binary SVM classifiers have to be trained \cite{29} and the final decision is made according to one vs. one or one vs. rest strategy.

For $|\Lambda| = k$ classes, in one vs. one approach, $\binom{k}{2}$ binary classifiers are constructed and the class with highest number of decisions is chosen. The steps are as follows.

1. Consider all fingerprints of two training points $\mathbf{v}_k$ and $\mathbf{v}_l$ in $\Lambda$. The fingerprint $X^{(kl)}$ is labeled with $y = 1$ if it corresponds to $\mathbf{v}_k$ and $y = -1$ if it corresponds to $\mathbf{v}_l$.

2. Solve the optimization problem \eqref{7} to find $b^{(kl)}$ and the following classifier for a fingerprint $X$:

$$
\sum_{i=1}^{n^{(kl)}} \lambda_i^{(kl)} K(X_i^{(kl)}, X) + b^{(kl)} y = 1, \quad y = 1 \lor y = -1. \tag{10}
$$

3. For a fingerprint $X$, the output of the above classifier is $\mathbf{v}^{(kl)}$ which is equal to either $\mathbf{v}_k$ or $\mathbf{v}_l$.

4. Repeat the above steps for each pair of training points.

5. The final decision is given by

$$
\mathbf{v}_X = \arg \max_{\mathbf{v} \in \Lambda} \sum_{i,j} 1(\mathbf{v}_{ij} = \mathbf{v}).
$$

In one vs. rest approach only $k$ classifiers are trained and for each classifier one class is tested against all other classes put into a single one. The final output is also based on majority decision. Similar to traditional fingerprinting approach, post-processing like k-nearest neighbor (kNN) can be also used in SVM approach. Instead of choosing the best class, multiple top classes can be chosen. The final location would be the average of corresponding training points location.

4 Deep Learning of Localization Function and Fingerprint Construction

Deep learning architectures emerged as the prime candidate for complex learning problems with excellent performance during recent years. In span of few years these architectures outperformed
conventional machine learning algorithms in tasks such as pattern recognition. Neural networks consist of multiple units called neurons connected to each other where each neuron computes a function of its input value, mostly a non-linear function. The input to each neuron is the linear combination of the output of some other neurons. The basic building block is an artificial neuron, Fig. 4. The neuron computes the function $\sigma(w^T x + \beta)$ where the function $\sigma(.)$ is called the activation function. The main question about the capabilities of this architecture in learning different functions. A disappointing answer is that a single neuron might not be able to learn a function like XOR function [30]. This looks however more promising when one focuses on multi-layer case. A neural network with a single hidden layer is capable of learning any function on the set of continuous functions over $n$-dimensional cube $I_n = [0, 1]^n$ denoted by $C(I_n)$ [31, 32]. More precisely, the classic result states that for a class of functions $\sigma(.)$ and for any function $f \in C(I_n)$ and $\epsilon > 0$, there is a finite sum of the form $G(x) = \sum_{i=1}^{n} \alpha_i \sigma(w_i^T x + \beta_i)$ such that $|G(x) - f(x)| \leq \epsilon$ for all $x \in I_n$. The class of activation functions $\sigma(.)$ contains continuous discriminatory functions. This result has been extended recently to a class of unbounded activation functions yielding the approximation of functions $L^1(\mathbb{R}^n)$ in pointwise convergence sense [33].

Although promising, it is a very challenging to find the correct number of neurons and weights for a specific function. Usually the parameters are found based on a dataset containing input-output samples of the desired function. The process of learning the weights to be able to perform certain tasks is called training phase. The training is done usually through a procedure called back propagation where the weights are adjusted iteratively to minimize the output error for a training set. The main challenge in training neural networks is that the output error as a function of weights contains many local minima and saddle points, making it extremely difficult to find the global optimum. Although theoretically a single hidden layer would suffice for approximation, it has been recently shown that multiple hidden layers can perform tasks that require exponentially bigger number of neurons if it is done in a shallow architecture [34]. Deep learning refers to an architecture in which the neurons are organized in many consecutive layers. The training of these architectures was the main obstacle for their development, which has been circumvented during recent years. Deep learnings now are used for performing supervised and unsupervised learning tasks as well as dimensionality reduction and feature extraction tasks.

In this section, deep neural networks are used for two main task, first to extract essential features of RSSI measurements and second to perform regression task for indoor localization problem. The goal of regression analysis is to learn the localization function $\Phi$, approximated using the neural network for mapping fingerprints to the estimated location of this point. The training set is therefore the pairs of training points and their fingerprints. Compared to kNN approach, this approach combines pattern matching and post-processing and provides the location in one shot. On the other hand, the received RSSI values are not averaged and directly used as the input to the algorithm. This might prevent the possible information loss in averaging.
In this work, we focus on design issues including the influence of different hyperparameters, avoiding overfitting and training algorithms. The hyperparameters in deep learning consists of number of layers, number of neurons in each layer, the choice of non-linearity parameters, learning rate, etc. The choice of hyperparameter is an important problem in deep learning and currently there is almost no unified theory for choosing those parameters. However there are many guidelines derived from vast experimental researches such as in [35]. For simplicity, not all the hyperparameters are discussed in this paper. More focus is put into those hyperparameters with seemingly most important effect.

4.1 Fingerprint Construction using Autoencoders

Autoencoders, also known as auto-association, was historically construed as a model for memory. Mainly an unsupervised learning architecture, it aims at finding a representation of data in a space of lower dimension. An autoencoder, Fig. 5 is a multi-layer neural network which attempts at constructing the very same input by mapping it into hidden layers and ultimately finding a low dimensional representation of data. In that sense they are used for feature extraction and dimensionality reduction. Interestingly, an autoencoder with merely linear layers performs nothing but Principle Component Analysis (PCA) for dimensionality reduction [36]. Although proposed decades ago, autoencoders emerged again as they were used for layer-wise pre-training of deep neural networks [37]. Its variants such as stacking autoencoders and denoising autoencoder were proposed [38, 39] where the latter is trained on corrupted inputs and therefore can be used as denoising tool too. Typically, the encoder gradually maps the input to a lower dimensional space through multiple hidden layers of decreasing size. The decoder symmetrically consists of layer of increasing size. Training of autoencoders follow a similar procedure to conventional neural networks. The low dimensional representation of the data is obtained by applying the encoder to test data and then fed into other classification algorithms.

In a similar fashion, autoencoders can be used for feature extraction from RSSI values. As it was discussed before, generally the RSSI values from each AP is averaged out and therefore all measurements are stored in a vector of dimension equal to the number of APs. The question is whether this naive approach is sufficient for either good compression or effective feature extraction. The measured RSSI values are used as the input to the autoencoder and through an encoder of single hidden layer its dimension is reduced. Three main issues should be considered here, first data preparation, second hyperparameter choice such as the dimension of hidden layer and the number of hidden layer neurons and finally the training of hidden layer weights. These steps are common to neural networks and will be discussed extensively in later sections.

4.2 Fingerprinting-Location Regression using Deep Learning

With complete and precise knowledge of propagation environment as well as transmitters property, it is possible to find the received powers at different locations using elegant but rather
complex derivations. However it is difficult to have actual and complete information in a complex indoor environment. On the other hand, the localization requires solving an inverse problem which maps received powers to the location. This is even more difficult considering the model complexity. An alternative approach is to approximate this function, i.e., the localization function $\Phi$, using many samples.

In this work, deep neural networks are trained to approximate the localization function $\Phi$, Fig 6. The input is the raw RSSI values directly obtained from different APs. The output is the estimated coordinates of the test point. The size of the output layer is fixed therefore either two or three dimensional space. The input size however cannot be chosen a priori fixed. The number of RSSI measurements from an anchor can differ from point to point particularly when their acquisition is dependent upon correct reception of the packet. Therefore the measurements can have different size at each point while the input size of the neural networks should be fixed. This problem is addressed in the next section where a solution is proposed for adjusting the number of measurements to the input size.

5 Designing Deep Neural Networks

Deep neural networks contain huge number of parameters and hyperparameters. Each one of them is chosen differently from one problem to another. Although the neural network design still lacks a unified theory for parameter selection, there are many guidelines and insights obtained throughout the years to address common problems arising in applications. In what follows, we review and employ some of these insights in context of indoor localization.

5.1 Resampling and Normalization

RSSI measurements are used as the input to the neural networks. There are two main problems about directly using the measurements for the input. The first problem is a practical one. The number of measurements from different APs differ at each training point. This is a recurring problem when the acquisition of RSSI values is dependent on the correct reception of the packet. Therefore when Signal-to-Noise-Ratio (SNR) of the received packet is not suitable for correct reception, one receives a few or even no packet to have RSSI. In this case, receiving more packets amounts to further attempts for correct reception and increased latency. To address this problem, we propose a resampling method based on bagging [40]. Bagging method aggregates the output of multiple learning models, each on fit to a different dataset randomly sampled from the original one. The idea of constructing multiple randomly sampled versions of a given dataset is introduced for precision analysis of models which includes techniques like bootstraping [41] [42]. Aggregating multiple models can lead to a better model built out of many simpler one while using random sampling lead to lower variance by diminishing the effect of accidental regularities.
As it will be shown later, multiple model aggregation is embedded into deep neural networks by proper regularization. In that way, a deep neural network can be seen as an ensemble of learners working in parallel joint with an aggregation at the end. However in this work, the random sampling is particularly implemented but from measurements of each AP. Suppose that at a training point \( v \), \( N_k(v) \) measurements are available from the anchor \( k \). \( N \) samples are randomly taken with replacement from these \( N_k(v) \) measurements and put in the resampled fingerprinting database. This process is repeated for each training points and each anchor. When no measurement is available from an anchor, a default value is used which corresponds to the minimum RSSI value. This procedure leads to a database containing equal number of measurements from each anchor.

The second problem is about the scaling of data. RSSI measurements, measured in Watt, belong to positive real numbers and can be very large if very close to the anchors. These large values lead to gradient vanishing problem for non-linearities like sigmoid function. In general, without proper normalization of error, weights or the input, these values start from values belonging to different order of magnitudes and the back-propagation algorithm might not even converge. One solution is normalize all RSSI values between zero and one. Suppose that \( X_{\text{min}} \) and \( X_{\text{max}} \) are respectively the minimum and maximum measured RSSI value. Then the measurement \( X \) is normalized using \( \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}} \). The idea of normalization appears also in image applications. The images might have different contrasts and hence creating variations not essential to the task. The Global contrast normalization (GCN) is used to avoid varying contrasts by subtracting the mean and rescaling to get equal standard deviation per pixel [43, Chapter 12]. Note that a similar normalization cannot be used here since the variance and the mean value contains exactly those information vital for localization.

5.2 Activation Function

For a long time, logistic sigmoid function \( \frac{1}{1+e^{-x}} \) has been the common choice of activation function. The problem is that for inputs of large absolute value, the gradient function is very small and therefore the gradient do not affect the weights in back-propagation. This problem is called vanishing Gradient problem. Recently, the favorite choice for non-linearity is Rectified Linear Unit (ReLU) function, defined as \( f(x) = \max\{0, x\} \). It does not suffer from saturation and converges faster than sigmoid to an acceptable minimum [44, 45, 46].

5.3 Number of Hidden Layers and Neurons

There is currently no systematic method to choose the number of hidden layers and neurons. However, the common belief is that higher number of hidden layers are capable of approximating more complex functions [35]. There are some theoretical works supporting this claim [47, 34]. These works show that certain class of functions, or operations, can be implemented using deep networks while a shallow network would require an exponentially higher number of neurons to do the same. Therefore utilizing more hidden layers expands the expressiveness and hence, one can approximate more complex functions. However the difficulty of training increases as the number of parameters increases. In general, the complexity of the model, in this case the neural network, should match to the complexity of the data. A priori function about the complexity of the operation might hint to the choice of model. For instance, the binary classification for a dataset which is linearly separable can be done using a single layer Perceptron without any hidden layer. However the information about the complexity is not enough. If the training data is not big enough to capture the complexity of underlying structure, the choice of complex model for learning would lead equally to overfitting problem. Same rules of thumb apply to the choice of number of neurons. In general more training data encourages more number of neurons. In general the number of neurons in each hidden layer should not significantly exceed
the input size, to avoid overfitting, and should not be significantly smaller than the output size, to avoid underfitting.

5.4 Weight Initialization

As it will be discussed later in the next section, the training of neural networks consists of minimizing the error function as a function of all weights. This function contains many local optimum and saddle points and it is notoriously difficult to find a good local optimum let alone finding the global optimum. Since the training is done using gradient descent-based update of weights, the initial value of weights can affect significantly the success of training algorithms. A breakthrough in deep learning research came with the idea of layer-wise pre-training of the network weights \[48\]. The idea is to pre-train the weights of neural networks in order to put them in a good starting point in error space and then fine-tuning the whole network following forward, backward propagation update procedure. Recent works have shown that a straightforward initialization of weights suffices for satisfactory training \[49, 50\] if it is chosen with attention to the choice of non-linearities and proper possible input values \[51\]. In this work, the weight matrix of \(i\)-th layer \(W^{(i)}\) is a random matrix with i.i.d. entries following Gaussian distribution \(\mathcal{N}(0, \frac{2}{n^{(i)}})\) where \(n^{(i)}\) is the number of neurons in \(i\)-th layer \[50\].

5.5 Gradient-based training of weights

Neural networks aim at approximating functions using consecutive application of linear transformations and non-linearities. An important design choice in this context concerns linear transformations simply called weights here. Once the weights are initialized, the weights should be chosen to minimize the error function for the training set defined as a function of weights \(E(W)\). If the explicit characterization of the approximation error as a function of weights were at hand, one could use global optimization techniques to minimize the error and find the optimal weights. However in many learning applications, the desired function is unknown. The function is characterized using its input-output instances provided by the training set. Therefore one can only measure how well a neural network is capable of producing similar input-output instances. An error function for the network is specified for that purpose. The error function is minimized for the instances in the training set using an iterative procedure. The weights are then updated in each iteration to minimize the error mostly using Gradient-based update rules. This means that at each iteration, the gradient of the error function is calculated for all weights and used to update the weights.

Since the error function should be minimized for all the training examples, one might be tempted to minimize the error function for each training instance at each iteration and repeat this multiple times over the whole training set. This is called Stochastic Gradient Descent (SGD). However the dependence of SGD on one single training example does not necessarily guarantee that the gradient of the single example aligns necessarily with the direction that minimizes the error for all samples. Consequently, the gradient updates behave in an oscillatory fashion and therefore lead to significant increase in the training time. Another approach is to use Batch Gradient Descent (BGD), where the error function is the sum of errors of all training instances. There are some problems with this approach. First, when the number of training instances are big the training takes a very long time. The second problem appears particularly when BGD is used for training autoencoders. The mean squared error with BGD is equivalent up to a scaling factor to the average error. The error is minimized if the autoencoder learns to produce the empirical average of the data which is insufficient as representation of the whole data.

To avoid the gradient oscillation of SGD and improve BGD, the training set is divided into so called mini-batches each one containing \(B\) training points. At each step, the error is
minimized for a single mini-batch and weights are updated proportional to their contribution to the mini-batch error. The process is called Mini-batch Gradient Descent (MBGD). Note that SGD corresponds to the case \( B = 1 \) and BGD to the case \( B \) equal to the whole training data-set. Typical mini-batch sizes are 32, 64, 128 [52]. MBGD has two main advantages. The distribution of a mini-batch of data fits the distribution of the whole data better than a single example and it is converging faster than BGD. The trade-off of above algorithms can be summarized between accuracy and time required for one iteration which is discussed in details in [52].

In all the above approaches, the training is repeated over the training set for multiple times, called epochs. At iteration \( n \), the information about the effect of each weight on the total error is encapsulated in the partial derivatives \( \frac{\partial E(W(n-1))}{\partial W(n-1)} \). These derivatives determine the gradient direction. The common method would be to update the weights by descending on the reverse gradient direction, i.e., by subtracting \( \alpha \frac{\partial E(W(n-1))}{\partial W(n-1)} \) from the weights. The term \( \alpha \) is called the learning rate and it is an important design choice.

However this approach, conventionally used in the neural networks for many years, faces huge difficulties. The main difficulty is related to the particular shape of the error function. The function is a high-dimensional non-convex function and contains many local minima as well as many saddle points. A training algorithm can easily get stuck in a local minima or saddle point if the parameters are not chosen properly. The first parameter is the initialization of weights which constitutes the initial value for the Gradient-based algorithms. An initialization sufficiently close to the global minima or a good local minima plays a vital role in success of the training algorithm.

In [53], a term called momentum inspired from physics was introduced to account for the memory of previous gradient updates and alleviate the oscillation problem. In this case, the update is not only depending on the current mini-batch but also the last mini-batch. A momentum parameter \( \rho \) needs to be chosen to control how much the last update is taken into account. Typical decaying parameter equals 0.9 or 0.99. At iteration \( n \), the weights are updated by \( \Delta W^{(n)} \) which is determined by

\[
\Delta W^{(n)} = \rho \Delta W^{(n-1)} - \alpha \frac{\partial E(W^{(n-1)})}{\partial W^{(n-1)}}.
\]

The update is given by \( W^{(n)} = W^{(n-1)} + \Delta W^{(n)} \).

The learning rate \( \alpha \) and the momentum control parameter \( \rho \) should be carefully chosen. The learning rate controls the step size of gradient descent. A very large learning rate can cause the updates oscillating around the minimum or even diverge. On the other hand a very small learning rate will make the updates very slow and possibly getting stuck in a local minima. There are many methods for better tuning of the learning rate and we will discuss some of them here. Although the same learning rate can be adopted for updating all weights, AdaGrad [54] was designed to enable different weights to have different learning rates. A uniform initial learning rate \( \alpha \) is chosen for all weights at the beginning. The learning rate at each iteration is divided by square root of sum of squares of gradients for previous iterations. Therefore the weight updates decay in time inversely proportional with the Gradient of previous steps. A problem of AdaGrad is that the decaying factor is accumulative and hence monotonically increasing in time. Therefore the learning rates are monotonically decreasing and at the end all learning rates will go down to zero. RMSProp [55] was introduced in 2012 to prevent such effects. Instead of simply adding up the squares of all the gradients, the new decaying factor for the learning rate is obtained by multiplying the decaying factor of previous steps by a parameter \( \gamma < 1 \). Therefore the effect of recent iterations will be more significant than the early iterations. The rate \( \gamma \) is normally chosen to be 0.9. Adam [56] was designed in 2014 to combine both benefits of momentum and adaptive learning rate. Adam is easy to implement and computationally efficient. Similar to momentum and RMSProp, decaying parameter \( \gamma \) and momentum parameter \( \rho \) need to be chosen. The authors suggest \( \rho= 0.9 \) and \( \gamma = 0.999 \) as the
default values. In the first few iterations, a bias correction has to be applied to prevent the update from going wrong when the momentum and the decaying factors are initialized at zero. Adam has been proven to be a very powerful variant of gradient descent due to the fact that the algorithm is not that sensitive to the initial learning rate. In this work Adam is chosen as our default optimization method.

5.6 Regularization

A central problem in machine learning is overfitting. The typical sign of overfitting is when the learning algorithm offers a very good performance on the training data but it performs badly on the test data. This is because the learning algorithm utilizes a model which is more complex and therefore learns those features of particular training set which are non-essential to the task. Often this is due to the high number of free parameters in the model. The problem is particularly grave for neural networks since even a simple multilayer neural network contains way more parameters that the input dimension. Regularization is an important technique in statistics particularly in the context of inverse problems used for adding more constraints on the desired solution. By limiting the variation of free parameters, it can be used to prevent overfitting.

5.6.1 Early Stopping

The gradient descent algorithms make sure that the total training error is decreasing with the number of iterations. But a small training error is not equivalent to a small test error. Too many iterations of gradient descent may even damage the performance of the system instead of improving it. Early stopping is an inexpensive scheme to prevent the neural network from being overtrained. The idea is to stop the training when the validation error is not decreasing significantly with iterations.

When implementing the early stopping, a parameter called patience $P$ has to be chosen manually which is the number of iterations to update after seeing a minimum. As training proceeds and a new minimum in validation error with its weights setting $W^{(T)}$ are observed at the $T^{th}$ iteration, $W^{(T)}$ will be saved in memory as the best candidate model. The update will still continue till the $(T + P)^{th}$ iteration. If a even lower validation error is observed during $P$ times iterations, then the system model will be updated and another $P$ times iterations will be proceeded. This procedure will stop until no better model found during $P$ times iterations. The patience is set to avoid immediate stop when there is an oscillation of the error. The use of early stopping makes the number of training iterations a hyperparameter that can be easily optimized.

5.6.2 $\ell_1$ and $\ell_2$ Regularization

In neural networks, one way to restrict the free choice of all parameters is to introduce constraints on them. This approach is based on using either $\ell_1$ or $\ell_2$-regularization. In this case, a penalty term $\lambda \sum_{i=1}^{L} \|W_i\|_p^p$, $p = 1$ or 2, is added to the error function of the neural network to be minimized. The penalty term restricts the norm of weights to be small for $p = 2$ and promotes sparsity of the weights for $p = 1$. $\lambda$ is a parameter to control the degree of penalty. The optimization problem for $\ell_2$ is changed to:

$$\min_{W} (E(t, y, W) + \frac{\lambda}{2} \|W\|_2^2),$$

with the corresponding gradient:

$$\lambda W + \nabla_W E(t, y, W).$$
Thus the update of gradient descent step is given by:

\[ W^{(n)} = (1 - \alpha \lambda)W^{(n-1)} - \alpha \nabla W^{(n-1)}E(t, y, W^{(n-1)}). \] (14)

It can be seen that the \( \ell_2 \) regularization shrinks the weight vector by a constant factor \((1 - \alpha \lambda)\) for each step before usual gradient update. The optimization problem for \( \ell_1 \) regularization is given by:

\[
\min_W (E(t, y, W) + \lambda \|W\|_1),
\] (15)

with the corresponding gradient update:

\[
\lambda \text{sign}(W) + \nabla W E(t, y, W),
\] (16)

where \( \text{sign}(W) \) is the sign of \( W \) applied element-wise. The update of one step for \( \ell_1 \) regularization is:

\[ W^{(n)} = W^{(n-1)} - \alpha \lambda \text{sign}(W^{(n-1)}) - \alpha \nabla W^{(n-1)}E(t, y, W^{(n-1)}). \] (17)

### 5.6.3 Dropout

Another regularization technique is called dropout which prevents overfitting by randomly dropping some hidden units during weight updates for each iteration [57]. In this way, the intermediate representations of the input is not dependent on only few neurons and the network tends to learn a distributed representation of the data. The idea of dropout was inspired from the benefit of ensemble learning in machine learning algorithms. Since the training and then combining multiple neural networks is not really possible in practice, the dropout algorithm attempts at creating virtual neural networks inside the main one by dropping some neurons in each iteration.

Dropout is a technique applied during the training state. For each update iteration, some of the neurons are removed randomly along with all their incoming and outgoing connections to get a thinned network. This can be done by randomly deciding if each neuron will be present before each iteration. Each node is present in the training phase with probability \( p \) with the default value equal to 0.5. Only those weights of survived neurons are updated in the respective iteration. During the test time, a single neural network should be used to represent the combination of all thinned models. The authors in [57] suggested using a scaled-down versions of the trained weights. During the training, approximately only \( p \) of the whole neurons is used. Simply using weights from all neurons in the final combination scales up the expected output by \( \frac{1}{p} \). Thus, a scaling factor \( p \) needs to be multiplied to every weight when assembling all the thinned models. Dropout is very attractive due to its simplicity and strong regularization effect. Gradient descent variants such as Adam, momentum, other regularization methods and early stopping are also compatible with dropout.

### 6 Transfer Learning and Data Augmentation

Another main problem in fingerprinting algorithms is the necessity of regular updates of fingerprinting database. Due to constant changes in indoor environments, the propagation environment changes with time and so do the fingerprints. It is necessary to regularly update the fingerprints or the model used for localization.

Euclidean distance-based methods are instance-based learning methods which means that the training data is stored and every time a test point needs to be localized the whole database is used for localization. If a training data is out of date due to environment changes, the performance of fingerprinting algorithms is degraded and the solution is usually to abandon all the old data and collect new measurements for all points. The need for regular updates of the
database creates a burden for localization systems and is in general very time consuming. The problem remains for SVM based solutions.

In most of the practical situations, the general structure of the building remains intact. Intuitively if a learning algorithm is capable of implicitly learning the building structure then the model only needs to be fine tuned with slight changes of algorithm. Such a model can also be used as a pre-trained model for another building with similar structures. If buildings are similar in their indoor structure then the model trained for one of them can be fine-tuned to another one with small efforts.

In deep learning research this is called transfer learning. Deep learning models are shown to be capable of transferring the learning algorithm to different tasks. In image classification tasks, it has been shown that one can use a pre-trained model keeping the weights and the network size for a different dataset. Deep learning models like AlexNet, VGG and ResNet can be used as basis for new classification tasks \[58, 59\]. The success of transfer learning is explained, as in \[59\], by the feature extraction capabilities of deep neural networks. The first layer of deep neural networks in image classification tasks aims at extracting features that resemble either Gabor filters or color blobs. The feature extraction parts of these neural networks can still be used for other image datasets with different classification at hand only with additional fine tuning.

In this paper, the transfer learning is used for facilitating the fingerprinting in similar environments or for updating the database when the environment has been only slightly changed. The main assumption is that fingerprints can be used to learn an implicit representation of the building structure and this can be done by using deep neural networks. In the next section, we evaluate this idea by using a pre-trained model for a building and update the model by a small amount of new data using standard gradient-based methods instead of training the network from the beginning. By doing so, not only one can take full use of the outdated data but also one can accelerate the whole training process.

### 6.1 Data Augmentation

In image recognition tasks, the output of classifiers should not be changed if the pictures are slightly transformed for example with small rotations. Accordingly a given training database can be enlarged by adding these transformations to the training set. In that way the learning algorithm is encouraged to learn those features essential to the classification task. The method is called data augmentation and can be used to alleviate the effect of overfitting and compensate the lack of sufficient training samples.

In fingerprinting algorithms, due to multi-path effects on RSSI values, it is important to collect multiple measurements at the same point which in turn increases the collection time of training samples. However, if the RSSI values are obtained over time spans bigger than the coherence time of the channel, they can be seen as independent observations. In this case, the fingerprinting algorithm should not be sensitive to the order of fingerprints and therefore a permuted version of fingerprint vectors can also be used as corresponding to a location.

In this paper, the training database is augmented using permuted version of RSSI values. Consider an \( m \times k \) RSSI matrix where \( m \) is the number of access points and \( k \) is the number of measurements per access point. By permutation of each row independently, a new matrix with the same size is obtained. Permutation can be done multiple times for a dataset to further augment the data. As we will see in the next section, this technique leads to performance improvements for deep learning based fingerprinting localization.
7 Numerical and Experimental Analysis

In this section, the previous learning algorithms are implemented to solve indoor localization problem. The implementation details are discussed and the final algorithms are evaluated.

7.1 Fingerprinting database

7.1.1 Simulation Data

The propagation model used for simulating data in this work is present in [60]. The authors propose a multi-wall path loss model by analyzing the effect of number of walls on experimental data and the model can be written as:

\[
L(d) = l_0 + 10\gamma \log(d) + l_c + kl_w \quad (dB),
\]

where \(l_0\) is a constant equal 40.22 dB for a center frequency of 2.45 GHz. \(\gamma\) is the path loss exponent, \(d\) is the distance between transmitter and receiver and \(k\) is the number of walls. \(l_c\) is a constant for multi-wall loss model and \(l_w\) is the wall attenuation factor. \(\gamma = 1.64, l_c = 53.73, l_w = 4.51, k = 10\) are chosen to generate simulation data in this work. Apart from that, a random term \(X\) drawn from exponential distribution \(X \sim \text{Exp}(\lambda)\) with \(\lambda = 0.5\) has to be subtracted to model multipath propagation. Therefore the final model of RSSI values can be expressed as:

\[
\text{RSSI}(d) = P_{tx} - (l_0 + 10\gamma \log(d) + l_c + kl_w) - X,
\]

where \(P_{tx}\) is the transmit power of APs and are set to 20 dBm for all APs. The test environment is a 20 m × 10 m room with four APs located at each corner. Five measurements per AP is obtained for localization. The training grid consists of a square lattice with 1m-length as size of each small square sides. In total there are 200 training points and 5 measurements are taken at each point. 1000 test points are drawn randomly in the room and their corresponding fingerprints are created similarly as training points.

7.1.2 Telecommunication Networks Group Data

The Telecommunication Networks Group (TKN) data [61] were collected in the TKN building in Berlin. In their work, fingerprints are constructed in different scenarios. The data in the scenario of ”Small size office environment” is used for simulation in this work. The size of the whole area is approximately 30 × 15 m.

There are in total 116 APs deployed in the building for testing and the neighboring buildings. The dataset consists of 41 training points and 20 test points. The training and testing points are presented by red dots in Figure 7.

![Figure 7: Training and testing grids of TKN data](image)

The TKN data can be obtained by sending request to the cloud services as described in [62]. The raw measurements for one data point include many measurements from different APs.
Table 2: Distribution of data

| BuildingFloor ID | Training samples | Test samples |
|------------------|------------------|-------------|
| B0F0             | 1059             | 78          |
| B0F1             | 1356             | 208         |
| B0F2             | 1443             | 165         |
| B0F3             | 1391             | 85          |
| B1F0             | 1368             | 30          |
| B1F1             | 1484             | 143         |
| B1F2             | 1396             | 87          |
| B1F3             | 948              | 47          |
| B2F0             | 1942             | 24          |
| B2F1             | 2162             | 111         |
| B2F2             | 1577             | 54          |
| B2F3             | 2709             | 40          |
| B2F4             | 1102             | 39          |
| Total            | 19937            | 1111        |

However, the number of measurements from different APs are not the same in TKN data due to the undetected signals. For instance, $AP_1$ may have 10 measurements while $AP_2$ just have 2.

For our implementation, we use random sampling to address this problem. When one training sample is to be constructed, the RSSI value for a certain AP is sampled randomly from all available measurements of that AP at that point. At the end, 410 training samples and 20 test samples are constructed for the fingerprinting solutions.

7.1.3 UJIIndoorLoc dataset

In order to compare different proposed algorithms, the UJIIndoorLoc dataset is also used [63]. It contains WiFi measurements used during EvAAL competition at IPIN 2015 [64]. The dataset contains 19937 training samples and 1111 test samples. Each sample consists of 529 features where the first 520 features are RSSI values from 520 access points ranged from -104 dBm to 0 dBm. The positive value 100 is used to indicate when a signal was not detected. The features 521 to 529 correspond to latitude, longitude, floor, building ID, space ID, relative position, user ID, phone ID and time stamp. The data in Table 2 are obtained from 3 buildings with 3, 3 and 4 floors respectively.

In this paper, we only select data from floors of building 0. The undetected signals are denoted by -110 dBm instead of 100 which means very weak signals (-104 dBm is the smallest measured RSSI value in data set). The features are then scaled independently to have zero mean and unit variance. The absolute positions are converted to relative positions by subtracting the smallest latitude and longitude in the data set. The room size (98.7m × 110.5m, 104.2m × 118.4m, 104.2m × 119.1m, 104.2m × 119.1m for four floors) can be obtained by looking at the difference between maximum and minimum of latitude and longitude. Moreover there are some access points that are undetected for all points in a certain floor. Those features are removed in order to speed up the training phase.

7.2 Fingerprinting Algorithm Design

In this work, we train a neural network as regression to learn the localization function mapping. The input layer corresponds to the RSSI measurements with the number of neurons corresponding to the number of measurements. The output layer gives coordinates of a point in two dimensional space. The input dimension is at least as large as number of APs in the
environment. However in this work multiple measurements per AP is included in the input. As it was discussed above, random sampling is used when the number of measurements from an AP is not sufficient to give an input. It will be discussed below how this technique can be used for data augmentation. If no measurement is available from an AP, the input values are set to the smallest possible RSSI value in WiFi standard. The input layer size is 20, that is five measurements per AP, for the simulation data, 116 for TKN dataset and 520 for UJIIndoorLoc dataset.

### Table 3: Neural network configuration

| Raw RSS values as input |
|-------------------------|
| Fully Connected layer with 500 neurons |
| Dropout layer with 50% rate |
| Fully Connected layer with 500 neurons |
| Dropout layer with 50% rate |
| Fully Connected layer with 500 neurons |
| Dropout layer with 50% rate |
| Location coordinates (2 dimensional) |

Deep learning architecture for learning localization functions consists of three fully connected hidden layers with 500 neurons in each hidden layer. All hidden layers are equipped with the ReLU non-linearity. The output layer is a linear layer. For each layer we deploy a dropout layer with dropping rate 50 percent. The weights are initialized by using random procedure suggested above. The neural network is trained using Adam algorithm with learning rate 0.001, momentum parameter 0.9 and mini-batch size 100. Moreover $\ell_2$ penalty is also used with the penalty parameter $\lambda$ set to 0.03. The details can be found in Table 3. The regression network is benchmarked with Euclidean distance based fingerprinting and SVM based methods.

### 7.3 Autoencoder design for Feature Extraction

The test for using autoencoder as feature extraction is done on the simulation data. First an autoencoder is trained properly and then the encoder is used to transform the original inputs into another feature space. The Euclidean distance-based method and SVM are then used for the transformed data.

#### 7.3.1 System Architecture

A single layer autoencoder with size 5 is adopted in the experiment. BGD is used as updating algorithm with learning rate 1, batch size 50. The input is a vector of size 20 meaning 5 measurements per 4 APs. After applying the encoder to the original data, each sample is transformed into a 5-dimensional vector. The goal is to find a better representation of the data or in other words find an efficient fingerprint construction.

Euclidean distance-based method and SVM are then used for the 5-D vectors. $k$ is chosen equal to 3 for the number of $k$–nearest neighbors for both cases. SVM with RBF kernel is adopted with $\gamma = 1/4$ and the penalty parameter $C = 1$.

#### 7.3.2 Simulation Data Performance

The performance of autoencoder feature extraction is compared with the case where the fingerprints are constructed by simple averaging of RSSI values of each AP. Euclidean distance-based (ED-based) method and SVM are used for pattern matching in both cases. Localization error can be seen as the performance metric of algorithms which is defined as the Euclidean distance between the estimated position and the ground truth position.
The results are shown in Table 4. Using autoencoder to extract features of data and then applying ED-based method or SVM does not give better performance than doing it directly on the original data. There can be two different reasons for this problem. First, it might be that the autoencoder is not capable of extracting properly all the data features that are suitable for localization tasks. But on the other hand, it might be the case that the autoencoder extracts too much information for the localization tasks. In fingerprinting contexts, the second reason seems more plausible. Note that the simple averaging of RSSI values provides a better performance despite the fact that average values are insufficient in general to represent a dataset. This surprising observation indicates that in some applications, not all the features are relevant for the task at hand. As mentioned above, batch methods for training autoencoders tend to learn the average value of the data which is not suitable for most of pattern recognition tasks. This is not the case for localization and surprisingly these methods might provide better features for fingerprinting. In any case, indoor localization applications seem not to rely on very complex features of the dataset and therefore no sophisticated feature extraction method is required.

Table 4: Summary results for simulation data when applied feature extraction

|                     | Simulation Data |
|---------------------|-----------------|
|                     | ED     | SVM    | Autoencoder+ED | Autoencoder+SVM |
| Mean error [m]      | 2.44   | 2.37   | 2.66           | 2.47            |
| Error variance      | 2.27   | 2.19   | 2.39           | 2.49            |
| Min. error [m]      | 0.04   | 0.03   | 0.11           | 0.12            |
| Max. error [m]      | 10.63  | 8.33   | 7.90           | 8.76            |

7.4 Performance of Regression Networks in Indoor Localization

7.4.1 Simulation Data Performance

As shown in Table 4, the neural network approach has the least mean error with 2.35 meters. Moreover, it can be seen in Figure 8 that there are less outliers for the neural network approach than the Euclidean distance-based or SVM approach. This is also proven by comparing the variance of error for the neural network compared to other algorithms. For the simulation data,
Table 5: Summary results of three algorithms for simulation data

|                     | Euclidean Distance | Support Vector Machine | Neural Network |
|---------------------|--------------------|------------------------|---------------|
| Mean error [m]      | 2.44               | 2.37                   | 2.35          |
| Error variance      | 2.27               | 2.19                   | 1.75          |
| Min. error [m]      | 0.04               | 0.03                   | 0.06          |
| Max. error [m]      | 10.63              | 8.33                   | 6.73          |

the neural network approach not only gives a better localization result but also a more stable performance.

7.4.2 UJIndoorLoc Data Performance

Table 6: Summary results of three algorithms for UJIndoorLoc Data

|                     | Euclidean Distance | Support Vector Machine | Neural Network |
|---------------------|--------------------|------------------------|---------------|
| **Floor 0 of Building 0** |                    |                        |               |
| Mean error [m]      | 10.06              | 8.48                   | 7.62          |
| Error variance      | 68.30              | 63.35                  | 43.00         |
| Min. error [m]      | 0.45               | 0.25                   | 0.63          |
| Max. error [m]      | 40.15              | 53.62                  | 34.02         |
| **Floor 1 of Building 0** |                    |                        |               |
| Mean error [m]      | 9.93               | 8.81                   | 8.08          |
| Error variance      | 195.33             | 119.73                 | 93.94         |
| Min. error [m]      | 0.25               | 0.09                   | 0.40          |
| Max. error [m]      | 118.64             | 81.56                  | 90.00         |
| **Floor 2 of Building 0** |                    |                        |               |
| Mean error [m]      | 9.50               | 9.42                   | 7.42          |
| Error variance      | 180.24             | 175.47                 | 28.43         |
| Min. error [m]      | 0.07               | 0.38                   | 0.37          |
| Max. error [m]      | 105.58             | 86.69                  | 25.21         |
| **Floor 3 of Building 0** |                    |                        |               |
| Mean error [m]      | 9.40               | 7.72                   | 7.27          |
| Error variance      | 89.87              | 52.98                  | 29.36         |
| Min. error [m]      | 0.82               | 0.22                   | 0.76          |
| Max. error [m]      | 63.35              | 39.16                  | 26.41         |

For simplicity, the evaluation is only limited to the building 0 of UJIndoorLoc data. Since there are no available validation data, the training data are randomly divided into training data and validation data with 70% and 30%. In Table 6, performances of three algorithms for UJIndoorLoc data are compared. The results are similar to the simulation data. The neural network approach has a smaller mean localization error. Although it does not always have the lowest minimum and maximum errors, the variance is the smallest which indicates more stable localization ability. Notice that in this case, there are 520 APs compared to 4 APs in the simulation data. This also proves the scalability of neural networks when there are lots of features.
Table 7: Summary results of three algorithms for TKN data

| TKN Data | Euclidean Distance | Support Vector Machine | Neural Network |
|----------|--------------------|------------------------|---------------|
| Mean error [m] | 4.90 | 5.05 | 3.54 |
| Error variance | 9.02 | 11.97 | 5.97 |
| Min. error [m] | 0.00 | 1.22 | 0.59 |
| Max. error [m] | 9.97 | 14.62 | 9.63 |

7.4.3 TKN Data Performance

In TKN data, there are a lot of unimportant features (APs in the other buildings) which is a challenge for localization algorithms. The results in Table 7 show the ability of deep learning in dealing with irrelevant features. Neural network gives much better localization accuracy than Euclidean distance-based and SVM methods. The neural network approach also gives smaller variance, the same as shown in the previous two datasets.

7.5 Performance of Data Augmentation

The test of data augmentation is done on both simulation data and UJIndoorLoc data. The data is augmented 1, 5 and 10 times to compare the influence of different levels of data augmentation. One time augmentation means that the dataset is two times as large as the original dataset. Notice that there are 4 APs for the simulation data while 520 APs for UJIndoorLoc data. The test for UJIndoorLoc data is only done for the building 0. Similarly to the previous evaluation, average error, error variance, minimum and maximum error are the performance metrics.

7.5.1 Simulation Data Performance

The simulation data contains 1000 training points and 1000 test points. There are 2000, 5000, 11000 training points after 1, 5, 10 times augmentation respectively. The localization performance is still evaluated by 1000 test points.

Table 8: Summary results for simulation data when applied data augmentation

| Simulation Data | Original | 1 time permutation | 5 times permutation | 10 times permutation |
|-----------------|----------|--------------------|---------------------|----------------------|
| Mean error [m]  | 2.35     | 2.33               | 2.23                | 2.21                 |
| Error variance  | 1.75     | 1.73               | 1.59                | 1.56                 |
| Min. error [m]  | 0.06     | 0.04               | 0.05                | 0.02                 |
| Max. error [m]  | 6.73     | 8.01               | 8.07                | 6.93                 |

By comparing the mean localization error in Table 8, the improvement of data augmentation for fingerprinting indoor localization approach can be observed. Notice that with the increase of augmentation level, the localization error is also decreasing. By 5 times permuting the fingerprints, the localization error is decreased by about 10%. However, with 10 times fingerprints permutation, the localization error is almost the same as the error of doing 5 times permutation. It seems that at a certain level of data augmentation, the performance becomes saturated.

7.5.2 UJIndoorLoc Data Performance

The test of data augmentation for experimental data is done only for floor 0 of building 0 in UJIndoorLoc data consisting of 1059 training samples and 78 test samples. After data augmentation, 30% of the whole data are randomly picked as validation data.
The results in Table 9 verify the effectiveness of data augmentation for experimental data. 10 times permutation of fingerprints decrease the average localization error by about 1 meter as well as the error variance. Similarly to simulation data, the improvement of performance is getting lower when the augmentation reaches a certain level.

| Floor 0 of Building 0 | Original | 1 time permutation | 5 times permutation | 10 times permutation |
|-----------------------|----------|--------------------|---------------------|---------------------|
| Mean error [m]        | 7.62     | 6.99               | 6.87                | 6.69                |
| Error variance        | 43.00    | 41.48              | 40.85               | 38.72               |
| Min. error [m]        | 0.63     | 0.20               | 0.37                | 0.45                |
| Max. error [m]        | 34.02    | 34.16              | 31.02               | 30.17               |

The performance improvement by data augmentation is almost free. When there is enough memory and computation power, choosing the number of permutation large enough is a good choice. Although the training time may increase due to more training samples but this computation is offline and the localization of test points are still done by a single forward propagation and thus can be used in real applications.

### 7.6 Performance of Transfer Learning

In order to test the performance of transfer learning, it is necessary to have data from two different propagation models. Two different floors of one building in UJIndoorLoc data can be seen as two different propagation models. They share the same structure as can be seen from Figure 9 with similar anchor placement and thus can be used to test the usage of transfer learning. First, the neural network is trained on the whole dataset of floor 0 to get the pre-

Figure 9: Training grids of floor 0 and 1 of building 0 in UJIndoorLoc data. It can be seen that the training grids are following the same track indicating a similar inner structure of two floors.

trained model and then the model is fine-tuned by only 30% of the training data from floor 1. At the end the model is tested on the test data of floor 1. The test results shown in Table 10 include three situations. First, the neural network is trained directly by 30% of the training data from floor 1 and tested with test samples from floor 1.

---

The test results shown in Table 10 include three situations. First, the neural network is trained directly by 30% of the training data from floor 1 and tested with test samples from floor 1.
This shows whether smaller training data is sufficient or not. Secondly, the neural network is trained by the whole data from floor 0 and tested with the test samples from floor 1. This experiment examines the performance of naive transfer learning. Lastly, the model obtained from the floor 0 is fine-tuned by 30% of the training data from floor 1 and tested with the test samples from floor 1. The average error after fine-tuning shows a comparable mean error compared with using the whole training data. The result shows the potential of using transfer learning in fingerprinting localization. By comparing the first and third situation, it can be seen that even when there are not enough data, using a pre-trained model can help to get a reasonable performance. The second and third situation can be seen as a model update. The old model (floor 0) can be updated by a small amount of new data (floor 1) and it will work well in the new environment.

| Floor 0, 1 of Building 0 |
|--------------------------|
| Without transfer learning | Before fine-tuning | After fine-tuning |
| Mean error [m] | 16.76 | 11.90 | 8.70 |
| Error variance | 77.75 | 54.75 | 73.24 |
| Min. error [m] | 0.67 | 0.21 | 0.15 |
| Max. error [m] | 55.45 | 44.53 | 69.93 |

8 Conclusion

The main motivation behind this work is to show how artificial intelligence can be utilized for indoor localization applications to accomplish tasks that cannot be done efficiently by the existing methods. As expected a complex neural network architecture is capable of approximating well the localization function mapping the measured RSSI values to the locations. Moreover we proposed using data augmentation and transfer learning to alleviate the problem of data collection which is essential in fingerprinting approaches. The structure of a particular envi-
ronment is reflected in the trained neural network. Therefore a neural network can provide reasonable performance when it is used in another building with same anchor placement. This can significantly simplify the way in which fingerprinting algorithms are trained.
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