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Abstract

This paper studies a variant of the minimum-cost flow problem in a graph with convex cost function where the demands at the vertices are functions depending on a one-dimensional parameter $\lambda$. We devise two algorithmic approaches for the approximate computation of parametric solutions for this problem. The first approach transforms an instance of the parametric problem into an instance with piecewise quadratic cost functions by interpolating the marginal cost functions. The new instance can be solved exactly with an algorithm we developed in prior work. In the second approach, we compute a fixed number of non-parametric solutions and interpolate the resulting flows yielding an approximate solution for the original, parametric problem. For both methods we formulate explicit bounds on the step sizes used in the respective interpolations that guarantee relative and absolute error margins. Finally, we test our approaches on real-world traffic and gas instances in an empirical study.

1 Introduction

This paper studies the approximate parametric computation of minimum-cost flows with separable convex costs as a function of the flow demand. We are given a strongly connected directed graph $G = (V, E)$ and for every edge $e \in E$ a strictly convex cost function $F_e : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$. Let $b^0 = (b^0_v)_{v \in V}$ and $b = (b_v)_{v \in V}$ be two balanced demand vectors, i.e., $\sum_{v \in V} b^0_v = \sum_{v \in V} b_v = 0$. We are interested in computing a function $x : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ such that for all $\lambda \in [0, 1]$ the flow $x(\lambda) = (x_e(\lambda))_{e \in E}$ is a minimum-cost flow for the demand vector $b^0 + \lambda b$, i.e., $x(\lambda)$ solves the optimization problem

$$\min \sum_{e \in E} F_e(x_e(\lambda))$$

s.t. $\sum_{e \in \delta^-(v)} x_e(\lambda) - \sum_{e \in \delta^+(v)} x_e(\lambda) = b^0_v + \lambda b_v$ for all $v \in V$,

$$x_e(\lambda) \geq 0 \quad \text{for all } e \in E.$$  \hspace{1cm} (1)

This problem appears in a number of applications that we explain in more detail below.

1.1 Parametric Min-cost-Flows in Traffic Networks

A popular model for traffic in transportation networks is the non-atomic congestion game model due to Wardrop [41]. In this model, we are given two designated vertices $s, t \in V$ and a flow
demand of $\mu > 0$. Every edge $e \in E$ has a continuous and strictly increasing travel time function $f_e : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ that models the travel time needed to traverse the edge as a function on the total flow on that edge. A flow $\mathbf{x}$ is a Wardrop equilibrium if it is a feasible flow and sends flow only along shortest paths, i.e., $\sum_{e \in P} f_e(x_e) \leq \sum_{e \in Q} f_e(x_e)$ for all $s$–$t$-paths $P$ and $Q$ where $x_e > 0$ for all $e \in P$. We set $b = \mathbf{1}_t - \mathbf{1}_s$, where, for a node $v \in V$, we denote with $\mathbf{1}_v$ the indicator for node $v$. It is known that Wardrop equilibria coincide with the optimal solutions of the optimization problem

$$\min \sum_{e \in E} \int_0^{x_e} f_e(\xi) \, d\xi$$

s.t. $\sum_{e \in \delta^-(v)} x_e - \sum_{e \in \delta^+(v)} x_e = \mu b_v$ for all $v \in V$, $x_e \geq 0$ for all $e \in E$, see Beckmann et al. [2]. Thus, the computation of parametric minimum-cost flows (1) allows us to compute Wardrop equilibria for varying flow demands. When studying transportation networks, another point of interest are system-optimal flows that minimize the overall travel time. Replacing in (2) the objective with $\sum_{e \in E} x_e f_e(x_e)$, we obtain a flow that minimizes the total travel time of all traffic participants.

As standard measure for the inefficiency of traffic networks is the price of anarchy first studied by Roughgarden and Tardos [32]. It is defined as the ratio of the total travel time of a Wardrop equilibrium and the total travel time of a system-optimal flow. There is a profound interest in understanding how the price of anarchy of traffic networks changes as the flow demand varies both (Colini-Baldeschi et al. [7, 8], Cominetti et al. [11], Engler et al. [16], O’Hare et al. [30], Takalloo and Kwon [37], Wu and Möhring [43], Youn et al. [44]), and to improve the traffic for varying traffic demand (Christodoulou et al. [6], Colini-Baldeschi et al. [9]).

The actual computation of the price of anarchy as a function of the flow demand makes it necessary to solve two parametric min-cost-flow problems as in (1), one for the Wardrop equilibrium with edge costs $F_e(x_e) = \int_0^{x_e} f_e(\xi) \, d\xi$ and one for the system-optimal flow with edge costs $F_e(x_e) = x_e f_e(x_e)$.

### 1.2 Parametric Mincost-Flows in Supply Networks

An important model for supply networks is the potential-based flow model dating back to Birkhoff and Diaz [5]. In this model, we are given an undirected graph $G = (V,E)$. Every edge $e \in E$ has a continuous and strictly increasing potential loss function $f_e : \mathbb{R} \rightarrow \mathbb{R}$; usually it is additionally assumed that $f_e(x_e) \leq 0$ for $x_e \leq 0$ and $f_e(x_e) \geq 0$ for $x_e \geq 0$. Furthermore, we are given a balanced demand vector $\mathbf{b}$. A flow $\mathbf{x}$ is a potential-based flow, if there is a potential vector $\mathbf{\phi} = (\phi_v)_{v \in V}$ such that

$$\phi_u - \phi_v = f_e(x_e) \quad \text{for all } e = (u,v) \in E.$$  

It is known that a flow $\mathbf{x}$ is a potential-based flow if and only if it an optimal solution of the optimization problem

$$\min \sum_{e \in E} \int_0^{x_e} f_e(\xi) \, d\xi$$

s.t. $\sum_{e \in \delta^-(v)} x_e - \sum_{e \in \delta^+(v)} x_e = \mu b_v$ for all $v \in V$; (4)
see Collins et al. [10] and Maugis [27]. Note that compared to (2), we have relaxed the non-negativity constraint of the flow and, hence, the functions $f_e$ are defined for arbitrary real values. For potential loss functions of the form $f_e(x_e) = \beta_e |x_e|$ with $\beta_e > 0$, potential-based flows model gas flows in a pipe network; see, e.g., Weymouth [42]. In this setting, the node potentials $\phi_v$ correspond to the squared pressure at the corresponding junction in the pipe network. The parameter $\beta_e$ models different physical properties of the correspond pipe such as its diameter, its length, its slope, and the roughness of the inner wall. In a similar vein, water networks can be modeled with potential loss functions of type $f_e(x_e) = \beta_e \text{sgn}(x_e)|x_e|^{1.852}$; see, e.g., Larock [26]. Direct current (DC) power networks can be modeled with linear potential loss functions of type $f_e(x_e) = \beta_e x_e$. Here, the parameters $\beta_e$ are equal to the conductivity of the corresponding line in the power network, and the potentials $\phi_v$ correspond to the voltage at the corresponding node, so that the potential equation (3) is equal to Ohm’s law.

For the safe operation of supply networks, it is important that they are robust to varying demands. Usually, a network is safe if it obeys certain given upper and lower bounds on the potentials on the nodes and the flows along the edges. Solving parametric min-cost-flows allows to compute all potential flows for a whole range of possible balance vectors, allowing to check for the safety of the resulting flows. This is particularly important for gas networks where network operators sell transmission rights that allow to send up to a certain amount of flow between a subset of nodes. Suppose a network operator faces a base demand vector of $b$ and is contemplating issuing a transmission right allowing to inject up to $\mu$ units of flow at node $s \in V$ and extract the same amount of flow from $t \in V$. Issuing this right may result in demand vectors $b + \lambda \mu (1_t - 1_s)$ with $\lambda \in [0, 1]$. To determine whether all these demands can be satisfied while keeping the network safe requires the solution of a parametric minimum-cost flow problem.

1.3 Our Results

We study a parametric variant the minimum-cost flow problem where the inflow at the nodes is a (piecewise) linear function depending on a one-dimensional parameter $\lambda$. There are two main variants of this problem: A directed variant as defined in (1) and an undirected variant as defined in (4). In prior work [24] we introduced an output-polynomial algorithm that solves the problem for the special case of piecewise linear cost functions. In this work, we consider a setting with more general, strictly convex cost functions and devise algorithms that compute approximate functions, solving the parametric minimum-cost flow problem.

In §4 we analyze the solution functions mapping the parameter $\lambda$ to the respective minimum-cost flows and optimal potentials and compute their derivatives. Based on this theoretical foundation, in §5 we first summarize our prior work on parametric minimum-cost flows for piecewise quadratic costs and, then, develop two algorithmic approaches for the approximate, parametric computation of minimum-cost flows.

The first approach that we call marginal cost approximation utilizes the algorithm for piecewise quadratic cost from [24] by transforming an instance with general convex cost into an instance with piecewise quadratic cost functions. This is achieved by using a linear interpolation of the marginal cost (i.e, the derivatives of the cost functions), hence the name marginal cost approximation. We give explicit bounds on step sizes for this interpolation that guarantee a certain relative and absolute error margin for the solutions computed. Our second approach named minimum-cost flow approximation is based on the following, natural way for the parametric computation of minimum cost flows: Given fixed parameter values $\lambda_1, \ldots, \lambda_K$, we compute (approximate) minimum-cost flows $\hat{x}^{\lambda_1}, \ldots, \hat{x}^{\lambda_K}$ with a given algorithm for the non-parametric minimum-cost flow problem, e.g., with the Frank-Wolfe method. In a second step, we compute a linear interpolation of these
minimum cost flows and use the interpolation as an approximate solution for the original parametric problem. Again, we are able to formulate explicit bounds on the step sizes $\delta_i := \lambda_{i+1} - \lambda_i$ that guarantee a certain relative and absolute error margin.

Finally, in §6, we test both algorithmic approaches on real-world instances and evaluate their performance. To this end, we implemented MCA and MCFI in Python; the software is available as the Python package pamisco on GitHub [22]. We then generate parametric instances of various sizes based on real-world traffic and gas networks from the Transportation Network library [38] and the GasLib [35], respectively. The runtimes of both algorithmic approaches obtained in empirical experiments show that both algorithms, in particular the MCA method, are applicable in practice.

1.4 Related Work

Potential based flows have a long history as a model for gas, water, and electric networks. Birkhoff and Diaz [5] showed that (under reasonable assumptions) every demand vector imposes a unique flow. Similar results are obtained by Kirchhoff [23] and Duffin [15]. If the marginal cost functions $f_e$ are linear, the non-parametric version of the mincost flow problem (1) can be solved with quadratic programming techniques. In particular, there also exist an active set method due to Best [4] that is able to solve parametric variants of general quadratic programs. A standard solution method for the non-parametric variant is the Frank-Wolfe decomposition [18] that is based on solving linearized version of the objective and converges to the optimal solution. Treating the problem as a linear complementarity problem it can be solved with Lemke’s algorithm (e.g. Sacher [34]). The Ellipsoid method (Kozlov et al. [25]) solves convex quadratic optimization problems in polynomial time.

The standard mincost flow problem on directed graphs with linear costs and edge capacities $u_e \in \mathbb{R}_{\geq 0}$ is a special case of our model where the marginal cost functions are of the form $f_e(x) = -\infty$ for $x < 0$, $f_e(x) = +\infty$ for $x > u_e$, and $f_e(x) = a_e$ for some $a_e \in \mathbb{R}_{\geq 0}$. The standard successive shortest path algorithm implicitly solves the parametric variant of the problem. Zadeh [45] shows that the output of this parametric computation may be exponential in the input. Disser and Skutella [13] show that the successive shortest path algorithm is NP-mighty, i.e., it can be used to solve NP-hard problems while being executed. Ahuja et al. [1] propose an algorithm for the parametric variant of (1) where the marginal cost functions are piecewise constant and show that it is output-polynomial.

2 Preliminaries

Let $G = (V, E)$ be a directed and strongly connected graph with vertex set $V := \{v_1, \ldots, v_n\}$ and edge set $E := \{e_1, \ldots, e_m\}$. We encode $G$ by its incidence matrix $\Gamma = (\gamma_{v,e}) \in \mathbb{R}^{n \times m}$ defined as

$$
\gamma_{v,e} = \begin{cases} 
1 & \text{if edge } e \text{ enters vertex } v, \\
-1 & \text{if edge } e \text{ leaves vertex } v, \\
0 & \text{otherwise}.
\end{cases}
$$

We assume that the rows of $\Gamma$ are indexed $v_1, \ldots, v_n$ and the columns of $\Gamma$ are indexed $e_1, \ldots, e_m$. We do not allow parallel edges or self loops. For every edge $e \in E$, let $F_e : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ be a cost function. We impose the following assumptions.

Assumption 1. For every edge $e$, the cost function $F_e : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ has the following properties:

1. $F_e$ is non-decreasing with $\lim_{x \to \infty} F_e(x) = \infty$;

2. $F_e$ is strictly convex;
3. $F_e$ is differentiable with $f_e(x) := F'_e(x)$ for all $x \geq 0$; we call $f_e$ the marginal cost function;

4. $f_e : \mathbb{R}_\geq \to \mathbb{R}_\geq$ is piecewise differentiable, i.e., for every interval $[\alpha, \omega] \subset \mathbb{R}_\geq$, there are $\alpha = x_0, x_1, \ldots, x_k = \omega$ with $k \in \mathbb{N}$ such that $f$ is differentiable on $(x_{i-1}, x_i)$ for all $i \in \{1, \ldots, k\}$.

Let $b^0 = (b^0_v)_{v \in V}$ and $b = (b_v)_{v \in V} \in \mathbb{R}^n$ be two vectors with $\sum_{v \in V} b_v = 0$. This paper is concerned with solving the parametric flow problem of computing a function $x : [0, 1] \to \mathbb{R}^m_\geq$ such that for all $\lambda \in [0, 1]$ the flow $x(\lambda)$ is an optimal solution of the optimization problem

$$\min \sum_{e \in E} F_e(x_e) \quad \text{s.t.} \quad \Gamma x = b^0 + \lambda b, \quad x \geq 0,$$  

For fixed $\lambda \in [0, 1]$, the minimization problem (5) is strictly convex and, thus, its optimal solution $x^*(\lambda) = (x^*_e(\lambda))_{e \in E}$ is unique. We refer to this optimal solution as the **minimum-cost flow for parameter $\lambda$**. The Karush-Kuhn-Tucker conditions imply the following optimality condition; for a proof, see, e.g., the textbook of Ruszcynski [33, Section 3.4].

**Lemma 1.** For fixed $\lambda \geq 0$, let $x^* = (x^*_e)_{e \in E} \in \mathbb{R}^m$ be a vector satisfying the constraints of (5). Then $x^*$ is the mincost flow for parameter $\lambda$ if and only if there exists a potential vector $\phi = (\phi_v)_{v \in V} \in \mathbb{R}^n$ such that

$$f_e(x^*_e) = \phi_w - \phi_v \quad \text{for all edges } e = (v, w) \in E \text{ with } x^*_e > 0,$$

$$f_e(x^*_e) \geq \phi_w - \phi_v \quad \text{for all edges } e = (v, w) \in E \text{ with } x^*_e = 0.$$  

We call a potential vector $\phi(\lambda) \in \mathbb{R}^n$ optimal if it satisfies (6) for the minimum-cost flow $x^*(\lambda)$. We are interested in the parametric solution of the optimization problem (5), i.e., we aim to compute a function

$$x^* : [0, 1] \to \mathbb{R}^m, \lambda \mapsto x^*(\lambda),$$  

where $x^*(\lambda)$ is the minimum-cost flow for parameter $\lambda$ for all $\lambda \geq 0$. Since $x^*(\lambda)$ is unique, the function $x^*$ is well-defined. We refer to $x^*$ as the **minimum-cost flow function**.

### 3 Undirected minimum-cost Flows

In this section we briefly discuss the a variant of the minimum-cost flow problem. Consider the following minimum-flow problem

$$\min \sum_{e \in E} F_e(x_e) \quad \text{s.t.} \quad \Gamma x = b^0 + \lambda b,$$  

without the non-negativity constraint. Since we can interpret negative flows as flow that traverses the edges in opposite direction, the flow is no longer restricted to the orientation of the edges. We therefore refer to this variant as the **undirected minimum-cost flow problem**. Undirected minimum-cost flows appear in many physical real-world applications, such as electrical flows or gas flows. Due to the missing inequality constraint, the optimality conditions from (6) simplify to

$$f_e(x^*_e) = \phi_w - \phi_v \quad \text{for all edges } e = (v, w) \in E.$$  

If not stated otherwise, all results in the following section hold for directed as well as undirected minimum-cost flows.
4 Functional Dependence on $\lambda$

In this section, we examine the properties of the minimum-cost flow function $x^*: [0, \infty) \to \mathbb{R}^m$ that maps the parameter $\lambda$ to the corresponding minimum-cost flow $x^*(\lambda)$. We first note that it follows from general results on parametric convex optimization problems, e.g., Shvartsman [36, Theorem 2.5(i)], that the minimum-cost flow function is continuous in $\lambda$.

**Lemma 2.** The minimum-cost flow function $x^*$ is continuous.

In order to analyze and compute the function $x^*$, we proceed to use the dual information captured by the node potentials $\phi$ from the KKT-conditions in Lemma 1. One difficulty, however, is that these potentials are not unique. The non-uniqueness basically stems from two reasons. First, the optimality conditions (6) depend only on potential differences. Hence optimal potentials are invariant under additive shifts. Second, the potentials of vertices that are not connected via an edge with $x_e > 0$ may also have non-unique potentials since (6) then yields only inequalities but no equation.

To circumvent these issues, we only consider potentials that are fixed at some arbitrarily fixed to zero vertex $v_1 \in V$. We denote by $\Pi := \{\phi \in \mathbb{R}^n \mid \phi_{v_1} = 0\}$ the set of all of these potentials and refer to $\Pi$ as the potential space. We proceed to define a special potential function $\lambda \mapsto \pi(\lambda)$ such that $\pi(\lambda)$ is always an optimal potential for the minimum-cost flow for parameter $\lambda$. To this end, we consider the function

$$U(\lambda) := \{e \in E : x^*_e(\lambda) > 0\}$$

that maps every $\lambda$ to the set of edges used by the minimum-cost flow for parameter $\lambda$. Since $x^*$ is continuous, $U(\lambda)$ is piecewise constant with a countable set of breakpoints. For every $\lambda$, let

$$U^-(\lambda) := \{(w, v) : (v, w) \in U(\lambda)\}$$

be the corresponding set of backward edges. Let $\hat{E}(\lambda) := E \cup U^-(\lambda)$ and for all $e \in \hat{E}(\lambda)$, define edge costs

$$\nu_e(\lambda) = \begin{cases} f_e(x^*_e(\lambda)) & \text{if } e \in E, \\ -f_e(x^*_e(\lambda)) & \text{if } e \in U^-(\lambda). \end{cases}$$

Then, the function $\pi : \mathbb{R}_{\geq 0} \to \mathbb{R}^n$, $\lambda \mapsto \pi(\lambda) = (\pi_v(\lambda))_{v \in V}$ as

$$\pi_v(\lambda) := \text{length of a shortest directed path from } v_1 \text{ to } v$$

in $\hat{G}(\lambda) = (V, \hat{E}(\lambda))$ with edge cost $\nu_e(\lambda)$, where $v_1$ is the vertex where we fix the potential to zero. Note, that $\pi(\lambda) \in \Pi$ for every $\lambda \geq 0$ by definition.

**Lemma 3.** The function $\pi$ defined in (10) is

(i) well-defined,

(ii) piecewise continuous,

(iii) and $\pi(\lambda)$ is an optimal potential for all $\lambda \in \mathbb{R}_{\geq 0}$. 
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Proof. We first show (i). Fix \( \lambda \geq 0 \) arbitrarily and note that \( \hat{G}(\lambda) \) is strongly connected since \( G \) is strongly connected. By Lemma 1 there is a potential vector \( \phi \) such that \( \nu_e(\lambda) = \phi_w - \phi_v \) for all edges \( e = (v, w) \in U(\lambda) \) and \( \nu_e \geq \phi_w - \phi_v \) for all edges \( e = (v, w) \) with \( x_e^* = 0 \). Note that this also implies that \( \nu_e(\lambda) = \phi_w - \phi_v \) for all \( e = (v, w) \in U^-(\lambda) \). It is straightforward to check that this implies that \( \hat{G}(\lambda) \) does not contain a negative cycle. Indeed for every cycle \((v_0, v_1, \ldots, v_k, v_{k+1})\) with \( v_{k+1} = v_0 \) we obtain

\[
\sum_{i=0}^{k} \nu_{(v_i, v_{i+1})}(\lambda) \geq \sum_{i=0}^{k} \phi_{v_{i+1}} - \phi_{v_i} = \phi_{v_{k+1}} - \phi_{v_0} = 0.
\]

Since \( \hat{G}(\lambda) \) is strongly connected and does not contain a negative cycle, the shortest path lengths exist and the values \( \phi_v(\lambda) \) are well-defined.

We proceed to show (ii). The sets \( U(\lambda) \) are piecewise constant, implying the edge set of \( \hat{G}(\lambda) \) is piecewise constant. Since the marginal costs \( f_e \) and the optimal flows \( x_e^* \) are continuous, so are the edge cost \( \nu_e \). Hence, the shortest path length are continuous as long as the graph is unchanged and, therefore, the function \( \pi \) is piecewise continuous.

Finally, we show (iii). To show that \( \pi \) is an optimal potential, we show that the conditions from (ii) are satisfied. Since \( \pi \) is a shortest path potential, the inequality constraints in (ii) are satisfied for all edges. Since these inequalities must hold in both directions for edges in \( U(\lambda) \), the equality constraints follow as well.

\[ \square \]

The minimum-cost flow \( x_e^*(\lambda) \) depends continuously on the optimal potentials via the equalities in (ii). In particular, the flow can be expressed as a solution to the system of equations in (iii). Therefore, we are interested in the edges where the inequality in the optimality conditions are satisfied with equality. We denote this edge set by

\[ S(\lambda) := \{ e = (v, w) \in E : f_e(x_e^*(\lambda)) = \pi_w(\lambda) - \pi_v(\lambda) \} \]

and call these edges support. Note that \( U(\lambda) \subseteq S(\lambda) \) but \( S(\lambda) \) may contain more edges than \( U(\lambda) \). The support \( S(\lambda) \) is still piecewise constant since the edge cost \( \nu_e(\lambda) \) are continuous and \( U(\lambda) \) is piecewise constant. We proceed to argue that the graph with edge set \( S(\lambda) \) is also connected for all \( \lambda \geq 0 \).

**Corollary 1.** For every \( \lambda > 0 \), the graph \( G = (V, S(\lambda)) \) is connected.

Proof. By construction, \( \pi_v(\lambda) \) is equal to the length of a shortest directed path from \( v_1 \) to \( v \) in \( \hat{G}(\lambda) \). As argued in the proof of Lemma 3, the graph \( \hat{G}(\lambda) \) is strongly connected, thus, there exists a shortest path from \( v_1 \) to \( v \) for all \( v \in V \). All edges on this shortest path are contained in \( S(\lambda) \), and the result follows.

\[ \square \]

In the following, it will be convenient to consider vertices and matrices without columns and rows corresponding to the vertex \( v_1 \). For a vector \( z \in \mathbb{R}^n = (z_1, z_2, \ldots, z_n)^\top \), denote by \( \tilde{z} = (z_2, \ldots, z_n)^\top \) the vector with the first entry (corresponding to \( v_1 \)) removed. Similarly, for a matrix \( A \in \mathbb{R}^{n \times n} \), denote by \( \tilde{A} \) the matrix with the first row and column removed. If \( \tilde{A}^{-1} \) exists, we define the matrix

\[
A^* := \begin{bmatrix} 0 & 0^\top \\ 0 & \tilde{A}^{-1} \end{bmatrix}.
\]

This matrix satisfies \( AA^*A = A \) and, hence, is the unique generalized inverse mapping into the subspace \( \{ z \in \mathbb{R}^n \mid z_{v_1} = 0 \} \) of vectors where the component corresponding to \( v_1 \) is zero.
With these definitions, we are now in position to obtain explicit formulas for the derivatives of the functions \( \lambda \mapsto x(\lambda) \) and \( \lambda \mapsto \pi(\lambda) \) that map the parameter \( \lambda \) to the minimum-cost flow and optimal potential, respectively.

**Theorem 1.** Assume that the marginal cost functions \( f_e \) are differentiable with \( f_e(x) > 0 \) for all \( x \geq 0 \) and \( e \in E \). Let \( I \subset [0, \infty) \) be an open interval such that the support is constant on \( I \), i.e., \( S(\lambda) = S \) for all \( \lambda \in I \). Then, the functions \( \lambda \mapsto x^*(\lambda) \) and \( \lambda \mapsto \pi(\lambda) \) are differentiable on \( I \) with the explicit derivatives

\[
\frac{d}{d\lambda} \pi(\lambda) = L_\lambda^* b \quad \text{and} \quad \frac{d}{d\lambda} x^*(\lambda) = C_\lambda \Gamma^T L_\lambda^* b,
\]

where \( C_\lambda = \text{diag}(c_{e_1}(\lambda), \ldots, c_{e_m}(\lambda)) \) with

\[
c_e(\lambda) := \begin{cases} 0 & \text{if } e \notin S(\lambda), \\ \frac{1}{f_e(x_e^*(\lambda))} & \text{if } e \in S(\lambda) \end{cases}
\]

and \( L_\lambda = \Gamma C_\lambda \Gamma^T \).

**Proof.** Let \( S \) be the (constant) support on the interval \( I \). We encode this support via the matrix \( S := \text{diag}(s_{e_1}, \ldots, s_{e_m}) \), where \( s_e = 1 \) if \( e \in S \) and \( s_e = 0 \) otherwise. Further, we denote by \( \Gamma_{-1} \) the submatrix of the incidence matrix obtained by removing the first row.

The proof is based on the following idea. We define a function \( g \) that maps a triplet \((x, \hat{\phi}, \lambda)\) consisting of a flow vector, a (shortened) potential vector and a parameter value to the slack of the equalities in the KKT conditions from (6). We then show that whenever \( g(x, \hat{\phi}, \lambda) = 0 \), \( x \) is a minimum-cost flow for parameter \( \lambda \) with optimal potential \( \phi \). The implicit function theorem then yields differentiable functions mapping the parameter to minimum-cost flows and optimal potentials. By uniqueness, these functions must coincide with the minimum-cost flow function and the optimal potential function, concluding the proof.

Formally, we define a function \( h : \mathbb{R}^m \to \mathbb{R}^m \), \( x \mapsto h(x) = h_e(x_e(\lambda)) \) \( e \in E \) with \( h_e(x_e) = f_e(x_e) \) if \( e \in S(\lambda) \) and \( h_e(x_e) = x_e \) if \( e \notin S(\lambda) \). Denote by \( A \) the Jacobian matrix of the function \( h \). It is easy to see that \( A \) is a diagonal matrix with coefficients \( a_e = f'_e(x_e) \) if \( e \in S(\lambda) \) and \( a_e = 1 \) otherwise.

Then, we define the function

\[
g : \mathbb{R}^m \times \mathbb{R}^{n-1} \times I \to \mathbb{R}^{m+n-1} \quad \text{with} \quad (x, \hat{\phi}, \lambda) \mapsto \begin{bmatrix} h(x) - S \Gamma^T \hat{\phi} \\ \Gamma_{-1} x - b^0 - \lambda b \end{bmatrix}
\]

and claim that for every \( \lambda \in I \), \( x \in R^m \), and \( \phi \in \mathbb{R}^n \) with \( \pi_1 = 0 \),

\[
g(x, \hat{\phi}, \lambda) = 0
\]

implies that \( x = x^*(\lambda) \), i.e., \( x \) is the minimum-cost flow for parameter \( \lambda \) and \( \phi = \pi(\lambda) \), i.e., \( \phi \) is the optimal potential for this flow. Indeed, we observe that the last \( n-1 \) lines of (12) are equivalent to the flow conservation on all vertices but \( v_1 \). Since the demands sum to 1 this also implies the flow conservation for the whole graph. Now consider any of the first \( m \) rows of (12). Each of these rows corresponds to an edge \( e = (v, w) \in E \) and is equivalent to \( h_e(x_e) - s_e(\pi_w - \pi_v) = 0 \). Thus, the first \( m \) rows of (12) can be restated as

\[
f_e(x_e) = \pi_w - \pi_v \quad \text{if } e = (v, w) \in S,
\]

\[
x_e = 0 \quad \text{if } e = (v, w) \notin S.
\]
This implies that the flow $x$ restricted to the subgraph $G' = (V, S)$ satisfies the optimality conditions from Lemma 1 on this subgraph. Hence, the restriction of $x$ is a minimum-cost flow on $G'$. Since the minimum-cost flow does not change if all non-support edges are removed, $x$ must coincide with the minimum-cost flow for the whole graph on $G'$. Since, further the minimum-cost flow as well as $x$ are zero on all non-support edges, we conclude that $x$ coincides with the minimum-cost flow. 

Further, we observe that the potential differences $\phi_w - \phi_v = f_e(x_e) = f_e(x_\lambda^e(\lambda) = \pi_v(\lambda) - \pi_v(\lambda)$ coincide for all edges $e = (v, w)$ in the support $S$. Since $\phi_{v_1} = \pi_{v_1} = 0$ and $G' = (V, S)$ is connected, we get that also the potentials $\phi$ and $\pi(\lambda)$ coincide.

We now compute the Jacobian matrix of the function $g$

$$J_g(x, \hat{\phi}, \lambda) = \begin{bmatrix} A & -\mathbf{SG}^\top_{-1} & 0 \\ \Gamma_{-1} & 0 & -\mathbf{b} \end{bmatrix}$$

consisting of the submatrices

$$J_{g, (x, \hat{\phi})} = \begin{bmatrix} A \\ \Gamma_{-1} \\ 0 \end{bmatrix} \mathbf{-SG}^\top_{-1} \mathbf{and} J_{g, \lambda} = \begin{bmatrix} 0 \\ -\mathbf{b} \end{bmatrix}$$

The matrix $J_{g, (x, \hat{\phi})}$ is non-singular if and only if $\hat{L}_\lambda := \Gamma_{-1}A^{-1}\mathbf{SG}^\top_{-1} = \Gamma_{-1}C_\lambda \Gamma_{-1}^\top$ is non-singular; see, e.g., the textbook by Harville [21, Theorem 8.5.11]. The matrix $\hat{L}_\lambda$ is obtained from the matrix $L_\lambda = \Gamma \lambda \Gamma^\top$ by deleting the first row and column. The latter matrix $L_\lambda$ is the weighted Laplacian matrix of the subgraph induced by all edges $e \in S(\lambda_0)$ in the support with respect to the weights $c_e(x_e)$. The subgraph induced by the edges in the support is connected and basic theory of Laplacian matrices (see, e.g., [20, 28, 29]) implies that $L_\lambda$ has rank $n - 1$ and $\hat{L}_\lambda = \Gamma_{-1}C_\lambda \Gamma_{-1}^\top$ is non-singular. Thus, again by Harville [21, Theorem 8.5.11], the matrix $J_{g, (x, \hat{\phi})}$ is non-singular with inverse

$$J^{-1}_{g, (x, \hat{\phi})} = \begin{bmatrix} A^{-1} - A^{-1}\mathbf{SG}^\top_{-1} \hat{L}_\lambda^{-1} \Gamma_{-1} A^{-1} & A^{-1}\mathbf{SG}^\top_{-1} \hat{L}_\lambda^{-1} \\ \hat{L}_\lambda^{-1} \Gamma_{-1} A^{-1} & \hat{L}_\lambda^{-1} \end{bmatrix}.$$ 

By the implicit function theorem, there is an open set $U \ni \lambda_0$ such that there exist continuous and differentiable functions $x : U \to \mathbb{R}^m$ and $\hat{\phi} : U \to \mathbb{R}^n$ such that $g(x(\lambda), \hat{\phi}(\lambda), \lambda) = 0$ for all $\lambda \in U$. As argued above, $x(\lambda) = x^*(\lambda)$ and $\hat{\phi}(\lambda) = \pi(\lambda)$. Thus, the minimum-cost flow function $x^*(\lambda)$ and the potential function $\pi(\lambda)$ are differentiable for almost all $\lambda \geq 0$.

Finally, the implicit function theorem and the chain rule imply that

$$\frac{d}{d\lambda} \left[ \begin{array}{l} x(\lambda) \\ \pi(\lambda) \end{array} \right] = -J^{-1}_{g, (x, \hat{\phi})} J_{g, \lambda} = \left[ \begin{array}{l} A^{-1} \mathbf{SG}^\top_{-1} \hat{L}_\lambda^{-1} \mathbf{b} \\ \hat{L}_\lambda^{-1} \end{array} \right].$$

This implies

$$\frac{d}{d\lambda} x(\lambda) = A^{-1} \mathbf{SG}^\top_{-1} \hat{L}_\lambda^{-1} \mathbf{b} = C_\lambda \left[ \begin{array}{l} 0 \\ \Gamma^- \end{array} \right] \begin{bmatrix} 0 \\ 0^\top \end{bmatrix} \begin{bmatrix} b_{v_1} \\ \mathbf{b} \end{bmatrix} = C_\lambda \Gamma^\top L^*_\lambda \mathbf{b},$$

$$\frac{d}{d\lambda} \pi(\lambda) = \left[ \begin{array}{l} 0 \\ \frac{d}{d\lambda} \pi(\lambda) \end{array} \right] = \left[ \begin{array}{l} 0 \\ 0 \end{array} \right] \begin{bmatrix} 0 \\ b_{v_1} \end{bmatrix},$$

concluding the proof. □
We can use the result from Theorem 1 for two purposes. First, we notice that if all cost functions are quadratic, the matrices $C_\lambda$ and $L_\lambda$ are independent of $\lambda$ since $f'_e$ is constant for all edges in this case. Hence, the derivatives of the potentials $\pi$ and the flows $x$ are constant as long as the support does not change and the functions $\pi$ and $x$ are piecewise linear functions that can be computed directly using the Laplacian matrix $L$ given a fixed support. This insight can be used to develop a homotopy method to compute the functions $\pi$ and $x$ by solving these Laplacian systems and performing pivoting steps to obtain the correct supports. We describe this method that also works for piecewise-quadratic cost functions in more detail in §5.1.

Second, the result from Theorem 1 can be used to obtain closed formulas for the derivatives of the objective function with respect to the parameter $\lambda$. To this end, denote by $C(\lambda) := \sum_{e \in E} F_e(x_e(\lambda))$ the cost of the mincost flow $x(\lambda)$ for parameter $\lambda$. We then obtain the following result.

**Theorem 2.** Assume that the marginal cost functions are differentiable and $f_e(x) > 0$ for all $x \geq 0$ and all $e \in E$. Then,

(i) the function $\lambda \mapsto C(\lambda)$ is differentiable for all $\lambda \geq 0$ with

$$\frac{d}{d\lambda} C(\lambda) = b^\top \pi(\lambda).$$

If the demand function is linear, i.e., $b^0 = 0$, and non-decreasing marginal cost functions $f_e(x)$, we additionally have $\frac{d}{d\lambda} C(\lambda) \geq 0$.

(ii) the function $\lambda \mapsto C(\lambda)$ is twice differentiable on every interval $I$ where the support is constant with

$$\frac{d^2}{d\lambda^2} C(\lambda) = b^\top L_\lambda^* b > 0.$$

**Proof.** Let $\lambda \geq 0$. Then, there are two cases.

Case 1: The support is constant on an open interval containing $\lambda$. (Since the support function is piecewise constant, this is the case for almost all $\lambda \geq 0$.) In this case, we can apply Theorem 1 and the derivatives $\frac{d}{d\lambda} \pi(\lambda)$ and $\frac{d}{d\lambda} x(\lambda)$ exist. We note that for all edges $e \in S(\lambda)$ in the support, $f_e(x_e(\lambda)) = \pi_w(\lambda) - \pi_v(\lambda)$ and for all edges $e \notin S(\lambda)$ not in the support, $\frac{d}{d\lambda} x_e(\lambda) = 0$ by (III). We then compute

$$\frac{d}{d\lambda} C(\lambda) = \sum_{e \in E} f_e(x_e(\lambda)) \frac{d}{d\lambda} x_e(\lambda)$$

$$= \sum_{e = (v,w) \in E} \left(\pi_w(\lambda) - \pi_v(\lambda)\right) \frac{d}{d\lambda} x_e(\lambda)$$

$$= \left(\pi_w(\lambda) - \pi_v(\lambda)\right) \frac{d}{d\lambda} x(\lambda)$$

$$= \left(\pi(\lambda)\right)^\top \frac{d}{d\lambda} \Gamma x(\lambda) = \left(\pi(\lambda)\right)^\top b.$$ 

Again by Theorem 1 we also obtain $\frac{d^2}{d\lambda^2} C(\lambda) = b^\top L_\lambda^* b$. Since $L_\lambda$ is a Laplacian matrix with positive edge weights, its submatrix $L_\lambda^*$ is strictly positive definite. Therefore, with the definition of the pseudo inverse, we obtain $\frac{d^2}{d\lambda^2} C(\lambda) = b^\top L_\lambda^* b = b^\top L_\lambda^* b > 0$. 
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Case 2: The support function has a breakpoint in $\lambda$. Then the derivatives $\frac{d}{d\lambda}\pi(\lambda)$ and $\frac{d}{d\lambda}x(\lambda)$ may not exist anymore. However, since the support function is piecewise constant, there is an open interval $U \ni \lambda$, such that the derivatives exists for all $\lambda \not= \hat{\lambda} \in U$. Since the potential function $\pi(\lambda)$ is continuous, we get that $\lim_{\lambda \to \lambda} \frac{d}{d\lambda}C(\lambda) = (\pi(\lambda))^\top b$ exists. Since the function $\lambda \mapsto C(\lambda)$ is continuous, this implies that it is also differentiable in all $\lambda$.

Finally, consider the special case of a linear demand function and non-decreasing marginal cost functions. For every $\lambda > 0$, we compute

$$\frac{d}{d\lambda}C(\lambda) = \frac{1}{\lambda} (\Gamma x(\lambda))^\top \pi(\lambda) = \frac{1}{\lambda} (x(\lambda))^\top \Gamma^\top \pi(\lambda)$$

$$= \frac{1}{\lambda} \sum_{e \in E} (\pi_{ve}(\lambda) - \pi_{v}(\lambda))x_e(\lambda) = \frac{1}{\lambda} \sum_{e \in E} f_e(x_e(\lambda))x_e(\lambda) \geq 0.$$

By continuity, $\frac{d}{d\lambda}C(\lambda) \geq 0$ follows for all $\lambda \geq 0$. \hfill $\Box$

Finally, we state a theorem with two properties of Laplacian matrices, that are in particular known in the context of electrical networks, where these properties are sometimes called Thomson’s principle and Rayleigh’s monotonicity law (see, e.g., [14]).

**Theorem 3.** Let $x(\lambda)$ be the mincost flow solving (5) for some $\lambda \geq 0$. For every edge $e \in E$, let $a_e := f'_e(x_e(\lambda))$. Define the matrix $A_\lambda := \text{diag}(a_1, \ldots, a_m)$.

(i) **Thomson’s principle:** For every feasible flow $y$ for demand $\lambda b$ with support $S(\lambda)$, i.e., $y_e > 0$ only if $e \in S(\lambda)$, we have

$$\left(\frac{d}{d\lambda}x(\lambda)\right)^\top A_\lambda \frac{d}{d\lambda}x(\lambda) \leq y^\top A_\lambda y.$$

(ii) **Rayleigh’s monotonicity law:** Let $\hat{C} = \text{diag} \left(\frac{1_{e_1 \in S(\lambda)}}{\hat{a}_1}, \ldots, \frac{1_{e_m \in S(\lambda)}}{\hat{a}_m}\right)$ with $\hat{a}_e \geq a_e$ for all edges $e$, and let $\hat{L} = \Gamma \hat{C} \Gamma^\top$. Then,

$$b^\top L_{\lambda}^* b \leq b^\top \hat{L}^* b.$$

**Proof.** We observe that $A_\lambda C_\lambda = \text{diag} \left(\frac{1_{e_1 \in S(\lambda)}}{a_1}, \ldots, \frac{1_{e_m \in S(\lambda)}}{a_m}\right) =: J$. For every edge $e$, let $z := \Gamma z = 0$ and, since $x_e = y_e = 0$ for all $e \not\in S(\lambda)$, $zJ = z$. Overall, we get

$$y^\top A_\lambda y = \left(\frac{d}{d\lambda}x(\lambda)\right)^\top A_\lambda \frac{d}{d\lambda}x(\lambda) + 2 z^\top A_\lambda \frac{d}{d\lambda}x(\lambda) + zA_\lambda z$$

$$\geq \left(\frac{d}{d\lambda}x(\lambda)\right)^\top A_\lambda \frac{d}{d\lambda}x(\lambda) + 2 z^\top A_\lambda C_\lambda \Gamma^\top L_{\lambda} b$$

$$= \left(\frac{d}{d\lambda}x(\lambda)\right)^\top A_\lambda \frac{d}{d\lambda}x(\lambda) + 2 (\Gamma J z)^\top L_{\lambda} b = \left(\frac{d}{d\lambda}x(\lambda)\right)^\top A_\lambda \frac{d}{d\lambda}x(\lambda).$$

For (ii), let $y = \hat{C} \Gamma^\top L^* b$. Then $\Gamma^\top y = b$ (i.e., $y$ is a flow for demand $b$). Let $\hat{\lambda} := \text{diag}(\hat{a}_e, \ldots, \hat{a}_m)$. Then

$$b^\top L_{\lambda}^* b = \left(\frac{d}{d\lambda}x(\lambda)\right)^\top \Gamma^\top L_{\lambda}^* b = \left(\frac{d}{d\lambda}x(\lambda)\right)^\top A_\lambda C_\lambda \Gamma L_{\lambda}^* b$$

$$= \left(\frac{d}{d\lambda}x(\lambda)\right)^\top A_\lambda \frac{d}{d\lambda}x(\lambda) \leq y^\top A_\lambda y \leq y^\top \hat{A}_\lambda y = b^\top \hat{L}_{\lambda}^* b,$$

where the last equality follows with the same steps reversed. \hfill $\Box$
5 Parametric Computation of Minimum-Cost Flows

Following the theoretical analysis in the previous section, we now want to develop methods for the computation of the minimum-cost flow function. As it can be seen from the optimality conditions (6), every minimum-cost flow for a fixed parameter is a solution to a system of equalities. If these equations are linear with rational coefficients, the solution is also rational and can be computed explicitly. If these equations are non-linear, the solutions may be irrational and we therefore can only compute approximate solutions. Therefore, this section consists of two parts. First, we consider the case of parametric minimum-cost flows in networks with (piecewise) quadratic cost functions. In this case, the marginal costs, and thus the optimality conditions from (6), are (piecewise) linear. We then can use a homotopy method based on the computation of electrical flows that we introduced in a previous paper [24] in order to compute the exact minimum-cost flow functions. In the second part, we consider more general, convex cost functions and develop two methods for the computation of approximate minimum-cost flow functions. The first method that we call minimum-cost approximation (MCA) is based on a linear interpolation of the non-linear marginal cost functions allowing us to apply the algorithm developed in the first part. The second method called minimum-cost flow interpolation (MCFI) relies on the computation of minimum-cost flows for fixed demands with a suitable method, e.g., the Frank-Wolfe algorithm. The approximate minimum-cost flow function computed by this method is a linear interpolation of fixed demand minimum-cost flows at fixed breakpoints. For both MCA and MCFI we develop bounds for the step sizes of the respective interpolations that guarantee bounds on the error of the approximation.

5.1 Minimum-cost Flows With Piecewise Quadratic Cost

We assume throughout this section that all cost functions \( F_e(x) \) are piecewise quadratic. More specifically, we assume that for every edge there exists a piecewise linear marginal cost function \( f_e : \mathbb{R} \rightarrow \mathbb{R} \) such that \( F_e(x) = \int_0^x f_e(s)ds \). Then the derivatives of the marginal costs, \( f_e'(x) \) are piecewise constant. Since the Laplacian matrix \( L_\lambda \) defined in Theorem 1 only depends on this second derivative, the matrix \( L_\lambda \) and therefore the derivatives of the mincost flow function and the potential function are piecewise constant as well. Thus the mincost flow function \( \lambda \mapsto x(\lambda) \) is piecewise linear. The aim of this subsection is to develop an algorithm that computes these piecewise linear functions explicitly.

5.1.1 Undirected parametric minimum-cost flows

We start by considering the undirected parametric minimum-cost flow problem from [5]. In the case of linear marginal cost functions, i.e., if \( f_e(x) = a_ex \), then the optimality conditions (9) for this undirected problem are \( a_ex_e = \pi_w - \pi_v \) for all edges \( e = (v,w) \in E \). If we interpret the potential difference as voltage, the flow as electrical current, and the slope of the marginal cost function as resistance, then this optimality condition is exactly Ohm’s law. Together with the primal flow conservation constraint, we see that an undirected minimum-cost flow with respect to linear marginal costs satisfies the conditions for an electrical flow in a linear resistor network. We therefore also refer to this setting as the electrical flow setting.

Assume that the marginal cost functions are piecewise linear, i.e., every marginal cost function has \( \ell_e \in \mathbb{N} \) linear function parts and \( \ell_e + 1 \) breakpoints \( \tau_{e,1}, \ldots, \tau_{e,\ell_e+1} \), including the artificial breakpoints \( \tau_{e,1} = \infty \) and \( \tau_{e,\ell_e+1} = \infty \). Denote by \( \sigma_{e,\ell_e} := f_e(\tau_{e,\ell_e}) \) the value at the respective breakpoint. For each function part \( t_e \in \{1, \ldots, \ell_e\} \), there are coefficients \( \alpha_{e,t_e} > 0 \) and \( \beta_{e,t_e} \in \mathbb{R} \) such that \( f_e(x) = \alpha_{e,t_e}x + \beta_{e,t_e} \) for all \( x \) between the breakpoints of the respective function
part. The inverses of the marginal cost functions exist since \( \alpha_e > 0 \) and have the explicit form
\[
\phi^{-1}_e(y) = c_{e,t_e}y + d_{e,t_e} \text{ where } c_{e,t_e} = \frac{1}{a_{e,t_e}} \text{ and } d_{e,t_e} = \frac{b_e}{a_{e,t_e}}.
\]
Denote by \( f^{-1} \) the vector of all inverse marginal cost functions. Then \( f^{-1} \) is also a piecewise linear function, where every linear part can be expressed as
\[
f^{-1}(y) = C_t y - d_t,
\]
where \( C_t := \text{diag}(c_{e_1,t_{e_1}}, \ldots, c_{e_m,t_{e_m}}) \) and \( d_t := (d_{e,t_e})_{e \in E} \) and the vector \( t = (t_e)_{e \in E} \) encodes the respective function part. For every potential \( \phi \in \Pi \) from the potential space, the flow \( x := f^{-1}(\Gamma \phi) \) satisfies, together with the potential \( \phi \), the optimality conditions \([9]\) for the undirected minimum-cost flow problem by definition. The function \( \phi \mapsto f^{-1}(\Gamma \phi) \) is piecewise linear and has the explicit form \( f^{-1}(\Gamma \phi) = C_t \Gamma^\top \phi - d_t \) on the polytopes
\[
R_t := \{ \phi \in \Pi \mid \sigma_{e,t_e} \leq \phi_w - \phi_v \leq \sigma_{e,t_{e+1}} \text{ for all } e = (v,w) \in E \}
\]
that we refer to as regions. Figure 1 shows these regions in the potential space for a concrete example. A potential \( \pi \in \Pi \) therefore is an optimal potential of the minimum-cost flow problem \( x^* = C_t \Gamma^\top \pi - d_t \) if and only if \( x^* \) satisfies the demands \( b^0 + \lambda b \), i.e., if and only if \( \Gamma x^* = b^0 + \lambda b \) which is equivalent to
\[
L_t \pi - \tilde{d}_t = b^0 + \lambda b,
\]
where \( L_t := \Gamma C_t \Gamma \) and \( \tilde{d}_t = \Gamma d_t \). Since the Laplacian matrix \( L_t \) has rank \( n - 1 \), \([13]\) has a unique solution \( \pi \in \Pi \) that can be expressed explicitly as
\[
\pi(\lambda) = \pi_t + \lambda \Delta \pi_t,
\]
where \( \Delta \pi_t := L_t^1 b \) and \( \pi_t := L_t^*(b^0 + \tilde{d}_t) \). If the solution \( \pi(\lambda) \) is inside the region \( R_t \), then \( \pi(\lambda) \) is an optimal potential for the parameter \( \lambda \). Therefore, the set of all optimal potentials in the region \( R_t \) is
\[
\Pi_t = \{ \pi_t + \lambda \Delta \pi_t \mid \lambda \geq 0 \text{ and } \pi_t + \lambda \Delta \pi_t \in R_t \}
\]
and, thus, it is a (possibly empty) line segment. The following theorem summarizes these observations. For more details and a rigorous proof, see [24].
Theorem 4. For every region \( R_t \) there are numbers \( \lambda_t^{\text{min}}, \lambda_t^{\text{max}} \in \mathbb{R} \cup \{\infty\} \) such \( \pi \in \Pi_t = \{ \pi_t + \lambda \Delta \pi_t \mid \lambda_t^{\text{min}} \leq \lambda \leq \lambda_t^{\text{max}} \} \). A potential vector \( \pi \in R_t \) with \( \pi_{v_1} = 0 \) is the potential of an optimal solution of \((\Pi)\) for some \( \lambda \geq 0 \) if and only if \( \pi \in \Pi_t \).

Figure 1 shows the linear line segments of optimal potentials in the regions for a concrete example. The (non-empty) line segments of neighboring regions intersect in the boundary hyperplanes separating the regions. Every boundary corresponds to a breakpoint of some marginal cost function; the crossing of a boundary corresponds to moving from one function part of a marginal cost function to the next. Given a region with non-empty line segment \( \Pi_t \), the boundary inducing the maximal parameter value \( \lambda_t^{\text{max}} \) leads to a neighboring region that also has a non-empty line segment. We can find such boundaries in \( O(n^2) \)-time. If the boundary, and therefore the neighboring region, is unique, the (pseudo-)inverse of the Laplacian matrix \( L_t^* \) of the neighboring region can also be obtained in \( O(n^2) \)-time via a simple rank-1-update formula [24, Thm. 7]. If the boundary is non-unique, i.e., if the line segment of optimal potentials ends in the intersection of multiple boundaries, a unique neighboring region can either be obtained using a lexicographic rule or by solving a quadratic program.

Overall, this leads to the following procedure for the computation of the optimal potential function \( \lambda \mapsto \pi(\lambda) \) (and therefore also the minimum-cost flow function \( \lambda \mapsto \pi^*(\lambda) \)).

1. Compute an initial solution \( x^*(0) \) with an optimal potential \( \pi(0) \) for the demand \( b^0 \). In some cases this initial solution is trivial. For example, if \( b^0 = 0 \) and the marginal cost are homogeneous, meaning that \( f_e(0) = 0 \), the zero flow and zero potential are the optimal solution for \( \lambda = 0 \). Otherwise, the initial solution can be obtained by solving the minimum-cost flow problem for the fixed demand \( b^0 \) in strongly polynomial time, for instance with the algorithm by Végh [39].

2. Find the initial region \( R_t \) for the initial potential and compute the pseudo-inverse of the Laplacian \( L_t^* \).

3. Compute the direction vector \( \Delta \pi_t \), the offset vector \( \pi_t \), and the maximal parameter value \( \lambda_t^{\text{max}} \) for this region.

4. As long as \( \lambda_t^{\text{max}} < \infty \), find the neighboring region \( R_{t'} \) with non-empty line segment \( \Pi_{t'} \) and continue with step 3 for \( t = t' \).

This procedure computes the complete piecewise linear function \( \lambda \mapsto \pi(\lambda) \). Every iteration yields one function part defined by the offsets \( \pi_t \) and directions \( \Delta \pi_t \), and the minimal and maximal parameter values \( \lambda_t^{\text{min}} \) and \( \lambda_t^{\text{max}} \). With the function \( \phi \mapsto f^{-1}(\Gamma \phi) \), we can also compute the offsets and directions of the flow function \( \lambda \mapsto x^*(\lambda) \).

5.1.2 Directed parametric minimum-cost flows

The algorithm described in the previous subsection works only for undirected minimum-cost flow problems, i.e., problems without any constraint on the flow. Assume, we are given lower capacities \( l = (l_e)_{e \in E} \) and upper capacities \( u = (u_e)_{e \in E} \) for the edge flows and consider the minimum-cost flow problem

\[
\min \sum_{e \in E} F_e(x_e) \quad \text{s.t.} \quad \Gamma x = b^0 + \lambda b, \quad 1 \leq x \leq u,
\]

where the edge cost are the integral of (piecewise linear) marginal costs, i.e., \( F_e(x) = \int_{l_e}^{x} f_e(s)ds \). In the special case of \( l_e = 0 \) and \( u_e = \infty \) for all \( e \in E \), this problem is exactly the parametric
minimum-cost flow problem from \([5]\). It is not hard to see that \(x^*\) is an optimal solution to the above problem if and only if \(x^*\) is an optimal solution to the undirected problem

\[
\min \sum_{e \in E} \tilde{F}_e(x_e) \quad \text{s.t.} \quad \Gamma x = b^0 + \lambda b
\]

with the special cost functions \(\tilde{F}_e(x) := \int_{l_e}^{x_e} \tilde{f}_e(s)ds\) with \(\tilde{f}_e(s) = -\infty\) if \(s < l_e\), \(\tilde{f}_e(s) = f_e(s)\) if \(l_e \leq s \leq u_e\), and \(\tilde{f}_e(s) = \infty\) if \(s > u_e\), where we interpret the integral over the infinite function parts as infinite. Thus, we can reformulate every minimum-cost flow problem with flow bounds (and, hence, every directed problem) as an undirected problem with infinite costs. Although the marginal costs in the undirected problem take infinite values, we can still define a meaningful inverse function \(f_e^{-1}(y) = c_{e,t_e}y + d_{e,t_e}\) by setting \(c_{e,t_e} = 0\) for the function parts where \(f_e\) is infinite. This definition ensures that for every potential \(\phi\), the flow \(x := f^{-1}(\Gamma \phi)\), we have \(f_e(x_e) = \pi_w - \pi_v\) for all \(e = (v,w)\) with \(l_e \leq x_e \leq u_e\), \(f_e(x_e) \geq \phi_w - \phi_v\) for all \(e = (v,w)\) with \(x_e < l_e\) and \(f_e(x_e) \leq \phi_w - \phi_v\) for all \(e = (v,w)\) with \(x_e > u_e\). The latter conditions are exactly the KKT conditions for the bounded problem, hence, the function \(\phi \mapsto f^{-1}(\Gamma \phi)\) maps every potential to a flow that satisfies the optimality conditions.

Therefore, we can use the exact same algorithm as for the undirected problem to solve the parametric problem. However, since we now admit that \(c_{e,t_e}\) can be zero, it can happen that the Laplacian \(L_t\) matrix of some regions has rank smaller than \(n - 1\). In such regions, the pseudo-inverse of the Laplacian is no longer unique, leading to non-unique direction and offset vectors. We therefore call these regions ambiguous. In \([23]\) Section 4.2, we show that for every ambiguous region, there is a (unique) way to skip the region and proceed in another, non-ambiguous region without changing the flow.

### 5.2 Minimum-cost Flows With General Convex Cost

In this subsection, we develop two algorithms for the parametric computation of minimum-cost flows for general convex cost. Formally, we consider the parametric problem

\[
\min \sum_{e \in E} F_e(x_e) \quad \text{s.t.} \quad \Gamma x = b^0 + \lambda b, \quad 1 \leq x \leq u, \quad (14)
\]

for general flow bounds \(l_e, u_e \in \mathbb{R} \cup \{-\infty, \infty\}\), i.e., we consider the directed as well as the undirected case, and edge cost \(F_e(x) := \int_{l_e}^{x_e} f_e(s)ds\) that are the integral over a strictly increasing, differentiable marginal cost function \(f_e\) with \(f_e(s) \geq 0\) for all \(s > 0\) and \(f_e(s) \leq 0\) for all \(s < 0\).

Since for general, non-linear marginal cost functions \(f_e\) the flows and solution can be irrational, we can only aim for the approximate solutions. In order to obtain meaningful approximation guarantees, we restrict the parametric computation to all \(\lambda \in [0, \lambda_{\max}]\) for some \(\lambda_{\max} > 0\). For given \(\alpha > 1\) and \(\beta \geq 0\), we say a function \(\tilde{x} : [0, \lambda_{\max}] \to \mathbb{R}^m\) is an \((\alpha, \beta)\)-approximate minimum-cost flow function on \([0, \lambda_{\max}]\) if for every \(\lambda \in [0, \lambda_{\max}]\), the vector \(\tilde{x}(\lambda)\) is a feasible flow for the demand \(b^0 + \lambda b\) and

\[
\tilde{C}(\lambda) \leq \alpha C(\lambda) + \beta \quad \text{for all } \lambda \in [0, \lambda_{\max}],
\]

where \(\tilde{C}(\lambda) := \sum_{e \in E} F_e(\tilde{x}_e)\) denotes the cost of the flow \(\tilde{x}(\lambda)\). An approximate minimum-cost flow function maps every parameter \(\lambda\) to a feasible flow whose cost do not exceed the optimal cost by an absolute factor of \(\beta\) and a relative factor of \(\alpha\). We proceed by developing two methods that compute an approximate minimum-cost flow function.
5.2.1 Marginal cost approximation

The first method for the approximate computation of parametric minimum-cost flows is based on the approximation of the marginal cost of the given parametric problem. Instead of computing a solution to the actual problem, we consider a new instance with marginal cost \( \tilde{f}_e \) that are a piecewise linear interpolation of the original marginal costs \( f_e \). This new instance therefore has piecewise quadratic edge cost and can be solved exactly with the algorithm from the previous section. Since this method is based on an approximation of the marginal cost, we refer to it as marginal cost approximation (MCA).

The idea behind the marginal cost approximation is that we can choose a small mesh size of the interpolation in order to obtain a good approximation of the marginal cost. Intuitively, the minimum-cost flow functions of two instances with similar marginal cost functions should not differ too much. The following lemma proves, that this is indeed the case.

We denote by \( x^\text{max} := \max_{\lambda \in [0, \lambda^{\text{max}}]} \frac{1}{2} \sum_{v \in V} |b^0_v + \lambda b_v| \) the maximal total inflow in the network over all parameter values. Since we assume that the marginal cost functions \( f_e \) are homogeneous, i.e., \( f_e(s) \leq 0 \) for \( s < 0 \) and \( f_e(s) \geq 0 \) for \( s > 0 \), all optimal flows must be cycle-free and therefore \( x^\text{max} \) is a trivial bound for every edge flow \( x_e(\lambda) \) for all edges \( e \in E \) and all \( \lambda \in [0, \lambda^{\text{max}}] \).

**Lemma 4.** Let \( \alpha > 1, \beta \geq 0, \) and \( \lambda^{\text{max}} > 0 \). Given two families of marginal cost functions \((f_e)_{e \in E}\) and \((\tilde{f}_e)_{e \in E}\). Let \( \lambda \mapsto x^*(\lambda) \) be the minimum-cost flow function solving the problem \[(14)\] for edge cost \( F_e(x) := \int_e x f_e(ds) \) and \( \lambda \mapsto \tilde{x}(\lambda) \) be the minimum-cost flow function solving the problem \[(14)\] for the edge cost \( \tilde{F}_e(x) := \int_e \tilde{x} f_e(ds) \). If

\[
\left| \tilde{f}_e(x) - f_e(x) \right| \leq \frac{\alpha - 1}{1 + \alpha} |f_e(x)| + \frac{\beta}{(1 + \alpha)m x^\text{max}}
\]

for all \( -x^\text{max} \leq x \leq x^\text{max} \) and \( e \in E \) or if \( |\tilde{f}_e(x)| \geq |f_e(x)| \) and

\[
\left| \tilde{f}_e(x) - f_e(x) \right| \leq (\alpha - 1)|f_e(x)| + \frac{\beta}{m x^\text{max}}
\]

for all \( -x^\text{max} \leq x \leq x^\text{max} \) and \( e \in E \), then \( \lambda \mapsto \tilde{x}(\lambda) \) is an \((\alpha, \beta)\)-approximate minimum-cost flow function on \([0, \lambda^{\text{max}}]\) for the minimum-cost flow problem with edge cost \( F_e \).

**Proof.** Assume that the marginal cost satisfy \[(15)\]. Then, for every edge \( e \in E \) and every \(-x^\text{max} \leq s \leq x^\text{max}\), we have

\[
-\frac{\alpha - 1}{1 + \alpha} |f_e(s)| - \frac{\beta}{(1 + \alpha)m x^\text{max}} \leq \tilde{f}_e(s) - f_e(s) \leq \frac{\alpha - 1}{1 + \alpha} |f_e(s)| + \frac{\beta}{(1 + \alpha)m x^\text{max}}.
\]

Since we assume \( f_e(s) \geq 0 \) if \( s > 0 \) and \( f_e(s) \leq 0 \) if \( s < 0 \), this is equivalent to

\[
\frac{2\alpha}{1 + \alpha} f_e(s) - \frac{\beta}{(1 + \alpha)m x^\text{max}} \leq \tilde{f}_e(s) \leq \frac{2\alpha}{(1 + \alpha)} f_e(s) + \frac{\beta}{(1 + \alpha)m x^\text{max}} \quad \text{if } s \geq 0
\]

\[
\frac{2\alpha}{1 + \alpha} f_e(s) - \frac{\beta}{(1 + \alpha)m x^\text{max}} \leq \tilde{f}_e(s) \leq \frac{2\alpha}{(1 + \alpha)} f_e(s) + \frac{\beta}{(1 + \alpha)m x^\text{max}} \quad \text{if } s < 0.
\]

Taking the integral from \( l_e \) to \( x_e \) over the above inequalities, we obtain

\[
\frac{2\alpha}{1 + \alpha} F_e(x) - \frac{\beta}{(1 + \alpha)m} \leq \tilde{F}_e(x) \leq \frac{2\alpha}{1 + \alpha} F_e(x) + \frac{\beta}{(1 + \alpha)m}\]

(17)
for all \(-x^\text{max} \leq x \leq x^\text{max}\). We note that \(\sum_{e \in E} \bar{F}_e(\tilde{x}_e(\lambda)) \leq \sum_{e \in E} \bar{F}_e(x^*_e(\lambda))\) since \(\tilde{x}(\lambda)\) is the minimum-cost flow for parameter \(\lambda\) with respect to the edge cost \(\bar{F}_e\). Further, since \(x^\text{max}\) is a bound on the maximal flow on any edge, we can apply \((17)\) for \(x = x^*_e(\lambda)\) and \(x = \tilde{x}_e(\lambda)\) and obtain

\[
\tilde{C}(\lambda) = \sum_{e \in E} F_e(\tilde{x}_e(\lambda)) \leq \sum_{e \in E} \frac{1 + \alpha}{2} \left( \bar{F}_e(x^*_e(\lambda)) + \frac{\beta}{(1 + \alpha)m} \right)
\]

\[
\leq \sum_{e \in E} \frac{1 + \alpha}{2} \left( \bar{F}_e(x^*_e(\lambda)) + \frac{\beta}{(1 + \alpha)m} \right) + \sum_{e \in E} \frac{\beta}{m} = \alpha C(\lambda) + \beta.
\]

Thus, \(\lambda \mapsto \tilde{x}(\lambda)\) is an \((\alpha, \beta)\)-approximate minimum-cost flow function.

If we assume that \(\bar{F}_e(x) \geq |f_e(x)|\), then \(\bar{F}_e(x) \geq F_e(x)\). Similar to the first case, it can be shown that \((16)\) implies \(\bar{F}_e(x) \leq \alpha F_e(x) + \frac{\beta}{m}\). Overall, we obtain

\[
\tilde{C}(\lambda) = \sum_{e \in E} F_e(\tilde{x}_e(\lambda)) \leq \sum_{e \in E} \tilde{F}_e(\tilde{x}_e(\lambda)) \leq \sum_{e \in E} \left( \alpha F_e(x) + \frac{\beta}{m} \right) = \alpha C(\lambda) + \beta
\]

and the claim follows.

**Lemma 4** shows that we can obtain an approximate minimum-cost flow if we solve a different problem with marginal cost functions that differ only slightly from the original marginal cost functions. By using a linear spline interpolation of the marginal cost functions, we obtain a second instance with piecewise linear marginal cost functions that we can solve with the method from the previous subsection. Further, by choosing a sufficiently small interpolation mesh, we can interpolate the marginal costs with arbitrarily small error and apply **Lemma 4**. Formally, let \([a, b]\) be some interval and \(a = x_0 < x_1 < \cdots < x_K = b\) be a family of breakpoints that we also refer to as mesh. Then, given some function \(f : [a, b] \to \mathbb{R}\), we call the piecewise linear function defined as

\[
s_f : [a, b] \to \mathbb{R}, x \mapsto s_f(x) := f(i) + \frac{x - x_i}{x_{i+1} - x_i}(f(x_{i+1}) - f(x_i))
\]

for \(x \in [x_i, x_{i+1}]\) the **linear spline of \(f\) with mesh \((x_i)_{i=1,K}\)**. We denote by \(\delta_i := x_{i+1} - x_i\) the distance of two adjacent mesh points and refer to \(\delta_i\) as the \(i\)-th **step size** and call \(\max_i \delta_i\) the **mesh size** of the interpolation. If the function \(f\) is twice differentiable, then basic calculus (see, e.g., the textbook by de Boor [12] for a reference) yields that

\[
|f(x) - s_f(x)| \leq \frac{1}{8} \delta_i^2 \max_{\xi \in [x_i, x_{i+1}]} |f''(\xi)|
\]

for every \(x \in [x_i, x_{i+1}]\). Combining this with **Lemma 4** yields the following result.

**Theorem 5.** Given a parametric minimum-cost flow problem with marginal cost functions \(f_e\) that are differentiable three times, let \(\alpha > 1\), \(\beta \geq 0\), and \(\lambda^{\max}\) be a linear spline of the marginal cost with the same mesh \(-x^\text{max} = x_1 < \cdots < x_K = x^\text{max}\). If
(i) the step sizes $\delta_i = x_{i+1} - x_i$ satisfy
\[
\delta_i \sqrt{\max_{\xi \in [x_i, x_{i+1} + \delta_i]} |f''_e(\xi)|} \leq 2\sqrt{2} \sqrt{\frac{\alpha - 1}{1 + \alpha} |f_e(x_i)| + \frac{\beta}{(1 + \alpha)m_{x_{\max}}}},
\]
or
(ii) for all edges $e \in E$, $f''_e(x)$ is non-decreasing and $f''_e(x) \geq 0$ for $x \geq 0$ and $f''_e(x)$ is non-increasing and $f''_e(x) \leq 0$ for $x < 0$ and the step sizes $\delta_i = x_{i+1} - x_i$ satisfy
\[
\delta_i B \leq 2\sqrt{2} \sqrt{(\alpha - 1)|f_e(x_i)| + \frac{\beta}{m_{x_{\max}}}},
\]
where $B := \max\{|f''_e(x)|, |f''_e(x_i + \delta_i)|\}$,

then the minimum-cost flow function $\lambda \mapsto \tilde{x}(\lambda)$ of the instance with marginal cost functions $s_{f_e}$ is an $(\alpha, \beta)$-approximate minimum-cost flow function on $[0, \lambda_{\max}]$ for the original minimum-cost flow problem.

**Proof.** With \([\ref{eq:approx}]\), we can use (i) in order to obtain
\[
|f_e(x) - s_{f_e}(x)| \leq \frac{1}{8} \delta_i^2 \max_{\xi \in [x_i, x_{i+1} + \delta_i]} |f''_e(\xi)| \leq \frac{\alpha - 1}{1 + \alpha} |f_e(x)| + \frac{\beta}{(1 + \alpha)m_{x_{\max}}}
\]
and, hence, Lemma \([\ref{lem:approx}]\) proves the claim.

If we assume (ii) is satisfied, then the marginal cost functions are convex for $x > 0$ and concave for $x < 0$. Thus, the linear spline $s_{f_e}$ is always smaller than the function $f_e$ for negative values and greater than the function $f_e$ for positive values. Thus, $|s_{f_e}(x)| \geq |f_e(x)|$ for all $x \in \mathbb{R}$. Additionally, the monotonicity of $f''_e$, we get that $\max_{\xi \in [x_i, x_{i+1}]} |f''_e(\xi)| = \max\{|f''_e(x_i)|, |f''_e(x_i + \delta_i)|\} = B^2$. Hence, with \([\ref{eq:approx}]\) we obtain
\[
|f_e(x) - s_{f_e}(x)| \leq \frac{1}{8} \delta_i^2 B^2 \leq (\alpha - 1)|f_e(x)| + \frac{\beta}{m_{x_{\max}}}
\]
and the claim follows from Lemma \([\ref{lem:approx}]\). \qed

### 5.2.2 Minimum-cost flow interpolation

The second method for the approximate computation of parametric minimum-cost flows is based on the following, intuitive idea. If we are given two minimum-cost flows $x^1$ and $x^2$ for two different parameter values $\lambda_1 < \lambda_2$, then every convex combinations $\frac{\lambda - \lambda_1}{\lambda_2 - \lambda_1} x^1 + \frac{\lambda_2 - \lambda}{\lambda_2 - \lambda_1} x^2$ is a feasible flow for the parameter $\lambda \in [\lambda_1, \lambda_2]$. Further, if the breakpoints $\lambda_1$ and $\lambda_2$ are not too far apart, the convex combinations should also be approximate minimum-cost flows. Therefore, our second approach that we refer to as *minimum-cost flow interpolation* (MCFI) works as follows. First, we choose fixed parameter values $0 = \lambda_1 < \lambda_2 < \cdots < \lambda_K = \lambda_{\max}$ with step sizes $\delta_i = \lambda_{i+1} - \lambda_i$. Then we compute minimum-cost flows $x^i$ for every breakpoint $\lambda_i$. Finally, we compute a linear interpolation $\lambda \mapsto \tilde{x}$ of the points $(\lambda_i, x^i)$ and use this as an approximate minimum-cost flow function. The aim of this subsection is to find bounds on the step sizes that guarantee that the output of this method is indeed an $(\alpha, \beta)$-approximate minimum-cost flow function.

Since in general it is not possible to compute an exact solution even for fixed parameter values, we assume that we are given some oracle $\mathcal{X}$ that returns a minimum-cost flow for every fixed
parameter value $\lambda$ with $\epsilon$ precision, i.e., $X(\lambda)$ is a feasible flow for the demand $b^0 + \lambda b$ such that $C(X(\lambda)) \leq (1 + \epsilon) C(\lambda)$, where $C(\lambda)$ are the cost of an optimal solution.

Given a family of fixed parameter values $0 = \lambda_1 < \lambda_2 < \cdots < \lambda_K = \lambda^{\max}$, we define the function

$$\tilde{x} : [0, \lambda^{\max}], \lambda \mapsto \frac{\lambda - \lambda_{i+1}}{\lambda_{i+1} - \lambda_i} x(\lambda_i) + \frac{\lambda - \lambda_i}{\lambda_{i+1} - \lambda_i} x(\lambda_{i+1}) \quad \text{if } \lambda \in [\lambda_i, \lambda_{i+1}].$$  \hspace{1cm} (19)

**Lemma 5.** Let $\alpha > 1$, $\beta \geq 0$, and $0 < \epsilon < \alpha - 1$. Let $0 = \lambda_1 < \lambda_2 < \cdots < \lambda_K = \lambda^{\max}$ be the breakpoints of the function $\lambda \mapsto \tilde{x}(\lambda)$ defined in (19). If for every interval $[\lambda_i, \lambda_{i+1}]$ one of the following conditions holds true, then $\lambda \mapsto \tilde{x}(\lambda)$ is an $(\alpha, \beta)$-approximate minimum-cost flow function.

(i) The objective function $C(\lambda)$ is non-decreasing on $[\lambda_i, \lambda_{i+1}]$ and the step size $\delta_i := \lambda_{i+1} - \lambda_i$ satisfies

$$\delta_i \frac{d}{d\lambda} C(\lambda_i + \delta_i) \leq \frac{\alpha - 1 - \epsilon}{1 + \epsilon} C(\lambda_i) + \frac{\beta}{1 + \epsilon}.$$

(ii) The objective function $C(\lambda)$ is non-increasing on $[\lambda_i, \lambda_{i+1}]$ and the step size $\delta_i := \lambda_{i+1} - \lambda_i$ satisfies

$$\delta_i \frac{d}{d\lambda} C(\lambda_i) \geq -\frac{\alpha - 1 - \epsilon}{1 + \epsilon} C(\lambda_i) - \frac{\beta}{1 + \epsilon}.$$

(iii) For every $e \in E$, the marginal cost function $f_e$ is differentiable and $f_e'(x) > 0$ for all $x$. Further, the support does not change between $\lambda_i$ and $\lambda_{i+1}$, i.e., $S(\lambda) = S(\lambda_i)$ for all $\lambda \in [\lambda_i, \lambda_{i+1}]$ and the step size $\delta_i := \lambda_{i+1} - \lambda_i$ satisfies

$$\delta_i \max_{\lambda \in [\lambda_i, \lambda_{i+1}]} \sqrt{b^T L^\top \lambda b} \leq 2\sqrt{2} \sqrt{\frac{\alpha - 1 - \epsilon}{1 + \epsilon} C(\lambda_i) + \frac{\beta}{1 + \epsilon}}.$$

**Proof.** By Theorem 2, the function $\lambda \mapsto C(\lambda)$ is convex. Thus, $\lambda \mapsto \frac{d}{d\lambda} C(\lambda)$ is non-decreasing. For $\lambda \in [\lambda_i, \lambda_{i+1}]$, we obtain with the mean value theorem that there exists $\xi \in [\lambda_i, \lambda_{i+1}]$ such that

$$\frac{d}{d\lambda} C(\lambda_i) \leq \frac{C(\lambda_{i+1}) - C(\lambda_i)}{\lambda_{i+1} - \lambda_i} = \frac{d}{d\lambda} C(\xi) \leq \frac{d}{d\lambda} C(\lambda_{i+1}).$$  \hspace{1cm} (20)

Since the mapping $x \mapsto C(x)$ (i.e., the function mapping a flow to its cost) is also convex, we obtain with condition (i) that

$$\tilde{C}(\lambda) \leq \frac{\lambda - \lambda_i}{\lambda_{i+1} - \lambda_i} C(X(\lambda_i)) + \frac{\lambda_{i+1} - \lambda}{\lambda_{i+1} - \lambda_i} C(X(\lambda_{i+1}))$$

$$\leq (1 + \epsilon) \left( \frac{\lambda - \lambda_i}{\lambda_{i+1} - \lambda_i} C(X(\lambda_i)) - C(\lambda_i) \right) + C(\lambda_i) \right) \leq \alpha C(\lambda_i) + \beta \leq \alpha C(\lambda) + \beta,$$

where we used that $\lambda \mapsto C(\lambda)$ is non-decreasing on $[\lambda_i, \lambda_{i+1}]$. This proves the sufficiency of condition
(i). For the second condition, we observe that

\[
\tilde{C}(\lambda) \leq \frac{\lambda - \lambda_i}{\lambda_{i+1} - \lambda_i} \mathcal{X}(\lambda_{i+1}) + \frac{\lambda_{i+1} - \lambda}{\lambda_{i+1} - \lambda_i} \mathcal{X}(\lambda_i)
\]

\[
\leq (1 + \epsilon) \left( \frac{\lambda - \lambda_i}{\lambda_{i+1} - \lambda_i} (C(\lambda_i) - C(\lambda_{i+1})) + C(\lambda_{i+1}) \right) + (1 + \epsilon) C(\lambda_i)
\]

\[
\leq (1 + \epsilon) \left( -\delta_i \frac{d}{d\lambda} C(\lambda_i) + (1 + \epsilon) C(\lambda_{i+1}) \right)
\]

\[
\leq (1 + \epsilon) \left( \alpha - 1 - \epsilon C(\lambda_i) + \frac{\beta}{1 + \epsilon} + (1 + \epsilon) C(\lambda_{i+1}) \right)
\]

\[
= \alpha C(\lambda_i) + \beta \leq \alpha C(\lambda) + \beta,
\]

where we used that \( \lambda \mapsto C(\lambda) \) is non-increasing on \([\lambda_i, \lambda_{i+1}]\). This proves that condition (ii) is sufficient. For the third condition, we define the function

\[
g(\lambda) := \frac{\lambda - \lambda_i}{\lambda_{i+1} - \lambda_i} C(\lambda_{i+1}) + \frac{\lambda_{i+1} - \lambda}{\lambda_{i+1} - \lambda_i} C(\lambda_i).
\]

This function is a linear spline interpolating the function \(C(x)\) on the interval \([\lambda_i, \lambda_{i+1}]\). Since we assume that the support is unchanged on this interval, the function \(\lambda \mapsto C(\lambda)\) is twice differentiable on \([\lambda_i, \lambda_{i+1}]\) by Theorem 2. With (18) we obtain

\[
g(\lambda) - C(\lambda) \leq \frac{1}{8} \delta_i^2 \max_{\lambda \in [\lambda_i, \lambda_{i+1}]} \frac{d^2}{d\lambda^2} C(\lambda) = \frac{1}{8} \delta_i^2 \max_{\lambda \in [\lambda_i, \lambda_{i+1}]} b^T L_\lambda b.
\]

(21)

Therefore, we get

\[
\tilde{C}(\lambda) \leq \frac{\lambda - \lambda_i}{\lambda_{i+1} - \lambda_i} \mathcal{X}(\lambda_{i+1}) + \frac{\lambda_{i+1} - \lambda}{\lambda_{i+1} - \lambda_i} \mathcal{X}(\lambda_i)
\]

\[
\leq (1 + \epsilon) \left( g(\lambda) - C(\lambda) \right) + (1 + \epsilon) C(\lambda)
\]

\[
\leq \frac{1 + \epsilon}{8} \delta_i^2 \max_{\lambda \in [\lambda_i, \lambda_{i+1}]} b^T L_\lambda b + (1 + \epsilon) C(\lambda)
\]

\[
\leq (\alpha - 1 - \epsilon) C(\lambda_i) + \beta + (1 + \epsilon) C(\lambda) \leq \alpha C(\lambda) + \beta
\]

and, hence, \( \lambda \mapsto \tilde{x}(\lambda) \) is an \((\alpha, \beta)\)-approximate minimum-cost flow function.

Not all the inequalities from Lemma 5 that bound the step size for the minimum-cost flow interpolation are applicable in practice. In particular, for the bound in (i) we need the derivative of the objective function at the next breakpoint. By Theorem 2 we can express this term as \(\frac{d}{d\lambda} C(\lambda_i + \delta_i) = b^T \pi(\lambda_i + \delta_i)\). Thus, this quantity depends on the optimal potentials at the next breakpoint and therefore we effectively need the optimal solution for the next breakpoint in order to compute the step size. Since this is not feasible, we want to find a rough estimate for this quantity that can be computed quickly in order to find a good estimate for the step size to the next breakpoint in reasonable time. Similarly, the maximum and the Laplacian matrix \(L_\alpha^*\) in the condition (iii) are possibly hard to compute. In the following theorem, we will give conditions such that we can find an estimate for this term.

In order to find an estimate for the potentials \(\pi(\lambda_i + \delta_i)\), we need to introduce some additional notation. Recall the definition of the shortest path potential in § 4. The shortest path potential
π_v(λ) is defined as the length of a shortest path in the graph \( \hat{G} \) that contains an additional backward edge for every edge with positive flow \( x^+_e(λ) \) with edge weights \( ν_e = f_e(x^+_e(λ)) \) for forward edges and \( ν_e(λ) = -f_e(x^+_e(λ)) \) for backward edges. Now consider the graph \( \hat{G} = (V, \hat{E}) \), where \( \hat{E} \) contains every edge \( e ∈ E \) from the original graph as well as backward edges for all edges. Then, for some given \( M ≥ 0 \), we define the edge weights \( ν_e^M := \max\{f_e(M), -f_e(-M)\} \) for all edges (forward and backward edges) and denote by \( ν_e^{M, 1} \) the length of a shortest path in \( \hat{G} \) with respect to these weights. For any two vertices \( v, w \) denote by \( P_{v,w} \) the shortest path with respect to the edge weights \( ν_e(λ) \) in \( \hat{G} \) and by \( Q_{v,w} \) the shortest path with respect to the edge weights \( ν_e^M \) in \( \hat{G} \). If \( M ≥ |x^+_e(λ)| \) for all edges, then \( ν_e^{M, 1} \) is an upper bound for \( |ν_e| = |f_e(x^+_e(λ))| \). We therefore obtain

\[
π_w(λ) - π_v(λ) = \sum_{e ∈ P_{v,w}} ν_e(λ) \leq \sum_{e ∈ P_{v,w}} ν_e^M \leq \sum_{e ∈ Q_{v,w}} ν_e^M = ν_{v,w}^M
\]

and, hence, \( ν_{v,w}^M \) can be used as an upper bound for the potential differences of the shortest path potential.

Finally, we introduce the notion of a source-sink-decomposition. For some demand vector \( b \), we say a family of \( J ∈ \mathbb{N} \) tuples \( S(b) = \{(s_j, t_j, r_j)\}_{j=1,...,J} \) is a source-sink-decomposition of \( b \), if \( s_j, t_j ∈ V \) are vertices and \( r_j ≥ 0 \) is some non-negative rate for every \( j ∈ J \) such that

\[
b_v = \sum_{j ∈ \{1,...,J\}: j \neq v} r_j - \sum_{j ∈ \{1,...,J\}: j \neq v} r_j \]

i.e., \( S(b) \) contains source and sink vertices associated with demand rates that induce the demand vector \( b \).

**Theorem 6.** Let \( α > 1 \), \( β ≥ 0 \), and \( 0 < β < α - 1 \). Let \( 0 = λ_1 < λ_2 < \cdots < λ_K = λ^{\max} \) be the breakpoints of the function \( λ ↦ \bar{x}(λ) \) defined in [19]. If for every interval \( [λ_i, λ_{i+1}] \) one of the following conditions holds true, then \( λ ↦ \bar{x}(λ) \) is an \((α, β)\)-approximate minimum-cost flow function.

(i) The objective function \( λ ↦ C(λ) \) is non-decreasing on \([λ_i, λ_{i+1}]\) and the step sizes \( δ_i \) satisfy

\[
δ_i \sum_{(s_j, t_j, r_j) ∈ S(b)} r_j ν_{s_j, t_j}^M ≤ \frac{α - 1 - ε}{1 + ε} C(λ_i) + \frac{β}{1 + ε},
\]

for \( M := \sum_{j=1}^J r_j (λ_i + δ_i) \) for some source-sink-decomposition \( S(b) \).

(ii) For every \( e ∈ E \), the marginal cost function is differentiable with \( f'_e(x) > 0 \) for all \( x ∈ \mathbb{R} \), convex for \( x > 0 \), and concave for \( x < 0 \). Further, the support does not change between \( λ_i \) and \( λ_{i+1} \), i.e., \( S(λ) = S(λ_{i+1}) \) for all \( λ ∈ [λ_i, λ_{i+1}] \), and the step sizes \( δ_i \) satisfy

\[
δ_i \sqrt{b^T L_B^p b} ≤ 2\sqrt{2} \sqrt{\frac{α - 1 - ε}{1 + ε} C(λ_i) + \frac{β}{1 + ε}},
\]

where \( L_B \) is the Laplacian matrix with respect to the edge weights \( c^B_e = \frac{1}{\max\{f_e(B), f_e(-B)\}} \) if \( e ∈ S(λ_i) \) and \( c^B_e = 0 \) if \( e ∉ S(λ_i) \), and \( B := \max_{λ∈[λ_i, λ_{i+1}]} \frac{1}{2} \sum_{v ∈ V} |λ b_v + b^0_v| \) is the maximum value of the total inflow into the network in the interval \([λ_i, λ_{i+1}]\).
Proof. Since $M = \sum_{j=1}^{J} r_j(\lambda_i + \delta_i)$ is the total amount of flow entering the network for parameter $\lambda_{i+1} = \lambda_i + \delta_i$ and the edge cost are assumed to be non-decreasing, the value $M$ is a trivial upper bound on the minimum-cost flow for parameter $\lambda_{i+1}$ on any edge. Using the definition of a source-sink-decomposition and (22), we obtain

$$\frac{d}{d\lambda} C(\lambda_i + \delta_i) = \sum_{v \in V} b_v \pi_v (\lambda_i + \delta_i)$$

$$= \sum_{j \in J} r_j \left( \pi_{t_j}(\lambda_i + \delta_i) - \pi_{s_j}(\lambda_i + \delta_i) \right) \leq \sum_{j \in J} r_j \nu^M_{s_j, t_j}$$

and, therefore, Lemma 5 implies that condition (i) is indeed sufficient.

Consider condition (ii). Since the edge cost are non-decreasing, the total inflow into the network is a bound of the flow on every edge. In particular, $|x^*(\lambda)| \leq B = \max_{\lambda \in [\lambda_i, \lambda_i+1]} \frac{1}{2} \sum_{v \in V} |\lambda b_v + b^0_v|$. Using the convexity and concavity assumption, we get that $f'_e(x^*(\lambda)) \leq \max\{f'_e(B), f'_e(-B)\}$ for every edge $e \in E$. Thus, for every edge $e \in S(\lambda_i)$ in the support we get that $c_e(\lambda) = \frac{1}{f'_e(x^*(\lambda))} \geq \frac{1}{\max\{f'_e(B), f'_e(-B)\}} = C_B$ and for every edge $e \notin S(\lambda_i)$ we have $c_e(\lambda) = 0 = c_e^B$. With Rayleigh’s monotonicity law from Theorem 5, we obtain

$$b^T L^*_\lambda b \leq b^T L^*_B b$$

for all $\lambda \in [\lambda_i, \lambda_i+1]$. Hence, again with Lemma 5, the claim follows.

6 Computational Study

In this section, we study the applicability of the methods from §5.2 for the approximate parametric computation of minimum-cost flows to real-world instances in practice. In particular, we use a Python implementation of the algorithm in order to solve parametric problems on real-world traffic and gas instances. The traffic networks are directed networks with polynomial edge costs. We compute traffic equilibria in these networks which are equivalent to minimum-cost flows by the Beckmann transformation [3]. The gas instances consist of undirected networks and the gas flow equilibria in these networks can be reformulated as minimum-cost flows with polynomial cost functions.

We test both variants of our algorithm described in §5.2, the marginal cost approximation (MCA) and the minimum-cost flow interpolation (MCFI). In the former variant, we interpolate the marginal cost functions $f_e$ with linear splines using the step sizes from Theorem 5 and solve the resulting instances with the parametric algorithm for instances with piecewise quadratic cost functions from §5.1. The latter variant computes approximate solutions for given parameter values $\lambda_1, \lambda_2, \ldots$ with step sizes defined by Theorem 6 and interpolate the returned minimum-cost flow functions.

6.1 Implementation

We use a Python 3 implementation of the described algorithms. The networks are implemented based on edge and vertex lists. For shortest path computations we use the implementation of Dijkstra’s algorithm from the SciPy package [40]. For most linear algebra computations, we use sparse arrays from the Scipy package. In particular, we use an implementation from the same package of the Cholesky decomposition to obtain, maintain, and update the inverse of the involved Laplacian matrices.
For the minimum-cost flow interpolation we implement a variant of the Frank-Wolfe algorithm [19], also known as the conditional gradient method. We use the parallel tangents (PARTAN) method (see Florian et al. [17]) to improve the convergence rate of the algorithm. The Frank-Wolfe algorithm requires solutions of subproblems which are in our case either classical minimum-cost flow problems with linear cost or, in the case of directed, single-commodity networks, shortest paths computations. For both types of subproblems we use the SciPy package; the Simplex algorithm to solve the former and Dijkstra’s algorithm to solve the latter.

The implementation together with a documentation is publicly available online as a Python package name paminco and can be found on the paminco GitHub page [22].

6.2 Instances

6.2.1 Traffic networks from the Transportation Networks Library

The first set of instances we consider are traffic networks based on real road networks of cities or larger areas provided by the Transportation Networks library [38]. The networks are given in the TNTP-file format that we convert into a minimum-cost flow instance. The TNTP-files provide the network structure containing vertices, edges, and edge cost functions. The edge cost functions model the travel time required to traverse an edge depending on the congestion created by the flow on the edge and are given in the form

\[ c_e(x) = \text{fft}_e \left( 1 + B_e \cdot \left( \frac{x}{\text{cap}_e} \right)^4 \right), \]

where the coefficients model the free flow time \( \text{fft}_e \) on the edge (that is the time it takes to traverse the edge without any congestion), the capacity \( \text{cap}_e \) of the edge, and a coefficient \( B_e \) that models the effects of congestion on this edge. The TNTP-file format also specifies demands of a multi-commodity setting with several commodities spread out through the network. In this computational study, we will only consider the single-commodity case. Therefore, we replace the commodities by a single commodity with random source \( s \) and sink vertex \( t \) and a demand rate \( r \) that is a fraction of the overall demand \( D \) of all commodities specified in the TNTP-files. Concretely, we use \( r = \frac{D}{2} \) for the Berlin networks and \( r = \frac{D}{10} \) for the American networks in order to achieve a sufficient congestion on the edges. Then, we compute parametric traffic flows for demand rates scaled by the parameter \( \lambda \in [0, 1] \). We repeat the computation for several random source and sink pairs.

In this setting, we want to compute Wardrop equilibria with respect to these edge costs. By the Beckmann transformation [3], this is equivalent to solving the minimum-cost flow problem

\[
\begin{align*}
\min \sum_{e \in E} \int_0^{x_e} c_e(s) ds &= \sum_{e \in E} \text{fft}_e \left( x_e + \frac{B_e}{3} \cdot \frac{x_e^5}{\text{cap}_e^4} \right) \\
\text{s.t.} \quad \Gamma x &= \lambda b \\
\quad x &\geq 0,
\end{align*}
\]

where \( b = (b_v)_{v \in V} \) with \( b_s = -1, b_t = 1, \) and \( b_v = 0 \) for all \( v \neq s, t. \)

We also use some preprocessing routines on the network that remove isolated and artificial vertices as well as some edges with zero cost functions in order as our algorithms require a connected graph and strictly convex cost functions. The vertices and edges removed in these preprocessing steps are only used as artificial entries and exits of the network and their removal does not affect the general structure of the networks. The network sizes given in Table I contain the number of vertices and edges of the networks after this preprocessing step.
6.2.2 Gas networks from the GasLib

The second set of test instances we use are gas networks from the GasLib [35]. This library contains several schematic and real-world gas networks in different sizes. Gas networks are undirected networks (and can be therefore treated like electrical networks) and the edges model pipes, compressors, valves, and other components of a gas pipeline network. Further, the library provides information of gas inflow and outflow rates in several scenarios.

Gas flows through a pipe \( e = (v, w) \) can be modeled by the *Weymouth equations* [12]

\[
p_v^2 - p_t^2 = \beta_e x_e |x_e|,
\]

where \( p_v^2 \) is the pressure value at vertex \( v \) and \( \beta_e > 0 \) is an edge-dependent coefficient modeling the resistance of the pipe \( e \). With the substitution \( \pi_v = p_v^2 \) we see that a gas flow in a network consisting only of pipes can be interpreted as a solution to an undirected minimum-cost flow problem with marginal cost functions \( f_e(x) = \beta_e x |x| \). We neglect all components of the network other than pipes (such as compressors and valves) by contracting the respective edges. This can be interpreted as modeling the network where all compressors are shut down and all valves are open. The coefficients \( \beta_e \) modeling the resistance of the edges can be obtained from physical properties of the pipes, such as length, roughness, and diameter. These properties are also provided in the GasLib data. For more details and the exact formula for the computation of the coefficients \( \beta_e \), see, e.g., Pfetsch et al. [31].

For every gas network, we create \( N = 20 \) parametric instances as follows. First, we choose one fixed demand scenario from the data corresponding to some base demand \( \bar{b} \). Then, we choose \( N = 20 \) pairs consisting of one source vertex \( s \) and one sink vertex \( t \). With these two vertices, we define an affine-linear demand function with an offset demand \( b \) and a demand direction that corresponds to \( s-t \)-flows of rate \( r := \frac{1}{2} \sum_{v \in V} |b_v| \). Formally, define the demand vector \( b \) with \( b_s = -r, b_t = r, \) and \( b_v = 0 \) for all \( v \neq s, t \). Then we consider the demand function \( \lambda \mapsto \lambda b + \bar{b} \) and compute the gas flows for all parameters \( \lambda \in [0, 1] \). Hence, for every network we consider \( N = 20 \) instances with the parametric setting where we start with the basic demand and then increase the demand for one (random) \( s-t \)-pair. Since the parametric computation does not start with the zero-demand, we need to compute an initial solution for the MCA method. In the computational experiments, the MCA algorithm itself for obtaining this initial solution. Before solving the actual instance, we first compute the solution to the problem with the linear demand function \( \lambda \mapsto \lambda b \). In this initial run, that we also refer to as Phase I, all cost functions are homogeneous and the demand function is linear. Thus, the initial solution for this problem is trivial as it is the zero flow associated with the zero potential. After solving the initial problem for \( \lambda \in [0, 1] \), we can use its solution for \( \lambda = 1 \) as the initial solution for the actual run of the MCA algorithm, that we also refer to as Phase II.

For the minimum-cost flow interpolation approach, we need to use a step size rule from Theorem[6]. The first rule of this corollary requires the objective function \( \lambda \mapsto C(\lambda) \) to be non-decreasing, which is not guaranteed in the case of affine linear demands. Therefore, we want to use the second rule from Theorem[6(ii)]. Since we consider an undirected problem, the supports are always the same for all parameter values. However, the marginal cost functions \( f_e(x) = \beta_e x |x| \) do not have strictly positive derivative needed to apply this step size rule. We solve this problem by adding a regularization term of \( \zeta x \) to the marginal cost. This guarantees that the marginal cost have a positive derivative. The following lemma proves, that for \( \zeta \) small enough, we can compute \((\alpha, \beta)\)-approximate solutions to any precision.

**Lemma 6.** Let \( \lambda \mapsto x^*(\lambda) \) be the minimum-cost flow function in an instance with marginal cost functions \( f_e(x) = \beta_e x |x| \) and denote by \( C(\lambda) \) the cost of the flow \( x^*(\lambda) \). Denote by \( \beta^* = \min_{e \in E} \beta_e \).
Further, let \( \lambda \mapsto \tilde{x}^*(\lambda) \) be the minimum-cost flow for the same instance but with marginal cost functions \( \tilde{f}_e(x) := \beta_e x|x| + \zeta x \) and denote the cost of this flow with respect to the original cost functions by \( \tilde{C}(\lambda) \). Let \( \alpha > 1, \beta > 0, \lambda^{\text{max}} > 0 \), and \( x^{\text{max}} := \max_{\lambda \in [0, \lambda^{\text{max}}]} \sum_{v \in V} \frac{|b_v(\lambda)|}{2} \). If \( \zeta \leq 2 \sqrt{(\alpha - 1)\beta^* m_{x^{\text{max}}}} \), then
\[
\tilde{C}(\lambda) \leq \alpha C(\lambda) + \beta \quad \text{for all } \lambda \in [0, \lambda^{\text{max}}],
\]
i.e., \( \tilde{x}^*(\lambda) \) is an \((\alpha, \beta)\)-approximate minimum-cost flow.

Proof. By assumption, we obtain
\[
|f_e(x) - \tilde{f}_e(x)| = \zeta |x| \leq 2 \sqrt{\frac{(\alpha - 1)\beta^* m_{x^{\text{max}}}}{m_{x^{\text{max}}}}} |x|
= (\alpha - 1)\beta^* x^2 + \frac{\beta}{m_{x^{\text{max}}}} - \left( (\alpha - 1)\beta^* x^2 - 2 \sqrt{\frac{(\alpha - 1)\beta^* m_{x^{\text{max}}}}{m_{x^{\text{max}}}}} |x| + \frac{\beta}{m_{x^{\text{max}}}} \right)
= (\alpha - 1)\beta^* |f_e(x)| + \frac{\beta}{m_{x^{\text{max}}}} - \left( \sqrt{(\alpha - 1)\beta^* |x|} - \sqrt{\frac{\beta}{m_{x^{\text{max}}}}} \right)^2
\leq (\alpha - 1)|f_e(x)| + \frac{\beta}{m_{x^{\text{max}}}}
\]
and, thus, with Lemma 4 the claim follows.

We use the original instance for the results of the marginal cost approximation and the instance with cost functions marginal cost functions \( \tilde{f}_e(x) := \beta_e x|x| + \zeta x \) for the minimum-cost flow interpolation. For the latter, we choose a value of \( \zeta \) such that (23) holds for \( \alpha = 1 + 10^{-5} \) and \( \beta = 10^{-5} \). We then adjust the values for \( \alpha \) and \( \beta \) in the computation of the step sizes from Theorem 6(ii) for the interpolation such that we can guarantee the overall approximation for \( \alpha = 1.01 \) and \( \beta = 1 \).

6.3 Computational Experiments and Results

We apply both algorithmic approaches from §5.2, namely marginal cost approximation (MCA) and minimum-cost flow interpolation (MCFI), to five traffic networks from the Transporation Networks library and six different gas networks from the GasLib library. Further, we compute fixed solutions for the parameter \( \lambda = 1 \) with the Frank-Wolfe algorithm (FW) to compare the computation times of the parametric algorithms to the effort of computing a solution for a fixed demand. All computational experiments are carried out on a Google Cloud virtual machine of type c2-standard-8. The virtual machine provides eight virtual CPUs with up to 3.8 GHz CPU computing frequency each and 32 GB RAM. The Python implementation of both algorithms can be found on GitHub [22]. Both algorithms compute \((\alpha, \beta)\)-approximate minimum-cost flows. For all computational experiments we fix \( \alpha = 1.01 \) and \( \beta = 1 \).

6.3.1 \( \epsilon \)-trade-off for the minimum-cost flow interpolations

The minimum-cost flow interpolation has an additional parameter \( 0 < \epsilon < \alpha - 1 \) that governs the trade-off between the approximation quality of the Frank-Wolfe algorithm for the fixed parameter values and the approximation quality of the interpolation of the minimum-cost flows. We begin the computational study by trying to find an optimal value for \( \epsilon \), both for the directed traffic and the undirected gas networks. To this end, we use the Sioux-Falls network from the Transportation...
Networks library and the GasLib-40 network from the GasLib with fixed demands and compute the parametric solution with the minimum-cost flow interpolation for varying values of $\epsilon$.

Figure 2 shows results of the trade-off. We see that for low and high values of $\epsilon$ the runtime of the parametric algorithm increases. For low values of $\epsilon$ the runtime increases as the convergence threshold for the Frank-Wolfe algorithm for the fixed demands decreases and therefore the runtime of the Frank-Wolfe algorithm increases. For high values of $\epsilon$ the runtime of the Frank-Wolfe algorithm is low, however, as we can see from the step size formulas from Lemma 5 the step sizes decrease and, hence, the number of breakpoints increases resulting in more calls of the Frank-Wolfe algorithm in total. The trade-off yields an optimal value $\epsilon = 0.0015$ for the traffic network and an optimal value of $\epsilon = 0.0025$ for the gas network. We will use these values for all traffic and gas networks, respectively, in all subsequent computations, although it should be noted that the optimal value also depends on the network and choice of demands. However, it is not feasible to perform this trade-off for every network prior to the actual computation since it already requires solving the parametric problem multiple times rendering the purpose of the whole trade-off pointless. Hence, we use these two values as heuristic value for $\epsilon$ for all computations.

6.3.2 Parametric computation of Wardrop equilibria in the Sioux-Falls network

As a specific example for the traffic networks, we consider the Sioux-Falls network from Figure 3(a). In $k = 50$ iterations, we draw a random source and sink vertex $s_k, t_k$ from all vertices and use a demand rate of $r = \frac{D}{50}$, where $D$ is the total demand of the original data. This leads to a demand rate of $r = 36060$ in this concrete setting which ensures that the network is sufficiently congested. We use the marginal cost approximation (MCA) and the minimum-cost flow interpolation (MCFI) to obtain a parametric solution for $\lambda \in [0, 1]$ of all 50 instances. The results are shown in Figure 3(b). The MCA algorithm has an average runtime of 290ms over fifty random instances with the runtimes (black dots in Figure 3(b)) ranging from 200ms to 460ms. The MCFI algorithm has an average runtime of 48.5s over fifty random instances with the runtimes (white dots in Figure 3(b)) ranging from 8.3s to 104.5s. For all random $s$-$t$-pairs the MCA algorithm has a huge advantage over the MCFI algorithm; the MCFI algorithm has on average about 160-times longer runtimes on the random instances. Figure 4(a) shows the progress of both algorithms over time for one particular instance (with source $s = 1$ and $t = 24$): The graph shows how far the parametric output functions
have been computed (in terms of the parameter $\lambda$) after a given runtime in seconds. We see that the MCA algorithm makes steady and fast progress, while the MCFI needs a long time before it makes progress and the progress is decreasing for higher values of $\lambda$. The varying progress of the MCFI algorithm can be explained by the step size rule used for the algorithm: Since the support can change in the directed traffic networks, we use the step rule from Theorem 6(i) that makes no assumptions on the support. For small values of $\lambda$ the value $C(\lambda_i)$ is very small resulting in small steps $\delta_i$. For high values of $\lambda$, the estimate of the derivative $\frac{d}{d\lambda}C(\lambda_i + \delta_i)$ developed in Theorem 6 is very large, leading again to smaller steps.

Finally, we use the MCA algorithm to replicate a result of O’Hare et al. [30] who studied the price of anarchy, i.e., the cost of the Wardrop equilibrium divided by the cost of a social optimal solution, for varying demands. Since both the equilibrium and the optimal flow can be computed as a minimum-cost flow, we can use the MCA algorithm to compute the parametrized equilibrium and optimum flows and, thus, the corresponding cost and the price of anarchy curve. O’Hare et al. chose a setting where a demand rate of $r = 10$ is routed between the vertices $s = 20$ and $t = 3$ and computed the price of anarchy curve for parameters $\lambda \in [0, 10000]$. Our implementation of the MCA algorithm can compute the equilibrium and optimum flows and also the respective cost, resulting in the curve shown in Figure 3(b). The equilibrium solution is computed in 13.3s and the optimal flows in 20.0s. Since the output functions of the MCA algorithms have breakpoints at exactly the points where the (marginal) cost functions of the network have breakpoints, we can in particular identify the values of $\lambda$ where the flows on the edges becomes positive or zero. These points are called route transition points in the paper by O’Hare et al. and can also be easily obtained from the output of the MCA algorithm. This example shows that the MCA algorithm can be used in practice to analyze price of anarchy curves with reasonable computing time (in our case approximately 30 seconds for the Sioux-Falls network).
The progress over time for both algorithms for the instance with \( s = 1 \) and \( t = 24 \).

(b) The price of anarchy curve for a demand rate of \( r = 10 \) routed between the vertices \( s = 20 \) and \( t = 2 \) for \( \lambda \in [0, 10000] \), replicating a result of O’Hare et al. [30].

Figure 4: Results for two fixed instances of the Sioux Falls network. (a) The progress over time of MCA and MCFI for the fixed instance with \( s = 204 \) and \( t = 248 \). (b) Replication of the price of anarchy curve for a fixed instance as done by O’Hare et al. [30].

### 6.3.3 Parametric computation of gas flows in the GasLib-40 network

As a specific example for the gas networks, we consider the GasLib-40 network that is depicted in Figure 5(a). This network is a small exemplary gas network that is not based on a real world example. The GasLib contains one scenario \( b \) for in- and outflow rates at the vertices. We use the MCA algorithm and MCFI algorithm to compute parametric solutions for demands \( \lambda b + \bar{b} \) with \( \lambda \in [0, 1] \), where the demand vector \( b \) models an \( s\)-\( t \)-flow of rate \( r = \frac{1}{2} \sum_{v \in V} |b_v| = 2175 \). We repeat the parametric computation 20 times for random \( s \)-\( t \)-pairs and obtain an average runtime of 4.3s for the MCA algorithm and 10.3s for the MCFI algorithm. Figure 5(b) depicts the runtimes of both algorithms for all random instances. We see that runtimes are similar for most instances. However, for some choices of \( s \) and \( t \) the MCFI algorithm has a significantly higher runtime. In these instances, the Frank-Wolfe algorithm used to compute the fixed parameter solutions has a higher runtime slowing the MCFI algorithm down.

Figure 5(c) shows the progress of both algorithms over time. We use two runs of the MCA algorithm. In the first run, we run the algorithm for the demand function \( \mathbf{b}(\lambda) = \lambda \mathbf{b} \) in order to compute an initial solution for the non-zero demand \( \mathbf{b} \). We refer to this first run as Phase I and depict its progress as a dotted line in Figure 5(c). In the second run of the MCA algorithm that we refer to as Phase II (depicted by the solid line in Figure 5(c)) the actual parametric problem is solved starting from the initial solution obtained in the first phase. In the particular run shown in Figure 5(c), the interpolation of the cost function took about 0.3s, Phase I needed
3.1, and Phase II only took 0.1s. We see that most of the runtime in this example is needed for the initial Phase I. This can be explained with the fact Phase I begins with very small flows (as it begins with small demands). Since the marginal cost in the gas networks are homogeneous (i.e., \( f_e(0) = 0 \)), the interpolation requires a very fine mesh around 0 in order to guarantee the \((\alpha, \beta)\)-approximation. Therefore, the electrical flow algorithm solving Phase I traverses many regions for very small demands, leading to many iterations for small demands, as it can also be seen in Figure 4(b).

### 6.3.4 Overall results

Table 1 shows the results of both the MCA and the MCFI algorithms for all networks included in this computational study. For the traffic networks, the results are for \( k \) randomly chosen source and sink pairs, with \( k = 50 \) for the smaller networks (Sioux-Falls, Berlin-Tiergarten, Anaheim) and \( k = 20 \) for the larger networks (Berlin Mitte-Prenzlauerberg-Friedrichshain-Center, Chigaco-
Table 1: The runtimes of the minimum-cost approximation (MCA), the minimum-cost flow interpolation (MCFI), and the Frank-Wolfe algorithm for a single fixed demand (FW) on several instances.

Sketch). For the gas networks, a random scenario (if there was more than one possible scenario) is chosen, and we run the algorithm \( k = 20 \) with an affine linear demand function based on the random scenario as offset and a random \( s-t \)-flow as demand direction. In addition to the MCA and MCFI algorithm, the table contains the runtime of the Frank-Wolfe (FW) algorithm for fixed parameter \( \lambda = 1 \) as a reference value. For all computations we use a time limit of one hour which was only exceeded for the largest traffic network, Chicago-Sketch.

For all networks, except for GasLib-134, the MCA algorithm is considerably faster than MCFI. The network GasLib-134 is an exception due to its structure. The network is a tree which makes the solution with the Frank-Wolfe subroutine of the MCFI algorithm extremely fast. Since the MCA method always needs some overhead time to compute the interpolation of the marginal cost functions, MCFI is faster in these examples. We also note, that for the gas instances, the MCA times also include the time for Phase I. If the initial solution is computed differently (for example with a single call of the Frank-Wolfe algorithm), these runtimes may be even improved. Overall, we conclude that both the MCA and the MCFI algorithm are applicable in practice. In particular for large instances, the MCA algorithm has considerably better runtimes.
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