Some Rigorous Results on Semiflexible Polymers
I. Free and confined polymers
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Abstract
We introduce a class of models of semiflexible polymers. The latter are characterized by a strong rigidity, the correlation length associated to the gradient-gradient correlations, called the persistence length, being of the same order as the polymer length.

We determine the macroscopic scaling limit, from which we deduce bounds on the free energy of a polymer confined inside a narrow tube.

Key words: semiflexible polymer, functional CLT, confinement

2000 MSC: 60K35, 82B41

1. Introduction and results

The purpose of the present work is to introduce and study a family of effective models of semiflexible polymers. The latter are polymers endowed with two characteristic properties: 1) Their thermal fluctuations are governed by their bending energy, rather than their tension; in other words, they try to minimize curvature rather than length. 2) Their persistence length, which can be roughly defined as the correlation length associated to the directional correlations between tangent vectors to the polymer, is of a size comparable to that of the polymer. Such semiflexible polymers play a crucial role in
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nature. In particular, the biological function of many biopolymers (such as DNA, filamentous actin or microtubules) relies on their semiflexibility, the latter providing considerable mechanical rigidity.

1.1. The model

The model most often used in the physics literature is the so-called worm-like chain. In this model, the polymer is described by a smooth path in $\mathbb{R}^2$ (higher dimensions are of course possible, but we’ll stick to this case in this paper), of fixed length 1, which we’ll write $r(s)$ with $s$ being the parametrization such that the tangent vector $t(s) = dr/ds$ satisfies $\|t(s)\| = 1$ for all $s$. The energy functional associated to the path is then given by

$$\int_0^1 \Phi \left( \left\| \frac{dt(s)}{ds} \right\| \right) ds,$$

where $\Phi$ is usually taken as $\Phi(x) = \kappa x^2$, the parameter $\kappa$ setting the rigidity of the polymer. When the polymer makes only small deviations from the horizontal axis, an effective representation of the polymer as the graph of a function $f : \mathbb{R} \to \mathbb{R}$ becomes possible, associating to a given polymer configuration $f$ the energy

$$\int_0^c \Phi (f''(x)) dx,$$

where $c$ is the macroscopic length of the polymer [1].

The main aim of the present paper is to study discrete approximations to such models. Namely, we consider lattice configurations $\varphi$ in the ensemble

$$\mathcal{I}_N^\xi \overset{\text{def}}{=} \left\{ \varphi = (\varphi_0 = 0, \varphi_1 = \xi, \ldots, \varphi_N, \varphi_{N+1}) \in \mathbb{Z}^{N+2} \right\},$$

equipped with the probability measure

$$P_\xi^\xi(\varphi) \propto \exp\left\{ -\mathcal{H}_N(\varphi) \right\}, \quad (1)$$

where the Hamiltonian $\mathcal{H}_N(\varphi)$ is defined by

$$\mathcal{H}_N(\varphi) \overset{\text{def}}{=} \varepsilon \sum_{j=1}^N \Phi (\varepsilon^{-1} \Delta \varphi_j). \quad (2)$$
Here we assume that the parameters $N$ and $\varepsilon$ satisfy $N\varepsilon \to c$ as $N \to \infty$, where $c > 0$ denotes the macroscopic length of the polymer, and use the standard notation for the lattice difference operators

$$\left(\nabla \varphi\right)_k \overset{\text{def}}{=} \varphi_k - \varphi_{k-1}, \quad \Delta \varphi_k \overset{\text{def}}{=} \left(\nabla \left(\nabla \varphi\right)\right)_{k+1} \equiv \varphi_{k+1} - 2\varphi_k + \varphi_{k-1}. \quad (3)$$

Similarly, if the gradient condition on the right end of the polymer becomes important, we consider the ensemble $\mathcal{I}_{N,d}^\xi$ (with $\xi = \{\xi_L, \xi_R\}$ and $d = d_{N+1}$) of configurations with fixed endpoints and fixed gradients at both extremities,

$$\mathcal{I}_{N,d}^\xi \overset{\text{def}}{=} \left\{ \varphi = (\varphi_0 = 0, \ldots, \varphi_{N+1}) : \begin{array}{c} \varphi_1 = \xi_L, \varphi_N = \xi_R + d_{N+1}, \varphi_{N+1} = d_{N+1} \\ \nabla \varphi_1 = \xi_L, \nabla \varphi_{N+1} = -\xi_R, \varphi_{N+1} = d_{N+1} \end{array} \right\} \quad (4)$$

equipped with the probability measure

$$P_{N,d}^\xi(\varphi) \overset{\text{def}}{=} P_N^\xi(\varphi | \varphi \in \mathcal{I}_{N,d}^\xi). \quad (5)$$

Our aim is to describe the typical behaviour of the trajectories $\varphi \in \mathcal{I}_{N,d}^\xi$ under the measure $P_{N,d}^\xi(\cdot)$ from (5) with $N\varepsilon \approx c$ and $\varepsilon \ll 1$. Despite the Hamiltonian (2) might look unusual, our results in App. A show that this choice corresponds to the semiflexibility regime, when the persistence length and the polymer length are of the same order. In addition, our results in Sect. 2 below (see, e.g., Remark 2.1 and Remark 2.2) show that the Hamiltonian (2) with $\Phi(x) \sim x^2$ as $x \sim 0$ is essentially the only sensible choice from the physical point of view.

Of course, this model shares the limitations of the macroscopic effective model it approximates: It forbids backtracks of the polymer, and the gradients of $\varphi$ have to remain close to zero. For the questions we have in mind, these approximations will be harmless.

Let us nevertheless mention that it is also possible to discretize directly the wormlike chain, thus obtaining discrete models of semiflexible polymers that are better suited to discuss other properties (for example the effect of an external force pulling the polymer, which in general results in a non-trivial
macroscopic profile). In particular, there is a natural discrete variant of the wormlike chain, in which the polymer is modelled as a chain of hard rods of unit-length, with an energy penalizing changes of orientation. This model might also be amenable to a mathematical analysis, although this would surely generate additional technicalities.

To our knowledge, the mathematical analysis of models of the form introduced above is still quite limited. The works closest to ours are [2, 3], in which the effect of an external pinning potential, similar to the problem we analyse in Part II [9], is done in the case $\varepsilon = 1$, as $N \to \infty$, both with and without a positivity constraint. In particular, it is shown that such models display a very different critical behaviour from that for interfaces or polymers with tension. Notice however, that setting $\varepsilon = 1$ and taking $N$ to infinity implies that the described polymer is not semiflexible anymore (its persistence length being of the order of the lattice spacing, while its length becomes infinite).

Other relevant works deal with the case of membranes, a natural higher-dimensional analogue of the one-dimensional polymer considered here. These models have also important applications, as they can be used to describe, e.g., cell membranes. However, their rigorous analysis is quite involved, and up to now only the case of objects of internal dimension at least 4 have been successfully studied; see [11] and references therein.

We finally observe that to simplify our exposition we only discuss discrete height models. Similar results can also be obtained by analogous methods for continuous height models; of course, there one has to understand the RHS of (1) and of similar expressions as the densities w.r.t. the Lebesgue measure. The key ingredient of our analysis—the local limit theorem—remains the same. We refer the interested reader to the classical monograph [12], Chap. VII of which deals with LLT’s both in discrete and continuous setting.

2. Scaling properties of semiflexible polymers

2.1. Reduction to the RW case

The problem above can be reduced to a problem about random walks. To do this, consider the process

$$\xi_k \overset{\text{def}}{=} (\nabla \varphi)_k, \quad \xi_1 \equiv \xi_L, \quad (6)$$

and observe that, w.r.t. the distribution from (1)-(2), its rescaled increments

$$\eta_k \overset{\text{def}}{=} \varepsilon^{-1} \Delta \varphi_k \equiv \varepsilon^{-1} \nabla \xi_k = \varepsilon^{-1} (\xi_{k+1} - \xi_k)$$
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are i.i.d. random variables. We need to study the large-$N$ behaviour of such random walks conditioned on the event $\xi_N \equiv -\xi_R$. Since in view of (6)

$$\xi_m = \xi_1 + \sum_{j=2}^{m} \nabla \xi_j \equiv \xi_1 + \varepsilon \sum_{j=1}^{m-1} \eta_j,$$  \hspace{1cm} (7)$$
the “gradient” boundary condition in (4) reads

$$\varepsilon \sum_{j=1}^{N} \eta_j = \xi_{N+1} - \xi_1 \equiv \nabla \varphi_{N+1} - \nabla \varphi_1.$$  \hspace{1cm} (8)$$
Now, using the relation (7), we get

$$\varphi_k = \varphi_1 + \sum_{m=2}^{k} \xi_m = k\xi_1 + \varepsilon \sum_{j=1}^{k-1} (k-j) \eta_j$$  \hspace{1cm} (9)$$
and rewrite the “right-end” boundary condition from (4) as

$$\varepsilon \sum_{j=1}^{N} (N+1-j) \eta_j = \varphi_{N+1} - (N+1)\xi_1 \equiv \varphi_{N+1} - (N+1)\nabla \varphi_1.$$  \hspace{1cm} (10)$$

Clearly, the problem above now reads as the problem of describing conditional distribution of a RW with i.i.d. steps $\eta$, subject to constraints (8) and (10). Questions of this type are well understood, see [4] for a recent treatment of a similar model, so we can simply state the corresponding answers and discuss the necessary modifications in the proofs.

2.2. Functional CLT

We now turn to the analysis of the fluctuations of the process. In view of the applications we have in mind, and the intrinsic limitations of this model, we shall restrict attention to “macroscopically bounded” boundary conditions (see Theorem 2.1 below).

For $k = 1, \ldots, N$, we consider

$$X_k \overset{\text{def}}{=} \sum_{j=1}^{k} \eta_j, \quad Y_k \overset{\text{def}}{=} \frac{1}{N+1} \sum_{j=1}^{k} ((k+1) - j) \eta_j.$$  \hspace{1cm} (11)$$
Our basic assumption is (remember that $N = c/\epsilon$) that the first two moments of $\eta$ satisfy $^2$

$$E \eta = 0, \quad E \eta^2 = \sigma_N^2, \quad \lim_{N \to \infty} N\sigma_N^2 = \infty. \quad (12)$$

It implies, for all $m = 1, 2, \ldots, N$,

$$E X_m = E Y_m = 0, \quad \text{Var} X_m = m\sigma_N^2, \quad \text{Var} Y_m = \frac{m(m+1)(2m+1)}{6(N+1)^2}\sigma_N^2; \quad (13)$$

in particular, the vector $Z_N \overset{\text{def}}{=} (X_N, Y_N)$ has zero mean and the covariance matrix

$$\text{Cov}(Z_N) = \begin{pmatrix} N\sigma_N^2 & \frac{N}{2}\sigma_N^2 \\ \frac{N}{2}\sigma_N^2 & \frac{N(2N+1)}{6(N+1)^2}\sigma_N^2 \end{pmatrix}. \quad (14)$$

We are going to study the asymptotics of the conditional process $\theta_N(t)$, $t \in [0, 1]$, related to the one-point projections

$$(Y_k \mid X_N = a_N, Y_N = b_N)$$

with $a_N, b_N$ chosen in such a way that the probability of the condition

$$P(X_N = a_N, Y_N = b_N)$$

remains positive for all $N$ large enough and, for some finite $K > 0$,

$$\limsup_{N \to \infty} \frac{|a_N| + |b_N|}{\sigma_N\sqrt{N}} < K.$$ 

More precisely, for $t \in [0, 1]$ let

$$N_t \overset{\text{def}}{=} \left\lceil Nt \right\rceil, \quad (15)$$

$^2$ Here and below we use $E$, $\text{Var}$ and $\text{Cov}$ to denote the expectation, the variance and the covariance of various random variables expressed in terms of the $\eta$-variables. We stress that with fixed value of the first gradient $\xi$ and fixed law of the i.i.d. increments $\eta$, the probability measure $P^{\xi}_N(\varphi)$ becomes uniquely defined.
and define the continuous process $\theta_N(t)$ via
\[
\theta_N \left( \frac{m}{N} \right) = \frac{1}{\sigma_N \sqrt{N}} \left( Y_m \mid X_N = a_N, Y_N = b_N \right)
\]
(16)
at the points $t = m/N \in [0, 1]$ with subsequent linear interpolation for other values of $t \in [0, 1]$. Our main result reads as follows:

**Theorem 2.1.** Let the independent random variables $\eta$ have common distribution with variance $\sigma_N^2$ satisfying $N\sigma_N^2 \to \infty$ as $N \to \infty$. If
\[
\lim_{N \to \infty} \frac{a_N}{\sigma_N \sqrt{N}} = a, \quad \lim_{N \to \infty} \frac{b_N}{\sigma_N \sqrt{N}} = b,
\]
then the distribution of $\theta_N(t)$ converges weakly in $C[0, 1]$ to that of a Gaussian process $\theta(t)$, $t \in [0, 1]$, such that for all $s, t$ with $0 \leq s \leq t \leq 1$,
\[
\mathbb{E} \theta(t) = t^2(t - 1)a + t^2(3 - 2t)b,
\]
\[
\text{Cov}(\theta(s), \theta(t)) = \frac{s^2(1-t)^2}{6} \left( 2t(1-s) + t - s \right).
\]
(17)

In particular, for $a = b = 0$ we get
\[
\theta(t) \sim \mathcal{N} \left( 0, \frac{t^3}{3}(1-t)^3 \right), \quad t \in [0, 1].
\]

**Remark 2.1.**

1. In a sense, the main message of the above result is that under sufficiently mild assumptions (i.i.d. increments $\eta$ with variance $\sigma_N^2$ satisfying $N\sigma_N^2 \to \infty$ as $N \to \infty$) the only physically relevant potentials $\Phi$ for the model at hand are convex potentials of the Gaussian type, $\Phi(x) \sim \kappa x^2/2$ as $x \to 0$. Indeed, for every model satisfying Theorem 2.1 there exists a mesoscopic scale $\delta = \delta_N \to 0$ such that $N\delta = c/\delta \to \infty$ will still satisfy the condition $N\delta^2 \to \infty$. As a result, it is possible to discretize our macroscopic polymer so that its behaviour on the scale $\delta$ is approximately Gaussian. Consequently, among various a priori legitimate choices $\Phi(x) \sim |x|^\alpha$, the Gaussian case $\Phi(x) \sim |x|^2$, popular in physics literature, seems most natural for the problems we discuss here.

2. The reader might wish to interpret the limiting process $\theta(t)$ as the “bridge of the integral of a Brownian bridge”. Indeed, with
\[
Y = (Y_0, Y_1, \ldots, Y_N), \quad Y_k \equiv \frac{1}{N+1} \sum_{j=1}^{k} X_j
\]
and $X = (X_0, X_1, \ldots, X_N)$ satisfying the invariance principle, the scaling limit of $Y$ becomes the integral of the scaling limit of $X$, i.e., a Brownian motion; see the proof of Theorem 2.7 below. Of course, a similar interpretation holds for other results in this section. We shall leave such observations as an exercise for a motivated reader.

Also, one might wish to notice that the function $m(t) = E_\theta(t)$ satisfies

$$m(0) = m'(0) = 0 \quad \text{and} \quad m(1) = b, \quad m'(1) = a,$$

which is not surprising since our choice of the exponents $\gamma$ and $\delta$ in (43) guarantees that the limiting process $\theta(t)$ shares common gradient restrictions with all its discretizations.

Rewriting (9) in the form

$$\varphi_{N+1} \equiv (N+1)\xi_1 + (N+1)\varepsilon Y_N,$$

we observe that the boundary conditions (14),

$$\varphi_0 = 0, \quad \varphi_1 = \xi_L, \quad \varphi_{N+1} = d_{N+1}, \quad \varphi_N = d_{N+1} + \xi_R,$$

become

$$X_N = -(\xi_L + \xi_R)/\varepsilon, \quad Y_N = (d_{N+1}/(N+1) - \xi_L)/\varepsilon$$

(19)

and we can rewrite the theorem above in terms of the “profile process” $\varphi$:

**Corollary 2.2.** Conditioned on (18) with the property

$$-(\xi_L + \xi_R)/(\varepsilon \sigma_N \sqrt{N}) \to a, \quad (d_{N+1}/(N+1) - \xi_L)/(\varepsilon \sigma_N \sqrt{N}) \to b$$

as $N \to \infty$ (recall that $N\varepsilon \approx c$) the distribution of the process

$$\varphi_{N+1} - (N+1)\xi_L)/(\sigma_N \sqrt{N} (N+1)\varepsilon), \quad t \in [0, 1],$$

w.r.t. to the probability measure $P_{\xi,d}^\xi(\cdot)$ from (5) converges weakly in $C[0,1]$ to the limiting Gaussian distribution with parameters (17); in particular, its one-dimensional distributions approach

$$\mathcal{N}\left(t^2(t-1)a + t^2(3-2t)b, \frac{1}{3}b^3(1-t)^3\right)$$

as $N \to \infty$. 
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Remark 2.2. In the most popular case considered in the physical literature, namely the Gaussian case \( \Phi(x) \sim x^2 \) with the Hamiltonian (cf. (2))

\[
H_N(\varphi) \equiv \frac{\kappa}{2} \sum_{j=1}^{N} \frac{(\Delta \varphi_j)^2}{\varepsilon},
\]

the random variables \( \eta_j \equiv \varepsilon^{-1} \Delta \varphi_j \) have variance \( \sigma_N^2 = O(\varepsilon^{-1}) = O(N/c) \), so that by the corollary above the fluctuations of the polymer are of order

\[
\sigma_N \sqrt{N} (N + 1) \varepsilon \sim \sqrt{c} N = \varepsilon^{-1/2},
\]

ie., they live on the macroscopic scale.

The rest of this section is devoted to the proof of Theorem 2.1. We first derive convergence of finite-dimensional distributions of the process \( \theta_N(t) \) (see Theorem 2.7 below) and then establish tightness of the probability distributions of \( \theta_N(t) \) in \( C[0,1] \).

We turn now to the proof of Theorem 2.1. Let \( \chi(u) \), \( u \in \mathbb{R} \), denote the characteristic function of \( \eta \),

\[
\chi(u) \overset{\text{def}}{=} \mathbb{E} \exp \{ iu\eta \};
\]

by the moment assumption above we have:

\[
\chi(u/\sigma_N) = 1 - \frac{u^2}{2} + o(u^2) \quad \text{as } u \to 0.
\] (20)

Fix an integer \( k \geq 0 \) and a collection of real numbers \( t_j \) satisfying

\[
0 \equiv t_0 < t_1 < t_2 < \cdots < t_k < t_{k+1} \equiv 1.
\] (21)

Our first goal is to prove the central limit theorem for the random vector

\[
Z_k^N \overset{\text{def}}{=} \frac{1}{\sigma_N \sqrt{N}} (X_N, Y_{N_{t_1}}, Y_{N_{t_2}}, \ldots, Y_{N_{t_k}}, Y_{N_{t_{k+1}}}).
\] (22)

To this end, observe that the corresponding characteristic function reads

\[
\chi_X(u_0, u_1, \ldots, u_{k+1}) = \mathbb{E} \exp \left\{ \frac{i}{\sigma_N \sqrt{N}} \left( u_0 X_N + \sum_{l=1}^{k+1} u_l Y_{N_{t_l}} \right) \right\}.
\]
It is convenient to denote
\[ u_k^N(j) \stackrel{\text{def}}{=} u_0 + \sum_{l=1}^{k+1} \frac{u_l}{N+1} (N_l + 1 - j)^+, \quad 1 \leq j \leq N, \quad (23) \]
\[ u^k(x) \stackrel{\text{def}}{=} u_0 + \sum_{l=1}^{k+1} u_l (t_l - x)^+, \quad 0 \leq x \leq 1. \]

Then with \( \bar{u} = (u_0, u_1, \ldots, u_{k+1})^T \in \mathbb{R}^{k+2} \) we rewrite
\[ \chi^k_N(\bar{u}) = \prod_{j=1}^{N} \chi\left(\frac{u_k^N(j)}{\sigma_N \sqrt{N}}\right) \quad (24) \]
so that, in view of the asymptotic relation (20) and the limiting assumption \( \sigma_N^2 N \to \infty \) (as \( N \to \infty \)), we get, uniformly in \( \bar{u} \) from compact sets in \( \mathbb{R}^{k+2} \),
\[ \log \chi^k_N(\bar{u}) = -\frac{1}{2N} \sum_{j=1}^{N} [u_k^N(j)]^2 + o(1) = -\frac{1}{2} \int_0^1 [u^k(x)]^2 \, dx + o(1). \quad (25) \]

By a routine (but straightforward!) induction one deduces the following result:

**Lemma 2.3.** For \( s, t \) with \( 0 \leq s \leq t \leq 1 \) denote
\[ f(t) \equiv \frac{t^2}{2}, \quad g(s, t) \equiv \frac{s^2}{6} (3t - s). \]

Then for every integer \( k \geq 0 \) the quadratic form
\[ \int_0^1 [u^k(x)]^2 \, dx = \sum_{l_1, l_2=0}^{k+1} q_{l_1, l_2} u_{l_1} u_{l_2} \]
has the matrix
\[ Q^k = \begin{bmatrix} q_{l_1, l_2} \end{bmatrix}_{l_1, l_2=0}^{k+1} \quad (26) \]
with the entries
\[ q_{00} = 1, \quad q_{0l} = q_{l0} = f(t_l), \quad 1 \leq l \leq k + 1, \]
\[ q_{l_1, l_2} = q_{l_2, l_1} = g(t_{l_1}, t_{l_2}), \quad 1 \leq l_1 \leq l_2 \leq k + 1. \quad (27) \]
The above lemma together with (25) imply the central limit result:

**Theorem 2.4 (Central Limit Theorem).** For every fixed \( k \geq 0 \) the distribution of the random vector \( Z_N^k \) from (22) converges as \( N \to \infty \) to the Gaussian distribution with zero mean and the covariance matrix \( Q^k \) defined in (26)–(27). The convergence of the corresponding characteristic functions (25) is uniform on compact subsets of \( \mathbb{R}^{k+2} \).

**Remark 2.3.** According to (22), this theorem implies that the fluctuations of \( X_N \) are of order \( \sigma_N \sqrt{N} \). Combining this with (8) and (11), we see that the end-to-end gradient fluctuations \( \nabla \varphi_{N+1} - \nabla \varphi_1 \) of the polymer \( \varphi \) are of order \( \varepsilon \sigma_N \sqrt{N} \). In the natural Gaussian scaling \( \sigma_N^2 = O(\varepsilon^{-1}) \) of Remark 2.2 this implies that

\[
\text{Var}(\nabla \varphi_{N+1} - \nabla \varphi_1) = O(\varepsilon^2 \sigma_N^2 N) = O(c) .
\]

In other words, the persistence length and the polymer length in our model are of the same order.

Our next goal is to establish the local version of the above theorem. For \( \bar{\mathbf{x}} = (x_0, x_1, \ldots, x_k, x_{k+1})^T \in \mathbb{R}^{k+2} \) let \( p_Q^k(\bar{\mathbf{x}}) \) denote the probability density

\[
p_Q^k(\bar{\mathbf{x}}) = (2\pi)^{-(k+2)/2} \det Q^{-1/2} \exp\left\{-\frac{1}{2}(Q^{-1} \bar{\mathbf{x}}, \bar{\mathbf{x}})\right\}
\]

of the limiting Gaussian distribution with the characteristic function

\[
\chi_Q^k(\bar{\mathbf{u}}) = \exp\left\{-\frac{1}{2}(Q \bar{\mathbf{u}}, \bar{\mathbf{u}})\right\}.
\]

**Theorem 2.5 (Local CLT).** Let a sequence of vectors

\[
\bar{\mathbf{x}}^{(N)} = (x_0^{(N)}, x_1^{(N)}, \ldots, x_k^{(N)}, x_{k+1}^{(N)})^T \in \mathbb{R}^{k+2}
\]

be such that \( \bar{\mathbf{x}}^{(N)} \to \bar{\mathbf{x}} \in \mathbb{R}^{k+2} \) as \( N \to \infty \) and the probability \( P(Z_N^k = \bar{\mathbf{x}}^{(N)}) \) be positive for all \( N \) large enough. Then as \( N \to \infty \) we have

\[
\sigma_N^{k+2} N^{(3k+4)/2} P(Z_N^k = \bar{\mathbf{x}}^{(N)}) = p_Q^k(\bar{\mathbf{x}}) + o(1)
\]

with the remainder \( o(1) \) vanishing asymptotically, as \( N \to \infty \), uniformly in \( \bar{\mathbf{x}} \) on compact subsets of \( \mathbb{R}^{k+2} \).
Proof. The claim of the theorem follows from standard considerations provided the off-line property is established (for a recent exposition, see, e.g., [4, Thm 4.2]); it thus remains to verify the latter.

By the assumption on the distribution of $\eta$, we have, for all $\zeta > 0$ small enough

$$\sup_{\zeta \leq |u/\sigma_N| \leq T} |\chi(u/\sigma_N)| = r_\zeta \in (0, 1),$$  \hspace{1cm} (28)

where $T = \pi/d$ for lattice distributions of period $d > 0$. In view of the factorization (21), the off-line property shall follow once we show that for some small enough $\zeta = \zeta_k > 0$ sufficiently many values $u_N^k(j)$ satisfy the condition (recall (23))

$$|u_N^k(j)| \geq \zeta_k \sigma_N,$$

uniformly in $N$ large enough. However, by the very definition (23), the sequence $u_N^k(j)$, $j = 1, 2, \ldots, N$ is a piecewise linear sequence of real numbers interpolating the values

$$u_N^k(N_{t_0}), \ u_N^k(N_{t_1}), \ldots, \ u_N^k(N_{t_k+1})$$

and having increments (recall (15))

$$u_N^k(j) - u_N^k(j + 1) = \frac{1}{N + 1} \sum_{l=1}^{k+1} u_l \mathbb{I}_{j < N_l}.$$

By [4, Lemma 4.4] it is enough to show that for $\zeta > 0$ as in (28) one has (recall (15), (23))

$$\max_{l=0, \ldots, k+1} |u_N^k(N_{t_l})| > 2\zeta \sigma_N,$$

as then the rest of the proof of Theorem 2.5 would be analogous to that of [4, Thm 4.2].

We prove the remaining condition by verifying the following claim.

Lemma 2.6. For a fixed collection $t_1, \ldots, t_k$ as in (21), let

$$\Delta = \min_{m \geq 0} (t_{m+1} - t_m) > 0.$$

Then for every $\bar{u} \in \mathbb{R}^{k+2}$ such that

$$\|\bar{u}\|_2 = \left(\sum_{l=0}^{k+1} (u_l)^2\right)^{1/2} \geq \frac{2\eta \sigma_N}{\Delta} \sqrt{16k + 5}$$
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and all $N$ large enough at least one of the following inequalities holds:

$$
|u^k_N(N)| > 2\zeta\sigma_N, \quad |u^k_N(N_l) - u^k_N(N_{l+1})| > 4\zeta\sigma_N \quad l = 0, \ldots, k. \quad (29)
$$

PROOF. We argue by contradiction and start by assuming that none of the inequalities (29) holds. Since

$$
u^k_N(N) = u_0 + u_{k+1}/(N + 1)
$$

and

$$
u^k_N(N_m) - u^k_N(N_{m+1}) = (t_{m+1} - t_m) \sum_{l>m} u_l + O(N^{-1})
$$

we deduce that

$$
|u_{k+1}| \leq \frac{4\zeta\sigma_N}{\Delta}, \quad |u_k| \leq \frac{8\zeta\sigma_N}{\Delta}, \quad \ldots, \quad |u_1| \leq \frac{8\zeta\sigma_N}{\Delta}
$$

and therefore that

$$
\|\bar{u}\|^2 \leq 4\zeta^2\sigma^2_N + \left(\frac{4\zeta\sigma_N}{\Delta}\right)^2 (4k + 1) \leq \left(\frac{2\zeta\sigma_N}{\Delta}\right)^2 (16k + 5).
$$

We now deduce convergence of finite-dimensional distributions of the process $\theta_N(\cdot)$ from (16):

**Theorem 2.7.** Let real sequences $a_N, b_N$ be such that

$$
\lim_{N \to \infty} \frac{a_N}{\sigma_N\sqrt{N}} = a, \quad \lim_{N \to \infty} \frac{b_N}{\sigma_N\sqrt{N}} = b
$$

and the probability $P(X_N = a_N, Y_N = b_N)$ be positive for all $N$ large enough. Then for every $k \geq 1$ the $k$-dimensional distributions of the process $\theta_N(\cdot)$ converge to those of a Gaussian process $\theta(\cdot)$, whose parameters are

$$
E\theta(t) = t^2(t - 1)a + \frac{t^2}{2}(3 - 2t)b, \quad t \in [0, 1],
$$

$$
Cov(\theta(s), \theta(t)) = \frac{s^2(1 - t)^2}{6} \left[2t(1 - s) + t - s\right], \quad 0 \leq s \leq t \leq 1. \quad (30)
$$

PROOF. As the convergence result follows directly from the local limit theorem, we shall only derive the parameters (30) of the limiting process $\theta(t)$. 
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To start, fix $0 \leq s \leq t \leq 1$ and notice that the conditional distribution of
\[
\frac{1}{\sigma_N \sqrt{N}} (Y_{N_s}, Y_{N_t} \mid X_N = a_N, Y_N = b_N)
\]
converges to that of
\[
(\mathcal{J}(s), \mathcal{J}(t) \mid \omega_1 = a, \mathcal{J}(1) = b),
\]
where
\[
\mathcal{J}(v) \overset{\text{def}}{=} \int_0^1 (v - u)^+ dw_u \equiv \int_0^v (v - u) \, dw_u \equiv \int_v^1 w_u \, du
\]
and $w_s, s \in [0, 1]$ is the standard Brownian motion (Wiener process). Using Lemma 2.3 and the classical property of conditional multivariate Gaussian distributions, we deduce that the mean of the limiting process equals
\[
E(\mathcal{J}(t) \mid \omega_1 = a, \mathcal{J}(1) = b) = (f(t) \ g(t, 1)) \left( \begin{array}{c} 1 \\ \frac{1}{2} \\ \frac{1}{3} \end{array} \right)^{-1} \begin{pmatrix} a \\ b \end{pmatrix}
\]
\[
= t^2 (t - 1)a + t^2 (3 - 2t)b
\]
and its covariance matrix is
\[
\begin{pmatrix}
  h(s, s) & h(s, t) \\
  h(s, t) & h(t, t)
\end{pmatrix}
= \begin{pmatrix}
  g(s, s) & g(s, t) \\
  g(s, t) & g(t, t)
\end{pmatrix}
- \begin{pmatrix}
  f(s) & g(s, 1) \\
  f(t) & g(t, 1)
\end{pmatrix} \left( \begin{array}{c} 1 \\ \frac{1}{2} \\ \frac{1}{3} \end{array} \right)^{-1} \begin{pmatrix}
  f(s) & f(t) \\
  g(s, 1) & g(t, 1)
\end{pmatrix}
\]
with
\[
h(s, t) = \frac{s^2(1 - t)^2}{6} \left[ 2t(1 - s) + t - s \right], \quad 0 \leq s \leq t \leq 1.
\]

It remains to prove tightness of the sequence of probability distributions of the processes $\theta_N(\cdot)$ in the space $C[0, 1]$ of continuous functions on $[0, 1]$. To this end it is sufficient ([7, Thm 9.2.2]) to show that for some positive $C$ and $\gamma > 1$ the inequality
\[
E|\theta_N(t) - \theta_N(s)|^2 \leq C|t - s|^{\gamma}
\]
(31)
holds uniformly in \([s, t] \subseteq [0, 1]\) and all \(N\) large enough. The key to (31) is the following result whose proof shall be postponed till the end of the section.

**Lemma 2.8.** Let real sequences \(a_N, b_N\) be such that
\[
\lim_{N \to \infty} \frac{a_N}{\sigma_N \sqrt{N}} = a, \quad \lim_{N \to \infty} \frac{b_N}{\sigma_N \sqrt{N}} = b
\]
and the probability \(P(X_N = a_N, Y_N = b_N)\) be positive for all \(N\) large enough. There exists a positive constant \(C_1\) such that the inequality
\[
E(X_k^2 \mid X_N = a_N, Y_N = b_N) \leq C_1 \sigma_N^2 N
\]
holds uniformly in \(k = 1, 2, \ldots, N\).

The target condition (31) is a straightforward corollary of the above lemma. Indeed, it follows from (11), the definition (16) and the lemma that for every \(m = 1, 2, \ldots, N\)
\[
E\left| \theta_N\left(\frac{m}{N}\right) - \theta_N\left(\frac{m-1}{N}\right) \right|^2 \leq \frac{1}{\sigma_N^2 N(N+1)^2} E\left( \frac{X_m^2}{N+1} \right) \leq \frac{C_1}{(N+1)^2}.
\]

Now, observing that for all \(s, t\) with \(0 \leq s \leq t \leq 1\) we have
\[
\theta_N(t) - \theta_N(s) = \sum_{j=Ns+1}^{Nt+1} \alpha_N(j) \left[ \theta_N\left(\frac{j}{N}\right) - \theta_N\left(\frac{j-1}{N}\right) \right],
\]
where \(\alpha_N(j) = 1\) for all \(j\) in the sum (with possible exception of the extreme values \(j = Ns + 1\) and \(j = Nt + 1\), for which \(\alpha_N(j) \in [0, 1]\)), the Cauchy inequality gives
\[
\left| \theta_N(t) - \theta_N(s) \right|^2 \leq \left( N_t + 1 - N_s \right) \sum_{j=Ns+1}^{Nt+1} |\alpha_N(j)|^2 \left| \theta_N\left(\frac{j}{N}\right) - \theta_N\left(\frac{j-1}{N}\right) \right|^2
\]

\(^3\) Actually, our argument shows that here \(\gamma = 2\); this is not surprising, as the trajectories of the limiting process \(\theta(\cdot)\) have continuous derivatives.
and thus implies the target estimate (31):
\[ E|\theta_N(t) - \theta_N(s)|^2 \leq C_1 \frac{(N_t + 1 - N_s)^2}{(N + 1)^2} \leq C|t - s|^2, \]
uniformly in \(0 \leq s \leq t \leq 1\) and all \(N\) large enough.

We turn now to the proof of Lemma 2.8 and shall treat separately the two cases \(k^2 > N\) and \(k^2 \leq N\).

**Proof (of Lemma 2.8).** Case \(k > \sqrt{N}\). Let \(k_N = kN > \sqrt{N}\) and \(k/N \to \kappa \in [0, 1]\) as \(N \to \infty\). Then for the vector
\[ U^k \overset{\text{def}}{=} \left( \frac{1}{\sigma_N \sqrt{k}} X_k, \frac{1}{\sigma_N \sqrt{N}} X_N, \frac{1}{\sigma_N \sqrt{N}} Y_N \right) \]
the central limit theorem holds. Indeed, by a straightforward computation we deduce that the characteristic function of \(U^k\) satisfies
\[ \lim_{N \to \infty} \log E \exp \left\{ i \left( \frac{v_0}{\sigma_N \sqrt{k}} X_k + \frac{v_1}{\sigma_N \sqrt{N}} X_N + \frac{v_2}{\sigma_N \sqrt{N}} Y_N \right) \right\} = -\frac{1}{2} \left( v_0^2 + 2v_0v_1 \sqrt{\kappa} + v_1^2 + 2v_0v_2 \sqrt{\kappa} \left( 1 - \frac{\kappa}{2} \right) + v_1v_2 + \frac{v_2^2}{3} \right). \]

As the variance of the limiting conditional distribution is
\[ (1 - 4\kappa + 6\kappa^2 - 3\kappa^3) \in [0, 1] \]
and its mean is bounded, we deduce that for some \(C_2 > 0\)
\[ E \left( \left( \frac{1}{\sigma_N \sqrt{k}} X_k \right)^2 \mid X_N = a_N, Y_N = b_N \right) \leq C_2 \]
uniformly in \(k\) under consideration.

Case \(k \leq \sqrt{N}\). Using arguments similar to those in [8, pg. 257], we deduce that for all \(j = 1, 2, \ldots, N\)
\[ E\left( (\eta_j)^2 \mid X_N = a_N, Y_N = b_N \right) \leq C_3 \sigma_N^2 \]
(in fact, as explained in [8] for large \(N\) the LHS is close to \(E\eta_j^2 = \sigma_N^2\)). As a result, the Cauchy inequality implies
\[ E\left( (X_k)^2 \mid X_n = a_N, Y_N = b_N \right) \leq k^2 \max E\left( (\eta_j)^2 \mid X_N = a_N, Y_N = b_N \right) \leq C_3 \sigma_N^2 k^2 \leq C_3 \sigma_N^2 N. \]

The proof of Lemma 2.8 is finished.

---

4 being a linear combination of the constraints \(a\) and \(b\) (with \(\kappa\)-dependent coefficients);
2.3. Large deviation regime

By combining the arguments above with the approach of [4], one can also describe the large deviation behaviour of semiflexible polymers. As such generalization is straightforward, we only mention some results.

Let $L_N(h)$ denote the log moment generating function of the step distribution (recall (22)),

$$L_N(h) \overset{\text{def}}{=} \log \mathbb{E} \exp \{ h \eta \} \equiv \log \frac{\int e^{-\frac{h}{c} \Phi(x) + h x} \, dx}{\int e^{-\frac{h}{c} \Phi(x)} \, dx}; \quad (32)$$

we shall assume that

$$L'_N(0) = 0, \quad L''_N(0) = \sigma_N^2 \in (0, +\infty), \quad (33)$$

that $L_N(\cdot)$ is finite in some (in general, $\varepsilon$-dependent) neighbourhood of the origin, and that $L_N(\cdot)$ behaves properly under rescaling:

$$L_N\left(\frac{h}{\sigma_N}\right) \rightarrow L(h) \quad \text{as } N \rightarrow \infty, \quad (34)$$

where $L(\cdot)$ is a strictly convex function in some $h$-neighbourhood of the origin. E.g., for the Gaussian case $\Phi(x) = \kappa x^2 / 2$ we obviously have

$$L_N(h) = \frac{N}{2c\kappa} h^2 \quad \text{and} \quad L(h) = \frac{1}{2} h^2.$$

2.3.1. Probability of the right-end boundary condition

Let $X_m, Y_m$ be as defined in (11),

$$X_m = \sum_{j=1}^{m} \eta_j, \quad Y_m = \frac{1}{N+1} \sum_{j=1}^{N} (m+1-j)^{+} \eta_j,$$

and let $P$ denote the probability distribution of the RW with steps $\eta_j$; we shall assume that the assumptions (32)–(34) hold. Then the probability of the right-end boundary conditions given the left-end ones (essentially of finishing a “droplet” at time $N$ with gradient $-\xi_R$) is

$$P(\varphi \in I_{N,a}^{\xi} \mid \varphi_0 = 0, \nabla \varphi_1 = \xi_L)$$

$$\equiv P(\varphi_{N+1} = a(N+1), \nabla \varphi_{N+1} = -\xi_R \mid \varphi_0 = 0, \nabla \varphi_1 = \xi_L)$$
and, in view of the relation

\[ \varphi_{[tN]+1} \equiv ([tN] + 1)\xi_1 + (N + 1)\varepsilon Y_{[tN]}, \]  

(35)
clearly, coincides with the LD-type probability

\[ P\left(X_N = -\varepsilon^{-1}(\xi_R + \xi_L), Y_N = \varepsilon^{-1}(a - \xi_L)\right). \]

Its limiting behaviour is well known (see, e.g., [4, Theorem 4.2]), so we just recall the corresponding result:

For real numbers \( u \) and \( v \), denote

\[ L_N(u, v) \overset{\text{def}}{=} \log \mathbb{E} \exp \left\{ \frac{u}{\sigma_N} X_N + \frac{v}{\sigma_N} Y_N \right\}; \]

then, as \( N \to \infty \), we have

\[ N^{-1}L_N(u, v) \to L_\infty(u, v) \overset{\text{def}}{=} \int_0^1 L(u + (1 - x)v) \, dx \]  

(36)

with \( L(\cdot) \) from (32). The optimal tilts \( u^*, v^* \) can be determined from the conditions (cf. [4, Eq.(2.26)])

\[
\begin{align*}
\int_0^1 L'(u + yv) \, dy &= -\frac{\xi_R + \xi_L}{c} \\
\int_0^1 yL'(u + yv) \, dy &= -\frac{\xi_L - a}{c},
\end{align*}
\]

(37)

where we use the fact that \( \varphi_N/N \to a \) as \( N \to \infty \) in such a way that \( N\varepsilon \to c \), the macroscopic length of the excursion under consideration. Then the sharp LD asymptotics for the probability of interest, up to a factor of \((1 + o(1))\), is

\[
\frac{1}{2\pi N^2 \sqrt{\|D(u^*, v^*)\|}} \exp\left\{ -N\left( -\frac{\xi_R + \xi_L}{c} u^* - \frac{\xi_L - a}{c} v^* - L_\infty(u^*, v^*) \right) \right\},
\]

(38)

where \( D(u, v) \) stands for the Hessian of \( L_\infty \) as the function of \( u, v \). Clearly, the expression in the exponential is just the convex dual \( L_\infty^* \) of \( L_\infty \) evaluated at the point with coordinates as in the RHS of (37).

A straightforward computation in the Gaussian case \( \Phi(x) = \kappa x^2/2 \) based upon the correspondence \( \Pi(x) = \frac{\sqrt{12N + 1}}{N-1} \) as well as the moments \( \Pi(x) \) gives the following **exact** analogue of (38) for \( a = 0 \) and \( N > 1 \):

\[
\frac{\kappa}{2\pi N^2 \sqrt{\frac{12(N+1)}{N-1}}} \exp\left\{ -\frac{(2N+1)\xi^2 - 2(N+2)\xi \xi_R + (2N+1)\xi_R^2 c(N-1)/(N\kappa)}\right\}. 
\]
2.3.2. Mean profile

To catch the mean profile, fix a real \( t, 0 < t < 1 \), and consider the vector

\[ Z^t_N \overset{\text{def}}{=} (X_N, Y_N, Y_{[tN]}). \]

Since according to the relation (9) we have the conditional distribution of \( \varphi_{[tN]+1} \) given \( (X_N, Y_N) \) can be directly derived from the local limit theorem for the vector \( Z^t_N \).

Mimicking [4], we introduce the log moment generating function \( L^t_N(u, v, w) \) of the vector \( Z^t_N \),

\[ L^t_N(u, v, w) \overset{\text{def}}{=} \log \mathbb{E} \exp \left\{ \frac{u}{\sigma_N} X_N + \frac{v}{\sigma_N} Y_N + \frac{w}{\sigma_N} Y_{[tN]} \right\}, \]

and observe that the conditional mean value of the last component \( Y_{[tN]} \) of \( Z^t_N \) given the value of the first two is, up to a small correction, as

\[ \mathbb{E}(Y_{[tN]} \mid X_N = x_N, Y_N = y_N) \approx \sigma_N \frac{\partial}{\partial w} L^t_N(u^*, v^*, w) \bigg|_{w=0} \]

with the optimal values \( u^*, v^* \) obtained through an analogue of (37),

\[ \left( \frac{\partial}{\partial u} L^t_N(u, v, w), \frac{\partial}{\partial v} L^t_N(u, v, w) \right) \bigg|_{(u^*, v^*, 0)} = (x_N, y_N). \]

Observing that (where for a real \( x \) we write \( x^+ \overset{\text{def}}{=} \max(x, 0) \))

\[ L^t_N(u, v, w) \equiv \sum_{j=1}^N \mathcal{L}\left( \frac{u}{\sigma_N} + \frac{N + 1 - j}{N + 1} \frac{v}{\sigma_N} + \left( \frac{[tN] + 1 - j}{N + 1} + \frac{w}{\sigma_N} \right) \right), \]

we immediately obtain, up to a small correction,

\[ \frac{1}{N} \frac{\partial}{\partial w} L^t_N(u^*, v^*, w) \bigg|_{w=0} \approx \int_0^1 (t - x)^+ L'(u^* + (1 - x)v^*) \, dx, \]

and thus the (conditional) mean value of the macroscopic polymer at “time” \( t \) is (recall (35))

\[ t \xi_L + c \int_0^t (t - x) L'(u^* + (1 - x)v^*) \, dx. \] (39)
In particular, in the Gaussian case $\Phi(x) = \kappa x^2/2$, the mean rescaled profile becomes
\begin{equation}
t^2(1-t)\xi_R + t(1-t)^2\xi_L.
\end{equation}

It is instructive to compare the previous results to their analogues for the interfaces. Of course, the non-trivial geometry of the mean profile as well as anomalous $C^1$-smoothness of the trajectories (recall the comment to (31) above) are due to the nature of semiflexible interaction and are not present for interfaces.

3. Free energy of a confined polymer

As an application of the above estimates, we turn now to a problem that has often been studied in the physics literature (see, e.g., [13] and references therein): Determine the free energy (per unit of macroscopic length) of a semiflexible polymer constrained to lie inside a tube of given radius. From the mathematical point of view, this is equivalent to studying the logarithmic asymptotics of the probability of the event \( \{ \sup_{0 \leq k \leq N+1} |\varphi_k| \leq \rho \} \), when \( N \) is large enough.

Using the functional CLT, it would be sufficient to prove the corresponding claim for the limiting Gaussian process. This so-called small ball problem has been studied for the integrated Brownian motion in [10]. We are going to give a completely different proof, in the spirit of [8], which is easy and more robust, and also holds for positive values of $\varepsilon$.

**Theorem 3.1.** Let $c > 0$ be the macroscopic length of the polymer. There exist constants $\rho_0 = \rho_0(c) > 0$, $C_1 > 0$, $C_2 < \infty$ and $\delta > 0$ such that, for all $\rho < \rho_0$,
\begin{equation}
\frac{C_1}{\rho^{2/3} c^{1/3}} \leq -\frac{1}{c} \log \mathbb{P}_N \left( \sup_{1 \leq k \leq N} |\varphi_k| \leq \rho \sigma_N \sqrt{N} \mid \varphi_0 = \varphi_1 = 0 \right) \leq \frac{C_2}{\rho^{2/3} c^{1/3}},
\end{equation}
uniformly in $\varepsilon < \delta \rho^{2/3} c^{1/3}$.

**Remark 3.1.** 1. The existence of the limit as $\varepsilon \equiv c/N \to 0$ can be proved using a standard subadditivity argument, see [10]. An explicit expression for the limit seems to be unknown (although the physicists have good numerical estimates).
2. A similar result holds for other boundary conditions, as long as $\phi_0$ is not chosen too close to the boundary of the tube, and $\xi_1$ is small enough. A similar remark applies for $\phi_{N+1}$ and $\xi_{N+1}$ (which were unconstrained above). For example, the proof remains unchanged if the boundary conditions at both extremities satisfy the same constraints as demanded by the event $\mathcal{A}$ in the proof.

3. Although the above expression might look superficially different from the one given by the physicists’ derivations, they actually coincide. To see this, it is best to restrict attention to the case studied in the physics literature, in which the Hamiltonian is of the form $\frac{1}{2} \sum_{i=1}^{N} (\Delta \phi_i)^2$, and to write down explicitly the temperature dependence. In that case, $\sigma_N^2 = N/(\beta \kappa c)$, where $\beta = 1/(k_B T)$ is the inverse temperature. To match the physicists’ procedure, we wish to measure the width of the tube in units set by the polymer length. The event we are interested in thus becomes

$$\sup_{1 \leq k \leq N} N^{-3/2} |\varphi_k| \leq r/c,$$

where we have denoted by $r = \sqrt{c/(\beta \kappa)} \rho$ the macroscopic width of the tube. We then see that the free energy is given by $k_B T (\beta \kappa)^{-1/3} r^{-2/3}$, which agrees perfectly with the physicists’ expression, since $\beta \kappa$ is the persistence length corresponding to these parameters.

**Proof. Lower bound on the probability.** We write

$$R = \rho \sigma_N \sqrt{N} \quad \text{and} \quad D = [\varepsilon^{-2/3} \sigma_N^{-2/3} R^{2/3}] = [\rho^{2/3} c^{1/3} \varepsilon^{-1}].$$

Let also $\nu > 0$ be a small number (to be chosen below) and denote by $\mathcal{A}$ the event that

- $|\varphi_{kD+1}| \leq \nu R$, for all $1 \leq k \leq [N/D]$;
- $|\xi_{kD+1}| \leq \nu R/D$, for all $1 \leq k \leq [N/D]$.

We then have the lower bound

$$P_N \left( \sup_{1 \leq k \leq N} |\varphi_k| \leq R \mid \varphi_0 = \varphi_1 = 0 \right) \geq P_N \left( \sup_{1 \leq k \leq N} |\varphi_k| \leq R \mid \varphi_0 = \varphi_1 = 0, \mathcal{A} \right) P_N (\mathcal{A} \mid \varphi_0 = \varphi_1 = 0).$$
Let us first find a lower bound for $P_N(A \mid \varphi_0 = \varphi_1 = 0)$. Conditioning on the pairs $\varphi_{kD}, \varphi_{kD+1}, 1 \leq k \leq [N/D]$ (compatible with the event $A$), the Markov property implies that it is sufficient to consider what happens in a single piece $\{(k-1)D, \ldots, kD + 1\}$. Namely, for $|a_0| \leq \nu$ and $|g_0| \leq \nu$, it is enough to prove that

$$P_D(|\varphi_{D+1}| \leq \nu R, |\xi_{D+1}| \leq \nu R/D, \varphi_0 = a_0 R, \xi_1 = g_0 R/D)$$

is bounded away from zero, uniformly in $c, \rho$ and $\varepsilon$. Rewriting this event in terms of the random variables $X_D$ and $Y_D$ yields

$$P_D\left(\frac{1}{\sigma_N \sqrt{D} + 1} Y_D \in \left[ -\frac{(\nu + a_0 + g_0)R}{\varepsilon D \sigma_N \sqrt{D} + 1}, \frac{(\nu - a_0 - g_0)R}{\varepsilon D \sigma_N \sqrt{D} + 1} \right], \frac{1}{\sigma_N \sqrt{D} + 1} X_D \in \left[ -\frac{(\nu + g_0)R}{\varepsilon D \sigma_N \sqrt{D} + 1}, -\frac{(\nu - g_0)R}{\varepsilon D \sigma_N \sqrt{D} + 1} \right]\right).$$

Since

$$\frac{R}{\varepsilon D \sigma_N \sqrt{D} + 1} = 1 + o(1), \quad \text{as } D \to \infty,$$

the Central Limit Theorem 2.4 implies that the above probability converges, as $D \to \infty$, to

$$P\left(Z_1 \in \left[ -(\nu + a_0 + g_0), \nu - a_0 - g_0 \right], Z_0 \in \left[ -(\nu + g_0), \nu - g_0 \right]\right) \geq P\left(Z_1 \in \left[ -3\nu, -\nu \right], Z_0 \in \left[ -2\nu, 0 \right]\right).$$

where $(Z_0, Z_1)$ is a Gaussian vector with zero mean and covariance matrix

$$Q^0 = \begin{pmatrix} 1 & 1/2 \\ 1/2 & 1/3 \end{pmatrix}.$$

This probability being bounded away from zero, uniformly in $\varepsilon, \rho$ and $c$, we conclude that

$$P_N(A \mid \varphi_0 = \varphi_1 = 0) \geq e^{-C \rho^{-2/3} c^{2/3} / D},$$

uniformly in $\varepsilon, \rho, c$ such that $D \approx \rho^{2/3} c^{1/3} \varepsilon^{-1}$ is sufficiently large.

Let us now turn to the derivation of a lower bound on

$$P_N\left(\sup_{1 \leq k \leq N} |\varphi_k| \leq R \mid \varphi_0 = \varphi_1 = 0, A\right).$$
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For $|a_0|, |a_{D+1}| \leq \nu$ and $|g_1|, |g_{D+1}| \leq \nu$, let us introduce the event

$$B = B(a_0,a_{D+1},g_1,g_{D+1}) = \{ \varphi_0 = a_0 R, \varphi_{D+1} = a_{D+1} R, \xi_1 = g_1 R/D, \xi_{D+1} = g_{D+1} R/D \}.$$ 

Changing to the $X,Y$ variables yields,

$$P_D(\sup_{1 \leq k \leq D} |\varphi_k| \geq R \mid B) \leq P\left( \sup_{1 \leq k \leq D} \frac{|Y_k|}{\sigma_N \sqrt{D + 1}} \geq \frac{(1 - 2\nu)R}{\varepsilon D \sigma_N \sqrt{D + 1}} \mid B \right).$$

Fixing some $\nu < \frac{1}{4}$, the functional CLT and (40) then imply that, for all $D$ large enough, the latter probability is bounded above by

$$\forall \varepsilon > 0, \exists \delta > 0 \text{ such that } \forall \xi_0 \in \mathbb{R}, \forall \xi_1 \in \mathbb{R}, \forall \xi_{D+1} \in \mathbb{R}, \forall \xi_{D+1} \in \mathbb{R},$$

where $\theta(t)$ is the Gaussian process characterized by (17) with $a = g_{D+1} - g_1$ and $b = a_{D+1} - a_0 - g_1$. An application of Fernique's inequality [6] shows that this probability is bounded above uniformly in $a_0, g_1, a_{D+1}, g_{D+1}$ in the range considered. The Markov property then implies that

$$P_N\left( \sup_{1 \leq k \leq N} |\varphi_k| \leq R \mid \varphi_0 = \varphi_1 = 0, A \right) \geq e^{-C \rho^{-2/3} \varepsilon^{2/3}},$$

uniformly in $\varepsilon, c, \rho$ such that $D \approx \rho^{2/3} c^{1/3} \varepsilon^{-1}$ is sufficiently large. This completes the proof of the lower bound.

**Upper bound on the probability.** As for the lower bound, we partition the tube into disjoint pieces of length $D = \lceil \varepsilon^{-2/3} \sigma_N^{-2/3} R^{2/3} \rceil$. We then write

$$P_N\left( \sup_{1 \leq k \leq N} |\varphi_k| \leq R \mid \varphi_0 = \varphi_1 = 0 \right) \leq \prod_{i=1}^{[N/D]} P_N\left( \sup_{(i-1)D+2 \leq k \leq iD+1} |\varphi_k| \leq R \mid \varphi_0 = \varphi_1 = 0, \sup_{2 \leq k \leq (i-1)D+1} |\varphi_k| \leq R \right).$$

(If $N/D$ is not an integer, we simply bound the contribution of the last, shorter, piece by 1.) We are going to show that each of the remaining terms in the product is bounded away from 1, uniformly in $\varepsilon, c, \rho$, provided $D$ is large enough. The conclusion will then clearly follow.
Using once more the Markov property, we see that it suffices to bound
\[ \sup_{|a_0| \leq 1} \sup_{g_1 \leq k \leq D+1} P_D(\sup_{2 \leq k \leq D+1} |\varphi_k| \leq R \mid \varphi_0 = a_0 R, \xi_1 = g_1 R/D) \]
\[ = 1 - \inf_{|a_0| \leq 1} P_D(\sup_{g_1 \leq k \leq D+1} |\varphi_k| > R \mid \varphi_0 = a_0 R, \xi_1 = g_1 R/D) \]
\[ \leq 1 - \inf_{|a_0| \leq 1} P_D(|\varphi_D| > R \mid \varphi_0 = a_0 R, \xi_1 = g_1 R/D). \]

We shall now separately deal with the cases $|g_1| \leq M$ and $|g_1| > M$, where $M$ is some large enough number which will be chosen below.

First,
\[ \inf_{|a_0| \leq 1} P_D(|\varphi_D| > R \mid \varphi_0 = a_0 R, \xi_1 = g_1 R/D) \]
can be bounded below by
\[ P\left( \frac{|Y_D|}{\sqrt{\sigma_N^2 (D + 1)}} > \frac{(M + 2)R}{\varepsilon D \sigma_N \sqrt{D + 1}} \right), \]
and the Central Limit Theorem 2.4 and (40) imply that the latter converges, as $D \to \infty$, to $P(|Z_1| > M + 2)$, which is bounded away from 0 by a constant depending only on $M$.

Second, straightforward computations similar to those done in the proof of the CLT yield
\[ E_D(\varphi_D \mid \varphi_0 = a_0 R, \xi_1 = g_1 R/D) = (a_0 + g_1 + o(1)) R, \]
\[ \text{Var}_D(\varphi_D \mid \varphi_0 = a_0 R, \xi_1 = g_1 R/D) = \frac{1}{4}(D + 1) D (2D + 1) \sigma_N^2 \varepsilon^2. \]

We conclude that, when $|a_0| \leq 1$ and $|g_1| > M$,
\[ |E_D(\varphi_D \mid \varphi_0 = a_0 R, \xi_1 = g_1 R/D)| \geq (M - 2) R. \]

Let us write $\psi_D = \varphi_D - E_D(\varphi_D \mid \varphi_0 = a_0 R, \xi_1 = g_1 R/D)$. Chebychev's inequality implies that
\[ \inf_{|a_0| \leq 1} \sup_{|g_1| > M} P_D(|\varphi_D| \leq R \mid \varphi_0 = a_0 R, \xi_1 = g_1 R/D) \]
\[ \leq \inf_{|a_0| \leq 1} \sup_{|g_1| > M} P_D(|\psi_D| \geq (M - 3) R \mid \varphi_0 = a_0 R, \xi_1 = g_1 R/D) \]
\[ \leq \frac{1}{3(M - 3)^2}. \]
and the latter is smaller than 1/3, provided $M \geq 4$.

### A. Heuristic derivation of the model

We wish to construct a discretized version of the *worm-like chain* model from Sect. 1.1. Given a positive $\varepsilon$, we associate to the macroscopic polymer profile $f$ the discretized polymer configuration

$$
\varphi_k \overset{\text{def}}{=} \varepsilon^{-\gamma} f(k \varepsilon);
$$

i.e., we discretize the polymer horizontally with step $\varepsilon$ and vertically with step $\varepsilon^\gamma$, where the (yet unknown) parameter $\gamma$ has to be determined. In order to determine $\gamma$, we proceed as follows. To each polymer configuration $\varphi = (\varphi_0 = 0, \ldots, \varphi_{N+1})$, with $N = \lceil c/\varepsilon \rceil$, we associate the energy

$$
\mathcal{H}_N(\varphi) \overset{\text{def}}{=} \varepsilon \sum_{j=1}^N \Phi(\varepsilon^{-\delta} \Delta \varphi_j). \quad (41)
$$

For a smooth profile $f$ we then have

$$
\Delta \varphi_k \approx \varepsilon^{2-\gamma} f''(k \varepsilon),
$$

so that the macroscopic expression for the energy is recovered, in the limit $\varepsilon \to 0$,

$$
\mathcal{H}_{\lceil c/\varepsilon \rceil}(\varphi) \approx \varepsilon \sum_{j=1}^{\lfloor c/\varepsilon \rfloor} \Phi(f''(j \varepsilon)) \approx \int_0^c \Phi(f''(x)) \, dx, \quad (42)
$$

provided the relation

$$
\gamma + \delta = 2 \quad (43)
$$

is verified. The above computation holds for all $\gamma, \delta > 0$ satisfying (43). Here, we choose $\gamma = \delta = 1$, so that for a sufficiently smooth profile $f(\cdot)$ we have $\nabla \varphi_k \approx f'(\varepsilon k)$, i.e., the macroscopic and microscopic gradients coincide. As shown in Sect. 2 for the class of models considered in the present paper this scaling results in both the vertical fluctuations and the end-to-end gradient-gradient fluctuations for such polymers being macroscopic. This, in particular, implies that the persistence length and the polymer length are of the same order.
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