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Abstract
Minimum phase functions are fundamental in a range of applications, including control theory, communication theory and signal processing. A basic mathematical challenge that arises in the context of geophysical imaging is to understand the structure of linear operators preserving the class of minimum phase functions. The heart of the matter is an inverse problem: to reconstruct an unknown minimum-phase-preserving operator from its value on a limited set of test functions. This entails, as a preliminary step, ascertaining sets of test functions that determine the operator, as well as the derivation of a corresponding reconstruction scheme. In this paper, we exploit a recent breakthrough in the theory of stable polynomials to solve the stated inverse problem completely. We prove that a minimum-phase-preserving operator on the half-line can be reconstructed from data consisting of its value on precisely two test functions. And we derive an explicit integral representation of the unknown operator in terms of these data. A remarkable corollary of the solution is that if a linear minimum-phase-preserving operator has rank at least 2, then it is necessarily injective.

1. Introduction

In the space $L^2(\mathbb{R}_+)$, which is the basic model for causal signals of a continuous variable, the term minimum phase refers to functions $f$, which are determined by their power spectrum, i.e. the modulus $|Ff|$ of the Fourier transform, and which among all functions having a given power spectrum maximize the partial energies $\int_0^T |f|^2$, for all $T > 0$. Minimum phase functions are fundamental in myriad contexts, including control theory, communication theory and signal processing; see, e.g., [1, 2, 7, 10, 17] and the references therein. (The term ‘minimum
phase’ was coined by Bode [1, chapter 2]. This paper presents a full solution to the following inverse problem, which is motivated by geophysical considerations. Let $A$ be an unknown linear operator on $L^2(\mathbb{R}_+)$ with the property that the function $Af$ is the translate of a minimum phase function whenever $f$ is the translate of a minimum phase function. Which sets of functions $S \subset L^2(\mathbb{R}_+)$ determine $A$? And how can $A$ be reconstructed from its values $AS$ on such sets? The main result of this paper, i.e. theorem 6, gives an explicit formulation for such an operator $A$ in terms of its value at the two functions, i.e. $e^{-it}(1-t)$ and $e^{-it}$. The proof uses a new result in the theory of stable polynomials that characterizes all linear operators mapping polynomials having zeros outside the open unit disk to zero-free analytic functions on the disk. Hardy spaces on the half-plane and disk serve as the basic framework for our arguments.

In geophysics, there is a long standing idea—see, e.g., [15]—that in a horizontally stratified absorptive Earth with vertically traveling plane compressional waves (represented as the functions of travel time), transmitted waves are translates of minimum phase functions. And there have been field experiments [17], supporting the assertion that, for instance, the source signature of a dynamite blast is minimum phase. This provides the conceptual basis for the inverse problem considered in this paper, supposing that the aforementioned minimum phase waveforms are the output of a linear operator that appropriately encodes the material properties of the earth. In this paper, no attempt is made to analyze the physical model of a layered earth, nor to explicitly represent solution operators for the attendant governing equations. Rather, the minimum phase hypothesis is taken as a starting point, and the aim is to investigate its consequences. However, the precise results obtained in this paper offer the prospect of practical significance for geophysical imaging, as well as implications for the wider arena in which minimum phase signals play an important role.

The paper is organized as follows. Section 2 assembles the necessary notation and background material required to solve the main inverse problem. The background material is divided into four subsections: section 2.1 covers the notation and standard factorization theorems for the Hardy–Hilbert spaces on the half-plane and disk; section 2.2 establishes an isometric isomorphism between $L^2(\mathbb{R}_+)$ and the Hardy space on the disk, which helps to streamline later definitions and proofs; section 2.3 covers the technicalities of minimum phase, as it relates to both the discrete and the continuous settings; and section 2.4 quotes two results from the theory of stable polynomials that are needed to prove the main results.

There are two main steps toward solving the main inverse problem. The first step is to derive a structural characterization of linear operators on $L^2(\mathbb{R}_+)$ that preserve translated minimum phase operators. This is carried out in section 3, where theorem 3 describes minimum-phase-preserving operators in terms of product–composition operators on Hardy space on the disk, and theorem 4 describes them in terms of product–composition operators on Hardy space on the half-plane.

The final step toward solving the main inverse problem is to reconstruct an unknown minimum phase operator in terms of test data. This is done in section 4, where two explicit ways of identifying an unknown minimum-phase-preserving operator are given in theorems 5 and 6, respectively. The characterization from the previous section is incorporated into the statement of theorem 6, making the latter the main result of this paper.

In section 5, the case of untranslated minimum phase signals is handled briefly in section 5.1. Then, section 5.2 points out a remarkable corollary of the main result that a linear operator that preserves minimum phase is necessarily injective, with the exception of the rank-1 case. Three other issues connected to the main result are discussed in sections 5.3, 5.4 and 5.5, respectively: alternate choices of test functions, stability of the reconstruction, and implications for seismic imaging.

Finally, section 6 briefly concludes this paper.
2. Notation and background results

2.1. The Hardy–Hilbert spaces on the half-plane and disk

Let $H^2_{\mathbb{C}_+}$ denote the Hardy space consisting of all analytic functions on the open right half-plane $\mathbb{C}_+$ whose square integrals along lines of constant positive real part are uniformly bounded, and let $H^2_{\mathbb{D}}$ denote the Hardy space of all analytic functions on the open unit disk $\mathbb{D}$ whose Taylor coefficients are square summable. Both $H^2_{\mathbb{C}_+}$ and $H^2_{\mathbb{D}}$ are separable Hilbert spaces. Indeed the operator

$$\Phi : H^2_{\mathbb{C}_+} \to H^2_{\mathbb{D}}$$

defined by

$$(\Phi F)(z) = \frac{2\sqrt{\pi}}{1+z} F\left(\frac{1-z}{1+z}\right)$$

for every $F \in H^2_{\mathbb{C}_+}$ and $z \in \mathbb{D}$ is a surjective isometry, with the inverse

$$(\Phi^{-1}G)(w) = \frac{1}{\sqrt{\pi}} \frac{G\left(\frac{1-w}{1+w}\right)}{1+w}.$$

See [8, chapter 8].

A function $G \in H^2_{\mathbb{D}}$ is defined to be outer if $G$ is not the zero function and there exists a scalar $\lambda$ of modulus 1, such that for every $z \in \mathbb{D}$

$$G(z) = \lambda \exp\left(\frac{1}{2\pi} \int_{0}^{2\pi} \frac{e^{i\theta} + z}{e^{i\theta} - z} \log |G(e^{i\theta})| \, d\theta\right).$$

$G$ is defined to be inner if $|G(e^{i\theta})| = 1$ for almost every point $e^{i\theta}$ belonging to the unit circle $S^1$. It is a fundamental fact that, apart from the zero function, every $G \in H^2_{\mathbb{D}}$ has a factorization of the form

$$G = G_{\text{inner}} G_{\text{outer}},$$

where $G_{\text{inner}} \in H^2_{\mathbb{D}}$ is inner and $G_{\text{outer}} \in H^2_{\mathbb{D}}$ is outer; this factorization is unique up to multiplication by a scalar in $S^1$.

A non-zero function $F \in H^2_{\mathbb{C}_+}$ is defined to be outer if there exists a scalar $\lambda \in S^1$, such that for every $w \in \mathbb{C}_+$,

$$F(w) = \lambda \exp\left(\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{yu + iu}{y + iu} \log |F(iy)| \, dy\right).$$

Using the fact that $1 + z \in H^2_{\mathbb{C}_+}$ is outer, direct calculation shows that a function $F \in H^2_{\mathbb{C}_+}$ is outer if and only if its image $\Phi F \in H^2_{\mathbb{D}}$ is outer.

The inner–outer factorization in $H^2_{\mathbb{D}}$ translates via $\Phi$ to $H^2_{\mathbb{C}_+}$ as follows. Given $F \in H^2_{\mathbb{C}_+}$, let $G = G_{\text{inner}} G_{\text{outer}} = \Phi F$, and let $m : \mathbb{C} \cup \{\infty\} \to \mathbb{C} \cup \{\infty\}$ denote the Möbius transformation

$$m(z) = m^{-1}(z) = \frac{1-z}{1+z},$$

which maps $\mathbb{D}$ onto $\mathbb{C}_+$ and vice versa. (In signal processing, $m(z^{-1})$ is known as the bilinear transform—see [13, chapter 7].) Observe that

$$\Phi^{-1}(G_{\text{inner}} G_{\text{outer}}) = (G_{\text{inner}} \circ m) \cdot (\Phi^{-1} G_{\text{outer}}).$$

This induces the factorization $F = F_{\text{inner}} F_{\text{outer}}$, where the factor

$$F_{\text{inner}} = G_{\text{inner}} \circ m$$

has modulus 1 on the imaginary line $w = iy$, and the factor

$$F_{\text{outer}} = \Phi^{-1} G_{\text{outer}}$$

is outer. Note that the factorization on $H^2_{\mathbb{C}_+}$ differs from the one on $H^2_{\mathbb{D}}$ in that the factor $F_{\text{inner}}$, which is not square integrable on the imaginary line, does not belong to $H^2_{\mathbb{C}_+}$. \[3\]
2.2. The isometry $\mathcal{H}$ mapping $L^2(\mathbb{R}_+)$ onto $H^2_0$

The Fourier–Laplace transform

$$L : L^2(\mathbb{R}_+) \rightarrow H^2_0$$

defined by

$$(L f)(w) = \frac{1}{\sqrt{2\pi}} \int_0^\infty f(t) e^{-wt} \, dt$$

for every $f \in L^2(\mathbb{R}_+)$ and $w \in \mathbb{C}_+$ is a surjective isometry. Its boundary function is the Fourier transform of $f$, denoted $F f$, i.e.

$$(L f)(iy) = (F f)(y) \quad \text{for a.e. } y \in \mathbb{R}.$$ 

Let $\mathcal{H} : L^2(\mathbb{R}_+) \rightarrow H^2_0$ denote the composition

$$\mathcal{H} = \Phi L.$$ 

Note that $\mathcal{H}$ is a surjective isometry, since each of its factors is. The map $\mathcal{H}$ is given explicitly by the formula

$$(\mathcal{H} f)(z) = \frac{\sqrt{2}}{1 + z} \int_0^\infty f(t) \exp\left(\frac{t(z-1)}{z+1}\right) \, dt$$

for every $f \in L^2(\mathbb{R}_+)$ and $z \in \mathbb{D}$. Its inverse mapping

$$\mathcal{H}^{-1} : H^2_0 \rightarrow L^2(\mathbb{R}_+)$$

is given by the formula

$$(\mathcal{H}^{-1} G)(t) = \frac{1}{\pi \sqrt{2}} \int_{-\infty}^\infty G\left(\frac{1-iy}{1+iy}\right) e^{i\vartheta} \frac{dy}{1+i\vartheta}$$

for every $t \in \mathbb{R}_+$, provided the boundary function of $\Phi^{-1} G$ is in $L^1(\mathbb{R})$; otherwise, $\mathcal{H}^{-1} G$ may be computed as an oscillatory integral as per the standard theory for Fourier transforms on $L^2(\mathbb{R})$.

For each non-negative integer $n$, let $\mu_n \in H^2_0$ denote the $n$th moment function:

$$\mu_n(z) = z^n.$$ 

Since the functions $\mu_n$ comprise an orthonormal basis for $H^2_0$, and $\mathcal{H}^{-1}$ is an isometry, it follows that the functions $\mathcal{H}^{-1} \mu_n$ form an orthonormal basis for $L^2(\mathbb{R}_+)$. These may be computed explicitly using the above formula for $\mathcal{H}^{-1}$, which, after some work, yields

$$(\mathcal{H}^{-1} \mu_n)(t) = (-1)^n \sqrt{2} e^{-t} L_n(2t),$$

for each $n \geq 0$, where $L_n$ is the $n$th Laguerre polynomial defined as

$$L_n(t) = \frac{e^t}{n!} \frac{d^n}{dt^n} (t^n e^{-t}).$$

In particular,

$$(\mathcal{H}^{-1} \mu_0)(t) = \sqrt{2} e^{-t} \text{ and } (\mathcal{H}^{-1} \mu_1)(t) = \sqrt{2} e^{-t}(2t - 1).$$

Let

$$\mathcal{D} : L^2(\mathbb{R}_+) \rightarrow \ell^2(\mathbb{Z}_+)$$

denote the map defined by the formula

$$\mathcal{D} f = \{a_n\}_{n=0}^\infty,$$

where for each $n \geq 0$,
\[ a_n = \int_0^\infty f(t) (H^{-1} \mu_n) (t) \, dt = (-1)^n \sqrt{2} \int_0^\infty f(t) L_n(2t) e^{-t} \, dt. \]

Note that since the sequence of Fourier coefficients \( \{ c_n \}_{n=0}^\infty = FG \) of a function \( G \in H_2^D \) is given by the formula
\[ c_n = \langle G, \mu_n \rangle = \frac{1}{2\pi} \int_0^{2\pi} G(e^{i\theta}) e^{-in\theta} \, d\theta = \int_0^\infty (H^{-1}G)(t)(H^{-1}\mu_n)(t) \, dt, \]
the map \( \delta \) simply associates the sequence of Fourier coefficients \( \{ a_n \}_{n=0}^\infty = FHf \) with a given continuous signal \( f \). Since the transform \( F : H_2^D \to l_2(Z) \) is an isometry, \( \delta \) is therefore an isometry too.

2.3. Minimum phase functions

The inverse of the transform \( F : H_2^D \to l_2(Z) \) is the \( z \)-transform
\[ Z : l_2(Z) \to H_2^D \]
defined by the formula
\[ (Za)(z) = \sum_{n=0}^\infty a_n z^n \]
for every sequence \( a = \{ a_n \}_{n=0}^\infty \in l_2(Z) \) and \( z \in \mathbb{D} \). A causal discrete signal in \( l_2(Z) \) is defined to be minimum phase if its \( z \)-transform is an outer function, or in other words, if the given discrete signal is the sequence of Fourier coefficients of an outer function. A minimum phase signal \( \{ a_n \}_{n=0}^\infty \) has maximally front-loaded energy, in the sense that if \( \{ b_n \}_{n=0}^\infty \in l_2(Z) \) satisfies
\[ \sum_{n=0}^\infty |b_n z^n| = \left| \sum_{n=0}^\infty a_n z^n \right| \]
for every \( z \in \mathbb{D} \), then for every \( N \geq 0 \),
\[ \sum_{n=0}^N |b_n|^2 \leq \sum_{n=0}^N |a_n|^2. \]
See [13].

A function \( f \in L^2(\mathbb{R}_+) \) is defined to be minimum phase if its image \( \mathcal{H}f \in H_2^D \) is outer. As in the discrete case, if \( f \) is minimum phase, then its energy is maximally front loaded as follows. For every \( g \in L^2(\mathbb{R}_+) \), such that \( |Fg| = |Ff| \), and for every \( T > 0 \),
\[ \int_0^T |f(t)|^2 \, dt \geq \int_0^T |g(t)|^2 \, dt. \]
In the continuous setting, the connection between the minimum phase and the energy being maximally front loaded is much more delicate than in the discrete setting, where the two properties are well known to be equivalent. Non-uniqueness of solutions to the Pauli problem—see [9]—bedevils the continuous case; this will be treated in a separate paper.

The symbol \( \mathcal{M} \) denotes the set of all minimum phase functions in \( L^2(\mathbb{R}_+) \). Given \( f \in \mathcal{M} \) and \( \tau \geq 0 \), the translate
\[ (T_\tau f)(t) = \begin{cases} f(t - \tau), & \text{if } t \geq \tau, \\ 0, & \text{if } t < \tau, \end{cases} \]
is minimum phase only if $\tau = 0$. Nevertheless, from the signal-processing point of view, translates of minimum phase functions are of similar interest to minimum phase signals; they are also front loaded, but with respect to a given delay $\tau \geq 0$. The set of all translates of minimum phase signals is denoted $\tilde{M}$:

$$\tilde{M} = \{ T_\tau f \mid f \in M \text{ and } \tau \geq 0 \}.$$  

The foregoing definitions of minimum phase imply the following.

**Theorem 1.** As in section 2.2, let $d : L^2(\mathbb{R}_+) \to \ell^2(\mathbb{Z}_+)$ be defined by the formula

$$d f = [a_n]_{n=0}^\infty,$$

where for each $n \geq 0$,

$$a_n = \int_0^\infty f(t) (\mathcal{H}^{-1} \mu_n)(t) \, dt = (-1)^n \sqrt{2} \int_0^\infty f(t) L_n(2t) e^{-t} \, dt.$$

Then, $d$ is a surjective isometry with the property that $d f$ is minimum phase if and only if $f$ is minimum phase.

**Proof.** As noted at the end of section 2.2, $d = \mathcal{F} \mathcal{H}$ is an isometry since each of $\mathcal{H}$ and $\mathcal{F}$ is. By definition, a function $f \in L^2(\mathbb{R}_+)$ is minimum phase if and only if $\mathcal{H} f$ is an outer function, which is true if and only if its sequence of Fourier coefficients $d f = \mathcal{F} \mathcal{H} f$ is minimum phase. \qed

### 2.4. Stable polynomials and stable preserving operators

The arguments given in this paper use results from [5] concerning stable polynomials, necessitating some notation as follows. Given a set $\Omega_1 \subset \mathbb{C}$, the algebra of all analytic functions $f : \Omega_1 \to \mathbb{C}$ is denoted by $A(\Omega_1)$. Given sets $\Omega_1 \subset \Omega' \subset \mathbb{C}$, a function $f : \Omega' \to \mathbb{C}$ is said to be $\Omega$-stable if $f(z) \neq 0$ for every $z \in \Omega$. The set of all $\Omega$-stable functions in $A(\Omega')$ is denoted by $S(\Omega)$. The symbol $\mathcal{P}(\Omega)$ denotes the set of all $\Omega$-stable polynomials. Given $\psi \in A(\Omega)$, $M_\psi : A(\Omega) \to A(\Omega)$ denotes the operation of multiplication by $\psi$,

$$(M_\psi f)(z) = \psi(z) f(z),$$

for every $f \in A(\Omega)$ and $z \in \Omega$. Given an analytic function $\varphi : \Omega \to \Omega$, $C_\varphi : A(\Omega) \to A(\Omega)$ denotes the operation of (right) composition with $\varphi$:

$$(C_\varphi f)(z) = f(\varphi(z)) = f(\varphi(z))$$

for every $f \in A(\Omega)$ and $z \in \Omega$. The symbol $\mathbb{C}[z]$ denotes the set of all univariate polynomials over $\mathbb{C}$.

**Theorem 2** (From [5, theorem 2]). Let $\Omega \subset \mathbb{D}$ be a non-empty connected open set. If a linear map $A : \mathbb{C}[z] \to A(\mathbb{D})$ has the property that

$$A(\mathcal{P}(\mathbb{D})) \subset S(\Omega) \cup \{0\},$$

then either
(1) there exist a function $\psi \in S(\Omega)$ and a linear functional $\nu : \mathbb{C}[z] \to \mathbb{C}$, such that $A(f) = \nu(f)\psi$, for all $f \in \mathbb{C}[z]$ or
(2) there exist a function $\psi \in S(\Omega)$ and a non-constant function $\varphi \in A(D)$, where $\varphi(\Omega) \subset D$, such that $A = M_\psi C_\varphi$.

Note that there is no topology attributed to the vector space $\mathbb{C}[z]$, and hence no hypothesis of continuity in the above theorem; the maps in question are simply linear, with no additional restrictions. By contrast, the next result requires boundedness. Let $O$ denote the set of all outer functions in $H_2^D$.

**Lemma 1** (From [5, lemma 4]). A bounded linear functional $\nu : H_2^D \to \mathbb{C}$ satisfies
$$\nu(O) \subset \mathbb{C} \setminus \{0\}$$
if and only if there exist a point $z_0 \in D$ and a scalar $\sigma \in \mathbb{C} \setminus \{0\}$, such that for all $f \in H_2^D$,
$$\nu(f) = \sigma f(z_0).$$

**3. The characterization problem**

Theorem 2 makes it possible to describe explicitly the structure of a linear operator $A : L^2(\mathbb{R}_+^+) \to L^2(\mathbb{R}_+^+)$ for which $A(\tilde{M}) \subset \tilde{M}$.

**Theorem 3.** Let $A : L^2(\mathbb{R}_+^+) \to L^2(\mathbb{R}_+^+)$ be a bounded linear operator, such that $A(\tilde{M}) \subset \tilde{M}$. Then, there exist a function $\psi \in S(\tilde{D}) \cap H_2^D$ and an analytic function $\varphi : D \to D$, such that
$$A = \mathcal{H}^{-1} M_\psi C_\varphi \mathcal{H}.$$  

**Proof.** Consider the associated operator
$$B = \mathcal{H} A \mathcal{H}^{-1} : H_2^D \to H_2^D.$$  
Noting that every stable polynomial $p \in P(D)$ is an outer function, the hypothesis that $A$ preserves translates of minimum phase functions implies that $A \mathcal{H}^{-1} p \in \tilde{M}$. Letting $g \in \tilde{M}$ have the form $T_\tau f$, where $\tau \geq 0$ and $f \in M$, the definition of $\mathcal{H}$ yields that
$$(\mathcal{H}g)(z) = \exp\left(\frac{\tau - 1}{z + 1}\right)(\mathcal{H}f)(z).$$
Since $f$ is minimum phase, the function $\mathcal{H}f$ is outer. But if $\tau > 0$, then $\mathcal{H}g$ is not outer, since the function $e^{\tau \frac{z}{z+1}}$ is singular inner; see [11, section 2.6]. Nevertheless, $e^{\tau \frac{z}{z+1}}$ is $D$-stable, as is every outer function in $H_2^D$, and therefore $\mathcal{H}g \in S(D)$. This shows that
$$B(P(D)) \subset S(D),$$
so that $B$ satisfies the hypothesis of theorem 2 with $\Omega = D$. Thus, $B$ is either a product–composition operator or a rank-1 operator.

By hypothesis $B$ does not map any outer function to 0. This implies that if $B$ is a rank-1 operator of the form given in the first part of theorem 2, then the associated linear functional $\nu$ satisfies the hypothesis of lemma 1. The conclusion of lemma 1 then implies that $B$ has the form
$$B = M_\psi C_\varphi.$$
with \( \psi(z) = z_0 \) being a constant function. This shows that \( B \) may be represented as a product–composition operator whatever its rank, establishing the desired characterization of the original operator \( A \).

At this point, the issue of sufficiency naturally arises, and there are two basic questions. What conditions on \( \psi \) and \( \phi \) guarantee that

1. \( M_\psi C_\phi : \mathcal{H}_D \rightarrow \mathcal{H}_D \) is a bounded operator and
2. the associated operator \( A = \mathcal{H}^{-1} M_\psi C_\phi \mathcal{H} \) maps \( \mathcal{M} \) into itself?

Regarding question (i), for any analytic function \( \phi : \mathcal{D} \rightarrow \mathcal{D} \) and any \( \psi \in \mathcal{H}_\infty \), the product–composition operator \( M_\psi C_\phi \) is a bounded linear operator. See [11, theorem 5.1.5]. But these conditions are not necessary in that \( \psi \) need not be bounded. See [4, section 4] for a more detailed discussion. Concerning question (ii), the operator \( A = \mathcal{H}^{-1} M_\psi C_\phi \mathcal{H} \) preserves \( \mathcal{M} \) if the product–composition operator \( M_\psi C_\phi \) preserves \( \mathcal{H}(\mathcal{M}) \), which consists of functions of the form

\[
\exp \left( \frac{\tau(z - 1)}{z + 1} \right) \rho(z),
\]

where \( \rho \in \mathcal{H}^2_D \) is outer and \( \tau \geq 0 \). If \( \psi \in \mathcal{H}(\mathcal{M}) \) and either \( \varphi(z) = z \) or the function

\[
\frac{1 - \varphi(z)}{1 + \varphi(z)}
\]

has an analytic extension to the closed disk \( \overline{\mathcal{D}} \), then \( M_\psi C_\phi \) is guaranteed to preserve \( \mathcal{H}(\mathcal{M}) \). These conditions are not particularly stringent, and the corresponding class of operators is large.

Returning to the earlier thread, \( A = \mathcal{H}^{-1} M_\psi C_\phi \mathcal{H} \) has the integral representation

\[
(Af)(t) = \frac{1}{\pi} \int_{\gamma = -\infty}^{\gamma = \infty} \int_{\tau = 0}^{\tau = \infty} \eta(y) e^{i(y,\tau,t)} f(\tau) \, d\tau \, dy,
\]

where

\[
\eta(y) = \frac{1}{1 + \psi} \psi \left( \frac{1 - i y}{1 + i y} \right)
\]

and

\[
\theta(y, \tau, t) = \frac{\varphi \left( \frac{1 - i y}{1 + i y} \right) - 1}{\varphi \left( \frac{1 - i y}{1 + i y} \right) + 1} + iyt.
\]

The above formulation is somewhat awkward on account of its representation in terms of functions on the unit disk. An alternative is to express \( A = \mathcal{H}^{-1} M_\psi C_\phi \mathcal{H} \) in terms of functions on the right half-plane as follows.

**Theorem 4.** Let \( A : L^2(\mathbb{R}_+) \rightarrow L^2(\mathbb{R}_+) \) be a continuous linear operator, such that \( \mathcal{A}(\mathcal{M}) \subset \mathcal{M} \). Then, there exist a function \( \alpha \in S(\mathcal{C}_+) \cap \mathcal{H}^2_{\mathbb{C}} \) and an analytic function \( \xi : \mathcal{C}_+ \rightarrow \mathcal{C}_+ \), such that

\[
A = \mathcal{L}^{-1} M_\xi C_\xi \mathcal{L},
\]

with \( \kappa = \sqrt{2\pi} (1 + \xi) \alpha \).

**Proof.** By theorem 3, the operator \( A \) has the form

\[
A = \mathcal{H}^{-1} M_\psi C_\phi \mathcal{H} = \mathcal{L}^{-1} \Phi^{-1} M_\psi C_\phi \Phi \mathcal{L},
\]
where \( \psi \in \mathcal{S}(\mathbb{D}) \cap H^2_{\mathbb{D}} \) and \( \varphi : \mathbb{D} \to \mathbb{D} \) is analytic. The operator \( \Phi^{-1}M_{\varphi}C_{\psi}\Phi \) is itself a product–composition operator, as follows. For any \( F \in H^2_{\mathbb{C}^+}, \)

\[
(M_{\varphi}C_{\psi}\Phi F)(z) = \psi(z) \frac{2\sqrt{\pi}}{1 + \varphi(z)} F \left( \frac{1 - \varphi(z)}{1 + \varphi(z)} \right) = \sqrt{\pi} \psi(z) \left( \frac{2}{1 + \varphi(z)} (F \circ m \circ \varphi)(z) \right) = \sqrt{\pi} \psi(z)(1 + m \circ \varphi)(F \circ m \circ \varphi)(z).
\]

Therefore,

\[
\Phi^{-1}M_{\varphi}C_{\psi}\Phi F = \sqrt{\pi} (\Phi^{-1}\psi)(1 + m \circ \varphi \circ m) F \circ m \circ \varphi \circ m = M_{\kappa}C_{\xi}F,
\]

where \( \kappa = \sqrt{\pi} (\Phi^{-1}\psi)(1 + m \circ \varphi \circ m) \) and \( \xi = m \circ \varphi \circ m. \)

Since \( \varphi : \mathbb{D} \to \mathbb{D} \) is analytic, it follows that \( \xi : \mathbb{C}^+ \to \mathbb{C}^+ \) is analytic too. Note that \( \Phi^{-1} \) carries \( \mathbb{D} \)-stable functions in \( H^2_{\mathbb{D}} \) to \( \mathbb{C}^+ \)-stable functions in \( H^2_{\mathbb{C}^+} \), and set

\[
\alpha = \frac{i}{\sqrt{2}} \Phi^{-1}\psi,
\]

so that \( \alpha \in H^2_{\mathbb{C}^+} \) is \( \mathbb{C}^+ \)-stable, just as \( \psi \) is \( \mathbb{D} \)-stable, the factor of \( 1/\sqrt{2} \) being for later convenience. In terms of this notation,

\[
A = \mathcal{L}^{-1}M_{\alpha}C_{\xi}L, \quad \text{where} \quad \kappa = \sqrt{2\pi}(1 + \xi)\alpha,
\]

completing the proof. \( \square \)

The formulation of theorem 4 is preferable to that of theorem 3, since an operator \( A = \mathcal{L}^{-1}M_{\alpha}C_{\xi}L \) with \( \kappa = \sqrt{2\pi}(1 + \xi)\alpha \) has an integral representation of the comparatively simple form

\[
(Af)(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \int_{0}^{\infty} \alpha(iy)(1 + \xi)(iy)e^{-\tau \xi(iy)+it}f(\tau) \, d\tau \, dy. \quad (2)
\]

The reason for expressing \( \kappa = \sqrt{2\pi}(1 + \xi)\alpha \) in the factored form is that, from the point of view of test data, \( \alpha \) is the primary object. In the next section, it will be seen that \( \mathcal{L}^{-1}\alpha \) can be measured directly by evaluation of \( A \) at the test function \( e^{-t} \), whereas \( \kappa \) must be computed from a combination of measurements.

4. The identification problem

With theorem 3 in hand, the problem of identifying a given minimum-phase-preserving operator using test functions becomes straightforward.

**Theorem 5.** Let \( A : L^2(\mathbb{R}^+) \to L^2(\mathbb{R}^+) \) have the property that \( A(\mathcal{M}) \subset \mathcal{M} \). Then, \( A \) can be reconstructed from its values at \( \rho_0(t) = \sqrt{2} e^{-t} \) and \( \rho_1(t) = \sqrt{2} e^{-t}(2t - 1) \) by means of the formula \( A = \mathcal{H}^{-1}M_{\varphi}C_{\psi}\mathcal{H} \), where

\[
\psi = \mathcal{H}\rho_0 \quad \text{and} \quad \varphi = (\mathcal{H}\rho_1)/(\mathcal{H}\rho_0).
\]

**Proof.** Recall that

\[
\rho_0(t) = (\mathcal{H}^{-1}\mu_0)(t) \quad \text{and} \quad \rho_1(t) = (\mathcal{H}^{-1}\mu_1)(t),
\]

so that

\[
A\rho_0 = \mathcal{H}^{-1}\psi \quad \text{and} \quad A\rho_1 = \mathcal{H}^{-1}(\psi\varphi). \quad \square
\]
Corollary 2. The function $\psi$ in the conclusion of theorem 5 has the form

$$
\psi(z) = \exp\left(\frac{\tau(z - 1)}{z + 1}\right) \psi_0(z),
$$

where $\tau \geq 0$ and $\psi_0 \in H^2$ is outer.

Proof. The test function $\rho_0$ is minimum phase, so by hypothesis $A\rho_0$ is the translate by some $\tau \geq 0$ of a minimum phase function. It follows that $H(A\rho_0)$ has the stated form, just as in the proof of theorem 3. \qed

Note that the functions $\rho_0$ and $\rho_1$ in theorem 5 can be replaced by any pair having the same span. The following choice is geared to fit theorem 4 and the formulation (2), resulting in simple reconstruction formulas.

Theorem 6. Every continuous linear operator $A : L^2(\mathbb{R}_+) \to L^2(\mathbb{R}_+)$, with the property that $A(M) \subset M$, is determined by its values $A\sigma_0$ and $A\sigma_1$, where

$$
\sigma_0(t) = e^{-t(1 - t)} \quad \text{and} \quad \sigma_1(t) = e^{-t}.
$$

for all $t \in \mathbb{R}_+$. Setting $\alpha = LA\sigma_0 + LA\sigma_1$ and $\xi = LA\sigma_0 / LA\sigma_1$,

$$
A = L^{-1} M \xi C \xi L \quad \text{with} \quad \kappa = \sqrt{2\pi} (1 + \xi) \alpha.
$$

Equivalently, $A$ has the integral representation

$$
(Af)(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \int_{\tau = 0}^{\infty} \alpha(iy)(1 + \xi(iy)) e^{-\tau \xi(iy) + i\tau t} f(\tau) \, d\tau \, dy.
$$

Moreover, $\alpha$ necessarily has the form $\alpha(w) = e^{-\varepsilon w} \alpha_0(w)$ for some scalar $\varepsilon \geq 0$ and some outer function $\alpha_0 \in H^2_{\mathbb{C}^+}$, and $\xi : \mathbb{C}^+ \to \mathbb{C}^+$ is analytic.

Proof. Note that

$$
(L\sigma_0)(w) = \frac{w}{\sqrt{2\pi}(1 + w)^2},
$$

$$
(L\sigma_1)(w) = \frac{1}{\sqrt{2\pi}(1 + w)^2}.
$$

Using these formulas and theorem 4, a straightforward calculation gives the desired formulas for $\alpha$ and $\xi$. Since $\sigma_0 + \sigma_1$ is minimum phase, the hypothesis that $A$ preserves translates of minimum phase functions implies that $\alpha$ is the Fourier–Laplace transform of a translate by some $\varepsilon \geq 0$ of a minimum phase function. It follows that $\alpha(w) = e^{-\varepsilon w} \alpha_0(w)$ for some outer function $\alpha_0 \in H^2_{\mathbb{C}^+}$. \qed

There is no way to identify an unknown operator of the form $A = H^{-1} M \xi C \xi H$ from a single value $Af$, no matter which test function $f \in L^2(\mathbb{R}_+)$ is chosen; see [6, proposition 2]. In this sense, theorems 5 and 6 give results that are best possible.

5. Remarks

5.1. Operators preserving $M$

The identification of bounded linear operators $A : L^2(\mathbb{R}_+) \to L^2(\mathbb{R}_+)$ preserving minimum phase functions, but not necessarily their translates, can be handled using exactly the same methods as above. Indeed without considering translates, the arguments become simpler, and the analogue of theorem 6 that results is only slightly different, as follows.
Theorem 7. Every continuous linear operator $A : L^2(\mathbb{R}_+) \to L^2(\mathbb{R}_+)$ with the property that $A(M) \subset M$ is determined by its values $A\sigma_0$ and $A\sigma_1$, where

$$\sigma_0(t) = e^{-t}(1 - t) \quad \text{and} \quad \sigma_1(t) = e^{-t}t$$

for all $t \in \mathbb{R}_+$. Setting $\alpha = L\sigma_0 + L\sigma_1$ and $\xi = L\sigma_0 / L\sigma_1$, $A = L^{-1}M_\kappa C_\xi L$ with $\kappa = \sqrt{2\pi}(1 + \xi)\alpha$.

Equivalently, $A$ has the integral representation

$$\langle Af \rangle(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \alpha(iy)(1 + \xi(iy)) e^{-\tau\xi(iy) + i\tau t} f(\tau) \, d\tau \, dy.$$  

Moreover, $\alpha \in H^2_{\mathbb{C}_+}$ is necessarily an outer function, and $\xi : \mathbb{C}_+ \to \mathbb{C}_+$ is analytic.

Thus, the only change is that the function $\alpha$ in the integration kernel is necessarily outer, whereas before it was allowed to be a modulated outer function. Another way to approach the case $A(M) \subset M$ is to use the minimum-phase-preserving isometry $\vartheta : L^2(\mathbb{R}_+) \to \ell^2(\mathbb{Z}_+)$ defined in section 2.2 and appeal to the corresponding theorem for the discrete case [5, theorem 4]. The mapping $\vartheta$ does not carry translates of continuous signals to translates of discrete signals, so by contrast theorem 6 cannot be proved using its discrete analogue. Indeed, whereas theorem 6 needs the full force of theorem 2, its discrete analogue was first proved in [4, theorem 4] using less powerful methods.

5.2. The hypothesis of boundedness

It is a remarkable fact that if the operator $A : L^2(\mathbb{R}_+) \to L^2(\mathbb{R}_+)$ is assumed to have rank at least 2, then the hypothesis of boundedness can be dropped from theorems 3–7. Boundedness was only used when invoking lemma 1, which applies to the rank-1 case. Moreover, in the case of rank at least 2, the property that $A(M) \subset M$ or $A(M) \subset M$ forces $A$ to be injective, a property implied by the product–composition structure of $\mathcal{A}\mathcal{H}^{-1}$. See [5, corollary 2].

5.3. Alternate choices of test functions

The two exponential polynomials in theorem 6 are not standard seismic source signals, and it is natural to ask what alternate choices of test functions would also suffice to identify an unknown minimum-phase-preserving operator. In particular, are there compactly supported test functions that suffice? This is a non-trivial question, and the full answer to which is detailed in [6]. It turns out that if $\tau$ and $\tau'$ belong to $L^2(\mathbb{R}_+)$, and if the Fourier–Laplace transform of $\tau$ has no zeros in the right half-plane $\mathbb{C}_+$, then the pair of test functions $\tau'$ and $\tau$ determines an arbitrary unknown minimum-phase-preserving operator. Moreover, there is a reconstruction formula comparably simple to that given in theorem 6—see [6, section 4] for details. (Note that the given pair $\sigma_0, \sigma_1$ has exactly the same structure just described.) As an example, consider

$$\tau(t) = \begin{cases} 1 - \cos t & \text{if } 0 < t < 2\pi \\ 0 & \text{otherwise} \end{cases}.$$  

Then, a standard calculation shows that

$$\mathcal{L}\tau(w) = \sqrt{2}e^{-\pi w} \sinh(\pi w) \sqrt{\pi(w + w^3)},$$
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which has zeros on the imaginary axis, but not in the right half-plane. Therefore, the compactly supported pair \( \tau', \tau \) suffices to identify minimum-phase-preserving operators, answering the above-posed question in the affirmative. (Of course, \( \tau' \) is just a single cycle of \( \sin t \).)

Pairs that suffice to identify minimum-phase-preserving operators need not consist of a function and its derivative, or of linear combinations of such a pair—there are many other possibilities besides. However, the reconstruction formula becomes more complicated when the test functions are not related by a derivative. It is not the case that a randomly chosen pair of test functions will work; the ratio of their Fourier–Laplace transforms must be univalent in \( \mathbb{C}^+ \), which is not a generic property. See [6, theorem 2].

5.4. Stabilization of the reconstruction

The reconstruction described in theorem 6 is unstable under perturbation of the test function \( \sigma_1 \) as a result of the division occurring in the formula \( \xi = L\sigma_0 / L\sigma_1 \). This is effectively the same as the instability inherent in Wiener deconvolution—one of the cornerstones of seismic image processing—which also involves division in the frequency domain. The standard remedy, called spectral whitening, consists in perturbing the denominator away from zero. While this obviously introduces a new error term, it stabilizes the reciprocal and eliminates the sensitivity to small changes in the data. See [16] for full details and references. The reconstruction of \( \alpha \) in theorem 6 is free from instabilities, since the Fourier–Laplace transform is a linear isometry between \( L^2(\mathbb{R}^+) \) and \( H^2_{\mathbb{C}} \). Of course, one is ultimately interested in stability of reconstruction of the operator itself. This is a subject for further investigation, since, in particular, it is contingent on the detailed implementation of spectral whitening.

It should be noted however that one expects to approximate the unknown operator in the weak topology and not in the \( L^2 \) operator norm. The following simple example on \( H^2_{\mathbb{C}} \) serves to illustrate why. The functions \( \varphi_r(z) = rz \) converge uniformly to \( \varphi(z) = z \) as \( r \) increases to 1, but each of the corresponding composition operators \( C_{\varphi_r} \) is compact, while the identity operator \( C_{\varphi} \) is not. Therefore, the operators \( C_{\varphi_r} \) do not converge in the operator norm to \( C_{\varphi} \).

See [11, theorem 5.1.16]. (This example can be transferred to \( L^2(\mathbb{R}^+) \) in the obvious way by means of the isometry \( \Phi_L \), with the function \( \xi \) taking the role of \( \varphi \).)

5.5. Implications for seismic imaging

The results in this paper were motivated by the idea that seismic traces arise from the action of a minimum-phase-preserving operator on an input wavelet. Preservation of minimum phase is the sole hypothesis leading to the very precise results embodied in theorem 6. However, in order to properly understand the implications for the processing of seismic data, it is necessary to analyze mathematical models for the seismic experiment and isolate the minimum-phase-preserving operator.

It is well known that transmission of a signal through a horizontally layered acoustic medium preserves minimum phase. Indeed this transmission is a stationary process, and the transfer function is easily shown to be outer—see [3, chapter 3]. In the formulation of theorem 6, the stationary case corresponds to \( \xi(w) = w \) being the identity function. The operator in question is then simply a convolution operator, which is well understood. So, the transmission of a wave through horizontal layers does not exhibit the full richness of minimum-phase-preserving operators.

The real interest lies in the non-stationary case, a subject that already has a substantial history in the geophysics literature, exemplified, e.g., in [12] and [14]. Wiener deconvolution is not designed to directly handle a non-stationary process—see [16, chapter 2]—and therefore considerable effort has been put into developing alternatives. It is striking—and highly
suggestive—that the operators characterized in this paper are naturally non-stationary. Does the reconstruction described in theorem 6 offer the sought after non-stationary alternative? A proper answer requires that minimum-phase-preserving operators to be interpreted as solution operators to an appropriate class of hyperbolic PDEs governing the propagation of seismic energy. At present this is an enticing and open problem.

6. Conclusion

This paper’s main results, i.e. theorems 6 and 7, solve completely the natural inverse problem concerning linear operators on the half-line that preserve the class of minimum phase—or translated minimum phase—signals. They show that every such operator is conjugate via the Fourier–Laplace transform to a product–composition operator on Hardy space, that precisely two test functions are required to reconstruct such an operator and that there is a simple reconstruction formula in terms of the exponentially damped linear test functions $e^{-t} (1 - t)$ and $e^{-t}$. Recent developments in the theory of stable polynomials played a crucial role in the derivation of these results.

The very precise results in this paper shine a spotlight on the minimum phase hypothesis itself and call for a better understanding of its origins in models of layered media. Furthermore, they offer the prospect of utility in the diverse settings where minimum phase functions are important.
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