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Abstract
Federated Learning (FL) has recently made significant progress as a new machine learning paradigm for privacy protection. Due to the high communication cost of traditional FL, one-shot federated learning is gaining popularity as a way to reduce communication cost between clients and the server. Most of the existing one-shot FL methods are based on Knowledge Distillation; however, distillation based approach requires an extra training phase and depends on publicly available data sets or generated pseudo samples. In this work, we consider a novel and challenging cross-silo setting: performing a single round of parameter aggregation on the local models without server-side training. In this setting, we propose an effective algorithm for Model Aggregation via Exploring Common Harmonized Optima (MA-Echo), which iteratively updates the parameters of all local models to bring them close to a common low-loss area on the loss surface, without harming performance on their own data sets at the same time. Compared to the existing methods, MA-Echo can work well even in extremely non-identical data distribution settings where the support categories of each local model have no overlapped labels with those of the others. We conduct extensive experiments on two popular image classification data sets to compare the proposed method with existing methods and demonstrate the effectiveness of MA-Echo, which clearly outperforms the state-of-the-arts. The source code can be accessed in [https://github.com/FudanVI/MAEcho](https://github.com/FudanVI/MAEcho).
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1. Introduction

With their powerful representation capabilities, deep neural networks have achieved great success in various learning tasks such as image and text clas-
Figure 1: We illustrate the model aggregation with simple loss landscapes and different methods to obtain the global model. (a) From top to bottom are the loss surfaces of Task 1, Task 2, and Global Task, respectively. The global task loss value is equal to the sum of Task 1 and Task 2. After training Tasks 1 and 2, the local model parameters converge to $\mathbf{W}_1$ and $\mathbf{W}_2$, respectively. Model Aggregation aims to explore a global model $\mathbf{W}_G$, which has low loss for both tasks. (b) Vanilla average. Directly average without any constraints. Due to the complexity of the loss surface, the falling point $\bar{\mathbf{W}}$ is random. (c) Methods based on neuron-matching. Optimize the permutation matrix, then $\mathbf{W}'_i = \{T^i \mathbf{W}^1_i, \cdots, T^i \mathbf{W}^L_i\}$. Due to the permutation invariance of the neural network, permutating neurons will not affect the loss value of $\mathbf{W}_1$ and $\mathbf{W}_2$. Finally, an average operation is still needed. (d) Our method directly explores a low-loss global model iteratively based on Algorithm 1 starting from the initial point $\mathbf{W}^{(0)}$ (can be initialized using Vanilla Average).
rely on Knowledge Distillation \cite{15} or Dataset Distillation \cite{16}. The fundamental idea is to use public data sets or the distilled synthetic data from clients to do model distillation on the server, where the local models play as teachers. There are still two issues with this approach. On one hand, it involves an additional training phase when compared to direct averaging, therefore the training cost is expensive. On the other hand, there is a problem of data domain mismatch between clients and the servers. The distillation may cause negative transfer if the public data set and the client data set do not originate from the same domain.

In order to avoid the aforementioned issues, DENSE \cite{17} tried to train a generator on the server side using the client model, so as to generate pseudo samples for multi-teacher distillation. However, the pseudo samples generation stage and distillation stage in DENSE incur a large amount of calculation costs. An alternative approach is to directly extract knowledge from the parameters of local models themselves on the server without model training. In this work, we intend to avoid using public data sets or pseudo samples, as well as incurring additional training costs. Under this setting, the core issue is how to aggregate local model parameters without training on the server, which is essential to find a global model (\(W_G\) in Figure 1a) in the parameter space for all local models (which refer to \(W_1\) and \(W_2\) in Figure 1a) such that they can reach a consensus that each of them obtains a relatively low loss on its own dataset. When the original training datasets of local models are available, it is easy to aggregate these models’ knowledge by retraining a new model (ideal global model) on the union of their datasets. However, it is challenging in the absence of the original training data.

Without taking into account the public data set and additional training stage, some existing parameter aggregation methods in traditional multi-rounds FL are based on directly averaging \cite{4} or cross-model neuron-matching \cite{18, 19, 20}. In multi-rounds FL, the client only trains the local model for a small number of steps, however, in the one-shot FL, the local model must be trained to converge, resulting in significant changes in parameters compared to the model originally received by the client-side. As a result, the direct averaging or neuron-matching strategy cannot be effective. For this reason, considering that the local model has already learned a lot of knowledge, we think from a new perspective, focusing on how to retain as much of the learned knowledge as possible in the procedure of server-side model aggregation.

In this paper, we consider one-shot cross-silo federated learning without server-side training and propose a method for Model Aggregation via Exploring Common Harmonized Optima (MA-Echo). MA-Echo explores the common optima for all local models, and tries to keep the original loss for each local model from being destroyed in aggregation through finding the direction orthogonal to the space spanned by the local data, then the global model can remember what each local model has learned. There is an additional benefit that our method can be naturally combined with the methods based on neuron-matching. We conduct extensive experiments on two popular image classification datasets, MNIST and CIFAR-10, to validate the effectiveness of the proposed MA-Echo.
We also visualize the changing trajectory of the global model $W_{G}$ during the iteration procedure and empirically test the robustness of MA-Echo on the training datasets with varying degrees of non-identicalness. In order to visually observe whether the knowledge in the model is retained, we aggregate multiple conditional variational auto-encoders (CVAE) [21] and check whether the aggregate model can generate images in categories that the original single local model has never learned. According to the results, MA-Echo outperforms the other methods and works well even in extremely non-identical data distribution settings; meanwhile, the application of our aggregation method can empirically improve the convergence speed of multi-rounds federated learning. Our contributions can be summarized as follows:

- We consider a challenging but realistic one-shot federated learning problem setting where model training on a public or pseudo dataset is not allowed on the server.

- Under this setting, we propose an effective method MA-Echo, which preserves the knowledge of the local model parameters in the global model as much as possible during the model aggregation procedure on the server.

- We conduct extensive experiments to evaluate the performance of MA-Echo compared with parameters averaging and neuron-matching based aggregation methods, and find that it significantly outperforms the other state-of-the-art aggregation algorithms.

2. Related Work

**Federated Learning.** FL is a new machine learning setting under privacy protection, first proposed in [22] and [4]. FedAvg [4] is the most basic and widely used FL method. There are several attempts to improve FedAvg to adapt to the Non-IID local datasets. As one of the earliest variants of FedAvg, FedProx [23] introduces a dynamic regularization term in the client loss, so that each local model would be closer to the global model. Recent work FedDyn [24] also proposes a dynamic regularization method to handle the problem that the minima of the local empirical loss are inconsistent with those of the global empirical loss. FedBN [25] discards the aggregation of BN layers when doing federated averaging, and achieves better performance in cross domain datasets. There are some other works that have proposed improved methods for Non-IID settings. SCAFFOLD [26] uses control variates to reduce client drift. From the optimization perspective, [27] applies momentum on the server aggregation stage and proposes FL versions of AdaGrad, Adam, and Yogi. Based on the Non-IID setting, FedNova [28] aims to solve the heterogeneous local progress problem, where each client has heterogeneous local updates, by normalizing the local models according to the local updates before averaging. FedGen [29] uses the local models and local category distributions uploaded from the clients to train a generator, $G(\cdot)$. Then the server sends $G$ to the clients, where additional data features $z \sim G(\cdot|y)$ are generated for improving local training. It is worth.
mentioning that, recently FedMIX [30] proposes to share the averaged local data among clients; and discusses the privacy risks from the averaged local data. In our work, we will collect the projection matrix from each client, which can be understood as a kind of auxiliary information of the local data.

Some works [31, 32, 33] propose to study fair aggregation techniques. They aim to optimize the weighting coefficients to make the aggregation step be with more fairness. FedMGDA+ [33] also handles FL from the multi-objective optimization perspective, but it is different from the proposed MA-Echo because we construct a new optimization objective according to our motivation instead of the straightforward optimization goal used in [33]. In addition, there are some methods that do not use model averaging. FedDF [34] combines FL with Knowledge Distillation [15] and trains the global model with some extra data or pseudo samples on the server. MOON [35] uses Contrastive Learning [36] in the clients to improve the local training of each parties. FedMA [20] and OT [19] perform neuron matching to improve the global model.

**One-shot Federated Learning.** There are also some works trying to study one-shot FL. [10, 12] use Knowledge Distillation [37] technology. They use the local models as teachers, and use public data sets or pseudo samples generated from the local models to train a student model. DENSE [17] divides the aggregation process on the server side into two steps. The first step is to train a generator using the client models. The second step is multi-teacher knowledge distillation using the pseudo samples generated by the generator. [14] use Dataset Distillation [16] in clients and upload the distilled synthetic data to the server to train the global model. [38] propose to collect the encoded data samples from clients and then use samples on the server to decode the collected data, the decoded samples are used to train the global model. [11] gives some theoretical analysis of one-shot FL, but limited to the i.i.d. case. It is worth mentioning that the methods introduced above are not in conflict with our method, and their results can be used as the initial iteration point for MA-Echo.

**Model Aggregation.** There are some aggregation methods in traditional multi-rounds FL that do not require public data sets and additional training processes. Google proposes FedAvg [4] to directly average the parameters of local models to obtain the global model. [18] notices the permutation invariance of neurons across models and proposes PFNM, which employs a Bayesian nonparametric approach to aligning the neurons between multilayer perceptrons layer by layer. [19] uses the Optimal Transport (OT) algorithm to match neurons across models in each layer directly and then averages the re-aligned local model parameters. [20] further improves the PFNM by proposing the FedMA and applies it to more complex architectures such as CNNs. When different local models have the same model structure, which is the default setting for model aggregation, FedMA is equivalent to finding a Wasserstein barycenter [39] in all local models, which is similar to [19]. These methods based on cross-model neuron-matching all permute the rows of the parameter matrix in each layer of a neural network to achieve a good match (i.e., to reduce the distance between local models, see Section 4) and then aggregate the local models via direct
3. Problem Setting

Suppose we have $N$ models $\{f_i\}_{i=1}^N$ that are trained on $N$ client-datasets $\{D_i\}_{i=1}^N$ to convergence, respectively. We call them local models. The parameters of the $i$-th local model are composed of $L_i$ layers, denoted by $\mathcal{W}_i = \{W_i^1, \ldots, W_i^{L_i}\}$, where $W_i^l \in \mathbb{R}^{C_{out} \times C_{in}}$, $C_{out}$ is the number of output dimensions, the $h$-th row of $W_i^l$ represents the parameter vector corresponding to the $h$-th output neuron. In this paper, we consider that these local models have the same architecture, which means $L_1 = L_2 = \ldots = L_N$ and that, for each layer $l$, $\{W_i^l\}_{i=1}^N$ have the same size. The aim of our setting is to return the global model parameters $W_G = \{W_1^1, \ldots, W_N^1\}$ which should have the classification ability of any local model without acquiring the local training datasets or some public dataset, and there is no training phase on the server.

4. Preliminaries

In the following, we first briefly introduce two baseline aggregation methods, vanilla average and neuron-matching based methods. Then we will introduce the concept of null space projection, which will be employed in our technique.

**Vanilla average.** For the model aggregation, a straightforward method is to average the local model parameters directly (see Figure 1b). However, there is no guarantee to make the averaged model close to the low-loss area.

**Neuron-matching based methods.** These methods [19, 20] observe that changing the permutation of neurons (i.e., dimensions of a model parameter vector) does not affect model performance. The core idea is to solve this optimization problem:

$$\min_{W} \sum_{i=1}^{N} \min_{T_i} R(W_i^l, T_i^l W_i^l)$$

where $T_i^l$ is a permutation matrix (there is only one ‘1’ in each row and each column while the rest of entries are ‘0’), $R(A, B) = \|A - B\|_2$. Then the optimal matrix $T_i^l$ is used to calculate the global model: $W_G^l = \frac{1}{N} \sum_i T_i^l W_i^l$.

We can understand the goal of this type of method like this: Align neurons between local models through permutation to make them as close as possible. According to the local smoothness assumption, as long as these local models are close enough (in the same low-loss area, i.e. the same valley of the loss landscape), one can obtain a better global model after the parameters are averaged. However, on one hand, the optimization problem on shortening the distance between two models is largely restricted by the specific structure of the permutation matrix (only one ‘1’ in each row and column). There is always a fixed shortest distance between two models in this particular discrete optimization problem. On the other hand, the update of the local models in one-shot FL is large, resulting in a large distance between the local models. Once the local models have not been close enough after optimization mentioned above,
the performance of the global model cannot be guaranteed through averaging (because the average is more likely to fall in a higher-loss point if the convex hull constituted by the local models is not small enough).

**Null space projection.** Consider a simple parameter vector \( \mathbf{w} \in \mathbb{R}^d \), the input for \( \mathbf{w} \) is \( \mathbf{X} \in \mathbb{R}^{n \times d} \), the output is \( \mathbf{y} = \mathbf{X} \mathbf{w} \). When we impose a disturbance quantity \( \Delta \mathbf{w} \) on \( \mathbf{w} \), we have \( \mathbf{X}(\mathbf{w} + \Delta \mathbf{w}) = \mathbf{y} + \mathbf{X} \Delta \mathbf{w} \). In order to keep the original mapping unchanged, \( \mathbf{X} \Delta \mathbf{w} \) should be equal to 0, which means \( \Delta \mathbf{w} \) should lie in the null space of \( \mathbf{X} \). Therefore, we need to project \( \Delta \mathbf{w} \) into the null space of the input feature. Due to the linear transformation, the projection has a fixed form: \( \Delta \mathbf{w} \leftarrow (I - P) \Delta \mathbf{w} \), where \( P = \mathbf{X}^\top (\mathbf{X} \mathbf{X}^\top + z I)^{-1} \mathbf{X} \), \( z \) is a small constant for avoiding the ill-conditioning issue in the matrix-inverse operation. The projection matrix has been applied into Continual Learning [40, 41, 42]. In order to reduce the computational complexity, we use iterative method [40] to calculate \( P \).

5. **MA-Echo**

5.1. The Proposed Objective

For brevity of description, we start with a simple parameter vector \( \mathbf{w} \), which can be easily generalized to matrix form. The most straightforward method for model aggregation is to minimize the objective function of these local models simultaneously from the multi-objective optimization perspective:

\[
\mathbf{w}_G = \arg \min_{\mathbf{w}} \mathcal{L} \triangleq [\mathcal{L}_1(\mathbf{w}), \mathcal{L}_2(\mathbf{w}), \ldots, \mathcal{L}_N(\mathbf{w})]^T \tag{2}
\]

However, due to the inaccessibility of the training data, we cannot directly optimize these objective functions in the aggregation step. Moreover, under the one-shot setting, the client can only perform one complete training, so FedAvg’s multi-round distributed iterative optimization cannot be used. In this paper, we consider model aggregation as a forgetting-alleviation problem. Suppose the \( i \)-th local model parameter is \( \mathbf{w}_i \), then we want to find the global parameter \( \mathbf{w}_G \), which can remember what each local model has learned. To alleviate the forgetting problem of \( \mathbf{w}_G \), we let each \( \mathbf{w}_G - \mathbf{w}_i \) be in the direction orthogonal to the space spanned by the input feature:

\[
\min_{\mathbf{w}} \left[ \|P_1(\mathbf{w} - \mathbf{w}_1)\|_2^2, \ldots, \|P_N(\mathbf{w} - \mathbf{w}_N)\|_2^2 \right]^T \tag{3}
\]

where \( P_i \) is the projection matrix of the \( i \)-th local model. When \( \|P_i(\mathbf{w} - \mathbf{w}_i)\|_2 \) approaches to 0, \( \mathbf{w} - \mathbf{w}_i \) will be orthogonal to the space spanned by the input feature of the \( i \)-th local model, as shown in Preliminaries, \( \mathbf{w} \) will not forget the knowledge of \( \mathcal{D}_i \) learned by \( \mathbf{w}_i \). With the help of the projection matrix, we can liberate the aggregation from multiple rounds of communication and only do it on the server.

Note that in the neural network, there are often a large number of local optimal solutions, so for the neural network, \( \mathbf{w}_i \) in Eq.3 can be any local optimal solution. We define \( \mathcal{S}_{\mathbf{w}_i} \) as a local optimal solution set, where each element has
a loss value similar to \( w \). Then Eq.3 is rewritten as:
\[
\min_{w, \{v_i\}} \left[ \| P_1 (w - v_1) \|_2^2, \ldots, \| P_N (w - v_N) \|_2^2 \right]^\top \\
\text{s.t. } v_i \in S_w, i = 1, \cdots, N 
\]
(4)

5.2. The Proposed Solution

We alternately optimize Eq.4. First, we fix \( v_i \) and optimize \( w \). We use the gradient-based method to solve the problem:
\[
w^{(t+1)} = w^{(t)} + \eta d^{(t)}. 
\]
Following [43] which introduces a simple method to find \( d \), we expect that \( d^{(t)} \) can reduce each sub-objective in Eq.4, that is, the inner product of \(-d^{(t)}\) and the gradient of each sub-objective \( P_i^\top P_i (w - v_i) \) should be as large as possible (i.e. minimize \( (w - v_i)^\top P_i^\top P_i d \)). Then we introduce the slack variable \( \epsilon \), so that multiple objectives can be adjusted adaptively. Finally we formulate the descent direction as a constrained optimization problem:
\[
\min_{d, v, \epsilon} v + \frac{1}{2} \| d \|_2^2 + C \sum_{i=1}^{N} \epsilon_i \\
\text{s.t. } 2 (w - v_i)^\top P_i^\top P_i d \leq v + \epsilon_i, \epsilon_i \geq 0, i = 1, \cdots, N 
\]
where \( v \) is used to minimize the upper bound of all inner products, the slack variable \( \epsilon \) relax global models to forget some knowledge during the aggregation process adaptively. By Lagrange multipliers, the dual problem of Eq.5 is:
\[
\min_{\alpha} \frac{1}{2} \left\| \sum_{i=1}^{N} 2 \alpha_i P_i^\top P_i (w - v_i) \right\|_2^2 \\
\text{s.t. } \sum_{i=1}^{N} \alpha_i = 1, 0 \leq \alpha_i \leq C, i = 1, \cdots, N 
\]
(6)
where \( \alpha_i \) denotes the Lagrange multiplier of the first inequality constraint in Eq.5, as \( P \) is a projection matrix, using its definition in Section 4, we have \( P_i^\top P_i = P_i \). It is interesting that Eq.6 is a One-class SVM problem, we can thus use any open source library to solve it (we use CVXOPT [44] in this paper). Finally we have:
\[
d^{(t)} = - \sum_{i=1}^{N} 2 \alpha_i^* P_i (w^{(t)} - v_i) 
\]
(7)
where \( \alpha^* \) is the solution of Eq.6. Repeat Eq.7 and \( w^{(t+1)} = w^{(t)} + \eta d^{(t)} \) several times, we can find the approximate solution of \( w \).

Second, we fix \( w \) and optimize \( v_i \) in Eq.4. Since the parameters of each local model are independent, we can optimize each sub-objective separately:
\[
\min_{v_i} \| (w - v_i) \|_2^2 + \mu \| P_i (v_i - w_i) \|_2^2 
\]
(8)
Algorithm 1 MA-Echo

Input: \{W_1^1, \ldots, W_L^L\}_{i=1}^N, \{P_1^i, \ldots, P_L^i\}_{i=1}^N, \tau, \eta.
Output: Global model parameters \{W_1^G, \ldots, W_L^G\}

\( t = 0, W^{t(0)} = \frac{1}{N} \sum_{i=1}^N W_i^l, V_i^l = W_i^l \) for \( l = 1, \ldots, L. \)

while \( t < \tau \) do
    for \( l \) from 1 to \( L \) do
        \( \alpha^* \leftarrow \) Solve Eq. 6 in matrix form
        \( D_l(t) = -\sum_{i=1}^N 2\alpha_i^* (W_l(t)-V_l^i) P_l^i \)
        \( W_l(t+1) = W_l(t) + \eta D_l(t) \)
    end for
    for \( i \) from 1 to \( N \) do
        \( V_i^l \leftarrow V_i^l + \text{Norm}((W_l(t+1)-V_i^l)(I - \frac{1}{2}P_l^i)) \)
    end for
end while
return \{W_1^{\tau}, \ldots, W_L^{\tau}\}

Note that in the first term, if we retain a projection matrix, i.e., using \( \|P_i(w - v_i)\|_2^2 \), it will be difficult to obtain an analytical solution. However, for any orthogonal projection matrix \( P \), we have \( \|P(w - v_i)\|_2^2 < \|(w - v_i)\|_2^2 \), then we can indirectly optimize the upper bound \( \|(w - v_i)\|_2^2 \). The second term is to ensure that \( v_i \) is in the solution set \( S_{w_i} \), when the second term approaches to 0, \( v_i \) has the same loss value as \( w_i \). Let the derivative of the objective be 0, we get:

\[ \mu P_i^T P_i (v_i - w_i) + v_i - w = 0 \]

Note that \( P_i \) is a projection matrix, so \( P_i^T P_i = P_i \) and \( P_i^T = P_i \), we have \( \mu P_i^T (v_i - w_i) + v_i - w = 0 \), then:

\[ w - w_i = \mu P_i (v_i - w_i) + \frac{(I + \mu P_i) (v_i - w_i)}{1 + \mu} \]

Note that \( P_i \) satisfies \( P_i^2 = P_i \), and if \( \mu < 1 \) then \( (\mu P_i)^n \rightarrow 0 \), by Taylor expansion, we have:

\[ (I + \mu P_i)^{-1} = I - \mu P_i + \mu^2 P_i - \mu^3 P_i + \ldots \approx I - \frac{\mu P_i}{1 + \mu} \]

take Eq[10] into Eq[9] we have:

\[ v_i = w_i + \left( I - \frac{\mu P_i}{1 + \mu} \right) (w - w_i) \]

where we take \( \mu = 1 \) by default.

We deal with the neural network with a layer-wise treatment. For multilayer perceptron, the \( l \)-th layer is \( W_l^l \), the derivation process mentioned above still
holds, then the matrix form results (Eq.7 and Eq.11) can be rewritten as:

\[
D^{l(t)} = -\sum_{i=1}^{N} 2\alpha^*_i \left( W^{l(t)}_i - V^l_i \right) P^l_i \\
V^l_i = W^l_i + (W^l_i - W^l_i) \left( I - \frac{\mu}{1+\mu} P^l_i \right)
\]

The overall method is in Algorithm 1. In the first step, we use the average parameters of the local models as the initial point of optimization iterations in MA-Echo. Also, we have a variety of initialization methods that can be used. In Section 7, we show three different initialization strategies.

For convolutional neural networks, \( W^l_i \in \mathbb{R}^{C_{out} \times C_{in} \times h \times w} \) (where \( h \) and \( w \) are the length and width of the convolution kernel, respectively; \( C_{out} \) and \( C_{in} \) are the number of output channels and input channels of the convolution layer, respectively), we can reshape it to \( \hat{W}^l_i \in \mathbb{R}^{C_{out} \times (C_{in} \times h \times w)} \), then subsequent calculations are the same as the fully-connected layer in the multilayer perceptron. We provide an optional operation \( \text{Norm}(\cdot) \), where \( \text{Norm}(W) = W \) or \( \text{Norm}(W) = \text{torch.norm}(W, \text{dim} = 1) \), we find that the normalized parameter update can make the algorithm more stable.

5.3. Applications

**Work together with neuron-matching based methods** Suppose we have the optimal permutation matrix \( T^* \) of Eq.1 in the \((l-1)\)-th layer, due to the parameter permutation, the input vectors of the \( l \)-th layer \( X \) are changed to \( X' = XT^* \). For that \( T^*T^{\top} = I \), we have:

\[
P' = X'^{\top} (X'X'^{\top})^{-1} X' = T^{*\top} X (X^*T^{*\top}X^{\top})^{-1} XT^* = T^{*\top} PT^*
\]

So our method does not conflict with the neuron-matching based method. When we get \( T^* \), then \( W \) and \( P \) can be updated by \( W \leftarrow T^*W \) and \( P \leftarrow T^{*\top} PT^* \), the subsequent steps are the same as Algorithm 1.

**Applied to Multi-round Federated Learning.** A large number of FL algorithms \([4, 23, 26, 28]\) study how to accelerate the overall optimization speed of multi-round communication, but very few works try to develop more effective parameter aggregation algorithms within a single-round communication. The MA-Echo in this paper can be directly used to replace the parameter averaging operation in federated learning. In each communication round, the server sends the global model (the output of Algorithm 1) to each client, then the clients retrain the model based on their own datasets. We will verify the effect of MA-Echo under the multi-round federated learning setting in our experiments.

5.4. Theoretical Analysis

We do some analysis on MA-Echo in this subsection. For brevity of description, we still use the vector form \( \mathbf{w} \).

**Proposition 1** (Properties of Eq.7). Given the solution of Eq.7 being \( (d^*, v^*, \epsilon^*) \):
1. If \( w \) is Pareto critical, then \( d = 0 \);

2. If \( w \) is not Pareto critical, then for \( i = 1, \ldots, N \),

\[
\langle P_i^\top P_i (w - v_i), d^* \rangle \leq v^* + \epsilon^* = -\|d^*\|^2_2 + \epsilon^*_i - C \sum_{n=1}^N \epsilon^*_n
\]  

(12)

Proof. The Lagrange function of Eq.5 is:

\[
\mathcal{L} = v + \frac{1}{2} \|d\|^2_2 + C \sum_{i=1}^N \alpha_i + \sum_{i=1}^N 2\alpha_i (w - v_i)\top P_i^T P_i d
\]

\[- \sum_{i=1}^N \alpha_i v - \sum_{i=1}^N \alpha_i \epsilon_i - \sum_{i=1}^N \gamma_i \epsilon_i
\]  

(13)

where \( \alpha_i \) and \( \gamma_i \) are Lagrange multipliers. Calculating the partial derivative of \( \mathcal{L} \) with respect to \( d, v \) and \( \epsilon \):

\[
\frac{\partial \mathcal{L}}{\partial d} = d + \sum_{i=1}^N 2\alpha_i P_i^T P_i (w - v_i)
\]

\[
\frac{\partial \mathcal{L}}{\partial v} = 1 - \sum_{i=1}^N \alpha_i, \quad \frac{\partial \mathcal{L}}{\partial \epsilon_i} = C - \alpha_i - \gamma_i
\]

Let the derivative equal 0, we have:

\[
d = - \sum_{i=1}^N 2\alpha_i P_i^T P_i (w - v_i), \quad \sum_{i=1}^N \alpha_i = 1, C = \alpha_i + \gamma_i
\]  

(14)

Bring Eq.14 into Eq.13 then we have the dual problem:

\[
\min_\alpha \frac{1}{2} \left\| \sum_{i=1}^N 2\alpha_i P_i^T P_i (w - v_i) \right\|^2_2,
\]

s.t. \( \sum_{i=1}^N \alpha_i = 1, 0 \leq \alpha_i \leq C, i = 1, \cdots, N \)  

(15)

Denote the solution of Eq.5 and Eq.15 as \((d^*, v^*, \epsilon^*_i)\) and \((\alpha_i^*, \gamma_i^*)\). According to the KKT condition and Eq.5 we have:

\[
\alpha_i^* \left( 2 (w - v_i)\top P_i^T P_i d^* - v^* - \epsilon_i^* \right) = 0, \gamma_i^* \epsilon_i^* = 0
\]  

(16)

For that \( C = \alpha_i + \gamma_i \) (Eq.14) and \( \gamma_i^* \epsilon_i^* = 0 \), we also have \( \alpha_i^* \epsilon_i^* = C \epsilon_i^* \). If \( d^* = 0 \), obviously all \( \langle P_i^T P_i (w - v_i), d^* \rangle = 0 \), then \( d^* = 0 \) corresponds to the Pareto
critical point. If $d^* \neq 0$, from Eq.16, we have:

$$
\sum_{i=1}^{m} \alpha_i^* \left(2 (w - v_i)^T P^T_i P_i d^* - v^* - \epsilon_i^* \right)
$$

= $N \sum_{i=1}^{N} \alpha_i^* 2 (w - v_i)^T P^T_i P_i d^* - \sum_{i=1}^{N} \alpha_i^* v^* - \sum_{i=1}^{N} \alpha_i^* \epsilon_i^* = 0$

Bring Eq.14 into the above equation, we have:

$$
- \|d^*\|^2_2 - \sum_{i=1}^{N} C \epsilon_i^* = 0 \tag{17}
$$

take Eq.17 into the constraint of Eq.5, we can complete this proof:

$$
2 (w - v_i)^T P^T_i P_i d^* \leq v^* + \epsilon_i^* = - \|d^*\|^2_2 + \epsilon_i^* - \sum_{i=1}^{N} C \epsilon_i^*
$$

Proposition 1 reveals the properties that the solution of Eq.7 satisfies. From Eq.6, we know that $C \in [1/N, 1]$ and then from Eq.12, we can see: 1) when $C = 1$, for each $i$, $\langle P^T_i P_i (w - v_i), d^* \rangle < 0$, so that each sub-objective of Eq.3 gets decreased, which means that $w$ is trying to remember the knowledge of all local models. 2) when $C = 1/N$, then $\alpha_i = 1/N$, each local model is equally important. 3) when $C \in (1/N, 1)$, the $\alpha_i^*$ will vary for different local models, so that $w$ can adaptively forget part of the knowledge of some local models.

When applying MA-Echo to the multiple-round federated learning setting, we explore the convergence properties of the algorithm in a relatively simple situation, where local training has 1 epoch and full batchsize. Let the global model in the $k$-th communication round be $w(k)$, then the server sends $w(k)$ to the clients. Each client trains the local model and send the update $g_i^k$ to the server, then we get $w(k) - \lambda_k \hat{g}_k$ on the server, where $\hat{g}_k = 1/N \sum_{i=1}^{N} g_i^k$. Run MA-Echo, we have $w(k+1) = w(k) - \lambda_k \hat{g}_k + \eta_k \hat{d}_k$, where $\hat{d}_k$ is derived from the iterations in the aggregation. After multiple rounds of communication, the distance between $w(k)$ and the optimal solution is as follows:

**Proposition 2.** Suppose that each local model is $M$-Lipschitz continuous and $\sigma$-strongly convex, and $\hat{d}_k$ is upper bounded: $\|\hat{d}_k\|^2 \leq G^2$. With Epoch = 1, Batchsize = $|\mathcal{D}_i|$ for local training and the choices of $\lambda_k = \frac{3}{c(k+2)}$, $\eta_k = \frac{1}{(k+2)(k+1)}$, we have:

$$
E \left[ \left\| w(k+1) - w^*_k \right\|^2 \right] \leq \left[ \frac{2}{(k+1)(k+2)} + \frac{1}{2(k+2)} \right] G^2 + \frac{18 M^2}{c^2(k+2)} \tag{18}
$$

where $c$ is a constant, $w^*_k$ is the projection of $w(k+1)$ to the Pareto stationary set $\mathcal{M}$, i.e., $w^*_k = \arg\min_{w \in \mathcal{M}} \left\| w(k+1) - w \right\|$. 
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Proof. Use $I_i \in \{0,1\}^N$ to denote which client we sample in each round, we define $L_i(w, I) = I_i L_i(w)$, then the objective of FL is equivalent to:

$$\min_w \left\{ L_i(w, I), \ldots, L_N(w, I) \right\}$$

(19)
suppose $w^*_n$ is the projection of $w_n$ to the Pareto stationary set of Eq[19] then $w^*_{n+1} = \arg\min_{w \in W} \|w_{n+1} - w\|$, so that:

$$\forall i, L_i \left( w_n, I_k \right) - L_i \left( w^*_n, I_k \right) \geq 0$$

(20)

At the same time, we suppose: $\exists v_k$,

$$\hat{L}_{vk} \left( w_n, I_k \right) - \hat{L}_{vk} \left( w^*_n, I_k \right) \geq \frac{l_k}{2} \|w_n - w^*_n\|^2$$

(21)

Now, let’s handle $\|w_{n+1} - w^*_{n+1}\|^2$, from the definition of $w^*_{n+1}$:

$$\|w_{n+1} - w^*_{n+1}\|^2 \leq \|w_{n+1} - w^*_n\|^2 = \|w_n - \lambda_k \hat{g}_k + \eta_k \hat{d}_k - w^*_n\|^2$$

$$= \|w_n - w^*_n\|^2 - 2 \left( w_n - w^*_n, \lambda_k \hat{g}_k \right) + 2 \left( w_n - w^*_n, \eta_k \hat{d}_k \right) + \|\lambda_k \hat{g}_k + \eta_k \hat{d}_k\|^2$$

(22)

Suppose we use the average parameter for the initial point of FedEcho, which means $\hat{g}_k$ is the weighted average parameter update of each client. Use $h_i$ to represent the weight coefficient, then for the second item, we have:

$$\left( w^*_n - w_n, \hat{g}_k \right) \leq \sum_{i,I_i=1} h_i \left( L_i \left( w^*_n \right) - L_i \left( w_n \right) \right) - \frac{\sigma_k}{2} \|w_n - w^*_n\|^2$$

(23)

$$= - \sum_i h_i \left( \hat{L}_i \left( w_n, I_k \right) - \hat{L}_i \left( w^*_n, I_k \right) \right) - \frac{\sigma_k}{2} \|w_n - w^*_n\|^2 \leq \frac{-h_{vk} l_k - \sigma_k}{2} \|w_n - w^*_n\|^2$$

(24)

where the Eq[23] is from the $\sigma$ convex assumption, the Eq[24] is from Eq[20] and Eq[21] For the remaining items of Eq[22] we have:

$$\|\lambda_k \hat{g}_k + \eta_k \hat{d}_k\|^2 = \|\lambda_k \hat{g}_k\|^2 + \|\eta_k \hat{d}_k\|^2 + 2 \left( -\lambda_k \hat{g}_k, \eta_k \hat{d}_k \right)$$

$$\leq \lambda_k^2 M^2 + \eta_k^2 G^2 + 2 \left( -\lambda_k \hat{g}_k, \eta_k \hat{d}_k \right)$$

(25)

$$\leq \lambda_k^2 M^2 + \eta_k^2 G^2 + \lambda_k^2 M^2 + \eta_k^2 G^2$$

(26)

$$\left( w_n - w^*_n, \hat{d}_k \right) \leq \frac{1}{2} \left( \|w_n - w^*_n\|^2 + \|\hat{d}_k\|^2 \right)$$

(27)
The Eq.25 follows from the M-Lipschitz continuous assumption and the upper bound of $d_k$. Take Eq.24, Eq.26 and Eq.27 into Eq.22, we have:

$$
\| w_{(k+1)} - w^*_{(k+1)} \|^2 \\
\leq (1 - (h \lambda_k + \sigma_k) \lambda_k + \eta_k) \| w_{(k)} - w^*_{(k)} \|^2 + \eta_k G^2 + 2\lambda_k^2 M^2 + 2\eta_k^2 G^2 \tag{28}
$$

suppose $h \lambda_k + \sigma_k \geq c$ and $\pi_k = \prod_{s=1}^{k} (1 - c\lambda_s + \eta_s)$, from Eq.28 we can get:

$$
E \left[ \| w_{(k+1)} - w^*_{(k+1)} \|^2 \right] \leq \pi_k (1 - c\lambda_0 + \eta_0) E \left[ \| w_{(0)} - w^*_{(0)} \|^2 \right] + \\
\sum_{s=0}^{k} \frac{\pi_k}{\pi_s} \left( (2\eta^2_s + \eta_s) G^2 + 2\lambda^2_s M^2 \right) \tag{29}
$$

let $\lambda_s = \frac{3}{c(s+2)}$ and $\eta_s = \frac{1}{(s+2)(s+1)}$, then:

$$
\pi_k = \prod_{s=1}^{k} \left( \frac{s^2}{(s+2)(s+1)} \right) = \frac{1 \times 1 \times 2 \times 2 \times 3 \times 3 \times \cdot \cdot \cdot \frac{(k-2)^2}{(k-1)k (k+1) (k+2)}}{2 \times 3 \times 3 \times 4 \times 5} = \frac{2}{(k+1)(k+2)} \tag{30}
$$

we can see $\pi_k \rightarrow 0$, the first item of Eq.29 approaches 0 as $k$ increases. Take Eq.30 into the second item of Eq.29 we have:

$$
\sum_{s=0}^{k} \frac{\pi_k}{\pi_s} \left( 2\eta^2_s + \eta_s \right) = \frac{2}{(k+1)(k+2)} \sum_{s=0}^{k} \left( \frac{1}{(s+2)} + \frac{s+1}{2} \right) \leq \frac{2}{(k+1)(k+2)} \left( (k+1) + \frac{(k+1)^2}{2} \right) = \frac{2}{(k+1)(k+2)} + \frac{1}{2(k+2)}
$$

$$
\sum_{s=0}^{k} \frac{\pi_k}{\pi_s} \left( 2\lambda^2_s \right) = \frac{9}{c^2} \frac{2}{(k+1)(k+2)} \sum_{s=0}^{k} \frac{(s+1)^2}{(s+2)} \leq \frac{9}{c^2} \frac{2}{(k+1)(k+2)} \frac{(k+1)^2}{(k+2)} \leq \frac{18}{c^2(k+2)}
$$

Finally, we have $E \left[ \| w_{(k+1)} - w^*_{(k+1)} \|^2 \right] \rightarrow 0$.  

From Eq.18 one can see that, as the communication round $k$ increases, the right-hand side of the inequality approaches 0, which means that the algorithm is convergent. For non-convex cases, such as image classification models, we will give empirical proofs of convergence in the experimental part.
6. Discussions

In this paper, we propose a novel model aggregation method MA-Echo for one-shot FL. Compared to retraining a global model by Knowledge Distillation, MA-Echo does not need public data and has no training procedure. Compared with the traditional pure parameter aggregation methods such as OT [19], MA-Echo makes the first attempt to utilize auxiliary the null-space projection matrices to aggregate model parameters, which clearly improves the performance.

In the following we discuss three points that may receive attention:

- **The situations under which MA-Echo may not work.** When using the projection matrix $P$ to build the objective $\text{Eq.3}$, the input feature $x$ and parameter $w$ have the same dimensionality $d$ by default. In this case, if the rank of the feature subspace is close to $d$, then the rank of the null space of feature is close to 0, so it is difficult to find an orthogonal direction to make $x^T (w - w_i) = 0$. A potential solution is to flexibly increase the dimensionality of $w$ or perform dimensionality reduction on the data matrix $X$, so that there can be more degrees of freedom to find the orthogonal direction (not necessarily strictly orthogonal, but can minimize the loss in $\text{Eq.3}$).

- **Overhead in computation and communication.** We discuss the calculation cost (including the training cost) and transmission cost respectively: 1) For the training cost, the projection matrix calculation only requires an additional epoch model forward propagation. The calculation cost is less than the cost of one epoch of training. Compared with the client-side overall training, we believe the cost is acceptable. 2) For the calculation cost in aggregation, we will show the elapsed time of all methods in the experiment. Compared with distillation based aggregation algorithm DENSE, our method only consumes a small amount of calculation cost. 3) For the transmission cost. For the $i$-th layer of a neural network, the parameter is $W^i \in \mathbb{R}^{C_{in} \times C_{out}}$, where $C_{in}$ and $C_{out}$ is the dimension of the input and output feature. The projection matrix corresponding to $W^i$ is $P^i \in \mathbb{R}^{C_{in} \times C_{in}}$. The communication cost of the projection matrix is $C_{in}$ times the parameters. We will also conduct additional experiments to show that we can easily reduce the size of the projection matrix by SVD decomposition without affecting the performance.

- **Privacy.** The projection matrix can be regarded as a special network layer whose input is not data, but model parameters. Therefore, compared to uploading model parameters directly, the projection matrix does not bring more privacy leakage.

7. Experiments

To validate the effectiveness of MA-Echo, we first investigate model aggregation of one-shot FL in three scenarios: (1) aggregating MLPs (four fully-connected layers: $784 \rightarrow 400 \rightarrow 200 \rightarrow 100 \rightarrow 10$) on the MNIST handwritten
digits dataset [45]; (2) aggregating CNNs (three convolution layers and three fully-connected layers) on the CIFAR-10 dataset [46]; and (3) aggregating the decoders of conditional variational auto-encoders (CVAE) [21] (the decoder has three fully-connected layers: 30 → 256 → 512 → 784) on MNIST.

Following the existing work [18], we sample $p_c \sim \text{Dir}(\beta 1_k)$ and allocate a $p_{c,k}$ proportion of the instances with label $c$ to the training set of the $k$-th local model. If $\beta$ is smaller, the label partition is more unbalanced; if $\beta$ approaches to infinity, all clients tend to have the identical label distribution over the training data, the effect of $\beta$ is illustrated in Figure 2. We notice that when $\beta$ approaches to 0, there is almost no class overlap between different clients, which is very similar to the existing setting of federated partially supervised learning [47]. However, in this paper, we do not specifically discuss this setting and instead validate our method in multiple general scenarios (i.e., $\beta > 0$). The ensemble of the local models is used to be the performance goal for model aggregation, which retains the knowledge of each local model to a large extent.

In the experiments below, we first verify the effect of MA-Echo in one-shot federated learning, and then visualize the changes in model parameters during iterations. Second, we verify the influence of non-iid degree, local update size, parameter initialization and penalty coefficient $\mu$ on the performance of the aggregation. Finally, we put MA-Echo in multi-rounds federated learning to test its performance. To ensure the fairness of the comparison, we repeat the experiments three times with different random seeds and finally report the average of the three results.

Figure 2: Visualization of data partition (Better viewed in color). (a) $\beta = 0.01$, the labels in the trainset of different local models hardly overlap. (c) Different local models have similar data distribution.
7.1. One-shot performance

Note that whether the local models have the same initial parameters before training seriously affects the aggregation result, a different initialization will significantly increase the difficulty of aggregation [4]. The reason is that, in the case of different initialization, the distance between any pair of local models will be larger. To comprehensively test the aggregation methods, we conduct experiments with both the same and different parameter initializations. Each local model is trained ten epochs in the training stage using SGD optimizer with an initial learning rate of 0.01 and momentum of 0.5.

We consider the aggregation of 2 and 5 local models in the extreme non-identical distribution scenarios where $\beta = 0.01$. Aggregated results for a larger number of models will be shown in the multi-rounds experiment. See the result in Figure 3, MA-Echo outperforms the other methods, especially in the different-initialization setting. We can also see that for CNNs aggregation, the effectiveness of MA-Echo+OT is evident in the different-initialization setting. The reason may be that the permutation matrix provides global model parameters a good initial iteration value for MA-Echo.

To demonstrate the scalability of MA-Echo, we conduct a multi-model aggregation experiment (up to 50 models). The model is a four layers MLP (the number of hidden layer neurons is 400, 200, 100, which is consistent with the MLP net in OTFusion[18]). In order to show the time complexity of different methods, we also record the elapsed time of different methods. In Table 1, ‘Local acc’ is the average performance of the local models on global testing data (without FL at all). It can be seen that 1) The performance of DENSE is significantly improved compared with other baseline methods, however, DENSE
Table 1: Multi-model one-shot aggregation.

|                | Local acc | Average | OT | DENSE | Ours | Ensemble |
|----------------|-----------|---------|----|-------|------|----------|
| 5 clients      |           |         |    |       |      |          |
| $\beta = 0.01$ | 24.65     | 20.97   | 20.97 | 32.77 | 80.31 | 59.50    |
| $\beta = 0.1$  | 39.27     | 34.41   | 34.41 | 46.29 | 74.26 | 56.50    |
| $\beta = 0.5$  | 68.66     | 64.94   | 64.94 | 56.67 | 78.34 | 75.65    |
| elapsed time (s) | \/~0.003 | 0.117   | 565.240 | 1.045 | \/~       |
| 10 clients     |           |         |    |       |      |          |
| $\beta = 0.01$ | 11.86     | 17.61   | 17.63 | 26.01 | 79.30 | 37.71    |
| $\beta = 0.1$  | 35.13     | 35.41   | 35.41 | 33.51 | 74.07 | 52.12    |
| $\beta = 0.5$  | 61.37     | 59.75   | 59.75 | 64.64 | 81.80 | 76.61    |
| elapsed time (s) | \/~0.005 | 0.233   | 626.930 | 1.883 | \/~       |
| 20 clients     |           |         |    |       |      |          |
| $\beta = 0.01$ | 11.64     | 18.78   | 18.77 | 35.50 | 78.70 | 50.03    |
| $\beta = 0.1$  | 21.80     | 37.00   | 36.99 | 37.35 | 80.40 | 60.02    |
| $\beta = 0.5$  | 52.22     | 66.76   | 66.76 | 57.77 | 83.58 | 75.73    |
| elapsed time (s) | \/~0.008 | 0.557   | 760.556 | 3.299 | \/~       |
| 50 clients     |           |         |    |       |      |          |
| $\beta = 0.1$  | 18.77     | 28.835  | 28.83 | 47.345 | 75.3 | 50.22    |
| $\beta = 0.5$  | 37.14     | 56.02   | 56.02 | 42.7  | 79.37 | 68.535   |
| $\beta = 10$   | 64.08     | 71.805  | 71.8  | 52.39 | 75.27 | 72.905   |
| elapsed time (s) | \/~0.010 | 1.473   | 1270.330 | 9.603 | \/~       |

Distills based on the ensemble model, it is difficult to exceed the ensemble performance. In our method, the projection matrix is introduced for assistance, which can significantly improve the accuracy of aggregated model and even exceed model ensemble. 2) When the number of models increases, our method still maintains leading performance. 3) Due to the training of generators and multi-teacher distillation, DENSE takes significantly more time than other methods. For more complex data sets, such as CIFAR100, we use the pre-trained ResNet18 to fine tune and aggregate the parts of tuned parameters (two fully-connected layers) on CIFAR100. The results are in Table 2, for the aggregation of tuned parameters, our method still maintains significant performance improvement.

We also train two CVAEs, the one is trained by \{0, 1, 3, 4, 7\} categories, the other one is trained by \{2, 5, 6, 8, 9\} categories. Then we compare the images generated by five different decoders: (1) Model1: the decoder from the first model; (2) Model2: the decoder from the second model; (3) Average: average the two trained decoders; (4) Ours: the decoder aggregated by MA-Echo (5) GT decoder: a model trained by the whole MNIST dataset. As shown in Figure 4, the two local models can only generate the learned digits during training procedure. Our aggregation model can generate all categories of digits, and even close to the images of GT model.

In the above experiments, we show the data heterogeneity caused by class imbalance. To verify the effect of MA-Echo under data heterogeneity caused by domain feature shift, we also conduct the other experiments. we use FEMNIST and DomainNet [48] datasets. FEMNIST contains handwritten digital
Table 2: Aggregation performance on CIFAR100.

|              | Local acc | Average | OT    | Ours   | Ensemble |
|--------------|-----------|---------|-------|--------|----------|
|              |           |         |       |        |          |
| 5 clients    |           |         |       |        |          |
| \(\beta = 0.01\) | 16.91    | 18.20   | 18.20 | 25.26  | 22.95    |
| \(\beta = 0.1\)   | 24.27    | 20.68   | 24.86 | 29.10  | 28.15    |
| \(\beta = 0.5\)   | 36.29    | 41.81   | 41.81 | 45.94  | 46.98    |
| 10 clients   |           |         |       |        |          |
| \(\beta = 0.01\) | 10.10    | 9.18    | 9.18  | 16.81  | 16.11    |
| \(\beta = 0.1\)   | 19.12    | 21.16   | 21.17 | 27.13  | 27.36    |
| \(\beta = 0.5\)   | 32.42    | 39.05   | 39.05 | 43.26  | 45.00    |
| 20 clients   |           |         |       |        |          |
| \(\beta = 0.01\) | 6.44     | 4.59    | 4.59  | 7.88   | 8.20     |
| \(\beta = 0.1\)   | 14.56    | 16.88   | 16.88 | 22.04  | 22.74    |
| \(\beta = 0.5\)   | 26.09    | 34.14   | 34.14 | 39.40  | 41.74    |

Table 3: Aggregation under the data heterogeneity caused by domain feature shift.

|                | Local acc | Average | OT    | Ours | ensemble |
|----------------|-----------|---------|-------|------|----------|
|                |           |         |       |      |          |
| FEMNIST        |           |         |       |      |          |
| 10 clients     | 92.28     | 92.76   | 92.77 | 92.81| 92.88    |
| 50 clients     | 80.05     | 81.8    | 81.79 | 82.26| 82.22    |
| DomainNet      |           |         |       |      |          |
| 6 clients      | 20.42     | 0.35    | 0.35  | 30.5 | 35.02    |
| 12 clients     | 18.49     | 0.17    | 0.17  | 30.06| 35.01    |

data labeled by more than 3000 users. We allocate data according to user IDs. Data from different clients come from different users. User style leads to domain feature shift among clients. DomainNet is a large-scale multi-domain dataset, including six domains with different styles: clipart, infograph, painting, quickdraw, real, and sketch. Each domain contains 345 classes. For FEMNIST data, we still use the MLP net. For DomainNet, we use the pre-trained ResNet34 model and freeze the feature extraction part, then we add two learnable fully-connected layers (including one relu layer) at the end of the model. Finally, we aggregate the two fully-connected layers. Table 3 shows the aggregation effect under the domain feature shift setting. Due to the small differences among domains, the performance of various methods of FEMNIST is similar. For DomainNet, due to the large differences among domains, the effect of directly averaging is very poor. As a result, MA-Echo can greatly improve the aggregation performance.

7.2. Visualization

In Eq.8 we hope \(\{v_i\}_{i=1}^N\) to be close to \(w_i\); at the same time, \(v_i\) should avoid forgetting the knowledge learned by \(w_i\). To verify these two purposes, we use t-sne [49] to visualize the matching of the third layer (the third layer in MLP, which has one hundred 200-dimensional parameter vectors) of each model in three-MLP aggregation. In Figure 5, each number represents a parameter vector, and each color corresponds to a model. Compared with the original
model, as the iteration progresses, these layers’ parameter vectors reach a perfect match.

To visualize the optimization trajectory of $W(t)$ in the parameter space in three-MLPs aggregation, we use an indirect method [50, 51] to visualize the 2D-loss surface. Flatten the complete model parameters, and then we can get a vector for each model. For each step, repeat the flatten operation, we get $\{g_0, \cdots, g_\tau\}$, where $g_0 = \text{Flatten}(\{W_1(0), \cdots, W_L(0)\})$, then use $u = g_1 - g_0$ and $v = g_2 - g_0$ to form an orthogonal basis $\hat{u}, \hat{v}$ in the 2D plane. The model corresponding to each point on the 2D plane is $P(x, y) = g_0 + x\hat{u} + y\hat{v}$. Project the remaining $g'\tau$ into this plane, and calculate the loss value of each point in the test set, we can get the loss surface in Figure 6a. As expected, MA-Echo is exploring the lower loss area in the parameter space during the iterations.

7.3. The influence of different settings.

The influence of non-iid degree. We conduct more experiments for different $\beta$ in two-MLPs aggregation on MNIST and two-CNNs aggregation on CIFAR-10. Since PFNM does not work for CNNs, we compare with FedMA instead in two-CNNs aggregation. The comparison results are reported in Table 4. MA-Echo achieves the best results in most cases and in different degrees of non-identicalness; OT is greatly improved when combined with MA-Echo.
The influence of local update. In the above experiments, we let the local model train for 10 epochs. Here we try to observe the aggregation effect of the local model without sufficient training. We train the local models for different SGD steps. Note that in this case, 156 steps≈1 epoch. We do 5-MLPs aggregation experiment, the result in Table 4 shows that the quality of the local model training is positively correlated with the aggregation effect, and under different settings, MA-Echo shows better performance than other methods.

The influence of different initializations. We also test the effect of different initializations of \(W^{(0)}\) in Algorithm 1 on the performance. For the parameters of the classification layer, we still adopt the averaging operation; for the other layers, we choose three different initialization strategies, as shown in Figure 6. We split the MNIST data set for 5 local models with \(\beta = 0.01\), then aggregate all the local models. The average strategy is still a good choice because it contains prior knowledge of multiple local models. In addition, we can see when we use the random strategy, MA-Echo can also increase its performance.
When we use one local model for initialization, the accuracy fluctuates back and forth. However, no matter what kind of strategy is selected, MA-Echo will converge to similar performance.

The influence of Penalty coefficient $\mu$ in Eq.8. We do a comparative experiment to investigate the influence of the penalty coefficient $\mu$. From Eq.8 a smaller penalty coefficient $\mu$ will lead to more performance degradation for the local model. So we set $\mu = 1$ and $\mu = 200$ to investigate the difference between the accuracy of the local model and its initial model during iterations. As shown in Figure 8, a smaller $\mu$ can bring appropriate relaxation to the projection constraint to improve the accuracy of the aggregated global model, at a cost of slight performance loss on local models. The reason is that, slightly losing the performance of local models may provide a larger search space for them to reach each other closer during optimization iterations.

The influence of normalization. We use Norm$(\cdot)$ for diff-init CNN aggregation, here we respectively show the impact of whether normalization is used on the aggregation results. For the convenience of comparison, in aggregation experiment with Norm$(\cdot)$, we record the accuracy rate once every 10 iterations. One can see that in Figure 7 when we use normalization, the growth of aggregation effect shows an S-shaped trend and in the CNNs aggregation experiment, there is a better aggregation accuracy.

The SVD decomposition for $P$. We conduct an experiment to show

---

**Table 5: The influence of the number of local training SGD steps.**

| init | #Steps | M1 | M2 | M3 | M4 | M5 | Avg | OT | Ours | Ens. |
|------|--------|----|----|----|----|----|-----|-----|-----|------|
| Diff | 20     | 12.2 | 14.0 | 12.3 | 11.9 | 15.2 | 12.8 | 10.9 | 35.2 | 12.3 |
|      | 50     | 14.3 | 13.6 | 18.1 | 13.2 | 19.3 | 12.8 | 12.1 | 43.7 | 16.4 |
|      | 100    | 16.2 | 21.2 | 19.8 | 22.2 | 21.7 | 12.3 | 11.5 | 63.3 | 49.3 |
|      | 500    | 17.5 | 23.0 | 23.8 | 27.3 | 22.1 | 12.0 | 12.9 | 70.0 | 63.0 |
| Same | 20     | 11.7 | 13.6 | 15.5 | 14.1 | 16.2 | 11.8 | 17.9 | 17.9 | 17.9 |
|      | 50     | 14.4 | 20.3 | 18.9 | 10.4 | 19.3 | 14.6 | 14.6 | 59.4 | 31.8 |
|      | 100    | 16.2 | 21.3 | 20.1 | 22.5 | 21.8 | 21.7 | 21.7 | 70.1 | 49.9 |
|      | 500    | 17.5 | 23.0 | 23.9 | 27.5 | 22.1 | 24.1 | 24.1 | 76.5 | 64.0 |
Figure 7: The influence of normalization, “Is-norm” means using $\text{Norm}()$. (a): For five MLPs aggregation. Convergence is faster when Is-Norm = 1, because we can use a larger step size $\lambda$. (b): Two CNNs aggregation, Is-Norm = 1 can bring a significant improvement. Better viewed in color.

Figure 8: The impact of penalty coefficient $\mu$ in Eq.8. (a) Under the setting of $\mu = 1$, the aggregation result for 3-MLPs is better than $\mu = 200$. It shows the great effect of relaxation. (b) and (c) Local models' accuracy decreases during iterative optimization. A smaller $\mu$ can bring appropriate relaxation to the projection constraint to improve the accuracy of the aggregated global model, at a cost of slight performance loss on local models. Better viewed in color.

that we can easily reduce the size of the projection matrix by using the SVD decomposition for $P^i$ without affecting the performance. We aggregate 20 MLP nets with $\beta = 0.5$ in MNIST. The size of the original projection matrices are $784 \times 784$, $400 \times 400$, $200 \times 200$, $100 \times 100$. We perform SVD decomposition on these matrices, and retain only a part of the principal components. then we use these principal components to restore the projection matrices on the server side. The results are in Table 6. When the matrices are compressed 100 times, the aggregation algorithm still retains 99% of the performance. When the matrix is compressed 800 times, MA Echo still retains 94% of the performance.

7.4. Applied to Multi-rounds Federated Learning

Considering that FL needs to allocate a large number of clients, we add the FEMNIST [52] data set (we use the subset of FEMNIST, including 10 labels and 382,705 handwritten digit images). We consider $N$ clients, each of which has a 4-layer fully connected network as the local model, and sample $m$ clients
Table 6: The change of communication size and aggregation performance after SVD compression. #params represents the total parameter amount of all four projection matrices.

| Number of principal components | #params (M) | Acc   |
|-------------------------------|-------------|-------|
| layer1 layer2 layer3 layer4   | 784 400 200 100 | 0.824656 | 81.22 |
|                               | 200 100 50 30  | 0.2098  | 80.64 |
|                               | 20 20 10 10   | 0.02668 | 80.55 |
|                               | 5 5 5 5       | 0.00742 | 80.48 |
|                               | 2 2 2 2       | 0.002968 | 79.65 |
|                               | 1 1 1 1       | 0.001484 | 76.86 |

for training in each round of communication. For FEMNIST, we consider 1000 clients and sample 20 for training. As adopted in many existing works, we construct the Non-IID data sets by randomly assigning labels to each client and then dividing the complete training set to different clients according to the labels.

All local models are trained 10 epochs by SGD optimizer with momentum 0.5 and learning rate 0.01. The regularization coefficient in FedProx is set to 0.1. All methods are implemented in PyTorch, and the code for the compared methods comes from an open-source repository [53].

As shown in Figure 9, MA-Echo can significantly improve the global model in the first few rounds of communication and can achieve similar performance with much fewer communication rounds compared to other methods. As expected, MA-Echo tries to remember more knowledge learned from different clients – this ability can help improve the aggregation efficiency to reduce the number of communication rounds.

8. Conclusion

In this paper, we focus on a new one-shot federated learning setting and propose a novel model aggregation method named MA-Echo under this setting, which explores the common optima for all local models. Current approaches based on neuron-matching only permute rows of the parameter matrix without further changing their values. Thus, they can hardly achieve a good global model because the loss value of the averaging parameters is random. Motivated by this and inspired by continuous learning, we use the projection matrix as a kind of auxiliary information and then keep the original loss for each local model from being destroyed in aggregation. We demonstrate the excellent aggregation performance of MA-Echo through a large number of experiments. The experimental results have validated that the proposed method indeed can search for a lower loss global model. MA-Echo is also robust to models with varying degrees of non-identicalness of training data. In our future work, we will continue to improve MA-Echo to make it work in more complex neural networks.
Figure 9: Performance comparison on the MNIST, FEMNIST data sets. Sample $m$ clients (local models) from $N$ clients in each communication round. $\#\text{Class} = 2$ means that each client has 2 classes of data in the Non-IID setting. When the data category distributions of the clients differ greatly, our method converges faster than other compared methods. Better viewed in color.
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