Predicting extreme events from data using deep machine learning: When and where
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We develop a framework based on the deep convolutional neural network (DCNN) for model-free prediction of the occurrence of extreme events both in time (“when”) and in space (“where”) in nonlinear physical systems of spatial dimension two. The measurements or data are a set of two-dimensional snapshots or images. For a desired time horizon of prediction, a proper labeling scheme can be designated to enable successful training of the DCNN and subsequent prediction of extreme events in time. Given that an extreme event has been predicted to occur within the time horizon, a space-based labeling scheme can be applied to predict, within certain resolution, the location at which the event will occur. We use synthetic data from the two-dimensional complex Ginzburg-Landau equation and empirical wind speed data from the North Atlantic Ocean to demonstrate and validate our machine-learning-based prediction framework. The trade-offs among the prediction horizon, spatial resolution, and accuracy are illustrated, and the detrimental effect of spatially biased occurrence of extreme events on prediction accuracy is discussed. The deep learning framework is viable for predicting extreme events in the real world.
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I. INTRODUCTION

One of the outstanding and most challenging problems in nonlinear dynamics and complex systems is predicting extreme events in spatiotemporal chaotic systems. Extreme events, also known as rare and intense events, occur in a variety of physical systems [1]. Familiar examples include earthquakes, intense tropical cyclones, tornadoes, and rogue ocean waves. For example, rough waves in the ocean can arise from long-range acoustic wave propagation through the ocean’s sound channel [2]. In optics (e.g., optical fiber systems), extreme events can manifest themselves as waves with an abnormally large amplitude—rogue waves [3–5]. Extreme events can also occur in engineering systems, e.g., complex networked or online systems, examples of which range from sudden bursts of packet flows on the internet, jamming in computer or transportation networks, denial-of-service cyberattacks, and blackouts due to load imbalances in the electrical power grid. There have been efforts in statistical characterization of extreme events and in understanding their dynamical origin [1,6–17]. For example, the statistical distribution [6] and the recurrent or long-term correlation property [8,10] of extreme events were studied. There were also efforts in predictability [18–21] and model-based control [22–24] of extreme events. Catastrophic events in the past two decades include the crash of China Airlines Flight 611 due to metal fatigue in 2002, the Fukushima Daiichi nuclear plant meltdown due to a tsunami wave triggering boiling water reactors shutdown in 2011, and Hurricane Harvey in the Gulf of Mexico in 2017 that took away the lives of more than 100 people and caused $125 000 000 000 in damage [25]. Due to global-warming-induced climate change [26], extreme events are likely to occur at an increasingly high frequency with severe social, environmental, and economic damages [27–31]. While there have been recent efforts in model-based prediction of extreme events [32,33], in realistic situations, an accurate model underlying the dynamical process leading to an extreme event often is not available. It is imperative to develop model-free prediction methods based solely on data. This problem, despite its paramount importance, has remained outstanding.

In this paper, we develop a deep machine learning framework to predict extreme events without requiring any model of the underlying system. Recent years have witnessed tremendous development in machine learning, especially various deep learning methods [34–37] based on artificial neural networks, with applications in a wide variety of areas. For example, deep learning has been used to recognize speech

Published by the American Physical Society under the terms of the Creative Commons Attribution 4.0 International license. Further distribution of this work must maintain attribution to the author(s) and the published article’s title, journal citation, and DOI.
model was proposed [46] to predict extreme events in the next time interval. The initially predefined time interval provides reasonable accuracy, effectively solving the “when” problem. After successful completion of training, the DCNN possesses predictive power in that when a new image is presented to it, the DCNN can output the correct label with a large number of randomly mixed labeled images. After training a DCNN for training and prediction.

We consider the setting of a two-dimensional (2D) closed domain in which extreme events occur. This setting is quite ubiquitous for studying extreme events in the natural world, such as earthquakes that occur in a finite geophysical area or extreme wind speed in an oceanic region. Physically, the extreme events represent exceptionally high amplitude or intensity of some “field” such as the seismological wave or the velocity field of the wind across a specific spatial region. For simplicity, we consider a square 2D domain in which extreme events occur randomly in both space and time. If we color-code the amplitude or intensity of the field, its distribution at any instant of time is effectively an image—a snapshot. An extreme event at some instant of time will manifest itself as a bright spot somewhere in the image. As the system evolves in time, a large number of snapshots of the field distribution in the spatial domain can be taken. Some of these snapshots or images may contain an extreme event, while many others may not. Properly labeled images serve naturally as inputs to a DCNN for training and prediction.

We exploit the DCNN to predict extreme events, focusing on the critical questions of “when” and “where,” i.e., when and where in the region of interest do extreme events occur? To address the “when” question, we distinguish or label the instantaneous state distribution of the system (the images) into two classes: one in an appropriate time interval preceding the occurrence of an extreme event (e.g., labeled as “1”) and another with no extreme event in the next time interval of the same length (labeled as “0”). We then train a DCNN with a large number of randomly mixed labeled images. After successful completion of training, the DCNN possesses predictive power in that when a new image is presented to it, the deep networked system can output the correct label with reasonable accuracy, effectively solving the “when” problem by predicting whether an extreme event is going to occur in the next time interval. The predefined time interval is thus the time horizon of prediction. Given that an extreme event has been predicted to occur within the horizon, we can address the “where” question by focusing on the images that carry a “1” label. In particular, we divide the spatial domain into a grid of cells of equal area. For example, for a $4 \times 4$ grid, each cell carries a label, e.g., from 0 to 15. If the extreme event occurs in one of the cells, e.g., cell 12, then this image carries the label “12,” and so on. This way, the available images are partitioned into 16 classes, and the DCNN can be trained with a large number of such labeled images to gain the power to predict in which spatial cell an extreme event would occur, effectively solving the “where” problem. The size of each cell determines the spatial resolution of prediction. There are trade-offs among the three key indicators: the time horizon, the spatial resolution, and the prediction accuracy. In general, increasing the prediction horizon or the spatial resolution or both will reduce the accuracy.

Taken together, our DCNN-based prediction paradigm consists of two steps. Firstly, we predict whether an extreme event would occur in a given time interval in the future (the “when” problem). Secondly, given that an extreme event is going to occur within the time horizon, we predict the location of the event with certain spatial resolution (the “where” problem). For illustration, we use synthetic data from a model and empirical data from a real atmospheric system: the 2D complex Ginzburg-Landau equation (CGLE) and the wind speed distribution in the North Atlantic Ocean. In each case, we quantify the prediction results, demonstrate that reasonably high prediction accuracy can be achieved, and discuss the trade-offs among the time horizon, spatial resolution, and prediction accuracy.

II. RESULTS

We choose two classic and widely used DCNNs to predict extreme events in spatiotemporal dynamical systems: LeNet-5 [47] and ResNet-50 [37]. LeNet-5 was first articulated for classification of handwritten characters in 1998, and it has inspired the development of state-of-the-art DCNNs for tasks such as image recognition [38], image segmentation [48], and object detection [49]. The DCNN ResNet-50, a much “deeper” neural network in that it has substantially more hidden layers than LeNet-5, was developed in 2016, where a residual learning framework was introduced to expedite training [ResNet was the winner of the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 2015 classification task]. We shall demonstrate that both LeNet-5 and ResNet-50 have the power to predict extreme events.

A. Predicting extreme events based on synthetic data from a paradigmatic model of nonlinear physical systems

To test and demonstrate the power of DCNNs to predict extreme events in a controlled setting, we exploit a general mathematical model of diverse physical systems to generate synthetic data sets. In particular, we consider a finite 2D domain in which a set of physical variables evolve according to nonlinear dynamical rules and extreme events occur infrequently at different locations from time to time. From a dynamical systems point of view, extreme events are the consequence of the nonlinear interactions among different
components of the system and are typically due to constructive interference among these components. For example, in a wave system, the wave amplitude at a spatial location at any time is the result of the superposition of many wave packets at different spatial locations from some earlier time. If the phases of most wave packets become coherent at a certain time instant, a large-amplitude event can arise at this moment. Phase coherence, however, is rare, and so are extreme wave events. Mathematically, it is convenient to describe the system by nonlinear PDEs in spatial dimension two. Because of nonlinearity, sensitive dependence on initial conditions, parameter fluctuations, or external perturbations can arise. As a result, extreme events can occur throughout the domain at random times and locations. The general setting describes real-world phenomena such as material failures for which two-dimensional images can be obtained or earthquakes in a geographical region.

To be concrete, we study a closed PDE system of spatial dimension two as described by the CGLE (Appendix A), which is a paradigmatic model for gaining insights into a variety of physical phenomena such as nonlinear waves in optical fibers, chemical reactions, superconductivity, superfluidity, Bose-Einstein condensation, and liquid crystals [50–52]. Figures 1(a) and 1(b) show two representative snapshots of the amplitude distribution of the complex field $u(x, y)$ at two instants of time, one without and another with an extreme event as indicated by the localized, high-amplitude peak, respectively, where the former occurs ten time steps before the latter. A close examination of the 2D state in Fig. 1(a) gives no indication that an extreme event is going to occur in the near future, let alone its spatial location.

To enable a DCNN to predict extreme events in both time and space, an essential step is to articulate proper labeling schemes for the 2D states. Figure 1(c) illustrates a labeling scheme for predicting when an extreme event will occur, where all prior 2D states within $p$ time steps of the occurrence of an extreme event (including the 2D state containing the event) are labeled as “1,” and all other states are labeled as “0.” The time horizon of prediction is $p\Delta t$. In general, there is a trade-off between the prediction horizon and accuracy, and the trade-off between spatial resolution and prediction accuracy as well. (f) Temporal correlation function $C_{st}(\tau)$ of the 2D CGLE system, where the black dots and the blue curve are the actual correlation function and the exponential fitting, respectively. The time constant $\tau_c$ is about 10.33. [See Appendix A for the definition of $C_{st}(\tau)$ and the simulation setting.]
but the 2D states labeled as “1” are highly correlated with the state containing the extreme event, making it possible to achieve a high prediction accuracy. However, for \( p > \tau_c \), the prediction horizon is long, but the accuracy will be sacrificed. Empirically, a proper choice of \( p \) is \( p \approx \tau_c \). In Fig. 1(c), we have \( p = 10 \).

Given that an extreme event has been predicted to occur within \( p \) time steps, we can predict its location by dividing the entire 2D domain into a uniform grid with a distinct label for each cell. For example, in Fig. 1(d), where the 2D state is the same as that in Fig. 1(a), the spatial domain is divided into a \( 2 \times 2 \) grid with four cells labeled as “0,” “1,” “2,” and “3,” respectively, where a specific label indicates the cell in which the extreme event will occur. Alternatively, a higher spatial resolution can be used, as shown in Fig. 1(e), where the domain is divided into a \( 5 \times 5 \) grid. As we will demonstrate, there is a trade-off between spatial resolution and prediction accuracy: A higher resolution generally reduces the accuracy.

We now address the “when” question, i.e., to predict the possible occurrence of an extreme event within a reasonable time interval in the future. Because of our labeling scheme to associate an extreme event with \( p \) snapshots of 2D states prior to or at its occurrence, the prediction horizon is \( p \) time steps, i.e., \( p \Delta t \), where \( \Delta t \) is the sampling time interval. Ideally, after training is completed, the DCNN should be able to give a label, either “0” or “1,” to any snapshot of the system state in space during its course of evolution. At a given time with a specific snapshot as input, if the DCNN outputs label “1,” an extreme event is predicted to occur within the next \( p \) time steps, with uncertainty determined by the prediction accuracy. If the output label is deemed to be “0,” there will be no extreme event within the prediction horizon counted from the present time.

To quantify the performance of the DCNN for predicting when an extreme event would occur, we use the receiver operating characteristic (ROC). A ROC curve is generated with the true-positive rate (TPR) and the false-positive rate (FPR) on the \( y \) and \( x \) axis, respectively. The best possible performance corresponds to the top left corner (TPR = 1 and FPR = 0), so the area under the ROC curve (AUC) is 1: The maximal possible value. In general, large AUC values indicate a better performance. (A detailed description of how the ROC curve is calculated can be found in Appendix B.)

Figure 2 presents a representative example for predicting extreme events in the CGLE, where one training data set has 100 007 two-dimensional states, out of which 50 006 and 50 001 two-dimensional states are labeled as “1” and “0,” respectively. A larger data set is also tested, which contains 224 010 two-dimensional states with 15 800 and 208 210 states labeled as “1” and “0,” respectively. (A detailed description of how the training data sets are generated can be found in Appendix A.) Figures 2(a) and 2(c) show the loss values and the AUC for training and testing with LeNet-5 and ResNet-50, respectively. Both DCNNs are trained using the deep learning framework PyTorch [53, 54], with binary cross-entropy loss function and a stochastic gradient descent optimizer. The relevant parameters are as follows: Batch size 128, learning rate \( 10^{-3} \), momentum factor 0.9, and L2 penalty \( 5 \times 10^{-4} \) (see description in the Supplemental Material [55]).

From Fig. 2(a), we see that for LeNet-5 the training loss starts to decrease steadily at about the 20th training epoch, after which the training loss keeps decreasing as the number of training epochs is increased, but the testing loss decreases initially and then starts to increase slowly. For the test data set, the best AUC value (about 0.857, marked as a black hexagram) is achieved at about the 26th epoch. Figure 2(b) shows the corresponding ROC curve for LeNet-5. While the ROC curve involves a series of systematically varying threshold values for distinguishing the two output labels, a natural choice is 0.5; that is, an output value larger or smaller than 0.5 represents a prediction of class 1 or 0, respectively. For this choice of the threshold, the numbers of true-positive, false-positive, false-negative, and true-negative cases are \( N_{TP} = 11 501 \), \( N_{FP} = 37 141 \), \( N_{FN} = 4299 \), and \( N_{TN} = 171 069 \), respectively, so the values of TPR = \( N_{TP} / (N_{TP} + N_{FP}) \) and FPR = \( N_{FP} / (N_{FP} + N_{TN}) \) are 72.79% and 17.84%, respectively.

For LeNet-5, the overall prediction accuracy is approximately 81.5%. The corresponding results for ResNet-50 are shown in Figs. 2(c) and 2(d). We see that only six training epochs are necessary to achieve the best performance with AUC \( \approx 94.4\% \) (the prediction accuracy), after which the training loss decreases gradually as the number of training epochs is increased. However, there are fluctuations associated with the testing loss. The ROC curve corresponding to the best AUC value is shown in Fig. 2(d). For the threshold value 0.5, the numbers of true-positive, false-positive, false-negative, and true-negative cases are 12 930, 19 742, 2870, and 188 468, respectively, giving the values of TPR and FPR as 81.84% and 9.48%, respectively.
Having used DCNN to predict that an extreme event will occur in the next $p$ time steps, it is necessary to predict where it will occur in the spatial domain of interest. Here, we demonstrate that this “where” issue can be addressed using DCNNs as well. Specifically, we use an independent DCNN and carry out the training beforehand, as follows. We gather all the state snapshots carrying the label “1” from the original data set. Take the case in Fig. 2 as an example. The original data set contains 50,006 such 2D states. If we divide the space into four identical subcells with the labels “0,” “1,” “2,” and “3,” the respective numbers of snapshots are 12,628, 12,870, 12,320, and 12,188. Note that these numbers are approximately the same, indicating that the data set is unbiased in the space in the sense that the probability for an extreme event to occur is roughly uniform across the entire domain. The whole data set is divided into a training data set of 33,968 and a testing data set of 16,038 snapshots. In the testing set, there are 4,543, 3,971, 3,850, and 3,674 two-dimensional states that are labeled as class 0, 1, 2, and 3, respectively. Figures 3(a) and 3(c) show the loss and accuracy values during the training of DCNN LeNet-5 and ResNet-50, respectively, where the accuracy is calculated based on the whole testing data set, i.e., with respect to all four classes. Same as for the case of predicting when an extreme event will occur, both DCNNs are trained using the deep learning framework PYTORCH [53,54] with the same training parameter values as those in Fig. 2. At the beginning of the training phase, the values of testing loss and accuracy change quite rapidly. However, after several training epochs, both types of DCNNs have attained stable testing loss and accuracy. For LeNet-5 and ResNet-50, optimal training epochs, both types of DCNNs have attained stable testing loss accuracy change quite rapidly. However, after several training epochs, both types of DCNNs have attained stable testing loss and accuracy. For LeNet-5 and ResNet-50, optimal training epochs, both types of DCNNs have attained stable testing loss and accuracy.

| Epoch | Training Loss | Testing Loss | Top-1 Accuracy | Top-4 Accuracy |
|-------|---------------|--------------|---------------|---------------|
| 0     | 1.5           | 1            | 0.8           | 0.8           |
| 1     | 0.5           | 0.8         | 0.9           | 0.9           |
| 2     | 0.3           | 0.8         | 0.9           | 0.9           |
| 3     | 0.2           | 0.8         | 0.9           | 0.9           |
| 4     | 0.1           | 0.8         | 0.9           | 0.9           |

ResNet-50 are approximately 61.49 and 84.34%, respectively, indicating that ResNet-50 is more effective at predicting the location of occurrence of the extreme event. The mean top-four accuracy achieved with ResNet-50 is remarkably high: 98.37%. (The corresponding confusion matrix is presented in the Supplemental Material [55].)

To demonstrate the robustness of DCNN-based prediction of extreme events, we study the performance characteristics for different values of the amplitude threshold $|u|$ for defining an extreme event. Figure 4(a) shows, for the same data set as in Figs. 2 and 3, results for predicting when an extreme event will occur for $|u| = 6$. Because of the higher amplitude threshold value, the number of states labeled as “1” is smaller: In this case there are 6,780 and 217,230 two-dimensional states labeled as “1” and “0” in the data set, respectively. What is
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**FIG. 3.** Predicting the occurrence of an extreme event with DCNN: the issue of “where.” Given that an extreme event has been predicted to occur within $p$ time steps in the future, a labeling scheme based on a uniform spatial grid can be used to train the DCNNs. (a) For LeNet-5, training loss (blue circles), testing loss (black squares), and accuracy (brown diamonds) vs the length of the training phase, where the black hexagram marker represents the training epoch at which the best accuracy is achieved. (b) The confusion matrix associated with the black hexagram in (a). (c) and (d) Results corresponding to those in (a) and (b), respectively, but for ResNet-50. In (a)–(d), the spatial domain is divided into a 2 $\times$ 2 grid. (e) For both LeNet-5 and ResNet-50 with a 5 $\times$ 5 division of the domain, the top-one (one cell) and top-four (four cells with the highest accuracy values combined) accuracy for each class for predicting where the extreme will occur in the domain. For ResNet-50, the top-four accuracy is better than 95%. The amplitude threshold for defining an extreme event is $|u| = 5$. The average values of the top-one accuracy for LeNet-5 and ResNet-50 are approximately 61.49 and 84.34%, respectively.
FIG. 4. Performance robustness of DCNN-based prediction of extreme events in terms of occurrence time and spatial location in CGLE. (a)–(c) ROC curves and confusion matrices for the same data set as in Figs. 2 and 3 but with the threshold $|\bar{u}|$ in the amplitude for defining an extreme event increased from 5 to 6, for $p = 10$. (d)–(f) ROC curves and confusion matrices for $|\bar{u}| = 5$ and $p = 20$. In (a) and (d), the best ROC curves for LeNet-5 and ResNet-50 are presented, respectively. Panel pair (b) and (e) and panel pair (c) and (f) show the corresponding confusion matrices for LeNet-5 and ResNet-50, respectively.

Displayed in Fig. 4(a) is the best ROC curves for LeNet-5 and ResNet-50, where the corresponding AUC values are approximately 0.91 and 0.94, respectively. Comparing Fig. 4(a) with Figs. 2(b) and 2(d), we see that a small increase in the amplitude threshold value improves the performance of LeNet-5 but that of ResNet-50 is largely unaffected. The fact that the AUC values are above 0.9 indicates robust predictability of both types of DCNNs for extreme events. Figure 4(b) shows the corresponding confusion matrix for LeNet-5 for predicting where the extreme event, which has been predicted to occur within the time horizon [as characterized by Fig. 4(a)], will occur, where the spatial domain is divided into a $2 \times 2$ grid with four spatial labels (classes) to be predicted. The prediction accuracies for the extreme event to occur in the four subdomains (classes 0–3) are approximately 80.25, 85.28, 85.16, and 80.16%, respectively. The corresponding results for ResNet-50 are shown in Fig. 4(c), where the prediction accuracies for classes 0–3 are approximately 89.92, 91.09, 91.80, and 89.93%, respectively. Comparing the results in Figs. 4(b) and 4(c) with those in Figs. 3(b) and 3(d), we observe a similar level of prediction accuracy, indicating that changing the amplitude threshold for extreme events has little effect on predictability.

Will modifying the labeling time duration parameter $p$ for extreme events have any effect on the predictability? To address this question, we double the value of $p$ in Figs. 2 and 3 from 10 to 20, so the prediction time horizon is now twice as long. In this case, there are 28,524 and 195,486 state images labeled as “1” and “0,” respectively, where the number of states labeled as “1” is larger due to the larger value of $p$. Figure 4(d) shows the best ROC curves obtained from LeNet-5 and ResNet-50, where the respective AUC values are approximately 0.72 and 0.82. Comparing with the corresponding results in Figs. 2(b) and 2(d), we see that a larger $p$ value tends to degrade the predictability of both types of DCNNs. This is intuitively expected: The time horizon of prediction can be increased but at the price of sacrificing accuracy. However, despite the decrease in accuracy, the AUC values for both cases are still much larger than 0.5. Accuracy deterioration not only occurs in the time horizon of prediction, but also is reflected in the accuracy of prediction of the occurrence of the event in space. Figure 4(e) shows, for LeNet-5, the confusion matrix for predicting where the extreme event will occur in one of the four subdomains, where the prediction accuracies for the four classes are approximately 53.8, 73.4, 72.9, and 55.7%, respectively, which are lower than the corresponding values in Fig. 3(b). The results for ResNet-50 are shown Fig. 4(f), where the prediction accuracies of the four classes are approximately 76.3, 73.4, 72.9, and 75.5%, respectively, which are somewhat lower than the corresponding accuracy values in Fig. 3(d). Overall, even with a doubly stretched prediction time horizon, both types of DCNNs are still capable of predicting when and where an extreme event will occur with reasonable accuracy, with the larger and deeper ResNet-50 being superior to LeNet-5 in terms of performance. (Detailed results (e.g., loss curves, ROC curves, AUC values, and confusion matrices) with a finer spatial grid ($5 \times 5$ with 25 subdomains or classes) are presented in the Supplemental Material [55].)
To assess the performance of DCNNs, we evaluated the accuracy of predicting when and where an extreme event would occur. In particular, Fig. 5(a) shows that, ten time steps prior to the occurrence of the extreme event, the prediction accuracy is about 60%, which is already above the 50% random level. Moving closer to the event, the prediction accuracy tends to increase toward 100%. For example, at seven time steps before the extreme event, the accuracy exceeds 80% for both $|i| = 5$ and $|i| = 6$ cases. Figure 5(b) shows the accuracy of predicting where an extreme event will occur at each time step within the prediction horizon. For the two cases of partitioning the domain into four subdomains, the prediction accuracy is at or above the 80% level at each time step. For the two cases of 25 subregions, the overall prediction accuracy is reduced slightly, but it is still at or above the 70% level for each time step. Figure 5 thus demonstrates that DCNNs are capable of predicting when and where an extreme event will occur within the prediction horizon.

To test the stability of our DCNN prediction method, we used the 2D CGLE system and produce ten random realizations of the training and test using the same settings as in Figs. 2(c) and 3(c). Figures 6(a) and 6(b) show the ensemble average of training loss, testing loss, the AUC value, and accuracy, respectively. The prediction accuracy for the settings of Figs. 2(c) and 3(c), maximum wind speed is shown in Fig. S1 in the Supplemental Material. Figure 7(c) depicts a labeling scheme for predicting when an extreme wind event will occur at each time step within the prediction horizon. The shadowed region about each line is within the standard deviation. Figure 7(c) depicts a labeling scheme for predicting when an extreme wind event will occur at each time step within the prediction horizon. The shadowed region about each line is within the standard deviation. In general, setting a longer horizon leads to reduced prediction accuracy. [The label shown in Fig. 7(b) is only related to the domain of interest is divided into two subdomains]

**B. Predicting the occurrence of extreme wind speed in the North Atlantic Ocean based on real-world data**

We test the power of DCNNs to predict extreme events in the real world. Our concrete example is to predict the extreme wind speed in the North Atlantic Ocean from real data sets (described in Appendix C). Figure 7(a) shows four typical wind speed images, where an extreme event of wind speed greater than 30 m/s occurs towards the northern part in the rightmost image as indicated and the three images from left to right represent the data 3 days, 2 days, and 1 day before the occurrence of the extreme event, respectively. The occurrence time of the four data images is indicated in Fig. 7(b). Three possible labeling schemes for a DCNN to predict when an extreme event will occur are specified in Fig. 7(b) by the red, blue, and yellow brackets, in which the data 1, 2, and 3 days prior to the occurrence of the extreme event are labeled as “1,” corresponding to a prediction horizon of 1, 2, and 3 days, respectively. For convenience, we refer to the three corresponding labeling schemes as 3DLS, 2DLS, and 1DLS. In general, setting a longer horizon leads to reduced prediction accuracy. [The label shown in Fig. 7(b) is only related to the domain of interest is divided into two subdomains]
with distinctive labels, leading to four classes to be trained and predicted.

Employing the labeling scheme in Fig. 7(b), we present results with ResNet-50 for its ability to predict when an extreme event will occur (our results with the CGLE indicate that ResNet-50 generally has better performance than LeNet-5), as shown in Fig. 8. We use the first 30 and the last 10 yr of wind speed data as the training and testing data sets, respectively, and the total numbers of images in the training and testing data sets are 43,830 and 14,610 for the restructured data, and 87,660 and 29,220 for the forecast data (Appendix C). Figures 8(a) and 8(c) show that the training and testing losses decrease simultaneously in the first 25 and 11 epochs before overfitting occurs. For the forecast data set with 2DLS, the best performance is achieved for epoch \( \Delta t = 11 \). However, for the restructured data set with 2DLS, the optimal time occurs at epoch \( \Delta t = 25 \). The best AUC values for the restructured and forecast data sets are approximately 0.83 and 0.84, respectively. Since the only difference between the two kinds of data sets is the sampling time, the similar AUC values obtained means that the time resolution of the data set has little effect on the prediction accuracy. Figure 8(b) shows, for the restructured data set, the ROC curves from the three labeling schemes, where the AUC values for 1DLS, 2DLS, and 3DLS are approximately 0.869, 0.831, and 0.816, respectively. As expected, as the prediction horizon expands, the accuracy decreases. However, remarkably, even when the horizon becomes three times as long, the decrease in the
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**FIG. 7.** Image data of wind speed in the North Atlantic Ocean and labeling schemes for DCNN. (a) Four representative images of the wind speed in the North Atlantic Ocean and (b) a stack of wind speed images from December 15 to 20, 2003. In (a), the horizontal and vertical axes are the west longitude and north latitude, respectively, and the time instants that the four states occur are marked in (b). Three labeling schemes for using DCNNs to predict when an event of extreme wind speed will occur are specified in (b). (c) A labeling scheme for predicting where an extreme event will occur.

![Image](image_url)

**FIG. 8.** DCNN-based prediction of when an extreme wind speed will occur. (a) and (b) Losses, AUC value, and ROC curves for the data set restructured from the original data with time step \( \Delta t = 6 \) h. (c) and (d) The same quantities as those in (a) and (b) but for the forecast data set with time step \( \Delta t = 3 \) h. In (a) and (c), training and testing losses as well as changes in the AUC value are plotted with the increase in training epochs for 2DLS. (b) and (d) The ROC curves for the three distinct labeling schemes specified in Fig. 7(b). In all cases, the DCNN is ResNet-50, and the threshold value of the wind speed for defining an extreme event is set as 30 m/s.
accuracy is quite insignificant. Similar results have been obtained with the forecast data set, where the AUC values for 1DLS, 2DLS, and 3DLS are approximately 0.884, 0.839, and 0.820, respectively, as shown in Fig. 8(d). The AUC values are summarized in Table I. These results indicate the strong ability and reliability of the DCNN for predicting when an extreme wind speed will occur even 3 days in advance.

With the labeling scheme in Fig. 7(c), we can predict the location of the occurrence of an extreme wind speed after it has been predicted to occur within the prediction horizon. Representative results are shown in Fig. 9. As shown in Fig. 7, an image contains an extreme event if the 10-m wind speed exceeds 30 m/s. For two or more successive occurrences of extreme wind speed, we pick out the images corresponding to each event. This can cause duplication of some images in the training and testing data sets. The whole restructured and forecast data sets have 15,579 and 57,664 images, respectively, where the large difference is due to the occurrences of many consecutive extreme events. The restructured data set has 1458, 13,482, 594, and 45 wind speed images for classes 0, 1, 2, and 3, respectively, while the forecast data set has 4114, 53,346, 170, and 34 images for classes 0, 1, 2, and 3, respectively. The wind speed data sets are inevitably biased because there is an unbalanced distribution of extreme events in the North Atlantic Ocean. For both the restructured and forecast data sets, we use the first 3/4 as the training data set and the remaining 1/4 as the testing set. Figure 9(a) presents results of losses and accuracy for the restructured data set, while the confusion matrix corresponding to the best accuracy is shown in Fig. 9(b). We see that the DCNN predictions are quite successful for classes 0 and 2, although most of the predicted events are for class 1. The overall accuracy is about 82.7%. Figures 9(c) and 9(d) show the corresponding results but for the forecast data set, where the overall accuracy is approximately 92.8%. The marked increase in the accuracy is due to the fact that more extreme events in the forecast data set belong to class 1 than those in the restructured data set. The DCNN also predicts 15 and 1 correct images for classes 0 and 2, respectively. Taken together, our tests indicate that the DCNN can be quite effective at predicting not only when extreme wind speed will occur within a predefined time interval but also where it will occur with reasonable accuracies. (In the Supplemental Material [55], we present the confusion matrices for a labeling scheme based on a 5 × 5 spatial grid with 25 classes, the “where” results for restructured and forecast data sets with no data overlap in the training and testing data, and the results of predicting “when” and “where” with the critical wind speed for defining an extreme event reduced to 26 m/s.)

To evaluate the performance of the DCNN within the horizon of predicting when an extreme wind speed event would occur, we calculate the accuracy at each time step within the prediction horizon for both the restructured and forecast data sets, as shown in Figs. 10(a) and 10(b), respectively. It can be seen that the 1DLS labeling scheme has the best predictability for the state close to the extreme wind event, but the prediction accuracy decays quickly with the number of time steps prior to the extreme event. In contrast, the labeling scheme 3DLS has the slowest decay in the prediction accuracy, because training the DCNN with more states can prolong the prediction horizon (in this case, to 3 days before the extreme event).

### Table I. AUC values for different data sets and labeling schemes.

|                | 1DLS  | 2DLS  | 3DLS  |
|----------------|-------|-------|-------|
| Restructured data set | 0.869 | 0.831 | 0.816 |
| Forecast data set    | 0.884 | 0.839 | 0.820 |

FIG. 9. Results of DCNN-based prediction of where an extreme wind speed will occur. (a) Losses (blue and black) and accuracy (brown) vs the epoch number for the restructured data set, and (b) the confusion matrix corresponding to the best accuracy. (c) and (d) Results similar to those in (a) and (b) but for the forecast data set. In all cases, the DCNN is ResNet-50, the labeling scheme is 2DLS, and the threshold in the wind speed for defining an extreme event is 30 m/s.

FIG. 10. Accuracy of predicting when an extreme wind speed will occur at a series of time steps preceding the occurrence. In both panels, the abscissa denotes the time relative to the extreme event that occurs at time zero. For example, “−3” means 3 days prior to the event. (a) For the restructured data set, the prediction accuracy at each time step for 1DLS, 2DLS, and 3DLS (represented by the blue, brown, and yellow curves, respectively). (b) The same legends as in (a) but for the forecast data set. The curves are generated with the threshold FPR = 0.15 on the ROC curve. The wind speed threshold for extreme wind events is 30 m/s, and the DCNNs are of the ResNet-50 type. The parameters for the results in (a) and (b) are the same as those in Figs. 8(b) and 8(d), respectively.
However, the inclusion of more wind speed states decreases the importance of features of the states that are close to the extreme event, resulting in a low prediction accuracy for both the reconstructed and forecast data sets. Nevertheless, the prediction accuracy is still larger than the chance level 0.5. Figure 10 also reveals that the prediction accuracy is not 1 at time $T = 0$, demonstrating that the DCNN does not simply rely on a threshold to predict the extreme wind speed event. Overall, the results in Fig. 10 indicate that the DCNN is capable of predicting when an extreme wind speed event will occur 3 days in advance reasonably accurately.

III. DISCUSSION

We have formulated the challenging problem of model-free prediction of extreme events in physical situations where a nonlinear dynamical process occurs in a two-dimensional spatial domain as an image recognition or classification problem in machine learning. While the spatiotemporal evolution of the physical field in such a domain is governed by 2D nonlinear PDEs, our framework requires no model and is completely data based. We have exploited DCNNs and demonstrated, using synthetic data from the CGLE and real empirical data of wind speed in the North Atlantic Ocean, that when and where in the spatial domain extreme events would occur can be predicted with reasonable accuracies. Especially, we break the problem of spatiotemporal prediction into two parts: When and where an extreme event will occur. To address the issue of “when,” we set a desired prediction horizon in time, based on which spatiotemporal data in the form of consecutive snapshots (images) can be properly labeled. A DCNN successfully trained with a large number of labeled snapshots is then capable of predicting the occurrence of the extreme event within the predefined time horizon. Intuitively, there is a trade-off between the prediction horizon and accuracy: A longer horizon will inevitably reduce the accuracy, which has been demonstrated. The “where” problem can be solved after it has been predicted that an extreme event will occur within the prediction horizon, again through a proper labeling scheme based on a uniform division of the spatial domain. Another trade-off arises: The prediction accuracy will decrease with an increase in the resolution of the spatial domain leading to more classes of images to be predicted. We have tested two types of DCNN, LeNet-5 and ResNet-50, and found that the latter, a deeper neural networked system, performs relatively better.

We have studied two types of DCNN in this paper, LeNet-5 and ResNet-50, with the general problem setting of predicting to which class a state image belongs. This method can also be adopted to addressing image segmentation problems, where it is necessary to change the class in our labeling scheme to a representation mask. For example, class 0 in predicting where an extreme event will occur by partitioning the spatial domain of interest into four subdomains can be represented as a mask as $\begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}$. DCNNs have been used widely in image segmentation, e.g., fully convolutional networks [56] and U-Net [57]. How to exploit the DCNNs for image segmentation to predict when and where extreme events occur is an interesting topic of research.

For predicting extreme events in the CGLE, the accuracy achieved is quite remarkable and is generally markedly higher than predicting the extreme wind speed from empirical data, especially when predicting the location of its occurrence. The main culprit for the reduced accuracy with the real data lies in the inhomogeneous or biased occurrence of the extreme event in space, i.e., the probability of its occurrence is not uniform in the domain, in contrast to systems described by the CGLE where extreme events occur approximately uniformly in space. How to develop a machine learning framework to predict extreme events in a 2D spatial domain with biased data is an issue that must be addressed in real applications, calling for further efforts in this field.

When applying the DCNN-based prediction scheme to the wind speed data sets, in addition to the spatially inhomogeneous or biased occurrences of extreme wind speed events, the lack of sufficient extreme wind speed events is also a problem, as both can lead to the fast overfitting of the DCNNs. With more available data, together with fine-tuning of the hyperparameters, the overfitting problem can be mitigated or even eliminated to enhance prediction performance.

The DCNN framework developed in this paper is anticipated to be applicable to real-world systems, for two reasons. First, DCNNs have enjoyed dramatic, unprecedented successes in many fields of science and engineering for complex tasks ranging from image recognition and classification to facial recognition to El Niño–South Oscillation prediction. The basic idea underlying our prediction framework is that extreme events in 2D spatial domains can naturally be represented as “hot spots” in images, rendering the DCNN approach applicable. Second, DCNNs themselves are complex, high-dimensional nonlinear systems. Intuitively, insofar as properly DCNNs are able to overpower the target spatiotemporal dynamical systems in complexity, in principle the former will have predictive power over the latter. In spite of the remarkable successes of DCNNs in solving all kinds of previously unsolvable problems, an open challenge is to understand its inner workings, giving birth to the field of “explainable machine learning.” At the present, the underlying mechanisms of DCNNs have not been understood, but this lack of understanding has not hindered the exploitation of DCNNs for solving sophisticated problems. In fact, designing suitable DCNNs to solve challenging problems, while postponing the formidable issue of gaining some basic understanding, has been a widely accepted practice in the scientific community. In addition to the type of spatiotemporal chaotic systems treated in this paper, there are other types of complex and chaotic systems exhibiting extreme events. Insofar as the available data from these systems can be organized as 2D images, our DCNN approach should generally be applicable. In particular, for any specific nonlinear system, the DCNNs need to be trained to learn the intrinsic rules governing the dynamical evolution of the images to make predictions.

It can happen that two extreme events occur within the same prediction horizon. We find that, when choosing the horizon to be ten time steps, such cases are rare (e.g., less than 4% in the 2D CGLE system). If such a situation does arise, it will cause a small reduction in the prediction accuracy, due to the necessity to assign labels to images prior to the occurrence of the extreme events. In particular, to predict when an
extreme event would occur, we label the images within the prediction horizon of an extreme event as “1.” If two extreme events occur during the same horizon, the images between these two extreme events are still labeled as “1.” However, to predict the spatial location of the extreme event (the “where” problem), the situation is slightly more complicated. Suppose that two extreme events occurring within the same horizon belong to the same subdomain \( \chi \). In this case, we duplicate the overlapping images between the two extreme events and directly label them and their replica as \( \chi \). If two extreme events occurring in the same horizon belong to two different subdomains \( \chi_1 \) and \( \chi_2 \), we duplicate the overlapping images between these two extreme events and label them and their replica as \( \chi_1 \) and \( \chi_2 \). Inevitably, this labeling scheme will lead to errors as we assign some identical images to two distinct classes. However, the fraction of the overlapping images in the total data set is negligibly small, leading to little reduction in the prediction accuracy.

In employing DCNNs to predict when and where extreme events occur in the CGLE with the demonstrated success, the temporal information about the dynamical evolution of the 2D state has in fact not been adequately exploited, as only static 2D images at a discrete set of time points are used for training and prediction. For an input image, the DCNN machine only gives a time interval, with the present time as the starting point, during which an extreme event occurs. How to develop a machine learning framework to take full advantage of the temporal information to achieve more reliable and accurate prediction is an outstanding problem.

Recently, there have been advances in exploiting reservoir computing machines, a class of recurrent neural networks articulated about two decades ago \([58,59]\), to predict the state evolution in spatiotemporal dynamical systems described by nonlinear PDEs \([60–70]\) for about a half dozen Lyapunov times. It thus seems possible to develop a framework based on reservoir computing to predict the precise time of occurrence of extreme events. We have conducted a pilot study of this idea with the CGLE, but the results obtained so far have not been promising. A plausible reason is that extreme events are relatively rare: Starting from a random initial condition, it usually requires the system to evolve for a time much longer than a half dozen Lyapunov times for an extreme event to occur. In fact, in spite of the deterministic nature of the CGLE system, the extreme events appear to occur randomly in both space and time. Since reservoir computing only involves one hidden layer and is designed to train a neural network to predict the state evolution of the target system, it may not be effective to deal with extreme events that are “quasistochastic.” In contrast, DCNNs, because of their sophisticated structure and vast complexity, are capable of predicting extreme events.

Another relevant issue concerns the time scale of the target system and the determination of the prediction horizon. The parameter region in which the 2D CGLE system exhibits extreme events can have chaos in both space and time. The mean temporal period is an important characteristic time scale of the system. However, our DCNN-based prediction framework should be applicable even to systems without a clearly defined time scale, because DCNNs are specially designed to recognize random spatial patterns. If the generation of an extreme event leads to the buildup of some distinct spatial pattern, then the DCNN can be effective, regardless of whether the underlying dynamical system has a mean temporal period. The determination of the prediction horizon is also crucial. For systems with a natural cycle, it can be chosen as the prediction horizon. If a system does not have such a natural cycle, then the average correlation time or another physically meaningful time can be used. For example, for the North Atlantic wind speed data set, the relevant time is 1 day or a few days. It is indeed desired to develop a more rigorous and theoretically justified criterion to determine the prediction horizon.
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**APPENDIX A: TWO-DIMENSIONAL COMPLEX GINZBURG-LANDAU EQUATION**

Mathematically, the 2D CGLE is given by

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \epsilon u + (\gamma + i\alpha)|u|^2 u - (\mu + i\beta)\nabla^2 u, \\
\frac{\partial u}{\partial t} &= +i\alpha|u|^2 u - i\beta\nabla^2 u,
\end{align*}
\]  

(A1)  

(A2)

whose solutions diverge for \( \alpha \beta > 0 \). In particular, for \( \alpha \beta > 1 \), all solutions of the NLSE are unstable. In the parameter regime \((\gamma, \epsilon, \mu) \ll (\alpha, \beta)\), the regime in which the CGLE is close to the nonlinear Schrödinger equation, the system exhibits an intermittently bursting behavior in both space and time. From the solutions of the CGLE in the parameter regime near the NLSE limit, extreme or rare intense events in the form of spikes or bursts with “unusually” large amplitude can occur. The CGLE in this parameter regime thus represents a mathematical paradigm for studying extreme events in spatiotemporal dynamical systems.

In this paper, we set \( \epsilon = 1 \), \( \gamma = 1 \), \( \alpha = -30 \), and \( \beta = 30 \), so that the system generates extreme events that are random in both space and time. We solve the spatiotemporal evolution of the 2D state \( u(x, y, t) \) on a square region of side length \( l = 10\sigma \) in the \((x, y)\) plane with periodic boundary conditions using the pseudospectral and exponential-time differencing scheme \([71]\). Spatial discretization is accomplished by covering the domain with a uniform, \( 100 \times 100 \) grid. The integration time step is \( dt = 10^{-5} \). We perform sampling in the time domain on the numerical solution with \( \Delta t = 0.01 \) to obtain a manageable set of 2D state images. For the parameter setting, the average temporal and spatial periods are approximately 0.09 and 5.09, respectively, corresponding to about nine time steps and the size of 16 spatial cells in the resampled...
data set. Besides, the largest Lyapunov exponent of the system in this parameter setting is estimated to be $\lambda_{\text{max}} \approx 3.3$, so the Lyapunov time is $\Lambda_t = 1/(\lambda_{\text{max}}) \approx 0.3$. For the choice $\Delta t = 0.01$, the prediction horizon is $10 \Delta t = 0.1$, which is within one Lyapunov time, rendering predictable the extreme event.

We also calculate the temporal correlation function $C_{\text{tr}}(\tau)$ for the 2D CGLE system, which is defined as

$$C_{\text{tr}}(\tau) = \frac{\langle |u(x, y, t + \tau)\rangle \langle |u(x, y, t)|^2 \rangle \rangle_x}{\langle |u(x, y, t)|^4 \rangle_x},$$

where $^*$ denotes the complex conjugate and $\langle \rangle$ are averages over time and space, respectively. We use 10$^4$ sampling time steps to calculate the average over time. The result is shown in Fig. 1(f), where the decay time constant is about ten time steps.

In our study, it took about 9 h to train 100 epochs on ResNet-50 to predict when an extreme event would occur in the 2D CGLE on an Nvidia GeForce RTX 3080 laptop graphics processing unit (GPU). For the “where” problem, under the same setting, the time required for training was about 2 h.

**APPENDIX B: CALCULATION OF ROC CURVE**

The detection of extreme events can be viewed as a binary classification problem. Let $x$ be the maximum field intensity in space, e.g., $|u|_{\text{max}}$ in the 2D CGLE or the maximum wind speed in the North Atlantic Ocean. For actual extreme events, $x$ follows a probability distribution with the density function $f_1(x)$. When, at a specific time instant, there is no extreme event in the space, then $x$ follows another probability distribution with the density function $f_0(x)$. By definition, on the $x$ axis, the center of $f_1(x)$ must be on the right side of the center of $f_0(x)$. To classify whether a snapshot image possesses an extreme event, we set up a threshold value $X$, where if $x > X$ ($x < X$), then $x$ is regarded as belonging to $f_1(x)$ ($f_0(x)$). With respect to a specific threshold value $X$, the true-positive rate and false-positive rate are given by

$$\text{TPR}(X) = \int_{X}^{\infty} f_1(x)dx,$$

$$\text{FPR}(X) = \int_{X}^{\infty} f_0(x)dx,$$

respectively. Let $[X_0, X_1]$ be the range outside of which both $f_0(x)$ and $f_1(x)$ are zero. As $X$ is decreased from $X_1$ to $X_0$, both TPR and FPR continuously increase from zero to 1.

In an actual situation, the probability density functions $f_0(x)$ and $f_1(x)$ are not known, so the TPR and FPR must be evaluated approximately by the relative frequencies. From our testing data consisting of a large number of images, the ground truth, i.e., whether an image contains an extreme event, is known. For a fixed threshold value $X$, the prediction of an extreme event from an image is either true or a false alarm. By shifting through all the images in the testing data set, we can estimate the TPR and FPR values. Varying $X$ continuously in a proper range leads to systematically changing values of TPR and FPR, thereby generating the ROC curve. In this paper, we use the MATLAB function “perfcurve” to calculate the various ROC curves.

**APPENDIX C: WIND SPEED DATA SETS OF THE NORTH ATLANTIC OCEAN**

We use the ERA-Interim data sets from European Centre for Medium-Range Weather Forecasts (ECMWF) [72]. The details of the ERA-Interim data sets can be found in Ref. [73]. From the data sets, we extract 10-m wind speed (wind speed at a height of 10 m) data of the North Atlantic Ocean, with latitude $\in [0^\circ \text{N}, 70^\circ \text{N}]$ and longitude $\in [20^\circ \text{W}, 90^\circ \text{W}]$. The data set has a 40-yr duration: from January 1, 1979, to December 31, 2018. There are two types of data sets: The restructured data set with time interval of 6 h and 58 440 wind speed images in total, and the forecast data set with time interval of 3 h and 116 880 images. For both data sets, we set two wind speed thresholds to define extreme events: 26 and 30 m/s, corresponding to wind force scale 10 and 11, respectively, in the Beaufort scale [74].
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