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Abstract. We present Answer-Me, a task-aware multi-task framework which unifies a variety of question answering tasks, such as, visual question answering, visual entailment, visual reasoning. In contrast to previous works using contrastive or generative captioning training, we propose a novel and simple recipe to pre-train a vision-language joint model, which is multi-task as well. The pre-training uses only noisy image captioning data, and is formulated to use the entire architecture end-to-end with both a strong language encoder and decoder. Our results show state-of-the-art performance, zero-shot generalization, robustness to forgetting, and competitive single-task results across a variety of question answering tasks. Our multi-task mixture training learns from tasks of various question intents and thus generalizes better, including on zero-shot vision-language tasks. We conduct experiments in the challenging multi-task and open-vocabulary settings and across a variety of datasets and tasks, such as VQA2.0, SNLI-VE, NLVR2, GQA. We observe that the proposed approach is able to generalize to unseen tasks and that more diverse mixtures lead to higher accuracy in both known and novel tasks.

1 Introduction

The ability to understand both visual and textual cues is crucial for interactions grounded in the rich visual world. Questions are a natural way for users to articulate information needs, and a variety of tasks in which a question is posed towards an image, such as Visual Question Answering (VQA), visual commonsense reasoning, visual entailment and others, have been created [1,18,24,3,69,77,73]. Question answering with an image is a challenging task as it involves deeper visual understanding, for example ‘What is the child holding?’ requires visual recognition, whereas ‘Why is the person smiling?’ requires additional reasoning, beyond just recognition. We build a multi-task model which can use natural language to ask questions about an image and respond in free-form text, enabling the model to answer many questions, even out-of-domain ones.

Multi-modal image-language approaches have made great strides recently, showing tremendous promise in joint visuo-linguistic understanding. Most commonly, they use pretraining on large generic datasets, and then fine-tuning on multiple downstream tasks [118,124,136,149,172]. Pretraining is appealing because it
Fig. 1. Examples comparing zero-shot performances between a pretrained (PT) model on a large dataset, our multi-task learning on 4 tasks, and our multi-task learning on 8 tasks, evaluated on VQA and visual entailment (VE) tasks. All are zero-shot performances with respect to the new question and answering task: while pretrained models are powerful they lack understanding of the question intent and are not able to respond to questions as adequately as our task aware multi-task setup.

can be done once and adapted to multiple tasks. However pretraining is task agnostic, i.e., is not tuned to the tasks’ goals, and finetuning is often done for each individual task independently, creating multiple, different copies of the model. Importantly, the intent of the input text is not captured by many pretrained models, as they are trained on datasets for image captioning or with weak image-language correlations \cite{51,25}, which might not learn the right interactions between image and language to capture the goal of the question. For example, pretraining with image captioning does not train a text encoder, so the model will not be able to understand questions. Instead, we need a model which is able to take advantage of the language-image training and learn the corresponding interactions which reflect the intent of the question or task.

Furthermore, it is desirable that image-language models are able to generalize to other tasks with natural questions and answers, which are not seen during training. This is needed because models fine-tuned on a specific task tend to demonstrate larger rates of catastrophic forgetting on new tasks. For example, GPV \cite{19} demonstrated that fine-tuning on one task leads to a loss of 50% precision on another task, after adding only about a hundred examples. This overfitting and forgetting is observed even if very large datasets are used for pretraining; we also observe it here (Section 5.3).

Lastly, architecture complexity has been prevalent, with complex box proposal mechanisms used to obtain the initial image features making the architectures cumbersome to train and support. This limits the generalization abilities of the model in cases where objects are not detected (e.g., out-of-domain objects) and prevents models from general adoption, dissemination and makes them harder to scale.

We propose ‘Answer-Me’ which unifies visual question answering tasks and aims to answer a variety of natural language questions towards an image from a wide range of tasks. The gist of the method is multi-task, task-aware training, which is able to take in the question intent. This is combined with our novel
pretraining which learns the encoder, decoder and image-language feature interaction end-to-end, and is also multi-task itself. The pretraining method is simple; it uses only image captioning data in multiple ways in order to train both the image and language encoders and the text decoder model components. This allows for natural language questions and free-form answers that recognize intent and answer accordingly, without additional prompts. We evaluate our multi-task approach in the open-vocabulary setting which is more challenging, as the generated text has to match exactly the ground truth to be counted as accurate, as opposed to other approaches which use classification as a proxy, choosing among a pre-defined set of possible answers. We note that open-vocabulary text generation is compounded by the multi-task setting, as the method does not have the opportunity to fine-tune on specific tasks, thus it cannot easily memorize specific answers within a dataset. While challenging, this is a more realistic scenario and thus more valuable to sustain in evaluations.

The approach is simple and easily extensible to more tasks and datasets and is shown to generalize to novel tasks. It performs well compared to the state-of-the-art (SOTA), largely outperforming prior multi-task methods and in some cases pre-trained and fine-tuned ones, despite the more challenging open-vocabulary evaluation setting.

We find the following advantages of the proposed multi-task training: (i) semantically related tasks benefit from multi-task training as visual linguistic concepts are shared, helping their co-training; (ii) pooling tasks increases diversity of the questions, allows the model to react to different question types, leading to improved generalization to novels tasks; (iii) training multiple tasks improves performance, reducing catastrophic forgetting and overfitting.

We make the following contributions:

- A multi-task task-aware general framework which can serve multiple diverse Visual Question Answering tasks and is able to generalize to many tasks. It uses a simple, easily scalable and extensible architecture and considers the VQA tasks in the more-challenging open-vocabulary generative setting.
- A pretraining method to train the entire encoder-decoder vision-language model simultaneously using only noisy captioning data that results in a strong pretrained model.
- Answer-Me is able to perform well on zero-shot (novel task) generalization settings, is also robust to overfitting and forgetting, and performs well on a new ‘detection’ task which requires semantic object recognition.

2 Related work

Multi-modal image-language learning. Multi-modal image-language learning has garnered large interest in recent years, encompassing tasks, such as VQA, \cite{11820266824}, visual commonsense reasoning \cite{016977}, visual dialog \cite{2911}, image captioning \cite{525747}, cross-modality retrieval i.e., image-to-text and text-to-image \cite{5125}, referring expressions comprehension \cite{427675507227363314}.
and many others [47,54,40,71,48]. Some tasks use joint image and language inputs, such as captioning or VQA [57,71,18,20], while some use image and language learning to joint space which enables cross-modal retrieval [25,40]. Additional modalities are also often incorporated in such models, for example, video, audio, or additional text such as transcriptions or video captions [70,55,42,22,35].

**Transfer learning for image-language models.** A common approach to leveraging image and text datasets for multiple tasks is to pretrain on a related dataset, and then fine-tune on downstream datasets and tasks. Pretraining from large data has shown impressive performance gains: e.g., ViLBERT [40] pretrain on the Conceptual Captions dataset [57,7], and with some modifications to the architecture, fine-tune on a number of tasks. Other works also show successful training on downstream image-and-language tasks: VLBERT [67], LXMERT [63], UNITER [9], Oscar [32], SOHO [23], Unified VLP [79], VisualBERT [7], ViLT [28], and others [25,60,23,17,74,56].

Pretraining techniques, as such, also vary. In some cases pretraining is done by training on a single task e.g., captioning and a large dataset [57,40], others use different pretraining objectives depending on the downstream task, for example, [7] uses captioning and matching losses for pretraining, where the former is used for downstream VQA or captioning tasks, and the latter for retrieval tasks. Contrastive pretraining is particularly useful for retrieval tasks [51,25]. Masked modeling objectives [16], and its derivatives, is one of the most popular form of pretraining for joint image and language learning. Following the same idea for text [40,62,67,9,10], VirTex [15] and LocTex [39] also show that pretraining on both image and language modalities jointly benefits vision-only tasks.

**Image language learning.** Many image-language interaction learning methods [40,27] are based on the popular Transformer architecture [65]. For example, co-attention with Transformer in VilBERT [40]. Nguyen et al. [44] proposed attention-based image-language approach and [6] use it for localization.

**Multi-task learning for vision and language.** Our work is most aligned with the image-language multi-task approaches [44,37,19,49,41,10,21,58]. In early work, Nguyen et al. [44] combine three vision and language tasks by incrementally adding tasks to the training. Following the success of unified multi-task learning for text, e.g., T5 [52], MT-DNN [37], a number of vision-language multi-task approaches have been proposed [44,37,19,10]. Cho et al. [10] unify several vision and language tasks as a text-based generation task. GPV [19] combines tasks with diverging outputs, e.g., VQA, captioning, localization. UniT [21] proposes multi-task learning which spans many tasks. 12-in-1 [41] train jointly several diverse vision and language tasks. Many of the multi-task approaches mentioned above rely on off-the-shelf object bounding boxes during training, or detection-specific pretraining [44,21,10,21,58], which might create burdensome architectures and additional complexities in data gathering and training. 12-in-1 [41] utilizes FasterRCNN [53] for detection, [10] utilize DETR [4], whereas UniT [21] uses a ResNet architecture, pretrained on detection. Further [10] relies on ground truth boxes for many of the training tasks. Our work uses simple archi-
Fig. 2. Model overview. The model processes an image and text, fuses them together, and uses transformer layers to generate the output text. The pretraining task mix, shown in different colors at the bottom right (see Section 3.3) allows all parts of the model to be well-trained, and is better suited for the subsequent multi-task training.

In complement to the above-mentioned multi-task learning approaches, our main motivation for this work is creating a general visual representation which can be directly utilized by multiple diverse image-language tasks. Our model is able to respond naturally depending on the intent and the implied task from the question. It is easily extensible to many tasks in the mix and new unseen tasks, it is also easily scalable as it does not rely on complex mechanisms.

3 Multi-task Learning for Visual Question Answering

3.1 Tasks and query intent

Each of the image-language question-answering tasks contain a specific intent in the question, for example, counting the number of objects, answering a visual entailment question, or reasoning about an image. Answer-Me combines the tasks in joint training using a mixture, enabling the model to acquire new capabilities, and generalize to other classes of questions without losing accuracy on tasks.

In contrast to prior work which leverages large data, task-agnostic pretraining, but uses only partially pretrained models, Answer-Me both 1) pretrains specifically to exercise all components of the model with a related image-language task, and 2) trains with multiple datasets with various question intents, specifically to increase generalization. For example, even with very large pretraining,
when finetuning on a single task, e.g., captioning or VQA, the model tends to overfit to the task itself and does not generalize to other tasks or question types. By mixing tasks together, the model is able to better generalize to other datasets and tasks, even in a zero-shot setting. Section 3.2 describes the overall architecture, Section 3.3 describes the pretraining strategy which trains the model end-to-end to exercise different components. Section 3.4 details the multi-task training.

3.2 Main architecture

Our model consists of an image encoder (ResNet) and text encoder (T5 [52]). These components are easily and independently scalable. Our experiments are based on a ResNet-50 and T5-base model, and we scale it 3x by using ResNet-101 and T5-large. The image and language features are provided to the fusion module, described below. The output of the fusion module is used as input to the text decoder, which produces free-form text for all Answer-Me tasks. The architecture is designed to be modular and easily scalable, as shown in our experiments. Figure 2 shows an overview.

*Image-language fusion.* The image and language features are first fused by concatenation. We use the ResNet feature map to get $H \times W$ features and concatenate with the $L$ (number of tokens) text features. We apply a relative position bias to both image and text separately. We then apply the Transformer [65] on the concatenated features, combining both sources. While existing works have proposed similar fusion methods, (e.g., [9,10]), the pretraining method and generalisation abilities without forgetting are new, further only using raw images instead of region proposals.

3.3 Pretraining for multi-task learning

In order to enable the model to address new tasks, i.e., to respond to unseen question types and answer adequately, we take advantage of a unique pretraining designed to train all the components of a model. We pretrain on the Conceptual Captions 12 million (CC12m) dataset [7]. Unlike previous work, this pretraining strategy is targeted towards training the entire encoder-decoder model, and differs by the following components:

- It is designed to train all components of the model end-to-end. Thus the image encoder, text encoder, image-text fusion module and text decoder are all trained together.
- Pretraining exercises various pathways in the model, which makes it suitable for various question-answering and description tasks. We construct a mix of captioning, caption completion and matching tasks for that purpose.
- Taken together, these tasks allow the encoder and decoder to see all, part of, or none of the caption, and experimentally we find this pretraining method results in a stronger model than any individual pretraining task (see Table 7).
We pretrain the model as follows. For each sample, we have an (image, text) pair, obtained from the CC12m dataset. To train all parts of the model, we design four tasks (shown in Figure 2): 

1. **Image Captioning (IC).** Here the input text is ‘caption the image’ and the target text is the caption. This task mostly trains the text decoder and fusion layers. 

2. **Caption Completion (CMP).** Here the input is 10–40% of the caption text and the target text is the remaining caption. This encourages training of the entire model. 

3. **Text MLM [16].** Here the input is the caption with 25% of the words masked out, the target text is the missing words. This trains the entire model. 

4. **Image Text Matching (ITM) [9].** Here the input is either the image caption or a random caption and the target text is ‘true’ or ‘false’ depending on if the caption matches the image or not. This primarily trains the encoder and fusion layers.

When training together, these tasks allow the model components, e.g., encoder, decoder, etc., to see all, part of, or none of the caption, and thus prepare the final model to address a variety of image-text tasks.

Another key advantage of this approach is that the training loss is simple: cross entropy over the tokens. All tasks use the same loss, including target tasks such as VQA, visual entailment, etc.

### 3.4 Multi-task training

The multi-task training is done by taking a set of $N$ tasks and mixing them together, sampled so that a batch consists of an equal amount of each dataset, i.e., batch size/$N$ samples from each task. Since we use a text generation setting for the tasks, the loss is computed over the tokens, all using the same vocabulary. We use the same vocabulary as T5 [52] with 32,000 tokens for all our experiments.

### 4 Experimental setup

#### 4.1 Datasets and tasks

We use the following datasets to address a number of question-answering tasks:

**Visual Question Answering (VQA2.0).** We use the popular Visual Question Answering dataset VQA2.0 dataset [1], which has about 400k training question/answer pairs. Here we use the words as the output tokens.

**Visual Entailment (SNLI-VE).** SNLI-VE [69] is a Visual Entailment (VE) dataset with $\sim$500k samples. The VE task involves reasoning about the image and concluding whether a proposed statement is ‘entailment’, a ‘contradiction’, or ‘neutral’, in the context of the image. We use ‘true’, ‘false’ and ‘neutral’ as the output words corresponding to entailment, contradiction or neutral.

**Natural Language for Visual Reasoning (NLVR2).** NLVR2 [61] dataset requires reasoning about two images simultaneously. Challenging questions include counting if the left image contains n times more objects of a certain type. We use the NLVR2 version which contains real images, 107,292 text annotations. Here we use ‘true’ and ‘false’ as the target words.

---

1 We also tried generating the entire caption and it performed similarly.
Visual Genome-Question Answering (VG-QA). The VG-QA dataset is based on Visual Genome. It contains 1.7M question-answer pairs, with ∼17 question-answers per image. We use the ground truth answers as the tokens.

GQA. The GQA dataset [24] is also based on the Visual Genome dataset [30] and introduces more complex compositional questions based on scene object relationships. It consists of ∼22M question-answer pairs for 113k images.

CC12m. The Conceptual Captions 12m dataset [6] is an image captioning dataset collected from the web, containing 12M image-text pairs. This is our only pretraining dataset.

The datasets considered in this work are collected from various sources e.g., web images, Flickr, personal mobile phones, etc.

4.2 Evaluation

For each of the above-mentioned datasets above, we follow the evaluation protocols established in prior work. We also use standard well adopted metrics to measure performance. For example, accuracy on SNLI-VE, NLVR2 and GQA, the VQA2.0 accuracy metric on VQA2.0 (dev set). Notably, instead of training a classification layer for each dataset, we use a large, open vocabulary and generate text answers which are used to compute the metrics.

Zero-Shot Evaluation: In our experiments below we conduct Zero-Shot (ZS) evaluation across tasks. We use the standard evaluation metrics per each dataset, where in the ZS setting the model is trained on different datasets. In some cases, datasets might stem from the same source e.g., GQA and VG-QA or have any overlap, in which case we ensure training and validation/test sets do not contain overlapping images across all our experiments.

5 Experimental results

Here we show the main results of the Answer-Me multi-task training. We evaluate the approach in a zero-shot (ZS) setting (Section 5.1), and on multiple question-answering tasks. We then train and evaluate with multiple task mixtures (Section 5.2), and demonstrate Answer-Me is beneficial against catastrophic forgetting when using multiple datasets (Section 5.3). We also evaluate Answer-Me on an entirely new task of detection conveyed via text (Section 5.4), which does not fit any of the question-answering tasks and demonstrate Answer-Me generalization capabilities in both zero-shot and within-task settings.

Experimental results summary. In our main experiments we evaluate the performance on Answer-Me when 4 visual question-answering tasks are combined and trained together, and when 8 tasks are combined in training. Across both zero-shot and standard multi-task experiments, we observe that the mixtures perform well on novel tasks and within-tasks, and that a mixture of more tasks results in better accuracies across all datasets tested. We further demonstrate the performance of our model when scaled 3x (has 3 times more parameters), which is easy to do with our model. Here again, across evaluation settings and across datasets, Answer-Me brings in large improvements in performance. We
Table 1. Zero-shot performance of multi-task Answer-Me for mixtures of tasks. The mixtures do not include the task that is being tested on (we make sure there is no ‘leakage’ to the test set for each experiment). As seen, the mixture improves zero-shot performance over pretraining. Increasing the Answer-Me mixture set (number of tasks in the mixture) leads to better ZS performance. Scaling the model (last row) is additionally beneficial across all tasks.

| Approach                     | VQA | NLVR2 | SNLI-VE | GQA |
|------------------------------|-----|-------|---------|-----|
| Pretrained only              | 25.3| 32.5  | 22.7    | 40.9|
| Answer-Me 4-ZS-tasks        | 30.0| 42.5  | 34.1    | 42.3|
| Answer-Me 8-ZS-tasks        | 35.0| 44.7  | 37.3    | 44.2|
| Answer-Me 8-ZS-tasks, 3x    | 39.2| 48.3  | 41.1    | 47.2|

Table 2. Experiments comparing Answer-Me multi-task learning, evaluated on several datasets. As seen, more tasks improve performance across all datasets; scaling the model, which is easy in our framework, brings in further consistent improvements. Results from models, fine-tuned to individual tasks, are shown in the top portion of the table, multi-task models (a single one per evaluation), are shown in the bottom portion.

| Approach                                      | Num Models | VQA2.0 | NLVR2 | SNLI-VE | GQA |
|-----------------------------------------------|------------|--------|-------|---------|-----|
| Single-Task (random init)                     | Mult       | 49.05  | 53.5  | 73.1    | 68.9|
| Single-task, pretrained (PT)                  | Mult       | 65.2   | 70.2  | 77.72   | 73.03|
| Single-Task, PT, 3x scaled                    | Mult       | 71.2   | 72.0  | **85.8**| 77.2|
| Answer-Me, PT, Zero-shot                      | Single     | 25.3   | 32.5  | 22.7    | 40.9|
| Answer-Me, PT, 4 tasks                        | Single     | 64.8   | 71.5  | 77.2    | 72.1|
| Answer-Me, PT, 8 tasks                        | Single     | 65.1   | 71.7  | 77.5    | 72.8|
| Answer-Me, PT, 8 tasks, 3x                    | Single     | **73.6**| **73.9**| **85.8**| **77.5**|

demonstrate that the Answer-Me mixtures are much more robust to catastrophic forgetting and that the Answer-Me mixtures perform well across multiple tasks, instead of having higher accuracy on a single task only. We note that these results are also obtained with the open-vocabulary outputs from the Answer-Me model, unlike all prior work, which to our knowledge uses smaller and fixed vocabulary to evaluate their performance. Furthermore, on the new task of detection conveyed via text, which is not a question answering task, we observe the utility of the approach on this unique and novel task, showing its ability to recognize a variety of objects, even in a zero-shot setting.

5.1 Zero-shot results

In Table 1, we evaluate Answer-Me when training on a mix of tasks in a Zero-Shot (ZS) setting, i.e., on unseen tasks. This is important as it is not always feasible to obtain full labeling of examples for new tasks. The mixture training is able to give better answers than just the pretrained model. Our results also indicate that larger mixtures lead to better zero-shot results, which shows an important ability to perform new skills.
Table 3. Comparing mixture training vs. individual task FT.

| Tasks               | VQA2.0 | NLVR2 | SNLI-VE | GQA |
|---------------------|--------|-------|---------|-----|
| VQA2.0-only         | 65.2   | 34.2  | 24.3    | 41.3|
| NLVR2-only          | 23.4   | 70.2  | 21.3    | 36.7|
| SNLI-VE-only        | 24.3   | 34.6  | 77.7    | 38.5|
| GQA-only            | 28.6   | 33.5  | 73.0    |     |
| VG-QA-only (ZS)     | 29.4   | 33.7  | 27.5    | 40.8|
| 5-task mix          | 65.1   | 71.5  | 77.4    | 72.8|

Using the five VQA datasets above (VQA2.0, GQA, SNLI-VE and VG-QA) in the mixture setting, we mix by picking four for training and one for evaluation. The dataset evaluated on is not used in training. We further make sure any evaluation images are excluded from the training data. For example, when evaluating on VQA2.0, we train on GQA, SNLI-VE and VG-QA with the VQA2.0 validation images removed from those datasets. Similarly when evaluating on SNLI-VE, we train on VQA2.0, GQA and VG-QA. For the 8-task mixture, we additionally add Coco Captioning data [8], Localized Narratives [48], Visual Genome region descriptions [30], and ImageNet matching (e.g., ‘Is this X?’ with a ‘yes/no’ output, generated from ImageNet classes [13]). We similarly remove overlapping images from the evaluation data.

We evaluate in zero-shot manner on VQA2.0, SNLI-VE, GQA and NLVR2. NLVR2 needs two images as input, unlike all other datasets, so here it is only used as a zero-shot evaluation. Table 1 shows the zero-shot results, using the pretrained only, 4-task and 8-task model. The 8-task mix improves by almost 10% on VQA2.0. We also find that 8 tasks mixture produces consistently better results across all datasets than 4 tasks, even though the additional 4 tasks are less related to VQA data. When scaling, we observe even higher results on VQA and consistent improvements on all datasets. For comparison, a single model from scratch trained on VQA2.0 only achieves 49% accuracy. The multi-task learning by leveraging other image-text datasets is able to reduce the gap to supervised training. This is very promising as it demonstrates a level of generalization to novel/unseen tasks. This further improves upon the results in Frozen [64] which got 29.5% for ZS on VQA.

5.2 Multi-task results

In this section we test the capabilities of the Answer-Me models and their potential for skill transfer. I.e., we compare how a model performs when a task is included in the training mix vs. a task outside the mix. Table 2 compares Answer-Me trained on single tasks vs. different task mixtures. We observe that the mixtures provide competitive results to single pretrained and fine-tuned (FT) models, and that more tasks in the mixture improve the performance across all datasets. When scaling the model, we see consistent improvements. In Table 3 we compare single-task vs. multi-task training, then evaluating on all 4 different VQA datasets. We see that when fine-tuning on a single task, the model does
well on that task, but poorly on the others, but when trained on a mix of all 5 VQA datasets in the table, the model does nearly the same as the single task training. Together, these tables show robustness to forgetting and generalization ability to a variety of question types.

In Table 4, we compare to the state-of-the-art (SOTA) results. We compare to other multi-task state-of-the-art methods, such as UniT [21], 12-in-1 [41], GPV [19], and others.

We note that our results are obtained in the open-vocabulary setting which is more challenging, as (in our case) the generated text has to match exactly the ground truth to be counted as accurate. This is additionally compounded by the multi-task setting as the method is less encouraged to memorize answers within a task or datasets. While more challenging, this is a more realistic scenario and we hope that other works commence adopting it.

Despite the more challenging setting, our results largely outperform other SOTA approaches and for some datasets, e.g. GQA, SNLI-VE, with large margins. Only 12-in-1 [41] outperforms our approach and only on the NLVR2 dataset. This demonstrates the generalization advantages of our multi-task approach.

Furthermore, our approach compares well even with additionally fine-tuned methods, which are further advantaged by fine-tuning to a specific task. Specifically, Answer-Me outperforms all prior fine-tuned approaches on GQA datasets, and outperforms some of them on all datasets, e.g. VisualBERT [31], ViLBERT [40], SimVLM-Huge [66] which is a 1.5 Billion parameter model trained on the 1.1 Billion image-language Align dataset [25] largely performs best among these. Note that our multi-task open-vocabulary model is close in performance to SimVLM-Huge and outperforms SimVLM-Large on SNLI-VE, despite using smaller data and smaller model, which further demonstrates the power of multi-task diverse training for VQA.

As seen in Table 1, Table 2 and Table 4, there is progressive improvement with adding more tasks in the mixture and scaling the model, here 3X, produces consistently higher accuracies.

5.3 Answer-Me prevents catastrophic forgetting

While pretraining and fine-tuning, as is customarily done in previous works, produces accurate models, it tends to overfit to the new data and to immediately forget other datasets or tasks, even when it was previously trained on them. We show that Answer-Me, through the mixture training, is more robust, as it is able to sustain good performance across tasks. In Table 5, we find that when training on one task; then finetuning on a second (as commonly done in previous works), the model does well on the new task, but performs poorly on the first as it ‘forgets’, achieving accuracies close to the zero-shot model; additional fine-tuning on the first task actually makes the performance on the second one even worse than zero-shot. In contrast, when using the mixture training for Answer-Me, the model maintains the single-task performance for both datasets.
Table 4. Experiments comparing to SOTA: specialized models (top section), and multi-task models, including ours (middle large section). Answer-Me largely outperforms other multi-task models despite working in the open-vocabulary generative setting. For reference we include pre-trained and fine-tuned models which are further advantaged by fine-tuning to each individual dataset (bottom section). As seen, Answer-Me still outperforms these on GQA and it even outperforms the Large version of SimVLM model \[66\] and it is close to its SimVLM-Huge on SNLI-VE. The best results among the pre-trained fine-tuned models are marked in italics.

| Approach                                      | VQA2.0 (dev) | NLVR2 | SNLI-VE | GQA |
|-----------------------------------------------|--------------|-------|---------|-----|
| DFAF [45]                                      | 70.22        | -     | -       | -   |
| Specialized from [19]                         | 60.1         | -     | -       | -   |
| Suhr et al. [61]                              | -            | 53.5  | -       | -   |
| Xie et al. [69]                               | -            | -     | 71.56   | -   |
| Hudson & Manning [24]                         | -            | -     | -       | 57.5|
| Frozen [24] (VQA+pretraining)                 | 48.4         | -     | -       | -   |
| Nguyen et al [24] (VQA2.0+VG)                 | 66.35        | -     | -       | -   |
| Multi-task GPV [19]                           | 62.5         | -     | -       | -   |
| VL-BART [10]                                  | 71.3         | 70.3  | -       | 60.5|
| VL-T5 [10]                                    | 70.3         | 73.6  | -       | 60.8|
| 12-in-1 [41]                                  | 72.57        | 78.4  | 76.78   | 60.12|
| UniT (Coco init.) [21]                        | 66.97        | -     | 73.16   | -   |
| **Answer-Me, 8 tasks (Ours)**                 | 65.1         | 71.7  | 77.5    | 72.8|
| **Answer-Me, 8 tasks, 3x scaling (Ours)**     | **73.6**     | 73.9  | **85.8**| **77.5**|
| VisualBERT (pretr+FT) [31]                    | 67.36        | 66.7  | 75.69   | -   |
| ViLBERT (pretr+FT) [10]                       | 70.55        | -     | -       | -   |
| LXMERT (pretr+FT) [63]                        | 69.9         | 74.9  | -       | 60.0|
| Oscar (pretr+FT) [32]                         | 73.61        | -     | -       | -   |
| Uniter (pretr+FT) [11]                        | 73.82        | 79.12 | 79.39   | -   |
| VinVL (pretr+FT) [78]                         | 75.95        | 82.95 | -       | 65.05|
| SimVLM (Large) (pretr+FT) [9]                 | 79.32        | 84.13 | 85.68   | -   |
| SimVLM (Huge) (pretr+FT) [2]                  | 89.03        | 84.53 | 86.21   | -   |

5.4 Novel semantic ‘detection’ task

We also examine Answer-Me’s ability to ‘detect’ objects through language. This is quite different from the other tasks presented in the paper, and it shows the model’s ability to understand the whole image and many objects present in it, even in a zero-shot setting. The task is to output as text the names of all the objects in the image. If an object appears multiple times, e.g., 3 times, then the model should output the name 3 times. We evaluate this on the standard MsCoco detection dataset [34] and compute the precision, recall and $F_1$ values based on how many output object names match the ground truth objects. This is challenging as it requires localization awareness of the models, but without extra box regression layers and training that are not part of Answer-Me. It is also unique with respect to other question-answering tasks. We here evaluate this task in a zero-shot and full mixture scenarios. Table 6 shows that the Answer-Me model and training is able to do well both in zero-shot and FT settings.
Table 5. The pretrained base model trained on the 3 VQA (GQA, VG-QA) mix plus either VQA2.0 or SNLI-VE. This is evaluated on VQA2.0 and SNLI-VE. We further train the model on one of the tasks and repeat the evaluations. The results show that fine tuned models tend to forget (first/second rows), even if original mix shows good within-data and out-of-sample generalization (first rows). Additional fine-tuning seems to recover the losses within a task (first/third rows), but costs \( N \) times the cost in training, and performance on the other task deteriorates again. Interestingly, this model performs even worse than the original out-of-sample mixture on the second task. Training on many tasks in the mix maintains performance (last row).

| Approach                                                                 | Num  | VQA2.0 | SNLI-VE |
|--------------------------------------------------------------------------|------|--------|---------|
| 3-task + VQA2.0 (ours)                                                   | Single | 64.3   | 33.8    |
| 3-task + VQA2.0, FT on SNLI                                              | Multiple | 35.5   | 76.9    |
| 3-task + VQA2.0, FT on VQA2.0 (ours)                                     | Multiple | 65.2   | 26.7    |
| 3-task + SNLI-VE (ours)                                                  | Single | 33.2   | 76.5    |
| 3-task + SNLI-VE, FT on VQA2.0                                           | Multiple | 64.8   | 24.5    |
| 3-task + SNLI-VE, FT on SNLI (ours)                                      | Multiple | 29.4   | 77.2    |
| Multi-task (w/o VQA2.0 or SN) Zero-Shot (ours)                          | Single | 27.3   | 24.2    |
| 5-task (ours)                                                            | Single | 65.1   | 77.4    |

Table 6. ‘Detection’ task, conveyed by text, where the desired outcome is to list (in text) all objects present in the image. This evaluation is on the MsCoco detection dataset [34]. As seen, Answer-Me mixture of question-answering tasks helps boost this new detection task beyond MsCoco. The Zero-Shot portion does not use MsCoco data for training. The (A) and (B) task mix are different 4-task mixtures; they both have VQA2.0, SNLI-VE, GQA, 4-task(A) has VG-QA, whereas 4-task(B) has VG region descriptions instead, which is clearly much more advantageous.

| Train Data                   | Recall | Precision | F1  |
|------------------------------|--------|-----------|-----|
| MsCoco (from scratch)        | 0.25   | 0.21      | 0.22|
| MsCoco                       | 0.31   | 0.24      | 0.27|
| 4-task (A) mix + MsCoco      | 0.34   | 0.30      | 0.31|
| 4-task (B) mix + MsCoco      | **0.55** | **0.52** | **0.53**|
| Zero-shot                    |        |           |     |
| pretraining                  | 0.03   | 0.02      | 0.02|
| 4-task (A) mix               | 0.06   | 0.04      | 0.05|
| 4-task (B) mix               | **0.20** | **0.14** | **0.16**|
Fig. 3. Example Answer-Me results, both successful and unsuccessful. We note that training for question-answering tends to tweak otherwise well sounding image captions to answer the questions more adequately.

5.5 Ablations

Table 7 shows the performance of various tasks for pretraining. We find that using all 4 tasks provides the best model, as it is able to better train all parts of the model, including the decoder which is often ignored in contrastive-style pretraining and the encoder ignored in captioning pretraining. Adding these tasks is simple as they all use the same loss, just slightly different preprocessing.

Table 7. Study on different tasks for pretraining (individually fine-tuned). Using all four pretraining tasks is best, and outperforms any one of them used alone, in some cases by large margins.

| PT Task       | VQA2.0 | SNLI-VE |
|---------------|--------|---------|
| Captioning    | 62.3   | 75.2    |
| CapCompletion | 60.1   | 73.8    |
| ITM           | 54.5   | 74.2    |
| MLM           | 58.3   | 72.4    |
| All 4         | 65.2   | 77.7    |

We also experiment with an alternative architectural choice for fusion in which a transformer encoder/decoder layer is used instead of concatenation and transformer encoders. In this alternative approach, the queries come from the text input and the key/value comes from the image input. Table 8 shows that using the encoder/decoder fusion style has little to no effect on the benchmark...
metrics but the number of parameters is higher compared to the encoder-only fusion. We therefore opted to use concatenation and transformer encoders for fusion.

Table 8. Study on different fusion layer types. Both approaches behave similarly but encoder fusion has fewer parameters. The experiment is done with no pretraining, so the numbers are lower.

| Fusion Approach | VQA2.0 | SNLI-VE | Num Params |
|-----------------|--------|---------|------------|
| Encoder         | 49.05  | 73.1    | 332M       |
| Encoder/Decoder | 48.9   | 73.3    | 346M       |

Limitations. One limitation of our approach is that generated text outputs might not always be best, this is likely because we use data and models of modest sizes. It is also unable to read text, which can be remedied from the inclusion of TextVQA datasets [59] or large diverse datasets [51]. Other limitations are related to measuring the performance of these models. The evaluation can be further refined and extended, by including human judgement.

Societal impact. Multi-modal image-language models in conjunction with large datasets can potentially use training examples with biased or offensive text or images. While best efforts have been applied in the collection of the Conceptual Captions dataset [7], which we use as a pretraining dataset, we are aware of the potential pitfalls of large image-language corpora with regards to bias, fairness and safety. Our mitigation strategy is to not share, release or otherwise deploy models trained on this data and use these results for evaluating the capabilities of the proposed methods and technologies, to facilitate future research in this direction.

6 Conclusions

We introduce Answer-Me, a framework for multi-task training and pretraining, for answering natural language questions towards an image with natural responses for multiple tasks, such as VQA, visual reasoning, and others. It can answer questions from multiple diverse tasks seamlessly, understanding the intent of the question without specific task specification or additional prompts, and can generalize to novel tasks.

We show Answer-Me is capable of zero-shot QA tasks and is robust to forgetting on a variety of tasks. The model is simple, has an easily scalable and extensible architecture which learns the image-language interactions across many tasks.

Answer-Me performs well with respect to SOTA, largely outperforming prior multi-task models, and in some cases the fine-tuned (and sometimes larger) models. It is being evaluated in the open-vocabulary setting which is a more challenging one, demonstrating the power of our approach for more practical
scenarios. We hope that other methods adopt the open-vocabulary generative setting in evaluation in future work, as well.
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