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Abstract: This paper proposes a method that applies the Mahalanobis-Taguchi (MT) method in situations where the number of variables exceeds the number of training samples. In the proposed method, the diagnostic effectiveness of the variables is first evaluated using signal-to-noise (SN) ratio, and the MT method is then applied using only those variables with high diagnostic effectiveness. Accordingly, the variables are selected via a two-step process: (1) variables are selected before creating the unit space and (2) conventional variable selection is carried out using the MT method. The results of experimental evaluation of the effectiveness of the proposed method using four different datasets from the UCI Machine Learning Repository indicate that its diagnostic performance is superior to that of the RT method.
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1. Introduction

Multivariate diagnostic techniques are increasingly being used in the medical and industrial fields. Among the multivariate diagnostic techniques, the Mahalanobis-Taguchi System (MTS) has been gaining attention because of its highly practical applicability [1], [2]. MTS is the generic name for a group of methods that includes the Mahalanobis-Taguchi (MT), T, and RT methods. Among these methods, the MT method combines the Mahalanobis distance with the Taguchi SN ratio, and has been applied in many diagnostic case studies [3], [4], [5], [6], [7]. In the MT method, a Mahalanobis space called the unit space is created from the normal (homogeneous) group and diagnosis is performed with this unit space as the reference. Unlike conventional classification methods, it does not take into account the class distribution, but rather performs the diagnosis based on matching to one class (unit space) only. Because of these characteristics, its effectiveness in practical applications is considered high.

The effectiveness of the MT method is evident from the large number of case studies available, but there are problems associated with it. One such problem is multicollinearity, which occurs when the number of training samples is less than the number of variables, or when there are linear associations between two or more variables. The former situation is called perfect multicollinearity; the MT method cannot be applied in such a situation because the Mahalanobis space cannot be created. However, in recent times, building effective diagnostic models using a limited amount of sample data from the initial production phase has become crucial because of short product development cycles.

Thus, this paper proposes a method that applies the MT method in situations where the number of training samples is less than the number of variables. In the proposed method, application of the MT method is made possible by selecting useful diagnostic variables that are fewer in number than the training samples. Accordingly, selection of variables in the proposed method comprises two steps: (1) variable selection before creating the unit space and (2) conventional variable selection using the MT method. Further, this paper proposes using the SN ratio for diagnostic purposes (diagnostic SNR) in selecting (screening) variables before creating the unit space.

The proposed method enables the MT method to be applied in situations where perfect multicollinearity exists by using already proposed simple screening approach [8]. Engineers familiar with the MT method can easily apply the proposed method because it is similar to the conventional MT method except for the screening. Use of the MT method in the field is difficult because the common optimizing techniques used in variable selection in the MT method call for complex calculations [9], [10]. Moreover, its variable selection method is not applicable in perfect multicollinearity situations. In MTS, two methods usually adopted in situations of perfect multicollinearity are the T method and the RT method [11], [12], [13], [14]. The T method is used for targets that are near the center of the unit space, and is not suitable for two-class (good/negative) diagnosis. The RT method is used when all the variables are in the same unit of measure, and nondimensionalization is necessary for vari-
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2. The MT and RT Methods

2.1 The MT Method

In the MT method, a Mahalanobis space, called a unit space, is created from the normal (homogeneous) group, and diagnosis is performed based on this unit space. The normal group refers to a group having common characteristics, such as a collection of samples that have passed the quality inspection tests, or a group of individuals who have been diagnosed as healthy in health checkups.

The procedure applied to create a diagnostic model using the MT method is described below. First, training samples are collected, from which the normal group is then selected. The unit space is then calculated from this normal group. Finally, variable selection is performed based on the samples that do not belong to the unit space—collectively called the signal space. The procedure followed in the MT method is as follows.

2.2 Procedure followed in the MT method

Select \( n \) training samples with \( k \) variables from the normal group. Assuming the training sample to be \( x_{ij} (i = 1, 2, \ldots, n; j = 1, 2, \ldots, k) \), standardize it using the following equation:

\[
X_{ij} = \frac{x_{ij} - \bar{x}_j}{\sigma_j}
\]

(1)

where \( \bar{x}_j \) and \( \sigma_j \) are the mean and standard deviation of the \( j \)-th variable, respectively. Using these values, calculate correlation matrix \( R \) and its inverse \( A \). The \( \bar{x}_j \), \( \sigma_j \), and \( A \) thus obtained for all the variables constitute the unit space. Assuming the diagnosis data standardized using equation (1) to be \( Y = (Y_1, Y_2, \ldots, Y_l) \), the Mahalanobis distance (MD) can be derived from the following equation:

\[
MD = \frac{1}{k} Y A Y^T
\]

(2)

where MD is equal to zero if the diagnosis data coincide with the mean \( \bar{X} \) of the unit space. Using this property, the diagnosis is performed based on the MD value.

Next, the variables useful in diagnosis are selected from the unit space for all the variables. A two-level orthogonal array is used in the variable selection process. In a two-level orthogonal array, each factor has two levels and the factors constitute the columns in the matrix (that is, the rows of the array represent the level combinations, and columns the factors). Table 1 shows the \( L_8 \) orthogonal array as an example of a two-level orthogonal array. In this table, a combination of up to seven variables is possible. The total number of possible combinations is \( 2^7 = 128 \), but in an orthogonal array, this is reduced to eight combinations.

The level determines whether the variable will be selected or not. Assume that the variables marked level 1 are selected, and those marked level 2 are not. Using Table 1 as an example, in Test 1, all the variables are used, but in Test 2 only variables 1, 2, and 3 are used. The unit space is created according to these combinations, and the Mahalanobis distance of the training sample for the signal space is calculated. Because the diagnosis accuracy is better with larger Mahalanobis distance for the training sample of the signal space, the test results are evaluated using the larger-the-better SN ratio property given by the following equation:

\[
\eta_{L,B} = -10 \log_{10} \frac{1}{m} \sum_{i=1}^{m} \frac{1}{MD_i^2}
\]

(3)

where \( MD_i (i = 1, 2, \ldots, m) \) is the Mahalanobis distance of the training sample of the signal space. The SN ratio for each variable is calculated based on the results of the tests. If the mean SN ratio \( \eta_1 \) obtained from level 1 tests (where variables are used) and the mean SN ratio \( \eta_2 \) obtained from level 2 tests (where variables are not used) satisfy the condition \( \eta_1 < \eta_2 \), then the variable can be considered as not useful. The unit space optimized based on such selection of variables useful for diagnosis, forms the basis of the diagnostic model. It is to be noted that \( \eta_1 \) is the mean of the SN ratios for variable 1 obtained from Tests 1 through 4.

2.3 Short summary of the RT method

As stated above, one of the problems affecting the MT method is perfect multicollinearity. The method proposed in this paper addresses the situation in which the number of unit space samples is less than the number of variables. Measures to handle such a situation have been proposed in MTS. One such measure, the RT method, is similar to the MT method. In the RT method, a unit space is calculated and the diagnosis is based on the distance from this unit space. The most significant difference between the RT and MT methods is that in the RT method, all the variables are reduced to just two variables, the standard SN ratio and the sensitivity. This eliminates the effect of perfect multicollinearity. A detailed procedure for the RT method can be found in reference [12].

3. Two Stage Variable Selection Method

This section describes the MT method, in which the two-step variable selection process comprising screening based on the diagnostic SNR and selection based on the orthogonal array, was adopted. In the proposed MT method, first,
screening of the variables is performed using the diagnostic SNR, and then the conventional MT method is applied to the screened variables. The flowchart of the MT method to which the two-step variable selection process has been applied is shown in Fig. 1.

3.1 Diagnostic SNR The MT method performs diagnosis using the unit space created from the normal group. Because the diagnosis is based on the unit space, its uniformity is very important. Moreover, in order to improve the accuracy of the diagnosis, a unit space with a large Mahalanobis distance for the signal space is desirable.

In summary, the following are deemed essential for high diagnosis accuracy: (1) small variability for samples in the unit space, and (2) large distance for the samples in the signal space. The diagnostic SNR $\eta_{c}^{(j)}$ of the $j$th variable given by the following equation was developed to evaluate these properties:

$$\eta_{c}^{(j)} = 10\log_{10} \left( \frac{1}{m} \sum_{l=1}^{m} (\bar{x}_j - y_{lj})^2 / \sigma_j^2 \right)$$  \hspace{1cm} (4)

where $\bar{x}_j$ and $\sigma_j^2$ are the mean and variance of the $j$th variable of the training samples in the unit space, respectively, and $y_{lj}$ and $m (l = 1, 2, \cdots, m)$ are the variables of the training sample and the number of samples in the signal space, respectively.

3.2 Screening step Screening of the variables is conducted based on the diagnostic SNR, which is calculated for all the variables. The variables are selected according to the descending order of the diagnostic SNR such that the number of variables selected does not exceed the number of training samples. It is essential that the number of variables selected be at least two less than the number of training samples. Thus, in this paper, in accordance with the case studies of the MT method, the number was set to approximately one-third the number of training samples [15].

The Mahalanobis distance is a distance measure that is based on the correlation between two variables. Although the proposed SN ratio does not take into account the correlation between two variables, emphasizing the importance of uniformity of the unit space used in the MT method, and considering that it is a two-class (good/normal) diagnosis, the authors believe that variables are selected in conformity with the concept in the MT method. Moreover, as the conventional MT method is applied after screening of the variables, the unit space is created by considering the correlation between the screened variables, as in the conventional MT method.

4. Experiment

4.1 Experiment method Diagnostic experiments were conducted in which datasets from the UCI Machine Learning Repository were used to confirm the accuracy of the proposed method. The following four datasets with a relatively large number of variables were used:

- Wisconsin Diagnostic Breast Cancer (WDBC)
- Parkinsons
- Cleveland Heart Disease (CHD)
- Cardiotocography

In the experiments, the unit space was calculated from the healthy group assuming the group to be homogeneous. Although the Cardiotocography dataset had three classes—specifically, Normal, Suspect, and Pathologic—in the experiments for this study, only the data for the two classes Normal and Pathologic were used. An outline of the data used in the experiments is shown in Table 2.

Training samples were selected from the dataset after removing those variables that were not suitable (standard deviation = 0) for the MT method, such that the number of training samples was either the same as the number of variables or less. In the resulting datasets, the number of training samples in the unit space and the signal space was 120 (four groups with 30 samples per group) in the WDBC, CHD, and Cardiotocography datasets, and 40 (two groups with 20 samples per group) in the Parkinson dataset. These groups were divided randomly. The number of variables selected in the screening step was set to approximately one-third the number of samples. The number of training samples and the number of variables used are shown in Table 3. Regarding the orthogonal array used in the experiments, a two-level $L_{12}$ orthogonal array was used for the WDBC, CHD, and Cardiotocography datasets, while a two-level $L_8$ orthogonal array was used for the Parkinson dataset, in accordance with the number of variables for the respective datasets.

The evaluation of diagnostic performance was based on the true positive rate and the false positive rate and was conducted through cross-validation using the divided groups. Assuming the unit space data to be normal and the signal space data to be abnormal, the true positive rate was calculated as the proportion of abnormal data correctly diagnosed as abnormal, whereas the false positive rate was calculated as the proportion of normal data incorrectly diagnosed as...
The closer the true positive rate to 100% and the closer the false negative rate to 0%, the better is the diagnostic performance. The RT method, which is not affected by perfect multicollinearity, was used for comparison. The nondimensionalization of the variables was performed using standard deviation. Moreover, in order to correctly compare the performance of the two methods, a threshold was set such that the false positive ratio was the same in both the proposed method and the RT method. The performance was evaluated based on the true positive rate achieved under these conditions.

4.2 Experimental results Figure 2 shows the mean true positive ratio and the mean false positive ratio for the different groups in each of the datasets. The true positive ratio for WDBC was 96.7% in the proposed method and 86.9% in the RT method, for Parkinsons it was 87.5% in the proposed method and 74.1% in the RT method, for CHD it was 57.2% in the proposed method and 39.8% in the RT method, and for Cardiotocography it was 99.2% in the proposed method and 94% in the RT method.

Figure 3 shows the mean true positive ratio when the false positive ratio of the proposed method was equal to that of the RT method. The diagnosis accuracy for WDBC was 96.7% in the proposed method and 95.2% in the RT method, for Parkinsons it was 87.5% in the proposed method and 74.1% in the RT method, for CHD it was 57.2% in the proposed method and 39.8% in the RT method, and for Cardiotocography it was 99.2% in the proposed method and 94% in the RT method.

4.3 Discussion The effect of the proposed two-step variable selection process was verified experimentally using the WDBC, Parkinsons, CHD, and Cardiotocography datasets. The results obtained in the experiments demonstrate that for all the datasets the diagnosis accuracy of the proposed method is better than that of the RT method, when the false positive rates of the methods are the same. The authors believe that the proposed method has better diagnosis accuracy than the RT method, and it can likely be an effective MT method that can be applied to situations with perfect multicollinearity.

One issue that remains to be studied is the setting of thresholds, which was not discussed in this paper. The threshold for the experiments in Fig. 2 was set at 1% significance level for the chi-squared distribution. The threshold for the experiments in Fig. 3 was set such that the false positive rates of the two methods are equal. The results suggest that the true positive rate of the proposed method does not decrease even when the threshold is set lower than the false positive rate. The threshold for the experiments in Fig. 2 was set using the unit space only; however, the authors believe that a threshold considering the signal space needs to
be set. Thus, development of an appropriate threshold selection method is an important topic that needs to be studied in the future.

5. Conclusions and Future Work

This paper proposed a method that applies the MT method after screening the variables as a measure to handle perfect multicollinearity in situations where the number of variables exceeds the number of training samples. The proposed method employs a two-step variable selection process with a newly developed variable called diagnostic SNR that is used in combination with conventional orthogonal array-based variable selection. The results of evaluations conducted of the diagnosis accuracy of the proposed method using four different datasets indicate that its performance is superior to that of the RT method.

In recent times, the product development cycle has been getting increasingly shorter. Thus, the authors believe that building accurate diagnostic models based on limited sample data from the initial development phase, which the proposed method is highly capable of doing, is extremely important. Methods for setting appropriate thresholds and for screening based on correlation between variables will be investigated in future work.
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