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Abstract
The COVID-19 pandemic has created an extraordinary medical, economic and humanitarian emergency. Artificial intelligence, in combination with other digital technologies, is being used as a tool to support the fight against the viral pandemic that has affected the entire world since the beginning of 2020. Barcelona Supercomputing Center collaborates in the battle against the coronavirus in different areas: the application of bioinformatics for the research on the virus and its possible treatments, the use of artificial intelligence, natural language processing and big data techniques to analyse the spread and impact of the pandemic, and the use of the MareNostrum 4 supercomputer to enable massive analysis on COVID-19 data. Many of these activities have included the use of personal and sensitive data of citizens, which, even during a pandemic, should be treated and handled with care. In this work we discuss our approach based on an ethical, transparent and fair use of this information, an approach aligned with the guidelines proposed by the European Union.
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1 Introduction
Before the COVID-19 pandemic, the use of artificial intelligence (AI) in everyday health care delivery and administration was minimal but growing by the day. There were severe difficulties in scaling up projects and unsolved questions about the quality of health data. Also, there were questions concerning the robustness of algorithms in the real-world applications and a policy and an essential normative void that significantly restrains institutional and human capacity to realise AI’s potential and benefits.

Today AI is at the centre of increasing global competition. Due to the possible advantages that AI offers in containing the pandemic, the number of AI-based applications has increased considerably in many areas like:

1. Warnings and early alerts to citizens and decision-makers [10, 44, 64].
2. Monitoring and prediction of the pandemic [5, 46, 54, 72].
3. Data panels [43].
4. Automating aspects of diagnosis and prognosis [3, 4, 12, 45].
5. Improving vaccines, treatments and cures [9, 18, 62, 69], and
6. Support control and tracing of digital contacts [1, 56].

In reaction to the rapid spread of the COVID-19 pandemic, the Barcelona Supercomputing Center (BSC) began working on several solutions to help control and monitor the growth of the pandemic in different parts of the world, doing
extensive interdisciplinary work. These activities included
the use of the MareNostrum 4 supercomputer and other infrastructures at the institution for its own investigations, and open access has been given to external research teams working to fight the pandemic. BSC stores and analyses clinical data of COVID-19 patients for the conception and production of tools that support clinicians in the diagnosis and treatment of the disease.

At BSC, we conceive AI as a cross-cutting tool that is used in different ways and can play an essential role in recognising infection patterns, explaining them, and predicting them. In all these applications, work has been carried out in emergency conditions where the lack of data in the necessary quality and quantity has become evident, and those that are unreliable are available, with much noise and collected with very different methodologies. The BSC participated in nineteen projects related to COVID-19 [11].

1.1 Projects related to the analysis of the search for drugs and vaccines

The life sciences department of the BSC is working on the prediction of the structure of protein S and ACE receptors, the prediction of the structure of the virus or the discovery of drugs and vaccines that counteract it. Several projects are currently hosting research carried out at the centre on the coronavirus and its possible treatments:

1. EXSCALATE4CoV (E4C), funded by the European Commission under the H2020 program. E4C emphasises basic research and applied research to search for newer drugs [25];

2. COV20_00505 Design of antivirals for SARS, in collaboration with the Institute of Advanced Chemistry of Catalonia (IQA) and Nostrum Biodiscovery (NBD), is focused on research on antiretrovirals that can inhibit the coronavirus that causes COVID-19 and other subsequent coronaviruses. This research is funded by the COVID-19 fund of the Spanish Carlos III Health Institute [21].

1.2 Tools to analyse the spread and the medical and social impact of the pandemic

Other projects, like the global data science project (GDSP) for COVID-19 in collaboration with UNICEF and Facebook, use the available datasets with social network-based mobility data of people in Barcelona, Tokyo and New York, in a project that aims to analyse the socioeconomic impact of viruses both locally and globally, focusing on the impact of safety distance measures [68]. We also have other databases, including clinical case data, socioeconomic data, textual data, and biomedical data, that are being analysed (see Sect. 2.2).

The Hospital Clínic de Barcelona (HCB) and the BSC have worked together to create an AI-based model that helps doctors predict the evolution of patients with COVID-19 and those responsible for the centres to plan their internal organisation in the event of a new wave.

In parallel, BSC is part of the CIBERESUCICOVID consortium [66] where the objective is to analyse historical data from patients that have been treated in intensive care units (ICU) among more than thirty hospitals across Spain. AI is being used to predict the evolution of patients once they enter the ICUs, as well as to recommend treatments to medical staff.

The Computational Biology group of the Department of Life Sciences is working on the development of a publicly accessible geographic information system on the expansion of COVID-19 outbreaks (FlowMaps) [27], which integrates different data sources from public administrations, to help with the analysis of the expansion of the pandemic and decision-making related to the management of new outbreaks of COVID-19. The platform gathers data on health, mobility and geolocation from the Ministry of Health, the Ministry of Transport, Mobility and Urban Agenda, the National Institute of Statistics, the Carlos III Health Institute, the Catalan and Basque health agencies, among others. The analysis of the data is carried out with network systems that seek the relationships between them, with the aim of obtaining a better understanding of the spread of the disease. With the results, reports are made for health authorities and tools are developed to nurture epidemiological models intended to support decision-making.

PhysiBoSS-COVID [49] is an effort to integrate MaBoSS, a stochastic Boolean modelling software, into PhysiCell-COVID to allow the leverage of cell- and pathway-specific Boolean models. To obtain these COVID-19-specific models, BSC has taken advantage of CaSQ ability to convert all C19DM maps into SBML-qual files, that can subsequently be transformed to MaBoSS-format Boolean models, ready-to-use with PhysiBoSS-COVID. As a proof of concept, there has been an integration of a model of apoptosis on human epithelial host cells as a consequence of SARS-CoV-2 infection or T cell induction [48].

1.3 Plan of the work

This paper has the following structure. First, in Sect. 2, we address, from an EU point of view [34], the Ethical, Legal, Socioeconomic and Cultural issues of using AI to fight the pandemics. In Sect. 2.2 we give notice of the Global Data Science Project, and in Sect. 3 we describe the dataset and the pandemics situation in Spain. Also, we analyse the Google and Facebook datasets, for Spain, for the period from March 2020 to January 2021, and in Sect. 5 we present a general discussion and give our conclusions.
2 Ethical, legal, socioeconomic and cultural issues of using AI

Sound ethics and risk assessment processes are needed to warrant that AI is used responsibly in response to COVID-19 or any other global emergency. It is clear now that current processes for ethics and risk assessment encompassing uses of AI are still relatively immature, and the urgency of a crisis of this magnitude highlights their limitations [67].

All AI-based systems relying on the processing of personal and sensible data should be based on the principles of Convention 108+ of the Council of Europe [20], which must still be applied fully and under all circumstances regardless of whether it is the use of data about biometric data, geolocalisation, facial recognition or the use of health data. Information about socioeconomic factors like education, income, occupation, race/ethnicity have to be protected in the same way since they are considered as fundamental determinants in human life span, well-being and health [53].

Big IT companies, countries and authorities collect detailed data during outbreaks, and COVID-19 just augmented this trend. In many cases, data owners may not be able to share those datasets openly due to various ethical, legal and privacy issues, political regulations and concerns, and/or computational limitations. Besides, there are no standardised data formats that facilitate the open reporting of such information while ensuring compliance with data privacy regulations (primarily deanonymisation) [37].

As Bengio et al. [8] explain, no identifiable data should be shared with any public institution or private enterprise. Pseudonymised or aggregate data can be adequately used to develop machine learning and epidemiological models and inform public policy. Otherwise, data should be kept encrypted on users’ devices and inaccessible to public authorities or private interests. A tracing application itself can propagate alerts to high-risk contacts and can recommend that users voluntarily contact health authorities where relevant, thereby assisting markedly in contact tracing while minimising the potential for state surveillance, snooping, or vigilantism. Yet, the potential gains of using personal health data to produce new knowledge cannot be minimised, for example, in the context of testing much-needed drugs and vaccines, as currently highlighted by the COVID-19 crisis [50].

We believe that robust and consensual ethical frameworks, for example [34], are needed to identify, assess and choose the correct course of action concerning the risks, opportunities and technical and moral issues posed by the use of AI. Such ethical frameworks also need to have a solid legal basis to prosecute offenders, see [22].

The design of new applications based on AI that considers in advance the ethical and legal aspects of the use of personal data is a step forward.

A data protection focus on individuals, an awareness of the social consequences of data use and the link with personality rights may expand the data controller’s approach beyond data protection to fundamental rights and collective interests [42].

The use of contingency measures should be carried out in full consultation with data protection authorities and respecting the dignity and the users’ private lives. How can societies navigate the grey zone of ending lockdowns while avoiding any breach of privacy and freedom? There are no easy answers to the question of the proportionality of mobility or contact-tracing technology or any of the other possible surveillance intervention. The different biases of the various types of surveillance operations should be considered, as these may cause significant discrimination [8, 23]. Our approach is to exploit data for good, avoiding any possible user identification.

2.1 Why is mobility analysis important/useful?

Since March 2020, it is clear that the COVID-19 pandemic has drastically altered mobility systems worldwide. Due to lockdowns, security distancing and stricter hygiene requirements, demand for personal mobility has gone down, while operational complexity has grown. In this time of crisis, modelling human behaviour (rational and emotional) is an essential aspect of the scenario analysis. During COVID-19, compliance with government orders like stay-at-home was one of the primary behavioural drivers to reduce contact between individuals to slow the spread of the SARS-CoV-2 and to restart economic activity [16]. For example, daily mobility data on how many kilometres were driven within each zip code in the country became a proxy for the effectiveness of the stay-at-home orders.

A relevant proportion of scenario analysis in the context of mobility is carried out with the use of AI methods, especially agent-based models and machine learning [65]. Models based in the multi-agent paradigm are used in the simulation of population mobility for the prediction of the impact of policy making [15, 17, 41]. In this kind of application, the system is usually built from the bottom up by modelling individual units (e.g., people or vehicles) under the assumption that a realistic behaviour will emerge. Another approach consists in using machine learning and data analysis algorithms, combined with high amounts of potentially heterogeneous collected data, in order to model the behaviour of the system. Such models can be applied for a myriad of application classes such as trajectory prediction [2, 71], inference of behavioural patterns [61], detection of unplanned events in urban settings.
At the beginning of the pandemic, governments and decision-makers had little precedent information for deciding the best policies to apply and to identify which measures would be the most effective for containing the virus spread while, at the same time, not restricting citizens’ freedom considerably, i.e., in terms of mobility. This fact made monitoring the effect of all decisions taken a crucial point. Specifically, on the field of mobility, being able to monitor the mobility of the population, both locally and between communities, and compare it with the actual spread of the virus could help discern which mobility restrictions work better and where these restrictions are being followed adequately, even if the mobility datasets on-hand have limitations, e.g., such datasets cannot cover all population in an unbiased way [16]. In the end, this information could lead to better decisions, which could help avoid more deaths caused by COVID-19.

Therefore, there is a need for using data analysis techniques to get insights and make predictions based on scenarios of pandemic. However, in the design of any algorithm that can provide outputs consequently used for policy creation or modification, we must be aware of whatever adverse effects could they end up provoking and which possible risks are associated with them. Could mobility patterns be used for discriminating individuals or groups? Different areas might encompass different socioeconomic levels, which could be related to different mobility patterns. Is it right to use this information on law enforcement? If individuals, in a specific area, are not fulfilling the movement restrictions this should be made visible during mobility analysis. Therefore, having this analysis at hand could enable local authorities to apply local policies in a better informed way.

Before the COVID-19 pandemic, the availability of mobility data was highly restricted. Neither researchers nor public administrations could easily access them, apart from those being gathered for specific purposes like public transportation usage or survey-based origin-destination matrices. The need for mobility analysis has pushed the big technological companies to release new mobility datasets based on, for example, Call Details Records, anonymous GPS traces and mobile application data from smartphone users. Even if sparse, the richness of these datasets and their capacity to track movement in near real time have attracted the attention of decision-makers and epidemiologists.

In Europe, on 8 April 2020, the European Commission asked European Mobile Network Operators (MNOs) to share anonymised and aggregated mobile positioning data. In compliance with the “Guidelines on the use of location data and contact tracing tools in the context of the COVID-19 outbreak” by the European Data Protection Board [24], this data does not provide information about the behaviour of individuals; it can, however, give valuable insights into mobility patterns of population groups [59].

Therefore, data quality may vary substantially across diverse data streams. This fact was particularly evident early during the COVID-19 outbreak when data was often less structured [58]. Also, biases only become manifest after data is collected and analysed. Therefore, while researchers and decision-makers need to perform their assessments of the feasibility of specific data to support their study findings, it is compelling to have a fair data validation process in place before it is used [37].

Each company has freely decided and shared their anonymising methodologies and the data granularity they would share to avoid miss-usages of it. So, the private companies have all the decision power about the data that users generate and governments need [70]. This could raise questions about who should control mobility data.

To be ready for its ethical and transparent use, all available mobility data ought to pass through an aggregation and anonymisation process before being released to the public. Administrative regions of level 3 are used to split the data using the smaller granularity available until today. This aggregation makes it impossible to discern one specific user’s mobility patterns on its own. But we must be aware that the same user could be generating data for more than one platform, which could imply several independent data handlers. There is a risk that one data handler failure could lead to this user’s patterns being identified by crossing all available data. For example, people living on the same zone of a city could have clusters with specific mobility patterns if some user appears on its work website, which could help discern which of the mobility clusters this user belongs to. Additionally, low populated areas could make it easier to identify and track individuals with enough information coming from different sources.

Once we have anonymous mobility data that we can analyse, it is essential to put this data in context in order to obtain a better analysis and to be fair with all regions being analysed. Mobility patterns might be different, given each geographic area and each main economic activity. Not taking into account these two points could provide an incomplete picture, leading to sub-optimal decisions.

In the same country, there can be substantial geographic differences. This fact can have huge effects on mobility. In the late years, most rural areas have become progressively emptier as people have migrated to big cities. This implies there are some significant areas with a very sparse population. People living in this area might need to travel a considerable distance to buy something because it is not available in their village. This could mean a big data point where distance is not correlated with the number of people having contact or the infection risk. On the other hand, someone living in a city could have much more risk with half the
movement. Analysing this data without context could lead to increase the measures on rural areas guided by the considerable mobility, isolating people without a real need for it, with all the psychological effect this could have on these communities.

Mobility patterns can be strongly affected by economic activities in a specific area. In a geographical location where the main activity is related to technology, most workers can develop their work from home. This is not the case for the industry and services sectors, where workers need to be present at their workplaces. It implies that mobility restrictions will affect people’s lives, in a degree that might depend on their industry. For this reason, decisions according to mobility must take into account the distribution among the economic sectors on each area and take the adequate measures to protect all the people who will not be able to work while restrictions are active.

These are two of the main concerns while analysing mobility data, but more might arise over time. People’s behaviour is not one-dimensional; mobility might be related to geographic and socioeconomic factors, work sector, educational level and even psychological state of the population. Decisions on mobility restrictions might profoundly affect a community. Researchers have the responsibility of being aware that releasing an analysis about this field could have unintended effects that strongly affect our society and there must be an intent on minimising the risk of given effects being negative.

### 2.2 The global data science project

The main purpose of the global data science project (GDSP) is to quantitatively measure the impacts of the COVID-19 pandemic on our societies regarding people’s mobility, health, and behaviour changes, and to inform public and private decision-makers to make effective and appropriate policy decisions. The GDSP team is formed by computer scientists, data analysts, designers and legal experts from institutions from several countries and is advised by members of the UNICEF Office of Innovation. Work done in GDSP is multidisciplinary, including topics such as, e.g., the impact on mental health based on collected tweets [38] or the impact on flight networks [63].

One of the main focuses of the GDSP is to analyse the seeming trade-off between economics and the prevention of infection spread. Based on the calculation of a physical distance index (mobility index), economic damages, and the number of newly infected individuals, the team analyses the optimal level where we embrace both the steady decline in the number of infections and recovery economics. While intuitively it seems clear that there is a direct relationship between physical distance and the speed of the pandemic spread, policy makers still struggle to find the proper tools to understand the possible containment measures to apply [68].

One important subset of containment measures are those that try to affect mobility. Because the pandemic has hit worldwide, it is essential to be able to build mobility indexes that can be scaled to many countries and spanning comprehensive-time ranges. Obtaining detailed quality mobility data in a homogeneous form that tackles these issues is challenging [57]. Mobility can consist of movements varying in length and frequency: from school or work commutes to migratory movements across national borders. Typical mobility data sources such as origin-destination matrixes or GPS traces can cover some part of it (see Sect. 2.1). Still, it is hard to find data sources ready to use covering many types of mobility activities simultaneously.

For our analysis, we focus on Spain’s case while aiming at being able to scale our analysis to other countries applying similar policies. In Spain we find enough elements to drive our analysis: variable pandemic spread over time and the adoption of different kinds of political measures to contain. We focus on the first wave of the pandemic, including a complete lockdown starting March 15th following mild restrictions and finishing gradually after a couple of months [32]. We studied Spain’s demographics and considered the relation between restriction policies, social behaviour and pandemic evolution [29, 52]. The outcome of this study could help other countries into how to react to future similar crises, for example in the form of adaptation of mobility policies.

### 3 Tracking mobility in Spain during the pandemic

Potentially, the infrastructures created in battling the pandemic may enable governments, or private companies, to exercise an immoderate amount of control over individual citizens. Therefore, any responsible implementation of mobility tracking should give particular weight to systemic risks, and ELSEC considerations [47].

Due to the aforementioned lack of data sources available in different geographical locations in a homogeneous form, we focused on analysing the feasibility of using mobility data produced by the big technological companies. Many instances of such data became available in an effort to help scientists in COVID-19 research. We studied two of these datasets, the ones published by the Facebook Data for Good program (FDG) [26] and by Google [7]. Both are based on aggregations of anonymised data generated by mobile devices.

It should be noted that by using data of this nature a certain amount of bias is expected. The penetration of mobile devices varies considerably among groups of age or different
3.1 Composition of the datasets

Usually, geographical data is aggregated based on a standard level of spatial granularity called administrative level: 1 (usually countries), 2 (regions inside countries) and 3 (administrative divisions of regions). Google data is aggregated at level 2 while FDG data is aggregated at level 3, so we aggregate the latter dataset to level 2 for our study.

Google periodically releases their COVID-19 Community Mobility Reports [7, 31]. These include several metrics corresponding to different types of activity, such as shopping or going to work. In our case we use the Residential metric, which aggregates the average number of hours spent at each user’s residence.

Both metrics, FDG’s remain-in-tile and Google’s Residential should strongly correlate, as a considerable amount of people should score similarly in both indices at the same time individually or in aggregation. The direct comparison between both should provide context for their interpretation and insights on their applicability.

3.2 Analysing the data

Our first analysis focuses on the general mobility trend of Spanish regions during the pandemic’s peak. For this, we focus on the three months around the pandemic’s first wave in Spain, as shown in Fig. 1 where we show the evolution of the Google’s residential index and the remain in tile index for Facebook as very good proxies of the level of confinement at home, i.e., if you remain at home you must count as a person who remained in tile and stayed a lot in a residential area.

The analysed months are March, April and May. In this period, the legal environment that affected mobility in Spain went through five clear stages. On March 1, there was a normal legislation and mobility was expected to be normal as it can be. That would mean around zero on the Google index since this is a measure relative to normality. Later, from March 14 to March 27, there was a state of alarm, a period of mobility containment given that there was a general lockdown. Everyone had to remain at home except for shopping. No outdoor exercise or any other activity was allowed except for some strategic economic sectors. This lockdown was strengthened from March 28 to April 12 where only the most strategic sectors were allowed to function. A hard lockdown where any economic activity which required in-person work was forbidden except for essential services. This hard lockdown ends in April 13. From this point on until May 1 the more general lockdown remains in place, but reinforced policies are lifted and mobility to the workplace for certain non-essential sectors is allowed. Finally, from May 2 to June 20 (7 weeks), the legal framework became slowly heterogeneous. Different regions had a different legal framework. All of them pointed to a convergence towards new normality, as de-confinement measures were deployed. First, kids are allowed outside for a limited time, some stores are allowed to open under certain conditions, etc. This process is progressive, with new lifted restrictions every 2 weeks. It goes on until June 21, when the state of alarm ended and new normality began.

We can observe small differences in the first stages of the lockdown in different Spanish regions. However, most of them follow roughly the same path of a very sharp reduction in mobility. According to both mobility indicators, the Spanish society assumed and implemented the general lockdown in a matter of 48 h (from March 12 to March 14). Spain sustained a very high level of mobility restrain along seven weeks although it was specially so during the first four weeks, corresponding to initial lock down and then the hard lockdown (consecutive orange and red bands in Fig. 1). It kept this reduction rather high for another two-three weeks and, later on, mobility started to come back to normal. There are some differences in the level of confinement and speed of recovery, which can be explained by differences in the speed of de-confinement applied by each region.

3.3 Expected insights of mobility patterns and COVID-19 in Spain

Technological companies developed the mobility indexes with the aim in mind to help governments and citizens to understand the interplay between legislation, mobility and epidemics. Personal data were not publicly available and, indeed, it can be used to understand better the epidemics in Spain.

To observe the effect and timing of the policies implemented, we can compare it with the pandemic status. For that purpose, we use the number of new hospitalisations
plotting it against the mobility curves. To approximate the contagion date from the report’s date, we shift this data two weeks early.

It is important to understand why one should use new hospitalisations to compare mobility data and the epidemics. During the first wave of the epidemics last March, most cases in Spain were detected at the hospital. Tests were not deployed in Primary care and there was no contact tracing. Therefore, the National Health System only detected a small fraction of the cases, estimated at around 10% [13]. On the other hand, cases at that time were not properly assigned the day of symptom nd time series are highly unreliable.

So, new hospitalisation was the most reliable data, together with reported deaths in hospitals, not because all deaths from COVID-19 were properly reported but because they were a consistent metric of the epidemics evolution. However, we must notice that there is a time lapse between becoming infected, developing symptoms and, in case the prognosis of the disease worsens, hospitalisation.

This shift is motivated by current estimates where 4–7 days lapse between infection and another week or more until prognosis worsens. A 10–14 days shifts are reasonable to estimate how mobility can affect the course of hospitalisation thanks to the reduction in infections. Figure 2 shows this comparison, for the case of Madrid [14], the region with the most cases and the strongest lockdown adherence. We observe the beginning of the lockdown overlapping with the initial containment of the pandemic. Seven weeks of general lockdown coincide with the 7 weeks of most substantial pandemic rate reduction. That is when it took the pandemic to reach a basal situation in the region, with a very low level of hospitalisations.

We must stress a rather important point regarding the lifting of measures. During the crisis, policy makers could only use hospitalisation data as a reliable source of information. Actually, daily cases presented a very short delay compared with hospitals, indicating precisely that COVID-19 was detected precisely around hospitals. Both data series presented, basically, the same information. According to this estimate, a proper control of the epidemics was actually achieved earlier than the hospital data suggest. It is perfectly possible that the Spanish lockdown duration (7 weeks) was a very good fit for the pandemic’s evolution.

Despite the possibility that the epidemics was under control earlier than hospital data suggested, a shorter lockdown may have induced a significantly higher risk of relapse. Keeping mobility down for more weeks helped to push the real number of infection down. And still, these numbers were not low enough to guarantee strong suppression of the virus. Actually, as shown in Fig. 1, cases started raising again in Catalonia during the summer, only a couple of months after the end of the lockdown. If sustained for
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According to Facebook’s remain-in-tile and Google’s residential index, mobility containment in Madrid, together with the number of reported hospital admissions daily in Madrid [14] shifted 10 days early to approximate contagion date.
longer, it would certainly have driven the number of cases to very low levels. Therefore, the de-confinement process was a bolder (and riskier) initiative than Fig. 2 illustrates.

The role of the hard-lockdown versus regular lockdown is also a source of knowledge for future epidemics control. The regular lockdown includes five weeks of lockdown data (the last two weeks of March and the first three weeks of April) during which travelling to industry and construction workplaces was allowed. This sort of lockdown is assumed to have a less damaging effect on the economy, but it enables co-workers’ infection. To compare mobility between both periods, we measure the corresponding area under the curve, which indicates an increase between 10 and 15% in the people who stayed put. The relevance of that number for the containment of the pandemic is unknown to us, i.e., we do not know which would have been the pandemic’s evolution if hard-lockdown had not been implemented. One may argue that many more people would have been infected since regular lockdown enables transmissions on the workplace.

However, the number of detected cases did not show any change after hard-lockdown ended; it continued to decrease at a similar rate. One may also argue that the hard-lockdown had a psychological effect on society, boosting resiliency to confinement. Looking at how mobility recovers right after hard-lockdown is lifted, this seems to be a valid hypothesis. If that were the case, a state of the alarm without hard-lockdown might have lost adherence faster.

4 Ethical aspects of non-expected mobility patterns insights

We address now a key question that arises when deploying the information of mobility data. Namely, the fact that when different sources are available, cross analysis can unveil patterns and analysis that were not initially in the mind of those developing the mobility data.

While personal data is not available and it is impossible to correlate any particular movement to any particular person, general trends and population behaviour can become uncovered. We present here two examples of this indirect knowledge. Let us start with the one that does not present any particular ethical problem since it is basically an economic-related insight that can already be obtained through other indirect measures.

Given that within the seven lockdown weeks, two were under hard-lockdown and police strongly enforced restrictions, by analysing the mobility in these two weeks we can obtain a reasonable estimate of the maximum mobility restriction that can be held in Spain while keeping essential services running. Actually, by knowing the number of non-essential services that were allowed during the soft-confinement one can estimate the impact on mobility of each one of these sectors.

The fact that different mobility sources are available can provide useful econometric data to understand how economic policies can affect economic structure which, at the same time, can affect the type of mobility network (public transports, roads, trains..) needed to sustain it. In this case, having different sources only provides more accurate information about issues that are already being investigated by countries all around the world. In other worlds, it represents a spill-over of the information with no particular ethical concerns.

Let us proceed now to address a more complex example of unexpected insight from cross-analysis of data: average personal behaviour of the citizenship.

4.1 Unveiling average personal behaviour

The analysis of mobility relations between different sources of mobility data can provide insights on a very different matter. It can help to unveil average behavioural patterns of the population. While companies right now can obtain average behaviour data on different features of on-line interactions such as browse history or type of interactions, the key goal of these companies is to gather different average information from different sources so that they can obtain information about average patterns.

One must not mix this ethical question with the importance of permission structure regarding privacy. Indeed, people can opt in to let companies use personal history to direct advertisement. They can even leave details about their personal mobility. So, in a certain way, average behaviour can be obtained regarding interaction patterns if enough people give permissions to track their mobility.

Here, the question arises where information form different sources regarding mobility can be inspected, which changes in population patterns can be detected, and what are its ethical ramifications. A given company can detect from those users allowing the use personal tracking that a particular geographical spot (a commercial shopping area, or a restaurant) became more trendy. Similarly, it can detect if the number of people doing sports in gyms or any other specific activity increased. However, any of these indicators can also be obtained indirectly via browsing history. Still, there is a difference between inferring and knowing these changes.

In any case, a particular company cannot be sure that this changes in profile are unique to their customer base or are more general to the whole population. The publication of multiple average mobility data can unveil precisely these general patterns. We proceed to show that with the combination of Facebook data and its Mobility index and
Google indicators of mobility, one can observe shift in average behaviour and, more specifically, in changes in daily or weekend behaviour.

4.2 Daily Trend

Weekdays have an essential role in the characterisation of mobility. Let us now study the same data, but this time with a daily perspective. The plots in Fig. 3 show the reduction in mobility using Facebook data and Google mobility index. For each month, we provide two visualisations of the evolution of these indexes during the pandemic in Spain. The cloud of points shows how the relation between both changes strongly depending on the month. Each month had a different epidemiological situation and, as expected, different average general behaviour of the population.

On the top row, the colour gradient shows the change through time, week by week. On the bottom row, weekdays are colour coded to illustrate the differences between days. The reduction in mobility detected by Facebook is higher when the dot is more to the right. The vertical axis shows the relative change in the number of people that stay in residential areas. When this value is high, a high percentage of people stay at home with respect to regular instances of that day of the week.

In Fig. 3, the first noticeable thing is the correlation between both values during lockdown, as all data is mostly gathered around the diagonal. The top row shows the evolution of mobility, starting from the axis origin (bottom left) and suddenly jumping to the plot’s top–right quarter as lockdown is implemented. The last Friday and Saturday before the lockdown (second week of March) are the only days in the middle of that jump. During the lockdown, in April, data is relatively stable in that area, until the de-confinement measures, in May, bring it down and left again, but this time in a slow manner.

On the other hand, as the number of cases decreases, mobility restriction are lifted, the cloud of points shifts completely from the diagonal. During summer there was a broad range of changes in the Google’s residential index while a shorter reduction in mobility is detected by Facebook. Interestingly enough, these high correlations come back in November when the second wave of the epidemics reaches Spain, and new and softer restrictions measures were applied.

4.3 The new normality

In the previous section, we have seen the relationship between the two indexes. Here we can see how the population’s average behaviour shifted as the government lifted confinement measures in the second half of May. We must recall here again that the process was asymmetrical, with regions with better pandemic indicators (i.e., number of daily cases, number of available hospital beds, etc.) de-confining faster than others.

Governmental sources offer detailed maps of the differential treatment of regions can in [55]. This process ended on June 21st, when the state of alarm and all mobility restrictions ceased. On that date, the whole country officially entered the new normality.

Figure 4 includes the period from the last 4 weeks of the state of alarm, without a generalised lockdown, until the end of August, covering several weeks of new normality. To facilitate visualisation, we change zoom in and the axis scale with respect to Fig. 3.

The progression of mobility towards the axes origin is visible as weeks go by (in colour gradient), for both working days (Monday to Friday) and weekend days (Saturday and Sunday). To compare the new normality with the old one, we must focus on the Google axis, since this is relative to a baseline (January 3 to February 6). On the weekends, mobility is already at Google baseline levels, with all values between −5 and 5 on the last week, the new normal one. In contrast, working days show a higher difference concerning the baseline, with several values in the last week between 5 and 15 in the Google axis.

This behaviour indicates that the Spanish society’s change, during the new normality, is focused on working days, while weekends are back to how they were. We can analyse these indicators of change in behavioural pattern for different regions focusing on these days, where we can see that the recovery of old normality is not homogeneous. Catalonia and Madrid, the regions with the largest metropolitan areas converge into higher reductions of mobility in weekdays, compared to the regions of Asturias, Navarre, La Rioja, Region of Murcia, Extremadura and Galicia where the restriction measures had a lower impact on mobility.

This is likely related to the fact that Catalonia and Madrid were slightly behind in removing restriction measures during that period. Alternatively, as indicated in [29], this may also be related to the role of large metropolitan areas, where it is harder to keep a safe distance. Both regions reported the highest absolute volume of infections during the pandemic. Both of these factors are strong psychological enablers of self-responsibility, which may affect adherence to mobility reduction during the new normality. Another possibility is that these effects can be more noticeable in areas where the potential for social activity and interactions is higher.

4.4 An ethical dilemma

From the analysis made in the previous subsections, we observe that it is possible to detect the changes in the population’s average behaviour with the cross-validation of
Fig. 3  The figure shows the evolution of reduction in mobility from Facebook (horizontal axis) and Google (vertical axis) data sources. Each dot represents a single day in a single region. The first column holds data for March/June/September, the second for April/July/October and the third for May/August/November. The odd rows show the data with a colour gradient indicating the week of the month. The even rows show the same data coloured based on the day of the week.
different data sources. Our research can unveil knowledge regarding general patterns. The ability of governments and/or society to be self-aware of these changes presents essential ethical questions. Is it any different than knowing average behaviour for a given particular activity that becomes more trending? What are the possible consequences regarding human behaviour knowledge? One can envision governments or companies feeding different strategies for providing information and detecting what works best. This is the type of experiment that political campaigns use to check what kind of e-mail or personal interaction may help more on fundraising in the US [60].

In any case, the possibility of obtaining information on changing patterns for the epidemics is just a small example of the famous problem of getting unrelated information from original sources, not originally designed to provide them. Still, data process is often taken-for-granted and the low quality in data may lead to poor results [58].

Another ethical aspect to take into account is the responsibility of adequately storing and protecting mobility data. Although the study presented here is purely based on anonymised, aggregated data, it is essential to have complete awareness about the nature of the data at all times. For example, privacy risks have been detected in datasets such as those coming from contact tracing apps [36] due to excessive personal information disclosure. Data such as origins, destinations, means of transport, social network data, among others, can be considered personal information under certain circumstances [19]. In general, there is a strong public concern regarding the use of data originated in mobile devices due to the risk of damaging privacy and civil liberties [51].

We followed a preemptive measure to double-check with the providers that they understand these risks and do any pre-processing necessary to mitigate these risks. For example, we verified that Facebook—the data of which had a lower granularity—was aggregating at a scale enough to make sure that individuals could not be traced, especially regarding areas with lower population density.

5 Discussion and Conclusions

After almost one year of pandemic, digital technologies, including AI and information technologies, are demonstrating to be crucial tools to help build a globally coordinated response. Times of crisis show that societies can necessitate coordinated scientific and technological teams to the rapid deployment of new technologies to save lives and restore normality. The multiple uses of AI-based tools also put forward the limits of what can currently be achieved by these technologies, see Sects. 1.1, 1.2, which we cannot expect to compensate for structural challenges such as those experienced by many health care institutions around the world.

Simultaneously, there is growing concern that the temporary restrictions that digital surveillance entails could lead to a long-lasting suspension of civil rights and liberties and could have some unintended outcomes. In the case of AI,
COVID-19 has acted as a booster and amplified potential research opportunities and concerns.

In particular, this situation consolidated the adoption and use of AI-based techniques in scientific and medical research. This is especially evident in the field of pharma-ceutics. Never before has AI, thanks to the emergence of specific hardware, new algorithms, and the availability of large data sets, have shown the ability of machines to solve intricate biological puzzles faster than human experts. This crisis accelerated data sharing practices between the industrial sector and governments. Academia was also very active in this interchange.

Other fields where researchers and governments have shown interest are citizen’s mobility and, in particular, digital contact-tracing apps [39].

5.1 GDSP takeaways

The dynamics of infectious diseases like COVID-19 are affected by human mobility more strongly than previously thought, and therefore reliable mobility traceability data is essential. To study the change in mobility, evaluate mobility restriction policies’ efficiency, and facilitate better response to possible future crises, we need to understand all mobility data sources at our disposal correctly.

One of the main issues when working with private data sources is imperfect knowledge regarding its nature. For privacy-preserving reasons, raw data is never provided. Instead, data goes through heavy pre-processing and anonymization procedures [33].

In the GDSP pilot that we explained in Sect. 3, we are sure that the granular non-identifying information used to train machine-learning models do not contain sufficient detail to re-identify individuals when correlated with other sources of data [23]. Our results suggest that the data collected during the GSPD pilot could provide unmatched individualised human movement information and address significant gaps in currently-available data for mobility during and after lockdown.

In Sect. 3.3 we show that there exist significant differences among days. During the studied period, weekends exhibit the highest volume of mobility reduction in absolute terms. Even during the hard-lockdown, when travelling to work was forbidden for all except essential services. At the same time, weekends have the smallest mobility reduction in relative terms, indicating that society’s effort to make in this regard with respect to its previous patterns was smaller. Fridays and Sundays are particularly relevant days. The former is because it represents the most significant deviation from normal behaviour, while the latter represents the most significant absolute decrease in mobility. Decision-makers can exploit these particularities for the general good. As Hildebrandt states, technologies can be designed in such a way that values, ethical norms, and legal principles are built in, design for values can act as powerful limitations for possible excesses, for example, in times of crisis [35].

In the case of mobility and contact-tracing apps, citizens deserve clarity and simplicity about all aspects of their implementation. Among others: the purpose of data collection, the types of data collected, the parties who have access to them, the extent, modalities, and the timeline for data deletion, the algorithms and data training sets that will automate processes and influence their daily lives. Also, it is essential to know who is the authority in charge. Therefore it is clear that transparency is crucial for the adoption of these technologies and to maintain legitimacy and trust.

5.2 Final Remarks

In health crises like this, decision-makers must protect public health by facilitating mobility that permits citizens to meet their basic needs safely. Decision-makers, for example at City level, using the information and methods like the one described in §3, can lead the development and evaluation of strategies through social, tactical and technological policies to perform realistic interventions, some of those may remain in place after the crisis.

There is a general agreement that digital technologies, and AI-based technologies, may prove useful tools when exiting national lockdowns, as shown in Sect. 4.3, in the current COVID-19 crisis.

In light of the results presented here, it is clear that governments and scientists should collect and aggregate many types of data in addition to the studies that are currently ongoing addressing the epidemiology and biology of COVID-19. Given their potential to threaten privacy and individual liberty and foster inequalities, robust oversight of the deployment of these AI-based surveillance technologies, which involves users and civil society groups, is urgently needed [23, 39]. As Kraemer et al. indicate, trust is one of the critical components enabling rapid and efficient data sharing. The misuse of data has been detrimental to data sharing and disincentivised open collaborations [37].

The risks of unintended and negative consequences associated with AI-based technologies are commensurately high, particularly at this pandemic scale. Questions remain regarding how digital AI-based surveillance tools, as mobility tracking apps, designed for pandemic containment, will work in practice.
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