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Abstract. The paper deals with the estimation of the noise covariance matrices of a time-varying system described by a state-space model with a time-varying set of sensors. In particular, the measurement difference autocovariance method, is proposed. The method is based on a statistical analysis of linearity transformed measurements leading to a system of linear matrix equations. The theoretical results are discussed and illustrated using a numerical study.
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1. Introduction
State estimation plays a key role in many applications including satellite navigation, target tracking, signal processing, fault detection, and adaptive and optimal control problems. It constitutes an essential part of any decision-making process. Estimation for discrete-time stochastic dynamic systems is a very important field of study, which has been considerably developed for the past fifty years. In the beginning, the development was focused on linear dynamic systems and it has been further developed until today with the stress on the state estimation of nonlinear stochastic dynamic systems.

The state estimation, however, requires the knowledge of not only the system matrices or functions of the deterministic part of the model but also the knowledge of the noise statistics. The knowledge of noise statistics is, however, questionable in many cases. Incorrect description of the noise statistics may cause significant worsening of estimation or control quality or even failure of the underlying algorithms.

Therefore, several methods for estimation of the noise statistics have been developed, which can be divided into several categories; correlation methods [1–6], Bayesian estimation methods [7,8], maximum likelihood estimation methods [9,10], covariance matching methods [11], or the Kalman filter working as a parameter estimator [12]. Besides the noise covariance matrix estimation methods, alternative approaches directly estimating the gain of a linear estimator have been developed as well [1,13,14]. A characterisation of the methods with their assumptions, properties, and limitations can be found in e.g., [3,15–17].

The correlation methods have received quite considerable attention in the past as they may provide unbiased estimates with acceptable computational requirements even for high-dimensional systems. The methods are based on an analysis of the innovation sequence of “non-optimal” linear state and
measurement predictors\(^1\). The methods have been pioneered in \([1, 2]\) for linear time-invariant (LTI) and linear time-varying (LTV) models respectively. In \([3–5, 18, 19]\) the correlation methods have been further advanced (in terms of computation and algorithmic complexity) and a set of methods, called the autocovariance least-squares (ALS) methods have been proposed. The ALS methods were developed for both linear and nonlinear systems. However, for LTI models and only for certain classes of LTV and nonlinear models, the methods have been proven to provide \textit{asymptotically} unbiased estimates \([3, 20]\). Moreover, the above mentioned methods have been proposed for systems with a constant set of sensors. The assumption is, however, limiting for certain applications and areas, for example for navigation, tracking, and positioning, where the number of sensors or their availability varies over time \([21]\).

In this paper, the measurement difference autocovariance (MDA) least-squares-based method \([22]\), which was originally proposed for estimation of the noise covariance matrices for LTV models described by a state-space model, with a constant set of sensors, is extended for a state-space model, with linear state equation and linear or nonlinear measurement equation with a time-varying set of sensors. In particular, the models with the measurement function Jacobian with the rank greater or equal to the state vector dimension are considered. The proposed method is thoroughly analysed and conditions for \textit{unbiased} estimate are discussed.

The rest of the paper is organised as follows. In Section 2, the system description and the problem statement are given. The MDA method is introduced and extended in Section 3. Section 4 discusses implementation details of the MDA method. Then, in Section 5 the performance of the MDA method is illustrated using a set of simulations and Section 6 concludes the paper.

2. System description and goal of paper

Let a discrete-time time-varying dynamic stochastic system described by the state-space model with a time-varying set of available sensors be considered. Its model consists of the state and measurement equations. The state equation is given by

\[
x_{k+1} = F_k x_k + G_k u_k + w_k, \quad k = 0, 1, 2, \ldots, T,
\]

where the vectors \(x_k \in \mathbb{R}^{n_x}\) and \(u_k \in \mathbb{R}^{n_u}\) represent the system state and control at the time instant \(k\), respectively. The vector \(w_k \in \mathbb{R}^{n_x}\) is the state noise, which is supposed to be zero-mean and white with \textit{unknown} covariance matrix \(Q \in \mathbb{R}^{n_x \times n_x}\). The measurement equations corresponding to \(n_s\) available sensors are given by

\[
z_{k,i} = h_{k,i}(x_k) + v_{k,i}, \quad i = 1, 2, 3, \ldots, n_s.
\]

where, \(z_{k,i} \in \mathbb{R}^{n_z,i}\) is generally a vector measurement of the \(i\)-th sensor, \(h_{k,i}(x_k)\) is a known function, and \(v_{k,i} \in \mathbb{R}^{n_z,i}\) is the measurement noise with the following properties

\[
\mathbb{E}[v_{k,i}] = 0_{n_z,i \times 1}, \quad \forall k, i = 1, 2, 3, \ldots, n_s
\]

\[
\text{cov}[v_{k,i}, v_{l,j}] = \delta_{k,l} R_{i,j}, \quad i = 1, 2, 3, \ldots, n_s, j = 1, 2, 3, \ldots, n_s
\]

where \(\delta_{k,l}\) denotes the Kronecker delta function and \(0_{n \times m}\) stands for the zero matrix of dimension \(n \times m\).

The set of the sensor indices is \(Z_k^C = \{1, 2, 3, \ldots, n_s\}\), and the measurement vector corresponding to all sensors is given

\[
z_k = [z_{k,1}^T, z_{k,2}^T, \ldots, z_{k,n_s}^T]^T \in \mathbb{R}^{n_z}.
\]

where \(n_z = \sum_{i=1}^{n_s} n_z,i\).

\(^1\) As the noise covariance matrices are not known, the optimum (Kalman) gain cannot be computed. The predictor gain is, therefore, considered as a user-defined parameter, hence the prediction is not optimal in mean-square error.
At each time instant, however, a only subset $Z_k \subset Z_k^c$ of all possible sensors is available. The set of available sensors $Z_k$ corresponds to the measurement vector

$$z_k = S_k \bar{z}_k,$$  \hspace{1cm} (6)

where $S_k \in \mathbb{R}^{n_z \times n_z}$ is a selection matrix defined as

$$S_k \triangleq \text{blkdiag}(S_{k,1}, S_{k,2}, \ldots S_{k,n_z}),$$  \hspace{1cm} (7)

and

$$S_{k,i} = \begin{cases} I_{n_z,i} & \text{if } i\text{-th sensor is available at time instant } k, \text{ i.e., } i \in Z_k \\ 0_{n_z,i \times n_z,i} & \text{otherwise.} \end{cases}$$  \hspace{1cm} (8)

In (7), the function $\text{blkdiag}(S_{k,1}, S_{k,2}, \ldots S_{k,n_z})$ denotes a block diagonal matrix and the notation $I_n$ stands for the identity matrix of dimension $n$. Hence, the measurements corresponding to the unavailable sensors are zeroed by the selection matrix. The measurement equation at time $k$ is then given by

$$z_k = S_k \bar{z}_k = S_k (h_k(x_k) + v_k), \quad k = 0, 1, \ldots, T,$$  \hspace{1cm} (9)

where $z_k \in \mathbb{R}^{n_z}$ and $v_k \in \mathbb{R}^{n_z}$. It is also assumed that $\text{trace}(S_k) \geq n_z, \forall k$, and the matrices $F_k \in \mathbb{R}^{n_x \times n_x}$ and $G_k \in \mathbb{R}^{n_x \times n_u}$ are known matrices of the system and control, respectively, and $h_k(x_k)$ is a known measurement function as well as the selection matrix $S_k$. The measurement function is supposed to be a $C^1$ function i.e., the first order derivatives exist and are continuous. Further, it is assumed that the Jacobian$^2$ of the measurement function has full-rank i.e., its rank is equal to $n_z$. The state and measurement noises are assumed to be mutually independent and independent of the system initial condition. The moments of the initial state are not supposed to be known. The measurement noise is also supposed to be zero-mean and white with unknown covariance matrix $R \in \mathbb{R}^{n_z \times n_z}$ considering of $R_{i,j}$.

The goal of this paper is to estimate the unknown noise covariance matrices $Q$ and $R$ on the basis of the known system and control matrices $F_k$, $G_k \forall k$, system measurement function $h_k$, selection matrix $S_k \forall k$, and control sequences.

Note that such system description typically appears in tracking applications (e.g., global navigation satellite system based positioning), where the set of sensors (e.g., visible satellites) is varying over the time [23, 24].

### 3. Derivation of measurement difference autocovariance method

The MDA method, is based on a statistical analysis of the difference between the measurement and a predicted measurement, i.e., on the analysis of the measurement prediction error. The measurement prediction is computed directly on the basis of the past measurements.

In this section, the MDA method for estimation of the noise covariance matrices $Q$ and $R$ is proposed for the model (1), (9) with a linear or nonlinear measurement equation with a time-varying set of available sensors.

#### 3.1. MDA for linear system with linear measurement

In this section, the MDA method is introduced for the linear model described by (1) and (9) with $h_k(x_k) = H_k x_k$.

$^2$ The Jacobian $H_k(x_k) = \frac{\partial h_k(x_k)}{\partial x_k}|_{x_k=x_k}$ is the first partial derivative with respect to $x_k$ of function $h_k(x_k)$ evaluated at $x_k$. 

3.1.1. Measurement prediction error definition

The measurement prediction error (MPE), is defined as

$$r_k^{(q)} \triangleq z_k - \hat{z}_k^{(q)}, \quad k = q, \ldots, T,$$

(10)

where $z_k$ is the measurement (9) and $\hat{z}_k^{(q)}$ is the $q$-step measurement prediction of $z_k$ based on the measurement $z_{k-q}$. The prediction is computed as

$$\hat{z}_k^{(q)} = S_k H_k \left( \prod_{i=1}^{q} F_{k-i} \right) (S_{k-q} H_{k-q})^T z_{k-q} = \mathcal{H}_k^{(q)} z_{k-q},$$

(11)

where $(S_k H_k)^\dagger = (H_k^T S_k^T S_k H_k)^{-1} H_k^T S_k$ is the pseudoinverse of the matrix $(S_k H_k)$ and $\mathcal{H}_k^{(q)} = S_k H_k \left( \prod_{i=1}^{q} F_{k-i} \right) (S_{k-q} H_{k-q})^\dagger$. Compared to other correlation methods it can be seen that the measurement prediction is computed from the past measurements only without an explicit need of a state prediction.

For further analysis, the MPE (10) can be rewritten by the use of (1) and (9) to the form

$$r_k^{(q)} = S_k (H_k x_k + v_k) - S_k H_k \left( \prod_{i=1}^{q} F_{k-i} \right) (S_{k-q} H_{k-q})^T z_{k-q} = S_k h_k v_k - S_k H_k \left( \prod_{i=1}^{q} F_{k-i} \right) x_{k-q} - \mathcal{H}_k^{(q)} S_{k-q} v_{k-q},$$

(12)

where $A_k^{(i)} = S_k H_k \prod_{j=1}^{i} F_{k-j}$.

3.1.2. Measurement prediction error properties

It is easily be shown that the MPE is a stochastic process with the mean

$$E[r_k^{(q)}] = \sum_{i=0}^{q-1} A_k^{(i)} G_{k-i-1} u_{k-i-1}$$

(13)

and with the autocovariance function

$$C_{k,p}^{(q)} = E[r_k^{(q)}(r_{k-p}^{(q)})^T] = \begin{cases} \sum_{i=0}^{q-1} \left( A_k^{(i)} Q \left( A_k^{(i)} \right)^T \right) + S_k R S_k^T + \mathcal{H}_k^{(q)} S_{k-q} R (\mathcal{H}_k^{(q)} S_{k-q})^T, & \text{for } p = 0, \\ \sum_{i=0}^{q-p-1} \left( A_k^{(i+p)} Q \left( A_k^{(i+p)} \right)^T \right), & \text{for } p = 1, \ldots, q - 1, \\ -\mathcal{H}_k^{(q)} S_{k-q} R S_{k-q}^T, & \text{for } p = q, \\ 0_{n_x}, & \text{otherwise}, \end{cases}$$

(14)

where the difference $\tilde{r}_k^{(q)}$ is given by

$$\tilde{r}_k^{(q)} = r_k^{(q)} - E[r_k^{(q)}].$$

(15)

It means that the autocovariance function is fully defined by $q + 1$ (cross-)covariance matrices of $r_k^{(q)}$.  

The equation (14) is a linear function of the unknown matrices \( Q \) and \( R \), and thus it can be rewritten in the following form suitable for the least-square (LS) method formulation

\[
A_k \theta_k = b_k,
\]

where the parameter vector \( \theta_k \), containing the unknown elements of the noise covariance matrices, is given by

\[
\theta_k = \Gamma_k [Q_s^T, R_s^T]^T,
\]

and the matrices \( A_k, b_k \) are defined as

\[
A_k = \left[ \begin{array}{c}
\sum_{i=0}^{q-1} A_k^{(i)} \otimes A_k^{(i)} \\
\sum_{i=0}^{q-2} A_k^{(i)} \otimes A_k^{(i+1)} \\
\vdots \\
A_k^{(q-1)} \otimes A_k^{(q-1)} \otimes A_k^{(q-2)} \\
0_{2n^s \times n_x} \\
- \mathcal{H}_k^{(1)} \otimes \mathcal{H}_k^{(1)} S_{k-q} \\
\end{array} \right],
\]

\[
b_k = \left[ \begin{array}{c}
(C_{k,0}^{(q)})^T \\
(C_{k,1}^{(q)})^T \\
\vdots \\
(C_{k,q}^{(q)})^T \\
\end{array} \right].
\]

The symbol \( \otimes \) denotes the Kronecker product, the notation \( (A)_s \) means the columnwise stacking of the matrix \( A \) into a vector\(^3\) [25] and the notation \( A_k^T \) means \( ((A)_s)^T \). The diagonal matrix \( \Gamma_k \in \mathbb{R}^{n^s_2 + n^s_2 \times n^s_2 + n^s_2} \) with ones and zeros on the diagonal defines which elements \( Q \) and \( R \) are estimable and which are not. The matrix \( Q \) is always estimable but estimability of the matrix \( R \) depends on the matrices \( S_i, i = \{k-q, k\} \) as

\[
\Gamma_k = \text{blkdiag} \left( I_{n^s_2}, \max(S_k \otimes S_k, S_{k-q} \otimes S_{k-q}) \right)
\]

where the element-wise maximum of the matrices is consider.

### 3.1.3. Noise covariance matrices estimation

Estimation of \( \theta_k \) is conditioned by known \( A_k \) and \( b_k \). The matrix \( A_k \) is a function of the known model matrices and therefore, can be computed. The vector \( b_k \) is unknown because it is a function of the unknown matrices \( Q \) and \( R \) due to (14). Nevertheless, the vector \( b_k \) can be estimated on the basis of the known difference \( \hat{r}^{(q)} \) (15) as follows.

The estimate \( \hat{C}^{(q)}_{k,i} \) of \( C^{(q)}_{k,i} \) is given by

\[
\hat{C}^{(q)}_{k,i} = \hat{r}^{(q)}_{k-i} (\hat{r}^{(q)}_{k-i})^T, \quad \forall k, \forall i,
\]

and the estimate (21) is an unbiased estimate of \( C^{(q)}_{k,i} \) (14), i.e.,

\[
C^{(q)}_{k,i} = E[\hat{C}^{(q)}_{k,i}] = E[\hat{r}^{(q)}_{k-i} (\hat{r}^{(q)}_{k-i})^T], \quad \forall k, \forall i,
\]

The unbiased estimate of \( b_k \) (19) is then given by

\[
b_k = \left[ \left( \hat{C}^{(q)}_{k,0} \right)^T \left( \hat{C}^{(q)}_{k,1} \right)^T, \ldots, \left( \hat{C}^{(q)}_{k,q} \right)^T \right]^T.
\]
The optimum LS estimate of the parameter $\theta_k$ in (16) is

$$\hat{\theta}_k = A^T_k \hat{b}_k,$$

which is unbiased, i.e.,

$$E[\hat{\theta}_k] = A^T_k E[b_k] = A^T_k A_k \theta_k = \theta_k.$$  

(24)

In the case that $\Gamma_k$ (20) is time-invariant, i.e., the set of sensors is constant over time, the averaging of equation (24) over all time instants, i.e., over $k = 2q, \ldots, T$, leads to the resulting estimate

$$\hat{\theta}^*_k = (\bar{A}(T))^T \bar{b}(T),$$

(26)

with

$$\bar{A}(T) = \Gamma [Q_s^T, R_s^T]^T$$

(27)

$$\bar{b}(T) = \frac{1}{T-2q+1} \sum_{k=2q}^{T} A_k$$

(28)

$$\hat{b}_k = \frac{1}{T-2q+1} \sum_{k=2q}^{T} \hat{b}_k,$$

(29)

where $\bar{A}(T)$ (28) is an average of the known matrices $A_k$ up to the time $T$ and $\bar{b}(T)$ (29) can be interpreted as an average of the unbiased estimates $b_k$ up to the time $T$. It means that the estimate $\hat{\theta}^*_k$ (26) is unbiased as well.

As is derived in Appendix, the estimate (26) can be alternatively computed according to the following recursive relations

$$\hat{\theta}^*_k = \hat{\theta}^*_{k-1} + (\bar{A}(k))^T (\hat{b}_k - A_k \hat{\theta}^*_{k-1}),$$

(30)

$$\bar{A}(k) = \frac{1}{k-2q+1} \sum_{i=2q}^{k} A_i = \bar{A}(k-1) + A_k,$$

(31)

for $k = 2q, \ldots, T$, where $A_{(i)} = 0_{(n^2+iq(x+i)) \times (n^2+i+1)}$ and $\hat{\theta}^*_{(i)} = 0_{(n^2+i+1)}$ for $i = 0, \ldots, 2q - 1$.

In the case that $\Gamma_k$ (20) is varying in the time i.e., the set of sensors is time-varying, the estimate (30) is simply modified to the following equation

$$\hat{\theta}^*_k = \hat{\theta}^*_{k-1} + (\bar{A}(k) \Gamma_k)^T (\hat{b}_k - A_k \hat{\theta}^*_{k-1}),$$

(32)

where the matrix $\bar{A}(k)$ is still computed according to (31). Equation (32) compared to (30) respects availability or unavailability of the elements in the considered interval, i.e., only the available elements are estimated and updated.

### 3.1.4. Illustration of MDA for Linear Systems

To illustrate the basic idea of the proposed MDA method, a simple example is given. Consider a system described by (1) and (9) with $G_k = 0_{n_x \times n_u}$ and $h_k(x_k) = H_k x_k$, where the set of sensors varies in time

$$x_{k+1} = F x_k + w_k = 0.9 x_k + w_k, k = 0, 1, 2, 3, 4,$$

(33)

$$z_k = S_k z_k = S_{k(k+1)} = S_k (H_k x_k + \nu_k) = S_k \left( \begin{bmatrix} 1 \\ 2 \end{bmatrix} x_k + \begin{bmatrix} \nu_{k,1} \\ \nu_{k,2} \end{bmatrix} \right),$$

(34)

where $R = \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}$ and $Q = 0.5$.

The availability of the sensors is as follows:
from the past measurement as chosen in accord with the a priori knowledge of the state or the estimate can be obtained as a prediction \( \hat{x}_k \), where

\[
\hat{x}_k = A_k x_{k-1} + B_k u_{k-1},
\]

with

\[
A_k = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
40 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

and

\[
B_k = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

The optimum LS estimation parameter for matrices (36) can be computed by (26), (30), or (32) where \( \hat{\theta}_{2q}^r \) is this case equal to \( [Q \ 0 \ 0 \ 0 \ R_{(2,2)}]^{T} \) where \( A_{(i,j)} \) denotes the element positioned in \( i \)-th row and \( j \)-th column of the matrix \( A \). The elements \( R_{(1,1)} \), \( R_{(2,1)} \), and \( R_{(1,2)} \) are zero because the sensor 1 is not available at time instants \( k = 0, 1, 2 \). The matrices \( A_k \) and \( b_k \) can be computed at \( k = 2 \) because the matrix \( b_2 \) is a function of \( \{z_k\}_{k=0}^2 \), i.e., \( A_2 = A_2 \).

The vector \( \{\hat{\theta}_{2q}^r\}_{k=3}^4 \) (32) is equal to \( [Q \ R_{(1,1)} \ 0 \ 0 \ R_{(2,2)}]^{T} \), because the elements \( Q \) and \( R_{(2,2)} \) are estimable at \( k = 2 \) and the elements \( R_{(1,1)} \) is estimable at time 3 and 4.

Therefore, it can be seen that from the matrix \( \{\Gamma_k\}_{k=2}^4 \) it is possible to estimate the elements \( Q \) and \( R_{(2,2)} \) at time instant \( k = 2 \), the elements \( Q \), \( R_{(1,1)} \), and \( R_{(2,2)} \) at time instant \( k = 3 \), and the elements \( Q \) and \( R_{(1,1)} \) at time instant \( k = 4 \).

### 3.2. MDA for linear system with nonlinear measurement

In this section, the MDA method is proposed for the model with the nonlinear measurement equation which is described by (1) and (9). In this case, the nonlinear function \( h_k(x_k) \) in the measurement equations (2) is linearised by the first order Taylor expansion as

\[
h_k(x_k) \simeq h_k(\bar{x}_k) + \frac{\partial h_k(x_k)}{\partial x_k} |_{x_k = \bar{x}_k} (x_k - \bar{x}_k) = h_k(\bar{x}_k) + H_k(\bar{x}_k)(x_k - \bar{x}_k),
\]

where \( \bar{x}_k \) is an arbitrary reasonable estimate of \( x_k \), which is close to the true state. This estimate may be chosen in accord with the a priori knowledge of the state or the estimate can be obtained as a prediction from the past measurement as

\[
\dot{x}_k = F_k = 1 [S_{k-1} H_{k-1}(\dot{x}_{k-1})]^{T} (z_{k-1} - S_{k-1} h_{k-1}(\dot{x}_{k-1})) + \dot{x}_{k-1} + B_{k-1} u_{k-1},
\]

for \( k = 0, 1, 2, \ldots \).
The MPE is formally the same as in (10), but the measurement prediction (11) is approximate\(^4\) and is of the form

\[
\hat{z}^{(q)}_k = S_k H_k (\hat{x}_k) \prod_{i=1}^{q} F_{k-i} (S_{k-q} H_{k-q} (\hat{x}_{k-q}))^{\dagger} z_{k-q} = \mathcal{H}^{(q)}_k z_{k-q}.
\]  

(41)

The approximate MPE (10) with respect to (1) and (9), and the approximation (39) can be rewritten to the form

\[
\begin{align*}
\mathbf{r}^{(q)}_k &= S_k (h_k (\hat{x}_k) + H_k (\hat{x}_k) (x_k - \hat{x}_k) + v_k) - \\
&- h_k S_{k-q} (h_{k-q} (\hat{x}_{k-q}) + H_{k-q} (\hat{x}_{k-q}) (x_{k-q} - \hat{x}_{k-q}) + v_{k-q}) \\
&= S_k h_k (\hat{x}_k) + S_k H_k (\hat{x}_k) x_k - S_k H_k (\hat{x}_k) \hat{x}_k + S_k v_k - h_k S_{k-q} h_{k-q} (\hat{x}_{k-q}) - \\
&- S_k H_k (\hat{x}_k) \prod_{i=1}^{q} F_{k-i} x_{k-q} + S_k H_k (\hat{x}_k) \prod_{i=1}^{q} F_{k-i} \hat{x}_{k-q} - h_k S_{k-q} v_{k-q}, \\
&= S_k v_k + \sum_{i=0}^{q-1} A^{(i)}_k w_{k-i-1} - h_k S_{k-q} v_{k-q} + \varepsilon^{(q)}_k,
\end{align*}
\]  

(42)

where

\[
\varepsilon^{(q)}_k = S_k h_k (\hat{x}_k) - S_k H_k (\hat{x}_k) x_k - h_k S_{k-q} h_{k-q} (\hat{x}_{k-q}) + A^{(q)}_k \hat{x}_{k-q} + \\
+ \sum_{i=0}^{q-1} A^{(i)}_k G_{k-i-1} u_{k-i-1},
\]  

(43)

and

\[
A^{(i)}_k = S_k H_k (\hat{x}_k) \prod_{j=1}^{i} F_{k-j}.
\]  

(44)

Note that MPE is a stochastic process (14) with the mean

\[
\begin{align*}
\mathbb{E}[\mathbf{r}^{(q)}_k] &= \varepsilon^{(q)}_k.
\end{align*}
\]  

(45)

It means that the estimate of the noise covariance matrices can still be computed according (14)-(32), where \(A^{(i)}_k\) is given by (44), \(h_k^{(q)}\) (41), and \(\mathbb{E}[\mathbf{r}^{(q)}_k]\) by (43). In this case, the unbiasedness of the estimate cannot generally be ensured.

4. Discussion and implementation notes

The estimation of noise covariance matrices by the MDA method can be summarised in three steps

i. Computation of the MPE defined by the \(q\)-step measurement prediction error according to (10).

ii. Calculation of the matrix \(A_k\) (18) from the known matrices \(F_k, H_k, S_k\) and estimation of the vector \(b_k\) according to (23).

iii. Estimation of the noise covariance matrices (26) (or (30),(31)) in the case that the set of sensors is constant in time and (31),(32) in the case that the set of sensors is time-varying.

\(\text{If the state estimate is obtained as the prediction from the past measurement, the estimate depends on the estimated noise covariance matrices via the linearisation point. This causes a correlation between} w, v, \text{and} \hat{x}_k \text{which is neglected in computation of autocovariance function of the MPE (42).}\)
Note 1: The main assumption used by the MDA method is that the matrices $F_k$, $G_k$, $S_k$ are known and the known function $h_k(x_k)$ is differentiable with "invertible" Jacobian. However, this assumption is not sufficient for time-varying systems, because the matrix $A_k(T)$ in (26) is an average of matrices $A_k$, for $k = 2q, \ldots, T$. Even if each matrix $A_k$ is of sufficient rank, the average matrix $A_k(T)$ need not be of sufficient rank. Therefore, the system matrices and function are supposed to be of a reasonable structure to ensure the MDA estimate exists and is unique.

Note 2: The problem with availability of sensors over the time have been solved by formulation the problem as covariance matrix estimation with a time-varying measurement equation in (9).

Note 3: The MDA estimate is unbiased only if the equation (39) is not an approximation of the measurement function. In such case, the estimate is unbiased for an arbitrary number of measurements $T$, for $T \to \infty$ the estimate covariance matrices $\text{cov}([\theta])$ go to zero. The estimate is consistent.

Note 4: In the case that (39) is only an approximation and the model has a reasonable structure and nonlinearity of measurements function the MDA estimate is close to the true noise covariance matrices $Q$ and $R$.

Note 5: The MDA estimate (24) for the LTV model is not the best linear unbiased estimate (BLUE) as the system of linear equations (16) in not optimally weighted in (24). The optimum weighting matrix depends on the estimated covariance matrices $Q$ and $R$ and thus, it is unknown [18, 26].

Note 6: The estimate (24) does not respect the symmetry of the estimated noise covariance matrices. The symmetry can be ensured if the matrix $A_k$ is multiplied by the matrix $P$ defined in such a way that each column of the matrix $A_k$ depends only on one element of the matrices $Q$ or $R$. Therefore, the columns of $A_k$ which are related to the same element are summed by the matrix $P$. Besides the symmetrisation, the matrix $P$ reduces the complexity of the calculation (matrix $A_kP$ has only $(n_x+1)n_z + (n_z+1)n_z$ columns instead of $n_x^2 + n_z^2$ in the matrix $A_k$) [18].

Note 7: The recursive forms (30)-(31) or (31)-(32) are advantageous for the on-line use of the algorithm. They may also be useful for a formulation of the MDA method with the exponential forgetting factor if the noise covariance matrices $Q$ and $R$ are slowly varying in time.

Note 8: If there exist some knowledge about the estimated covariance matrices, then it can be used as the initial condition in the recursive form (30)-(31) or (31)-(32).

5. Numerical Illustrations

In this section two examples illustrating performance of the proposed MDA estimation are given.

5.1. Example 1 - MDA for linear system

The first example of the MDA method is for LTV model described by (1) and (9) with $h_k(x_k) = Hx_k$ and $G_k = 0_{m_x \times n_w}$. The model is considered with the following matrices

$$F_k = \begin{bmatrix} \gamma_k & 0 \\ 0.3 & 0.8 \end{bmatrix}, \quad Q = \begin{bmatrix} 1 & 0.3 \\ 0.3 & 2 \end{bmatrix}, \quad S_k = \begin{cases} \text{blkdiag}([1 1 0]) & \text{for } k = 0, \ldots, T, \\ \text{blkdiag}([1 1 0]) & \text{for } k = T + 1, \ldots, 2T, \\ \text{blkdiag}([1 1 1]) & \text{for } k = 2T + 1, \ldots, 3T, \end{cases}$$

$$H = \begin{bmatrix} -1 & 2 \\ 0.5 & 1 \\ 2 & 0 \end{bmatrix}, \quad R = \begin{bmatrix} 3 & -1 & 1 \\ -1 & 4 & 0 \\ 1 & 0 & 2 \end{bmatrix}, \quad \gamma_k = 0.7 + 0.32 \sin(0.0005k), \text{ for } k = 0, \ldots, T.$$

The method is analysed using $10^4$ Monte-Carlo (MC) simulations with $T = 10^4$ time instants per a MC simulation and with $q = 2$. The estimates for each MC simulation are given in Figure 1 together with the confidence interval of three standard deviations (3STD). The evolution of the MDA estimates for one selected MC simulation is plotted in Figure 2 and the availability of the measurement elements together with three zones that denote the availability of the respective measurements and thus estimability of the noise covariance elements are illustrated in Figure 3.
5.2. Example 2 - MDA for system with nonlinear measurement function

The second example is for a model with the nonlinear measurement equation. The system is considered with the following system matrices and the measurement functions

\[
F_k = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \forall k,
\]

\[
u_k = \begin{bmatrix} \cos\left(\frac{2\pi k}{T}\right) \\ \sin\left(\frac{2\pi k}{T}\right) \end{bmatrix}, \quad k = 0, \ldots, T,
\]

\[
G_k = \begin{bmatrix} 0.2 & 0 \\ 0 & 0.2 \end{bmatrix}, \forall k,
\]

\[
h_k(x_k) = \begin{bmatrix} \sqrt{(x_{k,1} - 100)^2 + (x_{k,2} - 300)^2} \\ \sqrt{(x_{k,1} + 400)^2 + (x_{k,2} - 600)^2} \\ \sqrt{(x_{k,1} + 200)^2 + (x_{k,2})^2} \end{bmatrix}, \forall k,
\]

\[
S_k = \begin{cases} \text{blkdiag}([0 1 1]), & \text{for } k = 0, \ldots, \frac{T}{2}, \\
\text{blkdiag}([1 1 1]), & \text{for } k = \frac{T}{2} + 1, \ldots, T, \end{cases}
\]

with \(Q\) and \(R\) selected as in Example 1. The model is motivated by navigation with distance measurements by three different radio transmitters such as the distance measuring equipment (DME).

The method is simulated with \(T = 10^4\) time instants with \(q = 3\). The estimates are plotted in Figure 4 and the state trajectory together with the positions of transmitters are given in Figure 5.
It can be seen that the estimate approaches to the true values in Figure 4. It can also be seen that the estimate $\hat{R}(1, 1)$ is not available only from $k = 0$ to $k = \frac{T}{2}$, because the sensor 1 (which represents the measurement of the first transmitter) is not available in this time interval.

6. Concluding remarks
The paper focused on the estimation of the noise covariance matrices of systems described by the nonlinear time-varying state-space model with the varying set of sensors. For such a model the measurement difference autocovariance least-squares-based method, was proposed. The method belongs to the correlation methods, which are based on the statistical analysis of the measurement prediction error. The properties of the method were thoroughly analysed, and it was shown that the MDA method provides unbiased and consistent estimates of noise covariance matrices for a linear model, even for a time-varying set of sensors. The method was illustrated using two numerical studies covering the linear time-varying model and the nonlinear model with a time-varying set of sensors. The results have shown satisfactory performance of the MDA method for both models.
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Appendix: Recursive Relations for MDA
In this appendix, a recursive algorithm for the MDA method is derived. Starting from the single-shot version of the MDA (24), the matrix (28) and (29) can be rewritten to the following form

$$\hat{A}(k) = \frac{1}{k-2q+1} \sum_{i=2q}^{k} A_i = \frac{1}{k-2q} \sum_{i=2q}^{k-1} A_i + A_k = \hat{A}_{(k-1)} + A_k,$$

$$\hat{b}(k) = \frac{1}{k-2q+1} \sum_{k=2q}^{k} \hat{b}_k = \frac{1}{k-2q} \sum_{i=2q}^{k-1} \hat{b}_i + \hat{b}_k = \hat{b}_{(k-1)} + \hat{b}_k.$$

It means that (26) by the use of (49) is equal to

$$\hat{\theta}(k) = (\hat{A}(k))^{\dagger}(\hat{b}_{(k-1)} + \hat{b}_k),$$
where with (48) and the fact that $b_{(k-1)} = \bar{A}_{(k-1)}\hat{\theta}^*_{(k-1)}$ the equation (50) can be modified to

$$
\hat{\theta}^*_{(k)} = (\bar{A}_{(k)})^\dagger \left((\bar{A}_{(k)} - A_{(k)})\hat{\theta}^*_{(k-1)} + \hat{b}_k\right) = \\
\hat{\theta}^*_{(k-1)} + (\bar{A}_{(k)})^\dagger \left(\hat{b}_k - A_{(k)}\hat{\theta}^*_{(k-1)}\right).
$$

(51)
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