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ABSTRACT This paper presents a new method for computationally effective implementation of a discrete-time fractional-order proportional–integral–derivative (FOPID) controller. The proposed method is based on a unique representation of the FOPID controller, where fractional properties are modeled by a specific finite impulse response (FIR) filter. The balanced truncation model order reduction method is applied in the proposed approach to obtain an effective, low-order model of the FOPID controller. The time-invariant FOPID controller implementation is presented first, and then the methodology is extended to the controller with time-varying gains. A comparative analysis shows that the proposed methodology leads to the effective modeling of discrete-time FOPID controllers. In addition to simulation runs, the effectiveness of the introduced methodology is confirmed in a real-life experiment involving the control of the DC motor servo system. The paper concludes with the implementation tools developed in the Matlab/Simulink environment.
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I. INTRODUCTION

During the past two decades, the fractional-order generalizations of various control strategies have attracted considerable research attention in science and technology. A fractional-order proportional-integral-differential (FOPID) controller was first described in [1]. FOPID has two additional parameters compared to the classical PID controller, which are fractional orders of integrator and derivative. Moreover, since these extra parameters are mutually influenced by the controller’s gains, tuning the parameters of the FOPID controller is much more challenging than for the classical integer-order case. To solve this problem, various optimization strategies have been applied, including particle swarm optimization [2]–[4], genetic algorithms [5], [6], differential evolution methods [5], chaotic firefly algorithms [7], extensions of classical tuning methods for PID controllers [8], [9], and other techniques [10]–[14]. Several implementations in control loops of various processes show that FOPID controllers can be effectively used, and their control performances can be much better than classical PID [14]–[23]. Additionally, the FOPID controllers can also apply fractional variable-order elements. However, the application of fractional-variable or-...
high accuracy in the high-frequencies and can be easily implemented recursively. However, the main disadvantage of this FIR-based approach is a slow convergence of the algorithm. Similar to above, the FIR-class model results from power series expansion (PSE) applied to the Grünwald-Letnikov difference. Likewise, in the numerous papers [13], [32]–[34], we can find various discrete-time integer-order IIR-class filters, which can be obtained in many ways. These useful concepts use iterative algorithms such as continuous fraction expansion (CFE) and the Muir recursion based on the Tustin and Al-Alaouie discretization operators. An alternative IIR-based approach is the application of an orthonormal basis function-based model to the approximation of the Grünwald-Letnikov difference [35]. Comparative analysis of these approaches is presented in [32], [35]. Note that similar results may be obtained for Caputo and Riemann-Liouville definitions [36]–[38].

Considering all the above, to implement the FOPID controller, we have to use the fractional difference and integrator approximations. In the FOPID controllers, the finite-length implementations of the Grünwald-Letnikov fractional-order integrator/derivative, in terms or the Oustaloup approximations have often been used. For the first case, a high implementation length is required to obtain satisfactory accuracy in the low-frequency range, which leads to the high computational complexity of the FOPID model. Therefore, the accurate implementation of this approach is hardly realizable in real-time, especially in industrial platforms. A straightforward implementation of the discrete-time FOPID controller can be achieved for low implementation lengths of integrator/difference at the cost of accuracy (see, e.g., [18]). The second popular approach in FOPID controllers is based on the Oustaloup approximation. The Oustaloup approximation requires much lower model orders to obtain satisfactory modeling performances. Since the FOMCON toolbox for Matlab/Simulink [39] implements FOPID controllers using the Oustaloup approach, this method is the most commonly used in recent years [5], [9], [40]. Note that other Matlab/Simulink toolboxes for the implementation of fractional-order systems and controllers use the Oustaloup approximation (see e.g. FOTF toolbox [42], [43]). The outlook of the various implementation methods of FOPID controllers has been presented in [20], [42]. However, the steady-state error is one of the side effects of using classical approximations of the fractional-order elements within the FOPID controllers. It results that for $t \to \infty$, implementations of fractional-order integrator have no longer the integration property. In [6], [44] it is shown that using various optimization techniques reduces the steady-state error. Another way to eliminate steady-state error is proposed in [45], [46], where integer-order integration combined with fractional-order derivative is used to model the fractional-order integrator. In this case, for $t \to \infty$ the FOPID controller results in a classical PI controller, which eliminates the steady-state error of the closed-loop system. The main disadvantage of various discrete-time Oustaloup-based FOPID implementations is relatively low accuracy in the high-frequency range. This issue significantly decreases controller adequacy in the transient state, particularly for fast-dynamic systems.

In [47]–[49] it is shown that using model order reduction methods can be effective in approximation/implementation of the fractional-order systems both in continuous-time and discrete-time cases. In particular, authors in [48] show a simple and effective method based on the balanced-truncation model reduction method applied to a specific FIR-based approximation of the discrete-time fractional-order system, the so-called FIRBT method. On this basis, we propose a new method for the implementation of the FOPID controller. It is based on a specific representation of the FOPID controller, with a FIR filter representing fractional-order elements. This enables implementing an analytically driven balanced truncation model order reduction method. As a result, we obtain an accurate approximation of the FOPID controller. Since the approach is based on the FIR-based model, the high-frequency accuracy of the FOPID approximation is provided. Additionally, we present a modification to the methodology for time-varying gains of the FOPID filter. In both cases, we obtain a low-order state-space model of the FOPID controller, which can be easily implemented in real-time applications on industrial computers of relatively low performance. Both methods are proposed for the discrete-time case, but they can be easily modified for continuous-time controllers. To evaluate the proposed implementation method’s performance, we use the FOPID controller in the real-life experiment to control DC motor servo system [51].

This paper is organized as follows. Having introduced the problem of FOPID systems in Section I, the implementation/approximation problem formulation for FOPID controllers is presented in Section II. The main result in terms of a new implementation method for discrete-time FOPID controller is presented in Section III. In particular, we offer a) a specific form of state-space representation for FOPID controller, with the fractional properties modeled in a specific FIR filter, b) analytical implementation of balanced truncation model order reduction method to obtain a low and accurate approximation of FOPID controller, and c) modification to the approximation methodology for time-varying gains of the FOPID controllers. An analysis of the efficiency of the proposed methodology is compared to the Oustaloup-based methods for modeling FOPID controllers is presented in Section IV. Section V contains a real-life implementation of the FOPID controller in closed-loop control with the DC motor servo system. Conclusions of Section VI complete the paper.

II. PROBLEM FORMULATION

It is well known that the FOPID controller can be described as

$$u(t) = (K_p + K_i D^{-\lambda} + K_d D^{\mu}) e(t)$$  \hspace{1cm} (1)

where $t$ is the continuous time, $K_p$, $K_i$ and $K_d$ are the controller parameters, $e(t)$ and $u(t)$ are the controller input
(error signal) and output (control signal), respectively, and \( \mathcal{D} \) is the fractional-order derivation/integration operator. Note that \( \mathcal{D}^{-\lambda} \) denotes the integrator of fractional order \( \lambda > 0 \) and \( \mathcal{D}^{\mu} \) denote the derivative of fractional order \( \mu > 0 \).

This paper considers a more useful, from the implementation point of view, a discrete-time equivalent of FOPID controller, defined in the uniform time scale \( t \in \mathbb{T} = h\mathbb{Z} = \{0, h, 2h, \ldots\} \), \( h \in \mathbb{R}_+ \) (see [52], [53]). In this case, the fractional-order PID controller can be defined as follows

\[
 u(t) = \left( K_p + K_i \mathcal{D}^{-\lambda}(q) + K_d \mathcal{D}^{\mu}(q) \right) e(t) \tag{2}
\]

where \( e(t) \) and \( u(t) \) are the system input and output, respectively, \( \mathcal{D}^{-\lambda}(q) \) and \( \mathcal{D}^{\mu}(q) \) denote the backward (nabla) discrete-time fractional-order integrator and difference, respectively, and \( q \) is the forward shift operator. The nabla fractional-order difference can be defined by the use of the discrete-time Grünwald-Letnikov operator as

\[
 \mathcal{D}^{\mu}(q) = h^{-\mu} \sum_{j=0}^{\infty} (-1)^j \binom{\mu}{j} q^{-j}. \tag{3}
\]

with \( \mathcal{D}^{\mu}(q) = h^{-\mu} \sum_{j=0}^{\infty} (-1)^j \binom{\mu}{j} q^{-j} \). Note that the sum in Eq. (3) increases every step of the simulation process, therefore in general form, the \( \mathbb{Z} \)-transform of the fractional-order difference is as

\[
 \mathcal{D}^{\mu}(z) = h^{-\mu} \sum_{j=0}^{\infty} (-1)^j \binom{\mu}{j} z^{-j} = h^{-\mu}(1-z^{-1})^{\mu} \tag{4}
\]

Eq. (3) can still be used to calculate the fractional-order integrator \( \mathcal{D}^{-\lambda}(q) \), with \( \mu \) being substituted by \(-\lambda\). Alternatively, the operator \( \mathcal{D}^{-\lambda}(z) \) can also be obtained as follows

\[
 \mathcal{D}^{-\lambda}(z) = \frac{1}{\mathcal{D}^{\lambda}(z)} = \frac{1}{h^{-\lambda} \sum_{j=0}^{\infty} (-1)^j \binom{\lambda}{j} z^{-j}} \tag{5}
\]

It is essential to note that, in general, the filters \( \mathcal{D}^{-\lambda}(z) \) and \( \mathcal{D}^{\mu}(z) \) cannot be implemented in practice due to the incorporation of the infinite sum, therefore in practical applications, their finite-length implementations can be employed in the form of

\[
 \mathcal{D}^{\mu}(z) \approx \mathcal{D}^{\mu}_L(z) = h^{-\mu} \sum_{j=0}^{L} (-1)^j \binom{\mu}{j} z^{-j} \tag{6}
\]

\[
 \mathcal{D}^{-\lambda}(z) \approx \mathcal{D}^{-\lambda}_L(z) = \frac{1}{h^{-\lambda} \sum_{j=0}^{L} (-1)^j \binom{\lambda}{j} z^{-j}} \tag{7}
\]

where \( L \) is the finite implementation length.

To obtain an accurate approximation of fractional-order difference and integrator, the value of \( L \) should be very high, in particular for low orders \( \mu \) and \( \lambda \), respectively. For example, to reach \( ||\mathcal{D}^{0.5}_L(t) - \mathcal{D}^{0.5}_L(t)||_{\infty} < 0.01 \), we have to use \( L > 2000 \). Using high \( L \) can hardly be implementable in an industrial environment due to high computational complexity. Moreover, limit \( L \) of the fractional-order integrator in the FOPID controller leads to the control steady-state error (see e.g. [45], [46]). Solutions to these problems, related to computationally simple, accurate steady-state error-free modeling of the FOPID, are the paper’s main contributions.

### III. MAIN RESULTS

It is easy to show that the discrete-time FOPID controller of Eq. (2) can be presented in the form of

\[
 u(t) = \left[ \mathcal{D}^{-m}(q) \left( K_i \mathcal{D}^{m-\lambda}(q) + K_d \mathcal{D}^{m+\mu}(q) \right) + K_p \right] e(t) = \left[ \mathcal{D}^{-m}(q) G_{di}(q) + K_p \right] e(t) \tag{7}
\]

where \( G_{di}(q) = K_i \mathcal{D}^{m-\lambda}(q) + K_d \mathcal{D}^{m+\mu}(q) \), \( \mathcal{D}^{-m}(q) \) is the discrete-time integer-order integrator, and \( \mathcal{D}^{m-\lambda}(q) \) and \( \mathcal{D}^{m+\mu}(q) \) are the fractional-order differences. The order \( m \in \mathbb{Z}_+ \) is selected as the ceiling function from the integrator order \( m = \lceil \lambda \rceil \). The block diagram of the FOPID of Eq. (7) is presented in Fig. 1.

**FIGURE 1.** Block diagram of the discrete-time FOPID controller.

Fractional-order properties of the FOPID controller are described by the filter \( G_{di}(q) \). Considering Eq. (5), the filter \( G_{di}(q) \) can be approximated as

\[
 G_{di}(z) \approx G_{diL}(z) = K_i \mathcal{D}^{m-\lambda}_L(z) + K_d \mathcal{D}^{m+\mu}_L(z) = \sum_{j=0}^{L} (-1)^j \left[ K_i h^{-m+\lambda} \binom{m-\lambda}{j} + K_d h^{-m-\mu} \binom{m+\mu}{j} \right] z^{-j} \tag{8}
\]

Taking into account that the fractional-order differences \( \mathcal{D}^{m-\lambda}(z) \) and \( \mathcal{D}^{m+\mu}(z) \) (see Eq. (5)), and consequently the filter \( G_{diL}(z) \) are the class of an FIR model of order \( L \), we have \( G_{di}(q)(\delta(t-t_0) = 0 \forall t > t_0 + hL \), with \( \delta(.) \) being the Kronecker delta. Therefore, for control error at the time \( t_0 \), the fractional-order PID responses as the discrete-time FOPID controller for \( t \leq t_0 + hL \), but for time \( t > t_0 + hL \) the FOPID responses as integer-order PI controller. The above leads to the elimination of steady-state error, which is a well-known issue for the control process based on finite-memory FOPID controllers [45], [46].

The state space representation for the filter \( G_{diL}(z) \) is as

\[
 x(t+h) = A_{G_{diL}} x(t) + B_{G_{diL}} e(t) \tag{9}
\]

\[
 y_{di}(t) = C_{G_{diL}} x(t) + D_{G_{diL}} e(t) \tag{10}
\]
where system matrices are as follows

\[
A_{G_{L}^{d}} = \begin{bmatrix}
0 & 0 & \ldots & 0 \\
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1
\end{bmatrix}
\]

(9)

\[
B_{G_{L}^{d}} = \begin{bmatrix} 1 & 0_{1 \times (L-1)} \end{bmatrix}^T
\]

(10)

\[
C_{G_{L}^{d}} = \begin{bmatrix} \phi_1 & \ldots & \phi_L \end{bmatrix}
\]

(11)

\[
D_{G_{L}^{d}} = K_i h^{-m+\lambda} + K_d h^{-m-\mu}
\]

(12)

where \(A_{G_{L}^{d}} \in \mathbb{R}^{L \times L}, B_{G_{L}^{d}} \in \mathbb{R}^{L \times 1}, C_{G_{L}^{d}} \in \mathbb{R}^{1 \times L} \) and \(D_{G_{L}^{d}} \in \mathbb{R} \), with

\[
\phi_j = K_i h^{-m+\lambda} (-1)^j \left( m - \frac{1}{j} \right) + K_d h^{-m-\mu} (-1)^j \left( m + \frac{1}{j} \right)
\]

(13)

\(j = 1, \ldots, L \) and \(m = \ceil{\lambda} \).

In the discrete-time integer-order integrator \(\nabla^{-m}(z)\) presented in the state space form

\[
x(t + h) = A_{\nabla^{-m}} x(t) + B_{\nabla^{-m}} y_d(t)
\]

\[
y_{\nabla^{-m}}(t) = C_{\nabla^{-m}} x(t) + D_{\nabla^{-m}} y_d(t)
\]

we have

\[
A_{\nabla^{-m}} = \begin{bmatrix} p_1(m) & p_2(m) & \ldots & p_m(m) \\
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
0 & 0 & \ldots & 0
\end{bmatrix}
\]

(15)

\[
B_{\nabla^{-m}} = \begin{bmatrix} h^m & 0_{1 \times (m-1)} \end{bmatrix}^T
\]

(16)

\[
C_{\nabla^{-m}} = \begin{bmatrix} p_1(m) & p_2(m) & \ldots & p_m(m) \end{bmatrix}
\]

(17)

\[
D_{\nabla^{-m}} = h^m
\]

(18)

where \(p_i(m) = (-1)^i + \left( \frac{m}{i} \right), i = 1, \ldots, m \).

Taking into account the block diagram of the FOPID shown in Fig. 1 we can finally present the model of the controller in the state space form

\[
x(t + h) = A_{PID} x(t) + B_{PID} e(t)
\]

\[
u(t) = C_{PID} x(t) + D_{PID} e(t)
\]

(19)

with matrices \(\{A_{PID}, B_{PID}, C_{PID}, D_{PID}\}\) as follows

\[
A_{PID} = \begin{bmatrix} A_{G_{L}^{d}} & B_{G_{L}^{d}} C_{\nabla^{-m}} \\
0_{m \times L} & A_{\nabla^{-m}}
\end{bmatrix}
\]

(20)

\[
B_{PID} = \begin{bmatrix} B_{G_{L}^{d}} C_{\nabla^{-m}} - B_{\nabla^{-m}} \end{bmatrix}^T
\]

(21)

\[
C_{PID} = \begin{bmatrix} [C_{G_{L}^{d}}] & D_{G_{L}^{d}} C_{\nabla^{-m}} \end{bmatrix}
\]

(22)

\[
D_{PID} = D_{G_{L}^{d}} C_{\nabla^{-m}} + K_p = K_i h^\lambda + K_d h^{-\mu} + K_p
\]

(23)

with \(\phi_j, i = 1, \ldots, L \) and \(p_i(m), i = 1, \ldots, m \), as in Eqs. (13) and (17), respectively, and elements \(\tilde{\phi}_j \in \mathbb{R}^{1 \times 1}, j = 1, \ldots, m \), calculated as

\[
\tilde{\phi}_j = (K_i h^{-m+\lambda} + K_d h^{-m-\mu}) \tilde{p}_j
\]

(24)

Using the FIR filter \(G_{L}^{d}(z)\) incorporated in the FOPID controller affects model complexity. To obtain satisfactory accuracy, we usually have to use \(L \gg 1000 \). Therefore, system with matrices dimensions \(A_{PID} \in \mathbb{R}^{(L+m) \times (L+m)}, B_{PID} \in \mathbb{R}^{(L+m) \times 1}, C_{PID} \in \mathbb{R}^{1 \times (L+m)}, \) and \(D_{PID} \in \mathbb{R} \) is hardly implementable in the industrial environment. To cope with the problem, we use model order reduction techniques to approximate \(G_{L}^{d}(z)\) filter in the controller.

### A. MODEL ORDER REDUCTION

This section applies the square root balanced truncation model order reduction method to model the filter \(G_{L}^{d}(z)\). Consequently, we propose two approaches for modeling FOPID controllers with time-invariant parameters and time-varying gains.

1) Time-invariant case

The square root algorithm is based on the system’s balanced form obtained using the singular value decomposition applied to the Cholesky factorizations of the controllability and observability matrices. Therefore, to construct the model, we have to determine the two factorizations, which are usually obtained as solutions of the Lyapunov equations. Solving these equations using numerical algorithms is the most time-consuming element in the whole model order reduction process. However, in [48] authors show that factorizations of the
controllability and observability matrices for the fractional-order system $G^\text{di}_L(z)$ in the form of Eqs. (9)-(12) can be easily calculated analytically. Following the results of [48] we can propose the Cholesky factorizations of controllability and observability gramians $S$ and $R$, respectively, in the form of

$$
S = I_{L \times L}
$$

$$
R = \begin{bmatrix}
    \phi_L & 0 & 0 & \cdots & 0 \\
    \phi_{L-1} & \phi_L & 0 & \cdots & 0 \\
    \phi_{L-2} & \phi_{L-1} & \phi_L & \cdots & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    \phi_1 & \phi_2 & \phi_3 & \cdots & \phi_L
\end{bmatrix}
$$

(26)

where $\phi_i, i = 1, \ldots, L$, are as in Eq. (11). The next step is calculating the SVD decomposition, which is the most time-consuming operation in the proposed method. Considering that $S = I_{L \times L}$, we have

$$
R^T = \begin{bmatrix}
    U_1 \\
    U_2
\end{bmatrix} \begin{bmatrix}
    \Sigma_1 & 0 \\
    0 & \Sigma_2
\end{bmatrix} \begin{bmatrix}
    V_1 \\
    V_2
\end{bmatrix}
$$

(27)

where $\Sigma_1 = \text{diag}(\sigma_1, \ldots, \sigma_k), \Sigma_2 = \text{diag}(\sigma_{k+1}, \ldots, \sigma_L), \sigma_1 \geq \cdots \geq \sigma_k > \sigma_{k+1} \geq \cdots \geq \sigma_L > 0$, with $\sigma_i, i = 1, \ldots, L$ being the so-called Hankel singular values. As it is presented in Eq. (27), the Hankel singular values can be divided into two parts $\Sigma_1 \in \mathbb{R}^{k \times k}$ and $\Sigma_2 \in \mathbb{R}^{(L-k) \times (L-k)}$. The order $k$ is selected according to approximation accuracy of the reduced-order model, usually $k << L$. The transformation matrices used to obtain the reduced-order model are calculated using Petrov-Galerkin projections as

$$
T = R^T V_1 \Sigma_1^{-0.5} = U_1 \Sigma_1^{-0.5}
$$

(28)

$$
T^\# = S^T U_1 \Sigma_1^{-0.5} = U_1 \Sigma_1^{-0.5}
$$

(29)

with $T^\#$ being the right inverse of the matrix $T^T$. Finally, we arrive at the model $G^\text{di}_L(z)$ in form of (8) with the matrices as follows $\{T^T A_{G^\text{di}_L}^L, T^T B_{G^\text{di}_L}^L, C_{G^\text{di}_L}^L, T^\#, D_{G^\text{di}_L}^L\}$. It is worth emphasizing that model $G^\text{di}_L(z)$ is asymptotically stable due to the FIR structure (9)-(12). Thus using the balanced truncation method guarantees stability preservation of the model $G^\text{di}_L(z)$.

Finally, we arrive to the FIRD-based model of the fractional-order controller in form of (19), with the matrices as

$$
A_{P-ID}^{BT} = \begin{bmatrix}
    T^T A_{G^\text{di}_L}^L T^\# \\
    T^T B_{G^\text{di}_L}^L C \bar{V}^{-m}
\end{bmatrix}
$$

(30)

$$
B_{P-ID}^{BT} = \begin{bmatrix}
    T^T B_{G^\text{di}_L}^L D \bar{V}^{-m} \\
    B \bar{V}^{-m}
\end{bmatrix}
$$

(31)

$$
C_{P-ID}^{BT} = \begin{bmatrix}
    C_{G^\text{di}_L}^L T^\# \\
    D_{G^\text{di}_L}^L C \bar{V}^{-m}
\end{bmatrix}
$$

(32)

$$
D_{P-ID}^{BT} = D \bar{P} = K_i h^\lambda + K_d h^{-\mu} + K_p
$$

(33)

where $A_{P-ID}^{BT} \in \mathbb{R}^{(k+m) \times (k+m)}, B_{P-ID}^{BT} \in \mathbb{R}^{(k+m) \times 1}$, $C_{P-ID}^{BT} \in \mathbb{R}^{1 \times (k+m)}$ and $D_{P-ID}^{BT} \in \mathbb{R}$. Note that the final order of the FOPID controller is $k_{PID} = k + m$.

It is important to note that the approximation accuracy of the model (30)-(33) of the FOPID controller depends on the accuracy of the filter $\hat{G}^\text{di}_L(z)$. The filter $\hat{G}^\text{di}_L(z)$ is obtained by two approximation steps a) FIR-based approximation $G^\text{di}_L(z)$ and b) model order reduction of $G^\text{di}_L(z)$ to $G^\text{di}_L(z)$, respectively. It is easy to show that the $\mathcal{H}_\infty$ norm of the modeling error for the $G^\text{di}_L(z)$ filter can be described by the equation

$$
\|G^\text{di}_L(z) - \hat{G}^\text{di}_L(z)\|_{\mathcal{H}_\infty} = \sum_{j=0}^{L} (-1)^j \left[ K_i h^{-m+\lambda} \left( \frac{m-\lambda}{j} \right) + K_d h^{-m-\mu} \left( \frac{m+\mu}{j} \right) \right]
$$

(34)

It is well known that $\mathcal{H}_\infty$ norm of the BT reduction satisfies the condition

$$
\|G^\text{di}_L(z) - \hat{G}^\text{di}_L(z)\|_{\mathcal{H}_\infty} \leq 2 \sum_{j=k+1}^{L} \sigma_j
$$

(35)

with $\sigma_j, j = 1, \ldots, L$, are as in Eq. (27). Combining Eqs. (34) and (35) we arrive at

$$
\|G^\text{di}_L(z) - \hat{G}^\text{di}_L(z)\|_{\mathcal{H}_\infty} \leq 2 \sum_{j=0}^{L} (-1)^j \left[ K_i h^{-m+\lambda} \left( \frac{m-\lambda}{j} \right) + K_d h^{-m-\mu} \left( \frac{m+\mu}{j} \right) \right] + 2 \sum_{j=k+1}^{L} \sigma_j
$$

(36)

The actual convergence of the Hankel singular values is very rapid (see, e.g., [54]). Therefore, even for low order systems, the upper limit of Eq. (36) leads to satisfactory approximation.

Note that the above presented implementation method is realized only once for a given fractional-order PID controller. Every change of FOPID parameters leads to the reimplementation of the controller modeling procedure. In the next section, we present an alternative way of implementing FOPID controller for time-varying gains $K_p, K_i$, and $K_d$ and constant orders $\lambda$ and $\mu$.

2) Time-varying case

In the case of modeling of fractional-order PID controller with time-varying parameters, we have to use the above methodology separately for modeling fractional-order discrete-time integrator and difference. The fractional-order integrator $\nabla^{-\lambda}(z)$ can still be modeled by the use of Eqs. (30)-(33), where $K_i = 1$, $K_p = 0$, and $K_d = 0$. On the other hand, the fractional-order difference $\nabla^\mu(z)$ can be modeled by $G^\text{di}_L(z)$ in the form of (8) with the matrices as $\{T^T A_{G^\text{di}_L}^L T^\#, T^T B_{G^\text{di}_L}^L, C_{G^\text{di}_L}^L T^\#, D_{G^\text{di}_L}^L\}$, with the parameters $K_i = 0$, $K_p = 0$, and $K_d = 1$. Therefore, finally, the matrices of the state-space model of fractional-order PID controller (19) are as

$$
A_{\nabla^\mu-P-ID}^{BT} = \begin{bmatrix}
    T^T A_{\nabla^\mu}^L T^\# \\
    0_{k \times k} \\
    T^T A_{\nabla^\mu}^L T^\# \\
    0_{m \times k} \\
    0_{k \times k} \\
    0_{m \times k}
\end{bmatrix}
$$

(37)
of matrices are as follows

\[
B_{TV-PID}^{BT} = \begin{bmatrix} T_d^T B_{vl}^T & T_i^T B_{vl}^{m-\lambda} & D_{vl} & B_{vl}^{m} \end{bmatrix}^T
\]

(38)

\[
C_{TV-PID}^{BT} = \begin{bmatrix} K_i C_{vl}^{TV} T_d^T & K_i C_{vl}^{TV} & K_i D_{vl}^{TV} & C_{vl} \end{bmatrix}
\]

(39)

\[
D_{TV-PID}^{BT} = D_{PID} = K_i h^\lambda + K_d h^{-\mu} + K_p
\]

(40)

where \( A_{vl}^T = A_{vl}^{m-\lambda} = A_{vl}^{\phi} \), \( B_{vl}^{m-\lambda} = B_{vl}^T = B_{vl}^{G,B} \). The matrices \( C_{vl} \) are obtained using Eqs. (17), and (26)-(29), respectively, with \( \phi_j = \phi_j^d = h^{-\mu} \sum_{k=1}^{j} (1)^j \), \( j = 1, ..., L \). The matrices \( C_{vl}^{m-\lambda} = C_{vl}^{G,B}, T_i \) and \( T_d^# \) are obtained in the same way with \( \phi_j = \phi_j^\lambda = h^{-m+\lambda} \sum_{k=1}^{j} (1)^j (m-\lambda) \), \( j = 1, ..., L \).

The approximation accuracy for the time-varying FOPID can be analyzed in a similar way to the time-invariant FOPID. It is important to note that the final order of the time-varying FIRBT-based FOPID controller is \( k_{TV-PID} = 2k + m \). Therefore, to obtain comparable approximation accuracy, we have to use higher order of the FOPID approximation. In the specific cases of fractional-order PI (FOPID) and fractional-order PD (FOPID) controllers, the time-varying models of the controllers are equivalent to the time-invariant models.

B. ALGORITHMS

The sampling period \( h \) of the FOPID controller has to be selected with regard to the upper bound of the frequency-domain characteristic of the controller. The approximation length \( L \) has to be selected according to the lower bound of the adequacy range of the FOPID controller. Assuming the number of decades of adequacy range is \( \pi \), then approximation length is \( L = 10^{\pi} \). Finally, the model’s frequency adequacy range is \( \omega = \left[ \frac{\pi}{10^L}, \frac{\pi}{10^L} \right] \) rad/s. Note that the implemented implementation methodology in both time-invariant and time-varying cases uses a numerically involving and memory-consuming SVD method, which leads to a high computational burden, particularly for implementation length \( L > 10000 \). Therefore, using \( \pi \leq 4 \) is recommended.

Based on the results presented above, we propose the following algorithms to generate two versions of the FOPID controller.

1) Time-invariant case

Input FOPID parameters: gains \( K_i, K_p, K_d \), fractional orders \( \lambda, \mu \), sampling period \( h \), approximation length \( L \), the order \( k \) of the model \( G_0(z) \).

1) Calculate Cholesky factorization of the observability gramian \( R \) on the basis on Eq. (26)

2) Calculate transformation matrices \( T \) and \( T^# \) as in Eqs. (28) and (29)

3) Calculate the FIRBT-based FOPID controller as in Eqs. (30)-(33)

2) Time-varying case

Input FOPID parameters: gains \( K_i, K_p, K_d \), fractional orders \( \lambda, \mu \), sampling period \( h \), approximation length \( L \), the order \( k \) of the models \( \nabla^{\mu}_L \) and \( \nabla^{\lambda}_L \).

1) Calculate transformation matrices \( T_i, T_i^#, T_d \) and \( T_d^# \) as is presented in Section III-A2

2) Calculate the FOPID model matrices \( A_{TV-PID}^{BT} \) and \( B_{TV-PID}^{BT} \) as in Eqs. (37) and (38)

3) Each time step: Calculate \( C_{TV-PID}^{BT} \) and \( D_{TV-PID}^{BT} \) for current values of \( K_i, K_p, K_d \) as in Eqs. (39) and (40).

As a result of the above algorithms, we obtain an approximation of the FOPID controller in the form of the discrete-time state-space system of order \( k_{PID} \) or \( k_{FV-PID} \). Considering that computational complexity of one-step control signal calculation is the class of \( O^2 \) and \( k_{PID} \) and \( k_{FV-PID} \) is relatively low, therefore the real-time control can easily be applied in most of the industrial microcontrollers. Note that the time-invariant FOPID implementation requires all parameters, i.e., \( K_p, K_i, K_d, \lambda \) and \( \mu \) constant. Changing any of the parameters’ values involves recalculation of the algorithm, which is unimplementable in real-time. For the time-varying approach, the controller gains \( K_p, K_i, K_d \) can be changed in real time without recalculating the FOPID controller. However, \( \lambda \) and \( \mu \) still have to be constant.

Appendix I presents the implementation tool for the fractional-order PID controller in the Matlab/Simulink environment based on the presented algorithms.
IV. EFFICIENCY ANALYSIS

In this section, the models of both FOPI and FOPID controllers are analyzed in the time and frequency domains. The parameters of FOPI and FOPID controllers, such as $K_i$, $K_p$, $K_d$, $\lambda$, and $\mu$, are tuned for the DC motor system according to [41]. The modeling performance of the methodology presented in the paper is compared to the various Oustaloup approximations [30], [39], Tustin approach using CFE method, and PSE-based Euler approximation [32], [35].

A. FOPI CONTROLLER

Consider the FOPI controller with its parameters as follows: $K_p = 5.4972e-2$, $K_i = 5.5043e-2$, $\lambda = 0.6631$ as in [41]. Assuming the adequacy range of the FIRBT-based FOPI controller is $\omega \in [0.01\pi, 100\pi]$ rad/s, thus $h = 0.01$ s and $L = 10000$. The FIRBT-based controller is modeled using Eqs. (30)–(33) with $k = 3, 5, 7, 9$ and 11, which results in the following FOPI model lengths $k_{PI} = k + m = 4, 6, 8, 10$ and 12, respectively. These models are compared to the FOPI controllers based on:

- the Oustaloup approximation of orders $N = 1, \ldots, 5$, which results in the FOPI model lengths $k_{PI} = 2N + 2$, and optimized frequency adequacy range $\omega \in [\omega_l, \omega_u]$. 
- the modified Oustaloup approximation of orders $N = 1, \ldots, 4$, which results in the FOPI model lengths $k_{PI} = 2N + 4$, and optimized frequency adequacy range $\omega \in [\omega_l, \omega_u]$ (see Section 12.1.3 in [30]). 
- the Tustin-CFE approximations, which results in the respective FOPI model lengths $k_{PI}$. 
- the Euler-PSE approximation with implementation length 10000 and application of BTA reduction algorithm resulting in the respective FOPI model lengths $k_{PI}$. 

Analyses consider discretized Oustaloup-based models with the sampling period $h = 0.01$ s. The frequency responses and approximation errors of the considered model compared to the actual FOPI controller are presented in Figs. 3–4. The errors of frequency responses in Figs. 3–4 are calculated as

$$20 \log |G_{PID}(e^{j\omega h}) - \tilde{G}_{PID}(e^{j\omega h})|$$

where $G_{PID}(e^{j\omega h})$ and $\tilde{G}_{PID}(e^{j\omega h})$ are frequency responses of the actual and approximated FOPID controllers, respectively.

It can be seen from Figs. 3–4 that for the high- and medium-frequency ranges, the FIRBT-based FOPID controllers lead to lower approximation errors than the both Oustaloup-based models of respective orders. In contrast, in the low-frequency ranges, the Oustaloup-based models produce lower approximation errors than the FIRBT-based approach. Overall, higher order FIRBT-based models of the FOPI controller outperform Oustaloup-based implementations in the majority of the given adequacy range. Moreover, the Oustaloup-based implementation may lead to instability due to some numerical problems [55]. Note that the discrete-time version of the Modified Oustaloup approach generates similar results to the regular Oustaloup method. The Tustin-CFE-based models give unsatisfactory results regardless of the model orders. The Euler-PSE approximation produces comparable results to our FIRBT-based approach. However, the model calculation is a much more time-consuming process compared to our approach, due to the necessity of solving the Lyapunov equations.

As it is presented in Subsection III-B, the selection of the model in the adequacy range $\pi \geq 4$ leads to the time-consuming implementation process. In contrast, both Oustaloup-based approximations is computationally simple regardless of the chosen frequency range. However, their main drawback is low accuracy for high frequencies, which can be observed in Figs 3–4. $L_\infty$ and $L_2$ norms of the impulse response errors of all considered FOPI controller approximations for $t \in [0, 10]$ s are presented in Table 1. Fig. 5 presents the impulse responses and approximation errors for considered FOPI models for $k_{PI} = 6$.

It can be seen from Table 1 that the proposed in the paper controller implementation methodology leads to effective time-domain approximation for $k_{PI} \geq 6$. Moreover, increasing the model orders significantly reduces the approximation errors. This high approximation effectiveness is mainly due to the time-domain nature of the proposed methodology, which results in the model’s high-frequency accuracy. Moreover, note that increasing Oustaloup approximations implementation length does not increase modeling accuracy in the time domain. It is a result of the inadequate high-frequency accuracy of the both Oustaloup approaches. It is not surprising that the Tustin-CFE approximation gives the least accurate results. It is a result of specific time-domain properties of the model [35]. The Euler-PSE approach generates comparable results to our FIRBT-based model, particularly for low approximation orders, where even better results can be obtained.
approximations of the FOPI controller for

Consider the FOPID controller with its parameters as follows: \( K_p = 0.005, K_i = 0.021235, K_d = 0.0014588, \lambda = 0.8 \) and \( \mu = 0.5 \) as in [41]. As for the FOPI case, assume the adequacy range of the FIRBT-based FOPID controller as \( \omega \in [0.01\pi, 100\pi] \) rad/s, therefore \( h = 0.01 \) s and \( L = 10000 \). The FIRBT-based FOPID controller is implemented using the time-invariant model of Eqs. (30)–(33) and the time-varying model of Eqs. (37)–(40). As in the case of FOPI, the obtained models are compared to the FOPID controllers based on the Oustaloup and modified Oustaloup approximations as well as Tustin-CFE, and Euler-PSE approaches. All FOPID approximations have the same orders \( kpID = 7, 11, 15, 19 \) and 23. The frequency responses and approximation errors of the considered models compared to the actual FOPID controller are presented in Figs 6–7.

It can be seen from Figs. 6 and 7 that the general remarks for FOPI case are the same as for the FOPID controllers. The FIRBT-based models of the FOPID controller give overall better approximation performance than both Oustaloup-based implementations for the majority of the chosen adequacy range. Oustaloup-based FOPID approximations may generate a lower approximation error than the FIRBT-based models for the low-frequency range only. Again, the Tustin-CFE-based model gives unsatisfactory accuracy, and the Euler-PSE approximation generates compa-

FIGURE 3. Frequency responses and approximation errors of various approximations of the FOPI controller for \( kpI = 6 \) (up), and \( kpI = 8 \) (down).

FIGURE 4. Frequency responses and approximation errors of various approximations of FOPI controller for \( kpI = 10 \) (up), and \( kpI = 12 \) (down).

FIGURE 5. Impulse responses and approximation errors of various approximations of FOPI controller for \( kpI = 6 \).
rable results to our FIRBT-based approach, however, at the cost of a very time-consuming reduction process. Note that the time-varying FIRBT-based model also gives satisfactory accuracy. However, we have to use higher controller order to obtain equivalent accuracy to the time-invariant case. It is a cost of using the BT method separately for fractional-order integrator and derivative, respectively.

Again, in the analysis we have discretized the both Oustaloup-based models with the sampling period \( h = 0.01 \) s. \( L_\infty \) and \( L_2 \) norms of the impulse response errors for all considered models of the FOPID controller for \( t \in [0, 10] \) s are presented in Table 2. Fig. 8 presents the impulse response and approximation errors for considered FOPID models for \( k_{PID} = 11 \).

It can be seen in Table 2 that the introduced implementation methodology leads to a more effective approximation of the FOPID filter than all considered methods. The only Euler-PSE method gives comparable accuracy to FIRBT and TV-FIRBT results. Moreover, again the Oustaloup-based implementations can lead to the instability of the FOPID filter.
TABLE 2. Norm of errors of models’ impulse responses

| Order | Oustaloup | Modified Oustaloup | Tustin CFE | Euler PSE | FIRBT | TV FIRBT |
|-------|----------|-------------------|-----------|-----------|-------|---------|
| \( k_{PID} = 7 \) | 0.5154 | 0.4329 | – | – | 2.9775 | 1.3273 | 0.0275 | 3.1534e-03 | 0.0207 | 4.6828e-04 | 0.2969 | 4.8733e-03 |
| \( k_{PID} = 11 \) | 0.2364 | 0.1906 | 0.2392 | 0.1371 | 3.3515 | 1.3273 | 0.0269 | 7.1671e-04 | 1.1860e-03 | 5.5237e-05 | 0.0185 | 7.1685e-04 |
| \( k_{PID} = 15 \) | 0.2002 | 0.1313 | 0.3323 | 0.2717 | 3.5869 | 1.3273 | 0.0269 | 7.1596e-04 | 4.4988e-04 | 2.9623e-05 | 5.1718e-03 | 3.417e-04 |
| \( k_{PID} = 19 \) | 0.1898 | 0.1175 | 0.3544 | 0.2921 | 3.7559 | 1.3273 | 0.0268 | 7.1590e-04 | 3.2379e-04 | 2.3097e-05 | 1.9420e-03 | 5.9883e-05 |
| \( k_{PID} = 23 \) | 0.1839 | 0.1115 | 0.3638 | 0.2995 | 3.8863 | 1.3273 | 0.0268 | 7.1590e-04 | 2.7702e-04 | 2.0109e-05 | 9.9176e-04 | 5.2108e-05 |

V. IMPLEMENTATION TO THE DC MOTOR SERVO SYSTEM

In this section, the introduced methodology has been applied to control a DC motor for the INTECO modular servo system [51], [56]. Various FOPID implementation and optimization techniques have been considered on this platform in [41], [57]–[59]. This experimental platform consists of six components in terms of a 24 V DC motor, an inertia load, a magnetic brake, an encoder, a tachogenerator, and a gearbox. The servo system is connected to a PC through a PCI bus card and is interfaced with the MATLAB/Simulink environment. The system is presented in Fig. 9.

The input signal to the DC motor system is the voltage of the controlled voltage source, and the output is the angular velocity of the motor shaft. The system is modeled by a first-order transfer function, which in our case is identified as

\[
G(s) = \frac{135.132}{0.875s + 1} \tag{41}
\]

Similar models of this system have been considered in [41], [56], [59]. To perform the comparative analysis, we use implementations of the FOPID in terms of a) the time-invariant FIRBT-based model, b) the time-varying FIRBT-based model, c) discrete-time Oustaloup-based models, d) discrete-time modified Oustaloup-based models, e) the specific Oustaloup-based approach based on a classical PID controller and external filter (see subsection 5.3 in [41]), f) Tustin-CFE, and g) Euler-PSE-based models. The model (41) is controlled by FOPID controllers with parameters presented in Subsection IV-B. Step responses in terms of the output of the closed-loop system and control signals are presented in Fig. 10. Also, Fig. 10 shows errors in terms of differences of output and control signals between actual and approximate FOPID controllers.

It can be seen from Fig. 10 that the system output and control signal for the FIRBT, Euler-PSE-based models and the actual FOPID controller are hardly distinguishable from each other. The Oustaloup-based model and the time-varying FIRBT-based FOPID controllers also give satisfactory results. Slightly worse performances are obtained by both the Oustaloup-based controller and the specific FOPID model introduced in [41]. Tustin-CFE-based FIRBT model gives unsatisfactory accuracy in both transient and steady-state cases. Table 3 depicts the \( L_2 \) norm of differences between output step responses for \( t \in [0, 10] \) s of actual and approxi-
TABLE 3. $L_2$ norm of differences between output step responses of actual and approximate FOPID controllers

| Order  | Oustaloup | Modified Oustaloup | FOPID approx. | Tustin CFE | Euler PSE | FIRBT | TV FIRBT |
|--------|-----------|--------------------|---------------|------------|-----------|-------|----------|
| $k_{PID} = 7$ | 12.1799 | -- | 42.9306 | 566.0625 | 1.7889 | 3.8915 | 19.6487 |
| $k_{PID} = 11$ | 6.2883 | 8.5171 | 14.8186 | 382.1995 | 0.3166 | 0.4603 | 3.4590 |
| $k_{PID} = 15$ | 4.0083 | 7.6549 | 10.9416 | 260.1709 | 0.2156 | 0.2602 | 1.1500 |
| $k_{PID} = 19$ | 4.3559 | 7.7220 | 10.7243 | 182.6543 | 0.3332 | 0.2155 | 0.6713 |
| $k_{PID} = 23$ | 4.2148 | 7.7227 | 10.7674 | 132.6775 | 0.2191 | 0.2050 | 0.3210 |

mate FOPID controllers for various modeling orders.

Considering the results in Table 3, we can notice that the high-frequency performance of the introduced methodology leads to a good modeling performance in closed-loop control. Again, we can see that in the case of the time-varying FIRBT-based model, to obtain similar effectiveness, we have to use higher model’s orders as compared to the time-invariant FIRBT-based case.

It can also be seen from Table 3 that the Oustaloup-based approaches generate significantly greater errors. Moreover, increasing the orders $k_{PID} > 11$ for the both Oustaloup-based approaches does not increase the FOPID modeling performance in closed-loop control. It is due to the low approximation accuracy of the model for high frequencies, which is crucial in the closed-loop control. Note that, in the case of specific Oustaloup-based FOPID model considered in [41] the approximation errors are slightly higher than Oustaloup-based approaches.

The same experiments have been performed in real-life hardware. Step responses in terms of the output of the closed-loop system and control signals as well as errors in terms of differences of output and control signals between actual and approximate FOPID controllers are presented in Fig. 11.

It can be observed in Fig. 11 that the results are very similar to those presented in the simulation experiments. Again, the results for the actual FOPID controller, the FIRBT and Euler-PSE-based models are hardly distinguishable. Once again, Tustin-CFE-based FOPID produces the highest errors both in transient and steady states. The only difference as compared to the simulation experiments is the high-frequency noises generated by the encoder.

In conclusion, the simulations and experiments presented above have proved that the methodology introduced in this paper can be effectively used for implementation of FOPID controllers. The introduced approach is computationally simple, contrary to the Euler-PSE-based model, and can be easily employed in the industrial environment.

VI. CONCLUSION

The paper has presented a new method of approximation of the discrete-time fractional-order PID controller. The approach is based on a specific representation of the FOPID controller, where fractional properties are modeled by the FIR-based filter, leading to the high FOPID modeling accuracy in the high-frequency range. In order to obtain an effective and low order model of FOPID controller, BT model order reduction using analytical solutions of the controlla-
methodology to the implementation of the discrete-time FOPID controllers, which is also confirmed by the real-life experiment in terms of control of the DC motor servo system. A Matlab/Simulink implementation tool is provided as an appendix to the paper.
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APPENDIX A. IMPLEMENTATION TOOL FOR MATLAB/SIMULINK

Implementation tool for FOPID controller in the Matlab/Simulink environment can be downloaded from [60]. The list of the methods of the tool is presented in Table 4.

| Method                      | Description                                                                 |
|-----------------------------|-----------------------------------------------------------------------------|
| FIRbasedFOPID.m             | FIR-based state-space model of the FOPID controller as in Eq. (18)          |
| FIRbasedFD.m               | FIR-based state-space model of fractional-order difference as in Eq. (10)   |
| FIRbasedFI.m               | FIR-based model of the fractional-order integrator                          |
| FIRBTbasedFOPID.m          | Reduced order state space approximator of the FOPID controller as in Eqs. (26)-(29) |
| FIRbasedTVFOPID.m          | Reduced order state space approximator of the FOPID controller with time varying gains as in Eqs. (31)-(33) |
| FIRBTbasedFD.m             | Reduced order state space approximator of fractional-order difference       |
| FIRBTbasedFI.m             | Reduced order state space approximator of fractional-order integrator       |
| BTbasedFOPID.slx            | Blockset in the Matlab/Simulink environment of BT-based models of fractional-order difference, fractional-order integrator, and FOPID controllers |
| exampleFOPID.slx           | Example of the FOPID-based closed-loop control of the DC motor model as in Section V |
| exampleFOPL.slx            | Example of the FOPI-based closed-loop control of the DC motor model         |