**PT** phase transition in open quantum systems with Lindblad dynamics
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We investigate parity-time (**PT**) phase transitions in open quantum systems and discuss a criterion of Liouvillian **PT** symmetry proposed recently by Huber et al. [J. Huber et al., SciPost Phys. 9, 52 (2020)]. Using the third quantization, which is a general method to solve the Lindblad equation for open quadratic systems, we show, with a proposed criterion of **PT** symmetry, that the eigenvalue structure of the Liouvillian clearly changes at the **PT** symmetry breaking point for an open 2-spin model with exactly balanced gain and loss if the total spin is large. In particular, in a **PT** unbroken phase, some eigenvalues are pure imaginary numbers while in a **PT** broken phase, all the eigenvalues are real. From this result, it is analytically shown for an open quantum system including quantum jumps that the dynamics in the long time limit changes from an oscillatory to an overdamped behavior at the proposed **PT** symmetry breaking point. Furthermore, we show a direct relation between the criterion of Huber et al. of Liouvillian **PT** symmetry and the dynamics of the physical quantities for quadratic bosonic systems. Our results support the validity of the proposed criterion of Liouvillian **PT** symmetry.

**I. INTRODUCTION**

A variety of open classical systems, including mechanical systems [1], optical systems [2], electrical systems [3], can be described by non-Hermitian Hamiltonians (NHHs) [4]. Bender and Boettcher showed that, for a broad class of NHHs with parity-time (**PT**) symmetry, phase transitions occur, in which eigenvalues change from real to complex [5]. This type of transitions are called **PT** phase transitions. It is also known that a **PT** symmetry breaking of eigenstates and a change of the nature of dynamics from oscillation to divergence or decay occur at the **PT** phase transition point. These abrupt changes have been observed in a variety of physical experimental system in mechanics [6], photonics [7], plasmonics [8], electronics [9], and so on. Furthermore, various unconventional phenomena such as power oscillation [10], enhancement of sensing [11], loss-induced transparency [12], non-reciprocal propagation [13] have also been observed in the vicinity of **PT** phase transition points.

In contrast, an open quantum system can be described by a Liouvillian, in particular by a Lindblad equation if the evolution of states is Markovian and completely positive trace preserving [14][16]. The Lindblad equation includes the effect of quantum jumps, which cause instantaneous switchings between energy levels in quantum systems. In certain situations the effect of quantum jumps can be ignored by using postselection, and then the time evolution of the system is described by NHHs [17][18]. **PT** phase transitions for such open quantum systems without the effects of quantum jumps have also been observed [19][20], which are similar to open classical systems. However, quantum jumps often play an essential role, so for general open quantum systems we must consider the Lindblad equation.

The study of phase transitions in open quantum systems, in particular dissipative phase transitions, has been actively conducted recently [21][26]. However, the relation between the **PT** symmetry breaking and dissipative phase transitions has not been well understood. For example, a transition between purely real and complex eigenvalues of the Liouvillian has not been found even for the case where gain and loss (dissipations) are exactly balanced at a macroscopic level as in the **PT** symmetric Hamiltonian case. Also, a time reversal equivalence of gain and loss is broken by quantum noises at a microscopic level [27]. Therefore, a clear and well defined notion of Liouvillian **PT** symmetry has not been established. However recently there have been a few proposals for its definition including the one by Huber et al. [29] (see also [28] for another) and a few works to try to clarify its meaning and validity.

In [29][30], the authors investigated a certain model with criterion of Huber et al. of Liouvillian **PT** symmetry in which a transition like a **PT** symmetry breaking occurs. Specifically, for an open 2-spin model with XX interaction and exactly balanced gain and loss, it has been shown that a symmetry parameter [31], which provides a measure for the parity symmetry of the density operator, changes from zero to a finite value suddenly at a point, where the proposed **PT** symmetry breaks down. This would be an indication that the proposed criterion is reasonable and the **PT** symmetry breaking indeed occurs in the system, but many characteristic features of the **PT** symmetry breaking in NHHs have not been clearly demonstrated. For example, a clear transition of the Liouvillian eigenvalue structure has not been observed, and a direct relation between the dynamics and the criterion of Huber et al. of Liouvillian **PT** symmetry has not been well understood.

In this paper, we investigate **PT** phase transitions in open quantum systems, in particular, change of eigenvalue structure of the Liouvillian and the time depen-
dence of physical quantities at a point where the $\mathcal{PT}$ symmetry breaks down according to the criterion of Huber et al. As a method to find the eigenvalue structure, we will use the third quantization $\mathcal{PT}$, which can be used for open quadratic fermionic or bosonic systems with linear bath operators.

First, we will apply the third quantization to the open 2-spin model studied in Refs. $[29, 30]$ when the total spin $S$ is large. For a large $S$, we can linearly transform the spin ladder operators to bosonic annihilation and creation operators by the Holstein-Primakoff (HP) approximation $[31]$. Then we can apply the third quantization and, as a result, we will show that the transition between purely real and complex eigenvalues occurs at the $\mathcal{PT}$ symmetry breaking point according to the criterion of Huber et al. Also, from this result, we will analytically show that the dynamics in the long time limit changes from an oscillatory to an overdamped behavior at the same transition point. This supports the proposed criterion of $\mathcal{PT}$ symmetry, and once we accept it, our results mean that we will observe for the first time a clear change of the eigenvalue structure and the dynamics in the long time limit at the $\mathcal{PT}$ symmetry breaking point for the Liouvillian as in the $\mathcal{PT}$ symmetric Hamiltonian case.

Furthermore, we will apply the third quantization to general quadratic bosonic models with linear bath operators and show that, if the system satisfies the criterion of Huber et al. of Liouvillian $\mathcal{PT}$ symmetry, a matrix $X$, which constitutes the Liouvillian for quadratic bosonic models, multiplied by the imaginary unit $i$, commutes with the operator $\mathcal{PT}$. In other words, we show that criterion of Huber et al., which was introduced based on phenomenological considerations, can be rewritten in the same form as the conventional condition of $\mathcal{PT}$ symmetry.

Also, we will show that the time dependence of the one point and two point correlation functions for quadratic bosonic systems can be determined by the eigenvalues of the matrix $X$. From these results, we will show that the physical quantities oscillate in the long time limit if the conventional $\mathcal{PT}$ symmetry of the matrix $iX$ is unbroken, while the physical quantities diverge if it is broken. In other words, we will show that criterion of Huber et al. of Liouvillian $\mathcal{PT}$ symmetry directly relates the dynamics of the physical quantities for quadratic bosonic systems.

This paper is organized as follows: in section II, we explain the conventional condition of $\mathcal{PT}$ symmetry, and the Liouvillian spectral properties and $\mathcal{PT}$ symmetry. Also, we review the bosonic third quantization. In section III, we analyze the eigenvalue structure and the dynamics for the open 2-spin model with the criterion of Huber et al. of Liouvillian $\mathcal{PT}$ symmetry. Furthermore, we investigate the quantum fluctuation for the $\mathcal{PT}$ and $\mathcal{PT}$ broken phase by the quantum trajectory analysis. In section IV, we investigate the condition of the matrix $X$ from the criterion of Huber et al. of Liouvillian $\mathcal{PT}$ symmetry and give the time dependence of the one point and two point correlation functions for the quadratic bosonic systems. In section V, we summarize this paper and state the outlook for future work. In Appendix A, we briefly explain the third quantization for the case where $X$ is not diagonalizable. In Appendix B, we explain the Holstein-Primakoff transformation briefly. In Appendix C, we give details of our calculations of the third quantization for the open 2-spin model. In Appendix D, we show the condition of the matrices, which constitute the matrix $X$, from the criterion of Huber et al. of Liouvillian $\mathcal{PT}$ symmetry. In Appendix E, we derive the time derivatives of the one point and two point correlation functions for the quadratic bosonic systems.

II. $\mathcal{PT}$ SYMMETRY AND LIOUVILLIAN SPECTRUM

A. $\mathcal{PT}$ symmetric matrices and operators

A matrix or a linear operator $A$ is said to be $\mathcal{PT}$ symmetric $[5, 35]$ if it commutes with the $\mathcal{PT}$ operator that combines the parity operator $P$ and the time reversal operator $T$, that is,

$$[A, \mathcal{PT}] = 0.$$  \hspace{1cm} (1)

In this paper, this condition (1) is called the conventional $\mathcal{PT}$ symmetry to distinguish it from Liouvillian $\mathcal{PT}$ symmetry. The $\mathcal{PT}$ symmetry is said to be unbroken if all the eigenvectors of the $\mathcal{PT}$ symmetric $A$ are eigenstates of the $\mathcal{PT}$ operator. In this case, all the eigenvalues of the $\mathcal{PT}$ symmetric $A$ are real. On the other hand, the $\mathcal{PT}$ symmetry is said to be broken if some eigenvectors of the $\mathcal{PT}$ symmetric $A$ are not eigenvectors of the $\mathcal{PT}$ operator. In this case some eigenvalues are complex conjugate pairs $[35]$.

If $A$ appears in the Schrödinger-type equation,

$$i \frac{d}{dt} \psi = A \psi,$$  \hspace{1cm} (2)

we call $A$ to be a Hamiltonian and often write it as $H$. When $H$ satisfies (1) $[3]$, it is called a $\mathcal{PT}$ symmetric Hamiltonian, including the case where $H$ is not Hermitian. From the above explanation, the solution $\psi$ of (2) is an oscillating solution if $\mathcal{PT}$ symmetry is unbroken, while there are some solutions that diverge or decay exponentially if $\mathcal{PT}$ symmetry is broken.

B. Lindblad equation

We consider open quantum systems where the evolution of states is completely positive and trace preserving and Markovian. Then time evolution the density matrix $\rho(t)$ for the systems is described by Lindblad master equation $[14, 16]$,

$$\frac{d\rho}{dt} = -i[H, \rho(t)] + \sum_{i} \Gamma_{i}D[c_{i}]\rho,$$  \hspace{1cm} (3)

where $H$ is the Hamiltonian.
where $H$ is a Hermitian Hamiltonian, $i$ represents the index of a bath, and the dissipation superoperators $\mathcal{D}[c_i]$ are defined as

$$
\mathcal{D}[c_i] \rho = 2c_i \rho c_i^\dagger - c_i^\dagger c_i \rho - \rho c_i^\dagger c_i.
$$

(4)

Here, $c_i$ and $\Gamma_i$ are the Lindblad operator and dissipation rate respectively, and $\Gamma_i$ is a positive real number. The first term in Eq. (4) is called a quantum jump term, and the second and third terms in Eq. (4) are continuous non-unitary dissipation terms, respectively. One observes that Eq. (4) can be written as [17, 18]

$$
\frac{d\rho}{dt} = -i[H_{\text{eff}} \rho - \rho H_{\text{eff}}^\dagger] + \sum_i \Gamma_i c_i \rho c_i^\dagger,
$$

(5)

where we have defined the effective non-Hermitian Hamiltonian $H_{\text{eff}}$ by

$$
H_{\text{eff}} = H - i \sum_i \Gamma_i c_i^\dagger c_i.
$$

(6)

If all quantum jump terms are set to 0 by postselection, the time evolution of the system is described by this NHH superoperator acting on a vector space of linear operators, as we can rewrite it with a superoperator, which is a linear operator respectively, and $\Gamma$ is the relaxation rate for the $i$th dissipations.

The Lindblad master equation (3) is linear in $\rho$, so we can rewrite it with a superoperator, which is a linear operator acting on a vector space of linear operators, as

$$
\frac{d\rho(t)}{dt} = \hat{\mathcal{L}} \rho(t).
$$

(7)

Here $\hat{\mathcal{L}}$ is called the Lindblad superoperator. It is known that there is at least one steady state $\rho_{ss}$ if the dimension of the Hilbert space is finite [10].

The eigenvalues $\lambda_i$ and the eigenmodes $\rho_i$ of the Lindblad can be obtained by solving the equation,

$$
\hat{\mathcal{L}} \rho_i = \lambda_i \rho_i.
$$

(8)

where $\rho_i$ is not normalized. It is known that $\text{Re}[\lambda_i] \leq 0, \forall i$, and if $\hat{\mathcal{L}} \rho_i = \lambda_i \rho_i$, then $\hat{\mathcal{L}} \rho_i^\dagger = \lambda_i^\dagger \rho_i$ [10]. From these properties, the real parts of the Lindblad eigenvalues are non-positive and the eigenvalue structure is symmetric with respect to the real axis as shown in Fig 1.

Here, we assume the steady state $\rho_{ss}$ with zero eigenvalue is unique and set up the eigenvalues as $0 = |\text{Re}[\lambda_0]| < |\text{Re}[\lambda_1]| \leq |\text{Re}[\lambda_2]| \leq \cdots$. This indicates that $\rho_{ss} = \rho_0 / \text{Tr}[\rho_0]$. Also, if the Lindblad is diagonalizable, the time dependence of the density operators can be written as

$$
\rho(t) = \rho_{ss} + \sum_{i \neq 0} a_i e^{\lambda_i t} \rho_i,
$$

(9)

where $a_i$ is a time-independent constant [21]. This indicates that eigenmodes with eigenvalues which are (very close to) pure imaginary numbers correspond to oscillating terms. Then, the absolute value of the real part of the second maximal eigenvalue $|\text{Re}[\lambda_1]|$, which is called the Liouvillian gap [21 22], is an important physical quantity determining the slowest relaxation rate in the long time limit. Also, it is known that closing the Liouvillian gap is a necessary condition for the occurrence of dissipative phase transitions of the steady state [21 22].

C. Eigenvalues and eigenmodes of Liouvillian superoperators

The Eigenvalues and eigenmodes of Liouvillian superoperators for the $i$th dissipations.

$$
\hat{\mathcal{L}} \rho_i = \lambda_i \rho_i
$$

(8)

where $\rho_i$ is not normalized. It is known that $\text{Re}[\lambda_i] \leq 0, \forall i$, and if $\hat{\mathcal{L}} \rho_i = \lambda_i \rho_i$, then $\hat{\mathcal{L}} \rho_i^\dagger = \lambda_i^\dagger \rho_i$ [10]. From these properties, the real parts of the Liouvillian eigenvalues are non-positive and the eigenvalue structure is symmetric with respect to the real axis as shown in Fig 1.

Here, we assume the steady state $\rho_{ss}$ with zero eigenvalue is unique and set up the eigenvalues as $0 = |\text{Re}[\lambda_0]| < |\text{Re}[\lambda_1]| \leq |\text{Re}[\lambda_2]| \leq \cdots$. This indicates that $\rho_{ss} = \rho_0 / \text{Tr}[\rho_0]$. Also, if the Liouvillian is diagonalizable, the time dependence of the density operators can be written as

$$
\rho(t) = \rho_{ss} + \sum_{i \neq 0} a_i e^{\lambda_i t} \rho_i
$$

(9)

where $a_i$ is a time-independent constant [21]. This indicates that eigenmodes with eigenvalues which are (very close to) pure imaginary numbers correspond to oscillating terms. Then, the absolute value of the real part of the second maximal eigenvalue $|\text{Re}[\lambda_1]|$, which is called the Liouvillian gap [21 22], is an important physical quantity determining the slowest relaxation rate in the long time limit. Also, it is known that closing the Liouvillian gap is a necessary condition for the occurrence of dissipative phase transitions of the steady state [21 22].

Many studies of Liouvillian $\mathcal{P}\mathcal{T}$ symmetry have been conducted recently [28, 30, 36, 38], but the definition of Liouvillian $\mathcal{P}\mathcal{T}$ symmetry has not been established yet. In our arguments, we tentatively adopt (a slightly modified version of ) the proposal of the definition by Huber et al. [29], and discuss its consequences and validity.

We say that a Liouvillian associated with the Lindblad equation (3) is defined to be $\mathcal{P}\mathcal{T}$ symmetric, if the following relation holds,

$$
\hat{\mathcal{L}}[\mathcal{P}\mathcal{H}(H); \mathcal{P}\mathcal{T}(L_\mu), \mu = 1, 2, \cdots] = \mathcal{L}[H; L_\mu, \mu = 1, 2, \cdots],
$$

(10)

$$
\mathcal{P}\mathcal{T}(H) = \mathcal{P}\mathcal{T}H(\mathcal{P}\mathcal{T})^{-1} = \mathcal{P}\mathcal{H}\mathcal{P}^{-1},
$$

(11)

$$
\mathcal{P}\mathcal{T}(L_\mu) = \mathcal{P}L_\mu^\dagger\mathcal{P}^{-1}.
$$

(12)

Here $\mathcal{P}$ is a parity operator, $\mathcal{T}$ is the conventional time reversal operator, $i \rightarrow -i$, and a dissipation operator $L_\mu$ is equal to $\sqrt{\Gamma_\mu} c_\mu$. The parity map $\mathcal{P}$ is the ordinary parity transformation. Note that we have introduced two time reversal maps $\mathcal{T}$ and $\mathcal{T}'$. The former $\mathcal{T}$ denotes the conventional time reversal transformation and the condition for $H$ in [10] means that a Hamiltonian satisfies the
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FIG. 1. Liouvillian spectral properties
conventional $\mathcal{PT}$ symmetry \cite{1}. On the other hand, $\mathcal{T}'$ was introduced in \cite{29}, and the condition for $L_\mu$ in \cite{10} is supposed to represent a physical symmetry under an exchange of gain and loss in terms of dissipation operators.

In Ref.\cite{29}, the condition for the Hamiltonian part was defined as $\mathcal{PT}'(H) = H$. However, we have modified it to $\mathcal{PT}(H) = H$ because, even though for the two spin model we study there is no difference between the two conditions, the latter seems to be applicable to a broader class of systems. (See the remark after the proof of Theorem 3 below.) We will still refer to the above criterion of the Liouvillian $\mathcal{PT}$ symmetry as the one by Huber et al.

In particular, for the case of a bipartite system consisting of $A$ and $B$, this definition \cite{10} is written as

$$\mathcal{L}[\mathcal{PT}(H); \mathcal{PT}'(L_A), \mathcal{PT}'(L_B)] = \mathcal{L}[H; L_A, L_B],$$

where we define the parity operator as the space reversal operator,

$$\mathcal{P}(A \otimes B)\mathcal{P}^{-1} = B \otimes A.$$ \hfill (14)

We remark that this definition differs from Prosen’s proposal of the definition of $\mathcal{PT}$ symmetric Liouvillian superoperators introduced in Ref.\cite{25}.

E. Bosonic third quantization

We review the framework of the bosonic third quantization which is a general method to solve the Lindblad equation for open quadratic systems with linear bath operators \cite{33}. We will explain the general case in Appendix A.

First, we rewrite the Liouvillian superoperator in Eq.\cite{7} as

$$\hat{\mathcal{L}} = -i\hat{H}^R + i\hat{H}^L + \sum_\mu 2\hat{L}_\mu^L \hat{L}_\mu^R - \hat{L}_\mu^L \hat{L}_\mu^R,$$ \hfill (15)

where we define the right superoperator and the left superoperator as

$$\hat{O}^R \rho = \rho \mathcal{O}, \quad \hat{O}^L \rho = \mathcal{O} \rho,$$ \hfill (16)

respectively.

The Hamiltonian and dissipation operators for an arbitrary quadratic system of $n$ bosons with linear bath operators can be written as

$$H = \underline{a}^\dagger \cdot \mathbf{H} \underline{a} + \underline{a} \cdot \underline{K} \underline{a} + \underline{a}^\dagger \cdot \underline{K}^\dagger \underline{a},$$

$$L_\mu = \underline{l}_\mu \cdot \underline{a} + \underline{k}_\mu \cdot \underline{a}^\dagger,$$ \hfill (18)

where $\mathbf{H} = \mathbf{H}^\dagger$ and $\mathbf{K} = \mathbf{K}^T$ are $n \times n$ matrices, $\underline{a} = (a_1, a_2, ..., a_n)^T$ is a vector which consists of annihilation bosonic operators, $\underline{a}^\dagger = (a_1^\dagger, a_2^\dagger, ..., a_n^\dagger)^T$ is a vector which consists of creation bosonic operators, and $\underline{l}_\mu$ and $\underline{k}_\mu$ are $n$ vectors for dissipation rates. Here the underline means a vector. Also, we define the set of $4n$ maps $\hat{a}_{\nu,j}$ and $\hat{a}_{\nu,j}^\dagger$ as

$$\hat{a}_{0,j} = \hat{a}_j^L, \quad \hat{a}_{0,j}^\dagger = \hat{a}_j^L, \quad \hat{a}_{1,j} = \hat{a}_j^R, \quad \hat{a}_{1,j}^\dagger = \hat{a}_j^R$$ \hfill (19)

with

$$[\hat{a}_{\nu,j}, \hat{a}_{\mu,k}] = \delta_{\nu,j} \delta_{\mu,k}, \quad [\hat{a}_{\nu,j}, \hat{a}_{\mu,k}]^\dagger = [\hat{a}_{\nu,j}^\dagger, \hat{a}_{\mu,k}] = 0,$$ \hfill (20)

where $j, k = 1, ..., n$, $\nu, \mu = 0, 1$. Now, we define $\underline{b} = (\hat{a}, \hat{a}^\dagger)^T = (\hat{a}_{0,0}, \hat{a}_{0,1}, \hat{a}_{1,0}, \hat{a}_{1,1})^T$ as a $4n$ vector with \cite{19} and then rewrite the Liouvillian \cite{15} in a symmetric form

$$\hat{\mathcal{L}} = \underline{b} \cdot \underline{S} \underline{b} - \underline{S}_0 \underline{1},$$ \hfill (21)

where $\underline{S}$ is a complex symmetric $4n \times 4n$ matrix which can be written in terms of two $2n \times 2n$ matrices $\underline{X}$ and $\underline{Y}$ as

$$\underline{S} = \begin{pmatrix} 0 & -\underline{X}^T \\ \underline{X} & -\underline{Y} \end{pmatrix},$$ \hfill (22)

where

$$\underline{X} := \frac{1}{2} \begin{pmatrix} i\mathbf{H} - \mathbf{N} + \mathbf{M} & -2i\mathbf{K} - \mathbf{L} + \mathbf{L}^T \\ 2i\mathbf{K} - \mathbf{L} + \mathbf{L}^T & i\mathbf{H} - \mathbf{N} + \mathbf{M} \end{pmatrix},$$ \hfill (23)

and

$$\underline{Y} := \frac{1}{2} \begin{pmatrix} -2i\mathbf{K} - \mathbf{L} - \mathbf{L}^T & 2\mathbf{N} \\ 2\mathbf{N}^T & 2i\mathbf{K} - \mathbf{L} - \mathbf{L}^T \end{pmatrix}. \hfill (24)$$

Here $\underline{S}_0 = \text{tr} \underline{X}$ and the matrices $\underline{M}$, $\underline{N}$ and $\underline{L}$ are defined as

$$\underline{M} := \sum_\mu \underline{l}_\mu \otimes \underline{l}_\mu = \underline{M}^\dagger,$$ \hfill (25)

$$\underline{N} := \sum_\mu \underline{k}_\mu \otimes \underline{k}_\mu = \underline{N}^\dagger,$$ \hfill (26)

$$\underline{L} := \sum_\mu \underline{l}_\mu \otimes \underline{k}_\mu.$$ \hfill (27)

Next, we assume that the matrix $\underline{X}$ \cite{23} is diagonalizable, that is, it can be written as

$$\underline{X} = \underline{P} \Delta \underline{P}^{-1}, \quad \Delta = \text{diag}\{\beta_1, \beta_2, ..., \beta_{2n}\},$$ \hfill (28)

where $\underline{P}$ is a $2n \times 2n$ matrix. Then, if the real parts of all the eigenvalues $\beta$ are positive, it is shown that the Liouvillian \cite{15} can be written as

$$\hat{\mathcal{L}} = -2\sum_{r=1}^{2n} \beta_r \hat{\zeta}_r \hat{\zeta}_r,$$ \hfill (29)

where we define the $4n$ normal master-mode maps $\hat{\zeta}$ and $\hat{\zeta}^\dagger$ as

$$(\hat{\zeta}, \hat{\zeta}^\dagger)^T := (\underline{P}^T (\hat{a} - \underline{Z} \hat{a}^\dagger), \underline{P}^{-1} \hat{a}^\dagger)^T$$ \hfill (30)
with

\[ [\hat{c}_r, \hat{c}_s] = \delta_{r,s}, \quad [\hat{c}_r, \hat{c}_s'] = [\hat{c}_s', \hat{c}_s] = 0. \tag{31} \]

Also, it is known that the matrix \( Z \) in Eq. (30) can be obtained from

\[ X^T Z + Z X = Y. \tag{32} \]

From Eqs. (29), (31), the following theorems can be obtained [33].

**Theorem 1**: If the matrix \( X \) (23) is diagonalizable and the real parts of all the eigenvalues are positive, i.e. \( \forall j, \text{Re}[\beta_j] > 0 \), the unique non-equilibrium steady state \( \rho_{ss} \) exists, satisfying

\[ \hat{L}\rho_{ss} = 0. \tag{33} \]

**Theorem 2**: If the matrix \( X \) (23) is diagonalizable and the real parts of all the eigenvalues are positive, i.e. \( \forall j, \text{Re}[\beta_j] > 0 \), the full spectrum of the Liouvillian is given by a \( 2n \) component multi-index of super-quantum numbers \( m \in \mathbb{Z}^{2n}_+ \),

\[ \hat{L}\rho_m = \lambda_m \rho_m, \quad \lambda_m = -2 \sum_{r=1}^{2n} m_r \beta_r, \quad \rho_m = \prod_{r=1}^{2n} \frac{(\hat{c}_r^\dagger m_r)}{\sqrt{m_r}} \rho_{ss}. \tag{34} \]

These theorems indicate that an exact eigenvalue structure of the Liouvillian can be obtained if the real parts of all the eigenvalues \( \beta \) are positive.

### III. EIGENVALUE STRUCTURE AND DYNAMICS OF AN OPEN 2-SPIN MODEL

#### A. Open 2-spin-\( S \) model with criterion of Huber et al. of Liouvillian \( \mathcal{PT} \) symmetry

We consider a Hamiltonian of an open 2 spin-\( S \) system with \( XX \) interaction as

\[ H = \frac{g}{2S} (S_A^+ S_B^- + H.c.). \tag{35} \]

Also, we consider alternate pumping of spins along opposite directions as dissipations. Then, the time evolution is described by Lindblad equation as

\[ \frac{\partial}{\partial t} \rho = \hat{L}\rho = -i[H, \rho] + \Gamma_g \frac{g}{2S} \mathcal{D}[\hat{S}^+_A] \rho + \Gamma_i \frac{g}{2S} \mathcal{D}[\hat{S}^-_B] \rho, \tag{36} \]

where \( S^\pm = S^x \pm iS^y \). Here, \( g \) is the strength of coupling, and \( \Gamma_g \) and \( \Gamma_i \) are the strengths of dissipations. This model satisfies the criterion of Huber et al. of Liouvillian \( \mathcal{PT} \) symmetry [10] when \( \Gamma_g = \Gamma_i \). [Note that this model satisfies [10] even if the definition of Hamiltonian \( \mathcal{PT} \) symmetry [11] is written as \( \mathcal{PT}(H) = H \), not \( \mathcal{PT}(H) = H \), since \( H \) (35) is real symmetric.]

For this model, there are several phases with a large \( S \) as shown in Fig. 2 (a) because of the competition of dissipations and the interaction [29, 39]. Each phase has been determined by the normalized magnetizations \( \langle M_A^z \rangle := \langle S_A^z \rangle / S \) and \( \langle M_B^z \rangle := \langle S_B^z \rangle / S \) for \( S >> 1 \). The region with \( \Gamma_g \Gamma_i > g^2 \) is called the anti-ferromagnetic (AFM) \( |\uparrow\uparrow\rangle \) phase, where \( \langle M_A^z \rangle = - \langle M_B^z \rangle = 1 \). The one with \( \Gamma_g \Gamma_i < g^2 \) and \( \Gamma_g > \Gamma_i \) (resp. \( \Gamma_g < \Gamma_i \)) is called the ferromagnetic (FM) \( |\uparrow\downarrow\rangle \) phase (resp. the FM \( |\downarrow\uparrow\rangle \) phase), where \( \langle M_A^z \rangle = \langle M_B^z \rangle = 1 \) (resp. \( \langle M_A^z \rangle = \langle M_B^z \rangle = -1 \)). On the line segment with \( \Gamma_g \Gamma_i < g^2 \) and \( \Gamma_g = \Gamma_i \), the normalized magnetizations of the steady state cannot be determined for a general initial condition. But it is known that this model even on the segment has a unique steady state when \( S \) is finite [39] and the normalized magnetizations of this eigenmode (steady state) numerically approach zero as \( S \) increases [30]. Therefore it can be distinguished from other phases by this property.

There are two results suggesting that definition of Huber et al. [10] is a good definition of Liouvillian \( \mathcal{PT} \) symmetry. The first is the behavior of the symmetry parameter [31], which provides a measure for the parity symmetry of the density operator, when \( \Gamma_g = \Gamma_i = \Gamma \), namely the model is \( \mathcal{PT} \) symmetric according to the definition of Huber et al. In particular, it changes from 0 to a finite value at \( \Gamma = g \) for a large \( S \). This implies that the \( \mathcal{PT} \) symmetry breaking occurs at \( \Gamma = g \) [29]. Therefore, the segment with \( \Gamma_g \Gamma_i < g^2 \) and \( \Gamma_g = \Gamma_i \) and the AFM phase for \( \Gamma_g = \Gamma_i \) can be regarded as the \( \mathcal{PT} \) phase and the \( \mathcal{PT} \) broken phase, respectively. Then, the point \( \Gamma_g = \Gamma_i = g \) can also be regarded as the \( \mathcal{PT} \) symmetry breaking point. Furthermore, it has been shown that other physical quantities, such as purity and negativity, clearly change at \( \Gamma = g \) for a large \( S \) [29]. Here, these physical quantities in the \( \mathcal{PT} \) phase are determined by the limit from both FM phases. Furthermore, numerical calculations show that these physical quantities of this eigenmode (steady state) approach the same values as \( S \) increases in the \( \mathcal{PT} \) phase [29, 30].

The second result is a numerical analysis of the dynamics of the magnetization with a finite \( S \) [29]. This shows that the time evolution of the magnetization undergoes a transition from an oscillatory to an overdamped behavior at the \( \mathcal{PT} \) symmetry breaking point according to the definition of Huber et al. only for a finite time. However, it has been observed that the magnetizations decay after a long time even in the \( \mathcal{PT} \) phase because the state decays toward the steady state when the system’s dimension is finite and dissipation operators are spin ladder operators [39]. Moreover, the eigenvalue structure does not clearly change above and below the \( \mathcal{PT} \) symmetry breaking point for a finite \( S \). In the \( \mathcal{PT} \) symmetric Hamiltonian case, the eigenvalues and the dynamics in the long time limit also show a clear change at the \( \mathcal{PT} \) symmetry breaking point [13]. Therefore, it has not been clear if one can call the transition in the open 2-spin model a Liouvillian \( \mathcal{PT} \) phase transition.

Also, once the eigenvalue structure is obtained, it is very easy to check the order of degeneracies and exceptional points, the closure of Liouvillian gaps, and the presence of oscillations in the long time limit (dynamical
oscillation in the PT the long time limit in the relaxation time (dynamics). The relaxation time diverges regarded as the PT parameter, the purple line with $\Gamma_g = \Gamma_l$ can be divided by the condition of whether the physical quan-
terms, i.e. we focus on the region where $N/2S \gg 1$ with $\epsilon \sim O(1)$. If this condition $N/2S \ll 1$ is violated, the nonlinear terms will not be neglected and then we must consider significant effects such as nonlinear bosonic saturation.

The third quantization for bosonic systems has not been widely discussed, but it is an effective method to obtain not only the eigenvalues and the eigenmodes but also the time evolution of the physical quantities. We explain the HP approximation Appendix B.

In the context of the third quantization, a matrix $X$, which constitutes the Liouvillian, plays an important role. In this section, we do not give details of our calculations, but state only the results. For the derivation, see Appendix C. In section IV, we will discuss relations between the physical quantities and the criterion of Huber et al. of Liouvillian PT symmetry for general quadratic bosonic systems using the third quantization.

In the AFM phase, we obtain all the Liouvillian eigenvalues $\lambda_{AFM}$ for $S \gg 1$ by combining Theorem 2 and calculations in Appendix C.1 as

$$\lambda_{AFM} = -2[(m_1 + m_2)\beta_{AFM}^+ + (m_3 + m_4)\beta_{AFM}^-],$$

where $m_i \in \mathbb{Z}_+ (i=1, 2, 3, 4)$ and

$$\beta_{AFM}^\pm = \frac{1}{4} \left( \Gamma_g + \Gamma_l \pm \sqrt{(\Gamma_g - \Gamma_l)^2 + 4g^2} \right) > 0.$$  

Here $\beta_{AFM}^\pm$ are the eigenvalues of the matrix $X$ (C6) in Appendix C and $\beta_{AFM}^\mp$ are real. We plot eigenvalues of the AFM (PT broken) phase in Fig.3 (a). We can find that all the eigenvalues are real and then the state decays toward the steady state without oscillation. In fact, the normalized magnetization decays exponentially toward the steady state as shown in Fig.4 (a). The time evolution of the magnetization can be obtained from the expression of the time dependence of the two point functions for a more general system in Eq. (37) below, which will be derived in Appendix E. Also, we can show that Li-oivillian gap is closed at the phase boundary $\Gamma_g = \Gamma_l = 2$ in Eq. (C10).

In the FM phase, we obtain all the Liouvillian eigenvalues $\lambda_{FM}$ for $S \gg 1$ with Theorem 2, A1 in Appendix A and calculations in Appendix C.2 as

$$\lambda_{FM} = -2[(m_1 + m_2)\beta_{FM}^+ + (m_3 + m_4)\beta_{FM}^-],$$

where $m_i \in \mathbb{Z}_+ (i=1, 2, 3, 4)$ and

$$\beta_{FM}^\pm = \frac{1}{4} \left( |\Gamma_g - \Gamma_l| \pm \sqrt{(\Gamma_g + \Gamma_l)^2 - 4g^2} \right).$$

Here $\beta_{FM}^\pm$ in the FM $|\uparrow\uparrow\rangle$ phase are eigenvalues of the matrix $X$ [Eq.C6] and $\text{Re}[\beta_{FM}] > 0$. We plot eigenvalues of the FM phase in Figs.3 (b), and 4 (c).

From Eq. (40), we can find that the eigenvalue structure changes at the line, $\Gamma_g + \Gamma_l = 2g$. In fact, the normalized magnetization decays with oscillation if $\Gamma_g + \Gamma_l < 2g$ (Fig.3 (b) and it decays without oscillation if $\Gamma_g + \Gamma_l > 2g$ (Fig.4 (c)). Hereafter, we call the region with $\Gamma_g + \Gamma_l < 2g$ the FM phase I and the region with $\Gamma_g + \Gamma_l > 2g$ the FM phase II respectively. Note that this transition is not a dissipative phase transition of the steady state because the Liouvillian gap is not closed. Moreover, we can say that all the points on the line $\Gamma_g + \Gamma_l = 2g$ are Liouvillian exceptional points (C10), which are the points of the parameter space where some eigenmodes of the Liouvillian coalesce, since the matrix $X$ (C10) is nondiagonalizable on this line. (see the discussion after Theorem A1 in Appendix A.) The same
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**B. Analysis of eigenvalue structure**

In this section, we investigate the eigenvalue structure and the dynamics of the magnetization for the open 2-spin model with the third quantization [22, 23] explained in section II E. It can not be applied to spin systems directly, but it becomes possible for spins with large total spin, after using the Holstein-Primakoff (HP) approximation [24]. In this paper, we only deal with quadratic systems, i.e. we focus on the region where $N/2S \ll 1$ with the photon number $N = \langle c^\dagger c \rangle \sim O(1)$. If this condition $N/2S \ll 1$ is violated, the nonlinear terms will not be neglected and then we must consider significant effects such as nonlinear bosonic saturation.
exceptional point line was found in [43] and a similar one for a similar model was observed in [47]. If we further consider a limit to the PT symmetry breaking point, \( \Gamma_g = \Gamma_l = g \), from the FM phases, the matrix \( X \) approaches a nondiagonalizable matrix. This suggests that the PT symmetry breaking point is a Liouvillian exceptional point, though one has to consider also the limit from the AFM phase to have a definite conclusion.

Next we discuss the eigenvalues at the phase boundary \( \Gamma_g = \Gamma_l = \Gamma \) on which criterion of Huber et al. holds. Taking the limit \( |\Gamma_g - \Gamma_l| \to 0 \) in the FM phases, we find

\[
\rho_{\pm}^{FM} \to \pm \frac{i}{5} \sqrt{g^2 - \Gamma^2}.
\]

This shows that the Liouvillian gap is closed at the phase boundary, \( \Gamma_g = \Gamma_l \), and there exist some pure imaginary eigenvalues in the PT phase. Also, \( m_i \) can be arbitrarily large, so we can obtain the eigenvalue structure of the PT phase. Since some eigenvalues are pure imaginary numbers, the physical quantities oscillate even in the long time limit. In other words, this shows that the PT phase is the dynamical phase. In fact, the relaxation time of the normalized magnetization in the vicinity of the PT phase is very long as shown in Fig. 3 (d). Moreover, it is exactly found from Eqs. (39), (41) that an infinite number of eigenvalues approach 0 in the PT phase although it was expected numerically in Ref. [30]. This result (the existence of infinite 0 eigenvalues) can not be obtained from the evolution matrix of the first-order moment.

The phase transition from the FM \( \langle \uparrow \uparrow \rangle \) phase to the FM \( \langle \downarrow \downarrow \rangle \) phase is a dissipative first-order phase transition when determined from the discontinuous behavior of magnetization. Furthermore, it is known that the steady state at the transition point (PT phase) is a highly mixed state, where the purity \( \text{Tr} [\rho^2] \) is almost 0 (e.g. uniform distribution \( \rho \propto 1 \)) [29, 30]. However, in the general theory of dissipative first-order phase transitions, the steady state at the transition point is expected to be the equiprobable mixture of the opposite FM phases, namely \( \rho = \langle \uparrow \uparrow \rangle \langle \uparrow \uparrow \rangle + \langle \downarrow \downarrow \rangle \langle \downarrow \downarrow \rangle / 2 \) [21].

To examine the reason for this, we have performed the quantum trajectory analysis (the Monte-Carlo trajectory simulation) [22, 12] for a finite \( S \). In the PT phase, the quantum trajectory analysis indicates that the quantum fluctuation is very large (i.e., the normalized magnetization takes from -1 to 1) and Lindblad dynamics analysis indicates that the normalized magnetization is 0 in the long time limit (Fig. 5 (a)). This implies that a highly mixed steady state with zero magnetization mean is realized for the Lindblad dynamics since it is equivalent to the averaged dynamics over various quantum trajectories. Physically speaking, in the PT phase, the contribution of non unitary continuous dissipations (gain and loss) are canceled out due to sufficient interactions, but the contribution of quantum jumps remains and then a highly mixed state is realized. On the other hand, in the PT broken phase, the quantum trajectory analysis indicates that the quantum fluctuation is small and then the

---

**FIG. 3.** Eigenvalue structure of the open 2-spin model. We set parameters as (a) \( \Gamma_g = \Gamma_l = 2 \), and \( g = 1 \) in the AM (PT broken) phase (b) \( \Gamma_g = 0.5, \Gamma_l = 0.45 \), and \( g = 1 \) in the FM phase I (c) \( \Gamma_g = 2, \Gamma_l = 0.25 \), and \( g = 1 \) in FM phase II (d) \( \Gamma_g = 0.5, \Gamma_l = 0.495 \), and \( g = 1 \) in FM phase I (in the vicinity of the PT phase).

**FIG. 4.** Time evolution of the normalized magnetization \( \langle S_z \rangle / S \) for the open 2-spin model. We set the parameters as (a) \( \Gamma_g = \Gamma_l = 2 \), and \( g = 1 \) in AFM (PT broken) phase (b) \( \Gamma_g = 0.5, \Gamma_l = 0.45 \), and \( g = 1 \) in FM phase I (c) \( \Gamma_g = 2, \Gamma_l = 0.25 \), and \( g = 1 \) in FM phase II (d) \( \Gamma_g = 0.5, \Gamma_l = 0.495 \), and \( g = 1 \) in the FM phase I (in the vicinity of the PT phase) with \( S = 1000 \), and \( \langle S_z \rangle (0) = 900 \). Note that we use the expression of the time dependence of the two point functions \( \langle \uparrow \uparrow \rangle \), which will be derived in Appendix E.
normalized magnetization is close to it for the Lindblad dynamics analysis (Fig. 5(b)). This implies that the two phases can be distinguished in terms of quantum fluctuations. Also note that this type of information can not be obtained from studying the dynamics of moments only.

To summarize, we have observed, for the open 2-spin model with the criterion of Huber et al. of Liouvillian $\mathcal{PT}$ symmetry, a clear change of eigenvalue structures of the Liouvillian and the dynamics in the long time limit at the $\mathcal{PT}$ symmetry breaking point. These results are similar to behaviors of NHH $\mathcal{PT}$ phase transitions and thus support the validity of the criterion of Huber et al. of Liouvillian $\mathcal{PT}$ symmetry. Fig. 2(b) is the phase diagram determined from the relaxation time (dynamics). Importantly, it can be determined independently of the value of physical quantities in the steady state. Also, to our knowledge, there has been no study in which the eigenvalue structure of the Liouvillian in infinite dimension could be exactly obtained for all phases and its vivid transition could be observed. This means that our results will lead to a deeper understanding of dissipative phase transitions.

IV. THIRD QUANTIZATION AND $\mathcal{PT}$ SYMMETRY FOR QUADRATIC BOSONIC MODELS

A. Condition of the matrix $X$ from criterion of Huber et al. of Liouvillian $\mathcal{PT}$ symmetry

As shown in section III, the eigenvalue structure and the dynamics in the long time limit for the open 2-spin model with criterion of Huber et al. of Liouvillian $\mathcal{PT}$ symmetry clearly change at the $\mathcal{PT}$ symmetry breaking point. However, these results are based on exact calculations for the model and not directly derived from Liouvillian $\mathcal{PT}$ symmetry. For the Hamiltonian case, a direct relation between conventional $\mathcal{PT}$ symmetry and the dynamics (eigenvalues) has been shown [35]. In this section, for quadratic bosonic systems, we will show the criterion of Huber et al. of Liouvillian $\mathcal{PT}$ symmetry is rewritten into the same form as the conventional $\mathcal{PT}$ symmetry [1] for the matrix $iX$. This provides a direct relation between the criterion of Huber et al. of Liouvillian $\mathcal{PT}$ symmetry and the dynamics of the physical quantities.

We consider a quadratic $n$ bosonic system with a linear bath whose Hamiltonian and dissipation operators are defined in Eqs. (17), (18). Importantly, when $\mathcal{P}$ in Eqs. (11), (12) is a reflection operator, namely if $\mathcal{P}$ satisfies $\mathcal{P}a_i\mathcal{P}^{-1} = a_{n+1-i}$, we can write

$$\mathcal{P}a_i\mathcal{P}^{-1} = P_n a_i,$$

where

$$P_n = \begin{pmatrix} 0 & 0 & 1 & \cdots & 1 \\ 1 & \ddots & \ddots & \ddots & \cdots \\ \vdots & \ddots & \ddots & \ddots & \ddots \\ \cdots & \ddots & \ddots & \ddots & \ddots \\ 1 & \cdots & \cdots & \cdots & 0 \end{pmatrix},$$

(43)

Theorem 3: Let us consider a quadratic bosonic system described by the Lindblad equation [3] with the Hamiltonian [17] and dissipation operators [18]. Suppose that the system satisfies the criterion of Huber et al. of Liouvillian $\mathcal{PT}$ symmetry [10] and that $\mathcal{P}$ in Eqs. (11), (12) is a reflection operator [12]. Then the matrix $X$ given by [23] multiplied by $i$ has conventional $\mathcal{PT}$ symmetry [1], namely, $iX$ satisfies

$$[iX, \mathcal{PT}] = 0$$

(44)

where the parity operator $P$ and time reversal operator $T$ are defined as

$$P := \begin{pmatrix} P_n & 0 \\ 0 & P_n \end{pmatrix}, \quad T : i \rightarrow -i.$$  

(45)

Here $P$ means a reflection of the index of superoperators in Eq. (19).

Proof. Since dissipation rates in Eq. (3) are positive real numbers, the matrices $\mathbf{M}$ [25], $\mathbf{N}$ [26], and $\mathbf{L}$ [27] are real unless we do not transform the elements of the vectors $\bar{l}_\mu$ and $\bar{L}_\mu$ into complex numbers as in the fermion third quantization case [32].

When $\mathcal{P}$ in Eqs. (11), (12) is a reflection operator [12], we can rewrite Liouvillian $\mathcal{PT}$ symmetry [10] as

$$\mathbf{H} = P_n \mathbf{H} P_n, \quad \mathbf{K} = P_n \mathbf{K} P_n,$$

(46)

$$\mathbf{N} = P_n \mathbf{M} P_n, \quad \mathbf{L}^T = P_n \mathbf{L} P_n,$$

(47)
We prove Eqs.(46), (47) in Appendix D. Using the relations Eqs. (46), (47), we can calculate
\[ PT(iX)PT = -i(PTXPT) \]
\[ = -\frac{i}{2} PT \left( \begin{array}{cc} i\mathbf{H} - \mathbf{N} + \mathbf{M} & -2i\mathbf{K} - \mathbf{L} + \mathbf{L}^T \\ 2i\mathbf{K} - \mathbf{L} + \mathbf{L}^T & -i\mathbf{H} - \mathbf{N} + \mathbf{M} \end{array} \right) PT \]
\[ = -\frac{i}{2} \left( P_n(-i\mathbf{H} - \mathbf{N} + \mathbf{M})P_n \right) \left( P_n(2i\mathbf{K} - \mathbf{L} + \mathbf{L}^T)P_n \right) \]
\[ = -\frac{i}{2} \left( -i\mathbf{H} - \mathbf{M} + \mathbf{N} \right) \left( -2i\mathbf{K} - \mathbf{L}^T + \mathbf{L} \right) -i\mathbf{H} - \mathbf{M} + \mathbf{N} \]
\[ = -i(-\mathbf{X}) = i\mathbf{X}. \]  
\[ (48) \]

Note that if we had adopted \( PT'(H) = H \) instead of \( PT(H) = H \) as the Hamiltonian \( PT \) symmetry \[1\], we would have needed \( \mathbf{H} \) and \( \mathbf{K} \) to be real to prove Theorem 1. Since the matrix \( i\mathbf{X} \) has a conventional type of \( PT \) symmetry, if the \( PT \) symmetry of \( \mathbf{X} \) is not broken, all the eigenvalues \( \beta \) of the matrix \( X \) \[23\] are pure imaginary numbers. On the other hand, if the \( PT \) symmetry of \( i\mathbf{X} \) is broken, there exist some pairs \( \beta_i, \beta_j \) with \( \text{Re}[\beta_i] = -\text{Re}[\beta_j] \neq 0 \) and \( \text{Im}[\beta_i] = \text{Im}[\beta_j] \).

However, in this case, the eigenvalue structure can not be obtained from Theorem 2 because the real parts of some \( \beta \) are not positive. Therefore, the physical meanings of the matrix \( \mathbf{X} \) \[23\] and \( \beta \) are not obvious although we can expect that pure imaginary eigenvalues are related to a non-stationarity and negative eigenvalues are related to a divergence of physical quantities. We will investigate the time dependence of physical quantities for quadratic bosonic systems below.

\section*{B. Time evolution of quadratic bosonic systems}

In this section, we investigate the time evolution of \( n \) quadratic boson systems. In quadratic bosonic systems, it is possible to calculate the higher point correlation functions from Wick’s theorem if one and two point correlation functions are known. Therefore, it is sufficient to obtain the expression of the time dependence of one and two point correlation functions. We define a \( 2n \) vector which consists of one point correlation functions as
\[ \psi(t) := (\text{Tr}[\hat{a}_i \rho(t)], \text{Tr}[\hat{a}^\dagger_i \rho(t)])^T \]  
\[ (49) \]
and a \( 2n \times 2n \) matrix, which consists of two point correlation functions as
\[ Z(t) := \begin{pmatrix} \text{Tr}[\hat{a}_i \hat{a}_j \rho(t)] & \text{Tr}[\hat{a}^\dagger_i \hat{a}_j \rho(t)] \\ \text{Tr}[\hat{a}^\dagger_i \hat{a}_j \rho(t)] & \text{Tr}[\hat{a}^\dagger_i \hat{a}^\dagger_j \rho(t)] \end{pmatrix}, \]  
\[ (50) \]
where \( i, j = 1, 2, \ldots, n \). We can derive the time derivative of the one point correlation function in Eq. (49) as
\[ \frac{d\psi(t)}{dt} = -2X^T \psi(t). \]  
\[ (51) \]
This is derived in Appendix E. It can be easily solved as
\[ \psi(t) = e^{-2X^Tt} \psi(0). \]  
\[ (52) \]

In addition, we can also write down the time derivative of the two point correlation function in Eq. (48) as
\[ \frac{dZ(t)}{dt} = -2[X^T Z(t) + Z(t) X] + 2Y, \]  
\[ (53) \]
where \( Y \) \[A5\] is a matrix which constitutes the Liouvillian \[33\]. This is also derived in Appendix E. In literature, the differential equation of the form Eq. (53) is known as the continuous time derivative Lyapunov equation \[48, 49\] and this equation can be solved as
\[ Z(t) = e^{-2X^Tt} Z(0) e^{-2tX} + \int_0^t e^{-2sX^T} (2Y) e^{-2sX} ds. \]  
\[ (54) \]

From Eqs. (52), (54), it can be seen that the behavior of time evolution (e.g. oscillating or exponentially damping) depends only on the matrices \( X \) and \( X^T \), which have the same eigenvalues. When the matrix \( iX \) has conventional \( PT \) symmetry \[44\], if the \( PT \) symmetry of \( iX \) is not broken, all the eigenvalues of \( X \) \[23\] are pure imaginary numbers and then some physical quantities oscillate after a long time. On the other hand, if the \( PT \) symmetry is broken, there exist some \( \beta \) with a negative real part and then some physical quantities exponentially diverge. We will see simple examples in section IV. C.

We have demonstrated a direct relation between the dynamics of physical quantities and the criterion of Huber et al. of Liouvillian \( PT \) symmetry for quadratic bosonic systems. These results also support validity of criterion of Huber et al. of Liouvillian \( PT \) symmetry.

We emphasize that our arguments in this section about the \( PT \) symmetry \[14\] and for the time derivative of one and two point correlation functions \[51, 52\] can be applied to a general quadratic bosonic model with Eqs. (17), (15). Here we note that, for a few restricted situations, similar results have been already discussed. For example, in Refs. \[43, 40\] it has been found that the matrix \( iH - N + M \), which is nothing but the (1,1) block matrix of \( X \) \[23\], appears in the time derivative of one and two point correlation functions and also that the same matrix has a conventional \( PT \) symmetry for the case where \( K \) in Eq. (17) and \( L \) (27) are 0 and \( n = 2 \) (we will investigate this case below). Also, in Refs. \[47, 50, 51\] it has been found that a matrix corresponding to \( iH - N + M \) appears in the time derivative of one and two point correlation functions and it has conventional anti-\( PT \) symmetry \[52\] for the case where \( K = L = 0 \). Those results, however, have been obtained based on rather heuristic arguments and concrete calculations for specific models. In contrast, our arguments are based on the general criterion of Huber et al. of Liouvillian \( PT \) symmetry or the third quantization, and hence have a much wider applicability.
Importantly, note that the application of Theorem 3 to a quadratic boson system which appears as an HP approximation of a spin system does not determine the Liouvillian $PT$ symmetry of the original spin model. This is because the HP approximation is an approximation assuming a steady state. That is, in the $PT$ broken phase, this approximation includes the information of the $PT$ symmetry breaking of the steady state. Therefore, the matrix $iX$ in the $PT$ broken phase of the open 2 spin model \([35, 36]\) does not satisfy the criterion of Huber et al. of Liouvillian $PT$ symmetry (and $[iX, PT] \neq 0$). However, reflecting the breaking of the steady state, $iX$ has conventional anti-$PT$ symmetry \([36]\). Also, the HP approximation can not be applied to the $PT$ phase since it is the disordered phase. Therefore, the $PT$ symmetry of $iX$ should not be adopted as the definition of $PT$ symmetry of the large spin systems.

C. Example 1: An open 2-boson model with balanced gain and loss

We consider an open 2-component quadratic bosonic model with the criterion of Huber et al. of Liouvillian $PT$ symmetry \([10]\) as

$$H = g(c_A^\dagger c_B + H.c.),$$  \hspace{1cm} (55)

$$\dot{\rho} = \hat{L} \rho = -i[H, \rho] + \Gamma D[c_A] \rho + \Gamma D[c_B^\dagger] \rho.$$  \hspace{1cm} (56)

The Hamiltonian and types of dissipations are the same as the HP approximated 2-spin model in the FM $|\uparrow\uparrow\rangle$ phase in section III which has been studied in detail in Refs.\([17, 53]\).

Calculating one point and two point correlation functions from Eqs.\([52, 54]\), it can be seen that the dynamics changes at a point $\Gamma = g$. (We give the expression of the time dependence of one and two correlation functions for this model in Appendix E.) Fig.\([6]\) (a), (b) show the time evolution of one point correlation function $\langle c_A \rangle$ above and below the transition point $\Gamma = g$. In the $PT$ unbroken phase (of the matrix $iX$), the one point correlation function oscillates in the long time limit, while in the $PT$ broken phase, it exponentially diverges.

Fig.\([6]\) (c), (d) show the time evolutions of the two point correlation function $\langle c_A^\dagger c_A \rangle$ above and below the transition point $\Gamma = g$. In the $PT$ unbroken phase, the two point correlation function diverges linearly with oscillation, while in the $PT$ broken phase, it diverges exponentially without oscillation. Note that these behaviors are different from those of the open 2-spin model in section III because bosonic models are upper unbounded but spin models are upper bounded.

D. Example 2: An open 2-mode Rabi model with balanced gain and loss

The quantum Rabi model is a simple model including the coupling between two-level atom and quantized cavity mode \([54, 55]\), and it has been widely investigated even in dissipative systems \([23, 59, 60]\). Here, we review an open 2-mode Rabi model with balanced gain and loss studied in Ref.\([60]\). Hamiltonian and Lindblad equation of this model are defined as

$$H = \omega(c_A^\dagger c_A + c_B^\dagger c_B) + \Omega/2 \sigma_z$$

$$-\lambda(c_A^\dagger c_A)\sigma_x - \lambda^*(c_B^\dagger c_B)\sigma_y,$$  \hspace{1cm} (57)

$$\dot{\rho} = \hat{L} \rho = -i[H, \rho] + \Gamma D[c_A] \rho + \Gamma D[c_B^\dagger] \rho,$$  \hspace{1cm} (58)

where $\sigma_x, \sigma_z$ are Pauli matrices for a two level system. $\lambda$ is the coupling strength between the cavity and the atom, and $\Omega$ is the qubit transition frequency. We introduce a frequency ratio $\eta := \Omega/\omega$ and a dimensionless coupling constant $g := 2\lambda/\sqrt{\omega\Omega}$. Hereafter, we consider the limit of ultrastrong coupling, $\lambda/\omega \gg 1$, and extremely large detuning, $\eta \gg 1$, but keep the coupling constant $g \sim O(1)$ finite. When $g$ increases, a transition from the normal phase to the superradiant phase occurs at $g = \sqrt{(1 + \eta^2)/2} =: g_c$. \([60]\). In this paper, we consider only the normal phase ($g < g_c$).

Applying a unitary transformation

$$U = \exp[ig\eta^{-\frac{1}{2}}(c_A + c_A^\dagger + c_B + c_B^\dagger)\sigma_y]$$  \hspace{1cm} (59)
to the Hamiltonian \([57]\), it can be transformed to

\[
U^\dagger H U = \omega (c_A^\dagger c_A + c_B^\dagger c_B) + \frac{\Omega}{2} \sigma_z
- \frac{\omega_0^2}{4} (c_A + c_A^\dagger + c_B + c_B^\dagger)^2 \sigma_z + O(\eta^{-2}).
\]

Here, the unitary transformation does not affect the form of Lindblad operators. Then, tracing out the qubit of freedom on the ground state of the qubit \(|\psi\rangle\), the Lindblad equation is transformed as

\[
\dot{\rho}_{np} = -i[H_{np}, \rho_{np}] + \Gamma D[c_B \rho_{np} + D(c_B^\dagger)\rho_{np}],
\]

with

\[
H_{np} = \langle \psi | U^\dagger H U | \psi \rangle
= \omega (c_A^\dagger c_A + c_B^\dagger c_B) - \frac{\omega_0^2}{4} (c_A + c_A^\dagger + c_B + c_B^\dagger)^2,
\]

where \(\rho_{np} = \langle \psi | U^\dagger \rho U | \psi \rangle\). This Lindblad equation \((61)\) and Hamiltonian \((62)\) satisfy the criterion of Huber et al. of Liouvillian \(PT\) symmetry \([6]\). Also, since this model is transformed to one which has the quadratic Hamiltonian with linear bath operators, we can apply the third quantization. The matrix \(X\) \((23)\) for this model can be calculated as

\[
X = \frac{1}{2} \begin{pmatrix}
\frac{i\omega + \Gamma}{2} & -ir & ir & ir \\
-ir & \frac{i\omega - \Gamma}{2} & ir & ir \\
-ir & -ir & -i\omega' + \Gamma & ir \\
-ir & -ir & ir & -i\omega' - \Gamma \\
\end{pmatrix},
\]

where \(r := \omega_0^2/2\), \(\omega' := \omega - r\). Importantly, the matrix \((63)\) satisfies Eq. \((44)\) and \(K \neq 0\). Then, the eigenvalues \(\beta\) are calculated as

\[
\beta = \pm i \sqrt{A \pm 2\sqrt{B}},
\]

where

\[
A = \omega^2 - \omega_0^2 g^2 - \Gamma^2,
\]

\[
B = \omega^2 (\frac{\omega_0^2 g^4}{4} + g^2 \Gamma^2 - \Gamma^2).
\]

Here, \(\pm 2\sqrt{B} = 0\) is equivalent to \(g = g_c\), and \(B = 0\) is equivalent to

\[
g^2 = 2 \left( \sqrt{\frac{\Gamma^4}{\omega^4 + \omega_0^2} - \frac{\Gamma^2}{\omega^2}} \right).
\]

When \(B > 0\) and \(\pm 2\sqrt{B} > 0\), all \(\beta\) are pure imaginary numbers, namely the state oscillates in the long time limit. On the other hand, when \(B < 0\), all \(\beta\) are not pure imaginary numbers. Also, since we consider the normal phase, the state decays to the steady state with oscillation. This transition is caused by the \(PT\) symmetry breaking of the matrix \(X\) \((63)\). Similarly, the \(PT\) symmetry breaking occurs in the superradiant phase.

V. SUMMARY AND DISCUSSION

We investigated \(PT\) phase transitions in open quantum systems with the third quantization, in particular, eigenvalue structure of the Liouvillian and time dependence of physical quantities for open spin and bosonic systems. First, we applied it to the open 2-spin model with the criterion of Huber et al. of Liouvillian \(PT\) symmetry to investigate the eigenvalue structure and dynamics in the long time limit below and above the \(PT\) symmetry breaking point. In particular, we found that in the \(PT\) unbroken phase, some eigenvalues are pure imaginary numbers while in the \(PT\) broken phase, all eigenvalues are real. From this result, it could be analytically shown for open systems with Lindblad dynamics that the evolution of physical quantities changes from an oscillatory to an overdamped behavior at the \(PT\) symmetry breaking point. These results support the validity of criterion of Huber et al. of Liouvillian \(PT\) symmetry.

Next, we showed that the matrix \(iX\) has conventional \(PT\) symmetry if the Liouvillian satisfies the criterion of Huber et al. of Liouvillian \(PT\) symmetry for quadratic bosonic models. We remark that this result shows that the definition of Huber et al. is rewritten in the same form as the conventional condition of \(PT\) symmetry \([1]\). Furthermore, we derived the time dependence of one and two point correlation functions for bosonic systems and showed that the dynamics of physical quantities depend on only the eigenvalues of the matrix \(X\). From these results, we clarified the relation between the criterion of Huber et al. of Liouvillian \(PT\) symmetry and physical quantities. These results also support the validity of the criterion of Huber et al. of Liouvillian \(PT\) symmetry.

We also found that the \(PT\) symmetry breaking point for the open 2-spin model is a Liouvillian exceptional point if it is considered as a limit from the FM phases and that the Liouvillian gap is closed at the phase boundary. However, it has not been completely clarified whether it is actually an exceptional point or a degenerate point. For example, in the limit from the AFM phase, we did not show that the \(PT\) symmetry breaking point is a Liouvillian exceptional point. For the \(PT\) symmetric Hamiltonian case, \(PT\) phase transition points are known to be exceptional points, and many unconventional phenomena and applications \([10, 13]\) in the vicinity of \(PT\) phase transition points occur from the properties of the exceptional points. Therefore, it is very important to investigate this question and we plan to do so in near future. Note that the studies of Liouvillian exceptional points have been actively conducted recently \([17, 18, 47, 50, 51, 61]\).

Also, as a natural extension, we may consider application of the third quantization to an open 2N-spin model which has alternately pumping spins in opposite directions. The phase diagram and physical quantities of the open 2N-spin model have been investigated in Ref.\([30]\). Furthermore, the topological properties for the Liouvillian have also been studied recently \([62, 63]\), so it may be possible to analyze them in the open 2N-spin sys-
system as well. Also, the application to fermions is really interesting. However, unlike large spin systems and bosonic systems, in the fermionic case a matrix to determine full Liouvillian eigenvalues does not generally have $PT$ symmetry or anti-$PT$ symmetry. The relation between fermionic third quantization and Liouvillian $PT$ symmetry is left for future work.
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Appendix A: Third quantization

In the main text, we reviewed the case where the matrix $X$ \((23)\) is diagonalizable. Here we consider the case where the matrix $X$ is nondiagonalizable in analogy to the fermionic case \([66]\). First, we define two vector spaces $K$ and $K'$, where $K$ contains trace class operators (e.g. density matrices) and $K'$ contains unbounded operators that we need as physical observables. Hereafter, we adopt Dirac notation and write an element of $K$ as $|\rho\rangle$ and an element of $K'$ as $(A|$, where their inner product gives the expectation value of an observable $A$ for a state $\rho$,

\[
(A|\rho) = \text{tr}A\rho. 
\] (A1)

Hamiltonian and dissipation operators for an arbitrary quadratic system of $n$ bosons with linear bath operators can be written in Eqs.\((17), (18)\) as

\[
H = a\cdot a^\dagger + a^\dagger \cdot K a^\dagger, 
\] (A2)

\[
L_\mu = l_\mu \cdot a + k_\mu \cdot a^\dagger, 
\] (A3)

Then, the Liouvillian consists of the two matrices $X$ \((23)\) and $Y$ \((24)\)

\[
X = \frac{1}{2} \begin{pmatrix}
\hat{H} - N + M & -2iK - L + L^T \\
2iK - L + L^T & -iH - N + M
\end{pmatrix}, 
\] (A4)

and

\[
Y = \frac{1}{2} \begin{pmatrix}
-2iK - \bar{L} - \bar{L}^T & 2N \\
2N^T & 2iK - L - L^T
\end{pmatrix}. 
\] (A5)

Here the matrices $M$, $N$ and $L$ are defined in Eqs.\((25), (26)\) and \((27)\) as

\[
M := \sum_\mu l_\mu \otimes \bar{l}_\mu = M^\dagger, 
\] (A6)

\[
N := \sum_\mu k_\mu \otimes \bar{k}_\mu = N^\dagger, 
\] (A7)

\[
L := \sum_\mu l_\mu \otimes \bar{k}_\mu. 
\] (A8)

For the nondiagonalizable case, $X$ \((A4)\) can be written in analogy to the fermionic case \([66]\) as

\[
X = P \Delta P^{-1}, 
\] (A9)

where $P$ is a $2n \times 2n$ matrix and $\Delta = \bigoplus_{j=1}^q \Delta_j(\beta_j)$ is a direct sum of Jordan blocks

\[
\Delta_j(\beta) := \begin{pmatrix}
\beta & 1 \\
& \ddots & \ddots \\
& & \beta & 1 \\
P & & \beta
\end{pmatrix}, 
\] (A10)

for the direct eigenvalues $\beta_j$, and $q$ is the number of blocks and $l_j$ is the block size which satisfy

\[
\sum_{j=1}^q l_j = 2n. 
\] (A11)

In this case, we can show that the Liouvillian \((15)\) can be also written as

\[
\hat{L} = -2 \sum_{j=1}^q \left[ \beta_j l_j \tilde{\xi}_{j,r} \hat{\xi}_{j,r} + \sum_{r=1}^{l_j-1} \tilde{\xi}_{j,r+1} \hat{\xi}_{j,r} \right], 
\] (A12)

where normal master-modes $\tilde{\xi} = (\xi_{1,1}, \cdots, \xi_{1,l_1}, \xi_{2,1}, \cdots, \xi_{q,l_q})$ and $\hat{\xi} = (\xi_{1,1}', \cdots, \xi_{1,l_1}', \xi_{2,1}', \cdots, \xi_{q,l_q}')$ are defined by \([30]\) with

\[
[\tilde{\xi}_{j,r}, \hat{\xi}_{k,s}] = \delta_{j,k} \delta_{r,s}, \quad [\hat{\xi}_{j,r}, \hat{\xi}_{k,s}] = [\tilde{\xi}_{j,r}, \tilde{\xi}_{k,s}] = 0. 
\] (A13)
Here, \( j, k = 1, 2, \ldots, m \) and \( r, s = 1, 2, \ldots, l_j \).

**Theorem A1:** If the real parts of all the eigenvalues are positive, \( \forall j, \text{Re}[\beta_j] > 0 \), the full spectrum of the Liouvillian is given in the form,

\[
\lambda_m = -2 \sum_{j=1}^{q} \sum_{r=1}^{l_j} m_{j,r} \beta_j, \quad (A14)
\]

in terms of a 2n component multi-index of super-quantum numbers \( \mathbf{m} = (m_{1,1}, \ldots, m_{1,l_1}, m_{2,1}, \ldots, m_{q,l_q}) \in \mathbb{Z}_{>0}^n \).

**Proof.** We write the Liouvillian \( [A12] \) as \( \hat{\mathcal{L}} = \hat{\mathcal{L}}_0 + \hat{\mathcal{M}} \), where \( \hat{\mathcal{L}}_0 := -2 \sum_{j=1}^{q} \beta_j \hat{N}_j, \hat{\mathcal{M}} := -2 \sum_{j=1}^{q} \hat{M}_j \) and \( \hat{N}_j := \sum_{r=1}^{l_j} \hat{\zeta}_{j,r} \hat{\zeta}_{j,r}^* \), \( \hat{M}_j := \sum_{r=1}^{l_j} \hat{\zeta}_{j,r} \hat{\zeta}_{j,r+1} \). Since \( \hat{M}_j \) is clearly nilpotent and \( [\hat{M}_j, \hat{M}_k] = 0 \), \( \hat{\mathcal{M}} \) is also nilpotent. Moreover, \( \{\hat{\mathcal{L}}_0, \hat{\mathcal{M}}\} = 0 \) because all the terms in the definitions of \( \hat{\mathcal{L}}_0 \) and \( \hat{\mathcal{M}} \) above commute \( [\hat{N}_j, \hat{M}_k] = 0 \), so \( \hat{\mathcal{L}} \) and \( \hat{\mathcal{L}}_0 \) have the same spectra. The eigenvalues of \( \hat{\mathcal{L}}_0 \) are given in \( [34] \), so we get \( A14 \).

Moreover, we can say that an exceptional point of \( \mathbf{X} \) is also a Liouvillian exceptional point. In fact, at an exceptional point of \( \mathbf{X} \) with order \( p \) (where \( p \) eigenvectors coalesce), we can find that some terms included in one and two point correlation functions are proportional to \( t^{p-1} \) from the expression of the time dependence of one and two point correlation functions \( [52], [54] \). Furthermore, some terms in \( 2n \) and \( 2n - 1 \) point correlation functions are also proportional to \( t^{n(p-1)} \). This implies that this point is also a Liouvillian exceptional point with infinite order since the time dependence of the density operator (physical quantities) is exponential as Eq. \( [9] \) if the Liouvillian is diagonalizable. Similar discussions have been conducted and it has been shown that there are infinite order Liouvillian exceptional points for other quadratic bosonic models in Refs. \([47, 50, 51]\).

Also, it is known that at an exceptional point, the eigenspace cannot be spanned only by the eigensates, but generalized eigenstates are required \([34]\). If \( \lambda_i \) is an eigenvalue which \( n + 1 \) eigenmodes coalesce, an eigenmode \( \rho_i \) and generalized eigenstates \( \rho_i^{(1)}, \rho_i^{(2)}, \ldots, \rho_i^{(n)} \) satisfy

\[
(\hat{\mathcal{L}} - \lambda_i)\rho_i = 0, \quad (\hat{\mathcal{L}} - \lambda_i)\rho_i^{(1)} = \rho_i, \quad \ldots, \quad (\hat{\mathcal{L}} - \lambda_i)\rho_i^{(n)} = \rho_i^{(n-1)}. \quad (A15)
\]

For the case of Eq. \( [A12] \), it has not been known how to get all the eigenstates and all the generalized eigenstates in general. Here we just see what happens for a simple example of \( q = 1, l_1 = 2 \), namely when there is only one Jordan block of size two. In this case the Liouvillian \( [A12] \) is written as

\[
\hat{\mathcal{L}} = -2 \left[ \beta_1 \sum_{r=1}^{2} \hat{\zeta}_{1,r}^* \hat{\zeta}_{1,r} + \hat{\zeta}_{1,2}^* \hat{\zeta}_{1,1} \right] \quad (A16)
\]

with the eigenvalue \( [A14] \) given by \( \lambda_m = -2(m_{1,1} + m_{1,2}) \beta_1 \). Moreover all the eigenmodes \( \rho_{(0,m_{1,2})} \) and all the generalized eigenmodes \( \rho_{(m_{1,1},m_{1,2})}, m_{1,1} \neq 0 \) are found explicitly as

\[
\rho_{(0,m_{1,2})} = (\hat{\zeta}_{1,2}^*)^{m_{1,2}} \rho_{ss} \quad (A17)
\]

and

\[
\rho_{(m_{1,1},m_{1,2})} = \frac{1}{(-2)^{m_{1,1} - 1} m_{1,1}!} (\hat{\zeta}_{1,2}^{m_{1,2}} \hat{\zeta}_{1,1})^{m_{1,1}} \rho_{ss}, \quad m_{1,1} \neq 0 \quad (A18)
\]

respectively. In fact, we can directly check that all \( \rho_{(0,m_{1,2})} \) and \( \rho_{(m_{1,1},m_{1,2})}, m_{1,1} \neq 0 \) above satisfy the relations \( [A15] \) for this particular case as

\[
[\hat{\mathcal{L}} + 2m_{1,2} \beta_1] \rho_{(0,m_{1,2})} = [\hat{\mathcal{L}} + 2m_{1,2} \beta_1] (\hat{\zeta}_{1,2}^{m_{1,2}} \rho_{ss}) = 0 \quad (A19)
\]

and

\[
[\hat{\mathcal{L}} + 2(m_{1,1} + m_{1,2}) \beta_1] \rho_{(m_{1,1},m_{1,2})} = \frac{1}{(-2)^{m_{1,1} - 1} (m_{1,1} - 1)!} (\hat{\zeta}_{1,2}^{m_{1,2} + 1} \hat{\zeta}_{1,1})^{m_{1,1} - 1} \rho_{ss} = \rho_{(m_{1,1} - 1, m_{1,2} + 1)}. \quad (A20)
\]

Hence associated with an eigenvalue of the form \(-2n \beta_1, n \in \mathbb{Z}_+ \), are one eigenmode \( \rho_{(0,n)} \) and \( n \) generalized eigenmodes \( \rho_{(m_{1,1},m_{1,2})}, m_{1,1} + m_{1,2} = n, m_{1,1} \in \mathbb{Z}_+, m_{1,2} \in \mathbb{N} \) as a result of coalescence of \( n + 1 \) eigenmodes. Therefore, from the full Liouvillian spectrum, we can easily and rigorously find that there are eigenvalues at which an infinite number of eigenmodes coalesce since \( n \) can be arbitrarily large. Note that there do not appear high-order effects on one and
two point correlation functions even at a Liouvillian exceptional point with infinite order in this case since the time
dependence of one and two point correlation functions \[ (52), (54) \] is determined only by \[ X(A4) \] and \[ X^T(A4) \].

The order of exceptional points is crucially important for certain realistic technologies which apply concepts and results to \( \mathcal{PT} \) phase transitions. For example, it is known that the sensitivity of a \( \mathcal{PT} \) symmetric high-sensitivity sensor is determined by the order of exceptional points (in the classical regimes) \[ (11) \], and the enhancement of sensitivity occurs for any models which have exceptional points. Therefore, it is also important to analyze the order of exceptional points even for quadratic systems when considering the those realizations in the quantum regime, where quantum noise such as a quantum jump must be taken into account. In fact, in several references \[ (17, 61) \], the sensitivity of perturbations at Liouvillian exceptional points has been discussed. From this point of view, the derivation of the full Liouvillian spectrum (like in our work) is also important.

Appendix B: Holstein-Primakoff approximation

The Holstein-Primakoff (HP) transformation \[ (34) \] provides an exact mapping of the spin operators to bosonic
operators. First, we consider the case where the state \( |−S> \) transforms to a bosonic vacuum state with the total spin \( S \). Then, the HP transformation is defined as

\[
S^+ = c_1 \sqrt{2S} - c_1^c, \quad S^- = \sqrt{2S} - c_1^c c, \quad S^z = -S + c_1^c c, \quad (B1)
\]

where \( c \) (resp. \( c_1^c \)) is the bosonic annihilation (resp. creation) operator. Also, for \( \langle c_1^c c \rangle / (2S) \ll 1 \), we can approximate the spin operators in Eq.\[(B1)\] by

\[
S^+ \approx \sqrt{2S} c_1, \quad S^- \approx \sqrt{2S} c^c, \quad S^z = S - c_1^c c. \quad (B2)
\]

Similarly, we consider the case where the state \( |S> \) transforms to a bosonic vacuum state and \( \langle c_1^c c \rangle / (2S) \ll 1 \), and then we can approximate the spin operators by

\[
S^+ \approx \sqrt{2S} c, \quad S^- \approx \sqrt{2S} c_1^c, \quad S^z = S - c_1^c c. \quad (B3)
\]

Appendix C: Calculation of eigenvalue structure for the open 2-spin model with the third quantization

1. Third quantization for the AFM phase

First, we apply the third quantization to the AFM phase. The Hamiltonian and Lindblad equation can be written as

\[
H = g(c_A c_B + H.c.), \quad (C1)
\]

\[
\dot{\rho} = \hat{L} \rho = -i[H, \rho] + \Gamma_g D[c_A] \rho + \Gamma_l D[c_B] \rho \quad (C2)
\]

with the HP approximation \[ (B2), (B3) \] for \( S \gg 1 \). Here, keep in mind that the HP approximated model \[ (C1), (C2) \]
doesn’t satisfy the definition of Liouvillian \( \mathcal{PT} \) symmetry \[ (10) \]. From Lindblad equation \[ (C2) \], we can write the dissipation operators \[ (A3) \] as

\[
L_1 = \sqrt{\Gamma_g} c_A = \left( \begin{array}{c} \sqrt{\Gamma_g} \\ 0 \end{array} \right) \cdot \left( \begin{array}{c} c_A \\ c_B \end{array} \right) = l_1 \cdot c, \quad (C3)
\]

\[
L_2 = \sqrt{\Gamma_l} c_B = \left( \begin{array}{c} 0 \\ \sqrt{\Gamma_l} \end{array} \right) \cdot \left( \begin{array}{c} c_A \\ c_B \end{array} \right) = l_2 \cdot c. \quad (C4)
\]

Therefore, we can calculate the matrices \( K \) in Eq.\[(A2)\] and \( M \) \[ (A6) \] as

\[
K = \frac{g}{2} \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right), \quad M = \left( \begin{array}{cc} \Gamma_g & 0 \\ 0 & \Gamma_l \end{array} \right) \quad (C5)
\]

and \( H = N = L = 0 \). Therefore, we find that the matrices \( X \) \[ (A4) \] and \( Y \) \[ (A5) \] are written as

\[
X = \frac{1}{2} \left( \begin{array}{cccc} \Gamma_g & 0 & 0 & -ig \\ 0 & \Gamma_l & -ig & 0 \\ 0 & ig & \Gamma_g & 0 \\ ig & 0 & 0 & \Gamma_l \end{array} \right) \quad (C6)
\]
and
\[
\mathbf{Y} = \frac{1}{2} \begin{pmatrix}
0 & -ig & 0 & 0 \\
-ig & 0 & 0 & 0 \\
0 & 0 & 0 & ig \\
0 & 0 & ig & 0
\end{pmatrix},
\]
respectively. Here, keep in mind that the matrix \( i \mathbf{X} \) doesn’t have \( \mathcal{PT} \) symmetry but anti-\( \mathcal{PT} \) symmetry. Note that the matrix \( \mathbf{X} \) (C6) is Hermitian so there is no exceptional point of the matrix \( \mathbf{X} \) in the AFM phase. We can easily find that the eigenvalues of the matrix \( \mathbf{X} \) are two \( \beta_{AFM}^+ \)'s and two \( \beta_{AFM}^- \)'s, where
\[
\beta_{AFM}^\pm = \frac{1}{4} \left( \Gamma_g + \Gamma_l \pm \sqrt{(\Gamma_g - \Gamma_l)^2 + 4g^2} \right).
\]
(C8)

Since \( \Gamma_g \Gamma_l > g^2 \) for the AM phase, the real part of \( \beta_{AFM}^\pm \) is positive,
\[
\text{Re}[\beta_{AFM}^+] > \text{Re}[\beta_{AFM}^-] = \frac{1}{4} \left( \Gamma_g + \Gamma_l - (\Gamma_g + \Gamma_l) \right) = 0.
\]
(C9)

Thus, we can obtain the entire Liouvillian spectrum \( \lambda_{AFM} \) as Eq.(37) by using Theorem 2. Furthermore, in the limit \( g^2 \rightarrow \Gamma_g \Gamma_l \), we see
\[
\beta_{AFM}^\pm \rightarrow \frac{1}{4} (\Gamma_g + \Gamma_l) \pm (\Gamma_g + \Gamma_l) = \frac{1}{2} (\Gamma_g + \Gamma_l), 0.
\]
(C10)

This shows that the Liouvillian gap is closed at the phase boundary, \( \Gamma_g \Gamma_l = g^2 \), and many eigenvalues approach 0, which is an anomalous property from the view point of conventional dissipative phase transitions [21] as pointed out in Ref.[30]. Also, the time evolution of the normalized magnetizations \( \langle S_z \rangle / S \) in the AFM \( |\uparrow\downarrow\rangle \) can be calculated from Eqs.(C6), (C7) and (54).

2. Third quantization for the FM phase

Next, we apply the third quantization to the FM \( |\uparrow\uparrow\rangle \) phase. The Hamiltonian and Lindblad equation can be written as
\[
H = g (c_A^d c_B + \text{H.c.}),
\]
(C11)
\[
\dot{\rho} = \dot{\mathbf{L}} \rho = -i[H, \rho] + \Gamma_g \mathcal{D}[c_A] \rho + \Gamma_i \mathcal{D}[c_B^d] \rho
\]
with the HP approximation [B3] for \( S \gg 1 \). From the Lindblad equation (C12), we can write the dissipation operators (A3) as
\[
L_1 = \sqrt{\Gamma_g} c_A = \left( \sqrt{\Gamma_g} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \right) \cdot \left( \begin{pmatrix} c_A \\ c_B \end{pmatrix} \right) = l_1 \cdot c,
\]
(C13)
\[
L_2 = \sqrt{\Gamma_i} c_B^d = \left( \begin{pmatrix} 0 \\ \sqrt{\Gamma_i} \end{pmatrix} \right) \cdot \left( \begin{pmatrix} c_A^d \\ c_B^d \end{pmatrix} \right) = k_2 \cdot c^d.
\]
(C14)

Therefore, we can calculate the matrices \( \mathbf{H} \) in Eq.(A2) and \( \mathbf{M} \) (A6), \( \mathbf{N} \) (A7) as
\[
\mathbf{H} = \begin{pmatrix} 0 & g \\ g & 0 \end{pmatrix}, \quad \mathbf{M} = \begin{pmatrix} \Gamma_g & 0 \\ 0 & 0 \end{pmatrix}, \quad \mathbf{N} = \begin{pmatrix} 0 & 0 \\ 0 & \Gamma_i \end{pmatrix}
\]
(C15)
and \( \mathbf{K} = \mathbf{L} = 0 \). Therefore, we find that the matrices \( \mathbf{X} \) (A4) and \( \mathbf{Y} \) (A5) are written as
\[
\mathbf{X} = \frac{1}{2} \begin{pmatrix}
\Gamma_g & ig & 0 & 0 \\
ig & -\Gamma_l & 0 & 0 \\
0 & 0 & \Gamma_g & ig \\
0 & 0 & -ig & -\Gamma_l
\end{pmatrix},
\]
(C16)
respectively. We first discuss the case with $\Gamma_g + \Gamma_l \neq 2g$, in which we can easily find that the eigenvalues of the matrix $X$ (C16) are two $\beta^{FM}(\uparrow \downarrow)$’s and two $\beta^{FM}(\downarrow \downarrow)$’s, where

$$\beta^{FM}(\uparrow \downarrow) = \frac{1}{4} \left( \Gamma_g - \Gamma_l \pm \sqrt{(\Gamma_g + \Gamma_l)^2 - 4g^2} \right).$$

The eigenvalue structure of the FM $|\uparrow \uparrow\rangle$ phase can be obtained by transforming Eq. (C18) as $\Gamma_{g,l} \rightarrow -\Gamma_{g,l}$, so it can be found that the eigenvalue structure of the whole FM phase can be written as

$$\beta^{FM} = \frac{1}{4} \left( |\Gamma_g - \Gamma_l| \pm \sqrt{(\Gamma_g + \Gamma_l)^2 - 4g^2} \right).$$

Since $\Gamma_g \Gamma_l < g^2$ in the FM phases, the real part of $\beta^{FM}$ is positive. In fact, if $\Gamma_g + \Gamma_l < 2g$, $\text{Re}[\beta^{FM}] = |\Gamma_g - \Gamma_l|/4$ while if $\Gamma_g + \Gamma_l > 2g$, we see that

$$\text{Re}[\beta^{FM}] > \text{Re}[\beta^{FM}] = \frac{1}{4} \left( |\Gamma_g - \Gamma_l| - \sqrt{(\Gamma_g + \Gamma_l)^2 - 4g^2} \right) > \frac{1}{4} \left( |\Gamma_g - \Gamma_l| - \sqrt{(\Gamma_g + \Gamma_l)^2 - 4\Gamma_g \Gamma_l} \right) = \frac{1}{4} \left( |\Gamma_g - \Gamma_l| - |\Gamma_g - \Gamma_l| \right) = 0.$$ 

Thus, we can obtain the entire Liouvillian spectrum $\Lambda^{FM}$ as Eq. (39) by using Theorem 2 and Theorem A1. Furthermore, in the limit $\Gamma_g \Gamma_l \rightarrow g^2$, we see that

$$\beta^{FM} \rightarrow \frac{1}{4} \left( |\Gamma_g - \Gamma_l| \pm |\Gamma_g - \Gamma_l| \right) = \frac{1}{2} |\Gamma_g - \Gamma_l|, 0.$$ 

This shows that the Liouvillian gap is closed at the phase boundary $\Gamma_g \Gamma_l = g^2$ and many eigenvalues approach to 0. Furthermore, in the limit $|\Gamma_g - \Gamma_l| \rightarrow 0$, we see

$$\beta^{FM} \rightarrow \pm i \frac{g}{2} \sqrt{g^2 - \Gamma^2},$$

where $\Gamma_g = \Gamma_l = \Gamma$. This shows that Liouvillian gap is closed at the phase boundary and there exist some pure imaginary eigenvalues in the $\mathcal{PT}$ phase. Furthermore, we set

$$(m_1 + m_2) - (m_3 + m_4) = q,$$

$$(m_1 + m_2 + m_3 + m_4)|\Gamma_g - \Gamma_l| = n,$$

and consider the limits $m_i \rightarrow \infty, |\Gamma_g - \Gamma_l| \rightarrow 0$. Then, it can be found that $q \in \mathbb{Z}$ and $n \in \mathbb{R}$, because $m_i$ is an integer and $|\Gamma_g - \Gamma_l|$ is continuous. After all, eigenvalue structures are equivalent from both sides of the FM phases in the limit to the $\mathcal{PT}$ phase. Also, the time evolution of the normalized magnetizations $\langle S_z \rangle / S$ in the FM $|\uparrow \uparrow\rangle$ phase can be calculated from Eqs. (C16), (C17) and (54).

When the parameters satisfy $\Gamma_g + \Gamma_l = 2g$, the matrix $X$ (C16) is not diagonalizable. This line corresponds to exceptional points of the matrix $X$ (of order two) and hence also of the Liouvillian, by the arguments given below Theorem A1 in Appendix A. These facts are also mentioned in the main text.

**Appendix D: Derivation of Eqs. (46), (47)**

In this appendix, we derive Eqs. (46), (47). From the criterion of Huber et al. of Liouvillian $\mathcal{PT}$ symmetry [10], we can find that if $L_{\mu}$ is the dissipation operator, $\mathcal{PT}(L_{\mu})$ is also one of the dissipation operators. Here, let us set $L_{\mu'} = \mathcal{PT}(L_{\mu})$. Then, we can rewrite the Liouvillian $\mathcal{PT}$ symmetry [10] as

$$\mathcal{PT}(H) = H,$$

$$\mathcal{PT}(L_{\mu}) = L_{\mu'}.$$ 

(D1)

(D2)
Comparing Eqs. (D9) and (D10), we can show the second relation in Eq. (47). From Eqs. (D2), (D3) and Eq. (A2), we can obtain Eq. (46). In the same way, we can find from Eq. (A3)

\[ \mathbb{P}^T(L_\mu) = L_\mu \cdot (P_n a^\dagger) + k_\mu \cdot (P_n a) \]
\[ = (P_n a^\dagger) \cdot k_\mu + (P_n k_\mu) \cdot a. \]

(D4)

\[ L_{\mu'} = k_{\mu'} \cdot a + (P_n k_\mu) \cdot a^\dagger. \]

(D5)

where we assume that \( L_\mu \) and \( k_\mu \) are real since dissipation rates in Eq. (3) are positive real numbers. From Eqs. (D2), (D4) and Eq. (D5), we see

\[ L_{\mu'} = P_n k_{\mu'}, \quad k_{\mu'} = P_n l_{\mu}. \]

(D6)

Also, we can obtain the following relations from Eqs. (A6), (A7) and (D6),

\[ N = \sum_{\mu \neq \mu'} (k_\mu \otimes k_{\mu'} + k_{\mu'} \otimes k_\mu) = \sum_{\mu} (k_\mu \otimes k_{\mu'} + P_n l_{\mu} \otimes P_n l_{\mu'}) \]
\[ = \sum_{\mu} (k_\mu \otimes k_{\mu'} + P_n (l_{\mu} \otimes l_{\mu'})) = \sum_{\mu} P_n (P_n (k_\mu \otimes k_{\mu'}) P_n + l_{\mu} \otimes l_{\mu}) \]

(D7)

and

\[ M = \sum_{\mu \neq \mu'} (l_\mu \otimes l_{\mu'} + l_{\mu'} \otimes l_\mu) = \sum_{\mu} (P_n (k_\mu \otimes k_{\mu'}) P_n + l_{\mu} \otimes l_{\mu}). \]

(D8)

Comparing Eq. (D7) and Eq. (D8), we can obtain the first relation in Eq. (47). In the same way, we can obtain the following relations from Eqs. (A8), (D6)

\[ L = \sum_{\mu \neq \mu'} (l_\mu \otimes l_{\mu'} + l_{\mu'} \otimes l_\mu) = \sum_{\mu} (l_\mu \otimes l_{\mu'} + P_n k_{\mu} \otimes P_n l_{\mu'}) = \sum_{\mu} (l_{\mu'} \otimes l_\mu + P_n (l_{\mu} \otimes l_{\mu'})) \]

(D9)

and

\[ L^T = \sum_{\mu \neq \mu'} (k_\mu \otimes l_{\mu'} + k_{\mu'} \otimes l_\mu) = \sum_{\mu} (k_\mu \otimes l_{\mu'} + P_n (l_{\mu} \otimes k_{\mu'})) P_n. \]

(D10)

Comparing Eqs. (D9) and (D10), we can show the second relation in Eq. (47).

Appendix E: Derivation of the time evolution of one and two point correlation functions

We derive the time evolution of one and two point correlation functions [52], [54] for quadratic bosonic systems. First, \( \psi(t) \) [49] and \( Z(t) \) [50] can be rewritten as

\[ \psi(t) = ((1|\hat{a}_i \rangle \langle \rho(t)|), (1|\hat{a}_i^\dagger \rangle \langle \rho(t)|))^T = ((1|\hat{a}_{(0,i)} \rangle \langle \rho(t)|), (1|\hat{a}_{(1,i)} \rangle \langle \rho(t)|))^T \]

(E1)

and

\[ Z(t) = \begin{pmatrix} (1|\hat{a}_i \hat{a}_j \rangle \langle \rho(t)|) & (1|\hat{a}_i^\dagger \hat{a}_i \rangle \langle \rho(t)|) \\ (1|\hat{a}_i^\dagger \hat{a}_j \rangle \langle \rho(t)|) & (1|\hat{a}_j \langle \rho(t)|) \end{pmatrix} = \begin{pmatrix} (1|\hat{a}_{(0,i)} \hat{a}_{(0,j)} \rangle \langle \rho(t)|) & (1|\hat{a}_{(0,i)} \hat{a}_{(1,j)} \rangle \langle \rho(t)|) \\ (1|\hat{a}_{(1,i)} \hat{a}_{(0,j)} \rangle \langle \rho(t)|) & (1|\hat{a}_{(1,i)} \hat{a}_{(1,j)} \rangle \langle \rho(t)|) \end{pmatrix} \]

(E2)

where \( i, j = 1, 2, \ldots, n \) and we use Eq. (A1). Then, the element of \( \psi(t) \) and \( Z(t) \) can be written as

\[ \psi_{(i,j)}(t) = (1|\hat{a}_{(i,j)} \rangle \langle \rho(t)|), \]
\[ Z_{(i,j),(j,i)}(t) = (1|\hat{a}_{(i,j)} \hat{a}_{(j,i)} \rangle \langle \rho(t)|) \]

(E3)

(E4)
respectively with $\nu$, $\mu=0, 1$. Note that $Z(t)$ is an extended expression including the time dependence of the matrix $Z$ in Eq. (32). The time evolution of the density operator was defined in Eq. (7) as

$$|\rho(t)\rangle = e^{\hat{L}t} |\rho(0)\rangle.$$  \hspace{1cm} (E5)

Therefore, we can rewrite $\psi(\nu,i)(t)$ in Eq. (E3) and $Z(\nu,i),(\mu,j)(t)$ in Eq. (E4) as

$$\psi(\nu,i)(t) = (1|\hat{a}(\nu,i)| \rho(t)\rangle) = (1|\hat{a}(\nu,i)e^{\hat{L}t} |\rho(0)\rangle)$$

$$= (1|e^{-\hat{L}t}\hat{a}(\nu,i)e^{\hat{L}t} |\rho(0)\rangle) = (1|\hat{a}(\nu,i)(t) |\rho(0)\rangle),$$  \hspace{1cm} (E6)

$$Z(\nu,i),(\mu,j)(t) = (1|\hat{a}(\nu,i)\hat{a}(\mu,j)e^{\hat{L}t} |\rho(0)\rangle) = (1|\hat{a}(\nu,i)(t)\hat{a}(\mu,j)(t) |\rho(0)\rangle),$$  \hspace{1cm} (E7)

respectively, where we use the stationarity of the left vacuum $(1|e^{-\hat{L}t} = 1$, and have defined a time evolution of a super-Heisenberg picture by $\hat{a}(\nu,i)(t) := e^{-\hat{L}t}\hat{a}(\nu,i)e^{\hat{L}t}$. Next, we calculate the time derivative of $\hat{a}(\nu,i)(t)$ as

$$\frac{d\hat{a}(\nu,i)(t)}{dt} = -\hat{L}e^{-\hat{L}t}\hat{a}(\nu,i)e^{\hat{L}t} + e^{-\hat{L}t}\hat{a}(\nu,i)\hat{L}e^{\hat{L}t} = e^{-\hat{L}t}[\hat{a}(\nu,i), \hat{L}]e^{\hat{L}t}$$

$$= e^{-\hat{L}t} \sum_{\mu,\xi=0,1} \sum_{j,k=1}^n [-X(\mu,j),(\xi,k)\hat{a}(\mu,j)\hat{a}(\xi,k) - \hat{a}(\mu,j)\hat{a}(\xi,k)\hat{a}(\nu,i))]$$

$$-(X^T(\mu,j),(\xi,k)\hat{a}(\mu,j)\hat{a}(\xi,k) - \hat{a}(\mu,j)\hat{a}(\xi,k)\hat{a}(\nu,i)) + (Y(\mu,j),(\xi,k)\hat{a}(\mu,j)\hat{a}(\xi,k) - \hat{a}(\mu,j)\hat{a}(\xi,k)\hat{a}(\nu,i))] e^{\hat{L}t}.$$  \hspace{1cm} (E8)

Furthermore, using commutation relations (20), we can calculate Eq. (E8) as

$$\frac{d\hat{a}(\nu,i)(t)}{dt} = e^{-\hat{L}t} \sum_{\mu,\xi=0,1} \sum_{j,k=1}^n [-X(\mu,j),(\xi,k)\hat{a}(\mu,j)\hat{a}(\xi,k) - X^T(\mu,j),(\xi,k)\hat{a}(\xi,k)\hat{a}(\nu,i)]$$

$$+ Y(\mu,j),(\xi,k)\hat{a}(\xi,k)\hat{a}(\nu,i) + \hat{a}(\mu,j)\hat{a}(\xi,k)] e^{\hat{L}t}$$

$$= \sum_{\mu=0}^n \sum_{j=1}^n [-X(\mu,j),(\nu,i)\hat{a}(\mu,j)(t) - X^T(\nu,i),(\mu,j)\hat{a}(\mu,j)(t) + Y(\mu,j),(\nu,i)\hat{a}(\nu,i)\hat{a}(\mu,j)(t) + Y(\nu,i),(\mu,j)\hat{a}(\mu,j)(t)].$$  \hspace{1cm} (E9)

Since the matrix $Y$ is a symmetric matrix, namely $Y = Y^T$, we can rewrite simply as

$$\frac{d\hat{a}(\nu,i)(t)}{dt} = -2 \sum_{\mu=0}^n \sum_{j=1}^n [X(\nu,i),(\mu,j)\hat{a}(\mu,j)(t) - Y(\nu,i),(\mu,j)\hat{a}(\mu,j)(t)].$$  \hspace{1cm} (E10)

Therefore, we can obtain the time derivative of the one point correlation function $\psi(\nu,i)(t)$ in Eq. (E3) as

$$\frac{d\psi(\nu,i)(t)}{dt} = \frac{d}{dt} (1|\hat{a}(\nu,i)(t) |\rho(0)\rangle) = (1|\frac{d\hat{a}(\nu,i)(t)}{dt} |\rho(0)\rangle)$$

$$= (1| -2 \sum_{\mu=0}^n \sum_{j=1}^n [X(\nu,i),(\mu,j)\hat{a}(\mu,j)(t) - Y(\nu,i),(\mu,j)\hat{a}(\mu,j)(t)] |\rho(0)\rangle)$$

$$= -2 \sum_{\mu=0}^n \sum_{j=1}^n X(\nu,i),(\mu,j)(1|\hat{a}(\mu,j)(t) |\rho(0)\rangle)$$

$$= -2 \sum_{\mu=0}^n \sum_{j=1}^n X(\nu,i),(\mu,j)\psi(\mu,j)(t),$$  \hspace{1cm} (E11)

where we use Eq. (E10) and the relations,

$$\langle 1|\hat{a}^L_{(0,j)} |\rho(t)\rangle = \langle 1|\hat{a}^L_{j} - \hat{a}^R_{j} |\rho(t)\rangle = 0,$$  \hspace{1cm} (E12)

$$\langle 1|\hat{a}^R_{(1,j)} |\rho(t)\rangle = \langle 1|\hat{a}^R_{j} - \hat{a}^L_{j} |\rho(t)\rangle = 0.$$  \hspace{1cm} (E13)

By integrating Eq. (E11), the time derivative of $\psi(t)$ in Eq. (E3) is found to be give by Eq. (52).
Next, we calculate the time evolution of two point correlation functions. The time derivative of the two point correlation function $Z_{(\nu,i),(\mu,j)}$ in Eq. (E4) is written as

$$\frac{dZ_{(\nu,i),(\mu,j)}(t)}{dt} = (1) \frac{d\hat{a}_{(\nu,i)}}{dt} \frac{\hat{a}_{(\mu,j)}}{\rho(0)} + \frac{d\hat{a}_{(\mu,j)}}{dt} \frac{\hat{a}_{(\nu,i)}}{\rho(0)}$$

$$= -2(1) \sum_{\xi=0}^{n} \sum_{k=1}^{n} \left[ X_{\nu,i}^{T}(\xi,k) \hat{a}_{(\xi,k)} + \hat{a}_{(\nu,i)} \left( X_{\mu,j}^{T}(\xi,k) \hat{a}_{(\xi,k)} \right) - Y_{(\nu,i),(\xi,k)} \delta_{\xi,\xi} \right] |\rho(0)\rangle$$

$$= -2 \sum_{\xi=0}^{n} \sum_{k=1}^{n} \left[ X_{\nu,i}^{T}(\xi,k) Z_{(\xi,k),(\mu,j)} + X_{\mu,j}^{T}(\xi,k) Z_{(\nu,i),(\xi,k)} - Y_{(\nu,i),(\xi,k)} \delta_{\nu,\xi} \delta_{i,k} \right]$$

$$= -2 \left( X^{T} Z(t) + Z(t) X_{(\nu,i),(\mu,j)} + 2Y_{(\nu,i),(\mu,j)} \right), \quad (E14)$$

where we use the relations,

$$\langle 1 | \hat{a}_{(\nu,i)} \hat{a}_{(\mu,j)} | \rho(t) \rangle = \delta_{\nu,\mu} \delta_{i,j}, \quad (E15)$$

$$\langle 1 | \hat{a}_{(\nu,i)} \hat{a}_{(\mu,j)} | \rho(t) \rangle = 0. \quad (E16)$$

By integrating Eq. (E14), the time derivative of $Z(t)$ in Eq. (E2) is found to be given by Eq. (54).

1. The open 2-boson model with balanced gain and loss

In this section, we provide the expression of the time dependence of one and two point correlation functions for the open 2-boson model in section IV.C. From Eq. (55), we can find that the matrices $X_{(A4)}$ and $Y_{(A5)}$ are written as

$$X = \frac{1}{2} \begin{pmatrix} \Gamma & ig & 0 & 0 \\ ig & -\Gamma & 0 & 0 \\ 0 & 0 & \Gamma & -ig \\ 0 & 0 & -ig & -\Gamma \end{pmatrix}, \quad (E17)$$

and

$$Y = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \Gamma \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad (E18)$$

respectively. From Eqs. (E17), (52), we can derive the time dependence of the one point correlation functions as

$$\langle c_{A} \rangle = a_{1} e^{i \sqrt{g^{2} - \Gamma^{2}} t} + a_{2} e^{-i \sqrt{g^{2} - \Gamma^{2}} t}, \quad (E19)$$

$$\langle c_{B} \rangle = a_{3} e^{i \sqrt{g^{2} - \Gamma^{2}} t} + a_{4} e^{-i \sqrt{g^{2} - \Gamma^{2}} t}, \quad (E20)$$

where $a_{1}, a_{2}$ are constant and

$$a_{3} = \frac{i \sqrt{g^{2} - \Gamma^{2} + \Gamma}}{ig} a_{1}, \quad a_{4} = \frac{-i \sqrt{g^{2} - \Gamma^{2} + \Gamma}}{ig} a_{2}. \quad (E21)$$

From Eqs. (E17), (E18) and (54), we can also derive the time dependence of the two point correlation functions as

$$\langle c_{A}^{*} c_{A} \rangle = b_{1} e^{2 i \sqrt{g^{2} - \Gamma^{2}} t} + b_{2} e^{-2i \sqrt{g^{2} - \Gamma^{2}} t} + b_{3} t + b_{4}, \quad (E22)$$

$$\langle c_{A}^{*} c_{B} \rangle = b_{5} e^{2 i \sqrt{g^{2} - \Gamma^{2}} t} + b_{6} e^{-2i \sqrt{g^{2} - \Gamma^{2}} t} + b_{7} t + b_{8}, \quad (E23)$$

where $b_{1}, b_{2}, b_{3}, b_{4}$ are constant and

$$b_{5} = \frac{i \sqrt{g^{2} - \Gamma^{2} + \Gamma}}{ig} b_{1}, \quad b_{6} = \frac{-i \sqrt{g^{2} - \Gamma^{2} + \Gamma}}{ig} b_{2}, \quad (E24)$$

$$b_{7} = b_{3}, \quad b_{8} = b_{4} - 2 + b_{3} / \Gamma. \quad (E25)$$

We can easily find that the dynamics clearly changes at $\Gamma = g$. 

Next, we find that the dynamics clearly changes at $\Gamma = g$. 

where we use the relations,

$$\langle 1 | \hat{a}_{(\nu,i)} \hat{a}_{(\mu,j)} | \rho(t) \rangle = \delta_{\nu,\mu} \delta_{i,j}, \quad (E15)$$

$$\langle 1 | \hat{a}_{(\nu,i)} \hat{a}_{(\mu,j)} | \rho(t) \rangle = 0. \quad (E16)$$

By integrating Eq. (E14), the time derivative of $Z(t)$ in Eq. (E2) is found to be given by Eq. (54).