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Abstract
In Software Defined Networking, applications often need to communicate with network controllers to query or modify the current state of the network. However, there is currently no standard northbound interface that allows this communication to occur. Instead, each Software Defined Networking implementation defines its own interface, meaning applications typically need to be modified to allow them to work with different controllers. In this paper we present a high-level design for a REST-like reactive northbound interface which would allow applications to be written once and then work with multiple otherwise-incompatible controllers.
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Introduction
Traditional methods for managing computer networks do not allow enough flexibility to support modern network requirements. With more devices connected to larger networks, configuration errors are widespread, but often difficult to resolve [1]. Further, security issues are more recognised and can require special attention, placing significant burden on network administrators [2].

Software Defined Networking (SDN) provides a solution by allowing computer networks to be designed and controlled programmatically. Administrators can centrally control networks with software. SDNs are relatively simple to implement, do not incur a great cost over traditional networks, and allow innovation through the design of new network applications [3]. Support from multiple vendors, including Cisco, Google, and HP, further cements SDN as the future for computer networks [4].

For applications on an SDN to be able to program the network, it is necessary for them to be able to access and potentially modify the current state of the network. Since network applications can have vastly different functionalities (e.g. from traffic management to improvements in security), the method to achieve this must be flexible. SDNs allow this by having forwarding devices interact with a (logically) centralised controller.

This centralised controller, which effectively separates control functions from the forwarding devices, sends instructions that specify how to process incoming packets to forwarding devices, via an API called the Southbound Interface (SBI). The Open Network Foundation (ONF) [5], which offers open standards to help popularise SDN technology, presents OpenFlow [6] as the standard SBI.

However, for SDN to reach its full potential, network applications require the ability to communicate directly with the SDN controller as well. They can do this via an SDN network’s Northbound Interface (NBI). The NBI allows applications to both query the current state of the network, and to modify its behaviour by passing commands to be applied over the forwarding devices. SDN applications can either react solely to events that occur on the network (internal applications), or proactively interact with the network, potentially based on external events (external applications).
Whilst the NBI is vital to obtain all the advantages SDN offers, there is no standard NBI that can be used by different SDN implementations [7]. Instead, different SDN controllers implement their own interface, meaning applications written for one SDN controller typically require redevelopment to use on a different controller. This porting of applications to different controllers can be expensive in both time and resources.

In our previous work [8], we have described some requirements necessary to design and implement an open RESTful NBI for SDN implementations to allow network applications to be written once and used with multiple controllers. This paper extends our previous work by describing a high-level design for a system that meets these requirements.

The motivation for our paper is to contribute to efforts to standardise the NBI of SDNs to improve both portability of applications and interoperability of controllers. The remainder of this paper is structured as follows. Section “Background Information” describes SDN, and especially the NBI, in more detail, culminating with the requirements we determined necessary for the development of an open RESTful interface between network applications and SDN controllers. Section “Design of a Reactive/Proactive NBI” then details how we plan to develop such a system, and the design is examined in section “Discussion”. Section “Conclusion” then concludes the paper and presents ideas for future work.

**Background Information**

**Software Defined Networking**

SDN is a programmable control network approach designed to overcome limitations of traditional networks, such as complex network management and lack of scalability [9]. In SDN, network control functions are moved from the data plane to software called a controller. This splits control tasks from forwarding devices to ease network management, offer flexibility in packet routing, and centralise configuration of the data layer. The controller manages the higher control plane to determine how to route packets and sends appropriate instructions to the forwarding devices. The forwarding devices in the data plane then simply forward packets based on rules specified by the network controller. Network nodes can communicate with other nodes via the control plane, using protocols, such as BGP [10], OSPF [11], or MPLS [12].

Figure 1 provides a high-level overview of a typical SDN structure. The Data Layer and Control Layer communicate via the SBI, typically using OpenFlow [13]. The NBI is used to allow Applications and the Control Layer to communicate, though the exact protocol used depends on the SDN implementation [14].

When a packet arrives at a forwarding device, the device consults its rules (called flows), along with information from the packet (e.g. the packet’s header) to determine how the packet should be handled. If the device does not know how to handle a packet, it communicates with the control layer to determine what it should do. These forwarding devices can be traditional hardware switches, but are often software switches, such as Open vSwitch [15].

In charge of the Control Layer is a centralised network operating system known as the controller. The controller uses the SBI (typically implemented using OpenFlow) to provide forwarding devices with instructions on whether they should modify, drop, or forward packets. Forwarding devices drop packets by default, unless there is an instruction that specifies otherwise. The SBI is also used to provide statistical information, and to notify of packet arrivals or any change in status (e.g. if a new forwarding device is attached to the network).

The core services of a controller typically include:

- **Topology service**: maintains a network topology graph, using forwarding devices to track changes in the network structure
- **Inventory service**: Records basic information about SDN resources connected to the network
- **Host tracking service**: Discovers IP and MAC addresses of hosts connected to the network
- **Statistics service**: Uses counter information in switches to provide network statistics

To allow Applications to access these controller services, an NBI is used. Unfortunately, there is no standard protocol for the NBI, with each SDN implementation using its own incompatible interface [16]. For example, some controllers...
only provide an interface in their implementation language (e.g. Java). In any case, the interface typically only works with one particular controller [17]. Table 1 lists incompatible SDN controllers with links to their northbound interfaces, none of which are compatible.

Regardless of the implementation, the NBI provides an abstracted view of the network to any applications. The NBI often represents the entire network as if it were implemented with a single large switch, rather than matching the actual physical layout of the network, though this abstracted view can be probed to discover details of all existing switches, ports, links, hosts, flows, actions, and data models used in the network.

The NBI is used by the controller to notify applications of events in the network. This could be a major event, such as a change in the network’s topology, or something more minor, such as the controller receiving a packet. Applications can also call functions on the controller to modify details of the network, such as whether packets should be accepted or rejected.

**SDN Applications**

Applications in an SDN network can be classed as either internal (or reactive), or external (or proactive). Internal applications respond when a packet is received by a forwarding device and the forwarding device passes it to the controller because it does not know what to do with it. The internal application can then notify the controller how such packets should be handled in the future, and the controller enforces this new policy over its forwarding devices. External applications are not required to wait for an event (such as the arrival of a packet) before contacting the controller to modify the network’s policy and can do so at any time.

One main difference between internal and external applications is that internal applications often create new network resources that can be utilised by other applications. This means that internal applications become part of the programmable network, whereas external applications can only be controlled from the outside. For example, an internal load balancer may allow other applications to query or modify its behaviour through the NBI.

The NBI can be broken up into two main components: the Response API and the Listener API. The Response API allows applications to use the controller to modify the network. The Listener API allows applications to register event listeners that get notified when a relevant event occurs (e.g. a relevant packet arrives at the controller). Figure 2 shows the generic design of an internal application which processes packets it receives through the Listener API and then uses the Response API to modify the network based on the packet contents. External applications use the Response API based on external triggering, rather than on the contents of packets received through the Listener API.

The Response API is often implemented as a RESTful [8] interface because REST offers the following advantages:

- Simplicity: Simple HTTP methods can be used by most programming languages.
- Flexibility: All resources are represented as URIs and accessed in the same way.
- Extensibility: New resources can be added by registering an appropriate URI.
- Security: HTTPS can be used to ensure communications are secure.

The Listener API, on the other hand, is typically provided as a native API on the controller [18]. One of the main reasons for this is that the Listener API is required to support asynchronous notifications, whilst RESTful APIs only support request-response interactions [17]. This means that the Listener API for different controllers often use different languages and technologies, making them incompatible.

Further, even the Response API is not standardised [17]. Thus, applications written for one controller cannot typically be used by another controller without modification, even for external applications. In some cases, SDN programming languages can be used to allow applications to be used by a few different controllers [19], but this approach is not scalable. Instead, we argue that the time is now right for a standard NBI to be developed [8].

Standardising a NBI is difficult because different applications may have very different requirements. Because of this, many different NBIs have been proposed [7], though they

---

**Table 1** Incompatible NBIs for different SDN controllers

| SDN Controller | Northbound interface link(s) |
|----------------|-------------------------------|
| ONOS           | https://api.onosproject.org/  |
|                | https://wiki.onosproject.org/display/ONOS/Appendix+B%3A+REST-APIs |
| OpenDaylight   | https://docs.opendaylight.org/en/stable-sulfur/javadoc.html  |
|                | https://docs.opendaylight.org/projects/netvirt/en/latest/specs/fluorine/ovs_based_na_responder_for_gw.html?highlight=REST%20API#rest-api |
| Floodlight     | https://floodlight.atlassian.net/wiki/spaces/floodlightcontroller/pages/1343539/Floodlight+REST+API#FloodlightRESTAPI+FloodlightRESTAPI |
| RYA            | https://ryu.readthedocs.io/en/latest/app/ofctl_rest.html  |
often only cover a limited set of operations or technologies. However, studying many of the available NBI has allowed us to determine a set of requirements for both the Response and Listener APIs that make up an NBI.

**NBI API Requirements**

To develop an open, flexible, and independent NBI API, we believe a REST-like interface is ideal. This will ensure interoperability and portability of applications using a lightweight standard interface that could be used in practically any implementation. The design must follow the ONF guidelines [20] and cover the wide range of use cases necessary for an NBI. This section summarises the requirements of such an API from our previous work [8].

The Response API component should be implemented as a RESTful service on the controller. This will allow the development of a stable, extensible API that can be implemented by multiple controllers. The Response API must support the entire SDN application lifecycle, meaning its available actions should include at least the following:

- **Reading actions:**
  - Read topology
  - Read statistics
  - Read flows
  - Read controller information
  - Read incoming packet

- **Writing actions:**
  - Insert flow
  - Modify flow
  - Delete flow
  - Forward packet
  - Set priority

The Listener API component of the NBI, which allows notification of events, should be flexible and extendable, with support for at least the following events:

- Packet arrived
- Flow added
- Flow removed
- New device added
- Device removed

Since the Listener API is required to support asynchronous notification of events, it cannot be a RESTful service (since RESTful services only support request/response). However, we propose that a REST-like service be implemented to allow listeners to register with a controller. That is, a typical REST-like request should be sent by an application to register a listener, and, rather than being stateless, the controller should remember the listeners that are registered to it for certain events. Then, when a relevant event occurs, the controller should call a RESTful service implemented by the application, which can use a typical request/response pattern to reply to the controller.

Whilst the overall NBI design should be extensible, consideration of existing implementations suggests the following resources should be supported as a minimum:

- Hosts
- Switches
- Applications
- Messages
- Network topology
- Statistics
Events

Other resources may be required in particular implementations, which is why extensibility of the NBI API is important. Further, the exact details of each resource might differ between implementations, meaning that flexibility is imperative.

One of the advantages of this approach is that a shim implementation of the proposed NBI API could be implemented for any controller that supports the minimum functionality required. Applications could then interact with the controller via this shim implementation, which converts requests from the REST-like service defined here to the internal implementation of the controller. This would allow backwards compatibility, which will be especially useful when evaluating the new NBI API we are proposing. Further, it eases the process of extending support for the new API to new controllers or applications.

Design of a Reactive NBI

Whilst there is currently no standard NBI, OpenFlow is considered the standard SBI [13]. To maximise compatibility, we believe that a standard NBI should be developed using OpenFlow as its base, mainly due to its standardisation as the SBI: whilst some changes will be required for the new functionality, utilising similar RESTful interfaces to the SBI should ensure familiarity for SDN practitioners. We have specified that an NBI should consist of both a Response API and a Listener API. In this work, we will concentrate on the Listener API.

We recommend that a REST-like Listener API be implemented in each internal SDN application. Each Listener (i.e. internal application) receives a notification from the SDN controller when a particular event occurs. This will require controllers to expose a simple registration interface and to remember registered listeners so the controller can use their RESTful interfaces to notify whenever a relevant event occurs.

Our design of the Listener API component of the NBI consists of three modules: the Listener, the Packet Processor, and the Flow Manager.

Listener

The Listener module listens for particular events on the network. For this purpose, it implements the following submodules:

- Message listener: A listener that is notified whenever a packet meeting certain criteria arrives at the controller, or if a flow is modified or expires.
- Switch listener: A listener that is notified whenever a forwarding device joins or leaves a network, a port configuration of a switch has changed, or a new inter-link between forwarding devices is discovered.
- Host listener: A listener that is notified whenever a host joins or leaves a network, or changes its information.

Packet Processor

The Packet Processor module is required to determine how packets that arrive at the internal application should be handled. The packet processor uses the header portion of an incoming packet to determine whether a packet should be dropped, forwarded, or passed to the Flow Manager to programme a new flow. At the very least, all unmatched packets that the application does not wish to handle should be returned to the controller.

Flow Manager

The Flow Manager interacts with the controller to create a new flow entry, which the controller can then pass on to forwarding devices. When passed a packet from the Packet Processor, it determines the new flow that is required and utilises the controller’s RESTful interface to distribute it through to forwarding devices.

Discussion

The most common event that causes an application to request the controller take action is the arrival of a packet, which typically leads to one of the following actions [15]:

- Packet-specific actions: instructing forwarding devices to delete, flood, or forward the packet to a certain port.
- Flow-specific actions: programming a new flow entry and installing it in a forwarding device to allow the device to handle such packets locally without contacting the controller.

To improve compatibility with OpenFlow, we propose that the Message listener submodule of the Listener module be implemented using the OpenFlow Message Listener [21], which is used to forward incoming packets to other modules. The controller could then forward necessary packets to registered applications to determine whether the packet should be forwarded, dropped, or cause a new flow to be programmed into the network. The Switch Listener and Host Listener could be based on a similar interface, borrowing from OpenFlow whenever possible, to maintain familiarity over the API.

The Listener module is the component of an internal SDN application that receives notifications from the controller. The Packet Processor and Flow Manager, on the other hand, respond to these notifications through the controller’s
Response API. We again suggest that OpenFlow be used wherever possible in these components, since it is already the standard for SBIs. For example, since OpenFlow is used to communicate Flows from the controller to forwarding devices, a similar (though slightly more abstract) representation could be used between the Flow Manager of the application and the controller.

**Conclusion**

SDN separates the control and data layers of networks, allowing greater flexibility and control by making a network programmable. However, whilst SDN controllers use OpenFlow as the standard southbound interface, there is currently no standard northbound interface (NBI).

Since the NBI is used to allow applications to communicate with controllers, this means that applications are typically not compatible between different controller implementations. Whilst partial solutions, such as SDN programming languages, can help here, a well-defined open and extendable NBI is required. Our goal is to provide such an NBI. This interface will increase portability of applications between SDN implementations and help solve current incompatibility issues.

Using lessons learned from existing NBI implementations, and building on OpenFlow, we believe the correct solution is a RESTful Response API implemented on SDN controllers to allow reading and writing actions over the network, and a REST-like Listener API that allows applications to register with controllers and be notified of certain network events.

Each application that requires notification of events could then implement a RESTful interface that the controller would use to provide these notifications. The responses to these notifications could specify any actions required by the controller (e.g. dropping a packet or inserting a new flow). Borrowing representations from OpenFlow wherever possible (perhaps with some modifications/abstractions) would ensure familiarity with people already comfortable with OpenFlow.

Once these RESTful interfaces have been defined fully, the next step will be to implement shim implementations that utilise these two existing, but currently incompatible, SDN controllers and have them both interact with a single implementation of an SDN application. This proof of concept could then be extended to further controllers and existing SDN applications could even be ported to this new interface by placing a translator component between the controller using this new interface and the application.

SDN applications are often tied to a specific SDN controller and porting these applications between different implementations is complex and time-consuming. The main advantage of our proposal is to improve this compatibility, so developers can create an application once and deploy it to any SDN controller. The disadvantage of our proposal is due to the existing incompatible implementations of NBIs in SDN. To overcome this, we recommend the development of a conversion layer to translate from our open and extendable NBI to the closed proprietary interfaces of existing controllers.
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