Electrostatic fluctuations promote the dynamical transition in proteins
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Atomic displacements of hydrated proteins are dominated by phonon vibrations at low temperatures and by dissipative long-amplitude motions at high temperatures. A crossover between the two regimes is known as a dynamical transition. Recent experiments indicate a connection between the dynamical transition and the dielectric response of the hydrated protein. We analyze two mechanisms of the coupling between the protein atomic motions and the protein-water interface. The first mechanism considers viscoelastic changes in the global shape of the protein plasticized by its coupling to the hydration shell. The second mechanism involves modulations of the motions of partial charges inside the protein by electrostatic fluctuations. The model is used to analyze mean square displacements of iron of metmyoglobin reported by Mössbauer spectroscopy. We show that high flexibility of heme iron at physiological temperatures is dominated by electrostatic fluctuations. Two onsets, one arising from the viscoelastic response and the second from electrostatic fluctuations, are seen in the temperature dependence of the mean square displacements when the corresponding relaxation times enter the instrumental resolution window.
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I. INTRODUCTION

Measurements of the Mössbauer absorption of $^{57}$Fe in metmyoglobin crystals revealed that the mean square displacement (msd) of this atom starts to grow faster with increasing temperature above $T_D \simeq 200$ K.\cite{1} This finding was followed by similar observations from neutron scattering\cite{2} which by now have been reported for a large number of proteins and other biopolymers\cite{3} all demonstrating the same phenomenology.\cite{4,5,6} The increase in the slope of the protein msd as a function of temperature was called a “dynamical transition”, presently assigned to a rather broad range of onset temperatures $T_D \simeq 200 – 240$ K. The basic observation is that the high-temperature flexibility of the proteins much exceeds the linear extrapolation of the low-temperature behavior characteristic of an expanding solid. The low-temperature msd is well characterized by the observed phonon spectrum of the protein\cite{7} while the high-temperature msd excess is linked to dissipative long-wavelength modes with energies below $\simeq 3 \text{ meV}$.\cite{8,9,10}

Early explanations of the dynamical transition offered scenarios ranging from detrapping of the protein conformational motions from low-energy states\cite{11,12} to the glass transition in bulk water.\cite{2} Several recent observations have shifted the focus to the protein hydration shell. The disappearance of the dynamical transition in dry protein powders\cite{13,14} and its separate existence for the hydration water\cite{15,16} point to a strong link between the dynamical transition and the protein hydration shell.

Despite somewhat different semantics, the views in the field seem to converge to the notion of the critical role of the hydration shell in driving the dynamical transition. According to Doster\cite{17,18} “The onset of the dynamical transition depends on the solvent viscosity near the protein surface... The protein-water $\alpha$-process consists of a concerted librational motion of protein surface residues, coupled to translational jumps of water molecules on the same time scale.” The physical mechanism behind the transition is assigned in this view to the caging of the protein by water’s hydrogen bonds, stiffening its conformational flexibility. As the temperature increases, the population of broken hydrogen bonds grows exponentially, resulting in a release of the protein conformational flexibility in a narrow range of temperatures. Although appealing, this concept does not address the key question of how $\sim 0.5 – 2$ ps events of hydrogen bond breaking develop into a $\sim 2 \mu$s collective relaxation process at $T_D$.

Frauenfelder and co-workers have recently suggested a somewhat different scenario, also focusing on the dynamics of the protein hydration shell.\cite{19,20} According to their view, protein conformations are coupled to motions of the hydration layer, with a relaxation time following an Arrhenius law. This relaxation mode is therefore considered to be a secondary, $\beta$-process according to the common classification adopted in the field of supercooled liquids.\cite{21} This secondary relaxation is assessed by dielectric spectroscopy of protein samples embedded into solid poly(vinyl)alcohol (PVA), thus eliminating the bulk water relaxation from the dielectric response.\cite{22,23} The use of dielectric absorption of PVA-confined proteins yields a surprisingly accurate account of the temperature dependence of the Lamb-Mössbauer factor equal to the fraction of recoilless absorption, $f = \exp[-k_0^2\langle\delta x\rangle^2]$]. Here, $\langle\delta x\rangle^2$ is the msd of the heme iron of metmyoglobin in projection on the wavevector $k_0$ of $\gamma$-radiation. The iron msd can be separated into a vibrational, low-temperature component $\langle(\delta q)^2\rangle \propto T$, described by the vibrational density of states (VDOS) of the protein, and a high-temperature component $\langle(\delta Q)^2\rangle$ appearing at
$T > T_D$. Correspondingly, $f = f_q f_Q$ becomes a product of two components, $f_q$ and $f_Q$. It turns out that the temperature variation of the Lamb–Mössbauer factor $f_Q$ originating from the high-temperature msd is exceptionally well described by the variance of the sample dipole moment at the same hydration level

$$f_Q = \exp[-k_Q^2((\delta Q)^2)] = ((\delta M)^2)<(\delta M)^2). \tag{1}$$

In this equation, $((\delta M)^2)<$ is defined as the integral of the frequency-dependent variance of the sample dipole moment $M_\omega$ over the frequencies below (subscript “<”) the instrumental frequency $\omega_{\text{obs}} = 1/\tau_{\text{obs}}$, $\tau_{\text{obs}} = 140$ ns.\textsuperscript{19} The parameter $f_Q$ then determines the fraction of the sample dipole that has not had a chance to alter on the life-time of the iron nucleus, thus keeping the nuclei in resonance for Mössbauer absorption.

The empirical connection between the dynamical transition and dipolar fluctuations is additionally supported by recent observations of breaks in the dependence of the terahertz dielectric absorption on temperature at typical values of $T_D$. All these observations, although advancing the field toward identifying the physical modes responsible for high-temperature flexibility of proteins, pose a significant conceptual challenge.

Both Mössbauer and neutron-scattering techniques probe translational atomic motions on their corresponding resolution windows. It seems therefore natural to relate the break in the temperature dependence of the msd to changes in the dynamic and/or static properties of atomic translations. This is the conceptual framework behind the glass-transition scenario\textsuperscript{6} which, even in the current form emphasizing the hydration layer, is focused on the caging arrest, i.e., on the primary effect of short-ranged repulsive interactions in the system. On the contrary, the dielectric measurements\textsuperscript{19,21,22} shift the focus to the long-ranged electrostatic interactions, which is what dielectric spectroscopy is sensitive to at the first place. What is the correct view?

Answering this question requires gaining deeper insights into the actual physical modes coupled to the protein msd at high temperatures, the problem that has evaded direct experimental inquiry so far. Numerical simulations point to enhanced fluctuations of hydrogen bonds of hydration water at high temperatures\textsuperscript{23} but those can be projected on either density or dipolar collective modes. Since a strong link between the dynamical transition and the hydration shell has been clearly established, the main question posed by recent studies is whether density or orientational collective modes drive the transition.\textsuperscript{24} They are mostly decoupled by symmetry and can therefore be considered as two distinct mechanisms of altering the protein flexibility.

The goal of this paper is to present some initial estimates of the relative importance of the density and orientational fluctuations in the protein dynamical transition. We model the density fluctuations at the protein-water interface by viscoelastic response and the orientational dipolar fluctuations in terms of electrostatic response. The dependence of the onset temperature $T_D$ on the observation window is an important ingredient of the observations\textsuperscript{16,25} which is introduced into the theory by limiting the range of frequencies over which the response functions are integrated\textsuperscript{26} similarly to Eq. (1). We start with formulating the model, followed by the results of calculations.

II. MODEL

The purpose of our model is to determine the msd of a single atom, heme iron of metmyoglobin, as a function of temperature. The internal motions of the protein can roughly be separated into two modes, the phonon vibrations $q$ and dissipative large-scale motions $Q$. Even though phonons do not formally exist in proteins, we will use this language to distinguish short-wavelength vibrations from motions altering the protein’s global shape. Accordingly, we will split the coordinate of the iron atom $r = q + Q$ into two statistically independent components, $q$ and $Q$. The former can be expanded in protein’s normal modes or directly calculated from the VDOS measured, for instance, by the phonon-assisted Mössbauer scattering.\textsuperscript{6,27,28} The corresponding msd of the vibrational coordinate $q$ is, in the classical limit, a linear function of temperature

$$\langle(\delta q)^2\rangle = a_q T. \tag{2}$$

The proportionality coefficient $a_q$ is calculated from the VDOS according to the standard prescriptions.

The dissipative motions of the protein are seen in neutron scattering spectra as a quasielastic peak with energies below $\approx 4$ meV, growing in intensity with increasing temperature.\textsuperscript{9} With the sound velocity in a protein\textsuperscript{8,29} of $\approx 1700$ m/s, the wavelength of the corresponding vibrations is about 26 Å, which is comparable with the diameter of myoglobin, $2R = 36$ Å. These modes therefore alter the global shape of the protein, which is the domain of the viscoelastic response.

In order to obtain a first-order estimate of the geometry changes involved, we will model the protein motions as radial viscoelastic vibrations of a sphere of radius $R$ immersed in a viscoelastic water continuum. The low-frequency variance of the iron coordinate is then simply related to the radius fluctuations of the sphere as $\langle(\delta q^2)\rangle = (r/R)^2\langle(\delta R^2)\rangle$. The latter can be found by solving the standard equations of viscoelasticity\textsuperscript{30,41} yielding the response function $\chi_R(\omega)$ connecting the change of the sphere’s radius $\hat{R}$ to an oscillatory pressure $p(t) = p_0 e^{i\omega t}$ applied to the sphere’s surface. The result is

$$\chi_R(\omega) = -\frac{1}{4\pi R^3}\frac{1}{\Delta K_p(\omega) + 4\mu_w(\omega)}. \tag{3}$$

Here, $\Delta K_p(\omega) = K_p(\omega) - K_{p,0}$ is the viscoelastic bulk modulus of the protein minus its bulk modulus $K_{p,0}$ at
zero frequency. Further, \( \mu_w(\omega) \) is the shear modulus of water. Applying the fluctuation-dissipation theorem\(^{32} \) to Eq. (3) one gets

\[
\left\langle (\delta Q^2) \right\rangle = -\frac{2k_BT^2}{3\omega V_p} \text{Im} \left\{ \frac{1}{3\Delta K_p(\omega) + 4\mu_w(\omega)} \right\},
\]

(4)

where \( V_p \) is the protein volume.

We now proceed to calculating the Lamb-Mössbauer factor\(^{33,34} \)

\[
f = \left\langle \left| e^{i\hat{k}_0 x} \right|^2 \right\rangle_{\text{het}},
\]

(5)

where \( x = \hat{k}_0 \cdot (q + Q) \) is the projection of the iron displacement on the direction of photon propagation, \( \hat{k}_0 = k_0/k_0 \). There are two averages in this definition: the inner angular brackets denote an ensemble average over the protein and water modes affecting the position of iron in a single protein, while the outer angular brackets denote the average over the proteins in the sample. This second average carries the subscript “het” to emphasize that it reflects the heterogeneity of the sample, such as for instance variations in the hydration level among different proteins in the protein powder. We do not consider the heterogeneous average in our present study and limit ourselves by the inner average only. This approximation amounts, in experimental techniques, to considering the narrow feature of the Mössbauer absorption line and subtracting the broad base-line originating from the sample heterogeneity. Accordingly, the experimental points shown in Fig. 1 are obtained from the area \( f(T) \) of the narrow line as \(- \ln f(T)/k_0 \), \( k_0 = 53.2 \text{ Å}^{-1} \).

The ensemble average over the water/protein statistical distribution can be described in terms of the free energy \( F(x) \) such that the inner brackets in Eq. (5) become

\[
\left\langle e^{i\hat{k}_0 x} \right\rangle = Z^{-1} \int e^{i\hat{k}_0 x - \beta F(x)} dx,
\]

(6)

where \( \beta = 1/(k_BT) \) and \( Z = \int \exp[-\beta F(x)] dx \). The free energy \( F(x) \) is determined by projecting\(^{32} \) the manifold of \( q \) and \( Q \) coordinates on the single coordinate \( x \)

\[
e^{-\beta F(x)} = \int \delta(x - \hat{k}_0 \cdot (q + Q)) \left( e^{-\beta H_0(q, Q) - \beta z \phi_w(q, Q)} \right)_w dq dQ.
\]

(7)

In this equation, \( H_0(q, Q) \) is the Hamiltonian of classical harmonic vibrations of the protein and \( \phi_w \) is the electrostatic potential of the surrounding dielectric medium acting on the heme iron carrying charge \( z \). The subscript “w” in Eq. (7) specifies water as the main source of the electrostatic fluctuations. It is not, however, required by the theory, and slow protein motions, not included in the calculation of \( \left\langle (\delta Q^2) \right\rangle \), can contribute to the fluctuations of the electrostatic potential as well (see below).

The Hamiltonian \( H_0(q, Q) \) can be given in the Gaussian form

\[
\beta H_0(q, Q) = \frac{\delta q^2}{2\left\langle (\delta q)^2 \right\rangle} + \frac{\delta Q^2}{2\left\langle (\delta Q)^2 \right\rangle},
\]

(8)

where the variance of \( q \) is given by Eq. (2) and the variance of \( Q \) requires additional explanation.

The limited instrumental time \( \tau_{\text{obs}} \) affects the observables and, in fact, the dynamical transition itself becomes possible only when the relaxation time of a collective mode of the hydration shell coupled to high-temperature protein’s motions enters the experimental observation window.\(^{16,19} \) Therefore, the variance of the slow dispersive motions of the heme iron is not a thermodynamic variable referring to an infinite observation window, but a property affected by instrumental resolution.\(^{32} \) This is reflected by the subscript “>” in Eq. (5) which indicates that \( \left\langle (\delta Q^2) \right\rangle \) is calculated by integrating the response function in Eq. (4) over the frequencies exceeding the observation frequency \( \omega_{\text{obs}} = \tau_{\text{obs}}^{-1} \)

\[
\left\langle (\delta Q^2) \right\rangle = \int_{\omega_{\text{obs}}}^\infty \left\langle (\delta Q^2) \right\rangle_{\text{el}}(d\omega/\pi).
\]

(9)

The statistical average over the electrostatic fluctuations can be simplified by a first-order expansion of the potential \( \phi_w(x) \approx \phi_{w,0} - x E_w \), where \( \phi_{w,0} \) is the potential at the equilibrium position of iron and \( E_w \) is the electric field projected on \( k_0 \). Assuming that \( E_w \) is a Gaussian variable, one gets a Gaussian form of \( \beta F(x) = x^2/(2\left\langle (\delta x)^2 \right\rangle) \) where the variance \( \left\langle (\delta x)^2 \right\rangle \) is

\[
\left\langle (\delta x)^2 \right\rangle = \left\langle (\delta x)^2 \right\rangle_{\text{el}}/M_E.
\]

(10)

Here, the elastic msd \( \left\langle (\delta x)^2 \right\rangle_{\text{el}} = \left\langle (\delta q)^2 \right\rangle + \left\langle (\delta Q)^2 \right\rangle \) is the sum of two statistically decoupled components. Further, the correction \( M_E \) represents softening of atomic vibrations by electrostatic fluctuations of the hydration shell.

Similarly to the viscoelastic effect, the electrostatic softening depends on the observation window. Accounting again for the frequency cutoff introduced by the finite instrumental resolution, it is given in the form

\[
M_E = 1 - (\beta z)^2 \left\langle (\delta x)^2 \right\rangle_{\text{el}} \int_{\omega_{\text{obs}}}^\infty C_E(\omega)d\omega/(2\pi),
\]

(11)

where \( C_E(\omega) \) is the Fourier transform of the time autocorrelation function of the field \( E_w(t) \)

\[
C_E(\omega = \int_{-\infty}^\infty \langle E_w(t)E_w(0) \rangle e^{i\omega t} dt.
\]

(12)

By applying the fluctuation-dissipation theorem\(^{32} \) once again, one can recast Eq. (11) in terms of the response function \( \chi_E(\omega) \) representing the polar response to an oscillating dipole probe \( m(t) = m_0 \exp(i\omega t) \) placed at the position of the iron atom

\[
M_E = 1 - \beta z^2 \left\langle (\delta x)^2 \right\rangle_{\text{el}} \int_{\omega_{\text{obs}}}^\infty \chi_E''(\omega)d\omega/(\pi\omega).
\]

(13)

This form of the correction factor accounting for the dipolar fluctuations of the water shell is used in the calculations below.
FIG. 1. Temperature dependence of the msd of iron in metmyoglobin. Experimental msd\textsuperscript{34} are shown by circles. Diamonds refer to the msd calculated from the VDOS measured from phonon-assisted Mössbauer effect at different temperatures\textsuperscript{33} whereas the dashed line is the same calculation from the VDOS at 235 K\textsuperscript{22}. The dash-dotted line refers to the msd combining phonons with viscoelastic oscillations of the protein shape and the solid line refers to the combination of all three effects: protein’s phonons, viscoelastic shape oscillations, and dipolar fluctuations of the hydration layer. The solid line is obtained with ΔK\textsubscript{p}(T) as explained in the text, while the dotted lines refer to the temperature-independent ΔK\textsubscript{p} = 3.2 GPa obtained from the fit of Eq. 10 to the protein intrinsic compressibility at 298 K\textsuperscript{37}. The inset shows the rise of the msd due to the elastic motions near the glass transition temperature of the protein, T\textsubscript{g} ≃ 180 ± 15 K.

III. MEAN SQUARE DISPLACEMENT

Here we outline the calculations performed using the model developed in this paper. We need to mention that many parameters entering the model are not experimentally available. Some of them can be potentially extracted from numerical simulations. The usefulness of simulations is, however, limited for interpreting the experimental data since reproducing heterogeneous conditions of partially hydrated protein powders presents significant challenges to simulation protocols. Likewise, the viscoelastic model used here should be viewed as only a first step toward a more realistic description of the elastic response of hydrated proteins. However, one of the major conclusions of this paper is the dominance of electrostatics in the high-temperature flexibility of proteins and a relatively small effect of viscoelastic motions on the iron msd. This observation puts high priority to the development of the electrostatic component of the model, and makes the limitations of the modeling of the viscoelastic response less critical.

The viscoelastic response functions entering Eq. 13 were taken in the Maxwell form\textsuperscript{22}

\[
\Delta K_p(\omega) = \frac{\Delta K_p \omega \tau_p(T)}{1 + i \omega \tau_p(T)},
\]

\[
\mu_w(\omega) = \frac{G_\infty \omega \tau_w(T)}{1 + i \omega \tau_w(T)}.
\]

In this equation, ΔK\textsubscript{p} = K\textsubscript{p,∞} − K\textsubscript{p,0} is the change in the bulk protein modulus between infinite and zero frequencies and G\textsubscript{∞} is the high-frequency shear modulus of water; \tau\textsubscript{p,w}(T) are the corresponding relaxation times. From the Maxwell equation, one gets the shear viscosity \eta\textsubscript{w}(T) = G\textsubscript{∞}(T)\tau\textsubscript{w}(T) which is well tabulated down to the water nucleation temperature\textsuperscript{39}. The shear relaxation time was obtained from \eta\textsubscript{w}(T) and G\textsubscript{∞}(T)/GPa = 1.68 − 0.0127(T − 273) taken from Ref.\textsuperscript{39}. The resulting \tau\textsubscript{w}(T) turns out to be close to the exponential relaxation time of the longitudinal modulus extracted from inelastic x-ray scattering\textsuperscript{40}. \tau\textsubscript{e}(T)/s = 0.84 × 10\textsuperscript{-13}exp(1910 K/T).

The VDOS of metmyoglobin powders was established by phonon-assisted Mössbauer measurements\textsuperscript{6,8,27} and the temperature slope a\textsubscript{q} in Eq. 2 was calculated from the experimental VDOS (dashed line in in Fig. 1). Figure\textsuperscript{11} also shows a rise in the msd due to the onset of viscoelastic oscillations of the protein (dash-dotted line). These results were obtained by adopting Eq. 14 for the elastic moduli with the protein’s relaxation time \tau\textsubscript{p}(T) from the measurements done on dry protein powders\textsuperscript{22}. The relaxation process in dry proteins is too slow to enter the observation window of the spectrometer and ΔK\textsubscript{p}(\omega) ∼ ΔK\textsubscript{p} in Eq. 13.

This notion implies that the frequency dependence of the moduli, e.g., Debye vs dispersive relaxation does not significantly affect the outcome of the calculations and only ΔK\textsubscript{p}(T) matters for the temperature dependence of the viscoelastic msd. The latter was adopted to reproduce the experimental intrinsic compressibility\textsuperscript{21} of myoglobin\textsuperscript{27} β\textsubscript{T} = 11.04 Mbar\textsuperscript{-1} at T = 298 K and the temperature variation of Young’s moduli of myoglobin crystals at lower temperatures\textsuperscript{12,43} (see below). The use of experimental compressibility to parametrize the model also implies that the overall viscoelastic component of atomic displacements is limited by the thermodynamic experimental value and can only be lower for a given instrumental observation window.

The most uncertain part of our analysis is the calculation of the electric field response function \chi\textsubscript{E}(\omega). It can be calculated by solving the Poisson equation for the heme immersed in the heterogeneous dielectric formed by the protein and its hydration layer. However, the assignment of the dielectric constants to both the protein and the thin layer of water surrounding it in the powder is subject to significant uncertainties. We will therefore restrict ourselves to rough estimates aimed to establish whether electrostatic fluctuations can produce a significant effect on the msd under a reasonable set of assumptions. The results of fitting are additionally supported by Molecular Dynamics simulations of the fully hydrated metmyoglobin\textsuperscript{24}.

The dielectric response to charges immersed in a polar medium is dominated by longitudinal modes of dipolar polarization\textsuperscript{15} characterized by the dielectric modulus \epsilon\textsuperscript{-1}(\omega), where \epsilon(\omega) is the complex, frequency-dependent dielectric constant of the protein-water mixture. The dielectric response function \chi\textsubscript{E}(\omega) establishes the reaction field of the dielectric medium in response to a probe dipole placed at the position of the heme iron. It scales as...
FIG. 2. Dielectric longitudinal relaxation time $\tau_L(T) = (\epsilon_\infty/\epsilon_s)\tau_E(T)$ reported in the literature$^{19,47,48}$ with the protein hydration levels indicated in the legend. The results from Ref.$^{24}$ refer to myoglobin confined in PVA, results from Ref.$^{25}$ are for metmyoglobin crystals, and Ref.$^{24,48}$ refer to metmyoglobin powders. The solid line refers to the longitudinal, Debye relaxation time of the reaction field response function $\chi_E(\omega)$ [Eq. (15)], $\tau_L(T)/s = 3.2 \times 10^{-13}\exp[3000 K/T]$, used to fit the experimental msd for the heme iron.$^4$

the inverse cube of the characteristic size $d$ of the heme. The loss function $\chi''_E(\omega)$ can therefore be written in the form

$$\chi''_E(\omega) = \frac{1}{d^3} \frac{\epsilon''(\omega)}{|\epsilon(\omega)|^2}. \quad (15)$$

Dielectric properties of partially hydrated proteins have not been well characterized since the results are strongly affected by both the sample preparation and the hydration level. Even dielectric relaxation times measured on samples of close hydration level are rather inconsistent. This point is illustrated in Fig. 2, where results on partially hydrated myoglobin powders of hydration level $h = 0.3 - 0.5$ (in g of water per g of protein) have been assembled$^{19,46,48}$ We also show measurements done on myoglobin crystals$^{24}$ for the sake of comparison. Multiple relaxation processes are common for such measurements, and the fastest relaxation, commonly attributed to the hydration shell,$^{22,24}$ is shown in Fig. 2.

Even if we could firmly establish the proper relaxation time for the sample dipole moment, this would not necessarily give us the relaxation time of the reaction field correlation function required for $\chi''_E(\omega)$. Because of the linear scaling of the dipole moment variance with the number of dipoles, dielectric measurements emphasize the effect of outer solvation shells, while $\chi''_E(\omega)$ is dominated by waters closest to the probe dipole (heme’s iron). In view of these uncertainties, we have constructed the temperature-dependent relaxation time $\tau_E(T)$ that, together with the parameter $d$ in Eq. (15), allows us to fit the experimental msd.

Assuming the Debye form for the fast relaxation component in $\epsilon(\omega)$,$^{22,48}$ the response function in Eqs. (13) and (15) gains the form

$$\beta^2 \chi''_E(\omega) = \frac{1}{\delta^2} \frac{\omega \tau_L}{1 + (\omega \tau_L)^2}. \quad (16)$$

where the parameter $\delta$, $\delta^{-2} = \beta z^2 c_0/d^3$ sets up a characteristic length and $c_0 = \epsilon_\infty - \epsilon_s$ is the Pekar factor. In addition, $\tau_L = (\epsilon_\infty/\epsilon_s)\tau_E$ is the longitudinal dielectric time and $\epsilon_\infty$ and $\epsilon_s$ are the high-frequency and static dielectric constants, respectively. The parameters $\delta = 0.12 \AA$ and $\tau_L(T)/s = 3.2 \times 10^{-13} \exp[3000 K/T]$ (solid line in Fig. 2) were used in fitting the experimental msd. The fitting relaxation time $\tau_E(T)$ is generally consistent with dielectric measurements and, in addition, the Arrhenius slope of $\tau_L(T)$ matches our simulations of the protein Stokes-shift dynamics at elevated temperatures.$^{20}$ More detailed calculations might require replacing one-relaxation Debye dynamics in Eq. (15) with dispersive dynamics characterized by a distribution of relaxation times, as suggested by the NMR experiment.$^{50}$

The overall fluctuations of the protein volume are determined by the response function in Eq. (3) combining the dynamic elastic moduli of the protein and the hydration shell. This connection can be used to parameterize the model on volumetric properties of hydrated proteins, in particular on protein’s intrinsic compressibility.$^{46}$ For a given instrumental resolution, one obtains from Eq. (4) for the isothermal compressibility $\beta_T \propto \langle (\delta V_p)^2 \rangle$ of the protein

$$\beta_T = -\frac{1}{6\pi} \int_{\omega_{\text{obs}}}^{\infty} \text{Im} \left[ 3 \Delta K_p(\omega) + 4 \mu_w(\omega) \right]^{-1} (d\omega/\omega). \quad (17)$$

In Fig. 3 we show $\beta_T(T)$ for the parameters adopted in the calculations of the iron msd and several values of $\omega_{\text{obs}}$. The intrinsic compressibility of the protein rises sharply at the point close to protein’s glass transition $T_g$. The latter depends on the observation window, but

FIG. 3. Intrinsic isothermal compressibility $\beta_T(T)$ of a protein calculated from Eq. (17) with $\omega_{\text{obs}} = 1$ (dashed line), $10^2$ (solid line), and $10^3$ MHz (dash-dotted line). The protein and water parameters are those adopted for the calculation of the myoglobin msd, with $\Delta K_p(T)/\text{GPa} = 3.22 - 0.03 \times (T - 298) + 0.00025 \times (T - 298)^2$ obtained to fit the protein intrinsic compressibility at 298 K, and the temperature dependence of Young’s moduli (crosses in the inset). The inset shows experimental expansivity of the hydration shell of lysozyme (circles)$^{37}$ experimental inverse Young’s moduli of myoglobin crystals exposed to air of 95–100% (diamonds)$^{24}$ and 75% humidity (crosses)$^{38}$. The solid line shows $\beta_T(T)$ calculated from Eq. (17) at $\omega_{\text{obs}} = 10^3$ MHz; all curves are normalized to the corresponding values at $T = 298$ K.
is close to reported values $T_g \simeq 180 \pm 15$ K, marked by breaks in several observable parameters. The rise of compressibility at $T_p$ in our calculations is caused by the water component of the viscoelastic response function when the relaxation time $\tau_w$ becomes smaller than $\tau_{obs}$. This result is consistent with the glass transition of the hydration shell expansivity, shown in the inset in Fig. 3. The inset in Fig. 3 also shows compressibilities obtained from experimentally reported Young’s moduli of myoglobin crystals, assuming that their Poisson ratios are independent of temperature. The temperature variation of $\Delta K_p(T)$ in our calculations shown in Fig. 1 was chosen to match these data.

The fit of $\Delta K_p(T)$ to crystalline Young’s moduli results in an upward increase of the elastic msd at the highest temperatures shown in Fig. 1. This upward increase reflects pre-melting of myoglobin crystals when their Young’s moduli approach zero. Since the melting temperature is typically higher in protein powders, $\Delta K_p(T)$ obtained from fitting the crystal data might overestimate these effects; the iron msd with a temperature-independence $\Delta K_p = 3.2$ GPa is shown by the dotted line in Fig. 1.

The results shown in Fig. 1 indicate that electrostatic fluctuations far outweigh viscoelastic vibrations in the iron msd. We additionally confirm this outcome by comparing the function $\beta z^2 \chi'_E(\omega)$ from our fitting to the same function obtained from MD simulation of the fully hydrated metmyoglobin. Figure 4 shows the response functions from the electric field fluctuations produced by the protein and water combined and by each component separately. The height of the maximum quantifies the strength of the msd modulation by the corresponding electrostatic component, and it is of main importance for this comparison.

We have assumed so far that the protein is electrostatically non-polar, and its hydration shell is the main source of the electrostatic fluctuations. It does not need to be so. Low-frequency motions, not included in the VDOS used to calculate $(\langle \delta q)^2 \rangle$, can modulate the protein’s partial charges (dipole moments of α-helices, ionized surface residues, etc.) and compete in the electrostatic noise with the hydration layer. This might be particularly true for partially hydrated protein powders where the fluctuations of the water dipoles are probably reduced to motions of polarized domains around ionized surface residues.

Figure 4 in fact shows that the protein component of $\chi'_E(\omega)$ exceeds that of water, and its maximum is higher than that of the fitting function from Eq. (10). The electrostatic fluctuations of the protein itself are therefore sufficient to produce the observable msd and, in addition, our estimates do not seem to overestimate the effect of the electrostatic fluctuations on the msd. The primary role of water in powders might be reduced to ionizing the surface residues of the protein and plasticizing its motions above $T_g$ (Fig. 3). Water in patches solvating ionized residues is strongly coupled to the protein both electrostatically and by surface hydrogen bonds. The relaxation times of their electrostatic response functions are therefore close (Fig. 1), resulting in matching onset temperatures of the dynamical transition for each component.

Further, the overall loss function $\chi''_E(\omega)$, which includes cross-correlations between the water and protein electric fields, shows a slower relaxation time than each component separately. The relaxation time of 6.3 ns of the essentially Debye overall function $\chi''_E(\omega)$ is close to $\tau_L(300 \text{ K}) \simeq 7$ ns adopted in fitting of the experimental msd. It is this loss function, combining the protein and water electrostatics, that is of primary interest for the modeling of the high-temperature flexibility of proteins.

IV. DISCUSSION

The picture presented here assigns an increase in the protein msd at the dynamical transition to the entrance of a collective relaxation time of the protein-water interface into the observation window of the spectrometer. We consider two types of interfacial fluctuations, elastic modes changing the global shape of the protein and electrostatic fluctuations. Electrostatics turn out to be the main factor affecting the high-temperature portion of the msd.

The longitudinal relaxation time of the electric field fluctuations, $\tau_L(T)$, determines the transition temperature by the condition $\omega_{obs} \tau_L(T_D) \approx 1$. With the Arrhenius form for the relaxation time $\tau_L(T)$, this condition predicts a logarithmic dependence of $T_D$ on the observation frequency,

$$T_D \propto |\ln[\omega_{obs} \tau_0]|^{-1},$$

where $\tau_0$ is the preexponent in $\tau_L(T)$. For instance, with
shows the results of numerical simulations for
5 and are referring to the vibration dependence of the msd.

The vibrations of the surface protons will therefore be
the observation window of neutron scattering of \( \approx 500 \) ps and of Mössbauer spectroscopy of 140 ns, the above equation yields the ratio of \( T_D \) values measured by neutron and Mössbauer techniques (\( \tau_0 = 10^{-13} \) s). This estimate assumes equal electrostatic relaxation times for (mostly surface) protons and heme iron, which is likely not true. The actual picture is also more complex as several slope changes contribute to the overall temperature dependence of the msd.\(^{55}\) It is also the case with the present model producing two different onsets arising from viscoelastic and electrostatic fluctuations. An increase in \( T_D \) was also reported for proteins solvated in glycerol and in concentrated sucrose-water solutions.\(^{136}\) Although an increase in viscosity does shift \( T_D \) in the right direction according to Eq. (18), the alteration of the effective polarity of the hydration layer and the surface charge distribution of the protein might be other factors contributing to the shift. Generally, the the present model predicts a decrease in the protein atomic displacements for hydration in solvents of lower polarity.

The main physical question looming behind the phenomenon of the dynamical transition is what are the mechanisms and physical modes allowing high flexibility of proteins at physiological temperatures. We emphasize here electrostatic fluctuations as the primary origin of the increase in the protein’s atomic displacements. This mechanism connects the translational manifold of the protein’s interior to the dipolar orientational manifold of the hydration layer. While this connection was established empirically by experiment [Eq. (11)], numerical simulations directly show the same basic phenomenology for the electrostatic fluctuations and the atomic msd.

Figure 5 shows the results of numerical simulations for the variance of the electrostatic potential produced by the water hydration shell at the active site of the protein plastocyanin.\(^{55}\) A break in the temperature dependence at \( T_D \) refers to the time-scale of \( \approx 10 \) ns fixed by the length of the simulation trajectory. The difference of the first moments of the potential in the two redox states of the protein (diamonds in Fig. 5) gives the component of the same property produced by the ballistic dynamics of the hydration shell and not sensitive to its collective relaxation.\(^{56}\) In a sense, the diamonds in Fig. 5 are analogs to the diamonds in Fig. 4 referring to the vibrational component of the msd.\(^{56}\) There is a clear qualitative similarity between laboratory and numerical results presented in Figs. 1 and 4.

Because the response function of the water’s electric field scales as \( d^{-3} \) with the distance \( d \) from the surface inside the protein, dipolar fluctuations of the hydration shell will mostly affect protein’s surface residues. The vibrations of the surface protons will therefore be softer than of interior protons, and they will stronger contribute to the observable msd. There is also a possibility of “surface melting” when \( M_E = 0 \) in Eq. (10) is reached with rising temperature for a group of atoms. The low-temperature conformation of the corresponding residues will become unstable, with the instability released through a conformational transition.

The present model predicts higher flexibility for atoms carrying higher partial charges. In case of heme iron this implies higher flexibility of the protein oxidized state compared to the reduced state. While this prediction qualitatively agrees with experiment and more detailed studies are required to distinguish the effect of electrostatic fluctuations from the alteration of the VDOS also occurring upon changing the redox state.

V. CONCLUSIONS

The model proposed here treats high-temperature atomic displacements of the protein as a combination of viscoelastic deformation of the global protein shape and electrostatic fluctuations coupled to the atomic charge. We suggest that electrostatic fluctuations dominate the high-temperature flexibility of proteins.
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