Video super-resolution for single-photon LIDAR
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Abstract

3D Time-of-Flight (ToF) image sensors are used widely in applications such as self-driving cars, Augmented Reality (AR) and robotics. When implemented with Single-Photon Avalanche Diodes (SPADs), compact, array format sensors can be made that offer accurate depth maps over long distances, without the need for mechanical scanning. However, array sizes tend to be small, leading to low lateral resolution, which combined with low Signal-to-Noise Ratio (SNR) levels under high ambient illumination, may lead to difficulties in scene interpretation. In this paper, we use synthetic depth sequences to train a 3D Convolutional Neural Network (CNN) for denoising and upscaling (×4) depth data. Experimental results, based on synthetic as well as real ToF data, are used to demonstrate the effectiveness of the scheme. With GPU acceleration, frames are processed at >30 frames per second, making the approach suitable for low-latency imaging, as required for obstacle avoidance.

1 Introduction

Three-Dimensional (3D) imaging captures depth information from a given scene and is used in a wide range of fields such as autonomous driving [1,2], smartphones [3], or industrial environments [4]. Time-of-Flight (ToF) is a common way to measure depth, based on illuminating the scene with a modulated light source and measuring the time for the signal to return [5]. For longer range, outdoor applications, direct ToF sensors (dToF), and pulsed illumination are typically used, with the returning backscattered signal being detected by highly sensitive Avalanche Photo Diodes (APDs) or Single-Photon Avalanche Diodes (SPADs), and timed using an electronic stopwatch. Although the first dToF systems were based on point detectors requiring optical scanning, advances in detector technology have lead to SPAD arrays with...
integrated timing and processing. SPAD dToF receivers are now available in image sensor format, which, used in conjunction with flood illumination, enable high-speed 3D imaging [6].

A drawback of current SPAD dToF image sensors is a relatively low lateral resolution [7]. This low resolution creates challenges in applications such as autonomous driving, where objects need to be classified as well as localised, so that appropriate action is taken [8]. Although there is indication that by applying neural networks to photon timing data, the resolution problem may be overcome [9], these approaches are yet to be generalised to arbitrary scenes. Noise in depth estimates under strong sunlight can lead to a further loss in detail in depth maps, as illustrated in Fig 1.

Figure 1: Depth map frame of people walking using AirSim (for more details on the generation process refer to Section 2). The frame has been produced using a 30° field-of-view and a signal-to-noise ratio of 1. a) Low-resolution depth map with noisy pixels due to solar background radiation (64x32 pixels). b) Noise-free version of a), which is a nearest-neighbours resampling of the high-resolution depth map. c). High-resolution, noise-free depth map with a ×4 increase with respect a).

We therefore seek a processing scheme to improve the quality of depth maps by increasing the lateral resolution (also known as upscaling or super-resolution), whilst mitigating the effect of photon noise [10]. A wide-range of super-resolution methods have been proposed in literature, and although many of these are primarily devised for RGB or grayscale intensity data, they are applicable to depth too. Interpolation-based schemes such as bicubic or Lanczos resampling are computationally simple but can suffer from poor accuracy [11,12], especially when the input is noisy. Alternatively, reconstruction methods [13, 14] use prior knowledge from the scene such as edge smoothness to improve spatial detail at the expense of high computational costs. Learning-based methods can offer high output quality in combination with computational efficiency by learning statistical relationships between the low-resolution (LR) and the high-resolution (HR) equivalent [15,16]. Recently, there has been increased interest in deep learning methods, which are a sub-branch of machine learning algorithms that aim to directly learn key features of the input to produce an output. These have been demonstrated to outperform previous approaches [17,18,19].

The bulk of the research on deep-learning super-resolution methods considers the use of a single LR image to produce an HR output [10,20]. In contrast, video super-resolution schemes exploit the temporal correlations in multiple consecutive LR images to produce an improved HR reconstruction in exchange for frame rate
Most of these approaches are based on a combination of two networks: one for inter-frame alignment \cite{22} and another one for feature extraction/fusion to produce a HR space \cite{23,24}. Other methods do not use alignment but exploit the spatio-temporal information for feature extraction using 2D or 3D convolutions \cite{25}, or recurrent neural networks RCNN \cite{26}. All of the aforementioned video superresolution schemes work best in the case of sub-pixel displacements between consecutive frames.

From the perspective of depth upscaling, a key limitation of existing video super-resolution schemes is that they were conceived for RGB data and thus are not optimised for the characteristics of depth frames. Although there has been some research centered on depth, the papers assume of a static scene and camera or a static scene and a moving camera \cite{27,28}. This paper therefore aims to devise an effective video super-resolution method targeting depth data. We consider the case of a high-speed dToF sensor \cite{29}, such that displacements in consecutive frames are kept at a sub-pixel level, and account for realistic depth noise. We present a methodology for generating diverse datasets of synthetic SPAD dToF data. The resulting datasets are then used to train a super-resolution and denoising neural network. We assess the performance of the scheme using both real and synthetic input data.

2 Generation of synthetic depth data

Obtaining large and diverse datasets of noise-free, high resolution depth frames, to serve as ground truth data for super-resolution networks, is difficult in practice. In recent years, however, there have been significant advances in software packages capable of simulating realistic environments in detail. In particular, AirSim (built on Unreal Engine \cite{30}) is an open-source simulator for drones or cars with the aim of aiding AI research for autonomous vehicles \cite{31}. In AirSim, one can control a vehicle through diverse virtual environment, populated with a range of objects, and retrieve virtual data from multiple sensors. The camera properties in the vehicle (position, field-of-view, lateral resolution and frame rate) can be chosen arbitrarily. In our work, RGB and depth sequences are generated at a lateral resolution of $256 \times 128$ and FoV of $30^\circ$ at different frame rates to ensure small object shifts between frames. A range of outdoor scenarios are simulated to provide a diverse dataset for training the neural network.

The depth maps provided by AirSim do not account for the main noise in single-photon dToF sensors: the inherent Poisson noise in the signal and background photon counts \cite{32}. The high-resolution depth map of size $256 \times 128$ along with the grayscale version of the high-resolution RGB frame (intensity map, $256 \times 128$) are therefore used to synthesize SPAD data in the form of 16-bin temporal photon histograms (with spatial resolution $64 \times 32$), where signal and background counts are set according to an optical model and randomised using the Poisson distribution. The optical model accounts for inverse square law of photon returns, and the amount
of ambient illumination in the scene [33]. The Signal-to-Noise Ratio (SNR) is varied to provide the network with a wide range of data, from noisy to relatively clean depth. The SNR is defined, for a given pixel, as the ratio of signal photons and background photons across all bins in the histogram. In this paper, SNR values are presented as the average in all pixels comprising a frame. To turn the histogram frames back into depth frames, centre-of-mass peak extraction is performed [33].

The last pre-processing step is to normalise the depth data between 0 and 1 and concatenate it in groups of $2T_R + 1$ frames, where $T_R$ is the temporal radius. In other words, the input of the network consists of $T_R$ prior and posterior frames to super-resolve the central frame. The output to the neural network is compared with the ground truth depth, which is also normalised between 0 and 1, using the Peak Signal-to-Noise ratio (PSNR) and Structure Similarity Index (SSMI) [34, 35]. The metrics are calculated using the following equations:
\[
\text{PSNR} = 20 \log_{10} \left( \frac{1}{\sqrt{\frac{1}{HW} \sum_{i=0}^{H-1} \sum_{j=0}^{W-1} ||Y_{GT} - Y_{SR}||^2}} \right)
\]

\[
\text{SSIM} = \frac{(2\mu_{GT}\mu_{SR} + c_1)(2\sigma_{GT-SR} + c_2)}{\mu^2_{GT} + \mu^2_{SR} + c_1(\sigma^2_{GT} + \sigma^2_{SR} + c_2)}
\]

where the numerator in Eq. (1) refers to the maximum value in the image (1 in our case) and the denominator corresponds to the mean-squared error. \(H\) corresponds to the image height (in pixels), \(W\) to the image width (in pixels), \(Y_{GT}\) to the ground truth frame and \(Y_{SR}\) to the super-resolved frame. In Eq (2), \(\mu\) corresponds to the mean of the indicated frame, \(\sigma\) to the variance and \(c_1 = 0.0001\) and \(c_2 = 0.0009\) are parameters to stabilize division for weak denominators \([25]\). PSNR is bound from 0 to 1 and SSIM from 0 to 1. In both cases, a higher number suggests a better reconstruction. Figure 2 shows the key steps in the training and assessment of the neural network proposed in this paper, from capturing scenes in AirSim, converting them into SPAD-like data and comparing the output of the network against the ground truth.

3 Super-resolution and denoising network

In this paper, the structure of the VSR-DUF neural network is adapted to perform video super-resolution and denoising \([25]\). The network architecture is based on blocks of 3D convolutions and a set of dynamic upsampling filters to extract spatiotemporal features without the need of performing frame realignment \([22]\). The blocks consist of batch normalisation (BN), ReLU, 1×1×1 convolution, BN, ReLU and 3×3×3 convolution and there are a total of 3+\(T_R\) blocks. The network also extracts a residual map that is added to the central frame to enhance the sharpness of the final output.

The input to the network has a variable size of 64×32×(2\(T_R\)+1), depending on the temporal radius that is chosen and the output is a \(\times 4\) super-resolved frame in both transverse axes (256×128). When the temporal radius is set to 0, single depth frame is used as input whereas a greater value (here 1 to 4) exploits the temporal correlation in multiple successive depth frames. At the start (or end) of a video sequence, there are no prior (or posterior) frames available. The corresponding frames are therefore temporally padded with a copy of the initial (or last) frame to fulfil the input size imposed by \(T_R\). Additionally, the data is randomly shuffled to prevent biasing the neural network’s weights to a specific scenario. Not doing so leads to lower performance since the optimisation lands on local minima rather than the absolute minimum.

The neural network is implemented in Tensorflow using Keras \([36]\). The training is performed using the Adam optimiser \([37]\) in a desktop computer (HP EliteDesk 800 G5 TWR) with the assistance of a RTX2070 GPU to accelerate the task. The
loss function for this network is the Huber loss \[38\], often used to guarantee stable convergence during the optimisation of the model. The Huber loss is defined in Eq. (3) as

\[
L = \begin{cases} 
\frac{1}{2}||Y_{GT} - Y_{SR}||_2^2, & ||Y_{GT} - Y_{SR}||_1 \leq \delta, \\
\delta||Y_{GT} - Y_{SR}||_1 - \frac{1}{2}\delta^2, & \text{otherwise}
\end{cases}
\]

where \(Y_{GT}\) is the HR ground truth, \(Y_{SR}\) is the super-resolved HR depth map and \(\delta = 0.01\) is a threshold parameter. The performance of the model is tracked at every step by the PSNR. Other parameters of interest in the neural network are the epochs and the batch size, with values of 100 and 4, respectively. Early stopping is introduced to avoid overfitting the model, thus terminating the training process after a certain amount of epochs (here a patience of 5 is used) and saving the weights corresponding to the minimum loss recorded. The learning rate of the network is set initially at 0.001 and it decreases by a factor of 10 every 10 epochs.

4 Results

The performance of the video super-resolution network presented here is evaluated for a model trained with 15500 examples. These include a varied range of depth maps which feature people, vehicles, bicycles, and other common objects with different noise levels (ranging from SNR 0.5 to 8), different depth ranges (ranging from 0 to 35 m) and different sampling rates, corresponding to objects shifting a variable amount of SPAD pixels in between frames (ranging from 0.2 to 5 SPAD pixels). Given the assumed FoV and SPAD pixel resolution, an object moving at 50 km/h at a distance of 35 m captured at 100 FPS, shifts by 0.5 SPAD pixels in between frames. Different versions of the network are trained for different temporal radii (ranging from 0 to 4, corresponding to 1 to 9 input images). The validation dataset consists of 1500 examples (3 sequences of 500 frames each), providing an unbiased evaluation of the neural network. Similarly, the test dataset also contains
1500 examples from 3 different sequences and is used to perform the evaluation of the network. Table 1 and Fig. 4 summarise the performance of the network for different temporal radii in terms of PSNR, SSIM and processing speed in FPS.

Table 1: Performance of super-resolution network for different temporal radii in terms of PSNR, SSIM and FPS. TR corresponds to the temporal radius. Scene 1 and 2 have an average SNR of 1.3 and scene 3 an average SNR of 3. Highest value depicted in bold.

|       | Scene 1 |       | Scene 2 |       | Scene 3 |       |
|-------|---------|-------|---------|-------|---------|-------|
|       | PSNR    | SSIM  | PSNR    | SSIM  | PSNR    | SSIM  | FPS   |
| TR0   | 20.68   | 0.877 | 22.18   | 0.895 | 30.66   | 0.889 | 46.9  |
| TR1   | 21.20   | 0.890 | 22.72   | 0.910 | 31.17   | 0.901 | 43.4  |
| TR2   | 21.90   | 0.903 | 22.82   | 0.912 | 31.33   | 0.905 | 38.4  |
| TR3   | 22.04   | 0.907 | 22.89   | 0.915 | 31.35   | 0.906 | 33.5  |
| TR4   | 22.05   | 0.909 | 23.00   | 0.916 | 31.31   | 0.906 | 30.8  |

Visualizations 1-3 in the supplemental material show the input, the super-resolved depth maps and the ground truth for different radii for the sequences in the test dataset. Generally, the video sequences corresponding to single-image super-resolution show an improvement in lateral resolution but lack temporal coherence and introduce temporal artifacts. On the other hand, using multiple inputs reduces significantly the presence of temporal artifacts and improves the overall quality of the output frame. This is reflected by the increase of PSNR and SSIM with increasing number of inputs. The network is robust to different levels of depth noise, achieving better denoising with increasing temporal radii. In terms of computational effort, the use of multiple inputs slows the processing speed due to a larger sized network. However, even when using the maximum temporal radius considered here (TR4), the network is still able to work at video rate (30 FPS).

Figure 4: FPS, PSNR and SSIM for different temporal radii training networks for the 3 scenes comprising the test dataset. Scene 1 and 2 have an average SNR of 1.3 and scene 3 an average SNR of 3. FPS are colour-coded and TR0 and TR4 plot points are marked for reference.

The differences between TR0 and TR4 in temporal coherence are studied in more detail by considering a sequence with a person (Visualization 4). Temporal coherence (Tc) is defined here as a measure of a super-resolution method’s ability to capture changes in a scene without introducing temporal artifacts. To measure it,
the difference between consecutive frames (for both ground truth and super-resolved frames) is taken to obtain delta frames. All pixels with motion (according to the ground truth delta frames) are then assigned zero values. Therefore, the amount of remaining non-zero pixels gives a measure of the temporal coherence for a given frame, a larger amount indicating more pronounced temporal artifacts as quantified by Eq. 4

\[ T_{c_t} = \sum_{i,j=0}^{H,W} \begin{cases} 1, & ||GT_{i,j,t} - GT_{i,j,t+1}|| = 0 \ & ||SR_{i,j,t} - SR_{i,j,t+1}|| > 0 \\ 0, & \text{otherwise} \end{cases} \]  

(4)

For the sequence considered, the output for TR0 has roughly double as many pixels with artifacts compared with TR4, demonstrating that the use of multiple inputs means that motion is more accurately reproduced in the output frames. An additional study has been carried in the Supplemental material comparing the performance of this network with an upscaling factor of ×8. The study suggests that the ×8 network is not learning additional features with respect to ×4, but is able to produce smoother edges in certain scenarios.

**Super-resolution at different FPS**

A dedicated dataset of people walking at 4.3 km/h is captured at different FPS to explore the use of temporal information in super-resolution. A main sequence is captured at 100 FPS and the lower FPS versions are generated by skipping frames with respect the original one (e.g. skip every other frame to generate a 50 FPS sequence). Given the assumed FoV and SPAD pixel resolution, people at a distance of 9 m captured at 100 FPS, shift by 0.16 SPAD pixels in between frames. As with previous studies, Table 2 shows the performance in terms of PSNR and SSIM for different temporal radii and is illustrated in Fig. 5, where the parameters are compared to a single-image super-resolution approach, displayed on a green plane.

Table 2: **Performance of super-resolution network of a scene (SNR 1.3) in terms of PSNR and SSIM for different temporal radii and captured at different FPS.** Highest value depicted in bold.

| FPS | TR0 | TR1 | TR2 | TR3 | TR4 |
|-----|-----|-----|-----|-----|-----|
|     | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM |
| 1   | 22.12 | 0.907 | 21.32 | 0.895 | 21.38 | 0.894 | 21.30 | 0.895 | 21.30 | 0.895 |
| 2.5 | 22.28 | 0.910 | 21.80 | 0.900 | 21.69 | 0.901 | 21.66 | 0.900 | 21.62 | 0.901 |
| 5   | 22.22 | 0.910 | 22.01 | 0.907 | 21.94 | 0.907 | 21.91 | 0.908 | 21.91 | 0.909 |
| 10  | 22.17 | 0.909 | 22.43 | 0.914 | 22.35 | 0.916 | 22.32 | 0.916 | 22.34 | 0.917 |
| 20  | 22.16 | 0.909 | 22.82 | 0.920 | 22.85 | 0.923 | 22.86 | 0.924 | 22.87 | 0.925 |
| 25  | 22.14 | 0.910 | 22.92 | 0.921 | 23.02 | 0.925 | 23.04 | 0.927 | 23.10 | 0.928 |
| 50  | 22.16 | 0.910 | 23.03 | 0.923 | 23.25 | 0.928 | 23.36 | 0.930 | 23.44 | 0.932 |
| 100 | 22.16 | 0.910 | 22.95 | 0.922 | 23.21 | 0.927 | 23.34 | 0.930 | 23.44 | 0.932 |

The results indicate that when capturing at speeds greater than approximately 7 FPS, which corresponds to shifts of 2.2 SPAD pixels in between frames given
the conditions above, the movement of people walking is connected sufficiently to exploit the temporal information in multiple consecutive input frames, thus the increase in performance with respect the single image approach. The general trend is that the quality of the reconstruction improves with increasing FPS, to a point where it plateaus. At higher frame rates, where the movement of objects is densely sampled, the inputs become too similar to extract additional temporal information from them. While there would not be improvement in terms of resolving features, the use of multiple inputs still has an advantage in denoising frames over single image reconstructions independently of the dynamics of the scene. It is also observed that for a given capturing speed, the performance increases with the use of more inputs, which is consistent with the results in Fig. 4. Conversely, when the frame rate is low and the movement of objects is sparsely sampled, the network no longer recognises the temporal correspondence between frames. This results in lower quality reconstructions than a single image approach with the addition of temporal artifacts.

We note that the above study assumed a constant SNR. In reality, varying the frame rate can impact the exposure time, and in turn the SNR of input frames, and can lead to motion blur effects in the case of long exposures. Although not considered here, motion blur is likely to have a significant effect on the quality of reconstruction (for both single and multiple input approaches) due to the resulting disparity between the input and ground truth. We also note that this study has been carried for people, but we expect it to be generalisable to arbitrary objects in terms of the optimal shift per frame.

**Comparison with existing super-resolution techniques**

We use the synthetic test dataset to compare the performance of our network with a bicubic interpolation method [11], a state-of-the-art neural network using SPAD histogram data (and higher resolution intensity data) [39] and a video super-resolution network originally for RGB images but retrained with our depth data (Visualization
Table 3: Performance of super-resolution network of test dataset in terms of PSNR, SSIM and FPS for different methods (Bicubic, iSeeBetter and HistNet networks and our approach for TR1 and TR4), in bold for highest value. The network-based methods are run on a GPU. Scene 1 and 2 have an average SNR of 1.3 and scene 3 an average SNR of 3.

| Scene 1 | Scene 2 | Scene 3 |
|---------|---------|---------|
| **Method** | **PSNR** | **SSIM** | **PSNR** | **SSIM** | **PSNR** | **SSIM** | **FPS** |
| Bicubic | 15.82 | 0.538 | 17.60 | 0.607 | 26.80 | 0.841 | 185 |
| iSeeBetter | 20.47 | 0.784 | 21.96 | 0.837 | 28.74 | 0.843 | 33 |
| HistNet | 19.14 | 0.812 | 20.14 | 0.858 | 27.18 | 0.881 | 0.25 |
| Ours (TR1) | 21.20 | 0.890 | 22.72 | 0.910 | 31.17 | 0.901 | 43.4 |
| Ours (TR4) | 22.05 | 0.909 | 23.00 | 0.916 | 31.31 | 0.906 | 30.8 |

5) [40]. Table [3] and Fig. [6] show the performance of the different techniques in terms of average PSNR, SSIM and FPS.

Figure 6: Example output frames comparing super-resolution methods, along with the low-resolution input and ground truth.

Bicubic interpolation, despite being the fastest upscaling technique, fails to remove the noise from depth data leading to poor reconstructions overall. Although PSNR can reach relatively high values, the SSIM reflects the limits of this interpolation technique. The iSeeBetter network is able to super-resolve features in a similar way with our method and removes the majority of depth noise. Additionally, with iSeeBetter, the edges of some objects (such as the bike) are reproduced in sharper way in z compared with our method (and HistNet), where these edges are somewhat averaged with the background [41]. However, on the whole, our approach appears to reconstruct objects with higher accuracy and reduced noise on surfaces. We note, for example, that objects such as the furniture (scene 3, centre) and the truck (scene 2, right) are showing less blurriness and distortion in contour and z profile than in the iSeeBetter and HistNet output. This is reflected in the higher PSNR and SSIM values for our approach compared with the iSeeBetter and HistNet. We also note, with reference to Visualization 5, that iSeeBetter and HistNet do not preserve temporal coherence, similarly to TR0 in our approach. In the case of iSeeBetter, this might be attributed to the use of an additional network for the frame re-alignment step, which is not robust to noisy images like the ones used here [42]. This step can produce undesired alignments that can lead to temporal artifacts in the...
super-resolved frames.

Figure 7 shows the error in the reconstructions, or in other words, the absolute difference between the super-resolved frame and the ground-truth for different methods. Depths have been normalised so that error images have underlying values ranging from 0 to 1. The images provide a further illustration for the observations above. Whilst iSeeBetter frames are seen to have lower error values around some of the object edges, our method has a lower error overall across the whole frame. We observe that with our method flat surfaces are accurately reproduced whereas iSeeBetter and HistNet introduce offsets and fluctuations in depth.

The performance of the network is evaluated for a scene in the test dataset for different levels of SNR to test the robustness of the network, as compared with the iSeeBetter super-resolution network. Figure 8 shows the low resolution input for different average SNR levels (0.25, 0.34, 0.5, 0.75, 1 and 10), the super-resolved frames for iSeeBetter and our network (TR4) and the corresponding ground truth. It can be observed that for low SNR, the iSeeBetter network struggles to reconstruct the most noisy parts of the frame. On the other hand, our network appears to be
more robust to noise even in the lowest SNR scenario and has overall higher PSNR and SSIM values than iSeeBetter, as can be seen in Fig. 9.

An additional study has been carried in the Supplemental material comparing the performance of this network with iSeeBetter as the frame rate of a synthetic depth sequence is varied. The study confirms the robustness of our approach for large shifts between frames, with the approach offering higher quality reconstructions than iSeeBetter even for inputs at low frame rates.

**Super-resolution of experimental data**

The network is tested experimentally with a state-of-the-art SPAD dToF sensor which captures depth imaging at a pixel resolution of 64×32. The camera comprises of a NIR laser source (850 nm), which is triggered from the SPAD. The compact laser outputs a peak power of 60 W which is spread over the FoV of the SPAD (20×5°) by the use of a cylindrical lens to match the sensor FoV. The laser emits pulses of 10 ns with repetition rate of 1.2 MHz, suitable for mid range imaging. A 25 mm/f1.4 lens (Thorlabs MVL25M23) is used in front of the SPAD, together with a 10 nm bandwidth ambient filter (Thorlabs FL850-10). Figure 10 shows a schematic representation of the setup used during the acquisition of experimental data and Fig 10 depicts example depth frames, and the corresponding super-resolution output from the network.

Visualization 6 shows a comparison between the input and the output of the network for different sequences captured at 50 FPS, involving a cycle, a black model car (scaled 1:4), and two people passing a ball to each other. The super-resolution frames show an improvement in the profile of objects and people, and smoother surfaces. Visualization 7 demonstrates the advantage of using multiple input frames as opposed to a single frame, in terms of resolved features, the level of denoising and temporal coherence. We note that despite the fact that the network is trained purely on virtual data, it appears to be effective when presented with real experimental data.
5 Conclusion

We have presented the development and application of a neural-network-based video super-resolution scheme tailored for SPAD dToF data, which tries to overcome the transverse resolution limitations of dToF image sensors. A virtual dataset involving people, cars and other common objects is gathered using Unreal and is processed into realistic SPAD data with adjustable levels of SNR.

The results from test datasets indicate a noticeable improvement in PSNR and SSIM when using multiple inputs with respect a single image super-resolution approach. To exploit the temporal information in multiple input frames, the frame rate should be set such that object edges moving at high speed shift by less than 2-3 sensor pixels between frames.

A comparison study with state-of-the-art methods demonstrates the advantages of our method in offering effective reconstruction of features and denoising, whilst running at high frame rates. The network, purely trained on virtual data, also appears to visually enhance real SPAD dToF data in mid-range LIDAR.

We believe that the network could be particularly well suited to autonomous systems requiring accurate depth maps of the surroundings with low latency. These systems often rely on object detection schemes, so a potential extension of the present work would see an assessment of object detection performance when carried out on super-resolution depth frames as opposed to depth or histogram data at the native resolution of the sensor [44].
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