ON UPPER CONICAL DENSITY RESULTS

ANTTI KÄENMÄKI

Abstract. We report a recent development on the theory of upper conical
densities. More precisely, we look at what can be said in this respect for other
measures than just the Hausdorff measure. We illustrate the methods involved
by proving a result for the packing measure and for a purely unrectifiable dou-
bling measure.

1. Introduction

Conical density theorems are used in geometric measure theory to derive geo-
metric information from given metric information. Classically, they deal with
the distribution of the Hausdorff measure. The main applications of upper conical
density results concern rectifiability and porosity. The extensive study of upper
conical densities was pioneered by Besicovitch [1] who studied the conical density
properties of purely 1-unrectifiable sets in the plane. Besides Besicovitch, the the-
ory of upper conical densities has been developed by Morse and Randolph [16],
Marstrand [13], and Federer [7].

2. Notation and preliminaries

Let \( n \in \mathbb{N}, m \in \{0, \ldots, n-1\} \), and \( G(n, n-m) \) denote the space of all \((n-m)\)-
dimensional linear subspaces of \( \mathbb{R}^n \). The unit sphere of \( \mathbb{R}^n \) is denoted by \( S^{n-1} \).
For \( x \in \mathbb{R}^n \), \( \theta \in S^{n-1} \), \( 0 < \alpha \leq 1 \), \( r > 0 \), and \( V \in G(n, n-m) \), we set
\[
H(x, \theta, \alpha) = \{ y \in \mathbb{R}^n : (y-x) \cdot \theta > \alpha |y-x| \},
\]
\[
X(x, V, \alpha) = \{ y \in \mathbb{R}^n : \text{dist}(y-x, V) < \alpha |y-x| \},
\]
\[
X(x, r, V, \alpha) = B(x, r) \cap X(x, V, \alpha),
\]
where \( B(x, r) \) is the closed ball centered at \( x \) with radius \( r \). We also denote
\( B_V(x, r) = \text{proj}_V(B(x, r)) \), where \( \text{proj}_V \) is the orthogonal projection onto \( V \).

By a measure we will always mean a locally finite nontrivial Borel regular (outer)
measure defined on all subsets of \( \mathbb{R}^n \). We use the notation \( \mathcal{H}^s \) and \( \mathcal{P}^s \) to denote
the \( s \)-dimensional Hausdorff and packing measure, respectively. Consult [15, §4
and §5.10]. We follow the convention according to which \( c = c(\cdots) > 0 \) denotes a
constant depending only on the parameters listed inside the parentheses.
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If $A \subset \mathbb{R}^n$ is a Borel set with $0 < \mathcal{H}^s(A) < \infty$, then \cite[Theorem 6.2(1)]{15} implies that for $\mathcal{H}^s$-almost every $x \in A$ there are arbitrary small radii $r$ so that $\mathcal{H}^s(A \cap B(x, r))$ is proportional to $r^s$. So we know roughly how much of $A$ there is in such small balls $B(x, r)$. But we would also like to know how the set $A$ is distributed there. The following three upper conical density theorems give information how much there is $A$ near $(n-m)$-planes in the sense of the Hausdorff measure.

**Theorem 2.1** (\cite[Theorem 3.1]{15}). If $n \in \mathbb{N}$, $m \in \{0, \ldots, n-1\}$, $m < s \leq n$, and $0 < \alpha \leq 1$, then there is a constant $c = c(n, m, s, \alpha) > 0$ satisfying the following: For every $A \subset \mathbb{R}^n$ with $\mathcal{H}^s(A) < \infty$ and for each $V \in G(n, n-m)$ it holds that

$$\limsup_{r \downarrow 0} \frac{\mathcal{H}^s(A \cap X(x, r, V, \alpha))}{(2r)^s} \geq c$$

for $\mathcal{H}^s$-almost every $x \in A$.

**Remark 2.2.** The role of the assumption $s > m$ in the above theorem is to guarantee that the set $A$ is scattered enough. When $s \leq m$, it might happen that $A \subset V^\perp$ for some $V \in G(n, n-m)$. In fact, if the set $A$ is $m$-rectifiable with $\mathcal{H}^m(A) < \infty$, then it follows from \cite[Theorem 15.19]{15} that the result of Theorem 2.1 cannot hold. On the other hand, if the set $A$ is purely $m$-unrectifiable with $\mathcal{H}^m(A) < \infty$, then the result of Theorem 2.1 holds, see \cite[Corollary 15.16]{15}. We refer the reader to \cite[§15]{15} for the basic properties of rectifiable and purely unrectifiable sets. See also §5.

**Theorem 2.3** (\cite[Theorem 3.3]{14}). If $n \in \mathbb{N}$, $m \in \{0, \ldots, n-1\}$, $m < s \leq n$, and $0 < \alpha \leq 1$, then there is a constant $c = c(n, m, s, \alpha) > 0$ satisfying the following: For every $A \subset \mathbb{R}^n$ with $\mathcal{H}^s(A) < \infty$ it holds that

$$\limsup_{r \downarrow 0} \inf_{V \in G(n, n-m)} \frac{\mathcal{H}^s(A \cap X(x, r, V, \alpha))}{(2r)^s} \geq c$$

for $\mathcal{H}^s$-almost every $x \in A$.

The above theorem is a significant improvement of Theorem 2.1. It shows that in the sense of the Hausdorff measure, there are arbitrary small scales so that almost all points of $A$ are well surrounded by $A$. Theorem 2.3 is actually applicable for more general symmetric cones. More precisely, the set $X(x, r, V, \alpha)$ can be replaced by $C_x \cap B(x, r)$, where $C_x = \bigcup_{V \in C}(V + x)$, $C \subset G(n, n-m)$ is a Borel set with $\gamma(C) > \delta > 0$, and $\gamma$ is the natural isometry invariant measure on $G(n, n-m)$. The infimum is then taken over all such sets $C$. The proof of Theorem 2.3 (and its more general formulation) is nontrivial and it is based on Fubini-type arguments and an elegant use of the so-called sliced measures. The following theorem gives Theorem 2.3 a more elementary proof. The technique used there does not require the cones to be symmetric.
Theorem 2.4 ([11, Theorem 2.5]). If \( n \in \mathbb{N}, m \in \{0, \ldots, n-1\}, m < s \leq n, \) and \( 0 < \alpha \leq 1, \) then there is a constant \( c = c(n, m, s, \alpha) > 0 \) satisfying the following: For every \( A \subset \mathbb{R}^n \) with \( \mathcal{H}^s(A) < \infty \) it holds that

\[
\limsup_{r \downarrow 0} \inf_{\theta \in S^{n-1}} \frac{\mathcal{H}^s(A \cap X(x, r, V, \alpha) \setminus H(x, \theta, \alpha))}{(2r)^s} \geq c
\]

for \( \mathcal{H}^s \)-almost every \( x \in A. \)

The main application of this theorem is porosity. With porous sets we mean sets which have holes on every small scale. For precise definition of the porous set and the connection between porosity and upper conical densities, the reader is referred to [15, Theorem 11.14], [11, Theorem 3.2], and [12, §3]. See [6, 3, 8, 10, 2, 9, 4, 17] for other related results.

We will now look at what kind of upper conical density results can be proven for other measures.

### 3. Packing Type Measures

The following result is Theorem 2.4 for the packing measure. A more general formulation can be found in [12]. To our knowledge, it is the first upper conical density result for other measures than the Hausdorff measure.

**Theorem 3.1.** If \( n \in \mathbb{N}, m \in \{0, \ldots, n-1\}, m < s \leq n, \) and \( 0 < \alpha \leq 1, \) then there is a constant \( c = c(n, m, s, \alpha) > 0 \) satisfying the following: For every \( A \subset \mathbb{R}^n \) with \( \mathcal{P}^s(A) < \infty \) it holds that

\[
\limsup_{r \downarrow 0} \inf_{\theta \in S^{n-1}} \frac{\mathcal{P}^s(A \cap X(x, r, V, \alpha) \setminus H(x, \theta, \alpha))}{(2r)^s} \geq c
\]

for \( \mathcal{P}^s \)-almost every \( x \in A. \)

**Proof.** Fix \( n \in \mathbb{N}, m \in \{0, \ldots, n-1\}, \) and \( 0 < \alpha \leq 1. \) Observe that \( G(n, n-m) \) endowed with the metric \( d(V, W) = \sup_{x \in V \cap S^{n-1}} \text{dist}(x, W) \) is a compact metric space and

\[
\bigcup_{d(V, W) < \alpha} \{x : x \in W\} = X(0, V, \alpha) \quad (3.1)
\]

for all \( V \in G(n, n-m), \) see [18, Lemma 2.2]. Using the compactness, we may thus choose \( K = K(n, m, \alpha) \in \mathbb{N} \) and \((n-m)\)-planes \( V_1, \ldots, V_K \) so that for each \( V \in G(n, n-m) \) there is \( j \in \{1, \ldots, K\} \) with

\[
X(x, V, \alpha) \supset X(x, V_j, \alpha/2).
\]

Let \( t = \max\{t(\alpha/2), 1 + 6/\alpha\} \geq 1, \) where \( t(\alpha/2) \) is as in [5, Lemma 4.3] and take \( q = q(n, \alpha/(2t)) \) from [5, Lemma 4.2]. If \( \lambda > 0 \) and \( \{B(y_i, t\lambda)\}_{i=1}^q \) is a collection of pairwise disjoint balls centered at \( B(0,1), \) then it follows from the
above mentioned lemmas that there exists \( i_0 \in \{1, \ldots, q\} \) such that for every 
\( \theta \in S^{n-1} \) there is \( k \in \{1, \ldots, q\} \) for which
\[
B(y_k, \lambda) \subset B(y_{i_0}, 3) \setminus H(y_{i_0}, \theta, \alpha).
\] (3.2)
In fact, there are three center points that form a large angle. The choice of \( t \) also 
implies that for every \( y, y_0 \in \text{proj}_{V}^{-1} \{ B_{V}(0, \lambda) \} \) with \(|y - y_0| \geq t\lambda\), we have
\[
B(y, \lambda) \subset X(y_0, V, \alpha/2).
\] (3.3)
Let \( c_1 = c_1(m) \) and \( c_2 = c_2(n) \) be such that the set \( B_{V}(0, 1) \) may be covered by 
c\( c_1 \lambda^{-m} \) and the set \( \text{proj}_{V}^{-1} \{ B_{V}(0, \lambda) \} \cap B(0, 1) \) may be covered by \( c_2 \lambda^{m-n} \) balls of 
radius \( \lambda \) for all \( V \in G(n, n-m) \). Finally, fix \( m < s \leq n \) and set \( \lambda = \lambda(n, m, s, \alpha) = 
\min\{2^{-1} s/(m-s), d/(s-m), (3t)^{-1}\} > 0 \), where \( d = d(n, m, \alpha) = 1/(2c_1K(q-1)) \).
It suffices to show that if \( c = \lambda^n/(3^3 4 c_1 c_2 K) > 0 \) and \( A \subset \mathbb{R}^n \) with \( \mathcal{P}^s(A) < \infty \), then
\[
\limsup_{r \downarrow 0} \inf_{\theta \in S^{n-1}} \frac{\mathcal{P}^s(A \cap X(x, r, V_j, \alpha/2) \setminus H(x, \theta, \alpha))}{(2r)^s} \geq c
\]
for \( \mathcal{P}^s \)-almost every \( x \in A \). Assume to the contrary that there are \( r_0 > 0 \) and a 
closed set \( A \subset \mathbb{R}^n \) with \( 0 < \mathcal{P}^s(A) < \infty \) so that for every \( x \in A \) and \( 0 < r < r_0 \) 
there exist \( j \in \{1, \ldots, K\} \) and \( \theta \in S^{n-1} \) such that
\[
\mathcal{P}^s(A \cap X(x, r, V_j, \alpha/2) \setminus H(x, \theta, \alpha)) < c(2r)^s.
\]
Recalling \[15\] Theorem 6.10], we may further assume that
\[
\liminf_{r \downarrow 0} \frac{\mathcal{P}^s(A \cap B(x, r))}{(2r)^s} = 1
\] (3.4)
for all \( x \in A \). Pick \( x_0 \in A \) and choose \( 0 < r' < r_0 \) so that \( \mathcal{P}^s(A \cap B(x_0, r')) \geq 
(2r')^s/2 \). For notational simplicity, we assume that \( r' = 1 \) and \( r_0 > 3 \). Since 
\( A = \bigcup_{j=1}^{K} A_j \), where
\[
A_j = \{ x \in A : \mathcal{P}^s(A \cap X(x, 3, V_j, \alpha/2) \setminus H(x, \theta, \alpha)) < c6^s \text{ for some } \theta \},
\] (3.5)
we find \( j \in \{1, \ldots, K\} \) for which \( \mathcal{P}^s(A_j \cap B(x_0, 1)) \geq 2^s/(2K) \). Going into a 
dataset, if necessary, we may assume that \( A_j \cap B(x_0, 1) \) is compact. Moreover, we 
can cover the set \( B_{V_j}(x_0, 1) \) by \( c_1 \lambda^{-m} \) balls of radius \( \lambda \). Hence
\[
\mathcal{P}^s(A_j \cap \text{proj}_{V_j}^{-1}(B_{V_j}(y', \lambda))) \cap B(x_0, 1) \geq \lambda^m 2^s/(2c_1K)
\] (3.6)
for some \( y' \in V_j \). Next we choose \( q \) pairwise disjoint balls \( \{B(y_i, t\lambda)\}_{i=1}^{q} \) centered 
at \( A'_j = A_j \cap \text{proj}_{V_j}^{-1}(B_{V_j}(y', \lambda)) \cap B(x_0, 1) \) so that for each \( i \in \{1, \ldots, q\} \) it holds
\[
\mathcal{P}^s(A \cap B(y_i, \lambda)) \geq \mathcal{P}^s(A \cap B(y, \lambda)) \text{ for all } y \in A'_j \setminus \bigcup_{k=1}^{q-1} U(y_k, t\lambda), \text{ where } U(x, r) \text{ denotes the open ball. This can be done since the set } A'_j \text{ is compact and the}
function $y \mapsto \mathcal{P}^s(A \cap B(y, \lambda))$ is upper semicontinuous. The set $A'$ can be covered by $c_2 \lambda^{m-n}$ balls of radius $\lambda$, whence

$$c_2 \lambda^{m-n} \mathcal{P}^s(A \cap B(y_q, \lambda)) \geq \lambda^{m-2s}/(2c_1K) - \sum_{i=1}^{q-1} \mathcal{P}^s(A \cap B(y_i, t\lambda)) \quad (3.7)$$

by recalling (3.6). Now (3.2), (3.3), and (3.5) give

$$\mathcal{P}^s(A \cap B(y_q, \lambda)) \leq \mathcal{P}^s(A \cap X(y_{i_0}, 3, V_J, \alpha/2) \setminus H(y_{i_0}, \theta, \alpha)) < c_6^s,$$

and consequently,

$$\sum_{i=1}^{q-1} \mathcal{P}^s(A \cap B(y_i, t\lambda)) \geq \lambda^{m-2s}/(2c_1K) - c_6^s c_2 \lambda^{m-n} = (q-1)2^s d\lambda^m/2$$

by (3.7) and the choices of $c$ and $d$. Hence $\mathcal{P}^s(A \cap B(x_1, t\lambda)) \geq 2^s d\lambda^m/2$ for some $x_1 \in \{y_1, \ldots, y_{q-1}\} \subset A \cap B(x_0, 1)$. Recall that $\mathcal{P}^s(A \cap B(x_0, 1)) \geq 2^s/2$. Repeating now the above argument in the ball $B(x_1, t\lambda)$, we find a point $x_2 \in A \cap B(x_1, t\lambda)$ so that $\mathcal{P}^s(A \cap B(x_2, (t\lambda)^2)) \geq 2^s d^2\lambda^{2m}/2$. Continuing in this manner, we find for each $k \in \mathbb{N}$ a ball $B(x_k, (t\lambda)^k)$ centered at $A \cap B(x_{k-1}, (t\lambda)^{k-1})$ so that $\mathcal{P}^s(A \cap B(x_k, (t\lambda)^k)) \geq 2^s d^k\lambda^{km}/2$.

Now for the point $z \in A$ determined by $\{z\} = \bigcap_{k=0}^{\infty} B(x_k, (t\lambda)^k)$, we have

$$\liminf_{r \downarrow 0} \frac{\mathcal{P}^s(A \cap B(z, r))}{(2r)^s} \geq \liminf_{k \to \infty} \frac{\mathcal{P}^s(A \cap B(x_{k+1}, (t\lambda)^{k+1}))}{2^s (t\lambda)^{(k+1)s}}$$

$$\geq \liminf_{k \to \infty} \frac{d^{k+1} \lambda^{(k+1)m}}{2^s (t\lambda)^{(k-1)s}}$$

$$= \liminf_{k \to \infty} 2^{-s} d^2 \lambda^{2m} (d\lambda^{-s} t)^k$$

$$\geq \liminf_{k \to \infty} 2^{-s} d^2 \lambda^{2m} (2s-m)^{(k-1)} = \infty,$$

since $t\lambda \leq 1/3$, $s > m$ and $\lambda^{m-s} \geq 2^{s-m} t^s d^{-1}$. This contradicts with (3.4). The proof is finished.

The above result is a special case of the following more general result.

**Theorem 3.2** ([12, Theorem 2.4]). If $n \in \mathbb{N}$, $m \in \{0, \ldots, n-1\}$, $0 < \alpha \leq 1$, and a nondecreasing function $h: (0, \infty) \to (0, \infty)$ satisfies

$$\limsup_{r \to 0} \frac{h(\gamma r)}{h(r)} < \gamma^m$$

for some $0 < \gamma < 1$, then there is a constant $c = c(n, m, h, \alpha) > 0$ satisfying the following: For every measure $\mu$ on $\mathbb{R}^n$ with

$$\liminf_{r \downarrow 0} \frac{\mu(B(x, r))}{h(2r)} < \infty$$

for $\mu$-almost all $x \in \mathbb{R}^n$. 

\[ it \ holds \ that \]
\[ \limsup_{r \downarrow 0} \inf_{\theta \in S^{n-1}} \frac{\mu(X(x, r, V, \alpha) \setminus H(x, \theta, \alpha))}{h(2r)} \geq c \limsup_{r \downarrow 0} \frac{\mu(B(x, r))}{h(2r)} \]
for \( \mu \)-almost every \( x \in \mathbb{R}^n \).

\textit{Remark 3.3.} If instead of (3.8), the function \( h: (0, \infty) \rightarrow (0, \infty) \) satisfies
\[ \liminf_{r \downarrow 0} \frac{h(\gamma r)}{h(r)} \geq \gamma \]
for all \( 0 < \gamma < 1 \), then \[\[12, \text{ Proposition 3.3}\] implies that the result of Theorem 3.2 cannot hold. This shows that Theorem 3.2 fails for gauge functions such as \( h(r) = r^m / \log(1/r) \) when \( m > 0 \).

\section{Measures with Positive Dimension}

When working with a Hausdorff or packing type measure \( \mu \), it is useful to study densities such as
\[ \limsup_{r \downarrow 0} \frac{\mu(X(x, r, V, \alpha))}{h(2r)}, \]
where \( h \) is the gauge function used to construct the measure \( \mu \). However, most measures are so unevenly distributed that there are no gauge functions that could be used to approximate the measure in small balls. To obtain conical density results for general measures it seems natural to replace the value of the gauge \( h \) in the denominator by the measure of the ball \( B(x, r) \).

The following result is valid for all measures on \( \mathbb{R}^n \).

\textbf{Theorem 4.1} (\[\[5, \text{ Theorem 3.1}\]). If \( n \in \mathbb{N} \) and \( 0 < \alpha \leq 1 \), then there is a constant \( c = c(n, \alpha) > 0 \) satisfying the following: For every measure \( \mu \) on \( \mathbb{R}^n \) it holds that
\[ \limsup_{r \downarrow 0} \inf_{\theta \in S^{n-1}} \frac{\mu(B(x, r) \setminus H(x, \theta, \alpha))}{\mu(B(x, r))} \geq c \]
for \( \mu \)-almost every \( x \in \mathbb{R}^n \).

By assuming a lower bound for the Hausdorff dimension of the measure, the measure will be scattered enough so that we are able to prove a result similar to Theorem 2.4 for general measures. The \textit{(lower) Hausdorff and packing dimensions} of a measure \( \mu \) are defined by
\[ \dim_H(\mu) = \inf \{ \dim_H(A) : A \text{ is a Borel set with } \mu(A) > 0 \}; \]
\[ \dim_P(\mu) = \inf \{ \dim_P(A) : A \text{ is a Borel set with } \mu(A) > 0 \}, \]
where \( \dim_H(A) \) and \( \dim_P(A) \) denote the Hausdorff and packing dimensions of the set \( A \subset \mathbb{R}^n \), respectively. The reader is referred to \[\[15, \S 4 \text{ and } \S 5.9\].
Theorem 4.2 ([5, Theorem 4.1]). If $n \in \mathbb{N}$, $m \in \{0, \ldots, n-1\}$, $m < s \leq n$, and $0 < \alpha \leq 1$, then there is a constant $c = c(n, m, s, \alpha) > 0$ satisfying the following: For every measure $\mu$ on $\mathbb{R}^n$ with $\dim_H(\mu) \geq s$ it holds that

$$\limsup_{r \downarrow 0} \inf_{\theta \in S^{n-1}} \frac{\mu(X(x, r, V, \alpha) \setminus H(x, \theta, \alpha))}{\mu(B(x, r))} \geq c$$

for $\mu$-almost every $x \in \mathbb{R}^n$.

Question 4.3. Does Theorem 4.2 hold if we just assume $\dim_P(\mu) \geq s$ instead of $\dim_H(\mu) \geq s$?

5. PURELY UNRECTIFIABLE MEASURES

Another condition to guarantee the measure to be scattered enough is unrectifiability. A measure on $\mathbb{R}^n$ is called purely $m$-unrectifiable if $\mu(A) = 0$ for all $m$-rectifiable sets $A \subset \mathbb{R}^n$. We refer the reader to [15, §15] for the basic properties of rectifiable sets. Applying the ideas of [15, Lemma 15.14], we are able to prove the following theorem.

Theorem 5.1. If $d > 0$ and $0 < \alpha \leq 1$, then there is a constant $c = c(d, \alpha) > 0$ satisfying the following: For every $n \in \mathbb{N}$, $m \in \{1, \ldots, n-1\}$, $V \in G(n, n-m)$, and purely $m$-unrectifiable measure $\mu$ on $\mathbb{R}^n$ with

$$\limsup_{r \downarrow 0} \frac{\mu(B(x, 2r))}{\mu(B(x, r))} < d$$

for $\mu$-almost all $x \in \mathbb{R}^n$.

it holds that

$$\limsup_{r \downarrow 0} \frac{\mu(X(x, r, V, \alpha))}{\mu(B(x, r))} \geq c$$

for $\mu$-almost every $x \in \mathbb{R}^n$.

Proof. Fix $d > 0$ and $0 < \alpha \leq 1$. Observe that there exists a constant $b = b(d, \alpha) > 0$ such that any measure $\mu$ satisfying (5.1) fulfills

$$\limsup_{r \downarrow 0} \frac{\mu(B(x, 3r))}{\mu(B(x, \alpha r/20))} < b$$

for $\mu$-almost all $x \in \mathbb{R}^n$.

We will prove that (5.2) holds with $c = (4bd)^{-1}$. Assume to the contrary that for some $n \in \mathbb{N}$, $m \in \{1, \ldots, n-1\}$, $V \in G(n, n-m)$, and purely $m$-unrectifiable measure $\mu$ satisfying (5.1) there exist $r_0 > 0$ and a Borel set $A \subset \mathbb{R}^n$ with $\mu(A) > 0$ so that

$$\mu(X(x, 2r, V, \alpha)) < c \mu(B(x, 2r))$$

(5.3)
for all $0 < r < r_0$ and for every $x \in A$. We may further assume that
\[
\mu(B(x, 2r)) \leq d\mu(B(x, r)), \quad (5.4)
\]
\[
\mu(B(x, 3r)) \leq b\mu(B(x, \alpha r/20)) \quad (5.5)
\]
for all $0 < r < r_0$ and for every $x \in A$.

Recalling [15, Corollary 2.14(1)], we fix $x_0 \in A$ and $0 < r < r_0$ so that
\[
\mu(A \cap B(x_0, r)) > \mu(B(x_0, r))/2. \quad (5.6)
\]

For each $x \in A \cap B(x_0, r)$ we define $h(x) = \sup\{|y - x|: y \in A \cap X(x, r, V, \alpha/4)\}$. Since $\mu$ is purely $m$-unrectifiable, it follows from [15, Lemma 15.13] that $h(x) > 0$ for $\mu$-almost all $x \in A \cap B(x_0, r)$. For each $x \in A \cap B(x_0, r)$ with $h(x) > 0$ we choose $y_x \in A \cap X(x, r, V, \alpha/4)$ such that $|y_x - x| > 3h(x)/4$. Inspecting the proof of [15, Lemma 15.14], we see that
\[
A \cap \mathrm{proj}_{V}^{-1}(B_{V}(x, \alpha h(x)/4)) \subset X(x, 2h(x), V, \alpha) \cup X(y_x, 2h(x), V, \alpha) \quad (5.7)
\]
for all $x \in A \cap B(x_0, r)$. Applying the $5r$-covering theorem ([15, Theorem 2.1]) to the collection $\{B_{V}(x, \alpha h(x)/4) : x \in A \cap B(x_0, r) \text{ with } h(x) > 0\}$, we find a countable collection of pairwise disjoint balls $\{B_{V}(x_i, \alpha h(x_i)/20)\}_i$ so that
\[
\bigcup_{h(x) > 0} \mathrm{proj}_{V}^{-1}(B_{V}(x, \alpha h(x)/4)) \subset \bigcup_{i} \mathrm{proj}_{V}^{-1}(B_{V}(x_i, \alpha h(x_i)/4)). \quad (5.8)
\]

Now (5.8), (5.7), (5.3), (5.5), and (5.4) imply
\[
\mu(A \cap B(x_0, r)) \leq \sum_i \mu(A \cap B(x_0, r) \cap \mathrm{proj}_{V}^{-1}(B_{V}(x_i, \alpha h(x_i)/4)))
\leq c \sum_i \mu(B(x_i, 2h(x_i))) + c \sum_i \mu(B(y_x, 2h(x_i)))
\leq 2c \sum_i \mu(B(x_i, 3h(x_i))) \leq 2cb \sum_i \mu(B(x_i, \alpha h(x_i)/20))
\leq 2cb\mu(B(x_0, 2r)) \leq 2cbd\mu(B(x_0, r)) = \mu(B(x_0, r))/2,
\]
that is, a contradiction with (5.6). The proof is finished. \hfill \square

Remark 5.2. Theorem 5.1 does not hold without the assumption (5.1), see [5, Example 5.5] for a counterexample. Recall also Remark 2.2. Observe that one cannot hope to generalize the result by taking the infimum over all $V \in G(n, n-m)$ before taking the lim sup as in Theorem 2.4. A counterexample follows immediately from [5, Example 5.4] by noting that the set constructed in the example supports a $1$-regular measure, that is, a measure giving for each small ball measure proportional to the radius. See also [12, Proposition 3.3 and Remark 3.4] and [12, Question 4.2] for related discussion.
ON UPPER CONICAL DENSITY RESULTS
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