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Abstract

Currently, Medical Subject Headings (MeSH) are manually assigned to every biomedical article published and subsequently recorded in the PubMed database to facilitate retrieving relevant information. With the rapid growth of the PubMed database, large-scale biomedical document indexing becomes increasingly important. MeSH indexing is a challenging task for machine learning, as it needs to assign multiple labels to each article from an extremely large hierarchically organized collection. To address this challenge, we propose KenMeSH, an end-to-end model that combines new text features and a dynamic Knowledge-enhanced mask attention that integrates document features with MeSH label hierarchy and journal correlation features to index MeSH terms. Experimental results show the proposed method achieves state-of-the-art performance on a number of measures.

1 Introduction

The PubMed\textsuperscript{1} database is a resource that provides access to the MEDLINE bibliographic database of references and abstracts together with the full text articles of some of these citations which are available in the PubMed Central\textsuperscript{2} (PMC) repository. MEDLINE\textsuperscript{3} contains more than 28 million references (as of Feb. 2021) to journal articles in the biomedical, health, and related disciplines. Journal articles in MEDLINE are indexed according to Medical Subject Headings (MeSH)\textsuperscript{4}, an hierarchically organized vocabulary that has been developed and maintained by the National Library of Medicine (NLM)\textsuperscript{5}. Currently, there are 29,369 main MeSH headings, and each MEDLINE citation has 13 MeSH indices, on average. MeSH terms are distinctive features of MEDLINE and can be used in many applications in biomedical text mining and information retrieval (Lu et al., 2008; Huang et al., 2011; Gu et al., 2013), being recognized as important tools for research (e.g., knowledge discovery and hypothesis generation).

Currently, MeSH indexing is done by human annotators who examine full articles and assign MeSH terms to each article according to rules set by NLM\textsuperscript{6}. Human annotation is time consuming and costly – the average cost of annotating one article in MEDLINE is about $9.40 (Mork et al., 2013). Nearly 1 million citations were added to MEDLINE in 2020 (approximately 2,600 on a daily basis)\textsuperscript{7}. The rate of articles being added to the MEDLINE database is constantly increasing, so there is a huge financial and time-consuming cost for the status quo. Therefore, it is imperative to develop an automatic annotation system that can assist MeSH indexing of large-scale biomedical articles efficiently and accurately.

Automatic MeSH indexing can be regarded as an extreme multi-label text classification (XMC) problem, where each article can be labeled with multiple MeSH terms. Compared with standard multi-label problems, XMC finds relevant labels from an enormous set of candidate labels. The challenge of large-scale MeSH indexing comes from both the label and article sides. Currently, there are more than 29,000 distinct MeSH terms, and new MeSH terms are updated to the vocabulary every year. The frequency of different MeSH terms appearing in documents are quite imbalanced. For instance, the most frequent MeSH term, ‘humans’, appears in more than 8 million citations; ‘Pandanaceae’, on the other hand, appears in only 31 documents (Zhai
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et al., 2015). In addition, the MeSH terms that have been assigned to each article varies greatly, ranging from more than 30 to fewer than 5. Furthermore, semantic features of the biomedical literature are complicated to capture, as they contain many domain-specific concepts, phrases, and abbreviations. The aforementioned difficulties make the task more complicated to generate an effective and efficient prediction model for MeSH indexing.

In this work, inspired by the rapid development of deep learning, we propose a novel neural architecture called KenMeSH (Knowledge-enhanced MeSH labelling) which is suitable for handling XMC problems where the labels are arrayed hierarchically and could capture useful information as a directed graph. Our method uses a dynamic knowledge-enhanced mask attention mechanism and incorporates document features together with label features to index biomedical articles. Our major contributions are:

1. We design a multi-channel document representation module to extract document features from the title and the abstract using a bidirectional LSTM. We use multi-level dilated convolution to capture semantic units in the abstract channel. This module combines a hybrid of information, at the levels of words and the latent representations of the semantic units, to capture local correlations and long-term dependencies from text.
2. Our proposed method appears to be the first to employ graph convolutional neural networks that integrate information from the complete MeSH hierarchy to map label representations.
3. We propose a novel dynamic knowledge-enhanced mask attention mechanism which incorporates external journal-MeSH co-occurrence information and document similarity in the PubMed database to constrain the large universe of possible labels in the MeSH indexing task.
4. We evaluate our model on a corpus of PMC articles. Our proposed method consistently achieves superior performance over previous approaches on a number of measures.

2 Related Work

2.1 Automatic MeSH Indexing

To address the MeSH indexing task mentioned in above section, the National Library of Medicine developed Medical Text Indexer (MTI) – software that automatically recommends MeSH terms to each MEDLINE article using the abstract and title as input (Aronson et al., 2004). It first generates the candidate MeSH terms for given articles, and then ranks the candidates to provide the final predictions. There are two modules in MTI – MetaMap Indexing (MMI) and PubMed-Related Citations (PRC) (Lin and Wilbur, 2007; Aronson and Lang, 2010). MetaMap is NLM-developed software which extracts the biomedical concepts in the documents and maps them to Unified Medical Language System concepts. MMI recommends MeSH terms using the biomedical concepts discovered by MetaMap. PRC uses k-nearest neighbours to find the MeSH annotations of similar citations in MEDLINE. The two mentioned sets of MeSH terms combine the final MeSH recommendations from MTI.

BioASQ8, an EU-funded project, has organized challenges on automatic MeSH indexing since 2013, which provides opportunities to involve more participants in continuing to the development of MeSH indexing systems. Many effective MeSH indexing systems have been developed since then, such as MeSHLabeler (Liu et al., 2015), DeepMeSH (Peng et al., 2016), AttentionMeSH (Jin et al., 2018), and MeSHProbeNet (Xun et al., 2019). MeSHLabeler introduced a Learning-to-Rank (LTR) framework, which is a two-step strategy, first predicting the candidate MeSH terms and then ranking them to obtain the final suggestions. MeSHLabeler first trained an independent binary classifier for each MeSH term and then used various evidence, including similar publications and term frequencies, to rank candidate MeSH terms. DeepMeSH is an improved version of MeSHLabeler, which also uses the LTR strategy. It first generates MeSH predictions by incorporating deep semantics in the word embedding space, and then ranks the candidates. AttentionMeSH and MeSHProbeNet are based on bidirectional recurrent neural networks (RNNs) and attention mechanisms. The main difference between AttentionMeSH and MeSHProbeNet is that the former uses a label-wise attention mechanism while the latter develops self-attentive MeSH probes to extract comprehensive aspects of information from the input articles.

Studies in MeSH indexing with full texts are very limited because of restrictions on full text ac-
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cess. Jimeno-Yepes et al. (2013) randomly selected 1413 articles from the PMC Open Access Subset and used automatically-generated summaries from these full texts as input to MTI for MeSH indexing. Demner-Fushman and Mork (2015) collected 14,828 full text articles from PMC Open Access Subset and developed a rule-based string-matching algorithm to extract a subject of MeSH terms called ‘check tags’ that are used to describe the characteristics of the subjects. Wang and Mercer (2019) randomly selected 257,590 full text articles from PMC Open Access Subset and developed a multi-channel model using CNN-based feature selection to extract important information from different sections of the articles. HGNC4MeSH (Yu et al., 2020) used the PMC dataset generated by Wang and Mercer (2019) and employed graph convolutional neural network to learn the co-occurrences between MeSH terms. FullMeSH (Dai et al., 2019) and BERTMeSH (You et al., 2020) used all available full text articles in PMC Open Access Subset. FullMeSH applied an attention-based CNN to predict the MeSH terms and LTR to get the final MeSH candidates; BERTMeSH incorporated pre-trained BERT and an attention mechanism to improve the performance of MeSH indexing.

2.2 Graph Convolutional Networks in Natural Language Processing

Graph convolutional networks (GCNs) (Kipf and Welling, 2017) have received considerable attention and achieved remarkable success in natural language processing recently.

Some text classification systems introduce GCN by formulating their problems as graph-structural tasks. For instance, TextGCN (Yao et al., 2019) built a single text graph for a corpus based on word co-occurrence and document word relations to infer labels. Zhang et al. (2019a) built a GCN-based dependency tree of a sentence to exploit syntactical information and word dependencies for sentiment analysis. Other research focused on learning the relationships between nodes in a graph, such as the label co-occurrences for multi-label text classifications; e.g., MAGNET (Pal et al., 2020) built a label graph to capture dependency structures among labels, and Rios and Kavuluru (2018) built a multi-label classifier that was learned from a 2-layer GCN over the label hierarchy.

GCN also provides a powerful toolkit for embedding the taxonomies into low dimension representations that could be utilized for specific tasks. For instance, Pujary et al. (2020) used GCN to learn an undirected graph derived from disease names in the MeSH taxonomy in order to detect and normalize disease mentions in biomedical texts.

3 Proposed Model

MeSH indexing can be regarded as a multi-label text classification problem in which, given a set of biomedical documents $\mathcal{X} = \{x_1, x_2, ..., x_n\}$ and a set of MeSH labels $\mathcal{Y} = \{y_1, y_2, ..., y_L\}$, multi-label classification learns the function $f : \mathcal{X} \rightarrow [0, 1]^{\mathcal{Y}}$ using the training set $\mathcal{D} = (x_i, Y_i)$, $i = 1, ..., n$, where $n$ is the number of documents in the set.

Figure 1 illustrates our overall architecture. Our model is composed of a multi-channel document representation module, a label features learning module, a dynamic semantic mask attention module, and a classifier.

3.1 Multi-channel Document Representation Module

The multi-channel document representation module has two input channels – the title channel and the abstract channel, for each type of text. These two texts are represented by two embedding matrices, namely $E_{\text{title}} \in \mathbb{R}^{d}$, the word embedding matrix for the title, and $E_{\text{abstract}} \in \mathbb{R}^{d}$, the word embedding matrix for the abstract. We first apply a bidirectional Long Short-Term Memory (biLSTM) network (Hochreiter and Schmidhuber, 1997) in both channels to encode the two types of text and to generate the hidden representations $h_t$ for each word at time step $t$. The computations of $\tilde{h}_t$ and $\hat{h}_t$ are illustrated below:

\[
\tilde{h}_t = \text{LSTM}(x_t, \tilde{h}_{t-1}, c_{t-1}) \\
\hat{h}_t = \text{LSTM}(x_t, \hat{h}_{t-1}, c_{t-1})
\]

Then we obtain the final representation for each word by concatenating the hidden states from both directions, namely $h_t = [\tilde{h}_t ; \hat{h}_t]$ and $h_t \in \mathbb{R}^{l \times 2d_h}$, where $l$ is the number of words in the text and $d_h$ is the hidden dimensions. The biLSTM returns context-aware representations $H_{\text{title}}$ and $H_{\text{abstract}}$ for the title and abstract channels, respectively:

\[
H_{\text{title}} = \text{biLSTM}(E_{\text{title}}) \\
H_{\text{abstract}} = \text{biLSTM}(E_{\text{abstract}})
\]
Figure 1: Model Architecture - There are three main components in our method. First, a multi-channel document representation module operates on the title and abstract of an input article. Second, a 2-layer GCN creates label vectors. Lastly, a masked attention component calculates the label-specific attention vectors used for predictions.

In order to generate high-level semantic representations of abstracts, we introduce a dilated convolutional neural network (DCNN) to the abstract channel. The concept of dilated convolution was originally developed for wavelet decomposition (Holschneider et al., 1990), and has been applied to NLP tasks such as neural machine translation (Kalchbrenner et al., 2017) and text classification (Lin et al., 2018). The main idea of DCNN is to insert ‘holes’ in convolutional kernels, which extract the longer-term dependencies and generate higher-level representations, such as phases and sentences. Following Lin et al. (2018), we apply a multi-level DCNN with different dilation rates on top of the hidden representations generated by the biLSTM on the abstract channel. Small dilation rates capture phrase-level information, and large ones capture sentence-level information. The DCNN returns the semantic features of the abstract channel $D_{abstract} \in \mathbb{R}^{(l-s+1) \times 2d_h}$, where $s$ is the width of the convolution kernels.

3.2 Label Features Learning Module

MeSH taxonomies are organized in 16 categories, and each is further divided into subcategories. Within each subcategory, MeSH terms are ordered hierarchically from most general to most specific, up to 13 hierarchical levels. As the MeSH hierarchy is important to our task, we use a two-layer GCN to incorporate the hierarchical parent and child information among labels. We first use the MeSH descriptors to generate a label feature vector for each MeSH term. Each label vector is calculated by averaging the word embedding of each word in its descriptors:

$$v_i = \frac{1}{N} \sum_{j \in N} w_{j,i}, i = 1, 2, ..., L,$$

where $v_i \in \mathbb{R}^d$, $N$ is the number of words in its descriptor, and $L$ is the number of labels. In the graph structure, we formulate each node as a MeSH label, and edges represent relationships in the MeSH hierarchy. The edge types of a node include edges from its parent, from its children, and from itself. At each GCN layer, the node feature is aggregated by its parent and children to form the new label feature for the next layer:

$$h^{l+1} = \sigma(A \cdot h^l \cdot W^l),$$

where $h^l$ and $h^{l+1} \in \mathbb{R}^{L \times d}$ indicate the node presentation of the $l^{th}$ and $(l+1)^{th}$ layers, $\sigma(\cdot)$ denotes an activation function, $A$ is the adjacency matrix of the MeSH hierarchical graph, and $W^l$ is...
a layer-specific trainable weight matrix. We then concatenate the label feature vectors from descriptors in Equation 3 with GCN label vectors to form:

$$H_{\text{label}} = [v : h^{l+1}],$$

where $H_{\text{label}} \in \mathbb{R}^{L \times 2d}$ is the final label vector.

### 3.3 Dynamic Knowledge-enhanced Mask Attention Module

In the dynamic knowledge-enhanced mask attention module, we integrate external knowledge from outside sources to generate a unique mask for each article dynamically. We consider only a subset of the full MeSH list by employing a masked label-wise attention that computes the element-wise multiplication of a mask matrix and an attention matrix for two reasons. First, the MeSH terms are numerous and have widely varying occurrence frequencies. Therefore, for each MeSH label, there are far more negative examples than positive ones. For each article, selecting a subset of MeSH labels, namely a MeSH mask, down-samples the negative examples, which forces the classifier to concentrate on the candidate labels. Second, the issue with the original attention mechanism (Bahdanau et al., 2015) is that the classifier focuses on spotting relevant information for all predicted labels, which is a lack of pertinence. Using a masked label-wise attention allows the classifier to find relevant information for each label inside the MeSH mask.

The dynamic ensures that the module generates a unique MeSH mask for each article, specifically. To generate the MeSH masks, we consider two external knowledge sources: journal information and document similarity. The journal information refers to the name of the journal in which an article was published, which usually defines a specific research domain. We expect that articles published in the same journal tend to be indexed with MeSH terms that are relevant to the journal’s research focus. We build a journal–MeSH label co-occurrence matrix using conditional probabilities, i.e., $P(L_i | J_j)$, which denote the probabilities of occurrence of label $L_i$ when journal $J_j$ appears.

$$P(L_i | J_j) = \frac{C_{L_i \cap J_j}}{C_{J_j}},$$

where $C_{L_i \cap J_j}$ denotes the number of co-occurrences of $L_i$ and $J_j$, and $C_{J_j}$ is the number of occurrences of $J_j$ in the training set. To avoid the noise of rare co-occurrences, a threshold $\tau$ filters noisy correlations. $M_j$ denotes the MeSH label set for journal $j$.

$$M_j = \{L_k | P(L_k | J_j) > \tau, k = 1, ..., L\}$$

We then use $k$-nearest neighbors (KNN) to choose a subset of specific MeSH terms for each article by referring to document similarity. We represent each article by the IDF-weighted sum of word embeddings in the abstract:

$$D_{idf} = \frac{\sum_{i=1}^{n} \text{IDF}_i \times e_i}{\sum_{i=1}^{n} \text{IDF}_i},$$

where $e_i$ is the word embedding, and $\text{IDF}_i$ is the inverse document frequency of the word. Next, we use KNN based on cosine similarity between abstracts to find the $K$ nearest neighbours for each article in the training set. To form the unique MeSH mask for article $a$, we collect MeSH terms $M_a$ from the neighbours of $a$:

$$M_a = T_1 \cup T_2 \cup ... \cup T_K,$$

where $T_i$ is the MeSH label set from the $i^{th}$ neighbour of $a$. We then join the MeSH labels generated from journal–MeSH co-occurrence for the journal that article $a$ has been published in together with the MeSH terms obtained from the neighbours of article $a$ to form the final MeSH mask label set $M$:

$$M = M_j \cup M_a$$

Then we assign a value to each label in $\mathcal{Y}$ to form $M_{\text{vec}} \in [0, 1]^{|\mathcal{Y}|}$. If the label appears in $M$, we assign 1, 0 otherwise. The label order of $M_{\text{vec}}$ is the same as $H_{\text{label}}$.

We calculate the similarity between MeSH terms and the texts in two channels by applying masked label-wise attention.

$$H_{\text{masked}} = H_{\text{label}} \odot M_{\text{vec}}$$

$$\alpha_{\text{title}} = \text{Softmax}(H_{\text{title}} : H_{\text{masked}})$$

$$\alpha_{\text{abstract}} = \text{Softmax}(D_{\text{abstract}} : H_{\text{masked}}),$$

where $\odot$ denotes element-wise multiplication, $H_{\text{masked}}$ denotes the masked label features, and $\alpha_{\text{title}}$ and $\alpha_{\text{abstract}}$ measure how informative each text fragment is for each label in the title and abstract channels, respectively. We then generate the label-specific title and abstract representations, respectively:

$$c_{\text{title}} = \alpha_{\text{title}}^T \cdot H_{\text{title}}$$

$$c_{\text{abstract}} = \alpha_{\text{abstract}}^T \cdot D_{\text{abstract}},$$

(12)
### Table 1: Comparison to previous methods across two main evaluation metrics. Methods marked as Full are trained on entire PMC articles, others on abstracts and titles only. Bold: best scores in each column.

| Method            | MF      | MP      | MR      | ERB     | EBR     | EBR     |
|-------------------|---------|---------|---------|---------|---------|---------|
| MTH               | 0.393   | 0.379   | 0.402   | 0.393   | 0.378   | 0.408   |
| HGCN4MeSH         | 0.724   | 0.763   | 0.399   | 0.729   | 0.762   | 0.805   |
| DeepMeSH          | 0.429   | 0.469   | 0.414   | 0.385   | 0.400   | 0.624   |
| BERTMeSH          | 0.867   | 0.760   | 0.290   | 0.850   | 0.790   | 0.850   |
| FullMeSH (Full)   | 0.888   | 0.825   | 0.263   | 0.864   | 0.837   | 0.887   |
| BERTMeSH (Full)   | 0.888   | 0.825   | 0.263   | 0.864   | 0.837   | 0.887   |
| KenMeSH           | 0.745   | 0.864   | 0.655   | 0.738   | 0.863   | 0.644   |

### Table 2: Comparison to HGCN4MeSH across ranking based measures. Bold: best scores in each row.

| Ranking Based Measure | HGCN4MeSH | KenMeSH |
|-----------------------|-----------|---------|
| P@1                   | 0.961     | 0.993±0.001 |
| P@3                   | 0.870     | 0.972±0.005 |
| P@5                   | 0.788     | 0.937±0.010 |
| P@10                  | 0.620     | 0.801±0.015 |
| P@15                  | 0.501     | 0.659±0.013 |
| R@1                   | 0.077     | 0.081±0.000 |
| R@3                   | 0.204     | 0.234±0.001 |
| R@5                   | 0.302     | 0.370±0.005 |
| R@10                  | 0.460     | 0.603±0.012 |
| R@15                  | 0.549     | 0.722±0.014 |

### 4 Experiment

#### 4.1 Datasets

We follow Dai et al. (2019) and You et al. (2020) by using the PMC FTP service\(^9\) (Comeau et al., 2019) and downloading PMC Open Access Subset (as of Sep. 2021), totalling 3,601,092 citations. We also download the entire MEDLINE collection based on the PubMed Annual Baseline Repository (as of Dec. 2020) and obtain a set of 1,850,051 citations with titles and abstracts. In order to reduce bias, we only focus on articles that are annotated by human curators (not annotated by a ‘curated’ or ‘auto’ modes in MEDLINE). We then match PMC articles with the citations in PubMed to PMID and obtain a set of 1,284,308 citations. Out of these PMC articles, we use the latest 20,000 articles as the test set, the next latest 200,000 articles as the validation data set, and the remaining 1.24M articles as the training set. In total, 28,415 distinct MeSH terms are covered in the training dataset.

#### 4.2 Implementation Details

We implement our model in PyTorch (Paszke et al., 2019). For pre-processing, we removed non-alphanumeric characters, stop words, punctuation, and single character words, and we converted all words to lowercase. Titles longer than 100 characters and abstracts longer than 400 characters are truncated. We use pre-trained biomedical word embeddings (BioWordVec) (Zhang et al., 2019b), and the embedding dimension is 200. To avoid overfitting, we use dropout directly after the embedding layer with a rate of 0.2. The number of units in hidden layers are 200 in all three modules. We use a three-level dilated convolution with dilation rate [1, 2, 3] and select 1000 nearest documents to generate MeSH masks for each article. We use FAISS (Johnson et al., 2019) to find similar documents for each citation among the training set, and the whole process takes 10 hours. We use Adam optimizer (Kingma and Ba, 2015) and early stopping strategies. The learning rate is initialized to 0.0003, and the decay rate is 0.9 in every epoch. The gradient clip is applied to the maximum norm of 5. The batch size is 32. The model trained for 50 hours on a single NVIDIA V100 GPU. The detailed hyper-parameter settings are shown in Table 3. The code for our method is available at https://github.com/xdwang0726/KenMeSH.

---

\(^9\)https://www.ncbi.nlm.nih.gov/research/bionlp/APIs/BioC-PMC
### 4.3 Evaluation Metrics

We use three main evaluation metrics to test the performance of MeSH indexing systems: Micro-average measure (MiM), example-based measure (EBM), and ranking-based measure (RBM), where MiM and EBM are commonly used in MeSH indexing tasks and RBM is commonly used in evaluating multi-label classification. Micro-average F-measure (MiF) aggregate the global contributions of all MeSH labels and then calculate the harmonic mean of micro-average precision (MiP) and micro-average recall (MiR), which are heavily influenced by frequent MeSH terms. Example-based measures are computed per data point, which computes the harmonic mean of standard precision (EBP) and recall (EBR) for each data point. In the ranking-based measure, precision at \(k\) \((P@k)\) shows the number of relevant MeSH terms that are suggested in the top-\(k\) recommendations of the MeSH indexing system, and recall at \(k\) \((R@k)\) indicates the proportion of relevant items that are suggested in the top-\(k\) recommendations. The detailed computations of evaluation metrics can be found in Appendix A.

The threshold has a large influence on MiF and EBF, see Appendix B. We select final MeSH labels whose predicted probability is larger than a tuned threshold \(t_i\):

\[
MeSH_i = \begin{cases} 
\hat{y}_i \geq t_i, & 1 \\
\hat{y}_i < t_i, & 0 
\end{cases} \quad (16)
\]

where \(t_i\) is the threshold for MeSH term \(i\). We compute optimal threshold for each MeSH term on the validation set following Pillai et al. (2013) that tunes \(t_i\) by maximizing MiF:

\[
t_i = \arg \max T MiF(T), \quad (17)
\]

where \(T\) denotes all possible threshold values for label \(i\).

### 5 Results and Ablation Studies

We evaluate our proposed model with five state-of-the-art models: MTI, DeepMeSH, FullMeSH, BERTMeSH and HGCN4MeSH. Among these, MTI, DeepMeSH, BERTMeSH, and HGCN4MeSH are trained with abstracts and titles only; FullMeSH (Full) and BERTMeSH (Full) are trained with full PMC articles. Our proposed model is trained on titles and abstracts, and is tested using 20,000 of the latest articles. We mainly focus on MiF, which is the main evaluation metric in MeSH indexing task.

We compare our model against previous related systems on micro-average measure and example-bases measure in Table 1. Each row in the table shows all evaluation metrics on a specific method, where the best score for each metric is indicated. As reported, our model achieves the best performance on most evaluation metrics, except MiR and EBR, on which BERTMeSH (Full) achieves the best performance. This is because that BERTMeSH (Full) is trained on full text articles, which uses much more content information in the articles than ours. Our model outperforms the subset of systems that were trained only on the abstract and the title – MTI, HGCN4MeSH, DeepMeSH and BERTMeSH in all metrics. Most importantly, there is improvement in precision without a decrease in recall. Comparing with systems trained on full articles indicates that our model achieves the best MiF, and is only slightly below BERTMeSH (Full) on MiR (0.4 percentage points). Although our model is trained only on the abstract and title (which may suggest that it captures less complex semantics), it performs very well against more complex systems. Furthermore, we compare the performance of our model with HGCN4MeSH on ranking-based measures that do not require a specific threshold. The results, summarized in Table 2, show that our model always performs better than HGCN4MeSH with up to almost 18% improvement.

As the frequency of different MeSH terms are imbalanced, we are interested in examining the efficiency of our model on infrequent MeSH terms. We divide MeSH terms into four groups based on the number of occurrences in the training set: \((0, 100),\) \((100, 1000),\) \((1000, 5000),\) and \((5000, \) ). Figure 2a shows the distribution of MeSH terms and percent of occurrence among the four divided groups in the training set, which indicates that the distribution of MeSH frequency is highly biased and it
Table 4: Ablation experiment results. (a) Without multi-channel settings, texts and abstracts are in the same channel. (b) Without DCNN on the abstract channel. (c) Without label feature module. (d) Without semantic mask attention module. Bold: best scores.

| Methods          | precision @ k | Micro-average Measure | Example Based Measure |
|------------------|---------------|-----------------------|-----------------------|
|                  | p@1 | p@3 | p@5 | MiF | MiP | MiR | EBF | EBP | EBR |
| **Full Model**   | 0.993 | 0.972 | 0.936 | 0.745 | 0.864 | 0.655 | 0.738 | 0.863 | 0.644 |
| Ablation-(a)     | 0.983 | 0.938 | 0.882 | 0.672 | 0.752 | 0.609 | 0.680 | 0.751 | 0.621 |
| Ablation-(b)     | 0.988 | 0.952 | 0.900 | 0.687 | 0.788 | 0.551 | 0.695 | 0.788 | 0.622 |
| Ablation-(c)     | 0.968 | 0.893 | 0.816 | 0.554 | 0.789 | 0.427 | 0.548 | 0.791 | 0.419 |
| Ablation-(d)     | 0.987 | 0.949 | 0.896 | 0.674 | 0.806 | 0.579 | 0.681 | 0.805 | 0.591 |

We are interested in studying how the effectiveness and robustness of our model are due to the various modules, such as the multi-channel mechanism, the dilated CNN, the label graph, and masked attention. To further understand the impacts of these factors, we conduct controlled experiments with four different settings: (a) examining a single channel architecture by concatenating the title and abstract as input into the abstract channel; (b) removing the dilated CNN; (c) replacing the label feature learning module with a fully connected layer; and (d) removing the masked attention module. The influence of each of these modules can then be evaluated individually. The results are summarized in Table 4.

Impacts on Multi-channel Settings As shown in Table 4, the multi-channel setting outperforms the single channel one. The reason for this could be that the single channel model misses some important features in titles and abstracts in the LSTM layer. LSTM has the capability to learn and remember over long sequences of inputs, but it can be challenging to use when facing very long input sequences. Concatenating the title and abstract into one longer sequence may hurt the performance of LSTM. To be more explicit, the single channel model may be remembering insignificant features in the LSTM layer when dealing with longer sequences. Therefore, extracting information from the title and the abstract separately is better than directly concatenating the information.

Impacts on Dilated Semantic Feature Extractions As reported in Table 4, the performance drops when removing the dilated CNN layer. The reason for this seems to be that multi-level dilated CNNs can extract high-level semantic information from the semantic units that are often wrapped in phrases or sentences, and then capture local correlation together with longer-term dependencies from the text. Compared with word-level information extracted from the biLSTM layer, high-level information extracted from the semantic units seems to provide better understanding of the text, at least for the purposes of labelling.
Impacts on Learning Label Features  As shown in Table 4, not learning the label features has the largest negative impacts on performance especially for recall (and subsequently F-measure). By removing the label features, the model pays more attention to the frequent MeSH terms and misclassifies infrequent labels as negative. This indicates that label features learned through GCN can capture the hierarchical information between MeSH terms, and MeSH indexing for infrequent terms can benefit from this hierarchical information.

Impacts on Dynamic Knowledge-enhanced Mask Attention  Table 4 shows a performance drop when removing the masked attention layer, suggesting that the attention mechanism has positive impacts on performance. This result further suggest that the masked attention takes advantage of incorporating external knowledge to alleviate the extremely large pool of possible labels. To select the proper mask for each article, two hyperparameters are used: threshold $\tau$ for journal-MeSH occurrence and the number of nearest articles $K$. With $\tau = 0.5$ and $K = 1000$, all of the gold-standard MeSH labels are guaranteed to be in the mask.

6 Conclusion

We propose a novel end-to-end model integrating document features and label hierarchical features for MeSH indexing. We use a novel dynamic knowledge-enhanced mask attention mechanism to handle the large universe of candidate MeSH terms and employ GCN in extracting label correlations. Experimental results demonstrate that our proposed model significantly outperforms the baseline models and provides especially large improvements on infrequent MeSH labels.

In the future, we believe two important research directions will lead to further improvements. First, we plan to explore full text articles, which contain more information, to see whether our model takes advantage of the full text to improve the performance of large-scale MeSH indexing. Second, we are interested in integrating knowledge from the Unified Medical Language System (UMLS) (Bodenreider, 2004), a comprehensive ontology of biomedical concepts, in our model.
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### A Evaluation Metrics

Micro F-measure (MiF) computes the harmonic mean of micro-average precision (MiP) and micro-average recall (MiR):

$$MiF = \frac{2 \times MiR \times MiP}{MiR + MiP},$$  \hspace{1cm} (18)

where

$$MiP = \frac{\sum_{j=1}^{L} TP_j}{\sum_{j=1}^{L} TP_j + \sum_{j=1}^{L} FP_j},$$  \hspace{1cm} (19)

$$MiR = \frac{\sum_{j=1}^{L} TP_j}{\sum_{j=1}^{L} TP_j + \sum_{j=1}^{L} FN_j},$$  \hspace{1cm} (20)

where $TP_j$, $FP_j$ and $FN_j$ as true positives, false positives, and false negatives respectively for each label $l_j$ in the set of total labels $L$.

EBF can be computed as the harmonic mean of standard precision (EBP) and recall (EBR):

$$EBF = \frac{2 \times EBR \times EBP}{EBR + EBP},$$  \hspace{1cm} (21)

where

$$EBP = \frac{1}{N} \sum_{i=1}^{N} \frac{|y_i \cap \hat{y}_i|}{|\hat{y}_i|},$$  \hspace{1cm} (22)

$$EBR = \frac{1}{N} \sum_{i=1}^{N} \frac{|y_i \cap \hat{y}_i|}{|y_i|},$$  \hspace{1cm} (23)

where $y_i$ is the true label set and $\hat{y}_i$ is the predicted label set for instance $i$, $N$ represents the total number of instance.

### B Threshold Selection Affects the Measurements

| Threshold Values | Micro-average Measure | Example Based Measure |
|------------------|-----------------------|-----------------------|
| 0.5              | 0.908                 | 0.716                 |
| 0.05             | 0.864                 | 0.747                 |
| 0.005            | 0.858                 | 0.749                 |
| 0.0005           | 0.864                 | 0.738                 |

Table 5: Comparison to different threshold values across two main evaluation metrics.

Thresholds have a huge impact on multi-label evaluation measures. We test the model’s performance on the example-based measure and the micro-average measure under different thresholds, and the results are summarized in Table 5. Our goal is to obtain a maximized MiF.