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Abstract. Under what circumstances can a system be said to have beliefs and goals, and how do such agency-related features relate to its physical state? Recent work has proposed a notion of interpretation map, a function that maps the state of a system to a probability distribution representing its beliefs about an external world. Such a map is not completely arbitrary, as the beliefs it attributes to the system must evolve over time in a manner that is consistent with Bayes’ theorem, and consequently the dynamics of a system constrain its possible interpretations. Here we build on this approach, proposing a notion of interpretation not just in terms of beliefs but in terms of goals and actions. To do this we make use of the existing theory of partially observable Markov processes (POMDPs): we say that a system can be interpreted as a solution to a POMDP if it not only admits an interpretation map describing its beliefs about the hidden state of a POMDP but also takes actions that are optimal according to its belief state. An agent is then a system together with an interpretation of this system as a POMDP solution. Although POMDPs are not the only possible formulation of what it means to have a goal, this nevertheless represents a step towards a more general formal definition of what it means for a system to be an agent.
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1 Introduction

This work is a contribution to the general question of when a physical system can justifiably be seen as an agent. We are still far from answering this question in full generality but employ here a set of limiting assumptions / conceptual commitments that allow us to provide an example of the kind of answer we are looking for.

The basic idea is inspired by but different from Dennett’s proposal to use so-called stances [4], which says we should interpret a system as an agent if
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taking the *intentional stance* improves our predictions of its behavior beyond those obtained by the *physical stance* (or the design stance, but we ignore this stance here). Taking the physical stance means using the dynamical laws of the (microscopic) physical constituents of the system. Taking the intentional stance means ignoring the dynamics of the physical constituents of the system and instead interpreting it as a rational agent with beliefs and desires. (We content ourselves with only ascribing *goals* instead of desires.) A quantitative method to perform this comparison of stances can be found in [12].

In contrast to using a comparison of prediction performance of different stances we propose to decide whether a system can be interpreted as an agent by checking whether its physical dynamics are *consistent* with an interpretation as a rational agent with beliefs and goals. In other words, assuming that we know what happens in the system on the physical level (admittedly a strong assumption), we propose to check whether we can consistently ascribe meaning to its physical states, such that they appear to implement a process of belief updating and decision making.

A formal example definition of what it means for an interpretation to be consistent was recently published in [16]. This establishes a notion of consistent interpretation as a Bayesian *reasoner*, meaning something that receives inputs and uses them to make inferences about some hidden variable, but does not take actions or pursue a goal.

Briefly, such an interpretation consists of a map from the physical / internal states of the system to Bayesian beliefs about hidden states (that is, probability distributions over them), as well as a model describing how the hidden states determine the next hidden state and the input to the system. To be consistent, if the internal state at time $t$ is mapped to some belief, then the internal state at time $t + 1$ must map to the Bayesian posterior of that belief, given the input that was received in between the two time steps.

In other words, the internal state parameterizes beliefs and the system updates the parameters in a way that makes the parameterized belief change according to Bayes law. A Bayesian reasoner is not an agent however. It lacks both goals and rationality since it neither has a goal nor actions that it could rationally take to bring the goal about.

Here we build on the notion of consistent interpretations of [16] and show how it can be extended to also include the attribution of goals and rationality.

For this we employ the class of problems called partially observable Markov decision processes (POMDPs), which are well suited to our purpose. These provide hidden states to parameterize beliefs over, a notion of a goal, and a notion of what it means to act optimally, and thus rationally, with respect to this goal. Note that both the hidden states and the goal (which will be represented by rewards) are not assumed to have a physical realization. They are part of the interpretation and therefore only need to exist in the mathematical sense. Informally, the hidden state is assumed by the agent to exist, but need not match a state of the true external world.
We will see that given a pair of a physical system (as modelled by a stochastic Moore machine) and a POMDP it can in principle be checked whether the system does indeed parameterize beliefs over the hidden states and act optimally with respect to the goal and its beliefs (definition 5). We then say the system can be interpreted as solving the POMDP, and we propose to call the pair of system and POMDP an agent. This constitutes an example of a formal definition of a rational agent with beliefs and goals.

To get there however we need to make some conceptual commitments / assumptions that restrict the scope of our definition. Note that we do not make these commitments because we believe they are particularly realistic or useful for the description of real world agents like living organisms, but only because they make it possible to be relatively precise. We suspect that each of these choices has alternatives that lead to other notions of agents. Furthermore, we do not argue that all agents are rational, nor that they all have beliefs and goals. These are properties of the particular notion of agent we define here, but there are certainly other notions of agent that one might want to consider.

The first commitment is with respect to the notion of system. Generally, the question of which physical systems are agents may require us to clarify how we obtain a candidate physical system from a causally closed universe and what the type of the resulting candidate physical system is. This can be done by defining what it means to be an individual and / or identifying some kind of boundary. Steps in this direction have been made in the context of cellular automata e.g. by [1,2] and in the context of stochastic differential equations by [5,7].

We here restrict our scope by assuming that the candidate physical system is a stochastic Moore machine (definition 2). A stochastic Moore machine has inputs, a dynamic and possibly stochastic internal state, and outputs that deterministically depend on the internal state only. This is far from the most general types of system that could be considered, but it is general enough to represent the digital computers controlling most artificial agents at present. It it also similar to a time and space discretized version of the dynamics of the internal state of the literature on the free energy principle (FEP) [7].

Already at this point the reader may expect that the inputs of the Moore machine will play the role of sensor values and the outputs that of actions and this will indeed be the case. Furthermore, the role of the “physical constituents” or physical state (of Dennett’s physical stance) will be played by the internal state of the machine and this state will be equipped with a kind of consistent Bayesian interpretation. In other words, it will be parameterizing/determining probabilistic beliefs. This is similar to the role of internal states in the FEP.

For our formal notion of beliefs we commit to probability distributions that are updated in accordance with Bayes law.

The third commitment is with respect to a formal notion of goals and rationality. As already mentioned, for those we employ POMDPs. These provide both a formal notion of goals via expected reward maximization and a formal notion of rational behavior via their optimal policy.
Combining these commitments we want to express when exactly a system can be interpreted as a rational agent with beliefs and goals.

Rational agents take the optimal actions with respect to their goals and beliefs. The convenient feature of POMDPs for our purposes is that the optimal policies are usually expressed as functions of probabilistic beliefs about the hidden state of the POMDP. For this to work, the probabilistic beliefs must be updated correctly according to Bayesian principles. It then turns out that these standard solutions for POMDPs can be turned into stochastic Moore machines whose states are the (correctly updated) probabilistic beliefs themselves and whose outputs are the optimal actions.

This has two consequences. One is that it seems justified to interpret such stochastic Moore machines as rational agents that have beliefs and goals. Another is that there are stochastic Moore machines that solve POMDPs. Accordingly, our definition of stochastic Moore machines that solve POMDPs (definition 5) applies to these machines.

In addition to such machines, however, we want to include machines whose states only parameterize (and are not equal to) the probabilistic beliefs over hidden states and who output optimal actions. We achieve this by employing an adapted notion of a consistent interpretation (definition 3). A stochastic Moore machine can then be interpreted as solving a POMDP if it has this kind of consistent interpretation with respect to the hidden state dynamics of the POMDP and outputs the optimal policy.

We also show that the machines obeying our definition are optimal in the same sense as the machines whose states are the correctly updated beliefs, so we find it justified to interpret those machines as rational agents with beliefs and goals as well.

Before we go on to the technical part we want to highlight a few more aspects. The first is that the existence of a consistent interpretation (either in terms of filtering or in terms of agents) only depends on the stochastic Moore machine that’s being interpreted, and not on any properties of its environment. This is because a consistent interpretation requires an agent’s beliefs and goals to be consistent, and this is different from asking whether they are correct. An agent may have the wrong model, in that it doesn’t correspond correctly to the true environment. Its conclusions in this case will be wrong, but its reasoning can still be consistent; see [16] for further discussion of this point. In the case of POMDP interpretations this means that the agent’s actions only need to be optimal according to its model of the environment, but they might be suboptimal according to the true environment.

This differs from the perspective taken in the original FEP literature concerned with the question of when a system of stochastic differential equations contain an agent performing approximate Bayesian inference [5,6,14,3,7]. This
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3 These machines are probably equivalent to the sufficient information state processes in [9, definition 2] but establishing this is beyond the scope of this work.

4 The FEP literature includes both publications on how to construct agents that solve problems (e.g. [8]) and publications on when a system of stochastic differential
literature also interprets a system as modelling hidden state dynamics, but there
the model is derived from the dynamics of the actual environment (the so called
“external states”), and hence cannot differ from it. We consider it helpful to be
able to make a clear distinction between the agent’s model of its environment
and its true environment. The case where the model is derived from the true
environment is an interesting special case of this, but our framework covers the
general case as well. To our knowledge, the possibility of choosing the model
independently from the actual environment in a FEP-like theory was first pro-
posed in [16], and has since also appeared in a setting closer to the original FEP
one [13].

We will see here (definition 3) that the independence of model from actual
environment extends to actions in some sense. Even a machine without any out-
puts can have a consistent interpretation modelling an influence of the internal
state on the hidden state dynamics even though it can’t have an influence on
the actual environment. Such “actions” remain confined to the interpretation.

Another aspect of using consistent interpretations of the internal state and
thus the analogue of the physical state / the physical constituents of the system
is that it automatically comes with a notion of coarse-graining of the internal
state. Since interpretations map the internal state to beliefs but don’t need to
do so injectively they can include coarse-graining of the state.

Also note, all our current notions of interpretation in terms of Bayesian beliefs
require exact Bayesian updating. This means approximate versions of Bayesian
inference or filtering are outside of the scope. This limits the scope of our example
definition in comparison with the FEP which, as mentioned, also uses beliefs
parameterized by internal states but considers approximate inference. On the
other hand this keeps the involved concepts simpler.

Finally, we want to mention that [11] recently proposed an agent discovery
algorithm. This algorithm is based on a definition of agents that takes into
account the creation process of the system. An agent discovery algorithm based
on the approach presented here would take as input a machine (definition 1) or a
stochastic Moore machine (definition 2) and try to find a POMDP interpretation
(definition 5). The creation process of the machine (system) would not be taken
into account. This is one distinction between our notion of an agent and that of
[11]. A more detailed comparison would be interesting but is beyond the scope
of this work.

The rest of this manuscript presents the necessary formal definitions that
allow us to precisely state our example of an agent definition.

2 Interpreting stochastic Moore machines

Throughout the manuscript we write $\mathcal{P}\mathcal{X}$ for the set of all finitely supported
probability distributions over a set $\mathcal{X}$. This ensures that all probability distri-
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equations contain an agent performing approximate Bayesian inference. Only the
latter literature addresses a question comparable to the one addressed in the present
manuscript.
butions we consider only have a finite set of outcomes that occur with non-zero probability. We can then avoid measure theoretic language and technicalities. For two sets $\mathcal{X}, \mathcal{Y}$ a Markov kernel is a function $\zeta : \mathcal{X} \to \mathcal{P}\mathcal{Y}$. We write $\zeta(y|x)$ for the probability of $y \in \mathcal{Y}$ according to the probability distribution $\zeta(x) \in \mathcal{P}\mathcal{Y}$.

If we have a function $f : \mathcal{X} \to \mathcal{Y}$ we sometimes write $\delta_f : \mathcal{X} \to \mathcal{P}\mathcal{Y}$ for the Markov kernel with $\delta_f(x)(y)$ (which is 1 if $y = f(x)$ and 0 else) then defining the probability of $y$ given $x$.

We give the following definition, which is the same as the one used in [16], but specialised to the case where update functions map to the set of finitely supported probability distributions and not to the space of all probability distributions.

**Definition 1.** A machine is a tuple $(\mathcal{M}, \mathcal{I}, \mu)$ consisting of a set $\mathcal{M}$ called internal state space, a set $\mathcal{I}$ called input space, a Markov kernel $\mu : \mathcal{I} \times \mathcal{M} \to \mathcal{P}\mathcal{M}$ called machine kernel, taking an input $i \in \mathcal{I}$ and a current machine state $m \in \mathcal{M}$ to a probability distribution $\mu(i, m) \in \mathcal{P}\mathcal{M}$ over machine states.

The idea is that at any given time the machine has a state $m \in \mathcal{M}$. At each time step it receives an input $i \in \mathcal{I}$, and updates stochastically to a new state, according to a probability distribution specified by the machine kernel. If we add a function that specifies an output given the machine state we get the definition of a stochastic Moore machine.

**Definition 2.** A stochastic Moore machine can be defined as a tuple $(\mathcal{M}, \mathcal{I}, \mathcal{O}, \mu, \omega)$ consisting of a machine with internal state space $\mathcal{M}$, input space $\mathcal{I}$, and machine kernel $\mu : \mathcal{I} \times \mathcal{M} \to \mathcal{P}\mathcal{M}$, a set $\mathcal{O}$ called the output space, and a function $\omega : \mathcal{M} \to \mathcal{O}$ called expose function taking any machine state $m \in \mathcal{M}$ to an output $\omega(m) \in \mathcal{O}$.

Note that the expose function is an ordinary function and not stochastic.

We need to adapt the definition of a consistent Bayesian filtering interpretation [16, Definition 2]. For our purposes here we need to include models of dynamic hidden states that can be influenced. In particular we need to interpret a machine as modelling the dynamics of a hidden state that the machine itself can influence. This suggests that the interpretation includes a model of how the state of the machine influences the hidden state. We here call such influences “actions” and the function that takes states to actions action kernel.

**Definition 3.** Given a machine with state space $\mathcal{M}$, input space $\mathcal{I}$ and machine kernel $\mu : \mathcal{I} \times \mathcal{M} \to \mathcal{P}\mathcal{M}$, a consistent Bayesian influenced filtering interpretation $(\mathcal{H}, \mathcal{A}, \psi, \alpha, \kappa)$ consists of a set $\mathcal{H}$ called the hidden state space a set $\mathcal{A}$ called the action space a Markov kernel $\psi : \mathcal{M} \to \mathcal{P}\mathcal{H}$ called interpretation map mapping machine states to probability distributions over the hidden state space, a function $\alpha : \mathcal{M} \to \mathcal{A}$ called action function mapping machine states to actions$^5$.

---

$^5$ We choose actions to be deterministic functions of the machine state because the stochastic Moore machines considered here also have deterministic outputs. Other choices may be more suitable in other cases.
a Markov kernel $\kappa : \mathcal{H} \times \mathcal{A} \to P(\mathcal{H} \times \mathcal{I})$ called the model kernel mapping pairs $(h, a)$ of hidden states and actions to probability distributions $\kappa(h, a)$ over pairs $(h', i)$ of next hidden states and an input.

These components have to obey the following equation. First, in string diagram notation (see appendix A of [16] for an introduction to string diagrams for probability in a similar context to the current paper):

$$\psi \circ \alpha \circ A \circ \kappa \circ M = \psi \circ \alpha \circ A \circ \kappa \circ I \circ M$$

Second, in more standard notation, we must have for each $m \in \mathcal{M}$, $h' \in \mathcal{H}$, $i \in \mathcal{I}$, and $m' \in \mathcal{M}$:

$$\left( \sum_{h \in \mathcal{H}} \sum_{a \in \mathcal{A}} \kappa(h', i| h, a) \psi(h| m) \delta_{\alpha(m)}(a) \right) \mu(m'| i, m) = \psi(h'| m') \left( \sum_{h \in \mathcal{H}} \sum_{a \in \mathcal{A}} \sum_{h'' \in \mathcal{H}} \kappa(h'', i| h, a) \psi(h| m) \delta_{\alpha(m)}(a) \right) \mu(m'| i, m).$$

In appendix A we show how to turn eq. (2) into a more familiar form.

Note that we defined consistent Bayesian influenced filtering interpretations for machines that have no actual output but that it also applies to those with outputs. If we want an interpretation of a machine with outputs we may choose the action space as the output space and the action kernel as the output kernel, but we don’t have to. Interpretations can still be consistent.

Also note that when $\mathcal{A}$ is a space with only one element we recover the original definition of a consistent Bayesian filtering interpretation from [16].

3 Interpreting stochastic Moore machines as solving POMDPs

**Definition 4.** A partially observable Markov decision process (POMDP) can be defined as a tuple $\langle \mathcal{H}, \mathcal{A}, \mathcal{S}, \kappa, r \rangle$ consisting of a set $\mathcal{H}$ called the hidden state space; a set $\mathcal{A}$ called the action space; a set $\mathcal{S}$ called the sensor space; a Markov kernel $\kappa : \mathcal{H} \times \mathcal{A} \to P(\mathcal{H} \times \mathcal{S})$ called the transition kernel taking a hidden state $h$ and action $a$ to a probability distribution over next hidden states and sensor values; and a function $r : \mathcal{H} \times \mathcal{A} \to \mathbb{R}$ called the reward function returning a real valued reward depending on the hidden state and an action.

To solve a POMDP we have to choose a policy (as defined below) that maximizes the expected cumulative reward either for a finite horizon or discounted with an infinite horizon. We only deal with the latter case here.

POMDPs are commonly solved in two steps. First since the hidden state is unknown, probability distributions $b \in P\mathcal{H}$ (called belief states) over the hidden
state are introduced and an updating function \( f \) for these belief states is defined. This updating is directly derived from Bayes rule [10]:

\[
b'(h') = f(b, a, s)(h') := \frac{\sum_{h \in \mathcal{H}} \kappa(h', s|h, a)b(h)}{\sum_{h, h' \in \mathcal{H}} \kappa(h', s|h, a)b(h)}. \tag{3}
\]

(Note that an assumption is that the denominator is greater than zero.) Then an optimal policy \( \pi^* : \mathcal{P} \mathcal{H} \rightarrow \mathcal{A} \) mapping those belief states to actions is derived from a so-called belief state MDP (see appendix D for details). The optimal policy can be expressed using an optimal value function \( V^* : \mathcal{P} \mathcal{H} \rightarrow \mathbb{R} \) that solves the following Bellman equation [9]:

\[
V^*(b) = \max_{a \in \mathcal{A}} \left( \sum_{h \in \mathcal{H}} b(h)r(h, a) + \gamma \sum_{s \in \mathcal{S}} \sum_{h, h' \in \mathcal{H}} \kappa(h', s|h, a)b(h)V^*(f(b, a, s)) \right). \tag{4}
\]

The optimal policy is then [9]:

\[
\pi^*(b) = \arg \max_{a \in \mathcal{A}} \left( \sum_{h \in \mathcal{H}} b(h)r(h, a) + \gamma \sum_{s \in \mathcal{S}} \sum_{h, h' \in \mathcal{H}} \kappa(h', s|h, a)b(h)V^*(f(b, a, s)) \right). \tag{5}
\]

Note that the belief state update function \( f \) determines optimal value function and policy.

Define now \( f_{\pi^*}(b, s) := f(b, \pi^*(b), s) \). Then note that if we consider \( \mathcal{P} \mathcal{H} \) a state space, \( \mathcal{S} \) an input space, \( \mathcal{A} \) an output space, \( \delta_{f_{\pi^*}} : \mathcal{P} \mathcal{H} \times \mathcal{S} \rightarrow \mathcal{P} \mathcal{H} \) a machine kernel, and \( \pi^* : \mathcal{P} \mathcal{H} \rightarrow \mathcal{A} \) an expose kernel, we get a stochastic Moore machine.\(^6\)

This machine solves the POMDP and can be directly interpreted as a rational agent with beliefs and a goal. The beliefs are just the belief states themselves, the goal is expected cumulative reward maximization, and the optimal policy ensures it acts rationally with respect to the goal.

Our definition of interpretations of stochastic Moore machines as solutions to POMDPs includes this example and extends it to machines whose states aren’t probability distributions / belief states directly but instead are parameters of such belief states that get (possibly stochastically) updated consistently.

We now state this main definition and then a proposition that ensures that our definition only applies to stochastic Moore machines that parameterize beliefs correctly as required by eq. (3). This ensures that the optimal policy obtained via eq. (5) is also the optimal policy for the states of the machine.

**Definition 5.** Given a stochastic Moore machine \((\mathcal{M}, \mathcal{I}, \mathcal{O}, \mu, \omega)\), a consistent interpretation as a solution to a POMDP is given by a POMDP \((\mathcal{H}, \mathcal{O}, \mathcal{I}, \nu, \phi, r)\)

\[^6\] If the denominator in eq. (3) is zero for some value \( s \in \mathcal{S} \) then define e.g. \( f_{\pi^*}(b, s) = b \).
and an interpretation map $\psi : M \to PH$ such that (i) $(H, O, \psi, \omega, \kappa)$ is a consistent Bayesian influenced filtering interpretation of the machine part $(M, I, \mu)$ of the stochastic Moore machine; and (ii) the machine expose function $\omega : M \to O$ (which coincides with the action function in the interpretation) maps any machine state $m$ to the action $\pi^*(\psi(m))$ specified by the optimal POMDP policy for the belief $\psi(m)$ associated to machine state $m$ by the interpretation. Formally:

$$\omega(m) = \pi^*(\psi(m)).$$

Note that the machine never gets to observe the rewards of the POMDP we use to interpret it. An example of a stochastic Moore machine together with an interpretation of it as a solution to a POMDP is given in appendix C.

**Proposition 1.** Consider a stochastic Moore machine $(M, I, O, \mu, \omega)$, together with a consistent interpretation as a solution to a POMDP, given by the POMDP $(H, O, I, \kappa, r)$ and Markov kernel $\psi : M \to PH$. Suppose it is given an input $i \in I$, and that this input has a positive probability according to the interpretation. (That is, eq. (14) is obeyed.) Then the parameterized distributions $\psi(m)$ update as required by the belief state update equation (eq. (3)) whenever $a = \pi^*(b)$ i.e. whenever the action is equal to the optimal action. More formally, for any $m, m' \in M$ with $\mu(m'|i, m) > 0$ and $i \in I$ that can occur according to the POMDP transition and sensor kernels, we have for all $h' \in H$

$$\psi(h'|m') = f(\psi(m), \pi^*(\psi(m)), i)(h').$$

**Proof.** See appendix B.

With this we can see that if $V^*$ is the optimal value function for belief states $b \in PH$ of eq. (4), then $\bar{V}^*(m) := V^*(\psi(m))$ is an optimal value function on the machine’s state space with optimal policy $\omega(m) = \pi^*(\psi(m))$.

### 4 Conclusion

We proposed a definition of when an stochastic Moore machine can be interpreted as solving a partially observable Markov decision process (POMDP). We showed that standard solutions of POMDPs have counterpart machines that this definition applies to. Our definition employs a newly adapted version of a consistent interpretation. We showed that with this our definition includes additional machines whose state spaces are parameters of probabilistic beliefs and not such beliefs directly. We suspect these machines are closely related to information state processes [9] but the precise relation is not yet known to us.
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A Consistency in more familiar form

One way to turn eq. (2) into a probably more familiar form is to introduce some abbreviations and look at some special cases. We follow a similar strategy to [16]. Let

$$\psi_{H, I}(h', i|m) := \sum_{h \in H} \sum_{a \in A} \kappa(h', i|h, a) \psi(h|m) \delta_{\alpha(m)}(a)$$

(8)

and

$$\psi_{I}(i|m) := \sum_{h' \in H} \psi_{H, I}(h', i|m).$$

(9)

Then consider the case of a deterministic machine and choose the $$m' \in M$$ that actually occurs for a given input $$i \in I$$ such that $$\mu(m'|i,m) = 1$$ or abusing notation $$m' = m'(i,m)$$. Then we get from eq. (2):

$$\psi_{H, I}(h', i|m) = \psi(h'|\mu(i,m))\psi_{I}(i|m).$$

(10)

If we then also consider an input $$i \in I$$ that is subjectively possible as defined in [16] which here means that $$\psi_{I}(i|m) > 0$$ we get

$$\psi(h'|m'(i,m)) = \frac{\psi_{H, I}(h', i|m)}{\psi_{I}(i|m)}.$$

(11)

This makes it more apparent that in the interpretation the updated machine state $$m' = m'(i,m)$$ parameterizes a belief $$\psi(h'|m'(i,m))$$ which is equal to the posterior distribution over the hidden state given input $$i$$. In the non-deterministic case, note that when $$\mu(m'|i,m) = 0$$ the consistency equation imposes no condition, which makes sense since that means the machine state $$m'$$ can never occur. When $$\mu(m'|i,m) > 0$$ we can divide eq. (2) by this to also get eq. (10). The subsequent argument for $$m' = m'(i,m)$$ then must hold not only for this one possible next state but instead for every $$m'$$ with $$\mu(m'|i,m)$$. So in this case (if $$s$$ is subjectively possible) any of the possible next states will parameterize a belief $$\psi(h'|m')$$ equal to the posterior.

B Proof of proposition 1

For the readers’s convenience we recall the proposition:

Proposition 2. Consider a stochastic Moore machine $$(M, I, \mathcal{O}, \mu, \omega)$$, together with a consistent interpretation as a solution to a POMDP, given by the POMDP
\[(\mathcal{H}, \mathcal{O}, \mathcal{I}, \kappa, \tau)\] and Markov kernel \(\psi : \mathcal{M} \rightarrow \mathcal{PH}\). Suppose it is given an input \(i \in \mathcal{I}\), and that this input has a positive probability according to the interpretation. (That is, eq. (14) is obeyed.) Then the parameterized distributions \(\psi(m)\) update as required by the belief state update equation (eq. (3)) whenever \(a = \pi^*(b)\) i.e. whenever the action is equal to the optimal action. More formally, for any \(m, m' \in \mathcal{M}\) with \(\mu(m'|i, m) > 0\) and \(i \in \mathcal{I}\) that can occur according to the POMDP transition and sensor kernels, we have for all \(h' \in \mathcal{H}\)

\[
\psi(h'|m') = f(\psi(m), \pi^*(\psi(m)), i)(h').
\] (12)

**Proof.** By assumption the machine part \((\mathcal{M}, \mathcal{I}, \mu)\) of the stochastic Moore machine has a consistent Bayesian influenced filtering interpretation \((\mathcal{H}, \mathcal{O}, \psi, \omega, \kappa)\).

This means that the belief \(\psi(m)\) parameterized by the stochastic Moore machine obeys eq. (2). This means that for every possible next state \(m'\) (i.e. \(\mu(m'|s, m) > 0\)) we have

\[
\sum_{h \in \mathcal{H}} \sum_{a \in \mathcal{A}} \kappa(h', i|h, a)\psi(h|m)\delta_{\omega(m)}(a) = \psi(h'|m') \left( \sum_{h \in \mathcal{H}} \sum_{a \in \mathcal{A}} \sum_{h'' \in \mathcal{H}} \kappa(h'', i|h, a)\psi(h|m)\delta_{\omega(m)}(a) \right)
\] (13)

and for every subjectively possible input, that is, for every input \(i \in \mathcal{I}\) with

\[
\sum_{h \in \mathcal{H}} \sum_{a \in \mathcal{A}} \sum_{h'' \in \mathcal{H}} \kappa(h'', i|h, a)\psi(h|m)\delta_{\omega(m)}(a) > 0
\] (14)

(see below for a note on why this assumption is reasonable) we will have:

\[
\psi(h'|m') = \frac{\sum_{h \in \mathcal{H}} \sum_{a \in \mathcal{A}} \kappa(h', i|h, a)\psi(h|m)\delta_{\omega(m)}(a)}{\sum_{h \in \mathcal{H}} \sum_{a \in \mathcal{A}} \sum_{h'' \in \mathcal{H}} \kappa(h'', i|h, a)\psi(h|m)\delta_{\omega(m)}(a)}
\] (15)

\[
= \frac{\sum_{h \in \mathcal{H}} \kappa(h', i|h, \omega(m))\psi(h|m)}{\sum_{h \in \mathcal{H}} \sum_{h'' \in \mathcal{H}} \kappa(h'', i|h, \omega(m))\psi(h|m)}.
\] (16)

Now consider the update function for which the optimal policy is found eq. (3):

\[
f(b, a, s)(h') := \frac{\sum_{h \in \mathcal{H}} \kappa(h', s|h, a)b(h)}{\sum_{h, h' \in \mathcal{H}} \kappa(h', s|h, a)b(h)}
\] (17)

and plug in the belief \(b = \psi(m)\) parameterized by the machine state, the optimal action \(\pi^*(\psi(m))\) specified for that belief by the optimal policy \(\pi^*\), and the \(s = i\):

\[
f(\psi(m), \pi^*(m), i)(h') := \frac{\sum_{h \in \mathcal{H}} \kappa(h', i|h, \pi^*(\psi(m)))\psi(m)(h)}{\sum_{h, h' \in \mathcal{H}} \kappa(h', i|h, \pi^*(\psi(m)))\psi(m)(h)}.
\] (18)

Also introduce \(\kappa\) and write \(\psi(h|m)\) for \(\psi(m)(h)\) as usual

\[
f(\psi(m), \pi^*(m), i)(h') := \frac{\sum_{h \in \mathcal{H}} \kappa(h', i|h, \pi^*(\psi(m)))(\psi(h|m))}{\sum_{h, h' \in \mathcal{H}} \kappa(h', i|h, \pi^*(\psi(m)))(\psi(h|m))}.
\] (19)

Which is what we wanted to prove.
Note that if eq. (14) is not true and the probability of an input $i$ is impossible according to the POMDP transition function, the kernel $\psi$, and the optimal policy $\omega$ then eq. (13) puts no constraint on the machine kernel $\mu$ since both sides are zero. So the behavior of the stochastic Moore machine in this case is arbitrary. This makes sense since according to the POMDP that we use to interpret the machine this input is impossible, so our interpretation should tell us nothing about this situation.

### C Sondik’s example

We now consider the example from [15]. This has a known optimal solution. We constructed a stochastic Moore machine from this solution which has an interpretation as a solution to Sondik’s POMDP. This proves existence of stochastic Moore machines with such interpretations.

Consider the following stochastic Moore machine:

- State space $\mathcal{M} := [0, 1]$. (This state will be interpreted as the belief probability of the hidden state being equal to 1.)
- Input space $\mathcal{I} = \{1, 2\}$
- Machine kernel $\mu : \mathcal{I} \times \mathcal{M} \rightarrow PM$ defined by deterministic function $g : \mathcal{I} \times \mathcal{M} \rightarrow \mathcal{M}$:
  \[
  \mu(m' | s, m) := \delta_{g(s,m)}(m')
  \]  
  where  
  \[
  g(s = 1, m) := \begin{cases} 
    \frac{15}{6m+20} - \frac{1}{2} & \text{if } 0 \leq m \leq 0.1188 \\
    \frac{9}{2} - \frac{72}{3m+60} & \text{if } 0.1188 \leq m \leq 1.
  \end{cases}
  \]  
  and  
  \[
  g(s = 2, m) := \begin{cases} 
    2 + \frac{20}{3m-16} & \text{if } 0 \leq m \leq 0.1188 \\
    -\frac{1}{5} - \frac{12}{5m-40} & \text{if } 0.1188 \leq m \leq 1.
  \end{cases}
  \]  
- Output space $\mathcal{O} := \{1, 2\}$
- Expose kernel $\omega : \mathcal{M} \rightarrow \mathcal{O}$ defined by
  \[
  \omega(m) := \begin{cases} 
    1 & \text{if } 0 \leq m < 0.1188 \\
    2 & \text{if } 0.1188 \leq m \leq 1.
  \end{cases}
  \]

A consistent interpretation as a solution to a POMDP for this stochastic Moore machine is given by

- The POMDP with
  - State space $\mathcal{H} := \{1, 2\}$
  - Action space equal to the output space $\mathcal{O}$ of the machine above
  - Sensor space equal to the input space $\mathcal{I}$ of the machine above
M. Biehl, N. Virgo

| Action $a \in \mathcal{O}$ | $\nu(h'|h, A = a)$ | $\phi(s|h', A = a)$ | $r(h, A = a)$ |
|---------------------------|-----------------|-----------------|--------------|
| 1                         | $\begin{pmatrix}
\frac{1}{5} & \frac{1}{2} \\
\frac{4}{5} & \frac{1}{2}
\end{pmatrix}$ | $\begin{pmatrix}
\frac{1}{5} & \frac{2}{5} \\
\frac{4}{5} & \frac{2}{5}
\end{pmatrix}$ | (4)          |
| 2                         | $\begin{pmatrix}
\frac{1}{2} & \frac{3}{5} \\
\frac{1}{2} & \frac{2}{5}
\end{pmatrix}$ | $\begin{pmatrix}
\frac{9}{10} & \frac{2}{5} \\
\frac{1}{10} & \frac{2}{5}
\end{pmatrix}$ | (0)          |

Table 1: Sondik’s POMDP data.

- model kernel $\kappa : \mathcal{H} \times \mathcal{O} \rightarrow \mathcal{H} \times \mathcal{I}$ defined by
  \[ \kappa(h', s|h, a) := \nu(h'|h, a)\phi(s|h', a) \]

  where $\nu : \mathcal{H} \times \mathcal{O} \rightarrow P\mathcal{H}$ and $\phi : \mathcal{H} \times \mathcal{O} \rightarrow P\mathcal{I}$ are shown in table 1
- reward function $r : \mathcal{H} \times \mathcal{O} \rightarrow \mathbb{R}$ also shown in table 1.
- Markov kernel $\psi : \mathcal{M} \rightarrow P\mathcal{H}$ given by:
  \[ \psi(h|m) := m^{\delta_i(h)}(1-m)^{\delta_2(h)}. \]

To verify this we have to check that $(\mathcal{H}, \mathcal{O}, \psi, \omega, \kappa)$ is a consistent Bayesian influenced filtering interpretation of the machine $(\mathcal{M}, \mathcal{I}, \mu)$. For this we need to check eq. (2) with $\delta_\omega(m)(a) := \delta_\nu(m)(a)$. So for each each $m \in [0,1]$, $h' \in \{1,2\}$, $i \in \{1,2\}$, and $m' \in [0,1]$ we need to check:

\[
\left( \sum_{h \in \mathcal{H}} \sum_{a \in \mathcal{A}} \kappa(h', i|h, a)\psi(h|m)\delta_\omega(m)(a) \right) \mu(m'|i, m) = \\
\psi(h'|m') \left( \sum_{h \in \mathcal{H}} \sum_{a \in \mathcal{A}} \sum_{h'' \in \mathcal{H}} \kappa(h'', i|h, a)\psi(h|m)\delta_\omega(m)(a) \right) \mu(m'|i, m).
\]

This is tedious to check but true. We would usually also have to show that $\omega$ is indeed the optimal policy for Sondik’s POMDP but this is shown in [15].

D POMDPs and belief state MDPs

Here we give some more details about belief state MDPs and the optimal value function and policy of eqs. (4) and (5). There is no original content in this section and it follows closely the expositions in [9,10].

We first define an MDP and its solution and then discuss then add some details about the belief state MDP associated to a POMDP.

Definition 6. A Markov decision process (MDP) can be defined as a tuple $(X, A, \nu, r)$ consisting of a set $X$ called the state space, a set $A$ called the action space, a Markov kernel $\nu : X \times A \rightarrow P(X)$ called the transition kernel, and a reward function $r : X \times A \rightarrow \mathbb{R}$. Here, the transition kernel takes a state $x \in X$
and an action \( a \in A \) to a probability distribution \( \nu(x, a) \) over next states and the reward function returns a real-valued instantaneous reward \( r(x, a) \) depending on the hidden state and an action.

A solution to a given MDP is a control policy. As the goal of the MDP we here choose the maximization of expected cumulative discounted reward for an infinite time horizon (an alternative would be to consider finite time horizons). This means an optimal policy maximizes

\[
E \left[ \sum_{t=1}^{\infty} \gamma^{t-1} r(x_t, a_t) \right].
\]

(28)

where \( 0 < \gamma < 1 \) is a parameter called the discount factor. This specifies the goal.

To express the optimal policy explicitly we can use the optimal value function \( V^* : \mathcal{X} \rightarrow \mathbb{R} \). This is the solution to the Bellman equation \([10]\):

\[
V^*(x) = \max_{a \in A} \left( r(x, a) + \gamma \sum_{x' \in \mathcal{X}} \nu(x'|a, x) V^*(x') \right).
\]

(29)

The optimal policy is then the function \( \pi^* : \mathcal{X} \rightarrow A \) that greedily maximizes the optimal value function \([10]\):

\[
\pi^*(x) = \arg \max_{a \in A} \left( r(x, a) + \gamma \sum_{x' \in \mathcal{X}} \nu(x'|a, x) V^*(x') \right).
\]

(30)

D.1 Belief state MDP

The belief state MDP for a POMDP (see definition 4) is defined using the belief state update function of eq. (3). We first define this function again here with an additional intermediate step:

\[
f(b, a, s)(h') := Pr(h'|b, a, s) = \frac{Pr(h', s|b, a)}{Pr(s|b, a)} = \frac{\sum_{h \in H} \kappa(h', s|h, a) b(h)}{\sum_{h, h' \in H} \kappa(h', s|h, a) b(h)}.
\]

(31-33)

The function \( f(b, a, s) \) returns the posterior belief over hidden states \( h \) given prior belief \( b \in PH \), an action \( a \in A \) and observation \( s \in S \). The Markov kernel \( \delta_f : PH \times S \times A \rightarrow PPH \) associated to this function can be seen as a probability of the next belief state \( b' \) given current belief state \( b \), action \( a \) and sensor value \( s \):

\[
Pr(b'|b, a, s) = \delta_f(b, a, s)(b').
\]

(34)
Intuitively, the belief state MDP has as its transition kernel the probability
\[ Pr(b'|b, a) = \sum_s Pr(b'|b, a, s)Pr(s|b, a) \]
\[ = \sum_{s \in S} \delta_f(b, a, s)(b') \sum_{h, h' \in H} \kappa(h', s|h, a)b(h). \]

This gives some intuition behind the definition of belief state MDPs.

**Definition 7.** Given a POMDP \((H, A, S, \kappa, r)\) the associated belief state Markov decision process (belief state MDP) is the MDP \((PH, A, \beta, \rho)\) where

- the state space \(PH\) is the space of probability distributions beliefs over the hidden state of the POMDP. We write \(b(h)\) for the probability of a hidden state \(h \in H\) according to belief \(b \in PH\).
- the action space \(A\) is the same as for the underlying POMDP
- the transition kernel \(\kappa: PH \times A \rightarrow PH\) is defined as [10, Section 3.4]
\[ \beta(b'|b, a) := \sum_{s \in S} \delta_f(b, a, s)(b') \sum_{h, h' \in H} \kappa(h', s|h, a)b(h). \]
- the reward function \(\rho: PH \times A \rightarrow \mathbb{R}\) is defined as
\[ \rho(b, a) := \sum_{h \in H} b(h)r(h, a). \]

So the reward for action \(a\) under belief \(b\) is equal to the expectation under belief \(b\) of the original POMDP reward of that action \(a\).

### D.2 Optimal belief-MDP policy

Using the belief MDP we can express the optimal policy for the POMDP.

The optimal policy can be expressed in terms of the *optimal value function of the belief MDP*. This is the solution to the equation [9]

\[ V^*(b) = \max_{a \in A} \left( \rho(b, a) + \gamma \sum_{b' \in PH} \beta(b'|a, b)V^*(b') \right) \]
\[ V^*(b) = \max_{a \in A} \left( \rho(b, a) + \gamma \sum_{b' \in PH} \sum_{s \in S} \delta_f(b, a, s)(b') \sum_{h, h' \in H} \kappa(h', s|h, a)b(h)V^*(b') \right) \]
\[ V^*(b) = \max_{a \in A} \left( \rho(b, a) + \gamma \sum_{s \in S} \sum_{h \in H} \kappa(h', s|h, a)b(h)V^*(f(b, a, s)) \right). \]
This is the expression we used in eq. (4). The optimal policy for the belief MDP is then [9]:

\[
\pi^*(b) = \arg \max_{a \in \mathcal{A}} \left( \rho(b, a) + \gamma \sum_{s \in \mathcal{S}} \sum_{h, h' \in \mathcal{H}} \kappa(h', s|h, a)b(h)V^*(f(b, a, s)) \right). \tag{42}
\]

This is the expression we used in eq. (5).