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Abstract

Event Argument Extraction (EAE) is one of the sub-tasks of event extraction, aiming to recognize the role of each entity mention toward a specific event trigger. Despite the success of prior works in sentence-level EAE, the document-level setting is less explored. In particular, whereas syntactic structures of sentences have been shown to be effective for sentence-level EAE, prior document-level EAE models totally ignore syntactic structures for documents. Hence, in this work, we study the importance of syntactic structures in document-level EAE. Specifically, we propose to employ Optimal Transport (OT) to induce structures of documents based on sentence-level syntactic structures and tailored to EAE task. Furthermore, we propose a novel regularization technique to explicitly constrain the contributions of unrelated context words in the final prediction for EAE. We perform extensive experiments on the benchmark document-level EAE dataset RAMS that leads to the state-of-the-art performance. Moreover, our experiments on the ACE 2005 dataset reveals the effectiveness of the proposed model in the sentence-level EAE by establishing new state-of-the-art results.

1 Introduction

Event Extraction (EE) is one of the important sub-tasks of Information Extraction (IE). The major goal of EE is to identify events and their engaged entities (i.e., event arguments). To this end, two sub-tasks should be solved: 1) Event Detection (ED): To recognize event triggers (i.e., the words or phrases that clearly specify the occurrence of events) and their event types, 2) Event Argument Extraction (EAE): To identify participants of events (i.e., entities engaged in events) and their argument roles. Compared to ED, the EAE sub-task is relatively less explored in IE. Moreover, prior works on EAE are mainly restricted to sentence-level setting where event triggers and arguments are assumed to appear in the same sentences. This is unfortunate as a considerable portion of event arguments might not be immediately mentioned in the same sentence as their event triggers. For instance, in the EE dataset of the DARPA AIDA program (phase 1) extraction1, 38% of arguments has been shown to be outside sentences containing the corresponding triggers, i.e., in the document-level context (Ebner et al., 2020). Thus, further research to study the more realistic setting of document-level EAE is extremely needed.

To the best of our knowledge, there are two prior works on document-level EAE (Ebner et al., 2020; Chen et al., 2020). Both works employ representation vectors for argument spans obtained from a transformer to compute likelihood scores for argument roles. Unfortunately, those prior works only exploit the sequential order of words in documents to represent the arguments and totally ignore structures of input documents. This is a limitation as in other related document-level tasks, e.g., relation extraction (RE), document structures (i.e., graphs to capture interactions between different words/sentences) have been showed to enhance representation learning (Thayaparan et al., 2019; Gupta et al., 2019; Sahu et al., 2019; Christopoulou et al., 2019; Nan et al., 2020). In addition, syntactic structures (i.e., dependency trees) have not been exploited in prior document-level EAE models. To address those limitations, we aim to devise a deep learning model to effectively employ syntactic structures of input documents to boost the performance of EAE.

Given a document, how can we efficiently induce its syntactic structure? One simple solution, as demonstrated in (Gupta et al., 2019) for document-level RE, is to employ the syntactic structure (i.e., dependency tree) of each sentence and connect their roots to each other to create a connected graph

1https://tac.nist.gov/2019/SM-KBP/data.html
for an input document (called document structure). However, this approach might introduce unrelated words for the role prediction of a candidate argument for a given event trigger into the graph, thus hindering effective representation learning for document-level context. To alleviate this issue, (Gupta et al., 2019) proposes to prune the document structure by only retaining words along the dependency path (DP) between the two words of interest (i.e., event trigger and argument candidate in our case). Unfortunately, in document-level EAE, related words for role predictions might not solely reside in the dependency path between the event trigger and argument candidate. In particular, some related words that belong to sentences other than the hosting sentences of the event trigger and argument might be excluded if the document structure is pruned along the dependency path. For instance, in the document “The primary goal of the plan is to provide protection to refugees. According to reports, all 8 countries that signed the plan will congregate once a quarter to monitor the progress.”, the trigger and the candidate argument, i.e., provide and countries, appear in different sentences and the DP between them is “provide → is → congregate → countries”. However, in order to predict the role of the argument, i.e., Giver, one should consider the word plan in the first sentence and the words plan and signed in the second sentence which are off the DP.

These limitations call for better methods to prune dependency-based structures of documents to better preserve important words and exclude noisy ones. Unlike prior work that resorts to simple syntax-based rules, i.e., distance to the dependency path (Zhang et al., 2018), we argue that the pruning operation should be also aware of the semantics of the words. In other words, two criteria, i.e., syntactic and semantic relevance, should be taken into account. Specifically, a word is retained in the document structure for document-level EAE if it has a small distance to the event trigger/argument words in the dependency structure (i.e., syntax-based importance) and it is semantically related to one of the words in the dependency path (i.e., semantics-based importance). Note that the semantic similarity between words can be obtained from their representations induced by the model. A key challenge for this idea is the different nature of the syntactic and semantic distances that complicates the information combination to determine the importance of a word for the structure. In addition, the retention decision for a word should also be contextualized in the potential contributions of other words in the document structure for EAE. As such, motivated by the dependency path as the anchor for document structure pruning, we propose to cast the problem of joint consideration of syntactic and semantic distances of words into finding an optimal alignment between off-the-DP and on-the-DP words. The optimal alignment will be solved via Optimal Transport (OT) methods where syntactic and semantic distances of words to those on the dependency path are simultaneously modeled in a joint optimization problem. OT is an established mechanism to efficiently find an optimal transport plan (i.e., an alignment) between two groups of points (i.e., off-the-DP and on-the-DP words in our case) based on their pairwise transportation costs and the distribution mass accumulated on the points. We propose to employ semantic similarity of words to obtain their transportation costs while syntactic distances to the event trigger/argument are leveraged to compute the mass distributions of words for OT in our document-level EAE problem. Finally, to prune the document structure, an off-the-DP word is considered important for the document structure (thus being retained) if it is aligned to one of the on-the-DP words via the OT solution. The pruned document structure will be leveraged to learn representation vectors for input documents to perform argument role predictions using Graph Convolution Networks (GCN) (Kipf and Welling, 2017).

Although the OT-based pruning method could help exclude unrelated words for EAE in the document structure, their noisy information might be still encoded in the representations of the related words due to the contextualization in the input encoder (e.g., BERT). To improve the representation learning, we thus propose to explicitly constrain the impact of unrelated words for representation learning via a novel regularization technique based on the pruned document structure. In particular, we seek to add unrelated words back to the pruned structure (thus restoring the original tree) and ensure a minimized change of representation vectors due to this addition. As such, in addition to the pruned structure, we apply the GCN model over the original dependency structure to obtain another set of representations vectors for the words. Eventually, in the final loss function, we introduce the
difference between the representation vectors obtained from the pruned and original structures to achieve the contribution constraint for unrelated words. In our experiments, we evaluate our model on both sentence-level and document-level EAE benchmark datasets, demonstrating the effectiveness of the the proposed model by establishing new state-of-the-art results in both settings.

2 Model

Problem Definition: The goal of EAE task is to recognize the role of entity mentions toward a specific event trigger. We formulate this task as a multi-class classification problem. Formally, given a document $D = [w_1, w_2, \ldots, w_n]$, with the trigger word $w_i$ and the candidate argument $w_a$, the goal is to predict one of the labels $L = [l_1, l_2, \ldots, l_m]$ as the role of the candidate argument $w_a$ in the event evoked by the trigger $w_i$. The label set $L$ contains a special label $None$ to indicate that the candidate argument $w_a$ is not a participant in the event $w_i$.

Model Overview: The proposed model consists of four major components: 1) Input Encoder to represent the words in the document using high-dimensional vectors; 2) Dependency Pruning to employ Optimal Transport (OT) to prune unrelated words in the dependency tree; 3) Regularization to explicitly minimize the contribution of unrelated words for representation learning; and 4) Prediction to use the representations induced for the words of the document to make the final prediction.

2.1 Input Encoder

In the first step, we represent each word $w_i \in D$ using a high dimensional vector $x_i$. The vector $x_i$ is constructed by concatenating the following vectors: A) Contextualized Word Embedding: We feed the input text $[CLS]w_1w_2\ldots w_n[SEP]$ into the BERT$_{base}$ model (Devlin et al., 2019); we use the hidden state of $w_i$ in the final layer as the contextualized word embedding. Note that for words consisting of multiple word-pieces, we take the average of its word-piece representations; and B) Distance Embeddings: We represent the relative distances of the word $w_i$ toward the trigger and the argument words (i.e., $|i-t|$ and $|i-a|$) using high dimensional vectors obtained from a distance embedding table (initialized randomly). The distance embedding table is updated during training. Also, in our experiments, we find that fixing the BERT parameters is more helpful. As such, to tailor the vectors $x_i$ to EAE task, we feed the vectors $X = [x_1, x_2, \ldots, x_n]$ to a Bi-directional Long Short-Term Memory network (BiLSTM). The hidden states obtained from the BiLSTM, $H = [h_1, h_2, \ldots, h_n]$, will be consumed by subsequent components.

2.2 Dependency Pruning

To employ the syntactic structure of the input document $D$, we leverage the dependency trees of the sentences in the document. Here, we use the undirected versions of the dependency trees generated by the Stanford CoreNLP parser. To connect the dependency trees of the sentences to form a single dependency graph for $D$, similar to (Gupta et al., 2019), we add an edge between the roots of the dependency trees for every pair of consecutive sentences in $D$. As such, the generated syntactic tree for $D$, called $T$, will contain all the words $w_i \in D$. As discussed in the introduction, the full tree $T$ for $D$ might contain both related and unrelated words for the argument role prediction of $w_a$ with respect to the event trigger $w_i$. It is thus necessary to prune this tree to retain only the related words, thus preventing potential noises introduced by unrelated words for representation learning. Motivated by the effectiveness of dependency paths for sentence-level EAE in prior work (Li et al., 2013), we employ the dependency path (DP) between the event trigger $w_i$ and the argument candidate $w_a$ in $T$ as the anchor to prune the unrelated words. In particular, besides the words along DP (that might miss some important context words for prediction), we seek to retrain only off-of-DP words in $T$ that are syntactically and semantically close to the words in DP (i.e., aligning off-of-DP and on-the-DP words). We propose to employ Optimal Transport (OT) to jointly consider syntax and semantics for this word alignment. In the following, we first formally describe OT. We will then provide details on how OT could be leveraged to implement our idea.

OT is an established method to find the optimal plan to convert (i.e., transport) one distribution to another one. Formally, given the probability distributions $p(x)$ and $q(y)$ over the domains $\mathcal{X}$ and $\mathcal{Y}$, and the cost/distance function $C(x,y) : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}_+$ for mapping $\mathcal{X}$ to $\mathcal{Y}$, OT finds the optimal joint alignment/distribution $\pi^*(x,y)$ (over $\mathcal{X} \times \mathcal{Y}$) with marginals $p(x)$ and $q(y)$, i.e., the cheapest transportation from $p(x)$ to
where \( \Pi(x, y) \) is the set of all joint distributions with marginals \( p(x) \) and \( q(y) \). Note that if the distributions \( p(x) \) and \( q(y) \) are discrete, the integrals in Equation 1 are replaced with a sum and the joint distribution \( \pi^*(x, y) \) is represented by a matrix whose entry \( (x, y) \) (\( x \in X, y \in Y \)) represents the probability of transforming the data point \( x \) to \( y \) to convert the distribution \( p(x) \) to \( q(y) \). Note that to obtain a hard alignment between data points \( X \) and \( Y \), we can align each row of \( \pi^*(x, y) \) with the column with the highest probability, i.e., \( y^* = \arg\max_{y \in Y} \pi^*(x, y) \) where \( y^* \) is the data point in \( Y \) aligned with the data point \( x \in X \).

The most important and useful characteristics of OT in our problem is that it can find a transportation (i.e., an alignment) between two groups of data points with lowest cost according to two criteria: 1) the distance between data points, and 2) the difference between their probability masses. In particular, these two criteria can be exploited to capture the semantic and syntactic similarity required in our model to find an alignment between off-the-DP and on-the-DP words. Specifically, we use the words on the DP as the data points in the domain \( Y \) and the words off the DP as the data points in the domain \( X \). To compute the distributions \( p(x) \) and \( q(y) \) (i.e., probability masses for data points) for \( x \in X \) and \( y \in Y \), we use the syntax-based importance scores. Formally, for the word \( w_i \), we compute its distance to the trigger and the candidate argument in the dependency tree (lengths of dependency paths), i.e., \( d_i^t \) and \( d_i^p \), respectively. Afterward, the probability mass for a word \( x = w_i \in X \) is computed as the minimum of the two distances, i.e., \( p(x) = \min(d_i^t, d_i^p) \). Note that the distribution \( p(y) \) is computed similarly; \( p(x) \) and \( p(y) \) are also normalized with softmax over their corresponding sets to obtain distributions. In order to obtain the distance/transportation cost \( C(x, y) \) between every pair of words \( (x, y) \in X \times Y \), we propose to use their semantic information based on the Euclidean distance of their representation vectors \( h_x \) and \( h_y \) in \( H \): \( C(x, y) = ||h_x - h_y|| \).

Using this setup, solving Equation 1 returns the optimal alignment \( \pi^*(x, y) \) that can be used to align each data point in \( X \) with one data point in \( Y \). However, in our problem, we look for a subset of data points in \( X \) to be aligned with data points in \( Y \) for retention in the dependency structure for \( D \). As such, we add an extra data point “NULL” to \( Y \) whose representation is computed by averaging the representations of all data points in \( X \) and probability mass is the average of probability masses of the data points in \( X \). Alignments with this data point in \( Y \) will serve as null alignment indicating that the aligned data point in \( X \), i.e., an off-the-DP word, should not be kept in the pruned tree. Other words in \( X \) with a non-null alignment, called \( I (I \subset X) \), will be preserved in the pruned tree for \( D \). The removal of NULL-assigned off-DP words from \( T \) produces a new graph that presumably contains the most important words for argument role prediction for \( D \). Here, to ensure the connectivity of the new graph, we also retain any words along the dependency paths between the trigger/argument words and a word in \( I \), leading to a new graph \( T' \) to represent \( D \) with important context words.

In the next step, we feed \( T' \) into a Graph Convolution Network (GCN) (Kipf and Welling, 2017; Nguyen and Grishman, 2018) to learn more abstract representation vectors for the words in \( T' \), leveraging BiLSTM-induced vectors in \( H \) as the inputs. We denote the hidden vectors produced in the last layer of the GCN model \( \text{GCN} \) by: \( H' = h_{t_1}', \ldots, h_{t_m}' = \text{GCN}(H, T') \) where \( m \) is the number of words in \( T' \) (\( m < n \)) and \( h_{t_k}' \) is the vector for the word \( w_{t_k} \) (i.e., the \( k \)-word in \( T' \)).

2.3 Regularization

By using the pruned tree \( T' \) to compute the representation vectors in \( H' \), we expect to explicitly guide those vectors to: (i) encode related/important context words, and (ii) exclude potentially noisy information from unrelated words for the role prediction of \( w_\alpha \). However, due to the contextualization in the input encoder with BERT, the noisy information of unrelated words might still be included in the representations \( H \) for the selected words in the pruned tree \( T' \), thus being propagated by the GCN into the representations \( H' \). As such, to further constrain the contribution of unrelated words for representation learning, we introduce a novel regularization technique that encourages

\[ \text{regularization} \]
the representations obtained from every word in $D$ to be similar to the representations obtained only from the related words in $T'$ (i.e., adding unrelated words does not change the representations significantly). As the output vectors from the GCN model will be used by the role prediction, we implement this regularization technique based on the representation vectors induced from GCN. Formally, we first feed the $H$ and the full dependency tree $T$ for $D$ into the same GCN model, i.e., $H'' = GCN(H, T)$. Afterward, we compute the vector representation vectors $h'$ and $h''$ for the sets $H'$ (based on $T$) and $H''$ (based on $T$) by performing a max-pooling, i.e., $h' = MAX\_POOL(h'_{1}, \ldots, h'_{in})$ and $h'' = MAX\_POOL(h''_{1}, h''_{2}, \ldots, h''_{n})$. Finally, we enforce the similarity of $h'$ and $h''$ by adding their $L_2$ distance into the overall loss function: $L_{reg} = ||h' - h''||$.

2.4 Prediction
To perform the argument role prediction for $w_\alpha$ and $w_\tau$, we form the overall vector $V = [h'_\alpha, h'_\tau, h']$, where $h'_\alpha$ and $h'_\tau$ are the representation vectors for $w_\alpha$ and $w_\tau$ in $H'$. As such, $V$ will be consumed by a two-layer feed-forward network to obtain the distribution $P(\cdot|D, w_\tau, w_\alpha)$ over possible argument roles. To train the model, we use negative log-likelihood loss: $L_{pred} = -\log P(l|D, w_\tau, w_\alpha)$, where $l$ is the gold label. The overall loss function for our model is thus: $L = L_{pred} + \beta L_{reg}$, where $\beta$ is a trade-off parameter.

3 Experiments

3.1 Datasets & Parameters
We evaluate the proposed model, i.e., Optimal Transport-based Event Argument Extraction (OTEAE), on the RAMS dataset which is recently introduced in (Ebner et al., 2020) for document-level EAE. RAMS contains 9,124 annotated event mentions across 139 event types for 65 argument roles, serving as the largest available dataset for this task. We use the official train/dev/test split and evaluation scripts for RAMS provided by (Ebner et al., 2020) for a fair comparison.

We use the development set of RAMS to fine tune the hyper parameters for the proposed model. Based on our experiments, the following hyper parameters are chosen: 50 dimensions for position embeddings; 1 layer for BiLSTM and 2 layers for GCN; 150 dimensions for the hidden states of the BiLSTM, GCN and feed-forward networks; 64 for the batch size; 0.2 for the learning rate with the Adam optimizer, and 0.1 for the trade-off parameter $\beta$.

3.2 Baselines
For the experiments on the RAMS dataset, we compare our model with two groups of baselines: (1) Prior works that report their performance on RAMS. Specifically, we compare our model with the RAMS$_{model}$ model in (Ebner et al., 2020), the Head-based model in (Zhang et al., 2020c) and the Joint model in (Chen et al., 2020). As such, the Joint model in (Chen et al., 2020) currently has the best reported performance on RAMS. Note that all of these baselines are sequence-based deep models that ignore the syntactic structure of the input document.; (2) To thoroughly compare OTEAE with previous works, we examine the structure-aware deep learning models proposed for another related task, i.e., document-level relation extraction, and adapt them for EAE. Concretely, we compare our model with: (i) the iDepNN model in (Gupta et al., 2019) that employs the syntactic structure of the document with pruning along the dependency path; (ii) the GCNN model in (Sahu et al., 2019) that leverages both syntactic and discourse-level structures to encode the document; (iii) the LSR model in (Nan et al., 2020) that infers document structures by a deep reasoning module; and (iv) the EoG model in (Christopoulou et al., 2019) that encodes syntactic and discourse structures using high dimensional vectors to represent the edges of the structure graphs.

Following (Ebner et al., 2020), we report the performance of the models in two different settings for RAMS: (1) Standard Decoding: In this setting, the label is predicted by operating argmax on the probability distribution $P(\cdot|D, w_\tau, w_\alpha)$; (2) Type Constrained: In this setting, the prediction of the models for a given candidate argument and event trigger is constrained to the set of permissible roles for the event type of the given event trigger. Specifically, before applying argmax on $P(\cdot|D, w_\tau, w_\alpha)$, the probabilities of the non-permissible roles for the event type evoked by $w_\tau$ are set to zero.

3.3 Performance Comparison
The performance of the models on the RAMS test set is presented in Table 1. As can be seen, the proposed model significantly outperforms both sequence-based and structure-aware baselines in both settings on the RAMS dataset (with $p < 0.01$),
yielding to the state-of-the-art performance for document-level EAE on RAMS. Compared to the sequence-based baselines (i.e., Head-based, Joint), we attribute the success of our model to the ability to capture long-distance dependencies between words in multiple sentences (via syntactic structures) that can encode documents with richer information. Moreover, compared to the document structure-aware baselines, our hypothesis for the superior performance of OTEAE involves the OT-based component that is able to recognize the optimal trade-off between semantics-based and syntax-based importance of the words to better filter unrelated words to learn document structures for EAE. In particular, most baseline models employ human-designed rules to compute document structures that cannot flexibly prune unrelated words e.g., iDepNN (Gupta et al., 2019) to prune syntactic structures along dependency paths, and EoG (Christopoulou et al., 2019) and GCNN (Sahu et al., 2019) to employ heuristic discourse information (coreference links), thus leading to inferior performance.

3.4 Performance on ACE 2005

To provide more insight into the performance of the proposed model OTEAE, following (Chen et al., 2020), we further examine the models’ performance on the well-known ACE 2005 dataset for the sentence-level EAE task. This dataset contains 599 documents, 33 event subtypes and 35 argument roles. We employ the same data split and pre-processing scripts as prior works (Lin et al., 2020; Chen et al., 2020). To be directly comparable with (Chen et al., 2020) (the current state-of-the-art model for document-level EAE), we assume golden event trigger and argument spans in this experiment. Table 2 reports the performance of the models on the ACE 2005 test set. Here in addition to OTEAE and Joint (Chen et al., 2020), we show the performance of two other models: (i) the BERT-based model that directly uses the BiLSTM vectors in \( H \) to form the overall representation vector \( V = [h_1, h_n, \text{MAX}_\text{POOL}(h_1, \ldots, h_n)] \) for predictions (i.e., the OT-based pruning and regularization are not applied here); and (ii) the GTM model in (Veyseh et al., 2020) that currently has the current state-of-the-art model for sentence-level EAE on ACE 2005.

As can be seen from the table, OTEAE still performs well even with shorter context of single sentences, leading to state-of-the-art performance for sentence-level EAE. Notably, the substantially better performance of OTEAE over BERT-based shows that the proposed dependency pruning and regularization components are also beneficial for representation learning in sentence-level EAE.

3.5 Ablation Study

OTEAE has two major components: (1) The structure generator component to infer pruned dependency structures for documents, (2) The regularization component to explicitly exclude the unrelated information. This section conducts an ablation study to analyze the effectiveness of these components for OTEAE. In particular, we evaluate the performance of the following ablated models: (1) \( \text{Reg}^- \): This model excludes the regularization loss, i.e., \( L_{\text{reg}} \), from the overall loss function \( L \); (2) \( \text{OT}^- \): This baseline eliminates the OT-based component for tree pruning, instead, it prunes dependency structures along dependency paths; (3) \( \text{Prune}^- \): This model employs the full dependency tree as the structure to be consumed by the GCN model. As such, the regularization component which requires a pruned tree is also excluded from the final loss function; (4) \( \text{GCN}^- \): This model excludes the GCN model from OTEAE. Here, we still retain the OT-based pruning and regularization components; however, instead of using GCN-based representations, the vectors for final predictions and regularization need to be computed over the BiLSTM-induced vectors in \( H \). In particular, the final prediction vec-
We analyze examples in which our model successfully predicts the argument role, while all other documents do not. To answer the second question, we evaluate the model performance on the RAMS development set.

Table 3: Ablation study on the RAMS development set.

| Model        | Precision | Recall | F1  |
|--------------|-----------|--------|-----|
| OTEAE (full) | 74.9      | 75.5   | 75.2|
| Reg−         | 74.3      | 73.9   | 74.1|
| OT−          | 72.8      | 73.2   | 73.0|
| Prune−       | 72.3      | 72.0   | 72.2|
| GCN−         | 72.2      | 71.5   | 71.9|

Table 4: Optimal Transport analysis on the RAMS development set.

| Model             | Precision | Recall | F1  |
|-------------------|-----------|--------|-----|
| OTEAE (full)      | 74.9      | 75.5   | 75.2|
| Syntax−           | 75.1      | 73.5   | 74.3|
| Semantics−        | 74.4      | 73.5   | 73.9|
| DP−               | 74.1      | 73.1   | 73.6|

In order to provide more insight into the importance of OT for tree pruning, we perform another ablation study solely on the OT component. Specifically, we answer two questions: (1) Are both syntax-based and semantic-based criteria necessary to prune the dependency tree? (2) Should the dependency paths be taken into account during pruning? For the first question, we study two ablated models: (1) **Syntax−**: In this model, we use uniform distribution for \( p(x) \) and \( q(y) \) in OT, thus excluding the syntactic distances of the words to the trigger/argument from OT computation; (2) **Semantics−**: In this baseline, we use a constant cost function, i.e., \( C(x, y) = 1 \), for OT so the representation-based similarities between the words are not used by OT. To answer the second question, we evaluate the model **DP−** where the domain \( Y \) only consists of the trigger and the argument words; and the domain \( X \) involves all other words in \( D \) (including the ones on the dependency paths). Note that in this model, we still add the extra node “NULL” into \( Y \) to represent null alignments. Table 4 presents the performance of the models. There are several observations from this table. First, removing either syntax-based (i.e., **Syntax−**) or semantic-based (i.e., **Semantics−**) criterion will hurt the performance, indicating the necessity of both criteria. Second, compared to the syntax-based information, the semantic-based criterion contributes more to OTEAE as removing it will lead to larger performance reduction. This is important as the semantic-based criterion has not been used in prior methods for document structure inference with tree pruning. Finally, using only the trigger/argument words as the anchor points for positive alignment (i.e., **DP−**) is not optimal, showing that dependency paths are critical for OT to find related words in documents for EAE.

### 4 Analysis

**Inter- vs. Intra-sentence Performance**: To shed more light on the effectiveness of the proposed model, we study the performance of the proposed model in two different settings: (1) Intra-sentence where both trigger and argument words appear in the same sentence, i.e. the number of sentences between the trigger and the argument is zero; and (2) Inter-sentence where the trigger and argument appear in different sentences, i.e., the number of sentences in between is non-zero. We compare our model with the state-of-the-art models for document-level EAE, i.e., the RAMS \_model (Ebner et al., 2020) and Joint (Chen et al., 2020) models in this analysis. All models assumes Type-Constrained decoding in this section. The results on the RAMS development set are shown in Table 6. This table shows that the proposed model significantly outperforms prior works (except for the distance of 2 where the performance is comparable). Interestingly, the obtained improvement is consistent for both inter-sentence and intra-sentence settings, suggesting the benefits of using efficient document structure for EAE in general.

**Case Study**: Finally, we perform a case study to explore the benefits of OTEAE compared to prior document-level methods. In particular, we analyze examples in which our model successfully predicts the argument role, while all other docu-
Table 5: Case study on the RAMS development set. Event triggers are shown in red bold-face; arguments are shown in blue underlined font; and the OT-selected words in OTEAE are presented in green italic font.

| Dist. | # Gold args. | RAMS      | Joint    | Ours   |
|-------|--------------|-----------|----------|--------|
| -2    | 79           | 75.7      | 77.2     | 78.1   |
| -1    | 164          | 73.7      | 74.4     | 75.2   |
| 0     | 1,811        | 75.0      | 79.6     | 80.3   |
| 1     | 87           | 76.5      | 77.0     | 77.5   |
| 2     | 47           | 79.1      | 78.7     | 79.0   |

Table 6: F1 scores on the RAMS development set for examples with different numbers of sentences between the trigger and the argument. Negative numbers imply that the argument appears before the trigger.

Event Argument Extraction is one of the sub-tasks of Event Extraction which is mainly approached with sentence-level models in the prior works. Early models for this task employed feature-based methods (Patwardhan and Riloff, 2009; Riedel and McCallum, 2011; Hong et al., 2011; McClosky et al., 2011; Li et al., 2013; Miwa et al., 2014; Yang and Mitchell, 2016). Later, deep learning emerged as the state-of-the-art approach for sentence-level EE (Chen et al., 2015; Zhang et al., 2019; Yang et al., 2019; Nguyen and Nguyen, 2019; Zhang et al., 2020b; Lai et al., 2020; Nguyen et al., 2021; Veyseh et al., 2021) or specifically, EAE (Wang et al., 2019). As the sentence-level models are not able to detect all arguments of an event mentioned in a document, recently the document-level setting has gained more attention; a new dataset (i.e., RAMS) has been introduced by (Ebner et al., 2020). The most similar models to our document-level EAE model involve RAMS_{model} (Ebner et al., 2020), Head-based (Zhang et al., 2020c) and the Joint model (Chen et al., 2020). However, none of these models explore document structures for representation that have been shown to be critical for EAE in our work.

Document structures has been also exploited for other Information Extraction (Sahu et al., 2019; Gupta et al., 2019; Nan et al., 2020; Tran et al., 2020) and NLP tasks (Pan et al., 2020; Balachandran et al., 2020; Zhang et al., 2020a; Lu et al., 2021). In particular, for the related task of document-level relation extraction, existing works have attempted to construct document structures based on the syntax or discourse information. However, these models fail to involve semantics of the document in the constructed structure, resulting in the inferior performance. In this work, we address this limitation by exploiting optional transport to jointly consider syntactic and semantic information for document structures. To our knowledge, OT has not been used for document structures in prior work.

6 Conclusion

In this work, we propose a new document structure-aware model for document-level EAE. Our model employs dependency trees of sentences and presents a novel technique based on optimal consideration for the document structure.
transport to prune dependency trees for documents in the EAE task. In addition, we introduce a novel regularization to explicitly constrain the contribution of irrelevant words for representation learning. Our extensive experiments demonstrate the effectiveness of the proposed model. In the future, we plan to apply our model for other IE tasks.
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