FT-HID: a large-scale RGB-D dataset for first- and third-person human interaction analysis
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Abstract
Analysis of human interaction is one important research topic of human motion analysis. It has been studied either using first-person vision (FPV) or third-person vision (TPV). However, the joint learning of both types of vision has so far attracted little attention. One of the reasons is the lack of suitable datasets that cover both FPV and TPV. In addition, existing benchmark datasets of either FPV or TPV have several limitations, including the limited number of samples, participant subjects, interaction categories, and modalities. In this work, we contribute a large-scale human interaction dataset, namely FT-HID dataset. FT-HID contains pair-aligned samples of first-person and third-person visions. The dataset was collected from 109 distinct subjects and has more than 90K samples for three modalities. The dataset has been validated by using several existing action recognition methods. In addition, we introduce a novel multi-view interaction mechanism for skeleton sequences, and a joint learning multi-stream framework for first-person and third-person visions. Both methods yield promising results on the FT-HID dataset. It is expected that the introduction of this vision-aligned large-scale dataset will promote the development of both FPV and TPV, and their joint learning techniques for human action analysis.
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1 Introduction

Human action recognition is a fundamental yet challenging task in the field of computer vision. It has a wide range of practical applications including security surveillance, medical care, description generation, video retrieval, and human–robot interaction. According to the different emphasis of the analysis, the problem can be generalized into three pairs of learning problems, namely third-person vision (TPV) learning and first-person vision (FPV) learning, single-view learning and multi-view learning, as well as single-person action learning and multi-person interaction learning. Among them, TPV is the most common data paradigm in current action recognition research [21, 30, 48, 92]. When capturing TPV data, the camera can be seen as an observer. The subjects perform the action spontaneously without the intention to interact with the camera. Usually, the TPV camera is fixed at a distance of the subject to get stable and complete action and background environment information. There are many established RGB-D TPV datasets, such as NTU RGB-D dataset...
[57], SYSU dataset [22], UTD dataset [9], and M2I dataset [81]. However, these datasets still have limitations in some important aspects, such as the number of subjects, background environment, and the number of action categories, which are crucial for building a realistic yet challenging action recognition dataset. For example, SYSU 3D Human–Object interaction dataset [22] only contains 12 distinct actions performed by four subjects, and the large-scale NTU dataset [57] lacks data taken from the top view. The small number of camera views and less characteristic of the subjects may significantly limit the intra-class variation of actions, while the small set of distinguishable classes can be easily recognized and hinder real-world applications.

Different from TPV learning, the camera is a part of the performer in the collection of FPV data, which is obtained by the camera mounted on a wearable device of the performer. FPV provides the inherent human-centric perspective of human action and has unique characteristics, including the egocentric motion made by the movement of the head of the performer, the detailed information caused by the short distance from the camera to action target, and the narrow field-of-view of the FPV camera. Compared with TPV RGB-D action recognition, limited research has been conducted in the FPV domain. The main reason is the scarcity of the public available RGB-D egocentric dataset. To the best of our knowledge, only five existing FPV datasets [20, 50, 65, 79, 89] contain both RGB and depth modality. These datasets also have the same limitations as TPV datasets in the number of subjects, action category, and background environment. Moreover, most of the mentioned datasets focus on hand action such as gesture and hand–object interaction. However, the actions completed by other body parts as well as the multi-person interaction is also important in daily life.

TPV and FPV data have their unique strengths and weaknesses, respectively. Generally, TPV data are often stationary or moving smoothly, and stays off the subject, which can get a wide range of perspectives and capture more background information, but it lacks the details of the action. FPV data is close to the real scene that the wearer sees, and can record some details that cannot be seen from TPV. However, it gets a limited field of vision and loses some holistic information. Therefore, it is necessary to combine the two types of visions for better human action understanding and analysis. However, most existing datasets only have one kind of vision. For example, the datasets MSR Action 3D [40], UTDMHAD [9] and NTU RGB-D [57] only contain TPV data, while the datasets ADL [54], GTEA [13] and multimodal egocentric activity [63] are pure FPV datasets. Although the dataset CMU-MMAC [13] contains both visions, it lacks the depth modality.

Single-view learning is the conventional approach, and it is widely explored in existing research. As all the data are recorded in a static camera view, the core problem of single-view learning is that it does not consider the difference in appearance and motion characteristics from different camera views which may limit the diversity of action expressions and greatly affects the generalization of the recognition algorithm. Besides, some actions are difficult to recognize from certain viewpoints but easy to recognize from others. Thus multi-view learning, which aims to map features obtained from multiple views into a common feature space to handle the variations in visual appearance, is in aid of the action recognition field. A few existing datasets [70, 71, 75] set multiple cameras from different views but most of them only contain horizontal views and omit the vertical view. For instance, the view in UESTC dataset [27] cover 360°, but they are all at the same height. However, the data from the top view can provide unique information of the action and is especially important for intelligent video surveillance.

Single-person learning includes recognizing the periodic actions performed by only one subject, like walking and waving, and the person–object interaction such as picking a ball and sending a card. Extensive previous research and datasets [5, 38, 78, 86] focused on single-person action recognition. However, human interactions such as pushing and handshaking are more typical human activities that occur in public places. Human interaction usually involves at least two individual motions from multiple persons, who are concurrently interrelated with each other. Recognition of complex interactions between multiple persons will be necessary for a number of applications, including automatic detection of violent activities in smart surveillance systems. The human interactions are coordinated in the sense that the movement of one person depends on the movement of the other and vice versa, for example, person A kicks person B, and then person B strikes back. In contrast to single-person motions, the study of interactions between multiple persons could help extend the understanding of human motion. Two of the most limitation of existing interaction datasets [66, 77, 85] are the shortage of interaction categories and the number of samples in each category.

From the above analysis, it can be seen that pairs of complementary TPV and FPV data can represent the action more comprehensively. Meanwhile, compared with single-view and single-person learning, multi-view and multi-person interaction learning are more challenging and meaningful. However, as shown in Table 1, the current datasets cannot meet the above three research demands simultaneously and also remain defects in each of the three learning tasks. Therefore, in this paper, a large-scale RGB-D dataset (FT-HID dataset) for first- and third-person
vision analysis with multiple camera views and diverse multi-person interactions is collected to fill the gap. The dataset contains more than 38K RGB samples, 38K depth samples, and about 20K skeleton sequences. Thirty classes of daily actions are designed specifically for multi-person interaction with a wearable device and three fixed cameras. FT-HID dataset has a comparable number of data, action classes, and scenes with other RGB-D action recognition datasets. It is more complex as the data are collected from 109 distinct subjects with large variations in gender, age, and physical condition. More importantly, to the best of our knowledge, it is the first large-scale RGB-D dataset that is collected from both TPV and FPV perspectives for action recognition.

Given the FT-HID dataset, we evaluate several published methods based on both handcrafted and deep learning features on TPV action recognition and FPV action recognition separately with suggested cross-subject and cross-view evaluation criteria. Furthermore, to explore the intrinsic relation between TPV and FPV, the performance of fusion across two visions is also investigated. It is believed that the FT-HID dataset can be used as a benchmark and help the community to move steps forward in the exploration of both FPV and TPV action recognition.

Moreover, two novel deep neural networks are proposed for action recognition. One aims to adequately learn the nonlinear structure of heterogeneous representations from different modalities and views and to exploit their complementary characteristics. Specifically, four 3D deep convolutional neural networks are utilized to learn the spatiotemporal information of four streams, i.e., TPV RGB videos, TPV depth sequences, FPV RGB videos, and FPV depth sequences, respectively. The other one focuses on exploring the joint representation of skeleton sequences from different camera views. It is realized by integrating channel-selection modules into a two-stream structure.

| Dataset                                | TPV | FPV | Total-action | Interaction | Subject | Camera | Video-sample | Year |
|----------------------------------------|-----|-----|--------------|-------------|---------|--------|--------------|------|
| WVCS dataset [50]                      | ×   | ✓   | 18           | 0           | 4       | 1      | 918          | 2014 |
| Robot-Centric Activity dataset [79]    | ×   | ✓   | 9            | 9           | 8       | 1      | 189          | 2015 |
| First-Person Hand Action dataset [20]  | ×   | ✓   | 45           | 0           | 6       | 1      | 1175         | 2018 |
| EgoGesture dataset [89]                | ✓   | ×   | 83           | 0           | 50      | 1      | 24,161       | 2018 |
| THU-READ dataset [65]                  | ✓   | ×   | 16           | 0           | 8       | 1      | 1920         | 2018 |
| MSR Daily Activity 3D dataset [69]     | ×   | ✓   | 10           | 0           | 10      | 1      | 320          | 2012 |
| UTKinect dataset [78]                  | ✓   | ×   | 20           | 0           | 10      | 1      | 200          | 2012 |
| G3D dataset [3, 5]                     | ✓   | ×   | 5            | 0           | 5       | 1      | 600          | 2012 |
| Falling Event dataset [86]             | ✓   | ×   | 5            | 0           | 5       | 1      | 150          | 2012 |
| SBU dataset [85]                       | ✓   | ×   | 8            | 8           | 7       | 1      | 300          | 2012 |
| Osaka dataset [49]                     | ✓   | ×   | 10           | 0           | 8       | 1      | 80           | 2012 |
| WorkoutSU-10 dataset [51]              | ✓   | ×   | 10           | 0           | 12      | 1      | 1200         | 2013 |
| Multi-view 3D Event dataset [75]       | ✓   | ×   | 8            | 0           | 8       | 3      | 3815         | 2013 |
| MAD dataset [24]                       | ✓   | ×   | 35           | 0           | 20      | 1      | 1400         | 2014 |
| HARL dataset [77]                      | ✓   | ×   | 10           | 3           | 21      | –      | 828          | 2014 |
| Office Activity dataset [71]           | ✓   | ×   | 20           | 10          | 10+     | 3      | 1180         | 2014 |
| ShakeFive dataset [66]                 | ✓   | ×   | 2            | 2           | 37      | 1      | 100          | 2014 |
| G3Di [4]                               | ✓   | ×   | 18           | 18          | 12      | 1      | –            | 2014 |
| N-UCLA dataset [70]                    | ✓   | ×   | 10           | 0           | 10      | 3      | 1475         | 2014 |
| UWA3D dataset [55]                     | ✓   | ×   | 30           | 0           | 10      | –      | 600+         | 2014 |
| TJIU dataset [42]                      | ✓   | ×   | 15           | 0           | 20      | 1      | 1200         | 2015 |
| UTD dataset [9]                        | ✓   | ×   | 27           | 0           | 8       | 1      | 861          | 2015 |
| MV-TIU dataset [44]                    | ✓   | ×   | 22           | 0           | 20      | 2      | 3520         | 2015 |
| NTU-60 dataset [57]                    | ✓   | ×   | 60           | 11           | 40      | 3      | 56,880       | 2016 |
| M²I dataset [43]                       | ✓   | ×   | 22           | 9            | 22      | 2      | 1784         | 2017 |
| UESTC RGB-D dataset [27]               | ✓   | ×   | 40           | 0           | 118     | 8      | 25,600       | 2018 |
| NTU-120 dataset [47]                   | ✓   | ×   | 120          | 26           | 106     | 3      | 114,480      | 2019 |
| FT-HID dataset                         | ✓   | ✓   | 30           | 30           | 109     | 4      | 38,364       | 2021 |
2 Related work

In this section, a brief overview of the current available RGB-D action recognition datasets is proposed. Then, some handcrafted and deep learning-based methods are discussed. For both the datasets and methods, TPV and FPV conditions are introduced separately.

2.1 Datasets

2.1.1 TPV dataset

In the field of human action recognition, most of the established datasets are captured in TPV. Among all the TPV datasets, the MSRDailyActivity3D dataset [69], UTKinect dataset [78], UTD dataset [9], NTU-60 [57], and NTU-120 [47] are commonly used benchmarks. MSRDailyActivity3D dataset [69] consists of 320 samples of 16 action classes, which are performed by ten actors in two background settings. UTKinect dataset [78] contains 200 samples collected from ten subjects by Kinect sensor. It collects ten classes of daily actions in total. In UTD dataset [9], eight subjects perform 27 actions in a fixed background environment and obtains 861 samples. These three benchmarks contain only single-person actions and are captured with only one camera at a time. In addition, the number of subjects participating in the performance and the overall sample size are also very limited. NTU provides a larger dataset [57] of 60 actions from 40 distinct subjects. Its new version [47] extends the action category into 120 and the total number of samples is 114,480. Although three cameras are used to capture the same action at the same time in NTU datasets [47, 57], only the horizontal views are included, and the vertical view is missing. In addition to the five benchmarks, all the other datasets also contain one or more limitations, including the small number of action categories, interactions, subjects, camera views, and sample size.

2.1.2 FPV dataset

The number of available FPV datasets is smaller by an order of magnitude than their TPV equivalents. One of the reasons is the difficulty of data collection. Most existing wearable cameras such as GoPro, Goole Glass, and Looxcie only capture RGB videos. Besides, the size of some RGB-D cameras including Kinect, Intel Real Sense, and ZED are relatively big and need real-time computer control to measure depth range which makes them unsuitable for egocentric data collection. There exist only five RGB-D datasets for FPV action recognition. WCVS dataset [50] is the earliest work that opened up the research in RGB-D FPV action recognition. Robot-Centric Activity dataset [79] is collected from a Kinect device mounted on top of an autonomous non-humanoid robot. First-Person Hand Action dataset [20] focuses on daily hand–object interaction and the RGB-D camera is mounted on the shoulder of each subject. EgoGesture dataset [89] is designed for egocentric hand gesture recognition which can be seen as a fine-grained action recognition task. Notably, the subjects are taught how to perform each gesture before data collection, which may decrease the inter-class variation and the reality of the dataset. THU-READ dataset [65] contains 1920 video clips with 40 hand actions. During the data collection, the camera is kept in the same direction as the subject’s eyesight. The most obvious limitation of the current FPV datasets is the small number of interaction classes and sample size.

2.2 Action recognition methods

2.2.1 TPV methods

Since the RGB videos can maintain color and texture information while the depth maps are invariant to illumination changes, many methods [19, 33, 58, 74, 88] have been proposed to fuse features extracted from both depth and RGB modalities. The handcrafted descriptors, including HOG and HOF, are widely used in early RGB-D action recognition approaches [28, 32, 34, 35, 45]. In addition, some work focus on designing and capturing suitable features to describe the trajectories [1, 17, 46, 64] and motions [18, 25, 26] of the action. Specifically, Asadi et al. [1] propose multi-modal dense trajectories to describe RGB-D videos and utilize a hybrid median filter as well as inpainting technique to enhance depth videos. Based on the dense trajectory features and human pose representations extracted from RGB and depth videos, Gao et al. [17] propose a collaborative sparse representation learning model for RGB-D action recognition. Imran et al. [26] train a four-channel deep convolutional neural network to fuse motion history images and depth motion maps extracted from RGB and depth videos, respectively. Besides, binary local representation is adopted in [83, 84] to preserve the pairwise structure with shape constraints through an orthogonal projection matrix. Except for RGB videos and depth maps, skeleton sequences are also involved in some
work [22, 23, 31, 56] to enhance the recognition performance. However, skeleton-based action recognition without RGB video and depth maps can also achieve satisfactory performance due to the advantages of skeleton sequences with detailed position and motion information, insensitivity to the environment, and low storage space.

Existing studies focus on using skeleton data directly to achieve skeleton-based action recognition mainly targets with RNN [2, 12, 68, 88], CNN [6, 52, 67], and GCN [16, 36, 39, 60, 61, 76]. RNN has a strong ability to model sequential data which is consistent with the intrinsic structure of the skeletal sequence and generally takes skeleton joint coordinates vector as the input of networks. Zhang et al. [88] enhance the RNN through a universal spatial modeling method, then a multi-stream LSTM with a score fusion technique is proposed to combine multiple geometric features. The CNN-based methods convert the skeleton data into pseudo-images or joint trajectory maps for simulating the RGB maps. For example, Cao et al. [6] use the arrangement strategy, part-based, chain-based, and traversal-based orders, to convert the skeleton sequences into color images. Yang et al. [82] take advantage of both CNN and RNN to capture semantic structural information and long-term dependencies. In recent years, GCN generalizes CNN to graph-structured data with graph theory. GCN can efficiently distill information from skeleton sequences. Specifically, Shi et al. [61] propose a two-stream GCN to model both first-order and second-order information adaptively. Li et al. [39] build AS-GCN by stacking actional structural graph convolution and temporal convolution to model both spatial and temporal features.

### 2.2.2 FPV methods

Moghimi et al. [50] design a domain-specific feature that roughly encodes the distribution and location of skin pixels in the image. The skin segmentation is the first step of the proposed method which includes both RGB and depth information. Then, a variety of descriptors, such as skin histogram and arms-hands bounding box, are built on the top of the obtained skin pixel segmentation and are sent into the classifier for action recognition. Xia et al. [79] select four different descriptors that have shown to perform well in classic activity recognition tasks: 3D optical flow, spatiotemporal interesting points in RGB data, depth data, and body posture descriptors. Moreover, they generate independent motion vectors and attention masks to separate ego-motion from independent motion. Tang et al. [65] develop a multi-stream deep neural network (MDNN) to adequately learn the nonlinear structure of heterogeneous representations from RGB and depth modality as well as exploit the complementary characteristics in TPV videos. It can preserve the distinctive property for each modality and simultaneously explore sharable information in a unified deep architecture. Moreover, in some research, the methods for TPV action recognition, such as two-stream network [14] and VGG16 [62] for RGB videos and HON4D [53] for depth maps are directly used in RGB-D FPV action recognition.

### 3 The FT-HID dataset

This section presents the details and the evaluation protocols of the collected FT-HID dataset. Figure 1 shows some sample frames of the dataset.

#### 3.1 Action classes

FT-HID dataset contained 30 interaction categories for both first- and third-person vision in total. A summary of the quantitative characteristics of the dataset is presented in Table 2. The interactions can be divided into two groups, including 23 positive interactions and seven negative actions. In particular, positive interactions commonly happen in daily life, while negative actions are abnormal actions that usually tend toward violence. The overall categories are as follows.

##### 3.1.1 Positive interactions

- Push hands, Cross-clap hands, Clap hands, Wave hands, Bow, Shake hands, High-five, Fist to fist, Finger-guessing, Celebration, Thumbs up, Pour water, Cheers, Pass ball by hand, Pass ball by feet, Pass an object, Feet-guessing, Lift the table, Wrist wrestling, Shuffle the cards, Take cards, Take out cards, and Touch the pulse.

##### 3.1.2 Negative actions

- Beat hands, Parry, Pull, Kick, Push, Steal from the back pocket and Collide with each other.

#### 3.2 Subjects

One hundred and nine distinct individuals participated in the dataset collection phase. They chose their partner freely and finally formed 89 two-person interaction groups with consistent ID numbers over the entire dataset. For every action category, each group performed four times and the FPV camera wearer changed in action interval.

#### 3.3 Scenarios

We provided two different indoor backgrounds with various complex objects, such as desk, armchair, computer,
and air conditioner. Three fixed cameras were used to capture TPV videos and the filming range was settled. The participants could walk freely within the range. We encouraged the participants to perform as naturally as possible. Thus, the category name of each action was the only hint, and after hearing the category, participants started to perform those actions according to their intuition.

3.4 Camera settings and modalities

3.4.1 First-person vision

Considering the available modality, weight, and volume, Orbbec Persee that provided both RGB videos and depth information was utilized in the FPV video capture. The camera was mounted on the helmet and the wearer can move effortlessly as usual. The depth maps and RGB videos were collected and stored about 25 frames per second at the resolution of 320 × 240. Since the videos for each interaction group were recorded continuously, eight participants were invited to assist video segmentation. They revisited RGB videos and pointed out the exact starting and ending frames of each action. As a result, the original 321 videos were segmented into 8,718 samples.

3.4.2 Third-person vision

While collecting FPV videos, data from TPV were recorded synchronously. We used three Kinect v2 to capture two different horizontal views and a vertical view for the same action. The front and side cameras were set up at the same distance, 1.8 meters away from the performance area, yet from two different horizontal angles: 0° and 45°. The top camera was about 2.4 meters from the ground. We collected three major data modalities acquired by the deep camera, namely the RGB videos, the depth maps, and the 3D skeleton sequences. But the skeleton information was defective in the top camera, thus we only provided RGB videos and depth maps for the top view. The RGB videos were recorded in the provided resolution of 1920 × 1080 and contained 9,882 samples per view. The resolution of each depth map was 512 × 424. The skeleton sequence consisted of 3D coordinates of 25 major body joints for each tracked human body in the scene.

3.5 Evaluation protocols

In order to fairly evaluate the performances of different methods applied on this dataset, we define several precise evaluation criteria for action recognition. For each criterion, we report the classification accuracy in percentage.

3.5.1 Cross-subject protocol

In cross-subject (CS) evaluation, 89 interaction groups are split into training and testing groups. For this evaluation, we state two sample split formulation. In the First...
4.1 Multi-view interaction network for skeleton-based action recognition

To deal with the data from multiple views, some efforts have been made over the past years. Some works [41, 87] unify the data from different views into a certain coordinate system through rotor and matrix transformation, but the view-specific information might be lost in the process of transformation. Some other works [59, 73] utilize parallel networks to extract the features of different views independently, which neglect the correlations among views. However, the view-specific information is beneficial to tackle the occlusions, and the relationships among views can improve the tracking quality. Therefore, considering the distinctions and complementarity of different views, we propose a selective interaction network for multi-view skeleton-based action recognition.

4 Baseline methods

In this section, we introduce two new data-driven learning methods to model human actions using the collected 3D action sequences. Specifically, one focuses on the channel correlations in deep models inspired by the current attention mechanism. The other is for paired first- and third-person vision, which can make full use of the advantages of both perspectives.
\[ d^l = GDC(l^l), d^l \in R^{1 \times 1 \times MC^l} \]

Further, two fully connected (FC) layers are employed to obtain the correlation representation of all channels:

\[ r^l = FC_2(FC_1(r^l)), r^l \in R^{1 \times 1 \times MC^l} \]

Note that the output channels of the second FC layer must remain the same as \( d^l \) for the subsequent selection. Here, \( r^l \) can be seen as the stack of \( M \) vectors which are relative to the features before concatenation:

\[ r^l = \{r^l_1, ..., r^l_M\}, r^l_m \in R^{1 \times 1 \times C^l} \]

In order to enhance the informative views and weaken the other ones, \( \text{softmax} \) function is used across description vectors of different views. The resulting weight vectors \( w^l \), whose value is in the range of 0 to 1, represent the importance of different views in certain channels:

\[ w^l = \{w^l_1, ..., w^l_M\} = \text{softmax}\{r^l_1, ..., r^l_M\} \]

where \( w^l \in R^{1 \times 1 \times MC^l} \). The final feature map \( P^l \) is obtained through the weight vectors on various views and the residual connection with the previous feature map:

\[ P^l = w^l \cdot A^l + A^l \]

\[ = \{w^l_1 \cdot A^l_1 + A^l_1, ..., w^l_M \cdot A^l_M + A^l_M\} \]

\[ = \{P^l_1, ..., P^l_M\}, P^l_m \in R^{F \times F \times C^l} \]

Then, the enhanced feature maps \( P^l_m \) of each view are sent into the next convolutional layer for higher-level feature extraction.

The proposed MVIB optimizes the network representation from two aspects. First, for a single view, the weights of different channels indicate their significance for recognizing the action, which achieves channel selection. Second, for multiple views, each view obtains a corresponding importance weight, which contains the correlation with other views, for a certain channel. And the accumulation of these weights along channels demonstrates the contribution of each view to the final classification. Therefore, the proposed mechanism can not only emphasize the vital channels within the interlayer features, but also can learn the interaction information between multiple views and guide the network to focus on informative views.

4.2 Dynamic sequences for FPV and TPV learning

In current FPV action recognition methods, video frames are generally directly sent into the neural networks for feature extraction. This ignores the redundant information in the sequence and fails to highlight the distinctive motion patterns. While for TPV action recognition, some works \([10, 15, 91]\) compress the initial data through rank pooling to model the video-wide temporal evolution. However, most existing rank pooling-based methods generate a
single dynamic image for an entire action video, which may lose important sub-action dynamics. By contrast, the proposed method extracts sub-segments using the pre-defined temporal filters and generates multiple dynamic images corresponding to these sub-segments. Moreover, in order to capture both short-term and long-term spatiotemporal features of the compressed images, we propose SI3D-ConvLSTM Network. The generation of sub-segment dynamics and detailed network architecture is as follows.

### 4.2.1 Sub-segment dynamics

Our main motivation is to exploit the changing of the behavior of the appearance in the frames over time, hence revealing the motion dynamics in short intervals. This is done by applying a handcrafted temporal filter and a rank pooling mechanism to capture temporal statics and features.

Concretely, assume a set of $N$ action videos, $V = \{V_1, ... , V_n, ... , V_N\}$, a video instance $V_n$ with $F$ frames can be represented by a set of ordered continuous frames, $V_n = \langle v_1^n, ... , v_r^n, ... , v_F^n \rangle$, $v_{ \cdot }^n \in \mathbb{R}^d$. From these sequences of vectors, we adaptively extract the sub-segments using a defined window size $w$ and stride $s$ for $t_r = \{1, r+1, 2r+1, ... \}$, where $t_r$ denotes the starting frame index of the local time interval, i.e., $\{[t_r, t_r + 1), ... , [t_r^F, t_r^F]\}$. Then, the resultant sub-segments $G = \{g_{\cdot}^k\}_{k=1}^H$ are sent into rank pooling module to get dynamic representations. In each sequence, the number of sub-segments $H$ is fixed to fit the network thus the window size $w$ and stride $s$ varies with the sequence lengths as follows:

\[
\begin{align*}
&\begin{cases} 
  w = F - (H - 1), F < \varepsilon \\
  w = \text{floor}(F / H), F \geq \varepsilon 
\end{cases} \\
&\begin{cases} 
  s = 1, F < \varepsilon \\
  s = w, F \geq \varepsilon 
\end{cases}
\end{align*}
\]

(7) \quad (8)

where $\varepsilon$ is a predefined threshold that divides long and short action sequences. The temporal order has shown to be an important feature for video representation as it can effectively model the evolution of the frame appearance. Therefore, we propose to encode the sub-segment dynamics by employing a rank pooling algorithm on the segments obtained from the temporal filter. Specifically, we are interested in getting a ranking machine to model a regression space that explicitly imposes a strict criterion that earlier frames must precede the following frames. If $g_{\cdot}^{b+1}$ succeeds $g_{\cdot}^b$, we have an ordering denoted by $g_{\cdot}^{b+1} \succ g_{\cdot}^b$. To encode the dynamics of a sub-segment, the ranking function $\psi_{\cdot}(g_{\cdot}^b; u) = u^T \cdot g_{\cdot}^b$ parametrized by vector $u$. As a result, the aim is to learn the parametric vector $u$ such that it satisfies all constraints $\forall g_{\cdot}^a, g_{\cdot}^b, g_{\cdot}^c \succ g_{\cdot}^d \iff u^T \cdot g_{\cdot}^a > u^T \cdot g_{\cdot}^b$. Using the principle of RankSVM [29] for structural risk minimization and max-margin formulation, the objective function can be expressed as:

\[
\begin{align*}
\arg\min_u & \frac{1}{2} \|u\|^2 + C \sum_{ab, g^a \succ g^b} \varepsilon_{ab} \\
\text{s.t.} & \quad u^T \cdot (g^a - g^b) \geq 1 - \varepsilon_{ab} \\
& \quad \varepsilon_{ab} \geq 0
\end{align*}
\]

(9)

To estimate this linear function and learn the parametric vector $u$, we use the support vector regressor (SVR) for its efficiency. The learned vector $u$ defines the pooled feature representation for each sub-segment.

### 4.2.2 Global spatiotemporal extraction and classification

After the sub-segment dynamics have been encoded, neural networks are adopted to model the global spatiotemporal information of the entire video. ConvLSTM is first proposed in [80], which can not only establish temporal relations like LSTM, but also depict local spatial features like CNN.

Many experiments proved that ConvLSTM is more effective than LSTM and CNN in obtaining spatiotemporal relations. Therefore, we employ ConvLSTM on the resultant dynamic maps for potent feature extraction. Moreover, to reduce parameters of the network and improve computation efficiency, we design a 3D feature extractor to reduce the dimension of the input sequence and extract short-term spatiotemporal features before three ConvLSTM layers. Specifically, the 3D feature extractor consists of several 3D convolution layers, inception modules [7] and pooling layers. Finally, the learned high-level representations are fed into a global average pooling layer and two fully connected layers followed by a softmax activation function for action classification. The entire framework named SI3D-ConvLSTM Network is shown in Fig. 3.

### 4.2.3 TPV and FPV Joint learning

In the FT-HID dataset, TPV consists of three different views while FPV is taken from a single view. Both of them contain RGB videos and depth maps. All kinds of initial data are firstly sent into the sub-segment dynamics generation module for short-term temporal relations modeling.

Since TPV and FPV are recorded synchronously and follow the same action instance annotation strategy, the dynamic maps for different inputs are one-one correspondence. The dynamics are sent into separate networks for independent global spatiotemporal feature extraction. Score fusion mechanisms are used to combine the
predictions of the total eight streams and produce the final recognition category of the current action. The fusion process can take advantage of all kinds of data and enhance the performance of action recognition.

5 Experiments

In this section, some conventional handcrafted methods and deep learning methods are evaluated based on the suggested cross-view and cross-subject criteria. Then, the performance of the two proposed networks for skeleton-based action recognition and paired-vision action recognition are also evaluated, respectively.

5.1 Results of existing action recognition methods

We use the publicly available implementation of eight action recognition approaches and apply them to our new dataset. Among them, HOPC [55], HON4D [53], DMMLBP [8], DMMCNN [72], and RankPool [15] extract features directly from depth maps without using the skeleton information. JDM [37], JTM [73] and IDSF [11] are skeleton-based methods, for which the skeleton data from the front view are used for evaluation. Except the skeleton-based methods [11, 37, 73], both CS and CV evaluation criteria are used on all the other approaches [8, 15, 53, 55, 72], and the results are reported in Tables 3, 4, and Fig. 4.

As seen, in both CS and CV evaluation, deep learning-based methods [15, 72] achieve better results than handcrafted-based methods [8, 53, 55]. In Table 3, all the results of using the second formulation of CS evaluation are lower than results using the first formulation. It indicates that the second formulation has larger data variation between the training set and the testing set, and is more challenging for existing action recognition approaches. Besides, it can be seen that the result of the front view is the best in most situations because the video captured from the front of the subject can catch more distinctive information than other views. Moreover, the performance of the top view is better than the side view. It reflects the importance of the top view data, which is always be omitted in other action recognition datasets. For some of the methods [8, 55], the recognition results of FPV are comparable to TPV. While for other methods [53, 72], they are apparently worse than TPV. This reveals that the performance of many existing methods is unsatisfactory for FPV action recognition, and it is urgent to explore methods that can accommodate TPV and FPV simultaneously. The experimental results of the skeleton-based methods under the CS evaluation criteria are summarized in Table 4. For the first formulation, it can be observed that the three methods outperform the result of the second formulation by 2.98, 7.93, and 5.10 percentage points, respectively. It further indicates the difficulty of the second formulation. Note that the three skeleton-based methods perform better than all the depth-based methods, which verify the efficiency of the skeleton data. JTM [73] encodes skeleton joint trajectories of each time instance into HSV images, while JDM [37] employs joint distance.
as spatial feature with color encoding. IDSF [11] adopts five skeletal features, including joint-joint distance, joint-joint orientation, joint-joint vector, joint-line distance, and line-line angle. Among the three methods, JDM achieves the best recognition accuracy in both formulations and increases the evaluation result by 9.71 and 14.66 percentage points, respectively, compared with JTM. The results of the CV evaluation criteria are shown in Fig. 4. HOPC [55], HON4D [53], and RankPool [15] are handcrafted methods, while DMMCNN [72] is a deep learning-based method that comprises the weighted hierarchical depth motion maps and a three-channel convolutional neural network. As shown in Fig. 4, the deep learning-based DMMCNN increases the accuracy of HOPC by 46.23 percentage points and also outperforms other handcrafted methods by a large margin, which indicates the effectiveness of neural networks.

Under the CS evaluation criteria, four score fusion strategies, including addition, multiplication, maximum, and a so-called one channel fusion strategy are used to integrate the front, side, and top views in TPV. For the first three score fusion methods, data from different views are trained by three independent networks and the score of each category is fused after the fully connected layer. For the one channel fusion strategy, data from three views are sent them to one network for training. The fusion results of the three views in TPV are reported in Fig. 5. It is clear that the recognition accuracy raises a lot after combining the three camera views but is still restricted by the capability of methods. Meanwhile, the one channel method is the worst among the four fusion strategies. The reason is that the data from the three views are quite different, especially the front and top views. It is difficult for the network to learn effective features when they are treated equally without discrimination, while the separate training can maintain the characteristics of the complementary views and the score fusion improves the performance. Among the four fusion strategies, the multiplicative score fusion in the first formulation consistently outperforms the addition, max score

### Table 3: Results of different methods, which are designed for depth-based human action analysis, using the two formulations of the CS evaluation criteria on our constructed FT-HID dataset

| Method  | Front view | Side view | Top view | First view | Front view | Side view | Top view | First view |
|---------|------------|-----------|----------|------------|------------|-----------|----------|------------|
| HOPC [55] | 0.5132     | 0.4971    | 0.5559   | 0.4798     | 0.4632     | 0.4420    | 0.5007   | 0.4501     |
| HON4D [53] | 0.6135     | 0.1864    | 0.5988   | 0.1957     | 0.5903     | 0.0664    | 0.4614   | 0.1901     |
| DMMNB [8]  | 0.5979     | 0.5885    | 0.6023   | 0.5550     | 0.1484     | 0.4980    | 0.5644   | 0.5158     |
| DMMCNN [72] | 0.7953     | 0.6070    | 0.6654   | 0.2904     | 0.7122     | 0.2331    | 0.5513   | 0.3660     |
| RankPool [15] | 0.7474     | 0.5037    | 0.6413   | 0.4936     | 0.5720     | 0.3370    | 0.6310   | 0.4503     |

### Table 4: Results of different methods, which are designed for skeleton-based human action analysis, using the two formulations of the CS evaluation criteria on the FT-HID dataset

| Method  | First formulation | Second formulation |
|---------|-------------------|--------------------|
| JDM [37]  | 0.8603            | 0.8305             |
| JTM [73]  | 0.7632            | 0.6839             |
| IDSF [11] | 0.7788            | 0.7278             |

Fig. 4 Performance of different methods on the FT-HID dataset using the CV evaluation criteria

Fig. 5 Comparison of the fusion strategy of TPV with two CS settings. F1 and F2 refer to the first formulation and the second formulation, respectively. OC refers to the one channel fusion strategy.
fusion, and one channel methods. This verifies that the feature of the three views is likely to be statistically independent and provide complementary information. However, for some methods, the multiplicative score fusion performs worse than other fusion strategies in the second formulation. It indicates that the design of feature fusion strategy should consider the characteristics and distribution of data.

In order to verify the complementarity between TPV and FPV, the fusion strategy is also applied to these two visions. Considering the characteristics of TPV and FPV are quite different, they are trained separately. Specifically, for the different views contained in TPV, the aforementioned one-channel scheme is used for holistic feature extraction. Then, combine TPV and FPV by the score fusion strategy. The results are reported in Fig. 6. From this, we can see that on the evaluated five methods, the integration of two distinct visions significantly improves the performance of the single vision.

5.2 Results of the multi-view interaction network on skeletons

We evaluate the performance of the proposed multi-view interaction network on our dataset. Since the FT-HID dataset provides the skeleton data from front and side view, the network in this experiment is a two-stream architecture. The data partition mechanism follows the CS evaluation criteria, and both the first and the second formulations are taken into account. To further verify the efficiency of the proposed MVIB module, two contrasting multi-view fusion strategy is designed. In the first contrasting fusion strategy, all the MVIB are removed from the proposed multi-view interaction network, and the final concatenation operation is retained. The second contrasting fusion strategy is to train two independent networks and then adopt multiply score fusion. The results are shown in Table 5. It can be seen that the concatenate fusion performs better than the score fusion, which indicates that using an entire network can better utilize the complementarities among multiple views of skeleton data. Moreover, it is clear that the proposed MVIB module outperforms the other two fusion strategy in both settings, which shows the superiority of the MVIB in multi-view data interaction.

The confusion matrix of the proposed network with the second CS formulation is shown in Fig. 7. To perform in-depth action-wise analysis, action classes that have high recognition accuracy (top five accurate classes), and the actions that are easily misclassified to other classes (top five confused action pairs) are listed in Table 6. Based on the results, it can be found that the actions that have significant motions and discriminative posture patterns could be more accurately recognized. For example, the motion-rich actions “Bow” and “cheers” are in the top five accurate actions. Moreover, it can be observed that for skeleton data, the actions that involve interactions with objects may be easily misclassified. For example, “Shuffle the cards” and “Pass ball by feet” are often confused with “Lift the table,” and “Pass an object” is misclassified to “Celebration.” This is possible because the misclassified action pairs have similar human motion patterns, and the perception of the existences of the objects and their appearances is important for accurately recognizing these actions, which cannot be learned when using skeleton information only.
5.3 Results of dynamic mapping and SI3D-ConvLSTM network for TPV and FPV learning

We evaluate the performance of the dynamic mapping and the designed SI3D-ConvLSTM network on the FT-HID dataset. In this experiment, we utilize the TPV and FPV combined protocol. Specifically, the RGB and depth modality of the front view of TPV and FPV are taken into account. The results are shown in Fig. 8. To verify the effectiveness of the proposed SI3D-ConvLSTM network, two 3D-ConvLSTM networks, I3D-ConvLSTM and Conv3D-CLSTM [90], are also evaluated on the FT-HID dataset. For the fairness of comparison, three networks have the same ConvLSTM layers and fully connected layers, while the spatial pyramid pooling layer in Conv3D-CLSTM is removed. The first four groups in Fig. 8 show the results of the single view and single modality data, including TPV RGB (T-RGB) data, TPV Depth (T-Depth) data, FPV RGB (F-RGB) data, and FPV Depth (F-Depth) data. The intermediate four groups depict the fusion result of each two of the four single inputs, for example, the RGB is the combination of T-RGB data and F-RGB data. The last group illustrates the fusion of all the four single inputs (TFRD). It is clear that in both single input and fusion conditions, the proposed SI3D-CLSTM achieves the highest accuracy and shows its superiority. The confusion matrix of the proposed network in TFRD fusion condition with the second formulation of CS evaluation criteria is shown in Fig. 9.

Similar to the analysis of the multi-view interaction network, the top five accurate actions and the top five confused action pairs of five fusion conditions are listed in Table 7. It can be observed that in contrast to skeleton data, both RGB and depth data perform well in capturing the object information, many object-related actions could be accurately recognized. For example, “Pass ball by feet” and “Pass ball by hand” are in the top five accurate actions of five conditions. Although RGB and depth data modalities both have a good ability in representing the object-related actions, the actions with the object involved may be misclassified when the same object and similar motion

| Top 5 accurate | Top 5 confused pairs |
|----------------|----------------------|
| Lift the table | Beat hands—Lift the table |
| Cheers         | Pass an object—Celebration |
| Bow            | Shuffe the cards—Lift the table |
| Take out cards | Push—Steal from the back pocket |
| Wrist wrestling| Pass ball by feet—Lift the table |

Fig. 9 Confusion matrix of the SI3D-convLSTM Network with the second CS formulation
patterns are shared by different actions. For example, “Take cards” tend to be misclassified to “Take off cards.” Compared with the TPV data, FPV data suffers more occlusion which makes it easily misclassified to some actions that have similar local motion. For example, when using FPV data as input, “Parry” and “Push” are confused, “Pass an object” tends to be misclassified to “Celebration.” As a result, the TPV data, FPV data, RGB appearance data, and depth data can all affect the recognition performance of different types of action. Meanwhile, the rational fusion of different views and modalities which provide complementary appearance or geometric information may improve the recognition accuracy.

6 Conclusion

A large-scale RGB-D action recognition dataset with pair-aligned TPV and FPV information is introduced in this paper. The dataset has been validated by existing action recognition methods and also by two extended methods. Compared to the existing datasets for the action recognition, the proposed FT-HID dataset has unique features including a large number of samples, distinct interaction categories, diverse camera views, various environments, and a wide range of participants. The FT-HID dataset is expected to facilitate further research in TPV- and FPV-based human action recognition using individual modalities, multi-modalities, and cross-modalities protocols that covers a broad range of real applications.
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