STEKLOV EIGENVALUES ON ANNULUS
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Abstract. We obtain supremum of the \( k \)-th normalized Steklov eigenvalues of all rotational symmetric conformal metrics on \([0, T] \times S^1\), \( k > 1 \). The case \( k = 1 \) for all conformal metrics on \([0, T] \times S^1\) has been completely solved by Fraser and Schoen \textsuperscript{[5, 6, 7]}. We give geometric description in terms of minimal surfaces for metrics attaining the supremum. We also obtain some partial results on the comparison of the normalized Stekov eigenvalues of rotationally symmetric metrics and general conformal metrics on \([0, T] \times S^1\). A counter example is constructed to show that for fixed \( T \) the first normalized Steklov eigenvalue of rotationally symmetric metric may not be larger.

1. Introduction

Let \((M, g)\) be a compact Riemannian manifold of dimension not less than 2 with nonempty boundary \(\partial M\) and \(u\) be a smooth function on \(\partial M\). We denote the harmonic extension of \(u\) on \(M\) as \(\hat{u}\). Then, the Dirichlet-to-Neumann map \(L_g\) sends \(u\) to \(\frac{\partial \hat{u}}{\partial n}\) where \(n\) means the unit outward normal on \(\partial M\). The eigenvalues of \(L_g\) are called Steklov eigenvalues which were first introduced by Steklov \textsuperscript{[12]} in 1902. \(L_g\) is a nonnegative self-adjoint first order elliptic pseudo-differential operator (see \textsuperscript{[3]}). The spectrum of \(L_g\) is discrete and unbounded:

\(0 = \sigma_0(g) < \sigma_1(g) \leq \sigma_2(g) \leq \cdots \leq \sigma_k(g) \leq \cdots\)

The Dirichlet-to-Neumann map is important in Electrical Impedance Tomography which is closely related to an inverse problem raised by Calderón \textsuperscript{[1]}. In the problem of Calderón, \(u\) means the boundary voltage and \(\frac{\partial \hat{u}}{\partial n}\) means the boundary current. The problem is to recover \(g\)
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from the boundary measurements of the voltage and current. It was shown in \[9, 10\] that this can be done for \( \dim M \geq 3 \) and \( g \) real analytic. When \( M \) is a surface, It was also shown in \[9, 10\] that we can only recover the conformal class of \( g \).

There have been many works on estimating the Steklov eigenvalues, see \[3, 4, 5, 6, 7\] and references therein. In this paper, we will only consider the Steklov eigenvalues on an annulus (Riemann surface with genus zero and two boundaries). When \( M \) is a surface,

\[
\tilde{\sigma}_k(g) = \sigma_k(g) L(\partial M)
\]

is called the \( k \)-th normalized Steklov eigenvalue where \( L(\partial M) \) means the length of \( \partial M \). In \[5\], Fraser and Schoen computed the maximum the first normalized Steklov eigenvalue on the annulus among all rotationally symmetric metrics and found that the maximum is achieved by the critical catenoid which is a portion of the catenoid that meets the boundary of the ball orthogonally. In \[7\], by using minimal surfaces as in \[11\], Fraser and Schoen showed that the maximum of the first normalized Steklov eigenvalues for the annulus is achieved by the critical catenoid. For simply connected planar domain, it is a classical result by Weinstock \[13\] which says that the maximum of the first normalized Steklov eigenvalue is achieved by the round disk in the Euclidean plane. This result was also extended to any Riemann surface with genus zero and one boundary in \[5\].

In this paper, motivated by \[5\], we first compute the supremum of all the normalized Steklov eigenvalues among all rotationally symmetric metrics. Let \( M_k \) be the supremum of the \( k \)-th normalized Steklov eigenvalue of rotational conformal metrics \( f^2(t)(dt^2+d\theta^2) \) on a cylinder \([0,T] \times S^1\). We have the following:

**Theorem 1.1.**

\[
M_{2k-1} = \frac{4k\pi}{T_{2,0}(1)}
\]

and is achieved when and only when \( f(1) = f(T) \) and \( T = \frac{2}{k}T_{2,0}(1) \), where \( T_{2,0}(1) \) is the unique positive root of \( s = \coth s \). \( M_2 = 4\pi \) and is achieved when \( f(1) = f(T) \) and \( T = \infty \). For \( k > 1 \)

\[
M_{2k} = 4k\pi \tanh \left( \frac{kT_{k,1}(1)}{2} \right)
\]

where \( T_{k,1}(1) \) is the unique positive root of \( k \tanh(kx) = \coth(x) \). \( M_{2k} \) is achieved when and only when \( f(1) = f(T) \), \( T = T_{k,1}(1) \).

We find that all the supremums are achieved by an embedded or immersed minimal surfaces meeting the boundary of the ball orthogonally.
except for the second normalized Steklov eigenvalues whose supremum can not be achieved, see section 3 for more details. Note that in [8], Girouard and Polterovich showed that the supremum of the second normalized Steklov eigenvalue for simply connected planar domain is $4\pi$ and cannot be achieved. Combining our computation and the result in [8], it maybe natural to conjecture that the supremum of the second normalized Steklov eigenvalue can not be achieved on any surfaces.

In [4], motivated by Cheng [2], Escobar studied the comparison of first Steklov eigenvalue. In [5], Fraser and Schoen also compared the first normalized Steklov eigenvalue of a supper critical metric on the annulus with the first normalized Steklov eigenvalue of the critical catenoid. Motivated by all these results, in the second part of this paper, we compare all the Steklov eigenvalues of a general metric and the rotationally symmetric metric on the annulus. It turns out that the comparison is true for a large class of metrics (See Theorem 4.1, Theorem 4.2), but is not true in general (See Theorem 5.1).

2. Upper estimates of normalized eigenvalues

Let $\Sigma = [0, T] \times S^1$ equipped with the metric

$$g = f(t)^2(dt^2 + d\theta^2).$$

We want to compute the maximum of the nonzero normalized eigenvalues $\tilde{\sigma}_k(g) = \sigma_k(g)L_g(\partial \Sigma)$ with $g$ in the form (2.1) for $k > 0$ and for all $T > 0$. Here $\sigma_k(g)$ is the $k$-th Steklov eigenvalue.

Let

$$\alpha = \frac{f(0)}{f(T)}, \text{ and } \beta = \frac{4(f(0)f(T))^{-1}}{(f(0))^{-1} + (f(T))^{-1})^2} = \frac{4\alpha}{(1 + \alpha)^2}.$$

It is well-know that $\tilde{\sigma}_k(g)$ depends only on $\alpha$ (or equivalently $\beta$) and $T$, see [7]. By symmetry we may assume that $\alpha \geq 1$. Therefore we also denote, $\tilde{\sigma}_k(g)$ by $\tilde{\sigma}_k(\beta, T)$ if $g$ and $\beta$ are related as above. In this section, we want to compute

$$M_k = \sup_{T > 0, \alpha \geq 1} \tilde{\sigma}_k(\beta, T).$$

For $k = 1$, this has been obtained in [5]. In fact, sharp bound for $k = 1$ for general conformal metrics on $\Sigma$ is also obtained in [7].

In the remaining of this paper, we always assume that $\alpha \geq 1$. Note that $\beta \leq 1$ and $\beta = 1$ if and only if $\alpha = 1$. 

By [5], all the nonzero normalized Steklov eigenvalues of \( g \) are as follows:

\[
(2.3) \tilde{\lambda}_n(\beta, T) = \frac{4n\pi}{\beta} \left( \coth(nT) - \sqrt{\coth^2(nT) - \beta} \right),
\]

\[
(2.4) \tilde{\mu}_0(\beta, T) = \frac{8\pi}{T\beta}
\]

and

\[
(2.5) \tilde{\mu}_n(\beta, T) = \frac{4n\pi}{\beta} \left( \coth(nT) + \sqrt{\coth^2(nT) - \beta} \right),
\]

for \( n = 1, 2, \cdots \). So the question is to find out which of the \( \tilde{\lambda}_m \) or \( \tilde{\mu}_n \) gives \( \tilde{\sigma}_k \) and to estimate its value.

**Lemma 2.1.**

(i) \( \tilde{\lambda}_n < \tilde{\lambda}_{n+1}, \tilde{\mu}_{n-1} < \tilde{\mu}_n \), and \( \tilde{\lambda}_n < \tilde{\mu}_n \) for all \( n \geq 1 \). Moreover, each \( \tilde{\lambda}_n \), and each \( \tilde{\mu}_n \) has multiplicity two, for \( n \geq 1 \).

(ii)

\[
\frac{\partial \tilde{\lambda}_n}{\partial T} = \frac{n\tilde{\lambda}_n}{\sinh^2(nT)\sqrt{\coth^2(nT) - \beta}}
\]

and

\[
\frac{\partial \tilde{\mu}_n}{\partial T} = -\frac{n\tilde{\mu}_n}{\sinh^2(nT)\sqrt{\coth^2(nT) - \beta}}.
\]

for \( n = 1, 2, \cdots \).  

\[
\frac{\partial \tilde{\mu}_0}{\partial T} = -\frac{8\pi}{T^2\beta}.
\]

In particular, \( \tilde{\lambda}_n(\beta, T) \) is increasing in \( T \), and \( \tilde{\mu}_n(\beta, T) \) is decreasing in \( T \).

(iii)

\[
\tilde{\lambda}_n(\beta, \infty) := \lim_{T \to \infty} \tilde{\lambda}_n(\beta, T) = \frac{4n\pi}{1 + \sqrt{1 - \beta}} = \frac{2n\pi(1 + \alpha)}{\alpha};
\]

\[
\tilde{\mu}_n(\beta, \infty) := \lim_{T \to \infty} \tilde{\mu}_n(\beta, T) = \frac{4n\pi}{1 - \sqrt{1 - \beta}} = 2n\pi(1 + \alpha).
\]

Hence if \( n \geq 1 \), then \( \tilde{\mu}_n(\beta, \infty) = \alpha \tilde{\lambda}_n(\beta, \infty) \)

\[
\tilde{\lambda}_n(\beta, 0) := \lim_{T \to 0} \tilde{\lambda}_n(\beta, T) = 0;
\]

\[
\tilde{\mu}_n(\beta, 0) := \lim_{T \to 0} \tilde{\lambda}_n(\beta, T) = \infty,
\]

for \( n = 1, 2, \cdots \).
(iv) 
\[
\frac{\partial \tilde{\lambda}_n}{\partial \beta} = \frac{\tilde{\lambda}_n}{2\sqrt{\coth^2(nT) - \beta}} \left( \coth(nT) + \sqrt{\coth^2(nT) - \beta} \right) 
= \frac{2n\pi \tilde{\lambda}_n}{\tilde{\mu}_n \beta \sqrt{\coth^2(nT) - \beta}} 
= \frac{2\pi \sinh^2(nT)}{\tilde{\mu}_n \beta} \frac{\partial \tilde{\lambda}_n}{\partial T},
\]

and 
\[
\frac{\partial \tilde{\mu}_n}{\partial \beta} = -\frac{\tilde{\mu}_n}{2\sqrt{\coth^2(nT) - \beta}} \left( \coth(nT) - \sqrt{\coth^2(nT) - \beta} \right) 
= -\frac{2n\pi \tilde{\mu}_n}{\tilde{\lambda}_n \beta \sqrt{\coth^2(nT) - \beta}} 
= \frac{2\pi \sinh^2(nT)}{\tilde{\lambda}_n^2 \beta} \frac{\partial \tilde{\mu}_n}{\partial T}
\]

for \( n \geq 1 \).

\[
\frac{\partial \mu_0}{\partial \beta} = -\frac{8\pi}{T \beta^2}.
\]

In particular, \( \tilde{\lambda}_n(\beta, T) \) is increasing in \( \beta \), and \( \tilde{\mu}_n(\beta, T) \) is decreasing in \( \beta \).

(v) \( \tilde{\lambda}_n(1, T) = 4n\pi \tanh(\frac{nT}{2}) \) and \( \tilde{\lambda}_n(0, T) := \lim_{\beta \to 0} \tilde{\lambda}_n(\beta, T) = 2n\pi \tanh(nT) \).
\( \tilde{\mu}_n(1, T) = 4n\pi \coth(\frac{nT}{2}) \), \( \tilde{\mu}_n(0, T) := \lim_{\beta \to 0} \tilde{\mu}_n(\beta, T) = \infty \).

Proof. (i) has been observed in \([5]\). In fact, except for the case \( \tilde{\mu}_0 < \tilde{\mu}_1 \), other inequalities are obvious. Now \( h(x) = x \left( \coth(x) + \sqrt{\coth^2(x) - \beta} \right) \) is increasing and 
\( h(x) \to 2 \) as \( x \to 0^+ \).

From these, it is easy to see that \( \tilde{\mu}_1 > \tilde{\mu}_0 \).

(ii)–(v) follow from direct computations, \( \square \)

Lemma 2.2. Let \( k \geq 1, l \geq 0 \). For fix \( \beta \), \( \tilde{\lambda}_k(\beta, T) = \tilde{\mu}_l(\beta, T) \) for some \( T > 0 \) if and only if \( \alpha < \frac{k}{T} \). Moreover, \( T \) is unique if it exists. By convention if \( l = 0 \), then \( \frac{k}{T} = \infty \).
Proof. First suppose \( l = 0 \), then by Lemma 2.1, \( \tilde{\lambda}_k(\beta, T) - \tilde{\mu}_0(\beta, T) \) is increasing in \( T \), \( \tilde{\lambda}_k(\beta, 0) - \tilde{\mu}_0(\beta, 0) = -\infty \), \( \tilde{\lambda}_k(\beta, \infty) - \tilde{\mu}_0(\beta, \infty) = 2k\pi(1 + \alpha)\alpha^{-1} \). Hence there is a unique \( T > 0 \) such that \( \tilde{\lambda}_k(\beta, T) - \tilde{\mu}_0(\beta, T) = 0 \). This proves that case that \( k \geq 1, l = 0 \).

Suppose \( l \geq 1 \). Again \( \tilde{\lambda}_k(\beta, T) - \tilde{\mu}_0(\beta, T) \) is increasing in \( T \), \( \tilde{\lambda}_k(\beta, 0) - \tilde{\mu}_0(\beta, 0) = -\infty \). Hence there is a unique \( T > 0 \) such that \( \tilde{\lambda}_k(\beta, 0) - \tilde{\mu}_0(\beta, 0) = 0 \) if any only if \( \tilde{\lambda}_k(\beta, \infty) - \tilde{\mu}_0(\beta, \infty) > 0 \). By Lemma 2.1 again:

\[
\tilde{\lambda}_k(\beta, \infty) - \tilde{\mu}_0(\beta, \infty) = 2\pi(1 + \alpha) \left( \frac{k}{\alpha} - l \right)
\]

which is positive if and only if \( \alpha < \frac{k}{l} \). \( \square \)

Definition 2.1. For \( \alpha < \frac{k}{l} \) let \( T_{k,l}(\beta) \) be the unique positive number such that

\[
(2.6) \quad \tilde{\lambda}_k(\beta, T_{k,l}(\beta)) = \tilde{\mu}_l(\beta, T_{k,l}(\beta)).
\]

Since \( \alpha \geq 1 \), we must have \( k > l \). Note that \( 1 \leq \alpha < \frac{k}{l} \) if and only if \( a_{kl} < \beta \leq 1 \) where \( a_{kl} = \frac{4kl}{(k+l)^2} \).

Lemma 2.3. \( T_{k,l}(\beta) \) is decreasing in \( k \) and increasing in \( l \) whenever defined.

Proof. The lemma follows from Lemma 2.1(i). \( \square \)

Let \( k \geq 1 \) and \( \alpha \geq 1 \). There is a unique integer \( s \geq 0 \) be the largest integer such that

\[
\frac{k - s}{s} \geq \alpha.
\]

If \( s = 0 \), then \( (k - s)/s = \infty \) be convention. In this case, \( \alpha \geq k - 1 \). Then the following is true,

\[
\frac{k - j}{j - 1} \geq \frac{k - s}{s} > \alpha
\]

for \( 1 \leq j \leq s \). Again \( j = 1 \) means that \( (k - j)/(j - 1) = \infty \). Hence for \( 1 \leq j < s \), \( T_{k-j,j-1}(\beta) < T_{k-j-1,j}(\beta) \) are defined. In the following, denote \( T_{m,n}(\beta) \) simply by \( T_{m,n} \). Then for \( s \geq 1 \),

\[
(0, \infty) = (0, T_{k-1,0}] \cup \left( \cup_{j=1}^{s-1} [T_{k-j,j-1}, T_{k-j-1,j}] \right) \cup [T_{k-s,s-1}, \infty)
\]

If \( s = 0 \), we simply have:

\[
(0, \infty) = (0, T_{k-1,0}] \cup [T_{k-1,0}, \infty)
\]

Lemma 2.4. With the above notations and assumptions for \( k \geq 1 \):
Lemma 2.5. With the above notations and assumptions for $k \geq 1$:

(i) if $s = 1$, then
\[
\tilde{\sigma}_{2k-1}(\beta, T) \leq \begin{cases} 
\tilde{\lambda}_k(\beta, T_{k,0}), & \text{for } T \in (0, T_{k,0}); \\
\tilde{\lambda}_{k-j}(\beta, T_{k-j,j}), & \text{for } T \in [T_{k-j,j}, T_{k-j,j+1}), \\
\max\{\tilde{\lambda}_{k-s}(\beta, T_{k-s,s}), \tilde{\lambda}_{k-s-1}(\beta, \infty)\} & \text{for } T \in [T_{k-s,s-1}, \infty);
\end{cases}
\]

(ii) if $s = 0$, then
\[
\tilde{\sigma}_{2k-1}(\beta, T) \leq \begin{cases} 
\tilde{\lambda}_k(\beta, T_{k,0}), & \text{for } T \in (0, T_{k,0}); \\
\tilde{\lambda}_{k-1}(\beta, \infty) & \text{for } T \in [T_{k-1,0}, \infty);
\end{cases}
\]

Proof. (i) If $s \geq 1$, $1 \leq j \leq s - 1$ and if $T \in [T_{k-j,j-1}, T_{k-j,j})$, then the first $2k - 3$ normalized eigenvalues are given by $\tilde{\lambda}_p(\beta, T)$, $1 \leq p \leq k - j$ each with multiplicity two, $\tilde{\mu}_q(\beta, T), 1 \leq q \leq j - 1$, each with multiplicity two, and $\tilde{\mu}_0(\beta, T)$. So $\tilde{\sigma}_{2k-1}(\beta, T)$ is equal to $\tilde{\lambda}_{k-j}(\beta, T)$ or $\tilde{\mu}_j(\beta, T)$. The first case occurs only when $T \leq T_{k-j,j}$ and the second case occurs only when $T > T_{k-j,j}$. Hence by Lemma 2.1 we have $\tilde{\sigma}_{2k-1}(\beta, T) \leq \tilde{\lambda}_{k-j}(\beta, T_{k-j,j}) = \tilde{\mu}_j(\beta, T_{k-j,j})$.

One can use similar method to prove that: $\tilde{\sigma}_{2k-1}(\beta, T) \leq \tilde{\lambda}_k(\beta, T_{k,0})$ if $T \in (0, T_{k-1,0}), \tilde{\sigma}_{2k-1}(\beta, T) \leq \tilde{\lambda}_{k-s}(\beta, T_{k-s,s})$ if $T \in [T_{k-s,s-1}, T_{k-s,s})$. Suppose $(k - s - 1)/s > \alpha$, then for $T \in [T_{k-s,s-1}, T_{k-s,s}), \tilde{\sigma}_{2k-1} = \tilde{\mu}_s(\beta, T)$ which is less than $\tilde{\mu}_s(\beta, T_{k-s,s}) = \tilde{\lambda}_{k-s}(\beta, T_{k-s,s}). \tilde{\sigma}_{2k-1}(\beta, T) \leq \tilde{\lambda}_{k-s-1}(\beta, \infty)$ if $T \in [T_{k-s-1,s}, \infty)$ using the fact that $\tilde{\mu}_{s+1}(\beta, T) > \tilde{\lambda}_{k-s-1}$ for all $T$. Suppose $(k - s - 1)/s \leq \alpha$, then $\tilde{\sigma}_{2k-1} = \tilde{\mu}_s(\beta, T)$ which is less than $\tilde{\mu}_s(\beta, T_{k-s,s}) = \tilde{\lambda}_{k-s}(\beta, T_{k-s,s})$ for $T \in [T_{k-s,s}, \infty)$.

(ii) can be proved similarly.

This completes the proof of the lemma.

As before, for $k \geq 1$ and $\alpha \geq 1$, there is a unique integer $s \geq 0$ be the largest integer such that

\[
\frac{k - s}{s} > \alpha.
\]

Lemma 2.5. With the above notations and assumptions for $k \geq 1$:

(i) if $\tilde{\sigma}_2(\beta, T) = \tilde{\lambda}_1(\beta, T)$,

(ii) if $k \geq 2$ and $s \geq 1$

\[
\tilde{\sigma}_{2k}(\beta, T) \leq \begin{cases} 
\tilde{\lambda}_k(\beta, T_{k,0}), & \text{for } T \in (0, T_{k,0}); \\
\tilde{\lambda}_{k-j}(\beta, T_{k-j,j+1}), & \text{for } T \in [T_{k-j,j}, T_{k-j,j+1}), \\
\tilde{\lambda}_{k-s}(\beta, T_{k-s,s+1}) & \text{for } T \in [T_{k-s,s}, \infty), \text{ and if } (k - s)/(s + 1) > \alpha; \\
\tilde{\lambda}_{k-s}(\beta, \infty) & \text{for } T \in [T_{k-s,s}, \infty), \text{ and if } (k - s)/(s + 1) \leq \alpha;
\end{cases}
\]
(iii) if $s = 0$, then

$$
\tilde{\sigma}_{2k}(\beta, T) \leq \begin{cases} 
\tilde{\lambda}_k(\beta, T_k, 0), & \text{for } T \in (0, T_{k,0}); \\
\tilde{\lambda}_k(\beta, T_{k,1}), & \text{for } T \in [T_{k-1,0}, \infty) \text{ if } \alpha < k; \\
\tilde{\lambda}_k(\beta, \infty) & \text{for } T \in [T_{k-1,0}, \infty) \text{ if } \alpha \geq k; 
\end{cases}
$$

Proof. (i) is obvious.

(ii) Suppose $0 \leq j \leq s - 1$ so that $T_{k-j,j} < T_{k-j-1,j+1}$ are defined. Suppose $T \in [T_{k-j,j}, T_{k-j-1,j+1}]$. Then the first $2k - 1$ normalized eigenvalues are given by $\tilde{\lambda}_\nu(\beta, T)$ for $0 \leq \nu \leq k - j - 1$ each with multiplicity two, $\tilde{\lambda}_q(\beta, T)$ for $1 \leq q \leq j - 1$ each with multiplicity two and $\tilde{\mu}_0(\beta, T)$. Hence $\tilde{\sigma}_{2k}(\beta, T)$ is equal to $k_{k-j}(\beta, T)$ is $T \in [T_{k-j,j}, T_{k-j-1,j+1}]$ and is equal to $\tilde{\mu}_{j+1}(\beta, T)$ if $T \in [T_{k-j,j+1}, T_{k-j-1,j+1})$. In any case, $\tilde{\sigma}_{2k}(\beta, T) \leq k_{k-j}(\beta, T_{k-j-1,j+1})$ by Lemma 2.1.

Let $T \in [T_{k-s,s}, \infty)$. Suppose $(k - s)/(s + 1) > \alpha$. Then similarly,

we can prove that $\tilde{\sigma}_{2k}$ is equal to $k_{k-s}(\beta, T)$ if $T \in [T_{k-s,s}, T_{k-s,s+1})$ and is equal to $\tilde{\mu}_{s+1}(\beta, T)$ if $T \in [T_{k-s,s+1}, \infty)$ . In any case, $\tilde{\sigma}_{2k} \leq k_{k-s}(\beta, T_{k-s,s+1})$. Suppose $(k - s)/(s + 1) \leq \alpha$. Then $\tilde{\sigma}_{2k}$ is equal to $k_{k-s}(\beta, T)$ which is less than or equal to $k_{k-s}(\beta, \infty)$.

The proof of (ii) is similar. \hfill \Box

By Lemma 2.1, in order to estimate $M_{2k-1}$, it is sufficient to estimates $k_{k}(\beta, T_{k,0}(\beta))$, $k_{k-j}(\beta, T_{k-j}(\beta))$ and $k_{k-s}(\beta, \infty)$.

Lemma 2.6. We have the following:

(i) $k_{k}(\beta, T_{k,0}(\beta)) < k_{k}(1, T_{k,0}(1))$ for all $k > l \geq 0$.

(ii) $k_{k}(1, T_{k,0}(1)) < k_{k+c,l-c}(1)$ for $k > l \geq c > 0$.

(iii) $kT_{2,0}(1) = 2T_{2,0}(1)$ for $k \geq 2$, where $T_{2,0}(1) = \coth T_{2,0}(1)$.

Hence $T_{2,0}(1) \simeq 1.2$.

Proof. (i) First assume that $l \geq 1$. By definition

$$
\tilde{\lambda}_k(\beta, T, (\beta)) = \frac{\partial \tilde{\lambda}_k}{\partial \beta} + \frac{\partial \tilde{\lambda}_k}{\partial T} \frac{dT}{d\beta}
$$

In the following, denote $T_{k,l}(\beta)$ simply by $T(\beta)$. By Lemma 2.1

$$
\begin{align*}
\frac{d}{d\beta}(\tilde{\lambda}_k(\beta, T(\beta))) &= \frac{\partial \tilde{\lambda}_k}{\partial \beta} + \frac{\partial \tilde{\lambda}_k}{\partial T} \frac{dT}{d\beta} \\
&= \left( \frac{2\pi \sinh^2(kT)}{\tilde{\mu}_k\beta} \right) + \left( \frac{dT}{d\beta} \right) \frac{\partial \tilde{\lambda}_n}{\partial T} \\
&= \left( \frac{\tilde{\lambda}_k \sinh^2(kT)}{8\pi k^2} \right) + \left( \frac{dT}{d\beta} \right) \frac{\partial \tilde{\lambda}_k}{\partial T}
\end{align*}
$$


\[
\frac{d}{d\beta}(\tilde{\mu}_l(\beta, T(\beta))) = \frac{\partial \tilde{\mu}_l}{\partial \beta} + \frac{\partial \tilde{\mu}_l}{\partial T} \frac{dT}{d\beta}
\]

where we have used the fact that \(\tilde{\lambda}_n \tilde{\mu}_n = (16n^2\pi^2)/\beta\). Suppose \(\frac{d}{d\beta}(\tilde{\lambda}_k(\beta, T(\beta))) \leq 0\), then

\[
\frac{dT}{d\beta} \leq -\frac{\tilde{\lambda}_k \sinh^2(kT)}{8\pi k^2}.
\]

because \(\frac{\partial \tilde{\lambda}_k}{\partial T} > 0\). Hence \(\frac{d}{d\beta}(\tilde{\mu}_l(\beta, T(\beta))) \geq \left(\frac{\tilde{\mu}_l \sinh^2(lT)}{8\pi l^2} - \frac{\tilde{\lambda}_k \sinh^2(kT)}{8\pi k^2}\right) \frac{\partial \tilde{\mu}_l}{\partial T} > 0\) because \(\frac{\partial \tilde{\mu}_l}{\partial T} < 0\), \(\tilde{\lambda}_k = \tilde{\mu}_l\), and \(k > l\) which implies \(\sinh^2(lT)/l^2 < \sinh^2 l(kT)/k^2\). However, \(\tilde{\mu}_l(\beta, T(\beta)) = \tilde{\lambda}_k(\beta, T(\beta))\), this is a contradiction. Hence (i) is true if \(l \geq 1\). The proof that \(l = 0\) is similar.

(ii) follows from Lemma 2.8 in the following.

(iii) \(T_{k,0}(1)\) is the unique positive \(T\) such that

\[
4k\pi \tanh\left(\frac{k}{2}T_{k,0}(1)\right) = \frac{8\pi}{T_{k,0}(1)}.
\]

So

\[
4(k - 1)\pi \tanh\left(\frac{k - 1}{2}T_{k,0}(1)\right) = \frac{8\pi}{k - 1T_{k,0}(1)}.
\]

From this, we conclude that

\[
T_{k-1,0} = \frac{k}{k - 1}T_{k,0}(1).
\]

So (iii) is true. \(\square\)

**Lemma 2.7.** Then function \(f_\beta(t) = t^{-2}(\sinh^2 t \sqrt{\coth^2 t - \beta - t})\) is increasing for \(t > 0\).

**Proof.** Note that

\[
f'_\beta(t) = 2t^{-3} \sinh t(t \cosh t - \sinh t) \sqrt{\coth^2 t - \beta - t^{-2}} (\coth^2 t - \beta)^{-\frac{1}{2}} \coth t + t^{-2}
\]

is decreasing on \(\beta\) since \(t \cosh t - \sin t \geq 0\). So, we only need to check that \(f'_1(t) \geq 0\). Note that \(f'_1(t) = -2t^{-3} \sinh t + t^{-2} \cosh t + t^{-2}\). So we only need to check that

\[
h(t) = t + t \cosh t - 2 \sinh t \geq 0
\]
for $t \geq 0$. For this we only need to check
\[ h'(t) = 1 + t \sinh t - \cosh t \geq 0 \]
for $t \geq 0$. This is clear since
\[ h''(t) = t \cosh t \geq 0 \]
for $t \geq 0$. $\square$

**Lemma 2.8.** Let $x(a, b)$ be the solution of
\[ (2.7) \]
\[ a \left( \coth(ax) - \sqrt{\coth^2(ax) - \beta} \right) = b \left( \coth(bx) + \sqrt{\coth^2(bx) - \beta} \right) \]
for $a > b \geq 0$. Let
\[ u(a, b) = a \left( \coth(ax(a, b)) - \sqrt{\coth^2(ax(a, b)) - \beta} \right). \]
Then, $u(a, b) < u(a + c, b - c)$ if $a > b \geq c > 0$.

**Proof.** By taking derivative with respect to $a$ and $b$ on (2.7), we know that
\[ (2.8) \]
\[ \frac{\partial x}{\partial a} = - \left( a^2 \frac{(\coth(ax) - \sqrt{\coth^2(ax) - \beta})}{\sinh^2(ax) \sqrt{\coth^2(ax) - \beta}} + \frac{b^2 \left( \coth(bx) + \sqrt{\coth^2(bx) - \beta} \right)}{\sinh^2(bx) \sqrt{\coth^2(bx) - \beta}} \right)^{-1} \times \left( \coth(ax) - \sqrt{\coth^2(ax) - \beta} \right) \left( 1 + \frac{ax}{\sinh^2(ax) \sqrt{\coth^2(ax) - \beta}} \right) \]
\[ (2.9) \]
\[ \frac{\partial x}{\partial b} = \left( a^2 \frac{(\coth(ax) - \sqrt{\coth^2(ax) - \beta})}{\sinh^2(ax) \sqrt{\coth^2(ax) - \beta}} + \frac{b^2 \left( \coth(bx) + \sqrt{\coth^2(bx) - \beta} \right)}{\sinh^2(bx) \sqrt{\coth^2(bx) - \beta}} \right)^{-1} \times \left( \coth(bx) + \sqrt{\coth^2(bx) - \beta} \right) \left( 1 - \frac{bx}{\sinh^2(bx) \sqrt{\coth^2(bx) - \beta}} \right) \]
Note that \( u(a, b) = b \coth(bx(a, b)) \), so

\[
\frac{\partial u}{\partial a} = -\frac{b^2 \left( \coth(bx) + \sqrt{\coth^2(bx) - \beta} \right)}{\sinh^2(bx) \sqrt{\coth^2(bx) - \beta}} \frac{\partial x}{\partial a}.
\]

Similarly

\[
\frac{\partial u}{\partial b} = \frac{a^2 \left( \coth(ax) - \sqrt{\coth^2(ax) - \beta} \right)}{\sinh^2(ax) \sqrt{\coth^2(ax) - \beta}} \frac{\partial x}{\partial b}.
\]

In particular, \( \frac{\partial u}{\partial a} > 0 \) and \( \frac{\partial u}{\partial b} > 0 \). Hence

\[
\frac{\partial u}{\partial a} \bigg/ \frac{\partial u}{\partial b} = \frac{a^{-2} \left( \sinh^2(ax) \sqrt{\coth^2(ax) - \beta + ax} \right)}{b^{-2} \left( \sinh^2(bx) \sqrt{\coth^2(bx) - \beta - bx} \right)}
\]

\[
> \frac{a^{-2} \left( \sinh^2(ax) \sqrt{\coth^2(ax) - \beta - ax} \right)}{b^{-2} \left( \sinh^2(bx) \sqrt{\coth^2(bx) - \beta - bx} \right)}
\]

\[
> 1
\]

by Lemma 2.7 and that \( a > b \). Suppose \( a > b \geq t > 0 \). Let \( f(t) = u(a + t, b - t) \), then

\[
f' = \frac{\partial u}{\partial a} - \frac{\partial u}{\partial b} > 0.
\]

From this we get the conclusion. \( \square \)

**Theorem 2.1.** \( M_{2k-1} = \frac{4k\pi}{T_{2,0}(1)} \) is achieved only when \( \alpha = 1 \) and \( T = T_{k,0}(1) = \frac{2T_{2,0}(1)}{k} \).

**Proof.** Let \( \alpha \geq 1, k \geq 1 \). Let \( s \) be the smallest integer such that

\[
\alpha < \frac{k - s}{s}.
\]

Suppose \( s \geq 1 \), then by Lemmas 2.4, 2.6 and 2.1

\[
M_{2k-1} \leq \max \left\{ \tilde{\lambda}_k(1, T_{k,0}(1)), \frac{2(k - s - 1)\pi(1 + \alpha)}{\alpha} \right\}.
\]
By Lemmas 2.1 and 2.8

\[ \tilde{\lambda}_k(1, T_{k,0}(1)) = \frac{8\pi}{T_{k,0}(1)} = \frac{4k\pi}{T_{2,0}(1)}. \]

On the other hand, since \( \alpha \geq \frac{k-s-1}{s+1} \) and note that \( k-s-1 \geq 0 \),

\[ \frac{(k-s-1)(1+\alpha)}{\alpha} \leq (s+1) + k-s-1 \leq 2k \frac{1}{T_{2,0}(1)} \]

because \( T_{2,0}(1) \approx 1.2 \).

If \( s = 0 \), then by Lemmas 2.1 and 2.8

\[ M_{2k-1} \leq \max \left\{ \tilde{\lambda}_k(1, T_{k,0}(1)), \frac{2(k-1)\pi(1+\alpha)}{\alpha} \right\}. \]

\[ \frac{(k-1)(1+\alpha)}{\alpha} \leq 1 + k - 1 \leq 2k \frac{1}{T_{2,0}(1)} \]

because \( \alpha \geq k-1 \). Hence we conclude that

\[ M_{2k-1} \leq \frac{4k\pi}{T_{2,0}(1)}. \]

If \( \alpha = 1 \), \( T = T_{k,0}(1) \), then \( \tilde{\sigma}_{2k-1}(1, T_{k,0}) = \tilde{\lambda}_k(1, T_{k,0}) = \frac{4k\pi}{T_{2,0}(1)}. \) So \( M_{2k-1} = \frac{4k\pi}{T_{2,0}(1)}. \) On the other hand if \( \alpha > 1 \) or \( T \neq T_{k,0} \), from the proof, we can see that \( \tilde{\sigma}_{2k-1}(\beta, T) < M_{2k-1} \).

Theorem 2.2. (i) \( M_2 = 4\pi \) and is achieved only when \( \alpha = 1, T = \infty \).

(ii) For \( k \geq 2 \),

\[ M_{2k} = \tilde{\lambda}_k(1, T_{k,1}(1)) = 4k\pi \tanh \left( \frac{kT_{k,1}(1)}{2} \right) = 4\pi \coth \left( \frac{kT_{k,1}(1)}{2} \right). \]

It is achieved only when \( \alpha = 1, T = T_{k,1}(1) \).

Proof. (i) By Lemma 2.5 \( \sigma_2(\beta, T) = \tilde{\lambda}_1(\beta, T) < \tilde{\lambda}_1(1, \infty) = 4\pi \).

(ii) For \( k \geq 2 \), and \( s \geq 0 \) be the largest integer so that \( (k-s) > \alpha s \). Suppose \( s \geq 1 \), by Lemmas 2.5, 2.8 we have

\[ \tilde{\sigma}_{2k}(\beta, T) \leq \max \{ \tilde{\lambda}_k(\beta, T_{k,0}(\beta)), \tilde{\lambda}_k(1, T_{k,1}(1)) \}, \]

if \( (k-s)/(s+1) > \alpha \) and

\[ \tilde{\sigma}_{2k}(\beta, T) \leq \max \{ \tilde{\lambda}_k(\beta, T_{k,0}(\beta)), \tilde{\lambda}_k(1, T_{k,1}(1)), \tilde{\lambda}_{k-s}(\beta, \infty) \}, \]
if \((k - s)/(s + 1) \leq \alpha\). By Lemma 2.8, \(\tilde{\lambda}_k(\beta, T_{k,0}(\beta)) \leq \tilde{\lambda}_k(1, T_{k,0}(1)) < \lambda_k(1, T_{k,1}(1))\) by Lemmas 2.1 and 2.3.

On the other hand, if \(\alpha \leq (k - s)/(s + 1)\), then

\[
\tilde{\lambda}_{k-s}(\beta, \infty) = 2(k - s)\pi \left(1 + \frac{1}{\alpha}\right) \\
\leq 2(k - s)\pi + 2(s + 1)\pi \\
< \frac{8k\pi}{2T_{2,0}(1)} \\
= \tilde{\lambda}_k(1, T_{k,0}(1)) \\
< \lambda_k(1, T_{k,1}(1))
\]

because \(T_{2,0}(1) \simeq 1.2\) and \(k \geq 2\). In any case, \(M_{2k} \leq \tilde{\lambda}_k(1, T_{k,1}(1))\) which is equal to \(\tilde{\sigma}_{2k}(1, T_{k,1}(1))\). Hence \(M_{2k} \leq \lambda_k(1, T_{k,1}(1))\)

If \(s = 0\), we can prove similarly that \(M_{2k} \leq \lambda_k(1, T_{k,1}(1))\).

From the proof above, one can conclude that \(M_{2k}\) is achieved only when \(\alpha = 1\) and \(T = T_{k,1}(1)\). □

3. Geometric pictures for metrics attaining the maximal values

In [5], Fraser and Schoen used the first eigenfunctions to embed the cylinder with maximal normalized first Steklov eigenvalue among all rotationally symmetric metrics into Euclidean space and discovered that it is a portion of the catenoid which solves the free boundary value problem in a ball. In [5], Fraser and Schoen called this the critical catenoid. In this section, we will show that similar conclusions are true for the other Steklov eigenvalues except for the second Steklov eigenvalue.

It was obtained in [5] that all the normalized Steklov eigenvalues of the rotational metric (2.1) on the cylinder \(\Sigma = [0, T] \times S^1\) are \(\lambda_n(\beta, T)\) and \(\tilde{\mu}_n(\beta, T)\) for \(n = 0, 1, 2, \ldots\) as in the last section with \(\lambda_0 = 0\). Moreover, the eigen-space of \(\lambda_n\) is generated by

\[
x_n(t, \theta) = \cosh(n(t - \tau_n)) \cos(n\theta) \\
y_n(t, \theta) = \cosh(n(t - \tau_n)) \sin(n\theta)
\]

where \(\tau_n\) is the unique positive number satisfying

\[
tanh(n\tau_n) = \frac{1 + \alpha}{2} \left(\coth(nT) - \sqrt{\coth^2(nT) - \beta}\right)
\]
with \( n = 1, 2, \cdots \). In particular, when \( \alpha = 1 \),

\[
(3.4) \quad \tau_n = \frac{T}{2}.
\]

The eigen-space of \( \tilde{\mu}_0 \) is generated by

\[
(3.5) \quad z_0(t, \theta) = t - \frac{T}{1 + \alpha}
\]

and the eigen-space of \( \tilde{\mu}_n \) is generated by

\[
(3.6) \quad z_n(t, \theta) = \sinh(n(t - \xi_n)) \cos(n\theta)
\]

and

\[
(3.7) \quad w_n(t, \theta) = \sinh(n(t - \xi_n)) \sin(n\theta).
\]

where \( \xi_n \) is the unique positive number such that

\[
(3.8) \quad \coth(n\xi_n) = \frac{1 + \alpha}{2} \left( \coth(nT) + \sqrt{\coth^2(nT) - \beta} \right)
\]

with \( n = 1, 2, \cdots \). In particular, when \( \alpha = 1 \),

\[
(3.9) \quad \xi_n = \frac{T}{2}.
\]

Recall that the catenoid is an embedded minimal surface in \( \mathbb{R}^3 \) parameterized by

\[
(3.10) \quad \begin{cases}
  x(t, \theta) = t \\
  y(t, \theta) = \cosh t \cos \theta \\
  z(t, \theta) = \cosh t \sin \theta.
\end{cases}
\]

As defined in [5], the critical catenoid is a portion of the catenoid with 
\( t \in [-T_{2,0}(1), T_{2,0}(1)] \) which is characterized by that the boundary of the critical catenoid meets the boundary of the ball orthogonally.

Similarly, note that the following immersed catenoid

\[
(3.11) \quad \begin{cases}
  x(t, \theta) = nt \\
  y(t, \theta) = \cosh(nt) \cos(n\theta) \\
  z(t, \theta) = \cosh(nt) \sin(n\theta).
\end{cases}
\]

is also a minimal surface in \( \mathbb{R}^3 \). In fact, it is a \( n \) to 1 cover of the catenoid. We call the surface an \( n \)-catenoid. Similarly as in [5], we called the portion of the \( n \)-catenoid with \( t \in [-T_{2,0}(1)/n, T_{2,0}(1)/n] \) a critical \( n \)-catenoid which is also characterized by that the boundary of the critical \( n \)-catenoid meets the boundary of the ball orthogonally. 

Similarly as in [5], we have the following conclusion by the computations in the last section.
Theorem 3.1. The maximum of the normalized $2n-1^{th}$ Steklov eigenvalue among all rotationally symmetric metrics of the form (2.1) on the cylinder is achieved by the $n$-critical catenoid immersed in $\mathbb{R}^3$.

Proof. By Theorem 2.1, the maximum of the normalized $2n-1^{th}$ Steklov eigenvalue $\tilde{\sigma}_{2n-1}(\beta,T)$ among all rotationally symmetric metrics of the form (2.1) on the cylinder is achieved only when $\alpha = 1$ and $T = T_{n,0}(1) = \frac{2T_{2,0}(1)}{n}$. In this case, the eigen-space of $\tilde{\sigma}_{2n-1}$ is generated by

\[ z_0(t,\theta) = t - \frac{T_{n,0}(1)}{2} = t - \frac{T_{2,0}(1)}{n}, \]

\[ x_n(t,\theta) = \cosh\left(n\left(t - T_{2,0}(1)/n\right)\right) \cos(n\theta) \]

and

\[ y_n(t,\theta) = \cosh\left(n\left(t - T_{2,0}(1)/n\right)\right) \sin(n\theta) \]

with $t \in [0, 2T_{2,0}(1)/n]$.

From this, we can use the eigen-functions of $\tilde{\sigma}_{2n-1}$ to immerse the cylinder into $\mathbb{R}^3$ as the follows:

\[
\begin{align*}
x(t,\theta) &= n\left(t - \frac{T_{2,0}(1)}{n}\right) \\
y(t,\theta) &= \cosh\left(n\left(t - \frac{T_{2,0}(1)}{n}\right)\right) \cos(n\theta) \\
z(t,\theta) &= \cosh\left(n\left(t - \frac{T_{2,0}(1)}{n}\right)\right) \sin(n\theta).
\end{align*}
\] (3.12)

This gives us the conclusion. \qed

Recall that in [7], the critical Möbius band is a portion of the immersed Möbius band in $\mathbb{R}^4$ parameterized by

\[ X(t,\theta) = (2 \sinh t \cos \theta, 2 \sinh t \sin \theta, \cosh(2t) \cos(2\theta), \cosh(2t) \sin(2\theta))^T \]

with $t \in [-T_{2,1}(1)/2, T_{2,1}(1)/2]$ which is also characterized by that the boundary of the critical Möbius band meets the boundary of the ball orthogonally.

Then, similarly as in Theorem 3.1 with suitable eigen-functions, we have the following conclusion.

Theorem 3.2. The maximum of the normalized $4^{th}$ Steklov eigenvalue among all rotational symmetric metrics on the cylinder is achieved by the critical Mobius band whose boundary meets the boundary of the ball orthogonally.

For the other Steklov eigenvalues, similarly as in Theorem 3.1 by using suitable eigen-functions to embed or immerse the cylinder into $\mathbb{R}^4$, we have the following conclusions.
**Theorem 3.3.** The maximum of the normalized $4n^{th}$ Steklov eigenvalue among all rotational symmetric metrics on the cylinder is achieved by the critical $n$-Mobius band immersed in $\mathbb{R}^4$ with boundary meets the boundary of the ball orthogonally. The immersed critical $n$-Mobius band is parameterized by

$$X(t, \theta) = (2n \sinh t \cos \theta, 2n \sinh t \sin \theta, \cosh(2nt) \cos(2n\theta), \cosh(2nt) \sin(2n\theta))^T$$

with $t \in [-T_{2n,1}(1)/2, T_{2n,1}(1)/2]$.

**Theorem 3.4.** The maximum of the normalized $4n+2^{th}$ Steklov eigenvalue with $n \geq 1$ among all rotational symmetric metrics on the cylinder is achieved by an embedded minimal surface in $\mathbb{R}^4$ with boundary meets the boundary of the ball orthogonally. The embedded minimal surface is parameterized by

$$X(t, \theta) = ((2n + 1) \sinh t \cos \theta, (2n + 1) \sinh t \sin \theta, \cosh((2n + 1)t) \cos((2n + 1)\theta), \cosh((2n + 1)t) \sin((2n + 1)\theta))^T$$

with $t \in [-T_{2n+1,1}(1)/2, T_{2n+1,1}(1)/2]$.

4. **Steklov eigenvalues of non-rotational symmetric metrics**

In this section, we will compare the Steklov eigenvalues of a general conformal flat metric

$$(4.1) \quad \tilde{g} = f^2(t, \theta)(dt^2 + d\theta^2)$$

with the rotationally symmetric metrics as in (2.1) on $\Sigma = [0, T] \times S^1$. It is clear that the normalized Steklov eigenvalues depend only on $f_0(\theta) = f(0, \theta)$ and $f_1(\theta) = f(T, \theta)$. So, we write them as $\tilde{\sigma}_k(f_0, f_1, T)$ for $k = 0, 1, 2, \cdots$. Let $\Gamma_0 = \{0\} \times S^1$ and $\Gamma_1 = \{T\} \times S^1$. Without loss of generality, we can assume that

$$\alpha := \frac{L(\Gamma_0)}{L(\Gamma_1)} = \frac{\int_0^{2\pi} f_0(\theta) d\theta}{\int_0^{2\pi} f_1(\theta) d\theta} \geq 1.$$  

Let $\beta = \frac{4\alpha}{(1+\alpha)^2}$ as before.

We want to compare $\tilde{\sigma}_k(f_0, f_1, T)$ and $\tilde{\sigma}_k(\beta, T)$. In general, it is not true that $\tilde{\sigma}_k(f_0, f_1, T) \leq \tilde{\sigma}_k(\beta, T)$. A counter example will be given in next section. In this section, we prove that for a large class of $f$, $\tilde{\sigma}_k(f_0, f_1, T) \leq \tilde{\sigma}_k(\beta, T)$ is true.
**Theorem 4.1.** When $T \geq T_{1,0}(\alpha)$, then

(4.2) \quad \tilde{\sigma}_1(f_0, f_1, T) \leq \tilde{\sigma}_1(\beta, T) = \frac{8\pi}{T \beta}

with equality holds if and only if $f_0$ and $f_1$ are constant functions.

*Proof.* Let $g$ be the metric $f(t)^2(dt^2 + d\theta^2)$ with $t \in [0, T]$, 
\[2\pi f(0) = \int_0^{2\pi} f_0(\theta) d\theta\]
and 
\[2\pi f(T) = \int_0^{2\pi} f_1(\theta) d\theta.\]

Note that the linear function $z_0(t)$ above is a first eigenfunction of $g$. So 
\[0 = \int_{\partial \Sigma} z_0 dS_{2g} = 2\pi f(0)z_0(0) + 2\pi f(T)z_0(T)\]
\[(4.3) \quad = \int_{\Gamma_0} z_0(0)f_0(\theta)d\theta + \int_{\Gamma_1} z_0(T)f_1(\theta)d\theta\]
\[= \int_{\partial \Sigma} z_0 dS_g.\]

Moreover, since $g$ and $\bar{g}$ are conformal, 
\[(4.4) \quad \int_{\Sigma} \|\nabla^2 z_0\|^2 dV_{\bar{g}} = \int_{\Sigma} \|\nabla^2 z_0\|^2 dV_g = \sigma_1(g) \int_{\partial \Sigma} z_0^2 dS_g\]
\[= \sigma_1(g) \int_{\partial \Sigma} z_0^2 dS_g = \sigma_1(g) \int_{\partial \Sigma} z_0^2 dS_g = \sigma_1(g) \int_{\partial \Sigma} z_0^2 dS_{\bar{g}}.\]

This give us the inequality.

When equality holds, we know that $w_0$ is a first eigenfunction of $\bar{g}$. Then 
\[\frac{1}{f_0(\theta)} z_0'(0) = \frac{\partial z_0}{\partial \nu} = \sigma_1 z_0(0).\]

Hence $f_0(\theta) = -\frac{z_0'(0)}{\sigma_1 z_0(0)}$ is a constant. Similarly, this is true for $f_1$. \qed
Remark 1. There is a similar result in [5].

When \( T < T_{1,0}(\alpha) \), we have the following partial comparison of the first Steklov eigenvalues.

**Theorem 4.2.** When \( T < T_{1,0}(\alpha) \), suppose that the Fourier series of \( f_0 \) and \( f_1 \) are

\[
(4.6) \quad f_0(\theta) = c(\alpha + \alpha_1 \cos \theta + \alpha_2 \sin \theta + \alpha_3 \cos(2\theta) + \alpha_4 \sin(2\theta) + \cdots)
\]

and

\[
(4.7) \quad f_1(\theta) = c(1 + \beta_1 \cos \theta + \beta_2 \sin \theta + \beta_3 \cos(2\theta) + \beta_4 \sin(2\theta) + \cdots).
\]

Let

\[
(4.8) \quad A = \begin{pmatrix}
-2(\alpha + 1) & -(a\alpha_1 + b\beta_1) & -(a\alpha_2 + b\beta_2) \\
-(a\alpha_1 + b\beta_1) & -\frac{1}{2}(a^2\alpha_3 + b^2\beta_3) & -\frac{1}{2}(a^2\alpha_4 + b^2\beta_4) \\
-(a\alpha_2 + b\beta_2) & -\frac{1}{2}(a^2\alpha_4 + b^2\beta_4) & -\frac{1}{2}(a^2\alpha_3 + b^2\beta_3)
\end{pmatrix}
\]

where \( a = \cosh(\tau_n) \) and \( b = \cosh(T - \tau_n) \). Then, if \( A \) has two nonpositive eigenvalues,

\[
\tilde{\sigma}_1(f_0, f_1, T) \leq \tilde{\sigma}_1(\beta, T) = \tilde{\lambda}_1(\beta, T),
\]

with equality holds if and only if \( f_0 \) and \( f_1 \) are both constant functions.

**Proof.** Without loss of generality, we can assume that the Fourier series of \( f_0 \) and \( f_1 \) are

\[
(4.9) \quad f_0(\theta) = \alpha + \alpha_1 \cos \theta + \alpha_2 \sin \theta + \alpha_3 \cos(2\theta) + \alpha_4 \sin(2\theta) + \cdots
\]

and

\[
(4.10) \quad f_1(\theta) = 1 + \beta_1 \cos \theta + \beta_2 \sin \theta + \beta_3 \cos(2\theta) + \beta_4 \sin(2\theta) + \cdots.
\]

Let \( g = f^2(t)(dt^2 + d\theta^2) \) with \( f(0) = \alpha \) and \( f(T) = 1 \) and

\[
Q(u, v) = \langle L_g u, v \rangle_g - \lambda_1 \langle u, v \rangle_g = \langle L_g u, v \rangle_g - \lambda_1 \langle u, v \rangle_g
\]

where

\[
\langle u, v \rangle_g = \int_{\partial \Sigma} u v dS_g.
\]

This is a quadratic form on the function space of \( \partial \Sigma \). By direct computation, the matrix of \( Q \) on \( \text{span}\{x_0, x_1, y_1\} \) with respect to the basis \( x_0, x_1, y_1 \) is \( \lambda_1 \pi A \). Because \( A \) has two nonpositive eigenvalues, there is a nonzero function \( u \in \text{span}\{x_0, x_1, y_1\} \), such that \( \langle u, x_0 \rangle_g = 0 \) and \( Q(u, u) \leq 0 \). Hence,

\[
(4.11) \quad \sigma_1(f_0, f_1, T) \leq \lambda_1(\beta, T) = \sigma_1(\beta, T),
\]

and

\[
(4.12) \quad \tilde{\sigma}_1(f_0, f_1, T) \leq \lambda_1(\beta, T) = \tilde{\sigma}_1(\beta, T).
\]
When equality holds, the same argument as in Theorem 4.1 give us the conclusion. □

For other Steklov eigenvalues, we have the following partial comparison of eigenvalues.

**Theorem 4.3.** Let

\[ E_{2k} = \text{span}\{\cos \theta, \sin \theta, \cos(2\theta), \sin(2\theta), \cdots, \cos(2k\theta), \sin(2k\theta)\}. \]

If \( f_0, f_1 \in E_{2k}^\perp \), then

\[ \bar{\sigma}_{2k-1}(f_0, f_1, T) \leq \bar{\sigma}_{2k-1}(\beta, T) \]

and

\[ \bar{\sigma}_2(f_0, f_1, T) \leq \bar{\sigma}_2(\beta, T) \]

with equality holds if and only if \( f_0 \) and \( f_1 \) are constants. Here \( E_{2k}^\perp \) means the orthogonal complement of \( E_{2k} \) in \( L^2([0, 2\pi]) \).

**Proof.** Let \( g \) be the metric \( f(t)^2(dt^2 + d\theta^2) \) with \( t \in [0, T] \),

\[ 2\pi f(0) = \int_0^{2\pi} f_0(\theta)d\theta \]

and

\[ 2\pi f(T) = \int_0^{2\pi} f_1(\theta)d\theta. \]

Let \( \phi_0, \phi_1, \cdots, \phi_{2k} \) be the first \( 2k + 1 \) eigen-functions of \( g \). Then, by the computation in the first section and the eigen-functions listed in the second section, we know that

\[ \phi_i(0, \theta), \phi_i(T, \theta) \in \text{span}\{1, \cos \theta, \sin \theta, \cos(2\theta), \sin(2\theta), \cdots, \cos(k\theta), \sin(k\theta)\} \]

for \( i = 0, 1, 2, \cdots, 2k \). Hence

\[ \langle \phi_i, \phi_j \rangle_g = \langle \phi_i, \phi_j \rangle_{\tilde{g}} \]

for all \( i, j = 0, 1, 2, \cdots, 2k \) since \( f_0, f_1 \in E_{2k}^\perp \).

Let \( \psi_0, \psi_1, \cdots, \psi_{2k-1} \) be the first \( 2k \) eigen-functions of \( \tilde{g} \). It is clear that there are constants \( c_0, c_1, \cdots, c_{2k-2} \) that are not all zero, such that \( u = c_0\phi_0 + \cdots + c_{2k-2}\phi_{2k-1} \) is orthogonal to \( \psi_0, \psi_1, \cdots, \psi_{2k-2} \) with
respect to $\tilde{g}$. Moreover,
\[
\langle L_{\tilde{g}} u, u \rangle_{\tilde{g}} = \langle L_g u, u \rangle_g \\
= \left\langle \sum_{i=0}^{2k-1} \sigma_i(g) c_i \phi_i, \sum_{i=0}^{2k-1} c_i \phi_i \right\rangle_g \\
= \sum_{i=0}^{2k-1} \sigma_i(g) c_i^2 \langle \phi_i, \phi_i \rangle_g \\
\leq \sigma_{2k-1}(g) \sum_{i=0}^{2k-1} c_i^2 \langle \phi_i, \phi_i \rangle_g \\
= \sigma_{2k-1}(g) \sum_{i=0}^{2k-1} c_i^2 \langle \phi_i, \phi_i \rangle_{\tilde{g}} \\
= \sigma_{2k-1}(g) \langle u, u \rangle_{\tilde{g}}
\]
by (4.16). Hence,
\[
\sigma_{2k-1}(f_0, f_1, T) \leq \sigma_{2k-1}(g) = \sigma_{2k-1}(\beta, T).
\]
For the equality case, the argument is similar as in Theorem 4.1.

Similarly, we have
\[
\sigma_{2k}(f_0, f_1, T) \leq \sigma_{2k}(g) = \sigma_{2k}(\beta, T)
\]
with equality holds if and only if $f_0$ and $f_1$ are constants. □

5. A COUNTER EXAMPLE

Let $\Sigma = [0, T] \times S^1$ with conformal metric $g = f^2(t, \theta)(dt^2 + d\theta^2)$. Consider the rotational symmetric metric $g_0 = h(t)^2(dt^2 + d\theta^2)$ such that
\[
h(0) = \frac{1}{2\pi} \int_0^{2\pi} f(0, \theta)d\theta, \quad h(T) = \frac{1}{2\pi} \int_0^{2\pi} f(T, \theta)d\theta.
\]
In this section, we want to construct an example, such that $\sigma_1(g) > \sigma_1(g_0)$. Hence $\tilde{\sigma}_1(g) > \tilde{\sigma}_1(g_0)$.

Let $g = (1 + \frac{1}{\pi} \cos \theta + \frac{1}{\pi} \cos(2\theta))(dt^2 + d\theta^2)$ and $g_0 = dt^2 + d\theta^2$ on the cylinder $\Sigma = [0, T] \times S^1$. Note that $L_g$ and $L_{g_0}$ are operators on $C^\infty(\partial \Sigma) = C^\infty(S^1) \times C^\infty(S^1)$. Then, by the eigenvalues and eigenfunctions listed in the second section, we know that all the normalized eigenvalues and eigen-spaces of $L_{g_0}$ are as follows:

1. $\tilde{\lambda}_0 = 0$ with eigen-space generated by $x_0 = (1, 1)$;
(2) \( \tilde{\lambda}_n = 4n\pi \tanh\left(\frac{nT}{2}\right) \) with eigen-space generated by \( x_n = (\cos(n\theta), \cos(n\theta)) \) and \( y_n = (\sin(n\theta), \sin(n\theta)) \) for \( n = 1, 2, \ldots \);

(3) \( \tilde{\mu}_0 = \frac{8\pi}{T} \) with eigen-space generated by \( z_0 = (1, -1) \);

(4) \( \tilde{\mu}_n = 4n\pi \coth\left(\frac{nT}{2}\right) \) with eigen-space generated by \( z_n = (\cos(n\theta), -\cos(n\theta)) \) and \( w_n = (\sin(n\theta), -\sin(n\theta)) \) for \( n = 1, 2, \ldots \).

**Theorem 5.1.** When \( T < T_{1,0}(1) \) is small enough, then \( \sigma_1(f, f, T) > \lambda_1(1, T) = \sigma_1(1, T) \).

Let \( u = (u(0), u(T)) \) be an eigenfunction of \( \sigma_1(g) \). Then

\[ L_g(u) = \sigma_1(g)u, \]

and

\[
\begin{align*}
\tilde{\lambda}_n &= 4n\pi \tanh\left(\frac{nT}{2}\right) \\
\tilde{\mu}_0 &= \frac{8\pi}{T} \\
\tilde{\mu}_n &= 4n\pi \coth\left(\frac{nT}{2}\right)
\end{align*}
\]

(5.1)

\[ u = \sum_{n=0}^{\infty} \left( a_n \cos(n\theta) + b_n \sin(n\theta) \right) x_0 + \sum_{n=0}^{\infty} \left( c_n \cos(n\theta) + d_n \sin(n\theta) \right) z_0 \]

where \( \xi_0 = (1, 1) \) and \( z_0 = (1, -1) \).

Since \( v = (u(T), u(0)) \) is also an eigenfunction for \( \sigma_1 \). By considering \( u + v \) and \( u - v \), we may assume that either \( u(0) = u(T) \) or \( u(0) = -u(T) \). Hence we may assume either,

\[
\begin{align*}
u &= \sum_{n=0}^{\infty} \left( a_n \cos(n\theta) + b_n \sin(n\theta) \right) x_0, \\
u &= \sum_{n=0}^{\infty} \left( c_n \cos(n\theta) + d_n \sin(n\theta) \right) z_0.
\end{align*}
\]

**Lemma 5.1.**

\[ \lim_{T \to \infty} \frac{\lambda_k(1, T)}{\lambda_l(1, T)} = \frac{k^2}{l^2}. \]

Moreover, for \( k \geq l \),

\[ \frac{k}{l} \leq \frac{\lambda_k(1, T)}{\lambda_l(1, T)} \leq \frac{k^2}{l^2}. \]

**Proof.** Note that \( \tilde{\lambda}_k(1, T) = 4k\pi \tanh(kT/2) \), hence

\[ \frac{\lambda_k(1, T)}{\lambda_l(1, T)} = \frac{k \tanh(kT/2)}{l \tanh(lT/2)} \geq \frac{k}{l}. \]

Moreover, the function \( f(t) = a \tanh(\alpha t)/\tanh(t) \) is decreasing on \( t > 0 \) for \( a \geq 1 \). Hence

\[ \frac{k \tanh(kT/2)}{l \tanh(lT/2)} \leq \lim_{T \to 0^+} \frac{k \tanh(kT/2)}{l \tanh(lT/2)} = \frac{k^2}{l^2}. \]
Lemma 5.2. If $T > 0$ is small enough, and if $u$ is of the form (5.2), then $\sigma_1 = \sigma_1(g) > \sigma_1(g_0)$.

Proof. If $T > 0$ is small enough, then $\sigma_1(g_0) = \lambda_1(1, T)$. Then

$$\sigma_1(u, u)_g = \langle u, L_g u \rangle_g = \langle u, L_{g_0} u \rangle_{g_0} \geq \mu_0(1, T) \langle u, u \rangle_{g_0}.$$ 

On the other hand,

$$\lambda_1(1, T) \langle u, u \rangle_g \leq \|f\|\lambda_1(1, T) \langle u, u \rangle_{g_0}.$$ 

Now $\mu_0(1, T) \rightarrow \infty$ as $T \rightarrow 0$ and $\lambda_1(1, T) \rightarrow 0$ as $T \rightarrow 0$. From these the lemma follows. \hfill \Box

Lemma 5.3. If $T > 0$ is small enough, and if $u$ is of the form (5.3), then $\sigma_1 = \sigma_1(g) > \sigma_1(g_0)$.

Proof. $u = u_1 + u_2$, where

$$u_1 = \sum_{n=0}^{\infty} a_n \cos(n\theta)x_0, \quad u_2 = \sum_{n=1}^{\infty} b_n \sin(n\theta)x_0.$$ 

As in the proof of the previous lemma, for any $\epsilon > 0$, there is $T_0 > 0$ such that if $0 < T < T_0$

(5.6)

$$\frac{\sigma_1}{2\pi\lambda_1(1, T)} \langle u, u \rangle_g = \sum_{n=1}^{\infty} \frac{\lambda_n(1, T)}{\lambda_1(1, T)} (a_n^2 + b_n^2) \geq (a_1^2 + b_1^2) + (4 - \epsilon)(a_2^2 + b_2^2) + (9 - \epsilon) \sum_{n=3}^{\infty} b_n^2,$$

where we have used Lemma 5.1. Now

(5.7)

$$\frac{1}{2\pi} \langle u, u \rangle_g = \frac{1}{\pi} \int_0^{2\pi} f(\theta) \left( \sum_{n=0}^{\infty} a_n \cos(n\theta) + b_n \sin(n\theta) \right)^2 d\theta$$

$$= \frac{1}{\pi} \int_0^{2\pi} f(\theta) \left( \sum_{n=0}^{\infty} a_n \cos(n\theta) \right)^2 d\theta + \frac{1}{\pi} \int_0^{2\pi} f(\theta) \left( \sum_{n=1}^{\infty} b_n \sin(n\theta) \right)^2$$

$$= I + II.$$
where we have used the fact that $f(\theta)u_1$ is a series in $\cos(n\theta)$. Now

\begin{equation}
(5.8)
II = \sum_{n=1}^{\infty} b_n^2 + \frac{1}{\pi} \int_0^{2\pi} \left( \frac{1}{2} \cos \theta + \frac{1}{8} \cos(2\theta) \right) \left( \sum_{n=1}^{\infty} b_n \sin(n\theta) \right)^2 d\theta
\end{equation}

\begin{align*}
&\leq \left( 1 + \frac{1}{2} + \frac{1}{8} \right) \sum_{n=3}^{\infty} b_n^2 \\
&\quad + b_1^2 + b_2^2 + \frac{1}{\pi} \int_0^{2\pi} \left( \frac{1}{2} \cos \theta + \frac{1}{8} \cos(2\theta) \right) (b_1 \sin \theta + b_2 \sin(2\theta)) \cdot \\
&\quad \left( b_1 \sin \theta + b_2 \sin(2\theta) + 2 \sum_{n=3}^{\infty} b_n \sin(n\theta) \right) d\theta
\end{align*}

\begin{align*}
&= \frac{13}{8} \sum_{n=3}^{\infty} b_n^2 + b_1^2 + b_2^2 \\
&\quad + \frac{1}{\pi} \int_0^{2\pi} \left( \left( \frac{b_2}{4} - \frac{b_1}{16} \right) \sin \theta + \frac{b_1}{4} \sin(2\theta) + \left( \frac{b_2}{4} + \frac{b_1}{4} \right) \sin(3\theta) + \frac{b_2}{16} \sin(4\theta) \right) \cdot \\
&\quad \left( b_1 \sin \theta + b_2 \sin(2\theta) + 2 \sum_{n=3}^{\infty} b_n \sin(n\theta) \right) d\theta
\end{align*}

\begin{align*}
&= \frac{13}{8} \sum_{n=3}^{\infty} b_n^2 + b_1^2 + b_2^2 + b_1 \left( \frac{b_2}{4} - \frac{b_1}{16} \right) + \frac{b_1 b_2}{4} + \frac{b_3 (b_1 + b_2)}{2} + \frac{b_2 b_4}{8}
\end{align*}

\begin{align*}
&\leq \frac{13}{8} \sum_{n=3}^{\infty} b_n^2 + b_1^2 + \left( 3 + \frac{5}{16} \right) b_2^2 + 2b_2^2 + 2b_3^2 + \frac{9}{4} b_3^2 + \frac{1}{16} b_4^2.
\end{align*}

To estimate $I$, note that $\langle u, 1 \rangle_g = 0$. So

\begin{equation}
(5.9)
a_0 + \frac{1}{4} a_1 + \frac{1}{16} a_2 = 0.
\end{equation}
\begin{align*}
I &= 2a_0^2 + \sum_{n=1}^{\infty} a_n^2 + \frac{1}{\pi} \int_0^{2\pi} \left( \frac{1}{2} \cos \theta + \frac{1}{8} \cos(2\theta) \right) \left( \sum_{n=0}^{\infty} a_n \cos(n\theta) \right)^2 d\theta \\
&\leq 2a_0^2 + a_1^2 + a_2^2 + \frac{13}{8} \sum_{n=3}^{\infty} a_n^2 \\
&\quad + \frac{1}{\pi} \int_0^{2\pi} \left( \frac{1}{2} \cos \theta + \frac{1}{8} \cos(2\theta) \right) \left( a_0 + a_1 \cos \theta + a_2 \cos(2\theta) \right) \cdot \\
&\quad \cdot \left( a_0 + a_1 \cos \theta + a_2 \cos(2\theta) + 2 \sum_{n=3}^{\infty} a_n \cos(n\theta) \right) d\theta \\
&= 2a_0^2 + a_1^2 + a_2^2 + \frac{13}{8} \sum_{n=3}^{\infty} a_n^2 \\
&\quad + \frac{1}{\pi} \int_0^{2\pi} \left( \frac{1}{4} a_1 + \frac{1}{16} a_2 + \left( \frac{a_2}{4} + \frac{1}{2} a_0 + \frac{1}{16} a_1 \right) \cos \theta + \left( \frac{4}{a_1} + \frac{1}{8} a_0 \right) \cos(2\theta) \right) \\
&\quad + \left( \frac{1}{4} a_2 + \frac{1}{16} a_1 \right) \cos(3\theta) + \frac{1}{16} a_2 \cos(4\theta) \right) \cdot \\
&\quad \cdot \left( a_0 + a_1 \cos \theta + a_2 \cos(2\theta) + 2 \sum_{n=3}^{\infty} a_n \cos(n\theta) \right) d\theta \\
&= 2a_0^2 + a_1^2 + a_2^2 + \frac{13}{8} \sum_{n=3}^{\infty} a_n^2 + a_0 a_1 + \frac{1}{4} a_0 a_2 + \frac{1}{2} a_1 a_2 + \frac{1}{16} a_1 a_3 + \frac{1}{16} a_2 a_4 + \frac{1}{4} a_2 a_3 \\
&= -2a_0^2 + a_1^2 + a_2^2 + \frac{13}{8} \sum_{n=3}^{\infty} a_n^2 + \frac{1}{2} a_1 a_2 + \frac{1}{16} a_1 a_3 + \frac{1}{16} a_2 a_4 + \frac{1}{4} a_2 a_3 \\
&\leq \frac{13}{8} \sum_{n=3}^{\infty} a_n^2 + a_1^2 + a_2^2 \left( \frac{1}{8} a_1^2 + \frac{1}{2} |a_1||a_2| \right) + \frac{1}{16} a_1 a_3 + \frac{1}{16} a_2 a_4 + \frac{1}{4} a_2 a_3 \\
&\leq \frac{13}{8} \sum_{n=3}^{\infty} a_n^2 + a_1^2 + a_2^2 - \frac{1}{8} a_1^2 + \frac{1}{2} |a_1||a_2| \\
&\quad + 2\frac{1}{7} \times 32^2 a_1^2 + 7a_1^2 + \frac{1}{7} \times 32^2 a_2^2 + \frac{1}{8} a_2^2 + \frac{1}{8} a_3^2 \\
&\leq a_1^2 + \left( 1 + \frac{1}{4} \right) a_2^2 + \left( 7 + \frac{14}{8} \right) a_3^2 + \left( 7 + \frac{13}{8} \right) a_4^2 + \frac{13}{8} \sum_{n=5}^{\infty} a_n^2
\end{align*}

where we have used (5.9) By (5.6) - (5.8) and (5.10), one can conclude that the lemma is true. \hfill \Box
Proof of Theorem 5.1. The theorem follows from Lemmas 5.2 and 5.3.
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