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Abstract. Bayesian inference techniques are used to investigate situations where an additional light scalar field is present during inflation and reheating. This includes (but is not limited to) curvaton-type models. We design a numerical pipeline where $\sim 200$ inflaton setups $\times 10$ reheating scenarios $= 2000$ models are implemented and we present the results for a few prototypical potentials. We find that single-field models are remarkably robust under the introduction of light scalar degrees of freedom. Models that are ruled out at the single-field level are not improved in general, because good values of the spectral index and the tensor-to-scalar ratio can only be obtained for very fine-tuned values of the extra field parameters and/or when large non-Gaussianities are produced. The only exception is quartic large-field inflation, so that the best models after Planck are of two kinds: plateau potentials, regardless of whether an extra field is added or not, and quartic large-field inflation with an extra light scalar field, in some specific reheating scenarios. Using Bayesian complexity, we also find that more parameters are constrained for the models we study than for their single-field versions. This is because the added parameters not only contribute to the reheating kinematics but also to the cosmological perturbations themselves, to which the added field contributes. The interplay between these two effects lead to a suppression of degeneracies that is responsible for having more constrained parameters.
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The recent high-quality measurements [1–3] of the Cosmic Microwave Background (CMB) anisotropies have shed new light on the physical processes that took place in the very early Universe. These data clearly support inflation [4–9] as the leading paradigm for explaining this primordial epoch. At present, the full set of observations can be accounted for in a minimal setup, where inflation is driven by a single scalar inflaton field $\phi$ with canonical kinetic term, minimally coupled to gravity, and evolving in a flat potential $V(\phi)$ in the slow-roll regime. Because inflation proceeds at very high energy where particle physics remains evasive, a variety of such potentials have been proposed in the literature so far. They have been recently mapped in ref. [10] where $\sim$ 80 potentials are identified and analyzed under the slow-roll framework. The Bayesian evidence of the corresponding $\sim$ 200 inflationary models was then derived in refs. [11–14], which was used to identify the best single-field scenarios, mostly of the “Plateau” type.

From a theoretical point of view however, as already said, inflation takes place in a regime that is far beyond the reach of accelerators. The physical details of how the inflaton is connected with the standard model of particle physics and its extensions are still unclear. In particular, most physical setups that have been proposed to embed inflation contain extra
scalar fields that can play a role either during inflation or afterwards. This is notably the case in string theory models where extra light scalar degrees of freedom are usually considered [15–19]. A natural question [20–29] is therefore whether single-field model predictions are robust under the introduction of these additional fields, and whether these fields change the potentials for which the data show the strongest preference.

In this paper, we address this issue using Bayesian inference techniques. We present the results of a systematic analysis of single-field slow-roll models of inflation when an extra light (relative to Hubble scale) scalar field $\sigma$ is introduced and plays a role both during inflation and afterwards. In the limit where this added field $\sigma$ is entirely responsible for the observed primordial curvature perturbations, the class of models this describes is essentially the curvaton scenarios [30–34]. Here however, we address the generic setup where both $\phi$ and $\sigma$ can a priori contribute to curvature perturbations [35–38].\(^1\) In particular, while we require that $\phi$ becomes massive at the end of inflation, we do not make any assumption as to the ordering of the three events: $\sigma$ becomes massive, $\phi$ decays and $\sigma$ decays. Nor do we restrict the epochs during which $\sigma$ can dominate the energy content of the Universe. This leaves us with 10 possible cases (including situations where $\sigma$ drives a secondary phase of inflation [36, 45–47]). These ten “reheating scenarios” are listed and detailed in ref. [48] but, for convenience, they are sketched in the figure 3 of appendix A. The usual curvaton scenario corresponds to case number 8 but one can see that a much wider class of models is covered by the present analysis.

An important aspect of this work is also that reheating kinematic effects are consistently taken into account. In practice, this means that the number of $e$-folds elapsed between the Hubble exit time of the CMB pivot scale and the end of inflation is not a free parameter but is given by an explicit function of the inflaton potential parameters, the mass of the extra scalar field, its vev at the end of inflation and the decay rates of both fields. As a consequence, there is no free reheating parameter. This is particularly important for curvaton-like scenarios, since in these cases the same parameters determine the statistical properties of perturbations and the kinematics of reheating. It is therefore crucial to properly account for the interplay between these two physical effects and the suppression of degeneracies it yields.

When the inflaton has a quadratic potential, extra light scalar fields have recently been studied in refs. [34, 44, 49, 50] and it has been shown [51] that the fit of quartic chaotic inflation can be significantly improved in the curvaton limit. In ref. [52], a Bayesian analysis was carried out for the quadratic inflaton + curvaton models assuming instantaneous reheating (corresponding to our reheating case number 8), and these models were found not to be disfavoured with respect to standard quadratic inflation.

In this work however, we build a pipeline that incorporates all $\sim 200$ single-field models mapped in refs. [10, 11], in all 10 reheating cases. In practice, this means that the Bayesian evidence and complexity of $\sim 2000$ scenarios are addressed, which corresponds to an important step forward in the current state of the art of early Universe Bayesian analysis.

This paper is organised as follows. In section 2, we explain the method that we have employed. We introduce the physical systems under consideration and briefly recall how their predictions were calculated in ref. [48]. The theory of Bayesian inference is summarised and it is explained how the numerical ASPIC pipeline [53] was extended to implement scenarios with

\(^1\)In this work, we assume that all particles are in full thermal equilibrium after $\phi$ and $\sigma$ decay; thus there are no residual isocurvature modes [39, 40]. Any isocurvature modes surviving after reheating would provide very strong additional constraints, but are dependent on the specific process of decay and thermalisation [36, 41–44] which we do not consider here.
extra light scalar fields. We then present our results in section 3. Reheating cases are analysed one by one for a few prototypical inflaton potentials in section 3.1. Bayesian complexity is introduced as a measure of the number of unconstrained parameters in section 3.2, so that the effective number of added parameters compared to single-field setups is quantified. In section 3.3, a procedure of averaging over reheating scenarios is presented, which allows us to derive the Bayesian evidence of categories of models and to discuss the observational status of inflation with an extra light scalar field with respect to standard single-field inflation. Dependence on the prior chosen for the vev of the extra light field at the end of inflation is also studied in section 3.4. Finally, in section 4, we summarise our results and present a few concluding remarks.

2 Method

The method employed in this paper combines the analytical work of ref. [48] with the numerical tools developed in refs. [11, 54]. In this section, we describe its main aspects.

2.1 Inflation with an extra light scalar field

In the present work, we investigate the situation where an extra light scalar field is present during inflation and (p)reheating. The potentials under scrutiny are of the form

\[ V(\phi) + \frac{m_\sigma^2}{2}\sigma^2, \]

where \( \sigma \) is taken to be lighter than \( \phi \) at the end of inflation. Both fields are assumed to be slowly rolling during inflation, and eventually decay into radiation fluids with decay rates respectively denoted \( \Gamma_\phi \) and \( \Gamma_\sigma \), during reheating. The parameters describing the inflationary and reheating sectors of the theory are therefore given by

\[ \theta_{\text{inf}+\text{reh}} = \{\theta_V, m_\sigma, \sigma_{\text{end}}, \Gamma_\phi, \Gamma_\sigma\}, \]

where \( \{\theta_V\} \) are the parameters appearing in the inflaton potential \( V(\phi) \), \( \sigma_{\text{end}} \) is the vev of \( \sigma \) evaluated at the end of inflation, and \( m_\sigma, \Gamma_\phi \) and \( \Gamma_\sigma \) have been defined before. It is important to stress that, as mentioned in the introduction, reheating kinematics is entirely fixed by these parameters, so that the number of e-folds between Hubble exit of the CMB pivot scale and the end of inflation, \( \Delta N_* \), only depends on the parameters listed in eq. (2.2).

In ref. [48], it is explained how one can make use of the \( \delta N \) formalism to relate observables of such models to variations in the energy densities of both fields at the decay time of the last field. This allows us to calculate all relevant physical quantities by only keeping track of the background energy densities. Analytical expressions have been derived for all 10 reheating cases, that have been implemented in the publicly available ASPIC library [53]. For a given inflaton potential, and from the input parameters of eq. (2.2), this code returns the value of the three first slow-roll parameters (or equivalently, of the scalar spectral index \( n_s \) and its running, and of the tensor-to-scalar ratio \( r \)) and of the local-type non-Gaussianity parameter \( f_{NL} \).

2.2 Bayesian approach to model comparison

The next step is to compare the performances of the different inflationary scenarios under consideration. One way to carry out this program is to make use of the Bayesian approach
to model comparison [55–63]. Bayesian inference uses Bayes theorem to express the posterior probabilities of a set of alternative models $\mathcal{M}_i$ given some data set $\mathcal{D}$. It reads

$$p(\mathcal{M}_i|\mathcal{D}) = \frac{\mathcal{E}(\mathcal{D}|\mathcal{M}_i)p(\mathcal{M}_i)}{p(\mathcal{D})}. \tag{2.3}$$

Here, $p(\mathcal{M}_i)$ represents the prior belief in the model $\mathcal{M}_i$, $p(\mathcal{D}) = \sum_i \mathcal{E}(\mathcal{D}|\mathcal{M}_i)p(\mathcal{M}_i)$ is a normalisation constant and $\mathcal{E}(\mathcal{D}|\mathcal{M}_i)$ is the Bayesian evidence of $\mathcal{M}_i$, defined by

$$\mathcal{E}(\mathcal{D}|\mathcal{M}_i) = \int d\theta \mathcal{L}(\theta|\mathcal{M}_i) p(\theta|\mathcal{M}_i), \tag{2.4}$$

where $\theta$ are the $N$ parameters defining the model $\mathcal{M}_i$ and $p(\theta|\mathcal{M}_i)$ is their prior distribution. The quantity $\mathcal{L}(\theta|\mathcal{M}_i)$, called likelihood function, represents the probability of observing the data $\mathcal{D}$ assuming the model $\mathcal{M}_i$ is true and $\theta$ are the actual values of its parameters. Assuming model $\mathcal{M}_i$, the posterior probability of its parameter $\theta$ is then expressed as

$$p(\theta|\mathcal{D}, \mathcal{M}_i) = \frac{\mathcal{L}(\theta|\mathcal{M}_i) p(\theta|\mathcal{M}_i)}{\mathcal{E}(\mathcal{D}|\mathcal{M}_i)}. \tag{2.5}$$

The posterior odds between two models $\mathcal{M}_i$ and $\mathcal{M}_j$ are given by

$$\frac{p(\mathcal{M}_i|\mathcal{D})}{p(\mathcal{M}_j|\mathcal{D})} = \frac{\mathcal{E}(\mathcal{D}|\mathcal{M}_i)p(\mathcal{M}_i)}{\mathcal{E}(\mathcal{D}|\mathcal{M}_j)p(\mathcal{M}_j)} = B_{ij} \frac{p(\mathcal{M}_i)}{p(\mathcal{M}_j)}. \tag{2.6}$$

where we have defined the Bayes factor $B_{ij}$ by $B_{ij} = \mathcal{E}(\mathcal{D}|\mathcal{M}_i)/\mathcal{E}(\mathcal{D}|\mathcal{M}_j)$. Under the principle of indifference, one can assume non-committal model priors, $\pi(\mathcal{M}_i) = \pi(\mathcal{M}_j)$, in which case the Bayes factor becomes identical to the posterior odds (see however section 3.3 where another approach is used). With this assumption, a Bayes factor larger (smaller) than one means a preference for the model $\mathcal{M}_i$ over the model $\mathcal{M}_j$ (a preference for $\mathcal{M}_j$ over $\mathcal{M}_i$). In practice, the “Jeffreys’ scale” gives an empirical prescription for translating the values of the Bayes factor into strengths of belief. When $\ln(B_{ij}) > 5$, $\mathcal{M}_j$ is said to be “strongly disfavoured” with respect to $\mathcal{M}_i$, “moderately disfavoured” if $2.5 < \ln(B_{ij}) < 5$, “weakly disfavoured” if $1 < \ln(B_{ij}) < 2.5$, and the situation is said to be “inconclusive” if $|\ln(B_{ij})| < 1$.

Bayesian analysis allows us to identify the models that achieve the best compromise between quality of the fit and simplicity. In other words, more complicated descriptions are preferred only if they provide an improvement in the fit that can compensate for the larger number of parameters. In the rest of this section, we illustrate how this idea works in practice on a simple example [64].

Let $\mathcal{M}_1$ and $\mathcal{M}_2$ be two competing models aiming at explaining some data $\mathcal{D}$. Two parameters $\theta_1$ and $\theta_2$ describe the first model $\mathcal{M}_1$, and we assume that the likelihood function is a Gaussian centred at $(\bar{\theta}_1, \bar{\theta}_2)$ with standard deviations $\sigma_1$ and $\sigma_2$,

$$\mathcal{L}(\mathcal{D}|\theta_1, \theta_2, \mathcal{M}_1) = \mathcal{L}_{\text{max}}^{\theta_1, \theta_2, \mathcal{M}_1} e^{-\frac{(\theta_1 - \bar{\theta}_1)^2}{2\sigma_1^2} - \frac{(\theta_2 - \bar{\theta}_2)^2}{2\sigma_2^2}}. \tag{2.7}$$

This likelihood is represented in figure 1. We assume that the prior distribution on $\theta_1$ and $\theta_2$ is also a Gaussian, with standard deviations $\Sigma_1$ and $\Sigma_2$, and that the likelihood is much
more peaked than the prior, that is to say $\Sigma_1 \gg \sigma_1$ and $\Sigma_2 \gg \sigma_2$. In this limit, eq. (2.4) gives rise to a simple expression for the evidence of model $M_1$, namely

$$E(D|M_1) = \frac{\sigma_1 \sigma_2}{\Sigma_1 \Sigma_2} L^{\text{max}}_1.$$  \hspace{1cm} (2.8)

One can readily see that the higher the best fit, $L^{\text{max}}_1$, the better the Bayesian evidence, which is of course expected. On the other hand, the ratio $\sigma_1 \sigma_2 / (\Sigma_1 \Sigma_2)$ stands for the volume reduction in parameter space induced by the data $D$ and, therefore, quantifies how much the parameters $\theta_1$ and $\theta_2$ must be fine tuned around the preferred values $\bar{\theta}_1$ and $\bar{\theta}_2$ to account for the data. From eq. (2.8), it is thus clear that the larger this fine tuning, the worse the Bayesian evidence, the final result being a trade-off between both effects.

Now, let us imagine that the second parameter $\theta_2$ is associated with some extra, non-minimal, feature (such as, say, isocurvature perturbations, non-Gaussianities, oscillations in the power spectrum, etc). We want to determine whether $\theta_2$ (and, hence, the associated feature) is, at a statistically significant level, required by the data. To this end, we introduce the model $M_2$ that is a sub-model of $M_1$ where we choose $\theta_2 = 0$. This new model $M_2$ has a single parameter $\theta_1$. By definition, its prior distribution is Gaussian with standard deviation $\Sigma_1$ and its likelihood function is given by

$$L(D|\theta_1, M_2) = L(D|\theta_1, 0, M_1) = L^{\text{max}}_1 e^{-\frac{\bar{\theta}_1^2}{2\sigma_1^2}} e^{-\frac{(\theta_1-\bar{\theta}_1)^2}{2\sigma_1^2}} \equiv L^{\text{max}}_2 e^{-\frac{(\theta_1-\bar{\theta}_1)^2}{2\sigma_1^2}},$$ \hspace{1cm} (2.9)

where we have defined the maximum likelihood for model $M_2$ by $L^{\text{max}}_2 = L^{\text{max}}_1 \exp[-\frac{\bar{\theta}_2^2}{2\sigma_2^2}]$. This likelihood is displayed as the solid blue line in figure 1, and simply corresponds to the intersection of the full likelihood (2.7) with the plane $\theta_2 = 0$. In the same limit $\Sigma_1 \gg \sigma_1$ as before, the evidence for the model $M_2$ is given by an expression similar to eq. (2.8), namely $E(D|M_2) = \sigma_1 L^{\text{max}}_2 / \Sigma_1$. The Bayes factor between models $M_1$ and $M_2$ therefore reads

$$B_{12} = \frac{L^{\text{max}}_1}{L^{\text{max}}_2} \frac{\sigma_2}{\Sigma_2} e^{\frac{\bar{\theta}_2^2}{2\sigma_2^2}} \frac{\sigma_2}{\Sigma_2} \equiv e^{\frac{\bar{\theta}_2^2}{2\sigma_2^2}} \frac{\sigma_2}{\Sigma_2}.$$ \hspace{1cm} (2.10)
The first term, $\mathcal{L}_{1}^{\text{max}} / \mathcal{L}_{2}^{\text{max}}$ represents the change in the best fit due to the fact that we have added new parameters. Obviously, this ratio is always larger than one since adding more degrees of freedom to describe the data can only improve the quality of the fit. On the other hand, the second term $\sigma_{2} / \Sigma_{2}$ represents the amount of fine tuning required for this new parameter $\theta_{2}$ and is smaller than one. As a consequence, if the improvement of the fit quality is not large enough to beat fine tuning, one concludes that the parameter $\theta_{2}$ is not required by the data. In the opposite case, one concludes that there is a statistically significant indication that $\theta_{2} \neq 0$. Finally, let us notice that if the data is completely insensitive to $\theta_{2}$, $\mathcal{L}_{1}^{\text{max}} = \mathcal{L}_{2}^{\text{max}}$ and $\sigma_{2} = \Sigma_{2}$, the two models $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ have the same Bayesian evidence. Bayesian evidence is therefore insensitive to unconstrained parameters (in such a case, $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$ can be differentiated using Bayesian complexity, see section 3.2).

2.3 Fast Bayesian evidence computation

The computation of Bayesian evidence is a numerically expensive task, since it requires one to evaluate the multi-dimensional integral of eq. (2.4). A typical analysis based on the Planck likelihood coupled with an exact inflationary code to integrate the perturbations typically requires more than 3 CPU years of computing time on standard modern processors. Given the large number of models over which we want to carry out the Bayesian programme, this means that these conventional methods cannot be employed in a reasonable amount of time. This is why we resort to two important simplifications.

First, perturbations are calculated making use of the slow-roll formalism during inflation, and the $\delta N$ formalism (for curvature perturbations) afterwards. These two approaches provide analytical expressions for the power spectra of scalar curvature and tensor fluctuations, and for the local non-Gaussianity level. They exempt us from using a numerical integrator of the mode equations.

Second, we use the “effective likelihood via slow-roll reparametrisation” approach proposed by Christophe Ringeval in ref. [54]. The method relies on the determination of an effective likelihood for inflation, which is a function of the primordial amplitude of the scalar perturbations complemented with the necessary number of slow-roll parameters to reach the desired accuracy. The effective likelihood is obtained by marginalisation over the standard cosmological parameters, viewed as “nuisance” from the early Universe point of view. Machine-learning algorithms are then used to reproduce the multidimensional shape of the likelihood, and Bayesian inference is carried out with the nested sampling algorithm MultiNest. The high accuracy of the method, which increases by orders of magnitude the speed of performing Bayesian inference and parameter estimation in an inflationary context, has been confirmed in ref. [54]. We use this procedure [65] with the Planck 2015 $TT$ data combined with high-$\ell$ $C_{\ell}^{T} + C_{\ell}^{EE}$ likelihood and low-$\ell$ temperature plus polarization likelihood (PlanckTT,TE,EE+lowTEB in the notations of ref. [66], see figure 1 there), together with the BICEP2-Keck/Planck likelihood described in ref. [67].

2.4 Prior choices

The priors encode physical information one has a priori on the values of the parameters (2.2) that describe the models. For the parameters of the potential $\{\theta_{V}\}$, we use the same priors as the ones proposed in ref. [11], which are based on the physical, model-building related, considerations of ref. [10]. Because the extra field $\sigma$ is supposed to be still light at the end of inflation, its mass $m_{\sigma}$ must be smaller than the Hubble scale at the end of inflation, $H_{\text{end}}$. The same condition applies to the two decay rates, $\Gamma_{\phi}$, $\Gamma_{\sigma} < H_{\text{end}}$, since both fields decay
after inflation. On the other hand, we want the Universe to have fully reheated before Big Bang Nucleosynthesis (BBN), which means that the two decay rates are also bounded from below by $H_{\text{BBN}} \simeq (10\text{MeV})^2/M_{\text{Pl}}$. The same lower bound applies to $m_\sigma$ since, assuming perturbative decay, $m_\sigma > \Gamma_\sigma$. Between these two values, the order of magnitude of $m_\sigma$ and of the two decay rates is unknown, which is why a logarithmically flat prior (or "Jeffreys prior") is chosen:

$$\ln H_{\text{BBN}} < \ln \Gamma_\phi, \ln \Gamma_\sigma, \ln m_\sigma < \ln H_{\text{end}},$$

where, for a given reheating case, the extra-ordering conditions given in figure 3 are further imposed.

Two kinds of priors are then considered for $\sigma_{\text{end}}$. A first approach corresponds to stating that the order of magnitude of $\sigma_{\text{end}}$ is unknown, and that a logarithmically flat prior on $\sigma_{\text{end}}$ should be employed

$$\ln \sigma_{\text{end}}^{\text{min}} < \ln \sigma_{\text{end}} < \ln \sigma_{\text{end}}^{\text{max}}.$$  \hspace{1cm} (2.12)

Here, $\sigma_{\text{end}}^{\text{min}}$ and $\sigma_{\text{end}}^{\text{max}}$ are the boundary values given for each reheating case in figure 3. A second approach relies on the equilibrium distribution\footnote{In ref. \cite{68}, it is shown that the timescale of equilibration depends on $m_\sigma$ in practice, but can be surprisingly large (even more than thousands of $e$-folds). This implies that the initial conditions for spectator fields are not automatically erased during inflation, and that time variation of $H$ in (even slow-roll) inflation could play a role as well. Therefore, distributions different from eq. (2.13) may also be relevant and this is another reason why, in this work, only the rough condition $m_\sigma \sigma_{\text{end}} \sim H_{\text{end}}^2$ is imposed.} of long wavelength modes of a light spectator field in de Sitter \cite{68, 69}

$$P(\sigma_{\text{end}}) \propto \exp \left( -\frac{4\pi^2 m_\sigma^2 \sigma_{\text{end}}^2}{3H_{\text{end}}^4} \right).$$

(2.13)

This distribution is often referred to as the “Gaussian prior” for $\sigma_{\text{end}}$. However, one should note that the Hubble scale at the end of inflation, $H_{\text{end}}$, that appears in eq. (2.13), is in fact a function of $\sigma_{\text{end}}$. Indeed, it depends on the mass scale of the inflaton potential, which is fixed to reproduce a given value of the curvature primordial power spectrum amplitude $P_\ast$. Since $\sigma$ contributes to the total amount of scalar perturbations, $P_\ast$ explicitly depends on $\sigma_{\text{end}}$, and so does $H_{\text{end}}$. This is why, in eq. (2.13), one should write $H_{\text{end}}(\sigma_{\text{end}})$ and the corresponding distribution is not, strictly speaking, a Gaussian. Its physical interpretation should therefore be handled carefully. In this work, we thus take a more pragmatic approach and interpret eq. (2.13) only as the idea that physically acceptable values of the parameters should be such that $m_\sigma \sigma_{\text{end}} \sim H_{\text{end}}^2$, in agreement with what one would expect for a light scalar field in de Sitter. In practice, we implement this requirement by simply rejecting realizations for which the argument of the exponential function in eq. (2.13) is smaller than 1/10 or larger than 10 (we have checked that when changing these arbitrary values to, say, 1/100 and 100, very similar results are obtained).

### 3 Results

In this section we cast our results in a series of a few tables. Let us first explain which quantities are displayed. In the following tables, the first column is an acronym for the name of the inflationary scenario under consideration that follows the same conventions as...
in ref. [48]. The index appearing after “MC” refers to the reheating case number, while the second part of the acronym stands for the name of the inflaton potential, following ref. [10]. For example, MC$_3$LFI$_2$ corresponds to the case where the inflaton potential is of the large field, quadratic type, and where the reheating scenario is of the third kind (see figure 3). In the second column is given the logarithm of the Bayesian evidence, defined in section 2.2, normalised to the Bayesian evidence of (the single-field version of) Higgs Inflation (the Starobinsky model). Normalisation choice is anyway arbitrary and what only makes physical sense is ratios of Bayesian evidence, but we chose Higgs Inflation to be the reference model in order to match the convention of ref. [11] and to make comparison with this work easier. The third and fourth columns respectively stand for the number of input parameters and the number of unconstrained parameters, that will be defined and commented on in section 3.2. Finally, the fifth and last column gives the maximal value of the likelihood (“best fit”), still normalised to the Bayesian evidence of Higgs Inflation. This quantity is irrelevant from a purely Bayesian perspective (it would only need to be considered in a frequentist analysis), but we display it for indicative purpose and as it allows one to check consistency with the results presented in ref. [48] where exploration in parameter space is performed.

For comparison, in all tables displayed below, the first line corresponds to the single-field version of the models under consideration, in the case where the mean equation of state parameter during reheating vanishes, $\bar{w}_{\text{reh}} = 0$, and the energy density at the end of reheating, $\rho_{\text{reh}}$, has the same logarithmically flat prior as in eq. (2.11), $\ln \rho_{\text{BBN}} < \ln \rho_{\text{reh}} < \ln \rho_{\text{end}}$. The reason is that, in this work, the inflaton is assumed to oscillate around a quadratic minimum of its potential after inflation ends (in which case its energy density redshifts as matter), and we want the limit where $\sigma_{\text{end}} \rightarrow 0$ to match the single-field version of the model (even if subtleties regarding this limit are to be noted, see section 3.1). Finally, let us mention that apart from section 3.4, the results given here are obtained from the logarithmically flat prior (2.12) on $\sigma_{\text{end}}$.

3.1 Prototypical inflaton potentials

As already mentioned, the inclusion of an extra light scalar field in the ASPIC pipeline, for all ten reheating scenarios, gives rise to $\sim 2000$ models of inflation for which the Bayesian programme can be carried out. In this paper, for conciseness, we choose not to display all corresponding Bayesian evidence and select four prototypical inflaton potentials that will allow us to discuss the main generic trends that we have more generically observed. These four examples are also discussed in great detail in ref. [48], where, in all ten reheating cases, plots in the $(n_S, r)$, $(n_S, f_{\text{NL}})$ and $(f_{\text{NL}}, r)$ planes are provided. Together with the table 1 of this same reference where the main properties of these figures are summarised, they constitute useful prerequisites to properly interpret the following results.

- Large-field inflation (LFI) is a typical example of a “large-field” model. Its potential is given by

$$V(\phi) = M^4 \left( \frac{\phi}{M_{\text{Pl}}} \right)^p.$$  

(3.1)

Here, $p$ is the free parameter of the potential. In this section, we present the results obtained for $p = 2$ (i.e. for a quadratic potential) but the results obtained for $p = 2/3$, $p = 1$, $p = 3$ and $p = 4$, as well as for marginalising over $p \in [0, 2, 5]$, are given in
appendix B (and in appendix D for a Gaussian prior on $\sigma_{\text{end}}$). Large-field models are well-known for yielding a value for $r$ that is too large in their single-field versions. Since the introduction of light scalar fields typically reduces the predicted value of $r$, at least in reheating cases 4, 5, 7 and 8, we expect the Bayesian evidence of these models to be modified.

- Higgs inflation (HI, the Starobinsky model) is a typical example of a “Plateau model” for which the single-field version of the model already provides a very good fit to the data (its Bayesian evidence can therefore only decrease). Its potential is given by

$$V(\phi) = M^4 \left[ 1 - \exp \left( -\frac{2}{3} \frac{\phi}{M_{\text{Pl}}} \right) \right]^2.$$  \hfill (3.2)

- Natural Inflation (NI) has a potential given by

$$V(\phi) = M^4 \left[ 1 + \cos \left( \frac{\phi}{f} \right) \right].$$  \hfill (3.3)

When $f$ is not super-Planckian, it is a typical example that yields a value for $n_S$ that is too small in the single-field version of the model. The introduction of a light scalar field tends to drive $n_S$ towards 1 so that the predictions of the models intersect the region that is preferred by the data, but only for fine-tuned parameters. How the Bayesian evidence will change is therefore difficult to predict. As in ref. [11], a logarithmically flat prior is chosen on $f$, $0 < \log(f/M_{\text{Pl}}) < 2.5$.

- Power-Law Inflation (PLI) is a typical potential yielding a too large value of $n_S$, or a too large value of $r$. Since extra light scalar fields tend to decrease $r$ but to increase $n_S$, it is also difficult to predict how the Bayesian evidence will evolve. Its potential is given by

$$V(\phi) = M^4 \exp \left( -\alpha \frac{\phi}{M_{\text{Pl}}} \right).$$  \hfill (3.4)

Since this potential has the specific feature to be conformally invariant, its predictions do not depend on the number of e-folds $\Delta N_*$ elapsed between Hubble exit and the end of inflation, hence do not depend on the reheating kinematics. This is another reason why this example is interesting, since it isolates the effects of $\sigma$ coming from its contribution to the total amount of scalar perturbations, and is not sensitive to the role it plays in the reheating dynamics. As in ref. [11], a logarithmically flat prior is chosen on $\alpha$, $-4 < \log \alpha < -1$.

The results for Higgs Inflation and Natural Inflation are presented in table 1 and the results for Large-Field (quadratic) Inflation and Power-Law Inflation are given in table 2.

A first remark concerns the single-field limit. The first reheating scenario (see figure 3) corresponds to values of the parameters such that the extra light field never dominates the energy budget of the Universe, and decays before the inflaton field does. In this case, it does not contribute to curvature perturbations neither does it play a role in the reheating dynamics. As a consequence, the first reheating scenario can be viewed as the single-field limit of the models under consideration, and in ref. [48], it is shown that the same predictions.
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as for the single-field models are indeed obtained in this case. However, in tables 1 and 2, one can see that the Bayesian evidence for the first reheating scenarios (“MC”) and the single-field models are not exactly the same. The reason is that reheating is effectively implemented with different priors. In the single-field models, as explained in the beginning of section 3, the total energy density at the end of reheating is drawn according to a logarithmically flat prior \( \ln \rho_{\text{reh}} < \ln \rho_{\text{end}} \). In the first reheating scenario, \( \bar{\Delta}N \propto \ln \Gamma_\phi \). For the other reheating scenarios, predictions can be very different from the single-field models. The reason is that reheating is more complicated and contrary to case 1 where reheating is only made of a matter phase, case 2 contains a matter phase, a second inflation phase, an other matter phase, a radiation phase and then a matter phase again. In practice, it turns out that the values of \( \Delta N \) it yields are closer to the single-field ones, which is why the effect described here is smaller in these cases.

For the other reheating scenarios, predictions can be very different from the single-field ones, and we now review our four prototypical potentials one by one. For Higgs Inflation (table 1, left panel), since the single-field version of the model already provides one of the best possible fits to the data, as expected, including an extra light scalar field leads to decreasing

| Name | \( \ln (\mathcal{E}) \) | \( N \) | \( N_{\text{unc}} \) | \( \ln (\mathcal{L}_{\text{max}}) \) |
|------|----------------|------|----------------|----------------|
| HI   | 0.00           | 2    | 0.92           | 1.36           |
| MC_1 HI | -0.42 | 5    | 3.84           | 1.37           |
| MC_2 HI | -0.18 | 5    | 3.81           | 1.36           |
| MC_3 HI | -1.21 | 5    | 3.21           | 1.35           |
| MC_4 HI | -0.41 | 5    | 3.88           | 1.37           |
| MC_5 HI | -0.55 | 5    | 3.84           | 1.36           |
| MC_6 HI | -0.81 | 5    | 3.45           | 1.35           |
| MC_7 HI | -0.39 | 5    | 3.84           | 1.37           |
| MC_8 HI | -0.51 | 5    | 3.84           | 1.35           |
| MC_9 HI | -0.62 | 5    | 3.68           | 1.35           |
| MC_{10} HI | -1.59 | 5    | 3.03           | 1.36           |

| Name | \( \ln (\mathcal{E}) \) | \( N \) | \( N_{\text{unc}} \) | \( \ln (\mathcal{L}_{\text{max}}) \) |
|------|----------------|------|----------------|----------------|
| NI   | -3.42          | 3    | -1.49          | 0.36           |
| MC_1 NI | -4.34 | 6    | 0.50           | 0.41           |
| MC_2 NI | -3.97 | 6    | 0.29           | 0.29           |
| MC_3 NI | -4.70 | 6    | -0.19          | 0.27           |
| MC_4 NI | -4.18 | 6    | 0.50           | 0.27           |
| MC_5 NI | -3.08 | 6    | 0.50           | 0.26           |
| MC_6 NI | -4.58 | 6    | -0.12          | 0.23           |
| MC_7 NI | -3.67 | 6    | 0.40           | 0.25           |
| MC_8 NI | -3.02 | 6    | 0.40           | 0.24           |
| MC_9 NI | -4.05 | 6    | 0.82           | 0.30           |
| MC_{10} NI | -5.13 | 6    | 0.80           | 0.31           |

Table 1. Bayesian analysis for the Higgs Inflation and Natural Inflation models.
the Bayesian evidence in all reheating scenarios. However, according to the Jeffrey scale, this change is “inconclusive” in most cases (and only “moderately disfavoured” in reheating scenarios 3 and 10). This means that, at the Bayesian level, Plateau models such as Higgs Inflation are robust under the introduction of extra light degrees of freedom. In reheating scenarios 4, 5, 7 and 8, $n_s$ varies between the single-field prediction and 1, which explains why the evidence decreases. The main differences between these cases is that in scenarios 4 and 7, large non-Gaussianities can also be produced while in scenarios 5 and 8, non-Gaussianities always remain within the observational bounds. For this reason, it may seem counter-intuitive that the evidence of cases 5 and 8 is slightly lower than the one of cases 4 and 7. This means that non-Gaussianities play a negligible role in constraining these models, and that most parameters that are excluded because of too large non-Gaussianities are already excluded because of too large values of $n_s$. Non-Gaussianities observational constraints are therefore still too weak to really constrain these models. Finally, reheating scenarios 3, 6, 9 and 10 contain a second phase of inflation which means that the scales observed in the CMB exit the Hubble radius closer to the end of inflation where the potential is steeper (hence smaller values of $n_s$ and larger values for $r$), which is why these models have lower evidence, the most disfavoured scenario being case 10.

For Natural Inflation (table 1, right panel), let us again note that no radical change is observed when introducing a light scalar field. The single-field version of the model produces a too small value for $n_s$ which is why it is “moderately disfavoured” compared to, say, Higgs Inflation. In reheating scenarios 4, 5, 7 and 8, $n_s$ varies continuously between the single-field prediction and 1, crossing the “sweet spot” of the data. However, this only yields a small increase of the Bayesian evidence of these four cases compared to reheating scenario MC$_1$, confirming that, as already mentioned, parameters achieving the right scalar tilt are fine-tuned. In fact, only cases 5 and 8 are preferred to the single-field version of the model (although at an “inconclusive” level). Indeed, only in these cases, non-Gaussianities remain within observational constrains. This means that contrary to Higgs Inflation, current

| Name          | $\ln (\mathcal{E})$ | $N$ | $N_{\text{unc}}$ | $\ln (\mathcal{L}_{\text{max}})$ |
|---------------|----------------------|-----|------------------|-------------------------------|
| LFI$_2$       | -3.61                | 2   | 0.11             | -1.66                         |
| MC$_1$LFI$_2$ | -4.37                | 5   | 2.49             | -1.67                         |
| MC$_2$LFI$_2$ | -4.08                | 5   | 2.41             | -1.74                         |
| MC$_3$LFI$_2$ | -4.72                | 5   | 0.65             | -1.07                         |
| MC$_4$LFI$_2$ | -4.32                | 5   | 1.55             | -1.02                         |
| MC$_5$LFI$_2$ | -2.91                | 5   | 1.70             | -0.02                         |
| MC$_6$LFI$_2$ | -4.60                | 5   | 0.67             | -1.07                         |
| MC$_7$LFI$_2$ | -3.95                | 5   | 2.18             | -1.02                         |
| MC$_8$LFI$_2$ | -2.99                | 5   | 1.50             | -0.03                         |
| MC$_9$LFI$_2$ | -4.15                | 5   | 1.48             | -1.07                         |
| MC$_{10}$LFI$_2$ | -5.15               | 5   | 0.26             | -1.07                         |

| Name          | $\ln (\mathcal{E})$ | $N$ | $N_{\text{unc}}$ | $\ln (\mathcal{L}_{\text{max}})$ |
|---------------|----------------------|-----|------------------|-------------------------------|
| PLI           | -8.11                | 3   | -3.38            | -4.72                         |
| MC$_1$PLI     | -8.10                | 6   | -3.47            | -1.01                         |
| MC$_2$PLI     | -8.12                | 6   | -3.47            | -1.07                         |
| MC$_3$PLI     | -8.34                | 6   | -5.62            | -1.07                         |
| MC$_4$PLI     | -8.00                | 6   | -1.33            | -4.57                         |
| MC$_5$PLI     | -7.68                | 6   | -1.41            | -4.56                         |
| MC$_6$PLI     | -8.29                | 6   | -5.18            | -1.07                         |
| MC$_7$PLI     | -8.84                | 6   | -1.33            | -4.57                         |
| MC$_8$PLI     | -8.69                | 6   | -1.41            | -4.56                         |
| MC$_9$PLI     | -8.54                | 6   | -7.56            | -1.07                         |
| MC$_{10}$PLI  | -8.56                | 6   | -0.79            | -4.56                         |

Table 2. Bayesian analysis for the Large-Field (quadratic) Inflation and Power-Law Inflation models.
observational constraints on non-Gaussianities are already relevant for these models. Finally, cases 3, 6, 9 and 10 produce values of $n_s$ that are even smaller than the single-field predictions, and are therefore disfavoured. The worst scenario is again 10, but it is only weakly disfavoured with respect to the single-field version of the model.

For large-field models such as Large-Field Inflation, depending on the power index $p$ of the potential (3.1), larger modifications in the Bayesian evidence can be observed. The values for a quadratic potential are displayed in the left panel of table 2 while other values of $p$ are dealt with in appendix B. The single-field versions of the large-field models suffer from a value for $r$ which is too large compared with the current observational constraints. In scenarios 4, 5, 7 and 8, the corresponding value decreases. This is why, in cases 5 and 8 where no large non-Gaussianities are produced, one obtains larger Bayesian evidence than in the single-field case. For a quadratic potential, the difference in only “inconclusive” (with respect to single-field) or “weak” (with respect to MC$_1$) according to the Jeffreys scale, and the best scenario (MC$_3$LFI$_2$) still remains “moderately disfavoured” with respect to the best single-field models such as Higgs inflation. For a quartic potential however (see appendix B), the effect is much larger as cases 5 and 8 are “strongly favoured” with respect to their single-field counterpart. The best scenario, MC$_5$LFI$_4$, is even in the “inconclusive” zone of Higgs inflation. From a Bayesian perspective, this scenario therefore belongs to the best models of inflation. On the contrary, because large non-Gaussianities are produced in cases 4 and 7, the decrease in $r$ is not enough to “rescue” these models that even have slightly worse Bayesian evidence than their single-field versions. This means that, as in Natural Inflation but contrary to Higgs Inflation, non-Gaussianities already are a constraining observable for these models. In cases 3, 6, 9 and 10, smaller values of $r$ are obtained when $p > 2$, but $n_s$ reaches unacceptably small values in these regimes. This is why these scenarios are disfavoured, even compared to their single-field counterpart.

Finally, Power-Law Inflation is displayed in the right panel of table 2. Being conformally invariant, its predictions do not depend on $\Delta N^*$, and there is no reheating kinematic effects in these models. This is why, as already noticed, the reheating scenarios MC$_1$ and MC$_2$ have exactly the same Bayesian evidence as the single-field version of the model. In practice, the Bayesian evidence of all reheating scenarios are extremely low and close to the numerical limit of our code, so it is not easy to well resolve the differences between them. However, one can see that all scenarios are within the same “inconclusive” zone. This means that they are all equally strongly disfavoured. This also reinforces the statement that, for the models considered in the present paper in particular and for inflation in general, reheating kinematic effects play an important role, to which the data are now sensitive.

### 3.2 Complexity and number of unconstrained parameters

As shown in section 2.2, Bayesian evidence is not sensitive to unconstrained parameters. Concretely, this means that if one adds a new parameter to a model, if this parameter does not change any of the model predictions, the Bayesian evidence remains the same. In this case, the model with less parameters may be considered more “simple”. This is why the idea of “complexity” naturally arises in Bayesian analysis. At first sight, the models considered here are more “complex” than pure single-field scenarios as they contain more parameters. However, the data may be more efficient in constraining these parameters and the relevant question is rather how many unconstrained parameters these models have. A well-suited measure of the number of free parameters that the data can actually constrain in a model is provided by the relative entropy between the prior and posterior distributions [72].
Figure 2. Toy model described in section 3.2. In the left panel, the flat prior $\Pi$ with standard deviation $\Sigma$, and the Gaussian likelihood $L$ that peaks at $\theta^{\text{ML}}$ and has standard deviation $\sigma$, are displayed. In the right panel, the Bayesian complexity $C$ of the model is given in terms of $\Sigma/\sigma$. (the Kullback-Leibler divergence). In ref. [73], it is shown that such an effective number of parameters, called Bayesian complexity $C$, can be written as

$$C_i = -2 \langle \ln L(\theta_{ij}) \rangle_p + 2 \ln L(\theta_{ij}^{\text{ML}}), \tag{3.5}$$

where $\langle \cdot \rangle_p$ denotes averaging over the posterior $p(\theta_{ij}|D, M_i)$ and $\theta_{ij}^{\text{ML}}$ is the parameters values where the likelihood is maximal. Bayesian complexity therefore assesses the constraining power of the data with respect to the measure provided by the prior.

To see how this works in practice, let us consider the toy example depicted in the left panel of figure 2. This model has a single parameter $\theta$ with a flat prior between $-\sqrt{2}\Sigma$ and $\sqrt{2}\Sigma$ ($\Sigma$ is the prior standard deviation). Let us assume the likelihood to be Gaussian, centred over $\theta^{\text{ML}}$ and with standard deviation $\sigma$. For simplicity, in the expressions given below, let us assume that $\theta^{\text{ML}} = 0$ so that the prior and likelihood are centred over the same value. Making use of eq. (2.4), the Bayesian evidence of this model is given by

$$E = \frac{\sqrt{\pi}}{2} L_{\text{max}} \frac{\sigma}{\Sigma} \text{erf} \left( \frac{\Sigma}{\sigma} \right), \tag{3.6}$$

and one recovers the features commented on in section 2.2, namely the fact that the Bayesian evidence increases with $L_{\text{max}}$ but decreases with $\Sigma/\sigma$. Using eq. (2.5), the posterior distribution of the model can then be calculated, and one obtains for the Bayesian complexity

$$C = 1 - \frac{2}{\sqrt{\pi}} \frac{\Sigma}{\sigma} \frac{e^{-\Sigma^2/\sigma^2}}{\text{erf} \left( \frac{\Sigma}{\sigma} \right)}. \tag{3.7}$$

One can see that, contrary to the Bayesian evidence in eq. (3.6), the complexity only depends on the ratio $\Sigma/\sigma$ and not on $L_{\text{max}}$. It is displayed in the right panel of figure 2. When $\Sigma \gg \sigma$, $\theta$ is well measured and accordingly, the complexity (i.e. the number of constrained parameters) goes to one. On the contrary, when $\Sigma \ll \sigma$, the data does not constrain the parameter $\theta$ and the complexity vanishes.
From this example, it is clear that Bayesian complexity allows us to quantify the number of unconstrained parameters

$$N_{\text{unc}} = N - C. \quad (3.8)$$

The models considered in the present work have the same number of inflaton potential parameters as their single-field counterpart. As already mentioned, see eq. (2.2), their predictions also depend on \(\{m_\sigma, \sigma_{\text{end}}, \Gamma_\phi, \Gamma_\sigma\}\), while their single-field analogues only rely on \(\rho_{\text{reh}}\) to describe the reheating sector. This is why 3 more parameters are involved, which can be checked in the third column of the tables displayed above. However, the number of unconstrained parameters differs in general by a different amount when comparing single-field models to cases where an extra light field is present. In practice, one can check that this amount is always larger than 0 (except for Power-Law potentials, but see below), hence there are more unconstrained parameters, but also always smaller than 3, hence more parameters are constrained. For MC5LF12 for example, 1.41 more parameters are constrained with respect to the single-field version of the model. This means that the data is more efficient in constraining parameters when an extra light scalar field is added. This should be related to the fact that, as already stressed, the added parameters not only contribute to the reheating kinematic description (which, at the effective level, boils down to one single parameter), but also to the statistical properties of the perturbations themselves to which the added field contributes. The interplay between these two effects lead to a suppression of degeneracies that Bayesian complexity is therefore quantifying.

Finally, let us notice that for Power-Law Inflation, as well as for some reheating scenarios of Natural Inflation, negative numbers of unconstrained parameters can be obtained. This is because, when the best-fit likelihood of a model is very poor, its Bayesian complexity can be arbitrarily large, hence \(N_{\text{unc}}\) in eq. (3.8) becomes negative. In some sense, it means that the model is so strongly disfavoured that the data calls for more parameters than it can offer.

### 3.3 Averaging over reheating scenarios

So far, Bayesian evidence of inflationary models where an extra light scalar field is present have been given for each reheating scenario individually. However, in order to determine whether predictions of purely single-field models of inflation are robust under the introduction of light scalar fields, and whether the inflaton potentials for which the data show the strongest preference change once these extra fields are accounted for, one may want to derive “consolidated” Bayesian evidence associated to the inflaton potential only, regardless of the reheating scenario. This can be done by averaging over reheating scenarios in the following manner. For the purpose of illustration, let us consider two toy models \(\mathcal{M}_1\) and \(\mathcal{M}_2\), that both depend on the same parameter \(\theta\). In model \(\mathcal{M}_1\), \(\theta\) is assumed to lie within the range \([a, b]\) with a flat prior distribution, while in model \(\mathcal{M}_2\), \(\theta\) lies within the range \([b, c]\) with a flat prior distribution too. The model \(\mathcal{M}_{1+2}\) is defined to be the “union” of \(\mathcal{M}_1\) and \(\mathcal{M}_2\), where \(\theta\) lies in \([a, c]\) with a flat prior distribution, so that \(\mathcal{M}_1\) and \(\mathcal{M}_2\) are simply sub-models of \(\mathcal{M}_{1+2}\). From the definition (2.4), one readily obtains

$$\mathcal{E}(\mathcal{D}|\mathcal{M}_{1+2}) = \frac{b-a}{c-a} \mathcal{E}(\mathcal{D}|\mathcal{M}_1) + \frac{c-b}{c-a} \mathcal{E}(\mathcal{D}|\mathcal{M}_2). \quad (3.9)$$

In other words, the Bayesian evidence of model \(\mathcal{M}_{1+2}\) is obtained by averaging the evidence of models \(\mathcal{M}_1\) and \(\mathcal{M}_2\), weighted by the relative fraction of the prior volume of \(\mathcal{M}_{1+2}\) that
falls into their respective domains. Somehow, these prior volume fractions can be viewed as priors for the sub-models $M_1$ and $M_2$ themselves.

This is the strategy we adopt here. Notice that it requires the prior spaces associated with the different reheating scenarios to be disjoint and one can check that, from figure 3, it is indeed the case. In practice, starting from the global priors (2.11), and using a fiducial, constant likelihood in our Bayesian inference code, we compute the fraction of attempts that fall into each of the ten reheating scenarios. The corresponding ten relative weights are given in the second columns of tables 3 and 4 for the four potentials considered in this section (the analysis for other monomial large-field potentials is presented in appendix C). One can see that these weights are roughly independent of the inflaton potential, small differences being due to hard prior conditions (notably the requirement that the scalar power spectrum can properly be normalised) that slightly depend on the inflaton potential.

When a logarithmically flat prior is used for $\sigma_{\text{end}}$, the reheating scenarios that are mostly populated, at the prior level, are 1, 4 and 7. Let us recall that, up to different reheating parameters priors, case 1 corresponds to the single-field limit of the models under consideration. Cases 4 and 7, on the other hand, are usually associated with larger $n_S$, smaller $r$ and larger $f_{NL}$. These are the scenarios that mostly contribute to the averaged Bayesian evidence. In the third column of tables 3 and 4 is given the Bayesian evidence corresponding to situations where $\Gamma_\phi < \Gamma_\sigma < m_\sigma$ (cases 1, 2 and 3), $\Gamma_\sigma < \Gamma_\phi < m_\sigma$ (cases 4, 5 and 6) and $\Gamma_\sigma < m_\sigma < \Gamma_\phi$ (cases 7, 8, 9 and 10). The last column of these tables contain the global, consolidated Bayesian evidence of the models under consideration. For Higgs inflation, introducing an extra light scalar field decreases the logarithm of the Bayesian evidence of the model by less than $\sim 0.5$, at a level that is “inconclusive” according to the Jeffreys scale. This is why we conclude that the best single-field models, of the Plateau type, are generally robust under the introduction of such light scalar degrees of freedom. For models that predict a value for $n_S$ that is too low such as Natural Inflation, one can see

| Name | %  | $\ln (\mathcal{E})$ |
|------|----|----------------------|
| HI   | 33.8 | -0.42                |
| MC$_1$HI | 1.1 | -0.18               |
| MC$_2$HI | 1.7 | -1.21               |
| MC$_3$HI | 21.6 | -0.41               |
| MC$_5$HI | 7.3 | -0.55               |
| MC$_7$HI | 22.0 | -0.39               |
| MC$_9$HI | 7.1 | -0.51               |
| MC$_{10}$HI | 2.9 | -0.62               |

| Name | %  | $\ln (\mathcal{E})$ |
|------|----|----------------------|
| HI   | 33.8 | -0.42                |
| MC$_1$HI | 1.1 | -0.18               |
| MC$_2$HI | 1.7 | -1.21               |
| MC$_3$HI | 21.6 | -0.41               |
| MC$_5$HI | 7.3 | -0.55               |
| MC$_7$HI | 22.0 | -0.39               |
| MC$_9$HI | 7.1 | -0.51               |
| MC$_{10}$HI | 2.9 | -0.62               |

| Name | %  | $\ln (\mathcal{E})$ |
|------|----|----------------------|
| HI   | 33.8 | -0.42                |
| MC$_1$HI | 1.1 | -0.18               |
| MC$_2$HI | 1.7 | -1.21               |
| MC$_3$HI | 21.6 | -0.41               |
| MC$_5$HI | 7.3 | -0.55               |
| MC$_7$HI | 22.0 | -0.39               |
| MC$_9$HI | 7.1 | -0.51               |
| MC$_{10}$HI | 2.9 | -0.62               |

Table 3. Prior volume fraction (%) and averaged Bayesian evidence for the Higgs Inflation and Natural Inflation models.
Table 4. Prior volume fraction (%) and averaged Bayesian evidence for the Large-Field (quadratic) Inflation and Power-Law Inflation models.

| Name | %     | \( \ln (\mathcal{L}) \) |
|------|-------|--------------------------|
| LFI2 |       |                          |
| MC1LFI2 | 33.8 | -4.37                    |
| MC2LFI2 | 1.0  | -4.08                    |
| MC3LFI2 | 1.7  | -4.72                    |
| MC4LFI2 | 21.6 | -4.32                    |
| MC5LFI2 | 7.2  | -2.91                    |
| MC6LFI2 | 2.5  | -4.60                    |
| MC7LFI2 | 22.0 | -3.95                    |
| MC8LFI2 | 7.2  | -2.99                    |
| MC9LFI2 | 2.9  | -4.15                    |
| MC10LFI2 | 0.1 | -5.15                    |

| Name | %     | \( \ln (\mathcal{L}) \) |
|------|-------|--------------------------|
| PLI  |       |                          |
| MC1PLI | 9.8  | -8.10                    |
| MC2PLI | 2.3  | -8.12                    |
| MC3PLI | 3.6  | -8.34                    |
| MC4PLI | 6.5  | -8.00                    |
| MC5PLI | 1.1  | -7.68                    |
| MC6PLI | 5.3  | -8.29                    |
| MC7PLI | 49.1 | -8.84                    |
| MC8PLI | 15.9 | -8.69                    |
| MC9PLI | 6.3  | -8.54                    |
| MC10PLI | 0.2 | -8.56                    |

that scenarios with an extra light scalar field remain, on average, in the “inconclusive” zone of their single-field counterpart and are even very slightly disfavoured. The same holds for large-field models predicting a value for \( r \) which is too large such as when the potential is quadratic. When the potential is quartic however, models containing an extra light scalar field are moderately favoured compared to their single-field version, and become only moderately disfavoured compared to the best single-field models such as Higgs Inflation. For Power-Law inflation, the situation is rather unchanged, and all versions of the model remain strongly disfavoured.

3.4 Prior on \( \sigma_{\text{end}} \)

The results of the Bayesian analysis when the Gaussian prior (2.13) is used for \( \sigma_{\text{end}} \) are given in appendix D. The averaged Bayesian evidence is also displayed in tables 5 and 6, and in appendix E for other large-field models. At the prior level, one can see that the most populated scenarios are 1, 2, 3 and 6. As already mentioned, scenarios 1 and 2 are close to the single-field limit of the models under consideration. Cases 3 and 6, on the other hand, correspond to situations where a second phase of inflation takes place. It is therefore interesting to notice that scenarios corresponding to the original “curvaton” setup [30–33] (scenarios 5 and 8) only represent a few percents of the prior space and may not seem very natural, if a Gaussian prior is adopted for \( \sigma_{\text{end}} \) (see however the caveats about such a prior choice mentioned in section 2.4). This also emphasises the importance of not restricting the present work to pure curvaton scenarios but investigating all possibilities. Since situations with extra phases of inflation probe steeper parts of the inflaton potential, they are always disfavoured. This is why we find that the averaged Bayesian evidence of all potentials considered in this section is decreased when an extra light scalar field is present, and that the corresponding models are “weakly disfavoured” compared to their single-field counterpart.
Let us now summarise our main results. In this paper, we have used Bayesian inference techniques to investigate situations where an extra light scalar field is present during inflation and reheating. Combining the analytical work of ref. [48] with the numerical tools developed in refs. [11, 54], we have designed a numerical pipeline where ∼ 200 inflaton setups × 10 reheating scenarios = 2000 models are implemented. For simplicity, we have presented the results obtained for a few prototypical inflaton potentials only, but they are representative of the generic trends that can be more generally observed.

### Table 5
Prior volume fraction (%) and averaged Bayesian evidence for the Higgs Inflation and Natural Inflation models, when a “Gaussian” prior is used for $\sigma_{\text{end}}$.

| Name   | %   | $\ln(\mathcal{E})$ |
|--------|-----|---------------------|
| HI     | 0.0 | -3.61               |
| MC$_1$HI | 11.7 | -0.13 | -0.51 | -0.6 |
| MC$_2$HI | 14.0 | -0.14 | -0.51 | -0.6 |
| MC$_3$HI | 24.7 | -1.17 | -0.51 | -0.6 |
| MC$_4$HI | 0.2 | -0.10 | -0.51 | -0.6 |
| MC$_5$HI | 8.9 | -0.12 | -0.51 | -0.6 |
| MC$_6$HI | 34.2 | -0.90 | -0.51 | -0.6 |
| MC$_7$HI | 0.0 | -0.70 | -0.51 | -0.6 |
| MC$_8$HI | 0.7 | -0.11 | -0.51 | -0.6 |
| MC$_9$HI | 3.3 | -0.66 | -0.51 | -0.6 |
| MC$_{10}$HI | 2.1 | -1.85 | -0.51 | -0.6 |

| Name   | %   | $\ln(\mathcal{E})$ |
|--------|-----|---------------------|
| NI     | -3.42 | -3.42 |
| MC$_1$NI | 9.9 | -3.70 | -4.19 |
| MC$_2$NI | 11.2 | -3.88 | -4.19 |
| MC$_3$NI | 28.2 | -4.65 | -4.25 |
| MC$_4$NI | 0.2 | -3.44 | -4.25 |
| MC$_5$NI | 6.9 | -3.31 | -4.25 |
| MC$_6$NI | 35.1 | -4.68 | -4.25 |
| MC$_7$NI | 0.0 | -3.49 | -4.25 |
| MC$_8$NI | 1.2 | -3.82 | -4.25 |
| MC$_9$NI | 5.6 | -4.60 | -4.25 |
| MC$_{10}$NI | 1.7 | -5.17 | -4.25 |

### Table 6
Prior volume fraction (%) and averaged Bayesian evidence for the Large-Field (quadratic) Inflation and Power-Law Inflation models, when a “Gaussian” prior is used for $\sigma_{\text{end}}$.

| Name   | %   | $\ln(\mathcal{E})$ |
|--------|-----|---------------------|
| LFI    | -3.61 | -3.61 |
| MC$_1$LFI | 10.1 | -3.86 | -4.26 |
| MC$_2$LFI | 13.3 | -3.98 | -4.26 |
| MC$_3$LFI | 28.2 | -4.65 | -4.26 |
| MC$_4$LFI | 0.1 | -3.56 | -4.26 |
| MC$_5$LFI | 8.1 | -3.41 | -4.26 |
| MC$_6$LFI | 34.0 | -4.69 | -4.26 |
| MC$_7$LFI | 0.0 | -3.59 | -4.26 |
| MC$_8$LFI | 0.5 | -3.40 | -4.26 |
| MC$_9$LFI | 3.7 | -4.26 | -4.26 |
| MC$_{10}$LFI | 1.9 | -5.23 | -4.26 |

| Name   | %   | $\ln(\mathcal{E})$ |
|--------|-----|---------------------|
| PLI    | -8.11 | -8.11 |
| MC$_1$PLI | 0.0 | -8.11 | -8.83 |
| MC$_2$PLI | 10.1 | -8.56 | -8.83 |
| MC$_3$PLI | 35.5 | -8.92 | -8.83 |
| MC$_4$PLI | 0.0 | -8.89 | -8.83 |
| MC$_5$PLI | 0.0 | -8.89 | -8.83 |
| MC$_6$PLI | 40.5 | -8.93 | -8.83 |
| MC$_7$PLI | 0.0 | -8.98 | -8.83 |
| MC$_8$PLI | 1.3 | -8.97 | -8.91 |
| MC$_9$PLI | 11.0 | -8.97 | -8.91 |
| MC$_{10}$PLI | 1.5 | -8.55 | -8.91 |

### 4 Conclusion

Let us now summarise our main results. In this paper, we have used Bayesian inference techniques to investigate situations where an extra light scalar field is present during inflation and reheating. Combining the analytical work of ref. [48] with the numerical tools developed in refs. [11, 54], we have designed a numerical pipeline where ∼ 200 inflaton setups × 10 reheating scenarios = 2000 models are implemented. For simplicity, we have presented the results obtained for a few prototypical inflaton potentials only, but they are representative of the generic trends that can be more generally observed.
We have found that plateau models, that already provide a good fit to the data in their single-field version, are very robust under the introduction of a light scalar field, which only decreases the Bayesian evidence at an inconclusive level. For hilltop potentials, single-field scenarios usually lead to values of $n_S$ that are too low when the width of the hill is not super-Planckian. When a light scalar field is added, the right value of $n_S$ can be obtained, but this happens for very fine-tuned values of the extra field parameters and/or when large non-Gaussianities are produced. As a consequence, the Bayesian status of these models is not improved. The same holds for most large-field models, that give rise to values of $r$ that are too large in their single-field version. The only exception is quartic potentials, for which we have found that reheating scenarios 5 and 8 are “strongly favoured” with respect to their single-field counterpart, and that scenario 5 even lies in the inconclusive zone of (the single-field version of) Higgs Inflation (the Starobinsky model).

To summarise, we have thus showed that the best models after Planck are of two kinds: plateau potentials, regardless of whether an extra field is added or not, and quartic large-field inflation with an extra light scalar field, in reheating scenarios 5 and 8.

The role non-Gaussianities play in constraining these models [52, 74–80] was also discussed. We have seen that current bounds on non-Gaussianities are already sufficient to constrain hilltop and large-field potentials, but not plateau potentials. In the future, an important question is therefore whether the most efficient way to constrain these models is to improve measurements on $n_S$ and $r$ or measurements on non-Gaussianities. We plan to address this issue in a separate paper.

Different priors have also been compared for the vev of the added field at the end of inflation. When it is set to its expected value from quantum dispersion effects, we have found that the most natural scenarios are the ones containing extra phases of inflation, that are generally disfavoured. This also means that the results of our analysis are sensitive to the distribution chosen for the vev of the light field, and that given a model, such a distribution can therefore be constrained. This may be relevant to the question [68, 69, 81] whether observations can give access to scales beyond the observational horizon.

Finally, we have used Bayesian complexity to quantify the number of parameters that are left unconstrained by the present analysis. We have found that, while the models studied here have more unconstrained parameters than their single-field versions, they also allow us to constrain more parameters. This is due to the fact that the added parameters not only contribute to the kinematic description of reheating but also to the statistical properties of the perturbations themselves, to which the added field contributes. The interplay between these two effects lead to a suppression of degeneracies that is responsible for having more constrained parameters. This also means that non trivial constraints on the reheating temperatures can be obtained in these models, which we plan to investigate in a future publication.
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A Reheating cases

Figure 3. Different possible reheating scenarios, depending on the values taken by $\Gamma_\sigma$, $m_\sigma$, $H_{\text{end}}$ and $\sigma_{\text{end}}$. Cases 1, 2 and 3 correspond to $\Gamma_\phi < \Gamma_\sigma < m_\sigma < H_{\text{end}}$; cases 4, 5 and 6 correspond to $\Gamma_\sigma < \Gamma_\phi < m_\sigma < H_{\text{end}}$; cases 7, 8, 9 and 10 correspond to $\Gamma_\sigma < m_\sigma < \Gamma_\phi < H_{\text{end}}$. Within each row, different cases are distinguished by $\sigma_{\text{end}}/M_{\text{pl}}$, which controls when $\sigma$ dominates the total energy density (the precise values for $\sigma_{\text{end}}$ at the limit between the different scenarios are given in ref. [48]). The blue curves stand for the energy density of $\phi$ while the green ones are for $\sigma$. 
B  Bayesian results for other large-field models

In the following tables, we display the results of the Bayesian analysis when the inflaton potential is given by eq. (3.1) with $p = 2/3$, $p = 1$, $p = 2$, $p = 3$ and $p = 4$, as well as for marginalising over $p ∈ [0.2, 5]$.

| Name  | $\ln(\mathcal{L})$ | $N$  | $N_{\text{unc}}$ | $\ln(\mathcal{L}_{\text{max}})$ |
|-------|---------------------|------|-------------------|---------------------------------|
| LFI   | −2.97               | 3    | 0.07              | 0.25                            |
| MC$_1$LFI | −3.32               | 6    | 3.50              | 0.23                            |
| MC$_2$LFI | −2.95               | 5    | 3.51              | 0.21                            |
| MC$_3$LFI | −3.08               | 6    | 2.53              | 1.06                            |
| MC$_4$LFI | −3.50               | 6    | 3.25              | 0.17                            |
| MC$_5$LFI | −1.62               | 6    | 3.44              | 1.44                            |
| MC$_6$LFI | −3.03               | 6    | 2.35              | 1.06                            |
| MC$_7$LFI | −3.53               | 6    | 2.86              | 0.16                            |
| MC$_8$LFI | −1.76               | 6    | 3.29              | 1.44                            |
| MC$_9$LFI | −3.05               | 6    | 2.07              | 1.06                            |
| MC$_{10}$LFI | −3.27              | 6    | 2.66              | 1.06                            |
| LFI$_{2/3}$ | −1.52               | 2    | 0.36              | 0.16                            |
| MC$_{11}$LFI | −1.81              | 5    | 3.67              | 0.16                            |
| MC$_{12}$LFI | −1.37              | 5    | 3.78              | 0.16                            |
| MC$_{13}$LFI | −1.61              | 5    | 2.67              | 0.17                            |
| MC$_{14}$LFI | −2.02              | 5    | 3.46              | 0.14                            |
| MC$_{15}$LFI | −2.21              | 5    | 3.35              | 0.14                            |
| MC$_{16}$LFI | −1.53              | 5    | 3.57              | 0.28                            |
| MC$_{17}$LFI | −2.23              | 5    | 2.98              | 0.14                            |
| MC$_{18}$LFI | −2.35              | 5    | 3.01              | 0.14                            |
| MC$_{19}$LFI | −1.57              | 5    | 3.44              | 0.28                            |
| MC$_{20}$LFI | −1.80              | 5    | 3.43              | 0.28                            |

| Name  | $\ln(\mathcal{L})$ | $N$  | $N_{\text{unc}}$ | $\ln(\mathcal{L}_{\text{max}})$ |
|-------|---------------------|------|-------------------|---------------------------------|
| LFI$_1$ | −1.73              | 2    | 0.90              | −0.27                           |
| MC$_1$LFI$_1$ | −2.22              | 5    | 3.81              | −0.32                           |
| MC$_2$LFI$_1$ | −1.86              | 5    | 3.82              | −0.33                           |
| MC$_3$LFI$_1$ | −2.29              | 5    | 3.32              | −0.23                           |
| MC$_4$LFI$_1$ | −2.32              | 5    | 3.65              | −0.24                           |
| MC$_5$LFI$_1$ | −2.41              | 5    | 3.52              | −0.23                           |
| MC$_6$LFI$_1$ | −2.20              | 5    | 3.37              | −0.24                           |
| MC$_7$LFI$_1$ | −2.32              | 5    | 3.62              | −0.25                           |
| MC$_8$LFI$_1$ | −2.44              | 5    | 3.49              | −0.23                           |
| MC$_9$LFI$_1$ | −2.06              | 5    | 3.54              | −0.23                           |
| MC$_{10}$LFI$_1$ | −2.57              | 5    | 3.07              | −0.23                           |
| LFI$_2$ | −3.61              | 2    | 0.11              | −1.66                           |
| MC$_1$LFI$_2$ | −4.37              | 5    | 2.49              | −1.67                           |
| MC$_2$LFI$_2$ | −4.08              | 5    | 2.41              | −1.74                           |
| MC$_3$LFI$_2$ | −4.72              | 5    | 0.65              | −1.07                           |
| MC$_4$LFI$_2$ | −4.32              | 5    | 1.55              | −1.02                           |
| MC$_5$LFI$_2$ | −2.91              | 5    | 1.70              | −0.02                           |
| MC$_6$LFI$_2$ | −4.60              | 5    | 0.67              | −1.07                           |
| MC$_7$LFI$_2$ | −3.95              | 5    | 2.18              | −1.02                           |
| MC$_8$LFI$_2$ | −2.99              | 5    | 1.50              | −0.03                           |
| MC$_9$LFI$_2$ | −4.15              | 5    | 1.48              | −1.07                           |
| MC$_{10}$LFI$_2$ | −5.15              | 5    | 0.26              | −1.07                           |

| Name  | $\ln(\mathcal{L})$ | $N$  | $N_{\text{unc}}$ | $\ln(\mathcal{L}_{\text{max}})$ |
|-------|---------------------|------|-------------------|---------------------------------|
| LFI$_3$ | −4.97              | 2    | −0.17             | −2.95                           |
| MC$_1$LFI$_3$ | −5.60              | 5    | 2.55              | −2.91                           |
| MC$_2$LFI$_3$ | −5.31              | 5    | 2.42              | −2.98                           |
| MC$_3$LFI$_3$ | −6.34              | 5    | 2.10              | −1.07                           |
| MC$_4$LFI$_3$ | −5.62              | 5    | 0.55              | −1.75                           |
| MC$_5$LFI$_3$ | −1.58              | 5    | 2.93              | 0.88                            |
| MC$_6$LFI$_3$ | −5.95              | 5    | −1.75             | −1.07                           |
| MC$_7$LFI$_3$ | −5.26              | 5    | 1.13              | −1.74                           |
| MC$_8$LFI$_3$ | −1.82              | 5    | 2.55              | 0.86                            |
| MC$_9$LFI$_3$ | −5.48              | 5    | −0.92             | −1.07                           |
| MC$_{10}$LFI$_3$ | −6.79              | 5    | −2.48             | −1.13                           |
| LFI$_4$ | −6.10              | 2    | −0.43             | −4.06                           |
| MC$_1$LFI$_4$ | −6.97              | 5    | 1.70              | −4.07                           |
| MC$_2$LFI$_4$ | −6.65              | 5    | 1.55              | −4.12                           |
| MC$_3$LFI$_4$ | −7.73              | 5    | −5.30             | −1.07                           |
| MC$_4$LFI$_4$ | −6.92              | 5    | −0.11             | −2.83                           |
| MC$_5$LFI$_4$ | −0.88              | 5    | 3.52              | 1.43                            |
| MC$_6$LFI$_4$ | −7.27              | 5    | −4.67             | −1.07                           |
| MC$_7$LFI$_4$ | −6.42              | 5    | 0.75              | −2.79                           |
| MC$_8$LFI$_4$ | −1.04              | 5    | 3.41              | 1.43                            |
| MC$_9$LFI$_4$ | −6.75              | 5    | −3.59             | −1.07                           |
| MC$_{10}$LFI$_4$ | −8.11              | 5    | −5.71             | −1.26                           |
C. Averaging over reheating scenarios for other large-field models

| Name | %    | $\ln(\mathcal{E})$ |
|------|------|-------------------|
| LFI  |      | -2.97             |
| MC1LFI | 34.0 | -3.32             |
| MC2LFI | 1.0  | -2.95             |
| MC3LFI | 1.7  | -3.08             |
| MC4LFI | 21.6 | -3.50             |
| MC5LFI | 7.0  | -1.62             |
| MC6LFI | 2.5  | -3.03             |
| MC7LFI | 22.0 | -3.53             |
| MC8LFI | 7.2  | -1.76             |
| MC9LFI | 2.9  | -3.05             |
| MC10LFI | 0.1 | -3.27             |

| Name | %    | $\ln(\mathcal{E})$ |
|------|------|-------------------|
| LFI  |      | -1.73             |
| MC1LFI | 33.8 | -2.22             |
| MC2LFI | 1.1  | -1.86             |
| MC3LFI | 1.7  | -2.29             |
| MC4LFI | 21.5 | -2.32             |
| MC5LFI | 7.3  | -2.41             |
| MC6LFI | 2.6  | -2.20             |
| MC7LFI | 21.8 | -2.32             |
| MC8LFI | 7.1  | -2.44             |
| MC9LFI | 2.9  | -2.06             |
| MC10LFI | 0.1 | -2.57             |

| Name | %    | $\ln(\mathcal{E})$ |
|------|------|-------------------|
| LFI  |      | -4.97             |
| MC1LFI | 34.1 | -5.60             |
| MC2LFI | 1.0  | -5.31             |
| MC3LFI | 1.7  | -6.34             |
| MC4LFI | 21.7 | -5.62             |
| MC5LFI | 6.9  | -1.58             |
| MC6LFI | 2.5  | -5.95             |
| MC7LFI | 22.1 | -5.26             |
| MC8LFI | 7.2  | -1.82             |
| MC9LFI | 2.9  | -5.48             |
| MC10LFI | 0.1 | -6.79             |

| Name | %    | $\ln(\mathcal{E})$ |
|------|------|-------------------|
| LFI  |      | -6.10             |
| MC1LFI | 34.1 | -6.97             |
| MC2LFI | 1.1  | -6.65             |
| MC3LFI | 1.6  | -7.73             |
| MC4LFI | 21.7 | -6.92             |
| MC5LFI | 6.6  | -0.88             |
| MC6LFI | 2.4  | -7.27             |
| MC7LFI | 22.1 | -6.42             |
| MC8LFI | 7.3  | -1.04             |
| MC9LFI | 2.9  | -6.75             |
| MC10LFI | 0.1 | -8.11             |
D Bayesian results with a Gaussian prior on $\sigma_{\text{end}}$

In this appendix, we give the Bayesian evidence and number of unconstrained parameters in the case where a “Gaussian” (in the sense defined in section 2.4) prior for $\sigma_{\text{end}}$ is chosen. The value of the maximum likelihood $L_{\text{max}}$ is not reported since it is independent of the prior, and is therefore the same as the one given in the tables of section 3 and appendix B.

| Name   | $\ln(\mathcal{E})$ | $N$ | $N_{\text{unc}}$ |
|--------|---------------------|-----|------------------|
| HI     | 0.00                | 2   | 0.92             |
| MC$_1$HI | $-0.13$             | 5   | 3.91             |
| MC$_2$HI | $-0.14$             | 5   | 3.87             |
| MC$_3$HI | $-1.17$             | 5   | 3.19             |
| MC$_4$HI | $-0.10$             | 5   | 3.92             |
| MC$_5$HI | $-0.12$             | 5   | 3.92             |
| MC$_6$HI | $-0.90$             | 5   | 3.40             |
| MC$_7$HI | $-0.70$             | 5   | 3.20             |
| MC$_8$HI | $-0.11$             | 5   | 3.93             |
| MC$_9$HI | $-0.66$             | 5   | 3.60             |
| MC$_{10}$HI | $-1.85$            | 5   | 3.11             |
| Name   | $\ln(\mathcal{E})$ | $N$ | $N_{\text{unc}}$ |
|--------|---------------------|-----|------------------|
| HI     | $-3.61$             | 2   | 0.11             |
| MC$_1$HI | $-3.86$             | 5   | 2.75             |
| MC$_2$HI | $-3.98$             | 5   | 2.60             |
| MC$_3$HI | $-4.65$             | 5   | 0.86             |
| MC$_4$HI | $-3.56$             | 5   | 1.98             |
| MC$_5$HI | $-3.41$             | 5   | 0.74             |
| MC$_6$HI | $-4.69$             | 5   | 1.10             |
| MC$_7$HI | $-3.59$             | 5   | 1.99             |
| MC$_8$HI | $-3.40$             | 5   | 0.53             |
| MC$_9$HI | $-4.26$             | 5   | 2.62             |
| MC$_{10}$HI | $-5.23$            | 5   | 1.74             |
| Name   | $\ln(\mathcal{E})$ | $N$ | $N_{\text{unc}}$ |
|--------|---------------------|-----|------------------|
| HI     | $-2.97$             | 3   | 0.07             |
| MC$_1$HI | $-3.11$             | 6   | 3.18             |
| MC$_2$HI | $-2.80$             | 6   | 3.62             |
| MC$_3$HI | $-3.83$             | 6   | 2.09             |
| MC$_4$HI | $-3.93$             | 6   | 1.84             |
| MC$_5$HI | $-2.64$             | 6   | 1.26             |
| MC$_6$HI | $-3.82$             | 6   | 1.98             |
| MC$_7$HI | $-3.79$             | 6   | 1.90             |
| MC$_8$HI | $-3.33$             | 6   | 1.24             |
| MC$_9$HI | $-4.32$             | 6   | 1.15             |
| MC$_{10}$HI | $-3.34$            | 6   | 2.62             |

| Name   | $\ln(\mathcal{E})$ | $N$ | $N_{\text{unc}}$ |
|--------|---------------------|-----|------------------|
| NI     | $-3.42$             | 3   | $-1.49$          |
| MC$_1$NI | $-3.70$            | 6   | 0.85             |
| MC$_2$NI | $-3.88$            | 6   | 0.52             |
| MC$_3$NI | $-4.65$            | 6   | 0.11             |
| MC$_4$NI | $-3.44$            | 6   | 0.52             |
| MC$_5$NI | $-3.31$            | 6   | $-0.26$          |
| MC$_6$NI | $-4.68$            | 6   | 0.22             |
| MC$_7$NI | $-3.49$            | 6   | 0.10             |
| MC$_8$NI | $-3.82$            | 6   | $-0.13$          |
| MC$_9$NI | $-4.60$            | 6   | 0.84             |
| MC$_{10}$NI | $-5.17$            | 6   | 0.63             |
| Name   | $\ln(\mathcal{E})$ | $N$ | $N_{\text{unc}}$ |
|--------|---------------------|-----|------------------|
| HI     | $-8.11$             | 3   | $-3.38$          |
| MC$_1$HI | $-8.11$            | 6   | 0.00             |
| MC$_2$HI | $-8.56$            | 6   | $-5.71$          |
| MC$_3$HI | $-8.92$            | 6   | $-9.46$          |
| MC$_4$HI | $-8.89$            | 6   | 1.90             |
| MC$_5$HI | $-8.89$            | 6   | 2.20             |
| MC$_6$HI | $-8.93$            | 6   | $-9.42$          |
| MC$_7$HI | $-8.98$            | 6   | 2.80             |
| MC$_8$HI | $-8.97$            | 6   | $-2.54$          |
| MC$_9$HI | $-8.97$            | 6   | $-8.93$          |
| MC$_{10}$HI | $-8.55$            | 6   | $-3.33$          |
| Name   | $\ln(\mathcal{E})$ | $N$ | $N_{\text{unc}}$ |
|--------|---------------------|-----|------------------|
| HI     | $-1.52$             | 2   | 0.36             |
| MC$_1$HI | $-1.49$            | 5   | 3.61             |
| MC$_2$HI | $-1.42$            | 5   | 3.72             |
| MC$_3$HI | $-1.50$            | 5   | 3.56             |
| MC$_4$HI | $-1.44$            | 5   | 3.60             |
| MC$_5$HI | $-1.51$            | 5   | 3.57             |
| MC$_6$HI | $-1.49$            | 5   | 3.54             |
| MC$_7$HI | $-1.44$            | 5   | 3.60             |
| MC$_8$HI | $-1.64$            | 5   | 3.34             |
| MC$_9$HI | $-1.79$            | 5   | 3.50             |
| MC$_{10}$HI | $-1.90$            | 5   | 3.45             |
E  Averaging over reheating scenarios for other large-field models with a Gaussian prior on $\sigma_{\text{end}}$

| Name       | %   | $\ln (\mathcal{E})$ | Name       | %   | $\ln (\mathcal{E})$ |
|------------|-----|----------------------|------------|-----|----------------------|
| LFI        |     |                      | LFI$_{2/3}$|     |                      |
| MC$_1$LFI  | 8.6 | -3.11                | MC$_1$LFI$_{2/3}$| 13.7 | -1.49                |
| MC$_2$LFI  | 11.7| -2.80                | MC$_2$LFI$_{2/3}$| 27.2 | -1.42                |
| MC$_3$LFI  | 29.6| -3.83                | MC$_3$LFI$_{2/3}$| 18.5 | -1.50                |
| MC$_4$LFI  | 0.2 | -3.93                | MC$_4$LFI$_{2/3}$| 0.1  | -1.44                |
| MC$_5$LFI  | 5.1 | -2.64                | MC$_5$LFI$_{2/3}$| 11.2 | -1.51                |
| MC$_6$LFI  | 37.1| -3.82                | MC$_6$LFI$_{2/3}$| 23.5 | -1.49                |
| MC$_7$LFI  | 0.0 | -3.79                | MC$_7$LFI$_{2/3}$| 0.0  | -1.44                |
| MC$_8$LFI  | 0.7 | -3.33                | MC$_8$LFI$_{2/3}$| 0.3  | -1.64                |
| MC$_9$LFI  | 5.4 | -4.32                | MC$_9$LFI$_{2/3}$| 2.0  | -1.79                |
| MC$_{10}$LFI| 1.6 | -3.34               | MC$_{10}$LFI$_{2/3}$| 3.6  | -1.90                |
| Name    | %    | $\ln (\mathcal{E})$ |
|---------|------|----------------------|
| LFI1    | -1.73 |                      |
| MC1LFI1 | 13.4  | -1.82                |
| MC2LFI1 | 22.3  | -1.84                |
| MC3LFI1 | 20.8  | -2.22                |
| MC4LFI1 | 0.1   | -1.81                |
| MC5LFI1 | 10.1  | -1.82                |
| MC6LFI1 | 27.7  | -2.22                |
| MC7LFI1 | 0.0   | -1.89                |
| MC8LFI1 | 0.6   | -1.82                |
| MC9LFI1 | 2.0   | -2.06                |
| MC10LFI1| 3.1   | -2.66                |

| Name    | %    | $\ln (\mathcal{E})$ |
|---------|------|----------------------|
| LFI2    | -3.61 |                      |
| MC1LFI2 | 10.1  | -3.86                |
| MC2LFI2 | 13.3  | -3.98                |
| MC3LFI2 | 28.2  | -4.65                |
| MC4LFI2 | 0.1   | -3.56                |
| MC5LFI2 | 8.1   | -3.41                |
| MC6LFI2 | 34.0  | -4.69                |
| MC7LFI2 | 0.0   | -3.59                |
| MC8LFI2 | 0.5   | -3.40                |
| MC9LFI2 | 3.7   | -4.26                |
| MC10LFI2| 1.9   | -5.23                |

| Name    | %    | $\ln (\mathcal{E})$ |
|---------|------|----------------------|
| LFI3    | -4.97 |                      |
| MC1LFI3 | 8.0   | -5.09                |
| MC2LFI3 | 9.7   | -5.20                |
| MC3LFI3 | 32.3  | -6.49                |
| MC4LFI3 | 0.2   | -4.82                |
| MC5LFI3 | 4.3   | -3.48                |
| MC6LFI3 | 37.9  | -6.19                |
| MC7LFI3 | 0.0   | -4.40                |
| MC8LFI3 | 0.7   | -3.77                |
| MC9LFI3 | 5.4   | -5.76                |
| MC10LFI3| 1.4   | -6.94                |

| Name    | %    | $\ln (\mathcal{E})$ |
|---------|------|----------------------|
| LFI4    | -6.10 |                      |
| MC1LFI4 | 6.4   | -6.41                |
| MC2LFI4 | 7.5   | -6.58                |
| MC3LFI4 | 34.0  | -8.00                |
| MC4LFI4 | 0.3   | -6.04                |
| MC5LFI4 | 3.0   | -3.31                |
| MC6LFI4 | 40.3  | -7.66                |
| MC7LFI4 | 0.0   | -5.48                |
| MC8LFI4 | 0.8   | -3.64                |
| MC9LFI4 | 6.6   | -7.09                |
| MC10LFI4| 1.1   | -8.31                |
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