Photonic $\mathbb{Z}_2$ topological Anderson insulators
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That disorder can induce nontrivial topology is a surprising discovery in topological physics. As a typical example, Chern topological Anderson insulators (TAIs) have been realized in photonic systems, where the topological phases exist without symmetry protection. In this work, by taking TM and TE polarizations as pseudo-spin degrees of freedom, we theoretically propose a scheme to realize disorder-induced symmetry-protected topological (SPT) phase transitions in two-dimensional photonic crystals (PCs) with a combined time-reversal, mirror, and duality symmetry $T_f = TM_D$. In particular, we demonstrate that the disorder-induced SPT phase persists even without pseudo-spin conservation, thereby realizing a photonic $\mathbb{Z}_2$ TAI, in contrast to a $\mathbb{Z}$-classified quantum spin Hall (QSH) TAI with decoupled spins. By formulating a new scattering approach, we show that the topology of both the QSH and $\mathbb{Z}_2$ TAIs can be manifested by the accumulated spin rotations of the reflected waves from the PCs. Using a transmission structure, we also illustrate the trivialization of a disordered QSH phase with an even integer topological index caused by spin coupling.

Introduction.—As the photonic counterparts of the electronic topological insulators (TIs) [1–7], topological photonic crystals (PCs) can support gapless edge states that are backscattering-immune against weak disorders [8–13]. However, if the disorders are sufficiently strong, the mobility bandgap closes due to the Anderson localization, making the system topologically trivial [14–21]. Interestingly, recent studies report a reverse transition: disorders can drive photonic crystals to change from a topologically trivial phase to a nontrivial phase. The systems in these disorder-induced topological phases are called topological Anderson insulators (TAIs) [22–35].

While the photonic TAI systems are mainly limited to Chern-type [31, 32], the original discovery of TAI stemmed from investigating disordered quantum spin Hall (QSH) systems with fermionic time reversal (FTR) symmetry [22]. The initial idea of QSH effect is to build a system with two oppositely spin-polarized quantum Hall copies related by FTR symmetry [3, 5]. However, Kane and Mele pointed out that even without $s_z$ spin conservation, the FTR symmetry can protect nontrivial $\mathbb{Z}_2$ topological phase [4], which is different from the Z classified QSH phases with conserved spin current [36–38]. This surprising discovery gave rise to the notion of topological insulators and triggered the topological revolution in physics. In photonics, although QSH-like effects in ordered PCs had been widely studied in recent years [39–56], almost all these works are based on finding two decoupled pseudo-spin sectors; and the subtle but important difference between the QSH and $\mathbb{Z}_2$ topology had rarely been explored, aside from the discussion of a similar issue in the Floquet system [56]. Moreover, the study of disorder-induced TAI phase transition in QSH and $\mathbb{Z}_2$ systems also remains absent in photonics. The aim of this work is to fill these gaps.

In this letter, we theoretically and computationally design a PC composed of pseudo-FTR symmetric media. By introducing geometric randomness, we observe the topological transitions from a trivial phase to QSH (with $z$-mirror symmetry) and $\mathbb{Z}_2$ (without $z$-mirror symmetry) TAI phases, which are demonstrated by the bulk transmission spectra and the helical edge states. To characterize the topology quantitatively, we connect the disordered PCs to a waveguide lead where we detect the pseudo-spin reflection from the PCs [57–68] and find that the windings of the reflected spins can characterize both the bulk $\mathbb{Z}$ and $\mathbb{Z}_2$ topological indices. In addition, we exhibit the difference between the QSH and $\mathbb{Z}_2$ TAI phases via boundary transport effects, which was rarely addressed in previous works.

$T_f$-symmetric photonic crystals.—Surveying the literature of photonic QSH effects in 2D PCs, the underlying principle of nearly all schemes that are based on the special property of optical materials [41–53] can be traced to the hidden anti-unitary symmetry $T_f = TM_D$ which combines time reversal $T$, mirror reflection $M$, and the electromagnetic duality transformation $D : (E, H) \rightarrow (H, -E)$ [50]. Since $T_f^2 = -1$, $T_f$ serves as a pseudo-FTR operator for photons. In the basis of the wave function $\Psi = (E, H)^\top$, the operator takes the matrix representation $T_f = -i \sigma_y \otimes m_z \mathcal{K}$, where $\sigma_i$ ($i = x, y, z$) denote the Pauli matrices, $m_z = \text{diag}(1, 1, -1)$, and $\mathcal{K}$ denotes complex-conjugate.

The constitutive tensors of a $T_f$-invariant photonic medium should respect $\varepsilon/\varepsilon_0 = \begin{pmatrix} g & \epsilon_z \\ \epsilon^\top_z & \varepsilon \end{pmatrix}$, $\mu/\mu_0 = \begin{pmatrix} g^\top & -g^\top \\ \epsilon_z & \varepsilon \end{pmatrix}$, where $\varepsilon_0$ and $\mu_0$ are the vacuum permittivity and permeability. Hereinafter, we let $\varepsilon = \begin{pmatrix} 1 \\ -i\beta \end{pmatrix}$ so that $\varepsilon$ and $\mu$ are gyrotropic in opposite manners [53], and we use $g = (\kappa, \kappa)^\top$ to control the coupling between TE and TM modes. We stress that the use of gyrotropic media is only for computational convenience. Indeed, our theory is applicable to all $T_f$-invariant systems, and the photonic $\mathbb{Z}_2$ TAIs can also be realized by reciprocal materials via a $SU(2)$ gauge transformation [38, 69].

Figure 1(a) shows the unit cell of an ordered $T_f$-
invariant PC. The central gyrotropic cylinder (green) with \( \beta = 0.7, \varepsilon_z = 25, \kappa = 0 \) breaks the \( T \) symmetry, while the off-center reciprocal cylinder (blue) with \( \beta = 0, \varepsilon_z = 5, \kappa = 0 \) breaks the spatial inversion (\( P \)) symmetry of the PC. If the background medium (light blue) has \( \varepsilon' / \varepsilon_0 = \mu' / \mu_0 = 1, \kappa = 0 \), the PC has \( M_z \) symmetry, and therefore the eigenstates can always be selected as TM (\( M_z \)-odd) or TE (\( M_z \)-even) polarized (see Fig. 1(d)). In analogy to spin-1/2 fermions, we define the pseudo-spin of electromagnetic fields using the two-component spinor \( |\psi\rangle = (E_z, \eta_0 H_z)^T \) (\( \eta_0 = \sqrt{\mu_0 / \varepsilon_0} \) is the vacuum impedance) as

\[
\vec{s} \equiv \langle \psi | \sigma | \psi \rangle / \langle \psi | \psi \rangle,
\]

with \( \sigma = \{ \sigma_x, \sigma_y, \sigma_z \} \). Then TM and TE modes serves as pseudo-spin up and down states, respectively. The 2D Maxwell’s equations with \( M_z \) symmetry are invariant under a \( U(1) \) pseudo-spin-rotation \( U_x = \exp(i \theta \sigma_z / 2) \) with an arbitrary angle \( \theta \) [38], which guarantees the conservation of the \( s_z \) spin component (see Fig. 1(f)). The SPT phases with \( T_f \) and \( M_z \) symmetries are \( Z \) classified [36] by a QSH-Chern number \( C_s \) [38] (labeled on the bands in Fig. 1(d)). The sum of \( C_s \) below the gap concerned (light blue) is 0, indicating the gap is topologically trivial. This is because the \( P \)-breaking effect due to the off-center cylinder beats the \( T \)-breaking effect induced by the central gyrotropic cylinder in each spin sector [38].

Next, we break \( M_z \) symmetry of the PC via adding the coupling term \( g = (\kappa, \kappa)^T \) into the background medium. As shown in Fig. 1(e), the topologically trivial bandgap remains open at \( \kappa = 0.06 \) [38], but the pseudo-spins of each Bloch mode are no longer uniformly polarized (see Fig. 1(f)). Though the TM-TE makes the QSH phases ill-defined [70], \( T_f \) symmetry itself can support a nontrivial SPT phase characterized by the Kane-Mele \( \mathbb{Z}_2 \) index \( \nu \) [4], which is connected with the QSH-Chern number by \( \nu = C_s \) mod 2 in the weak coupling limit.

**Disorder-induced topological phase transitions.**— As shown in Fig. 1(b) and (c), we introduce disorder into the PCs with \( \kappa = 0 \) by rotating the the off-center cylinder around the center one through a random angle \( \theta \) (uniformly distributed in the interval \([-\theta_d/2, \theta_d/2]\)) in each unit cell. In this way, we build disordered PC samples whose top and bottom boundaries are glued together continuously, and plane wave ports are imposed on the left and right boundaries. In the presence of \( M_z \) symmetry, one only need to consider the TM modes, since the TE modes correspond bijectively to the TM ones by \( T_f \) symmetry. We simulate the TM bulk transmission between the two ports over \( N \) random samples using COMSOL, and calculate the typical (geometric mean) transmittance \( \langle T \rangle_{\text{typ}} = \exp \left( \frac{\sum_{n=1}^N \ln t_n}{N} \right) \) as a function of the disorder strength \( \theta_d \), as shown in Fig. 2(a), where \( t_n \) repre-

**FIG. 1.** (a) Unit cell of an ordered hexagonal PC with a lattice constant \( a \). Parameters: \( r_c = 0.1a, d = 0.37a, l = a / \sqrt{3} \). (b) One typical cell of the (c) disordered PC with the off-center cylinder rotated by a random angle \( \theta \). (d,e) Band structures of two ordered PCs with (d) \( M_z \)-symmetry (\( \kappa = 0 \)) and without (e) \( M_z \)-symmetry (\( \kappa = 0.06 \)). (f) The distributions of pseudo-spins \( \vec{s} \) (arrows) and intensity \( \langle \psi | \psi \rangle \) (grayscale colormap) of four eigenstates (labeled by the colored dots in (d) and (e)) with conserved and nonconserved pseudo-spins.

**FIG. 2.** Typical bulk transmittance averaged over \( N = 10 \) samples (size: \( L_x \times L_y = 30a \times 30l \)) for (a) spin-decoupled (\( \kappa = 0 \)) and (b) coupled cases (\( \kappa = 0.06 \)). (c,d) Helical edge states in (c) a QSH TAI PC and in (d) a \( \mathbb{Z}_2 \) TAI PC (corresponding to the orange stars at \( \theta_d, f = (220^\circ, 0.59c/a) \)) in (a,b). Arrows’ color and transparency represent the \( s_z \) component of pseudo-spins and the field intensity, respectively.
FIG. 3. (a) Schematic for retrieving the $\mathbb{Z}_2$ index from the spin reflection inside the waveguide lead connected to the disordered PC (size: 18$a \times 15l$) with a twisted boundary condition $e^{i\theta_y}$. Inset (Bloch sphere): the rotation between the reflected and incident spins. (b) Eigen reflection phases in the trivial ($fa/c = 0.572$) and nontrivial ($fa/c = 0.583$) gaps. The total reflection magnitude $|\text{Det}(R)|$ and the spin rotation angle $\Theta$ in the (c) trivial ($\theta_d = 20^\circ$), and (d) nontrivial ($\theta_d = 220^\circ$) gaps. The white dashed lines mark the frequencies of the eigen reflection phases in (b).

sents the TM transmittance of the $n$-th sample. When disorder is weak, the transmission gap (dark region) corresponds to the topologically trivial bandgap of the ordered PC in Fig. 1(d). As we increase $\theta_d$, the mobility gap closes and reopens at around $\theta_d = 60^\circ$, indicating the PC ensemble transitions into a QSH TAI phase, which can be verified by calculating the local QSH-Chern number $[30, 38, 71]$. The QSH TAI is nothing but two copies of Chern TAI s (TE and TM) related by $T_f$ symmetry. Intuitively, the emergence of TAI phase in each spin sector is because strengthening the disorders can smooth out the $\mathcal{P}$-violations in different unit cells and makes the $T$-breaking effect comparatively more dominant $[38]$.

Turning now to the spin-coupled case ($\kappa = 0.06$), we let an obliquely polarized plane wave with $\mathbf{E} \propto (0, 1, 1)$ incident from the left port of the disordered PCs and collect the total transmittance $(T)_\text{typ} = \exp \left[ \sum_{n=1}^{N} \ln(t_n + t'_n)/N \right]$ of both TE ($t_n$) and TM ($t'_n$) polarizations at the right port. The phase diagram in Fig. 2(b) also shows the process of mobility gap closing and reopening, as the evidence of the disorder-induced transition from the trivial phase to the nontrivial $\mathbb{Z}_2$ TAI phase.

To demonstrate the two gapped phases after disorder-induced transitions indeed have nontrivial topology, we attempt to observe helical edge states on the boundaries of two disordered PCs in these phases with (Fig. 2(c)) and without (Fig. 2(d)) $M_z$ symmetry (labeled by orange stars in Fig. 2(a,b)). As shown in Fig. 2(c-d), a point source (green star) with superposed electric and magnetic monopoles is placed on the right boundary of each PC encased by a $T_f$-symmetric insulation cladding (TSIC) with $\mathbf{E}/\varepsilon_0 = \mathbf{H}/\mu_0 = \text{diag}(1, 1, -1)$. For the $M_z$-symmetric case (Fig. 2(c)), we observe that a purely spin-up surface wave (blue arrows) is emitted from the source and propagates clockwise along the boundaries, while a purely spin-down wave (red arrows) propagates counterclockwise along the boundaries due to $T_f$ symmetry. This photonic QSH effect undoubtedly confirms the disorder-induced mobility gap is a TAI. In the case of breaking $M_z$ symmetry, Fig. 2(d) shows that $T_f$ symmetry can sustain the two counter-propagating surfaces waves; however, their spins are no longer uniformly polarized. Indeed, the whole disorder-induced phase permits bidirectional gapless boundary transportation, demonstrating that $T_f$-invariant TAI s are compatible with spin coupling, which will be explained in Fig. 4(b).

**Scattering approach for classifying disordered topological phases.**—Inspired by the scattering approaches to retrieving the bulk topology $[57–68]$, we propose a new spin-reflection method for calculating the topological invariants. As shown in Fig. 3(a), we connect a $T_f$-symmetric dual-mode waveguide lead to the left end of the PC, and impose a twisted boundary condition with a twist angle $\phi_y$ to the two edges along the $x$ direction of the PC $[58, 59]$ (see details and a possible experimental realization in Supplemental materials (SM) $[38]$).

Considering the scattering process of an incident field $\psi_{in}(\phi_y, \omega)$ at frequency $\omega$ impinging upon the PC in the lead, the reflected spinor $\psi_t(\phi_y, \omega)$ is related to the incident one by a reflection matrix $R$: $\psi_t(\phi_y, \omega) = R(\phi_y, \omega) \psi_{in}(\phi_y, \omega)$. Within the mobility gap, $R(\phi_y, \omega)$ is a $U(2)$ matrix for the general PCs without $M_z$ symmetry, and can be expressed as $R = e^{i\varphi} \exp \left[ i(\alpha \cdot \mathbf{n}) \right]$ ($\mathbf{n}$ is a unit vector), whose eigenvalues $r_{1,2} = e^{i(q \pm \alpha)}$ represent two eigen reflection coefficients. Thanks to $T_f$ symmetry, the reflection matrix satisfies $[38]$

$$\sigma_y R(\phi_y, \omega)^\dagger \sigma_y = R(-\phi_y, \omega)^\dagger,$$

which gives rise to the Kramers’ degeneracy of the two eigen reflection phases $\varphi_{1,2} = \arg(r_{1,2}) = q \pm \alpha$ at $T_f$-invariant points ($\phi_0 = 0, \pi$), implying $R(\phi_0) = e^{i\varphi} \sigma_0 \in U(1)$. As a consequence, the loops of the $T_f$-symmetric
reflection matrices over a cycle of $\phi_y$ are topologically classified by the relative homotopy group \[ \pi_1(U(2), U(1)) = \pi_1(SO(3)) = \mathbb{Z}_2. \] (3)

Akin to the Wilson loop approach [73], the two classes of $R(\phi_y)$ can be visually distinguished by the trivial and nontrivial connectivities of the concatenated trajectories of the two eigen reflection phases $\varphi_{1,2}$ in a half-period ($\phi_y \in [0, \pi]$) (see the two examples in Fig. 3(b)). Choosing a smooth gauge of $\alpha(\phi_y)$, the $\mathbb{Z}_2$ index can also be calculated by the winding number of the relative phase $\Theta = \varphi_2 - \varphi_1 = -2\alpha$ over a half-period:

$$\delta = \left[ \frac{1}{2\pi} \int_0^\pi d\phi_y \frac{\partial(\varphi_2 - \varphi_1)}{\partial \phi_y} \right] \mod 2 = 0 \text{ or } 1.$$ (4)

From the perspective of spin, after reflection from the disordered PC, the spin $\vec{s}$ of reflected wave rotates from the initial orientation $\vec{s}_\text{in}$ about the axis $\vec{n}$ by the angle $\Theta = -2\alpha$, as depicted in the inset of Fig. 3(a),

$$\vec{s} = G(\Theta, \vec{n})\vec{s}_\text{in} = \exp[\Theta \vec{n} \cdot \vec{\Sigma}]\vec{s}_\text{in},$$ (5)

where $G(\Theta, \vec{n}) \in SO(3)$ is the spin reflection matrix with $\vec{\Sigma}$ denoting the so(3) generators. It is intriguing that the spin rotation angle is precisely the phase difference $\Theta = \varphi_2 - \varphi_1$ of the two eigen reflection coefficients. Therefore, although the rotation axis $\vec{n}(\phi_y)$ is generally unfixed caused by TM-TE coupling, the accumulated spin rotation angle $\Delta \Theta$ during a half cycle of $\phi_y$ remains quantized but can only take two stable values 0 and $2\pi$, which reveals the physical meaning of the homotopy group $\pi_1(SO(3)) = \mathbb{Z}_2$ in Eq. (3) [38]. We also established the correspondence of the edge states and the relative phase and hence proved that the bulk topology is indeed equivalent to the $\mathbb{Z}_2$ classified accumulated spin rotation of the reflected waves [38].

Figure 3(c-d) plots $|\text{Det}(R)|$ and the relative phase $\Theta$ for spin-coupled PCs ($\kappa = 0.06$) inside the trivial and TAI phases, respectively. By $T_f$ symmetry, $\Theta(\phi_y)$ is symmetric about $T_f$-invariant points at which it reduces to zero due to Kramers’ degeneracy. Inside the mobility gaps ($|\text{Det}(R)| = 1$) with weak (Fig. 3(c)) and strong (Fig. 3(d)) disorders, the winding numbers of $\Theta(\phi_y)$ over a half-period are fixed to 0 and 1, respectively. This result corroborates that the spin-coupled TAI phase in Fig. 2(b) possesses a well-defined $\mathbb{Z}_2$ topology.

For the PCs with $M_z$ symmetry, due to the $s_z$ spin conservation, the rotation axis $\vec{n}$ between the reflected and incident spins is fixed along $s_z$. As such, the spin rotation matrix reduces to $G = \exp[\theta \vec{\Sigma}_z] \in SO(2)$. Thus, after $\phi_y$ evolves over a half-period, the reflected spin will rotate about the $s_z$ axis an integer number of times $C_s \in \pi_1(SO(2)) = \mathbb{Z}$, offering a spin rotation route to extracting the QSH-Chern numbers of the spin-decoupled TAI phases (see the numerical results in SM [38]). Note that our method does not require ensemble averaging, making it more efficient for computing topological indices of disordered systems than other approaches [74–76].

**Distinction between QSH and $\mathbb{Z}_2$ TAIs.**—According to the above discussions, the $T_f$-symmetric PCs with and without $M_z$ symmetry have different topological classifications, i.e., $Z$ versus $\mathbb{Z}_2$. Now we examine this difference via edge transport effects.

We consider a strongly disordered PC whose bulk mobility gap shown in Fig. 4(a) is in the TAI phase with $C_s = 1$ at $\kappa = 0$. Turning on the spin coupling ($\kappa \neq 0$), the gap remains nontrivial with the $\mathbb{Z}_2$ index $\nu = 1$. The persistence of nontrivial topology is manifested by the gapless transmittance spectrum in Fig. 4(b), where the mobility gap (region between the two red dashed curves) is filled up by the gapless edge transport. For comparison, we build a domain wall between this PC ($\beta > 0$) and its time reversal copy ($\beta < 0$) (see Fig. 4(c)). At $\kappa = 0$, the two domains have opposite QSH-Chern numbers $C_s = \pm 1$. The nontrivial domain wall index $\Delta C_s = 2$ protects gapless interface transport at $\kappa = 0$. However, the emergence of spin coupling makes the two domains fall into the same $\mathbb{Z}_2$ class of $\nu = 1$, and immediately reduces the domain wall charge from $\Delta C_s = 2$ to $\Delta \nu = 0$. Consequently, the gapless transmission at $\kappa = 0$ opens a mobility gap as $\kappa \neq 0$, confirming that the domain wall topology is trivialized by the spin coupling.

**Conclusion.**—We proposed a scheme for realizing photonic QSH and $\mathbb{Z}_2$ TAIs supporting gapless helical edge transport in 2D disordered PCs with $TM, D$ symmetry, where geometric disorder induces the transition from the trivial phase to the topological phases. Through observing the gapless to gapped transition of interface transport, we also verified that the absence or presence of the spin coupling changes the topological classification of the TAIs. Our system offers a prototypical platform to
study photonic SPT phases with strong disorders. Furthermore, we developed a new approach to retrieve the QSH-Chern and $Z_2$ indices of the disordered PCs from spin reflection, which is not only remarkably efficient for system without periodicity but also endows the topological invariants with the explicit physical meaning through the quantized spin rotation angles of the reflected waves during a half period variation of the PCs’ twisted boundaries. This approach is applicable to any systems with (pseudo-)spins and would also be used to characterizing the $Z_2$ charged 3D Dirac points [77–79].
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S1. DIFFERENCE AND TOPOLOGICAL CLASSIFICATIONS OF QSH INSULATORS AND TIS

Terminology and classification. The notion of quantum spin Hall (QSH) effect has subtly diverse meanings in the literature. In the early stage, the QSH insulator is usually noted as a synonym of 2D fermionic time reversal (FTR)-invariant topological insulator (TI). However, since the 2D FTR-invariant TIs do not guarantee the quantization of spin Hall conductance, it is now accepted that the QSH states protected by both FTR and $s_z$-spin-rotation symmetries and the 2D TIs with only FTR symmetry should be regarded as different symmetry-protected topological (SPT) classes [1–3]. In this paper, we also follow this definition of QSH systems. Incidentally, the QSH states can also be generalized to the FTR-broken systems only with spin rotation symmetry [4], where the spin-up and spin-down states constitute two independent subsystems characterized by two separate Chern numbers, so the topological phases in these generalized QSH insulators follow a $\mathbb{Z} \oplus \mathbb{Z}$ classification [1, 3]. In the following table, we list the symmetries

* ruoyangzhang@ust.hk
† phchan@ust.hk
and topological classifications of the three subtly different kinds of systems that used to be called QSH systems in different articles. And we will only investigate the first two kinds of systems in this work.

|                | Fermionic time reversal | $U(1)$ spin rotation | classification |
|----------------|------------------------|----------------------|----------------|
| QSH insulator  | ✓                      | ✓                    | $\mathbb{Z}$    |
| 2D FTR-invariant TI | ✓                      | ×                    | $\mathbb{Z}_2$  |
| Generalized QSH | ×                      | ✓                    | $\mathbb{Z} \oplus \mathbb{Z}$ |

**Difference between QSH-Chern number and spin-Chern number.** In this paper, we adopt the term “QSH-Chern number” to refer to the $\mathbb{Z}$ topological invariant of the QSH phases protected by $T_f$ and $M_z$ symmetries, but avoid the widely used term “spin-Chern number” due to the following concern.

The spin-Chern number was first introduced as an integer topological invariant for the purpose of generalizing the spin-Hall conductivity to the spin coupled systems [5–9]. Therefore, although the spin-Chern number is identical to the QSH-Chern number when spin $s_z$ is conserved, it can be defined in a much broader sense beyond the “Chern number of a uniformly spin-polarized subsystem”. Without spin conservation, the quantization of spin-Chern number requires both the energy gap of Hamiltonian and the spectral gap of the spin projection operator $P s_z P$ to remain open, and if so, the spin-Chern number is given by the Chern number of a set of states that are isolated from others by both the energy gaps and the spin gaps [6, 7]. This elaborate setting implies that the spin-Chern number and the $\mathbb{Z}_2$ index indeed characterize the topology under different definitions of bandgaps (it has become an important inspiration from the study of non-Hermitian physics that before talking about topology, the definition of gaps should be clarified in the first instance [10]). As a consequence, they lead to entirely different topological classifications, and only the $\mathbb{Z}_2$ index is relevant to the existence of gapless boundary excitations [6, 7]. Hence, to avoid confusion, we introduce a new term, QSH-Chern number, instead of the spin-Chern number, to indicate the $\mathbb{Z}$-classified QSH phases without spin coupling [3].

### S2. GAUGE TRANSFORMATION OF $TM_2D$-SYMMETRIC MATERIALS

**A. $TM_2D$-symmetric optical media**

We consider generic lossless bianisotropic materials whose constitutive relations are

$$
D = \varepsilon r \varepsilon_0 E + \frac{\chi}{c} H, \quad B = \mu r \mu_0 H + \frac{\mu r}{c} E
$$

(S1)

where $c$ is the speed of light in vacuum, $\varepsilon_0$ and $\mu_0$ are the relative permittivity and permeability of the materials, $\varepsilon r$ and $\mu r$ are the relative permittivity and permeability of the materials, and $\chi$ represents the magnetoelectric coupling. When the bianisotropic materials are homogeneous along the $z$ direction, the 2D macroscopic Maxwell’s equations at frequency $\omega$ can be expressed as:

$$
\begin{pmatrix}
0 & i\nabla_T \times \\
-i\nabla_T \times & 0
\end{pmatrix}
\begin{pmatrix}
E \\
\eta_0 H
\end{pmatrix}
= \frac{\omega}{c}
\begin{pmatrix}
\varepsilon r (r) & \chi(r) \\
\chi^\dagger(r) & \mu r (r)
\end{pmatrix}
\begin{pmatrix}
E \\
\eta_0 H
\end{pmatrix},
$$

(S2)

where $\nabla_T = \partial_\hat{x} + \partial_\hat{y}$, $\eta_0 = \sqrt{\mu_0/\varepsilon_0}$ is the vacuum impedance. For this six-component wave function $\Psi$, the operators of time reversal, mirror-$z$, and electromagnetic duality, are given by, respectively, $T = \sigma_z \otimes \mathcal{I}_{3\times3}, M_z = \sigma_z \otimes m_z (z \to -z)$ with $m_z = \text{diag}(1, 1, -1)$, and $D = -i \sigma_y \otimes \mathcal{I}_{3\times3}$. Therefore, the combined symmetry operator reads $T_f = TM_2D = -i \sigma_y \otimes m_z \mathcal{K}(z \to -z)$. Since the curl tensor $N$ is invariant under the $T_f$ operation, a photonistic system respects $T_f$ symmetry as long as the constitutive tensor satisfies

$$
(\sigma_y \otimes m_z) \hat{M}(m_z r)^\dagger (\sigma_y \otimes m_z) = \hat{M}(r). \quad \text{(S3)}
$$

For 2D PCs that are homogeneous along the $z$ direction, $\hat{M}(m_z r) = \hat{M}(r)$, hence $T_f$ can be regarded as a 2D local operator, and Eq. (S3) leads to

$$
\begin{pmatrix}
m_z \mu r (r)^m_z & -m_z \chi (r)^\dagger m_z \\
-m_z \chi(r)^m_z & m_z \varepsilon r (r)^* m_z
\end{pmatrix}
\begin{pmatrix}
E (r) & \chi (r) \\
\chi^\dagger(r) & \mu r (r)
\end{pmatrix}
\Rightarrow
\begin{cases}
m_z \mu r (r)^m_z = \varepsilon r (r), \\
m_z \chi (r)^m_z = -\chi (r),
\end{cases}
$$

(S4)
which restricts the form of a self-$T_f$-symmetric medium as [11]
\[ \varepsilon_r = \left( \frac{\varepsilon^R_r + i\beta \varepsilon^I_r}{\varepsilon_z}, \mu_r = \left( \frac{\varepsilon^R_r - i\beta \varepsilon^I_r}{-\varepsilon_z} \right) \right), \quad \chi = \begin{pmatrix} h_z & t \\ -\bar{t} & 0 \end{pmatrix}, \]
where $\varepsilon^R_r$, $\varepsilon_z$, $\beta$ take real values, while $\mathbf{g} = \mathbf{g}^R + i\mathbf{g}^I$, $\mathbf{t} = \mathbf{t}^R + i\mathbf{t}^I$, $h_z = h_z^R + ih_z^I$ are generally complex, and $\varepsilon = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$ denotes the 2D Levi-Civita symbol.

B. Correspondence between $T_f$-symmetric gyrotrropic media and bianisotropic media

The $T_f$-symmetric PCs discussed in the main text are nonreciprocal, whose nontrivial topology originates from the gyrotrropic terms $\varepsilon_g = -\mu_g = i\beta \varepsilon \times \mathbf{T}$ in the permittivity and permeability, which breaks the time reversal symmetry in the pseudo-spin-up (TM) and -down (TE) subspaces in opposite manners. However, the strict restriction between the nonreciprocal gyrotrropic terms in $\varepsilon$ and $\mu$ might raise doubt about whether our scheme can be implemented by ordinary materials. Here, we will show that this gyrotrropic material (labeled by its constitutive tensor $\mathbf{M}_g$) can be mapped to a reciprocal bianisotropic material ($\mathbf{M}_b$) respecting $T_f$-symmetry by a SU(2) gauge transformation, (see below for the detailed derivation)

\[ U_t = \exp[-i\frac{\pi}{4} \sigma_y] \]

such that the 2D Maxwell’s equations in these two media can be exactly transformed to one another by the SU(2) rotation $U_t = \exp[-i\frac{\pi}{4} \sigma_y]$ on the two-component spinors, $\psi = (E_z, \eta_0 H_z) \rightarrow \psi' = (E_z, \eta_0 H_z') = U_t \psi = \sqrt{2}(E_z - \eta_0 H_z, E_z + \eta_0 H_z)^T$. In consequence, for two $T_f$-symmetric PCs comprised of $\mathbf{M}_g$ and $\mathbf{M}_b$, respectively, and correlated by the transformation (S6), the band structures in these two PCs are exactly identical (see Fig. S1(a)) and the solutions of Maxwell’s equations in them are one-to-one correspondent via the $U_t$ transformation.

Therefore, the $T_f$-symmetric topological Anderson insulators (TAIs) proposed in the main text can also be realized using the reciprocal bianisotropic materials. As shown in Figs. S1(b) and (c), we numerically simulated the helical transportation of pseudo-spin polarized edge states in the bianisotropic TAI, where the field distribution is exactly the same as that in the gyrotrropic TAI except that the pseudo-spins of the edge states are changed from $s_x$ polarization ($\psi \propto (1, 0)$ and $(0, 1)$) to $s_y$ polarization ($\psi' \propto (1, \pm 1)$). Indeed, this type of reciprocal bianisotropic metamaterials is the first proposed material that can realize photonic topological insulators (PTIs) [12], and has become a well-developed experimental platform for observing PTI-related effects [13–16]. Hence, our theoretical framework, which is valid for all $\mathbf{T}_M \mathbf{D}$-symmetric systems, is experimentally achievable.

![FIG. S1.](image-url) (a) The identical band structures of two $T_f$-symmetric PCs consisted of bianisotropic materials $\mathbf{M}_b$ (circles) and gyrotrropic materials $\mathbf{M}_g$ (lines), respectively, satisfying $U_t \mathbf{M}_b(\mathbf{r}) U_t^{-1} = \mathbf{M}_g(\mathbf{r})$. Insets: distributions of pseudo-spins $\mathbf{s}$ (arrows) and intensity $\langle \psi | \psi \rangle$ (grayscale colormap) of two Bloch states of the bianisotropic PC, where the pseudo-spins are all along the $s_x$ axis. (b,c) Distributions of the pseudo-spin densities of (b) $s_x$-projected $\langle \psi' | \sigma_3 | \psi' \rangle = \eta_0 E_z^* H_x' - \eta_0 H_z^* E_x'$ and (c) $s_z$-projected $\langle \psi | \sigma_z | \psi \rangle = |E_z|^2 - |\eta_0 H_z|^2$ of the helical edge states in (b) the bianisotropic PC and in (c) the gyrotrropic PC, respectively.
More broadly, we can prove that the 2D Maxwell’s equations in general \(T\mathcal{M}_2\mathcal{D}\)-symmetric media are \(SU(2)\) gauge covariant. And all proposed \(T\mathcal{M}_2\mathcal{D}\)-symmetric materials for PTIs can be classified into three classes; the materials in each class can be transformed to each other by gauge transformations, and hence the physical effects in them are essentially equivalent. The comprehensive discussions on this issue will be posted as a separate work [17].

**Derivation of the \(SU(2)\) correspondence.**

First, we explicitly express the constitutive tensors in the \(T\)-symmetric gyrotrropic medium and bianisotropic medium, respectively,

\[
\mathcal{M}_g = \begin{pmatrix} 
\varepsilon_R^T & i\beta\varepsilon_z & 0 \\
0 & 0 & \varepsilon_z \\
0 & \varepsilon_R^T - i\beta\varepsilon_z & 0 \\
\end{pmatrix}, \quad \mathcal{M}_b = \begin{pmatrix} 
\varepsilon_R^T & 0 & i\beta\varepsilon_z & 0 \\
0 & \varepsilon_z & 0 & 0 \\
i\beta\varepsilon_z & 0 & \varepsilon_R^T & 0 \\
0 & 0 & 0 & \varepsilon_z \\
\end{pmatrix}.
\]

(S7)

Then, we transform the wave function into a new basis for convenience [18]:

\[
\tilde{\Psi} = \begin{pmatrix} 
\frac{E_T}{\eta_0 H_T} \\
\frac{E_z}{\eta_0 H_z} \\
\end{pmatrix} = U_0 \Psi = \begin{pmatrix} 
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix} \begin{pmatrix} 
\frac{E_T}{\eta_0 H_T} \\
E_z \\
\eta_0 H_T \\
\eta_0 H_z \\
\end{pmatrix},
\]

(S8)

where the new wave function is partitioned into four blocks, and all the following deviations in this section are in this 4-dimensional block form. Performing this transformation to the curl tensor and the constitutive tensor, we have

\[
\tilde{\mathcal{N}} = U_0 \mathcal{N} U_0 = U_0 \begin{pmatrix} 
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & -i\varepsilon \cdot \nabla_T & -i\varepsilon \cdot \nabla_T & 0 \\
\end{pmatrix} U_0 = \begin{pmatrix} 
0 & -\sigma_y (\varepsilon \cdot \nabla_T) \\
\sigma_y (\varepsilon \cdot \nabla_T) & 0 \\
\epsilon \leftrightarrow \sigma \epsilon \\
\epsilon \leftrightarrow \sigma \epsilon \\
\end{pmatrix},
\]

\[
\tilde{\mathcal{M}}_g = U_0 \mathcal{M}_g U_0 = \begin{pmatrix} 
\epsilon \leftrightarrow \sigma \epsilon \\
\sigma_0 \varepsilon^T_R + \sigma_z (i\beta \varepsilon^T_z) & 0 \\
0 & \sigma_0 \varepsilon_z \\
\end{pmatrix}, \quad \tilde{\mathcal{M}}_b = U_0 \mathcal{M}_b U_0 = \begin{pmatrix} 
\epsilon \leftrightarrow \sigma \epsilon \\
\sigma_0 \varepsilon^T_R + \sigma_z (i\beta \varepsilon^T_z) & 0 \\
0 & \sigma_0 \varepsilon_z \\
\end{pmatrix}.
\]

(S10)

The 2D Maxwell’s equations in the two kinds of materials can be expressed in the new basis as \(\tilde{\mathcal{N}} \tilde{\Psi} = \frac{\partial}{\partial t} \tilde{\Psi} = \frac{\partial}{\partial t} \tilde{\Psi} \) and \(\tilde{\mathcal{M}} = \frac{\partial}{\partial t} \tilde{\Psi} \), respectively.

For a global 2 \(\times\) 2 \(SU(2)\) gauge transform \(U\) acting on the two-component spinor function \(\psi = (E_z, \eta_0 H_z)\), we may introduce the corresponding 4 \(\times\) 4-block \(SU(2)\) transform for the full wave function \(\tilde{\Psi}\) [18]

\[
\tilde{U} = \begin{pmatrix} 
U^* & 0 \\
0 & U \\
\end{pmatrix} = \begin{pmatrix} 
\sigma_y U \sigma_y & 0 \\
0 & U \\
\end{pmatrix}.
\]

(S11)

It is easy to check that the curl tensor is invariant under any such \(SU(2)\) transformation

\[
\tilde{\mathcal{N}} \tilde{\mathcal{N}}^\dagger = \begin{pmatrix} 
0 & -(\sigma_y U \sigma_y)\sigma_y U^\dagger (\varepsilon \cdot \nabla_T) \\
-(\sigma_y U \sigma_y)\sigma_y U^\dagger (\varepsilon \cdot \nabla_T)^\dagger & 0 \\
\end{pmatrix} = \mathcal{N}.
\]

(S12)

More importantly, since

\[
\tilde{U} \mathcal{M}_g \tilde{U}^\dagger = \begin{pmatrix} 
\sigma_0 \varepsilon^T_R + (U^* \sigma_z U^\dagger) (i\beta \varepsilon^T_z) & 0 \\
0 & \sigma_0 \varepsilon_z \\
\end{pmatrix},
\]

(S13)

taking \(U = U_t = \exp(-i\frac{\pi}{2} \sigma_y\)), we have \(U_t \sigma_z U_t^\dagger = \sigma_x\) and hence \(\tilde{U}_t \mathcal{M}_g (r) \tilde{U}_t^\dagger = \tilde{\mathcal{M}}_b (r)\). Thus, we have proved that the 2D Maxwell’s equations in the two materials can be transformed to each other via the \(SU(2)\) transformation \(\tilde{U}_t\). For an arbitrary solution \(\tilde{\Psi}_g\) of the 2D EM fields in material \(\mathcal{M}_g (r)\), there is a corresponding wave solution in \(\tilde{\mathcal{M}}_b (r)\) given by \(\tilde{\Psi}_b (r) = \tilde{U}_t \tilde{\Psi}_g (r)\).
C. $M_z$ symmetry as a $U(1)$ spin rotation symmetry

Under the new basis $\tilde{\Psi}$ (Eq. (S8)), the mirror-$z$ operator can be written as the following 4 × 4-block form

$$\tilde{M}_z = U_0 M_z U_0 = \begin{pmatrix} \sigma_z & 0 \\ 0 & -\sigma_z \end{pmatrix}.$$  \hspace{1cm} (S14)

Comparing with Eq. (S11), we find that the $\tilde{M}_z$ operator performs as the generator of the following one-parameter 4D $SU(2)$ transformation:

$$\tilde{U}_z(\vartheta) = \exp \left( i \frac{\vartheta}{2} \tilde{M}_z \right) = \begin{pmatrix} U_z(\vartheta)^* & 0 \\ 0 & U_z(\vartheta) \end{pmatrix} = \begin{pmatrix} \exp \left( i \frac{\vartheta}{2} \sigma_z \right) & 0 \\ 0 & \exp \left( -i \frac{\vartheta}{2} \sigma_z \right) \end{pmatrix}$$  \hspace{1cm} (S15)

with $U_z(\vartheta) = \exp(-i \frac{\vartheta}{2} \sigma_z)$ denoting the corresponding $SU(2)$ transform for the two-component spinor $\psi$. Since the constitutive tensor $\mathcal{M}_s$ of the gyrotropic material is invariant about these rotations,

$$\tilde{U}_z(\vartheta) \tilde{\mathcal{M}}_s \tilde{U}_z(\vartheta)^\dagger = \tilde{\mathcal{M}}_g,$$  \hspace{1cm} (S16)

$\tilde{U}_z(\vartheta)$ is also a symmetry of the 2D Maxwell’s equations in $\tilde{\mathcal{M}}_g$. Since the one-parameter group of $\tilde{U}_z(\vartheta)$ is isomorphic to $U(1)$, it can be referred to as a $U(1)$ spin rotation symmetry of the Maxwell’s equations. Physically, the $U(1)$ spin rotation symmetry ensures the conservation of the $s_x$ spin component for waves propagating in such systems.

For the bianisotropic media $\tilde{\mathcal{M}}_b$ in Eq. (S10), the counterparts of $\tilde{M}_z$ can be obtained using $\tilde{U}_t$

$$\tilde{U}_t \tilde{M}_z \tilde{U}_t^\dagger = \begin{pmatrix} \sigma_x & 0 \\ 0 & -\sigma_x \end{pmatrix} = -\tilde{U}_0(\tilde{M}_z \mathcal{D}) \tilde{U}_0.$$  \hspace{1cm} (S17)

Therefore, $M_z \mathcal{D}$ serves as the generator of the $U(1)$ spin rotation symmetry about $s_x$ axis, and accordingly the $s_x$ spin current will be conserved.

D. Analogy between photonic wave equation and electronic Schrödinger equation

In this section, we offer an intuitive understanding of the mechanism of the photonic QSH and $\mathbb{Z}_2$ topological insulator by mapping the wave equation for the effective 2-component spinor $\psi = (E_z, \eta_0 H_z)^\top$ to the Schrödinger equation in a spin-dependent magnetic field with spin-orbit coupling.

First, We recast the Maxwell’s equations $\nabla \tilde{\Psi} = \frac{\omega}{c} \tilde{\mathcal{M}}_g \tilde{\Psi}$ in the $\tilde{T} \mathcal{M}_z \mathcal{D}$ material:

$$-\sigma_y (\tilde{\varepsilon} \cdot \nabla_{\tilde{T}}) \begin{pmatrix} E_z \\ \eta_0 H_z \end{pmatrix} = k_0 (\sigma_0 \tilde{\varepsilon}^R_T + \sigma_z (i\beta \tilde{\varepsilon})) \cdot \begin{pmatrix} \mathcal{E}_T \\ \eta_0 \mathcal{H}_T \end{pmatrix} + k_0 \sigma_z \mathbf{g} \begin{pmatrix} E_z \\ \eta_0 H_z \end{pmatrix},$$  \hspace{1cm} (S18)

where $\tilde{\varepsilon} = \omega/c$, $\tilde{\varepsilon}^R_T = \tilde{T}_{2 \times 2}$ and $\mathbf{g} = (\kappa, \kappa)^\top \in \mathbb{R}$ (for simplicity, $\mathbf{g}$ is assumed to be independent of the coordinates in the following derivation). Eliminating $(\mathbf{E}_T, \eta_0 \mathbf{H}_T)^\top$ in the above two equations, we obtain

$$\sigma_y (\tilde{\varepsilon} \cdot \nabla_{\tilde{T}})^\top \begin{pmatrix} E_z \\ \eta_0 H_z \end{pmatrix} = k_0 \sigma_z \mathbf{g} \in \mathbb{R},$$  \hspace{1cm} (S19)

where $\tilde{\varepsilon} = \det \tilde{\varepsilon}_T = (1 - \beta^2)$, and $\mathbf{q} = k_0 \hat{z} \times \mathbf{g}$. Using a scaled spinor function $\tilde{\psi} = \psi / \sqrt{\tilde{\varepsilon}_T}$, the wave equation can be rewritten as

$$\left[ (\nabla_{\tilde{T}} + i \sigma_z \mathbf{q}) \cdot \begin{pmatrix} \sigma_0 \tilde{T}_{2 \times 2} + \sigma_z (i\beta \tilde{\varepsilon}) \\ \eta_0 \tilde{T}_{2 \times 2} \end{pmatrix} \cdot (\sigma_0 \nabla_{\tilde{T}} + i \sigma_z \mathbf{q}) + k_0^2 \tilde{\varepsilon}_T \sigma_z \right] \tilde{\psi} = 0.$$  \hspace{1cm} (S20)
where we assume $\beta$ and $\kappa$ are small enough and only take the first-order approximation for simplicity. Then the wave equation for $\psi$ can be expressed as a Schrödinger-like form

$$\left[ \left( \hat{p} + \sigma_z \frac{1}{2}(\nabla \beta \times \hat{z}) \right)^2 + \sigma_z \mathbf{q} \cdot \hat{p} + \frac{1}{4} \nabla_T \ln \tilde{\varepsilon}_T |^2 - \frac{1}{2} \nabla_T^2 \ln \tilde{\varepsilon}_T \right] + \mathcal{O}(\beta^2, \mathbf{q} \cdot \mathbf{q}, \beta \mathbf{q}) \right]\psi = 0,$$  \quad (S22)

with the canonical momentum operator $\hat{p} = -i\nabla$. Here, $\mathcal{A} = \sigma_z \mathcal{A} = \sigma_z \frac{1}{2}(\nabla \beta \times \hat{z})$ is an effective spin-dependent vector potential induced by the gyrotropic term $\beta$ in the permittivity and permeability tensors, which gives rise to an effective spin-dependent magnetic field $\mathbf{B}_{\text{eff}} = \pm \nabla \times \mathcal{A}$ and breaks the time reversal symmetry with opposite manners in the pseudo-spin up and down sectors, hence leading to the photonic QSH effect. On the other hand, the real off-diagonal term $\mathbf{g} = (\kappa, \kappa)^T$ in $\mathbf{v}$ and $\mathbf{\bar{p}}$ introduces the spin-orbit coupling (SOC) like term, $\hat{H}_\text{SOC} = \sigma_z \mathbf{q} \cdot \hat{p}$. This SOC-like term breaks the $z$-mirror symmetry (i.e., $\sigma_z \hat{H}_\text{SOC} \sigma_z \neq \hat{H}_\text{SOC}$) and hence mixes the spin-up and down sectors. Nonetheless, the $\hat{T}_f = TM_z D$ symmetry (which takes the form $\hat{T}_f = \hat{r} \hat{K} = -\sigma_y \hat{K}$ for $\psi$) is preserved, $\hat{r} \hat{H}_\text{SOC} \hat{r}^{-1} = \hat{H}_\text{SOC}$, so the $\hat{T}_f$-symmetry protected $\mathbb{Z}_2$ topological phases remain well-defined.

It is worth noting that the 2-by-2 wave equation cannot be expressed as a linear eigenvalue problem since $q(\omega)$ and $V(r, \omega)$ both implicitly depend on the frequency. As a result, the analogy between the photonic wave equations and the Schrödinger equation can only be understood in an intuitive manner, the rigorous correspondence between the electronic and photonic QSH and $\mathbb{Z}_2$ topological insulators is rooted in the symmetry.

### S3. Topology of Ordered $\hat{T}_f$-Symmetric Photonic Crystals

#### A. The Wilson loop of ordered photonic crystals

![FIG. S2. (a) The deformed BZ (pink shadow) for calculating the hybrid Wannier centers along the dashed lines of the hexagonal lattice. The Wannier centers of the two bands below the concerned gap for the (b) spin-decoupled and (c) spin-coupled PCs in Fig. 1(a) of the main text.](image)

For an ordered photonic crystal, the QSH-Chern number and $\mathbb{Z}_2$ index of Bloch bands are associated with the evolution of the hybrid Wannier centers along closed loops in the 2D Brillouin zone (BZ) \[19\]. As shown in Fig. S2(a), we discretize the each loop along $k_x = \text{const.}$ (dashed lines) into $N$ points at $\mathbf{k}_j = (k_x, k_y) = (-b/2 + jb/(N-1))$ with $b = 4\pi/(\sqrt{3}a)$. For a group of bands that are isolated from other bands or can be decoupled from others by symmetry, the hybrid Wannier centers of these bands at $k_x$ are characterized by the arguments of the eigenvalues of the Wilson loop matrix whose element is \[20\]

$$W_{mn}(k_x) = \lim_{N \to \infty} \prod_{j=0}^{N} M_{mn}^{(j,j+1)}(k_x),$$  \quad (S23)

where $M_{mn}^{(j,j+1)}(k_x) = (\mathcal{L}_m(\mathbf{k}_j) | \mathcal{R}_n(\mathbf{k}_{j+1}))$ represents the inner product of the left and right eigenstates on bands $m$ and $n$, respectively. Here, the effective Hamiltonian of the Maxwell’s equation \(S2\) is $\hat{H} = \hat{M}^{-1} \cdot \hat{N}$, which is a quasi-Hermitian operator with real eigenvalues since $\hat{N}$ is positive-definite. As a result, the right and left eigenstates refering to $\hat{H}$ are given by the periodic parts of the Bloch electromagnetic states: $| \mathcal{R}_m(\mathbf{k}) \rangle = \Psi_m(\mathbf{k}) e^{-i\mathbf{k} \cdot \mathbf{r}} = (u \mathbf{E}, u \mathbf{H})$
and $|L_m(k)\rangle = \hat{M} \cdot \Psi_m(k) e^{-i k \cdot r} = (uD, uB)$ satisfying the biorthonormality $\langle L_m(k) | R_n(k) \rangle = \int_{\text{unit cell}} dx dy \Psi_m^\dagger(k) \cdot \hat{M} \cdot \Psi_n(k) = \delta_{mn}$. And the periodic gauge, i.e., $\Psi_m(k_0) = \Psi_m(k_N)$, are imposed to fix the gauge choice.

In a 2D $T_f$-invariant system with $M_z$ symmetry, the QSH-Chern number is defined as

$$C_s = \frac{(C^+ - C^-)}{2} = C^+,$$

where $C^\pm$ represent the Chern number for the TM and TE modes, respectively. Indeed, since TM and TE modes are two copies of the Chern insulator related by the $T_f$ symmetry, we only need to study the topology of one type of modes. We consider the TM modes (blue) plotted in Fig. 1(d) of the main text. The gyrotropic center cylinder breaks the $T$ symmetry and the corner cylinder breaks the 2D inversion symmetry $P$. Since the first gap remains open when $\beta$ changes from 0 to 0.7, it is a topologically trivial gap. Therefore, the topology of the concerned gap (light blue) is determined by the second TM band whose Wilson loop matrix in Eq. (S23) can be reduced to a scalar $W(k_x)$. The Bloch states $|R\rangle, |L\rangle$ are obtained from the COMSOL, and in the calculation we discretize each loop along $k_y$ into $N = 21$ points. The phases of $W(k_x)$ which denote the Wannier centers are plotted in Fig.S2(b). As $k_x$ varies from $-\pi/a$ to $\pi/a$, the winding number of the Wannier centers is 0, demonstrating that the gap is trivial. We also plot the Wannier centers of TE modes, which are symmetric to those of TM modes about the $T_f$-invariant point $k_x = 0$ or $k_x = \pi/a$, as a consequence of $T_f$ symmetry.

In a 2D $T_f$-invariant system without $M_z$ symmetry ($\kappa = 0.06$), the TM and TE modes are coupled and the QSH-Chern numbers are ill-defined. As shown in Fig. 1(e) of the main text, the two valence bands below the second gap are degenerate at the time-reversal invariant (TRI) points. We calculate the Wilson loop matrix of these two bands and plot the phases of its two eigenvalues in Fig. S2(c). The flow of the Wannier centers indicates the second gap of this coupled case is also topologically trivial characterized by the zero $\mathbb{Z}_2$ index. In summary, for both spin-coupled and spin-decoupled cases, the PCs are in topologically trivial phases in the absence of disorder ($\theta_d = 0^\circ$). Therefore, in the Fig. 2(a-b) of the main text, the gaps of PCs with weak disorder strength are topologically trivial. As the disorder strength increases, the gap closes and reopens, and the PCs are driven into the topologically nontrivial phase, becoming TAIs.

To understand the mechanism of realizing the photonic TAIs, we replace the corner cylinder with an annulus of equal area $\pi r_2^2$.

![FIG. S3.](image-url)

FIG. S3. (a) The unit cell of the PC composed of a gyrotropic cylinder (green) and a dielectric annulus (blue) with area $\pi r_2^2$. (b) The band structures of the PCs (b) without and (c) with spin coupling. The Wannier centers of the two valence bands below the second gap (light blue) of the PCs (d) without and (e) with spin coupling.
area to effectively mimic the average property of the disordered PC with maximum random strength $\theta_d = 360^\circ$, whose unit is shown in Fig. S3(a). This PC is $P$-symmetric and $T$-breaking. In Fig. S3(b,c), we plot the band structures in the spin-decoupled and coupled ($\kappa = 0.06$) cases, respectively. In both cases, the second gaps (light blue) are topologically nontrivial as demonstrated by the evolutions of the Wannier centers in Fig. S3(d,e). Comparing with the ordered PCs in the trivial phase, we find that the TAI phase transition comes from the competition between the $P$-breaking and $T$-breaking. In disordered PCs, randomly rotating the corner cylinder can smooth out the $P$-breaking effect. As the disorder strength increases to a critical value, the $P$-breaking effect is overridden by the $T$-breaking effect, and hence the topological phase transition occurs.

B. Topological edge (interface) states of the $Z$ and $Z_2$ PC ribbons

Although the spin-decoupled and spin-coupled PCs in Fig. S3 are both topologically nontrivial, they belong to different topological classifications. To demonstrate that, we study the topological edge (interface) states of PC ribbons in two different systems in Fig. S4, which are indeed the ordered counterparts of the systems shown by Figs. 4(b) and (c) of the main text.

The first system is shown in Fig. S4(a), where we cover the top and bottom boundaries of a nontrivial PC ribbon by $T_f$-symmetric insulation cladding (TSIC) layers. In the spin-decoupled case (Fig. S4(b)), the spin-up and spin-down edge states localized at the top boundary are denoted by blue and red lines, respectively, which propagate in opposite directions and bridge the gap between the upper and lower bulk bands, demonstrating the QSH effect. Note that there is also a pair of edge states localized at the bottom boundary, which is not shown in the figure. When the $M_z$ symmetry of the PC ribbon is broken (Fig. S4(c)), the pseudo-spins of the Bloch eigenmodes are not directed up or down uniformly, implying that the QSH effect is not well-defined. Nevertheless, the gapless edge states persist with intact band crossings at TRI points ($\Gamma$ and $M$), thanks to the $T_f$ symmetry.
In the second system shown in Fig. S4(d), we construct a domain wall composed of two domains with $\beta = \pm 0.7$. When $\kappa = 0$, the two domains have opposite QSH-Chern numbers, $C_s = \pm 1$. Therefore, the domain wall with topological charge $\Delta C_s = 2$ supports two pairs of gapless interface states as shown in Fig. S4(e). When introducing spin coupling ($\kappa \neq 0$) into the PC ribbon, the two domains drop into the same $Z_2$ nontrivial phase ($\nu = 1$), implying the domain wall is relegated to being trivial ($\Delta \nu = 0$) and the bands of interface states open gaps near $K'$ and $K$, as displayed in Fig. S4(f). From the perspective of band degeneracy protected by symmetry, the crossings of the two interface bands in Fig. S4(e) are guaranteed by the $M_z$ symmetry (or equivalently the $U_1$ spin-rotation symmetry), which hence cannot survive when $M_z$ is broken.

S4. THEORETICAL ESTIMATION OF THE TOPOLOGICAL PHASE TRANSITION THRESHOLD

In this section, we will build a theoretical model to give an estimation of the topological phase transition threshold of the disordered PCs. Inspired by the standard self-energy approach for disordered systems (see e.g. [21]), here we formulate a general theoretical framework for averaging the disordered PCs and demonstrate that the topological phase transition is governed by the first order averaging effect in our system.

Staring with the Maxwell’s equation Eq. (S2), for the initial unperturbed PC (Fig. 1(a) in the main text), the constitutive tensor of the perturbed PC (Fig. 1(b) in the main text) is given by $\hat{\mathcal{M}}_0(r)$. When we rotate the off-center cylinder around the center one by an angle $\theta$, the constitutive tensor of the perturbed PC is given by $\hat{\mathcal{M}}_\theta(r) = \hat{\mathcal{M}}_0(r) + \delta \hat{\mathcal{M}}_\theta(r)$. Consider the retarded electromagnetic Green’s functions of the unperturbed PC and the perturbed one, $\hat{G}_0(r, r')$ and $\hat{G}_\theta(r, r')$, respectively, which are $6 \times 6$ 2nd-order tensors and are determined by the following equations

\[
\begin{align*}
\left(\hat{N} - \omega \hat{\mathcal{M}}_0(r)\right) \hat{G}_0(r, r') &= \hat{I} \delta (r - r'), \\
\left(\hat{N} - \omega \left(\hat{\mathcal{M}}_0(r) + \delta \hat{\mathcal{M}}_\theta(r)\right)\right) \hat{G}_\theta(r, r') &= \hat{I} \delta (r - r').
\end{align*}
\]  

(S25)

Since $\left(\hat{N} - \omega \hat{\mathcal{M}}_0(r)\right) \hat{G}_\theta(r, r') = \hat{I} \delta (r - r') + \omega \delta \hat{\mathcal{M}}_\theta(r) \hat{G}_\theta(r, r')$, the two Green’s functions can be related by

\[
\hat{G}_\theta(r, r') = \int d^2 r_1 \hat{G}_0(r, r_1) \left(\hat{I} \delta (r_1 - r') + \omega \delta \hat{\mathcal{M}}_\theta(r_1) \hat{G}_\theta(r_1, r')\right) = \hat{G}_0(r, r') + \omega \int d^2 r_1 \hat{G}_0(r, r_1) \delta \hat{\mathcal{M}}_\theta(r_1) \hat{G}_\theta(r_1, r').
\]  

(S26)

Iteration of $\hat{G}_\theta(r, r')$ back to the above relation yields

\[
\hat{G}_\theta = \hat{G}_0 + \omega \hat{G}_0 \delta \hat{\mathcal{M}}_\theta \hat{G}_0 + \omega^2 \hat{G}_0 \delta \hat{\mathcal{M}}_\theta \hat{G}_0 \delta \hat{\mathcal{M}}_\theta \hat{G}_0 + \cdots = \sum_{n=0}^{\infty} \left(\omega \hat{G}_0 \delta \hat{\mathcal{M}}_\theta\right)^n \hat{G}_0,
\]  

(S27)

where $\left(\omega \hat{G}_0 \delta \hat{\mathcal{M}}_\theta\right)^n \hat{G}_0$ is short for $\prod_{i=1}^{n} \left(\int d^2 r_1 \left(\omega \hat{G}_0(r_{i-1}, r_1) \delta \hat{\mathcal{M}}_\theta(r_1)\right) \right) \hat{G}_0(r_n, r')$ (note that $r_0 = r$).

For any given external excitation, the ensemble average of the observed electromagnetic fields in the disordered PC samples is determined by the averaged Green’s function $\langle \hat{G}_\theta \rangle = \frac{1}{\Omega_2} \int_{-\theta_d/2}^{\theta_d/2} d\theta \langle \hat{G}_\theta \rangle$. By analogy with the definition of self-energy for Schrödinger equation with random impurities [21], we may introduce an effective spatially nonlocal “self-modification” $\delta \hat{\mathcal{M}}(r, r')$ of the constitutive tensor from the configuration average of the perturbed Green’s functions:

\[
\left(\hat{N} - \omega \hat{\mathcal{M}}_0(r)\right) \langle \hat{G}_\theta(r, r') \rangle - \omega \int d^2 r_1 \delta \hat{\mathcal{M}}(r, r_1) \langle \hat{G}_\theta(r_1, r') \rangle = \hat{I} \delta (r - r').
\]  

(S28)

And akin to Eq. (S26), we have

\[
\langle \hat{G}_\theta(r, r') \rangle = \hat{G}_0(r, r') + \omega \int d^2 r_1 d^2 r_2 \hat{G}_0(r, r_1) \delta \hat{\mathcal{M}}(r_1, r_2) \langle \hat{G}_\theta(r_2, r') \rangle,
\]  

(S29)

which is parallel to the well-known Dyson equation for self-energy. Then, substituting Eq. (S27) into Eq. (S28), we
obtain
$$
\mathcal{N} - \omega \int d^2r_1 \left( \hat{M}_0 \delta (r - r_1) + \delta \hat{M} (r, r_1) \right) \hat{G}_0 \left( I + \omega \left< \delta \hat{M}_\theta \right> \hat{G}_0 + \omega^2 \left< \delta \hat{M}_\theta \hat{G}_0 \delta \hat{M}_\theta \right> \hat{G}_0 + \cdots \right) = I \delta (r - r'), \nonumber
$$
\Rightarrow \omega \int d^2r_1 \left\{ \left< \delta \hat{M}_\theta (r) \right> \delta (r - r_1) - \delta \hat{M} (r, r_1) \right\} \hat{G}_0 (r, r') + \omega^2 \int d^2r_1 \left\{ \left< \delta \hat{M}_\theta (r) \hat{G}_0 (r, r_1) \delta \hat{M}_\theta (r_1) \right> \hat{G}_0 (r_1, r') \right. \\
- \omega^2 \int d^2r_1 d^2r'' \delta \hat{M} (r, r'') \hat{G}_0 (r'', r_1) \left< \delta \hat{M}_\theta (r_1) \right> \hat{G}_0 (r_1, r') + \mathcal{O} (\delta M^3) = 0,
$$
\Rightarrow \int d^2r_1 \left[ \omega \left< \left< \delta \hat{M}_\theta (r) \right> \delta (r - r_1) - \delta \hat{M} (r, r_1) \right> + \omega^2 \left< \delta \hat{M}_\theta (r) \hat{G}_0 (r, r_1) \delta \hat{M}_\theta (r_1) \right> \right] \\
- \omega^2 \int d^2r'' \delta \hat{M} (r, r'') \hat{G}_0 (r'', r_1) \left< \delta \hat{M}_\theta (r_1) \right> + \mathcal{O} (\delta M^3) \right] \hat{G}_0 (r_1, r') = 0.
$$
Therefore, the 2nd-order approximation of the self-modification of the constitutive tensor is given by
$$
\delta \hat{M} (r, r_1) \\
= \left< \delta \hat{M}_\theta (r) \right> \delta (r - r_1) - \omega \int d^2r'' \delta \hat{M} (r, r'') \hat{G}_0 (r'', r_1) \left< \delta \hat{M}_\theta (r_1) \right> + \omega \left< \delta \hat{M}_\theta (r) \hat{G}_0 (r, r_1) \delta \hat{M}_\theta (r_1) \right> + \mathcal{O} (\delta M^3)
$$
1st-order local average
$$
\begin{align*}
\delta \hat{M} (r, r_1) \\
\Rightarrow \left< \delta \hat{M}_\theta (r) \right> \delta (r - r_1) - \omega \left< \delta \hat{M}_\theta (r) \hat{G}_0 (r, r_1) \right> \left< \delta \hat{M}_\theta (r_1) \right> + \omega \left< \delta \hat{M}_\theta (r) \hat{G}_0 (r, r_1) \delta \hat{M}_\theta (r_1) \right> + \mathcal{O} (\delta M^3),
\end{align*}
$$
nonlocal Born approximation
(S30)
where the second term in the last step is obtained by replacing \( \delta \hat{M} \) with the first-order term. In Eq. (S30), the first term is just the configuration average of the perturbed constitutive tensor which is spatially local and nondispersive; while the other two second order modification terms are both spatially nonlocal and dependent on the frequency. The last second order term precisely correspond to the Born approximation for the Schrodinger equation. In the original TAI system with Anderson type disorders \([22, 23]\), the first order configuration average of the random onsite energy vanishes (corresponding to the vanishing of the first two terms in our case). Consequently, the self-energy is entirely determined by the Born approximation term. In contrast, the first order configuration average \( \delta \hat{M}_\theta (r) \) of our system is nonvanishing and dependent on the disorder strength \( \theta_d \), therefore, we can expect that the first order configuration average dominates the wave behavior in the PC ensemble and gives rise to the topological phase transition in our case.

To demonstrate our prediction, we construct the averaged PC with the effective constitutive tensor
$$
\hat{\mathcal{M}}_{\text{eff}} (r; \theta_d) = \hat{M}_0 (r) + \left< \delta \hat{M}_\theta (r) \right>_{\theta_d} = \left< \hat{M}_\theta (r) \right>_{\theta_d} = \frac{1}{\theta_d} \int_{-\theta_d/2}^{\theta_d/2} d\theta \delta \hat{M}_\theta (r).
$$
(S31)
Suppose that an element of \( \hat{\mathcal{M}}_\theta (r) \), denoted \( f \), equals \( f_0 \) and \( f_1 \) in the background medium and in the off-center cylinder, respectively. As shown in Fig. S5(a), using the polar coordinates \((r, \xi)\), its distribution can be expressed as
$$
f(r, \xi; \theta) = f_0 + \left\{ \begin{array}{ll}
(f_1 - f_0) \left( |\xi - \theta| \leq \Delta \xi (r) \right) \\
f_0 + f_1 - f_0 \right. \\
0 \left. \quad \text{otherwise} \end{array} \right. = f_0 + (f_1 - f_0) \cdot \text{rect}_2 \Delta \xi (r) (\xi - \theta),
$$
(S32)
where \( \Delta \xi (r) = \arccos \left( \frac{d^2 + r^2 - r^2}{2r_0 r} \right) \) denotes half of the central angle of the intersection between a circle (light magenta) of radius \( r \) and the off-center cylinder (see the schematic in Fig. S5(a)), and \( \text{rect}_T (t) = u(t + T/2) - u(t - T/2) \) denotes a rectangle function with width \( T \) and \( u(t) = (1 + \text{sign}(t))/2 \) denotes the step function. Thus, the average of the element \( f(r, \xi; \theta) \) can be derived as
$$
\left< f(r, \xi; \theta) \right>_{\theta_d} = \frac{1}{\theta_d} \int_{-\theta_d/2}^{\theta_d/2} d\theta f(r, \xi; \theta) \\
= f_0 + (f_1 - f_0) \left. \int_{-\theta_d/2}^{\theta_d/2} d\theta \text{rect}_2 \Delta \xi (r) (\xi - \theta) \right. \\
= f_0 + \frac{1}{\theta_d} \int_{-\theta_d/2}^{\theta_d/2} d\theta \text{rect}_2 \Delta \xi (r) (\xi - \theta) \\
= f_0 + \frac{1}{\theta_d} \int_{-\theta_d/2}^{\theta_d/2} d\theta \text{rect}_2 \Delta \xi (r) (\xi - \theta) \\
= f_0 + \frac{1}{\theta_d} \text{rect}_2 \Delta \xi (r) (\xi),
$$
where $\star$ in the last step represents the convolution on two functions. In terms of the property of the step function $u(\xi) \star u(\xi) = \xi u(\xi)$ and the translational equivalence of the convolution $(u \star u)(t-a) = u(t-a) \star u(t) = u(t) \star u(t-a)$, we obtain

$$
\langle f(r; \xi; \theta) \rangle_{\theta_d} = f_0 + \frac{(f_1 - f_0)}{\theta_d} \left[ \left( \xi + \frac{\theta_d}{2} + \Delta \xi(r) \right) u \left( \xi + \frac{\theta_d}{2} + \Delta \xi(r) \right) - \left( \xi - \frac{\theta_d}{2} - \Delta \xi(r) \right) u \left( \xi - \frac{\theta_d}{2} - \Delta \xi(r) \right) \right] - \left( \xi - \frac{\theta_d}{2} - \Delta \xi(r) \right) u \left( \xi - \frac{\theta_d}{2} + \Delta \xi(r) \right) + \left( \xi - \frac{\theta_d}{2} - \Delta \xi(r) \right) u \left( \xi - \frac{\theta_d}{2} - \Delta \xi(r) \right).
$$

(S33)

As an example, the distribution of the averaged $\varepsilon_z$ component with $\theta_d = 105^\circ$ is shown in Fig. S5(b). Using these averaged PCs without and with spin coupling, we numerically calculated the band edges of the two concerned bands, as shown by the red curves in Fig. S5(c), which correspond to the first order approximation of the mobility band edges of the typical transmittance spectra. Therefore, the crossing point of the two band edges offers a theoretical estimation of the TAI phase transition threshold. Although deviating a little bit from the full-wave result, the qualitatively estimation demonstrates that the TAI phase transition is indeed a first-order configuration average effect in our systems.

**S5. FULL-WAVE CALCULATION OF THE LOCAL QSH-CHERN NUMBERS**

For disordered systems without periodicity, the topological invariants cannot be calculated using the Bloch states in the momentum space. A method [24, 25] for computing the Chern number in real space has been proposed to characterize the topology of disordered systems. However, most of the calculations of the local Chern number are applied in tight-binding models. Here, we extend this method to full-wave PC systems. As shown in Fig. S6(a), we choose a circular area with a radius of $5a$ at the center of the disordered system as the summation area. The area is divided into three sectors labeled as $A$ (red), $B$ (green), and $C$ (blue).

By replacing the lattice sum in the original definition [24, 25] with the integration over the corresponding regions, the local Chern number at a frequency $\omega_0$ can be generalized to the disordered full-wave systems as

$$
C_{\text{loc}}(\omega_0) = 12\pi i \int_{r_c \in A} d^2r_a \int_{r_b \in A} d^2r_b \int_{r_c \in C} d^2r_c \left( P(r_a, r_b) P(r_b, r_c) P(r_c, r_a) - P(r_a, r_c) P(r_c, r_b) P(r_b, r_a) \right),
$$

(S34)

where $P$ is the projection operator of real-space eigenstates below a certain frequency $\omega_0$

$$
P(r, r') = \sum_{\omega < \omega_0} \langle r | \mathcal{L}_\omega | r' \rangle.
$$

(S35)

Physically, if magnetic fluxes are inserted through the central vertex and adiabatically change from 0 to a magnetic flux quantum, the accumulated charge at the center point is just characterized by the local Chern number of Eq. (S34) [25], which is consistent with Laughlin’s charge pumping argument for quantum Hall effect [26]. In a 2D photonic system with $M_z$ symmetry, the projection operator can be defined for the TM and TE polarizations separately. For the TM
polarization projection operator, we have
\[ |R_{TM}^{\omega}\rangle = (u_E z, u_H x, u_H y)\top, \]
\[ |L_{TM}^{\omega}\rangle = (u_D z, u_B x, u_B y)\top, \]  
(S36)
and for the TE polarization projection operator, we have
\[ |R_{TE}^{\omega}\rangle = (u_E x, u_E y, u_H z)\top, \]
\[ |L_{TE}^{\omega}\rangle = (u_D x, u_D y, u_B z)\top. \]  
(S37)

The \( T_f \) symmetry of the system ensures the local Chern numbers of TM and TE modes take precisely opposite values 
\[ C_{TM}^{loc} = -C_{TE}^{loc}, \]
and the local QSH-Chern number is given by
\[ C_s = (C_{TM}^{loc} - C_{TE}^{loc})/2 = C_{TM}^{loc}. \]

In the numerical calculations, the continuous coordinates are discretized into finite square mesh points (see Fig. S6(a)), and the integrations in Eq. (S34) are replaced by summations over the mesh points in the corresponding regions.

FIG. S6. (a) The schematic for calculating the local QSH-Chern number of a disordered PC (the parameters are the same as Fig. 1 of the main text). A disk with radius 5a is chosen as the summation region, which are discritized into grids with step size \( dx = a/6, dy = 0.5l \). The disk is divided into three regions (red, green and blue), and each region has 542 grid points. The disordered PC (sample size \( L_x \times L_y = 20a \times 30l \)) is surrounded by TSIC layers (gray). (b,c) The phase diagrams of the local QSH-Chern number of a \( M_z \)-symmetric PC (\( \kappa = 0 \)) for (b) a single configuration (the angle \( \theta_d \) is randomly chosen at every point in the diagram) and (c) averaged over 10 configurations. The profiles of the local QSH-Chern number at the disorder strength \( \theta_d = 150^\circ \) of two PCs (d) without (\( \kappa = 0 \)) and (e) with (\( \kappa = 0.06 \)) spin-coupling.

In disordered systems, to obtain a numerically stable local Chern number, it is necessary to average over different random configurations. In Figs. S6(b) and S6(c), we plot the local QSH-Chern numbers of a single configuration and averaged over 10 configurations, respectively, and find that 10 configurations are enough to achieve a smooth phase diagram with well-quantized QSH-Chern numbers inside the mobility gaps. Figure S6(c) exhibits the fairly same phase transition as that shown by Fig. 2(a) of the main text. It shows the local QSH-Chern numbers in the mobility bandgaps before and after phase transition (around \( \theta_d = 60^\circ \)) approach to 0 and -1, respectively; thereby quantitatively confirming that the insulating phase at the large disorder side is truly a QSH TAI. In Figs. S6(d) and S6(e), we show the profiles of the local QSH-Chern numbers at the disorder strength \( \theta_d = 150^\circ \) for the spin-decoupled and coupled cases, respectively, where the result of spin-coupled case (\( \kappa = 0.06 \)) is obtained by projecting
the eigenstates onto the TM and TE bases. We find that for the spin-coupled case, the computed Chern numbers are no longer quantized inside the mobility gap, indicating the method fails to compute the $\mathbb{Z}_2$ index.

From the above discussion, it can be seen that the local Chern number method based on real space information can be used to calculate the QSH-Chern number of disordered PC with $M_z$ symmetry. However, the disadvantages of this approach are also obvious. First, this method needs to consume huge computing resources and computation time, including solving the eigenstates of a large enough lattice and the matrix manipulations for the huge dimensional projection operators in full-wave systems, let alone the multiplied workload for configuration average. Second, the choice of the circular summation region is subtle. The radius of the region should be appropriate so as to involve all the bulk state information but to exclude the contribution of boundary states. In fact, if we choose the whole system for summation, the outcome vanishes [25]. As the influence of edge states cannot be completely eliminated, the computed local Chern numbers deviate from rigorous integers inside the gaps. And most importantly, the method is inapplicable to spin-coupled PCs.

Very recently, a generalized method for computing the local $\mathbb{Z}_2$ index in disordered TIs was developed following a similar strategy of region trisection [27]. However, since a crucial step in this approach is to simultaneously diagonalize two real-space projection operators, the huge dimension of the operators makes the method nearly unfeasible for full-wave models. Considering the limitations of the real space calculation methods, we will introduce a new efficient approach based on scattering matrix to calculate the $\mathbb{Z}$ and $\mathbb{Z}_2$ topological invariants for PCs in the following sections.

S6. SCATTERING APPROACH FOR CLASSIFYING THE QSH PHASES OF 2D SPIN-DECOPLED PHOTONIC CRYSTALS

Instead of directly computing the topological indices with bulk states, scattering approaches have been proposed as an alternative way to retrieve the bulk topology in tight-binding models [28–39]. In this section, we will extend this method to full-wave photonic systems. Following the methodology of Laughlin’s charge pumping [26], a twisted boundary condition with $\Psi(y = L) = \Psi(y = 0)e^{i\phi_y}$ is imposed to the disordered PC’s transverse boundaries ($y = 0, L$) [29, 30], which can be viewed as a gauge flux $\phi_y$ threading a cylinder formed by rolling up the 2D PC, as shown in Fig. S7. We first expound our idea via the relatively simple case, namely the PCs with both $T_f$ and $M_z$ symmetries. Since the TM and TE modes are decoupled and related by $T_f$ symmetry, it is sufficient to investigate only one spin sector, say TM.

### A. The setup for classifying the QSH phases of spin-decoupled PCs

![Diagram of scattering approach](image)

**FIG. S7.** (a) The schematic for calculating the topological invariants of a $T_f$-symmetric disordered PC via reflection matrix. The left side of the PC (blue region) is connected with an air lead (gray) bounded by topologically trivial $T_f$-symmetric hard boundaries (yellow). For purely TE (TM) reflection process of a $M_z$-symmetric PC, the hard boundaries can be simply use PEC (PMC) in numerical simulations. The upper and lower boundaries (black) are connected with a twisted periodic boundary condition with an additional phase factor $e^{i\phi_y}$, and the right (blue) boundary is set as scattering BC. (b) The application of twisted boundary conditions in (a) can be viewed as an adiabatically changing gauge flux (black) $\phi_y$ threading the hollow of a rolled-up PC.

The Gedankenexperiment system is shown in Fig. S7 (a), where a $T_f$ symmetric waveguide lead (gray) is connected to the left side of the disordered PC (light blue). In the frequency range studied, we require the width of the lead to be less than half wavelength in order that the lead is a single-mode waveguide for both TM and TE polarizations. Therefore, the wave in the lead can always be written as the superposition of two oppositely propagating TM waveguide modes, $E^+_z e^{ikx}$ and $E^-_z e^{-ikx}$, where $k$ is the wavenumber of the waveguide modes at the frequency $\omega$. Imagining...
$E^+_ze^{ikx}$ is the wave incident from the far end of the lead, and $E^-ze^{-ikx}$ denotes the wave reflected from the PC, then the TM reflection coefficient of the PC is defined as

$$r(\phi_y, \omega) = \frac{E^-_z}{E^+_z},$$  \hspace{1cm} (S38)

which is a function of the frequency $\omega$ as well as the twist angle $\phi_y$ of the boundary condition.

Inside the mobility gap of the PC, the incident waves are totally reflected, and hence the reflection coefficients of the PC should be unitary: $r(\phi_y) = e^{i\nu(\phi_y)} \in U(1)$. Indeed, when we adiabatically vary $\phi_y$ over a cycle (from $-\pi$ to $\pi$), the first homotopy group of $U(1)$, $\pi_1(U(1)) = \mathbb{Z}$, determines the topological classification of the evolutions of $r(\phi_y)$, denoted by the integer winding number of the reflection phase $\varphi(\phi_y) = \arg(r(\phi_y))$:

$$\tilde{C}_s = \frac{i}{2\pi} \int_{-\pi}^{\pi} \frac{\partial \ln r}{\partial \phi_y} d\phi_y = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{\partial \varphi}{\partial \phi_y} d\phi_y \in \mathbb{Z}. \hspace{1cm} (S39)$$

And the $T_f$-symmetry ensures that the winding number of the TE reflection phase is always opposite to the TM result.

In principle, the single-mode waveguide lead can be replaced by a multi-mode waveguide or other more complex scattering setups (e.g., plane wave scattering at an open boundary). Then the reflection coefficient should be replaced by a reflection matrix $R$ whose dimension is determined by the number of input and reflection channels of the system (for plane wave, the dimension is infinite). Since the unitarity of $R$, i.e., $R \in U(N)$, is universal inside the mobility gap of the PC, the spectral flow of $R(\phi_y)$ over a cycle of the twisted boundary always follows a $\mathbb{Z}$ classification according to the fundamental group of the unitary groups $\pi_1(U(N)) \equiv \mathbb{Z}$ \cite{40}, which can be calculated by the similar winding number integration as Eq. (S39) via replacing $r$ with $\det(R)$. However, the essential topology of the reflection spectrum should be purely determined by the disordered PC but irrelevant to the number of channels. Therefore, a single mode waveguide is the most simple and efficient setup for numerical examinations.

### B. Correspondence between reflection phase and gapless edge states

![FIG. S8. The examples of the (a) trivial and (b) nontrivial evolutions of the TM reflection phases $\varphi(\phi_y)$ over a cycle of the twist angle $\phi_y$ for a $M_2$-symmetric PC. The red dashed line denotes a constant reflection phase of the impedance boundary encased in waveguide lead in Fig. S7(a), whose crossing points with the reflection phases of the PC correspond to the edge states localized inside the waveguide.](attachment:fig_s8.png)

Though we have shown that the flow of the reflection phase follows the same topological classification as the PCs’ bulk, it is still necessary to find a one-to-one correspondence between the two classifications. Now, we will demonstrate that the winding number of the reflection phases can exactly predict the number of gapless edge states of the disordered PC with twisted boundary conditions so as to connect the two classifications.

Imagine the left entry of the lead is closed by an impedance boundary, whose reflection coefficient is given by

$$r_L = e^{i\varphi_L} = \frac{E^+_z}{E^-_z},$$  \hspace{1cm} (S40)

where $E^-_z$ ($E^+_z$) denotes the amplitude of the leftward incident (rightward reflected) waveguide mode, and we require that the reference plane for defining the reflection phases of $r_L$ and $r$ are identical. The impedance boundary can be achieved by any optical insulating materials respecting TRS, say a PMC with $r_L = 1$. More generally, it can be formed by another gapped PC subject to a twisted boundary condition such that $r_L = r_L(\phi_y)$ also depends on
FIG. S9. (a) The schematic for calculating reflection coefficient of the TM wave. The upper and lower boundaries of the PC (size: $18a \times 15l$) are set as twisted periodic boundary condition with an additional phase factor $e^{i\phi_y}$, and the right boundary (not shown) is set as scattering boundary condition. The orange boundaries are PMC for TM waves, and the left boundary (red) of the lead (gray) is set as a plane-wave port with $E_z$-polarization. (b) Reflection phases along the white dashed lines in (d) and (f) at $fa/c = 0.583$ in the trivial ($\theta_d = 20^\circ$) and nontrivial ($\theta_d = 220^\circ$) gaps. (c-f) Reflection magnitude and phase of $r(\phi_y, \omega)$ for (c-d) $\theta_d = 20^\circ$ and for (e-f) $\theta_d = 220^\circ$.

the twist angle $\phi_y$ but obeys $r_L(\phi_y) = r_L(-\phi_y)$ due to TRS. Hence, TRS ensures that the impedance boundary is topologically trivial.

Since the closed waveguide lead can be regarded as a special TRS hard seal of the disordered PC, the existence of edge states of the PC is equivalent to that a harmonic TM field can subsist in the closed waveguide. From Eqs. (S40) and (S38), we obtain the impedance match condition for the subsistence of waves inside the waveguide

$$r(\phi_y) r_L(\phi_y) = 1 \iff \varphi(\phi_y) = -\varphi_L(\phi_y) \mod 2\pi. \quad (S41)$$

For a fixed frequency in the mobility gap, the schematics of reflection phases of the PC with trivial and nontrivial winding numbers are shown by the blue curves in Figs. S8(a) and (b), respectively. And the red dashed lines exemplify a constant reflection phase $-\varphi_L(\phi_y) \equiv 0.5\pi$ for the TRS impedance boundary. The intersections between the blue and red lines represent the solutions of the impedance match condition (S41) and hence determine the number and loci of edge states at that frequency. For the trivial case, the absence of intersection indicates that no edge states are guaranteed to exist inside the bandgap. In contrast, the intersections of the curves in Fig. S8 (b) demonstrate that the number of TM (TE) edge states is at least as many as the winding number $\tilde{C}_s$ of the PC’s reflection phase at any frequency inside the bandgap.

In summary, we can conclude that the nontrivial winding of the reflection phase ($\tilde{C}_s \neq 0$) directly indicates the PC can support $|\tilde{C}_s|$ pairs of gapless helical edge states. Hence, according to the bulk-edge correspondence between edge states and bulk QSH-Chern numbers, the topological classes of the reflection coefficient $r(\phi_y)$ can one-to-one map to the bulk QSH phases, i.e., $\tilde{C}_s \equiv C_s$.

C. Numerical results of classifying QSH phases in disordered PCs

We have numerically simulated the reflection process inside the composite structure of the disordered PC with $T_f$ and $M_z$ symmetries and the waveguide lead as shown in Fig. S9(a). In Fig. S9(c-f), we plot the magnitude $|r(\phi_y, \omega)|$ and phase $\varphi(\phi_y, \omega)$ of the reflection coefficient for two PCs with weak ($\theta_d = 20^\circ$) and strong ($\theta_d = 220^\circ$) disorders, respectively. The frequency ranges of $|r(\phi_y)| = 1$ in Fig. S9(c,e) denote the mobility gaps of the PCs.

In Fig. S9(b), the trivial and nontrivial windings of the reflection phases are exemplified at a given frequency inside two different gapped phases (see the dashed lines in Fig. S9(c,d) and (e,f)). According to the color map of the reflection phase in Fig. S9(d), the winding number of $\varphi(\phi_y)$ vanishes for all frequencies inside the bandgap, which verifies the weakly-disordered PC is a trivial insulator. In comparison, Fig. S9(f) shows that the winding number of
the reflection phase is quantized to $\tilde{C}_s = 1$ in the whole mobility gap of the strongly disordered PC, confirming that the TAI phase after disorder-induced transition in Fig. 2(a) of the main text carries a nontrivial QSH-Chern index.

S7. SPIN REFLECTION APPROACH FOR EXTRACTING THE $\mathbb{Z}_2$ TOPOLOGICAL INVARIANT OF SPIN-COUPLED PHOTONIC CRYSTALS

A. Construction of the reflection matrix of the spin-coupled PCs

For a $\mathcal{T}_f$-symmetric PC without $\mathcal{M}_z$ symmetry, we use the same waveguide lead to detect the wave reflection from the disordered PC as the $\mathcal{M}_z$-symmetric case. We still require that the waveguide is $\mathcal{T}_f$-symmetric and supports only one TE mode and one TM mode simultaneously per propagation direction in the frequency range concerned, which can be achieved by encasing the waveguide by two thin layers (yellow in Fig. S10) with $\varepsilon/\varepsilon_0 = \mu/\mu_0 = \text{diag}(-s, -s, 1)$ where $s \gg 1$ and in COMSOL we set $s = 100$. For the TE (TM) waveguide mode, this encased boundary serves as a PEC (PMC). Therefore, in this $\mathcal{T}_f$-symmetric dual-mode waveguide, the waves can be written as the superposition of $\psi^\pm e^{ikz}$ and $\psi^- e^{-ikz}$ with $\psi^\pm = (E_x^\pm, \eta_0 H_z^\pm)^T$ denoting the amplitude of the TM and TE modes in a two-component spinor form. By virtue of the absence of $\mathcal{M}_z$ symmetry, the TE and TM modes will be coupled by the PC after reflection. As a result, we have to use a $2 \times 2$ reflection matrix $R(\phi_y, \omega)$ to describe the wave reflection by the PC inside the waveguide at a given frequency $\omega$ and a phase angle $\phi_y$ of the twisted boundary condition,

$$
\psi^- (\phi_y, \omega) = R(\phi_y, \omega) \psi^+ (\phi_y, \omega),
$$

(S42)

where $\psi^+$ and $\psi^-$ represent the amplitudes of the incident and reflected waves, respectively.

The reflection matrix of the PC can be retrieved from the full-wave simulations using COMSOL, where we separately excited two incident waves with different polarizations, $\psi_1^+, \psi_2^+$, and probed the corresponding reflected waves, $\psi_1^-, \psi_2^-$. Then the reflection matrix can be extracted from

$$
[\psi_1^- \psi_2^-] = R \cdot [\psi_1^+ \psi_2^+] \quad \Rightarrow \quad R = [\psi_1^- \psi_2^-] \cdot [\psi_1^+ \psi_2^+]^{-1},
$$

(S43)

where $[\psi_1^+ \psi_2^+]$ and $[\psi_1^- \psi_2^-]$ represent the matrices spanned by the two linearly independent incident spinors and by the two reflected spinors, respectively. The numerical results of the reflection matrix of the spin-coupled disordered PCs are shown in Fig. 3 of the main text.

B. $\mathcal{T}_f$ symmetry restriction to the reflection matrix $R$

Now let us examine the constraints imposed on the reflection matrix by $\mathcal{T}_f$ symmetry in the bandgap of the PC. As shown in Fig. S10, after operating $\mathcal{T}_f$ on the system in Fig. S10 (a), we obtain the system in Fig. S10 (b), where $\mathcal{T}_f$ reverses the propagation directions of the forward-propagating and backward-propagating spinors inside the waveguide and also flips the angle of the twisted boundary condition. Given a pair of incident and reflected spinors,
\[ \psi^\pm(\phi_y), \text{ of the original system with the twist angle } \phi_y, \text{ the new incident and reflected spinors at } -\phi_y \text{ after } T_f \text{ reversal, denoted by } \tilde{\psi}^\pm(-\phi_y), \text{ can be expressed as} \]
\[ \tilde{\psi}^\pm(-\phi_y) = T_f(\psi^\pm(\phi_y)) = \tau \psi^\pm(\phi_y)^*, \tag{S44} \]
where \( \tau = \tau^* = -i\sigma_y \) denotes the unitary part of \( T_f \) acting on the two-component spinors. The \( T_f \) symmetry of the system ensures that the reflection matrix remains unchanged after \( T_f \) reversal, i.e.,
\[ \psi^-(\phi_y) = R(\phi_y)\psi^+(\phi_y), \tag{S45} \]
\[ \psi^-(\phi_y) = R(\phi_y)\tilde{\psi}^+(\phi_y). \tag{S46} \]

Note that the validity of Eq. (S46) relies on the vanishing of the transmitted wave in the original system, and hence it is only true in the mobility gap of the PC. Plugging the relation (S44) into Eq. (S46), we have
\[ \tau \psi^+(\phi_y)^* = R(\phi_y)\tau \psi^-(\phi_y)^* \]
\[ \Rightarrow \psi^+(\phi_y) = \tau^\dagger R(\phi_y)^* \tau \psi^-(\phi_y). \]

Comparing with Eq. (S45), we obtain the requirement of \( R \) in the mobility gap of a \( T_f \)-symmetric PC:
\[ \tau^\dagger R(\phi_y)^* \tau = R(-\phi_y)^{-1} \Rightarrow \sigma_y R(\phi_y)^* \sigma_y = R(-\phi_y)^\dagger. \tag{S47} \]

In the last step, we have used the unitarity (\( R^\dagger R = 1 \)) of the reflection matrix in the mobility gap. Note that the \( T_f \)-symmetric Wilson loop operator respects the same relation as Eq. (S47).

The symmetry relation in Eq. (S47), known as TRS \(^1\) symmetry, was recently studied as a non-Hermitian generalization of TRS [41]. It enforces the spectrum of \( R \) is symmetric about the \( T_f \)-invariant points at which the eigen reflection coefficients form the Kramers’ doublets. These properties are inherited by the eigen reflection phases, i.e., the arguments of the eigenvalues of \( R \). Therefore, the eigen reflection phases are symmetric about the \( T_f \)-invariant points (\( \phi_0 = 0, \pi \)) and have Kramers’ degeneracies, which are demonstrated by the numerical results shown in Fig. 3(b) of the main text.

**C. \( Z_2 \) classification of the reflection matrix**

In the mobility gap of the PC, the reflection matrix is a \( U(2) \) matrix and can be expressed with Pauli matrices as
\[ R = e^{i\varphi} \exp(i\alpha\vec{n} \cdot \vec{\sigma}) = e^{i\varphi} \left( \cos \alpha \sigma_x + i \sin \alpha \vec{n} \cdot \vec{\sigma} \right) \tag{S48} \]
with the eigenvalues \( r_{1,2} = \exp(i(q \pm \alpha)) \), where \( \vec{n} \) is a unit vector. Therefore, the eigen reflection phases are \( \varphi_{1,2} = q \pm \alpha \). And because of the Kramers’ degeneracy at the \( T_f \)-invariant point \( \phi_0 \), we have
\[ \alpha(\phi_0) = 0 \text{ or } \pi \Rightarrow R(\phi_0) = e^{i\varphi} \sigma_0 \in U(1). \tag{S49} \]

Considering the evolution of \( R \) in a cycle of \( \phi_y \in [-\pi, \pi) \), since \( R(\phi_y) \) and \( R(-\phi_y) \) are related by Eq. (S47) due to \( T_f \) symmetry, a half-cycle of \( \phi_y \in D^1 = [0, \pi] \) (\( D^1 \) refers to a 1D disk, i.e., a line segment) is enough to determine the topology of the evolution of \( R(\phi_y) \) in a whole period. Here, we adopt the concept of relative homotopy [40, 42] to derive the topological classification of the reflection matrix. The evolution of \( R \) in a half-cycle under the constraint of \( T_f \) symmetry can be characterized by the following map
\[ R : \begin{cases} D^1 & \rightarrow U(2) \\ \partial D^1 & \rightarrow U(1) \end{cases}, \tag{S50} \]
where the first line of the map indicates the reflection matrix \( R(\phi_y) \) at a general point of \( D^1 \) is a \( U(2) \) matrix, the second line indicates \( R \) at the terminals of \( D^1 \) (i.e., the \( T_f \)-invariant points) are restricted to the \( U(1) \) subgroup. Two evolutions of the reflection matrix in a half-cycle, labeled as \( R_1 \) and \( R_2 \), are topologically equivalent, provided that \( R_1 \) can be continuously deformed into \( R_2 \) without breaking the \( T_f \) symmetry, which is mathematically described by the continuous map, so-called homotopy, relative to the subspace \( U(1) \), \( \mathcal{R} : D^1 \times [0, 1] \rightarrow U(2) \), such that \( \forall \phi_y \in D^1 \) and \( t \in [0, 1] \):
\[ \mathcal{R}(\phi_y, 0) = R_1(\phi_y), \quad \mathcal{R}(\phi_y, 1) = R_2(\phi_y), \quad \mathcal{R}(\partial D^1, t) \in U(1). \tag{S51} \]
All the trajectories of reflection matrices $R(\phi_y)$ that can be continuously deformed to each other in this way are in the same homotopy equivalence class of $U(2)$ relative to $U(1)$. And the collection of all such homotopy equivalence classes forms the relative homotopy group $[40, 42]$, which characterizes the topological classification of the reflection matrix' evolutions under the constraint of $T_f$ symmetry. Note that since $U(1)$ is path-connected, the relative homotopy group $\pi_1(U(2), U(1))$ is irrelevant to the choice of basepoint.

To calculate the relative homotopy group, we consider the following short exact sequence:

$$ U(1) \xrightarrow{f} U(2) \xrightarrow{p} SU(2)/\mathbb{Z}_2 \cong SO(3) \tag{S52} $$

where $f$ and $p$ refer to two group homomorphisms defined as $f : U(1) \ni e^{i\theta} \mapsto e^{i\theta} \sigma_0 \in U(2)$ and

$$ p : U(2) \ni e^{i\theta} \exp[i \alpha \vec{n} \cdot \vec{\sigma}] \mapsto \begin{pmatrix} \pm e^{i\alpha \vec{n} \cdot \vec{\sigma}} \\ \in SU(2)/\mathbb{Z}_2 \end{pmatrix} \cong \exp \left[ -2\alpha \vec{n} \cdot \vec{\xi} \right] \in SO(3), \tag{S53} $$

with $\cong$ denoting the isomorphism between $SU(2)/\mathbb{Z}_2$ and $SO(3)$, and the skew-symmetric matrix

$$ \vec{n} \cdot \vec{\xi} = \begin{bmatrix} 0 & -n_z & n_y \\ n_z & 0 & -n_x \\ -n_y & n_x & 0 \end{bmatrix} \tag{S54} $$

denotes the generator of the $SO(3)$ rotation. It is obvious that the short sequence (S52) is exact, which means the image of $f$ equals the kernel of $p$: $\text{im}(f) = \{ e^{i\theta} \sigma_0 | \theta \in [-\pi, \pi) \} = \ker(p)$. Furthermore, since $\forall G = \exp \left[ \Theta \vec{n} \cdot \vec{\xi} \right] \in SO(3)$ the preimage $p^{-1}(G) = \{ e^{i\theta} \exp \left[ -\frac{1}{2} \Theta \vec{n} \cdot \vec{\sigma} \right] | \theta \in [-\pi, \pi) \} \cong U(1)$, the homomorphism $p : U(2) \to SO(3)$ forms a principal $U(1)$-bundle with $U(2)$ and $SO(3)$ serving as the bundle space and the base space, respectively, and $p^{-1}(G) \cong U(1)$ being the fiber at $G$. Hence, the sequence (S52) is a Serre fibration respecting homotopy lifting property.

According to Theorem 4.41 in Ref. [40], for a Serre fibration $F \to E \to B$, the $n$-homotopy group of the bundle space $E$ relative to the fiber $F$ is always isomorphism to the $n$-homotopy group of the base space $B$, i.e., $\pi_n(E, F) = \pi_n(B)$. Applying the theorem to our case, we obtain

$$ \pi_1(U(2), U(1)) \xrightarrow{p_*} \pi_1(SU(2)/\mathbb{Z}_2) = \pi_1(SO(3)) = \mathbb{Z}_2. \tag{S55} $$

Therefore, the evolutions of $R$ bounded by $T_f$ symmetry are $\mathbb{Z}_2$ classified, labeled by the $\mathbb{Z}_2$ index $\nu = 0$ or 1. In Fig. S11 (a-b), we plot the schematic spectra of the eigen reflection phases of $R(\phi_y)$ for trivial ($\nu = 0$) and nontrivial ($\nu = 1$) cases of the $\mathbb{Z}_2$ classification, which exhibits the same characteristic as the spectral flow of the $T_f$-symmetric Wilson loop operator [19]. Using the same criterion for the Wilson loop, we know that the parity of the number of crossing points between the bands of the eigen reflection phases and an arbitrary reference line of $\varphi = \text{const.}$ (red dashed lines in Fig. S11) determines the $\mathbb{Z}_2$ index $\nu$. 

FIG. S11. (a,b) The schematics of the (a) trivial and (b) nontrivial evolutions of the eigen reflection phase $\varphi_{1,2}(\phi_y)$ of the reflection matrix $R(\phi_y)$ over a half-period of $\phi_y$. (c,d) The (c) trivial and (d) nontrivial evolutions of the relative phase $\Theta(\phi_y) = \varphi_2(\phi_y) - \varphi_1(\phi_y)$ (i.e. the spin rotation angle) corresponding to (a) and (b).
Since the continuous deformation of \( \varphi_{1,2} = q \pm \alpha \rightarrow \varphi_{1,2} = \pm \alpha \), i.e. \( q(\phi_y) \rightarrow 0 \), does not change the connectivity of the two bands of \( \varphi_1, \varphi_2 \), the \( \mathbb{Z}_2 \) index of the reflection matrix can be captured by the relative winding number of the two eigen reflection phases over a half-period of \( \phi_y \)

\[
\hat{\nu} = \left[ \frac{1}{2\pi} \int_0^\pi d\phi_y \frac{\partial \Theta(\phi_y)}{\partial \phi_y} \right] \mod 2 = \left[ \frac{-1}{\pi} \int_0^\pi d\phi_y \frac{\partial \alpha(\phi_y)}{\partial \phi_y} \right] \mod 2 = 0 \text{ or } 1,
\]

where \( \Theta = \varphi_2 - \varphi_1 = -2\alpha \) gives the relative phase of the two eigen reflection coefficients. The quantization of the relative winding number is due to the Kramers’ degeneracy at \( T_f \) invariant points (Eq. (S49)). In Fig. S11 (c-d), we plot the schematic of the relative phases for the trivial and nontrivial cases. The second equality in Eq. (S56) also suggests that, for a smooth gauge of \( \alpha(\phi_y) \), the trivial and nontrivial \( \mathbb{Z}_2 \) windings can be efficiently identified by the values of \( \alpha \) at \( T_f \)-invariant points

\[
\exp(i\hat{\nu}\pi) = e^{i\alpha(0)}e^{i\alpha(\pi)} = \cos \alpha(0) \cos \alpha(\pi) = \pm 1.
\]

Hence, we see that the \( \mathbb{Z}_2 \) topology is completely determined by \( \alpha \) in the \( SU(2)/\mathbb{Z}_2 \) part of the \( R \) matrix, \( \pm \exp\{i\alpha(\cdot)\} \), but is irrelevant to the \( U(1) \) part, \( e^{i\Phi} \), which is consistent with the homotopy group obtained in Eq. (S55). In contrast to the \( \mathbb{Z}_2 \) classified winding number (Eq. (S39)) for the QSH systems with \( s_z \) spin conservation, the winding of relative phase in Eq. (S56) becomes meaningless when \( \hat{\nu} > 1 \) in the absence of \( U(1) \) spin rotation symmetry, which can be understood from the following reason. \( \hat{\nu} > 1 \) indicates the bands of \( \varphi_1, \varphi_2 \) intersect at some points away from \( T_f \)-invariant points. Without the protection of spin rotation symmetry, these degeneracies are unstable and can be easily lifted by perturbations, then the relative winding number will reduce to either 0 or 1.

### D. Physical meaning of the \( \mathbb{Z}_2 \) index

In this section, we discuss the physical meaning of the \( \mathbb{Z}_2 \) index of the reflection matrix from the perspective of spin reflection. Consider a pair of incident and reflected waves \( \psi_{in} \) and \( \psi_{r} \) inside the lead. According to the Rodrigues’ rotation formula, the spin of the backward wave reflected from the PC has the relationship to the spin of the incident wave as

\[
\tilde{s}_r = \langle \psi_r | \tilde{\sigma} | \psi_r \rangle \\
= \langle \psi_{in} | R^\dagger \tilde{\sigma} R | \psi_{in} \rangle \\
= \langle \psi_{in} | e^{-i\alpha \tilde{n} \cdot \tilde{\sigma}} e^{i\alpha \tilde{n} \cdot \tilde{\sigma}} | \psi_{in} \rangle \\
= \langle \psi_{in} | \tilde{\sigma} \cos(-2\alpha) + \tilde{n} \times \tilde{\sigma} \sin(-2\alpha) + \tilde{n} \cdot \tilde{\sigma} (1 - \cos(-2\alpha)) | \psi_{in} \rangle \\
= [\cos \Theta + \sin \Theta \tilde{n} \times + (1 - \cos \Theta)\tilde{n} \cdot \tilde{\sigma}] \langle \psi_{in} | \tilde{\sigma} | \psi_{in} \rangle \\
= \exp \left[ \Theta \tilde{n} \cdot \tilde{L} \right] \langle \psi_{in} | \tilde{\sigma} | \psi_{in} \rangle = G(\Theta, \tilde{n}) \tilde{s}_{in},
\]

where \( G(\Theta, \tilde{n}) = \exp \left[ \Theta \tilde{n} \cdot \tilde{L} \right] \in SO(3) \) represents the spin reflection matrix that illustrates the relative rotation between the initial and reflected spins about the axis \( \tilde{n} \) through an angle \( \Theta = -2\alpha \) counterclockwise. Comparing with the homomorphism in Eq. (S53), we find that the spin reflection matrix gives the projection of the reflection matrix from \( U(2) \) to \( SO(3) \), \( p(R) = G(\Theta, \tilde{n}) \), and the spin rotation angle is exactly the phase difference \( \Theta = \varphi_2 - \varphi_1 \) of the two eigenvalues of the reflection matrix \( R \). In this way, the \( \mathbb{Z}_2 \) index, \( \hat{\nu} = 0 \) or 1, can be endowed with a graceful physical intuition, i.e., it characterizes the two possible quantized values, 0 and 2\( \pi \), of the accumulated rotation angle of the spin reflection matrix in a half-cycle of \( \phi_y \), which is in accord with the result of Eq. (S55) that \( \pi_1(SU(3)) = \mathbb{Z}_2 \) determines the topological classification.

We should note that the rotation axis \( \tilde{n}(\omega, \phi_y) \) is not fixed in general, but can change with frequency and twist angle. As shown in Fig. S12, we plot the schematics of the homotopically trivial and nontrivial loops of the spin rotation matrix in \( SO(3) \), where the solid ball with radius \( \pi \) denotes a 3D real projective space \( \mathbb{R}P^3 \cong SO(3) \) with identifying any pair of antipodal points on the sphere as a single point. Given a point in the ball \( \vec{g} = \Theta \tilde{n}, \) its direction and radius represent the rotation axis \( \tilde{n} \) and rotation angle \( \Theta = G(\Theta, \tilde{n}) \), respectively. Since \( \Theta = 0 \) at \( T_f \)-invariant points, the loops of \( G(\Theta, \tilde{n}) \) should always start and end at the center of the ball. The non-straight trajectories imply that the rotation axis is not fixed. For the trivial case in Fig. S12(b), after a half-cycle over \( \phi_y \in [0, \pi] \), the trajectory forms a closed loop inside the ball. In comparison, for the nontrivial case in Fig. S12(a), the trajectory passes through the solid ball from one point on the surface to its antipodal point. Following this graphical representation, it is easy to see why a double-round spin rotation is topologically trivial when the rotation axis can be freely tuned. Fig. S12(c)
sketches this deformation process. Initially, a double-round rotation about a fixed axis is shown by the double-line passing through the center twice. By changing the rotation axis continuously, the double-line eventually converts to a trivial loop without touching the ball’s surface.

E. Correspondence between the $\mathbb{Z}_2$ index of reflection matrix and helical edge states

Now let us relate the winding number of the relative phase $\Theta$ to the number of helical edge states. Similar to the case with $M_z$ symmetry, we introduce an $T_f$-symmetric impedance boundary to block the left open end of the waveguide lead, as depicted in Fig. S10(a). The reflection matrix of the impedance boundary is set as $R_L(\phi_y,\omega)$, which correlates the amplitudes of the left and right going spinors,

$$\psi^+ (\phi_y, \omega) = R_L(\phi_y, \omega) \psi^- (\phi_y, \omega). \quad \text{(S59)}$$

To guarantee the impedance boundary is topologically trivial, we let $R_L = e^{i\varphi_L} \sigma_0$ be a constant (identical to Eq. (S40) for the $M_z$ symmetric case). The existence of edges states confined in the waveguide requires that Eqs. (S42) and (S59) are satisfied simultaneously, namely

$$\psi^+ (\phi_y) = R_L \psi^- (\phi_y) = e^{i\varphi_L} \psi^- (\phi_y) = e^{i\varphi_L} R(\phi_y) \psi^+ (\phi_y),$$

$$\Rightarrow \ R(\phi_y) \psi^+ (\phi_y) = e^{-i\varphi_L} \psi^+ (\phi_y). \quad \text{(S60)}$$

Therefore, an edge state appears at $\phi_y$ and $\omega$ if and only if one of the eigenvalues of the reflection matrix $R(\phi_y,\omega)$ of the PC equals $e^{-i\varphi_L}$, the inverse of the reflection coefficient of the impedance boundary. On the other hand, the $\mathbb{Z}_2$ index of the reflection matrix at a frequency $\omega$ inside the mobility gap specifies the parity of the number of eigen reflection phases at any given constant $\varphi = \varphi_L$ (the red dashed lines in Fig. S11 (a,b)) over a half-period of $\phi_y$, hence also indicating the parity of number of edge states in light of the criterion (S60). Over the full-period of $\phi_y \in [-\pi, \pi]$, $T_f$ symmetry forces the concurrence of the edge states at $\pm \phi_y$ forming helical edge state pairs. Therefore, a rigorous correspondence between the $\mathbb{Z}_2$ index $\tilde{\nu}$ of the reflection matrix and the helical edge states at any frequency inside the mobility gap can be achieved:

$$\tilde{\nu} = \text{parity of the number of helical edge state pairs}. \quad \text{(S61)}$$

According to the well-established bulk-edge correspondence between helical edge states and the Kane-Mele $\mathbb{Z}_2$ index of bulk states [43], the topological invariant $\tilde{\nu}$ of the reflection matrix is identical to the Kane-Mele $\mathbb{Z}_2$ index.
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FIG. S13. (a) A specific domain wall between two different disordered PCs, I and II, formed by connecting them with a $T_f$-symmetric waveguide. (b) The schematics of the eigenvalues’ phases of the reflection matrix product $\Delta R = R_I R_{II}$, whose intersections with $\phi = 0$ (red dashed line) correspond to the interface states localized in the waveguide in (a).

Next, we go one step further to show the $\mathbb{Z}_2$ index $\hat{\nu}$ of the reflection matrix can also determine the existence of helical interface states localized in-between two $T_f$-symmetric PCs. As shown in Fig. S13(a), we consider two disordered PCs, I and II, connected with a $T_f$-symmetric waveguide, which serves as a specific domain wall between the two PCs. Supposing the reflection matrix of the left and right PCs are $R_I(\phi_y, \omega)$ and $R_{II}(\phi_y, \omega)$ with respect to a common reference plane at $x = 0$ (red dashed line), the existence of an interface state $\psi = \psi^+ e^{ikx} + \psi^- e^{-ikx}$ confined in the waveguide requires

$$
\psi^+ = R_I(\phi_y)\psi^-, \quad \psi^- = R_{II}(\phi_y)\psi^+,
$$

which means the existence of an interface state at $\phi_y$ is equivalent to $\Delta R(\phi_y) = R_I(\phi_y)R_{II}(\phi_y)$ has a unity eigenvalue $r_0 = 1$ and hence a zero eigen phase $\varphi_0 = \arg(r_0) = 0$. It is easy to see that $\Delta R \in U(2)$ also respects the $T_f$ symmetry restriction (S47). Expressing $\Delta R = e^{i\nu} \exp(i\gamma \tilde{m} \cdot \vec{\sigma})$, the topology of the evolution of $\Delta R$ is also $\mathbb{Z}_2$ classified and characterized by (in the same way as Eq. (S57)):

$$
\exp(i\Delta \tilde{\nu}) = \cos(\gamma(0)) \cos(\gamma(\pi)) = \pm 1,
$$

under a continuous gauge of $\gamma(\phi_y)$ in the half period of $\phi_y \in [0, \pi]$. Consequently, as shown in Fig. S13, the $\mathbb{Z}_2$ index $\Delta \tilde{\nu}$ of $\Delta R$ determines the parity of the number of helical interface state pairs. So we need to derive the relation between $\Delta \tilde{\nu}$ and the $\mathbb{Z}_2$ indices, $\tilde{\nu}_I$, $\tilde{\nu}_{II}$, of the two PCs.

Plugging $R_a = e^{i\nu} \exp(i\alpha_a\tilde{n}_a \cdot \vec{\sigma})$ (a = I, II) into $\Delta R$, we obtain

$$
\Delta R = e^{i\nu} \exp(i\gamma \tilde{m} \cdot \vec{\sigma}) = R_I R_{II} = e^{i(q_1 + q_2)} \exp(i\alpha_L \tilde{n}_1 \cdot \vec{\sigma}) \exp(i\alpha_{II} \tilde{n}_I \cdot \vec{\sigma})
$$

$$
= e^{i(q_1 + q_2)} \left[ \cos(\alpha_1 \sigma_0 + i \sin(\alpha_1 \tilde{n}_1 \cdot \vec{\sigma})) \cos(\alpha_{II} \sigma_0 + i \sin(\alpha_{II} \tilde{n}_I \cdot \vec{\sigma})) \right]
$$

$$
= e^{i\nu} \left[ \cos(\cos(\alpha_1 \sigma_0) \sin(\alpha_1 \tilde{n}_1 \cdot \vec{\sigma})) \right] \sigma_0
$$

$$
+ i \left[ \cos(\sin(\alpha_1 \tilde{n}_1 \cdot \vec{\sigma})) \sin(\alpha_{II} \tilde{n}_I \cdot \vec{\sigma})) \right].
$$

At $T_f$-invariant points ($\phi_y = 0, \pi$), $\alpha(a, \phi_y) = 0$ or $\pi$ (a = I, II), which leads to

$$
\cos(\gamma(\phi_y)) = \cos(\alpha_I(\phi_y)) \cos(\alpha_{II}(\phi_y)).
$$

(S65)

Substitution of Eq. (S65) into Eq. (S63) yields the relation between the $\mathbb{Z}_2$ index $\Delta \tilde{\nu}$ and those of the two PCs

$$
\exp(i\Delta \tilde{\nu}) = \cos(\alpha_I(0)) \cos(\alpha_{II}(0)) \cos(\alpha_I(\pi)) \cos(\alpha_{II}(\pi))
$$

$$
= \left[ \cos(\alpha_I(0)) \cos(\alpha_{II}(0)) \right] \cos(\alpha_I(\pi)) \cos(\alpha_{II}(\pi))
$$

$$
= \exp(i\nu) \exp(i\tilde{\nu}_{II}) = \exp(i(\tilde{\nu}_I + \tilde{\nu}_{II})),
$$

$$
\Rightarrow \quad \Delta \tilde{\nu} = (\tilde{\nu}_I + \tilde{\nu}_{II}) \mod 2 = (\tilde{\nu}_I - \tilde{\nu}_{II}) \mod 2.
$$

(S67)

Therefore, we have proved that the difference between the $\mathbb{Z}_2$ indices $\Delta \tilde{\nu} = (\tilde{\nu}_I - \tilde{\nu}_{II}) \mod 2$ of the PCs at two sides determines the parity of the number of helical interface state pairs.
S8. EXPERIMENTAL PROPOSAL FOR SPIN REFLECTION WITH AN EFFECTIVE TWISTED BOUNDARY

In the above two sections, we proposed an efficient way to extract the topological invariants for the full-wave disordered systems. Here, we show that the scheme with twisted boundary is also experimentally achievable after some minor modifications.

As shown in Fig. S14, we propose a possible implementation of “twisted boundary condition” in real experiments, where the multi-lead structure is obtained by repeating the supercell (dashed box) in the $y$ direction $N$ times and each supercell is composed of a waveguide lead and a disordered PC of $M$ layers (the disorder configuration is the same in every supercell). Here, considering the feasibility of the experiments, we choose $M = 4$ and $N = 10$ ($N = 18$) for the spin-decoupled (spin-coupled) case. To simulate the twisted boundary condition with a twist angle $\phi_y$ for each supercell, we can illuminate the waveguide array with a constant phase increment $\phi_y$ in the $y$ direction, such that the incident wave in the $n$th lead equals $E_x^+ e^{i(n\phi_y)}$. Then we collect the reflected waves and compute the eigen reflection phases in each lead as what we have done in the original single-lead structure (such as Fig. S9).

For the spin-decoupled PCs with weak ($\theta_d = 20^\circ$) and strong ($\theta_d = 220^\circ$) disorders, Fig. S14(b) shows the TM reflection phases in lead $n$ ($n = 2, 3, \ldots, 9$) as functions of $\phi_y$, whose winding numbers reveals the topological properties of the disordered PCs. Here, we note that for the topologically non-trivial case ($\theta_d = 220^\circ$), the reflection phases in the upper leads ($n > 4$) are nearly identical and can manifest the non-trivial topology of the PC, while the results
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**FIG. S14.** The possible implementation of “twisted boundary condition” in experiment. (a) A disordered PC of size $9a \times 6l$ (marked by the supercell in dashed box) is repeated 10 times along the $y$ direction, and the phase difference of the incident waves between two adjacent leads is $\phi_y$. The upper and lower boundaries of the PC are encased by perfectly matched layers (PML) to mimic the open boundary condition in experiments. The colormap denotes the $E_z$ component for $\phi_y = \pi$, which is the numerically calculated in COMSOL. (b) Reflection phases in different leads for spin-decoupled PCs with disorder strength $\theta_d = 20^\circ$ (trivial) and $\theta_d = 220^\circ$ (non-trivial). (c) Eigen reflection phases in different leads for the spin-coupled PCs ($\kappa = 0.06$) with 18 supercells each of which has size $15a \times 6l$. 
in the lowest two leads \((n = 2, 3)\) deviate from the idea case with infinitely many supercells. This is indeed induced by the finite size effect. For the topologically trivial case \((\theta_d = 20^\circ)\), there is no unidirectional edge state, and the reflection phase in all leads are nearly identical.

To justify the repeating supercell structure and understand the numerical results, let us first imagine the ideal structure of infinitely many supercells, where the total reflected wave in the \(n\)th waveguide is the superposition of the components, \(E^{(n,m)}_r\), generated by the incident waves from the leads in all supercells (labeled by the index \(m\)): 
\[
E^{(n)}_r = \sum_{m=-\infty}^{+\infty} E^{(n,m)}_r,
\]
and should be precisely identical with the result of a single supercell with a twisted boundary condition. Due to the energy leaking, \(|E^{(n,m)}_r|\) generally decreases with the distance \(|n - m|\) between the incident and reflected leads. Hence, the reflected wave \(E^{(n)}_r\) in a lead is mainly contributed by the scattering from the several leads close to it. Therefore, for a structure with finite supercells, one may expect that the reflection phases in the leads would converge to the ideal result provided that the leads are far enough away from the upper and lower boundaries, while the result in the topmost and bottommost leads would stray from the infinite case. However, since the flow of TM edge states is clockwise (upwards on the left boundary), the reflected field in a lead to is much more affected by the incident waves from the leads below it than from those above it. Therefore, the reflected fields in the bottommost leads are nearly uninfluenced by the lower boundary. This explains why the numerical results of the reflection phases of the leads 8 and 9 are rather perfect in Fig. S14(b), while the results of the leads 2 and 3 violate the prediction of the ideal case.

The results for the spin-coupled PCs are shown in Fig. S14(c). Due to the concurrence of the edge states in both directions, we increase the supercells to 18, and only show the eigen reflection phases in the leads close to the structure’s midline \((n = 7, 8, \ldots, 14)\). The numerical results in Fig. S14(c) are consistent with the Fig. 3(b) in the main text, demonstrating the effectiveness of our design to reproduce the Gedanken experiment with a twisted boundary condition.
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