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Abstract

A factorization of spacetime of the form $\text{time} \times \mathcal{M}^3 \times \mathcal{M}^3 \times \mathcal{M}^3$ is considered in this paper as the closed string background in type IIA. The idea behind this construction is that each $\mathcal{M}^3$ might give rise to one large spatial dimension of 4-dimensional spacetime in the closed string sector. In the open string sector, intersecting D6-branes can be constructed for the simple choice of an orientifolding $\mathcal{M}^3 = T^3$ in a similar way as on the prominent $T^6 = T^2 \times T^2 \times T^2$ using exact CFT. The D6-branes then are allowed to span general 2-cycles on each $T^3_i$. The intersection 1-cycles between two stacks of branes on one $T^3_i$ can be understood as one spatial dimension of the effective 4-dimensional ‘spacetime’ for the massless chiral fermions charged under these two stacks. Additionally to the known solutions to the R-R tadpole equations conserving (3+1)-dimensional Poincare invariance, this allows for solutions with globally just (2+1)- or (1+1)-Poincare invariance. For non-supersymmetric solutions, a string tree-level and one-loop potential for the scalar moduli (including the spacetime radii) is generated in the NS-NS sector. This potential here is interpreted dynamically for radii and dilaton in order to describe the global evolution of the universe. In the late time picture, (3+1)-dimensional global Poincare invariance can be restored well within experimental bounds. This approach links particle properties (the chiral massless fermion spectrum) directly to the global evolution of the universe by the scalar potential, both depending on the same topological wrapping numbers. In the future, this might lead to much better falsifiable phenomenological models.
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1 Introduction

All matter of the standard model is chiral and appears in bifundamental representations of unitary and special unitary gauge factors.

In 1996, Berkooz, Douglas and Leigh discovered that intersecting D-branes in general lead to chiral fermions in the massless open string sector when embedded in a closed string type IIA string theory [1]. Bifundamental massless fermions in this picture correspond to strings, stretching between two stacks of D-branes and then shrinking to zero size. Every stack of D-branes (with a stacksize $N$) gives rise to a unitary gauge factor $U(N)$. The bifundamental representations of chiral fermions then are of the type $(N_a, ar{N}_b)$ or $(N_a, N_b)$, where $a$ is the stack where the one endpoint and $b$ the second stack where the other endpoint of the open string lies.

Many phenomenological models have been constructed in the meanwhile (for an overview see for instance [2–6]), and in all these constructions (9+1)-dimensional spacetime of type II string theory is factorized into a direct product of a (3+1)-dimensional external space $\mathbb{R}^{3,1}$ and a 6-dimensional internal space $\mathcal{M}^6$, i.e.

$$\mathcal{X} = \mathbb{R}^{3,1} \times \mathcal{M}^6 .$$  

$\mathbb{R}^{3,1}$ is the usual flat Minkowski space (also warped compact versions have been discussed) and $\mathcal{M}^6$ is a compact Calabi-Yau 3-fold or an orbifolded/ orientifolded $T^6$, where the size of this internal manifold is small enough compared to $\mathbb{R}^{3,1}$ in order not to conflict with any gravity experiments.

Although the ansatz (1.1) seems phenomenologically obvious, it is nevertheless highly unsatisfying. If string theory is to be a fundamental theory that is valid for all energy scales, it should even be able to provide for an explanation why spacetime splits into such a product (1.1). It is more natural to assume a very isotropic and homogeneous spacetime in the very beginning of the universe, where all spatial dimensions (leaving time aside) are of the same type and size. That they should be of the same type can be concretized in the demand that they should all be either compact or non-compact. Effective compactification or decompactification of certain dimensions then could be understood dynamically within the theory. In this line of thought, a product structure (1.1) at best will be valid for late times. For this reason, it seems questionable if a model with an a priori spacetime product structure (1.1) does correctly describe early cosmology (like inflation). If inflation indeed happens at a scale $\sim 10^{10}$ GeV and the compactification scale is around the GUT scale, the ansatz (1.1) would already be sufficient to describe it.

Indeed, a picture with initially similar compact spatial dimensions has been discussed already as early as 1988 by Brandenberger and Vafa [7], where it was assumed that space in the beginning can be described by a $T^9$. It is argued there that a (3+1)-dimensional large spacetime torus might be favored for late times by dimension counting arguments and considerations about Kaluza-Klein and winding modes, but these arguments were rather qualitative than quantitative.

\footnote{which is possible if the two stacks are at a non-vanishing angle}

\footnote{It is not known what ‘late times’ precisely means, as on the one hand the order of the string scale is unknown and on the other, a completely satisfying dynamical string (field) theory is missing.}
We will follow a similar spirit in this paper for intersecting branes: we will not a priori require a spacetime structure \(\mathcal{X} = \text{time} \times \mathcal{M}^9\), but start with a more general spacetime
\[
\mathcal{X} = \text{time} \times \mathcal{M}^9,
\]
(1.2)
where \(\mathcal{M}^9\) is a 9-dimensional compact manifold. In order to be able to use conformal field theory methods, we will describe the simplest case, the 9-torus, \(\mathcal{M}^9 = T^9\). Concretely, we will discuss the factorization
\[
\mathcal{M}^9 = T^3 \times T^3 \times T^3.
\]
(1.3)
The reasons for this choice are of different nature:

1. The ansatz (1.3) seems appealing as it is the most symmetrical way for three large dimensions to emerge, i.e. one \(T^3\) might exactly give rise to one large spatial dimension of the 4-dimensional external spacetime \(9 = 3 \times 3\).

2. The most successful models of recent years employ only D6-branes for such constructions, as they typically intersect along \((3+1)\) common dimensions, see for instance \([3, 4, 8–23]\). In all the constructions, it is assumed that the D6-branes completely fill out the external space \(\mathbb{R}^{3,1}\), and wrap 3-cycles on the internal space \(\mathcal{M}^6\) that generically intersect in one (or several) point(s). The topological intersection number on the compact internal space in this case is interpreted as the multiplicity of fermion representations, or in other words, the number of generations. The string one-loop amplitude can be calculated with CFT methods exactly if the \(T^6\) torus is factorized as \(T^6 = T^2 \times T^2 \times T^2\). In this case, the 3-cycle that the D-brane wraps is factorized into three 1-cycles \(\pi^{(1)}\), each wrapping one of the \(T^2\), i.e. \(\pi^{(3)} = \pi^{(1)} \otimes \pi^{(1)} \otimes \pi^{(1)}\).

In the alternative ansatz (1.3), these computations can be generalized by simply requiring the D6-branes to wrap 2-cycles on every \(T^3\), i.e. \(\pi^{(6)} = \pi^{(2)} \otimes \pi^{(2)} \otimes \pi^{(2)}\). The 2-cycles \(\pi^{(2)}_a\) and \(\pi^{(2)}_b\), describing different stacks of branes, will then generically intersect along a 1-cycle on every \(T^3\). This intersection 1-cycle \(\pi^{(1)}_I\) is the place within each \(T^3\) where the massless bifundamental fermions are located. The three intersection 1-cycles together (coming from the different \(T^3\)) form a 3-cycle, \(\pi^{(3)}_I = \pi^{(1)}_I \otimes \pi^{(1)}_I \otimes \pi^{(1)}_I\), and together with time this is the effective 4-dimensional ‘spacetime’ for the fermion under consideration. This understanding is valid as long as the fermions are massless compared to the Planck mass. The new picture of D6-branes on the \(T^9\) is illustrated in direct comparison to the old one on the \(T^6\) in figure 1.

Of course, the real closed string background and therefore gravity is still \((9+1)\)-dimensional, but this is the case as in any other brane construction in type IIA/B string theory. Such a picture can only make sense in the present state of the universe if six dimensions are small. It has been pointed out by Arkani-Hamed, Dimopoulos and Dvali in 1998 that they might be even as large as one millimeter, if only gravity is able to propagate through them \([24, 25]\).

The wrapping of the D-branes is topological. This means that for every \(T^3\), the size of the intersection 1-cycle \(\pi^{(1)}_I\) is dependent on the sizes of the fundamental torus
3. The torus is flat. This not just allows for trustable world sheet string computations, but also agrees with the picture of cosmology of the present universe which spatially seems to be flat. This can be seen for instance in the measurements of the total energy density by the so far highest precision experiment WMAP [26], which has yielded the result $\Omega_{\text{tot}} = 1.02 \pm 0.02$, where $\Omega_{\text{tot}} = 1$ describes a flat universe within standard cosmology. Of course, this immediately poses one question: we only know that the universe is flat since the radiation of CMB, before this time the picture is not so clear. Within standard cosmology the flat universe is unstable, meaning that any initial deviation from flatness is blown up extremely during the evolution of the universe. Inflation was created particularly to solve this finetuning problem by...
Figure 2: One radius of the $T^3$ growing in time. The arrows depict the intersections between different stacks of branes. Global Poincare invariance on the left-hand-side is broken, but gets restored effectively on the right-hand-side in the late time picture.

smoothing out any initial perturbation. On the other hand, we know that standard cosmology cannot be valid for very early cosmology anyway and that string theory might replace it. This leaves the possibility that the universe could have been flat even in the very early universe and that the spatial curvature stays negligible during the evolution. This is the working hypothesis of this paper and it is possible to check the validity of this approach by calculating the backreaction of the D-branes onto spacetime explicitly.

Even if such a picture finally cannot be maintained for the whole evolution of the universe, it still can be valid for the evolution after inflation and after supersymmetry and electroweak breaking. This assumption is inherit to all non-supersymmetric intersecting brane constructions even in the context of particle physics. We know that both supersymmetry breaking and electroweak breaking surely takes place at energies above 1 TeV. Therefore, below this energy scale in the evolution of the universe, the particle spectrum should not have changed anymore and the constructed non-supersymmetric intersecting brane models should stay valid after this time.

Thus, we will discuss intersecting D6-branes that wrap general 2-cycles on every $T^3$ of a background (1,3). Intersecting D6-branes in type IIA string theory can be obtained from several stacks of D9-branes in type IIB with a constant but different F-flux. To see this, one has to perform three T-dualities. If we apply one T-duality in every $T^3$ and allow for a constant F-flux having no component in the direction in which the T-duality is performed (this is merely a technical requirement), then we indeed obtain D6-branes with vanishing F-flux. Also from this point of view, the ansatz (1,3) might be favorable. Every stack of D6-branes wraps a general 2-cycle on every $T^3$ being at a general angle within the $T^3$. These angles are quantized in terms of three coprime wrapping numbers $m'$, $n'$ and $p'$, as we will see later, it is completely analogue to the case on the $T^2$. In this approach it is possible to construct both non-supersymmetric and supersymmetric models.

The string background $T^9 = T^3 \times T^3 \times T^3$ is not the only one that can be described exactly by CFT within this framework. This is very pleasant as D-branes alone on a compact space cannot fulfill R-R tadpole cancellation which is needed for a string model
free of gauge anomalies. The $T^9$ can be orientifolded and/or orbifolded, again in close analogy to the picture on the $T^6$. In this paper, we will discuss the simplest case of a worldsheet $\Omega$-orientifold in type IIB. In the type IIA picture, this translates to an $\Omega R$-orientifold that gives rise to a geometric O6-plane. This O6-plane also wraps a geometric 2-cycle on every $T^3$ and $R$ can be understood as a geometrical reflection along one of the three coordinates on every $T^3$. Such a background conserves 16 supersymmetries.

1.1 Some consequences of the new picture

This picture of generally intersecting D6-branes has some interesting but unusual features which have to be addressed:

1. It is clear that all the successful models which have been constructed using the $\Omega R$-orientifold on the $T^6 = T^2 \times T^2 \times T^2$ [11,12] are embedded in this larger class of models, especially the prominent model with the standard model spectrum has to be mentioned [27]. In the new picture, these models are described by D6-branes that all have one common direction, such that all intersection lines are parallel on each $T^3$. Subsequently, this common direction has to be decompactified. Parallel intersection 1-cycles conserve 1-dimensional Poincare invariance, therefore (3+1)-dimensional Poincare invariance is conserved. The internal space can be described by any perpendicular plane to the intersection 1-cycles in each $T^3$. Every D-brane wraps a 1-cycle in this plane and these 1-cycles generically intersect along a point. One of the problems of the model [27] has been the impossibility to cancel the NS-NS tadpole. There always remains an instability in the complex structure [28,29], implying that the brane configurations completely break supersymmetry if the tori are not degenerate. Furthermore, also the dilaton tadpole remains.

2. But in a generic model on the $T^9$ consisting of more than two stacks\(^3\), it might happen that the D6-branes are aligned in such a way that the intersection 1-cycles between different pairs of brane stacks are not all parallel to each other on one or several $T^3$. In this case, global Poincare invariance is broken in more than six spatial directions down to (2+1)- or (1+1)-Poincare invariance, in the worst case in all of them. Nevertheless, (3+1)-Poincare invariance for just one type of particles (so for one pair of intersecting branes) by itself is always conserved. The strength of global Poincare invariance breaking surely is connected to the size proportions between the three radii within one $T^3$. If one radius is very large in comparison to the others, then different intersection 1-cycles (along which distinct types of massless fermions are located) parallelize effectively. Unbroken Poincare invariance corresponds to completely parallel 1-cycles. Thus one has an effective restoration of (3+1)-dimensional Poincare invariance. It is easy to give a rough estimate that this restoration is very well off with current experimental bounds. The so-called Hughes-Drever tests\(^4\) so far have given the best bounds on the violation of Lorentz symmetry.

\(^3\)This is surely the case for the standard model which consists of three gauge factors.

\(^4\)The deviations from the local Lorentz invariance are inferred from possible anisotropies of the inertial mass $M_I$ in measurements of the quadrupole splitting time dependence of nuclear Zeeman levels along the orbit of the earth, $\delta = |M_I c^2 / \sum_A E_A^A - 1|$, where the sum goes over all forms of internal energy of a
[30], being $\delta < 3 \cdot 10^{-21}$. The diameter of the visible universe is approximately 13.7 light years. The size of the highest possible compactification scale for the small dimensions is at the millimeter scale, implying that the ratio between the largest radii and the smallest radii has to be at least $7 \cdot 10^{-30}$. This effect of Lorentz invariance restoration is illustrated in figure 2 too.

3. The same reasoning is true for supersymmetry, the D6-branes can break the initial 16 closed string supersymmetries down to any fraction or even completely. For the one-loop string amplitude, a complete breaking results in non-vanishing NS-NS tadpoles, generally in our case in one dilaton tadpole and nine radion tadpoles. It has been demonstrated that generally, NS-NS tadpoles do not indicate that the theory is inconsistent but rather that we perturb around the wrong spacetime vacuum [23, 31–35]. In order to correct this and redefine a background with vanishing NS-NS tadpole, the Fischler-Susskind mechanism (which has been invented for the dilaton tadpole in the bosonic string) should be applied [31, 32], but unfortunately there is no utilizable formulation for the NSR superstring so far. An alternative approach is to include the tadpole in the effective field theory equations of motion and then search for a new classical background [36–38]. This could allow one to really see the temporal and spatial evolution of the different closed string moduli, this would indeed be desirable for our model. But one has to be aware of the fact that this procedure only cures the problem of the tadpole in leading order (classically). Moreover, if the redefined geometry is highly curved, then the non-linear sigma model on the worldsheet cannot be solved exactly anymore.

The NS-NS tadpoles can be written as partial derivatives of a scalar potential which can be derived directly from the Born-Infeld action [39, 40], too. This scalar potential has been interpreted in the past as a dynamical potential for the scalar moduli on which it depends [28, 29, 41, 42]. This step is not trivial as the potential is actually derived for a static brane configuration, in other words, it is derived from a perturbative CFT computation which actually requires a constant spacetime background, thus one has to be careful with interpretation. Furthermore, the Born-Infeld potential includes all orders in $\alpha'$, but not in the string coupling, it arises already at the open string tree-level. In the later discussion in chapter 5, we will derive also the string one-loop quantum corrections (including all orders in $\alpha'$). One also has to carefully check if some bifundamental scalars during the evolution become tachyonic which is generally possible for non-supersymmetric models.

4. The most urgent question will be: can we still define our string theoretical model in a consistent way if the intersecting 1-cycles of different (3+1)-dimensional massless fermions are not always parallel on every $T^3$, i.e. we globally conserve only (2+1)- or (1+1)-Poincare invariance\textsuperscript{5}. At the level of the one-loop amplitude, this translates into the question if the R-R tadpole still can be cancelled for a general wrapping, as this would imply an anomaly free effective gauge theory. The R-R tadpole condition

\textsuperscript{5}The case of (0+1)-dimensional Poincare invariance breaking might be problematic in this approach due to the use of light cone gauge.
will be derived in chapter 4.1 and from the result it is indeed possible. This can be understood easily from the fact that the R-R-tadpole can be expressed purely homologically. An explicit example is discussed in detail in chapter 6.

5. In the discussed limit that all intersection 1-cycles are parallel on each $T^3$, we restore the factorization of 10-dimensional spacetime (1.1) and thereby global (3+1)-dimensional Poincare invariance. The internal space can be split from the external space in a unique way for all particles simultaneously. The external space then is given by the longitudinal direction to the 1-cycles, the internal space by the transverse (orthogonal) plane. But how shall we do this splitting in the case that the intersection 1-cycles are not all parallel? To understand this, we take another look at figure 2. In the case on the left hand side, the radii all are of a similar size, a unique external 6-dimensional space cannot be defined. The picture therefore is intrinsically 10-dimensional and cannot be described by a factorization of spacetime as (1.1). Whereas if one radius is much bigger than the two other ones, like on the right hand side of figure 2 then the different transversal planes all nearly coincide with the closed string plane orthogonal to the growing radius. In the case of a complete decompactification along this growing direction, they all do exactly coincide. This leads us to the apparent conjecture that the closed string moduli actually determine the internal 6-dimensional space, and not the 1-dimensional intersections between the branes themselves. If one direction within the $T^3$ is very much bigger than the two orthogonal ones, then these orthogonal ones span the internal space. By the use of this plane, we can immediately get the 4-dimensional massless fermion spectrum.

6. One of the most direct effects of those solutions breaking Poincare invariance further down from (3+1) dimensions, is that Yukawa couplings obtain a small spatial dependence at the tree-level. This can be understood by the following argument: the size of the Yukawa couplings on the tree level is determined by the area of the triangle between the intersection points of the three relevant particles on the $T^2$, see [43, 44]. In the new picture on the $T^3$, this statement will still be valid in the plane which defines the internal space (see last point). If we move this plane along the large direction of the $T^3$, then the chiral spectrum does not change (it is topological), but the distance between the particles does change. This implies that also the area of the triangle and therefore the Yukawa couplings change. In the late time picture, this locally is of course an effect which will be proportional to the ratio between the biggest and the small radii (smaller than $10^{-30}$ at the present state), but for the early universe it might have many new consequences which have to be considered in future work. Depending on how large the compactification scale of the large dimension compared to the visible universe actually is, there might be even visible phenomenological consequences today on a cosmological scale.

7. The first goal to see if the present construction can work is to obtain directions in the scalar moduli potential, along which certain radii grow very much compared to the other two ones on a particular $T^3$. This problem is best formulated using shape and volume moduli, as will be defined in section 5.1. One shape modulus (of the two) per $T^3$ should have a runaway potential, the other one should be stabilized
dynamically. The overall volume of the $T^9$ in the late time picture should scale like the size of the present universe (an acceleration with a very small effective cosmological constant) and the relative volume ratios between the three different $T^3$ should have been stabilized much earlier in order to account for the isotropy of the present universe. For the very early cosmology (like before or during inflation), the picture could be very different, with many moduli not yet being stabilized. In the end it will be a very quantitative question if all of this is possible.

There are many more features of this construction which have to be thought through, we will address some of them in sections 6 and 7.

The organization of the paper is as follows. The main sections 2 to 4 deal with the precise construction of the discussed orientifold model, they are of rather technical nature and can be skipped at first reading. In section 2, we will derive the F-flux quantization of D9-branes in type IIB string theory in detail for an abelian and non-abelian flux. The results will be related to the T-dual picture of intersecting D6-branes in section 3. Also the extension to tilted 3-tori (which correspond to an additional discrete NS-NS 2-form flux) will be discussed in section 3.1. The one loop amplitude and the R-R tadpole condition will be derived in section 4.1. Subsequently, we shortly derive the supersymmetry conditions and discuss conditions for the absence of tachyons in section 4.2.

The scalar moduli potential will be discussed in section 5, including both the tree level potential in section 5.2 and the one-loop potential in section 5.3 together with a discussion of the kinetic terms in Einstein frame in section 5.1.

Finally, one concrete toy model fulfilling the R-R tadpole cancellation condition will be investigated in detail in section 6. The conclusions and prospects are stated in chapter 7.
2 Generalized magnetic flux quantization on D9-branes

At first, we will consider the simple case of just one D9-brane on a $T^9 = T^3 \times T^3 \times T^3$, carrying a $U(1)$ gauge field. Afterwards we generalize to the non-abelian $U(N)$ case of $N$ D9-branes on top of each other.

2.1 The Abelian case

For simplicity, we define a right-handed coordinate system $X_i$, $Y_i$ and $Z_i$ on every one of the $T^3_i$ ($i = 1, 2, 3$). A general constant magnetic $U(1)$ flux can then be written as

$$F_{ab} = \bigotimes_{i=1,2,3} \begin{pmatrix} 0 & -B_i^z & B_i^y \\ B_i^z & 0 & -B_i^x \\ -B_i^y & B_i^x & 0 \end{pmatrix},$$

where $a, b \in \{1, \ldots, 9\}$. Of course, by a orthogonal coordinate transformation in a non-compact space we can transform this matrix into one with only one non-vanishing component of $B$, i.e.

$$\bigotimes_{i=1,2,3} \begin{pmatrix} 0 & -B_i^z & 0 \\ B_i^z & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$

This just means that a B-field always can be represented as a vector in three dimensions and we can use a coordinate system where one coordinate axis corresponds to the direction of the B-field.

However, notice that our present case is more difficult because such a transformation has to be made simultaneously for all stacks of branes. If for different stacks the direction of the B-vector is not identical, we cannot transform the whole system of branes into a coordinate system with only one component of $B$. Secondly, our 3-dimensional space is compact and we cannot a priori ensure that the necessary coordinate transformation respects the lattice symmetry.

In order to be able to make a connection with the T-dual picture containing only intersecting D6-branes and vanishing B-fluxes, we will assume that there is one direction in every $T^3_i$ common to all branes, along which the B-flux is vanishing. This then will be the direction along which we perform T-duality. We make the explicit choice

$$B_i^z \equiv 0 \quad \text{for } i = 1, 2, 3.$$  \hspace{1cm} (2.2)

This is a necessary technical requirement in order to ensure that starting from D9-branes with F-fluxes, in the D6-brane picture after T-duality there is no F-flux remaining.

In other words, we insist on a unique direction within every $T^3$ along which we can perform a T-duality and always get D6-branes with vanishing F-flux from the original D9-branes. If we do not make this assumption, then this might not be possible, we clearly want to avoid such a complication at this time. Choosing (2.2), it is always possible to achieve our goal by performing the T-duality in the $Z_i$-direction.

In the familiar case of F-fluxes on a $T^6$, the flux is quantized and the constant magnetic field on the side of D9-branes can directly be related to the angle on the side of D6-branes.
via the prominent equation

$$2\pi\alpha' B = \tan \varphi.$$  

One expects a similar result in the generalized case of equation (2.1). This will be derived in this section. At first we will derive the flux quantization and subsequently make the connection with the branes at angles side. One has to find a vector potential $A$ that by the simple choice

$$A_x^i = -B_y^i Z_i, \quad A_y^i = B_x^i Z_i, \quad A_z^i = 0. \quad (2.4)$$

The vector potential $A$, translated by one of the three fundamental lengths on the 3-torus, has to be gauge equivalent to the original vector potential (again for i=1,2,3), i.e.

$$A_x^i(X_i, Y_i, Z_i) \sim A_x^i(X_i + 2\pi L_x^i, Y_i, Z_i) \sim A_x^i(X_i, Y_i + 2\pi L_y^i, Z_i) \sim A_x^i(X_i, Y_i, Z_i + 2\pi L_z^i),$$

$$A_y^i(X_i, Y_i, Z_i) \sim A_y^i(X_i + 2\pi L_x^i, Y_i, Z_i) \sim A_y^i(X_i, Y_i + 2\pi L_y^i, Z_i) \sim A_y^i(X_i, Y_i, Z_i + 2\pi L_z^i),$$

$$A_z^i(X_i, Y_i, Z_i) \sim A_z^i(X_i + 2\pi L_x^i, Y_i, Z_i) \sim A_z^i(X_i, Y_i + 2\pi L_y^i, Z_i) \sim A_z^i(X_i, Y_i, Z_i + 2\pi L_z^i). \quad (2.5)$$

Therefore, a specific gauge transformation $\chi_i(X_i, Y_i, Z_i)$ has to exist that acts as an equivalence relation. For our case this requires

$$\partial_{X_i} X_i = -B_y^i 2\pi L_x^i, \quad \partial_{Y_i} Y_i = B_x^i 2\pi L_y^i, \quad \partial_{Z_i} Z_i = 0. \quad (2.6)$$

The gauge transformation then is given by

$$\chi_i = -B_y^i 2\pi L_x^i X_i + B_x^i 2\pi L_y^i Y_i + \text{const.} \quad (2.7)$$

The gauge parameter $U_i(X_i, Y_i, Z_i) \equiv \exp(i\chi_i)$ has to stay constant if one translates by any lattice vector, i.e.

$$U(X_i, Y_i, Z_i) = U(X_i + 2\pi L_x^i, Y_i, Z_i) = U(X_i, Y_i + 2\pi L_y^i, Z_i) = U(X_i, Y_i, Z_i + 2\pi L_z^i). \quad (2.8)$$

This induces

$$\chi_i(X_i + 2\pi L_x^i, Y_i, Z_i) - \chi_i(X_i, Y_i, Z_i) = -2\pi m_i,$$

$$\chi_i(X_i, Y_i + 2\pi L_y^i, Z_i) - \chi_i(X_i, Y_i, Z_i) = 2\pi n_i,$$

$$\chi_i(X_i, Y_i, Z_i + 2\pi L_z^i) - \chi_i(X_i, Y_i, Z_i) = 2\pi r_i, \quad (2.9)$$

with $m_i, n_i, r_i \in \mathbb{Z}$. The fact that $\chi_i$ does not depend on $Z_i$ forces that $r_i \equiv 0$. Writing down the first two equations explicitly using (2.7) gives us the quantization condition for the magnetic field components

$$B_x^i = \frac{n_i}{2\pi L_y^i L_z^i}, \quad (2.10)$$

$$B_y^i = \frac{m_i}{2\pi L_x^i L_z^i}.$$
The 3-dimensional $B$-vector on every 3-torus thus is given by
\[
\vec{B}_i = \frac{1}{2\pi} \begin{pmatrix}
n_i / (L_y^i L_z^i) \\
\end{pmatrix}
\begin{pmatrix}
m_i / (L_x^i L_z^i) \\
0
\end{pmatrix}
\text{with } n_i, m_i \in \mathbb{Z}.
\] (2.11)

It is easy to see the quantization of the flux through the three different planes spanned by two of the three fundamental $T^3$ coordinate axes using the definition
\[
\Phi = \int_S \vec{n} \cdot \vec{B} \, da.
\] (2.12)

One simply obtains:
\[
\Phi_{xy}^i = 0, \quad \Phi_{yz}^i = 2\pi n_i, \quad \Phi_{xz}^i = 2\pi m_i \quad \text{with } n_i, m_i \in \mathbb{Z}.
\] (2.13)

### 2.2 The $U(N)$ case

In this section, we will generalize the result (2.10) to the non-abelian case of $N$ D9-branes in a slightly more mathematical language using fiber bundles, an introduction to this approach can be found in [45, 46]. In order to describe a $U(N)$ bundle on a compact space (being here the direct product of three $T^3$), one has to chose coordinate patches on the manifold. It can be characterized by the so-called transition functions $\Omega_j$, making the transition between different patches. In the toroidal case, one transition function per compact direction $j$ is sufficient. These functions in general can depend on all the other compact dimensions (but not on the one for that it makes the transition), i.e. on one $T^3$ we have to regard
\[
\Omega_1(y, z), \quad \Omega_2(x, z), \quad \Omega_3(x, y).
\] (2.14)

To make sure that these functions describe a well-defined bundle, they have to fulfill cocycle conditions. These ensure that for every possible path in the $T^3$ ending at the starting point, being described by a chain of different transitions, the result is the identity. For each $T^3$ one obtains three conditions (one for every pair of dimensions)
\[
\begin{align*}
\Omega_1(y, 2\pi L_z) &\quad \Omega_3(0, y) \quad \Omega_1^{-1}(y, 0) \quad \Omega_3^{-1}(2\pi L_x, y) = 1 \\
\Omega_1(2\pi L_y, z) &\quad \Omega_2(0, z) \quad \Omega_1^{-1}(0, z) \quad \Omega_2^{-1}(2\pi L_x, z) = 1 \\
\Omega_2(x, 2\pi L_z) &\quad \Omega_3(x, 0) \quad \Omega_2^{-1}(x, 0) \quad \Omega_3^{-1}(x, 2\pi L_y) = 1
\end{align*}
\] (2.15)

On general tori, $U(N)$ bundles are completely classified by a first Chern number per pair of dimensions, i.e. in our case
\[
C^{xy}_1 = \int dx \, dy \, c^{xy}_1 = \frac{1}{2\pi} \int dx \, dy \, \text{Tr} \mathcal{F} = r \in \mathbb{Z},
\] (2.16)
\[
C^{yz}_1 = \frac{1}{2\pi} \int dy \, dz \, \text{Tr} \mathcal{F} = n \in \mathbb{Z}, \quad C^{xz}_1 = \frac{1}{2\pi} \int dx \, dz \, \text{Tr} \mathcal{F} = m \in \mathbb{Z}.
\]

In this equation, $\mathcal{F}$ stands for a general non-abelian magnetic flux. This corresponds exactly to the flux quantization condition (2.13) of the preceding section. At this point
we restrict again to \( r = 0 \) in order to have a good direction for performing T-duality afterwards. The gauge group \( U(N) \) can be decomposed into its abelian and non-abelian components, \( U(N) = (U(1) \times SU(N))/\mathbb{Z}_N \). Due to the trace which is taken in equation \( (2.10) \), only the abelian part plays an important role for the flux quantization and we obtain for the \( U(1) \) part of \( F 
abla \)

\[
 F^{U(1)}_{xy} = 0, \quad F^{U(1)}_{yz} = \frac{n}{2\pi NL_yL_z}, \quad F^{U(1)}_{xz} = \frac{m}{2\pi NL_xL_z}.
\]  

(2.17)

In the following, we will see that we can indeed find concrete transition functions \( \Omega \) and a connection \( A \) describing such a flux for a general choice of \( n \) and \( m \). One set of transition functions fulfilling the cocycle conditions \( (2.16) \) is given by

\[
 \Omega_1 = e^{2\pi i \frac{T_{xz}}{2\pi L_x}} V_m, \quad \Omega_2 = e^{2\pi i \frac{T_{yz}}{2\pi L_y}} V_n, \quad \Omega_3 = 1.
\]  

(2.18)

where

\[
 T_{yz} = \text{diag} \left( \frac{n - \tilde{n}}{N}, \ldots, \frac{n - \tilde{n}}{N}, \frac{n - \tilde{n}}{N} + 1, \ldots, \frac{n - \tilde{n}}{N} + 1 \right),
\]

\[
 T_{xz} = \text{diag} \left( \frac{m - \tilde{m}}{N}, \ldots, \frac{m - \tilde{m}}{N}, \frac{m - \tilde{m}}{N} + 1, \ldots, \frac{m - \tilde{m}}{N} + 1 \right),
\]

\[
 V = \begin{pmatrix}
 0 & 1 & 0 \\
 0 & \ddots & 0 \\
 1 & \cdots & 0
 \end{pmatrix}, \quad \tilde{n} \equiv n \pmod{N}, \quad \tilde{m} \equiv m \pmod{N}.
\]

(2.19)

A connection on the bundle has to fulfill the boundary conditions

\[
 A' = \Omega \cdot A \cdot \Omega^{-1} - i \, d\Omega \cdot \Omega^{-1}.
\]  

(2.20)

The prime denotes a transition along any of the three directions \( L_x, L_y \) or \( L_z \). A constant curvature background that fulfills all the nine equations \( (2.20) \) is given by

\[
 A^0_1 = A^0_2 = 0, \quad A^0_3 = F^{U(1)}_{yz} y + F^{U(1)}_{xz} x + \frac{4\pi}{L_z} \text{diag} \left( 0, 1/N, \ldots, (N-1)/N \right)
\]  

(2.21)

Therefore, the abelian part of the flux indeed is given by equation \( (2.17) \). The only important difference as compared to the purely abelian case is an additional factor \( 1/N \) for the gauge group \( U(N) \) as compared to the numerator of the two equations \( (2.10) \).

In the subsequent chapter we will see what the flux quantization in the picture of \( N \) D9-branes carrying a gauge group \( U(N) \) implies for the T-dual picture of D6-branes. One technicality is still needed to understand this connection. The boundary conditions for open strings that end on the D9-brane carrying the magnetic field can be written as

\[
 \partial_\sigma X_a - 2\pi \alpha' F^{U(1)}_{ab} \partial_\sigma X^b = 0, \quad \sigma = 0, \pi.
\]  

(2.22)
We again simplify notation by defining
\[
B_x \equiv 2\pi\alpha' B_x = -2\pi\alpha' F_{yz}^{(1)} = -\frac{\alpha' n}{NL_y L_z},
\]
\[
B_y \equiv 2\pi\alpha' B_y = 2\pi\alpha' F_{xz}^{(1)} = \frac{\alpha' m}{NL_x L_z}.
\] (2.23)

For the field strength (2.17), equation (2.22) explicitly can be written as
\[
\partial_\sigma X_i - B_y^i \partial_\tau Z_i = 0,
\]
\[
\partial_\sigma Y_i + B_x^i \partial_\tau Z_i = 0,
\]
\[
\partial_\sigma Z_i + B_y^i \partial_\tau X_i - B_x^i \partial_\tau Y_i = 0,
\] (2.24)
for \(i = 1, 2, 3\). Passing to the worldsheet light cone derivatives defined by
\[
\partial_+ \equiv \frac{1}{2} (\partial_\tau + \partial_\sigma),
\]
\[
\partial_- \equiv \frac{1}{2} (\partial_\tau - \partial_\sigma),
\] (2.25)
one can rewrite the boundary conditions as follows
\[
\partial_+ \begin{pmatrix} X_i \\ Y_i \\ Z_i \end{pmatrix} = \begin{pmatrix}
\frac{1 + B_y^i - B_x^i}{1 + B_x^i + B_y^i} & \frac{2B_x^i B_y^i}{1 + B_x^i + B_y^i} & \frac{2B_y^i}{1 + B_x^i + B_y^i} \\
\frac{2B_x^i B_y^i}{1 + B_x^i + B_y^i} & \frac{1 + B_x^i - B_y^i}{1 + B_x^i + B_y^i} & \frac{2B_y^i}{1 + B_x^i + B_y^i} \\
\frac{2B_x^i}{1 + B_x^i + B_y^i} & \frac{2B_y^i}{1 + B_x^i + B_y^i} & \frac{1 + B_x^i + B_y^i}{1 + B_x^i + B_y^i}
\end{pmatrix}
\partial_- \begin{pmatrix} X_i \\ Y_i \\ Z_i \end{pmatrix},
\] (2.26)
for \(i = 1, 2, 3\). This matrix will be needed in the next section for a comparison with the corresponding matrix in the T-dual picture of branes at angles.

### 3 Generalized intersecting D6-branes

In this chapter it is shown that a magnetic F-flux on D9-branes corresponds to T-dual D6-branes at general angles (within every \(T^3\)), if one performs a T-duality along one of the three axes of every \(T^3\). This is a direct generalization of the common picture of intersecting D6-branes on a \(T^6\).

A general rotation \(O\) in three dimensions can be described by the three Euler angles, \(\phi\), \(\theta\) and \(\psi\), i.e. by the matrix
\[
O = BCD
\] (3.1)
with the three subsequently performed rotations along the three Euler angles
\[
B = \begin{pmatrix}
\cos \psi & \sin \psi & 0 \\
-\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{pmatrix}, \quad
C = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \theta & \sin \theta \\
0 & -\sin \theta & \cos \theta
\end{pmatrix}, \quad
D = \begin{pmatrix}
\cos \phi & \sin \phi & 0 \\
-\sin \phi & \cos \phi & 0 \\
0 & 0 & 1
\end{pmatrix}.
\] (3.2)
This leads to the general rotation

\[
O = \begin{pmatrix}
\cos \psi \cos \phi - \sin \psi \cos \theta \sin \phi & \cos \psi \sin \phi + \sin \psi \cos \theta \cos \phi & \sin \psi \sin \theta \\
-\sin \psi \cos \phi - \cos \psi \cos \theta \sin \phi & -\sin \psi \sin \phi + \cos \psi \cos \theta \cos \phi & \cos \psi \sin \theta \\
\sin \theta \sin \phi & -\sin \theta \cos \phi & \cos \theta
\end{pmatrix}
\]

(3.3)

In the frame where a D6-brane (described by a 2-cycle on every $T^3$) spans the two coordinate axes $X'_i$ and $Y'_i$, the boundary conditions on one $T^3$ are simply given by two Neumann (along $X'_i$ and $Y'_i$) and one Dirichlet (along $Z'_i$) boundary conditions, i.e.

\[
\partial_+ \begin{pmatrix} X'_i \\ Y'_i \\ Z'_i \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix} \partial_- \begin{pmatrix} X'_i \\ Y'_i \\ Z'_i \end{pmatrix}.
\]

(3.4)

If a rotation matrix $O$ takes the coordinates $X_i, Y_i, Z_i$ to the primed ones,

\[
\begin{pmatrix} X'_i \\ Y'_i \\ Z'_i \end{pmatrix} = O \begin{pmatrix} X_i \\ Y_i \\ Z_i \end{pmatrix},
\]

(3.5)

then (3.3) can be rewritten for the unprimed coordinates and one obtains mixed Neumann/Dirichlet boundary conditions

\[
\partial_+ \begin{pmatrix} X_i \\ Y_i \\ Z_i \end{pmatrix} = O^{-1} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix} O \partial_- \begin{pmatrix} X_i \\ Y_i \\ Z_i \end{pmatrix}.
\]

(3.6)

In order to compare with the last section, one has to include another matrix on the right hand side of this equation, taking care of the T-duality transformation on the coordinate, taking the coordinate $Z_i$ into $Z_i$, such that the boundary conditions become

\[
\partial_+ \begin{pmatrix} X_i \\ Y_i \\ Z_i \end{pmatrix} = O^{-1} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix} O \partial_- \begin{pmatrix} X_i \\ Y_i \\ Z_i \end{pmatrix}.
\]

(3.7)

In order to compare with the last section, one has to include another matrix on the right hand side of this equation, taking care of the T-duality transformation on the coordinate, taking the coordinate $Z_i$ into $Z_i$, such that the boundary conditions become

\[
\partial_+ \begin{pmatrix} X_i \\ Y_i \\ Z_i \end{pmatrix} = O^{-1} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix} O \partial_- \begin{pmatrix} X_i \\ Y_i \\ Z_i \end{pmatrix}.
\]

(3.7)

Multiplying all the matrices, one obtains

\[
\partial_+ \begin{pmatrix} X_i \\ Y_i \\ Z_i \end{pmatrix} = G \partial_- \begin{pmatrix} X_i \\ Y_i \\ Z_i \end{pmatrix},
\]

(3.8)

\[
G \equiv \begin{pmatrix}
2 \cos^2 \theta + 2 \cos^2 \phi - 2 \cos^2 \phi \cos^2 \theta - 1 & 2 \sin \theta \sin \phi \cos \phi & 2 \sin \theta \sin \phi \cos \theta \\
2 \sin \theta \sin \phi \cos \phi & 2 \cos^2 \phi \cos^2 \theta - 2 \cos^2 \phi + 1 & -2 \cos \theta \sin \theta \cos \phi \\
-2 \sin \theta \sin \phi \cos \theta & 2 \cos \theta \sin \theta \cos \phi & 2 \cos^2 \theta - 1
\end{pmatrix}.
\]

This matrix does not depend anymore on the third angle $\psi$, meaning that after T-duality one obtains a 2-dimensional compact plane in every $T^3$, as expected. A rotation along
ψ corresponds to one within the plane. So, the choice of Euler coordinates is indeed a very useful one. If we substitute the flux quantization (2.10) together with (2.23) into the matrix of equation (2.26), one can compare the resulting matrix element by element with $G$. There is a one-to-one correspondence between the two matrices if one assumes that

\[
\phi_i = \arccos \left( \frac{n_i L_x^i}{\sqrt{n_i^2 L_x^i + m_i^2 L_y^i}} \right) \quad (3.9)
\]

\[
\theta_i = \arccos \left( \frac{L_x^i L_y^i L_z^i}{\sqrt{L_x^2 L_y^2 L_z^2 + \frac{n_i^2}{N^2} L_x^2 L_y^2 \alpha'^2 + \frac{m_i^2}{N^2} L_y^2 L_z^2 \alpha'^2}} \right)
\]

Now we have to rewrite the two angles for the correct lattice length in the D6-branes picture, $L_z^i = \alpha'/L_z^i$. Furthermore, we will rewrite the general quantum numbers $n_i$ and $m_i$ and also the number of D9-branes $N$ into a combination of their coprime part $n'_i$, $m'_i$ and $p'_i$ and their greatest common divisor, $q_i \equiv \gcd(n_i, m_i, N)$, such that

\[
n_i = n'_i q_i \quad m_i = m'_i q_i \quad N = p'_i q_i \quad (3.10)
\]

In our approach $N$ is positive for a D-brane, but it is also possible to formally include the case $N < 0$ and thus allow also for anti-D-branes. This statement will be made more precise later. Thereafter, we rewrite $q_i$ for all $i$ in the following way

\[
q_i = \gcd(q_1, q_2, q_3) k_i = \tilde{N} k_i \quad \text{with} \quad \tilde{N} \equiv \gcd(q_1, q_2, q_3). \quad (3.11)
\]

The $k_i$ and also $N$ are completely fixed by the third equation in (3.10) as $N$ does not carry any torus index, i.e.

\[
k_1 = p'_2 p'_3, \quad k_2 = p'_1 p'_3, \quad k_3 = p'_1 p'_2, \quad N = p'_1 p'_2 p'_3 \tilde{N}, \quad (3.12)
\]

if we assume that the $p'_i$ is a completely arbitrary integer, $\tilde{N}$ is a positive integer. The two angles then take the new form

\[
\phi_i = \arccos \left( \frac{n'_i L_x^i}{\sqrt{n'_i^2 L_x^2 + m'_i^2 L_y^2}} \right), \quad (3.13)
\]

\[
\theta_i = \arccos \left( \frac{p'_i L_x^i L_y^i}{\sqrt{(p'_i)^2 L_x^2 L_y^2 + n'_i^2 L_x^2 (L_z^i)^2 + m'_i^2 L_y^2 (L_z^i)^2}}} \right).
\]

Interestingly, the positive integer $\tilde{N}$ drops out of the two angles that now depend on nine integers $n'_i$, $m'_i$ and $p'_i$ (for the three 3-tori $i$). They will have a very simple geometrical interpretation as we will soon see.

First we are getting reminded of the usual case of D6-branes on the $T^6$, see for instance [11]. The analogue formula for a quantized angle there is simply given by

\[
\tan \phi_i = \frac{m_i L_y^i}{n_i L_x^i}
\]
Table 1: The wrapping numbers of the model shown in the lower part of figure 1.

|       | \(m'_1\) | \(n'_1\) | \(p'_1\) | \(m'_2\) | \(n'_2\) | \(p'_2\) | \(m'_3\) | \(n'_3\) | \(p'_3\) |
|-------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| brane a (green) | -1 | 0 | -2 | -1 | -1 | 1 | 1 | 1 | 0 |
| brane b (blue)   | 0 | 0 | -1 | -1 | 0 | -2 | -1 | 1 | 2 |

and the two coprime integers \(n_i\) and \(m_i\) have the interpretation of wrapping numbers on a 2-torus \((i = 1, 2, 3)\). A reflection at the origin of only one \(T\), i.e. the application of the map

\[
n_i \to -n_i, \quad m_i \to -m_i, \quad \text{for } i = 1, 2 \text{ or } 3,
\]

has the interpretation of exchanging a brane with its corresponding anti-brane. Geometrically, it can be understood as a reversion of the orientation on one \(T^2\) and by this also of the total orientation on the \(T^6\). From the sign of a certain brane contribution in the R-R-tadpole equations, one can read off that branes with a product \(n_1n_2n_3 < 0\) are actually anti-D-branes, whereas whose with \(n_1n_2n_3 \geq 0\) correspond to D-branes. This can be seen by a comparison of this sign to that of the orientifold brane (that has a negative R-charge) within the same equation.

A similar interpretation holds in our present case: a compact two-dimensional plane within a \(T^3\) can be uniquely specified by three integers that are mutually coprime. These integers have the interpretation of a vector in the reciprocal lattice of the \(T^3\), this is demonstrated in appendix A. Thus we can describe any D6-brane on one \(T^3\) by a vector

\[
\vec{n}_i = m'_i e^{(i)*}_1 + n'_i e^{(i)*}_2 + p'_i e^{(i)*}_3,
\]

where the reciprocal lattice vectors \(e^{(i)*}_j\) are defined by equation (A.2) in appendix A.1. Simply speaking, this vector is similar to a normal vector, with the only difference that it is defined on the reciprocal lattice and not on the lattice itself. The direction of this vector gives the orientation, reversing the orientation on one \(T^3\) by applying the map

\[
n'_i \to -n'_i, \quad m'_i \to -m'_i, \quad p'_i \to -p'_i, \quad \text{for } i = 1, 2 \text{ or } 3,
\]

also here means that we make the transition from a brane to its corresponding anti-brane. Here the tadpole equation (4.20) which will be derived in section 4.1.3 reveals, that wrapping numbers \(p'_1p'_2p'_3 \geq 0\) correspond to D-branes and wrapping numbers \(p'_1p'_2p'_3 < 0\) to anti-D-branes.

The additional positive integer \(\tilde{N}\) on the other hand has the interpretation of the stacksize of D6-branes (or anti-D6-branes) in the type IIA picture (branes on top of each other). This can be understood by the fact that the angles do not depend on \(\tilde{N}\) but it is still present as a factor in the number of original D9-branes (the last equation in (3.12)).

The wrapping numbers of the D6-branes shown in the lower part of figure 1 are stated as an instructive example in table 1.

### 3.1 Introducing Tilted \(T^3\)

In the picture of D9-branes on the \(T^6\), it is possible to switch on an additional background NS-NS 2-form flux \(B\), such that the total magnetic flux is given by \(B + 2\pi\alpha' F\) [47, 48].
By applying T-duality, the $B$-flux translates into tilted $T^2$ in the picture of intersecting D6-branes [12]. The $B$-flux for the D9-branes is discrete, and on the side of branes at angles this is manifest in the fact that the geometric part of the orientifold projection $\Omega R$ allows only for certain discrete tilts of the $T^2$. This is because the $R$ projection has to map any lattice point of the torus onto another lattice point in order to respect the torus symmetry. Therefore, this fixes the angle between the two elementary radii in the type IIA picture. This fact also allows for a simple derivation of the quantization of $B$-flux for the $T^3$ which will be described in the following. We assume that the tilted $T^3$ has a basis consisting of the three fundamental lattice vectors $2\pi L_x e_1$, $2\pi L_y e_2$ and $2\pi L_z e_3$ with

$$e_1 = \begin{pmatrix} c_1 \\ 0 \\ c_2 \end{pmatrix}, \quad e_2 = \begin{pmatrix} 0 \\ c_3 \\ c_4 \end{pmatrix}, \quad e_3 = \begin{pmatrix} 0 \\ 0 \\ c_5 \end{pmatrix}. \quad (3.16)$$

The reciprocal basis, being defined by equation (A.2), then is given by

$$e_1^* = \begin{pmatrix} 1/c_1 \\ 0 \\ 0 \end{pmatrix}, \quad e_2^* = \begin{pmatrix} 0 \\ 1/c_3 \\ 0 \end{pmatrix}, \quad e_3^* = \begin{pmatrix} -c_2/(c_1c_5) \\ -c_4/(c_3c_5) \\ 1/c_5 \end{pmatrix}. \quad (3.17)$$

The reflection $R$ reflects the $X_i^*$- and $Y_i^*$-coordinates on every $T^3_i$. It maps a point of the reciprocal lattice onto another one if and only if for any $m', n', p' \in \mathbb{Z}$ three arbitrary integers $u, v, w \in \mathbb{Z}$ can be found such that the following equation holds

$$R(m'e_1^* + n'e_2^* + p'e_3^*) = ue_1^* + ve_2^* + we_3^*. \quad (3.18)$$

This implies

$$u_i = -m'_i + 2p'_i \frac{L_x c_2}{L_z c_5}, \quad v_i = -n'_i + 2p'_i \frac{L_y c_4}{L_z c_5}, \quad w_i = p'_i, \quad (3.19)$$

and the right hand side of these equations will generally only be integer if

$$\frac{2L_x c_2}{L_z c_5} \in \mathbb{Z}, \quad \text{and} \quad \frac{2L_y c_4}{L_z c_5} \in \mathbb{Z}. \quad 17$$
We obtain four dissimilar possibilities

\[ c_2 = \frac{b_1}{L_x} L_z c_5, \quad c_4 = \frac{b_2}{L_y} L_z c_5, \]

where \( b_1, b_2 \in \{0, 1/2\} \). This result is again in direct analogy to the case on the \( T^6 \) [12]. Therefore we call the case \((b_1, b_2) = (1/2, 0)\) \( \text{B-torus} \), the case \((b_1, b_2) = (0, 1/2)\) \( \text{C-torus} \) and the case \((b_1, b_2) = (1/2, 1/2)\) \( \text{D-torus} \). The untilted torus formally is also included by \((b_1, b_2) = (0, 0)\) and will be called \( \text{A-torus} \). All these possibilities are depicted in figure 3. After normalizing the lattice vectors according to \((e_i)^2 = 1\), we obtain the final lattice vectors given by equations (A.4) and (A.5), as stated in appendix A.1. There will be \( 12 = 2 \times 6 \) distinct choices for basis of the whole \( T^9 = T^3 \times T^3 \times T^3 \).

For simplicity in computations, it is possible to reexpress all formulae which can be derived for the tilted tori formally like for the untilted torus and vice versa [49]. In order to do so, one has to find new ‘effective’ wrapping numbers \( \tilde{m}' \), \( \tilde{n}' \) and \( \tilde{p}' \) for the tilted torus such that \( R \) acts on them like on the untilted torus, i.e. \( R (\tilde{m}'_i, \tilde{n}'_i, \tilde{p}'_i) = (-\tilde{m}'_i, -\tilde{n}'_i, \tilde{p}'_i) \).

It is easy to see that this is just the case for

\[
\tilde{m}'_i = m'_i + b_1 p'_i, \quad \tilde{n}'_i = n'_i + b_2 p'_i, \quad \tilde{p}'_i = p'_i. \tag{3.20}
\]

To state it clearly, the orientifold projection fixes two of the three possible angles between the elementary radii to discrete values. This means that one angle (the one between the \( x \)- and the \( y \)-axis) remains unfixed. This can be seen by repeating the calculation above for two additional elements \((x-\text{and } y \text{-components})\) within the basis vector \( e_3 \) in the ansatz 3.16. These relative size of these components is not getting fixed by the orientifold projection.

### 4 One-loop amplitude

In this section, we will calculate the R-R and NS-NS tadpole equations for the proposed model

\[
\text{type IIA on } T^9 \quad \Omega R \tag{4.1}
\]

where the 9-torus is factorized as \( T^9 = T^3 \times T^3 \times T^3 \). This is the picture of intersecting D6-branes with a vanishing F-flux, as presented in chapter 3. We will present the computations for all \( T^3 \) being untilted, but extend the final R-R and NS-NS-tadpoles also to the case of tilted tori, as described in section 3.1.

The action of the antiholomorphic involution \( R \) will be given by

\[
R : \quad \tilde{Z}_i \rightarrow -\tilde{Z}_i \tag{4.2}
\]

for \( i = 1, 2, 3 \). This is in complete analogy to the usual orientifolds on the \( T^6 \), where \( R \) in most cases is taken to act as a complex conjugation, also reflecting the three coordinates along which the T-duality from the D9-branes beforehand has been performed. For this simple choice 4.12, the orientifold plane is localized along the \((X_i, Y_i)\)-plane of every 3-torus.
The one-loop vacuum amplitude $Z_{\text{one-loop}}$ is the sum of the 4 contributions from the different $\chi = 0$ worldsheets

$$Z_{\text{one-loop}} = T + K + A + M,$$

where we will work with the Hamiltonian formalism for which every worldsheet integral is written as a trace. The torus amplitude $T$ is modular invariant and therefore finite (or even vanishing for a supersymmetric model). Hence it is irrelevant for the calculation of tadpoles and will not be treated here, only the three remaining worldsheets for which it cannot be guaranteed that they do not contain divergencies spoiling the theory at the quantum level [50, 51]. At first we will calculate the R-R-tadpole equation in the tree channel, the NS-NS tadpole is stated in appendix E.

4.1 The R-R tadpole

4.1.1 Klein bottle

The R-R sector of the tree channel Klein bottle amplitude in the loop channel corresponds to the (NS-NS, $-$)-sector,

$$K^{(\text{NS-NS}, -)} = \sqrt{2}c \sum_{n=1}^{\infty} \left( \alpha^\mu_{-n} \alpha^\mu_n + \tilde{\alpha}^\mu_{-n} \tilde{\alpha}^\mu_n \right) + \sum_{r \in \mathbb{Z}+1/2, r>0} \left( r \psi^\mu_{-r} \psi^\mu_r + r \tilde{\psi}^\mu_{-r} \tilde{\psi}^\mu_r \right) + E^{\text{NS-NS}}_0 + \mathcal{H}^K_{\text{lattice}, \text{cl.}}.$$

The zero point energy in the NS-NS sector is determined by the number of complex fermions and bosons and simply given by

$$E^{\text{NS-NS}}_0 = E^{\text{NS, L}}_0 + E^{\text{NS, R}}_0 = 2 \cdot \left( -1/12 - 1/24 \right) = -1.$$ 

The lattice contribution is calculated in appendix D, equation (C.7). The trace over the oscillator modes just gives the standard NS-NS sector theta functions, altogether we obtain

$$K^{(\text{NS-NS}, -)} = \frac{c \sqrt{2}}{4} \int_0^{\infty} \frac{dt}{t^{3/2}} \psi^\mu_{1/2} \prod_{i=1}^{4} e^{-\pi t \left( \frac{s'_x}{\xi_2} s'_x + \frac{\alpha' F}{\alpha'} r_3^2 + \frac{(t_1)^2}{r_3^2} \right)}.$$
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The argument of the $\vartheta$ and $\eta$ functions is given by $q = \exp(-4\pi t)$. After the transformation into the tree channel via $t = 1/(4l)$, the Klein bottle amplitude reads

$$\tilde{\mathcal{K}}^{(\text{R-R},+)} = c \frac{16\sqrt{2}}{\alpha'^{3/2}} \int_0^\infty \frac{dl}{\eta^{12}} \left[ \frac{1}{2} \right] \prod_{i=1}^3 \left[ \frac{L^i_x L^i_y}{\tilde{L}^i_z} \left( \sum_{\tilde{x}_1,\tilde{x}_2,\tilde{x}_3} e^{-4\pi l \left( \frac{\tilde{x}_1^2}{\alpha'} + \frac{\tilde{x}_2^2}{\alpha'} + \frac{\tilde{x}_3^2}{\alpha'} \right)} \right) \right]$$

with an argument $q = \exp(-4\pi l)$ for the $\vartheta$ and $\eta$ functions. The R-R tadpole contribution from the Klein bottle, being the zeroth order term in the $q$-expansion, eventually is given by

$$c \frac{256 \sqrt{2}}{\alpha'^{3/2}} \prod_{i=1}^3 \left( \frac{L^i_x L^i_y}{\tilde{L}^i_z} \right).$$

### 4.1.2 Annulus

The (R,+)-tree channel sector corresponds to the (NS,-)-sector in the loop channel which we will now calculate. It contains four different contributions for just one stack of branes

$$\mathcal{A} = \mathcal{A}_{jj} + \mathcal{A}_{j'j'} + \mathcal{A}_{jj'} + \mathcal{A}_{j'j} .$$

The first two contributions correspond to strings going from one stack of branes to itself, whereas the third and fourth contributions represent strings that go from one brane to its mirror image, which generically is located at a non-vanishing angle. For this reason, the two types of contributions will be treated separately, we will start with the amplitude $\mathcal{A}_{ii}$. It is given by

$$\mathcal{A}_{jj}^{(\text{NS,-})} = c \int_0^\infty \frac{dt}{4^{3/2}} \text{Tr}^{(\text{NS,-})} \left( \frac{1}{2} \left( \frac{1}{2} + (-1)^F \right) e^{-2\pi t H_{\text{open}}} \right) .$$

The open string Hamiltonian in light cone gauge for the case of coinciding branes is given by

$$H_{\text{open}} = \left( \frac{p^\mu}{2} \right)^2 + \sum_{\mu} \left( \sum_{n=1}^{\infty} \left( \alpha_{-n}^\mu \alpha_n^\mu \right) + \sum_{r \in \mathbb{Z}+\nu, \ r>0} (r \psi_{-r}^\mu \psi_r^\mu) \right) + E_0 + H_{\text{lattice, op}} .$$

The lattice contribution comprises some subtleties and is calculated in detail in appendix \[D.1\], equation (D.21). The trace in (4.10) can be evaluated, leading to the standard theta functions in this sector from the oscillator part and a lattice sum from the Kaluza-Klein and winding contributions. After the transformation to the tree channel (see \[D.1\] for
details), using \( t = 1/(2l) \), we obtain the following amplitude for a stack of \( \tilde{N} \) branes:

\[
\tilde{A}_{jj}^{(R,+)} = \frac{\sqrt{2c\tilde{N}^2}}{64\alpha'^{3/2}} \int_0^\infty dl \frac{-\vartheta}{\eta^{12}} \left[ \begin{array}{cc} 1/2 \\ 0 \end{array} \right]^4 \prod_{i=1}^3 \left[ \frac{n_i^2 L_x^2 (\tilde{L}_z^i)^2 + m_i^2 L_y^2 (\tilde{L}_z^i)^2 + p_i^2 L_x^2 L_y^2}{L_x^i L_y^i L_z^i} \sum_{w_i,k_i,l_i} e^{-2\pi l H_{lattice, cl} A_{jj}^{ab}} \right].
\] (4.12)

The closed string lattice Hamiltonian is given in equation (D.18). The \( \vartheta \) and \( \eta \) functions have an argument \( q = \exp(-4\pi l) \). An expansion in \( q \) leads to the tadpole contribution

\[
\sqrt{2c\tilde{N}^2} \prod_{i=1}^3 \left[ \frac{n_i^2 L_x^2 (\tilde{L}_z^i)^2 + m_i^2 L_y^2 (\tilde{L}_z^i)^2 + p_i^2 L_x^2 L_y^2}{L_x^i L_y^i L_z^i} \right].
\] (4.13)

Next, we will calculate the annulus tadpole contributions coming from the sectors \( A_{j'j} \) and \( A_{j'j} \). These two sectors correspond to strings in between branes at a non-vanishing angle, necessitating a different treatment, also the angles appear as a summand in the moding of the oscillator sums. Nevertheless, one formally obtains exactly the same theta functions for the oscillator part as in the standard case of \( T^6 = T^2 \times T^2 \times T^2 \) if one simply understands the intersection angles \( \kappa_i \) as the angles between the normal vectors of the involved branes on the specific \( T^3 \).

The starting equation in the loop channel then is the following

\[
A_{ab}^{(NS,-)} = -\frac{c}{4} \tilde{N}_a \tilde{N}_b I_{ab} \int_0^\infty dt \frac{\eta^{3/2} e^{-\frac{3}{2}\pi i}}{t^{3/2}} \frac{\vartheta}{\vartheta} \left[ \begin{array}{c} 0 \\ \kappa_1 \\ \kappa_2 \\ \kappa_3 \end{array} \right] \frac{\eta^{3/2} e^{-\frac{3}{2}\pi i}}{t^{3/2}} \left[ \begin{array}{c} \kappa_1 - 1/2 \\ 1/2 \\ \kappa_2 - 1/2 \\ 1/2 \\ \kappa_3 - 1/2 \\ 1/2 \end{array} \right] \sum_{i=1}^3 \prod_{j=1}^3 e^{-2\pi l H_{lattice, op} A_{jj}^{ab}}.
\] (4.14)

The oscillator part is derived for instance in [3], but here we have an additional lattice contribution, originating from the fact, that one of the spacetime dimensions is a one-dimensional compact subset of every \( T^3 \). \( \kappa_i \) is the angle between the two involved branes on the \( i \)th \( T^3 \), the open string lattice Hamiltonian \( H_{lattice, op} A_{jj}^{ab} \) is derived in appendix D.2 equation (D.27). \( I_{ab} \) is a multiplying factor of the amplitude which has been identified in the case of the \( T^6 = T^2 \times T^2 \times T^2 \) with the topological intersection number of the corresponding one-cycles of every brane on every \( T^2 \). We will soon see that a similar meaning can be given to this factor in the case of the \( T^9 \), there being the topological intersection number of corresponding two-cycles. But the explicit form will be more...
complicated. The transformation to the tree channel leads to the following amplitude

\[
\mathcal{A}_{ab}^{(R,+)} = -\frac{c\sqrt{2}}{8\alpha'^{3/2}} \tilde{N}_a \tilde{N}_b I_{ab} \int_0^\infty dl \frac{d\theta}{\sqrt{\prod_i \left[ \begin{array}{c} 1/2 \\ 1/2 - \kappa_1 \\ 1/2 - \kappa_2 \\ 1/2 - \kappa_3 \end{array} \right]}} \left[ \begin{array}{c} 1/2 \\ 0 \\ -\kappa_1 \\ -\kappa_2 \end{array} \right] \left[ \begin{array}{c} 1/2 \\ -\kappa_1 \\ 1/2 - \kappa_2 \\ 1/2 - \kappa_3 \end{array} \right] \eta^3 \right] \cdot \prod_{i=1}^3 \left( \frac{1}{\Lambda_i} \right) \sqrt{\left( p_i^{b'} n_i^{a'} - p_i^{a'} n_i^{b'} \right)^2 L_i^2 + \left( m_i^{b'} p_i^{a'} - m_i^{a'} p_i^{b'} \right)^2 L_i^2 + \left( m_i^{b'} n_i^{a'} - m_i^{a'} n_i^{b'} \right)^2 \left( \tilde{L}_i \right)^2} \sum_{w_i} e^{-2\pi i H_{\text{lattice}, \text{cl.}}} \right],
\]

where

\[
\Lambda_i \equiv \gcd \left( m_i^{b'} p_i^{a'} - m_i^{a'} p_i^{b'}, p_i^{b'} n_i^{a'} - p_i^{a'} n_i^{b'}, m_i^{b'} n_i^{a'} - m_i^{a'} n_i^{b'} \right).
\]

Again expanding in \( q = \exp(-4\pi l) \) leads to a tadpole contribution

\[
\frac{\sqrt{2c} \tilde{N}_a \tilde{N}_b I_{ab}}{4\alpha'^{3/2}} \prod_{i=1}^3 \frac{1}{\Lambda_i} \left[ \frac{n_i^{b'} n_i^{a'} L_i^2 \left( \tilde{L}_i \right)^2 + m_i^{b'} m_i^{a'} L_i^2 \left( \tilde{L}_i \right)^2 + p_i^{b'} p_i^{a'} L_i^2 \left( \tilde{L}_i \right)^2}{L_i L_i L_i} \right].
\]

This expression is exactly the same contribution for the limit of coinciding branes \( a = b \), equation (4.13), if one assumes that

\[
I_{ab} = \prod_{i=1}^3 \Lambda_i.
\]

It is indeed shown in appendix A.2 that \( I_{ab} \) is the unoriented topological intersection number between two D6-branes which correspond to 2-cycles on every \( T^3 \). The fact that an unoriented intersection number (and not an oriented one as in the case of the \( T^2 \)) appears in the amplitude is due to the fact that also the angle appearing in the theta functions is unoriented (in the sense that it is the 'smaller' angle between the two (oriented) normal vectors of the two involved branes, therefore \( \leq \pi \)). Further implications of this fact will be seen later.

### 4.1.3 R-R tadpole cancellation

We are now able to calculate the complete annulus tadpole [sum of all contributions from (4.19)] for one stack of branes, where we have to use that a \( \Omega R \)-mirror brane is given by the map

\[
\Omega R : \quad n_i' \rightarrow -n_i', \quad m_i' \rightarrow -m_i', \quad p_i' \rightarrow p_i'.
\]

The R-R-tadpole contributions of the Klein bottle and the annulus together are sufficient to write down the full cancellation condition. Different radii factors have to cancel independently and one finally obtains the following set of tadpole cancellation conditions...
and $T$ can be given. At first, the statement that a negative product of $T$ and $T^2$-cycles on a $(4.20)-(4.23)$ for $\tilde{N}_i$ is the torus index (this case corresponds to an $AAA$-torus). The O6-plane then is located at

$$\pi_{O6} = 8 (\pi_{x_1} \otimes \pi_{y_1}) \otimes (\pi_{x_2} \otimes \pi_{y_2}) \otimes (\pi_{x_3} \otimes \pi_{y_3})$$

and the $\Omega R$-mirror brane can be obtained by an application of the map (4.19). One immediately obtains the set (4.20)-(4.23) for $b_1 = b_2 = 0$. 

$$\sum_{l=1}^{k} \tilde{N}_l p_1^{(l)'} p_2^{(l)'} p_3^{(l)'} = 16,$$  
\(4.20\)

$$\sum_{l=1}^{k} \tilde{N}_l p_1^{(l)'} \left( n_{j}^{(l)'} + b_2^{(l)'} p_j^{(l)'} \right) \left( n_{K}^{(l)'} + b_2^{K} p_K^{(l)'} \right) = 0 \quad \text{with} \quad I \neq J \neq K \neq I,$$  
\(4.21\)

$$\sum_{l=1}^{k} \tilde{N}_l p_1^{(l)'} \left( n_{j}^{(l)'} + b_3^{(l)'} p_j^{(l)'} \right) \left( m_{j}^{(l)'} + b_3^{K} p_K^{(l)'} \right) = 0 \quad \text{with} \quad I \neq J \neq K \neq I,$$  
\(4.22\)

$$\sum_{l=1}^{k} \tilde{N}_l p_1^{(l)'} \left( m_{j}^{(l)'} + b_2^{(l)'} p_j^{(l)'} \right) \left( m_{K}^{(l)'} + b_3^{K} p_K^{(l)'} \right) = 0 \quad \text{with} \quad I \neq J \neq K \neq I,$$  
\(4.23\)

and $I, J, K \in \{1, 2, 3\}$. These equations have already been generalized to the case of tilted $T^3$ by introducing $b_1'$ and $b_2'$. On every $T^3_i$ they independently can take the values 0 or 1/2. In general, these are $1 + 3 + 6 + 3 = 13$ different equations. Several immediate comments can be given. At first, the statement that a negative product of $p_1^{(l)'} p_2^{(l)'} p_3^{(l)'}$ corresponds to an anti-D-brane is confirmed by the first tadpole equation (4.20), as the $R$-charge then switches sign as compared to the O-plane that contributes the term 16 on the other side of the equation.

The tadpole equations on the standard $T^6$ (that have been derived in [11]) can be obtained by setting $n_{j}^{(l)'} = 0$ (for all $l, J$) and then performing the decompactification limit $L_y \to \infty$. Equivalently, one can set $m_{j}^{(l)'} = 0$ (for all $l, J$) and then let $L_x \to \infty$. In both cases, exactly four equations out of the set (4.20)-(4.23) remain and indeed are the same equations as in [11](after renaming the wrapping numbers to the conventions used in that paper).

These equations should also be obtainable in a very different way, namely from the topological equation

$$\sum_{l=1}^{k} \tilde{N}_l \left( \pi^{(l)} + \pi^{(l)'} \right) - 4\pi_{O6} = 0,$$  
\(4.24\)

as it has been suggested in [52], see also [27, 28]. A D6-brane which factorizes in three 2-cycles on a $T^6 = T^3 \times T^3 \times T^3$ can be written as

$$\pi^{(l)} = \pi^{(l)}_1 \otimes \pi^{(l)}_2 \otimes \pi^{(l)}_3,$$  
\(4.25\)

where

$$\pi^{(l)}_i = p_i^{(l)} (\pi_{x_i} \otimes \pi_{y_i}) + m_i^{(l)} (\pi_{y_i} \otimes \pi_{x_i}) + n_i^{(l)} (\pi_{x_i} \otimes \pi_{x_i}),$$  
\(4.26\)

and $i$ is the torus index (this case corresponds to an $AAA$-torus). The O6-plane then is located at

$$\pi_{O6} = 8 (\pi_{x_1} \otimes \pi_{y_1}) \otimes (\pi_{x_2} \otimes \pi_{y_2}) \otimes (\pi_{x_3} \otimes \pi_{y_3})$$  
\(4.27\)

and the $\Omega R$-mirror brane can be obtained by an application of the map (4.19). One immediately obtains the set (4.20)-(4.23) for $b_1 = b_2 = 0$. 
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### 4.2 Supersymmetry conditions, absence of tachyons

The O6-brane breaks half of the supersymmetry of type IIA string theory, so in the closed string sector, there are 16 unbroken supercharges left, corresponding to $\mathcal{N} = 1$ supersymmetry in 10 dimensions. In the open string sector, the considered D6-branes in general can break this supersymmetry further down, depending on where they are located. For intersecting D-branes on the $T^6 = T^2 \times T^2 \times T^2$, several calculations have been performed in order to classify supersymmetry (see for instance [1,53,54]), the general result was that an angle criterion of the type

$$\phi_1 \pm \phi_2 \pm \phi_3 = 0$$

guarantees for some unbroken supersymmetry. $\phi_i$ is the oriented angle between two stacks of D6-branes on the $i$th 2-torus, where one of the stacks preserves half of the type IIA closed string supersymmetry. In an orientifold background, the angle criterion still holds if we understand the angles as those in between the O6-plane and a certain stack of D-branes on every 2-torus. This condition then can be interpreted as a calibration condition, requiring that both the special Lagrangian cycles (that the D-branes wrap) and the orientifold brane are calibrated with respect to $\mathcal{R}(\Omega_3)$, where $\Omega_3$ is a holomorphic 3-form [52].

Following the worldsheet approach of [53], it is possible to characterize spacetime supersymmetry in an elegant way by just looking at the one-loop annulus amplitudes between different branes. Some supersymmetry is conserved when the NS and corresponding R amplitudes of that particular sector exactly cancel against each other, i.e.

$$\tilde{A}_{ab}^{(R,+)} - \left(\tilde{A}_{ab}^{(NS,+)} + \tilde{A}_{ab}^{(NS,-)}\right) = 0. \quad (4.28)$$

The amplitude $\tilde{A}_{ab}^{(R,+)}$ is explicitly given in equation (4.13), the corresponding NS-amplitude only differs by the theta equations in the numerator of the first fraction (for a detailed discussion see [3]). Therefore, one immediately obtains the following supersymmetry condition

$$\begin{align*}
\vartheta \left[ \begin{array}{c}
1/2 \\
0
\end{array} \right] & \vartheta \left[ \begin{array}{c}
1/2 \\
-\kappa_1
\end{array} \right] \vartheta \left[ \begin{array}{c}
1/2 \\
-\kappa_2
\end{array} \right] \vartheta \left[ \begin{array}{c}
1/2 \\
-\kappa_3
\end{array} \right] - \vartheta \left[ \begin{array}{c}
0 \\
0
\end{array} \right] \vartheta \left[ \begin{array}{c}
0 \\
-\kappa_1
\end{array} \right] \vartheta \left[ \begin{array}{c}
0 \\
-\kappa_2
\end{array} \right] \vartheta \left[ \begin{array}{c}
0 \\
-\kappa_3
\end{array} \right] \\
+ \vartheta \left[ \begin{array}{c}
0 \\
1/2
\end{array} \right] \vartheta \left[ \begin{array}{c}
0 \\
1/2 - \kappa_1
\end{array} \right] \vartheta \left[ \begin{array}{c}
0 \\
1/2 - \kappa_2
\end{array} \right] \vartheta \left[ \begin{array}{c}
0 \\
1/2 - \kappa_3
\end{array} \right] &= 0,
\end{align*} \quad (4.29)$$

where $\kappa_i$ is the smaller angle ($< \pi$) between the normal vectors between one stack of branes $a$ and another one $b$ on the $i$th 3-torus, as explained earlier. Expanding the theta functions in $q$ leads to the leading contribution equation

$$\cos^2(\kappa_1) + \cos^2(\kappa_2) + \cos^2(\kappa_3) - 2 \cos(\kappa_1) \cos(\kappa_2) \cos(\kappa_3) = 1. \quad (4.30)$$

The possible solutions to this equation are given by

$$\kappa_1 \pm \kappa_2 \pm \kappa_3 = 0 \quad (4.31)$$
This angle criterion at first sight coincides with the angle criterion on the $T^6$. Again the case of an orientifold background can formally be included in this analysis by taking the angles $\kappa$ to be those between the orientifold plane normal vector and the D-brane$^6$.

But there is one very important subtlety as compared to the case on the $T^6$: the angles are lying in a three-dimensional space. The overall annulus amplitude for several stacks of branes will only vanish (and therefore the whole system will be supersymmetric), if all possible annulus amplitude sectors between different branes and between different branes and the O6-plane vanish separately. In the case of the $T^6$ it is guaranteed that overall SUSY is preserved if every one of the branes is aligned supersymmetrically to the O6-plane. If for two different D6-branes the angle criterion is fulfilled separately (with the angle taken in between the D-brane and the O-plane), i.e.

$$\phi_1^a + \phi_2^a + \phi_3^a = 0, \quad \phi_1^b + \phi_2^b + \phi_3^b = 0,$$

then these two D-branes are also aligned supersymmetrically against each other,

$$(\phi_1^a - \phi_1^b) + (\phi_2^a - \phi_2^b) + (\phi_3^a - \phi_3^b) = 0,$$

simply because the rotations on every 2-torus are commutative and are performed in the same 2-plane (being the $T^2$ itself). This is not the case for the $T^9 = T^3 \times T^3 \times T^3$, equation (4.31), as these angles are taken in between 3-dimensional vectors and therefore do not necessarily lie within the same 2-plane. Consequently, we really have to require (4.31) for all different possible sectors between all stacks of branes and in addition between all these stacks and the O-plane in order to conserve some supersymmetry. It is possible to count the conserved supersymmetries by looking at the potential bifundamental scalars$^7$ in the NS-sector in between two stacks of branes $[14, 27]$. Their masses are controlled by the angles between the branes, in our case those that appear in equation (4.31). Their masses are given by

$$\alpha' M_1^2 = \frac{1}{2} \left( -\kappa_1 + \kappa_2 + \kappa_3 \right), \quad \alpha' M_2^2 = \frac{1}{2} \left( \kappa_1 - \kappa_2 + \kappa_3 \right), \quad \alpha' M_3^2 = \frac{1}{2} \left( \kappa_1 + \kappa_2 - \kappa_3 \right), \quad \alpha' M_4^2 = 1 - \frac{1}{2} \left( \kappa_1 + \kappa_2 + \kappa_3 \right).$$

(4.32)

For a supersymmetric configuration fulfilling the angle criterion (4.31), some of these four equations will be zero, the remaining ones positive and this lets us directly determine the amount of unbroken supersymmetry. For a non-supersymmetric configuration, it might happen that some of these masses become negative and thus tachyonic. This signals an instability and according to [55] on a Calabi-Yau can be interpreted in a way that the joining process of the branes is energetically favored. There are attempts to understand these tachyons as Higgs field in the effective theory (see for instance $[28, 42]$ and references within), but the validity of this approach seems rather questionable as it is an off-mass-shell process. The point of view taken in this article is to avoid tachyons if possible. It carefully has to be checked for any explicit model, if this is indeed possible$^8$. We will

---

6 Although there is no annulus amplitude of this kind, as the orientifold brane itself only contributes to the Klein-bottle and Möbius amplitudes. On the other hand our formal treatment is equivalent to calculating the annulus amplitudes between a brane and its $\Omega R$ mirror image, $\tilde{A}_{ij'}$.

7 If they are really there depends on the topological intersection number $I_{ab}$ between the branes under consideration.

8 Note that the angles vary with a change of the torus radii.
come back to this question in the explicit example in section 6.

5 The scalar potential

The (perturbative) scalar potential for the moduli is contained in the perturbative vacuum partition function. The open string partition function contains all diagrams of a certain world sheet topology, weighted with a factor of the open string coupling constant, \( \exp(-\chi \phi_0^{(10)}) \). In this factor, \( \chi \) is the Euler number, \( \chi = 2 - 2g - b - c \) and \( \phi_0^{(10)} \) is the expectation value of the 10-dimensional dilaton within type IIA string theory. The lowest contributing open string diagrams are the disc and the projective plane, which both have an Euler number one and will be called open string tree level diagrams. The open string next to leading order diagrams are the annulus (cylinder) and Möbius strip diagrams which have an Euler number zero, they will be called open string one loop diagrams. We can schematically write down the open string vacuum partition function as

\[
Z = e^{-\phi_0^{(10)}} (\text{disc + projective plane}) + e^{0} (\mathcal{A} + \mathcal{M}) + \text{higher loop contributions}. \tag{5.1}
\]

The scalar potential for the moduli then can also be written as

\[
V_{\text{scalar}} = V_{\text{tree}} + V_{\text{1-loop}} + \text{higher loop contributions}, \tag{5.2}
\]

and every scalar potential contribution arises from the corresponding partition function contribution. The tree-level potential can be derived from the Born Infeld potential in type IIB (and a similar reasoning is true for the orientifold plane). Alternatively, the disc and projective plane diagrams can be normalized from the one-loop partition function. The one-loop potential has to be calculated within the worldsheet approach.

Both potentials give contributions that are independent of \( \alpha' \), but also \( \alpha' \) corrections. The latter ones are specific to string theory and might play an important role for the understanding of the discussed model as we will see.

There are two further subtleties that one has to take into account in order to speak about the physical meaning of the scalar potential within our universe: the potential has to be transformed into the Einstein frame. After this procedure, one can simplify the physical picture in two more ways. Instead of the radii, one can equally well switch to shape and volume moduli (similar to the imaginary part of the complex and Kaehler structures in the \( T^2 \)). Furthermore, for convenience, one can make a field redefinition into new scalar variables with canonically normalized kinetic terms as in common field theory.

All these procedures require a very careful treatment of the prefactors of the different potential contributions, including both powers of \( \alpha' \) and the dilaton expectation value, in order to judge their relative importance. Therefore, we will discuss the relevant kinetic terms in the following subsection.

One technical problem arises if \( \alpha' \) corrections indeed play an important role. In this case it is hard to get an understanding of the spacetime picture, because also higher derivative kinetic terms most likely have to be taken into account in the Einstein frame in order to integrate the equations of motion, which is generally not well understood up till now. We will come back to this point later.

\[ ^9 \text{A similar result holds in type IIB.} \]
5.1 The kinetic terms in effective field theory

We are interested in the kinetic terms of the metric components and the dilaton. All these closed string scalar moduli are contained in the NS-sector of type IIA string theory, for which the effective action can be written as \[ \tag{5.3} S_{NS} = \frac{1}{2\kappa_{10}^2} \int d^{10}x \sqrt{-G} e^{-2\phi_{10}} [R_{10} + 4 \partial_{\mu}\phi_{10} \partial^{\mu}\phi_{10} + O(\alpha')], \]

where we have assumed that \( H_3 \equiv 0 \). Writing the torus metric in the diagonal form\(^{10}\) and assuming only a time dependence,

\[
G_{\mu\nu} = \text{diag} \left( -g_{00}(t), L_1^2(t), L_2^2(t), L_3^2(t) \right), \tag{5.4}
\]

one can write the action as an one-dimensional one. The 10-dimensional dilaton has to be dimensionally reduced to the one dimensional one by using

\[
e^{-\tilde{\phi}(10)} = e^{-\phi_{10}(1) - \phi_{0}}, \tag{5.5}
\]

Subsequently, we can go into the 1-dimensional Einstein frame. In order to do so, we first define the dilaton \( \phi_{1E}^{(1)} \) with a vanishing expectation value,

\[
\phi_{1E}^{(1)}(t) = \tilde{\phi}^{(1)}(t) - \phi_{0}, \tag{5.6}
\]

and then rescale the metric by

\[
G_{\mu\nu}^{E} = e^{-\frac{4}{9}\phi_{1E}^{(D)}(t)} G_{\mu\nu} = e^{4\phi_{1E}^{(1)}(t)} G_{\mu\nu}. \tag{5.7}
\]

This leads to the effective action [after assuming \( g_{00}(t) \equiv 1 \) in (5.4)] for the kinetic terms

\[
S_{NS}^{E} = \frac{16\pi^2\alpha'^{1/2}}{e^{2\phi_{10}^{(1)}}} \int dt \left[ \sum_{i=1}^{9} \left( -\frac{1}{2} \frac{\dot{L}_i^E}{L_i^E} \right)^2 + 9 \frac{\dot{L}_i^E}{L_i^E} \phi_{1E}^{(1)} \right] + \frac{1}{2} \sum_{i=1}^{9} \sum_{j>i} \left( \frac{\dot{L}_i^E \dot{L}_j^E}{L_i^E L_j^E} \right) - 73 \left( \phi_{1E}^{(1)} \right)^2 + \frac{1}{4} e^{-4\phi_{1E}^{(1)}} O(\alpha'), \tag{5.8}
\]

where the dots denote the derivative with respect to \( t \). The term \( 9\phi_{1E}^{(1)} \) does not play any role for the equations of motion (as it is a surface term) and has been omitted. For convenience of writing, the different torus radii in the metric have been renamed from 1 to 9. We will later factor out the same prefactors for the action of the tree-level and one-loop potential.

Later we will see that it is very useful to reformulate both potentials in terms of volume and (dimensionless) shape moduli of the \( T^3 \) in order to get a better physical understanding. Such a procedure is analogous to the change of variables from the radii to complex

\(^{10}\)This is the case for the case where all \( b_1^i \) and \( b_2^i \) are identically zero.
structure and Kähler moduli in case of the $T^2$, their imaginary parts corresponding to shape and volume moduli. We thus define the following moduli for each $T^3_i$:

$$q_{zz}^i = \frac{L_{z,E}^i}{L_{z,E}}, \quad q_{yz}^i = \frac{L_{y,E}^i \tilde{L}_{z,E}}{L_{z,E}} , \quad V_{\text{tot}} = V_E^i V_E^2 V_E^3 , \quad V_{13} = \frac{V_E^i}{V_E^2} , \quad V_{23} = \frac{V_E^2}{V_E^3} ,$$

(5.9)

where $V_E^i = L_{x,E}^i L_{y,E}^i \tilde{L}_{z,E}$ is the volume of the $i$th 3-torus, $q_{zz}$ is the shape parameter in the $(x,z)$- and $q_{yz}$ in the $(y,z)$-plane, this is for the specific $T^3$ with orthogonal axes.

Instead of the original 9 radii moduli, we now have 6 shape moduli $q_{zz}^i$ and $q_{yz}^i$ (which describe the ratios between two tori axes on each $T^3_i$), the overall $T^9$ volume $V_{\text{tot}}$ and the two ratios between the volume of two of the $T^3_i$, $V_{13}$ and $V_{23}$. This new choice will prove to be very useful for a better physical understanding, as will be seen in the subsequent sections. The kinetic terms (5.8) take a simpler form in terms of these new moduli:

$$S_{\text{NS}}^E = \frac{16 \pi^2 \alpha'^{1/2}}{e^{2\phi_E^{(1)}}} \int dt \left[ \sum_{i=1}^{9} \left( -\frac{1}{6} \left( \dot{q}_{xz}^i \right)^2 - \frac{1}{6} \left( \dot{q}_{yz}^i \right)^2 + \frac{1}{6} \left( \ddot{q}_{xz}^i \dot{q}_{yz}^i \right) - \frac{5}{18} \left( \ddot{V}_{\text{tot}} \right)^2 \right) \right] - \frac{1}{18} \left( \dot{V}_{13} \right)^2 - \frac{1}{18} \left( \dot{V}_{23} \right)^2 + \frac{1}{18} \left( \dot{V}_{13} \dot{V}_{23} \right) - 73 \left( \phi_E^{(1)} \right)^2 + 9 \frac{\dot{V}_{\text{tot}}}{V_{\text{tot}}} \phi_E^{(1)} + \frac{1}{4} e^{-4\phi_E^{(1)}} \mathcal{O}(\alpha') \right).$$

(5.10)

The contributions of the shape moduli can be separated into terms for the three different $T^3_i$, no mixing occurs between different tori. Additionally, there are simple kinetic terms for the overall volume and the volume ratios. The dilaton mixes only with the overall volume, and the two volume ratios mix with one another. In order to get canonically normalized kinetic terms, one can make field redefinitions,

$$\tilde{V}_{\text{tot}} = \sqrt{\frac{5}{9}} \ln V_{\text{tot}} , \quad \tilde{V}_{13} = \frac{1}{3} \ln V_{13} , \quad \tilde{V}_{23} = \frac{1}{3} \ln V_{23} ,$$

(5.11)

$$\tilde{q}_{zz}^i = \sqrt{\frac{1}{3}} \ln q_{zz}^i , \quad \tilde{q}_{yz}^i = \sqrt{\frac{1}{3}} \ln q_{yz}^i , \quad \phi_E^{(1)} = \sqrt{146} \phi_E^{(1)} ,$$

such that the standard kinetic terms get the canonical form, but the mixing terms of course still occur and not all of them have canonical prefactors.

### 5.2 The tree-level potential

The Born-Infeld action of type IIB string theory for $N_1$ coinciding D9-brane(s) with a constant $U(1)$ or $U(N_t)$ flux, as discussed in sections 2.1 and 2.2, respectively, in general is given by

$$S_{\text{DBI}} = T_9 \int d^{10}x \ e^{-\phi^{(10)}} \sqrt{\det \left( G_{\mu \nu} + 2 \pi \alpha' F_{\mu \nu}^{(0)} \right)} ,$$

(5.12)

where $T_p$ stands for the Dp-brane tension

$$T_p = \frac{\sqrt{\pi}}{\kappa_{(10)}} (4 \pi^2 \alpha')^{\frac{3-p}{2}}$$

(5.13)
and $\kappa_{(10)}^2 = 1/(2\pi)^7\alpha'$. Therefore, the tension has a dependence $T_9 \sim \alpha'^{-5}$ and the action is dimensionless.

By inserting the metric $G_{\mu\nu} = \delta_{\mu\nu}$ and the F-flux (2.23) for all three $T^3$ into this equation, we obtain the square root of the determinant

$$\sqrt{\det \left( G_{\mu\nu} + 2\pi \alpha' F^{(l)}_{\mu\nu} \right)} = \prod_{i=1}^{3} \sqrt{1 + \frac{\alpha'^2 n_i^2}{N_i L_y^2 L_z^2} + \frac{\alpha'^2 m_i^2}{N_i^2 L_x^2 L_y^2}}.$$  (5.14)

We can now integrate over the 9-dimensional compact space, where we assume that the 10-dimensional dilaton is spatially constant, as is the F-flux. This implies also that the compactification radii $L_i$ are assumed to be spatially constant (they do not depend on each other).

One has to take into account that $N_l$ D9-branes wrap the 9-dimensional torus together $N_l$ times, and that this in the picture of the T-dual D6-branes can be written as $N_l = p_1^l p_2^l p_3^l \tilde{N}_l$, according to the last equation in (3.12). We also rewrite the other quantum numbers using (3.10). Furthermore, we have to rewrite the three radii into the T-dual type IIA ones, $\tilde{L}_i^z = \alpha'/L_i^z$, and rewrite the dilaton in the T-dual picture,

$$e^{-\phi_{(10)}} = \tilde{L}_i^1 \tilde{L}_i^2 \tilde{L}_i^3 \alpha'/2 e^{-\tilde{\phi}_{(10)}},$$  (5.15)

and then rewrite the tension using

$$T_9 = \frac{T_6}{(2\pi \sqrt{\alpha'})^3}.\quad (5.16)$$

One finally obtains

$$S_{\text{DBI}} = T_6 (2\pi)^6 \tilde{N}_l \int dt \ e^{-\tilde{\phi}_{(10)}} \prod_{i=1}^{3} \sqrt{n_i^2 L_y^2 + m_i^2 L_y^2 + p_i^1 L_x^2 L_y^2},$$  (5.17)

As all the spatial dimensions are compact and integrated out, one can equally well dimensionally reduce the dilaton to only the dimension of time using equation (5.5) and then write (5.17) as

$$S_{\text{DBI}} = T_6 (2\pi)^6 \alpha'^{9/4} \tilde{N}_l \int dt \ e^{-\tilde{\phi}_{(1)}} \prod_{i=1}^{3} \sqrt{n_i^2 L_x^2 \tilde{L}_x^2 L_y^2 + m_i^2 L_y^2 \tilde{L}_y^2 L_x^2 + p_i^1 L_x^2 L_y^2 \tilde{L}_x^2 \tilde{L}_y^2}.$$  (5.18)

This expression can be understood as the tree level scalar potential for one stack of $\tilde{N}_l$ D6-branes [14,28,29,42], i.e. $S_{\text{DBI}} = \int dt \ V_{\text{tree}}[\tilde{\phi}_{(1)}(t), \tilde{L}_x(t), \tilde{L}_y(t), \tilde{L}_z(t)]$.\textsuperscript{11} Together with the $\Omega R$ mirror branes and the orientifold plane, one obtains the following total scalar

\textsuperscript{11}If one does not want to understand the potential as a time dependent one, one can just integrate time formally out and thus write an additional factor $(2\pi V_1)$ in front, where $V_1$ is the regularized time.
potential in the string frame

\[
S_{\text{DBI}} = \int dt \, 2 \, T_6 (2\pi)^6 \alpha'^9/4 \, e^{-\bar{\phi}^{(1)}} \\
\cdot \sum_{l=1}^{k} \tilde{N}_l \prod_{i=1}^{3} \sqrt{\left( n_i^{(l)} + b_2^{(l)} p_i^{(l)} \right)^2 \frac{L_i^{(l)}}{L_y^{(l)}} + \left( m_i^{(l)} + b_1^{(l)} p_i^{(l)} \right)^2 \frac{L_i^{(l)}}{L_x^{(l)}} + p_i^{2(l)} \frac{L_i^{(l)}}{L_y^{(l)}} + 16 \prod_{i=1}^{3} \sqrt{\frac{L_i^{(l)}}{L_y^{(l)}}}}.
\]

We have extended this equation to the case of tilted \( T^3 \) by including \( b_1^{(l)} \) and \( b_2^{(l)} \), \( b_1^{(l)}, b_2^{(l)} \in \{0, 1/2\} \), corresponding to an additional discrete B-flux in the Born-Infeld potential \( (5.12) \) as discussed in section 3.1. In the limit \( n_i^{(l)} = 0 \) (for all \( l, i \)) and subsequently, \( L_y^{(l)} \to \infty \), this potential does exactly agree with the one derived in \([28,29]\) for the \( T^6 = T^2 \times T^2 \times T^2 \). One only has to rewrite the 1-dimensional dilaton in terms of the 4-dimensional one (taking into account that in this limit the three \( L_i^{(l)} \) are the three additional spatial dimensions of 4-dimensional spacetime). This is unproblematic as these dimensions have been integrated out in both cases \( (T^3 \text{ and } T^2) \).

Going to the 1-dimensional Einstein frame by using equations \( (5.6) \) and \( (5.7) \), the tree level potential finally takes the form

\[
S_{\text{DBI}} = \frac{16 \pi^2 \alpha'^{1/2}}{e^{2 \bar{\phi}^{(1)}}} \int dt \, V_{\text{tree}},
\]

where

\[
V_{\text{tree}} = \frac{e^{-\bar{\phi}^{(1)}}}{8 \alpha'^7/4 \pi^2} \, e^{-4 \bar{\phi}_E^{(1)}} \\
\cdot \sum_{l=1}^{k} \tilde{N}_l \prod_{i=1}^{3} \sqrt{\left( n_i^{(l)} + b_2^{(l)} p_i^{(l)} \right)^2 \frac{L_i^{(l)}}{L_y^{E(l)}} + \left( m_i^{(l)} + b_1^{(l)} p_i^{(l)} \right)^2 \frac{L_i^{(l)}}{L_x^{E(l)}} + p_i^{2(l)} \frac{L_i^{(l)}}{L_y^{E(l)}} + 16 \prod_{i=1}^{3} \sqrt{\frac{L_i^{(l)}}{L_y^{E(l)}}}}.
\]

It is most instructive to rewrite the tree-level potential in terms of the shape and volume moduli, defined by \( (5.9) \). The result for all twists \( b_1^{(l)} = b_2^{(l)} = 0 \) is given by

\[
V_{\text{tree}}^E = \frac{e^{-\bar{\phi}^{(1)}}}{8 \alpha'^7/4 \pi^2} \, V_{\text{tot}}^{1/6} \\
\cdot \sum_{l=1}^{k} \tilde{N}_l \prod_{i=1}^{3} \left( q_{xz}^{i} q_{yz}^{i} \right)^{1/3} \sqrt{\frac{n_i^{(l)} q_{xz}^{i}}{2} + \frac{m_i^{(l)} q_{xz}^{i}}{2} + p_i^{2(l)} q_{xz}^{i} - 16 \prod_{i=1}^{3} \left( q_{xz}^{i} q_{yz}^{i} \right)^{1/3}}.
\]

Some important remarks regarding this potential have to be given:
1. The tree level potential depends only on the total $T^9$ volume $V_{\text{tot}}$ in a way $\sim V_{\text{tot}}^{1/6}$, but it does not depend on the volume ratios between the different $T_i^3$. In terms of the canonical variables (5.11), this implies a dependence $\sim \exp[1/\sqrt{60} \tilde{V}_{\text{tot}}]$. In terms of the volumes of the different $T_i^3$, they all trivially have a similar potential $\sim V_i^{1/6}$. This behavior is independent of the wrapping numbers and thus general. Disregarding the kinetic terms, the overall volume (and at the same time the volume of every $T_i^3$) cannot be stabilized, it tends to zero.

2. The dependence of the potential on the time-dependent one-dimensional dilaton is $\sim \exp[-4\phi_E^{(1)}]$, this is again a general statement. The dilaton shows a runaway behavior on the tree-level.

3. This is different for the shape moduli $q_{xz}^i$ and $q_{yz}^i$. Depending on the wrapping numbers of the different stacks of branes, the behavior of every stack contribution can be either $\sim (q^i)^{1/3}$ or $\sim (q^i)^{-2/3}$. For the canonical variables, this translates into a behavior $\sim \exp[1/\sqrt{3} \tilde{q}^i]$ or $\sim \exp[-2/\sqrt{3} \tilde{q}^i]$. In the interplay between different stack contributions and the orientifold plane, it is even possible to stabilize some of the $q^i$ on the tree-level. This can be seen for instance in the explicit example of section 6.

5.3 The one-loop potential

As explained in the introduction of this chapter, the one-loop potential contribution arises from the annulus and Möbius partition functions of the worldsheet calculation. If there is a NS-NS tadpole, these amplitudes then formally are diverging due to the lowest (zeroth) order contribution in the modular function expansion parameter $q = \exp(-4\pi l)$. This divergence is simply the NS-NS tadpole itself. In [42] the suggestion has been made to regularize every diagram simply by subtracting the NS-NS tadpole, indeed this seems to make sense as the higher orders in $q$ do not lead to any additional divergence. Therefore, this somewhat crude procedure will be used here, too.

For a given number $k$ of stacks of D6-branes, the complete annulus amplitude is given by

$$
\tilde{A}_{\text{tot}} = \sum_{l=1}^{k} \left( \tilde{A}_{ll} + \tilde{A}_{l'\nu} + \tilde{A}_{l\nu'} + \tilde{A}_{l'\nu'} \right) + \sum_{l<j} \left( \tilde{A}_{lj} + \tilde{A}_{jl} + \tilde{A}_{l'j'} + \tilde{A}_{j'\nu} + \tilde{A}_{j'\nu'} + \tilde{A}_{j\nu'} + \tilde{A}_{\nu'j} + \tilde{A}_{\nu'j} \right),
$$

and every amplitude can be directly obtained from the two general formulas in the R-sector (4.15) and (4.12). The additional NS-sector amplitudes only differ in the usual way in the arguments of the $\vartheta$-functions. The complete Möbius amplitude consists of the contributions

$$
\tilde{M}_{\text{tot}} = \sum_{l=1}^{k} \left( \tilde{M}_l + \tilde{M}_{l'} \right),
$$
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and every contribution can be obtained already from the Klein-Bottle and annulus amplitudes, this is for instance explained in [3]. The regularization can be done independently for every term. In order to compare with the result at the tree-level, one again has to transform into the 1-dimensional Einstein frame and write the potential as a time-dependent one. This will be done exemplary in the remainder of this section for an amplitude of the type $\tilde{A}_{ab}$. From Jacobi’s abstruse identity,

$$
\vartheta^{4} \begin{bmatrix}
0 \\
0
\end{bmatrix} (q) - \vartheta^{4} \begin{bmatrix}
0 \\
1/2
\end{bmatrix} (q) - \vartheta^{4} \begin{bmatrix}
1/2 \\
0
\end{bmatrix} (q) = 0 ,
$$

(5.25)

it follows that the amplitude vanishes when brane $a$ and brane $b$ coincide, i.e. for all three angles $\kappa_i \equiv 0$. This is surely the case for $\tilde{A}_d$ and $\tilde{A}_d^\prime$ in the total annulus amplitude \([5,23]\), but can be the case for even more contributions. All non-vanishing contributions therefore have at least one non-vanishing angle $\kappa_i$ on any $T_i^3$. Exemplary, we will discuss the specific case where $\kappa_1 \neq 0$ and $\kappa_2 \neq 0$, but $\kappa_3 = 0$ in the remainder of this section. In Einstein frame, the potential takes the following form:

$$
\tilde{A}_{ab}^{\text{reg,E}} = \frac{16\pi^2 \alpha'^{1/2}}{e^{2\phi_0^{(1)}}} \int dt \, V_{1\text{-loop}}^{ab,E},
$$

(5.26)

where

$$
V_{1\text{-loop}}^{ab,E} = e^{2\phi_0^{(1)} - 6\phi_0^{(1)}} \frac{\tilde{N}_a \tilde{N}_b}{512 \pi^3 \alpha'^{5/2}} \cdot \frac{n_3^2 (L_{x,E})^2 (L_{z,E})^2 + m_1^3 (L_{y,E})^2 (L_{z,E})^2 + \rho_3^2 (L_{x,E})^2 (L_{y,E})^2}{L_{x,E} L_{y,E} L_{z,E}}
$$

$$
\cdot \prod_{i=1}^{2} \left[ \sqrt{(p_i^{b} n_i^{a} - p_i^{a} n_i^{b})^2 (L_{i,E})^2 + (m_i^{b} p_i^{a} - m_i^{a} p_i^{b})^2 (L_{i,E})^2 + (m_i^{b} n_i^{a} - m_i^{a} n_i^{b})^2 (L_{i,E})^2} \right]
$$

$$
\cdot \int_{0}^{\infty} \left[ \vartheta^{2} \begin{bmatrix}
1 \\
0
\end{bmatrix} \vartheta^{1} \begin{bmatrix}
1/2 \\
-\kappa_1
\end{bmatrix} \vartheta^{1} \begin{bmatrix}
1/2 \\
-\kappa_2
\end{bmatrix} \eta^{\theta}
$$

$$
+ \vartheta^{2} \begin{bmatrix}
0 \\
0
\end{bmatrix} \vartheta^{1} \begin{bmatrix}
0 \\
-\kappa_1
\end{bmatrix} \vartheta^{1} \begin{bmatrix}
0 \\
-\kappa_2
\end{bmatrix} - \vartheta^{2} \begin{bmatrix}
1/2 \\
0
\end{bmatrix} \vartheta^{1} \begin{bmatrix}
1/2 \\
-\kappa_1
\end{bmatrix} \vartheta^{1} \begin{bmatrix}
1/2 \\
-\kappa_2
\end{bmatrix} \eta^{\theta}
$$

$$
\cdot \left( \sum_{w_1} e^{-2\pi i H_{\text{lat,cl.}, t_1}^{A_{ab,E}}} \right) \left( \sum_{w_2} e^{-2\pi i H_{\text{lat,cl.}, t_2}^{A_{ab,E}}} \right) \left( \sum_{w_3, k_3, l_3} e^{-2\pi i H_{\text{lat,cl.}, t_3}^{A_{ab,E}}} \right) - 1 \right].
$$

(5.27)

The Einstein frame lattice Hamiltonians on the first two $T^3$ are of the form

$$
H_{\text{lat,cl.}, t_i}^{A_{ab,E}} = \frac{e^{-4\phi_0^{(1)}}}{2\alpha' A_i^2} \left[ (p_i^{b} n_i^{a} - p_i^{a} n_i^{b})^2 (L_{i,E})^2 + (m_i^{b} p_i^{a} - m_i^{a} p_i^{b})^2 (L_{i,E})^2 + (m_i^{b} n_i^{a} - m_i^{a} n_i^{b})^2 (\tilde{L}_{i,E})^2 \right] w_i^2 \quad \text{for } i = 1, 2,
$$

(5.28)
and the one on the third torus is of the form

\[ \mathcal{H}_{\text{lat. cl.}, T^3_3} = e^{4\psi(1)} \frac{\alpha'}{2} \left[ \frac{m_3^2}{(L_{3,x}^3)^2} + \frac{n_3^2}{(L_{3,y}^E)^2} + \frac{p_3^2}{(L_{3,z}^3)^2} \right] w_3^2 + e^{-4\psi(1)} \frac{2\alpha'}{2} \left[ \left( \frac{n_3^2}{d_3^2} (L_{3,x}^3)^2 + \frac{m_3^2}{d_3^2} (L_{3,y}^E)^2 \right) k_3^2 + \left( \frac{n_3^2}{d_3} (L_{3,x}^E)^2 - \frac{m_3^2}{d_3} (L_{3,y}^E)^2 \right) 2k_3l_3 \right. \\
\left. + \left( p_3^2 x_3^2 (L_{3,x}^E)^2 + p_3^2 y_3^2 (L_{3,y}^E)^2 + d_3^2 (L_{3,z}^3)^2 \right) l_3 \right]. \] (5.29)

The symbols \( \Lambda_i \), \( d_i \), \( x_i \) and \( y_i \) are some number-theoretical constants (depending on the actual wrapping numbers) and are defined in appendices D.1 and D.2. Beware that the symbol \( t \) in equation (5.26) denotes time (and not the loop channel modular parameter) but \( l \) denotes the tree-channel modular parameter. Interestingly, the actual angles \( \kappa_i \) (and therefore the \( \vartheta \)-functions) do not depend on the Einstein-rescaling of the metric as they are dimensionless. The subtracted \( 1 \) in (5.27) is due to the regularization scheme. A general analysis of the one-loop potential contribution (5.27) is much more difficult. One has to perform a modular integration over \( l \) and within the integral there is a product of modular \( \vartheta \) and \( \eta \)-functions times the product of five infinite sums. The fraction containing the \( \vartheta \)- and \( \eta \)-functions can be \( q \)-expanded as stated in appendix F, equation (F.1), and different orders can be integrated over \( l \) separately (after the multiplication with the Kaluza-Klein and winding sums). Due to the complicated structure of the Hamiltonians, the Kaluza-Klein and winding summation later in the example will performed only for a finite number of summation terms. For each term, the integration over \( l \) then is performed analytically.

It is instructive to reformulate both the 1-loop potential (5.27) and the two Hamiltonians (5.28) and (5.29) in terms of the shape, overall volume and volume ratio moduli, as defined in equation (5.9). The following general observations can be made:

1. The angles \( \kappa_i \) do neither depend on the dilaton, the overall volume or the volume ratios, only on the shape moduli. Together with the terms in front of the modular integral, this leads to a dilaton dependence \( \sim \exp[-6\phi_E^{(1)}] \). The remaining modular integral can be performed for every term of the infinite sum separately. The structure of every single term before integration is of the form

\[ \sim \exp[-2\pi l(h_1w_1^2 + h_2w_2^2 + h_3w_3^2 + h_4k_3^2 + h_5l_3^2)] \]

Every \( h_i \) has a dependence on the dilaton of either \( \sim \exp[-4\phi_E^{(1)}] \) or \( \sim \exp[4\phi_E^{(1)}] \). After the integration has been performed (over all but the constant divergent term which has been subtracted), the leading order terms for large \( \phi_E^{(1)} \) have a behavior \( \sim \exp[4\phi_E^{(1)}] \). Together with the terms in front, this implies that the overall behavior of the one loop potential (from the annulus amplitude) is at best \( \sim \exp[-2\phi_E^{(1)}] \), so the run-away behavior of the dilaton cannot be cured at the one-loop level.

2. A similar reasoning can be performed for the overall volume modulus \( V_{\text{tot}} \). The dependence of all terms in front of the modular integral together is \( \sim V_{\text{tot}}^{\frac{1}{3}} \). Every
Stacksize $m'_1$ $n'_1$ $p'_1$ $m'_2$ $n'_2$ $p'_2$ $m'_3$ $n'_3$ $p'_3$

$N_a=4$ 0 0 1 0 1 1 1 0 4
$N_b=2$ -1 -1 -1 0 1 0 1 -1 0
$N_c=1$ 3 0 2 0 1 0 -1 -1 0

Table 2: The wrapping numbers of the three stack model on the AAA-torus discussed in the text.

$h_i$ in the Hamiltonian of the infinite sums has a dependence of either $\sim V_{\text{tot}}^{2/9}$ or $\sim V_{\text{tot}}^{-2/9}$. After the integration, the leading order behavior (for large $V_{\text{tot}}$) is $\sim V_{\text{tot}}^{2/9}$ for these terms and the overall behavior of the potential is $\sim V_{\text{tot}}^{5/9}$. Thus the overall volume tends to shrink to zero also at the one-loop level (ignoring kinetic terms). One seems to need non-perturbative effects of fluxes in order to change this behavior.

3. The behavior of the other moduli is very much dependent on the actual wrapping numbers of a model and is much more promising as will be seen for the explicit example in the following section.

6 An explicit example

The most important consistency condition for any explicit string theoretical model containing intersecting branes is the R-R tadpole condition. It has been derived explicitly in terms of wrapping numbers in section 4.1 and is stated in equations (4.20)-(4.23). The crucial question now is if there are models containing more than two stacks of branes, where the intersection between different stacks are not all parallel on a specific $T^3$. As such models globally break Poincare invariance down to $(2+1)$ or $(1+1)$ dimensions, it would most likely contain new features as compared to the old picture on the $T^6$ (where $(3+1)$-dimensional Poincare invariance is conserved for all times by definition).

It is much more involved to give a systematic analysis on all R-R charge cancelling models in the new framework, simply because there are nine instead of six wrapping numbers for every stack$^{12}$. Especially for extensions of the well-known standard model of [27] this is problematic as it employs at least $l = 4$ stacks. The purpose of this section is not to give one specific completely satisfying model already, but simply to get an understanding of the general picture, some more detailed explicit constructions will follow in the future [57]. The model which is presented here is a toy model.

A computer program was set up in order to search for such a 3-stack toy model which fulfills the R-R tadpole cancellation condition on the most simple AAA-torus. One completely arbitrary model that has been found is stated explicitly in table 2. It fulfills the R-R tadpole condition and the intersections between the different stacks are not all parallel on the first and third $T^3$, but they are on the second torus. This implies that total Poincare invariance is broken down to $(1+1)$-dimensions. Supersymmetry is not

$^{12}$If we only take into account all integer wrapping numbers from -3 up till 3, this in total implies $7!^9$ different possibilities, compared to $7!^6$ on the $T^6$, where $l$ denotes the number of stacks.
conserved, and the next step is to discuss the complete scalar potential in Einstein frame, starting with the tree-level potential.

The overall volume dependence of the tree-level potential is generally $\sim V_{\text{tot}}^{1/6}$, and the dilaton dependence is $\sim \exp[-4\phi^{(1)}_E]$. There is no dependence on the volume ratio moduli $V_{13}$ and $V_{23}$ between the different $T^3_i$, meaning that (if kinetic terms play no crucial role), all three $T^3_i$ change volume uniformly.

In order to be able to plot the potential for the remaining moduli, we therefore fix both dilaton and overall volume terms identically to one. Furthermore, we will fix both the string coupling $e^{\phi_0^{(1)}}$ and $\alpha'$ identically to one, the latter meaning that we measure all dimensionful scales in terms of the string length. The total tree-level potential then (containing the different terms from all stacks and the orientifold plane) is shown in figure 4 for the canonical variables (5.11). For any of the three plots (corresponding to one of the different $T^3_i$), the shape moduli of the other two $T^3_i$ have been fixed to one. This ignores the interaction between the different $T^3_i$, but seems to be a good approximation locally close to the string length. This is underlined by the fact that there are no kinetic mixing terms between the shape moduli of the different $T^3_i$, see equation (5.10).

It can be seen on the plots that a different kind of behavior is possible on the three $T^3_i$, depending completely on the particular chosen wrapping numbers on that torus. On the first $T^3_1$ and the third $T^3_3$, the potential has indeed a minimum in which both shape moduli $q^{1}_{xz}$ and $q^{1}_{yz}$ (for $i=1,3$) can be stabilized. These local minima can be verified by partially differentiating the potential (5.22). They are lying at the numerical values $(q^{1}_{xz} \approx 0.520, q^{1}_{yz} \approx 0.249)$ and $(q^{3}_{xz} \approx 3.539, q^{3}_{yz} \approx 2.767)$ (note that in the figure the canonically normalized variables have been plotted). The situation is different on the second $T^3_2$. There is no local minimum for both shape moduli $q^{2}_{xz}$ and $q^{2}_{yz}$ at the same time. (which also can be checked numerically by differentiation). In particular, the modulus $q^{2}_{xz}$ has no local minimum, but the modulus $q^{2}_{yz}$ has one if we hold $q^{2}_{xz}$ constant. The reason for this behavior is easy to see looking at the wrapping numbers: $m'_2 = 0$ for all stacks of branes. No brane wraps around this cycle in the reciprocal lattice. This

Figure 4: Complete tree-level scalar potential dependence on canonically normalized shape moduli for the explicit example. The plots are shown on each $T^3_i$ separately, with the other shape moduli fixed.
Figure 5: One-loop scalar potential dependence on canonically normalized moduli for the explicit example from annulus amplitude $A_{bc}$. The moduli not occurring in a certain plot are fixed.

implies that the intersections between all branes on the second $T^3$ stretch parallel in the $L^2_x$-direction, so this is the common space-time direction on that torus. According to the second plot in 4, the radius $L^2_x$ shrinks compared to the other two. This is a very interesting and general result, as it means that by wrapping all cycles on a certain $T^3$, we at least stabilize the ratios between the three radii at the tree-level, such that no radius shrinks to zero compared to the other two ones, this happens in the common picture that the $T^3$ can be factorized into $T^3 = T^2 \times T^1$. This is of course not yet enough, as we would actually like one radius to grow and the other two to be stabilized compared to each other at a constant scale. In other words, we would like to have one $q$ to be growing appropriately and the other one to be stabilized. This might still happen at the one-loop level, so we now take a look at the one-loop potential.

The potential from the annulus amplitude $\hat{A}_{bc}$ is calculated exemplarily, it is exactly of the form as treated in chapter 5.3. But at the same time, we have to be aware that it only gives a part of the whole picture and that the sum of all amplitudes might still change it even qualitatively (especially as we disregard the first stack of branes). Nevertheless, we will surely gain some understanding. The one loop potential is calculated numerically, after an analytical integration of the modular integral over $l$. The constant part in the expansion of the $\vartheta$- and $\eta$- functions is folded with the five series, for those only the terms from -1 up to 1 are being taken into account. The NS-NS tadpole which is the
only divergent term in the integral is getting subtracted for regularization. The resulting
potential is plotted in figure 5 for several pairs of the scalar moduli varying, with the
others fixed. All the fixed moduli in every plot are taken equal to one (besides the dilaton
which is taken to be \( \exp[\phi^{(1)}_E] = 1 \)) and also \( \exp[\tilde{\phi}^{(1)}_0] \) and \( \alpha' \) are set to one. Some comments
immediately can be given:

1. Plot (e) in figure 5 shows the potential dependence of the one-dimensional dilaton
and the overall volume which has been anticipated generally already in the end of
section 5.3. The dilaton still has a runaway potential which is at least decaying as
\( \sim \exp[-2 \phi^{(1)}_E] \), the overall volume dependence is decaying at least as \( \sim V^{5/9}_{\text{tot}} \) (the
plot shows the canonically normalized variables).

2. Plot (d) shows the two volume ratio moduli \( \tilde{V}_{13} \) and \( \tilde{V}_{23} \) (which measure the relative
ratio of each two of the \( T^3 \) volumes). These two moduli have a flat potential on the
tree-level and it seems that at the one-loop level they can be stabilized even at a
local minimum. This is a very nice feature, because it means that all three tori grow
(or decay) in size simultaneously, none of them changes size with a different scaling
from the other two. This seems to be a requirement for the observed isotropy of the
visual universe.

3. Plot (a)-(c) show the two shape moduli of every \( T^3_i \) in relation to each other. The
results are quite different from those at the tree level. On the first torus, figure
(a), one modulus is being stabilized and the other one runs towards zero size. At
the tree level, both generically are being stabilized (it was guessed that this is the
general behavior if all cycles on the \( T^3_i \) are being wrapped by some brane). So at
the one-loop level, for one modulus this behavior is changed. An even more interesting
behavior occurs on the second and third torus, figures (b) and (c), one modulus is
being stabilized at zero size, the other one in all likelihood shows a runaway behav-
or. This is the behavior we actually wanted from the start, as it means that one
radius grows in size compared to the other two and these are stabilized compared
to each other. It is of course far from being obvious that this solves our problem,
as the relative importance of tree-level and one-loop potential depends on many
different things, mainly on both the vacuum expectation value of the dilaton and
the time-dependent Einstein frame dilaton. Nevertheless, it is very encouraging to
see that the scaling behavior of the potential dependence on the time-dependent
dilaton can be different for tree-level and one-loop potential. A direct comparison
between the general dilaton dependence on the tree-level and the numerically cal-
culated dependence on the one-loop level (for the given example) shows that for a
larger overall volume, the one-loop contributions can grow in importance compared
to the tree-level contributions. It is of course an intricate task to show that the
string perturbation series then still can converge. It can be guessed that a working
mechanism of this kind will require some fine-tuning.
7 Conclusions and prospects

In this paper, the general formalism to describe D6-branes on an orientifolded background \( T^3 \times T^3 \times T^3 \) has been developed, where the D-branes are allowed to wrap general 2-cycles on every \( T^3 \). The one-loop partition function has been derived and the R-R tadpole equations have been calculated. As expected, the result for the R-R tadpole is homological and depends only on the stack sizes and the nine topological wrapping numbers of every stack of branes. This determines the chiral massless fermion spectrum.

The complete scalar moduli potential on the tree-level has been derived. The general results are that the 1-dimensional Einstein frame dilaton has a runaway potential \( \sim \exp[-4\phi_E^{(1)}] \) and that the overall \( T^9 \) volume dependence is \( \sim V_{\text{tot}}^{1/6} \). The two ratios \( V_{13} \) and \( V_{23} \) between the relative volumes of the 3-tori do not receive a potential contribution at this level. The picture for the six shape moduli \( q_{xz}^i \) and \( q_{yz}^i \) (i=1,2,3) depends on the actual wrapping numbers and stack sizes of all D-branes. It seems that they can be stabilized if some D-brane wraps around the corresponding elementary cycle. If no D-brane wraps around certain cycles (as is the case for the old known (3+1)-dimensional Poincaré invariant solutions in this new framework), the corresponding shape moduli shrink to zero size.

Also the one-loop potential from the annulus amplitudes is derived in a general form, where the modular integration still has to be performed. This makes it technically rather difficult to obtain general (not model dependent) results for a complicated brane configuration. The general results are that the 1-dimensional dilaton in Einstein frame still has a runaway potential and that the overall volume still shrinks to zero. On the other hand, \( V_{13} \) and \( V_{23} \) are typically stabilized at the one-loop. This is of course a very important feature, as it assures anisotropy of the three large spatial directions of the universe at late times (provided that the rest of the proposed mechanism works). Furthermore, the shape moduli can actually run off to infinity, run to zero or even stay stabilized (as on the tree level), this is completely dependent on the actual wrapping numbers.

So far only annulus amplitudes were considered, but it is well possible that the Möbius amplitude (involving the orientifold planes) can give opposite sign contributions to the potential and this could alter the general picture. One can also think about other possibilities to stabilize the dilaton and to alter the overall volume dependence, the two being the two most important problems of the present construction. They could be solved for example by taking into account non-perturbative effects or by adding fluxes. It could also be that kinetic terms play an important role in the evolution, but this most probably requires the potential for the overall volume to be very flat.

Then it will be necessary to think more quantitatively about the shape moduli. How large do the wrapping numbers have to be in order to describe such an enormous size difference between the different radii as by a factor \( 10^{30} \)? It is interesting to note that in the explicitly discussed model, the relative minima where the shape moduli are stabilized at the tree-level are directly related to the wrapping numbers. The canonically normalized shape moduli are on a logarithmic scale, this suggests that a difference of 60 e-foldings (as described by inflation) could only need wrapping numbers of a size like 60. Then the next question would be, if it is possible to get phenomenologically interesting spectra (like that of the standard model) for the same wrapping numbers in the late time picture? From
experience this seems very well possible, see for instance [28]. The global evolution of the universe would be intimately related to the massless fermion spectrum in a single model, this surely would make such a model much more falsifiable (or verifiable) and bring string theory closer to its original goal of describing very different energy scales at the same time. The technical tools are there, but the enormous number of potential models makes it rather difficult to handle.

A general $T^3$ has six moduli, as shown in appendix [B] of which in the present ansatz only five are present, the three radii and two angles which are fixed by the orientifold projection to discrete values. It will be interesting to extend this formalism in the future to include also the additional angle modulus. Another future step could be to see if orbifolding the $T^3$ could cure some of the present problems as on the $T^2$, see for instance [21,28,58]. Naively, one just has to make the transition from the five 2-dimensional Bravais lattices to the fourteen 3-dimensional ones. This could also bring $N = 1$ supersymmetry back into the game (supersymmetric configurations could be limiting cases that the system dynamically evolves to).

To go even further, other more general 3-manifolds could be considered as a possible background, but this surely would require extraordinary technical expenses.

There is even the possibility that the general philosophy proposed in this paper even allows for a quantization of the moduli space itself in a simple setting (like the $T^3 \times T^3 \times T^3$), instead of just constructing string theory on this classical background. But this surely is an even farther reaching goal.
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**A  Topology of 2-cycles on the $T^3$**

At the beginning of this section, we will show in a very simple way that a 2-cycle on a $T^3$, being characterized by the two angles $\phi$ and $\theta$ from equation (3.13) can be uniquely described by a primitive vector in the reciprocal lattice of the 3-torus, eq. (A.2).
angles include three quantum numbers \( n', m' \) and \( p' \) that are coprime. A 2-dimensional cycle that spans the \((x, y)\)-plane of the \( T^3 \) trivially can be described by a perpendicular vector along the \( z \) direction. Two orientations are possible. We assign to the plane facing 'upwards' the vector \((0, 0, 1/L_z)\). If we now apply the rotation matrix \( \mathbf{O} \) from (3.3) together with (3.13) on this vector, the resulting vector is proportional to

\[
\vec{n} \equiv \left( \frac{m'}{2\pi L_x}, \frac{n'}{2\pi L_y}, \frac{p'}{2\pi L_z} \right).
\]

This is a general primitive vector in the reciprocal lattice, because \( n', m' \) and \( p' \) are arbitrary coprime integers. Consequently, there is a one-to-one correspondence between primitive vectors in the reciprocal lattice of \( T^3 \) and possible 2-cycles in the lattice of \( T^3 \).

### A.1 Lattice definitions

Every \( T^3 \) has the three fundamental cycles \( 2\pi L_x e_1, 2\pi L_y e_2 \) and \( 2\pi \tilde{L}_z e_3 \), where the lattice vectors \( e_i \) are normalized to \( (e_i)^2 = 1 \). The reciprocal lattice is defined by

\[
e_i^* e_j = \delta_{ij},
\]

where the basis takes the form \( 1/(2\pi L_x) e_1^* \), \( 1/(2\pi L_y) e_2^* \) and \( 1/(2\pi \tilde{L}_z) e_3^* \).

#### A.1.1 The A-torus

The A-torus can be defined by the following lattice vectors

\[
e_1 = e_1^* = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad e_2 = e_2^* = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \quad e_3 = e_3^* = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.
\]

The lattice and reciprocal lattice vectors can be chosen to take the same form in this type of torus, as the axes are all perpendicular. The reciprocal lattice vectors \( e_i^* \) therefore are also normalized to \( (e_i^*)^2 = 1 \).

#### A.1.2 The B, C and D-tori

The other three discussed tori can be defined by the following lattice vectors

\[
e_1 = \begin{pmatrix} \sqrt{1 - \left(\frac{b_1 L_z}{L_x}\right)^2} \\ 0 \\ b_1 L_z \end{pmatrix}, \quad e_2 = \begin{pmatrix} 0 \\ \sqrt{1 - \left(\frac{b_2 L_z}{L_y}\right)^2} \\ b_2 L_z \end{pmatrix}, \quad e_3 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.
\]

They lead to the following reciprocal lattice vectors

\[
e_1^* = \begin{pmatrix} 1/\sqrt{1 - \left(\frac{b_1 L_z}{L_x}\right)^2} \\ 0 \\ 0 \end{pmatrix}, \quad e_2^* = \begin{pmatrix} 0 \\ 1/\sqrt{1 - \left(\frac{b_2 L_z}{L_y}\right)^2} \\ 0 \end{pmatrix}, \quad e_3^* = \begin{pmatrix} -b_1 L_x \\ \sqrt{L_x^2 - b_1^2 L_z^2} \\ 0 \end{pmatrix}.
\]

In these definitions, \( b_1 \) and \( b_2 \) independently can take one of the two values 0 or \( 1/2 \).
### A.2 Intersection numbers

In this section, a mathematical derivation of the conjectured topological intersection number of two 2-dimensional branes, equation (4.18), on a $T^3$ will be given. The two 2-dimensional cycles (denoted by $a$ and $b$) can be understood as 2-dimensional subtori of the original $T^3$, i.e.

$$T^2_a, T^2_b \subset T^3. \quad (A.6)$$

Then the intersection of the two is a 1-torus $T^1_I$ times the collection of torsion points $V_I$ of $T^3$,

$$T^2_a \cap T^2_b = T^1_I \cdot V_I. \quad (A.7)$$

The number of these torsion points $\#V_I$ corresponds to the topological intersection number (without orientation). A 2-torus most easily can be represented by a primitive vector in the reciprocal lattice of the original $T^3$, equation (A.1). This means that the intersecting one-torus $T^1_I$ corresponds to the simultaneous solution of the two linear diophantine equations

$$m'_a x + n'_a y + p'_a z = 0, \quad m'_b x + n'_b y + p'_b z = 0. \quad (A.8)$$

A solution is given by

$$x = p'_b n'_a - p'_a n'_b, \quad y = m'_b p'_a - m'_a p'_b, \quad z = n'_b m'_a - m'_b n'_a. \quad (A.9)$$

The number of torsion points therefore is given by

$$\#V_I = \gcd (p'_b n'_a - p'_a n'_b, m'_b p'_a - m'_a p'_b, n'_b m'_a - m'_b n'_a). \quad (A.10)$$

We define the (unoriented) topological intersection number between two 2-cycles on the $T^3$ by

$$I^{u}_{ab} \equiv \#V_I. \quad (A.11)$$

There is no canonical mathematical way to attach a sign to this intersection number (although it is of course possible to do so by hand). This is easily understandable: an intersection is actually described by a vector (A.9) that has a well-defined direction in the 3-dimensional space (but no sign) and it can be reduced by the greatest common divisor of its components (A.10).

The standard unoriented intersection number of two 1-cycles on a 2-torus in our notation corresponds to the case when the two branes both wrap either the cycles $m'_a = m'_b = 0$ or $n'_a = n'_b = 0$, meaning that both vectors orthogonal to the branes lie either in the $(y, z)$- or $(x, z)$-plane of the reciprocal lattice. In this case, the sign of the oriented intersection number is simply established by choosing an oriented 'reference plane' and then by checking if the vector of the intersection is 'ingoing' or 'outgoing'. This reference plane is just given by the $(x, z)$- or $(y, z)$-plane itself, respectively.

Therefore, generally in the 3-dimensional case, we can only assign a sign to the intersection number (it will determine for instance the chirality of bifundamental representations) by explicitly choosing a 2-dimensional reference plane. In other words we have to specify what our internal space (2-dimensional per 3-torus) as opposed to the 4-dimensional spacetime exactly is.
A.3 Angle between branes

An oriented 2-cycle is characterized by a normal vector \( \vec{n} \) in the 3-dimensional reciprocal lattice. The angle between two such 2-cycles therefore can simply be obtained by the standard linear algebra formula

\[
\alpha = \arccos \left( \frac{\vec{n}_a \cdot \vec{n}_b}{||\vec{n}_a|| ||\vec{n}_b||} \right).
\]  

(A.12)

This angle is the smaller angle (\( \leq \pi \)) between the two normal vectors, therefore it is unoriented in the sense that exchanging brane \( a \) with brane \( b \) does not change the angle in between them. It takes the explicit form

\[
\alpha_i = \arccos \left( \frac{n^{a_i} n^{b_i} L_x^2 (\tilde{L}_i^x)^2 + m^{a_i} m^{b_i} L_y^2 (\tilde{L}_i^y)^2 + p^{a_i} p^{b_i} L_z^2 (\tilde{L}_i^z)^2}{v_i^a v_i^b} \right),
\]  

(A.13)

where

\[
v_i^l \equiv \sqrt{n^{l_i} L_x^2 (\tilde{L}_i^x)^2 + m^{l_i} L_y^2 (\tilde{L}_i^y)^2 + p^{l_i} L_z^2 (\tilde{L}_i^z)^2}
\]

is the 2-dimensional volume of the brane \( l \) on one 3-torus \( T_i^3 \).

B Moduli space of a general \( T^3 \)

A general \( T^k \) can be written as \( \mathbb{R}^k/\mathbb{Z}^k \). This means that the dimension of the coset

\[
GL(k, \mathbb{R})/SO(k, \mathbb{R})
\]

(B.1)

gives the dimension of the general \( T^k \) moduli space. The \( GL(k, \mathbb{R}) \) can be written as \( \mathbb{R} \times SL(k, \mathbb{R}) \), where \( \mathbb{R} \) is simply the determinant. According to the Iwasawa decomposition\(^\text{13}\), every element \( g \in SL(k, \mathbb{R}) \) can be written as

\[
g = k a n,
\]

(B.2)

where \( k \) is an element of the maximal subgroup, which is given by \( SO(k) \), \( a \) is an element of the maximal abelian subgroup, and \( n \) is an element of the nilpotent group. The maximal subgroup cancels against the \( SO(k, \mathbb{R}) \) of the coset \((B.1)\), and remaining are only the determinant and the abelian subgroup, the elements of those together concretely can be understood as the elementary radii, and the nilpotent group, which can be understood as the angles between the elementary radii. For example, a \( T^2 \) has two elementary radii and one angle, a \( T^3 \) has three elementary radii and three angles, so altogether six moduli.

For the case of an orientifolded \( T^2 \), the third modulus (explicitly the angle) is fixed by the orientifold plane to only discrete values, so only the two radii remain. A similar thing happens in the case of the \( T^3 \): the orientifold projection fixes two of the three elementary torus angles to a discrete value. This is explained in more detail in section 3.1. This of course means that one angle remains unfixed. In the main text this angle is set by hand to 90 degrees, but the whole ansatz might be extended by also taking into account this additional angle in the future.

\(^\text{13}\)I would like to thank A. Keurentjes for pointing me to this decomposition.
### C  Klein bottle lattice contributions

The Kaluza-Klein momenta and winding modes generally take the following form

\[ P = s_1/L_x e_1^* + s_2/L_y e_2^* + s_3/\tilde{L}_z e_3^*, \quad (C.1) \]
\[ L = \frac{1}{\alpha'}(r_1 L_x e_1 + r_2 L_y e_2 + r_3 \tilde{L}_z e_3). \quad (C.2) \]

The lattice contribution to the closed string Hamiltonian is generally given by

\[ H_{\text{lattice, cl.}} = \frac{\alpha'^2}{2}(P^2 + L^2). \quad (C.3) \]

In the discussed toroidal orientifold, equation (4.1) together with (4.2), the worldsheet parity transformation \( \Omega \) acts as

\[ \Omega : \quad P \xrightarrow{\Omega} P, \quad L \xrightarrow{\Omega} -L, \quad (C.4) \]

whereas the reflection \( R \) acts as:

\[ R : \quad P_x \xrightarrow{R} P_x, \quad P_y \xrightarrow{R} P_y, \quad P_z \xrightarrow{R} -P_z, \quad L_x \xrightarrow{R} L_x, \quad L_y \xrightarrow{R} L_y, \quad L_z \xrightarrow{R} -L_z. \quad (C.5) \]

Therefore, the combined action is given by:

\[ \Omega R : \quad P_x \xrightarrow{\Omega R} P_x, \quad P_y \xrightarrow{\Omega R} P_y, \quad P_z \xrightarrow{\Omega R} -P_z, \quad L_x \xrightarrow{\Omega R} -L_x, \quad L_y \xrightarrow{\Omega R} -L_y, \quad L_z \xrightarrow{\Omega R} L_z. \quad (C.6) \]

Keeping just the invariant terms under (C.6), leads to the lattice contribution

\[ H_{\text{K lattice, cl.}}^c = \frac{\alpha'}{2} \left( \frac{s_1^2}{L_x^2} + \frac{s_2^2}{L_y^2} \right) + \frac{1}{2\alpha'} \left( \frac{r_3^2 \tilde{L}_z^2}{r_2^2} \right). \quad (C.7) \]

### D  Annulus lattice contributions

#### D.1  Case of vanishing angles between branes

After mapping the boundary conditions (2.24) for the open string to the corresponding closed string boundary conditions and additionally performing T-duality, one obtains

\[ \partial_\tau X_i + B_y^i \partial_\tau \tilde{Z}_i = 0, \]
\[ \partial_\tau Y_i - B_x^i \partial_\tau \tilde{Z}_i = 0, \quad (D.1) \]
\[ \partial_\sigma \tilde{Z}_i - B_y^i \partial_\sigma X_i + B_x^i \partial_\sigma Y_i = 0. \]

Using the fact that \( \partial_\tau X_i = \alpha' P_x^i \) and \( \partial_\tau X_i = \alpha' L_x^i \) (similarly for \( Y_i \) and \( \tilde{Z}_i \)) and the definitions (C.1) and (C.2), we obtain the following set of equations in the D6-branes picture,

\[ s_1^i + \frac{m_i}{N} r_3^i = 0, \quad (D.2) \]
\[ s_2^i + \frac{n_i}{N} r_3^i = 0, \quad (D.3) \]
\[ s_3^i - \frac{m_i}{N} r_1^i - \frac{n_i}{N} r_2^i = 0. \quad (D.4) \]
These equations are linear diophantine equations and one has to be careful in order to find the most general integer solution and not just a subset, we will do this in some detail. The first two equations (D.2) and (D.3) have to be solved simultaneously, whereas (D.4) is independent from them and can be solved apart.

### D.1.1 Solving (D.2) and (D.3)

Applying our redefinitions (3.10) of the main text, the first set takes the form

\[ p'_i s^i_1 + m'_i r^i_3 = 0, \]

\[ p'_i s^i_2 + n'_i r^i_3 = 0, \]

where \( n'_i, m'_i, p'_i \) are coprime. This fact implies that after defining

\[ d^i_1 = \gcd(p'_i, m'_i), \quad d^i_2 = \gcd(p'_i, n'_i), \]

that \( \gcd(d^i_1, d^i_2) = 1 \). Furthermore, we define

\[ \hat{p}_i = d^i_1 p'_i, \quad \hat{m}_i = d^i_1 m'_i, \]

and solve first for (D.5) in terms of \( \hat{p}_i \) and \( \hat{m}_i \). The result is given by

\[ s^i_1 = \hat{m}_i k_i, \quad r^i_3 = -\hat{p}_i k_i, \quad \text{where} \quad k_i \in \mathbb{Z}. \]  

(D.9)

Similarly, after defining

\[ \hat{p}_i = d^i_2 p'_i, \quad \hat{n}_i = d^i_2 n'_i, \]

we find for (D.5) the solution

\[ s^i_2 = \hat{n}_i l_i, \quad r^i_3 = -\hat{p}_i l_i, \quad \text{where} \quad l_i \in \mathbb{Z}. \]  

(D.11)

These two results (D.9) and (D.11) are surely not the simultaneous solution of (D.5) and (D.6), but it should be contained as a subset. The most general result for \( r^i_3 \) is given by the set

\[ \left\{ -\frac{p_i}{d^i_1} k_i \right\} \cap \left\{ -\frac{p_i}{d^i_2} l_i \right\}. \]

(D.12)

Therefore \( d^i_1 l_i = d^i_2 k_i \) and thus

\[ k_i = d^i_1 w_i, \quad l_i = d^i_2 w_i, \quad \text{where} \quad w_i \in \mathbb{Z}. \]  

(D.13)

Therefore, the simultaneous solution for (D.5) and (D.6) is given by

\[ s^i_1 = m'_i w_i, \quad s^i_2 = n'_i w_i, \quad r^i_3 = -p'_i w_i, \quad \text{where} \quad w_i \in \mathbb{Z}. \]  

(D.14)
D.1.2 Solving (D.4)

The third equation of the boundary conditions takes the following form,
\[ p_i' s_i^3 - m_i' r_1^i - n_i' r_2^i = 0, \]  
(D.15)

where again \( n_i', m_i', p_i' \) are coprime. This is a linear diophantine equation in three unknowns, the general solution is known to be\(^\text{14}\)
\[ r_1^i = k_i \frac{n_i'}{d_i} + l_i p_i x_i, \]
\[ r_2^i = -k_i \frac{m_i'}{d_i} + l_i p_i y_i, \]
\[ s_i^3 = l_i d_i, \]

where \( k_i, l_i \in \mathbb{Z} \) are arbitrary integers, \( d_i = \gcd(n_i', m_i') \) and \( x_i, y_i \in \mathbb{Z} \) have to fulfill the equation
\[ m_i' x_i + n_i' y_i = d_i. \]  
(D.17)

\( x_i \) and \( y_i \) are not unique, but a different choice for them does not change the lattice as it just shifts the first lattice vector by a finite integer \( r \), such that \( k_i' = r + k_i \). On the other hand, no explicit solution for \( x_i \) and \( y_i \) can be given, it has to be determined case by case using for instance the Euclidean Division algorithm. For the tadpole calculation this actually is no problem at all, because all terms including \( x_i \), \( y_i \) and \( d_i \) chancel against each other, as we will see later.

The closed string lattice Hamiltonian, being defined by equation (C.3), takes the final form for the annulus amplitude
\[ H_{\text{lattice, cl.}} = \frac{\alpha'}{2} \left( \frac{m_i'^2}{L_x^2} + \frac{n_i'^2}{L_y^2} + \frac{p_i'^2}{(L_z^2)} \right) w_i^2 + \frac{1}{2 \alpha'} \left[ \left( \frac{n_i'^2}{d_i^2} L_x^2 + \frac{m_i'^2}{d_i^2} L_y^2 \right) k_i^2 + \left( \frac{m_i'^2}{d_i^2} L_z^2 \right) k_i^2 \right], \]
(D.18)

where the sum in the trace of the annulus amplitude runs over the three independent integers \( w_i, k_i \) and \( l_i \) (for every \( T_3^i \)). The corresponding open string Hamiltonian can be generally obtained via a modular transformation, using the Poisson resummation formula
\[ \sum_{n\in\mathbb{Z}} e^{-\pi(n-c)^2} = \sqrt{t} \sum_{m\in\mathbb{Z}} e^{2\pi icm} e^{-\pi m^2 t}. \]  
(D.19)

The second part of the Hamiltonian (D.18) comprises a technical complication because it contains a term that is bilinear in \( k_i \) and \( l_i \). The solution is to write the second part of the Hamiltonian as a matrix of the form
\[ \frac{1}{2 \alpha'} \left[ (k_i, l_i) \left( \begin{array}{cc} c_1 & c_2 \\ c_2 & c_3 \end{array} \right) \left( \begin{array}{c} k_i \\ l_i \end{array} \right) \right], \]

\(^{14}\)We thank the three mathematicians Joost van Hamel, Wouter Castryck and Hendrik Hubrechts to provide this result.
and then use the matrix generalization of the Poisson resummation,

$$
\sum_{\vec{w} \in \mathbb{Z}^d} e^{-\frac{\pi \imath \tilde{w}^T S \tilde{w}}{2}} = t^{d/2} \sqrt{\det S}^{-1} \sum_{\vec{w} \in \mathbb{Z}^d} e^{-\pi \imath \tilde{w}^T S^{-1} \tilde{w}}. 
$$

(D.20)

In this way we obtain the open string lattice Hamiltonian for the annulus amplitude

$$
\mathcal{H}_{\text{lattice, op.}}^A = \frac{1}{\alpha'} \left( \frac{m_i^2 r_i^2}{L_x^2} + \frac{n_i^2 r_i^2}{L_y^2} + \frac{p_i^2 L_i^2}{(L_z^2)} \right)^{-1} \tilde{w}_i^2 + \frac{1}{4\alpha' \Delta} \left[ \left( p_i^2 x_i^2 L_x^2 + p_i^2 y_i^2 L_y^2 \right) + d_i^2 (\tilde{L}_z^2) \right],
$$

(D.21)

with

$$
\Delta \equiv d_i^2 \left( n_i^2 L_x^2 (\tilde{L}_z^2) + m_i^2 L_y^2 (\tilde{L}_z^2) + p_i^2 L_x^2 L_y^2 \right). 
$$

(D.22)

The sum in the amplitude runs over the independent integers $\tilde{w}_i, \tilde{k}_i, \tilde{l}_i \in \mathbb{Z}$. Most remarkable is the fact that indeed all terms containing $x_i, y_i$ and $d_i$ cancel against each other in $\sqrt{\det S}$ that enters the tree channel tadpole cancellation condition. This happens after we have resubstituted equation (D.17).

**D.2 Case of non-vanishing angles between branes**

In contrast to the $T^6$ case, we still obtain a contribution from the lattice, simply because the intersection is one-dimensional and compact in the case of the $T^9$. Compared to the case of a vanishing angle between the two branes, instead of (D.2)-(D.4) we have to solve the following set,

$$
\begin{align*}
p_i^{\alpha i} s_i^1 + m_i^{\alpha i} r_i^3 &= 0, & p_i^{\beta i} s_i^1 + m_i^{\beta i} r_i^3 &= 0, \\
p_i^{\alpha i} s_i^2 + n_i^{\alpha i} r_i^3 &= 0, & p_i^{\beta i} s_i^2 + n_i^{\beta i} r_i^3 &= 0, \\
p_i^{\alpha i} s_i^3 - m_i^{\alpha i} r_i^2 - n_i^{\alpha i} r_i^2 &= 0, & p_i^{\beta i} s_i^3 - m_i^{\beta i} r_i^2 - n_i^{\beta i} r_i^2 &= 0.
\end{align*}
$$

(D.23)

For now assume that the two primitive vectors defining the two branes $a$ and $b$ are not coinciding. Then, the most general solution to the set (D.23) is given by

$$
\begin{align*}
s_i^1 &= s_i^2 = r_i^3 = 0, \\
r_i^1 &= \Lambda_i^{-1} \left( m_i^{\beta i} p_i^{\alpha i} - m_i^{\alpha i} p_i^{\beta i} \right) w_i, \\
r_i^2 &= \Lambda_i^{-1} \left( p_i^{\beta i} n_i^{\alpha i} - p_i^{\alpha i} n_i^{\beta i} \right) w_i, \\
s_i^3 &= \Lambda_i^{-1} \left( m_i^{\beta i} n_i^{\alpha i} - m_i^{\alpha i} n_i^{\beta i} \right) w_i,
\end{align*}
$$

(D.24)

where

$$
\Lambda_i \equiv \gcd \left( m_i^{\beta i} p_i^{\alpha i} - m_i^{\alpha i} p_i^{\beta i}, p_i^{\beta i} n_i^{\alpha i} - p_i^{\alpha i} n_i^{\beta i}, m_i^{\beta i} n_i^{\alpha i} - m_i^{\alpha i} n_i^{\beta i} \right).
$$

(D.25)

Therefore, we obtain the closed string lattice Hamiltonian

$$
\mathcal{H}_{\text{lattice, cl.}}^A = \frac{1}{2\alpha' \Lambda_i^2} \left[ \left( p_i^{\beta i} n_i^{\alpha i} - p_i^{\alpha i} n_i^{\beta i} \right)^2 L_x^2 + \left( m_i^{\beta i} p_i^{\alpha i} - m_i^{\alpha i} p_i^{\beta i} \right)^2 L_y^2 + \left( m_i^{\beta i} n_i^{\alpha i} - m_i^{\alpha i} n_i^{\beta i} \right)^2 (\tilde{L}_z^2) \right] w_i^2.
$$

(D.26)
The sum in the amplitude runs over all integers $w_i \in \mathbb{Z}$. The open string Hamiltonian can be obtained in a similar way like in the last section by a modular transformation using equation (D.19), the result is given by

$$\mathcal{H}_{\text{lattice, op.}}^A = \alpha' L_x^2 \left[ (p_i^{b_i} n_i^{a_i} - p_i^{a_i} n_i^{b_i})^2 L_x^2 + (m_i^{b_i} p_i^{a_i} - m_i^{a_i} p_i^{b_i})^2 L_y^2 + (m_i^{b_i} n_i^{a_i} - m_i^{a_i} n_i^{b_i})^2 (L_z^2)^2 \right]^{-1} \tilde{w}_i^2. \quad (D.27)$$

### E The NS-NS tadpole

For completeness, we will state the NS-NS tadpoles in this section. This can be done in two different ways: either directly from the one loop amplitude, which is exactly analogue to the treatment of the R-R-tadpole in section 4.1 or from the tree level scalar potential arising the Born-Infeld action. This derivation is more straightforward and equivalent to the other one, so it will be used here. The potential is derived in section 5.2 equation (5.19). All the NS-NS tadpoles can be obtained by simply differentiating the potential with respect to all the scalar fields that it depends on. This procedure leads to ten different tadpoles, the dilaton tadpole $\langle \phi \rangle_D \sim \partial V / \partial \phi$ and nine radion tadpoles, for instance $\langle L_x \rangle_D \sim \partial V / \partial L_x$. Explicitly, they are given by

$$\langle \phi \rangle_D = \sum_{l=1}^{k} \tilde{N}_l v_1^l v_2^l v_3^l - 16 \sqrt{\frac{L_1^2 L_2^2 L_3^2 L_4^2 L_5^2 L_6^2 L_7^2 L_8^2 L_9^2 + L_2 L_3 L_4 L_5 L_6 L_7 L_8 L_9}{L_1 L_2 L_3}}, \quad (E.1)$$

$$\langle L_x \rangle_D = \sum_{l=1}^{k} \tilde{N}_l v_1^l v_2^l v_3^l \left[ (n_1^{(l)} + b_1 p_1^{(l)})^2 \frac{\tilde{L}_x^l}{L_x^l} - (m_1^{(l)} + b_1 p_1^{(l)})^2 \frac{\tilde{L}_y^l}{L_y^l} + (n_1^{(l)} + b_1 p_1^{(l)})^2 \frac{\tilde{L}_z^l}{L_z^l} \right]$$

$$- 16 \sqrt{\frac{L_1 L_2 L_3 L_4 L_5 L_6 L_7 L_8 L_9}{L_1^2 L_2^2 L_3^2 L_4^2 L_5^2 L_6^2 L_7^2 L_8^2 L_9^2}}, \quad (E.2)$$

$$\langle L_y \rangle_D = \sum_{l=1}^{k} \tilde{N}_l v_1^l v_2^l v_3^l \left[ (m_1^{(l)} + b_1 p_1^{(l)})^2 \frac{\tilde{L}_x^l}{L_x^l} - (n_1^{(l)} + b_1 p_1^{(l)})^2 \frac{\tilde{L}_y^l}{L_y^l} + (m_1^{(l)} + b_1 p_1^{(l)})^2 \frac{\tilde{L}_z^l}{L_z^l} \right]$$

$$- 16 \sqrt{\frac{L_1 L_2 L_3 L_4 L_5 L_6 L_7 L_8 L_9}{L_1^2 L_2^2 L_3^2 L_4^2 L_5^2 L_6^2 L_7^2 L_8^2 L_9^2}}, \quad (E.3)$$

$$\langle L_z \rangle_D = \sum_{l=1}^{k} \tilde{N}_l v_1^l v_2^l v_3^l \left[ (n_1^{(l)} + b_1 p_1^{(l)})^2 \frac{\tilde{L}_x^l}{L_x^l} + (m_1^{(l)} + b_1 p_1^{(l)})^2 \frac{\tilde{L}_y^l}{L_y^l} - (n_1^{(l)} + b_1 p_1^{(l)})^2 \frac{\tilde{L}_z^l}{L_z^l} \right]$$

$$+ 16 \frac{1}{L_z^l} \sqrt{\frac{L_1 L_2 L_3 L_4 L_5 L_6 L_7 L_8 L_9}{L_1^2 L_2^2 L_3^2 L_4^2 L_5^2 L_6^2 L_7^2 L_8^2 L_9^2}}, \quad (E.4)$$
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with \( I, J, K \in \{1, 2, 3\} \) and \( I \neq J \neq K \neq I \) and where \( v^i_l \) is defined by

\[
v^i_l \equiv \sqrt{\left( n^{(l)'}_i + b^{(l)'}_i \right)^2 \frac{L_y L_z}{L_i^2} + \left( m^{(l)'}_i + b^{(l)'}_i \right)^2 \frac{L_y L_z}{L_i^2} + \left( n^{(l)'}_i + b^{(l)'}_i \right)^2 \frac{L_x L_z}{L_i^2}}.
\]

(E.5)

\[F\] Modular function expansions

In the main text, the expansion of the following combination of modular functions in \( q \) is needed.

\[
-\vartheta \left[ \frac{1}{2}, \frac{1}{2} \right] \vartheta \left[ \frac{1}{2}, \frac{1}{2} \right] + \vartheta \left[ 0, 0 \right] \vartheta \left[ 0, -\kappa_1 \right] \vartheta \left[ 0, -\kappa_2 \right] - \vartheta \left[ 0, \frac{1}{2} \right] \vartheta \left[ 0, \frac{1}{2} - \kappa_1 \right] \vartheta \left[ 0, \frac{1}{2} - \kappa_2 \right] = 2 \cos^2 (\pi \kappa_1) + \cos^2 (\pi \kappa_2) - 2 \cos (\pi \kappa_1) \cos (\pi \kappa_2)
\]

\[
= \frac{\cos^2 (\pi \kappa_1) + \cos^2 (\pi \kappa_2) - 2 \cos (\pi \kappa_1) \cos (\pi \kappa_2)}{\sin (\pi \kappa_1) \sin (\pi \kappa_2)}
\]

\[
+ 4 \frac{\cos^2 (\pi \kappa_1) + \cos^2 (\pi \kappa_2) + 8 \cos^2 (\pi \kappa_1) \cos^2 (\pi \kappa_2) - 6 \cos (\pi \kappa_1) \cos (\pi \kappa_2)}{\sin (\pi \kappa_1) \sin (\pi \kappa_2)} q + O(q^2)
\]
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