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Abstract

Consideration of wave–flow resonance addresses the long-standing problem of how zonal flows (ZF) saturate in the limit of weak or zero frictional drag, and also determines the ZF scale. For relevant magnetic geometries, the frequently quoted tertiary instability requires unphysical enhancement of ZF shear and thus is irrelevant to the near-marginal, frictionless regime. We show that resonant vorticity mixing, which conserves potential enstrophy, enables ZF saturation in the absence of drag, and so is effective in the Dimits up-shift regime. Vorticity mixing is incorporated as a nonlinear, self-regulation effect in an extended 0D predator–prey model of drift–ZF turbulence. This analysis determines the saturated ZF shear and shows that the mesoscopic ZF width scales as $L_{ZF} \sim f^{3/16} (1-f)^{1/8} \rho_s^{5/8} l_0^{3/8}$ in the relevant adiabatic limit (i.e., $\tau_{ck} k^2 D_{\parallel} \gg 1$). $f$ is the fraction of turbulence energy coupled to ZF and $l_0$ is the mixing length absent ZF shears. We calculate and compare the stationary flow and turbulence level in frictionless, weakly frictional, and strongly frictional regimes. In the frictionless limit, the results differ significantly from conventionally quoted scalings derived for frictional regimes. The flow is independent of turbulence intensity. The turbulence level scales as $E \sim (\gamma_L/\varepsilon_c)^2$, which defines the extent of the “near-marginal” regime to be $\gamma_L < \varepsilon_c$, for the case of avalanche-induced profile variability. Here, $\varepsilon_c$ is the rate of dissipation of potential enstrophy and $\gamma_L$ is the characteristic linear growth rate of fluctuations. The implications for dynamics near marginality of the strong scaling of saturated $E$ with $\gamma_L$ are discussed.
Predicting turbulence and transport in states evolving from saturated instability is the goal in many areas of research on nonlinear dynamics. Examples include pipe flow and the question of friction factor scaling [1], Rayleigh–Bénard convection and the question of the scaling of Nusselt number with Rayleigh and Prandtl numbers [2], and drift wave turbulence in confined plasmas [3] and the question of turbulent diffusivity scaling [4] with $\rho_* \equiv \rho_0/a$.

A frequently operative saturation mechanism works by the coupling of free energy to stable secondary patterns by the interaction of primary instabilities. The secondary patterns form as a result of secondary instability. When the structure of the secondary patterns drives the tertiary instability above threshold, the onset of such tertiary modes causes further relaxation. Zonal flow (ZF) generation in quasi-geostrophic (QG) [5] and drift wave (DW) [6] turbulence is a prime example of saturation-by-secondary. Indeed, zonal flows are very effective at regulating DW turbulence, as they are the secondary modes of minimal inertia, transport, and damping [6]. Such a mechanism naturally can be thought of as a predator–prey type ecology [7, 8], in which the secondary ‘predator’ feeds of (i.e., extracts energy from) the primary ‘prey’. In such a system, the damping of the predator (here, the ZF) ultimately regulates the full system. Drag, due to bottom friction in QG or because of collisions in plasmas, is usually invoked to damp ZF. However, this picture is unsatisfactory for present day and future regimes of low collisionality. Thus, it becomes essential to understand frictionless ZF saturation and its implications for DW turbulence. Of course, ZF saturation significantly impacts transport and turbulence scalings. Note that understanding scalings in the frictionless regime is essential for developing reduced models thereof. Taken together, these are the topics of this paper.

We study drift–ZF turbulence with special focus on the frictionless regime where the flow drag approaches zero. Note that the DW drive—which can depend on electron collisionality—is not affected by the distinction between frictional and frictionless ion regimes, since frictional damping of drift waves is weak. Many works on ZF generation [6, 9, 10] exist, but the question of how ZF saturates, absent frictional drag, remains open. We show that turbulent mixing of zonal vorticity by drift waves in the presence of ZF saturates secondary flows for near-marginal turbulence (with low to zero frictional drag), and thus is effective at regulating the Dimits up-shift regime. The Dimits regime [11] is that of a frictionless DW–ZF system close to the linear instability threshold, where nearly all the energy of the system is coupled to ZF, so that the residual transport and turbulence are weak, though finite. This induces
an up-shift in the onset of the turbulent fluxes when plotted vs $\nabla T$. Turbulent vorticity mixing is fundamentally different from viscous flow damping. Turbulent vorticity mixing conserves total potential enstrophy (PE) between the mean field—i.e., the zonal component—and fluctuations. In contrast, the flow viscosity dissipates both the ZF and (DW flow) fluctuations. Note that even though there exist many simulation studies on the DW–ZF dynamics\[12–15\], few of them address the question of how ZFs and thus the system saturate in the frictionless limit for near-marginal flux driven turbulence.

Though sometimes mentioned in this context, tertiary instability is not effective for most cases of ZF saturation as it is strongly suppressed by magnetic shear. Indeed, in simulation studies, onset of tertiary instability requires an artificial increase in the ZF shearing rate\[16\] so as to overcome magnetic shear. Ion temperature gradients can provide an extra source of free energy to drive the tertiary mode, in addition to flow shears. However, such a contribution to the growth rate of the tertiary mode is of order $O(k^2 \rho_i^2)$, and thus does not qualitatively alter tertiary stability\[17\]. Tertiary instability of ZF may occur in flat-q regimes\[18\] with weak magnetic shear. Even there, the onset of tertiary mode of ZF, i.e., the Kelvin–Helmholtz instability, requires the ZF shear to exceed a threshold\[19\]. However, in the cases we have encountered, the ZF shear is always below the threshold. Moreover, we are interested in the Dimits up-shift regime, where the tertiary mode is stable. Therefore, in this work, we shift the paradigm from the hypothetical saturation induced by tertiary instability to saturation by vorticity mixing.

Turbulent vorticity mixing is driven by DW–ZF resonance. The resonance response is characterized by this auto-correlation time due to the resonant mixing, i.e., $\delta(\omega_k - k_y \langle v_y \rangle) \sim \tau_{ck}$. It is analogous to Landau damping-induced absorption of plasmons during collapse of Langmuir turbulence\[20, 21\]. This analogy is developed in the supplemental material\[22\].

As a simple example, we study the Hasegawa–Wakatani DW system\[23\] in slab geometry with ZF $\langle v_y \rangle$:

$$\frac{d}{dt} \tilde{n} + \tilde{v}_x \nabla n_0 = D_\parallel \nabla^2 \tilde{n} + \tilde{\phi},$$

$$\frac{d}{dt} \tilde{\rho} + \tilde{v}_x \langle \rho' \rangle = D_\parallel \nabla^2 \tilde{n} + \tilde{\phi} + \chi_c \nabla^2 \tilde{\rho},$$

where we define $D_\parallel \equiv v_{The}^2 / \nu_{ei}$ and $d/dt \equiv \partial_t + \langle v_y \rangle \partial_y$. Here, $\langle \cdot \rangle$ is zonal average, i.e., $\langle \cdot \rangle \equiv \int dy/L_y$. $\nu_{ei}$ is electron–ion collision frequency and $v_{The}$ is electron thermal speed.
We have normalized electric potential fluctuation as \( \tilde{\phi} \equiv e\delta\phi/T_e \) and density fluctuation as \( \tilde{n} \equiv \delta n/n_0 \), where \( n_0 \) is the equilibrium density. The magnetic field is uniform and lies in \( \hat{z} \) direction. Both \( n_0 \) and \( \langle v_y \rangle \) vary only in \( \hat{x} \) direction. \( \tilde{\rho} \equiv \rho_s^2 \nabla_\perp^2 \tilde{\phi} \) is the vorticity fluctuation, where \( \rho_s \) is the ion Larmor radius at electron temperature, \( \langle \rho \rangle \equiv \langle v_y \rangle \rho_s/c_s \) is the zonal vorticity where \( c_s \) is the ion sound speed. \( \tilde{v}_E \equiv c_s \hat{z} \times \nabla \tilde{\phi} \) is the \( E \times B \) velocity fluctuation. \( D_c \) and \( \chi_c \) are the collisional particle diffusivity and vorticity diffusivity (i.e., viscosity). The DW is the dominant instability population, because the vorticity gradient drive is quantitatively weaker than the \( \nabla n_0 \) drive, i.e., \( k_y \rho_s^2 \langle v_y \rangle''/\omega_{se} \ll 1 \) where \( \omega_{se} \equiv k_y \rho_s c_s/L_n \) is the electron drift frequency and \( L_n \equiv n_0/|dn_0/dx| \) is the density gradient scale. The Hasegawa–Wakatani model is simple but generic. It is a general model of electron DW turbulence. Its structure is similar to any electron DW system, such as collisional DW, dissipative and collisionless trapped electron modes. The tertiary mode discussed here is driven by the zonal flow shear. Therefore, its free energy source has been taken into account in the Hasegawa–Wakatani drift wave model studied in this work.

The generation and saturation of ZF by drift waves are described by PV (potential vorticity) mixing. The fluctuating PV is defined as \( \tilde{q} \equiv \tilde{n} - \tilde{\rho} \), and the zonal PV is \( \langle q \rangle \equiv \langle n \rangle - \langle \rho \rangle \). Hence, the evolution equation for fluctuating PV can be obtained by subtracting Eq. (2) from Eq. (1), yielding

\[
\frac{d}{dt} + \tilde{v}_E \cdot \nabla \tilde{q} + \tilde{v}_x \frac{\partial}{\partial x} \langle q \rangle = D_{q,c} \nabla^2 \tilde{q}.
\]

(3)

Here, \( D_{q,c} \sim (D_c + \chi_c)/2 \) is the collisional diffusivity of PV. In multiplying both sides of Eq. (3) by \( \tilde{q} \), we obtain the PE equation[24, 25]:

\[
\frac{\partial}{\partial t} \Omega = -\frac{\partial}{\partial x} \langle \tilde{v}_x \tilde{q}^2 \rangle/2 - \langle \tilde{v}_x \tilde{q} \rangle \frac{\partial}{\partial x} \langle q \rangle - \Gamma_q \frac{\partial}{\partial x} \langle q \rangle - \varepsilon_c \Omega^{3/2} + \gamma_L \Omega,
\]

(4)

where \( \Omega \equiv \langle \tilde{q}^2 \rangle/2 \). \( \varepsilon_c \Omega^{3/2} \) represents the forward cascade (to dissipation) of PE. \( \varepsilon_c \) is the nonlinear dissipation rate of potential enstrophy. \( \gamma_L \) is the characteristic linear growth rate of DW, which drives the turbulence and thus produces
PE. The coupling of PV flux and zonal PV profile gradient conserves PE between mean field and fluctuations.

The equations for mean-field density and zonal vorticity are

$$\frac{\partial}{\partial t} \langle n \rangle = -\frac{\partial}{\partial x} \langle \tilde{v}_x \tilde{n} \rangle + \frac{\partial}{\partial x} D_{NL} \frac{\partial}{\partial x} \langle n \rangle + D_c \nabla^2 \langle n \rangle,$$

(5)

$$\frac{\partial}{\partial t} \langle \rho \rangle = -\frac{\partial}{\partial x} \langle \tilde{v}_x \tilde{\rho} \rangle - \mu_c \langle \rho \rangle + \frac{\partial}{\partial x} D_{NL} \frac{\partial}{\partial x} \langle \rho \rangle + \chi_c \nabla^2 \langle \rho \rangle.$$

(6)

$\mu_c$ is frictional drag coefficient. Onset of tertiary instability can be included in reduced models, if needed. However, here we neglect it, because the relevance of such tertiary modes to ZF saturation in confinement devices is debatable.

To close the system, we need to calculate the turbulence-driven fluxes. Detailed derivations of PV and particle fluxes can be found in Ref. [24]. The frictionless zonal flow saturation is directly determined by the turbulent diffusion of vorticity. In order to calculate the vorticity flux, we first calculate the PV flux, since PV is conserved by the Hasegawa–Wakatani drift wave system discussed here. The quasilinear PV flux is diffusive, i.e., $\langle \tilde{v}_x q \rangle = -D_{q,turb} \frac{\partial}{\partial x} \langle q \rangle$, which is obtained from Eq. (3), neglecting collisional diffusion. Ref. [24] treats the turbulent diffusion of vorticity as non-resonant. Here, the turbulent diffusivity of PV has a resonant part and a non-resonant part, i.e., $D_{q,turb} = D_{q,\text{res}} + D_{q,\text{non-res}}$.

When the flow velocity of zonal flows approaches the phase velocity of drift waves, the turbulent diffusion of PV is resonant. The resonant response is determined by the propagator $\delta(\omega_k - k_y \langle v_y \rangle)$, where $\omega_k$ is the drift wave frequency. The resonant diffusivity of PV is set by the resonance between DW phase velocity and the local ZF profile, which yields $D_{q,\text{res}} = \sum_k |\tilde{v}_{x,k}|^2 \pi \delta(\omega_k - k_y \langle v_y \rangle)$, where $\tilde{v}_{x,k}$ is the fluctuating velocity in the radial direction and $\omega_k$ is the DW frequency. The resonant scattering here has a characteristic spectral autocorrelation time scale $\tau_{ck} \sim |\Delta(\omega_k - k_y \langle v_y \rangle)|^{-1} \sim \{|(v_{g,y} - v_{ph,y})\Delta k_y| + |v_{g,x} \Delta k_x|\}^{-1}$, where we have used $\langle v_y \rangle \cong \omega_k/k_y = v_{ph,y}$. Here, $\Delta(\cdot)$ is an operator determining the width of turbulence spectrum when plotted against the content of the operator. The resonance is between drift waves and the instantaneous ZF profile. Thus, this autocorrelation time is shorter than the time scale of ZF evolution, i.e., $\tau_{ck} \ll \tau_{ZF}$, consistent with ZF evolution by turbulent PV mixing. The correlation time $\tau_{ck}$ is shorter as compared to the 1D case, where the spectral width is due to the mismatch between group velocity and phase velocity, i.e.,
\[ \tau_{ck} \sim |(v_g - v_{ph})\Delta k|^{-1}, \] only. As a result, the resonant diffusivity is \( D^\text{res}_q = \sum_k k_y^2 \rho_s^2 c_s^2 \phi_k |^2 \tau_{ck}. \)

The non-resonant diffusivity can be obtained by quasilinear theory, and is \( D^\text{non-res}_q = \sum_{\omega_k \neq k_y(v_y)} k_y^2 \rho_s^2 c_s^2 |\phi_k|^2 |\omega_k - k_y(v_y)|^2. \) \( \gamma_k \) is the linear growth rate of DW. The Doppler shifted frequency of the DW is \( \omega_k \equiv \omega_{ke}/(1 + k_y^2 \rho_s^2 + L_m^2 \rho_s^2) \) and the growth rate is \( \gamma_k \equiv \langle \omega_{ke}^2/k^2 D_y \rangle (k_y^2 \rho_s^2 + L_m^2 \rho_s^2)/(1 + k_y^2 \rho_s^2 + L_m^2 \rho_s^2)^3. \) Both of them depend upon the mode structure. \( L_m \equiv \langle k_x^2 \rangle^{-1/2} \) is the eigenmode scale in radial direction. Thus, the non-resonant diffusivity depends on the mode scale, which yields

\[ D^\text{non-res}_q \simeq \sum_{k \text{ for which } \omega_k \neq k_y(v_y)} \frac{k_y^2 \rho_s^2 c_s^2}{k^2 D_y} \frac{k_y^2 \rho_s^2 + L_m^{-2} \rho_s^2}{1 + k_y^2 \rho_s^2 + L_m^{-2} \rho_s^2} |\phi_k|^2. \] (7)

The non-resonant diffusivity is negligible in comparison to the resonant diffusivity. The ratio of the two is \( D^\text{non-res}_q/D^\text{res}_q \sim (k^2 D_y \tau_{ck})^{-1} (k^2 \rho_s^2 + L_m^{-2} \rho_s^2)/(1 + k_y^2 \rho_s^2 + L_m^2 \rho_s^2) < (k^2 D_y \tau_{ck})^{-1}. \) In the relevant regime where \( k^2 D_y \tau_{ck} \gg 1, \) we obtain \( D^\text{non-res}_q \ll D^\text{res}_q, \) i.e., the mixing of PV is primarily resonant.

The turbulent particle flux driven by DW turbulence in the adiabatic regime is diffusive, i.e., \( \langle \tilde{v}_x \tilde{n} \rangle = -D_{n,\text{turb}} \partial_x \langle n \rangle, \) where

\[ D_{n,\text{turb}} = \sum_k \frac{k^2 \rho_s^2 c_s^2}{k^2 D_y} \frac{k_y^2 \rho_s^2 + L_m^{-2} \rho_s^2}{1 + k_y^2 \rho_s^2 + L_m^{-2} \rho_s^2} |\phi_k|^2. \] (8)

The key propagator in the particle flux is \( 1/(\omega_k - k_y(v_y) + ik^2 D_y). \) In the relevant regime of near-adiabatic electrons, i.e., \( k^2 D_y \gg \omega_k, \) this propagator is determined by \( 1/ik^2 D_y \) and does not involve the resonance. As a result, the resonance does not appear in the particle flux. We can then obtain the vorticity flux by subtracting the PV flux from the particle flux, i.e., \( \langle \tilde{v}_x \tilde{\rho} \rangle = \langle \tilde{v}_x \tilde{n} \rangle - \langle \tilde{v}_x \tilde{q} \rangle, \) which is \( \langle \tilde{v}_x \tilde{\rho} \rangle = -(D_{n,\text{turb}} - D^\text{res}_q) \partial_x \langle n \rangle - D^\text{res}_q \partial_x \langle \rho \rangle. \) Here, the last term is the flux induced by resonant diffusion. The non-diffusive component forms a residual vorticity flux, i.e., \( \Gamma^\text{Res}_\rho = -(D_{n,\text{turb}} - D^\text{res}_q) \partial_x \langle n \rangle. \) \( \Gamma^\text{Res}_\rho \) is driven by DW turbulence, so it is proportional to the density gradient. As discussed in Ref. [9], \( \Gamma^\text{Res}_\rho \) drives ZF against diffusive mixing and the gradient of \( \Gamma^\text{Res}_\rho \) can accelerate ZF from rest. Note that this mean field calculation of the vorticity flux is applicable to the stationary state, while modulational instability analysis applies only to the stage of ZF growth.
We then arrive at the DW–ZF system including resonant PV mixing, which is

\[ \frac{\partial}{\partial t} \langle n \rangle = \frac{\partial}{\partial x} D_{n,\text{turb}} \frac{\partial}{\partial x} \langle n \rangle + \frac{\partial}{\partial x} D_{NL} \frac{\partial}{\partial x} \langle n \rangle + D_c \nabla^2 \langle n \rangle, \]

(9)

\[ \frac{\partial}{\partial t} \langle \rho \rangle = \frac{\partial}{\partial x} \left[ (D_{n,\text{turb}} - D_{q,\text{res}}) \frac{\partial}{\partial x} \langle n \rangle + D_{q,\text{res}} \frac{\partial}{\partial x} \langle \rho \rangle \right] - \mu_c \langle \rho \rangle + \frac{\partial}{\partial x} D_{NL} \frac{\partial}{\partial x} \langle \rho \rangle + \chi_c \nabla^2 \langle \rho \rangle, \]

(10)

\[ \frac{\partial}{\partial t} \Omega = D_{\Omega,\text{c}} \frac{\partial^2}{\partial x^2} \Omega + (D_{q,\text{res}} + D_{NL}) \left[ \frac{\partial}{\partial x} (\langle n \rangle - \langle \rho \rangle) \right]^2 - \varepsilon_c \Omega^{3/2} + \gamma \Omega. \]

(11)

This system consists of the equations for mean-field density (Eq. (9)), zonal vorticity (Eq. (10)), and fluctuation PE (Eq. (11)). Initially produced by linear DW instability, the PE of this system is conserved up to frictional dissipation and nonlinear turbulent saturation, which transfer PE to small scales. The evolution of total PE is given by

\[ \frac{\partial}{\partial t} \int dx \left[ \Omega + \frac{(\langle n \rangle - \langle \rho \rangle)^2}{2} \right] = \int dx \left[ \gamma \Omega - \varepsilon_c \Omega^{3/2} - D_{q,c} |\nabla (\langle n \rangle - \langle \rho \rangle)|^2 - \mu_c \langle \rho \rangle^2 \right]. \]

(12)

The collisional diffusion of zonal PV (the term with \( D_{q,c} \) in Eq. (12)) is a sink. In contrast, the turbulent PV diffusion conserves PE between mean field and fluctuations.

As demonstrated by Ref. [26, 27], vorticity flux is identical to the Reynolds force, and thus drives the ZF. The residual vorticity flux excites the ZF, and thus the resonant diffusion is the only damping for ZF in the frictionless limit—i.e., \( \mu_c, \chi_c, D_{NL} \to 0 \). By multiplying Eq. (10) by \( \langle \rho \rangle \), we obtain the net production of mean flow enstrophy in the frictionless limit, which is

\[ \frac{\partial}{\partial t} \int dx \frac{(\langle \rho \rangle)^2}{2} = \int dx \left[ -(D_{n,\text{turb}} - D_{q,\text{res}}) \frac{\partial \langle n \rangle}{\partial x} \frac{\partial \langle \rho \rangle}{\partial x} - D_{q,\text{res}} \left( \frac{\partial \langle \rho \rangle}{\partial x} \right)^2 \right]. \]

(13)

Note resonant diffusion of zonal vorticity acts to damp and saturate ZF in the frictionless regime—i.e., its contribution to \( \partial_t \int dx \langle \rho \rangle^2 \) is negative definite.

The zonal vorticity profile is stationary when the net flow production is zero, i.e., \( \partial_t \int dx \langle \rho \rangle^2 = 0 \). Therefore, in the frictionless regime, the stationary vorticity profile is determined by the balance between residual vorticity flux and the resonant vorticity diffu-
sion (i.e., so $\langle \tilde{v}_x \tilde{\rho} \rangle = 0$) which implies

$$\langle v_y \rangle'' \sim - \frac{c_s}{\rho_s L_n} \left( 1 - \frac{1}{\tau_{ck} k^2_{||} D_{||} L_n} \left( \frac{k_y^2 \rho_s^2 + L_m^{-2} \rho_s^2}{1 + k_y \rho_s^2 + L_m^{-2} \rho_s^2} \right) \right). \quad (14)$$

In the relevant limit of near-adiabatic electrons, we have $\tau_{ck} k^2_{||} D_{||} \gg 1$. The flow scale is then $L_{ZF} \sim (\langle v_y \rangle/c_s)^{1/2} \sqrt{\rho_s L_n}$. The flow magnitude is obtained using mixing length estimation for the turbulence energy and the fraction $f$: $\langle v_y \rangle^2/c_s^2 \sim f l^2_{mix}/L_n^2$, where $0 < f < 1$ is the fraction of turbulence energy coupled to ZF. The appropriate “base state” mixing scale ($l_0$), absent ZF, is the size of an extended cell absent shear, i.e., $l_0 \sim L_n$. $l_0$ is reduced by ZF shearing, according to the model $l^2_{mix} \sim l_0^2/[1 + (\langle v_y \rangle/\tau_c)^2]$. For weak or modest ZF shear, the decorrelation time is the eddy turnover time, i.e., $\tau_c \sim (\langle \tilde{p}^2 \rangle)^{-1/2} \sim l_{mix}/\langle \tilde{v}^2 \rangle^{1/2}$. The mixing model yields $\langle \tilde{v}^2 \rangle/c_s^2 \sim (1 - f)^2_{mix}/L_n^2$. Thus, ZF scale is $L_{ZF} \sim f^{1/6}(1 - f)^{1/6} \rho_s^{2/3} l_0^{1/3}$ and ZF shear is $|\langle v_y \rangle'| \sim f^{1/6}(1 - f)^{1/6} (c_s/L_n)(l_0/\rho_s)^{1/3}$. For strong ZF shear, i.e., $\langle v_y \rangle' \gg$ eddy turnover rate, the interaction of shearing and radial scattering sets the decorrelation time, which yields $\tau_c \sim (\langle v_y \rangle^2 D_{q, \text{res}}^{-l_{mix}})^{-1/3} \tau_{ck}$. Due to the strong ZF shear, the radial scattering is resonant, so $D_{q, \text{res}} \sim \sum k |\tilde{v}_x|^2 \delta(\omega_k - k_y \langle v_y \rangle)$ where $\delta(\omega_k - k_0 \langle v_y \rangle) \sim |\langle v_y \rangle'|^{-1}$. Hence, the mixing model gives $D_{q, \text{res}} \sim (1 - f)(c_s^2/|\langle v_y \rangle'|)(l^2_{mix}/L_n^2)$. As a result, the ZF scale is $L_{ZF} \sim f^{3/16}(1 - f)^{1/8} \rho_s^{5/8} l_0^{3/8}$ and the ZF shear is $|\langle v_y \rangle'| \sim f^{3/16}(1 - f)^{1/8} (c_s/L_n)(l_0/\rho_s)^{3/8}$.

In either case, $L_{ZF}$ depends weakly on $f$ and $1 - f$ and so is mesoscopic, with the microscale ($\rho_s$) weighed somewhat more strongly than the macro scale ($l_0$). Thus, while $L_{ZF}$ is a hybrid of $\rho_s$ and $l_0$, it tends slightly toward the microscale. Observe a mesoscopic ZF scale is frequently assumed (i.e., $L_{ZF} \sim \sqrt{\rho_s L_n}$ is a standard guesstimate), here it is derived from the analysis. The ZF shears in both cases are quite similar and robust. Hence, the case of strong ZF shear—and thus flow resonance—is more likely relevant to the frictionless DW–ZF system discussed here.

When $\tau_{ck} k^2_{||} D_{||}$ is comparable to unity, $L_{ZF}$ is linked to the mode scale. In that case, the resonance between DW and ZF regulates the flow structure by modifying the local mode scale. In the hydrodynamic limit (i.e., $\tau_{ck} k^2_{||} D_{||} \ll 1$), the generation and saturation of ZF need to be reconsidered, because the DW model discussed here is not directly applicable. Overall, the mesoscopic ZF appears as a limiting case with near-adiabatic electrons (i.e., $\tau_{ck} k^2_{||} D_{||} \gg 1$).

Frictionless saturation induced by resonant vorticity mixing can be elucidated using a 0D
TABLE I. Stationary flow and turbulence level are compared among regimes with different frictional drags.

| Regime                | Frictionless | Weakly Frictional | Strongly Frictional |
|-----------------------|--------------|-------------------|---------------------|
| \( \mu_c \)          | \( \mu_c \ll \alpha_2 E \) | \( \alpha_2 E \ll \mu_c \ll \frac{4 \gamma_L \alpha_1^2}{\epsilon_c^2} \) | \( \mu_c \gg \frac{4 \gamma_L \alpha_1^2}{\epsilon_c^2} \) |
| \( |V''| \)            | \( \frac{\alpha_1}{\alpha_2} \) | \( \frac{\alpha_1 \gamma_2^2}{\mu_c \epsilon_c^2} \) | \( \frac{\gamma_L \mu_c}{\alpha_1^2} \) |
| \( E \)              | \( \frac{\alpha_1^2}{\epsilon_c^2} \) | \( \frac{\gamma_2^2}{\epsilon_c^2} \) | \( \frac{\gamma_L \mu_c}{\alpha_1^2} \) |

predator–prey model of the DW–ZF system. Ignoring the evolution of \( \langle n \rangle \), the total mean-field PE is related to the zonal vorticity through

\[
V'' \sim \int dx \langle v_y \rangle^2 / L_{ZF}^2 \sim \int dx \langle \rho \rangle^2 / L_{ZF}^2.
\]

The total fluctuation PE is \( E \equiv \int dx \Omega \). The net mean-field PE is produced by \( \langle \tilde{v}_x \tilde{\rho} \rangle V'' = \Gamma^{\text{Res}}_\rho V'' - D^{\text{res}}_q V'' \sim \alpha_1 E |V''| - \alpha_2 V''^2 E \). Therefore, with both frictional damping and nonlinear damping by tertiary instability included, the 0D predator–prey system is

\[
\frac{L_{ZF}^2}{2} \frac{dV''^2}{dt} = \alpha_1 |V''| E - \alpha_2 V''^2 E - D_{NL} \alpha_1^2 |V''| - \mu_c V''^2, \tag{15}
\]

\[
\frac{dE}{dt} = -\alpha_1 |V''| E + \alpha_2 V''^2 E + D_{NL} \alpha_1^2 |V''| - \epsilon_c E^{3/2} + \gamma_L E. \tag{16}
\]

Here, baseline (i.e., without flow) nonlinear saturation of turbulence is through the forward cascade of PE. Ultimately, PE is dissipated by collisional diffusion at small scales. The linear growth of energy is due to the (linear) instability of fluctuations.

This new predator–prey model conserves PE and includes resonant PV mixing. Note that the quantities here have been integrated over space, and so should be interpreted as characteristic magnitudes. Though this simplified 0D model is semi-quantitative, we can use it to obtain useful insights.

The flow and turbulence states are set by fixed points of the system and are summarized in Table I. We ignore the nonlinear flow damping by tertiary instability as irrelevant to the Dimits up-shift regime. Therefore, we obtain the zonal vorticity from Eq. (15), which is \( |V''| = \alpha_1 E / (\alpha_2 E + \mu_c) \). We next discuss three regimes—the frictionless regime, the weakly frictional regime, and the strongly frictional regime. In particular, we emphasize what determines the turbulence level and what affects the flow in quasi-marginal turbulence.

Frictionless regime: In the frictionless regime, flow drag is negligible compared to vorticity diffusion, i.e. \( \mu_c \ll \alpha_2 E \). Turbulence energy is independent of the flow state, because
$E$ is determined only by the balance between linear instability drive ($\gamma_L$) and nonlinear dissipation of PE due to forward cascade ($\varepsilon_c \Omega^{1/2} \sim \varepsilon_c E^{1/2}$). The turbulence state is then set by $\gamma_L \sim \varepsilon_c E^{1/2}$, yielding $E \sim (\gamma_L/\varepsilon_c)^2$. When the linear drive is weak, i.e. $\gamma_L/\varepsilon_c < 1$, the turbulence becomes marginal, with $E \ll 1$. The balance between residual vorticity flux and resonant vorticity diffusion sets the zonal vorticity. In this balance, the turbulence intensity cancels to leading order. This means there can be significant ZF, even when the turbulence is weak. Therefore, this new frictionless saturation mechanism, induced by resonant PV mixing, is effective for turbulence near marginality.

Weakly frictional regime: When the frictional drag exceeds turbulent diffusion, i.e. $\mu_c \gg \alpha_2 E$, zonal vorticity is linked to the turbulence strength, yielding $|V''| = \alpha_1 E/\mu_c$. This follows because the flow is driven by turbulence, and collisions are the major source of flow damping. The weakly frictional regime is a hybrid of the frictionless and strongly frictional regimes. On one hand, the turbulence level is independent of flow damping (i.e., $E \sim (\gamma_L/\varepsilon_c)^2$), as for the frictionless regime. On the other hand, the flow depends on the turbulence level (i.e., $|V''| \sim E \sim (\gamma_L/\varepsilon_c)^2$), meaning that when the turbulence is very weak, the flow is also weak. This is because the turbulence needs to be strong enough to overcome frictional damping in order to drive a significant ZF.

 Strongly frictional regime: When the frictional flow damping is strong, i.e., $\mu_c \gg 4\gamma_L\alpha_1^2/\varepsilon_c^2$, the turbulence energy is set by the flow damping, recovering the scaling trends of previous predator–prey models, i.e., $E \sim \mu_c$ and $|V''| \sim \gamma_L$.

Note that $|V''|$ considers only zonal flows generated by drift wave turbulence. Therefore, without drift waves, both zonal flow generation and saturation go to zero, and thus $|V''| = 0$. A truly laminar state is possible only when externally driven flows are given.

The new predator–prey model presented here does not depend sensitively on the specific turbulence type or features. To compare with the results calculated from the zonal vorticity equation, we use DW instability as an example. The coefficients are

$$\alpha_1 = \frac{k_y^2 \rho_s c_s}{L_m} \left( \tau_{ck} - \frac{1}{k^2_d D} \frac{k_y^2 \rho_s^2 + L_m^{-2} \rho_s^2}{k_y^2 \rho_s^2 + L_m^{-2} \rho_s^2} \right),$$

$$\alpha_2 = k_y^2 \rho_s^2 \tau_{ck}. \tag{17}$$

As a result, in the frictionless regime, the stationary state zonal vorticity gradient emerges
as

\[ |V''| = \frac{\alpha_1}{\alpha_2} = \frac{c_s}{\rho_s L_m} \left( 1 - \frac{1}{\tau_{ck} k_y^2 D_1} \frac{k_y^2 \rho_s^2 + L_m^2 \rho_s^2}{1 + k_y^2 \rho_s^2 + L_m^2 \rho_s^2} \right), \quad (19) \]

which is consistent with Eq. (14). The vorticity gradient measures the jump across the flow shear field. Thus, the ZF profile can be deduced from the zonal vorticity by specifying boundary conditions. For ZF, vorticity is identical to shear, which is of greater interest than the flow velocity.

In summary, the resonant scattering of vorticity tends to dissipate zonal flows. In this paper, we have developed this new mechanism explicitly for a model of electron drift wave turbulence. This dissipation mechanism of zonal flows is generic to electron drift wave turbulence. It follows from the nonlinear structure of the vorticity equation (i.e., \( \nabla \cdot J = 0 \), where \( J \) is the plasma current), which is generic to all drift wave models. The question of how strong this effect is compared to other dissipation effects, i.e., the relative importance of different mechanisms, is beyond the scope of this work. In magnetic fusion plasmas, the robustness of tertiary modes is dubious. The tertiary instability observed in simulations requires an artificial increase of the \( E \times B \) flow shear. Therefore, resonant vorticity mixing is a generic, broadly active and viable saturation mechanism for zonal flows. In other systems, such as where magnetic shear is weak, both tertiary modes and the resonant vorticity mixing may have significant effects, but the relative importance of these two mechanisms needs further investigation. This is left for future works.

While ZF scale is often assumed, the new model discussed here calculates the saturated flow scale and flow shear in the frictionless limit. In the limiting case with near-adiabatic electrons (i.e., \( \tau_{ck} k_y^2 D_1 \gg 1 \)), the ZF scale is seen to be mesoscopic, i.e., \( L_{ZF} \sim f^{3/16}(1-f)^{1/8} \rho_s^{5/8} l_0^{3/8} \). \( f \) can be determined by simulation and experimental measurements. The dependence of zonal flow scale and shear on \( f \) is weak because of the small exponent in the results.

The model discussed here addresses the long-standing question of “how close is ‘close’” in near-marginal systems. It is effective in both near-marginal turbulence and in the frictionless regime. Thus, when expanded to 1D, it can be used to study avalanches and staircase formation. In 1D, avalanching induces variability of profiles, and thus of local growth rates. The scaling \( E \sim \gamma_L^2 \) suggests a variability-dominated state can result when \( \gamma_L \to 0 \). This follows because \( \gamma_L \) has an exponent > 1, which holds true as long as the self-saturation
of fluctuation PE exhibits the dependence $\varepsilon_c \Omega^{1+p}$, where $0 < p < 1$. Thus, the scaling of $E$ with $\gamma_L$ is stronger than the conventional weak turbulence result. The local linear growth rate is then set by both equilibrium (mean) and variable (i.e., avalanche-induced) profile gradients, i.e., $\gamma_L = \overline{\gamma}_L + \tilde{\gamma}_L$. As a result of resonant PV mixing in the frictionless regime, the turbulence state is determined by $E \sim \gamma_L^2 \sim \overline{\gamma}_L^2 + \tilde{\gamma}_L^2$. $\gamma_L$ is determined by the difference between mean profile gradient and critical gradient. In near-marginal turbulence, the mean gradient approaches the critical gradient, so $\overline{\gamma}_L \to 0$. Thus, there the turbulence state is primarily controlled by noise from avalanche variability, i.e., $E \sim \tilde{\gamma}_L^2 \gg \overline{\gamma}_L^2$. Such noise is produced by avalanching, which stochastically modulates the driving gradient. In this case, the predator–prey model must be treated as a set of coupled stochastic differential equations. In 1D, the relevant system is a nonlinear reaction–diffusion model like that of Eq. (10) and (11), including multiplicative noise. The results in this work thus define the boundary for “marginality”. The turbulence energy scales with the dimensionless ratio $(\gamma_L/\varepsilon_c)^2$, where $\varepsilon_c$ is the dissipation rate of PE. Therefore, the turbulence can be “marginal” when the equilibrium growth rate $\overline{\gamma}_L < \varepsilon_c$. This gives a basis with which to define the extent of the “near-marginal regime”. The theory presented here predicts a smooth transition from the near-marginal regime to the strong turbulence regime, as the free energy source (e.g., $\nabla n_0$ and/or $\nabla T$) increases, i.e., $E \sim (\gamma_L/\varepsilon_c)^2$.

The Dimits up-shift regime spans low to zero collisionality and consists of weak turbulence near marginality. ZF saturation induced by resonant PV mixing is effective in both the frictionless regime and for near-marginal turbulence, and thus is compatible with the physics of the Dimits up-shift regime. Resonance regulates ZF saturation in the frictionless regime, eliminating the need to invoke or provoke tertiary instability. The saturated flow does not depend on the turbulence intensity. Hence, there can be significant ZF for near-marginal turbulence, absent frictional damping. In the upshift regime, turbulence is near-marginal, rather than zero, i.e., $0 < E \ll 1$ and $\overline{\gamma}_L > 0$ in the upshift regime. The model predicts that the boundary of this near-marginal regime is determined by $\overline{\gamma}_L \leq \varepsilon_c$, where $\varepsilon_c$ is the nonlinear dissipation rate of potential enstrophy. This means the nonlinear critical gradient is determined by $\varepsilon_c$. Note that resonant PV mixing is essentially different from the zonal flow saturation by tertiary modes. Their relative importance can be accounted by comparing the transition from near-marginal state to strong turbulence state predicted by these two zonal flow saturation mechanisms.
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