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Abstract
This manuscript introduces a new optimization framework for machine learning and AI, named empirical X-risk minimization (EXM). X-risk is a term introduced to represent a family of compositional measures or objectives, in which each data point is compared with a large number of items explicitly or implicitly for defining a risk function. It includes surrogate objectives of many widely used measures and non-decomposable losses, e.g., AUROC, AUPRC, partial AUROC, NDCG, MAP, precision/recall at top K positions, precision at a certain recall level, listwise losses, p-norm push, top push, global contrastive losses, etc. While these non-decomposable objectives and their optimization algorithms have been studied in the literature of machine learning, computer vision, information retrieval, and etc, optimizing these objectives has encountered some unique challenges for deep learning. In this paper, we present recent rigorous efforts for EXM with a focus on its algorithmic foundations and its applications. We introduce a class of algorithmic techniques for solving EXM with smooth non-convex objectives. We formulate EXM into three special families of non-convex optimization problems belonging to non-convex compositional optimization, non-convex min-max optimization and non-convex bilevel optimization, respectively. For each family of problems, we present some strong baseline algorithms and their complexities, which will motivate further research for improving the existing results. Discussions about the presented results and future studies are given at the end. Efficient algorithms for optimizing a variety of X-risks are implemented in the LibAUC library at www.libauc.org.

1 Introduction
A widely studied fundamental problem in machine learning (ML) is the so-called empirical risk minimization (ERM) [64], i.e.,
\[
\min_{\mathbf{w} \in \mathbb{R}^d} F(\mathbf{w}) := \frac{1}{n} \sum_{i=1}^{n} \ell(\mathbf{w}; \mathbf{x}_i),
\]
(1)
where \(\mathbf{w}\) denotes the model parameter, \(\mathbf{x}_i\) denotes an individual data point, and \(\ell(\mathbf{w}; \mathbf{x})\) denotes a loss of the model on the data point \(\mathbf{x}\). Tremendous studies have been devoted to this problem. Based on the assumption that the functional value and gradient for each loss \(\ell(\mathbf{w}; \mathbf{x}_i)\) can be easily computed, solving the ERM problem enjoys a nice property, i.e., an Unbiased Stochastic Gradient can be easily calculated based on one random data point or a mini-batch of randomly sampled data points, which is referred to as the USG property in this paper.

However, ERM cannot cover many interesting measures/objectives where the individual loss and its gradient for each data cannot be easily computed, rendering the USG property fail with a mini-batch
of sampled data points. Examples include not only many widely used traditional measures such as average precision (AP) and normalized discounted cumulative gain (NDCG), but also include emerging objectives for AI, e.g., the contrastive loss for self-supervised learning [86]. Nevertheless, the large-scale optimization of these measures/objectives for deep learning is still an emerging field.

The major goal of this paper is to revive the large-scale optimization for a family of compositional measures/objectives called X-risks by summarizing our recent efforts. We will discuss definitions, objectives and optimization problems for a variety of X-risks, and present strong baselines for solving the corresponding optimization problems. A formal definition of X-risk is given below.

**Definition**

**X-risk** refers to a family of compositional measures in which the loss function of each data point is defined in a way that contrasts the data point with a large number of items.

Mathematically, empirical X-risk minimization (EXM) can be cast into the following abstract optimization problem:

$$\min_{w \in \mathbb{R}^d} F(w) = \frac{1}{m} \sum_{i=1}^{m} f_i(g(w; x_i, S_i)),$$

where $g : \mathcal{W} \mapsto \mathcal{R}$ is a mapping, $f_i : \mathcal{R} \mapsto \mathbb{R}$, $S = \{x_i, \ldots, x_m\}$ denotes a target set of data points, and $S_i$ denotes a reference set of items pertinent to $x_i$. A common form of the inner function $g(w; x_i, S_i)$ is given below:

$$g(w; x_i, S_i) = \frac{1}{|S_i|} \sum_{z_j \in S_i} \ell(w; x_i, z_j),$$

where we abuse the notation $\ell(x_i, z_j)$ to denote the pair-level loss function. We refer to the objective function in (2) as X-risk, which is to emphasize that the individual term $f_i(g(w; x_i, S_i))$ usually involves the interaction (e.g., comparison) between each individual data $x_i$ and each item in $S_i$. The letter X in “X-risk” means the cross-coupling between two data in contrast to the parallelism between any two data points in the traditional empirical risk [1]. We will also generalize the averaged form of $g(w; x, S)$ into an optimization form such that it covers other interesting objectives.

**Why EXM matters?** There are several reasons to study EXM and revive efficient stochastic algorithms for optimizing various X-risks. First, X-risks cover a broad family of widely used measures/objectives, which include but are not limited to four interconnected categories, i.e., areas under the curves, ranking measures/objectives, performance at the top, and contrastive objectives. Optimizing these measures/objectives have been studied in the literature [31, 25, 87, 61, 75, 69, 43, 11, 68, 56, 17, 49, 74, 10, 79, 10, 60, 51, 44, 61, 56, 37, 28, 12, 20, 15, 98]. These objectives have wide applications in modeling a wide range of problems or tasks, e.g., imbalanced data, ranking problems, self-supervised learning. Hence, it is important to develop efficient back-propagation based stochastic optimization algorithms to optimize X-risks for deep learning. Second, most previous works for deep learning [1, 7, 9, 60, 51, 15, 89] simply apply SGD/Adam to the surrogate losses computed based on a mini-batch of samples and need to employ a large batch size to achieve a satisfactory performance due to the challenges discussed below.

**What are the Challenges?** The outer function $f_i$ is usually non-linear. In addition, the inner function $g(w; x_i, S_i)$ could be defined explicitly with a finite-sum structure or defined implicitly through a lower-level optimization problem. Together, it makes the USG property fail even with a mini-batch of samples from $S$ and $S_i$. Hence, existing algorithms (e.g., SGD, Adam) and their analysis that rely on the USG property of the full gradient will fail to converge.

**What makes it possible and what are the benefits of our algorithms?** Depending on convexity of the outer function $f$ and the structure of the inner function $g$, we map EXM into three special families of non-convex optimization problems, namely, non-convex compositional optimization, non-convex min-max optimization and non-convex bilevel optimization. The recent advances of large-scale stochastic optimization [59, 76, 25, 45, 4, 83, 77, 78, 72, 73, 71, 88, 58, 93, 14, 89, 3, 56, 90, 34, 13, 18, 29, 43, 39, 12, 66, 25, 61] (an extended discussion of these works is given in next section), including our own works for these non-convex problems [59, 76, 46, 82, 53, 54, 91, 82, 86, 57, 23, 21], enable us to optimize a variety of X-risks for deep learning efficiently. The benefits of
our algorithms for solving EXM include: (i) they have provable convergence with state-of-the-art complexities; (ii) they are efficient and practical without requiring a large-batch size; (iii) they are easy to implement with minimal modifications on existing codes.

2 Recent Related Works

Below, we first review our recent works on optimizing the four categories of X-risks and then review some studies (including ours) for solving the three families of non-convex optimization problems. When we consider “strong” baseline algorithms in this paper, we keep two criteria in mind, namely practicability and theoretical guarantee. A strong baseline algorithm has to be practical (i.e., simple enough such that it can be easily implemented and exhibits a strong practical performance as well), and has strong theoretical guarantee (i.e., convergence rate or sample complexity.)

Optimization of Areas under the Curves. While AUROC maximization has been studied in many previous works (please refer to the survey and references therein [81]), Liu et al. [46] is the first to study the large-scale deep AUROC maximization algorithms. They formulate the problem into a non-convex min-max optimization problem and present two stochastic algorithms following the proximal-point framework proposed in [46]. The algorithm is refined in [25] and employed in [87] for deep AUROC maximization on large-scale medical image datasets. Comparison between different objectives for deep AUROC maximization is studied in [92]. Large-scale deep AUPRC maximization by stochastic algorithms with convergence guarantee is first studied in [54]. The authors formulate the problem into a novel finite-sum coupled compositional optimization problem, and propose the first algorithm for AP maximization with a convergence guarantee without using a large batch size. The algorithm and theory is later refined and improved in [71, 70].

Recently, provable deep partial AUROC (pAUC) maximization is studied in [91] and [82]. The former work focuses on optimizing one-way pAUC with false positive rate less than some value and two-way pAUC. They have formulated one-way partial AUC maximization as weakly convex optimization and finite-sum coupled compositional optimization, and formulated two-way partial AUC maximization as weakly convex min-max optimization and three-level finite-sum coupled compositional optimization. The work [82] focuses on optimizing one-way partial AUC with false positive rate in a range \((\alpha, \beta)\) and formulates the problem into non-smooth difference-of-convex programming problems. In this paper, we also present a unified bilevel optimization framework for both one-way pAUC and two-way pAUC regardless the range of false positive rate.
Optimization of Ranking Measures. While optimization of different ranking measures has been considered in many previous works [61, 75, 69, 11, 68, 56, 67, 52, 10, 74, 49], most of them are not scalable to big data or applicable to deep learning with a large number of items to be ranked. Some recent works have considered some heuristic tricks (e.g., using a large batch size) for deep learning [7, 9, 60, 51], which are not practical. Recently, Qiu et al. [57] consider optimization of ranking measures for deep learning, including MAP/NDCG, top-K MAP/NDCG, and listwise losses (e.g., ListNet). The optimization of MAP/NDCG and ListNet is formulated as finite-sum coupled compositional optimization due to their similarities to AP maximization. For top-K MAP/NDCG maximization, the authors formulate the problem into a novel multi-block bilevel optimization, and have presented convergence analysis for the algorithm to converge to a stationary point.

Optimization of Performance at the Top. Performance at the top refers to a set of performance measures that are computed based on examples which are ranked at the top. From this perspective, top-K MAP/NDCG and pAUC are also a kind of performance at the top. Other measures of similar kind include accuracy at the top such as precision at top-K positions (P@K), recall at top-K positions (R@K), and precision at a certain recall level (P@R). The top-push objective [2, 44] is another example of performance at the top, which is an extreme case of p-norm push [61] and a special case of one-way pAUC. The pAp@K metric proposed in [8] is also an example of performance at the top, which measures the probability of correctly ranking a top-ranked positive instance over top-ranked negative instances. Optimization of these performance at the top measures for learning a linear/kernel model has been considered in the literature [6, 37, 28, 2, 44], which are not adept at learning deep neural networks. Recently, Adam et al. [1] have considered optimizing various accuracy at the top measures for deep learning. However, the do not provide any algorithms with convergence guarantee. This is addressed in this work by formulating these problems as bilevel optimization problems due to their similarities to top-K MAP/NDCG maximization [57].

Optimization of Contrastive Objectives. Contrastive objectives have been optimized by using the gradient descent method [20], which is not suited for deep learning with big data. A straightforward stochastic method is to update the model parameter based on the gradient of a mini-batch contrastive objective that is defined by a mini-batch of samples [15, 53]. However, this naive approach does not guarantee convergence and usually requires a large batch size for finding an accurate solution [15]. Recently, Yuan et al. [86] develop a solution for addressing this issue for self-supervised contrastive learning of visual representations. Instead of working with mini-batch contrastive loss, they directly optimize a global contrastive loss by formulating it as finite-sum coupled compositional optimization. Then they develop a stochastic algorithm based on the finite-sum coupled compositional optimization theory.

Non-Convex Concave Min-Max Optimization. Non-convex concave min-max optimization is pioneered by [59]. Following this seminal work, a bulk of studies have proposed different stochastic algorithms for non-convex min-max optimization with convergence guarantee. These algorithms can be categorized into two classes, namely proximal-point based methods [59, 76, 46, 25], single-loop methods [45, 24, 4, 33, 77, 78]. A strong baseline of proximal-point based methods was developed in [59] for non-convex concave problems with a complexity of $O(1/\epsilon^2)$ for finding an $\epsilon$-level nearly stationary point for weakly-convex concave min-max problems. A strong baseline of proximal-point methods for weakly-convex strongly concave min-max problem is proposed in [76] with a complexity of $O(1/\epsilon^2)$ and is then refined and improved in [25] with better complexities under strong conditions. A strong baseline of single-loop stochastic methods is proposed in [24] with a complexity of $O(1/\epsilon^4)$ for solving smooth non-convex strongly concave min-max problems without using a large batch size. Improved complexities have been established for more complex algorithms [77, 78, 53].

Non-Convex Compositional Optimization. Stochastic compositional optimization (SCO) refers to a family of optimization problems, in which the objective function is a two-level or multi-level nested and possibly expected-value functions [72, 80]. In the literature, various algorithms have been proposed for two-level SCO [72, 73, 17, 85, 88, 53, 14, 90] and multi-level SCO [89, 3, 14, 86, 90]. However, these algorithms are not suitable for solving the finite-sum couple compositional optimization problems.

Recently, a novel class of SCO was studied, which is referred to as finite-sum coupled compositional optimization (FCCO) [70]. Its objective is of the form $\frac{1}{n} \sum_{i=1}^{n} f_{\xi_i} \left( \mathbb{E}_{\omega \mid \xi_i} \left[ g_{\omega}(w ; \xi_i) \right] \right)$. The support
for outer level random variable $\xi$ is finite. The finite-sum structure makes it possible to develop more practical algorithms without relying on huge batch size per-iteration as in previous work [32]. It was first studied in [54] for maximizing the point-estimator of area under precision-recall curve known as average precision (AP). Recently, it was comprehensively studied in [70] and more applications of FCCO have been demonstrated in ML/AI.

Non-Convex Bilevel Optimization. Although bilevel optimization has a long history in the literature [16, 41, 42, 48, 62, 63], non-asymptotic convergence was not established until recently [18, 34, 29, 13, 43, 39, 12, 66], which propose different algorithms for solving stochastic bilevel optimization problems. However, these studies do not explicitly consider the challenge for dealing with multi-block bilevel optimization problems. Guo et al. [21] is the first that studies the multi-block bilevel optimization and propose a variance-reduced algorithm. Nevertheless, the algorithm proposed in [21] aims for the improved sample complexity and is less practical.

Another challenge for tackling the bilevel optimization problems arising in EXM is that the lower level problem is non-smooth and non-strongly convex. Although the issue of non-strong convexity of the lower level problem has been tackled in some prior works [48, 47, 65], their algorithms are not practical for solving EXM. In this work, we present a strong baseline algorithm developed by Qiu et al. [57]. For the special lower level problem arising in maximizing top-K NDCG, they smooth the lower-level objective and also add a small quadratic term to make the objective strongly convex such that the optimal solution does not change too much. For handling multiple blocks, their algorithm only needs to update the variables for the sampled blocks.

Other Related Works. There are other efforts trying to unify the optimization of different metrics/measures. Adam et al. [1] consider a unified objective function, which is a linear combination of false positive rate and false negative rate for a specific threshold that is a function of a group of prediction scores. The function for defining the threshold is typically the score of one example in the group satisfying a certain criterion. In particular, they consider the function to be the k-th largest scores in a group of scores, which covers several metrics, e.g., Precision at a certain Recall level, Recall at top $K$ positions, etc. However, as mentioned before they do not provide any convergence guarantee for the stochastic algorithms that they developed. In contrast, our algorithms are directly applicable to all measures they have considered and come with convergence guarantee. Narasimhan et al. [50] have considered a unified objective that is a function of accuracy of different groups of data, which covers G-mean, H-mean, Q-mean, F-measure, AUPRC, etc. They transform the problem into constrained optimization problems. However, the theoretical convergence guarantee is usually developed for convex models (e.g., linear model), and is not applicable to deep learning.

Other X-risks. Finally, we note that the techniques presented in this paper are applicable to many other X-risks beyond those mentioned above and discussed later. In [70] the authors have discussed many other interesting applications of FCCO in ML/AI, e.g., deep survival analysis, deep latent variable models, softmax losses, and model agnostic meta-learning. In addition, some other problems can be formulated as X-risk optimization as well, including some distributionally robust optimization problems [53, 55], graph neural network optimization [84], multi-class cross-entropy loss with many classes.

3 Three Classes of Optimization Problems

In this section, we introduce three classes of non-convex optimization problems, namely finite-sum coupled compositional optimization, multi-block min-max optimization and multi-block bi-level optimization, which are useful for formulating EXM.

Finite-sum Coupled Compositional Optimization (FCCO). Many X-risks will be formulated as a special family of compositional optimization problems named FCCO [70]:

$$\min_w \frac{1}{m} \sum_{i=1}^{m} f_i \left( \mathbb{E}_{z|x_i} \left[ g(w; x_i, z) \right] \right),$$

where $f_i$ is a simple deterministic function that is not necessarily convex. It is clear that (2) reduces to FCCO when $g(w; x_i, S_i) = \frac{1}{|S_i|} \sum_{z \in S_i} \ell(w; x_i, z)$ and $f_i$ is a simple deterministic function.
Multi-block Min-Max Optimization (MBMMO) The min-max objective is usually a reformulation of the X-risk in (2). When \( f_i \) is convex and \( g(w; z_i, S_i) \) has a finite-sum structure. Let \( f_i^* \) be the convex conjugate of \( f_i \) and \( g(w; z_i, S_i) = \frac{1}{|S_i|} \sum_{\mathbf{z}' \in S_i} \ell(w; z_i, \mathbf{z}') \). Then, we can formulate (2) into the following:

\[
\min \max_{w \in \Omega} \frac{1}{m} \sum_{i=1}^{m} \frac{1}{|S_i|} \sum_{\mathbf{z} \in S_i} \ell(w; \mathbf{x}_i, \mathbf{z}) - f_i^*(s_i).
\]

This min-max structure may enable one to develop faster algorithms given the vast literature on min-max optimization. More generally, we consider the following multi-block min-max optimization:

\[
\min \max_{w \in \Omega} \frac{1}{m} \sum_{i=1}^{m} F_i(w, s_i),
\]

where \( s = (s_1, \ldots, s_m) \). It is notable that this is slightly different from the standard finite-sum structure considered in the literature for the minimax objective \([59, 77]\), which refers to that \( F(w, s) = \frac{1}{m} \sum_{i=1}^{m} F_i(w, s) \).

Multi-block Bilevel Optimization (MBBO). As a generalization of both FCCO and MBMMO, we will consider multi-block bilevel optimization (MBBO) given by

\[
\min \sum_{i=1}^{m} F_i(w, s_i(w)), \quad \text{where} \quad s_i(w) = \arg \min_{s_i \in \Omega} L_i(w, s_i) = 1, \ldots, m.
\]

EXM (2) becomes MBBO when \( g(w; z_i, S_i) \) is formulated in a way that depends on the optimal solution of a lower-level problem.

Before ending this section, we would like to point out that both the FCCO problem (3) and the MBMMO problem (5) can be formulated as special cases of MBBO (6). Finally, we present a mapping of various X-risks into different families of non-convex optimization problems in Figure 1. It is notable that the mapping for some X-risks might not be unique indicating that there are multiple ways to optimize them. Details will be provided in next section.

4 Definitions, Formulations and Mappings of X-risks

In this section, we review the definitions of a variety of X-risks and their formulations, and present their mappings into different optimization problems.

4.1 Areas under the Curves

In this subsection, we consider binary classification or bipartite ranking problems. Let \( z = (x, y) \) denote an input-output pair, where \( x \in X \) denotes the input data and \( y \in \{1, -1\} \) denotes its class label. Let \( P_+ \) denote the distribution of positive examples and \( P_- \) denote the distribution of negative examples. Let \( h_w(x) : X \to \mathbb{R} \) denote a predictive function parameterized by a vector \( w \in \mathbb{R}^d \). Let \( \ell(w; x, x') = \ell(h_w(x') - h_w(x)) \) denote a pairwise surrogate loss for a positive-negative pair \((x, x')\). Let \( \mathbb{I}() \) be an indicator function of a predicate, and \([n] = \{1, \ldots, n\}\). For a given threshold \( t \), the true positive rate (TPR) can be written as \( \text{TPR}(t) = \Pr(h(x) > t | y = 1) = \mathbb{E}_{x \sim P_+} [\mathbb{I}((h(x) > t))] \) and the false positive rate (FPR) can be written as \( \text{FPR}(t) = \Pr(h(x) > t | y = -1) = \mathbb{E}_{x \sim P_-} [\mathbb{I}((h(x) > t))] \).

For a set of training examples \( S = \{(x_i, y_i), i \in [n]\} \), let \( S_+ \) and \( S_- \) be the subsets of \( S \) with only positive and negative examples, respectively, and let \( n_+ = |S_+| \) and \( n_- = |S_-| \) be the number of positive and negative examples, respectively. Denote by \( S^+([k_1, k_2]) \subseteq S \) the subset of examples whose rank in terms of their prediction scores in the descending order are in the range of \([k_1, k_2]\), where \( k_1 \leq k_2 \). Similarly, let \( S^+([k_1, k_2]) \subseteq S \) denote the subset of examples whose rank in terms of their prediction scores in the ascending order are in the range of \([k_1, k_2]\), where \( k_1 \leq k_2 \). We denote by \( \mathbb{E}_{x \sim S} \) the average over \( x \in S \). Let \( D(p, q) \) denote the KL divergence between two probability vectors. Let \( \Delta \) denote a simplex of a proper dimension, and \( \Pi_{\Omega}^{[\ell]} \) denote the standard Euclidean projection onto a set \( \Omega \). Below, we let \( x \sim P \) and \( x \sim S \) denote a random sample from a distribution and a finite set, respectively.
4.1.1 AUROC

The definition of AUROC (area under ROC curve, a.k.a. AUC) gives the following formula for AUC of a predictive function $h_w$ [26]:

$$AUC(h_w) = \Pr(h_w(x_+) > h_w(x_-)) = \mathbb{E}_{x_+ \sim P_+, x_- \sim P_-} [I(h_w(x_+) > h_w(x_-))].$$

Using a pairwise surrogate loss, we have the following standard objective for AUROC optimization:

$$\min_{w \in \mathbb{R}^n} \frac{1}{n_+ n_-} \sum_{x_i \in S_+} \sum_{x_j \in S_-} \ell(h_w(x_j) - h_w(x_i)).$$

This can be regarded as a special case of (2) by setting $g(w; x_i, S_-) = \frac{1}{n} \sum_{x_i \in S_-} \ell(h_w(x_j) - h_w(x_i))$ and $f_i(\cdot) = \cdot$. Indeed, this is the simplest form of X-risk as an unbiased stochastic gradient can be easily computed based on a pair of data points consisting of a random positive and a random negative data point.

In the literature, min-max objectives have been proposed for AUROC maximization [83][87], which can be written as

$$\min_{w \in \mathbb{R}^n, (a,b) \in \mathbb{R}^2} \max_s \mathbb{E}_{x_i \sim S_+} [(h_w(x_i) - a)^2] + \mathbb{E}_{x_j \sim S_-} [(h_w(x_j) - b)^2] + s(\mathbb{E}_{x_i \sim S_+} [h_w(x_i)] - \mathbb{E}_{x_j \sim S_-} [h_w(x_j)] + c) - \ell^*(s),$$

where $\ell^*$ is the convex conjugate of a surrogate loss $\ell(\cdot)$ and $c > 0$ is a margin parameter. This is a special case of non-convex MMO.

When we consider multi-task or multi-label AUROC maximization, we can formulate the problem as

$$\min_{w \in \mathbb{R}^n, a \in \mathbb{R}^K, b \in \mathbb{R}^K} \max_{s \in \mathbb{R}^K} \sum_{k=1}^K \mathbb{E}_{x_i \sim S_+} [(h_w(x_i) - a_k)^2] + \mathbb{E}_{x_j \sim S_-} [(h_w(x_j) - b_k)^2] + s_k(\mathbb{E}_{x_i \sim S_+} [h_w(x_i)] - \mathbb{E}_{x_j \sim S_-} [h_w(x_j)] + c) - \ell^*(s_k),$$

where $k$ denotes the index of tasks or labels. This is a special case of MBMMO.

4.1.2 AUPRC

Area under Precision-Recall curve (AUPRC) is an average of the precision weighted by the probability of a given threshold, which can be expressed as

$$AUPRC = \int_{-\infty}^{\infty} \Pr(y = 1|h(x) \geq c) d \Pr(h(x) \leq c | y = 1),$$

where $\Pr(y = 1|h(x) \geq c)$ is the precision at the threshold value of $c$. For a set of training examples $S = S_+ \cup S_-$, a non-parametric estimator of AUPRC is average precision (AP):

$$AP = \frac{1}{n_+} \sum_{x_i \in S_+} \frac{\sum_{x_j \in S_+} I(h(x_j) \geq h(x_i))}{\sum_{x_j \in S} I(h(x_j) \geq h(x_i))}.$$ 

It can be shown that AP is an unbiased estimator of AUPRC in the limit $n \to \infty$ [5].

By using a differentiable surrogate loss $\ell(h(x_j) - h(x_i))$ in place of $I(h(x_j) \geq h(x_i))$, we have the following optimization problem:

$$\min_w \frac{1}{n_+} \sum_{x_i \in S_+} f(g(w; x_i, S_+, S)),$$

where we define $g_1(w; x_i, S_+) = \sum_{x_j \in S_+} \ell(h_w(x_j) - h_w(x_i))$, $g_2(w; x_i, S) = \sum_{x_j \in S} \ell(h_w(x_j) - h_w(x_i))$, $g(w; x_i, S_+, S) = [g_1(w; x_i, S_+), g_2(w; x_i, S)]$ and $f(g) = \frac{|g_1|}{|g_2|^2}$. This is a special case of FCCO.
4.1.3 Partial AUROC (pAUC)

There are two variants of pAUC, namely one-way pAUC and two-way pAUC. We first give the mathematical definitions and then present objectives for their optimization.

One-way pAUC is defined as the area under the ROC curve with FPR restricted in the range $[\alpha, \beta]$, which can be expressed by

$$pAUC(h, \alpha, \beta) = \Pr\{h(x_+) > h(x_-), h(x_-) \in [FPR^{-1}(\beta), FPR^{-1}(\alpha)]\},$$

where $FPR^{-1}(u) = \inf\{t \in \mathbb{R} : FPR(t) \leq u\}$ denotes the $u$ quantile of $f(x_-, x_- \sim P_-$. Hence, one-way pAUC maximization can be formulated as

$$\min_w \frac{1}{n_+} \frac{1}{n_-} \sum_{x_i \in S_+} \sum_{x_j \in S_+^{[k_1+1:k_2]}} \ell(h_w(x_i) - h_w(x_j)).$$

where $k_1 = \lfloor n_+ \alpha \rfloor, k_2 = \lfloor n_+ \beta \rfloor$. A challenge for solving the above problem is that the selection of top ranked negative examples from $S_-$, i.e., $S^-_+[k_1+1,k_2]$ for some fixed $k_1, k_2$ is non-differentiable. To tackle this challenge, we present three ways to transform the above problem into a form that facilitates the design of stochastic algorithms.

Two-way pAUC is defined as the area under the ROC curve with FPR restricted in a range of $[0, \beta]$ and TPR restricted in a range of $[\alpha, 1]$, which can be expressed as

$$TPAUC(h, \alpha, \beta) = \Pr\{h(x_+) > h(x_-), h(x_-) \geq FPR^{-1}(\beta), h(x_+) \leq TPR^{-1}(\alpha)\}.$$

It inspires the following optimization problem with a surrogate loss $\ell(\cdot)$:

$$\min_w \frac{1}{n_+} \frac{1}{n_-} \sum_{x_i \in S_+} \sum_{x_j \in S_+^{[k_1+1:k_2]}} \ell(h_w(x_i) - h_w(x_j)).$$

where $k_1 = \lfloor n_+ \alpha \rfloor, k_2 = \lfloor n_+ \beta \rfloor$.

**Weakly Convex Optimization.** The first transform is given by \[\text{[91]}\] which relies on an assumption that $\ell(\cdot)$ is non-decreasing (a common assumption) and $\alpha = 0$. When $\ell(\cdot)$ is non-decreasing and $\alpha = 0$, then the problem \[\text{[14]}\] is equivalent to

$$\min_w \min_s \left( \frac{1}{n_+} \sum_{x_i \in S_+} \left( s_i + \frac{1}{\beta} \psi_i(w, s_i) \right) \right),$$

where $\psi_i(w, s_i) = \frac{1}{n_-} \sum_{x_j \in S_-} \left( \ell(w; x_i, x_j) - s_i \right)_+$. The new objective function $F(w, s)$ is $\rho$-weakly convex in terms of $(w, s)$ for some $\rho > 0$ if $\ell(w; x_i, x_j)$ is a smooth function of $w$. Similarly for two-way pAUC maximization, \[\text{[91]}\] shows that the problem \[\text{[16]}\] is equivalent to

$$\min_{w,q'} \max_{q \in \mathbb{R}^n} \ max_{s \in [0,1]^n} q' + \frac{1}{n_+} \alpha \sum_{x_i \in S_+} s_i (q_i + \frac{1}{\beta} \psi_i(w; q_i) - q'),$$

where $\psi_i(w, q_i) = \frac{1}{n_-} \sum_{x_j \in S_-} \left( \ell(w; x_i, x_j) - q_i \right)_+$. The new objective function is weakly convex in terms of $(w, q', q)$ and is concave in terms of $s$ if $\ell(w; x_i, x_j)$ is a smooth function of $w$.

**Compositional Optimization.** The second way is to define a soft estimator of pAUC, which is formulated as a compositional optimization problem. We consider the DRO estimators of pAUC under the condition that $\ell(\cdot)$ is non-decreasing, which are proposed in \[\text{[91]}\]. In particular, for one-way pAUC maximization one can consider the following problem:

$$\min_w \frac{1}{n_+} \sum_{x_i \in S_+} \lambda \log \mathbb{E}_{x_i \in S_-} \exp\left( \frac{\ell(w; x_i, x_j)}{\lambda} \right).$$

For two-way pAUC maximization we consider the following problem:

$$\min_w f_1\left( \frac{1}{n_+} \sum_{x_i \in S_+} f_2(g_i(w)) \right),$$

where \[\text{[20]}\].
where $f_1(s) = \lambda' \log(s)$, $f_2(g) = g^{\lambda/\lambda'}$ and $g_1(w) = \mathbb{E}_{x_i \sim S_+} \exp(\ell(w; x_i, x_j)/\lambda)$. It is notable that (19) is a special case of FCCO (5), while (20) is slightly more complicated with a three-level composition.

Bilevel Optimization. The above transformation relies on the condition that $\ell(\cdot)$ is non-decreasing, which does not cover all surrogate losses (e.g., square loss, barrier hinge loss, etc). To eschew this issue, we propose a bilevel optimization formulation for (14) and (16) inspired by (57). The key is the following lemma.

Lemma 1. (57) Let $s \in \mathbb{R}^n$, $\epsilon \in (0, 1)$ and $\lambda_s = \arg \min \lambda (k + \epsilon) \lambda + \sum_{i=1}^n (s_i - \lambda)_+$, then $\lambda_s = s_{[k+1]}$, where $s_{[k]}$ denotes the $k$-th largest element in $s$.

Base on the above problem, we can transform a top-$K$ selection operator for selecting a data point whose score is in the top-$K$ positions among all scores $h_w(x)$, $\forall x \in S$, i.e., $\{x \in S_{[1, K]}\}$, into $I(h_w(x) > \lambda(w))$, where

$$\lambda(w) = \arg \min_{\lambda \in \mathbb{R}} \frac{K + \epsilon}{|S|} \lambda + \frac{1}{|S|} \sum_{x \in S} (h_w(x) - \lambda)_+. \quad (21)$$

However, one challenge for dealing with this optimization problem in a bilevel optimization framework is that $\lambda(w)$ is non-smooth and non-Lipschitz continuous function of $w$. To address this issue, we can smooth the objective function and add a small quadratic term to make it strongly convex, i.e., considering

$$\hat{\lambda}(w) = \arg \min_{\lambda \in \mathbb{R}} L(\lambda, w; K, S) := \frac{K + \epsilon}{|S|} \lambda + \frac{\tau_1}{2} \lambda^2 + \sum_{x \in S} \tau_1 \ln(1 + \exp((h_w(x) - \lambda)/\tau_1)),$$

(22)

where $\tau_1, \tau_2$ are small constants. The following lemma justifies the above smoothing.

Lemma 2. (57) Assuming $h_w(x)$ is smooth and bounded, if $\tau_1 = \tau_2 = \epsilon$ for some $\epsilon \ll 1$, then we have $|\hat{\lambda}(w) - \lambda(w)| \leq O(\epsilon)$ for any $w$. In addition, $L(\lambda, w; K, S)$ is twice-differentiable and smooth and strongly convex in terms of $\lambda$ for any $w$.

Hence, below we will use the optimization problem (22) for constructing a bilevel optimization problem.

In particular, we transform (14) into

$$\min_w \frac{1}{n_+} \sum_{x_i \in S_+} \sum_{x_j \in S_-} I(h_w(x_j) > \lambda_2(w))I(h_w(x_j) < \lambda_1(w)) \ell(h_w(x_j) - h_w(x_i))$$

$$\lambda_1(w) = \arg \min_{\lambda \in \mathbb{R}} L(\lambda, w; k_1 - 1, S_-), \quad \lambda_2(w) = \arg \min_{\lambda \in \mathbb{R}} L(\lambda, w; k_2, S_-).$$

By replacing the indicator function $I(s > 0)$ with a non-decreasing differentiable surrogate function $\phi(s)$, we have the following optimization problem for one-way pAUC maximization:

$$\min_w \frac{1}{n_+} \sum_{x_i \in S_+} \sum_{x_j \in S_-} \phi(h_w(x_j) - \lambda_2(w)) \phi(h_w(x_j) - h_w(x_i)) \ell(h_w(x_j) - h_w(x_i))$$

$$\lambda_1(w) = \arg \min_{\lambda \in \mathbb{R}} L(\lambda, w; k_1 - 1, S_-), \quad \lambda_2(w) = \arg \min_{\lambda \in \mathbb{R}} L(\lambda, w; k_2, S_-).$$

(23)

Similarly, for two-way pAUC maximization (16) we can formulate the following bilevel optimization:

$$\min_w \frac{1}{n_+} \sum_{x_i \in S_+} \sum_{x_j \in S_-} \phi(h_w(x_j) - \lambda_2(w)) \phi(h_w(x_j) - h_w(x_i)) \ell(h_w(x_j) - h_w(x_i))$$

$$\lambda_1(w) = \arg \min_{\lambda \in \mathbb{R}} L(\lambda, w; n_+ - k_1, S_+), \quad \lambda_2(w) = \arg \min_{\lambda \in \mathbb{R}} L(\lambda, w; k_2, S_-).$$

(24)

4.2 Ranking Measures/Losses

We first introduce some notations. Let $Q$ denote the query set of size $N$, and $q \in Q$ denote a query. $S_q$ denotes a set of $N_q$ items (e.g., documents, movies) to be ranked for $q$. For each $x_q \in S_q$, let

\begin{align*}
&L(\lambda, w; n_+ - k_1, S_+), \quad \lambda_2(w) = \arg \min_{\lambda \in \mathbb{R}} L(\lambda, w; k_2, S_-). \\
&4.2 \text{ Ranking Measures/Losses}
\end{align*}
Let $S_q$ denote its relevance score, which measures the relevance between query $q$ and item $x_i^q$. Let $S_q^+ \subseteq S_q$ denote a set of $N_q^+$ items relevant to $q$, whose relevance scores are non-zero. Denoted by $S = \{(q, x_i^q), q \in Q, x_i^q \in S_q^+\}$ all relevant query-item (Q-I) pairs. Let $h_w(x, q)$ denote the predictive function for $x$ with respect to the query $q$, whose parameters are denoted by $w \in \mathbb{R}^d$ (e.g., a deep neural network).

Let $S_q$ defined as:

$$ r(w; x, S_q) = \sum_{x^q \in S_q} \mathbb{I}(h_w(x^q, q) - h_w(x, q) \geq 0) $$

denote the rank of $x$ with respect to the set $S_q$, where we simply ignore the tie.

**MAP and NDCG.** According to the definition of NDCG, the averaged NDCG over all queries can be expressed by

$$ \text{NDCG: } \frac{1}{N} \sum_{q=1}^{N} \frac{1}{Z_q^+} \sum_{x_i^q \in S_q^+} \frac{2^{y_i^q} - 1}{\log_2(r(w; x_i^q, S_q) + 1)}, $$

where $Z_q$ is the maximum DCG of a perfect ranking of items in $S_q$, which can be pre-computed. Note that $x_i^q$ are summed over $S_q^+$ instead of $S_q$, because only relevant items have non-zero relevance scores and contribute to NDCG.

MAP can be similarly computed as

$$ \text{MAP: } \frac{1}{N} \sum_{q=1}^{N} \sum_{x_i^q \in S_q^+} \frac{r(w; x_i^q, S_q^+)}{r(w; x_i^q, S_q)}. $$

By replacing $r(w; x, S_q)$ with a surrogate function $g(w; x, S_q) = \sum_{x^q \in S_q} \ell(h_w(x^q, q) - h_w(x, q))$, we can formulate both NDCG and MAP maximization as FCCO, i.e.,

$$ \min_w \frac{1}{|S|} \sum_{(q, x^q) \in S} f_{q,i}(g(w; x_i^q, S_q)). $$

**Top-K MAP and Top-K NDCG.** The top-$K$ variant of NDCG or MAP only computes the corresponding score for those that are ranked in the top-$K$ positions. For example, the top-$K$ NDCG is defined as:

$$ \frac{1}{N} \sum_{q=1}^{N} \frac{1}{Z_q^K} \sum_{x_i^q \in S_q^+} \mathbb{I}(x_i^q \in S_q[K]) \frac{2^{y_i^q} - 1}{\log_2(r(w; x_i^q, S_q) + 1)}, $$

where $S_q[K]$ denotes the top-$K$ items whose prediction scores are in the top-$K$ positions among all items in $S_q$, and $Z_q^K$ denotes the top-$K$ DCG score of the perfect ranking.

To handle the top-$K$ selection, we can formulate it as a bilevel optimization problem similar as before, i.e.,

$$ \min_w \frac{1}{N} \sum_{q=1}^{N} \frac{1}{Z_q^K} \sum_{x_i^q \in S_q^+} \mathbb{I}(h_q(x_i^q; w) - \lambda_q(w) > 0) \frac{2^{y_i^q} - 1}{\log_2(g(w; x_i^q, S_q) + 1)}.$$

$$\lambda_q(w) = \arg \min_{\lambda} L(\lambda, w; K, S_q), \forall q \in Q.$$

By replacing the indicator function with a differentiable surrogate function $\phi(\cdot)$, the above problem reduces to the following form

$$ \min_w \frac{1}{|S|} \sum_{(q, x^q) \in S} \phi(h_q(x_i^q; w) - \lambda_q(w))f_{q,i}(g(w; x_i^q, S_q)), $$

$$\lambda_q(w) = \arg \min_{\lambda} L(\lambda, w; K, S_q), \forall q \in Q.$$

The above problem is a special case of MBBO.
Listwise Ranking Losses. One can also optimize other listwise losses, e.g., ListNet [10], ListMLE [24]. For example, the objective function of ListNet can be defined by a cross-entropy loss between two probabilities of list of scores:

$$\min_w \frac{1}{|S_+|} \sum_{z_i \in S_+} \ell(h_w(z_i) - h_w(z_i)),$$

where $\ell(\cdot)$ is a loss function, e.g., cross-entropy loss. We can map the above objective into FCCO by defining

$$g(w; z_i, S_+) = \sum_{z_j \in S_+} \ell(h_w(z_j) - h_w(z_i)),$$

subject to $w \in \mathbb{R}$ and $|S_+| > |S_-|$. We can cast this problem into FCCO by defining

$$L(w; S_+) = \frac{1}{|S_+|} \sum_{z_i \in S_+} \ell(h_w(z_i) - h_w(z_i)).$$

4.3 Performance at the Top

In this subsection, we consider the binary classification setting as in subsection 4.1.

Top Push (T-Push). The top push objective is defined as

$$\min_w \frac{1}{|S_+|} \sum_{z_i \in S_+} \ell(\max_{z_j \in S_-} h_w(z_j) - h_w(z_i)).$$

(25)

This form is difficult to work with. There are several ways to transform this problem into one of the considered optimization problems. [44] presents a transformation that formulate the above problem as a min-max problem assuming $\ell$ is convex and non-decreasing. However, it introduces non-decomposable constraints on the dual variable.

We can use simpler transforms. First, we note that the above objective is equivalent to the surrogate objective of pAUC in [14] with $k_1 = 0$ and $k_2 = 1$. Then, we can reduce the problem into weakly convex minimization problem when $\ell(\cdot)$ is non-decreasing, or reduce the problem into a bilevel optimization problem in [23].

Precision/Recall at Top $K$ Positions ($P@K$, $R@K$). For binary classification, the recall at top $K$ positions is defined as the recall among those examples whose predictions scores are in the top $K$ positions. Leveraging Lemma 1 and Lemma 2, we can easily formulate the problem of maximizing recall at top $K$ positions as a bilevel optimization problem:

$$\max_w \frac{1}{|S_+|} \sum_{z_i \in S_+} \mathbb{1}(h_w(z_i) > \lambda(w))$$

$$\lambda(w) = \arg\min_{\lambda \in \mathbb{R}} L(\lambda, w; K, S).$$

(26)

Prec@K is equivalent to Rec@K up to a constant. By replacing the indicator function by a surrogate function, we have the following problem for optimizing Prec@K:

$$\min_w \frac{1}{|S_+|} \sum_{z_i \in S_+} \ell(\lambda(w) - h_w(z_i))$$

$$\lambda(w) = \arg\min_{\lambda \in \mathbb{R}} L(\lambda, w; K, S),$$

(27)
where $\ell(\cdot)$ is a differentiable non-decreasing function. If there are multiple labels or multiple tasks, the problem becomes MMBO.

Another way is to formulate the Rec@K and Prec@K as a FCCO problem. The idea is to compare the rank of a positive data with $K$, i.e.,

$$
\max_w \frac{1}{|S_+|} \sum_{z_i \in S_+} \mathbb{I}(r(w; z_i, S) \leq K)
$$

$$
r(w; z_i, S) = \sum_{z_j \in S} \mathbb{I}(h_w(z_j) \geq h_w(z_i)).
$$

Replacing the indicator function by a surrogate function, we have the following FCCO problem:

$$
\min_w \frac{1}{|S_+|} \sum_{z_i \in S_+} \ell_1 \left( \sum_{z_j \in S} \ell_2(h_w(z_j) - h_w(z_i)) - K \right),
$$

where $\ell_1(\cdot)$ and $\ell_2(\cdot)$ are monotonically non-decreasing function, e.g., sigmoid function.

**Precision at a Certain Recall level (P@R).** The precision at certain recall level $\alpha = \frac{K}{n_+}$ means that if we consider a threshold defined by the $K$-th largest score among all positive examples, what is the proportion of positive examples among those whose scores are higher than the threshold. The precision can be computed as $\frac{K}{K + FP}$, where FP denotes the number of false positives whose scores are larger than the $K$-th largest score among all positive examples [1]. Hence, maximizing precision at the recall level $\alpha$ is equivalent to minimizing the false positive rate at a threshold given by the $K$-th largest score among all positive examples. Thus, we can formulate the problem of maximizing precision at a certain recall level as a bilevel optimization problem:

$$
\min_w \frac{1}{|S_+|} \sum_{z_i \in S_+} \ell(h_w(z_j) - \lambda(w))
$$

$$
\lambda(w) = \arg\min_{\lambda \in \mathbb{R}} L(\lambda, w; K, S_+),
$$

where the objective is a surrogate of FPR. If there are multiple labels or multiple tasks, the problem becomes MMBO.

**pAp@K.** The pAp@K metric is a measure that combines the partial-AUC and the precision@K metrics, defined as probability of correctly ranking a top-ranked positive instance over top-ranked negative instances [8]. It has been used to evaluate recommendation systems and in real-world deployments. A surrogate loss for pAp@K is given by

$$
\min_w \frac{1}{k_1 K} \sum_{x_i \in S_+^+[1, k_1]} \sum_{x_j \in S_-^+[1, K]} \ell(h_w(x_j) - h_w(x_i))
$$

where $k_1 = \min(K, n_+)$. We can see that the above objective is very similar to that of two-way pAUC [16]. Hence, we can similarly formulate the optimization of pAp@K as a bilevel optimization problem.

Other performance at the top measures can be similarly formulated (please refer to [1] for definitions).

### 4.4 Global Contrastive Losses (GCL)

The contrastive objectives have long been used for distance metric learning [20] and recently emerge in self-supervised learning methods [15, 58]. Below, we discuss one-way self-supervised contrastive loss for vision data, and two-way self-supervised contrastive loss for image-text data, and also present an example of supervised contrastive objectives. We also note that similar contrastive losses have been used for learning with graph data [79] and text data [38].
One-way Self-supervised Contrastive Loss. Let $S = \{x_1, \ldots, x_n\}$ denote the set of training images, let $P$ denote a set of data augmentation operators that can be applied to each image to generate a copy. Let $A(\cdot) \in P$ denote a random data augmentation operator, and let $x \in S$ denote a random example from $S$. Let $S_i = \{A(x) : \forall A \in P, \forall x \in S \setminus \{x_i\}\}$ denote all training images including their augmented versions but excluding that of $x_i$. Let $h_w(\cdot)$ denote the encoder network parameterized by $w \in \mathbb{R}^d$ that outputs a normalized feature representation of an input image. Below, $A(x_i)$ and $A(x_j)$ denote two independent random data augmentations applied to $x_i$ and $x_j$ independently.

A global contrastive loss is given by [8]:

$$
\min_w \mathbb{E}_{x_i \sim S \setminus \{x_i\}} \exp(h_w(A(x_i)))^T h_w(A'(x_i))/\tau,
$$

where $\tau$ is a small constant and

$$
g(w; x_i, A, S_i) = \sum_{z \in S_i} \left(\exp(h_w(A(x_i)))^T h_w(z)/\tau\right).
$$

Two-way Self-supervised Contrastive Loss. Given a set of image-text pairs $D = \{(x_1, t_1), \ldots, (x_n, t_n)\}$. We denote by $h_w$, and $h_{w_2}$ the encoder network for the image data and the text data, respectively. We can consider optimizing a global two-way contrastive loss:

$$
\min_w -\tau \sum_{i=1}^n \log \frac{\exp(h_{w_1}(x_i)^T h_{w_2}(t_i)/\tau)}{\sum_{t \in D} \exp(h_{w_1}(x_i)^T h_{w_2}(t)/\tau)} - \tau \sum_{i=1}^n \log \frac{\exp(h_{w_1}(x_i)^T h_{w_2}(t_i)/\tau)}{\sum_{x \in D} \exp(h_{w_1}(x)^T h_{w_2}(t_i)/\tau)}.
$$

The denominator may exclude the positive data from consideration. It is not difficult to see that both one-way contrastive loss and two-way contrastive loss are special cases of FCCO.
Regarding the problem (36), the following conditions hold:

Assumption 1. for one-way pAUC, NDCG/MAP, ListNet, GCL.

Algorithm and Applicability. A strong baseline algorithm is presented in Algorithm 1 [70]. The algorithm is applicable to optimization of AUPRC, AP, p-norm push, the compositional objective

Theorem 1. Let \( |B_1| = B_1, |B_2| = B_2 \). Under Assumptions [Algorithm] equipped with either momentum and Adam-style update) with \( \gamma_0 = O(B_2 \epsilon^2), \gamma_1 = O(\min\{B_1, B_2\} \epsilon^2), \beta_1 = 1 - \gamma_1, \) and \( \eta = O\left(\min\{\gamma_1, \gamma_0 B_2 / m\}\right) \) can find an \( \epsilon \)-stationary point in \( T = O\left(\max\left\{\frac{m}{B_2 \epsilon^2}, \frac{1}{\min\{B_1, B_2\} \epsilon^2}\right\}\right) \) iterations.

The proof of the above theorem can be found in [70]. We can also extend Algorithm 1 to solving the three-level finite-sum compositional optimization problem (20) for two-way pAUC maximization with a similar complexity. We refer the readers to [91] for more details.
Algorithm 1 Stochastic Optimization of X-risk (SOX) for FCCO

1: Initialize $\omega_0,u_0,v_0,\eta, \beta, \gamma$
2: for $t = 0, \ldots, T$ do
3: Draw a batch of $B_t$ samples $B_t \subset S$
4: for each $i \in B_t$ do
5: Update the estimator of function value $g_i(w_t)$
\[ u_{t+1}^i = (1 - \gamma_0)u_t^i + \gamma_0g_i(w_t; B_t^i) \]
6: end for
7: Update the estimator of gradient $\nabla F(w_t)$
\[ v_{t+1} = \beta_1 v_t + (1 - \beta_1) \frac{1}{|B_t|} \sum_{i \in B_t} \nabla f_i(u_t^i) \nabla g_i(w_t; B_t^i) \]
8: Update the model parameter $w_{t+1} = w_t - \eta v_{t+1}$ (or the Adam-style update)
9: end for

5.2 Baseline Stochastic Algorithm for MBMMO

Recall the following MBMMO:
\[ \min_{w \in \mathbb{R}^d} \max_{s \in \Omega^m} F(w, s) = \frac{1}{m} \sum_{i=1}^{m} F_i(w, s_i). \] (37)

For simplicity of presentation, we let $\nabla_w F_i(w, s; B)$ and $\nabla_s F_i(w, s; B)$ denote unbiased stochastic gradients in terms of $w$ and $s$ based on a mini-batch of samples in $B$, respectively.

Algorithm and Applicability. A strong single-loop baseline algorithm is presented in Algorithm 2. It is an extension of an algorithm in our prior work [23] and a special case of the multi-block min-max bilevel optimization algorithm presented in [30]. The primal variable follows a stochastic momentum update and the dual variable follows a coordinate-wise standard stochastic gradient ascent update. Algorithm 1 is applicable to (multi-label or multi-task) AUROC maximization, $p$-norm push maximization.

Convergence Analysis. For convergence analysis, we make the following assumption regarding the above problem.

Assumption 2. Regarding the problem (37), the following conditions hold:

- $F_i(w, s_i)$ is smooth in terms of both $w$, $s_i$, and is Lipschitz continuous in terms of $w$.
- $F_i(w, \cdot)$ is strongly concave for any $w$.
- $\mathbb{E}[\|\nabla_w F_i(w, s; B_{2,i}) - \nabla_w F_i(w, s)\|^2] \leq O(\frac{1}{B_{2,i}})$ and $\mathbb{E}[\|\nabla_s F_i(w, s; B_{2,i}) - \nabla_s F_i(w, s)\|^2] \leq O(\frac{1}{B_{2,i}^2})$ for $|B_{2,i}| = B_2$.

Theorem 2. Let $|B_{1,i}| = B_{1,i}$, $|B_{2,i}| = B_2$. Under Assumption 2, Algorithm 2 (equipped with either momentum and Adam-style update) with $\eta_0 = O(B_2 \epsilon^2)$, $\gamma_1 = O(\min\{B_1, B_2\} \epsilon^2)$, $\beta_1 = 1 - \gamma_1$, $\eta = O(\min\{\gamma_1, \frac{B_1 \eta_0}{m}\})$ can find an $\epsilon$-level solution to the primal objective $\max_{w \in \Omega^m} F(w, s)$ with $T = O(\max\{\frac{1}{\min\{B_1, B_2\} \epsilon^2}, B_1 B_2 \epsilon^2\})$ iterations.

The proof of the above theorem is a special case for the problem considered in [30].

A limitation of the analysis of above algorithm is that it requires the smoothness, which is not applicable to weakly convex concave min-max problems without the smoothness condition of the objective, e.g., the problem [18] for two-way pAUC maximization. For solving weakly convex concave min-max problems, the baseline algorithm is following the proximal-point based method proposed in our prior work [59]. However, to increase the efficiency for two-way pAUC maximization, we need to employ stochastic coordinate updates for both the primal and dual variable. We refer interested readers to [91] for the algorithm and analysis.
Let \( g \) be defined as Algorithm 2. Algorithm 3 is applicable to optimization of top-
stationary point in \( \mathcal{T} \).

### 5.3 Baseline Stochastic Algorithm for MBBO

We consider the following MBBO:

\[
\begin{align*}
\text{min}_{w} \quad & F(w) = \frac{1}{m} \sum_{i \in \mathcal{S}} f_i(g_i(w; \mathcal{S}_i)) \phi_i(w, \lambda_i(w; \mathcal{S}_i')) \\
\text{where} \quad & g_i(w; \mathcal{S}_i) = \frac{1}{|\mathcal{S}_i|} \sum_{z \in \mathcal{S}_i} \ell(w; z_i, z) \\
\text{and} \quad & \lambda_i(w; \mathcal{S}_i') = \arg \min_{\lambda \in \mathbb{R}} L_i(\lambda, w; \mathcal{S}_i') = \frac{1}{|\mathcal{S}_i'|} \sum_{z \in \mathcal{S}_i'} \psi(\lambda, w; z).
\end{align*}
\]

Let \( g_i(w; \mathcal{B}_i) = \frac{1}{|\mathcal{B}_i|} \sum_{z \in \mathcal{B}_i} \ell(w; z_i, z) \) and \( L_i(\lambda, w; \mathcal{B}_i) = \frac{1}{|\mathcal{B}_i|} \sum_{z \in \mathcal{B}_i} \psi(\lambda, w; z) \).

### Algorithm and Applicability

An efficient stochastic algorithm is presented in Algorithm 3. It was originally proposed in [57] for optimizing top-\( K \) NDCG. The algorithm reduces to Algorithm 1 when \( \phi_i(w, \lambda_i(w; \mathcal{S}_i')) \) is not present. When \( f_i(g) \) is not present and \( L_i(\lambda, w; \mathcal{S}_i') = -\frac{1}{m} \sum_{z \in \mathcal{S}} \phi_i(w, \lambda_i) \), the problem reduces to min-max optimization and Algorithm 3 can be simplified as Algorithm 2. Algorithm 3 is applicable to optimization of top-\( K \) NDCG, top-\( K \) MAP, pAUC, top-push, P@\( K \), R@\( K \), pA@\( K \), and P@R. Except for top-\( K \) NDCG and MAP, other measures only have one block \( m = 1 \) unless for multi-task learning.

### Convergence Analysis

For convergence analysis, we make the following assumptions.

**Assumption 3.** Regarding the problem [38] the following conditions hold:

- Functions \( \phi_i, f_i, g_i, L_i \) are smooth and Lipschitz continuous, respectively for all \( i \).
- Function \( \psi(\lambda, w; z) \) is strongly convex in terms of \( \lambda \), and \( \nabla^2_{\lambda \lambda} L_i(w, \lambda), \nabla^2_{\lambda \lambda} L_i(w, \lambda) \) are Lipschitz continuous with respect to \( w, \lambda \) for all \( i \).
- \( \phi_i(\cdot) \) and \( f_i(\cdot) \) are bounded, \( \nabla^2_{\lambda \lambda} \psi(\lambda, w; z) \) are bounded for all \( z \).
- \( \mathbb{E}[\|g_i(w; \mathcal{B}_{2,i}) - g_i(w; \mathcal{S}_i)\|^2] \leq O(\frac{1}{16}) \) and \( \mathbb{E}[\|\nabla g_i(w; \mathcal{B}_{2,i}) - \nabla g_i(w; \mathcal{S}_i)\|^2] \leq O(\frac{1}{4}) \) for \( |\mathcal{B}_{2,i}| = \mathcal{B}_{2,i} \).
- \( \mathbb{E}[\|\nabla L_i(w, \lambda; \mathcal{B}_{2,i}) - \nabla L_i(w, \lambda; \mathcal{B}_{2,i})\|^2] \leq O(\frac{1}{16}), \mathbb{E}[\|\nabla^2_{\lambda \lambda} L_i(w, \lambda; \mathcal{B}_{2,i}) - \nabla^2_{\lambda \lambda} L_i(w, \lambda)\|^2] \leq O(\frac{1}{4}), \mathbb{E}[\|\nabla^2_{\lambda \lambda} L_i(w, \lambda; \mathcal{B}_{2,i}) - \nabla^2_{\lambda \lambda} L_i(w, \lambda)\|^2] \leq O(\frac{1}{4}) \) for \( |\mathcal{B}_{2,i}| = \mathcal{B}_{2,i} \).

**Theorem 3.** Let \( |\mathcal{B}_i'| = \mathcal{B}_1, |\mathcal{B}_{2,i}'| = |\mathcal{B}_{2,i}'| = \mathcal{B}_2 \). Under Assumption 3, SOX-MBBO (Algorithm 2 equipped with either momentum or Adam-style update) with \( \gamma_0 = O(\mathcal{B}_2^2),\gamma_0' = O(\mathcal{B}_2^2),\gamma_1 = O(\min\{\mathcal{B}_1, \mathcal{B}_2\}), \beta_1 = 1 - \gamma_1, \eta_0 = O\left(\frac{\mathcal{B}_{10}}{m}\right), \eta_1 = O\left(\min\left\{\frac{\mathcal{B}_{10}}{m}, \gamma_1\right\}\right) \) can find an \( \epsilon \)-stationary point in \( T = O\left(\max\left\{m \mathcal{B}_{10}^\epsilon, \frac{1}{\min\{\mathcal{B}_1, \mathcal{B}_2\}^\epsilon}\right\}\right) \) iterations.

The proof of the above theorem can be found in [57].
works yet still enjoy parallel speed-up using mini-batches. The update for the model parameter $w$ variable (in MBMMO) and the variable of the lower-level problem (in MBBO) with multiple steps at algorithms. They are simple enough since they do not involve a nested loop for updating the dual conditions can hold in practice when the prediction score function $h$ the assumptions for the theoretical analysis, e.g., the smooth and Lipchitz continuity assumptions is similar to the standard momentum and Adam-style update, which makes them easy to be imple-

Algorithm 3 Stochastic Optimization of X-risk (SOX) for MBBO

1: Initialize $w_0$, $v_0$, $x_0$, $u_t$, $s_t$, $\beta_0$, $\gamma_0$, $\eta_0$, $\eta_1$
2: for $t = 0, 1, \ldots, T$ do
3:   Draw a batch of $B_1$ samples $B_1 \subset S$
4:   for each $i \in B_1$ do
5:     Update $u_{t+1}^{i} = (1 - \gamma_0)u_t^{i} + \gamma_0 g_t(w_t; B_1^{i}, \bar{t})$ \textit{o}$B_1^{i}$ is a mini-batch of samples
6:     Update $s_{t+1}^{i} = (1 - \gamma_1)s_t^{i} + \gamma_1 \nabla \lambda L_i(w_t, x_t^{i}; B_1^{i})$ \textit{o}$B_1^{i}$ is a mini-batch of samples
7:     Update $x_{t+1}^{i} = x_t^{i} - \eta_0 \nabla \lambda L_i(w_t, x_t^{i}; B_1^{i})$
8:   end for
9: Compute stochastic estimator $m_t$
10: $m_t = \frac{1}{B_1} \sum_{i \in B_1} \left\{ \left( \nabla_w \phi_t(w_t, x_t^{i}) - \nabla_w \lambda L_i(w_t, x_t^{i}; B_1^{i})[s_{t}^{i}]^{-1} \nabla \lambda \phi_t(w_t, x_t^{i}) \right) f_i(u_t^{i}) + \phi_t(w_t, x_t^{i}) \nabla g_t(w_t; B_1^{i}) \nabla f_i(u_t^{i}) \right\}$
11: $v_{t+1} = \beta_1 v_t + (1 - \beta_1) m_t$
12: $w_{t+1} = w_t - \eta_t v_{t+1}$ (or the Adam-style update)
13: end for

Table 1: Summary of different algorithms and their applicability to different X-risks.

| Alg. | X-risks | Iteration Complexity |
|------|---------|----------------------|
| Algorithm 1 | AUPRC, Pn-Push, pAUC NDCG, MAP, GCL, P@K, R@K | $O \left( \max \left\{ \frac{m}{B_1 B_2^{\epsilon}}, \frac{1}{\min\{B_1, B_2^{\epsilon}\}} \right\} \right)$ |
| Algorithm 2 | AUROC, Pn-Push | $O \left( \max \left\{ \frac{m}{B_1 B_2^{\epsilon}}, \frac{1}{\min\{B_1, B_2^{\epsilon}\}} \right\} \right)$ |
| Algorithm 3 | top-K NDCG, top-K MAP, pAUC, T-Push P@K, R@K, pAp@K, P@R | $O \left( \max \left\{ \frac{m}{B_1 B_2^{\epsilon}}, \frac{1}{\min\{B_1, B_2^{\epsilon}\}} \right\} \right)$ |

5.4 Discussions and Open Problems

We present a summary of different baseline algorithms and their properties in Table 1. Next, we discuss the validity, significance and limitations of theoretical results of these algorithms. First, we can see that when $B_1 = m = 1$ (i.e., the number of blocks is one), the iteration complexity reduces to the standard one, i.e., $O(1/(B_2^{\epsilon}))$, where $B_2$ is the mini-batch size. In addition, the scaling factor $m/B_1$ in the complexity term $O(\frac{m}{B_1 B_2^{\epsilon}})$ is reasonable since we only update variables for $B_1$ blocks out of $m$ blocks at each iteration. Second, the presented algorithms are strong baseline algorithms. They are simple enough since they do not involve a nested loop for updating the dual variable (in MBMMO) and the variable of the lower-level problem (in MBBO) with multiple steps at each iteration. They are practical because they do not require a large batch size as in many previous works yet still enjoy parallel speed-up using mini-batches. The update for the model parameter $w$ is similar to the standard momentum and Adam-style update, which makes them easy to be imple-

For future work, we urge interested researchers in the community to further improve the performance of stochastic algorithms for solving EXM. There are several open questions to be considered for both theoretical and practical communities: (i) what is the optimal complexity for the considered problems for convex and non-convex objectives in both smooth and non-smooth settings? (ii) how can we further accelerate the baseline algorithms by leveraging engineering insights and tricks? (iii) how can we optimize these objectives in a distributed and federated setting? (iv) how can we analyze the feature learning capability by optimizing X-risks for deep neural nets?
After the first version of this manuscript was finished, we have conducted studies to address some of the problems mentioned above. In [35], we have improved the complexities to $O(\max(\frac{1}{\min(B_1, B_2)} \cdot \frac{m}{B_1 \sqrt{B_2}}))$ for a non-convex objective by using advanced variance reduction techniques called MSVR. Its iteration complexity for a convex objective is $O(\max(\frac{1}{\min(B_1, B_2)} \cdot \frac{m}{B_1 \sqrt{B_2}}))$. However, both complexities do not exhibit the parallel speed-up in terms of the inner batch size $B_2$. Hu et al. [31] considered non-smooth FCCO problems where both $f$ and $g$ are weakly-convex and non-smooth. They utilized the MSVR estimator for estimating the inner function and obtained an iteration complexity of $O(\frac{m}{B_1 \sqrt{B_2}})$. He and Ka-siviswanathan [27] have proposed stochastic extrapolation based estimator to reduce the bias of estimator $\nabla f(g)$ by using mini-batch samples of inner function $g$. Their algorithm improves the complexity of MSVR when $n \leq \Omega(e^{-2/3})$. However, their algorithm requires large inner and outer batch sizes and an extra condition that $f$ is third-order differentiable. In a recent work [22], we developed a communication-efficient federated learning algorithm called FeDXL for solving the FCCO problem. If the data is evenly distributed over $K$ machines, its iteration complexity is $O(\frac{m}{K^{1/2}})$ and its communication complexity is $O(\sqrt{\frac{m}{K^{1/2}}})$.

6 Conclusions

In this technical report, we have presented the algorithmic foundation of empirical X-risk minimization, including the formulations into different families of non-convex optimization problems, and their strong baseline stochastic optimization algorithms in our prior studies. We have also presented the convergence results of the baseline algorithms and discuss their applicability to different empirical X-risk minimization tasks. Finally, we present some discussions of the convergence results and future directions.
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