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Abstract

In response to the COVID-19 pandemic, a lot of scholarly articles have been published recently and made freely available. At the same time, there is emerging need to provide reliable and adequate information, which can reinforce the efforts made in raising awareness, to carry out infallible actions to prevent the worsening of the pandemic situation. With that said the current work tackles the perennial problem of creating a deep learning system allowing answering with a high precision to questions on a determined subject.

To do this, we will use open source scientific and academic articles concerning Covid-19, then we will proceed to the selection of suitable documents which will allow us to feed a question answering system based on BERT fine-tuned on the SQuAD benchmark.
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1. Introduction
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In recent years we have witnessed rapid progress in machine learning and in a more specific way in the field of linguistic understanding, with the introduction of several large-scale datasets, such as SQuAD (Rajpurkar et al., 2016), MS MARCO (Nguyen et al., 2016), SearchQA (Dunn et al., 2017), TriviaQA (Joshi et al., 2017) and QUASAR-T (Dhingra et al., 2017). And we are witnessing at the same time the adoption of several Transformers [1], models to carry out text-classification tasks, next sentence prediction, QA...

It is argued that the integration of these two essential ingredients may allow us to witness an equivalent progress with regard to search engines, in this article we describe how the use of BERT, the powerful natural language processing model for general use, can allow us to create a search engine giving consistent and determined answers to the questions of the users, and for that we led our work on a database concerning the novel corona virus: covid-19, as an example.

2. System architecture overview
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Fig. 1. System architecture

This diagram constitutes a description of the system designed in the form of a search engine, for a specific subject, in our case COVID-19, the process of said system can be detailed in several phases, namely:
DATA COLLECTION / INDEXING: In this step, we will collect a large database of scientific articles related to the COVID-19 topic, and also index the collected articles to create a database that will facilitate subsequent steps.

PARAGHRAPH RETERIEVER: In the second phase, it is a question of using the request of the user in order to constitute a selection of paragraphs which can contain the answer to the question entered beforehand, following this selection the choice will be made on the most significant paragraph through its score.

SUMMARIZER: At this level, we will apply a selective summarizer, which will allow us to select the most significant paragraphs in relation to the query.

QUESTION-ANSWERING: during this last step, the application of a BERT model fine tuned on the SQuAD benchmark will reveal the response by selecting the sentences considered as an answer to the query.

3. Data collection/indexation

3.1. Description of CORD-19

In our case, the information will be collected by mining on a large open source Dataset created for scientific research purposes; we speak of the COVID-19 Open Research Dataset (CORD-19).

In response to the COVID-19 pandemic, the White House and a coalition of leading research groups prepared the COVID-19 Open Research Dataset (CORD-19).

CORD-19 is a resource of over 128,000 scholarly articles, including more than 59,000 in full text, on COVID-19, SARS-CoV-2 and related Coronaviruses. This freely available dataset is provided to the global research community to apply recent advances in natural language processing and other AI techniques to generate new perspectives in support of the ongoing fight against this infectious disease.

The dataset contains all research related to COVID-19 and Coronaviruses (e.g. SARS, MERS, etc.) from the following sources: PMM free access corp of PubMed using this request (COVID-19 search and coronavirus) Other COVID-19 research articles from a WHO-maintained corpus bioRxiv and medRxiv pre-prints using the same request as PMC (COVID-19 and coronavirus search) [2].

3.2. Indexation

The texts we have are used in a first hand to populate various fields in a Dataframe that can be analyzed. Our analyse splits the text into small elements called tokens, the process known as tokenization. Multiple variants of analyzers that have different approach to creating tokens can be used, e.g. using different stemmers for extracting word roots. If the built-in Analyzers do not solve our problem we can combine built-in tokenizers and token filters or add our own Analyzer implementation.

After the documents have been analyzed they can be stored in the index structure. This is performed by IndexWriter, object that is responsible for creation and modification of the index. The particular index data structure used is inverted index [3]. The index called inverted because its keys are tokens that mapped to the documents in which they occur. The reason of using inverted indices is increased performance of finding the documents containing the token compared to forward indices. The index is stored in multiple segments with each segment being an index itself. Segments are created when index writes flushes its buffer and contain changed documents. Each segment is stored in a few files, responsible for different parts of the index. The segments will later be merged to improve index performance.

As an output of this phase we will have an index of thousands of scholarly articles allowing us to distinguish several areas of information: Researcher, Journal, Title, Abstract, Paragraphs etc...

3.3. Paragraph retriever

In the present case and after having in our hands the index of the documents collected, we will use a search engine in the form of a tool-kit allowing us to search for the paragraphs corresponding to a question given by the user.

This work will be done using “Anserini” which is an open-source information search toolbox [4], built around “Lucene” to facilitate reproducible research.
Anserini provides envelopes and extensions on top of the basic Lucene libraries that allow researchers to use more intuitive APIs to perform common research tasks. As long as the results given for a question are sorted in a decreasing order of scores, the selection of the paragraph which will be used in the system of question answering, will correspond to the first paragraph appearing among the search results.
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**4. Summarizer**

After our paragraph selection, a question response system can be applied directly to find a relevant answer to the user's question, but as we will work with a model handling a maximum size of 512 tokens for best results, a summary is an absolute must, to face the case where our selected paragraph exceeds the above-mentioned length. To carry out this task, two main options are offered:

- Extractive summarization: It is the strategy of concatenating extracts that are taken from a corpus into a summary. [5]
- Abstractive summarization: This one involves paraphrasing the corpus using novel sentences.

In our case, the balance tilts towards the extractive option, this is justified by the need to preserve the elements of the paragraph for use in the QA system, because the selection was made on the basis of the user’s question, which will be used simultaneously in the upcoming phase. [6]

The tool that we will be using is a Bert based summarization model, called Bert Extractive Summarizer. This tool utilizes a transformers library to run extractive summarizations. This works by first embedding the sentences, then running a clustering algorithm, finding the sentences that are closest to the cluster's centroids. This library also uses coreference techniques to resolve words in summaries that need more contexts.

As arguments for our summarization model, we will set the minimum length of the summary to 60 tokens, so we want loose the meaningful parts, and its maximum to 512 as mentioned before to not exceed the QA models capacity.

**5. Question-Answering**

Our system for question answering will use the Bert model, fine-tuned on the SQuAD benchmark. The BERT model was proposed in BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. [7]

It’s a bidirectional transformer pre-trained using a combination of masked language modeling objective and next sentence prediction on a large corpus comprising the Toronto Book Corpus and Wikipedia, while Stanford Question Answering Dataset (SQuAD) is a reading comprehension dataset, consisting of questions posed by crowdworkers on a set of Wikipedia articles [8], where the answer to every question is a segment of text, or span, from the corresponding reading passage, or the question might be unanswerable.

This pre-trained transformer model has 24-layer, 1024-hidden, 16-heads, 340M parameters. [9, 10]

**6. Results**

The results provided by this architecture are really impressive in terms of accuracy, which is, on one hand the
yield of using a fine-tuned model on SQuAD benchmark, whose results are correct up to 86%, and on the other hand
the use of a widely enriched and updated database at the document collection level.

Table 1. Results analysis.

| RESULTS             | EXISTING ANSWER IN ARTICLES | MISSING ANSWER IN ARTICLES | TOTAL     |
|---------------------|------------------------------|-----------------------------|-----------|
| RIGHT ANSWERS       | 71.25%                       | 0,00%                       | 71.25%    |
| WRONG ANSWERS       | 13,75%                       | 6,25%                       | 20,00%    |
| NO ANSWERS          | 3,75%                        | 5,00%                       | 8,75%     |
| TOTAL               | 88.75%                       | 11.25%                      | 100.00%   |

Examples:

- **query = 'Are bats responsible for COVID-19 in humans?'**
  Answer: "Bats act as the prime reservoir to most of the CoVs, circulating in animals, which are not linked with the human infections."

- **query = 'What are the measures taken by Moroccan government against COVID-19?'**
  Answer: "containment measure within the country"

- **query = 'Are animals only responsible for Covid-19 in humans?'**
  Answer: "The 229E-CoV, NL63-CoV, OC43-CoV, HKU1-CoV are responsible for 30% or more mild upper respiratory tract illnesses in human"

- **query = 'What is the role of animals in coronavirus spread?'**
  Answer: "may play an important role"

Fig. 3. Examples Question Answering

7. Conclusion

As we can see in the results, the use of a question answering system in integration with other different tools, such
as the exploitation of indexing for the selection of documents from a large set of data, and the application of abstract
summarizers to select specific paragraphs related to the query, can help us overcome the limitations of BERT
models, where the size of the paragraph used to infer the answer to a question cannot exceed 512 characters, thus
lead to a new generation of search engines, which has high success rates, exceeding 70% in revealing concise and
targeted answers to our questions [8].

For further development we will try to implement Sci-BERT, a pre-trained BERT model to more accurately
answer scientific questions.

That being said, the imperfections of such a system lie in its ability to understand natural language more broadly,
which means that we still have a long lead over us in ML, in order to reach the level where machines can have
capabilities similar to those of humans.
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