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Summary

This proposal is motivated by an analysis of the English Longitudinal Study of Ageing (ELSA), which aims to investigate the role of loneliness in explaining the negative impact of hearing loss on dementia. The methodological challenges that complicate this mediation analysis include the use of a time-to-event endpoint subject to competing risks, as well as the presence of feedback relationships between the mediator and confounders that are both repeatedly measured over time. To account for these challenges, we introduce natural effect proportional (cause-specific) hazard models. These extend marginal structural proportional (cause-specific) hazard models to enable effect decomposition. We show that under certain causal assumptions, the path-specific direct and indirect effects indexing this model are identifiable from the observed data. We next propose an inverse probability weighting approach to estimate these effects. On the ELSA data, this approach reveals little evidence that the total effect of hearing loss on dementia is mediated through the feeling of loneliness, with a non-statistically significant indirect effect equal to 1.012 (hazard ratio (HR) scale; 95% confidence interval (CI) 0.986 to 1.053).
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1 INTRODUCTION

This article is motivated by an analysis of the English Longitudinal Study of Ageing, a longitudinal cohort study of individuals aged 50 and older living in the community in England, which follows participants biennially since 2002/03. In previous studies, it was shown that both self-reported hearing loss and loneliness are significantly associated with a higher risk of dementia. The question of interest, which we shall address here, is whether loneliness mediates the impact of hearing loss on incident physician-diagnosed dementia.

The focus on time-to-event endpoints (dementia) complicates the planned mediation analysis. It renders the popular difference-and product-of-coefficient methods inappropriate, necessitating the use of more complex causal mediation analysis methods. While such methods have been developed for the analysis of time-to-event endpoints, most ignore that the mediator is not assessed at baseline and that subjects may therefore experience the event prior to the mediator being assessed. Further complications arise from the mediator, loneliness, being repeatedly measured. While useful to better capture mediation via the entire longitudinal mediator process, this also gives rise to complex time-varying confounding patterns whereby mediators
(e.g. loneliness) and confounders (e.g. comorbidities) mutually influence each other over time. These complications have been addressed in a number of recent works.[2][3][4][11]

A further complication that we must consider, and that we have not previously found being addressed in the literature, is the presence of competing risks by death. With observed - as opposed to counterfactual - event times, the modelling of cause-specific hazards is well known to simplify the handling of competing risks. However, the modelling of (cause-specific) hazards is not readily possible in the previous mediation analysis works.[2][3][4][11], which instead focus on the analysis of survival chances. In view of this, in this paper, we will here introduce so-called natural effect proportional (cause-specific) hazard models, which directly parameterise the direct and indirect effects of a given exposure on the cause-specific hazard of the considered event. We will extend the weighting-based approach proposed by Mittinty and Vansteelandt[12] for longitudinal natural effect models to enable the planned mediation analysis of an exposure via repeatedly measured mediators on a time-to-event endpoint subject to competing risks.

We proceed as follows. In the next section, we first describe the setting of interest. We then extend the natural effect proportional hazard model to take into account the longitudinal nature of the mediator. In the same section, we discuss the assumptions under which the path-specific direct and indirect effects derived from such model are identifiable from data, and provide a step-by-step procedure for estimating these effects. In section 3, we apply the proposed approach to analyze data from the English Longitudinal Study of Ageing.[13] We end with some final remarks and a discussion.

2 | PROPOSAL

2.1 | Natural Effect Models for longitudinal mediators and a time-to-event endpoint subject to competing risks

Consider an observational study in which independent individuals \( i = 1, \ldots, n \) are exposed to a categorical factor \( A_i \) coded as 0, 1, \ldots, \( P - 1 \) for \( P \) different categories. Longitudinal measurements of the mediator \( M_{i0}, M_{i1}, \ldots, M_{iK} \) and of the covariates \( L_{i0}, L_{i1}, \ldots, L_{ik} \) are subsequently recorded at baseline (subscript 0) and at visits \( 1, \ldots, K \), along with (i) a time-to-event endpoint \( T_i \) and (ii) an index \( D_i \) specifying whether the main event (\( D_i = 1 \)) or the competing one (\( D_i = 2 \)) happens. Denote \( t_k, k = 1 \ldots K \) the fixed time point after the onset of the exposure at which the measurements of \( M_k \) and \( L_k \) are pre-planned for all patients. Assume that these measurements are only recorded until the last visit \( K \) or until event \( D_i = 1 \) or \( D_i = 2 \) happens, whichever comes first. The time-to-event endpoint may be censored administratively or due to loss to follow-up, in which case \( D_i = 0 \).

The causal diagram in figure 1 depicts the relationships between the variables over time. It also represents a non-parametric structural equation model with independent errors. In the diagram, \( L_k \) includes the indicator \( I(T \geq t_k) \) of having survived visit \( k \). Throughout, we will denote the history of measurements up to visit \( k \) using a bar, i.e. \( M_k = (M_0, M_1, \ldots, M_k) \).

To define the direct and indirect effects of interest, we will make use of so-called path-specific effects, expressed as a (cause-specific) hazard ratio. In particular, we define the counterfactual variables \( T_{a,a^*} \) and \( D_{a,a^*} \) as the time to the main or competing event (whichever comes first) and the corresponding event index that would be observed if the exposure \( A \) were set to \( a \) and the mediator levels changed to the levels that we would have seen if the exposure were set to \( a^* \) and the levels of the time-varying confounders were as observed under this joint intervention on \( A \) and \( M_k \), respectively. The total causal effect (TE) on the cause-\( j \)-specific hazard when the exposure changes from \( a \) to \( a^* \) is then expressed as \( H R_{TE}^j = \frac{\lambda_{a,a^*}^j(t)}{\lambda_{a,a}^j(t)} \), which can be decomposed into the direct effect (DE) \( H R_{DE}^j = \frac{\lambda_{a^*,a}^j(t)}{\lambda_{a,a}^j(t)} \) and the indirect effect (IE) \( H R_{IE}^j = \frac{\lambda_{a,a^*}^j(t)}{\lambda_{a,a}^j(t)} \), where \( H R_{TE}^j = H R_{IE}^j \times H R_{DE}^j \).

The indirect effect \( H R_{IE}^j \) hence reflects the part of the treatment effect (on the cause-\( j \)-specific hazard) that is mediated via the pathways \( A \rightarrow M_k ightarrow \ldots ightarrow T \), where \( k = 1, 2, \ldots \). These pathways start from the treatment \( A \) and go directly to one of the mediator levels before getting to the event time \( T \) by any intermediate path. In contrast, the direct effect \( H R_{DE}^j \) reflects the part of the treatment effect (on the cause-\( j \)-specific hazard) that does not go through any of the above pathways.

We are now ready to define the cause-\( j \)-specific natural effect proportional hazard model, accounting for longitudinal mediators, as follows:

\[
\lambda_{a,a^*}^j(t) = \lambda_0^j(t) e^{\alpha_{j1} a + \alpha_{j2} a^*}
\] (1)

for all \( a, a^* \), where \( \lambda_0^j(t), \alpha_{j1} \) and \( \alpha_{j2} \) are unknown. Under model (1), the total, direct and indirect effect can be expressed on the hazard ratio scale as \( H R_{TE}^j = e^{(\alpha_{j1} + \alpha_{j2}) (a^* - a)} \), \( H R_{IE}^j = e^{\alpha_{j2} (a^* - a)} \) and \( H R_{DE}^j = e^{\alpha_{j1} (a^* - a)} \), respectively. To assess the possibility
of mediator-exposure interaction, one can alternatively consider model:

$$\lambda'_{a,a^*}(t) = \lambda'_0(t)e^{a_{a_1} + a_{a_2} + a_{t} + a_{a^*}}$$ (2)

Under model (2), the total causal effect on the hazard ratio scale is expressed as $HR_{TE} = e^{(a_{a_1} + a_{a_2} + a_{t} + a_{a^*})(a^* - a)}$ and is decomposed into the indirect effect $HR_{IE} = e^{(a_{a_1} + a_{a_2} + a_{t})(a^* - a)}$ and the direct effect $HR_{DE} = e^{(a_{a_1} + a_{a_2})(a^* - a)}$. Finally, note that other models for survival outcomes, such as the Aalen model, can also be extended to the current context.

### 2.2 Estimation

To estimate the parameters in model (1), we will assume that the set of baseline covariates $L_0$ is sufficient to control for confounding of the relationship between $A$ and $(T, D)$, as well as between $A$ and $M_t$ at any time. Besides, we assume there are no unmeasured confounders of the relationship between the time-to-event outcome and the mediator at any time. In figure 1, the latter assumption is satisfied since conditioning on the exposure $A$ and the history of the time-varying confounder $L$ up to time $t$ is sufficient to adjust for confounding of the relationship between the time-to-event outcome $T$ and the mediator level at time $t$. Our development allows for the presence of unmeasured common causes of the mediators over time (i.e. denoted $U_m$ in figure 1) and separate, independent unmeasured common causes of the baseline/time-varying confounders and the survival time $(T, D)$ (i.e. denoted $U_l$).

In what follows, we generalize the standard estimation procedure for the popular marginal structural models to fit models (1) and (2). For this, we make the assumption that censoring is non-informative, in the sense that at any time, the instantaneous risk of the event among patients who then drop out of the study is not different (at all future times) from that of patients who remain, conditional on the exposure level. Under the aforementioned assumptions, Appendix 1 shows that consistent estimators of the parameters indexing model (1) can be obtained by solving the estimating equation:
\[
\int_0^\infty \sum_{i,a,a^*} \left\{ \frac{a}{a^*} - \frac{\sum_{a,a^*} \hat{E} \left[ \left( \frac{a}{a^*} \right) R_i^j(t) W_i(t, a, a^*) e^{a_{ij} + a_2 a^*} \right]}{\sum_{a,a^*} \hat{E} \left[ R_i^j(t) W_i(t, a, a^*) e^{a_{ij} + a_2 a^*} \right]} \right\} \cdot R_i^j(t) W_i(t, a, a^*) \left( dN_i^j(t) - \lambda_i^j(t) e^{a_{ij} + a_2 a^*} \right) = 0
\]

where \(R_i^j(t) = I(T_i \geq t, D_i = j); dN_i^j(t) = I(T_i = t, D_i = j)\) and \(I(\cdot)\) denotes the indicator function. Besides,

\[
W_i(t, a, a^*) = \prod_{s,t \leq |t|} \Pr(M_{s,i} | A_i = a^*, \overline{T}_{s,i}, T_i \geq t_s) \prod_{s,t \leq |t|} \Pr(M_{s,i} | A_i = a, \overline{T}_{s,i}, T_i \geq t_s) \times \Pr(A_i = a | \overline{L}_{0,i})
\]

denotes the weight of individual \(i\) at time \(t\) and at exposure levels \(a\) and \(a^*\). The second component of the weight ensures that the exposure-outcome association is adjusted for confounding by \(L_0\). It creates a pseudo-population in which the exposure is no longer associated with \(L_0\) and hence removes confounding by \(L_0\). The first component of the weight then distinguishes between the direct and indirect paths by correcting for the fact that the observed mediator value at each time point before \(t\) may differ from the counterfactual value that is of interest at that time. Note that the notation \([t]\) here is slightly different from its standard definition, to take into account the fact that if a patient experiences an event or leaves the study at time \(t = t_k\) of visit \(k\), no measurement of \(M_k\) and \(L_k\) is possible at that time. More precisely,

\[
[t] = \begin{cases} 
 t_{k-1} & \text{if } t = t_k \\
 t_k & \text{if } t_k < t < t_{k+1}
\end{cases}
\]

where \(k = 1, \ldots, K\). From this, the fitting procedure is described as follows:

**Step 1**—Postulate and fit a suitable model for the exposure \(A\) conditional on the baseline confounders \((L_0)\) based on the original data set. For instance, a multinomial logistic model can be used for a categorical exposure with \(P\) possible values:

\[
\log \frac{\Pr(A = a | L_0 = l_0)}{\Pr(A = 0 | L_0 = l_0)} = \beta_{0,a} + \beta_{1,a} l_0,
\]

where \(a = 1, \ldots, P - 1\) and \(\Pr(A = 0 | L_0 = l_0) = 1/(1 + \sum_{a=1}^{P-1} e^{\beta_{0,a} + \beta_{1,a} l_0})\).

**Step 2**—Convert the original dataset to a long or counting-process format, in which the observation period \([0, t_i]\) of subject \(i\) is broken into \([t_i] + 1\) intervals if \(t_i > [t_i]\) \(t_i\), into \(t_i\) intervals if \(t_i = [t_i]\) \(t_i\) and is kept unchanged if \([t_i] < t_i\). Each interval \(k\) will have the following information encoded:

(a) The beginning of the interval, which equals the time \(t_{k-1}\) of visit \(k - 1\), with \(t_0 = 0\).

(b) The end of the interval, which equals the time \(t_k\) of visit \(k\) or the event/censoring time \(t_i\) for the last interval.

(c) The event status at the end of the interval.

(d) The exposure \(A_i\) and the baseline covariates \(L_{0,i}\), whose values remain unchanged across all intervals.

(e) The history of the mediator and the longitudinal confounders recorded up to the end of the interval. Note that the history of \(L_i\) and \(M_i\) for subject \(i\) up to the time \(t_i\) is similar to their history up to the last visit prior to time \(t_i\).

Table 1 provides a toy example in which three patients receive a binary treatment and are followed up for a total of three years, with two visits pre-planned at the end of year 1 and 2. Patient 3 is free of event till the end of the study and hence has the mediator level fully recorded at the two intermediate visits. In contrast, patient 1 and 2 experience an event after 1.5 and 0.9 years, due to which they have no (i.e. patient 2) or only one (i.e. patient 1) mediator level recorded. Table 2 illustrate how the information of these three hypothetical individuals is encoded in a counting-process format.

**Step 3**—Postulate and fit a suitable model for the mediator at a time point \(t\), conditional on the exposure, the longitudinal confounder \(\overline{T}_i\) and previous measurements of the mediator (i.e. \(\overline{M}_{i-1}\)), by using the long data set. For instance, one may assume multinomial logistic models for a categorical mediator \(M_k\) with possible values \(0, \ldots, Q\). The model for \(M_k\) is thus:

\[
\log \frac{\Pr(M_k = q | A = a, \overline{M}_{k-1} = \overline{m}_{k-1}, \overline{T}_k = \overline{t}_k, T \geq t_k)}{\Pr(M_k = 0 | A = a, \overline{M}_{k-1} = \overline{m}_{k-1}, \overline{T}_k = \overline{t}_k, T \geq t_k)} = \gamma_{0q} + \gamma_{1q} a + \gamma_{2q} \overline{m}_{k-1} + \gamma_{3q} \overline{t}_k
\]
TABLE 1 Illustrating example: A toy dataset in standard short format. Here, \(m_{ij}\) and \(l_{ij}\) denote the mediator and longitudinal confounder level of individual \(j\) recorded at visit \(t_i\), respectively. The treatment \(A\) is binary (0 vs. 1) and there are two competing events, coded as 1 and 2.

| Individual | Following-up time (years) | Status | A | \(M_1\) | \(M_2\) | \(L_0\) | \(L_1\) | \(L_2\) |
|------------|--------------------------|--------|---|--------|--------|--------|--------|--------|
| 1          | 1.5                      | 1      | 1 | \(-\)  | \(-\)  | \(-\)  | \(-\)  | \(-\)  |
| 2          | 0.9                      | 2      | 0 | \(-\)  | \(-\)  | \(-\)  | \(-\)  | \(-\)  |
| 3          | 3.0                      | 0      | 1 | \(-\)  | \(-\)  | \(-\)  | \(-\)  | \(-\)  |

TABLE 2 The counting-process format of the dataset in table 1

| Individual | Start | Stop | Status | A | \(M_t\) | \(M_{t-1}\) | \(L_t\) | \(L_{t-1}\) | \(L_0\) |
|------------|-------|------|--------|---|--------|-------------|--------|-------------|--------|
| 1          | 0     | 1    | 0      | 1 | 0      | 0           | 0      | 0           | 0      |
| 1          | 1     | 1.5  | 1      | 1 | \(-\)  | 0           | \(-\)  | \(-\)       | \(-\)  |
| 2          | 0     | 0.9  | 2      | 0 | 0      | 0           | 0      | 0           | 0      |
| 3          | 0     | 1    | 0      | 1 | \(-\)  | 0           | \(-\)  | \(-\)       | \(-\)  |
| 3          | 1     | 2    | 0      | 1 | \(-\)  | 0           | \(-\)  | \(-\)       | \(-\)  |
| 3          | 2     | 3    | 0      | 1 | \(-\)  | \(-\)       | \(-\)  | \(-\)       | \(-\)  |

TABLE 3 Extended data set for the example in Table 1

| Individual | Start | Stop | Status | A | \(A^*\) | \(M_t\) | \(M_{t-1}\) | \(L_t\) | \(L_{t-1}\) | \(L_0\) |
|------------|-------|------|--------|---|--------|--------|-------------|--------|-------------|--------|
| 1          | 0     | 1    | 0      | 1 | \(-\)  | \(-\)  | 0           | 0      | 0           | 0      |
| 1          | 1     | 1.5  | 1      | 1 | \(-\)  | 0      | \(-\)       | \(-\)  | \(-\)       | \(-\)  |
| 2          | 0     | 0.9  | 2      | 0 | 1      | 0      | 0           | 0      | 0           | 0      |
| 3          | 0     | 1    | 0      | 1 | \(-\)  | 0      | \(-\)       | \(-\)  | \(-\)       | \(-\)  |
| 3          | 1     | 2    | 0      | 1 | \(-\)  | \(-\)  | \(-\)       | \(-\)  | \(-\)       | \(-\)  |
| 3          | 2     | 3    | 0      | 1 | \(-\)  | \(-\)  | \(-\)       | \(-\)  | \(-\)       | \(-\)  |

where \(q = 1, \ldots, Q\).

Step 4– A new data set is then constructed by copying the original data set (in long format) \(P\) times and including an additional variable \(A^*\) to capture the \(P\) possible values of the exposure relative to the indirect path. \(A^*\) is set to the actual value of the exposure \(A\) for the first replication, to the other potential values of \(A\) for the remaining replications. For the example discussed in table 1 and 2, the corresponding extended data set is provided in table 3.

Step 5– Compute weights by applying the fitted models from steps 1 and 3 to the new data set. At visit \(k\), the weight for the \(i^{th}\) individual is

\[
 w_i(k, a, a^*) = w_i^{tm}(a) \cdot w_i^{med}(k, a, a^*),
\]

where:

\[
 w_i^{tm}(a) = \sum_{a=0}^{p-1} \frac{I(A_i = a)}{\Pr(A_i = a | L_0 = l_0)}
\]

and

\[
 w_i^{med}(k, a, a^*) = \prod_{s: t_s \leq t_k} \frac{\Pr(M_{s,i} = m_{s,i} | A_i = a^*, M_{s-1,i} = m_{s-1,i}, L_{s,i} = l_{s,i}, T_i \geq t_s)}{\Pr(M_{s,i} = m_{s,i} | A_i = a, M_{s-1,i} = m_{s-1,i}, L_{s,i} = l_{s,i}, T_i \geq t_s)}.
\]
FIGURE 2 (Simplified) causal diagram when censoring presents – (a) Censoring is non-informative conditional on the exposure and (b) Censoring is non-informative at time $t$ conditional on the exposure and the history up to that time

where the subscript $ttm$ and $med$ denotes treatment and mediator, respectively. At the end of the follow-up time, the weight for a patient having $T_i = t_i$ is $w_i(t_i, a, a^*) = w_i([t_i], a, a^*)$.

**Step 6**– Fit the natural effect cause-specific proportional hazard model (1) and (2) by proportiona hazard regression of the cause-specific event time on $A$ and $A^*$ on the basis of the expanded data set, using the weights computed in the previous step.

**Step 7**– Derive confidence intervals for the parameters in model (1) and (2) by using the non-parametric bootstrap. For this, one first generates $S$ bootstrap samples with replacement from the original dataset, then repeats all the above steps for each bootstrap sample. The 95% confidence interval for each parameter in model (1) and (2) is computed by using the 2.5% and 97.5% quantiles of the bootstrap distribution of the corresponding estimator.

### 2.3 Addressing complications due to censoring

Denote $C$ the time-to-censoring. As stated above, when the censoring is non-informative conditional on the exposure (figure 2a), the provided estimating procedure remains valid without further adjustment. When censoring is dependent upon the baseline covariate vector $L_0$ and the exposure $A$, one could adjust for censoring by alternatively focusing on the so-called conditional cause-specific natural effect proportional hazard model, that is,

$$
l_{a,a^*}(t|L_0=l_0) = \lambda(t)e^{a_i+a_j+a^*+a^*_{l_0}/l_0}$$

Note that an interaction between $a^*$ and $l_0$ could also be permitted in such model to assess the possibility of mediator-baseline covariate interaction. The procedure discussed in section 2.2 can then be applied to estimate the parameters in this model, with a slight adjustment in step 6 where apart from $A$ and $A^*$, the covariates $L_0$ (and the product of $A^*$ and $L_0$ if mediator-baseline covariate interaction is assessed) are also included into the proportional hazard regression model. In practice, it might however be the case that censoring is dependent upon post-baseline factors such as the longitudinal mediator and confounder levels that are measured prior to censoring (figure 2b). In Appendix A2, we show that if at any time $t$, the risk of future events for patients who drop out of the study is not different from that of patients who have the same exposure, mediator and covariate history up to time $t$ but remain in the study, the so-called inverse probability of censoring weighting approach can be used to account for
censoring. More precisely, the parameters indexing models (1) and (2) are then estimated by solving the following equation:

$$\int_0^\infty \sum_{x_i,a} \left( \frac{a}{a^*} \cdot \frac{\sum_{x_i,a} \dot{E} \left[ R_i(t) \cdot I(C_i > t) \cdot W_i([t]) \cdot e^{\alpha_i a + \beta_i a^*} \right]}{\sum_{x_i,a} \dot{E} \left[ R_i(t) \cdot I(C_i > t) \cdot W_i([t]) \cdot e^{\alpha_i a + \beta_i a^*} \right]} \right) \cdot R_i(t) \cdot I(C_i > t) \cdot W_i([t]) \left( dN_i(t) - \dot{\lambda}_0(t) \cdot e^{\alpha_i a + \beta_i a^*} dt \right) = 0$$

where

$$W_i([t], a, a^*) = \prod_{s : t \leq s \leq [t]} \frac{\dot{P}(M_{s,i} | A_i = a, \overline{M}_{s,j}, \overline{T}_{s,j}, T_i \geq t, C_i \geq t)}{\dot{P}(M_{s,i} | A_i = a, \overline{M}_{s,j}, \overline{T}_{s,j}, T_i \geq t, C_i \geq t)} \cdot I(A_i = a) \cdot \frac{1}{\prod_{s : t \leq s \leq [t]} \left[ 1 - \dot{\lambda}_C(s | T_i > s, \overline{M}_{s,j}, \overline{T}_{s,j}, L_{0,j}, A_i = a) \right]}$$

and $\dot{\lambda}_C(.)$ denoting the cause-specific hazard function of the time-to-censoring. Here, $\prod_{s} x_s$ is defined as a product limit. With the above weight $W_i([t], a, a^*)$, the additional component that accounts for the informative censoring can make the overall weight become unstable (e.g. when the censoring hazard is close to 1 in some strata). To overcome this, one can then use stabilized (censoring) weights which incorporate a numerator defined in the same way as the denominator but adjusting only for the exposure, that is:

$$\frac{\prod_{s : t \leq s \leq [t]} \left[ 1 - \dot{\lambda}_C(s | T_i > s, \overline{M}_{s,j}, \overline{T}_{s,j}, L_{0,j}, A_i = a) \right]}{\prod_{s : t \leq s \leq [t]} \left[ 1 - \dot{\lambda}_C(s | T_i > s, \overline{M}_{s,j}, \overline{T}_{s,j}, L_{0,j}, A_i = a) \right]}$$

One then needs to postulate two models for the censoring hazard at time $t$, with one conditioning on exposure and the other conditioning on on exposure, baseline covariates and the history of the mediator and confounders up to time $t$, where only the latter model needs to be correct. For instance, $\dot{\lambda}_C(t | A_i = a_i) = \dot{\lambda}_{0i}(t) e^{\theta_i a_i}$ and

$$\dot{\lambda}_C(t | T_i > t, \overline{M}_{s,j} = \overline{m}_{s,j}, \overline{T}_{s,j} = \overline{t}_{s,j}, L_{0,j} = \overline{l}_{0,j}, A_i = a_i) = \dot{\lambda}_{0i}(t) e^{\theta_0 a_i + \theta_1 l_{0,i} + \theta_2 \overline{m}_{s,j} + \theta_3 \overline{t}_{s,j}} \quad (6)$$

As a result, in step 5 of the estimation procedure, apart from computing the mediator and treatment weights, one needs to additionally derive the censoring weight. More precisely, the weight for the $i^{th}$ individual at visit $k$ is now $w_{i,tm}^c(k, a) \cdot w_{i,med}^c(k, a) \cdot w_{i,cen}^c(k, a)$, where the subscript $cen$ denotes censoring, i.e.,

$$w_{i,cen}^c(k, a) = \frac{1}{\prod_{s : t \leq s \leq [t]} \left[ 1 - \dot{\lambda}_C(s | T_i > s, \overline{m}_{s,i}, \overline{t}_{s,i}, l_{0,i}, 0) \right]}$$

while $w_{i,tm}^c(a, a^*)$ and $w_{i,med}^c(k, a, a^*)$ are computed as above. If a proportional hazard censoring model as (6) is fitted, the baseline censoring hazard $\dot{\lambda}_{0i}(t)$ and $\dot{\lambda}_{0i}'(t)$ at time $t$ can be estimated by the standard Breslow estimator. Once the individual weights are computed, the natural effect cause-specific proportional hazard model (1) and (2) can be fitted using these weights and the confidence intervals for the estimates can be derived via the nonparametric bootstrap, as described above.

### 3 ILLUSTRATING EXAMPLE

We illustrate the proposed approach on the ELSA data. In this ongoing study, the first contact with the participants was in 2002/03 (wave 1). These participants were then followed up biennially, with measures collected via computer-assisted face-to-face interview and self-completion questionnaires. For this illustration, the data are available until one year after the last wave in 2016/17. As stated above, the question of interest here is whether the feeling of loneliness mediates the impact of hearing loss on dementia, accounting for mortality as a competing event.

For this analysis, we used the hearing measurement recorded at wave 2 (e.g. 2004/05) and dichotomized subjects into two groups, namely normal ($A = 0$) and limited ($A = 1$) hearing ability. The longitudinal mediator “loneliness” was recorded from wave 3 (2006/07) to wave 7 (2014/15) and had two potential values, namely frequent ($M = 1$) vs. infrequent feeling of loneliness ($M = 0$). Alongside the mediator, four longitudinal confounders were recorded over time (i.e. wave 3 to wave 7), namely depression status (yes vs. no), mobility score (continuous), smoking status (non-smoker vs. current smoker) and alcohol
status (non-drinker vs. current drinker). The baseline covariates consisted of age, gender, ethnicity (white vs. non-white), wealth (1=low, 5=high), education level (1 = no formal qualification, 2 = intermediate and 3 = higher education), marital status (yes vs. no), the use of hearing aids (yes vs. no), the presence of other comorbidities (i.e. hypertension, diabetes, stroke and cancer – yes vs. no) and the baseline values of the aforementioned time-varying confounders. A detailed description of these covariates was provided elsewhere.\textsuperscript{[1][14]}

We assumed that the relationship between the variables obeys the causal structure depicted in figure 1. Here, the mediators and confounders measured at time $t_{k-1}$ are time-varying confounders of the relationship between the mediator measured at time $t_k$ and the outcome. To derive the treatment weights (step 1), we first considered a logistic (treatment) model adjusting for the main effects of all baseline covariates. To assess the potential of covariate-covariate interactions, we used a LASSO variable selection process (R package glmnet) to select the most important interaction terms from the set of all possible two-by-two covariate interactions. The chosen interactions were then added into the treatment model. The tuning parameter in the LASSO was selected by leave-one-out cross-validation.

To derive the mediation weights (step 3), we first considered a logistic (mediator) model adjusting for $t_k$, $M_{k-1}$, $L_k$ and the main effects of all baseline covariates. To assess whether the conditional distribution of $M_k$ had a residual dependence upon the history of $M$ and $L$ that preceded the time $t_{k-1}$ (for $M$) and $t_k$ (for $L$), we used the LASSO to determine the first post-baseline measurement of $M$ and $L$ that were predictive for $M_k$, conditional on the later measurements. This measurement and all measurements following this one were included into the mediator model. Next, we assessed whether there were important (i) treatment-longitudinal covariate interactions, (ii) time-longitudinal covariate interactions and (iii) baseline covariate-covariate interactions that should be adjusted for. For each step, an independent LASSO variable selection process was performed to select the most important interaction terms from all possible interactions of the same type. The interactions that were chosen in the previous step were always included in the model of the subsequent steps (which implies no shrinkage on these terms in the subsequent steps). The tuning parameter in each LASSO procedure was selected by leave-one-out cross-validation. The final model was refitted before calculating the mediation weights.

To derive the censoring weights, we first considered a cause-specific proportional hazard model adjusting for $M_k$, $L_k$, the exposure $A$ and the main effects of all baseline covariates $L_0$. To assess whether the censoring hazard at time $t$ had a residual dependence upon the history of $M$ and $L$ that preceded the time $t_k$ for $M$ and for $L$, we implemented a backward elimination process, using the Akaike information criterion to determine the first post-baseline measurement of $M$ and $L$ that were predictive for the censoring hazard at time $t$, conditional on the later measurements. This measurement and all measurements following this one were included into the censoring proportional hazard model. Next, as for the mediator model, we assessed whether there were important (i) treatment-longitudinal covariate interactions and (ii) baseline covariate-covariate interactions that should be adjusted for. For each step, an independent backward elimination process was performed to select the most important interaction terms from all possible interactions of the same type. The interactions that were chosen in the previous step were always included in the model of the subsequent steps (which implies no exclusion of these terms in the subsequent steps). Note that we used backward elimination for the construction of the censoring models (as opposed to LASSO) due to the lack of prepackaged software that can apply LASSO or other penalized variable selection methods on a counting format survival dataset. Results of the variable selection processes for the treatment, mediator and censoring models are reported in Online Supplementary Material file.

The two natural effect proportional hazard models (i.e. model (1) and (2)) specific for dementia and for death were then fitted using the calculated weights. The confidence intervals of the total, direct and indirect hazard ratios were derived by the non-parametric bootstrap method, with 5000 samples taken from the original data set by sampling with replacement. We then established the cumulative incidence curves of dementia and of death under different sets of $a$ and $a^*$. These curves reflect the cumulative failure rates over time for a particular cause (e.g. dementia), accounting for the presence of other competing events (e.g. death). To estimate the curves, we considered dementia and death as two terminal states of a multi-state model where the transition from dementia to death was treated as an absorbing state, i.e. the one that subjects never exist in. To estimate these curves, we used the LASSO to determine the first post-baseline measurement of $M$ and $L$ that were predictive for the censoring hazard at time $t$, conditional on the later measurements. This measurement and all measurements following this one were included into the mediator model. Next, we assessed whether there were important (i) treatment-longitudinal covariate interactions and (ii) baseline covariate-covariate interactions that should be adjusted for. For each step, an independent backward elimination process was performed to select the most important interaction terms from all possible interactions of the same type. The interactions that were chosen in the previous step were always included in the model of the subsequent steps (which implies no exclusion of these terms in the subsequent steps). Note that we used backward elimination for the construction of the censoring models (as opposed to LASSO) due to the lack of prepackaged software that can apply LASSO or other penalized variable selection methods on a counting format survival dataset. Results of the variable selection processes for the treatment, mediator and censoring models are reported in Online Supplementary Material file.

The two natural effect proportional hazard models (i.e. model (1) and (2)) specific for dementia and for death were then fitted using the calculated weights. The confidence intervals of the total, direct and indirect hazard ratios were derived by the non-parametric bootstrap method, with 5000 samples taken from the original data set by sampling with replacement. We then established the cumulative incidence curves of dementia and of death under different sets of $a$ and $a^*$. These curves reflect the cumulative failure rates over time for a particular cause (e.g. dementia), accounting for the presence of other competing events (e.g. death). To estimate the curves, we considered dementia and death as two terminal states of a multi-state model where the transition from dementia to death was treated as an absorbing state, i.e. the one that subjects never exist in. For pedagogic purposes, we only use the results of the natural effect model (1) (i.e. without interaction between $a$ and $a^*$) to establish these curves.

As can be seen from table 5, the total effect of hearing loss on the time to dementia diagnosis was statistically significant (Model 1, $HR = 1.843$; 95%CI 1.100 to 2.710). Model (1) further suggested that this total effect was weakly mediated through the feeling of loneliness, with a non-statistically significant indirect effect equal to 1.012 (HR scale; 95%CI 0.986 to 1.053). This expresses that the hazard of dementia would become 1.012 times higher if all patients were to have limited hearing ability but the loneliness levels were switched from the values that would have been observed if they had normal hearing ability to the
value observed under limited hearing. In contrast, the total effect of hearing loss on mortality was not statistically significant (Model 1, HR = 0.882; 95%CI 0.625 to 1.148). There was no statistical evidence of an indirect effect through the feeling of loneliness (HR = 1.001, 95%CI 0.987 to 1.011). These findings did not change when considering model (2) with interaction (table 4 - p-value of the interaction coefficient equals 0.520 for dementia and 0.632 for death).

Figure 3 provides the estimated cumulative incidence curve of dementia for different $a$ and $a^*$, which visualizes the weak indirect effect of hearing loss on dementia through the suggested longitudinal mediator. At some time points, there are large jumps in these curves due to the fairly high rate of interval censoring in the dataset (i.e. if the date for dementia diagnosis (or
TABLE 5 Data analysis: the effect of limited vs. normal hearing ability on the time-to-event outcomes, mediated through the feeling of loneliness. The mediated proportion is calculated on log scale

| Model | Effect | Hazard ratio | 95%CI | Mediated proportion |
|-------|--------|--------------|-------|---------------------|
| Dementia | Total effect ($A = 1$ vs. $A = 0$) | 1.843 | (1.100; 2.711) | 
| | Direct effect | 1.821 | (1.095; 2.721) |
| | Indirect effect | 1.012 | (0.986; 1.053) | 2.0% |
| Death | Total effect ($A = 1$ vs. $A = 0$) | 0.882 | (0.625; 1.148) | 
| | Direct effect | 0.882 | (0.617; 1.154) |
| | Indirect effect | 1.001 | (0.987; 1.011) |
| Dementia | Total effect ($A = 1$ vs. $A = 0$) | 1.839 | (1.100; 2.713) |
| | Direct effect | 1.836 | (1.091; 2.716) |
| | Indirect effect | 1.002 | (0.988; 1.017) | 0.3% |
| Death | Total effect ($A = 0$ vs. $A = 1$) | 0.544 | (0.369; 0.912) |
| | Direct effect | 0.554 | (0.367; 0.912) |
| | Indirect effect | 0.981 | (0.925; 1.022) | 3.2% |
| Dementia | Total effect ($A = 0$ vs. $A = 1$) | 1.134 | (0.871; 1.605) |
| | Direct effect | 1.129 | (0.862; 1.617) |
| | Indirect effect | 1.004 | (0.981; 1.036) | 3.2% |

for death) was not known but person had a new diagnosis (or passed away) from one visit to the next, then we considered the midpoint between two visits as the event date). Finally, the above results should be interpreted with caution as there might be important time-varying confounders of the mediator-outcome association that were not taken into account. The findings could also be biased if the involved models were incorrectly specified or censoring was informative (e.g. elderly patients who live alone might not come to the control visit due to dementia-related problems).

4 | DISCUSSION

In this paper, we have generalized the weighting-based strategy proposed for natural effect models in single mediation analysis to the setting where the mediator of interest is repeatedly measured over time (hence subject to longitudinal confounders) and the primary outcome is a time-to-event endpoint, subject to competing risks. The proposed approach yields consistent estimates for the natural direct and indirect effects if the causal assumptions hold and the natural effect model and the conditional distribution of the exposure, mediator and censoring are correctly specified. As noted by Steen et al., the mediator model needs careful consideration, especially when the exposure (and the baseline covariates) are highly predictive of the mediator, for then even minor misspecification can have a major impact on the weights and lead to biased results. Apart from (mediator) model misspecification, the estimated weights may become unstable or even extreme when at each time point, there is an inadequate overlap between the conditional distributions of the mediator under different treatment/exposure conditions, as may be the case when the exposure has a strong effect on the mediator. While the presence of extreme weights might appear as a limitation at first, it may also diagnose severe model extrapolation that often goes unnoticed when using a repeated regression approach proposed for the same setting. Simple weighting-based approaches also tend to yield larger standard errors (compared to imputation or regression-based approaches) due to lack in efficiency. This can be especially problematic when the mediator is continuous. In that case, the weight-based approaches tend to be unstable even under proper model specification and adequate
overlap of the mediator distributions across treatment groups, which may result in considerable finite sample bias in the natural effect estimates. The repeated regression approach might be more appropriate when dealing with continuous mediators\textsuperscript{19,20}.

Several proposals can be made to improve the suggested approach. Future research might focus on the development of doubly or multiply robust estimators\textsuperscript{21} to improve the robustness and efficiency of the current weight-based approach. The proposed strategy can also be easily extended to take into account multiple mediators $M^{(1)}, \ldots, M^{(V)}$ that are repeatedly measured over time. When these mediators are causally ordered then as suggested by Vanderweele and Vansteelandt (2014), one can first evaluate the effect mediated through $M^{(1)}$, then examine how much this changes when $M^{(1)}$ and $M^{(2)}$ are jointly considered as mediators. This then reveals the additional contribution of $M^{(2)}$ beyond $M^{(1)}$ alone. The process is then carried on by sequentially adding one mediator at a time until all $V$ mediators are included\textsuperscript{22}. By accounting for multiple, repeatedly measured mediators, results of the analysis may allow one to get closer to evaluating the entire mediation process that underlies the treatment mechanism in practice. Finally, future research should also extend the proposed approach to account for continuous exposures, which are quite common in epidemiology and social science.
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APPENDIX

A – FORMAL PROOF OF THE PROPOSAL

We here describe the derivations of the estimating procedure discussed in section 2. Assume that the causal diagram in figure 1 represents a non-parametric structural equation model with independent errors and that the natural effect Cox model (1) is correctly specified. For the sake of simplicity, we first assume that no censoring presents. The added complexity due to censoring will be subsequently addressed. Let \( F \) be the score for \((a_1, a_2)\) for all individuals in the sample. To simplify the proof, we will denote \( W_i([t], a, a^*) \) as \( W_i([t]) \). One then has:

\[
E(F) = \int \sum_{i, a, a^*} \left[ \frac{a}{a^*} - \frac{\sum_{a, a^*} e^{a_1 a + a_2 a^*} \cdot E[R_i(t) \cdot W_i([t])]}{\sum_{a, a^*} e^{a_1 a + a_2 a^*} \cdot E[R_i(t) \cdot W_i([t])] \cdot E[R_i(t) \cdot W_i([t]) \cdot dN_i(t)]} \right]
\]

We now consider the expression \( E[R(t) \cdot W([t]) \cdot dN(t)] \), that is:

\[
E[R(t) \cdot W([t]) \cdot dN(t)]
= E \left\{ E(d N(t)|T \geq t, A, \bar{M}_t, \bar{L}_t, L_0) \cdot R(t) \cdot W([t]) \right\}
= E \left\{ E(d N(t)|T \geq t, A, \bar{M}_t, \bar{L}_t, L_0) \cdot R(t) \cdot W^*([t]) \right\} \Pr(A = a)
\]

where

\[
W^*([t]) = \frac{\prod_{s: s \leq [t]} \Pr(M_s|A = a^*, \bar{M}_{s-1}, \bar{L}_s, T \geq t_s)}{\prod_{s: s \leq [t]} \Pr(M_s|A = a, \bar{M}_{s-1}, \bar{L}_s, T \geq t_s)} \times \Pr(A = a|L_0).
\]

Denote \( t^- = t - \delta t \) where \( \delta t > 0 \) is a small positive quantity such that \([t] < t^- < t\). One then has:
\[ E[R(t) \cdot W(t) \cdot dN(t)] \]

\[ = E \left\{ E(dN(t) \mid T \geq t, a, \overline{M}[t], L[0]) \cdot I(T \geq t) \cdot I(T \geq t-\cdot) \cdot W^*(\{t\}) \ \middle| \ A = a \right\} \Pr(a) \]

\[ = E \left\{ E \left[ E(dN(t)) \mid T \geq t, a, \overline{M}[t], L[0] \right] \cdot I(T \geq t) \cdot I(T \geq t-\cdot) \cdot W^*(\{t\}) \ \middle| \ A = a \right\} \Pr(a) \]

\[ = E \left\{ E(dN(t)) \mid T \geq t, a, \overline{M}[t], L[0] \right\} \cdot I(T \geq t-\cdot) \cdot W^*(\{t\}) \cdot \Pr \left[ T \geq t \mid T \geq t-\cdot, a, \overline{M}[t], L[0] \right] \ \middle| \ A = a \right\} \Pr(a) \]

where \( E(dN(t)) \mid T \geq t, a, \overline{M}[t], L[0] \) is a short-hand notation for \( E(dN(t)) \mid T \geq t, A = a, \overline{M}[t], L[0] \) and so on. Note that \( \Pr \left[ T \geq t \mid T \geq t-\cdot, A = a, \overline{M}[t], L[0] \right] = 1 - \lambda(t)a, \overline{M}[t], L[0], \delta t \). This implies that:

\[ E[R(t) \cdot W(t) \cdot dN(t)] = E \left\{ E(dN(t)) \mid T \geq t, a, \overline{M}[t], L[0] \right\} \cdot I(T \geq t-\cdot) \cdot \cdot W^*(\{t\}) \cdot \left[ 1 - \lambda(t)a, \overline{M}[t], L[0], \delta t \right] \ \middle| \ A = a \right\} \Pr(a) \]

Applying the above arrangements in a backward fashion till when the time point \( [t] \) is reached, one then obtains:

\[ E[R(t) \cdot W(t) \cdot dN(t)] \]

\[ = E \left\{ E(dN(t)) \mid T \geq t, a, \overline{M}[t], L[0] \right\} \cdot I(T \geq [t]) \cdot W^*(\{t\}) \cdot \prod_{s : [t] \leq s \leq T} \left[ 1 - \lambda(s)a, \overline{M}[t], L[0] \right] \ \middle| \ A = a \right\} \Pr(a) \]

\[ = E \left\{ \int E(dN(t)) \mid T \geq t, a, m[t], \overline{M}[t-1], l[t-1], L[0] \right\} \cdot I(T \geq [t]) \cdot W^*(\{t-1\}) \cdot \Pr(m[a^m]a, \overline{M}[t-1], L[0], T \geq t) \cdot \Pr(l[a, \overline{L}[t-1], \overline{M}[t-1], L[0], T \geq t]) \cdot \prod_{s : [t] \leq s \leq T} \left[ 1 - \lambda(s)a, m[t], \overline{M}[t-1], l[t-1], L[0] \right] d\overline{m}[t] d\overline{l}[t] \ \middle| \ A = a \right\} \Pr(a) \]

where \( \prod_{s} a_s \) is defined as a product limit. The above procedure continues to be repeated in a backward fashion till when the starting time point \( t = 0 \) is reached, which then gives:

\[ E[R(t) \cdot W(t) \cdot dN(t)] \]

\[ = E \left\{ \int E(dN(t)) \mid T \geq t, a, \overline{m}[t], \overline{l}[t], L[0] \right\} \cdot \prod_{s : 0 \leq s \leq t} \left[ 1 - \lambda(s)a, \overline{m}[s], \overline{l}[s], L[0] \right] \cdot \prod_{s : 0 \leq s \leq [t]} \Pr(m[a^m]a, \overline{m}[s-1], \overline{l}[s], L[0], T \geq t_s) \cdot \Pr(l[a, \overline{l}[s-1], \overline{m}[s-1], L[0], T \geq t_s]) \cdot \prod_{s : 0 \leq s \leq [t]} \left[ 1 - \lambda(s)a, \overline{m}[s], \overline{l}[s], L[0] \right] d\overline{m}[t] d\overline{l}[t] \ \middle| \ A = a \right\} \Pr(a) \]

Note that \( \prod_{s : 0 \leq s \leq [t]} \left[ 1 - \lambda(s)a, \overline{m}[s], \overline{l}[s], L[0] \right] = \Pr(T \geq [t]a, \overline{m}[t], \overline{l}[t], L[0]). \) This implies that:
\[ E[R(t) \cdot W(t) \cdot dN(t)] \]
\[ = E \left\{ \int E(dN(t)|T \geq t, a, \bar{m}_t, \bar{I}_t, L_0) \cdot \Pr(T \geq t|a, \bar{m}_t, \bar{I}_t, L_0) \cdot \prod_{s:0<s \leq t} \Pr(m_s|a^s, \bar{m}_{s-1}, \bar{I}_s, L_0, T \geq t_s) \cdot \Pr(l_s|\bar{I}_{s-1}, \bar{m}_{s-1}, L_0, a, T \geq t_s) \cdot \frac{d\bar{m}_t}{d\bar{I}_t} \cdot dl_t \bigg| A = a \right\} \Pr(a) \]
\[ = \int E(dN(t)|a, \bar{m}_t, \bar{I}_t, l_0) \cdot \prod_{s:0<s \leq t} \Pr(m_s|a^s, \bar{m}_{s-1}, \bar{I}_s, l_0, T \geq t_s) \cdot \Pr(l_s|\bar{I}_{s-1}, \bar{m}_{s-1}, a^s, T \geq t_s) \cdot \frac{\Pr(l_0|a) \times \Pr(a)}{\Pr(a|l_0)} \cdot d\bar{m}_t \cdot d\bar{I}_t \cdot dl_0 \]
\[ = E \left[ dN^{a,a^s}(t) \right] \cdot E \left[ dN^{a,a^s}(t) \right] \cdot R^{a,a^s}(t) = 1 \]

where the prior-to-last equaling follows by the derivation of Vansteelandt et al. In a similar way, one can show that \( E[R(t) \cdot W(t)] = E \left( R^{a,a^s}(t) \right) \). These imply that:

\[ E(F) = \int \sum_{a,a^s} \left[ \frac{a}{a^s} \cdot \frac{\sum_{a,a^s} \left( \frac{a}{a^s} \right) \cdot e^{a_1 a + a_2 a^s} \cdot E \left[ R^{a,a^s}_i(t) \right]}{\sum_{a,a^s} e^{a_1 a + a_2 a^s} \cdot E \left[ R^{a,a^s}_i(t) \right]} \right] \cdot E \left[ R^{a,a^s}(t) \right] \cdot E \left[ dN^{a,a^s}(t) \right] \cdot R^{a,a^s}(t) = 1 \]
\[ = \int \sum_{a,a^s} \left[ \frac{a}{a^s} \cdot \frac{\sum_{a,a^s} \left( \frac{a}{a^s} \right) \cdot e^{a_1 a + a_2 a^s} \cdot E \left[ R^{a,a^s}_i(t) \right]}{\sum_{a,a^s} e^{a_1 a + a_2 a^s} \cdot E \left[ R^{a,a^s}_i(t) \right]} \right] \cdot E \left[ R^{a,a^s}(t) \right] \cdot \left\{ E \left[ dN^{a,a^s}(t) \right] \cdot R^{a,a^s}(t) = 1 \right\} = 0 \]

The final equaling follows by the fact that the natural proportional hazard model is correctly specified, for then \( E[dN(t)^{a,a^s}(t)|T_i^{a,a^s} \geq t] = \lambda_0(t) \cdot e^{a_1 a + a_2 a^s} \cdot R^{a,a^s}(t) \).

**B – ADDRESSING INFORMATIVE CENSORING**

When censoring presents but is non-informative given the exposure group, the score \( F \) for \((a_1, a_2)\) for all individuals in the sample can be written as:

\[ F = \int \sum_{a,a^s} \left( \frac{a}{a^s} \cdot \frac{\sum_{a,a^s} \left( \frac{a}{a^s} \right) \cdot R_i(t) \cdot I(C_i > t) \cdot W_i([t]) \cdot e^{a_1 a + a_2 a^s}}{\sum_{a,a^s} R_i(t) \cdot I(C_i > t) \cdot W_i([t]) \cdot e^{a_1 a + a_2 a^s}} \right) \right\} \cdot R_i(t) \cdot I(C_i > t) \cdot W_i([t]) \left( dN_i(t) - \lambda_0(t) \cdot e^{a_1 a + a_2 a^s} dt \right) \]

Note that:
\[ E[R(t) \cdot I(C \geq t) \cdot W(t) \cdot dN(t)] \]
\[ = E \left\{ E \left[ I(C \geq t) \cdot R(t) \cdot dN(t) \cdot W([t]) \bigg| A, M_{[t]}, \bar{L}_{[t]}, L_0 \right] \right\} \]
\[ = E \left\{ W([t]) \cdot \Pr(C \geq t|A, M_{[t]}, \bar{L}_{[t]}, L_0) \cdot T \geq t \times \right\}
\[ \cdot E[dN(t)|A, M_{[t]}, \bar{L}_{[t]}, L_0, T \geq t] \cdot \Pr(T \geq t|A, M_{[t]}, \bar{L}_{[t]}, L_0) \right\} \]
\[ = \Pr(C \geq t|A = a) \cdot E \left\{ W^*([t]) \cdot E[dN(t)|a, M_{[t]}, \bar{L}_{[t]}, L_0, T \geq t] \right\}
\[ \cdot \Pr(T \geq t|a, M_{[t]}, \bar{L}_{[t]}, L_0) \bigg| A = a \right\} \Pr(a) \]

The prior-to-last equating results from the assumption that the censoring is non-informative given the treatment group (e.g. figure 3). Following the same reasoning as above, one can show that:

\[ E[R(t) \cdot I(C \geq t) \cdot W(t) \cdot dN(t)] = \Pr(C \geq t|A = a) \cdot E \left[ R^{\alpha,a}(t) \cdot \right. \]
\[ \left. \cdot E \left[ dN^{\alpha,a}(t) | R^{\alpha,a}(t) = 1 \right] \right\] and similarly,

\[ E[R(t) \cdot I(C \geq t) \cdot W(t)] = \Pr(C \geq t|A = a) \cdot E \left[ R^{\alpha,a}(t) \right] \]

The score will thus remain the same as in the case of no censoring, with an added proportional constant, i.e. \( \Pr(C > t|A = a) \). As a result,

\[ E(F) = \int \sum_{\alpha,a} E \left\{ \left( \frac{\alpha}{a^{a^*}} \right) - \frac{\sum_{\alpha,a^*} \cdot e^{\alpha_1 a + a^* \alpha} \cdot E \left[ R_{i}^{\alpha,a^*}(t) \cdot \Pr(C > t|A = a) \right]}{\sum_{\alpha,a^*} e^{\alpha_1 a + a^* \alpha} \cdot E \left[ R_{i}^{\alpha,a^*}(t) \cdot \Pr(C > t|A = a) \right]} \right\}
\[ \cdot \Pr(C > t|A = a) \}
\[ = 0 \]

which results from the fact that the natural proportional hazard model is correctly specified.

When censoring is only non-informative at time \( t \) given the exposure group and the history of mediator and covariates up to that time, the weight of each patient at time \( t \) needed to be adjusted as described in section 2.3. To prove this, we consider once again the expression \( E[R(t) \cdot I(C > t) \cdot W([t]) \cdot dN(t)] \). Note that the weight \( W([t]) \) now has an additional censoring-weight component (see section 2.3), for then:

\[ E[R(t) \cdot I(C > t) \cdot W([t]) \cdot dN(t)] \]
\[ = E \left\{ E(dN(t)|C \geq t, T \geq t, A, M_{[t]}, \bar{L}_{[t]}, L_0) \cdot R(t) \cdot I(C > t) \cdot W([t]) \right\}
\[ = E \left\{ E(dN(t)|T \geq t, A, M_{[t]}, \bar{L}_{[t]}, L_0) \cdot R(t) \cdot I(C > t) \cdot W^*([t]) \bigg| A = a \right\} \Pr(A = a) \]

where

\[ W^*(t) = \frac{\prod_{s: 0 \leq s \leq t} \Pr(M_s|A = a^*, M_{[s]}{-1}, \bar{L}_{[s]}, T \geq t_s, C \geq t_s)}{\prod_{s: 0 \leq s \leq t} \Pr(M_s|A = a, M_{[s]}{-1}, \bar{L}_{[s]}, T \geq t_s, C \geq t_s)} \cdot \frac{1}{\Pr(A = a|L_0)} \cdot \frac{1}{\prod_{s: 0 \leq s \leq t} [1 - \lambda_C(s|T > s, \bar{m}_s, \bar{I}_s, l_0, a)]} \]
Note that the second equaling results from the fact that censoring is non-informative at any time $t$, given the history up to that time. Now denote $t = t - \delta t$ where $\delta t > 0$ is a small positive quantity such that $[t] < t < t$, one then has:

\[
E[R(t) \cdot I(C > t) \cdot W([t]) \cdot dN(t)] = E \left\{ E(dN(t)|T \geq t, \theta, \overline{M}_{\theta}, \overline{L}_{\theta}, L_0) \cdot I(T \geq t) \cdot I(C \geq t) \cdot W^*([t]) \bigg| A = a \right\} Pr(a)
\]

\[
= E \left\{ E \left[ E(dN(t)|T \geq t, \theta, \overline{M}_{\theta}, \overline{L}_{\theta}, L_0) \cdot I(T \geq t) \cdot I(C \geq t) \cdot W^*([t]) \bigg| T \geq t, C \geq t, A = a, \overline{M}_{\theta}, \overline{L}_{\theta}, L_0 \right] \bigg| A = a \right\} Pr(a)
\]

\[
= E \left\{ E \left[ E(dN(t)|T \geq t, \theta, \overline{M}_{\theta}, \overline{L}_{\theta}, L_0) \cdot I(T \geq t) \cdot I(C \geq t) \cdot W^*([t]) \bigg| T \geq t, C \geq t, \theta, A = a, \overline{M}_{\theta}, \overline{L}_{\theta}, L_0 \right] \bigg| A = a \right\} Pr(a)
\]

The last two equalings result from the fact that $Pr \left[ C \geq t|T \geq t, C \geq t, A = a, \overline{M}_{\theta}, \overline{L}_{\theta}, L_0 \right] = 1 - \lambda_c(t|T \geq t, C \geq t, A = a, \overline{M}_{\theta}, \overline{L}_{\theta}, L_0) \delta t$ and that $Pr[T \geq t|T \geq t, C \geq t, A = a, \overline{M}_{\theta}, \overline{L}_{\theta}, L_0] = Pr[T \geq t|T \geq t, C \geq t, A = a, \overline{M}_{\theta}, \overline{L}_{\theta}, L_0]$ due to the assumption of conditionally non-informative censoring. This implies that:

\[
E[R(t) \cdot I(C > t) \cdot W([t]) \cdot dN(t)] = E \left\{ E(dN(t)|T \geq t, \theta, \overline{M}_{\theta}, \overline{L}_{\theta}, L_0) \cdot I(T \geq t) \cdot I(C \geq t) \cdot W^*([t]) \bigg| T \geq t, C \geq t, \theta, A = a, \overline{M}_{\theta}, \overline{L}_{\theta}, L_0 \right\} Pr(a)
\]

Applying the above arrangements in a backward fashion as is done in the case of no censoring, one will obtain the result that:

\[
E[R(t) \cdot I(C > t) \cdot W([t]) \cdot dN(t)] = E \left[ R_{\theta,\alpha}^{\alpha}(t) \right] \cdot E \left[ dN_{\theta,\alpha}^{\alpha}(t) \right] R_{\theta,\alpha}^{\alpha}(t) = 1
\]

The rest of the proof is thus the same as in the case of no censoring.