Is the effect of the Sun’s gravitational potential on dark matter particles observable?
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\textbf{Abstract.} We consider the effect of the Sun’s gravitational potential on the local phase space distribution of dark matter particles, focusing on its implication for the annual modulation signal in direct detection experiments. We perform a fit to the modulation signal observed in DAMA/LIBRA and show that the allowed region shrinks if Solar gravitational focusing (GF) is included compared to the one without GF. Furthermore, we consider a possible signal in a generic future direct detection experiment, irrespective of the DAMA/LIBRA signal. Even for scattering cross sections close to the current bound and a large exposure of a xenon target with 270 ton yr it will be hard to establish the presence of GF from data. In the region of dark matter masses below 40 GeV an annual modulation signal can be established for our assumed experimental setup, however GF is negligible for low masses. In the high mass region, where GF is more important, the significance of annual modulation itself is very low. We obtain similar results for lighter targets such as Ge and Ar. We comment also on inelastic scattering, noting that GF becomes somewhat more important for exothermic scattering compared to the elastic case.
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1 Introduction

The effect of the Sun’s gravitational potential on the local phase space distribution of Galactic dark matter (DM) particles and its effect on DM direct detection experiments have been considered by a number of authors [1–3], see also [4–6]. It turns out that the effect on the total scattering rate of DM particles is very small. Recently, in ref. [7], it was pointed out, however, that Solar gravitational focusing (GF) may have a sizable effect on the phase of the annual modulation in the DM-nucleus scattering rate. Such a modulation is induced by the motion of the Earth around the Sun, while the Sun moves through the Galactic halo [8, 9]. On top of this effect due to boosting the dark matter velocity distribution into the Earth’s rest frame, an additional modulation is induced by the distortion of the DM phase space density through the Sun’s gravitational potential. The boost effect has its minima and maxima around June and December, when the Sun’s and Earth’s velocities add up or subtract. The GF induced modulation will have minima and maxima when the Earth is located behind or in front of the Sun, which happens in March and September, respectively. Hence, the net-modulation will emerge as an interplay of those two effects, which may significantly affect the phase of the signal.

In section 2 below, after fixing the notation, we are going to discuss those effects in terms of the so-called halo integral, which captures the time dependence of the signal in a particle physics as well as experimental configuration independent way. In the following we present numerical studies of this effect, investigating whether GF can be established from data, as well as its impact on extracting DM parameters. As a first case study we consider in section 3 the annual modulation signal reported by the DAMA/LIBRA collaboration [10] and show that taking into account GF leads to a more constrained region in the plane of DM mass and scattering cross section. However, the relevant region in parameter space is highly excluded by data from several other experiments. In particular, the LUX (Large Underground
Xenon) experiment [11] has set the strongest limits on the spin-independent elastic WIMP-nucleon cross section, with a minimum upper limit of $7.6 \times 10^{-46}$ cm$^2$ on the cross section at 90% CL for a DM mass of 33 GeV assuming the Standard Halo Model. Therefore, we proceed in section 4 by discarding the DAMA/LIBRA signal and consider a hypothetical future experiment. To be specific, we assume a large scale liquid xenon experiment, along the lines discussed in [12–15]. Our results indicate that even with a very large exposure of several 100 ton yr it will be difficult to establish an annual modulation signal at high significance where GF has an observable effect. In subsection 4.4 we comment briefly on light target nuclei. For most part of the work we assume elastic spin-independent scattering; in subsection 4.5 we comment also on inelastic scattering. We summarize in section 5.

2 Annual modulation with gravitational focusing

2.1 Notation

The differential rate in events/keV/kg/day for a dark matter particle $\chi$ to scatter off a nucleus $(A, Z)$ and deposit the nuclear recoil energy $E_{nr}$ in the detector is given by

$$R(E_{nr}, t) = \frac{\rho_\chi}{m_\chi m_A} \frac{1}{v_{\text{min}}} \int_{v>v_{\text{min}}} d^3v \frac{d\sigma_A}{dE_{nr}} v f_{\text{det}}(\mathbf{v}, t),$$

where $\rho_\chi$ is the local DM density, $m_A$ and $m_\chi$ are the nucleus and DM masses, $\sigma_A$ is the DM-nucleus scattering cross section and $v$ is the 3-vector relative velocity between DM and the nucleus, while $v \equiv |\mathbf{v}|$. $f_{\text{det}}(\mathbf{v}, t)$ is the DM velocity distribution in the detector reference frame. For elastic scattering, the minimal velocity $v_{\text{min}}$ required for a DM particle to deposit a recoil energy $E_{nr}$ in the detector is given by

$$v_{\text{min}} = \sqrt{\frac{m_A E_{nr}}{2\mu^2}},$$

where $\mu_{\chi A}$ is the reduced mass of the DM-nucleus system.

The time dependence of the differential event rate is due to the velocity of the Earth with respect to the Sun, $\mathbf{v}_e(t)$, which can be written as [16]

$$\mathbf{v}_e(t) = \mathbf{v}_e [e_1 \sin \lambda(t) - e_2 \cos \lambda(t)],$$

with $v_e = 29.8$ km/s, and $\lambda(t) = 2\pi(t - 0.218)$ with $t$ in units of 1 year and $t = 0$ at January 1st, while $e_1 = (-0.0670, 0.4927, -0.8676)$ and $e_2 = (-0.9931, -0.1170, 0.01032)$ are orthogonal unit vectors spanning the plane of the Earth’s orbit. We are using Galactic coordinates where $x$ points towards the Galactic Center, $y$ in the direction of the Galactic rotation, and $z$ towards the Galactic North, perpendicular to the disc. As shown in [17], eq. (2.3) provides an excellent approximation to describe the annual modulation signal. However, corrections to eq. (2.3) become relevant for higher harmonics of the time dependence [18]. When discussing bi-annual modulation in section 2.2 we do include the eccentricity of the orbit following refs. [19, 20].

Including the effect of GF, the DM density times the velocity distribution in eq. (2.1) is obtained by

$$\rho_\chi f_{\text{det}}(\mathbf{v}, t) = \rho_\infty \tilde{f}(\mathbf{v}_\odot + \mathbf{v}_\infty [\mathbf{v} + \mathbf{v}_e]).$$
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Here $\rho_\infty = 0.3\text{GeV/cm}^3$ and $\tilde{f}(\mathbf{v})$ are the DM density and velocity distribution in the Galactic rest frame measured near the Solar System, but far away from the Sun, such that the Sun’s gravitational potential is small, and $\mathbf{v}_\odot \approx (10,233,7)\text{ km/s}$ is the velocity of the Sun with respect to the Galaxy. The function $\mathbf{v}_\infty[\mathbf{v}]$ relates the velocity $\mathbf{v}_\infty$ of a DM particle relative to the Sun far away from the Sun’s gravitational potential to the particle’s velocity $\mathbf{v}$ at the detector [3]:

$$\mathbf{v}_\infty[\mathbf{v}] = \frac{v_\infty^2 \mathbf{v} + v_\infty u_\text{esc}^2 \hat{r}_s/2 - v_\infty \mathbf{v} \cdot \hat{r}_s}{v_\infty^2 + u_\text{esc}^2/2 - v_\infty (\mathbf{v} \cdot \hat{r}_s)},$$  \hspace{1cm} (2.5)

with $v_\infty^2 = v^2 - u_\text{esc}^2$, where $u_\text{esc} = \sqrt{2GM_\odot/r_\odot} \approx 40\text{ km/s}$ is the escape velocity from the Sun near the Earth’s orbit, and is of $\mathcal{O}(v_e)$, while $\hat{r}_s$ is the unit vector pointing in the direction of the Earth from the center of the Solar System, and is given by

$$\hat{r}_s = -[e_1 \cos \lambda(t) + e_2 \sin \lambda(t)].$$  \hspace{1cm} (2.6)

If GF is neglected, the velocity distribution in the detector’s rest frame is obtained just by a boost from the Galactic rest frame: $f_{\text{det}}(\mathbf{v}, t) = \tilde{f}(\mathbf{v} + \mathbf{v}_\odot + \mathbf{v}_e)$ and $\rho_x = \rho_\infty$. In this paper we assume the so-called Standard Halo Model with a truncated Maxwellian velocity distribution,

$$\tilde{f}(\mathbf{v}) = \frac{1}{N} \left[ \exp \left( -\frac{\mathbf{v}^2}{v^2} \right) - \exp \left( -\frac{u_\text{esc}^2}{v^2} \right) \right] \Theta(v_\text{esc} - v),$$  \hspace{1cm} (2.7)

where $N$ is a normalization constant and we adopt the fiducial values $\bar{v} = 220\text{ km/s}$ and $v_\text{esc} = 544\text{ km/s}$.

We focus here on spin-independent elastic scattering and assume that DM couples with the same strength to protons and neutrons. In this case the differential cross section which enters in eq. (2.1) is

$$\frac{d\sigma_A}{dE_{nr}} = \frac{m_A A^2}{2\mu_{\chi p}^2 v^2} \sigma_{\text{SI}} F^2(E_{nr}),$$  \hspace{1cm} (2.8)

where $\sigma_{\text{SI}}$ is the spin-independent DM-nucleon scattering cross section, $\mu_{\chi p}$ is the reduced mass of the DM-nucleon system, and $F(E_{nr})$ is a form factor.

Defining the halo integral as

$$\eta(v_m, t) \equiv \int_{v > v_m} d^3 v \tilde{f} \left( \mathbf{v}_\odot + \mathbf{v}_\infty[\mathbf{v} + \mathbf{v}_e], t \right),$$  \hspace{1cm} (2.9)

the event rate is given by

$$R(E_{nr}, t) = CF^2(E_{nr}) \eta(v_m, t),$$  \hspace{1cm} (2.10)

with $C = \frac{\rho_\infty A^2 \sigma_{\text{SI}}}{2m_\chi \mu_{\chi p}^2}$.

The coefficient $C$ contains the particle physics dependence, while $\eta(v_m, t)$ parametrizes the astrophysics. The number of events in an energy interval $[E_1, E_2]$ and at a given time $t$ can be written as

$$N_{[E_1, E_2]}(t) = MT \int_0^\infty dE_{nr} G_{[E_1, E_2]}(E_{nr}) R(E_{nr}, t),$$  \hspace{1cm} (2.11)

where $MT$ is the exposure of the experiment in units of kg day, and $G_{[E_1, E_2]}(E_{nr})$ is the detector response function which includes the detection efficiencies and energy resolution.\footnote{The $N_{[E_1, E_2]}(t)$ in eq. (2.11) should be considered as time-differential rate. However, we take $t$ to be a dimensionless variable in $[0, 1]$, indicating the time of the year, whereas the total time of the exposure is included in $T$. The total number of events in the energy interval $[E_1, E_2]$ is obtained by $\int_0^1 dt N_{[E_1, E_2]}(t)$.}
Figure 1. Time variation of the halo integral \( \eta(v_m, t) \) as defined in eq. (2.9). We assume a Maxwellian velocity distribution and perform a Fourier analysis of \( \eta(v_m, t) \) for fixed minimal velocity \( v_m \). The left panel shows the amplitudes of the first (solid) and second (dashed) harmonics relative to the time independent component. In the right panel we show the date of the maximum of the first harmonic as a function of \( v_m \). In both panels we show the cases of neglecting Solar GF (blue), taking GF into account (red), and the effect of GF for setting the Earth’s velocity relative to the Sun to zero (green).

The annual modulation signal in a given energy interval can be computed by subtracting the time averaged events from the total number of events in that energy interval. We have

\[
A_{[E_1, E_2]}(t) = \frac{N_{[E_1, E_2]}(t) - \langle N_{[E_1, E_2]}(t) \rangle_t}{E_2 - E_1},
\]

where \( \langle N_{[E_1, E_2]}(t) \rangle_t \) is the number of events averaged over one year in the given energy bin. The units are events/keV.

2.2 Time dependence of the halo integral

Let us now discuss the time dependence of the event rate in a direct detection experiment, which according to eq. (2.10) is determined from the time dependence of the halo integral defined in eq. (2.9). Note that the time variation of \( \eta(v_m, t) \) is independent of particle physics, in particular independent of the DM mass. Assuming the Maxwellian, eq. (2.7), we calculate \( \eta(v_m, t) \) numerically. For a fixed minimal velocity \( v_m \) we perform a Fourier decomposition in \( t \). In the left panel of figure 1 we compare the size of the amplitude of the first harmonic (annual modulation) as well as the second harmonic (bi-annual modulation) to the time-averaged component (zeroth order Fourier coefficient). The right panel shows the date of the maximum of the first harmonic. In this subsection we do not use eqs. (2.3) and (2.6) to describe \( v_e(t) \) and \( \hat{r}_s(t) \), but instead use the expressions given in the appendix of ref. [20] (see also [19] for equivalent results) including the eccentricity of the Earth’s orbit. This is relevant for the second harmonic. We have verified that for the first harmonic corrections due to the eccentricity are negligible and eqs. (2.3) and (2.6) are sufficient.

The blue curves in the figure correspond to the traditional case of neglecting GF. The first harmonic shows the characteristic phase flip close to \( v_m \approx 200 \text{ km/s} \), where the amplitude
goes to zero and below (above) that value of \( v_m \) the maximum is at the beginning of December (June). The second harmonic without GF has two phase flips [18], one around 150 km/s and another one around 500 km/s. Note that for the second phase flip the amplitude does not go to zero. The reason is related to the effect of the Earth’s orbit eccentricity, which makes the maximum shift smoothly by \( \pi/2 \) but the amplitude remains non-zero. Once GF is included (red curves) we can make the following observations: (i) the amplitude of the first harmonic is hardly affected by GF, the only exception being close to the phase flip, with the amplitude never going to zero; (ii) there is a significant distortion of the maximum of the first harmonic around and below the phase flip (see right panel). The date of the maximum moves smoothly from around December 20 at very low \( v_m \) to beginning of June for large \( v_m \). Those results are in agreement with [7]; and (iii) the amplitude of the second harmonic is significantly affected by GF, leading even to the disappearance of the phase flip at low \( v_m \).

For illustration purpose we show in figure 1 also the effect of GF but assuming that the Earth is at rest with respect to the Sun (green curves). This corresponds to the hypothetical situation of considering fixed positions of the Earth in turn and comparing the event rates at the different locations of the Earth around the Sun. This procedure isolates the effect of GF and removes the time dependence from the velocity boost. Technically what we do is to set \( v_e = 0 \) but keep the time dependence of \( \hat{r}_s \) in eq. (2.5). By comparing the blue and green curves in the left panel we see the relative importance of the time dependence induced by the velocity boost and GF. While for the first harmonic GF is always subdominant (except at the phase flip), for the second harmonic it is dominating for \( v_m \lesssim 300 \text{ km/s} \). The right panel shows that the first harmonic induced by GF only (green curve) always peaks at the beginning of March, independent of \( v_m \).

We do not discuss further the second harmonic, since this will be very hard to observe in the foreseeable future. Focusing on the first harmonic, we conclude that the main effect of GF is the modification of the phase, especially for \( v_m \lesssim 250 \text{ km/s} \) [7]. In the rest of the paper we will perform numerical studies of the importance (statistical significance) of this effect in (semi)realistic experimental situations.

3 Gravitational focusing and the DAMA/LIBRA signal

The DAMA/LIBRA collaboration [10] reports a highly significant annual modulation signal using an NaI target, which can be interpreted in terms of elastic spin-independent DM scattering with DM masses of around 10 or 80 GeV, depending on whether scattering happens on the sodium or iodine nucleus. Despite the fact that the required cross sections are excluded by a number of other experiments, we consider their data as a case study in order to investigate the effect of GF for extracting DM parameters. Ideally one would perform a fit to the data using time as well as energy information. Unfortunately this information is not public, since data are presented either binned in time or in energy (but not showing the full 2-dimensional information). Since the main effect of GF is a distortion of the time behavior of the signal we are using here time binned data, extracted from the top panel of figure 1 in ref. [10]. This figure shows the time variation of the count rate in the [2, 4] keVee energy interval corresponding to a 0.87 ton yr exposure during about 5.5 years divided into 43 bins. In this energy interval, the modulation signal is largest. We use \( q_{\text{Na}} = 0.3 \) and \( q_I = 0.09 \) for the quenching factors of Na and I, respectively [21], and assume a Gaussian energy resolution with an energy dependent width as presented in ref. [22].
Figure 2. The preferred region of DAMA at 90% CL and 3σ with (black contours) and without (dark and light red regions) GF using time binned data in the single energy interval of 2 to 4 keVee. The left panel shows the result for a large range of dark matter masses, while the right panel zooms on the mass region where GF is important. The black star shows the best fit location with GF.

To fit the DAMA data, we construct a $\chi^2$ function

$$\chi^2_{\text{DAMA}}(m_\chi, \sigma_{\text{SI}}) = \sum_{i=1}^{43} \left( \frac{A^\text{pred}_i(m_\chi, \sigma_{\text{SI}}) - A^\text{obs}_i}{\sigma_i} \right)^2,$$

where $A^\text{obs}_i$ and $\sigma_i$ are the experimental data points and their errors, respectively, from the top panel of figure 1 in ref. [10]. The sum is over the 43 time bins. The best fit point can be found by minimizing eq. (3.1) with respect to the WIMP mass $m_\chi$, and cross section $\sigma_{\text{SI}}$. The allowed regions in the mass – cross section plane at a given CL are obtained by looking for contours $\chi^2(m_\chi, \sigma_{\text{SI}}) = \chi^2_{\text{min}} + \Delta\chi^2(\text{CL})$, where $\Delta\chi^2(\text{CL})$ is evaluated for 2 degrees of freedom (dof), e.g., $\Delta\chi^2(90\%) = 4.6$.

Figure 2 shows the allowed region of DAMA at 90% CL and 3σ in the cross section and mass plane assuming $A^\text{pred}_i$ is with (black contours) or without (dark and light red regions) GF. With GF, $\chi^2_{\text{min}} = 40.6$ for $m_\chi = 76.9$ GeV and $\sigma_{\text{SI}} = 1.3 \times 10^{-41}$ cm$^2$. The minimum is shown with a star in figure 2. Without GF, $\chi^2_{\text{min}} \approx 42.2$ is practically degenerate along the allowed strip in parameter space visible in the figure between DM masses from $\sim 5$ GeV to more than 100 GeV.

The $\chi^2_{\text{min}}$ values in both cases are of order of the number of degrees of freedom (43 data points minus 2 fitted parameters), indicating a good fit without as well as with GF. However, one can see from figure 2 that GF makes the preferred DAMA region smaller, excluding the region of large DM masses. According to eq. (2.2), large masses correspond to small values of $v_m$, and in this region the phase shift induced by GF becomes relevant, leading to a disagreement with the data. In contrast, the region $\lesssim 80$ GeV is practically unaffected by GF, which holds in particular also for the $m_\chi \sim 10$ GeV solution from scattering on sodium. For such light DM masses, $v_m$ becomes large and only the high velocity tail of the DM distribution is probed, where GF is negligible, cf., figure 1.
Let us comment on the fact that the allowed region in figure 2 appears as a degenerate band, in contrast to the familiar two isolated regions (see [23] for a recent example). As explained above, the fit on which figure 2 is based on uses only limited information on the energy dependence of the signal, since it uses time binned data in a single energy interval. However, the energy spectrum is quite powerful to constrain the allowed region [22, 24] and this information is missed in the current analysis. Ideally time and energy information should be included simultaneously. In the absence of this information we present an alternative fit to the DAMA data using information from figure 9 of ref. [10].\(^2\) There the result of fitting a cosine function to the total exposure (1.17 ton yr, DAMA/NaI and DAMA/LIBRA) is presented, showing in different energy bins the amplitude of the cosine, \(Y_m\) (upper panel), and the time of the maximum, \(t^*\) (lower panel). Neglecting a possible correlation between \(Y_m\) and \(t^*\) (as justified by figure 7 of [10]) we can use this to construct a \(\chi^2\) function as

\[
\chi^2_{\text{DAMA}}(m_\chi, \sigma_{SI}) = \sum_{i=1}^{7} \left( \frac{Y_{\text{pred},i}(m_\chi, \sigma_{SI}) - Y_{\text{obs},i}}{\sigma_{Y_m,i}} \right)^2 + \sum_{j=1}^{4} \left( \frac{t^*_{\text{pred},j}(m_\chi, \sigma_{SI}) - t^*_{\text{obs},j}}{\sigma_{t^*,j}} \right)^2.
\]  

(3.2)

For \(Y_m\) we use the 6 bins from 2 to 8 keVee and combine the remaining bins from 8 to 20 keVee, where the modulation is consistent with zero, into one single bin. For \(t^*\) we use the 4 bins from 2 to 6 keVee, and ignore the data points above 6 keVee, where \(t^*\) is undetermined. The data points \(Y_{\text{obs},i}, t^*_{\text{obs},j}\) and the corresponding 1\(\sigma\) errors \(\sigma_{Y_m,i}, \sigma_{t^*,j}\) are read off from figure 9 of ref. [10].

The results of this fit are shown in figure 3. Thanks to the energy spectrum information we obtain the two islands corresponding to scattering on sodium (low mass) and iodine (high mass). Again the effect of GF is to constrain more the high-mass edge of the iodine region. The difference of the regions with and without GF is smaller than in figure 2, because due to the energy information the region without GF is already more constrained towards high DM masses.

As mentioned above, the DM explanation of DAMA is in strong tension with exclusion limits from other experiments. In particular, the region around 80 GeV is excluded by the most recent limit from LUX [11] by around 4 orders of magnitude. In the following we are going to discard the DAMA signal and discuss annual modulation and GF in the context of a hypothetical future large scale direct detection experiment.

4 Annual modulation and GF in a future large scale experiment

4.1 Simulation details and event numbers

Let us assume that dark matter is just around the corner, slightly below the current best limit from the LUX experiment [11] and investigate how the signal of GF would look like in a future large scale direct detection experiment. To be specific, we assume a liquid xenon detector, inspired by upgrade plans of the XENON [12, 13] and LUX [15] collaborations, and the DARWIN consortium [14]. DARWIN is supposed to be the “ultimate” direct detection experiment, and exposures of order 10 ton yr are considered. As we will see in the following, it will be extremely difficult to establish an annual modulation signal, given the current constraints on the scattering cross section. Therefore, we are going to be very aggressive and assume an exposure of \(10^8\) kg day \(\approx 270\) ton yr. This corresponds roughly to a factor

\(^2\)We thank the authors of ref. [7] for mentioning this possibility to us.
Figure 3. The preferred region of DAMA at 90% CL and 3σ with (black contours) and without (dark and light red regions) GF using energy binned data on the amplitude and the phase of a cosine function fit to DAMA data. The left panel shows the result for a large range of dark matter masses, while the right panel zooms on the mass region where GF is important. The black star shows the best fit location with GF.

$10^4$ larger than the current LUX exposure, and could be achieved for instance by a $\sim 10$ yr exposure of a hypothetical $\sim 30$ ton detector. We stress that such a huge exposure goes beyond the currently discussed options. However, as we will see, even with those (probably unrealistic) assumptions it will be hard to establish statistically significant signals. Our results are easily scalable to any exposure.

Further assumptions of our simulated setup are motivated by the LUX and XENON100 analyses. For the detection efficiency we multiply together the blue and dotted green curves in figure 1 of ref. [25]. Those curves are energy dependent, and give the combined cut acceptance for the XENON100 detector, corresponding to a hard discrimination cut used for the maximum gap method analysis. The final efficiency is roughly 30% for a large part of the energy interval we consider; at 3 keV, the efficiency is 8%, but reaches a value of 20% already at 4.5 keV. Our default energy interval is [3, 30.5] keV, where the threshold is motivated by the LUX analysis [11], but we show also results for [6.5, 30.5] keV, corresponding to the benchmark energy interval of the XENON100 experiment [25]. We adopt a Gaussian energy resolution with width of $0.1\sqrt{E_{\text{thr}}/E_{\text{thr}}}$ keV, where $E_{\text{thr}}$ is our chosen threshold energy. This is a very optimistic assumption on the energy resolution, however, we have checked that our results are very insensitive to the assumed energy resolution.

We assume now a reference value for the spin-independent cross section of $\sigma_{\text{SI}} = 10^{-45}$ cm$^2$, close to the present upper limit. In table 1 we give the total number of events predicted with and without GF for our adopted configuration. We expect of order $10^4$ events, with some dependence on the DM mass. The effect of GF on the total event numbers is very small (and degenerate with the scattering cross section or other global normalization factors, such as e.g., $\rho_\infty$).

4.2 The annual modulation signal with and without GF

Let us now consider the size of the annual modulation signal for the setup described above. In figure 4 we show plots of $A[E_1,E_2]/MT$ (in events/kg/day/keV), where we divide the
modulation amplitude given in eq. (2.12) by the exposure $M_T$, as a function of time for two different energy bins (of equal size). The blue points as well as the red curve show the predicted annual modulation signal with GF, and the error bars show their statistical error averaged over each time bin. The green dashed curve shows the annual modulation without GF. In the upper panels we assume a DM mass of 20 GeV. In this case the predicted signals with and without GF are identical. For such small masses we are probing large values of $v_m$ (364 km/s and 535 km/s in the center of the low and high energy bins in the left and right upper panels of figure 4, respectively), and in that region GF is negligible, compare to figure 1. Some differences in the predictions are visible in the middle and bottom panels, corresponding to DM masses of 80 and 200 GeV, respectively, and hence lower values of $v_m$ where GF becomes important. Considering the size of the error bars, it is clear that establishing GF — or even the annual modulation itself — at high significance will turn out to be hard. We will come back to this question below in subsection 4.3. Note that in the high-energy bin for $m_\chi = 80$ GeV (right-middle panel) the modulation amplitude is very small. In this case we are very close to the phase flip ($v_m = 190$ km/s in the center of the bin) where the amplitude is suppressed.

Figure 5 shows the ratio of the number of events with GF, $N_{GF}$, and without GF, $N_{NoGF}$, as a function of time and in different energy bins for the two values of the DM mass of 40 GeV and 200 GeV. The 10 colored lines correspond to 10 energy bins of equal size in the interval of [3.0, 30.5] keV starting from the lowest energy bin (black) to the highest one (red). Figure 5 shows that the effect of GF is smaller for $m_\chi = 40$ GeV compared to $m_\chi = 200$ GeV. For both DM masses, the ratio is close to 1, with the size of the effect at the percent level.

**4.3 Statistical significance of modulation and GF**

We proceed now by estimating the achievable statistical significance for the annual modulation as well as for GF obtainable by our hypothetical xenon detector with an exposure of $M_T \approx 270$ ton yr, as described in section 4.1. Again we take as reference value a cross section close to the present LUX bound of $\sigma_{SI} = 10^{-45}$ cm$^2$. We divide the “data” into 40 time bins per year and 10 energy bins of equal size in the energy interval of either [3, 30.5] keV or [6.5, 30.5] keV (in order to illustrate the importance of the threshold energy). Then we construct a $\chi^2$ function based on the annual modulation amplitude as defined in eq. (2.12):

$$
\Delta \chi^2(m_\chi, \sigma_{SI}; m^0_\chi, \sigma^0_{SI}) = \sum_{i,j} \left( \frac{A_{ij}^{\text{pred}}(m_\chi, \sigma_{SI}) - A_{ij}^{\text{obs}}(m^0_\chi, \sigma^0_{SI})}{\sigma_{ij}} \right)^2,
$$

where the sum is over both time and energy bins, and $\sigma_{ij}$ is the statistical error of $A_{ij}^{\text{obs}}$. Here, $A_{ij}^{\text{obs}}$ plays the role of the future “data”, for which we take the predicted modulation amplitude for some particular “true” parameter values $(m^0_\chi, \sigma^0_{SI})$, where we fix $\sigma^0_{SI} = 10^{-45}$ cm$^2$ as

| DM mass [GeV] | 20 | 50 | 80 | 100 | 200 |
|---------------|----|----|----|-----|-----|
| # events (no GF) | 11305 | 21094 | 16974 | 14514 | 8058 |
| # events (with GF) | 11525 | 21418 | 17213 | 14712 | 8162 |

Table 1. Number of events with and without GF in our assumed xenon detector in the nuclear recoil energy range [3.0, 30.5] keV with an exposure of 270 ton yr for $\sigma_{SI} = 10^{-45}$ cm$^2$ and various values of the DM mass.
Figure 4. The annual modulation signal $A_{[E_1, E_2]}/MT$, see eq. (2.12), with GF (blue points and red curve) and without GF (green dashed curve) for a xenon target and a spin-independent cross section of $\sigma_{SI} = 10^{-45}$ cm$^2$. In the top, center, and bottom panels, $m_\chi = 20, 80, \text{ and } 200$ GeV, respectively. In the left and right panels, the energy interval chosen is $[5.75, 8.5]$ keV and $[14, 16.75]$ keV, respectively. Error bars correspond to the statistical error in $A_{[E_1, E_2]}/MT$ including GF assuming an exposure of $MT = 10^8$ kg day $\approx 270$ ton yr. Note the different scales on the vertical axes.
mentioned above, but vary the assumed true DM mass $m_\chi^0$. Note that we do not include statistical fluctuations in our “data”, but instead use the most probable outcome of the experiment as data. This is sometimes called “Asimov data set” [26] and $\chi^2$ values obtained in this way describe the significance of the “average” experiment, see for instance [27] for an application of this approach in the dark matter context.

First we estimate the significance with which the presence of annual modulation can be established. To this aim we calculate the “data” $A_{ij}^{\text{obs}}$ as described above for a choice of $m_\chi^0$ and our reference cross section, including GF. The $\chi^2$ value obtained then by fitting these data with a prediction constant in time will measure the significance of the modulation. Hence we set $A_{ij}^{\text{pred}} = 0$ in eq. (4.1):

$$\Delta \chi^2_{\text{mod}}(m_\chi^0, \sigma_{\text{SI}}^0) = \sum_{i,j} \left( \frac{A_{ij}^{\text{obs}}(m_\chi^0, \sigma_{\text{SI}}^0)}{\sigma_{ij}} \right)^2.$$  (4.2)

Evaluating $\Delta \chi^2_{\text{mod}}(m_\chi^0, \sigma_{\text{SI}}^0)$ for 1 degree of freedom corresponds to the average significance for annual modulation, and hence, $\sqrt{\Delta \chi^2_{\text{mod}}(m_\chi^0, \sigma_{\text{SI}}^0)}$ gives the corresponding number of Gaussian standard deviations. The result of this analysis is shown with solid curves in the left panel of figure 6 for two different choices of energy threshold. For the black curve we use the energy interval $[3, 30.5]$ keV, whereas for the green curve we use $[6.5, 30.5]$ keV. We conclude from this figure that only in the mass range $m_\chi \lesssim 40$ GeV a significant ($> 3\sigma$) signal for annual modulation can be obtained, whereas for larger DM masses only a hint below $2\sigma$ can be reached, despite the huge exposure we are assuming.

Next we want to estimate the significance of gravitational focusing. We formulate this in terms of a hypothesis test, where the presence of GF is the null hypothesis which we want to test against the alternative hypothesis of the absence of GF. Given data, one would perform a fit with and without GF and compute a test statistic $T$, for instance $T = \chi^2_{\text{with GF}} - \chi^2_{\text{without GF}}$. One can show that in the Gaussian approximation $T$ will be normal distributed with mean $T_0$ and standard deviation $2\sqrt{T_0}$ with $T_0 = \Delta \chi^2_{\text{Gf}}$, where $\Delta \chi^2_{\text{Gf}}$ is obtained from eq. (4.1) by calculating $A_{ij}^{\text{obs}}$ including GF and the predicted signal, $A_{ij}^{\text{pred}}$.

![Figure 5](image_url)
without GF. A detailed discussion of the statistical method is given in ref. [28], where a similar method is applied to the problem of identifying the neutrino mass ordering. In that reference also a derivation of the normal distribution of $T$ can be found. Following ref. [28], we note that $\sqrt{\Delta \chi^2_{\text{GF}}}$ corresponds to good approximation to the number of standard deviations with which the median experiment can reject the alternative hypothesis. The dashed curves in the left panel of figure 6 show the $\Delta \chi^2_{\text{GF}}$ as a function of $m_0^\chi$. The black and green curves are for an energy threshold of 3 keV and 6.5 keV, respectively. We conclude that for our assumed setup the significance of detecting gravitational focusing never reaches the 1σ level.

Note that our analysis is based on statistical errors only. This implies that all our $\chi^2$ values are proportional to the overall event normalization, and therefore scale linearly with the exposure $MT$ times the scattering cross section $\sigma_{0\text{SI}}$. Hence the curves in the left panel of figure 6 can easily be translated to any other exposure and/or cross section. In view of this observation we show in the right panel of figure 6 the quantity $\xi \equiv \sqrt{\Delta \chi^2_{\text{mod}}/\Delta \chi^2_{\text{GF}}}$. This number can be interpreted in the following way: assume that a future experiment established annual modulation at $n\sigma$ significance; then GF will be detected at a significance of $(n/\xi)\sigma$. The ratio $n/\xi$ is largest when $\Delta \chi^2_{\text{GF}}$ reaches a maximum and $\Delta \chi^2_{\text{mod}}$ reaches a local minimum, which happen at $m_0^\chi \sim 70–90$ GeV depending on the choice of energy threshold. This behavior is easy to understand, since as mentioned above, for those masses the phase flip of the modulation is located in the middle of the energy spectrum. This minimizes the amplitude of the modulation and explains the local minimum in the $\Delta \chi^2_{\text{mod}}$ in the left panel (see also right-middle panel in figure 4), whereas around the phase flip the impact of GF on the phase of the modulation is strongest (see figure 1).

\footnote{Note that for given true values ($m_0^\chi, \sigma_{0\text{SI}}$), $\Delta \chi^2_{\text{GF}}$ would still depend on the fitted ($m_\chi, \sigma_{\text{SI}}$) which should be minimized over. We have checked that for the low energy threshold of 3 keV, the minimum $\Delta \chi^2_{\text{GF}}$ values differ only by 9% at $m_\chi^0 = 20$ GeV, and less than 0.5% for DM masses above 80 GeV compared to evaluating both, $A_{ij}^{\text{pred}}$ and $A_{ij}^{\text{obs}}$ at the true parameter values, i.e., fixing $m_\chi = m_0^\chi$ and $\sigma_{\text{SI}} = \sigma_{0\text{SI}}$. In our results we adopt this approximation since it implies a huge saving in computation time.}
Figure 7. The preferred regions at 1σ and 2σ based on the annual modulation signal in a future xenon experiment with an exposure of 270 ton yr with GF (black contours) and without GF (dark and light red regions). In the left and right panels, we assume a positive signal at \( m_0 = 40 \) GeV, and 80 GeV, respectively, both with a cross section of \( 10^{-45} \text{ cm}^2 \), as specified with a star in the plots.

One might ask if the results are dependent on the choice of the number of time or energy bins in the calculation of \( \Delta \chi^2 \). We have checked that the significance of detecting the annual modulation and GF stay the same for various choices of the number of time and energy bins, as long as they are larger than a few. In particular, we observe that the energy spectrum seems not to be very important for our results. Thus the choice of 10 energy bins and 40 time bins give accurate results. This conclusion may change in the presence of systematic uncertainties and/or backgrounds, since in this case the particular energy shape of the signal may be important to limit the impact of such uncertainties. We have also checked that our choice of energy resolution is not crucial for our results.

To conclude this section we give two examples of the preferred regions in the DM mass-cross section plane obtainable from the annual modulation signal in our hypothetical future xenon detector. We calculate the “data” \( A^{\text{obs}} \) in eq. (4.1) for two example values of the DM mass, 40 and 80 GeV, and the reference cross section \( 10^{-45} \text{ cm}^2 \). Allowed regions can then be obtained by considering contours of \( \Delta \chi^2 \) from eq. (4.1) in the \( (m_\chi, \sigma_{\text{SI}}) \) plane, as shown in figure 7. The “data” \( A^{\text{obs}} \) has been calculated including GF. In the figure we show the allowed regions for either including GF when calculating the prediction (black contour curves) or neglecting GF (colored regions). In the first case the \( \chi^2 \) minimum at the true parameter point is zero, whereas in the second case the minimum \( \chi^2 \) is non-zero (though very small, compare to figure 6). In this case contour levels are defined with respect to the (non-zero) minimum. As it can be seen from figure 7, GF affects only marginally the allowed region at 40 GeV, as expected from figure 6 and the observation that large \( v_m \) values are probed for small DM masses. The difference for the 1σ region at 80 GeV looks striking, being closed from below (open) with (without) GF. There is no need to emphasize, however, that 1σ regions in general are not statistically meaningful, and already at 2σ the regions with and without GF are very similar.
Let us stress that here we discard any information on the absolute number of events and base the regions only on the annual modulation signal. Clearly, with event numbers of order $10^4$ in our setup (see table 1) in principle a very precise mass and cross section determination will be possible, assuming that backgrounds as well as astrophysical uncertainties are under control, see e.g., ref. [27] for analyses along those lines in the context of DARWIN. The purpose of the discussion here is to investigate the potential (or the lack thereof) of the annual modulation signal, which is supposed to be more robust against systematic uncertainties.

4.4 Comments on light targets

Let us briefly comment also on lighter target nuclei and experiments aiming at very low threshold, such as for instance the CDMSlite experiment [29]. In this case in principle somewhat lower $v_m$ values are probed even for light DM, where the modulation amplitude is larger. Therefore, a valid question is whether GF becomes more important for such configurations. We have performed similar tests as the one described above for a Xe detector also for setups using Ar and Ge. In general the signal is reduced compared to Xe (for the same nucleon cross section and exposure) due to the $A^2$ dependence of the rate. However, the shape of the curves for $\Delta \chi^2_{\text{mod}}$ and $\Delta \chi^2_{\text{GF}}$ as a function of $m_\chi$ are similar to the case of xenon. In particular, for an argon detector (with threshold 3 keV) we obtain a very similar result for the ratio shown in the right panel of figure 6.

The germanium based experiment CDMSlite [29] has achieved a threshold of 0.84 keV. This opens the possibility to test very low DM masses, where the modulation signal can be very significant. We tested a hypothetical Ge detector with a threshold of 0.84 keV and again we arrive at qualitatively similar conclusions as for Xe. For example, for a DM mass of 4 GeV we can take a cross section of $10^{-40}$ cm$^2$, just below the current limits. In this case we would need an exposure of about $10^6$ kg day in order to see a 3$\sigma$ effect of GF ($\Delta \chi^2_{\text{GF}} \sim 10$). This assumes a background free experiment and has to be compared to the current CDMSlite exposure of about 6 kg day [29].

4.5 Comments on inelastic scattering

Above we focused exclusively on elastic spin-independent scattering. Let us comment briefly on other particle physics scenarios. We do not expect any qualitative change for other DM-nucleus interactions, which provide some kind of re-scaling of the scattering rate, such as spin-dependent scattering or couplings of different strength to neutrons and protons. There may be, however, non-trivial effects for interaction types which modify the kinematics and/or change the ratio of the amplitude of the annual modulation to the time-constant signal. One example of this type is inelastic scattering, $\chi + A \to \chi' + A$, with the mass difference $\delta = m_{\chi'} - m_\chi$. In this case the expression for the minimal velocity, eq. (2.2), is changed to

$$v_m = \frac{1}{\sqrt{2m_A E_{nr}}} \left| \frac{m_A E_{nr}}{\mu_{\chi A}} + \delta \right|. \quad (4.3)$$

In the case of endothermic scattering, $\delta > 0$, the DM particle up-scatters to an excited state [30]. In this case scattering off heavier target nuclei is favored. It is clear from eq. (4.3) that for $\delta > 0$, $v_m$ gets larger compared to the elastic case, and hence, we expect that GF becomes less important (cf. figure 1). Indeed, we find that for endothermic scattering the significance of detecting GF is very small, and $\Delta \chi^2_{\text{GF}}$ never reaches even 0.1 for our setup.

On the other hand, if $\delta < 0$, the DM particle down-scatters to a lower mass state, which is called exothermic scattering [31–33], and in this case we are probing the region of smaller
\begin{figure}[h]
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\caption{The $\Delta\chi^2_{\text{mod}}$ (left) and the $\Delta\chi^2_{\text{GF}}$ (right) for inelastic exothermic scattering, shown as a function of $m_\chi$ using an energy threshold of 3.0 keV. The dashed black curve corresponds to the elastic case ($\delta = 0$), while the other colors correspond to different values of $\delta < 0$. We assume $\sigma_{\text{SI}} = 10^{-45}$ cm$^2$ and a Xe exposure of 270 ton yr.}
\end{figure}

$v_m$ where GF can be important. The significance of detecting the annual modulation and GF are shown in the left and right panels of figure 8, respectively, for different choices of negative $\delta$. Here we again assume a Xe detector as described in section 4.1. The case of elastic scattering ($\delta = 0$) is also shown in dashed black. As one can see from the right panel of figure 8, the significance of detecting GF can reach values above 1$\sigma$ for $|\delta| \gtrsim 20$ keV.

The wiggles at low masses in the $\Delta\chi^2_{\text{mod}}$ curves for negative $\delta$ (most pronounced for $\delta = -80$ keV) occur when $v_m$ goes through zero for different energy bins, see eq. (4.3) for $\delta < 0$. For the WIMP mass and recoil energy at which $v_m = 0$, we are integrating the velocity distribution over a large range of velocities, which leads to a small amplitude for the annual modulation. Thus for such masses, $\Delta\chi^2_{\text{mod}}$ goes through a local minimum and the significance of detecting the annual modulation is smaller.

\section{Summary}

In this paper we have considered the impact of the Sun’s gravitational potential on the annual modulation signal in dark matter direct detection experiments. The distortion of the DM phase space distribution due to the gravitational focusing (GF) of the Sun may potentially lead to a significant modification of the time dependence of the count rate [7].

To illustrate the importance of this effect we have considered the signal reported by the DAMA/LIBRA experiment. Performing a fit to their time dependent data we find that the allowed DM parameter range is more restricted (for large DM masses) if the effect of GF is taken into account. Since, however, for those DM masses the relevant cross section is excluded by many orders of magnitude by recent constraints from other experiments, we set the DAMA/LIBRA signal aside and investigate the potential of possible future large-scale direct detection experiments.

We consider a very large xenon-based setup, with an exposure around $10^4$ times larger than the current exposure from the LUX experiment [11], corresponding to about 270 ton yr. Furthermore, we assume that DM is just around the corner, with a DM-nucleus cross section of $\sigma_{\text{SI}} = 10^{-45}$ cm$^2$, roughly at the present LUX exclusion limit. Even under those very
optimistic assumptions our results indicate that most likely the answer to the question posed in the title of the paper is “no”. We find that an annual modulation signal can be established at a significance of $\gtrsim 3\sigma$ only for DM masses $m_\chi \lesssim 40$ GeV. For such small masses, only the high-velocity tail of the DM distribution is probed, where the effect of GF is very small. In the region of larger DM masses, where GF may be potentially observable, the annual modulation signal itself will not become significant. Those results are consistent with the naive expectations based on the following argument. Assuming DM parameters just at the current bound we can expect a total number of events given by the ratio of the exposure of a future experiment to the current exposure (assuming similar experimental properties such as threshold). Hence, even for an exposure of 270 ton yr only a total number of $N = \mathcal{O}(10^4)$ events can be obtained. With a statistical error of $1/\sqrt{N} = \mathcal{O}(1\%)$ we expect that sensitivity to (sub-)percent level effects such as annual modulation and GF can at most be modest.

We have considered also the case of inelastic scattering, where for the exothermic case (down-scattering) the effect of GF is slightly larger than for the elastic case, because of the lower DM velocities involved. We have also checked that our conclusions hold in case of lighter target nuclei such as Ar and Ge.

Our calculations are based on the Standard Halo Model, corresponding to an isotropic Maxwellian velocity distribution. It is well known that deviations from this halo may have important consequences for the annual modulation signal [17, 34, 35]. Investigating the impact of GF in the presence of more complicated DM velocity distributions, such as streams or debris flows is beyond the scope of this work. Generically we do not expect that the size of the GF effect will change, however, we cannot exclude the possibility that particular configurations, for instance a dark disk, may enhance the importance of GF. It might be a hard task to disentangle GF effects from non-standard halos. In general, we conclude by noting that for a given halo model the impact of GF is determined and calculable, and in case of doubt should be included in the analysis.
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