Numerical time-of-flight analysis of the strong-field photoeffect
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Short-time filtering of the photoionization amplitude extracted straight from the numerical solution of the time-dependent Schrödinger equation (TDSE) is used to identify dominant pathways that form photoelectron spectra in strong fields. Thereby, the “black-box nature” of TDSE solvers only giving the final spectrum is overcome, and simpler approaches, e.g., semi-classical based on the strong-field approximation, can be tested and improved. The approach also allows to suppress intercycle quantum interference between pathways removing patterns that are usually washed out in experiments.

In order to predict photoelectron spectra that are measured in intense laser-matter interaction experiments, theorists proposed a plethora of approaches, from first-principle numerical [1–7] to simplified, semi-classical [8–11]. In general, the simpler and the more analytical a model is, the more insight into the photoionization process it gives while precise quantitative predictions are hardly possible. On the other hand, the most accurate results are obtained from ab initio solutions of the time-dependent Schrödinger equation (TDSE). However, as in an experiment, it is hard to disentangle in TDSE simulations all the various processes the photoelectron undergoes on its way to the detector. The strong-field approximation (SFA) [12–14] took the lead as far as insight into the strongly nonlinear electron dynamics is concerned, especially when formulated in terms of semi-classical quantum orbits [8, 15–18]. The investigation of these orbits and their weights allows to identify the dominant ionization pathways [15, 16, 19, 21]. However, photoelectron spectra calculated by such approaches can be quantitatively orders of magnitude off or have a qualitatively wrong shape because of Coulomb effects [22–25]. The influence of the Coulomb potential on the photoelectron can be easily accounted for within classic-trajectory Monte-Carlo simulations [11, 26], which, however, lack interference effects intrinsic to quantum systems. In the present work, we propose ways to identify the relevant ionization pathways in ab initio solutions to the TDSE. Our method combines the accuracy of the TDSE with the insight offered by quantum-orbit methods. Moreover, simple, semi-analytical models can be benchmarked and improved using the TDSE-based results.

We start with a brief introduction to the time-dependent surface flux method (tSURFF) for the calculation of photoelectron spectra [7, 27]. Consider an electron described by the state $|\Psi(t)\rangle$ and a laser field $E(t)$ defined via its vector potential $A(t) = -\int_{t'}^{t} E(t')dt'$ in dipole approximation. Initially, a bound state of the atomic potential $|\psi_{\text{bound}}(t)\rangle$, transitions to continuum states $|k(t)\rangle$ due to interaction with the laser may occur, contributing to the free part $|\psi_{\text{free}}(t)\rangle$.

$$|\Psi(t)\rangle = |\psi_{\text{bound}}(t)\rangle + |\psi_{\text{free}}(t)\rangle,$$

$$|\psi_{\text{free}}(t)\rangle = \int |k(t)\rangle \langle k(t)| \psi_{\text{free}}(t) \rangle dk.$$  \hspace{1cm} (2)

The momentum-resolved photoelectron spectrum is defined as

$$Y(k) = |a_k(T)|^2 = |\langle k(T)|\psi_{\text{free}}(T)\rangle|^2$$  \hspace{1cm} (3)

where time $T \rightarrow \infty$. Since all bound states are negligible at large enough distances where the photoionized part of the wavefunction is localized,

$$Y(k) = |a_k(T)|^2 \approx |\langle k(T)|\Theta(r-R)|\Psi(T)\rangle|^2$$  \hspace{1cm} (4)

with the Heaviside step function $\Theta(r-R)$ cutting away the contributions from distances $r < R$. With $a_k(0) = 0$, the amplitudes for the continuum states of momentum $k$ at the final time can be written as

$$a_k(T) = \int_0^T \partial_t a_k(t) dt.$$  \hspace{1cm} (5)

FIG. 1. (a) Time-energy-resolved photoelectron spectrum in the laser propagation direction computed from (7) and normalized to its maximum. Laser wavelength $\lambda = 2000$ nm, intensity $I = 10^{13}$ W/cm$^2$. Flux-capturing surface is at $R = 350$ atomic units. Colored lines indicate times at which the electrons that originate from times when $E(t)$ peaks (red and black lines for $k > 4U_p$) or equals zero (green lines at $E_k > 4U_p$) arrive at the surface according to (10). (b) Laser profile $E(t)$ with points referring to colored lines in (a).
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Using \( \partial_k \bullet = i [\hat{H}(t), \bullet] \), it is straightforward to show that the amplitudes \( a_k(T) \) can be expressed as a time integral over the flux \( j_k \) through the surface \( S_R \) at \( r = R \),

\[
a_k(T) = \int_0^T \left( \int_{S_R} j_k(r, t) dS_r \right) dt
\]

with the normal vector on the surface \( dS_r = n_r dS \). The particular form of the surface flux \( j_k(r, t) \) used in this work is described in the Appendix and in [2].

**Time-energy photoelectron distribution.** Before tSURFF became widely used the window-operator method (WOM) [28] was a common way to obtain the photoelectron spectrum from the final wavefunction calculated by some TDSE solver. While WOM gives the correct total electron spectrum, momentum or angle-resolved spectra are only approximate [29]. Nevertheless, phase-space distributions after the laser pulse were obtained using WOM, which proved useful for comparisons with semi-classical theories [30, 31]. The main technical advantage of tSURFF over WOM is that there is no need to keep track of the full wavefunction, which rapidly spreads over a huge area due to strong ionization. Instead, the photoionization amplitude \( a_k(T) \) is expressed as a time integral, as mentioned above. Albeit a mathematical trick in the first place, this provides the opportunity to study the build-up of the photoelectron spectrum in a time-resolved way. In [32], the integrand itself has been investigated, which, however, is highly oscillatory. Instead, we introduce a Gaussian time window in the integrand,

\[
\partial_t \tilde{a}_k(t_0) = \int_0^T e^{-\frac{(t-t_0)^2}{2\tau_w^2}} \partial_t a_k(t) dt, \tag{7}
\]

which amounts to the zero-frequency component of a Gabor transform [33]. Note that the transform (7) conserves the total amplitude and the yield because integration over \( t_0 \) gives back [5] up to a constant \( \sqrt{2\pi\tau_w^2} \), and

\[
\tilde{Y}(k) = \left| \int_{-\infty}^{\infty} \int_{0}^{T} e^{-\frac{(t-t_0)^2}{2\tau_w^2}} \partial_t a_k(t) dt \right| dt_0^2 = 2\pi\tau_w^2 Y(k). \tag{8}
\]

We choose \( \omega t_w = 0.2\pi \), i.e., a tenth of a laser cycle, so that only intracycle interference is captured at this subcycle time resolution. An example for such a time-resolved spectrum is shown in Fig. [1] for a 6-cycle laser pulse with an “1-4-1 envelope” (i.e., \( A(t) \) has a 4-cycle flat-top central part and an 1-cycle sin²-ramping on each side).

When applying the tSURFF method to calculate photoelectron spectra in TDSE calculations, one usually adopts a classical picture for laser-driven photoelectrons to estimate the time limit \( T \) for integration as the time that the slowest electrons of interest need to reach the flux-capturing surface,

\[
T \geq T_{\text{pulse}} + \frac{R}{k_{\text{min}}}. \tag{9}
\]

The density map in Fig. [1] does not only support the classical estimate [9] but additionally allows to resolve times when electrons with a certain energy most likely arrive at the detector. Typically, strong-field photoelectron spectra consist of so-called “direct” electrons with energies \( E_k < 2 \div 4U_p \) (where \( U_p = I/4\omega^2 \) is the ponderomotive energy in atomic units), and “rescattered” electrons at energies \( E_k < 10U_p \). The direct electrons are emitted at times with high absolute value of the electric field \( |E(t)| \) while the final energy of the rescattered electrons is determined at scattering times when the absolute value of the vector potential \( |A(t)| \) approaches its maximum (we consider first-order returns only) [15]. Indeed, from Fig. [1] it is clear that the curves \( t_{\text{reg}}(k, t_0) \) obtained from

\[
R = \int_{t_0}^{t_{\text{reg}}} A(t) dt + k(t_{\text{reg}} - t_0) \tag{10}
\]

match the corresponding times of highest time-resolved yield. Note that for registration times \( t_{\text{reg}} > T_{\text{pulse}} \) this equation simplifies so that the curves \( t_{\text{reg}}(k, t_0) \) are less “wiggly”. In any case, the time-resolved yield is nicely aligned along these curves of arrival.

A way to visualize the build-up of intercycle interference and the rescattering plateau was proposed in [34]. At times \( t_E \) where \( E(t_E) = 0 \), the contribution \( |\psi_{\text{bound}}(t_E)|^2 \) was projected out of the state \( |\Psi(t_E)|^2 \). The calculated spectra were then equal to those where the laser pulse was suddenly terminated at times \( t_E \) because the authors worked in the length gauge and, thus, eigenstates of their Hamiltonian at times \( t_E \) were eigenstates of the laser-free Hamiltonian. Analogously, within the velocity gauge this approach is valid at times \( t_A \) such that \( A(t_A) = 0 \). After obtaining \( |\Psi(t_A)|^2 \) one may set \( A(t > t_A) = 0 \) and apply the iSURFV method to efficiently post-propagate according to the field-free Hamiltonian.
The particular form of $J$ can be interpreted as the complex ionization times because similar build-ups are observed in SFA-based theories [1, 32, 35], where the photoelectron amplitude $M$ is also given by a time integral.

In quantum-orbit theory, this time integral is evaluated using the saddle-point method, and the saddle points can be interpreted as the complex ionization times $t_s$ that contribute predominantly,

$$a_s^{\text{SFA}}(T) = \sum_s M(k(t_s)).$$

A sudden shutdown of the laser in the TDSE simulations corresponds to discarding ionization times with $\text{Re}(t_s) > t_E$ (or $\text{Re}(t_s) > t_A$ in velocity gauge) [15, 38, 39].

Continuing exploring features accessible in SFA-based theories, we address the possibility to exclude intercycle interference (see, e.g., [38, 39]). In quantum orbit theory, this can be achieved by considering an incoherent sum over saddle points,

$$Y(\theta) = \sum |M(k(t_s))|^2.$$
while it is violated for a hydrogenic binding potential (see Figs. 4(a,b)) where a deviation in the arrival time \( \omega \Delta t_{\text{reg}} = -\Delta \phi \sim 0.12\pi \) is observed and illustrated in Fig. 5. The mapping of registration, ionization or tunneling-time delays to angular shifts is the basic idea behind so-called “attoclock” experiments [41,44].

**Conclusions.** We showed how the dominant pathways that constitute photoelectron spectra in strong-field laser ionization experiments are revealed by applying a short-time filter to the ionization amplitude that is calculated anyway within the efficient ISURFF approach incorporated in state-of-the-art strong-field TDSE solvers. Our method allows to connect ab initio TDSE simulations with simple and intuitive semi-analytical theories, thus providing insight and a way to benchmark and improve simple models. We also pointed out an efficient way to remove intercycle interference, revealing the envelopes of photoelectron spectra without ATI peaks.

Future work may concentrate on regimes where simple, semi-classical theories actually do not work, e.g., in the over-barrier-ionization regime or if excited states play a role.

This work was supported by the project BA 2190/10 of the German Science Foundation (DFG).

**Appendix.** All TDSE solutions in the present paper were obtained with the QPROP software [1,3]. For the examples with linear polarization an argon pseudo potential

\[
U_{Ar}(r) = \frac{1+17e^{-cr}}{r}, \quad r < R_{co}
\]

with \( c = 2.2074 \) was used. This leads to an ionization potential of \( I_p = 15.8 \text{eV} \) for the 3p initial state on a radial grid of resolution \( dr = 0.1 \). The flux-capturing surface was put at \( R = 350 \).

For the example with elliptical polarization the hydrogenic potential

\[
U_{Hy}(r) = \frac{1}{r}, \quad r < R_{co}
\]

and a short-range potential

\[
U_{sr}(r) = -C_1 e^{-c_2 r}, \quad r < R_{co}
\]

with \( C_1 = 5.2074 \) and \( c_2 = 5.0 \) were used. Both lead to a ground-state ionization potential \( I_p = 13.6 \text{eV} \). The flux-capturing surface was put at \( R = 200 \). In all calculations the long-range Coulomb tail was removed by matching it at \( r = R_{co} = 50 \) to a linear roll-off that reaches zero at \( r = 2R_{co} \). Since \( R > 2R_{co} \), this approximation allows to use Volkov functions for \( |k(t)| \) and the Volkov Hamiltonian

\[
\hat{H}(t) = \frac{(-i\nabla + A(t))^2}{2} - \frac{A^2(t)}{2},
\]

(with the purely time-dependent \( A^2(t)/2 \) term transformed away), leading to the density flux

\[
j_k(r, t) = \frac{i}{2} (k(t)|\nabla + iA(t)|r)(r|\Psi(t))
- \frac{i}{2} (k(t)|r)(r|\nabla + iA(t)|\Psi(t))
\]  

FIG. 4. (a,c) Integrated flux according (18) vs angle and time. Wavelength \( \lambda = 800 \text{nm} \), intensity \( I = 10^{14} \text{W/cm}^2 \), ellipticity \( \epsilon = 0.882 \). Flux-capturing surface is put at \( R = 200 \). Gray lines correspond to angles of \( -A(t) \), black lines on top of them indicate angles where \( |E(t)| > 0.986E_{\text{max}} \). (b,d) Total angular distributions, i.e., sections through \( t = T \) of (a,c). (a,b) for hydrogenic binding potential, (c,d) for short-range potential with same ionization potential \( I_p = 13.6 \text{eV} \).

FIG. 5. A section through the time and angle resolved distributions shown in Fig. 4 at angles \( \phi \) where the total yield is maximum, i.e., \( \phi = -0.495\pi \) (solid black) and \( \phi = 0.373\pi \) (solid gray) for hydrogen, \( \phi = -0.305\pi \) (dashed) and \( \phi = 0.495\pi \) (dashed gray) for short-range potential. All four curves are normalized to their maxima.
needed in equation (6). Unless the iSURFV method was used, the upper limit for the time integration was chosen $T = T_{\text{pulse}} + 500$. The time window

$$w(t) = 1 - e^{-\frac{(t - T)^2}{2T^2}} \quad (27)$$

with $T = 100$ was added to suppress the effects of finiteness of $T$. In the expression (12), where we use the iSURFV approach [11, 32, 35], the time-integrated flux density is

$$J_k^{(\infty)}(r, t_A) = \frac{i}{2} \langle \langle k(t_A) | \nabla | r \rangle \langle \frac{1}{E_k - H_0} | \Psi(t_A) \rangle - \frac{i}{2} \langle k(t_A) | r \rangle \langle \frac{1}{E_k - H_0} | \Psi(t_A) \rangle \rangle. \quad (28)$$

[1] V. Tulsy and D. Bauer, Computer Physics Communications 251, 107098 (2020)
[2] V. Mosert and D. Bauer, Computer Physics Communications 207, 452 (2016)
[3] D. Bauer and P. Koval, Computer Physics Communications 179, 39 (2000)
[4] V. P. Majety, A. Zielinski, and A. Scrinzi, New Journal of Physics 14, 013021 (2012)
[5] K. Amini, J. Biegert, F. Calegari, A. Chacón, M. F. Ciappina, A. Dauphin, D. K. Eftimov, C. F. de Morisson Faria, K. Giergiel, P. Gniewek, A. S. Landsman, M. Lesiuk, M. Mandrysz, A. S. Maxwell, R. Moszyński, L. Ortmann, J. A. Perez-Hernández, A. Picón, E. Pisanty, J. Prauzner-Bechcicki, K. Sacha, N. Suárez, A. Zair, J. Zakrzewski, and M. Lewenstein, Reports on Progress in Physics 82, 116001 (2019)
[6] D. B. Milošević, Physical Review A 96 (2017), 10.1103/physreva.96.023412
[7] L. Tao and A. Scrinzi, New Journal of Physics 14, 013021 (2012)
[8] K. K. Schafer and K. C. Kulander, Physical Review A 96, 023420 (2017), 10.1103/physrevlett.119.243201
[9] T. Keil, S. Popruzhenko, and D. Bauer, Physical Review Letters 117 (2016), 10.1103/physrevlett.117.243003
[10] A. S. Maxwell, A. Al-Jawahiry, T. Das, and C. F. de Morisson Faria, Physical Review A 96 (2017), 10.1103/physreva.96.023420
[11] C. F. de Morisson Faria and A. S. Maxwell, Reports on Progress in Physics 83, 034401 (2020)
[12] D. B. Milošević, G. G. Paulus, D. Bauer, and W. Becker, Journal of Modern Physics B: Atomic, Molecular and Optical Physics 49, 245001 (2016)
[13] Y. Li, Y. Zhou, M. He, M. Li, and P. Lu, Optics Express 24, 23697 (2016)
[14] M. Han, P. Ge, Y. Shao, M.-M. Liu, Y. Deng, C. Wu, Q. Gong, and Y. Liu, Physical Review Letters 119 (2017), 10.1103/physrevlett.119.073201
[15] A. Nayak, M. Dumergue, S. Kühn, S. Mondal, T. Csizmadia, N. Harshitha, M. Füle, M. U. Kahaly, Physical Review A 99, 034401 (2019)
[16] D. Bauer, Computer Physics Communications 250, 107062 (2020)
[17] P. Tzallas, G. Sansone, D. Charalambidis, and S. Kahaly, Physical Review A 101, 013413 (2019)
[18] B. F. Reid, T. Bredtmann, and S. Patchkovskii, Journal of Physics B: Atomic, Molecular and Optical Physics 49, 245001 (2016)
[19] X. Hao, Y. Bai, X. Zhao, C. Li, J. Zhang, J. Wang, W. Li, C. Wang, W. Quan, X. Liu, Z. Shu, M. Liu, and J. Chen, Physical Review A 101, 051401 (2020)
[20] A. M. Ermolaev, I. V. Puzynin, A. V. Selin, and S. I. Vinitsky, Physical Review A 60, 4831 (1999)
[21] K. J. Schäfer and K. C. Kulander, Physical Review A 42, 063002 (2015)
[22] D. Bauer, D. B. Milošević, and W. Becker, Journal of Modern Physics B: Atomic, Molecular and Optical Physics 49, 245001 (2016)
[23] A. Nayak, M. Dumergue, S. Kühn, S. Mondal, T. Csizmadia, N. Harshitha, M. Füle, M. U. Kahaly, Physical Review A 99, 034401 (2019)
[24] D. Bauer, Computer Physics Communications 250, 107062 (2020)
[43] A. S. Landsman, M. Weger, J. Maurer, R. Boge, A. Ludwig, S. Heuser, C. Cirelli, L. Gallmann, and U. Keller, Optica 1, 343 (2014).

[44] M. Han, P. Ge, Y. Fang, X. Yu, Z. Guo, X. Ma, Y. Deng, Q. Gong, and Y. Liu, Physical Review Letters 123 (2019), 10.1103/physrevlett.123.073201.

[45] C. C. Chirilă, I. Dreissigacker, E. V. van der Zwan, and M. Lein, Physical Review A 81 (2010), 10.1103/physreva.81.033412.

[46] M. Murakami, O. Korobkin, and M. Horbach, Physical Review A 95 (2017), 10.1103/physreva.95.059909.

[47] N. Suárez, A. Chacón, J. A. Pérez-Hernández, J. Biegert, M. Lewenstein, and M. F. Ciappina, Physical Review A 95 (2017), 10.1103/physreva.95.033415.

[48] N. Tancogne-Dejean and A. Rubio, Science Advances 4, eaa05207 (2018).

[49] C. Chen, F.-M. Guo, Y.-J. Yang, Y.-J. Chen, and S.-P. Yang, EPL (Europhysics Letters) 127, 34004 (2019).