CONVERGENCE OF SOBOLEV GRADIENT TRAJECTORIES TO ELASTICA
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Abstract. In this paper we study the $H^2(ds)$-gradient flow for the modified elastic energy defined on closed immersed curves in $\mathbb{R}^n$. We prove the existence of a unique global-in-time solution to the flow and establish full convergence to elastica by way of a Lojasiewicz–Simon gradient inequality.
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1. INTRODUCTION

This paper is concerned with a Sobolev gradient flow for the modified elastic energy defined on closed immersed curves $\gamma : S^1 \to \mathbb{R}^n$:

$$\mathcal{E}(\gamma) := \int_\gamma k^2 \, ds + \lambda^2 \mathcal{L}(\gamma),$$

1. INTRODUCTION

This paper is concerned with a Sobolev gradient flow for the modified elastic energy defined on closed immersed curves $\gamma : S^1 \to \mathbb{R}^n$:
where \( n \in \mathbb{N}_{\geq 2} \); \( \lambda \) is a nonzero constant; \( \mathcal{L}(\gamma) \), \( k \) and \( s \) denote the length, the curvature and the arc length parameter of \( \gamma \), respectively; and throughout the paper \( S^1 \) is identified with \([0,1]\) modulo endpoints. In the case \( n = 2 \) the critical points of \( \mathcal{E} \) are the classical Euler–Bernoulli elastica.

A variety of gradient flows toward elastica have been studied by other authors, beginning with the curve-straightening flow studied by Langer and Singer for closed curves in \( \mathbb{R}^3 \) [16] and Riemannian manifolds [17]. Langer and Singer consider the restriction of the total squared curvature to constant speed curves. Under this restriction the total squared curvature of a curve is equivalent to the Dirichlet energy of its tangent indicatrix. Langer and Singer show that the Dirichlet energy satisfies the Palais–Smale condition on a Hilbert manifold of tangent indicatrices of Sobolev class \( H^1 \). Consequences of this are existence for all positive time as well as sub-convergence (convergence of a subsequence) of the associated gradient flow, where the gradient is defined by the \( H^1 \)-metric on indicatrices.

The work of Langer and Singer was extended in several directions by Linnér [19, 20] and also Wen who studied the \( L^2 \)-gradient flow of Dirichlet energy on indicatrices [42] and then the \( L^2(ds) \)-gradient flow of the total squared curvature on constant speed planar curves [43]. In both cases Wen proved that in the case of smooth initial data with non-zero winding number, solutions exist for all positive time and converge to circles. Around the same time Koiso [14] obtained similar results for unit speed space curves, and Polden [34] considered the \( L^2(ds) \)-flow of the modified elastic energy \( \mathcal{E} \) for planar curves without constraint. Polden found that given smooth initial data the flow exists globally and sub-converges modulo translations to critical points of the energy. Dziuk et. al. [9] extended the results of Wen and Polden to closed curves in \( \mathbb{R}^n \).

More recently the \( L^2(ds) \)-gradient flow for \( \mathcal{E} \) has become known as the elastic flow and has been studied on spaces of closed curves with area constraint [29, 30], open curves with boundary conditions [18, 6, 41], non-compact curves [27] and planar networks [7]. For a more complete list of references we refer to the recent survey [22]. Standard results are solvability of the elastic flow for smooth initial curve and subconvergence of solutions to elastica. There is room for improvement on both fronts. With initial data in the energy class \( H^2 \), well-posedness of the elastic flow with boundary conditions was proved in [37] by way of analytic semigroup theory; and for the more general \( p \)-elastic flow (which is the elastic flow when \( p = 2 \)) [2, 28, 31, 32] show existence of weak solutions by the minimizing movements method. Stronger convergence results are obtained in [8, 23] using Łojasiewicz–Simon gradient inequalities. We note however that except for some special cases of weak solutions to the \( p \)-elastic flow, the existence results do not include uniqueness. Moreover, the convergence results are always up to reparametrisation and sometimes translation\(^1\).

In this paper we introduce a new gradient flow for \( \mathcal{E} \). We prove the existence of unique global-in-time strong solutions starting from initial curves in the energy space \( H^2 \) and full convergence of gradient trajectories to elastica without any corrections to translation or parametrisation. Namely, we consider the Cauchy problem for the \( H^2(ds) \)-gradient flow for \( \mathcal{E} \) defined on closed curves in \( \mathbb{R}^n \):

\[
\begin{cases}
\partial_t \gamma = -\text{grad} \mathcal{E}_\gamma, \\
\gamma(\cdot, 0) = \gamma_0(\cdot).
\end{cases}
\]

\[^1\text{[14, 29, 30] proved full convergence without any translation corrections due to the invariance of center of gravity of curves under the elastic flow with the inextensibility condition, but the inextensibility condition fixes parametrisation. In [23] translation assumptions are neatly avoided without constraints, but reparametrisation is still required.}\]
Here, \( \text{grad} \mathcal{E}_\gamma \) denotes the \( H^2(ds) \)-gradient for \( \mathcal{E} \) at \( \gamma \) (for the precise definition and its expression, see Section 2), i.e. the gradient of \( \mathcal{E} \) with respect to the inner product

\[
\langle v, w \rangle_{H^2(ds), \gamma} := \int_\gamma \langle v, w \rangle \, ds + \int_\gamma \langle v_s, w \rangle \, ds + \int_\gamma \langle v_{ss}, w_{ss} \rangle \, ds
\]

for variations \( v, w \in H^2(S^1, \mathbb{R}^n) \) along \( \gamma \). We consider initial data \( \gamma_0 \) in the space of \( H^2 \) immersions

\[
\mathcal{I}^2(S^1, \mathbb{R}^n) := \{ \gamma \in H^2(S^1, \mathbb{R}^n) : |\gamma'(u)| > 0 \}
\]

which is an open subset of \( H^2(S^1, \mathbb{R}^n) \) (see Lemma 3.1 (i)). The main result of this paper is as follows:

**Theorem 1.1.** Let \( \gamma_0 \in \mathcal{I}^2(S^1, \mathbb{R}^n) \). Then problem \((\text{GF})\) possesses a unique global-in-time solution \( \gamma \) in the class \( C^1([0, \infty), \mathcal{I}^2(S^1, \mathbb{R}^n)) \). Moreover, the solution \( \gamma \) converges to an elastica as \( t \to \infty \) in the \( H^2 \)-topology.

Since it is defined by the \( H^2(ds) \)-metric, \( \text{grad} \mathcal{E}_\gamma \) is also of class \( H^2 \) and so \((\text{GF})\) is an ODE in the Sobolev space \( H^2(S^1, \mathbb{R}^n) \). Thus we prove the existence of local-in-time solutions to problem \((\text{GF})\) by the use of the generalized (to Banach space) Picard–Lindelöf theorem (Proposition 3.2). Moreover, thanks to the metric completeness of the space \( \mathcal{I}^2(S^1, \mathbb{R}^n) \) with respect to the \( H^2(ds) \)-Riemannian metric (see [4, Theorem 4.3]), the proof of the existence of global-in-time solutions follows from a simple adaptation of the method used in [33, Theorem 9.1.6].

The metric completeness is also a key ingredient in the proof of convergence: we use a Lojasiewicz–Simon gradient inequality to show that the \( H^2(ds) \)-length of a gradient trajectory is finite, and therefore converges by completeness. Proving that such an inequality holds for \( \mathcal{E} \) is complicated by the fact that, due to reparametrisation invariance, the second derivative of \( \mathcal{E} \) has an infinite dimensional nullspace and therefore cannot be Fredholm. This can be overcome by restricting the energy to a submanifold consisting of curves which form a cross-section of the reparametrisation symmetry, proving that a Lojasiewicz–Simon inequality holds for this restriction, and then extending the inequality by symmetry. This is the method used in e.g. [5],[8] and [23] where the chosen submanifold consists of normal graphs over the critical point. Here we instead restrict to the submanifold of arc length proportionally parametrised curves. Even in finite codimension, verifying a Lojasiewicz–Simon gradient inequality on a submanifold is far from trivial (see [36]), but here we are helped by the fact that the restriction of \( \mathcal{E} \) to arc length proportionally parametrised curves takes a simple form.

We remark that the \( H^2(ds) \)-gradient flow for \( \mathcal{E} \) is different from the flow considered by Langer and Singer [16, 17] and Linnér [19, 21]. These authors carry out their analysis using an \( H^1 \)-metric on a space of indicatrices, which is effectively \( H^2 \) on the space of curves but without measuring the zeroth order product of variations – the first summand in (2). As observed by Wen [43] and then clearly demonstrated by Linnér [21], different representations of the space of curves and different choices for the metric on these spaces result in geometrically distinct flows.

Finally, we mention that Sobolev gradient flows for other geometric functionals have been studied, e.g. the \( H^1(ds) \)-curve shortening flow [40], the \( H^2 \)-elastic flow for graphs with an obstacle [25], and fractional Sobolev gradient flows for knot energies [35, 13]. We also mention the comprehensive book by Neuberger [26] which discusses many applications as well as the numerical advantages of Sobolev gradient flows.

The rest of this paper is organized as follows: In Section 2 we give the precise formulation of the \( H^2(ds) \)-gradient flow for \( \mathcal{E} \) and introduce some notation. In Section 3 we prove the existence of a unique global-in-time solution of (GF). We prove the full
convergence of solutions to (GF) as follows: in Section 4.2 we verify the analyticity of the functional $E$; in Section 4.3 we introduce the submanifold of arc length proportionally parametrised curves, and in Section 4.4 we prove a Lojasiewicz–Simon gradient inequality on this submanifold which we then extend to a Lojasiewicz–Simon gradient inequality on all of $\mathcal{I}^2(S^1, \mathbb{R}^n)$; finally we prove full convergence of solutions to an elastica by way of the Lojasiewicz–Simon gradient inequality in Section 5.
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2. Formulation

2.1. The $H^2(ds)$-gradient. We derive the $H^2(ds)$-gradient for the modified elastic energy $E$ (1) defined on closed immersed curves $\gamma \in \mathcal{I}^2(S^1, \mathbb{R}^n)$. For $v, w \in H^2(S^1, \mathbb{R}^n)$ define the $H^2(ds)$-inner product by

$$\langle v, w \rangle_{H^2(ds)} := \langle v, w \rangle_{L^2(ds)} + \langle v_s, w_s \rangle_{L^2(ds)} + \langle v_{ss}, w_{ss} \rangle_{L^2(ds)},$$

with

$$\langle v, w \rangle_{L^2(ds)} := \int_\gamma \langle v, w \rangle \, ds,$$

where $\langle \cdot, \cdot \rangle$ denotes the Euclidean product. From now on we will omit the subscript $\gamma$ from the $H^2(ds), L^2(ds)$ products unless it is needed. Because they depend on the base curve $\gamma$ the $L^2(ds)$ and $H^2(ds)$ products (3), (4) are Riemannian metrics on $\mathcal{I}^2(S^1, \mathbb{R}^n)$. The $H^2(ds)$-norm is equivalent to the usual $H^2$-norm but the constants $c_1, c_2$ in

$$c_1 \| v \|_{H^2} \leq \| v \|_{H^2(ds)} \leq c_2 \| v \|_{H^2}$$

will depend on $\gamma$. Indeed from $v_s = \frac{v'}{|\gamma'|}$ and $v_{ss} = \frac{1}{|\gamma'|} v'' - \frac{\gamma''}{|\gamma'|^3} v'$, setting $c_0 = (\min |\gamma'|)^{-1}$

$$\| v \|_{H^2(ds)}^2 \leq \| \gamma' \|_{L^\infty} \| v \|_{L^2}^2 + c_0 \| v'' \|_{L^2}^2 + c_0 \| v'' \|_{L^2}^2 + c_0 \| \gamma'' \|_{L^\infty} \| v' \|_{L^\infty}^2$$

$$\leq c_2^2 \| v \|_{H^2}^2.$$

The left inequality in the norm equivalence is similar.

It then follows from the Lax-Milgram theorem that $H^2(ds)$ is a strong Riemannian metric, meaning that at each $\gamma$ it gives an continuous linear isomorphism between $H^2(S^1, \mathbb{R}^n)$ and its dual. For contrast, the $L^2(ds)$-product does not - it is a weak Riemannian metric.

For the Gateaux derivative of $E$ at $\gamma \in \mathcal{I}^2(S^1, \mathbb{R}^n)$ we find

$$dE_\gamma v = \frac{d}{d\varepsilon} E(\gamma + \varepsilon v) \bigg|_{\varepsilon = 0} = \int_0^\gamma \left[ 2 \langle \gamma_{ss}, v_{ss} \rangle - 3k^2 \langle \gamma_s, v_s \rangle - \lambda^2 \langle \gamma_{ss}, v \rangle \right] \, ds$$

for all $v \in H^2(S^1, \mathbb{R}^n)$. Using Lemma 3.1 it is not too difficult to show that $dE_\gamma$ is bounded in $(H^2)^*$. Moreover, it depends continuously on $\gamma$ and is therefore a Frechét derivative. Then since $H^2(ds)$ is a strong metric there exists an $H^2(ds)$-gradient of $E$ at $\gamma$, meaning

$$\langle \operatorname{grad} E_\gamma, v \rangle_{H^2(ds)} = \int_0^\gamma \left[ 2 \langle \gamma_{ss}, v_{ss} \rangle - 3k^2 \langle \gamma_s, v_s \rangle - \lambda^2 \langle \gamma_{ss}, v \rangle \right] \, ds$$
for all \( v \in H^2(S^1; \mathbb{R}^n) \). To derive the explicit form of \( \text{grad} \, \mathcal{E}_\gamma \), observe that (6) is the weak formulation of

\[
(\text{grad} \, \mathcal{E}_\gamma)_{\text{ssss}} - (\text{grad} \, \mathcal{E}_\gamma)_{ss} + \text{grad} \, \mathcal{E}_\gamma = \nabla \mathcal{E}_\gamma
\]

(7)

where \( \nabla \mathcal{E}_\gamma = 2\gamma_{\text{ssss}} + 3(k^2 \gamma_s)_s - \lambda^2 \gamma_{ss} \) is the classical \( L^2(ds) \)-gradient.

To solve (7) we derive the Green’s function, i.e. the solution to

\[
G_{xxxx}(x, y) - G_{xx}(x, y) + G(x, y) = \delta(x - y)
\]

(8)

which is \( C^2 \) periodic. Using the general solution to the homogeneous equation we set

\[
G(x, y) = \begin{cases} 
    b_1 e^{\frac{\sqrt{x}}{2}} \cos \frac{\sqrt{y}}{2} + b_2 e^{\frac{-\sqrt{x}}{2}} \cos \frac{\sqrt{y}}{2} + b_3 e^{\frac{\sqrt{x}}{2}} \sin \frac{\sqrt{y}}{2} + b_4 e^{\frac{-\sqrt{x}}{2}} \sin \frac{\sqrt{y}}{2} & \text{if} \ x < y, \\
    c_1 e^{\frac{\sqrt{x}}{2}} \cos \frac{\sqrt{y}}{2} + c_2 e^{\frac{-\sqrt{x}}{2}} \cos \frac{\sqrt{y}}{2} + c_3 e^{\frac{\sqrt{x}}{2}} \sin \frac{\sqrt{y}}{2} + c_4 e^{\frac{-\sqrt{x}}{2}} \sin \frac{\sqrt{y}}{2} & \text{if} \ x > y.
\end{cases}
\]

In order to solve for the unknown parameters \( b_i \) and \( c_i \) we enforce periodic boundary conditions \( \partial_i G(0, y) = \partial_i G(L(\gamma), y) \) for \( i = 0, 1, 2, 3 \), continuity at \( x = y \) of \( \partial_i G(x, y) \) for \( i = 0, 1, 2 \), and the third order discontinuity

\[
\lim_{x \to y^+} \partial_3^3 G(x, y) - \lim_{x \to y^-} \partial_3^3 G(x, y) = 1.
\]

We find:

\[
G(x, y; \gamma) = \frac{A(\mathcal{L}(\gamma) - |x - y|_1, |x - y|)}{\beta(\mathcal{L}(\gamma))}, \quad 0 \leq x, y \leq \mathcal{L}(\gamma),
\]

where

\[
A(x_1, x_2) = \sinh \frac{\sqrt{3}x_1}{2} \cos \frac{x_2}{2} + \sinh \frac{\sqrt{3}x_2}{2} \cos \frac{x_1}{2}
\]

\[
\beta(\ell) = 2\sqrt{3} \left( \cosh \frac{\sqrt{3}\ell}{2} - \cos \frac{\ell}{2} \right).
\]

Now, setting

\[
s := s_\gamma(u) = \int_0^u |\gamma'(\xi)| \, d\xi, \quad \tilde{s} := s_\gamma(\tilde{u}) = \int_0^{\tilde{u}} |\gamma'(\xi)| \, d\xi, \quad \text{for} \ u, \tilde{u} \in S^1,
\]

the solution to (6) is

\[
\text{grad} \, \mathcal{E}_\gamma(s) = \int_0^{\mathcal{L}(\gamma)} G(s, \tilde{s}; \gamma) \nabla \mathcal{E}_\gamma(\tilde{s}) \, d\tilde{s}
\]

\[
= \int_0^{\mathcal{L}(\gamma)} G[2\gamma_{\text{ssss}} + 3(k^2 \gamma_s)_s - \lambda^2 \gamma_{ss}] \, d\tilde{s}
\]

\[
= \int_0^{\mathcal{L}(\gamma)} [2G_{\text{ssss}} \gamma_s - G_{\text{ss}}(3k^2 - \lambda^2) \gamma_s] \, d\tilde{s}
\]

\[
= 2\gamma(s) + \int_0^{\mathcal{L}(\gamma)} [2G_{\text{ss}} - G_{\text{s}}(3k^2 - \lambda^2) \gamma_s] \, d\tilde{s}
\]

\[
= 2\gamma(s) - \int_0^{\mathcal{L}(\gamma)} [2G_{\text{s}} + G_{\text{s}}(3k^2 + 2 - \lambda^2)] \, d\tilde{s},
\]
where we have used (8) and the relation $G(s, \tilde{s}; \gamma) = G(\tilde{s}, s; \gamma)$. Thus we obtain

\[
\text{grad} \mathcal{E}_\gamma(u) = 2\gamma(u) - \int_0^1 \left[ 2G(s, \tilde{s}; \gamma)\gamma(\tilde{u})|\gamma'(\tilde{u})| \\
+ \frac{1}{|\gamma'(\tilde{u})|} \partial_u G(s, \tilde{s}; \gamma)\gamma'(\tilde{u})(3k(\tilde{u})^2 + 2 - \lambda^2) \right] d\tilde{u}.
\]

By definition $\text{grad} \mathcal{E}_\gamma \in H^2(S^1, \mathbb{R}^n)$ (this can also be checked directly from (11), as in Lemma 3.1 (iv)) and so problem (GF) is an ODE in $I^2(S^1, \mathbb{R}^n)$.

2.2. Metric completeness. The $H^2(ds)$-Riemannian distance between $\gamma, \beta \in I^2(S^1, \mathbb{R}^n)$ is

\[
\text{dist}(\gamma, \beta) := \inf_p \int_0^1 \|p'(t)\|_{H^2(ds)} dt,
\]

where the infimum is taken over all piecewise $C^1$ paths $p : [0, 1] \to I^2(S^1, \mathbb{R}^n)$ with $p(0) = \gamma$ and $p(1) = \beta$. By Theorem 1.9.5 in [12], since $H^2(ds)$ is a strong Riemannian metric\footnote{Note that the definition of a Riemannian metric used in [12] includes the assumption that it is strong.} the distance function defines a metric on $I^2(S^1, \mathbb{R}^n)$ whose topology coincides with the $H^2$-topology.

Lemma 2.1 ([4], Lemma 4.2). Write $B_r^{\text{dist}}(\gamma_0)$ for the open ball with radius $r$ with respect to the $H^2(ds)$-Riemannian distance.

(i) Given $\gamma_0 \in I^2(S^1, \mathbb{R}^n)$ there exist $r > 0$ and $C > 0$ such that

\[
\text{dist}(\gamma_1, \gamma_2) \leq C\|\gamma_1 - \gamma_2\|_{H^2}
\]

for all $\gamma_1, \gamma_2 \in B_r^{\text{dist}}(\gamma_0)$.

(ii) Given $B_{r_1}^{\text{dist}}(\gamma_0) \subset I^2(S^1, \mathbb{R}^n)$ there exists $C > 0$ such that

\[
\|\gamma_1 - \gamma_2\|_{H^2} \leq C\text{dist}(\gamma_1, \gamma_2)
\]

for all $\gamma_1, \gamma_2 \in B_{r_1}^{\text{dist}}(\gamma_0)$.

Theorem 2.2 ([4], Theorem 4.3). $(I^2(S^1, \mathbb{R}^n), \text{dist})$ is a complete metric space.

For contrast once again, the distance obtained from the $L^2(ds)$-metric does not give a complete metric space and in fact vanishes on any path component. See [24] and the discussion in [40].

2.3. Symmetries. Given a diffeomorphism $\phi \in \text{Diff}(S^1)$ we have the action by reparametrisation $\Phi : I^2(S^1, \mathbb{R}^n) \to I^2(S^1, \mathbb{R}^n)$, $\Phi \gamma := \gamma \circ \phi$. Since $\Phi$ is linear we have $d\Phi = \Phi$. Along the same lines as in [40] Section 3, this action is an isometry of the $H^2(ds)$-metric. That is,

\[
\langle \Phi v, \Phi w \rangle_{H^2(ds), \Phi \gamma} = \langle v, w \rangle_{H^2(ds), \gamma}.
\]

Moreover, the energy $\mathcal{E}$ is invariant under reparametrisation: $\mathcal{E}(\gamma) = \mathcal{E}(\Phi \gamma)$ and therefore $d\mathcal{E}_\gamma = d\mathcal{E}_{\Phi \gamma} \Phi$. Applying the definition of the gradient and the isometry property, we have

\[
d\mathcal{E}_\gamma v = (\text{grad} \mathcal{E}_\gamma, v)_{H^2(ds), \gamma} = \langle \Phi \text{grad} \mathcal{E}_\gamma, \Phi v \rangle_{H^2(ds), \Phi \gamma}.
\]

On the other side $d\mathcal{E}_{\Phi \gamma} \Phi v = (\text{grad} \mathcal{E}_{\Phi \gamma}, \Phi v)_{H^2(ds), \Phi \gamma}$ and equating the two we observe that $\Phi \text{grad} \mathcal{E}_\gamma = \text{grad} \mathcal{E}_{\Phi \gamma}$. Using the isometry property again we have

\[
\|\text{grad} \mathcal{E}_\gamma\|_{H^2(ds)} = \|\text{grad} \mathcal{E}_{\Phi \gamma}\|_{H^2(ds)}.
\]

By a similar argument, the above also holds when $\Phi$ is the map induced by a fixed translation in $\mathbb{R}^n$.\footnote{Note that the definition of a Riemannian metric used in [12] includes the assumption that it is strong.}
3. Existence and uniqueness

From now on, we set
\begin{equation}
F(\gamma) := -\operatorname{grad} E(\gamma) \quad \text{for } \gamma \in \mathcal{I}^2(S^1, \mathbb{R}^n).
\end{equation}
Moreover, we denote by $C_S$ the Sobolev constant of the imbedding $H^1(S^1) \subset C^2(S^1)$:
\[
\|f\|_{C^2(S^1)} \leq C_S \|f\|_{H^1(S^1)}.
\]

**Lemma 3.1.** Let $\gamma_0 \in \mathcal{I}^2(S^1, \mathbb{R}^n)$ and $b = \frac{1}{2} \min_{u \in S^1} |\gamma'_0(u)|$. Then there exist positive constants $c_1, c_2, c_3$ depending on $\gamma_0$ such that for all $\gamma$ in the open $H^2$-ball $U = B_{b/C_S}^{H^2} (\gamma_0) := \{ \gamma \in H^2(S^1, \mathbb{R}^n) : \|\gamma - \gamma_0\|_{H^2} < b/C_S \}$:

(i) for all $u \in S^1$: $0 < c_1 < |\gamma'(u)| < c_2$, and therefore $c_1 < \mathcal{L}(\gamma) < c_2$,
(ii) $T : U \rightarrow H^1(S^1, \mathbb{R}^n)$, $\gamma \mapsto \gamma$ is locally Lipschitz,
(iii) $\kappa : U \rightarrow L^2(S^1, \mathbb{R}^n)$, $\gamma \mapsto \gamma_{ss}$ is locally Lipschitz, and $\|k\|_{L^2} < c_3$,
(iv) $\|F(\gamma)\|_{H^2} \leq c_3$,
(v) $\|DF(\gamma)\|_{op} \leq c_3$.

where $\|\cdot\|_{op}$ is the operator norm.

**Proof.** By the Sobolev imbedding we have
\[
\|\gamma'(u) - |\gamma'_0(u)| \leq \|\gamma' - \gamma'_0\|_{C^0} \leq C_S \|\gamma - \gamma_0\|_{H^2} < b
\]
for all $u \in S^1$, and then
\[
0 < |\gamma'_0(u)| - b < |\gamma'(u)| < b + \|\gamma'_0\|_{C^0}
\]
which proves (i).

Suppose $\gamma, \mu$ are in the open $H^2$-ball centered at $\gamma_0$ with radius $b/C_S$, then by (i)
\begin{align}
|T(\gamma) - T(\mu)| &= \left| \frac{\gamma'}{|\gamma'|} - \frac{\mu'}{|\mu'|} \right| = \frac{1}{|\gamma'|^2} |\gamma'|^2 |\gamma' - \mu'\gamma'| + |\gamma'| - |\mu'| |\gamma'| \\
&\leq \frac{2}{c_1} |\gamma' - \mu'| \leq \frac{2}{c_1} \|\gamma' - \mu'\|_{L^2}
\end{align}
and therefore $\|T(\gamma) - T(\mu)\|_{L^2} \leq \frac{2}{c_1} \|\gamma' - \mu'\|_{L^2}$. Showing that
\[
\|T(\gamma') - T(\mu')\|_{L^2} \leq c \|\gamma' - \mu'\|_{H^1}
\]
uses basically the same method but with more terms. Thus (ii) follows.

From $\gamma_{ss} = \gamma'' |\gamma'|^{-2} - \langle \gamma'', \gamma' \rangle |\gamma'|^{-4}$ we get
\[
|\kappa|^2 = \frac{|\gamma''|^2}{|\gamma'|^4} - \frac{(\gamma'', \gamma')^2}{|\gamma'|^6} \leq 2 \frac{|\gamma''|^2}{|\gamma'|^4} \leq \frac{2}{c_1^4} |\gamma''|^2
\]
and then since $|\kappa| = k$:
\[
\int k^2 du \leq \frac{2}{c_1^4} \|\gamma''\|^2_{L^2} \leq \frac{2}{c_1^4} \left( \frac{b}{C_S} + \|\gamma_0\|_{H^2} \right)^2.
\]
The proof that
\[
\|\kappa(\gamma) - \kappa(\mu)\|_{L^2} \leq c \|\gamma - \mu\|_{H^2}
\]
is similar to (ii). Thus (iii) follows.
From now on the arguments of $G$ and its derivatives, when omitted, should be taken to be $s, \tilde{s}; \gamma$. By (11) and (13) we have

\begin{align}
(16) \quad F(\gamma)(u) &= -2\gamma(u) + \int_0^1 \left[2G\gamma(\bar{u})|\gamma'(\bar{u})| \\
+ \frac{1}{|\gamma'(\bar{u})|}\partial_\beta G\gamma'(\bar{u}) (3k(\bar{u})^2 + 2 - \lambda^2) \right] d\bar{u},
\end{align}

\begin{align}
(17) \quad F'(\gamma)(u) &= -2\gamma'(u) + \int_0^1 \left[2\partial_\beta G\gamma(\bar{u})|\gamma'(\bar{u})| \\
+ \frac{1}{|\gamma'(\bar{u})|}\partial_\beta\partial_\beta G\gamma'(\bar{u}) (3k(\bar{u})^2 + 2 - \lambda^2) \right] d\bar{u},
\end{align}

\begin{align}
(18) \quad F''(\gamma)(u) &= -2\gamma''(u) + \int_0^1 \left[2\partial_\beta^2 G\gamma(\bar{u})|\gamma'(\bar{u})| \\
+ \frac{1}{|\gamma'(\bar{u})|}\partial_\beta^2\partial_\beta G\gamma'(\bar{u}) (3k(\bar{u})^2 + 2 - \lambda^2) \right] d\bar{u}.
\end{align}

Then, suppressing arguments in $A(\mathcal{L}(\gamma) - |s - \tilde{s}|, |s - \tilde{s}|)$ and $\beta(\mathcal{L}(\gamma))$, the derivatives of $G$ are

\begin{align}
(21) \quad \partial_\beta G &= \frac{\partial_2 - \partial_1}{\beta} A \text{sgn}(s - \tilde{s})|\gamma'(u)|, \\
(22) \quad \partial_\beta G &= -\partial_\beta G, \\
(23) \quad \partial_\beta\partial_\beta G &= -\frac{\partial_2 - \partial_1}{\beta^2} A|\gamma'(u)||\gamma'(u)|, \\
(24) \quad \partial_\beta^2 G &= \frac{\partial_2 - \partial_1}{\beta^2} A|\gamma'(u)|^2 + \partial_\beta G\frac{\gamma'(u), \gamma''(u)}{|\gamma'(u)|^2}, \\
(25) \quad \partial_\beta^2\partial_\beta G &= -\frac{\partial_2 - \partial_1}{\beta^3} A \text{sgn}(s - \tilde{s})|\gamma'(\bar{u})||\gamma'(u)|^2 \\
- \frac{\partial_2 - \partial_1}{\beta^3} A|\gamma'(\bar{u})|\frac{\gamma'(u), \gamma''(u)}{|\gamma'(u)|},
\end{align}

where in the expressions for $\partial_\beta\partial_\beta G$ and $\partial_\beta^2 G$ we have used the fact, computed from (10), that $(\partial_2 - \partial_1) A(\mathcal{L}(\gamma), 0)$ vanishes. Now $A$ and $\beta$ are both smooth functions, and each of $s, \tilde{s}, \mathcal{L}(\gamma)$ is $L^\infty$-bounded by (i). Moreover, $\beta(\mathcal{L}(\gamma))$ is bounded away from zero by (i), and so the quotients in the above expressions are all bounded. It follows that $\partial_\beta G, \partial_\beta^2 G, \partial_\beta\partial_\beta G$ are bounded and then from (16),(18), (21), (22) and (23), using (iii), we confirm that $\|F(\gamma)\|_{L^1}$ is bounded. From (24),(25) there exist positive constants $C_1, C_2$ such that

\begin{align*}
|\partial_\beta^2 G(s, \tilde{s}; \gamma)| &\leq C_1(|\gamma'(u)|^2 + |\gamma''(u)|), \\
|\partial_\beta^2\partial_\beta G(s, \tilde{s}; \gamma)| &\leq C_2|\gamma'(\bar{u})|(|\gamma'(u)|^2 + |\gamma''(u)|).
\end{align*}

Using these inequalities with (20), we have

\begin{align*}
|F''(\gamma)(u)| &\leq 2|\gamma''(u)| \\
+ \int_0^1 \left[2C_1(|\gamma'(u)|^2 + |\gamma''(u)|)|\gamma(\bar{u})||\gamma'(\bar{u})| \\
+ C_2|\gamma'(\bar{u})||\gamma'(u)||\gamma''(u)| (3k(\bar{u})^2 + 2 + \lambda^2) \right] d\bar{u}.
\end{align*}

Using (iii) again we have that $\|F(\gamma)''\|_{L^2}$ is bounded. Thus (iv) follows.
Let $\alpha : (a, b) \to \mathcal{I}^2(S^1, \mathbb{R}^n)$ be a variation through $\gamma$ in the direction $v \in H^2(S^1, \mathbb{R}^n)$, i.e $\alpha(0) = \gamma$ and $\alpha'(0) = v$. Treating $\alpha$ as a function of two variables $\alpha(\varepsilon; u)$, we calculate

$$\partial_\varepsilon |_{\varepsilon=0} \langle \alpha_{u\varepsilon}, \alpha_u \rangle - \langle \alpha_{\varepsilon u}, \alpha_s \rangle |_{\varepsilon=0} = \langle \alpha_{u\varepsilon}, \alpha_s \rangle |_{\varepsilon=0} = \langle v_u, \gamma_s \rangle.$$  

Hence also at $\varepsilon = 0$ we have $\partial_\varepsilon ds = \langle v_s, \gamma_s \rangle ds$. Similarly for any function $\phi$ depending on $\alpha$ we find the following relation for commutation with the arc length derivative

$$\phi_{\varepsilon s} |_{\varepsilon=0} = \phi_{\varepsilon s} - \langle \alpha_{\varepsilon s}, \alpha_s \rangle \phi_s |_{\varepsilon=0} = \phi_{\varepsilon s} - \langle v_s, \gamma_s \rangle \phi_s.$$  

Using these formulae we calculate

$$DF_\gamma v = \partial_\varepsilon F(\alpha) |_{\varepsilon=0}$$

$$= -2v + \int_0^\mathcal{L}(\gamma) \left[ 2DG_\gamma v + 2Gv + 2G\gamma \langle v_{\tilde{s}}, \gamma_{\tilde{s}} \rangle \right. $$

$$+ \left. (DG_\gamma v)_{\tilde{s}} \gamma_{\tilde{s}} + G\tilde{s}v_{\tilde{s}} \right) \left( 3k^2 + 2 - \lambda^2 \right)$$

$$+ G\tilde{s}\gamma_{\tilde{s}}(6 \langle v_{\tilde{s}\tilde{s}}, \gamma_{\tilde{s}\tilde{s}} \rangle - (15k^2 + 2 - \lambda^2) \langle v_{\tilde{s}}, \gamma_{\tilde{s}} \rangle) \right] d\tilde{s}. $$

To see that $\|DF_\gamma\|_{op}$ is bounded, note from (9) that $G(x, y)$ and $\partial_\tilde{s}G(x, y)$ are both continuous functions, and so by (i) we have $L^\infty$-bounds for $G(s, \tilde{s})$ and $G\tilde{s}(s, \tilde{s})$. Since (iii) gives an $L^2$-bound for $k$, it remains to show that $DG_\gamma v$ and $(DG_\gamma v)_s$ are bounded. From $s_\gamma = \int_0^s |\gamma'(\tau)| d\tau$ and $\mathcal{L}(\gamma) = s_\gamma(1)$ we calculate

$$DS_\gamma v = \int_0^s \langle v', \gamma'/|\gamma'| \rangle d\tau,$$

$$DL_\gamma v = \int_0^s \langle v', \gamma'/|\gamma'| \rangle d\tau,$$

$$D(|s - \tilde{s}|)_{\gamma v} = sgn(s - \tilde{s}) \int_\tilde{s}^u \langle v', \gamma'/|\gamma'| \rangle d\tau,$$

and, assuming $\|v\|_{H^2} = 1$, each of these is $L^\infty$-bounded. Then, suppressing arguments in $A$ and $\beta$ again we have

$$DG_\gamma v = \frac{1}{\beta} \partial_1 A (DL_\gamma v - D(|s - \tilde{s}|)_{\gamma v}) + \frac{1}{\beta} \partial_2 AD(|s - \tilde{s}|)_{\gamma v} - \frac{\beta'}{\beta^2} ADL_\gamma v.$$

Since $A$ and $\beta$ are smooth functions, and $\mathcal{L}(\gamma)$ is bounded away from zero by (i), we now have that $|DG_\gamma|$ is bounded. Next we calculate

$$(DG_\gamma v)_s = \frac{1}{\beta} (\partial_2 \partial_1 A - \partial_1^2 A) sgn(s - \tilde{s})(DL_\gamma v - D(|s - \tilde{s}|)_{\gamma v})$$

$$+ \frac{1}{\beta} (\partial_2 A - \partial_1 A)(D(|s - \tilde{s}|)_{\gamma v})_s$$

$$+ \frac{1}{\beta} (\partial_2 A - \partial_1 A) sgn(s - \tilde{s}) D(|s - \tilde{s}|)_{\gamma v}$$

$$- \frac{\beta'}{\beta^2} (\partial_2 A - \partial_1 A) sgn(s - \tilde{s}) DL_\gamma v,$$

$$(D(|s - \tilde{s}|)_{\gamma v})_s = sgn(s - \tilde{s}) v_{s\gamma_s}.$$  

This implies that $(DG_\gamma v)_s$ is also $L^\infty$-bounded when $\|v\|_{H^2} = 1$, and then we observe from (26) that $\|DF_\gamma\|_{op}$ is bounded. Thus (v) follows, and the proof of Lemma 3.1 is complete. 

\begin{proposition}
Let $\gamma_0 \in \mathcal{I}^2(S^1, \mathbb{R}^n)$. Then there exists $T > 0$ such that problem (GF) possesses a unique solution in $C^1([0, T), \mathcal{I}^2(S^1, \mathbb{R}^n)).$
\end{proposition}
Proof. According to the Banach space Picard–Lindelöf theorem in [45, Theorem 3.1A] it is sufficient to show that there is an $H^2$-ball containing $\gamma_0$ on which $F$ is bounded and Lipschitz. Using the ball from Lemma 3.1, $F$ is bounded by (iv) and is Lipschitz by (v) and the mean value inequality (e.g. see [15, Corollary. 4.2]).

For long-time existence we will imitate the method used in e.g. [33, Theorem 9.1.6].

Lemma 3.3. Assume that $\gamma : (a,b) \rightarrow \mathcal{I}^2(S^1, \mathbb{R}^n)$ is a $C^1$ curve with finite $H^2(ds)$-length. Then $\lim_{t \rightarrow b} \gamma(t)$ exists in $(\mathcal{I}^2(S^1, \mathbb{R}^n), \text{dist})$.

Proof. For any increasing sequence of times $t_i \rightarrow b$ we claim that $\gamma_i := \gamma(t_i)$ is Cauchy in $(\mathcal{I}^2(S^1, \mathbb{R}^n), \text{dist})$. Suppose not, then there exists $\varepsilon > 0$ such that for all $N > 0$ there exist $j, k > N$ such that $\text{dist}(\gamma_j, \gamma_k) > \varepsilon$. Since $\text{dist}(\gamma_j, \gamma_k) < \int_{t_j}^{t_k} \|\gamma(t)\|_{H^2(ds)} dt$, this contradicts the assumption that the length $\int_a^b \|\gamma(t)\|_{H^2(ds)} dt$ should be finite. By Theorem 2.2 we see that $\gamma_i$ converges to some $\gamma_b$. Moreover, $\gamma_b$ is unique: if we have another sequence $\tilde{\gamma}_i := \gamma_i(t_i) \rightarrow \tilde{\gamma}_b$ and we take $t_i$ to be the ordered union of $t_i$ and $\tilde{t}_i$ then $\gamma(t_i)$ must also converge, which requires $\tilde{\gamma}_b = \gamma_b$. Finally, we have $\lim_{t \rightarrow b} \gamma(t) = \gamma_b$, because if not then there exists an increasing sequence $t_j \rightarrow b$ such that $\gamma(t_j)$ does not converge to $\gamma_b$. □

Proposition 3.4. Assume that $\gamma_0 \in \mathcal{I}^2(S^1, \mathbb{R}^n)$. Then problem (GF) possesses a unique global-in-time solution $\gamma$.

Proof. Suppose $\gamma : [0, T) \rightarrow \mathcal{I}^2(S^1, \mathbb{R}^n)$ is a maximal solution curve to $\gamma_t = -\text{grad } \mathcal{E}_\gamma$. Abbreviating $\mathcal{E}(t) := \mathcal{E}(\gamma(t))$, since

$$\mathcal{E}(t) - \mathcal{E}(0) = \int_0^t \mathcal{E}'(\tau) \, d\tau = - \int_0^t \|\text{grad } \mathcal{E}_\gamma\|_{H^2(ds)}^2 \, d\tau$$

we have

$$\int_0^T \|\text{grad } \mathcal{E}_\gamma\|_{H^2(ds)}^2 \, dt \leq \mathcal{E}(0), \quad (27)$$

and then using the Hölder inequality we obtain

$$\int_0^T \|\text{grad } \mathcal{E}_\gamma\|_{H^2(ds)} \, dt \leq \sqrt{T} \left( \int_0^T \|\text{grad } \mathcal{E}_\gamma\|_{H^2(ds)}^2 \, dt \right)^{1/2} \leq \sqrt{T \mathcal{E}(0)}.$$  

Observe that if $T$ is finite then the length of $\gamma$ is finite, and then it follows from Lemma 3.3 that $\lim_{t \rightarrow T} \gamma(t)$ exists in $(\mathcal{I}^2(S^1, \mathbb{R}^n), \text{dist})$. This contradicts the maximality of $T$. Therefore Proposition 3.4 follows. □

4. Lojasiewicz–Simon gradient inequality

Our general strategy for proving convergence of the flow to stationary points is well known: upgrade the $L^2$-in-time estimate (27) to an $L^1$ estimate using a Lojasiewicz–Simon gradient inequality, and then the length of any trajectory is finite (see e.g. Chapter 7 of [10] for abstract results). Typically the Lojasiewicz–Simon inequality requires that $\mathcal{E}$ should be analytic, which we verify in Section 4.2. The other standard requisite is a Fredholm second derivative, and so as mentioned in the introduction, an immediate obstruction is that the reparametrisation invariance of $\mathcal{E}$ implies that its second derivative has infinite dimensional nullspace, and is therefore not Fredholm. To get around this, we restrict $\mathcal{E}$ to the submanifold of arc length proportionally parametrized curves. We show that on this submanifold a gradient inequality is satisfied, and then use the reparametrisation symmetry to extend the inequality to the full space.
4.1. **Regularity of critical points and the second variation.** First we show that stationary points of $\mathcal{E}$ have higher regularity, and then we calculate the second derivative of $\mathcal{E}$. The higher regularity of critical points will be required in order to show in Proposition 4.12 that the second derivative is Fredholm.

**Proposition 4.1.** $\gamma \in H^2(S^1, \mathbb{R}^n)$ is a stationary point of $\mathcal{E}$ iff $\partial_s^2 \gamma \in L^2$ and

\[
2\partial_s^4 \gamma + \partial_s (3k^2 \gamma_s - \lambda^2 \gamma_s) = 0 \quad \text{a.e.,}
\]

\[
\partial_s^2 \gamma(0) = \partial_s^2 \gamma(\mathcal{L}(\gamma)), \quad \partial_s^2 \gamma(0) = \partial_s^2 \gamma(\mathcal{L}(\gamma)).
\]

**Proof.** Recalling (5) we have

\[
d\mathcal{E}_\gamma V = \int_0^L \left[ 2 \langle \gamma_{ss}, V_{ss} \rangle - (3k^2 - \lambda^2) \langle \gamma_s, V_s \rangle \right] ds,
\]

where $\mathcal{L} := \mathcal{L}(\gamma)$. Assume $\gamma$ is a stationary point of $\mathcal{E}$, i.e. $d\mathcal{E}_\gamma V = 0$ for all $V \in H^2(S^1, \mathbb{R}^n)$. Let $y$ and $w$ be the solutions to

\[
y_s = 3k^2 \gamma_s - \lambda^2 \gamma_s, \quad y(0) = 0,
\]

\[
w_{ss} = 2\gamma_{ss} + y, \quad w(0) = 0, \quad w_s(0) = 0,
\]

and define

\[
\tilde{w}(s) := w(s) - \frac{s^2}{L^2} w(\mathcal{L}) - \frac{s^2}{L^2} (s - L) \left( w_s(\mathcal{L}) - \frac{2}{L} w(\mathcal{L}) \right),
\]

so that $\tilde{w}(0), \tilde{w}(\mathcal{L}), \tilde{w}_s(0)$ and $\tilde{w}_s(\mathcal{L})$ all vanish and $\tilde{w} \in H^2(S^1, \mathbb{R}^n)$. Moreover, $w_{ss} = w_{ss} - P$ where $P_{ss} = 0$ and so $\int_0^L (P, \tilde{w}_{ss}) ds = 0$. Since $\gamma$ is stationary $d\mathcal{E}_\gamma \tilde{w} = 0$, from which it follows that

\[
0 = \int_0^L \langle 2\gamma_{ss} + y, \tilde{w}_{ss} \rangle ds = \int_0^L \langle 2\gamma_{ss} + y - P, \tilde{w}_{ss} \rangle ds
\]

\[
= \int_0^L \langle 2\gamma_{ss} + y - P \rangle^2 ds
\]

and therefore

\[
2\gamma_{ss} + y - P = 0 \quad \text{a.e. in } S^1.
\]

Considering only the normal component, since $P$ is smooth and from (31) $y$ is $H^1$, we observe that $k$ is also in $H^1$. But then $\gamma_{uu} = 6kk_a \gamma_u + (3k^2 - \lambda^2) \gamma_{uu}$ is in $L^2$, so $y$ is $H^2$ and so is $k$. Note that since (32) gives no information about the **tangential** component of $\gamma_{uu}$ we cannot bootstrap any further\(^3\). However, we already have enough $L^2$-derivatives to differentiate (32) twice with respect to $s$ and for $\gamma$ to satisfy the Euler-Lagrange equation (28) (a.e.). As for the periodicity conditions (29), integration by parts in (30) gives

\[
d\mathcal{E}_\gamma V = 2 \int_0^L \left[ \langle \gamma_s^4 + ((3k^2 - \lambda^2) \gamma_s)_s, V \rangle ds + \left[ 2 \langle \gamma_{ss}, V_s \rangle - 2 \langle \gamma_{s3}, V \rangle + \langle (3k^2 - \lambda) \gamma_s, V \rangle \right]_0^L. \]

For $\gamma$ to be stationary the boundary terms must vanish for all $V \in H^2(S^1, \mathbb{R}^n)$. Choosing $V$ such that $V(0) = 0 = V(\mathcal{L})$ we see that $\gamma_{ss}$ (and therefore $k$) must be periodic. Then, setting $V_s(0) = V_s(\mathcal{L})$ (but $V(0) \neq 0$) and using the periodicity of $k$ and $\gamma_s$ we confirm that $\gamma_{s3}$ is periodic. \(\square\)

Next we calculate the second variation of $\mathcal{E}$:

\(^3\gamma_{uu} = (6k_a^2 + 6kk_{uu}) \gamma_u + 12kk_a \gamma_{uu} + (3k^2 - \lambda^2) \gamma_{uuu}, \text{ but } \gamma_{uu} \text{ is not necessarily } L^2.\)
Lemma 4.2. Let $\gamma \in \mathcal{T}^2(S^1, \mathbb{R}^n)$. Then for $V, W \in H^2(S^1, \mathbb{R}^n)$ the second variation formula at $\gamma$ is given by

$$d^2 \mathcal{E}_\gamma(V,W) = \int_0^{\mathcal{L}(\gamma)} \left[ \langle W_{ss}, 2V_{ss} - 2 \langle V_{ss}, T \rangle T - 2 \langle V_s, \kappa \rangle T - 6 \langle V_s, T \rangle \kappa \right] \, ds \right.$$ (33)

$$+ \langle W_s, -2 \langle V_s, \kappa \rangle \kappa - 6 \langle V_{ss}, \kappa \rangle T - 2 \langle V_{ss}, T \rangle \kappa \rangle \] 

$$+ \langle W_s, -(3k^2 - \lambda^2) V_s + (15k^2 - \lambda^2) \langle V_s, T \rangle T \rangle \right] \, ds.$$

Proof. Consider $d \mathcal{E} : U \to H^2(S^1, \mathbb{R}^n)^*, U$ an open subset of $\mathcal{T}^2(S^1, \mathbb{R}^n)^*$, and let $\alpha := \gamma + \varepsilon W$ be a variation of $\gamma \in U$ in the direction of $W \in H^2(S^1, \mathbb{R}^n)$. Then using $\partial_s d\mathcal{E}_\alpha V = \langle \alpha_{ss}, \alpha_s \rangle d\mathcal{E}_\alpha V$, from (5) we calculate

$$\partial_s d\mathcal{E}_\alpha V = \int_0^{\mathcal{L}} \left[ \langle W_{ss}, \alpha_{ss} \rangle + \langle W_{ss}, \alpha_{ss} \rangle \langle V_s, \alpha_s \rangle 

- (3k^2 - \lambda^2) \langle V_{ss}, \alpha_s \rangle - 2 \langle V_{ss}, \alpha_s \rangle \alpha_{ss} \rangle \, ds.

Using the formula for commutation with the arc length derivative:

$$\phi_{ss} = \phi_{ss} - \langle \alpha_{ss}, \alpha_s \rangle \phi_s,$$

and writing $T = \gamma_s$, we calculate

$$\alpha_{ss} \big|_{\varepsilon=0} = \alpha_{ss} - \langle \alpha_{ss}, \alpha_s \rangle \alpha_s \big|_{\varepsilon=0} = W_s - \langle W_s, T \rangle T,$$

$$\alpha_{ss} \big|_{\varepsilon=0} = \alpha_{ss} - \langle \alpha_{ss}, \alpha_s \rangle \alpha_s - \langle \alpha_{ss}, \alpha_s \rangle \alpha_s - 2 \langle \alpha_{ss}, \alpha_s \rangle \alpha_{ss} \big|_{\varepsilon=0} = W_{ss} - \langle W_{ss}, T \rangle T - \langle W_s, \kappa \rangle T - 2 \langle W_s, T \rangle \kappa.$$

Moreover, noting that $V$ is independent of $\varepsilon$, we have

$$V_{ss} \big|_{\varepsilon=0} = - \langle \alpha_{ss}, \alpha_s \rangle V_s \big|_{\varepsilon=0} = - \langle W_s, T \rangle V_s,$$

$$V_{ss} \big|_{\varepsilon=0} = - \langle \alpha_{ss}, \alpha_s \rangle V_s - \langle \alpha_{ss}, \alpha_s \rangle V_s - 2 \langle \alpha_{ss}, \alpha_s \rangle V_s \big|_{\varepsilon=0} = - \langle W_{ss}, T \rangle V_s - \langle W_s, \kappa \rangle V_s - 2 \langle W_s, T \rangle V_{ss}.$$

Therefore, evaluating $\partial_s d\mathcal{E}_\alpha V$ at $\varepsilon = 0$ and using $\langle \alpha_{ss}, \alpha_s \rangle = 0$:

$$d^2 \mathcal{E}_\gamma(V,W) \big|_{\varepsilon=0} = \int_0^{\mathcal{L}(\gamma)} \left[ -2 \langle W_{ss}, T \rangle \langle V_s, \kappa \rangle - 2 \langle W_s, \kappa \rangle \langle V_s, \kappa \rangle - 4 \langle W_s, T \rangle \langle V_s, \kappa \rangle 

+ 2 \langle W_s, W_{ss} \rangle - 2 \langle W_{ss}, T \rangle \langle V_s, \kappa \rangle - 2 \langle W_{ss}, T \rangle \langle V_s, \kappa \rangle \right] 

- 4 \langle W_s, T \rangle \langle \kappa, V_{ss} \rangle \langle V_s, \kappa \rangle - 6 \langle W_{ss}, \kappa \rangle \langle V_s, T \rangle + 12k^2 \langle W_s, T \rangle \langle V_s, T \rangle 

+ (3k^2 - \lambda^2) \langle 2 \langle W_s, T \rangle \langle V_s, T \rangle - \langle V_s, W_s \rangle \rangle 

+ (2 \langle V_{ss}, \kappa \rangle - (3k^2 - \lambda^2) \langle V_s, T \rangle \rangle \langle W_s, T \rangle \rangle \right] ds

which proves the lemma. \qed
4.2. Analyticity. We are assuming less differentiability than [8, Section 3.1] and so the proof is a little different.

Definition (cf. [8], Section 3.1). Let $X, Y$ be Banach spaces and $D \subset X$ an open subset. A map $f : D \to Y$ is analytic at $x_0 \in D$ if there exist continuous symmetric multilinear functions $a_j : X^j = X \times \ldots \times X \to Y$, $j \in \mathbb{N}$ and $a_0 \in Y$ such that in a neighbourhood of $x_0$

$$\sum_{j=0}^{\infty} ||a_j||_{op} ||x - x_0||^j < \infty, \quad \text{and} \quad f(x) = \sum_{j=0}^{\infty} a_j(x - x_0)^j,$$

where $||a_j||_{op}$ is the operator norm and $a_j(x - x_0)^j := a_j(x - x_0, \ldots, x - x_0)$.

Our goal is to prove that $E : H^2(S^1, \mathbb{R}^n) \to \mathbb{R}$ is analytic. The proof will require a series of lemmas showing that the constituent functions such as $\gamma \mapsto |\gamma_u|$ are analytic. Let $H_+^1(S^1, \mathbb{R}) := \{ \alpha \in H^1(S^1, \mathbb{R}) : \alpha(u) > 0 \}$ and define

$$f : H_+^1(S^1, \mathbb{R}) \to H_+^1(S^1, \mathbb{R}), \quad f(\alpha)(u) := \sqrt{\alpha(u)}.$$

Note that by the Sobolev imbedding $\alpha$ is continuous and so

$$||f(\alpha)||_{H^1}^2 = \int_{S^1} \alpha(u) du + \int_{S^1} \frac{1}{4\alpha^2} du \leq ||\alpha||_{L^\infty} + \frac{1}{4} (\min |\alpha|)^{-1} ||\alpha||_{L^2}^2 < \infty$$

which shows that $f(\alpha)$ is indeed in $H^1$.

Lemma 4.3. The function $f : H_+^1(S^1, \mathbb{R}) \to H_+^1(S^1, \mathbb{R})$ is analytic.

Proof. Let $\alpha_0 \in H_+^1(S^1, \mathbb{R})$ and consider the open $H^1$-ball $B_\varepsilon(\alpha_0)$ with radius $\varepsilon$ centred at $\alpha_0$. Assume $\varepsilon C_S < \min_{u \in S^1} |\alpha_0(u)|$, where $C_S$ is the Sobolev imbedding constant, so that for all $\alpha \in B_\varepsilon(\alpha_0)$ we have

$$0 < \alpha_0(u) - \varepsilon C_S < \alpha(u) < \varepsilon C_S + \alpha_0(u)$$

for all $u \in S^1$, and therefore $B_\varepsilon(\alpha_0) \subset H_+^1(S^1, \mathbb{R})$. Considered as a function from $\mathbb{R}^+ \to \mathbb{R}^+$, the square root is analytic. Indeed, the Taylor series about $x_0$ is

$$\sum_{j=0}^{\infty} b_j(x_0)(x - x_0)^j, \quad b_j(x_0) := c_j x_0^{j+1}, \quad c_j := \frac{(-1)^{j-1} (2j - 3)!}{2j - 2j! (j - 2)!},$$

the ratio of successive terms is $\frac{(1-2j)(x - x_0)x_0^{-1}}{2j + 1}$, and so by the ratio test the series converges when $|x - x_0| < x_0$. It follows from (34) that if $\alpha \in B_\varepsilon(\alpha_0)$ then for each $u$ the series

$$\sum_{j=0}^{\infty} b_j(\alpha_0(u))(\alpha(u) - \alpha_0(u))^j$$

converges to $f(\alpha)(u)$. Moreover, since $\alpha_0(u) > 0$ we have

$$||b_j(\alpha_0)||_{H^1}^2 \leq c_j^2 (\min_{u \in S^1} \alpha_0)^{1-2j} + \left(\frac{1}{2} - j\right)^2 c_j^2 (\min_{u \in S^1} \alpha_0)^{-1-2j} ||\partial_u \alpha_0||_{L^2}^2,$$

and so $b_j(\alpha_0) \in H^1$. Since $H^1(S^1, \mathbb{R})$ is a Banach algebra (see e.g. [1, Theorem 4.39]) we may identify $b_j(\alpha_0)$ with the linear map from $H^1(S^1, \mathbb{R})$ to itself given by $\alpha(u) \mapsto b_j(\alpha_0(u)) \alpha(u)$. Then to conclude the proof we need to show that $\sum_{j=0}^{\infty} ||b_j(\alpha_0)||_{op} ||\alpha - \alpha_0||_{H^1}^2$ converges, where the norm on $b_j(\alpha_0)$ is the operator norm. Note that

$$b_{j+1}(\alpha_0) = \frac{1-2j}{2j + 2} \alpha_0^{-1} b_j(\alpha_0).$$
Then using the Banach algebra property ([1, Theorem 4.39]) there is a constant $K$ such that
\[
\|b_{j+1}(\alpha_0)\|_{\text{op}} = \sup_{\|v\|_{H^1} = 1} \left\| \frac{1 - 2j}{2j + 2} \alpha_0^{-1} b_j(\alpha_0) v \right\|_{H^1} \leq K \left\| \frac{1 - 2j}{2j + 2} \alpha_0^{-1} \right\|_{H^1} \|b_j(\alpha_0)\|_{\text{op}}
\]
and so the ratio of successive terms is
\[
\frac{\|b_{j+1}(\alpha_0)\|_{\text{op}}}{\|b_j(\alpha_0)\|_{\text{op}}} \|\alpha - \alpha_0\|_{H^1} \leq K \left\| \frac{1 - 2j}{2j + 2} \alpha_0^{-1} \right\|_{H^1} \|\alpha - \alpha_0\|_{H^1} \rightarrow K \|\alpha_0^{-1}\|_{H^1} \|\alpha - \alpha_0\|_{H^1}
\]
as $j \rightarrow \infty$. By the ratio test the series converges if $\|\alpha - \alpha_0\|_{H^1} < K^{-1}\|\alpha_0^{-1}\|_{H^1}^{-1}$ which can be arranged by choosing $\varepsilon$ sufficiently small. \hfill \Box

**Lemma 4.4.** The function $\mathcal{I}^2(S^1, \mathbb{R}^n) \rightarrow H^1(S^1, \mathbb{R}), \gamma \mapsto |\gamma_u|$ is analytic.

**Proof.** First note that $\partial_u : \mathcal{I}^2(S^1, \mathbb{R}^n) \rightarrow H^1(S^1, \mathbb{R}^n)$ is linear and continuous, therefore analytic. The map induced by the Euclidean inner product $(\cdot, \cdot) : H^1(S^1, \mathbb{R}^n) \times H^1(S^1, \mathbb{R}^n) \rightarrow H^1(S^1, \mathbb{R})$ satisfies
\[
\| \langle v, w \rangle \|_{H^1} = \int_{S^1} \left[ |\langle v, w \rangle|^2 + |\langle v', w \rangle + \langle v, w' \rangle|^2 \right] du \leq c \|v\|_{H^1} \|w\|_{H^1}^2.
\]
So it is continuous bilinear and therefore the map $q(\gamma) := \langle \gamma, \gamma \rangle$ is analytic. Now by Lemma 4.3 we have that $\gamma \mapsto |\gamma_u|$ is a composition of analytic functions $f \circ q \circ \partial_u$ and is therefore analytic by e.g. [44, p. 1079]. \hfill \Box

**Lemma 4.5.** The function $\text{rec} : H^1_+ (S^1, \mathbb{R}) \rightarrow H^1_+ (S^1, \mathbb{R}), \psi(u) \mapsto \psi(u)^{-1}$ is analytic.

**Proof.** This is proved for $H^1$ functions in [8, Appendix B.1], and the same method of proof works for $H^1$ functions. \hfill \Box

We also require the following property of analytic functions: If $F : D \rightarrow Y_1$, $G : D \rightarrow Y_2$ are analytic and there exists a bilinear continuous mapping $*: Y_1 \times Y_2 \rightarrow Z$ into another Banach space, then the product $F \ast G : D \rightarrow Z, x \mapsto F(x) \ast G(x)$ is also analytic. According to [8, p. 2175] this can be proved using similar ideas as for the Cauchy product of series.

**Lemma 4.6.** The function $\partial_s : \mathcal{I}^2(S^1, \mathbb{R}^n) \rightarrow H^1(S^1, \mathbb{R}^n), \gamma \mapsto \gamma_s = \gamma/u/|\gamma_u|$ is analytic.

**Proof.** We observed in the two previous lemmas that $\partial_u$ and $\gamma \mapsto |\gamma_u|^{-1}$ are analytic on $\mathcal{I}^2(S^1, \mathbb{R}^n)$, with respective codomains $H^1(S^1, \mathbb{R}^n)$ and $H^1_+ (S^1, \mathbb{R})$. Moreover the pointwise product $* : H^1(S^1, \mathbb{R}) \times H^1(S^1, \mathbb{R}^n) \rightarrow H^1(S^1, \mathbb{R}^n)$ is bilinear and continuous. Indeed if $\alpha \in H^1_+(S^1, \mathbb{R})$ and $\gamma \in H^1(S^1, \mathbb{R}^n)$ then
\[
\|\alpha \ast \gamma\|_{H^1} \leq \|\alpha\|_{L^\infty} \|\gamma\|_{L^2} + \|\alpha\|_{L^\infty} \|\gamma_u\|_{L^2} + \|\alpha_u\|_{L^2} \|\gamma\|_{L^\infty}.
\]
Since $\partial_s \gamma$ is the pointwise product of $\gamma_u$ and $|\gamma_u|^{-1}$, the result follows. \hfill \Box

**Lemma 4.7.** The function $\partial_s^2 : \mathcal{I}^2(S^1, \mathbb{R}^n) \rightarrow L^2(S^1, \mathbb{R}^n)$ is analytic.

**Proof.** Since $\partial_u : H^1(S^1, \mathbb{R}^n) \rightarrow L^2(S^1, \mathbb{R}^n)$ is also linear and continuous, by Lemma 4.6 we have that $\partial_u \partial_s : \mathcal{I}^2(S^1, \mathbb{R}^n) \rightarrow L^2(S^1, \mathbb{R}^n)$ is a composition of analytic functions, therefore analytic. The product $* : H^1(S^1, \mathbb{R}) \times L^2(S^1, \mathbb{R}^n) \rightarrow L^2(S^1, \mathbb{R}^n)$ is also bilinear and continuous, and $\gamma_{ss} = |\gamma_u|^{-1} \gamma_{su}$, so $\partial_s^2 \gamma$ is analytic. \hfill \Box

**Proposition 4.8.** The energy $\mathcal{E} : \mathcal{I}^2(S^1, \mathbb{R}^n) \rightarrow \mathbb{R}$ is analytic.
Proof. Recall that \( \mathcal{E}(\gamma) = \int_{S^1} [\gamma_{ss}, \gamma_{ss}] |\gamma_u| + \lambda |\gamma_u| \] du. Lemma 4.7 implies that \( \partial_s^2 \mathcal{E} \) is analytic. Moreover, the Euclidean inner product is continuous bilinear on \( L^2(S^1, \mathbb{R}^n) \times L^2(S^1, \mathbb{R}) \to L^1(S^1, \mathbb{R}) \), pointwise multiplication \(* : L^1(S^1, \mathbb{R}) \times H^1(S^1, \mathbb{R}) \to L^1(S^1, \mathbb{R}) \) is continuous bilinear, and the sum of analytic functions is analytic. Thus the integrand is analytic as a function \( T^2(S^1, \mathbb{R}^n) \to L^1(S^1, \mathbb{R}) \). Integration is of course linear and bounded on \( L^1 \), so the energy is a composition of analytic functions. \( \Box \)

4.3. The submanifold of arc length proportional parametrized curves. Denote \( H^1_{zm}(S^1, \mathbb{R}) := \{ \alpha \in H^1(S^1, \mathbb{R}) : \int_{S^1} \alpha \, du = 0 \} \) and define
\[
\Phi : T^2(S^1, \mathbb{R}^n) \to H^1_{zm}(S^1, \mathbb{R}), \quad \Phi(\gamma) := |\gamma_u| - L(\gamma).
\]
Then \( \Omega := \Phi^{-1}(0) \) is the subset of \( T^2(S^1, \mathbb{R}^n) \) consisting of curves which are parametrized proportional to arc length.

Proposition 4.9. The set \( \Omega \) of arc length proportional parametrized curves is an analytic submanifold of \( H^2(S^1, \mathbb{R}^n) \).

Proof. We will show that \( 0 \in H^1(S^1, \mathbb{R}) \) is a regular value of \( \Phi \). For the derivative we get
\[
d\Phi_* v = \frac{1}{|\gamma|} \langle v', \gamma' \rangle - \int_{S^1} \frac{1}{|\gamma|} \langle v', \gamma' \rangle \, du,
\]
and so \( 0 \) is a regular value if for all \( w \in H^1_{zm}(S^1, \mathbb{R}) \) there exists \( v \in H^2(S^1, \mathbb{R}^n) \) such that
\[
\frac{1}{|\gamma|} \langle v', \gamma' \rangle - \int_{S^1} \frac{1}{|\gamma|} \langle v', \gamma' \rangle \, du = w.
\]
To show that such a \( v \) exists we will need an orthonormal frame \( \{ T, \nu_1 \} \) along \( \gamma \) which we construct as follows. First let \( \{ T(0), \nu_1^0 \} \) be an orthonormal basis at \( \gamma(0) \), and then let \( \nu_i(\gamma) \), \( i = 1, \ldots, n-1 \) be the solutions to
\[
\nu'_i = -\frac{1}{|\gamma|^2} \langle \nu_i, \gamma'' \rangle \gamma', \quad \nu_i(0) = \nu_i^0.
\]
Then
\[
\frac{d}{du} \langle \gamma', \nu_i \rangle = \langle \gamma'', \nu_i \rangle - \frac{1}{|\gamma|^2} \langle \gamma', \gamma' \rangle \langle \nu_i, \gamma'' \rangle = 0
\]
and since \( \langle T(0), \nu_1^0 \rangle = 0 \) we have \( \langle \gamma'', \nu_i \rangle = 0 \) identically. Moreover
\[
\frac{d}{du} \langle \nu_i, \nu_j \rangle = -\frac{1}{|\gamma|^2} \langle \nu_i, \gamma'' \rangle \langle \gamma', \nu_j \rangle - \frac{1}{|\gamma|^2} \langle \nu_j, \gamma'' \rangle \langle \nu_i, \gamma' \rangle = 0
\]
from which it follows that the orthonormality of \( \{ T(0), \nu_1^0 \} \) is indeed preserved and \( \{ T, \nu_i \} \) is an orthonormal frame.

Now given \( w \in H^1_{zm}(S^1, \mathbb{R}) \) we let \( v \) be a solution of
\[
v' = w T + \beta \sum_{i=1}^{n-1} \nu_i \xi_i,
\]
where \( \beta : S^1 \to \mathbb{R} \) is any smooth function satisfying \( \beta(0) = 0 = \beta(1) \) and thereby ensuring \( v'(0) = v'(1) \), and \( \xi \in H^1(S^1, \mathbb{R}^{n-1}) \) a control function which we are free to choose in order to ensure \( v \) satisfies the zeroth order periodicity condition \( v(0) = v(1) \). If this is possible then the solution \( v \) satisfies (36) and \( d\Phi_* v \) is surjective.

In fact, it will be sufficient to consider the system
\[
x' = \beta \sum_{i=1}^{n-1} \nu_i \xi_i
\]
because if \( y \) is any solution to \( y' = w^T \) and we can control \( x \) from e.g. \( x(0) = y(0) \) to \( x(1) = y(1) \), then we let \( v = y - x \) and \( v(0) = 0 = v(1) \). According to [3, p. 76], a sufficient condition for the existence of such a control is that the matrix

\[
W := \int_0^1 B B^T du, \quad \text{where} \quad B := \beta[\nu_1 \ldots \nu_{n-1}]
\]

should be non-singular (here \( B \) is an \( n \times (n - 1) \) matrix with columns \( \nu_i \), and \( B^T \) its transpose), in which case a particular control which drives the solution from \( x(0) \) to \( x(1) \) is \( \xi = B^T W^{-1}(x(1) - x(0)) \).

Suppose \( W \) is singular. Then there is a constant non-zero vector \( a \in \mathbb{R}^n \) such that

\[
0 = a^T Wa = \int_0^1 (a^T B)(a^T B)^T du
\]

which implies that \( a^T B = \beta[\langle a, \nu_1 \rangle, \ldots, \langle a, \nu_{n-1} \rangle] = 0 \) on \((0,1)\), i.e. \( a \) is in the direction of \( \pm T \). But this is impossible because \( \gamma \) is closed and not constant, and \( T \) is continuous.

We therefore have that \( d\Phi_\gamma \) is surjective, and its kernel splits because it is a closed subspace of a Hilbert space. Therefore \( 0 \) is a regular value of \( \Phi \) and \( \Omega \) is a submanifold (see e.g. [38, Theorem 2.2.2], with [15, Proposition 2.3]). To see that it is an analytic submanifold we note that (e.g. in the proof of [15, Proposition 2.3]) the charts for \( \Omega \) are constructed by applying the inverse function theorem to \( \Phi \). Since \( \Phi \) is analytic as a consequence of Lemma 4.4, local inverses of \( \Phi \) will also be analytic by a theorem of Whittlesey ([44, p. 1081]). So the charts are analytic, i.e. \( \Omega \) is analytic.

Combining Proposition 4.8 with Proposition 4.9, we have:

**Corollary 4.10.** The restriction \( \mathcal{E}|\Omega \) is analytic.

Here we give a characterization of the tangent space \( T_\gamma \Omega \).

**Corollary 4.11.** The tangent space \( T_\gamma \Omega \) is equal to \( \ker d\Phi_\gamma \) and it consists of all \( V \in H^2(S^1, \mathbb{R}^n) \) satisfying

\[
\langle V_s, T \rangle + \frac{1}{L(\gamma)} \int_{S^1} \langle V, \kappa \rangle ds = 0.
\]

**Proof.** The relation \( T_\gamma \Omega = \ker d\Phi_\gamma \) is a consequence of the regular values theorem (see e.g. [38, Theorem 2.2.2]). From (35) we see that

\[
\langle V_s, T \rangle - \int_{S^1} \langle V_s, T \rangle du = 0
\]

for all \( V \in T_\gamma \Omega \). Since \( |\gamma_u| = L(\gamma) \) for \( \gamma \in \Omega \), multiplication by \( 1/L(\gamma) \) and integration by parts gives the desired expression. \( \square \)

4.4. **The gradient inequality.**

**Proposition 4.12.** Let \( \gamma \) be a stationary point of \( \mathcal{E}|\Omega \), then \( d^2(\mathcal{E}|\Omega)_\gamma \) is a Fredholm operator with index zero.

**Proof.** Let \( \gamma \in \Omega \), and fix \( V, W \in T_\gamma \Omega \) arbitrarily. Taking a derivative of (41), we have

\[
\langle V_{ss}, T \rangle = -\langle V_s, \kappa \rangle.
\]
Combining Lemma 4.2 with (42) and Corollary 4.11, we reduce the second variation formula to

\[ d^2 \mathcal{E}_\gamma(V, W) = \int_0^L \left[ \langle W_{ss}, 2V_{ss} - 6 \langle T, V_s \rangle \kappa \rangle + \langle W_s, -6 \langle \kappa, V_{ss} \rangle T + (15k^2 - \lambda^2) \langle V_s, T \rangle \rangle - (3k^2 - \lambda^2) \langle W_s, V_s \rangle \right] ds. \]

Assuming furthermore that \( \gamma \) is a critical point of \( \mathcal{E} \) and therefore admits higher derivatives, we can differentiate

\[ \partial_s(\langle \kappa, V_s \rangle T) = \langle \gamma_{s3}, V_s \rangle T + \langle \kappa, V_{ss} \rangle T + \langle \kappa, V_s \rangle \kappa \]

and use this to eliminate the \( \langle \kappa, V_{ss} \rangle T \) term from the expression for \( d^2 \mathcal{E} \). Then after further simplifications we find

\[ d^2 \mathcal{E}_\gamma(V, W) = \int_0^L \left[ 2 \langle W_{ss}, V_{ss} \rangle + \langle W_s, 6 \langle \gamma_{s3}, V_s \rangle T + 6 \langle T, V_s \rangle \gamma_{s3} \rangle + \langle W_s, (15k^2 - \lambda^2) \langle V_s, T \rangle - (3k^2 - \lambda^2) V_s \rangle \right] ds. \]

Since \( \gamma \in \Omega \) we have

\[ \langle V, W \rangle_{H^2} = \mathcal{L}^3(\gamma) \langle V_{ss}, W_{ss} \rangle_{L^2(ds)} + \mathcal{L}(\gamma) \langle V_s, W_s \rangle_{L^2(ds)} + \langle V, W \rangle_{L^2} \]

and observe that the second derivative of \( \mathcal{E} \) has the form

\[ d^2 \mathcal{E}_\gamma(V, W) = \frac{2}{\mathcal{L}(\gamma)^3} \langle V, W \rangle_{H^2} + \int_0^L \langle \tau(V), W \rangle \ ds, \]

where \( \tau \) is a continuous linear map from \( T_\gamma \Omega \) into \( L^2(S^1, \mathbb{R}^n) \). We define the associated operator \( B : T_\gamma \Omega \subset H^2(S^1, \mathbb{R}^n) \to T_\gamma \Omega^* \) by

\[ B(V) = d^2(\mathcal{E} | \Omega)_\gamma(V, \cdot). \]

Since \( T_\gamma \Omega \) is a closed subspace in \( H^2(S^1, \mathbb{R}^n) \), we see that \( (T_\gamma \Omega, \langle \cdot, \cdot \rangle_{H^2}) \) is a Hilbert space. Moreover, by the form of \( d^2(\mathcal{E} | \Omega)_\gamma \) we observe that

\[ B(V) = \frac{2}{\mathcal{L}(\gamma)^3} I(V) + T(V), \]

where \( I \) is the Riesz map \( I(V) = \langle V, \cdot \rangle_{H^2} \) and \( T(V) := \int_0^L \langle V, \tau(\cdot) \rangle \ ds \). Employing the Riesz representation theorem in \((T_\gamma \Omega, \langle \cdot, \cdot \rangle_{H^2})\), we see that the operator \( I \) is an isomorphism, and then it is Fredholm with index zero. As for \( T \), recalling that \( \tau : T_\gamma \Omega \to L^2(S^1, \mathbb{R}^n) \) is bounded, we have

\[ \|T(V)\|_{(T_\gamma \Omega)^*} = \sup_{W \in T_\gamma \Omega, \|W\|_{H^2} = 1} \left| \int_0^L \langle V, \tau(W) \rangle \ ds \right| \leq C \|V\|_{L^2} \]

for all \( V \in T_\gamma \Omega \). Now it follows from the compactness of the imbedding \( H^2 \subset L^2 \) that a bounded sequence \( (V_i) \subset T_\gamma \Omega \) has a subsequence converging in \( L^2(S^1, \mathbb{R}^n) \), and then \( (TV_i) \) has a convergent subsequence because the space \((T_\gamma \Omega)^*, \| \cdot \|_{(T_\gamma \Omega)^*}\) is a Banach space. Thus \( T : T_\gamma \Omega \to (T_\gamma \Omega)^* \) is compact. Then since \( B \) is the sum of a Fredholm index zero operator and a compact operator, it is also Fredholm with index zero (e.g. [45, Example 8.16]). \( \square \)

**Proposition 4.13.** (Lojasiewicz–Simon gradient inequality on \( \Omega \)). Let \( \zeta \in \Omega \) be a stationary point of \( \mathcal{E} \). There are constants \( Z \in (0, \infty), \delta \in (0, 1] \) and \( \theta \in [\frac{3}{2}, 1) \) such that if \( \alpha \in \Omega \) with \( \|\alpha - \zeta\|_{H^2} < \delta \) then

\[ \|d(\mathcal{E} | \Omega)_{\alpha}\|_{T_{\alpha} \Omega^*} \geq Z |\mathcal{E}(\alpha) - \mathcal{E}(\zeta)|^\theta. \]
Proof. Let \( \phi : U \subset \Omega \to \phi(U) \subset B \) be a local chart for \( \Omega \) with \( \zeta \in U \), where \( B \) is a subspace of \( H^2(S^1, \mathbb{R}^n) \), and choose \( \delta \) such that \( \alpha \in \Omega \) is also in \( U \) when \( \|\alpha - \zeta\|_{H^2} < \delta \).
Define \( E := \mathcal{E} \circ \phi^{-1} : \phi(U) \to \mathbb{R} \), then \( dE = d\mathcal{E} \circ d\phi^{-1} \), and since \( \zeta \) is stationary we have
\[
d^2E_{\phi(\zeta)} = d^2\mathcal{E}_{\phi(\zeta)}(d\phi^{-1}_{\phi(\zeta)}, d\phi^{-1}_{\phi(\zeta)}).
\]
Moreover, if \( \phi \) is analytic and \( d\phi, : T_\zeta \Omega \to B \) is an isomorphism so it follows from Corollary 4.10 and Proposition 4.12 that \( E \) is analytic and \( d^2E_{\phi(\zeta)} \) is Fredholm. Therefore by [11, Theorem 1] there exist constants \( \tilde{Z} \in (0, \infty), \delta \in (0, 1], \theta \in [\frac{1}{2}, 1) \) such that if \( \|\phi(\alpha) - \phi(\zeta)\|_{L^2} < \delta \)
\[
\|dE_{\phi(\alpha)}\|_{L^2} \geq \tilde{Z} |E(\phi(\alpha)) - E(\phi(\zeta))|^{\theta} = \tilde{Z} |\mathcal{E}(\alpha) - \mathcal{E}(\zeta)|^{\theta}.
\]
Since \( d\phi^{-1} \) is continuous we have that there is a constant \( c \) such that for any \( \alpha \in \Omega \) with \( \|\alpha - \zeta\|_{H^2} < \delta \) and any \( V \in T_\alpha \Omega \)
\[
\|V\|_{H^2} \leq c\|d\phi(\alpha)\|_{H^2}
\]
and therefore
\[
\|dE_{\phi(\alpha)}\|_{L^2} = \sup_{d\phi(\alpha)(V) \in B} \|dE_{\phi(\alpha)}(d\phi(\alpha)(V))\|_{L^2} \leq \|dE_{\alpha}(V)\|_{H^2} = c\|dE(\|\alpha\|_{T\alpha \Omega})\|_{T\alpha \Omega}.
\]

The existence of a \( \delta \) such that if \( \|\alpha - \zeta\|_{H^2} < \delta \) then \( \|\phi(\alpha) - \phi(\zeta)\|_{B} < \delta \) follows from the continuity of \( \phi \) and the fact that \( \Omega \) is a submanifold of \( H^2(S^1, \mathbb{R}^n) \).}

Lemma 4.14. The projection \( P : T^2(S^1, \mathbb{R}^n) \to \Omega \) which takes each \( \gamma \) to its arc length proportional reparametrisation is continuous with respect to \( H^2 \) at any \( \sigma \in T^2(S^1, \mathbb{R}^n) \) which is stationary for \( \mathcal{E} \).

Proof. Write \( w_{\gamma}(u) = \frac{1}{\mathcal{L}(\gamma)} \int_0^u |\gamma'(\tau)| \, d\tau \) so \( \alpha(w) := P(\gamma)(w) = \gamma \circ w_{\gamma}^{-1}(w) = \gamma(u) \) and
\[
\alpha'(w) = \mathcal{L}(\gamma) \frac{\gamma'(u)}{|\gamma'(u)|} = : \mathcal{L}(\gamma) T_{\gamma}(u),
\]
\[
\alpha''(w) = \gamma''(u) \frac{\mathcal{L}(\gamma)^2}{|\gamma'(u)|^2} - \gamma'(u) \frac{\mathcal{L}(\gamma)^2}{|\gamma'(u)|^2} \langle \gamma''(u), \gamma'(u) \rangle = \mathcal{L}(\gamma)^2 \kappa_{\gamma}(u).
\]
Let \( \sigma \in T^2(S^1, \mathbb{R}^n) \) be a stationary point of \( \mathcal{E} \) and \( \gamma \in T^2(S^1, \mathbb{R}^n) \) such that \( \|\gamma - \sigma\|_{H^2} < b/C_S \), where \( b \) and \( C_S \) are as in Lemma 3.1. Then we have constants \( c_1, c_2, c_3 \) depending only on \( \sigma \) such that Lemma 3.1(i)-(iii) hold. Using
\[
\frac{dw_{\gamma^{-1}}}{dw} = \frac{\mathcal{L}(\gamma)}{|\gamma'(u)|},
\]
we obtain the following estimate on parameters
\[
|u - \omega^{-1}_{\gamma} \circ \omega_{\sigma}(u)| = \left| |\omega^{-1}_{\gamma} \circ \omega_{\sigma}(u)| - |\omega^{-1}_{\gamma} \circ \omega_{\sigma}(u)| \right| \leq \mathcal{L}(\gamma) \|\gamma'\|_{L^2}^2 \int_0^u \left| \frac{\gamma'(\tau)}{\mathcal{L}(\gamma)} - \frac{|\sigma'(\tau)|}{\mathcal{L}(\sigma)} \right| \, d\tau \leq \frac{1}{\mathcal{L}(\sigma)} \|\gamma'\|_{L^2}^2 \left( \|\gamma'\|_{L^2} + \mathcal{L}(\gamma) \|\gamma' - \sigma'\|_{L^1} \right) \leq \frac{2c_2}{c_1^2} \|\gamma' - \sigma'\|_{L^1}
\]
where we have also used $|\mathcal{L}(\gamma) - \mathcal{L}(\sigma)| \leq ||\gamma - \sigma||_{L^1}$. Then
\[
||P(\sigma) - P(\gamma)||_{L^2}^2 = \int_0^1 |\sigma \circ \omega^{-1}_\gamma(w) - \gamma \circ \omega^{-1}_\gamma(w)|^2 \, dw \\
\leq 2 \int_0^1 |\sigma(u) - \sigma \circ \omega^{-1}_\gamma \circ \omega_\gamma(u)|^2 \frac{|\sigma'(u)|}{\mathcal{L}(\sigma)} \, du \\
+ 2 \int_0^1 |\sigma \circ \omega^{-1}_\gamma(w) - \gamma \circ \omega^{-1}_\gamma(w)|^2 \, dw \\
\leq \frac{2||\sigma'||_{L^\infty}}{\mathcal{L}(\sigma)} \int_0^1 |u - \omega^{-1}_\gamma \circ \omega_\gamma(u)|^2 \, du + 2\frac{||\gamma||_{L^\infty}}{||\gamma||_{L^2}}||\sigma - \gamma||_{L^2}^2 \\
\leq 8c^5||\gamma' - \sigma'||_{L^2}^2 + 2c||\sigma - \gamma||_{L^2}^2,
\]
where $c := c_2/c_1$. For the difference of first derivatives we have
\[
||P(\sigma)' - P(\gamma)'||_{L^2}^2 = \int_0^1 |\mathcal{L}(\sigma) T_\sigma \circ \omega^{-1}_\gamma(w) - \mathcal{L}(\gamma) T_\gamma \circ \omega^{-1}_\gamma(w)|^2 \, dw \\
\leq 2\mathcal{L}(\sigma)^2 \int_0^1 |T_\sigma \circ \omega^{-1}_\gamma(w) - T_\sigma \circ \omega^{-1}_\gamma(w)|^2 \, dw \\
+ 2 \int_0^1 |\mathcal{L}(\sigma) T_\sigma \circ \omega^{-1}_\gamma(w) - \mathcal{L}(\gamma) T_\gamma \circ \omega^{-1}_\gamma(w)|^2 \, dw.
\]
For the first term on the right hand side of the inequality, using a change of variable, the fundamental theorem of calculus and (44) we have
\[
\mathcal{L}(\sigma)^2 \int_0^1 |T_\sigma \circ \omega^{-1}_\gamma(w) - T_\sigma \circ \omega^{-1}_\gamma(w)|^2 \, dw \\
\leq \mathcal{L}(\sigma)||\sigma'||_{L^\infty} ||T'_\sigma||_{L^2}^2 \int_0^1 |u - \omega^{-1}_\gamma \circ \omega_\gamma(u)|^2 \, du \\
\leq 4c^4c^2_2c^2_3||\gamma' - \sigma'||_{L^2}^2,
\]
where we have used $T'_\sigma = |\sigma'|\kappa_\sigma$. For the second term, recalling (14)
\[
\int_0^1 |\mathcal{L}(\sigma) T_\sigma \circ \omega^{-1}_\gamma(w) - \mathcal{L}(\gamma) T_\gamma \circ \omega^{-1}_\gamma(w)|^2 \, dw \\
\leq \frac{2||\gamma||_{L^\infty}}{\mathcal{L}(\gamma)} \int_0^1 \left[||\mathcal{L}(\sigma) - \mathcal{L}(\gamma)||^2 + \mathcal{L}(\gamma)^2 ||T_\sigma(u) - T_\gamma(u)||^2\right] \, du \\
\leq 2(c + 2c^3)||\sigma' - \gamma'||_{L^2}^2.
\]
Similarly for the difference of second derivatives
\[
||P(\sigma)'' - P(\gamma)''||_{L^2}^2 = \int_0^1 |\mathcal{L}(\sigma)^2 \kappa_\sigma \circ \omega^{-1}_\gamma(w) - \mathcal{L}(\gamma)^2 \kappa_\gamma \circ \omega^{-1}_\gamma(w)|^2 \, dw \\
\leq 2\mathcal{L}(\sigma)^3||\sigma'||_{L^\infty} ||\kappa'_\sigma||_{L^2}^2 \int_0^1 |u - \omega^{-1}_\gamma \circ \omega_\gamma(u)|^2 \, du \\
+ 4\frac{||\gamma||_{L^\infty}}{\mathcal{L}(\gamma)} ||\kappa_\sigma||_{L^2}^2 (\mathcal{L}(\sigma) + \mathcal{L}(\gamma))^2 ||\sigma' - \gamma'||_{L^2}^2 \\
+ 4\frac{||\gamma||_{L^\infty}}{\mathcal{L}(\gamma)} ||\kappa_\gamma||_{L^2}^2 (\mathcal{L}(\gamma))^3 ||\kappa_\sigma - \kappa_\gamma||_{L^2}^2 \\
\leq 4c^2 c^2_2 \left(||\kappa'_\sigma||_{L^2}^2 + 2c^2_3\right) ||\sigma' - \gamma'||_{L^2}^2 + 4c^2_4 ||\kappa_\sigma - \kappa_\gamma||_{L^2}^2.
\]
We have assumed $\sigma$ is stationary so that, by the proof of Lemma 4.1, $||\kappa'_\sigma||_{L^2}$ is bounded. Finally, we recall that by Lemma 3.1 (iii) $\kappa$ is Lipschitz, and this completes the proof. \qed
From (43) we calculate $\sigma$ provided

$\|u\|_{H^2} < \delta$ then

$\|\text{grad} \mathcal{E}_\gamma\|_{H^2(\delta s),\gamma} \geq Z|\mathcal{E}(\gamma) - \mathcal{E}(\sigma)|^\theta$.

Proof. Let $\alpha, \zeta \in \Omega$ be the respective arc length proportional reparametrisations of $\gamma, \sigma$. Then since $\mathcal{E}$ and $d\mathcal{E}$ are parametrisation invariant and $\|d(\mathcal{E} | \Omega)_\alpha\|_{T,\Omega^*} \leq \|d\mathcal{E}_\alpha\|_{H^2}$ we have by Proposition 4.13

$\|d\mathcal{E}_\alpha\|_{H^2} \geq \|d(\mathcal{E} | \Omega)_\alpha\|_{T,\Omega^*} \geq Z|\mathcal{E}(\alpha) - \mathcal{E}(\zeta)|^\theta = Z|\mathcal{E}(\gamma) - \mathcal{E}(\sigma)|^\theta$

provided $\|\alpha - \zeta\|_{H^2}$ is sufficiently small, which can be arranged according to Lemma 4.14 because $\sigma$ is stationary. Since reparametrisation is a linear map on $H^2$ we have $d\mathcal{E}_\alpha(V) = d\mathcal{E}_\gamma(V \circ \omega_\gamma)$ and then

$$\|d\mathcal{E}_\alpha\|_{H^2} = \sup_{\|V\|_{H^2} = 1} \|d\mathcal{E}_\gamma(V \circ \omega_\gamma)\|$$

(45)

From (43) we calculate

$$\|V \circ \omega_\gamma\|_{H^2(\delta s),\gamma} = \mathcal{L}(\gamma) \|V\|_{L^2}^2 + \frac{1}{\mathcal{L}(\gamma)} \|V'\|_{L^2}^2 + \frac{1}{\mathcal{L}(\gamma)^2} \|V''\|_{L^2}^2.$$  

By Lemma 3.1 we have upper and lower bounds for $\mathcal{L}(\gamma)$ and therefore a constant $c_1$ such that

$$\|d\mathcal{E}_\alpha\|_{H^2} \leq c_1 \|\text{grad} \mathcal{E}_\gamma\|_{H^2(\delta s)}.$$  

\[\square\]

5. Convergence

Since the Łojasiewicz–Simon gradient inequality proved above only holds in an $H^2$-neighbourhood of a critical point we will need subconvergence in $H^2$ of minimizing sequences in order to use it. To this end we will prove a Palais–Smale type condition for $\mathcal{E} | \Omega$ by adapting the method used in [39].

First let us define an auxiliary functional $J : \mathcal{I}^2(S^1, \mathbb{R}^n) \to \mathbb{R}$ by

$$J(\gamma) := \frac{1}{\mathcal{L}(\gamma)^2} \int_0^1 |\gamma''|^2 \, du + \lambda^2 \mathcal{L}(\gamma).$$

(47)

This function has the property $J(\Omega) = \mathcal{E}(\Omega)$, and also the following.

Lemma 5.1. $J$ is locally coercive modulo $C^1$ in the following sense. Let $U$ be an open neighbourhood in $\mathcal{I}^2(S^1, \mathbb{R}^n)$ for which there are constants $c_1, c_2$ such that for all $\gamma \in U$:

$\|\gamma\|_{H^2} < c_1$ and $0 < c_2 < |\gamma'(u)|$. Then there exist positive constants $c_3$ and $c_4$ depending on $U$ such that for any $V \in H^2(S^1, \mathbb{R}^n)$

$$d^2 J_\gamma(V, V) \geq c_3 \|V\|_{H^2}^2 - c_4 \|V\|_{E_1}^2.$$  

(48)

Proof. To calculate the second derivative of $J$ first calculate

$$dL_\gamma V = \int_0^1 \langle V', T \rangle \, du$$

and then

$$d^2 L_\gamma(V, V) = \int_0^1 \frac{1}{|\gamma'|} |V'|^2 - \frac{1}{|\gamma'|^2} \langle V', \gamma' \rangle^2 \, du.$$
Using the assumptions on \( U \) there are constants \( \tilde{c}, \tilde{c} \) such that

\[
|d\mathcal{L}_V| \leq \tilde{c}||V'||_{L^1}, \\
|d^2\mathcal{L}_V(V,V)| \leq \tilde{c}||V'||_{L^2}^2.
\]

The derivatives of \( J \) are

\[
dJ\gamma(V) = \frac{-3}{L(\gamma)^4} d\mathcal{L}_V(V) \int_0^1 |\gamma''|^2 du + \frac{2}{L(\gamma)^3} \int_0^1 \langle V'', \gamma'' \rangle du + \lambda^2 d\mathcal{L}_V(V),
\]

and

\[
d^2J\gamma(V,V) = -\frac{12}{L(\gamma)^4} d\mathcal{L}_V(V)^2 ||\gamma''||_{L^2}^2 - \frac{3}{L(\gamma)^4} d^2\mathcal{L}_V(V,V) ||\gamma''||_{L^2}^2
\]

\[
- \frac{12}{L(\gamma)^4} d\mathcal{L}_V \int_0^1 \langle V'', \gamma'' \rangle du + \frac{2}{L(\gamma)^3} ||V'||_{L^2}^2 + \lambda^2 d^2\mathcal{L}_V(V,V),
\]

and then using (49) and the assumptions on \( U \) again, there are positive constants \( a_1, a_2, a_3 \) such that

\[
d^2J\gamma(V,V) \geq a_1 ||V'||_{L^2}^2 - a_2 ||V''||_{L^2}^2 - a_3 ||V''||_{L^2} ||V'||_{L^2}^2
\]

\[
\geq a_1 ||V||_{L^2}^2 - (a_1 + a_2) ||V||_{L^2}^2 - a_3 ||V||_{L^2} ||V||_{L^2}^2.
\]

If we apply the inequality \( 2ab \leq \varepsilon a^2 + \frac{1}{\varepsilon}b^2, \varepsilon > 0 \) to the last term, choosing \( \varepsilon \) sufficiently large and using a Sobolev imbedding we obtain (48).

**Corollary 5.2.** If \( U \subset T^2(S^1, \mathbb{R}^n) \) satisfies the same conditions as in Lemma 5.1 and is convex, then there exist constants \( c_1, c_2 \) such that for any \( \gamma, \beta \in U \)

\[
(dJ\beta - dJ\gamma)(\beta - \gamma) \geq c_1 \|\beta - \gamma\|_{L^2}^2 - c_2 \|\beta - \gamma\|_{C^1}^2.
\]

**Proof.** Since \( \gamma + t(\beta - \gamma) \in U \) for all \( t \in [0, 1] \), (48) holds and

\[
(dJ\beta - dJ\gamma)(\beta - \gamma) = \int_0^1 \frac{d}{dt} dJ\gamma + t(\beta - \gamma)(\beta - \gamma) dt
\]

\[
= \int_0^1 d^2J\gamma + t(\beta - \gamma)(\beta - \gamma, \beta - \gamma) dt
\]

\[
\geq c_1 \|\beta - \gamma\|_{L^2}^2 - c_2 \|\beta - \gamma\|_{C^1}^2.
\]

Next we construct a continuous projection onto \( T_\alpha \Omega \) using a right inverse for the map \( d\Phi \) from Section 4.3. For this we just need to choose initial conditions for the construction described in the proof of Lemma 4.9. We define \( r_\alpha : H^2_{2\alpha}(S^1, \mathbb{R}) \rightarrow H^2(S^1, \mathbb{R}^n) \) by

\[
r_\alpha w := y - x, \quad \text{where}
\]

\[
y' = w' \frac{\alpha'}{[\alpha']}, \quad y(0) = 0,
\]

\[
x' = B\xi, \quad x(0) = 0, \quad \xi = B^TW^{-1}y(1),
\]

and \( B \) and \( W \) are the matrices from (40). Let us confirm that \( r \) has the desired properties. It follows from (35) that

\[
d\Phi_\alpha r_\alpha w = \left( (r_\alpha w)', \frac{\alpha'}{[\alpha']} \right) - \int_0^1 (r_\alpha w)' \frac{\alpha'}{[\alpha']} du = w - \int_0^1 w du = w.
\]
Moreover, \( r_\alpha w(0) = 0 \) and
\[
r_\alpha w(1) = y(1) - \int_0^1 x' \, du = y(1) - \int_0^1 BB^T W^{-1} y(1) \, du
\]
\[
= y(1) - WW^{-1} y(1)
= 0.
\]
Thus \( r_\alpha w \) is periodic. Periodicity of \( (r_\alpha w)' \) follows from that of \( \alpha', w \) and \( \beta \).

Now for each \( \alpha \in \Omega \) we define \( \text{pr}_{T_\alpha \Omega} : H^2(S^1, \mathbb{R}^n) \to T_\alpha \Omega \) by
\[
\text{pr}_{T_\alpha \Omega} V := (1 - r_\alpha d\Phi_\alpha)V.
\]
Indeed \( d\Phi_\alpha \text{pr}_{T_\alpha \Omega} V = d\Phi_\alpha V - d\Phi_\alpha r_\alpha d\Phi_\alpha V = 0 \) by (53) and so \( \text{pr}_{T_\alpha \Omega} \in \ker d\Phi_\alpha = T_\alpha \Omega \).

The following lemma will be used in Proposition 5.4 to estimate terms involving the projection onto \( T_\alpha \Omega \). Its proof requires some estimates on the matrix \( W \), which we have included in Appendix A.

**Lemma 5.3.** Let \( U \) be an \( H^2 \)-bounded subset of \( \Omega \) for which there exists \( c_1 \) such that \( 0 < c_1 < |\alpha'(u)| \) for all \( \alpha \in U \). Then there exists a constant \( c \) such that for all \( \alpha \in U \) and \( v \in H^2 \)
\[
|dJ_\alpha r_\alpha d\Phi_\alpha v| \leq c\|v\|_{L^1}.
\]

**Proof.** For this first we note from (52) that \( |y(1)| \leq \|w\|_{L^1} \), and since the \( \nu_i \) are orthonormal, we deduce from Lemma A.2 that
\[
|(r_\alpha w)'| \leq |w| + \|W^{-1}\| |y(1)| \leq c\|w\|_{L^1}.
\]
Moreover, it follows from (35) that \( |d\Phi_\alpha v| \leq 2\|v'\|_{L^1} \), and then
\[
|(r_\alpha d\Phi_\alpha v)'| \leq c\|d\Phi_\alpha v\|_{L^1} \leq 2c\|v'\|_{L^1}.
\]
From (52) again, recalling that \( |\alpha'| = \mathcal{L}(\alpha) \), calculate the second derivative
\[
(r_\alpha d\Phi_\alpha v)'' = (d\Phi_\alpha v)' T + d\Phi_\alpha v \frac{\alpha''}{\mathcal{L}(\alpha)} + (B\xi)''.
\]
Note that because \( |\alpha'| \) is constant \( < T, \alpha'' > = 0 \) and then from (50),
\[
dJ_\alpha r_\alpha d\Phi_\alpha v
= -\frac{3}{\mathcal{L}(\alpha)^2} d\mathcal{L}_\alpha (r_\alpha d\Phi_\alpha v) \int_0^1 |\alpha''|^2 \, du + \frac{2}{\mathcal{L}(\alpha)^3} \int_0^1 \langle (r_\alpha d\Phi_\alpha v)'', \alpha'' \rangle \, du
+ \lambda^2 d\mathcal{L}_\alpha r_\alpha d\Phi_\alpha v
= -\frac{3}{\mathcal{L}(\alpha)^4} d\mathcal{L}_\alpha (r_\alpha d\Phi_\alpha v)\|\alpha''\|_{L^2}^2 + \frac{2}{\mathcal{L}(\alpha)^5} \int_0^1 \frac{d\Phi_\alpha v}{\mathcal{L}(\alpha)} |\alpha''|^2 + \langle (B\xi)', \alpha'' \rangle \, du
+ \lambda^2 d\mathcal{L}_\alpha r_\alpha d\Phi_\alpha v.
\]
From the definition (40) of \( B \) we have
\[
(B\xi)' = \beta'' \sum_i \nu_i \xi_i + \beta \sum_i \nu_i \xi_i + B\xi',
\]
and from (37), \( \langle \nu_i', \alpha'' \rangle = 0 \), so recalling that \( \beta \) is smooth and the \( \nu_i \) are normalised, we have
\[
|\langle (B\xi)', \alpha'' \rangle| \leq c_1 |\xi| + c_2 |\xi'|.
\]
Now as in (56), we have \( |\xi| \leq \|W^{-1}\| |y(1)| \leq 2c\|v'\|_{L^1} \). Since
\[
\xi' = (\beta' [\nu_1 \ldots \nu_{n-1}] + \beta [\nu_1' \ldots \nu_{n-1}']^T) W^{-1} y(1),
\]

using (37) to estimate \( \nu' \), we obtain
\[
|\xi'| \leq (c_1 + c_2 |\alpha''|) \|\nu'\|_{L^\infty}.
\]
Thus it follows that \( |(B\xi', \alpha'')| \leq (c_1 + c_2 |\alpha''|) |\alpha''| \|\nu'\|_{L^\infty} \). Combining this into (58) with the estimates (49), (56), and \( |d\Phi_\alpha v| \leq \|\nu'\|_{L^\infty} \), we see that
\[
|dJ_\alpha r_\alpha d\Phi_\alpha v| \leq c \|\nu'\|_{L^\infty}.
\]
Therefore Lemma 5.3 follows. \( \square \)

Now we can prove the following Palais–Smale type condition for \( E|\Omega \) (it is not quite the standard condition because we need to assume an \( L^2 \)-bound on the sequence).

**Proposition 5.4.** Let \( (\alpha_i) \) be a sequence of curves in \( \Omega \) such that \( E(\alpha_i) \) and \( \|\alpha_i\|_{L^2} \) are bounded, and \( \|d(E_{\alpha_i})\| \to 0 \). Then \( (\alpha_i) \) has a subsequence converging in \( H^2 \).

**Proof.** The assumed bounds on \( E(\alpha_i) \) and \( \|\alpha_i\|_{L^2} \) together imply an \( H^2 \)-bound and then by compactness of the Sobolev imbedding \( H^2 \subset C^1 \) we have a subsequence, still denoted \( (\alpha_i) \), which converges in \( C^1 \) to some \( \alpha_\infty \). Let \( \varepsilon > 0 \) be sufficiently small so that the open \( C^1 \)-ball \( B^C_\varepsilon(\alpha_\infty) \) contains only immersions (c.f. Lemma 3.1) and choose \( N \) sufficiently large that for all \( i > N, \alpha_i \in B^C_\varepsilon(\alpha_\infty) \). Then for \( i > N \), which we assume from now on, \( \alpha_i \) is contained in a neighbourhood \( U \) satisfying the assumptions of Corollary 5.2. Hence from (51) we get
\[
(dJ_{\alpha_j} - dJ_{\alpha_i})(\alpha_j - \alpha_i) \geq c_1 \|\alpha_j - \alpha_i\|_{H^2}^2 - c_2 \|\alpha_i - \alpha_j\|_{C^1}^2
\]
with \( c_1 > 0 \). From (54) and \( J|\Omega = E|\Omega \)
\[
(dJ_{\alpha_j} - dJ_{\alpha_i})(\alpha_j - \alpha_i) = (dE_{\alpha_j} \pr T_{\alpha_j}^* \Omega - dE_{\alpha_i} \pr T_{\alpha_i}^* \Omega)(\alpha_j - \alpha_i) + (dJ_{\alpha_j} r_\alpha d\Phi_{\alpha_j} - dJ_{\alpha_i} r_\alpha d\Phi_{\alpha_i})(\alpha_j - \alpha_i).
\]
Then rearranging the inequality
\[
c_1 \|\alpha_i - \alpha_j\|_{H^2}^2 \leq c_2 \|\alpha_i - \alpha_j\|_{C^1}^2 + (dE_{\alpha_j} \pr T_{\alpha_j}^* \Omega - dE_{\alpha_i} \pr T_{\alpha_i}^* \Omega)(\alpha_j - \alpha_i) + (dJ_{\alpha_j} r_\alpha d\Phi_{\alpha_j} - dJ_{\alpha_i} r_\alpha d\Phi_{\alpha_i})(\alpha_j - \alpha_i).
\]
Now by Lemma 5.3, since \( \|d(E_{\alpha_i})\| \to 0 \) by assumption and \( \alpha_i \) converges in \( C^1 \), the right hand side of the above inequality converges to zero and \( \alpha_i \) converges in \( H^2 \). \( \square \)

**Theorem 5.5.** Let \( \gamma \) be a solution to the \( H^2(ds) \)-gradient flow of the modified elastic energy \( E \). Then there is a stationary point \( \gamma_\infty \in H^2(S^1, \mathbb{R}^n) \) such that \( \gamma(t) \to \gamma_\infty \) in \( H^2 \) as \( t \to \infty \).

**Proof.** Consider the projected and translated flow
\[
\alpha(t) := P(\gamma(t)) - \frac{1}{\cal L(\gamma(t))} \int_0^{\cal L(\gamma(t))} \gamma(t) \, ds,
\]
where as in Lemma 4.14, \( P(\gamma(t)) \) is the arc length proportional reparametrisation of \( \gamma(t) \). From parametrisation and translation invariance of the energy we have \( \lambda^2 \cal L(\alpha) < \cal E(\alpha) = \cal E(\gamma) \leq \cal E(\gamma(0)) \). Moreover, using the estimates in Lemma 4.14 and the Poincaré–Wirtinger inequality, we see that \( \|\alpha(t)\|_{L^2} \) is also bounded. From (27) (with \( T \to \infty \)) there exists a monotone, divergent sequence \( (t_i) \) such that
\[
\|\text{grad } \cal E(\gamma(t_i))\|_{H^2(ds)} \to 0.
\]
Then (45) and (46) imply that
\[ \|dE_\alpha \|_{H^2} \leq \left( L(\gamma) + \frac{1}{E(\gamma)} + \frac{1}{E(\gamma)^3} \right)^{1/2} \| \text{grad} \ E_\gamma \|_{H^2(ds)}. \]

Since \( L(\gamma) < E(\gamma(0))/\lambda^2 \), and applying the Hölder inequality to Fenchel’s theorem \( 2\pi \leq \int |k|ds \) gives
\[ \frac{1}{E(\gamma)} \leq \frac{1}{4\pi^2} \int k^2 ds < \frac{1}{4\pi^2} E(\gamma(0)), \]
it follows that \( \|dE_\alpha(t_i)\|_{H^{2,*}} \to 0 \) too. Hence \( \alpha(t_i) \) which we abbreviate to \( \alpha_i \) satisfies the assumptions of Proposition 5.4 and there exists a subsequence, still denoted \( \alpha_i \), converging in \( H^2 \) to a stationary point \( \alpha_\infty \). Now by Theorem 4.15 there are constants \( Z > 0, \delta \in (0,1], \) and \( \theta \in [1/2,1) \) such that for any \( x \in \mathcal{I}^2 \) with \( \|x - \alpha_\infty\|_{H^2} < \delta \):
\[ (59) \quad \| \text{grad} E_x \|_{H^2(ds)} \geq Z|E(x) - E(\alpha_\infty)|^\theta. \]

Since the \( H^2(ds) \)-Riemannian distance and the standard \( H^2 \) metric are equivalent (Section 2.2), there exist \( \delta > 0, r > 0 \) such that \( B^r(\alpha_\infty) \subset B^\delta_\alpha(\alpha_\infty) \subset B^\delta_\alpha(\alpha_\infty) \). For any \( i \) such that \( \alpha_i \in B^\delta_\alpha(\alpha_\infty) \) we let \( \beta_i(t) \) be the \( H^2(ds) \)-gradient flow with initial data \( \beta_i(t_i) = \alpha_i \). Then due to the uniqueness of the flow, for all \( t > t_i \), \( \beta_i(t) \) is a fixed (i.e. time independent) reparametrisation and translation of \( \gamma(t) \), namely \( \beta_i(t) = \gamma(t) \circ \omega^{-1}_{\gamma(t_i)} - \frac{1}{E(\gamma(t_i))} \int_0^{\gamma(t_i)} \gamma(t_i) \) \( ds \), and therefore by (12) we have
\[ (60) \quad \| \text{grad} \ E_{\beta_i(t)} \|_{H^2(ds)} = \| \text{grad} E_{\gamma(t)} \|_{H^2(ds)}. \]

It follows that the trajectories \( \beta_i(t) \) and \( \gamma(t) \) have the same \( H^2(ds) \)-length. Let \( T_i \) be the maximum time such that \( \|\beta_i(t) - \alpha_\infty\|_{H^2} < \delta \) for all \( t \in [t_i, T_i) \). Define
\[ H(t) := (E(\gamma(t)) - E(\alpha_\infty))^{1-\theta}. \]

Then \( H > 0 \) and is monotonically decreasing because \( E(\alpha) = E(\gamma) \). Since (59) holds for \( \beta_i(t) \) with \( t \in [t_i, T_i) \), we observe from \( E(\beta_i(t)) = E(\gamma(t)) \) and (60) that
\[ -H'(t) = -(1-\theta)(E(\gamma(t)) - E(\alpha_\infty))^{-\theta} \frac{dE(\gamma(t))}{dt} \]
\[ = (1-\theta)(E(\gamma(t)) - E(\alpha_\infty))^{-\theta} \| \text{grad} E_\gamma \|_{H^2(ds)} \]
\[ \geq (1-\theta)Z \| \text{grad} E_\gamma \|_{H^2(ds)}. \]

Integrating over \([t_i, T_i)\) we get
\[ (1-\theta)Z \int_{t_i}^{T_i} \| \text{grad} E_\gamma \|_{H^2(ds)} dt \leq H(t_i) - H(T_i). \]

Now if we fix a \( j \) such that \( \|\alpha_j - \alpha_\infty\|_{H^2} < \delta \) and let \( W := \cup_{i\geq j}[t_i, T_i) \) we have that
\[ (61) \quad \int_{W} \| \text{grad} E_\gamma \|_{H^2(ds)} dt \leq \frac{H(t_i)}{(1-\theta)Z}. \]

In fact, there exists \( N \in \mathbb{N} \) such that \( \|\beta_N(t) - \alpha_\infty\|_{H^2} < \delta \) for all \( t > t_N \). If not, then for each \( i \in \mathbb{N} \) there exists \( T_i \) such that \( \beta_i(T_i) \) is on the boundary of the ball \( B^\delta_\alpha(\alpha_\infty) \), and there exists a subsequence, still denoted \( (t_i) \), such that the intersection \( \cap_{i\geq j}[t_i, T_i) \) is empty. By the choice of \( \delta \), Lemma 2.1 applies and there is a \( C > 0 \), depending only on \( \alpha_\infty \) and \( r \), such that
\[ \delta = \|\beta_i(T_i) - \alpha_\infty\|_{H^2} \leq \|\beta_i(t_i) - \alpha_\infty\|_{H^2} + \|\beta_i(t_i) - \beta_i(T_i)\|_{H^2} \]
\[ \leq \|\alpha(t_i) - \alpha_\infty\|_{H^2} + C \text{dist}(\beta_i(t_i), \beta_i(T_i)). \]
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\[ \leq \|\alpha(t_i) - \alpha_\infty\|_{H^2} + C \int_{t_i}^{T_i} \|\gamma_t\|_{H^2(ds)} dt, \]

where we have used (60). But then the integral \( \int_{W} \|\nabla E_\gamma\|_{H^2(ds)} dt \) cannot be finite, contradicting (61). So there exists \( N \in \mathbb{N} \) such that \( \beta_N(t) \in B_{H^2}(\alpha_\infty) \) for all \( t > t_N \) and therefore

\[ \int_{t_N}^{\infty} \|\gamma_t\|_{H^2(ds)} dt < \infty, \]

that is, the \( H^2(ds) \)-length of \( \gamma(t) \) is finite. Hence by Lemma 3.3 the flow converges in the \( H^2(ds) \)-distance, and therefore also in \( H^2 \) (Lemma 2.1). \( \square \)

We are now in a position to prove Theorem 1.1.

**Proof of Theorem 1.1.** By Proposition 3.2 we see that problem (GF) possesses a unique local-in-time solution \( \gamma \in C^1([0,T),I(S^1,\mathbb{R}^n)) \) for some \( T > 0 \). Proposition 3.4 extends the local-in-time solution into a global-in-time solution. Finally, we observe from Theorem 5.5 that the global-in-time solution converges to an elastica as \( t \to \infty \) in the \( H^2 \)-topology. \( \square \)

**Remark 5.6.** As in [16] the classification of closed elastica in \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \) allows us to determine the shape of the limit in these cases. In \( \mathbb{R}^2 \) the only closed elastica are the (geometric) circle, the figure eight elastica and their multiple covers. Since the flow must remain in a path component of \( \mathcal{I}^2(S^1,\mathbb{R}^2) \), for rotation index \( p > 0 \) the limit is a \( p \)-fold circle, and an initial curve with rotation index 0 will converge to a (possible multiply covered) figure eight. In \( \mathbb{R}^3 \) there are more closed elastica, however it was proved in [16] that circles are the only stable closed elastica. In both \( \mathbb{R}^2 \) and \( \mathbb{R}^3 \) it follows from (4.1) that the limiting circle has radius \( |\lambda|^{-1} \).

**Remark 5.7.** It was mentioned in the introduction that in [8] and [23] the convergence results for the \( L^2(ds) \)-gradient flow of elastic energy are modulo reparametrisation. They are obtained by proving a Lojasiewicz–Simon gradient inequality for the \( L^2 \)-norm of the gradient in a space of graphs over the critical point, which is different to the approach taken here. However, it seems that the key difference is not in the method, but in the fact that the \( L^2(ds) \)-metric does not dominate \( L^2 \) without extra assumptions on parametrisation, and therefore it would not be possible to verify an \( L^2 \) version of (62).

**Appendix A. Auxiliary Lemmata**

In this appendix, we prove some estimates on the matrix \( W \) defined by (40) that are used in the proof of Lemma 5.3.

**Lemma A.1.** Let \( \gamma \in \mathcal{I}^2(S^1,\mathbb{R}^n) \). Then there exists a constant \( C > 0 \) such that

\[ \|W^{-1}\| < C, \]

where \( W \) is defined by (40).

**Proof.** Let \( \{T(u),\nu_1(u),\ldots,\nu_{n-1}(u)\} \) be an orthonormal basis at \( \gamma(u) \) for \( u \in S^1 \) (e.g. as in (37)). Let \( \mu \in \mathbb{R} \) be the smallest eigenvalue of \( W \) and \( \eta \) a corresponding eigenvector with \( |\eta| = 1 \). Since

\[ \eta^T W \eta = \mu \eta^T \eta = \mu, \]

we have

\[ \mu = \int_0^1 \eta^T B B^T \eta du = \int_0^1 |B^T \eta|^2 du = \sum_{j=1}^{n-1} \beta_j^2 \langle \eta, \nu_j \rangle^2. \]
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where we used the definition of $B$ (40). Recalling that

$$1 = |\eta|^2 = \langle \eta, T \rangle^2 + \sum_{j=1}^{n-1} \langle \eta, \nu_j \rangle^2,$$

we see that

(63) $$\mu = \int_0^1 \beta^2 (1 - \langle \eta, T \rangle^2) \, du.$$  

If $\mu = 0$, then it follows from (63) that $\langle \eta, T(u) \rangle \equiv 1$ and $T(u) = \pm \eta$ for all $u$. But this is impossible because $\gamma$ is closed and $T$ is continuous. Hence

(64) $$\|W^{-1}\| := \sup_{v \in \mathbb{R}^n} \frac{|W^{-1}v|}{|v|} = \sup_{x \in \mathbb{R}^n} \frac{|x|}{|Wx|} = \frac{1}{\mu} < \infty.$$  

Therefore Lemma A.1 follows. \(\square\)

**Lemma A.2.** Let $U \subset \Omega$ such that $\|\alpha\|_{H^2} < \infty$ for all $\alpha \in U$. Then there exists a constant $C > 0$ such that

$$\|W^{-1}_\alpha\| < C$$

for all $\alpha \in U$, where $W_\alpha$ denotes the matrix defined by (40) with $\gamma = \alpha$.

**Proof.** Suppose there is no such $C$, and therefore there exists a sequence $(\alpha_i) \subset U$ such that $\|W_{\alpha_i}^{-1}\| \to \infty$. Equivalently, abbreviating to $W_i$ and letting $\mu_i$ be the smallest eigenvalue of $W_i$, by (64) $\mu_i \to 0$. We will show that this leads to a contradiction.

Since the sequence $(\alpha_i)$ is bounded in $H^2(S^1, \mathbb{R}^n)$, there exists $\alpha_\infty \in H^2(S^1, \mathbb{R}^n) \cap C^{1+\delta}(S^1, \mathbb{R}^n)$ such that

(65) $$\alpha_i \to \alpha_\infty \text{ weakly in } H^2(S^1, \mathbb{R}^n),$$

$$\alpha_i \to \alpha_\infty \text{ in } C^{1+\delta}(S^1, \mathbb{R}^n),$$

up to a subsequence, where $\delta \in (0, 1/2)$. This implies that

$$T_i := \frac{\alpha'_i}{|\alpha'_i|} \to T_\infty := \frac{\alpha'_\infty}{|\alpha'_\infty|} \text{ in } C^{\delta}(S^1, \mathbb{R}^n).$$

As in (37) we construct an orthonormal frame $\{T_i, \nu_i^1, \ldots, \nu_i^{n-1}\}$ along $\alpha_i$ by starting with an orthonormal basis $\{T_i(0), \nu_{i,0}^1, \ldots, \nu_{i,0}^{n-1}\}$ and letting $\{\nu_i^1, \ldots, \nu_i^{n-1}\}$ be the solutions of

(66) $$(\nu_j')' = -\frac{1}{|\alpha'_i|^2} \langle (\nu_j'), \alpha''_i \rangle \alpha'_i, \quad \nu_j^i(0) = \nu_{i,0}^j$$

for $j \in \{1, \ldots, n-1\}$.

Since $|\nu_j^i| \equiv 1$, choosing $N$ sufficiently large so that for $i > N$, $\alpha_i$ is contained in a $C^1$-ball centred at $\alpha_\infty$ and therefore $|\alpha'_i(u)|$ is bounded below, we have that

$$\|(\nu_j^i)''\|_{L^2} \leq C \|\alpha''_i\|_{L^2(S^1)} < C$$

for all $i > N$ and $j \in \{1, \ldots, n-1\}$. Thus $(\nu_j^i)$ is bounded in $H^1(S^1, \mathbb{R}^n)$, and then we find $\{\nu_{i,0}^1, \ldots, \nu_{i,0}^{n-1}\}$ such that

(67) $$\nu_i^j \to \nu_{i,0}^j \text{ weakly in } H^1(S^1, \mathbb{R}^n),$$

$$\nu_i^j \to \nu_{i,0}^j \text{ in } C^{\delta}(S^1),$$

up to a subsequence. We note here that $|\nu_{i,0}^j| \equiv 1$. By (66) we have

(68) $$\nu_j^i(u) = \nu_j^i(0) - \int_0^u \frac{1}{|\alpha'_i(\bar{u})|^2} \langle \nu_j^i(\bar{u}), \alpha''_i(\bar{u}) \rangle \alpha'_i(\bar{u}) \, d\bar{u}.$$
Letting \( i \to \infty \) in (68), we observe from (65) and (67) that
\[
\nu^j_\infty(u) = \nu^j_\infty(0) - \int_0^u \frac{1}{|\nu^j_\infty(\tilde{u})|^2} (\nu''_\infty(\tilde{u}), \alpha''_\infty(\tilde{u})) \alpha'_\infty(\tilde{u}) \, d\tilde{u}
\]
for \( j \in \{1, \ldots, n-1\} \), where \( \{T_\infty(0), \nu_\infty^1(0), \ldots, \nu_\infty^{n-1}(0)\} \) is an orthonormal basis at \( \alpha_\infty(0) \) because of the strong convergence in (65) and (67). Then we can check as in (37) that \( \{T_\infty(u), \nu_\infty^1(u), \ldots, \nu_\infty^{n-1}(u)\} \) is an orthonormal frame at \( \alpha_\infty(u) \) for all \( u \in S^1 \).

Now we have
\[
B_i := \beta [\nu^1_i \nu^2_i \cdots \nu^{n-1}_i], \quad W_i := \int_0^1 B_i B_i^T \, du,
\]
and let \( \eta_i \) be a unit eigenvector corresponding to the smallest eigenvalue \( \mu_i \) of \( W_i \). By (67) we see that
\[
W_i \to W_\infty := \int_0^1 B_\infty B_\infty^T \, du
\]
with
\[
B_\infty := \beta [\nu^1_\infty \nu^2_\infty \cdots \nu^{n-1}_\infty].
\]
Thus we find \( \mu_\infty \in \mathbb{R} \) such that
\[
\mu_i \to \mu_\infty \quad \text{as} \quad i \to \infty,
\]
and \( \mu_\infty \) is the smallest eigenvalue of \( W_\infty \). Let \( \eta_\infty \) be the unit eigenvector corresponding to \( \mu_\infty \), then as in (63), we have
\[
\mu_\infty = \int_0^1 \beta^2 (1 - \langle \eta_\infty, T_\infty \rangle^2) \, du.
\]
Repeating the argument following (63), \( \mu_\infty \) cannot be zero, and we have our contradiction to the assumption that there is no \( \mathcal{C} \) bounding \( \|W_\infty^{-1}\| \).

\[\square\]
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