THE THEORY OF QUANTITATIVE TRADING

Andrea Berdondini
“The difference between an amateur trader and a professional trader is that the first is obsessed by the result while the second is obsessed by the knowledge”
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Introduction

The first step that you must take when you want to learn how to develop a quantitative trading system is to answer the following question: what characteristics must a system have to represent the theoretically most difficult situation possible where to make predictions?

The first characteristic that this system must possess is that of having a very low ratio between the deterministic component and the random component. Therefore, the random component must overcome the deterministic component.

The second characteristic that we need to determine concerns the number of degrees of freedom. This parameter determines how much difficult it is to test hypotheses. This consideration derives from the fundamental problem of statistics defined as follows: "A statistical data does not represent useful information, but becomes useful information only when it is shown that it was not obtained randomly". Therefore, given a result, the probability of obtaining it randomly decreases as the degrees of freedom of the system increase. Consequently, systems with a low number of degrees of freedom are particularly dangerous, because it is particularly easy to get good results randomly and therefore you risk overestimating an investment strategy. For this reason, a system that wants to be as difficult as possible where making predictions must have a low number of degrees of freedom.

The third characteristic we have to choose is if to consider the system as ergodic (stationary) or non-ergodic (non-stationary). This choice is easy because it is much more difficult to make forecasts on a non-ergodic system. Indeed, in this case, past results may not be significant with respect to future results.

In conclusion, the system that represents, from the theoretical point of view, the most difficult situation in which to make predictions is a system in which there is a predominant random component, with a low number of degrees of freedom and not ergodic. Is there a system that has all these 3 characteristics? The answer is yes indeed, the financial markets represent a system that respects all these conditions.

I started this book with this consideration because I believe that the most important thing to understand, for any person who wants to develop a quantitative trading system, is to know that you are facing the most difficult situation theoretically possible where to make predictions. It is this awareness that must guide us in the study of the financial markets. Without this awareness, we will inevitably be led to underestimate the difficulty of the problem and this will lead us to make mistakes.
Structure of the book

This book consists of a selection of articles divided into three main themes:

Statistics
Quantitative Trading
Psychology

These three arguments are indispensable for the development of a quantitative trading system. Although the articles deal with very different topics, they are closely linked to each other, in practice they represent the observation of the same problem from three different points of view.

At the beginning of each chapter there will be an introductory paragraph where the results reported in the articles are summarize. The order of the articles was chosen so as to constitute a single logical reasoning that develops progressively.
Statistics

Financial markets are characterized by a dominant random component with respect to the deterministic component. For this reason, the articles present are intended to explain the statistical analysis under these conditions.

The main topic that is treated concerns the definition of the uncertainty of the statistical data. The traditional approach considers uncertainty as the dispersion of data around the true value. Therefore, it is based on the hypothesis that any divergence from uniformity is the result of a deterministic component. This condition is realistic only in systems where the random component is negligible. Instead, in cases, such as in finance, where the random component prevails, it turns out to be an unrealistic hypothesis that leads to incorrect conclusions. For this reason, we will give a new definition of uncertainty suitable for a system in which there is a predominant random component. The parameter that has been chosen for its definition is represented by the probability of obtaining an equal or better result in a random way. Knowing how to calculate this parameter correctly represents the basis of statistics in finance. As I will show in the articles, this calculation is very difficult, and extremely easy to underestimate the uncertainty. Indeed, the mistake made is to evaluate the individual hypotheses independently without considering the hypotheses previously tested. This way of operating often leads, in systems with a low number of degrees of freedom where it is easy to obtain good results randomly, to underestimating uncertainty.

This approach will then be applied in different situations, such as in the case of the resolution of the St. Petersburg paradox. In this way, we will have concrete examples of how this method represents a completely new point of view in the evaluation of hypotheses.
The uncertainty of the statistical data

Andrea Berdondini

ABSTRACT: Any result can be generated randomly and any random result is useless. Traditional methods define uncertainty as a measure of the dispersion around the true value and are based on the hypothesis that any divergence from uniformity is the result of a deterministic event. The problem with this approach is that even non-uniform distributions can be generated randomly and the probability of this event rises as the number of hypotheses tested increases. Consequently, there is a risk of considering a random and therefore non-repeatable hypothesis as deterministic. Indeed, it is believed that this way of acting is the cause of the high number of non-reproducible results. Therefore, we believe that the probability of obtaining an equal or better result randomly is the true uncertainty of the statistical data. Because it represents the probability that the data is useful and therefore the validity of any other analysis depends on this parameter.

Introduction

Any result can be generated randomly and any random result is useless. Traditional methods [1] and [2] define uncertainty as a measure of the dispersion around the true value and are based on the hypothesis that any divergence from uniformity is the result of a deterministic event. The problem with this approach is that even non-uniform distributions can be generated randomly and the probability of this event rises as the number of hypotheses tested increases. Consequently, there is a risk of considering a random and therefore non-repeatable hypothesis as deterministic. Indeed, it is believed that this way of acting is the cause of the high number of non-reproducible results [3] and [4]. Therefore, we believe that the probability of obtaining an equal or better result randomly is the true uncertainty of the statistical data, because it represents the probability that the data is useful and therefore the validity of any other analysis depends on this parameter.

In addition, we will also address the problem of determining the correct method of calculating the probability of obtaining an equal or better result randomly. Regarding this topic, we will see that the fundamental point, in calculating this probability value, is to consider the statistical data dependent on all the other data generated by all the tested hypotheses.

Considering the statistical data as non-independent has fundamental implications in statistical analysis. Indeed, all our random actions are not only useless, but will increase the uncertainty of the statistical data. For this reason, in the following article [5], we highlight the importance of acting consciously in statistics.

Furthermore, the evaluation of the uncertainty of the statistical data will be possible only by knowing all the attempts made. In practice, the calculation of uncertainty is very difficult because not only we must consider all our attempts, but we must also consider the attempts made by every other person who is performing the same task as us. In this way, the uncertainty of our statistical data also depends on the actions performed by the people who are working our own analysis. Indeed, a group of people who belong to a research network all having the same reputation who all work on the same problem can be considered with one person who carries out all the attempts made. Consequently, the calculation of uncertainty becomes something relative that depends on the information we have.
Definition of uncertainty

The aim of the definition of uncertainty of the statistical data that we are going to give is to determine a parameter that is linked to the repeatability of the result and that is universal and therefore, independent of the system in which we perform the statistical analysis.

We define the uncertainty of the statistical data as the probability of obtaining an equal or better result randomly.

This definition considers the statistical data as a forecast, so a forecast is repeatable only if the process that generated it is non-random. Consequently, the calculation of uncertainty involves determining the type of process that generated the result. We can distinguish cognitive processes from random processes by their statistical property of generating non-reproducible results in a random way. Indeed, by using the information on the system, on which we are performing a measurement, we can increase our probability of forecasting and this leads to a consequent decrease in the probability of obtaining the same result randomly.

It is interesting to note that the repeatability of the statistical data and non-randomness of the process that produced it are two equivalent concepts. Indeed, the information leads to the repeatability of the result and at the same time generates results that cannot be reproduced randomly.

To understand the definition given, we report the following example: We have to analyze a statistical datum represented by 1000 predictions on an event that can have only two results. The 1000 predictions are divided into 600 successes and 400 failures. To calculate the probability of obtaining an equal or better result in a random way, we use the binomial distribution and we obtain the following value $1.4 \times 10^{-8}$.

Now, instead, let us consider a statistical datum represented by 10 predictions divided into 8 successes and 2 failures. In this case, the probability of getting an equal or better result randomly is 5.5%.

Comparing the two results, we note that in the first case, although the number of successes is only 60%, the uncertainty is almost zero, while in the second case, with a probability of success of 80%, the uncertainty is much higher. This difference is due to the fact that the definition given, as mentioned, concerns only the repeatability of the result and not its accuracy. Therefore, it is a value that decreases as the repetition of the result increases. The approach presented is very different from the classic approach, where uncertainty is seen as a measure of the dispersion of the data with respect to the true value.

The fundamental point to understand is that the probability that statistical data is completely random and the estimate of its random component (dispersion around the true value) are two parameters that are only partially dependent on each other. The first decreases as the number of repetitions of the measurement increases, the second does not and this is one of the reasons, why the traditional definition of uncertainty, in many cases, is not significant with regard to the repeatability of the result.

The problem, as we have seen in the examples, is that there is always a greater or lesser probability that a purely random process generates the result. In this case, any analysis turns out to be wrong, for this reason, this value is considered the true uncertainty of the statistical result.

Calculation of the uncertainty of the statistical data

Correctly calculating the probability of getting an equal or better result randomly involves changing our approach to statistics. The approach commonly used in statistics is to consider the data produced
by one method independent of the data produced by different methods. This way of proceeding seems the only possible one but, as we will show in the following paradox, it leads to an illogical result, which is instead solved by considering the data as non-independent.

We think to have a computer with enormous computational capacity that is used to develop hypotheses about a phenomenon that we want to study. The computer works as follows: it creates a random hypothesis and then performs a statistical test. At this point, we ask ourselves the following question: can there be a useful statistical test to evaluate the results of the hypothesis generated?

If we answer yes, we get an illogical result because our computer would always be able, by generating a large number of random hypotheses, to find a hypothesis that passes the statistical test. In this way, we arrive at the absurd conclusion that it is possible to create knowledge randomly, because it is enough to have a very powerful computer and a statistical test to understand every phenomenon.

If we answer no, we get another illogical result because we are saying that no hypothesis can be evaluated. In practice, the results of different hypotheses are all equivalent and indistinguishable.

How can we solve this logical paradox? The only way to answer the question, without obtaining an illogical situation, is to consider the results obtained from different methods depending on each other. A function that meets this condition is the probability of getting an equal or better result at random. Indeed, the calculation of this probability implies the random simulation of all the actions performed. Hence, random attempts increase the number of actions performed and consequently increase the probability of obtaining an equal or better result randomly. For this reason, generating random hypotheses is useless, and therefore if you use this parameter, as a measure of uncertainty, it is possible to evaluate the data and at the same time it is impossible to create knowledge by generating random hypotheses.

Considering the statistical data as non-independent is a fundamental condition for correctly calculating the uncertainty. The probability of getting an equal or better result at random meets this condition.

The dependence of statistical data on each other has profound implications in statistics, which will be discussed in the next section.

Consequences of the non-independence of the statistical data

Considering the statistical data dependent on each other in the calculation of uncertainty leads to three fundamental consequences in statistics.

First fundamental consequence of the non-independence of the statistical data: our every random action always involves an increase in the uncertainty of the statistical data.

Example: We need to analyze a statistical datum represented by 10 predictions about an event that can only have two results. The 10 predictions are divided into 8 successes and 2 failures. To calculate the probability of obtaining an equal or better result randomly we use the binomial distribution and we get the following value 5.5%. If before making these 10 predictions, we tested a different hypothesis with which we made 10 other predictions divided into 5 successes and 5 failures, the uncertainty of our result changes. Indeed, in this case, we must calculate the probability of obtaining a result with a number of successes greater than or equal to 8 by performing two random attempts consisting of 10 predictions each. In this case, the probability becomes 10.6%, so the fact of having first tested a random hypothesis almost doubled the uncertainty of our second hypothesis. Consequently, increasing the random hypotheses increases the number of predictions that we will have to make, with the true hypothesis, to have an acceptable uncertainty.
Second fundamental consequence of the non-independence of the statistical data: every random action of ours and of every other person equivalent to us, always involves an increase in the uncertainty of the statistical data.

By the equivalent term, we mean a person with the same reputation as us, therefore the data produced by equivalent people are judged with the same weight.

Example: 10 people participate in a project whose goal is the development of an algorithm capable of predicting the outcome of an event that can have only two results. An external person who does not participate in the project but is aware of every attempt made by the participants evaluates the statistical data obtained. All participants make 100 predictions, 9 get a 50% chance of success, one gets a 65% chance of success. The uncertainty of the static data of the participant who obtains a probability of success of 65% is obtained by calculating the probability of obtaining a result with a number of successes greater than or equal to 65 by performing ten random attempts consisting of 100 predictions each. The probability obtained, in this way, is 16% instead if he was the only participant in the project the probability would have been 0.18%, therefore about 100 times lower.

Third fundamental consequence of the non-independence of the statistical data: the calculation of the uncertainty varies according to the information possessed.

Example: 10 people participate in a project whose goal is the development of an algorithm capable of predicting the outcome of an event that can have only two results. In this case, people do not know the other participants and think they are the only ones participating in the project. All participants make 100 predictions, 9 get a 50% chance of success and one gets a 65% chance of success. The participant who obtains a probability of success of 65% independently calculates the uncertainty of the result obtained. Not knowing that other people are participating in the project, calculate the probability of obtaining a result with a number of successes greater than or equal to 65 by performing a single random attempt consisting of 100 predictions; the probability obtained is 0.18%. An external person who is aware of every attempt made by the participants calculates the uncertainty of the participant's statistical data, which obtains a probability of success of 65%. It then calculates the probability of obtaining a result with a number of successes greater than or equal to 65 by making ten random attempts consisting of 100 predictions each. The probability obtained, in this way, is 16%, a much higher value than the uncertainty calculated by the participant. The uncertainty value calculated by the external person using more information is most accurate than the uncertainty value calculated by the individual participant. Consequently, the uncertainty value obtained by exploiting the greatest number of information must always be considered, in the case of the example, the most accurate uncertainty is that of 16%.

The first and second fundamental highlighting consequence of the non-independence of the statistical data can be redefined by highlighting the non-randomness of the action.

First fundamental consequence of the non-independence of the statistical data: our every non-random action always involves a decrease in the uncertainty of the statistical data.

Second fundamental consequence of the non-independence of the statistical data: every non-random action of ours and of every other person equivalent to us, always involves a decrease in the uncertainty of the statistical data.

Conclusion

The traditional definition of uncertainty implies considering true, for non-homogeneous data dispersions, the hypothesis that the result is not completely random. We consider this assumption the main problem of the definition of uncertainty. Indeed, whatever the statistical data obtained, there is
always a possibility that they are completely random and therefore useless.

This error stems from the fact that the definition of uncertainty was developed in an environment where each method had a strong deterministic component. Therefore, calculating the probability of obtaining an equal or better result at random might seem useless. However, when we apply statistics in fields such as finance, where the random component is predominant the traditional approach to uncertainty turns out to be unsuccessful. It fails for the simple reason that the hypothesis on which it is based may not be true. For this reason, we have defined the uncertainty of the statistical data as the probability of obtaining an equal or better result randomly. Since this definition of uncertainty is not linked to any hypothesis, it turns out to be universal. The correct calculation of this probability value implies considering the statistical data dependent on each other. This assumption, as we have shown through a paradox, makes the definition of uncertainty given consistent with the logical principle that it is not possible to create knowledge randomly.

The non-independence of the statistical data implies that each action performed has an effect on the calculation of uncertainty. The interesting aspect is that a dependence is also created between actions performed by different people. Consequently, the calculation of uncertainty depends on the information in our possession, so it becomes something relative that can be determined absolutely only with complete knowledge of the information.
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The information paradox

Andrea Berdondini

ABSTRACT: The following paradox is based on the consideration that the value of a statistical datum does not represent useful information but becomes useful information only when it is possible to prove that it was not obtained in a random way. In practice, the probability of obtaining the same result randomly must be very low in order to consider the result useful. It follows that the value of a statistical datum is something absolute, but its evaluation in order to understand whether it is useful or not is something relative depending on the actions that have been performed. Consequently, a situation such as the one described in this paradox can occur, wherein in one case it is practically certain that the statistical datum is useful, instead of in the other case the statistical datum turns out to be completely devoid of value. This paradox wants to bring attention to the importance of the procedure used to extract statistical information. Indeed, the way in which we act affects the probability of obtaining the same result in a random way and consequently on the evaluation of the statistical parameter.

The information paradox

We have two identical universes, in both universes the same person is present, that we will call John, he must perform the exact same task which is to analyze a database in order to extract useful correlations. As we have said the universes are equal, so the databases are identical and the person who has to do the work is the same. The database that needs to be analyzed consists of a million parameters related to an event to be studied.

In the universe "1", John acts as follows: he takes the whole database and calculates the correlation of the parameters with the event to be studied. From this analysis he finds 50 parameters with a high correlation with the event, the correlation found has a chance to happen randomly of 0.005%. Of these 50 parameters, John identifies 10 that according to his experience can be useful in order to study the event. However it is important to point out that the assumptions made by John, on the 10 parameters, are only hypotheses based on his experience, they are not scientific demonstrations that explain precisely the correlation of the 10 parameters with the event.

In the universe "2", John acts in the following way: before analyzing the entire database he uses his knowledge of the event in order to select 10 parameters, that he believes are most correlated with the event, from the million parameters available. However, also in this case, it is important to point out that the assumptions made by John, on the 10 parameters, are only hypotheses based on his experience, they are not scientific demonstrations that explain precisely the correlation of the 10 parameters with the event. Analyzing only these 10 parameters, he finds 5 of them with a high correlation with the event, the correlation found has a chance to happen randomly of 0.005% (as in the previous case).

In practice, the fundamental difference in the analysis method that John does in the two universes is that: in the first universe John uses his own experience after performing statistical analysis on the whole database, instead in the second universe, John uses his experience before to perform the statistical analysis in order to reduce the size of the database.
Now let us see how this different approach affects the evaluation of the data obtained. To do this, we must calculate the probability of obtaining the same results randomly in the two cases.

In the first case, universe "1", in order to calculate the probability of obtaining the same results in a random way we must use the binomial distribution formula with the following parameters:

- probability of victory (p) = probability of getting the same correlation randomly
- number of successes (k) = number of parameters that present the correlation considered
- number of tests (L) = total number of parameters present in the database

By entering these data within the binomial distribution formula:

\[ F(k, L, p) = \binom{L}{k} p^k (1-p)^{L-k} \]

- p = 0.005%
- k = 50
- L = 1 Million

We get a probability of 5.6% as a result.

Now let's consider the second case, the universe "2", even in this situation, in order to calculate the probability of obtaining the same results in a random way we must use the binomial distribution formula with the following parameters:

- p = 0.005%
- k = 5
- L = 10

The probability obtained in this case is \[7.9 \cdot 10^{-18}\%\].

Analyzing these results it is easy to understand that a percentage of 5.6% makes the correlations found not significant. In order to understand how high this percentage is, we can also calculate the probability of obtaining, in a random way, more than 50 of parameters with the correlation considered, this probability is 46%.

Now we analyze the percentage of the second case (\[7.9 \cdot 10^{-18}\%\]) this percentage is extremely low, consequently we are practically certain that the correlation found is not random and therefore this result represents a useful information for studying the event.

At this point, John must to decide whether to implement the correlations found or not. Obviously, exploiting the correlations found implies costs, therefore a wrong evaluation involves a high risk. In the universe “1” John is in a difficult situation, in fact the work done is not only useless but also dangerous because it can lead him to sustain wrong investments. Instead, in the second universe John knows that the probability that the correlation is random is almost zero, so
he can invest with an acceptable risk.

In conclusion, a simple procedural error has led to enormous consequences. In the first case the experience of John is useless, instead in the second case it was a key resource in order to extract useful information from a big database.

In fact, in the case of the universe “1”, John can no longer use his own knowledge and the only thing he can do is transform his hypotheses into real scientific demonstrations, but in many situations, as in the financial field, doing it can be very difficult. Consequently, when hypotheses are made after having carried out an analysis, these hypotheses risk being conditioned by the results and therefore lose value. Instead, the hypotheses made before the analysis are not conditioned and the analysis of the data is used in order to verify them in a statistical way, as happened in the universe “2”.

One of the fields where it is fundamental to calculate the probability of obtaining the same data in a random way, as a method of evaluating the correlations detected, is the financial one [1], [2].

Conclusion

In this article we have used a paradox to explain how a statistical datum does not represent a useful information, it becomes a useful information, to study an event, only when it is possible to prove that the probability that it was obtained in a random way is very low. This consideration makes the application of statistics, as a method of evaluating a hypothesis, a “relativistic” science. In fact, as described in the paradox, the calculation of the probability of obtaining the same result in a random way is something of relative that depend from the method used and from the actions performed.

These considerations have a great impact from an experimental point of view, because they teach us the importance of correct planning, in which we must always implement all the knowledge about the event we want to study. It is also essential keep track of all the operations performed on the data, because this information is necessary in order to calculate correctly the probability of obtaining the same results in a random way.

This way of interpreting statistical data is also very useful for understanding the phenomenon of overfitting, a very important issue in data analysis [3], [4]. The overfitting seen from this point of view is simply the direct consequence of considering the statistical parameters, and therefore the results obtained, as a useful information without checking that them was not obtained in a random way. Therefore, in order to estimate the presence of overfitting we have to use the algorithm on a database equivalent to the real one but with randomly generated values, repeating this operation many times we can estimate the probability of obtaining equal or better results in a random way. If this probability is high, we are most likely in an overfitting situation. For example, the probability that a fourth-degree polynomial has a correlation of 1 with 5 random points on a plane is 100%, so this correlation is useless and we are in an overfitting situation.

This approach can also be applied to the St Petersburg paradox [5], in fact also in this case
the expectation gain is a statistical datum that must be evaluated before being used at the decisional level. In fact, the difficulty in solving the paradox stems from the fact of considering a statistical datum always as a useful information. Analyzing the expectation gain it is possible to proof that we can obtain better result, randomly, with a probability that tends asymptotically to 50%. Consequently, the expectation gain that tends to infinity turns out to be a statistic data without value that cannot be used for decision-making purposes.

This way of thinking gives an explanation to the logical principle of Occam's razor, in which it is advisable to choose the simplest solution among the available solutions. In fact, for example, if we want to analyze some points on a plane with a polynomial, increasing the degree increases the probability that a given correlation can occur randomly. For example, given 24 points on a plane, a second degree polynomial has a 50% probability of randomly having a correlation greater than 0.27, instead a fourth degree polynomial has a probability of 84% of having a correlation greater than 0.27 randomly. Therefore, the value of the correlation is an absolute datum but its validity to study a set of data is something relative that depends on the method used. Consequently the simpler methods, being less parameterized, have a lower probability of a randomly correlation, so they are preferred over the complex methods.
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Use of the fundamental problem of statistics to define the validity limit of Occam's razor principle

Andrea Berdondini

ABSTRACT: In statistics, to evaluate the significance of a result, one of the most used methods is the statistical hypothesis test. Using this theory, the fundamental problem of statistics can be expressed as follows: "A statistical data does not represent useful information, but becomes useful information only when it is shown that it was not obtained randomly". Consequently, according to this point of view, among the hypotheses that perform the same prediction, we must choose the result that has a lower probability of being produced randomly. Therefore, the fundamental aspect of this approach is to calculate correctly this probability value. This problem is addressed by redefining what is meant by hypothesis. The traditional approach considers the hypothesis as the set of rules that actively participate in the forecast. Instead, we consider as hypotheses the sum of all the hypotheses made, also considering the hypotheses preceding the one used. Therefore, each time a prediction is made, our hypothesis increases in complexity and consequently increases its ability to adapt to a random data set. In this way, the complexity of a hypothesis can be precisely determined only if all previous attempts are known. Consequently, Occam's razor principle no longer has a general value, but its application depends on the information we have on the tested hypotheses.

Introduction

The logical principle of Occam's razor [1], [2], suggests choosing the simplest hypothesis among those available. In this article, we will analyze this principle using the theory of statistical hypothesis test [3], [4]. By exploiting this theory, we will reformulate the fundamental problem of statistics in such a way as to bring attention to the link between the statistical data and the probability that it was produced randomly. Consequently, according to this point of view, among the hypotheses that perform the same prediction, we must choose the result that has a lower probability of being produced randomly. Therefore, it becomes essential to calculate this probability value correctly.

This problem is addressed by redefining what is meant by hypothesis. The traditional approach considers the hypothesis as the set of rules that actively participate in the forecast. Instead, we consider as hypotheses the sum of all the hypotheses made, also considering the hypotheses preceding the one used. Therefore, each time a prediction is made, our hypothesis increases in complexity and consequently increases its ability to adapt to a random data set. In this way, the complexity of a hypothesis can be precisely determined only if all previous attempts are known. Consequently, Occam's razor principle no longer has a general value, but its application depends on the information we have on the tested hypotheses.

Finally, we use this new definition of hypothesis to understand the reason for the high percentage of non-reproducible results, in which the hypothesis test was used.

The fundamental problem of statistics

In statistics, to evaluate the significance of a result, one of the most used methods is the statistical hypothesis test. Using this theory, the fundamental problem of statistics can be
expressed as follows: "A statistical data does not represent useful information, but becomes useful information only when it is shown that it was not obtained randomly".

This definition is particularly significant, because it highlights the two fundamental aspects of statistics, which are its uncertainty and the reason for its uncertainty. Indeed, the purpose of statistics is the study of phenomena in conditions of uncertainty or non-determinism by exploiting the sampling of events related to the phenomenon to be studied. Knowing that the observed events can be randomly reproduced with a probability that will never be zero, we understand the reason for the indeterminism that characterizes the statistics. This probability value is called universal probability [5].

Through this definition of the fundamental problem of statistics, it is also possible to formulate the following paradox [6], which highlights how the evaluation of statistical results is dependent on each action performed on the analyzed data.

**The validity limit of Occam's razor principle**

In this paragraph, we will see how the information regarding the development of a hypothesis is fundamental to define the validity limit of Occam's razor principle.

Let us start by giving some definitions useful to formalize our theory.

Given an experiment that measures $N$ values of a discrete variable $X$ with cardinality $C$, we call $D$ the set of dimension $C^N$, which includes all possible sequences $X^N$ of length $N$ that can be observed.

Now, we redefine the concept of hypothesis in order to define a chronological succession among the tested hypothesis.

We call $H(t)$ the hypothesis developed at time $t$.

We call $PH(t)$ the set of sequences $X^N \in D$ that the hypothesis $H(t)$ is able to predict.

We call $NPH(t)$ the cardinality of the set $PH(t)$.

We call $TH(t)$ the set that includes all the hypotheses up to time $t$.

$$TH(t) = \{H(i_1), H(i_2), \ldots, H(i_t)\}$$

We call $TPH(t)$ the union of all the sets $PH(t)$ relating to all the hypotheses $H(t) \in TH(t)$.

$$TPH(t) = \bigcup_{i=0}^{t} PH(i)$$

We call $NTPH(t)$ the cardinality of the set $TPH(t)$. Consequently, $NTPH(T)$ defines the number of sequences, belonging to $D$, that the hypothesis $TH(t)$ is able to predict. It may happen that different hypotheses forecast the same sequence of values of $X$, having made the union of the sets $PH(t)$ these sequences are calculated only once.

If we have only made a hypothesis $H(t)=TH(t)$ and $NPH(t)=NTPH(t)$. 
If, on the other hand, more than one hypothesis has been tested $H(t) \neq TH(t)$ and $NPH(t) \leq NTPH(t)$.

We define the ability of the hypothesis $TH(t)$ to predict a sequence of $N$ casual observations of the i.i.d. random variable $X$ with discrete uniform distribution and cardinality $C$, the ratio:

$$\frac{NTPH(t)}{C^N} \quad (1)$$

This ratio also defines the probability that the hypothesis $TH(t)$ can predict the results of an experiment, in which the cardinality of $D$ is equal to $C^N$, in a completely random way.

Knowing that a hypothesis $TH(t)$ can predict the results of an experiment only in the following two conditions:

1) $TH(t)$ is true.

2) $TH(t)$ is false and the prediction occurs randomly; the probability of this event is given by equation (1).

Under these conditions, the probability that the hypothesis $TH(t)$ is true turns out to be:

$$1 - \frac{NTPH(t)}{C^N} \quad (2)$$

Consequently, this equation defines the parameter that must be used in the evaluation of $H(t)$. So, if we want to compare two hypotheses $H1(t)$ and $H2(t)$, we have 4 possible results:

1) $NPH1(t) > NPH2(t)$ and $NTPH1(t) > NTPH2(t)$

2) $NPH1(t) > NPH2(t)$ and $NTPH1(t) < NTPH2(t)$

3) $NPH1(t) < NPH2(t)$ and $NTPH1(t) < NTPH2(t)$

4) $NPH1(t) < NPH2(t)$ and $NTPH1(t) > NTPH2(t)$

$NPH(t)$ and $NTPH(t)$ define the number of sequences that hypothesis $H(t)$ and the hypothesis $TH(t)$ are able to predict. Consequently, they can be used as a measure of their complexity, in fact, the more complex a hypothesis is, the greater the number of results it can predict.

Analyzing the four possible results, we note that even if a hypothesis $H1(t)$ is less complex than a hypothesis $H2(t)$ ($NPH1(t) < NPH2(t)$), it is possible to have a hypothesis $TH1(t)$ more complex than a hypothesis $TH2(t)$ ($NTPH1(t) > NTPH2(t)$). Consequently, using equation (2) as an evaluation method, hypothesis $H1(t)$ should be discarded in favor of hypothesis $H2(t)$. This situation can happen, for example, if $H1(t)$ is the last hypothesis of a long series of other hypotheses tested previously.

In the event that there is no information on the hypotheses to be evaluated, it must be assumed that the hypotheses have been developed under the same conditions. Therefore, in this case, not being able to calculate $TH(t)$, it is recommended to choose the simpler hypothesis $H(t)$.

Finally, from equation (2), we can deduce the following result: given a hypothesis $H(t)$ the probability that is true can be calculated only if all the previously tested hypotheses are known.
Consequently, the complexity of a hypothesis not only depends on the mathematical formula that makes the prediction, but also depends on all the attempts made previously. Therefore, Occam's razor principle does not have an absolute value but its application depends on the information about the hypotheses.

**How to perform correctly the statistical hypothesis test**

It is interesting to note how the definition of hypothesis, which was given in the previous paragraph, can be seen as something extremely obvious or as something extremely innovative. Indeed, it may seem absolutely banal to consider all the hypotheses that have been tested, for the obvious reason that by running a large number of random hypotheses sooner or later there will be some hypothesis that will fit the data quite well. On the other hand, also considering the previous hypotheses represents a revolution in the evaluation of a hypothesis. In fact, from this point of view, the mere knowledge of the hypothesis that makes the prediction does not allow us to define its real complexity.

Therefore, if in the statistical hypothesis test the p-value [7], [8], used as a threshold to reject the null hypothesis, is calculated considering only the hypothesis that actively participates in the prediction, it means, that we are underestimating the complexity of the hypothesis. Consequently, the p-value, thus calculated, is wrong and therefore determines a false evaluation of the hypothesis. It is therefore believed that this systematic error, in the execution of the hypothesis test, is responsible for the high number of non-reproducible results [9], [10].

Taking advantage of these considerations it is understood that evaluating a statistical result can be very difficult because some information can be hidden. For example, we are obliged to report the mathematical formula that makes the prediction but, instead, we may not report all previous failed attempts. Unfortunately, this information is essential for evaluating the hypothesis, because they are an integral part of the hypothesis. Indeed, if we test 10 hypotheses, we simply interpolate the data with those ten hypotheses and choose the hypothesis that passes the chosen evaluation test.

This problem also depends on the increasing use of statistical software capable of quickly executing a huge number of mathematical models. Consequently, there is the risk of "playing" with this software by performing a multitude of analyzes and this sooner or later leads to a random correlation.

For these reasons, the evaluation of statistical results represents one of the most important challenges for scientific research. Unfortunately, it is a difficult problem to solve because, as mentioned, some information can always be hidden when writing an article. The simplest solution adopted is to use more selective evaluation parameters, which in practice means making it unlikely to pass the evaluation test by developing random hypotheses. However, this solution has different problems in fact, in this way, we can discard correct hypotheses and cannot be applied to all fields of research. For example, in finance where the possible inefficiencies of the markets [11], which can be observed, are minimal, adopting very restrictive valuation methods means having to discard almost any hypothesis.
Conclusion

In this article, we have discussed the logical principle of Occam's razor using the hypothesis test theory. This allowed us to reformulate the fundamental problem of statistics, in such a way as to make us understand the importance of correctly calculating the probability of obtaining the same results randomly. Solving this problem involved redefining the concept of hypothesis. According to this point of view, by hypothesis we mean the sum of all tested hypotheses. Consequently, the complexity of a hypothesis not only depends on the mathematical formula that makes the prediction but also depends on the previous hypotheses tested.

Therefore, according to this approach, the logical principle of Occam's razor no longer has a general value if one considers as a hypothesis only the set of rules that actively participate in the prediction. If, on the other hand, the hypothesis is considered as the sum of all the tested hypotheses, in this case, Occam's razor principle returns to have a general value.

Finally, it is noted that not considering all the tested hypotheses causes a systematic error in the application of the statistical hypothesis test. Therefore, it is hypothesized that this error, which leads to underestimate the complexity of a hypothesis, is the cause of the high percentage of non-reproducible scientific results.
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Resolution of the St. Petersburg paradox using Von Mises’ axiom of randomness

Andrea Berdondini

ABSTRACT: In this article we will propose a completely new point of view for solving one of the most important paradoxes concerning game theory. The method used derives from the study of non-ergodic systems. This circumstance may create a dependency between results that are often extremely difficult to detect and quantify, such as in the field of finance. Consequently, the expected gain obtained from data that may be correlated has a statistical value that is difficult to determine, thus it cannot be used for decision-making purposes. Therefore, in this scenario, an alternative parameter to be used during the decision-making process must be found. The solution develop shifts the focus from the result to the strategy’s ability to operate in a cognitive way by exploiting useful information about the system. In order to determine from a mathematical point of view if a strategy is cognitive, we use Von Mises’ axiom of randomness. Based on this axiom, the knowledge of useful information consequently generates results that cannot be reproduced randomly. Useful information in this case may be seen as a significant datum for the recipient, for their present or future decision-making process. In conclusion, the infinite behaviour in this paradox may be seen as an element capable of rendering the expected gain unusable for decision-making purposes. As a result, we are forced to face the problem by employing a different point of view. In order to do this we shift the focus from the result to the strategy’s ability to operate in a cognitive way by exploiting useful information about the system. Finally, by resolving the paradox from this new point of view, we will demonstrate that an expected gain that tends toward infinity is not always a consequence of a cognitive and non-random strategy. Therefore, this result leads us to define a hierarchy of values in decision-making, where the cognitive aspect, whose statistical consequence is a divergence from random behaviour, turns out to be more important than the expected gain.

Introduction

The St. Petersburg paradox represents one of the most important paradoxes in game theory. The classic solution used to solve uses special utility functions that implement the concept of marginal utility [1], [2], [3]. This type of approach has been strongly criticized in virtue of the fact that utility functions attempt to formalize sociological behaviour from a mathematical point of view, and this is why they always have a subjectivity component. Moreover, many studies of behavioural economics [4], [5] highlight how people’s behaviour is often irrational. Consequently, the resolution of this paradox still represents an open challenge and, as we will see, the search for an alternative solution may help us improve the decision-making process during the evaluation of a strategy.

In order to understand the method proposed in this article for resolving the St. Petersburg paradox, we must first explain the origins of this method. This approach was developed to study the strategies operating on non-ergodic systems. In particular, the primary field of application is characterized by the study of quantitative trading algorithms operating on financial markets. The non-ergodicity condition can make the results dependent on each other. Therefore, in this scenario a dependency is created between data which, like in the field of finance, is difficult to detect and quantify.

To explain to you the possible consequences at a decision-making level of this condition, I propose the following example: think about making a hundred bets on a hundred flips of a coin and winning one hundred times. In this case, you will have obtained a hundred victories independent of each other to which a very high-expected gain will be associated. You therefore reach the right conclusion that the strategy used to predict the flip of the coin is most likely
correct. Now let's change the starting scenario and let's say we make 100 equal bets on a single coin flip, getting a hundred wins. Obviously, since the bets are completely dependent on each other, in this case they cannot be used to calculate the expected gain. In fact, it's basically as if we made a single bet. Now let's imagine, as a third and last scenario, that you are not able to see the person flipping the coin: if we win all the hundred times, we don't know if they are dependent or independent of each other. This third scenario generates a very important decision-making problem, because if I consider the results as independent and they are not, I risk overestimating the strategy. This wrong assessment can lead me to make the irrational choice of using a useless strategy. In finance the non-independence of the results creates a statistical phenomenon called clustering. This statistical characteristic determines the formation of groups of high returns, alternating with groups of low returns. In other words, it means that returns are not distributed evenly but tend to cluster together. The clustering phenomenon has disastrous effects in finance, because when you are going through winning phases you are led to consider the operations carried out as independent of each other. This implies that the expected gain, calculated from data that we mistakenly think to be independent, is overestimated, therefore the evaluation of the strategy will also be incorrect. So, this behaviour can subject us to unexpected risk. With regards to this topic we have developed a paradox [6], which we have called “the professional trader’s paradox”. The name derives from the fact that we are inclined to consider that our operations are always independent, and therefore, when we face a series of winning bets, we tend to overestimate the strategy used.

In conclusion, the expected gain, obtained from data that may not be independent, cannot be used for decision-making purposes, as it has a statistical value that is difficult to determine. Therefore, from this example we understand that there are situations, like in non-ergodic systems, where the expected gain is no longer a reliable parameter. Consequently, we can think that other situations may exist, like in the case of the infinite behaviour of this paradox, where the expected gain is a datum that cannot be used in decision-making.

We begin to understand that the problem in resolving the St. Petersburg paradox may derive from considering the expected gain, and its variants (utility functions), as the only possible point of view in the evaluation of a strategy. So, the question we have to ask ourselves is: is there a parameter that is better than the expected gain?

The answer we give to this question is focused on being able to understand, from a statistical point of view, if a strategy operates in a cognitive way by exploiting useful information present on the system. The useful information in this case can be seen as a datum subject to analysis that rendered it significant to the recipient for their present or future decision-making process. To determine mathematically if a strategy is cognitive, in the sense just described, we exploit the Von Mises’ axiom of randomness. The axiom defines the statistical characteristic that must have a sequence in order to be considered random. The axiom is the following: "the essential requirement for a sequence to be defined as random consists in the complete absence of any rules that may be successfully applied to improve predictions about the next number ".

The meaning of this axiom is the following: when we understand a set of rules to which a numerical sequence is subject we can obtain results, intended as forecasts on the next number of the sequence, whose probability of being reproduced randomly tends toward zero on increasing the number of forecasts made.

Consequently, the results obtained with a game strategy that implements information useful to improve our probability of winning, generates results that cannot be reproduced randomly. Basically, the probability of obtaining better results with a random strategy compared to a
cognitive strategy, which implements useful information, tends toward zero as the number of predictions made increases.

This axiom is indeed a statistical method for evaluating the results obtained, without taking into consideration the absolute value of the expected gain. In fact, this method is based solely on the fact of being able to discriminate whether the results were obtained with a random strategy or through a cognitive strategy that implements a set of rules to which the system is subject.

In this way we obtain a fundamental result in analysing the strategies of a particular class of zero-sum games, where there is a balance between the participants. Balance means the situation where none of the players has an implicit advantage over the others. The famous mathematician Daniel Bernoulli defined this particular class of games as: “mathematically fair game of chance”.

This type of game plays a particularly important role in game theory, because it represents a very frequent situation in various fields of interest such as finance.

If we analyse the results obtained by repeating the game of chance described in the St. Petersburg paradox a large number of times, in the next paragraph we will demonstrate that better profits can be obtained with a probability that tends toward 50% by using a random strategy. In practice, the results of a purely random game strategy tend to be distributed symmetrically with respect to the expected theoretical gain derived from the strategy described in the paradox. This result indicates that the doubling-down strategy after each lost bet does not exploit any kind of useful information, and therefore it is a completely non-cognitive game method. Consequently, by taking the cognitive aspect as a parameter to be used in decision-making, and having demonstrated the complete absence within the strategy, we are able to solve the paradox by proving the irrationality of the game method.

In this article, we want to introduce the cognitive aspect, understood in the sense of acting in a non-random way by exploiting useful information about the system, as a fundamental element for improving the decisions theory. In fact, this paradox is useful to make us understand that the knowledge of useful information about the system, capable of increasing our probability of victory, always involves an increase of the expected gain. However, the opposite is not true: an expected gain that tends to infinity does not imply that the strategy exploits knowledge about the system and therefore is cognitive and not random. Consequently, a hierarchy of values is created, where the cognitive aspect is more important than the expected gain for decision-making purposes.

Resolution of the St. Petersburg paradox

In this paragraph, we will solve the St. Petersburg paradox by demonstrating that the doubling-down strategy after each lost bet is a non-cognitive strategy, which implements no useful information that can be used to improve the probability of success.

In order to do this we have to define the random strategy, which we will use to calculate the probability of obtaining better results than those obtained with the gambling method defined in the paradox. In fact, as mentioned in the previous paragraph, this probability should tend to zero if the strategy being evaluated is a cognitive strategy that implements useful information. Firstly, we define some parameters that are fundamental to characterize our random strategy of reference.

The first parameter we need is the expected value EV of the game obtained by using the
doubling-down strategy after each bet lost. Given a number of flips equal to L, with a 50% probability of winning and placing the value of the first bet equal to 1, we have:

\[ EV = \frac{L}{2} \]

The second parameter is the average bet AB. By carrying out L bets of Bn value, we have:

\[ AB = \frac{(B1 + B2 + \ldots + BL)}{L} \]

Knowing that the first bet B1 is equal to 1, and double downing after every bet lost and returning to value 1 when we win the bet, we have:

\[ AB = \sum_{n=2}^{L} \frac{(L - n + 1)2^{n-1}}{2^n L} + 1 \]
\[ AB = \sum_{n=2}^{L} \frac{(L - n + 1)}{2L} + 1 \]
\[ AB = \frac{L(L - 1)}{2} \frac{1}{2L} + 1 \]
\[ AB = \frac{L - 1}{4} + 1 \]

At this point the random game strategy will be defined as follows: given a number of flips equal to L, L bets of AB constant value will be made, randomly choosing whether to bet heads or tails on each bet. To calculate whether a strategy of this type can obtain better results compared to the expected value EV of the strategy of the paradox, just use the binomial distribution formula.

\[ F(k, L, p) = \binom{L}{k} p^k (1 - p)^{L-k} \]

P = probability of winning
K = number of wins
L = number of tosses

By using the binomial distribution formula, given a value of L, we can obtain the probability of achieving better results with the random strategy described above. The results for the L values ranging from 10 to 200 are shown in Figure 1. Looking at the figure, we see how the probability tends asymptotically toward 50%. Therefore, we have a 50% chance of getting better or worse results. Basically, the strategy described in the paradox tends asymptotically toward a random strategy. Consequently, the doubling-down strategy turns out to be a strategy that does not implement useful information for improving our likelihood of victory. Thus, using the cognitive aspect as a method of evaluation has proven the irrationality of the strategy.

We use very similar approaches, where the strategy being evaluated is compared with an equivalent random strategy, in the financial field to analyse the results generated by a trading
strategy [7], [8].

**FIG. 1**: Probability of obtaining better results with a random strategy, given a number of L tosses ranging from 10 to 200.

**Conclusion**

In this article we use the St. Petersburg paradox to introduce a parameter related to the cognitive aspect of a strategy, as a fundamental element to help our decision-making in all those situations where the expected gain turns out to be an unreliable parameter. This approach was developed by studying non-ergodic systems. In this scenario the results can be non-independent, so the expected gain becomes a parameter with a statistical value that is difficult to determine. Therefore, it cannot be used in decision-making and a new parameter needs to be found. The parameter chosen is related to the strategy’s ability to operate in a cognitive way (the cognitive term indicates the strategy’s ability to operate in a non-random way by exploiting useful information about the system, capable of making us increase the probability of victory).

To determine mathematically if a strategy is cognitive, we used the von Mises' axiom of randomness. Based on this axiom, strategies that implement useful information about the system generate results that cannot be reproduced randomly. Thus, we compared the paradox strategy with a completely random but equivalent strategy from the point of view of the total betting value. From this comparison, we have demonstrated that the random strategy gets better results with a probability that tends toward 50% as the number of tosses increases. Basically, the strategy
tends to converge to a random strategy instead of diverging as we would expect from a cognitive strategy. In fact, if a strategy implements useful information on the system, the probability of randomly obtaining better results tends toward zero. This result indicates that the doubling-down strategy after each lost bet is not a cognitive strategy that exploits useful information about the system, and therefore by taking the cognitive aspect as an evaluation parameter we have solved the paradox.

In conclusion, the St. Petersburg paradox teaches us that an expected gain that tends toward infinity does not always imply the presence of a cognitive and non-random strategy. Thus knowledge, meaning the exploitation of useful information capable of making us increase the probability of victory, always implies an increase in the expected gain, but the opposite is not true; an expected gain that tends toward infinity can also be obtained in the absence of knowledge about the system. Consequently, from the decision-making aspect we can create a hierarchy of values, where knowledge is more important than the expected gain. In fact, the expectation of victory can be difficult to estimate as in the case of non-ergodic systems or be a non-useful data if the developed strategy has a high degree of overfitting. In all these cases the calculation of the probability of obtaining the same results randomly becomes a much more reliable parameter, since this datum is influenced only by the real knowledge we have of the system and not by the noise. In fact, a statistical datum does not represent a useful information, but becomes a useful information only when it is possible to proof that it was not obtained in a random way. In practice, the probability of obtaining the same result randomly must be very low in order to consider the result useful.
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Statistics the science of awareness

Andrea Berdondini

ABSTRACT: The uncertainty of the statistical data is determined by the value of the probability of obtaining an equal or better result randomly. Since this probability depends on all the actions performed, two fundamental results can be deduced. Each of our random and therefore unnecessary actions always involves an increase in the uncertainty of the phenomenon to which the statistical data refers. Each of our non-random actions always involves a decrease in the uncertainty of the phenomenon to which the statistical data refers.

Introduction

This article proves the following sentence:
"The only thing that cannot be created randomly is knowledge"

A true story of a true coincidence

Ann is a researcher, is a clever and beautiful researcher, one day she decides to do the following experiment: she wants to understand if she has some special abilities that allow her to extract the number 1 from a bag containing one hundred different numbers mixed in a random way.

Day 1, Ann takes the bag and randomly pulls out a number. The drawn number is not 1, so she failed, the drawn number is put back into the bag.

Day 2, Ann takes the bag and randomly pulls out a number. The drawn number is not 1, so she failed, the drawn number is put back into the bag.

……………

……………

The days pass and Ann fails every attempt but continues his experiment.

……………

……………

Day 100, Ann takes the bag and randomly pulls out a number. The number drawn is 1, so she is successful. The probability of finding number 1 by performing a random extraction is 1/100; this value represents an acceptable error that makes the result significant to support the hypothesis that the extraction is non-random. But Ann knows that this probability does not represent the uncertainty of her success, because this value does not take into account previous attempts. Therefore, she calculates the probability of randomly extracting the number 1, at least once, in a hundred attempts. The probability value thus calculated is 63%, since this value is very high, she cannot consider the success obtained as significant statistical data to support the hypothesis that the extraction is non-random.

Ann concludes the experiment and deduces, from the results obtained, that she has no special ability and the extractions are all random.

John is a data scientist, one day he is entrusted with the following task: he has to develop an algorithm capable of predicting the result of an experiment whose result is determined by a value from 1 to 100.
Day 1, an incredible coincidence begins, at the same time that Ann pulls a number John tests his own algorithm. The number generated by the algorithm does not coincide with the result of the experiment, so he failed.

Day 2, the incredible coincidence continues, at the same time that Ann pulls a number John tests a new algorithm. The number generated by the algorithm does not coincide with the result of the experiment, so he failed.

................

The days pass, the coincidence continues and John fails every attempt.

................

Day 100, the incredible coincidence continues, at the same time that Ann pulls a number John tests his new algorithm. The number generated by the algorithm coincides with the result of the experiment, so he is successful. The probability of predicting the result of the experiment by running a random algorithm is 1/100; this value represents an acceptable error that makes the result significant to support the hypothesis that the algorithm used is non-random.

For this reason, John writes an article in which presents the result obtained. The article is accepted, John is thirty years old and this is his hundredth article.

**Awareness breeds awareness**

We call "researcher" a person who knows only his own attempts regarding the study of a certain phenomenon.

We call "reviewer" a person who does not actively participate in the study of a particular phenomenon but knows every single attempt made by each researcher.

Researcher 1: develops an algorithm that obtains the result R1 with respect to a phenomenon F. The probability of getting a result equal to or better than R1 in a random way is 1%.

Researcher 2: develops an algorithm that obtains the result R2 with respect to a phenomenon F. The probability of getting a result equal to or better than R2 in a random way is 1%.

Reviewer: defines a new result RT= R1∩R2. The probability of getting a result equal to or better than RT in a random way is 0.01%. Consequently, the uncertainty of the result RT is 0.01%.

**The absence of awareness reduces awareness**

We call "researcher" a person who knows only his own attempts regarding the study of a certain phenomenon.

We call "reviewer" a person who does not actively participate in the study of a particular phenomenon but knows every single attempt made by each researcher.

Researcher 1: develops an algorithm that obtains the result R1 with respect to a phenomenon F. The probability of getting a result equal to or better than R1 in a random way is 1%.

Researcher 2: develops an algorithm that obtains the result R2 with respect to a phenomenon F. The probability of getting a result equal to or better than R2 in a random way is 100%.

Reviewer: defines a new result RT= R1∩R2. The probability of getting a result equal to or better than RT in a random way is 2%. Consequently, the uncertainty of the result RT is 2%.
Quantitative trading

In this chapter, we will apply the statistical concepts discussed previously in the development of a quantitative trading system.

The first article “Description of a method of econophysics as a technique for verifying a financial strategy” deals with all the fundamental topics in the development of a quantitative trading system. Indeed, in addition to evaluating a trading strategy, this article also talks about many other aspects, such as the development of control methods on a running strategy.

The successive articles concern the non-ergodicity of the financial markets. In this situation, the data can be non-independent, so their statistical significance is difficult to define. Under these conditions, the risk associated with a trading algorithm is defined by its ability to predict the evolution of the system. Whenever a correct forecast is made on an evolution of the system, this forecast generates data that is independent of the previous data. From a statistical point of view, the independence of the data determines a lower probability of obtaining an equal or better result randomly. Consequently, this probability value is indicative of the number of correctly predicted system evolutions. As we have seen in the statistics articles, this parameter also represents the uncertainty of the statistical data.
Description of a methodology from Econophysics as a verification technique for a financial strategy

Andrea Berdondini

ABSTRACT. In this article, I would like to draw attention to a method inspired by the analysis of stochastic models typical of quantum physics, and to utilise it to test a financial strategy. We start from the principal question asked by anyone involved in financial investments: Are the results obtained due to a correct interpretation of the market, or are they merely fortuitous? This is a plain question and it can be given an equally clear answer. The results obtained are due to a correct interpretation of the market if the probability of obtaining equal or better results randomly is very small (i.e. tends to zero as the number of times the strategy is used increases).

Description of the methodology

The logic underlying this method is very simple in essence: it consists in calculating the probability of obtaining the same results randomly. As we will see in the examples below, this technique is applied not only to results from a trial phase: it is also applied as a control method when the strategy is used on a real trading account.

In what follows, I present a short logical proof of the soundness of this method. The term ‘soundness’ was introduced by the famous mathematician David Hilbert and is used to indicate the absence of any contradiction within a mathematical logical proof. Indeed, contradiction is one of the main defects of methods of analysis based on equity line (performance) assessment.

The short demonstration I’m going to outline is based on two fundamental axioms:

1) Whenever we understand any kind of deterministic market process, the probability of our financial operation being successful increases by more than 50% (Von Mises’ axiom of disorder from the early 1920s).

2) The probability of randomly obtaining a result that has been obtained through cognitive awareness of a deterministic market process tends to zero as the number of times the strategy is used increases.

The first axiom is derived from the famous “axiom of randomness” (or the ‘principle of the impossibility of a gambling system’) formulated by the mathematician Von Mises, whose original definition I quote: “the essential requirement for a sequence to be defined as random consists in the complete absence of any rules that may be successfully applied to improve predictions about the next number”.

As a consequence of the two axioms given above, any correct market analysis will always tend to increase the probability of our prediction beyond the 50% mean, and this results in a consequent decrease in the probability of obtaining the same result randomly.

I will demonstrate this to you with a simple example. Suppose we are playing heads or tails with a rigged coin that gives us an above-50% probability of winning (let’s say it’s 60%). What is the probability of losing out after 10 coin tosses? Approximately 16.6% ...and after 50 tosses? Approximately 5.7% ...and after 100 tosses? Approximately 1.7%. As you can see, the probability tends to zero, and here the rigged coin represents a financial strategy that is implementing a correct
market analysis.

By basing our method of assessment specifically on the calculation of this probability, we develop a method that is by definition free of contradictions. The absolute value of the probability turns out to be a sound estimate of the validity of our strategy.

The term ‘deterministic process’ which I used during the proof refers to the utilisation of a correct financial strategy, definable as the identification of a deterministic and non-random component that regulates the system we are studying (in our case, a financial market).

Methods based on studying the equity line may produce a positive outcome and at the same time have a 50% probability of obtaining the same amount of profit by chance. In this way, such methods lead to a contradiction, given that obtaining the same outcome randomly implies the absence of a cognitive process, which is just what is meant by assuming a “correct interpretation of the market”.

These kind of methods are often based on the market stationary hypothesis (ergodic hypothesis). This hypothesis is considered by many experts not correct, on this topic have been written many articles the most famous is that written by the Nobel prize for physics Gell-Mann [1], two other interesting articles on this topic are [2], [3].

Figure 1 shows an equity line obtained with a purely random strategy. The algorithm is defined as follows: Each day you toss a coin to decide whether to open a buy position on the Nasdaq Index. The interval time chosen is from 1 January 2016 to 31 July 2017. If the position is opened, you toss another coin the next day to decide whether to close it or leave it open. As you can appreciate, this strategy functions in a completely inane and random way. Nevertheless, the equity line achieved is satisfactory: indeed, if we calculate the probability of obtaining an equivalent or better result randomly, we get a probability of approximately 50%. We therefore know that the result is void of significance, in spite of the equity line.

To conclude, it follows that the parameter to be linked to the validity of a financial strategy is not its performance but its statistical property of generating non-reproducible results in a random way.

![Figure 1: shows the equity line of a purely random trading system in which operations are opened and closed by simulating the toss of a coin.](image.png)
Description of the techniques used in operational practice of this verification method

How does one calculate the probability of randomly generating an equivalent or better performance? There are two ways: the first (and more precise) is to estimate this probability using the Monte Carlo method. The accuracy of this method is linked to the number of times we carry out the simulation. Its strength is the ability to obtain very precise values: its drawback is due mainly to the long calculation times required to obtain the estimate of probability.

The second method (which I have identified) uses exact formulae taken from statistics; each formula is applied to a particular class of random variables. Unfortunately, financial operations do not fall under any type within this class of variables. This problem is solved by applying a transform to the financial operations, which renders them suitable for the chosen analytical formula.

This transform adds an error to the calculation of our probability, but it has the advantage of being calculable in one single equation and therefore without requiring massive computational resources, as do the Monte Carlo methods.

Use of the method as a control parameter of a strategy

This method is utilised not just during the test phase, but is also extremely useful as a way of monitoring the trading system. Each time we carry out an operation, we update the probability value for obtaining that result randomly. We do not calculate this probability across the whole sample of operations conducted, but extrapolate it from to the \( N \) most recent operations. The optimal value for \( N \) depends on the strategy, and in particular on the frequency with which operations are conducted over time. Once \( N \) has been set, we calculate our probability and compare it with a probability we have established that represents the level of risk we take to be acceptable (this definition of risk will be explained in a separate section). If the probability value exceeds the parameter set by us, the trading system locks itself and continues trading in virtual mode only. When the probability falls below the threshold parameter we have set, the trading system resumes actual trading. In this way, trades are effected only when the market is understood, and the trading system is blocked when we are operating in a regime considered to be random.

This method is much more efficient than the usual performance-based methodologies; such methods carry the risk of allowing themselves to incur unnecessary losses. It may happen with this method that the strategy is blocked even when trading at a profit, given that a random regime has a 50% probability of success.

Having said this, obviously a trading system will have its internal performance controls, but their purpose is purely to monitor for possible system crashes or any programming bugs.

What we have described thus far can be fine-tuned. A characteristic of all good quantitative trading systems is to be capable of operating even at high frequencies while leaving unchanged the logical schema on which the trading system is based. This enables us to run a trading system solely as a method of monitoring (hence in virtual mode), at a very high frequency of operations, and to obtain thereby a much more numerous statistical sample in less time, increasing the reactivity of our method of control.
Use of the method to in the process of developing a financial strategy

This approach has another great merit, which is to help us direct our research in the right direction. Let us assume we develop two strategies:

1) The first has profits on a historic series of 10% annuities, but with a very high probability of obtaining the same results randomly;
2) a second, instead, has low profits of 1%, but with an extremely low probability of obtaining the same results randomly.

It is perfectly obvious that, if we follow the theory we have expounded, we will discard the first strategy, as there is a very high probability that the 10% profit has been obtained by mere chance. The second strategy yields low profits but the low probability value obtained means we are on the right track for understanding a deterministic and non-random market process (which, if studied more closely, could lead to more profitable financial strategies).

If we had not applied this method, we might have thought that the first strategy (with higher gains) was the right one. But this would have been at risk of losing money over the medium to long term. We would have ended by discarding the second strategy and missing an opportunity to study and understand something important we had sensed about the market.

Example of the use of this methodology

I report the following practical example; the figure shows the trend of a hypothetical stock. The value of this stock on a thousand time intervals rises one unit 60% of the time and goes down by one unit 40% of the time. In order to simplify the calculations the price movement is unitary. Now let us look at two strategies that execute 500 trades, each trade lasts an interval of time. The first strategy execute only buys and in order to choose when to buy, flips a coin, if it win opens a trades if loses it waits for the next unit of time and repeats the operation. The second strategy, on the other hand, is a strategy that sells only, but does not do it in a random way, it uses information that allows it a 10% advantage in determining the drops of the value stock.

The first strategy gets a profit of 100 by winning 60% of trades. Now we calculate the probability of obtaining a better result in a random way, to do this we use the binomial cumulative distribution function with the following parameters:

\[
p = 60\% \text{ (probability of win)}
\]
\[
k > 300 \text{ (number of wins)}
\]
\[
L = 500 \text{ (total number of tests)}
\]

The probability of victory is 60% because in the graph shown the value of the stock rises by one unit 60% of the time and goes down by one unit 40% of the time.

Using these data, we get a probability to get better results randomly of the 48.3%.

Now let us consider the second strategy, this strategy has a total result of zero in practice it performs 250 winning trades and 250 losing trades (the 10% advantage allows it to increase the probability of victory from 40% to 50%). Also in this case, we calculate the probability of obtaining better results randomly, to do this we use the formula of the binomial cumulative distribution function with the following parameters:
Using these data, we get a probability to get better results randomly of the $2.5 \times 10^{-4}$ %.

Analyzing these results it is clear that the profit of 100 made by the first strategy is not significant and this evaluation is correct because we know that the strategy flip a coin in order to decide whether to open a buy position. The second strategy does not make any profit but such a low probability makes this result significant and even this evaluation is correct, in fact we know that this strategy implements useful information that allows it to increase the probability of victory by 10%.

What would have happened if we had used the competition evaluation method? We will have discarded the second strategy and reward the first strategy, a completely random strategy. Where is the error? The error derives from considering result as an always useful element for future profits instead the fundamental element to be winning is to be able to understand the rules to which a system is subject, in this case the financial market. This knowledge allows us to act in a non-random way and this feature can be detected only if we calculate the probability of obtaining better results at random.

A new definition of risk

There are many definitions of risk in the financial field: risk is in any case seen as the probability (uncertainty) of incurring a given loss. If we recall the statistical example given above of tossing the rigged coin, we can see how risk is intimately linked to our understanding of the market and as such how it tends to zero the more times we repeat the statistical experiment described above.

The value of this probability can never be zero: think, for example, of the actions we perform in our daily lives, actions that all have a certain level of risk – understood as the probability of bringing about a negative event. We take these actions into consideration nevertheless, because we know that
the risk associated with them is so low as to be statistically acceptable – for example the risks associated with travelling by plane.

It therefore becomes extremely important to implement methods that evaluate the validity of our strategy in a sound way, so that we can estimate risk and plan the investment correctly.

**Conclusion**

In this article, I wanted to draw your attention to a different way of viewing the performance of a trading system, a way that is not bound to its absolute value, but linked to one of its statistical properties. As I demonstrated in the first section, this involves well defined behaviours when we operate with cognitive awareness on the market. The approach is a fundamental one because it recognises the high likelihood of being successful on financial markets, even over long periods, in a completely random way. Let’s not forget that financial markets have only two possible directions. This implies that, even fortuitously, there is a 50% chance of making the right choice. Furthermore, such trends can continue for years. Therefore, it is crucial to look away from the profit line and to appreciate in a rigorous and scientific way whether our strategies are the product of chance or of a true understanding of the market. One thus trades only if one understands the market, thereby actually reducing the element of fortuitousness. Investing in this way has nothing to do with chance but becomes cognitively aware and more secure.

Gambling is defined as follows:

*The gaming activity in which profit is sought after and in which winning or losing occurs predominately by chance, skill being of negligible importance*

From this definition, it follows that if the element of fortuitousness is not factored into the investment decision-making process, it is never possible to prove that money invested is free of exposure to chance, and therefore to uncontrolled risk. The calculation of probability illustrated above therefore becomes an essential and irreplaceable requirement for bringing investment out of the area of gambling, making it more cognitively aware, and therefore less risky.
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ABSTRACT: In this article, I will present a paradox whose purpose is to draw your attention to an important topic in finance, concerning the non-independence of the financial returns (non-ergodic hypothesis). In this paradox, we have two people sitting at a table separated by a black sheet so that they cannot see each other and are playing the following game: the person we call A flip a coin and the person we'll call B tries to guess the outcome of the coin flip. At the end of the game, both people are asked to estimate the compound probability of the result obtained. The two people give two different answers, one estimates the events as independent and the other one considers the events as dependent, therefore they calculate the conditional probability differently. This paradox show how the erroneous estimation of conditional probability implies a strong distortion of the forecasting skill, that can lead us to bear excessive risks.

The professional trader’s paradox

In order to explain how much danger is considering the financial returns as independent, I want to present to you this paradox. We have two people sitting at a table separated by a black sheet so that they cannot see each other and are playing the following game: the person we call A flip a coin and the person we'll call B tries to guess the outcome of the coin toss. This game lasts an arbitrary time interval and the person A has the freedom to choose how many tosses to make during the chosen time interval, the person B does not see the coin toss but can at any time, within the time interval, make a bet. When he makes a bet if he guesses the state the coin is in now, he wins. The person A decides to make a single coin flip (just at the beginning of the game) we say that the result is head, the person B decides within the same time interval to make two equal bets, betting both times on the exit of the head. The result is that B made two winning bets.

Now we ask ourselves this question: what is the correct compound probability associated with the result of this game? Let us ask this question to the person B who answers: every time I had bet I could choose between head and cross so I had a 50% chance of winning the bet; I won two bets so the compound probability is $0.5 \cdot 0.5 = 25\%$. Now let us say the same question to A the person who flip the coin, he replies: the probability is 50% I have flip the coin only one time within the defined time interval, so its prediction probability cannot be higher at 50%. The fact that the other player has made two bets has in practice only divided a bet in two is a bit 'as if to the racecourse we are made two distinct bets on the same horse on the same race, this way of acting does not increase the forecasting skill. Both answers seem more than reasonable, but as every mathematical paradox, the two answers contradict each other. At this point, will you ask yourself which of the two answers is correct?

We can resolve this paradox using the mathematical formula of the compound probability:

$$P(E1 \cap E2) = P(E1 \mid E2) \cdot P(E2) = P(E2 \mid E1) \cdot P(E1).$$

The probability that both events (E1, E2) occur is equal to the probability that E1 occurs P(E1) multiplied by the conditional probability of E2 given E1, P(E2 | E1).

Seeing the formula, we immediately understand that the difference in response given by A and B is due to the different estimation of conditional probability P(E2 | E1). Person B estimates the
conditional probability in this way $P(E_2 \mid E_1) = P(E_2)$ treating the events as completely independent, while person A estimates the conditional probability in this other way $P(E_2 \mid E_1) = 1$ treating the events as completely dependent.

Which of the two answers is correct? The right answer is given by the person who has the knowledge to correctly estimate the conditional probability $P(E_2 \mid E_1)$ and between the two players only the person that flip the coin can correctly estimate the conditional probability. Player B, on the other hand, not being able to see A that flip the coin, therefore he does not have the necessary information to estimate this probability correctly. Another way to understand this result can be found analysing the following question: what is the probability in this game of winning twice in a row by betting both times on the head?

The answer to this question is not always the same but it depends if after the first bet the person that flip the coin performs a new launch or not. If you make a new launch, the probability is $0.5 \cdot 0.5 = 25\%$ if instead as in the case of this paradox no further coin flip is performed the probability is $50\%$. So, in order to answer correctly, you need to know the number of launch made and this information is knows only from the person (A) that perform the coin flip and he's the only one can be correctly calculate the conditional probability.

If we bring this paradox on the financial markets, we understand that player A represent the financial instruments and player B represent the traders who try to beat the market. This gives us an extremely important result: all the traders make the same mistake, doing the same thing that player B did in this paradox. They consider their trades as completely independent of each other and this involves as we have seen, a strong distortion of the forecasting skill that can lead the traders to acquiring a false security that may lead them to bear excessive risks.

Player B, like the traders, think that the statistical information about his forecasting skill depends on his choice (I choose head instead of cross, I buy instead of selling) this is a big mistake because this statement is true only when these kinds of bets are independent of each other. In practice, this statement is true only when I place a bet by event in this case, the results are independent of each other and therefore these bets have a statistical meaning.

The problem is that in everyday life this equivalence is always respected. Therefore, our brain considers this equivalence always true so when we make trading we mistakenly consider our operations as independent despite the statistical evidence of non-independence (non-normal distribution of the results).

**Conclusion**

In this short article, I wanted to introduce one of the most important topics in finance, which concerns the non-independence of the results. Considering the financial returns as independent is equivalent to considering the financial markets stationary (ergodic hypothesis).

This hypothesis is considered by many experts not correct, on this topic have been written many articles [1], [2], [3]. What is the reason why such significant statistical evidence has been ignored, the main reason is the total lack of methods able to estimate the conditional probability $P(A \mid B)$.

In my previous article [4] I have explained an innovative method used in order to evaluate a financial strategy under the condition of the market non-stationary hypothesis (non-ergodic hypothesis). This approach is based on the axiom of disorder (von Mises), this mathematical axiom applied on financial markets can be enunciated in this way:
"Whenever we understand any kind of deterministic market process, the probability of our financial operation being successful increases by more than 50%" (Von Mises' axiom of disorder from the early 1920s).

As a consequence of this axiom given above, any correct market analysis will always tend to increase the probability of our prediction beyond the 50% mean, and this results in a consequent decrease in the probability of obtaining the same result randomly. To conclude, it follows that the parameter to be linked to the validity of a financial strategy, is not its performance but its statistical property of generating non-reproducible results in a random way.

I will demonstrate this to you with a simple example. Suppose we are playing heads or tails with a rigged coin that gives us an above-50% probability of winning (let’s say it’s 60%). What is the probability of losing out after 10 coin tosses? Approximately 16.6% ...and after 50 tosses? Approximately 5.7% ...and after 100 tosses? Approximately 1.7%. As you can see, the probability tends to zero, and here the rigged coin represents a financial strategy that is implementing a correct market analysis.

Now we return to the paradox that I exposed and we note how the presence of a dependence between the first and the second bet has modified the conditional probability of the second one from 0.5 to 1. This increase of the conditional probability has the consequence that the result of the second bet can be obtained randomly.

In fact, if we move the second bet randomly within the time interval from the first bet to the second one, the result is always the same because the player who flip the coin (player A) does not execute other coin tosses in this time interval. Consequently, the second bet cannot be considered to evaluate the forecast skill. Therefore, considering a system not stationary involves a reduction of the number of events to be considered for a statistical evaluation so if a data set proves to be statistically significant under the condition of stationarity of the system, the same data set may no longer be statistically significant if the system is considered non-stationary.

References

[1] J. Barkley Rosser Jr. ‘Reconsidering ergodicity and fundamental uncertainty’. In: Journal of Post Keynesian Economics 38 (3 2015), 331–354. doi: 10.1080/01603477.2015.1070271 (1).

[2] M. Sewell. “History of the efficient market hypothesis”. Technical report, University College London, Department of Computer Science, January 2011.

[3] O. Peters, M. Gell-Mann. “Evaluating gambles using dynamics”, Chaos: An Interdisciplinary Journal of Nonlinear Science, 2016; 26 (2): 023103 DOI: 10.1063/1.4940236.

[4] Berdondini, Andrea, “Description of a Methodology from Econophysics as a Verification Technique for a Financial Strategy “,(May 1, 2017). Available at SSRN: https://ssrn.com/abstract=3184781.
Application of the Von Mises’ axiom of randomness on the forecasts concerning the dynamics of a non-stationary system described by a numerical sequence

Andrea Berdondini

ABSTRACT: In this article, we will describe the dynamics of a non-stationary system using a numerical sequence, in which the value of terms varies within the number of degrees of freedom of the system. This numerical sequence allows us to use the Von Mises’ axiom of randomness as an analysis method concerning the results obtained from the forecasts on the evolutions of a non-stationary system. The meaning of this axiom is as follows: when we understand a pattern about a numerical sequence, we obtain results, intended as forecast on the next sequence number, which cannot be reproduced randomly. In practice, this axiom defines a statistical method capable of understanding, if the results have been obtained by a random algorithm or by a cognitive algorithm that implements a pattern present in the system. This approach is particularly useful for analysing non-stationary systems, whose characteristic is to generate non-independent results and therefore not statistically significant. The most important example of a non-stationary system are financial markets, and for this reason, the primary application of this method is the analysis of trading strategies.

Introduction

The first problem that must be faced, in order to apply the axiom of randomness of Von Mises as an analysis method, is to be able to describe the evolution of a system using a numerical sequence. For this purpose, we use a sequence in which the value of terms can change within the number of degrees of freedom of the system. Then we also introduce a temporal progression represented by a series of increasing integers. With these two sequences, we can characterize a dynamic that describes the evolution of the system that we are studying. In this way, we can apply the Von Mises’ axiom of randomness, which defines the statistical characteristic of a random sequence. The axiom is as follows: “the essential requirement for a sequence to be defined as random consists in the complete absence of any rules that may be successfully applied to improve predictions about the next number”.

This axiom tells us that when we understand a pattern about a numerical sequence, we can obtain results, intended as forecast on the next sequence number, which cannot be reproduced randomly. Knowing that the values of our numerical sequence represent the dynamics of a system, we have found a method to evaluate the results. Therefore, if the probability of obtaining equal or better results randomly is very small (i.e. tends to zero as the number of times the strategy is used increases), it means that the forecasting method uses rules present in the system. Consequently, we can use the developed method in order to predict the evolution of the system; this approach is fundamental in the study of non-stationary systems. In fact, if we are in a condition of non-stationarity, the results can be non-independent, the consequence of which is a reduction in their statistical value. In order to explain such a complex topic in a simple way, I have created a paradox [1], in which two players challenge each other in a game, where is possible to move from a stationary to a non-stationary condition by changing the rules of the game. The consequence is that the data at the beginning are independent, and then once the changes are made, they become dependent on each other and therefore useless for statistical purposes.

For that reason, a large number of data obtained under these conditions, can be not statistically useful in order to understand if the method that produced the data is not random. In this case, the performance
of the forecasting algorithm is no longer a reliable data; therefore we need to find a new statistical indicator in order to evaluate the results. In fact it happens very often in finance, that a strategy that despite having obtained excellent results by performing a numerous number of operations, suddenly stop working generating large losses, proving in this way to be a completely random strategy. There are many researches on the non-stationarity of the financial markets; some articles about this topic are [2], [3], [4], [5].

**Description of the dynamics of a non-stationary system by means of a numerical sequence**

We start by considering a non-stationary system characterized by two degrees of freedom. We made this choice for two reasons: first in order to simplify the treatment, second among the systems with two degree of freedom there are the financial markets, that represent the primary application of the method that we will go to expose.

Then we associate to this system a succession of values that can vary between 1 and 2. In practice when on this system there is a change in the direction in which a deterministic process is acting, we have the result that the value of the succession change respect to the previous term. When we speak of "deterministic process", we indicate a deterministic and non-random force that acts on the system. We also introduce the simplification that the deterministic process acts as a constant force, without variations in intensity in the direction of the two degrees of freedom; this allows us to characterize the dynamics of the system with a single numeric succession.

Finally, we add a temporal metric to the system; we can do this by using a series of increasing integer numbers, in this way every value of my succession unambiguously corresponds to a value in my temporal progression.

The result obtained is the following: we have two sequences, one that describes the direction of the force acting on the system F and the other one that describe the progression of the time T:

\[
\begin{align*}
    F: & 1 \ 1 \ 1 \ 1 \ 1 \ 2 \ 2 \ 2 \ 2 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 2 \\
    T: & 1 \ 2 \ 3 \ 4 \ 5 \ 6 \ 7 \ 8 \ 9 \ 10 \ 11 \ 12 \ 13 \ 14 \ 15 \ 16 \ 17 \ 18 \ 19 \ 20
\end{align*}
\]

Analysing these two sequences we can note that the force (deterministic process) that acts on the system changes direction three time, the first at time $T = 8$, the second at time $T = 13$ and the third at time $T = 20$. Figure 1 shows the dynamics described by the two sequences; the temporal progression has also been included in the graph.
Application of the Von Mises’ axiom of randomness as an analysis method concerning the results obtained by a forecasting algorithm

At this point, we are going to apply the Von Mises’ axiom of randomness in order to evaluate the results obtained by a forecasting algorithm. According to the axiom, reported and analysed in the introduction of this article, if we have developed a non-random method that implements a pattern present in the system, we will be able to predict when the term of the succession varies respect the previous term.

This statement is crucial, because we are saying that only the forecasts concerning system changes are useful in order to understand whether the method used is random or not. In fact, if we make two forecasts about two terms of the succession at time 8 and 12, betting that the value of the succession is two, we obtain two successes. Are these two results independent of each other? This question is fundamental, because only if they are independents are useful for statistical purposes in order to evaluate the forecasting method.

In order to answer to this question we must use the formula of the compound probability that we report:

\[ P(E1 \cap E2) = P(E1 \mid E2) \cdot P(E2) = P(E2 \mid E1) \cdot P(E1) \]  \hspace{1cm} (1)

The probability that both events (E1, E2) occurs, is equal to the probability that E1 occurs P(E1), multiplied by the conditional probability of E2 given E1 occurs P(E2 \mid E1).

Seeing formula (1) we understand that the correct calculation of conditional probability P(E2 \mid E1) depends on whether the events are independent or not. In fact, in the case of independent events P(E2 \mid E1) = P(E2), instead in the case of events completely dependent on each other P(E2 \mid E1) = 1 or 0.
In our example the probability $P(E_1) = 1/8$. In fact, the probability of winning in a random way betting that the value of the sequence within the first 8 time positions is equal to 2 is $1/8$, since in the first seven positions the sequence has value 1 and only at the eighth position has value 2. In practice, we can see this value like the probability of a random draw of a marble with the value 2 from a bag that contains eight marbles, seven of them with the value 1 and one with the value 2. Therefore, $P(E_1)$ represents the probability of obtaining the same result using a random strategy. In this way, we are able to derive a probability from a succession of data concerning the dynamics of the system.

Now we try to calculate the value of $P(E_2)$; studying the time interval from the ninth position to the twelfth position, we see that the system remains constant. Therefore, the probability of betting randomly on the value 2 and win, within this time interval, is equal to 1. This is because all positions have value two, so a random strategy obtains the same result with a probability of 100%. In this case, we can treat the second bet as completely dependent from the first bet. This means that we can consider the two bets, from the statistical point of view, like a single bet.

Now let's try to shift the second bet from the twelfth position to the twentieth position, in this case we will have $P(E_2) = 5/7$. In fact, in the time interval from the ninth position to the twentieth position, there are seven values equal to 1 and five values equal to 2. With this variation in the second forecast, the compound probability will be equal to:

$$P(E_1 \cap E_2) = P(E_1) \cdot P(E_2 | E_1) = P(E_1) \cdot P(E_2) = \frac{1}{8} \cdot \frac{5}{7} = 0.089$$

The two events in this case are independent of each other, so they are useful for statistical purposes in order to understand if the method used can predict the evolution of the system.

From these two examples, we can deduce the following conclusion: when we want to study a deterministic process, every time that it determines a change in the system, we have the possibility to execute a prediction on the evolution of the system, whose probability of success with a random strategy turns out to be minor 1. This involves a decrease in the compound probability whose meaning, according to the Von Mises' axiom of randomness, is to indicate the presence of a deterministic process that acts on the system.

In practice, whenever that a deterministic process changes the system status, we can detect it by making a prediction. Consequently, in order to detect a deterministic process with a low error, it is necessary that it has produced a statistically significant number of variations in the system. On which our forecasting method has carried out a large number of independent predictions. Therefore, every forecast must concern a single variation of the system.

This approach is crucial for non-stationary systems where the forecasts may be not independent. For that reason, it is fundamental to calculate the compound probability, which is the probability of obtaining the same results in a random way. We also remember that within the compound probability (1), there is the calculation of the conditional probability, in which it is taken into account if the events are dependent or independent from each other. In fact, the goal of this method is to discard all non-independent forecasts, whose contribution is to make me overestimate the forecast skill of the algorithm. The consequence of this erroneous evaluation can lead us, for example in the financial field, to bear excessive risks.
Conclusion

The analysis of results, concerning the evolution of a non-stationary system, represents one of the most important problems of applied mathematics still unresolved. In this article, I propose the use of the Von Mises’ axiom of randomness as a method of evaluating the data obtained under these conditions. This axiom, as explained previously, defines a statistical characteristic that assumes a well-defined behaviour when we operate consciously. In practice, the results generated by a non-random forecasting algorithm, that implements knowledge about the considered system, cannot be reproduced randomly. Consequently, the probability of obtaining equal or better results randomly tends to zero as the number of times the strategy is used increases. In this way, we shift our attention from the value of the result, which under the non-stationary condition may have been produced with non-independent forecasts, to its statistical characteristic correlated to its non-random behaviour.

In order to apply this method, we have defined a simple mathematical model whose task is to describe the dynamics of a system by means of a numerical sequence. Using this mathematical model, we have shown how to compute compound probability from a series of results obtained with a forecasting algorithm. Then, analysing some examples, we have deduced some important considerations. In particular, we have seen that when there is a change in the system, we have the possibility to make a prediction whose probability of success is less than 1. The consequence of this is a decrease of the compound probability whose meaning, according to the Von Mises’ axiom of randomness, is to indicate the presence of a pattern on the system. Therefore, if we want to detect it with a low error we must have made a statistically significant number of independent predictions, concerning each a single variation of the system. In this way, the forecast algorithm proves to be able to predict future system evolutions. This characteristic, therefore, becomes fundamental in estimating the risk of a strategy that operates on a non-stationary system, such as the financial markets. In fact, a correct risk assessment must always take in considerations the forecast skill of the algorithm about the future evolutions of the system.

In the next article, we will introduce a purely random component within the dynamics of a non-stationary system. In this way the deterministic process will be replaced by a stochastic process described by a probability density function. This step is essential in order to apply this method in the financial field.
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Psychology

The first article deals with the mental predisposition called "dissociation from the result" that characterizes professional traders. This attitude is fundamental, because in the financial markets, being characterized by a low number of degrees of freedom, it is particularly easy to obtain good results randomly. Therefore, in these conditions, the result can be a little significant. Consequently, developing a dissociation from the result is essential in order not to overestimate your trading strategy. Indeed, future results depend on our knowledge of the system on which we make predictions and not on past results.

In the second article, we show how meditation is an efficacious mental training method to improve our approach to problem solving. The importance of this type of practice derives from its ability to reduce our irrational and therefore random actions. As we have seen in previous articles, acting randomly is not only useless but also increases the uncertainty of future results. Therefore, this last article, despite talking about a topic that seems to be distant from the topic covered in this book, completes all the concepts discussed previously.
The psychology of the professional trader

Andrea Berdondini

ABSTRACT: In this article, we will analyze a mental attitude that distinguishes professional traders. This characteristic can be summarized with the following concept: "dissociation from the result". This type of mental predisposition is very important, because the way we relate to the result affects our ability to behave rationally.

The basic feature of the human mind

To understand how the mind behaves in relation to the result of the actions, we must understand the environment in which it evolved. Man has evolved in a context in which the link between action and result has always been very strong.

The non-randomness of the result has an important consequence: if the action leads to a benefit, the action that generated it turns out to be correct. Therefore, a very strong connection is created between the action and the result. Consequently, to a useful result for our survival we are led to consider the action performed as rational and correct. The brain also strengthens this bond in a physiological way by producing a physical sensation of happiness. In practice, the brain rewards us for the action done and wants it to be repeated over time because considered useful for our survival.

How the mind is deceived

Now we analyze how a mind, evolved under the circumstances described in the previous paragraph, behaves when it has to face situations in which the outcome of the result is subject to a significant random component. In these situations, an extremely important thing happens: the result of our action will never be constant but will have a certain degree of randomness.

In this situation, the link between action and result is broken, and it is no longer true that a useful result corresponds to a rational action. Situations in which there is no link between the rationality of the action and the result are situations almost exclusively created by man as in the case of gambling. For example, if we play heads or tails, we have 50% of probability to win and 50% to lose, and obviously, there is no rational link between action and result. However, for the brain it makes no difference, if you win a bet it will reward you with a feeling of happiness and this is because for our mind the link between result and action still exists. For this reason, the psychological pathology called ludopathy, that afflicts gamblers, is the direct consequence of an evolved mind in an environment where there is a very strong link between action and result.

In this situation, the mind is deceived and considers actions that are irrational and destructive as rational and useful. This behavior is also called cognitive distortion, and the people who are affected are really convinced that their irrational actions can lead them to victory.
At this point, you will surely have understood that the main problem is due to the direct link that the mind associates between action and result. Therefore, it is precisely on this key element that arises the difference in approach between an ordinary person and a professional trader.

People who understand this problem understand the importance of training their mind about the dissociation from the result. In this way, they develop a new awareness about the result, which allows them to maintain a rational and winning response even in situations where the result is subject to a random component.

**The mind of a professional trader**

In the previous chapter, the cognitive characteristic that distinguishes an ordinary person from a professional trader was identified. This characteristic can be summarized with the following concept: "dissociation from the result". In other words, it is about breaking the link that our brain creates between action and result.

This mental approach is present among professionals from very different sectors; for example, it is normal for a professional poker player to get angry when he makes a stupid play and to be happy when he makes an intelligent play, regardless of the outcome of the individual plays. In fact, these players have perfectly understood that there is no direct link between the result of a single operation and the action performed. What makes them successful is always being able to perform a series of rational and correct actions without getting involved in emotions. About this argument, I also report an interesting statement by the professional trader Linda Raschke whose interview was featured in the 06-2017 issue of Trader Magazine. When asked, "Is Trading a game for you?" Linda Raschke replies “Yes. I barely check the account balance. Because this unnecessarily affect me both positively and negatively and does not change the fact that I have to make the right decision again. And if you always make the right decisions, performance becomes simple in the long run”. As you can see, there is such a strong dissociation from the single result that she does not even care about its balance (an amateur trader checks his balance every 5 seconds).

Viewed from this point of view, trading is no longer random, but is a purely cognitive process, where you only operate if you understand the financial markets by always performing rational and never emotional actions. At this point, becomes easy to understand the difference between an amateur trader and a professional trader: the first is obsessed by the result, while the second is obsessed by the knowledge.
How meditation can improve our problem-solving skills

Andrea Berdondini

ABSTRACT: The goal of this article is to try to explain easily, how the practice of meditation affects our problem-solving skills. To do this, I use a mathematical logical method to characterize problems based on the number of their possible solutions. In this way, it easy to explain the two primary approaches that the mind uses in solving problems. The first approach is iterative, optimal in solving simple problems (problems with a low number of solutions). The second approach is the logical one, optimal in solving complex problems (problems with a high number of solutions). The interesting aspect of these two methods is that their mode of action is the opposite. The iterative method is based on action, while the logical method is a reflective approach, in which any unnecessary action takes us away from solving the problem. Consequently, we will see how through the practice of meditation, we can shift our mental predisposition towards the logical approach by inhibiting our propensity for the iterative approach. This is a very important result because it can allow us to improve our ability to solve complex problems. This type of attitude is fundamental in a society where technological progress is making all simple and repetitive jobs less indispensable.

The two fundamental methods used by the mind in solving problems

From a mathematical logical point of view, the problems can be divided according to the number of possible solutions they can have. Therefore, using this approach, we can define two classes of problems:

1) “Simple” problems: the problems in which the space of possible solutions is constituted by a small number of elements. Where the time required to try all possible solutions iteratively, is limited and acceptable. Example: a padlock that has 100 possible combinations, if I can try a different combination every 5 seconds, I will try all the combinations in an acceptable time.

2) “Complex” problems: the problems in which the space of possible solutions is constituted by a large number of elements. Where the time to try all possible solutions iteratively, tends to infinity or to an unacceptable time. Example: proving a mathematical theorem, doing it iteratively trying random solutions, takes a time that tends to infinity.

Thanks to this classification, we can study, in a simple way, the two fundamental approaches that the mind uses in solving problems.

The first approach is iterative, the mind does not try to solve the problem but tries all possible combinations. This approach is the optimal one for solving “simple” problems and was fundamental in the initial part of human evolution.

The second approach is the logical one; the mind creates a model of the problem and tries to solve it. This approach is the optimal one for solving “complex” problems, and its importance has increased in the course of human evolution. Consequently, this category of problems is also the one that most characterizes our problem-solving skills.

Comparing these two methods, the interesting thing we notice is that they act oppositely. The iterative method is based on action, faster I act, faster I solve the problem. Instead, the logic-based
method is thoughtful; any incorrect action takes us away from the solution.

To explain the importance of not acting irrationally, when trying to solve a complex problem, I like to give the following example: imagine that you are a hiker who got lost in the jungle, what are you going to do? If we try to ask this question to a survival expert, he will answer that the best thing to do is to do nothing, and wait for help, because any of your actions will only tire you and put you in danger. The same thing happens in solving complex problems, in which every irrational action is not only useless but it makes us lose energy and time. This example makes us understand how different the two mental approaches are, and how fundamental our mental predisposition is to be successful in situations where a type of problem predominates.

Another useful point of view, to understand the importance of these two mental approaches, is to comprehend why there is so much interest in algorithms based on artificial intelligence. The reason for such interest stems from the fact that through artificial intelligence the algorithms are moving from an iterative approach to a logical approach. In fact, for example, the software developed to play chess, until recently used iterative approaches. In practice, the software simulates all possible combinations and chose the best move. This method had two important limitations: it needed a very powerful computer and could not be applied to games like the “go” in which the possible move combinations are very high. With the advent of artificial intelligence, these virtual players have gone from an iterative approach to a logical approach with incredible results. Google’s Deepmind research team has developed the first software capable of beating the human champion of “go”, on this topic I recommend reading the article published on nature “Mastering the Game of Go without Human Knowledge”.

Now you can understand why the knowledge of these two different mental approaches is fundamental for studying the dynamics that involve our problem-solving skills.

**Meditation as mental training to improve the problem-solving skills**

In this section, we will try to explain the implications of meditation on problem-solving skills. The term meditation refers to a large number of techniques, even very different from each other, whose task is to bring complete awareness of the present moment. One of the oldest and best-known techniques, and consequently among the most practiced, is called vipassana. The practice of this meditation is performed by sitting cross-legged while remaining completely still in a mental state in which we observe everything that happens. Mainly the observation is directed towards thoughts that tend to manifest themselves and towards one’s breathing.

If we now analyze the two mental approaches, described in the previous paragraph, it is easy to understand how the practice of this type of meditation tends to be in contrast with the iterative method used in solving problems. As described in the previous paragraph, this approach is based on action, in practice, I act as quickly as possible without ever stopping. Hence, sitting still for no purpose represents the opposite of this method.

Consequently, the constant and repeated practice of this type of meditation leads over time to inhibit our propensity to act impulsively. There are many scientific studies on this topic that show how meditation reduces our propensity to multitasking (hyperactivity) and all those irrational and emotional behaviors. This is an important fact because the iterative approach is based on random (irrational) and continuous actions with a strong emotional component.

Meditation in this way modifies our problem-solving skills making us more reflective,
consequently increasing our propensity towards the use of the logical approach in solving problems. This result is significant because when we talk about problem-solving we are talking, in most cases, about the ability to solve complex problems. In fact, in a society where technological progress has an exponential trend, our ability to solve problems of this type becomes an increasingly important and requested skill.

Another fundamental aspect to keep in mind, regarding the importance of training the mind to a more reflective approach, is to understand the impact that new technologies have on our minds. To answer this question, we need to understand how most of the applications that are used on smartphones, tablets, etc. are developed.

The main purpose of these applications is to create an addiction, and to do this they take advantage of the iterative approach that the mind uses to solve simple problems. This is done because, in this situation, the person is forced to perform a continuous series of actions, which will correspond to a series of results, the consequence of which is a stimulation of the reward system present in our brain. With this technique, the user of the application will compulsively experience a succession of emotions, the result of which is to create a real addiction.

In conclusion, this type of technology is changing the approach to solving the problems of the new generations, favouring the iterative approach over the logical one. For this reason, it is essential to counteract the conditioning caused by these applications with techniques such as meditation, which inhibit our propensity to solve problems iteratively.

**Conclusion**

In this article, I have used a simple mathematical logical analysis to relate our problem-solving skills and the practice of meditation. In this way, we find a similarity between two very different realities. On the one hand, we have a scientific formalism, in which through the analysis of a mathematical data the optimal approach is found to solve a class of problems. On the other hand, we have meditation, which represents a topic mainly studied in the philosophical field. So we have two extremely distant points of view which, however, as we have seen, tend to have incredibly similar elements of convergence. Indeed, the practice of meditation represents a way of acting contrary to the iterative approach. Consequently, meditation acts by inhibiting our propensity to act iteratively, making us prefer the logical approach, fundamental in solving complex problems. We have also seen how modern technologies are influencing new generations to hyperactive and compulsive approaches. So, it becomes essential to contrast this type of mental conditioning, with something that goes to act in the opposite direction leading us to act more thoughtful. Meditation, from this point of view, can be seen as a practice that acts on some primary aspects used by the mind in many of its processes, such as problem-solving. In this way, we can partly understand why something so simple has such profound implications in many areas of the brain. For these reasons, I believe that meditation will become an increasingly important formative practice.
Sticker for your monitor

Cut out the sentence below and apply it on your work monitor.

"The only thing that cannot be created randomly is knowledge"

Trying to create knowledge randomly is one of the most favourite hobbies for traders. This sentence is intended to remind you of the uselessness of this way of acting.