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Abstract
We establish that for the type I Lie superalgebras $sl(m/n)$ and $osp(2/2n)$, each Kac module admits a 1 parameter family of indecomposable double extensions. The result follows from the explicit evaluation of the $H^1$ Lie superalgebra cohomology valued in the tensor product of the module and its dual.
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1. Introduction

With its motivation in physics and origins in Bose–Fermi statistics, and applications in quantum mechanics and condensed matter as well as supersymmetry in particle physics, the analysis of Lie superalgebras was formalized in a mathematical framework with Kac’s [1] classification of finite-dimensional simple Lie superalgebras, and subsequently with the identification of finite dimensional irreducible representations and certain character formulae [2] (see also Scheunert [3]). For a review of fundamentals of superalgebra theory in the context of applications, see for example [4] or the text [5].

However, even in finite dimensions, and despite their unavoidable involvement in the resolution of tensor products of irreducible representations, the analysis of indecomposable representations of Lie superalgebras remains in general a difficult open problem. Initial studies focussed on low rank cases, such as $osp(1/2) \cong B(0,1)$ in Kac’s classification, as well as $sl(2/1) \cong A(1,0)$, or special cases such as $osp(1/2n) \cong B(0,n)$ (notational details will be given in the main text below). For example, in [6, 7], the indecomposability of the tensor
product of two quartet representations of $sl(2/1)$ was noted, and in [7–10], broader studies were undertaken on the identification of arbitrary (finite dimensional) representations, as well as the identification of indecomposables in the resolution of tensor products. For an analysis of indecomposable representations of $sl(n/1)$ see [11] and for other cases [12, 13]. For the role of indecomposables in the construction of so-called atypical irreducibles, and their characters, we cite [14–16].

The present paper presents a result on a specific form of indecomposable representation for a class of the so-called type I simple Lie superalgebras, namely the special linear $sl(m/n) \cong A(m - 1, n - 1)$ ($m \neq n \geq 1$), and orthosymplectic superalgebras $osp(2/2n) \cong C(n)$. We establish that any Kac module (including indecomposable cases thereof) can be extended indecomposably to a one parameter family of doubled modules, of twice the dimension.

This result is, in its own right, a striking property of superalgebra representations. But it is potentially of importance in physical applications, wherein states of a given system occur as repeated copies (or, possibly, as multiple copies). It has been proposed for a number of years ([17–21]; see also [22, 23]), that the $SU(2/1)$ superalgebra could play a role in the standard model of the fundamental interactions. The lepton and quark states, graded by their chiralities, are precisely described by quartet representations of $SU(2/1)$. Furthermore, generational repetition and mixing of the families of quarks and leptons, corresponding to the electron and the muon, can be accommodated by the existence of indecomposable doubles of the corresponding $SU(2/1)$ quartet. Thus these indecomposable structures offer an algebraic understanding of the weak interaction Cabibbo mixing angle, with extensions to the Cabibbo–Kobayashi–Maskawa three-generation mixing ([24–26]; see also [27]).

In section 2 below, we give a brief technical background to the identification and construction of the Kac modules for $sl(m/n)$ and $osp(2/2n)$. In section 3 the method used for identification of module extensions, namely the analysis of appropriate (co)homology groups, is reviewed, in the context of the salient literature. A useful lemma on the construction of induced modules is proven (lemma 2.2 below), and the appendix provides further details of the induced module construction in relation to this. This is then used (section 3) to produce a count and analysis of chain operators, from which the results follow (theorem 3.3, corollary 3.4). In the concluding section 4 additional discussion and some generalizations are given, via examples arising from the simplest $sl(2/1)$ case. For this specific case, further details are also given, in relation to its application to mixing in the standard model formulated via $SU(3) \times SU(2/1)$ [23, 27].

2. Kac modules for type I LSA and ‘double’ induction

While irreducible representations of Lie superalgebras can be constructed using a graded version of the standard Verma module induction via suitable Borel superalgebras based on the Cartan subalgebra, we focus here on the construction of Kac [1], whereby the induction step builds on (parabolic) sub superalgebras involving the even subalgebra. Here we briefly introduce the notation and outline the constructions, with emphasis on structural relationships between modules so constructed and their duals.

A Lie superalgebra is a (finite dimensional) $\mathbb{Z}_2$-graded linear space $L = L_\pi + L_\tau$ comprising even and odd subspaces wherein $|X, Y| = |X| + |Y|$ mod 2 and for the graded Lie bracket

$$[X, Y] = -(-1)^{|X||Y|}[Y, X],$$
$$[X, [Y, Z]] + (-1)^{|X|(|Y|+|Z|)}[Y, [Z, X]] + (-1)^{|Z|(|X|+|Y|)}[Z, [X, Y]] = 0,$$  \hspace{1cm} \text{(1)}
with \( X, Y, Z \) homogeneous. For the type I Lie superalgebras of concern here, we have \( L_{\Sigma} = L_0 + C \) and \( L_\Sigma = L_{-1} + L_{+1} \) with \( L_0 \) semisimple and \( C \cong CY \) a one-dimensional abelian Lie algebra, spanned by a generator \( Y \) and where in the direct sum we have \( \{ L_{\pm 1}, L_{\pm 1} \} = 0 \), that is

\[
[Y, \bar{Q}] = + \bar{Q}, \quad [Q, \bar{Q}] = - Q, \quad \mathrm{and} \quad \{ Q, \bar{Q} \} = 0 = \{ \bar{Q}, \bar{Q} \},
\]

where \( \bar{Q} \in L_{+1} \) and \( Q \in L_{-1} \), respectively, with \( \{ \bar{Q}, Q \} \in L_{\Sigma} \). (Here for homogeneous elements, \( \{ \cdot, \cdot \} \) is the symmetric (anticommutator) symbol for brackets of odd generators; brackets with even elements or even–odd elements involve antisymmetric (commutator) symbols \( [\cdot, \cdot] \).) We now turn to the above-mentioned Kac module construction.

In the type I case, the superalgebra \( L \) admits natural induced constructions via the semidirect product sub-superalgebras \( L_{\pm} = L_{\Sigma} + L_{\pm 1} \). Taking an even \( L_{\Sigma} \)-module \( U \), one defines a corresponding \( L \)-module via the ‘highest weight’ condition

\[
L_{+1} U = 0, \quad \text{viz.} \quad \bar{Q} u = 0, \quad \forall \bar{Q} \in L_{+1}, u \in U,
\]

and similarly for \( L_{-1} \) wherein a lowest weight condition is applied. The respective induced modules are

\[
\begin{align*}
\overline{V}_{+}(U) &= \text{Ind}^{L_{+1}}_{L_{\Sigma}}(U) := U(L) \otimes_{L_{+1}} U, \\
\overline{V}_{-}(U) &= \text{Ind}^{L_{-1}}_{L_{\Sigma}}(U) := U(L) \otimes_{L_{-1}} U.
\end{align*}
\]

(3)

This construction yields irreducible or decomposable \( L \)-modules, depending on whether certain conditions are satisfied by the highest weight vector of \( U \). In the former case, the modules are called typical. Evidently, in view of the Poincaré–Birkhoff–Witt theorem, the restricted tensor product construction means that a spanning set is derived solely from tensoring by the maximal invariant submodule (and denoted \( V_{\pm}(U) \)). Otherwise the Kac module (of the same dimension) is indecomposable, and further atypical irreducibles are recovered by factoring by the invariant submodule (denoted \( V_{\pm}(U) \)).

For the present discussion we do not need further structural details from the classification of simple Lie superalgebras or their representations; specific cases and examples are treated in section 4 below. We now turn to two useful lemmas regarding dual modules, which will facilitate the identification of the indecomposable doubled modules in the next section.

**Lemma 2.1 (Duals as lowest weight modules).** The dual of a Kac module \( \overline{V}_{+}(U) \) is isomorphic to the opposite induced module \( \overline{V}_{-}(U^*) \): that is,

\[
\left( \text{Ind}^{L_{+1}}_{L_{\Sigma}}(U) \right)^* \cong \text{Ind}^{L_{-1}}_{L_{\Sigma}}(U^*).
\]

(4)

**Lemma 2.2 (‘Double’ induction).** The tensor product of a Kac module \( \overline{V}_{+}(U) \) and its dual \( \overline{V}_{-}(U^*) \) is isomorphic to the \( L_{\Sigma} \)-module induced from the \( L_{\Sigma} \)-module \( U \otimes U^* \): that is,

\[
\overline{V}_{+}(U) \otimes \overline{V}_{-}(U^*) \cong \text{Ind}^{L_{\Sigma}}_{L_{\Sigma}}(U \otimes U^*).
\]

(5)

**Proofs.** Evidently, \( \overline{V}_{+}(U)^* \) is completely reducible to a sum of \( L_{\Sigma} \)-modules which are the duals of the corresponding components of \( \overline{V}_{+}(U) \) with opposite weight. If \( v \) is an element of such an \( L_{\Sigma} \)-module with weight \( \lambda \), then for duals \( w^* \), we have

\[
h^* \cdot w^*(v) = w^*(-h \cdot v) = -\lambda(v)w^*(v),
\]

so that \( h^* \cdot w^* = -\lambda(v)w^* \) for \( w^*(v) \neq 0 \). If \( U \) has highest weight \( \Lambda \), then \( U^* \) has lowest weight \( -\Lambda \), and given \( \bar{Q} \cdot u = 0 \) for \( u \in U \), we have \( \bar{Q}^* \cdot u^* = 0 \) and indeed the coadjoint generators
have the opposite $\mathbb{Z}$-grading by virtue of $[Y^*, Q^*] = -[\overline{Q}^*, \overline{Q}^*]$, and $[Y^*, Q^*] = +\overline{Q}^*$. In this way we realize

\[ V_+^*(U^*) \cong V_-^*(\overline{U}^*) \]

The second lemma is established via the mapping

\[ \pi : (m \otimes_+ u) \otimes (\overline{m} \otimes_- u^*) \mapsto (m \overline{m}) \otimes (u \otimes u^*) \] (6)

where we have written $\otimes_{\pm}$ for $\otimes_{L_{\pm}}$. Here $m, \overline{m}$ are antisymmetrized monomials in $Q, \overline{Q}$, such that via the Poincaré–Birkhoff–Witt theorem, the ordered elements $m \overline{m}$ provide a spanning set for the ‘double’ induced module\(^3\) so that $\pi$ is a linear space isomorphism. The equivalence of superalgebra modules can be estabished by a careful analysis of the respective actions (details are given in the appendix). □

We now turn to the implications of these structural features of Kac modules for establishing the existence of the desired indecomposable doubles. Concrete examples are discussed in the concluding section 4 below.

3. (Co)homology: indecomposable doubling for Kac modules

The classification and construction of arbitrary (finite dimensional) indecomposable representations for arbitrary Lie superalgebras is, in general, combinatorially very challenging, and remains an open problem. Studies of $sl(2/1)$ can be found in [7–10]; see [11–13] for extensions to $sl(n/1)$ and other cases. Here we take advantage of the special structure of the Kac module realization outlined in the previous section, in incorporating it into basic results relating to module extensions and (co)homology.

The general setup for indecomposably combining two $L$-modules $U$ and $V$ in the superalgebra case [28] entails the direct sum module $W = U + V$, the extension of $U$ by $V$, in such a way that there is an exact sequence

\[ 0 \rightarrow U \overset{\delta}{\rightarrow} W \overset{\varepsilon}{\rightarrow} V \rightarrow 0 \]

where representations $L \rightarrow \text{Hom}(U), L \rightarrow \text{Hom}(V)$ are augmented by representations mapping $L \rightarrow \text{Hom}(U, V)$, that is

\[ X \cdot T = X_U \cdot T - (-1)^{|X||T|} \cdot X_U. \]

Thus, the space $U$ is embedded in $W$ as an invariant subspace, and the factor space $W/U$ is isomorphic to the module $V$. For the purposes of discussion of examples in section 4 below, such an extension will be denoted ‘$V \oplus U$’.

The abstract framework for identifying the $\text{Hom}(U, V)$ representations which enumerate independent extensions is that of superalgebra (co)homology, a generalization of standard Lie algebra (co)homology (see for example [29]) to the Lie superalgebra case [14, 28, 30]. Here we provide key results [28, 31] enabling the solution to the doubling problem to be reduced to concrete evaluations. Rather than give a full presentation, we focus on the specifics relevant to the present case. Detailed explanations of the notation and elaboration of the mappings to be considered are deferred until after the statement of the main results, as follows:

\(^3\) Taking the grading of the module $U$ to be even.
Theorem 3.1 (Module Extensions [28]). The indecomposable extensions of $L$-module $U$ by $L$-module $V$ are in correspondence with elements of the first cohomology group of $L$ valued in $\text{Hom}(V, U)$, namely $H^1_L(L, \text{Hom}(V, U))$.

Lemma 3.2 (Shapiro's lemma [31]). The homology of an $L$-module $V$ of a Lie superalgebra $L$ which is induced from a sub-superalgebra $L'$, and $L'$-module $U$, is isomorphic to the homology of $L'$ valued in $U$:  

$$H_n(L, V) \cong H_n(L', U); \quad \text{that is,} \quad H_n(L, \text{Ind}^L_{L'}(U)) \cong H_n(L', U),$$

provided the $L$-modules occurring in the associated chains are completely reducible as $L'$-modules.

Here we state results for homology rather than cohomology groups, which are canonically dual, and in fact isomorphic for self-dual modules, as in the present case (the distinction will arise in section 4 below). Given that $\text{Hom}(V, V) \cong V \otimes V^*$, lemmata 3.2, 2.1 and 2.2 lead to a powerful simplification to the problem of enumerating doubles of the Kac module $V_+(U)$. We have

Theorem 3.3 (Indecomposable doubling).

$$H_1(L, V_+(U) \otimes V_-(U^*)) \cong H_1(L_{\sigma}, U \otimes U^*)^{(\text{ad})}.$$ \hfill (8)

Corollary 3.4 (Unique Indecomposable doubling). We have

$$\dim(H_1(V_+(U) \otimes V_-(U^*))) = 1.$$ \hfill (9)

That is, each Kac module $V_+(U)$ of the class I simple Lie superalgebras $\text{sl}(m/n)$ and $\text{osp}(2/2n)$ admits a 1-parameter family of indecomposable self-extensions. \hfill □

With theorem 3.3, the analysis is reduced to a straightforward examination of cases based on the identification of even subalgebra invariants arising in the relevant chain spaces (the (co)homology is $L_{\sigma}$ invariant). The details of the formalism needed for our analysis are as follows. As $L_{\sigma}$ modules, the chain spaces are:

$$B_2 := (L_{\sigma} \wedge L_{\sigma}) \otimes (U \otimes U^*);$$
$$B_1 := L_{\sigma} \otimes (U \otimes U^*);$$
$$B_0 := (U \otimes U^*),$$

with chain maps

$$\partial_1 : B_2 \to B_1, \quad \partial_0 : B_1 \to B_0.$$.

We require the first ($n = 1$) homology group,

$$H_1(U \otimes U^*) = \text{Ker}(\partial_0) / \text{Im}(\partial_1).$$ \hfill (11)

The chain maps are defined in the superalgebra case,

$$\partial_1(X \wedge Y \otimes v) := X \otimes Y v - (-1)^{|X||Y|} Y \otimes X v - [X, Y] \otimes v;$$
$$\partial_0(X \otimes v) := X v,$$

for homogeneous elements, with analogous definitions for the cochains in the case of the cohomology [30, 31].
As noted, the (co)chain maps intertwine the Lie superalgebra action. Here we require only the analysis of the even \( L_\sigma \) homology, and by theorem 3.3,

\[
H_1(U \otimes U^*) \cong \text{Ker}(\partial_0(\ell_\sigma)) / \text{Im}(\partial_1(\ell_\sigma))
\]  

(13)

where \( \partial_n(\ell_\sigma) \), \( n = 0, 1 \) are the restriction of the chain maps to the \( L_\sigma \) invariants \( B_n(\ell_\sigma), n = 0, 1 \).

**Proof of corollary 3.4.** The \( L_\sigma \) module \( (U \otimes U^*) \) is completely reducible to a direct sum

\[
(U \otimes U^*) \cong W_0 \oplus W_{\text{ad}} \oplus \sum \oplus W
\]

(14)
of \( L_\sigma \) modules, where \( W_0 := \langle w_0 \rangle \) is (by Frobenius’ theorem) the unique singlet, \( W_{\text{ad}} \) is the (isotypical) \( L_\sigma \)-adjoint subspace, and \( \sum \oplus W \) represents the remaining decomposition into non-adjoint \( L_\sigma \) irreducible modules. We note that for the semisimple Lie algebras \( L_\sigma \), \( sl(n) \) and \( sp(2n) \), the antisymmetric square of the adjoint representation contains the adjoint with multiplicity 1 so that the isotypical space \( W_{\text{ad}} \) is in fact irreducible. We proceed by introducing an explicit basis \( \{ f^i \} \) of generators for the Lie algebra for \( L_\sigma \), with commutation relations \([J^a, J^b] = f_{abc} J^c\), and corresponding basis \( \{ w^a \} \) for the adjoint module \( W_{\text{ad}} \), a constituent of the reduction of \((U \otimes U^*)\), with adjoint action \( J^a w^b = -f^{abc} w^c \). Here we take, for the semisimple Lie algebra \( L_\sigma \), antisymmetric structure constants with Killing form proportional to \( \delta_{ab} \). Finally we enumerate the \( L_\sigma \) invariants spanning the \( B_n(\ell_\sigma) \) chain spaces, \( n = 0, 1, 2 \), as

\[
\begin{align*}
I_0 &= w_0; \\
I_1 &= J^a \otimes w^a; \\
I_1^Y &= Y \otimes w_0; \\
I_2 &= \frac{1}{2} f_{abc} (J^a \wedge J^b) \otimes w^c; \\
I_2^Y &= \frac{1}{2} C_{ab} (J^a \wedge J^b) \otimes w^1; \\
I_2^Y &= (Y \wedge J^a) \otimes V^a.
\end{align*}
\]

(15)

Here \( f_{abc} \) is the totally antisymmetric structure tensor (assumed lowered with the \( L_\sigma \) Killing metric normalized to \( \delta_{ab} \)), and \( C_{ab} \) is an invariant coupling between \( W \) and the antisymmetric adjoint space. We evaluate the chain maps as follows:

\[
\begin{align*}
\partial_0 I_1 &= J^a w^a = -f^{aad} w^c \equiv 0; \\
\partial_0 I_1^Y &= Y w_0 \equiv 0; \\
\partial_1 I_2 &= f_{abc} (J^a \otimes (J^b \wedge w^c)) - \frac{1}{2} f_{abc} J^d \otimes w^c \\
&= (f_{abc} f_{dab} - \frac{1}{2} f_{abc} f_{dab}) J^c \otimes w^d \equiv C (J^a \otimes w^a); \\
\partial_1 I_2^Y &= 0; \\
\partial_1 I_2^Y &= Y \otimes (J^a w^a) - J^a \otimes (Y w^a) \equiv 0.
\end{align*}
\]

(16)

Here the fact that \( U \otimes U^* \) has zero \( Y \)-weight has been used. The evaluation of \( \partial_1 I_2 \) yields \( I_1 \) up to a multiple of the (nonzero) quadratic Casimir eigenvalue \( C \) of \( L_\sigma \) in the adjoint representation. Further, because of the equivariance of \( \partial_1 \), the image of \( I_2^Y \) must be an \( L_\sigma \) singlet, which is
excluded as there is, by construction\(^4\), no invariant coupling between the adjoint representation
and a non-adjoint irreducible module \(W\). In summary, we have therefore
\[
\partial_3 j_1 = 0 = \partial_3 j_1^W; \quad \partial_1 j_2 \propto j_1; \quad \partial_1 j_2^W = 0 \forall W, \quad \partial_1 j_2^2 = 0,
\]
whence finally, as the singlet \(Y \otimes w_0\) is the only nontrivial cycle within \(B_1\), we have
\[
\dim(\text{Ker} \partial_3) - \dim(\text{Im} \partial_1) = 2 - 1 = \dim(C_{\partial_1}^1) = 1. \tag{17}
\]

4. Discussion

The results reported in this paper address the structure of indecomposable representations of
Lie superalgebras, specifically in establishing the existence of indecomposable doubles of Kac
modules, for certain type I Lie superalgebras.

The methodology—the computation of appropriate superalgebra (co)homologies, as elaborated
in sections 2, 3 above—is standard, once the ‘double’ induction is set up (lemma 2.2
above). In contrast to the semisimple Lie algebra case, it is evident that the theory is rather
rich, even in finite dimensions. By the use of Shapiro’s lemma (lemma 3.2), the computation is
reduced to (co)homologies of (irreducible) modules of the even Lie subalgebra, which being
reductive yields nontrivial results.

As stated above, the type I Lie superalgebras \(sl(m/n)\), \(osp(2/2n)\) belong to the basic classical
class. We cite for example [15, 16] and references therein, for results on the analysis of the
Kac modules themselves, for general Lie superalgebras (the computation of irreducible factors
in the composition series thereof, and thus evaluations of the characters of such modules).
Here we have been at pains to provide direct insight into the existence of the indecomposable
doubles, irrespective of the explicit details of their construction, via specific (co)homology
evaluations (in the atypical case, the Kac modules themselves are of course instances of
other types of indecomposables). For definiteness, and given the central motivation coming
from physics referred to in the introduction above, we confine the discussion here mainly to
equations in \(sl(2/1) \equiv osp(2/2)\).

Irreducible representations of \(sl(2/1)\) are labelled in Kac–Dynkin notation by their highest
weight \((a, b)\) with integer \(a \geq 0\) the \(sl(2)\) label of the highest weight (spin \(j = \frac{1}{2}a\)), and complex
\(b\). Typical modules have dimension \(4(a + 1)\) and comprise spin multiplets \(j_a, (j + \frac{1}{2})_{a-1}\), and
\(j_{b-2}\), labelled also by the additional Cartan generator \(Y\) (‘hypercharge’) which commutes with
\(sl(2)\) (with eigenvalue \(y = 2b - a\) on the highest weight). Atypical modules (type 1) satisfy
atypicality \(b = 0\) and in consequence have \(y = -a\), dimension \(2a + 1\) and spin decomposition
\(j_{a+1}\) and \((j + \frac{1}{2})_{a-1}\) while atypical modules (type 2) satisfy atypicality \(b = a + 1\) and in conse-
quence have \(y = a + 2\), dimension \(2a + 3\) and spin decomposition \(j_{a+2}\) and \((j + \frac{1}{2})_{a+1}\). For
ease of notation, where no confusion arises we refer to these (irreducible) \(sl(2/1)\) modules by
their dimension and leading hypercharge, \(D_{\pm}\): dimensions divisible by 4 being typical irreducible
Kac modules (unless \(y = -a\) or \(y = a + 2\), and odd dimensions being atypical irreducible
of type 1 or type 2, with the latter distinguished by an asterisk. Refer to table 1 for a listing of
some low dimensional modules, and a summary of the notation used.

As discussed, construction of indecomposable module extensions requires nonvanishing
1-(co)homology of \(sl(2/1)\) valued in the appropriate tensor product of modules. Computation

\(^4\) Explicitly, \(\partial_1 j_2^w = C_{\omega j} \omega^j \otimes w\) where \(C_{\omega j} := C_{\alpha \beta} \omega^\beta\) in terms of the matrix elements of \(J^\alpha\) in the \(\{\omega^j\}\) basis.
of $H^1$ valued in irreducible modules of $sl(2/1)$ has been carried out in [31], with results subsequently extended to all irreducibles of $sl(m/n)$ and $osp(2/2n)$ in [32]. In fact, for $sl(2/1)$, it is found [31, 32] that the only irreducibles having nonvanishing $H^1$ are indeed the fundamental $\mathfrak{3}_{-1}$, or its dual $\mathfrak{3}_1^*$. These results are in fact informative about the structure of the simplest indecomposables: since $\mathfrak{1}_0 \otimes \mathfrak{3}_1^* \cong \mathfrak{3}_1^*$ has nonvanishing $H^1$, there exists an extension, namely the atypical Kac module $\mathfrak{2}_1 \cong \mathfrak{3}_{-1} \oplus \mathfrak{1}_0$. In a similar way we recover the dual $\mathfrak{1}_1$ thanks to the corresponding trivial tensor product. Likewise, the presence of $\mathfrak{3}_{-1}$ or $\mathfrak{3}_1^*$ in the resolution of the associated tensor products is responsible for example for a shifted adjoint, atypical octet $\mathfrak{8}_{-1} \cong \mathfrak{5}_{-2} \oplus \mathfrak{3}_{-1}$, and the dodecuplet $\mathfrak{12}_{-3} \cong \mathfrak{7}_{-3} \oplus \mathfrak{5}_{-2}$. By the same token $\mathfrak{3}_{-1} \otimes \mathfrak{3}_{1}^*$ is disallowed, because $\mathfrak{2}_{-1} \otimes \mathfrak{3}_1^* \cong \mathfrak{8}_1 \oplus \mathfrak{1}_0$, with a similar conclusion for $\mathfrak{7}_{-3} \otimes \mathfrak{3}_{-1}$ since $\mathfrak{2}_{-1} \otimes \mathfrak{3}_{1}^* \cong \mathfrak{16}_{-1} \oplus \mathfrak{5}_{-2}$. See table 2 for a summary of these observations using tensor product resolutions in $sl(2/1)$ (see also [7]). Similar implications could also be drawn in more general cases, using the results of [32].

In general, the existence of pairwise extensions $U \boxdot V, V \boxdot W, \ldots$, is necessary (but not sufficient) for the construction of extended indecomposable modules with structure $U \boxdot V \boxdot W, \ldots$, in that the successive pairs are present as parts of appropriate factor spaces and invariant submodules. The directed acyclic graphs of such composition chains can also contain loops (for an example see below). The complexity of the problem of enumerating all indecomposables has been identified with that of classifying certain types of representations of free algebras [11].

Finally we return to the case of indecomposable representations of $SU(2/1)$ with application to particle physics and the standard model. The fact that a single family generation

---

**Table 1.** Left: $sl(2/1)$ typical irreducible representations with highest weight Kac-Dynkin label $(a, b)$, giving alternative labelling $D_n$ by dimension $D = 4a + 4$, with subscript the hypercharge $y = 2b - a$ of the leading $sl(2)$ multiplet. The accompanying decomposition into spin and hypercharge multiplets $j_i$ ($j = \frac{1}{2} a$) is given. The adjoint is $\mathfrak{8}_1$. Right: $sl(2/1)$ representations and spin hypercharge decompositions for atypical irreducibles $(a, b)$ of types 1 (unstarred) and 2 (starred$^*$). See text for details of the notation. Associated Young diagrams are also provided [34].

| $D_n$ | $(a, b)$ | $\sum \oplus j_i$ |
|-------|----------|------------------|
| $4_y$ | $(0, b)$ | $0_y + \frac{1}{2} y_{-2} + 0_{-2}$ |
| $8_y$ | $(1, b)$ | $\frac{1}{2} y_{y} + (0 + 1) y_{-1} + \frac{1}{2} y_{-2}$ |
| $8_1$ | $(1, 1)$ | $\frac{1}{2} y_{a} + (0 + 1) y_{0} + \frac{1}{2} y_{-1}$ |
| $12_y$ | $(2, b)$ | $1_y + (\frac{1}{2} + \frac{1}{2}) y_{-1} + 1_{-2}$ |
| $4(a + 1)_y$ | $(a, b)$ | $j_y + (j + \frac{1}{2}) y_{a-1} + j_{-2}$ |

| $D_n$ | $(a, b)$ | $\sum \oplus j_i$ |
|-------|----------|------------------|
| $\mathfrak{3}_{-1}$ | $(1, 0)$ | $\frac{1}{2} y_{-1} + 0_{-2}$ |
| $\mathfrak{3}_1^*$ | $(0, 1)$ | $0_{n} + \frac{1}{2} y_{+1}$ |
| $\mathfrak{5}_{-2}$ | $(2, 0)$ | $1_{n} + 1_{+1}$ |
| $\mathfrak{5}_1$ | $(1, 2)$ | $\frac{1}{2} y_{+3} + 1_{+2}$ |
| $\mathfrak{7}_{-3}$ | $(3, 0)$ | $\frac{1}{2} y_{+3} + 1_{-4}$ |
| $\mathfrak{7}_1^*$ | $(2, 3)$ | $1_{+3} + \frac{1}{2} y_{+3}$ |
of quarks can be accommodated in an irreducible typical quartet representation \( \mathbf{4}_{+2/3} \), with leptons in an irreducible \( \mathbf{\bar{4}}_{-1} \), (or indecomposable (Kac module) \( \mathbf{\bar{4}}_{-1} \), if a right handed neutrino is present) was noted in the original papers [17–21] (the hypercharges are in accord with standard assignments to give the correct fractional \( +\frac{2}{3}, -\frac{1}{3} \) quark electric charges, and \( 0, -1 \) leptonic electric charges, through the formula \( Q = I_3 + \frac{1}{2} Y \) in terms of weak isospin and hypercharge; see table 1). The indecomposable doubling \( \mathbf{D}_\mathbf{Y} \oplus \mathbf{D}_\mathbf{Y} \), for Kac modules of \( sl(m/n) \) and \( osp(2/2n) \), the main result established in the present paper (corollary 3.4 above) applies in particular to the doubling of the quartet representation, so that a single multiplet of \( SU(2/1) \) can encompass both a first and a second family generation [24], with consequent mixing of charged particle states (and violation of weak interaction universality through the coupling strength modification due to the Cabibbo mixing parameter \( \sin\theta_C \) between \( s \) and \( d \) quarks), or of right-handed neutrino states (with consequent neutrino mass mixing and oscillation phenomena), respectively. From the present perspective, the doubling necessitates a nonvanishing (co)homology in the tensor product of the appropriate quartet representations, namely \( \mathbf{4}_{+2/3} \oplus \mathbf{4}_{+4/3} \) (or for leptons, \( \mathbf{\bar{4}}_{0} \oplus \mathbf{\bar{4}}_{2} \)). This indeed has dimension one, being a special case of the property established in this work. Thus, within \( SU(2/1) \), the physically observed quantity \( \sin\theta_C \) acquires an algebraic interpretation, as a parameter choice within the appropriate \( H _ {1} \) space.

For the indecomposable doubling of quartet representations [8], the central case motivating the present work, it should be noted that the structure of the tensor product modules \( \mathbf{4}_{2/3} \oplus \mathbf{4}_{4/3} \) and \( \mathbf{\bar{4}}_{0} \oplus \mathbf{\bar{4}}_{2} \), or more generally, of the family \( \mathbf{4}_{\gamma} \oplus \mathbf{4}_{-\gamma+2} \) or \( \mathbf{\bar{4}}_{\gamma} \oplus \mathbf{\bar{4}}_{-\gamma} \), has been studied by several authors in the course of their analyses of representations of \( sl(2/1) \) [6, 7, 30, 33]. In particular, in [30], an explicit computation indeed yielded (co)homology dimension 1, confirming our more general result. As noted above, in the particle physics context, this is consistent with the existence of the Cabibbo mixing angle \( \theta_C \). A more complete analysis of this family of tensor products and associated indecomposable modules, including cases where the composition chains form a loop, is presented in [27].

A final point, of crucial significance for physics, is that the quartet double construction for \( SU(2/1) \) has indeed been extended to triples \( \mathbf{4}_{\gamma} \oplus \mathbf{\bar{4}}_{\gamma} \oplus \mathbf{\bar{4}}_{\gamma} \) (compare [9, 27]) and beyond (for details see [27]); a theory for general Kac modules is developed for \( sl(n/1) \) and \( sl(m/n) \) in [11, 12].

In relation to the particle spectrum in the standard model, threefold quartet extensions are able to account for the experimental fact of three families of fundamental fermions (quarks and leptons, assigned to \( SU(2/1) \) quartets), with the concomitant three generation charged quark electroweak mixing and modelling of the Cabibbo–Kobayashi–Maskawa matrix, as well as neutrino mass mixing and oscillation phenomena [24–26].

| Table 2. Some \( sl(2/1) \) tensor product resolutions with associated Young diagrams [34]. See text for details. |
| \( D \otimes D' \equiv \sum_i \otimes D''_i \) |
| \( \mathbf{3} \otimes \mathbf{3} \equiv \mathbf{5} + \mathbf{4} \) | \( \square \otimes \square = \square + \square \) |
| \( \mathbf{\bar{3}} \otimes \mathbf{\bar{3}}' \equiv \mathbf{8} + \mathbf{\bar{1}} \) | \( \square \otimes \square = \square + \square \) |
| \( \mathbf{\bar{5}} \otimes \mathbf{\bar{3}}' \equiv \mathbf{12} + \mathbf{\bar{3}} \) | \( \square \otimes \square = \square + \square \) |
| \( \mathbf{7} \otimes \mathbf{3} \equiv \mathbf{16} + \mathbf{\bar{5}} \) | \( \square \otimes \square = \square + \square \) |
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Appendix. Double induction equivalence

Proof of lemma 2.2. Let us write $V$ for the highest weight Kac module $\text{Ind}_{L_0}^L (U) = \overline{V}_+ (U)$, and $W$ for the $L$-module $\text{Ind}_{L_0}^L (U \otimes U^*)$ induced from the $L_0$-module $U \otimes U^*$. The map $\pi : V \otimes V^* \to W$ confers a twisted coproduct action on $W$, with generators defined by

$$\hat{J} := \pi \circ \Delta \circ \pi^{-1}, \quad \hat{Q} := \pi \circ \Delta Q \circ \pi^{-1}, \quad \hat{Q} := \pi \circ \Delta Q \circ \pi^{-1},$$

which we wish to show is equivalent to the direct (left) action on the induced module $W$. On states $w = mm \otimes (u \otimes u^*)$ we have for example for even generators

$$\Delta \pi^{-1} (w) = (Jm \otimes_+ u) \otimes (mm \otimes_+ u^*) + (m \otimes_+ u) \otimes (Jm \otimes_+ u^*)$$
$$= ([J, m] \otimes_+ u) \otimes (mm \otimes_+ u^*) + (m \otimes_+ J u) \otimes (mm \otimes_+ u^*)$$
$$+ (m \otimes_+ u) \otimes ([J, m] \otimes_+ u^*) + (m \otimes_+ u) \otimes (mm \otimes_+ Ju^*),$$

so $\pi \Delta \pi^{-1} w = [J, mm] \otimes (u \otimes u^*) + mm \otimes [J \cdot (u \otimes u^*)]$
$$= Jmm \otimes (u \otimes u^*).$$

Thus we have $\hat{J} w \equiv J w$. On the other hand\footnote{Assigning $mm$ to be of degree $(p, q)$ as a monomial in odd generators.}

$$\hat{Q} w = Qm \otimes (u \otimes u^*) + \sum mmm \otimes (u \otimes J u^*),$$
$$\hat{Q} w = \sum mmm \otimes J u^* + (-1)^q mmm \otimes w,$$

where, for example, (cf the evaluation of $\hat{J} w$),

$$Qm \otimes_+ u^* = [Q, m] \otimes_+ u^* = \sum mmm \otimes_+ u^* \equiv \sum mmm \otimes_+ J u^*,$$

with the $[Q, m]$ bracket having been re-ordered as a sum of monomials with even generators moved to the right. These additional terms thus constitute the difference between the twisted coproduct and standard actions on $W$ under the odd generators, whereas the even actions coincide ($V \otimes V^*$ and $W$ are equivalent as $L_0$-modules).

From (20) the $\hat{Q}, \hat{Q}$-actions shift the monomial gradings from states in sector $(p, q)$ to states in sectors $(p + 1, q)(p, q + 1)$, respectively, but with lower degree contributions $(p, q - 1)$ and $(p - 1, q)$. In order to establish the equivalence with the standard actions it is necessary to find
an additional straightening map \( \varphi : W \to W \), which acts within sectors \( (p, q) + (p - 1, q - 1) + (p - 2, q - 2) + \cdots \) to remove trailing terms.

We now show this construction explicitly for the case of \( \mathfrak{sl}(2/1) \). We take an \( \mathfrak{sl}(2) \)-covariant basis for \( L = \mathfrak{sl}(2/1) \) with even generators \( J_i \), \( i = 1, 2, 3 \) and odd generators (lowering and raising operators) \( Q_a, \bar{Q}^b, a, b = 1, 2 \). The (anti)commutation relations are \(^6\)

\[
\begin{align*}
[J_i, J_j] &= \varepsilon_{ijk} J_k, \quad [Y, J_i] = 0, \\
[J_i, Q_a] &= -\frac{1}{2} Q_b (\sigma^b)^a_i, \\
[J_i, \bar{Q}^a] &= +\frac{1}{2} (\sigma_i)^a_b \bar{Q}^b, \\
[Y, Q] &= -Q, \quad [Y, \bar{Q}] = +\bar{Q}, \\
\{\bar{Q}^a, Q_b\} &= Y^{ab} - (\sigma \cdot J)^b_a, \\
\text{with} \quad \{Q_a, Q_b\} &= 0 = \{\bar{Q}^a, \bar{Q}^b\}.
\end{align*}
\]  

There are 9 \((p, q)\) sectors, \(0 \leq p, q \leq 2\), of the form \( m \mathfrak{m} \otimes w\), with 10 spin projections, including both spin-1 and spin-0 parts within \( (1, 1) \cong (1, 1)_1 + (1, 1)_0 \). Mappings between sectors are determined by \( \mathfrak{sl}(2) \) coupling coefficients, up to reduced matrix elements. In tensor notation, this is taken into account by using appropriately symmetrized basis states. Let the \( L_g = \mathfrak{g}(2) \)-module \( U \) have hypercharge \( Y = y \), and spin \( j \) with generators \( \mathbf{j} \). To simplify the notation we write \( \otimes (\mathbf{u} \otimes \mathbf{u}^*) \) as \( | \rangle \rangle \). In spin-zero combinations the \( \mathfrak{sl}(2) \) spin generators do not contribute, as \( Tr(\mathbf{j}) = 0 \), whereas in spin-1 projections the full \( (\mathbf{\sigma} \cdot \mathbf{J})^{ab}_b \) operator is present in matrix elements. Consider for example

\[
\begin{align*}
(\mathbf{\tilde{O}} \cdot \mathbf{\tilde{Q}}) |_{\rangle \rangle} &= \mathbf{\tilde{Q}}_a \cdot (\mathbf{\tilde{Q}} \otimes | \rangle \rangle) = (\mathbf{\tilde{Q}} \otimes | \rangle \rangle) + 2(-y) | \rangle \rangle; \\
\mathbf{\tilde{Q}}_a \cdot (\mathbf{\tilde{Q}} | \rangle \rangle) &= \mathbf{\tilde{Q}}_a ((\mathbf{\tilde{Q}} \otimes | \rangle \rangle) + \frac{1}{2} (\varepsilon \mathbf{\tilde{Q}})_a + 2(\varepsilon \mathbf{\tilde{Q}})_b (\mathbf{\sigma} \cdot \mathbf{J})^{b}_a | \rangle \rangle ,
\end{align*}
\]  

where the scalars \((\mathbf{\tilde{Q}} \mathbf{\tilde{Q}}), (\mathbf{\tilde{Q}} \mathbf{\tilde{Q}})\) are traces with respect to the \( \mathfrak{sl}(2) \) invariants \( \delta \) and \( \varepsilon \), respectively. After re-ordering, the even generators \( Y, \mathbf{J} \) have been replaced by their representatives \((-y) \mathbf{j}, \mathbf{j}\), acting on the second tensor factor of the state \( u \otimes u^* \).

The appropriate matrix elements of the straightening map \( \varphi \) are therefore

\[
\begin{align*}
\varphi(\mathbf{\tilde{Q}} | \rangle \rangle) &= \mathbf{\tilde{Q}} | \rangle \rangle, \\
\varphi((\mathbf{\tilde{Q}} \mathbf{\tilde{Q}}) | \rangle \rangle) &= (\mathbf{\tilde{Q}} \mathbf{\tilde{Q}}) | \rangle \rangle, \\
\varphi((\mathbf{\tilde{Q}} \mathbf{\tilde{Q}}) | \rangle \rangle) &= (\mathbf{\tilde{Q}} \mathbf{\tilde{Q}}) | \rangle \rangle + 2y | \rangle \rangle, \\
\varphi(\mathbf{\tilde{Q}}(\mathbf{\tilde{Q}} \mathbf{\tilde{Q}}) | \rangle \rangle) &= \mathbf{\tilde{Q}}(\mathbf{\tilde{Q}} \mathbf{\tilde{Q}}) | \rangle \rangle \quad \left[ \frac{1}{2} (\varepsilon \mathbf{\tilde{Q}}) + 2(\varepsilon \mathbf{\tilde{Q}}) (\mathbf{\sigma} \cdot \mathbf{J}) | \rangle \rangle \right].
\end{align*}
\]  

The construction of \( \varphi \) can be completed by defining it in a similar way on the remaining states which mix, namely in sector \((\mathbf{Q} \mathbf{Q})(\mathbf{\tilde{Q}} \mathbf{\tilde{Q}}) | \rangle \rangle \) with \((\mathbf{Q} \mathbf{Q}) | \rangle \rangle \) and \(| \rangle \rangle \), and in sector \((\mathbf{Q} \mathbf{Q}) | \rangle \rangle \) with \( \mathbf{Q} | \rangle \rangle \), such that we have \( \varphi \tilde{\varphi}^{-1} = \mathbf{Q} \) as required.

Turning to the equivalence of \( \mathbf{\overline{Q}} \) and \( \mathbf{\overline{Q}} \) on \( W \), a map \( \mathbf{\overline{\varphi}} \) analogous to \( \varphi \) can be constructed\(^7\), but with a change of monomial ordering to \( m \mathfrak{m} \otimes w \). However, the switch mapping is simply

\(^6\) Here \( \mathbf{\sigma} = (\sigma_1, \sigma_2, \sigma_3) \) are the standard \( 2 \times 2 \) Pauli matrices. We use the antisymmetric symbols \( \varepsilon_{12} = 1 = -\varepsilon_{12} \), \( \varepsilon_{ab} \delta_{bc} = \delta_{ac} \), and \( \varepsilon_{ab} \varepsilon_{cd} = \varepsilon_{ad} \varepsilon_{bc} \) with \( \varepsilon_{12} = 1 \).

\(^7\) Due to the ordering choice, construction for \( \mathbf{\overline{\varphi}} \) in the \( m \mathfrak{m} \otimes w \) basis would be more involved.
a nonsingular basis change \( \sigma : W \rightarrow W \), so that \( \bar{\phi} \bar{Q}^{-1} \) and \( \bar{Q} \) are brought into coincidence in the original basis, by a further conjugation with respect to \( \sigma \).

For the general case of Lie superalgebras sl(m/n) or osp(2/2n), the construction proceeds in an analogous way, although the details are more technical. For example even in sl(3/1) there are now 16 sectors \((p, q)\), with projections on to two irreducibles if \( p, q \neq 0 \). However, it is clear that the required automorphism of \( W \) (the straightening map \( \phi \)), can be covariantly constructed incrementally in the same fashion, to be of lower triangular form with respect to the polynomial degree \( p + q \), and with unit diagonal in a suitable basis.
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