Fast, high precision dynamics in quantum optimal control theory
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Abstract
Quantum optimal control theory is becoming increasingly crucial as quantum devices become more precise, but the need to quickly optimize these systems classically remains a significant bottleneck in their operation. Here we present a new theoretical quantum control framework for much faster optimization than the state of the art by replacing standard time propagation with a product of short-time propagators, each calculated using the Magnus expansion. The derived formulas for exact series terms and their gradients, based on earlier approximate integrals in a simulation setting, allow us to subsume the high cost of calculating commutators and integrals as an initial overhead. This provides an order of magnitude speedup for quantum control optimization.
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1. Introduction
Quantum technologies may solve societally relevant problems within areas such as optimization [1], equation solving [2], drug design [3, 4], and machine learning [5, 6] in combinatorially difficult regimes where classical computers are expected to fail [7]. In recent years, we have witnessed the small-scale implementation of some of these ideas [8–12]. However, large-scale implementations still require dramatic improvement in our ability to accurately simulate and control subparts of these systems.

Quantum control optimization is formally treated within quantum control theory [13–16], where recent progress includes: frequency domain optimization [17–19], Hessian-based optimization [20–22], optimization of many-body matrix product states [11, 23], noise-resilient control [24–28], reinforcement learning-based optimization [29–35], circuit optimization [36–38], feedback control [39–42], and global cost functional landscape optimization [10, 43, 44].

In the context of quantum simulations, a widely used approach is the rich class of numerical differential equation solvers such as Runge–Kutta [45]. However, state-of-the-art quantum control optimization relies on gradient-based minimization, which often outperforms gradient-free alternatives [46]. Although calculating the gradient with, e.g., Runge–Kutta is possible [47], it is usually a numerically expensive and slow approach. For this reason, we explore in this paper gradient-based optimization that relies on the Magnus expansion [48–51], which benefits from significantly better convergence properties than, e.g., Taylor or Dyson series. However, like these other series, going beyond a few orders is computationally (or analytically) taxing, while lower-order results only provide approximate solutions. Therefore a standard approach is to resolve the total simulation duration into shorter, high-accuracy time intervals, which naturally leads to a trade-off between accuracy per time step and the total number of time steps.

Within quantum control optimization, a current state-of-the-art gradient-based algorithm, GRAPE [52, 53], is a
low-accuracy (per time step) method, viewable as an approximation of the first term in the Magnus expansion. In this work, we demonstrate that one may easily improve GRAPE by including higher-order terms in the Magnus expansion. Our contribution is thus two-fold: (i) we derive the control gradient for three different integration schemes based on the Magnus expansion. (ii) We compare the performance of these four (i.e., including standard GRAPE) control optimization methods in equal computational resource comparisons on both slow and fast dynamics, relative to the control fields’ modulation rate.

A crucial insight of our work is the ability to pre-calculate commutators and integrals, allowing for the fast inclusion of higher-order terms in the Magnus expansion. Our method also leads to the option of whether to approximate or exactly calculate the arising integrals. The latter approach increases accuracy per time step but at the cost of overhead in either human labor or computational resources. This overhead is seldom justified for standard ‘single-shot’ simulations, making Magnus-based integration rarely more efficient than other frequently used integration techniques. However, quantum control optimization generally relies on many time propagations, making this overhead overall insignificant.

As a testbed for our methods, we optimize the global control of an Ising-type spin chain, recently studied also in references [28, 44]. Locally interacting spin systems are compelling to study because of their importance within solid-state physics [54]. In addition, many quantum computational architectures depend on adjacently coupled qubits [55–59], while also having potential applications in surface error correction codes [60, 61] and transport of quantum information [62, 63]. Our results demonstrate up to a factor of ten in differences in wall time consumption between the best- and worst-performing results demonstrate up to a factor of ten in differences in wall time consumption between the best- and worst-performing integration schemes and how to utilize these for quantum control optimization. In section 3, we benchmark these against each other with respect to both speed and accuracy. In section 4, we present concluding remarks.

2. Theory

Quantum control optimization allows for shaping externally applied control fields in order to realize dynamical operations such as state-to-state transfers, unitary gate synthesis, or preparation of a density matrix in both closed and open quantum systems [64]. One of the most successful approaches in this regard, is the gradient pulse engineering algorithm (GRAPE) [52, 53] and its many extensions [20, 21, 46, 65–67]. The general idea is to reformulate the control problem as a minimization task of a cost-function $F[u^{(k)}]$ with respect to a set of control fields $\{u^{(k)}\}$ that steers the system via a control Hamiltonian

$$H(t) = H_0 + \sum_k u^{(k)}(t)H_k.$$  

Here $H_0$ and $H_k$ denote drift and control Hamiltonians, respectively, which we assume are time-independent. In this work, we specifically seek to optimize pulses expressed in a set of basis functions $u^{(k)}(t) = \sum b_{(k)}^{(n)}(t)\phi_n^{(k)}(t)$. This type of parametrization has been popularized in literature through the chopped random basis approach [18, 19, 46, 65, 68, 69], which is suitable to obtain pulses that are easy to implement experimentally with vanishing effects [18] of filtering. With this parametrization, we now seek to minimize the cost-function $F(\{b_{(k)}^{(n)}\})$ over the pulse parameters $\{b_{(k)}^{(n)}\}$. For gradient-based optimization we also need the derivative $\partial_{\psi}F$, which for a state-to-state transfer depends on the end state $\ket{\psi(T)}$ and its derivative $\partial_{\psi} \ket{\psi(T)}$ [52], where $T$ denotes the total control duration. By using the Schrödinger equation and its derivative we obtain the coupled equations ($\hbar = 1$) [16, 47]

$$\partial_t \ket{\psi(t)} = -iH(t)\ket{\psi(t)},$$  

$$\partial_t \partial_{\psi} \ket{\psi(t)} = -i\partial_{\psi}^{(k)}(t)H_k \ket{\psi(t)} - iH(t)\partial_{\psi} \ket{\psi(t)}.$$  

which we may solve with, e.g., Runge–Kutta. Unfortunately, this requires propagating an additional state $\partial_{\psi} \ket{\psi(t)}$ per pulse parameter $b^{(k)}$, which is much more costly than the usual alternative [52], thereby making Runge–Kutta or similar techniques less tractable for quantum control optimization. In addition, Runge–Kutta does not preserve normalization, which may cause a nonphysical loss of state norm, which is only negligible at a sufficiently high number of time steps.

Instead we may numerically solve, e.g., the Schrödinger equation (equation (2), for a duration $T$ in a series of $N$ equidistant steps, $\Delta t = T/N$, via the time evolution operator $U(\Delta t, t)|\psi(t)\rangle = |\psi(t + \Delta t)\rangle$. The time evolution operator for the $j$th time step $t_j = j\Delta t$ is formally given by $U(\Delta t, t_{j-1}) = U_j = e^{-i\Omega_j}$, where $\Omega_j = \sum_{n=0}^{\infty} \Omega_j^{(n)}$ denotes the Magnus expansion [48, 49], where the first term reads

$$\Omega_j^{[1]} = \int_{t_j}^{t_j + \Delta t} dt H_1(t_1) = \Delta t H_0 + \sum_k \omega_{k,0}^{(1)} H_k.$$  

Note in the above equation we have inserted equation (1) and implicitly carried out the integral

$$\omega_{k,0}^{(1)} = \int_{t_j}^{t_j + \Delta t} dt_1 u^{(k)}(t_1).$$  

The second term in the Magnus expansion reads

$$\Omega_j^{[2]} = \frac{i}{2} \int_{t_j}^{t_j + \Delta t} dt_1 \int_{t_j}^{t_1} dt_2 \left[H_2(t_2), H(t_1)\right] = -i \sum_{k,k'} \omega_{k,k'}^{(2)} H_0 H_k - i \sum_{k,k'} \omega_{k,k'}^{(3)} H_k H'_k,$$

where we similarly to before have collected the integrals

$$\omega_{k,k'}^{(2)} = \frac{1}{2} \int_{t_j}^{t_j + \Delta t} dt_1 \int_{t_j}^{t_1} dt_2 \left[u^{(k)}(t_2) u^{(k')}(t_1) - u^{(k')}(t_1) u^{(k)}(t_2)\right],$$  

$$\omega_{k,k'}^{(3)} = \frac{1}{2} \int_{t_j}^{t_j + \Delta t} dt_1 \int_{t_j}^{t_1} dt_2 \left[u^{(k)}(t_2) u^{(k)}(t_1) - u^{(k')}(t_2) u^{(k')}(t_1)\right].$$  


Note that, using the parametrization \( u^{k}(t) = \sum_{n} b^{(k)}_{n} \phi_{n}^{(k)}(t) \), we may precalculate the various integrals over the basis functions \( \phi_{n}^{(k)} \), which allows for significantly faster computation. We elaborate further on this in appendix A. Each increasing term in the Magnus expansion grows in complexity, hence, we must for all practical purposes truncate the Magnus expansion at some finite term \( m \). Here the per step error \( \| \Omega_{j} - \sum_{m=0}^{m} \Omega_{j}^{(m)} \| \) scales as \( O(\Delta t^{2m+1}) \) and the accumulated error in the final state \( |\psi(T)\rangle \) scales as \( O(\Delta t^{2m}) \) [49]. Note that written in the form of equations (4) and (6), we may also pre-calculate the commutators, which again allows for faster computation of the evolution.

We may obtain the derivatives by using the multi-variate chain-rule similarly to reference [65],

\[
\frac{\partial F}{\partial b^{(k)}_{n}} = \sum_{j} \left( \frac{\partial F}{\partial c_{k,j}^{(1)}_{n}} \frac{\partial c_{k,j}^{(1)}}{\partial b^{(k)}_{n}} + \frac{\partial F}{\partial c_{k,j}^{(2)}_{n}} \frac{\partial c_{k,j}^{(2)}}{\partial b^{(k)}_{n}} + \sum_{k' \neq k} \frac{\partial F}{\partial c_{k',k,j}^{(3)}} \frac{\partial c_{k',k,j}^{(3)}}{\partial b^{(k)}_{n}} + \cdots \right).
\]

Here the derivatives \( \partial F / \partial c_{k,j}^{(1)}, \partial F / \partial c_{k,j}^{(2)}, \ldots \) are calculable using standard GRAPE propagation [52, 53], which requires two propagations: one forward and one backwards. This is significantly smaller than the alternative approach, equations (2) and (3), which requires one additional propagation of \( \partial F / \partial b^{(k)}_{n} \) per pulse parameter \( b^{(k)}_{n} \) thereby making the alternative much more expensive.

In this work, we benchmark four different integration schemes for quantum control: two-second order methods with one explicitly calculating \( \Omega^{(1)}_{j} \) (M2exact) and one approximating it via midpoint interpolation (M2approx). As well, we study two fourth-order methods with one explicitly calculating \( \Omega^{(1)}_{j} + \Omega^{(2)}_{j} \) (M4exact) and one approximating it via Gauss–Legendre quadrature (M4approx). Note, that M2approx and M4approx have previously been used as numerical integration schemes [49], while M2approx may readily be seen as the current standard (GRAPE) in the quantum control literature [21, 46, 52, 53, 64]. Besides M2approx, none of these methods have, to the best of our knowledge, been used to perform gradient-based quantum control optimization before. As mentioned in the introduction, this paper aims to derive the control gradient needed for state-of-the-art optimization for these three alternatives to standard GRAPE and benchmark all of these methods against each other for control optimization. We elaborate on the more technical details of the former in appendix A and provide the comparison in the following section.

3. Results

3.1. Controlling a spin chain within the RWA

To compare the different methods, we consider control of a one-dimensional spin chain where we model an Ising-type spin–spin interaction for nearest and next-nearest neighboring spins, which was also studied recently in the context of optimal control theory in references [28, 44]. We assume access to two independent global control fields \( u^{(k)} \) and \( u^{(s)} \) orthogonal to the chain and driven at qubit-resonance. With this, the drift Hamiltonian becomes

\[
H_{0} = \frac{1}{2} \sum_{j} \omega_{j} \sigma_{j}^{z} - J \sum_{j} \sigma_{j}^{x} \sigma_{j+1}^{x} - g \sum_{j} \sigma_{j}^{+} \sigma_{j+2}^{-},
\]

where \( J \) is the nearest spin–spin interaction, \( g = J/10 \) is the next-nearest spin–spin interaction, and \( \sigma \) denotes the Pauli spin operator. Here we model periodic boundary conditions and assume an isotropic spin chain \( (\omega = \omega_{j} \text{ for all } j) \). The control part of the Hamiltonian is

\[
H_{c}(t) = 2 \sum_{k=1, y} u^{(k)}(t) \cos(\omega t) \sum_{j} \sigma_{j}^{x},
\]

such that \( H(t) = H_{0} + H_{c}(t) \). We may derive an effective Hamiltonian by using the rotating wave approximation (RWA)

\[
H_{\text{RWA}} = -ij \sum_{j} \sigma_{j}^{y} \sigma_{j+1}^{y} - g \sum_{j} \sigma_{j}^{+} \sigma_{j+2}^{-}
\]

\[
+ \sum_{k=1, x} u^{(k)}(t) \sum_{j} \sigma_{j}^{x};
\]

We express the control pulses in a modulated Fourier basis \( \phi_{n}^{(k)}(t) = s(t) \cos(\pi n T / T) \) and \( \phi_{n}^{(k)}(t) = s(t) \sin(\pi n T / T) \) for even and odd values of \( n = 1, 2, \ldots, 8 \), respectively, and \( k = x, y \). Here the modulation function \( s(t) \) denotes a shape function that enforces the pulse to smoothly start and end at zero

\[
s(t) = \begin{cases} 
\frac{1}{2} \left[ \cos \left( \pi \left( \frac{t}{T} - 1 \right) \right) + 1 \right], & \text{for } 0 \leq t < \tau, \\
1, & \text{for } \tau \leq t < T - \tau, \\
\frac{1}{2} \left[ \cos \left( \pi \left( \frac{t-T}{T} + 1 \right) \right) + 1 \right], & \text{for } T - \tau \leq t \leq T.
\end{cases}
\]

For optimization we use a sequential programming (least squares) algorithm [70] implemented in the Python library Scipy [71]. This optimization algorithm allows us to handle non-linear constraints of the form

\[
u^{(k)}_{\text{min}} \leq u^{(k)}(t) \leq u^{(k)}_{\text{max}} \text{ for all } k, t,
\]

with \( u^{(k)}_{\text{min}} \) and \( u^{(k)}_{\text{max}} \) denoting the minimal and maximal permissible control fields, respectively, which in this work we choose as

\[
u^{(k)}_{\text{min}} = -u^{(k)}_{\text{max}} = J \text{ for } k = x, y.
\]

We seek to make a state transfer between two degenerate ground states from an initial state \( |\psi_{0}\rangle = |0, 0, \ldots, 0\rangle \) and a target state \( |\psi_{f}\rangle = |1, 1, \ldots, 1\rangle \), which requires temporarily populating a set of excited states by the control fields. This task is solvable by minimizing the infidelity of the transfer

\[
F = 1 - |\langle \psi_{f} | \psi(T) \rangle |^{2},
\]

where \( |\psi(T)\rangle \) denotes the solution to the Schrödinger equation from the initial state \( |\psi_{0}\rangle \equiv |\psi(t = 0)\rangle \).

In the following, we compare the various integration methods for gradient-based control optimization. In order to facilitate such an analysis, we initiate a three step procedure: (i) we
Figure 1. Optimization results with the RWA. (a) The wall time consumption for calculating the infidelity versus the numerical error of the infidelity averaged over 100 optimized pulses for the different methods presented in the text. We obtained the data by scanning over different values of $\Delta t$. From this data, we find the $\Delta t$ that leads to an average error of $10^{-6}$. In (b), we compare the optimization from the found discretization of the two approximation methods. We repeat in (c) the comparison for the two exact methods. Finally, in (d), we depict the smallest infidelity found at each wall time duration for each of the different methods.

3.2. Controlling a spin chain without the RWA

We now make an additional comparison, where we seek to simulate and optimize the spin chain without the RWA. This is easily achievable by including the cosine drives from equation (11) into our basis functions $\phi_n(t) \rightarrow \phi_n(t) \cos(\omega t)$. Not having the RWA requires a larger number of time steps $N$ to resolve the fast oscillations from the external fields, making simulations typically slow. In this section, we model a resonance frequency of $\omega = 20J$, which is in a regime [65] where the RWA typically leads to errors compatible with the previously optimized infidelities. In other words, this is a regime where we need the more exact model in realistic simulations.

We now repeat the procedure from the previous section in this new scenario. In figure 2(a), we depict the simulation error versus the wall time for each of the four methods averaged over 100 optimized pulses. Overall we see the same tendencies as before: we obtain around a factor of 10 speedup with the fourth-order methods compared to the second-order methods.

3.3. Further comparison and discussion

Before concluding, we briefly elaborate on the differences between the various methods introduced and benchmarked in...
Figure 2. Optimization results without the RWA. (a) The wall time consumption for calculating the infidelity for a state transfer on a spin chain without the RWA plotted against the numerical error of the infidelity averaged over 100 optimized pulses for the different methods presented in the text. We obtained the data by scanning over different values of $\Delta t$. From this data, we find the $\Delta t$ that leads to an average error of $10^{-6}$. In (b), we compare the optimization from the found discretization of the two approximation methods. We repeat in (c) the comparison for the two exact methods. In (d), we depict the smallest infidelity at each wall time duration for each of the different methods.

Figure 3. The error of time propagation at various values of $\Delta t$ for (a) with and (b) without the RWA. Here we observe that each method is consistent with its analytically predicted error scaling. We also depict the initialization times for (c) with and (d) without the RWA. For the two exact methods, we pre-calculate the integrals (4)–(8) numerically and note that, where possible, calculating these analytically further reduces this initialization overhead.

the preceding sections. First, we depict the aforementioned $\Delta t$-scans in figures 3(a) and (b) with and without the RWA, respectively. Here we observe that each method is consistent with the second and fourth-order scaling also marked in the figures.

We also depict the initialization time for each method in figures 3(c) and (d) with and without the RWA, respectively. The initialization time was not included in the wall time consumption depicted in the previous two plots, but included here for a more fair comparison. Note that we pre-evaluate the sampling points for the two approximation methods, while for the two exact methods, we pre-calculate the integrals. In addition, we also pre-calculate the commutators for the two fourth-order methods. The most expensive method is by far M4exact. However, we believe the initialization time is heavily reducible for a large variety of control settings by pre-calculating the integrals analytically but at the price of overhead in human labor. Nonetheless, since M4exact is the consistently fastest method, there are many scenarios where this additional overhead is far smaller than the optimization time, including where many noise trajectories must be sampled, where search complexity requires many different initial seeds, or where Hilbert space
complexity makes matrix exponentiation far more expensive than the integrals themselves. For instance, control optimization with random sampling (as used in this work to sufficiently explore the control space) may easily take between 24 and 48 h on a standard computer. Here, a subsequent ten-fold speed up may easily justify an additional initialization cost of one or 2 h. Otherwise, M4approx avoids this high initialization cost at the price of a relatively small slow-down.

In this work, we have only considered errors stemming from the numerical integration, which is justified by relatively low numerical errors associated with standard matrix exponentiation techniques. However, there also exists a rich class of approximations methods to the matrix exponential \[ O(\Delta t^2) \] Suzuki–Trotter expansion \cite{22}, which may also reduce computation time with pre-calculations (e.g., eigen-decomposition of Hamiltonian terms). Thus, where Suzuki–Trotter methods are most applicable (large exponentiation cost), it may be viable to instead choose much smaller \( \Delta t \) to enable their use, while having to make do with \( O(\Delta t^2) \) error scaling and associated slowdown.

4. Conclusion

In this work, we have derived a new quantum optimal control framework based on improved time propagation using a discretized Magnus expansion. We obtained several high-performing quantum control propagators within this framework, which we tested in equal-accuracy comparisons to state-of-the-art approaches. In doing so, we demonstrated around an order of magnitude in speedup for both fast and slow system dynamics relative to the timescale of the control modulation. In particular, we derived an exact fourth-order Magnus propagator (M4exact) that is consistently faster than the previous methods for individual runs, though at an upfront overhead cost. At the same time, the Gauss–Legendre quadrature approximation (M4approx) offers a slight reduction in speedup while dramatically reducing this overhead. The overhead in precomputing commutators and integrals typically represents a small fraction of the entire computation time for standard optimal control problems. Still, the appropriate method can always be chosen accordingly. We foresee this new approach to have widespread applicability in optimal control-theoretic settings, and wherever many dynamical trajectories must be calculated, such as for Monte Carlo sampling.

One current limitation of our framework is the difficulty in generalizing the Magnus expansion beyond the first couple of terms. One possible solution would be to combine our framework with the work of Arnal et al \cite{72}, which expresses the Magnus expansion in right-nested integrals and commutators. Whether or not such generalization is adaptable with our framework remains an open question and could potentially be the focus of future work.
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Appendix A. Different methods

A.1. M2exact

The first propagation scheme we consider is calculating the exact first term in the Magnus expansion. Here (and in the following methods), we start by shifting the time scale \( [t_j, t_j + \Delta t] \) to \( [0, \Delta t] \). In this case, we may evaluate equation (5) by using the parametrization \( u^2(t) = \sum_n b_n^{(1)} \phi_n^{(1)}(t) \)

\[
c_k^{(1)} = \sum_n b_n^{(1)} \int_0^{\Delta t} \phi_n^{(1)}(t_j + t) dt_1,
\]

with derivative

\[
\frac{\partial c_k^{(1)}}{\partial b_n^{(1)}} = \int_0^{\Delta t} \phi_n^{(1)}(t_j + t) dt_1.
\]

This integral may be calculated in advance either analytically or numerically to arbitrary precision. In this work we calculated the integrals numerically.

A.2. M2approx (standard GRAPE)

The second scheme we consider is the current standard in the literature: GRAPE, which is done by using midpoint interpolation of equation (A1) \cite{49}, which gives the coefficient

\[
c_k^{(1)} = \Delta t \sum_n b_n^{(1)} \phi_n^{(1)}(t_j + \Delta t/2),
\]

with derivative given as in \cite{65} by

\[
\frac{\partial c_k^{(1)}}{\partial b_n^{(1)}} = \Delta t \phi_n^{(1)}(t_j + \Delta t/2).
\]

A.3. M4exact

The first term in the Magnus expansion has already been calculated so we just need to evaluate equations (7) and (8). Then,

\[
c_k^{(2)} = \frac{1}{2} \sum_n b_n^{(1)} \int_0^{\Delta t} \left( \int_0^{t_1} \phi_n^{(1)}(t_j + t_2) dt_2 - \phi_n^{(1)}(t_j + t_1) t_1 \right) dt_1,
\]

with derivative

\[
\frac{\partial c_k^{(2)}}{\partial b_n^{(1)}} = \frac{1}{2} \int_0^{\Delta t} \left( \int_0^{t_1} \phi_n^{(1)}(t_j + t_2) dt_2 - \phi_n^{(1)}(t_j + t_1) t_1 \right) dt_1.
\]
Lastly we have

\[ c_{k,j}^{(3)} = \frac{1}{2} \sum_{n,m} \left[ b_n^{(k)} b_m^{(k)} \int_0^{\Delta t} \left( \phi_n^{(k)}(t_j + t_1) \int_0^{t_1} \phi_m^{(k)}(t_j + t_2) dt_2 \right) dt_1 \right. \]

\[ - b_n^{(k)} b_m^{(k)} \int_0^{\Delta t} \left( \phi_m^{(k)}(t_j + t_1) \int_0^{t_1} \phi_n^{(k)}(t_j + t_2) dt_2 \right) dt_1 \left. \right]\]

(A7)

with derivative

\[ \frac{\partial c_{k,j}^{(3)}}{\partial b_{j}^{(k)}} = \begin{cases} 
\frac{1}{2} \sum_{m} b_m^{(k)} \int_0^{\Delta t} \left( \phi_m^{(k)}(t_j + t_1) \int_0^{t_1} \phi_m^{(k)}(t_j + t_2) dt_2 \right) dt_1 & \text{if } l = n \text{ and } h = k \\
\frac{1}{2} \sum_{m} b_m^{(k)} \int_0^{\Delta t} \left( \phi_m^{(k)}(t_j + t_1) \int_0^{t_1} \phi_m^{(k)}(t_j + t_2) dt_2 \right) dt_1 & \text{if } l = m \text{ and } h = k' \\
-\frac{1}{2} \sum_{n} b_n^{(k)} \int_0^{\Delta t} \left( \phi_n^{(k)}(t_j + t_1) \int_0^{t_1} \phi_n^{(k)}(t_j + t_2) dt_2 \right) dt_1 & \text{if } l = n \text{ and } h = k' \\
-\frac{1}{2} \sum_{n} b_n^{(k)} \int_0^{\Delta t} \left( \phi_n^{(k)}(t_j + t_1) \int_0^{t_1} \phi_n^{(k)}(t_j + t_2) dt_2 \right) dt_1 & \text{if } l = m \text{ and } h = k.
\end{cases} \]

(A8)

where we have introduced the notation \( t_{1,2} = t_j + c_{1,2} \Delta t \). The derivative is

\[ \frac{\partial c_{k,j}^{(1)}}{\partial b_{j}^{(k)}} = \Delta t \frac{\phi_n^{(k)}(t_1) + \phi_n^{(k)}(t_2)}{2}. \]

Then

\[ c_{k,j}^{(2)} = \frac{\sqrt{3}}{12} \Delta^2 \left( u_1^{(k)} - u_2^{(k)} \right) \]

(A13)

with derivative

\[ \frac{\partial c_{k,j}^{(2)}}{\partial b_{j}^{(k)}} = \frac{\sqrt{3}}{12} \Delta^2 \left( \phi_n^{(k)}(t_1) - \phi_n^{(k)}(t_2) \right). \]

(A14)

And

\[ c_{k,k'}^{(3)} = \frac{\sqrt{3}}{12} \Delta^2 \left( u_1^{(k)} u_1^{(k')} - u_2^{(k)} u_2^{(k')} \right) \]

(A15)

with derivative

\[ \frac{\partial c_{k,k'}^{(3)}}{\partial b_{j}^{(k)}} = \begin{cases} 
\frac{\sqrt{3}}{12} \Delta^2 \sum_{m} b_m^{(k)} \phi_m^{(k)}(t_2) \phi_m^{(k)}(t_1) & \text{if } l = n \text{ and } h = k \\
\frac{\sqrt{3}}{12} \Delta^2 \sum_{m} b_m^{(k)} \phi_m^{(k)}(t_2) \phi_m^{(k)}(t_1) & \text{if } l = m \text{ and } h = k' \\
-\frac{\sqrt{3}}{12} \Delta^2 \sum_{m} b_m^{(k)} \phi_m^{(k)}(t_2) \phi_m^{(k)}(t_1) & \text{if } l = n \text{ and } h = k' \\
-\frac{\sqrt{3}}{12} \Delta^2 \sum_{m} b_m^{(k)} \phi_m^{(k)}(t_2) \phi_m^{(k)}(t_1) & \text{if } l = m \text{ and } h = k.
\end{cases} \]

(A17)
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