Assessment and Comparison of Six Machine Learning Models in Estimating Evapotranspiration over Croplands Using Remote Sensing and Meteorological Factors
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Abstract: Accurate estimates of evapotranspiration (ET) over croplands on a regional scale can provide useful information for agricultural management. The hybrid ET model that combines the physical framework, namely the Penman-Monteith equation and machine learning (ML) algorithms, have proven to be effective in ET estimates. However, few studies compared the performances in estimating ET between multiple hybrid model versions using different ML algorithms. In this study, we constructed six different hybrid ET models based on six classical ML algorithms, namely the K nearest neighbor algorithm, random forest, support vector machine, extreme gradient boosting algorithm, artificial neural network (ANN) and long short-term memory (LSTM), using observed data of 17 eddy covariance flux sites of cropland over the globe. Each hybrid model was assessed to estimate ET with ten different input data combinations. In each hybrid model, the ML algorithm was used to model the stomatal conductance ($G_s$), and then ET was estimated using the Penman-Monteith equation, along with the ML-based $G_s$. The results showed that all hybrid models can reasonably reproduce ET of cropland with the models using two or more remote sensing (RS) factors. The results also showed that although including RS factors can remarkably contribute to improving ET estimates, hybrid models except for LSTM using three or more RS factors were only marginally better than those using two RS factors. We also evidenced that the ANN-based model exhibits the optimal performance among all ML-based models in modeling daily ET, as indicated by the lower root-mean-square error (RMSE, 18.67–21.23 W m$^{-2}$) and higher correlations coefficient ($r$, 0.90–0.94). ANN are more suitable for modeling $G_s$ as compared to other ML algorithms under investigation, being able to provide methodological support for accurate estimation of cropland ET on a regional scale.
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1. Introduction

Actual evapotranspiration (ET) is the total flux of water vapor transported by vegetation and the ground to the atmosphere. It plays an important role in terrestrial water and carbon cycles and energy balance [1]. Reference evapotranspiration (ET0) is defined as the evapotranspiration rate of reference crops with sufficient water supply and complete coverage in large-scale space. In recent years, droughts have become increasingly prominent with the increase in temperature and the decrease in precipitation. The knowledge of ET, which is an important factor for determining the water consumption of cropland, can provide useful information for irrigation decision-making [2] and drought monitoring [3]. At the same time, ET also plays important roles in material and energy exchanges between soil, crop and atmosphere [4], and is closely related to crop yield and physiological activities. Therefore, accurate estimation of ET is of great significance for reducing yield
loss—due to agricultural drought—and understanding the interaction between cropland ecosystems and the atmosphere.

In the last few years, multiple physics-based models were developed to estimate ET [5–7]. Physics-based models use explicit physical representations, while some parameters, such as surface resistance, were empirically estimated, which challenges the accurate mapping of ET on a regional and global scale. Physics-based models estimate ET typically based on the Penman-Monteith (PM) equation [8–10]. This equation is the most commonly used framework for estimating regional or global ET [11], due to its robust physical basis. However, the estimates of surface conductance \( G_s \), which is a key parameter to constrain ET in PM, remains challenging [12]. To date, multiple methods have been developed to quantify \( G_s \) [13,14]. However, \( G_s \) was not well estimated using these existing methods, due to the intrinsically complicated biophysical controls on \( G_s \) [8,9].

Nowadays, machine learning (ML) algorithms have been widely used for ET estimation [14–16], and show great potential of simulating \( G_s \) [17]. The artificial neural network (ANN) algorithm is one of the most widely used ML methods, exhibiting high accuracy, and can easily handle large amounts of data [15,18]. For example, Zhao et al. [17] developed a hybrid model to estimate latent heat flux, combining ANN algorithms with PM method. Antonopoulos and Antonopoulos [18] evaluated the accuracy of ANN and some empirical equations in estimating ET. In addition, other ML algorithms were also available for modeling ET. The tree-based and support vector machine (SVM) algorithms are also widely used to estimate ET. Studies have shown that they were accurate in estimating ET and low in cost [19,20]. Feng et al. [19] modeled ET using random forest (RF) and generalized regression neural networks algorithm, and results showed that the RF algorithm can accurately estimate ET. Fan et al. [20] evaluated the ability of different ML algorithms (SVM, RF, extreme gradient boosting algorithm (XGBoost)) in estimating ET, and found SVM performed the best with satisfactory accuracy and stability. Yamaç and Todorovic [21] showed that the K nearest neighbor (KNN) algorithm is an ideal method for estimating ET when the available meteorological data is limited. Some studies have also studied deep learning algorithms such as long short-term memory (LSTM), in order to estimate the performance of ET [22,23]. The above six algorithms are commonly used to estimate ET, but few studies have compared them in terms of estimating ET through modeling \( G_s \) and using a PM equation. Compared with the direct simulation of ET with ML, the hybrid models, which use ML to simulate \( G_s \) and then used the ML-based \( G_s \) to estimate ET based on the PM equation, are more adaptable to extreme environments [17].

In this study, we aimed to compare six algorithms, namely KNN, RF, SVM, XGboost, ANN and LSTM, with regard to establishing hybrid models to estimate daily ET. Our main objectives include: (1) constructing hybrid models using the ML algorithms to estimate the ET of croplands; (2) optimizing the key parameters and combinations of input factors of each ML algorithm; and (3) comparing each hybrid model that was based on the six algorithms in estimating ET.

2. Materials and Methods

2.1. Data

2.1.1. Eddy Covariance Flux Site Data

In this study, we used five meteorological factors’ data and observed ET data from the FLUXNET2015 dataset. Temporally continuous meteorological factors on a daily scale include temperature (Ta), precipitation (P), carbon dioxide concentration (Ca), solar radiation (SW) and vapor pressure deficit (VPD). They were retrieved from the meteorological observation data of the eddy covariance flux tower at 17 flux sites (Figure 1). These data are used as input parameters of the models and to build and verify models. Figure 1 shows the map representation of the 17 flux sites (see Appendix ?? for a detailed information of the 17 flux sites). The latitudes of all stations are between 36.60 (US-ARM) and 51.10 (DE-Geb) and the longitudes are between 121.65 and 14.96. DE-Kli and IT-BCi have the lowest (7.77 °C)
and highest (17.88 °C) mean annual temperature, respectively. The annual precipitation of these sites varies from 343.10 mm to 2062.25 mm.

![Map representation of 17 eddy covariance flux site.](image)

### Figure 1. Map representation of 17 eddy covariance flux site.

#### 2.1.2. Remote Sensing Data

The remote sensing (RS) factors used in this study were from [https://modis.ornl.gov/data.html](https://modis.ornl.gov/data.html) (the date of accessing data is February 27, 2020), including normalized difference vegetation index (NDVI), enhanced vegetation index (EVI), near-infrared reflectance of vegetation (NIRv) and shortwave infrared band (SWIR). The time series of MODIS data were extracted according to the longitude and latitude coordinates of the flux sites in the Table 1. The spectral indices were calculated using the band reflectance provided by MCD43A4. The calculation formulas of NDVI, EVI and NIRv are as follows, and SWIR is calculated by using the reflectance data directly.

\[
\text{NDVI} = \frac{NIR - \text{Red}}{NIR + \text{Red}} \quad (1)
\]

\[
\text{EVI} = \frac{2.5 \times (NIR - \text{Red})}{NIR + 6.0 \times \text{Red} - 7.5 \times \text{Blue} + 1.0} \quad (2)
\]

\[
\text{NIRv} = \text{NDVI} \times Nir \quad (3)
\]

where \(NIR\) is Near Infrared band, \(\text{Red}\) is Red band, \(\text{Blue}\) is Blue band. NDVI is generally used to reflect the fractional cover of vegetation and has the ability to characterize the crop canopy [24]. EVI is more sensitive than NDVI to changes in canopy structure, and is used to optimize vegetation signals. NIRv, a RS measurement of canopy structure, is the product of NDVI and the total near-infrared reflectance (NIRt) (MODIS second band), and can predict photosynthesis accurately [25].
Table 1. The different input combinations of the six ML algorithms.

| ML Algorithms          | Input Data                          |
|------------------------|-------------------------------------|
| KNN1/RF1/SVM1/XGboost1/ANN1/LSTM1 | meteorological data + NDVI          |
| KNN2/RF2/SVM2/XGboost2/ANN2/LSTM2 | meteorological data + SWIR          |
| KNN3/RF3/SVM3/XGboost3/ANN3/LSTM3 | meteorological data + NIRv         |
| KNN4/RF4/SVM4/XGboost4/ANN4/LSTM4 | meteorological data + EVI           |
| KNN5/RF5/SVM5/XGboost5/ANN5/LSTM5 | meteorological data + NDVI + EVI    |
| KNN6/RF6/SVM6/XGboost6/ANN6/LSTM6 | meteorological data + NDVI + SWIR  |
| KNN7/RF7/SVM7/XGboost7/ANN7/LSTM7 | meteorological data + NDVI + NIRv  |
| KNN8/RF8/SVM8/XGboost8/ANN8/LSTM8 | meteorological data + NDVI + SWIR + NIRv |
| KNN9/RF9/SVM9/XGboost9/ANN9/LSTM9 | meteorological data + NDVI + SWIR + EVI |
| KNN10/RF10/SVM10/XGboost10/ANN10/LSTM10 | meteorological data + NDVI + SWIR + NIRv + EVI |

KNN is K nearest neighbor algorithm, RF is random forest, SVM is support vector machine, XGboost is extreme gradient boosting algorithm, ANN is artificial neural network, LSTM is long short-term memory, NDVI is normalized difference vegetation index, EVI is enhanced vegetation index, NIRv is near-infrared reflectance of vegetation and SWIR is shortwave infrared band.

2.2. Machine Learning-Based Models

The flowchart of this study is shown in Figure 2. We evaluated six ML-based hybrid models to estimate cropland ET. The meteorological data and RS factors were input into the ML algorithms to construct the Gs model and the modeled Gs was incorporated into the PM equation to estimate ET. The ML algorithms include KNN, RF, SVM, XGboost, ANN and LSTM. Referring to Zhao et al. [17], we used the ML algorithms to model ln(Gs) rather than Gs, because the logarithmic form can effectively reduce the effect of errors in Gs calculated from the observations. Overviews of the six ML algorithms used in this study are presented in the following sections. The formula of the PM equation is as follows:

\[
\lambda E = \frac{(R_n - G) \cdot \Delta + \rho \cdot C_p \cdot D \cdot G_a}{\Delta + \gamma (1 + G_a/G_s)}
\]

(4)

where \( R_n \) is net radiation, \( G \) is soil heat flux, \( \Delta \) is the gradient of the saturation vapor pressure versus atmospheric temperature, \( \rho \) is air density, \( C_p \) is the specific heat at constant pressure of air, \( D \) is the vapor pressure deficit of the air, \( G_a \) is the aerodynamic conductance and \( \gamma \) is the psychometric constant.

2.2.1. K Nearest Neighbor (KNN)

KNN is a theoretically mature non-parametric method [26]. It is easy to implement and is one of the simplest ML algorithms. The so-called K nearest neighbors means that each sample can be represented using its K nearest neighbors. After finding the K nearest neighboring values of sample X, the predicted value of the sample is obtained by calculating the average of these K neighboring values. A key of using the KNN method is the selection of the K value. The model will become complicated and prone to over-fitting if the K value is small. On the contrary, if the K value is large, the model is relatively simple. The prediction of the input instance of the model is not accurate, and the error is easy to become bigger. So, choosing an optimal K value is very important. In this study, the model was repeatedly trained, where the K value ranged from 1 to 30 and correlations coefficient (r) and bias of the corresponding model were output. The K value of corresponding model with a higher r and smaller bias was selected as the optimal K value.

2.2.2. Random Forests (RF)

The RF algorithms was proposed by Breiman [27], a supervised learning algorithm that integrated multiple trees through the idea of ensemble learning. The idea of the RF is simple and easy to implement, and the computational cost is small. The decision rule of RF is shown in Figure 3. It is composed of multiple unrelated decision trees. Because each decision tree in RF has its own result, the final output result is determined by the average of the predicted values of multiple decision trees. Therefore, the performance of RF is generally better than that of a single decision tree. When training the RF model, we set the maximum depth (max_depth) of RF from 1 to 30 to repeat training the RF model in
order to reduce the phenomenon of overfitting. The optimal max_depth of RF was selected by comparing r of the training and validation datasets models.

![Research flow chart](image1)

**Figure 2.** Research flow chart. ET is evapotranspiration, Gs is surface conductance, PM is the Penman-Monteith equation, NDVI is normalized difference vegetation index, EVI is enhanced vegetation index, NIRv is near-infrared reflectance of vegetation and SWIR is shortwave infrared band. KNN is K nearest neighbor algorithm, RF is random forest, SVM is support vector machine, XGboost is extreme gradient boosting algorithm, ANN is artificial neural network and LSTM is long short-term memory. A white parallelogram denotes variable and a white rectangle denotes a method. A blue dotted rectangle denotes the source of the variable, and a gray solid rectangle denotes a model.

![Decision rule of RF model](image2)

**Figure 3.** The decision rule of RF model.
2.2.3. Support Vector Machine (SVM)

SVM is a ML algorithm proposed by Vapnik [28] to classify data in a supervised learning manner, and it can also perform regression analysis. The basic idea of SVM regression is to implement linear regression by constructing a linear decision function in a high-dimensional space after dimension upgrade. Figure 4 shows the basic idea of SVM regression, that is, to find a regression plane, so that all the data in a collection are the closest to the plane. It is equivalent to taking \( f(x) \) as the center and constructing a gap with width \( \epsilon \). If the training sample falls within this interval band, it is considered that the prediction is correct.

![Figure 4. The basic idea of SVM regression. Reference to Tinoco et al. [29].](image)

2.2.4. Extreme Gradient Lift (XGboost)

XGboost is a new ML algorithm proposed by Chen and Guestrin [30], which uses gradient boosting as a framework and integrates many classification and regression trees. The so-called ensemble learning is to construct multiple weak classifiers to predict the dataset and then uses a certain strategy to integrate the results of the multiple classifiers as the final prediction result. The training speed of the XGboost is fast. Although there is a serial relationship between trees, nodes at the same level can be parallel. The core idea of the XGboost algorithm is to continuously add trees and continuously grow a tree by performing feature splitting. When the training is completed, \( k \) trees are obtained and then the score of a sample is predicted. Finally, the scores of corresponding to each tree are added up as the predicted value of the sample. Since XGboost is based on a tree model, the model was repeatedly trained, where \( \text{max\_depth} \) value ranged from 1 to 30 to reduce overfitting when training the model. We selected the optimal \( \text{max\_depth} \) through \( r \) of the training and validation datasets.

2.2.5. Artificial Neural Network (ANN)

Bruton et al. [31] developed the ANN model to estimate ET. ANN is a commonly used ML algorithm, and consists of a large number of nodes, called neurons, which are connected to each other. Each neuron has input and output connection. Figure 5 shows the three layers (input layer, hidden layer and output layer) structure of the ANN. The input layer is responsible for receiving input data from outside and transmit to the next layer, the hidden layer constructs the relationships between the input and output, and the output layer outputs the results. In order to reduce overfitting, the model was repeatedly trained, where the number of hidden layers ranged from 1 to 10, and the number of neurons in each layer increased. Then, we selected the optimal network structure using the Akaike Information Criterion (AIC) and the evaluation parameter of the number of hidden layers-
the number of neurons in the training and validation datasets. The calculation formula of the AIC indicator is as follows [32]:

$$AIC = \log(MSE) + \frac{2q}{n} \quad (5)$$

where MSE is mean square error, $n$ is the number of observations in the training samples and $q$ is the total number of parameters in the network.

![Three layers structure of the ANN model](image)

**Figure 5.** The three layers structure of the ANN model. Ta is air temperature, P is precipitation, Ca is atmospheric carbon dioxide concentration, SW is solar radiation, VPD is vapor pressure deficit, NDVI is normalized difference vegetation index, NIRv is near-infrared reflectance of vegetation and $G_s$ is surface conductance.

### 2.2.6. Long Short-Term Memory (LSTM)

The LSTM proposed by Hochreiter and Schmidhuber [33] is a special recurrent neural network with better performance in processing time series data. LSTM can learn long-term dependent information and solve vanishing gradient and exploding gradient problems in the process of long sequence training. LSTM consists of a large number of contiguous memory units and each memory unit has a unit state, three gates (input gate, output gate and forget gate) and hidden state. The input gate controls how much network’s input information is stored in the unit state, the output gate controls how much output value from the unit state is exported to the network and the forget gate determines whether the values in the unit state need to be forgotten. The network is repeatedly trained, where the number of hidden layers ranges from 1 to 10 and the number of neurons in each layer increases from 1 to 128, with an interval of 8. Finally, the optimal LSTM network structure is selected based on AIC.

### 2.3. Model Development

This study used meteorological data and RS factors to develop six hybrid ML-based ET models, which are supposed to be effective for estimating cropland ET on a regional scale. We divided the dataset into training dataset, validation dataset and test dataset to construct models of estimating ET, the proportions of which are 60%, 20% and 20%, respectively. Among them, the training dataset were used to fit data samples to train models, the validation dataset were used to adjust the parameters of the models and evaluate the ability of the models and the test dataset were used to evaluate the generalization ability of the trained models. In this study, we evaluated four different combinations of input factors to force the six ML-based models to estimate ET. The different input combinations of the six ML algorithms are shown in Table 1.
2.4. Model Evaluation

Two commonly model performance evaluation metrics were used to evaluate and compare the accuracy and performance of different models in estimating ET.

1. Correlation coefficient (r): the value of r ranges between $-1$ and $1$, with large values corresponding to a better performance. The calculation formula is as follows:

$$ r = \frac{\sum_{i=1}^{m} (y_i - \overline{y})(f_i - \overline{f})}{\sqrt{\sum_{i=1}^{m} (y_i - \overline{y})^2} \sqrt{\sum_{i=1}^{m} (f_i - \overline{f})^2}} \quad (6) $$

where $y_i$ is the observed values, $f_i$ is the predicted values, $\overline{y}$ is the average of observed values, $\overline{f}$ is the average of predicted values and $m$ is the total amount of experimental data.

2. Root mean square error (RMSE): the value of RMSE ranges between 0 and positive infinity, with small values corresponding to a better performance. It is a measure of the difference between the predicted values and the observed values [34] and reflects the degree of dispersion of the predicted values to explain the true values. The calculation formula is as follows:

$$ \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{m} (f_i - y_i)^2}{m}} \quad (7) $$

3. Results

3.1. Model Parameter Optimization

It is necessary to optimize the parameters of the models in the process of training models. Among them, the selection of K value in the KNN model, the max_depth of tree-based RF and XGboost models and the model structure of the ANN and LSTM models need to be optimized.

The key of training the KNN-based model is to determine the K value. The K value has a significant impact on the results of the KNN algorithm. Generally, the K value takes a smaller value. In this study, the KNN-based model was repeatedly trained, where the K value ranged from 1 to 30, to acquire the optimal K value. Figure 6 shows the three-dimensional graph between the K values, r and bias of the training and validation datasets of the KNN model. It can be seen that the r of the training dataset has an increasing trend as the K values increase, while the r of the validation dataset increases first and then decreases. The bias of the training and validation datasets fluctuate between 0.26 mm/day and 0.72 mm/day when K values are less than 11. The bias of the training and validation datasets show a gentle increasing trend when K values are greater than 11. The KNN-based model with a K value of 1 yielded the smallest r (0.54 and 0.53) for both training and validation datasets. The K value of 5 was identified as the optimal, as the model with this K value yielded the best performance with r = 0.80 and 0.82 and bias = 0.28 mm/day for training and validation datasets.

Some parameters of the RF-based model need to be adjusted in order to prevent overfitting. Properly adjusting the max_depth of the tree can reduce the complexity of the learning models, as well as the risk of overfitting and thus help to obtain the best results.

In this study, the RF-based model was repeatedly trained, where the max_depth ranged from 1 to 30, to find the optimal max_depth value. Figure 7 shows the variations in r of RF and XGboost for both validation and training with the changes of max_depth. In the sub-picture (a), the r of the training dataset keeps increasing and the r of the validation dataset increases first and then decreases as the max_depth increase. The performance of the RF-based model is the worst when max_depth is 1, with the smallest r of 0.54.
and 0.53 for training and validation datasets, respectively. The difference in \( r \) between training and validation datasets reached the largest values at max\_depth of 30. The \( r \) of the training dataset is 0.80 and the \( r \) of the validation dataset is 0.79 when max\_depth is 6. The difference in \( r \) between training and validation datasets at max\_depth of 6 is the smallest and the difference in \( r \) between training and validation datasets with max\_depth of 8 is roughly the same as max\_depth is 6. Since \( r \) is higher when max\_depth is 8, the optimal max\_depth selected in this study is 8. XGboost is a tree-based algorithm, and the parameter optimization process is similar with that of the RF algorithm. For example, the sub-picture (b), the \( r \) of the training dataset shows an increasing trend as the max\_depth increase and the \( r \) of the validation dataset starts to decrease slowly after peaking at max\_depth of 7. Therefore, the optimal max\_depth for XGboost recognized as 7 in this study. Based on the AIC values, we identified the best architectures of ANN and LSTM have two hidden layers and the number of neurons in each layer is 48 and 40, respectively. Table 2 shows the optimal parameters of the KNN-based model, RF-based model, XGboost-based model, ANN-based model and LSTM-based model.

| Algorithm | Parameters |
|-----------|------------|
| KNN       | K = 5      |
| RF        | max\_depth = 8 |
| XGboost   | max\_depth = 7 |
| ANN       | The number of hidden layers = 2, The number of neurons = 40 |
| LSTM      | The number of hidden layers = 2, The number of neurons = 48 |

**Figure 6.** The three-dimensional graph between the K values, \( r \) and bias of the training and validation datasets of the KNN-based model. \( R^2 \) is the correlations coefficient. (a) is the three-dimensional graph between the K values, \( r \) and bias in the training dataset, (b) is the three-dimensional graph of the validation dataset.

**Figure 7.** \( r \) values of RF (a) and XGboost (b) models for training (orange bars) and validation (green bars) with max\_depth changing from 0 to 30. \( r \) is the correlations coefficients and max\_depth is the maximum depth of tree.
Table 2. The optimal parameters of the KNN-based model, RF-based model, XGboost-based model, ANN-based model and LSTM-based model.

| Models    | Parameters                  |
|-----------|----------------------------|
| KNN       | K = 5                      |
| RF        | max_depth = 8              |
| XGboost   | max_depth = 7              |
| ANN       | The number of hidden layers = 2 |
| LSTM      | The number of neurons = 40 |

KNN is K nearest neighbor algorithm, RF is random forest, XGboost is extreme gradient boosting algorithm, ANN is artificial neural network and LSTM is long short-term memory.

3.2. Comparison of Six ML Algorithms for Estimating $G_s$ with Different Combinations of Input Variables

In our study, we use ML algorithms to model $G_s$, and then estimate ET based on PM equation and the ML-based $G_s$. Table 3 shows the performance ($r$, significance level) of the six types of ML-based $G_s$ models with ten different input combinations. In the all types of ML-based $G_s$ models with ten different input combinations, the ANN-based model with the combination 10 has the best performance ($r = 0.70$, significance level is ***), and the KNN-based model with the combination 4 has the worst performance ($r = 0.34$, significance level is **). ML-based $G_s$ models with combinations 8–10 produce similar and relatively high accuracy ($r = 0.47–0.70$, significance level are **), with the exceptions of LSTM-based models. However, the ML-based $G_s$ models with combinations 1–4 have the lowest $r$ (0.34–0.66) and significance level are all ***, and the models with combinations 5–7 present intermediate results. As for the LSTM-based models, the models with combination 1 and 2 yield the best performance ($r = 0.62$, significance level are ***) and the worst performance ($r = 0.47$ and significance level is ***) with input combination 3. Among the six types of ML-based $G_s$ models with the combination 1-9, ANN-based models have the highest accuracy, with higher $r$ (0.65–0.70) and significance level are all ***, followed by the LSTM-based models. In contrast, the KNN-based models have the lowest $r$ (0.34–0.48) and significance level are all ***. With the combination 10, similarly, ANN-based model has the highest $r = 0.70$ and significance level is ***, followed by XGboost-based model and KNN-based model has the lowest accuracy ($r = 0.48$, significance level is ***) and the performance of LSTM-based model is reduced ($r = 0.52$, significance level is **). The significance level between the observed and predicted $G_s$ in the test dataset of six ML-based hybrid models are ***, indicating that they are significantly correlated.

Table 3. The Comparisons between the Predicted $G_s$ and the observed $G_s$ in the test dataset of six ML-based hybrid models corresponding to different input combinations. The input data of the combination 1–10 are shown in Table 1. The values in Table are correlations coefficient ($r$) and all $r$ values reach the same significance level (0, ***).

| Models  | Combination | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    | 10   |
|---------|-------------|------|------|------|------|------|------|------|------|------|------|
| KNN     |             | 0.37 | 0.36 | 0.36 | 0.34 | 0.39 | 0.45 | 0.42 | 0.47 | 0.48 | 0.48 |
| RF      |             | 0.48 | 0.49 | 0.47 | 0.48 | 0.48 | 0.50 | 0.48 | 0.51 | 0.51 | 0.53 |
| SVM     |             | 0.49 | 0.48 | 0.48 | 0.48 | 0.50 | 0.52 | 0.50 | 0.52 | 0.52 | 0.52 |
| XGboost |             | 0.53 | 0.52 | 0.50 | 0.50 | 0.52 | 0.57 | 0.53 | 0.58 | 0.58 | 0.58 |
| ANN     |             | 0.66 | 0.66 | 0.65 | 0.65 | 0.67 | 0.68 | 0.68 | 0.70 | 0.69 | 0.70 |
| LSTM    |             | 0.62 | 0.62 | 0.47 | 0.53 | 0.53 | 0.61 | 0.49 | 0.59 | 0.58 | 0.52 |

3.3. Accuracy of Hybrid Models with Different Combinations of Input Variables

In this study, ten different input variables in Table 1 were input into six ML algorithms to construct $G_s$ and then the PM equation was used to estimate ET. The line charts of the RMSE and $r$ of the training and validation datasets of ten different hybrid models
corresponding to various ML algorithms are shown in Figure 8. It can be seen that the evaluation metrics (RMSE and $r$) of the training and validation datasets show the similar trend. For the first four input combinations, the RMSE of the ANN3 ($20.72–21.23$ W m$^{-2}$) and ANN2 ($19.81–20.31$ W m$^{-2}$) hybrid models reach the maximum and minimum values, respectively. The RMSE values of other five models reach the maximum and the minimum values at the second ($19.65–27.59$ W m$^{-2}$) and first ($18.00–26.40$ W m$^{-2}$) input combinations, respectively. As far as $r$ is concerned, the third input combination exhibits the worst performance ($0.82–0.90$) over all hybrid models except for LSTM, which performs the worst for the second input combination ($0.88–0.89$). The $r$ of the first input combination achieves the maximum value ($0.86–0.95$) in the all hybrid models. When using one RS factor, SWIR has a greater advantage for the ANN-based hybrid model. For the other five hybrid models, NDVI has a higher advantage.

Figure 8. The line chart of the RMSE and $r$ of the training and validation datasets of ten different hybrid models corresponding to various ML algorithms. (a) is the line chart of the RMSE and $r$ of the training and validation datasets of ANN model, (b) is the KNN model, (c) is the RF model, (d) is the SVM model, (e) is the XGboost model, and (f) is the LSTM model. RMSE is the root mean square error.
In the input combinations using two RS factors, KNN6, RF6, SVM6 and XGBoost6 have the highest RMSE (24.03–26.29 W m\(^{-2}\)) and ANN6 and LSTM6 have the lowest RMSE (18.60–19.38 W m\(^{-2}\)). For the r, the r of ANN and SVM show an increasing trend, LSTM show a decreasing trend, but KNN, RF and XGBoost first increase and then decrease. In general, the performance of the fifth and seventh input combination hybrid models has the similar results when two RS factors are used in the hybrid models. Compared with the eighth and ninth input combination hybrid models, the RMSE of the hybrid models shows an increasing trend except for LSTM, which is a decreasing trend, but r keeps decreasing. The eighth input combination hybrid models (KNN, RF, SVM, XGBoost, ANN and LSTM models) have the smaller RMSE (18.67–25.96 W m\(^{-2}\)) and higher r (0.87–0.97) and have higher performance of estimating ET. The tenth input combination hybrid model uses four RS factors. It has the lowest RMSE (22.85–25.24 W m\(^{-2}\)) and the highest r (0.89–0.92) among the KNN and RF-based hybrid models. In the ANN, SVM and XGBoost-based hybrid models, the eighth input combination hybrid model achieved the best performance (RMSE = 18.67–25.96 W m\(^{-2}\), r = 0.89–0.97). In the LSTM-based hybrid model, however, the first input combination hybrid model has the lowest RMSE (18.00–28.91 W m\(^{-2}\)) and the highest r (0.85–0.92).

In general, the performance of the five ML-based hybrid models, except for LSTM using the four RS factors, is relatively better. The five ML-based hybrid models of using one RS factor show the largest RMSE and smallest r in all hybrid models. However, the LSTM-based hybrid model using a NDVI RS factor has the best performance. The LSTM model with the second input combination has the highest RMSE and lowest r. In the six hybrid models, compared with the hybrid models with two RS factors, the results of the hybrid models using three or four RS factors are similar and the accuracy of the hybrid models are not much different.

### 3.4. Comparison of ML-Based Hybrid Models

Among all the hybrid models of the six ML-based methods, we selected four hybrid models of input combinations to compare the performance of various ML-based hybrid models in estimating ET. The first input combination is model1 (meteorological data and one RS factor NDVI), the second input combination is model7 (meteorological data and two RS factors (NDVI, NIRv)), the third input combination is model8 (meteorological data and three RS factors (NDVI, NIRv, SWIR)) and the fourth input combination is model10 (meteorological data and four RS factors). Figures 9–12 show the time series diagrams of observed ET (black line) and predicted ET (red line) over the test dataset for the six ML-based hybrid models corresponding to four input combinations. Figures 13–16 show the comparisons between the predicted ET and the observed values of estimating cropland ET in the training, validation and test datasets of the six ML-based hybrid models corresponding to four input combinations. In all hybrid models, ET predicted by the ANN-based model agrees well with the observations, indicating that the ANN-based model can well capture the time series changes of ET and shows the best performance with the highest accuracy, followed by the performance of the XGBoost-based model and the performance of the other three hybrid models (KNN-based, RF-based and SVM-based) are similar. The SVM-based model has better ability to capture the time series changes of ET and higher performance (r = 0.88–0.89, RMSE = 25.46–26.24 W m\(^{-2}\)) to estimate ET than that of KNN and RF-based models when meteorological data and one RS factor (model1) are used in the models. The performance of the KNN-based model (r = 0.86–0.91, RMSE = 24.38–26.40 W m\(^{-2}\)) is the lowest and the ability of capturing the time series changes of ET is the worst. Additionally, the RF-based model shows intermediate results. The performance of all hybrid models using two RS factors are improved compared with using one RS factor and the ability of all hybrid models using two RS factors to capture the ET time series changes are higher than the models using one RS factor. The r of the RF-based and SVM-based models using three RS factors are not improved, and the RMSE decreases more than those using two RS factors. The performance (RMSE = 23.58–25.62 W m\(^{-2}\),
\( r = 0.89-0.93 \) of estimating ET and the ability to capture the ET time series changes of the KNN-based model using three or more RS factors is only marginally better than those using two RS factors. Compared to use three RS factors, the RMSE (25.20–25.94 W m\(^{-2}\)) of the SVM-based model is increased, the performance of the SVM-based model of estimating ET decreases and the ability to capture the time series changes of ET becomes weak when all RS factors are added to the model. The performance of estimating ET and the ability to capture the ET time series changes of the KNN-based and RF-based models using all RS factors is only marginally better than those using three RS factors. In the all hybrid models, the LSTM-based hybrid model has the worst ability to capture the time series changes of ET. The LSTM-based hybrid model of the training and validation datasets has a better performance with RMSE = 18.00–20.42 W m\(^{-2}\) and \( r = 0.88-0.92 \). However, the performance of the LSTM model of the test dataset is low (RMSE = 28.08–33.93 W m\(^{-2}\), \( r = 0.79-0.85 \)).

Figure 9. Time series diagrams of observed ET (black line) and predicted ET (red line) over the test dataset for six ML-based hybrid models (KNN1, RF1, SVM1, XGboost1, ANN1 and LSTM1) that used the first data combination (see Table 1).
Figure 10. Time series diagrams of observed ET (black line) and predicted ET (red line) over the test dataset for six ML-based hybrid models (KNN7, RF7, SVM7, XGboost7, ANN7 and LSTM7) that used the second data combination (see Table 1).
Figure 11. Time series diagrams of observed ET (black line) and predicted ET (red line) over the test dataset for six ML-based hybrid models (KNN8, RF8, SVM8, XGboost8, ANN8 and LSTM8) that used the third data combination (see Table 1).
Figure 12. Time series diagrams of observed ET (black line) and predicted ET (red line) over the test dataset for six ML-based hybrid models (KNN10, RF10, SVM10, XGboost10, ANN10 and LSTM10) that used the fourth data combination (see Table 1).
Figure 13. Predicted ET vs. the observed values over the training, validation and test datasets for six hybrid ET models (KNN1, RF1, SVM1, XGboost1, ANN1 and LSTM1) that used the first data combination (see Table 1).
Figure 14. Predicted ET vs. the observed values over the training, validation and test datasets for six hybrid ET models (KNN7, RF7, SVM7, XGboost7, ANN7 and LSTM7) that used the second data combination (see Table 1).
Figure 15. Predicted ET vs. the observed values over the training, validation and test datasets for six hybrid ET models (KNN8, RF8, SVM8, XGboost8, ANN8 and LSTM8) that used the third data combination (see Table 1).
Figure 16. Predicted ET vs. the observed values over the training, validation and test datasets for six hybrid ET models (KNN10, RF10, SVM10, XGboost10, ANN10 and LSTM10) that used the fourth data combination (see Table 1).
4. Discussion

4.1. Comparison of This Study with Other Studies

The six ML-based hybrid models evaluated in this study have good performances in estimating cropland ET. Among them, the ANN-based hybrid model has the best performance compared to other models, followed by the XGBoost-based and KNN-based hybrid models and the RF-based and SVM-based hybrid models show intermediate results. The last is the LSTM-based model. In this study, the ET hybrid models combining the ML algorithm and PM equation show improved performance as compared to only use PM equation [35]. At the same time, the combination of easily available meteorological data and RS factors further enhanced the advantages of the ML-based hybrid models in estimating ET. However, it should be noted that the performance of the ML-based hybrid models could vary with difference in study regions and methods, input data, temporal scale of validation and so on. Table 4 shows the comparison of this study with other studies. For example, ML-based models generally showed higher r compared to using only the PM equation. Compared with only using meteorological data, the models that introduce RS factors can yield better performance metrics (RMSE, r). The models of using some data that are easy to obtain have greater advantage than that are difficult to get. The performance of the models targeting reference ET is higher compared to the targeting actual ET, as reference ET depends on only a few meteorological data [17,22,23,35,36].

Table 4. Comparison of this study with other studies.

| No. | Methods | Land Cover | Input Data | Time Scale | Target | Performance | Citation |
|-----|---------|------------|------------|------------|--------|-------------|----------|
| 0   | KNN, RF, SVM, XGboost, ANN, LSTM | crop       | Ta, P, Ca, SW, VPD, NDVI, EVI, NIRv, SWIR | Daily | AET | R = 0.79–0.97, RMSE = 18.67–26.29 W m\(^{-2}\) | This study |
| 1   | Penman-Monteith equation       | wheat      | WS, R\(_g\), rh\(_a\), Ta, Landsat-7/8, LST data | Half-hourly | AET | R\(^2\) = 0.70, RMSE = 23 W m\(^{-2}\) | [35] |
| 2   | ANN | nine types of biomes over the globe | Ta, Ca, WS, SM, VPD, fpar, PFT, RH, Rn, G, PAR, SP, h\(_{canopy}\) | Hourly | AET | R\(^2\) = 0.78, RMSE = 51.86 W m\(^{-2}\) | [17] |
| 3   | RF, XGboost, ANN, CNN | Not given | Ta, RH | Hourly | RET | Only Ta: R\(^2\) = 0.75–0.80, RMSE = 0.58–0.75 mm d\(^{-2}\) | [23] |
| 4   | ANN, GEP | Not given | meteorological data | Daily | RET | Ta and RH: R\(^2\) = 0.84–0.85, RMSE = 0.50–0.59 mm d\(^{-2}\) | [36] |
| 5   | DNN, TCN, LSTM, RF, SVM | Not given | meteorological data | Daily | RET | Temperature-based models: R\(^2\) = 0.78–0.83, RMSE = 0.75–0.85 mm d\(^{-2}\) | [22] |

The abbreviates are: KNN = K nearest neighbor; RF = Random forest; SVM = Support vector machine; XGboost = extreme gradient boosting; ANN = Artificial neural network; CNN = Convolutional neural network; GEP = Gene expression programming; DNN = Deep neural network; TCN = Temporal convolution neural network; LSTM = Long short-term memory; Ta = temperature; P = precipitation; Ca = carbon dioxide concentration; SW = solar radiation; VPD = vapor pressure deficit; NDVI is normalized difference vegetation index; EVI is enhanced vegetation index; NIRv is near-infrared reflectance of vegetation; SWIR is shortwave infrared band; WS = wind speed; R\(_g\) = incoming solar radiation; rh\(_a\) = air relative humidity; SM = soil moisture; fpar = fraction of photosynthetically active radiation; PFT = plant function type; RH = relative humidity; G = soil heat flux; PAR = incoming photosynthetic photon flux density; SP = atmospheric surface pressure; h\(_{canopy}\) = vegetation height; EC = Eddy covariance; RET = Reference evapotranspiration; AET = Actual evapotranspiration. RMSE is the root mean square error and R\(^2\) is the determination coefficients.

4.2. Reasons for Poor Performance of LSTM-Based Model

LSTM is a cyclic neural network architecture, which is very suitable for time series data. In most studies, LSTM model can effectively improve the accuracy of predicting future ET [37–39]. In this study, however, we find that the performance of the LSTM-based
model in estimating ET time series is not as good as that of other ML-based models, as the r and RMSE values of the LSTM-based model are not statistically high. There may be two reasons for such results. Firstly, the advantage of LSTM lies on predicting the future ET by analyzing the relationship between the historical values of input variables and the target value in the future. Other ML models simulate the relationship between the current values of input variables and the current target value. Therefore, the reason for the poor performance of LSTM may be that the dominant factor of ET is the meteorological factor and remote sensing factor at the current time. Secondly, the performance of the model varies as the regions change [40,41].

4.3. Uncertainty of Machine Learning Algorithm

ML algorithms have been widely used in the estimation of ET. Most of them are black box models, without any physical basis, which may induce uncertainty in the resultant. In addition, for using the ML-based models to estimate ET, different input combinations will also affect the accuracy of ET models simulation results. Antonopoulos and Antonopoulos [18] used ANN and some empirical methods to estimate ET with daily meteorological data. The results showed that the model using three input variables (R = 0.952–0.978, RMSE = 0.598–0.954 mm d$^{-1}$) had better performance in estimating ET compared with the models using two input variables (R = 0.910–0.956, RMSE = 0.846–1.326 mm d$^{-1}$).

Yu et al. [34] tested the effectiveness of the input combinations for estimating ET using ANN and SVM models. The results showed that the models had different performances in estimating ET under different input combinations, and the three models showed perfect validity (RMSE = 0.032–0.110 mm/day, R = 0.998–1.000) in the case of the ninth input combination (daily maximum temperature, minimum temperature, relative humidity, wind speed at a height of 2 meters and solar radiation calculated by the PM equation). However, all three models had the smallest R, the highest RMSE and the worst performance (RMSE = 1.538–1.586 mm/day, R = 0.569–0.577), with wind speed at a height of 2 m as the input. It can be seen that different variables have different effects on ET and different input conditions are relatively important for the accuracy of the models. Of course, there are expectable errors related to the structure of the ML algorithms. Therefore, in order to prevent overfitting and underfitting, it is necessary to optimize the model structure. Laaboudi et al. [42] conducted extensive testing and selected the best ANN network structure with two hidden layers and eight neurons in each layer. At this time, the model structure had a higher R$^2$ (0.975–0.98) and lower RMSE (0.05–0.1). Yassin et al. [36] used ANN to estimate ET and optimized the structure of ANN models during training and testing. The results showed that differences in the structures and input variables can significantly affect the performance of the ANN models in estimating ET. It can be seen that determining the ideal structure of the ML algorithms produces satisfactory results for the models of estimating ET.

4.4. Significance of This Study

In recent years, natural disasters such as drought has occurred frequently under the influence of both nature and humanity. The occurrence of these disasters has shown increasing intensity and certain abnormalities and unpredictability. ET is a major indicator for monitoring drought. Therefore, accurate prediction of ET is of great significance for formulating precise irrigation plans, monitoring cropland dry conditions and improving water use efficiency. ML algorithms can capture the complex relationship between input data and output data, and have the ability to solve non-linear problems [43], so they are widely used in the estimation of ET. Therefore, our study compared the most widely used ML algorithms, selected the ML algorithm that performs best in estimating ET and applied on a regional scale to provide support for the monitoring of cropland dry. In this study, we used several easily accessible meteorological (Ta, P, Ca, SW, VPD) and remote sensing (NDVI, NIRv, EVI, SWIR) factors to evaluate the performances of the six ML-based hybrid models. Other data are not used in this study due to some factors that are difficult to use,
such as surface parameters inversion products. Using the information provided by RS factors allows the application of the models on a regional scale. In addition, future study can also explore the potential of other ML algorithms (extreme learning machines, adaptive neuro-fuzzy inference systems, etc.) in estimating ET. The focus of this study is to compare the performance of the six ML-based models (KNN, RF, SVM, XGboost, ANN and LSTM) to estimate ET, so the above algorithms are not used in this study.

5. Conclusions

Accurate estimation of cropland ET is of great significance for detecting drought and taking effective measures to mitigate dry and reduce disasters. In this study, we evaluated six ML algorithms (KNN, RF, SVM, XGboost, ANN and LSTM) based on PM equation to estimate ET. We also assessed the effect of the combinations of different input data (meteorological data and one, two, three and four RS factors, respectively) on the accuracy of the hybrid models in estimating ET and optimized the parameters of these models. The results lead us to draw the following conclusions.

1. For estimating cropland $G_s$, the optimal K value of KNN is 5. The optimal values of the max_depth for RF and XGboost are 8 and 7, respectively. The optimal ANN and LSTM have two hidden layers, and the number of neurons in each layer is 48 and 40, respectively.

2. All ML-based hybrid models, except for LSTM using two or more RS factors, consistently presented better performances (RMSE = 18.67–26.29 W m$^{-2}$, $r = 0.88–0.97$) in estimating cropland ET, as compared to those using only one RS factor. The performance of the LSTM-based model using two or more RS factors (RMSE = 18.53–33.70 W m$^{-2}$, $r = 0.79–0.90$) is not improved, as compared to those using only one RS factor.

3. For each input combination, the KNN-based, RF-based and SVM-based hybrid models show similar performance, while the ANN-based hybrid model performed better with a higher accuracy and a wide application range.
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Appendix A

Time period, mean annual temperature and mean annual precipitation of 17 eddy covariance flux sites are shown as follows.

| Sites  | Time Period | Mean Annual Temperature (°C) | Mean Annual Precipitation (mm) |
|--------|-------------|------------------------------|-------------------------------|
| BE-Lon | 2004–2014   | 11.41                        | 766.50                        |
| CH-Oe2 | 2004–2014   | 9.56                         | 2062.25                       |
| DE-Geb | 2001–2014   | 9.67                         | 532.90                        |
| DE-Kli | 2004–2014   | 7.77                         | 810.30                        |
| DE-RuS | 2011–2014   | 10.80                        | 551.15                        |
| DE-Seh | 2007–2010   | 10.29                        | 573.05                        |
| FR-Gri | 2004–2014   | 10.96                        | 598.60                        |
| IT-BCi | 2004–2014   | 17.88                        | 1197.20                       |
| IT-CA2 | 2011–2014   | 14.84                        | 766.50                        |
| US-ARM | 2003–2012   | 15.27                        | 646.05                        |
| US-CRT | 2011–2013   | 10.85                        | 810.30                        |
| US-Ne1 | 2001–2013   | 10.54                        | 846.80                        |
| US-Ne2 | 2001–2013   | 10.26                        | 876.00                        |
| US-Ne3 | 2001–2013   | 10.38                        | 697.15                        |
| US-Tw2 | 2012–2013   | 15.23                        | 386.90                        |
| US-Tw3 | 2013–2014   | 16.00                        | 343.10                        |
| US-Twt | 2009–2014   | 14.75                        | 357.70                        |
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