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Abstract

We propose a learning framework named Feature Fusion Learning (FFL) that efficiently trains a powerful classifier through a fusion module which combines the feature maps generated from parallel neural networks. Specifically, we train a number of parallel neural networks as sub-networks, then we combine the feature maps from each sub-network using a fusion module to create a more meaningful feature map. The fused feature map is passed into the fused classifier for overall classification. Unlike existing feature fusion methods, in our framework, an ensemble of sub-network classifiers transfers its knowledge to the fused classifier and then the fused classifier delivers its knowledge back to each sub-network, mutually teaching one another in an online-knowledge distillation manner. This mutually teaching system not only improves the performance of the fused classifier but also obtains performance gain in each sub-network. Moreover, our model is more beneficial because different types of network can be used for each sub-network. We have performed a variety of experiments on multiple datasets such as CIFAR-10, CIFAR-100 and ImageNet and proved that our method is more effective than other alternative methods in terms of performance of both sub-networks and the fused classifier.

1. Introduction

Deep neural networks have shown remarkable performance on various computer vision tasks in recent years. There have been many researches on network architecture that extracts discriminative features to gain more efficient performance. In the early years, most of the works were focused on designing deeper and/or wider network to enhance the capacity of deep neural networks. ResNet [11] brought in the concept of residual learning to efficiently increase the depth of the network as well as the accuracy. On the other hand, Wide Residual Networks (WRN) [31] presented that the model can be improved by increasing the width of the network rather than increasing the depth.

Besides developing network architecture, there have been attempts to get away from modifying the network architecture itself and to develop new training mechanism. The first approach is the feature fusion method that can combine different feature maps gained from multiple sub-networks. DualNet [14] coordinated two parallel sub-networks and trained them iteratively to learn complementary features, then they fused the two-stream features and passed it into the fused classifier. They showed that the ensemble of the fused classifier and the two classifiers of sub-networks outperforms an independently trained network. However, this approach only focuses on the performance of the fused classifier. The performance of the sub-networks is significantly lower than the performance of the network that is independently trained with the same architecture.

Another approach is Knowledge Transfer, which is to improve the performance of a smaller student network by transferring the knowledge of the teacher network. Knowledge Distillation [13], one of the popular methods of Knowledge Transfer, starts with training a powerful teacher model followed by encouraging the student model to mimic the teacher model’s softened distribution. Besides probability distribution, some other researches have tried to distill the attention or factors extracted from the feature to the smaller model [30, 17].

Online and offline methods are the two ways of distilling knowledge. Offline distillation is the conventional way of distilling the softened distribution or feature map information of pre-trained teacher model to the smaller target model. On the other hand, online distillation removes the stage of pre-training the teacher model and trains both the teacher model and the target model simultaneously. There is also another online distillation method which trains an ensemble of student models to learn collaboratively and mutually teach one another without a particular teacher model [32]. However, this method may only provide limited information to the target because it does not utilize the rich information from the teacher model for distillation. The On-the-fly Native Ensemble (ONE) [20] is one of the online distillation methods that trains only a single multi-branch
network while concurrently building a strong teacher model with gating of the branch logits to enhance the learning of a student network. This method distills the knowledge of the teacher network to the student network in one-way. It uses a gating module located on the shared layer, thus it is applicable only when the branches have the same architecture. Also, this type of logit based distillation method can not make good use of feature maps which are useful in many vision tasks.

In this work, we propose a solution for efficiently fusing the features of sub-networks. Contrary to the existing feature fusion methods, we adopted an online mutual knowledge distillation method to enhance the performance of both sub-networks and the fusion module. The overall process of our method is described in Figure 1. When the same architecture of network is employed as sub-networks, we can share the low-level layers and take a multi-branch network similar to [20]. However, when different network architectures are used as sub-networks, the sub-networks are trained in different streams analogous to [32]. Here we have two important classifiers which are the ensemble classifier, and the fused classifier. The ensemble classifier uses the ensemble logit produced from the sub-networks and the fused classifier uses the feature map generated from the fusion module. The fusion module receives feature maps from each sub-network and fuses them using depthwise convolution and pointwise convolution. The fused feature map is then forwarded to the fused classifier for class prediction. When both the ensemble classifier and the fused classifier yield logits, the model performs knowledge distillation from the ensemble classifier to the fused classifier. At the same time, another knowledge distillation is carried out from the fused classifier to each sub-network classifier. This eventually creates a loop between the sub-networks and the fusion module. The sub-networks and the fusion module are learned by mutually teaching each other via knowledge distillation. When the training is completed, the performances of the sub-networks as well as the fusion module are greatly improved due to the online mutual knowledge distillation between the sub-networks and the fusion module.

2. Related Work

2.1. Feature Fusion

Feature fusion methods have been used in many previous deep learning studies. In deep convolutional network models, different types of features are extracted from each layer [9]. From this fact, researchers found that combining the features of each layer increases the performance of the model and showed the effectiveness of this method in various computer vision tasks such as detection, semantic segmentation and gesture classification [22, 10, 7, 4].

The researches in [21, 14] applied the feature fusion in dual learning. In the bilinear CNN [21], outputs from two different networks are fused and mapped into a bilinear vector. DualNet [14] trains two parallel networks with the same structure and uses the ‘SUM’ operation to combine the features of those networks so as to build a fused classifier. In addition, it applies iterative training, which alternately updates the weight of the sub-networks to learn the complementary features. Our Feature Fusion Learning (FFL) has three distinct points compared to DualNet. First, DualNet is designed to work only for the same architectures of sub-networks, whereas FFL is applicable to any network architecture. Second, FFL concatenates the features of the sub-networks and forwards it to the fusion module. We intended the trainable fusion module to be more effective than simple feature fusion methods. Finally, the main difference is that DualNet is only focused on improving the performance of the fused classifier, while FFL focuses on improving the performances of both the fused classifier and the sub-
networks through an online mutual knowledge distillation which will be described later.

2.2. Knowledge Transfer

Knowledge Transfer (KT) is a model compression method proposed to deliver the performance of a larger model to smaller and lighter ones [6]. It is basically composed of a teacher network and a student network, and it transfers the knowledge of the teacher network to the student network in various ways. This scheme was first applied in an offline manner [3]. After that, an online KT was developed to enhance the performance of the student network which learns without a pre-trained teacher network [32, 20, 27, 1]. This online learning method is related to our work in this paper.

Offline KT is a way of training a student network from scratch by transferring the knowledge of a pre-trained teacher network. In [2, 13], the information of the teacher network is distilled to the student network through L2-norm or Kullback-Leibler divergence (KLD) loss in logit values. Consequently the student network mimics the outputs of the teacher network. There are some other studies of offline KT which directly or indirectly pass the features of convolution layers from the teacher to the student [24, 30, 29, 8, 17, 12].

Online KT trains a student network without a pre-trained model unlike the offline KT. In this method, the student network imitates a teacher network which is trained in an online manner instead of imitating a pre-trained teacher network. Deep Mutual Learning (DML) [32] suggested a method which trains student networks to exchange information mutually through the KLD loss and could achieve better performance than an original network. In this framework, each student network plays the role of a teacher network to the other student networks. One advantage of this method is that any kind of different network architectures can be flexibly applied. Codistillation [1] is similar to DML, but it forces student networks to maintain diversity longer by adding distillation loss after enough burn in steps. One-the-fly Native Ensemble (ONE) [20] method transfers knowledge using a gated logit ensemble of student networks which is trained simultaneously.

Our FFL method, which will be described later, can also be categorized as an online KT method. While the aforementioned methods transfer knowledge in one-way from the teacher to the student or the students mutually transfer their knowledge to each other, FFL improves the performance of both sub-networks and the fused classifier by performing bidirectional KT. More specifically, the fused classifier created by the fusion module distills information to the sub-networks acting as a teacher, and the logit ensemble of the sub-networks working as another teacher distills information into the fused classifier. Figure 2 shows the difference between DML, ONE, DualNet and the proposed FFL method.

3. Proposed Method

In this section, we describe how to effectively fuse the features of sub-networks. The proposed method is called Feature Fusion Learning (FFL). Unlike the existing fusion methods, FFL is a learning method that takes care of not only the performance of the fused classifier but also the performance of the sub-networks. In the overall process, the features of a parallel sub-networks are fused through a fusion module, and then the final classification result is obtained through a fused classifier. During training, an ensemble of sub-networks distills its knowledge to the fused classifier, and the fused classifier distills its knowledge to each sub-network mutually.

3.1. Fusion Module

Different from DualNet [14], our method does not make use of the simple sum or average operation when fusing features. Instead, we concatenate the features of the sub-networks and then perform the convolution operation through the fusion module. To reduce the number of parameters, we use a simple depthwise convolution and an 1 × 1 convolution called pointwise convolution that has been used in MobileNet [15]. We use the feature map of the last layer for fusion because it is specific to the task and has sufficient expressive power of the network. Let $C_1$ and $C_2$ are the numbers of channels of the feature map in the last layer of network 1 and 2, respectively, then the number of channels from the concatenated feature map, $M$, will be $C_1 + C_2$. The number of output channels from the fusion module, $N$, can be manipulated as needed. As shown in Figure 3, we firstly perform a 3 × 3 depthwise convolution which applies a single filter per each input channel and then apply a pointwise convolution to create a linear combination of the slices of the feature map in order to combine them well.

In DualNet, there is a problem that the number of output channels of the sub-networks must be the same because the feature maps are simply averaged and added element-wise. On the other hand, in our fusion module, since the feature maps of the sub-network are concatenated, FFL can use different networks having different output channels as sub-networks. If the resolutions of the final feature maps are different between the sub-networks, a simple convolution operation can make the spatial resolutions identical through the module which is similar to the regressor in the FitNets [24].

3.2. Feature Fusion Learning

In terms of sub-network architectures, ONE [20] is not flexible in that it can not be applied to sub-networks with
Figure 2: (a) and (b) are online knowledge distillation methods which focus on the training of sub-networks. (a) uses the knowledge of students mutually for the training. (b) makes a teacher with the gating of logits for students. (c) and (d) are feature fusion methods which generate useful feature maps. Unlike (c), (d) uses online mutual knowledge distillation between the sub-networks and the fused classifier. Therefore, (d) enhances the performance of both the sub-networks and the fused classifier. Also, (a) and (d) can use sub-networks with different architectures. However, (b) and (c) are only applicable to sub-networks with the same architecture.

Figure 3: The architecture of a fusion module. The depthwise convolution is operated on concatenated feature maps of sub-networks with $M$ filters. Then, the pointwise convolution is operated with $N$ filters. Different architectures because it creates a teacher by gating logits based on a shared feature map. Similarly, DualNet \[14\] should also be applied to the same sub-network architecture because it simply combines features through the channel-wise sum. To overcome this problem, we designed two types of FFL depending on the architectures of sub-networks in the training process:

- **Case 1**: If sub-networks have the same architecture, the low-level layers of the sub-networks are shared and the high-level layers are separated into multiple branches similar to ONE \[20\].

- **Case 2**: If sub-networks have different architectures, sub-networks are trained independently since sub-networks can not share the layers.

In this work, we handle the multi-class classification task. Assuming that there are $m$ classes, the logit forwarded by the $k$-th network is defined as $z_k = \{z_{k1}, z_{k2}, ..., z_{km}\}$. In the training process, we use softened probability for the model generalization. Given $z_k$, the softened probability is defined as

$$
\sigma_i(z_k; T) = \frac{e^{z_{ki}/T}}{\sum_{j=1}^{m} e^{z_{kj}/T}}
$$

When $T = 1$, it is the same as the original softmax. If the one-hot ground-truth is given as $y = \{y^1, y^2, ..., y^m\}$, cross-entropy loss of $k$-th network is defined as

$$
\mathcal{L}_{ce}^k = - \sum_{i=1}^{m} y_i^{(i)} \log(\sigma_i(z_k; 1))
$$

The overall process is shown in Figure 1. For illustration, we have chosen a scenario that uses different sub-network architectures (case 2). Sub-networks create an ensemble classifier through an ensemble of logits to train the fusion module. Assuming that there are $n$ sub-networks, then the ensemble of logits is computed as follows:

$$
z_e = \frac{1}{n} \sum_{k=1}^{n} z_k
$$

To train the fusion module, the ensemble classifier distills its knowledge to the fused classifier. This is called *ensemble knowledge distillation* (EKD). The EKD loss is defined as the KL-divergence between the softened distribution of the ensemble classifier and the softened distribution of the fused classifier. If the logit in the fused classifier is denoted as $z_f$, the EKD loss is as follows:

$$
\mathcal{L}_{ekd} = \sum_{i=1}^{m} \sigma_i(z_e; T) \log(\frac{\sigma_i(z_e; T)}{\sigma_i(z_f; T)})
$$

Feature maps from the last layer of sub-networks are concatenated and put into the fusion module. To train each sub-network, the fused classifier in the fusion module distills its knowledge to each sub-network. This is called *fusion knowledge distillation* (FKD). The FKD loss for distilling the softened distribution of the fused classifier into each sub-network is defined as follows:

$$
\mathcal{L}_{fkd} = \sum_{k=1}^{m} \sum_{i=1}^{m} \sigma_i(z_f; T) \log(\frac{\sigma_i(z_f; T)}{\sigma_i(z_k; T)})
$$
In addition to the distillation loss, each sub-network and the fused classifier learns the true label through cross-entropy and the total loss becomes

\[ L_{total} = \sum_{k=1}^{n} L_{ce}^{k} + L_{f}^{1} + T^2 \times (L_{ce}^{k} + L_{f}^{k}) \]  

(6)

In our FFL, each sub-network and the fused classifier learns through ground-truth with cross-entropy loss. At the same time, the ensemble classifier distills its knowledge to the fused classifier with \( L_{ce}^{k} \) and in return, the fused classifier distills its knowledge to each sub-network. Through such mutual knowledge distillation (MKD), the fusion module generates meaningful features for classification. Since the scale of the gradient produced by the softend distribution is the scale of the gradient produced by the soft end distribution, we multiply \( T^2 \) according to the KD recommendations [13]. Sub-networks and the fusion module in FFL are trained simultaneously.

Generally, in the training process, the number of sub-networks is set to two \((n = 2)\). However, in some cases, FFL can increase the number of branches (case 1) or sub-networks (case 2).

After training, our method performs classification through the fused classifier. However, if there is a constraint on the memory, as with ONE, we can remove other branches and deploy the original network in the condition that the sub-networks have the same architecture (case 1). If the sub-networks have different architectures (case 2), we can deploy the one that matches the memory as needed.

4. Experiments

To verify our method, we compare FFL with various other methods on image classification datasets. In Sec. 4.1, we compare our method with DualNet [14], one of the feature fusion method which has the same purpose as our method, and show the ablation study of the proposed mutual knowledge distillation method and the fusion module. Then, in Sec. 4.2, we compare FFL with ONE [20] which is an online ensemble distillation method using the sub-networks with the same architecture. In Sec. 4.3 we also compare FFL with DML [32] which distills knowledge mutually between students with different architectures. Finally, we deal with qualitative analysis in terms of the feature map and generalization in Sec. 4.4.

**Dataset:** We evaluate our method on several benchmark datasets which are CIFAR-10 [18], CIFAR-100 [19] and ImageNet LSVRG 2015 [25]. The CIFAR-10 dataset contains 50k training images and 10k test images with 10 classes. Each class has 6000 images. The CIFAR-100 dataset has the same number of images as CIFAR-10 dataset, 50k (train) and 10k (test), but it has 100 classes so each class is assigned only 600 images. The ImageNet dataset consists of 1.2M training images and 50K validation images with 1,000 classes.

**Experiment setting:** In most experiments, we set the number of sub-networks to two, and \( T = 3 \). In case 1, we separate the last block of a backbone network from parameter sharing and the number of output channels \( N \) of the fusion module is designed to match the smaller channels between \( C_1 \) and \( C_2 \). In ImageNet, we set the \( N \) as \( C_1 + C_2 \) and separate the last 2 blocks for giving more learning capacity same as [20], (Sec. 4.1): We reimplemented DualNet based on the original paper and experimented by setting FFL under the same conditions as DualNet. (Sec. 4.2): We use the same learning schedule and hyper-parameters as in ONE. (Sec. 4.3): For fair comparison, DML and FFL use the same learning schedule as used in Sec. 4.2. Other details of experiments are described in the supplementary material.

**4.1. Comparison with Feature Fusion Method**

In this section, we compare DualNet and FFL in terms of feature fusion. Each model consists of two sub-networks with the same architecture. DualNet first trains the model with the iterative training that updates the sub-networks alternately, and then goes through the joint training process which updates only the sub-network classifiers and the fused classifier. On the other hand, FFL simultaneously learns two sub-networks and the fused classifier during the entire learning process. All experiments were repeated 10 times on CIFAR-10 and CIFAR-100 datasets.

**Fused Classifier:** Table 1a represents the top-1 error rate of the fused classifier for the test set. The performance of DualNet represents the average classifier, an ensemble of the sub-networks and the fused classifier as described in the original paper. The performance of FFL is the prediction result of the fused classifier. In CIFAR-10, FFL has slightly better performance than DualNet within the error range. Overall, as the depth of the network increases, the performance gap decreases. However, for the CIFAR-100 dataset, which is a bit more difficult problem, FFL is clearly superior to DualNet. The performance difference from ResNet-56 becomes up to 2.34\%p.

**Sub-network Classifier:** Table 1b is the top-1 error rate of all the sub-network classifiers. In this case, there are two sub-network classifiers. FFL shows better performance than DualNet and the difference is larger than that of the fused classifier experiment, because DualNet is not designed to improve the performance of sub-networks. The difference of the error rate between two methods is around 2\%p in CIFAR-10 whereas the difference increases up to 7.85\%p in the CIFAR-100 experiment.

Experiments on Table 1a show that our proposed fusion module fuses features more effectively than DualNet. We also found out that FFL even improved the performance of the sub-networks which DualNet is overlooking in the ex-
Table 1: Performance comparison of two feature fusion methods, FFL and DualNet, with four different network architectures. FFL is slightly better than DualNet in CIFAR-10 dataset and at least around 1% better in CIFAR-100. This indicates that FFL is a more effective feature fusion method. Table 1b shows the performance of sub-network classifiers. Due to the effect of mutual knowledge distillation, the error rate of FFL is clearly better than that of DualNet in all experiments.

(a) Top-1 classification error rate of fused classifiers. DualNet outputs results from the average classifier and FFL uses fusion module for classification.

(b) Top-1 classification error rate of sub-network classifiers.

Table 2: Ablation study of FFL. All models were trained on ResNet-32 and we evaluated the performance of each experiments with top-1 error rate on the CIFAR-100 dataset. We compared our proposed method (case A) to the cases without fusion module (case B), logit ensemble KD (case C) and fusion KD (case D).

| case | FM | EKD | FKD | CIFAR-10 Fusion | CIFAR-10 Sub-network |
|------|----|-----|-----|----------------|---------------------|
| A    | ✓  | ✓   | ✓   | 25.56±0.32     | 27.06±0.34          |
| B    | ✓  | ✓   |     | 26.1±0.36      | 27.46±0.31          |
| C    | ✓  | ✓   |     | 27.03±0.31     | 28.36±0.44          |
| D    | ✓  |     | ✓   | 27.29±0.24     | 31.04±0.31          |

Ablation Study: In FFL, we have taken a step forward from previous researches by introducing the fusion module (FM) and the mutual knowledge distillation (MKD) which is composed of the ensemble KD (EKD) and the fusion KD (FKD). We are going to show the efficacy of our proposed methodology through an ablation study in this part. Experiments were repeated 10 times on the CIFAR-100 dataset with two sub-networks based on ResNet-32 architecture. The numbers in Table 2 represent the top-1 test error rate.

In the table, case A corresponds to our full FFL model, while case B is where the features are averaged like in DualNet instead of using our fusion module (FM). As expected, the error rates of the fused classifier and the sub-network classifier increase around 0.5% and 0.4% respectively. Next two rows, case C and D are the cases where we remove the effect of EKD and the FKD sequentially. Without EKD (case C), the error rates of the fused and the sub-network classifiers increase by around 1.5% and 1.3% respectively, and EKD seems to have more influence on the fused one. When we additionally got rid of FKD (case D), the performance of the sub-network classifier shows a sharp decline compared to that of the fused classifier. This can be interpreted that the FKD has a significant impact on the performance of the sub-networks.

4.2. Comparison with Online ensemble Distillation

Since ONE [20] can not be applied to different sub-networks, we consider case 1 which uses sub-networks having the same architecture.

CIFAR Dataset: In this section, all experiments were performed on the CIFAR dataset. Only two branches were used
to compare the performances of ONE and FFL. For FFL, fusion module is needed to combine features, while ONE needs a gate module. Since the fusion module requires additional parameters than the gate module, we experimented with the same number of parameters by stacking the residual blocks in front of the gate module for fairness. ONE in the Table 3 shows the average performance of the two branches, and ONE-E is the performance of the gated ensemble teacher. ONE-E+ is the performance of the gated ensemble teacher with the increased parameters which has a similar number of parameters to that of FFL. FFL-S represents the average value of sub-networks and FFL indicates the performance of the fused classifier. Vanilla shows the performance of the original network only trained with cross-entropy. In the case of FFL-S, since the other branch and the fusion module are removed, the number of parameters are equal to ONE and Vanilla. Table 4 shows the number of parameters used in the experiment and the FM ratio is the rate of increase in the number of parameters by the fusion module compared to ONE-E. The table shows that FM increases the number of parameters up to 4%.

In both ResNet and WRN series, ONE, ONE+, and FFL-S has better performance than the Vanilla network, shown in Table 3. Unlike DualNet, FFL improves the performance of sub-networks, so it has many advantages similar to ONE. In CIFAR-10, all three methods show similar performance improvements than Vanilla. The comparison of ONE-E and ONE-E+ shows that increasing the number of parameters for the gate module does not improve the performance. Even in the case of CIFAR-100, performance improvement due to the increase of parameter in the gate module can not be seen either. On the other hand, the performance of FFL-S and FFL has been improved by an average of around 0.24% and 0.33% compared with ONE and ONE-E.

**Branch Expansion:** FFL generally learns with two branches like DualNet. Since the Fusion module is a method that concatenates the feature maps, FFL can be learned by expanding branches like ONE. In this experiment, we apply three branches for FFL to show the possibility of expanding the branches. The experiments are conducted with ResNet-32 and ResNet-56 in CIFAR-100. All conditions were the same as ONE. Table 5 shows the results with 3 branch similar to those of 2 branch experiments. We can confirm that the feature fusion method also improves the performance even when the number of branches are increased.

**ImageNet Dataset:** The experiments on ImageNet with ResNet-34 also have a similar tendency to those on CIFAR dataset. Both ONE and FFL have better performance than Vanilla as shown in Table 6. ONE and FFL-S have a quite similar performance. Regarding the fused classifiers, the feature based teacher shows better performance than the logits based teacher. This indicates that our method also can be applied to a large scale image dataset.

### 4.3 Comparison with Mutual Learning Method

In the previous experiments, sub-networks had to have the same architecture due to the architectures of the comparing methods. In case of DML, it is advantageous to be able to train sub-networks having different architecture. In this experiment, we compare the performance on CIFAR-100 dataset with a combination of two sub-networks having different architectures (case 2). The first combination is ResNet-34 and WRN-16-2 which has a relatively low depth and the second one is the combination of ResNet-56 and WRN-40-2 that has a deeper depth.

Table 7 shows that all networks of the two combinations...
using FFL method is better than those of DML. FFL also obtains a stronger teacher (fused classifier) and its feature maps require less than 4% additional parameters compared to the parameters used in DML. In FFL, error of the fused classifier for the first combination and the second combination are 24.23±0.25 and 22.20±0.21 respectively. This experiment shows that FFL method can be applied even in the case where sub-networks have different architecture.

4.4. Qualitative analysis

We aim to give insights on how our FFL method is contributing to the performance of our model by analyzing the feature map outputs. We have created heatmaps of features from four different networks which are the fusion module, the two sub-networks and an independently trained ResNet-34 network. We applied Grad-CAM [26] algorithm which is a method that visualizes the important regions where the network has considered important to discover how our model is making use of the features. Figure 4 shows the Grad-CAM visualizations from each network with the highest probability and the corresponding class. 1-2 columns show cases which both the networks of our model and ResNet-34 predict the correct class. 3-6 columns are cases where ours get the correct answer but vanilla does not. 7-9 columns show that the feature maps of the fusion module and the sub-networks are very similar and predict the same class even when they get wrong answer. We have observed that the networks of our model detect the correct object better than ResNet-34. Even when both ResNet-34 and our three networks predict the same correct answer, ours have higher rate of confidence (First two columns of Figure 4). Also, we have discovered that the heatmaps of the sub-networks have a tendency to mimic the heatmap of the fusion module. This implies that the sub-networks are greatly influenced by the fusion module and vice versa. This is mainly due to the mutual knowledge distillation between the sub-networks and the fusion module which transfers softened probabilities that has rich information about the relative probabilities of incorrect answers.

5. Discussion

Applicability for other tasks: In addition to image classification, various other vision tasks use feature maps in various ways. For example, in image detection task, Faster R-CNN learns the region proposal network (RPN) and the recognition classifier uses the feature maps in a pre-trained backbone network [23]. In the case of image segmentation, [5] uses the feature map of a pre-trained network by applying atrous convolution to extract dense features. Also, in image style transfer task, the perceptual loss uses the feature maps of a pre-trained network [16]. In this respect, creating a teacher which can generate meaningful feature maps has more applicability to other tasks than a teacher that consists of gated logits.

6. Conclusion

In this work, we propose a feature fusion method using online mutual knowledge distillation. Unlike existing feature fusion methods, it focuses on not only the performance
of the fused classifier but also the performance of the sub-networks and can deploy sub-networks as needed. Moreover, there is no constraint on the architecture of the sub-networks. Therefore, the features of different sub-networks can be fused. The fusion module generates meaningful features by adding less than 4% of additional parameters. From various perspectives, we demonstrated the effectiveness of FFL through experiments in three datasets.
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