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Abstract

In this paper, we present a framework based on the generalized lattice-Boltzmann equation (GLBE) using multiple relaxation times with forcing term for eddy capturing simulation of wall bounded turbulent flows. Due to its flexibility in using disparate relaxation times, the GLBE is well suited to maintaining numerical stability on coarser grids and in obtaining improved solution fidelity of near-wall turbulent fluctuations. The subgrid scale (SGS) turbulence effects are represented by the standard Smagorinsky eddy-viscosity model, which is modified by using the van Driest wall-damping function to account for reduction of turbulent length scales near walls. In order to be able to simulate a wider class of problems, we introduce forcing terms, which can represent the effects of general non-uniform forms of forces, in the natural moment space of the GLBE. Expressions for the strain rate tensor used in the SGS model are derived in terms of the non-equilibrium moments of the GLBE to include such forcing terms, which comprise a generalization of those presented in a recent work (Yu et al., Comput. Fluids, 35, 957 (2006)). Variable resolutions are introduced into this extended GLBE framework through a conservative multiblock approach. The approach, whose optimized implementation is also discussed, is assessed for two canonical flow problems bounded by walls, viz., fully-developed turbulent channel flow at a shear or friction Reynolds number (Re) of 183.6 based on the channel half-width and three-dimensional (3D) shear-driven flows in a cubical cavity at a Re of 12,000 based on the side length of the cavity. Comparisons of detailed computed near-wall turbulent flow structure, given in terms of various turbulence statistics, with available data, including those from direct numerical simulations (DNS) and experiments showed good agreement. The GLBE approach also exhibited markedly better stability characteristics and avoided spurious near-wall turbulent fluctuations on coarser grids when compared with the single-relaxation-time (SRT)-based approach. Moreover, its implementation showed excellent parallel scalability on a large parallel cluster with over a thousand processors.
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I. INTRODUCTION

The lattice Boltzmann method (LBM), employing minimal discrete kinetic models to solve fluid mechanics and other physical problems, has attracted much attention in recent years [1, 2, 3, 4]. Instead of directly solving the Navier–Stokes equations (NSE), the LBM involves the solution of the lattice Boltzmann equation (LBE) [5, 6, 7, 8, 9], which describes the evolution of the distribution of particle populations on a lattice whose collective behavior asymptotically reproduces the dynamics of fluid flow. More specifically, the lattice, possessing sufficient rotational and other symmetries, restricts the collisions and movements of particle populations along discrete directions, as represented by the LBE, in such a way that in the continuum limit, fluid flow represented by weakly compressible NSE is recovered. While its origins lie in the lattice gas cellular automata (LGCA) [10], its formal connection to kinetic theory [11, 12] has more recently led to improved physical modeling using the LBM, for example to represent multiphase flows [13], and greater amenability for numerical analysis [14]. The attractiveness of the LBM comes from the simplicity of the stream-and-collide computational procedure, absence of the need for an elliptic Poisson-type equation for the pressure field, ease in handling boundary conditions for representation of complex geometries, and excellence parallel performance due to its explicit and local nature. As a result, it has found a number of interesting fluid flow applications [2, 4, 15].

Representation and computation of turbulence is one of the most challenging aspects of fluid dynamics [16, 17]. In recent years, significant progress has been made to derive turbulence models a priori from discrete kinetic theory [18, 19, 20], and turbulence modeling in the LBM has found much success in practical applications, for example, by Teixeira [21] and Chen et al. [22]. Also, various prior studies have found that LBM is a reliable and accurate method for direct numerical simulation (DNS) of various benchmark turbulent flow problems – see for e.g. Refs. [23, 24, 25, 26, 27, 28, 29, 30].

On the one hand, turbulence models in the Reynolds-averaged contexts are generally required to represent physics over a wide range of scales. While turbulence at small scales tends to be somewhat more universal, large scale turbulent motions are strongly problem dependent. Hence, it is unrealistic to expect Reynolds-averaged models to accommodate and represent large-scale behavior of different classes of turbulent flows in the same manner without resorting to considerable empiricism. On the other hand, the DNS approach resolves
all relevant spatial and temporal scales and can thus predict all possible fluid motions with high fidelity. However, its computational cost limits its utility to low Reynolds numbers. Thus, it is often more practical to use large eddy simulations (LES), where fluid motions with length scales greater than the grid size are computed and the effect of the unresolved eddies at subgrid scales (SGS) are modeled [31]. In this regard, while the use of simple Smagorinsky model [32] to represent SGS effects and perform LES using LBM was proposed some time ago by Hou et al. [33] and Eggels [34], it has only more recently found applications for flows in different configurations and physical conditions – see for e.g. Refs. [28, 35, 36, 37, 38].

The effects of particle collisions in the solution of LBE are generally represented by relaxation-type models. One of the most common among them is the single-relaxation-time (SRT) model, also termed as the Bhatnagar-Gross-Krook (BGK) model [39]. Owing to its simplicity, the use of the SRT model in the LBE [8, 9] has been popular for simulating a variety of problems, including the computation of turbulent flow problems mentioned above. It is well known that the SRT model is quite susceptible to numerical instabilities when it is employed for simulating high Reynolds number flows [40]. In particular, the lack of proper mechanisms to properly dissipate unphysical small-scale oscillations arising due to non-hydrodynamic or kinetic modes in the LBE can often cause numerical instabilities [41]. In the case of turbulent flows, and more specifically in coarser grid eddy-capturing simulations, such spurious oscillations may interfere with turbulent fluctuations and can result in loss of accuracy and stability. An important approach to enhance numerical stability with using SRT models is through the entropic lattice Boltzmann methods (ELBM), which ensures positivity of the distribution functions [42, 43, 44, 45]. While being endowed with elegant and desirable physical features, it may be noted that they have certain computational and physical limitations, as pointed in Refs. [46, 47], and are not the pursued in this current work.

A more general form of the LBE, sometimes also called the moment method or the generalized lattice Boltzmann equation (GLBE), is based on the use of multiple relaxation times (MRT) to represent collision effects [48]. It is actually a refined form of the quasi-linear relaxation version of LBE with a collision matrix [6, 7, 49], where collision is carried out in the moment space. In contrast to the SRT-LBE, the MRT-LBE or GLBE deals with moments of the distribution functions, such as momentum and viscous stress directly. This moment representation provides a natural and convenient way to express various relaxation
processes due to collisions, which often occur at different time scales. Also, the collision matrix takes a much reduced form as a diagonal matrix in this moment space. By carefully choosing and separating different time scales to represent changes in various hydrodynamic and kinetic modes through a von Neumann stability analysis of the kinetic equation [50], the numerical stability of the LBE can be significantly improved [40]. The general forms of the MRT models in two-dimensions (2D) and three-dimensions (3D) are presented by Lallemand and Luo [40] and d’Humières et al. [51], respectively. Simplified forms of MRT models [52, 53, 54] and with a different weighted representation of moments [55] have also been introduced to improve boundary conditions and to improve ability to represent hydrodynamics with thermal fluctuations. The MRT-LBE has been further extended with the use of additional forcing terms to simulate complex fluid flows, such as multiphase flows in 2D and 3D by McCracken and Abraham [56] and Premnath and Abraham [57], respectively, and applied to simulate complex multiphase flow problems with significantly enhanced numerical stability [58, 59]. More recently, the GLBE approach [57] has also been used to simulate complex magnetohydrodynamic problems with much success [60].

In recent years, Yu et al. [61] developed a MRT-LBE for LES of certain classes of turbulent flows. In particular, they employed the Smagorinsky SGS model with a constant coefficient, where the local strain rate tensor is given in terms of non-equilibrium moments. As such, their approach is applicable for problems without boundary effects, for e.g., free-shear flows and they have indeed validated it for a turbulent free-jet flow problem. However, the presence of either stationary or moving boundaries, such as walls or free surfaces, respectively, are known to strongly affect the turbulence structures, and suitable modifications are needed to the standard Smagorinsky SGS model for use with the GLBE. Moreover, in many situations, external forces, such as constant body forces mimicking pressure gradient in a periodic domain or non-uniform forces such as Lorentz or Coriolis forces, can drive and/or strongly influence the character of turbulent flow physics. The effects of these forces can be introduced as forcing terms in the GLBE. Also, the use of forcing terms representing non-uniform forces provide a framework to introduce more general forms of SGS Reynolds stress models that are not based on eddy-viscosity assumption. Moreover, as the scales of turbulent flow vary locally in general situations, it is important to employ local grid refinement approaches in conjunction with the MRT-LBE.

Thus, a primary objective of this paper is to develop a framework for LES using the MRT-
LBE with forcing term for wall-bounded flows, in which near-wall turbulence is generally known to be anisotropic and inhomogeneous in nature. We propose to carry out the forcing term in the natural moment space of the GLBE so that it is readily amenable for simulating general forms of non-uniform forces. The computations of the moment-projections of the forcing term are provided for the three-dimensional, nineteen velocity (D3Q19) model [8].

To account for the reduction in the turbulent length scale near walls, we employ the van Driest wall damping function [62] in the Smagorinsky SGS model. We derive expressions for the strain rate tensor used in the SGS model in terms of the non-equilibrium moments of the GLBE in the presence of forcing terms representing general non-uniform forces by means of Chapman–Enskog analysis [57, 63], which is a generalization of those presented by Yu et al. [61]. We also briefly discuss an optimized computational procedure for such an extended GLBE formulation. Moreover, we incorporate variable resolutions in the GLBE by introducing a conservative local grid refinement approach [64, 65]. While the use of a constant Smagorinsky SGS model is known to have certain limitations (see, for e.g., Ref. [31]), as a first step to model bounded flows as well as for reasons of computational efficiency, we have employed it in conjunction with the damping function, which are known to be reasonably accurate for certain wall-bounded flows [66]. It may be noted that more sophisticated SGS models involving the use of dynamic procedures to determine the values of the parameters in the SGS models [67] that circumvents some of the limitations of the constant Smagorinsky SGS model have also been successfully used in the LBM context recently by Premnath et al. [68]. Another important recent development is an inertial-consistent Smagorinsky SGS model proposed for use with the LBM by Dong et al. [69].

Another objective of this paper is to perform systematic studies for assessment of accuracy and gains in numerical stability using the LES framework described above for a set of canonical wall-generated flow turbulence problems. In particular, we evaluate the GLBE in detail for two problems viz., fully-developed turbulent channel flow at a shear or friction Reynolds number Re of 183.6 based on channel half-height and 3D driven cavity flows at a Re of 12,000 based on cavity side width. The benchmark problems involve complex features of wall-bounded turbulent flows, and extensive prior data, including those from DNS and experiments are available to compare and assess the results of the detailed structure of turbulence statistics obtained using the GLBE computations. We also study the gains in numerical stability when the GLBE is used in lieu of the SRT-LBE for such complex anisotropic
and inhomogeneous turbulent flows as well as the parallel scalability of its implementation on a massively parallel cluster.

This paper is organized as follows. In Section II we discuss the development of the generalized lattice-Boltzmann equation (GLBE) with forcing term. Section III presents the subgrid scale model for wall-bounded turbulent flows used in this work. Details of the computational procedure of GLBE and its optimization are provided in Sec. IV. The simulation results, accuracy and stability of two canonical problems, viz., fully-developed turbulent channel flow and 3D cubical cavity flow are discussed in Secs. V and VI respectively. Finally, the summary and conclusions are presented in Sec. VII. More elaborate details of the approach used in this work are presented in various appendices.

II. GENERALIZED LATTICE BOLTZMANN EQUATION WITH FORCING TERM

The computational approach for turbulent flows based on the solution of the GLBE is a recent version of the LBM. The GLBE consists of the evolution equation of the distribution function $f_\alpha$ of particle populations as they move and collide on a lattice and is given by [51, 57]

$$f_\alpha(\vec{x} + \vec{e}_\alpha \delta_t, t + \delta_t) - f_\alpha(\vec{x}, t) = - \sum_\beta \Lambda_{\alpha\beta} (f_\beta - f_\beta^{eq}) + \sum_\beta \left( I_{\alpha\beta} - \frac{1}{2} \Lambda_{\alpha\beta} \right) S_\beta \delta_t. \quad (1)$$

Here, the left hand side of Eq. (1) corresponds to the change in the distribution function during a time interval $\delta_t$, as particle populations stream from location $\vec{x}$ to their adjacent location $\vec{x'} = \vec{x} + \vec{e}_\alpha \delta_t$, with a velocity $\vec{e}_\alpha$ along the characteristic direction $\alpha$. We consider a three-dimensional, nineteen velocity (D3Q19) particle velocities set, shown in Fig. II given by

$$\vec{e}_\alpha = \begin{cases} 
(0, 0, 0) & \alpha = 0 \\
(\pm 1, 0, 0), (0, \pm 1, 0), (0, 0, \pm 1) & \alpha = 1, \cdots, 6 \\
(\pm 1, \pm 1, 0), (\pm 1, 0, \pm 1), (0, \pm 1, \pm 1) & \alpha = 7, \cdots, 18.
\end{cases} \quad (2)$$

The magnitude of the Cartesian component $c$ of the particle velocity $\vec{e}_\alpha$ is given by $c = \delta_x / \delta_t$, where $\delta_t$ is the lattice time step.

The first term on the right hand side (RHS) of Eq. (1) represents the cumulative effect of particle collisions on the evolution of distribution function $f_\alpha$. Collision is a relaxation
process in which \( f_\beta \) relaxes to its local equilibrium value \( f_\beta^{eq} \) at a rate determined by the relaxation time matrix \( \Lambda_{\alpha\beta} \). The GLBE has a generalized collision matrix with multiple relaxation times corresponding to the underlying physics: the macroscopic fields such as density, momentum and stress tensors are given as various kinetic moments of the distribution function. For example, collision does not alter the densities \( \rho \) and momentum \( \vec{j} = \rho \vec{u} \), while the stress tensors relax during collisions at rates determined by fluid properties such as viscosities. The components of the collision matrix \( \Lambda_{\alpha\beta} \) in the GLBE are developed to reflect the underlying physics of collision as a relaxation process.

The second term on the RHS of Eq. (1) introduces changes in the evolution of distribution function due to external force fields \( \vec{F} \), such as driving body forces mimicking a pressure gradient in a periodic domain or gravity, or Lorentz or Coriolis forces, through a source term \( S_\alpha \). In this term \( I_{\alpha\beta} \) is the component of the identity matrix \( I \). The source term \( S_\alpha \) may be written as \[ 57, 70 \]

\[
S_\alpha = \frac{(e_{\alpha j} - u_j) F_j}{\rho c_s^2} f_{\alpha,M}^{eq}(\rho, \vec{u}),
\]

where \( f_{\alpha,M}^{eq}(\rho, \vec{u}) \) is the local Maxwellian

\[
f_{\alpha,M}^{eq}(\rho, \vec{u}) = \omega_\alpha \rho \left\{ 1 + \frac{e_{\alpha}^2}{c_s^2} \frac{\vec{u} \cdot \vec{u}}{c_s^2} + \frac{(e_{\alpha}^1 \cdot \vec{u})^2}{2 c_s^4} - \frac{1}{2} \frac{\vec{u} \cdot \vec{u}}{c_s^2} \right\}, \omega_\alpha = \begin{cases} \frac{1}{3} & \alpha = 0 \\ \frac{1}{18} & \alpha = 1, \ldots, 6 \\ \frac{1}{36} & \alpha = 7, \ldots, 18. \end{cases}
\]

and \( c_s = c/\sqrt{3} \) is the speed of sound of the model. By neglecting terms of the order of
\(O(Ma^2)\) or higher Eq. (3) may be simplified as

\[
S_\alpha = w_\alpha \left[ \frac{3}{c^2} (e_{\alpha i} - u_i) + \frac{9}{c^4} (e_{\alpha i} \cdot \vec{u}) e_{\alpha i} \right] F_i
\]

(5)

where \(F_i = \{F_x, F_y, F_z\}\), with \(F_x, F_y\) and \(F_z\) are the Cartesian components of the external force field, which can, in general, vary in space and/or time.

It may be noted that, Eq. (1) is obtained from the second-order trapezoidal discretization of the source term in GLBE \[57\], viz.,

\[
f_\alpha (\vec{x} + \vec{e}_\alpha \delta t, t + \delta t) - f_\alpha (\vec{x}, t) = -\sum_\beta \Lambda_{\alpha \beta} [f_\beta (\vec{x}^t, t) - f_{eq}\beta (\vec{x}^t, t)] + 1/2 [S_\alpha (\vec{x}, t) + S_\alpha (\vec{x} + \vec{e}_\alpha \delta t, t + \delta t)] \delta t,
\]

which is made effectively time-explicit through a transformation \(\bar{f}_\alpha = f_\alpha - 1/2 S_\alpha \delta t\) \[70\], and then dropping the ‘overbar’ in subsequent representations for convenience. The second-order discretization provides a more accurate treatment of source terms, particularly in correctly recovering general forms of external non-uniform forces in the continuum limit without spurious terms due to discrete lattice effects \[71\], and its time-explicit representation facilitates numerical solution in a manner analogous to the standard LBE. The local macroscopic density and velocity fields are given by

\[
\rho = \sum_\alpha f_\alpha,
\]

(6)

\[
\vec{j} \equiv \rho \vec{u} = \sum_\alpha f_\alpha \vec{e}_\alpha + \frac{1}{2} \vec{F} \delta t,
\]

(7)

and the pressure field \(p\) may be written as

\[
p = \rho \rho c_s^2.
\]

(8)

The physics behind the kinetic equation Eq. (1), and in particular, the collision matrix \(\Lambda_{\alpha \beta}\) will become more transparent when it is specified directly in terms of a set of linearly independent moments \(\hat{f}\) instead of the distribution functions \(f = [f_0, f_1, f_2, \ldots, f_{18}]^\dagger\), i.e. through \(\hat{f} = [\hat{f}_0, \hat{f}_1, \hat{f}_2, \ldots, \hat{f}_{18}]^\dagger\). Here, the superscript ‘\(\dagger\)’ is the transpose operator and the ‘hat’ represents quantities in moment space. The moments have direct physical import to the macroscopic quantities such as momentum and viscous stress tensor. The components of \(\hat{f}\) are provided in Appendix \[A\]. This is achieved through a transformation matrix \(T\):

\[
\hat{f} = Tf.
\]

The elements of \(T\) are given in d’Humières et al. \[51\]. Each row of this matrix is orthogonal to every other row. The essential principle for its construction is based on the observation that the collision matrix \(\Lambda\) becomes a diagonal matrix \(\hat{\Lambda}\) through \(\hat{\Lambda} = T\Lambda T^{-1}\) in a suitable orthogonal basis which can be obtained as combinations of monomials of the
Cartesian components of the particle velocity directions $\hat{e}_\alpha$ through the standard Gram-Schmidt procedure.

The collision matrix in moment space $\hat{\Lambda}$ may thus be written as

$$\hat{\Lambda} = \text{diag} \left( s_0, s_1, s_2, \ldots, s_{18} \right),$$

(9)

where $s_0, s_1, s_2, \ldots, s_{18}$ relaxation time rates for the respective moments. The corresponding components of the local equilibrium distributions in moment space $\hat{f}^{eq} = \left[ \hat{f}_0^{eq}, \hat{f}_1^{eq}, \hat{f}_2^{eq}, \ldots, \hat{f}_{18}^{eq} \right]^\dagger$ are functions of the conserved moments, viz., local density and momentum fields, and are given in Appendix A.

When there is an external force field, as in Eq. (5) represented in particle velocity space $\vec{S}$, where

$$\vec{S} = \left[ S_0, S_1, S_2, \ldots, S_{18} \right]^\dagger,$

appropriate source terms in moment space $\hat{S}$ need to be introduced. In this regard, we obtain the projections of source terms onto moments $\hat{S}$ by a direct application of the transformation matrix to Eq. (5) for the D3Q19 model, as done for the D3Q15 model earlier in Ref. [57], i.e. $\hat{S} = \mathcal{T} \vec{S}$, where $\hat{S} = \left[ \hat{S}_0, \hat{S}_1, \hat{S}_2, \ldots, \hat{S}_{18} \right]^\dagger$. They are explicit functions of the external force field $\vec{F}$ and the velocity $\vec{u}$, which are summarized in Appendix A. In effect, due to collisions and the presence of external forces, the distribution functions in moment space or simply, the moments are modified by the quantity $-\Lambda \left( \hat{f} - \hat{f}^{eq} \right) + \left( I - 1/2\hat{\Lambda} \right) \hat{S} \delta_t$.

A multiscale analysis based on the Chapman–Enskog expansion [63] of the GLBE shows that in the continuum limit, it corresponds to the weakly compressible Navier–Stokes equations with external forces, where the density, velocity and pressure, given by Eqs. (6), (7) and (8), respectively, as was done for the D3Q15 model by Premnath and Abraham [57]. The macrodynamical equations can also be derived through an asymptotic analysis under a diffusive scaling [14, 72, 73]. The transport properties of the fluid flow, such as bulk $\zeta$ and shear $\nu$ kinematic viscosities can be related to the appropriate relaxation times through either Chapman–Enskog analysis of the GLBE or the von Neumann stability analysis of its linearized version [40]:

$$\zeta = \frac{2}{9} \left( \frac{1}{s_1} - \frac{1}{2} \right) \delta_t,$$

(10)

$$\nu = \frac{1}{3} \left( \frac{1}{s_\beta} - \frac{1}{2} \right) \delta_t, \quad \beta = 9, 11, 13, 14, 15.$$

(11)

Notice that from Eq. (11), $s_9 = s_{11} = s_{13} = s_{14} = s_{15}$ to maintain isotropy of the stress tensor and $s_2$ determines the magnitude of bulk viscosity. The rest of the relaxation parameters do
not affect hydrodynamics but can be chosen in such a way to enhance numerical stability as to simulate higher Reynolds number problems for a given grid resolution, in particular for wall-bounded turbulent flows considered here. Based on linear stability analysis \cite{40}, the following values for the other relaxation parameters are determined \cite{51}: $s_1 = 1.19$, $s_2 = s_{10} = s_{12} = 1.4$, $s_4 = s_6 = s_8 = 1.2$ and $s_{16} = s_{17} = s_{18} = 1.98$. For the conserved moments, the values of the relaxation parameters are immaterial as their corresponding equilibrium distribution is set to the value of the respective moments itself. However, with forcing terms it is important that they be non-zero \cite{56, 57}. For simplicity, we set $s_0 = s_3 = s_5 = s_7 = 1.0$.

It may be noted that all relaxation parameters have the following bound $0 < s_\alpha < 2$. In this paper, we employ the above values for the relaxation parameters. Since the GLBE employs a set of relaxation times, it is also referred to as the multiple-relaxation time (MRT)-LBE.

It may be noted that when all the relaxation times are equal, i.e., $s_1 = s_2 = \ldots = s_{18} = 1/\tau$, where $\tau$ is the relaxation time, the GLBE reduces to the single-relaxation time (SRT)-LBE \cite{8, 9} based on the Bhatnagar, Gross and Krook model \cite{39}. Its popularity and appeal lies in its apparent simplicity. However, the GLBE has marked advantages when compared with the SRT-LBE: for a given resolution, the GLBE is significantly more stable numerically and more accurate for problems with anisotropy, with an insignificant additional computational overhead, thereby allowing access to a greater range of problems, particularly at higher Reynolds numbers, to be reached than possible with the SRT-LBE. This is demonstrated later for two problems involving wall-generated turbulent flows.

### III. SUBGRID SCALE TURBULENCE MODEL

In this paper, we have incorporated the subgrid scale (SGS) effects in the GLBE through the standard Smagorinsky model \cite{32}. It assumes that the SGS Reynolds stress term depends on the local strain rate tensor and leads to the eddy-viscosity assumption. The eddy viscosity $\nu_t$ arising from this model can be written as

$$\nu_t = (C_s \Delta)^2 \overline{S}, \quad \overline{S} = \sqrt{2S_{ij}S_{ij}},$$

(12)

where $C_s$ is a constant (taken equal to 0.12 in this paper). Here, $\Delta$ is the cut-off length scale set equal to the lattice-grid spacing, i.e. $\Delta = \delta_x$, and $S_{ij}$ is the strain rate tensor given by $S_{ij} = 1/2 (\partial_j u_i + \partial_i u_j)$. In LBM, the strain rate tensor can be computed directly from
the non-equilibrium part of the moments, without the need to apply finite differencing to the velocity field. Recently, Yu et al. [61] derived such expressions for the strain-rate tensor for the D3Q19 model of the GLBE without forcing term. In this paper, we extend the results for GLBE with forcing term by means of a Chapman–Enskog analysis [57, 63], which is presented in Appendix B. The use of forcing terms allows for incorporation of not only general forms of non-uniform external forces, but also more general forms of SGS Reynolds stress models [68]. This procedure for calculation of strain rates in GLBE is fully local in space and is computationally efficient, particularly for complex geometries.

The eddy viscosity $\nu_t$ is added to the molecular viscosity $\nu_0$, obtained from the statement of the problem, through the characteristic dimensionless number, such as shear Reynolds number for turbulent channel flow problem, to yield the total viscosity $\nu$ (i.e., $\nu = \nu_0 + \nu_t$). The relaxation times may then be obtained from Eq. (11). When such eddy-viscosity type SGS models are used to provide additional contributions to the relaxation times, the GLBE can be considered to be “coarse-grained” and it can be readily shown that the macroscopic dynamical equations of fluid flow corresponds to the filtered equations with the SGS Reynolds stress represented through the eddy viscosity. As a result, the GLBE would represent the dynamics of larger eddies in turbulent flows. The distribution functions (or equivalently, the moments) and the hydrodynamic fields, can be considered to be grid-filtered quantities. An alternative approach is to directly apply filters to the moment representation of the GLBE and rigorously derive SGS models essentially from kinetic theory under appropriate scaling [19].

To account for the damping of scales near the walls, following an earlier work [66], we have implemented the van Driest damping function [62]

$$\Delta = \delta_x \left[1 - \exp \left(-\frac{z^+}{A^+}\right)\right]$$

where $z^+$ is the distance from the wall and $A^+$ is a constant, taken to be 25 in this work [66]. The superscript $+$ signifies normalization with respect to wall units, i.e. $z^+ = z/\delta_\nu$, where $\delta_\nu = u_*/\nu_0$ is the characteristic viscous length scale. Here, $u_*$ is the shear or friction velocity, which is related to the wall shear stress $\tau_w$ through $u_* = \sqrt{\tau_w/\rho}$. While this approach has some empiricism built-in, for a class of wall-bounded turbulent flows, such as turbulent channel flows considered here, it has been shown to be reasonably accurate in prior work based on the solution of grid-filtered Navier–Stokes equations [66]. Also, as will be shown...
later in this paper that the GLBE is able to reproduce turbulence statistics in the near-wall region reasonable well using this damping supplemented to the SGS model. For more general situations, for improved accuracy it may be necessary to introduce dynamic SGS models (e.g., \[67, 74, 75\]) for LES using the GLBE \[68\].

IV. COMPUTATIONAL PROCEDURE: OPTIMIZATION WITH FORCING TERMS

In practice, implementation of the GLBE with forcing term, i.e. Eq. (11), together with associated turbulence models and procedure for strain rate computations, initial and boundary conditions, requires careful consideration for the details for efficient performance. In particular, the “effective” collision step including the forcing terms should be performed in moment space, while the streaming step should be executed in particle velocity space and the special properties of the transformation matrix that transform between the two spaces should be fully exploited \[51, 57, 61\]. Such properties of the transformation matrix \(\mathbf{T}\) include its orthogonality, entries with many zero elements, and entries with many common elements that are integers, which are used to form the most compact common sub-expressions for transformations between spaces. We will now briefly discuss the details of the computational procedure for the GLBE with forcing term used in this paper.

The GLBE with forcing term can be re-written in terms of the following “effective” collision and streaming steps, respectively:

\[
\hat{f}(\vec{x}, t) = f(\vec{x}, t) + \varpi(\vec{x}, t), \tag{14}
\]

and

\[
f_\alpha(\vec{x} + \vec{e}_\alpha \delta_t, t + \delta_t) = f_\alpha(\vec{x}, t), \tag{15}
\]

where \(\hat{f}_\alpha\) is the post-collision distribution function and

\[
\varpi(\vec{x}, t) = \mathbf{T}^{-1} \left[ -\hat{\Lambda} \left( \hat{f} - \hat{f}^{eq} \right) + \left( \mathbf{I} - \frac{1}{2} \hat{\Lambda} \right) \hat{S} \right], \tag{16}
\]

is the effective change due to collision including the effect of external forces. Here, \(\hat{f} \equiv \hat{f}(\vec{x}, t), \hat{f}^{eq} \equiv \hat{f}^{eq}(\vec{x}, t)\) and \(\hat{S} \equiv \hat{S}(\vec{x}, t)\), and \(\mathbf{I}\) is the identity matrix and \(\hat{\Lambda} = \mathbf{T} \Lambda \mathbf{T}^{-1} = \text{diag}(s_0, s_1, \ldots, s_{18})\) is the diagonal collision matrix in moment space.
A note regarding the actual implementation details is in order. First, the transformation matrix $T$ is row-wise orthogonal and satisfies $TT^\dagger = \hat{\mathcal{L}}$, where $T^\dagger$ is the transpose of $T$ and $\hat{\mathcal{L}}$ is a diagonal normalization matrix. Thus it follows that the matrix inverse $T^{-1}$ is obtained simply using $T^{-1} = T^\dagger \hat{\mathcal{L}}$. As a result, we may write Eq. (16) as $\varpi(\vec{x}, t) = T^\dagger \hat{q}$ where $\hat{q}$ is given by $\hat{q} = \left[ -\hat{\Gamma} \left( \hat{f} - \hat{f}^{eq} \right) + \left( \hat{\mathcal{L}}^{-1} - \frac{1}{2} \hat{\Gamma} \right) \hat{S} \right]$ and $\hat{\Gamma} = \hat{\mathcal{L}}^{-1} \hat{\Lambda}$. Thus, for computational efficiency, we actually implement the “effective” collision step that also including forcing terms in moment space. Now, the relaxation times in $\hat{\Lambda}$ used to compute in Eq. (16) can be related to the transport coefficients and modulated by eddy viscosity, in the case of hydrodynamic time scales, as follows: $s_1^{-1} = s_\zeta^{-1} = \frac{9}{2} \zeta + \frac{1}{2}$ from Eq. (10), and $s_9 = s_{11} = s_{13} = s_{14} = s_{15} = s_\nu$, where $s_\nu^{-1} = 3 \nu + \frac{1}{2} = 3(\nu_0 + \nu_t) + \frac{1}{2}$, from Eq. (11). The rest of the relaxation parameters can be chosen to enhance numerical stability, as discussed in Section IV. The forcing term used in the computation of strain rate tensor (Appendix B) and in the “effective” collision step (Eq. (16)) can be obtained from Appendix A. This optimized procedure dramatically improves the computational speed of the GLBE as compared to a naive implementation. Indeed, the additional computational overhead of using GLBE in lieu of the SRT-LBE is small, between 15%–30%, but, as will be shown later, with a significantly improved accuracy and numerical stability.

No slip wall boundary conditions, involving stationary walls as well as moving walls, in the case of turbulent channel flow and driven cavity flow, respectively, are implemented by means of the link or half-way bounce back [52]. To initiate turbulence, a three-dimensional perturbation velocity field satisfying divergence free condition [76] is employed in the solution of the GLBE through the consistent initialization procedure [77].

V. FULLY-DEVELOPED TURBULENT CHANNEL FLOW

First, we simulated a canonical problem, viz., fully-developed turbulent channel flow using the GLBE with the SGS model mentioned above. Prior efforts have validated LBM as a DNS tool for this problem by comparing a set of turbulent statistics with available data [24, 25, 30]. The focus of this study is to evaluate MRT-LBE that incorporate subgrid scale effects for this problem on a relatively coarse grid, while maintaining the necessary near-wall resolution.
FIG. 2: Schematic of computational domain for LES of fully-developed turbulent channel flow.

We considered turbulent flow with a shear Reynolds number $Re_* = u_* H / \nu_0 = 183.6$, where $\nu_0$ is the molecular kinematic viscosity and $H$ is the channel half height. A schematic of the problem set up is shown in Fig. 2 in which a no-slip boundary is imposed at the bottom, free-slip at the top and periodic boundary conditions were applied in the streamwise $x$ and spanwise $y$ directions [76, 78]. The computational domain is chosen with appropriate aspect ratios, viz., $6H$ and $3H$ in the streamwise and spanwise directions, respectively. With this domain, a sufficient number of wall-layer streaks are accommodated [76] and end effects of two-point correlations are excluded, i.e. the two-point velocity correlations in solutions are required to decay nearly to zero within half the domain [79]. For this initial case, we considered a uniform grid with a grid spacing in wall units (referred to with a “+” superscript) as $\Delta^+ = \Delta / \delta_{\nu} = 4.08$, where $\delta_{\nu} = \nu_0 / u_*$ is the viscous length scale as defined in Sec. III. The computational domain thus consists of $270 \times 135 \times 47$ grid nodes. Due to the use of link-bounce back method for implementation of wall boundary condition, the first lattice node is located at a distance of $\Delta^+_{nw} = \Delta^+ / 2$, which in our case is 2.04. For wall-bounded turbulent flows, it is important to adequately resolve the near-wall, small-scale turbulent structures, which is satisfied when the computations resolve the local dissipative or Kolmogorov length scale $\eta = (\nu_0^3 / \epsilon)^{1/4}$, i.e. $\Delta^+_{nw} \leq O(\eta^+)$ [79]. In particular, it is generally recognized that $1.5\eta^+ - 2.0\eta^+$ represents the upper limit of grid-spacing, above which the small scale turbulent motions in bounded flows are not well resolved. It can be shown by simple arguments that $\eta^+ \approx 1.5 - 2.0$ at the wall and that $\eta^+$ increases with increasing
distance from the wall \cite{17}. Thus, our computational set up is expected to fairly resolve the small-scale turbulent structures.

The initial mean velocity is specified to satisfy the $1/7^{th}$ power law \cite{17}, while initial perturbations satisfying divergence free velocity field \cite{76}. The density field is taken to be $\rho = \rho_0 = 1.0$ for the entire domain. The precise form of the initial fields may not affect the turbulence statistics, but can have significant influence on the number of time steps needed for convergence of the solution to statistically steady state. In particular, the above choice of initial fields would enable a rapid convergence to the statistically steady state solution of the fluctuating fields obtained by the GLBE with forcing term. With these initial conditions on the macroscopic fields, we employed the consistent initialization procedure for the distribution functions or moments \cite{77}. Using $\vec{F} = -\frac{\partial p}{\partial x}\hat{x} = \tau_w\hat{x} = \rho u^2\hat{x}$ as the driving force, the GLBE computations are carried out until stationary turbulence statistics are obtained, as measured by the invariant Reynolds stresses profiles. This initial run was carried out for a duration of $50T^*$, where $T^* = H/u_*$ is the characteristic time scale.

The averaging of various flow quantities was carried out in time as well as in space in the homogeneous directions, i.e. over the horizontal planes, by an additional run for a period of $30T^*$. Figure 3 shows the computed mean velocity profile, normalized by the shear velocity $u_*$, as a function of the distance from the wall given in wall units, i.e. $z^+ = z/\delta_\nu$, where $\delta_\nu$ is the viscous length scale defined earlier. Also plotted are the DNS data by Kim, Moin and Moser (1987) \cite{80} based on a spectral method and the von Karman log-law of the wall, which is valid for the so-called log-region. The computed velocity profile follows the DNS data fairly closely, with about 5% difference. Such differences are characteristic of LES, which employ relatively coarser grids than DNS, and they also generally depend on the numerical dissipation of the computational approach for LES (see e.g., Ref. \cite{81, 82}).

Figure 4 shows comparison of the computed mean velocity profile as a function of the distance from the wall with wall-layer scaling laws, i.e. viscous sublayer and log-law of the wall. Generally, Reynolds stress effects are negligible in the viscous sublayer region ($z^+ \leq 5$), and $u^+ \equiv <u>/u_* = z^+$ holds for the mean velocity. For $z^+ > 30$, the mean velocity satisfies the log-law, i.e. $u^+ = A\ln z^+ + B$, where the coefficients depend on the flow parameters and nature of the wall. Values of $A = 2.5$ and $B = 5.5$ are known to be reasonably accurate for flow over smooth walls at $Re_* \approx 180$ \cite{17, 76, 80}. It can be seen that
computations agree well with these scaling laws.

The Reynolds stress, normalized by the wall-shear stress, is presented in Fig. 5 in semi-log scale and compared with the DNS data of Kim, Moin and Moser [80] obtained from the direct solution of incompressible Navier–Stokes equations (NSE), which the GLBE computations reproduce quite well with good accuracy.

Let us now consider the statistics of turbulent fluctuations of important quantities in the near-wall region. Figures 6, 7 and 8 show comparisons of the components of the root-mean-square (rms) streamwise, spanwise and wall-normal velocity fluctuations, respectively, computed using the GLBE with data from DNS based on the solution of NSE by Kim, Moin and Moser [80] and experimental measurements of Kreplin and Eckelmann [83]. It may be seen that the computed results agree reasonably well with prior data.

Another important quantity representing turbulent activity near the wall is the pressure fluctuations. Figure 9 shows the computed rms pressure fluctuations. The profile shown here is qualitatively consistent with the NSE-DNS results. It is found that the pressure fluctuations normalized by the wall shear stress is about 1.66 at the wall, which is within the range in prior data – NSE based DNS results in Ref. [80] and [76] provide values of about 1.5 and 2.15 respectively. These values depend on the Reynolds number employed. In the measurements reported by Willmarth [84], the values of maximum rms pressure fluctuations...
FIG. 4: Comparison of the computed mean velocity profile with wall-layer scaling laws in inner wall coordinates for fully-developed turbulent channel flow at $Re_{*} = 183.6$.

were found to be between 2 and 3, but these were for much higher Reynolds numbers than considered here. Moreover, the computed maximum pressure fluctuations occurs at $z^+ \approx 26$, which is close to the range in DNS data [80], i.e. $z^+ \approx 30$. It may be seen that there the computed profile rms pressure fluctuations using GLBE is systematically somewhat larger than the DNS results based on NSE. This observation is also consistent with those found in Ref. [30], where DNS using SRT-LBE revealed similar values for the peak rms pressure fluctuations and its location. Such difference could plausibly be due to compressibility effects inherent in LBM, while the DNS carried out in Ref. [80] considered incompressible NSE.

A particularly stringent test is the comparison of computed components of near wall rms vorticity fluctuations with DNS, which is shown in Fig. 10, in which lines represent the GLBE solution and symbols the DNS data [80]. The components of vorticity fluctuations normalized by the mean wall shear ($u^{+}_w/\nu_0$). There is a strong variation among the components of vorticity due to inhomogeneity and anisotropy of turbulence closer to the wall. Also, as expected, for distances further from the wall, all the components of vorticity are essentially the same. While there are some deviations from the DNS results, the GLBE is able to reproduce the qualitative trends and, more importantly, the ratio between components...
of vorticity. Such deviations have been observed in LES using filtered NSE, e.g. [85], who point out the underestimation of the resolved components to be due to mere consequence of filtering process inherent to LES.

Another important measure is the pressure-strain (PS) correlations. Their components are: $PS_x = \langle p' \partial_x u'_x \rangle$, $PS_y = \langle p' \partial_y u'_y \rangle$, and $PS_z = \langle p' \partial_z u'_z \rangle$, where the prime denotes fluctuations and the brackets refer to averaging (along homogeneous spatial directions and time). They provide indications of energy transfers among the components. Figure 11 shows the components of the computed PS correlations. They exhibit the expected behavior close to the wall, including the transfer of energy from the wall-normal component to the other two components near the wall – a phenomenon termed as splatting or impingement [66]. Thus, it appears that the GLBE with forcing term is a reliable approach for computation of fully-developed turbulent channel flows.
FIG. 6: Root-mean-square (rms) streamwise velocity fluctuations normalized by the wall shear velocity for fully-developed turbulent channel flow at $Re_* = 183.6$.

FIG. 7: Root-mean-square (rms) spanwise velocity fluctuations normalized by the wall shear velocity for fully-developed turbulent channel flow at $Re_* = 183.6$. 
FIG. 8: Root-mean-square (rms) wall-normal velocity fluctuations normalized by the wall shear velocity for fully-developed turbulent channel flow at $Re_*=183.6$.

FIG. 9: Root-mean-square (rms) pressure fluctuations normalized by the wall shear stress for fully-developed turbulent channel flow at $Re_*=183.6$. 
FIG. 10: Components of root-mean-square (rms) vorticity fluctuations normalized by a factor given in terms of wall shear stress for fully-developed turbulent channel flow at $Re_* = 183.6$. Lines are GLBE solution and symbols are DNS data [80].

FIG. 11: Components of computed pressure-strain correlations normalized by a factor given in terms of wall shear velocity and molecular viscosity for fully-developed turbulent channel flow at $Re_* = 183.6$. 
A. Numerical Stability

To put things in perspective, let us now discuss the stability characteristics of the GLBE in relation to the SRT-LBE for turbulent channel flow on coarser grids. The test case used a shear Reynolds number $Re^*$ of 180, with a uniform spacing $\Delta^+$ of 6 in wall units, which at the near-wall node becomes $\Delta^+_{nw} = 3$ due to the link-bounce back scheme employed. The number of grid nodes used in each case is $180 \times 90 \times 32$. This is a somewhat coarser resolution than used in the previous simulation and it is expected that small-scale near-wall dynamics may not be properly resolved. Nevertheless, subgrid scale motions are quite energetic for such coarse resolutions and it is important to determine if the grid scale numerical instabilities developed by the computational approaches interact with them. The numerical stability of the LBM depends on various factors including the grid resolution $\Delta$, maximum velocity or Mach number $Ma$ considered and the relaxation times or the molecular viscosity of the fluid $\nu_0$. For a given resolution and maximum flow velocity, the numerical stability of the LBE depends mainly on the molecular viscosity of the fluid $\nu_0$.

As is natural for LBE, unless otherwise specified, all the results are reported in lattice units. That is, the velocities are scaled by the particle velocity $c$ and the distance by the streaming distance of the populations, $\delta_x$. Here, we considered a maximum velocity, i.e. velocity at the top surface to be about 0.18, and varied the viscosity $\nu_0$. In the case of the SRT-LBE, the only parameter that can be used to specify $\nu_0$ is the single-relaxation time $\tau$ and its value is chosen from $\nu_0 = 1/3(\tau - 1/2)$. On the other hand, for the GLBE, the relaxation parameters that determine moments involving fluid stresses are determined from Eq. [11] while the rest of the parameters are tuned to improve numerical stability as specified earlier.

Figure 12 shows the components of rms turbulent fluctuations obtained by using both the GLBE and the SRT-LBE at $\nu_0 = 0.0012$. The rms turbulent fluctuations results from the SRT-LBE simulation show some physically unrealistic behavior, with a large spike in the wall normal component near the no-slip wall. Farther out, ripples which grow as the slip-surface is approached can be seen in both the wall normal and the streamwise component. That is, spurious oscillations due to non-hydrodynamic or kinetic modes seem to strongly interact with fluctuating turbulent motions generated by the wall, particularly in the wall-normal component, in the case of the SRT-LBE. In contrast, due to scale separation of relaxation
FIG. 12: Comparison of the components of root-mean-square (rms) velocity fluctuations normalized by the wall shear velocity for fully-developed turbulent channel flow with a free-slip surface at the top for $Re_* = 180$ obtained by GLBE or MRT-LBE (dashed lines with open symbols) and BGK-LBE or SRT-LBE (solid line with filled symbols) on a coarse grid.

parameters in the GLBE, the kinetic modes are quickly damped and do not exhibit such unphysical behavior.

It may be noted that such spurious effects do not seem to manifest with the SRT-LBE, when fine enough resolution is employed, as was also noticed, for e.g. in Ref. [30]. On the other hand, for the same resolution, if the viscosity is lowered further, the SRT-LBE becomes unstable. Stable and physically realistic solutions can be obtained only for viscosity greater than 0.0018 in this particular case. On the other hand, the GLBE seems to predict correct physical and smoother behavior for all the components of velocity fluctuations for viscosity of 0.0012 shown in Fig. 12 and up to 0.0006 in our work. For this specific problem we thus obtain enhancement in stability by a factor of about 3, which is consistent with the observations made for other problems [51, 56, 57, 58, 61, 86]. Thus, it appears that the GLBE is superior in terms of both physical fidelity and stability on coarser grid LES simulations of anisotropic and inhomogeneous turbulent flows, when it is used in lieu of the SRT-LBE. We will also discuss more on the stability aspects when we discuss about the other canonical problem considered in this paper.
B. Conservative Multiblock Approach for Local Grid Refinement

Close to a wall, length scales are very small, requiring a fine grid to adequately resolve turbulent structures. Use of a grid fine enough to resolve the wall regions throughout the domain can entail significant computational cost, and this can be mitigated by introducing coarser grids farther from the wall, where turbulent length scales are larger. One approach is to consider using continuously varying grid resolutions, using an interpolated-supplemented LBM \[87\] that effectively decouples particle velocity space represented by the lattice and the computational grid. However, it is well known that interpolation could introduce significant numerical dissipation, see for e.g. \[40\], which could severely affect the accuracy of solutions involving turbulent fluctuations, as was confirmed in numerical experiments during the course of this work. Thus, we consider locally embedded grid refinement approaches, and in particular their conservative versions \[64, 65\] that enforce mass and momentum conservation. Similar zonal embedded approaches have been successfully employed in computational approaches based on the solution of filtered NSE for LES of turbulent flows \[88\].

Figure 13 shows a schematic of such a multiblock approach in which a fine cubic lattice grid is used close to the wall and a coarser one, again cubic in shape, farther out. In order to facilitate the exchange of information at the interface between the grids, the spacing of the nodes changes by an integer factor, in this case two. As well as using different grid sizes, the two regions use different time steps (time step being proportional to grid size), and the computational cost required per unit volume is thus reduced by a factor of 16 in the...
coarse grid. Figure [13] shows a staggered grid arrangement, in which nodes on the fine and coarse sides of the interface are arranged in a manner that facilitates the imposition of mass and momentum conservation. Different blocks communicate with each other through the Coalesce and the Explode steps, in addition to the standard stream-and-collide procedure. The details are provided in Chen et al. [64] and Rohde et al. [65], and here we very briefly present the essential elements in what follows. The Coalesce procedure involves summing the particle populations on the fine nodes to provide new incoming particle populations for the corresponding coarse nodes. Similarly, the Explode step involves redistributing the populations on the coarse node to the surrounding fine nodes. These grid-communicating steps used in the multiblock approach presented in Chen et al. [64] were incorporated in the GLBE framework in this work.

We performed fully-developed turbulent channel flow at the same shear Reynolds number as before, i.e. 183.6, with different blocks, viz., fine block near the wall and coarse block in the bulk bounded by top free-slip surface. For the fine grid, we used a resolution $\Delta_{\text{fine}}^+ = 4$ in wall-units (with $\Delta_{\text{nw}}^+ = 2$ due to link-bounce back) and a resolution of $\Delta_{\text{coarse}}^+ = 8$ in wall units for the coarse grid. We used $256 \times 128 \times 17$ grids for the fine block and $128 \times 64 \times 17$ for the coarse block, which corresponds to similar aspect ratios to that used in the earlier simulations. The initial run and averaging times used were similar to that for the uniform grid case, viz., $50T^*$ and $30T^*$, respectively.

The mean velocity and Reynolds stress profiles computed using the GLBE with locally refined multiblock grids are compared with uniform grid solution, again computed using GLBE, along with the DNS data [80], in Figs. [14] and [15] respectively. Generally, good agreement between various simulations can be seen. Some differences between the DNS data and the LES results based on the GLBE noticed in these figures are similar to those found in LES based on filtered NSE. The components of the rms velocity fluctuations in streamwise, spanwise and wall-normal directions are presented in Figs. [16], [17] and [18], respectively. Again, the multiblock GLBE based LES results are fairly in good agreement with the uniform grid GLBE as well as the DNS data for various components of velocity fluctuations. It is found that the velocity fluctuations and Reynolds stress are somewhat sensitive to numerical artifacts arising near grid-transition regions, i.e. at the interface between fine and coarse grid blocks, where they are slightly damped. Similar features have been noted in Ref. [65] when the multiblock approach is employed for computation of certain classes of flows, having
FIG. 14: Mean velocity normalized by the wall shear velocity for fully-developed turbulent channel flow at $Re_* = 183.6$. Lines are GLBE results on locally refined multiblock (broken) and uniform (solid) grids, and symbols are Kim, Moin and Moser’s DNS data (1987) [80].

FIG. 15: Reynolds stress normalized by the wall shear stress for fully-developed turbulent channel flow at $Re_* = 183.6$. Lines are GLBE results on locally refined multiblock (broken) and uniform (solid) grids, and symbols Kim, Moin and Moser’s DNS data (1987) [80].
FIG. 16: Root-mean-square (rms) streamwise velocity fluctuations normalized by the wall shear velocity for fully-developed turbulent channel flow at $Re_* = 183.6$. Lines are GLBE results on locally refined multiblock (broken) and uniform (solid) grids, and symbols are Kim, Moin and Moser’s DNS data (1987) [80].

flow components normal to grid interfaces. On the other hand, when the rms pressure fluctuations computed using the multiblock GLBE are compared with uniform grid results, there is a slight overprediction by the former, plausibly due to added compressibility effects with the use of multiblock grids (see Fig. 19).

C. Parallel Scalability

One of the main advantages of the LBM is its natural amenability for implementation on parallel computers. The code implementation of GLBE with forcing term was parallelized using the Message Passing Interface library through a domain decomposition strategy that exploits the local and explicit nature of the approach. It was tested for parallel scalability on a large parallel cluster known as Seaborg located at U.S. Department of Energy’s NERSC center. In these tests, the size of each subdomain was held constant at $20 \times 256 \times 256$ (1.3 million grid nodes), per processor for wall-bounded turbulence simulations. The speed-up factors obtained for up to 1024 processors are shown in Fig. 20. It is evident that near-linear
FIG. 17: Root-mean-square (rms) spanwise velocity fluctuations normalized by the wall shear velocity for fully-developed turbulent channel flow at \( Re^* = 183.6 \). Lines are GLBE results on locally refined multiblock (broken) and uniform (solid) grids, and symbols are Kim, Moin and Moser’s DNS data (1987) [80].

scaling can be obtained on massively parallel clusters and thus it appears that the GLBE approach is well-suited for large-scale turbulent flow simulations.

VI. THREE-DIMENSIONAL FLOW IN A CUBICAL CAVITY

Let us now consider another wall-bounded flow problem, viz., 3D flow in a cubical cavity driven by its top lid, and its computation using the GLBE. Although the geometry is simple, it is characterized by richness in fluid flow physics as there are no homogeneous directions and the presence of walls on all sides profoundly modifies the flow behavior. Features such as multiple counter-rotating recirculating regions at the corners, Taylor–Görtler-type vortices, bifurcations in flows and transition to turbulence may manifest themselves depending on the Reynolds number [89]. Generally, when the Reynolds number \( Re \) based on the cavity side length is less than 2000, the flow field is laminar, and flow instabilities manifest themselves near the downstream corner eddy when \( Re \) is between 2000 and 3000. As \( Re \) increases, turbulence is generated near the cavity walls, with the flow near the downstream corner eddy
becoming fully turbulent when $Re \gtrsim 10,000$. Due to various states exhibited by the flow at higher $Re$ it is a very challenging problem to study, in particular in obtaining computational results as it requires accurate methods with long averaging times. Measurements from experiments in cubical cavity are available for $Re = 10,000$ in Prasad and Koseff \cite{90}, while pseudo-spectral DNS and spectral element LES were performed more recently at $Re = 12,000$ by Leriche and Gavrilakis \cite{91} and Bouffanais et al. \cite{92}, respectively. In the context of LBM, d’Humières et al. \cite{51} performed simulations of 3D flow in a diagonally driven cavity, in the laminar and transition regime, i.e. $Re \leq 4000$. The focus here is to perform GLBE simulations at a higher $Re$ of 12,000 and compare results with available prior computational results \cite{91,92} and experimental data \cite{90}. In addition, we also compare numerical stability of the GLBE and the SRT-LBE for this problem at higher $Re$ range.

The computational conditions that we considered are as follows. The schematic of the 3D flow in a cubic cavity of side length $2W$ is shown in Fig. 21 with a coordinate system, in which flow is driven by the top lid with velocity $U_0$. The Reynolds number used in our computations $Re = U_0 2W/\nu_0 = 12,000$ is achieved by setting the lid velocity to be
FIG. 19: Root-mean-square (rms) pressure fluctuations normalized by the wall shear stress for fully-developed turbulent channel flow at $Re_\ast = 183.6$. Lines are GLBE results on locally refined multiblock (broken) and uniform (solid) grids, and symbols are Kim, Moin and Moser’s DNS data (1987) [80].

$U_0 = 0.12$, with a viscosity of $\nu_0 = 0.00128$ on a relatively fine uniform grid with $128^3$ lattice nodes. A note regarding the choice of the lid velocity is in order. For a given Re, when the fluid viscosity is chosen based on relaxation parameter so as to maintain numerical stability, the choice of $U_0$ influences the number of grid nodes needed to resolve each side of the 3D cubic cavity. That is, any reduction of $U_0$ by a factor $k$ will increase the total number of grid nodes by $k^3$. On the other hand, since the GLBE is a weakly compressible computational approach, the Mach number $Ma (= U_0/c_s$ where $c_s = 1/\sqrt{3}$) should be small. Thus, the value of $U_0$ is chosen as a compromise between satisfying the weakly compressible condition and resolution requirements so as to obtain an acceptable level of solution accuracy. In this work, as found later, the choice of $U_0 = 0.12$ and a resolution with $128^3$ grid nodes yields reasonably good accuracy.

Now, imposing a constant lid velocity profile on the top lid leads to edge and corner singularities and can significantly affect the stability, convergence and accuracy of simulations at such high Re [91, 92]. In reality, there is a velocity distribution at the top lid, whose precise form is not known. Following Leriche and Gavrilakis [91] as well as Bouffanais et al. [92],
FIG. 20: Parallel scalability of GLBE for turbulence simulation on a parallel cluster, Seaborg, at Department of Energy’s NERSC. Symbols are GLBE performance and line is the ideal linear speed-up.

we set the following velocity profile for the lid:

\[ u_{lid}(x, y) = u_0 \left[ 1 - \left( \frac{x - W}{W} \right)^{18} \right]^2 \left[ 1 - \left( \frac{y - W}{W} \right)^{18} \right]^2. \]  \hspace{1cm} (17)

It was found that the flow field in the cavity is not overly sensitive to the lid velocity profile, when such higher-order polynomial distributions are used \[91, 92\]. The mean value of this velocity profile is \( U_m \approx 0.85 U_0 \), with over 75% area of the lid has a velocity above \( U_m \) and the corresponding Reynolds number on the mean velocity is 10,200. In the GLBE, the velocity boundary condition at the lid is provided by setting the distribution function of incoming populations corresponding to \( \vec{e}_\pi \) through an momentum-augmented bounce back as follows \[93\]:

\[ f_\pi = f_\alpha + 2w_\alpha \rho_0 \frac{\vec{e}_\pi \cdot \vec{u}_{lid}}{c_s^2} \]  \hspace{1cm} (18)

where \( \vec{e}_\pi = -\vec{e}_\alpha \). No-slip zero velocity boundary conditions based on bounce back approach are set for all the other walls. A statistically stationary state of the flow field is obtained after running for \( 500T^* \) and then collecting statistics at each grid node averaged
FIG. 21: Schematic arrangement of computational domain for LES of flow in a three-dimensional cubical cavity of half-width $W$ driven by its top lid with velocity $U_0$.

over a period of $150T^*$, where the characteristic time is $T^* = 2W/u_0$.

Figures 22 and 23 show the computed first-order statistics, viz., the mean velocity profile on two of the cavity centerlines along with the other available data for comparison. It is seen that GLBE solution is in reasonable agreement with the DNS $[91]$ and experimental data $[90]$.

In general, as discussed in Ref. $[91]$, momentum transfer from the lid creates a region of high pressure in the upper corner of the downstream wall as the flow has to change direction, dissipating part of its energy. The flow then convects downwards along the downstream wall like an unsteady wall jet, which separates from the wall near the mid-section of the wall and leading to two elliptical jets. They subsequently impinge on the bottom cavity wall and generate turbulence, which is convected away by the central and main vortex. The second-order statistics of the fluctuating flow field provide an indication of the turbulent activity. Figures 24 and 25 provide the rms velocity fluctuations along the direction parallel to the lid motion, i.e. $u_{rms}$ on the centerlines $y = W, z = W$ and $x = W, y = W$, respectively,
FIG. 22: Mean velocity $\langle u \rangle$ on the centerline $x = W, y = W$ obtained in LES using GLBE (solid line) compared with DNS of Leriche and Gavrilakis (2000) [91] (dashed line) and experimental data of Prasad and Koseff (1989) [90] (circles).

FIG. 23: Mean velocity $\langle w \rangle$ on the centerline $y = W, z = W$ obtained in LES using GLBE (solid line) compared with DNS of Leriche and Gavrilakis (2000) [91] (dashed line) and experimental data of Prasad and Koseff (1989) [90] (circles).
FIG. 24: Root mean square (rms) velocity fluctuations $u_{rms}$ on the centerline $y = W, z = W$ obtained in LES using GLBE (solid line) compared with DNS of Leriche and Gavrilakis (2000) [91] (dashed line), LES with NSE of Bouffanais et al. (2007) [92] based on dynamic model (dotted line) and dynamic mixed model (dot-dashed line) and experimental data of Prasad and Koseff (1989) [90] (circles).

while Figs. 26 and 27 provide the rms velocity fluctuations along direction normal to the lid motion i.e. $w_{rms}$ on the centerlines $y = W, z = W$ and $x = W, y = W$, respectively. In addition, the components of the Reynolds stress $< u'w' >$ on the centerlines $y = W, z = W$ and $x = W, y = W$ are provided in Figs. 28 and 29 respectively. Firstly, these results indeed show that turbulence is generated along cavity walls. In particular, the turbulent fluctuations are about an order of magnitude larger near the downstream wall than near the upstream wall. Moreover, the fluctuations are the largest along the bottom wall. These seem to be consistent with the description of the features of the fluid motion in the cavity, as elucidated in the DNS [91]. Although there is some deviation in the peaks of the fluctuations when compared with other data, considering that DNS and LES considered here are based on approaches using higher-order spectral methods [91, 92], the GLBE computations, in general, compare reasonably well with them, which are very encouraging.

Some differences observed between computed solutions, including those from DNS and LES [91, 92], and the experimental data could be attributed to differences in Reynolds
FIG. 25: Root mean square (rms) velocity fluctuations $u_{rms}$ on the centerline $x = W, y = W$ obtained in LES using GLBE (solid line) compared with DNS of Leriche and Gavrilakis (2000) [91] (dashed line), LES with NSE of Bouffanais et al. (2007) [92] based on dynamic model (dotted line) and dynamic mixed model (dot-dashed line) and experimental data of Prasad and Koseff (1989) [90] (circles).

number as well as the averaging times used. For example, the magnitude of the peak value of the near-wall Reynolds stress in Fig. 28 is influenced by the length of the time interval over which averaging is performed. In this work, we have chosen the time period of averaging ($150 T^*$) from the sampling period used in experiments [90]. In effect, our results are closer to these data. However, it should be noted that prior computations [91, 92] found that the peak value of Reynolds stress is conditioned by rare events, which occur on time intervals of approximately $80 T^*$. Hence, the averaging period in Refs. [91, 92] is chosen such that the rare events, which tend to suppress fluctuations, are sampled many times, which accounts for the difference between experiments [90] (including this work) and prior computations [91, 92].

Moreover, a note regarding the influence of the choice of the SGS turbulence model on the turbulence statistics results is in order. Bouffanais et al. [92], who employed dynamic SGS models in their computations yielding high fidelity results in excellent agreement with DNS, also reported preliminary results without employing a SGS model, i.e. unresolved DNS, and with a constant Smagorinsky SGS model. They found that the unresolved DNS
FIG. 26: Root mean square (rms) velocity fluctuations $wrms$ on the centerline $y = W, z = W$ obtained in LES using GLBE (solid line) compared with DNS of Leriche and Gavrilakis (2000) [91] (dashed line), LES with NSE of Bouffanais et al. (2007) [92] based on dynamic model (dotted line) and dynamic mixed model (dot-dashed line) and experimental data of Prasad and Koseff (1989) [90] (circles).

is not even qualitatively correct for this problem and the use of constant Smagorinsky SGS model resulted in improved predictions, but still not fully consistent with the resolved DNS and their results with using dynamic models. However, unlike Bouffanais et al. [92], in this work, we have used van Driest wall damping function [62] in conjunction with the constant Smagorinsky SGS model, which appears to make considerable difference in further improving the quality of the results. It appears that the use of wall damping function, which accounts for reduction of near-wall turbulent length scales, yields results that are significantly closer and more consistent than without the use of such a damping function. This is also consistent with our recent observation [68] that the use of a wall damping function with constant Smagorinsky SGS model results in better agreement with the dynamic SGS model results for LES of turbulent channel flow than without it. It should, however, also be noted that while the results obtained with the use of damping function are generally better, they are in some cases somewhat underpredicted near walls, e.g. Fig. 25 and the peaks in some other cases are broader, e.g. Fig. 26. While the motivation for the use of damping function
FIG. 27: Root mean square (rms) velocity fluctuations $w_{rms}$ on the centerline $x = W, y = W$ obtained in LES using GLBE (solid line) compared with DNS of Leriche and Gavrilakis (2000) [91] (dashed line), LES with NSE of Bouffanais et al. (2007) [92] based on dynamic model (dotted line) and dynamic mixed model (dot-dashed line) and experimental data of Prasad and Koseff (1989) [90] (circles).

is simplicity and computational efficiency, it is, of course, desirable to employ dynamic SGS models in the LBM framework [68] for further improvements.

A. Numerical Stability

We will now make direct comparisons of stability characteristics of the GLBE with the SRT-LBE for 3D cavity flow simulations at higher Reynolds number ranges, complementing an earlier study [51]. In both approaches, for a given grid resolution, the shear viscosity was fixed and the lid velocity was increased gradually until the computation became unstable. Figure 30 shows the maximum Reynolds number that could be attained before the computations became unstable. Results are provided for different grid resolutions and viscosities for both the approaches. The superior stability characteristics of the GLBE are evident for this wall-bounded turbulent flow problem. The GLBE computations can reach Reynolds numbers that are several times higher than that of the SRT-LBE, typically by a factor of 3 or 4 and sometimes even about as high as an order magnitude. Indeed, the SRT-LBE
FIG. 28: Reynolds stress $< u'w' >$ on the centerline $y = W, z = W$ obtained in LES using GLBE (solid line) compared with DNS of Leriche and Gavrilakis (2000) [91] (dashed line), LES with NSE of Bouffanais et al. (2007) [92] based on dynamic model (dotted line) and dynamic mixed model (dot-dashed line) and experimental data of Prasad and Koseff (1989) [90] (circles).

became unstable and unable to simulate the $Re = 12,000$ case considered above with a resolution of $128^3$ using the GLBE.
FIG. 29: Reynolds stress $<u'w'>$ on the centerline $x = W, y = W$ obtained in LES using GLBE (solid line) compared with DNS of Leriche and Gavrilakis (2000) [91] (dashed line), LES with NSE of Bouffanas et al. (2007) [92] based on dynamic model (dotted line) and dynamic mixed model (dot-dashed line) and experimental data of Prasad and Koseff (1989) [90] (circles).

FIG. 30: (Color online) Comparison of numerical stability characteristics of GLBE with SRT-LBE for 3D cavity flows: Maximum attainable Reynolds number for a given resolution and shear viscosity.
VII. SUMMARY AND CONCLUSIONS

A generalized lattice Boltzmann equation (GLBE) with forcing term, which uses multiple relaxation times, for eddy-capturing computations of wall-bounded turbulent flows that are characterized by statistical anisotropy and inhomogeneity is discussed. Standard Smagorinsky eddy viscosity model is used to represent SGS turbulence effects, which is modified by the van Driest damping function to account for reduction of turbulent length scales near walls. Second-order and effectively time-explicit source terms, which represent general forms of non-uniform external forces that drive or modulate the character of turbulent flow, are projected onto the natural moment space of GLBE in this formulation. In this framework, the strain tensor used in the SGS model is related to the non-equilibrium moments and the forcing terms in moment space. Furthermore, local grid refinement using a conservative multiblock approach is used to coarsen grids in the bulk flow region, where turbulent dissipation or Kolmogorov length scales become larger. Computational optimization, particularly in the presence of moment-projections of the forcing terms, is also discussed.

Two canonical bounded flows, viz., fully-developed turbulent channel flow and 3D driven cavity flow have been simulated using this approach for shear Reynolds number of 183.6 and Reynolds number based on cavity side length of 12,000 respectively. The structure of turbulent flow given in terms of turbulence statistics, including mean velocity and components of root-mean-square (rms) velocity and vorticity fluctuations and Reynolds stress are in good agreement with prior DNS and experimental data. The computed rms pressure fluctuations are found to be somewhat over-predicted in comparison with DNS data, which is based on the solution of incompressible Navier–Stokes equations. It is thought this may due to the kinetic nature of the GLBE approach, which is inherently weakly compressible. In the case of 3D cavity flow, the GLBE is able to capture turbulent velocity fluctuations and Reynolds stresses generated by cavity walls, which are in reasonably good agreement with prior data.

With regard to numerical stability, it is found that by separating various relaxation times, the GLBE is able to maintain solution fidelity, while the SRT-LBE solution can exhibit spurious effects on velocity fluctuations in the near-wall region, particularly in the wall normal component, on relatively coarser grids in turbulent channel flow simulations. The GLBE is found to be superior in maintaining numerical stability at higher Reynolds number Re for 3D cavity flows, with the maximum attainable Re several times that for
the SRT-LBE, depending on the resolution and shear viscosity of the fluid. Moreover, parallel implementation of the GLBE approach is able to maintain near-linear scalability in performance for over a thousand processors on a large parallel cluster.

The GLBE with forcing term appears to be a reliable approach for LES of wall-bounded turbulent flows. It is expected that further improvements can be achieved by introducing more advanced SGS models based on dynamic procedures [67, 74, 75] in the LBM [68].
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APPENDIX A: COMPONENTS OF MOMENTS, EQUILIBRIUM MOMENTS AND MOMENT-PROJECTIONS OF FORCING TERMS FOR THE D3Q19 LATTICE

The components of the various elements in the moments are as follows [51]:

\[ \hat{f}_0 = \rho, \hat{f}_1 = e, \hat{f}_2 = e^2, \hat{f}_3 = j_x, \hat{f}_4 = q_x, \hat{f}_5 = j_y, \hat{f}_6 = q_y, \hat{f}_7 = j_z, \hat{f}_8 = q_z, \hat{f}_9 = 3p_{xx}, \hat{f}_{10} = 3\pi_{xx}, \hat{f}_{11} = p_{ww}, \hat{f}_{12} = \pi_{ww}, \hat{f}_{13} = p_{xy}, \hat{f}_{14} = p_{yz}, \hat{f}_{15} = p_{xz}, \hat{f}_{16} = m_x, \hat{f}_{17} = m_y, \hat{f}_{18} = m_z. \]

Here, \( \rho \) is the density, \( e \) and \( e^2 \) represent kinetic energy that is independent of density and square of energy, respectively; \( j_x, j_y \) and \( j_z \) are the components of the momentum, i.e. \( j_x = \rho u_x, j_y = \rho u_y, j_z = \rho u_z \); \( q_x, q_y, q_z \) are the components of the energy flux, and \( p_{xx}, p_{xy}, p_{yz} \) and \( p_{xz} \) are the components of the symmetric traceless viscous stress tensor. The other two normal components of the viscous stress tensor, \( p_{yy} \) and \( p_{zz} \), can be constructed from \( p_{xx} \) and \( p_{ww} \), where \( p_{ww} = p_{yy} - p_{zz} \). Other moments include \( \pi_{xx}, \pi_{ww}, m_x, m_y \) and \( m_z \). The first two of these moments have the same symmetry as the diagonal part of the traceless viscous tensor \( p_{ij} \), while the last three vectors are parts of a third rank tensor, with the symmetry of \( j_k p_{mn} \).
The components of the equilibrium moments for the D3Q19 lattice are as follows: \[ \hat{f}_0^{eq} = \rho, \hat{f}_1^{eq} = e^{eq} = -11\rho + 19 \frac{\rho}{p}, \hat{f}_2^{eq} = e^{2,eq} = 3\rho - \frac{11 \rho}{p}, \hat{f}_3^{eq} = j_x, \hat{f}_4^{eq} = q_x^{eq} = -\frac{2}{3}j_x, \hat{f}_5^{eq} = j_y, \hat{f}_6^{eq} = q_y^{eq} = -\frac{2}{3}j_y, \hat{f}_7^{eq} = j_z, \hat{f}_8^{eq} = q_z^{eq} = -\frac{2}{3}j_z, \hat{f}_9^{eq} = 3p_{xx}^{eq} = \frac{3j_z - j_y}{p}, \hat{f}_{10}^{eq} = 3\pi_{xx}^{eq} = 3\left(-\frac{1}{2}p_{xx}^{eq}\right), \hat{f}_{11}^{eq} = p_{ww}^{eq} = \frac{\left[\frac{3j_z - j_y}{p}\right]}{p}, \hat{f}_{12}^{eq} = \pi_{ww}^{eq} = -\frac{1}{2}p_{ww}^{eq}, \hat{f}_{13}^{eq} = p_{xy}^{eq} = \frac{j_x}{p}, \hat{f}_{14}^{eq} = p_{yz}^{eq} = \frac{j_y}{p}, \hat{f}_{15}^{eq} = p_{xz}^{eq} = \frac{j_z}{p}, \hat{f}_{16}^{eq} = 0, \hat{f}_{17}^{eq} = 0, \hat{f}_{18}^{eq} = 0.

The components of the source terms in moment space can be obtained by multiplying the transformation matrix with Eq. (5). The final expressions are as follows:

\begin{align*}
\hat{S}_0 &= 0, & \hat{S}_1 &= 38(F_xu_x + F_yu_y + F_zu_z), & \hat{S}_2 &= -11(F_xu_x + F_yu_y + F_zu_z), \\
\hat{S}_3 &= F_x, & \hat{S}_4 &= -\frac{2}{3}F_x, & \hat{S}_5 &= F_y, & \hat{S}_6 &= -\frac{2}{3}F_y, & \hat{S}_7 &= F_z, & \hat{S}_8 &= -\frac{2}{3}F_z, \\
\hat{S}_9 &= 2(2F_xu_x - F_yu_y - F_zu_z), & \hat{S}_{10} &= -(2F_xu_x - F_yu_y - F_zu_z), & \\
\hat{S}_{11} &= 2(F_yu_y - F_zu_z), & \hat{S}_{12} &= -(F_yu_y - F_zu_z), & \hat{S}_{13} &= (F_xu_y + F_yu_x), & \\
\hat{S}_{14} &= (F_yu_z + F_zu_y), & \hat{S}_{15} &= (F_xu_z + F_zu_x), & \hat{S}_{16} &= 0, & \hat{S}_{17} &= 0, & \hat{S}_{18} &= 0.
\end{align*}

The self-consistency of the moment projections of source terms is evident. For e.g., \( \hat{S}_3, \hat{S}_5 \) and \( \hat{S}_7 \) provide Cartesian components of body forces on the moments corresponding to the components of momentum (mass flux), \( \hat{S}_1 \) provides the work due to forces on the moment corresponding to kinetic energy, etc.

**APPENDIX B: STRAIN RATE TENSOR USING NON-EQUILIBRIUM MOMENTS IN THE GLBE WITH FORCING TERM**

In this section, we will present a brief derivation of the strain rate tensor in terms of the non-equilibrium moments of the GLBE with forcing term by applying a Chapman–Enskog analysis. The results that follow are generalizations of those presented by Yu et al. \[61\] to include forcing terms representing non-uniform forces. First, the left hand side of the GLBE is simplified by applying Taylor series, which results in the following:

\[ \delta_t \mathbb{D}_t \mathcal{f} \approx -\mathcal{T}^{-1} \bar{\lambda} \left( \mathcal{f} - \mathcal{f}^{eq} \right) + \mathcal{T}^{-1} \left( I - \frac{1}{2} \bar{\lambda} \right) \mathcal{S} \delta_t, \]  

(B1)

where \( \mathbb{D}_t = diag \left( \partial_t, \partial_t + \vec{e}_1 \cdot \nabla, \ldots, \partial_t + \vec{e}_{18} \cdot \nabla \right) \). Now applying the Chapman–Enskog expansion

\[ \mathcal{f} \approx \mathcal{f}^{eq} + \mathcal{f}^{(1)} \delta_t \]  

(B2)
to Eq. (B11), and truncating terms of order $O(\delta_t^2)$ or higher, we get

$$\widehat{D}_t \hat{f}^{eq} = -\Lambda \hat{f}^{(1)} + \left( I - \frac{1}{2} \Lambda \right) \hat{S}, \quad (B3)$$

where $\widehat{D}_t = T \widehat{D}_t T^{-1} = \text{diag} \left( \partial_{x_0}, \partial_{y_0} + \widehat{\Xi}_{1i} \partial_i, \ldots, \partial_{x_0} + \widehat{\Xi}_{18i} \partial_i \right)$, in which and henceforth summation of repeated indices is assumed. Eq. (B3) can be rewritten in terms of non-equilibrium moments $\hat{f}^{(1)}$ as

$$\hat{f}^{(1)} \approx -\Lambda^{-1} \left( \partial_{x_0} + \widehat{\Xi}_{1i} \partial_i \right) \hat{f}^{eq} + \left( \Lambda - \frac{1}{2} I \right) \hat{S}, \quad (B4)$$

where $\widehat{\Xi}_{\alpha i} = T \epsilon_{\alpha i} T^{-1}$.

Now substituting the expressions for the equilibrium moments $\hat{f}^{eq}$ and the source terms $\hat{S}$ in Eq. (B4), we simplify the expressions for the components of the non-equilibrium moments. Some such components of interest are as follows:

$$\hat{f}_{1}^{(1)} \equiv e^{(1)} = -\frac{1}{s_1} \left\{ \partial_{x_0} \left( -9 \rho + 19 \frac{j_k j_k}{\rho} \right) + \frac{5}{3} \partial_{x_j} \right\} + \frac{1}{s_1} - \frac{1}{2} \hat{S}_1, \quad (B5)$$

$$\hat{f}_{9}^{(1)} \equiv 3 p_{xx}^{(1)} = -\frac{1}{s_9} \left\{ \partial_{x_0} \left( \frac{j_y^2 - j_z^2}{\rho} \right) + \frac{2}{3} \partial_{x_y} j_y - \partial_{y_j} j_z \right\} + \frac{1}{s_9} - \frac{1}{2} \hat{S}_9, \quad (B6)$$

$$\hat{f}_{11}^{(1)} \equiv p_{yy}^{(1)} = -\frac{1}{s_{11}} \left\{ \partial_{x_0} \left( \frac{j_y^2 - j_z^2}{\rho} \right) + \frac{2}{3} \partial_{y_y} j_y - \partial_{x_0} j_z \right\} + \frac{1}{s_{11}} - \frac{1}{2} \hat{S}_{11}, \quad (B7)$$

$$\hat{f}_{13}^{(1)} \equiv p_{xy}^{(1)} = -\frac{1}{s_{13}} \left\{ \partial_{x_0} \left( \frac{j_y j_z}{\rho} \right) + \frac{1}{3} \partial_{y_j} j_z + \partial_{y_j} j_y \right\} + \frac{1}{s_{13}} - \frac{1}{2} \hat{S}_{13}, \quad (B8)$$

$$\hat{f}_{14}^{(1)} \equiv p_{yz}^{(1)} = -\frac{1}{s_{14}} \left\{ \partial_{x_0} \left( \frac{j_y j_z}{\rho} \right) + \frac{1}{3} \partial_{y_j} j_z + \partial_{x_0} j_y \right\} + \frac{1}{s_{14}} - \frac{1}{2} \hat{S}_{14}, \quad (B9)$$

$$\hat{f}_{15}^{(1)} \equiv p_{xz}^{(1)} = -\frac{1}{s_{15}} \left\{ \partial_{x_0} \left( \frac{j_y j_z}{\rho} \right) + \frac{1}{3} \partial_{y_j} j_z + \partial_{x_0} j_x \right\} + \frac{1}{s_{15}} - \frac{1}{2} \hat{S}_{15}. \quad (B10)$$

For further simplification, we invoke the following approximations: $\partial_{x_0} \left( \frac{j_x^2}{\rho} \right) \approx 2 u_x F_x$, $\partial_{x_0} \left( \frac{j_y^2}{\rho} \right) \approx 2 u_y F_y$, $\partial_{x_0} \left( \frac{j_z^2}{\rho} \right) \approx 2 u_z F_z$, $\partial_{x_0} \left( \frac{j_y j_x}{\rho} \right) \approx u_x F_y + u_y F_x$, $\partial_{x_0} \left( \frac{j_z j_x}{\rho} \right) \approx u_x F_z + u_z F_x$, and $\partial_{x_0} \partial_{x_0} = -\partial_{k_j} j_k$, which result in

$$\hat{f}_1^{(1)} = -\frac{38}{3} \frac{1}{s_1} \partial_{k_j} j_k - \frac{1}{2} \hat{S}_1, \quad (B11)$$

$$\hat{f}_9^{(1)} \approx -\frac{2}{3} \left( 3 \partial_{x_y} j_x - \partial_{k_j} j_k \right) - \frac{1}{2} \hat{S}_9. \quad (B12)$$
\[ \hat{f}^{(1)}_{11} \approx -\frac{2}{3} \frac{1}{s_{11}} (\partial_y j_y - \partial_z j_z) - \frac{1}{2} \hat{S}_{11}, \quad \text{(B13)} \]

\[ \hat{f}^{(1)}_{13} \approx -\frac{1}{3} \frac{1}{s_{13}} (\partial_x j_y + \partial_y j_x) - \frac{1}{2} \hat{S}_{13}, \quad \text{(B14)} \]

\[ \hat{f}^{(1)}_{14} \approx -\frac{1}{3} \frac{1}{s_{14}} (\partial_y j_z + \partial_z j_y) - \frac{1}{2} \hat{S}_{14}, \quad \text{ (B15)} \]

\[ \hat{f}^{(1)}_{15} \approx -\frac{1}{3} \frac{1}{s_{15}} (\partial_x j_z + \partial_z j_x) - \frac{1}{2} \hat{S}_{15}. \quad \text{ (B16)} \]

It follows from the above that the components of the strain rate tensor can be written explicitly in terms of non-equilibrium moments as

\[ S_{xx} \approx -\frac{1}{38 \rho} \left[ s_{1} \hat{h}_{1}^{(neq)} + 19 s_{9} \hat{h}_{9}^{(neq)} \right], \quad \text{ (B17)} \]

\[ S_{yy} \approx -\frac{1}{76 \rho} \left[ 2 s_{1} \hat{h}_{1}^{(neq)} - 19 \left( s_{9} \hat{h}_{9}^{(neq)} - 3 s_{11} \hat{h}_{11}^{(neq)} \right) \right], \quad \text{ (B18)} \]

\[ S_{zz} \approx -\frac{1}{76 \rho} \left[ 2 s_{1} \hat{h}_{1}^{(neq)} - 19 \left( s_{9} \hat{h}_{9}^{(neq)} + 3 s_{11} \hat{h}_{11}^{(neq)} \right) \right], \quad \text{ (B19)} \]

\[ S_{xy} \approx -\frac{3}{2 \rho} s_{13} \hat{h}_{13}^{(neq)}, \quad \text{ (B20)} \]

\[ S_{yz} \approx -\frac{3}{2 \rho} s_{14} \hat{h}_{14}^{(neq)}, \quad \text{ (B21)} \]

\[ S_{xz} \approx -\frac{3}{2 \rho} s_{15} \hat{h}_{15}^{(neq)}, \quad \text{ (B22)} \]

where

\[ \hat{h}_{\alpha}^{(neq)} = \hat{f}_{\alpha} - \hat{f}_{\alpha}^{eq} + \frac{1}{2} \hat{S}_{\alpha}, \quad \alpha \in \{1, 9, 11, 13, 14, 15\} \quad \text{ (B23)} \]

Here, the components of the source term \( \hat{S}_{\alpha} \) can be obtained from Appendix A. The form of \( S_{ij} \) turns out to be very similar to that obtained by Yu et al. [61], except for the expression \( h_{\alpha}^{(neq)} \), which contains the additional contribution \( \frac{1}{2} \hat{S}_{\alpha} \) that provides the effect of the forcing term. The procedure discussed here, however, is general, and can be readily employed for deriving the expressions for strain rate tensor for other lattice velocity models in the presence of forcing terms. The magnitude of the strain rate \( |S| \) used in turbulence models can then be obtained from Eqs. (B17)–(B22) as \( |S| = \sqrt{2 S_{ij} S_{ij}} = \sqrt{2(S_{x^2} + S_{y^2} + S_{z^2} + 2(S_{xy}^2 + S_{yz}^2 + S_{xz}^2))} \). To clarify the notations employed, we again note that \( \hat{S}_{\alpha} \) represents the source terms in moment space, \( s_{\alpha} \) corresponds to the relaxation times in the collision term, and \( S_{ij} \) is the strain rate tensor.
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