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The impact of measurement imperfections on quantum metrology protocols has not been approached in a systematic manner so far. In this work, we tackle this issue by generalising firstly the notion of quantum Fisher information to account for noisy detection, and propose tractable methods allowing for its approximate evaluation. We then show that in canonical scenarios involving $N$ probes with local measurements undergoing readout noise, the optimal sensitivity depends crucially on the control operations allowed to counterbalance the measurement imperfections—with global control operations, the ideal sensitivity (e.g. the Heisenberg scaling) can always be recovered in the asymptotic $N$ limit, while with local control operations the quantum-enhancement of sensitivity is constrained to a constant factor. We illustrate our findings with an example of NV-centre magnetometry, as well as schemes involving spin-1/2 probes with bit-flip errors affecting their two-outcome measurements, for which we find the input states and control unitary operations sufficient to attain the ultimate asymptotic precision.

INTRODUCTION

One of the most promising quantum-enhanced technologies are the quantum sensors [1] that by utilising quantum features of platforms such as solid-state spin systems [2, 3], atomic ensembles [4] and interferometers [5], or even gravitational-wave detectors [6] are capable of operating at unprecedented sensitivities. They all rely on the architecture in which the parameter to be sensed (e.g. a magnetic or gravitational field) perturbs a well-isolated quantum system, which after being measured allows to precisely infer the perturbation and, hence, estimate well the parameter from the measurement data. In case the sensor consists of multiple probes (atoms, photons) their inter-entanglement opens doors to beating classical limits imposed on the estimation error [7]—a fact that ignited a series of breakthrough experiments [8–13], being responsible also for the quantum-enhancement in gravitational-wave detection [6].

These demonstrations are built upon various seminal theoretical works, in particular Refs. [14–16] that adopted parameter-inference problems to the quantum setting, and generalised the Fisher information (FI) [17] to quantum systems. This general formalism provides tools to identify optimal probe states and measurements for any given quantum metrology task [18]. Interestingly it was shown that in many multi-probe scenarios, even those that involve entangled probes, optimal read-out schemes turn out to be local—each of the probes can in principle be measured independently [18].

In practice, however, engineering a measurement of a quantum system is a challenge per se—it relies on a scheme in which a meter component, typically light, interacts with the quantum sensor before being subsequently detected [19, 20]. This allows the state of the probes to be separately controlled, at the price of the meter component carrying intrinsic noise that cannot be completely eradicated. As a result, the implemented measurement becomes imperfect with the measured data being noisy due to, e.g., finite resolution of the read-out signal. Such an issue naturally arises across different sensing platforms: in nitrogen-vacancy (NV) centres in diamond [21–23], superconducting based quantum information processors [24–27], trapped ions [28–31], and interferometers involving photodetection [32, 33]. Although for special detection-noise models (e.g. Gaussian blurring) the impact on quantum metrological performance and its compensation via the so-called interaction-based readout schemes has been studied [34–37] and demonstrated [38], a general analysis has been missing thus far.

Crucially, such a detection noise affecting the measurement cannot be generally put on the same grounds as the “standard” decoherence disturbing the (quantum) dynamics of the sensor before being measured [39]. In the latter case, the impact on quantum metrological performance has been thoroughly investigated [40–42] and, moreover, shown under special conditions to be fully compensable by implementing methods of quantum error correction [43–47]. This contrasts the setting of readout noise that affects the classical output (outcomes) of a measurement, whose impact cannot be inverted by employing, e.g., the methods of error mitigation [48, 49] designed to recover statistical properties of the ideal read-out data at the price of overhead, which cannot be simply ignored in the context of parameter estimation by increasing the sample size.

In our work, we formalize the problem of imperfect measurements in quantum metrology by firstly generalis-
ing the concept of quantum Fisher information (QFI) [16] to the case of noisy readout. For pure probe-states, we explicitly relate the form of the resulting imperfect QFI to the perfect QFI, i.e. to the one applicable in presence of ideal detection. However, as we find the imperfect QFI not always to be directly computable, we discuss two general methods allowing one to tightly bound its value, as illustrated by a specific example of precision magnetometry performed with help of a NV centre [50, 51], for which the measurement imperfection is naturally inbuilt in the readout procedure [52, 53]. Using the conjugate-map decomposition formalism, we also study when the measurement imperfections can be effectively interpreted as an extra source of “standard” decoherence, in order to show that this may occur only under very strict conditions.

Secondly, we focus on the canonical metrology schemes involving multiple probes [18], in order investigate how do the measurement imperfections affect then the attainable sensitivity as a function of the probe number N, which in the ideal setting may scale at best quadratically with N—following the so-called ultimate Heisenberg scaling (HS) [7]. Considering general local measurements undergoing detection noise, we demonstrate that the achievable precision strongly depends on the type, i.e. global vs local, of control operations one is allowed to apply on the probes before the readout is performed.

In the former case, we prove a go-theorem which states that there always exists a global control unitary such that for pure states the imperfect QFI converges to the perfect QFI with N, and the detection noise can then be effectively ignored in the N → ∞ limit. We provide a recipe how to construct the required global unitary operation, and conjecture the general form of the optimal unitary from our numerical evidence. On the contrary, when restricted to local control unitaries, we resort to the concept of quantum-classical channels [54] that describe then not only the evolution of each probe, but also the noisy measurement each probe is eventually subject to. For this complementary scenario, we establish a no-go theorem which states that whenever measurements exhibit any non-trivial local detection noise, attaining the HS becomes “elusive” [42]—the maximal quantum-enhancement becomes restricted to a constant factor with the estimation error asymptotically following at best a classical behaviour (∼ 1/N), which we refer to as the standard scaling (SS).

In order to illustrate the applicability of both theorems, we consider the phase-estimation example involving N spin-1/2 probes, whose binary measurements undergo bit-flip errors. On one hand, we explicitly construct the global unitary control operation, thanks to which the sensitivity quickly attains the HS with N, using for example the GHZ state [55]. On the other, when only local control operations are allowed, we evaluate the asymptotic SS-like bound on precision analytically, and prove its saturability with N → ∞ by considering the probes to be prepared in a spin-squeezed state [56, 57] and measuring effectively the mean value of their total angular momentum by adequately interpreting the noisy readout data. Furthermore, we apply the above analysis in Methods to the setting of optical interferometry involving N-photon states and imperfect detection, which suffers from both photonic losses and dark counts.

RESULTS

Metrology with imperfect measurements

Let us consider a quantum metrology scenario depicted in Fig. 1(a), in which a d-dimensional qudit probe is prepared in a quantum state ρ, before it undergoes the dynamics encoding the parameter of interest θ that is represented by a unitary channel Ud ∼ {Ud} [58]. The probe state thus transforms onto ρ(θ) = Ud[ρ] = UdρUd†, and is subsequently rotated by a control unitary transformation Vθ := {Vθ} specified by the vector of parameters θ. It is then subjected to a fixed projective (von Neumann) measurement formally represented by a set of projection operators {Πi}d i=1, i.e. ΠiΠj = δi,jΠi and Πi = 1d. As a consequence, any projective measurement Πi,θ := Vθ†ΠiVθ with d outcomes can be implemented, where the purpose of the unitary operation Vθ is to select a particular measurement basis. In an ideal setting, every outcome i can be directly observed with its probability being given by the Born’s rule pθ,i = Tr{ρ(θ)Πi,θ}. Repeating the procedure over many rounds, an estimate ˙θ can then be constructed based on all the collected data, which most accurately reproduces the true parameter value θ.

In particular, it is then natural to seek ˙θ that minimises the mean squared error (MSE), ∆2θ, while also minimising it over different measurement bases and initial states of the probe. For unbiased estimators, considering ν repetitions, the MSE is generally lower limited by the quantum Cramér-Rao bound (QCRB) [16, 17]:

$$\nu \Delta^2 \hat{\theta} \geq \frac{1}{\mathcal{F}} \geq \frac{1}{\mathcal{F}}.$$  

(1)

where \(\mathcal{F}\) is the quantum Fisher information (QFI) that corresponds to the maximal (classical) Fisher information (FI), \(F\), defined for a given distribution \(p_{\theta,\vec{\phi}}\) and its derivative w.r.t. the estimated parameter, \(\partial_\theta p_{\theta,\vec{\phi}}(i)\), i.e. [16, 17]:

$$\mathcal{F} := \max_{\vec{\phi}} F \quad \text{with} \quad F[p_{\theta,\vec{\phi}}] := \sum_i p_{\theta,\vec{\phi}}(i)^2 \frac{\partial_\theta p_{\theta,\vec{\phi}}(i)^2}{p_{\theta,\vec{\phi}}(i)}.$$  

(2)

that is optimised over all possible measurement bases \(\vec{\phi}\). \(\mathcal{F}\) in Eq. (1) is the channel QFI which includes a fur-
FIG. 1. (a) Scheme of quantum metrology with an imperfect measurement. A quantum state $\rho$ is fed into a unitary channel $U_0$ which encodes the parameter of interest, $\theta$. The probe is then rotated by a unitary $\mathcal{V}_{\vec{\phi}}$, so that a given projective measurement $\{\Pi_i\}$ can be performed in the preferred basis. The measurement $\mathcal{M}$ is, however, imperfect, i.e.: different $\{i\}$ outcomes are 'inaccessible' being mapped onto another set of 'observable' outcomes $\{x\}$, as specified by the noisy detection channel ($\text{stochastic map}$) $\mathcal{P} \sim \{p(x|i)\}$. (b) Phase sensing with the nitrogen-vacancy (NV) centre used as a spin probe. The spin of the NV is initialise in an equal superposition between the $m_s = 0, 1$ ($i = 1, 2$) energy-level states and evolves in presence of an external magnetic field, which induces a relative phase proportional to its strength. Microwave pulse is then applied to transform the relative phase into the population difference of the energy levels, which is then readout optically. The measurement procedure is inherently imperfect: the two populations indicating either $i = 1 \vee 2$ each yield a (photon-number) signal that is stochastic and distributed according to a Poissonian profile, whose overlap renders the observed outcome $x$ ambiguous. (c) Binary binning strategy or the "threshold method": Infinite outcomes from Poissonian imperfections are categorised into two "bins" containing $x \leq x^*$ and $x > x^*$, respectively. As a result, the effective post-processing map $\mathcal{P}$ simplifies to an asymmetric bit-flip channel of the (projective) measurement outcomes summarised in the inset.

ther optimisation over all possible input probe states $\rho$, i.e. $\mathcal{F} := \max_{\vec{\phi} \in \mathcal{P}} \mathcal{F} = \max_{\vec{\phi} \in \mathcal{P}} F$.

For perfect projective measurements this theory is well established—close analytical expressions for the QFI and the channel QFI exist. The QFI for any $\rho(\theta)$ reads [16]:

$$\mathcal{F}[\rho(\theta)] = \text{Tr} \{ \rho(\theta) L^2 \},$$

(3)

where $L$ is the symmetric-logarithmic derivative operator defined implicitly as $\partial_\theta \rho(\theta) = \frac{1}{2} \{ L(\theta) + \rho(\theta) L \}$, whose eigenbasis provides then the optimal measurement basis $\vec{\phi}$ that yields the QFI. Moreover, as the QFI is convex over quantum states [59], its maximum is always achieved by pure input states $\psi = |\psi\rangle \langle \psi|$. Hence, for the unitary encoding $\psi(\theta) = U_0 |\psi\rangle$ the channel QFI in Eq. (1) just reads [60]:

$$\mathcal{F}[U_0] = (\lambda_{\text{max}}(h_\theta) - \lambda_{\text{min}}(h_\theta))^2,$$

(4)

where $h_\theta = -i (\partial_\theta U_0^\dagger) U_0^\dagger$, $\lambda_{\text{max}}(h_\theta)$ and $\lambda_{\text{min}}(h_\theta)$ are the maximum and minimum eigenvalues of $h_\theta$, respectively, and $\mathcal{F}$ is attained by $\psi(\theta)$ being an equal superposition of the corresponding two eigenvectors [18, 60].

In practical settings, however, perfect measurements are often beyond reach. Instead, one must deal with an imperfect measurement $\mathcal{M}$ that is formally described by a positive-operator-valued measure (POVM)—a set consisting of $|X|$ positive operators $\mathcal{M} \sim \{M_x\}_x$ that satisfy $\sum_x M_x = 1_d$ and are now no longer projective. In Fig. 1(a) we present an important scenario common to many quantum-sensing platforms—e.g. NV-centre-based sensing depicted in Fig. 1(b). In particular, it includes a noisy detection channel $\mathcal{P}$ which distorts the ideal projective measurement $\{\Pi_i\}_{i=1}^d$, so that its $d$ outcomes become ‘inaccessible’, as they get randomised by some stochastic post-processing map $\mathcal{P} \sim \{p(x|i)\}$ into another set $X \sim \{x\}$ of $|X|$ outcomes. The noise of the detection channel is then specified by the transition probability $p(x|i)$, which describes the probability of observing an outcome $x$, given that the projective measurement $i$ was actually performed. In such a scenario any ‘observable’ outcome $x$ occurs with probability $q_{\theta,\vec{\phi}}(x) = \sum_{i=1}^d p(x|i) p_{\theta,\vec{\phi}}(i) = \text{Tr} \{ \rho(\theta) M_x \}$, where the corresponding imperfect measurement is then described by $M_{\vec{\phi} \theta} = \sum_{i=1}^d p(x|i) \Pi_i \vec{\phi}$.

In presence of measurement imperfections, the QRBM (1) must be modified, so that it now contains the imperfect QFI and the imperfect channel QFI, which are then respectively defined as:

$$\mathcal{F}^{(\text{im})} := \max_{\vec{\phi}} F[q_{\theta,\vec{\phi}}]$$

and $\mathcal{F}^{(\text{im})} := \max_{\rho,\vec{\phi}} F[q_{\theta,\vec{\phi}}]$.

(5)

Once the assumption of perfect measurements is lifted, very little is known. In particular, although $\mathcal{F}^{(\text{im})}$ can still be attained with some pure encoded state $\psi(\theta)$ by the convexity argument, there are no established general expression for $\mathcal{F}^{(\text{im})}$ and $\mathcal{F}^{(\text{im})}$, as in Eqs. (3) and (4).

Firstly, we establish a formal relation between $\mathcal{F}^{(\text{im})}$ and $\mathcal{F}$ for all quantum metrology protocols involving pure states with arbitrary $\vec{\phi}$-encoding and imperfect measurements, which can be summarised as follows:

**Lemma 1 (Quantum Fisher information with imperfect measurements).** For any pure encoded probe state, $\psi(\theta)$,
and imperfect measurement, $\mathcal{M}$, the imperfect QFI reads
\[
\mathcal{F}^{(\text{im})} = \gamma_{\mathcal{M}} \mathcal{F}[\psi(\theta)],
\]
where
\[
\gamma_{\mathcal{M}} = \max_{|\xi\rangle,|\xi\rangle} \sum_x \text{Re}\left(\frac{\langle \xi_{\perp} | M_x | \xi \rangle^2}{\langle \xi | M_x | \xi \rangle}\right)
\]
is a constant $0 \leq \gamma_{\mathcal{M}} \leq 1$ depending solely on the imperfect measurement, with the maximisation being performed over all pairs of orthogonal pure states $|\xi\rangle$ and $|\xi_{\perp}\rangle$.

We leave the explicit proof of Lemma 1 to the Supplement, but let us note that when assuming a unitary encoding, $\psi(\theta) = U_\theta |\psi\rangle$ and maximising Eq. (6) over all pure input states, $\psi$, it immediately follows that:
\[
\mathcal{F}^{(\text{im})} = \gamma_{\mathcal{M}} \mathcal{F}[U_\theta].
\]
The constant $\gamma_{\mathcal{M}}$ specified in Eq. (S.6) has an intuitive meaning: it quantifies how well the imperfect measurement $\mathcal{M}$ can distinguish at best a pair of orthogonal states. In fact, we prove explicitly in the Supplement that if there exist two orthogonal states that can be distinguished perfectly using $\mathcal{M}$, then $\gamma_{\mathcal{M}} = 1$ and $\mathcal{F}^{(\text{im})} = \mathcal{F}$.

Unfortunately, $\gamma_{\mathcal{M}}$ need not be easily computable, even numerically—consider, for instance, noisy detection channels $\mathcal{P}$ (e.g. the NV-centre example of Fig. 1 discussed below) that yield imperfect measurements with infinitly many outcomes $X$ and, hence, the sum in Eq. (S.6) not even tractable. For this, we introduce in Methods two techniques that allow us to approximate well both $\mathcal{F}^{(\text{im})}$ and $\mathcal{F}^{(\text{im})}$ in Eqs. (6) and (8), respectively, by considering tight lower bounds on the corresponding FIs.

**Example: Phase sensing with an NV centre**

The utilisation of NV centres as quantum spin probes allows for precise magnetic-field sensing with unprecedented resolution [1]. For detailed account on sensors based on NV centres we refer the reader to Refs. [3, 61, 62]; here, we focus on the very essence and briefly outline the canonical NV-centre-based sensing protocol based on a Ramsey-type sequence of pulses, schematically depicted in Fig. 1(b), and as described in the Methods section.

In short, the sensing of a magnetic field with an NV centre fits into the general formalism introduced above, whereby now the encoding channel is $U_\theta \sim \{U_\theta = e^{i\theta}\}$, $h = \sigma_y/2 = (0) - |1\rangle\langle1|)/2$, with $\Pi_1 = |0\rangle\langle0|$ and $\Pi_2 = |1\rangle\langle1|$, which can be rotated into another measurement basis by a Ramsey pulse. These projective measurements are, however, not ideally implemented, as the fluorescence readout technique is inherently noisy. The final ‘observed’ outcomes are the number of collected photons $X = \{0, 1, 2, \cdots\}$, distributed according to the two

![FIG. 2. Computing FI for sensing phase $\theta$ with measurements experiencing Poissonian noise. The FIs are presented as a function of the relative measurement-basis angle, $\varphi = \theta + \phi$, whose changes are equivalent to varying the input-state angle, $\phi$, and/or the estimated phase, $\theta$ (we set $\lambda_{1(0)} = 0.65$ and $\lambda_{0(1)} = 27$ [63]). The exact $F$ (solid black) is numerically approximated by summing over $x \leq 100$ in Eq. (9), while $F_{2\text{-bin}}$ (solid orange) accounts for the binning method in Eq. (11) with the choice of the binning boundary $x^*$ further optimised over. We also plot $F^{(1)}$ (dashed grey), the FI approximated with using just the first two moments of the observed probability distribution. The vertical dotted lines indicate the (optimal) $\varphi$ at each of the respective quantities is maximised. Note that when the measurement is perfect, $\mathcal{F}[U_\theta]$ is unity, and is for all choices of the angle $\varphi$ (not shown). The horizontal dotted lines depict the (numerically approximated) values of Eq. (8), $\mathcal{F}^{(\text{im})} = \gamma_{\mathcal{M}}$, for respective cases of the exact $F$ and its two-binned version.

Poissonian distributions $p(x|1) = e^{-\lambda_{1(0)}}(\lambda_{0(1)})^x/x!$ and $p(x|2) = e^{-\lambda_{1(1)}}(\lambda_{1(1)})^x/x!$, whose means, $\lambda_{0(1)}$ and $\lambda_{1(1)}$, differ depending on which energy state the NV spin was previously projected onto by $\Pi_{1,2}^{\varphi}$ or $\Pi_{2,1}^{\varphi}$.

In order to determine $\mathcal{F}^{(\text{im})}$ in this case, we first note that only pure input states and projective measurements, whose elements lie in the equatorial plane in the Bloch-ball representation need to be considered (see Supplement for the proof). Hence, after fixing the measurement to $\Pi_{1(2),\varphi} = |\pm\rangle\langle\pm|, |\pm\rangle = (|0\rangle \pm |1\rangle)/\sqrt{2}$, the maximisation in Eq. (2) simplifies to optimising over a single parameter $\phi$ of the input state $|\psi\rangle = (|0\rangle + i e^{-i\phi}|1\rangle)/\sqrt{2}$, so that $\mathcal{F}^{(\text{im})} = \max_x F$ with
\[
F = \frac{1}{2} \sum_x \frac{\cos^2\phi}{p(x|1) + p(x|2) + (p(x|1) - p(x|2)) \sin\phi},
\]
and $\varphi := \theta + \phi$. As neither $F$ nor $\mathcal{F}^{(\text{im})}$ can be evaluated analytically due to the infinite summation in Eq. (9), their values may only be approximated numerically by considering a sufficient cut-off—as done in Fig. 2 (see the solid and dashed black lines).

A systematic and practically motivated approach allowing to lower-bound well $F$ and $\mathcal{F}^{(\text{im})}$ corresponds to grouping the infinite outcomes $X$ into a finite number of categories: “bins”. Although complex “binning” strategies are possible (see Methods), the crudest one considers
just two bins (2-bin)—an approach known as the “threshold method” in the context of NV-readout [52, 53]. The binary outcome \( X’ \) is then formed by interpreting all the photon-counts from \( x = 0 \) up to a certain \( x’ = 1 \), while the rest as \( x’ = 2 \). This results in an effective asymmetric bit-flip channel [64], \( P \), mapping the ideal outcomes \( I \) onto \( X’ \), which we depict in Fig. 1(c) for the case of photon-counts following Poissonian distributions, upon defining \( p := p(x’ = 1|1) = \sum_{x=x’+1}^\infty p(x|1) \) and \( q := p(x’ = 2|2) = \sum_{x=2}^\infty p(x|2) \), as well as \( \eta := p + q - 1 \) and \( \delta := p - q \).

As a result, we can analytically compute the 2-bin strategy both the corresponding imperfect QFI and the imperfect channel QFI as, respectively:

\[
\begin{align*}
F^*_\text{2-bin} &= \frac{\eta^2 \cos^2 \varphi}{1 - (\delta + \eta \sin \varphi)^2}, \\
F^*_{\text{2-bin}} &= \max \varphi F^*_{\text{2-bin}} = \varphi(\eta + \delta \sin \varphi_{\text{opt}}) \\
&= 1 - \left( \sqrt{p(1-q)} + \sqrt{q(1-p)} \right)^2,
\end{align*}
\]

where the optimal angle parametrising the input state reads \( \phi_{\text{opt}} = \varphi_{\text{opt}} - \theta \), with \( \varphi_{\text{opt}} = \sin^{-1}(\Theta) \) and

\[
\Theta = 1 - \frac{\delta^2 - \eta^2 - (1 - \delta^2 - \eta^2)^2 - 4\delta^2\eta^2}{2\delta \eta}. \tag{12}
\]

In Fig. 2 we plot \( F_{\text{2-bin}} \) that corresponds to \( F^*_{\text{2-bin}} \) being further maximised over the binning boundary \( x’ \)—it allows us to verify that \( \phi_{\text{opt}} \) provides indeed a very good approximation of the optimal input state.

We close the analysis of imperfect measurements in the single-probe scenario by briefly discussing another general method to approximate \( F \) and \( F^{(\text{im})} \). It relies on a construction (see Methods for the full methodology) of a convergent hierarchy of lower bounds on the FI, \( F^{(k)} \leq F \), which are obtained by considering subsequent \( 2k \) moments of the probability distribution \( q_{\theta,\delta} \) describing the set of ‘observed’ outcomes \( X \), even if infinite [65]. In Fig. 2, we present \( F^{(1)} \) based on only first two moments of \( q_{\theta,\delta} \)—which, however, contain most information about the estimated phase \( \theta \), so that the method also predicts the optimal input state very well.

**Relations to quantum metrology with noisy encoding**

Any imperfect measurement \( \mathcal{M} \) admits a conjugate-map decomposition, \( \mathcal{M} = \Lambda^\dagger[\Pi] \), i.e. all its elements can be expressed as \( \mathcal{M}_\rho = \Lambda^\dagger[\Pi_\rho] \), where \( \Pi_\sim \{\Pi_{|x\rangle\langle x|}\}_{x=\pm 1} \) form a projective measurement in \( \mathcal{H}_X \) and \( \Lambda : \mathcal{B}(\mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_X) \) is a quantum channel that may always be constructed (see Supplement), where \( \mathcal{B}(\mathcal{H}_A) \) denotes the set of bounded linear operators on the Hilbert space \( \mathcal{H}_A \) of dimension \( \ell \). Hence, given the channel \( \Lambda \), for any two operators \( A \in \mathcal{B}(\mathcal{H}_A), B \in \mathcal{B}(\mathcal{H}_X) \), \( \Lambda^\dagger \) is defined by

\[
\rho \xrightarrow{\mathcal{M}} \mathcal{E}_\vartheta[\mathbb{V}_{\text{opt}} + \Lambda - \Pi]
\]

**FIG. 3.** The scheme of Fig. 1(a) with the imperfect measurement \( \mathcal{M} \) decomposed according to its conjugate-map decomposition, i.e. \( \mathcal{M} = \Lambda^\dagger[\Pi] \) where \( \Lambda \) is a quantum channel such that \( \{\Pi_x\} \) forms a projective measurement in the output space of \( |X\rangle \) ‘observable’ outcomes. By \( \mathcal{V}_{\text{opt}} \) we denote the optimal unitary control required by the imperfect (channel) QFI \( \mathcal{F}^{(\text{im})} (\bar{\mathcal{F}}^{(\text{im})}) \), which in principle depends on the particular form of the input state \( \rho \), encoding \( \mathcal{E}_\vartheta \) and the measurement \( \mathcal{M} \). Still, if (i): \( \mathcal{V}_{\text{opt}} \) commutes with the map \( \Lambda \), then \( \mathcal{F}^{(\text{im})} \leq \mathcal{F}[\Lambda \circ \mathcal{E}_\vartheta[\rho]] \) and, hence, \( \bar{\mathcal{F}}^{(\text{im})} \leq \bar{\mathcal{F}}[\Lambda \circ \mathcal{E}_\vartheta] \). However, the latter is also true if (ii): \( \mathcal{V}_{\text{opt}} \) commutes with the encoding \( \mathcal{E}_\vartheta \).

\[
\text{Tr}\{\Lambda^\dagger[B|A]\} \equiv \text{Tr}\{B|A\}. \]

This implies that any imperfect measurement \( \mathcal{M} \) can always be represented by the action of a fictitious channel \( \Lambda \), followed by a projective (“ideal”) measurement \( \{\Pi_x\} \) that acts in the space of the ‘observed’ outcomes—compare Fig. 3 with Fig. 1(a).

However, the channel \( \Lambda \) acts after both the (here, arbitrary) parameter encoding \( \mathcal{E}_\vartheta \) and the optimal unitary control denoted by \( \mathcal{V}_{\text{opt}} \) in Fig. 3, of which the latter generally depends on a particular form of all: the input state \( \rho \), the encoding \( \mathcal{E}_\vartheta \), and the imperfect measurement \( \mathcal{M} \). Only in the very special case when one can find \( \Lambda \) such that it commutes with \( \mathcal{V}_{\text{opt}} \)—case (i) in Fig. 3—the problem can be interpreted as an instance of the “standard” noisy metrology scenario [39]. It is so, as the corresponding imperfect QFI must then obey \( \mathcal{F}^{(\text{im})} \leq \mathcal{F}[\Lambda \circ \mathcal{E}_\vartheta[\rho]] \), which upon maximisation over input states implies also \( \bar{\mathcal{F}}^{(\text{im})} \leq \bar{\mathcal{F}}[\Lambda \circ \mathcal{E}_\vartheta] \) for the imperfect channel QFI. The latter inequality may be independently assured if the optimal control \( \mathcal{V}_{\text{opt}} \) commutes with the parameter encoding \( \mathcal{E}_\vartheta \) instead—case (ii) in Fig. 3—as this allows \( \mathcal{V}_{\text{opt}} \) to be incorporated into the maximisation over \( \rho \).

Although we demonstrate that both above bounds can be computed via a semi-definite programme via a ‘see-saw’ method (see Supplement), which may also incorporate optimisation over all valid conjugate-map decompositions of \( \mathcal{M} \), their applicability is very limited. In particular, their validity can only be \textit{a priori} verified if the problem exhibits some symmetry—the \( G \)-covariance that we discuss in Methods—that must ensure the commutativity (i) or (ii) of the optimal control \( \mathcal{V}_{\text{opt}} \) in Fig. 3, without knowing its actual form.

Even in the simple qubit case with unitary encoding, \( \mathcal{U}_\vartheta = e^{i\vartheta\sigma_z} \), and the binary outcome of a projective measurement being randomly flipped—equivalent to the NV-motivated scenario with 2-binning that yields the imperfect channel QFI (11)—\( \Lambda \) must be \textit{phase-covariant} [66] for \( \mathcal{F}^{(\text{im})} \leq \mathcal{F}[\Lambda \circ \mathcal{U}_\vartheta[\rho]] \) to hold (see Supplement). While
this may be satisfied only if there exists some $\phi \in [0, 2\pi)$ such that $\frac{\sin^2 \theta + \cos^2 \theta}{\sin^2 \theta + \cos^2 \theta} \leq 1$, the resulting bound is tight only for symmetric bit-flips ($\delta = 0$). Furthermore, considering already a two-qubit system with local imperfect measurements of this type, $V_{\text{opt}}$ ceases to commute with the encoding, $U^{\otimes 2}_{\theta}$, so that even $F^{(\text{im})} \leq F[(\Lambda \circ U_{\theta})^{\otimes 2}]$ cannot be assured (see Supplement). This opens doors to circumvent the no-go theorems of quantum metrology, in particular, the canonical one in quantum metrology with uncorrelated noise [41, 42], as exploited in the protocol round, is ultimately dictated by the lower bounds:

$$\nu \Delta^2 \bar{\theta}_N \geq \frac{1}{F_N^{(\text{im})}} \geq \frac{1}{F_N^{(\text{im})}},$$

where

$$F_N^{(\text{im})} := \max_{\Phi} F_N$$

and

$$F_N^{(\text{im})} := \max_{\rho_N} \frac{1}{F_N^{(\text{im})}} [\rho_N(\theta)],$$

are again the imperfect QFI and the imperfect channel QFI, respectively, see Eq. (5), but evaluated now for the case of $N$ probes. Similarly, $F_N$ is the $N$-probe version of Eq. (2), whose maximisation over all local measurement settings becomes now incorporated into the optimisation over control operations, either global $\Phi$ or local $\{\phi_\ell\}_\ell$.

**Global control operations**

We first consider multi-probe scenarios in which one is allowed to perform global unitary control operations, $V_{\phi}$.
in Fig. 4(b), to compensate for measurement imperfections. In such a case, let us term an imperfect measurement \( M \) information-erasing, if all its elements \( M_x \) are proportional to identity, so that no information can be extracted. Then, it follows from Lemma 1 that:

Theorem 1 (Multi-probe metrology scheme with global control). For any pure encoded \( N \)-probe state \( \psi^N(\theta) = |\psi^N(\theta)\rangle\langle\psi^N(\theta)| \), and any imperfect measurement \( M^\otimes N \) that is not information-erasing and operates independently on each of the probes, the imperfect QFI converges to the perfect QFI for large enough \( N \):

\[
\mathcal{F}_N^{(\text{im})} = \mathcal{F}[\psi^N(\theta)].
\] (15)

We differ the proof to the Supplement, where we explicitly show that for any non-information-erasing imperfect measurement \( M \), the resulting constant factor \( \gamma_{M^\otimes N} \) appearing in Lemma 1—which now depends and must monotonically grow [67] with the probe number \( N \)—satisfies \( \gamma_{M^\otimes N} \to 1 \) as \( N \to \infty \). Intuitively, recall that \( \gamma_{M^\otimes N} \) quantifies how well one can distinguish at best some two orthogonal states \( |\xi^N\rangle \) and \( |\xi^N_\perp\rangle \). Hence, we can always consider \( |\xi^N\rangle = |\xi_\otimes^N\rangle \) and \( |\xi^N_\perp\rangle = |\xi_\otimes^N_\perp\rangle \), whose effective “overlap” for the resulting imperfect measurement \( M^\otimes N \sim \{M_x\} \) reads

\[
\sum_x \sqrt{|\xi^N_x|\xi^N_x|\xi^N_\perp_x|\xi^N_\perp_x|} = c^N
\] (16)

with \( c = \sum_x \sqrt{|\xi^N_x|\xi^N_x|\xi^N_\perp_x|\xi^N_\perp_x|} < 1 \), and is thus assured to be exponentially decaying to zero with \( N \). This implies perfect distinguishability and, hence, attaining perfect QFI as \( N \to \infty \), with the convergence rate depending solely on the single-probe POVM, \( M \sim \{M_x\} \).

More formally, we establish the existence of a global unitary \( V_\tilde{g} \), such that the following lower bound holds:

\[
F_N(V_\tilde{g}) \geq (1 - c^N) \mathcal{F}[\psi^N(\theta)] := F_N^N(V_\tilde{g}),
\] (17)

where \( 0 \leq c \leq 1 \) depends only on \( M \) and the unitary \( V_\tilde{g} \) used. As \( \gamma_{M^\otimes N} \geq 1 - c^N \) should be interpreted as a distinguishability measure similar to the ones of quantum hypothesis testing [68–70], it is rather its asymptotic rate exponent, \( \Gamma_M := \lim_{N \to \infty} \frac{1}{N} \ln(1 - \gamma_{M^\otimes N}) \), that quantifies metrological capabilities of \( M^\otimes N \) in the asymptotic \( N \) limit. Hence, we formally determine the lower bound \( \chi \leq \Gamma_M \), where \( \chi := -\ln c \). Nonetheless, the form of \( V_\tilde{g} \) we use, and the discussion on its optimality we leave to the Supplement. Crucially, in case of the canonical multi-probe scenario of Fig. 4(a), we may directly conclude from Eq. (17) that:

Corollary 1 (Go-theorem for the HS with imperfect measurements and global control). For any non-information-erasing detection channel, the HS \( (\Delta^2\theta_N \sim 1/N^2) \) can always be asymptotically attained, by choosing any global unitary \( V_\tilde{g} \) such that Eq. (17) holds, and any pure input state with QFI \( \mathcal{F}[\psi^N(\theta)] \sim N^2 \) for \( N \to \infty \).

Note that in the view of relations to “standard” noisy quantum metrology protocols [39], \( V_\tilde{g} \) required by Eq. (17) must not allow for its commutation as in (i) or (ii) of Fig. 3—as shown explicitly in the Supplement already for two qubits \( (N = 2) \), each measured projectively with bit-flip errors—so that the corresponding no-go theorems [41, 42] forbidding the HS no longer apply.

However, one should also verify whether the above corollary, relying on convergence (15), is not a “measure-zero” phenomenon. In particular, whether, if the assumption of state purity in Eq. (15) is dropped, the preservation of different scalings in \( N \) is still maintained. That is why, we prove the robustness of Thm. 1 by generalising it to the case of noisy (mixed) input states, which after \( \theta \)-encoding take the form:

\[
\rho_{\theta}^N(\theta) := r\psi^N(\theta) + \frac{1 - r}{d^N} \mathbb{1}d^N,
\] (18)

and can be interpreted in the canonical multi-probe scenario of Fig. 4(a) as white noise (or global depolarisation [71]) of fixed strength \( 0 < r < 1 \) being admixed to a pure input state \( \psi^N \). Nonetheless, all our claims hold if one replaces \( \mathbb{1}d^N/d^N \) in Eq. (18) by any product state. In particular, we prove (see Supplement) the following lemma:

Lemma 2 (Robustness of Thm. 1). For any mixed encoded state \( \rho_{\theta}^N(\theta) \) of the form (18), and any detection channel that is non-information-erasing, the imperfect...
$QFI$ about $\theta$ converges to the perfect $QFI$ as $N \to \infty$:

$$F_N^{(\text{im})} \rightarrow_{N \to \infty} F[\rho^N(\theta)] \quad \text{as} \quad F[\psi^N(\theta)] \rightleftharpoons rF[\psi^N(\theta)]. \quad (19)$$

The proof is very similar to that of Thm. 1, while it relies also (see Eq. (17)) on existence of lower bounds $F_N^{(\text{im})} \geq F_N(V_\psi) \geq F_N(V_\psi, r)$, where $F_N(V_\psi, r) \rightarrow rF[\psi^N(\theta)]$ as $N \to \infty$. Focussing on the asymptotic scaling of precision in the canonical multi-probe scenario, it directly follows that despite the white noise, if $F[\psi^N(\theta)] \sim N^2$, then $F_N^{(\text{im})} \sim rN^2$ and the HS is still attained.

As an example, let us explicitly discuss how the Thm. 1 and Lemma 2 apply in the canonical multi-qubit scenario of Fig. 4(a), in which $U_N^\theta = U_N^\theta \otimes U_\theta$ and $h = \sigma_\theta / 2$, while measurement imperfections arise due to a noisy detection channel $P$ that flips the binary outcome for each qubit with probabilities $p$ and $q$, respectively—as depicted in the inset of Fig. 1(c). Then, by initialising the probes in the GHZ state, $\psi^N = |\psi^N(\psi)\rangle$ with $|\psi^N\rangle = (|0\rangle^N \otimes |1\rangle^N)/\sqrt{2}$, we find (see Supplement) a global control unitary $V_\psi$ for which the lower bound in Eq. (17) reads:

$$F_N^\perp(V_\psi) = N^2 \left[1 - (\sqrt{p(1-q)} + \sqrt{q(1-p)})^N\right]$$

$$= N^2 \left[1 - e^{-xyN}\right] \quad (20)$$

with $x \approx 1/4\frac{(p+q-1)^2}{p(1-p)+q(1-q)}$. The ultimate precision with $N$ is attained and, hence, the HS—as illustrated in Fig. 5 for $p = 0.95$ and $q = 0.9$. Furthermore, we repeat the above procedure of finding $V_\psi$ to attain the ultimate asymptotic precision for an input GHZ state subjected to white noise according to Eq. (18). In such a setting, we determine analytically the required lower bound $F_N^\perp(V_\psi, r)$ (see Supplement), which we similarly depict in Fig. 5 for $r = 0.7$, together with the exact behaviour of $F_N(V_\psi)$ determined numerically. Note that an expression similar to Eq. (20) has been established for the noisy detection channel corresponding to Gaussian coarse-graining [35, 37], while in Methods we derive its form for lossy photonic interferometry with dark counts.

**Local control operations**

We next turn our attention to canonical multi-probe scenarios with unitary encoding, $\rho^N(\theta) = U_\theta^\otimes N[\rho^N]$, in which only local control operations are allowed, $\otimes_{\ell=1}^N V_{\psi}^{(\ell)}$, with every $V_{\psi}^{(\ell)} \sim \{V_{\psi}^{(\ell)}\}$ in Fig. 4(b), in order to verify whether these are already sufficient to compensate for measurement imperfections. We denote the corresponding imperfect channel QFI as $\tilde{F}^{(\text{im})}_N$. Crucially, in such a case the quantum metrology protocol of Fig. 4(a) can be recast using the formalism of quantum-classical channels [54]. For each probe we introduce a fictitious $|X|$-dimensional Hilbert space spanned by orthogonal states $|x\rangle$ that should be interpreted as flags marking different outcomes $x$ being observed. As a result, focusing first on the evolution of a single probe illustrated in Fig. 4(c), the observed outcome of the imperfect measurement may be represented by a classical state $\rho_\ell(\theta, \tilde{\phi}) = \sum_x q_\ell(x)|x\rangle\langle x|$, with the transformation $\rho \rightarrow \rho_\ell(\theta, \tilde{\phi}) = \Lambda_{\theta, \tilde{\phi}}[\rho]$ governed by the quantum-classical channel $\Lambda_{\theta, \tilde{\phi}}$. Then, in the canonical multi-probe scenario of Fig. 4(a), each of the $N$ probes is independently transformed by the quantum-classical channel $\Lambda_{\theta, \tilde{\phi}_\ell} = \Lambda_{M} \circ V_{\psi}^{\ell} \circ U_\theta$ (see Supplement for the explicit form of $\Lambda_{M}$), and the overall input state undergoes $\rho^N \rightarrow \otimes_{\ell=1}^N \Lambda_{\theta, \tilde{\phi}_\ell}[\rho^N] = \rho^{(\text{CE})}_N(\theta, \{\tilde{\phi}_\ell\})$, where the output classical state $\rho^{(\text{CE})}_N(\theta, \{\tilde{\phi}_\ell\})$ is now diagonal in the total $N \times |X|$-dimensional fictitious Hilbert space—describing the probability distribution of all the $N$ measurement outcomes. By treating quantum-classical channels as a special class of quantum maps that output diagonal states in a fixed basis, we apply the channel extension (CE) method introduced in Refs. [40, 42, 72] in order to construct the so-called CE-bound, i.e.

$$F_N \leq F^{(\text{CE})}_N(\{\tilde{\phi}_\ell\}). \quad (21)$$

While leaving the technical derivation and expression of $F^{(\text{CE})}_N(\{\tilde{\phi}_\ell\})$ to Methods, let us emphasise that the CE-bound (21) is independent of the probes’ state $\rho^N$ and allows even for extending—the name—them to include extra $N$ ancillae, which do not undergo the parameter encoding but can be prepared in a state entangled with the probes before being (ideally) measured to further enhance the precision. Still, the bound (21) depends, in principle, on the setting of each (local) measurement $\tilde{\phi}_\ell$, as well as the parameter $\theta$ itself. Nonetheless, we prove (see Methods for the prescription and Supplement for further details) the following lemma:

**Lemma 3** (Linear scaling of the asymptotic CE bound). For unitary encoding $U_N^\theta = U_N^\theta \otimes N$ with $U_\theta = e^{i\theta}$, we may further define the asymptotic CE bound $F^{(\text{CE,as})}_N$, which satisfies $F_N \leq F^{(\text{CE,as})}_N(\{\tilde{\phi}_\ell\}) \leq F^{(\text{CE,as})}_N(\{\tilde{\phi}_\ell\})$ and $\lim_{N \to \infty} F^{(\text{CE})}_N = F^{(\text{CE,as})}_N$, whenever there exists a set of Hermitian operators $\{A_x(\tilde{\phi}_\ell)\}_x$ such that for each $\tilde{\phi}_\ell$:

$$h = \sum_{x=1}^{|X|} A_x(\tilde{\phi}_\ell) \sqrt{M_x^2 A_x(\tilde{\phi}_\ell) \sqrt{M_x^2 V_{\psi}^{(\ell)}}}. \quad (22)$$

Moreover, upon optimising $F^{(\text{CE,as})}_N$ over all local control unitaries, we obtain

$$F^{(\text{im})}_N(\{\phi\}) = \max_{\{\phi\}} F^{(\text{CE,as})}_N(\{\tilde{\phi}\}) = 4Nc, \quad (23)$$

where $c$ is two for the entanglement entropy.
FIG. 6. Attaining the optimal SS of precision in presence of measurement imperfections and local unitary control. The thick solid black line depicts the MSE in estimating phase θ from an imperfect measurement of the angular momentum operator \( \hat{J}_x \), while the N qubit probes are prepared in a one-axis spin-squeezed state \([57]\), optimised by local control (see Methods). The noisy detection channel corresponds to an asymmetric bit-flip map with probabilities \( p = 0.95 \) and \( q = 0.9 \). The dotted black line denotes the asymptotic CE bound \( F_\text{CE}^{(\text{as}),\text{im}} \) given by Eq. (24), while the thin red solid line is the exact achievable precision \( 1/F_N^{(\text{im})} \), which we compute numerically up to \( N = 6 \) by brute-force heuristic methods. The dashed black line corresponds to \( 1/F_N^{\text{CE}} \) in Eq. (21) applicable in absence of control (\( \forall \epsilon : V^{(\epsilon)} = \mathbb{I} \)). At small \( N \leq 4 \), the ultimate precision can be attained by performing (imperfect) parity measurements with input GHZ states (thin blue line). For comparison, we also include the optimal precision attained by uncorrelated probe states, \( 1/(N F_1^{(\text{im})}) \), (solid gray).

where \( 0 \leq c < \infty \) is an \( N \)-independent constant factor that is fully determined by a single copy of the channel \( \Lambda_{\theta,G} \), and Eq. (23) applies for any local control \( \{ \hat{\sigma}_k \} [73] \).

Although the condition (22) may look abstract, it actually has an intuitive meaning, when considering imperfect measurement that arises due to some noisy detection channel \( \mathcal{P} \), such that \( M_x = \sum_{i} p(x|i) \Pi_i \). Let us call a detection channel \( \mathcal{P} \) non-trivial if its transition probabilities \( p(x|i) \) are such that for all pairs of ‘inaccessible’ outcomes \( i, i' \), there is at least one ‘observable’ outcome \( x \) such that \( p(x|i)p(x|i') > 0 \). Then, we have (see Supplement for an explicit proof):

**Corollary 2** (No-go theorem for HS with imperfect measurements and local control). Consider the canonical multi-probe scenario depicted in Fig. 4(a) that incorporates a non-trivial noisy detection channel \( \mathcal{P} \), whose impact one may only compensate for by means of local control unitaries, see Fig. 4(b). Then, the condition (22) can always be satisfied and, as Eq. (23) implies that \( \Delta^2 \mathcal{H}_N \geq \epsilon / \mathcal{N} \) for some \( \epsilon > 0 \), the HS cannot be attained with the MSE following at best the SS.

In order to illustrate our result, let us consider again the canonical multi-qubit scenario with every qubit being subject to a projective measurement, whose outcome suffers an asymmetric bit-flip noise parametrised by \( p \) and \( q \), see Fig. 4. We evaluate the corresponding asymptotic CE bound (see Supplement):

\[
F_N^{(\text{CE},\text{as})} = N \left( \frac{\sqrt{p(1-p)} - \sqrt{q(1-q)}}{p-q} \right)^2,
\]

which, however, must be further verified to be asymptotically attainable. Indeed, in Methods we show this to be true even for a simple inference strategy, in which an (imperfect) measurement of the total angular momentum \( \hat{J}_x \) is performed with the \( N \) qubit probes prepared in an one-axis spin-squeezed state \([57]\) with the correct amount of squeezing and rotation, as illustrated graphically in Fig. 6. Moreover, we demonstrate that up to \( N \lesssim 4 \), the ultimate precision determined numerically can also be attained by considering the parity observable incorporating the imperfect measurement, with probes being prepared in a GHZ state rotated at an optimal angle (see Supplement for details).

Note that our recipe to construct the bound (23) applies generally, not relying on any properties of the imperfect measurement \( \mathcal{M} \), e.g. see Methods for its application to the photonic setting in which \( |X| > d \). Still, for the above multi-qubit case with detection bit-flip noise, for which \( d = |X| = 2 \), we observe (see Supplement) that the corresponding bound (24) can be postulated based on a conjecture of the optimal local controls corresponding to *phase-covariant* rotations \([66]\), what allows then to invoke the results of “standard” noisy metrology \([39]\).

**DISCUSSIONS**

We have analysed the impact of measurement imperfections on quantum metrology protocols and, in particular, the prospects of recovering the ideal quantum enhancement of sensitivity, e.g. the Heisenberg scaling (HS) of precision, despite the readout noise. The contrasting results obtained with global or local control operations can be understood by the following simple intuition.

With global control operations available, one may effectively construct a global measurement tailored to the two-dimensional subspace containing the information about any tiny changes of the parameter. Importantly, thanks to the exponential increase of the overall dimension with the number of probes, one may then distinguish (exponentially) better and better the two states lying in this two-dimensional subspace, within which the effective amount of readout noise diminishes, and the perfect optimal scaling prevails. Our work, thus, motivates explicitly the use of variational approaches in identification of such global unitary control not only at the level of state preparation \([74, 75]\), but also crucially in the optimisation of local measurements \([31, 76]\). On the other
hand, it demonstrates that control operations form the key building-block in fighting measurement imperfections in quantum metrology. Although we have provided control strategies that allow to maintain the HS both in the qubit and photonic settings, these employ $N$-body interactions, while it is known that 2-body interactions suffice in presence of Gaussian blurring arising in cold-atom experiments [34–37]. Thus, we believe that our results open an important route of investigating the complexity of such global control required, depending on the form of the readout noise encountered.

On the contrary, there is no exponential advantage gained when only local control operations are available. Hence, as the overall amount of noise also rises limitlessly as we increase the number of probes, the asymptotic scaling of sensitivity is constrained to be classical. Note that this conclusion is valid also in the Bayesian scenario, as by the virtue of the Bayesian CRB [77] also the average MSE is then lower-bounded by $\frac{1}{F_N}$, where $\langle \ldots \rangle$ denotes now the averaging over some prior distribution of the parameter.

Finally, although we have primarily focussed here on phase-estimation protocols, let us emphasise once more that Thm. 1 applies to any quantum metrology scheme involving pure states and imperfect measurements. Hence, it holds also when sensing, e.g., ‘critical’ parameters at phase transitions with noisy detection [78]. Still, generalisation to the case with mixed states (beyond product-state admixtures) remains open. This would allow us, for instance, to approach quantum thermometry protocols utilising thermalised (Gibbs) probe states with the temperature being then estimated despite coarse-graining of measurements [79]. In such cases, one should then also characterise the (mixed) states for which the imperfect QFI is actually guaranteed to converge to the perfect QFI in the asymptotic $N$ limit.

**METHODS**

**Phase sensing with an NV centre**

Within this protocol, the NV centre is firstly initialised into some superposition state $\rho = |\psi\rangle\langle\psi|$ of the $m_s = 0$ (corresponding to $|0\rangle$) and $m_s = 1$ (corresponding to $|1\rangle$) ground-state energy levels with help of a Ramsey pulse. The NV spin is then used to sense a magnetic field of strength $B$ in the $z$-direction for time $t$ (usually chosen to be as long as the decoherence allows for, i.e. $T_2^*$ or $T_2$ for either static or alternating fields), gaining the relative phase $\theta = -t\gamma B$, where $\gamma$ is the gyromagnetic ratio characteristic to the NV centre [51, 80]. For our purpose we assume the evolution time to be perfectly known (and so the gyromagnetic ratio), so that the problem of estimating the field strength $B$ is effectively equivalent to estimating the relative phase $\theta$. Effectively then, the encoding channel is $U_\theta = \{U_\theta = e^{i\theta}\rho\}$, with $h = \sigma_\ell/2$, where $\sigma_\ell$ is the usual Pauli-$\ell$ operators with $\ell = x, y, z$.

In order to read out $\theta$, a measurement is performed on the NV spin. Since the energy levels are fixed and not directly accessible, a microwave pulse is again applied to rotate the qubit basis, such that the phase is now carried in state populations instead. Afterwards, the NV-spin is optically excited, so that $|0\rangle \rightarrow |0\rangle'$ and $|1\rangle \rightarrow |1\rangle'$, where $|0\rangle'$ and $|1\rangle'$ correspond respectively to the $m_s = 0$ and $m_s = 1$ excited energy levels. While the optical transitions between the two $m_s = 0$ energy levels are essentially exclusive, there is a metastable singlet state to which the excited $m_s = 1$ energy state can decay non-radiatively. As a consequence, when performing now the measurement of photon emissions in such a spin-dependent fluorescence process over a designated time window, a dark signal indicates the original NV spin to be projected onto $|1\rangle$, while a bright signal corresponds to the projection onto $|0\rangle$. That is, within our general formalism, $\Pi_1 = |0\rangle\langle 0|$ and $\Pi_2 = |1\rangle\langle 1|$, so that after fixing the second Ramsey pulse to e.g. $V_{\bar{z}} = e^{-i\sigma_\ell\delta/4}$, we have $\Pi_{1(2), \theta} = |\pm\rangle\langle \pm|$, with $\sigma_\ell = |\pm|$. The bright versus dark distinction is however not perfect: the $m_s = 1$ excited state could still decay radiatively into the ground state, with the dark signal typically reducible to about 65% of the bright signal. Moreover, as the photon emissions are spontaneous and random, the same photon-number being recorded can actually come from both the dark and bright signals, albeit with different probabilities. These for the readout of an NV-centre are modelled as two Poissonian distributions of distinct means, depending also on the number of QND repetitions [63, 81], often approximated by Gaussians [53]—see Fig. 1(c). As a result, the ‘observed’ outcomes correspond to the number of collected photons, $X = \{0, 1, 2, \cdots\}$, which are distributed according to the two Poissonian distributions $p(x|1) = e^{-\lambda_0} (\lambda_0^x/x!)$ and $p(x|2) = e^{-\lambda_1} (\lambda_1^x/x!)$, whose means, $\lambda_0$ and $\lambda_1$, differ depending on which energy state the NV spin was previously projected onto by $\Pi_{1, \theta}$ or $\Pi_{2, \theta}$.

**Estimating the FI with binning strategies**

In this section we discuss in more depth the binning method for estimating the FI for the single-probe scenario. Firstly, let us remark that for the strategy with two bins and $\delta = 0$ in Eq. (11), we deal with a symmetric bit-flip channel mixing the two outcomes regardless of the choice of measurement basis. In this special case, the noisy detection affecting the measurement has exactly the same effect as if a dephasing noise acted before an ideal measurement. Indeed, taking the limit $\delta \rightarrow 0$ in Eqs. (11) and (12), the optimal state angle becomes $\phi_{\text{opt}} = -\theta$ and $F^*_{2, \text{bin}} = \eta^2$, agreeing with the well known
result for the dephasing noise \[41, 42\]. Still, for any asymmetric bit-flip detection with \(p \neq q\), the imperfect measurement model can no longer be interpreted as decoherence affecting rather the parameter encoding.

Secondly, let us note that when adopting a binning strategy one can freely choose the boundaries that define the bins. For binary binning \(F_{2\text{-bin}}^*\) and \(F_{2\text{-bin}}^*\) depend on a single boundary ("threshold" \[52, 53\]) \(x^*\) via the parameters \(\delta\) and \(\eta\), so that upon maximising the choice of \(x^*\) we can also define:

\[
F_{2\text{-bin}} = \max_{x^*} F_{2\text{-bin}}^*, \quad F_{2\text{-bin}} = \max_{x^*} F_{2\text{-bin}}^*.
\]

Intuitively, one should choose \(x^*\) such that the distributions \(p\{x|1\}\) have the smallest overlap with the bins that yield errors in inferring the outcome \(i\). Indeed, for the NV-sensing problem, the optimal choice of \(x^*\) is located around the point where the two Poissonians cross in Fig. 4(a), \(p\{x|1\} = p\{x|2\}\), so that the probability of \(x < x^*\) occurring when \(i = 2\) is minimised (and similarly for \(x > x^*\) when \(i = 1\)). More generally, in case of \(k\)-binning strategy with the corresponding FIs: \(F_{k\text{-bin}}^*, F_{k\text{-bin}}^*, F_{K\text{-bin}}^*, F_{K\text{-bin}}^*\) constituting natural generalisations of Eqs. (11) and (25) and \(x^*\) being now a \((k-1)\)-entry vector specifying boundaries between all the bins. Consistently, the more bins are considered the closer the corresponding FIs are to the exact FI (and \(\mathcal{F}^{(\text{im})}\)) defined in Eq. (9).

For illustration, we revisit the case of sensing the relative phase with a NV spin, with the measurement suffering a Poissonian noise. In Fig. 7(a), the performances of the optimal FIs for two- and three-binning strategies, \(F_{2\text{-bin}}\) and \(F_{3\text{-bin}}\), are investigated and compared against the exact maximal FI, \(\bar{F}\), which we numerically approximate by maximising \(F\) with \(x\) summed in Eq. (9) up a cut-off large enough \((x \leq 100)\) to be effectively ignorable. Within the plot the optical contrast is fixed to the typical experimental value of 0.35, i.e. \(\lambda_{01}/\lambda_{00} = 0.65\) [63], while the FIs are plotted as a fraction of \(\bar{F}\) for different values of \(\lambda_{00}\), which can be varied experimentally by having different repetitions of the QND measurement [52, 53, 63]. From the figure, we see that despite their simplicity, the strategy of binning into just two (orange) or three outcomes (blue) is pretty effective, as they are able to account for at least 70\% of \(\bar{F}\), and reach 90\% with increasing \(\lambda_{00}\) already at \(\lambda_{00} \approx 50\). Then, similar to Fig. 2, in Fig. 7(b) we further include \(F_{3\text{-bin}}\) in the plot of FI for different choices of input state angles \(\phi = \varphi - \theta\), for the specific value of \(\lambda_{00} = 27\) which has been experimentally used in Ref. [63].

**Lower-bounding the FI via the moments of a probability distribution**

It can be shown (see Supplement for derivation) that by including up to the first \(2K\) moments of the distribution \(\eta_{\phi,\theta}(x)\) a lower bound on the corresponding FI, \(F^{(K)} \leq F(\eta_{\phi,\theta})\) in Eq. (2), can be constructed that corresponds to an inner product of two \(K \times K\) matrices:

\[
F^{(K)} := \text{Tr}(A^{-1}B),
\]

where \(B = bb^T\) with \(b = (0, \hat{E}[x], \ldots, \hat{E}[x^K])^T\), and

\[
A = \begin{pmatrix}
1 & \mathbb{E}[x] & \cdots & \mathbb{E}[x^K] \\
\mathbb{E}[x] & \mathbb{E}[x^2] & \cdots & \mathbb{E}[x^{K+1}] \\
\vdots & \ddots & \ddots & \vdots \\
\mathbb{E}[x^K] & \mathbb{E}[x^{K+1}] & \cdots & \mathbb{E}[x^{2K}] \\
\end{pmatrix}
\]

(Fig. 7. FI for phase \(\theta\) with noisy measurement with Poissonian noise. (a) With binning strategies: the corresponding FI—\(\bar{F}_{2\text{-bin}}\) (orange) and \(\bar{F}_{3\text{-bin}}\) (blue) with optimal binning into two and three categories, respectively—compared against the exact \(\mathcal{F}^{(\text{im})}\) (ratio in \%) computed by performing large enough cut-off \((x \leq 100)\) in Eq. (9). The ratio of means for the Poissonian distributions is set to \(\lambda_{01}/\lambda_{00} = 0.65\) [63], while \(\lambda_{00}\) is varied. The inset shows the absolute values of FIs. (b) With binning strategies and the moment method: The FIs \(\bar{F}\) (black, \(\bar{F}_{2\text{-bin}}\)—orange, \(\bar{F}_{3\text{-bin}}\)—blue) presented now as a function of the input state angle \(\phi = \varphi - \theta\) (for \(\lambda_{01}/\lambda_{00} = 0.65\) and \(\lambda_{00} = 27\) [63]) in comparison to the lower bounds on \(\bar{F}\) constructed by taking into account up to the second \((F^{(1)}, \text{light gray dash})\) and fourth moment \((F^{(2)}, \text{dark gray dash})\) of the distribution describing the observed outcomes, \(\eta_{\phi,\theta}\). The vertical dotted lines indicate the (optimal) state angle at each of the respective quantities is maximised. Note that when the measurement is perfect, the FI is unity for all choices of the angle \(\varphi\) (not shown).
with \( E[x] = \sum_x q_{\theta,\phi}(x)x \), \( \bar{E}[x] = \sum_x q_{\tilde{\theta},\phi}(x)x \) and \( q_{\tilde{\theta},\phi}(x) = \theta q_{\theta,\phi}(x) \). Note that for the simplest case of \( K = 1 \), one obtains \( F^{(1)} = \bar{E}[x]^2 / (E[x]^2 - \bar{E}[x]^2) = |q_{\theta}(X)|^2 / \text{Var}[X] \) that constitutes the standard lower-bound on \( F \) formed by considering the error-propagation formula applied to the distribution of the outcomes \( X \) [56]. Evidently, we have the hierarchy \( F^{(K)} \leq F^{(K+1)} \), whereby the more we know about its moments, the more we recover the underlying probability distribution, and \( F^{(K)} \) converges to \( F[q_{\theta,\phi}] \). For demonstration on the improvement of FI lower bound with higher moments considered, in Fig. 7(b), we reproduce Fig. 2, with now \( F^{(2)} \) included as well.

**Upper-bounding the imperfect QFI given the G-covariance of a conjugate-map decomposition**

We formalise the condition when the results of “standard” noisy metrology [39], in which the decoherence affects the parameter encoding, can be applied to the setting of imperfect measurements by resorting to the notion of symmetry, in particular, the G-covariance [82, 83].

Given a compact group \( G \), we say that a quantum channel \( \mathcal{E} \) is G-

**Observation 1** (Imperfect measurement with a G-covariant conjugate-map decomposition). Given an imperfect measurement with a conjugate-map decomposition \( \mathcal{M} = \Lambda[[II]] \), and a parametrised state \( \rho(\theta) \), if the following conditions are satisfied:

(a) \( \Lambda \) is covariant with respect to a compact group \( G \).

(b) the optimal unitary that yields the imperfect QFI \( \mathcal{V}_{\text{opt}} \) in Fig. 3 is guaranteed to be in \( G \), so that

\[
F^{(\text{im})} = \max_{\rho \in G} F[\mathcal{V}_g[\rho(\theta)], \Lambda[[II]]],
\]

then

\[ F^{(\text{im})} \leq F[\Lambda[\rho(\theta)]] \]  

(30)

If further \( G = SU(d) \), then equality in Eq. (30) is assured.

Moreover, if the parameter encoding provided is in a form of a quantum channel, \( \rho(\theta) = \mathcal{E}_0[\rho] \), and the optimal unitary \( \mathcal{V}_{\text{opt}} \) remains within \( G \) for the optimal input state, the upper bound (30) applies also to the corresponding imperfect channel QFI, i.e. \( F^{(\text{im})} \leq F[\Lambda \circ \mathcal{E}_0] \).

However, in case the parameter encoding satisfies the G-covariance property itself, we independently have that:

**Observation 2** (Imperfect channel QFI for G-covariant parameter encodings). Given an imperfect measurement with some conjugate-map decomposition \( \mathcal{M} = \Lambda[[II]] \) and the parameter encoding \( \rho(\theta) = \mathcal{E}_0[\rho] \), if the following conditions are satisfied:

(a) both \( \mathcal{E}_0 \) and \( \tilde{\mathcal{E}}_0 \equiv \theta_0 \mathcal{E}_0 \) are G-covariant.

(b) the optimal unitary that yields the optimal channel QFI \( \mathcal{V}_{\text{opt}} \) in Fig. 3 is guaranteed to be in \( G \), so that

\[
F^{(\text{im})} = \max_{\rho \in G} F[\mathcal{V}_g[\rho(\theta)], \Lambda[[II]]];
\]

then

\[ F^{(\text{im})} \leq F[\Lambda \circ \mathcal{E}_0]. \]

We refer the reader to the Supplement for explicit proofs and further discussions of the above conditions.

**Upper-bounding the FI with the CE method for quantum-classical channel**

A thorough account on the CE method is available at Refs. [40, 42, 72]; here we simply highlight the general idea. In the CE method, when the probe state \( \rho \) undergoes an effective encoding described by a given channel \( \mathcal{E}_0 \), such that \( \rho(\theta) = \mathcal{E}_0[\rho] \), the corresponding FI for \( \theta \) is bounded by considering an enlarged space with a corresponding input state \( \rho_{\text{ext}} \), such that \( \max_{\rho_{\text{ext}}} F(\rho(\theta)) \leq \max_{\rho_{\text{ext}}} F(\mathcal{E}_0(\rho) | | 1 | |_{\text{ext}}) \), where the r.h.s. can be shown to be equal to \( 4 \min_{\kappa} \| \alpha_\kappa \| \), with \( \kappa = \{ \kappa_i \} \) denoting all the equivalent sets of Kraus operators for \( \mathcal{E}_0 \), and \( \alpha_\kappa := \sum_i k_i | k_i \rangle \).

In order to apply the CE method to the canonical multi-probe metrology scheme with local control units and local imperfect measurements, which has the corresponding product quantum-classical channel \( \mathcal{E}(\theta, \{ \phi_j \}) := \bigotimes_{j=1}^N \Lambda(\theta, \phi_j) \), with \( \Lambda_{\theta,\phi} = \Lambda_{\mathcal{M}} \circ V_{\theta,\phi} \circ U_\theta \), as depicted in Fig. 4(b), we first specify the ‘canonical’ set of Kraus operators for \( \Lambda_{\theta,\phi} \), \( K(\theta, \phi) = \{ K_{x,j} \} \) with the product structure \( \kappa_j(\theta, \phi_j) = \bigotimes_{j=1}^N K_{x,j}(\theta, \phi_j) \), where \( K_{x,j}(\theta, \phi_j) = \{ K_{x,j}(\theta, \phi_j) \} \) is the set of Kraus operators
for $A^{(i)}_{\theta, \phi}$, it is then straightforward to arrive at

$$F_N \leq 4 \min_{\{K(\theta, \phi_i)\}} \left\| \sum_{\ell=1}^{N} \alpha^{(i)}_{K(\theta, \phi_i)} + \sum_{\ell \neq m} \beta^{(i)}_{K(\theta, \phi_i)} \right\|.$$

(33)

where

$$\alpha_{K(\theta, \phi)} : = \sum_{x,j} \hat{K}_{x,j}(\theta, \phi) \hat{K}_{x,j}(\theta, \phi),$$

(34)

$$\beta_{K(\theta, \phi)} : = \sum_{x,j} \hat{K}_{x,j}(\theta, \phi) \hat{K}_{x,j}(\theta, \phi),$$

(35)

with $\hat{K}_{x,j}$ and $\| \cdots \|$ is the operator norm. Finally then, we obtain our CE-bound in Eq. (21) directly from applying the triangle inequality of the operator norm to the r.h.s. of Eq. (33), which gives

$$F_N^{(CE)}(\{\theta_i\}) : =$$

$$4 \min_{\{K(\theta, \phi_i)\}} \left\{ \sum_{\ell=1}^{N} \|\alpha_{K(\theta, \phi_i)}\| + \sum_{\ell \neq m} \|\beta_{K(\theta, \phi_i)}\| \right\},$$

(36)

and the minimisation in both Eqs. (33) and (36) is performed independently for each $\phi_i$ over all possible single-probe Kraus representations $K(\theta, \phi_i)$. As we prove in the Supplement, whenever the noisy detection channel, $P \sim \{p(x|i)\}$ such that $\forall_x : M_x = \sum_x p(x|i)I_x$, is non-trivial, we can always find a Kraus representation such that $\beta_{K(\theta, \phi)} = 0$ for all $\ell$. Then, we define the asymptotic CE bound by

$$F_N^{(CE,as)}(\{\theta_i\}) : = 4 \min_{\{K(\theta, \phi_i)\}} \left\{ \sum_{\ell=1}^{N} \|\alpha_{K(\theta, \phi_i)}\| \right\},$$

(37)

which evidently satisfies $F_N^{(CE)}(\{\theta_i\}) \leq F_N^{(CE,as)}(\{\theta_i\})$ and $F_N^{(CE)} \to_n F_N^{(CE,as)}$. Finally, upon optimising $F_N^{(CE,as)}$ further over all local control unitaries gives us

$$F_N^{(CE,as)} : = \max_{\{\phi_i\}} F_N^{(CE,as)}(\{\theta_i\}) = 4Nc,$$

(38)

such that $F_N^{(in,1)} \leq F_N^{(CE,as)}$, where

$$c : = \max_{\phi_i} \min_{\beta_{K(\theta, \phi)} = 0} \|\alpha_{K(\theta, \phi)}\|,$$

(39)

is a constant factor that requires maximisation over $\phi_i$ describing only a single local unitary, and can be proven to be bounded, given the condition $\beta_{K(\theta, \phi)} = 0$ is fulfilled.

Saturating $F_N^{(CE,as)}$ with an angular momentum measurement and spin-squeezed states

To obtain the optimal asymptotic CE bound (24), we consider the measurement operators $\Pi_1(2) = \{\pm\}$, followed by an asymmetric bit-flip channel $P$ with $P(1|1) = \rho, P(2|2) = q$ for all qubits. As a result, the measurements whose outcomes are actually observed read: $M_{1,\phi} = \Pi_1, M_{2,\phi} = (1 + \delta) I/2 + \eta \sigma_x/2$, $M_{2,\phi} = (1 - \rho) \Pi_1, qM_{2,\phi} = (1 - \delta) I/2 - \eta \sigma_x/2$, where $\eta = p + q - 1$ and $\delta = p - q$. Constructing a qubit observable taking values $\pm 1/2$ depending on the outcomes $x = 1$ or $x = 2$, it is not hard observe that when measured in parallel on each of the $N$ probes and summed, one effectively conducts a measurement of the operator $\hat{O} = N\hat{\eta} I/2 + \eta \hat{J}_x$ that constitutes a modification of the total angular momentum $\hat{J}_x = \sum_{\ell=1}^{N} \hat{J}_x^{(\ell)}$, being tailored to the (binary-bit-flip) noisy detection channel. A simple estimator of $\theta$ may then be directly formed by inverting the expectation-value relation $O(\theta) = Tr(\rho(\theta) \hat{O})$ from the outcomes (repeating the protocol $\nu \gg 1$ times).

As derived in the Supplement, the MSE of such an estimator, given sufficiently large number $\nu$ of measurement repetitions, is well approximated by the (generalised) error-propagation formula,

$$\nu \Delta^2 \hat{\theta}_N = \frac{\Delta^2 \hat{J}_x}{|\partial_\theta \langle \hat{J}_x \rangle|^2} - \frac{\delta \langle \hat{J}_x \rangle}{\eta |\partial_\theta \langle \hat{J}_x \rangle|^2} + \frac{N - 1 - \eta^2 - \bar{\Delta}^2}{4\eta^2 |\partial_\theta \langle \hat{J}_x \rangle|^4},$$

(40)

where $\langle \cdots \rangle = Tr\{\rho^{N}(\theta) \cdots \}$ and $\Delta^2 \hat{J}_x = \langle \hat{J}_x^2 \rangle - \langle \hat{J}_x \rangle^2$. Consider now $\rho^{N} = |\phi, \mu \rangle \langle \phi, \mu |$ with $|\phi, \mu \rangle = e^{i\phi} |\hat{J}_x \rangle$ and

$$|\mu \rangle = W_\mu e^{-i\Theta_\mu} W_\mu^+ |j, m_y = j \rangle,$$

(41)

being the one-axis spin-squeezed state [57] expressed in the angular momentum eigenbasis defined by the $\hat{J}_y$ and $\hat{J}_z$ observables, where $W_\mu = e^{-i\mu \hat{J}_z/2}$ is the unitary squeezing operation of strength $\mu$, while $\Theta_\mu = \pi/2 - \epsilon$ with $\epsilon = \arctan(b/a)$, $a = 1 - \cos^2(\hat{J}_x - \mu) = 8\sin(\mu/2)^2/\mu$. For our purpose we will consider states (41) obtained by squeezing a completely polarised ensemble spins along the $y$-axis, i.e. prepared in a state $|j, m_y = j \rangle$ with $j = m_j = N/2$. Substituting such choice into the error-propagation expression (40), we arrive after lengthy but straightforward algebra at

$$\nu \Delta^2 \hat{\theta}_N = \frac{\cos^2 \varphi \left( \Delta^2 \hat{J}_x \right)_\mu + \sin^2 \varphi \left( \Delta^2 \hat{J}_y \right)_\mu}{\cos^2 \varphi \left( \hat{J}_y \right)_\mu^2}$$

$$- \frac{\delta \sin \varphi \left( \hat{J}_x \right)_\mu}{\eta \cos^2 \varphi \left( \hat{J}_y \right)_\mu^2} + \frac{N - 1 - \eta^2 - \bar{\Delta}^2}{4\eta^2 \cos^2 \varphi \left( \hat{J}_y \right)_\mu^4},$$

(42)

where the subscripts $\mu$ indicate expectations to be evaluated w.r.t. the state $|\mu \rangle$ in Eq. (41), having defined $\varphi :=$
\[ \phi + \theta \] as in Eq. (9). For large \( N \), we find that after choosing the squeezing strength to scale as \( \mu \sim N^{-8/9} \), one has \( (\Delta^2 \mathcal{J}_\mu) \sim N^{-9/10} \), \( (\Delta^2 \mathcal{J}_\mu) \sim N^{-4/9}/128 \), \( (\mathcal{J}_\mu) \sim N/2 \), and therefore:

\[
\nu^2 \theta_N \sim \frac{1}{N} \cos^2 \varphi \left( \frac{1 - \delta^2 - \eta^2}{\eta^2} - \frac{2 \delta}{\eta} \sin \varphi \right). \tag{43}
\]

Finally, by choosing now \( \varphi = \varphi_{\text{opt}} \) as the angle derived in single-probe (qubit) setting in Eq. (12), the r.h.s. of Eq. (43) converges exactly to \( 1/F_N^{(\text{CE,as})} \) with \( F_N^{(\text{CE,as})} \) stated in Eq. (24). In other words, the asymptotic ultimate precision is achieved by (imperfectly) measuring the total angular momentum in the \( x \)-direction, while preparing the \( N \) probes (spin-1/2) in a spin-squeezed state rotated by the same optimal angle (12) as in the single-probe scenario, with squeezing parameter scaling as \( \mu \sim N^{-8/9} \) with \( N \).

**Application to lossy photonic interferometry with dark counts**

In this section, we consider another standard problem in quantum metrology, namely, two-mode interferometry involving \( N \)-photon quantum states of light. The effective full Hilbert space is thus spanned by the Fock basis \( \{ |j, N - j \rangle \}_{j=0}^{N} \). The detection channel is two identical photodetectors measuring each mode, which independently suffer from losses and dark counts. Specifically, we quantify the losses by efficiency \( \eta \), i.e., a photon is detected (or lost) with probability \( \eta \) (or \( 1 - \eta \)) [84]. Moreover, we assume that each photodetector may experience a single dark count with probability \( \rho \) per each photon that enters the interferometer [85]. Note that this results in extending the effective measured Hilbert space to \( \{ |x_1, x_2 \rangle \} \) with \( 0 \leq x_1, x_2 \leq 2N \) and \( 0 \leq x_1 + x_2 \leq 3N \). A schematic of the problem is depicted in Fig. 8.

Given the above imperfect measurement model, let us find the corresponding \( \gamma_{M^{\otimes N}} \) in Eq. (5.6) that effectively determines the imperfect (channel) QFI (6), while requiring a global control unitary to be performed, \( V_G \) in Fig. 8 [86]. Firstly, we ignore the dark counts, so that \( 0 \leq x_1 + x_2 \leq N \) and

\[
\gamma_{M^{\otimes N}} = \max_{|\xi \rangle, |\xi_\perp \rangle} \sum_{x_1, x_2} \frac{\Re \{ \langle \xi_\perp | M_{x_1, x_2} | \xi \rangle \}^2}{\langle \xi | M_{x_1, x_2} | \xi \rangle} \tag{44}
\]

\[
= \max_{a, b = 0} \frac{1}{|a|^2 - |b|^2} \sum_{x_1, x_2} \left( \sum_j p(x_1, x_2 | j, N - j) a_j b_j \right)^2.
\]

where \( \langle \xi \rangle = \sum_{j=0}^N a_j | j, N - j \rangle \), \( \langle \xi_\perp \rangle = \sum_{j=0}^N b_j | j, N - j \rangle \) are some orthogonal vectors with real coefficients. The imperfect photon-count measurement corresponds then to the POVM: \( M^{\otimes N} \sim \{ M_{x_1, x_2} \} = \sum_{j=0}^N p(x_1, x_2 | j, N - j) | j \rangle \langle j | \otimes | N - j \rangle \langle N - j | \).

FIG. 8. Sensing the relative phase \( \theta \) with a pure \( N \)-photon state, \( \psi^N \), in a lossy interferometer with dark counts. Either a global (affects all the photons) or local (affects each photon separately) control unitary is allowed. The imperfect measurement is described by an ideal photon-number detector \( (j, N - j) \) at the output modes, followed by a noisy detection channel \( \mathcal{P} \) that incorporates losses and dark counts, resulting in \( (x_1, x_2) \) registered detection counts.

whose mixing coefficients are defined by the noisy detection channel responsible for photon loss, \( \mathcal{P}_{\text{loss}} \sim \{ p(x_1, x_2 | j, N - j) \} \) with

\[
p(x_1, x_2 | j, N - j) = p_{\eta}(x_1 | j) p_{\eta}(x_2 | N - j) = \left( \frac{j}{x_1} \right) \left( \frac{N - j}{x_2} \right) \eta^{x_1+x_2} (1 - \eta)^{N-x_1-x_2}. \tag{45}
\]

where \( p_{\eta}(x | k) := \binomial{k}{x} \eta^x (1 - \eta)^{k-x} \) is a binomial distribution arising due to the finite detection efficiency \( \eta \). We observe from numerical simulations that

\[
|\xi \rangle = \sin \varphi |N, 0 \rangle + \cos \varphi |0, N \rangle \tag{46}
\]

\[
|\xi_\perp \rangle = \cos \varphi |N, 0 \rangle - \sin \varphi |0, N \rangle
\]

are optimal for any \( \varphi \in \mathbb{R} \). Assuming the form of \( |\xi \rangle \) and \( |\xi_\perp \rangle \) as above, we can calculate \( \gamma_{M^{\otimes N}} \) explicitly in Eq. (44):

\[
\gamma_{M^{\otimes N}} = \sum_{x_1 \neq 0} \frac{(\eta^2 p(x_1 | N) \sin \varphi \cos \varphi)^2}{\eta^2 p(x_1 | N) \sin^2 \varphi} + \sum_{x_2 \neq 0} \frac{(\eta^2 p(x_2 | N) \sin \varphi \cos \varphi)^2}{\eta^2 p(x_2 | N) \cos^2 \varphi} \]

\[
= \sum_{x \neq 0} p_{\eta}(x | N) = 1 - (1 - \eta)^N. \tag{47}
\]

The above expression has a simple interpretation: for \( \varphi = 0 \) the states \( |\xi \rangle = |N, 0 \rangle, |\xi_\perp \rangle = |0, N \rangle \) remain orthogonal unless all photons are lost in both arms, what may happen only with probability \( (1 - \eta)^N \). Moreover, this expression coincides with the lower bound on \( \gamma_{M^{\otimes N}} \) used in Eq. (17) (i.e. \( 1 - \sum_{x \neq 0} \sqrt{p_{\eta}(x) p_{\eta}(N-x)} \) in Eq. (5.58) of the Supplement [87]). Finally, we observe that by lifting the assumption of photodetection efficiency being equal in both arms, no longer \( \varphi \) may be arbitrary chosen in Eq. (46), but rather must also be optimised.

As a result, considering e.g. the N00N state as the input probe \( \psi^N \) for which \( F_\mathcal{P}[\psi^N(\theta)] = N^2 \), we obtain the equivalent of Eq. (17) in the form

\[
F_N(V_G) = N^2 [1 - (1 - \eta)^N] = N^2 \left[ 1 - e^{-\lambda N} \right]. \tag{48}
\]
with $\chi = -\ln(1 - \eta)$ to be compared with the one in Eq. (20). As anticipated, the HS is maintained despite the imperfect measurement, however, the necessary global control unitary, $\mathcal{V}_g$ in Fig. 8, must rotate the encoded state $|\psi^N(\theta)\rangle = (e^{iN\theta/2}|N,0\rangle + e^{-iN\theta/2}|0,N\rangle)/\sqrt{2}$ and its orthogonal $|\psi^N(\theta)\rangle = i(e^{iN\theta/2}|N,0\rangle - e^{-iN\theta/2}|0,N\rangle)/\sqrt{2}$ onto the optimal $|\xi\rangle$ and $|\xi_\perp\rangle$ in Eq. (46). Note that it is a highly non-linear operation allowing to “disentangle” N00N states. For instance, for $\varphi, \theta = 0$ it rotates the input N00N state and its perpendicular component onto the desired $|0,N\rangle$ and $|N,0\rangle$, respectively, which are product w.r.t. the Hilbert spaces associated with each photon, $\mathcal{H}_i^{\otimes N}$.

Consider now also the presence of dark counts parametrised by the rate $\rho$ [85]. Similarly to $\mathcal{P}_{\text{loss}}$, the detection channel responsible for dark counts is characterised by a binomial distribution $p_\rho(y|N) := \binom{N}{y}\rho^y(1-\rho)^{N-y}$, so that $\mathcal{P}_{\text{dc}} = \{p(y_1,y_2|N)\}$ with

$$p(y_1,y_2|N) = p_\rho(y_1|N)p_\rho(y_2|N),$$  \hspace{1cm} (49)

where $y_1$ and $y_2$ are respectively the number of dark counts in each detector. The resultant overall noisy detection channel corresponds to the composition of $\mathcal{P}_{\text{loss}}$ and $\mathcal{P}_{\text{dc}}$, i.e. $\mathcal{P} = \{p(x_1,x_2|N, N-j)\}$ with elements

$$p(x_1,x_2|N-j) = p_{\rho,p}(x_1|j)p_{\eta,p}(x_2|N-j),$$  \hspace{1cm} (50)

where $p_{\rho,p}(x|k) = \sum_{m=0}^{k} p_\rho(m|k)p_p(x-m|N)$, while $x_1$ and $x_2$ are respectively the final number of photons registered in each of the photodetectors.

Verifying numerically again that optimal $|\xi\rangle$, $|\xi_\perp\rangle$ take the form (46), we find $\gamma_{\mathcal{M}^{\otimes N}}$ in Eq. (44) to read

$$\gamma_{\mathcal{M}^{\otimes N}} = \sum_{x_1,x_2} (\sin \varphi \cos \varphi)^2 \times \frac{(p_{\rho,p}(x_1|N)p_{\rho,p}(x_2|0) - p_{\rho,p}(x_1|0)p_{\rho,p}(x_2|N))^2}{\sin^{x_1} \varphi p_{\rho,p}(x_1|N)p_{\rho,p}(x_2|0) + \cos^{x_1} \varphi p_{\rho,p}(x_1|0)p_{\rho,p}(x_2|N)}.$$

The dark counts lift the degeneracy in $\rho$ and reduce $\gamma_{\mathcal{M}^{\otimes N}}$. A comparison between $\gamma_{\mathcal{M}^{\otimes N}}$ evaluated numerically for different levels of dark-count rates, $\rho$, is presented in Fig. 9. Importantly, $\gamma_{\mathcal{M}^{\otimes N}}$ still approaches unity as $N$ increases, however, the optimal control unitary $\mathcal{V}_g$ is more involved and the convergence is slower.

Finding an analytical expression for the convergence rate with dark counts, $\chi$ as in Eq. (48), we leave as an open challenge.

We now turn to the scenario when only local control unitary operations are allowed, i.e. ones that may affect only a single (two-mode) photon, denoted by $\mathcal{V}_g$ in Fig. 8. For this, let us imagine a more advanced interferometry scheme in which the input $N$ photons can be resolved into different time-bins, despite all of them occupying a bosonic (permutation invariant) state [88]. Within such a picture, each time-bin is represented by a qubit with basis states $|0\rangle \equiv |1,0\rangle$, $|1\rangle \equiv |0,1\rangle$ corresponding to a single photon occupying either of the two optical modes.

FIG. 9. Convergence to the perfect QFI with the photon-number $N$ for different noisy photodetection channels: $\gamma_{\mathcal{M}^{\otimes N}}$ for different dark-count rates, $\rho$, given a finite detection efficiency (losses) $\eta = 0.1$. The blue (solid) line corresponds to losses without dark counts $\rho = 0$, while the orange dashed line also includes a dark-count rate of $\rho = 0.01$. Inset: The FI as a function of the angle $\phi$ between $|0,N\rangle$ and $|1,N\rangle$ in Eq. (46) that parametrises the global control unitary $\mathcal{V}_g$. While with only losses (solid blue line) any angle is optimal, dark counts (dashed orange line) remove this symmetry. In this illustration, $N = 50$.

Moreover, the ideal measurement in each time-bin is then described by projectors $\{\Pi_{i(j)}\}$ onto the above basis states, each yielding a “click” in either of the detectors.

We include the loss and dark-count noise within the detection process, as described by Eq. (50), but the rate of the latter, $\rho$, to be small enough, so that at most one false detection event may occur per time-bin (photon). Consequently, the noise leads to six possible ‘observable’ outcomes (i.e. $d = 2 \rightarrow |X| = 6$), namely, $(2), (0), (3), (0), (4), (0)$, and $(0)$, which we will respectively label as outcomes $x = 1$ to $6$—by $\gamma_{\mathcal{M}^{\otimes N}}^{\otimes N}$, we denote that $x_1$ ($x_2$) “clicks” were recorded in the upper (lower) detector. The resulting imperfect measurement $\mathcal{M}$ performed in each time-bin is then specified by $M_x = \sum_{i=1}^{d} p(x|i) \Pi_i$, where $p(x|i)$ is the $(x,i)$-th entry of the stochastic matrix:

$$p^{(1)} = \begin{pmatrix} \rho \eta & 0 & 0 \\ 0 & \rho \eta & \rho \eta \\ 1 - 2\rho - \eta + 2\rho \eta & 1 - 2\rho - \eta + 2\rho \eta \\ \rho + \eta - 3\rho \eta & \rho + \eta - 3\rho \eta \\ \rho - \rho \eta & \rho - \rho \eta \end{pmatrix},$$  \hspace{1cm} (52)

which can be obtained equivalently by evaluating the form of detection channel $\mathcal{P}$ defined in Eq. (50) for $N = 1$, and truncating the quadratic terms in $\rho$.

Possessing the form of the local (single-photon) detection noise (52), we follow our technique based on the CE-method [40, 42, 72] to compute upper bounds on the precision in estimating $\theta$, where thanks to employing the
taking counts worsen the estimation precision as compared to \( \eta = 0 \) bound (53) to apply also to protocols involving (local) quantum-classical channel formalism we are able explicitly determine the asymptotic CE-bound, as defined in Eqs. (23) and (38), despite \(|X| \neq d\), i.e. the number of 'observable' outcomes differing from the 'inaccessible' ones, i.e.:

\[
F_{N}^{(CE,as)} = N \cdot \frac{\eta(n - 3p\eta + 2p^2)}{2p + \eta^2(3p - 1) + \eta(1 - 4p - 2p^2)},
\]

whereas the finite CE-bound, \( F_{N}^{(CE)} \) in Eqs. (21) and (36), can be computed efficiently via a semi-definite programme (SDP). We leave an explicit proof open, however, the derivation of Eq. (38) suggests the asymptotic CE-bound (53) to apply also to protocols involving (local) adaptive measurements [88].

For illustration, in Fig. 10 we plot in blue the respective inverses of \( F_{N}^{(CE)} \) and \( F_{N}^{(CE,as)} \) for \( p = 0.1 \) and \( \eta = 0.9 \). Note that, as it should, the presence of dark counts worsen the estimation precision as compared to the having just lossy detectors, which can be obtained by taking \( p \to 0 \), and are plotted in black. As a side note, in the latter case, \( F_{N}^{(CE)} \) and \( F_{N}^{(CE,as)} = \eta/(1 - \eta) \) have also been obtained by expanding the space to a qutrit state, where an auxiliary mode 3 is introduced to keep track of the \( |0\rangle \) outcome [72]. Meanwhile, on the other extreme, when the detector has unity efficiency but only just dark count, we have \( F_{N}^{(CE,as)} = N(p^{-1} - 1) \). Interestingly, we observe that the CE-bound for the effect of pure loss with rate \( 1 - \eta \) is the same as that of a pure dark count with rate \( p = 1 - \eta \), true both for finite-\( N \) and asymptotically.
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**SUPPLEMENTARY INFORMATION**

**A. Proof of Lemma 1**

Consider an imperfect measurement \( \mathcal{M} \sim \{M_x\}_x \). Then, for a pure encoded state \( \psi(\theta) = |\psi(\theta)\rangle\langle\psi(\theta)| \), and a control unitary \( V_x^ \phi \sim V_x^ \phi \) allowing a change of measurement basis, the Fisher information (FI) is given by

\[
F = \sum_x \frac{\left| \partial_x ((\psi(\theta)) \left| V_x^ \phi M_x V_x^ \phi \psi(\theta) \right|)^2 \right|}{\langle \psi(\theta) | V_x^ \phi M_x V_x^ \phi | \psi(\theta) \rangle},
\]

where c.c. stands for complex conjugation, and \( | \partial_x \psi(\theta) \rangle \) is the shorthand for \( | (1 - \psi(\theta)) | \partial_x \psi(\theta) \rangle \). We decompose \(| \partial_x \psi(\theta) \rangle \) into the orthogonal and parallel parts to \( | \psi(\theta) \rangle \), i.e.:

\[
| \partial_x \psi(\theta) \rangle = | \partial_x \psi_{\perp}(\theta) \rangle + | \partial_x \psi_{\parallel}(\theta) \rangle,
\]

with

\[
| \partial_x \psi_{\perp}(\theta) \rangle := (1 - \psi(\theta)) | \partial_x \psi(\theta) \rangle, \\
| \partial_x \psi_{\parallel}(\theta) \rangle := \psi(\theta) | \partial_x \psi(\theta) \rangle.
\]

It is straightforward to show that \( | \partial_x \psi_{\parallel}(\theta) \rangle V_x^ \phi M_x V_x^ \phi | \psi(\theta) \rangle + \text{c.c.} \rangle = 0 \), and upon defining

\[
| \psi_{\perp}(\theta) \rangle := | \partial_x \psi_{\perp}(\theta) \rangle / \sqrt{\langle \partial_x \psi_{\perp}(\theta) | \partial_x \psi_{\perp}(\theta) \rangle},
\]

eq 4 \gamma(\phi, \psi(\theta)) \langle \partial_x \psi_{\perp}(\theta) \rangle | \partial_x \psi_{\perp}(\theta) \rangle,
\]

with

\[
\gamma(\phi, \psi(\theta)) := 1/4 \sum_x \frac{[| \psi_{\perp}(\theta) \rangle V_x^ \phi M_x V_x^ \phi | \psi_{\perp}(\theta) \rangle + \text{c.c.}]}{| \psi_{\perp}(\theta) \rangle V_x^ \phi M_x V_x^ \phi | \psi_{\perp}(\theta) \rangle}.
\]

Note that 4\langle \partial_x \psi_{\perp}(\theta) \rangle | \partial_x \psi_{\perp}(\theta) \rangle = \mathcal{F}[| \psi(\theta) \rangle] \) is nothing but the (perfect) quantum Fisher information (QFI) of \( \psi(\theta) \).

The imperfect QFI is thus:

\[
\mathcal{F}^{(im)} = \left[ \max_{\phi} \gamma(\phi, \psi(\theta)) \right] \mathcal{F}[| \psi(\theta) \rangle].
\]

Let us denote \( \gamma_{\mathcal{M}} := \max_{\phi} \gamma(\phi, \psi(\theta)) \). Clearly by an appropriate choice of \( \phi \) we can map \( | \psi(\theta) \rangle, | \psi_{\perp}(\theta) \rangle \) to...
any two arbitrary orthogonal states $|\xi\rangle, |\xi_\perp\rangle$. Therefore, the optimization over $\hat{\phi}$ is basically an optimization over any two orthogonal states $|\xi\rangle, |\xi_\perp\rangle$, namely:

$$\gamma_M = \max_{|\xi\rangle, |\xi_\perp\rangle} \sum_x \frac{\text{Re}\{\langle \xi_\perp | M_x | \xi \rangle \}^2}{\langle \xi | M_x | \xi \rangle}.$$  

(S.6)

Evidently, $\gamma_M$ is completely independent of the encoding of the parameter, $\psi(\theta)$, and depends only on the imperfect measurement $M \sim \{M_x\}_x$. Clearly $\gamma_M \geq 0$, because the FI is non-negative, and $\gamma_M \leq 1$, because the imperfect QFI cannot be bigger than the perfect QFI. The latter can also be verified by using the Cauchy-Schwarz inequality:

$$\sum_x \text{Re}\{\langle \xi_\perp | M_x | \xi \rangle \}^2 \leq \sum_x \frac{\langle \xi_\perp | M_x | \xi \rangle^2}{\langle \xi | M_x | \xi \rangle} = \sum_x \langle \xi_\perp | M_x | \xi \rangle = 1.$$  

(S.7)

Hence, $0 \leq \gamma_M \leq 1$, and it depends solely on the imperfect measurement $M$, or, in the common cases discussed in the main text, the noisy detection channel $\mathcal{P}$ that determines the effective $M$, i.e., with all measurement elements then given by $M_x = \sum_i p(x|i) \Pi_i$, where $\Pi$ is some fixed (perfect) projective measurement, so that the imperfect measurement is completely specified by the stochastic map, $\mathcal{P} \sim \{p(x|i)\}$, representing the readout noise. In such a situation, see also the classical interpretation below, we refer to $\gamma_M$ in Eq. (S.6) as $\gamma_\mathcal{P}$.

B. Properties of $\gamma_M$

In this section we discuss several properties of $\gamma_M$.

a. Classical interpretation of $\gamma_\mathcal{P}$. For commuting $\{M_x\}_x$, namely when the imperfect measurement is specified by the noiseful detection channel $\mathcal{P} \sim \{p(x|i)\}$ such that $\forall x: M_x = \sum_i p(x|i) \Pi_i$, $\gamma_\mathcal{P} \equiv \gamma_M$ has a classical interpretation. Note that in this case Eq. (S.6) reads:

$$\gamma_\mathcal{P} = \max_{a,b} \sum_x \frac{(\sum_i p(x|i) a_i b_i)^2}{\sum_i p(x|i) a_i^2},$$  

(S.8)

where $a, b$ are real normalised, orthogonal vectors: $|a|^2 = |b|^2 = 1$. It is simple to see that $a, b$ can be assumed to be real vectors. In order to gain further intuition, we can define $p_i := a_i^2$ and a ‘derivative’ $d p_i := a_i b_i$ such that then $a_i = \sqrt{p_i}$ and $b_i = 2i(\sqrt{p_i})$. As a result, it can be seen that the constraints of $|a|^2 = 1, a \cdot b = 0, |b|^2 = 1$ are equivalent to the constraints: $\sum_i p_i = 1$, $\sum_i d p_i = 0$, $\sum_i d p_i^2 = 1$. In nuce, $\{p_i\}$ is a probability distribution, $\{d p_i\}$ is the derivative vector of the probability distribution and the constraint of $\sum_i d p_i^2 = 1$ is a normalization constraint: the original FI equals to 1. In this new notation, Eq. (S.8) reads:

$$\gamma_\mathcal{P} = \max_{a,b} \sum_x \frac{(\sum_i p(x|i) a_i b_i)^2}{\sum_i p(x|i) p_i},$$  

(S.9)

with the constraint of $\sum_i p_i^2 = 1$. Hence, $\gamma_\mathcal{P}$ can interpreted as the optimal noisy classical FI, optimised over all $\{p_i\}, \{d p_i\}$, with the original FI of 1.

b. Data processing inequality $\gamma_\mathcal{P}_2 \leq \gamma_\mathcal{P}_1$. Let us consider again the setting of $\gamma_\mathcal{P}$ in Eq. (S.8) specified by the noisy detection channel, $\mathcal{P}$, that constitutes a stochastic map with entries $[\mathcal{P}]_{x_1 x_2} = p(x_1|x_2)$ and yields the imperfect measurement $\{M_x = \sum_i [\mathcal{P}]_{x_i x} \Pi_i\}_x$. Now, considering a composition of any two noisy detection channels $\mathcal{P}_2 \circ \mathcal{P}_1$ as an effective stochastic map, the corresponding imperfect measurement simply reads $\{M_x = \sum_i [\mathcal{P}_2 \circ \mathcal{P}_1]_{x_i x} \Pi_i\}_x$. We demonstrate that the resulting $\gamma$-coefficient (S.8) obtained via such a composition must be contractive, i.e. $\gamma_{\mathcal{P}_2 \circ \mathcal{P}_1} \leq \gamma_{\mathcal{P}_1}$.

We prove this by first observing that Eq. (S.9) satisfies $\gamma_\mathcal{P} = \max_{a,b} \sum_x \frac{(\sum_i p(x|i) a_i b_i)^2}{\sum_i p(x|i) p_i} = \max_{d p_i} \sum_i d p_i^2 = 1$, which follows from the Cauchy-Schwarz inequality.

$$\sum_x \frac{(\sum_i p(x|i) d p_i)^2}{\sum_i p(x|i) p_i} \leq \sum_x (2d \sqrt{p_i})^2 = \sum_i p_i^2.$$  

Now, if we consider Eq. (S.9) but for $\mathcal{P} = \mathcal{P}_2 \circ \mathcal{P}_1$, we have $\gamma_{\mathcal{P}_2 \circ \mathcal{P}_1} = \max_{a,b} \sum_x \frac{(\sum_i p(x|i) a_i b_i)^2}{\sum_i p(x|i) p_i} \leq \max_{d p_i} \sum_i (d p_i)^2 = \gamma_{\mathcal{P}_1}$, which completes the proof.

c. Monotonically increasing with the number of probes, i.e. $\forall M : \gamma_M \leq \gamma_{M \otimes I} \leq \gamma_{M \otimes M}$. Let us first prove that $\gamma_{M \otimes I} \leq \gamma_{M \otimes M}$ for any imperfect measurement $M$, which follows from convexity. In general, for any two positive semidefinite operators $M_1, M_2 \geq 0$:

$$\frac{\langle \xi | M_1 | \xi \rangle^2}{\langle \xi | M_1 | \xi \rangle} + \frac{\langle \xi | M_2 | \xi \rangle^2}{\langle \xi | M_2 | \xi \rangle} \leq \frac{\langle \xi | M_1 + M_2 | \xi \rangle^2}{\langle \xi | M_1 + M_2 | \xi \rangle},$$  

(S.10)

which follows from the convexity of the function $\frac{x^2}{y}$, where we take $x_i = \text{Re}\{\langle \xi_\perp | M_i | \xi \rangle\}$, $y_i = \langle \xi | M_i | \xi \rangle$. This convexity implies:

$$\sum_{j,k} \frac{(\text{Re}\{\langle \xi_\perp | M_j \otimes M_k | \xi \rangle\})^2}{\langle \xi | M_j \otimes M_k | \xi \rangle} \geq \sum_j \frac{(\text{Re}\{\langle \xi_\perp | \sum_k M_j \otimes M_k | \xi \rangle\})^2}{\langle \xi | \sum_k M_j \otimes M_k | \xi \rangle} \tag{S.11}$$

and, hence, $\gamma_{M \otimes I} \leq \gamma_{M \otimes M}$. 

Now, $\gamma_M \leq \gamma_{M \otimes I}$ is assured by the fact that the maximisation over all orthogonal $|\xi\rangle$ and $|\xi_L\rangle$ in Eq. (S.6) defining 2-dimensional subspace in the support of $\mathcal{M}$, is trivially contained within the maximisation over all orthogonal $|\xi\rangle$, $|\xi\rangle$ lying in the support of $\mathcal{M} \otimes I$. In particular, for any two $|\xi\rangle$ and $|\xi_L\rangle$ one may choose $\hat{\xi} = |\xi\rangle \langle \chi|$ and $\hat{\xi}_L = |\xi_L\rangle \langle \chi|$ with any $|\chi\rangle$, so that

$$\sum_j \frac{\langle \xi| M_j |\xi\rangle^2}{\langle \xi| M_j |\xi\rangle} = \sum_j \frac{\langle \chi| M_j |\xi\rangle^2}{\langle \chi| M_j |\xi\rangle}.$$  (S.12)

d. Sufficient condition for $\gamma_M = 1$. We mention in the main text that a sufficient condition for a perfect QFI, i.e. $\gamma_M = 1$, is perfect distinguishability between two states: there exist two orthogonal states, $|\xi\rangle$ and $|\xi_L\rangle$, such that for every $M_j$ either $M_j |\xi\rangle = 0$ or $M_j |\xi_L\rangle = 0$. In order to see this, observe from the Cauchy-Schwarz inequality (S.7) that $\gamma_M = 1$ if and only if there exist $|\xi\rangle$, $|\xi_L\rangle$ such that $\sqrt{M_j |\xi\rangle} \propto \sqrt{M_j |\xi_L\rangle}$ for every $x$. It is straightforward to see that given perfect distinguishability this condition is satisfied, with the proportionality constant being exactly zero for all $x$.

C. Unitary encoding with two-outcome measurement for a qubit: Optimal state and measurement

Using Bloch representation, our initial probe state is $\rho = \frac{1}{2} (\mathbb{1} + \mathbf{r}_0 \cdot \mathbf{\sigma})$, where the real Bloch vector has the usual constraint $|\mathbf{r}_0|^2 = r_{0x}^2 + r_{0y}^2 + r_{0z}^2 \leq 1$ with equality for pure state. After the encoding with $U_0 = e^{i\theta \mathbf{y}}$, $h = \sigma_x/2$, $r$ evolves to $\rho(\theta) = \frac{1}{2} (I + \mathbf{r}(\theta) \cdot \mathbf{\sigma})$, where $r_x(\theta) = r_{0x} \cos(\theta) + r_{0y} \sin(\theta)$, $r_y(\theta) = -r_{0x} \sin(\theta) + r_{0y} \cos(\theta)$, and $r_z(\theta) = r_{0z}$. Moreover, $\mathbf{r}(\theta) = \theta \mathbf{y} \mathbf{r}(\theta)$ is perpendicular to $\mathbf{r}(\theta)$, with $|\mathbf{r}(\theta)|^2 = r_{0x}^2 + r_{0y}^2 \leq 1$. The two-outcome measurement prior to the stochastic mapping are described by the operators $\Pi_{1,\phi} = \frac{1}{2} (I + \mathbf{m}(\phi) \cdot \mathbf{\sigma})$ and $\Pi_{2,\phi} = \frac{1}{2} ((2 - s) I - \mathbf{m}(\phi) \cdot \mathbf{\sigma})$, with the positive constraints $0 < m \equiv |\mathbf{m}| \leq s^* \equiv \min\{s, 2 - s\} \leq 1$. In the main text we consider from onset projective measurements with $m = 1$, but for the sake of mathematical completeness, let us for now allow any two-outcome measurement, and show later $m = 1$ is optimal indeed.

With $\phi = \{m, \varphi, \theta\}$, we parametrize $\mathbf{m}(\phi) = m [\cos \varphi \cos \theta \mathbf{b}_1 + \sin \varphi \sin \theta \mathbf{b}_2] + m [\sin \varphi \cos \theta \mathbf{b}_1 + \cos \varphi \sin \theta \mathbf{b}_2]$. The respective projective outcome probabilities are $p_{\theta,\phi}(1) = \frac{1}{2} (s + m \cdot \mathbf{r}) = \frac{1}{2} (s + m \cos \varphi \cos \theta)$ and $p_{\theta,\phi}(2) = 1 - p_{\theta,\phi}(1)$, while $\hat{p}_{\theta,\phi}(1) = -\hat{p}_{\theta,\phi}(2) = \frac{1}{2} m \cos \varphi \sin \theta |\mathbf{r}|$. Note that, while the $\theta$ dependence are not seen explicit here, they are present still, as $\varphi$ and $\theta$ are defined with respect to $\theta$. For noisy detection channel that is specified by the stochastic mapping $\mathcal{P} \sim \{p(x|i)\}$, i.e. $\mathcal{M} = \{M_x = \sum_i p(x|i) 1_I\}$, we have $q_{\theta,\phi}(x) = \sum_i p(x|i) p_{\theta,\phi}(i)$, and the FI, $F = \sum x f_x$, with

$$f_x = \hat{q}_{\theta,\phi}(x)^2 / q_{\theta,\phi}(x) = \frac{\frac{1}{2} \sin^2 \theta |\mathbf{r}|^2}{c_x y^2 + c_y y}.$$  (S.13)

where $y \equiv (m \cos \varphi)^{-1} \geq 1/s^* \geq 1$, $a_x = p(x|1) - p(x|2)$, $b_x = p(x|1) + (2 - s)p(x|2)$, and $c_x = a_x \cos \theta$.

Consider now maximization of $f_x$ over the input state and the measurement. Evidently, we should choose the input state such that $|\mathbf{r}| = 1$, i.e., pure state that lies in the equatorial plane of the Bloch sphere. This choice also means that $b_1$ is now $e_x$. Moreover, we should minimize the function $g_x(y) = b_2 y^2 + c_x y$ in the denominator, subject to $y \geq y^*$. First then, we should choose $2 - s = s$ in $b_2$. Next, since $g_x$ is a convex function, and the roots of $g_x$ are 0 and $-c_x/b_2$ for which $|c_x/b_2| \leq y^*$, we have $\min_{y \geq y^*} g_x(y) = g_x(y^*)$. That is, we have $\varphi = 0$ and $m = s^*$, such that $\mathbf{m}$ has no $b_1 = e_x$ component.

To confirm that we should always choose projective measurement before the noisy detection channel whenever possible, i.e., $m = s^* = 1$, we put in $s^* = 1/y^*$ into $g_x(y^*)$ for an explicit convex function of $y^*$. One can then verify readily that the roots are now not greater than 1, and therefore, the optimal choice of $y^*$ is 1. Finally, as all the above optimizations hold for all $f_x$, it follows that they apply to the total FI, and therefore

$$\mathcal{F}^{(\text{im})} = \max_{\rho} \max_{\phi} \mathcal{F}(\rho).$$

$$= \max_{\theta} \frac{1}{2} (\mathbb{1} + \mathbf{r}(\theta) \cdot \mathbf{\sigma}(\phi)) \mathbb{1} (\mathbb{1} + \mathbf{r}(\theta) \cdot \mathbf{\sigma}(\phi))^2 \sin^2 \theta.$$  (S.14)

Note that as Eq. (S.14) depends on $\theta$, which is an angle defined relative to $\mathbf{r}(\theta)$, it follows that in this case here we have a freedom to fix either the measurement or the input state and optimize over the other, as long as both are restricted to the equatorial plane. In particular, we may fix $\rho = |+\rangle \langle +|$, i.e., $\mathbf{r}_0 = e_x$, and optimize over $\Pi_{1,\phi} = |\Psi\rangle \langle \Psi|$ with $\Pi_{2,\phi} = (|0\rangle \langle 0| + e^{i\phi} |1\rangle \langle 1|) / \sqrt{2}$, i.e., $\mathbf{m} = e_x$. Equivalently, we may optimize over $\rho = |\Psi\rangle \langle \Psi|$ with $\Psi = e^{i\phi} |\phi\rangle$ with $\Pi_{1,\phi} = |\phi\rangle \langle \phi|$ and $\Pi_{2,\phi} = (- |\phi\rangle \langle \phi|)$, i.e., $\mathbf{m} = e_x$. Both give the same expression with $\theta = \phi - \pi/2$ in Eq. (S.14), which turns into Eq. (9) in the main text.

D. Relations of quantum metrology with imperfect measurements to the “standard” setting of noisy parameter encoding

In this section, we discuss in detail the differences and relation between our quantum metrology with imperfect
Fig. S1. Different models for noisy quantum metrology. (a) Quantum metrology with imperfect measurement $\mathcal{M}$. $V_\phi$ is some control unitary operation for optimizing the measurement basis. (b) Equivalent picture of (a), with $\Pi$ being a projective measurement which can be chosen and fixed arbitrarily, and $\Lambda$ is a CPTP channel. (c) Quantum metrology with “standard” noisy parameter encoding, where the noise, described by a CPTP channel $\Lambda$, is independent of the choice of the measurement settings $\phi$.

measurement model and the “standard” noisy metrology model. In the latter, the measurement is taken to be perfect, and the noise is described by a CPTP channel that acts before the measurement stage.

Firstly, let us denote $\mathcal{B}(\mathcal{H}_d)$ as the set of bounded linear operators on the Hilbert space $\mathcal{H}_d$ with dimension $d$. Then, recall that our quantum metrology with imperfect measurement on the physical level is as depicted in Fig. S1(a): an encoded qudit described by the state $\rho(\theta) \in \mathcal{B}(\mathcal{H}_d)$, undergoes a control unitary operation $V_\phi \sim \{V_\phi\}$ such that $\rho(\theta) \to V_\phi \rho(\theta) V_\phi^\dagger = V_\phi \rho(\theta) V_\phi^\dagger$, which is then subject to an imperfect measurement $\mathcal{M} \sim \{M_x\}_{x=1}^{d}$. Here, all the $M_x$ and the $V_\phi$ are elements of $\mathcal{B}(\mathcal{H}_d)$ as well. The probability of getting the outcome $x$ is given by the Born’s rule, $q_{\theta,\phi}(x) = \text{Tr}[M_x V_\phi \rho(\theta) V_\phi^\dagger]$.

We can also think of it in a mathematically equivalent picture, as in Fig. S1(b), where we describe the imperfect measurement $\mathcal{M} \sim \{M_x\}_{x=1}^{d}$ rather by a noisy CPTP channel $\Lambda$ that is followed by a perfect projective measurement $\Pi \sim \{\Pi_x = |x\rangle \langle x|\}_{x=1}^{d}$. That is, we can always find some quantum (CPTP) map $\Lambda \sim \{k_\ell\}_\ell$ that allows for the conjugate-map decomposition of $\mathcal{M}$, i.e.:

$$\forall_{x=1,\ldots,d} : \quad M_x = \Lambda^\dagger \Pi_x = \sum_\ell k_\ell^\dagger \Pi_x k_\ell,$$

or, rewriting the above in a compact way:

$$\mathcal{M} = \Lambda^\dagger [\Pi].$$

One can prove that the condition (S.15), or (S.16), can always be satisfied, by considering as an example the quantum-classical channel that we used as well in the main text (Lemma 3 and Corollary 2) [89], namely,

$$\Lambda \sim \{ |x\rangle \langle i| \sqrt{M_x}\}_{x,i} \quad x = 1,\ldots,d; \quad i = 1,\ldots,d.$$

Another example of a CPTP map that also always satisfies Eq. (S.16) is

$$\Lambda \sim \{ \sum_{x=1}^{d} |x\rangle \langle i| \sqrt{M_x}\}_{i=1}^{d},$$

where rank is now $d$, rather than $d \cdot |X|$ in Eq. (S.17).

Note that, both the orthogonal sets of basis ket $\{|x\rangle\}_x$ and bra $\langle i|$, in Eqs. (S.17) and (S.18) can essentially be understood as flags, and can be chosen arbitrarily. Importantly, despite this equivalent picture in Fig.S1(b), it is however still not the same as the “standard” noisy metrology scheme as depicted in Fig.S1(c), where the noise, described by a CPTP map $\Lambda$, acts independently of the choice of the control unitary $V_\phi$. The crucial difference is that, in the former the control operation $V_\phi$ is applied before the channel $\Lambda$, whereas in the latter it is applied after the channel $\Lambda$. Then, unless $V_\phi$ commutes with $\Lambda$, which is hardly ever true, the two noise model will not be equivalent.

Let us still study more closely the two models from the perspective of parameter estimation, whereby the focus is on the QFI and channel QFI (perfect versus imperfect). Denote $F[\rho(\theta),\mathcal{M}]$ as the classical Fisher information for $\theta$ with the state $\rho(\theta)$ and measurement $\mathcal{M} \sim \{M_x\}_x$, i.e.,

$$F[\rho(\theta),\mathcal{M}] = \sum_x \left( \frac{\partial^2}{\partial \theta^2} \text{Tr}[\rho(\theta) M_x]^2 \right).$$

Then, for the imperfect measurement model, the imperfect QFI is given by (see Eq. (5) in the main text):

$$F^{(\text{im})} = \max_{\phi} F[V_\phi \rho(\theta), \Lambda^\dagger [\Pi]]$$

$$:= F[V_{\text{opt}} \rho(\theta), \Lambda^\dagger [\Pi]] = F[(\Lambda \circ V_{\text{opt}}) \rho(\theta), \Pi].$$

Note that the optimal control unitary $V_{\text{opt}} \sim \{V_{\text{opt}}\}$ generally depends on the given $\rho(\theta)$, though for simplicity of the notation we will not write out this dependence explicitly for now. It then follows that

$$F^{(\text{im})} \leq \max_W F[(\Lambda \circ V_{\text{opt}}) \rho(\theta), WIW^\dagger]$$

$$:= F[(\Lambda \circ V_{\text{opt}}) \rho(\theta)],$$

where $W$ is a unitary operator in $\mathcal{B}(\mathcal{H}_d)$, and so we may formally upper bound the imperfect QFI by the QFI of $(\Lambda \circ V_{\text{opt}}) \rho(\theta)$, which can be interpreted as a state that undergoes a “standard” noisy channel $\Lambda \circ V_{\text{opt}}$. Moreover,
given the imperfect measurement $\mathcal{M}$, one can further optimize over different possible $\Lambda$ that satisfies Eq. (S.16), and get

$$\mathcal{F}^{(im)} \leq \min_{\Lambda | [\Pi] = \mathcal{M}} \mathcal{F}([\Lambda \circ \mathcal{V}_{opt}] | \rho(\theta)]). \quad (S.21)$$

Despite the established formal relations Eqs. (S.20) and (S.21), note that $\Lambda \circ \mathcal{V}_{opt}$ is defined using the knowledge about optimal control unitary. However, if we had known $\mathcal{V}_{opt}$, we would have already in fact obtained $\mathcal{F}^{(im)}$, and there is no need for the upper bounds. In other words, the formal bounds Eqs. (S.20) and (S.21) are not that meaningful in practice.

1. Proof of the Observation 1 in Methods

Still, there is a special case worth mentioning, where we can indeed meaningfully evaluate a QFI-based upper bound without solving exactly for the $\mathcal{V}_{opt}$. Suppose that from the symmetry of the estimation problem we know that the optimal control operation must also carry it, so that its optimisation may be restricted to elements in some compact group $G$, i.e., $\mathcal{V}_{opt} \in G$. Then, if $\Lambda$ satisfying Eq. (S.16) is known to be $G$-covariant, i.e.,

$$\forall_{g \in G} : \Lambda \circ g = W_g \circ \Lambda, \quad (S.22)$$

where $W_g$ is some unitary representation of $G$ in $\mathcal{H}_X$—in particular, for $\mathcal{V}_{opt}$ correspondingly to $\mathcal{V}_{opt}$ in Eq. (S.22), we have from Eq. (S.20) that

$$\mathcal{F}^{(im)} \leq \mathcal{F}([\mathcal{V}_{opt} \circ \Lambda] | \rho(\theta)]) = \mathcal{F}[[\Lambda | \rho(\theta)]], \quad (S.23)$$

where the equality in (S.23) follows from the fact that QFI is invariant under parameter-independent unitary transformation.

Extension to channel QFI is straightforward. Let us denote the (perfect) parameter-encoding channel as $\mathcal{E}_\theta$, such that $\rho(\theta) = \mathcal{E}_\theta[\rho]$ for the input probe state $\rho$, which we will eventually optimize over. For the imperfect measurement case, we have by definition (see Eq. (5) in the main text):

$$\mathcal{F}^{(im)} = \max_{\rho} \mathcal{F}^2([\mathcal{V}_{opt} \circ \mathcal{E}_\theta] | \rho, \Lambda | [\Pi]) = \mathcal{F}([\Lambda | \rho(\theta)]) \quad \text{s.t. } \rho = \mathcal{E}_\theta[\rho] \quad \text{and } \rho \in \mathcal{P}, \quad (S.24)$$

where $\mathcal{V}_{opt}$ and $\rho_{opt}$ are respectively the optimal control unitary and input state, and $\mathcal{E}_\theta = \partial_\theta \mathcal{E}$ is the derivative of the encoding channel w.r.t. the parameter, such that for any $\rho(\theta) = \mathcal{E}_\theta[\rho]$, $\partial_\theta \rho(\theta) = \mathcal{E}_\theta[\rho]$. Similarly to Eq. (S.20), one then obtains

$$\mathcal{F}^{(im)} \leq \max_{\sigma} \mathcal{F}^2([\Lambda \circ \mathcal{V}_{opt} \circ \mathcal{E}_\theta] | \sigma, \mathcal{W}_{\Pi}^\dagger] = \mathcal{F}([\Lambda \circ \mathcal{V}_{opt} \circ \mathcal{E}_\theta]), \quad (S.25)$$

where $\sigma$ is some state in $\mathcal{H}_d$, $\mathcal{W}$ is a unitary operator in $\mathcal{B}(\mathcal{H}_X)$, and $\mathcal{F}$ is the channel QFI. Again, although Eq. (S.25) now provides a formal relation between the imperfect channel QFI and the channel QFI of a “standard" noisy encoding ($\Lambda \circ \mathcal{V}_{opt} \circ \mathcal{E}_\theta$), it requires knowledge of the optimal control unitary $\mathcal{V}_{opt}$ (which implicitly depends on the optimal state $\rho_{opt}$), and is hence in general not immediately applicable.

Still, when we know that, thanks to some symmetry of the problem, the optimisation over control $\mathcal{V}_{opt}$ can be restricted to elements of some compact group $G$, meaningful upper bound on the imperfect channel QFI can be formulated. Firstly, following directly from the Observation 1, in case the conjugate map $\Lambda$ satisfies not only Eq. (S.16) but also the $G$-covariant condition Eq. (S.22), we can immediately conclude by maximising Eq. (S.23) over the input probe-states that $\mathcal{F}^{(im)} \leq \mathcal{F}([\Lambda \circ \mathcal{E}_\theta])$.

2. Proof of the Observation 2 in Methods

Secondly, suppose that the encoding channel $\mathcal{E}_\theta$, as well as its derivate, $\mathcal{E}_\theta' = \partial_\theta \mathcal{E}_\theta$, are both $G$-covariant locally around the parameter value $\theta$, i.e.,

$$\forall_{g \in G} : \mathcal{V}_g \circ \mathcal{E}_\theta = \mathcal{E}_\theta \circ W_g, \quad \mathcal{V}_g \circ \mathcal{E}_\theta' = \mathcal{E}_\theta' \circ W_g, \quad (S.26)$$

where $W_g$ is some unitary representation of $G$ in $\mathcal{H}_d$—in particular, $W_{opt}$ correspondingly for $\mathcal{V}_{opt}$. In this case, from (S.25),

$$\mathcal{F}^{(im)} \leq \mathcal{F}([\Lambda \circ \mathcal{E}_\theta \circ \mathcal{V}_{opt}]) = \mathcal{F}([\Lambda \circ \mathcal{E}_\theta]), \quad (S.27)$$

where the equality in (S.27) follows from the fact that channel QFI is invariant under parameter-independent unitary transformation on the input probe state. Note that it is necessary to include the local $G$-covariant condition for $\mathcal{E}_\theta$ here, as FI is not a function of the state alone but also its derivative, c.f. explicitly Eq. (S.24) and Eq. (S.28) below.

3. Computing $\mathcal{F}([\Lambda \circ \mathcal{E}_\theta])$ in Eq. (S.27) as an SDP via a ‘seesaw’ method

The QFI is defined as a function of a quantum state $\rho \equiv \rho(\theta)$ and its derivative $\dot{\rho} \equiv \partial_\theta \rho(\theta)$, as follows [16]:

$$\mathcal{F}[\rho, \dot{\rho}] := \frac{\text{Tr} \{ \rho L^2 \}}{\text{s.t. } \dot{\rho} = \frac{1}{2} \{ \rho, L \}}. \quad (S.28)$$
Equivalently, it may be expressed as the maximisation of the error propagation formula over all the quantum observables, i.e., Hermitian operators $O = O^{\dagger}$, as \[ F[\rho, \hat{\rho}] = \max_{O = O^{\dagger}} \frac{\left|\langle \hat{O} \rangle\right|^2}{\Delta^2 O} = \max_{O = O^{\dagger}} \frac{|\text{Tr}[\rho O^2]|^2}{\text{Tr}[\rho^2] - \text{Tr}[\rho O]^2}, \tag{S.29} \]

which is always maximised by $O_{\text{opt}} = L - \text{Tr}[\rho L]$ with $L$ being the SLD operator defined implicitly in Eq. \eqref{eq:SLD_operator}. However, the fraction in Eq. \eqref{eq:QFI_expression} can always be rewritten by introducing another maximisation, i.e.:

\[
\left(\frac{\langle \hat{O} \rangle}{\Delta^2 O}\right)^2 = \max_{\alpha \in \mathbb{R}} \left\{ -\alpha^2 \Delta^2 O + 2\alpha \left|\langle \hat{O} \rangle\right| \right\}, \tag{S.30}
\]

with the maximum occurring at $\alpha_{\text{opt}} = \left(\frac{\langle \hat{O} \rangle}{\Delta^2 O}\right)$. Hence, we may write again Eq. \eqref{eq:QFI_expression} as

\[
F[\rho, \hat{\rho}] = \max_{O = O^{\dagger}} \max_{\alpha \in \mathbb{R}} \left\{ -\alpha^2 \Delta^2 O + 2\alpha \left|\langle \hat{O} \rangle\right| \right\} \tag{S.31} = \max_{O = O^{\dagger}} \left\{ -\Delta^2 O' + 2\left|\langle \hat{O} \rangle\right| \right\}, \tag{S.32}
\]

while noticing that the two maximisations can be recast into one by defining $O' := \alpha O$. Moreover, for any $O'$ above we may define a shifted operator $X := O' - \langle O' \rangle$, so that substituting $O' = X + \text{Tr}[\rho O']$ into Eq. \eqref{eq:QFI_expression_shifted}, we obtain \cite{91}:

\[
F[\rho, \hat{\rho}] = \max_{X = X^{\dagger}} \left\{ -\langle X^2 \rangle + 2\left|\langle \hat{X} \rangle\right| \right\} \tag{S.33} = \max_{X = X^{\dagger}} \left\{ -\langle X^2 \rangle + 2\left|\langle \hat{X} \rangle\right| \right\}, \tag{S.34}
\]

where the maximum is now performed over all Hermitian operators $X = X^{\dagger}$. We have also dropped the absolute value, as $\langle \hat{X} \rangle = \text{Tr}[\rho X] = \partial_{\rho} \text{Tr}[\rho X]$ is real, while the first (quadratic) term above is unaffected by the $X \rightarrow -X$ transformation—and so must be the maximal value attained in Eq. \eqref{eq:QFI_expression_shifted}.

Let us note that Eq. \eqref{eq:QFI_expression_shifted} constitutes a valid lower bound on the QFI for any fixed $X$, i.e.

\[
\forall_{X = X^{\dagger}, \rho, \hat{\rho}}: -\text{Tr}[\rho X^2] + 2\text{Tr}[\rho X] \leq F[\rho, \hat{\rho}], \tag{S.35}
\]

while the optimal $X_{\text{opt}}$, yielding the maximum in Eq. \eqref{eq:QFI_expression_shifted}, is related to the actual optimal observable $O_{\text{opt}}$ in Eq. \eqref{eq:QFI_expression} via

\[
X_{\text{opt}} = O_{\text{opt}} - \langle O_{\text{opt}} \rangle = \alpha_{\text{opt}} (O_{\text{opt}} - \langle O_{\text{opt}} \rangle) \tag{S.36}
\]

\[
= \frac{\left|\langle \hat{O}_{\text{opt}} \rangle\right|}{\Delta^2 O_{\text{opt}}} (O_{\text{opt}} - \langle O_{\text{opt}} \rangle). \tag{S.37}
\]

Hence, by substituting further $O_{\text{opt}} = L - \text{Tr}[\rho L]$, we can explicitly relate $X_{\text{opt}}$ to the SLD and the QFI, i.e.:

\[
X_{\text{opt}} = \frac{F[\rho, \hat{\rho}]}{|\text{Tr}[\rho L]|} (L - \text{Tr}[\rho L]). \tag{S.38}
\]

Let us consider for our purposes the case of unitary parameter encoding, i.e., $E_{\theta} = U_{\theta} = \{e^{-i\theta H}\}$ so that $\hat{\rho} = i[\rho, H]$, but the following analysis can be directly generalised to allow for arbitrary $E_{\theta}$ and $E_{\theta}$. Then, using the expression \eqref{eq:QFI_expression} for the QFI, we may rewrite the potentially valid—e.g. given the $G$-covariance \eqref{eq:G_covariance} or \eqref{eq:G_covariance_upper_bound}—upper bound on the imperfect QFI $F^{(\text{im})}$ in Eq. \eqref{eq:QFI_upper_bound} for the encoding $U_{\theta} = e^{-i\theta H}$ as:

\[
F[H, \Lambda] := \bar{F}[\Lambda \circ U_{\theta}]] = \max_{\sigma \geq 0} F[\Lambda[\sigma], \Lambda[i[\sigma, H]]] \tag{S.39}
\]

\[
= \max_{\sigma \geq 0} \text{i Tr}[\{\sigma, H\} \Lambda'[\{\sigma, H]\}] = \frac{1}{2} \text{i Tr}[\{\sigma, H\} \Lambda^\dagger(\{\sigma, H\})]. \tag{S.40}
\]

Moreover, we may now use Eq. \eqref{eq:QFI_expression_shifted} to further express the above channel QFI (for $\Lambda \circ U_{\theta}$) as:

\[
F[H, \Lambda] = \max_{\sigma \geq 0} \text{i Tr}[\sigma (-\Lambda'[X^2] + 2i[H, \Lambda'[X]])]. \tag{S.41}
\]

As a result, we can formulate a numerical ‘seesaw’ algorithm that allows us to compute the channel QFI \eqref{eq:QFI_expression_shifted} by exploiting Eq. \eqref{eq:QFI_shifted}, as follows \cite{91}:

1. Select (randomly) a starting state $\sigma_0$ and calculate the corresponding QFI $F$ as well as the SLD $L$ it would lead to in Eq. \eqref{eq:QFI_expression_shifted}, i.e. without performing the maximisation over the input states $\sigma$.

2. Use the obtained $F$ and $L$ to compute the optimal operator $X_0 = X_{\text{opt}}$ according to Eq. \eqref{eq:QFI_expression_shifted}, which then maximises Eq. \eqref{eq:QFI_shifted} for the fixed state $\sigma_0$.

3. Maximise the expression \eqref{eq:QFI_shifted} over the input states with the operator $X_0$ being now fixed, in order to determine the best state $\sigma_1$ that then yields the tightest lower bound \eqref{eq:QFI_expression_shifted} on QFI for $X_0$.

4. Return to step 1 and use $\sigma_1$ as the new starting state.

The above procedure is computationally efficient, as $F$ and $L$ in step 1 are obtained solving a linear programme, as in Eq. \eqref{eq:QFI_expression_shifted}, while finding the optimal input state in step 3 corresponds to solving the maximal eigenvalue of a Hermitian operator defined within $(\ldots)$ of Eq. \eqref{eq:QFI_shifted}. Although the convergence of the algorithm is generally assured \cite{91}, even if its rate is slow, at any stage it yields a valid lower bound \eqref{eq:QFI_expression_shifted} on the channel QFI \eqref{eq:QFI_shifted}.

4. Maximising $F[H, \Lambda]$ in Eq. \eqref{eq:QFI_upper_bound} further, over all conjugate-map decompositions of an imperfect measurement

Recall that $\Lambda$ in Eq. \eqref{eq:QFI_upper_bound}, and so in Eq. \eqref{eq:QFI_upper_bound}, corresponds to some valid conjugate-map decomposition of a given imperfect measurement $M$, for which it must fulfill the condition \eqref{eq:QFI_upper_bound}. As we now show, the above
gate maps, i.e. all quantum (CPTP) channels $\Lambda$ satisfying Eq. (S.42) also the maximisation over all such conjugate measurement $\Pi$. Let us define the corresponding maximum as

$$\mathcal{F}[H, \mathcal{M}] := \max_{\Lambda \in \text{CPTP}} \frac{\mathcal{F}[H, \Lambda]}{\Lambda^[[\Pi] = \mathcal{M}} \quad (\text{S.43})$$

$$= \max_{\Lambda \in \text{CPTP}} \Lambda^[[\Pi = \mathcal{M} \quad (\text{S.44})$$

where have substituted for $\mathcal{F}[H, \Lambda]$ according to Eq. (S.41). Note that in the above expression any projective measurement, $\Pi$, can be used as a reference, because $\mathcal{F}[H, \mathcal{M}]$ is invariant under the transformation $\Pi \rightarrow W\Pi W^\dagger$, $L \rightarrow WLW^\dagger$ and $\Lambda[\sigma] \rightarrow W\Lambda[\sigma]W^\dagger$, which implies $\Lambda^[[\sigma] \rightarrow \Lambda^[[W^\dagger \cdot W]$, for any unitary $W$.

Now, similarly to Eq. (S.42), we rewrite Eq. (S.44) as

$$\mathcal{F}[H, \mathcal{M}] = \max_{\Lambda \in \text{CPTP}} \Lambda^[[\Pi = \mathcal{M} \quad (\text{S.45})$$

which we evaluate by adding to the aforementioned ‘seesaw’ algorithm one more step in which we maximise over $g_A \geq 0$ (given the linear constraints to reproduce the elements of the imperfect measurement), while fixing the input state, $\sigma$, and the Hermitian operator, $X$.

5. Example 1: Single-qubit phase sensing with bit-flip noise

Let us first illustrate the subtleties of $G$-covariance, and limited applicability of the Observation 1 discussed in Sec. D1 for the imperfect QFI, $\mathcal{F}^{(im)}$, by considering the unitary encoding $\mathcal{E}_\theta \sim \{e^{i\theta}\sigma_z/2\}$ on a qubit, with imperfect measurement $\mathcal{M} \sim \{M_1 = |+\rangle \langle +| + (1 - q)|-\rangle \langle -|, M_2 = q|+\rangle \langle +| + (1 - p)|-\rangle \langle -|\}$ with $0 \leq p, q \leq 1$. Consider also the input probe state in the equatorial Bloch plane, such that for example the encoded state is $\rho(\theta) = \frac{1}{2}(|\psi(\theta)\rangle\langle \psi(\theta)|) = \frac{1}{\sqrt{2}}(|0\rangle + e^{i\theta}|1\rangle)$.

As we have established above in Sec. C, the optimal control unitary in this case must have the structure which we simplify further by denoting the action of any CPTP map $\Lambda$ via its Choi-Jamiolkowski (CJ) state $[92]$. In particular, for any input state $\sigma$ it is true that $\Lambda[\sigma] = \text{Tr}_B\{g_A[I \otimes \sigma^T]\}$, where the CJ state of the map $\Lambda$ is defined as $[54]$ $\Lambda := \Lambda \otimes I[X\otimes I]]$. Here, any square matrix $\Lambda[i] defines a bipartite state $|\Lambda[i]\rangle = \sum_{ij} A_{ij} |i,j\rangle_B = \sum_i |i\rangle_B \langle i|_A$, so that $|\mathcal{I}\rangle = \sum_i |i\rangle_B \langle i|_A$ is the (unnormalised) maximally entangled state. Then, it is straightforward to prove that the CJ state for the conjugate map $\Lambda$, i.e. $\Lambda^\dagger$, is nothing but $g_A = S_{AB}g_A^S_{AB}$, where $S_{AB}$ is the swap operator such that $S_{AB}[\phi_A]_B = [\phi_A^S]\phi_B^S$ for any states $|\phi\rangle$ and $|\psi\rangle$. Consequently, the action of $\Lambda^\dagger$ corresponds to

$$\forall x = X^\dagger: \Lambda^\dagger[X] = \text{Tr}_B\{g_{A^\dagger}(I \otimes X^T)\} \quad (\text{S.46})$$

$$= \text{Tr}_B\{S_{AB}g_A^S_{AB}(I \otimes X^T)S_{AB}g_{AB}\} \quad (\text{S.47})$$

and the TP-property of $\Lambda$, imposing $\text{Tr}_{A\Omega B^\dagger} = I$, ensures consistently that $\text{Tr}_{A\Omega A^\dagger} = \text{Tr}_B\{S_{AB}g_A^S_{AB}\} = (\text{Tr}_{A\Omega A^\dagger})^T = I$, so that the conjugate map is indeed always unital, i.e. $\Lambda^[[\Pi = I$.

Finally, using Eq. (S.47) to replace the maximisation over quantum maps $\Lambda$ in Eq. (S.45) by the corresponding CJ states $g_A$, we obtain

$$V_{opt} = e^{i\varphi_{opt}\sigma_z}$$

for some $\varphi_{opt}$ and, hence, belongs to the $U(1)$ group with unitary representation: $V_{\varphi} \sim \{e^{i\varphi\sigma_z}\}$ and $\varphi \in [0, 2\pi)$. Consequently, when $\Lambda$ can be chosen to not only fulfill (S.16) but also be phase-covariant [66, 82, 83], i.e. $\forall g_A \sim \{A, V_{\varphi}, g_A = 0\}$, the $G$-covariance condition (S.22) is fulfilled. For the special case of symmetric mixing with $p = q$ and any $0 \leq p, q \leq 1$, one can show that the dephasing channel fulfilling (S.16), $\Lambda_{dep} \sim \{\sqrt{p\sigma_z}, \sqrt{1 - p}\sigma_z\}$, is phase-covariant and, hence, the upper bound (S.23) is applicable. Moreover, in this case the bound (S.23) is tight: by taking the limit $\delta \rightarrow 0$ in Eq. (11) in the main text, $\mathcal{F}^{(im)}$ coincides with $\mathcal{F}[\Lambda_{dep}[\rho(\theta)]] = (2p - 1)^2$. This is demonstrated by the blue dot in Fig. S2 for $p = q = 0.9$.

For asymmetric mixing $p \neq q$, however, one can show that for a wide range of $p$ and $q$ any channel $\Lambda$ satisfying Eq. (S.16) cannot exhibit phase-covariance. In particular, $\Lambda$ can only be phase-covariant when there exists
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by Eq. (11) in the main text, while Eq. (S.16), satisfying the inequalities (S.49).

oval boundary) with all values of $F$ depending on the choice of $\phi$ in Eq. (S.16), i.e. there can be multiple solutions for $\eta$ in Eq. (S.50) applicable to all phase-covariant maps $\Lambda$ that commute with the $U(1)$-representation $V_{\eta} \sim \{e^{i\eta\sigma_z}\}$—and, hence, the optimal unitary $V_{opt}$, see Sec. C—the $G$-covariance condition (S.28) applies and the Observation 1 implies that $\mathcal{F}^{(im)} \leq \mathcal{F}[\Lambda[\rho(\theta)]]$. Hence, the QFI $\mathcal{F}(coinciding with the black line)

| \cos \phi \geq |\delta| \quad \text{and} \quad 1 \geq \frac{4\eta^2}{\sin^2 \phi} + \frac{\delta^2}{\cos^2 \phi}. \quad (S.49)

where $\eta := p + q - 1$ and $\delta := p - q$ as in the main text, and the above conditions originate from the CP-constraints on any phase-covariant channel (see e.g. Ref. [66]). Nonetheless, note that if conditions (S.49) can be fulfilled for a given pair of $p \neq q$, there may exist more than one valid phase-covariant conjugate map $\Lambda'$ in Eq. (S.16), i.e. there can be multiple solutions for $\phi$ satisfying the inequalities (S.49).

In general, for any phase-covariant $\Lambda$ satisfying Eq. (S.16), $\mathcal{F}^{(im)} \leq \mathcal{F}[\Lambda[\rho(\theta)]]$ holds with $\mathcal{F}^{(im)}$ given by Eq. (11) in the main text, while

$$\mathcal{F}[\Lambda[\rho(\theta)]] = \frac{\eta^2}{\sin^2 \phi}. \quad (S.50)$$

depending on the choice of $\phi$ satisfying constraints (S.49).

In Fig. S2, we mark such a region by grey shading (blue oval boundary) with all values of $\mathcal{F}[\Lambda[\rho(\theta)]]$ in Eq. (S.50) lying consistently above the true $\mathcal{F}^{(im)}$ (black line). Note that this is possible only for relatively small $q$ (apart from special $q = p$), given the value of $p = 0.9$ chosen.

On the contrary, within the range of $p \neq q$ in Fig. S2 that yield imperfect measurements $\mathcal{M}$ whose valid conjugate-map decompositions in Eq. (S.16) may not exhibit phase-covariance (or more generally, $G$-covariance)—range of $q$ without any solution marked in blue—the Observation 1 is not applicable and the upper bound (S.23) can no longer be taken for granted. Indeed, as demonstrated by the red solid line in Fig. S2 for the quantum-classical channel (S.15), which yields a valid conjugate-map decomposition for any $q$, its QFI no longer upper-bounds the imperfect QFI with, in fact, $\mathcal{F}^{(im)} \geq \mathcal{F}[\Lambda[\rho(\theta)]]$. It is so, as $\mathcal{F}[\Lambda[\rho(\theta)]]$ equals then the classical FI for the imperfect measurement $\mathcal{M}$ with no control ($V_\eta = 1$) and, hence, by definition is always smaller or equal to $\mathcal{F}^{(im)}$. Interestingly, in this particular qubit example with asymmetric bit-flip noise, $\mathcal{F}[\Lambda[\rho(\theta)]]$ coincides with the imperfect QFI, $\mathcal{F}^{(im)}$, when $\Lambda$ is chosen to be the channel defined in Eq. (S.18).

The same exemplary model can also be used to illustrate the applicability of the Observation 2 discussed in Sec. D1, which applies rather to the imperfect channel QFI, $\mathcal{F}^{(im)}$, incorporating maximisation over the input states in Eqs. (S.41) and (S.42). As explained in the main text, see particularly Fig. 2 therein, when allowing
for arbitrary control any input state lying on the equator of the Bloch sphere is optimal, so that $F^{(\text{im})} = F^{(\text{im})}$ for the input $|+\rangle$ and the corresponding curve (black solid line) in Fig. S3 is just the same as the one for $F^{(\text{im})}$ in Fig. S2 (given by Eq. (11) in the main text). Now, as the phase encoding $e^{i\theta \sigma_z/2}$ commutes with the group of control unitaries $e^{i\varphi \sigma_x}$ for any $\varphi$, the G-covariance condition (S.26) is satisfied instead, and at the level of the imperfect channel QFI the inequality $F^{(\text{im})} \leq \bar{F}[(\Lambda \circ \mathcal{E}_\theta)]$ holds for any channel $\Lambda$ satisfying Eq. (S.16).

In Fig. S3, with help of the ‘seesaw’ algorithm introduced in Sec. D.3, we compute $\bar{F}[(\Lambda \circ \mathcal{E}_\theta)]$ in Eq. (S.45) with $\Lambda$ representing: phase-covariant channels, quantum-classical channel (S.17) and the channel (S.18). In the first case, as any state from the equator is still optimal thanks to the phase-covariance property, we can equivalently utilise Eq. (S.50) and recover the same upper bounds as in Fig. S2 (blue solid and dot). However, in the latter two cases, we find the resulting upper bounds to coincide with the imperfect channel QFI, i.e. $F^{(\text{im})} = \bar{F}[(\Lambda \circ \mathcal{E}_\theta)]$ with $\Lambda$ of Eq. (S.17) or Eq. (S.18). Note that this contrasts the case of quantum-classical channel in Fig. S2, which thanks to the optimisation of the input state (for each value of $q$) yields now a valid “upper-bound”—actually reproducing the exact $F^{(\text{im})}$.

Furthermore, we resort to the generalisation of the ‘seesaw’ algorithm that includes maximisation over all possible conjugate-map decompositions of the imperfect measurement, as discussed in Sec. D.4. In this way, we obtain $\bar{F}[(\Lambda \circ \mathcal{E}_\theta)]$ maximised over all $\Lambda$ satisfying Eq. (S.16) for each bit-flip error values $p$ and $q$—orange line in Fig. S3. We observe that such an upper bound is not even convex as the true imperfect channel QFI, $F^{(\text{im})}$ (black line) and, hence, tight only at the extremal values of $q = 0$ or 1.

6. Example 2: $N = 2$ qubits phase sensing with bit-flip noise

In this example, we demonstrate a scenario where now the G-covariance condition (S.26) is not satisfied and, hence, also Observation 2 is not applicable. We consider generalisation of the above phase-sensing example to the case of two ($N = 2$) qubits, in which each qubit probe state undergoes the same encoding and imperfect measurement. For our purposes, we consider only the case of symmetric ($p = q$) bit-flip as the detection noise, as it is sufficient to explore the possibility of the optimal input probe state now being entangled and, crucially, the control operation $\mathcal{V}_Z$ now acting globally on both qubits, i.e. constituting an entangling gate.

First, from Lemma 1, we know that the imperfect measurement does not change the optimal input state, which is thus: $|\Phi_+\rangle = (|00\rangle + |11\rangle)/\sqrt{2}$. Then, one may prove that the optimal two-qubit control unitary must take the form (see also the discussion below in Sec. F): $\mathcal{V}_{\text{opt}} \sim \{W e^{i\varphi_{\text{opt}}(\sigma_x \otimes 1 + 1 \otimes \sigma_z)}\}$ for some optimal real coefficient $\varphi_{\text{opt}}$, where $W$ is the unitary that transforms the Bell basis onto the product basis $\{|++\rangle, |+-\rangle, |-+\rangle, |--\rangle\}$. That is, $W = |+\rangle \langle +| \Phi_+ + |+-\rangle \langle +| \Psi_- + |-+\rangle \langle -| \Phi_- + |--\rangle \langle -| \Psi_+,$ where $|\Psi_\pm\rangle = (|00\rangle \pm |11\rangle)/\sqrt{2}$ and $|\Psi_\pm\rangle = (|01\rangle \pm |10\rangle)/\sqrt{2}$. However, one can also verify that unitaries of such a form generally do not commute with the encoding $\mathcal{E}_\theta$, so there is no straightforward identification that the G-covariance condition (S.26) can be satisfied. In fact, since satisfying the G-covariance condition (S.26) implies that Eq. (S.27) must hold for any $\Lambda$, finding an example of $\Lambda$ that violates Eq. (S.27) and, hence, the Observation 2, would imply that (S.26) cannot be fulfilled.

We illustrate this explicitly in Fig. S4, where now—contrasting the single-qubit case—all the channel QFIs $F^{(\text{im})}_{}[(\Lambda \circ \mathcal{E}_\theta)]$ evaluated for the conjugate-map decompositions (S.16) with $\Lambda$ representing: the dephasing channel (green dashed line), the quantum-classical channel (red solid line) and the channel (black solid line) in Fig. S3 is just the same as the one for $F^{(\text{im})}$ in Fig. S2 (given by Eq. (11) in the main text). As a function of the probability for symmetric bit-flip errors, $p = q \geq 0.5$, affecting qubit projective-measurement outcomes, where $\Lambda$ are some valid conjugate-map decompositions (S.16) of the resulting (local) imperfect measurements. The black solid line depicts the true imperfect channel QFI, $F^{(\text{im})}$, obtained by determining numerically for each $p = q$ the optimal control unitary, $\mathcal{V}_{\text{opt}}$, which now crucially acts globally on both qubits and may not commute with neither the conjugate-map decompositions considered, $\Lambda^{(2)}$, nor the encoding, $\mathcal{E}_\theta$. As result, both the G-covariance conditions (S.22) and (S.26) need not be satisfied. This is confirmed by observing that Eq. (S.27) is explicitly invalidated, i.e. $F^{(\text{im})} \nleq \bar{F}[(\Lambda \circ \mathcal{E}_\theta)]^{(2)}$, for conjugate-map decompositions with $\Lambda$ corresponding to either: the dephasing channel (green), quantum-classical channel (S.17) (red) or the channel defined in Eq. (S.18) (blue)—observe all the corresponding curves lying below the one of $F^{(\text{im})}$. On the other hand, the ‘seesaw’ algorithm allows us to find also the local and global channels $\Lambda^{(2)}$ and $\Lambda^{(2)}$, respectively, that constitute valid conjugate-map decompositions (S.16) at each $p = q$ but are uninformative—yield $F^{(\text{im})}_{}[(\Lambda \circ \mathcal{E}_\theta)]^{(2)} = F^{(\text{im})}_{}[(\Lambda^{(2)} \circ \mathcal{E}_\theta)]^{(2)} = F^{(\text{im})}_{}[(\Lambda^{(2)} \circ \mathcal{E}_\theta)]^{(2)} = 4$ (black dots), i.e. the perfect quantum channel QFI. This emphasises further that, already for $N = 2$, results of quantum metrology with noisy encoding may not be directly used to estimate performance with imperfect measurements.
nel (S.17) (red dashed line) and the channel (S.18) (blue dashed line); lie below the true imperfect channel QFI, $F^{(\text{im})}$, for any $\frac{1}{2} < p = q < 1$. Hence, all these three examples invalidate the upper bounds (S.23) and (S.27), and prove that at any such $p = q$, $\mathcal{V}_{\text{opt}}$ must not commute with neither $\Lambda \otimes 2$ nor $\mathcal{E}_q^{(2)}$, i.e. none of the G-covariance conditions (S.22) and (S.26), respectively, may hold.

We evaluate the aforementioned channel QFIs in Fig. S4 for the three types of conjugate-map decompositions by resorting to the ‘seesaw’ algorithm described in Sec. D3. However, one should also recall from Fig. S3 (see the maximum of the orange line) that in the single-qubit case there exists $\Lambda$ satisfying (S.16) at $p = q$, such that $\mathcal{F}[\Lambda \circ \mathcal{E}_q] = \mathcal{F}[\mathcal{E}_q] = 1$, i.e. its corresponding channel QFI actually equals the perfect channel QFI and, hence, is useless in estimating the impact of the detection (bit-flip) noise. We verify that such a conjugate-map decomposition remains uninformative also in the two-qubit scenario, in which it leads to $\mathcal{F}[(\Lambda \circ \mathcal{E}_q) \otimes 2] = \mathcal{F}[\mathcal{E}_q \otimes 2] = 4$ for any $p = q$—see the black dotted line in Fig. S4. For consistency, by resorting to the ‘seesaw’ algorithm of Sec. D4 that includes maximisation over conjugate-map decompositions, we also verify that there exists a global $\Lambda^{(2)}$ that satisfies the condition (S.16) for $N = 2$, i.e. $\mathcal{M}^{(2)} = \Lambda^{(2)} [\Pi^{(2)}]$, and similarly leads to $\mathcal{F}[\Lambda^{(2)} \circ \mathcal{E}_q^{(2)}] = \mathcal{F}[\mathcal{E}_q^{(2)}] = 4$. Interestingly, we observe that neither $\Lambda \otimes 2$ nor $\Lambda^{(2)}$ commute in general with $\mathcal{V}_{\text{opt}}$, so that G-covariance condition (S.22) still does not apply—making the connection between metrological protocols with imperfect (local) measurements and the “standard” setting of quantum metrology with noisy encoding on multiple probes even less apparent.

**E. Hierarchy of moment-based lower bounds on the FI**

Using only partial information from a full probability distribution, such as considering only up to certain finite moments, one obtains a lower bound for the FI. For the case of univariate and single-parameter estimation, we provide here a simple “physicist’s” reformulation for constructing such a lower bound, which consistently agrees with more abstract considerations [65, 93, 94].

We first rewrite the FI $F = \sum_x q_{\theta,\varphi}(x)^2 / q_{\theta,\varphi}(x)$ by making use of essentially a single identity: any real quadratic function $g(y) = -ay^2 + 2byy$ with $a > 0, b \in \mathbb{R}$, has its maximum given by $\max_x g(y) = g(b/a) = b^2/a$, so equivalently $F = \sum_x \max_{x \in \mathbb{R}} [-q_{\theta,\varphi}(x)y^2 + 2q_{\theta,\varphi}(x)y]$. Using a series ansatz $y_x = \sum_{k=0}^K \alpha_k w(x)^k$ for some chosen function $w(x)$ with $K$ smaller than the cardinality of the probability distribution, we obtain a lower bound $F^{(K)}$ on FI after maximizing now over the finite set $\{\alpha_k\}_{k=0}^K$. By construction, we have $F^{(0)} \leq F^{(1)} \leq F^{(2)} \leq \cdots \leq F^{(K)} \leq F$, and $F^{(K)}$ can be computed straightforwardly as

$$F^{(K)} = -\max_{\alpha} \left[ \sum_{k=0}^K \sum_{j=0}^K \sum_j \sum_{x} q_{\theta,\varphi}(x)w(x)^{k+j} + 2 \sum_{k=0}^K \sum_{x} q_{\theta,\varphi}(x)w(x)^{k} \right]$$

$$= \max -\alpha^T A \alpha + 2b^T \alpha = b^T A^{-1} b,$$  \hspace{1cm} (S.51)

where $\alpha = (\alpha_0, \alpha_1, \cdots, \alpha_K)^T$, and $A$ and $b$ are as in Eqs. (26, 27) in the main text, with the more general replacement $E[x^j] \rightarrow E[w(x)^j]$, and $\hat{E}[x^j] \rightarrow \hat{E}[w(x)^j]$. If we choose further $w(x) = x$, $F^{(K)}$ becomes a lower bound on $F$ that takes into account up to the $2K$-th moment of the distribution $q_{\theta,\varphi}$. For $K = 0$ and $K = 1$, we have explicitly $F^{(0)} = 0$ and $F^{(1)} = (\hat{E}[w(x)^2]/E[w(x)^2] - E[w(x)^2])$. For $K \geq 2$, Eq. (S.51) can be computed numerically and efficiently by standard matrix inversion techniques.

**F. Proof of Theorem 1 and convergence rate to the perfect QFI**

As the results and expressions derived in Lemma 1 are independent of the number of probes, it follows that Equations (S.1-S.4) hold still. Applying specifically to the multi-probe scenario discussed in the main text with the structure of measurement as $\mathcal{M}^{\otimes N}$, i.e. each probe is still measured independently but in an imperfect manner, Eqs. (S.3) and (S.4) read

$$F_N = 4 \gamma(\Phi, \psi^N(\theta)) \langle \partial_0 \psi^N_+ (\theta) \mid \partial_0 \psi^N_+ (\theta) \rangle,$$ \hspace{1cm} (S.52)

with

$$\gamma(\Phi, \psi^N(\theta)) := \frac{1}{4} \sum_x \frac{|\langle \psi^N_+ (\theta) \mid V^\dagger_{\varphi} M_x V_{\varphi} \psi^N(\theta) \rangle|^2 + c.c. }{|\langle \psi^N(\theta) \mid V^\dagger_{\varphi} M_x V_{\varphi} \psi^N(\theta) \rangle|^2},$$ \hspace{1cm} (S.53)

where now $x = (x_1, x_2, \cdots, x_N)$, with $\mathcal{M}^{\otimes N} \sim \{M_x\}$,

$$M_x = M_{x_1} \otimes M_{x_2} \otimes \cdots \otimes M_{x_N},$$ \hspace{1cm} (S.54)

where $M_{x_t}$ is the noisy measurement operator for outcome $x_t$ for the $t$-th probe.

A lower bound on $\gamma(\Phi, \psi^N(\theta))$, and hence on $F_N$, for any given choice of $V_{\varphi}$ can be constructed as follows. Define $|\psi^N_+ (\theta) \rangle := \frac{1}{\sqrt{2}} \left( |\psi^N(\theta) \rangle \pm |\psi^N_1(\theta) \rangle \right)$, and

$$p_\pm (x) := \langle \psi^N_+ (\theta) \mid V^\dagger_{\varphi} M_x V_{\varphi} |\psi^N_+ (\theta) \rangle,$$ \hspace{1cm} (S.55)

where in order not to overload the notation, we have kept the $\theta$ and $\Phi$ dependence implicit. Then, the numerator of $4\gamma(\Phi, \psi^N(\theta))$ is

$$\langle p_+(x) - p_-(x) \rangle^2.$$
while the denominator is
\[
\frac{1}{2} \left( p_+ (x) + p_- (x) \right) + \langle \psi^N_+ | V^\dagger_M x V_\Phi | \psi^N_+ \rangle + \langle \psi^N_- | V^\dagger_M x V_\Phi | \psi^N_- \rangle,
\]
(S.56)
which by the Cauchy-Schwartz inequality is smaller or equal to
\[
\frac{1}{2} \left( \sqrt{p_+ (x)} + \sqrt{p_- (x)} \right)^2.
\]
(S.57)
Hence, we have
\[
\gamma (\Phi, \psi^N (\theta)) \geq \frac{1}{2} \sum_x \left( \sqrt{p_+ (x)} - \sqrt{p_- (x)} \right)^2 = \left( 1 - \sum_x \sqrt{p_+ (x)p_- (x)} \right).
\]
(S.58)
Let us now denote:
\[
V^\dagger_M | \psi^N_+ (\theta) \rangle = | \zeta^N \rangle,
V^\dagger_M | \psi^N_- (\theta) \rangle = | \zeta^N_\perp \rangle,
\]
(S.59)
and note that \( p_\pm (x) \) depends solely on our choice of \( | \zeta^N \rangle, | \zeta^N_\perp \rangle \). To attain the lower bound in Eq. (17) of Thm. 1, consider a specific choice of \( | \zeta^N \rangle, | \zeta^N_\perp \rangle \) (obtained by a suitable \( V^\dagger_M \)):
\[
| \zeta^N \rangle = | \zeta \rangle^\otimes N,
| \zeta^N_\perp \rangle = | \zeta_\perp \rangle^\otimes N
\]
(S.60)
for some orthogonal single-qudit states \( \{ | \zeta \rangle, | \zeta_\perp \rangle \} \). Then, with \( p_+ (x) := \langle \zeta | M_x | \zeta \rangle, p_- (x) := \langle \zeta_\perp | M_x | \zeta_\perp \rangle, \) and \( c := \sum_x \sqrt{p_+ (x)p_- (x)} \), we have \( p_\pm (x) = \prod_{j=1}^N p_\pm (x_j) \), and thus
\[
\sum_x \sqrt{p_+ (x)p_- (x)} = c^N.
\]
(S.61)
Evidently, we have \( 0 \leq c \leq 1 \), and so we complete the proof of Thm. 1.

A few remarks are in order: Given a specific choice of \( \{ | \zeta \rangle^\otimes N, | \zeta_\perp \rangle^\otimes N \} \) (equivalently \( V^\dagger_M \) and \( p_\pm (x) \)) the FI converges to the perfect QFI exponentially fast with an approximate prefactor (see Eqs. (S.58) and (S.61)):
\[
1 - c^N = 1 - \left( \sum_x \sqrt{p_+ (x)p_- (x)} \right)^N = 1 - \left( \sum_x \sqrt{p_+ (x)p_- (x)} \right)^N.
\]
(S.62)
Note that this prefactor is the Hellinger distance, \( H (p_+ (x), p_- (x)) \), between the distributions \( p_+ (x) \) and \( p_- (x) \) [95], while the convergence rate \( \chi (c \equiv e^{-\chi}) \) reads
\[
\chi = - \log \left( \sum_x \sqrt{p_+ (x)p_- (x)} \right) = - \frac{1}{N} \log \left( 1 - H (p_+ (x), p_- (x)) \right).
\]
(S.63)
For very close distributions it can be observed that the convergence rate is equal to the Fisher metric:
\[
\sum_x \frac{(p_+ (x) - p_- (x))^2}{p_+ (x)p_- (x)}.
\]
As \( N \to \infty \), generally we can use the central limit theorem to approximate \( H (p_+ (x), p_- (x)) \) as the Hellinger distance between two Gaussian distributions. This would then imply a convergence rate of: \( \frac{1}{4} \left( \frac{|\mu_\perp - \mu_\|\rangle^2}{\sigma_\perp^2 + \sigma_\|^2} \right) \), where \( \mu_\pm, \sigma_\pm \) are the average and standard deviation of \( p_\pm (x) \) respectively, which of course depends on our choice of \( | \zeta \rangle, | \zeta_\perp \rangle \).

We can thus apply this analysis to obtain the convergence rate for specific cases. For Poissonian channel (with coefficients \( \lambda_{|0\rangle, |1\rangle} \), such as in NV centres, we find a convergence rate of: \( \frac{1}{4} \left( \frac{\lambda_{|0\rangle} - \lambda_{|1\rangle}}{\sigma_{|0\rangle}^2 + \sigma_{|1\rangle}^2} \right)^2 \). This convergence rate is achieved by taking \( | \zeta \rangle^\otimes N, | \zeta_\perp \rangle^\otimes N \) (similar convergence rate is obtained by taking them to be any superposition of \( |0\rangle^\otimes N, |1\rangle^\otimes N \). This implies that for realistic experimental values of NV centres, \( \lambda_{|0\rangle} = 0.1, \lambda_{|1\rangle} = 0.07 \) (without the use of nuclear spins as memory), the number of probes that obtains 95\% of the perfect QFI would be \( \approx 2000 \). For a binary asymmetric bit-flip channel with probabilities \( p, q \), we find a convergence rate of: \( \frac{1}{4} \left( \frac{p + q - 1}{p + 1 - q + 1} \right)^2 \) given a similar choice of \( | \zeta \rangle = |0\rangle^\otimes N, | \zeta_\perp \rangle = |1\rangle^\otimes N \). As a side note, we may also compute \( c \) directly in this case, and it can be verified that indeed \( c^N = \left( \sqrt{p(1 - q)} + \sqrt{q(1 - p)} \right)^N \approx \exp (-\chi N) \) with the said \( \chi \).

A note on optimality: Let us justify our choice of unitary, namely the choice of \( | \zeta \rangle^\otimes N, | \zeta_\perp \rangle^\otimes N \). Given the approximated value of the convergence rate, Eq. (S.63), we claim that this choice yields the optimal convergence rate. That is, we would like to choose \( | \zeta \rangle^\otimes N, | \zeta_\perp \rangle^\otimes N \) that maximize the Hellinger distance between \( \{ p_+ (x) = \langle \zeta^N | M_x | \zeta^N \rangle \}_{x}, \{ p_- (x) = \langle \zeta^N_\perp | M_x | \zeta^N_\perp \rangle \}_{x} \).

As before, we focus on the classical noise channel, namely commuting \( M_x \): \( M_x = \sum_i p(x|i) \Pi_i \). Observe that:

- The Hellinger distance is convex in the probability distributions: \( H (\lambda p_1 + (1 - \lambda) p_2, q) \leq \lambda H (p_1, q) + (1 - \lambda) H (p_2, q) \).

- Let \( \{ |j\rangle \}_j \) be the common eigenbasis of \( \{ M_x \}_x \), then given \( | \zeta \rangle = \sqrt{\lambda} |j_1\rangle + \sqrt{1 - \lambda} |j_2\rangle \): \( \langle \zeta | M_x | \zeta \rangle = \lambda |j_1\rangle | M_x | j_1 \rangle + (1 - \lambda) |j_2\rangle | M_x | j_2 \rangle \). In words: taking superpositions of the eigenstates leads to convex combinations of the probabilities.
The above two observations imply that the maximal Hellinger distance is achieved by taking \(|\zeta^N\rangle, |\zeta'^N\rangle\) to be elements in the common eigenbasis (and not superpositions of them). Hence, we just need to find the two basis states that yield maximal Hellinger distance. For \(N\) qudits, we thus need to find the two states \(|j_1\rangle, |j_2\rangle\) with maximal Hellinger distance out of the \(d\)-dimensional eigenbasis, and then the optimal choice of \(|\zeta^N\rangle, |\zeta'^N\rangle\) would be \(|j_1\rangle\otimes|J_2\rangle\otimes|o\rangle\). For the case of NV centres with the local projective measurement \(\Pi_1 = |0\rangle\langle 0|, \Pi_2 = |1\rangle\langle 1|\) for each of the \(N\) NV centres, this immediately implies that the optimal \(|\zeta^N\rangle, |\zeta'^N\rangle\) are \(|0\rangle\otimes|J_2\rangle\otimes|o\rangle\).

In fact this intuition together with some numerical evidence leads us to conjecture that for any classical noise \(\|x\|\leq 1\) and evidently \(|\zeta'^N\rangle\) can be found numerically for just a single probe, and \(\theta\) depends on \(N\) and should be found numerically. In particular for \(N\) qudits we conjecture that the optimal \(|\zeta^N\rangle, |\zeta'^N\rangle\) take the form of “cat states”:

\[
|\zeta^N\rangle = \cos (\theta) \langle j\rangle^\otimes N + \sin (\theta) |k\rangle^\otimes N,
|\zeta'^N\rangle = - \sin (\theta) \langle j\rangle^\otimes N + \cos (\theta) |k\rangle^\otimes N,
\]

where \(|j\rangle, |k\rangle\) can be found numerically for just a single probe, and \(\theta\) depends on \(N\) and should be found numerically.

**Proof of Lemma 2**

With the encoded state \(\rho^N_{x}(\theta) = r \psi^N(\theta) + (1-r) \mathbb{I}_{d^N}/d^N\), where \(\psi^N(\theta) = \langle \psi^N(\theta) | \psi^N(\theta) \rangle\), similar to the proof of Thm. 1, it is straightforward to establish that the FI can be written as

\[
F_N = 4(\partial_v \zeta^N_{x}(\theta) | \partial_v \zeta'^N_{x}(\theta) \rangle \rangle_r (V_\zeta^N | \psi^N(\theta) \rangle),
\]

where

\[
\gamma_r(\Phi, \psi^N(\theta)) = \frac{1}{4} \sum_x r^2[|\psi^N(\theta) | V_\Phi^N M_x V_\Phi^N | \psi^N(\theta) \rangle + c.c.]^2
\]

with \(p'(x) := \text{Tr}(M_x)/d^N\). Note that \(p'(x)\) is a legit probability distribution, i.e., \(p'(x) \geq 0\) for all \(x\), and \(\sum_x p'(x) = 1\). Moreover, evidently \(\gamma_r(\Phi, \psi^N(\theta)) \leq r \gamma_r(\Phi, \psi^N(\theta)) \leq r\), and so we arrive at an upper bound

\[
F_N \leq 4r(\partial_v \zeta^N_{x}(\theta) | \partial_v \zeta'^N_{x}(\theta) \rangle \rangle r \zeta^N_{x}(\theta)).
\]

Now, using essentially the same observation and notation leading to Eqs. (S.55-S.57), the following inequality holds:

\[
\gamma_r(\Phi, \psi^N(\theta)) \geq \frac{1}{4} \sum_x \frac{r^2(p_+(x) - p_-(x))^2}{\left(\sqrt{p_+(x)} + \sqrt{p_-(x)}\right)^2 + (1-r)p'(x)}.
\]

Consider then three different ways of grouping all the \(x\). First, consider two sets, \(A_+\) and \(B_+\), defined as

\[
A_+ := \{x \mid (1 - r)p'(x) \leq rp_+(x)\},
B_+ := \{x \mid (1 - r)p'(x) > rp_+(x)\}.
\]

Similarly, define the sets

\[
A_- := \{x \mid (1 - r)p'(x) \leq rp_-(x)\},
B_- := \{x \mid (1 - r)p'(x) > rp_-(x)\}.
\]

as well as

\[
A := \{x \mid (1 - r)p'(x) \leq r \max (p_+(x), p_-(x))\},
B := \{x \mid (1 - r)p'(x) > r \max (p_+(x), p_-(x))\}.
\]

Evidently, \(A_+ \cup A_- = A\), and \(B_+ \cap B_- = B\). Moreover, define

\[
\epsilon_+ := \sum_x \min (rp_+(x), (1-r)p'(x)),
\]

which can be interpreted as the minimal error in discriminating the two probability distributions \(\{p_\pm(x)\}\) and \(\{p'(x)\}\) with prior \(r\) and \(1-r\), respectively. Thus,

\[
\epsilon_+ + \epsilon_- = \left[\sum_{x \in A_+} + \sum_{x \in A_-}\right] (1-r)p'(x) + \sum_{x \in B_+} rp_+(x) + \sum_{x \in B_-} rp_-(x)
\]

\[
\geq \sum_{x \in A} (1-r)p'(x) + \sum_{x \in B} r \max (p_+(x), p_-(x)).
\]

Then, for the r.h.s. of Eq. (S.66), we shall evaluate the sum over all \(x\) into \(A\) and \(B\) respectively. For \(x \in A\), using the identity \((1+x)^{-1} \geq 1-x \) for any \((1+x) \in \mathbb{R}_+\), we get

\[
\sum_{x \in A} (\cdot \cdot \cdot) \geq 2r \sum_{x \in A} \left(\sqrt{p_+(x)} - \sqrt{p_-(x)}\right)^2 - 4 \sum_{x \in A} (1-r)p'(x).
\]

Meanwhile, for \(x\) in the set \(B\), observe that

\[
2r \left(\sqrt{p_+(x)} - \sqrt{p_-(x)}\right)^2 \leq 2r \max (p_+(x), p_-(x)) \leq 4r max (p_+(x), p_-(x)).
\]

Hence, we have

\[
\sum_{x \in B} (\cdot \cdot \cdot) \geq 2r \sum_{x \in B} \left(\sqrt{p_+(x)} - \sqrt{p_-(x)}\right)^2 - 4r \sum_{x \in B} \max (p_+(x), p_-(x)).
\]
Combining Eqs. (S.66, S.71, S.72, S.74), we obtain
\[ \gamma_r(\tilde{F}, \psi^N(\theta)) \geq \frac{r}{2} \sum_x \left( \sqrt{p_+(x)} - \sqrt{p_-(x)} \right)^2 - \epsilon_+ - \epsilon_- \]
\[ = r \left( 1 - \sum_x \sqrt{p_+(x)p_-(x)} \right) - \epsilon_+ - \epsilon_- . \quad (S.75) \]

Finally, upon choosing \( V_q \) as in Eq. (S.60), we have \( F_N(V_q) \geq \mathcal{F}[\psi^N(\theta)](r - cN) - \epsilon_+ - \epsilon_- \). To complete the proof of Lemma 2, note that the choice of \( V_q \) in Eq. (S.60) gives us \( p_\pm(x) = \prod_{j=1}^N p_{\pm}(x_j) \), and since \( p'(x) = \prod_{j=1}^N p'(x_j) \) where \( p'(x_j) = \text{Tr} \{ M_{x_j} \} / d \), \( \epsilon_\pm \) is now the minimal error in discriminating two probability distributions \( \{ p_\pm(x_j) \} \) and \( \{ p'(x_j) \} \) over \( N \) repetitions, which goes to zero in the \( N \to 0 \) limit. □

**Proof of Lemma 3**

A particular Kraus representation of the (single-probe) channel \( \Lambda_{\theta, \tilde{\rho}} = \Lambda_M \circ V_q \circ \Lambda_{\theta} \), with the quantum-classical channel \( \Lambda_M \) being defined in Eq. (S.17) for a given imperfect measurement \( \mathcal{M} \), reads
\[ \Lambda_{\theta, \tilde{\rho}} \sim \{ K_{x,j}(\theta, \tilde{\rho}) = |x \rangle \langle j | \sqrt{M_x V_q U_{\theta}} \} \quad (S.76) \]

Note that as mentioned earlier, the set of orthogonal bra basis \( \{ \langle j | \} \}_{j=1}^d \) can be chosen arbitrarily, corresponding to different choice of quantum-classical-channel \( \Lambda \). Then, as elaborated in Methods in the main text, the asymptotic CE bound \( F_N^{(CE, as)} \) is defined when there exists some other Kraus representation \( \{ \bar{K}_{x,j}(\theta, \tilde{\rho}) \} \) of \( \Lambda_{\theta, \tilde{\rho}} \) such that \( \beta_{\bar{K}} = 0 \) for any \( \tilde{\rho} \). Moreover, following Refs. [40, 42, 72], it suffices to consider Kraus representations that have the following properties:

\[ \bar{K}_{x,j}(\theta, \tilde{\rho}) = K_{x,j}(\theta, \tilde{\rho}) \]
\[ \bar{K}_{x,j}(\theta, \tilde{\rho}) = \partial_\theta \bar{K}_{x,j}(\theta, \tilde{\rho}) \]
\[ \bar{K}_{x,j}(\theta, \tilde{\rho}) = K_{x,j}(\theta, \tilde{\rho}) - i \sum_{x',j'} g_{x,x',j',j}(\theta, \tilde{\rho}) \quad (S.77) \]
\[ \mathbf{g}(\tilde{\rho}) \text{ is an arbitrary Hermitian matrix satisfying } g_{x,x',j',j}(\tilde{\rho}) = g_{x',j',x,j}(\tilde{\rho}), \text{ and the } \beta_{\bar{K}} = 0 \text{ condition is equivalent to the existence of } \mathbf{g} \text{ such that } \]
\[ i \sum_{x,j} \bar{K}_{x,j}^\dagger K_{x,j} = \sum_{x,j,j',j'} \mathbf{g}_{x,x',j',j}(\tilde{\rho}) K_{x,j}^\dagger K_{x,j'} = 0. \quad (S.78) \]

Putting in Eq. (S.76) into Eq. (S.79), the \( \beta_{\bar{K}} = 0 \) condition is then given by (\( U_{\theta} = e^{i \theta \hat{\rho}} \))
\[ h = \sum_x V_{\tilde{\rho}}^\dagger \sqrt{M_x} A_x(\tilde{\rho}) \sqrt{M_x} V_{\tilde{\rho}}, \quad (S.80) \]

with \( A_x(\tilde{\rho}) := 2 \sum_{j,j'} g_{x,j,x',j'}(\tilde{\rho}) |j\rangle \langle j' | \), which is Eq. (22) in Lemma 3—here, without specifying explicitly which probe we are referring to.

**Proof of Corollary 2**

We say that a detection channel \( \mathcal{P} \) acts non-trivially on a given subset \( I \subseteq I \) of ‘inaccessible’ outcomes, if for any pair \( i, i' \in I \) there exists at least one ‘observable’ outcome \( x \) such that the transition probabilities of \( \mathcal{P} \) satisfy \( p(x|i) p(x|i') > 0 \). Moreover, if this \( I \) contains the outcomes spanning the subspace of the encoding Hamiltonian, i.e., \( h = \sum_{i,i'\in I} h_{i,i'} |i \rangle \langle i' | \) with \( \det \{|h\} \neq 0 \), we say that \( \mathcal{P} \) acts non-trivially on the encoding subspace. However, for our purposes we consider \( \mathcal{P} \) that act non-trivially on all the outcomes in \( I \), and refer to these as non-trivial.

Suppose the imperfect measurement \( \mathcal{M} \) is composed of a perfect von Neumann measurement, i.e., \( \Pi \sim \{ \Pi_i = |i \rangle \langle i | \} \), with \( \Pi_i \Pi_i' = \delta_{ii'} \Pi_i \), followed by a noisy detection channel \( \mathcal{P} \sim \{ p(x|i) \} \), such that \( M_x = \sum_i p(x|i) \Pi_i \). As a result, the condition (S.80) is equivalent to \( h = \sum_{i,i'\in I} V_{\tilde{\rho}}^\dagger |i \rangle \sum_j \sqrt{p(x|i) p(x|i')} \sqrt{p(x|i')} \langle j' | V_{\tilde{\rho}}^\dagger \) where the entries \( (i A_{i,i'}(\tilde{\rho})) \) can be chosen arbitrarily (of some Hermitian matrix). Now, given that \( \mathcal{P} \) is non-trivial, so that for any pair \( i, i' \in I \) there exists \( x \) such that \( p(x|i) p(x|i') \neq 0 \), we can define a Hermitian matrix \( \mathcal{C} \) whose all entries, \( \mathcal{C}_{i,i'} := 2 \sum_j \sqrt{p(x|i) p(x|i')} g_{x,i,i',j}(\tilde{\rho}) \) for all \( i, i' \in I \), can be freely chosen (in particular, non-zero) by varying \( \mathbf{g} \). Consequently, we may again rewrite Eq. (S.80) as \( h = V^\dagger \mathcal{C} V \), where \( \mathcal{C} := \sum_{i,i'\in I} |i \rangle \langle i' | \mathcal{C}_{i,i'} \langle i' | \langle i | \) is an (invertible) unitary matrix. Hence, we can always satisfy the condition (S.80) by choosing \( \mathbf{g} \) such that \( \mathcal{C} = V \mathbf{h} V^\dagger \). In summary, whenever the stochastic map \( \mathcal{P} \) representing the detection noise is non-trivial, Eq. (S.80) can always be fulfilled, which by the virtue of the asymptotic CE bound forces the MSE to asymptotically follow the SS. □

**Computing \( F_N^{(CE)} \) and \( F_N^{(CE, as)} \) by an SDP**

First, in view of the symmetry in the problem, and as suggested by the expression of \( F_N^{(CE, as)} \), let us focus on having the local unitary settings all being the same, i.e., \( \tilde{\rho}_\ell = \tilde{\rho} \) for all \( \ell \). In this case then, we have

\[ F_N^{(CE)} (|\phi_{\ell} \rangle) \Rightarrow F_N^{(CE)} (\tilde{\rho}) := 4 \min_{\bar{K}(\theta, \tilde{\rho})} \left\{ N||\alpha_{\bar{K}(\theta, \tilde{\rho})}|| + N(N-1)||\beta_{\bar{K}(\theta, \tilde{\rho})}||^2 \right\}. \quad (S.81) \]
and

\[ F_N^{(CE,as)}(\{\tilde{\sigma}_f\}) = F_N^{(CE,as)}(\tilde{\sigma}) := 4N \min_{\tilde{K}(\theta, \tilde{\sigma})} \|\alpha_{\tilde{K}(\theta, \tilde{\sigma})}\|. \]  
(S.82)

Then, note that the calculations for \( F_N^{(CE,as)}(\tilde{\sigma}) \) or \( F_N^{(CE,as)}(\tilde{\phi}) \) can be made simpler using the fact that we are looking at estimation precision locally around some underlying true value of \( \theta \), say \( \theta_0 \). Consequently, instead of considering the most general unitaries \( u \) with arbitrary \( \theta \) dependence, such that \( \tilde{K}_{x,j}(\theta, \tilde{\phi}) = \sum_{x', j'} u_{x,j,x',j'}(\theta, \tilde{\phi}) K_{x',j'}(\theta, \tilde{\phi}) \), it suffices to consider all the Kraus representations \( \tilde{K}(\theta, \tilde{\phi}) \) that differ from the canonical one \( K(\theta, \tilde{\phi}) \) only by their first derivatives with respect to \( \theta \). That is, we only need to consider unitaries \( u = e^{i(\theta-\theta_0)g} \) for some Hermitian generator \( g \), such that at \( \theta = \theta_0 \) eventually, the Kraus operators obey Eqs. (S.77 and S.78). As a result we can replace abstract minimization \( \min_{\tilde{K}} \) in Eqs. (S.81) and (S.82) by \( \min_g \), i.e. minimization over all Hermitian matrices \( g \) of dimension \( d[X] \times d[X] \).

The bounds \( F_N^{(CE)}(\tilde{\phi}) \) and \( F_N^{(CE,as)}(\tilde{\phi}) \) involve calculations of operator norms \( \|\alpha_{\tilde{K}}\| \) and \( \|\beta_{\tilde{K}}\| \), which can be cast as a SDP problem. We refer the readers again to Refs. ([42, 72]) for its complete derivation, and for here we shall just outline the algorithm and result. In essence, upon defining \( \lambda_a^2 := \|\alpha_{\tilde{K}}\| \) and \( \lambda_b^2 := \|\beta_{\tilde{K}}\|^2 \), and stacking up all the Kraus operators into a vector of matrices, such that Eq. (S.77) now reads \( \tilde{K} = K := [K_{x=0,j=1}(\theta, \tilde{\phi}), K_{x=1,j=1}(\theta, \tilde{\phi}), \ldots]^T \) and \( \tilde{K} = K - igK \), we can rewrite Eq. (S.81) as

\[ F_N^{(CE)}(\tilde{\phi}) = 4N \min_g \{\lambda_a^2 + (N-1)\lambda_b^2\} \quad \text{with} \quad A, B \geq 0, \]  
(S.83)

where

\[ A = \begin{bmatrix} \sqrt{\lambda_a^2} \mathbb{1}_d & \tilde{K}^\dagger \\ \tilde{K} & \sqrt{\lambda_a^2} \mathbb{1}_{d_{\text{out}}} \end{bmatrix}, \quad B = \begin{bmatrix} \sqrt{\lambda_b^2} \mathbb{1}_d & (i\tilde{K}^\dagger K)^\dagger \\ i\tilde{K}^\dagger K & \sqrt{\lambda_b^2} \mathbb{1}_{d_{\text{out}}} \end{bmatrix}, \]  
(S.84)

and \( d_{\text{out}} = d([X]^2 + 1) \). In order to evaluate \( F_N^{(CE,as)}(\tilde{\phi}) \) of Eq. (S.82), an additional constraint should just be added to Eq. (S.83), i.e. \( i\tilde{K}^\dagger K = K^\dagger gK \) that is simply equivalent to the condition \( \beta_{\tilde{K}} = 0 \) imposed in Eq. (S.82).

For particular simple examples analytical answers can be obtained. In particular, for the case of \( N \) qubits each sensing the phase \( \theta \) in the encoding \( U_\theta \sim e^{i0\sigma_z/2} \), and are subject to measurement noise corresponding to binary asymmetric channel \( \mathcal{P} \) mixing each binary outcome of measuring \( \Pi_i = |\Pi_i\rangle \langle \Pi_i| \) with \( |\Pi_{1,2}\rangle = |\pm\rangle \), starting from the canonical Kraus representation, we find that

by selecting \( g = r(\sigma_z \oplus \sigma_z) \) in Eq. (S.78) with

\[ r = \frac{\delta - \sqrt{p(1-q) + q(1-p)}}{2\delta}, \]  
(S.85)

\[ F_N^{(CE,as)}(\tilde{\phi}) \]  
(S.86)

Interestingly this result is independent of the choice of \( \tilde{\phi} \) with the local control unitaries taking the form \( V_{\tilde{\phi}} = e^{i\sigma_z \tilde{\phi}} \), which is found to be optimal over all choices of \( V_{\tilde{\phi}} \), and so we have actually obtained \( F_N^{(CE,as)} = \max_{\tilde{\sigma}} F_N^{(CE,as)}(\tilde{\phi}) \) in (S.86), and hence, Eq. (24) in the main text.

We also take note that the bound (S.86) can also be obtained from a conjecture, as a consequence of the \( G \)-covariance formalism (Observation 2 in main text), applied to the case with local control unitaries. That is, upon conjecturing that the optimal local control unitaries take the form of \( V_{\text{opt}} = e^{i\sigma_z \tilde{\phi}} \) (which as said is supported by our numerical findings), the generalisation of Eq. (S.27) to \( N \) independent copies of channel leads to

\[ F_N^{(in)} \leq F[(\Lambda \circ U_\theta)^{\otimes N}], \]  
(S.87)

where \( \Lambda \) is some conjugate-map decomposition \( \Lambda \) satisfying the \( G \)-covariant condition (S.16), e.g., the quantum-classical channel (S.17). As \( (\Lambda \circ U_\theta)^{\otimes N} \) is of the form of uncorrelated noisy encoding, then, we may apply the standard technique of CE formalism to upper bound \( F[(\Lambda \circ U_\theta)^{\otimes N}] \) [72], which, in this case, turns out to be given exactly by (S.86).

**Error-propagation formula with imperfect measurement**

The mean squared error of estimators obtained from measuring the mean of some observable \( \hat{O} \) with large number of repetitions \( \nu \), is well approximated by the so-called “error-propagation formula” [56]

\[ \nu \Delta^2 \hat{\theta_N} = \frac{\Delta^2 \hat{O}}{\left| \frac{\partial \langle \hat{O} \rangle}{\partial \theta} \right|^2}, \]  
(S.88)

where \( \Delta^2 O = \langle \hat{O}^2 \rangle - \langle \hat{O} \rangle^2 \), with \( \langle A \rangle \) being the expectation value of the operator \( A \) over the quantum state \( \rho(\theta) \), i.e. \( \langle A \rangle = \text{Tr}(\rho(\theta)A) \).

For our quantum-classical channel scenario with noisy detection channel represented by the stochastic map \( \mathcal{P} \sim \{p(x|i)\} \), while we have the freedom to choose the measurement basis \( \Pi_{1,\tilde{\phi}} \), we need to keep in mind that
the only observable and effective measurement that we have is \( \{ M_{x,\phi} = \sum_x p(x|i) \Pi_{x,\phi} \} \), and it is not projective in general. The observable that we measure is thus \( \hat{O} = \sum x f_x M_{x,\phi} \) for some \( \{ f_x \} \) defining the observable (which can be chosen quite arbitrarily). For \( N \) independent quantum-classical channels, we can then construct the joint observable \( \hat{O} = \sum_{j=1}^N \hat{O}^{(j)} = \sum_{j=1}^N \sum_x f_x M_{x,\phi}^{(j)} \), where \( j \) labels the different channels. Alternatively, we may also consider a second kind of joint observable, where instead of summing over the constituent single-particle operators, we perform product over them: \( \hat{O} = \prod_{j=1}^N \hat{O}^{(j)} = \prod_{j=1}^N \left( \sum_x f_x M_{x,\phi}^{(j)} \right) \).

While it maybe tempting, we cannot however simply use \( \hat{O}^2 = \left( \sum_{j=1}^N \hat{O}^{(j)} \right)^2 \) or \( \hat{O}^2 = \left( \prod_{j=1}^N \hat{O}^{(j)} \right)^2 \) to compute \( \Delta^2 \hat{O} \) in Eq. (8.88). The reason is, Eq. (8.88) uses the implicit assumption that the observable \( \hat{O} \) is measured at its eigenbasis, and that is not the case here. The effective \( \hat{O}^2 \) that we should use in Eq. (8.88) is one which mimics the statistics that we would get as if we are measuring the eigenbasis, i.e., as if \( \{ M_{x,\phi} \} \) are projective. That is, we have, for the first kind of observables,

\[
\hat{O}^2 = \sum_j \left( \sum_x f_x M_{x,\phi}^{(j)} \right)^2 + \sum_{j \neq k} \left( \sum_x f_x M_{x,\phi}^{(j)} \right) \left( \sum_x f_x M_{x,\phi}^{(k)} \right).
\]

For the second kind of observables,\n
\[
\hat{O}^2 = \prod_j \left( \sum_x f_x M_{x,\phi}^{(j)} \right)^2.
\]

and then

\[
\nu \Delta^2 \tilde{\theta}_N = \frac{\langle \hat{O}^2 \rangle - \langle \hat{O} \rangle^2}{\left| \partial \theta \langle \hat{O} \rangle \right|^2}
\]

for our quantum-classical channel.

We apply Eq. (8.92) to the case of \( N \) qubits, each of which undergoes a projective measurement \( \Pi_{1,\phi} = |+\rangle\langle+|, \Pi_{2,\phi} = |\rangle\langle-| \), \( \sigma_x = \pm \), and \( |X| = 2 \). We consider a binary mixing channel \( \mathcal{P} \) that flips the measurement outcomes with \( p(1|1) = p, p(2|2) = q \), so that the effective measurements corresponding to the observed outcomes read \( M_{1,\phi} = (1 + \delta) \mathbb{1}/2 + \eta \sigma_x/2 \) and \( M_{2,\phi} = (1 - \delta) \mathbb{1}/2 - \eta \sigma_x/2 \) with \( \eta := p + q - 1, \delta := p - q \). Then, for the first kind of observables, we have

\[
\hat{O} = (f_1 - f_2) \eta \hat{J}_x + \frac{N}{2} [f_1 + f_2 + (f_1 - f_2)\delta],
\]

\[
\hat{O}^2 = (f_1^2 - f_2^2) \eta \hat{J}_x + \frac{N}{2} [f_1^2 + f_2^2 + (f_1^2 - f_2^2) \delta] + (\hat{J}_x - \frac{N}{4}) \eta^2 (f_1 - f_2)^2 + (N - 1) [f_1 + f_2 + (f_1 - f_2) \delta]
\]

\[
\left( \eta (f_1 - f_2) \hat{J}_x + \frac{N}{4} [f_1 + f_2 + (f_1 - f_2) \delta] \right),
\]

where \( \hat{J}_x = \sum_\ell \sigma^{(j)}_x \) is the usual total angular momentum operator in the \( \ell \)-direction with \( \ell = \{ x, y, z \} \). After some straightforward algebra, one obtains

\[
\nu \Delta^2 \tilde{\theta}_N = \frac{\Delta^2 \tilde{\theta}_N}{|\partial \theta \langle \hat{J}_x \rangle|^2} = \frac{\Delta^2 \tilde{\theta}_N}{|\partial \theta \langle \hat{J}_x \rangle|^2} + \frac{N - \eta^2 - \delta^2}{4\eta^2 |\partial \theta \langle \hat{J}_x \rangle|^2}.
\]

Given \( U_\theta = e^{i\theta \sigma_x/2} \) to be the unitary encoding the estimated parameter \( \theta \) onto each probe, the state of all the probes just before the measurement reads \( \rho_N(\theta) := e^{i\theta \mathcal{P} N^{-1} i \theta \hat{J}_x} \), where \( \rho_N \) is the input \( N \)-qubit probe state. In such a case, we have that \( \partial \theta \langle \hat{J}_x \rangle = -\sin \tilde{\theta} \hat{J}_x + \cos \theta \tilde{J}_x \rangle_{\nu N} = \text{Tr} (\rho_N (\sin \theta \hat{J}_x + \cos \theta \hat{J}_x)) \).

For the second kind of observables, let us consider for example the (imperfect) parity operator, i.e., with \( f_1 = -f_2 = 1 \). Then, we have

\[
\hat{O} = \hat{P} \equiv \prod_{j=1}^N (M_{1,\phi} - M_{2,\phi})^{(j)} = \prod_j \left( \delta \mathbb{1} + \eta \sigma_x \right)^{(j)},
\]

\[
\hat{O}^2 = \prod_{j=1}^N (M_{1,\phi} + M_{2,\phi})^{(j)} = \mathbb{1},
\]

and finally

\[
\nu \Delta^2 \tilde{\theta}_N = \frac{1 - \langle \hat{P} \rangle^2}{|\partial \theta \langle \hat{P} \rangle|^2}.
\]

Consider the measurement of the (imperfect) parity operator, \( \hat{P} = \prod_{j=1}^N (M_{1,\phi} - M_{2,\phi}) \), with \( M_{1,\phi} = (1 + \delta) \mathbb{1}/2 + \eta \sigma_x/2 \) and \( M_{2,\phi} = (1 - \delta) \mathbb{1}/2 - \eta \sigma_x/2 \) as above. Then, by the error-propagation formula once more (see Supplement for details), we have

\[
\nu \Delta^2 \tilde{\theta}_N = \frac{1 - \langle \hat{P} \rangle^2}{|\partial \theta \langle \hat{P} \rangle|^2},
\]

where \( \langle \hat{P} \rangle = \text{Tr} (\psi \langle \psi | \langle \psi | \Psi \rangle) \). Using the (rotated) GHZ input state, \( \rho_N = |\psi \rangle \langle \psi |, |\psi \rangle = \omega \mathcal{P} \frac{1}{\sqrt{2}} (|0 \ldots 0 \rangle + |1 \ldots 1 \rangle) \),
for $|1...1\rangle$, we thus get

$$\nu^{2N} \tilde{\theta}_N = \frac{1 - (\delta^N + \eta^N \cos(N\phi))^2}{N^2 \eta^{2N} \sin^2(N\phi)},$$  

(S.100)

with $\phi = \phi + \theta$ as before. While the parity measurement with GHZ state will perform poorly for large $N$ by virtue of the exponential factor $\eta^{-2N}$, it does however make a good candidate for small $N$ regime where the $1/N^2$ factor dominates. Indeed, upon optimising over $\phi$, we obtain the blue curve in Fig. 6 of the main text.
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