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Abstract

Discontinuous reception (DRX), wherein a user equipment (UE) temporarily disables its receiver, is a critical power saving feature in modern cellular systems. DRX is likely to be aggressively used at mmWave and sub-THz frequencies due to the high front-end power consumption. A key challenge for DRX at these frequencies is blockage-induced link outages: a UE will likely need to track many directional links to ensure reliable multi-connectivity, thereby increasing the power consumption. In this paper, we explore bandit algorithms for link tracking in connected mode DRX that reduce power consumption by tracking only a fraction of the available links, but without adversely affecting the outage and throughput performance. Through detailed, system level simulations at 28 GHz (5G) and 140 GHz (6G), we observe that even sub-optimal link tracking policies can achieve considerable power savings with relatively little degradation in outage and throughput performance, especially with digital beamforming at the UE. In particular, we show that it is feasible to reduce power consumption by 75% and still achieve up to 95% (80%) of the maximum throughput using digital beamforming at 28 GHz (140 GHz), subject to an outage probability of at most 1%.
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I. INTRODUCTION

A. Motivation

Mobile wireless communication in the mmWave and sub-THz bands enable multi-Gbps peak throughput, but at the cost of high power consumption in both the radio frequency front-end (RFFE) and digital baseband processing [2]–[4]. The high power consumption arises from the need to support a large number of antenna elements at very high sample rates, along with the relative inefficiency of RF components at high frequencies. Indeed, power consumption – particularly for mobile devices – is one of the most significant challenges facing 5G deployments today. For example, power estimates in [5] show that peak mobile RFFE power consumption for a typical 28 GHz device can exceed 1 W – a large portion of the total power budget. Recently, there has been significant interest in communication above 100 GHz, including the sub-THz and THz bands [6]–[9]. Power consumption issues are likely to become even more acute in these frequencies. For example, a recent power estimate [10] showed that the UE receiver for a New Radio (NR)-like system at 140 GHz would require more than 30 times the power consumption of a receiver at 28 GHz, based on current device performance.

Discontinuous Reception (DRX) [11], [12], where a mobile device or UE temporarily disables its RFFE, is one of the most widely used tools to reduce power consumption in mobile devices. The DRX mechanism for the 5G new radio (NR) standards consists of three modes (states) [13] - Idle, Connected and Inactive - as opposed to legacy DRX with two states [14]. In this paper, we focus on connected mode DRX, whose operation is illustrated in Fig. 1.

Implementing DRX poses unique challenges in the mmWave and sub-THz bands [15], [17], [18]. Most importantly, mmWave systems communicate using narrow directional beams to overcome the high isotropic path loss [2]–[4]. Directional links need to be tracked to detect changes in the handset orientation, as well as link blockages – a key challenge in the mmWave bands [19]–[21]. In addition, mobile devices in mmWave cellular systems will likely require maintaining links to multiple cells for macro-diversity [22]. Thus, UEs will likely need to track links from multiple directions from multiple cells during the Beam measurements and Feedback segments shown in the left panel of Fig. 1. This link tracking reduces the time a UE can turn off its RFFE, thereby creating trade-offs between power consumption, directional tracking and link reliability. For instance, if the UE decides to reduce link tracking to save power (right panel of Fig. 1), how
should the UE track the links so that the UE performance (e.g., outage probability, throughput, etc.) does not suffer severely? As we will show below, the number of beams to track and the rate of blockages increases in the bands above 100 GHz making the tradeoff even more important in the sub-THz regime.

In this paper, we address this question using a two-step approach, where, (i) given a constraint, $K$, which is related to the number of links to track by a scaling factor (and hence, acts as a power constraint), we represent the choice of links to track over time as the outcome of a feasible policy for a multiple-play multi-armed bandit (MP-MAB) problem; and, (ii) given a policy for the MP-MAB problem in (i), we then identify the smallest $K$ as the solution to an optimization problem that captures the power-performance trade-off.

Our contributions in this paper are:

1) For connected mode DRX in 3GPP NR, we estimate the UE RFFE power consumption at carrier frequencies of 28 and 140 GHz with analog and digital beamforming architectures, assuming system parameters taken from the 3GPP standard. We show that the directional link tracking measurements are responsible for most of the power consumed in connected

---

¹We use 3GPP NR as a benchmark, since it is the dominant standard for 5G systems. However, our DRX analysis would likely apply to other directional systems with intermittent transmissions as well.
mode DRX, especially when the UE tracks the maximum permitted number of links.

2) To reduce power consumption in connected mode DRX, we choose to track only a subset of the links (depending on $K$) at any time. We then cast the choice of links to track as the outcome of a policy for a MP-MAB problem. Then, for a given a policy, we identify the smallest $K$ as the solution to an optimization problem that captures the power-performance trade-off.

3) Since it is hard to obtain a statistical characterization of the effects of multipath, mobility and correlated blockages on the link SNRs, it is difficult to formulate a link tracking policy with provable performance guarantees (e.g. sub-linear regret). Hence, we consider four sub-optimal policies and compare their performance using detailed system-level simulations based on the 3GPP NR standards at 28 and 140 GHz, which are representative of a 5G mmWave [23] and a hypothetical 6G sub-THz [8] operating environment, respectively, for both analog and digital beamforming at the UE. While the question of a suitable UE beamforming architecture depends on many factors, such as spectral efficiency, hardware complexity, etc., our focus in this paper is restricted to the RFFE power consumption and link tracking capabilities of each architecture. For each combination of carrier frequency and beamforming architecture, the winning policy (i.e., the best performing policy among our limited selection in our simulations) provides useful performance benchmarks that a well-designed policy can be expected to satisfy.

4) From the winning policies in our simulations, we conclude that a well-designed link tracking policy can realize at least 50% power savings and achieve 85% of the maximum throughput with at most 1% outage probability in a 5G mmWave environment at 28 GHz with analog beamforming at the UE. With digital beamforming in the same environment, more power savings (at least 75%) and a larger fraction (95%) of the maximum throughput can be achieved for the same constraint on the outage probability. At 140 GHz with analog beamforming, none of our policies achieves an outage probability below 1%, as the UE is constrained to track only a small fraction of the total number of links, even at maximum power consumption. This finding highlights the need for standardization efforts at 140 GHz for analog beamforming to be viable, both in terms of power efficiency and performance. On the other hand, digital beamforming in the same environment can save 75% power, while achieving 80% of the maximum throughput for an outage probability of at most 1%.
B. Related Work

DRX for LTE systems was studied in [24], while [15], [17], [18] focused on directional DRX for mmWave systems. These works concentrate on optimizing DRX parameters in the MAC/Radio Resource Control (RRC) layer (e.g., ON Timer, DRX cycle, etc.), whereas in this paper, we focus on the beam management aspect of DRX, which is primarily a physical (PHY) layer issue. Furthermore, [15], [17], [18] also focus on DRX performance during the data arrival phase (i.e., when there are data packets for the UE on the downlink), through metrics like the queuing delay, and the wake-up latency. In contrast, we focus on the pre-data arrival phase (i.e., no data arriving on the downlink), where we are interested in the outage probability, since an outage would lead to a loss of connectivity to the network.

DRX in a multi-connectivity setting is addressed in [25], but for the relatively simple scenario of dual connectivity in LTE systems, where the links are not prone to blocking-induced outages. However, at mmWave and sub-THz frequencies, where blockages are a major impediment, the degree of multi-connectivity is an important system parameter that impacts both the UE performance as well as power consumption, especially at sub-THz frequencies where the frequency and severity of blockages are likely to be greater than that at mmWave. To the best of our knowledge, this power-performance trade-off and its implications for sub-THz UE beamforming architecture, which is a key theme of this paper, has not been studied previously.

Beam management has been extensively studied for mmWave systems in [26]–[29]. However, these works focus on beam tracking during data transfer and do not consider the power efficiency of link tracking mechanisms. In terms of scope, the work closest to ours is [16], where connected mode DRX is investigated in the pre-data arrival phase, but in a very simple mobile mmWave environment with only analog beamforming deployed at the UE. Crucially, it does not address the power versus performance trade-off associated with tracking multiple links at the UE. In this paper, we investigate this trade-off using detailed system-level simulations based on the 3GPP NR standards, for a 5G mmWave system at 28 GHz and a hypothetical 6G sub-THz system at 140 GHz, with both analog and digital beamforming at the UE. To the best of our knowledge, this is the first work to investigate the power efficiency of beam management, especially for sub-THz systems.
C. Organization

This paper consists of seven sections. In Section II, we provide an overview of connected mode DRX, along with a model for DRX power consumption. In Section III, we capture the trade-off between power consumption and the measured channel quality in connected mode DRX by formulating the choice of links to track as the outcome of a policy for a MP-MAB problem. In Section IV, we present four sub-optimal, but effective, policies for the MP-MAB problem in Section III. The details of our simulation setup, modeling a 5G mmWave system at 28 GHz and a hypothetical 6G sub-THz system at 140 GHz, are presented in Section V. Simulation results capturing the power-performance trade-off for the policies in Section IV are presented in Section VI, culminating in a discussion on the significance of our results. Finally, Section VII concludes the paper with a summary.

D. Notation

Throughout this paper, vectors and matrices are represented by lower and upper case boldface letters, respectively. All vectors are column vectors, 1 denotes the all-one vector, and (.\textsuperscript{T}) and (.\textsuperscript{H}) denote the transpose and Hermitian operators, respectively. \mathbb{R} and \mathbb{C} respectively denote the set of real and complex numbers, \mathbb{P}(\cdot) denotes probability, \mathbb{E}[\cdot] the expectation operator, \mathcal{U}[a, b] a uniform random variable over [a, b], and \mathcal{N}(\mu, \sigma^2) a normal random variable with mean \mu and variance \sigma^2. \text{Gamma}(a, b) and \text{Beta}(a, b) respectively denote a gamma and a beta random variable, whose probability distribution functions (pdfs) \text{f}_{\text{Gamma}}(\cdot) and \text{f}_{\text{Beta}}(\cdot) are given by:

\[
\text{f}_{\text{Gamma}}(y) = \frac{1}{\Gamma(a)} b^a y^{a-1} \exp(-y/b), \quad y \geq 0
\]

\[
\text{f}_{\text{Beta}}(y) = \frac{y^{a-1}(1-y)^{b-1}}{B(a, b)}, \quad y \in [0, 1]
\]

where \Gamma(\cdot) and \text{B}(\cdot, \cdot) denote the gamma and beta functions, respectively. For integers \(a_0\) and \(b_0\) (\(b_0 \neq 0\)), \lfloor a_0/b_0 \rfloor and \(a_0 \mod b_0\) denote the quotient and remainder of \(a_0/b_0\), respectively.

II. Analysis of 3GPP Connected Mode DRX

We first present an overview of connected mode DRX in the 3GPP NR standard [13]. Consider a UE situated within the coverage area of \(N_{\text{cell}}\) gNBs (base stations). Let \(N_{\text{TX}}\) and \(N_{\text{RX}}\) denote
the number of antenna elements at the gNB and the UE, respectively. A key aspect of mmWave and sub-THz communications is the use of beamforming. We will assume that the gNB and the UE transmit and receive using finite beamforming codebooks [30], [31] for channel tracking and synchronization. Without loss of generality, we assume that the codebook size at the gNB and the UE equals $N_{TX}$ and $N_{RX}$, respectively, which correspond to one codeword for each orthogonal spatial degree of freedom\(^2\).

A. Connected Mode DRX concepts overview

**Beam Management in Connected Mode DRX:** DRX is a MAC layer procedure, which determines when the UE goes to *sleep* (i.e., turns off its RFFE) to save power. In connected mode DRX, the UE *wakes* up periodically for the following tasks:

(a) Beam management (represented by the *Beam Measurements* and *Feedback* segments in the left panel of Fig. 1), which determines the link(s) through which the UE maintains connectivity to the network, and

(b) to receive notifications through at least one link in (a) of data arrival on the downlink (represented by the *ON Duration* segment in Fig. 1).

In this paper, we focus on (a) alone, drawing attention to the power intensive nature of beam management process, which undermines the effectiveness of DRX as a power-saving mechanism if the UE tracks all the *permitted* links\(^3\). To reduce power consumption due to beam management, we consider policies that identify a subset of ‘good’ links to track, without jeopardizing the UE’s ability to receive any incoming data in step (b) above. However, to study the evolution of our policies with changing link conditions, we assume that the UE is in the *pre-data arrival* phase throughout (i.e., there is no data arriving on the downlink), so that the UE continues to remain in connected mode DRX and beam management happens periodically without being interrupted by the UE going into Active state.

**Directional Tracking using Synchronization signals:** During beam management, we assume that the UE tracks the directional channel quality from the cells via the 5G NR synchronization

---

\(^2\)A smaller codebook size reduces beam training overhead at the expense of beamforming resolution.

\(^3\)The set of links a UE is permitted to track in each DRX cycle in Fig. 1 depends on the beamforming scheme at the UE and is, in general, smaller than the total number of available links. See (3) and Remark 4 for more details.
signal blocks (SSBs) [13]. In the 5G NR system, each gNB periodically transmits a sequence of SSBs (known as an SSB burst) that sweep a set of TX directions [32], as illustrated in the right panel of Fig. 1. Let $T_{SSB}$ denote the duration of each SSB, $T_{SS}$ the SSB burst period, and $N_{SSB}$ the number of different TX directions swept in each SSB burst period, which depends on the TX codebook as shown in the right panel of Fig. 1. To save power, we assume in Section III that in each SSB burst period, the UE chooses to track $K \leq N_{SSB}$ SSB time slots (see right panel of Fig. 1, where $K = 4$ and $N_{SSB} = 8$). During other SSB time slots, the UE can go to sleep and save power by switching off its RFFE.

Network Model with Carrier Aggregation: Resilience to blockage at mmWave frequencies necessitates macro-diversity, i.e., the UE must be connected to multiple cells [22], [33]. To this end, we assume that the UE is connected to all $N_{cell}$ gNBs via carrier aggregation, a key feature in 3GPP systems that enables simultaneous connections to multiple cells [34]. The cells may operate in either different component carriers or within the same component carrier – the analysis for this paper is identical. We also assume that the cells are synchronized so that the SSB time slots from different cells are aligned.

B. Power Consumption in Connected Mode DRX

The UE power consumption in connected mode DRX depends on the choice of beamforming architecture (analog or digital). At a carrier frequency $f_c$ with beamforming scheme $BF \in \{\text{Analog, Digital}\}$, a UE in connected mode DRX in the pre-data arrival phase will need to periodically wake up for the following three events:

- Monitoring SSBs to measure the channel quality (beam measurements), which consumes $P_{BM}^{f_c,BF}$ units of power per SSB.
- Listening to assignments, which consumes $P_{LS}^{f_c,BF}$ units of power.
- Beam reporting, which consumes $P_{BR}^{f_c,BF}$ units of power.

Among these, $P_{BM}^{f_c,BF}$ scales with the number of links that are tracked, while the other procedures have a fixed power cost. Hence, if the UE tracks a large number of links, $P_{BM}^{f_c,BF}$ could potentially

\footnote{In general, it is not necessary for the gNB to sweep through all the TX directions in its codebook in every SSB burst period, and thus, $N_{SSB} \leq N_{TX}$}

\footnote{According to [35], the UE can track up to 21 inter and intra-carrier frequency cells.}
become the dominant source of power consumption. The total power consumed by the UE RFFE, denoted by $P_{RX}^{f_c,\text{BF}}$, is given by:

$$P_{RX}^{f_c,\text{BF}} = P_{BM}^{f_c,\text{BF}} + P_{BR}^{f_c,\text{BF}} + P_{LS}^{f_c,\text{BF}}. \quad (1)$$

In Table I, we present estimates of $P_{BM}^{f_c,\text{BF}}$, $P_{BR}^{f_c,\text{BF}}$ and $P_{LS}^{f_c,\text{BF}}$, based on [10]. For further details, we refer the reader to the appendix. Based on Table I, we make the following remarks:

**Remark 1** (Digital beamforming with low-resolution ADCs). *Conventionally, digital beamforming is believed to be more power hungry than analog beamforming due to the presence of multiple RF chains. However, a major source of the increased power consumption is the high resolution of the ADCs [36]. Recent works [5], [10] have shown that digital beamforming with low-resolution ADCs can significantly lower the RFFE power consumption with virtually no performance degradation. Throughout this paper, we assume digital beamforming with low-resolution (4-bit) ADCs.*
Remark 2 (Beam tracking and connected mode DRX). Beam measurement on all the SSBs (i.e., tracking the maximum permitted number of links) is by far the largest source of power consumption in connected mode DRX, regardless of carrier frequency and the beamforming architecture.

Remark 3 (Power consumption at 140 GHz). Digital beamforming at 28 GHz is more power efficient than analog beamforming at 28 GHz, while both beamforming architectures have similar power consumption at 140 GHz. Relative to 28 GHz, the total power consumption at 140 GHz increases by a factor of 70 (35) for digital (analog) beamforming; thus, saving power at 140 GHz is crucial during link tracking.

Remarks 2 and 3 motivate the need for the UE to reduce the number of links to track in connected mode DRX in order to save power and thereby, preserve the effectiveness of DRX as a power saving mechanism. Thus, in the next section, we restrict the number of links that can be tracked at any time and then represent the choice of links to track over time as the outcome of a feasible policy for a MP-MAB problem.

III. Problem Formulation

We index the SSB burst periods by \( t = 0, 1, \ldots \), and let \( \gamma_{ilk}(t) \) denote the measured channel quality (i.e., SNR) from cell \( i = 1, \ldots N_{\text{cell}} \), in TX direction \( l = 1, \ldots N_{\text{TX}} \), and RX direction \( k = 1, \ldots N_{\text{RX}} \). The tensor \( \gamma_{ilk} \) depends on the UE motion, blocking, small-scale fading, and other channel characteristics. Henceforth, we refer to the triplet \((i, l, k)\) as a link.

Let \( A(t) \), which we refer to as the tracking set, denote the set of links over which the UE chooses to measure the channel quality \( \gamma_{ilk}(t) \) in the \( t \)-th SB burst period. In general, \( A(t) \) can be viewed as the outcome of a policy, \( \Pi(\cdot) \), in the following manner:

\[
A(t) = \Pi \left( \{ \gamma_{ilk}(s) \in A(s), s < t \} \right),
\]

where, at each SSB burst period \( t \), the choice of links to track is a function of past decisions. The links in \( A(t) \) depend on: (a) the SSB time slots the UE is awake for in the \( t \)-th SSB burst period (which fixes the TX directions at the gNBs), and (b) the RX directions along which the UE measures, which is a function of the beamforming architecture. For instance, with a single RF chain and analog beamforming, the UE can only the measure channel quality along a single
RX direction in each SSB time slot (i.e., TX direction) that it is awake for in the $t$-th SSB burst period. Thus, with carrier aggregation, the UE can track each of the $N_{\text{cell}}$ links corresponding to the TX-RX direction pair associated with an awake SSB time slot. On the other hand, with $N_{\text{RX}}$ RF chains and fully digital beamforming, the UE can measure the channel quality along all $N_{\text{RX}}$ RX directions in each SSB time slot that it is awake for in the $t$-th SSB burst period. Therefore, with carrier aggregation, the UE can track each of the $N_{\text{cell}}N_{\text{RX}}$ links associated with an awake SSB time slot.

To reduce power consumption, we limit the number of awake SSB time slots in an SSB burst period to $K$ ($1 \leq K \leq N_{\text{SSB}}$). Thus, the number of links that a UE can track in each SSB burst period, which is denoted by $L$, depends on $K$ in the following manner:

$$L := |A(t)| = \begin{cases} KN_{\text{cell}}, & \text{for Analog beamforming,} \\ KN_{\text{cell}}N_{\text{RX}}, & \text{for Digital beamforming,} \end{cases}$$

Eqn. (3) captures the trade-off between power consumption and performance: the size of the tracking set ($L$) increases if the UE is awake for longer (i.e., as $K$ increases), which increases both the power consumption as well as the UE’s probability of tracking the link with the highest SNR.

**Remark 4 (Maximum number of links a UE is permitted to track).** Let $L_{\max}$ denote the maximum value of $L$, corresponding to $K = N_{\text{SSB}}$ in (3). $L_{\max}$ is the maximum number of links that a UE is permitted to track in each SSB burst period, which is distinct from the number of available links ($N_{\text{cell}}N_{\text{TX}}N_{\text{RX}}$). In general, $L_{\max} \leq N_{\text{cell}}N_{\text{TX}}N_{\text{RX}}$, since it is not necessary for the gNBs to sweep through all $N_{\text{TX}}$ TX directions in each SSB burst period (i.e., $N_{\text{SSB}} \leq N_{\text{TX}}$). In addition, $L_{\max}$ reduces by a factor of $N_{\text{RX}}$ for analog beamforming, since the UE is constrained to track links along a single RX direction in each SSB burst period.

Given $K$, we choose $A(t)$ to maximize the measured SNR. Intuitively, this involves tracking the $L$ strongest links over time, which can be modeled as a multiple-play multi-armed bandit (MP-MAB) problem. In our context, the arms correspond to links and at $t$, a policy $\Pi$ choose $L$ links (multiple plays) out of a total of $N_{\text{cell}}N_{\text{TX}}N_{\text{RX}}$. Let $\gamma_{\Pi_{\text{max}}}(t)$ denote the reward of $\Pi$, which is given by

$$\gamma_{\Pi_{\text{max}}}(t) := \max_{(i,l,k) \in A(t)} \gamma_{ilk}(t).$$

(4)
The aim of policy is to minimize the rate of growth of the cumulative regret, $R^\Pi(t)$, which is given by:

$$R^\Pi(T) := \mathbb{E}\left[\sum_{t=1}^{T} \max_{i,l,k} \gamma_{ilk}(t)\right] - \mathbb{E}\left[\sum_{t=1}^{T} \gamma_{\max}(t)\right].$$  

(5)

In choosing $A(t)$, a policy needs to trade-off between two competing requirements: exploration and exploitation. The latter, where the UE tracks the $L$ links with the highest (measured) average SNR, helps to minimize the rate of growth of $R^\Pi(.)$ in (5). However, the SNR statistics of the links can change with time; hence, the UE needs to track sub-optimal links from time to time (i.e., exploration) to adapt to any changes to the set of the strongest $L$ links.

From (5), we can see that formulating a policy with provable performance guarantees (e.g. sub-linear growth of $R^\Pi(T)$) for mmWave and sub-THz systems depends on knowing how the joint statistics of the link SNRs (i.e., $\{\gamma_{ilk}(t), \forall i,l,k\}$) evolve with time. However, in a multipath environment with mobility, the channel dynamics of a collection of directional links is hard to characterize due to the intermittent nature of links, as well as correlation across links. Hence, in order to provide useful insights for mmWave and sub-THz systems, such as (a) the fraction of links (i.e., $K/N_{SSB}$) that need to be tracked for at most 1% outage probability, and (b) the throughput degradation (in case of data arrival) due to tracking only a limited number of links, we consider four policies and evaluate their performance in terms of these criteria using detailed system-level simulations at 28 GHz and 140 GHz, representative of a 5G mmWave and a hypothetical 6G sub-THz operating environment, respectively. The policies are (i) the $\epsilon$-greedy algorithm [37], (ii) Thompson Sampling [38], (iii) the Upper confidence bound (UCB) algorithm [39], and (iv) the $(L - L_m)$ round-robin policy. The first three are well-known policies for solving MAB problems, but typically assume stationary rewards (i.e., stationary SNR distribution over each link) and independence across arms (links). Hence, these policies are sub-optimal in our case. The fourth policy is a heuristic adapted from our earlier work [1].

Despite their sub-optimality, comparing the performance of multiple policies and identifying a winner among them based on their relative performance enables us to draw (mild) achievability conclusions like “a well-designed link tracking policy should simultaneously realize 75% power savings, 95% of the maximum throughput, and < 1% outage probability in a 5G mmWave environment at 28 GHz with digital beamforming at the UE”, because the winning policy meets these targets in our realistic system-level simulations. From an engineering perspective,
we believe that conclusions like these are valuable, despite lacking in rigor, and are the key results of this paper. In contrast, we stress that conclusions like “the $\epsilon$-greedy policy performs best at 28 GHz with analog beamforming at the UE”, because it happens to be the winning policy in our simulations, are of little significance value and we refrain from making them.

We review the policies in the next section. Due to their sub-optimality, we do not delve into a detailed mathematical treatment of the policies; for these, we direct the reader to the references provided. However, we attempt to provide enough intuition behind their working, specifically on their exploration and exploitation mechanisms.

IV. Link Tracking Policies for Connected Mode DRX

Before reviewing the policies, we first define some common quantities. Let $G_n(t) := \{\gamma_n(s) : n \in A[s], s \leq t\}$ denote the set of SNR values measured for the $n$-th link ($n = 1, \cdots, N_{\text{cell}}, N_{\text{TX}}, N_{\text{RX}}$) up to the $t$-th SSB burst period. Hence, $\hat{N}_n(t) := |G_n(t)|$ denotes the number of times the $n$-th link has been included in the tracking set up to the $t$-th SSB burst period. Finally, let $\bar{\gamma}_n(t)$ denote the mean measured SNR of the $n$-th link up to the $t$-th SSB burst period (i.e., the sample mean of the elements of $G_n(t)$).

A. Upper Confidence Bound (UCB) Algorithm

We adapt the policy presented in [39] for multiple play MAB problems. The UCB link tracking policy is detailed in Algorithm 1. In the initialization phase, the policy measures the SNR of every link once, before deciding which links to track over time. During the operation stage, (6) determines the SSB burst periods when exploration and exploitation take place. After convergence, the first term in (6) helps in continuing to track links with high average SNR (large $\bar{\gamma}_n(t)$), which constitutes exploitation. However, as $t$ increases in (6), the second term eventually becomes large enough for an infrequently tracked (weak) link (i.e., small $\hat{N}_n(t)$) to be included in the tracking set, which constitutes exploration.

Remark 5. A drawback of the UCB policy is the requirement to measure all the links initially - in our simulation setup in Section V, for $K = 1$ (corresponding to the least power consumption) at 28 GHz with analog beamforming at the UE, the initialization takes 10.2 s to finish, which
is orders of magnitude greater than the channel coherence time (around 21 ms)\(^6\). Hence, the channel statistics would have changed considerably by the time the UE decides to track (exploit) the best links found during the initial exploration. However, as \( K \) increases, the initialization time reduces by a factor of \( K \) and the policy performs better, as seen in Fig. 9a (UCB curve) later in Section VI-B.

Algorithm 1 UCB Link Tracking Policy

**Data:** \( \gamma_{ilk}(t) : i = 1, \ldots, N_{\text{cell}}; l = 1, \ldots, N_{\text{TX}}; k = 1, \ldots, N_{\text{RX}}; t = 1, \ldots, T_{\text{traj}} \}

**Input:** \( K \)

**Initialization** \{All the links are measured once initially, \( L \) at a time.\}

\[ t \leftarrow 0 \]

**for** \( t = 1 \) to \( \frac{N_{\text{cell}}N_{\text{TX}}N_{\text{RX}}}{L} \) **do**

- Choose \( L \) links that have not been measured
- Update \( \bar{\gamma}_n(t) \) and \( \hat{N}_n(t) \) accordingly
- \( t \leftarrow t + 1 \)

**end**

**Operation** \( ( t > \frac{N_{\text{cell}}N_{\text{TX}}N_{\text{RX}}}{L} ) \)

- \( t \leftarrow t + 1 \)
- Calculate:

\[
\bar{\gamma}_n(t) + \sqrt{\frac{(L + 1) \ln(t)}{\hat{N}_n(t)}} \tag{6}
\]

- Form \( \mathcal{A}(t) \) with the links corresponding to the \( L \) largest values in (6) \{The first term is (6) helps track strong links (high \( \bar{\gamma}_n(t) \)) often (exploitation). As \( t \) increases, the second term eventually becomes large enough for an infrequently tracked (weak) link (i.e., small \( \hat{N}_n(t) \)) to be included in \( \mathcal{A}(t) \) (exploration).\}
- Measure \( \gamma_{i,l,k}^{\text{max}}(t) = \max_{(i,l,k) \in \mathcal{A}(t)} \gamma_{ilk}(t) \).
- Update \( \bar{\gamma}_n(t) \) and \( \hat{N}_n(t) \) accordingly
- Go back to **Operation**

B. \( \epsilon \)-Greedy Algorithm

The \( \epsilon \)-greedy link tracking policy is detailed in Algorithm 2. Unlike the UCB policy, it uses only the average link SNRs, \( \bar{\gamma}_n(t) \), to determine the tracking set. The exploration and exploitation

\(^6\)For \( K = 1 \) with analog beamforming i.e. the most power efficient case, the UE can measure only \( N_{\text{cell}} \) links (due to carrier aggregation) in one SSB burst period, out of a total of \( N_{\text{cell}}N_{\text{TX}}N_{\text{RX}} \). Hence, the time taken for the initialization phase of Algorithm 5 equals \( N_{\text{TX}}N_{\text{RX}}T_{\text{SS}} = 10.2 \text{ s at 28 GHz} \), for values chosen from Table IX. For a UE with an average velocity, \( v \), of 0.5 m/s (human), the coherence time, \( T_{\text{coh}} \approx c/(f_c v) \approx 21 \text{ ms} \) [40].
Algorithm 2 $\epsilon$-greedy Link Tracking Policy

Data: $\gamma_{ilk}(t): i = 1, \cdots, N_{\text{cell}}; l = 1, \cdots, N_{\text{TX}}; k = 1, \cdots, N_{\text{RX}}; t = 1, \cdots, T_{\text{traj}}$

Input : $K$

Initialization

- $\bar{\gamma}_n(0) = \gamma_{\text{init}} \forall n$

Operation

- $t \leftarrow t + 1$
- Sample $\text{rand} \sim U[0, 1]$
- 
  - if $\epsilon < \text{rand}$ then
    - Form $A(t)$ by uniformly and independently choosing $L$ links (Exploration Phase, occurring with probability $\epsilon$ each $t$)
  - else
    - Form $A(t)$ with the links corresponding to the largest $L$ values of $\bar{\gamma}_n(t)$ (Exploitation phase, occurring with probability $1 - \epsilon$ each $t$)
  - end
- Calculate $\gamma_{\max}^{\Pi}(t) = \max_{(i,l,k) \in A(t)} \gamma_{ilk}(t)$.
- Update $\bar{\gamma}_n(t)$ accordingly
- Go back to Operation

phases of this policy is determined by a parameter $\epsilon \in (0, 1)$. At each $t$, the policy independently explores with probability $\epsilon$ and exploits with probability $1 - \epsilon$. During exploration, the policy uniformly and independently chooses $L$ links to track, while in the exploitation phase, it tracks the $L$ links with the highest $\bar{\gamma}_n(t)$. Initially, $\bar{\gamma}_n(0) = \gamma_{\text{init}} \forall n$, a suitably large SNR\(^7\) that ensures that the policy tracks each link at least once before converging. The choice of $\epsilon$ is discussed in Section VI.

C. Thompson Sampling

In contrast to the previous policies, Thompson sampling adopts a Bayesian approach, where the average SNR of the $n$-th link is assumed to be a random variable, $X_n$. Assuming independence across links\(^8\), let $f(X_n|\gamma_n(t))$ denote the posterior probability density function (pdf) of $X_n$, given the measured values of $\gamma_n$ up to the $t$-th SSB burst period. Starting from a prior pdf $\zeta_n$,

\(^7\)We assume $\gamma_{\text{init}} = 19.6$ dB, which corresponds to the minimum SNR needed to decode the highest modulation and coding scheme (MCS) level in 3GPP, according to (26).

\(^8\)The SNRs of two or more links are, in general, not independent, due to correlated blocking.
$f(X_n|G_n(t))$ is updated every time the $n$-th link is included in the tracking set (based on $\bar{\gamma}_n(t)$ and $\bar{N}_n(t)$), using Bayes’ rule. Thus, the policy aims to track the links with the $L$ largest values of the posterior mean $\mathbb{E}[X_n|G_n(t)]$.

The Thompson sampling based link tracking policy, adapted from [38]⁹, is presented in Algorithm 3. The performance of this policy depends on the choice of $\zeta_n$ and the resulting $f(X_n|G_n(t))$. To evaluate the latter in a tractable manner, conjugate priors¹⁰ are commonly assumed for $\zeta_n$. The choice of distributions is discussed in Section VI-A.

**Algorithm 3** Thompson sampling based Link Tracking Policy

**Data:** $\gamma_{ilk}(t): i = 1, \cdots, N_{\text{cell}}; l = 1, \cdots, N_{\text{TX}}; k = 1, \cdots, N_{\text{RX}}; t = 1, \cdots, T_{\text{traj}}$

**Input:** $K$, Prior pdf $\zeta_n \forall n \{\zeta_n$ is the initially assumed distribution of $\bar{\gamma}_n(t)\}$

**Initialization**
- $t \leftarrow 0$
- Sample $x_n \sim \zeta_n, \forall n$
- Form $A(t)$ by selecting the links corresponding to the $L$ largest values among $\{x_n: n = 1, \cdots, N_{\text{cell}}N_{\text{TX}}N_{\text{RX}}\}$.

**Operation**
- Calculate $\bar{\gamma}_{\text{max}}^I(t) = \max_{(i,l,k) \in A(t)} \gamma_{ilk}(t)$
- $t \leftarrow t + 1$
- Update $f(X_n|G_n(t)) \forall n \in A(t-1)$, using Bayes’ rule [38] (see Table IV for update rules for specific choices of $\zeta_n$). {This updates the posterior distribution of $\bar{\gamma}_n(t)$ based on the measured $\gamma_n(t)$ in $A(t-1)$}
- Sample $x_n \sim f(X_n|G_n(t)), \forall n$
- Form $A(t)$ by selecting the links corresponding to the $L$ largest values among $\{x_n: n = 1, \cdots, N_{\text{cell}}N_{\text{TX}}N_{\text{RX}}\}$. {For a weak link $n$, a large sample value $x_n$ would see it included in $A(t)$ and thereby, constitute exploration.}
- Go back to **Operation**

**D. ($L - L_m$) Round Robin Policy**

Finally, we consider a policy with one-step memory (i.e., $s = t - 1$ in (2)), which is a modified version of the policy presented in [1]. For the current SSB burst period $t$, the policy

---

⁹To the best of our knowledge, there exists no formal Thompson sampling policy for MP-MAB problems; hence, we adapt the conventional single play Thompson sampling policy for multiple plays.

¹⁰For the likelihood function, $f(G_n|X_n)$, $\zeta_n$ is a conjugate prior if the posterior pdf, $f(X_n|G_n)$, belongs to same family of distributions as $\zeta_n$. 
retains the $L_m$ $(1 \leq L_m < L)$ strongest links from $\mathcal{A}(t-1)$ based on the instantaneous SNR $\gamma_n(t)$ (exploitation) and selects the other $L-L_m$ links independently and uniformly from the remaining links (exploration). We refer to this as $(L-L_m)$ round robin policy, which is summarized in Algorithm 4. The choice of $L_m$ is discussed in Section VI-A.

**Algorithm 4** $(L-L_m)$ Round Robin Link Tracking Policy

**Data:** $\gamma_{ilk}(t) : i = 1, \ldots, N_{cell}; l = 1, \ldots, N_{TX}; k = 1, \ldots, N_{RX}; t = 1, \ldots, T_{\text{traj}}$

**Input:** $K, L_m$

**Initialization**
- At $t = 1$, construct $\mathcal{A}(t)$ by uniformly and independently choosing $L$ links to track
- Measure $\gamma_{\text{Hmax}}(t) = \max_{(i,l,k) \in \mathcal{A}(t)} \gamma_{ilk}(t) \forall i$
- Let $\mathcal{M}(t) \subseteq \mathcal{A}(t)$ denote the $L_m$ links in $\mathcal{A}(t)$ with the highest $\gamma_n(t)$ \{Note: The strongest links are selected based on the instantaneous SNR, $\gamma_n(t)$, and not the average SNR $\bar{\gamma}_n(t)$ like the previous policies.\}
- $t \leftarrow t + 1$

**Operation** $(t > 1)$
- Form $\hat{\mathcal{A}}(t)$ by uniformly and independently choosing $L-L_m$ links, excluding those in $\mathcal{M}(t-1)$.
- $\mathcal{A}(t) = \mathcal{M}(t-1) \cup \hat{\mathcal{A}}(t)$ \{The Algorithm ‘exploits’ the best $L_m$ links from last SSB burst period through $\mathcal{M}(t-1)$ and ‘explores’ $L-L_m$ new links through $\hat{\mathcal{A}}(t)$\}
- Measure $\gamma_{\text{Hmax}}(t) = \max_{(i,l,k) \in \mathcal{A}(t)} \gamma_{ilk}(t) \forall i$
- Update $\mathcal{M}(t)$
- $t \leftarrow t + 1$
- Go back to Operation

**V. SIMULATION SETUP**

Comprehensive link-level simulations are used to generate the channel trajectories at 28 GHz and 140 GHz. Nine gNBs are deployed ($N_{cell} = 9$) in a $400 \text{ m} \times 400 \text{ m}$ and the cell radius, $r$, of each gNB is 100 m. The heights of the gNBs and the UE are set to 10 m and 1.7 m, respectively, in accordance with the 3GPP ‘UMi’ (urban microcell) specification [41]. At the start of each channel trajectory, the UE is dropped according to a two-dimensional uniform distribution that covers the grid.
A. Array Sizes and Beamforming Codebook

In accordance with Table IX, a $4 \times 2$ ($8 \times 8$) uniform planar array (UPA) with $\lambda/2$ antenna spacing is assumed at the UE and an $8 \times 8$ ($16 \times 16$) UPA at the gNB for $f_c = 28$ (140) GHz. We consider a simple beamforming codebook, where the main lobes of the antenna patterns associated with the beamforming vectors span the hemisphere, equally spaced in both azimuth and elevation. Hence, we assume two similar antenna arrays at the UE and gNB for full 360 degree coverage like practical devices [42] (i.e., one array covering the front hemisphere and the other the rear).

1) UE codebook: For a $N_{RX}^x \times N_{RX}^y$ UPA at the UE (where $N_{RX} = N_{RX}^x N_{RX}^y$), let $u(\Omega_{UE}) \in \mathbb{C}^{N_{RX}}$ denote the steering vector along $\Omega_{UE} := (\phi_{UE}, \varphi_{UE})$, where $\phi_{UE} \in [-\pi, \pi)$ and $\varphi_{UE} \in [-\pi/2, \pi/2]$ denote the orientations along the azimuth and elevation, respectively, from the UE’s perspective. The expression for $u(\Omega_{UE})$, for $\lambda/2$ antenna spacing, is given by:

$$u(\Omega_{UE}) = [(u_1(\Omega_{UE}))^T \cdots (u_{N_{RX}^y}(\Omega_{UE}))^T], \quad (7)$$

where $u_{m_r}(\Omega_{UE}) := 
\begin{bmatrix}
\exp(j\pi(m_r \sin \varphi_{UE} \cos \phi_{UE} + \sin \varphi_{UE} \sin \phi_{UE})) \\
\vdots \\
\exp(j\pi(m_r \sin \varphi_{UE} \cos \phi_{UE} + N_{RX}^y \sin \varphi_{UE} \sin \phi_{UE}))
\end{bmatrix} \in \mathbb{C}^{N_{RX}^y},$

and $m_r = 1, \cdots, N_{RX}^y$.

Let $\Omega_{k}^{(1)} := (\phi_{k}^{(1)}, \varphi_{k}^{(1)})$ and $\Omega_{k}^{(2)} := (\phi_{k}^{(2)}, \varphi_{k}^{(2)})$ denote the main lobe orientations along the $k$-th RX direction ($k = 1, \cdots, N_{RX}$) at the UE for the front and rear antenna arrays, respectively. The expressions for the azimuth and elevation angles are given by

$$\phi_{k}^{(1)} = \left(\frac{((k-1) \mod N_{RX}^x) + 1}{N_{RX}^x}\right) \pi + \frac{\pi}{2}, \quad (8)$$

$$\phi_{k}^{(2)} = \left(\frac{((k-1) \mod N_{RX}^x) + 1}{N_{RX}^x}\right) \pi - \frac{\pi}{2}, \quad (9)$$

$$\varphi_{k}^{(1)} = \varphi_{k}^{(2)} = \left(\frac{((k-1)/N_{RX}^y) + 1}{N_{RX}^y}\right) \pi - \frac{\pi}{2} \quad (10)$$

Let $\mathcal{W}_k := \{w_{k}^{(1)}, w_{k}^{(2)}\}$ denote the set of UE beamforming vectors corresponding to the $k$-th RX direction, where $w_{k}^{(1)}, w_{k}^{(2)} \in \mathbb{C}^{N_{RX}}$ correspond to the front and rear antenna arrays, respectively.
Their expressions are given by
\[ w_k^{(1)} = \frac{1}{\sqrt{N_{RX}}} u(\Omega_k^{(1)}) \] (11)
\[ w_k^{(2)} = \frac{1}{\sqrt{N_{RX}}} u(\Omega_k^{(2)}) \] (12)

where \( u(\Omega_k^{(1)}) \) and \( u(\Omega_k^{(2)}) \) are obtained from (7), (8), (9) and (10).

2) gNB codebook: Similarly, for a \( N_{TX} \times N_{TX} \) UPA at the gNB (where \( N_{TX} = N_{x} \times N_{y} \)), let \( v(\Omega_{gNB}) \in \mathbb{C}^{N_{TX}} \) denote the steering vector along \( \Omega_{gNB} := (\phi_{gNB}, \varphi_{gNB}) \), where \( \phi_{gNB} \in [-\pi, \pi) \) and \( \varphi_{gNB} \in [-\pi/2, \pi/2] \) are the orientations along the azimuth and elevation, respectively, from the gNB’s perspective. \( v(\Omega_{gNB}) \), for \( \lambda/2 \) antenna spacing is given by:
\[ v(\Omega_{gNB}) = [(v_{1}(\Omega_{gNB}))^T \cdots (v_{N_{TX}}(\Omega_{gNB}))^T]^T, \] (13)
where
\[ v_{m_t}(\Omega_{gNB}) := \begin{bmatrix}
\exp(j\pi (m_t \sin \varphi_{gNB} \cos \phi_{gNB} + \sin \varphi_{gNB} \sin \phi_{gNB})) \\
\vdots \\
\exp(j\pi (m_t \sin \varphi_{gNB} \cos \phi_{UE} + N_{y} \sin \varphi_{gNB} \sin \phi_{gNB}))
\end{bmatrix} \in \mathbb{C}^{N_{y}}, \]
and \( m_t = 1, \cdots, N_{x}. \)

Let \( \Omega_l^{(1)} := (\phi_l^{(1)}, \varphi_l^{(1)}) \) and \( \Omega_l^{(2)} := (\phi_l^{(2)}, \varphi_l^{(2)}) \) denote the main lobe orientations along the \( l \)-th TX direction \( (l = 1, \cdots, N_{TX}) \) at the gNB for the front and rear antenna arrays, respectively. The expressions for the azimuth and elevation angles are given by
\[ \phi_l^{(1)} = \left( \left( (l-1) \mod N_{x} \right) + 1 \right) \pi + \frac{\pi}{2} \] (14)
\[ \phi_l^{(2)} = \left( \left( (l-1) \mod N_{x} \right) + 1 \right) \pi - \frac{\pi}{2} \] (15)
\[ \varphi_l^{(1)} = \varphi_l^{(2)} = \left( \left( (l-1)/N_{x} \right) + 1 \right) \pi - \frac{\pi}{2} \] (16)

Let \( \mathcal{F}_l := \{ f_l^{(1)}, f_l^{(2)} \} \) denote the collection of gNB beamforming vectors corresponding to the \( l \)-th RX direction, where \( f_l^{(1)}, f_l^{(2)} \in \mathbb{C}^{N_{TX}} \), correspond to the front and rear antenna arrays, respectively. Their expressions are given by
\[ f_l^{(1)} = \frac{1}{\sqrt{N_{TX}}} v(\Omega_l^{(1)}) \] (17)
\[ f_l^{(2)} = \frac{1}{\sqrt{N_{TX}}} v(\Omega_l^{(2)}) \] (18)
where \( v(\Omega_l^{(1)}) \) and \( v(\Omega_l^{(2)}) \) are obtained from (13), (14), (15) and (16).
B. Blockage modeling

Blockers are placed using Poisson point process (PPP) [43] with blocker density $\lambda_b = 0.01 \text{ m}^{-2}$. The blockers can be human or vehicular with equal probability. The dimensions and velocities of the blockers are chosen according to 3GPP modeling specifications [41] i.e., the height and width for a human (vehicular) blocker are 1.7 m (1.5 m) and 0.3 m (4.5 m), respectively. The magnitude of the velocities of human (vehicular) blockers are iid uniform between $[0, 3]$ ([0, 100]) km/hr. The blockers are assumed to move in the $xy$ plane.

We choose the Double Knife Edge Diffraction (DKED) model$^{11}$ for calculating the blockage loss, since to the best of our knowledge, there is no parametric blockage model for 140 GHz. On the other hand, the DKED model is physics-based and holds for all frequencies. Moreover, measurement results in [45] show that the DKED model is within a few dB of the blockage loss at mmWave frequencies. Hence, we believe that the DKED model would provide a reasonably accurate estimate of the blockage loss at 140 GHz as well. Fig. 2 shows the blockage loss due to a moving human blocker at 28 GHz and 140 GHz for a link operating at an SNR of 10 dB in the unblocked state. We see that at 28 GHz, the SNR reduces to 0 dB during the blockage event, which can still support communications at the modulation and coding scheme (MCS) 3 [46, Table 1], according to (26). However, at 140 GHz, the SNR drops to $-6$ dB, which causes a link outage as it is below the minimum SNR needed ($-4.5$ dB) to communicate at MCS 0, the lowest MCS level. Hence, blockage induced link outages are expected to be more frequent at sub-THz frequencies. From the perspective of connected mode DRX, this means that the UE may be required to track more links to ensure the same level of performance (e.g., outage probability) which highlights the importance of power-efficient link tracking policies at these frequencies.

C. Non line-of-sight paths

Stationary reflectors with density $\lambda_r = 0.01 \text{ m}^{-2}$ are also deployed according to a PPP. We assume that the reflectors do not cause blockage. We form clusters of reflectors based on their proximity [47] and select up to $N_{\text{Cluster}}$ clusters in increasing order of the gNB $\rightarrow$ cluster $\rightarrow$ UE

$^{11}$DKED is also known as Blockage Model B in 3GPP specifications [41] and is used in the METIS project [44].
Fig. 2: Illustration of the severity of blockages at mmWave and sub-THz frequencies. Left panel: A moving human blocker based on 3GPP model parameters [41]. Right Panel: Blockage loss suffered by the link due to double knife-edge diffraction.

path length [48], in addition to the line-of-sight path. The reflection loss suffered by the signal is taken to be 7 (10) dB at 28 (140) GHz [49]12.

D. Mobility

The reflectors are assumed to be static. The UE and blockers follow the random waypoint mobility model [50]. Under this model, let \( x_t \in \mathbb{R}^2 \) represent the position of an object during the \( t \)-th SSB burst period. At the next SSB burst period, the position is updated as follows:

\[
x_{t+1} = x_t + \dot{x} T_{SS},
\]

where \( \dot{x} \) is the velocity of the object. The \( x \) and \( y \) components of the velocity vector are independently chosen according to the distributions in Table II. The UE and the human blockers have similar mobility characteristics, since their velocities are extracted from the same distribution; vehicular blockers have a different velocity distribution. A destination is associated with every mobile object at the start of each simulation, which is changed when the object in question reaches the destination. The destination of the objects are restricted within the simulation grid.

E. SNR Calculation

Let \( H_i(t) \in \mathbb{C}^{N_{RX} \times N_{TX}} \) denote the channel gain matrix between the \( i \)-th gNB and the UE at the \( t \)-th SSB burst period, due to \( N_{Cluster} \) multipath components (MPCs). For the \( p \)-th MPC,

\[12\]In general, the reflection loss depends on the material and the angle of incidence. For the sake of simplicity, we do not consider these effects.
let $\Omega_{i,p}^A(t) := (\phi_{i,p}^A(t), \varphi_{i,p}^A(t))$, $\Omega_{i,p}^D(t) := (\phi_{i,p}^D(t), \varphi_{i,p}^A(t))$, $\alpha_{i,p}(t)$, $\rho_{i,p}(t)$ and $d_{i,p}(t)$ denote the angle of arrival, angle of departure, blockage loss, reflection loss and path length, respectively. Then, $H_i(t)$ can be expressed as follows:

\[
H_i(t) = \sum_{p=1}^{N_{\text{cluster}}} \sqrt{\frac{\alpha_{i,p}(t)\rho_{i,p}(t)P_0c^2}{4\pi^2f_c^2d_{i,p}(t)^2}} \ u(\Omega_{i,p}^A(t)) \ v(\Omega_{i,p}^D(t)) \times \exp \left( -j2\pi\frac{f_c}{c}d_{i,p}(t) - \|\dot{x}_{\text{UE}}\|t \cos \varphi_{i,p}^A(t) \cos \phi_{i,p}^A(t) \right),
\]

where $u(.)$ and $v(.)$ are obtained from (7) and (13), respectively, $\|\dot{x}_{\text{UE}}\|$ denotes the UE speed, $f_c$ the carrier frequency and $c$ the speed of light. The expression for $\gamma_{ilk}(t)$ is as follows:

\[
\gamma_{ilk}(t) = \max_{\substack{w_{ik} \in \mathcal{W}_k, \ f_{il} \in \mathcal{F}_l}} \frac{|w_{ik}^H H_i(t) f_{il}|^2}{k_B B N_F T_0},
\]

where $k_B$ is Boltzmann’s constant, $B$ denotes the system bandwidth, $N_F$ the noise figure, and $T_0$ the temperature.

We generate a total of 100 channel trajectories. For each trajectory, we simulate over 3000 SSB burst periods, with $T_{SS} = 20\,\text{ms}$, amounting to a runtime of 60 s per trajectory ($T_{\text{traj}}$). The list of parameter values used to generate the simulation data is presented in Table II. An inherent weakness of our simulation-based approach is the fact that the results in the following section depend on the values in Table II, and could change for a different set of parameter values. To mitigate this, we have chosen values that are consistent with the 3GPP standards and/or backed by empirical evidence. While this does not guarantee that the parameter values will remain fixed forever, we believe that it provides a reasonable safeguard against large changes, which in turn, lends weight to the conclusions that we draw from our simulation results.

VI. Results and Discussion

At mmWave and sub-THz frequencies, the link SNRs in an urban microcell environment are expected to be non-stationary due to UE mobility and the blockage losses caused by mobile blockers. To get an insight into the timescale of SNR variation, we first simulated a single gNB-UE link under a horn antenna configuration at both end points, wherein the UE’s starting location was kept the same for all trajectories and its movement confined along the line connecting it to the gNB by a one-dimensional version of the mobility model in (19). This restriction ensures the same link (i.e., the same beam directions at the UE and the gNB) over all trajectories at
all times. For this setup, the evolution of the average link SNR in increments of $T_{SS}$ (i.e., the duration between successive SSB burst periods) is plotted in Fig. 3. The fairly large fluctuations in the average SNR over relatively short time scales confirms the non-stationarity of the operating environment, and reinforces the difficulty of formulating a link tracking policy with provable performance guarantees.

In the pre-data arrival phase, the outage probability is an important performance metric that affects both the throughput and the latency\textsuperscript{13}, in case there is data arrival on the downlink. In Sections VI-A and VI-B, we analyze the outage performance of the policies discussed in Section IV, for analog and digital beamforming at the UE, at 28 and 140 GHz. The purpose of this analysis is to quantify the amount of power the UE can potentially save, subject to satisfying an outage probability of at most 1%. The outage probability for a policy $\Pi$, denoted by $P_{\Pi}^{\text{out}}$, is defined as follows:

$$P_{\Pi}^{\text{out}} := \mathbb{P}(\gamma_{\Pi}^\max(t) < \gamma_{\text{tgt}}),$$

where $\gamma_{\text{tgt}}$ is the minimum SNR required to communicate using MCS 0. The value of $\gamma_{\text{tgt}}$ can be obtained from (26) for $u = 0$.

\textsuperscript{13}A UE in outage needs to trigger initial access procedures to re-establish connectivity to the network, which incurs some delay and adds to the overall latency.

| Parameters          | 28 GHz | 140 GHz | Parameters | 28 GHz | 140 GHz |
|---------------------|--------|---------|------------|--------|---------|
| Temperature, $T_0$ | 298 K  | 100 m [51] | Cell radius, $r$ |         |         |
| Bandwidth, $B$ ($\dagger$) | 400 MHz | 1.6 GHz | Blocker density | 0.01 m$^{-2}$ [52] |
| $N_{\text{TX}}$ ($\dagger$) | 64 | 256 | Blocker height ($\dagger$) | 1.4 m (Vehicular), 1.7 m (Human) |
| $N_{\text{RX}}$ ($\dagger$) | 8 | 64 | Blocker width ($\dagger$) | 4.8 m (Vehicular), 0.3 m (Human) |
| $N_{\text{cell}}$ | 9 [35] | | Blocker speed distribution ($\dagger$) | $U[0,100]$ km/hr (Vehicular) $U[0,3]$ km/hr (Human) |
| $N_{\text{Cluster}}$ | 4 [48] | | Transmitter Power, $P_0$ | 23 dBm [53] |
| UE height ($\dagger$) | 1.7 m | | Noise Figure, $N_F$ | 9 dB [54] |
| gNB height ($\dagger$) | 10 m | | $T_{SS}$ | 20 ms [55] |
| Reflection Loss [49] | 7 dB | 10 dB | Scenario | | UMi ($\dagger$) |

TABLE II: Simulation parameters used for generating channel trajectories ($\dagger$: [41], $\ddagger$: [10]).
Fig. 3: Evolution of the average link SNR over increments of $T_{SS} = 20$ ms (i.e., the interval between successive SSB burst periods) for a horn antenna configuration at 28 GHz. The fairly large fluctuations in the average SNR over the short time scales points to a non-stationary operating environment.

A. Parameter tuning for the $\epsilon$-greedy, Thompson sampling and $(L - L_m)$ Round robin policies

We begin by tuning the parameters of the $\epsilon$-greedy, Thompson sampling and $L - L_m$ round robin policies for each of the four scenarios to find the parameter values that yield the best results for our simulation setting.

1) Tuning $\epsilon$: The values of $\epsilon$, denoted by $\epsilon_{tuned}$, over the interval $[0.001, 0.5]^{14}$ that result in the smallest sum $P_{out}^{II}$ over $K$ in our simulations are listed in Table III for the four scenarios. The performances for different $\epsilon$ can be seen in Figs. 4 and 5.

| Beamforming/ Frequency | Analog/ 28 GHz | Digital/ 28 GHz | Analog/ 140 GHz | Digital/ 140 GHz |
|------------------------|----------------|---------------|----------------|-----------------|
| $\epsilon_{tuned}$     | 0.00125        | 0.01          | 0.00125        | 0.005           |

TABLE III: $\epsilon_{tuned}$ for different frequencies and beamforming schemes

---

Over the 3000 SSB burst periods in each simulated trajectory, the probability that the $\epsilon$-greedy policy explores at least is $1 - (1 - \epsilon)^{3000} \approx 0.95$ for $\epsilon = 0.001$. Hence, $\epsilon \geq 0.001$ provides a high probability for the $\epsilon$-greedy policy to explore at least once after convergence in our simulations. We restrict the upper limit of $\epsilon$ to 0.5, since we wish our policy to exploit what it has learnt at least half the time.
2) *Choice of $\zeta_n$ for Thompson sampling:* As discussed in Section IV-C, the performance of Thompson sampling depends on the choice of $\zeta_n$ and the resulting $f(X_n|G_n(t))$ for the average link SNRs. We consider three distinct models from the exponential family for the likelihood function, $f(G_n(t)|X_n)$, with each model corresponding to a conjugate prior choice for $\zeta_n$:

(i) Gaussian $\zeta_n$, assuming Gaussian $f(G_n(t)|X_n)$,

(ii) Gamma $\zeta_n$, assuming exponential $f(G_n(t)|X_n)$, and

(iii) Beta $\zeta_n$: Instead of the average SNR, the outage probability of the individual links can also be used to determine the tracking set. Let $\theta_n \in (0, 1)$ denote the outage probability of the $n$-th link. Given $G_n(t)$, let $g_n(t)$ denote the binary vector (of size $\hat{N}_n(t)$) obtained by mapping the measured SNRs above and below $\gamma_{tgt}$ to 0 and 1, respectively. Thus, $g_n(t)$ captures the instances (up to the $t$-th SSB burst period) when the $n$-th link is measured to be in outage. Since $g_n(t)$ is a sufficient statistic for estimating $\theta_n$, Algorithm 3 can be used to determine $A(t)$ by replacing $X_n$ with $\theta_n$ and $G_n(t)$ with $g_n(t)$, respectively. As $g_n(t)$ takes values in $\{0, 1\}$, we assume Bernoulli $f(g_n(t)|\theta_n(t))$, leading to Beta $\zeta_n$.

Since the above conjugate priors are completely specified by two parameters, updating the posterior distribution $f(X_n|G_n(t))$ in Algorithm 3 reduces to a simple update rule for the parameters at each $t$, as given by Table IV [38].

We denote by $\zeta_{tuned}$ the prior yielding the smallest sum $P_{out}^{\Pi}$ over $K$ among the choices above.
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(a) Analog beamforming  

(b) Digital beamforming

Fig. 4: $P_{out}^{\Pi}$ as a function of $K$ for the $\epsilon$-greedy link tracking policy for different values of $\epsilon$ at 28 GHz.
Fig. 5: $P_{\text{out}}^\Pi$ as a function of $K$ for the $\epsilon$-greedy link tracking policy for different values of $\epsilon$ at 140 GHz.

### Table IV: Parameter updates for the posterior distribution of $X_n$ or $\theta_n$, corresponding to different conjugate prior choices for $\zeta_n$, for the Thompson Sampling link tracking policy in Algorithm 3.

| Prior       | $\zeta_n$                                      | Posterior                                                                 |
|-------------|------------------------------------------------|---------------------------------------------------------------------------|
| Gaussian    | $\mathcal{N}(0, 1)$                            | $f(X_n | g_n(t)) \sim \mathcal{N}(\bar{\gamma}_n(t), 1/N_n(t))$           |
| Gamma       | Gamma(1, 1)                                    | $f(X_n | g_n(t)) \sim \text{Gamma}(1 + N_n(t), 1 + N_n(t)/\bar{\gamma}_n(t))$ |
| Beta        | Beta(1, 1)                                     | $f(\theta_n | g_n(t)) \sim \text{Beta}(1 + 1^T g_n(t), 1 + N_n(t) - 1^T g_n(t))$ |

in our simulations. $\zeta_{\text{tuned}}$ for each case is listed in Table V. Performances for different $\zeta$ can be observed in Fig. 6.

| Beamforming/ Frequency | Analog/ 28 GHz | Digital/ 28 GHz | Analog/ 140 GHz | Digital/ 140 GHz |
|------------------------|----------------|-----------------|-----------------|-----------------|
| $\zeta_{\text{tuned}}$ | Gaussian Prior | Beta Prior      | Beta Prior      | Beta Prior      |

### Table V: $\zeta_{\text{tuned}}$ for different frequencies and beamforming schemes

3) Tuning $L_m$: Over $1 \leq L_m < L$, we observed that increasing $L_m$ leads to lower $P_{\text{out}}^\Pi$ for a given $K$, but we did not observe any significant improvement for $L_m > \frac{3L}{4}$. Hence, we consider $L_m = \frac{3L}{4}$ for each case from here on. The performance of the policy with different values of $L_m$ can be seen in Fig. 7 and 8.

**B. Outage Performance of Policies**
We proceed to compare the outage performance of the tuned policies in connected mode DRX against a “Genie” benchmark, which represents the ideal case where the UE knows (and thus, tracks) the link with the highest SNR at each SSB burst period. Let $\gamma_g(t)$ denote the genie SNR during the $t$-th SSB burst, which is given by

$$
\gamma_g(t) := \max_{i,l,k} \gamma_{ilk}(t).
$$

Fig. 6: $P_{\Pi_{\text{out}}}^\Pi$ as a function of $K$ for the Thompson sampling (TS) link tracking policy for different prior distributions $\zeta$ at 28 and 140 GHz with analog and digital beamforming.

Fig. 7: $P_{\Pi_{\text{out}}}^\Pi$ as a function of $K$ for the $L - L_m$ RR link tracking policy for different values of $L_m$ at 28 GHz.
Similar to (22), the genie outage probability, denoted by $P_{\text{out}}^g$, has the following expression:

$$P_{\text{out}}^g := \mathbb{P}(\gamma_g(t) < \gamma_{\text{tgt}}). \quad (24)$$

At 28 GHz with analog beamforming, we see from Fig. 9a that $K = 8$, which translates to the UE being awake for only 12.5% of the time during an SSB burst period, results in an outage probability of less than 1% for all policies. For digital beamforming, the power savings are
greater as $K = 4$ (i.e., $6.25\%$ awake time) is sufficient to achieve the same outage performance for all the policies (see Fig. 9b).

At 140 GHz, we see from Fig. 10 that the performance gap between analog and digital beamforming is very large, compared to 28 GHz. In particular, for analog beamforming with $K = N_{SSB} = 128$ (i.e., the UE is awake for the whole SSB burst period), the outage probability is still more than $1\%$ for all the link tracking policies (Fig. 10a). On the other hand, for digital beamforming, $K = 16$ (i.e., the UE can sleep for $87.5\%$ of the time during an SSB burst period) results in an outage probability of less than $1\%$ for all policies (see Fig. 10b). We make the following remarks on the poor performance of the policies for the analog beamforming case at 140 GHz.

**Remark 6** (Poor outage performance of policies for analog beamforming at 140 GHz). Let $\kappa$ denote the fraction of links the UE tracks when $K = N_{SSB}$ (i.e., $L = L_{\text{max}}$ from Remark 4), which is given by:

$$\kappa = \frac{L_{\text{max}}}{N_{\text{cell}}N_{TX}N_{RX}} = \begin{cases} \frac{N_{SSB}}{N_{TX}N_{RX}}, & \text{for Analog beamforming,} \\ \frac{N_{SSB}}{N_{TX}}, & \text{for Digital beamforming} \end{cases}$$

The value of $\kappa$ for the four cases is listed in Table VI, where we observe that for analog beamforming at 140 GHz, the UE tracks a significantly smaller fraction of the total number of links compared to the other cases. Hence, even for $K = N_{SSB}$, the probability of tracking the
link with the highest SNR (or even a good link, for that matter) is considerably smaller than the other cases, which explains the poor performance.

| Beamforming/ Freq. | Analog/ 28 GHz | Digital/ 28 GHz | Analog/ 140 GHz | Digital/ 140 GHz |
|--------------------|----------------|-----------------|-----------------|-----------------|
| \( \kappa \)       | 1/8            | 1               | 1/132           | 1/2             |

TABLE VI: \( \kappa \) for different frequencies and beamforming schemes

**Remark 7** (Implication for standardization efforts at 140 GHz). From (25) and Tables VI and IX, it is easy to see that the small value of \( \kappa \) for analog beamforming at 140 GHz is due to \( N_{SSB} \) (which is fixed by the 3GPP NR standards at 28 GHz) not scaling at the same rate as \( N_{TX}N_{RX} \) from 28 to 140 GHz. A larger value of \( N_{SSB} \), that is commensurate with the array gain \( (N_{TX}N_{RX}) \) scaling needed to overcome pathloss, would improve the policies’ performance in Fig. 10a, but at the cost of increased power consumption. Significant standardization efforts, involving parameters like the sub-carrier spacing, bandwidth etc. (see the Remarks column of Table IX for more details) are needed, to identify the right value(s) of \( N_{SSB} \) at 140 GHz, in order to ensure the viability of analog beamforming (in terms of both power-efficiency and performance) at the UE.

The *winning* policy in our simulations for each case, defined as the one with smallest sum \( P_{\Pi}^{\text{out}} \) across \( K \), is reported in Table VII, and is used to analyze the power versus throughput trade-off in the next subsection.

| Beamforming/ Frequency | Analog/ 28 GHz | Digital/ 28 GHz | Analog/ 140 GHz | Digital/ 140 GHz |
|------------------------|----------------|-----------------|-----------------|-----------------|
| Winning Policy         | \( \epsilon \)-greedy | Thompson sampling | \( L - 3/4L \) Round Robin | \( \epsilon \)-greedy |

TABLE VII: Winning policies in our simulations.

**C. Power vs. Throughput Trade-off**

In this section, we formulate an optimization problem that captures the trade-off between the UE power consumption and throughput. We use the spectral efficiency \( \eta \), of the MCS levels
to map $\gamma_{\text{max}}^{\Pi}$ to throughput\(^\text{15}\) from [46, Table 1]. We consider MCS 0-28 ($u = 0 \ldots 28$) for downlink communications from 3GPP standard. Let $\eta_u$ be the spectral efficiency of $u$-th MCS. Let $\hat{\gamma}_u$ denote the minimum SNR need to decode MCS $u$, given by:

$$\hat{\gamma}_u := \Delta(2^\eta_u - 1) \quad (26)$$

The loss factor $\Delta$, is a measure of how far the system is operating from Shannon capacity. The value of $\Delta = 2$ (3 dB) is in accordance with [5], [48], [56]. We define $p_{uK}$ as the probability that MCS $u$ is supported when the UE is awake for $K$ SSBs i.e.,

$$p_{uK} := \mathbb{P}(\gamma_{\text{max}}^{\Pi} \geq \hat{\gamma}_u) \quad (27)$$

The heat maps in Figs. 11 and 12 plot $p_{uK}$ for the winning policies in Table VII, with $K \in \{1, 2, 4, 8, 16, 32, 64\}$ for 28 GHz and $K \in \{1, 2, 4, 8, 16, 32, 64, 128\}$ for 140 GHz. For a fixed $u$ (i.e., fixed MCS/throughput), $p_{uK}$ increases with increasing $K$, as there is a greater chance that the UE can discover a better link if it awake for longer. This is seen in Figs. 11 and 12, where for a given row (e.g., $u = 15$), as the value of $K$ increases, the color transitions from cold to hot, signaling an increase in $p_{uK}$. On the other hand, for a fixed $K$, as $u$ increases, $p_{uK}$ decreases because the minimum SNR required to decode a higher MCS [i.e., the threshold $\hat{\gamma}_u$ in (27)] is greater; for instance, in Figs. 11 and 12, for a given column ($K = 8$, say), as $u$ increases, the color transitions from hot to cold, capturing a decrease in $p_{uK}$.

From $p_{uK}$, the expected spectral efficiency $\mathbb{E}[\eta_{uK}]$ for MCS $u$ and awake time $K$ can be expressed as:

$$\mathbb{E}[\eta_{uK}] = p_{uK} \eta_u \quad (28)$$

We can now capture the power-throughput trade-off using the following optimization problem:

$$\arg \max_{u, K} \mathbb{E}[\eta_{uK}] - \delta K \quad (29)$$

$$\text{s.t. } p_{uK} \geq P_o. \quad (30)$$

In (29), $\delta > 0$ is a tunable parameter that can be used to penalize power consumption, e.g., for a UE operating in low-power mode, a large $\delta$ is appropriate, whereas for a fully charged device anticipating high throughput traffic, a low $\delta$ may be suitable. The constraint (30) ensures that the optimal solution supports the chosen MCS with a minimum probability of $P_o$.

\(^{15}\)Since the UE is in the pre-data arrival phase, this is, strictly speaking, the anticipated throughput based on $\gamma_{\text{max}}^{\Pi}$, in case there is data arrival. For convenience, we continue to refer to it as throughput in the paper.
The choice of $\delta$ determines the operating point on the Pareto boundary of the power-throughput trade-off curve, which is shown for analog and digital beamforming at 28 and 140 GHz in Fig. 13 for $P_o = 99\%$. The curve corresponding to analog beamforming at 140 GHz is missing in Fig. 13b, since the optimization problem in (29)-(30) is infeasible for this case for $P_o = 99\%$, as seen in Fig. 10. The trade-off at the feasible ‘knee-points’ are presented in Table VIII.

Remark 8 (Implications of Table VIII). *From an engineering perspective, Table VIII enables us to draw mild, but useful, achievability conclusions like “a well-designed link tracking policy*
Fig. 13: Pareto boundaries for analog and digital beamforming at 28 and 140 GHz. We see that the 28 GHz system achieves a peak spectral efficiency of 4.2 bps/Hz, which reduces to 2.8 bps/Hz for 140 GHz. This is due to the higher blockage and reflection loss at sub-THz frequencies.

| Beamforming/ Frequency | Knee Point | Power Saved (relative to $K = N_{SSB}$) | Achieved Throughput (relative to Genie) | Power Consumed (mW) | Empirical Convergence time (SSB bursts) |
|------------------------|------------|----------------------------------------|----------------------------------------|---------------------|----------------------------------------|
| Analog/ 28 GHz         | 32         | 50 %                                   | 85 %                                   | 12.48               | 15                                     |
| Digital/ 28 GHz        | 16         | 75 %                                   | 95 %                                   | 2.72                | 4                                      |
| Analog/ 140 GHz        | Optimization problem in (29)-(30) is infeasible for $P_o = 99\%$ even for MCS 0. This is equivalent to an outage probability greater than 1%, which is consistent with Fig. 10a. |
| Digital/ 140 GHz        | 32         | 75 %                                   | 80 %                                   | 195.84              | 8                                      |

TABLE VIII: Power-throughput trade-off at the knee points in Fig. 13.

should simultaneously realize 50% power savings, 85% of the maximum throughput, and < 1% outage probability in a 5G mmWave environment at 28 GHz with analog beamforming at the UE” (and so on, for the other cases), since these benchmarks are achieved by the winning policy among a small collection of sub-optimal policies. In our opinion, conclusions like these are the key contributions of this paper.
D. Closeness to Optimality and Convergence Time

While Fig. 13 provides an insight into the average throughput that can be achieved by the policies in Table VII, it does not indicate how closely and quickly their tracking performance approaches that of Genie.

In Fig. 14, we plot the CDFs of $\gamma_{\Pi}^{\max}$ corresponding to the knee points labelled in Fig. 13, along with the Genie CDF. At 28 GHz, digital beamforming with $K = 16$ differs from Genie by only about 0.1 dB at 50-th percentile, while for analog beamforming with $K = 32$, the difference goes up to 2 dB. However, the power consumed by analog beamforming in this case exceeds that of digital beamforming by a factor of 4.5, as shown in Table VIII. At 140 GHz, the difference at the 50-th percentile is around 2 dB for digital beamforming ($K = 32$).

![Fig. 14: CDFs of $\gamma_{\Pi}^{\max}$ corresponding to the knee points in Table VIII.](image)

We define the convergence time of a policy $\Pi$ as the number of SSB bursts required for the ratio $E[\gamma_g^{\Pi}(t)/\gamma_{\Pi}^{\max}(t)]$ to be less than 3 dB, where $\gamma_g(t)$ and $\gamma_{\Pi}^{\max}(t)$ are given by (23) and (4), respectively, and the averaging is across simulation trajectories. The convergence behavior of the winning policies in Table VII is shown in Fig. 15, where we see that convergence is faster with digital beamforming due to the larger fraction of links that it permits the UE to track for a given $K$ (Remark 6). The convergence times from Fig. 15, in terms of the number of SSB burst periods, are listed in Table VIII.
Fig. 15: Empirical convergence time of the winning policies from Table VII.

E. Significance of Simulation Results

- In Section II, we demonstrated the power intensive nature of beam tracking within connected mode DRX - a mechanism intended to reduce UE power consumption - for mmWave and sub-THz systems at 28 GHz and 140 GHz, respectively (Table I and Remark 2). This is a critical issue from an energy efficiency perspective, which is a key performance metric for 5G and 6G systems [57], [58]. In this context, our results on the magnitude of the UE power savings that can be achieved (50% – 75%) without a large degradation in throughput (based on Table VIII and Remark 8) is significant, considering the scale of UEs (billions of devices) expected to be supported by a 5G/6G network.

- Implications for Beamforming Architecture: From Table VIII, we observe that a digital beamforming architecture permits more power-efficient link tracking with lesser throughput degradation than analog beamforming, which is due to the former enabling the UE to track a larger fraction of the available links for any $K$, according to (3). This adds to the compelling case for digital beamforming at 28 GHz made in [5], and extends it to 140 GHz, provided the advantages of digital beamforming with low-resolution ADCs extend to 140 GHz as well (Remark 1).

With respect to analog beamforming, the especially poor performance of the policies at 140 GHz is due to the extremely small fraction of the available links that the UE is permitted
to track at each SSB burst period (Remark 6); hence, it is unlikely that a superior policy would perform any better. From Remark 7, we see that this is due to $N_{SSB}$ (the number of links that the UE is permitted to track) not increasing to an extent commensurate to the pathloss-driven scaling of $N_{TX}N_{RX}$ (the beamforming gain) from 28GHz to 140 GHz. $N_{SSB}$ is determined by the 3GPP NR standards at 28 GHz, and we make reasonable assumptions for its value at 140 GHz based on the standards (see the Remarks column corresponding to $N_{SSB}$ in Table IX). Hence, for analog beamforming to be viable at 140 GHz in terms of power-efficiency and outage/throughput performance, significant standardization efforts are needed to identify the appropriate value(s) of $N_{SSB}$ for 140 GHz.

- Apart from the case of analog beamforming at 140 GHz, Table VIII suggests that the power versus performance trade-off can be favorably navigated using the sub-optimal policies considered in our paper. This is significant, since it suggests that considerable power savings can be realized even with unsophisticated policies. Thus, any of these policies could, in principle, be implemented for mmWave UEs with a short development cycle, leading to improved battery life on devices. However, a lot more work remains to be done to develop a policy that is well-suited for 5G mmWave and 6G THz systems with provable performance guarantees.

VII. SUMMARY

DRX is likely to be aggressively used in mmWave and sub-THz wireless systems due to the high UE RFFE power consumption, which mainly stems from the need to track multiple links to ensure reliable multi-connectivity in the presence of frequent and severe link blockages. In this paper, we focused on reducing the UE power consumption during connected mode DRX by tracking only a subset of the available links, but without adversely affecting the outage/throughput performance. To achieve this objective, we formulated the choice of links to track over time as the outcome of a feasible policy for a MP-MAB problem. Through detailed system level simulations at 28 and 140 GHz, modeling a 5G mmWave and a hypothetical 6G sub-THz system, respectively, we observed that even sub-optimal link tracking policies could achieve considerable power savings with relatively little degradation in outage and throughput performance, especially with digital beamforming at the UE.
APPENDIX

The UE RFFE components that contribute to the power terms on the right hand side of (1) are: (i) the Analog to Digital Converter(s) (ADCs), (ii) the Low Noise Amplifier(s) (LNAs), and (iii) the Local Oscillator (LO). We ignore the power consumption due to baseband processing as the procedures in question are not processing intensive. Let $P_{f_c, \text{Analog}}$ and $P_{f_c, \text{Digital}}$ denote the power consumed by the ADC at carrier frequency $f_c$ for analog and digital beamforming, respectively. Similarly, let $P_{f_c, \text{LO}}$ and $P_{f_c, \text{LNA}}$ denote the power consumed by the LOs and the LNAs, respectively.

From [10], the power consumed during the beam measurement (link tracking) procedure, $P_{f_c, \text{BF}}^{\text{BM}}$, is given by:

$$P_{f_c, \text{BF}}^{\text{BM}} = \begin{cases} KT_{\text{SS}} \frac{N_{\text{RX}}}{T_{\text{SS}}} (P_{f_c, \text{Analog}} + P_{f_c, \text{LO}} + P_{f_c, \text{LNA}}), & \text{if BF} = \text{Analog} \\ N_{\text{RX}} KT_{\text{SS}} \frac{N_{\text{RX}}}{T_{\text{SS}}} (P_{f_c, \text{Digital}} + P_{f_c, \text{LO}} + P_{f_c, \text{LNA}}), & \text{if BF} = \text{Digital} \end{cases}$$

(31)

We observe from (31) that $P_{f_c, \text{BF}}^{\text{BM}}$ has a linear dependence on $K$, which is proportional to the number of links tracked (see (3)). The additional $N_{\text{RX}}$ factor for the digital beamforming case is a consequence of having $N_{\text{RX}}$ RF chains. The power consumed during assignment listening, $P_{f_c, \text{BF}}^{\text{LS}}$, can be written as:

$$P_{f_c, \text{BF}}^{\text{LS}} = \begin{cases} T_{\text{DRX,ON}} T_{\text{DRX,Cyc}} (P_{f_c, \text{Analog}} + P_{f_c, \text{LO}} + P_{f_c, \text{LNA}}), & \text{if BF} = \text{Analog} \\ T_{\text{DRX,ON}} T_{\text{DRX,Cyc}} (P_{f_c, \text{Digital}} + P_{f_c, \text{LO}} + P_{f_c, \text{LNA}}), & \text{if BF} = \text{Digital} \end{cases}$$

(32)

where $T_{\text{DRX,ON}}$ is the DRX on time and $T_{\text{DRX,Cyc}}$ is the DRX cycle time. Finally, the power consumed in beam reporting, $P_{f_c, \text{BF}}^{\text{BR}}$, is given by:

$$P_{f_c, \text{BF}}^{\text{BR}} = \begin{cases} 2T_{\text{sym}} T_{\text{DRX,ON}} T_{\text{DRX,Cyc}} (P_{f_c, \text{Analog}} + P_{f_c, \text{LO}} + P_{f_c, \text{LNA}}), & \text{if BF} = \text{Analog} \\ 2T_{\text{sym}} T_{\text{DRX,ON}} T_{\text{DRX,Cyc}} (P_{f_c, \text{Digital}} + P_{f_c, \text{LO}} + P_{f_c, \text{LNA}}), & \text{if BF} = \text{Digital} \end{cases}$$

(33)

where $T_{\text{sym}}$ is the OFDM symbol period.

The quantities in (31)-(33) depend on many system parameters that depend on $f_c$, which are chosen according to the 3GPP NR standard and listed in Table IX. For further details, we refer the reader to [10].
| Parameter                                | Value          | Remarks                                                                 |
|------------------------------------------|----------------|-------------------------------------------------------------------------|
| Carrier frequency, $f_c$                 | 28 GHz, 140 GHz | The 140 GHz band is the most likely sub-THz spectrum for future 6G systems [8]. |
| Occupied bandwidth, $B$ (GHz)            | 0.400, 1.6     | We assume that $B$ would scale roughly with $f_c$. Thus, relative to 28 GHz, we consider a $4\times$ increase in $B$ at 140 GHz. |
| Sample rate (GHz)                         | 0.491, 1.966   | The sample rate, which influences the ADC/DAC power consumption, depends on $B$ and the FFT size; 28 GHz uses 4096 point FFT, while 140 GHz could use $2 \times 4096$ point FFT |
| Subcarrier spacing (SCS), kHz            | 120, 240       | SCS = 120 kHz and $B = 400$ MHz is common for early 5G deployments at 28 GHz [23]. The SCS is doubled at 140 GHz, since the bandwidth scales by a factor of 4, while the FFT size is only doubled. |
| OFDM symbol duration, $T_{sym}$ (µs)     | 8.92, 4.46     | Derived from SCS [32]. |
| No. of UE (gNB) antennas, $N_{RX}$ ($N_{TX}$) | 8 (64), 64 (256) | The arrays sizes at 28 GHz are similar to previous capacity analyses [48], [59]. Assuming free space pathloss, $N_{TX}N_{RX} \propto f_c^2$ ensures a constant downlink power spectral density at both carrier frequencies, so that the data rate scales linearly with $B$. We consider a slightly larger scaling factor for $N_{TX}N_{RX}$ at 140 GHz - 32 instead of 25 - since (a) for a UPA at the UE with $\lambda/2$ element spacing, an eight-fold increase in $N_{RX}$ results in a lower occupied chip area, and (b) a four-fold increase in $N_{TX}$ is reasonable at the gNB. |
| Duration of one SSB, $T_{SSB}$ (µs)      | 35.7, 17.9     | Equal to 4 OFDM symbols. |
| SSB burst period, $T_{SS}$ (ms)          | 20, 20         | Default NR configuration [32]. |
| Maximum no. of SSBs during an SSB burst period, $N_{SSB}$ | 64, 128 | $N_{SSB}$ has a maximum value of 64 for 5G NR systems for the default 120 kHz SCS [32]. The 240 kHz SCS at 140 GHz leads to a doubling of $N_{SSB}$ [55]. |
| DRX cycle time (ms), $T_{DRX,Cyc}$       | 5, 5           | From [60]. |
| DRX on time (ms), $T_{DRX,ON}$           | 1/32, 1/32     |                                                                 |

TABLE IX: 3GPP NR based system parameters used to estimate the UE RFFE power consumption in connected mode DRX. Similar parameters are used in [10].
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