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Improved body quantitative susceptibility mapping by using a variable-layer single-min-cut graph-cut for field-mapping
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Purpose: To develop a robust algorithm for field-mapping in the presence of water–fat components, large $B_0$ field inhomogeneities and MR signal voids and to apply the developed method in body applications of quantitative susceptibility mapping (QSM).

Methods: A framework solving the cost-function of the water–fat separation problem in a single-min-cut graph-cut based on the variable-layer graph construction concept was developed. The developed framework was applied to a numerical phantom enclosing an MR signal void, an air bubble experimental phantom, 14 large field of view (FOV) head/neck region in vivo scans and to 6 lumbar spine in vivo scans. Field-mapping and subsequent QSM results using the proposed algorithm were compared to results using an iterative graph-cut algorithm and a formerly proposed single-min-cut graph-cut.

Results: The proposed method was shown to yield accurate field-map and susceptibility values in all simulation and in vivo datasets when compared to reference values (simulation) or literature values (in vivo). The proposed method showed improved field-map and susceptibility results compared to iterative graph-cut field-mapping especially in regions with low SNR, strong field-map variations and high $R^*_2$ values.

Conclusions: A single-min-cut graph-cut field-mapping method with a variable-layer construction was developed for field-mapping in body water–fat regions, improving quantitative susceptibility mapping particularly in areas close to MR signal voids.
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1 INTRODUCTION

Quantitative susceptibility mapping (QSM)\(^1\) is an MR technique directly probing a fundamental tissue property, the magnetic susceptibility. QSM is an emerging imaging method in the study of brain physiology,\(^2\) pathology,\(^3\) and function.\(^4\) QSM has been also recently applied in tissues outside the brain, for example, for measuring liver iron overload,\(^5,7\) prostatic calcifications,\(^8\) cartilage degeneration,\(^9\) and bone density.\(^10,11\) The main premise of QSM is that it overcomes limitations of \(R_2^*\)-mapping by distinguishing between para- and diamagnetic susceptibility sources, which would similarly result in increased \(R_2^*\) values.\(^12\) Furthermore, recent studies have shown that QSM may lead to a reduced dependence on the microscopic distribution of the bone marrow bone microstructure\(^13\) or the microscopic distribution of iron\(^14\) compared to \(R_2^*\)-map.

QSM inverts the measured main magnetic field inhomogeneities, the so-called field-map, to the magnetic susceptibility map. When applied in body regions, QSM processing needs to particularly address the presence of fat with its chemical shift effect.\(^5\) The first QSM step, the magnetic field-mapping, therefore connects QSM to the sub-domain of chemical shift encoding-based water–fat separation, which also can be reformulated as a field-map estimation problem.\(^5,11,15\) Field-mapping in the body can be challenging for mainly two reasons: (a) the presence of large background fields possibly due to concave geometry of the anatomy or air inclusions in the field of view (FOV),\(^16\) and (b) the presence of signal voids in regions of low signal-to-noise ratio (SNR) due to MR invisible or short-\(T_2\) tissues, for example, bone.\(^17\) Field-mapping in water–fat regions relies on optimizing a least-squares optimization problem due to the nonlinearity of the field-map term.\(^5,18,19\) Most methods previously proposed for solving the above non-convex optimization problem have been investigated in terms of the achieved accuracy on the water- and fat-separated images and not on the field-map. In water–fat imaging, the field-map is typically treated as a nuisance parameter, whereas in QSM the field-map is of central importance.

Most existing approaches proposed to solve the water–fat separation problem have been relying on a smoothness constraint on the field-map\(^18,20,22\) and some of them were incorporated in the 2012 ISMRM fat–water toolbox.\(^23\) Algorithms formulating the water–fat separation problem as a graph search have been particularly successful in solving the constrained optimization problem using either min-cuts iteratively\(^20\) or single-min-cut approaches.\(^24,25\) The formulation of the water–fat separation problem as a graph search was first introduced in the seminal work by Hernando et al.,\(^20\) showing excellent water–fat separation results and was included in the 2012 ISMRM fat–water toolbox. Specifically, for each voxel, only two field-map candidates are taken and a graph-cut is used to solve the cost function in a so-called jump move. If the cost function decreases, the field-map candidate is taken. This procedure is repeated until a defined convergence criterion is met and the method is therefore labeled as an iterative graph-cut approach (iGC). However, the original iterative graph-cut in\(^19\) does not necessarily converge to the global minimum of its defined cost function, smoothes the field-map by construction and allows for adopting only two-dimensional neighborhood information in the field-map smoothness constraint term (interslice regularization is not possible). A single-min-cut graph-cut method, labeled as rapid globally optimal surface estimation (rGOOSE)\(^25\) was recently introduced and proposed to restrict the field-map candidates to be only local minima of the voxel-wise field-map estimate. However, rGOOSE allows for the same amount of minima per voxel for the whole volume and includes the residual error of each minima in the global cost function similarly to the iterative graph-cut. Therefore, rGOOSE is associated with long computation times and can in some cases miss the optimal solution due to its graph construction.

Therefore, the purpose of the present work is (a) to develop an accelerated single-min-cut graph-cut algorithm for field-mapping in the presence of water–fat using a variable-layer graph construction and (b) to demonstrate the advantages of the developed field-mapping technique when applied for body QSM in the presence of large background fields and signal voids. The ability of the proposed variable-layer graph-cut (vlGC) based algorithm to overcome limitations of current state-of-the-art body field-mapping methods is particularly examined with simulations and in vivo measurements of body QSM.

2 THEORY

2.1 Cost function of the water–fat separation problem

Assuming the widely used single-\(R_2^*\) multi-fat-peak water–fat voxel signal model,\(^26,27\) the complex signal at the \(n\)-th echo is

\[
 s_{\text{model}}(t_n) = (\rho_W + c_n \rho_F) e^{i \gamma t_n}, \gamma = i 2 \pi f_B - R_2^* \\
 c_n = \sum_{p=1}^{p} a_p e^{2 \pi f_B t_n}, \text{ with } \sum_{p=1}^{p} a_p = 1, \quad (1)
\]

with \(t_1, t_2, \ldots, t_N\) the different echo times, \(f_B\) the local frequency shift due to static field inhomogeneity and \(\rho_W\) and \(\rho_F\) the complex signal of the water and fat components assuming to have an equal transverse relaxation rate \(R_2^*\). The fat spectrum
is assumed to have \( P \) spectral peaks with corresponding relative amplitudes \( a_p \) and chemical shift \( \Delta f_p, \). The above signal model can be rewritten into its matrix representation:
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When the fat spectrum and its relative amplitudes are assumed to be known, the remaining unknown parameters are obtained by minimizing the least-squares error between the model and the measured data:

\[
\{\rho_W, \rho_F, \gamma\} = \arg \min_{\rho_W, \rho_F, \gamma} \|\Psi_y \rho - y\|_2^2.
\]

Since the above voxel-wise minimization problem depends on many parameters the VRAPPRO\textsuperscript{9} approach is used to decouple them. Specifically, the above least-squares error is minimized with respect to some of the variables by assuming the others to be fixed. Minimizing the above cost function with respect to the complex water and fat signal \( \rho^0 \) assuming \( \gamma \) to be fixed, the signal estimates as \( \rho^0 = (\Psi_y \Psi_y)^{-1} \Psi_y \rho \). Substituting \( \rho^0 \) back in Equation (3), and solving for \( \gamma \), we obtain:

\[
\gamma(r) = \arg \min_{\gamma} \|\Psi_y (\Psi_y \Psi_y)^{-1} \Psi_y r(y(r) - y(r))\|_2^2.
\]

To obtain a cost function that is only dependent on \( f_B \), the above expression can again be minimized with respect to \( R_x \):\textsuperscript{9}

\[
f_B^0 = \arg \min_{f_B} \|D(r, \gamma)\|_2 \\
(5)
\]

However, minimizing \( C(f_B) \) voxel by voxel is undesirable, because \( \gamma \) has several local and global minima,\textsuperscript{18,29} is non-convex, periodic in the field-map dimension and sensitive to noise. Therefore, a penalized maximum likelihood cost function is employed and minimized allowing to impose spatial smoothness:

\[
\hat{f}_B = \arg \min_{f_B(r)} \|f_B(r) - f_B(s)\|_2^2,
\]

where \( f_B(r) \) is the field-map. At each voxel \( r \), field-map values are restricted to only local minimizers of \( C(f_B(r)) \). The restriction to only local minimizers solely enforces the data consistency. \( N(r) \) is the voxel neighborhood that has to be selected. Furthermore, the minimization of Equation (6) is restricted to signal only regions by setting:

\[
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\[
\frac{f_{\text{total}}}{f_{\text{period}}} = \frac{1}{\Delta \text{TE}}
\]

\[
(8)
\]

where \( \Delta \text{TE} \) is the echo time step. This is the bandwidth of the field-map that should at least be sampled to obtain every existing local and global minima per voxel. The number of minima at each voxel depends on the fat model, the number of recorded echoes and the measured signal.

When two adjacent voxels \( v_1, v_2 \) whose signal only differs in their field-map value \( f_{B_1}, f_{B_2} \), are considered, the sampling bandwidth of Equation (8) needs to be extended to:

\[
\text{\textbf{1699}}
\]

\[
\text{\textbf{1699}}
\]

\[
\text{\textbf{1699}}
\]

\[
(9)
\]

to ensure that every minima at each voxel is correctly encoded into the graph without a false value in the penalization term. If the sampling interval was chosen too small, a minima would be wrapped around to the other end of the interval due to the periodicity in the field-map dimension.

The above idea can be generalized to an arbitrary number of voxels:
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\]

where \( \max(\hat{f}_B) \) and \( \min(\hat{f}_B) \) are the maximum and minimum value of the global field-map estimate, respectively. The sampling interval is finally defined as the above total bandwidth centered around zero:
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\section{Methods}

A novel field-mapping algorithm was first developed based on a variable-layer graph construction concept and the novel formulation of the data consistency as introduced in Equation (6). The developed method was then applied to a numerical
phantom, an experimental phantom, in vivo large FOV head/neck scans and in vivo spine scans and compared to the state-of-the-art iGC method from\textsuperscript{20} as included in the ISMRM fat–water toolbox\textsuperscript{23} and the previously proposed single-min-cut graph-cut rGOOSE method.\textsuperscript{25}

3.1 Proposed single-min-cut variable-layer graph-cut algorithm

The maximum intensity projection across echoes MIP\textsubscript{TE}, thresholded at 5\% of its maximum value, was used to distinguish between signal and no-signal regions for the mask (see Equation 7). In the calculation of the VARPRO residual, a sampling step size of 2 Hz was used, defined empirically in order to keep the discretization error reasonably small.\textsuperscript{19} The residual was computed over the period defined in Equation (8) and replicated until it matched the sampling interval defined in Equation (11). To determine the sampling interval, \text{max}(\hat{f}_B) and \text{min}(\hat{f}_B) in Equation (10) needed to be estimated. This was done by choosing the central slice of the volume and using a large sampling interval such that the range of field-map values in the slice lies within this interval. The proposed vlGC was subsequently applied on the central slice with the large sampling interval and \text{max}(\hat{f}_B) and \text{min}(\hat{f}_B) were extracted. The voxel-wise residuals were then computed for the whole volume for the sampling interval determined by \text{max}(\hat{f}_B) and \text{min}(\hat{f}_B). All local and global minima per voxel were finally extracted using \textsc{matlab} (R2017b, MathWorks) built-in functions.

The minimization of the global maximum likelihood cost function defined in Equation (6) can be transformed into a surface estimation problem using the graph-cut algorithm introduced in\textsuperscript{30}. The graph-cut algorithm in\textsuperscript{30} was designed for graphs with irregularly sampled spacings and a convex regularization term (quadratic distance measure in the present setting) and hence guarantees the convergence to the global minimum of Equation (6). The ability of the algorithm to incorporate irregularly sampled spacings is necessary since the frequency distance of the extracted local and global minima in the present problem is typically not equidistant. Based on the cost function values for the set of local minima at each voxel, the graph was constructed. Since each node needs to be identifiable, each node was assigned with a distinct identification number (ID). The order \textit{x}, \textit{y}, \textit{z}, frequency was used to create a node index array. Lists with all edges were next calculated and transformed into a equivalent sparse adjacency matrix, which fully defined the graph. Figure 1 shows an example of the constructed graph for two adjacent voxels. Edges between nodes were calculated according to\textsuperscript{30}. The \textsc{matlab}-implementation of the Boykov-Kolmogorov max-flow algorithm was applied on the constructed graph. The above algorithm was found to be most efficient to solve graph-cut problems like the mapping of a cost function similar to the proposed global cost function.\textsuperscript{31} Boykov-Kolmogorov max-flow algorithm returned the max-flow in the network (which was of no further interest) and two lists of node IDs belonging either to the source or to the terminal node. The graph was constructed based on the convention introduced in\textsuperscript{30} that the highest ID in a voxel belonging to the subset of the source was the searched solution.

3.2 Speed comparison

The vlGC was compared to the former proposed single-min-cut graph-cut algorithm rGOOSE.\textsuperscript{25} Therefore, the three central slices of a head/neck region were selected (please see below for details). The vlGC was applied to obtain a reference field-map and run-time. The rGOOSE method was repeatedly applied to the dataset while increasing the number of layers at each iteration from 1 to 30. The resulting run-time was normalized with the run-time from the vlGC to increase system comparability. Since the absolute error is

![Figure 1](image-url) Variable-layer graph construction in 2 adjacent voxels arbitrarily extracted from one lumbar spine dataset. The voxel-wise field-mapping estimate $C(f_B)$ is sampled over the same interval in both voxels, resulting in 2 and 3 minima, respectively, as illustrated in the left and right plots. From $C(f_B)$ only the local minima are extracted and encoded in the graph as illustrated in the center plot. The edges in the graph are calculated according to\textsuperscript{30}. 

\textsc{Matlab} (R2017b, MathWorks)
of no interest, the error between the reference and the field-map yielded by rGOOSE was determined by computing the normalized root mean square error (NRMSE) between both and rescaling it into % of its maximum value. The methods were run on a 2017’s iMac with a 4.2 GHz CPU (Intel Core i7, 7700, 4 processors) and 32 GiB RAM. Additionally, the run-time of the iGC, the rGOOSE method, and the vlGC were measured for the field-map estimation of the numerical phantom with the sharp air-tissue interface (please see details below).

3.3 Air bubble phantom: Numerical simulation and experimental measurement

To investigate the behavior of the developed field-mapping method close to signal voids (eg air inclusions), a numerical phantom with an air bubble in the center, surrounded by a tissue with fat fraction of 30% was set up. A FOV = 128 × 128 × 60 mm³, an isotropic voxel size = 1 × 1 × 1 mm³ and a single $R_s^2 = 40Hz$ for the whole volume were used. The radius of the air bubble was set to $r = 20$ mm. The phantom generation was performed twice: once with a sharp air-tissue interface and once with a smooth air-tissue interface. By applying a Gaussian filter with a standard deviation of $\sigma = 6$ and a mean of $\mu = 0$ the interface from air to tissue was smoothed out to have a continuous transition. A $\chi$-map with $\chi_{\text{air}} = 9$ ppm and $\chi_{\text{fat}} = 0.6$ ppm in reference to $\chi_{\text{water}} = 0$ was created. In the area of the transition, Wiedemann's additive law was used to calculate the $\chi$ values accordingly. Wiedemann's additive law states that the overall magnetic susceptibility of a mixture is the weighted sum of the magnetic susceptibilities of the constituents. A corresponding field-map was then forward simulated. With the echo times $TE = \{2.2, 3.4, 4.6, 5.8, 7.0, 8.2\}$ ms, a field strength of 3 T and a multi-peak fat model specific to the $\delta$-range were used. A corresponding field-map was then forward simulated. To investigate the behavior of the developed field-map of the numerical phantom with the sharp air-tissue interface (please see details below).

To validate the numerical simulation, an air bubble phantom was built consisting of an air-containing ball with a thin plastic shell and a radius of $r = 20$ mm placed in the center of a large water reservoir. Scanning was performed on a 3 T scanner (Ingenia, Philips Healthcare, Release 5.4, Best, The Netherlands) using a monopolar time-interleaved multi-echo gradient echo sequence, acquiring 6 echoes with 3 echoes per interleave. $TE_{\text{min}} = 1.12$ ms, $\Delta TE = 0.98$ ms, orientation = coronal, readout direction = feet-head, and an isotropic acquisition voxel size of 1.5 mm in every dimension. The phantom was repeatedly scanned varying the shimming parameters from no shimming to only a linear shimming field in z-direction of $B_{0,\text{shimming}(z)} = [0.2, 0.4, 0.6]$ mT/m. To obtain susceptibility maps the pipeline of the numerical simulation was used in addition to the Laplacian boundary value method to remove the background fields.

3.4 In vivo measurements

The vlGC was applied to in vivo scans of both healthy volunteers and patients. Approval by the institutional review board (Klinikum Rechts der Isar, Technical University of Munich, Munich, Germany) was granted beforehand and informed written consent was obtained from all scanned volunteers and patients. Scanning was performed on the aforementioned 3 T scanner.

Specifically, 14 scans of the head/neck region of healthy volunteers, scans of the lumbar spine of 4 healthy volunteers and scans of the lumbar spine of two osteoporotic patients were evaluated.

The head/neck region was selected as a region with large $B_0$ inhomogeneities to assess the performance of the vlGC in field-mapping of regions with a rapidly spatially varying field-map. A monopolar multi-echo gradient echo sequence with 3 echoes acquired in a single TR was used with $TE_{\text{min}} = 1.06$ ms, $\Delta TE = 1.59$ ms, orientation = coronal, readout direction = feet-head, FOV = 480 × 480 × 224 mm³ and acquisition voxel size = $2 \times 2 \times 4$ mm³.

The lumbar spine was selected to assess the performance of the vlGC on field-mapping used for subsequent QSM processing. For the spine scans, the aforementioned monopolar time-interleaved multi-echo gradient echo sequence was used. For the osteoporotic spine, imaging parameters were set to $TE_{\text{min}} = 1.33$ ms, $\Delta TE = 1.08$ ms, orientation = sagittal, readout direction = anterior-posterior, FOV = 220 × 220 × 79.2 mm³, acquisition voxel size of 1.8 mm³ isotropic and for the healthy spines to $TE_{\text{min}} = 1.12$ ms, $\Delta TE = 0.87$ ms, orientation = sagittal, readout direction = anterior-posterior, FOV = 220 × 220 × 79.2 mm³ and acquisition voxel size of 1.8 mm³ isotropic. For QSM processing
examination of the water–fat separated images, as applied in previous works. Given anatomical prior knowledge, it should be known which anatomy is mainly water- or fat-containing. Based on the above knowledge, the corresponding water–fat images were checked if the separation has correctly worked. All head/neck datasets processed with both the iGC and the vlGC were visually rated and categorized in results with and without water–fat swaps, where regions in the heart and only a few voxels close to the object boundaries were not regarded. The overall counts of datasets with and without residual water–fat swaps served as a more global metric on how the vlGC performed in a challenging anatomy across all 14 datasets.

4 | RESULTS

4.1 | Speed comparison

Figure 2 compares the computational speed of the rGOOSE method to the speed of the vlGC. The three central slices of one head/neck region were selected for the speed comparison. With increasing number of layers the run-time of rGOOSE drastically increases and the difference between the field-map obtained by the rGOOSE compared to the field-map obtained by the vlGC decreases. The difference between the two methods becomes minimal from 22 layers, where the computational time for the rGOOSE is 14 times longer than the computational time for the vlGC. In absolute time units, the rGOOSE requires 1 hr 31 mins and the vlGC requires 7 mins.

4.2 | Air bubble phantom: Numerical simulation and experimental measurement

Figure 3 compares the field-mapping accuracy of the different methods in the numerical phantom. The field-map obtained by the iGC shows significant errors particular close to the signal void in the center of the volume (region with a small MR signal due to the simulated partial voluming effect) and a strong ring-shaped artifact reaching to the borders of the volume. The field-map from the iGC shows primarily larger errors in regions with small MR signal. The field-map obtained by the vlGC shows errors smaller than the field-map discretization step throughout the volume. The field-mapping errors propagate into the water–fat separated images. The error maps of the water–fat separated images from the iGC show a ring-shaped artifact, similar to the field-map, and largest errors close to the signal void. The above errors of the iGC lead to a significant false estimation of the water and fat components and to partial swaps, whereas the vlGC shows negligible errors and no swaps.

The first row of Figure 4 shows the field-maps of the iGC, rGOOSE and the vlGC in the sharp boundary numerical
phantom. The field-map of the iGC method follows the reference starting at the periphery of the volume until a certain point close to the boundary with the signal void and the errors become then significant until the center of the volume. The field-map of rGOOSE follows the reference for a wider spatial extent but also fails very close to the signal void on one side of the air-tissue interface. Only the field-map of the vlGC follows the reference for the whole volume.

The second row of Figure 4 shows the closed-form $\chi$-regularized dipole inversion results for the different field-maps plotted in the first row of Figure 4. The magnetic susceptibility results based on the vlGC are much closer to the ground truth and show greatly reduced streaking artifacts. The corresponding line plots show that the $\chi$-maps based on the iGC method drastically overshoot outside and inside the air-containing signal void. While there is still a significant underestimation of $\chi$ values outside the signal void, the results based on rGOOSE already show a significant improvement over the iGC. However, the field-map jump close to the interface clearly introduces artifacts in the susceptibility map. The vlGCs $\chi$-maps are closest to the reference, compared to the iGC and the rGOOSE method. Figure 5 shows that the simulation depicted in Figure 4 are in close agreement with the experimental measurements of the air bubble phantom. Furthermore, the vlGC is significantly more robust to the strong background field variations introduced by the shimming fields and yields comparable susceptibility values at different shimming settings. The QSM results based on the iGC significantly overestimate the susceptibility of air and include large errors at strong background fields.

### 4.3 | In vivo results

Figure 6 shows the field-mapping results and the corresponding water–fat separated images in one large-FOV.
head/neck scan. The vlGC is able to resolve the large dynamic range of 5340 Hz on the shown field-map, without an additional unwrapping step, resolving even the very rapid field-map variation at the bottom of the FOV. The volumetric field-mapping data from the head/neck region of 14 subjects are provided as Supporting Information Video S1-S14. The visual reading of the 14 head/neck datasets yields swaps in the results by the iGC in all subjects obtained by the iGC. Furthermore, the location of the swaps changes significantly along the slice direction. The vlGC shows water–fat swaps in 3 subjects.

Figure 7 shows a lumbar spine with an intradiscal air inclusion. The derived $\chi$-map based on the field-map of the vlGC reveals the true underlying paramagnetic property of the air-like gas (of the order of 9.4 ppm). The $\chi$-map based on the field-map of the iGC indicates a paramagnetic susceptibility source. The presence of the air-inclusion was verified on a computed tomography (CT) scan. The CT scan showed an additional calcification on the top of the FOV, which also results in an MR signal void in the corresponding image of the magnitude of the first echo. QSM based on both field-mapping methods is able to correctly estimate the diamagnetic property of the calcification.

Figure 8 shows field-mapping and QSM results of a second lumbar spine scan with the trabecular bone structure of a spinous process as the region-of-interest (arrow). The estimated QSM maps show first that the field-map estimated by the iGC was very smooth when compared to the vlGC and second that the smoothed field-map translated to a significant underestimation of the susceptibility values of the cortical bone structure in the ROI.

Figure 9 shows the results of the mean magnetic susceptibility value analysis of the spinous process cortical bone region of the L3 vertebra in the lumbar spine of the 4 scanned volunteers. QSM based on the vlGC yields susceptibility values that are significantly closer to the literature value of cortical bone than QSM based on the iGC. Furthermore, in a repeatability experiment in one subject the mean susceptibility value within the ROI was stable when using the field-map from the vlGC.

5 | DISCUSSION

The present work aimed to develop a method for improved field-mapping in challenging anatomical water–fat regions and to particularly apply the developed method in body applications of QSM. Specifically, this work first proposed a global penalized maximum likelihood cost function with a novel formulation to enforce the data consistency and then introduced the solution of the cost function using a single-min-cut graph-cut on a variable-layer graph that allows to select the same field-map range for each voxel. The work then examined the effect of the field-mapping accuracy on the estimated magnetic susceptibility in particular close to MR signal voids and applied the developed field-mapping method in body QSM of regions enclosing water, fat, and MR signal voids.
Since the vlGC will always find the global minimum of the cost function, the correct estimation of the field-map and the occurrence of resulting water–fat swaps only depend on the design of the cost function. Consequently, the proposed field-mapping method introduces some important novel features for solving the water–fat problem using graph-cuts. First, the vlGC algorithm enforces the data consistency solely by the extraction of the minima from the voxel-wise estimates. In the iGC and in the rGOOSE methods, the voxel-wise residual is used for data consistency. The presently proposed enforcement of the data consistency by extracting only the local minima equalizes the significance of all voxels in the volume in reference to the smoothness constraint. The ability of the vlGC to find the global minimum of the cost function potentially comparing a manifold of voxel-wise solutions is a strong advantage when compared

**FIGURE 5** Field-mapping (first two rows) and QSM (last two rows) results of the experimental air bubble phantom with sharp air-water interface and varying shim fields. The iGC is challenged in estimating the sharp boundary of the phantom estimating non-physical values within the signal void. Furthermore, the iGC is only able to pick up the background field variation for the first shim field setting of 0.2 mT/m and is showing wraps at higher shim field settings. The difference of the vlGC field-map and of the iGC field-map for the first shim setting is in the order of 440 Hz and refers to a total swap for the iGC. QSM based on the vlGC yields homogeneous and robust results for all shim field strengths while slightly underestimating the susceptibility within the air inclusion. QSM based on the iGC shows a strong dependence on the underlying shim field strength.
to the iGC. In the iGC, for each voxel only two field-map candidates are taken and a graph-cut is used to solve the cost function value in a so-called jump move. If the cost function decreases, the field-map candidate is taken. This procedure is repeated until a defined convergence criterion is met. In contrast to the vlGC, the iGC needs to perform several graph-cuts in several jump move steps. While each graph-cut is guaranteed to find the globally optimal solution to the corresponding binary sub-problem, this is not necessarily true for the global cost function. Furthermore, since in the iGC the candidates are not restricted to be only local minima of the voxel-wise field-map estimate, the field-map estimation is inherently dependent on the use of an additional data consistency term.

Second, the vlGC requires an a priori defined field-map sampling interval. Specifically, the present work first defined an optimal sampling interval over which the voxel-wise cost function Equation (5) needs to be sampled in order to obtain phase unwrapped field-map solutions in the whole volume. Overestimating the size of the field-map sampling interval still leads to the global minimum of the cost function, one can choose the sampling interval in this first step arbitrarily large. For \( f > f_{\text{interval}} + n \cdot f_{\text{period}}, \ n \in \mathbb{N} \), Equation (6) becomes periodic with \( n + 1 \) solutions. Since the graph-cut algorithm will yield only one solution, the graph-cut solution can lead to field-maps not centered around zero but in a different period of the field-map estimate. Which exact solution is yielded simply depends on rounding and numerical errors. However, all above solutions are correct and can be brought into the same period centered around zero by computing the mean of the field-map estimate modulo the period length.

Third, the vlGC uses a graph construction enabling accelerated computations. The introduced advancements in the graph construction related to the variable-layer architecture and the inclusion to the graph of signal-only regions lead to the smallest possible size of the graph for a given a priori known sampling interval \( f_{\text{total}} \). After the field-map sampling interval is defined, it is important to point out that the variable-layer graph architecture significantly reduces the number of nodes per voxel compared to formerly proposed single-min-cut graph-cut algorithms. Usually, in regions with high SNR there are only two minima per period
in C. Only in voxels with low SNR there are commonly more. Compared to GOOSE and rGOOSE, the size of the graph using the vlGC can be reduced by approximately a factor of 50 and 4 for voxels with high SNR, respectively, and by factor of 200 and 16 for voxels with low SNR, respectively. Such a reduction in the graph size results in a decrease of the required run-time by an order of magnitude. However, in the case of strong background field-map variations as shown in Figure 6 the vlGC could potentially be combined with a phase-unwrapping methods such as or coarse to fine grid approaches as used in in order to further reduce the run-time. The variable-layer graph construction is also a significant advantage over the rGOOSE method that only allows for the same amount of minima per voxel for the whole volume. However, when the same field-map range is sampled for the voxel-wise field-map estimate, the number of minima in a voxel depends on the SNR and can consequently vary voxel by voxel. Although rGOOSE guarantees convergence to its global minimum, the restriction in the graph-construction can lead either to an accidental miss of the correct voxel field-map estimate or to a significant increase in run-time making the method infeasible for clinical datasets of large sizes. Furthermore, the vlGC has been demonstrated to be able to directly yield non-wrapped field-maps. An accurate and inherently non-wrapped field-map is particularly important for quantitative susceptibility mapping. Field-map errors and wraps are expected to translate in strong susceptibility artifacts. Since QSM is based on the field-map estimate, errors in the field-map estimation propagate into the susceptibility maps as demonstrated in Figures 4 and 5. Using the proposed method, an erroneous algorithmic step in the QSM processing pipeline can be circumvented. It has also been demonstrated that despite the long-range effect of the dipole field and the corresponding kernel, field-map values at the border to an MR signal void containing a strong susceptibility source like air are important to map correctly in order to obtain correct susceptibility values. Correct field-map values at a certain distance to the signal void and data weighting are not sufficient. Therefore, it becomes essential to accurately estimate field-map values.
as close as possible to an MR signal void. This conclusion is supported by the spine with an intradiscal air inclusion. QSM based on the vlGC is able to reveal the strong paramagnetic susceptibility value of the air-like gas. The correct estimation of the air inclusion magnetic susceptibility was not achieved with the field-maps of the iGC. Furthermore, the vlGC is able to estimate susceptibility values much closer to the literature value in a cortical bone region-of-interest in several subjects as shown in Figures 8 and 9.

The present work has some limitations. In order to benefit from the full 3D neighborhood information, the graph for the whole volume needs to be loaded into the RAM, which can be in the order of several 10 GiB. Furthermore the graph-cut itself is intrinsically not parallelizable without the loss of accuracy40-42 and the run-time drastically scales with the number of nodes. Due to possible computation time restrictions with big datasets, a chunked minimization can be applied, which does not only minimize partial volumes (eg, slices) independently, but applies the smoothness constraint from Equation (6) from one chunk to the adjacent. A more detailed description of the chunked minimization is provided in the supplementary material. However, the run-time for a clinical relevant dataset like in the presented lumbar

**FIGURE 8** Field mapping (first row) and susceptibility (second row) results in the spinous process cortical bone region-of-interest (arrows). The first column shows the magnitude of the first echo, the second column shows the results from the iGC, the third column shows the result from the vlGC, and the last column shows line plots over the cortical bone region. QSM based on the vlGC is able to estimate the literature susceptibility value of bone of approximately −2 ppm at the spinous process while the QSM based on the iGC yields significantly reduced susceptibility values of only −1 ppm.

**FIGURE 9** Mean magnetic susceptibility value analysis of the spinous process cortical bone region-of-interest at the L3 in 4 subjects as well as a repeatability test of the fourth subject by re-positioning and re-scanning the subject. QSM based on the iGC yields in all subjects a significant underestimation of susceptibility values of cortical bone while susceptibility values based on the vlGC are significantly closer to the literature value.
spine is in the reasonable order of 5 minutes. Second, the selection of the size of the neighborhood \(N(r)\) of the global cost function has not been optimized. The 6-connected von Neumann voxel neighborhood including the adjacent voxel in \(x-, y-, z\)-direction was presently used but a 26-neighborhood would be also possible. A larger neighborhood translates into an increased importance of the spatial smoothness term in Equation (6), which has to be considered. Since only local minima that have a predefined distance in frequency are extracted, the global optimal field-map is piece-wise constant with respect to the size of the penalization term and therefore the global minimum might not be effected. Third, studies on field-map and QSM generally have the limitations that results can only heuristically be evaluated in the water–fat domain or be compared to literature values for susceptibility values. The present work showed that the present methodology yields robust field-map and susceptibility results in numerical simulations of air-tissue geometries, in a phantom scanned at different settings and in vivo spine measurements. However, the present methodology would strongly benefit from a large scale validation of its performance in estimating magnetic susceptibility in further body QSM applications.

6 | CONCLUSION

A single-min-cut graph-cut field-mapping method with a variable-layer construction was proposed for field-mapping in body water–fat regions. The proposed method shows the following significant improvements over an iterative graph-cut field-mapping method: (a) it can resolve strong field-mapping variations close to MR signal voids, (b) it performs significantly better in regions with strong field-map variation and high \(R^*_2\) values, (c) it can directly yield non-smooth field-maps like a voxel-wise method, and (d) it significantly improves subsequently performed quantitative susceptibility mapping particularly in areas close to MR signal voids.
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#### VIDEO S1. Volunteer 1: Field-mapping (first column) and water– (second column) fat (third column) separation results in large FOV head/neck region scan.

The first row shows the results from the iGC and the second row the results from the vlGC. The vlGC is able to resolve the large dynamic range of the field-map in the subject resolving even the very rapid field-map variation at the bottom of the FOV. The iGC yields a significantly reduced dynamic range of the field-map and shows water–fat swaps. The location of water–fat swaps in the iGC results strongly varies along slice direction.

#### VIDEO S2. Volunteer 2: Field-mapping (first column) and water– (second column) fat (third column) separation results in large FOV head/neck region scan.

The first row shows the results from the iGC and the second row the results from the vlGC. The vlGC is able to resolve the large dynamic range of the field-map in the subject resolving even the very rapid field-map variation at the bottom of the FOV. The iGC yields a significantly reduced dynamic range of the field-map and shows water–fat swaps. The location of water–fat swaps in the iGC results strongly varies along slice direction.

#### VIDEO S3. Volunteer 3: Field-mapping (first column) and water– (second column) fat (third column) separation results...
in large FOV head/neck region scan. The first row shows the results from the iGC and the second row the results from the vlGC. The vlGC is able to resolve the large dynamic range of the field-map in the subject resolving even the very rapid field-map variation at the bottom of the FOV. The iGC yields a significantly reduced dynamic range of the field-map and shows water–fat swaps. The location of water–fat swaps in the iGC results strongly varies along slice direction.

**VIDEO S4.** Volunteer 4: Field-mapping (first column) and water– (second column) fat (third column) separation results in large FOV head/neck region scan. The first row shows the results from the iGC and the second row the results from the vlGC. The vlGC is able to resolve the large dynamic range of the field-map in the subject resolving even the very rapid field-map variation at the bottom of the FOV. The iGC yields a significantly reduced dynamic range of the field-map and shows water–fat swaps. The location of water–fat swaps in the iGC results strongly varies along slice direction.

**VIDEO S5.** Volunteer 5: Field-mapping (first column) and water– (second column) fat (third column) separation results in large FOV head/neck region scan. The first row shows the results from the iGC and the second row the results from the vlGC. The vlGC is able to resolve the large dynamic range of the field-map in the subject resolving even the very rapid field-map variation at the bottom of the FOV. The iGC yields a significantly reduced dynamic range of the field-map and shows water–fat swaps. The location of water–fat swaps in the iGC results strongly varies along slice direction.

**VIDEO S6.** Volunteer 6: Field-mapping (first column) and water– (second column) fat (third column) separation results in large FOV head/neck region scan. The first row shows the results from the iGC and the second row the results from the vlGC. The vlGC is able to resolve the large dynamic range of the field-map in the subject resolving even the very rapid field-map variation at the bottom of the FOV. The iGC yields a significantly reduced dynamic range of the field-map and shows water–fat swaps. The location of water–fat swaps in the iGC results strongly varies along slice direction.

**VIDEO S7.** Volunteer 7: Field-mapping (first column) and water– (second column) fat (third column) separation results in large FOV head/neck region scan. The first row shows the results from the iGC and the second row the results from the vlGC. The vlGC is able to resolve the large dynamic range of the field-map in the subject resolving even the very rapid field-map variation at the bottom of the FOV. The iGC yields a significantly reduced dynamic range of the field-map and shows water–fat swaps. The location of water–fat swaps in the iGC results strongly varies along slice direction.

**VIDEO S8.** Volunteer 8: Field-mapping (first column) and water– (second column) fat (third column) separation results in large FOV head/neck region scan. The first row shows the results from the iGC and the second row the results from the vlGC. The vlGC is able to resolve the large dynamic range of the field-map in the subject resolving even the very rapid field-map variation at the bottom of the FOV. The iGC yields a significantly reduced dynamic range of the field-map and
shows water–fat swaps. The location of water–fat swaps in the iGC results strongly varies along slice direction. The vlGC and the iGC show a water–fat swap in the upper part of the brain

**VIDEO S14.** Volunteer 14: Field-mapping (first column) and water– (second column) fat (third column) separation results in large FOV head/neck region scans. The first row shows the results from the iGC and the second row the results from the vlGC. The vlGC is able to resolve the large dynamic range of the field-map in the subject resolving even the very rapid field-map variation at the bottom of the FOV. The iGC yields a significantly reduced dynamic range of the field-map and shows water–fat swaps. The location of water–fat swaps in the iGC results strongly varies along slice direction. The vlGC and the iGC show a water–fat swap in the upper part of the brain
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