Shaping Deep Feature Space towards Gaussian Mixture for Visual Classification

Weitao Wan, Jiansheng Chen, Cheng Yu, Tong Wu, Yuanyi Zhong, and Ming-Hsuan Yang

Abstract—The softmax cross-entropy loss function has been widely used to train deep models for various tasks. In this work, we propose a Gaussian mixture (GM) loss function for deep neural networks for visual classification. Unlike the softmax cross-entropy loss, our method explicitly shapes the deep feature space towards a Gaussian Mixture distribution. With a classification margin and a likelihood regularization, the GM loss facilitates both high classification performance and accurate modeling of the feature distribution. The GM loss can be readily used to distinguish abnormal inputs, such as the adversarial examples, based on the discrepancy between feature distributions of the inputs and the training set. Furthermore, theoretical analysis shows that a symmetric feature space can be achieved by using the GM loss, which enables the models to perform robustly against adversarial attacks. The proposed model can be implemented easily and efficiently without using extra trainable parameters. Extensive evaluations demonstrate that the proposed method performs favorably not only on image classification but also on robust detection of adversarial examples generated by strong attacks under different threat models.

1 INTRODUCTION

Deep neural networks have been applied to numerous tasks including object recognition [4], [5], [6], face recognition [7], [8] and speech recognition [9], [10], to name a few. For these tasks, the softmax cross-entropy loss (also known as the softmax loss), has been widely adopted as the classification loss function for various deep neural networks [6], [11], [12], [13], [14]. For visual classification, the affinity score of an input sample to each class is first computed by a linear transformation on the extracted deep features. The posterior probability is then modeled as the normalized posterior probability and class label is derived from a binary Markov Random Field or a Boltzmann Machine model [16]. However, the relationship between the affinity score and feature distribution is not entirely clear. In addition, for an extracted feature vector, its likelihood to the training feature distribution is not well formulated.

Numerous loss functions have been proposed to train deep models more effectively than those based on the vanilla softmax loss. The Euclidean distances between each pair [8] or among each triplet [7] of extracted features are added as an additional loss to the softmax loss. Alternatively, the Euclidean distance between each softmax loss and its class centroid is used [1]. Within the formulation of the softmax loss, however, the similarity metric based on cosine distance is more effective since the affinity score is computed by inner product, indicating that using additional Euclidean distance based losses may not be an ideal option. As such, an angular distance based margin is introduced in [2] to force extra intra-class compactness and inter-class separability, leading to better generalization of the trained models. It has been shown that a classification margin is naturally embedded in the formulation of the softmax loss [17]. To leverage the naturally embedded margin, an extra regularization term has to be introduced to maximize the margin. Nevertheless, the softmax loss is still indispensable and widely used in the training processes of these approaches. Thus, the probabilistic model of the training feature space is still not well exploited.

Exploiting the distribution of deep features is of great interest for robust detection of adversarial examples in addition to classification accuracy. For example, kernel density estimation methods have been used to discriminate between normal samples and adversarial examples [18], [19]. These approaches are more efficient and reliable than those based on distributions in the input space because the deep features contain richer semantic information. However, existing schemes are developed based on pre-trained deep models for feature extraction and other modules to estimate distributions. Thus, it is of prime importance to develop an end-to-end method that explicitly shapes the deep feature distribution to facilitate both high classification performance and robustness against adversarial examples.

In this work, we propose a Gaussian Mixture loss (GM loss) to model deep features. As this work focuses on visual classification, the number of Gaussian components can be set to the number of object categories. As such, the posterior
probability can be explicitly computed using the Bayes rule. The classification loss is computed as the cross-entropy between the posterior probability and the corresponding class label. However, adopting this classification loss alone for training is not sufficient to shape deep features towards a Gaussian mixture distribution since suboptimal solutions may be obtained in which the posterior probability for the ground-truth class is large but the features are far away from all the Gaussian centers. In other words, optimizing the classification loss alone can facilitate the classification task but the feature distribution may significantly deviate from the expected Gaussian mixture. To address this issue, we further introduce a novel regularization term to maximize the likelihood of deep features under the Gaussian mixture distribution, thereby enforcing the features to follow the assumed distribution. As such, the proposed GM loss is a combination of the classification loss and the likelihood regularization. By utilizing the GM loss for training through typical stochastic gradient descent, the deep models are capable of extracting deep features that are discriminative for classification while following the assumed distribution, which makes the GM loss intrinsically different from the softmax loss. Furthermore, we present theoretical analysis to reveal that such a feature distribution is advantageous for the robustness against adversarial attacks.

The proposed regularization term essentially differs from the one in our preliminary results [20]. In this work, we maximize the likelihood of deep features under the Gaussian mixture distribution instead of one Gaussian component of the ground-truth class [20]. However, directly adopting the likelihood function as the regularization term leads to a trivial solution, in which all the feature vectors either collapse to the origin or scale up such that the $L_2$ norm is as large as possible, depending on the loss weight for the regularization term. To address this issue, we maximize the lower bound of the likelihood function which leads to a simpler formula and better equilibrium between the classification loss and the regularization term. This regularization facilitates learning effective representation in several aspects. First, unlike the original form [20], it helps weight regularization by constraining the overall length of Gaussian means and feature vectors, achieving better generalization ability. Second, we show that it leads to a symmetric optimal solution where the distances between each pair of Gaussian means are equal. Similar approaches have been shown to be effective for robustness against adversarial attacks [19], [21]. Using the proposed loss to train deep models, the probability distribution of the features can be explicitly formulated for a well-trained model. Fig. 1 shows that the learned feature distribution using the proposed GM loss is significantly different from that learned using the softmax loss or variants.

The formulation of the GM loss also facilitates incorporating a classification margin during training. As a result, it is not necessary to use an additional complicated distance function as in the large-margin softmax loss [2] or add an extra loss term to leverage the margin as in [17]. The proposed classification margin is designed to adapt to the current distance between features and the Gaussian means of ground-truth classes. It is more effective than a constant margin adopted in the triplet loss [22] as the proposed margin imposes a larger penalty on the samples which the model has not learned well yet. In addition, it enjoys several merits than the softmax loss and variants. First, the GM loss helps to achieve better classification performance by incorporating a classification margin in an efficient manner. The improvement can be obtained for various CNN architectures on different datasets including large-scale ones such as...
as ImageNet [23]. Second, by shaping the deep features towards a Gaussian mixture distribution, the GM loss leads to the feature space in which features of abnormal inputs have low likelihood in the learned feature distribution. Thus, it is effective to discriminate adversarial inputs from clean ones based on the discrepancy of feature distributions. With some approximations, it can be theoretically proven that the GM loss guarantees a symmetric feature space, which has been shown in prior work [19], [21] to be effective for defending against adversarial attacks.

The main contributions of this work are:

- We propose the Gaussian Mixture loss to train Convolutional Neural Networks for visual classification. In contrast to the commonly used softmax loss or variants, the GM loss can explicitly model the feature distribution. This formulation facilitates incorporating a classification margin in an effective manner.
- By introducing a likelihood regularization, the deep features are encouraged to follow a Gaussian Mixture distribution. We show that by incorporating the regularization, the GM loss theoretically leads to a symmetric feature distribution in which the distances between any two Gaussian means are equal. Such a distribution has been demonstrated to be advantageous for improving the robustness against adversarial attacks in previous literature.
- The proposed loss simultaneously improves classification performance and robustness against adversarial attacks. Furthermore, no extra trainable parameters are needed to implement the proposed method.
- Extensive experiments with different CNN architectures demonstrate that our method achieves the state-of-the-art performance on detecting adversarial examples. It also performs favorably against the commonly used softmax loss and variants on various visual classification tasks.

2 RELATED WORK

2.1 Loss Function for Classification

Significant efforts have been made to develop effective loss functions other than the softmax loss. One of the most widely studied approaches is to explicitly encourage stronger intra-class compactness and larger inter-class separability using the softmax loss. Sun et al. [8] introduce the contrastive loss to a Siamese network for face recognition by simultaneously minimizing the distances between positive image pairs and enlarging the distances between negative image pairs by a pre-defined margin. Similarly, Schroff et al. [7] apply a similar inter-sample distance regularization term on triplets rather than pairs of images. One issue with the contrastive loss and triplet loss is the combinatorial explosion in the number of image pairs or triplets especially for large-scale datasets, leading to a significant increase in the required number of training iterations. The center loss [1] alleviates the computational loads of pair-wise or triplet-wise by minimizing the Euclidean distance between the features and corresponding class centroids. However, this formulation introduces inconsistency of distance measurements in the feature space because the class affinity scores are computed based on dot product instead of Euclidean distance. Similarly, Qian et al. [24] propose the SoftTriple loss for fine-grained image classification in which multiple centers are learned for each class without sampling triplets.

In general, introducing the classification margin during training is likely to obtain performance gain. Liu et al. [2] introduce an angular margin into the softmax loss through the designing of a sophisticated differentiable angular distance function. Kobayashi [17] shows that a classification margin can be more naturally embedded in the formulation of the softmax loss. However, to leverage such a margin, a strict constraint has to be introduced by optimizing the symmetric Kullback-Leibler divergence between the distribution of the non-ground-truth logits and the uniform distribution.

Several approaches have been developed to improve the numerical stability of the softmax loss. The label smoothing [11] and knowledge distillation [25] methods replace the one-hot ground truth distribution with other distributions that are probabilistically more reasonable. The approach by Chen et al. [26] focuses on mitigating the early saturation problem of the softmax loss by injecting annealed noise in the softmax function during each training iteration. The above-mentioned methods aim to improve the softmax loss by external modifications rather than reformulating its fundamental assumption.

2.2 Robustness against Adversarial Attacks

Learning robust deep models against adversarial attacks [3] has recently attracted much attention where inputs are specifically combined with imperceptible but worst-case perturbations to cause the model to make incorrect classifications with high confidence. Several methods [3], [27], [28] add adversarial examples into the training dataset for data augmentation to improve the robustness against adversarial examples. However, these methods depend on specific attack methods and are vulnerable to iterative attacks [28]. Madry et al. [29] propose a more general framework for adversarial training to deal with iterative attack methods. However, generating adversarial examples by iterative attacks during training is computationally expensive [29].

The defensive distillation approach [30] aims to train a substitute model with smoother gradients to increase the difficulty of generating adversarial examples. Nevertheless, it is not effective for the optimization-based attack methods such as [31]. Pang et al. [21] propose to model the feature distribution as a Gaussian Mixture in which the Gaussian means are preset by carefully determining a sensitive parameter for the vector norm and fixed during training. Consequently, this method performs well only on simpler datasets (e.g., MNIST). In contrast, our method allows smooth optimization of Gaussian means and performs well for challenging large-scale datasets (e.g., ImageNet).

The features of adversarial examples can be modeled by a probability distribution significantly different from that of the clean training samples. Numerous methods have been developed to detect adversarial examples. However, none of these methods aim to increase the robustness for adversarial attacks while improving classification performance.

Auxiliary Trainable Modules. Metzen et al. [32] augment deep models with an auxiliary sub-network to discriminate
adversarial examples from the normal ones. Similarly, the SafetyNet [33] trains a support vector machine to classify two types of samples. However, both methods do not generalize well to unseen types of adversarial attacks. Besides, they require training additional models. In contrast, our method is trained only for the classification task without needing additional models.

**Modeling the Input Distribution.** The Defense-GAN [34] and PixelDefend [35] methods model the distribution of input image data and distinguish adversarial examples based on the discrepancy of distributions. However, it is difficult to accurately model the data distribution in the image space due to the noise and large variations in this space. In contrast, our method models the distribution in the feature space where the learned representations usually have lower dimensions, richer semantic information and less noise.

**Modeling the Feature Distribution.** In [18], Feinman et al. show that adversarial examples can be effectively detected based on the kernel density (K-density) estimation in the feature space of deep models. Zheng et al. [36] train a separate set of Gaussian Mixture Models (GMMs) to model the distribution of the extracted deep features for a pre-trained Deep Neural Network (DNN). The GMMs are then adopted to discriminate adversarial examples based on the likelihood of deep features. Both the K-density and GMMs based methods only model the distribution as a post-processing procedure for a pre-trained model. Neither of them optimizes the DNN model by learning a more robust feature distribution against adversarial attacks.

**Learning the Feature Distribution.** The Reverse Cross Entropy (RCE) loss [19] is developed to constrain deep features to be within low dimensional manifolds and improve the detection performance by using K-density as a metric to detect adversarial examples in this feature space. However, to obtain these low dimensional manifolds, this method requires the predicted probabilities of classes other than the ground-truth one to be equal, which is a strong assumption and leads to substantial convergence problems for large-scale datasets. In contrast, the proposed GM loss is scalable to large datasets for both robust detection of adversarial examples and more accurate classification of clean images.

### 3 Gaussian Mixture Loss

In this section, we introduce the GM loss and present mathematical analysis of the optimal solution. We explain why the proposed loss leads to a symmetric feature space which enhances model robustness against adversarial attacks. We also describe how to efficiently add a classification margin to the GM loss, which improves the classification performance.

#### 3.1 GM loss formulation

In contrast to the softmax loss, we assume that the extracted deep feature \( x \in \mathbb{R}^D \), follows a Gaussian mixture distribution,

\[
p(x) = \sum_{k=1}^{K} \mathcal{N}(x; \mu_k, \Sigma_k)p(k),
\]

where \( \mu_k \) and \( \Sigma_k \) are the mean and covariance of class \( k \) in the feature space; and \( p(k) \) is the prior probability of class \( k \). As discussed in Section 1, the number of Gaussian components is set to the number of object categories \( K \) as this work focuses on visual classification.

With this assumption, the conditional probability distribution of the feature \( x_i \) of the \( i \)-th sample, given its class label \( z_i \in \{1, K\} \), can be expressed by

\[
p(x_i|z_i) = \mathcal{N}(x_i; \mu_{z_i}, \Sigma_{z_i}).
\]

Consequently, the corresponding posterior probability distribution can be expressed by

\[
p(z_i|x_i) = \frac{\mathcal{N}(x_i; \mu_{z_i}, \Sigma_{z_i})p(z_i)}{\sum_{k=1}^{K}\mathcal{N}(x_i; \mu_k, \Sigma_k)p(k)}.
\]

As such, a classification loss \( \mathcal{L}_{cls} \) can be computed by the cross-entropy between the posterior probability distribution and one-hot class label,

\[
\mathcal{L}_{cls} = -\frac{1}{N}\sum_{i=1}^{N}\sum_{k=1}^{K}\mathbb{I}(z_i = k) \log p(k|x_i)
= -\frac{1}{N}\sum_{i=1}^{N} \log \frac{\mathcal{N}(x_i; \mu_{z_i}, I)}{\sum_{k=1}^{K}\mathcal{N}(x_i; \mu_k, I)},
\]

where the indicator function \( \mathbb{I}() \) equals 1 if \( z_i \) equals \( k \); or 0 otherwise. \( N \) is the number of training samples. For simplicity, we adopt a simple model in which the prior probability \( p(k) \) is the constant \( 1/K \) and the covariance matrix \( \Sigma_k \) is the identity matrix \( I \).

Optimizing the classification loss alone does not necessarily drive the extracted training features towards the GM distribution. For example, a feature \( x_i \) can be far away from the corresponding class centroid \( \mu_{z_i} \), while still being correctly classified as long as it is relatively closer to \( \mu_{z_i} \) than to the feature means of the other classes. To solve this problem, we introduce a likelihood regularization term to measure the extent that a training sample fits the assumed distribution. The likelihood under the Gaussian mixture distribution is adopted instead of the likelihood under a single Gaussian component given the class label. Theoretical analysis for the advantages of this regularization term is presented in Section 3.2. Formally, the log-likelihood for a feature \( x_i \) is given by

\[
\log p(x_i|\mu, I) = \log \frac{1}{K}\sum_{k=1}^{K} \mathcal{N}(x_i; \mu_k, I).
\]

However, this term cannot be directly used because it leads to a trivial optimal solution in which the feature space either scales up towards infinity or collapses to the origin point. Instead, we maximize its lower bound using Jensen’s Inequality,

\[
\log p(x_i|\mu, I) \geq \frac{1}{K}\sum_{k=1}^{K} \log \mathcal{N}(x_i; \mu_k, I)
= -\frac{1}{2K}\sum_{k=1}^{K} \|x_i - \mu_k\|^2 - \frac{D}{2} \log 2\pi,
\]
in which $D$ represents the dimension of the feature vector $x_i$. The likelihood regularization term can be derived by

$$L_{lkd} = \frac{1}{K} \sum_{i=1}^{N} \sum_{k=1}^{K} \| x_i - \mu_k \|^2, \quad (7)$$

where the constant term and constant coefficient in Eq. 6 has been ignored. Finally, the proposed GM loss $L_{GM}$ is defined by

$$L_{GM} = L_{cls} + \lambda L_{lkd}, \quad (8)$$

where $\lambda$ is a non-negative weighting coefficient.

By definition, the classification loss $L_{cls}$ is mainly related to its discriminative capability while the likelihood regularization $L_{lkd}$ is related to its probabilistic distribution. Combining these two objectives during the training process helps derive a model with high classification performance and better distribution modeling of features.

### 3.2 Optimal Solution for GM loss

In this section, we present theoretical analysis of the optimal GM loss for feature learning. The formulation of the proposed GM loss naturally leads to a symmetric feature space which has been shown to be effective for robust deep models against adversarial attacks [19], [21]. We also show how large numbers, when the number of samples $N$ is large enough, Eq. 8 can be expressed as

$$L_{GM} = \frac{1}{K} \sum_{n=1}^{K} \mathbb{E}[ - \log \frac{\mathcal{N}(x^{(n)}; \mu_n, I)}{\mathcal{N}(x^{(m)}; \mu_m, I)} ] + \lambda \frac{1}{K} \sum_{m=1}^{K} \| x^{(n)} - \mu_m \|^2, \quad (9)$$

where $\mathbb{E}(\cdot)$ is the expected value. We analyze the two terms in Eq. 9 separately. Since $x^{(n)} \sim \mathcal{N}(\mu_n, I)$, the second term in Eq. 9, denoted by $\text{Loss}_{reg}$, can be computed by

$$\text{Loss}_{reg} = \frac{\lambda}{K^2} \sum_{n=1}^{K} \sum_{m=1}^{K} \mathbb{E}[ (x^{(n)} - \mu_m)^\top (x^{(n)} - \mu_m) ]$$

$$= \frac{\lambda}{K^2} \sum_{n=1}^{K} \sum_{m=1}^{K} d_{mn}^2 + D, \quad (10)$$

in which $d_{mn} = \| \mu_m - \mu_n \|$. As such, $\text{Loss}_{reg}$ is directly related to the distances between different Gaussian means.

Denote the first term in Eq. 9 by $\text{Loss}_{cls}$. Let $f_n(x) = \mathcal{N}(x; \mu_n, I)$ and $g_n(x) = \frac{1}{K} \sum_{m=1}^{K} \mathcal{N}(x; \mu_m, I)$, we have

$$\text{Loss}_{cls} = \frac{1}{K} \sum_{n=1}^{K} \mathbb{E}[ - \log \frac{\mathcal{N}(x^{(n)}; \mu_n, I)}{\sum_{m=1}^{K} \mathcal{N}(x^{(m)}; \mu_m, I)} ]$$

$$= \frac{1}{K} \sum_{n=1}^{K} \mathbb{E}[ - \log \frac{f_n(x^{(n)})}{K g_n(x^{(n)})} ]$$

$$= \log K - \frac{1}{K} \sum_{n=1}^{K} D_{KL}(f_n(x)\|g_n(x)),$$

where $D_{KL}$ denotes the Kullback-Leibler divergence. As shown in [37], the KL divergence between a Gaussian component and a Gaussian mixture can be computed by the variational approximation,

$$D_{var}(f_n\|g_n) = -\log(\frac{1}{K} \sum_{m=1}^{K} e^{-\frac{1}{2} d_{mn}^2}). \quad (11)$$

As such, an approximation of $\text{Loss}_{cls}$ can be obtained by

$$\text{Loss}_{cls} \approx \log K - \frac{1}{K} \sum_{n=1}^{K} D_{var}(f_n(x)\|g_n(x))$$

$$= \frac{1}{K} \sum_{n=1}^{K} \log(\sum_{m=1}^{K} e^{-\frac{1}{2} d_{mn}^2})$$

$$+ \lambda \frac{1}{K} \sum_{m \neq n}^{K} d_{mn}^2 + D. \quad (12)$$

Based on Eq. 10 and Eq. 13, the GM loss in Eq. 9 can be represented as a function of $d_{mn}$ by

$$L_{GM} \approx \frac{1}{K} \sum_{n=1}^{K} \log(\sum_{m=1}^{K} e^{-\frac{1}{2} d_{mn}^2})$$

$$+ \lambda \frac{1}{K} \sum_{m \neq n}^{K} d_{mn}^2 + D. \quad (14)$$

The optimal values of $d_{mn}$ for minimizing $L_{GM}$ can be analytically solved as shown below. Let $d_{mn}^2 = \frac{1}{K-1} \sum_{m \neq n}^{K} d_{mn}^2$. Considering that $f(x) = e^{-x^2/2}$ is a convex function, by applying the Jensen’s Inequality, we have

$$L_{GM} \geq 1/K \sum_{n=1}^{K} [\log(1+(K-1)e^{-d_{nn}^2/2}) + \lambda d_{nn}^2/(K-1/K+D)]. \quad (15)$$

The equality holds if and only if $\forall n, d_{mn} = d_{n}(n \neq n)$. Let $d^2 = 1/K \sum_{n=1}^{K} d_{nn}^2$. The function $f(x) = \log(1 + (K-1)e^{-x^2/2})$ is a convex function. Based on inequality 15, by Jensen’s inequality, we have

$$L_{GM} \geq \log(1 + (K-1)e^{-d^2/2}) + \lambda (d_{nn}^2/(K-1/K+D)). \quad (16)$$

The equality holds if and only if $\forall n, d_n = d$.

The minimal value for $L_{GM}$, which is given in Eq. 16, is reached if and only if $\forall n, d_n = 1$. In other words, training deep models with the proposed GM loss naturally learns a symmetric feature space in which the distances between different Gaussian means are all equal. Empirical results in Fig. 2 demonstrate this property where the distances between different Gaussian means are approximately equal. We note that the actual values of $d_{nn}$ are not strictly equal to each other. As the number of training samples is finite and the model capacity is limited, it is
difficult to perfectly transform the data distribution in the input space to the assumed distribution in the feature space. Nevertheless, Fig. 2 shows reasonable consistency between the theoretical analysis and empirical results.

In [21], it has been shown that such a symmetric feature space intrinsically enhance model robustness against adversarial attacks because it maximizes the minimal distance between different classes. It is worth noticing that a symmetric feature space is naturally learned under the supervision of GM loss instead of introducing explicit constraints [19] or constructing hand-crafted fixed Gaussian means [21] throughout the training process.

### 3.3 Large-Margin GM Loss

In addition to the model robustness against adversarial attacks, the classification performance can be improved by using the GM loss with some modification. It has been widely recognized in statistical learning that large classification margin on the training set usually helps generalization, which has been applied to deep models [2], [38]. Denote the contribution of $x_i$ to the classification loss to be $\mathcal{L}_{cls,i}$. Based on Eq. 4, $\mathcal{L}_{cls,i}$ is described by

$$
\mathcal{L}_{cls,i} = -\log \frac{p(z_i)\Sigma_{z_i}^{-\frac{1}{2}}e^{-s_k}}{\sum_k p(k)\Sigma_k^{-\frac{1}{2}}e^{-s_k}}, \quad (17)
$$

where

$$
s_k = (x_i - \mu_k)^\top \Sigma_k^{-1}(x_i - \mu_k)/2. \quad (18)
$$

Since the squared Mahalanobis distance $s_k$ is by definition non-negative, a classification margin $m (m \geq 0)$ can be easily introduced to achieve the large-margin GM loss as in

$$
\mathcal{L}_{cls,i}^m = -\log \frac{p(z_i)\Sigma_{z_i}^{-\frac{1}{2}}e^{-s_k - m}}{\sum_k p(k)\Sigma_k^{-\frac{1}{2}}e^{-s_k - 1(k=z_k)m}}, \quad (19)
$$

Clearly, adding the classification margin to the GM loss is more straightforward than to the softmax loss [2].

Since we consider the case in which $p(k)$ is constant and $\Sigma_k$ is the identity matrix, then $x_i$ is classified to the class $z_i$ if and only if $s_k > m$. This indicates that $x_i$ should be closer to the feature mean of class $z_i$ than to the one of the other classes by at least a margin $m$, i.e.,

$$
e^{-s_k - m} > e^{-s_k} \iff s_k - s_z > m, \forall k \neq z_i \quad (20)
$$

Furthermore, we adopt an adaptive scheme by setting the value of $m$ to be proportional to each sample’s distance to its corresponding Gaussian mean, i.e., $m = \alpha s_z$, in which $\alpha$ is a non-negative parameter controlling the size of the expected margin between two classes on the training set.

It should be emphasized that this formulation cannot be directly applied to the softmax loss since an inner-product affinity score can be positive or negative, whereas a sensible margin generally has to be non-negative. Fig. 3 shows a schematic interpretation of $\alpha$; and Fig. 1(d) and (e) illustrate how the feature space changes when increasing $\alpha$ from 0 to 1. The margin does not change the symmetry property described in Section 3.2 because it reduces the distance between features and the their Gaussian mean instead of changing the distance between different Gaussian means.

### 4 Experimental Results

We evaluate the proposed method using two sets of experiments. First, we conduct image classification and face verification experiments to demonstrate the effectiveness of the large-margin GM loss (GM loss for short). We present the mean and standard deviation of three runs except for the large-scale dataset, i.e., ImageNet. Next, we demonstrate the effectiveness of detecting adversarial examples using kernel density estimation. All experiments are carried out using the Tensorflow [39] on NVIDIA TitanX GPUs. The source code and trained models will be made available to the public.

#### 4.1 Image Classification

**MNIST.** We first evaluate the softmax loss, center loss (with the softmax loss) [1], large-margin softmax loss (L-Softmax loss for short) [7] and GM loss by visualizing the learned 2D feature spaces for the MNIST Handwritten Digit dataset [40]. We use a network with 6 convolution layers and a fully connected layer with a two-dimensional output. The feature
TABLE 1. Classification error rates (%) on the MNIST test set. The models are trained using a 6-layer CNN with different loss functions.

| Loss Functions       | 2-D (%) | 100-D (%) |
|----------------------|---------|-----------|
| Center Loss [1]      | 1.45±0.01 | 0.47±0.01 |
| L-Softmax Loss [2]   | 1.30±0.02 | 0.43±0.01 |
| Softmax Loss         | 1.82±0.01 | 0.68±0.01 |
| GM Loss(α = 0.0)     | 1.44±0.01 | 0.49±0.01 |
| GM Loss(α = 0.3)     | 1.32±0.01 | 0.42±0.02 |
| GM Loss(α = 1.0)     | 1.17±0.01 | 0.39±0.01 |

TABLE 2. Classification error rates (%) on the CIFAR-10 dataset. The models are trained using the ResNet architectures with different loss functions.

| Loss Functions | ResNet-20 | ResNet-56 | ResNet-110 |
|----------------|-----------|-----------|------------|
| Softmax [6]    | 8.75±0.04 | 6.97±0.05 | 6.43±0.04  |
| Center [1]     | 7.77±0.05 | 5.94±0.02 | 5.32±0.03  |
| L-Softmax [2]  | 7.73±0.03 | 6.05±0.04 | 5.79±0.02  |
| GM(α = 0.3)    | 7.21±0.04 | 5.61±0.02 | 4.96±0.03  |

TABLE 3. Classification error rates (%) on the CIFAR-100 dataset. The models are trained using a VGG-like CNN containing 13 convolutional layers with different loss functions.

| Loss Functions | C100      | C100+     |
|----------------|-----------|-----------|
| Center [1]     | 24.85±0.06| 21.05±0.03|
| L-Softmax [2]  | 24.83±0.05| 20.98±0.04|
| Softmax        | 25.61±0.07| 21.60±0.04|
| GM(α = 0.1)    | 23.74±0.08| 20.94±0.03|
| GM(α = 0.2)    | 23.04±0.08| 20.85±0.04|
| GM(α = 0.3)    | 23.16±0.05| 20.76±0.03|

TABLE 4. Classification error rates (%) on ILSVRC 2012 validation set. For GM loss, we set the margin parameter α=0.01 and regularization parameter λ=0.1.

| CNN Architecture | Softmax loss | GM loss |
|------------------|--------------|---------|
|                  | top-1 | top-5 | top-1 | top-5 |
| ResNet-50 [49]   | 24.7  | 7.8   | 23.28 | 6.81  |
| ResNet-101 [49]  | 23.6  | 7.1   | 22.51 | 6.22  |
| ResNetXt-50 [50] | 22.2  | -     | 21.43 | 5.72  |
| SE-ResNet-50 [51] | 23.29 | 6.62  | 22.37 | 5.85  |

embeddings on the training set with different loss functions are illustrated in Fig. 1. Different from the softmax loss and its variants, the features generated using the GM loss generally follow the GM distribution, which is consistent with the assumption of this work. The heatmap of the kernel density in the feature space is shown in Fig. 1(f). In addition, larger margin sizes can be observed among different classes with an increasing α as shown in Fig. 1(d)-(e).

For quantitative evaluations, we increase the output dimension of the fully connected layer from 2 to 100 and add a ReLU activation. For fair comparisons, we train the same network with different loss functions using the same training parameters, including the learning rate and weight decay. The classification error rate on the test set is presented in Table 1.

CIFAR. The CIFAR-10 dataset [41] consists of 32 × 32 pixel color images from 10 classes, with 50,000 training images and 10,000 testing images. The CIFAR-100 dataset [41] has 100 classes containing 600 images each. There are 500 training images and 100 testing images per class. We use the typical data augmentation method including mirroring and 32 × 32 random cropping after 4-pixel reflection paddings on each side [2], [6].

For CIFAR-10, We train the ResNet [6] of 20, 56 and 110 layers with different loss functions. The networks are trained with a batch size of 128 for 300 epochs, and the learning rate is set to 0.1 and then divided by 10 at the 150th epoch and the 225th epoch respectively. We use a weight decay of 5 × 10⁻⁴ and the Nesterov optimization algorithm [42] with a momentum of 0.9. The network weights are initialized using the method introduced in [43]. The recognition error rate is shown in Table 2. The results in the first row are reported in the original RestNet paper [6]. For the center loss and the large-margin softmax loss, we train the models by ourselves since the ResNet was not used on the CIFAR-10 dataset in [1] and [2]. The model with the GM loss performs favorably against the softmax loss and its two variants for different ResNet models of different depths.

For the CIFAR-100 dataset, we use the same CNN architecture used by the large-margin softmax loss [2], which has the same network architecture as the VGG-net [44] with 13 convolutional layers and one fully connected layer. Bach normalization [45] is used after each convolutional layer and no dropout is used. To achieve better recognition performance, we replace the fully connected layer in this network with the global average pooling operator [46]. We present the recognition results with or without the data augmentation in Table 3, denoted by C100+ and C100, respectively. We first note that the model with the proposed GM loss performs favorably against the model with the softmax based losses on both C100+ and C100 datasets. For the augmented C100+ dataset, increasing the margin parameter α consistently helps achieve better recognition performance. However, this is not true for the C100 dataset without data augmentation. This can be attributed to that the number of training samples for each object class is as low as 500 on C100. As such, the margin size α and model generalization capability is less correlated.

ImageNet. We analyze the performance of various CNN architectures combined with different loss functions on large-scale image classification using the ImageNet (ILSVRC 2012) dataset [47]. For fair comparisons, we train all the models for 100 epochs on 4 Titan GPUs with a mini-batch size of 64 for each GPU. The learning rate is initialized as 0.1 and divided by 10 at the 30th, 60th and 90th epochs, respectively. We use a weight decay of 0.0002 and a momentum of 0.9, and no dropout [48] is used. We evaluate the performances for a single 224 × 224 center crop for each image on the ILSVRC 2012 validation set. Table 4 shows that the proposed method facilitates achieving better classification results on the large-scale dataset when combined with different CNN architectures.

4.2 Face Verification
We conduct face verification experiments on the Labeled Face in the Wild (LFW) dataset [52], which contains 13,233 face images of 5749 different identities with large variations in pose, expression and illumination. The provided 6,000 pairs are used for face verification test. We follow the unrestricted, labeled outside data protocol and use only
TABLE 5. Face verification performances on the LFW dataset using a single model. The six models at the bottom are trained on our training scheme while those on top are reported results.

| Method       | Training Data | Accuracy (%) |
|--------------|---------------|--------------|
| FaceNet [22] | 0.49M         | 98.56 ± 0.03 |
| Deepid2+ [55]| 0.49M         | 98.92 ± 0.03 |
| Softmax      | 0.49M         | 99.12 ± 0.03 |
| L-Softmax [2]| 0.49M         | 99.24 ± 0.02 |
| Center [1]   | 0.49M         | 99.20 ± 0.03 |
| GM (α = 0.001)| 0.49M       | 99.41 ± 0.03 |
| GM (α = 0.005)| 0.49M       | 99.41 ± 0.03 |
| FaceNet [22] | 0.49M         | 99.56 ± 0.03 |
| Deepid2+ [55]| 0.49M         | 99.56 ± 0.03 |
| Softmax      | 0.49M         | 99.80 ± 0.03 |
| L-Softmax [2]| 0.49M         | 99.80 ± 0.03 |
| Center [1]   | 0.49M         | 99.80 ± 0.03 |
| GM (α = 0.001)| 0.49M       | 99.80 ± 0.03 |
| GM (α = 0.005)| 0.49M       | 99.80 ± 0.03 |

Fig. 4. Face verification accuracy on the LFW dataset. (a) models with different α and fixed λ = 0.001. (b) models with different λ and fixed α = 0.01.

the CASIA-WebFace dataset [53] for training. The CASIA-WebFace dataset consists of 494,414 face images from 10,575 subjects. The training and testing images are aligned using MTCNN [54] and resized to $128 \times 128$ pixel. A simple data augmentation scheme is adopted, which includes horizontal mirroring and $120 \times 120$ random crop from the aligned $128 \times 128$ pixel face images.

We train a face recognition model based on the ResNet [6] with 27 convolutional layers. The PReLU activations [43] are used after each convolutional layer and no batch normalization or dropout is used. The model is trained with a batch size of 256 for 20 epochs. The learning rate is initially set to 0.1 and divided by 10 at the 10th, 14th and 16th epochs. In the training process, we use the stochastic gradient descent (SGD) method with a momentum of 0.9 and a weight decay of $5 \times 10^{-4}$. In test phase, we perform principal component analysis to project features from 512 to 64 dimensions and then compute the $L_2$ distance for verification. For fair comparisons, the verification performance is evaluated on a single model and model ensemble is not used. In Table 5, we list the reported accuracy for the Deepid2+ (contrastive loss) [55] and FaceNet (triplet loss) [22] methods. The FaceNet achieves the highest accuracy of 99.65% by using a very large training set of 200M images. The reported accuracy of the center loss [1] method is 99.28% by using both the CASIA-Webface and Celebrity+ [56] datasets for training (with 0.7M training images in total). When using the CASIA-Webface training dataset only, as shown in Table 5, the model with the GM loss performs favorably against the schemes with other loss functions.

4.3 Sensitivity Analysis

In this section, we conduct experiments on the CIFAR-100 and LFW datasets to study the effect of the margin parameter $\alpha$ and likelihood regularization parameter $\lambda$ on classification and verification, and discuss how these hyperparameters should be chosen for different datasets. The experimental results are presented in Table 6 and Fig. 4 in which the x-axis is displayed in the log scale.

In Fig. 4(a), we set $\lambda = 0.001$ and vary $\alpha$ from $10^{-3}$ to $10^{-1}$. For $\alpha = 0$, i.e., without margin term, the verification accuracy is 98.80%, which shows introducing the margin in the GM loss plays an important role in achieving better verification performance. In addition, the model is not sensitive to $\alpha$ within a wide range. In Fig. 4(b), we set $\alpha = 0.01$ and vary $\lambda$ from $10^{-4}$ to $10^{-2}$. For $\lambda = 0$, the verification accuracy is 98.88%. The performance is roughly stable within this range. Sensitivity analysis is also carried out on the CIFAR-100 classification experiments (see Table 6).

We set $\lambda = 0.1$ for all the image classification experiments and $\alpha = 0.001$ for the face verification experiments. As the face training set has clearly a larger number of classes (over 10,000) than the image classification training set, the classification loss $L_{cls}$ for face recognition should have a relatively larger weight, meaning relatively smaller $\lambda$. Otherwise, it will be difficult to separate the features of different classes during training. In general, the likelihood regularization parameter $\lambda$ should be set a small value to prevent the features from collapsing to the origin when the training process starts. In this setting, the likelihood regularization starts to play a major role when the training accuracy is approaching saturation. For the margin parameter $\alpha$, a larger value may lead to a more difficult optimization objective. Intuitively, $\alpha$ should be smaller when the number of classes gets larger. In our experiments, we empirically set $\alpha$ to 1.0, 0.3, 0.01 and 0.001 for the MNIST, CIFAR-10, ImageNet and LFW face verification datasets, respectively, in ascending order of the number of classes in the dataset.

4.4 Adversarial Example Detection

As discussed in Section 3.2, training a network with the proposed GM loss theoretically leads to a symmetric feature space which is more robust against adversarial attacks. As such, we use the kernel density estimation to perform adversarial example detection based on the discrepancy between feature distributions of adversarial examples and normal samples. We evaluate the performance of the proposed method for adversarial example detection on benchmark datasets, including MNIST [40], CIFAR-10 [57] and ImageNet [23] for various adversarial attack methods. The detection performance is measured by the area under curve (AUC) of the ROC curve for discriminating the normal test samples from the adversarial examples generated on the test set. We consider the following three types of widely studied threat models:
TABLE 7. Detection AUC-ROC scores (%) for semi white-box attacks on the MNIST and CIFAR datasets. † indicates that this result is obtained by our re-implementation due to different early-stop settings [19].

| Detection Method       | FGSM [3] | BIM [58] | ILCM [58] | C&W [31] |
|------------------------|----------|----------|-----------|----------|
| Dataset: MNIST         |          |          |           |          |
| Softmax+KD             | 90.2     | 90.3     | 95.8      | 97.6     |
| KD+BU [18]             | 90.6     | 97.2     | 87.4      | 97.9     |
| I-defender_NPST8 [36]  | 96.4     | 97.6     | -         | -        |
| LID_{ICLR18} [60]      | 96.9     | 99.6     | -         | -        |
| RCE_{NPST8} [19]       | 99.4     | 91.8     | 98.6      | 99.8     |
| GM+KD(ours)            | 99.5     | 99.7     | 99.0      | 99.8     |
| Dataset: CIFAR-10      |          |          |           |          |
| Softmax+KD             | 71.2     | 60.2     | 85.4      | 76.5     |
| KD+BU [18]             | 72.2     | 81.1     | 93.3      | 92.2     |
| I-defender_NPST8 [36]  | 87.6     | 79.0     | -         | -        |
| LID_{ICLR18} [60]      | 82.4     | 82.5     | -         | -        |
| RCE_{NPST8} [19]       | 98.0     | 97.6†    | 93.9      | 98.2     |
| GM+KD(ours)            | 99.3     | 98.6     | 98.9      | 99.2     |

1) Semi white-box Attack: Attackers know all the details of the DNN model but are not aware of the defense strategy.
2) White-box Attack: Attackers know all the details of the DNN model and the defense strategy. The adversarial examples are generated to attack the DNN model and defense strategy simultaneously.
3) Black-box Attack: Attackers know all the details of the defense strategy, but do not know the DNN architecture and have no access to the model weights. Adversarial examples are generated based on the gradients of a substitute model.

Network Architectures. For experiments on the MNIST and CIFAR datasets, the ResNet-32 [49] model is employed as the target model for adversarial attack. For experiments on the ImageNet dataset, the ResNet-50 model is used for experiments. Each DNN model is trained with the softmax loss and GM loss, respectively.

Adversarial Attacks. We focus on targeted adversarial attacks of which the target classes are chosen randomly from the classes other than the ground-truth class. For the FGSM [3], the $l_\infty$ constraint $\varepsilon = 0.1$ for for images with pixel values in range $[0, 0.5]$. For the gradient-based iterative methods, including BIM and ILCM [58], the number of iterations is set to 20 and the step size $\alpha_s$ is 0.01. For the C&W attack, the learning rate is set to 0.001, the binary search steps are five and the Adam [59] optimization algorithm is used. The confidence threshold $\kappa$ is set to 0 or 10, in which the latter case is referred to as C&W-hc, representing C&W attack with high confidence.

4.4.1 Semi White-box Attack
We evaluate the proposed method under the semi white-box setting. Adversarial examples are generated based on the gradients of the pre-trained target model for all the normal images in the test sets. The baseline method uses the K-density as a metric using the model trained with softmax loss. The AUC-ROC scores are used for performance evaluation.

For the MNIST and CIFAR-10 datasets, the results are summarized in Table 7. Overall, the proposed methods perform favorably against the baseline. As an attack-agnostic approach, the proposed model can effectively detect all types of adversarial examples evaluated, especially the ILCM and C&W-hc methods which are strong attacks on CIFAR-10. The proposed method performs favorably against previous state-of-the-art approaches consistently for various attacks. Furthermore, our method does not require extra training for other auxiliary modules as the I-defender does. The baseline method performs well on the MNIST dataset. As the MNIST dataset is a relatively simple dataset with small intra-class variations even in pixel-level, compact features of each class which are far from the decision boundary can be formed even when using the softmax loss. For the more complex CIFAR-10 dataset, although with the same number of classes and a similar number of samples, other schemes under almost all attacks do not perform well. However, the proposed detection method generally maintains robust for both the MNIST and CIFAR-10 datasets.

The histograms of K-density for normal samples and adversarial examples are shown in Figure 5. The adversarial
TABLE 9. Evaluation results on the CIFAR-10 dataset under white-box attacks for different methods. Adversarial examples are generated using the C&W-wb method [61].

| Detection Method | AUC (%) | Dist. | Adv. Success (%) |
|------------------|---------|-------|-----------------|
| Softmax+KD       | 53.8    | 1.26  | 100             |
| RCE [19]         | 64.6    | 3.89  | 88.0            |
| GM+KD (ours)     | 84.3    | 7.82  | 70.1            |

TABLE 10. Evaluation results on the MNIST dataset under white-box attacks for different methods. Adversarial examples are generated using the C&W-wb method [61].

| Detection Method | AUC (%) | Dist. | Adv. Success (%) |
|------------------|---------|-------|-----------------|
| Softmax+KD       | 55.6    | 18.42 | 98.8            |
| RCE [19]         | 67.9    | 31.59 | 86.9            |
| GM+KD (ours)     | 84.9    | 42.29 | 68.1            |

Adversarial examples are generated under semi white-box settings. The proposed model can better distinguish adversarial examples when combined with the K-density detector.

The proposed model is evaluated on a more challenging dataset, i.e., ImageNet, which is less used for adversarial attacks in prior work. Both RCE [19] and proposed method are based on modeling the feature distribution. However, this is a challenging task on the ImageNet as it has 100 times more classes than CIFAR-10 or MNIST datasets, with much larger intra-class variations. For the ResNet-50 on the ImageNet, the training by using RCE loss encounters difficulty in convergence, which is probably caused by the overly strong constraint of forcing the networks to produce a uniform distribution on the classes other than the ground-truth class. Therefore, we compare our method with the baseline and KD + Bayesian Uncertainty (BU) [18]. Table 8 demonstrates that the proposed method can effectively detect adversarial examples on the ImageNet dataset.

4.4.2 White-box attack

We evaluate our method under the white-box setting in which the adversarial examples are generated to fool the DNN classifier and the defense strategy simultaneously. This setting is considered as the most difficult threat model. In addition to the AUC-ROC scores, we can evaluate the defense methods using the average distortion of adversarial examples as a metric. The distortion is defined as $\|x - x_{adv}\|_2 / \sqrt{HWC}$ [27], which indicates the average $l_2$ distance for each pixel between the original image $x$ and the adversarial example $x_{adv}$. The white-box variant of C&W attack [61] (denoted as C&W-wb) is designed to attack the DNN classification model and K-density detector simultaneously. The C&W-wb attack introduces an extra loss term $f_2(x) = \max(-\log(KD(F(x))) - \eta, 0)$, in which $\eta$ is the median of negative log K-density values on the training set. We use the publicly available implementation released by the authors [61] to perform this white-box attack.

The results are presented in Table 9 and 10 where a success means that the adversarial example is classified into the target class and the extra loss $f_2(x) = 0$, and the average success indicates the success rate of generating adversarial examples. The white-box C&W attacks are so strong that the baseline can hardly detect them since the AUC scores are nearly 50% (random guess). However, our methods achieves significantly higher AUC scores. In addition, it is more difficult to generate such adversarial examples for our models which can be observed from both the high distortion and low adversarial success rate.

4.4.3 Black-box Attack

We evaluate the robustness of our methods for black-box attacks, in which the adversarial examples are generated from a substitute model and then used to attack the target model. The attackers know the details of the defense strategy. We employ the C&W-wb method for evaluation. Table 11 shows that it is difficult for such adversarial examples to transfer from one model to another because of the discrepancy of feature distributions in the substitute and target models. As a result, the proposed method can effectively detect such adversarial examples.

5 Conclusions

Aiming to shape the deep feature space in image classification towards a Gaussian Mixture (GM) distribution, we propose a new loss function for training deep neural networks. In addition to the classification loss which models the posterior probability distribution under the GM assumption, a novel likelihood regularization term is added to explicitly drive the deep features to follow the GM distribution. We present in-depth analysis to reveal that theoretically, a symmetric feature space in which the distances between different class means are equal can be achieved when the proposed GM loss is optimized. Such a feature space topology has been shown to effectively improve robustness against adversarial attacks. To further improve the generalization capability of the trained model, a classification margin is introduced by slightly modifying the classification loss term. The GM loss introduces no extra trainable parameters compared with the commonly used softmax loss. Furthermore, the GM loss successfully boosts the performance of classification tasks and improves the robustness for adversarial attacks simultaneously. Extensive experimental results demonstrate that the proposed GM loss performs favorably against the softmax loss and its variants on both small and large-scale datasets when combined with different deep models. By introducing the kernel density estimation as the measurement for distinguishing adversarial examples from normal samples, the GM loss facilitates detecting adversarial examples robustly compared to previous state-of-the-art approaches.
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