Performance of GLCM Algorithm for Extracting Features to Differentiate Normal and Abnormal Brain Images
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Abstract. Brain cancer is a malignant brain tumor that can spread quickly to other parts of the brain and spine. However, not all tumors are malignant and can be treated before they become malignant. The purpose of this study is to discover brain abnormalities based on CT scan images by using T-test algorithm. Thus, it can be one of solution for early detection of brain abnormalities in order to treat it before it becomes a malignant tumor or cancer. As dataset, this research using 40 images consisting of 20 normal brain images and 20 abnormal brain images. There are two algorithms which are used in this research i.e. Gray level co-occurrences matrix (GLCM) for feature extraction and T-Test for brain image classification. Prior to feature extraction, brain image is converted to Graycomatrix in order to adjust the brightness of the image. The final step is image classification by using the T-test algorithm. From 40 test results which are used in this study, GLCM method can extract 8 features that can significantly distinguish the image of normal brain and abnormal brain. For the T-test algorithm, it is found that each feature has a P-value <0.05 which means that extracted features can be used for the further classification process of brain image abnormality. Thus, it can be inferred that this research framework which is employed the GLCM and T-test algorithm can be used to assist the process of early diagnosis of brain cancer.

1. Introduction

Brain tumors is a of main public health problem which is one of the biggest causes of death in the world [1]. Due to level of mortality, brain tumour is the second dangerous disease that causes death for men aged 20-30 years and is the fifth dangerous disease that causes death for women aged 20-30 years. In 2010, International Agency for Research on Cancer declared that more than 126,000 people in the world each year have brain tumour and more than 97,000 people die [2]. In addition to having a very high mortality rate, brain cancer is also a very dangerous disease in terms of the difficulty to make an initial diagnosis [3]. In the early stages, the brain tumour is very difficult to be discovered because the tumour boundary is still unclear, the contrast is too low and sometimes resembles as a normal tissue [4].

Brain cancer is a malignant brain tumour that can spread rapidly to the other parts of the brain and spine [5]. However, not all brain tumours are malignant and can be categorized as cancer [6]. There are also benign brain tumours. Benign brain tumours are a group of brain cells that grow slowly and do not spread to the other parts [7]. The brain tumours itself is an abnormal and uncontrolled
growth of brain cells. In the brain, tumour can develop from cells that make up brain tissue, from nerves that come in and out of the brain, and from the protective membranes of the brain and spinal cord. Brain cancer is an event where abnormal tissue growth occurs in the brain [5]. Abnormal tissue growth in the brain can be indicated by symptoms that appear, including vomiting, seizures, decreased nerve function, and emotional. In order to treat brain cancer effectively, there is a need for the right strategy to deal with it. One of strategy that can be done is to help the process of early diagnosis of brain tumours [8, 9].

It can be inferred that early diagnosis is very necessary in terms of handling brain tumour to prevent further damage and even death for the patient. Along with the rapid development of technology, one technique that is quite widely applied to help diagnose diseases is the digital image processing techniques. Digital image processing is utilized to analyse the medical images which are produced by CT scans or magnetic imaging resonance (MRI). However, those medical images are very high-resolution image so that it requires a lot of time to be examined by experts. To overcome this time-consuming problem, a feature selection method was presented in the digital image processing technique. Feature selection is a pre-processing step to reduce the complexity of the image during diagnostic models [9]. The main goal of the feature extraction is to discover the features which is the best representation and contain fewer parameter for medical images [10, 11]. By finding the right features, the process of diagnosing brain tumours can be performed faster because non-essential features in medical images of the brain have been successfully eliminated.

This research is intended to propose an intelligence system which can assist the early diagnosis of brain tumour detection by providing training data for further classification system. These training data are obtained from the feature extraction process of medical image by using GLCM algorithm. Gray level co-occurrences matrix (GLCM) is one most popular texture-based feature extraction algorithm which can assign the textural relationship between the pixels images. The main principle of the GLCM is to perform operations according to second-order statistics in the image [12, 13, 14]. The research framework for this study consists of two main stages namely features extraction of the brain image and the validation of these extracted features. A set of feature matrix which can represent the medical image with fewer parameters is the final output from this features extraction stage. After that, these feature matrixes are then validated by using T-Test algorithm and P-Value standard.

2. Related Work

The main challenge of feature extraction is to determine the appropriate features in order to reduce the complexity of medical images without reducing the quality of the information in medical images. Up to this time, there have been several studies that have been attempted to be carried out regarding features extraction of brain images. The summary of the related work for feature extraction of brain tumour is explained in Table 1.

From Table 1, it can be inferred that the research to find the best way in extracting brain image feature is still ongoing today. Furthermore, until now, there has not been one study that conducted research to apply data validation of the generated features. Therefore, this research proposed a new approach for extracting the brain images feature. This effort is hoped will increase the quality the feature extraction process as well as to assist the early diagnosis of brain tumour detection.

Table 1. Work Related to Feature Extraction of Brain Tumour Image

| Author Name and Year | Feature Extraction Algorithm | Feature Reduction and Optimization | Feature Validation |
|----------------------|-------------------------------|----------------------------------|--------------------|
| Sharma et al. (2014) [15] | GLCM                          | No                               | No                 |
| Sudha et al. (2014) [16] | GLCM and GLRM                 | No                               | No                 |
| Demirhan et al (2014) [17] | SWT                           | No                               | No                 |
| Gaikwad, S. B., & Joshi, M (2015) [18] | PCA                           | No                               | No                 |
| Vidyarthi, A., & Mittal, N (2015) | Gabor wavelet and DWT         | No                               | No                 |
3. Methodology

3.1. Research Framework
The research framework for this study is divided into two main stages namely features extraction of the brain image and validation of the extracted features. The flowchart for this research is illustrated in Figure 1.

![Figure 1. Research Framework.](image)

3.2. Data Collection
As in general, data collection is the first section for this research. In this research, data collection is performed by collecting the brain images from Radiopedia, a wiki-based international collaborative radiology educational web resource. To conduct an experiment, this study uses two types of images, namely normal and abnormal brain images. The total dataset of this study is 20 brain images for each type of image. In addition, these used brain images is captured in 904 x 1024 pixels. Furthermore, each of images is then captured in ten times for different positions.

3.3. Feature Extraction
The next process after data collection is feature extraction as presented in Figure 2. Feature extraction is the process of taking the characteristics contained in an object of the image. However prior to the feature extraction section, the sampling image of the brain is converted into grayscale image to adjust the brightness of the image. Grey Level Co-Concurrent Matrix (GLCM) algorithm is employed to carry out this feature extraction. Feature extraction with texture analysis is aimed to obtain the
characteristics of a grayscale image in order to distinguish one image from another image. In this study, the image is extracted based on four characteristics namely entropy parameters, contrast, energy, correlation. Each characteristic is an important feature because it contains valuable information in an image. These characteristics can be considered as the surface structure of an image.

![Feature Extraction Flowchart](image)

**Figure 2.** Flowchart of Feature Extraction.

3.4. Feature Extraction

The last section in this study is validating the extracted features as presented in Figure 3. This section is intended to validate the feature whether the feature can be used for the further classification process of brain image abnormality. This study utilizes the T-test algorithm to achieve this purpose [27,28,29,30]. Apart from that, the P-Value standard is used to carry out this feature validation process [31,32].
4. Results & Analysis

4.1. Result of Feature Extraction

As explained before, there are two types of images which are used in this study i.e. normal and abnormal brain images. Both Normal and abnormal images have differences texture that can be seen by naked eye. This difference becomes a reference to determine the type of normal and abnormal images. The difference in terms of texture can be seen in the Figures 4 and 5.

Prior to extract the feature, the brain images which are used as the dataset have to be converted into Graycomatrix form. This conversion process is intended so that the image has a better contrast value. Comparison of brain images in Grayscale form with brain images that have been changed to Graycomatrix. The value will make it easier for us to distinguish between normal brain cells and abnormal brain cells. Once the conversion process of the image into Graycomatrix is completed, the next step is to extract feature of the converted Graycomatrix images. As explained before, the feature of image is extracted based on four entropy characteristics namely contrast, energy, correlation and homogeneity.

Feature extraction can be varied according to the displacement and orientation value [33,34,35,36,37]. There are two displacement values that can be used namely \( d = 1 \) and \( d = 2 \) and four orientation values \( \theta = 0^\circ, 45^\circ, 90^\circ, \) and \( 135^\circ \) to form the GLCM matrix. The results of the feature extraction and its variations can be seen in Table 2.
Table 2. Extracted Feature

| Angle Used | Name of Feature             |
|------------|-----------------------------|
| 4 Angles   | Contrast1, Corelation1, Energy1, Homogeneity1 |
| 8 Angles   | Contrast1, Contrast2, Corelation1, Corelation2, Energy1, Energy2, Homogeneity1, Homogeneity2 |

From Table 2, it can be seen that there are several features produced from the feature extraction process according to the used of displacement values. When only $d=1$ displacement value is used, it will produce four features namely contrast1, corellation1, energy1, homogeneity1. However, if both of the two of displacement value ($\theta d=1$ and $d=2$) are used, the GLCM algorithm will produced eight feature. The displacement value $d=1$ produces four features namely contrast1, correlation1, energy1 and homogeneity1. Four other features namely contrast2, correlation2, energy2 and homogeneity2 are obtained from the use of the displacement value $d=2$. Once the value of each feature characteristic is obtained, the feature extraction process is completely done. The next section is the validation of these extracted values.

4.2. Result of Feature Validation

The validation of the extracted features is the last section in this study which is intended to validate the feature whether the feature can be used for the classification process of brain image abnormality. The validation process is performed by using T-test algorithm (i.e. mean, standard deviation, and P values). The result of this validation process is described in the following Tables 3 and 4. From Tables 3 and 4, it is discovered that all features extracted using GLCM Algorithm have P-value lower than 0.05 where the value of 0.05 is the threshold of the features feasibility. Thus it can be concluded that all of the extracted features are proper for the brain cell classification.

Table 3. Feature Validation for 4 Angles

| Feature | Image Type | Mean | St.Dev | P-Value |
|---------|------------|------|--------|---------|
| Contrast1 | Abnormal | 0,07 | 0,02 | 0,000 |
| Normal | 0,11 | 0,02 |
| Abnormal | 0,99 | 0,00 |
| Correlation1 | Normal | 0,99 | 0,00 | 0,000 |
| Abnormal | 0,34 | 0,03 |
| Energy1 | Normal | 0,26 | 0,04 | 0,000 |
| Homogeneity1 | Abnormal | 0,96 | 0,00 | 0,000 |

Table 4. Feature Validation for 8 Angles

| Feature | Image Type | Mean | St.Dev | P-Value |
|---------|------------|------|--------|---------|
| Contrast1 | Abnormal | 0,65 | 0,02 | 0,000 |
| Normal | 0,10 | 0,02 |
| Abnormal | 0,10 | 0,03 |
| Normal | 0,17 | 0,04 |
| Contrast2 | Abnormal | 0,99 | 0,00 | 0,000 |
| Normal | 0,99 | 0,00 |
| Correlation1 | Abnormal | 0,99 | 0,00 | 0,000 |
| Normal | 0,99 | 0,00 |
| Correlation2 | Abnormal | 0,34 | 0,03 | 0,000 |
| Normal | 0,26 | 0,04 | 0,000 |
Energy2 | Abnormal | 0.34 | 0.04 | 0.000
| Normal  | 0.26 | 0.06 | 0.000

Homogeneity1 | Abnormal | 0.98 | 0.00 | 0.007
| Normal  | 0.97 | 0.00 | 0.007

Homogeneity2 | Abnormal | 0.97 | 0.05 | 0.004
| Normal  | 0.96 | 0.01 | 0.004

5. Conclusion
Based on the results of the research that has been conducted, it proved that the Gray level co-occurrences matrix (GLCM) method can be used to extract features to distinguish normal and abnormal brain images. The features extracted in this study are based of four characteristics i.e. contrast, correlation, energy and homogeneity. All features extracted using GLCM Algorithm have P-value lower than 0.0 where the value of 0.05. It can be inferred that this research framework which is employed the Gray level co-occurrences matrix (GLCM) and T-test algorithm can be used to assist the process of early diagnosis.
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