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Type 2 diabetes mellitus (T2D) prevalence in the United States varies substantially across spatial and temporal scales, attributable to variations of socioeconomic and lifestyle risk factors. Understanding these variations in risk factors contributions to T2D would be of great benefit to intervention and treatment approaches to reduce or prevent T2D. Geographically-weighted random forest (GW-RF), a tree-based non-parametric machine learning model, may help explore and visualize the relationships between T2D and risk factors at the county-level. GW-RF outputs are compared to global (RF and OLS) and local (GW-OLS) models between the years of 2013–2017 using low education, poverty, obesity, physical inactivity, access to exercise, and food environment as inputs. Our results indicate that a non-parametric GW-RF model shows a high potential for explaining spatial heterogeneity of, and predicting, T2D prevalence over traditional local and global models when inputting six major risk factors. Some of these predictions, however, are marginal. These findings of spatial heterogeneity using GW-RF demonstrate the need to consider local factors in prevention approaches. Spatial analysis of T2D and associated risk factor prevalence offers useful information for targeting the geographic area for prevention and disease interventions.

Type 2 diabetes mellitus (T2D), a common and potentially preventable disease, has become a public health concern and imposes significant health and economic burdens in the United States1. An estimated 34.1 million adult Americans had T2D in 2018, approximately 13% of the population2. T2D is a leading cause of death in the United States with a crude death rate of 24.7 per 100,000 persons3. National T2D prevalence is predicted to rise to approximately 14% and 18% in 2030 and 2060, respectively4. T2D prevalence varies substantially between and within states in the US, ranging from 2.2% (1.3–3.2%) to 28.7% (15.8–44.2%) in 20175. State- and county-level variations in T2D prevalence reveal many shortcomings in individual-level considerations of diabetes risk factors and intervention strategies. The spatial modeling of the association between T2D prevalence and its risk factors and establishing how this association varies over space is important for identifying geographical areas that would benefit from specific efforts and resources to reduce the T2D burden.

A number of spatial modeling studies have demonstrated associations between county-level T2D prevalence and several socioeconomic and lifestyle factors such as poverty1,6,7, obesity8–10, physical inactivity1,9, and food environment11–13. Spatial analysis of T2D prevalence and many of these risk factors offers useful information in health care promotion programs and public policy decisions14,15. Geographically weighted ordinary least squares regression (GW-OLS), an extension of linear regression16,17, has been widely used to explore geographic variations in risk factors and diabetes prevalence16,18–20. However, GW-OLS is not appropriate to estimate the relationships between predictors and target variables when their relationship is non-linear, and local multicollinearity among the predictors exists21, as is the case with T2D. The relationship between risk factors and T2D prevalence is complicated and not always linear22. It is necessary to deal with the nonlinear situation in a local regression model to explore the spatial variation of T2D prevalence in relation to risk factors.
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The geographically weighted random forest (GW-RF), a tree-based non-parametric ensemble model, has been recently developed to address the limitations of the GW-OLS model and improve predictive performance over a non-geographically weighted random forest (RF) model. The main idea of GW-RF is similar to that of the GW-OLS model, in which the model is calibrated locally rather than globally. The GW-RF does not need to consider multicollinearity and can analyze all independent variables without screening and may provide superior predictive power and evaluation of associations between independent and dependent spatial variables compared to the GW-OLS. However, applying a non-parametric GW-RF model to explain spatial heterogeneity between disease outcome and risk factors is still lacking, and further research comparing GW-OLS and GW-RF is therefore warranted.

To our knowledge, no studies have assessed the advantages of GW-RF to explore non-stationarity in the relationships between county-level T2D prevalence and risk factors. This study applied the GW-RF model to explore and visualize non-stationarity in the relationship between T2D and selected risk factors. Our objectives were (i) to explore the local associations between T2D prevalence and risk factors for targeting the geographic area for prevention and interventions and (ii) to evaluate the predictive performance of GW-RF compared to traditional local and global models.

Materials and methods

Data. County-level age-adjusted adult (≥18 years) T2D, obesity, and physical inactivity prevalence from years 2013 to 2017 were obtained from United States Diabetes Surveillance System (USDSS). Data from the CDC’s Behavioral Risk Factor Surveillance System (BRFSS) and the US Census Bureau’s Population Estimates Program were used to estimate the county-level prevalence of diabetes, obesity, and physical inactivity. The BRFSS is a national, monthly administered telephone survey that collects data at the state-level on disease risk factors and preventative health behaviors. The BRFSS utilizes separate sampling procedures for landline telephone respondents and for cellular telephone respondents. Disproportionate stratified sampling is used for the landline sample for all years of data in this analysis. Telephone numbers are drawn from two strata of telephone number density: (1) high density or (2) medium density. The landline sampling ratio of high to low-density residential numbers in the BRFSS is 1:1.5. Disproportionate stratified sampling is more efficient than simple random sampling. The cellular telephone sample is selected randomly from a sampling frame of confirmed area codes and prefix combinations. Cellular respondents are randomly selected with an equal probability of being selected into the sample. Landline telephone numbers are sampled by the BRFSS based on sub-state geographic regions to account for small-area differences within states. The BRFSS two-step weighting process of design weighting followed by iterative proportional fitting is undertaken to remove bias. Summary data quality reports released with the BRFSS data each year show median response rates between 40.5 and 48.7% between 2014 and 2016 for landline and cellular telephone responses. A positive answer to the question determined diabetes prevalence in this survey. “Has a doctor ever told you that you have diabetes?” Women who reported diabetes during pregnancy were omitted. Age-adjusted percentages of diagnosed diabetes among adults 18 years or older are presented at the county level. Bayesian multilevel modeling was used to estimate diabetes, obesity, and physical inactivity prevalence at the county-level. There is an expectation of 5% disagreement in the model due to sampling variability. Estimates of county-level prevalence were age-adjusted using the 2000 United States standard population using the following age groups: 20–44, 45–64, and 65 and older. Since T2D accounts for 90–95% of all types of diabetes, we have used T2D to represent USDSS county-level diabetes prevalence.

In the BRFSS survey, respondents were also asked, “During the past month, other than your regular job, did you participate in any physical activities or exercises such as running, calisthenics, golf, gardening, or walking for exercise?” If the response was “no,” respondents were considered physically inactive. Obesity was determined by a body mass index of 30 kg/m² or higher, which was calculated using the self-reported height and weight of the participants. The prevalence of both obesity and physical inactivity was defined as the age-adjusted percentage of adults 20 years or older that were considered obese or physically inactive in a given county.

County-level, age-adjusted poverty data (% population below poverty level) were obtained from the US Census Bureau’s Small Area Income and Poverty Estimates (SAIPE) program, which provides annual estimates of income and poverty for all school districts, counties, and states. A regression model was used to predict the number of people in poverty using single-year county-level observations from the American Community Survey (ACS) as the dependent variable, and administrative records and census data as the predictors.

The percentage of the county population who have some post-secondary education was obtained from County Health Rankings. The County Health Rankings use 5-year averages of the ACS data to get measures of social and economic factors. ACS is an ongoing survey program of the Census Bureau that provides vital information about population and housing information about the country. These percentages were subtracted from 100 to calculate the percentage of individuals in a given county with no higher education—our measure of poor education.

Food environment index data were retrieved by County Health Rankings from the United States Department of Agriculture (USDA) Food Environment Atlas and the Map the Meal Gap from Feeding America for the years 2013–2017. The Food Environment Index ranges from 0 (worst) to 10 (best) and equally weights two indicators of the food environment: limited access to healthy foods and food insecurity. These two indicators provide county-level healthy food access and availability measures based on store/restaurant proximity, food prices, food and nutrition assistance programs, and community characteristics.

Access to exercise opportunities is a measure of the percentage of individuals in a county living within reasonable proximity to a location conducive for physical activity. Individuals are considered to have access to exercise opportunities if they: reside in a census block that is within a half-mile of a park, reside in an urban census block that is within one mile of a recreational facility, or reside in a rural census block that is within three miles of a recreational facility. Five years (2012–2016) of data of the percentage of the population with access...
to exercise were obtained from County Health Rankings. County Health Rankings use the North American Information Classification System (NAICS) which was then combined with Business Analyst data in ArcGIS, Delorme map data, ESRI, and US Census Tigerline files.

Exploratory data analysis. Hot spot analysis (Getis-Ord G*). We calculated the Getis-Ord G* statistic to identify hot spots (high values) and cold spots (low values) for diabetes in ArcGIS Spatial Statistics Tools. The estimated z-scores and p-values calculated in each county indicate areas with either high or low-value clusters. Larger z-scores (statistically significant positive z-scores) show more intense clustering of high values, and smaller z-scores (statistically significant negative z-scores) indicate more intense clustering of low values.

Bivariate Local Moran I. To explore the degree of linear association (positive or negative) between T2D prevalence and risk factors at a given location and the average of another variable at neighboring areas (spatial lag), we estimated bivariate Local Moran I (LMI) statistics, which provide a classification of four types of spatial autocorrelation. LMI does not control the correlation between variables at each location, but instead identifies counties with significant clusters (at α = 0.05) for T2D prevalence and any risk factors at the same time.

Geographically weighted correlation. To investigate local relationships between T2D prevalence and risk factors, we calculated geographically weighted (GW) Pearson's correlation coefficients using the methods described by Brunsdon. The GW correlation coefficients provide a preliminary assessment of non-stationarity relationship between the dependent and an independent variable of a GW regression. We used “bi-square kernels” with adaptive distance to select the optimum neighbor size. The “GWModel” package in R Statistical Computing environment was used for this analysis.

Geographically weighted model. Geographically weighted OLS regression (GW-OLS). The GW-OLS involves spatial regression techniques increasingly used when data are not described well by a global model. GW-OLS explores spatial heterogeneity in the relationships between variables where non-stationarity exists such that locally weighted regression coefficients move away from their global values. GW-OLS fits a regression equation for every location in the dataset, incorporating the dependent and explanatory variables falling within the user-selected bandwidth of each target location. The bandwidth's shape and size usually depend on the kernel type, bandwidth method, distance, and the number of neighbors parameters. Like GW correlation analysis, we used “bi-square kernels” with adaptive distance to select the optimum neighbor size. We found the lowest AICc values at 248 nearest neighbors county (Figure S3). For evidence of local coefficient estimates significantly different from zero, we calculated p-values (adjusted) from pseudo-t-values using the method described by Fotheringham-Byrne. To investigate local collinearity in a GW regression model, we also calculated local variance inflation factors (VIFs) for each independent variable. Local collinearity problems in the GW regression model are usually considered if VIFs greater than ten would be found at any locations for any independent variables. The “GWModel” package in R Statistical Computing Environment was used for this purpose.

Geographically weighted random forest (GW-RF). The linear model is susceptible to outliers, and strong assumptions are required regarding the relationships between predictors and target variables (linearity) and the relationships among the predictors (collinearity). The nonlinear non-parametric models such as random forest (RF) do not need to consider multicollinearity and can analyze all independent variables without screening. The geographically-weighted random forest (GW-RF) model may address the limitations of the traditional GW-OLS model, in which the model is calibrated locally rather than globally by integrating spatial weight matrix (SWM) and RF into a local regression analysis framework. The local feature importance represents the mean increase in Mean Squared Error (incMSE) if a predictor would be randomly permuted or the decrease in node impurities (IncNodePurity) from splitting on the variable, averaged over all trees. Both measures are derived from the Out of Bag (OOB) error. More details on these model approaches can be found in the supplemental materials.

Before fitting the GW-RF model, we used a Random Grid Search (RGS) to find the optimal parameters for the global RF model. We employed the K-fold cross-validation method to determine the optimal hyper-parameters from a set of all possible hyper-parameter value combinations (Supplementary Information Table S2). During the parameter tuning process for the early stopping parameters, we used 0.001 and 2 for “stopping tolerance” and “stopping rounds”, respectively. The best parameters (“ntree”, number of tree and “mtry”, number of variables randomly sampled) for global RF model were used to train the local GW-RF model. We trained the GW-RF with 284 nearest neighbors with bootstrapped 2950 “ntrees” and 4 “mtry” in each tree. Both the global and local RF models were trained with mean data from 2013 to 2017, 2013–2015, and of 2016 and 2017 to explore variation in feature importance due the data distribution. We used the two most commonly used global interpretability approaches, such as the Permutation Feature Importance (PFI) approach and partial dependency profile, to interpret the predictors’ role in the global RF model. We also ranked the variables based on the mean decrease Gini impurity index or “IncNodePurity” that is used for the calculating the splits in trees. We used “SpatialML” package in the R Statistical Computing Environment for GW-RF analysis. For feature importance and generated partial dependence profiles (PDP) global RF model, we used the “DALEX” package in R Statistical Computing Environment.
Predictive performance of GW models. Like other regression models, GW-RF can also be used as a predictive model rather than a tool to explore spatial heterogeneity in the relationship between disease outcomes and risk factors. We first evaluated the predictive performance of GW-RF using K-fold cross-validation. Cross-validation statistics usually give a better indication of how a model will perform on unseen data. In K-fold cross-validation, the data set was randomly divided into a test and training set $k$ different times, and model evolution was repeated $k$ times. Each time, one of the $k$ subsets was used as the test set, and the other $k-1$ subsets are put together to form a training set. Then the average error across all $k$ trials was computed. Diagnostic measures of K-fold cross-validation were root-mean-square error (RMSE) and goodness of fit ($R^2$). We also evaluated GW-OLS and GW-RF performance to predict county-level T2D prevalence using a sub-set of data. The data set ($n = 3108$) was randomly split into 2484 training data used for training again the GW models and 624 test data (Figure S2), which were used to evaluate the models. The summary statistics and distribution of T2D prevalence and risk factors of training and test data sets are reasonably close to the entire data set (supplementary data, Table S1 and Figure S2). Global Ordinary least squares (OLS) and RF regression models were used as benchmark methods.

Results

Exploratory data analysis. Figure 1a shows the spatial distribution of county-level, age-adjusted T2D prevalence in the years 2013 and 2017, and 5 year mean (2013–2017) (Fig. 1a). County-level prevalence of T2D remains relatively stable through these years, with notable increases in the year 2017 concentrated in the southeast US. Averages of T2D prevalence at the county-level over the years 2013–2017 show higher prevalence (> 10%) in many counties of the southeast US while many western counties tend to have T2D prevalence below 10%. Changes in T2D prevalence between 2013 and 2017 were mostly positive in many counties scattered throughout the US, experiencing more than a 50% increase in prevalence over the 5 years, while few counties show declines T2D (Fig. 1b). Getis-Ord Gi* Hot Spot analysis shows high clustering of T2D in the southeast US while there are cold (low) clusters of T2D in the West and regions of the Northeast (Fig. 1c).

The mean values of six risk factors of T2D risk from 2013 to 2017 are shown in Fig. 2. Prevalence of obesity, physical inactivity, and lack of higher education generally share similar geographical locations; the highest being in the southeast US counties (Fig. 2a,b,f). In contrast, counties in the West, Midwest, and Northeast tend to have lower mean obesity and physical inactivity, and better educational attainment. Percent of people who have access to exercise (Fig. 2c) is generally high across the US counties in the West and Northeast regions (75–100%). Poverty also seems to be ubiquitous across US counties, though there are apparent clusters of high poverty in the
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**Figure 1.** County-level prevalence maps of (a) T2D for the years 2013–2017 and 5-year average (2013–2017); (b) percent change from years 2013–2017; and (c) the geographical clusters of counties from Getis-Ord Gi* statistics of T2D. Maps in (a) and (b) were created in the R (4.0.0) Statistical Computing Environment⁸⁹. Getis-Ord Gi* Hot Spot map was created in ArcGIS Desktop version 10.6.1³⁵.
South and West (Fig. 2e). Food environment index across the US indicates that populations in the Midwest and Northeast have the better access to food outlets and healthy foods compared to the West and Southeast (Fig. 2d).

The bivariate global Moran’s I result in Figure S4 show a positive association between T2D and physical activity, obesity, poverty, poor education, and a negative association between access to exercise and the food environment index. LMI clusters of T2D and these 6 risk factors are presented in maps in Fig. 3. The red color (High-High) correspond to significant clusters of high T2D prevalence with a high prevalence of obesity (Fig. 3a), physical inactivity (Fig. 3b), poverty (Fig. 3e), and education (Fig. 3f). These counties are mostly concentrated...
in the South. The light red color (High-Low) in maps represents significant clusters of high DM-2 prevalence with limited access to exercise (Fig. 3c) and low food environment index (Fig. 3d).

Local correlation analysis was used to explore the relationship between T2D and the six major risk factors at any county with a specific bandwidth (Fig. 4). The global correlations between T2D prevalence and six risk factors are moderate to strong (Fig. 4a). The correlations were positive for T2D and obesity, physical inactivity, and poverty, and education level and negative for T2D and access to exercise and food environment index. These relationships, however, showed non-stationarity and varied spatially (Fig. 4b–g). For instance, the local correlation between obesity and T2D is strong in counties in the West, but weak in the Midwest (Fig. 4b).

Similarly, physical inactivity has positive and strong correlations with T2D in the West, Northeast, and South (Fig. 4c). Local correlations between T2D and access to exercise and food environment index are generally similar and moderate; both predictors are negatively associated with T2D in the West, South, and Midwest (Fig. 4d,e). Poverty and low educational attainment generally have weak and positive correlations with T2D in most counties (Fig. 4f,g).

**Geographically weighted ordinary least squares (GW-OLS).** All risk factors were positively associated with T2D prevalence ($p < 0.001$) in the global OLS model, except for the food environment index (Table 1). Although the global OLS model explained 67% variability of T2D prevalence, it provided a baseline for subsequent global and local models. Local OLS (GW-OLS) showed significant improvement over the global OLS model, reflected by higher adjusted $R^2$ values and lower AIC values (Table 1). The local $R^2$ values are relatively high in most counties in the West and some counties in the Midwest, South and Northeast (Figure S11a).

| OLS | GW-OLS |
|-----|--------|
| **Intercept** | 10.02 | $< 2e^{-16}$*** |
| **Obesity** | 0.82 | $< 2e^{-16}$*** |
| **Physical inactivity** | 0.85 | $< 2e^{-16}$*** |
| **Access to exercise** | 0.20 | $3.63e-11$*** |
| **Food environment index** | −0.02 | 0.062NS |
| **Poverty** | 0.18 | $1.66e-06$*** |
| **Education** | 0.65 | $2e^{-16}$*** |
| $R^2$ | 0.665 | 0.665 |
| Adjusted-$R^2$ | 0.665 | 0.791 |
| AIC | 11,035.6 | 9978.4 |

*Table 1. Summary results of ordinary least square (OLS) and geographically weighted ordinary least squares regression (GW-OLS) models. OLS: ordinary least squares, GW-OLS: geographically weighted OLS regression, AIC: Akaike’s information criterion. ***$p < 0.001$, NS: not significant.*
The local GW-OLS VIFs for each independent variable suggests that there is negligible collinearity as no value exceeds 10 for any of the risk factors (Supplementary Figure S5). Local VIF values for obesity and physical inactivity appear slightly higher in the lower Western region than the rest of the country, being the only region with values over 5 for these risk factors. Local coefficients for obesity ranged from 0.12 to 1.65 with a median value of 0.87 (Table 1), and the coefficients are significant and positive in 80% of counties in the conterminous USA (Figure S6a). However, the high values were generally in many counties in the West and South (Fig. 5a,g). Compared to obesity, the coefficients for physical inactivity were narrower, ranged from 0.28 to 1.22, and statistically significant in some counties in the Northeast, Midwest, and South (Fig. 5b,h), which represents 39% of counties in the conterminous USA (Figure S6b). Positive and significant coefficients for poverty were found in the Midwest and West (Fig. 5e,k). A small number of counties showed statistically significant negative coefficients for access to exercise (Fig. 5c,i) and food environment index (Fig. 5d,j). A small number of the counties showed a significant positive coefficient for education (Fig. 5f,l).

**Geographically weighted random forest regression (GW-RF).** The GW-RF model showed lower MSE values than that of global RF (Table 2). The local pseudo-$R^2$ ranged from 0.18 to 0.78, with a mean value of 0.50. The local GW-RF models are more robust (pseudo-$R^2 > 0.6$) in 28% of counties in parts of the West and...
Northeast regions (Figure S11b). At the same time, they become less accurate (pseudo-R² < 0.5) in 48% of counties in the central Midwest and South. The result suggests that additional variables should be included to improve the GW-RF model performance in these regions of the US.

The Permutation-based Feature Importance (PFI) (Fig. 6a and Table 1) and mean decrease Gini score or IncNodePurity (Figure S7a) ranked physical inactivity as the number one most important variable, followed by obesity, poverty, and education. This ranking is consistent for the mean data from 2013 to 2015 (Figure S8a), and data for 2016 (Figure S9a) and 2017 (Figure S10a). When the effect of other predictors was controlled for, the impact of physical inactivity (Fig. 6b), obesity (Fig. 6c), poverty (Fig. 6d), and education (Fig. 6e) on T2D prevalence generally increased throughout their ranges.

The high incMSE values (> 100) for obesity were observed in a large number of counties in the West, South, and Northeast regions (Fig. 6f), which implies increased importance of obesity for T2D prevalence in these counties. Obesity ranked number one and the second most important variable in 60% and 25% of counties, respectively (Table 3). Physical inactivity was the 1st most influential risk factor in 30% of counties. These counties are distributed in Midwest counties and, to some extent, in the Northeast (Fig. 6g). Poverty demonstrated

| Risk factors | Proportion of counties |
|--------------|------------------------|
|              | 1st | 2nd | 3rd |
| Obesity      | 60.6 | 24.5 | 6.0 |
| Physical inactivity | 29.9 | 38.4 | 19.4 |
| Access to exercise | 0.0 | 1.6 | 4.6 |
| Food environment index | 0.0 | 1.1 | 16.0 |
| Poverty       | 8.6  | 28.0 | 32.4 |
| Education     | 0.7  | 4.3  | 19.3 |

Table 3. The proportion of counties with local risk factors (the risk factor with the 1st, 2nd, and 3rd highest value of local variable importance) on the county-level T2D prevalence.
sparse local feature importance in the West and Midwest (Fig. 6k) and ranked first and second in 6.7% and 28% of counties, respectively.

Only in < 1 county was education the most important risk factor for T2D. However, in only a few counties, access to exercise and food environment index ranked second and third (Table 3) in their importance as risk factors for county-level T2D prevalence. Generally, however, features with little importance to county-level T2D prevalence include access to exercise (Fig. 6h), food environment index (Fig. 6i), and education (Fig. 6l). Poverty demonstrated sparse local feature importance in the West and Midwest (Fig. 6k). Spatial variation of the local Gini index or IncNodePurity of the risk factors (Figure S7b–g) are similar to that of incMSE (Fig. 6f–k). There is slight variation in the spatial pattern in incMSE between 5 year (2013–2017) mean data (Fig. 6f–k), 3 year (2013–2015) mean data (Figure S8b–g), and for 2016 (Figure S8b–g) and 2017 (Figure S9b–g).

**Predictive performance of GW models.** The performance of GW-RF and GW-OLS was evaluated using tenfold cross-validation. We found that the GW-RF model performed better than GW-OLS. The RMSE in GW-RF in cross-validation tests was 0.96% and explained 96% of the variability of T2D prevalence (Figure S11d). The scatter plots show that T2D prevalence predicted by GW-RF (Figure S11d) are closer to the 1:1 line than GW-OLS model (Figure S11c). However, residuals show the difference between the local trends and are less smooth, and a large number of counties showed positive residuals (Figure S11d).

We further evaluated the performance of GWR with a subset test data set. The data set (n = 3108) was randomly split into 2484 training data used to train the GW models and 624 test data (Figure S2), which were used for evaluating the model performance. Figure 7 shows 1:1 plot that compares the observed to the predicted T2D prevalence using (a) OLS, (b) RF, (c) GW-OLS, and (d) GW-RF models. The plots show consistent improvements in accounting for T2D variability (R²) and RMSE when moving from the OLS to RF global models and then improve even further when comparing the GW-RF to the GW-OLS. The GW-RF model accounts for slightly more variability in T2D (R² = 0.76) than the GW-OLS model (R² = 0.72) with a concomitant reduction in RMSE values (1.19 vs 1.29).

**Figure 7.** 1:1 plot of observed versus predicted T2D prevalence (%) in 624 test counties for the (a) OLS, (b) RF, (c) GW-OLS, and (d) GW-RF regression models. All models were trained with data from 2484 counties (see supplementary information and Figure S2).
Discussion

This study presents a non-parametric geographically weighted model, the GW-RF model, as both a predictive and exploratory tool to describe spatial heterogeneity of association between T2D prevalence and six risk factors across United States counties. The GW-RF model with obesity, physical inactivity, access to exercise, food environment index, poverty, and education level inputs explained higher variability of the T2D prevalence than the traditional global (OLS and RF) and local (GW-OLS) models. GW-OLS has been widely used to explore the association between T2D and demographic, social, and environmental risk factors6,18–20. However, in most cases, GW-OLS does not consider the relationships among the predictors (collinearity), which is spatially heterogeneous in its correlation structure37. Spatial collinearity leads to parameter redundancies, which invalidate any attempt to interpret a single GW coefficient independent of the remaining local estimates at the same location21 and may affect the prediction performance of a GW regression model37. The GW-OLS, moreover, overlooks possible dependencies among the local regression coefficients associated with diverse exogenous variables31.

On the other hand, there is little or no agreement of collinearity in interpreting the feature importance in RF46,47. Collinearity influences feature importance in large-scale learning problems with dimensional data48. A review of various methods with highly correlated simulated data showed that RF was among the best performing models (lowest RMSE) in its ability to predict a training data set49 and can handle collinearity better than other models, though we do caution that this method may not be the most optimal in dealing with multicolinearity50. When some of the variables are not relevant for predicting the outcome of interest, a small perturbation of the training sample may completely change the ranking of the variables51. A model with a small number of predictors is more interpretable and improved model accuracy, as we observed in this study. However, it has been shown that feature selection based on built-in method that calculates feature importance based on incMSE is less suitable for data with multicolinearity52. Permutation based feature importance in correlated data may decrease the importance of the correlated features by splitting the importance between features.

Also, sensitivity to outliers is one of the critical drawbacks of the linear model, and a strong assumption is required. Similar to global RF, GW-RF has no linearity assumption since the tree-based model does not use metric distances between data points but applies splits along a tree53. Moreover, the GW-RF model showed higher predictive power when compared to GW-OLS and global RF models. The application of GW-RF would produce the enhanced generalizability of the data created by the RF model in addition to the consideration of spatial heterogeneity that occurs by accounting for the localities present in the spatial data.

Several spatial modeling approaches have demonstrated an association between county-level diabetes prevalence and obesity4–10. In this study, GW-RF ranked obesity as the most important risk factor in many counties (30–60%). These counties are mostly in the West and Northeast (low-low cluster) and South (high-high cluster) regions. In general, the 5 year mean of T2D prevalence in the South region of the United States is higher than that of the national average. This region of the US, where rates of diabetes tend to be historically high, has been termed the “diabetes belt,” referring to the continuity of counties that are and are adjacent to high diabetes prevalence areas4. The high T2D prevalence can be explained by a higher prevalence of obesity, poverty, and low populations of the Mississippi valley as well as those in the Appalachian regions5–7. Further, diverse populations living in impoverished and poorly integrated communities have similar diabetes prevalence31,56. Many counties that have high diabetes prevalence are outside of the diabetes belt. For example, some counties in North Dakota, South Dakota, Oklahoma, New Mexico, and Nebraska had a prevalence of diabetes > 15% but are not included in the belt. Many of these counties are characterized by extreme poverty, and some have large Native American populations with a relatively high prevalence of diabetes52.

The built environment or community characteristics are a strong determinant of an individual’s physical activity, diet, and risk of obesity6 and T2D5–6. We found the food environment index, which measures food access and availability8 was negatively related to T2D prevalence. However, the local relationship between T2D and food environment index was weaker than that of obesity, physical inactivity, and poverty. Only in few counties, it ranked as 2nd or 3rd most important variables. Food-insecure populations are likely to have limited access to healthy food9 and usually depend on more convenient, high calorie foods, which can contribute to obesity and increased risk of T2D62,63. Areas with low income and low physical access to food4 are correlated with a high prevalence of obesity as supermarkets traditionally provide healthier options than convenience stores or smaller grocery stores45. The components of the health and food environment were found to be associated with T2D prevalence61–13, 66. However, the results of these studies are mostly inconsistent and unexpected in terms of associations shared with T2D prevalence. For instance, fast food restaurants serving high calorie foods, typically to low socioeconomic status communities, were negatively correlated with T2D prevalence in counties of South Carolina11. Another study utilizing OLS found that in the diabetes belt, fast food restaurant density was a positive predictor of T2D prevalence. In contrast, in the remainder of the United States, the associate was negative5. Geodemography techniques applied to the diabetes belt identifying correlates of diabetes at finer, tapestry scales also challenge some findings that T2D prevalence is high in areas with high poverty compositions and urban living56. A longitudinal analysis recently showed that food insecurity was associated with higher HbA1c, but living in an area with low physical food access was not64. The inconsistencies in these findings may be due to the varying strength of relationships between these environmental and social variables and T2D, which are poorly captured by linear models.

Besides food environments, living in closer proximity to sidewalks, parks, and gyms are more likely to have access to exercise and physical activity66–70. Physical inactivity is not solely associated with community characteristics31. Physical inactivity has been associated with T2D prevalence, independent of obesity72 and related to high health care expenditures73. In general, individuals residing in counties with high rates of poverty tend to live in environments with limited access to safe sidewalks, parks, and gyms.

The T2D prevalence data used in this study are CDC county-level estimates which have been used in many studies8,11. However, these data have several limitations. The county-level prevalence data are model-based
estimates from the BRFSS telephone survey, which has some inherent limitations (e.g., recall bias, social desirability bias, inability to reach houses without landline telephones prior to 2011). Diabetes prevalence excludes persons with undiagnosed diabetes, which might affect the results if counties significantly varied in the proportion of undiagnosed diabetes. Underestimated body weight and overestimated height by self-report have historically underestimated county-level obesity prevalence.

Besides the limitation related to the data, GW models themselves have several limitations. In any GW model, local regression coefficients or local variable importance are derived in locations (e.g., counties) based on the most proximate area of interest. Unlike the global model, the GW model is calibrated locally rather than globally; at each location or county in our study, a GW model was fitted, considering only nearby county data. We used adaptive kernel bandwidth to select the optimum number of counties to train GW models accounting for the differences in the size of the county and, therefore, the distance of influence, which is theoretically unknown and perhaps inconsistent across a geographic area. Because of this inconsistency, the number of neighbors or bandwidth were estimated based on the characteristics of proximate counties as defined by the kernel type, which may lead to spillover effects of the dependent variable in neighboring counties or the residuals’ spatial autocorrelation. However, it is a typical problem in the spatial modeling of infectious disease.

There are also limitations to our findings. The local R² in GW-OLS and GW-RF model with six risk factors are more robust (pseudo-R² > 0.7) in many counties. At the same time, they become less accurate (pseudo-R² < 0.5) in the central Midwest and southern Texas. The result suggests that additional variables should be included to improve the performance of the GW model further in these regions.

Although the GW-RF model in this study used only six well-known risk factors for exploring spatial heterogeneity of T2D prevalence, the focus of this study is not understanding the causation of T2D prevalence across US counties. Instead, this study is intended as a demonstration of how the recently developed GW-RF model can be used as both a predictive and exploratory tool to explore spatial heterogeneity of T2D considering the non-linear relationship between risk factors and T2D prevalence. Thus, this method is applicable in many instances where there is an issue about selecting significantly correlated variables at various geographical locations.

Conclusions
This study is the first to our knowledge to apply the GW-RF regression model to explore spatial heterogeneity of county-level T2D prevalence in relation to multiple risk factors. We demonstrated improved goodness-of-fit and enhanced predictability by a GW-RF model against traditional local and global models. One of the important contributions of this study is the ranking of US counties according to six major risk factors associated with T2D prevalence. Although there is a clear consistency between GW-OLS and GW-RF model for predicting T2D prevalence, it is evident that GW-RF performed better than GW-OLS model. The GW-RF may be applicable in spatial models where multicollinearity at various geographical locations is a major concern.

The results of this study may also present opportunities for focused epidemiologic research at the county level to better understand the mechanisms driving T2D prevalence in various regions. The findings of this study may lead to more tailored and effective prevention strategies from a policy perspective, which is critical, given the projected prevalence increase of diabetes in the coming decades. Understanding the spatial heterogeneity of the associations between T2D and risk factors may enable more advanced research and policy development to address the underlying, spatially varying contributors to T2D across US counties.

Data availability
The data sets generated during this study are available from the corresponding author upon reasonable request.

Received: 24 August 2020; Accepted: 1 March 2021
Published online: 26 March 2021

References
1. Cunningham, S. A. et al. County-level contextual factors associated with diabetes incidence in the United States. Ann. Epidemiol. 28, 20-25.e22. https://doi.org/10.1016/j.annepidem.2017.11.002 (2018).
2. Centers for Disease Control and Prevention. National diabetes statistics report. 2020 (2020).
3. Centers for Disease Control and Prevention. National diabetes statistics report. 2017 (2017).
4. Lin, J. et al. Projection of the future diabetes burden in the United States through 2060. Popul. Health Metrics 16, 9 (2018).
5. Centers for Disease Control and Prevention. US Diabetes Surveillance System. https://gis.cdc.gov/grasp/diabetes/DiabetesAtlas.html (2020).
6. Myers, C. A. et al. Diabetes prevalence is associated with different community factors in the diabetes belt versus the rest of the United States. Obesity 25, 452–459. https://doi.org/10.1002/oby.21725 (2017).
7. Shrestha, S. et al. Spatial clusters of county-level diagnosed diabetes and associated risk factors in the United States. Open Diabetes Res. 5, 1 (2012).
8. Barker, L. E., Kirtland, K. A., Gregg, E. W., Geiss, L. S. & Thompson, T. J. Geographic distribution of diagnosed diabetes in the US: a diabetes belt. Am. J. Prev. Med. 40, 434–439 (2011).
9. Geiss, L. S. et al. Changes in diagnosed diabetes, obesity, and physical inactivity prevalence in US counties, 2004–2012. PLoS ONE 12, e0173428. https://doi.org/10.1371/journal.pone.0173428 (2017).
10. Hipp, J. A. & Chalise, N. Spatial analysis and correlates of county-level diabetes prevalence, 2009–2010. Prev. Chronic Dis. 12, E08. https://doi.org/10.5888/pcd12.14004 (2015).
11. AlfHasan, D. M. & Eberth, J. M. An ecological analysis of food outlet density and prevalence of type II diabetes in South Carolina counties. BMC Public Health 16, 10. https://doi.org/10.1186/s12889-015-2681-6 (2016).
12. Haynes-MAslow, L. & Leone, L. A. Examining the relationship between the food environment and adult diabetes prevalence by county economic and racial composition: An ecological study. BMC Public Health 17, 648. https://doi.org/10.1186/s12889-017-4658-0 (2017).
13. Salois, M. J. Obesity and diabetes, the built environment, and the ‘local’ food economy in the United States, 2007. Econ. Hum. Biol. 10, 35–42. https://doi.org/10.1016/j.ehbi.2011.04.001 (2012).
14. Baker, J., White, N. & Mengersen, K. Spatial modelling of type II diabetes outcomes: A systematic review of approaches used. R. Soc. Open Sci. 2, 140460–140460. https://doi.org/10.1098/rsos.140460 (2015).

15. Baker, J., White, N. & Mengersen, K. Missing in space: An evaluation of imputation methods for missing data in spatial analysis of risk factors for type II diabetes. Int. J. Health Geogr. 13, 47 (2014).

16. Brunsdon, C., Fotheringham, A. S. & Charlton, M. Geographically weighted summary statistics—A framework for localised exploratory data analysis. Comput. Environ. Urban Syst. 26, 501–524. https://doi.org/10.1016/S0198-9715(01)00099-6 (2002).

17. Fotheringham, A. S., Brunsdon, C. & Charlton, M. Geographically Weighted Regression: The Analysis of Spatially Varying Relationships (John Wiley & Sons, 2003).

18. Siordia, C., Saenz, J. & Tom, S. E. An introduction to macro-level spatial nonstationarity: A geographically weighted regression analysis of diabetes and poverty. Hum. Geogr. 6, 5–13. https://doi.org/10.5719/hgeo.2012.6.2.5 (2012).

19. Dwivedi, P., Huang, D., Yu, W. & Nguyen, Q. Predicting geographical variation in health-related quality of life. Prev. Med. 126, 105742. https://doi.org/10.1016/j.ypmed.2019.05.030 (2019).

20. Black, N. C. An ecological approach to understanding adult obesity prevalence in the United States: A county-level analysis using geographically weighted regression. Appl. Spatial Anal. Policy 7, 283–299. https://doi.org/10.1007/s12601-014-9108-0 (2014).

21. Wheeler, D. & Tiefelsdorf, M. Multicollinearity and correlation among local regression coefficients in geographically weighted regression. J. Geogr. Syst. 7, 161–187. https://doi.org/10.1007/s10109-005-0155-6 (2005).

22. Zaccardi, F. et al. Nonlinear association of BMI with all-cause and cardiovascular mortality in type 2 diabetes mellitus: A systematic review and meta-analysis of 414,587 participants in prospective studies. Diabetologia 60, 240–248. https://doi.org/10.1007/s00125-016-4162-6 (2017).

23. Georganos, S. et al. Geographical random forests: A spatial extension of the random forest algorithm to address spatial heterogeneity in remote sensing and population modelling. Geocarto Int. https://doi.org/10.1080/10106049.2019.1595177 (2019).

24. Luo, Y., Yan, J. & McClure, S. Distribution of the environmental and socioeconomic risk factors on COVID-19 death rate across continental USA: A spatial nonlinear analysis. Environ. Sci. Pollut. Res. https://doi.org/10.1136/esp.2019-10962-2 (2020).

25. United States Census. US Census Bureau, Population Estimates Program. Population and Housing Unit Estimates. https://www.census.gov/popest/ (2016).

26. Cadwell, B. L., Thompson, T. J., Boyle, J. P. & Barker, L. E. Bayesian small area estimates of diabetes prevalence by US county, 2005. J. Data Sci. 8, 173–188 (2010).

27. Barker, L. E. et al. Bayesian small area estimates of diabetes incidence by United States county, 2009. J. Data Sci. 11, 269 (2013).

28. Klein, R. J. Age adjustment using the 2000 projected US population. (Department of Health & Human Services, Centers for Disease Control and Prevention, National Center for Health Statistics, 2001).

29. Bell, W. R., Basel, W. W. & Maples, J. J. An overview of the US Census Bureau’s small area income and poverty estimates program. Anal. Poverty Data Small Area Estimation, 379–403 (2016).

30. The Robert Wood Johnson Foundation, University of Wisconsin Population Health Institute. County. Health Rankings. University of Wisconsin Population Health Institute; https://www.countyhealthrankings.org/explore-health-rankings/measures-data-sources/2020-measures (2020).

31. Feeding America. How We Got the Map Data. https://www.feedingamerica.org/research/map-the-meal-gap/how-we-got-the-map-data (2020).

32. Remington, P. L., Catlin, B. R. & Gennuso, K. P. The county health rankings: rationale and methods. Population health metrics 13, 1–12 (2015).

33. United States Department of Agriculture. Food Environment Atlas, https://www.ers.usda.gov/data-products/food-environment-atlas.aspx (2020).

34. University of Washington Population Health Institute, https://www.countyhealthrankings.org/explore-health-rankings/measures-data-sources/county-health-rankings-model/health-factors/health-behaviors/diet-exercise/access-to-exercise-opportunities (2020).

35. ESRI. ArcGIS Desktop: Release 10.6.1. (Environmental Systems Research Institute, 2019).

36. Perry, R., Goovaerts, P., Ingram, B. & Tereault, C. Spatial analysis of lung cancer mortality in the American west to improve allocation of medical resources. Appl. Spatial Anal. Policy https://doi.org/10.1007/s12601-019-09331-9 (2019).

37. Wu, L., Harris, P., Charlton, M. & Brunsdon, C. The GWModel R package: Further topics for exploring spatial heterogeneity using geographically weighted models. Geo-spat. Inf. Sci. 17, 85–101. https://doi.org/10.1007/s10109-020-10950-1 (2019).

38. Gollini, I., Lu, B., Charlton, M., Brunsdon, C. & Harris, P. GWmedol: An R Package for Exploring Spatial Heterogeneity Using Geographically Weighted Models. arXiv preprint arXiv:1306.0413 (2013).

39. R Core Team, R Foundation for Statistical Computing, Vienna, Austria. https://www.R-project.org/ (2020).

40. Byrne, G., Charlton, M. & Fotheringham, S. In Proceedings of the 10th International Conference on GeoComputation. (University of New South Wales).

41. Fisher, A., Rudin, C. & Dominici, F. Model class reliance: Variable importance measures for any machine learning model class, from the ‘Rashomon’ perspective. arXiv preprint arXiv:1801.01489 (2018).

42. Friedman, J. H. Greedy function approximation: A gradient boosting machine. Ann. Stat. 29, 1189–1232 (2001).

43. Kalogirou, S. & Georganos, S. “SpatialML.” R Foundation for Statistical Computing (2018).

44. Biecek, P. DALEX: explainers for complex predictive models in R. J. Mach. Learn. Res. 19, 3245–3249 (2018).

45. Anselin, L., Syabri, I. & Kho, Y. In Handbook of applied spatial analysis (2019).

46. Grömping, U. Variable importance assessment in regression: Linear regression versus random forest. Ann. Stat. 38, 1189–1232 (2001).

47. Neville, P. Controversy of variable importance in random forests. J. Unified Stat. Tech. 1, 15–20 (2013).

48. Kalousis, A., Prados, J. & Hilario, M. Stability of feature selection algorithms: A study on high-dimensional spaces. J. Data Sci. 9, 659–678 (2010).

49. Dormann, C. F. et al. Collinearity: A review of methods to deal with it and a simulation study evaluating their performance. Ecoscience 16, 27–46 (2013).

50. Garg, A. & Tai, K. Comparison of statistical and machine learning methods in modelling of data with multicollinearity. Int. J. Model. Identif. Control 18, 295–312 (2013).

51. Gregorutti, B., Michel, B. & Saint-Pierre, P. Correlation and variable importance in random forests. Stat. Comput. 27, 659–678 (2017).

52. Drobnic, F., Kos, A. & Pustílak, M. On the interpretability of machine learning models and experimental feature selection in case of multicollinear data. Electronics 9, 761 (2020).

53. Kuhn, M. & Johnson, K. Applied Predictive Modeling Vol. 26 (Springer, 2013).

54. Parker, L., Gerzoff, R., Crespo, R. & Shrewsberry, M. Age at diagnosis of diabetes in Appalachia. Am. J. Public Health 105 (2015).

55. LaVeist, T. A., Thorpe, R. J., Galarraga, J. E., Bower, K. M. & Gary-Webb, T. L. Environmental and socio-economic factors as contributors to racial disparities in diabetes prevalence. J. Gen. Intern. Med. 24, 1144 (2009).

56. Lee, E. T. et al. Diabetes and impaired glucose tolerance in three American Indian populations aged 45–74 years: The Strong Heart Study. Diabetes Care 18, 599–610 (1995).
58. Papas, M. A. et al. The built environment and obesity. *Epidemiol. Rev.* **29**, 129–143 (2007).
59. Padula, S. K., Rao, A. A. & Siddhar, G. R. Built environment and diabetes. *Int. J. Diabetes Dev. Ctries.* **30**, 63–68. https://doi.org/10.4103/0973-3930.62594 (2010).
60. den Braver, N. R. et al. Built environmental characteristics and diabetes: A systematic review and meta-analysis. *BMC Med.* **16**, 12–12. https://doi.org/10.1186/s12916-017-0997-4 (2018).
61. Guceri, E., Vahabi, M., Norris, N., Del Monte, J. P. & Farnum, C. The intersection between food insecurity and diabetes: A review. *Curr. Nutr. Rep.* **3**, 324–332. https://doi.org/10.1007/s13668-014-0184-4 (2014).
62. Adams, E. L., Grummer-Strawn, L. & Chavez, G. Food insecurity is associated with increased risk of obesity in California women. *J. Nutr.*** **133**, 1070–1074 (2003).
63. Weigel, M. M., Armitage, R. X., Hall, Y. P., Ramirez, Y. & Orozco, R. The household food insecurity and health outcomes of US–Mexico border migrant and seasonal farmworkers. *J. Immigr. Minor. Health* **9**, 157–169 (2007).
64. Berkowitz, S. A. et al. Food insecurity, food "deserts," and glycemic control in patients with diabetes: A longitudinal analysis. *Diabetes Care* **41**, 1188–1195. https://doi.org/10.2337/dc17-1981 (2018).
65. Ahern, M., Brown, C. & Dukas, S. A national study of the association between food environments and county-level health outcomes. *J. Rural Health* **27**, 367–379 (2011).
66. Feldman, J. M. et al. Assessing county-level determinants of diabetes in the United States (2003–2012). *Health Place* **63**, 10324. https://doi.org/10.1016/j.healthplace.2020.10324 (2020).
67. Grubesic, T. H., Miller, J. A. & Murray, A. T. Geospatial and geodemographic insights for diabetes in the United States. *Appl. Geogr.* **55**, 117–126. https://doi.org/10.1016/j.apgeog.2014.08.017 (2014).
68. Babey, S. H., Wolstein, J., Krumholz, S., Robertson, B. & Diamant, A. L. Physical activity, park access, and park use among California adolescents. *Policy Brief UCLA Cent. Health Policy Res.* 1–8 (2013).
69. Jones, S. A. et al. Disparities in physical activity resource availability in six US regions. *Prev. Med.* **78**, 17–22. https://doi.org/10.1016/j.ypmed.2015.05.028 (2015).
70. Cohen, D. A. et al. Contribution of public parks to physical activity. *Am. J. Public Health* **97**(9), 509–514. https://doi.org/10.2105/ajph.2005.072447 (2007).
71. Lee, K. H., Dvorak, R. G., Schuett, M. A. & Van Riper, C. J. Understanding spatial variation of physical inactivity across the continental United States. *Landsc. Urban Plan.* **168**, 61–71 (2017).
72. Sigal, R. J., Kenny, G. P., Wasserman, D. H., Castaneda-Sceppa, C. & White, R. D. Physical activity/exercise and type 2 diabetes: A consensus statement from the American Diabetes Association. *Diabetes Care* **29**, 1433–1438. https://doi.org/10.2337/dc06-9910 (2006).
73. Rosenberger, R. S., Sneh, Y., Phipps, T. T. & Gurvitch, R. A spatial analysis of linkages between health care expenditures, physical inactivity, obesity and recreation supply. *J. Leisure Res.* **37**, 216–235 (2005).
74. Gerber, S. C., Tremblay, M., Moher, D. & Gerber, B. A comparison of direct vs self-report measures for assessing height, weight and body mass index: A systematic review. *Obes. Rev.* **8**, 307–326. https://doi.org/10.1111/j.1467-789X.2007.00347.x (2007).
75. Cortes, M. C. et al. Characterization of the spatial and temporal distribution of Nipah virus spillover events in Bangladesh, 2007–2013. *J. Infect. Dis.* **217**, 1390–1394 (2018).
76. Santos, F., Graw, V. & Bonilla, S. A geographically weighted random forest approach for evaluate forest change drivers in the Northern Ecuadorian Amazon. *PLoS ONE* **14**, e0226224. https://doi.org/10.1371/journal.pone.0226224 (2019).
77. Georganos, S. et al. in 2019 Joint Urban Remote Sensing Event (JURSE). 1–4.

**Acknowledgements**

This work was supported by The RENEW (Research and Education in Energy, Environment & Water) Institute at the University at Buffalo.

**Author contributions**

S.Q.: initiated idea, analysis, and wrote and refined the article. A.G.: data preparation, analysis, and wrote and refined the article. Z.U.A.: supervised, initiated idea, analysis, and wrote and refined the article.

**Competing interests**

The authors declare no competing interests.

**Additional information**

**Supplementary Information** The online version contains supplementary material available at https://doi.org/10.1038/s41598-021-85381-5.

**Correspondence** and requests for materials should be addressed to Z.U.A.

**Reprints and permissions information** is available at www.nature.com/reprints.

**Publisher's note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

---

**Open Access** This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.