A New Method for Comprehensive Evaluation of Air Quality in Urban Agglomeration
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Abstract

In this study, a new method for a comprehensive evaluation of air quality in urban agglomerations was developed based on a prototype used to solve the spatial Steiner-Weber point. With this method, the air quality information of each city in the city group is aggregated into an optimal gathering point, and then the air quality of the city group is then dynamically evaluated each year. According to the relevant data of the China Statistical Yearbook 2018, we applied this method to aggregate the air quality indices of the major cities in the Beijing-Tianjin-Hebei urban agglomeration from 2014 to 2017. Using the plant growth simulation algorithm (PGSA), the optimal assembly points were calculated to be of a higher accuracy, compared to the traditional mean value aggregation method. Finally, the air quality of the Beijing-Tianjin-Hebei urban agglomeration during each year was evaluated dynamically based on the obtained assembly points. The results show that the air quality of the urban agglomeration is ranked as follows: Y2016 > Y2015 > Y2017 > Y2014.
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1. Introduction

As cities become more modernized, international, and larger in scale, urban agglomeration becomes an inevitable trend of city development. However, the high concentration of populations and industries in urban agglomerations has also brought about serious environmental problems. Compared to the countryside or
smaller-scale cities, contaminants in urban agglomerations often have greater adverse effects on the environment owing to such effects as accumulation, migration, and diffusion [1] [2]. At present, air pollutants in China mainly come from cities, particularly large cities with a permanent population of over 1 million. An urban agglomeration consisting of many cities can even cause serious air pollution. In order to deal with the problem, scholars had developed various evaluation methods for comprehensively evaluating the air pollution status of cities and regions. In 2008, more than 200 scientists from 35 countries participated in the International Symposium on Air Quality Management. At the meeting, an air quality assessment, the selection of practice, and evaluation criteria in urban and regional areas were extensively discussed [3], which has had a far-reaching impact.

In recent years, some scholars have chosen urban agglomerations with a large economic scale and high population density as the target research areas, namely, the Beijing-Tianjin-Hebei agglomeration, Yangtze River Delta, and Pearl River Delta region, and conducted empirical research on a comprehensive evaluation of the air quality in the region based on air quality monitoring data, which has yielded valuable research results [4]-[9]. More scholars focused on multi-angle and multi-disciplinary research into the theory and methods of air quality assessment in cities or urban agglomerations. For instance, Coelho M.C. built a regional air quality modeling system and used a combination of top-down and bottom-up methods to establish an emission inventory [10]. Wang N. et al. conducted simulation studies of emissions and energy consumption using the Weather Research and Forecasting–Community Multi-scale Air Quality (WRF-CMAQ) model, which was based on air quality statistics (including atmospheric observation data) of the South China Pearl River Delta (PRD) for 2006-2014 [11]. Thunis P. et al. proposed a new method for a comprehensive assessment of air quality focused on regional and urban aspects. It was found that an evaluation model can assess the contribution of different regions or any specific location to the overall air pollution of the regions or cities [12]. The author also established a structured online database, and derived evaluation results combining the current comprehensive evaluation modeling methods with those of other scholars [13]. Guariso G. et al. presented a general approach to the System Assessment Model (IAM), namely, the driving force, pressure, state, impact, and response (DPSIR) scheme combined with specific cases of local air quality policies [14]. The method has been widely used in European countries. Liang C.S. et al. developed a method for comparing the concentration of pollutants in the target and circulation areas (referred to as a circulation comparison method), and verified its effectiveness by conducting an air pollution assessment in the Beijing, Tianjin, Hebei, Yangtze River Delta, Pearl River Delta, and Chengdu-Chongqing agglomeration in 2015 [15]. Wang Z.B. et al. adopted the Hierarchical Cross-regional Multi-directional Linkage (HCML) air pollution prevention and control model, and evaluated its air pollution control effect by moni-
monitoring the levels of SO$_2$, NO$_2$, PM$_{10}$, PM$_{2.5}$, O$_3$, CO, and other pollutants from 112 monitoring points in 13 cities from 2014 to 2015 [16]. Wang Y. et al. proposed an improved inter-regional and inter-sectoral emission flow model. According to the model, the transmission mode of atmospheric pollutants (SO$_2$, soot, dust, and NOR) in the Beijing-Tianjin-Hebei urban agglomeration was analyzed [17]. Zhao X. et al. used the 2010-2015 air quality daily report of the Urumqi urban agglomeration to introduce a time series VAR model and study the interaction and contribution of air pollution among different cities [18]. Tanzarella A. et al. adopted the DELTA software tool to evaluate the air quality in the Apulia region of southern Italy in 2013 to identify sources of pollutants that primarily affect the air quality and implemented appropriate emission control strategies [19]. D’Elia I. et al. used the comprehensive evaluation model, MINNI, to evaluate the existing measures for the first time, which can also dynamically evaluate the pollution emissions [20]. Rao M. et al. studied the effect of the PM$_{2.5}$ concentration on the Italian air quality by applying the MINNI model based on two sets of emission data. The study revealed the importance of two parameters, namely, the emission factors and uncertainty analysis of technology shares [21]. Sun Y. et al. analyzed the cooperation mechanism of smog governance linkage cooperation in the urban agglomeration of Liaoning Economic Zone, and established a comprehensive evaluation model of smog linkage collaboration, which can be used to supervise and evaluate the smog linkage coordination mechanism [22].

According to a literature review, through existing studies on urban or urban agglomeration air quality assessment, a wealth of results have been accumulated, namely, by adopting diverse application methods, combining qualitative and quantitative means, conducting theoretical and empirical research, and applying multidisciplinary studies. However, there remains issues to be further discussed related to an air quality assessment of urban agglomeration, which are described below.

First, it is of significant importance to aggregate the air pollution indices of each major city in an urban agglomeration to form an optimal aggregation of information and carry out a dynamic and comprehensive evaluation of the air quality of an entire urban agglomeration for different years. However, widely used methods, such as an averaging method, was used to determine the information set, the disadvantage of which is the fact that the original information cannot be fully utilized, which means the method lacks aggregation accuracy and will therefore cause deviations in the overall air quality assessment of urban agglomeration.

Second, it is difficult to reflect the overall air pollution in a city air pollution assessment system with a single index, and therefore the system is usually composed of multiple indices. The pollution indices of various cities in an urban agglomeration can be mapped into multi-dimensional spatial point sets, which will undoubtedly bring about difficulties regarding the solution of air pollution in-
formation aggregation points.

In view of the above problems, in this paper, a comprehensive air quality evaluation method for urban agglomerations based on spatial Steiner–Weber points is proposed. By using this method, the air pollution information of each city can be aggregated into a set of spatial points. A PGSA was then applied to solve the optimal aggregation points, which have no loss of information (deviating from the optimal points will bring about information loss). For the calculation of indices with attribute weights, instead of using subjective weighting methods such as AHP and Delphi, in this study, a coefficient of variation method is applied that can reflect the importance of the indices to determine the indices’ weights. Finally, we took the Beijing-Tianjin-Hebei urban agglomeration as an empirical research object, and the air quality of each year was dynamically evaluated and compared based on data from the China Statistical Yearbook. The purpose of this paper is to develop a new theoretical method to solve the problem of evaluating air quality of the entire urban agglomeration through isolated local air quality information of different cities. This paper also provides a reference basis to further dig out mechanism among cities in one urban agglomeration and between different urban agglomerations.

2. Preliminary Knowledge

2.1. Prototype Model: Steiner–Weber Point Problem

2.1.1. Plane Steiner-Weber Point Problems

The Steiner-Weber point problem took its shape from the Fermat–Torricelli point problem, which was first proposed by the French mathematician Fermat in 1643. Torricelli was later the first to solve the problem by using elementary geometry, and therefore, this point has often been referred to as the Fermat-Torricelli point. The Fermat-Torricelli point problem is a suitable tool for locating the point with the smallest sum of the three vertices from any planar triangle [23]. Since then, Steiner and Weber have substantially expanded the Fermat-Torricelli point, which is also called the Steiner–Weber point. When applying Steiner-Weber points under the condition in which \( n \) known points on the plane (where \( n \) can be bigger than 3) are given, the point that satisfies the shortest sum of weighted distances to these \( n \) known points is solved [24], the mathematical model of which is as follows:

\[
\min f(x) = \sum_{i=1}^{n} \lambda_i \| x - a_i \|
\]

(1)

where the vectors \( a_1, a_2, \ldots, a_m \in \mathbb{R}^n \); \( m \geq 3 \); the weights \( \lambda_i > 0 \); and \( \| \| \) is the Euclid vector norm.

**Theorem 1** \( f(x) \) does not have to be differentiable everywhere, but must be convex.

**Theorem 2** If there is no collinearity among \( a_1, a_2, \ldots, a_m \), \( f(x) \) must have a unique solution.
2.1.2. Steiner-Weber Spatial Point Problem

Planar Steiner-Weber point problems can also be extended to spatial Steiner-Weber point problems. Its mathematical model is as follows:

Let the point set of m known points in Euclidian space \( \mathbb{R}^n \) be the following:

\[
\{ A^i \left( x^i_1, x^i_2, \cdots, x^i_n \right), i = 1, 2, \cdots, m \}
\]  
(2)

If there is one point, \( B^* \left( x^*_1, x^*_2, \cdots, x^*_n \right) \) is satisfied through the following:

\[
\min \lambda_i \left| A^i B^* \right| = \min \sum_{i=1}^{m} \lambda_i \left( \sum_{j=1}^{n} \left( x^*_j - x^i_j \right)^2 \right)^{\frac{1}{2}}
\]  
(3)

When weight \( w_j > 0 \), \( B^* \) can be called the Steiner-Weber point of m known spatial points sets.

Intuitively speaking, let \( n = 3 \) (the spatial coordinate system constituted by three-dimensional attributes) and \( B^* \) be the optimal aggregation point of a three-dimensional space, which is also known as Steiner-Weber point in three dimensions, as shown in Figure 1.

2.2. Optimal Information Aggregation of Major Air Pollution Indices in Urban Agglomerations

The following matrix can be used to represent the air pollution information of m cities, during \( p \) years and \( n \) attributes, of different urban agglomerations:

\[
A_1 = \begin{bmatrix}
  x^1_1 & x^1_2 & \cdots & x^1_m \\
  x^2_1 & x^2_2 & \cdots & x^2_m \\
  \vdots & \vdots & \ddots & \vdots \\
  x^m_1 & x^m_2 & \cdots & x^m_m \\
\end{bmatrix}
\]

\[
A_2 = \begin{bmatrix}
  x^1_1 & x^1_2 & \cdots & x^1_m \\
  x^2_1 & x^2_2 & \cdots & x^2_m \\
  \vdots & \vdots & \ddots & \vdots \\
  x^m_1 & x^m_2 & \cdots & x^m_m \\
\end{bmatrix}
\]

Figure 1. Steiner-Weber point diagram of three-dimensional space.
where $x^k_j$ is the $k$th year ($k = 1, 2, \ldots, p$) and the $j$th city ($j = 1, 2, \ldots, m$) to the $\theta$th monitoring index value ($\theta = 1, 2, \ldots, n$). Matrices $A_1, A_2, \ldots, A_p$ are mapped to $p$ $n$-dimensional Euclid spaces, $E_1, E_2, \ldots, E_p$.

**Definition 1.** Let Euclid spaces be $E_1, E_2, \ldots, E_p$, when the following conditions are met:

$$\bar{x}_{m_{k}}^{k} = \frac{1}{m} \sum_{j=1}^{m} x_{m_{k}}^{k}$$  \hspace{1cm} (4)$$

where $\bar{x}_{m_{k}}^{k}$ is the $k$th year ($k = 1, 2, \ldots, p$) and $\theta$th city ($j = 1, 2, \ldots, m$) to the $\theta$th monitoring index average value ($\theta = 1, 2, \ldots, n$). Then, let $\overline{B^k}$ be the aggregation point of the mean value, and $\overline{B} = (\overline{B^1}, \overline{B^2}, \ldots, \overline{B^p})$ be the mean aggregation point set. Therefore, the mean aggregation point set matrix can be presented as follows:

$$\bar{R} = \begin{pmatrix} x_1^1 & x_2^1 & \cdots & x_n^1 \\ x_1^2 & x_2^2 & \cdots & x_n^2 \\ \vdots & \vdots & \ddots & \vdots \\ x_1^p & x_2^p & \cdots & x_n^p \end{pmatrix}$$  \hspace{1cm} (5)$$

**Definition 2.** Let the points set in Euclid spaces $E_1, E_2, \ldots, E_p$ be

$$B^k_j = (x_{j1}^k, x_{j2}^k, \ldots, x_{jm}^k), \; j = 1, 2, \ldots, m; k = 1, 2, \ldots, p$$

under the condition

$$d_k = \min \sum_{j=1}^{m} \left\| B^k_j - B^*/k \right\| = \min \sum_{j=1}^{m} \left( \sum_{\theta=1}^{n} (x_{m_{k}}^{\theta} - x_{m_{k}}^{*/\theta}) \right)^{1/2} \hspace{1cm} (k = 1, 2, \ldots, p) \hspace{1cm} (6)$$

When case $B^*/k$ is an optimal aggregation point ($k = 1, 2, \ldots, p$), $B^* = (B_1^*, B_2^*, \ldots, B^*_p)$ is an optimal aggregation point set.

In solving formula (4), the optimal aggregation point set matrix can be obtained as follows:

$$R^* = \begin{pmatrix} x_1^{*1} & x_2^{*1} & \cdots & x_n^{*1} \\ x_1^{*2} & x_2^{*2} & \cdots & x_n^{*2} \\ \vdots & \vdots & \ddots & \vdots \\ x_1^{*p} & x_2^{*p} & \cdots & x_n^{*p} \end{pmatrix}$$  \hspace{1cm} (7)$$

Solving formula (4) is equivalent to solving point set $B$ with the shortest Euclidean distance to $m$ known points in $p$ $n$-dimensional Euclid spaces. When $n = 2$ and $m = 3$, it can be equivalent to the Fermat–Torricelli point problem, which can be solved using elementary geometry. When $n = 2$ and $m > 3$, it is equivalent to solving the planar Steiner-Weber point problem, which is usually solved.
through the centroid method and the differential partial derivative method. In addition, when $n > 2$ and $m > 3$, the spatial point problem is solved. At present, there are few references to algorithms for solving this problem in related studies. Thus, in this study, a biomimetic algorithm to simulate the growth of plants in nature, namely, the PGSA algorithm is used.

### 2.3. Algorithm for Solving the Problem of Spatial Optimal Aggregation Points

The plant growth simulation algorithm (PGSA) is an intelligent optimization algorithm using the plant-to-light mechanism as a heuristic criterion [25], which was proposed by the Tong in 2005. This algorithm takes the solution space of the optimization problem as the growth environment of the plant, and uses the optimal solution as the light source. According to the photo-light characteristics of real plants, the deductive mode of the branches and leaves growing rapidly toward the sunlight under different light intensity environments. Figure 2 shows a schematic diagram simulating the photo-growth of plants. The PGSA has attracted the attention of numerous scholars both at home and abroad, who have applied it to respective research fields, the results of which have turned out to be much better than those of other intelligent algorithms [26]-[38].

The implementation steps of the PGSA are as follows:

**Step 1.** Determine the initial growth point $x^0 \in X$ and the step size $l/1000$, in which $l$ is the length of the bounded closed box. Let $X_{\min} = x^0$, $F_{\min} = f(x^0)$, in which $f(x^0)$ is the backlight function of $x^0$.

**Step 2.** Let $x^0$ be the center point, and draw a line parallel to the $x$-axis and another parallel to the $y$-axis along a two-dimensional plane; $a_i \leq x^0_i \leq b_i, a_2 \leq x^0_2 \leq b_2, \ldots, a_i \leq x^0_i \leq b_i$ is then derived as new branches of growth. Look for $S_{a_i}^0(1 \leq i \leq 1, 1 \leq j_i \leq k_i)$ in $E$, in which $S_{a_i}^0$ is the $j_i$th growth point on the $i$th branch.

**Step 3.** Compare $f(S_{a_i}^0)$ with $F_{\min}$, if $f(S_{a_i}^0) \leq F_{\min}$, then $X_{\min} = S_{a_i}^0, F_{\min} = f(S_{a_i}^0)$. Otherwise, keep $X_{\min}$ and $F_{\min}$ unchanged.

**Step 4.** If $f(x^0) \leq f(S_{a_i}^0)$, then its auxin concentration is $C_{S_{a_i}^0}^0 = 0$; otherwise, solve $C_{S_{a_i}^0}^0$ as follows:

![Figure 2. Schematic diagram of phototropism simulation of plant growth.](image)
\[ C_{x_{ij}} = \frac{f(x^0) - f(S_{x_{ij}}^0)}{\sum_{k=1}^{m} \sum_{h=1}^{n} \left[ f(x^0) - f(S_{x_{ij}}^0) \right]} \]  

**Step 5.** Using the concentration of auxin for all growth points to establish a concentration point between 0 and 1, let \( \zeta_0 \) be a random point for the interval number, and thus \( \sum_{k=1}^{n} \sum_{h=1}^{m} C_{x_{ij}} \leq \zeta_0 < \sum_{k=1}^{n} \sum_{h=1}^{m} C_{x_{ij}} \). Next, choose \( S_{ij}^0 \) as the new growth point; meanwhile, \( x^1 = S_{ij}^0, X_{min} = x^1, F_{min} = f(x^1) \).

**Step 6.** Let \( x^1 \) be the ideal point, and draw a line parallel to the x-axis and another parallel to the y-axis along a two-dimensional plane; \( S_{ij}^0 (1 \leq i_j \leq t, 1 \leq j_k \leq k_i) \) is then derived as a new branch of growth. Afterward, search \( S_{ij}^0 (1 \leq i_j \leq t, 1 \leq j_k \leq k_i) \) in \( E \).

**Step 7.** Comparing \( f(S_{ij}^0) \) with \( F_{min} \), if \( f(S_{ij}^0) \leq F_{min} \), then \( X_{min} = S_{ij}^0, F_{min} = f(S_{ij}^0) \); otherwise, keep \( X_{min} \) and \( F_{min} \) unchanged.

**Step 8.** Solve \( C_{x_{ih}} \) and \( C_{x_{ih}}^{0} \), and if \( f(x^0) \leq f(S_{ij}^0) \), then its auxin concentration is \( C_{x_{ih}} = 0 \); otherwise, solve \( C_{x_{ih}}^{0} \) as follows:

\[ C_{x_{ih}}^{0} = \frac{f(x^0) - f(S_{ij}^0)}{\sum_{k=1}^{m} \sum_{h=1}^{n} \left[ f(x^0) - f(S_{ij}^0) \right]} \]  

**Step 9.** Using the concentration of auxin for all growth points to establish a concentration point between 0 and 1, let \( \zeta_1 \) be another random point for the interval number, and thus \( \sum_{k=1}^{n} \sum_{h=1}^{m} C_{x_{ij}} < \zeta_1 \leq \sum_{k=1}^{n} \sum_{h=1}^{m} C_{x_{ij}} \). Next, choose \( S_{ij}^0 \) as the new growth point, and meanwhile \( x^2 = S_{ij}^0, X_{min} = x^2, F_{min} = f(x^2) \); otherwise, \( \sum_{k=1}^{n} \sum_{h=1}^{m} C_{x_{ij}} < \zeta_1 \leq \sum_{k=1}^{n} \sum_{h=1}^{m} C_{x_{ij}} \), and then choose \( S_{ij}^{0} \) as the new growth point, through which we suppose \( x^2 = S_{ij}^{0}, X_{min} = x^2, F_{min} = f(x^2) \).

**Step 10.** Repeat steps 6 through 9 until \( F_{min} \) remains unchanged, and then determine whether \( x^2 = X_{min} \) is the global optimal solution, and if so, the iterations end.

2.4. Determine Attribute Weights and Assess the Schemes

In this paper, the coefficient of variation method, the objective weighting method of the information contained in each index attribute, is applied to deter-
mine the weights of the indices attributes. The specific steps are as follows:

- Calculate the mean $\bar{X}_i$ and standard deviation $\sigma_i$ of each index sample as follows:

$$\bar{X}_i = \frac{1}{n} \sum_{i=1}^{n} X_i$$  \hspace{1cm} (11)

$$\sigma_i = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (X_i - \bar{X}_i)^2}$$  \hspace{1cm} (12)

- Calculate the coefficient of variation $v_i$ and weight of each index $w_i$.

The calculation formula for the coefficient of variation of each index is as follows:

$$v_i = \frac{\sigma_i}{\bar{X}_i}$$  \hspace{1cm} (13)

$$w_i = \frac{v_i}{\sum_{j=1}^{n} v_j}$$  \hspace{1cm} (14)

- Evaluation of the scheme

Apply linear weighting method to evaluate the following scheme:

$$\phi(A) = W \cdot (R^*)^T$$  \hspace{1cm} (15)

In this formula, $A = (A_1, A_2, \cdots, A_p)$, $W = (w_1, w_2, \cdots, w_n)$, and $\phi(A)$ is the comprehensive evaluation value of $p$ years.

### 3. Empirical Research

Take the agglomeration of Beijing-Tianjin-Hebei as the research object, and evaluate the air quality of the urban agglomeration dynamically from 2014 to 2017.

#### 3.1. Data Standardization

To make the index data dimensionless, the raw data [39] can be processed through cost-based extreme value processing.

$$X_{ij} = \frac{x_{ij} - x_{ij}^{min}}{x_{ij}^{max} - x_{ij}^{min}} \quad (i = 1, 2, \cdots, n; j = 1, 2, \cdots, m)$$  \hspace{1cm} (16)

The processed index data are shown in Table 1.

#### 3.2. Solution to Optimal Aggregation Points

First, the PGSA solution is used to solve Formula (6), and the air pollution information aggregation points of the air pollution of SO$_2$, NO$_2$, and PM$_{2.5}$ in years $A_1$, $A_2$, $A_3$, and $A_4$ (Figures 3-6) in the major cities of the Beijing, Tianjin, and Hebei agglomeration are obtained and applied to the optimal aggregation matrix in (16). To compare the method with the traditional means of averaging, the mean aggregation matrix in (17) is obtained by Equation (4).
Table 1. Index values after standardization of air quality in major cities in Beijing, Tianjin, and Hebei agglomeration.

|              | \(A_1\) 2014 | \(A_2\) 2015 | \(A_3\) 2016 | \(A_4\) 2017 |
|--------------|---------------|---------------|---------------|---------------|
|              | SO\(_2\)     | NO\(_2\)     | PM\(_{2.5}\)  | SO\(_2\)     | NO\(_2\)     | PM\(_{2.5}\)  | SO\(_2\)     | NO\(_2\)     | PM\(_{2.5}\)  |
| Beijing      | 1.0000        | 0.2727        | 0.6324        | 1.0000        | 0.5789        | 0.2989        | 1.0000        | 1.0000        | 0.4906        | 1.0000        | 1.0000        | 0.6667        |
| Tianjin      | 0.4706        | 0.3455        | 0.6765        | 0.6341        | 1.0000        | 1.0000        | 0.6944        | 1.0000        | 0.5660        | 0.7500        | 0.6923        | 0.5714        |
| Shijia-zhuang| 0.2157        | 0.6364        | 0.0735        | 0.1951        | 0.5263        | 0.2069        | 0.1389        | 0.0000        | 0.0000        | 0.2188        | 0.3846        | 0.0000        |
| Tangshan     | 0.0000        | 0.0000        | 0.4118        | 0.1463        | 0.0000        | 0.2529        | 0.0000        | 0.0000        | 0.0000        | 0.4717        | 0.0000        | 0.0000        | 0.4763        |
| Qinhuang-dao | 0.3725        | 1.0000        | 1.0000        | 0.4146        | 0.8421        | 0.6782        | 0.5000        | 1.0000        | 1.0000        | 0.4375        | 0.7692        | 1.0000        |
| Handan       | 0.3137        | 0.8182        | 0.2059        | 0.2439        | 0.7368        | 0.1839        | 0.1111        | 0.3000        | 0.3208        | 0.0000        | 0.6154        | 0.0000        |
| Baoding      | 0.1176        | 0.4545        | 0.0000        | 0.0000        | 0.3684        | 0.0000        | 0.1944        | 0.0000        | 0.1132        | 0.3438        | 0.6923        | 0.0476        |

\[
R^* = \begin{bmatrix} 0.3180 & 0.5756 & 0.3400 \\ 0.2690 & 0.5718 & 0.2656 \\ 0.1910 & 0.2915 & 0.3293 \\ 0.3503 & 0.5899 & 0.2760 \end{bmatrix}
\] (16)
Let $d_i(A_i)$ be the sum of the distance from the $i$-year aggregation point to all known points ($i = 1, 2, 3, 4$). Table 2 compares the aggregation accuracy of the two aggregation methods. The data in Table 2 indicate that the optimal aggrega-
tion point solved using this method is of higher accuracy than the mean aggregation point (the smaller the sum of the aggregation points to all known points is, the higher the accuracy of the aggregation) of each year.

3.3. Calculation of Weights

The weights of the index attributes are calculated according to Formula (11)-(14), the results of which are shown in Table 3. It can be seen from Table 3 that the importance of each index attribute is SO$_2$, PM$_{2.5}$, NO$_2$ in descending order.

3.4. Calculation of Evaluation Value and Assessment

According to Formula (15), the evaluation value $\varphi(A)$ is calculated as follows:

$$
\varphi(A) = (0.3657, 0.2817, 0.3526)
$$

with normalized processing $\varphi'(A) = (0.2829, 0.2508, 0.1904, 0.2759)^T$.

The evaluated values are derived as follows:

$$A_1 = 0.2829, A_2 = 0.2508, A_3 = 0.1904 \text{ and } A_4 = 0.2759$$

Therefore, the final evaluation result is

$$A_3 > A_2 > A_4 > A_1$$

This calculation result shows that air quality ranked in descending order from 2014 to 2017 in the Beijing-Tianjin-Hebei urban agglomeration is 2016, 2015, 2017, 2014.

Figure 7 shows a dynamic trend of the air quality of the Beijing-Tianjin-Hebei urban agglomeration from 2014 to 2017.

4. Conclusions

Targeting a comprehensive evaluation of the air quality in urban agglomerations, in this study, an optimal aggregation of air pollution indices in major cities of urban agglomerations was proposed, and the entire urban agglomeration was then dynamically evaluated using this new method.

Table 3. Calculation results based on attribute weights of each index.

|       | SO$_2$  | NO$_2$  | PM$_{2.5}$ |
|-------|---------|---------|------------|
| $\overline{x}$ | 0.3796  | 0.5443  | 0.4054     |
| $\sigma_i$ | 0.3276  | 0.3619  | 0.3374     |
| $\nu_i$   | 0.8630  | 0.6649  | 0.8322     |
| $w_i$    | 0.3657  | 0.2817  | 0.3526     |
Figure 7. Dynamic trend of air quality of Beijing–Tianjin–Hebei urban agglomeration from 2014 to 2017.

Through this method, a main air pollution multi-index information matrix of an urban agglomeration was first mapped to a Euclidean space, and the $n$-dimensional ($n$ indices) Euclidean space of $m$ cities in $p$ years was formed, and an optimal aggregation point formula was then established according to the minimum Euclidean spatial distance. Solving the optimal aggregation point is difficult (in fact, it is difficult to solve the aggregation point of $n$ known points even in a planar space) for an $n$-dimensional Euclidean space. Therefore, the simulated PGSA, which was developed in recent years and performs well in finding the global optimum, was used to optimize the aggregation points and obtain the aggregation matrix of the optimal aggregation points. In this paper, both modeling and optimization calculation processes were conducted using the PGSA, which means it yields a higher theoretical aggregation accuracy (some empirical studies have also strongly confirmed this) compared with the traditional mean method when solving the aggregation point. As for the calculation of the weights of the index attributes, in this study, subjective weighting methods such as AHP and Delphi have yet to be adopted, but the coefficient of variation method, which can reflect the importance among the indices used to determine the weights, has been used.

To indispensably apply and verify the method, in this paper, a dynamic empirical study of the urban agglomeration based on historical data of the air pollution indices of the major cities in the Beijing-Tianjin-Hebei agglomeration from the China Statistical Yearbook of 2014-2017 was conducted. It turned out that the change in air quality status of the Beijing-Tianjin-Hebei urban agglomeration has a certain volatility: 2016 was the best year, followed by 2015, 2017, and 2014 as the worst years considered. The results show that the air quality of urban agglomeration has not been fundamentally improved, and enterprises need to be further ameliorated through an industrial transformation and government supervision, thereby confirming the practicability and effectiveness of the method.
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