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Abstract

The method of deforming free fields by using multiplication operators on Fock space, introduced in [11], is generalized to a charged free field on two- and three-dimensional Minkowski space. In this case the deformation function can be chosen in such a way that the deformed fields satisfy generalized commutation relations, i.e. they behave like Anyons instead of Bosons. The fields are “polarization free” in the sense that they create only one-particle states from the vacuum and they are localized in wedges (or “paths of wedges”), which makes it possible to circumvent a No-Go theorem by J. Mund [12], stating that there are no free Anyons localized in spacelike cones. The two-particle scattering matrix, however, can be defined and is different from unity:
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1 Introduction

In [11] it has been shown how a free hermitian scalar Bose field can be deformed such that the S-matrix of the model becomes non-trivial. This can be regarded as a generalization of earlier work by Grosse and Lechner [6,7] where they show how a quantum field on Moyal-Minkowski spacetime can be understood as a deformation of a quantum field on ordinary spacetime. In 1+1 dimensions this leads to a family of integrable models, namely those with a factorizing S-matrix, satisfying
$S(0) = 1$. By deforming free fields on a fermionic Fock space this procedure has been generalized in \(1\) to include also models with $S(0) = -1$. On Fock space such deformations are defined using multiplication operators $(T_R(Qp)\Psi)(p_1, \ldots, p_n) \sim \prod R(Qp \cdot p_i)\Psi(p_1, \ldots, p_n)$ where $Q$ is an antisymmetric “deformation matrix” depending on a wedge $W$ (see also \(7\)). A wedge region $W$ is defined to be the Lorentz transform of the standard wedge $W_0 = \{ x \in \mathbb{R}^d : x_1 > |x_0| \}$ and its causal complement will be denoted by $W'$. These operators are then used to deform the creation and annihilation operators of the free field $\Phi(f) = a^*(f^+) + a(f^+)$ according to $a_{R,Q}(p) := a(p)T_R(Qp)$ etc. Here $f \in \mathcal{S}$ is a testfunction and $f^+$ denotes the restriction of its Fourier transform to the upper mass shell. One can then show that under certain conditions on the functions $R$ the deformed fields $\Phi_{R,Q}(f) := a_{R,Q}(f^+) + a_{R,Q}(f^+)$ are still Poincaré covariant Wightman fields which are no longer localizable in compact regions but they are localized in wedges. In two dimensions, however, it is possible to show that the algebras for double cones\(8\) still satisfy the Reeh-Schlieder property if the $S$-matrix of the model fulfills some kind of additional regularity condition \(10\).

In this work we want to generalize this procedure to a charged scalar field in low dimensions and we will see that in this case it is also possible to change the statistics of the fields in such a way that they satisfy anyonic commutation relations. This possibility is not obvious because in their recent paper \(4\) Bros and Mund, strengthening a theorem of Mund \(12\), show that if a quantum field has tempered polarization free generators the corresponding fields necessarily satisfy Bose- or Fermi commutation relations. A crucial assumption in these papers is that the Reeh-Schlieder property holds for the algebras of arbitrary space-like cones. In the present paper, on the other hand, the algebras for regions smaller than a wedge will not generate a dense set when acting on the vacuum.

To construct such a deformation we consider as Hilbert space the symmetric Fock space $\mathcal{H} = F_s(\mathcal{H}_1)$ over the doubled one-particle space $\mathcal{H}_1 := \mathcal{H}_1^+ \oplus \mathcal{H}_1^-$, where $\mathcal{H}_1^+ = L^2(\mathbb{R}, d\theta)$ and $\mathcal{H}_1^- = L^2(\mathbb{R}, d\mu)$ in the three dimensional case. Here $d\mu(p) = \delta(p^2 - m^2)\delta(p_0)dp$ denotes the Lorentz invariant measure on the mass shell and $\theta$ denotes the rapidity, which is defined by $p(\theta) = m(\cosh(\theta)).$ The Hilbert space $\mathcal{H}$ is isomorphic to the tensor product $F_s(\mathcal{H}_1^+) \otimes F_s(\mathcal{H}_1^-)$ and we will refer to the first tensor factor as the “particle space” and to the second as the “anti-particle space”. Because of this tensor product structure we will consider vectors of the form $\Psi_n \otimes \Psi_m$ which we denote by $\Psi_n^m$ for simplicity. On this doubled Fock space we now have a charge conjugation operator $C$, which simply exchanges the two factors, and a charge operator $(Q\Psi)^m_n(p_1, \ldots, p_{n+m}) := (n-m)\Psi^m_n(p_1, \ldots, p_{n+m})$. We also naturally have two sets of creation and annihilation operators, $a, a^*$ and $b, b^*$, which are defined according to

\[
(a(\varphi)\Psi)_n^m(p_1, \ldots, p_{n+m}) = \sqrt{n + 1} \int d\mu(p)\varphi(p)\Psi_{n+1}^m(p_1, \ldots, p_{n+m}), \quad a^*(\varphi) := a(\varphi)^* \]

\[
(b(\varphi)\Psi)_n^m(p_1, \ldots, p_{n+m}) = \sqrt{m + 1} \int d\mu(p)\varphi(p)\Psi_{n+1}^m(p_1, \ldots, p_{n+m}), \quad b^*(\varphi) := b(\varphi)^* \]

and their distributional kernels satisfy the canonical commutation relations\(2\)

\[
[a^2(p), a^2(p')] = 0, \quad [a^2(p), b^2(p')] = 0,
\]

\[
[a(p), a^*(p')] = \omega_p \delta(p - p'), \quad [a(p), b^*(p')] = 0,
\]

with $\omega_p = \sqrt{p^2 + m^2}$. Also the corresponding charge conjugated relations hold, where $a$ and $b$ are interchanged. Using these creation and annihilation operators one can then define the free field $\Phi(f) := a^*(f^+) + b(f^+)$ and the charge conjugate field $\Phi^*(f) := b^*(f^+) + a(f^+)$.\(1\)

\(1\) In $d = 1 + 1$ double cones are obtained by intersection of two opposite translated wedges.

\(2\) $a^2$ stands for either $a^*$ or $a$. 
Additionally we will have a representation \( U(a, \Lambda) \) of the Poincaré group together with a space-time reflection \( J \), which acts according to

\[
(J\Psi)^m_n(p_1, ..., p_{n+m}) := e^{i\beta q} \Psi^m_n(-jp_1, ..., -jp_{n+m}),
\]

where \( j \) is the reflection at the \( x_2 \) axis, \( j(x_0, x_1, x_2) = (-x_0, -x_1, x_2) \), and \( \beta \) is a parameter which will be specified below. In the rapidity parametrization in \( d = 1 + 1 \) this simplifies to

\[
(J\Psi)^m_n(\theta_1, ..., \theta_{n+m}) = e^{i\beta q} \Psi^m_n(\theta_1, ..., \theta_{n+m}).
\]

2 Deformations on Two-Dimensional Minkowski Space

2.1 No-Go Theorem for Compactly Localized “Free” Anyons

On the charged Hilbert space we now want to construct covariant quantum fields with anyonic commutation relations as deformations of ordinary (free) Bose fields on the bosonic Fock-space. The simplest possibility would be fields \( \Phi_\lambda \) that create one-particle states when applied to the vacuum \( \Omega \), and fulfill commutation relations of the form

\[
\begin{align*}
\Phi_\lambda(f)\Phi_\lambda^\ast(g) &= e^{2\pi i \lambda(f,g)}\Phi_\lambda^\ast(g)\Phi_\lambda(f), \\
\Phi_\lambda(f)\Phi_\lambda(g) &= e^{-2\pi i \lambda(f,g)}\Phi_\lambda(g)\Phi_\lambda(f)
\end{align*}
\]

whenever \( f \) and \( g \) have spacelike separated support. The factor \( \epsilon(f,g) \) in the exponential measures \( g \) is supported to the right or the left spacelike complement of \( \text{supp} \) \( f \) (which is a well-defined Poincaré-invariant concept in \( d = 1 + 1 \)), such that \( \epsilon(f,g) = 1 \) if \( g \) lies to the left of \( f \) and \( \epsilon(g,f) = -\epsilon(f,g) \).

Unfortunately such fields are not possible if one assumes (apart from the fields being one-particle generators) that they satisfy the Reeh-Schlieder property and makes the technical assumption that the fields are temperate. This means that for any two spacelike separated testfunctions \( f \) and \( g \) the vector \( U(x)\Phi_\lambda(g)\Omega \) (where \( U(x) \) denotes the representation of the translations) is in the domain of \( \Phi_\lambda(f) \) for all \( x \in \mathbb{R}^2 \) and the function

\[
x \mapsto ||\Phi_\lambda(f)U(x)\Phi_\lambda(g)\Omega||
\]

is locally integrable and polynomially bounded for large \( x \). This is made explicit in the following theorem.

**Proposition 2.1.** Consider a Wightman field \( \Phi_\lambda \) satisfying the commutation relations (2.1). If \( \Phi_\lambda \) is temperate, satisfies the Reeh-Schlieder property and generates one-particle vectors from the vacuum, then \( \lambda \in \mathbb{R}_+^2 \), i.e. \( \Phi_\lambda \) satisfies Bose- or Fermi statistics.

**Proof.** The impossibility to construct fields satisfying the above requirements follows from the same arguments as in the No-Go theorem for string-localized free Anyons in \( d = 2 + 1 \) in [12]. First one can show that only a multiple of \( \Omega \) is added to the commutation relations (2.1) if one translates the localization regions, such that they are not spacelike separated any more, i.e.

\[
U(x)\Phi_\lambda(f)U(-x)\Phi_\lambda^\ast(g)\Omega = e^{2\pi i \lambda(f,g)}\Phi_\lambda^\ast(g)U(x)\Phi_\lambda(f)\Omega \\
\equiv \Phi_\lambda(\alpha_x(f))\Phi_\lambda^\ast(g)\Omega - \omega^{\epsilon(f,g)}\Phi_\lambda^\ast(g)\Phi_\lambda(\alpha_x(f))\Omega = C_{f,g}(x)\Omega
\]

(2.2)

To prove this relation one uses the temperateness condition above to show that for two spacelike separated fields \( \phi_1 \) and \( \phi_2 \) the \( \mathcal{H} \)-valued function \( U(x)\phi_1U(-x)U(y)\phi_2U(-y)\Omega \) is a tempered distribution, whose Fourier transform has support contained in \( (H_m^+ \cup H_m^-) \times H_m^+ \), where \( H_m^\pm \) denotes
the upper/lower mass shell. Defining $F^+$ and $F^-$ by
\[ U(x)\phi_1 U(-x)U(y)\phi_2 U(-y)\Omega =: F_{1,2}^+(x,y) + F_{1,2}^-(x,y), \]
with $\text{supp} F^\pm \subset H^+_m \times H^+_m$, one gets that
\[ F_{1,2}^-(x,y) = \langle \Omega, U(x)\phi_1 U(-x)U(y)\phi_2 U(-y)\Omega \rangle \leq H^+_m + H^+_m, \]
where $\text{sp}_P\Psi$ denotes the spectral support of $\Psi$ w.r.t. the energy-momentum operator. Using this spectral properties and the edge of the wedge theorem then leads to $F_{1,2}^+(x,0) - \omega F_{1,2}^+(0,x) = 0$ which finally leads to Eqn. (2.2). (For a more detailed and mathematically rigorous formulation of these arguments see [12].)

Next one choses a translation vector $y$ and a testfunction $h$ spacelike to $f, g$ and to the translated function $\alpha_y(f)$, in such a way that $C_{f,g}(y) \neq 0$ and $\epsilon(f, g) = \epsilon(g, h) = -\epsilon(\alpha_y(f), h)$ (one can easily convince oneself that this is always possible for spacelike separated $f$ and $g$).

Using the same arguments as in [12] one then calculates
\[ \langle \Psi, \Phi_\lambda(\alpha_y(f))\Phi_\lambda^*(g)\Phi_\lambda(h)\Omega \rangle = \\
= C_{f,g}(y)\langle \Psi, \Phi_\lambda(h)\Omega \rangle + \omega^{(f,g)}\omega^{-\epsilon(\alpha_y(f),h)}\omega^{(g,h)}\langle \Psi, \Phi_\lambda(h)\Phi_\lambda^*(g)\Phi_\lambda(\alpha_y(f))\Omega \rangle \]
\[ = -\omega^{(g,h)}\omega^{-\epsilon(\alpha_y(f),h)}C_{f,g}(y)\langle \Psi, \Phi_\lambda(h)\Omega \rangle + \omega^{(f,g)}\omega^{-\epsilon(\alpha_y(f),h)}\omega^{(g,h)}\langle \Psi, \Phi_\lambda(h)\Phi_\lambda^*(g)\Phi_\lambda(\alpha_y(f))\Omega \rangle, \]
where in the second line we first commuted $\Phi_\lambda(\alpha_y(f))$ with $\Phi_\lambda^*(g)$ and in the third line first $\Phi_\lambda^*(g)$ with $\Phi_\lambda(h)$. Now according to our assumptions $C_{f,g}(y) \neq 0$ so $\omega^{(g,h)}\omega^{-\epsilon(\alpha_y(f),h)} = 1$. Because of $\epsilon(\alpha_y(f), h) = -\epsilon(g, h)$ we get that $\epsilon^{\Phi_\lambda(\alpha_y(f))} = 1$ which means that $\lambda \in \frac{\mathbb{Z}}{2}$. Thus we have shown that the commutation relations (2.1) are only consistent with the fields being one-particle generators if $\lambda$ is integer or half-integer, which corresponds to Bose- or Fermi-statistics.

The above proof rests upon the assumption that the fields are localizable in compact regions in Minkowski space, because only then it is possible to have three of them mutually spacelike separated. Therefore we will now try to construct Anyon fields with weaker localization properties, namely localization in wedges. For this purpose we will use the recent construction by Lechner [11] to obtain wedge-localized polarization free generators as a deformation of free Bose fields.

### 2.2 Wedge-local Anyons

Following [11] we can define multiplication operators $T_R(\theta)$ on $\mathcal{F}_n(\mathcal{H}^+_m)$ according to
\[ (T_R(\theta)\Psi)_n(\theta_1, ..., \theta_n) := \prod_{j=1}^n R(\theta - \theta_j)\Psi_n(\theta_1, ..., \theta_n), \]
with a “deformation function” $\theta \mapsto R(\theta)$ satisfying $\overline{R(\theta)} = R(\theta)^{-1}$ but not necessarily $R(-\theta) = \overline{R(\theta)}$ (The condition $R(-\theta) = R(\theta)^{-1}$ would lead to $R(0) = \pm 1$ and therefore to Bose- or Fermi statistics). This can now be generalized to the charged situation at hand and to anyonic statistics as follows. On $\mathcal{F}_n(\mathcal{H}^+_m) \otimes \mathcal{F}_n(\mathcal{H}^+_m)$ we define
\[ T_{R,r}(\theta) := e^{\frac{r}{2}(T_R(\theta) \otimes T_r(\theta))}, \]
where $\rho \in \text{spec}(P)$ such that for any neighborhood $V$ of $p$, the spectral projector $E_V(P)$ does not map $\Psi$ to zero.\(^3\)

\(^3\)i.e. the set of points $p \in \text{spec}(P)$ such that for any neighborhood $V$ of $p$, the spectral projector $E_V(P)$ does not map $\Psi$ to zero.
with functions $R$ and $r$ satisfying $R(-\theta) = e^{i\mu R(\theta)}$ and $r(-\theta) = e^{i\nu r(\theta)}$ and three yet undefined parameters $\mu, \nu, \rho \in \mathbb{R}$. Denoting the charge conjugation again by $C$ and taking $\beta = 0$ in the definition of the space-time reflection $J$ the operator $T_{R, r}$ transforms according to

$$CT_{R, r}(\theta)C = T_{r, R}(\theta), \quad JT_{R, r}(\theta)J = e^{-i\rho}T_{R, r}(\theta).$$

This multiplication operator is now used to define deformed particle annihilation operators

$$a_{R, r}(\theta) := a(\theta)T_{R, r}(\theta) = e^{i\frac{\pi}{2} (a_R(\theta) \otimes T_r(\theta))}, \quad \text{(2.5)}$$

where $a_R(\theta)$ denotes the standard “Lechner deformed” operator on $\mathcal{H}_1^\uparrow$. The charge conjugated operator $b_{R, r}(\theta)$ then turns out to be

$$b_{R, r}(\theta) := Ca_{R, r}(\theta)C = b(\theta)T_{r, R}(\theta) = e^{i\frac{\pi}{2} (T_r(\theta) \otimes b_R(\theta))}. \quad \text{(2.6)}$$

Using the transformation properties of $T_{R, r}(\theta)$ the space-time reflected operators are $J a_{R, r}(\theta)J = e^{-i\rho}a_{R, r}(\theta)$ and the adjoint operators are of course defined as $a_{R, r}^*(\theta) := a_{R, r}(\theta)^*$. To determine the locality properties of the deformed fields we will need the commutation relations between the various creation and annihilation operators and between them and the operators $T_{R, r}(\theta)$. A straightforward calculation yields

$$a(\theta)T_{R, r}(\theta') = R(\theta' - \theta)T_{R, r}(\theta')a(\theta), \quad b(\theta)T_{R, r}(\theta') = r(\theta' - \theta)T_{R, r}(\theta')b(\theta),$$

$$a^*(\theta')T_{R, r}(\theta') = R(\theta' - \theta)^{-1}T_{R, r}(\theta')a^*(\theta), \quad b^*(\theta')T_{R, r}(\theta') = r(\theta' - \theta)^{-1}T_{R, r}(\theta')b^*(\theta).$$

This leads to the commutation relations

$$a_{R, r}^2(\theta)a_{R, r}^4(\theta') = e^{-i\nu}a_{R, r}^2(\theta')a_{R, r}^4(\theta),$$

$$a_{R, r}^2(\theta)b_{R, r}^4(\theta') = e^{-i\rho}b_{R, r}^2(\theta')a_{R, r}^4(\theta). \quad \text{(2.7)}$$

The relations with $a$ and $b$ interchanged follow by charge conjugation and noting that $\mu$ and $\nu$ depend on $R$ and $r$ and satisfy $\mu(\bar{R}) = -\mu(R)$. The commutation relations for mixed creation and annihilation operators turn out to be

$$a_{R, r}(\theta)a_{R, r}^*(\theta') = e^{i\mu}a_{R, r}^*(\theta')a_{R, r}(\theta) + e^{i(\mu - \rho)}\delta(\theta - \theta')T_{R, r}(\theta)^2,$$

$$b_{R, r}(\theta)b_{R, r}^*(\theta') = e^{i\mu}b_{R, r}(\theta')b_{R, r}(\theta) + e^{i(\mu + \rho)}\delta(\theta - \theta')T_{R, r}(\theta)^2. \quad \text{(2.8)}$$

Note that the last term is different for the $a$‘s and $b$‘s if $R \neq r$! Using the trivial commutation relations between $a$ and $b^*$ we also get

$$a_{R, r}(\theta)b_{R, r}^*(\theta') = e^{-i\rho}b_{R, r}^*(\theta')a_{R, r}(\theta), \quad \text{(2.9)}$$

and the charge conjugated relation with $a$ and $b$ interchanged.

Having computed all the necessary relations of the creation and annihilation operators we can now define the deformed fields. For a test function $f \in \mathcal{S}(\mathbb{R}^2)$ we define

$$\Phi_{R, r}(f) := a_{R, r}(f^+) + b_{R, r}(\check{f}^+), \quad \Phi_{R, r}^*(f) := b_{R, r}(f^+) + a_{R, r}(\check{f}^+) = C\Phi_{R, r}(f)C, \quad \text{(2.10)}$$

with $f^\pm(\theta) := \frac{1}{2\pi} \int d^2x f(\pm x)e^{i\rho(\theta) x}$. We also need the field for the reflected wedge

$$J\Phi_{R, r}(a_3 f) J = e^{i\rho}a_{R, r}^*(f^+) + e^{-i\rho}b_{R, r}(\check{f}^+) \equiv \Phi_{R, r}(f), \quad \text{(2.11)}$$
where the reflected test function \( \alpha_j f \) is defined as \( (\alpha_j f)(x) := f(-x) \).

A straightforward computation, using the above relations for the deformed creation and annihilation operators, then shows that for the fields to satisfy simple commutation relations we need to set \( \nu = -\frac{i}{2} \) which then leads to

\[
\Phi_{R,r}(f) \hat{\Phi}_{R,r}(g) = e^{-i\mu} \hat{\Phi}_{R,r}(g) \Phi_{R,r}(f). \tag{2.12}
\]

Next we want to calculate the commutation relations between \( \Phi_{R,r}(f) \) and \( \hat{\Phi}_{R,r}(g) \) which leads to

\[
\Phi_{R,r}(f) \hat{\Phi}_{R,r}^*(g) - e^{i\mu} \hat{\Phi}_{R,r}^*(g) \Phi_{R,r}(f) = e^{i\mu} \int d\theta g^+(\theta)f^-(\theta)T_{R,r}(\theta)^2 - e^{-2i\rho} \int d\theta f^+(\theta)g^-(\theta)T_{R,r}(\theta)^2. \tag{2.13}
\]

For spacelike separated \( f \) and \( g \) with \( \text{supp}(g) \) to the left of \( \text{supp}(f) \) we want the right hand side of equation (2.13) to vanish, thus we need to set \( \rho = -\frac{\mu}{2} \) such that \( e^{i\mu} = e^{-2i\rho} \). Then we can use the arguments in [8] to show that

\[
(\Phi_{R,r}(f) \hat{\Phi}_{R,r}^*(g) - e^{i\mu} \hat{\Phi}_{R,r}^*(g) \Phi_{R,r}(f))\Psi^n \tag{2.14}
\]

vanishes for all \( \Psi^n \equiv \Psi_n \otimes \Psi_m \) in the domain of definition of \( \Phi \) if the deformation functions \( R \) and \( r \) are analytic in the strip \( S(0, \pi) := \{ z \in \mathbb{C} : 0 < \text{Im}(z) < \pi \} \), bounded and continuous on its closure and satisfy the “crossing relations”

\[
R(\theta + i\pi) = R(\theta), \quad r(\theta + i\pi) = \overline{R(\theta)}. \tag{2.15}
\]

These conditions then allow us to shift the integration in (2.13) from \( \theta \) to \( \theta + i\pi \), because of the known analyticity properties of \( f^\pm \) and \( g^\pm \). For a more detailed argument see [8] or the proof of Proposition 3.1.

Therefore we have shown that if there is a wedge \( W \) such that \( \text{supp}(f) \subset W \) and \( \text{supp}(g) \subset W' \) the fields satisfy

\[
\Phi_{R,r}(f) \hat{\Phi}_{R,r}^*(g) = e^{i\mu} \hat{\Phi}_{R,r}^*(g) \Phi_{R,r}(f). \tag{2.16}
\]

To summarize our construction let’s compare it with the neutral case studied in [11] by writing down the input we need in both cases to define a deformation.

- In [11] a deformation was defined on the neutral bosonic Fock space by choosing a function \( R : S(0, \pi) \to \mathbb{C} \), which is analytic in \( S(0, \pi) \), bounded on \( S(0, \pi) \) and satisfies

\[
R(-x) = R(x) = R(x)^{-1}, \quad \forall x \in \mathbb{R} \tag{2.17}
\]

and the crossing relation

\[
R(i\pi - x) = R(x), \quad \forall x \in \mathbb{R}. \tag{2.18}
\]

The most general class of such functions has been calculated in [11] and it turns out that they are of the form

\[
R(\theta) = \pm e^{ia \sinh \theta} \prod_k \frac{\sinh \beta_k - \sinh \theta}{\sinh \beta_k + \sinh \theta} \tag{2.19}
\]

with some parameters \( a, \{ \beta_k \} \) satisfying certain additional conditions.

\footnote{Note that if we would work with only one set of annihilation/creation operators on a single Fock space, the condition \( e^{i\mu} = e^{-2i\rho} \) would lead to \( \mu = k\pi \) with \( k \in 2\mathbb{Z} + 1 \), i.e. to Bose- or Fermi statistics.}
In the charged case at hand we now have two functions $R$ and $r$, analytic in $S(0, \pi)$ and bounded on its closure, which have to satisfy relations similar to (2.17) and (2.18), namely
\begin{align}
e^{-i\mu}R(-x) &= \overline{R(x)} = R(x)^{-1}, \quad \forall x \in \mathbb{R} \\
e^{i\mu}r(-x) &= \overline{r(x)} = r(x)^{-1}, \quad \forall x \in \mathbb{R}
\end{align}
(2.20)
and the crossing relation in this case turns out to be
\begin{equation}
R(i\pi - x) = r(x), \quad \forall x \in \mathbb{R}. \tag{2.21}
\end{equation}
Now of course one can always separate the phase factor $e^{\pm i\mu}$ from the deformation functions by defining $R := e^{i\mu}R^+$ and $r := e^{-i\mu}R^-$. The functions $R^\pm$ then satisfy the usual relations (2.17) without the phase factors present. But the above conditions can be simplified further by noting that because of the analyticity of $R^+$ and $R^-$ the crossing relation (2.21) can be used to define the function $R^-$ in terms of $R^+$ by setting $R^-(\theta) := R^+(i\pi - \theta), \forall \theta \in S(0, \pi)$. Therefore we are left with choosing a parameter $\mu \in \mathbb{R}$ and a single deformation function $R^+ : S(0, \pi) \to \mathbb{C}$, satisfying
\begin{align}
R^+(x) &= \overline{R^+(x)} = R^+(x)^{-1}, \quad \forall x \in \mathbb{R} \\
R^+(i\pi - x) &= \overline{R^+(i\pi + x)} = R^+(i\pi + x)^{-1}, \quad \forall x \in \mathbb{R}
\end{align}
(2.22)
but not the crossing relation (2.18)! So there is no condition relating the values of $R^+$ on the upper boundary of $S(0, \pi)$ to those on the real boundary.

It is now an interesting question if the class of admissible deformation functions is in the charged case actually larger than in the neutral case. The answer to this question is yes. To show that there really are functions $f : S(0, \pi) \to \mathbb{C}$ satisfying all the above requirements for our $R$-functions but not the crossing symmetry $f(i\pi - x) = f(x), \forall x \in \mathbb{R}$, consider the functions
\begin{equation}
f(z) := i e^{z\alpha} - i\bar{\alpha}, \quad \alpha = 1 - i w, \quad w \in \mathbb{R}, |w| < 1. \tag{2.23}
\end{equation}
They are clearly analytic in $S(0, \pi)$ and a short calculation shows that for real $x$ they also satisfy $f(-x) = \overline{f(x)} = f(x)^{-1}$ and $f(i\pi - x) = \overline{f(i\pi + x)} = f(i\pi + x)^{-1}$. But the condition $f(i\pi - x) = f(x)$ is not satisfied (for $w = 0$ at least $f(i\pi - x) = - f(x)$ still holds)!
So we could chose e.g. an arbitrary deformation function $R$ from the neutral case and define
\begin{equation}
R^+(z) := f(z)R(z), \quad R^-(z) = f(i\pi - z)R(z). \tag{2.24}
\end{equation}
We believe that this is essentially the most general possibility of choosing the function $R^+$ but we could not yet prove this statement.

In the following we will see how these deformation functions for the charged fields are related to the two-particle scattering matrix of our model. Because we are now only interested in the momentum dependence of the S-matrix we set $\mu = 0$ which means that the deformed fields commute if the test functions have the right support properties. Because of the simple structure of our deformed fields and because everything is on-shell in our setting the outgoing scattering states are of the form $a_{R,p}^*(f^+g^+)\Omega$ if the Fourier transforms
\footnote{I want to thank Christian Köhler and Martin Könemberg, for pointing out these kind of functions to me.}
of $f$ and $g$ have compact support and $\text{supp}(g)$ is to the left of $\text{supp}(f)$. (For the exact definition of the outgoing/incoming scattering states see section 3.3) So because of $T_r(\theta)\Omega = \Omega$ the S-matrix for particle-antiparticle ($S_{pa}$) and antiparticle-antiparticle ($S_{aa}$) scattering is formally just $R^2$. But in the charged case at hand we also have to consider states of the form $a_{R,r}^*(f^+)b_{R,r}^*(g^+)\Omega$ which basically look like

$$(a_{R,r}^*(f^+)b_{R,r}^*(g^+)\Omega)(\theta_1, \theta_2) \sim r(\theta_1 - \theta_2)f^+(\theta_1)g^+(\theta_2) + r(\theta_2 - \theta_1)f^+(\theta_2)g^+(\theta_1).$$

Therefore the S-matrix for particle-antiparticle scattering ($S_{pa}$) turns out to be $r^2$. We can summarize this by formally writing

$$S_{pp} \sim S_{aa} \sim R^2, \\
S_{pa} \sim S_{op} \sim r^2.$$  \hspace{1cm} (2.25)

Recalling the relation $r(\theta) = \overline{R(\theta + i\pi)}$ we see that $R^2$ evaluated at the lower boundary of the strip $S(0, \pi)$ determines the scattering between the same kind of particles while $R^2$ at the upper boundary determines particle-antiparticle scattering.

In the next step we want to analyze the dependence on the additional parameter $\mu$. Setting $\mu = 2\pi i \lambda$, $\lambda \in \mathbb{R}$ the deformed fields satisfy Anyonic commutation relations in the usual form, i.e.

$$\hat{\Phi}\hat{\Phi} = e^{-2\pi i \lambda}\hat{\Phi}\hat{\Phi}, \quad \hat{\Phi}^*\hat{\Phi} = e^{2\pi i \lambda}\hat{\Phi}^*\hat{\Phi}. \hspace{1cm} (2.26)$$

In this case we can simplify the above deformation and rewrite it using the charge operator $Q$. For this purpose we take for simplicity a standard deformation function $R$ satisfying $R(-\theta) = \overline{R(\theta)}$ and define

$$R(\theta) = e^{i\pi \lambda}\overline{R(\theta)} \quad r(\theta) = e^{-i\pi \lambda}\overline{R(\theta)}. \hspace{1cm} (2.27)$$

The corresponding multiplication operator $T_{R,r}(\theta) = e^{-i\pi \lambda/2}T_R(\theta) \otimes T_r(\theta)$ can then be written as

$$T_{R,r}(\theta) = (T_R(\theta) \otimes T_r(\theta))e^{i\pi \lambda(\Omega - 1/2)}. \hspace{1cm} (2.28)$$

Note that by explicitly using the charge operator $Q$ in the deformation we see that we are effectively using a different deformation function on every charge sector, i.e. $T_{R,r}$ depends on the charge of the vector we are applying it to (albeit in a rather trivial manner in the above example).

We can now again define the deformed fields according to

$$\Phi_{R,\lambda}(f) := a_{R,\lambda}^*(f^+) + b_{R,\lambda}(\tilde{f}^+) = \Phi_R(f)e^{-i\pi \lambda(\Omega + 1/2)}, \\
\Phi_{R,\lambda}^*(\tilde{f}) = b_{R,\lambda}^*(f^+) + a_{R,\lambda}(\tilde{f}^+) = \Phi_R^*(f)e^{i\pi \lambda(\Omega - 1/2)}, \hspace{1cm} (2.29)$$

and calculate the fields for the opposite wedge,

$$J\Phi_{R,\lambda}(\alpha_j f)J = \Phi_{R,-\lambda}(f).$$

Using the commutation relations

$$Q\Phi_{R,\lambda}(f) = \Phi_{R,\lambda}(f)(\Omega + 1), \quad Q\Phi_{R,\lambda}^*(f) = \Phi_{R,\lambda}^*(f)(\Omega - 1)$$

between the fields and the charge operator it is now easy to check that the fields satisfy

$$\Phi_{R,\lambda}(f)\Phi_{R,-\lambda}^*(g) = e^{2\pi i \lambda}\Phi_{R,-\lambda}^*(g)\Phi_{R,\lambda}(f), \\
\Phi_{R,\lambda}(f)\Phi_{R,-\lambda}(g) = e^{-2\pi i \lambda}\Phi_{R,-\lambda}(g)\Phi_{R,\lambda}(f), \hspace{1cm} (2.30)$$
if $f$ and $g$ have again the right support properties. Thus we have seen that if we apply the deformations of (11) to a charged scalar field, we can change the deformations using the charge operator to obtain wedge-localized anyonic one-particle generators. From the definition (2.29) we also see that the one-particle states the fields create are changed by a constant factor $e^{-i\pi \lambda/2}$ and also the S-matrix elements get multiplied with such exponential factors. Furthermore the scattering states are no longer symmetric under permutations but inherit the braided symmetry from the fields which create them from the vacuum.

However, one could get the same result by choosing a deformation with $\mu = 0$ and instead take a representation $J_\lambda$ of the reflections with $\beta = \pi \lambda q$, i.e.
\[
J_\lambda := e^{i\pi \lambda Q^2} J = \bigoplus_{q=-\infty}^{\infty} e^{i\pi \lambda q^2} J P_q,
\]
where $J$ is just the representation used before, acting as complex conjugation, and $P_q$ is the projection onto the charge $q$ Hilbert space. Now take any wedge-localized charged field $\phi$ and define the field for the opposite wedge as
\[
\tilde{\phi} := J_\lambda \phi J_\lambda.
\]
A straightforward calculation then shows that these fields indeed satisfy commutation relations of the form (2.30). This construction is possible because we can chose a different irreducible representation of the Lorentz group for every charge $q$ due to the charge structure of the Hilbert space. In this way it is possible to arbitrarily chose the commutation relations of the wedge-local fields, which is in accordance with the well known fact that the statistics of a quantum field it not an intrinsic concept in $d = 1 + 1$ dimensions (cf. “Bosonization”, “Fermionization”). Hence we will now proceed to a more interesting construction, namely wedge-local fields with anyonic statistics in $d = 2 + 1$.

## 3 Deformations on Three-Dimensional Minkowski Space

In the next step we will try to find a wedge-local deformation leading to braided commutation relations in $d = 2 + 1$. The reason why this is considerably more complicated is the presence of the rotations in the Lorentz group in three dimensions and therefore there are not only left- and right wedges but a continuous family of possible directions of wedges. Moreover it is known that for the fields to have definite commutation relations they have to carry further information in addition to the localization region. Therefore we consider localization not only in wedges but in so called paths of wedges, containing as an additional information a kind of winding number (for the definition of “paths of wedges” used in this work see e.g. [13]). Such paths of wedges are denoted by $\tilde{W} = (W, \tilde{e})$ and are defined by a wedge $W$ and a homotopy class $\tilde{e}$ of paths in the manifold of space-like directions $H^3$, starting at a reference direction $e_0$ and ending at a point inside the wedge. To be concrete we chose $e_0 = (0,0,-1)$.

As in the two-dimensional case we will work on the charged Fock-space, where we now have $H^\pm_1 = L^2(\mathbb{R}^3, d\mu)$ with the measure on the mass shell $d\mu(p) = d^3p \delta(p^2 - m^2)\theta(p_0)$ and we use the shorthand notation $\Psi^{m}_n(p) := \Psi^{m}_n(p_1, \ldots, p_{n+m})$ with $p = (p_1, \ldots, p_{n+m})$. 

3.1 Representation of the Covering Group of $\mathcal{L}_+^\dagger$

Because of the spin-statistics theorem in 2+1 dimensions [14] we want $2\pi$-rotations to act non-trivially, i.e. $U(2\pi) \neq \pm 1$. We therefore consider representations of the universal covering of the Poincaré group $\tilde{\mathcal{P}}^+_+$, which is the semi-direct product of the translations with the universal covering of the Lorentz group $\tilde{\mathcal{L}}^+_+$.

The factor $\Omega(\tilde{\Lambda}, \rho)$ is the Wigner-rotation, which can be expressed for $\tilde{\Lambda} = (\gamma, \omega)$ according to (see e.g. [15 Appendix B])

$$\Omega(\tilde{\Lambda}, \rho) = \omega - i \log \left[ (1 - \gamma(p)\gamma e^{-i\omega})(c.c)^{-1} \right] - i \log \left( \frac{1 + \gamma(p)\gamma e^{-i\omega}}{1 - \gamma(p)\gamma e^{-i\omega}} \right)(\Lambda^{-1}p) .$$

It satisfies the cocycle relation

$$\Omega(\tilde{\Lambda}' \tilde{\Lambda}, \rho) = \Omega(\tilde{\Lambda}', \rho) + \Omega(\tilde{\Lambda}, \Lambda^{-1}p)$$

and for pure rotations $\tilde{\rho}$ it simplifies to $\Omega(\tilde{\rho}(\omega), p) = \omega$.

Motivated by the above considerations we define the full representation $U$ on $\mathcal{H}$ according to

$$(U(\tilde{\Lambda})\psi)(p) = e^{i\alpha} \Omega^m(\tilde{\Lambda}, \rho) \psi^m(\Lambda^{-1}p),$$

where we have introduced the notation

$$\Omega^m(\tilde{\Lambda}, \rho) := \sum_{i=1}^{n} \Omega(\tilde{\Lambda}, p_i) - \sum_{j=n+1}^{n+m} \Omega(\tilde{\Lambda}, p_j).$$
3.2 The Deformed Model

From this we see that a $2\pi$-rotation acts on vectors of charge $q$ according to

$$U_q(2\pi) = e^{2\pi i q s_q} \cdot 1 = e^{2\pi i q s_q} \cdot 1,$$

leading to $S_q = q s_q$ which implies that $s_q = -s_q$. A simple choice for $s_q$ is $s_q = \lambda q$ with an unspecified parameter $\lambda \in \mathbb{R}$ and we will see that this choice leads to anyonic statistics for our deformed fields.

Restricting this representation to $H_1$ leads to

$$\langle U(\tilde{\Lambda}) \Psi \rangle_1^p(p) = e^{i s_1 \Omega(\tilde{\Lambda}, p)} \Psi_1^0(\Lambda^{-1} p),$$

$$\langle U(\tilde{\Lambda}) \Psi \rangle_1^p(p) = e^{-i s_1 \Omega(\tilde{\Lambda}, p)} \Psi_1^0(\Lambda^{-1} p),$$

so we see that on $H_1$ the representation really reduces to

$$U(\tilde{\Lambda}) |_{H_1} = U(\lambda)(\tilde{\Lambda}) \otimes U(\lambda).$$

Extension to $\tilde{L}_+$:

Given the proper orthochronous Lorentz group $\tilde{L}_+$, one can obtain the proper Lorentz group $L_+$ by adjoining the reflection $j$ at the $x_2$-axis, which satisfies the relations

$$j^2 = 1, \quad j \Lambda_1(t) j = \Lambda_1(t), \quad j \Lambda_2(t) j = \Lambda_2(-t), \quad j r(\omega) j = r(-\omega),$$

where $\Lambda_1, \Lambda_2$ are boosts in the direction of the $x_1, x_2$ axis respectively. This yields a disconnected group and its universal covering $\tilde{L}_+$ can be defined by adjoining an element $\tilde{j}$ to $\tilde{L}_+$ with the relations

$$\tilde{j}^2 = 1, \quad \tilde{j}(\gamma, \omega) \tilde{j} = (\gamma, -\omega).$$

Defining by $\tilde{j} \cdot \tilde{e}$ the equivalence class w.r.t. $j \cdot W$ of the path $t \mapsto j \cdot e(t)$ the element $\tilde{j}$ acts on $\tilde{W}$ according to

$$\tilde{j} \cdot \tilde{W} := (j \cdot W, \tilde{j} \cdot \tilde{e}),$$

where $\tilde{j} \cdot \tilde{e}$ is still a path starting at the reference direction $e_0$ because we have chosen $e_0$ invariant under $j$.

3.2 The Deformed Model

On the Hilbert space $H$ we again define the free charged scalar field $\Phi(f) = a^*(f^+) + b(f^+)$ with $a$ and $b$ defined as in the previous chapter and $f^\pm(p) = \int dx f(\pm x) e^{\pm ip \cdot x}$. This field is local and covariant w.r.t. the representation $U$ only for $\lambda = 0$. Now we want to deform this field using multiplicative deformations such that the deformed field $\Phi_{\tilde{W}}$ is covariant w.r.t. $U$ for an arbitrary $\lambda \in \mathbb{R}$ and localized in paths of wedges $\tilde{W}$, where we only consider wedges having the origin contained in their edge because of translation covariance. Taking a $\tilde{W}' = (\tilde{W}', \tilde{e})$ with an arbitrary path $\tilde{e}$ ending in $\tilde{W}'$ and two test-functions $f, g$ such that $supp(f) + W$ is causally separated from $supp(g) + W'$ we want the fields to satisfy

$$\Phi_{\tilde{W}}(f) \Phi_{\tilde{W}'}^*(g) = e^{\mp 2\pi i \lambda k(\tilde{W}, \tilde{W}')} \Phi_{\tilde{W}'}(f) \Phi_{\tilde{W}}^*(g).$$

The statistics factor only depends on the two wedges $\tilde{W}, \tilde{W}'$ and we will see that it is related to the relative winding number $N(\tilde{W}, \tilde{W}')$ defined below according to $k(\tilde{W}, \tilde{W}') = -2N(\tilde{W}, \tilde{W}') - 1$. General multiplication operators on $H$ are of the form

$$(T_{\tilde{W}}(p) \Psi)^m_n(p) := A_{\tilde{W}}^{m,n}(p, p) \Psi^m_n(p).$$
and they are used to deform the creation and annihilation operators,

\[
a_{\tilde{W}}(p) := T_{\tilde{W}}(p)a(p), \quad a_{\tilde{W}}^+(p) := a_{\tilde{W}}(p)^* = a^+(p)T_{\tilde{W}}(p)^*,
\]

\[
b_{\tilde{W}}(p) := Ca_{\tilde{W}}(p)C = T_{\tilde{W}}(p)b(p), \quad b_{\tilde{W}}^+(p) := b_{\tilde{W}}(p)^*.
\]

The charge conjugated multiplication operator acts according to

\[
(T_{\tilde{W}}^c(p)\Psi)_n^m(p) = A_{\tilde{W}}^{n,m}(p;p')\Psi_n^m(p),
\]

with \(p^n = (p_n+1, \ldots, p_{n+m}, p_1, \ldots, p_n)\). These definitions mean that for a one-particle vector \(\varphi\) the annihilation operator \(e\) acts as

\[
(a_{\tilde{W}}(\varphi)\Psi)_n^m(p) = \sqrt{n+1} \int d\mu(p)\varphi(p)A_{\tilde{W}}^{n,m}(p;p')\Psi_{n+1}^m(p,p').
\]

The deformed field is then defined as \(\Phi_{\tilde{W}} = a_{\tilde{W}}^+(f^+) + b_{\tilde{W}}(f^+)\) and we want it to be covariant under \(\tilde{L}_+\), i.e.

\[
U(\Lambda)\Phi_{\tilde{W}}(f)U(\Lambda)^{-1} = \Phi_{\tilde{W}}(\alpha_{\Lambda}(f)) = (\alpha_{\Lambda}(f))(x) = f(\Lambda^{-1}x).
\]

Therefore also the deformed annihilation operators have to satisfy \(U(\Lambda)a_{\tilde{W}}(\varphi)U(\Lambda)^{-1} = a_{\Lambda\tilde{W}}(\alpha_{\Lambda}(\varphi))\) which leads to the following relation for the deformation functions,

\[
e^{-i\Lambda\tilde{W}^m(p,\lambda)}e^{-i\Lambda^{-1}(q+1)\partial(\Lambda^{-1}p)}A_{\tilde{W}}^{n,m}(\Lambda^{-1}p;\Lambda^{-1}q) = A_{\Lambda\tilde{W}}^{n,m}(p;\Lambda^{-1}q).
\]

The product structure of this covariance condition and the known deformation functions in [11] now motivate the following ansatz,

\[
A_{\tilde{W}}^{n,m}(p;\Lambda^{-1}q) := u_{\tilde{W}}^{\lambda}(p)^{q+1} \prod_{i=1}^n u_{\tilde{W}}^{\lambda}(p_i) R(Qp \cdot p_i) \prod_{j=n+1}^{n+m} u_{\tilde{W}}^{\lambda}(p_j) R(Qp \cdot p_j),
\]

where the functions \(u\) and \(R\) are defined in the following way.

- \(R\) is a “standard” deformation function in the sense of [11] as already described in the two-dimensional case, i.e. it satisfies \(R(-a) = R(a) = R(a)^{-1}\) and it has an analytic continuation into the upper half plane, continuous on its closure, to guarantee the right commutation relations of the deformed fields for space-like separation. The \(Q \equiv Q(W)\) in the argument of \(R\) is a \(W\) dependent “deformation matrix”, which is anti-symmetric w.r.t. the Lorentz inner product and its definition can be found e.g. in [6, 7]. Denoting by \(L_W\) a Lorentz transformation connecting \(W\) and \(W_0\), i.e. \(W = L_W W_0\) the matrix \(Q(W)\) is defined according to \(Q(W) = L_W Q_0 L_W^{-1}\) where

\[
Q_0 = \kappa \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \kappa > 0
\]

is the matrix belonging to the standard wedge \(W_0\). Because of this special \(p\) and \(W\) dependence the deformation function \(R\) transforms covariantly in the sense that

\[
R((\Lambda^{-1}p)Q(\Lambda^{-1}p')) = R(p(\Lambda Q \Lambda^T)p')
\]

and it satisfies \(R(p'Qp) = R(-pQp)\).\(^6\)

\(^6\)Such a \(L_W\) always exists because the family of wedges has been defined as the orbit of \(W_0\) under \(\tilde{L}_+\).
The functions \( u^\lambda_0 \) are intertwiners for the representation \( U^{(3)} \) of \( \mathcal{L}^+ \) which have to satisfy the relation
\[
e^{-i\Omega(\Lambda(p),p)} u^\lambda_W(\Lambda^{-1}p) = u^\lambda_W(p),
\]
(3.18)
To find such functions \( u \) satisfying this condition we first define the path for the standard wedge \( \tilde{W}_0 = (W_0, c_0) \) with \( W_0 = \{ x \in \mathbb{R}^3 \mid x_1 > |x_0| \} \) and \( c_0 = 0 \) is a path starting at \( c_0 \) and staying inside \( W_0 \). We then consider equation (3.18) for \( W_0 \) and \( \tilde{\Lambda} = \tilde{L}_W \), where \( \tilde{L}_W \) is a Lorentz transformation connecting \( W \) and \( \tilde{W}_0 \). We then get
\[
 u^\lambda_W(p) = e^{-i\Omega(\tilde{L}_W^{-1}p)} u^\lambda_{\tilde{W}_0}(\tilde{L}_W^{-1}p),
\]
(3.19)
which shows that the intertwiner for \( \tilde{W} \) is determined by the intertwiner \( u_0^\lambda := u^\lambda_{\tilde{W}_0} \) for the standard wedge \( \tilde{W}_0 \). But this construction is not unique, because for every \( \tilde{L}_W \) also \( \tilde{L}_W \tilde{\Lambda}(t) \) is a \( \mathcal{L}^+ \) transformation mapping \( W_0 \) to \( \tilde{W} \), because the boosts \( \Lambda_1 \) in 1-direction leave the standard wedge \( W_0 \) invariant. To restore uniqueness the functions \( u_0^\lambda \) need to satisfy the consistency condition
\[
u^\lambda_0(p) = e^{-i\Omega(\Lambda_1(t),p)} u^\lambda_0(\Lambda_1(-t)p).
\]
(3.20)
To construct such functions we observe that, according to \cite{18} Lemma C.1, the Wigner rotation factor \( e^{-i\Omega(\Lambda_1(t),p)} \) can be written as
\[
 e^{-i\Omega(\Lambda_1(t),p)} = v(p)^\lambda v(\Lambda(-t)p)^{-\lambda}, \quad v(p) := \frac{p + m - p_1 + ip_2}{p + m - p_1 - ip_2}
\]
(3.21)
This leads to the solution
\[
u^\lambda_0(p) := f(p_2)^\lambda v(p)^\lambda
\]
(3.22)
for \( u_0^\lambda \) where \( f \) is a yet undefined function of \( p_2 \) and thus invariant under \( x_1 \)-boosts.\footnote{Note that every function on the mass shell which is invariant under boosts in the 1-direction is a function of \( p_2 \).}
One can now easily check that our intertwiner function \( u^\lambda_W(p) := e^{-i\Omega(\tilde{L}_W^{-1}p)} u^\lambda_{\tilde{W}_0}(\tilde{L}_W^{-1}p) \) satisfies relation (3.18).
Note that (apart from \( R \) which determines the momentum dependence of the S-matrix) the deformation function \( A_{\tilde{W}}^{n,m} \) is fixed by covariance up to the function \( f(p_2) \) which has to be chosen in such a way that the creation and annihilation operators satisfy the right commutation relations.

To calculate these relations we first need commutation relations between undeformed creation/annihilation operators and the deformation operators \( T_{\tilde{W}} \). Acting on the charge \( q \) Hilbert space we get e.g.
\[
 T_{\tilde{W}}(p)a(p')|q\rangle = \frac{u^\lambda_{\tilde{W}}(p)^q}{u^\lambda_{\tilde{W}}(p)^q}(u^\lambda_{\tilde{W}}(p')R(Qp \cdot p'))^{-1}a(p')T_{\tilde{W}}(p)|q\rangle
 = u^\lambda_{\tilde{W}}(p)^{-1}u^\lambda_{\tilde{W}}(p')^{-1}R(Qp \cdot p')^{-1}a(p')T_{\tilde{W}}(p) =: B_{\tilde{W}}(p,p')a(p')T_{\tilde{W}}(p),
\]
(3.23)
\[
 T_{\tilde{W}}(p)a^\ast(p') = B_{\tilde{W}}(p,p')^{-1}a^\ast(p')T_{\tilde{W}}(p).
\]
In the same way we can calculate
\[
 T_{\tilde{W}}(p)b(p') = u^\lambda_{\tilde{W}}(p)^{-1}R(Qp \cdot p')^{-1}b(p')T_{\tilde{W}}(p) =: C_{\tilde{W}}(p,p')b(p')T_{\tilde{W}}(p).
\]
(3.24)
All other relations now follow by charge conjugation and taking adjoints. Using these commutation relations we now obtain
\[
a_{\tilde{W}}(p)a_{\tilde{W}}(p') = T_{\tilde{W}}(p)a(p)T_{\tilde{W}}(p')a(p')
 = B_{\tilde{W}}(p',p)^{-1}B_{\tilde{W}}(p,p')a_{\tilde{W}}(p')a_{\tilde{W}}(p).
\]
(3.25)
Inserting the definition of $B$ we get
\[ B_W^r(p', p)^{-1} B_W(p, p') = \frac{u^\Lambda_W^r(p')}{u^\Lambda_W(p)} u^\Lambda_W(p') R(Q_{p'}) p = \frac{u^\Lambda_W(p)}{u^\Lambda_W(p')} u^\Lambda_W^r(p'), \]
(3.26)
where the last equation follows by using the relation $R(-a) = R(a)^{-1}$. From the definition of the $u$'s we see that
\[ \frac{u^\Lambda_W(p)}{u^\Lambda_W^r(p')} = e^{-i\lambda(\Omega(\hat{L}_W, p)-\Omega(\hat{L}_W^r, p))} u^\Lambda^r_W(L_{W}^{-1}p) u^\Lambda_W(L_{W}^{-1}p)^{-1}, \]
(3.27)
and to calculate this expression we need to look more closely at the relation between $\hat{L}_{\tilde{W}}$ and $\hat{L}_{\tilde{W}}^r$. As already explained, $\hat{L}_{\tilde{W}}$ is a $\tilde{L}_{\tilde{W}}^r$-transformation mapping $\tilde{W}_0$ to $\tilde{W}$, i.e. $\hat{L}_{\tilde{W}} \tilde{W}_0 = \tilde{W}$. Taking another wedge $\tilde{W}_1 := \Lambda \tilde{W}$ it is clear that $\hat{L}_{\tilde{W}_1} := \Lambda \hat{L}_{\tilde{W}}$ then maps $\tilde{W}_0$ to $\tilde{W}_1$. Now $\hat{L}_{\tilde{W}_1}$, maps $\tilde{W}_0$ to $\tilde{W}'$, but every $\tilde{W}'$ can be obtained from $\tilde{W}$ through a boost $\Lambda_{\tilde{e}_w}$ in the direction $\tilde{e}_w$ of the edge of $\tilde{W}$ and an odd number of $\pi$-rotations, i.e.
\[ \tilde{W}' = \Lambda_{\tilde{e}_w}(t)\tilde{r}(k\pi)\Lambda_{\tilde{e}_w}(-t)\tilde{W}, \quad k \in 2\mathbb{Z} + 1. \]
(3.28)
This shows that $\hat{L}_{\tilde{W}_r} = \Lambda_{\tilde{e}_w}(t)\tilde{r}(k\pi)\Lambda_{\tilde{e}_w}(-t)\tilde{W}$ is a Lorentz transformation mapping $\tilde{W}_0$ to $\tilde{W}'$. This can be simplified by using the following lemma:

**Lemma 3.1.** For every wedge $\tilde{W}$ there exist $\omega, t \in \mathbb{R}$, such that
\[ \hat{L}_{\tilde{W}} := \Lambda_{\tilde{e}_w}(t)\tilde{r}(\omega) \]
(3.29)
maps $\tilde{W}_0$ to $\tilde{W}$, where $\Lambda_{\tilde{e}_w}$ is a boost parallel to the edge of $\tilde{W}$.

**Proof.** It is known that given two orthogonal directions, $\hat{e}_1, \hat{e}_2$, every $\hat{\lambda} \in \tilde{L}_\perp^\circ$ can be written as
\[ \hat{\lambda} = \Lambda_\hat{e}_1(t')\Lambda_\hat{e}_2(t)\tilde{r}(\omega), \quad t', t, \omega \in \mathbb{R}, \]
where $\Lambda_\hat{e}_1/\Lambda_\hat{e}_2$ are boosts in the directions $\hat{e}_1/\hat{e}_2$ (For a proof see e.g. [13, Appendix B]). Now take a $\hat{\lambda} = \hat{\Lambda}_{\hat{W}}$ mapping $\tilde{W}_0$ to $\tilde{W}$ and $\hat{e}_1$ orthogonal to the edge of $\tilde{W}$ such that $\Lambda_{\tilde{e}_1}(t)\tilde{W} = \tilde{W}$. Then we obviously have that $\hat{L}_{\tilde{W}} = \Lambda_{\tilde{e}_2}(t)\tilde{r}(\omega)$ where $\tilde{e}_2$ is parallel to the edge of $\tilde{W}$.

These considerations show that for every $\hat{L}_{\tilde{W}}$, there exists a $\hat{L}_{\tilde{W}}$ and $k \in 2\mathbb{Z} + 1$ such that $\hat{L}_{\tilde{W}} = \hat{L}_{\tilde{W}}\tilde{r}(k\pi)$. Using this relation one obtains
\[ \frac{u^\Lambda_{\tilde{W}}^r(p)}{u^\Lambda_{\tilde{W}}(p)} = e^{-i\lambda(\Omega(\hat{L}_{\tilde{W}}, p)-\Omega(\hat{L}_{\tilde{W}}^r, p))} u^\Lambda_{\tilde{W}}^r(r(-k\pi)L_{\tilde{W}}^{-1}p) u^\Lambda_{\tilde{W}}(L_{\tilde{W}}^{-1}p)^{-1}. \]
To calculate the exponential factor we need the cocycle relation \[ \Omega(\hat{\Lambda}, p) = \Omega(\hat{\lambda}, p) + \Omega(\hat{\lambda}', L_{\tilde{W}}^{-1}p). \]
This leads to
\[ \Omega(\hat{L}_{\tilde{W}}\tilde{r}(k\pi), p) - \Omega(\hat{L}_{\tilde{W}}, p) = \Omega(\hat{L}_{\tilde{W}}, p) + \Omega(\tilde{r}(k\pi), L_{\tilde{W}}^{-1}p) - \Omega(\hat{L}_{\tilde{W}}, p) \]
\[ = \Omega(\tilde{r}(k\pi), L_{\tilde{W}}^{-1}p) = k\pi, \]
(3.30)
where $k \equiv k(\tilde{W}, \tilde{W}')$ obviously only depends on the winding number of $\tilde{W}'$ w.r.t $\tilde{W}$. Such a winding number, $\mathcal{N}(\tilde{C}_1, \tilde{C}_2)$, can be defined for general causally separated spacelike cones $\tilde{C}_1$ and $\tilde{C}_2$ (see

\[ A \text{ spacelike cone } C = a + \cup_{t \geq 0} O \text{ is defined through its apex } a \text{ and a double cone } O, \text{ which is spacelike separated from } a. \]
3.2 The Deformed Model

e.g. \[4\]) in the following way. Let \(d\theta\) be the angle one-form in some fixed Lorentz frame, and for a path \(\tilde{C}=(C,\tilde{e})\) let \(\theta(\tilde{C})\) be the set of corresponding “accumulated angles”, namely the interval

\[
\theta(\tilde{C}) := \left\{ \int_{\tilde{e}} d\theta : e \in \tilde{e} \right\}.
\]

Now given two paths \(\tilde{C}_1, \tilde{C}_2\) with \(C_1\) causally separated from \(C_2\), one can define the relative winding number \(N(\tilde{C}_1, \tilde{C}_2)\) of \(\tilde{C}_2\) w.r.t. \(\tilde{C}_1\) to be the unique integer \(n\) such that

\[
\theta(\tilde{C}_2) + 2\pi n < \theta(\tilde{C}_1) < \theta(\tilde{C}_2) + 2\pi(n + 1).
\]

Considering two wedges \(\tilde{W}\) and \(\tilde{W}'\) one can proof the following relation between \(k(\tilde{W}, \tilde{W}')\) and \(N(\tilde{W}, \tilde{W}')\).

**Lemma 3.2.** Let \(k(\tilde{W}, \tilde{W}')\) and \(N(\tilde{W}, \tilde{W}')\) be defined as before. Then the relation

\[
-k(\tilde{W}, \tilde{W}') = 2N(\tilde{W}, \tilde{W}') + 1
\]

holds.

**Proof.** As we have seen, \(\tilde{W}' = \Lambda_{\hat{w}}(t)\tilde{r}(k\pi)\Lambda_{\hat{e}}(t)\tilde{W}\) which shows that \(\theta(\tilde{W}') = \theta(\tilde{W}) + k\pi\). Using this in the definition of the winding number leads to

\[
\theta(\tilde{W}') + 2\pi N < \theta(\tilde{W}) < \theta(\tilde{W}') + 2\pi(N + 1) \Rightarrow \theta(\tilde{W}) + k\pi + 2\pi N < \theta(\tilde{W}) < \theta(\tilde{W}) + k\pi + 2\pi(N + 1).
\]

From this it follows that

\[
k + 2N < 0 < k + 2(N + 1)
\]

which immediately leads to \(-k = 2N + 1\).

Having established the relation between our \(k(\tilde{W}, \tilde{W}')\) and the usual definition of the winding number \(N(\tilde{W}, \tilde{W}')\) we return to the calculation of \(\frac{u_{\tilde{W}}^\lambda (p)}{u_{\tilde{W}}^\lambda (p)}\). To determine the second factor in \(3.27\) we need to compute the expression

\[
\left. \frac{u_0^\lambda (r(-k\pi)p)}{u_0^\lambda (p)} \right|_{H^+_m} = \frac{f(-p_2)v(r(\pi)p)}{f(p_2)v(p)} \left. \frac{f(-p_2)(m-ip_2)}{f(p_2)(m+ip_2)} \right|_{H^+_m},
\]

where \(r(\pi)\) acts on \(p\) simply as \(r(\pi)(p_0, p_1, p_2) = (p_0, -p_1, -p_2)\). Inserting the definition of \(u_0^\lambda\) and restricting the momentum \(p\) to the forward mass shell \(H^+_m\) leads via a straightforward calculation to

\[
\left. \frac{u_0^\lambda (r(\pi)p)}{u_0^\lambda (p)} \right|_{H^+_m} = \frac{f(-p_2)v(r(\pi)p)}{f(p_2)v(p)} \left. \frac{f(-p_2)(m-ip_2)}{f(p_2)(m+ip_2)} \right|_{H^+_m}.
\]

By studying the commutation relations e.g. between \(a_{\tilde{W}}(p)\) and \(b_{\tilde{W}}(p')\) one realizes that \(f\) also has to satisfy \(f = f^{-1}\). In order to guarantee the right commutation relations between the various creation and annihilation operators we therefore have to choose a function \(f : \mathbb{R} \to S^1\) satisfying

\[
\frac{f(-x)(m - ix)}{f(x)(m + ix)} = 1.
\]

Using such an \(f\) in the definition of \(u_{\tilde{W}}^\lambda\) one then finally arrives at the desired relation

\[
\left. \frac{u_{\tilde{W}}^\lambda (p)}{u_{\tilde{W}}^\lambda (p)} \right|_{H^+_m} = e^{-i\pi k(\tilde{W}, \tilde{W}')}
\]
which leads to
\[ a_{\tilde{W}}(p)a_{\tilde{W}'}(p') = e^{-2\pi i \lambda k(\tilde{W},\tilde{W}')} a_{\tilde{W}'}(p')a_{\tilde{W}}(p). \]
(3.36)
In exactly the same way one can calculate
\[ a_{\tilde{W}}(p)b_{\tilde{W}'}(p') = e^{2\pi i \lambda k(\tilde{W},\tilde{W}')} b_{\tilde{W}'}(p')a_{\tilde{W}}(p) \]
(3.37)
and the mixed commutation relations
\[
\begin{align*}
    a_{\tilde{W}}(p)a_{\tilde{W}'}^+(p') &= e^{2\pi i \lambda k(\tilde{W},\tilde{W}')} a_{\tilde{W}'}^+(p')a_{\tilde{W}}(p) + \omega_p \delta(p-p') T_{\tilde{W}}(p) T_{\tilde{W}'}(p)^*, \\
    a_{\tilde{W}}(p)b_{\tilde{W}'}^+(p') &= e^{-2\pi i \lambda k(\tilde{W},\tilde{W}')} b_{\tilde{W}'}^+(p')a_{\tilde{W}}(p).
\end{align*}
\]
(3.38)
Again all the other commutation relations follow by charge conjugation and taking adjoints.

Up to now we have only taken into account covariance under the proper orthochronous group \( \tilde{\mathcal{L}}_+ \), but we also want our fields to have the correct transformation behavior under reflections at the edge of the wedge. Taking the standard wedge \( \tilde{W}_0 \) and the reflection \( \tilde{j} \) at its edge we want the field to satisfy
\[ J \Phi_{\tilde{W}_0}(f) J = \Phi_{\tilde{j} \tilde{W}_0}(\alpha_j(f)), \]
(3.39)
where again \( \alpha_j(f)(x) = \tilde{f}(-x) \) and \( J \) has been defined in |11|. According to |11| the reflection \( \tilde{j} \) acts on \( \tilde{W}_0 \) as
\[ \tilde{j} \cdot \tilde{W}_0 = (-\tilde{W}_0, \tilde{j} \cdot \tilde{e}_0) = \tilde{r}(-\pi) \tilde{W}_0. \]
A straightforward calculation then shows that for equation (3.39) to hold we need to set \( \beta = -2\pi \lambda \)
in the definition (1.1) and the intertwiners \( u^0_0 \) have to satisfy \( u^0_0(-jp) = u^0_0(p) \). Because of \( \tilde{j} \cdot \tilde{W}_0 = \tilde{r}(-\pi) \cdot \tilde{W}_0 \) this leads to
\[ u^0_0(-jp) = e^{-i\pi \lambda} u^0 \tilde{j} \tilde{W}_0(p). \]
This equation can be fulfilled if and only if the function \( f \), used in the definition of \( u^0_0 \), satisfies \( f(-x) = \tilde{f}(x) \) in addition to the previous relation (3.34). These two conditions now lead to the solution
\[ f(x) = \frac{m - ix}{\sqrt{m^2 + x^2}}. \]
(3.40)
With this choice the deformed field \( \Phi_{\tilde{W}_0} \) then satisfies (3.39) with the space-time reflection \( J \) defined according to
\[ (J \Psi)^m_n(p) = e^{-2\pi i \lambda q} \Psi^m_n(-j\tilde{p}). \]
(3.41)

Summing up our construction we have seen that we can deform the CCR-algebra of “free” creation and annihilation operators in such a way that the deformed operators satisfy anyonic commutation relations and the resulting field is covariant under a spin \( \lambda \) representation of \( \tilde{\mathcal{L}}_+ \). This deformation was defined by simply using multiplication operators \( (T_{\tilde{W}}(p) \Psi^m_n(p) = A^m_n(p, \tilde{p}) \Psi^m_n(p)) \) which were chosen according to
\[
\begin{align*}
    A^m_n(p, \tilde{p}) &= u^\lambda_{\tilde{W}}(p)^{q+1} \prod_{i=1}^{n} u^\lambda_{\tilde{W}}(p_i) R(Qp \cdot p_i) \prod_{j=n+1}^{n+m} u^\lambda_{\tilde{W}}(p_j) R(Qp \cdot p_j), \\
    R &\ldots \text{arbitrary deformation function in the sense of |11|}, \\
    u^\lambda_{\tilde{W}}(p) &= e^{-i\lambda \Omega(\tilde{L}_{-W}, p)} u^0_{\tilde{W}}(\tilde{L}_{-W}^{-1} p), \\
    u^0_{\tilde{W}}(p) &= \left( \frac{m - ip_2}{\sqrt{m^2 + p_2^2}} \right)^\lambda \cdot \nu(p)^\lambda, \quad \nu(p) := \frac{p_0 + m - p_1 + ip_2}{p_0 + m - p_1 - ip_2}.
\end{align*}
\]
Having defined the deformation we can now state our main result, namely that the deformed field satisfies anyonic commutation relations.

**Proposition 3.1.** Consider paths of wedges $\tilde{W}, \tilde{W}'$ and test functions $f, g$ such that

$$\text{supp}(f) + W \subset (\text{supp}(g) + W').$$

(3.42)

Then the deformed fields $\Phi_{\tilde{W}}(f)$ and $\Phi_{\tilde{W}'}(g)$ satisfy the commutation relations

$$\Phi_{\tilde{W}}(f)\Phi_{\tilde{W}'}(g) = e^{-2\pi i \lambda k(\tilde{W}, \tilde{W}')} \Phi_{\tilde{W}'}(g)\Phi_{\tilde{W}}(f),$$

$$\Phi_{\tilde{W}}(f)\Phi_{\tilde{W}'}(g) = e^{2\pi i \lambda k(\tilde{W}, \tilde{W}')} \Phi_{\tilde{W}'}^*(g)\Phi_{\tilde{W}}(f),$$

(3.43)

**Proof.** Using the above relations between the deformed creation and annihilation operators one immediately sees that the deformed field $\Phi_{\tilde{W}}(f) = a_{\tilde{W}}^\dagger(f^+) + b_{\tilde{W}}(f^+)$ with itself satisfies the commutation relations

$$\Phi_{\tilde{W}}(f)\Phi_{\tilde{W}'}(g) = e^{-2\pi i \lambda k(\tilde{W}, \tilde{W}')} \Phi_{\tilde{W}'}(g)\Phi_{\tilde{W}}(f),$$

(3.44)

for arbitrary test functions $f$ and $g$.

For the mixed commutation relations between $\Phi_{\tilde{W}}$ and $\Phi_{\tilde{W}'}^*$, we get

$$\Phi_{\tilde{W}}(f)\Phi_{\tilde{W}'}^*(g) = e^{2\pi i \lambda k(\tilde{W}, \tilde{W}')} \Phi_{\tilde{W}'}^*(g)\Phi_{\tilde{W}}(f) =
\int d\mu(p) \left( f^-(p)g^+(p) T_{\tilde{W}}^c(p) T_{\tilde{W}'}^c(p)^* - f^+(p)g^-(p) e^{2\pi i \lambda k(\tilde{W}, \tilde{W}')} T_{\tilde{W}'}(p) T_{\tilde{W}}(p)^* \right).$$

(3.45)

To determine whether the right hand side vanishes for spacelike separated test functions we have to calculate how the operators $T_{\tilde{W}}^c(p) T_{\tilde{W}'}^c(p)^*$ and $T_{\tilde{W}'}(p) T_{\tilde{W}}(p)^*$ act on an arbitrary vector $\Psi^m_{\tilde{W}}$. This leads to

$$(T_{\tilde{W}}^c(p) T_{\tilde{W}'}^c(p)^*)^m_{\tilde{W}}(\Psi) = u_{\tilde{W}}^\lambda(p)^{-q+1} u_{\tilde{W}'}^\lambda(p)^{-q+1} \prod_{i=1}^n u_{\tilde{W}}^\lambda(p_i) u_{\tilde{W}'}^\lambda(p_i) R(Q p \cdot p_i)^2 \prod_{j=n+1}^{n+m} u_{\tilde{W}}^\lambda(p_j) u_{\tilde{W}'}^\lambda(p_j) R(Q p \cdot p_j)^2,$$

$$(T_{\tilde{W}'}(p) T_{\tilde{W}}(p)^*)^m_{\tilde{W}}(\Psi) = u_{\tilde{W}}^\lambda(p)^{q+1} u_{\tilde{W}'}^\lambda(p)^{q+1} \prod_{i=1}^n u_{\tilde{W}}^\lambda(p_i) u_{\tilde{W}'}^\lambda(p_i) R(Q p \cdot p_i)^2 \prod_{j=n+1}^{n+m} u_{\tilde{W}}^\lambda(p_j) u_{\tilde{W}'}^\lambda(p_j) R(Q p \cdot p_j)^2.$$
Inserting this into the commutation relation (3.45) one arrives at
\[
(\Phi^*_W(f)\Phi^*_W(g)\Psi)_n^m(p) = \left(\left(e^{2\pi i\lambda k (\hat{W}, \hat{W}')}\Phi^*_W(g)\Phi^*_W(f)\Psi\right)_n^m(p) = \\
\int d\mu(p) \left[ f^-(p)g^+(p) \prod_{i=1}^{n+m} R(Qp \cdot pi)^2 - f^+(p)g^-(p) \prod_{i=1}^{n+m} R(Qp \cdot pi)^2 \right]
\] (3.46)

\[
\cdot e^{-i\pi k (\hat{W}, \hat{W}')} \prod_{i=1}^{n} u^\lambda_{\hat{W}}(pi)u^{\lambda}_{\hat{W}'}(pi) \prod_{j=n+1}^{n+m} u^\lambda_{\hat{W}}(pi)u^{\lambda}_{\hat{W}'}(pi) \Psi^m_n(p).
\]

We now just have to show that the expression in the second line vanishes for all \( p_i \) if the test functions \( f \) and \( g \) have the right support properties (3.42). Due to the covariance of the field operators we have to consider this expression only for the standard wedge \( W_0 \), i.e. \( Q = Q_0 \) and \( f, g \) localized in \( W_0, W'_0 \) respectively. Using ideas from the proof of Proposition 3.4 in [6] one introduces new coordinates on the mass shell such that

\[
p = p(\theta) = \begin{pmatrix} m_\perp \cosh \theta \\ m_\perp \sinh \theta \\ p_2 \end{pmatrix}, \quad d\mu(p) = d\theta dp_2,
\] (3.47)

where \( m_\perp = \sqrt{m^2 + p_2^2} \). Because \( f \) and \( g \) are assumed to have compact support their Fourier transforms \( \tilde{f} \) and \( \tilde{g} \) are entire analytic functions. Moreover \( f^- (\theta + i\lambda, p_2) \) and \( g^+ (\theta + i\lambda, p_2) \) are bounded on the strip \( 0 \leq \lambda \leq \pi \) (see again [6]) and the boundary values are related by

\[
f^- (\theta + i\lambda, p_2) = f^+ (\theta, -p_2), \quad g^+ (\theta + i\lambda, p_2) = g^- (\theta, -p_2),
\]

where we used the obvious notation \( f^\pm (\theta, p_2) = \tilde{f}(\pm p(\theta)) \). Furthermore, because \( \kappa \geq 0 \) and all the momenta are on the mass shell, it follows that

\[
\text{Im}(Qp(\theta + i\lambda) \cdot p_k) = \kappa m_\perp \sin \lambda \begin{pmatrix} \cosh \theta \\ \sinh \theta \end{pmatrix} \cdot \begin{pmatrix} p_k^0 \\ p_k^1 \end{pmatrix} \geq 0, \quad \text{for } 0 \leq \lambda \leq \pi.
\]

Therefore the functions \( z \mapsto R(Qp(z) \cdot p_k) \) are analytic on the strip \( S(0, \pi) \) and bounded on its closure. This allows us to shift the \( \theta \) integration in the second line of (3.16) from \( \mathbb{R} \) to \( \mathbb{R} + i\pi \), which shows that the whole expression vanishes (See also [1] for a more detailed treatment of these concepts).

We have thus shown that the deformed field satisfies the anyonic commutation relations

\[
\Phi^*_W(f)\Phi^*_W(g) = e^{2\pi i\lambda k (\hat{W}, \hat{W}')}\Phi^*_W(g)\Phi^*_W(f),
\]

\[
\Phi^*_W(f)\Phi^*_W(g) = e^{2\pi i\lambda k (\hat{W}, \hat{W}')}\Phi^*_W(g)\Phi^*_W(f),
\]

if the localization regions \((\text{supp}(f) + W)^w\) and \((\text{supp}(g) + W')^w\) are spacelike separated. \(\square\)

Summing up our results we have constructed field operators \( \Phi^*_W(f) \) on the Hilbert space \( \mathcal{F}_s(L^2(\mathbb{R}^3)) \otimes \mathcal{F}_s(L^2(\mathbb{R}^3)) \) for every path of wedge \( \hat{W} \) and test function \( f \in \mathcal{S}(\mathbb{R}^3) \). This family satisfies the following properties:

i) The fields are polarization free generators, i.e.

\[
\Phi^*_W(f) \Omega \subset \mathcal{H}_1.
\]
For the incoming scattering states we have to exchange \( \tilde{\varphi} \) and by using also \( \Phi \)

To compute these limits we use that the supports of \( f \) and \( g \) are localized in wedge regions and satisfy anyonic commutation relations, depending on the relative winding number of \( \tilde{W} \) and \( \tilde{W}' \), i.e.

\[
\Phi_{\tilde{W}}(f)\Phi_{\tilde{W}'}(g) = e^{i2\pi\lambda k(\tilde{W},\tilde{W}')}\Phi_{\tilde{W}}(g)\Phi_{\tilde{W}}(f),
\]

if \( \text{supp}(f) + W \subset (\text{supp}(g) + W')' \).

Furthermore the Reeh-Schlieder property holds for wedges, but what’s more important is that it does not hold for regions smaller than a wedge, e.g. for spacelike cones. This follows from the recent work [4] by Bros and Mund, where they show (using results from [3]) that there can be no polarization free generators for Anyons if the Reeh-Schlieder property holds for spacelike cones.

### 3.3 Scattering States

We can now also define two-particle scattering states and their S-matrix following the approach for wedge-localized operators in [3]. For this purpose we choose \( f \) and \( g \) in such a way that \( \tilde{f}, \tilde{g} \) have compact support and \( \text{supp} \tilde{f}, \text{supp} \tilde{g} \) intersect the upper but not the lower mass shell. Furthermore we use the notation \( p = (p^0, \mathbf{p}), \omega_p = \sqrt{p^2 + m^2} \) and define the velocity support \( \Gamma(f) := \{(1, p/\omega_p) : p \in \text{supp} \tilde{f}\} \) of \( f \) and its time evolution \( f_t(x) = \int dp \tilde{f}(p)e^{ip^0-\omega_p x} \). It is well known in scattering theory that for large times \( t \) the fields \( \Phi_{\tilde{W}}(f_t) \) and \( \Phi_{\tilde{W}'}(g_t) \) are essentially localized in \( W + t\Gamma(f) \) and \( W' + t\Gamma(g) \) respectively, because asymptotically the support of \( f_t \) is contained in \( t\Gamma(f) \). Now if the velocity supports of \( f, g \) are such that \( \Gamma(f) - \Gamma(g) \subset W \) these localization regions are spacelike separated for positive times \( t \). Therefore we can define outgoing two-particle scattering states as the limit

\[
\lim_{t \to \infty} \Phi_{\tilde{W}}(f_t)\Phi_{\tilde{W}'}(g_t) =: (f^+, \tilde{W})_+ \times^\text{out} (g^+, \tilde{W}')_+ \tag{3.48}
\]

and by using also \( \Phi_{\tilde{W}}^*(f) \) we could similarly construct scattering states containing anti-particles.

For the incoming scattering states we have to exchange \( \tilde{W} \) and \( \tilde{W}' \) because for \( t < 0 \) the localization regions \( W + t\Gamma(g) \) and \( W' + t\Gamma(f) \) are spacelike separated. This leads to the definition

\[
\lim_{t \to -\infty} \Phi_{\tilde{W}}(f_t)\Phi_{\tilde{W}'}(g_t) =: (f^+, \tilde{W}')_+ \times^\text{in} (g^+, \tilde{W})_+. \tag{3.49}
\]

To compute these limits we use that the supports of \( f, g \) do not intersect the lower mass shell and that the time dependence of \( f_t \) is trivial on the upper mass shell. Thus the scattering states simplify to

\[
(f^+, \tilde{W})_+ \times^\text{out} (g^+, \tilde{W}')_+ = a^*_{\tilde{W}}(f^+)a^*_{\tilde{W}'}(g^+)\Omega,
\]

\[
(f^+, \tilde{W}')_+ \times^\text{in} (g^+, \tilde{W})_+ = a^*_{\tilde{W}'}(f^+)a^*_{\tilde{W}}(g^+)\Omega. \tag{3.50}
\]

Of course these vectors inherit the nontrivial commutation relations from the fields which create them, leading e.g. to

\[
(f^+, \tilde{W})_+ \times^\text{out} (g^+, \tilde{W}')_+ = e^{-2\pi\lambda k(\tilde{W},\tilde{W}')} (g^+, \tilde{W}')_+ \times^\text{out} (f^+, \tilde{W})_+. \tag{3.51}
\]
From (3.50) the explicit form of the scattering states can be computed, namely
\[
\begin{align*}
\left((f^+, \tilde{W})_+ \times^{\text{out}} (g^+, \tilde{W}^\prime)_+, (p_1, p_2) = \frac{1}{\sqrt{2}} \left( \mathcal{R}(p_1, p_2) f^+(p_1) g^+(p_2) + (p_1 \leftrightarrow p_2) \right), \\
\left((f^+, \tilde{W})_+ \times^{\text{in}} (g^+, \tilde{W})_+, (p_1, p_2) = \frac{1}{\sqrt{2}} \left( \mathcal{R}'(p_1, p_2) f^+(p_1) g^+(p_2) + (p_1 \leftrightarrow p_2) \right),
\end{align*}
\tag{3.52}
\]
where \(\mathcal{R}\) and \(\mathcal{R}'\) are defined according to
\[
\begin{align*}
\mathcal{R}(p_1, p_2) &:= \frac{1}{\sqrt{2}} \left( \mathcal{W}_W^\lambda(p_1) \mathcal{W}_W^\lambda(p_2) R(Q p_1 \cdot p_2), \\
\mathcal{R}'(p_1, p_2) &:= \frac{1}{\sqrt{2}} \left( \mathcal{W}_W^\lambda(p_1) \mathcal{W}_W^\lambda(p_2) R(Q p_1 \cdot p_2).
\end{align*}
\]
Now taking testfunctions \(f, g, h, k \in \mathcal{S}(\mathbb{R}^3)\) such that \(\Gamma(f) - \Gamma(g) \subset W\) and \(\Gamma(h) - \Gamma(k) \subset W\) we can calculate the two-particle S-matrix through
\[
\begin{align*}
\left((f^+, \tilde{W})_+ \times^{\text{out}} (g^+, \tilde{W}^\prime)_+, (h^+, \tilde{W}^\prime)_+ \times^{\text{in}} (k^+, \tilde{W})_+ \\
= \int d\mu(p_1) d\mu(p_2) \left( e^{2i\pi\xi(k, \tilde{W})} R(p_1 Q p_2)^2 \right) f^+(p_1) g^+(p_2) h^+(p_1) k^+(p_2).
\end{align*}
\tag{3.53}
\]
So we can see that the momentum dependence of the S-matrix is again determined by \(R^2\) which in addition gets multiplied by a phase factor depending only on the relative winding number of the localization regions. Note that we would get the same result for anti-particle scattering because we used the same deformation function on the particle- and the anti-particle space. Of course we could also have written \(R^+\) and \(R^-\) as in the two-dimensional case, but it is presently unclear to what extent these two functions could differ in \(d > 2\).

4 Conclusion and Open Questions

The method of deforming a free hermitian scalar field to obtain new wedge-localized models with non-trivial S-matrix, described in detail in [11], has been generalized to a charged field on two- and three-dimensional Minkowski space. We have seen that working on a charged Hilbert space enables us to change the statistics of the deformed fields and, at least in two-dimensions, one can use a larger class of deformation functions in the definition of the deformation. The fields are localized in so-called paths of wedges, have non-trivial commutation relations depending on the winding number of their localization regions and they are covariant with respect to a representation of \(\mathcal{L}^\pm\) with spin \(\lambda \in \mathbb{R}\).

The weakened localization in wedges instead of double cones or spacelike cones still allows to define two-particle scattering states and the wedge-algebras generate dense sets in \(\mathcal{H}\) from the vacuum. However nothing is known about algebras for smaller spacetime regions, except that they can’t satisfy the Reeh-Schlieder property due to the recent work by Bros and Mund [4].

Another open question is if the deformation functions defined in [22] are actually the most general which are possible in this case. We currently also don’t know if these additional admissible functions can be generalized to the higher dimensional case.

In [11] the deformation was originally defined on the testfunction algebra (the so-called Borchers-Uhlmann algebra) and a representation on Fock space was then introduced via the GNS-construction. In the present work we defined the deformation on Fock space from the outset and it would be interesting to know if one can understand it as the GNS representation of a deformation of the underlying Borchers-Uhlmann algebra.
In addition one would like to generalize the deformation of a charged scalar field to a situation with a multi-component field where different particle species and charges are present. In this case the commutation relations might be governed not only by phase factors, but by more general matrices yielding a representation of the braid group.
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