Entanglement Renyi negativity across a finite temperature transition: a Monte Carlo study
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Quantum entanglement is fragile to thermal fluctuations, which raises the question whether finite temperature phase transitions support long-range entanglement similar to their zero temperature counterparts. Here we use quantum Monte Carlo simulations to study the third Renyi negativity, a generalization of entanglement negativity, as a proxy of mixed-state entanglement in the 2D transverse field Ising model across its finite temperature phase transition. We find that the area-law coefficient of the Renyi negativity is singular across the transition, while its subleading constant is zero within the statistical error. This indicates that the entanglement is short-ranged at the critical point despite a divergent correlation length. Renyi negativity in several exactly solvable models also shows qualitative similarities to that in the 2D transverse field Ising model.

Long-range correlations in a quantum system can lead to long-range quantum entanglement. For example, the entanglement in the ground state of a 1+1-D conformal field theory (CFT) for a subregion of size \( \ell \) takes the form \( S \sim c \log \ell \), and thus is not expressible as a sum of local terms close to the entangling boundary i.e. \( S(2\ell) \neq S(\ell) \), underlining the long range nature of entanglement. Similarly, the entanglement of a 2+1-D CFT for a circular bipartition of radius \( R \) is given by \( S \sim R - F \), where \( F \) is a universal number that is not expressible in terms of correlation function of local operators, and again captures the long-range entanglement present in the ground state wavefunction \( \phi_{1+1} \). At the same time, long-range correlations do not necessarily imply long-range entanglement as is evident by considering a classical Ising model at its finite temperature critical point - the entanglement is clearly zero in this system for any bipartition despite the system being described by a (Euclidean) 2D Ising CFT. A more interesting question is to consider a quantum Hamiltonian in \( d \) space dimensions at a finite temperature critical point. Now the system is described by the Gibbs state \( \rho \propto e^{-\beta H} \), which is not a pure state. The critical exponents for this system are described by a \( d \) dimensional classical field theory \( \phi_{d} \) since the imaginary time direction is finite. What is the nature of quantum entanglement across such a transition? Does there exist any universal long-distance component of entanglement at this critical point? For simulating ground states of quantum states, the presence or absence of long-range entanglement has crucial implications for the computational resources required (see e.g. \( \phi_{1+1} \)). Therefore, answering these questions may have implications for the simulability of finite-temperature quantum systems with divergent correlation length. Although enormous progress has been made in last two decades in understanding entanglement of pure quantum states, very little is understood about the entanglement of interacting many-body quantum systems in mixed states such as the Gibbs state. In this paper, we will study a specific quantity called entanglement Renyi negativity at a finite temperature critical point for a 2+1-D lattice model using quantum Monte Carlo (QMC) simulations, and make progress on some of these qualitative questions.

Given a density matrix \( \rho \) on a bipartite Hilbert space \( \mathcal{H}_{A} \otimes \mathcal{H}_{B} \), the two parties \( A \) and \( B \) are separable, i.e. unentangled, if and only if \( \rho \) can be expressed as a convex combination of pure product states: \( \rho = \sum_{i} \lambda_{i} \rho_{i}^{A} \otimes \rho_{i}^{B} \). There exist several measures of entanglement that quantify how much a given state deviates from a separable state. Most of these measures require optimization over all possible states in the Hilbert space, making them intractable for many-body systems \( [14] \). However, there does exist at least a mixed state entanglement measure called entanglement negativity \( [15] \) (henceforth just “negativity” for brevity), which does not invoke any optimization. To define this quantity, consider a density matrix acting on the Hilbert space \( \mathcal{H}_{A} \otimes \mathcal{H}_{B} : \rho = \sum_{A,B,A',B'} \rho_{A,B,A',B'} |A \rangle \langle A'| \langle B' | B | \rangle \), a partial transpose operation over \( A \) gives \( \rho_{T}^{A} = \sum_{A,B,A',B'} \rho_{A,B,A',B'} |A' \rangle \langle A' | \langle B' | B | \rangle \). The negativity \( E_{N} \) is then defined as \( E_{N} = \log \left( \sum_{i} \rho_{i}^{A' \otimes B'} \right) \). Although negativity can be zero for an entangled mixed state, a nonzero negativity necessarily implies the nonzero entanglement between the two parties.

In spite of being computable without requiring any optimization, negativity is analytically tractable only in simple models such as free bosonic and fermionic systems \( [16, 19] \), one-dimensional conformal field theories and integrable spin-chains \( [20, 23] \), and systems that have a tensor network representation such as commuting projector Hamiltonians \( [24, 28] \). It is thus desirable to devise a QMC scheme for large-scale simulation. However, the definition of negativity involves a matrix one norm, which impedes the construction of a QMC algorithm. Taking cue from a somewhat similar obstacle encountered in the evaluation of von Neumann entropy for pure states \( [29] \), one approach to make progress is to instead define a Renyi version of negativity, dubbed Renyi negativity, which involves the moment of the partial transposed density matrix. It was first introduced as an analytical tool to calculate negativity in the conformal field theory \( [20, 50] \), and was later implemented in a QMC simulation by the replica trick in Ref. \( [31, 52] \) for a 1D spin-chain and the Bose-Hubbard...
The Renyi negativity of $n$ for even entropy $S_a$ for a pure state, system size $γ$, and study both the area-law coefficient as well as the long-distance, universal subleading term $γ$ for this model. On the technical front, we will introduce and implement an expanded ensemble QMC method to extract the subleading term which scales much more favorably than a direct implementation of conventional stochastic series expansion (SSE) approach of Ref. [31][32].

Renyi negativity in simple models: The Renyi negativity of index $n$ is defined as $R_n = -\log \left( \frac{\text{tr} \left\{ (\rho^T)^n \right\}}{\text{tr} \rho^n} \right)$. When $ρ$ is a pure state, $R_n$ is directly related to Renyi entanglement entropy $S_n$ by the relations: $R_n \propto S_n$, for odd $n$ and $R_n \propto S_{n/2}$ for even $n$. $R_n$ reduces to $-E_N$ with an analytic continuation by sending $n \to 1$ for even $n$ [20][30].

For a large class of lattice models and field theories relevant to our discussion, Renyi negativity shares several key features with the negativity $E_N$. For example, for the Gibbs state corresponding to a 1D conformal field theory, both $R_n$ and $E_N$ exhibit an area law with similar dependence on temperature: $E_N, R_n \sim \log(\beta)$ [20][30]. Next, consider higher dimensional solvable models studied in Refs. [18][27] that exhibit a finite-temperature phase transition. The key results from these models were (i) For non-local models (such as the spherical model), $E_N$ is singular across the phase transition. (ii) For local models, area-law coefficient of $E_N$ is singular across the finite temperature phase transition (iii) For local models, after subtracting off the local terms (which includes the area-law component), negativity decays exponentially even at the critical point: $\Delta E_N \sim 1/ξQ$ where $ξQ$ was called ‘quantum correlation length’. The significance of the last result is that it implies that the long-range component of negativity vanishes in the thermodynamic limit, in agreement with the conventional wisdom that these phase transitions are ‘classical’ rather than ‘quantum’.

We find all these features carry over to the Renyi negativity $R_n$, the main difference being that the temperature where the Renyi negativity $R_n$ is singular is given by $nT_c$ where $T_c$ is the actual critical temperature, i.e., the temperature where the partition function $Z = \text{tr} \left\{ e^{-βH} \right\}$ is singular. This is because $R_n$ involves raising the Gibbs state to the power $n$, and thus the effective inverse temperature for bulk of the system is given by $nβ$, where $β$ is the physical inverse temperature. To illustrate these points, first consider the quantum spherical model from Ref. [27]: $H = \frac{1}{2} \sum_{i=1}^N \vec{p}_i^2 - \frac{1}{2π} \sum_{i,j=1}^N \frac{1}{x_i - x_j}$, where $\{x_i\}$ is subject to the spherical constraint: $δ(\frac{1}{N} \sum_{i=1}^N x_i^2 - \frac{1}{2})$. This model hosts a finite-T transition at a coupling $g_e$ and temperature $T_e$ that satisfy the equation $2\sqrt{π} \cot\theta(\frac{1}{2}β_e \sqrt{π}) = 1$. We find that although the Renyi negativities for this model are continuous functions of temperature, the derivative $\frac{dR_n}{dT_e}$ is discontinuous at a temperature $nT_c$, similar to the behavior of negativity $E_N$ [33]. Since this model is non-local, Renyi negativities do not follow an area-law, and there is no distinction between local contributions to negativity from non-local ones. To that end, we next briefly report the results on Renyi negativity for a local model considered in Ref. [18]: $H = \frac{1}{2} \sum_r (π_r^2 + m^2 φ_r^2) + \frac{1}{2} \sum_r K (φ_r - φ_r')^2$, where the physical mass obeys $m = \sqrt{T - T_{c,e}}$ for $T > T_{c,e}$, and $m = \sqrt{2(T_{c,e} - T)}$ for $T < T_{c,e}$. Here $T_{c,e} = nT_c$ gives the critical temperature of the state $ρ \sim \exp\{-nβH\}$. This model can be considered a mean-field description of the TFIM while taking into account Gaussian fluctuations. We find that the area-law coefficient of the Renyi negativity has a cusp singularity at a temperature $T = nT_c$ where $T_c$ is the physical critical temperature, while the subleading, long-distance part of Renyi negativity, defined via a subtraction scheme analogous to Kitaev-Preskill/Levin-Wen construction [34][35], decays exponentially with system size, even at the critical point [33].

Renyi negativity for 2+1-D transverse field Ising model: The models discussed above are exactly solvable, and one might wonder if the qualitative features exhibited by them may be attributed to this fact. We now turn our focus to the TFIM on a square lattice, which is known for hosting a finite temperature phase transition within 2D Ising universality class, and is not exactly solvable. The Hamiltonian is given...
by:
\[ H = -\sum_{(ij)} \sigma_i^x \sigma_j^z - h_x \sum_i \sigma_i^x, \]  
(1)

where the \(\sigma_i^x, \sigma_i^z\) are the Pauli-\(Z\), Pauli-\(X\) operator at site \(i\), and \(\langle ij \rangle\) denotes all the nearest neighbor pairs on a square lattice. We impose the periodic boundary condition, and set \(h_x = 2.75\). We first locate the corresponding critical inverse temperature \(\beta_c = 1.0874(1)\) from a finite size scaling of the Binder ratio \(B_2 = (\langle M_4^2 \rangle ) / \langle M_2^2 \rangle^2\) calculated by the standard SSE simulation \cite{33}. This result is consistent with previous QMC study\cite{35}. Since the Renyi negativity \(R_n\) vanishes for \(n = 1, 2\), the smallest nontrivial integer is \(n = 3\), which will be the focus of our QMC simulations. \(R_3\) can be expressed as:

\[ R_3(A) = -\log \left( \frac{\text{tr}\{\rho^{(3)}\}}{\text{tr} \rho^3} \right) = -\log \left( \frac{Z[A, \beta, 3]}{Z[3, \beta]} \right), \]

(2)

where \(Z[A, \beta, 3] = \text{tr} \{\text{exp}(\beta H)^{3}\}\) and \(Z[3, \beta] = \text{tr} \{\text{exp}(3\beta H)\}\) are the partition functions subjected to the boundary conditions shown in Figs.\cite{1}a and (b) respectively. Therefore, the Renyi negativity can be calculated using the SSE by numerical integrating the difference between the energy estimators for different boundary conditions:

\[ R_3[\beta] = \int_0^\beta d\beta' \ \langle E(\beta') \rangle_{A, \beta, 3} - \langle E(\beta') \rangle_{3, \beta}, \]

(3)

where \(\langle . \rangle_{A, \beta, 3}\) and \(\langle . \rangle_{3, \beta}\) denote the expectation values evaluated with corresponding boundary conditions. Here, we focus on \(dR_3/d\beta\) as the derivative enhances the singularity in a finite-size simulation. From Eq. (3), it is clear that \(dR_3/d\beta\) corresponds simply to the difference between the energy estimators, therefore requiring no thermodynamic integration.

Fig.\cite{2}a shows the temperature derivative of the area law coefficient of the Renyi negativity across the finite-T transition. Geometry of the bipartition is shown in the inset and the vertical line indicates the location of the transition. (b) Data collapse for figure 2(a). The inset shows the linear scaling of temperature derivative at the critical point with \(\log(L)\).

\[ \text{FIG. 2: (a) Temperature derivative of the area law coefficient of the Renyi negativity across the finite-T transition. Geometry of the bipartition is shown in the inset and the vertical line indicates the location of the transition. (b) Data collapse for figure 2(a). The inset shows the linear scaling of temperature derivative at the critical point with } \log(L). \]
Universal long-range Renyi negativity: So far we have demonstrated the Renyi negativity is singular across the finite temperature transition in 2D TFIM. Now we turn to the question whether there is a universal subleading term in the Renyi negativity that reflects long-range quantum entanglement. Writing \( R_3 = aL - \gamma + b/L + \ldots \), where \( L \) is the size of the entangling boundary, we are interested in whether \( \gamma \) is non-zero. To extract \( \gamma \) we use a subtraction scheme introduced by Levin and Wen in Ref. [35] in the context of ground state topological order, to cancel out the short-distance (local) contributions to negativity. In particular, we construct four sub-regions \( S_1, S_2, S_3 \) and \( S_4 \) using combinations of four sub-parts marked as \( \Xi_1, \Xi_2, \Xi_3 \) and \( \Xi_4 \) (see inset of Fig. 3). The sub-regions \( S_i \) are defined as \( S_1 \equiv \Xi_1 \cup \Xi_4, S_2 \equiv \Xi_1 \cup \Xi_2 \cup \Xi_4, S_3 \equiv \Xi_1 \cup \Xi_3 \cup \Xi_4, \) and \( S_4 \equiv \Xi_1 \cup \Xi_3 \cup \Xi_4 \). The non-local component \( \gamma \) of \( R_3 \) is given by

\[
\gamma = \frac{1}{2} \log \frac{Z_{S_2}}{Z_{S_1}Z_{S_3}},
\]

where we have used the relation \( R_3(S_2) = R_3(S_4) \) arising from the symmetry of the model Hamiltonian.

The most straightforward way to compute \( \gamma \) is to calculate \( R_3(S_i) \) separately and perform the subtraction as in Eq. (4). However, this requires three independent simulations and, the errors from each \( R_3(S_i) \) will cumulate in the final subtraction. Here we develop an expanded ensemble method that allows us to calculate \( \gamma \) in a single simulation. We first write \( \gamma \) as the logarithm of the ratio of partition functions

\[
\gamma = -\frac{1}{2} \log \frac{Z_{S_2}}{Z_{S_1}Z_{S_3}},
\]

where \( Z_{S_i} \) is a shorthand notation for \( Z[S_i, \beta, 3] \).

To implement our method, in addition to the conventional SSE update, we also perform sampling in an expanded ensemble of the partition functions. In particular, we allow the system to switch between different partition functions \( Z_{S_i} \) by changing the imaginary-time boundary conditions (see Fig. 1(a)). This can be achieved by sampling the total partition function \( Z_{\text{tot}} \) defined as,

\[
Z_{\text{tot}} = \sum_{i=1}^{3} Z_{S_i},
\]

by proposing a move from \( Z_{S_i} \) to either \( Z_{S_{i+1}} \) or \( Z_{S_{i-1}} \), with equal probability. The update is accepted if the spin configuration is consistent with the new boundary conditions. It is clear that these moves correspond to adding or removing only region \( \Xi_2 \) or \( \Xi_3 \), which is much smaller than \( S_i \), so a better acceptance rate can be achieved. The ratio \( Z_{S_2}^2/Z_{S_1}Z_{S_3} \) then is simply estimated by \( N_{S_2}^2/N_{S_1}N_{S_3} \), where \( N_{S_i} \) is the number of samples in \( Z_{S_i} \).

Since \( \gamma \) is computed in a single simulation with an enlarged ensemble, we avoid the accumulation of error in the naive post-subtraction. The new method is crucial in obtaining accurate \( \gamma \), especially for the large system size \( L = 60 \).

As the system size increases, the acceptance rates for exchanging regions \( \Xi_2 \) and \( \Xi_3 \) becomes smaller as more sites need to be updated. In such a case, we can further divide \( \Xi \) into several smaller subregions to add more intermediate ensembles and optimize the performance with the re-weighting method [35]. The simulation typically runs with \( 10^8 \) Monte Carlo steps for smaller system sizes, and runs with around \( 10^9 \) Monte Carlo steps for larger system sizes.

Figure 3 shows the results for \( \gamma \). It is essentially zero at temperature across the transition for all the system sizes we consider, despite the fact that each individual term \( R_3(S_i) \) that enters the Levin-Wen subtraction is singular at the transition (Fig. 2). This indicates that this finite-temperature transition is driven purely by classical correlations and there exists no long-range entanglement at the transition, in line with our expectations based on the results from Ref. [18] and of the exactly solvable models discussed above.

**Conclusion:** We presented a first QMC study of the Renyi negativity, a variant of negativity, across a finite-temperature phase transition in a non-integrable model, namely the two dimensional transverse field Ising model. We found a clear signature of singularity in the area-law coefficient of bipartite Renyi negativity, and perhaps more interestingly, vanishing of the subleading, non-local part of Renyi negativity. This indicates that the long-range correlations inherent to the critical point are completely classical, and the singularity associated with quantum correlations is localized close to the boundary. To extract this subleading term, we implemented the Levin-
We note that Ref. [38] used a linked-cluster expansion to argue that the area-law coefficient of negativity is not singular across the finite-T transition in the 2D transverse field Ising model. Although we only studied Renyi negativity, our results along with the results of Ref. [18] strongly suggest that the lack of any visible singularity in Ref. [38] is due to rather small system sizes accessible within the linked-cluster expansion ($L \lesssim 10$). Even for the Renyi negativity, singularity at the critical point would not be visible at such sizes.

We also extended the analytical results on the negativity of exactly solvable results to the Renyi negativity, and found that they share essentially all qualitative features close to a finite temperature transition. In particular, while the area-law coefficient is singular, the subleading component $\gamma$ vanishes exponentially with the system size: $\gamma \sim e^{-\xi_Q L}$ where $\xi_Q \sim \beta$ is the quantum correlation length. We are unable to do similar scaling analysis for the 2D transverse field Ising model because the Monte Carlo sampling error in $\gamma$ increases rapidly when increasing the system size while the mean value of $\gamma$ is close to zero.

The vanishing of the non-local component of Renyi negativity suggests that the Gibbs state is separable up to short-distance quantum correlations. Therefore, we expect that there exists a ‘minimally entangled typical thermal state’ (METTS) decomposition [39] of the Gibbs state both near and at the finite temperature transition: $\rho = \sum_i p_i |\psi_i\rangle \langle \psi_i|$ where each pure state $|\psi_i\rangle$ is short-range entangled. Another promising future direction would be to study the Renyi negativity in 4D toric code, which is argued to host a finite temperature transition from a topological ordered phase to a topologically trivial Gibbs state [40], using a similar QMC scheme. Finally, it will be interesting to apply the expanded ensemble method to extract topological entanglement entropy in gapped ground states.
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SUPPLEMENTAL MATERIAL

RENYI NEGATIVITY IN THE QUANTUM SPHERICAL MODEL

The quantum spherical model is described by the Hamiltonian $H = \frac{1}{2g} \sum_{i=1}^{N} p_i^2 + \frac{1}{2} \sum_{i,j=1}^{N} x_i x_j$, with $[x_i, p_j] = i\delta_{ij}$, and the spherical constraint $\sum_{i=1}^{N} x_i^2 = \frac{N}{4}$. Employing a standard path integral representation for the partition function at the inverse temperature $\beta$, the constraint induces a term $\mu \left[ \sum_{i=1}^{N} x_i^2 - \frac{N}{4} \right]$ in the action, where the Lagrange multiplier $\mu$ needs to be integrated over. As $N \to \infty$, one can perform a saddle point approximation to neglect the fluctuation of $\mu$, resulting in a Gaussian theory with the effective Hamiltonian $H = \frac{1}{2g} \sum_{i=1}^{N} p_i^2 - \frac{1}{4N} \sum_{i,j=1}^{N} x_i x_j + \mu \left[ \sum_{i=1}^{N} x_i^2 - \frac{N}{4} \right]$. The saddle point solution, chosen so that $\langle \sum_{i=1}^{N} x_i^2 \rangle_\beta = \frac{N}{4}$, where the expectation value is taken with respect to the Gibbs state $\rho \sim e^{-\beta H}$ at the inverse temperature $\beta$.

Here we divide the system into the two subsystems A and B of equal size, and study the Renyi negativity $R_n$, defined as

$$R_n = -\log \left\{ \frac{\text{tr} \left[ (\rho^{1/n})^n \right]}{\text{tr} \rho^n} \right\} = -\log \left\{ \frac{\text{tr} \left[ (e^{-\beta H})^{T_B} \right]^n}{\text{tr} e^{-n\beta H}} \right\}.$$  \hspace{1cm} (7)

Below we show that while negativity is singular at $\beta_c$, the critical inverse temperature corresponding to the state $\sim e^{-\beta H}$, $R_n$ exhibits a singularity at the inverse temperature $\beta_c/n$. First we note that $R_n$ involves the partition function at inverse temperature $n\beta$. That implies in the calculation of $R_n$, $\mu$ is chosen so that $\langle \sum_{i=1}^{N} x_i^2 \rangle_{n\beta} = \frac{N}{4}$, where the expectation value is taken with respect to the Gibbs state at $n\beta$, i.e. $\sim e^{-n\beta H}$.

Following the calculation in Ref. \cite{27}, we find for $2\sqrt{g} \coth \left( \frac{1}{2} n\beta \sqrt{g} \right) > 1$, the system is in the disordered phase, with $\mu$ determined from $\frac{2}{\beta}(2\sqrt{g}) \coth \left( \frac{1}{2} n\beta \sqrt{2g} \mu \right) = \frac{1}{2}$ while the condition $2\sqrt{g} \coth \left( \frac{1}{2} n\beta \sqrt{g} \right) < 1$ gives the ordered phase, and $\mu$ is pinned to $\frac{1}{2}$. Having determined $\mu$, now we can calculate $R_n$ using the covariance matrix technique since both $\rho$ and $\rho^{T_B}$ are Gaussian states. Using the result from Ref. \cite{41}, one finds

$$R_n = -\sum_{i=1}^{N} \log \left[ \frac{\nu_i + 1}{n} - \langle \nu_i - 1 \rangle_n \right], \hspace{1cm} (8)$$

where $\{\nu_i\}$ and $\{\tilde{\nu}_i\}$ are the symplectic spectra of the covariance matrices from $\rho$ and $\rho^{T_B}$ respectively. A calculation similar to Ref. \cite{27} gives the symplectic spectra

$$\nu_i = \begin{cases} \coth \left( \frac{1}{2} \beta \sqrt{2\mu g} \right) & \text{for } i = 1, \ldots, N-1 \\ \coth \left( \frac{1}{2} \beta \sqrt{(2\mu - 1)g} \right) & \text{for } i = N \end{cases} \hspace{1cm} (9)$$

$$\tilde{\nu}_i = \begin{cases} \coth \left( \frac{1}{2} \beta \sqrt{2\mu g} \right) & \text{for } i = 1, 2, \ldots, N-2 \\ \left[ \frac{2\mu - 1}{\sqrt{2\mu - 1}} \coth \left( \frac{1}{2} \beta \sqrt{(2\mu - 1)g} \right) \coth \left( \frac{1}{2} \beta \sqrt{2\mu g} \right) \right]^{\frac{1}{2}} & \text{for } i = N-1 \\ \left[ \frac{2\mu - 1}{\sqrt{2\mu - 1}} \coth \left( \frac{1}{2} \beta \sqrt{(2\mu - 1)g} \right) \coth \left( \frac{1}{2} \beta \sqrt{2\mu g} \right) \right]^{\frac{1}{2}} & \text{for } i = N \end{cases} \hspace{1cm} (10)$$

Plugging $\{\nu_i\}$ and $\{\tilde{\nu}_i\}$ in Eq. (8) and choosing $n = 3$, one finds

$$R_3 = -\sum_{i=1}^{N} \log \left[ \frac{3\lambda_1 + 1}{3\lambda_1} \right] \hspace{1cm} (11)$$

where

$$\lambda_1 = \coth^2 \left( \frac{1}{2} \beta \sqrt{2\mu g} \right)$$

$$\lambda_2 = \coth^2 \left( \frac{1}{2} \beta \sqrt{(2\mu - 1)g} \right)$$

$$\tilde{\lambda}_1 = \frac{2\mu - 1}{\sqrt{2\mu - 1}} \coth \left( \frac{1}{2} \beta \sqrt{(2\mu - 1)g} \right) \coth \left( \frac{1}{2} \beta \sqrt{2\mu g} \right)$$

$$\tilde{\lambda}_2 = \frac{2\mu - 1}{\sqrt{2\mu - 1}} \coth \left( \frac{1}{2} \beta \sqrt{(2\mu - 1)g} \right) \coth \left( \frac{1}{2} \beta \sqrt{2\mu g} \right) \hspace{1cm} (12)$$

Since $\mu$ is singular at the inverse temperature $\beta_c/3$, the Renyi negativity is singular as well (see Fig. 4).

RENYI NEGATIVITY AT THE GAUSSIAN FIXED POINT

To understand the universal quantum correlation across a finite temperature phase transition, Ref. \cite{13} studied a two dimensional model, which can be regarded as the mean-field
approximation of the two dimensional transverse field Ising model while taking into account Gaussian fluctuations. Defining the canonically conjugate pair \((\phi_r, \pi_r)\) at lattice site \(r\), the model Hamiltonian reads

\[
H = \frac{1}{2} \sum_r \left( \pi_r^2 + m^2 \phi_r^2 \right) + \frac{1}{2} \sum_{(r,r')} K (\phi_r - \phi_{r'})^2,
\]

(13)

where the physical mass \(m\) obeys

\[
m(T) = \begin{cases} 
\sqrt{T - T_{n,c}} & \text{for } T > T_{n,c} \\
\frac{2(T_{n,c} - T)}{T_{n,c}} & \text{for } T < T_{n,c}.
\end{cases}
\]

(14)

\(T_{n,c} = nT_c\) is the critical temperature corresponding to the state \(\rho \sim e^{-n\beta H}\), where correlation length diverges due to the vanishing physical mass. Note that Ref. [18] considers \(m\) as a function of another tuning parameter \(g\) (can be thought of as the transverse field in the quantum Ising model), but it leads to the same qualitative features as turning \(T\).

By choosing a square region of size \(L_A = \frac{1}{2} L\), we find the area-law coefficients of negativity \(E_N\) and Renyi negativity \(R_3\) both exhibit a cusp singularity at the corresponding critical point temperature: \(T_c\) and \(3T_c\), as shown in Fig. 5(a), (b). Next, to justify the use of \(R_3\) for capturing the universal component of quantum correlations, we employ the Kitaev-Preskill subtraction scheme [24], where the subregions \(A, B,\) and \(C\) considered in this scheme are squares of size \(2/5L, 2/5L, 4/5L\) respectively. We find that even right at the critical temperature where the physical correlation length diverges, the subtracted Renyi negativity \(\Delta R_3\) decays exponentially with the system size, similar to the behavior of subtracted negativity \(\Delta E_N\) (Fig. 5(c), (d)).

CRITICAL TEMPERATURE OF THE 2D TFIM

Here we provide details of the QMC simulation of the 2D transverse field Ising model (TFIM). To locate the critical temperature in thermodynamic limit, we measured Binder ratio \(B_2\) defined as

\[
B_2 = \frac{\langle M_x^4 \rangle}{\langle M_x^2 \rangle^2}.
\]

(15)

Fig. 5(a) shows the Binder ratio \(B_2\) with various system sizes at transverse field \(H_x = 2.75\). The critical temperature can be extracted with the finite-size scaling using the crossing analysis discussed below, which yields \(\beta_c = 1.0874(1)\)

**Crossing analysis:** In the following, we describe the procedure to locate the critical temperature \(T_c\) using finite-size scaling. Here, we consider a dimension less quantity \(R\) (such as Binder ratio \(B_2\)). The standard finite-size scaling function with system size \(L\), defines as,

\[
R(b, L) = f(bL^{\nu})(1 + \alpha L^{-\omega})
\]

(16)

where \(b \equiv \beta - \beta_c\) is the reduced inverse temperature, \(\nu\) is the correlation exponent, and \(\omega\) is the correction to scaling exponent.

Near the transition where \(b \ll 1\), one can Taylor-expand the \(R(b)\) as

\[
R(b, L) \approx \left[ R_c^{\infty} + abL^{\nu} \right] (1 + \alpha L^{-\omega}).
\]

(17)
At the crossing point of the two curves, \( R(b, L) = R(b, nL) \), from which one finds the crossing inverse temperature \( b^* \) as

\[
b^* = \frac{\alpha R_c^\infty \omega^{-\frac{1}{2}} (n^{-\omega} - 1) + \alpha R_c^\infty \omega^{-\frac{1}{2}} (1 - n^{-\omega})}{\alpha R_c^\infty \omega^{-\frac{1}{2}} (n^{-\omega} - 1) + \alpha R_c^\infty \omega^{-\frac{1}{2}} (1 - n^{-\omega})}
\]

(20)

In the last step, we ignore the sub-leading term in the denominator that will eventually go to zero as \( L \to \infty \). Finally, the crossing inverse temperature \( \beta^* \) with pair \( L \) and \( nL \) can be derived as

\[
\beta^*(L) = \beta_c + c(n)L^{-\omega - \frac{1}{2}}.
\]

(21)

Inserting Eq. (21) into Eq. (18), one can get the crossing quantity \( R^* \) as

\[
R^*(L) = R_c + d(n)L^{-\omega}.
\]

(22)

Where the above \( c(n) \) and \( d(n) \) are \( n \) dependent coefficients.

**COMPUTATION OF \( \gamma \) WITH EXPANDED ENSEMBLE AND RE-WEIGHTING METHOD**

In the following, we show how to measure the \( \gamma \) in a single QMC simulation without numerical integration or subtraction of the estimated data from multiple QMC simulations.

We start with Eq. (3), where the extended partition function \( Z[A, \beta, 3] \) and \( Z[3\beta] \) are simulated using the replica trick by SSE. For \( Z[A, \beta, 3] \), the boundary condition in the imaginary-time direction is modified to represent the partial transpose as shown in Fig. 1. To estimate \( \gamma \), we use Levin-Wen subtraction scheme (Ref. [28], Eq. 4). Note that after the subtraction, all factors of \( Z[3\beta] \) cancel out, leaving only the \( Z_{S_i} = Z[S_i, \beta, 3] \) and,

\[
\gamma = \frac{1}{2} \log \left( \frac{Z_{S_i}^2}{Z_{S_i} Z_{S_j}} \right),
\]

(23)

where \( S_i \) are the sub-regions defined in the main text.

The measurement of \( \gamma \) can be directly calculated in QMC by an expanded ensemble method [42]. The idea is to combine partition functions of different subregions \( S_i \) into a single simulation, by defining

\[
Z_{tot} = \sum_{i} Z_{S_i},
\]

(24)

where \( Z_{tot} \) is the sum of the partition functions and \( S_i \) is the subregion as shown in the inset of Fig. 3.

The simulation starts in a certain partition function \( Z_{S_i} \). In each Monte-Carlo step, we first perform a standard SSE update to update the spin configuration. We then propose another update to switch from partition \( Z_{S_i} \) to \( Z_{S_i+1} \) or \( Z_{S_{i-1}} \) with equal probability. The update essentially modifies the imaginary-time boundary conditions in the update region \( \Xi_S \) as shown in Fig. 4. The switch can only be accepted if the current configuration remains consistent with the new boundary conditions. For example, if one choose to switch with \( Z_{S_{i+1}} \), the switch can update from \( Z_{S_i} \) to \( Z_{S_{i+1}} \) by proposing the change in imaginary-time boundary on region \( \Xi_2 \); or update from \( Z_{S_{i+1}} \) to \( Z_{S_{i}} \) by proposing the change on region \( \Xi_3 \).

However, one can easily see that problem arises when we increase the system size. The acceptance rate for the switching between two regions \( S_i \) and \( S_j \) is proportional to the ratio of the partition functions \( Z_{S_i}/Z_{S_j} \). Since the Renyi negativity
FIG. 7: Illustration of the change of imaginary-time boundary conditions. The orange parts indicate the sub-region $S_j$, and the regions with dash-line indicate the $S_i \oplus S_{i+1}$. Starting with $Z_{S_i}$, one can propose the update with equal probability to either $Z_{S_{i-1}}$ (left) by changing the imaginary time boundary on light dash-line region; or to $Z_{S_{i+1}}$ (right) by changing the imaginary time boundary on dark dash-line region.

obeys an area-law scaling, one expects $\Delta R_3 = -\ln \frac{Z_{S_j}}{Z_{S_i}} = c\Delta l$, where $c$ is a constant and $\Delta l$ is the difference in the boundary length between sub-regions $S_i$ and $S_j$.

To solve the problem, for a larger system size we perform two modifications in our simulations. First, we add intermediate ensembles to help tunneling between two desired ensembles $Z_{S_i}$ and $Z_{S_j}$. Instead of attempting an update of the whole region $\Xi_i$ at once, we introduce additional ensembles by further partitioning $\Xi_i$ into smaller parts. Second, we implement a re-weighting scheme to optimize the sampling efficiency. The idea is very similar to the spirit of simulated tempering. At the beginning of the simulation, we first iteratively search for the weight $g$ such that the ratio between the weighted partition functions is roughly one,

\[ \frac{g_j Z_{S_j}}{g_i Z_{S_i}} \sim 1. \]  

(25)

We then fix $g_i$ and perform the simulation with the modified partition function

\[ Z'_{\text{tot}} = \sum_i g_i Z_{S_i}. \]  

(26)

The partition function ratio is estimated by counting how many times the simulation is in the desired set-up $S_i$, and the physical estimators can be calculated by re-weighting the ratio in post data processing as

\[ \frac{Z_{S_j}}{Z_{S_i}} = \frac{g_i \langle N_j \rangle}{g_j \langle N_i \rangle}. \]  

(27)