3D-Space and the preferred basis cannot uniquely emerge from the quantum structure
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Hilbert-Space Fundamentalism (HSF) states that the only fundamental structures are the quantum state vector and the Hamiltonian, and from them everything else emerge uniquely, including the 3D-space, a preferred basis, and a preferred factorization of the Hilbert space.

In this article it is shown that whenever such a structure emerges from the Hamiltonian and the state vector alone, if it is physically relevant, it is not unique.

Moreover, HSF leads to strange effects like “passive” travel in time and in alternative realities, realized simply by passive transformations of the Hilbert space.

The results from this article affect all theories that adhere to HSF, whether they assume branching or state vector reduction (in particular the version of Everett’s Interpretation coined by Carroll and Singh “Mad-dog Everettianism”), various proposals based on decoherence, proposals that aim to describe everything by the quantum structure alone, and proposals that spacetime emerges from a purely quantum theory of gravity.
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I. INTRODUCTION

For a closed system, Quantum Mechanics (QM) assumes a Hilbert space $\mathcal{H}$, a Hamiltonian operator $\hat{H}$, and a state vector $|\psi(t)\rangle \in \mathcal{H}$ which depends on time according to the Schrödinger equation

$$i\hbar \frac{d}{dt} |\psi(t)\rangle = \hat{H} |\psi(t)\rangle. \quad (1)$$

Definition MQS. In the following, we call minimalist quantum structure (MQS) the triple

$$(\mathcal{H}, \hat{H}, |\psi\rangle) \quad (2)$$

where $|\psi(t)\rangle$ obeys the Schrödinger equation (1).

Is the MQS sufficient to uniquely determine all other aspects of the physical world, including the 3D-space, a preferred basis, and a preferred factorization of the Hilbert space into factors that represent elementary particles?

According to the following Thesis, sometimes named Hilbert-space fundamentalism (cf. [1]), the answer is yes.
Thesis HSF (Hilbert-space Fundamentalism Thesis). Everything about a physical system, including the 3D-space, a preferred basis, a preferred factorization of the Hilbert space (needed to represent subsystems, e.g., particles), emerge uniquely (or essentially uniquely) from the triple \( (\mathcal{H}, \hat{H}, |\psi(t)\rangle) \).

It seems right that unitary symmetry requires us to interpret the wavefunction \( \psi(x) = \langle x | \psi \rangle \) on the non-relativistic configuration space \( \mathbb{R}^{3n} \) as just a particular representation favored only if we pick a preferred basis \( \{ |x\rangle \}_{x \in \mathbb{R}^{3n}} \) of the Hilbert space, while the only real structure is the abstract state vector \( |\psi\rangle \). Taking as fundamental the state vector \( |\psi\rangle \) seems to make more sense than the wavefunction, since a preferred representation of the Hilbert space would be akin to the notion of an absolute reference frame in space. And indeed this is sometimes the stated position in the discussions about a preferred basis, a preferred factorization, or emergent space or spacetime. This is claimed to be true in certain approaches to Quantum Gravity, formulations of Everett’s Interpretation and its Many-Worlds variants (MWI) [2–6], but also in the Consistent Histories approaches [7–12]. Presumably, decoherence [13–21] solves the preferred basis problem and leads to the emergence of the classical world. Therefore, claims that the preferred basis problem is solved are very common cf. Wallace [5, 22], Tegmark [23], Brown and Wallace [24], Zurek [17], Schlosshauer [21, 25], Saunders [4, 26] etc.

In the case of MWI, this claim was criticized for circularity [27]. Other authors stated clearly that the 3D-space and a factorization are necessary prerequisites of the theory [5, 28].

But Carroll and Singh claimed to prove that the Hamiltonian, moreover, its spectrum, is sufficient to determine an essentially unique space structure ([1, 29], p. 99)

...a generic Hamiltonian will not be local with respect to any decomposition, and for the special Hamiltonians that can be written in a local form, the decomposition in which that works is essentially unique.

In [29], p. 95, they wrote about the MQS that

Everything else—including space and fields propagating on it—is emergent from these minimal elements.

Carroll and Singh based their reconstruction of space on the results obtained by Cotler et al. [30] regarding the uniqueness of factorization of the Hilbert space, so that the interaction encoded in the Hamiltonian is “local” in a certain sense. The result obtained by Cotler et al. states in fact that such a factorization is “almost always” unique ([30], p. 1267). We will see that these emerging structures, if physically relevant, are not unique.

In this article we will give general proofs that, whenever the Hamiltonian leads to a tensor product decomposition of the Hilbert space, a 3D-space structure, or a preferred generalized basis, it leads to many physically distinct structures of the exact same type, where by “physically distinct” it is understood that they exhibit physical differences. In the discussion of recovering space, for simplicity, we will focus on 3D physical spaces, but the proofs in this article apply to any number of dimensions.

![FIG. 1. Schematic representation of the idea of the proof in the vector space of Hermitian operators (see Theorem 2).](image)

**a)** The candidate preferred structures \( S^{(\psi)}_H \) and \( S^{(\psi')}_H \) are symbolized as solid blue triangles. The vertices represent the preferred observables of the structure, and the edges relations between the observables. The dashed blue lines symbolize their relations with the corresponding states, represented by \( |\psi\rangle \langle \psi| \) and \( |\psi'\rangle \langle \psi'| = S|\psi\rangle \langle \psi| S^{-1} \), where \([S, H] = 0\). For the candidate 3D-space and other candidate preferred structures expected to emerge, for any state vector \( |\psi\rangle \) there are state vectors \( |\psi'\rangle \neq |\psi\rangle \) for which these relations are different. Without this, the structure is not physically relevant. An obvious example is obtained by taking \( S \) to be a time evolution operator, because we expect that \( |\psi\rangle \) changes in time with respect to space, the preferred bases, and the preferred factorization. In addition to the time evolution ones, other choices of \( S \) give different families of unitary transformations.

**b)** Since the structure \( S^{(\psi)}_H \) is invariant to any unitary transformation \( \hat{S} \) that commutes with \( H \), \( \hat{S}^{-1} \) transforms \( S^{(\psi)}_H \) into another structure for \( |\psi\rangle \), \( S^{(\psi')}_H = \hat{S}^{-1} S^{(\psi)}_H \) which is of the same kind as \( S^{(\psi')}_H \). Since the relations between \( S^{(\psi)}_H \) and \( |\psi\rangle \) are different from those between \( S^{(\psi')}_H \) and \( |\psi\rangle \), we conclude that \( S^{(\psi')}_H \) is not unique. Theorem 2 is more general, since it also covers uniqueness up to a physical equivalence.

In §II A we illustrate the main ideas by providing simple examples and learning from them. In §II B, we show that there are infinitely many physically distinct choices of the 3D-space in nonrelativistic QM. These examples illustrate the main idea of the proof, which will be given in full generality in Sec. §III.
The kinds of candidate preferred structures are defined in full generality in §III A. The conditions of uniqueness (up to non-physical differences) and physical relevance (the ability to distinguish physically distinct states) are the object of §III B. The main theorem, showing that if a candidate preferred structure is physically relevant there are more physically distinct such structures, is proved in §III C. The idea of the proof is illustrated in Fig. 1.

In §IV we show that non-uniqueness is very rich, and we discuss an interesting particular type of Hamiltonian.

In Sec. §V we apply the main theorem from Sec. §III to prove the non-uniqueness of generalized “preferred” bases in §V A, of factorizations into subsystems in §V B, of 3D-space structures as proposed by Carroll & Singh and by Giddings in §V C, of 3D-space structures in Quantum Gravity and in general in §V D, of generalized bases based on coherent states in §V E, of environmental decoherence in §V F, and of emergent quasi-classicality, exemplified with Carroll & Singh’s quantum mereology in §V G.

In Sec. §VI we show that assuming the MQS to be the only fundamental structure has strange consequences: the state vector representing the present state equally represents all the past and future states, as well as alternative realities. In Sec. §VII we discuss the possible options with which the results from this article leave us, connecting them with the various interpretations of QM.

II. MAIN IDEAS OF THE PROOF

In this Section we will illustrate the main ideas of the proof, given in Sec. §III, by examples.

In §II A we will give very simple examples and extract lessons from them, to understand the main ideas.

Then, in §II B, we will illustrate the main idea with an explicit proof for the case of nonrelativistic Quantum Mechanics (NRQM).

A. Learning from simple examples

Toy Example 1. Consider a 3D real vector space, endowed with the usual Euclidean scalar product. We assume as given structure a unit vector $\mathbf{u}$, and we need to recover from it a structure of interest, for example a unit vector $\mathbf{v}$ required to be perpendicular to $\mathbf{u}$.

If we have a solution $\mathbf{v}_0 \perp \mathbf{u}$, all other solutions can be obtained by active rotations of $\mathbf{v}_0$ around $\mathbf{u}$. If $\mathbf{v}_1 := \mathbf{u} \times \mathbf{v}_0$, then the general solution is $\mathbf{v}(\theta) = \cos \theta \mathbf{v}_0 + \sin \theta \mathbf{v}_1$.

Therefore, there are infinitely many solutions, parametrized by a continuous parameter $\theta \in [0, 2\pi)$.

For a general dimension $n$, the general solution depends on $(n-1)(n-2)/2$ continuous parameters, since the transformations that leave invariant the structure of an Euclidean vector space and a unit vector form a group isomorphic to the orthogonal group $O(n-1)$.

Remark 1. A physical interpretation of Toy Example 1 is that we know the direction of the electric field at a point $\mathbf{x} \in \mathbb{R}^3$, and we want to find out the direction of the magnetic field at $\mathbf{x}$.

Toy Example 1 may seem too limited to apply to general structures that can be recovered from the MQS, but the difference is only “quantitative”. To see this, we gradually generalize Toy Example 1 in the following ways.

Toy Example 2. Instead of a unit vector $\mathbf{u} \in \mathbb{R}^n$, the given structure can be a line, and we want to find out a unit vector perpendicular to it. Then, the result will be the same as in Toy Example 1. But if we are given a line and we want to find a line perpendicular to it, since two opposite unit vectors determine the same line, in the 3D Euclidean case the parameter $\theta$ should be restricted to the interval $[0, \pi)$ to avoid duplicate solutions.

Toy Example 3. Suppose we are given a line $a$ in the Euclidean vector space $\mathbb{R}^3$ and the structure of interest is another line $b$ that makes an angle $\alpha$ with $a$. Since in a vector space a line can be determined by a unit vector $\mathbf{u}$ by $a = \{c\mathbf{u} | c \in \mathbb{R}\}$, the line contains the origin.

If we know a solution $b_0$, we can obtain all the other solutions by rotating $b_0$ around $a$. If $\alpha \in (0, \pi/2)$, the different solutions are parametrized by the rotation angle $\theta \in [0, 2\pi)$, similar to Toy Example 1.

If $\alpha = \pi/2$, the different solutions are parametrized by the rotation angle $\theta \in [0, \pi)$, as in Toy Example 2.

If $\alpha = 0$, then there is a unique solution, $b = a$.

Toy Example 4. Suppose that the given structure is a subset of vector subspaces of the Euclidean vector space $\mathbb{R}^n$, and the structure of interest a vector $\mathbf{v} \in \mathbb{R}^n$. The condition defining $\mathbf{v}$ should then be replaced by various conditions expressing the relations between $\mathbf{v}$ and these subspaces. For example, $\mathbf{v}$ may be required to be perpendicular to some of them, to be included in one of them, or, in general, to make various angles with each of them.

More generally, we can replace both the given structure and the structure of interest with multiple vectors, lines, subspaces of $\mathbb{R}^n$, circles, spheres, ellipsoids, hyperboloids and various other submanifolds of $\mathbb{R}^n$, required to be in certain relations with one another, by specific conditions involving angles, distances, or, in general, scalar products.

Toy Example 5 (General MQS). We can generalize Toy Example 4 by replacing the Euclidean vector space $\mathbb{R}^n$ with a complex Hilbert space $\mathcal{H}$ of any dimension. The given structure can consist of the subspace spanned by a vector $\ket{\psi} \in \mathcal{H}$, and a set of subspaces that form an orthogonal decomposition of $\mathcal{H}$, each of them labeled by a different real number.

This set of labeled subspaces is equivalent to a self-adjoint operator $\hat{H}$, the subspaces being its eigenspaces, and the labels the corresponding eigenvalues. In other words, the given structure can be a MQS, so this Toy Example covers the general situation from Thesis HSF.

The structure to be recovered can consist, in its turn, of vectors from $\mathcal{H}$, of subspaces of $\mathcal{H}$, of self-adjoint operators on $\mathcal{H}$, all of them required to be in certain relations both with the elements of the given structure and with
one another. The most general structures of interest will be discussed in Sec. §III.

From these examples we learn several lessons.

**Lesson 1.** Consider the problem of showing that a certain structure of interest emerges out of a given structure. In the case of Thesis HSF, both these structures consist of objects defined on the Hilbert space $\mathcal{H}$. The given structure is the MQS $(\mathcal{F}, \hat{H}, |\psi\rangle)$. The structure of interest is similarly defined in terms of vectors, operators, etc. The precise conditions to be satisfied by a structure of interest will be said to specify its kind (see §III A).

**Lesson 2.** The most general objects constituting a structure in a vector space $\mathcal{H}$ are the tensors on $\mathcal{H}$. In particular, numbers (scalars), vectors, and linear operators are tensors. Submanifolds of $\mathcal{H}$ of various degrees can be defined by tensors of various degrees, just like in Euclidean geometry quadric hypersurfaces are defined by bilinear forms.

In Toy Example 1 the structure of interest was a vector required to be perpendicular on the given vector. In Toy Example 4 the relations were expressed using angles or distances. These are invariants in Euclidean geometry, based on the scalar product. For the complex case from Toy Example 5, we should use the Hermitian scalar product of the $\mathcal{H}$ space.

**Lesson 3.** The objects of the structure of interest are required to satisfy specific conditions, expressed as relations with one another and with the objects of the structure of interest.

**Lesson 4.** If we transform simultaneously all the objects involved while keeping the structure of the Hilbert space, we need to use unitary transformations. Under such transformations, the relations between the objects remain unchanged. Therefore, these relations can be expressed, using the scalar products, in terms of invariants [31, 32].

Lessons 1, 2, 3, 4 will be taken into account in §III A, where the general definition of the kind of a structure will be given in terms of tensors and conditions, which are invariant equations or inequations.

**Remark 2.** In Toy Example 1 we have seen that by knowing the given vector $\vec{u}$ and a vector $\vec{v}_0$ satisfying the desired condition, all other solutions could be found from vector $\vec{v}_0$ by active rotations that preserve the vector $\vec{u}$. The rotations have to be active, not passive, because a passive rotation would lead to the same solution expressed in a different basis.

**Lesson 5.** If we know a structure of interest satisfying the defining conditions, we can find other similar structures by applying active symmetry transformations that preserve the given structure. In the case of a Hilbert space, the symmetry transformations are unitary transformations. If the structure of interest is supposed to be determined by the Hamiltonian $\hat{H}$, the transformations that can be used have to commute with $\hat{H}$. If the structure of interest is supposed to be determined by $\hat{H}$ and $|\psi\rangle$, the transformations that can be used have to commute with $\hat{H}$ and leave $|\psi\rangle$ unchanged.

**Lesson 6.** It is possible that a given structure determines a unique structure of a particular kind.

In Toy Example 3, if $\alpha$ is a multiple of $\pi$, the structure of interest is unique, because in this case it has to be identical with the given structure.

Another example: if the given structure consists of two distinct concurrent lines, and the structure of interest is their intersection point, then this can be unique.

It is also possible that the structure of interest is uniquely recovered from the MQS. For example, the eigenspaces and the eigenvalues of $\hat{H}$ are uniquely determined by $\hat{H}$. Also, any operator defined as a polynomial of $\hat{H}$ is unique (Remark 15).

**Remark 3.** We should take into account the possibility that even if the solution is not unique, distinct solutions may be physically equivalent, i.e., they can be transformed into one another by non-physical symmetry transformations. For example, if we want to determine a vector $|\phi\rangle$, we should expect that $e^{i\theta}|\phi\rangle, \theta \in \mathbb{R}$, is also a solution satisfying the same conditions that define the structure of interest. Maybe some unitary transformations that preserve both $\hat{H}$ and $|\psi\rangle$ and transform a solution into another one are phase transformations or gauge transformations. If all solutions can be related by structure related by such “unphysical transformations”, we will say that the solution is essentially unique, even though it is not strictly unique. We will discuss this in §III B and take it into account when proving the main result.

**Remark 4.** If all solutions can be related by unitary transformations that leave $\hat{H}$ (and possibly $|\psi\rangle$) unchanged (as in Remark 3, one may think that they should be considered physically equivalent. Then, one may say that the solution is essentially unique. For example, all transformations that leave the vector $\vec{u}$ from Toy Example 1 unchanged can be declared “unphysical”, so the solution can then be said to be “essentially unique”.

However, there are structures that are in different relations with different state vectors. For example, an invariant characterizing the relation between an operator $\hat{A}$ and a state vector $|\psi\rangle$ is the mean value $\langle \psi | \hat{A} | \psi \rangle$. But this can be different for different state vectors $|\psi\rangle \neq |\psi'\rangle$, since in general $\langle \psi | \hat{A} | \psi \rangle \neq \langle \psi' | \hat{A} | \psi' \rangle$. We expect this to be true for example when $\hat{A}$ is a position operator, which means that space itself can be in different relations with different state vectors. Similarly for a preferred basis, when $\hat{A}$ represents projectors. And the same is true for a tensor product structure $\mathcal{H}_A \otimes \mathcal{H}_B$, since the reduced density operator of the system $\hat{A}$ can be physically different for different states, $tr_B |\psi\rangle \langle \psi| \neq tr_B |\psi'\rangle \langle \psi'|$. In all these cases, the different relations can be observed physically.
Two physically distinct states may be distinguished experimentally, even if they are not orthogonal, because the probability that the outcomes of the measurements are distinct is nonvanishing. They can be distinguished with certainty provided that they are orthogonal or that we can repeat the measurements sufficiently many times. Similarly, physically distinct observables measured on the same state can result in different outcomes.

From Remark 4 we learn that

**Lesson 7.** Some structures of interest, for example the 3D-space, the tensor product structure, and a preferred basis, can be in different relations with different state vectors, and the differences may be physical. Such structures will be called physically relevant. We will see in Theorem 2 that, regardless how loosely we define “essential uniqueness”, if the structure is physically relevant, then there will be more physically distinct solutions (Definition 5) that can be distinguished by their physical observables.

**Remark 5.** But what should we understand by a “preferred structure”? If a unique, or essentially unique structure of a particular kind emerges, it is said to be preferred. Until it is decided whether it is preferred or not, it will be named candidate preferred structure.

In other words, our main result, Theorem 2, does not deny the existence of a preferred structure of a particular kind, nor does it claim it exists. It only shows that, if such a structure exists and it is physically relevant (Lesson 7), then it is not unique.

The notion of a “preferred” structure of a particular kind can have various meanings, as given by various authors, but we will see that there is a way to treat them in a unified way, independent of the definitions used by various authors. Broadly speaking, when we are interested in a structure that is not directly specified in addition to the MQS (which only specifies $\mathfrak{F}, \hat{H},$ and $|\psi\rangle$), such a structure should be characterized by some properties or conditions (Lesson 3). These conditions depend on the situation and on the approach, but in each case they restrict the possible structures of interest to a particular “kind” of structures. Then, if the structures of the same kind have a unique correspondent in reality, we expect that there is a unique structure of that kind, up to physically irrelevant differences. So, briefly, when our theory is compatible with more structures of a particular kind, but in reality we know that physically there is only one such structure, we expect that such a structure stands out in a preferred way. This is the rationale behind Thesis HSF.

If Thesis HSF is correct, this should also apply to Quantum Mechanics as usually formulated, but also to any quantum theory, for example one aiming to include Quantum Gravity which does not assume as given these structures, and claims that they can be recovered uniquely. If one claims that they can be recovered just from the MQS, they should emerge as preferred structures of a particular kind, in the sense that they have to satisfy certain mathematical conditions, which may depend on the particular theory and the particular proposal to recover them as emergent structures. If they are supposed to correspond to unique structures from the real world, they should be recovered uniquely, or at least up to some physically irrelevant differences.

Even in the standard formulation of Quantum Mechanics, where all the physically relevant observables are represented by the position and momentum operators and all operators that can be built out of them, there may be structures that are not given a priori, but are thought to emerge, for example, the “preferred basis” for decoherence. There are various different proposals to characterize the preferred basis. In general they involve the positions in the classical configuration or phase space of the underlying classical theory that was quantized. Various proposals give different definitions of the preferred basis, which translate into different kinds of structures and constraining conditions.

All these candidate preferred structures will be treated in a unified way in this article. While each of these structures is defined in a particular way by the researchers that propose ways of emergence for them, the main theorem from this article is formulated in the most general way possible, so that it applies to any characterization of a preferred structure. The results are not limited to the structures mentioned in the Thesis HSF, being formulated in full generality. Even if this makes them less intuitive, a general proof may help researchers realize that it just does not matter how they redefine 3D-space or other structures, or what procedure to recover them they use, because the uniqueness is ruled out for any of them that is physically relevant (Lesson 7). We will say more about this in Sec. §III.

**B. Example: Non-uniqueness of space in nonrelativistic Quantum Mechanics**

Let us consider the following Hamiltonian operator for $n$ particles in NRQM,

$$\hat{H} = \sum_{j=1}^{n} \frac{1}{2m_j} \hat{p}_j^2 + \sum_{j=1}^{n} \sum_{k=1}^{n} \hat{V}_{j,k} (|\hat{x}_j - \hat{x}_k|),$$

(3)

where $m_j$ is the mass of the particle $j$ and $\hat{p}_j^2 = \hat{p}_j \cdot \hat{p}_j$.

For each particle $j$, the operators $\hat{x}_j$ and $\hat{p}_j$ are 3-vector operators, in the sense that, when expressed in coordinates $(x_{j1}, x_{j2}, x_{j3})$ of the 3D-space of the particle $j$, each of them has three operators as components,

$$\begin{align*}
\hat{x}_j &= (\hat{x}_{j1}, \hat{x}_{j2}, \hat{x}_{j3}), \\
\hat{p}_j &= (\hat{p}_{j1}, \hat{p}_{j2}, \hat{p}_{j3}) \\
n &= (-i\hbar \frac{\partial}{\partial x_{j1}}, -i\hbar \frac{\partial}{\partial x_{j2}}, -i\hbar \frac{\partial}{\partial x_{j3}})
\end{align*}$$

(4)
In the position representation, the state vector takes the form of a wavefunction defined as
\[ \psi(x_1, \ldots, x_n, t) := \langle x_1, \ldots, x_n | \psi(t) \rangle, \]
which belongs to the Hilbert space of complex square-integrable functions \( L^2(\mathbb{R}^{3n}) \), where \((x_1, \ldots, x_n) \in \mathbb{R}^{3n}\) represents a point in the configuration space.

**Remark 6.** In NRQM, the 3D-space structure is specified by the position operators. Following Remark 5, we need to characterize a 3D-space structure by providing a mathematical structure on the Hilbert space, along with certain conditions to be satisfied by this structure. We can use the following conditions for this:

1. There is a complete set of commuting operators \( (\hat{x}_{ja})_{a \in \{1,2,3\}, j \in \{1,\ldots,n\}} \).
2. The spectrum of each operator \( \hat{x}_{ja} \) is \( \mathbb{R} \).
3. The Hamiltonian has the form (3), where each \( \hat{p}_{ja} \)
   is conjugate of \( \hat{x}_{ja} \), so it satisfies \( \hat{p}_{ja} = -i \hbar \frac{\partial}{\partial x_{ja}} \),
   where \( x_{ja} \) belongs to the spectrum of \( \hat{x}_{ja} \).

The position operators specify the positions in the configuration space \( \mathbb{R}^{3n} \), not in the 3D-space. But if the interaction part of the potential depends on the distance between the particles in a way that makes it clear when the distance between two particles vanishes, the subspaces of \( \mathbb{R}^{3n} \) corresponding to the position space of each of the \( n \) particles can be mapped one into the other, allowing the recovery of the 3D-space, see e.g. [33]. For a set of operators that gives a more direct specification of the 3D-space see the discussion from §V.D.

We will show that there are infinitely many ways to choose a set of operators that have the same mathematical properties as the position and momentum operators, and so that the Hamiltonian has the same form when expressed in terms of these operators.

Let us consider a unitary transformation \( \hat{S} \) of the Hilbert space \( \mathcal{H} \). The transformations by \( \hat{S} \) of the operators \( \hat{x}_j \) and \( \hat{p}_j \), for all \( j \in \{1, \ldots, n\} \), are
\[
\begin{align*}
\hat{S} \hat{x}_j \hat{S}^{-1} &:= \hat{x}_j, \\
\hat{S} \hat{p}_j \hat{S}^{-1} &:= -i \hbar \hat{V}_{\hat{x}_j}
\end{align*}
\]
where \( \hat{S} \) transforms the operators as in (6), and we can represent the state vector \( |\psi\rangle \) as a wavefunction
\[ \psi(x_1, \ldots, x_n, t) := \langle x_1, \ldots, x_n | \psi(t) \rangle, \]
which
\[ |\tilde{x}_1, \ldots, \tilde{x}_n\rangle = \hat{S} |x_1, \ldots, x_n\rangle. \]

The wavefunction (7) is also a square-integrable complex function from a space \( L^2(\mathbb{R}^{3n}) \), but in general this space is not the same as the one of the wavefunctions of positions. In general, the parameters \( (\tilde{x}_j)_j \) are not coordinate transformations of the parameters \( (x_j)_j \). For example, the Fourier transform can be used to move to a momentum representation. But, except for a zero-measure set, most unitary transformations will not even be transformations of the coordinates in the phase space.

The dependence of the potential term \( \hat{V}_{j,k} \) on the 3D distance in the position representation suggests the following. If there is no interaction, the Hamiltonian reduces to the kinetic term
\[ \hat{T} = \sum_{j=1}^n \frac{1}{2m_j} \sum_{a=1}^3 \hat{p}_{ja}^2, \]
and, unless each particle has a different mass \( m_j \), we cannot even recover the number of dimensions, since the only contribution of the three dimensions appears in the expression of the potentials, see e.g. [33]. But if the potential involves all particles, it is possible to recover the 3D-space, provided that we know the position configuration space. In this case, we only need to focus on recovering the position configuration space.

The possibility to recover the 3D-space from the potentials is the reason why, for this example, we also demand that the Hamiltonian has the form (3). And it does:

**Proposition 1.** After a unitary transformation \( \hat{S} \), the Hamiltonian has the same form as in (3), but expressed in terms of the operators \( (\hat{x}_j)_j \) and \( (\hat{p}_j)_j \) from eq. (6), instead of \( (\tilde{x}_j)_j \) and \( (\hat{p}_j)_j \).

**Proof.** The kinetic term \( \hat{T} \) in (9) is a function \( T(\hat{p}_1, \ldots, \hat{p}_n) \) of the momentum operators \( \hat{p}_j \). Since they all commute, the transformation \( \hat{S} \hat{T} \hat{S}^{-1} \) of \( \hat{T} \) is the same function \( T(\hat{p}_1, \ldots, \hat{p}_n) \), but of the operators \( \hat{p}_j \).

Similarly, the potential term of the Hamiltonian is a function \( \hat{V}(\hat{x}_1, \ldots, \hat{x}_n) \) of the position operators, and since all the position operators commute with one another, the transformation \( \hat{S} \hat{V} \hat{S}^{-1} \) of \( \hat{V} \) is the same function \( V(\hat{x}_1, \ldots, \hat{x}_n) \), but of the operators \( \hat{x}_j \).

Therefore, the form of the Hamiltonian remains the same as in eq. (3), but expressed in terms of the operators \( (\hat{x}_j)_j \) and \( (\hat{p}_j)_j \) from eq. (6). \( \square \)

This suggests that not all reparametrizations defined by unitary transformations (6) recover the original 3D-space, even when \( \hat{S} \) commutes with \( \hat{H} \). Is it then possible to uniquely recover the 3D-space from the MQS alone?

**Theorem 1.** Any procedure to recover the 3D-space from the NRQM Hamiltonian, and even from the Hamiltonian and the state vector, leads to infinitely many physically distinct solutions.

**Proof.** We prove the two claims one at a time.
I) Recovering the 3D-space from the Hamiltonian only.

Suppose we found a set of candidate preferred position operators, in which the wavefunction has the form \( \psi(x_1, \ldots, x_n, t) \), and the Hamiltonian is expressed as in eq. (3). Let us see if we can find other parametrizations that look like the 3D-space at the time \( t_0 \).

We take as transformation in (6) a unitary transformations \( \hat{S} \) commuting with \( \hat{H} \), so that \( |\psi(t_0)\rangle \) and

\[
|\psi'(t_0)\rangle := \hat{S}^{-1}|\psi(t_0)\rangle.
\]

are not related by a space geometry or a gauge transformation. The transformation \( \hat{S} \) is active (see Remark 2 and Lesson 5). Since infinitely many linearly independent self-adjoint operators commute with \( \hat{H} \), they generate infinitely many families of such unitary transformations. A particular example is

\[
\hat{S} = \hat{U}_{t,t_0} := e^{-\frac{i}{\hbar} \hat{H}(t-t_0)}
\]

for some \( t \neq t_0 \). Then, \( |\psi(t_0)\rangle \) and \( |\psi'(t_0)\rangle \) represent distinct states. Since in general there are physical changes in time, there are infinitely many examples of state vectors \( |\psi'(t_0)\rangle \) that are physically distinct from \( |\psi(t_0)\rangle \).

We apply \( \hat{S} \) as a transformation at \( t_0 \), as in eq. (6). In the new parametrization \( \tilde{x} \), \( |\psi(t_0)\rangle \) has the form (7).

If our new 3D-space structure cannot be distinguished physically from the old one, we should expect that, in the new 3D-space structure, \( |\psi(t_0)\rangle \) looks the same as in the old one. But when we check if this is true, we find out that it is not the case:

\[
\tilde{\psi}(\tilde{x}_1, \ldots, \tilde{x}_n, t_0) = (7) \langle \tilde{x}_1, \ldots, \tilde{x}_n | \psi(t_0) \rangle
\]

\[
= (8) \langle \tilde{x}_1, \ldots, \tilde{x}_n | (\hat{S}^\dagger) | \psi(t_0) \rangle
\]

\[
= \langle x_1, \ldots, x_n | (\hat{S}^{-1}| \psi(t_0) \rangle \rangle
\]

\[
= (10) \langle x_1, \ldots, x_n | \psi(t_0) \rangle
\]

\[
= \psi'(x_1, \ldots, x_n, t_0).
\]

Then, in the configuration space of positions obtained by using the unitary transformation \( \hat{S} \), the wavefunction is identical to \( \psi'(x_1, \ldots, x_n, t_0) \), which represents a physically distinct state from \( \psi(x_1, \ldots, x_n, t_0) \). Hence, we obtained another structure that is similar to the original configuration space, but physically distinct. Since there are infinitely many choices for \( \hat{S} \), there are infinitely many physically distinct ways to choose the configuration space of positions, and therefore the 3D-space.

II) Recovering the 3D-space from the Hamiltonian and the state vector.

Requiring \( \hat{S} \) to not only commute with \( \hat{H} \), but also to preserve the state vector \( |\psi\rangle \), reduces the possible choices for \( \hat{S} \), but there are still infinitely many such choices. Since \( \mathcal{H} \cong L^2(\mathbb{R}^n, \mathbb{C}) \), the space of square integrable complex functions on \( \mathbb{R}^n \), the eigenspaces of the Hamiltonian have infinite dimension. Then, on each such eigenspace, there are infinitely many unitary transformations that commute with \( \hat{H} \) and preserve the projection of \( |\psi\rangle \) on that eigenspace. Since a unitary transformation \( \hat{S} \) that commutes with \( \hat{H} \) consists of unitary transformations of the eigenspaces of \( \hat{H} \), it follows that there are infinitely many different choices for \( \hat{S} \), even if it is required to preserve \( |\psi\rangle \).

Therefore, if there is a set of position-like operators \( (\tilde{x}_j) \), there are infinitely many such sets, defining distinct 3D-space structures.

Now suppose that, to achieve uniqueness, we declare all of them physically equivalent, so that the 3D-space structure is identified with their equivalence class. Then, in particular, the equivalence class of 3D-spaces will be independent of time, and this would mean that it would be impossible to observe changes of the wavefunction with respect to the 3D-space. So we cannot take the equivalence class as representing the 3D-space structure, and therefore the 3D-space structure cannot be unique.

Remark 7. Choosing \( \hat{S} \) as in eq. (11) is general enough to provide examples of distinct 3D-space structures that cannot be related by coordinate changes of the 3D-space, because in general the wavefunction at different times differ more than by a 3D-space isometry.

Remark 8. In NRQM, there is a unique 3D-space structure, or, equivalently, a unique set of variables representing classical positions and also momenta (up to coordinate changes of the 3D-space). But if we eliminate this information and we keep only the MQS, when we try to recover them from the MQS we obtain infinitely many possibilities that are not distinguishable, by the mathematical relations they satisfy, from the ones representing "the actual" positions and momenta.

An example when we do not know the position and momentum operators is if we have a different theory, based for example on information or probabilities as in various axiomatic approaches, and we recovered the Hilbert space from the axioms. Suppose we want to recover NRQM with the Hamiltonian (3), but we don’t know how to identify the 3D-space in our theory. We can characterize the 3D-space structure by operators that have the same properties as the position operators in NRQM, and we require the Hamiltonian to be (3) in terms of the position operators and their conjugates (see Remark 6).

Theorem 1 shows that there are infinitely many different sets of operators that behave just like the position operators, and so that the Hamiltonian is expressed in terms of them and their conjugates just like in (3). The way to prove it is by finding unitary transformations that preserve the Hamiltonian.

Therefore, the whole point of this article is that the MQS has to be supplemented with the physical meaning of the structures, because there is no other way to choose a "preferred" one.

Remark 9. In the proof of Theorem 1, we assumed that \( \hat{S} \) commutes with \( \hat{H} \). Without making this assumption,
it could be objected that it is not a surprise that the resulting 3D-space structure is different, since the Hamiltonian $\hat{S} \hat{H} \hat{S}^{-1}$ is different from $\hat{H}$. But if $[\hat{S}, \hat{H}] = 0$, $\hat{S} \hat{H} \hat{S}^{-1} = \hat{H}$, and the same objection does not apply to Theorem 1. Moreover, in the cases when the condition $[\hat{S}, \hat{H}] = 0$ can be dropped, for example when the preferred structures are claimed to depend only on the space of $\mathcal{H}$, we denote by $\hat{S}[\hat{A}]$ the tensor obtained by unitary transformation from the tensor $\hat{A}$. In particular, scalars $c \in \mathcal{T}_0(\mathcal{H}) \equiv \mathbb{C}$ are invariant constants $\hat{S}[c] = c$. For $|\psi\rangle \in \mathcal{T}_0(\mathcal{H}) = \mathcal{H}$, $\hat{S}[|\psi\rangle] = \hat{S}[|\psi\rangle] = (\hat{S}|\psi\rangle) = (\hat{S}|\psi\rangle)^\dagger$, and for $\hat{A} \in \mathcal{T}_1(\mathcal{H})$, $\hat{S}[\hat{A}] = \hat{S} \hat{A} \hat{S}^\dagger$. For general tensors we extend the transformation by linearity and by assuming that it commutes with the tensor product, i.e., we express the tensor as a linear combination of tensor products of bra and ket vectors, and we transform each of them accordingly, as it is usually done.

We denote by $\text{Herm}(\mathcal{H}) \subset \mathcal{T}_1(\mathcal{H})$ the space of Hermitean operators on $\mathcal{H}$.

**Definition 1** (Tensor structures). Let $\mathcal{A}$ be a set, let $\theta : \mathcal{A} \to \mathbb{N}^2$ be a function

$$\theta(\alpha) = (r_\alpha, s_\alpha),$$

and let

$$\mathcal{T}^\theta(\mathcal{H}) := \mathcal{T}^r_{s_\alpha}(\mathcal{H})$$

for all $\alpha \in \mathcal{A}$. Denote by

$$\mathcal{T}\theta(\mathcal{H}) := \prod_{\alpha \in \mathcal{A}} \mathcal{T}^\theta(\alpha)$$

the set of all structures consisting of tensors

$$(\hat{A}_\alpha)_{\alpha \in \mathcal{A}},$$

where $\hat{A}_\alpha \in \mathcal{T}^\theta(\alpha)(\mathcal{H})$ for all $\alpha \in \mathcal{A}$, and $\prod$ stands for the Cartesian product. We call the elements of $\mathcal{T}\theta(\mathcal{H})$ tensor structures of type $\theta$.

**Definition 2** (Invariant tensor functions). Let $\mathcal{A}$ be a set and let $\theta : \mathcal{A} \to \mathbb{N}^2$ a tensor structure type. An invariant tensor function is a function

$$\mathcal{F} : \mathcal{T}\theta(\mathcal{H}) \to \mathcal{T}(\mathcal{H})$$

which is invariant under unitary symmetries, i.e., for any unitary operator $\hat{S}$ on $\mathcal{H}$ and any $(\hat{A}_\alpha)_{\alpha \in \mathcal{A}} \in \mathcal{T}\theta(\mathcal{H})$,

$$\mathcal{F}\left(\left(\hat{S}[\hat{A}_\alpha]\right)_{\alpha}\right) = \hat{S}\left[\mathcal{F}\left(\left(\hat{A}_\alpha\right)_{\alpha}\right)\right].$$

If $\mathcal{F}$ is valued in $\mathbb{R}$ or $\mathbb{C}$, it is a scalar function, and eq. (20) becomes

$$\mathcal{F}\left(\left(\hat{S}[\hat{A}_\alpha]\right)_{\alpha}\right) = \mathcal{F}\left(\left(\hat{A}_\alpha\right)_{\alpha}\right).$$

In addition to specifying the type of a tensor structure, we also need to specify what conditions it has to satisfy. Let $\mathcal{C}$ be an invariant tensor function of tensor structures of type $\theta$

$$\mathcal{C} : \mathcal{T}\theta(\mathcal{H}) \to \mathcal{T}(\mathcal{H}).$$
The function $\mathcal{C}$ can be used to define \textit{conditions} to be satisfied by tensor structures of type $\theta$, which are equations or inequations,

$$\mathcal{C} \left( \left( \hat{A}_\alpha^{\psi} \right)_{\alpha \in A} \right) = 0 \quad (\text{or} \quad \geq 0 \quad \text{or} \quad > 0). \quad (23)$$

It makes sense to have a condition as an inequation only if it makes sense to speak about invariant order relations like $\geq 0$ or $>$. This is the case when the function $\mathcal{C}$ has values in $\mathbb{R}$, but also when its values are self-adjoint operators on $\mathcal{H}$, since then we can talk about positive operators, see for example equation (52).

To define the kinds of structures that depend only on the MQS, we need conditions based on invariant functions that depend on the tensor structure, on the Hamiltonian, and possibly on the state vector.

**Definition 3** (Kind). A \textit{kind} $\mathcal{K} = \{ \mathcal{C}_\beta \}_{\beta \in \mathcal{B}}$ is a set of conditions defined by invariant tensor functions

$$\mathcal{C}_\beta : \mathcal{T}^\theta (\mathcal{H}) \times \text{Herm}(\mathcal{H}) \times \mathcal{H} \rightarrow \mathcal{T}(\mathcal{H}), \quad (24)$$

where $\mathcal{B}$ is a set assumed to be the union of up to three sets, $\mathcal{B} = \mathcal{B}_- \cup \mathcal{B}_0 \cup \mathcal{B}_+$. A tensor structure $\left( \hat{A}_\alpha \right)_{\alpha \in A}$ is of the kind $\mathcal{K} = \{ \mathcal{C}_\beta \}_{\beta \in \mathcal{B}}$ if for any $\beta \in \mathcal{B}$ and $|\psi\rangle \in \mathcal{H}$,

$$\mathcal{C}_\beta \left( \left( \hat{A}_\alpha^{\psi} \right)_{\alpha \in A}, \hat{H}, |\psi\rangle \right) = \begin{cases} 0 & \text{if } \beta \in \mathcal{B}_-, \\ \geq 0 & \text{if } \beta \in \mathcal{B}_0, \\ > 0 & \text{if } \beta \in \mathcal{B}_+. \end{cases} \quad (25)$$

The factor $\text{Herm}(\mathcal{H})$ in (24) is needed to allow the functions $\mathcal{C}_\beta$ to depend on the Hamiltonian, and the last factor $\mathcal{H}$ allows them to depend on the state vector.

The kinds are required to be invariant in order to exclude a symmetry breaking of the MQS, since this would require structures additional to $\hat{H}$ and $|\psi\rangle$.

**Definition 4** ($\mathcal{K}$-structure). A \textit{structure} of kind $\mathcal{K} = \{ \mathcal{C}_\beta \}_{\beta \in \mathcal{B}}$ (or a $\mathcal{K}$-structure) for the Hamiltonian $\hat{H}$ is defined as a function

$$S^{|\psi\rangle}_\hat{H} : \mathcal{K} \rightarrow \mathcal{T}^\theta (\mathcal{H}), \quad S^{|\psi\rangle}_\hat{H} = \left( \hat{A}_\alpha^{|\psi\rangle} \right)_{\alpha \in A}, \quad (26)$$

subject to the defining conditions (25).

The defining conditions are allowed to be functionally independent on some of the tensors $\hat{A}_\alpha^{|\psi\rangle}$, $\hat{H}$, or $|\psi\rangle$.

**Remark** 10. Definitions 3 and 4 may seem too abstract. Often all of the tensors $\hat{A}_\alpha^{|\psi\rangle}$ will be Hermitian operators $\hat{A}_\alpha^{\psi}$. In this case, we will call the $\mathcal{K}$-structure \textit{Hermitian $\mathcal{K}$-structure}. Hermitian $\mathcal{K}$-structures will turn out to be sufficient for most of the cases discussed in the article. A possible reason why Hermitian operators are sufficient for the relevant cases is that they correspond to observables.

Let us give simple examples, so that the reader has something concrete in mind when following the proofs.

**Example 1** (Single Hermitian operator). A very simple example of $\mathcal{K}$-structure consists of a single Hermitian operator $\hat{A}$. Its only defining condition is $\hat{A}^\dagger - \hat{A} = 0$.

Particular examples include the Hamiltonian operator $\hat{H}$, and projectors, which satisfy the additional condition $\hat{P}^2 - \hat{P} = 0$.

**Example 2** (Basis). A \textit{basis} $(|\alpha\rangle)_{\alpha \in A}$ of $\mathcal{H}$ can be defined by a Hermitian $\mathcal{K}$-structure

$$S^{|\psi\rangle}_\hat{H} = \left( \hat{A}_\alpha := |\alpha\rangle \langle \alpha | \right)_{\alpha \in A}, \quad (27)$$

where the kind $\mathcal{K}$ is given by the defining conditions

$$\begin{align*}
\hat{A}_\alpha \hat{A}_{\alpha'} - \hat{A}_{\alpha} \delta_{\alpha \alpha'} &= \hat{0}, \\
\hat{I}_\mathcal{H} - \sum_{\alpha \in A} \hat{A}_\alpha &= \hat{0}, \\
\text{tr} \hat{A}_\alpha - 1 &= 0
\end{align*} \quad (28)$$

for all $\alpha, \alpha' \in A$. The first condition states that $\hat{A}_\alpha$ are projectors on mutually orthogonal subspaces of $\mathcal{H}$, the second one that they form a complete system, and the third one that these subspaces are one-dimensional.

In Example 2 one does not usually expect the operators $\hat{A}_\alpha$ to depend on $|\psi\rangle$, but we may want to consider cases when additional conditions make them dependent. In this case, we will write $\hat{A}_\alpha^{(\psi)}$ instead of $\hat{A}_\alpha$. We will see that, even so, there are many physically distinct bases with the same defining conditions.

In Sec. §V we will see that Definition 4 covers as particular cases tensor product structures, more general notions of emergent 3D-space or spacetime, and general notions of generalized bases.

## B. Conditions of uniqueness and physical relevance

Let us state the two main conditions that we expect to be satisfied by a preferred $\mathcal{K}$-structure, and explain their necessity.

### 1. Essential uniqueness

The first condition we will impose on a $\mathcal{K}$-structure is to be \textit{unique} or \textit{essentially unique}. We will not require the structure to be necessarily unique, but we require at least that whenever such a structure is not unique, there are no physical differences between its instances.

**Definition 5** (Physical equivalence). Let $\sim$ denote the equivalence relation on $\mathcal{H}$ defined by $|\psi\rangle \sim |\psi'\rangle$ if and only if $|\psi\rangle$ and $|\psi'\rangle$ can be related by phase transformations, gauge symmetries, space isometries etc. In other words, $|\psi\rangle$ and $|\psi'\rangle$ represent the same physical state. In general, physical equivalence is ensured by the action of a group $G_P$ on $\mathcal{H}$, which provides a projective representation of $G_P$. Any element $g$ of $G_P$ is represented by a
unitary or anti-unitary operator \( \hat{g} \) on \( \mathcal{H} \) that commutes with \( \hat{H} \) \cite{34,35}. Then, \( |\psi\rangle \sim |\psi'\rangle \) if and only if there is a group element \( g \in G_P \) so that \( \hat{g}|\psi\rangle = |\psi'\rangle \). Since the representation of \( G_P \) is linear, it extends uniquely to vectors from \( \mathcal{K}^* \), \( \langle \psi | \sim \langle \psi' | \) if and only if there is a group element \( g \in G_P \) so that \( \langle \psi | \hat{g}^\dagger = \langle \psi' | \), and to general tensors on \( \mathcal{H} \). For an element \( g \in G_P \) we denote the resulting transformation of a tensor \( \hat{A} \) by \( \hat{g}[\hat{A}] \).

Two \( \mathcal{K} \)-structures \( S_\alpha(\psi) \) are said to be **physically equivalent**, \( S_\alpha(\psi) \sim S'_\beta(\psi) \), if there is an element \( g \in G_P \) so that \( \left( \hat{A}_\alpha(\psi) \right)_{\alpha \in \mathcal{A}} = \left( \hat{g}[\hat{A}_\beta(\psi)] \right)_{\alpha \in \mathcal{A}} \). \( \tag{29} \)

Two state vectors, operators, in general tensors of the same types, or structures of the same kind, are said to be **physically distinct** if they are not physically equivalent.

**Remark 11.** Sometimes, the elements of the physical symmetry group \( G_P \) simply permute the tensor structures constituting the \( \mathcal{K} \)-structure \( S_\alpha(\psi) = \left( \hat{A}_\alpha(\psi) \right)_{\alpha \in \mathcal{A}} \).

That is, the effect of acting with any element \( g \in G_P \) as in eq. \( (29) \) is to permute the set of indices \( \mathcal{A} \). This is true for most of the situations we will study in this article. For example, the symmetries of the 3D-space in NRQM (Sec. \S II B) permute the position operators.

**Condition 1** ("Essentially unique"-ness). Any two \( \mathcal{K} \)-structures of the same kind \( \mathcal{K} \) are physically equivalent.

**Observation 1.** Condition 1 requires that the symmetry group \( G(\mathcal{K}) \) of the kind \( \mathcal{K} \) is a subgroup of the symmetry group \( G_P \) corresponding to the physical equivalence, whatever that group is. On the other hand, if \( G(\mathcal{K}) \subsetneq G_P \), any element \( g \in G_P \setminus G(\mathcal{K}) \) would transform a \( \mathcal{K} \)-structure into a physically distinct one. Therefore, Condition 1 requires the two symmetry groups to coincide,

\[ G(\mathcal{K}) = G_P. \] \( \tag{30} \)

It may seem circular to refer to a notion of "essential uniqueness" without specifying the equivalence relation \( \sim \) or the symmetry group \( G_P \). But without this they need to emerge uniquely from the MQS, or otherwise to be added to \( (\mathcal{K}, \hat{H}, |\psi\rangle) \) as equally fundamental structures. But in order to avoid counterarguments of the form "maybe this preferred structure is not unique, but it is essentially unique", we have to allow this freedom even if we do not define it, for example assuming that it emerges as well. We will see that our proof applies regardless of whether \( G_P \) is assumed as fundamental, or as emerging from the MQS. To cover all cases, we simply assume the existence of a group \( G_P \) without specifying it, even if it consists of only phase transformations of \( \mathcal{K} \), and impose Condition 1.

**Remark 12.** Consider a \( \mathcal{K} \)-structure \( S_\alpha(\psi) = \left( \hat{A}_\alpha(\psi) \right)_{\alpha \in \mathcal{A}} \). \( \tag{31} \)

Let \( \hat{S} \) be a unitary transformation of \( \mathcal{K} \) which commutes with \( \hat{H} \). Then, \( \left( \hat{S}[\hat{A}_\alpha(\psi)] \right)_{\alpha \in \mathcal{A}} \) is a \( \mathcal{K} \)-structure for \( (\mathcal{K}, \hat{H}, \hat{S}|\psi\rangle) \), where for each \( \alpha \in \mathcal{A} \)

\[ \hat{A}_\alpha(\psi) \quad \text{or, equivalently, the equivalence} \quad \left( \hat{A}_\alpha(\psi) \right)_{\alpha \in \mathcal{A}} \sim \left( \hat{S}[\hat{A}_\alpha(\psi)] \right)_{\alpha \in \mathcal{A}}, \quad \tag{34} \]

whether or not \( \hat{S} \) represents an element of \( G_P \).

**Proposition 2.** \( \left( \hat{A}_\alpha(\psi) \right)_{\alpha \in \mathcal{A}} \) is a \( \mathcal{K} \)-structure for \( |\psi\rangle \), if and only if it is a \( \mathcal{K} \)-structure for \( \hat{g}|\psi\rangle \), for any \( g \in G_P \).

**Proof.** From eq. \( (30) \), \( \left( \hat{g}[\hat{A}_\alpha(\psi)] \right)_{\alpha \in \mathcal{A}} \) is a \( \mathcal{K} \)-structure for \( |\psi\rangle \) and only if \( \left( \hat{g}[\hat{A}_\alpha(\psi)] \right)_{\alpha \in \mathcal{A}} \) is a \( \mathcal{K} \)-structure for \( |\psi\rangle \).

By making \( \hat{S} = \hat{g} \) in eq. \( (20) \) and applying it to the defining conditions \( (25) \) for \( \left( \hat{g}[\hat{A}_\alpha(\psi)] \right)_{\alpha \in \mathcal{A}} \) as a \( \mathcal{K} \)-structure for \( |\psi\rangle \) we obtain that this is equivalent to \( \left( \hat{A}_\alpha(\psi) \right)_{\alpha \in \mathcal{A}} \) satisfying the defining conditions for \( \hat{g}|\psi\rangle \). \( \Box \)

2. **Physical relevance**

The second condition we will impose on a \( \mathcal{K} \)-structure is to be **physically relevant**, i.e. to be able to distinguish among physically distinct states the system can have, even if the Hamiltonian itself cannot distinguish them. Without this condition, the \( \mathcal{K} \)-structure has no physically observable effect.

**Definition 6.** A tensor structure \( \left( \hat{A}_\alpha \right)_{\alpha \in \mathcal{A}} \) is said to **distinguish** the states \( |\psi\rangle \) and \( |\psi'\rangle \) if there is an invariant scalar function

\[ \mathcal{I} : \mathcal{I}^0(\mathcal{K}) \times \mathcal{H} \to \mathbb{R}, \quad \tag{35} \]

\[ \mathcal{I} \left( (\hat{A}_\alpha)_{\alpha \in \mathcal{A}}, |\psi\rangle \right) \neq \mathcal{I} \left( (\hat{A}_\alpha)_{\alpha \in \mathcal{A}}, |\psi'\rangle \right). \quad \tag{36} \]

**Example 3.** A Hermitian operator \( \hat{A} \) (cf. Example 1) can distinguish two unit eigenvectors \( |\psi\rangle \) and \( |\psi'\rangle \) corresponding to distinct eigenvalues \( \lambda \neq \lambda' \), because \( \langle \psi|\hat{A}|\psi'\rangle = \lambda \neq \lambda' = \langle \psi'|\hat{A}|\psi'\rangle \). In general, \( \hat{A} \) distinguishes two unit
vectors $|\psi\rangle$ and $|\psi'\rangle$ when the projections of $|\psi\rangle$ and $|\psi'\rangle$ on at least an eigenspace of $\hat{A}$ have different norms. In particular, if the mean value differs for the two states, $\langle \hat{A} | \psi \rangle \neq \langle \hat{A} | \psi' \rangle$, $\hat{A}$ distinguishes $|\psi\rangle$ and $|\psi'\rangle$. From the point of view of quantum measurements, distinguishability is perfect only when $\langle \psi | \psi' \rangle = 0$. These observations apply in particular to the Hamiltonian operator.

**Proposition 3.** A Hermitian operator $\hat{A}$ distinguishes two unit vectors $|\psi\rangle$ and $|\psi'\rangle$ if and only if there is no unitary $\hat{S}$ commuting with $\hat{A}$ so that $|\psi'\rangle = \hat{S}|\psi\rangle$.

**Proof.** Let $\mathcal{J} : \mathcal{H} \otimes \mathcal{K} \rightarrow \mathbb{R}$ be an invariant scalar function. Suppose that $|\psi'\rangle = \hat{S}|\psi\rangle$. Then,

$$\mathcal{J} \left( \hat{A}, |\psi'\rangle \right) = \mathcal{J} \left( \hat{A}, \hat{S}|\psi\rangle \right) \overset{(21)}{=} \mathcal{J} \left( \hat{S}^{-1} \hat{A} \hat{S}, |\psi\rangle \right).$$

If $[\hat{S}, \hat{A}] = 0$, then $\hat{S}^{-1} \hat{A} \hat{S} = \hat{A}$ and eq. (37) becomes

$$\mathcal{J} \left( \hat{A}, |\psi'\rangle \right) = \mathcal{J} \left( \hat{A}, |\psi\rangle \right). \quad (38)$$

Therefore, if $[\hat{S}, \hat{A}] = 0$, there is no invariant scalar function $\mathcal{J}$ so that eq. (36) is true. Conversely, it follows that if there is an invariant scalar function so that eq. (36) is true, then there is no unitary operator $\hat{S}$ commuting with $\hat{A}$ so that $|\psi'\rangle = \hat{S}|\psi\rangle$.

The $\mathcal{K}$-structure of interest has to be physically relevant. This means that it has to be able to distinguish at least some pairs of physically distinct states. Since we want to allow some freedom for our structures and require uniqueness to be only up to non-physical degrees of freedom as in Condition 1, we have to take this freedom into account in the condition of physical relevance.

**Condition 2** (Physical relevance). There exist at least two unit vectors $|\psi\rangle \sim |\psi'\rangle \in \mathcal{H}$ representing distinct physical states that are not distinguished by the Hamiltonian, and an invariant scalar function $\mathcal{J}$ of $\mathcal{S}^{|\psi\rangle}_{\hat{H}}$ and $|\psi\rangle$ so that, for any elements $g, g' \in G_{\mathcal{P}}$,

$$\mathcal{J} \left( g \left[ \mathcal{S}^{|\psi\rangle}_{\hat{H}} \right] , |\psi\rangle \right) \neq \mathcal{J} \left( g' \left[ \mathcal{S}^{|\psi\rangle}_{\hat{H}} \right] , |\psi'\rangle \right). \quad (39)$$

**Remark 13.** Condition 2 may seem a bit too complicated, so let us explain it. If every physical state would be represented by a unique ray in the Hilbert space, eq. (39) would just require that the $\mathcal{K}$-structure $\mathcal{S}^{|\psi\rangle}_{\hat{H}}$ distinguishes any two linearly independent state vectors $|\psi\rangle$ and $|\psi'\rangle$. But if a physical state can be represented by more linearly independent state vectors, we need to impose the condition of physical relevance for physically distinct states, rather than just for distinct rays in the Hilbert space. This requires the condition to hold for equivalence classes of $\mathcal{K}$-structures.

Condition 2 also requires that $|\psi\rangle$ and $|\psi'\rangle \in \mathcal{H}$ are not distinguished by the Hamiltonian. The reason is that, if the Hamiltonian is able to distinguish them, then it may be unclear whether the structure $\mathcal{S}^{|\psi\rangle}_{\hat{H}}$ distinguishes them by itself, or because of its dependence of the Hamiltonian.

Let us take as an example $\hat{S} = \hat{U}_{t, t_0}$ as in eq. (11). We expect $|\psi(t_0)\rangle$ and $|\psi(t)\rangle = \hat{U}_{t, t_0} |\psi(t_0)\rangle$ to be physically distinct, since in general the system changes in time. The Hamiltonian does not distinguish them, because the projections of $|\psi(t)\rangle$ on each eigenspace of $\hat{H}$ does not change in time. But interesting structures like the 3D-space as in Theorem 1 should be able to distinguish them. Moreover, they should be able to distinguish $\hat{g}|\psi(t_0)\rangle$ and $\hat{g}'|\psi(t)\rangle$ even when isometries of space or gauge symmetries, represented by $\hat{g}$ and $\hat{g}'$, are applied. Therefore, there are infinitely many physically distinct states obtained by unitary evolution from the same initial state.

Not only unitary operators equal to time evolution operators relate distinguishable states. There are many other families of such unitary operators, in fact infinitely many independent such families, if the dimension of the Hilbert space is infinite (see Remark 19). Condition 2 captures the idea, used in the proof of Theorem 1, that different physical states “look different” with respect to a candidate preferred structure.

The differences have to be objective, in the sense that they are not due to a particular choice of the basis, because they have to be physically observable.

This should be true for a candidate preferred space, basis, and tensor product structure. Without this condition, the structure would be physically irrelevant.

**C. Uniqueness contradicts physical relevance**

We will now prove that there is a contradiction between the Conditions 1 and 2.

**Theorem 2.** If a $\mathcal{K}$-structure is physically relevant, then it is not (essentially) unique.

**Proof.** Let $\hat{S}$ be a unitary operator so that $|\psi'\rangle = \hat{S}|\psi\rangle$. From Proposition 3, we can choose $\hat{S}$ to commute with $\hat{H}$. The $\mathcal{K}$-structure $\mathcal{S}^{|\psi\rangle}_{\hat{H}}$ being a tensor object, its defining conditions are invariant to any unitary transformation $\hat{S}$ that commutes with $\hat{H}$. Then $\hat{S}^{-1}$ actively transforms $\mathcal{S}^{|\psi\rangle}_{\hat{H}}$ into a $\mathcal{K}$-structure $\mathcal{S}^{|\psi\rangle}_{\hat{H}}$ for $|\psi\rangle$,

$$\mathcal{S}^{|\psi\rangle}_{\hat{H}} := \hat{S}^{-1} \left[ \mathcal{S}^{|\psi\rangle}_{\hat{H}} \right]. \quad (40)$$

The transformation $\hat{S}^{-1}$ has to be active, because we want to find other possible structures of the same kind, and not just to express the same structure in a different basis (see Remark 2 and Lesson 5).

From the uniqueness condition (29), (40) implies that

$$\hat{g}^{-1} \left[ \mathcal{S}^{|\psi\rangle}_{\hat{H}} \right] \overset{(29)}{=} \hat{S}^{-1} \left[ \mathcal{S}^{|\psi\rangle}_{\hat{H}} \right] \quad (41)$$
for some transformation \( \tilde{g} \in G_p \). From equations (41) and (21), for any invariant function \( \mathcal{I} \),

\[
\mathcal{I} \left( g^{-1} \left[ S_{\tilde{H}}^{(\psi)} \right], |\psi\rangle \right) = \mathcal{I} \left( S_{\tilde{H}}^{(\psi)} \right), |\psi\rangle \tag{41}
\]

\[
\mathcal{I} \left( S_{\tilde{H}}^{(\psi)} \right), |\psi\rangle \left( 21 \right)
\]

\[
\mathcal{I} \left( S_{\tilde{H}}^{(\psi)} \right), |\psi\rangle \left( 42 \right)
\]

This contradicts Condition 2. Therefore, Conditions 1 and 2 cannot both be true.

Remark 14. In the proof of Theorem 2, the condition that \( \tilde{S} \) commutes with \( \tilde{H} \) allowed \( \tilde{S}^{-1} \) to transform \( S_{\tilde{H}}^{(\psi)} \) into a \( \mathcal{K} \)-structure for the MQS \( (\mathcal{K}, \tilde{H}, |\psi\rangle) \) as in eq. (40). Without \( \tilde{S} \tilde{H} = 0 \), \( \tilde{S}^{-1} \) would transform \( S_{\tilde{H}}^{(\psi)} \) into a \( \mathcal{K} \)-structure for the MQS \( (\mathcal{K}, \tilde{H} \tilde{S}, |\psi\rangle) \) with \( \tilde{S} \tilde{H} \tilde{S} \neq \tilde{H} \). Then, it could be objected that it is expected to obtain a different \( \mathcal{K} \)-structure, since the Hamiltonian \( \tilde{S} \tilde{H} \tilde{S} \) is different from \( \tilde{H} \) (also see Remark 9).

But for structures supposed to be determined by the Hamiltonian’s spectrum, as in [1, 29, 30], we can also use unitary transformations \( S \) that do not commute with \( \tilde{H} \), because they preserve the spectrum of \( \tilde{H} \). This will give even more physically distinct structures than Theorem 2 already does. In general, the less our structure is constrained by the Hamiltonian, the more physically distinct structures of the same kind exist.

Remark 15. There are ways to construct structures that depend on the MQS alone and are unique, but they all violate the Physical Relevance Condition 2. Such examples include the trivial ones \( |\psi\rangle, \langle \psi|, |\psi\rangle\langle \psi|, \tilde{H}, \tilde{H}|\psi\rangle \), more general operators like \( f(\tilde{H}) \), where \( f(x) \) is a formal polynomial or formal power series, but also the direct sum decomposition of the Hilbert space into eigenspaces of \( \tilde{H} \), projections of \( |\psi\rangle \) on these eigenspaces etc. In general, any invariant tensor function (cf. Definition 2) \( \mathcal{I}(\tilde{H}, |\psi\rangle) \), the \( \mathcal{F} \) : Herm(\( \mathcal{H} \)) \times \text{Herm}(\mathcal{H}) \rightarrow \mathcal{F}(\mathcal{H}) \), leads to a unique structure. Theorem 2 does not apply to such structures, because they violate Condition 2. The applications of Theorem 2 are limited to those structures that satisfy Condition 2.

Remark 16. There are known examples of simple Hamiltonians for which the position and momentum operators are not uniquely obtainable from the Hamiltonian \([36, 37]\). But these examples are very particular. By contrast, Theorem 2 is fully general, and applies to any possible Hamiltonian.

Remark 17. In another article [38] we provide an example of MQS which admits infinitely many physically distinct space structures and factorizations. In this MQS, the Hamiltonian is \( \tilde{H} = -i\hbar \frac{\partial}{\partial t} \), and for any \( t, |\psi(t)\rangle \) is an eigenstate of its conjugate operator \( \tilde{\tau} \). Three infinite lists of examples were found to have this MQS.

1. The quantum representations (discovered by Koopman and von Neumann [42, 43]) of deterministic time-reversible dynamical systems without time loops. Since there are infinitely many such dynamical systems, with infinitely many choices of space, of the decomposition into subsystems, and of other physical properties, we get an infinite family of physically distinct quantum systems with the same MQS.

2. The measuring device and the observed system in the standard model of ideal measurements.

3. Any closed quantum system which contains an isolated subsystem with the Hamiltonian \( \tilde{H} = -i\hbar \frac{\partial}{\partial \tau} \), for example an ideal isolated clock or a sterile massless fermion in a certain eigenstate.

These results confirm the conclusion of Theorem 2, that the MQS is not sufficient, and some of the observables have to be assumed from start to represent certain physical properties.

Theorem 2 affects all approaches to QM that rely on the MQS alone, including those where state vector reduction takes place.

D. Generalization to C*-algebras

Theorem 2 already covers all possible attempts to recover a preferred and physically relevant structure from any MQS \( (\mathcal{K}, \tilde{H}, |\psi\rangle) \). The proof applies to all Hilbert spaces, being them finite or infinite-dimensional, separable or not.

However, one may imagine that it is possible to circumvent Theorem 2 by working in a more general paradigm. Since the most general such formalism is provided by the C*-algebras (which also include the von Neumann algebras), let us see how the notion of MQS and Theorem 2 generalize to C*-algebras [44, 45].

Definition 7. A Banach algebra is an associative algebra \( \mathcal{A} \) over \( \mathbb{R} \) or \( \mathbb{C} \), which is a normed vector space complete in the metric induced by the norm, so that \( \|AB\| \leq \|A\|\|B\| \) for all \( A, B \in \mathcal{A} \). A C*-algebra is a complex Banach algebra \( \mathcal{A} \) endowed with an antilinear involution map \( * : \mathcal{A} \rightarrow \mathcal{A} \), where \( (\hat{A}^*)^* = A \), \( \hat{A} + \hat{B}^* = \hat{A}^* + \hat{B} \), \( \hat{A}\hat{B}^* = \hat{B}^*\hat{A} \), \( (cA)^* = c^*\hat{A}^* \), and \( \|\hat{A}^*\hat{A}\| = \|\hat{A}\|\|\hat{A}^*\| \), for all \( A, B \in \mathcal{A} \) and \( c \in \mathbb{C} \).

A *-homomorphism between two C*-algebras \( \mathcal{A} \) and \( \mathcal{B} \) is a bounded linear map \( \alpha : \mathcal{A} \rightarrow \mathcal{B} \) so that \( \alpha(\hat{A}B) = \alpha(\hat{A})\alpha(B) \) and \( \alpha(\hat{A}^*) = \alpha(\hat{A})^* \) for all \( A, B \in \mathcal{A} \). A bijective *-homomorphism is called *-isomorphism. A *-isomorphism from \( \mathcal{A} \) to \( \mathcal{A} \) is called *-automorphism.

The bounded linear operators on a Hilbert space \( \mathcal{H} \) form a C*-algebra, allowing C*-algebraic formulations of Quantum Theory. In C*-algebraic formulations it is possible to avoid any reference to the Hilbert space \( \mathcal{H} \) and refer only to the operators. The states correspond to normalized positive linear functionals on \( \mathcal{A} \), for example the
density operator \( \hat{\rho} := |\psi \rangle \langle \psi | \) of a state vector \( |\psi \rangle \) acts as a normalized positive linear functional by
\[
\hat{A} \mapsto \text{tr}(\hat{\rho} \hat{A}) \in \mathbb{R}. \tag{43}
\]

If the Hamiltonian \( \hat{H} \) is unbounded, which is the case for example in NRQM and Quantum Field Theory, it cannot correspond to an element of a C*-algebra. But it can be represented equivalently as the one-parameter group of unitary evolution operators \( (\hat{U}(t))_{t \in \mathbb{R}} \). In the case when \( \mathcal{K} \) is finite-dimensional or separable, Stone’s theorem [46] shows that the Hamiltonian is equivalent to the one-parameter group of unitary evolution operators it generates. These operators are bounded and define *-automorphisms.

In C*-algebraic settings the dynamics can be defined in terms of a one-parameter group of *-automorphisms \( (\hat{U}(t))_{t \in \mathbb{R}} \) instead of the Hamiltonian [45]. Therefore, the natural C*-algebraic equivalent of the MQS \( (\mathcal{K}, \hat{H}, |\psi \rangle) \) is
\[
(\mathcal{A}, (\hat{U}(t))_{t \in \mathbb{R}}, \rho), \tag{44}
\]
where \( \mathcal{A} \) is a C*-algebra and \( \rho \) is a normalized positive linear functional on \( \mathcal{A} \). All invariant conditions involving the Hamiltonian \( \hat{H} \) can be replaced with invariant conditions involving the one-parameter group of *-automorphisms \( (\hat{U}(t))_{t \in \mathbb{R}} \).

The position and momentum operators \( \hat{q} \) and \( \hat{p} \) satisfying the canonical commutation relations (CCR)
\[
[\hat{q}, \hat{p}] = i\hbar \hat{I}, \tag{45}
\]
are unbounded as well. But they can also be expressed in terms of unbounded operators, the Weyl operators [47]
\[
\hat{P}(a) := e^{i\hat{p} \hat{a}}, \hat{Q}(b) := e^{i\hat{b} \hat{q}}, \tag{46}
\]
for all \( a, b \in \mathbb{R} \). The CCR (45) becomes, for all \( a, b \in \mathbb{R} \), Weyl’s braiding relation
\[
\hat{P}(a) \hat{Q}(b) = e^{-iab} \hat{Q}(b) \hat{P}(a). \tag{47}
\]

The CCR (45) do not admit finite-dimensional representations, although the clock and shift matrices satisfy approximate CCR relations and converge to (45) in the infinite dimension limit [47–49]. By the Stone-von Neumann theorem [50], all irreducible Hilbert space representations of the CCR (45) are unitarily equivalent, and require an infinite-dimensional separable Hilbert space.

The relations (47) also work in the C*-algebraic formalism, and are more general than the CCR (45), because they work in the nonregular cases, when the \( \hat{q} \) and \( \hat{p} \) operators cannot be recovered as self-adjoint operators that satisfy the CCR (45).

A classification of the representations of the C*-algebraic CCR (47) up to unitary equivalence, which generalizes the Stone-von Neumann theorem to strongly measurable, but not necessarily strongly continuous representations, is provided in [51]. It includes all the (non-regular) representations considered in physical models.

\section*{Remark 18} The apparent gain in generality obtained by replacing the MQS (2) with (44) cannot avoid Theorem 2.

It is not difficult to adapt Definition 3, Conditions 1 & 2, and Theorem 2 to quantum theories in the C*-algebraic framework. For example, since all tensor structures that we encounter in this article are Hermitian \( \mathcal{K} \)-structures, all we have to do is to replace the Hermitian operators from the tensor structure with one-parameter groups like we did for the Hamiltonian and the position and momentum operators. Then, we rewrite the defining conditions for the \( \mathcal{K} \)-structures in terms of one-parameter groups consisting of elements of \( \mathcal{A} \). Then, Theorem 2 can be proved for C*-algebras exactly how it was proved in this article.

Another way to see this, which has the advantages of being direct and not limited to Hermitian \( \mathcal{K} \)-structures, is to recall that the Gelfand-Naimark-Segal (GNS) construction recovers the Hilbert space formulation as a canonical representation of the C*-algebra \( \mathcal{A} \) [44]. Therefore, the GNS construction recovers a MQS as in eq. (2) from the data from eq. (44). Then, Theorem 2, which applies to any Hilbert space, can be applied to the GNS representation as well.

As an example of application, consider the case of recovering the 3D-space by using position and momentum operators. In addition to requiring the CCR to be satisfied, we can complete the defining conditions of the \( \mathcal{K} \)-structure with conditions that specify the representation of the CCR. These conditions have to be invariant as well to unitary transformations, so Theorem 2 applies.

Therefore, the main result of this article extends to C*-algebraic formulations as well.

\section*{IV. THE ABUNDANCE OF PHYSICALLY RELEVANT STRUCTURES OF THE SAME KIND}

\section*{Remark 19} Even if in Condition 2 we modestly require that the \( \mathcal{K} \)-structure \( \mathcal{S}_{\hat{H}} \) distinguishes at least two state vectors, there are in fact many infinite families of distinct structures. Every self-adjoint operator that commutes with the Hamiltonian \( \hat{H} \) generates a one-parameter group of unitary operators that commute with \( \hat{H} \). If the dimension of the Hilbert space is infinite, since infinitely many linearly independent self-adjoint operators commute with \( \hat{H} \), there are infinitely many independent one-parameter groups of unitary operators that commute with \( \hat{H} \), leading to infinitely many families of distinct structures of the same kind.

\section*{Example 4} One of these groups of unitary operators that commute with \( \hat{H} \) is generated by \( \hat{H} \) itself. Consider the unitary time evolution operator,
\[
\hat{U}_{t, t_0} := e^{-\frac{i}{\hbar} \hat{H}(t-t_0)}, \tag{48}
\]
which satisfies
\[
|\psi(t)⟩ = \hat{U}_{t, t_0} |\psi(t_0)⟩. \tag{49}
\]
The operator \( \hat{U}_{t_1,t_2} \) commutes of course with the Hamiltonian. And unless \( |\psi(t_0)\rangle \) is an eigenstate of \( \hat{H} \), the physical state of the system changes in time. In general, the states at different times are physically distinct.

**Definition 8** (Time-distinguishing structure). A tensor structure \( (\hat{A}_\alpha \langle \psi \rangle)_{\alpha \in \mathcal{A}} \) is said to be time-distinguishing for \( |\psi_1\rangle, |\psi_2\rangle \in \mathcal{H} \) if it distinguishes them and they are connected by unitary evolution, i.e., \( |\psi_2\rangle = \hat{U}_{t_2,t_1} |\psi_1\rangle \) for some \( t_1, t_2 \in \mathbb{R} \). According to Example 4, one can take \( \hat{S} = \hat{U}^{-1}_{t_2,t_1} \) as a unitary transformation of \( \mathcal{H} \) which transforms \( |\psi_1\rangle \) in a state vector equal to \( |\psi_2\rangle \) at the same time, so time-distinguishingness is just a particular form of distinguishingness.

Time-distinguishingness is always between states that are not distinguished by the Hamiltonian, because \( [\hat{U}_{t_2,t_1}, \hat{H}] = 0 \) (see Example 3).

**Corollary 1.** If a \( \mathcal{K} \)-structure is time-distinguishing (cf. Definition 8), then it is not unique.

**Proof.** It is immediate from Theorem 2, since time-distinguishingness is a form of distinguishingness. The particular case of time-distinguishingness follows by taking \( \hat{S} = \hat{U}^{-1}_{t_2,t_1} \) (see Fig. 1).

**Remark 20.** Corollary 1 illustrates why Condition 2 requires, for physical relevance, that states not distinguished by the Hamiltonian itself can be distinguished. It also provides easy to see cases of physical relevance, since we expect that our emergent structures distinguish changes of the state of the system in time.

Time-distinguishingness is useful because it shows the abundance of non-unique structures of the same kind, provided that they distinguish distinct physical states. But in this article we avoided using it as a criterion of physical relevance, and preferred instead the most general type distinguishingness provided by Remark 19.

Moreover, in [40] it was shown that the same MQS can represent worlds corresponding to distinct outcomes of a quantum measurement. Such worlds are therefore physically distinct, and they can be transformed into one another by unitary operators that preserve both the Hamiltonian and the state vector. This proves the abundance and rejects any hope that the only physically meaningful example of distinguishingness is time-distinguishingness.

**V. APPLICATIONS TO VARIOUS CANDIDATE PREFERRED STRUCTURES**

In this Section we will see that no preferred generalized basis, no preferred tensor product structure, no preferred emergent 3D-space, not even a preferred quasi-classical level, can be defined from a MQS \( (\mathcal{K}, \hat{H}, |\psi\rangle) \) alone. To prove this, we reduce each of these structures to a Hermitian \( \mathcal{K} \)-structure, and then we apply Theorem 2 to show for each case that physical relevance implies the existence of physically distinct possible choices.

A. Non-uniqueness of the preferred basis

We will now prove the non-uniqueness of physically relevant generalized bases.

**Definition 9.** Let \( (\mathcal{K}, \hat{H}, |\psi\rangle) \) be a MQS. Let \( \mathcal{A}, \mathcal{B} \) be sets, where \( \mathcal{B} \) may be the empty set, and let \( \mathcal{B} := \mathcal{A} \cup \{0\} \cup \mathcal{B} \).

**Proof.** It is immediate from Theorem 2, since time-distinguishingness is a form of distinguishingness. The particular case of time-distinguishingness follows by taking \( \hat{S} = \hat{U}^{-1}_{t_2,t_1} \) (see Fig. 1).

**Remark 20.** Corollary 1 illustrates why Condition 2 requires, for physical relevance, that states not distinguished by the Hamiltonian itself can be distinguished. It also provides easy to see cases of physical relevance, since we expect that our emergent structures distinguish changes of the state of the system in time.

Time-distinguishingness is useful because it shows the abundance of non-unique structures of the same kind, provided that they distinguish distinct physical states. But in this article we avoided using it as a criterion of physical relevance, and preferred instead the most general type distinguishingness provided by Remark 19.

Moreover, in [40] it was shown that the same MQS can represent worlds corresponding to distinct outcomes of a quantum measurement. Such worlds are therefore physically distinct, and they can be transformed into one another by unitary operators that preserve both the Hamiltonian and the state vector. This proves the abundance and rejects any hope that the only physically meaningful example of distinguishingness is time-distinguishingness.

We will now prove the non-uniqueness of physically relevant generalized bases.

**Definition 9.** Let \( (\mathcal{K}, \hat{H}, |\psi\rangle) \) be a MQS. Let \( \mathcal{A}, \mathcal{B} \) be sets, where \( \mathcal{B} \) may be the empty set, and let \( \mathcal{B} := \mathcal{A} \cup \{0\} \cup \mathcal{B} \).

**A generalized basis is a \( \mathcal{K} \)-structure**

\[
S^{(\psi)}_H = (\hat{E}_\alpha^{(\psi)} \langle \psi \rangle)_{\alpha \in \mathcal{A}},
\]

with the following defining conditions.

The first condition is that for any \( \alpha_0 \in \mathcal{A} \) and any \( |\psi\rangle \in \mathcal{H} \), the operator \( \hat{E}_{\alpha_0}^{(\psi)} \) is positive semi-definite, i.e.

\[
e_0 \left( \hat{E}_\alpha^{(\psi)} \langle \psi \rangle \right) = \hat{E}_\alpha^{(\psi)} \geq 0.
\]

The second condition is that, for any \( |\psi\rangle \in \mathcal{H} \), the operators \( \hat{E}_\alpha^{(\psi)} \) form a resolution of the identity,

\[
e_0 \left( \hat{E}_\alpha^{(\psi)} \langle \psi \rangle \right) = \hat{I}_H - \sum_{\alpha} \hat{E}_\alpha^{(\psi)} = \hat{0}.
\]

We see from conditions (52) and (53) that \( S^{(\psi)}_H \) is a positive operator-valued measure (POVM).

The set \( \mathcal{B} \) is reserved for possible additional conditions

\[
e_\beta \left( \hat{E}_\alpha^{(\psi)} \langle \psi \rangle \right) = 0,
\]

including possible conditions reflecting a dependence of \( \hat{E}_\alpha^{(\psi)} \) on \( |\psi\rangle \).

**Example 5.** Particular cases of POVM are orthogonal bases (Example 2), projection-valued measures (PVM) (projectors that give an orthogonal direct sum decomposition of the Hilbert space \( \mathcal{H} \)), and overcomplete bases. All these cases are obtained by adding new conditions to the conditions (52) and (53) from Definition 9.

If we add the conditions that all \( \hat{E}_\alpha^{(\psi)} \) are projectors,

\[
\hat{E}_\alpha^{(\psi)} \hat{E}_{\alpha'}^{(\psi)} = 0,
\]

and that all distinct \( \hat{E}_\alpha^{(\psi)} \) and \( \hat{E}_{\alpha'}^{(\psi)} \) are orthogonal,

\[
\hat{E}_\alpha^{(\psi)} \hat{E}_{\alpha'}^{(\psi)} = 0,
\]

we obtain a PVM that gives the orthogonal direct sum decomposition of \( \mathcal{H} \)

\[
\mathcal{H} = \bigoplus_\alpha \hat{E}_\alpha^{(\psi)} \mathcal{H}.
\]

If, in addition, we impose the condition that the projectors \( \hat{E}_\alpha^{(\psi)} \) are one-dimensional,

\[
\text{tr} \hat{E}_\alpha^{(\psi)} = 1 = 0,
\]

we obtain the preferred basis from Example 2.
The following result applies to any of these kinds of generalized bases.

**Theorem 3.** If there exists a physically relevant generalized basis of kind $\mathcal{K}$, then there exist more physically distinct generalized bases of the same kind $\mathcal{K}$.

**Proof.** For any of the $\mathcal{K}$-structures from Definition 9, it follows immediately by applying Theorem 2. □

**Remark 21.** Preferred generalized bases are needed to define the macro states, or the branches of a branching structure in MWI, or decohered histories. In all these cases, the basis has to be physically relevant, because the components of the state vector in that basis are supposed to tell something about the physical state. For example, that the state changed in time, or that it could have been different. Without this, the candidate preferred basis is physically irrelevant. Therefore, Theorem 3 implies that such a basis cannot emerge uniquely from the MQS.

**Remark 22.** Here we considered the preferred generalized basis problem for the universe. The preferred generalized basis problem for subsystems, related to quantum measurements or selected by environmental decoherence, is a different issue, to be discussed in Sec. §VF. However, the latter is a particular case of the former.

**B. Non-uniqueness of the tensor product structure**

The Hilbert space $\mathcal{H}$ given as such, even in the presence of the Hamiltonian, does not exhibit a preferred tensor product structure. Such a structure is needed to identify the subsystems, to address the preferred basis problem for subsystems, and to reconstruct the 3D-space from the MQS. The Hamiltonian provides hints of what the tensor product structure may be by specifying what kinds of interactions and measurements are operationally accessible [52]. But even so, and even if we impose additional conditions, the tensor product structure is not unique.

**Definition 10.** A tensor product structure (TPS) of a Hilbert space $\mathcal{H}$ is an equivalence class of unitary isomorphisms of the form

$$\bigotimes_{\varepsilon \in \mathcal{E}} \mathcal{H}_\varepsilon \rightarrow \mathcal{H},$$

(59)

where $\mathcal{H}_\varepsilon$ are Hilbert spaces, and the equivalence relation is generated by local unitary transformations of each $\mathcal{H}_\varepsilon$ and permutations of the set $\mathcal{E}$. The Hilbert spaces $\mathcal{H}_\varepsilon$ represent subsystems, e.g., they can be one-particle Hilbert spaces or algebras of local observables.

It is known that there are multiple ways to choose the TPS, exhibiting different physical interactions [53, 54], which can even be reduced to simple phase changes [55]. But this is to be expected, in the absence of defining conditions, whose role is to characterize the TPS precisely, uniquely if possible.

In order to apply Theorem 2 to prove that the TPS cannot be physically relevant and unique at the same time, we will show that the TPS is a $\mathcal{K}$-structure.

**Proposition 4.** Any TPS is a $\mathcal{K}$-structure.

**Proof.** Following [52] and [30], we characterize the TPS in terms of operators on each factor space $\mathcal{H}_\varepsilon$, extended to $\mathcal{K}$. Let us define the subspaces of linear operators

$$\mathcal{L}_\varepsilon := \bigotimes_{\varepsilon' \neq \varepsilon} \mathcal{I}_{\varepsilon'} \otimes \mathcal{L}(\mathcal{H}_\varepsilon),$$

(60)

where the factor $\mathcal{L}(\mathcal{H}_\varepsilon)$ is the algebra of linear operators on $\mathcal{H}_\varepsilon$, and it is inserted in the appropriate position to respect a fixed order of $\mathcal{E}$. For $\varepsilon \neq \varepsilon' \in \mathcal{E}$, if $\hat{A}_\varepsilon \in \mathcal{L}_\varepsilon$ and $\hat{B}_{\varepsilon'} \in \mathcal{L}_{\varepsilon'}$, then they commute. Any operator from $\mathcal{L}(\mathcal{H})$ can be expressed as a real linear combination of products of operators from various $\mathcal{L}_\varepsilon$.

We will now make an extravagant choice for the set $\mathcal{A}$ needed to define the kind $\mathcal{K}_{\text{TPS}}$ for the TPS:

$$\mathcal{A}_{\text{TPS}} := \bigcup_{\varepsilon \in \mathcal{E}} \mathcal{L}_\varepsilon.$$  

(61)

We choose the tensors $\hat{A}_\alpha$ giving our $\mathcal{K}_{\text{TPS}}$-structure as in Definition 4 to be the linear operators

$$\hat{A}_\alpha := \bigotimes_{\varepsilon' \neq \varepsilon} \hat{I}_{\varepsilon'} \otimes \hat{A}_\varepsilon,$$

(62)

where $\hat{A}_\varepsilon \in \mathcal{L}(\mathcal{H}_\varepsilon)$, and the defining conditions to be the commutativity of $\hat{A}_\alpha$ and $\hat{A}_{\alpha'}$, for $\varepsilon \neq \varepsilon'$, and the completeness condition that the set of operators $\{\hat{A}_\alpha, |\alpha \in \mathcal{A}_{\text{TPS}}\}$ generates $\mathcal{L}(\mathcal{H})$. This is equivalent to Definition 10 [52]. Since we have characterized the TPS in terms of tensor structures, the TPS is a $\mathcal{K}$-structure. □

**Theorem 4.** If there exists a physically relevant TPS of a given kind $\mathcal{K}$, then there exist more physically distinct TPS of the same kind $\mathcal{K}$.

**Proof.** Proposition 4 allows us to apply Theorem 2. □

**Remark 23.** A preferred TPS is needed to describe subsystems, for example particles. Therefore, it has to be physically relevant, and Theorem 4 implies that no preferred factorization can emerge uniquely from the MQS.

Proposition 4 showed that any TPS is a $\mathcal{K}$-structure, so that we could apply Theorem 2. However, in practice, the set of operators (62) is too extravagant, in the sense that the operators $\hat{A}_\alpha$, corresponding to a fixed $\varepsilon \in \mathcal{E}$ can be transformed into one another by unitary transformations of $\mathcal{H}_\varepsilon$. This would make it difficult to keep track of the indices $\alpha\varepsilon$ when comparing the mean values $\langle \psi | \hat{A}_\alpha | \psi \rangle$ between unitary transformations of the Hilbert space $\mathcal{H}$ to prove physical relevance.

Fortunately, it is sufficient to prove the physical relevance of $\mathcal{K}_{\text{TPS}}$-structures by using weaker invariants of the TPS. An example is given by the spectra of the reduced density operators $\hat{\rho}_\varepsilon$ obtained from the density operator $\hat{\rho} = |\psi\rangle \langle \psi|$ by tracing over the space $\bigotimes_{\varepsilon' \neq \varepsilon} \mathcal{H}_{\varepsilon'}$. 

$$\mathcal{L}_\varepsilon := \bigotimes_{\varepsilon' \neq \varepsilon} \mathcal{I}_{\varepsilon'} \otimes \mathcal{L}(\mathcal{H}_\varepsilon),$$

(60)
They are sufficient to show the physical relevance of the $\mathcal{K}_{TPS}$-structures because there are many physically distinct states with $\rho_*$ having distinct spectra. The reason is that, in general, physical differences between states are reflected in physical differences of the subsystems, in particular in their corresponding reduced density matrices. This shows that physically realistic TPS, by having to distinguish physically distinct states, are not unique.

More specific TPS, obtained by adding new defining conditions, will be used in §V C, where a model of emerging 3D-space will be discussed. But whatever constraints we impose in order to obtain a unique TPS, there will be many TPS satisfying the same constraints, and even if it were unique, it would not be the TPS that we know from real physics (also see [123]).

C. Locality from the spectrum does not imply unique 3D-space

Now whatever candidate preferred TPS structure we may have in mind, we can express it as a $\mathcal{K}$-structure by extending the $\mathcal{K}_{TPS}$-structure from Sec. §VB with new defining conditions. In particular, anticipating our analysis of the attempt to reconstruct the 3D-space from the MQS described in [1, 29], we need to talk about the TPS reports from [30].

Cotler et al. obtained remarkable results concerning the TPS for which the interactions between subsystems are “local”, in the sense that the interaction encoded in the Hamiltonian takes place only between a small number of subsystems [30]. They showed that, in the rare cases when such a local TPS exists, it is almost always unique up to an equivalence of TPS (cf. Definition 10). We do not contest their results, but we will see that, no matter how restrictive the algorithm to obtain a local TPS from the spectrum of the Hamiltonian, it violates one of the Conditions 1 and 2, so either it is not unique, or it is not physically relevant. Since in reality the TPS is physically relevant, it follows that the local TPS is not unique.

Let us see what we need to add to the kind $\mathcal{K}_{TPS}$ from Sec. §VB to obtain the notion of local TPS from [30]. First, Cotler et al. expand the Hamiltonian $\hat{H}$ as a linear combination of products of operators $\hat{A}_{\alpha_e} \in \mathcal{L}_e$, defined in eq. (60), such that each term is a product of operators $\hat{A}_{\alpha_e}$ with distinct values for $e \in \mathcal{E}$. Then they impose the condition of locality for the TPS, which is that the TPS has to be such that the number of factors in each term of this expansion is not greater than some fixed small number $d \in \mathbb{N}$. This condition, which we will call $d$-locality, is an inequation invariant to unitary transformations. Thus, we obtain a kind for the $d$-locality TPS, let us denote it by $\mathcal{K}_{TPS-L(d)}$, where $L$ stands for “local”, and $d$ is the small number from the $d$-locality condition.

**Theorem 5.** If a $\mathcal{K}_{TPS-L(d)}$-structure exists and is physically relevant, then there exist more physically distinct $\mathcal{K}_{TPS-L(d)}$-structures.

**Proof.** The additional defining conditions required to make the TPS $d$-local can be expressed as tensor equations or inequations, as needed in the proof. These additional conditions make it more difficult to find a $\mathcal{K}_{TPS-L(d)}$-structure, and indeed most Hamiltonians do not admit a local TPS [30]. But when they admit one, either is not unique (which is allowed in [30]), or, if it is unique, Theorem 2 implies that the $\mathcal{K}_{TPS-L(d)}$-structure is unable to distinguish different states, and Condition 2 is violated. But in physically realistic situations the TPS is physically relevant, so in such situations either there is no $\mathcal{K}_{TPS-L(d)}$-structure, or there are more physically distinct ones.

Whenever a physically relevant $\mathcal{K}_{TPS-L(d)}$-structure exists, more physically distinct ones exist. This does not challenge the results of Cotler et al., but, as we will see, it shows that it cannot be used to recover a unique 3D-space from the Hamiltonian’s spectrum the way Carroll and Singh want [1, 29].

Carroll and Singh have an interesting idea to start from the local TPS and construct a space. For $d = 2$, the $\mathcal{K}_{TPS-L(2)}$-structure defines a graph, whose vertices are labeled by elements of $\mathcal{E}$, and whose edges are the pairs $(\epsilon, \epsilon')$, $\epsilon \neq \epsilon'$, corresponding to the presence of an interaction between the subsystems $\mathcal{H}_\epsilon$ and $\mathcal{H}_{\epsilon'}$. Carroll and Singh interpret $\mathcal{E}$ as space, and the edges as defining its topology in a general sense. The topology of the space $\mathcal{E}$ depends only on the spectrum of the Hamiltonian. They also used the mutual information between two regions $R, R' \subset \mathcal{E}$, $I(R : R') = S_R + S_{R'} - S_{RR'}$, where $S_R = -tr \rho_R \ln \rho_R$ is the von Neumann entropy of $|\psi\rangle$ in the region $R$, to define distances between regions. They associate shorter distances to larger mutual information. Their program is to develop not only spacetime, but also emergent classicality, gravitation from entanglement etc. [1, 29, 56, 57]. Their results are interesting, but unfortunately neither the resulting 3D-space nor any other preferred structure in their program can emerge in a unique or essentially unique way from the Hamiltonian or its spectrum.

**Theorem 6.** The emergent 3D-space of Carroll and Singh [1, 29] either is physically irrelevant, or it is not unique (not even essentially unique).

**Proof.** From Theorem 5, the structure defined in [1, 29] as the topology of the 3D-space is a $\mathcal{K}_{TPS-L(d)}$-structure, and if it exists, it is not (essentially) unique.

Since these 3D-space topologies are in various relations with $|\psi\rangle$, each of them is characterized by different values of the mutual information between their vertices, so the resulting distances will also not be unique.

**Remark 24.** Any space has to be physically relevant, otherwise matter would look distributed the same in space at all times, and in alternative possible histories. Therefore,
Theorem 6 implies that no 3D-space can emerge uniquely from the MQS by using the method from [1, 29].

Remark 25. In addition to Theorem 6, there is another problem, which invalidates the method of Carroll and Singh, and any other method based on an underlying premetric 3D-space given as a unique \( \mathcal{K} \)-structure (including not limited to the \( \mathcal{K}_{\text{TPS-L(Q)}} \)-structure resulting from the method of Cotler et al.). No such construction that adds distances to a unique \( \mathcal{K} \)-structure \( S_H \) can interpret \( S_H \) as a topological space, even in a general sense. And this is true no matter what structure we add on top of it to obtain a metric, including the distances defined by mutual information. The reason is that if the position basis, or the sufficiently localized operators defining the small regions of the 3D-space, are unique, then they will be preserved by the unitary time evolution, because they depend solely on the \( \mathcal{K} \)-structure \( S_H \) assumed to be unique. But from the position-momentum Uncertainty Principle follows that the more localized is the quantum state at a time \( t \), the more spread is immediately after \( t \), due to the indeterminacy of the momentum. This also applies to localized operators. Therefore, such operators cannot have the right properties to be interpreted even as the topology (in any general sense) of the 3D-space.

Another problem is that if the \( \mathcal{K} \)-structure \( S_H \) assumed to be unique is interpreted as the topological structure of the 3D-space, then the only source of physical relevance will come from the definition of distances. But during time evolution the relation between \( |\psi(t)\rangle \) and \( |\tilde{H}\rangle \) is preserved, so if \( S_H \) is unique, its relation with \( |\psi(t)\rangle \) is also preserved, and such an approach cannot result in a realistic redistribution of matter in time, not even in local changes of the matter density due to the changes of the distances. For example, the electric charge density at a point should be allowed to change its sign at different times. But even if \( S_H \) is not unique so that the distances are allowed to change in time, such a construction would only allow local changes of the volume element that is used to integrate the densities, but not changes of the sign of the charge density at the same point of the topological space. But in realistic situations they should change as the system evolves.

D. Non-uniqueness of emergent 3D-space

1. General emergent 3D-space

Now we will discuss generic kinds of emergent space or emergent spacetime structure (ESS) from a MQS which may be a purely quantum theory of gravity.

We start with the NRQM case from Theorem 1, and generalize it to Quantum Field Theory (QFT). The proof of Theorem 1 can be reinterpreted in terms of the \( \mathcal{K} \)-structures from the general Theorem 2 if we notice that the set \( A \) is the configuration space \( \mathbb{R}^{3n} \) and the \( \mathcal{K} \)-structure is given by the projectors

\[
\widehat{A}_q := |q\rangle\langle q|, \tag{63}
\]

where \( q \in A \). Then, the invariants can be chosen to be \( \langle \psi | \widehat{A}_q | \psi \rangle \) for \( q \in \mathbb{R}^n \), which are invariant up to permutations of \( A \) corresponding to transformations of the configuration space \( \mathbb{R}^{3n} \). As seen in the proof of Theorem 1, transformations of the configuration space are not sufficient to undo the differences between distinct \( \mathcal{K} \)-structures, and uniqueness is violated.

But this \( \mathcal{K} \)-structure gives the configuration space, and we want one that gives the 3D-space. So we rather choose \( A = \mathbb{R}^3 \) and the operators

\[
\widehat{A}_x := |x\rangle\langle x| = \sum_{j=1}^{n} \int_{\mathbb{R}^{3(n-1)}} |\tilde{q}_j(x)\rangle\langle \tilde{q}_j(x)| \, d\tilde{q}_j, \tag{64}
\]

where \( x \in \mathbb{R}^3 \), \( q_j \in \mathbb{R}^3 \) for \( j \in \{1, \ldots, n\} \) and

\[
|\tilde{q}_j(x)\rangle := |q_1, \ldots, q_{j-1}, x, q_{j+1}, \ldots, q_n\rangle, \\
d\tilde{q}_j := dq_1 \ldots dq_{j-1} dq_{j+1} \ldots dq_n. \tag{65}
\]

The Hermitian operators \( \widehat{A}_x \) defined in eq. (64) convey much less information than the operators \( \widehat{A}_q \) from eq. (63), because they reduce the entire configuration space to the 3D-space. But the densities \( |\psi \rangle \langle \psi | \widehat{A}_x | \psi \rangle \) are still able to distinguish between infinitely many different values of \( |\psi \rangle \), despite the symmetries of the 3D-space, because the matter distribution in space allows to distinguish states.

We notice that we can deal with more types of particles by defining operators like in (64) for each type, and we can also deal with superpositions of different numbers of particles, because now we are no longer restricted to the configuration space of a fixed number of particles. We can now move to the Fock space representation.

Let \( \mathcal{P} \) be the set of all types of particles. We treat them as scalar particles, and move the degrees of freedom due the internal symmetries and the spin in \( \mathcal{P} \). The various components transform differently under space isometries (and more general Galilean or Poincaré symmetries) according to their spin, and also the gauge symmetries require them to transform according to the representation of the gauge groups, but these are encoded in the group \( G_\mathcal{P} \) from Definition 5.

We define \( A := \mathcal{P} \times \mathbb{R}^3 \). For each pair \((P, x) \in A\), let

\[
\widehat{A}_{(P, x)} := \widehat{N}_P(x) = \widehat{a}^\dagger_P(x)\widehat{a}_P(x), \tag{66}
\]

where the operator \( \widehat{a}^\dagger_P(x) \) creates a particle of type \( P \) at the 3D-point \( x \in \mathbb{R}^3 \), \( \widehat{a}^\dagger_P(x)|0\rangle = |x\rangle_P \), \(|0\rangle \) being the vacuum state, and \( \widehat{N}_P(x) \) the particle number operator at \( x \) for particles of type \( P \).

This is all we need to represent the 3D-space in QFT, since in the Fock space representation in QFT, everything is the same as in eq. (66), except that \( \mathcal{P} \) represents now the types of fields instead of the types of particles, and
we use in fact operator-valued distributions. We represent the states by state vectors from the Fock space obtained by acting with creation and annihilation operators on the vacuum state \( |0\rangle \).

**Remark 26.** The 3D-space may be much more general than the Euclidean space.

In quantum field theory on curved spacetime [58], but also in Canonical Quantum Gravity [59], if we assume global hyperbolicity, as we usually do to have causality and a Hamiltonian formulation like [60] or [61], the spacetime manifold has the form \( M = \Sigma \times \mathbb{R} \), where \( \Sigma \) is the 3D-space manifold, and \( \mathbb{R} \) represents time. The manifold \( \Sigma \) may be \( \mathbb{R}^3 \), but it can be any 3D-manifold. So the operators defining the 3D-space can be taken to satisfy eq. (66) here too, but with \( A = \mathcal{P} \times \Sigma \).

In Canonical Quantum Gravity [59], the Schrödinger wavefunctional formulation is used, so the canonical commutation relations are in terms of operators that represent the 3D-metric and its canonical conjugate. But local mutation relations are in terms of operators defining the 3D-space can be taken to satisfy eq. (66) here too, but with \( A = \mathcal{P} \times \Sigma \).

In various approaches to Quantum Gravity, 3D-space is discrete. Most, if not all such approaches, are based on structures that can be represented as graphs or hypergraphs, possibly having numbers attached to their vertices, edges, and/or hyperedges. Here are some examples. In the causal sets approach [62], causal sets are also graphs, whose vertices represent points of the spacetime manifold (events), and the pairs of events in causal relation so that the first event is in the past lightcone of the second one are joined by edges. In Regge calculus [63], spacetime is approximated by flat 4-simplices. The information about the metric and curvature is concentrated at the edges and the 2-faces etc. The causal dynamical triangulation approach is similar, but all edges of the same length [64]. In Loop Quantum Gravity, spin networks are graphs having attached to the edges half-integer numbers etc. The edges and the 2-faces are more possible physically distinct emergent 3D-space structures of the same kind \( K_{\text{ESS}} \).

Since \( \Sigma \) can even be a graph or hypergraph, as in the proposals mentioned in Remark 26, it can even consist of a finite set of vertices, so the Hilbert space can be finite-dimensional. We will allow it to be finite-dimensional or infinite-dimensional, separable or not. This is consistent with hints that in Quantum Gravity the Hilbert space may be finite or at least locally finite.

Operators (66) commute with one another. This is true for the bosonic case, but also for the fermionic case, because products of pairs of anticommuting operators commute with one another. Therefore, the kind of structure that stands for ESS should be given in terms of commuting operators. We can require them to represent the number of particles of type \( P \) at a point of \( \Sigma \), similar to the number operators \( \hat{N}_P(x) \) from (66).

Let us denote by \( K_{\text{ESS}} \) the kind consisting of the conditions to be satisfied by a structure \( \hat{A}(P,x) \) for a point of \( \Sigma \), in order for it to be of the form (66). We call this emergent space kind, and denote it by \( K_{\text{ESS}} \). We call a \( K_{\text{ESS}} \)-structure \( \hat{A}(P,x) \) emergent space structure.

**Theorem 7.** If there is a 3D-space structure of kind \( K_{\text{ESS}} \), it has to be physically relevant, and then there are more possible physically distinct emergent 3D-space structures of the same kind \( K_{\text{ESS}} \).

**Proof.** The mean value \( \langle \psi | \hat{N}_P(x) | \psi \rangle \) of the number of particles of each type at any point \( x \) in the 3D-space structure should be allowed to change with the state, particularly as the state changes with time. Therefore, we expect \( \langle \psi | \hat{A}(P,x) | \psi \rangle \) to also depend on the state, in particular to change in time. Hence, the \( K_{\text{ESS}} \) has to be physically relevant, and Theorem 2 implies that there are more possible physically distinct 3D-space structures of the same kind \( K_{\text{ESS}} \).
2. Additional examples of emergent 3D-space

Example 6. An interesting idea to recover spacetime from a quantum theory was proposed by Giddings [69, 70]. Following a profound analysis of how Local Quantum Field Theory extends to gravity, Giddings notices that the general relativistic gauge (diffeomorphism) invariance conflicts with usual tensor product decompositions, even in the weak field limit. For this reason, he rejects the conflicts with usual tensor product decompositions, even the general relativistic gauge (diffeomorphism) invariance following a profound analysis of how Local Quantum Field Theory extends to gravity, Giddings notices that the general relativistic gauge (diffeomorphism) invariance conflicts with usual tensor product decompositions, even in the weak field limit. For this reason, he rejects the idea of using a commuting set of observable subalgebras, and proposes instead a network of Hilbert subspaces \((\mathcal{H}_\epsilon)_\epsilon \in \mathcal{E}\), where \(\mathcal{H}_\epsilon \hookrightarrow \mathcal{H}\) for all \(\epsilon \in \mathcal{E}\), and each \(\mathcal{H}_\epsilon\) consists of state vectors in \(\mathcal{H}\) that are indistinguishable outside a neighborhood \(U_\epsilon\). For separated neighborhoods \(U_\epsilon\) and \(U_\epsilon'\), the condition \(\mathcal{H}_\epsilon \otimes \mathcal{H}_\epsilon' \hookrightarrow \mathcal{H}\) is also required. This approach is arguably more appropriate to define locality in the presence of gravity, and it defines a structure that is coarser than the usual spacetime. However, if we would want to start from the network of Hilbert subspaces \((\mathcal{H}_\epsilon)_\epsilon \in \mathcal{E}\) and recover the spacetime structure or a coarse graining of it, non-uniqueness is unavoidable. The reason is that such a network can be expressed in terms of projectors \((\mathcal{E}_\epsilon)_\epsilon \in \mathcal{E}\) on each of the subspaces in the network. Their incidence and inclusion relations, as well as the tensor product condition \(\mathcal{H}_\epsilon \otimes \mathcal{H}_\epsilon' \hookrightarrow \mathcal{H}\), are all invariant to unitary transformations, just like orthogonality is invariant in the case of an orthogonal decomposition of the Hilbert space \(\mathcal{H}\). Therefore, we can apply Theorem 2 just like in the case of decompositions into subspaces treated in §V A, and if we assume physical relevance, non-uniqueness follows.

Example 7. Albrecht and Iglesias propose that the clock ambiguity problem (also see Remark 27) can be used to make any Hamiltonian quasi-local, resulting in a notion of space [71, 72]. They argue that a random but time-independent Hamiltonian should lead, in conjunction with the condition of quasi-separability of the physical law, to the emergence of space and physical laws.

In a similar spirit, Wetterich proposed earlier to construct distance, topology (assuming that the points of the spacetime manifold are given), and Riemannian metric from the correlation functions [73]. Later, Kempf also replaced spacetime distance by correlation functions [74].

If such approaches allow the recovery of the space or spacetime metric from the MQS alone, without even knowing the points of the manifold, for example by operators as in (66), the result cannot be unique, as a result of Theorem 2, and the resulting matter distribution cannot be realistic, cf. Remark 25.

Example 8 (Ergodic Hamiltonians). Consider an ergodic Hamiltonian \(\hat{H}\), i.e. a Hamiltonian whose eigenvalues are incommensurable [75] (ergodic Hamiltonians were suggested to the author by Daniel Ranard). At least in the case when the Hilbert space is finite-dimensional, the one-parameter group of unitary evolution operators approximate, to any desired precision, all unitary operators that commute with \(\hat{H}\). In other words, the one-parameter group \((e^{-i\hat{H}t})_{t \in \mathbb{R}}\) is dense in the group of unitary operators that commute with \(\hat{H}\).

This means that for ergodic Hamiltonians there is effectively no other kind of distinguishingness but time-distinguishingness (Definition 8). It seems that, if \(\hat{H}\) is ergodic, the results in this article, rather than being negative, show that the 4D-spacetime uniquely emerges from the MQS. Maybe even that time itself emerges from a timeless \((\mathcal{H}, \hat{H}, |\psi\rangle)\), as a continuous parametrization of all unitary operators that commute with \(\hat{H}\).

A major problem with such a proposal is that the Hamiltonian has degenerate eigenvalues even for small systems, and in this case it cannot be ergodic. Moreover, it appears that the spectrum of the Hamiltonian of our laws as we know them has continuous parts, due to the existence of particles that are not bound.

Both these properties of the Hamiltonian prevent the incommensurability of the eigenvalues. Hence, the possibility that the Hamiltonian is ergodic seems to be already excluded by observations.

Another problem is that, even if the set \(\{e^{-i\hat{H}t} | t \in \mathbb{R}\}\) is dense in the set of unitary operators that commute with \(\hat{H}\), a continuous mapping of a one-parameter group to a many-parameter group still does not exactly reduce all 3D-space structures to a unique 4D-spacetime, because the 3D slices do not have a unique order relation that could be interpreted as time.

E. Non-uniqueness of branching into coherent states

A candidate preferred basis in NRQM is the position basis \(|\mathbf{x}\rangle\), where \(\mathbf{x} \in \mathbb{R}^3\) is a point in the classical configuration space. But in NRQM there is another system of states, named coherent states, that look classical and evolve approximately classically on short time intervals. In the position basis \(|\mathbf{x}\rangle\), \(\mathbf{x} \in \mathbb{R}^3\), squeezed coherent states \(|\mathbf{p}, \mathbf{q}\rangle\) have the form

\[
|\mathbf{x}, \mathbf{p}\rangle := \left(\frac{1}{\pi\hbar}\right)^{\frac{3n}{2}} e^{\frac{\mathbf{p}:\mathbf{x}}{2\hbar}} e^{-\frac{\mathbf{p}:\mathbf{p}}{4\hbar}} e^{-\frac{|\mathbf{x}-\mathbf{q}|^2}{2\hbar}}
\]

(67)

for all points in the classical phase space \((\mathbf{q}, \mathbf{p}) \in \mathbb{R}^{6n}\), where \(<\ldots>\) is the Euclidean scalar product in \(\mathbb{R}^{3n}\).

Coherent states were first used by Schrödinger [76], then by Klauder [77], and in quantum optics by Sudarshan [78] and Glauber [79]. Coherent states form an overcomplete system, satisfying eq. (53). By being highly peaked around points of the phase space, coherent states approximate well classical states, and their dynamics is close to the classical one for short time intervals. Therefore, they are good candidates for preferred generalized bases, and were indeed used as such to address the preferred (generalized) basis problem, e.g. in [5, 8, 9, 11, 12, 15, 20, 80, 81].

But can we recover the generalized basis of coherent states \(|\mathbf{q}, \mathbf{p}\rangle\), \(\mathbf{q}, \mathbf{p} \in \mathbb{R}^{6n}\), from the MQS alone? This is
equivalent to recovering the phase space by recovering the position and momentum operators. Theorem 1 already shows that it would not be unique, because its proof establishes the nonuniqueness of positions and momentum operators. Also Theorem 3 about generalized bases refutes this possibility.

An alternative definition of coherent states, which applies to QFT as well, is as eigenstates of the annihilation operators, see e.g. [82]. But annihilation operators are characterized by certain defining conditions, like commutation or anticommutation relations they satisfy together with the creation operators, and by annihilating the vacuum state, which in its turn is defined as the state invariant to Poincaré transformations. These defining conditions have to be invariant. And since they have to be physically relevant, Theorem 2 implies that they cannot be recovered uniquely from the MQS. Consequently, the coherent states as well cannot be recovered uniquely.

\section*{F. Non-uniqueness of the preferred basis of a subsystem}

When one says that decoherence solves the preferred basis problem, this may mean two things. First, is that it leads to a preferred generalized basis of the entire world, and we have seen in §V A and §V E that this cannot happen if our only structure is the MQS. The second meaning one may have in mind is that of a preferred basis for a subsystem. This involves a factorization of the Hilbert space as a tensor product

\[ \mathcal{H} = \mathcal{H}_S \otimes \mathcal{H}_E, \tag{68} \]

where \( \mathcal{H}_S \) is the Hilbert spaces of the subsystem and \( \mathcal{H}_E \) is that of the environment. The environment acts like a thermal bath, and monitors the subsystem, making it to appear in an approximately classical state. The reduced density operator of the subsystem, \( \bar{\rho}_S := \text{tr}_E |\psi\rangle \langle \psi| \), evolves under the repeated monitoring by the environment until it takes an approximately diagonal form. Then we need an explanation of the fact that only one of the diagonal entries is experienced. The simplest such explanation is in MWI: all the diagonal entries of the reduced density matrix are real, and they correspond to distinct branches of the state vector. This explanation is considered able to solve the measurement problem, since in this case the branches correspond to different outcomes of the measurement. A toy model example was proposed by Zurek, who used a special Hamiltonian to illustrate decoherence for a spin \( \frac{1}{2} \)-particle, where the environment also consists of spin \( \frac{1}{2} \)-particles, cf. [83] and [21], page 89.

It has been pointed out that such a decomposition is relative [84], to avoid the “looming big” problem of decoherence [81]. It has also been argued that such a decomposition may be observer-dependent [85].

This article does not contest the explanations based on decoherence. The question that interests us is whether the emergence of a preferred basis for the subsystem can happen when the only structure that we assume is the MQS. In particular, no preferred tensor product structure is assumed \textit{a priori}.

We have already seen that Theorem 4 implies that there are more physically distinct ways to choose a TPS, in particular a factorization like in eq. (68). However, if we assume that the system and the environment are in separate states, i.e.

\[ |\psi\rangle = |\psi_S\rangle \otimes |\psi_E\rangle \tag{69} \]

at a time \( t_0 \) before decoherence leads to the diagonalization of \( \bar{\rho}_S \), then the possible ways to factorize the Hilbert space are limited. But is the factorization unique?

The first problem is that, even if we assume (69), in general there are infinitely many ways to choose the factorization (68). Even for a system of two qubits there are infinitely many ways consistent with (69). We can choose a basis \( (|0\rangle,|1\rangle,|2\rangle,|3\rangle) \) of the total Hilbert space \( \mathcal{H} \cong \mathbb{C}^4 \) so that \( |0\rangle = |\psi\rangle \), so \( |\psi\rangle \) has the components \( (1,0,0,0) \). We now interpret the basis as being obtained from a tensor product of the basis \( (|0\rangle_S,|1\rangle_S) \) of \( \mathcal{H}_S \cong \mathbb{C}^2 \) and the basis \( (|0\rangle_E,|1\rangle_E) \) of \( \mathcal{H}_E \cong \mathbb{C}^2 \), assuming that \( |0\rangle = |0\rangle_S \otimes |0\rangle_E \), so \( |0\rangle_S = |\psi\rangle_S \) and \( |0\rangle_E = |\psi\rangle_E \). But, since there are infinitely many ways to construct the basis \( (|0\rangle,|1\rangle,|2\rangle,|3\rangle) \), there are infinitely many ways to factorize \( \mathcal{H} \) as in eq. (68), even up to local unitary transformations of the basis of each factor space. Even if we impose the restriction that the Hamiltonian has a particular form in the basis \( (|0\rangle,|1\rangle,|2\rangle,|3\rangle) \), unless all of the eigenvalues of the Hamiltonian are distinct, there are infinitely many ways to choose it so that \( |0\rangle = |\psi\rangle \). And in physically realistic theories the situation is even worse, since the Hamiltonian has highly degenerate eigenspaces, and in each of these eigenspaces it fails to impose any constraints on the factorization. Adding more constraints cannot lead to a structure that avoids Theorem 2.

An example of condition for this kind of decoherence is Zurek’s \textit{commutativity criterion} [86],

\[ [\bar{H}_\text{int}, \hat{Z}_S \otimes \hat{I}_E] \approx 0, \tag{70} \]

where \( \bar{H}_\text{int} \) is the interaction term of the Hamiltonian, and \( \hat{Z}_S \) the pointer observable of the observed system. This condition establishes an invariant relation between the preferred decomposition (68), the Hamiltonian, and the pointer observable. The kind of such a candidate preferred structure contains a TPS of the form (68) and the pointer observable \( \hat{Z}_S \), and they have to satisfy the TPS conditions from Proposition 4 and condition (70). And since both the TPS and the pointer observable have to be physically relevant, they satisfy Condition 2. By Theorem 2, Condition 1 has to be violated.

Another way to see that a preferred basis for subsystems does not emerge uniquely from the MQS is that this is in fact a particular case of the preferred basis for the total system. A basis of a subsystem \( S \) can be defined in terms of a set of projectors for the total system, with the additional condition that the projectors commute with
the algebra of local observables of the environment $E$. But whatever conditions are added, they can be included in the additional conditions mentioned in Definition 9. Therefore, the non-uniqueness of the preferred basis of a subsystem is a direct corollary of Theorem 3.

But the major problem is that it would make no sense to assume that the systems are separated at the time $t_0$, precisely because of decoherence. The reason is that the subsystem of interest already interacted with the environment, and, unless we assume that it was projected, it is already entangled with the environment. Therefore, if we want to keep all the branches, as in MWI or consistent histories interpretations, we have to assume that in general $|\psi(t_0)\rangle$ is already entangled. And this prevents us from assuming that the state is separable. We would need first to have a preferred generalized basis, and we know from Theorem 3 that this is not possible from the MQS alone. There are more physically distinct ways to choose the branching to start with, and then any solution for subsystems that is based on environmental-induced decoherence will depend on this choice.

G. Non-uniqueness of classicality

From the previous examples we can conclude that the classical level of reality cannot emerge uniquely from the MQS alone.

For this to be possible, we would need that the 3D-space, and of course the factorization into subsystems like particles, emerge uniquely. But we have seen in §V D and §V B that this does not happen.

Another way for classicality to emerge would be if there was a preferred basis or generalized basis, which would correspond to states that are distinguishable at the macro level, but Theorem 3 prevents this too, as seen in §V A.

We can imagine that a clever combination of conditions, involving candidate preferred structures like a factorization into subsystems, locality in 3D-space, and various relations between subsystems and their environments, may lead to an essentially unique solution. But there is no limit of how many defining conditions we combine to define the kind of a preferred structure (Definition 3). Too many conditions may leave us with no solution, and if a solution exists, many other physically distinct solutions exist, as shown by Theorem 2.

Example 9. A well-thought proposal was made by Carroll and Singh in [87], based on a combination between factorization, locality, robustness (the tendency of pointer states to remain unentangled with the environment), predictability (the tendency of states nearby pointer states to remain peaked around classical trajectories in the appropriate regime) etc. Their approach connects with topics discussed in §V B, §V D, and §V F.

They start with eq. (70) as a condition for decoherence, and argue that decoherence is non-generic. As discussed in §V F, the resulting structure is still far from being unique. Then they impose, on a system starting in a nonentangled pointer state, the condition that the entropy growth in time is minimized. Then they add the condition that the dynamics is predictable, in the sense that the density matrix becomes diagonal in the pointer basis, and in conjunction with the entropy growth condition, a quasi-classical evolution results. The resulting conditions, expressed mathematically, lead to an algorithm that allows to obtain a quasi-classical factorization. They also study the emergence of classical conjugate positions and momenta-like variables. Since they work in a finite-dimensional Hilbert space, these are taken to be the generalized Pauli operators, represented by clock and shift matrices, which satisfy approximate CCR relations [47–49], but in the infinite-dimensional limit the CCR (45) is obtained. To recover such operators, they introduce the concept of operator collimation.

The conditions associated to recovering the desired candidate preferred structures are reasonable and very restrictive. These conditions being invariant, they define a kind which, because it aims to describe physically observable properties, satisfies Condition 2. The resulting structures, when they exist, are not claimed to be unique in Carroll and Singh’s article [87], and they cannot be unique, because of Theorem 2.

VI. “PARADOXES”: PASSIVE TRAVEL IN TIME AND IN ALTERNATIVE REALITIES

One may hope that the non-uniqueness proved in this article is just a harmless feature of the Hilbert-space fundamentalism thesis. But it has bizarre consequences that may be problematic and should be understood.

Problem 1 (Time machine problem). If at the time $t_0$ there is a time-distinguishing $K$-structure $R_{\psi(t_0)}$, then at the same time there are more $K$-structures, with respect to which $|\psi(t_0)\rangle$ looks like $|\psi(t)\rangle$ for any other past or future time $t$. This means that any system can “passively” travel in time by a simple unitary transformation of the preferred choice of the 3D-space or of the preferred basis, so that the system’s state looks with respect to the new “preferred” structure as if it is from a different time.

Therefore, Thesis HSF implies that any state vector represents and supports not only the state of the system at the present time, but also the states of the system at any other past or future times, absolutely equally.

Problem 2 (Alternative realities problem). According to Remark 19 and reference [40], there are forms of distinguishingness other than time-distinguishingness, for states not connected by unitary evolution and not distinguished by the Hamiltonian. This means that there are more equally valid choices of the 3D-space, of the TPS, or of the preferred basis, in which the system’s state looks as if it is from an alternative world (and not in an Everettian sense). Again, this leads to the in principle possibility of traveling in alternative realities, and also it means that the same state vector equally supports more
physically distinct alternative realities, and there is no way to tell which one is the “most real” from the MQS alone.

**Problem 3 (Alternative laws problem).** Problems 1 and 2 assumed that only unitary transformations that preserve the form of the Hamiltonian are allowed. But is there any reason to impose this restriction? If not, if only the spectrum matters [1, 29, 30], this would mean that passive travel in worlds having different evolution equations, due to the Hamiltonian having a different form (albeit the same spectrum), is possible as well.

**Remark 27.** A situation somewhat similar to Problem 3 is related to the Page-Wootters solution to the problem of time in Quantum Gravity, which consists of decomposing the vector \(|\Psi\rangle\) from the Wheeler-DeWitt constraint equation

\[
\widehat{H}_{C+R}|\Psi\rangle = 0 \tag{71}
\]

in the form \(\sum_{\tau \in \mathbb{R}} |\tau\rangle_C|\psi(\tau)\rangle_R\), where \(|\tau\rangle_C\) represents a clock system encoding the time parameter, and \(|\psi(\tau)\rangle_R\) the rest of the world [88].

According to Albrecht and Iglesias, the Page-Wootters proposal suggests from the clock ambiguity problem, i.e. the possibility to change the evolution law into any other law by choosing another variable for the time parameter or the clock subsystem [71, 72, 89]. In other words, given any two minimal quantum systems containing clocks and having isomorphic Hilbert spaces, they are equivalent under a change of the choice of the clock subsystem.

The Page-Wootters proposal is related to the third list of examples of MQS from Remark 17 (more details in [38]).

However, the clock ambiguity assumes implicitly an even stronger version of Thesis HSF, since it assumes as the only given structures those from the Wheeler-DeWitt constraint equation (71), i.e. the constraint Hamiltonian \(\widehat{H}_{C+R}\), rather than the dynamical Hamiltonian \(\widehat{H} = \widehat{H}_R\), and the vector \(|\Psi\rangle\), rather than \(|\psi\rangle\). These structures contain much less information even than the MQS, since all this information reduces to the isomorphism class of the Hilbert space \(\mathcal{H} \otimes L^2(\mathbb{R})\), as shown in [38].

**Problem 4 (Alternative kinds).** We discussed several different kinds of 3D-space structures, in §II B, §VC (Theorem 6, Example 6), and §VD. These different kinds of 3D-space structures satisfy different defining conditions (Definition 3).

What we call 3D-space in a theory should correspond to what the empirical observations tell us about 3D-space. A correspondence should also exist between tensor product structures and what we identify empirically as subsystems. Since empirically these structures are unique, the kind of 3D-space structure and of TPS should also be unique, although it may be possible that different kinds cannot be distinguished by experiments, at least with the current technology.

Therefore, in addition to non-uniqueness of each particular kind, there are also multiple kinds that candidate for the role of 3D-space, and similarly for the role of TPS.

Even in the same theory it is possible that different kinds of 3D-space structure or different kinds of TPS emerge. For example, the method to obtain a TPS from [30] yields distinct kinds \(\mathcal{X}_{\text{TPSL(d)}}\) for distinct values of \(d\), and even for the same number \(d\) it is possible that the resulting TPS are not unitarily equivalent. This implies the same for the procedure of recovering the 3D-space structure in [1, 29]. Another situation is encountered in M-theory, where different superstring theories are conjectured to be related by dualities like the S- and T-duality, and to be obtained as limits of M-theory [90]. Also, when the AdS/CFT correspondence exists [91], to the same quantum theory on the boundary it does not necessarily correspond a unique bulk gravity theory, with a unique spacetime structure.

This implies that, if Thesis HSF is true, the same physical system can support different theories of emergent 3D-space or factorizations.

**Remark 28 (The meaning of “passive travel”).** In Theorem 2, to find out physically different structures of the same kind, we used active transformations (see Remark 2 and Lesson 5), but the “passive travel” from Problems 1–4 has a complementary significance.

What 3D-space and factorization appear to us as the preferred ones depends on how we experience the world through our sense organs and how our brains work. But the configurations of our sense organs and brains depend on the 3D-space and factorization. Since the same state vector is consistent with multiple choices of the 3D-space and factorization, it is consistent with multiple configurations of our organs and brains, each experiencing the world in its own 3D-space and factorization. This applies to any 3D-space and factorization allowed by the symmetry group of the MQS.

If Thesis HSF is correct, other 3D-space structures and factorizations, with respect to which we may be in different configurations allowed by the symmetry group of the MQS, are equally valid from the point of view of the MQS. They all exist without having to make an active transformation to construct them, because an active transformation can be compensated by a passive transformation.

This raises the question, why is our experience consistent with a preferred 3D-space and factorization, and not with all possible ones? It seems that the experienced worlds corresponding to different 3D-space structures are independent, even if they are supported by the same state vector \(|\psi\rangle\).

In some sense, this is similar to the notion of observer and reference frame, but there is an important difference. In Special Relativity, the same system can be described in any frame, but not any frame is the reference frame of an observer. Different observers in different frames can be aware of one another, and can objectively observe one another. By contrast, Problems 1–4 reveal that, if Thesis
HSF is true, the present state of the universe is populated with all the observers that existed or will exist at any time, and in different possible alternative realities. They do not exist in different reference frames, but in different 3D-space structures. However, the way $|\psi\rangle$ looks in two different 3D-space structures can be related by a passive change of basis of the Hilbert space, similar to the change of frame in Special Relativity, but resulting in different worlds.

Another similarity can be made to the question of experiencing multiple worlds in MWI. The difference is that Thesis HSF implies multiplicity of experienced worlds for the same state vector, while MWI implies multiplicity because the state vector has different components, corresponding to different branches of the wavefunction.

The existence of these problems does not necessarily mean that one can actually travel in time and in “alternative worlds” with the same or with different laws like this in practice, but it at least means that, at any time, there is a sense in which all past and future states, as well as “alternative worlds” which are not due to any version of the Many-Worlds Interpretation, are “simultaneous” with the present state, being supported by the same state.

Moreover, in the case of MWI and other branching-based interpretations, for every branching structure there are more alternative branching structures. The proliferation of such “basis-dependent worlds” is ensured by the physical relevance of the candidate preferred 3D-space, TPS, or generalized basis, under the assumption that the only fundamental structure is the MQS, and everything else should be determined by this.

Remark 29. Theorem 2 shows that such structures cannot emerge uniquely from the MQS alone, but it does not say that they have to be unique.

The fact that relying on the MQS alone entails Problems 1–4 and maybe other problems is not necessarily a ground to refute the possibility. Maybe this is how the universe is, with multiple alternative 3D-spaces and factorizations into subsystems. But would we even be able to know it, given that we are confined to our own perspective, which depends on a particular choice of the 3D-space structure and of the factorization into subsystems?

This article does not claim to offer an answer, all it does is to refute the uniqueness claim from Thesis HSF.

These problems cannot simply be dismissed, they should be investigated to see if indeed the observers in a basis-dependent world cannot change their perspective to access information from other basis-dependent worlds allowed by unitary symmetry.

In Sec. §VII C, we will see that it is not clear how to avoid these problems even if we extend the MQS with additional structures for the 3D-space, the factorization into subsystems etc., as in the “wavefunction version”.

VII. WHAT APPROACHES TO QUANTUM MECHANICS AVOID THE PROBLEMS?

How should we resolve these problems for theories like the Hilbert space fundamentalist versions of Standard Quantum Mechanics or of Everett’s interpretation? Some implications and available options of the too symmetric structure of the Hilbert space were already discussed in the literature, see e.g. [37, 55].

Let us explore several possible ways to break the unitary symmetry so that it allows the unique emergence of 3D-space and of factorization into subsystems.

A. Bohr and Heisenberg

Bohr’s interpretation, in which the measuring apparatus is a classical system and the observed system is quantum, are protected from the consequences of Theorem 2, precisely because the measuring device is considered to have classical properties. In particular, its components have definite classical positions, so the problem of the preferred 3D-space does not occur for the measuring device. Moreover, by interacting with the observed particle and finding it in a certain place, this knowledge of the 3D-space is extended from the system of the measuring device to that of the observed particle. But there is of course a price: the theory does not include a quantum description of the measuring device, hence it is not universal. The problem of recovering the 3D-space is avoided by “contaminating” the quantum representation of the observed system with information that can only be known from the macro classical level. Heisenberg’s view also does not provide unified laws for both the quantum and the classical regimes, particularly the measuring devices.

However, it is possible to formulate QM in a way that provides a unified description of the classical and quantum regimes and introduces the necessary symmetry breaking, see e.g. Stoica [92].

B. Embracing the symmetry

A possible response to the implications of Theorem 2 may be to simply bite the bullet and embrace its consequences. For example, in MWI, we can pick a preferred space and a preferred TPS, but accept that there are more possible ways to do this, as suggested by Saunders [93]. Everything will remain the same as in MWI, but there will be “parallel many-worlds”. Each of the “3D-space-dependent many-worlds” are on equal footing with the others. In one-world approaches with state vector reduction we will also have multiple 3D-space-dependent worlds, but different from the many-worlds, in the sense that they are not branches, they are just one and the same world viewed from a different 3D-space. But if we accept all of the possible 3D-space-dependent worlds allowed by symmetry, we should also try to show that this
position does not have unintended consequences. In particular, how can one prove that passive travel in time and in parallel worlds (cf. Sec. §VI) is not possible? How does the existence of multiple worlds for the same state-vector affects the probabilities? This seems to entail deviations from the Born rule ([41], Appendix C).

Maybe there is a reason to keep only some of the 3D-space-dependent worlds. To satisfy the Second Law of Thermodynamics, the universe has to satisfy the past hypothesis [94]. Similar constraints are required for the existence of decohering branching structures that only branch into the future and not into the past [5]. Moreover, even the simple requirement of having the records consistent with the past history of the system requires very special initial conditions, bordering conspiracy [95]. All these problems require the initial state of the universe to be fine-tuned in a very special way.

But if the initial state itself depends on the choice of the candidate preferred structures, then most such choices would fail to ensure special enough initial conditions. Hence, we may have a way to reduce the number of possible alternative candidate preferred structures: choose only those 3D-space structures and factorizations consistent with the Second Law of Thermodynamics, containing observers able to remember the past and not the future, and, in the case of MWI, ensuring that decoherence takes place properly to ensure branching towards the future only.

However, this is not restrictive enough to ensure uniqueness: if the Past Hypothesis, the condition of having valid records, and the conditions needed for the branching structure depend on the MQS alone, they involve constraints that are invariant under unitary transformations, so there will still be more possible choices. Moreover, if we have to rely on systems that count as observers to select the 3D-space-dependent world satisfying these constraints, this may fail, for the simple reason that most such observers may be Boltzmann brains [96, 97] (also see [39] and Sec. §VII C for more about observers).

C. Enforcing a preferred structure

Instead of using the abstract state vector, can we simply use the wavefunction, or simply extend the MQS structure with a preferred TPS and a preferred 3D-space structure? Even if we extend the MQS with an additional structure, one may object that the unitary symmetry makes any such structure indistinguishable from any other one obtained by unitary symmetry from it, making the theory unable to predict the empirical observations, which clearly emphasize particular observables as representing positions, momenta etc.

But such an objection would only be fair if we would apply the same standard to Classical Mechanics. In Classical Mechanics, we can make canonical transformations of the phase space that lead to similar problems like those discussed here for the Hilbert space. Yet, this is not seen as a problem, because we take the theory as representing real things, like particles and fields, propagating in space. We may therefore think that we can just do the same and adopt the more common claim of MWI that the state vector is in fact a wavefunction.

To ground the wavefunction even more in the 3D-space, we can even represent it as multiple classical fields on the 3D-space, as shown by Stoica [98, 99]. The representations from [98, 99] are fully equivalent to the wavefunction on the configuration space, work for all interpretations, and can provide them the necessary structure and a 3D-space ontology.

Another possibility is Barbour’s proposal, in which the worlds are configurations from a certain configuration space, specific to Barbour’s approach to Quantum Gravity based on time capsules and shape dynamics, but which can easily be generalized into a general version of Everett’s Interpretation. In Barbour’s proposal, the wavefunction is interpreted as encoding the probabilities of these configurations [100].

But the things are not that simple with Everett’s Interpretation and MWI in general. The reason is that, in order to give an “ontology” to the branches, the solution is, at least for the moment, to interpret the physical objects as patterns in the wavefunction, and apply Dennett’s criterion that “patterns are real things” as Wallace calls it ([101] p. 93 and [5] p. 50). For Dennett’s notion of pattern see [102]. The key idea can be stated as “a simulation of a real pattern is an equally real pattern”. For a criticism by Maudlin of the usefulness of this criterion as applied by Wallace see [103] p. 798.

We will have more to say about this in another paper, in the context of the results presented here [39]. We will see that the solution depends on the ability of the preferred structure to guarantee experiences of the world in a way unavailable to other unitary transformations of that structure. And this depends on the theory of mind, since for example a computationalist theory of mind allows the transformed (“simulated”) patterns obtained by unitary transformations of “real” patterns to have the same experiences as the “real” ones, because whatever computation performed on the “real” patterns is supposed to yield conscious experiences, it is identical to a computation on the transformed patterns. Therefore, since at least Wallace’s approach based on Dennett’s idea of pattern, and in fact Everett’s original idea and subsequent variations [81, 104, 105], are implicitly or explicitly committed to computational or functionalist theories of mind, enforcing a preferred structure leads us in the same place as the option of embracing the symmetry mentioned in §VII B.

To have a single generalized basis or a single underlying 3D-space, one may need to assume that not all patterns that look like mental activity of observers actually support consciousness, and the preferred structures are correlated to those that support it. Maybe this requires a version of the von Neumann-Wigner Interpretation of QM, or a version of the Many Minds Interpretation [13, 106, 107] where consciousness is not completely
reducible to a pattern as in the computationalist or functionalist theories of mind [41].

D. Breaking the unitary symmetry of the laws

Maybe the problem is better solved in theories that actively break the unitary symmetry of the very laws of QM, by either modifying the dynamics or including objects like particles living in the 3D-space.

An example is the Pilot-Wave Theory [108–112] and variants like [113], which extend the MQS with a preferred 3D-space and point-particles with definite positions in the 3D-space, and which breaks the unitary symmetry of the Hilbert space.

Objective Collapse Theories [114] and variations like [66, 115, 116] also supplement the Hilbert space with 3D positions, and the wavefunction collapses spontaneously into a highly peaked wavefunction well localized in the configuration space. Even if the 3D-space is not assumed to be fixed, it may be possible to recover the configuration space one-collapse-at-a-time, and then the 3D-space may emerge from the way interactions depend on the distance (see Remark 6 and [33]).

E. Breaking the unitary symmetry of the space of solutions

Could the needed symmetry breaking of the group of unitary transformations be due to restricting the physically allowed solutions, rather than on changing the laws? This would be a more conservative way to solve the problem, since it would not require to modify or supplement the Schrödinger dynamics, while keeping a single world.

There are already known proposals that not all state vectors in the Hilbert space describe real physics, in approaches that try to maintain unitary evolution but select the physically allowed states so that the appearance of the state vector reduction is done without having to appeal to branching into many worlds or to state vector reduction. Such proposals were made by Schulman [96, 117, 118], ’t Hooft [119], and Stoica [120–122].

Admittedly, these proposals seem “conspiratorial” or “retrocausal” as per Bell’s Theorem [124, 125], but the gain is relativistic locality and restoration of the conservation laws and of the Schrödinger dynamics, for a single world rather than the totality of worlds as in MWI. And there are ways to interpret this less dramatically than as conspiratorial [122].

Neither of these proposals assumes the MQS as the only structure, in general they assume a space structure too. In this sense, they avoid the results in this article, although this may not be enough, as suggested in §VII C and [39].

However, we may ask if, by accepting as representing physical states only a subset $\mathcal{H}_0 \subset \mathcal{H}$ of the Hilbert space $\mathcal{H}$, where $e^{-i H t} |\psi_0\rangle = |\psi_t\rangle$ for any $t \in \mathbb{R}$, the unitary group is sufficiently reduced to allow the recovery of space from the MQS and $\mathcal{H}_0$. The answer seems to be negative, since at least the one-parameter group generated by the Hamiltonian will not be broken, and therefore at least the consequences of Corollary 1, and at least Problem 1, cannot be avoided in this way either.

But maybe the restriction to $\mathcal{H}_0$ ensures these structures to uniquely emerge up to the time parameter, in which case, while the 3D-space cannot be recovered, spacetime as a whole can be recovered, as suggested in Example 8. It may be the case that allowing only a subset $\mathcal{H}_0$ of the Hilbert space can ensure this without requiring the Hamiltonian to be ergodic as in Example 8. An extreme example is $\mathcal{H}_0 = \{ e^{-i H t} |\psi_0\rangle | t \in \mathbb{R} \}$ for some $|\psi_0\rangle \in \mathcal{H}$. This indeed gives a unique spacetime, given an emergent notion of 3D-space. But this example is artificially constructed ad-hoc, a genuine answer should of course be derived from some physical principles. This possibility remains to be explored.
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