Determining predictor variables of HC, CO, and CO2 emissions using decision tree models
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Abstract. HC, CO, and CO2 are three gasses emitted from heavy duty construction equipment, such as backhoe that contain carbon and hugely affect the environment. This research aims to determine predictor variables of HC, CO, and CO2 emissions level using decision tree. The emissions level is categorized into three classes: low, medium, and high. The predictor variables decision tree are related to the backhoe operation and specification, including backhoe type, engine technology tier, RPM, MAP, horsepower, backhoe age, and intake temperature. This study runs 12 cycles for each model to classify HC, CO, and CO2 level. The results indicate that each gas has a different order of the important level for the predictor variable. Decision tree model to classify HC emission level show the top three most important predictor variables are RPM, temperature, and MAP. On the other hand, the top three most important variables to classify CO are backhoe type, RPM, and temperature. The last decision tree model to classify CO2 level show RPM, MAP, and backhoe type as the most important predictor variables.

1. Introduction

Mostly during construction operations, air pollutant emissions are produced from the exhaust of heavy equipment at the construction site [1]. Backhoe is one of heavy equipment used in the construction site. Air emissions produced by the equipment are vary, three of them are Hydrocarbons (HC), Carbon monoxide (CO), and Carbon dioxide (CO2). CO2 or carbon dioxide is one of gas that gives hugely impact on environment, whether it is resulted from bikes, car, or heavy equipment. Mostly, CO2 is considered to be the major contributing component of the global warming [2]. Hydrocarbons (HC) are composed of unburned fuels as a result of lack in temperature. Normally, diesel engines emits low levels of hydrocarbons, because HC is commonly occurred at light loads [3]. CO or carbon monoxide are results from the incomplete combustion. CO is created when the process of oxidation does not occurred perfectly[3]. Even though CO produced during the droplets in diesel engine is big enough, it is minimal chances to occur in diesel engine, especially backhoe. Because of the combustion in diesel engine are lean combustion engines, nonetheless the concentration of HC and CO is minimal.

Mostly carbon dioxide are produced even the backhoe are in idle or non-idle conditions. The emissions value which have been increasing day after day making the company to work on reducing the pollutant emission from heavy equipment. Currently 35% reduction in usage time of backhoe leads to a reduction of approximately 15% in total emissions of backhoe on site construction [4]. Therefore
estimating the emissions gas produced are giving impact on environment around the construction site. And by using predictive model are also can estimating the emissions produced by heavy equipment [5].

Currently, the emissions are estimated mostly from NONROAD model from the EPA, because it was difficult to estimate the emissions from backhoe [1]. That is why this study aims to use data mining with a classification model to estimate the class of the emissions released from backhoe. Decision tree model is one of a technique in data mining which is classified by following the path from the root of the tree to the leaf and it determines which label class it goes [6]. Decision tree is also considered easy to use and to understand. The tree are mostly concise. The large tree with a lot of nodes or branch is less understandable. The output of decision tree are just not a trees that gives nodes and class label that has been explained above, but also an accuracy rate that can be used to measure the accuracy of the tree model [7]. Decision tree can also extract some of the variance variables from the training data and then increases the accuracy of the lower level branches [8]. In brief, decision tree look alike shown in figure 1.

Based on Figure 1 above, every branch has nodes and it contains the classification class. It is why classification are playing important role in decision tree model. If the data isn’t classified then the class label in the trees cannot be explained or probably there will not be any class label in the trees. Classification sometimes is not effective when dealing with numerical data, because it will be has very large number of ways to form the ranges of data and cover it. However, discretization of the numerical data can be a solution to the problem [9]. In this study, HC, CO, and CO\textsubscript{2} are classify into low, middle, high level. It means creating three class can be applied to classify the intention level of the gas emission. Because emissions of backhoe are gases and it units are mass per time, creating three classes are suitable. This research focuses on the estimating emissions gas which is HC, CO, and CO\textsubscript{2} by classifying it classes into three using Decision Tree model.

2. Research Methodology

This study used secondary data about gas emissions produced by backhoe construction equipment such as CO, HC, and CO\textsubscript{2}. The secondary data was measured by a research team from North Carolina State University using portable emissions measurement system (PEMS) [10]. Each of gas produced by backhoe are measured in mass per time (g/s) because of 50% total emissions occurred during the operation time [11]. The dependent variables used are HC, CO, and CO\textsubscript{2} level, while the independent variables used are Normalized MAP (Manifold Absolute Pressure), RPM (Revolutions per Minute), Backhoe type, Backhoe model year (age), Temperature, Engine Technology Tier, and Horsepower. Decision Tree model is used to classify each emissions gas that uses a tree graph decisions, which
concludes the value of dependent variables such as HC, CO, CO$_2$ by given the value of independent variables. The method used in this study briefly shown in Figure 2 where the process flows from data preparation to interpreting the output model.

Figure 2. Flowchart of research method

Data preparation is performed on IBM SPSS Modeler by selecting data that are used in the model, and determining the dependent variable, which is HC, CO, and CO$_2$. Not only selecting variables and determining the target, preparation phase also handling missing value on each variables dataset. Missing value may lead to bias in the model. That is why it is important to not have missing values on the variables, especially on target variables [7]. This study also performs data normalization before finishing data preparation phase. Data of CO$_2$ is still measured by mass per time (g/s) but not for HC and CO that have been measured in g/hr. Thus, this study transforms CO$_2$ into mass per hour (g/hr). Other thing, since the range of HC and CO are much less than CO$_2$, this study do data normalization in order to make these three data set have the same range 0-1.

Data preparation are finished and the next step is binning the data. The dependent variables is classified by binning it into three classes based on equal count. But not all gasses can be classified equal. Because if it classified into 3, it will give 33.33% cases on each classes, and the range will be not evenly distributed. So every dependent variables is classified with different upper limit for every classes that can be shown in table 1.

| Class | HC (gram/hour) | CO (gram/hour) | CO$_2$ (gram/hour) |
|-------|----------------|----------------|-------------------|
| 1     | 6.0            | 13.5           | 2.0               |
| 2     | 12.0           | 29.5           | 4.0               |
| 3     | 182.0          | 2589.0         | 13.3              |

After that split the data into two datasets, training and testing. Each training and testing are contained of 50 points respectively. The next step is to put the model with decision tree. There are a lot Parameter used such as pruning value, minimum records per branch, and number of trials. Pruning value used to make a concise tree. By decreasing the value smaller means create more severe pruning, and accurate tree [12]. Set the minimum records branch also can be used to limit the number of branch splits of the tree, because it can grow exponentially large with the maximum value of it is $2^n$ [8]. Number of trials is a method that allows the model to boost it for improving the accuracy rate by forming the basis for building a subsequent tree that forced to focus on the error of the model before [12]. Basically, it is creating a lot of models to boost the accuracy rate. This model can be said optimal measured by the highest accuracy can get on testing datasets.

In this research, a total of twelve cycles had been running with a different parameter given, from cycle 1 until cycle 12. Every cycle has different pruning severity value, and minimum records per branch
value from the smallest value until the highest value can be set. The smallest value can be given for pruning severity value is 0 while the highest is 100. And for minimum records per branch can be set for smallest is 2 while the highest given in this research is 64. Number of trials this research set is 50, so the model is created for 50 times to boost the accuracy rate. The model was stopped when it reached the lowest point of accuracy obtained in testing datasets. The last step is to see the output which cycle gave the highest accuracy it get.

3. Results and Discussion
By initializing different parameters with total of twelve cycles such as pruning value and minimum records of branch, the accuracy results can be seen in table 2.

| Cycle | Parameter | Accuracy Level |
|-------|-----------|----------------|
|       |           | HC (%) | CO (%) | CO\(_2\) (%) |
| 1     | Pruning Value : 75 | Min branch : 2 | 77.34 | 85.19 | 89.84 |
| 2     | Pruning Value : 35 | Min branch : 10 | 77.10 | 85.03 | 89.79 |
| 3     | Pruning Value : 10 | Min branch : 30 | 75.41 | 84.20 | 89.74 |
| 4     | Pruning Value : 100 | Min branch : 10 | 74   | 82.90 | 89.12 |
| 5     | Pruning Value : 75 | Min branch : 30 | 75.73 | 84.31 | 89.70 |
| 6     | Pruning Value : 100 | Min branch : 30 | 72.75 | 82.35 | 89.25 |
| 7     | Pruning Value : 55 | Min branch : 23 | 75.49 | 84.63 | 89.72 |
| 8     | Pruning Value : 45 | Min branch : 10 | 77.25 | 85.25 | 89.69 |
| 9     | Pruning Value : 0  | Min branch : 40 | 74.96 | 84.53 | 89.58 |
| 10    | Pruning Value : 25 | Min branch : 30 | 75.43 | 84.38 | 89.70 |
| 11    | Pruning Value : 40 | Min branch : 30 | 74.96 | 84.54 | 89.69 |
| 12    | Pruning Value : 75 | Min branch : 64 | 74.16 | 83.67 | 89.27 |

In table 2 above, the accuracy rate given is taken from the output of the testing datasets. Cycle 1 is a simple parameter without changing any default value. The result of the accuracy is that HC gives 77.34%, CO gives 85.19%, and CO\(_2\) gives 89.84%. Given pruning value is 75 and minimum branch is 2, CO\(_2\) and HC simply result in the best accuracy, but CO does not perform at the same level. The highest accuracy of CO classification model is obtained in cycle 8, which gives accuracy of 85.25% with decreasing pruning value into 45 and increasing the minimum branch into 10. Based on the accuracy results, increasing the value of minimum records per branch eventually does not increase the accuracy, except for CO gas classification model. Normally, more complex and size of the branch in tree will give higher accuracy [13]. Because the range of data on each classes in CO data set is much higher than those ones in HC and CO\(_2\) data sets, thus when the number of minimum value increases, the accuracy of CO classification model also increases.
Normalizing datasets also affects the accuracy level of the classification models. Moreover, data normalization ensures each independent variable in the classification model have a fair and equal numerical contribution. Thus, it is important that each class has an equal importance for the classification decision [14]. The existing of non-normal distributed data interferes and lead to bias in the algorithm, as a result it lowers the classification model performance, which is accuracy. Boosting the model may also increases the accuracy of the model. Because the given parameter is 50 for the number of trials, it means the classification model creates 50 times of model being run, which makes the model accuracy increased. The bigger the number of boosting cycle does not guarantee higher accuracy [13].

The other useful result from the classification model is the predictor importance level, which explain how important one variable relatively to the other variables. The predictor importance for each independent variable are shown in Table 3.

| Table 3. Predictor Importance HC, CO, and CO₂ |
|-----------------------------------------------|
| Independent Variable | Relative Importance Level |
| | HC (%) | CO (%) | CO₂ (%) |
| RPM | 66 | 33 | 55 |
| Normal MAP | 8 | 2 | 32 |
| Backhoe type | - | 40 | 9 |
| Horsepower | - | 1 | 3 |
| Age (year) | 8 | - | 1 |
| Engine Tier | 5 | 1 | - |
| Temperature | 13 | 23 | - |

Table 3 implies that most independent variables that gives impact on estimating emissions is RPM for three gasses (HC, CO, & CO₂). RPM simply gives significant correlation with the fuel of diesel engine. MAP or Manifold Absolute pressure also gives highly contributes especially on CO₂, because the ability and size of MAP on different type will affect the emissions produced [15].

The most important results obtained from decision tree is the rules that is used to classify an input. The rules of the best model to classify CO₂, CO, and HC are shown in Table 4, Table 5, and Table 6 respectively. Table 4 indicates that the most important predictor variables within the rules to classify CO₂ at low level and high level are similar. Meanwhile, the rules to classify medium level CO₂ is a bit different since it includes intake temperature as one of the most important predictor variable.

| Table 4. Rules to Predict CO₂ Emissions |
|-----------------------------------------|
| Rules | Number of Rules | Three most important predictor variable within the rule |
| Rules 1 (low level) | 12 | Backhoe type, MAP, RPM |
| Rules 2 (medium level) | 38 | MAP, RPM, intake temperature |
| Rules 3 (high level) | 13 | Backhoe type, MAP, RPM |

Table 5 indicates that each rules contains relatively different predictor variable to classify different level of CO emissions. All rules uses backhoe type and RPM as two important variables. However, the third predictor variable is different for each level. The low level CO emissions rule includes MAP, the medium level rule includes intake temperature, and the high level rule includes horsepower.

| Table 5. Rules to Predict CO Emissions |
|----------------------------------------|
| Rules | Number of Rules | Three most important predictor variable within the rule |
| Rules 1 (low level) | 22 rules | Backhoe type, RPM, MAP |
| Rules 2 (medium level) | 23 rules | Backhoe type, RPM, Intake temperature |
| Rules 3 (high level) | 17 rules | Backhoe type, Horsepower, RPM |
Table 6 indicates that the most important predictor variables within the rules to classify HC at medium level and high level are similar. Meanwhile, the rules to classify low level HC is a bit different since it includes horsepower as one of the most important predictor variable.

| Rules                  | Number of Rules | Three most important predictor variable within the rule          |
|------------------------|-----------------|-----------------------------------------------------------------|
| Rules 1 (low level)    | 37              | Backhoe type, Horsepower, MAP                                   |
| Rules 2 (medium level) | 43              | Backhoe type, MAP, RPM                                         |
| Rules 3 (high level)   | 34              | Backhoe type, MAP, RPM                                         |

Based on the number of rules shown in Table 4, Table 5, and Table 6, it shows that the decision tree to predict HC emissions contains the most rules, which are more than 30 rules for classifying each level. It implies that the decision tree model to predict the class of HC emissions is more complex than the other two models. Furthermore, the rules to classify the medium level of the three gas emissions (CO, CO₂, and HC) are the most complex rules. It explains that the variety combination of data occurs in the medium level gas emissions than in the high or low level.

4. Conclusion
Decision tree can easily model the emissions gas produced by backhoe based on its specification as independent variables. Classification model is used to determine the class of emissions into three classes (low, medium, high), even though not all of the gas emissions model has a good performance (accuracy) on it. CO₂ classification model has the best performance (highest accuracy) because of the range of classes is not as high as CO and HC data sets. Normalization on the data sets also greatly effects on classifying the classes of gas emissions. Normalization effectively increases the classification performance, so the accuracy can be maximized.

Based on the best accuracy model, it conclude that each gas has a different order of the important level for the predictor variables. Furthermore, each class in the decision tree model may not have the same three most important variables in its rule. Decision tree model to classify HC emission level show the order of the predictor variables from the most important to the least important are RPM, temperature, MAP, age and engine technology tier. The three most important variables used in the rule to determine the class of HC emissions are the same for rules 2 and 3, but not for rules 1. The decision tree model to classify CO emission show the order of the predictor variable based on its important level are backhoe type, RPM, temperature, MAP, horsepower and engine tier. The three most important variables used in the rule to determine the class of CO emissions are different for each rules. The last decision tree model to classify CO₂ level show the important rank of the predictor variables are RPM, MAP, backhoe type, horsepower, and engine tier. The three most important variables used in the rule to determine the class of CO₂ emissions are the same for rules 1 and 3, but not for rules 2. Moreover, the independent variable that has the biggest importance to estimate either HC, CO, or CO₂ is RPM.
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