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1. Introduction

The log-logistic distribution, known in economics as the Fisk distribution (Fisk, 1961), is widely used in survival analysis and in life testing experiments. Its shape resembles that of the log-normal distribution, and it can be considered a substitute to the Weibull distribution (a non-monotonic hazard function) in real-life data analysis. It is a combination of the Gompertz and Gamma distributions with a mean and variance equal to one. Moreover, this life distribution has a characteristic property that, in contrast to the log-normal distribution, the distribution function can be formed explicitly in closed form. This allows us to analyse many types of censored data. Relevant work on log-logistic distribution was done, for instance, by Guure (2015), who estimated the parameters of the log-logistic model based on right censored data using Bayesian and classical estimation methods. Al-Shomrani, Shawky, Arif, and Aslam (2016) considered Bayesian estimation of the unknown parameters using MCMC techniques in case of complete sample.

Assume that the random variable $X$ has a logistic distribution with mean $\mu$, variance $\sigma^2$, and let $T = e^x$; then, $T$ has a log-logistic distribution. Therefore, the corresponding probability density function (pdf), cumulative distribution function (cdf), survival function and hazard rate function of the log-logistic distribution are, respectively, as follows:

$$f(t) = \frac{\pi}{\sigma t \sqrt{3}} \frac{e^{-\frac{\mu}{\sigma^2 t}}}{1 + e^{-\frac{\mu}{\sigma^2 t}}} \quad 0 < t < \infty, -\infty < \mu < \infty, 0 < \sigma < \infty$$

$$F(t) = \frac{1}{1 + e^{-\frac{\mu}{\sigma^2 t}}} \quad 0 < t < \infty$$

$$R(t) = 1 - \frac{1}{1 + e^{-\frac{\mu}{\sigma^2 t}}} \quad 0 < t < \infty$$

$$h(t) = \frac{f(t)}{R(t)} = \frac{\pi}{\sigma t \sqrt{3}} \frac{1}{1 + e^{-\frac{\mu}{\sigma^2 t}}} \quad 0 < t < \infty$$

where $\mu$ and $\sigma$ are the location and scale parameters, respectively. This form of the log-logistic distribution was considered by Balakrishnan (1992) and Al-Haj Ebrahem and Bakli zi (2005). Figures 1 and 2 below show, respectively, the plots of the log-logistic probability density function and the survival function for some distinct values of parameter $\sigma$. As for the hazard function, it is a decreasing function when $\sigma > \frac{\pi}{\sqrt{3}}$. For $\sigma < \frac{\pi}{\sqrt{3}}$, the hazard function increases until it becomes maximum then it starts to decrease. Figure 3 shows the graph of the hazard function for some values of the parameter $\sigma$.

Researchers may not have enough time to observe the lifetime for all experimental units. Reducing the duration of the experiment and the related cost are the main aims of censoring. The most common censoring schemes are type-I censoring, where the experiment stops at a predetermined time $T$—and type-II censoring, where the experiment stops once the $m$ specified failure times have been obtained. However, these regular censoring schemes do not have the flexibility of removing of units at points other than the terminal point of the experiment. Therefore, progressive type-II censoring scheme has been introduced in real-life tests. A more flexible censoring scheme, called the type-II hybrid progressive censoring was proposed by Kundu and Joarder (2006). A combination of the type-I censoring and type-II progressive censoring schemes, known as an adaptive type-II progressive censoring scheme, was proposed by Ng, Kundu, and Chan (2009) for real-life studies. Consider $n$ identical, independent units in a reliability experiment; let $m$ and $n$ be pre-determined early. In addition, let the
progressive censoring scheme $R = (R_1, \ldots, R_m)$ be provided before starting the experiment. The experimental total time may run over the pre-fixed time $T$. Assume $J$ represent the observed failure times before the predetermined time $T$, i.e.,
\( X_{j:n} \leq T < X_{j+1:n} \), \( J = 0, 1, \ldots, m \)

where \( X_{0:n} = 0 \) and \( X_{m+1:n} = \infty \). When the experiment total time has exceeded the ideal test time \( T \), we set \( R_{j-1} = \cdots = R_{m-1} = 0 \) and \( R_m = n - m - \sum_{i=1}^{j} R_i \). In this situation, we do not remove any survival units except at the time of the \( m \)th failure; this allows us to accelerate the experiment so that it ends as soon as possible. For more detailed knowledge of progressive censoring and real applications in reliability and quality see Balakrishnan (2007) and Balakrishnan and Cramer (2014).

The rest of the paper is organized as follows. In Section 2, the ML estimators of the unknown parameters as well as the corresponding survival function are derived. Also, the approximate confidence intervals of the parameters \( \mu \) and \( \sigma \) are constructed using the Fisher information matrix and the approximate confidence interval of the survival function is constructed using the Delta method. In Section 3, the Bayesian approach has been used to estimate the same parameters and in turn to construct the corresponding approximate credible intervals using the Metropolis–Hastings algorithm. A Monte Carlo simulation study is carried out to investigate the efficiency of different estimators in Section 4. An example from real data set is provided in Section 5. Finally, a brief summary and conclusion are introduced in Section 6.

2. Classical estimation

In this section, we shall derive the inference procedures based on the likelihood function for the parameters and the reliability function of the log-logistic distribution based on adaptive progressively type II censored data.

2.1. Maximum likelihood estimation

We consider \( n \) units in a real-life experiment from a lifetime distribution with cdf \( F(x; \theta) \), pdf \( f(x; \theta) \) by using the above-mentioned assumptions. The conditional likelihood function of the vector of parameters \( \theta \) gives the vector of observations with a progressive censoring scheme \( R = (R_1, \ldots, R_m) \) for an observed sample. This was defined by Ng et al. (2009) as follows:
\( L(\Theta; \mathbf{t}) = d_j \left( \prod_{i=1}^{m} f(t_i; \Theta) \right) \left( \prod_{i=1}^{J} \left( 1 - F(t_i; \Theta) \right)^{R_i} \right) \left( 1 - F(t_m; \Theta) \right)^{n-m-\sum_{i=1}^{J} R_i}, \quad 0 < t_1 < t_2 < \ldots < t_m < \infty. \)

where

\[
d_j = \prod_{i=1}^{m} \left[ n - i + 1 - \max \{ i-1, J \} \right] \sum_{k=1}^{i-1} R_k
\]

and the corresponding conditional likelihood function of log-logistic distribution is as follows:

\[
L(\Theta; \mathbf{t}) = d_j \left( \prod_{i=1}^{m} \frac{\pi}{\sigma \sqrt{3}} \left[ \frac{\sigma}{e^{\frac{(y_{i-1})}{\sigma}} + 1} \right] \right) \left( \prod_{i=1}^{J} \left( 1 - \frac{1}{1 + e^{\frac{(y_{i-1})}{\sigma}}} \right)^{R_i} \right) \left( 1 - \frac{1}{1 + e^{\frac{(y_{m-1})}{\sigma}}} \right)^{n-m-\sum_{i=1}^{J} R_i}
\]

= \[
d_j \left( \prod_{i=1}^{m} \frac{\pi}{\sigma \sqrt{3}} \left[ \frac{\sigma}{e^{\frac{(y_{i-1})}{\sigma}} + 1} \right] \right) \left( \prod_{i=1}^{J} \left( \frac{\sigma}{e^{\frac{(y_{i-1})}{\sigma}} + 1} \left( 1 + e^{\frac{(y_{m-1})}{\sigma}} \right) \right)^{R_i} \right)
\]

The ML estimator is obtained by finding \( \hat{\mu} \) and \( \hat{\sigma} \) that maximize the likelihood function. This is done by equating the first partial derivatives of the log-likelihood function to zero and solving for \( \mu \) and \( \sigma \) simultaneously as follows:

\[
\ln L(\Theta; \mathbf{t}) = \text{Constant} + \sum_{i=1}^{m} \ln \left( \frac{\pi}{\sigma \sqrt{3}} \right) - \frac{\pi}{\sigma \sqrt{3}} \sum_{i=1}^{m} \frac{(y_{i-1})}{\sigma^2} - 2 \sum_{i=1}^{m} \ln \left( 1 + e^{\frac{(y_{i-1})}{\sigma^2}} \right) - \frac{\pi}{\sigma \sqrt{3}} \sum_{i=1}^{J} R_i (y_{i-1}) - \sum_{i=1}^{J} R_i \ln \left( 1 + e^{\frac{(y_{m-1})}{\sigma^2}} \right) + \left( n - m - \sum_{i=1}^{J} R_i \right)
\]

\[
\left( \frac{\pi}{\sigma \sqrt{3}} \right) - \frac{\pi}{\sigma \sqrt{3}} \left( \frac{y_{m-1}}{\sigma^2} \right) \right] = 0
\]

The first partial derivatives of Equation (1) with respect to \( \mu \) and \( \sigma \) are, respectively, as follows:

\[
\frac{\partial \ln L(\Theta; \mathbf{t})}{\partial \mu} = \frac{m \pi}{\sigma \sqrt{3}} - \frac{2 \pi \sum_{i=1}^{m} e^{\frac{(y_{i-1})}{\sigma^2}}}{\sigma \sqrt{3} \sum_{i=1}^{m} \left( 1 + e^{\frac{(y_{i-1})}{\sigma^2}} \right)} + \frac{\pi}{\sigma \sqrt{3} \sum_{i=1}^{m} R_i} \left[ 1 - \frac{e^{\frac{(y_{m-1})}{\sigma^2}}}{1 + e^{\frac{(y_{m-1})}{\sigma^2}}} \right]
\]

\[
+ \left( n - m - \sum_{i=1}^{J} R_i \right) \left( \frac{\pi}{\sigma \sqrt{3}} - \frac{\pi}{\sigma \sqrt{3}} \left( \frac{y_{m-1}}{\sigma^2} \right) \right) = 0
\]

\[
\frac{\partial \ln L(\Theta; \mathbf{t})}{\partial \sigma} = \frac{m \sqrt{3} \sigma_i}{\pi} - \frac{\pi \sum_{i=1}^{m} \frac{(y_{i-1})}{\sigma^2}}{\sqrt{3} \sigma^2} - \frac{2 \sum_{i=1}^{m} e^{\frac{(y_{i-1})}{\sigma^2}}}{\sigma \sqrt{3} \sum_{i=1}^{m} \left( 1 + e^{\frac{(y_{i-1})}{\sigma^2}} \right)} + \frac{\pi \sum_{i=1}^{J} R_i \left( y_{i-1} \right)}{\sigma^2 \sqrt{3}}
\]

\[
- \frac{\sum_{i=1}^{J} R_i \left( y_{i-1} \right)}{\sigma^2 \sqrt{3}} + \left( n - m - \sum_{i=1}^{J} R_i \right) \left[ \frac{\pi \left( m - 1 \right)}{\sigma^2 \sqrt{3}} - \frac{\pi \left( m - 1 \right) \left( y_{m-1} \right)}{\sigma^2 \sqrt{3}} \right] = 0
\]
\[
\frac{\partial \ln L(\Theta | t)}{\partial \sigma} = -\sigma^{-m} + \pi \sum_{i=1}^{m} \left( \ln t_i - \mu \right) \frac{1 - 2 \sum_{i=1}^{m} e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}}}{\sigma^2} \left( 1 + e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}} \right)^2 \\
+ \pi \sum_{i=1}^{j} R_i \left( \ln t_i - \mu \right) \frac{e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}}}{\sigma^2} \left( 1 - \sum_{i=1}^{m} e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}} \right)^2 \\
+ \pi \left( \ln t_i - \mu \right) \left( n - m - \sum_{i=1}^{j} R_i \right) \left( 1 - \sum_{i=1}^{m} e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}} \right)^2 = 0
\]

Equations (2) & (3) cannot be explicitly solved for \( \mu, \sigma \) because the system of nonlinear equations does not have a closed form solution due to the intractable term \( e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}} \). Therefore, a numerical method is required to find the ML estimators.

The ML estimator for the reliability function using the invariance property of ML estimator is as follows:

\[
\hat{R}(t) = 1 - \frac{1}{1 + e^{-\frac{-(\ln t - \mu)}{\sigma^2}}}, \ t > 0
\]

2.2. Asymptotic confidence intervals for \( \mu \) and \( \sigma \)

The observed Fisher information matrix of parameters \( \mu \) and \( \sigma \) for large \( n \), is given as follows (Aldrich, 1997):

\[
I(\mu, \sigma) = \begin{pmatrix}
\frac{\partial^2 \ln L(\Theta | t)}{\partial \mu^2} & \frac{\partial^2 \ln L(\Theta | t)}{\partial \mu \partial \sigma} \\
\frac{\partial^2 \ln L(\Theta | t)}{\partial \mu \partial \sigma} & \frac{\partial^2 \ln L(\Theta | t)}{\partial \sigma^2}
\end{pmatrix}
\]

For the log-logistic model with adaptive progressive type II censored data we have.

\[
\frac{\partial^2 \ln L(\Theta | t)}{\partial \mu^2} = -2 \pi \sum_{i=1}^{m} \left( 1 + e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}} \right) e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}} \frac{1 - 2 \sum_{i=1}^{m} e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}}}{\sigma^2} \\
- \frac{\pi}{\sigma^2} \sum_{i=1}^{j} R_i \frac{e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}}}{\sigma^2} \left( 1 + e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}} \right)^2 - \frac{\pi}{\sigma^2} \left( n - m - \sum_{i=1}^{j} R_i \right) e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}} \frac{1 - 2 \sum_{i=1}^{m} e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}}}{\sigma^2} \\
- \frac{\pi}{\sigma^2} \sum_{i=1}^{j} R_i \left( \ln t_i - \mu \right) \frac{e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}}}{\sigma^2} \left( 1 + e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}} \right)^2 - \frac{\pi}{\sigma^2} \sum_{i=1}^{j} R_i \left( \ln t_i - \mu \right) \frac{e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}}}{\sigma^2} \left( 1 + e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}} \right)^2
\]

\[
\frac{\partial^2 \ln L(\Theta | t)}{\partial \sigma^2} = m \sigma^{-m-1} - \pi \sum_{i=1}^{m} \left( \ln t_i - \mu \right) \left( 1 - 2 \sum_{i=1}^{m} e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}} \right) + \pi \sum_{i=1}^{m} \left( \ln t_i - \mu \right) e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}} \frac{1 - 2 \sum_{i=1}^{m} e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}}}{\sigma^2} \\
- \frac{\pi}{\sigma^2} \sum_{i=1}^{j} R_i \left( \ln t_i - \mu \right) \frac{e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}}}{\sigma^2} \left( 1 + e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}} \right)^2 - \frac{\pi}{\sigma^2} \sum_{i=1}^{j} R_i \left( \ln t_i - \mu \right) \frac{e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}}}{\sigma^2} \left( 1 + e^{-\frac{-(\ln t_i - \mu)}{\sigma^2}} \right)^2
\]
Unfortunately, the exact mathematical expression for the expected Fisher information matrix is difficult to obtain analytically because the calculation of the expectation of the Hessian matrix is complicated due to containing intractable terms. Therefore, by using the inverse of the observed Fisher information matrix \( I^{-1}(\hat{\mu}, \hat{\sigma}) \), the approximate 100(1-\( \alpha \))% normal confidence intervals for the parameters \( \mu \) and \( \sigma \) are given by the following:

\[
\left( \hat{\mu} - z_{\alpha/2} \sqrt{V(\hat{\mu})}, \hat{\mu} + z_{\alpha/2} \sqrt{V(\hat{\mu})} \right)
\]

and

\[
\left( \hat{\sigma} - z_{\alpha/2} \sqrt{V(\hat{\sigma})}, \hat{\sigma} + z_{\alpha/2} \sqrt{V(\hat{\sigma})} \right)
\]

where \( V(\hat{\mu}) \) and \( V(\hat{\sigma}) \) are the estimated variances of \( \mu \) and \( \sigma \), given by the main diagonal elements of \( I^{-1}(\hat{\mu}, \hat{\sigma}) \), and \( z_{\alpha/2} \) represent the right tail probability \( \alpha/2 \) for standard distribution. In addition, the Delta method (Greene, 2010), is applied to evaluate the approximate confidence intervals for the survival functions \( S(t) \). This is a natural way for calculating the confidence interval for the functions of the ML estimators, in which these functions are intractable to calculating the variance analytically. Then, we create linear approximations of this survival function and then calculate the variance of linear approximation as follows:

Let \( G = \begin{pmatrix} \frac{\partial S(t)}{\partial \mu} & \frac{\partial S(t)}{\partial \sigma} \end{pmatrix} \)

where

\[
\frac{\partial S(t)}{\partial \mu} = \left( 1 + e^{-\frac{(int-\mu)}{\sigma^2}} \right) e^{\frac{\mu}{\sigma^2}} \left( 1 + e^{-\frac{(int-\mu)}{\sigma^2}} \right)^2 = e^{-\frac{(int-\mu)}{\sigma^2}} \frac{e^{\frac{\mu}{\sigma^2}}}{\sigma^2} \left( 1 + e^{-\frac{(int-\mu)}{\sigma^2}} \right)^2
\]

\[
\frac{\partial S(t)}{\partial \sigma} = \left( 1 + e^{-\frac{(int-\mu)}{\sigma^2}} \right) e^{\frac{(int-\mu)}{\sigma^2}} \left( 1 + e^{-\frac{(int-\mu)}{\sigma^2}} \right)^2 = e^{-\frac{(int-\mu)}{\sigma^2}} \frac{e^{\frac{(int-\mu)}{\sigma^2}}}{\sigma^2} \left( 1 + e^{-\frac{(int-\mu)}{\sigma^2}} \right)^2
\]
	he approximate estimate of the variance of \( \hat{S}(t) \) is given by the following:

\[
\text{Var}(\hat{S}(t)) \approx |G^T I^{-1}(\mu, \sigma) G|_{(\hat{\mu}, \hat{\sigma})}
\]

Then the approximate confidence interval for \( S(t) \) is as follows:

\[
\left( \hat{S}(t) - z_{\alpha/2} \sqrt{\text{Var}(\hat{S}(t))}, \hat{S}(t) + z_{\alpha/2} \sqrt{\text{Var}(\hat{S}(t))} \right)
\]

3. Bayesian estimation

The Bayesian approach provides an alternative way to estimate the parameters when previous knowledge about \( \mu \) and \( \sigma \) is available. In this paper, the Bayes estimates under the squared error loss function (SELF) are constructed for the unknown parameters \( (\mu, \sigma) \) and for the survival function. The corresponding credible intervals for these quantities are calculated. The non-informative priors for both parameters \( \mu \) and \( \sigma \) are considered to be \( \pi_1(\mu) \propto 1 \), \( \pi_2(\sigma|\mu) \propto \frac{1}{\sigma} \).

When \( \pi_1(\mu) \) is multiplied by \( \pi_2(\sigma|\mu) \), the corresponding prior density of \( \mu \) and \( \sigma \) is given by \( \pi(\mu, \sigma) \propto \pi_1(\mu) \pi_2(\sigma|\mu) \); clearly \( \pi(\mu, \sigma) \propto \frac{1}{\sigma} \).

Additionally, a conjugate logistic prior for \( \mu \) is considered. Because the scale parameter \( \sigma \) of the log-logistic distribution is non-negative, the gamma prior for this parameter is taken; this prior distribution is more flexible and popular (Guure, 2015). The prior density for \( \mu \) is considered to be \( \pi_1(\mu) \propto \frac{\exp(-\frac{\mu}{\sigma})}{(1 + \exp(-\frac{\mu}{\sigma}))^2} \).
For parameter $\alpha$ the prior distribution is taken as $\pi_\alpha(\sigma, \mu) \propto \sigma^{d-1} \exp(-\frac{\sigma}{\beta})$, where $a$ and $b$ represent the hyperparameters. Consequently, the joint prior density of $\mu$ and $\sigma$ is taken to be as follows:

$$
\pi(\mu, \sigma) \propto \sigma^{d-1} \exp\left(-\frac{\sigma}{\beta} \left(\frac{\mu - \theta}{\beta}\right)^2 \right)
$$

Subsequently, the general form of the posterior density is proportional to the likelihood function time of the prior density function, as follows:

$$
p(\mu, \sigma | t) \propto \prod_{i=1}^{m} \text{likelihood} \prod_{i}|\text{prior}|
$$

and the corresponding joint posterior conditional density function with non-informative priors is

$$
p(\mu, \sigma) \propto \left(\prod_{i=1}^{m} \frac{e^{-\frac{x_i(\mu) - \mu}{\sigma^2}}}{\sigma^3} \left[1 + e^{\frac{x_i(\mu) - \mu}{\sigma^2}} \right]^{\frac{1}{2}} \right) \left(\prod_{j=1}^{J} \frac{e^{-\frac{x_j(\mu) - \mu}{\sigma^2}}}{\sigma^3} \left[1 + e^{\frac{x_j(\mu) - \mu}{\sigma^2}} \right]^{\frac{1}{2}} \right) \\
\left(\frac{e^{-\frac{x_{(1)} - \mu}{\sigma^2}}}{\sigma^3} \left[1 + e^{\frac{x_{(1)} - \mu}{\sigma^2}} \right] \right)^{-\sum_{i=1}^{R} C_{1}} \times 1 \sigma
$$

while the corresponding joint posterior conditional density function with an informative prior is

$$
p(\mu, \sigma) \propto \left(\prod_{i=1}^{m} \frac{e^{-\frac{x_i(\mu) - \mu}{\sigma^2}}}{\sigma^3} \left[1 + e^{\frac{x_i(\mu) - \mu}{\sigma^2}} \right]^{\frac{1}{2}} \right) \left(\prod_{j=1}^{J} \frac{e^{-\frac{x_j(\mu) - \mu}{\sigma^2}}}{\sigma^3} \left[1 + e^{\frac{x_j(\mu) - \mu}{\sigma^2}} \right]^{\frac{1}{2}} \right) \\
\left(\frac{e^{-\frac{x_{(1)} - \mu}{\sigma^2}}}{\sigma^3} \left[1 + e^{\frac{x_{(1)} - \mu}{\sigma^2}} \right] \right)^{-\sum_{i=1}^{R} C_{1}} \times \sigma^{d-1} \exp\left(-\frac{\sigma}{\beta} \left(\frac{\mu - \theta}{\beta}\right)^2 \right)
$$

Hence, the Bayes estimates of any function of $\mu$ and $\sigma$ such as $h(\mu, \sigma)$, based on SELF is obtained as follows:

$$
\hat{h}(\mu, \sigma) = \{E_{\mu, \sigma} | (h(\mu, \sigma))\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(\mu, \sigma)XL(\mu, \sigma)X\pi(\mu, \sigma)d\sigma d\mu
$$

$$(4)
$$

It is not possible to compute Equation (4) analytically in closed form. MCMC is one of the best numerical approximation for estimating these unknown parameters and build the associated credible intervals, see Hamada, Wilson, and Reese (2008) for more information about the MCMC techniques and Bayesian reliability examples. Here, the Metropolis–Hastings algorithm has been considered to simulate samples from the full conditional posterior distribution and the proposal proceeds by proposing a joint move on $(\mu, \sigma)$. The Metropolis–Hastings algorithm is illustrated below. It provides a flexible way of obtaining random values from a target distribution with the logistic candidate for parameter $\mu$ and the inverse-gamma candidate for parameter $\sigma$. We assume that $\Theta$ is a two-dimensional, real-valued parameter vector as follows:

1) Initialize $j = 0, \mu^{(j)} = 0, \sigma^{(j)} = 1$
2) Set $j = 1$
3) Draw $\mu^*$ from a logistic $(\mu^{(j-1)}, \sigma^2)$ candidate distribution.

4) Draw $\sigma^*$ from an inverse gamma \( \left( (\sigma^{(j-1)})^2 + 2, (\sigma^{(j-1)})^2 + 1 \right) \) candidate distribution.

5) Compute the acceptance probability \( r = \min\left(1, \frac{p(\theta^{(j-1)}/data)}{p(\theta^{(j-1)}/data) \cdot f(\theta^{(j-1)})/f(\theta^{(j-1)})} \right) \)

6) Draw \( u \) from a uniform \((0,1)\) density.

7) If \( u \leq r \), set $\theta^{(j)} = \theta^*$. Otherwise, set $\theta^{(j)} = \theta^{(j-1)}$

8) Increment \( j \) and repeat steps 3 to 7 for \( N = 11,000 \) times.

9) Approximate Bayes estimates of $\mu$ and $\sigma$ using MCMC samples based on the SELF as $\hat{\mu}_{BS} = \frac{1}{M} \sum_{j=1}^{M} \mu^{(j)}$ and $\hat{\sigma}_{BS} = \frac{1}{M} \sum_{j=1}^{M} \sigma^{(j)}$, where \( M \) is burn-in.

10) Substitute $\mu^{(j)}$ and $\sigma^{(j)}$ in Equation \( S(t) = 1 - \frac{1}{1 + \sigma t} \). \( 0 < t < \infty \) to compute $S^{(1)}(t)$, $S^{(2)}(t)$, \ldots, $S^{(N)}(t)$.

11) An approximate Bayesian estimates of the $S(t)$, based on the SELF, can be found as $\hat{S}_{BS}(t) = \frac{\sum_{j=1}^{M} S^{(j)}(t)}{M}$.

12) Compute the credible intervals of $\mu$ and $\sigma$, order $\mu_{1,1}, \mu_{1,2}, \ldots, \mu_N$ and $\sigma_{1,1}, \sigma_{1,2}, \ldots, \sigma_N$ as $\mu_{1}, \mu_{2}, \ldots, \mu_{N}$ and $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{N}$. Then, the \( 100(1-\alpha)\% \) symmetric credible intervals of $\mu$ and $\sigma$ constructed as

\[
\left( \mu_{\left(\frac{\alpha}{2}\left(\frac{\alpha}{2}\right)\right)}(1-\alpha), \mu_{\left(\frac{\alpha}{2}\left(\frac{\alpha}{2}\right)\right)}(1+\alpha) \right) \text{ and } \left( \sigma_{\left(\frac{\alpha}{2}\left(\frac{\alpha}{2}\right)\right)}(1-\alpha), \sigma_{\left(\frac{\alpha}{2}\left(\frac{\alpha}{2}\right)\right)}(1+\alpha) \right).
\]

13) Compute the credible intervals of $S(t)$, order $S_{M+1}, S_{M+2}, \ldots, S_{N}$ as $S_1(t) < S_2(t) < \cdots < S_{N}(t)$. Then, the \( 100(1-\alpha)\% \) symmetric credible interval of $S(t)$ is $S_{\left(\frac{\alpha}{2}\left(\frac{\alpha}{2}\right)\right)}(1-\alpha), S_{\left(\frac{\alpha}{2}\left(\frac{\alpha}{2}\right)\right)}(1+\alpha)$.

4. Simulation study
In this section, a Monte Carlo simulation study was carried out to investigate the performance of different estimators of $\mu$, $\sigma$, and $S(t)$.

4.1. General specifications
The simulation study was implemented using the R program. The process of generating an adaptive progressive type-II censored sample with a pre-determined number of $n$ and $m$ and the progressive censoring schemes with given values of the ideal censoring time $T$ from the Log-Logistic distribution is described below using the procedure described by Balakrishnan and Sandhu (1995) and by Ng et al. (2009). For illustration, the algorithm to generate an adaptive progressively type-II censored sample from any continuous lifetime distribution is considered as follows:

1) Define the values of $n$, $m$, $\mu$, $\sigma$, $T$ and $(R_1, R_2, \ldots, R_m)$.

2) Simulate $m$ random variables from uniform $(0,1)$ as $W_1, W_2, \ldots, W_m$.

3) Set $V_j = W_i^{1/(i^{k_{R_1+R_2+\ldots+R_{j-1}}+R_{j-1}+1})}$ for $i = 1, 2, \ldots, m$.

4) Set $U_i = 1 - V_{m-i} \cdot V_{m-i-1} \ldots V_{m-i-1}$ for $i = 1, 2, \ldots, m$. Then $U_1, U_2, \ldots, U_m$, is the $m$ progressive type-II observed sample from the Uniform $(0,1)$ distribution.
Table 1. Progressive censoring schemes R with different choices of n and m

| Scheme | N  | M  | R               |
|--------|----|----|-----------------|
| 1      | 50 | 30 | (0°29.20)       |
| 2      | 70 | 40 | (0°39.30)       |
| 3      | 90 | 50 | (0°49.40)       |
| 4      | 100| 50 | (0°59.50)       |

(5) Set \( X_i = F^{-1}(U_i, \theta) \) for \( i = 1, 2, \ldots, m \), where \( F^{-1}(\cdot, \theta) \) represent the quantile function of the log-logistic distribution. Thus, \( X_1, X_2, \ldots, X_m \), is the needed progressive type-II observed sample from the specified distribution \( F(.) \) by using the inverse transformation method.

(6) Identify the value of \( J \), where \( x_{1:m:n}<x_{j:1:m:n} \) and discard the sample \( x_{j:2:m:n}\ldots x_{m:m:n} \).

(7) Simulate the first \( m - J - 1 \) order statistics from a truncated distribution considered as \( \left[ \sum_{i=1}^{n} R_i - J - 1 \right] \) as \( x_{j:2:m:n}, x_{j:3:m:n}, \ldots, x_{m:m:n} \).

Hence, a simulation study was executed using two distinct values of the ideal total test time \( T \) as \( (1, 1.8) \) in which these censoring times were calculated as \( F^{-1}(0.5) = 1 \) and \( F^{-1}(0.75) = 1.8 \). To generate the data, we supposed that the initial true values of the parameters \( (\mu, \sigma) \) were \((0,1)\), we used the values of \( t = 0.5, 1, 2 \), the corresponding values of the survival function are \( S(t) = 0.7784, 0.5, 0.2215 \) respectively. For prior information, the non-informative priors for both parameters were considered as the flat prior for the parameter \( \mu \) and the \( \frac{1}{2} \) Jeffreys prior for the parameter \( \sigma \). Additionally, an informative prior was considered following the logistic distribution with known hyperparameters \((\theta = 0, \beta = 1)\) and following the gamma distribution with known hyperparameters \((a = 1, b = 1)\). To find the Bayesian estimates and the 95% Bayes intervals for the unknown parameters, we simulate 11,000 MCMC values from the target distribution using the Metropolis-Hastings algorithm. Generally, the successive samples (values) from the target distribution were correlated; however, this autocorrelation disappeared as the MCMC algorithm continued to run.

4.2. Results and comparisons

For both ML and Bayesian estimators, the process was replicated 2000 times. For each generated sample, we obtained the ML and Bayes estimators and constructed a 95% confidence and credibility intervals. For each interval, we determined whether the initial true value falls inside the interval and we computed the interval’s width. The coverage probability was computed as the count of intervals containing the initial true value divided by 2000, while the estimated average length of the confidence and credible intervals was evaluated as the average lengths for all intervals over 2000. The mean, bias, and MSE of \( \mu, \sigma \), and \( S(t) \) parameters for each method are summarized in Tables 2 and 3 for \( T = 1 \) only to save space. From the simulation study, obviously the ML estimators are close to the Bayes estimators when the priors are non-informative. Thus, it is preferable to use the ML estimation when no reliable information is available. Furthermore, according to the tables below, the bias was very small, and not significant in all cases of the progressive censoring schemes with all methods of estimations; consequently, the estimators are
approximately unbiased. It is obvious that the mean-squared errors (MSEs) decrease in all methods when the values of \(n\) and \(m\) are increased. Moreover, where \(n\) is fixed and \(m\) increases, the MSEs are diminished in all situations with all methods. Besides, in most cases, the MSE of the Bayesian estimator with informative prior are smaller than the MSE for the ML. Next, the MSEs via different progressive censoring schemes were compared, the progressive censoring scheme \(R = (0, \ldots, n - m)\) was most efficient for all choices and provided approximately the smallest MSE for all estimators.

### Table 2. Mean, bias and MSE of location & scale parameters based on \(T = 1\)

| \((n, m)\)       | CS. \((0^{29}, 20)\) | ML Estimator | Bayes-Non-Informative | Bayes-Informative |
|------------------|----------------------|--------------|-----------------------|------------------|
| \((50,30)\)      |                      | \(\mu\)     | \(\sigma\)            | \(\mu\)         | \(\sigma\)      | \(\mu\)         | \(\sigma\)      |
| Mean             | –0.0094              | 0.9789       | 0.0005                | 1.0145           | 0.0018          | 1.0120          |
| Bias             | –0.0094              | –0.0210      | 0.0005                | 0.0145           | 0.0018          | 0.0120          |
| MSE              | 0.0199               | 0.0261       | 0.0207                | 0.0260           | 0.0212          | 0.0243          |
| \((0^{10}, 2^{10}, 0^{10})\) |                      | \(\mu\)     | \(\sigma\)            | \(\mu\)         | \(\sigma\)      | \(\mu\)         | \(\sigma\)      |
| Mean             | –0.0105              | 0.9815       | 0.0078                | 1.0109           | –0.0013         | 1.0069          |
| Bias             | –0.0105              | –0.0184      | 0.0078                | 0.0109           | –0.0013         | 0.0069          |
| MSE              | 0.0240               | 0.0230       | 0.0244                | 0.0239           | 0.0239          | 0.0219          |
| \((20, 0^{29})\) |                      | \(\mu\)     | \(\sigma\)            | \(\mu\)         | \(\sigma\)      | \(\mu\)         | \(\sigma\)      |
| Mean             | –0.0038              | 0.9873       | 0.0006                | 1.0092           | 0.0035          | 1.0102          |
| Bias             | –0.0038              | –0.0126      | 0.0006                | 0.0092           | 0.0035          | 0.0102          |
| MSE              | 0.0291               | 0.0220       | 0.0312                | 0.0221           | 0.0309          | 0.0221          |
| \((70,40)\)      |                      | \(\mu\)     | \(\sigma\)            | \(\mu\)         | \(\sigma\)      | \(\mu\)         | \(\sigma\)      |
| Mean             | –0.0098              | 0.9761       | 0.0024                | 1.0109           | 0.0015          | 1.0088          |
| Bias             | –0.0098              | –0.0238      | 0.0024                | 0.0109           | 0.0015          | 0.0088          |
| MSE              | 0.0148               | 0.0181       | 0.0155                | 0.0167           | 0.0143          | 0.0151          |
| \((0^{10}, 2^{15}, 0^{15})\) |                      | \(\mu\)     | \(\sigma\)            | \(\mu\)         | \(\sigma\)      | \(\mu\)         | \(\sigma\)      |
| Mean             | –0.0080              | 0.9856       | 0.0018                | 1.0073           | –0.0016         | 1.0036          |
| Bias             | –0.0080              | –0.0143      | 0.0018                | 0.0073           | –0.0016         | 0.0036          |
| MSE              | 0.0181               | 0.0163       | 0.0183                | 0.0167           | 0.0183          | 0.0151          |
| \((30, 0^{29})\) |                      | \(\mu\)     | \(\sigma\)            | \(\mu\)         | \(\sigma\)      | \(\mu\)         | \(\sigma\)      |
| Mean             | –0.0055              | 0.9833       | 0.0026                | 1.0135           | 0.0025          | 1.0065          |
| Bias             | –0.0055              | –0.0166      | 0.0026                | 0.0135           | 0.0025          | 0.0065          |
| MSE              | 0.0224               | 0.0160       | 0.0229                | 0.0163           | 0.0223          | 0.0163          |
| \((90,50)\)      |                      | \(\mu\)     | \(\sigma\)            | \(\mu\)         | \(\sigma\)      | \(\mu\)         | \(\sigma\)      |
| Mean             | –0.0083              | 0.9829       | 0.0000                | 1.0032           | 0.0036          | 1.0106          |
| Bias             | –0.0083              | –0.0170      | 0.0000                | 0.0032           | 0.0036          | 0.0106          |
| MSE              | 0.0116               | 0.0152       | 0.0116                | 0.0155           | 0.0116          | 0.0159          |
| \((0^{15}, 2^{20}, 0^{15})\) |                      | \(\mu\)     | \(\sigma\)            | \(\mu\)         | \(\sigma\)      | \(\mu\)         | \(\sigma\)      |
| Mean             | –0.0040              | 0.9869       | –0.0018               | 1.0048           | 0.0009          | 1.0019          |
| Bias             | –0.0040              | –0.0130      | –0.0018               | 0.0048           | 0.0009          | 0.0019          |
| MSE              | 0.0142               | 0.0131       | 0.0142                | 0.0143           | 0.0140          | 0.0132          |
| \((40, 0^{29})\) |                      | \(\mu\)     | \(\sigma\)            | \(\mu\)         | \(\sigma\)      | \(\mu\)         | \(\sigma\)      |
| Mean             | 0.0026               | 0.9973       | –0.0027               | 1.0069           | –0.0046         | 1.0032          |
| Bias             | 0.0026               | –0.0026      | –0.0027               | 0.0069           | –0.0046         | 0.0032          |
| MSE              | 0.0183               | 0.0134       | 0.0180                | 0.0132           | 0.0183          | 0.0126          |
| (n, m) | CS | ML Estimator | Bayes-Non-Informative | Bayes-Informative |
|--------|----|--------------|-----------------------|------------------|
|        |    |              |                       |                  |
|        |    | S (0.5) | S (1) | S (2) | S (0.5) | S (1) | S (2) | S (0.5) | S (1) | S (2) |
| (50, 30) | (0.25, 20) |    |        |        |        |        |        |        |        |        |
| Mean   |    | 0.7800 | 0.4937 | 0.2133 | 0.7750 | 0.4958 | 0.2234 | 0.7756 | 0.4970 | 0.2237 |
| Bias   |    | 0.0015 | −0.0062 | −0.0081 | −0.0034 | −0.0041 | 0.0018 | −0.0027 | −0.0029 | 0.0022 |
| MSE    |    | 0.0027 | 0.0044 | 0.0036 | 0.0024 | 0.0043 | 0.0035 | 0.0025 | 0.0044 | 0.0034 |
| (0.10, 0.20, 0.10) |    | |        |        |        |        |        |        |        |        |
| Mean   |    | 0.7779 | 0.4926 | 0.2146 | 0.7762 | 0.4984 | 0.2262 | 0.7740 | 0.4945 | 0.2230 |
| Bias   |    | −0.0005 | −0.0073 | −0.0069 | −0.0021 | −0.0015 | 0.0047 | −0.0043 | −0.0054 | 0.0014 |
| MSE    |    | 0.0027 | 0.0052 | 0.0040 | 0.0026 | 0.0049 | 0.0039 | 0.0026 | 0.0050 | 0.0037 |
| (20, 0.20) |    | |        |        |        |        |        |        |        |        |
| Mean   |    | 0.7782 | 0.4974 | 0.2190 | 0.7728 | 0.4989 | 0.2269 | 0.7736 | 0.5004 | 0.2280 |
| Bias   |    | −0.0001 | −0.0025 | −0.0024 | −0.0055 | −0.0010 | 0.0053 | −0.0048 | 0.0004 | 0.0064 |
| MSE    |    | 0.0036 | 0.0060 | 0.0040 | 0.0037 | 0.0061 | 0.0040 | 0.0037 | 0.0060 | 0.0040 |
| (70, 40) | (0.30, 30) |    |        |        |        |        |        |        |        |        |
| Mean   |    | 0.7803 | 0.4939 | 0.2130 | 0.7766 | 0.4975 | 0.2233 | 0.7768 | 0.4972 | 0.2227 |
| Bias   |    | 0.0018 | −0.0060 | −0.0085 | −0.0018 | −0.0024 | 0.0017 | −0.0015 | −0.0027 | 0.0011 |
| MSE    |    | 0.0018 | 0.0033 | 0.0027 | 0.0018 | 0.0032 | 0.0027 | 0.0017 | 0.0030 | 0.0025 |
| (0.10, 0.20, 0.15) |    | |        |        |        |        |        |        |        |        |
| Mean   |    | 0.7779 | 0.4943 | 0.2162 | 0.7754 | 0.4966 | 0.2239 | 0.7749 | 0.4954 | 0.2223 |
| Bias   |    | −0.0004 | −0.0056 | −0.0052 | −0.0030 | −0.0033 | 0.0023 | −0.0034 | −0.0045 | 0.0008 |
| MSE    |    | 0.0020 | 0.0039 | 0.0030 | 0.0019 | 0.0037 | 0.0029 | 0.0019 | 0.0037 | 0.0028 |
| (30, 0.20) |    | |        |        |        |        |        |        |        |        |
| Mean   |    | 0.7788 | 0.4969 | 0.2175 | 0.7735 | 0.5002 | 0.2276 | 0.7751 | 0.5004 | 0.2261 |
| Bias   |    | 0.0003 | −0.0030 | −0.0040 | −0.0049 | 0.0002 | 0.0060 | −0.0032 | 0.0048 | 0.0045 |
| MSE    |    | 0.0028 | 0.0047 | 0.0030 | 0.0027 | 0.0045 | 0.0030 | 0.0027 | 0.0044 | 0.0029 |

(Continued)
| (n,m) | CS          | ML Estimator | Bayes-Non-Informative | Bayes-Informative |
|-------|-------------|--------------|-----------------------|-------------------|
| (50, 30) | (0.25, 20)  | S (0.5) S (1) S (2) | S (0.5) S (1) S (2) | S (0.5) S (1) S (2) |
| Mean  | 0.7794      | 0.4944 S (0.5) | 0.7776 S (0.5) | 0.2211 S (0.5) |
| Bias  | 0.0009      | − 0.0055 S (1) | − 0.0007 S (1) | −0.0004 S (1) |
| MSE   | 0.0013      | 0.0025 S (2) | 0.0014 S (2) | 0.0021 S (2) |
| (90,50) | (0.4, 40)   | S (0.5) S (1) S (2) | S (0.5) S (1) S (2) | S (0.5) S (1) S (2) |
| Mean  | 0.7794      | 0.4944 S (0.5) | 0.7776 S (0.5) | 0.2211 S (0.5) |
| Bias  | 0.0009      | − 0.0055 S (1) | − 0.0007 S (1) | −0.0004 S (1) |
| MSE   | 0.0013      | 0.0025 S (2) | 0.0014 S (2) | 0.0021 S (2) |
| (0.15, 2, 0.015) | S (0.5) S (1) S (2) | S (0.5) S (1) S (2) | S (0.5) S (1) S (2) |
| Mean  | 0.7791      | 0.4963 S (0.5) | 0.7753 S (0.5) | 0.2218 S (0.5) |
| Bias  | 0.0007      | − 0.0036 S (1) | − 0.0003 S (1) | −0.0001 S (1) |
| MSE   | 0.0015      | 0.0030 S (2) | 0.0014 S (2) | 0.0015 S (2) |
| (4,0.01) | S (0.5) S (1) S (2) | S (0.5) S (1) S (2) | S (0.5) S (1) S (2) |
| Mean  | 0.7787      | 0.5009 S (0.5) | 0.7739 S (0.5) | 0.2240 S (0.5) |
| Bias  | 0.00027     | 0.0009 S (1) | − 0.0045 S (1) | −0.0043 S (1) |
| MSE   | 0.0022      | 0.0038 S (2) | 0.0021 S (2) | 0.0023 S (2) |
Following this, a simulation study was performed to consider the coverage probability and average length as shown in Tables 4 and 5. From these tables, it was discovered that the average length of the confidence interval and the credible interval decreased as n and m increased. The coverage probabilities of the confidence intervals based on the likelihood are close to the nominal level of 0.95 for μ, σ, and S (t = 0.5, 1, 2) as n grew larger, but failed to reach the desired level for small values of n. On the other hand, the coverage probabilities of the credible intervals approached the nominal level of 0.95 for μ, σ, and S (t = 0.5, 1, 2) in most cases.

5. An example based on real data
The data set was originally found by Nichols and Padgett (2006). It has been analyzed by Lemonte (2014) and by AL Sobhi and Soliman (2016). The uncensored data on the breaking stress of carbon fibers (in Gpa) are composed of 100 observations, as shown below in Table 6. Carbon fiber is composed of carbon atoms bonded together to form along chain. They are extremely stiff, strong, and light. Although this fiber has many significant benefits compared with more traditional materials such as steel, aluminum, and plastic, it is more expensive than they are. It is used in many processes to create excellent building materials such as solid carbon sheets and carbon tubes. The most common applications of carbon fiber are in sports equipment and robotics.
Table 5. Expected length of 95% CI. & coverage probability for S(t) based on T =1

| (n, m) | CS ML Estimator | Bayes-Non-Informative | Bayes Informative |
|--------|-----------------|-----------------------|------------------|
| (50,30) | (0^{10}, 20) | S (0.5) | S (1) | S (2) | S (0.5) | S (1) | S (2) | S (0.5) | S (1) | S (2) |
| EL. | 0.1955 | 0.2523 | 0.2303 | 0.1946 | 0.2487 | 0.2321 | 0.1927 | 0.2471 | 0.2298 |
| CP. | 0.9245 | 0.9405 | 0.9145 | 0.9500 | 0.9465 | 0.9440 | 0.9405 | 0.9365 | 0.9490 |
| (0^{10}, 2^{10}, 0^{10}) | 0.1984 | 0.2724 | 0.2420 | 0.1957 | 0.2668 | 0.2425 | 0.1954 | 0.2653 | 0.2393 |
| EL. | 0.9335 | 0.9345 | 0.9090 | 0.9455 | 0.9460 | 0.9420 | 0.9485 | 0.9415 | 0.9460 |
| CP. | 0.2358 | 0.3041 | 0.2440 | 0.2322 | 0.2962 | 0.2432 | 0.2302 | 0.2950 | 0.2419 |
| (20,0^{10}) | 0.2358 | 0.3041 | 0.2440 | 0.2322 | 0.2962 | 0.2432 | 0.2302 | 0.2950 | 0.2419 |
| (70,40) | (0^{10}, 30) | 0.1659 | 0.2170 | 0.2028 | 0.1641 | 0.2135 | 0.2033 | 0.1638 | 0.2131 | 0.2023 |
| EL. | 0.9285 | 0.9435 | 0.9300 | 0.9380 | 0.9380 | 0.9380 | 0.9410 | 0.9490 |
| CP. | 0.3705 | 0.2387 | 0.2145 | 0.1690 | 0.2349 | 0.2134 | 0.1678 | 0.2331 | 0.2113 |
| (0^{10}, 2^{15}, 0^{10}) | 0.1659 | 0.2170 | 0.2028 | 0.1641 | 0.2135 | 0.2033 | 0.1638 | 0.2131 | 0.2023 |
| EL. | 0.9360 | 0.9370 | 0.9190 | 0.9465 | 0.9460 | 0.9430 | 0.9375 | 0.9460 | 0.9500 |
| CP. | 0.2054 | 0.2641 | 0.2116 | 0.2031 | 0.2586 | 0.2122 | 0.2017 | 0.2577 | 0.2106 |
| (30,0^{20}) | 0.2054 | 0.2641 | 0.2116 | 0.2031 | 0.2586 | 0.2122 | 0.2017 | 0.2577 | 0.2106 |
| (90,50) | (0^{10}, 40) | 0.1468 | 0.1934 | 0.1837 | 0.1450 | 0.1904 | 0.1830 | 0.1449 | 0.1897 | 0.1827 |
| EL. | 0.9380 | 0.9445 | 0.9235 | 0.9415 | 0.9480 | 0.9465 | 0.9320 | 0.9490 | 0.9495 |
| CP. | 0.1495 | 0.2096 | 0.1919 | 0.1482 | 0.2064 | 0.1895 | 0.1468 | 0.2048 | 0.1888 |
| (0^{15}, 2^{30}, 0^{15}) | 0.1495 | 0.2096 | 0.1919 | 0.1482 | 0.2064 | 0.1895 | 0.1468 | 0.2048 | 0.1888 |
| EL. | 0.9385 | 0.9370 | 0.9195 | 0.9455 | 0.9385 | 0.9315 | 0.9345 | 0.9420 | 0.9475 |
| CP. | 0.1848 | 0.2368 | 0.1918 | 0.1828 | 0.2323 | 0.1889 | 0.1818 | 0.2309 | 0.1869 |
| (40,0^{40}) | 0.1848 | 0.2368 | 0.1918 | 0.1828 | 0.2323 | 0.1889 | 0.1818 | 0.2309 | 0.1869 |
| EL. | 0.9305 | 0.9345 | 0.9285 | 0.9530 | 0.9465 | 0.9435 | 0.9405 | 0.9455 | 0.9475 |
In this illustration, the data set was used to simulate an adaptive progressive type-II censored sample with \( m = 60 \) and with two distinct values of ideal total test time \( T (1.60 \text{ and } 3.66) \); the progressive censoring scheme was considered as \( R = \begin{align*} & 30 / C 3 \\ & 0 / C 1 \end{align*} \). For clarity, \( R = \begin{align*} & 1 / 0 / C 4 \\ & 3 / C 0 / C 1 \end{align*} \) is given as a short form of \( R = \begin{align*} & 1 / 0 / 0 / 0 / 0 / 3 \end{align*} \). The function “sample” in the R program was used to remove randomly 30 survival units from 99 units at the first failure; then, the remaining 10 survival units at the last failure were removed. Thus, the observed adaptive progressive type-II censored samples are shown below in Table 7 for two different numbers of \( T \) and two distinct numbers of \( J \). If \( J = 13 \) means that only 13 observed failures were observed before time \( T = 1.60 \) and \( J = 60 \) means that all the observed failure times were observed before time \( T = 3.66 \), then this implies that the experiment ended before time \( T \).

| Table 6. Real data set on the breaking stress of carbon fibers (in Gpa) |
|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| 0.39 | 0.81 | 0.85 | 0.98 | 1.08 | 1.12 | 1.17 | 1.18 | 1.22 | 1.25 |
| 1.36 | 1.41 | 1.47 | 1.57 | 1.59 | 1.59 | 1.59 | 1.61 | 1.61 | 1.69 |
| 1.69 | 1.71 | 1.73 | 1.80 | 1.80 | 1.84 | 1.87 | 1.89 | 1.92 | 2.00 |
| 2.03 | 2.03 | 2.05 | 2.12 | 2.17 | 2.17 | 2.17 | 2.35 | 2.38 | 2.41 |
| 2.43 | 2.48 | 2.48 | 2.50 | 2.53 | 2.55 | 2.55 | 2.56 | 2.59 | 2.67 |
| 2.73 | 2.74 | 2.76 | 2.77 | 2.79 | 2.81 | 2.81 | 2.82 | 2.83 | 2.85 |
| 2.87 | 2.88 | 2.93 | 2.95 | 2.96 | 2.97 | 2.97 | 3.09 | 3.11 | 3.11 |
| 3.15 | 3.15 | 3.19 | 3.19 | 3.22 | 3.22 | 3.27 | 3.28 | 3.31 | 3.31 |
| 3.33 | 3.33 | 3.39 | 3.39 | 3.56 | 3.60 | 3.65 | 3.68 | 3.68 | 3.68 |
| 3.70 | 3.75 | 4.20 | 4.38 | 4.42 | 4.70 | 4.90 | 4.91 | 5.08 | 5.56 |

| Table 7. An adaptive progressive type-II censored samples of real data based on \( T = (1.60, 3.66) \) |
|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| \( T =1.60, J =13 \) | 0.39 | 0.81 | 0.85 | 0.98 | 1.12 | 1.17 |
| 1.22 | 1.25 | 1.36 | 1.41 | 1.57 | 1.59 |
| 1.59 | 1.61 | 1.69 | 1.69 | 1.71 | 1.73 |
| 1.80 | 1.84 | 1.84 | 1.89 | 1.92 | 2.00 |
| 2.03 | 2.05 | 2.12 | 2.17 | 2.17 | 2.35 |
| 2.41 | 2.43 | 2.48 | 2.48 | 2.50 | 2.55 |
| 2.59 | 2.76 | 2.79 | 2.81 | 2.81 | 2.81 |
| 2.83 | 2.85 | 2.87 | 2.93 | 2.95 | 2.96 |
| 2.97 | 3.09 | 3.11 | 3.15 | 3.19 | 3.19 |
| 3.22 | 3.31 | 3.31 | 3.33 | 3.39 | 3.51 |

| \( T =3.66, J =60 \) | 0.39 | 0.85 | 1.08 | 1.17 | 1.22 | 1.25 |
| 1.36 | 1.57 | 1.59 | 1.59 | 1.61 | 1.71 |
| 1.73 | 1.80 | 1.84 | 1.84 | 1.87 | 1.89 |
| 1.92 | 2.03 | 2.03 | 2.05 | 2.12 | 2.17 |
| 2.17 | 2.38 | 2.41 | 2.43 | 2.48 | 2.53 |
| 2.55 | 2.55 | 2.67 | 2.73 | 2.74 | 2.76 |
| 2.77 | 2.79 | 2.81 | 2.81 | 2.82 | 2.83 |
| 2.87 | 2.95 | 2.96 | 2.97 | 3.09 | 3.11 |
| 3.11 | 3.15 | 3.19 | 3.19 | 3.22 | 3.27 |
| 3.28 | 3.31 | 3.39 | 3.51 | 3.60 | 3.65 |
The ML estimators for the unknown quantities are computed for the complete sample (uncensored), i.e., \( n = m = 100 \), as \( \left( \hat{\mu}_{\text{ML}}, \hat{\sigma}_{\text{ML}} \right) = (0.9156, 0.4404) \) and \( \left( \hat{S}(t = 0.5) \right) = (0.9986) \). To check if the sample follows the log-logistic distribution, we need to apply the Kolmogorov–Smirnov test for one sample. The estimate of the parameters for the complete sample was used to standardize the data and transform it to logistic distribution, namely \( x = \left( \pi / \sqrt{3} \right) \left( \log(y) - \mu \right) / \sigma \), since the form of the parameters in the log-logistic model is different from that adopted in R. It was noted that under the significance level \((0.05)\), the \( p \)-value = 0.3927, is greater than the significance level and the test statistics value equals 0.090001, which is too small. This implies that the proposed log-logistic model fitted the sample data satisfactorily. The different estimators and the associated 95% confidence intervals of \( \mu \), \( \sigma \), \( S(0.5) \) were computed. Since no previous knowledge of the unknown parameters was available, the diffuse priors for both \( \mu \) and \( \sigma \) were used. We generated 11,000 MCMC samples \( \left( \hat{\mu}_i, \hat{\sigma}_i \right), i = 1, 2, \ldots, 11000 \) and then discard the first 1000 random values. Table 8 summarises the ML estimators and the Bayes estimators for the parameters \( \mu \), \( \sigma \), and \( S(0.5) \) via the censored sample, which provides an estimate close to the estimate of the same parameters by using the complete sample. Furthermore, from this table, it seems that the Bayes estimates under the non-informative prior and the ML Estimator were close to each other.

The approximate 95% confidence intervals were computed together with the corresponding length for each interval, as reported below in Table 9. It is obvious that the length of the likelihood based interval was nearly as short as that of the Bayes credible interval with non-informative prior. The results of this example were consistent with the results obtained in the simulation study.

### 6. Summary and conclusion

This study studied the likelihood and Bayesian approaches to estimate the parameters of the log-logistic distribution and the survival function under an adaptive progressive type-II censored data. The ML estimators of the parameters and the reliability function cannot be obtained in closed form; therefore, they were computed using the Newton-Raphson numerical method. Additionally,
the asymptotic confidence intervals for $\mu$ and $\sigma$ were constructed. The Delta method was utilized to find an approximate confidence interval for the reliability function. Furthermore, the Bayesian approach presented was based on non-informative priors for both the unknown parameters and, in another case, for an informative logistic conjugate prior for parameter $\mu$ and gamma prior for parameter $\sigma$. The Bayes estimates under the squared error loss function could not be obtained analytically. Therefore, the Metropolis–Hastings algorithm was provided to generate 11,000 samples and then the first 1000 draws were removed as discarded values based on a convergence diagnostic via the “coda” package in R. The two unknown parameters were estimated and the corresponding credible intervals for these quantities and for the reliability function were computed. Next, a simulation study examined a case of 2000, replicated to investigate the realization of the derived methods for the various values of sample sizes $n$, effective sample sizes $m$, and the three different progressive censoring schemes for each choice of $n$ and $m$. The proposed methods were examined on the basis of a real-life example.

The Biases of both estimators were small in all situations; therefore, we have approximately unbiased estimators. The MSEs of the two estimators are close to each other too. From the estimated coverage probability it was obvious that the intervals based on ML estimation attain the nominal level by increasing the sample size and the effective sample size, while the credible intervals attain the nominal level in most cases. The results suggest that the Bayesian inference procedures have a similar and sometimes better overall performance and therefore they are recommended.
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