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Abstract
This study proposes an ensemble deep learning approach that integrates Bagging Ridge (BR) regression with Bi-directional Long Short-Term Memory (Bi-LSTM) neural networks used as base regressors to become a Bi-LSTM BR approach. Bi-LSTM BR was used to predict the exchange rates of 21 currencies against the USD during the pre-COVID-19 and COVID-19 periods. To demonstrate the effectiveness of our proposed model, we compared the prediction performance with several more traditional machine learning algorithms, such as the regression tree, support vector regression, and random forest regression, and deep learning-based algorithms such as LSTM and Bi-LSTM. Our proposed ensemble deep learning approach outperformed the compared models in forecasting exchange rates in terms of prediction error. However, the performance of the model significantly varied during non-COVID-19 and COVID-19 periods across currencies, indicating the essential role of prediction models in periods of highly volatile foreign currency markets. By providing an improved prediction performance and identifying the most seriously affected currencies, this study is beneficial for foreign exchange traders and other stakeholders in that it offers opportunities for potential trading profitability and for reducing the impact of increased currency risk during the pandemic.
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1 Introduction

The COVID-19 pandemic has thrown the world into economic chaos. It is the worst turmoil experienced since 1930 (IMF, 2021). On the one hand, the International Monetary Fund (IMF) estimated a decline in global growth of $-3.2\%$ in 2020, with advanced (emerging market) economies experiencing a negative growth of $4.6\% (2.1\%)$ (IMF, 2021). On the other hand, the global economy is projected to grow $6.0\%$ in 2021 and $4.9\%$ in 2022 (IMF, 2021). Global financial markets experienced steep declines during the pandemic. For example, the Dow Jones Industrial Average (DJIA) had dropped by $33\%$ on March 20, 2020, from its value on December 31, 2019, when the World Health Organisation (WHO) reported the first confirmed case of the coronavirus in Wuhan, China (World Economic Forum, 2020). Also, the DJIA experienced its third and sixth largest daily drops on March 16 and March 12, 2020, respectively (World Economic Forum, 2020). Other leading indices, such as the Financial Times Stock Exchange 100 (FTSE 100) in the United Kingdom and the Nikkei 225 in Japan, also experienced large declines (Bloomberg, 2020; The Guardian, 2020).

Financial crises such as the Global Financial Crisis of 2007–2008, and crisis induced by the COVID-19 pandemic have effects on both commodity and financial markets, which spill over into returns and volatility (Cheng, 2020; Corbet et al., 2020), portfolio allocations (Yoshino et al., 2021), efficiency in foreign exchange markets (Aslam et al., 2020; Narayan, 2020), and oil prices (Salisu et al. 2020a, b). Since the beginning of the COVID-19 crisis, the foreign exchange market has experienced unprecedented volatility (Aslam et al., 2020). The foreign exchange market is the largest financial market in average trading volume (Bank for International Settlements, 2019). Hence, it is critical for portfolio investors, regulators, and policymakers to understand the volatility in foreign exchange rates. Central banks across the world have attempted to manage the stability of their foreign exchange markets in a bid to withstand the COVID-19 pandemic (The Reserve Bank of Australia, 2020).

Several studies have examined the impact of COVID-19 on the foreign exchange market (e.g., Aslam et al., 2020; Hofmann et al., 2020; Umar & Gubareva, 2020). These studies applied traditional regression techniques to investigate the volatility of foreign exchange markets. However, these studies failed to consider the predictability of exchange rates during COVID-19 and non-COVID-19 periods. Our study attempts to apply the best machine learning and deep learning algorithms to predict the foreign currency exchange rates during the COVID-19 pandemic and compare them with the rates during the normal non-COVID-19 period. It is important to predict the exchange rate accurately because it helps policymakers and businesspeople to improve the quality and quantity of appropriate management decisions and plan their finances more precisely. Different methods are used to predict the foreign currency exchange rate (Mahmoud & Hosseini, 1994; Maya & Gómez, 2008; Rambaldi et al., 2015; Windsor & Thyagaraja, 2001); most of them have been based on statistical analysis. This study applies deep learning approaches to predict the exchange rates of 21 currencies against USD. We use the Long Short-Term Memory (LSTM) approach, a recurrent neural network algorithm that is one of the most promising current approaches in the field of deep learning. LSTM performs particularly well in analysing time-series data. One of the limitations of neural networks other than LSTM is that there is no memory associated with them, and this causes a major problem for time-series data. LSTM overcomes this issue by creating both a short-term and a long-term memory component. However, a traditional recurrent neural network (RNN) such as LSTM cannot handle the data when the input and output are of different sizes. Bi-directional LSTM (Bi-LSTM) overcomes this problem by considering both previous and future data patterns. This in turn leads to effective learning of long-term
dependencies in the time-series data. For comparative purposes, this study also uses support vector regression (SVR) and random forest (RF) regression. The main advantages of SVR are that the computation does not depend on dimensionality and that it has an excellent generalisation capability with a high prediction accuracy. As a result, SVR works well for large datasets and can handle a large number of input variables without deletion. The most significant advantage of RF is its versatility. In fact, ensemble methods have been neglected in the existing literature on foreign currency market predictions even though ensemble methods are very powerful in reducing the variance inherently present in complex and volatile financial markets (Carta et al., 2021). Therefore, we propose to use an ensemble deep learning approach, Bi-LSTM BR, by combining Bi-LSTM, a state-of-the-art deep learning-based model, with Bagging Ridge (BR) regression.

This study shows that the proposed ensemble deep learning approach provides a robust prediction performance, performing well for different clusters of time-series data in our study. Our study analyses the prediction performance by clustering data based on the waves of confirmed COVID-19 cases and on the timing of fiscal and monetary policies meant to combat the economic consequences of the COVID-19 pandemic. Four clusters are categorized based on the waves of confirmed COVID-19 cases in the United States, and three clusters are based on the U.S. government’s monetary and fiscal policy given that the United States was the country most affected by the pandemic and that the USD has been used for each pair of currency. All algorithms are applied for each dataset, the prediction performances are taken separately, and the accuracy curve is generated. In predicting the foreign currency exchange rate, we measured the performance of the algorithms using the root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE). Results demonstrate that our proposed ensemble deep learning approach performed well in predicting the exchange rate during the non–COVID-19 and COVID-19 periods.

The rest of the paper is organized as follows. Section 2 briefly reviews existing research work on predicting the foreign exchange market and the impact of COVID-19 on this market. Section 3 presents our experimental design and the data used for experiments. Section 4 outlines the proposed Bi-LSTM BR hybrid model and the used research methodology. Section 5 presents the experimental analysis, and Sect. 6 checks the robustness of the proposed model. The results are discussed in Sect. 7 and the conclusions about them in Sect. 8.

2 Related literature

This section reviews previous studies on predicting the forex exchange market and provides the theoretical justification for investigating the impact of COVID-19 on the predictability of foreign exchange markets.

Nonlinear time series models used for predicting the forex exchange market include two categories of models, namely (1) traditional statistical parametric models (Mahmoud & Hosseini, 1994; Windsor & Thyagaraja, 2001; Rambaldi et al., 2005) and (2) advanced machine learning methods. Model specification is required for the former category of models, and it limits their accuracy because many nonlinear time-series patterns cannot be captured. Because advanced machine learning methods, such as support vector machine (SVM) and neural networks (NNs) outperformed the traditional parametric models in recent studies, we present these approaches in Table 1.

Among the advanced machine learning methods, SVM and extreme learning machines were particularly effective when handling multidimensional time-series data obtained by
| Study                | Method                  | Contribution                                                                 | Limitation                                                                 |
|----------------------|-------------------------|------------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| Yao and Tan (2000)   | Shallow NN              | Market efficiency tested                                                      | Only simple NN architectures tested with the maximum of six input and four hidden neurons |
| Bagheri et al. (2014)| ANFIS                   | Trading rules extracted using adaptive network-based fuzzy inference system (ANFIS) | Difficult to identify relevant input patterns                                |
| Galeshchuk (2016)    | Shallow NN              | Different exchange rates for different periods considered                     | Not effective for longer forecasting horizons as a single hidden layer is not capable of learning higher level temporal features |
| Lahmiri (2017)       | NN using technical indicators | A simple and effective approach for predicting currency volatility         | Temporal component in the data not considered                              |
| Dash (2018)          | Higher order NN         | An improved shuffled frog leaping algorithm proposed to train higher order NNs | An architecture with a single hidden layer not capable of learning higher level features |
| Carapuço et al. (2018)| Reinforcement learning | Reward function introduce for Forex trading                                | Dense NN topology not suitable for sequential data                          |
| Rundo (2019)         | LSTM + reinforcement learning | A grid trading engine introduced to perform high frequency trading maximizing profit | LSTM uses only a forward layer, hence not preserving time series information from future and not that effective for learning long-term dependencies |
| Özorhan et al. (2019)| SVM                     | Technical indicators proposed to segment the time series data               | Limited to short-term trend identification                                  |
| Das et al. (2019)    | Extreme learning machines | Population-based optimization scheme introduced for effective training     | Not suitable for large and noisy foreign exchange datasets                  |
Table 1 (continued)

| Study                        | Method                              | Contribution                                                                 | Limitation                                         |
|------------------------------|-------------------------------------|-----------------------------------------------------------------------------|----------------------------------------------------|
| Munkhdalai et al. (2019)     | Deep learning model with seven NNs  | Adaptive activation function selection mechanism proposed for deep learning | Not capable of capturing high-level temporal features from time-series data |
| Ahmed et al. (2020)          | LSTM + forex loss function          | Forex loss function used to incorporate domain knowledge                    | Only standard single LSTM model                    |
| Yıldırım et al. (2021)       | Two LSTMs                           | A combination of LSTM for macroeconomic data and LSTM for technical indicators | A simple voting scheme applied to obtain the final prediction |

using technical indicators for preprocessing. However, these machine learning methods were proven ineffective when handling large and noisy data (Munkhdalai et al., 2019). In contrast, LSTM-based models were highly effective due to their capacity to capture high-level temporal features from the foreign exchange time-series data (Ahmed et al., 2020; Rundo, 2019; Yıldırım et al., 2021). The main limitation of existing approaches is that only single LSTMs were used without considering both previous and future data patterns, something that is needed to effectively learn long-term dependencies in the data. Moreover, ensemble methods have been overlooked even though the variance was substantially reduced and a more robust performance was achieved by combining multiple base LSTM models in a related stock market prediction problem (Borovkova & Tsiamas, 2019).

Several studies revealed a significant impact of COVID-19 on the volatility of foreign exchange markets. Hofmann et al. (2020) showed that borrowing through local currency bonds did not protect emerging market economies from the financial shock triggered by COVID-19, because the local currency bond spreads rose sharply. As a result, portfolio investors faced amplified losses. A high coherence was also found between the Coronavirus Panic Index and foreign exchange markets, indicating that new cross-currency hedges should be introduced to withstand the adverse effects of global economic turmoil (Umar & Gubareva, 2020). A decline in forex market efficiency during the COVID-19 outbreak was observed by Aslam et al. (2020). These findings inspired us to explore the prediction capacity of deep learning-based models during COVID-19 and non-COVID-19 periods, and that is the main contribution of this study.

3 Experimental data

The dataset came from Kaggle and Oanda.1 We used 21 currency exchange rates against USD. The data during COVID-19 came from Oanda and were divided into several clusters. The dataset description is provided in Table 2. Data clusters were divided based on the number of confirmed cases in the United States and the timeline of events related to the COVID-19 pandemic. The experimental datasets were divided into training and testing sets. The training-to-testing ratio was 80:20. The amount of data for the pre-COVID-19 time period

---

1 See https://www.kaggle.com/ and https://www.oanda.com/au-en/.
| Category                  | Datasets | Duration                  | No. of Instances | Source                                                                 |
|---------------------------|----------|---------------------------|------------------|------------------------------------------------------------------------|
| Pre-COVID-19              | First cluster | 2000–2019                | 5216             | https://www.kaggle.com/brunotly/foreign-exchange-rates-per-dollar-20002019 |
| During COVID-19 based on confirmed cases | C1       | January 31 to March 11, 2020 | 41               | https://www.oanda.com/fx-for-business/historical-rates                  |
|                           | C2       | March 12 to July 25, 2020 | 41               | https://www.oanda.com/fx-for-business/historical-rates                  |
|                           | C3       | July 26 to September 8, 2020 | 45               | https://www.oanda.com/fx-for-business/historical-rates                  |
|                           | C4       | September 9 to December 14, 2020 | 96               | https://www.oanda.com/fx-for-business/historical-rates                  |
| Based on government policies | E1     | December 31 to March 11, 2020 | 71               | https://www.oanda.com/fx-for-business/historical-rates                  |
|                           | E2       | March 12 to June 8, 2020  | 89               | https://www.oanda.com/fx-for-business/historical-rates                  |
|                           | E3       | June 9 to December 14, 2020 | 188              | https://www.oanda.com/fx-for-business/historical-rate                   |
(2000–2019) was 5216 daily observations for all the used currencies, and for the COVID-19 period 571 observations. The training set of the pre-COVID-19 dataset was cross validated tenfold to minimise the training error and enhance the generalizability of the forecasting outcome (Abedin et al., 2019).

4 Methodology

Statistical models, machine learning, and deep learning models have been used in the literature to predict financial asset prices (Abedin et al., 2020; Akyildirim et al., 2021; Cui et al., 2020; Fischer & Krauss, 2018; Guotai et al., 2017; Hajek & Abedin, 2020; Jiang et al., 2020; Kyriakou et al., 2021; Shajalal et al., 2021; Xia et al., 2020). We apply machine learning and deep learning algorithms to measure different types of errors and find the best model for the dataset to measure the prediction accuracy for each currency against USD.

4.1 Regression algorithms

Different algorithms have been used to select the best method to calculate the prediction error of exchange rate movements of the selected currencies. We applied some regression algorithms, namely the regression tree (RT), SVR, RF, BR, LSTM, Bi-LSTM, and Bi-LSTM BR, to estimate the prediction accuracy.2,3

4.1.1 Regression tree

Using a decision tree is a common practical approach for supervised learning (Chen, 2011; Delen et al., 2013). It is used for both classification and regression estimations. The decision tree is a tree-structured classifier that consists of three types of nodes, namely, the root node, interior node, and leaf node. The root node is the initial node that represents the whole sample. The interior nodes represent the characteristics of a data set. Lastly, the root nodes provide the outcome. For a particular data point, the decision tree is run by answering true/false questions until they reach the leaf node. The final prediction is calculated by finding the average value of a dependent variable in a specific leaf node. In this way, the tree can predict a proper value for the data point through several iterations (Fig. 1). The decision tree is advantageous because it is simple to understand and requires less data cleaning. Like ridge and lasso regression, decision tree regression may have overfitting problems. An ensemble of decision trees (e.g., the RF algorithm) can overcome these problems.

4.1.2 Support vector regression

Support vector regression (SVR) is the most used and highest-performance algorithm in today’s world (Balabin & Lomakina, 2011; Gazzola & Jeong, 2021). This is a supervised machine learning algorithm used for classification and regression purposes (Weston et al., 1997). This study applies three different kernels, linear, polynomial, and radial basis function (RBF), while training the SVR classifier. SVR makes a decision boundary based on the

2 To compare the results from machine learning and deep learning algorithms with traditional regression models (e.g., Ridge Regression, LASSO regression), we have provided the results of both approaches.

3 Our study applies default parameters of Scikit learn and Keras.
support vector points and, accordingly, it forecasts sample points within this boundary. The applied kernels are trained for non-linear data (Hsu & Lin, 2002).

### 4.1.3 Random forest

Random forest is an ensemble algorithm that builds a set of independent and non-identical decision trees following the idea of randomisation (Provost et al., 2016). This algorithm is used for both classification and regression purposes, and it is a combination of tree predictors. Each decision tree employs a random vector as a parameter randomly chooses the attributes of samples, and it then finally chooses the sample subset as the training dataset (Bradter et al., 2013). The generalisation error of a forest of trees depends on the forest’s individual trees’ strength and correlation. However, deep decision trees might suffer from overfitting (Bramer, 2007). RF prevents overfitting by generating random subsets of attributes and constructing trees using these subsets (Breiman, 2001).

### 4.1.4 LSTM

LSTM is a recurrent neural network algorithm in the deep learning model (Alhagry et al., 2017; Hochreiter & Schmidhuber, 1997). Initially, LSTM aims to capture the long-term dependency and determine the optimal lag order in the time-series analysis. We have applied LSTM neural networks to predict exchange rates (Sun et al., 2020). The hidden state $s_t$ is determined as below:

$$S_t = f(Ux_t + Ws_{t-1}),$$  \hspace{1cm} (1)

where $f$ is an activation function, $x_t$ are inputs, $U$ is the hidden layers’ weight, $V$ is the weights of output layers, and $W$ is the transition weights of the hidden state.

LSTM is an effective way to overcome the problem of a vanishing gradient by using the memory cells. The input gate, the forget gate, the output gate and the self-recurrent neuron...
are central units in a memory cell. The values of the input gate $i_t$ and the memory cell’s candidate state $\tilde{C}_t$ are estimated as below:

$$i_t = \sigma(W_i x_t + U_i h_{t-1} + b_i),$$ (2)

$$\tilde{C}_t = \tanh(W_c x_t + U_c h_{t-1} + b_c),$$ (3)

where $x_t$ is the memory cells inputs; $W_i, W_f, W_c, W_o, U_i, U_f, U_c, U_o$, and $V_0$ are the matrices of weight; $b_i, b_f, b_c, a_n d b_o$ are biases; and $h_t$ is the memory cell’s value. The cell state vector $C_t$ and the value of the forget gate $f_t$ are estimated as follows:

$$f_t = \sigma(W_c x_t + U_c h_{t-1} + b_f),$$ (4)

$$C_t = i_t \ast \tilde{C}_t + f_t \ast C_{t-1},$$ (5)

where $o_t$ and $h_t$ are the values of the output gate and the memory cell, respectively. Finally, the hidden state $h_t$ and the value of the output gate $o_t$ are estimated as below:

$$o_t = \sigma(W_0 x_t + U_0 h_{t-1} + V_0 C_t + b_0),$$ (6)

$$h_t = o_t \ast \tanh(C_t).$$ (7)

The LSTM network consists of the delays and the hidden layers’ sizes obtained from the time-series data by applying training data.

### 4.1.5 Bi-LSTM

A Bi-LSTM deep learning-based recurrent neural network (Fig. 2) works efficiently to analyze any time-series data better than traditional statistical time-series models, such as the
autoregressive moving average (ARIMA), seasonal ARIMA, and ARIMAX models, because of its bidirectional nature of input patterns (Sezer et al., 2020; Sunny et al., 2020). While LSTM works only with previous data patterns, the Bi-LSTM model considers both previous and future data during training, and this makes the Bi-LSTM model more effective than LSTM. This behavior of Bi-LSTM helps learn the present status of data both from past data and future data through its forward layer and backward layer. It can capture not only local features but also extract global features in the time-series data. In the Bi-LSTM layer, there are no hidden-to-hidden connections between forward and backward layers. This helps one to understand information from both the backward layer and forward layer in each Bi-LSTM unit.

4.1.6 Bagging ridge

A bagging regressor is an ensemble procedure that can take any regression task and predict the target values more accurately by combining multiple simple regression models while reducing their overall variance. In this paper, we combined ridge regression with a bagging regressor to predict exchange rates in order to improve prediction performance. The primary purpose of bagging ridge regression is to increase the stability of the final model and reduce the error in testing data. The important aspect of BR for this study is that it performs well in cases where the size of the data is limited. Specifically, to understand the behaviour of prediction models before and during the COVID-19 pandemic, we divided the dataset into many subsets, and this ensemble regressor showed higher accuracy than the base ridge regression model.

4.1.7 Bi-LSTM bagging ridge

Bi-LSTM BR is an ensemble algorithm that combines Bi-LSTM and BR. There are many approaches to constructing an ensemble algorithm. We applied the averaging approach of ensemble formation (Ribeiro et al., 2020). We generated an additional training dataset by applying the repetitions procedure (Hennig et al., 2021). Our study combined the results of BR and Bi-LSTM to form a novel Bi-LSTM BR regression model, as depicted in Fig. 3.

4.2 Performance measures

We measured and compared the performance of the different algorithms mentioned above by computing the root mean squared error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE). RMSE is a standard metric for computing a numerical prediction error by squaring each data forecast, hence putting more weight on larger errors. This is a desirable feature in evaluating prediction performance in foreign exchange markets (Islam & Hossain, 2020). RMSE is calculated as:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (R_i - \hat{R}_i)^2}{N}},
\]

where \(R_i\) is the actual value, \(\hat{R}_i\) is the forecasted value, and \(N\) is the number of forecasts. MAE and MAPE are other standard evaluation metrics used in currency exchange rate prediction (Dash, 2018):
MAE = \frac{1}{N} \sum_{t=1}^{N} |R_t - \hat{R}_t|, \quad (9)

MAPE = \frac{1}{N} \sum_{t=1}^{N} \left|\frac{R_t - \hat{R}_t}{R_t}\right| \times 100. \quad (10)

5 Experimental analysis

5.1 Description of clusters

We have divided the data into two clusters: before the COVID-19 pandemic and during the COVID-19 pandemic. The cluster during COVID-19 was divided into seven sub-clusters based on confirmed COVID-19 cases and events. The dataset during COVID-19 was divided into four sub-clusters based on confirmed cases in the United States and three sub-clusters based on the timing of efforts by the U.S. government to combat the COVID-19 pandemic. These three sub-clusters have been used to check the robustness of the accuracy of the deep learning ensemble approaches in our study.

The pre-COVID-19 period is from January 3, 2000, to December 31, 2019. On December 31, 2019, the first confirmed case of the COVID-19 was reported in Wuhan, China, by the WHO. The first sub-cluster (C1) of the COVID-19 period is between January 31 and March 11, 2020, when the WHO declared that a global pandemic was occurring. The 7-day moving average of U.S. confirmed cases was approximately 40,000 for most of the second sub-cluster (C2), between March 12 and July 25, 2020. The third sub-cluster (C3), between July 26 and September 8, 2020, witnessed a negative trend of cases after sub-cluster 2. Finally, the fourth sub-cluster, between September 9 and December 14, 2020, experienced a large increase in daily confirmed cases, with the recording of 246,716 new cases on December 11, 2020.

The first sub-cluster (E1) based on the timeline of events related to the COVID-19 pandemic was between December 31, 2019, and March 11, 2020, when the WHO declared that
a COVID-19 global pandemic was occurring. During this period, the U.S. Congress was debating the passage of the Coronavirus Aid, Relief, and Economic Security (CARES) Act. The second sub-cluster (E2), between March 12 and June 8, 2020, was the period in which the U.S. Congress passed an economic relief package exceeding USD 2 trillion to boost the economy. The third sub-cluster (E3), between June 9 and December 14, 2020, is when the U.S. government adopted several monetary and fiscal policies. For example, the Federal Reserve launched the Primary Market Corporate Credit Facility on June 29, 2020, and on July 28, 2020, the Federal Reserve extended the operation of emergency lending programs. During the third sub-cluster, on December 11, 2020, the Food and Drug Administration approved the first emergency use of the COVID-19 vaccine offered by Pfizer Biontech.

We applied all the algorithms to train the clusters separately, calculate the errors, test the significance level, and choose the best algorithm for the large datasets, as well as for the cluster datasets. Figure 4 provides the flowchart of the experiment.

5.2 Experiment for data in the pre-COVID-19 period

The cluster for a non-COVID-19 period extends from January 3, 2000 to January 30, 2020. We have trained the models using the dataset and created graphs. Figure 5 shows the predicted exchange rates versus the actual exchange rates of 21 currencies against USD. Because a
Fig. 5 Actual versus predicted exchange rates (scaled) for before COVID-19 data (January 3, 2000 to December 31, 2019)
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special feature of a deep learning algorithm is that it can perform feature selection by itself and scale the data as required (Mathew et al., 2020), we have presented actual versus predicted exchange rates with automatic scaled values generated by our proposed BR ensemble deep learning approach over time (see Fig. 5). Table 3 presents the RMSE of all algorithms. Table 3 shows that the best-suited algorithm varied from one currency to another during the non-COVID-19 period. For example, BR appeared to be the best model for predicting the AUD/USD exchange rate but Bi-LSTM was the best model for predicting the EUR/USD rate. Figure 6 shows the performance of algorithms based on RMSE. Table 3 shows that the Diebold Mariano (DM) test (see Diebold & Mariano, 2002) examined the accuracy of our proposed Bi-LSTM BR deep learning algorithm against the benchmark algorithms in our study for major currencies (e.g., AUD, CNY, GBP, and JPY). The DM test results demonstrated that our proposed Bi-LSTM BR ensemble deep learning approach was effective in terms of its RMSE loss function against the benchmark algorithms in our study (Table 4).

5.3 Experiment for data from the period of the COVID-19 pandemic

5.3.1 Cluster 1 of the COVID-19 dataset

The first cluster of the COVID-19 period (C1) contains data from January 31 to March 11, 2020. The number of days in this sample is 41. Table 5 shows that the best-suited algorithm varied from one currency to another in the C1 data of the COVID-19 period. For example, Bi-LSTM BR appears to be the best model to predict the AUD/USD exchange rate, and Bi-LSTM is the best model for CNY/USD. Figure 7 shows that the predicted exchange rates are closely aligned with actual exchange rates, providing evidence that our proposed BR ensemble deep learning approach performed well in predicting the exchange rate during the COVID-19 period. Figure 8 shows the performance results of algorithms based on RMSE. Table 6 shows the results of the DM test in examining the accuracy of our proposed Bi-LSTM BR deep learning algorithm against the benchmark algorithms. The DM test results demonstrate that our proposed approach had superior forecasting effectiveness in terms of RMSE against the compared methods.

5.3.2 Cluster 2 of the COVID-19 dataset

The second cluster of data during the COVID-19 pandemic (C2) extends from March 12 to July 25, 2020 (41 days in the sample). Table 7 shows that Bi-LSTM BR was a superior model for predicting the GBP/USD exchange rate, whereas Bi-LSTM was the best model for EUR/USD. Figure 9 provides evidence that our proposed Bi-LSTM BR approach was effective in predicting testing data during this COVID-19 period. Figure 10 confirms this good performance with regard to RMSE. Table 8 provides the results of the DM test in comparing the performance of our proposed Bi-LSTM BR deep learning model in terms of RMSE.
| Currency | Ridge | Lasso | RT  | SVR (Linear) | SVR (RBF) | SVR (Poly) | RF  | LSTM | Bi-LSTM | BR  | Bi-LSTM |
|---------|-------|-------|-----|-------------|-----------|-----------|-----|------|---------|-----|---------|
| AUD     | 0.0049| 0.0194| 0.0187| 0.0115      | 0.0110    | 0.0064    | 0.0124| 0.0083| 0.0057  | 0.0049| 0.0074  |
| EUR     | 0.0043| 0.0198| 0.0084| 0.0072      | 0.0062    | 0.0481    | 0.0069| 0.0048| 0.0026  | 0.0043| 0.0039  |
| NZD     | 0.0047| 0.0067| 0.0090| 0.0418      | 0.0394    | 0.0083    | 0.0074| 0.0131| 0.0158  | 0.0045| 0.0097  |
| GBP     | 0.0112| 0.0897| 0.0158| 0.0148      | 0.0128    | 0.0474    | 0.0139| 0.0040| 0.0055  | 0.0039| 0.0064  |
| BRL     | 0.0108| 0.0917| 0.0203| 0.0211      | 0.0295    | 0.0193    | 0.0162| 0.0332| 0.0292  | 0.0041| 0.0429  |
| CNY     | 0.0074| 0.0117| 0.0096| 0.0234      | 0.0214    | 0.0560    | 0.0087| 0.0172| 0.0166  | 0.0049| 0.0100  |
| HKD     | 0.0269| 0.1231| 0.0478| 0.0596      | 0.0630    | 0.0691    | 0.0371| 0.0039| 0.0043  | 0.0043| 0.0177  |
| INR     | 0.0071| 0.0793| 0.0121| 0.0446      | 0.0488    | 0.0174    | 0.0115| 0.6671| 0.0130  | 0.0038| 0.0038  |
| KRW     | 0.0075| 0.0344| 0.0135| 0.0317      | 0.0313    | 0.0331    | 0.0106| 0.6096| 0.0050  | 0.0049| 0.0072  |
| MXN     | 0.0083| 0.0843| 0.0154| 0.0086      | 0.0089    | 0.0165    | 0.0124| 0.1733| 0.0130  | 0.0049| 0.0194  |
| ZAR     | 0.0103| 0.0857| 0.0191| 0.0266      | 0.0241    | 0.0113    | 0.0148| 0.1619| 0.1658  | 0.0043| 0.0103  |
| SGD     | 0.0038| 0.0217| 0.0064| 0.0345      | 0.0321    | 0.0147    | 0.0056| 0.0025| 0.0026  | 0.0049| 0.0048  |
| DKK     | 0.0044| 0.0206| 0.0111| 0.0235      | 0.0236    | 0.0195    | 0.0085| 0.0276| 0.0191  | 0.0043| 0.0044  |
| JPY     | 0.0063| 0.0110| 0.0111| 0.0143      | 0.0146    | 0.0469    | 0.0094| 0.3747| 0.4474  | 0.0047| 0.0063  |
| MYR     | 0.0050| 0.0592| 0.0107| 0.0380      | 0.0365    | 0.0224    | 0.0083| 0.0125| 0.0078  | 0.0047| 0.0080  |
| NOK     | 0.0031| 0.0285| 0.0049| 0.0119      | 0.0114    | 0.0195    | 0.0085| 0.0427| 0.0480  | 0.0042| 0.0089  |
| SEK     | 0.0080| 0.0645| 0.0146| 0.0168      | 0.0150    | 0.0098    | 0.0116| 0.0427| 0.0480  | 0.0049| 0.0080  |
| LKR     | 0.0033| 0.1347| 0.0066| 0.0881      | 0.0870    | 0.0475    | 0.0055| 0.6249| 0.4904  | 0.0043| 0.0034  |
| CHF     | 0.0031| 0.0285| 0.0049| 0.0119      | 0.0114    | 0.0113    | 0.0044| 0.0058| 0.0043  | 0.0041| 0.0041  |
| TWD     | 0.0106| 0.0249| 0.0125| 0.0118      | 0.0151    | 0.0154    | 0.0127| 0.0992| 0.0818  | 0.0042| 0.0196  |
| THB     | 0.0048| 0.0404| 0.0056| 0.0401      | 0.0408    | 0.0433    | 0.0056| 0.1075| 0.0986  | 0.0046| 0.0198  |
Fig. 6 Performance of algorithms based on RMSE for before COVID-19 data (January 3, 2000 to December 31, 2019)

Table 4 Robustness test of Bi-LSTM BR ensemble deep learning approach for pre-COVID-19 dataset (January 3, 2000 to December 31, 2019)

| State       | Algorithm     | AUD/USD   | GBP/USD   | JPY/USD | CNY/USD |
|-------------|---------------|-----------|-----------|---------|---------|
| Pre-COVID-19| Ridge regression | -19.99*** | -1.87***  | 0.04*   | -20.11*** |
|             | Lasso regression | -46.32*** | -63.84*** | -10.42*** | -14.51*** |
|             | RT             | -13.44*** | -6.10*    | -8.75*** | -15.44*** |
|             | SVR (Linear)   | -28.16*** | -5.59***  | -16.27*** | -18.84*** |
|             | SVR (RBF)      | -28.16*** | -5.59***  | -16.27*** | -18.84*** |
|             | SVR (Polynomial) | -28.16*** | -5.59***  | -16.27*** | -18.84*** |
|             | RF             | -15.48*** | -4.87***  | -7.90*** | -17.51*** |
|             | LSTM           | -219.8*** | -30.56*** | -94.5***  | -270.0*** |
|             | Bi-LSTM        | -189.4*** | -28.15*** | -96.4***  | -114.1*** |
|             | BR             | -19.99*** | -1.96***  | 0.028*** | -20.10*** |

This table shows the test statistics of DM test in examining the accuracy of our proposed Bi-LSTM BR deep learning algorithm against the benchmark algorithms in our study for major currencies (AUD, CNY, GBP, and JPY). ***, **, and * represent the rejection of a null hypothesis that an existing algorithm’s forecast accuracy is better than our proposed Bi-LSTM BR ensemble deep learning approach at $P < 0.001$, $P < 0.05$ and $P < 0.1$, respectively.

RMSE. These results show that significant improvements were achieved using the proposed model.

5.3.3 Cluster 3 of the COVID-19 dataset

The third cluster of COVID-19 data (C3) is for the period from July 26 to September 8, 2020, or 45 days. Table 9 shows that the best-performing algorithms varied from one currency to
| Currency | Ridge | Lasso | RT | SVR (Linear) | SVR (RBF) | SVR (Poly) | RF | LSTM | Bi-LSTM | BR | Bi-LSTM BR |
|----------|-------|-------|-----------------|-------------|-----------|------------|-----|-------|-----------|----|-----------|
| AUD      | 0.1584| 0.1294| 0.1786          | 0.1817      | 0.2107    | 0.2123     | 0.1454| 0.0183| 0.0100    | 0.1707| 0.0904    |
| EUR      | 0.1254| 0.3024| 0.2869          | 0.1617      | 0.1668    | 0.2324     | 0.3018| 0.0111| 0.0140    | 0.1192| 0.0666    |
| NZD      | 0.1233| 0.0939| 0.1571          | 0.1441      | 0.1466    | 0.2542     | 0.1384| 0.0219| 0.0078    | 0.1074| 0.1233    |
| GBP      | 0.1400| 0.1478| 0.1997          | 0.1415      | 0.1412    | 0.1476     | 0.1984| 0.0040| 0.0038    | 0.1385| 0.1400    |
| BRL      | 0.0613| 0.3879| 0.2925          | 0.0643      | 0.0707    | 0.1265     | 0.3274| 0.2154| 0.1587    | 0.0648| 0.1117    |
| CNY      | 0.1691| 0.2166| 0.1649          | 0.1182      | 0.1170    | 0.1291     | 0.2019| 0.0247| 0.0263    | 0.1850| 0.0210    |
| HKD      | 0.1767| 0.1586| 0.3169          | 0.1936      | 0.2058    | 0.2173     | 0.2389| 0.0028| 0.0042    | 0.1864| 0.0953    |
| INR      | 0.1498| 0.7102| 0.6003          | 0.1623      | 0.0784    | 0.3225     | 0.6110| 1.8846| 1.6275    | 0.1596| 0.8935    |
| MXN      | 0.1606| 0.5139| 0.2602          | 0.1790      | 0.1820    | 0.1695     | 0.2926| 1.1492| 1.0118    | 0.1581| 0.5850    |
| ZAR      | 0.1534| 0.4317| 0.1770          | 0.1874      | 0.1961    | 0.4691     | 0.2052| 0.5800| 0.4684    | 0.1575| 0.3130    |
| SGD      | 0.1053| 0.1056| 0.1632          | 0.1146      | 0.1182    | 0.1338     | 0.1481| 0.0039| 0.0045    | 0.0999| 0.0522    |
| DKK      | 0.1273| 0.3116| 0.2915          | 0.1587      | 0.1640    | 0.2324     | 0.3073| 0.1011| 0.1056    | 0.1256| 0.1156    |
| JPY      | 0.1534| 0.4760| 0.3196          | 0.1619      | 0.1292    | 0.1060     | 0.3328| 2.1717| 2.3974    | 0.1448| 1.2711    |
| MYR      | 0.1202| 0.1242| 0.1059          | 0.1188      | 0.1205    | 0.1304     | 0.1155| 0.0492| 0.0223    | 0.1220| 0.0721    |
| NOK      | 0.2046| 0.2426| 0.2321          | 0.2033      | 0.2032    | 0.2000     | 0.2308| 0.1103| 0.0992    | 0.2053| 0.1522    |
| SEK      | 0.1428| 0.3892| 0.3993          | 0.1259      | 0.1201    | 0.2107     | 0.4211| 0.1082| 0.1304    | 0.1444| 0.1374    |
| LKR      | 0.2406| 0.2920| 0.3096          | 0.2933      | 0.3461    | 0.4473     | 0.2662| 0.6977| 0.5398    | 0.2678| 0.4038    |
| CHF      | 0.1377| 0.5895| 0.4129          | 0.2362      | 0.2468    | 0.3359     | 0.4118| 0.0121| 0.0161    | 0.1610| 0.0888    |
| TWD      | 0.1329| 0.1624| 0.1935          | 0.1330      | 0.1679    | 0.2472     | 0.2085| 0.1479| 0.1454    | 0.1327| 0.1391    |
| THB      | 0.1022| 0.0945| 0.1842          | 0.0975      | 0.1078    | 0.1180     | 0.1689| 0.1569| 0.0773    | 0.1063| 0.0918    |
Fig. 7 Actual versus predicted exchange rates (scaled) for Cluster C1 (January 31 to March 11, 2020)
Fig. 7 continued
Fig. 8 Performance of algorithms based on RMSE for Cluster C1 (January 31 to March 11, 2020). Note Korean Won (KRW) has no error since the actual exchange rate equals the predicted exchange rate.

Table 6 Robustness test of Bi-LSTM BR ensemble deep learning approach for Cluster C1 (January 31 to March 11, 2020)

| State | Algorithm | AUD/USD | GBP/USD | JPY/USD | CNY/USD |
|-------|-----------|---------|---------|---------|---------|
| C1    | Ridge regression | $-2.22^{**}$ | $-1.76^*$ | $1.59^*$ | $-4.32^*$ |
|       | Lasso regression  | $-1.99^{**}$ | $-1.39^*$ | $-7.75^{**}$ | $-4.69^*$ |
|       | RT          | $0.05^*$ | $-1.38^*$ | $-3.40^{**}$ | $-0.12^*$ |
|       | SVR (Linear) | $-2.13^{**}$ | $-1.34^*$ | $0.29^*$ | $4.78^*$ |
|       | SVR (RBF)   | $-2.17^{**}$ | $-1.34^*$ | $0.29^*$ | $4.77^*$ |
|       | SVR (Polynomial) | $-2.17^{**}$ | $-1.34^*$ | $0.28^*$ | $4.77^*$ |
|       | RF          | $0.68^{**}$ | $-1.57^*$ | $-3.79^{***}$ | $-2.44^{***}$ |
|       | LSTM       | $-10.35^{***}$ | $-3.04^{***}$ | $-5.16^{***}$ | $-4.52^{***}$ |
|       | Bi-LSTM    | $-10.55^{***}$ | $-3.29^{***}$ | $-4.10^{***}$ | $-5.34^{***}$ |
|       | BR         | $1.06^{**}$ | $-3.04^{***}$ | $-2.21^{***}$ | $-3.20^{***}$ |

This table shows the test statistics of DM test in examining the accuracy of our proposed Bi-LSTM BR deep learning algorithm against the benchmark algorithms in our study for major currencies (AUD, CNY, GBP, and JPY). ***, **, and * represent the rejection of a null hypothesis that an existing algorithm’s forecast accuracy is better than our proposed Bi-LSTM BR ensemble deep learning approach at $P < 0.001$, $P < 0.05$ and $P < 0.1$, respectively.

another in the C3 data for the COVID-19 period. For instance, Bi-LSTM BR outperformed other models in predicting GBP/USD, whereas Bi-LSTM was the best model for EUR/USD. Figures 11 and 12 provide additional evidence for the good predictive capacity of our proposed Bi-LSTM BR approach during this COVID-19 period. The results of the DM test in Table 10 confirm the superiority of the proposed prediction model.
Table 7: Evaluation of algorithms using RMSE for Cluster C2 (March 12 to July 25, 2020)

| Currency | Ridge | Lasso | D.Tree | SVR (Linear) | SVR (RBF) | SVR (Poly) | RFR | LSTM | Bi-LSTM | Bag Ridge | Bi-LSTM BR |
|----------|-------|-------|--------|--------------|-----------|------------|------|------|---------|-----------|------------|
| AUD      | 0.1584| 0.1294| 0.1786 | 0.1817       | 0.2107    | 0.2123     | 0.1454| 0.0151| 0.0096  | 0.1622    | 0.0859     |
| EUR      | 0.1254| 0.3024| 0.2869 | 0.1617       | 0.1668    | 0.2324     | 0.3018| 0.0138| 0.0144  | 0.1263    | 0.0704     |
| NZD      | 0.1233| 0.0939| 0.1571 | 0.1441       | 0.1466    | 0.2542     | 0.1384| 0.0203| 0.0087  | 0.1172    | 0.0629     |
| GBP      | 0.1400| 0.1748| 0.1997 | 0.1415       | 0.1412    | 0.1476     | 0.1984| 0.0060| 0.0087  | 0.1172    | 0.0629     |
| BRL      | 0.0613| 0.3879| 0.2925 | 0.0643       | 0.0707    | 0.1265     | 0.3274| 0.2201| 0.1518  | 0.0592    | 0.1055     |
| CNY      | 0.1889| 0.2337| 0.2312 | 0.1442       | 0.1417    | 0.1543     | 0.2370| 0.0268| 0.0296  | 0.1929    | 0.1113     |
| HKD      | 0.1767| 0.1586| 0.3169 | 0.1936       | 0.2058    | 0.2173     | 0.2389| 0.0029| 0.0042  | 0.1829    | 0.0936     |
| INR      | 0.1498| 0.7102| 0.6003 | 0.1623       | 0.0784    | 0.3225     | 0.6110| 1.9591| 1.7631  | 0.1392    | 0.9511     |
| MXN      | 0.1606| 0.5139| 0.2602 | 0.1790       | 0.1820    | 0.1695     | 0.2926| 1.2245| 0.9241  | 0.1589    | 0.5415     |
| ZAR      | 0.1534| 0.4317| 0.1770 | 0.1874       | 0.1961    | 0.4691     | 0.2052| 0.5541| 0.4085  | 0.1478    | 0.2781     |
| SGD      | 0.1053| 0.1056| 0.1632 | 0.1146       | 0.1182    | 0.1338     | 0.1481| 0.0035| 0.0044  | 0.1072    | 0.0558     |
| DKK      | 0.1273| 0.3116| 0.2915 | 0.1587       | 0.1640    | 0.2324     | 0.3073| 0.0781| 0.1063  | 0.1300    | 0.1182     |
| JPY      | 0.1534| 0.4760| 0.3196 | 0.1619       | 0.1292    | 0.1060     | 0.3329| 1.8337| 2.3998  | 0.1566    | 1.2782     |
| MYR      | 0.1202| 0.1242| 0.1059 | 0.1188       | 0.1205    | 0.1304     | 0.1155| 0.0403| 0.0216  | 0.1205    | 0.0711     |
| NOK      | 0.2046| 0.2426| 0.2321 | 0.2033       | 0.2032    | 0.2000     | 0.2308| 0.1101| 0.1007  | 0.2047    | 0.1527     |
| SEK      | 0.1428| 0.3892| 0.3993 | 0.1259       | 0.1201    | 0.2107     | 0.4211| 0.1203| 0.1233  | 0.1600    | 0.1416     |
| LKR      | 0.2406| 0.2920| 0.3096 | 0.2933       | 0.3461    | 0.4473     | 0.2662| 0.5853| 0.5130  | 0.2561    | 0.3845     |
| CHF      | 0.1377| 0.5895| 0.4129 | 0.2362       | 0.2468    | 0.3359     | 0.4118| 0.0148| 0.0162  | 0.1450    | 0.0806     |
| TWD      | 0.1329| 0.1624| 0.1935 | 0.1330       | 0.1679    | 0.2472     | 0.2085| 0.1426| 0.1413  | 0.1252    | 0.1332     |
| THB      | 0.1022| 0.0945| 0.1842 | 0.0975       | 0.1078    | 0.1180     | 0.1689| 0.1569| 0.0773  | 0.1063    | 0.1022     |
Fig. 9  Actual versus predicted exchange rates (scaled) for Cluster C2 (March 12 to July 25, 2020)
Fig. 9 continued
Fig. 10 Performance of algorithms based on RMSE for Cluster C2 (March 12 to July 25, 2020). Note: Korean Won (KRW) has no error since the actual exchange rate equals the predicted exchange rate.

Table 8 Robustness test of Bi-LSTM BR ensemble deep learning approach for Cluster C2 (March 12 to July 25, 2020)

| State | Algorithm     | AUD/USD  | GBP/USD | JPY/USD | CNY/USD |
|-------|---------------|----------|---------|---------|---------|
| C2    | Ridge regression | −2.22**  | 0.59*   | −0.53*  | −4.72***|
|       | Lasso regression | 1.94**   | −0.52*  | −8.03** | −4.65***|
|       | RT            | −0.302*  | −0.60*  | −3.59** | −1.17*  |
|       | SVR (Linear) | −2.16**  | 0.87*   | 0.20*   | 1.37*   |
|       | SVR (RBF)    | −2.16**  | 0.86*   | 0.20*   | 1.37*   |
|       | SVR (Polynomial) | −2.16**  | 0.87*   | 0.20*   | 1.37*   |
|       | RF           | 0.62*    | −0.95*  | −3.99***| −4.49***|
|       | LSTM         | −10.39***| −3.26***| −49.7***| −12.8***|
|       | Bi-LSTM      | −10.68***| −3.27***| −41.7***| −10.4***|
|       | BR           | −1.71*** | −0.87***| −1.69***| −4.60***|

This table shows the test statistics of DM test in examining the accuracy of our proposed Bi-LSTM BR deep learning algorithm against the benchmark algorithms in our study for major currencies (AUD, CNY, GBP, and JPY). ***, **, and * represent the rejection of a null hypothesis that an existing algorithm’s forecast accuracy is better than our proposed Bi-LSTM BR ensemble deep learning approach at $P < 0.001$, $P < 0.05$ and $P < 0.1$, respectively.

5.3.4 Cluster 4 of the COVID-19 dataset

The fourth cluster of COVID-19 data (C4) is for the period from September 9 to December 14, 2020, or 45 days. Table 11 shows that Bi-LSTM BR performed best in predicting the EUR/USD exchange rate, whereas Bi-LSTM performed best for AUD/USD. Figures 13 and 14 provide evidence that our proposed BR ensemble deep learning approach performed well...
### Table 9 Evaluation of algorithms using RMSE for Cluster C3 (July 26 to September 8, 2020)

| Currency | Ridge | Lasso | RT | SVR (Linear) | SVR (RBF) | SVR (Poly) | RF | LSTM | Bi-LSTM | BR | Bi-LSTM BR |
|----------|-------|-------|----|--------------|-----------|------------|----|------|----------|----|-----------|
| AUD      | 0.0732| 0.4266| 0.1487 | 0.1149 | 0.1262 | 0.7559 | 0.1873 | 0.0112 | 0.1156 | 0.0799 | 0.0457 |
| EUR      | 0.1105| 0.1582| 0.1724 | 0.1127 | 0.1136 | 0.1148 | 0.1286 | 0.0033 | 0.0030 | 0.1104 | 0.0567 |
| NZD      | 0.0840| 0.1903| 0.3185 | 0.1318 | 0.1500 | 0.2511 | 0.3493 | 0.0142 | 0.0127 | 0.0817 | 0.0472 |
| GBP      | 0.0758| 0.2275| 0.0982 | 0.0790 | 0.0769 | 0.0925 | 0.1318 | 0.0073 | 0.0068 | 0.0732 | 0.0400 |
| BRL      | 0.0824| 0.0862| 0.1216 | 0.0885 | 0.0974 | 0.1053 | 0.1054 | 0.0605 | 0.0512 | 0.0826 | 0.0669 |
| CNY      | 0.0526| 0.2003| 0.1587 | 0.0699 | 0.0638 | 0.0642 | 0.2012 | 0.0604 | 0.0548 | 0.0536 | 0.0542 |
| HKD      | 0.0519| 0.0566| 0.1751 | 0.0562 | 0.0562 | 0.0633 | 0.1205 | 0.0000 | 0.5482 | 0.5358 | 0.0542 |
| INR      | 0.2555| 0.3327| 0.0732 | 0.2446 | 0.3392 | 0.9080 | 0.2063 | 0.6337 | 0.5756 | 0.1977 | 0.3866 |
| MXN      | 0.0799| 0.2014| 0.3169 | 0.7881 | 0.1126 | 0.1903 | 0.3020 | 0.3179 | 0.2550 | 0.0715 | 0.1633 |
| ZAR      | 0.0780| 0.1051| 0.1525 | 0.0861 | 0.8659 | 0.0781 | 0.1239 | 0.2552 | 0.2025 | 0.0798 | 0.1411 |
| SGD      | 0.0500| 0.1660| 0.1556 | 0.0704 | 0.0735 | 0.2029 | 0.1261 | 0.0045 | 0.0037 | 0.0484 | 0.0260 |
| DKK      | 0.1097| 0.1681| 0.1334 | 0.1131 | 0.1149 | 0.0892 | 0.1164 | 0.0258 | 0.0225 | 0.1130 | 0.0677 |
| JPY      | 0.0923| 0.0919| 0.2210 | 0.1020 | 0.1040 | 0.1164 | 0.1726 | 0.2428 | 0.1365 | 0.0941 | 0.1153 |
| MYR      | 0.0629| 0.1100| 0.1728 | 0.0787 | 0.1091 | 0.1870 | 0.1784 | 0.0329 | 0.0262 | 0.0662 | 0.0462 |
| NOK      | 0.1100| 0.1254| 0.1992 | 0.1064 | 0.1060 | 0.1159 | 0.1994 | 0.0749 | 0.0740 | 0.1103 | 0.0922 |
| SEK      | 0.1109| 0.1277| 0.2191 | 0.1115 | 0.1095 | 0.1424 | 0.1979 | 0.0282 | 0.0251 | 0.1187 | 0.0719 |
| LKR      | 0.0472| 0.0351| 0.1022 | 0.0470 | 0.0468 | 0.0432 | 0.0681 | 0.3115 | 0.1505 | 0.0489 | 0.0997 |
| CHF      | 0.1266| 0.1320| 0.1500 | 0.1240 | 0.1300 | 0.1170 | 0.1362 | 0.0026 | 0.0023 | 0.1296 | 0.0660 |
| TWD      | 0.0776| 0.1138| 0.2085 | 0.1145 | 0.0955 | 0.0902 | 0.1512 | 0.0174 | 0.0170 | 0.0764 | 0.0467 |
| THB      | 0.1325| 0.1292| 0.2187 | 0.1354 | 0.1574 | 0.1649 | 0.1766 | 0.0964 | 0.0749 | 0.1335 | 0.1042 |
Fig. 11 Actual versus predicted exchange rates (scaled) for Cluster C3 (July 26 to September 8, 2020)
Fig. 11 continued
Fig. 12 Performance of algorithms based on RMSE for Cluster C3 (July 26 to September 8, 2020). Note: Korean Won (KRW) has no error since the actual exchange rate equals the predicted exchange rate.

Table 10 Robustness test of Bi-LSTM BR ensemble deep learning approach for Cluster C3 (July 26 to September 8, 2020)

| State | Algorithm          | AUD/USD | GBP/USD | JPY/USD | CNY/USD |
|-------|--------------------|---------|---------|---------|---------|
| C3    | Ridge regression   | 9.56*** | − 4.74*** | 6.94*** | − 4.09*** |
|       | Lasso regression   | 1.009*  | − 10.52*** | 2.50**  | − 14.53*** |
|       | RT                 | 0.099** | − 7.23*** | 1.97**  | − 7.98**  |
|       | SVR (Linear)       | 7.89*** | 2.33**  | 6.18**  | − 11.61** |
|       | SVR (RBF)          | 7.89*** | 2.34**  | 6.18**  | − 11.61** |
|       | SVR (Polynomial)   | 7.89*** | 2.34**  | 6.18**  | − 11.61** |
|       | RF                 | 0.03*   | − 7.33** | 1.91**  | − 8.06*** |
|       | LSTM               | − 18.03*** | 313.1*** | − 16.3*** | − 22.6*** |
|       | Bi-LSTM            | − 25.89*** | − 19.19*** | − 32.1*** | − 23.5*** |
|       | BR                 | 9.98*** | 4.85*** | 6.90*** | − 12.54*** |

This table shows the test statistics of DM test in examining the accuracy of our proposed Bi-LSTM BR deep learning algorithm against the benchmark algorithms in our study for major currencies (AUD, CNY, GBP, and JPY). ***, **, and * represent the rejection of a null hypothesis that an existing algorithm’s forecast accuracy is better than our proposed Bi-LSTM BR ensemble deep learning approach at $P < 0.001$, $P < 0.05$ and $P < 0.1$, respectively.

in predicting the exchange rate during this COVID-19 period. Table 12 shows that the DM test examined the accuracy of our proposed Bi-LSTM BR deep learning algorithm against the benchmark algorithms. The DM test results demonstrate that our approach had forecasting effectiveness in terms of a RMSE loss function against the benchmark algorithms in our study.
| Currency | Ridge | Lasso | RT | SVR (Linear) | SVR (RBF) | SVR (Poly) | RF | LSTM | Bi-LSTM | BR | Bi-LSTM BR |
|----------|-------|-------|----|--------------|-----------|------------|----|------|---------|----|-----------|
| AUD      | 0.0623| 0.1159| 0.1613| 0.0799       | 0.0764    | 0.0647     | 0.0149| 0.0162| 0.0144  | 0.0629| 0.0386    |
| EUR      | 0.0690| 0.1792| 0.2431| 0.0681       | 0.0689    | 0.0666     | 0.2332| 0.0061| 0.0062  | 0.0784| 0.0423    |
| NZD      | 0.0677| 0.3092| 0.2943| 0.0469       | 0.0457    | 0.1042     | 0.3093| 0.0250| 0.0248  | 0.0668| 0.0458    |
| GBP      | 0.1116| 0.4694| 0.3974| 0.2362       | 0.2518    | 0.3000     | 0.3912| 0.0077| 0.0093  | 0.1023| 0.0558    |
| BRL      | 0.0583| 0.0934| 0.1251| 0.0786       | 0.0802    | 0.0892     | 0.1180| 0.1359| 0.0958  | 0.0578| 0.0768    |
| CNY      | 0.1285| 0.6080| 0.5102| 0.4758       | 0.4824    | 0.5251     | 0.5120| 0.0756| 0.0813  | 0.1365| 0.1089    |
| HKD      | 0.2758| 0.4070| 0.3605| 0.3986       | 0.3986    | 0.3986     | 0.3986| 0.0017| 0.0016  | 0.3060| 0.1538    |
| INR      | 0.0988| 0.3224| 0.2340| 0.1659       | 0.1716    | 0.2745     | 0.2342| 0.3796| 0.3166  | 0.1116| 0.2141    |
| MXN      | 0.0518| 0.1669| 0.2962| 0.1319       | 0.1273    | 0.1277     | 0.2810| 0.5639| 0.5819  | 0.0609| 0.3214    |
| ZAR      | 0.0685| 0.3820| 0.3556| 0.1259       | 0.1382    | 0.2456     | 0.3544| 0.4487| 0.4802  | 0.0755| 0.2778    |
| SGD      | 0.0622| 0.2856| 0.3312| 0.0843       | 0.0980    | 0.2289     | 0.3280| 0.0085| 0.0094  | 0.0642| 0.0368    |
| DKK      | 0.0679| 0.1689| 0.2411| 0.0682       | 0.0683    | 0.0621     | 0.2294| 0.0457| 0.0470  | 0.0727| 0.0598    |
| JPY      | 0.0998| 0.1694| 0.1928| 0.0973       | 0.0983    | 0.1450     | 0.1727| 0.4852| 0.5454  | 0.1042| 0.3246    |
| MYR      | 0.0895| 0.2547| 0.2376| 0.0944       | 0.1249    | 0.1681     | 0.2420| 0.0232| 0.0237  | 0.0948| 0.0593    |
| NOK      | 0.0694| 0.1024| 0.2016| 0.0881       | 0.0897    | 0.0880     | 0.1822| 0.1509| 0.1420  | 0.0718| 0.1069    |
| SEK      | 0.0590| 0.1578| 0.2559| 0.0762       | 0.6637    | 0.0977     | 0.2542| 0.1324| 0.1441  | 0.0579| 0.1010    |
| LKR      | 0.1110| 0.1893| 0.1229| 0.0987       | 0.0958    | 0.0970     | 0.1268| 0.6118| 0.5214  | 0.1104| 0.3159    |
| CHF      | 0.0684| 0.1460| 0.2016| 0.0647       | 0.1307    | 0.1098     | 0.1977| 0.0060| 0.0065  | 0.0689| 0.0377    |
| TWD      | 0.0299| 0.2326| 0.2021| 0.0423       | 0.0323    | 0.1960     | 0.2340| 0.2277| 0.2389  | 0.0331| 0.1360    |
| THB      | 0.0675| 0.4073| 0.4488| 0.2343       | 0.2489    | 0.3402     | 0.4254| 0.3743| 0.4046  | 0.0649| 0.2347    |
Fig. 13 Actual versus predicted exchange rates (scaled) for Cluster C4 (September 9 to December 14, 2020)
5.4 Comparison of prediction performance before and during the COVID-19 pandemic

To compare the performance of the proposed Bi-LSTM BR deep learning model for the two periods, before and during the COVID-19 pandemic, we evaluated the results in terms of the RMSE, MAE and MAPE. For the COVID-19 period, we reported the average performance of clusters C1 to C4 and E1 to E3 for the period from January 31 to December 31, 2020. In
Fig. 14 Performance of algorithms based on RMSE for Cluster C4 (September 9 to December 14, 2020). Note: Korean Won (KRW) has no error since the actual exchange rate equals the predicted exchange rate.

Table 12 Robustness test of Bi-LSTM BR ensemble deep learning approach for Cluster C4 (September 9 to December 14, 2020)

| State | Algorithm         | AUD/USD | GBP/USD | JPY/USD | CNY/USD |
|-------|-------------------|---------|---------|---------|---------|
| C4    | Ridge regression  | − 9.71*** | − 1.76*  | 1.59*   | − 4.32** |
|       | Lasso regression  | − 10.00*** | − 1.39*  | − 7.75* | − 4.69** |
|       | RT                | − 6.53*** | − 1.38*  | − 3.40* | − 0.12** |
|       | SVR (Linear)      | − 6.92*** | − 1.34*  | 0.29*   | 4.78**   |
|       | SVR (RBF)         | − 6.92*** | − 1.34*  | 0.29*   | 4.77**   |
|       | SVR (Polynomial)  | − 6.92*** | − 1.34*  | 0.28*   | 4.77**   |
|       | RF                | − 6.59*** | − 1.57*  | − 3.79*** | 2.44*** |
|       | LSTM              | − 22.92*** | − 3.04*** | − 55.2*** | − 4.52*** |
|       | Bi-LSTM           | − 24.41*** | − 3.29*** | − 41.0*** | − 25.22*** |
|       | BR                | − 8.34*** | − 3.04*** | 2.21**  | 3.33***  |

This table shows the test statistics of DM test in examining the accuracy of our proposed Bi-LSTM BR deep learning algorithm against the benchmark algorithms in our study for major currencies (AUD, CNY, GBP, and JPY). ***, **, and * represent the rejection of a null hypothesis that an existing algorithm’s forecast accuracy is better than our proposed Bi-LSTM BR ensemble deep learning approach at $P < 0.001$, $P < 0.05$ and $P < 0.1$, respectively.

In other words, we investigated the differences in the prediction capacity of the deep learning-based model between the two periods. Table 13 shows that there were not only substantial differences between the two periods but also among the used currencies. Generally, we can find two patterns in the results; one pattern showing the currencies for which the predictive capacity significantly deteriorated and one pattern showing those for which no significant effect was observed. The currencies that were least affected include AUD, GBP, CNY, HKD, NOK, and THB. In contrast, the largest decline in model performance occurred for EUR and...
### Table 13: Comparison of Bi-LSTM BR performances for pre-COVID-19 and COVID-19 periods

| Currency | Pre-COVID-19 period |  | COVID-19 period |  |
|----------|---------------------|---|----------------|---|
|          | RMSE    | MAE    | MAPE    | RMSE    | MAE    | MAPE    |
| AUD      | 0.0074  | 0.0054 | 0.4069  | 0.0083  | 0.0059 | 0.3786  |
| EUR      | 0.0039  | 0.0033 | 0.3626  | 0.0139  | 0.0132 | 1.4876  |
| NZD      | 0.0097  | 0.0080 | 0.5270  | 0.0144  | 0.0137 | 1.5467  |
| GBP      | 0.0064  | 0.0053 | 0.6702  | 0.0037  | 0.0035 | 0.4581  |
| BRL      | 0.0429  | 0.0348 | 0.8711  | 0.1544  | 0.1478 | 3.2026  |
| CNY      | 0.0177  | 0.0127 | 0.1828  | 0.0276  | 0.0258 | 0.3721  |
| HKD      | 0.0038  | 0.0025 | 0.0322  | 0.0043  | 0.0039 | 0.0503  |
| INR      | 0.0072  | 0.0055 | 0.6137  | 0.1666  | 0.1547 | 0.2059  |
| MXN      | 0.1113  | 0.0820 | 0.4255  | 0.1550  | 0.1158 | 0.1882  |
| ZAR      | 0.0103  | 0.0080 | 0.9980  | 0.1651  | 0.1479 | 0.2305  |
| SGD      | 0.0048  | 0.0042 | 0.3095  | 0.0045  | 0.0037 | 0.2688  |
| DKK      | 0.0044  | 0.0034 | 0.7231  | 0.1054  | 0.0999 | 1.5075  |
| JPY      | 0.0063  | 0.0047 | 0.8444  | 0.1592  | 0.1254 | 1.9437  |
| MYR      | 0.0080  | 0.0059 | 0.1416  | 0.0218  | 0.0178 | 0.4240  |
| NOK      | 0.0089  | 0.0069 | 0.8315  | 0.1005  | 0.0604 | 0.6379  |
| SEK      | 0.0080  | 0.0061 | 0.8594  | 0.1260  | 0.1211 | 1.2843  |
| LKR      | 0.0034  | 0.0022 | 0.2304  | 0.5395  | 0.4756 | 0.2636  |
| CHF      | 0.0041  | 0.0033 | 0.3364  | 0.0166  | 0.0154 | 1.6427  |
| TWD      | 0.0849  | 0.0604 | 0.1950  | 0.1500  | 0.1451 | 0.4848  |
| THB      | 0.0841  | 0.0603 | 0.1939  | 0.0808  | 0.0639 | 0.2032  |

For the COVID-19 period, the results were averaged over clusters C1-E3 (i.e., January 31–December 31, 2020).

For the COVID-19 period, the results were averaged over clusters C1-E3 (i.e., January 31–December 31, 2020).

other European currencies. To further investigate the differences across the studied foreign exchange markets, we compared the overall performance for the two periods in terms of the RMSE, MAE and MAPE, as shown in Fig. 15. On average, the prediction performance of Bi-LSTM BR deteriorated during the COVID-19 period, as confirmed by the significant differences obtained using the DM test at a $P$-value less than 0.05 for all the used performance metrics.

![Fig. 15 Prediction performance of Bi-LSTM BR in pre–COVID-19 and COVID-19 periods](image.png)
Table 14 Evaluation of algorithms using RMSE for Cluster E1 (December 31, 2019 to March 11, 2020)

| Currency | Ridge | Lasso | RT  | SVR (Linear) | SVR (RBF) | SVR (Poly) | RF  | LSTM | Bi-LSTM | BR  | Bi-LSTM |
|----------|-------|-------|-----|--------------|-----------|------------|-----|------|---------|-----|---------|
| AUD      | 0.0589| 0.1531| 0.2275| 0.0946       | 0.0964    | 0.0892     | 0.1001| 0.0263| 0.0305  | 0.0577| 0.0427  |
| EUR      | 0.0905| 0.1338| 0.1394| 0.1172       | 0.1072    | 0.1044     | 0.1199| 0.0089| 0.0089  | 0.0691| 0.0389  |
| NZD      | 0.0527| 0.1483| 0.3432| 0.0979       | 0.1105    | 0.1127     | 0.2968| 0.0313| 0.0408  | 0.0526| 0.0644  |
| GBP      | 0.1084| 0.1901| 0.1501| 0.1050       | 0.1009    | 0.1457     | 0.1405| 0.0050| 0.0049  | 0.1064| 0.0611  |
| BRL      | 0.0471| 0.2593| 0.3073| 0.1893       | 0.1985    | 0.1285     | 0.3030| 0.2181| 0.1825  | 0.0501| 0.1183  |
| CNY      | 0.0635| 0.0908| 0.1262| 0.0659       | 0.0657    | 0.0682     | 0.1252| 0.0271| 0.0351  | 0.0640| 0.0689  |
| HKD      | 0.1710| 0.2800| 0.2112| 0.1771       | 0.1945    | 0.1894     | 0.2063| 0.0117| 0.0069  | 0.1589| 0.0727  |
| INR      | 0.1195| 0.5028| 0.3979| 0.2367       | 0.2459    | 0.1866     | 0.4037| 1.5114| 0.9060  | 0.0846| 0.4953  |
| MXN      | 0.1556| 0.3966| 0.3575| 0.4052       | 0.4052    | 0.3591     | 0.8846| 0.1493| 0.1592  | 0.3718|         |
| ZAR      | 0.0732| 0.2524| 0.2496| 0.1451       | 0.1511    | 0.0970     | 0.2513| 0.5816| 0.5860  | 0.0704| 0.3563  |
| SGD      | 0.0613| 0.0537| 0.0944| 0.0761       | 0.0839    | 0.0989     | 0.0625| 0.0151| 0.0272  | 0.1303| 0.0788  |
| DKK      | 0.0908| 0.1364| 0.1389| 0.1148       | 0.1183    | 0.1408     | 0.1456| 0.0731| 0.0638  | 0.0900| 0.0662  |
| JPY      | 0.1070| 0.3122| 0.2272| 0.2618       | 0.2626    | 0.2697     | 0.2253| 1.6836| 0.1147  | 0.0802| 0.6164  |
| MYR      | 0.0826| 0.2472| 0.3869| 0.1360       | 0.1441    | 0.0913     | 0.3730| 0.0746| 0.0665  | 0.0830| 0.0930  |
| NOK      | 0.0794| 0.1131| 0.1266| 0.1024       | 0.1040    | 0.0901     | 0.1276| 0.1662| 0.2277  | 0.0618| 0.1448  |
| SEK      | 0.1030| 0.1025| 0.1078| 0.1018       | 0.1018    | 0.1013     | 0.1061| 0.0786| 0.0867  | 0.1018| 0.0828  |
| LKR      | 0.2463| 0.2556| 0.2642| 0.2567       | 0.2613    | 0.2570     | 0.2456| 0.5184| 0.4260  | 0.2465| 0.2982  |
| CHF      | 0.0950| 0.3691| 0.2888| 0.1800       | 0.1860    | 0.2380     | 0.2864| 0.0116| 0.0077  | 0.0915| 0.0697  |
| TWD      | 0.1115| 0.1666| 0.1438| 0.1284       | 0.1238    | 0.1200     | 0.1278| 0.1521| 0.1342  | 0.1132| 0.1302  |
| THB      | 0.0483| 0.1112| 0.1512| 0.0787       | 0.0834    | 0.0565     | 0.1434| 0.4061| 0.5595  | 0.0490| 0.3011  |
Table 15 Robustness test of Bi-LSTM BR ensemble deep learning approach for Cluster E1 (December 31, 2019 to March 11, 2020)

| State | Algorithm      | AUD/USD | GBP/USD | JPY/USD | CNY/USD |
|-------|----------------|---------|---------|---------|---------|
| E1    | Ridge regression | 1.48*   | -4.74***| 1.59**  | -0.74*  |
|       | Lasso regression  | -10.46***| -10.52***| -7.75**  | -1.59*  |
|       | RT              | -8.52***| -7.23***| -3.40**  | -2.96***|
|       | SVR (Linear)    | -3.89***| 2.33**  | 0.29**  | -1.63*  |
|       | SVR (RBF)       | -3.89***| 2.34**  | 0.29**  | -1.63*  |
|       | SVR (Polynomial)| -3.89***| 2.34**  | 0.28**  | -1.63*  |
|       | RF              | -8.34***| -7.33**| -3.79***| -2.54***|
|       | LSTM            | -24.65***| -31.1***| -5.16***| -13.1***|
|       | Bi-LSTM         | -25.70***| -19.19***| -4.10***| -14.4***|
|       | BR              | 1.51***  | 4.85*** | -2.21***| -0.75***|

This table shows the test statistics of DM test in examining the accuracy of our proposed Bi-LSTM BR deep learning algorithm against the benchmark algorithms in our study for major currencies (AUD, CNY, GBP, and JPY). ***, **, and * represent the rejection of a null hypothesis that an existing algorithm’s forecast accuracy is better than our proposed Bi-LSTM BR ensemble deep learning approach at $P < 0.001$, $P < 0.05$ and $P < 0.1$, respectively.

6 Robustness check

To check the robustness of the results, we applied algorithms for three clusters based on the timeline of events related to the U.S. government policies to combat the COVID-19 pandemic. Results from clusters based on events are qualitatively similar to those from the confirmed cases. Results in Tables 14, 16 and 18 show that Bi-LSTM, BR, and Bi-LSTM BR consistently outperformed the other methods across the clusters and for most of the currencies. Consistent with the clusters’ results based on confirmed cases, Figs. 16, 18 and 20 provide evidence that our proposed BR ensemble deep learning approach performed well in predicting the exchange rate during the highly volatile COVID-19 period. Figures 17, 19 and 21 confirm this by depicting the RMSE achieved for clusters E1 to E3. Tables 15, 17 and 19 provides the results of the DM test in examining the accuracy of our proposed Bi-LSTM BR deep learning algorithm against the benchmark algorithms. The results demonstrate that our proposed approach had superior forecasting effectiveness in terms of the RMSE loss function.

7 Discussion

The main motivation for our Bi-LSTM BR hybrid prediction model was to take full advantage of state-of-the-art deep learning models by combining them in an ensemble learning manner. To demonstrate the efficiency of the proposed Bi-LSTM BR model, Table 20 compares our results with those of existing studies. It is worth noting that only level estimation models were selected to achieve a fair comparison. Compared with existing approaches, the proposed model achieved a superior average performance in terms of the RMSE, MAE, and MAPE. It must be acknowledged that the best performance so far has been reported by Islam and Hossain (2020). However, unlike in other studies, the authors did not use a daily prediction
Table 16 Evaluation of algorithms using RMSE for Cluster E2 (March 12 to June 8, 2020)

| Currency | Ridge | Lasso | RT | SVR (Linear) | SVR (RBF) | SVR (Poly) | RF | LSTM | Bi-LSTM | BR | Bi-LSTM | BR |
|----------|-------|-------|----|-------------|-----------|------------|----|------|---------|----|---------|----|
| AUD      | 0.0347| 0.1304| 0.1449| 0.0813      | 0.0756    | 0.0248     | 0.1532| 0.0652| 0.0471   | 0.0337| 0.0404  |
| EUR      | 0.0897| 0.1520| 0.1222| 0.0706      | 0.0776    | 0.0840     | 0.1260| 0.0997| 0.0079   | 0.0897| 0.0488  |
| NZD      | 0.0066| 0.1811| 0.2007| 0.0684      | 0.0746    | 0.0476     | 0.1977| 0.0376| 0.0341   | 0.0586| 0.0464  |
| GBP      | 0.0460| 0.0594| 0.1644| 0.0589      | 0.0596    | 0.0593     | 0.0966| 0.0081| 0.0055   | 0.0456| 0.0256  |
| BRL      | 0.0624| 0.0861| 0.1012| 0.0681      | 0.0631    | 0.0706     | 0.0891| 0.1855| 0.0866   | 0.0644| 0.0755  |
| CNY      | 0.0779| 0.1630| 0.2162| 0.1110      | 0.1432    | 0.3517     | 0.2026| 0.0253| 0.0182   | 0.0785| 0.0484  |
| HKD      | 0.0363| 0.0422| 0.0507| 0.0372      | 0.0376    | 0.0439     | 0.0391| 0.0022| 0.0010   | 0.0363| 0.0186  |
| INR      | 0.0579| 0.0616| 0.1469| 0.0569      | 0.0583    | 0.0652     | 0.1152| 0.1884| 0.1397   | 0.0607| 0.1002  |
| MXN      | 0.0967| 0.1673| 0.1541| 0.0956      | 0.0996    | 0.1121     | 0.1228| 0.8039| 0.6081   | 0.1020| 0.3551  |
| ZAR      | 0.0553| 0.0768| 0.1087| 0.0602      | 0.0770    | 0.0730     | 0.0820| 0.4359| 0.2452   | 0.0530| 0.1491  |
| SGD      | 0.0605| 0.1130| 0.1212| 0.0692      | 0.0732    | 0.0707     | 0.1260| 0.0105| 0.0088   | 0.0592| 0.0340  |
| DKK      | 0.0913| 0.1585| 0.1453| 0.0850      | 0.0873    | 0.0908     | 0.1342| 0.0704| 0.0573   | 0.0969| 0.0771  |
| JPY      | 0.0383| 0.0579| 0.0891| 0.0496      | 0.0433    | 0.0372     | 0.0575| 0.5083| 0.3868   | 0.0375| 0.2121  |
| MYR      | 0.0769| 0.1064| 0.1457| 0.0772      | 0.0724    | 0.0726     | 0.1180| 0.0247| 0.0195   | 0.0780| 0.0488  |
| NOK      | 0.0506| 0.1550| 0.1512| 0.1213      | 0.1166    | 0.1264     | 0.1527| 0.0474| 0.3010   | 0.0529| 0.1770  |
| SEK      | 0.0734| 0.2548| 0.2326| 0.1278      | 0.1125    | 0.1128     | 0.2264| 0.2319| 0.2309   | 0.0691| 0.1500  |
| LKR      | 0.0430| 0.0670| 0.0714| 0.0315      | 0.0320    | 0.0309     | 0.0527| 1.6811| 0.9422   | 0.0386| 0.4904  |
| CHF      | 0.0499| 0.0591| 0.0816| 0.0503      | 0.0499    | 0.0492     | 0.0572| 0.0033| 0.0026   | 0.0537| 0.0281  |
| TWD      | 0.0642| 0.0980| 0.1196| 0.0721      | 0.0706    | 0.0749     | 0.1031| 0.1180| 0.0830   | 0.0654| 0.0742  |
| THB      | 0.0878| 0.2134| 0.1454| 0.0846      | 0.0853    | 0.0811     | 0.1421| 0.3836| 0.3362   | 0.0953| 0.2158  |
**Table 17** Robustness test of Bi-LSTM BR ensemble deep learning approach for Cluster E2 (March 12 to June 8, 2020)

| State | Algorithm   | AUD/USD   | GBP/USD   | JPY/USD   | CNY/USD   |
|-------|-------------|-----------|-----------|-----------|-----------|
| E2    | Ridge regression | $-2.22^{**}$ | $0.59^*$  | $-0.53^*$ | $-4.72^{***}$ |
|       | Lasso regression | $1.94^{**}$  | $-0.52^*$ | $-8.03^{**}$ | $-4.65^{***}$ |
|       | RT          | $-0.302^*$ | $-0.60^*$ | $-3.59^{**}$ | $-1.17^*$  |
|       | SVR (Linear) | $-2.16^{**}$ | $0.87^*$  | $0.20^*$  | $1.37^*$  |
|       | SVR (RBF)   | $-2.16^{**}$ | $0.86^*$  | $0.20^*$  | $1.37^*$  |
|       | SVR (Polynomial) | $-2.16^{**}$ | $0.87^*$  | $0.20^*$  | $1.37^*$  |
|       | RF          | $0.62^*$  | $-0.95^*$ | $-3.99^{***}$ | $-4.49^{***}$ |
|       | LSTM        | $-10.39^{***}$ | $-3.26^{***}$ | $-49.70^{***}$ | $-12.80^{**}$ |
|       | Bi-LSTM     | $-10.68^{***}$ | $-3.27^{***}$ | $-41.70^{***}$ | $-10.40^{***}$ |
|       | BR          | $-1.71^{***}$ | $-0.87^{***}$ | $-1.69^{***}$ | $-4.60^{***}$ |

This table shows the test statistics of DM test in examining the accuracy of our proposed Bi-LSTM BR deep learning algorithm against the benchmark algorithms in our study for major currencies (AUD, CNY, GBP, and JPY). ***, **, and * represent the rejection of a null hypothesis that an existing algorithm’s forecast accuracy is better than our proposed Bi-LSTM BR ensemble deep learning approach at $P < 0.001$, $P < 0.05$ and $P < 0.1$, respectively.

The demonstrated robustness of the proposed model indicates high confidence in its predictions during the COVID-19 period. We have found additional empirical support for the previous findings of Umar and Gubareva (2020) that foreign exchange markets have been highly volatile during the pandemic. This can also be attributed to the decline in foreign exchange market efficiency during the COVID-19 period (Aslam et al., 2020). Our results suggest that as the number of pandemic cases in a country increased, more negative effects were seen on the country’s exchange rate predictability. This information can be used to develop targeted interventions aimed at stabilizing foreign exchange markets.

In this study, we examined the predictability of 21 major currency pairs, including currencies of the world’s largest economies. Therefore, the results of our study can help investors and other stakeholders to evaluate their risks and their effects on business decisions. In fact, exchange rate volatility is essential for the valuations of assets and liabilities and the pricing of derivative instruments. The predictions provided by the proposed model can be incorporated into existing volatility models to improve their prediction accuracy. Predicting foreign exchange market volatility during the pandemic period is also critical for policymakers in reducing systematic risks when planning for and implementing fiscal and monetary policies.

The findings of this study have a number of important implications for stakeholders. In accordance with work by Umar and Gubareva (2020), cross-currency hedges are suggested to address the higher currency risk posed by the pandemic. Indeed, during the COVID-19 period, it became crucial for stakeholders, including banks and private companies, to anticipate the
| Currency | Ridge | Lasso | RT  | SVR (Linear) | SVR (RBF) | SVR (Poly) | RF   | LSTM | Bi-LSTM | BR   | Bi-LSTM BR |
|----------|-------|-------|-----|------------|----------|-----------|------|------|---------|------|------------|
| AUD      | 0.0400| 0.0954| 0.0939| 0.0376     | 0.0372   | 0.0437    | 0.0812| 0.0191| 0.0079  | 0.0382| 0.0230     |
| EUR      | 0.0310| 0.0604| 0.1289| 0.0573     | 0.0618   | 0.0987    | 0.1148| 0.0087| 0.0033  | 0.0307| 0.0170     |
| NZD      | 0.0427| 0.2782| 0.2753| 0.0334     | 0.0699   | 0.0420    | 0.2886| 0.0340| 0.0195  | 0.0407| 0.0301     |
| GBP      | 0.0331| 0.0708| 0.0533| 0.0344     | 0.0418   | 0.0357    | 0.0424| 0.0096| 0.0026  | 0.0335| 0.0180     |
| BRL      | 0.0510| 0.0895| 0.0677| 0.0548     | 0.0559   | 0.0627    | 0.0662| 0.0889| 0.0523  | 0.0506| 0.0515     |
| CNY      | 0.0206| 0.1154| 0.1682| 0.0216     | 0.0231   | 0.1279    | 0.1679| 0.1208| 0.0317  | 0.0207| 0.0262     |
| HKD      | 0.1524| 0.2552| 0.2124| 0.1483     | 0.1489   | 0.1717    | 0.1754| 0.0011| 0.1531  | 0.0769|            |
| INR      | 0.0418| 0.0421| 0.1058| 0.0434     | 0.0474   | 0.0509    | 0.0829| 0.1628| 0.1353  | 0.0417| 0.0885     |
| MXN      | 0.0352| 0.1995| 0.2030| 0.0932     | 0.0881   | 0.0584    | 0.2088| 0.7653| 0.3016  | 0.0350| 0.1683     |
| ZAR      | 0.0365| 0.3281| 0.2868| 0.1404     | 0.1534   | 0.2643    | 0.2907| 0.6947| 0.3731  | 0.0377| 0.2054     |
| SGD      | 0.0330| 0.1173| 0.1724| 0.0908     | 0.1021   | 0.1546    | 0.1837| 0.0124| 0.0051  | 0.0336| 0.0194     |
| DKK      | 0.0302| 0.0588| 0.1267| 0.0641     | 0.0696   | 0.0985    | 0.1114| 0.0544| 0.0254  | 0.0303| 0.0279     |
| JPY      | 0.0649| 0.1469| 0.1340| 0.0635     | 0.0800   | 0.1360    | 0.1216| 0.8623| 0.3686  | 0.0649| 0.2167     |
| MYR      | 0.0304| 0.0952| 0.1346| 0.0576     | 0.0631   | 0.1286    | 0.1406| 0.0439| 0.0134  | 0.0300| 0.0217     |
| NOK      | 0.0550| 0.0760| 0.0810| 0.0599     | 0.0596   | 0.0629    | 0.0657| 0.1095| 0.0582  | 0.0552| 0.0567     |
| SEK      | 0.0311| 0.0741| 0.0923| 0.0586     | 0.0613   | 0.0718    | 0.0972| 0.1505| 0.0514  | 0.0306| 0.0410     |
| LKR      | 0.0736| 0.0871| 0.0998| 0.0736     | 0.0746   | 0.0746    | 0.0859| 0.3334| 0.3144  | 0.0737| 0.1941     |
| CHF      | 0.0408| 0.0692| 0.1202| 0.0439     | 0.0470   | 0.0650    | 0.1138| 0.0093| 0.0034  | 0.0406| 0.0220     |
| TWD      | 0.0220| 0.1511| 0.1196| 0.0753     | 0.0799   | 0.1312    | 0.1218| 0.3417| 0.1133  | 0.0222| 0.0677     |
| THB      | 0.0540| 0.0351| 0.3375| 0.0527     | 0.0725   | 0.1205    | 0.3464| 0.4290| 0.2684  | 0.0523| 0.1604     |
Table 19 Robustness test of Bi-LSTM BR ensemble deep learning approach for Cluster E3 (June 9 to December 14, 2020)

| State | Algorithm     | AUD/USD | GBP/USD | JPY/USD | CNY/USD |
|-------|---------------|---------|---------|---------|---------|
| E3    | Ridge regression | 9.56*** | -4.74*** | 6.94*** | -4.09*** |
|       | Lasso regression | 1.009*  | -10.52*** | 2.50**  | -14.53*** |
|       | RT             | 0.099*  | -7.23*** | 1.97**  | -7.98**  |
|       | SVR (Linear)   | 7.89*** | 2.33**  | 6.18**  | -11.61** |
|       | SVR (RBF)      | 7.89*** | 2.34**  | 6.18**  | -11.61** |
|       | SVR (Polynomial)| 7.89*** | 2.34**  | 6.18**  | -11.61** |
|       | RF             | 0.03*   | -7.33** | 1.91**  | -8.06*** |
|       | LSTM           | -18.03*** | -313.1*** | -16.3*** | -22.6*** |
|       | Bi-LSTM        | -25.89*** | -19.19*** | -32.1*** | -23.5*** |
|       | BR             | 9.98*** | 4.85*** | 6.90*** | -12.54*** |

This table shows the test statistics of DM test in examining the accuracy of our proposed Bi-LSTM BR deep learning algorithm against the benchmark algorithms in our study for major currencies (AUD, CNY, GBP, and JPY). ***, **, and * represent the rejection of a null hypothesis that an existing algorithm’s forecast accuracy is better than our proposed Bi-LSTM BR ensemble deep learning approach at $P < 0.001$, $P < 0.05$ and $P < 0.1$, respectively.

Effects of the pandemic on their business and financial risks associated with increased foreign currency market volatility. These stakeholders are now increasingly checking the reliability of the foreign market data used as inputs for the valuation of their assets, liabilities, and contracts. The proposed prediction model might not only provide some support for this checking process but it can also be used to identify the most seriously affected exposures. This in turn can result in the reconsidering of current hedging strategies. Therefore, our research suggests that stakeholders should take more advantage of derivative markets by using hedging with options and cross-currency basis swaps.

Another challenging issue is the post-pandemic scenario in the foreign exchange market. Our results indicate that the predictability of the foreign exchange market of countries less affected by COVID-19 is close to that from before the pandemic. Hence, post-pandemic foreign exchange markets are expected to be more predictable, allowing investors to find more opportunities in foreign exchange markets.

8 Conclusion

In this study, we proposed an ensemble deep learning approach combining Bi-LSTM and BR. We have applied other machine learning algorithms, such as RT, SVR, and RF, and deep learning algorithms, such as LSTM and Bi-LSTM. Results from the DM test show that our proposed Bi-LSTM BR ensemble deep learning approach has superior forecasting effectiveness in terms of a RMSE loss function against these benchmark algorithms. These findings suggest that in general, the prediction performance of the used model worsened during the COVID-19 period. The performance deteriorated especially for exchange rates of the most adversely affected countries, and this can be attributed to a higher currency volatility induced by the pandemic. However, it should be noted that although this increased volatility translates into more challenging foreign exchange market predictions, our model still performed well.
Fig. 16 Actual versus predicted exchange rates (scaled) for Cluster E1 (December 31, 2019 to March 11, 2020)
compared with existing prediction models in terms of the RMSE, MAE, and MAPE. The highly competitive prediction capacity of the proposed model in both periods, pre-COVID-19 and COVID-19, is beneficial for policymakers, entrepreneurs, foreign exchange brokers, and dealers when addressing currency risks, particularly during the highly volatile COVID-19 period. This study’s findings can support market participants as they try to find the best
investment strategy that can generate profits during the crisis period while also managing the increased currency risk.

This study has revealed several questions in need of further investigation. Our proposed Bi-LSTM BR ensemble deep learning approach was shown to be highly effective for foreign exchange markets. It would be interesting to investigate its effectiveness in other financial and commodity markets, such as in forecasting stock prices, crude oil prices, and prices of gold and other precious metals. Our primary focus was on exchange rate forecasting, and we have not included other factors such as interest rate differentials and inflation differentials. Additional determinants should therefore be incorporated into the proposed prediction model. The forecasting power may be enhanced if these factors are integrated into our proposed Bi-LSTM BR ensemble deep learning approach. This provides an opportunity for future research. The financial implications for investors of trading strategies based on the predictions of the proposed model should also be considered in further work.

Fig. 17 Actual versus predicted exchange rates (scaled) for Cluster E2 (March 12 to June 8, 2020)
Fig. 18 Actual versus predicted exchange rates (scaled) for Cluster E3 (June 9 to December 14, 2020)
Fig. 18 continued
Fig. 19 Performance of algorithms based on RMSE for Cluster E1 (December 31, 2019 to March 11, 2020). Note: Korean Won (KRW) has no error since the actual exchange rate equals to the predicted exchange rate.
Fig. 20 Performance of algorithms based on RMSE for Cluster E2 (March 12 to June 8, 2020). Note: Korean Won (KRW) has no error since the actual exchange rate equals the predicted exchange rate.
Fig. 20 continued
Fig. 21 Performance of algorithms based on RMSE for Cluster E3 (June 9 to December 14, 2020). Note: Korean Won has no error since the actual exchange rate equals the predicted exchange rate.

Table 20 Comparison of Bi-LSTM BR with existing prediction models

| Study                              | Method    | Currencies                      | Average performance |
|------------------------------------|-----------|---------------------------------|---------------------|
| Panda and Narasimhan (2007)       | NN        | INR/USD                         | RMSE = 0.1087, MAE = 0.0676 |
| Bagheri et al. (2014)             | ANFIS     | EUR/USD, GBP/USD, USD/JPY, USD/CHF | RMSE = 0.1164, MAE = 0.088, MAPE = 0.2546 |
| Shen et al. (2015)                | DBN       | GBP/USD, INR/USD, BRL/USD       | RMSE = 0.0094, MAE = 0.0070, MAPE = 1.6422 |
| Dash (2018)                       | PSN       | USD/CAD, USD/CHF, USD/JPY       | RMSE = 0.0457, MAE = 0.037, MAPE = 1.0016 |
| Islam and Hossain (2020)          | GRU-LSTM  | EUR/USD, GBP/USD, USD/CAD, USD/CHF | RMSE = 0.0187, MAE = 0.0117 |
| Panda et al. (2021)               | CNN       | AUD/USD, EUR/USD, EUR/CAD, GBP/USD, USD/CAD, USD/JPY | RMSE = 0.3207, MAE = 0.4207 |
| This study                        | Bi-LSTM BR| 21 currencies                   | Pre-COVID-19: RMSE = 0.0219, MAE = 0.0162, MAPE = 0.4878, COVID-19: RMSE = 0.1009, MAE = 0.0880, MAPE = 0.8391 |

CNN is convolutional neural network, DBN is deep belief network, GRU is gated recurrent unit, and PSN is pi-sigma network.
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