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Abstract. We substantially extend our relaxation theory for perturbed many-body quantum systems from ((2020) Phys. Rev. Lett. 124 120602) by establishing an analytical prediction for the time-dependent observable expectation values which depends on only two characteristic parameters of the perturbation operator: its overall strength and its range or band width. Compared to the previous theory, a significantly larger range of perturbation strengths is covered. The results are obtained within a typicality framework by solving the pertinent random matrix problem exactly for a certain class of banded perturbations and by demonstrating the (approximative) universality of these solutions, which allows us to adopt them to considerably more general classes of perturbations. We also verify the prediction by comparison with several numerical examples.
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1. **Introduction**

The question of how the behavior of a given system changes in response to a weak perturbation is ubiquitous in physics. If many degrees of freedom are involved, the microscopic dynamics is commonly expected to be extremely sensitive against small changes (chaotic...
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[1]), so that it is virtually impossible to theoretically predict the response exactly or in terms of well-controlled approximations [2]. Yet, the actually observed behavior in experiments and numerical simulations is often found to obey relatively simple and robust ‘laws’. Here, we specifically ask how the temporal relaxation of an isolated many-body quantum system is altered by a small modification of the Hamiltonian, and we bridge the inevitable gap between what is theoretically feasible and what is actually observed by adopting the general framework of random matrix theory [1, 3].

As our starting point we utilize the tools and results which we previously established in [4] and summarize here in section 2 (see also [5–7] for some related earlier works and section 6 for a more detailed discussion of their connection to our present approach): essentially, the idea is to consider not one specific but rather an entire ensemble of perturbations, most of which still closely resemble the one of actual interest. The first main result obtained in [4] was an analytical prediction for the ensemble-averaged, time-dependent deviations of the perturbed from the unperturbed expectation values of generic observables. In a second step, it was shown that nearly all members of the ensemble behave very similarly to the average. Finally, it was argued that also the system of actual interest belongs to that vast majority. In the context of random matrix theory, this is a well-established line of reasoning, which has to our knowledge never been rigorously justified, but is extremely successful in practice [3]. In fact, it has been originally devised by Wigner for the very purpose of exploring chaotic quantum many-body systems and is by now widely recognized as a remarkably effective tool in this context [1]. We emphasize once more that such an approach should not be viewed as a randomization of the real physical perturbation [8, 9]. Rather, the basic assertion is that the ‘true’ (non-random) perturbation belongs to the vast majority of all the very similarly behaving members of some properly chosen ensemble.

Technically speaking, a key role in the above described approach from [4] is played by a non-linear integral equation, which so far could only be tackled analytically in two limiting cases. At the focus of our present paper is a much more detailed analytical investigation of this non-linear integral equation (section 4).

The central results of this work are summarized in section 3 and established in detail in section 5. Our first main result is that a very large class of perturbations can be extremely well characterized by only two parameters. One of them essentially describes the perturbation strength. The other one quantifies the range of the perturbation in terms of how quickly its matrix elements in the unperturbed eigenbasis decay with their energy difference. Our second main result is a very general analytical approximation of the perturbed relaxation in terms of these two parameters. As a validation of the adopted random matrix approach itself and of our analytical approximations within such an approach, we finally compare our predictions with numerically obtained results for various specific models (section 7). Altogether, notable analytical progress is thus achieved with regard to the general topics of equilibration and thermalization in isolated many-body quantum systems, which have attracted increasing theoretical and experimental interest during recent years, as reviewed, e.g. in [10–16].
2. Setting the stage

In this section, we outline the general framework and the main results from the pertinent predecessor work \[4\], which in turn is very similar in its general spirit to the hallmark paper by Deutsch \[5\] and its further developments for instance in \[6, 7, 17, 18\].

As announced in the introduction, we study the temporal relaxation of an isolated many-body quantum system with Hamiltonian

$$H = H_0 + \lambda V,$$

(1)

where \(H_0\) describes the unperturbed system, \(V\) the perturbation, and \(\lambda\) the coupling. At time \(t = 0\), the system is prepared in some pure or mixed, and generally far-from-equilibrium initial state \(\rho(0)\). Considering the unperturbed relaxation behavior as given (known), our aim is to draw conclusions about the time evolution of the same initial state when the dynamics is subject to sufficiently weak perturbations.

For example, \(H_0\) may model two isolated subsystems (or a system and its environment), and \(\lambda V\) their interaction. If both are prepared in thermal equilibrium states with different temperatures, the perturbation causes a relaxation towards a new thermal equilibrium of the compound system. More generally, already the unperturbed subsystems may exhibit some non-trivial relaxation, which is then modified by the perturbation.

Second, if the considered observable commutes with \(H_0\) (constant of motion), one may ask for the response to a perturbation which breaks the corresponding symmetry. Similarly, the initial state may commute with \(H_0\) (steady state), but not any more with \(H\).

Third, analytical solutions may be available for \(H_0\) but not for \(H\). For instance, \(H_0\) may describe a non-interacting many-body system and \(V\) the interactions, or \(H_0\) may be integrable and \(H\) non-integrable.

Finally, interesting examples even without a steady long-time limit of the unperturbed system are conceivable and will be covered by our approach.

Focusing on possibly large but finite systems, the Hamiltonian \(H\) in (1) exhibits a discrete set of eigenvalues \(E_n\) and eigenvectors \(|n\rangle\), with \(n\) running from one to infinity, or, for instance for a spin model, to some large but finite upper limit. The initial state \(\rho(0)\) evolves according to the Schrödinger or von Neumann equation, so that the state at a later time \(t > 0\) is given by \(\rho(t) = e^{-iHt}\rho(0)e^{iHt} (\hbar = 1)\), and the expectation value of an observable (self-adjoint operator) \(A\) by

$$\langle A \rangle_{\rho(t)} := \text{Tr}\{\rho(t)A\} = \sum_{m,n} e^{i(E_n - E_m)t} \rho_{mn}(0) A_{nm},$$

(2)

where \(\rho_{mn}(t) := \langle m | \rho(t) | n \rangle\) and \(A_{nm} := \langle n | A | m \rangle\). Likewise, the corresponding expectation values when the same initial state \(\rho(0)\) evolves according to the unperturbed Hamiltonian \(H_0\) with eigenvalues \(E_0^n\) and eigenvectors \(|n\rangle_0\) take the form
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\[
\langle A \rangle_{\rho_0(t)} := \text{Tr}\{\rho_0(t)A\} = \sum_{m,n} e^{i(E_n^0 - E_m^0)t} \rho_{mn}^0(0) A_{mn}^0
\]

with \(\rho_{mn}^0(0) := \langle m|\rho(0)|n\rangle_0\) and \(A_{nm}^0 := \langle n|A|m\rangle_0\).

As usual in this context \([10–12]\), we take for granted that only energies \(E_n\) within some sufficiently small energy interval \(I_E\) entail non-negligible level populations \(\rho_{nn}(0)\) so that the (locally averaged) mean level spacing \(\varepsilon\) is approximately constant throughout \(I_E\), and likewise for the unperturbed populations \(\rho_{nn}^0(0)\) \([5]\). This assumption of an approximately constant density of states \(\varepsilon^{-1}\) for both \(H_0\) and \(H\) in particular requires that the perturbation should not become so strong that it modifies the system’s thermodynamic properties since the density of states is directly related to (the derivative of) Boltzmann’s entropy.

As shown in \([4]\), we thus can replace both \(E_n - E_m\) in (2) and \(E_n^0 - E_m^0\) in (3) by \((n-m)\varepsilon\) in extremely good approximation. Finally, one can employ the overlaps of the perturbed and unperturbed energy eigenstates,

\[
U_{mn} := \langle m|n\rangle_0,
\]

to rewrite also the right-hand side of (2) in terms of the unperturbed matrix elements \(\rho_{mn}^0(0)\) and \(A_{nm}^0\) (see also section 6.1). Hence, the comparison between the perturbed and unperturbed relaxation behavior in (2) and (3) essentially boils down to gathering sufficient information about the unitary basis transformation in (4). The simplest idea that immediately comes to mind is to utilize in (1) elementary (Rayleigh–Schrödinger) perturbation theory in order to determine those matrix elements in (4). However, such an approach is limited to exceedingly small \(\lambda\) values in (1) due the extremely large level density \(\varepsilon^{-1}\) and the concomitant small denominators in such a perturbative treatment.

On the one hand, such exceedingly weak perturbations will hardly affect the expectation values in (2) on reasonable time scales at all. For sufficiently strong perturbations, on the other hand, a perturbative expansion of the propagator will generally be limited to uninterestingly small time scales compared to the relevant relaxation time. In other words, some alternative, non-perturbative approach is indispensable.

We thus adopted in \([4]\) the well-established approach \([5–7, 17, 18]\) to temporarily consider an entire statistical ensemble of similar perturbations instead of one particular \(V\) in (1) (see also introduction and section 7 for the general conceptual ideas behind such an approach). More precisely speaking, expressing the operator \(V\) in the eigenbasis of the unperturbed system, we choose an ensemble of matrices \(V_{mn}^0 := \langle m|V|n\rangle_0\) whose statistics still reflects the essential properties of the ‘true’ perturbation \(V\) in (1) as closely as possible. For instance, the \(V_{mn}^0\) may (but need not) exhibit a so-called banded and/or sparse matrix structure. Technically speaking, our main assumptions regarding the admitted random matrix ensembles are that the matrix elements \(V_{mn}^0\) must be statistically independent (apart from \(V_{nm}^0 = (V_{mn}^0)^*\) and of zero average (unbiased). Moreover, the second moments (or variances) should only depend—at least within the relevant energy interval \(I_E\) and in sufficiently good approximation—on the energy difference \(E_m^0 - E_n^0\) of the two levels \(|m\rangle_0, |n\rangle_0\) which are coupled via \(V_{mn}^0\). Recalling that \(E_m^0 - E_n^0 \simeq (m-n)\varepsilon\) one might equally well say that the statistical properties (or at least the variances) of the \(V_{mn}^0\) do not depend separately on \(m\) and \(n\), but only on the
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difference \( m - n \). Denoting averages over the ensemble of perturbations by \([\cdots]_V\), those second moments can thus be (approximately) represented as

\[
[V^0_{mn}]_V = \sigma^2(E^0_m - E^0_n)
\]

for some suitable ‘variance function’ or perturbation profile \( \sigma^2(x) \), which furthermore must satisfy

\[
\sigma^2(-x) = \sigma^2(x)
\]
due to \( V^0_{nm} = (V^0_{mn})^\ast \). Specifically, in cases where \( V^0_{mn} \) exhibits a banded matrix structure (see above), the variances \( \sigma^2(x) \) in (5) will approach zero for large energy differences \( x \).

Regarding the true perturbation of interest, the key assumption is thus that it exhibits a well-defined perturbation profile in the sense that equation (5) holds when replacing the ensemble average \([\cdots]_V\) by a ‘local’ (running) average over close-by energy levels. As a result, \( \sigma^2(x) \) is essentially a smooth function by construction. Moreover, the following typicality argument can only be expected to include the true \( V \) if the principle mechanism responsible for the dynamical modifications induced by the perturbation is captured by the perturbation profile as the defining property of the considered ensemble (see also the beginning of section 7).

Within this general framework, the main result obtained in [4] is that, for the overwhelming majority of \( V \)'s in the random matrix ensembles specified above, the perturbed relaxation from (2) will be very well approximated by

\[
\langle A \rangle_{\rho(t)} = \langle A \rangle_{\bar{\rho}} + |g(t)|^2 \{ \langle A \rangle_{\rho_0(t)} - \langle A \rangle_{\bar{\rho}} \}
\]

for all \( \lambda \) admitted below equation (3). Here \( \langle A \rangle_{\rho_0(t)} \) is the unperturbed behavior from (3) and \( \bar{\rho} \) is the time-averaged state obtained from \( \rho(t) \), i.e. the so-called diagonal ensemble associated with \( \rho(0) \) and the perturbed Hamiltonian \( H \) from (1) \([10–12]\). Generically, \( \langle A \rangle_{\bar{\rho}} \) is thus expected to coincide with the pertinent thermal value \([4, 5, 17, 18]\). Finally, the function \( g(t) \) in (7) is defined as

\[
g(t) := \frac{1}{\pi} \lim_{\eta \downarrow 0} \int dE e^{iEt} \text{Im} G(E - i\eta),
\]

where \( G(z) \) solves the non-linear integral equation

\[
G(z) \left[ z - \frac{\lambda^2}{\varepsilon} \int dx \, G(z - x) \sigma^2(x) \right] = 1.
\]

The connection to the perturbed Hamiltonian from (1) is established by observing that the function \( G(z) \) encodes the ensemble average of the resolvent or Green’s function \( G(z) := (z - H)^{-1} \) via \( G(z) = [G(z)]_V \). In particular, the poles of \( G(z) \) correspond to the eigenvalues \( E_n \) of \( H \), whereas the matrix elements \( \langle m | G(z) | n \rangle_0 \) in the vicinity of these poles are related to the overlaps between the perturbed and unperturbed eigen-
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vectors from (4); see also appendix A and the supplemental material of [4] for some additional details.

Overall, these findings (7)–(9) are essentially (apart from some minor technical subtleties) understood to be asymptotically exact for systems with many degrees of freedom, i.e. for large but finite systems there will be some quantitatively unknown subleading order corrections [4]. In particular, the probability to randomly sample a member \( V \) of the ensemble which exhibits notable deviations from (7) is exponentially small in the system’s degrees of freedom [4]. More precisely speaking, this probability decreases with the effective number of unperturbed energy levels contributing to any perturbed eigenvector via (4). In principle, the theory may thus equally apply to systems with fewer degrees of freedom provided that they exhibit a sufficiently dense energy spectrum and sufficiently strong mixing of energy levels by the perturbation such that all formal requirements from above are still fulfilled.

Tackling (9) and then (8) by analytical means is the main objective of our present paper.

3. Main results

Before going into the detailed derivations, we briefly summarize the main new findings of our present paper. These consist in relatively simple but expressive representations for the function \( g(t) \), which describes how the perturbed dynamics deviates from the unperturbed behavior according to (7).

A first major insight, discussed in detail in section 5 and derived in appendix C, is that \( g(t) \) solves the non-linear integro-differential equation

\[
\dot{g}(t) = -\lambda^2 \int_0^t ds \, g(t-s) \, g(s) \tilde{\sigma}^2(s) \\
\text{(10)}
\]

with the initial condition \( g(0) = 1 \), where \( \dot{g}(t) \) is the derivative of \( g(t) \) and

\[
\tilde{\sigma}^2(t) := \int \frac{dE}{\varepsilon} \, e^{iEt} \sigma^2(E) \\
\text{(11)}
\]

is the Fourier transform of the perturbation profile from (5). Notably, this result resembles common relations for response functions, but is distinctly non-linear. Compared to the indirect representation in terms of equations (8) and (9), the new equation (10) exposes the relationship between the system’s response to the perturbation and the perturbation profile \( \sigma^2(x) \) much more clearly. Moreover, equation (10) considerably simplifies the quantitative evaluation of \( g(t) \) for general \( \sigma^2(x) \) since it can be solved numerically by standard integration techniques. Not least, it will turn out useful in section 5.2 to assess the asymptotic behavior of \( g(t) \) for small and large \( t \).

Our second major insight is an analytical approximation for \( g(t) \) that covers practically all cases of physical relevance and depends on just two parameters of the perturbation \( V \). The first one quantifies its intrinsic strength

\[
\alpha := \sigma^2(0) / \varepsilon \\
\text{(12)}
\]
by relating the magnitude $\sigma^2(0)$ of the matrix elements $V_{mn}^0$ for close-by energy levels (cf equation (5)) to the mean level spacing $\varepsilon$ of the unperturbed Hamiltonian (cf above equation (4)). In view of equation (1), the overall perturbation strength is thus characterized by $\alpha \lambda^2$. The second parameter assesses the perturbation’s energy range or band width

$$\Delta_v := \frac{1}{\sigma^2(0)} \int_0^\infty dE \sigma^2(E).$$

(13)

Note that we will also admit cases where the matrix is not banded at all, or where the perturbation profile $\sigma^2(E)$ decays only very slowly with $E$, so that $\Delta_v$ in (13) is infinitely large.

From these two parameters, we can derive the ‘golden-rule rate’ (see the remarks below equation (91) for an explanation of the name)

$$\Gamma := 2\pi \lambda^2 \alpha$$

(14)

as well as the three auxiliary rates

$$\gamma_n := \frac{2\Delta_v}{\pi} \left[ 1 \pm n \sqrt{1 - \frac{\pi \Gamma}{2\Delta_v}} \right]$$

(15)

for $n = -1, 0, 1$. With these definitions, our main result is that $g(t)$ can be excellently approximated for very general perturbation profiles $\sigma^2(x)$ by

$$g(t) = \frac{(\gamma_+ - \frac{1}{2}) e^{-\gamma_+ |t|} - \Gamma e^{-\gamma_0 |t|} + (\gamma_- - \frac{1}{2}) e^{-\gamma_- |t|}}{2(\gamma_0 - \Gamma)},$$

(16)

where $\gamma_+ \equiv \gamma_1$ and $\gamma_- \equiv \gamma_{-1}$ is understood. This relation will be derived first in section 4 as a suitable truncation of the exact result for a special class of perturbation profiles $\sigma^2(x)$. The generalization to largely arbitrary $\sigma^2(x)$ will be achieved in section 5 by establishing that $g(t)$ is rather insensitive to further details of $\sigma^2(x)$ beyond the parameter $\alpha$ from (12) and $\Delta_v$ from (13). Finally, the validity of equation (7) in combination with the approximation (16) will also be demonstrated in concrete example systems in section 7.

### 4. Analytical approximations

For later convenience, we introduce the abbreviation

$$f(x) := \frac{\lambda^2}{\varepsilon} \sigma^2(x),$$

(17)

and—in view of its physical meaning as discussed around (5)—we will often employ the name perturbation profile not only for $\sigma^2(x)$, but also for this function $f(x)$. The integral equation (9) thus takes the form

$$G(z) \left[ z - \int dx G(z - x) f(x) \right] = 1.$$

(18)
Our goal in this section is to find (approximate) solutions of (9) by analytical means for the special class of functions $f(x)$ which can be written in the form

$$f(x) = \sum_{n=1}^{N} \frac{f_n}{1 + (x/a_n)^2}$$

with $f_n \in \mathbb{R}$ and pairwise different $a_n \in \mathbb{R}^+$. The implications of these findings for more general perturbation profiles $f(x)$ will be discussed in section 5.

Before going into the actual calculations, we outline the underlying general strategy of our approach: introducing the complex half-plane

$$\mathbb{C}^- := \{ z \in \mathbb{C} \mid \text{Im}(z) < 0 \},$$

our starting point is the assumption that $G(z)$ exhibits the following two properties (at least) for all $z \in \mathbb{C}^-:$

(i) $G(z)$ is analytic. In particular, $G(z)$ thus exists (is well-defined) and is finite (exhibits no singularities).

(ii) $|G(z)| \to 0$ for $|z| \to \infty$.

Under these assumptions, and given some perturbation profile $f(x)$ of the form (19), we will then determine approximative solutions of (18), at least for all $z \in \mathbb{C}^-$, and verify that they indeed fulfill the initial assumptions (i) and (ii). Moreover, these approximations can be systematically improved and converge to a (formally) exact solution, which again fulfills (i) and (ii). Accordingly, self-consistent approximate as well as exact solutions will be obtained. Finally, we will also evaluate their Fourier transform $g(t)$ in (8). The question whether these solutions of (18) are unique is quite difficult and addressed in somewhat more detail in appendix A.

To begin with, we choose an arbitrary but fixed $\eta > 0$ and define

$$\mathbb{C}_\eta^+ := \{ z \in \mathbb{C} \mid \text{Im}(z) > -\eta \},$$

$$\mathbb{C}_\eta^- := \{ z \in \mathbb{C} \mid \text{Im}(z) \leq -\eta \}.$$  

Since we will later only need asymptotically small $\eta$’s in (8), we furthermore can and will assume that $\eta < a_n$ for all $n$.

Focusing on an arbitrary but fixed $y \in \mathbb{C}_\eta^-$, it follows that $y - z \in \mathbb{C}^-$ for any $z \in \mathbb{C}_\eta^+$. Hence, $F(z) := G(y - z)f(z)$ is a well-defined analytic function on $\mathbb{C}_\eta^+$ up to simple poles at $z = ia_n$, which furthermore satisfies $|z^2F(z)| \to 0$ for all $z \in \mathbb{C}_\eta^+$ when $|z| \to \infty$. Under these premises, the integral $\int dx \, F(x)$ can be readily evaluated by textbook residue techniques, yielding for any given $y \in \mathbb{C}_\eta^-$ the result

$$\int dx \, G(y - x)f(x) = \sum_{n=1}^{N} \tilde{f}_n a_n G(y - ia_n),$$

$$\tilde{f}_n := \pi f_n.$$
Finally, the integral equation (18) can thus be rewritten in the form

\[ G(z) = \frac{1}{z - \sum_{n=1}^{N} \tilde{f}_n a_n G(z - ia_n)} \]  

for all \( z \in \mathbb{C}_0^- \). Since \( \eta \) in (22) may be arbitrarily small, even arbitrary \( z \in \mathbb{C}^- \) are actually admitted in (25).

The remaining task will be to show that a well-defined solution \( G(z) \) of (25) exists for all \( z \in \mathbb{C}^- \) and that it satisfies the above requirements (i) and (ii). A second key objective will be to determine approximate solutions of this equation (25). The detailed procedure will first be illustrated in the simplest case with \( N = 1 \) in (19), while for \( N > 1 \) the generalization of the main results will be provided without repeating all details.

### 4.1. Special case \( N = 1 \)

Focusing on \( N = 1 \) in (19), and adopting the abbreviations

\[ a := a_1, \]  
\[ \beta := \frac{\tilde{f}_1}{a}, \]  
\[ H(z) := -ia G(-iaz), \]

we can rewrite (25) as

\[ H(z) = \frac{1}{z + \beta H(z + 1)}. \]  

In view of equation (19) and the definitions (12), (13), and (17), the parameter \( \beta \) can be written as \( \beta = \frac{\pi^2 \alpha \lambda^2}{2 \Delta_v} \) (see below equation (12)) to the band width \( \Delta_v \). Hence \( \beta \ll 1 \) corresponds to weak perturbations, whereas \( \beta \gg 1 \) amounts to strong perturbations (see also section 5).

Analogously to the paragraph below (25), we are now looking for (approximate) solutions of (29) which are, at least for all \( z \in \mathbb{C} \) with \( \text{Re}(z) > 0 \), well-defined (exist), analytic, and satisfy \( |H(z)| \to 0 \) for \( |z| \to \infty \). We also remark that, due to (5), (17), and (19), we can and will restrict ourselves to real and positive values of \( \beta \) in (27).

Upon iteration of equation (29) one readily obtains

\[ H(z) = \frac{1}{z + \beta \frac{1}{z + \beta \frac{1}{z + \beta \cdots}}}, \]  

where it is \textit{a priori} understood that the iteration ends after \( k \) steps with a term \( \beta H(z + k) \) in the last denominator. However, for any given \( z \) with \( \text{Re}(z) > 0 \) and any \( \beta \in \mathbb{R}^+ \) it is rigorously shown in appendix B that the right-hand side of (30) converges towards a well-defined limit as the number of steps tends to infinity. In this sense, the function \( H(z) \) in (30) exists (is well-defined) as an infinite continued fraction and is a solution of the original equation (29). As already mentioned above equation (21), its uniqueness is here tacitly taken for granted and discussed in somewhat more detail in appendix A. In turn, this yields a formally exact solution \( G(z) \) of (18) via (28). Finally, we can conclude
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that by truncating those continued fraction solutions after a finite number of steps, one obtains approximations which can be systematically improved by including more steps (see also the numerical examples in figure 2 below).

In view of the above existence proof of $H(z)$ in (30), it is furthermore quite reasonable to expect that also with respect to other properties of $H(z)$ nothing ‘dangerous’ will happen in any of the nested denominators of the continued fraction expression, at least for any $z$ with $\text{Re}(z) > 0$ and $\beta \in \mathbb{R}^+$. Specifically, it is quite plausible that $H(z)$ will be analytic for any such $z$. Likewise, upon increasing $|z|$, each dominator grows (in modulus), hence one expects that $H(z)$ approaches zero. In other words, the requirements below (29) are satisfied.

From (30) it follows that $H^*(z) = H(z^*)$, implying for $G(z)$ according to (28) the ‘symmetry property’

$$G^*(z) = -G(-z^*). \tag{31}$$

For the usual decomposition of $z$ and $G(z)$ into real and imaginary parts,

$$G(x + iy) = v(x, y) + iw(x, y), \tag{32}$$

the corresponding symmetries of the real and imaginary parts of $G(z)$ thus take the form

$$v(-x, y) = -v(x, y), \tag{33}$$

$$w(-x, y) = w(x, y). \tag{34}$$

Exploiting those symmetries in (8), one readily can conclude, as detailed in appendix C, that

$$g(t) = \frac{1}{2\pi i} \lim_{\eta \downarrow 0} \int dx G(x - i\eta)e^{ix|t|} \tag{35}$$

and that $g(t)$ is an even and real-valued function of $t$.

Side remark: later the integral in (35) will be evaluated by residue methods. Since $G(z)$ is so far only assumed to be analytic for $z \in \mathbb{C}^-$, a finite $\eta > 0$ under the integral is then still needed in principle. In practice, we will actually evaluate the integral mostly for certain approximations of $G(z)$ which will be everywhere analytic up to isolated poles with strictly positive imaginary parts. In this case the limit $\eta \to 0$ can be performed before the integration. However, in the large $\beta$ limit (see section 4.2) we will also encounter an example where $G(z)$ is indeed non-analytic on almost the entire real axis. In such a case, keeping $\eta$ finite under the integral is indispensable. Somewhat related issues are also addressed in appendix A.

Finally, at least for sufficiently small $\beta$, a very natural sequence of better and better approximations arises by truncating the continued fraction in (30) later and later. In particular, the first order approximation takes the form

$$H(z) = \frac{1}{z + \beta \frac{1}{z+1}} \tag{36}$$
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and likewise for the second order approximation

\[ H(z) = \frac{1}{z + \beta \frac{1}{z + 1 + \beta}} \]  \hspace{1cm} (37)

and so on. The corresponding ‘zeroth order’ approximation \( H(z) = 1/z \) turns out to be of little use. On the other hand, especially for small \( |z| \) also other kinds of approximations, such as \( 1/[z + \beta] \) or \( 1/[z + \beta/(z + 1 + \beta/2)] \), etc, could be considered. Generally, we found that the latter approximations are essentially of the same quality as those in (36) and (37), and hence we do not further pursue them here.

Next, we rewrite the first order approximation (36) as

\[ H(z) = \frac{z + 1}{(z + x_1)(z + x_2)} \]  \hspace{1cm} (38)

\[ x_{1,2} := \frac{1 \pm \sqrt{1 - 4\beta^2}}{2} \]  \hspace{1cm} (39)

This approximative solution is thus analytic (at least) for all \( z \in \mathbb{C} \) with \( \text{Re}(z) > 0 \) (since \( \text{Re}(x_{1,2}) > 0 \) for any \( \beta > 0 \)), and approaches zero for large \( |z| \), i.e. it still satisfies the requirements below (29).

The corresponding approximation for \( G(z) \) is recovered upon introducing (38) into (28), yielding

\[ G(z) = \frac{z - ia}{(z - iax_1)(z - iax_2)}. \]  \hspace{1cm} (40)

Finally, inserting (40) into (35) yields by means of standard residue techniques the result

\[ g(t) = \frac{x_1 e^{-a|t|} - x_2 e^{-a|t|}}{x_1 - x_2}. \]  \hspace{1cm} (41)

While the differentiability properties of (41) are obvious for all \( t \neq 0 \), the time-point \( t = 0 \) warrants a closer look. Exploiting (39), one readily confirms that

\[ g(0) = 1, \]  \hspace{1cm} (42)

\[ \dot{g}(0) = 0, \]  \hspace{1cm} (43)

\[ \ddot{g}(0) = -a^2\beta, \]  \hspace{1cm} (44)

and that the third derivative of \( g(t) \) does not exist at \( t = 0 \) (the second derivative is continuous but not differentiable).

Since \( \text{Re}(x_{1,2}) > 0 \) for any \( \beta > 0 \) in (39), the right-hand side of (41) approaches zero for large \( t \). In the case \( \beta < 1/4 \), equation (39) implies \( x_1 > x_2 > 0 \), hence the large-\( t \) asymptotics is dominated by the first summand on the right-hand side of (41). For \( \beta > 1/4 \), the two roots in (39) turn complex, hence (41) amounts to an exponential decay \( e^{-a|t|/2} \) times a sinusoidal oscillation. Moreover, for small \( \beta \) one readily recovers the asymptotic approximation

\[ g(t) \simeq e^{-\Gamma|t|/2}, \]  \hspace{1cm} (45)
where $\Gamma = 2\pi \lambda^2 \alpha = 2\pi f_1$ according to (12), (14), (17) and (19). Observing that this approximation violates (43), it follows that the limits $t \to 0$ and $\beta \to 0$ do not commute.

Turning to the second order approximation from (37), one can proceed essentially like before. One important observation is that, incidentally, $H(z)$ happens to exhibit a simple pole at $z = -1$, as can be immediately verified by closer inspection of (37). The remaining two poles then readily follow as the solutions of a quadratic equation. Along these lines, one finally arrives at the second order approximation

$$g(t) = \frac{(x_1 - \beta)e^{-ax_1|t|} + (x_2 - \beta)e^{-ax_2|t|} - 2\beta e^{-a|t|}}{2(1 - 2\beta)}$$

$$x_{1,2} := 1 \pm \sqrt{1 - 2\beta},$$

where $\beta$ is again defined by (27). Likewise, one readily recovers once again the properties in and around equations (42)–(45).

We conclude with some remarks regarding the general structure of the higher-order approximations of the continued-fraction expression (37). Adopting the letter $M$ for the order of the approximation, the first order approximation in (36) thus corresponds to $M = 1$, the second order approximation in (37) to $M = 2$ and so on. Starting with $M = 1$, we found that for small-to-moderate $\beta$, both ‘roots’ $x_{1,2}$ in (39) are real and positive, one being close to zero and one close to unity. At $\beta = 1/4$ they turn into a complex conjugated pair with real part 1/2. The same properties apply to the corresponding poles at $-x_{1,2}$ of $H(z)$ from (38). Analogously, for $M = 2$ the two poles at $-x_{1,2}$ are, for small $\beta$, real and negative according to (47), one being close to zero and one close to $-2$. As $\beta$ exceeds the value 1/2, they again turn into a complex conjugated pair with real part $-1$. As discussed above (46), there is a third pole which happens to be exactly at $-1$ for all $\beta$. More generally, it thus seems reasonable to expect that the order-$M$ approximation of (30) will exhibit $M + 1$ real- and positive-valued poles close to 0, $-1, -2, \ldots, -M$ for small $\beta$, which turn step by step into complex conjugated pairs upon increasing $\beta$. While a more detailed analytical elaboration of this issue seems quite cumbersome, its numerical exploration is straightforward. Figure 1 depicts the so-obtained numerical findings for several $M$ values, essentially confirming our above expectations. Moreover, for any given $M$ the real part of all poles apparently assumes the same value $-M/2$ for sufficiently large $\beta$.}

Likewise, with respect to the corresponding order-$M$ approximations for $G(z)$ according to (28), the findings in figure 2 quite convincingly demonstrate convergence of the continued-fraction representation for arbitrary $\beta$ towards the solutions of the original integral equation (18), which we numerically determined as explained in more detail in [19]. In particular, one expects that all those approximations for $G(z)$ will again satisfy the two requirements below (20) and the symmetry (31), and that the corresponding Fourier transform $g(t)$ from (35) will be a sum of $M + 1$ exponentially decaying functions with the properties (42)–(45) and with decay rates which are given by the $M + 1$ poles from above.

Taking for granted that $G(z)$ satisfies the two requirements below (20) even on the entire lower complex half plane (which is reasonable to expect from the above discussion
Figure 1. Real and imaginary parts of the $M+1$ poles versus $\beta$ for the order-$M$ approximation of $H(z)$ from (30).

Figure 2. (a) Real and (b) imaginary parts of the order-$M$ approximations of $G(z)$ for real-valued arguments $z=x$ (dashed, red) together with the corresponding numerically obtained exact solutions (solid, black) of the integral equation (18) with $f(x)$ from (19), $N=1$, and $a=a_1=1$.

of the poles of $G(z)$), it follows that the real and imaginary parts of $G(z)$ are connected via Kramers–Kronig relations, in agreement with how they are seen to behave in figure 2.

Finally, the first- and second-order approximations from (41) and (46) are compared with the numerically exact behavior in figure 3. More precisely speaking, $|g(t)|^2$ rather than $g(t)$ itself is plotted since it is this quantity which actually matters in (7). Clearly, the agreement is practically perfect for the second-order approximation, apart from very
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Figure 3. Analytic approximations of $|g(t)|^2$ versus numerically exact results for the perturbation profile (19) with $N = 1$, $a = a_1 = 1$, and various values of $\beta$ (note the different scales of the $t$-axis). Bold solid lines: numerically exact solutions of (8) and (9). Bold dotted lines: first order approximations from (41). Bold dashed lines: second order approximations from (46). Thin dotted lines: small $\beta$ asymptotics from (45). Thin dashed lines: large $\beta$ asymptotics from (55).

large $\beta$-values and times considerably larger than the relaxation time of the exact $|g(t)|^2$. The latter shortcoming could be readily remedied by switching to the large-$\beta$ approximation (thin dashed lines, see equation (55) below) when $a^2 \beta$ exceeds some critical value, e.g. $a^2 \beta > 10$. Moreover, also the higher-order approximations would exhibit even much smaller such deviations, hence they are not shown.

The very good performance of the second order approximation for $g(t)$ is remarkable for two reasons. First, in its original derivation we assumed that $\beta$ is small. Second, the corresponding $M = 2$ approximations for $G(x)$ in figure 2 indeed show much more pronounced deviations for larger values of $\beta$. We observe that these deviations are most striking in the region around $x = 0$, whereas the tails are generally reproduced well already for small $M$ and large $\beta$. Since $g(t)$ is essentially the Fourier transform of $\text{Im} G(x)$ (see equation (35)), the short-time behavior is mainly determined by those tails and the deviations for small $x$ become effective only later when the exact $|g(t)|^2$ has basically relaxed to zero for all practical purposes (cf figure 3).

4.2. Large $\beta$ asymptotics for $N = 1$

With the definition

$$I(z) := \sqrt{\beta} H(\sqrt{\beta} z)$$

(48)

we can rewrite (29) as

$$I(z) = \frac{1}{z + I(z + 1/\sqrt{\beta})}.$$  

(49)

For asymptotically large $\beta$ we thus can conclude that

$$I(z)[I(z) + z] - 1 = 0$$

(50)

and therefore

$$I(z) = \frac{-z \pm \sqrt{4 + z^2}}{2}.$$

(51)
Returning to $G(z)$ via (48) and (28) yields

$$G(z) = \frac{2}{\gamma^2} \left[ z \pm i \sqrt{\gamma^2 - z^2} \right], \quad (52)$$

$$\gamma := 2a \sqrt{\beta}. \quad (53)$$

As usual, the complex square root is defined here as $\sqrt{z} := \exp\{\ln(z)/2\}$, where $\ln(z) := \ln(|z|) + i \arg(z)$, and where $\arg(z)$ is the principal value argument of the complex number $z$. Hence, the right-hand side of (52) is, for either choice of the sign, analytic apart from cuts on $(1, \infty)$ and $(-\infty, -1)$, i.e. the second requirement below (20) is fulfilled. However, the first requirement below (20), $|G(z)| \to 0$ for $z \in \mathbb{C}^-$ with $|z| \to \infty$, is only fulfilled when choosing the plus sign in (52), resulting in

$$G(z) = \frac{2}{\gamma^2} \left[ z + i \sqrt{\gamma^2 - z^2} \right]. \quad (54)$$

Finally, also the symmetry property (31) is again fulfilled, as can be inferred from (54) by exploiting that $\sqrt{z^*} = (\sqrt{z})^*$. The corresponding function $g(t)$ is most conveniently obtained by introducing (54) directly into the definition (8), yielding

$$g(t) = \frac{2}{\gamma} J_1(\gamma t)/\gamma t, \quad (55)$$

where $J_1(x)$ is the Bessel function of the first kind of order 1. Remarkably, one thus recovers once again exactly the same properties as in (42)–(44). But in contrast to the remark below (44), now also all higher derivatives of $g(t)$ exist at $t = 0$. Finally, the large-$t$ asymptotics of (55) amounts to a decay proportional to $|t|^{-3/2}$ times a sinusoidal oscillation, again somewhat similar to the findings for large $\beta$ above (45), albeit the decay is now given by a power law rather than an exponential. In fact, as will be demonstrated in more detail in section 5.2 (see the discussion below equation (90)), the limits $\beta \to \infty$ and $t \to \infty$ do not commute, so the present $|t|^{-3/2}$ asymptotics will ultimately cross over to an exponential decay for any preset (finite) value of $\beta$.

One possibility to determine the first order correction to the above asymptotics (54) would be to rewrite (49) as

$$I(z)[I(z) + d(z) + z] - 1 = 0, \quad (56)$$

$$d(z) := I(z + 1/\sqrt{\beta}) - I(z), \quad (57)$$

and then to approximate the small difference on the right-hand side of (57) by means of the previous approximation from (54). But since the integral in (8) is then likely to only be tractable by numerical means, we do not further pursue this issue.

4.3. General $N$

Next we briefly sketch the generalizations of the so far employed considerations when going over from $N = 1$ to arbitrary $N$ in (19): in terms of the same auxiliary function
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H(z) as in (28) one readily obtains from (25) as a generalization of (30) the continued fraction form

\[ H(z) = \frac{1}{z + \sum_{n=1}^{N} \beta_n H(z + \tilde{a}_n)} \]  

(58)

\[ = \frac{1}{z + \sum_{n=1}^{N} \beta_n \frac{1}{z + \tilde{a}_n + \sum_{m=1}^{N} \beta_m \frac{1}{z + \tilde{a}_m + \cdots} \cdots}} \]  

(59)

\[ \tilde{a}_n := a_n / a, \]  

(60)

\[ \beta_n := \tilde{f}_n a_n / a^2. \]  

(61)

Here, the quantity a can still be chosen arbitrarily. For instance, the previously considered special case with \( N = 1 \) is readily recovered by choosing \( a = a_1 \), implying \( \tilde{a}_1 = 1 \) and \( \beta_1 = \tilde{f}_1 / a \) (cf (27)). Another natural choice is \( a = 1 \), implying \( \tilde{a}_n = a_n \) and \( \beta_n = \tilde{f}_n a_n \). For the rest, it is reasonable to expect that conclusions analogous to those below (30) will also apply to the function \( H(z) \) in (59). Most importantly, equations (59) and (28) again imply the same symmetry property of \( G(z) \) as in (31) and hence the same relation for \( g(t) \) as in (35).

Focusing on sufficiently small \( \beta_n \), the generalization of the previous first-order approximation (36) now takes the form

\[ H(z) = \frac{1}{z + \sum_{n=1}^{N} \beta_n \frac{1}{z + \tilde{a}_n}} = \frac{1}{-h(-z)} \]  

(62)

\[ h(z) := z + \sum_{n=1}^{N} \frac{\beta_n}{z - \tilde{a}_n} \]  

(63)

By means of a graphical sketch of the function \( h(x) \) for \( x \in \mathbb{R} \), one readily sees that the equation \( h(x) = 0 \) generically exhibits \( N + 1 \) solutions, which are all real-valued and positive, and which we denote by \( x_k \) with \( k = 1, \ldots, N + 1 \), i.e.

\[ h(x_k) = 0 \quad \text{with} \quad x_k \in \mathbb{R}^+ \text{ and } k = 1, \ldots, N + 1. \]  

(64)

Furthermore, for sufficiently small \( \beta_n \), one finds that one solution of \( h(x) = 0 \) is close to zero, and that all further solutions are close to one of the \( \tilde{a}_n \)’s. Without loss of generality, we may thus choose the labels so that \( x_{N+1} \simeq 0 \) and \( x_n \simeq \tilde{a}_n \) for \( n = 1, \ldots, N \). Accordingly, it is natural to make the ansatz \( x_n = -\tilde{a}_n + \delta_n + \delta_n' + \cdots \) and \( x_{N+1} = \delta_{N+1} + \delta_{N+1}' + \cdots \), where the \( \delta_k \) (for \( k = 1, \ldots, N + 1 \)) are of first order in the small parameters \( \beta_n \), the \( \delta_k' \) of second order, and the terms ‘+…’ of higher order. Introducing this ansatz into (63) and (64) and solving the equations order by order then yields the result (up to first order in the \( \beta_n \))

\[ x_n \simeq \tilde{a}_n - \frac{\beta_n}{\tilde{a}_n} \quad \text{for} \quad n = 1, \ldots, N, \]  

(65)
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and (up to second order in the $\beta_n$)

$$x_{N+1} \simeq \left( \sum_{n=1}^{N} \frac{\beta_n}{a_n} \right) \left( 1 + \sum_{n=1}^{N} \frac{\beta_n}{a_n^2} \right). \quad (66)$$

Rewriting (62) as

$$H(z) = q(z)/p(z), \quad (67)$$

$$q(z) := \prod_{n=1}^{N} (z + \tilde{a}_n), \quad (68)$$

$$p(z) := z q(z) + \sum_{n=1}^{N} \beta_n \prod_{m=1, m \neq n}^{N} (z + \tilde{a}_m), \quad (69)$$

one readily concludes that $p(z)$ is a polynomial of the form $z^{N+1} + \cdots$, whose zeroes must coincide with the $-x_k$'s from above, i.e.

$$p(z) = \prod_{k=1}^{N+1} (z + x_k) \quad (70)$$

Together with (28), (67), and (68) we thus arrive at the approximation

$$G(z) = \prod_{n=1}^{N} \frac{(z - i \tilde{a}_n)}{\prod_{k=1}^{N+1} (z - i a x_k)}. \quad (71)$$

Finally, the integral in (35) can again be evaluated by standard residue methods, resulting in

$$g(t) = \sum_{k=1}^{N+1} A_k e^{-a x_k |t|}, \quad (72)$$

$$A_k := \prod_{n=1}^{N} (\tilde{a}_n - x_k) / \prod_{j=1, j \neq k}^{N+1} (x_j - x_k). \quad (73)$$

Exploiting (65) and (66) yields for the amplitudes $A_k$ in (73) the approximations

$$A_n \simeq -\frac{\beta_n}{a_n^2} \quad \text{for } n = 1, \ldots, N, \quad (74)$$

$$A_{N+1} \simeq 1 + \sum_{n=1}^{N} \frac{\beta_n}{a_n^2}. \quad (75)$$
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By means of those approximations, one again recovers the properties in and around equations (42)–(45) (see also below equation (47)), except that \( \Gamma \) and \( \beta \) now take the form

\[
\Gamma = 2\pi \lambda^2 \sigma^2(0)/\varepsilon = 2\pi \sum_{n=1}^{N} f_n, \tag{76}
\]

\[
\beta = \sum_{n=1}^{N} \beta_n. \tag{77}
\]

 Turning finally to the case of asymptotically large \( \beta_n \), we employ the same auxiliary function \( I(z) \) as in (48) with \( \beta \) from (77). Introducing these quantities into (58) yields as a generalization of (49) the result

\[
I(z) = \frac{1}{z + \sum_{n=1}^{N} \frac{\beta}{\beta} \tilde{a}_n/\sqrt{\beta}}. \tag{78}
\]

For asymptotically large \( \beta \), all further conclusions remain exactly the same as in (50)–(55).

5. Universality properties of \( g(t) \)

Despite the large variability of admissible perturbations with the properties described in and around equations (5) and (6), the function \( g(t) \), which governs the perturbed relaxation in (2) and (7), will turn out to be surprisingly universal. The aim of this section is to track down the origins of this universality. For this purpose, we will explore how \( g(t) \) varies with the perturbation strength and with time. In both cases, the limiting expressions for small and large values will be found to be determined by the overall strength \( \alpha \lambda^2 \) (see below equation (12)) and the band width \( \Delta_v \) [see equation (13)] of the perturbation alone. In addition, we will inspect several other shapes of the perturbation profile function \( \sigma^2(x) \) and the stability of \( g(t) \) against those variations. Exploiting the universality of \( g(t) \), we will finally be able to condense the perturbation dependence of the prediction (7) for the perturbed relaxation to just these two parameters, culminating in the main result (16).

5.1. Asymptotics and crossover with respect to the coupling strength \( \lambda \)

For our special class of functions \( f(x) \) from (19) one readily finds with (12), (13), and (17) the relations

\[
\alpha \lambda^2 = \sum_{n=1}^{N} f_n, \tag{79}
\]

\[
\Delta_v = \frac{\pi}{2} \frac{\sum_{n=1}^{N} a_n f_n}{\sum_{n=1}^{N} f_n}. \tag{80}
\]
By exploiting (61) and (77) it follows that
\[ \beta = 2\lambda^2 \alpha \Delta_v/a^2 \tag{81} \]
and with (44) that
\[ \ddot{g}(0) = -2\lambda^2 \alpha \Delta_v. \tag{82} \]
Together with (76) we thus recover the definition \( \Gamma := 2\pi \lambda^2 \alpha \) from (14), and with (53) we find that
\[ \gamma = \lambda \sqrt{8\alpha \Delta_v}. \tag{83} \]

For fixed \( \alpha \) and \( \Delta_v \), it follows from (81) that the regimes of small and large \( \beta \) are equivalent to small and large coupling strengths \( \lambda \) in (1), respectively [see also the comment below equation (29)]. Hence (45) now applies for small \( \lambda \) and is, according to (14), entirely determined by the parameter \( \alpha \), independently of any further details of the function \( f(x) \) in (19). Likewise, (55) applies for large \( \lambda \) and solely depends on the parameters \( \alpha \) and \( \Delta_v \) via (83).

As expected in view of (45) and (55), and elaborated in somewhat more detail in [4], the ‘crossover’ between the two asymptotic regimes is roughly determined by the condition \( \Gamma = \gamma \). According to (14) and (83), the corresponding crossover coupling strength is thus given by
\[ \lambda_c := \sqrt{2\Delta_v/\pi^2 \alpha}, \tag{84} \]
i.e. the asymptotics from (45) and (55) are expected to apply for \( \lambda \ll \lambda_c \) and \( \lambda \gg \lambda_c \), respectively.

As shown in more detail in [19], the above discussed asymptotics for large and small \( \lambda \) in fact apply not only for functions \( f(x) \) in (17) of the form (19), but even for largely arbitrary perturbation profiles \( f(x) \) and thus \( \sigma^2(x) \) in (17), and likewise for the crossover condition \( \Gamma \approx \gamma \) implying (84).

Furthermore, for perturbations which are not banded or only very weakly banded, so that the band width in (13) is infinitely large (see discussion below (13)), the approximation (45) is in view of (84) expected to actually apply for all values of the coupling strength \( \lambda \) [20] (provided they are still compatible with the overall restrictions for \( \lambda \) discussed in section 2).

The above predicted structural stability of the function \( g(t) \) for asymptotically small and large \( \lambda \) and of the crossover value from (84) are also illustrated in figure 5 below, where we compare numerical solutions of \( g(t) \) for various perturbation profiles \( \sigma^2(x) \) and coupling strengths \( \lambda \).

5.2. Asymptotics and crossover with respect to time

Interestingly, an analogous crossover between (45) and (55) can also be observed in the time domain for a fixed value of \( \lambda \). Our starting point is the non-linear integro-differential equation (10), which can be obtained—as detailed in appendix C—via
Fourier transformation of (18). Exploiting (17), it reads

$$\dot{g}(t) = -\int_0^t ds \ g(t-s) \ g(s) \ \tilde{f}(s),$$

(85)

$$\tilde{f}(t) := \int dx \ e^{ixt} f(x)$$

(86)

$$g(0) = 1,$$

(87)

see also (42). From this equation (85), it is straightforward to deduce a relation between the coefficients of a Taylor expansion of $g(t)$ around $t = 0$ and the moments

$$F_k := \int dx \ x^k \ f(x)$$

(88)

of the perturbation profile (if they exist, see also below (44)). For our present purpose, an even simpler argument is sufficient: for small $t$, the integrand $g(t-s)g(s)\tilde{f}(s)$ in (10) can be approximated in leading order by $[g(0)]^2 \tilde{f}(0)$, yielding with (87)

$$g(t) \approx 1 - \frac{1}{2} \tilde{f}(0) t^2 = 1 - \lambda^2 \alpha \Delta_v t^2,$$

(89)

where we exploited (12), (13), (17), and (86) in the last equality, and where we tacitly assumed that $\tilde{f}(0)$ and hence the band width $\Delta_v$ are finite. In particular, this is in agreement with our previous findings (42), (43), and (82) for the special class of functions from (19). Remarkably, even the approximation for large $\lambda$ from (55) can be shown to exhibit the same asymptotic behavior for small $t$ as in (89).

On the other hand, in the so far excluded case that $\tilde{f}(0)$ and hence the band width $\Delta_v$ are infinite, one finds that $\tilde{f}(t)$ in (86) generically develops a $\delta$-peak at $t = 0$. By means of analogous calculations as before one then recovers from (10) the same small-$t$ asymptotics as in (45), i.e. $g(t) \simeq 1 - \Gamma |t|/2$ with $\Gamma$ from (14). Similarly as below (45), we thus arrive at the important conclusion that the limits $t \to 0$ and $\Delta_v \to \infty$ do not commute.

The asymptotic behavior of $g(t)$ for large $t$ can be extracted from (10) by means of the ansatz $g(t) = e^{-rt}$. Substituting into (10), we find that

$$r = \int_0^t ds \ \tilde{f}(s) \to \pi f(0) = \pi \alpha \lambda^2 \quad (t \to \infty).$$

(90)

For large $t$, we thus conclude that $g(t) \sim e^{-\pi \alpha \lambda^2 t}$ coincides with the limiting expression (45) for small $\lambda$ or large $\Delta_v$ with $\Gamma$ given in (14). In contrast, the asymptotic behavior (55) for large $\lambda$ exhibits a power-law decay $\sim t^{-3/2}$ as $t \to \infty$. Similarly as before, we thus find that the limits $t \to \infty$ and $\lambda \to \infty$ do not commute either. But since too large $\lambda$ values are physically unrealistic, the actual main conclusion is that the asymptotics (55) must always become invalid for sufficiently large $t$. 
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Similarly as in (84), an estimate for the ‘crossover’ time at which the exponential regime sets in can be found by equating (89) with the asymptotic form $e^{-\pi \alpha \lambda^2 t} \approx 1 - \pi \alpha \lambda^2 t$, yielding

$$t_c \approx \pi / \Delta_v,$$

(91)

independent of $\lambda$ and $\alpha$ [6].

Altogether, we thus can conclude that the small-$t$ asymptotics of $g(t)$ is (for any finite band width $\Delta_v$) described by (55), while (45) captures the large-$t$ asymptotics, and that the crossover time scale is solely determined (to leading order) by the inverse band width according to (91). In particular, the two asymptotic approximations in (45) and (55) actually do not only apply to small and large $\lambda$, but also to large and small $t$, respectively.

At this point it is noteworthy that equation (7) entails, incidentally, a non-perturbative justification of Fermi’s golden rule [21] in the present many-body setting [22]. More precisely, our universal long-time asymptotics with $|g(t)|^2 \sim e^{-\Gamma t}$ and $\Gamma = 2\pi \lambda^2 \sigma^2(0) \epsilon^{-1}$ (see equations (12) and (90)) comprises as a special case the ‘standard’ golden rule for the transition probability from one unperturbed eigenstate $|n_i\rangle_0$ to another (sufficiently close) one $|n_i\rangle_0$ by choosing $\rho(0) = |n_i\rangle_0 \langle n_i|$ and $A = |n_i\rangle_0 \langle n_i|$. Indeed, the rate $\Gamma$ is then proportional to the (ensemble-averaged) squared perturbation matrix element $|\lambda^2 |V_{n_i n_j}|^2| \sigma^2(0)$ and the density of states $\epsilon^{-1}$ as predicted by the golden rule. Our present asymptotic analysis thus suggests that the relaxation characteristics of perturbed many-body systems can be described by Fermi’s golden rule for sufficiently weak perturbations at sufficiently late times. Crucially, we also quantify how the relaxation behavior changes beyond this regime when $|g(t)|^2$ deviates from the exponential form [see also, in particular, equation (16) and its justification in section 5.3].

The transition in the time domain predicted around equation (91) is illustrated in figure 4 for a step profile $f(x) = 0.04 \Theta(1.5^2 - x^2)$ (cf equation (17)), where $\Theta(x)$ denotes the Heaviside step function. The step profile is chosen because the transition is very sharp here compared to ‘more regular’ shapes [19].

We also remark that a similar transition was observed in [6] for the response of a small system coupled to a bath, modeled by a related random-matrix setup where the perturbation profile (5) was assumed to be given by a step function, too (see also section 6.2 for a more detailed comparison of our work and [6]). More precisely speaking, based on a small-$t$ expansion and numerical evidence, the authors of [6] predicted a Gaussian decay for $t \ll \Delta_v^{-1}$, whose asymptotic behavior is consistent with (89), and an exponential decay with rate (90) for $t \gg \Delta_v^{-1}$.

Combining the observations from sections 5.1 and 5.2, we expect that the decay characteristic on the relevant time scales where $g(t)$ notably deviates from zero is predominantly exponential for $\lambda \lesssim \lambda_c$ and predominantly Bessel-like for $\lambda \gtrsim \lambda_c$ with $\lambda_c$ from (84). Since the relaxation time scale associated with $\lambda_c$ (obtained by substituting $\lambda_c$ into $\Gamma^{-1}$ from (14) or $\gamma^{-1}$ from (83)) is $t_c/4$, the transition in the time domain will usually only be observable in the weak-perturbation regime with $\lambda \lesssim \lambda_c$.
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Figure 4. Numerical solution for $|g(t)|^2$ (solid) for the step perturbation profile $f(x) = 0.04\Theta(1.5^2 - x^2)$ with band width $\Delta_v = 1.5$ compared to the asymptotic decay characteristics for weak (dotted, equation (45)) and strong (dashed, equation (55)) perturbations. This illustrates the transition in the time domain from the Bessel-type behavior for $t \ll t_c$ to the exponential behavior for $t \gg t_c$ with $t_c \approx \pi/\Delta_v \approx 2.1$.

5.3. Refined prediction of perturbed relaxation

Next we turn to the question of how general (or special) our analytically considered class of functions $\sigma^2(x)$ of the form (17) and (19) actually is. To begin with we recall that the Fourier transform $\tilde{h}(k) := \int dx e^{-ikx} h(x)$ of the function $h(x) := [1 + (x/a)^2]^{-1}$ is $\tilde{h}(k) = a\pi e^{-a|k|}$. Accordingly, the Fourier transform of $f(x)$ from (19) is of the form $\tilde{f}(k) = \sum_{n=1}^{N} b_n e^{-a_n|k|}$ with largely general $a_n \in \mathbb{R}^+$ and $b_n := \pi a_n f_n \in \mathbb{R}$. In turn, from the method of Laplace transformations one can conclude that a very large class of functions $\tilde{f}(k)$ can be written—at least in very good approximation—as sums of exponentially decaying terms. In conclusion, the functions $f(x)$ of the form (19) are actually expected to cover a very large class of different functions $\sigma^2(x)$ in (17). Since $\sigma^2(x)$ is a smooth function by construction as mentioned below equation (6), it may even be expected that (19) essentially covers all cases of notable interest.

In particular, the symmetry (31) is thus predicted to be fulfilled very generally, and $g(t)$ in (8) to be even and real-valued (see below (35)).

Since, as pointed out above, all those perturbation profiles $\sigma^2(x)$ with identical parameters $\alpha$ and $\Delta_v$ entail very similar functions $g(t)$ for sufficiently small and large $\lambda$ (and likewise for sufficiently small and large $t$), it is interesting to explore in more detail how much those functions $g(t)$ will differ for intermediate values of $\lambda$ (or of $t$). While we did not succeed to arrive at any interesting analytical insights along these lines, the numerical results presented in figure 5 very convincingly show that the functions $g(t)$ actually depend very little on any further details of $\sigma^2(x)$, once the values of $\lambda$, $\alpha$, and $\Delta_v$ are fixed.

On the other hand, we found in section 4.2 that the second-order approximation (46) reproduces the exact behavior remarkably well for perturbation profiles $f(x)$ of the form (19) with $N = 1$. Rewriting this approximation (46) in terms of the two parameters
Figure 5. (a) Four different perturbation profiles \( \sigma^2(x) \), each with \( \sigma^2(0) = 0.2 \) and \( \Delta_x = 1.5 \): exponential profile \( \sigma_1^2(x) = \sigma^2(0)e^{-|x|/\Delta_v} \) (red), step profile \( \sigma_2^2(x) = \sigma^2(0)\Theta(\Delta_x^2 - x^2) \) (yellow), two-step profile \( \sigma_3^2(x) = \frac{\sigma^2(0)}{B D_{[0,\Delta_v/2] \cup [\Delta_v,3\Delta_v/2]}(|x|)} \) with \( B.D \) denoting the indicator function of the set \( S \) (blue), sum of four Breit–Wigner functions \( \sigma_4^2(x) \), with \( N = 4 \), \( a_1 = 2a_2 = 4a_3 = 8a_4 = 0.93 \), \( 2f_1/3 = -f_2 = -2f_3 = f_4 = \sigma^2(0) = 0.2 \) (purple). (b) Corresponding numerically exact solutions \( |g(t)|^2 \) with \( \varepsilon = 0.002 \) (hence \( \alpha = 100 \)) for various coupling strengths \( \lambda \) as indicated in the top-right corner of each panel (note the different scales of the \( t \)-axis). Additionally, the gray dashed line in every panel (sometimes hardly visible) represents the analytical approximation (16).

\( \alpha \) and \( \Delta_v \) according to (79)–(81) thus yields as a very general prediction for the function \( g(t) \) the approximation (16) as stated in section 3. For comparison, this approximation is also displayed in figure 5 as dashed gray lines. Furthermore, even better agreement with the results for different perturbation profiles could be achieved by introducing ‘renormalized’ parameters \( \alpha \) and \( \Delta_v \) to approximate them by the Breit–Wigner shape (19).

Altogether, equations (7) and (16) thus amount to a fully analytical prediction for the perturbed relaxation behavior in terms of only two very basic characteristics of the perturbation, namely the (intrinsic) perturbation strength from (12) and the band width (or perturbation range) from (13). This is the main result of our present paper.

6. Comparison with related previous works

The question of how the observable relaxation behavior of an unperturbed many-body system is modified in response to a weak perturbation is very natural. Accordingly, various aspects of this general question have been addressed in a considerable number of previous works. Before discussing in somewhat more detail those which are particularly close to our present paper, we exemplify that even rather strong approximations may still lead to quite decent results in this context.
6.1. Simple approximation

In a first step, we employ the basis transformation (4) to rewrite the right-hand side of (2) in terms of the unperturbed matrix elements of \( \rho(0) \) and \( A \), resulting after a couple of elementary manipulations in

\[
\langle A \rangle_{\rho(t)} = \sum_{k,l,m,n} e^{i(E_n^0 - E_m^0)t} \rho_{kl}^0 A_{nm}^0 S_{km}(t) S_{ln}(t),
\]

(92)

\[
S_{km}(t) := \sum_{\mu} e^{i(E_{\mu}^0 - E_m^0)t} U_{\mu k}^* U_{\mu m}.
\]

(93)

In view of the orthonormality relation \( \sum_{\mu} U_{\mu k}^* U_{\mu m} = \delta_{km} \), it seems reasonable to expect that, within a very crude approximation, the sum on the right-hand side of (93) is negligibly small unless \( k = m \). In turn, for \( k = m \) the factors \( |U_{\mu m}|^2 \) can be reasonably well approximated by their ensemble-averaged values \( [\langle |U_{\mu m}|^2 \rangle_V] \). The main argument is that the sum consist of so many terms of similar character that—much like in the common central limit theorem—a kind of ‘self-averaging’ effect can be expected. Due to analogous arguments as above (5), this average can furthermore be written in the form

\[
[\langle |U_{\mu m}|^2 \rangle_V] = u(E_{\mu}^0 - E_m^0)
\]

(94)

for some suitable function \( u(E) \) (see also (A5)), and the differences \( E_{\mu}^0 - E_m^0 \) in (93) and \( E_{\mu}^0 - E_m^0 \) in (94) can be roughly approximated by \( (\mu - m)\varepsilon \). Altogether we thus arrive at

\[
S_{km}(t) \simeq \delta_{km} \tilde{g}(t),
\]

(95)

\[
\tilde{g}(t) := \sum_{n} e^{i n \varepsilon t} u(n\varepsilon).
\]

(96)

Taking into account (92) and (3), we thus can conclude that

\[
\langle A \rangle_{\rho(t)} \simeq |\tilde{g}(t)|^2 \langle A \rangle_{\rho_0(t)}.
\]

(97)

Anticipating that \( \tilde{g}(t) \) will turn out to coincide with \( g(t) \) (see also equations (A5) and (A8)), the similarity of (97) and (7) is remarkable. If the long-time limit \( \langle A \rangle_{\bar{\rho}} \) in (7) happens to vanish, the two relations are even identical. The main shortcoming of our above ‘quick and dirty’ derivation is that (97) is clearly wrong if \( A \) is the identity operator. More generally, (7) exhibits a wrong transformation behavior when adding a constant to \( A \). A more detailed inspection [4, 18] reveals two main reasons for this deficiency: though the terms in (93) with \( k \neq m \) are indeed very small, there are so many of them which contribute to (92) that they cannot be neglected. Similarly, there are very weak but very numerous ‘correlations’ between the summands in the two \( S \)-factors in (92), which also sum up to a non-negligible correction. Yet another shortcoming is the fact that all those arguments appear reasonable at most in cases where the basis transformation \( U_{mn} \) from (4) behaves in a ‘typical’ manner, which cannot be specified more precisely. In particular, the likelihood to encounter an ‘exception’ remains unknown.
Apart from those issues, the main point of the above exercise is to demonstrate that at least the basic structure of the correct result from (7) is remarkably robust against quite crude approximations in its derivation.

6.2. Connections to pertinent previous works

The overall setting of our approach, involving a reference Hamiltonian $H_0$ perturbed by an ensemble of random matrices, is similar to Deutsch’s seminal paper [5]. In this early work, the considered perturbations are taken from the Gaussian orthogonal ensemble (GOE) and thus do not emulate the sparsity and bandedness properties found in many physical examples, but the pertinent modifications are subordinate with respect to the questions studied in [5], see also [4, 17, 19]. Namely, Deutsch [5] established that the absence of thermalization in many-body quantum systems is fragile in the sense that small perturbations will typically lead to thermal equilibrium phenomenology in the long-time limit. To do so, Deutsch devised a computational scheme [23] to approximately calculate ensemble averages for products of eigenvector overlaps (4) between the unperturbed and perturbed systems. In particular, from the so-obtained results for the second moments in (94) one can infer that the function $\tilde{g}(t)$ in (95) indeed agrees with our previous $g(t)$ from (8) for the considered special case that the perturbation matrices are sampled from a GOE. It is therefore no surprise that such eigenvector overlap moments are actually also at the heart of the derivations in [4] (see also equations (A5) and (A8)), even though different methods were used there for their evaluation. Also note that the focus of our present work (as well as its predecessors [4, 19]) is on the dynamical relaxation process rather than the equilibrium (long-time average) properties.

Using Deutsch’s random matrix model, and extending his approximative methodology, Nation and Porras [7] found a result akin to equation (7) for the time evolution of expectation values with the special choice $g(t) = e^{-\Gamma t/2}$. Since the perturbations were again sampled from a GOE, whose band width in (13) is infinite, this is in agreement with the special case discussed below (83). Technically speaking, their approximation includes some of the omitted small terms discussed below (97), while others are still missing as a consequence of the fact that some basic orthonormality properties of the unitary matrix $U_{mn}$ are not properly accounted for (see equation (48) in [18]). As a consequence, considerable restrictions with respect to the class of admitted observables $A$ had to be made in [7], requiring a special type of sparsity where only a few off-diagonals of the matrix $A_{mn}^0$ [see below equation (3)] may exhibit nonvanishing entries. Furthermore, the concentration-of-measure property, crucial for turning ensemble averages into predictions about the overwhelming majority of individual members of the considered perturbation ensemble (see above (7)), was merely postulated rather than proved in [7].

By means of yet another approach, based on a Lippman–Schwinger-type equation, Ithier and Ascroft evaluated special cases of the eigenvector overlap moments in Deutsch’s random matrix ensemble up to fourth order [24], which are needed in the last two factors in (92) when evaluating the ensemble average of that equation.

The investigation of significantly more general random matrix ensembles of the form (1), covering, among others, perturbations exhibiting a sparse and/or banded structure,
has a long-standing history as well, see, e.g. [25–36] and references therein. Particularly
noteworthy in our present context is the work [35] by Fyodorov et al, who studied the
statistical properties of banded and sparse random matrix ensembles closely related
to the perturbation ensembles in [4, 19] and the present work. Notably, the integral
equation (9) is equivalent to an integral equation which was obtained in a similar but
different context in [35]. Namely, by means of the definition \( g_\kappa(z) := i[G(z)^{-1} - z] \) one
readily recovers from our equation (9) the integral equation (10) in [35]. In addition, yet
another, even more involved integral equation has been obtained in [35] (see equation (5)
therein) which has no counterpart in our present context. A possible reason could be
that the random matrix ensembles considered in [35] differ from ours in some subtle
details. In any case, the derivation of both equations has not been provided in [35] nor
in any subsequent work by these authors [37]. To our knowledge, the first published
derivation of (9) is thus contained in the supplemental material of [4].

Incidentally, a predecessor of the integral equation (18) can already be found
in Wigner’s seminal investigations [25, 26] of banded perturbation matrices whose
entries have constant amplitude but random signs. In particular, with the definition
\( p(z) := iG(z) \), equations (9a) and (9b) in [26] correspond to our equation (18) for a step
profile \( f(x) = q\Theta(1 - x^2) \).

A special case of the present banded random matrix model was adopted by
Genway et al in [6], investigating the particular setup of a small system in contact with
a large heat bath, and focusing on the temporal relaxation behavior of the small system.
Formally, the matrix elements \( V^0_{mn} \) were introduced as independent, unbiased Gaussian
random variables with variance (5) and a step profile \( f(x) = \alpha\Theta(\Delta^2 - x^2) \), even though
the effective structure is slightly distorted due to the employed Dyson Brownian motion
approach [38] to approximately compute the eigenvector overlap moments which are
needed in (92) and (93) [6]. In this setting, Genway et al then obtained an approximate prediction for the time dependence of the subsystem’s reduced density matrix
which resembles our present results (7)–(9) (being asymptotically exact, as explained
below equation (7)). Notably, they conclude that the coupling to the bath (which is the
perturbation in the setup of their work) modifies the isolated reference dynamics by a
characteristic damping function which is approximately Gaussian for times \( t < \Delta_e^{-1} \;
and crosses over to an exponential shape thereafter; we had already briefly commented on
this transition in section 5 below equation (91).

Yet another approximation in terms of projection operator techniques is due to
Richter et al [39], adopting a quite similar (non-rigorous) line of reasoning as in
section 6.1, and indeed arriving at a result of the same formal structure as in (97), except
that the function \( \tilde{g}(t) \) is now defined somewhat differently, and that the admitted initial
states \( \rho(0) \) must satisfy certain additional restrictions.

As announced in section 6.1, the fact that all those diverse approaches and approxi-
mation schemes of varying degree of rigor often lead to quite similar conclusions indicates
an astonishing structural stability of the problem and underpins its fundamental nature.
Nevertheless, an entirely satisfying treatment can apparently not reasonably circumvent
such quite sophisticated and technically involved calculations as those elaborated in [4].
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7. Comparison with numerical examples

So far, our main predictions (7) and (16) amount to quite well controlled analytical approximations regarding the vast majority of all members of a given random matrix ensemble of perturbations. But what are their implications regarding the ‘true’ (non-random) perturbation when dealing with some specific physical model in (1)?

Similarly as when comparing ‘true’ random numbers with numerically generated pseudo-random numbers, it is in general very difficult to decide whether or not the ‘true’ perturbation $V$ in any concrete physical model can be reasonably well captured by such a random matrix approach. Indeed it may seem $a$ $priori$ almost obvious that the true perturbation matrix is not a random matrix. On the other hand, the following counter-argument is equally obvious: let us assume that the matrix in question is of large but finite dimension and that each matrix element can in principle assume a large but finite number of different possible values. (Such a simplification does not seem to entail very serious problems, since it is unavoidable in any numerical treatment.) Sampling each possible value of the matrix elements with some finite probability then gives rise to an ensemble of random matrices, which also contains the ‘true’ perturbation as one of its members. In particular, if the ensemble imitates some key features like sparsity, banded matrix structure etc of the true perturbation reasonably well, and if we are able to make a statement which applies to the overwhelming majority of all the members of the ensemble (as in our present case), then there is good reason to believe that this statement should also apply to the true perturbation (see also introduction). Yet, this counter-argument can again be countered as follows: if the statement in question quantitatively depends on certain finer details of the considered ensemble, then the ‘true’ perturbation can at most belong to the vast majority of one ensemble, while it must belong to the tiny minority of all other ensembles. In other words, the previous argument that the true perturbation is realized with some reasonable probability is not yet sufficient to guarantee that it belongs to the majority of all the similarly behaving members of a given ensemble. Again, this objection is mitigated in our present case by the fact that the prediction (7) and (16) only depends on two basic parameters of the considered ensemble, i.e. many different ensembles effectively behave in the same way.

As usual in random matrix theory (see also introduction), the only really convincing way out is to compare our predictions (7) and (16) with the actual behavior of concrete examples.

7.1. Fermionic Hubbard model

As a first example, we consider a variant of the fermionic Hubbard model for which Balzer et al obtained the perturbed relaxation dynamics numerically in [40]. A comparison with the typicality prediction from [4] had already been included in the supplemental material there, and we conjectured that visible deviations for short times and larger perturbation strengths are caused by a banded structure of the perturbation matrix $V_{mn}^0$. Accordingly, we now employ our refined analytical prediction (7) with $g(t)$ from (16), which explicitly accounts for effects of a decaying perturbation profile via the parameter $\Delta_\alpha$, to further examine this conjecture.
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Figure 6. Time-dependent expectation values of the momentum mode correlation (99) for the fermionic Hubbard model from (98) with various coupling strengths $\lambda$, and with a Néel state as initial condition. Solid: dynamical mean-field theory (DMFT) results as published in figure 3(a) of [40]. Dashed: theoretical prediction (7) using the numerical result (solid black $\lambda = 0$ curve) for the unperturbed $\langle A \rangle_{\rho_0(t)}$, $\langle A \rangle_{\bar{\rho}} = 0$, and $g(t)$ from (16) with $\alpha = 0.045$ and $\Delta_v = 4.88$. Dotted: same but employing for $g(t)$ the approximation from (45) with $\alpha = 0.035$. Data for finite $\lambda$ are shifted vertically in steps of $-0.25$ for better visibility.

The considered model is defined on a Bethe lattice of infinite coordination number so that $H_0$ and $V$ in (1) can be written as

$$H_0 := -\sum_{\langle ij \rangle, \sigma} c_i^\dagger c_j \sigma, \quad V := \sum_i \left( n_i \uparrow - \frac{1}{2} \right) \left( n_i \downarrow - \frac{1}{2} \right)$$

(98)

using the fermionic creation and annihilation operators $c_i^\dagger$ and $c_i \sigma$, respectively, for particles of spin $\sigma \in \{ \uparrow, \downarrow \}$ on site $i$, $n_i \sigma := c_i^\dagger c_i \sigma$, and $\langle ij \rangle$ to denote connected sites $i$ and $j$. Initially, every site is occupied by exactly one fermion with opposing spins between connected sites (Néel state). Time-dependent expectation values for the observable

$$A := \frac{1}{2} \left( \hat{c}_k \hat{c}_{\bar{k}} + \hat{c}_{\bar{k}} \hat{c}_k \right),$$

(99)

which quantifies correlations between conjugated momentum modes $k$ and $\bar{k}$ as detailed in [40], were calculated for various coupling strengths $\lambda$ using DMFT, and are displayed as solid lines in figure 6.

In order to compare these numerical findings with our analytical prediction (7), we take the numerically obtained reference dynamics $\langle A \rangle_{\rho_0(t)} (\lambda = 0$ in figure 6) and the long-time asymptotics $\langle A \rangle_{\bar{\rho}} = 0$ as ‘given’. For the function $g(t)$ from (16), we need the numerical values of the parameters $\Delta_v$ from (13) and $\alpha$ from (12). In principle, they can be extracted directly from the empirical variances (5) of the operator $V$ from (98) (see section 7.2 and [19] for an example where this analysis is explicitly employed). For the present system, unfortunately, these values are not available from [40], so we treat them as fit parameters, yielding the dashed curves in figure 6. Using the corresponding best fits $\alpha = 0.045$ and $\Delta_v = 4.88$ one furthermore finds with equations (84) and (91) that $\lambda_c \simeq 4.7$ and $t_c \simeq 0.64$. 
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For comparison, we also show in figure 6 as dotted curves the prediction of the simpler approximation (45) for $g(t)$ with only one fit parameter $\alpha$. This approximation was employed previously in [4], and is de facto restricted—as pointed out below (83) and above (91)—to small coupling strengths $\lambda$, or large band widths $\Delta_v$, or large times $t$, while otherwise the two-parameter approximation (16) should be better. Figure 6 indeed confirms our theoretical prediction that the improved approximation (dashed lines) works notably better than the simple approximation (dotted lines) when $t < t_c \simeq 0.64$, albeit there still remain some noticeable deviations from the numerics (solid lines) for large $\lambda$- and moderate $t$-values (for very small and large $t$-values good agreement is found for rather trivial reasons). These deviations are probably due to the fact that for too strong perturbations the assumption below (3) regarding the mean level spacing may easily be violated: either the system’s energy distribution may no longer be sufficiently sharply peaked, or the mean level spacing itself may be notably changed by the perturbation.

Furthermore, the remaining differences between the solid and dashed lines in figure 6 may possibly be attributed to finite size effects (see below equation (7)) and the effective approximation of the ‘true’ perturbation profile (5) by the Breit–Wigner form (19), or they may indicate that the specific model Hamiltonian at hand indeed exhibits some non-negligible deviations from the vast majority of the typical members for any of the random matrix ensembles admitted by our present approach (see beginning of this section).

While it may not be overly surprising that a two-parameter fit performs better than a one-parameter fit to approximate the actual dynamics, it is still worth pointing out that the improvement of the two-parameter approximation (16) primarily concerns the regime of larger $\lambda$ and small $t$, which is precisely the region where it is anticipated to enhance the prediction (see also sections 4 and 5). For smaller values of $\lambda$ or larger $t$, in turn, both approximations essentially agree (cf figure 6).

As an aside we note that any given random matrix ensemble entails a unique value of the parameter $\alpha$ in (12). The fact that the fitted $\alpha$ values notably differ for the two above mentioned approximations may be considered as yet another signature of the fact that the simpler approximation (dotted lines) indeed misses some relevant feature of the true system, namely the banded matrix structure of the perturbation.

A noteworthy final remark is that in the above example the unperturbed expectation value does not approach a constant long-time limit (the unperturbed system does not equilibrate nor thermalize), but rather keeps oscillating forever, and that our theory also admits such cases (as announced in section 2).

### 7.2. Two-dimensional spin-1/2 lattice

As our second example, we consider a two-dimensional spin-$\frac{1}{2}$ lattice of dimensions $L \times L$, in which the unperturbed Hamiltonian $H_0$ couples nearest neighbors via isotropic Heisenberg interactions (open boundary conditions),

$$H_0 := \sum_{i,j=1}^{L} \sigma_{i,j} \cdot (\sigma_{i+1,j} + \sigma_{i,j+1}), \quad (100)$$
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while the perturbation provides an additional coupling of next-nearest neighbors via spin-flip terms with respect to the $z$ direction,

$$V := \sum_{i,j=1}^{L-1} \sum_{\alpha=x,y} \left( \sigma^\alpha_{i,j} \sigma^\alpha_{i+1,j+1} + \sigma^\alpha_{i+1,j} \sigma^\alpha_{i,j+1} \right).$$ (101)

Here $\sigma_{i,j} := (\sigma^x_{i,j}, \sigma^y_{i,j}, \sigma^z_{i,j})$ is a vector of Pauli matrices acting on site $(i,j)$. For a lattice with $L = 4$, the corresponding perturbation profile $\sigma^2(x)$ from (5) was computed numerically using exact diagonalization in [19], yielding $\alpha = 2.64$ and $\Delta_v = 7.32$ within an energy window from $E = -8.8$ to 5.8. The associated crossover coupling from (84) is thus $\lambda_c \simeq 0.75$, and the crossover time from (91) is $t_c \simeq 0.43$.

We prepare the system in the state $\rho(0) = |\psi\rangle \langle \psi|$ with

$$|\psi\rangle \propto e^{-H_0^2/2\Delta^2} \sigma^+_2 \sigma^+_{3,3} |\phi\rangle,$$ (102)

where $\Delta = 2$, $\sigma^\pm_{i,j} := \sigma^x_{i,j} + i\sigma^y_{i,j}$, and $|\phi\rangle$ denotes a Haar-distributed random vector in the Hilbert space sector with vanishing total magnetization in the $z$ direction. This emulates a system in thermal equilibrium at infinite temperature, for which the spins at sites $(2,2)$ and $(3,3)$ are prepared in the ‘up’ state, followed by a macroscopic energy measurement yielding $E = 0$.

Starting from this state, we monitor the correlation between the $z$ magnetization of the two initially deflected sites,

$$m_c := \sigma^z_{2,2} \sigma^z_{3,3}. $$ (103)

The numerically obtained time-dependent expectation values are shown as solid lines in figure 7 for various values of the coupling strength $\lambda$, spanning the entire regime from weak perturbations ($\lambda < \lambda_c$) to moderately strong perturbations ($\lambda > \lambda_c$).

To compare our analytical prediction (7), we adopt the function $g(t)$ from (16) with the known values $\alpha = 2.64$ and $\Delta_v = 7.32$ (see below equation (101)) and the numerically available expectation values $\langle A \rangle$ (cf figure caption). This leads to the dashed curves in figure 7, which are in remarkable agreement with the numerical results. Notably, there are no free fit parameters in this example, all quantities entering the prediction (7) and (16) are available directly via a numerical analysis of $H_0$ and $V$ from (100) and (101), respectively.

In addition, we also display the prediction (7) with the weak-perturbation and long-time asymptotics (45) for $g(t)$ by the dotted lines in figure 7. This approximation indeed works in the expected regimes ($\lambda \ll \lambda_c$ or $t \gg t_c$), but obviously fails for other combinations of $\lambda$ and $t$, highlighting the substantial improvement of the theory resulting from the refined expression (16) for $g(t)$.
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Figure 7. Time-dependent expectation values of the central magnetization correlation \( A = m_c \) from (103) for the \( 4 \times 4 \) spin-\( \frac{1}{2} \) lattice model from (100)–(101). The initial state is given by \( \rho(0) = |\psi\rangle\langle\psi| \) with \( |\psi\rangle \) from (102). Solid: numerical results obtained by exact diagonalization. Dashed: theoretical prediction (7) using the numerical result (solid black \( \lambda = 0 \) curve) for the unperturbed \( \langle A \rangle_{\rho_0(t)} \), the numerically determined \( \langle A \rangle_{\bar{\rho}} = -0.0896, -0.0820, -0.0830, -0.0738 \) for \( \lambda = 0, 0.2, 0.4, 0.8, 1.6 \), respectively, and \( g(t) \) from (16) with \( \alpha = 2.64 \) and \( \Delta_v = 7.32 \) (see below equation (101)). Dotted: same but employing for \( g(t) \) the approximation from (45). Data for finite \( \lambda \) are shifted vertically in steps of \(-0.1\).

7.3. Spin-1/2 XXX ladder

Our third example consist in a spin-\( \frac{1}{2} \) ladder model, where \( H_0 \) and \( V \) in (1) are given by

\[
H_0 := \sum_{l=1}^{L} \sum_{k=1}^{2} S_{l,k} \cdot S_{l+1,k} \quad V := \sum_{l=1}^{L} S_{l,1} \cdot S_{l,2}.
\] (104)

Here \( S_{l,k} = \sigma_{l,k}/2 \) denote standard spin-\( \frac{1}{2} \) operators acting on site \((l, k)\). The reference system \( H_0 \) thus consists of two spin chains (or ‘legs’) of length \( L \) with nearest-neighbor Heisenberg interactions, and the perturbation \( V \) couples them via Heisenberg terms as well. In other words, this model exemplifies a case of two isolated many-body subsystems, brought into contact by the perturbation \( V \) (see section 2).

Richter et al studied in [39] the current autocorrelation function \( C(t) := \text{Tr}\{\rho_{\text{eq}} e^{iHt} J e^{-iHt} J\}/L \) of this model, where \( \rho_{\text{eq}} \) denotes the canonical density operator at infinite temperature (thus proportional to the identity operator), and where

\[
J := \sum_{l=1}^{L} \sum_{k=1}^{2} \left( S_{l,k}^x S_{l+1,k}^y - S_{l,k}^y S_{l+1,k}^x \right)
\] (105)

is the spin current along the legs. Within the dynamical typicality framework they utilized to simulate \( C(t) \) [39], and exploiting the fact that \( \text{Tr}\{J\} = 0 \), the autocorrelation function \( C(t) \) from above can be rewritten in the form \( \langle J_{\rho(t)} \rangle \) (cf equation (2)) with initial state \( \rho(0) = |\psi\rangle\langle\psi| \), where \( |\psi\rangle \) is chosen proportional to \( \sqrt{1 + J/L} |\phi\rangle \) [41], and \( |\phi\rangle \) being a state drawn at random from the pertinent Hilbert space according to the Haar measure [39].
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Figure 8. Time-dependent expectation values of the current correlation function 
\[ C(t) = \frac{\text{Tr}[\rho(t) e^{iHt} J e^{-iHt} J]}{L} = \langle J(t) \rangle \] (see also main text) for the spin ladder model (104). Solid: numerical results as provided in figure 2(c) of [39]. Dashed: theoretical prediction (7) using the numerical result (solid black \( \lambda = 0 \) curve) for the unperturbed \( \langle J(t) \rangle \); \( \langle J(t) \rangle = 0 \), and \( g(t) \) from (16) with \( \alpha = 0.13 \) and \( \Delta_v = 3.26 \). Dotted: same but employing for \( g(t) \) the approximation from (45) with \( \alpha = 0.11 \). Data for finite \( \lambda \) are shifted vertically in steps of -0.025 for better visibility.

The numerical results for \( C(t) = \langle J(t) \rangle \) from [39] are depicted as solid lines in figure 8. We compare them to our theory (7) and (16) by exploiting \( \langle J(t) \rangle = 0 \) (thermal long-time asymptotics) and fitting the parameters \( \alpha \) and \( \Delta_v \) since—as in the previous example from section 7.1—their precise numerical values are not available. (We remark that the authors of [39] do explore the structure of their perturbation matrix \( V_{mn}^{0} \), but for a smaller system size than in figure 8, and indeed find a banded and sparse structure in qualitative agreement with our setup. Unfortunately, the precise scaling of the parameters \( \alpha \) and \( \Delta_v \) with the system size \( L \) is unclear, so that it is not possible to extrapolate their quantitative values for the system in figure 8 from the available data.) The dashed lines in figure 8 represent the so-obtained theoretical predictions with \( \alpha = 0.13 \) and \( \Delta_v = 3.3 \), revealing very good agreement with the numerics. Similarly as in the previous example from section 7.1, we also included as dotted lines a fit to the simpler approximation from (45), which is expected (and found) to apply when the perturbation is weak, or the band width is large, or the time is large.

7.4. Transverse-field Ising model

As a last example, we consider the one-dimensional transverse-field Ising model, whose Hamiltonian is given by (1) with

\[ H_0 := -2 \sum_{j=1}^{L} S_x^i S_x^{i+1}, \quad V := - \sum_{j=1}^{L} S_z^i, \]  

(106)

where the \( S_x^i, S_z^i \) are again the standard spin-\( \frac{1}{2} \) operators acting on site \( j \) modulo \( L \) (periodic boundary conditions). Hence, the reference system is the Ising model at vanishing
Typical relaxation of perturbed quantum many-body systems

Figure 9. Time-dependent expectation values of (a) the next-nearest-neighbor correlation $A = S^z_j S^z_{j+2}$ and (b) the transverse magnetization $A = S^x_j$ for the transverse-field Ising model (106) with various coupling strengths $\lambda$, and employing the ground state for $\lambda = 4$ as initial condition (quantum quench). Solid: exact analytical results in the thermodynamic limit $L \to \infty$. Dashed: theoretical prediction (7) using the exact result (solid black $\lambda = 0$ curve) for the unperturbed $\langle A \rangle_{\rho_0(t)}$, the exact long-time limit $\langle A \rangle_{\bar{\rho}}$, and $g(t)$ from (16) with $\alpha = 1.1$ and $\Delta_v = 0.22$. (In particular, the same values were use for all dashed curves in (a) and (b).) Dotted: same but employing for $g(t)$ the approximation from (45) with $\alpha = 0.70$. Data for finite $\lambda$ are shifted vertically in steps of $-0.1$ in (a) and $-0.25$ in (b) for better visibility.

external field, and the perturbation consists of a transverse magnetic field with coupling strength $\lambda$. This model is well-known to be integrable for all values of $\lambda$.

Specifically, we consider an infinite chain (thermodynamic limit $L \to \infty$), which is prepared in the ground state of the perturbed Hamiltonian with $\lambda = 4$, and which is subsequently quenched to a Hamiltonian with a smaller $\lambda$ value. As our first observable, we consider the next-nearest neighbor correlation $S^z_j S^z_{j+2}$ (the choice of $j$ is irrelevant), which is known to be nonthermalizing in the present setup [42]. Our second observable is the transverse magnetization $S^x_j$. Both observables exhibit permanent oscillations in the reference system $H_0$ for the chosen initial state, and the expectation-value dynamics can be calculated exactly for all values of $\lambda$ [43–45].

Similarly as before, we compare in figure 9 those numerically exact results (solid lines) to our theory from (7) and (16), employing the exact results also for the reference dynamics $\langle A \rangle_{\rho_0(t)}$ and for the long-time limit $\langle A \rangle_{\bar{\rho}}$, while $\Delta_v$ and $\alpha$ are again treated as fit parameters, yielding $\Delta_v = 0.22$ and $\alpha = 1.2$. The improved approximation (dashed lines) again works notably better than the simple approximation (dotted lines) when $\lambda > \lambda_c \approx 0.2$.

We also note that—like in the example from section 7.1—we are dealing here again with a case for which the unperturbed dynamics does not equilibrate in the long-time limit. Moreover, both the unperturbed and the perturbed systems are now always integrable. Though this does not automatically violate any of the formal requirements (cf. section 2), our theory may not have been originally expected to be still applicable in view of the fact that most perturbations of any given ensemble will lead to a non-integrable perturbed Hamiltonian. For the particular combination of observables and initial state from figure 9, the presence of an extensive number of conservation laws thus
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seems to be of subleading importance as far as the dynamical response of the system to the perturbation is concerned.

8. Conclusions

Characterizing the effect of reasonably small perturbations on the behavior of dynamical systems is an important and recurrent task in many areas of physics. The pertinent key contribution of our present work is an analytical prediction of this response in isolated many-body quantum systems based on just two parameters of the perturbation: its overall strength $\alpha \lambda^2$ (equation (12)) and its band width $\Delta_v$ (equation (13)), both of which are derived from the magnitude of the perturbation matrix elements in the eigenbasis of the unperturbed Hamiltonian via (5). The analytical prediction (7) suggests that the perturbed time-dependent expectation values $\langle A \rangle_{\rho(t)}$ of an observable $A$ resemble the unperturbed $\langle A \rangle_{\rho_0(t)}$, but are modified by a function $g(t)$, specified in (16) and depending on the two perturbation parameters $\alpha \lambda^2$ and $\Delta_v$, which pushes them towards their (perturbed) long-time limit. For late times and/or weak perturbations, these perturbed relaxation characteristics are akin to Fermi’s golden rule and in fact comprise the latter as a special case. At the same time, significant deviations from the golden-rule behavior are observed and quantified via (16) for stronger perturbations and short times.

Given its simplicity, the prediction (7) and (16) can surely not be expected to hold always and invariably. Naturally, deviations are unsurprising if certain prerequisites of the derivation itself are violated, the most important ones being a well-defined macroscopic energy and a perturbation that is not too strong. However, deviations can also occur in a more subtle manner due to the inherent probabilistic character of our random matrix approach. Moreover, as explained in section 7, it is unfortunately quite hard to determine in general whether a given physical perturbation is a ‘typical’ member of any of the admitted perturbation ensembles.

In any case, a crucial prerequisite is that the chosen ensemble faithfully reproduces the key mechanisms responsible for the modifications in the perturbed system. Here, we identified the perturbation profile $\sigma^2(x)$ from (5) as the key property for the dynamics in a large variety of setups, prominently highlighted by the integro-differential equation (10). Nevertheless, other features such as the locality and few-body character of interactions may become important in other setups, too (see below).

Generally speaking, it is not unusual that the behavior of macroscopic systems can be characterized in terms of just a few parameters, for otherwise we would not be able to describe them theoretically at all. Crucially, the examples from section 7 (see also [4] for further examples) demonstrate that the theory is successful at predicting the dynamical response for a variety of different models and perturbations, and even for systems which cannot really be considered ‘macroscopic’ yet.

Methodologically, our present work builds on the results from [4], which, in particular, established the general structure (7) for the quantum many-body relaxation under the influence of banded and sparse perturbation matrices. Substantial progress was achieved regarding analytical expressions for the function $g(t)$ governing that perturbed relaxation, culminating in the aforementioned approximation (16) in terms of the perturbation strength $\alpha \lambda^2$ and band width $\Delta_v$. This latter expression originally
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arises as the second-order approximation for the special choice of a single \((N = 1)\) Breit–Wigner perturbation profile \((19)\), for which we were able to solve the underlying integral equation \((18)\) leading to \(g(t)\) via \((8)\) exactly in the form of an infinite continued fraction (see section 4). Based on universal limiting expressions for weak and strong perturbations and short and long times as well as numerical explorations, we subsequently argued in section 5 that the precise form of \(g(t)\) is rather insensitive to further perturbation details apart from \(\alpha \lambda^2\) and \(\Delta_v\), finally leading to \((16)\).

Besides our own works \([4, 19]\), similar concepts and ideas have been developed and pursued in various studies by other authors, too, of which we reviewed the most closely related ones known to us in section 6.

An interesting direction for future research is to obtain a better understanding of the features of ‘real’ physical perturbations which may potentially render them atypical with respect to the random matrix ensembles considered here. From a mathematical point of view, these are correlations between the perturbation matrix elements, but how they arise from the geometrical structure and types of interactions \([46, 47]\) and to what extent they matter with respect to the many-body relaxation is still poorly understood.
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Appendix A. General properties of \(G(z)\)

In this appendix we discuss several general issues regarding the solutions \(G(z)\) of the non-linear integral equation \((9)\), including existence, uniqueness, symmetries, and the physical origin of this equation.

Generally speaking, statements about the existence and uniqueness of solutions of non-linear integral equations as exemplified by \((9)\) are known to be difficult to obtain.

Before turning to our specific case at hand, it may be worthwhile to recall the following basic facts: the function \(f(z) := z^*\) is not analytic for any \(z \in \mathbb{C}\) (the Cauchy–Riemann differential equations are always violated). It follows that if \(f(z)\) is analytic, then \(h(z) := f(z^*)\) is in general no longer analytic, and similarly for \(h(z) := [f(z)]^*\). On the other hand, \(h(z) := -f(z)\) and \(h(z) := f(-z)\) are still analytic, and also \(h(z) := [f(z^*)]^*\) is again analytic, and hence also \(h(z) := -[f(-z^*)]^*\).

Due to the symmetry \((6)\) of \(\sigma^2(x)\), one readily verifies that if \(G(z)\) solves the integral equation \((9)\), then there must exist in full generality four solutions of \((9)\), namely (see also \((32)\))

\[
G_1(z) := G(z) = v(x, y) + iw(x, y),
\]
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In general, solutions of the non-linear integral equation (9) thus come in quadruples of the structure (A1)–(A4). However, some of the members of a quadruple may actually coincide, for instance due to symmetry reasons (see below). Moreover, we anticipate that they may exhibit poles (or other singularities), and hence may not be well-defined or may not solve (9) for all $z \in \mathbb{C}$ simultaneously. In the following, we always tacitly focus on one particular such quadruple of solutions.

If $G(z) = G_1(z)$ furthermore satisfies the two additional requirements (i) and (ii) below (20), then one readily verifies also $G_2(z)$ will satisfy the same requirements. On the other hand, $G_3(z)$ and $G_4(z)$ will fulfill two slightly modified requirements, namely the same requirements as below (20) except that they must now apply for all $z$ with $\text{Im}(z) > 0$ (but possibly not any more for all $z \in \mathbb{C}$ with $\text{Im}(z) < 0$).

Under the assumption that the solution of (9), in conjunction with the two requirements below (20), is unique, it follows that $G_2(z) = G_1(z)$, and hence $G(z) = G_1(z)$ must satisfy the symmetry property (31). Incidentally, also the two remaining solutions $G_3(z)$ and $G_4(z)$ then actually must coincide and exhibit the same symmetry (31).

Further insight regarding those existence and uniqueness issues seems hardly possible on the basis of the integral equation (9) alone. Rather, it seems indispensable to also take into account the origin of this equation in the derivation of the final result (7). Referring to [4] for more details, a suitable starting point is the following implicit definition of the function $u(E)$:

$$[[U_{mn}]^2]_V = u(E^0_m - E^0_n),$$

where, as in the main paper, $U_{mn}$ are the overlaps of the perturbed and unperturbed eigenstates from (4) and where $\langle \cdots \rangle_V$ indicates the average over the considered ensemble of perturbations $V$. For the rest, everything is very similar to the implicit definition of the function $\sigma^2(x)$ in (5). The existence and uniqueness of this function $u(E)$ may thus be taken for granted. Moreover, by means of our usual approximation $E^0_m - E^0_n \simeq (m - n)\varepsilon$ (see above (5)), the following two properties readily follow from the definition (A5):

$$u(E) \geq 0,$$

$$\int \text{d}E u(E) = \varepsilon.$$
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\[ u(E) = \frac{\varepsilon}{\pi} \lim_{\eta \to 0} \text{Im} G(E - i\eta), \quad (A8) \]

where \( G(z) \) must solve the non-linear integral equation (9). On the other hand, \( G(z) \) originally arises [4] as an ensemble average of the form \( [\mathcal{G}(z)]_V = G(z - H_0) \), where \( \mathcal{G}(z) := (z - H)^{-1} \) is the resolvent or Green’s function of the perturbed Hamiltonian \( H \) in (1), see also below (8). For the sake of clarity, we temporarily denote this specific (original) function as \( \tilde{G}(z) \), to better distinguish it from all the possibly existing further solutions of the non-linear integral equation (9). Taking for granted that the entire derivation in [4] is sound, it follows that this ensemble-averaged (scalar) resolvent \( \tilde{G}(z) \) exists, is unique, and solves (9). Moreover, one can infer from the above definitions that the hermiticity of \( G(z) \) implies \( \tilde{G}(z^*) = [\tilde{G}(z)]^* \), and that \( \tilde{G}(z) \) must in general be expected to exhibit non-analyticities along the real axis [4]. In contrast, the (exact or approximate) solutions we encountered in the main paper usually do not exhibit the symmetry \( G(z^*) = [G(z)]^* \), and instead are often analytic on the real axis. Put differently, the essential difference between our solutions \( G(z) \) and the original \( \tilde{G}(z) \) is that \( G(z) \) initially was obtained in the main paper as a solution of the non-linear integral equation (9) on the complex half-plane \( \mathbb{C}^- \) from (20), and subsequently was extended as far as possible (i.e. up to poles) by analytic continuation. On the other hand, \( \tilde{G}(z) \) may be imagined to arise in the same way as a solution of (9) on the half-plane \( \mathbb{C}^- \), but then is already fixed also for the remaining arguments \( z \) via \( \tilde{G}(z^*) = [\tilde{G}(z)]^* \). In other words, if \( \tilde{G}(z) \) agrees with \( G(z) \) in (A1) on \( \mathbb{C}^- \), then \( \tilde{G}(z) \) will be given by \( G_3(z) \) from (A3) for the remaining arguments \( z \). (In particular, \( \tilde{G}(z) \) thus still solves the non-linear integral equation (9) for all \( z \in \mathbb{C} \setminus \mathbb{R} \).)

Let us now assume that we obtained a quadruple of solutions (A1)–(A4), and one of them, say \( G_1(z) \), leads via (A8) to a function \( u(E) \) which satisfies (A6) and (A7). Then the same applies for the corresponding function \( u(E) \) deriving from \( G_2(z) \). On the other hand, \( G_3(z) \) and \( G_4(z) \) will entail functions \( u(E) \) via (A8) which violate (A6) and (A7) (or they are not well-defined for the arguments \( z \) required in (A8) in the first place). Hence, one of the first two solutions is expected to be the physically relevant one (i.e. to agree with \( \tilde{G}(z) \) on \( \mathbb{C}^- \)), while the last two solutions must be excluded as unphysical.

All these arguments strongly suggest (but still do not prove), that a solution \( G(z) \) of the non-linear integral equation (9), for which \( u(E) \) from (A8) moreover satisfies (A6) and (A7), exists and is unique. Furthermore, the uniqueness strongly suggests that also the symmetry property (31) will be fulfilled. According to (32), (34), and (A8) it then also follows that \( u(E) \) must be an even function of \( E \),

\[ u(-E) = u(E). \quad (A9) \]

All these properties were indeed recovered in all our particular (possibly approximate and either analytical or numerical) solutions \( G(z) \) from the main paper. (Note that (A7) is in fact equivalent to (42) due to (A8) and (8).)
Appendix B. Convergence of equation (30)

In this appendix, we show that the infinite continued-fraction representation of \( H(z) \) from equation (30) converges for all \( z \in \mathbb{C} \) with \( \text{Re}(z) > 0 \) and any given \( \beta \in \mathbb{R}^+ \).

Introducing the notation
\[
\kappa^\infty_{k=0} \frac{a_k}{b_k} := \frac{a_0}{b_0 + \frac{a_1}{b_1 + \frac{a_2}{b_2 + \cdots}}}
\]  
for the infinite continued fraction with coefficients \( a_k, b_k \in \mathbb{C} \), we can express \( H(z) \) in (30) as
\[
H(z) = \frac{1}{\beta^\infty_{k=0} \frac{\beta}{z + k}}.
\]  
We also define the auxiliary continued fractions
\[
h_n(z) := \frac{\beta}{z + k},
\]
Provided that \( h_{n+1}(z) \) converges for given \( n \), equation (B2) can then be written as
\[
H(z) = \frac{1}{\beta^\infty_{k=0} \frac{\beta}{z + k + \delta_{nk} h_{n+1}(z)}},
\]
i.e. as a finite continued fraction of order \( n \) with the ‘rest’ \( h_{n+1}(z) \) appended to the denominator of the last term.

Restricting ourselves to \( \text{Re}(z) > 0 \) and recalling that \( \beta > 0 \), it therefore suffices to show that, for fixed \( z \), there exists \( n_0 \in \mathbb{N} \) such that \( h_{n_0}(z) \) is convergent because the denominators of all finite fractions in (B4) have a strictly positive real part and thus cannot develop poles.

The existence of such \( n_0 \) for any preset \( z = x + iy \) with \( x > 0 \) and \( y \in \mathbb{R} \) follows directly from the Ślezyński–Pringsheim theorem [48], which states that the infinite continued function (B3) converges if \( |z + k| \geq \beta + 1 \) for all \( k \geq n \). If \( |z| \geq \beta + 1 \), we can thus readily conclude that \( h_n(z) \) converges for all \( n \). Otherwise, the theorem assures convergence of \( h_n(z) \) for all \( n \geq n_0 \) with
\[
n_0 := \left\lceil \sqrt{(\beta + 1)^2 - y^2 - x} \right\rceil,
\]
where \( \lceil x \rceil \) denotes the smallest integer greater than or equal to \( x \) (‘ceiling function’).

Appendix C. Various representations of \( g(t) \)

In this appendix, we derive several alternative equations for the function \( g(t) \) from (8) under the assumption that \( G(z) \) fulfills the requirements (i) and (ii) below (20).

In particular, the integral equation (10) for \( g(t) \) is obtained. Moreover, it is shown
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that $g(t)$ can be written in the form (35) provided $G(z)$ exhibits the symmetry property (31).

Representing $\text{Im} G(E - i\eta)$ as $[G(E - i\eta) - G^*(E - i\eta)]/2\eta$, the function $g(t)$ from (8) can be rewritten in the form

$$g(t) = \lim_{\eta \downarrow 0} g_\eta(t),$$

(C1)

$$g_\eta(t) := \frac{\tilde{g}_\eta(t) - \tilde{g}_\eta(-t)}{2\pi i}$$

(C2)

$$\tilde{g}_\eta(t) := \int dE e^{iEt} G(E - i\eta).$$

(C3)

In particular, taking for granted that the integral on the right-hand side of (8) exists, also the existence of the Fourier transform (C3) should not be a problem [49].

From (C1) and (C2) we can conclude that

$$g(-t) = g^*(t),$$

(C4)

and with (A7) and (A8) that

$$g(0) = 1.$$  

(C5)

In doing so, we thus tacitly take for granted the relations (A7) and (A8). Alternatively, (C5) is also recovered as the limit of $g(t)$ for asymptotically small $t$ in all specific examples known to us, see also equation (42) in the main text.

In view of (C4) and (C5), we can and will mostly focus on $t > 0$ from now on.

Taking for granted that $G(z)$ fulfills the assumptions (i) and (ii) below (20), standard residue methods imply that $\tilde{g}_\eta(t)$ in (C3) must vanish for $t < 0$ implying with (C2) that

$$g_\eta(t) = \tilde{g}_\eta(t)/2\pi i \quad \text{for} \quad t > 0.$$  

(C6)

With (C1) and (C3), we thus obtain

$$g(t) = \frac{1}{2\pi i} \lim_{\eta \downarrow 0} \int dx G(x - i\eta) e^{ixt} \quad \text{for} \quad t > 0.$$  

(C7)

If $G(z)$ in addition satisfies the symmetry property (31), one can infer from (C3) that $\tilde{g}_\eta^*(t) = -\tilde{g}_\eta(t)$. With (C1) and (C2) it follows that $g(-t) = g(t)$ and with (C4) that $g(t) = g^*(t)$ for all $t$. Exploiting (C7) we thus recover (35), at least for all $t \neq 0$. In the remaining case $t = 0$, (35) follows by continuation or from (A7) and (A8), see also the discussion below (C5).

In the following we no longer require that $G(z)$ exhibits the symmetry property (31). Next, we observe that the integral equation (18) can be rewritten by choosing $z = E - i\eta$ and setting $h(E) := G(E - i\eta)$ in the form

$$[E - i\eta] h(E) - h(E) \int dx h(E - x)f(x) = 1.$$  

(C8)
Upon multiplying this equation by $e^{iEt}$, integrating over $E$, exploiting that
\[ \int \text{d}E e^{iEt} h(E) = \tilde{g}_\eta(t) \] according to (C3), and applying textbook Fourier transformation methods, a straightforward but somewhat tedious calculation yields
\[ \dot{\tilde{g}}_\eta(t) + i\eta \tilde{g}_\eta(t) - \frac{1}{2\pi} \int \text{d}s \tilde{g}_\eta(t-s) \tilde{g}_\eta(s) \hat{f}(s) = 2\pi \delta(t), \tag{C9} \]
where $\hat{f}(t)$ is the Fourier transform of $f(x)$ from (86). Focusing on $t > 0$ and utilizing under the integral in (C8) that $\tilde{g}_\eta(t) = 0$ for $t < 0$ (see above (C6)), we can conclude that
\[ \dot{\tilde{g}}_\eta(t) + \eta \tilde{g}_\eta(t) + \frac{1}{2\pi i} \int_0^t \text{d}s \tilde{g}_\eta(t-s) \tilde{g}_\eta(s) \hat{f}(s) = 0 \tag{C10} \]
for $t > 0$. With (C6) and (C1) this finally yields
\[ \dot{g}(t) + \int_0^t \text{d}s g(t-s) \tilde{g}(s) \hat{f}(s) = 0 \tag{C11} \]
for $t > 0$. Formally, this amounts to an initial value problem for $g(t)$ with initial condition (C5). The solution for negative $t$ then follows from (C4), and can be shown to still satisfy (C11). In other words, (C11) in fact applies for arbitrary $t$, i.e. we recover equation (10) from the main text.
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