Klein paradox between transmitted and reflected Dirac waves on Bour surfaces

Víctor A. González-Domínguez and Juan A. Reyes-Nava
Instituto de Investigación e Innovación en Energías Renovables, Universidad de Ciencias y Artes de Chiapas, Libramiento Norte Poniente No. 1150, C.P. 29039, Tuxtla Gutiérrez, Chiapas, México

Pavel Castro-Villarreal
Facultad de Ciencias en Física y Matemáticas, Universidad Autónoma de Chiapas, Carretera Emiliano Zapata, Km. 8, Rancho San Francisco, 29050 Tuxtla Gutiérrez, Chiapas, México

It is supposed the existence of a curved graphene sheet with the geometry of a Bour surface $B_n$, such as the catenoid (or helicoid), $B_0$, and the classical Enneper surface, $B_2$, among others. In particular, in this work, the propagation of the electronic degrees of freedom on these surfaces is studied based on the Dirac equation. As a consequence of the polar geometry of $B_n$, it is found that the geometry of the surface causes the Dirac fermions to move as if they would be subjected to an external potential coupled to a spin-orbit term. The geometry-induced potential is interpreted as a barrier potential, which is asymptotically zero. Furthermore, the behaviour of asymptotic Dirac states and scattering states are studied through the Lippmann-Schwinger formalism. It is found that for surfaces $B_0$ and $B_1$, the total transmission phenomenon is found for sufficiently large values of energy, while for surfaces $B_n$, with $n \geq 2$, it is shown that there is an energy point $E_K$ where Klein’s paradox is realized, while for energy values $E \gg E_K$ it is found that the conductance of the hypothetical material is completely suppressed, $\mathcal{G}(E) \to 0$.

I. INTRODUCTION

One of the intriguing properties of graphene, among many others [1], is that the charge carriers can be described by quasiparticles with the same behaviour as relativistic Dirac fermions at the low-energy regime [2]. This fact had been theoretically predicted when it was shown that Dirac’s field theory emerges [3-4] from Wallace’s tight-binding model [5]. These characteristics of graphene allowed establishing an analogy with relativistic quantum phenomena [6]. Even more so, it is possible to think of graphene as the mother of other graphitic materials, since it can fold up to form fullerenes [7-8], roll up into carbon nanotubes [9] and stack up to shape graphite. Furthermore, using concepts from geometry and topology new carbon nanostructured curved materials can be created with new properties [10-11]. Indeed, curved carbon materials were proposed more than a decade before the advent of groundbreaking graphene [12]. Although there is still no experimental synthesis of these nanostructured materials, there is a good expectation [13] that this will be so with the technological advancement [14-15].

The possibility of studying quantum phenomena on curved space-times was also raised [16] with the logical implication to explore gravitational analogues phenomena in tabletop experiments [17-18], for instance, through the conformal-gauge symmetry encoded in the $2+1$ Dirac theory [19-20], the intrinsic curvature of the graphene sheet gives up a general relativistic description of fermionic degrees of freedom, whereas the electronic properties of a sheet with a shape of a Beltrami trumpet [21] is interpreted as the Unruh-Hawking effect [22-24], forasmuch under a specific external magnetic field the space-time metric is described by a Zermelo optical metric which is conformally equivalent to the BTZ black hole metric [20], where also Hawking-radiation phenomena can be explored [25]. Likewise, using a variation of the hopping parameters in the tight-binding model an emergent Horava gravity arises [20]. Additionally, a simulation of quantum gravity analogues can be achieved when chiral symmetry is broken; that is, when it is taking into account trigonal warping of the electronic spectrum [27-28]. From the condensed matter perspective, the Dirac equation in the curved space is a natural model for studying the electronic properties of the graphene sheet when undulations and topological defects are present, for instance, one can address the problem of impurities and topological defects [29-31]; in fact, the QFT formulation on the curved space might also describe the external strain acting on the material [32]. Furthermore, the corrugations on a curved sheet of graphene give up the appearance of a pseudo-magnetic field [33-34], which has the remarkable property to be proportional to the Ricci scalar curvature [35-36].

Geometric and topology effects on the behaviour of quantum states have been of quite interest in the community for a while. For example, by formulating Shrödinger quantum mechanics on curves and surfaces using confining potential formalism [37-39] the quantum states are analyzed for particles confined to a helix, catenary, helicoid (or catenoid) [40], also a piece of evidence was found for reminiscences of an analogous quantum Hall effect when bending a strip helically [41-42]. At the same time motivated by the physics behind a wormhole spacetime in general relativity [43], the catenoid was shown to be the analogous wormhole model in $2+1$, while the external electric and magnetic background fields on the catenoid...
material give up bound states around the bridge, and produce modified Landau levels [44]. From the intrinsic perspective, [45], a geometry-induced potential for Dirac fermions is deduced from the intrinsic geometry of the helicoid, resulting in the emergence of a pseudo-electric field near the potential minima giving rise to a chiral separation on the opposite rims of the helicoid [46].

The helicoid and catenoid are isometric surfaces that belong to the family of minimal surfaces, that are, those surfaces that minimize area or equivalently those such that mean curvature is zero at each point on the surface, implying a negative Ricci scalar curvature. Also, minimal surfaces are solutions of the Willmore shape equation used to describe the conformation of soft surfaces in biophysics [47]. These surfaces were proposed three decades ago as representations of new nanostructured allotropes of carbon obtained by decorating a minimal surface with carbon arrangement such as the triply periodic minimal surface by considering the inclusion of octagon rings in the carbon lattice structure [12]. Here, we assume that minimal surfaces are stable nanostructured graphitic shapes [10]; particularly, we focus on a subset of this family known as Bour surfaces [48] where the catenoid, helicoid or the classical Enneper surface belong, among other surfaces, all characterized by their polar symmetry. As a consequence of the symmetry and the Weierstrass-Enneper representation [49] we can simplify the Dirac equation to study the electronic degrees of freedom on these surfaces. Furthermore, we determine a geometry-induced potential for the Bour surface that generalizes that found for the helicoid [46]. In particular, we study the propagation of Dirac waves using the Lippmann-Schwinger equation along the latitudinal lines of the hypothesised material to address the problem of elucidating the role of geometry in the scattering states, and the conductance of the material.

This article is organized as follows. In section (II), the non-coordinates basis notation and the Weierstrass-Enneper representation for a minimal surface are introduced. These elements are necessary so that in the section (III) we write down the Dirac equation in spacetime \( \mathcal{M} = \mathbb{R} \times \Sigma \), where \( \Sigma \) is a surface of Bour. In section (IV), the Dirac equation is rewritten so that it can be interpreted as the equation for a Dirac fermion subjected to a repulsive potential coupled to a spin-orbit term. Furthermore, the asymptotic Dirac states are determined, which are used as initial states in the section (V) to determine the scattered states based on the Lippmann-Schwinger formalism. Furthermore, in section (VI) the transmittance and reflectance coefficients are calculated using the Nöther current. In the section (VII), conclusions and perspectives are presented, also in [A-C] appendices have been added.

II. GEOMETRICAL PRELIMINARIES

This section introduces geometrical preliminaries suitable to set up the analysis of electronic degrees of freedom for curved Dirac materials performed here. Particularly, it introduces the tetrads formalism for the geometry of a \( 2 + 1 \) space-time, which allows us to write down the Dirac equation on a curved space-time associated with the curved Dirac material. Additionally, it is presented the Weierstrass-Enneper representation of a minimal surface, \( \Sigma \), embedded in \( \mathbb{R}^3 \); in particular, it is introduced the Bour sub-family of minimal surfaces. These surfaces are introduced since we shall analyze the electronic propagation on materials associated with the space-time \( \mathbb{R} \times \Sigma \).

A. Tetrads formalism for a \( 2 + 1 \) space-time

Let us start introducing first local coordinate bases for a \( 2 + 1 \) space-time geometry \( \mathcal{M} \). For the tangent space \( T_p \mathcal{M} \), let the set \( \{ \partial_\mu \} \) be a local coordinate basis, whereas the set \( \{ dx^\mu \} \) the corresponding basis for the cotangent space \( T^*_p \mathcal{M} \). Here, \( p \in \mathcal{M} \) and the bi-orthogonality condition \( dx^\mu (\partial_\nu) = \delta_\nu^\mu \) is satisfied. The greek indices \( \mu \) split in the chosen local coordinate patch.

In the following, it is presented a non-coordinate basis for the tangent space as the set \( \{ e_A = e^\mu_A \partial_\mu \} \), where the capital latin indices \( A \) are global indices \( A = 0, 1, 2 \), and the coefficients sort up in a matrix structure \( g_{\mu \nu} = e^\mu_A e^\nu_B \), where \( e^\mu_A \) are the elements of the inverse matrix \( E^{-1} \). Additionally, the corresponding non-coordinate basis for the cotangent space is defined as the set \( \{ \theta^A = e^A_\mu dx^\mu \} \). Now, the tensor metric can be written as \( g = \eta_{AB} \theta^A \otimes \theta^B \), that is clearly diagonal.

Now, let us introduce a connection one-form \( \omega^A_B = \Gamma^A_{CB} \theta^C \), where \( \Gamma^A_{BC} \) are the coefficients of the affine connection, \( \nabla \), defined through the equation \( \nabla_A e_B = \Gamma^C_{AB} e_C \). The connection one-form encodes geometrical information of \( \mathcal{M} \) through the Maurer-Cartan structure equations which are given by

\[
\begin{align*}
\text{d} \theta^A + \omega^A_B \wedge \theta^B &= \mathcal{T}^A, \\
\text{d} \omega^A_B + \omega^A_C \wedge \omega^C_B &= \mathcal{R}^A_B,
\end{align*}
\]

where \( \mathcal{T}^A \) and \( \mathcal{R}^A_B \) are the torsion and Riemann curvature of the manifold, respectively. Further, the connection one-form written in the local coordinate basis looks like \( \omega^{AB} = \omega^{AB}_\alpha dx^\alpha \), where \( \omega^{AB} = \delta^{BC} \omega^A_C \). Furthermore, if one asks for a Levi-Civita affine connection \( \nabla \), one has the metric compatibility condition \( \nabla_X g = 0 \) for any
vector field $X$. This implies the conditions $\omega_{AB} = -\omega_{BA}$ and $\mathcal{T}^A = 0$ \cite{50}.

### B. Weierstrass-Enneper representation for a minimal surface

Minimal surfaces are mathematical surfaces embedded in the space corresponding to minimizing area-surface, as well as minimizing of the Willmore energy \cite{49}. The geometry of these surfaces is determined using the Weierstrass-Enneper (WE) representation following \cite{49}. The WE representation of a minimal surface can be cast in terms of the mapping $X: \Omega \subset \mathbb{C} \rightarrow \Sigma \subset \mathbb{R}^3$ defined by the embedding functions

$$X(\omega) = X_0 + \Re \int_{\omega_0}^\omega \Phi(\omega) \, d\omega,$$

with $\omega \in \Omega$, where $\Omega$ is a simply connected domain. The differential volume $d\omega$ represents an appropriate measure for $\Omega$; $\Re$ and $\Im$ denote the real and imaginary part, respectively. The function $\Phi(\omega)$ can be written in terms of a holomorphic function $F(\omega)$ as

$$\Phi(\omega) = (1 - \omega^2) F(\omega), \quad (1 + \omega^2) F(\omega), \quad 2\omega F(\omega),$$

where $F(\omega)$ is called Weierstrass function. The Gauss map using this WE representation is given by the normal vector field $N(\omega) = (2R\omega, 23\omega, |\omega|^2 - 1) / (1 + |\omega|^2)$. Additionally, by taking the real and imaginary part of $\omega = u + iv \in \mathbb{C}$, respectively, it can be defined a local patch with local coordinates $\{u, v\}$. Given an specific Weierstrass function $F(\omega)$ one can determine the embedding functions $X(\omega)$ which allows us to determine the whole extrinsic and intrinsic geometry of $\Sigma$. For instance, the main feature of a minimal surface is the vanishing mean curvature, $H = 0$. Furthermore, the intrinsic geometry of a minimal surface is described in terms of the metric tensor, introduced here, through the square of the line element $ds^2 = g_{ab} d\xi^a d\xi^b$, where the metric tensor components, $g_{ab}$, are calculated using the equation $g_{ab} = \partial_a X \cdot \partial_b X$, with indices $a, b = u, v, \zeta$. Using the above embedding functions of WE representation, it can be shown that $ds^2 = \Lambda^2(\omega) |d\omega|^2$, where $|d\omega|^2 = du^2 + dv^2$, and the conformal factor, $\Lambda(\omega)$, is given by $\Lambda^2(\omega) = |F(\omega)|^2 \left(1 + |\omega|^2\right)^2$. Thus, WE representation gives already local isothermal coordinates that always exist in a two-dimensional manifolds \cite{51}. In addition, the Gaussian curvature is given by $K = -1/|F(\omega)|^2 \left(1 + |\omega|^2\right)^4$ for points $\omega \in \Omega'$, where the set of regular points is given by $\Omega' = \{\omega \in \Omega : F(\omega) \neq 0\}$.

In the following, we focus in a sub-family of minimal surfaces known as Bour’s minimal surfaces \cite{45, 49} defined through the Weierstrass function $F(\omega) = ce^{\omega^2 - 2}$, where $c \in \mathbb{C}$ and $n \in \mathbb{R}$. In this sub-family belong the catenoid with $n = 0$ and $c = R_0/2$, being $R_0$ the radius of the neck; the helicoid with $n = 0$ and $c = i\alpha$ being $\alpha$ the pitch of the helicoid, and the Enneper surface with $n = 2$, $c = 1$. Also, it is known that $n$ and $-n$ represents the same Bour surface, thus it is enough to consider the cases $n \geq 0$ \cite{45}. Notice that in the case of the Bour’s surfaces the conformal factor depends just on the norm $|\omega| = \sqrt{u^2 + v^2}$, thus it is convenient to use polar coordinates, $(r, \theta)$, defined as usual $r = |\omega|$ and $\theta = \arctan(v/u)$. The conformal factor is just given by

$$\Lambda(r) = |c| r^{n-2} \left(1 + r^2\right)^2,$$

where we recall $c \in \mathbb{C}$ and $n \geq 0$ are parameters that gives a specific Bour’s surface. Now the Gaussian curvature of these surface is given by

$$K(r) = -\frac{1}{|c|^2 r^{2(n-2)} \left(1 + r^2\right)^4}.$$

By inspection, one can see that the Gaussian curvature is finite for $r \in \mathbb{R}$ for the cases $n = 0, 1, 2$ (see figure \ref{fig:1}), while for $n > 2$ all the $B_n$-Bour surfaces have a singular curvature at $r = 0$. In addition, since Gaussian curvature has units of the inverse square of length thus $|c|$ gives a natural length unit for the Bour surfaces. Note that the catenoid and helicoid have the same Gaussian curvature since these surfaces are isometric with each other.

### III. ELECTRONIC STATES: DIRAC FIELD ON THE CURVED SPACE-TIME $M = \mathbb{R} \times \Sigma$

In this section, we introduce the Dirac model on a space-time geometry with the global structure $M = \mathbb{R} \times \Sigma$, ...
where Σ is a minimal surface. Later on, Σ is specified as a specific member of the Bour minimal surface family.

A. Dirac equation on the curved space-time

\[ M = \mathbb{R} \times \Sigma \]

The starting point is the Dirac equation \( i\gamma^a \nabla_a \Psi = 0 \), defined on a 2+1 space-time \( M \), where \( \gamma^a(x) = \gamma^A e^a_A(x) \) for \( x \in M \), where \( e^a_A \) are the vielbeins introduces in the previous section, and being \( \gamma^A \) the Dirac matrices that satisfy the Clifford algebra

\[ \{ \gamma^A, \gamma^B \} = 2\eta^{AB} \mathbb{1}, \]  
\[ \text{(7)} \]

where \( \gamma^A \) have range 2 and 1 is the unit diagonal matrix. A suitable representation of the Dirac matrices in 2+1 space-time dimension that satisfy the Clifford algebra \( (7) \) is given by the matrices \( \gamma^0 = -i\sigma_3, \gamma^1 = \sigma_1 \) and \( \gamma^2 = \sigma_2 \), where \( \sigma_i \) are the standard Pauli matrices, with \( i = 1, 2, 3 \). In addition, \( \nabla_\alpha \) is the covariant derivative for the spinor representation of the Lorentz group \( SO(2,1) \) acting on the Dirac spinors as \( \nabla_\alpha \Psi \), where \( \nabla_\alpha = \partial_\alpha + \Omega_\alpha \), being \( \Omega_\alpha = \frac{1}{2}\omega^\alpha_{AB} [\gamma_A, \gamma_B] \) the spin connection, and \( \omega^\alpha_{AB} \) are the components of the Maurer-Cartan one-form connection defined in the previous section.

B. Polar coordinates.

The metric of the space-time \( \mathbb{R} \times \Sigma \) using polar coordinates is written through the square of the line element as follows

\[ ds^2 = -v_F^2 dt^2 + \Lambda^2(r, \theta) \left( dr^2 + r^2 d\theta^2 \right). \]  
\[ \text{(8)} \]

The local indices in this case can be split as \( \alpha = t, r, \theta \). From the metric \( (8) \) one can easily read \( \theta^0 = v_F dt, \theta^1 = \Lambda dr \) and \( \theta^2 = \Lambda d\theta \), from where one can extract the components of the vielbeins \( e^a_A \). Now, from the Maurer-Cartan equation \( (1) \) and the torsionless condition one can obtain \( d\theta^0 = 0 \), and

\[ d\theta^1 + \frac{\Lambda_\theta}{\Lambda^2 r} \hat{\theta}^1 \land \hat{\theta}^2 = 0, \]  
\[ \text{(9)} \]

\[ d\theta^2 + \frac{(\Lambda r)}{\Lambda^2 r} \hat{\theta}^2 \land \hat{\theta}^1 = 0, \]  
\[ \text{(10)} \]

where \( \nabla X = \partial X \). Now, from the equation \( (9) \) one can deduce \( \omega^1_0 = 0 \) and \( \omega^1_2 = \frac{\Lambda_\theta}{\Lambda^2 r} \hat{\theta}^1 + X \hat{\theta}^2 \) for some local function \( X \), whereas from \( (10) \) one can deduce that \( \omega^2_0 = 0 \) and \( \omega^2_1 = \frac{\Lambda r}{\Lambda^2 r} \hat{\theta}^2 + X \hat{\theta}^1 \). Now, we use the metric condition, \( \omega^AB = -\omega^BA \), thus one can determine \( X \) and \( \hat{X} \), turning that the only non-zero components of the connection one-form are

\[ \omega^{12} = -\omega^{21} = \frac{\Lambda_\theta}{\Lambda^2 r} \hat{\theta}^1 - \frac{(\Lambda r)}{\Lambda^2 r} \hat{\theta}^2. \]  
\[ \text{(11)} \]

These components expressed in local coordinates are given by \( \omega^r_r = -\omega^r_t = \frac{1}{r} \partial_r \log \Lambda \) and \( \omega^\theta_\theta = -\omega^\theta_r = -\frac{1}{2} \partial_r (\Lambda r) \). Consequently, the spin connection \( \Omega_\alpha \) is given simply by \( \Omega_t = 0, \Omega_r = \frac{1}{2} \partial_r (\log \Lambda) \sigma_1 \), and \( \Omega_\theta = -\frac{1}{2} \partial_r (\Lambda r) \sigma_3 \).

Now, we use all these information in order to write down an explicit expression for the Dirac equation in polar coordinates. Denoting the 2+1 Dirac spinor by \( \Psi \) and performing now the transformation \( \Psi = r^{-\frac{1}{2}} \Lambda^{-\frac{1}{2}} \Phi \), we are able to show that the Dirac equation can be written as

\[ i\hbar \partial_t \Phi = -\frac{\hbar v_F}{\Lambda} \left( \sigma_1 \partial_r \Phi + \frac{1}{r} \sigma_2 \partial_\theta \Phi \right). \]  
\[ \text{(12)} \]

The Dirac equation in these coordinates \( (r, \theta) \) shall be particularly useful in the case when the conformal factor \( \Lambda \) depends on one of the coordinates. For instance, for the surfaces considered here, that is, for the Bour’s minimal surface family, where \( \Lambda \) depends just on the variable \( r \).

IV. GEOMETRY-INDUCED POTENTIAL AND ASYMPTOTIC STATES ON THE BOUR’S MINIMAL SURFACES FAMILY

In this section, it is determined the geometry-induced potential and the Dirac asymptotic states on the Bour’s minimal surface. These states are defined as the solutions of the Dirac equation for \( r \to \infty \).

A. Dirac fermions under effective potential

Our starting point is the Dirac equation on polar coordinates deduced above \( (12) \), where the conformal factor \( \Lambda (r) \) is given just by \( (9) \). Since the conformal factor depends just on one of the coordinates one can make a further change of variable, using the transformation

\[ x_n (r) = \int \Lambda (r) dr = |c| \left[ r^{n-1}_{n-1} + \frac{1}{n+1} \right] \]  
\[ \text{(13)} \]

for \( n \neq 1 \), while for \( n = 1 \) the appropriate change of variable is \( x_1 (r) = |c| \left( \log r + \frac{1}{2} r^2 \right) \). One can verify that these transformation are injective maps, thus one can guarantee the existence of their corresponding inverse functions \( r = x (x) \), where \( x \) would be defined in an appropriate domain \( D_x \). Using this variable the Dirac equation \( (12) \) can be simplified as

\[ i\hbar \partial_t \Phi = v_F \sigma_1 \hat{p}_x \Phi + v_F \sigma_2 V (x) \hat{\theta} \Phi, \]  
\[ \text{(14)} \]

where \( \hat{p}_x = -i\hbar \partial_x \) is a linear momentum operator and \( \hat{\theta} = -i\hbar \partial_\theta \) is a two-dimensional angular momentum operator. Noticeably, the second term of this equation can be interpret as an effective potential; although this term is entirely coming from the intrinsic geometry of the surface, thus this potential is a geometry-induced potential.
The effective potential is given by

$$V(x) = \frac{1}{r(x)\Lambda(r(x))}. \quad (15)$$

This potential generalizes the effective potential found in [10] for the helicoid.

Let us note that for those cases with $n \geq 2$, such as the classical Enneper surface, the domain of the variable $x$ is $\mathbb{R}^+$ (see Eq. (13)). Thus it is useful to define an extension to the whole reals defining $U(x) = V(x)$ for $x \geq 0$ and $U(x) = V(-x)$ for $x \leq 0$ as an extension for $x \in \mathbb{R}$. This construction makes the potential symmetric, and the Dirac equation for this extension turns out to be

$$i\hbar \partial_t \Phi = v_F \sigma_1 \partial_x \Phi + v_F \sigma_2 U(x) \partial_\theta \Phi,$$

which clearly reduces to (14) for $x \geq 0$.

Now, we deduce main characteristics of the effective potential $V(x)$. Using the conformal factor (5) and the change of variable $x(r)$ it can be shown that near $x \approx 0$ for the catenoid (or helicoid) surface with $n = 0$, the potential is $V(x) \approx c$, where $c$ is a positive constant; for $B_1$-Bour surface $n = 1$, the potential is linear $V(x) \approx mx + b$, with a negative slope $m$ and a positive $y$-intercept $b$; and for any Bour surface with $n > 1$ the effective potential behaves as $V(x) = c/((n - 1)x)$, for some positive constant $c$. Therefore, the potential $V(x)$ works as a scattering potential. Furthermore, here, we are interested in the states faraway from the center $x = 0$ to use them as initial states that propagate along the surface. Additionally, one can verify that the effective potential, $V(x)$, vanishes for $x \to \infty$ for all $n \geq 0$. In figure (2) it is drawn the geometry-induced potential for the first three cases $n = 0, 1, 2$.

(a. Example $B_0$ (Catenoid/Helicoid). Let us note that for example in the case of the catenoid (or helicoid) $n = 0$ and $|c| = R_0/2$, one has $x = \frac{R_0}{2} (r - r^{-1})$, where the domain is the whole $\mathbb{R}$ and recall $R_0$ is the radius of the neck of the catenoid. Using the expression for the conformal factor (5) and the generalized effective potential (15) it is straightforward to show that $V(x) = 1/\sqrt{x^2 + R_0^2}$, which satisfies the qualitative characteristics deduced above. Note that this effective potential is exactly the same found in [46].

(b. Example $(B_1$-Bour surface$)$. Let us note that for example in the case of $B_1$-Bour surface $n = 1$ and choosing $c = 1$, one has $x = \log r + \frac{1}{2} r^2$, where the domain is the whole $\mathbb{R}$. One can express $r$ in terms of $x$ using the principal value of the Lambert W function $r^2 = W(e^{2x})$, using the expression for the conformal factor (5) and the generalized effective potential (15) it is straightforward to show that $V(x) = 1/\left(1 + W(e^{2x})\right)$, which satisfies the qualitative characteristics deduced above.

(c. Example $B_2$ (Enneper surface). Now, for the Enneper classical surface $n = 2$ using $c = 1$, one has

$$x = r + \frac{r^3}{3}. \quad (16)$$

Let us note that contrary to the previous examples in this case the domain of this variable $x \in \mathbb{R}^+$. Using the expression for the conformal factor (5) and the generalized effective potential (15) is $V(x) = 1/(r(x) + r^3(x))$, thus one need to found the positive root of a third-order polynomial (16). The effective potential in terms of $x$ is given explicitly by

$$V(x) = \frac{1}{3x + 2\frac{3}{2} \left(R_0^\frac{3}{2}(x) - R_2^\frac{3}{2}(x)\right)} \quad (17)$$

where $R_\pm(x) = \sqrt{9x^2 + 4} \pm 3x$. Note that series expansion of $R_{\pm}^3(x)$ around $x \approx 0$ is $R_{\pm}^3(x) \approx 2\frac{3}{2} \pm 2\frac{3}{2} x$. Thus the effective potential near $x = 0$ behaves similar to a Columbic type potential, $V(x) \approx \frac{1}{2}$, while it is clear that for large values of $x$, that is for $x \to \infty$ the potential $V(x)$ vanishes as was shown qualitatively above.

B. Asymptotic Dirac states on the Bour’s minimal surfaces

The previous analysis allows us to justify that for the asymptotic states one can neglect the second term of (14). Thus the equation reduces to a 1+1-Dirac equation

$$i\hbar \partial_t \Phi = v_F \sigma_1 \partial_x \Phi.$$

For the solutions of this equation we propose the spinor solution as $\Phi(x, \theta, t) = e^{iks - \frac{\hbar}{2} F(\theta)} v$, where the function $F(\theta)$ is an arbitrary non-zero periodic function in the azimuthal angle $\theta$, and $v$ is a vector that acquires the pseudo-spin character of the spinor. By imposing the one-dimensional Dirac equation, the dispersion relation turns out to be $E = \pm \hbar v_F |k|$, and $v$ satisfies the equation $\hbar \dot{v} = \pm \frac{1}{2} v$, where $\pm$ it refers a positive and
energy Dirac states, where

$$\hbar = \frac{1}{2} \sigma_1 k |k|^2$$  \hspace{1cm} (18)

is the one-dimensional analogue of the helicity operator. For positive energy value the pseudo-spin states are given by \(v_+ (v_1)\) for positive (negative) helicity \(k > 0\) (\(k < 0\)), whereas for negative energy values the pseudo-spin states are interchange themselves \(v_1 \rightarrow v_\downarrow\), where the normalized states \(\{v_\uparrow, v_\downarrow\}\) are given by

$$v_\uparrow = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \text{ and } v_\downarrow = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -1 \end{pmatrix}. \hspace{1cm} (19)$$

For positive energy values one has the following two independent solutions \(\Phi_{\uparrow,+}(x, \theta, t) = e^{ikx-iEi\theta} f(\theta) v_\uparrow\) and \(\Phi_{\downarrow,-}(x, \theta, t) = e^{ikx-iEi\theta} f(\theta) v_\downarrow\) for positive and negative helicity, \(k > 0\) and \(k < 0\), respectively. In a similar fashion, for negative energies of the particle one has \(\Phi_{\downarrow,+}(x, \theta, t) = e^{ikx+iEi\theta} f(\theta) v_\uparrow\) and \(\Phi_{\uparrow,-}(x, \theta, t) = e^{ikx+iEi\theta} f(\theta) v_\downarrow\) for positive and negative helicity, \(k > 0\) and \(k < 0\), respectively. These four states can be cast together as follows

$$\Phi_{\mu,\sigma}(x, \theta, t) = e^{i\sigma k|x-i\mu Ei\theta} f(\theta) v_{\mu,\sigma}, \hspace{1cm} (20)$$

where we have introduced a mnemonic rule for \(\mu \cdot \sigma\) as \(+ + = \uparrow\), \(- + = \downarrow\), \(- - = \downarrow\) and \(+ - = \uparrow\), where \(\mu = \text{sgn} (E)\). Finally, let us recall that the transformation performed above, \(\Psi = \Phi/\sqrt{\lambda}\), thus the asymptotic Dirac state faraway from scattered center is given by

$$\Psi_{\mu,\sigma}(x, \theta, t) = \sqrt{V(x)} e^{i\sigma k|x-i\mu Ei\theta} f(\theta) v_{\mu,\sigma}, \hspace{1cm} (21)$$

which vanishes for \(x \rightarrow \infty\). In addition, as a consequence of the periodicity of the function \(f(\theta) = f(\theta + 2\pi)\) one can write the following series representation \(f(\theta) = \sum_{m \in \mathbb{Z}} f_m e^{im\theta}\).

\section{V. SCATTERING ANALOGUE ON THE BOUR’S MINIMAL SURFACES}

\subsection{A. Out-scattering states by Lippmann-Schwinger equation}

In this section, we introduce the Lippmann-Schwinger (LS) equation \[53\] \[54\] in order to study how the states propagate along the surface considered. In particular, we are interested to describe the manner how the initial states, found above, are scattered due to the effective potential \(V(x)\). Let us consider the Hamiltonian \(\hat{H} = \hat{H}_0 + \hat{V}\) split between a “free Hamiltonian” \(\hat{H}_0\) and a perturbed potential \(\hat{V}\). Now the LS equation is given by

$$|\Phi\rangle = |\Phi_{\text{in}}\rangle + \frac{1}{E - \hat{H}_0 + i\epsilon} \hat{V} |\Phi\rangle,$$  \hspace{1cm} (22)

where \(|\Phi_{\text{in}}\rangle\) is the initial state, and \(|\Phi\rangle\) is the out scattering state. Note that in general we are considering that \(\hat{H}_0\) and \(\hat{V}\) are differential matrix operators acting on spinors. Thus the states \(|\Phi\rangle\) acquire spinorial components.

The Born approximation is gotten by substituting \(|\Phi_{\text{in}}\rangle\) instead of \(|\Phi\rangle\) in the second term of the LS equation \[22\]. To go further to higher-order approximation it is standard to introduce the transition operator \(\hat{T}\) defined using the equation \(\hat{T} |\Phi_{\text{in}}\rangle = \hat{V} |\Phi\rangle\). In fact, multiplying LS equation by \(\hat{V}\) one arrives to the well-known self-consistent recursive operator equation for the transition operator \(\hat{T}\)

$$\hat{T} = \hat{V} + \frac{1}{E - \hat{H}_0 + i\epsilon} \hat{V}.$$  \hspace{1cm} (23)

A series solution for \(\hat{T}\) can be gotten using this equation through a usual iterative procedure

$$\hat{T} = \hat{V} + \frac{1}{E - \hat{H}_0 + i\epsilon} \hat{V} + \frac{1}{E - \hat{H}_0 + i\epsilon} \hat{V} + \cdots,$$  \hspace{1cm} (24)

where the first approximation \(\hat{T} \approx \hat{V}\) corresponds to the so-called Born approximation.

In order to determine the out scattering states one can follow two common procedures that are to project \(|\Phi\rangle\) along space states \(|x\rangle\) or momentum states \(|p\rangle\). For the projection along the space states one obtains the spinorial wave function \(\Psi(x) = (x | \Phi\rangle\), where \(x = (x_1, x_2)\) are certain coordinates associated to a local patch on the surface. Thus, using the transition operator the LS equation can be re-written as

$$\Phi(x) = \Phi_{\text{in}}(x) + \int d^2x' \mathcal{G}(x, x') \langle x' | \hat{T} | \Phi_{\text{in}}\rangle,$$  \hspace{1cm} (25)

where the Green function satisfies the Green equation defined by

$$\left(E - \hat{H}_0\right) \mathcal{G}(x, x') = \delta(x - x').$$  \hspace{1cm} (26)

Now, when we project the out scattering states along the momentum states one obtain the spinorial wave function in the momentum space which we abusively written with the same notation \(\Phi(p) = (p | \Phi\rangle\). Assuming that \(\hat{H}_0\) is an operator that depends exclusively on the momentum operator, thus the LS equation can be written as

$$\Phi(p) = \Phi_{\text{in}}(p) + \frac{1}{E - \hat{H}_0(p) + i\epsilon} \langle p | \hat{T} | \Phi_{\text{in}}\rangle,$$  \hspace{1cm} (27)

where \(\hat{H}_0(p)\) is the matrix free Hamiltonian evaluated at the momentum value \(p\).

\subsection{B. Out scattering states on the Bour surfaces}

In this section, we study the electronic states on the Bour surfaces starting from the equation \[14\]. Noticeably, the second term of this equation can be thought
of as a barrier potential. This “potential energy” is crucial in the behaviour of the Dirac particle states on the Bou surface. Now, in order to implement the Lippmann-Schwinger equation [22] we identify the free Hamiltonian \( \hat{H}_0 = v_F \sigma_1 \hat{p}_x \) and the perturbed hamiltonian by \( \hat{V} = v_F \sigma_2 U(x) \hat{\theta} \) from [14]. In the following, we carry out the Born and higher-order Born approximations to determine the out scattering states on the curved surface.

1. Born approximation.

Now, in order to determine the out scattering states \( \Phi(x) \), it is considered the initial states \( \Phi_{in,\sigma}(x) \) faraway from the scattering center, which in our case corresponds to \( x \approx 0 \). In particular, the states that are considered here are \( \Phi_{in}(x) = \Phi_{\mu,\sigma}(x,\theta, t) \) found in last section (see states given by [21]). Since the free Hamiltonian \( \hat{H}_0 \) is independent of \( \theta \), thus the Green function acquires the expression \( G(x, x'; E) = G(x - x'; E) \delta(\theta - \theta') \), where \( x = (x, \theta) \). Now, the Lippmann-Schwinger equation in this case can be written as

\[
\Phi(x, \theta) = \Phi_\pm(x, \theta) + v_F \int_{-\infty}^{\infty} dx' G(x - x'; E) U(x') \sigma_2 \Phi(x, \theta),
\]

where \( G(x - x'; E) \) is the Green function for the one-dimensional operator \( E - v_F \sigma_1 \hat{p}_x \), that is, a function that satisfies \( (E - v_F \sigma_1 \hat{p}_x) G(x - x'; E) = \delta(x - x') G \). Following, the standard procedure (see appendix A) it is not difficult to show that

\[
G(x - x'; E) = \frac{1}{2ivF} \left[ \frac{\text{sgn}(E) + \text{sgn}(x - x') \sigma_1}{E - ivF} \right],
\]

where we recall that \( E = \pm ivF |k| \). In the following, as a consequence of the polar geometry of the surface, the states \( \Phi(x, \theta) \) are periodic in the angular variable \( \theta \), thus it can be written in the next expansion \( \Phi(x, \theta) = \sum_{m \in \mathbb{Z}} \Phi_m(x) e^{im\theta} \). Now, using the orthonormal relation of the basis \( \{ e^{im\theta} \} \) one have the following integral equation for \( \Phi_{\mu}(x) \), that is,

\[
\Phi_{\mu}(x) = e^{i\sigma |k|x} f_m v_{\mu, \sigma} + hv_F m \int_{-\infty}^{\infty} dx' G(x - x'; E) U(x') \sigma_2 \Phi_{\mu}(x'),
\]

where we have introduced the labeled \( \mu \) in order to distinguish the positive and energy out scattering states; recall also that \( \mu = \text{sgn}(E) \). At the Born approximation it is enough to make the substitution \( \Phi_{\mu}^{(1)}(x') \) by \( e^{i\sigma p x' f_m v_{\mu, \sigma}} \) in the second term of last equation, where we have defined the magnitude of the momentum \( |k| = p \). Let us choose a initial wave with \( \sigma = - \), that is, a left wave with \( k < 0 \) going to the scattering center. Noticeably, after a straightforward calculation the states are given by

\[
\Phi_{\mu}^{(1)}(x) \approx f_m \left[ e^{-ipx} v_{\mu} + m \hat{U}(2p) e^{ipx} v_{\mu} \right],
\]

where we have found that negative energy states with pseudo-spin up \( \uparrow \) propagating along the scattering center reflecting into a pseudospin down \( \downarrow \). The amplitude of the reflection is given by \( m \hat{U}(2p) \), where \( \hat{U} \) is the Fourier transform of the effective potential \( U(x) \). In order to have a better understanding of this scattering phenomena we proceed to carry out a higher-order Born approximation in the following section.

2. Higher-Order Born approximation.

For the higher-order Born approximation, we found more useful the momentum representation of the states. The starting point is the equation for the out scattering states [27], where the term \( \langle p | \hat{T} | \Phi_{in} \rangle \) is determined approximately by using the series approximation of the recursive equation for the transition operator [24], that is,

\[
\langle p | \hat{T} | \Phi_{in} \rangle = \langle p | \hat{V} | \Phi_{in} \rangle + \langle p | \hat{V} \hat{G} \hat{V} | \Phi_{in} \rangle + \cdots + \langle p | \hat{V} \hat{G} \hat{V} \cdots \hat{G} \hat{V} | \Phi_{in} \rangle + \cdots,
\]

where we have defined the resolvent operator \( \hat{G} := 1/(E - \hat{H}_0 + i\epsilon) \). Now, for each term of \( \hat{G} \) of last expansion one introduce two completeness relation in momentum space \( 1 = \sum_{q} |q\rangle \langle q| \), where \( \sum_{q} = \sum_{m} \int \frac{dq}{2\pi} \) and \( |q\rangle := |q, m\rangle \). These completeness relations are introduced before and after the operator \( \hat{G} \). Thus, one has the first term \( \tau_1(p) := \langle p | \hat{V} | \Phi_{in} \rangle \) and the \( (n + 1) \)-th term, with \( n \geq 1 \), has the following structure

\[
\tau_{n+1}(p) = \sum_{q^{(1)}, \cdots, q^{(2n)}} \langle p | \hat{V} | q^{(1)} \rangle \langle q^{(1)} | \hat{G} | q^{(2)} \rangle \times \langle q^{(2)} | \hat{V} \cdots \hat{V} | q^{(2n-1)} \rangle \langle q^{(2n-1)} | \hat{G} | q^{(2n)} \rangle \times \langle q^{(2n)} | \hat{V} | \Phi_{in} \rangle.
\]

Now, one can reduce half of the integrals since for each term \( \langle q^{(i)} | \hat{G} | q^{(j)} \rangle = G(q^i) \delta_{q^i, q^j} \), where \( G(q^i) = 1/(E - H_0(q^i) + i\epsilon) \). Thus the \( (n + 1) \)-th can be simplify as follows
\[ \tau_{n+1}(p) = \sum_{q^{(1)}, \ldots, q^{(n)}} \langle p | \hat{V} | q^{(1)} \rangle \left( \prod_{\ell=1}^{n-1} G(q^{(\ell)}) \langle q^{(\ell)} | \hat{V} | q^{(\ell+1)} \rangle \right) G(q^{(n)}) \langle q^{(n)} | \hat{V} | \Phi_{in} \rangle, \tag{34} \]

where the state \(|q^{(\ell)}\rangle = |q^\ell, m^\ell\rangle\), for \(\ell = 1, 2, \ldots, n\). In order to simplify last expression it is necessary to find the following two generic expressions \(a.) (p | \hat{V} | q)\) and \(b.) (p | \hat{V} | \Phi_{in})\). The momentum states are given expressed by \(|p, m\rangle\) and similarly \(|q, m'\rangle\). Thus for the terms type \(a.)\) can be written as \((p | \hat{V} | q) = (2\pi)\hbar v_F \sigma_2 \delta_{mm'} (p | \hat{U}(x) | q)\) where we have acted the angular momentum operator \(\ell \sigma_3\) and introduced the orthogonal relation \(|m, m'\rangle = 2\pi \delta_{mm'}\). Now, we introduce the completeness relation \(\mathbb{1} = \int dx |x\rangle \langle x|\) and we use \(\langle x | p \rangle = e^{ipx}, \) thus one has
\[ \langle p | \hat{V} | q \rangle = (2\pi)\hbar v_F \sigma_2 \delta_{mm'} \hat{U}(p - q) \tag{35} \]
being \(\hat{U}(q) = \int dx e^{-ixqU(x)}\) the Fourier transform of the potential. Now, for the type \(b.)\) terms one introduce a completeness relation in the momentum space such that \(\langle p | \hat{V} | \Phi_{in} \rangle = \sum_q \langle p | \hat{V} | q \rangle \langle q | \Phi_{in} \rangle\). Now, it is necessary to calculate the term \(\Psi_{in}(p) = \langle q | \Phi_{in} \rangle\), which is the Fourier transform of the initial wave \(e^{i(k|x|)} f_m v_{\mu, \sigma}\) that is \(\Psi_{in}(p) = 2\pi \delta(p - |k|) f_m v_{\mu, \sigma}\), thus one has
\[ \langle p | \hat{V} | \Phi_{in} \rangle = \hbar v_F \sigma_2 v_{\mu, \sigma} f_m \hat{U}(p - |k|). \tag{36} \]
Notice that r.h.s. of last expression corresponds to the first term in the series \[32\], that is,
\[ \tau_1(p) = \hbar v_F f_m (i\mu m) \hat{U}(p + |k|) v_{\mu}, \tag{37} \]
where we have put \(\sigma = -1\) since we have an initial left wave, and where we have used the identity \(\sigma_2 v_{\mu, \sigma} = i\mu v_{\sigma}\). Now, we introduce the terms type \(a.)\) \[35\] and \(b.)\) \[36\] in the \((n + 1)\)-th term \(\tau_{n+1}(p)\) \[34\]. Now, again one has to put \(\sigma = -1\), and following the straightforward caculation developed in the appendix \[31\] one is able to find
\[ \tau_{n+1} = \hbar v_F f_m (i\mu m)^n m \hat{U}(p - |k|) \hat{U}(2 |k|) v_{\mu}, \tag{38} \]
for odd \(n\), whereas
\[ \tau_{n+1} = \hbar v_F f_m (i\mu m)^{n+1} \hat{U}(p + |k|) \hat{U}(2 |k|) v_{\mu}, \tag{39} \]
for even \(n\), where \(|\cdot|\) is the complex norm. In this manner the series \[32\] is \(|p, T | \Phi_{in} \rangle = \sum_{n=0}^{\infty} \tau_{n+1}(p)\). This expectation value must be introduce in the LS equation \[27\]. Afterwards, one need to compute the Fourier transform in order to find an expression of the Dirac wave
\[ \Phi_m(x) = e^{-i|k|x} f_m v_{\mu, -\mu} + \sum_{n=0}^{\infty} C_{n+1}(x), \tag{40} \]
where one has still to compute the inverse Fourier transform \(C_{n+1}(x) = \int d^4x e^{ipx} G(p) \tau_{n+1}(p)\). See appendix \[31\] for specific details calculation of these integrals. Thus the result for \(C_{n+1}(x)\) is the following, for odd integers \(n = 2j + 1\)
\[ C_{2j+2}(x) = (-1)^{j+1} \left( m^2 \hat{U}(2 |k|) \right)^{j+1} f_m e^{-i|k|x} v_{\mu, -\mu} \tag{41} \]
while for even integers \(n = 2j\)
\[ C_{2j+1}(x) = (-1)^{j+1} m \hat{U}(2 |k|) \left( m^2 \hat{U}(2 |k|) \right)^j f_m e^{i|k|x} v_{\mu} \tag{42} \]
for \(j \in \mathbb{N} \cup \{0\}\). Now, after insert these expressions in \[40\] it is noticeable each of the factors appearing in front of the ongoing \((e^{-i|k|x})\) and incoming \((e^{i|k|x})\) terms can be cast as a geometric series that can be sum up as \(\sum_{\ell=0}^{\infty} (-1)^\ell a^\ell (m, k) = 1/(1+a(m, k))\) while \(a(m, k) < 1\), where \(a(m, k) = m^2 \hat{U}(2 |k|)^2\). Thus the final expression for the Dirac wave is
\[ \Phi_m(x) = f_m \left[ \mathcal{F}(m, k) e^{-i|k|x} v_{\mu} + \mathcal{G}(m, k) e^{i|k|x} v_{\mu} \right] \tag{43} \]
where the coefficients \(\mathcal{F}(m, k)\) and \(\mathcal{G}(m, k)\) are given by
\[ \mathcal{F}(m, k) = \frac{1}{1 + m^2 \hat{U}(2 |k|)^2}, \tag{44} \]
\[ \mathcal{G}(m, k) = m \hat{U}(2 |k|) \mathcal{F}(m, k). \tag{45} \]
The Born approximation \[31\] is recovered when \(\mathcal{F}(m, k) \approx 1\). This is expected to be achivied for large values of momenta \(|k|\).

Since one can prepare a initial Dirac wave with values of \(m\) and \(k\) such that \(a(m, k) \geq 1\), thus here we consider an analytical continuation of the geometric series to take into account values of \(m\) and \(k\) under last condition. This analytical continuation means that the factors \(\mathcal{F}(m, k)\) and \(\mathcal{G}(m, k)\) have the same function for values of \(m, k\) in region where \(a(m, k) \geq 1\).

VI. DIRAC WAVES TRANSMISSION THROUGH THE BOUR SURFACES, AND THE KLEIN PARADOX

In this section, we introduce the Nöether current \(J^\mu\) of the Dirac equation as the probability current density. This quantity is introduced in order to study the manner how the initial Dirac wave is propagated along the
Figure 3. Catenoid, $B_1$-Bour and classical Enneper minimal surface, from the top to the bottom, drawn with the parametrizations $[D1]$, $[D2]$ and $[D3]$. Each of the surface include examples of level curves with $r$ and $\theta$-constant.

In the following, we focus to determine the general expressions for the probability density $J^0$, transmission coefficient $T$, reflection coefficient $R$ and conductance $G$ for the Bour surfaces, where particular emphasis is made on the catenoid/helicoid, $B_1$-Bour and classical Enneper surface.

A. Probability density function $J^0$

Before to present the result for the probability density function let us obtain normalization factors $N_0$, for the free wave $[21]$, and $N$, for the scattered wave $[43]$. For this purpose, consider a large portion of area of the surface, and let us impose the condition $\int_{D} dA J^0 = 1$, where $dA = r A(r) dr d\theta$ is the area element in the surface. This condition guarantees that a Dirac fermion is surely at some point, $(r, \theta) \in D = [0, L] \times [0, 2\pi]$, from the domain $D$.

Now, the zero component of the Nöther current is the probability density function given for our particular space-time geometry (see $[21]$) by $J^0(r) = \frac{1}{v_F} \Phi_m^{(\mu)} \Psi_m^{(\mu)}$. Thus for the free initial wave one has the density $J^0(r) = \frac{N_0^2 |f_m|^2}{v_F r A}$, thus the normalization factor is easily obtained as $N_0 = (v_F/(2\pi L))^{\frac{1}{2}}/|f_m|$, while for the scattered wave $J^0(r) = \frac{N^2 |f_m|^2}{v_F r A} F(m, k)$ the normalization factor is given by $N = N_0/\sqrt{F(m, k)}$. Now, the probability density function is given for both waves the probability density by the expression

$$J^0(r, \theta) = \frac{1}{2\pi L r A(r)},$$

which means that it is most probable to find Dirac particles near the scattering center on the Bour surface. It is noteworthy to mention that the scattering point $(x \approx 0)$ corresponds to the point where the curvature attains its maximum value (see figure $[1]$).

B. Transmittance and conductance on the Bour geometries.

Now, we want to determine the reflection and the transmission coefficients. We choose $\gamma$ to be the $r$-constant curve on a Bour surface, thus the normal vector to $\gamma$ is tangent to a $\theta$-constant curve. Notice that $J^0 = \frac{1}{r^2 A^2} \Phi_m^{(\mu)} \sigma_1 \Phi_m^{(\mu)}$ after using $\gamma^0 = \gamma^2 e_0^0$, where the vielbein in this case is $e_0^0 = 1/A$. Now, recall that $\sigma_1 v_\mu = \mu v_\mu$ and $v_\mu^\dagger v_\mu = 1$, we compute the incidence current $J^0_{\text{inc}}$ using the initial wave $N_0 e^{-i|k|z} f_m v_{-\mu}$

$$J^0_{\text{inc}} = \frac{v_F \mu}{(2\pi L)^2 A^2} f_m v_{-\mu},$$

and compute $J^0_{\text{ref}}$ using the reflection wave $N f_m G(m, k) e^{i|k|z} v_\mu$, getting

$$J^0_{\text{ref}} = \frac{v_F \mu}{(2\pi L)^2 A^2} |G(m, k)|^2 F(m, k).$$
Now, using the reflection and transmission coefficient definition \[^{[47]}\], it is not difficult to get \(\mathcal{R} = m^2U^2(2|k|)\mathcal{F}(m,k)\) and \(\mathcal{T} = \mathcal{F}(m,k)\), respectively, where \(\mathcal{F}(m,k)\) is given by Eq. \[^{[14]}\].

Both coefficients \(\mathcal{R}\) and \(\mathcal{T}\) are given in terms of the Fourier transform \(\hat{U}(p) = \int_{-\infty}^{\infty} dx e^{-ipx} U(x)\), thus it is convenient to make further simplifications. Since the potential is proportional to \(1/|c|\) it is convenient to perform the following change of variable \(\tilde{x} = x/|c|\), thus let us define the function

\[
\mathcal{U}(\xi) = \int_{-\infty}^{\infty} d\tilde{x} e^{-i\xi \tilde{x}} |c| U(|c| \tilde{x}).
\]

(51)

Now, instead of using the wave number \(k\) we use the energy dispersion relation \(E = \pm \hbar v_F |k|\). Also, notice that the Bour material introduces a natural scale of energy given by \(E_0 = \hbar v_F / |c|\) in terms of the characteristic length, \(|c|\), associated to each Bour surface. Therefore the reflection and transmission coefficient in terms of the energy \(E\) are given for any Bour surface within the present approximation as

\[
\mathcal{R}(E) = \frac{m^2 |U(2E_\ast)|^2}{1 + m^2 |U(2E_\ast)|^2},
\]

(52)

\[
\mathcal{T}(E) = \frac{1}{1 + m^2 |U(2E_\ast)|^2},
\]

(53)

where \(E_\ast = |E|/E_0\) is a dimensionless parameter. The conductance can be computed using the simple expression \(G(E) = \frac{e^2}{2\hbar} \mathcal{T}(E)\). Notice that each Bour material with typical characteristic length \(|c|\) introduces a natural scale of energy \(E_0 = \hbar v_F / |c|\); for surfaces with \(|c|\sim 1\) nm the characteristic scale energy is \(E_0 \sim 8.27\) eV. Note that for big values of energy, that is, \(|E| \gg E_0\), the above result \(^{[52]}\) and \(^{[53]}\) reduces to the Born approximation since in this parameter region one has \(\mathcal{R}(E) \approx m^2 |U(2E_\ast)|^2\) and \(\mathcal{T}(E) \approx 1 - m^2 |U(2E_\ast)|^2\), which is the Born approximation result.

Now, we still need to compute the Fourier transform of the effective potential. Conspicuously, for any Bour surface it is useful to back to the original radial coordinate instead of \(x\) since \(dx = \Lambda(r) dr\) and the effective potential \(V(r) = 1/\Lambda(r)\), thus Fourier transform is

\[
\mathcal{U}(\xi) = \int_{0}^{\infty} \frac{dr}{r} e^{-i\xi \frac{x_n(r)}{|c|}} \exp \left[ -i \xi \frac{x_n(r)}{|c|} \right],
\]

(54)

where for each Bour surface labeled with \(n\), \(x_n(r)\) is the change of variable introduced above (see for instance Eq. \[^{[13]}\] for \(n \neq 1\)).

1. Transmission on the catenoid/helicoid.

In this case one has \(x_0(r) = |c| \left( r - r^{-1} \right)\). Here, it is convenient to make the change of variable \(y = \log r \in \mathbb{R}\), thus the argument of the exponential in \(^{[54]}\) turns out to be the odd function \(\sinh(y)\), meaning that Fourier transform is simplified to \(\mathcal{U}(\xi) = \int_{-\infty}^{\infty} dy \cos[2\xi \sinh(y)]\). This integral can be expressed in terms of a modified Bessel function \[^{[55]}\]

\[
\mathcal{U}(\xi) = 2K_0(2\xi).
\]

(55)

In figure \[^{[1]}\] it is shown the reflection and transmission coefficient for a propagation wave through the catenoid, where we have been used \(^{[55]}\). In addition, one can see that the value of \(E_* = E_\ast\), where the transmission and reflection have the same value is translated to the right as long as the value of \(m\) increases. The interception value of energy is \(E_\ast\), where the transcendental equation is satisfied

\[
K_0(4E_\ast) = \frac{1}{2m}.
\]

(56)

It is also noteworthy to mention, that at the interception the value of the transmission coefficient (or the reflection coefficient) is independent of \(m\) and given by \(\mathcal{T}(E_\ast) = 1/2\), as can be appreciate in Fig. \[^{[4]}\].

![Figure 4](image-url)  \(\text{Family of transmission and reflection coefficients (Eqs. \[^{[52]}\] and \[^{[53]}\]) versus reduced energy } E_* = E/E_0 \text{ using the Fourier transform \[^{[53]}\] corresponding to the catenoidal/helicoidal geometry. The set of curves were obtained for cases with } m = 1, \cdots, 10. \text{ The orange and green curves are guides for the eyes to identify the } m = 10 \text{ case.}
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2. Transmission on \(B_1\)-Bour.

In this case one has \(x_1(r) = |c| (\log r + \frac{1}{2} r^2)\). Here, let us substitute \(i\xi \rightarrow z\), where \(z\) is a complex value with \(\Re z < 0\). Additionally, it is convenient to make the change of variable \(y = r^2 \in \mathbb{R}^+\), thus the integral \(^{[54]}\) turns out to be \(\mathcal{U}(\xi) = 2 \int_{0}^{\infty} dy y^{-\frac{1}{2}} e^{-2y} \), which can be related to a Gamma function \[^{[55]}\] as

\[
\mathcal{U}(\xi) = \lim_{z \rightarrow i\xi} 2 \left( \frac{z}{2} \right)^{\frac{1}{2}} \Gamma \left( -\frac{z}{2} \right).
\]

(57)

Since we need the complex norm of \(\mathcal{U}(\xi)\), we use the identity \(|\Gamma(iy)|^2 = \pi/(y \sinh(\pi y))\) for \(y \in \mathbb{R} \[^{[55]}\]\), it remains to compute the complex norm of the factor in
by straightforward elementary calculation one has \((\frac{z}{2})^2 = e^{i\frac{\pi}{2}} \log \frac{z}{e^{-\frac{i\pi}{4}}}\). Therefore

\[
|U(\xi)|^2 = \frac{4}{\xi(e^{i\pi\xi} - 1)}.
\]

(58)

In figure (5), it is shown the transmission and reflection coefficient for a propagation wave through the \(B_1\)-Bour surface, where we have been used \([57]\). The structure of these curves is very similar to the previous case. The principal difference corresponds to the total transmission occurs to a bigger value of \(E_\infty\). In addition, how the curves are moving to the left is given according to the transcendental equation

\[
E_\infty (e^{2\pi E_\infty} - 1) = 2m^2.
\]

(59)

Figure 5. Family of transmission and reflection coefficients (Eqs. [52] and [53]) versus reduced energy \(E_\infty = E/E_0\) using the Fourier transform \([57]\) corresponding to the \(B_1\) geometry. The set of curves were obtained for cases with \(m = 1, \cdots, 10\). The orange and green curves are guides for the eyes to identify the \(m = 10\) case.

3. Transmission on the classical Enneper surface and \(n > 2\) Bour surfaces.

In this case one has \(x_n(r) = |c| \left( \frac{r^{n-1}}{n-1} + \frac{r^{n+1}}{n+1} \right)\) with \(n \geq 2\), thus the Fourier transform reduces to the integral

\[
U(\xi) = 2 \int_0^\infty \frac{dr}{r} \cos \left( \xi \left( \frac{r^{n-1}}{n-1} + \frac{r^{n+1}}{n+1} \right) \right).
\]

(60)

This integral is strictly divergent due to the singularity at \(r = 0\). The integral is regularized introducing an inferior cut-off such that \(r > \epsilon\).

a. Classical Enneper case. In order to isolated the singular part let us consider next approximation. Firstly, let us focus on the classical Enneper surface \(n = 2\). One can argue, that the most important contribution to the integral is near \(r = \epsilon\), where cubic term of the cosine argument may be neglected since \(r^3 \approx \epsilon^3\), moreover, for large \(r\)-value the contributions to the integral decay to zero as \(r^{-1}\). Using this rationale, let us ignore the cubic term inside the argument of the cosine function, thus the integral reduces to the cosine integral

\[
U(\xi) \simeq 2 \int_{\epsilon}^\infty \frac{dr}{r} \cos(\xi r) := -2\text{Ci}(\xi r),
\]

(61)

where \(\text{Ci}(x)\) is the cosine integral, that has the series expansion \(\text{Ci}(x) = \gamma + \log x + \sum_{n=1}^{\infty} (-1)^n x^{2n}/(2n(2n)!))\) \([54]\). Thus, one has

\[
U(\xi) \simeq -2 (\gamma + \log(\xi)) + 2 \log(1/\epsilon) + O(\epsilon^2),
\]

(62)

where \(\gamma\) is the Euler-Mascheroni constant. Therefore the singular part is given by \(2 \log(1/\epsilon)\). Now, we performed numerical evaluation of \([60]\), subtracting the singular part and comparing with previous result \([62]\) (see figure [6]). It is clear that the main error is close to the \(k \simeq 0\), while for the rest of the values the error is around 1%.

Figure 6. Fourier transform \([60]\) versus argument \(\xi\) for the classical Enneper geometry with \(n = 2\) (blue color curve). It is also show a comparison between numerical calculation of Eqs. \([60]\), and analytical approximation \([62]\), corresponding to blue and orange curves, respectively.

In figure (7), it is shown the reflection and transmission coefficient for a propagation wave through the classical Enneper surface, where we have to compute numerically the Fourier transform \(U(\xi)\). The main feature of the transmission curves for the classical Enneper surface is the transmission value \(T(E_K) = 1\) at the energy \(E_K\) showing the Klein paradox phenomena in this case \([57]\). The Klein value \(E_K\) corresponds to the value where the Fourier transform \(U(\xi)\) vanishes (see figure [6]). Using the approximation \([62]\) one can estimate the value of \(E_K \approx \frac{2\hbar}{m} e^{-\gamma} \approx 0.28 E_0\), with an error of 5% respect to the numerical calculation. However, in contrast to the previous cases, catenoid and \(B_1\)-Bour surfaces, in the present case, it is shown a strong suppression of the transmission for values above the Klein value \(E_K\), giving rise to a total reflection effect and thus vanishing conductance \(G(E) \to 0\) for \(E \gg E_K\). In addition, one can observe from figure (7) that there are two values of interception and that both values moves towards the Klein
value as the \( m \) value increases. This effect can be explained using the approximation \( |\mathcal{U}(2E_\ast(m))| = 1 \) by making the condition \( m^2 \mathcal{U}(2E_\ast(m))| = 1 \), thus one obtains the values in terms of \( m \) by the equation \( E_\ast(m) \approx E_K e^{\pm \frac{1}{m^2}} \), showing the effect just mentioned.

![Figure 7. Family of transmission and reflection coefficients (Eqs. (52) and (53)) versus reduced energy \( E_\ast = E/E_0 \) using the numerical evaluation of the Fourier transform (63) corresponding to the classical Enneper geometry with \( n = 2 \). The set of curves was obtained for cases with \( m = 1, 2, 3 \). The orange and green curves are guides for the eyes to identify the \( m = 10 \) case. For all sets of transmission curves, we identify the same single Klein point \( E_K \approx 0.23E_0 \) where the transmission is 1 and a clear trend of suppression after such point.

b. \( B_n \)-Bour cases for \( n > 2 \). In this case, one can follow the same line of argument as in the Enneper case. For instance, let us performed the change of variable \( y = \frac{\xi}{n-1} \), thus Fourier transforms turn out as

\[
\mathcal{U}(\xi) = \frac{2}{n-1} \int_1^\infty dy \cos \left( \xi \left( y + \alpha_n y^{\beta_n} \right) \right) , \tag{63}
\]

where \( \alpha_n = (n-1)^{\beta_n}/(n+1) \) and \( \beta_n = \frac{n+1}{n-1} \). Observe that \( 1 < \beta_n \leq 3 \) where equality corresponds to the classical Enneper case. Since \( \beta_n > 1 \), one can attempt to argue that this term is not dominant near the singularity thus in this approximation one has \( \mathcal{U}(\xi) \approx -2\text{Ci}(\xi/(n-1))/(-1) \), thus the difference between the present case and the Enneper case is a factor of \( 1/(n-1) \). However, in this case the error increase bigger than 10%. Thus, in this case we just compute the Fourier transform numerically.

In figures 8, it is shown the reflection and transmission coefficient for a propagation wave through the \( B_3 \) and \( B_4 \)-Bour cases. Like in the classical Enneper case, it can be appreciated that for each \( B_n \)-Bour surface there is a single Klein point \( E_K,n \), where the transmittance is one. The Klein point moves to the right for greater values of \( n \). After the Klein point \( E_K,n \) the transmission decreases slowly as \( n \) increases, however, it is also wholly suppressed for large values of energy.

![Figure 8. Family of transmission and reflection coefficients (Eqs. (52) and (53)) versus reduced energy \( E_\ast = E/E_0 \) using the numerical evaluation of the Fourier transform (63) corresponding to the \( 3 \)-Bour surface with \( n = 3 \) (top) and \( 4 \)-Bour surface with \( n = 4 \) (bottom). The set of curves was obtained for cases with \( m = 1, 2, 3 \). The orange and green curves are guides for the eyes to identify the \( m = 3 \) case. For all sets of transmission curves, we identify the same single Klein point \( E_K \approx 0.39E_0 \) (top) and \( E_K \approx 0.54E_0 \) (bottom), where the transmission is 1, and a clear downward trend in transmission after that point. Moreover, the higher the value of \( n \) is, the slower the downward trend is.

VII. CONCLUDING REMARKS

In this article, we study the electronic degrees of freedom on a curved sheet of graphene-based on the Dirac equation. On this occasion we propose the hypothetical existence of a graphene sheet with the geometry of a Bour surface; examples of these surfaces are the catenoid, the helicoid and the classical Enneper surface, among others \( B_n \)-Bour surfaces that can be labelled using the \( n \) parameter. Bour surfaces belong to the large family of minimal surfaces, those that minimize area or solutions of the Willmore shape equation. It is conspicuous that the geometry of the minimal surfaces was proposed to model specific carbon structures in\(^{[12]}\). Although there is still not an artificial or natural realization of these carbon allotropes in either laboratory or nature, there are good expectations of their existence from numerical and experimental investigations\(^{[10] [13] [15]}\).

Now, for each \( n \), the space-time \( \mathbb{M} \) is built with the
global structure of $\mathbb{M} = \mathbb{R} \times B_n$ over which we define the
Dirac field. In particular, by means of an elementary
change of parameters, it is possible to rewrite the metric
of $\mathbb{M}$ as $ds^2 = -v_F^2 dt^2 + dx^2 + (1/V^2(x)) d\theta^2$, and the
Dirac equation as

$$i\hbar \partial_t \Phi = v_F \sigma_1 \hat{p}_x \Phi + v_F V(x) \sigma_2 \hat{\ell}_\theta \Phi,$$

(64)

where $v_F$ is the Fermi velocity, being $\sigma_1$ and $\sigma_2$ the Pauli matrices. In this equation, $V(x)$ has been interpreted as
an effective scattering potential coupled to a pseudo-spin
orbit term of the form $\sigma_2 \hat{\ell}_\theta$, where $\sigma_2$ the direction
of the pseudo-spin and $\hat{\ell}_\theta$ the angular momentum in two
dimensions. For each Bour surface, it was found that
$V(x)$ decays to zero as $x \to \infty$, while $V(x)$ works as a
potential barrier near $x = 0$. In fact, it can be shown
that for $n \geq 2$, $V(x)$ approach to a repulsive Coulombic
type potential.

The asymptotic behaviour of the states in $x \to \infty$ is
determined with [64], which effectively corresponds to
solutions of a Dirac equation in a space-time $1+1$. These
states in terms of $x$ are characterised as plane waves with
a pseudo-spin up $\uparrow$ (or down $\downarrow$) depending on the positive
or negative value of the energy. Furthermore, through
the Lippmann-Schwinger formalism, we studied the out-
scattering states, giving rise to an out-scattering state
divided into a transmitted and a reflected wave. This
is done through the Born and the high-order Born approx-
ation, which can be summed up. In particular, it is
observed that the reflected wave transmutes the pseudo-
spin direction, which we coined the spin-orbit interaction.

In addition, through the Noether current $J^n$, the prob-
ability density, $J^0$, is determined, which allows us to ar-
gue that it is more probable to find Dirac fermions near
the scattering point, in fact, within this approximation
we found that the probability density is proportional to
$V(x)$. Now, using the spatial components of $J^n$, the incident and scattered currents are determined to find
expressions for the reflectance $R(E)$, and the transmit-
tance $T(E)$, respectively. It is found that for the Bour
surfaces $B_0$, catenoid (or helicoid), and $B_1$-Bour, there
is usual behaviour for the transmission and reflectance,
giving rise to the effect of total transmittance for large
values of energy. Although the potential barrier in the
cases $B_0$ and $B_1$ evokes the usual situation where Klein’s
paradox arises, the difference lies in the coupling with
$\sigma_2$ that appears in [64], which we coin the absence of
Klein’s paradox [57]. However, for Bour surfaces $B_n$ with
$n \geq 2$, including the classical Enneper surface, we show
that there is an energy point $E_K$ for which the transmis-
tance is equal to $T(E_K) = 1$, giving rise to a manifestation
of Klein’s paradox, while for large values of energy
$E \gg E_K$ the transmittance decays to zero suppressing the conductance completely.

The present work can be extended as follows. For the
$n \geq 2$ one can approximate the geometry-induced poten-
tial $V(x)$ as a Coulombic potential near the scattering
region, where one can attempt to figure out an analyti-
cal solution for the states and the electronic spectrum.
Following a different direction, through the Weierstrass-
Enneper representation, we can propose the study of
electronic degrees of freedom on other minimal surfaces
such as simply periodic minimal surfaces, k-noids or
Schwartzites that are much more involved. In particular,
for these surfaces, it is found that the conformal factor
$\Lambda(r, \theta)$ depends intricately on $r$ and $\theta$, so it is not possible
to perform a separation as in the case of Bour surfaces
[49]. However, we can implement traditional methods
like the finite element to solve the Dirac equation (12)
to study other electronic properties like the density of
states, Kubo conductivity, and so on.
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**Appendix A: Green function calculation**

Calculation of the one-dimensional Green function. Let us start from the equation
$(E - v_F \sigma_1 \hat{p}_x) G(x, x', E) = \delta(x - x')$, where the
momentum operator $\hat{p}_x = -i\hbar \partial_x$ and let us recall
that the dispersion relation is given by $E = \pm \hbar v_F |k|$. Now,
let us define the function $g_0(x, x', E)$ such that
$G(x, x', E) = (E + v_F \sigma_3 \hat{p}_x) g_0(x, x', E)$, thus it is not
difficult to show that $g_0(x, x', E)$ satisfies the Green-
Helmholtz equation $(\hbar v_F)^2 (-\partial_2^2 + k^2) g_0(x, x', E) = \delta(x - x')$. Now, the solution of this equation is known to be [58]

$$g_0(x, x', E) = \frac{1}{2i(\hbar v_F)^2 |k|} e^{i|k||x-x'|}.$$  

(A1)
Appendix B: Calculation of the higher-order Born approximation

1. Calculation of $\tau_{n+1}(p)$ terms

We start with the expression (34)

$$
\tau_{n+1}(p) = (\hbar v_F)^{n+1}(2\pi)^n \sum_{q^{(1)}, \ldots, q^{(n)}} \sigma_2 m \delta_{m^{(1)}} \tilde{U} \left( p - q^{(1)} \right) \left( \prod_{\ell=1}^{n-1} \mathcal{G}(q^{(\ell)}) \sigma_2 m^{(\ell)} \delta_{m^{(\ell)} m^{(\ell+1)}} \tilde{U} \left( q^{(\ell)} - q^{(\ell+1)} \right) \right) 
\times \sigma_2 v_{\mu, \sigma} f_{m^{(n)} m^{(n)}} \tilde{U} \left( q^{(n)} - \sigma |k| \right),
$$

(B1)

where we have substituted the expression for type $a$ and type $b$. Taking advantage of the Kronecker deltas $\delta_{m^{(\ell)} m^{(\ell+1)}}$ we are able to simplify the last expression as follows (note that each $2\pi$ cancels out with each $2\pi$ that appears in $\frac{1}{2\pi} \sum m$)

$$
\tau_{n+1}(p) = (\hbar v_F m)^{n+1} f_m \int \frac{dq^{(1)}}{2\pi} \sigma_2 \tilde{U} \left( p - q^{(1)} \right) \left( \prod_{\ell=1}^{n-1} \mathcal{G}(q^{(\ell)}) \sigma_2 \tilde{U} \left( q^{(\ell)} - q^{(\ell+1)} \right) \right) \mathcal{G}(q^{(n)}) 
\times \sigma_2 v_{\mu, \sigma} \tilde{U} \left( q^{(n)} - \sigma |k| \right).
$$

(B2)

Now, we organize the integrals in the following nested structure

$$
\tau_{n+1}(p) = (\hbar v_F m)^{n+1} f_m \int \frac{dq^{(1)}}{2\pi} \sigma_2 \tilde{U} \left( p - q^{(1)} \right) \mathcal{U}^{(1)}(q^{(1)}) \mathcal{U}^{(1)} \mathcal{G}(q^{(n)}) \sigma_2 v_{\mu, \sigma},
$$

(B3)

where $\mathcal{U}^{(1)}(q^{(1)})$ is written in terms of $\mathcal{U}^{(2)}(q^{(2)})$, and so on. In general, one has the following definition

$$
\mathcal{U}^{(\ell)} \left( q^{(\ell)} \right) = \int \frac{dq^{(\ell+1)}}{2\pi} \sigma_2 \tilde{U} \left( q^{(\ell)} - q^{(\ell+1)} \right) \mathcal{G} \left( q^{(\ell+1)} \right) \mathcal{U}^{(\ell+1)} \left( q^{(\ell+1)} \right),
$$

where $\ell = 1, \ldots, n-1$ and $\mathcal{U}^{(n)}(q^{(n)}) = \tilde{U} \left( q^{(n)} - \sigma |k| \right)$.

Next, let us proceed to calculate $\mathcal{U}^{(n-1)}(q^{(n-1)})$. The integral involved in this quantity can be performed using complex integration replacing $q^{(n)}$ by the complex variable $z$

$$
\mathcal{U}^{(n-1)}(q^{(n-1)}) = i \int_{\Gamma_1} \frac{dz}{2\pi i} \sigma_2 \tilde{U} \left( q^{(n-1)} - z \right) \mathcal{G}(z) \tilde{U}(z + |k|),
$$

(B4)

where we have put $\sigma = -1$ since we have an initial left wave. The contour complex integration $\Gamma_1$ is chosen as it is shown in the left side of figure 4 since we exclude the points where the argument of the Fourier transform is zero. Note that $\tilde{U}(0) = \int_{-\infty}^{\infty} dx U(x)$ is strictly divergent since $U(x)$ is a long-range potential which for all Bour surfaces decays as $1/x$. The Green function $\mathcal{G}(p)$ in momentum space can be written as

$$
\mathcal{G}(p) = \frac{\mu}{\hbar v_F} \frac{|k| + \mu \sigma_1 p}{[p - (|k| + i\epsilon)] [p + (|k| + i\epsilon)]}
$$

where $\mu = \pm$ represents the positive and negative energy states, and one can identify two poles at $|k| + i\epsilon$ and $-|k| - i\epsilon$.

Using the Cauchy integral theorem it is not difficult to show that

$$
\mathcal{U}^{(n-1)}(q^{(n-1)}) = \tilde{U} \left( q^{(n-1)} - |k| \right) \frac{i \mu}{\hbar v_F} \tilde{U}(2 |k|) \sigma_2 \mathbb{P}_\mu
$$

where $\mathbb{P}_\mu = \frac{1}{2} (1 + \mu \sigma_1)$ is a projector. Now, in order to be transparent in the calculation, let us insert this result into the integration by the $q^{(k-1)}$ variable, turning it out as

$$
\mathcal{U}^{(n-2)}(q^{(n-2)}) = \int \frac{dq^{(n-1)}}{2\pi} \sigma_2 \tilde{U} \left( q^{(n-2)} - q^{(n-1)} \right) \mathcal{G} \left( q^{(n-1)} \right) \tilde{U} \left( q^{(n-1)} - |k| \right) \frac{i \mu}{\hbar v_F} \tilde{U}(2 |k|) \sigma_2 \mathbb{P}_\mu
$$

Although, the integration is similar to the previous one, it is convenient to perform the change of variable $q^{(n-1)} \rightarrow -q^{(n-1)}$, thus the integration results in

$$
\mathcal{U}^{(n-2)}(q^{(n-2)}) = \int \frac{dq^{(n-1)}}{2\pi} \sigma_2 \tilde{U} \left( q^{(n-2)} + q^{(n-1)} \right) \mathcal{G} \left( -q^{(n-1)} \right) \tilde{U}^* \left( q^{(n-1)} + |k| \right) \frac{i \mu}{\hbar v_F} \tilde{U}(2 |k|) \sigma_2 \mathbb{P}_\mu,
$$

(B5)
where $\tilde{U}^*(k) = \tilde{U}(-k)$ is the complex conjugate. Now, we proceed to calculate this integral using again complex integration as the previous integration. The result is the same except that $P_\mu$ changes by $P_{-\mu}$, that is,

$$U(n-2)(q(n-2)) = \tilde{U}((q(n-2) + |k|) \left( \frac{i\mu}{\hbar v_F} \right)^2 \tilde{U}(2|k|)^2 \sigma_2 P_{-\mu} \sigma_2 P_\mu,$$

where $|\cdot|$ is the complex norm. Now, by an iterative process one can conclude that

$$U(1)(q(1)) = \tilde{U}(q(1)) \left( (-1)^{n-1} |k| \right) \left( \frac{i\mu}{\hbar v_F} \right)^{n-1} \mathbb{E}_n^{(n)},$$

where

$$\mathbb{E}_n^{(n)} = \left\{ \begin{array}{ll} \prod_{j=1}^{(n-1)/2} \left[ \tilde{U}(2|k|)^2 \sigma_2 P_{-\mu} \sigma_2 P_\mu \right], & \text{for } n \text{ odd,} \\ \tilde{U}(2|k|) \sigma_2 P_\mu \prod_{j=1}^{(n-2)/2} \left[ \tilde{U}(2|k|)^2 \sigma_2 P_{-\mu} \sigma_2 P_\mu \right], & \text{for } n \text{ even.} \end{array} \right.$$ (B6)

Note that (B6) can be simplified further as a consequence of the following algebra $\sigma_2 P_\mu = P_{-\mu} \sigma_2$, thus $\sigma_2 P_{-\mu} \sigma_2 P_\mu = P_\mu \sigma_2^2 P_\mu = P_\mu = P_\mu$. Using this algebra and the property $P_\mu^2 = P_\mu$, one obtain

$$\mathbb{E}_n^{(n)} = \left\{ \begin{array}{ll} \tilde{U}(2|k|)^{n-1} P_\mu, & \text{for } n \text{ odd,} \\ \tilde{U}(2|k|) \tilde{U}(2|k|)^{n-2} \sigma_2 P_\mu, & \text{for } n \text{ even.} \end{array} \right.$$ (B6)

Now, we substitute $U^{(1)}(q^{(1)})$ inside the expression for $\tau_{n+1}(p)$ in equation (B3), and we proceed to perform the calculation for $n$ odd and even using the same strategy used to calculate the integrals on the variables $q^{(k)}$ and $q^{(k-1)}$. Additionally, we use the property $P_\mu^2 v_\mu = v_\mu$ and $\sigma_2 v_{-\mu} = i\mu v_\mu$. Thus the result of the $n + 1$ th term corresponds to the expressions in (38) and (39).

## 2. Calculation of $C_{n+1}(x)$ terms

The starting point to calculate the terms $C_{n+1}(x)$ corresponds to the Fourier integral

$$C_{n+1}(x) = \int \frac{dp}{2\pi} e^{ipx} G(p) \tau_{n+1}(p),$$

in the cases even $n$ and odd $n$. For the odd $n$, we use the equation (38), make the change of variable $p \to -p$, and perform the complex integration using the contour $\Gamma_2$, while that for the even $n$, we use the equation (39), and the complex integration is performed using the contour $\Gamma_1$. In this manner, we obtain the desired expressions (41) and (42), respectively.
Appendix C: Natural coordinates Catenoid

a. Cartesian coordinates.

The metric of the space-time $M$ written through the square of the line element considered here is

$$ds^2 = -v_F^2 dt^2 + \Lambda^2 (\omega) |d\omega|^2,$$  \hfill (C1)

where $\Lambda^2 (\omega)$ is the conformal factor introduced above for the minimal surfaces, and $|d\omega|^2 = du^2 + dv^2$. The local indices in this case can be split as $\alpha$, $\beta$, $\gamma$, $\delta$. From the metric (C1) one can easily read $\hat{\theta}$ indices in this case can be split as $\alpha$, $\beta$. The minimal surfaces, and where $\Lambda$ is given by

$$\Lambda = \theta_0 v_F dt, \quad \hat{\theta}^1 = \Lambda dv,$$

Now, from the Maurer-Cartan equation and the torsionless condition one can obtain $d\hat{\theta}^0 = 0$, and

$$d\hat{\theta}^1 + \frac{\Lambda_v}{\Lambda^2} \hat{\theta}^1 \wedge \hat{\theta}^2 = 0 \quad (C2)$$

$$d\hat{\theta}^2 + \frac{\Lambda_u}{\Lambda^2} \hat{\theta}^2 \wedge \hat{\theta}^1 = 0 \quad (C3)$$

$$d\hat{\theta}^3 + \frac{\Lambda}{\Lambda^2} \hat{\theta}^3 \wedge \hat{\theta}^1 = 0 \quad (C4)$$

Now, from the equation (C2) one can deduce $\omega^1_0 = 0$ and $\omega^2_0 = \frac{\Lambda_v}{\Lambda^2} \hat{\theta}^1 + X \hat{\theta}^2$ for some local function $X$, whereas from (C3) one can deduce that $\omega^2_0 = 0$ and $\omega^3_0 = \frac{\Lambda_u}{\Lambda^2} \hat{\theta}^2 + X \hat{\theta}^1$. Now, we use the metric condition, $\omega^{AB} = -\omega^{BA}$, thus one can determine $X$ and $\hat{X}$, turning that the only non-zero components of the connection one-form are

$$\omega^{12} = -\omega^{21} = \frac{\Lambda_v}{\Lambda^2} \hat{\theta}^1 - \frac{\Lambda_u}{\Lambda^2} \hat{\theta}^2$$  \hfill (C5)

These components expressed in local coordinates are given by $\omega^1_{\nu} = -\omega^{21} = \partial_\nu \log \Lambda (\omega)$ and $\omega^2_{\nu} = -\omega^{21} = -\partial_\nu \log \Lambda (\omega)$. Consequently, the spin connection $\Omega_\alpha$ is given simply as $\Omega_\alpha = 0$, $\Omega_u = \frac{\Lambda_v}{\Lambda^2} \hat{\theta}^2 \wedge \hat{\theta}^1$, and $\Omega_v = -\frac{\Lambda_u}{\Lambda^2} \hat{\theta}^2 \wedge \hat{\theta}^1$.

Now, we use all these information in order to write down an explicit expression for the Dirac equation in these space-times. Denoting the $2 + 1$ Dirac spinor by $\Psi$ and making the transformation $\Psi = \Lambda^{-2} \Phi$, we are able to show that the Dirac equation is given by

$$i\hbar \partial_t \Phi = -i \frac{\hbar v_F}{\Lambda} (\sigma_1 \partial_u \Phi + \sigma_2 \partial_v \Phi).$$  \hfill (C6)

Clearly, in the simplest case when $\Lambda = 1$ the above equations correspond to the Dirac equation in Minkowski’s space-time. The Dirac equation in these coordinates $u, v$ is particularly useful in the case when the conformal factor $\Lambda$ depends on one of the coordinates. Noticeably, the equation (C6) is valid for any conformally flat space metric $[20]$.

1. Dirac equation on the catenoid using natural coordinates

In this section, we write down the Dirac equation in the most natural coordinates of the catenoid before considering the Weierstrass-Enneper representation $[3]$. Indeed, let us consider the parametrization of the catenoid obtained from the $2\pi$-rotation of the catenary, that is,

$$X(z, \varphi) = (R(z) \cos \varphi, -R(z) \sin \varphi, z),$$  \hfill (C7)

where $R(z) = R_0 \cosh(z/R_0)$, with $R_0$ the radius of the neck of the catenoid, where $z \in (-\infty, \infty)$, and $\varphi \in [0, 2\pi)$. The metric square line in this case is given by

$$ds^2 = R_0^2 \cosh^2 \left( \frac{z}{R_0} \right) \left( \frac{1}{R_0^2} dz^2 + d\varphi^2 \right).$$  \hfill (C8)

Clearly, one can identify the coordinates $u \rightarrow \zeta = z/R_0$ and $v \rightarrow \varphi$, and the conformal factor $\Lambda(\omega) \rightarrow \lambda(\zeta) = R_0 \cosh(z/R_0)$. The expression (C6) turn out particularly useful since the conformal factor just depends on one of the two coordinates. Further, it is convenient to defined the following change of variables $x = R_0 \sinh \zeta$, where $x \in (-\infty, \infty)$, thus it is not difficult to show that $\lambda^{-1}(\zeta) \partial_x = \partial_x$. Indeed, the Dirac equation reduces to the equation found above $[14]$, 

$$i\hbar \partial_t \Phi = v_F \sigma_1 \hat{p}_x \Phi + v_F \sigma_2 V(x) \hat{\ell}_\varphi \Phi,$$

where $\hat{p}_x = -i\hbar \partial_x$ and $\hat{\ell}_\varphi = -i\hbar \partial_\varphi$ are linear and angular momentum operators; and the expected effective potential found above $V(x) = 1/\sqrt{x^2 + R_0^2}$. The connection between the natural coordinates and the polar coordinates can be accomplished by using the change of variable $r = e^\zeta$ and identified $\varphi \rightarrow \theta$.

Appendix D: Explicit parametrizations

In this section, we show explicit parametrizations for the Catenoid, Helicoid, $B_1$–Bour and the classical Enneper surfaces in polar coordinates $(r, \varphi)$, following $[18]$. For the catenoid

$$X_c(r, \varphi) = \left( \frac{\alpha}{2} \left( \frac{1}{r} + r \right) \right) \cos \varphi, \frac{\alpha}{2} \left( \frac{1}{r} + r \right) \sin \varphi, -\alpha \log r;$$  \hfill (D1)
for the helicoid
\[ X_h(r, \varphi) = \left( \frac{\beta}{2} \left( r - \frac{1}{r} \right) \sin \varphi, \frac{\beta}{2} \left( r - \frac{1}{r} \right) \cos \varphi; \beta \varphi \right). \]

for the classical Enneper surface
\[ X_e(r, \varphi) = \left( r \cos \varphi - \frac{r^3}{3} \cos 3\varphi, -r \sin \varphi - \frac{r^3}{3} \sin 3\varphi, r^2 \cos 2\varphi \right). \]

and for the \( B_1 \)-Bour surface
\[ X_b(r, \varphi) = \left( \log r - \frac{r^2}{2} \cos 2\varphi, -\frac{r^2}{2} \sin 2\varphi, 2r \cos \varphi \right). \]

Using these parametrizations, \( X_e, X_h, X_b \) and \( X_c \), it is drawn the surfaces inside the figures (1), (2) and (3) with help of Mathematica.
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