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Abstract This study shows an application of information theory in the field of survey scale. Based on customer satisfaction scale it is found out that according to the calculated entropy values, it is possible to reach the aimed information through fewer questions. In brief, the possibility of reaching the same information through fewer questions is shown.
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1. Introduction

Information theory is the branch of mathematics that describes how uncertainty should be quantified, manipulated and represented. In information theory, entropy is a measure of the uncertainty associated with a random variable. The term by itself in this context usually refers to the Shannon entropy, which quantifies, in the sense of an expected value, the information contained in a message, usually in units such as bits. Equivalently, the Shannon entropy is a measure of the average information content one is missing when one does not know the value of the random variable. Ever since the fundamental premises of information theory were laid down by[1], it has had far reaching implications for almost every field of science and technology[2]. Information theory has also had an important role in survey scale studies[3].

Surveys are used to collect quantitative information about items in a population. Developing a survey is as much an art as it is a science. In addition, just as an artist has a variety of different colors to choose from the palette, you have a variety of different question formats with which to question an accurate picture of your customers, clients and issues that are important to them. A good survey question should be short and straightforward[4]. Further it should not be too long. The scale used in survey is defined by a set of two or more survey items that cohere in terms of individual’s responses. A scale combines an individual’s responses to a number of survey items into one score.

In this paper we apply information theoretic concept of entropy, to determine the number of questions in a selected scale. A scale that measures customer satisfaction is dealt with in this study[5,6]. By how many questions the intended information would be reached using this scale with the calculated entropy values was investigated.

2. Basic Concepts of Information Theory

Shannon entropy is a quantitative measure of uncertainty in a data set. This section briefly defines Shannon entropy, relative entropy (Kullback-Leibler Divergence), joint entropy and mutual information. Let \( X \) be a discrete random variable, taking a finite number of possible values \( x_1, x_2, \ldots, x_n \) with respective probabilities \( p_i \geq 0 \) for \( i = 1, 2, \ldots, n \) and \( \sum_{i=1}^{n} p_i = 1 \). The Shannon entropy \( H(X) \) is defined by

\[
H(X) = -\sum_{i=1}^{n} p_i \log p_i
\]  

(1)

in the works[7], and[1]. The joint entropy measures how much entropy is contained in a joint system of two random variables. If the random variables are \( X \) and \( Y \), the joint entropy \( H(X, Y) \) given in[7] is

\[
H(X, Y) = -\sum_{i=1}^{n} \sum_{j=1}^{m} p_{ij} \log(p_{ij}(x, y))
\]  

(2)

The mutual information of two random variables is a quantity that measures the mutual dependence of the two variables. The interpretation is that when mutual information is absent, marginal distributions are independent and their entropies add up to the total entropy. When mutual information is positive, marginal distributions are dependent as some combinations occur relatively more often than other combinations do, and marginal entropies exceed total entropy by an amount equal to the mutual information. Mutual information \( I \) is evaluated by the formula

\[
I(X, Y) = H(X) + H(Y) - H(X, Y)
\]  

(3)

The Kullback-Leibler divergence \( KL = D(p||q) \) is a...
non-commutative measure of the divergence between two probability distributions $p$ and $q$. $KL$ is also sometimes called the information gain about $X$ if $p$ is used instead of $q$. It is also called the relative entropy in using $q$ in the place of $p$. The relative entropy is an appropriate measure of the similarity of the underlying distribution. It may be calculated from

$$D(p \| q) = \sum_{x} p(x) \log \frac{p(x)}{q(x)} \quad (4)$$

The properties of the relative entropy equation make it non-negative and it is zero if both distributions are equivalent namely $p = q$. The smaller the relative entropy is the more similar the distribution of the two variables and vice versa[8].

2.1. Application

A scale that measures customer satisfaction is dealt with in this study. The number of questions for intended information to be reached using this scale together with entropy values was investigated. The usual measures of customer satisfaction involve a survey with a set of statements using a likert technique or scale[10,11].

Scaling in this survey was examined under 4 subscales titles and the subscales were named “Marketing Services Assessment (MSA)”, “Operation Services Assessment (OSA)”, “Accounting Service Assessment (ASA)” and “General Assessment (GA)”[9]. First, the probability distribution tables were constructed by use of the answers given by the customers concerning the subscales of MSA, OSA, ASA and GA. By using these tables, the Shannon entropy, joint entropy, relative entropy and mutual information values were calculated.

The survey was applied to 60 customers in order to measure customer satisfaction. It was composed of 18 questions and its Cronbach’s coefficient $\alpha$ was determined as $\alpha = 0.77$ where $n$ is the number of components, $\sigma_x^2$ is the variance of the observed total test scores and $\sigma_{x_i}^2$ is the variance of component $i$. Each question was evaluated with 1 to 3 scores in such a way that it would be one of the scales of “bad, not bad – not good, good”. The attitude or information scores of the respondents of the survey was added separately and ordered. In addition, several subscales were determined for these 18 questions. The scaling included in the survey was examined under 4 subscale titles. The first subscale was mentioned in the literature as “Marketing Service Assessments” (MSA). The second is “Operation Service Assessments” (OSA), third is “Accounting Service Assessments” (ASA) and the final scale as “General Assessment” (GA). The subscale MSA was composed of a total of 5 questions, OSA was composed of a total of 7 questions whereas the subscale ASA had 3 questions and finally the subscale GA was composed of 3 questions.

3. Results and Discussion

The questions representing the subscales in the survey were determined separately and probability distribution tables were constructed separately for each subscale from the frequency values calculated considering the scores of the questions representing each subscale. Using these probability distribution tables, Shannon entropy values were computed for MSA, OSA, ASA and GA. With a view to examining what kind of entropy values the subscales of MSA, OSA, ASA and GA had with gender, joint probability distribution tables were constructed separately from the frequencies obtained from Gender – MSA, Gender – OSA, Gender – ASA and Gender – GA scores. The joint entropy values of all subscales and gender were calculated separately from the joint probability distribution tables constructed by means. Mutual information values were computed separately for all subscales and gender using the same joint probability distribution tables.

15 out of 60 customers undertaking the questionnaire were females and 45 of them were males. The subscales of MSA, OSA, ASA and GA were regarded as random variables in the study in order to compute the entropy values. The Shannon entropy values were calculated by using the probability distributions constructed for the random variables of MSA, OSA, ASA and GA. The frequencies, probabilities and entropy values of these random variables are given in Table 1.

Table 1. Frequency $(f)$ and probability $(P)$ table for the MSA, OSA, ASA and GA variables

| Score | MSA | OSA | ASA | GA |
|-------|-----|-----|-----|----|
|       | $f$ | $P$ | $f$ | $P$ | $f$ | $P$ | $f$ | $P$ |
| 1     | 17  | 0.06| 39  | 0.10| 5   | 0.03| 65  | 0.36| 91  | 0.51|
| 2     | 145 | 0.48| 211 | 0.55| 65  | 0.36| 91  | 0.51| 110 | 0.61|
| 3     | 138 | 0.46| 132 | 0.35| 110 | 0.61| 73  | 0.41| 16  | 0.09|
| Total | 300 | 1.00| 382 | 1.00| 180 | 1.00| 180 | 1.00| 180 | 1.00|
| Entropy| 1.26| 1.34| 1.11| 1.34|

Table 2. Joint probability distribution of Gender – MSA, Gender – OSA, Gender – ASA and Gender – GA

| Gender | MSA | OSA | ASA | GA |
|--------|-----|-----|-----|----|
|        | $f$ | $P$ | $f$ | $P$ | $f$ | $P$ | $f$ | $P$ |
| Male (0)| 0.043   | 0.360 | 0.347 | 0.750 | 0.167 | 0.444 | 0.749 | 0.775 |
| Female (1)| 0.014 | 0.123 | 0.113 | 0.250 | 0.010 | 0.115 | 0.100 | 0.225 |
| Total | 0.057 | 0.483 | 0.460 | 1.000 |

| Gender | OSA | ASA | GA |
|--------|-----|-----|----|
|        | $f$ | $P$ | $f$ | $P$ | $f$ | $P$ | $f$ | $P$ |
| Male (0)| 0.043 | 0.360 | 0.347 | 0.750 | 0.167 | 0.444 | 0.749 | 0.775 |
| Female (1)| 0.014 | 0.123 | 0.113 | 0.250 | 0.010 | 0.115 | 0.100 | 0.225 |
| Total | 0.057 | 0.483 | 0.460 | 1.000 |

| Gender | ASA | GA |
|--------|-----|----|
|        | $f$ | $P$ | $f$ | $P$ | $f$ | $P$ |
| Male (0)| 0.043 | 0.360 | 0.347 | 0.750 | 0.167 | 0.444 | 0.749 | 0.775 |
| Female (1)| 0.014 | 0.123 | 0.113 | 0.250 | 0.010 | 0.115 | 0.100 | 0.225 |
| Total | 0.057 | 0.483 | 0.460 | 1.000 |

| Gender | GA |
|--------|----|
|        | $f$ | $P$ | $f$ | $P$ | $f$ | $P$ |
| Male (0)| 0.043 | 0.360 | 0.347 | 0.750 | 0.167 | 0.444 | 0.749 | 0.775 |
| Female (1)| 0.014 | 0.123 | 0.113 | 0.250 | 0.010 | 0.115 | 0.100 | 0.225 |
| Total | 0.057 | 0.483 | 0.460 | 1.000 |
The entropy value 1.26 of MSA indicates that it is enough to ask two questions for MSA. Likewise, the entropy values found for OSA (1.34), ASA (1.11) and GA (1.31) also indicate that it would be sufficient to ask two questions in order to be informed about MSA, 7 questions were asked in order to be informed about OSA, 3 questions were asked in order to be informed about ASA and 3 questions were asked in order to be informed about GA. As a consequence this part, it was sufficient to ask two questions so as to be informed about each of these variables.

To investigate what kind of entropy values the variables of MSA, OSA, ASA and GA had with gender, joint probability distribution tables were constructed separately from the frequencies obtained from Gender – MSA, Gender–OSA, Gender – ASA and Gender – GA scores. Table 2 gives joint entropy values of all subscales and gender.

The result in the joint entropy $H(X,Y) = 2.0644$ with $X =$ Gender and $Y =$ MSA means that on average it would require two questions to guess the level of both variables. The same result is also valid for OSA, ASA and GA.

Table 3. Joint entropy values of all subscales and gender.

| Variables | Joint Entropy |
|-----------|---------------|
| MSA       | 2.2529        |
| OSA       | 2.3274        |
| ASA       | 2.1077        |
| GA        | 2.3253        |

The result in the joint entropy $H(X,Y) = 2.2529$ with $X =$ Position and $Y =$ MSA means that on average it would require two questions to guess the level of both variables. The same result is also valid for OSA, ASA and GA.

Table 5. Gives joint entropy values of all subscales and working position

| Variables | Joint Entropy |
|-----------|---------------|
| MSA       | 2.0644        |
| OSA       | 2.0998        |
| ASA       | 1.9192        |
| GA        | 2.1314        |

In probability theory and information theory, the mutual information or transformation of two random variables is a quantity that measures the mutual dependence of the two variables. If $X$ and $Y$ are independent, then knowing $X$ does not give any information about $Y$ and vice versa, so their mutual information is zero. The mutual information value calculated for the MSA – Gender variables, which are not independent, can be interpreted as follows. The variables MSA and Gender seem not to have a lot of information in common, only 0.0066 bits of information. The mutual information values also found for OSA – Gender, ASA – Gender and GA – Gender are interpreted in the same way. Table 6 exhibits shared information between pairs of variables. The pair sharing the most information is OSA – Gender, while the least is ASA – Gender. The mutual information value calculated for the MSA – Position variables, which are not independent, can be interpreted as follows. The variables MSA and Gender seem not to have a lot of information in common, only 0.0063 bits of information. The mutual information values also found for OSA – Position, ASA – Position and GA – Position are interpreted in the same way. Table 6 exhibits shared information between pairs of variables. The pair sharing the most information is GA – Position, while the least is ASA – Position.

Table 4. Joint probability distribution for position and MSA, OSA, ASA and GA

| Position | MSA       |
|----------|-----------|
| 1        | 0.037     |
| 2        | 0.227     |
| 3        | 0.220     |
| Total    | 0.484     |
| Management (0) | 0.020     |
| Organisation (1) | 0.256     |
| Total | 0.507     |
| 1        | 0.483     |
| 2        | 0.466     |
| Total    | 1.000     |

| Position | OSA       |
|----------|-----------|
| 1        | 0.038     |
| 2        | 0.267     |
| 3        | 0.179     |
| Total    | 0.484     |
| Management (0) | 0.055     |
| Organisation (1) | 0.273     |
| Total | 0.093     |
| 1        | 0.540     |
| 2        | 0.367     |
| Total    | 1.000     |

| Position | ASA       |
|----------|-----------|
| 1        | 0.011     |
| 2        | 0.172     |
| 3        | 0.300     |
| Total    | 0.483     |
| Management (0) | 0.017     |
| Organisation (1) | 0.189     |
| Total | 0.028     |
| 1        | 0.361     |
| 2        | 0.611     |
| Total    | 1.000     |

| Position | GA        |
|----------|-----------|
| 1        | 0.028     |
| 2        | 0.239     |
| 3        | 0.217     |
| Total    | 0.484     |
| Management (0) | 0.061     |
| Organisation (1) | 0.267     |
| Total | 0.089     |
| 1        | 0.506     |
| 2        | 0.405     |
| Total    | 1.000     |

29 out of 60 customers undertaking the questionnaire were working to management and 31 of them were working to organization. To investigate what kind of entropy values the variables of MSA, OSA, ASA and GA had with working position, joint probability distribution tables were constructed separately from the frequencies obtained from Position – MSA, Position – OSA, Position – ASA and Position – GA scores. Table 4 demonstrates Position– MSA joint probability distribution of Position– OSA, Position– ASA and Position– GA.

Table 6. Mutual Information Values

| Position | Gender |
|----------|--------|
| Subscales | Subscales |
| MSA | 0.0063 |
| OSA | 0.0118 |
| ASA | 0.0015 |
| GA | 0.0739 |

The relative entropy is an appropriate measure of the similarity of the underlying distribution. If the distribution $f_1$
and g are similar, the difference between $D(f \| g)$ and $D(g \| f)$ is small. In this study, the marginal probability distributions of both genders were found depending on each subscale. The marginal probability distribution of both genders for the subscale of MSA is given in Table 7.

### Table 7. Marginal probability distribution of male and female for MSA

| Organization (Y) | 1   | 2   | 3   | Total |
|------------------|-----|-----|-----|-------|
| P(Y)             | 0.039 | 0.496 | 0.465 | 1.00  |
| Management (X)   | 1   | 2   | 3   |       |
| P(X)             | 0.076 | 0.469 | 0.455 | 1.00  |
| Organization (Y) | 1   | 2   | 3   |       |
| P(Y)             | 0.039 | 0.496 | 0.465 | 1.00  |
| Management (X)   | 1   | 2   | 3   |       |
| P(X)             | 0.076 | 0.469 | 0.455 | 1.00  |

In order to investigate whether these distributions are similar or not, the relative entropy (Kullback – Liebler distance) values are computed.

$$D_{\text{KL}}(f \| g) = 0.00065, D_{\text{KL}}(f \| f_M) = 0.00064$$

The fact that these values are found to be close demonstrates that both genders show a similar distribution. Likewise, the relative entropy values found for genders according to OSA, ASA and GA are found.

$$D_{\text{KL}}(f_M \| f_O) = 0.0624, D_{\text{KL}}(f_f \| f_M) = 0.0507$$
$$D_{\text{KL}}(f_M \| f_O) = 0.0174, D_{\text{KL}}(f_f \| f_M) = 0.0169$$
$$D_{\text{KL}}(f_M \| f_O) = 0.1362, D_{\text{KL}}(f_f \| f_M) = 0.0830$$

The marginal probability distributions of both working position were found depending on each subscale. The marginal probability distribution of both position for the subscale of MSA is given in Table 8.

### Table 8. Marginal probability distribution of organization and management for MSA

| Male (Y) | 1   | 2   | 3   | Total |
|----------|-----|-----|-----|-------|
| P(Y)     | 0.058 | 0.480 | 0.462 | 1.00  |
| Female (X) | 1   | 2   | 3   |       |
| P(X)     | 0.053 | 0.493 | 0.454 | 1.00  |

In order to investigate whether these distributions are similar or not, the relative entropy (Kullback – Liebler distance) values are computed.

$$D_{\text{KL}}(f_M \| f_O) = 0.01733, D_{\text{KL}}(f_f \| f_M) = 0.02132$$

The fact that these values are found to be close demonstrates that both working positions show a similar distribution. Likewise, the relative entropy values found for positions according to OSA, ASA and GA are found.

$$D_{\text{KL}}(f_M \| f_O) = 0.0068, D_{\text{KL}}(f_f \| f_M) = 0.0062$$
$$D_{\text{KL}}(f_M \| f_O) = 0.0029, D_{\text{KL}}(f_f \| f_M) = 0.0027$$
$$D_{\text{KL}}(f_M \| f_O) = 0.0480, D_{\text{KL}}(f_f \| f_M) = 0.0411$$

### 4. Conclusions

The analyses performed in this study prove useful to find the degree of uncertainty and to determine the number of questions in a selected scale with entropy method. It was found out that if we only want to be informed about the level of customer satisfaction, the number of questions in the scale to be designed has to be fewer while the number of questions concerned has to be increased if it is desired to determine the level of customer satisfaction together with gender.

For other studies, the survey can be reorganized by designing the scale with a new number of questions determined by the entropy method and reliability analyzes can be made again and information on customer satisfaction can be accessed in a shorter period of time.

In addition to all these, the entropy values were interpreted within the scope of the information theory and various recommendations were made for the researchers, who may apply such a study in the future, pertaining to the number of questions of the new scales to be designed as to rapidly access information about customer satisfaction.
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