Monika Michałowska – University Professor at the Department of Bioethics, Medical University of Łódź, Poland. Her research focuses on bioethical aspects of reproductive medicine, feminist approaches to issues such as preimplantation genetic diagnosis, gamete and mitochondrial donation, as well as human enhancement and ethics of neural technologies. In her research, she combines cross disciplinary approaches to bioethical problems (bioethics/film studies/cultural studies/body, bio and cyborg art).

Address for correspondence: Medical University of Łódź, Department of Bioethics, Lindleya 6, 90-130 Łódź, Poland. E-mail: monika.michalowska@umed.lodz.pl.

Łukasz Kowalczyk – Assistant at the Department of Bioethics, Medical University of Łódź, Poland, MD, current postgraduate student of bioethics at Warsaw University. His research in fields of psychiatry and neurology focuses on ethical issues they generate. He works on medical and bioethical contexts of the use of virtual reality, neurostimulation, and brain computer interfaces, concentrating on sense of agency and autonomy.

Address for correspondence: Medical University of Łódź, Department of Bioethics, Lindleya 6, 90-130 Łódź, Poland. E-mail: lukasz.kowalczyk@umed.lodz.pl.

Weronika Marcinkowska – student at Faculty of Medicine at Medical University of Łódź. Her research focuses on bacteriology and anatomy.

Mikołaj Malicki – student at Faculty of Medicine at Medical University of Łódź. His research clusters around angiology and microbiology.
BEING OUTSIDE THE DECISION-LOOP:  
THE IMPACT OF DEEP BRAIN STIMULATION  
AND BRAIN-COMPUTER INTERFACES ON AUTONOMY

Keywords: neural technologies, autonomy, control, decision-making, well-being, informed consent  
Słowa kluczowe: neurotechnologie, autonomia, kontrola, decyzjność, dobrostan, zgoda świadoma

Technology is a natural extension and expression of human intellect and will, of creativity, curiosity, and imagination. We foresee and encourage the development of ever more flexible, smart, responsive technology. We will co-evolve with the products of our minds, integrating with them, finally merging with our intelligent technology in a posthuman synthesis, amplifying our abilities and extending our freedom.

(More, 1995)

Introduction

Recent advancements in developing clinically more effective and technologically more reliable neuro-interventions have added new problems and dimensions to an already intense debate on the ethical aspects of using novel neural technologies, such as deep brain stimulation (DBS) and brain-computer interfaces (BCIs). The application of DBS and BCIs has triggered a discussion on whether they pose a threat to personal autonomy. The prevalent stance in the literature is that such interventions are invasive, potentially harmful, and addictive or seductive, and that they may deleteriously affect people’s choices, selves, authenticity, and sense of agency. Some authors seek to provide sets of risks and offer categorizations of the threats the new technologies allegedly pose to us as individuals and societies (O’Brolcháin et al., 2015).

While we agree that any medical novelty involves uncertainty as to how (much) it may alter the way we live, understand the self, and make sense of the world around us, uncertainty and the unknown are in fact
embedded in the definition of change. This does not necessarily entail, however, that such an alteration or a transition will cause us harm or bring detrimental outcomes. The domain of bio-, neuro-, and genetic-technologies has already proved especially susceptible to stereotypes and biases concerning human nature. Some bioethicists and philosophers call for protecting our genetic legacy, autonomy, and the self, wherein they perceive medical novelties as a threat and evaluate new medical technologies in the framework of anthropocentric beliefs underpinned by an explicitly or implicitly articulated precautionary principle. We are quite regularly warned that

[o]ne aspect of our humanity that might be threatened by enhancement and genetic engineering is our capacity to act freely, for ourselves, by our own efforts, and to consider ourselves responsible – worthy of praise or blame – for the things we do and for the way we are.

(Sandel, 2007, p. 25)

In the case of DBS and BCIs, two aspects add to the complexity of this picture. One of them is related to the fact that some neural implants (brain implants) based on closed-loop systems operate automatically, and involves a concern that DBS and BCIs may diminish or entirely eliminate personal autonomy. While such misgivings are quite commonly voiced, they dangle in the definitional void, as it is unclear what notion of autonomy is actually adopted by the authors. Apart from a handful of authors who proceed with definitional care and precision (Friedrich, Racine, Steinert, Pömsl, Jox, 2021; Kellmeyer et al., 2016; Pugh, Pycroft, Sandberg, Aziz, Savulescu, 2018), most papers on this issue implicitly embrace a rather vague notion of autonomy, which comes down to a cluster of terms conventionally associated with an autonomous agent, such as control, freedom, and independence (Burwell, Sample, Racine, 2017; Gilbert, Cook, O’Brien, Illes, 2019; Ivry, Yaden, Newberg, 2017; Maynard, Scragg, 2019; Wolkenstein, Jox, Friedrich, 2018; Yuste et al., 2017). Although we are indeed warned that we may lose something, we are not told what that something is. Instead, the terminology of “being in control” and “free decision-making” is employed as a supposedly sufficient argument for the claim that the loss of control/freedom of decision-making equals the loss of autonomy. This reductive understanding seems to be a gross simplification of a rather important issue in the debate. The other narrative element of the debate on DBS and BCIs is the focus on autonomy as the supreme value, which dominates the discourse
to such an extent that other essential values seem to be disappearing from the bioethical horizon, becoming less valued, less important, and less visible.

Below, we shall look into these two notions – control and free decision making – construed as the key features of an autonomous agent, and argue that constant and total control and/or an absolute freedom of decision-making are not the necessary conditions of autonomy. In our reasoning, we shall build on the notion of well-being in its philosophical context, in particular on desire-based theory, which accentuates the value of desire-satisfaction as the cornerstone of personal well-being. Flourishing, having one’s desires fulfilled, and being the author of one’s own life-biography are, in our view, important factors in well-being. We shall marshal them to redirect the current debate on the bioethical aspects of neural technologies from the prevailing autonomy-threat perspective to one that accommodates other essential values as well.

Since medical and technical aspects of neural technologies are important to understand our argument, we shall begin by outlining the medical background of BCIs/DBS applications and the difference between the open-loop and closed-loop systems. This will offer some insight into how their medical effects improve patients’ condition and quality of life, which we shall briefly discuss while addressing the autonomy-problem in one of the sections below.

The Medical Background of BCIs/DBS Applications

Although neural technologies have been in use for quite some time now, the rapid development and modifications of devices such as brain-computer interfaces and direct neurostimulation open a new platform for their application (Batista, 2020; Edwards, Kouzani, Lee, Ross, 2017; Lahr et al., 2015; Leeb, Pérez-Marcos, 2020). BCIs employ intracortical sensors, decoder algorithms, and translators to record, analyze, and convert real-time brain activity into particular information (Davidoff, 2020; Kawala-Sterniuk et al., 2021; Thinnes-Elker et al., 2012). The collected data is processed into commands which control an external device (such as a robotic arm) “just by thinking about the movement” (Glannon, 2016, p. 11), or via wireless communication systems (McGie, Nagai, Artinian-Shaheen, 2013). The benefits of the restoration of motor and articulation functions have already demonstrated the
prospects for improving the quality of life of patients with severe, chronic, and terminal illnesses (Belkacem, Jamil, Palmer, Ouhbi, Chen, 2020).

Brain-computer interfaces and neurostimulation devices are designed as open- or closed-loop systems (Potter, El Hady, Fetz, 2014; Sisterson, Kokkinos, 2020; Sun, Morrell, 2014; Vassileva, van Blooijs, Leijten, Huiskamp, 2018; Zhou, Chen, Farber, Shetter, Ponce, 2018). In an open-loop system, the operations of external devices and neurostimulation parameters, such as frequency, amplitude, and duty cycle, are primarily pre-set at the beginning of treatment (Ghasemi, Sahraee, Mohammadi, 2018). A physician can regulate and readjust them based on a patient’s outcomes and condition, while the patient can actively participate in decision-making on how to act after receiving information from the device (e.g., via audio or light signals; Kellmeyer et al., 2016). Although this approach aims to maximize treatment effectiveness and minimize possible side effects (Ghasemi et al., 2018), it does not permit an efficient response or adaptation to dynamic changes of the system-parameters. Also, open-loop systems are associated with the risk of hypostimulation and hyperstimulation (Glannon, 2016), and thus patients may require additional hospitalizations in order to fine-tune the parameters of the devices. Moreover, patients’ active involvement in the therapeutic process (which produces additional risks of non-compliance with medical recommendations) can increase the incidence of device malfunction.

In contrast, dynamically developing closed-loop systems receive continuous information input from the patient’s brain, which enables them to adjust the parameters on their own through a programmed algorithm. They rely on feedback and automatic control to reduce error (Jianhong, Ramirez-Mendoza, 2020) and excessive, burdensome patient-involvement in decision-making. Medical reports describe successful applications of BCIs and DBS systems in the treatment of numerous neurological and psychiatric diseases, such as neurodegenerative disorders and traumatic brain and spinal cord injuries (Burwell et al., 2017; Kellmeyer, Grosse-Wentrup, Schulze-Bonhage, Ziemann, Ball, 2018; Klein, 2020; Marchetti, Priftis, 2015; Vansteensel, Jarosiewicz, 2020; Vaughan, 2020; Zheng, Mao, Yuan, Xu, Cheng, 2020). There is a preference for closed-loop systems in some cases. For example, Parkinson’s patients have exhibited a significantly greater symptom reduction with closed-loop than with open-loop systems (Ghasemi et al., 2018). This may be related to the unidirectionality of open-loop systems, which do not adapt to the changing needs of the patients’ brains (Klein, 2020).
Besides BCIs, deep brain stimulation is a nascent and rapidly developing therapeutic technique in psychiatry and neurology (Aum, Tierney, 2018; Dougherty, 2018). The system uses unilateral or bilateral electrodes, which are implanted into the brain under neuroimaging control (Glannon, 2016; Steigerwald, Matthies, Volkmann, 2019). The electrodes modulate the function of the nodes of the neural circuits (the dysfunctional area of the brain) (Glannon, 2016). Electrical stimulation is generated by a device implanted subcutaneously in the clavicle or the abdomen (White-Dzuro, Lake, Neimat, 2017). The stimulation parameters are modulated manually by the therapist, or automatically by closed-loop devices (Habets et al., 2018; Neumann et al., 2019). DBS systems are used in a number of neurological and psychiatric diseases, including epileptic seizures (Klinger, Mittal, 2018; Yan et al., 2018), Parkinson’s disease (Kogan, McGuire, Riley, 2019; Malek, 2019), dystonia (Rodrigues, Duarte, Prescott, Ferreira, Costa, 2019), essential tremor (Lake, Hedera, Konrad, 2019), Tourette’s syndrome (Xu et al., 2020), major depressive disorder (Drobinz, Damborská, 2019), obsessive-compulsive disorder (Arya, Filkowski, Nanda, Sheth, 2019), eating disorders (Dalton, Bartholdy, Campbell, Schmidt, 2018; Lipsman et al. 2013), and addictive disorders (Rachid, 2018). Neurostimulation reduces bothersome symptoms, improves motor functions, cures drug-resistant affective disorders and obsessions, and in this way stimulates the recovery of mental and physical homeostasis.

The Concepts of Autonomy

All medical novelties tie in with the issue of autonomy, especially if they are invasive and/or involve technological or genetic body modifications. While Joel Feinberg’s arresting claim “I am autonomous if I rule me, and no one else rules I” (Feinberg, 1980, p. 21) apparently raises no doubts as to what an autonomous person is, it sparks controversies over the actual meaning of “to rule,” the range of autonomy and ruling ascribed to a person, and the definition of the “I.” Besides, it merely proposes one of many approaches in this multifaceted dispute, rather than giving a clear insight into autonomy. Admittedly, the same is true for all the theories of autonomy in philosophy and bioethics, which contributes to the fact that the debate on autonomy has polarized philosophers and bioethicists, fueling the proliferation of concepts and theories, and even prompting some feminist philosophers to denounce
the concept as oppressive (Dworkin, 1988, pp. 3–13; Mackenzie, Stoljar, 2000; Mele, 1995; Meyers, 1987; O’Neill, 2002, pp. 21–27).

Paradoxically, although approaches to autonomy vary, they invariably put a premium value on autonomy, and to some philosophers it even overrides other values (Nozick, 1974). Autonomy is commonly considered one of the key features that make us moral agents and bespeak our personhood. While the ongoing vigorous debate offers a wide range of claims and arguments, some common characteristics of autonomy are usually evoked. As John Christman puts it:

[T]o be autonomous is to govern oneself, to be directed by considerations, desires, conditions, and characteristics that are not simply imposed externally upon one, but are part of what can somehow be considered one’s authentic self. Autonomy in this sense seems an irrefutable value, especially since its opposite – being guided by forces external to the self and which one cannot authentically embrace – seems to mark the height of oppression.

(Christman, 2020)

Since a thorough analysis of the notion of autonomy lies beyond the scope of this paper, for the sake of our argument we shall employ Gerald Dworkin’s view that

autonomy is conceived of as a second-order capacity of persons to reflect critically upon their first-order preferences, desires, wishes, and so forth and the capacity to accept or attempt to change these in light of higher-order preferences and values. By exercising such a capacity, persons define their nature, give meaning and coherence to their lives, and take responsibility for the kind of person they are.

(Dworkin, 1988, p. 20)

Dworkin also espouses this concept in bioethics and medical ethics (Dworkin, 1988, pp. 80–120), where the notion of autonomy is generally associated with an informed and competent decision free from any external or internal manipulation or influence (Mackenzie, 2015, p. 278). Thus-conceived autonomy has its legal facet: informed consent. As Neil C. Manson and Onora O’Neill argue, there are two models of informed consent: “a disclosure-based account of informed consent” and “a transactional model of informed consent” (Manson, O’Neill, 2007, p. 69). The former emphasizes the disclosure of information as the key factor in the patient’s
decision on any medical interventions, and the latter involves an agency model of communication and stresses “communicative transactions” between agents engaged in requesting and giving informed consent. While in some medical procedures the disclosure-based form may be adequate, the applications of DBS and BCIs call for a different model. Since, in our view, the role of informed consent is essential in the debate on autonomy and DBS/BCI, a more robust form of informed consent should be advocated in this case. Instead of relying on a narrow concept of autonomy in which almost all decisions must be free and voluntary, such a consent should be based on a less rigid and broader (and thus feasible) notion of autonomy, as well as on other fundamental factors, such as communication (taking patients’ expectations and preferences into account) and well-being. We shall discuss this in more detail below.

Neural Technologies: A Threat to Personal Autonomy?

Arguably, deep brain stimulation and brain-computer interface devices, especially those based on closed-loop systems, raise ethical concerns about the risks of reducing a person’s autonomy and keeping her/him outside the so-called decision loop. As described above, unlike open-loop systems (which only warn the patients and allow them to respond as they wish after being informed), closed-loop implantable devices for monitoring neural activity are activated automatically, and operate beyond a person’s will. Simply put, a therapeutic action is undertaken solely by technology, based on the detection of neural activity. The introduction of DBS and BCIs in treatments of epilepsy, paralysis, and neurological and psychiatric symptoms and disorders has already triggered a wide-ranging debate on an array of issues, including autonomy, agency, and identity (Baylis, 2013; Fenton, Alpert, 2008; Friedrich, Racine, Steinert, Pömsl, Jox, 2021; Glannon, 2016; Goering, Klein, Dougherty, Widge, 2017; Klein et al., 2016; Schechtman, 2009, 2010), affective states (Steinert, Friedrich, 2020), neuroprivacy/mental privacy and mental integrity (Fontanillo Lopez, Li, Zhang, 2020; Lavazza, 2018; Schermer, 2009; Steinert, Friedrich, 2020), liability and possible malfunctions of the devices, data-protection, and neurohacking (Ienca, Haselager, 2016; Pugh et al., 2018; Yuste et al., 2017).
While the possible impact of DBS and BCIs on personal identity has attracted ample scholarly attention, the autonomy-problem tends to be framed sketchily, even though almost all discussion-papers on the application of neural implants explicitly voice anxiety over their hazard to personal autonomy and authenticity. In view of a rapid advancement and increasing investments in this field of neurotechnology, the common belief (shared by both philosophers and the public opinion) that autonomy is a precious value calls for more attention to and a firmer conceptual grasp of the autonomy-problem in the context of DBS- and BCI-based therapies. In the section below, we review the frequently expressed ethical concerns about and arguments for DBS/BCIs being a threat to a person’s autonomy. Importantly, this paper does not seek to present an account of autonomy, but to assess whether novel neural technologies indeed pose a serious threat to autonomy and to provide insight into a broader understanding of autonomy where autonomy is not necessarily jeopardized by the application of neural technologies.

**Being Outside the Decision Loop and Autonomy**

It has been generally assumed that if one cannot control one’s activity, one is deprived of autonomy, while one’s internal acceptance of and consent to the act about to happen are crucial in assessing one’s autonomy. Consequently, the bioethical literature often cautions that the use of neural devices diminishes a person’s autonomy. Exercising control over one’s actions is often considered a sine qua non of being a free agent. McCann insists that “[i]t simply is not possible from my perspective as a decision maker that I should feel that I lack voluntary control of my decisions, because from my perspective they are the essence of voluntary control” (McCann, 2012, p. 254; see also Ginet, 1990; McCann, 1998). Yet the restrictive demand that for a person to be a free, autonomous agent every act should be voluntary and self-controlled is difficult, or even impossible, to meet. “Freedom comes in degrees,” as Timothy O’Connor states (O’Connor, 2009, p. 119). Not all the choices we make in everyday life are properly voluntary in the sense of being preceded by internal acceptance; for instance, we obviously often do things out of habit, almost automatically, or based on our prior decision resulting from reflection and second-order volition. All habitual actions, such as tying shoes, playing the piano, or riding a bike, can serve as
hackneyed examples of learned, rigid, automatic, and unreflective behavior (see, for example, Clarke, 2003, p. 122). Consequently, they fail to meet the generally acknowledged definitional criterion of a free or voluntary act. Nonetheless, the fact that they stem from a free choice is a sufficient guarantee of an agent’s freedom. In an activity that unfolds as a series of actions, this definitional criterion remains unchallenged and is met if the initial decision, which commences the chain of actions, is made freely and voluntarily. Thus, Randolph Clarke and Robert Kane may be right to claim that overt habitual, automatic, or spontaneous actions can indeed be regarded as free because they result from “directly free choices” (Clarke, 2003; Kane, 1998). Therefore, although all of us tie shoes every day, it does not make us non-voluntary, controlled, and deprived of freedom or autonomy.

Analogically, one does not lose self-sovereignty and autonomy by simply not being in total and constant control of administering medications and thus falling outside the decision loop. Control and the freedom of decision-making are often recognized as two main components of being autonomous. Yet, being in control may fluctuate between being in full control and acting automatically, even within one day, depending on the action in which we are engaged at a given moment. Being free in making decisions is also gradable and hinges on various factors. If this is the case, autonomy, too, should be thought of as gradable, within the framework of O’Connor theory.

A look at particular syndromes will help us assess the impact that DBS and BCIs may have on autonomy. Given that the use of closed-loop systems in the treatment of drug-resistant epilepsy has been well documented (Sisterson, Wozny, Kokkinos, Constantino, Richardson, 2019) and addressed in the context of autonomy (Gilbert, O’Brian, Cook, 2018), it is a suitable starting point for our analysis. Importantly, the treatment of drug-resistant epilepsy is one of the most convincing and successful medical applications of closed-loop systems. For example, Gregory K. Bergey, Martha J. Morrell, Eli M. Mizrahi, et al. (Bergey et al., 2015) have assessed the long-term efficacy of responsive direct neurostimulation (the first responsive closed-loop focal cortical stimulator) in a group of people with epilepsy over 19.6 (± 11.4) years. In the randomized blinded controlled trial, they found a statistically significant reduction in the frequency of tonic-clonic seizures and a significant increase in the quality of life during a mean follow-up of 5.4 years.
Epilepsy is well known to considerably reduce the range of choices individuals may make and activities they may undertake. Paradoxical though it may sound, relieving epilepsy patients of the necessity to make decisions about behavior in expectation of seizures enables them to interact with their environment with more independence and freedom. Preventing epileptic episodes in fact widens the scope of options and makes possibilities real, resulting in a broader array of choices (Guerreiro, 2016). Riding a bicycle can serve as an example: being in the decisional loop entails deciding what to do (stop, get off the bike, lie down, etc., to take a medication) and interferes with the very activity of riding a bike and triggers a constraining pause in it. At the same time, being kept outside the decisional loop eliminates the constraint, interruption, and the necessity to counteract an unwanted neural episode. What is more, research shows that frequent and unpredictable epileptic episodes may contribute to a significant deterioration of the quality of life (as a result of epileptic episodes themselves, comorbid cognitive or affective disorders, and side effects of pharmacological treatment) (Baranowski, 2018; Tedrus, Crepaldi, de Almeida Fischer, 2020), in extreme cases leading to a gradual withdrawal from social life, such as entertainment, sports, or traveling. Brain-computer interfaces and deep brain stimulation devices may not only reduce symptoms and help treat syndromes (Klinger, Mittal, 2018; Lee, Lozano, Dallapiazza, Lozano, 2019; Rosenfeld, Wong, 2017; Salanova, 2018), but also lessen the fear of symptoms of disease. Thus, keeping an agent outside the decisional loop enhances her/his sense of agency and of being the author of her/his own life-biography.

Habitual acts of obsessive-compulsive character are another case relevant to our argument. Recent studies have found that deep brain stimulation devices may have a significant positive effect on mental processes of people with severe, resistant, and chronic obsessive-compulsive disorders (Rapinesi et al., 2019), with the prospects being particularly promising for closed-loop devices (Tastevin, Spatola, Régis, Lançon, Richieri, 2019). Bothersome and intrusive thoughts that increase frustration and compulsive behavior limit the sense of free decision-making (Cillo et al., 2019), and in some cases trigger the feeling of being burdened with what are perceived as excessive and external compulsion and influence. The symptoms reported by patients, such as a persistent urge to check whether water taps are closed or the light is off, an obsessive need to keep things in perfect order and symmetry, an obsessive fear of dirt, or intrusive and irresistible (often vulgar or obscene)
thoughts that are contrary to a person’s worldview, can breed helplessness in everyday life. Obsessive-compulsive disorders may undermine the sense of being the author of one’s actions, which individuals identify as integral to their selves. The implementation of the neurostimulation system results in a complete disappearance or satisfactory control of the symptoms (Mosley et al., 2021), and may thus restore the sense of freedom of decision-making informed by one’s preferences. In this way, DBS contributes to the strengthening of people’s sense of agency, control, and personal autonomy. Patients’ active involvement in controlling the device on a permanent basis (by means of an open loop, for example, via light or sound alarms) (Kellmeyer et al., 2016) may catalyze the exacerbation of symptoms and the intensification of obsessions and compulsions. Arguably, by operating beyond the person’s control, the device enhances the positive effects of therapeutic intervention. Being out of the decision loop liberates patients from an excessive obsession loop and enables them to better control obsessive thoughts and behavior.

Persistent bothersome symptoms of mental or somatic disorders in some patients have been documented to result in a significant deterioration of their functioning in private, social, and professional life, weakening their ability and willingness to accomplish plans, goals, and aspirations (Dziwota, Stepulak, Włoszczak-Szubzda, Olajossy, 2018; Kupferberg, Bicks, Hasler, 2016; Perepezko et al., 2019). Brain-computer interfaces and closed-loop neurostimulators have been observed to help alleviate the symptoms and their consequences for the functioning of individuals with various neurological and psychiatric diseases at the stage of preclinical studies, clinical trials, and sometimes even in standard practice (Goering et al., 2017; Saha et al., 2021). Depressive disorders and locked-in syndrome are discussed below as examples of such diseases.

As studies have shown (Alexopoulos, 2005; Malhi, Mann, 2018), patients suffering from depressive disorders, who experience chronic sadness, anergy, and the lack of satisfaction from daily activities, report a considerable decrease in the quality of life, which may make them neglect basic life activities to the point of stopping eating and drinking in some extreme cases. Administered as last-line treatments, neurostimulation-based therapies are likely to eliminate treatment-resistant depressive syndromes, and thus to restore or even widen the range of choices and possibilities for a person to flourish (Dandekar, Fenoy, Carvalho, Soares, Quevedo, 2018).
Prospects for the positive impact of neural technologies on the competencies of individuals have also been confirmed in the treatment of LIS patients, who have lost the ability to move and speak and are permanently paralyzed, as a result of an injury, infection, or progressive neurodegeneration, but retain full awareness (Abbasi, 2019; Capogrosso et al., 2016; Maiser, Kabir, Sabsevitz, Peltier, 2016). Though paralyzed, a group of patients with locked-in syndrome may display residual communication skills based on eye-ball and eyelid movements (Laureys et al., 2005; Smith, Delargy, 2005). This severe neurological condition is characterized by tetraplegia and anarthria (bilateral paralysis of laryngeal and pharyngeal muscles), which preclude articulate speech, hinder the swallowing of food, impair facial expression, and cause pneumonia, pulmonary embolus or the aspiration of saliva, and even death (Smith, Delargy, 2005; Young, 2014). The ten-year survival rate in this syndrome is estimated at 80% (Smith, Delargy, 2005). Crucially, the deterioration of the patients’ quality of life is severe. The symptoms and their consequences – inability to move and communicate, the sense of physical and psychological dependence on family and medical staff, etc. – often result in a prolonged mental crisis, depressive episodes, and even suicidal thoughts and tendencies. People with locked-in syndrome explain that the limited ability to communicate with the environment, which marginalizes them in the network of interactions, is among the worst emotional strains of their condition, surpassing even the inability to move (Fenton, Alpert, 2008). By expanding the communication skills of people with locked-in syndrome, BCI systems boost their contacts and augment the available forms of dialogue with family, relatives, and the medical staff (Milekovic et al., 2018). As Andrew Fenton and Sheri Alpert explain:

BCIs offer hope to at least some of those with LIS that they will be able to initiate and maintain communication, control television viewing, interact with others in cyberspace, manipulate objects in their environment using robotic arms or even control their movement in wheelchairs.

(Fenton, Alpert, 2008, p. 122)

As argued above, some mental and somatic diseases in fact significantly reduce personal autonomy, whereas the application of BCIs and DBS prevents or reduces the symptoms and widens the range of possibilities and options. The automatic systems of DBS and BCIs support people’s cognitive abilities and halt the progression of disorders, which is correlated with the
optimization of affective and volitional capacities, or the ability to speak and/or move. In this way, these technologies enhance a person’s autonomy, even if (s)he is outside the decision loop.

**Informed Consent, Autonomy, and Well-Being**

Given that not each and every act is fully (or ideally) autonomous, that some acts result from previous deliberated higher-level decision-making processes, and that autonomy comes in degrees depending on various factors and circumstances, being outside the decisional loop – that is, having no control of the therapeutic device – is not synonymous with an autonomy deficit. It is informed consent that is the key factor in the decision process and the debate on personal autonomy in such cases. Thus, the person’s decision to have a device operating beyond her/his control implanted is a major concern. If the decision is based on disclosed information about possible negative effects and the nature of the device, if it expresses the person’s preferences and desires preceded by higher-level deliberation revealing a voluntary and free (autonomous) choice, and if it is entrenched in the person’s life-plan, to claim that the device poses a threat to the person’s autonomy is unfounded or, at least, poorly tenable. We argue that the decision (informed consent) to have the device is crucial in the evaluation of the person’s autonomy. While every single activation of the device is indeed beyond the person’s control, a voluntary and free consent is given beforehand to its subsequent activations, and, consequently, no act of activation is involuntary properly speaking. However, the model of informed consent that is mostly based on the disclosure of information and consent-requesting/giving does not suffice. A more robust understanding of informed consent is needed when administering treatments which involve neural technologies. In our view, two major aspects should be considered in remodeling the concept of informed consent. Firstly, factors such as communication and commitment between agents and trust between human agents (patient and physician) and also between human and non-human agents (patient and device) should be seriously taken into account. Also, in recasting the model of informed consent, the role of automatically initiated interventions of the device which stem from patients’ autonomous decisions should be reinterpreted, possibly to
acknowledge that autonomy is shared in this context. As Sara Goering, Eran Klein, Darin D. Dougherty, and Alik S. Widge put it:

Rejecting the label of brain manipulation does not obviate the underlying concern about agency, but it may leave open a door to another way to address this. If we take a more neutral stance on neural devices, we see that it is possible – and maybe advantageous – to extend a relational account of agency to include devices themselves.

(Goering et al., 2017, p. 67).

An autonomous decision in which one consents to share one’s decision-making with neural devices (just like we share the decision-making process with our partners, for example) and be treated by them remains autonomous. The application of neural technologies is not an all-or-nothing scenario for respecting or violating personal autonomy.

Secondly, a person’s well-being should be recognized as one of the essential factors in a new model of informed consent concerning the application of neural technologies. By well-being we understand a philosophical notion of well-being that goes beyond its medical use and is not limited to (though it may be combined with) the quality of life, but primarily means what is good for you. If we construe “what is good for you” as something that you desire, or even as something that you should desire, something that should be a prudential value (Crisp, 2017), the use of DBS and BCIs undoubtedly contributes to the well-being of some persons (while meeting the condition of “doing no harm to others”). It not only expands the range of life-possibilities, choices, and acts, enabling people to act as they wish and to make the options realizable, but also empowers them to shape their lives according to their preferences and to fulfill their desires, enabling them to be what they desire to be. Even if our approach of adopting a subjective stance on well-being is susceptible to criticism, the way any other desire-based theory is, it may redirect the debate on the use of DBS and BCIs to foreground other values than autonomy. After all, some philosophers teach us that the well-being of others (just like our own well-being) should be our concern (Lazari-Radek, 2021).
Some Limitations to Our Study

The analytical approach we adopt in our study on the concerns about the threats that DBS and BCIs pose to autonomy and free decision-making has its limitations. While we believe that most arguments advanced in the debate implicitly presuppose a notion of autonomy that is demanding and difficult (if not impossible) to attain, more research on the attitudes of individuals who use the neural technologies is urgently needed to evaluate their long-term use, risks, and benefits. Also, the dynamic development of the systems, as a result of which their potential risks and therapeutical benefits change rapidly, contributes to difficulties in providing an all-or-nothing assessment of the impact of technology on autonomy and well-being.

Little empirical data is now available on the patients’ sense of autonomy or the negative effects of using the technologies, and most studies on the use of DBS and BCIs offer inconclusive findings that

1) Being in the loop may partly increase a sense of autonomy over decisionmaking. 2) Being in the loop may partly decrease a sense of autonomy over decisionmaking. 3) Being in the loop may not impact a sense of autonomy over decisionmaking.

(Gilbert et al., 2018, p. 320)

There is, however, some research on using closed-loop systems by diabetes patients which shows that, after a three-month clinical trial of a closed-loop device automatically delivering insulin, they positively evaluated its medical and non-medical benefits, explicitly expressed their trust and confidence in the device, and reported the feeling of being more independent, free, flexible, and active in life (Lawton et al., 2019). Not only are these findings important in purely medical terms, but they also empirically confirm that being out of the loop may enhance the sense of control.

Conclusion

The alleged risk of autonomy loss is an extension of commonly expressed fears of losing control, freedom, and the true self, which recur in discussions

---

1 See also Burwell et al., 2017; Gilbert, 2015; Lahr et al., 2015.
on freedom and determinism. Some believe that “if determinism is true, then we are like puppets on strings,” as Clarke rightly summarizes the fears voiced in the debate to claim that “[w]e make decisions and act even if determinism is true; we are thus unlike puppets” (Clarke, 2003, p. 8). Being controlled by a machine seems to be the worst-case scenario to be avoided at all cost. However, if we adopt a broader and less demanding notion of autonomy which does not require that all decisions should be absolutely free, the initial deliberative element in the decisions-making process combined with acting in accordance with one’s preference and desires is enough to ensure freedom, voluntariness, and personal autonomy. Consequently, neural technologies can be considered just another element of an interplay enabling and securing the realization of previously expressed preferences.

Social interactions, the capacity to communicate with others, and the chance to flourish and to fulfill one’s desires are important factors in what makes life a good one and, consequently, in a person’s well-being. Being deprived of them spawns ill-being. Systems based on brain-computer interfaces and neurostimulators enhance and augment communicational, emotional, and volitional competencies, promoting the active redefining, negotiating, shaping, and modifying of an individual’s positions in a relational network based on subjective beliefs about what is good for her/him. Such systems not only help people overcome burdensome symptoms and strengthen cognitive, affective, and behavioral abilities, but also mediate the realization of the internalized ideas, perspectives, desires, and interests of a relational agent to foster her/his well-being.

The concerns voiced in the debate on neural technologies to a certain extant mirror anxieties rife in disputes over human enhancement and transhumanism. The opponents of human enhancement portray it as procedures and processes that imperil our humanity and will ultimately and inevitably make us lose our human nature and become “something else.” Neural technologies tend to be perceived as bringing doom upon humanity. We are convinced, however, that it does not mean that the future that is to come (even if it will indeed involve the doom of humans) will bring nothing but despair and misery. Another scenario is possible as well. In this scenario, humans will step aside to make room for “something else.” Whether this “something else” will be something more or something less lies in our hands and is our moral duty to determine. There is a possible future in which we become posthumans or, as Aleksandra Łukaszewicz Alcaraz phrases it, cyborg persons (Łukaszewicz
Alcaraz, 2021), a future in which the opposition of machine and organism is replaced by machinic-organic coexistence, paving the way for new definitions of persons and new kinds of persons. The way we understand, use, and coexist with new technologies is still open and “involves learning about and making use of new technologies that can increase our capacities and life expectancy, questioning common assumptions, and transforming ourselves ready for the future, rising above outmoded human beliefs and behaviors” (More, 2021).
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Abstract

Recent advancements in new neural technologies raise bioethical concerns over personal autonomy, which they potentially threaten to diminish or entirely eliminate. Although caution in the application of deep brain stimulation (DBS) and brain-computer interfaces (BCIs) is explicitly urged in almost every study, the debate features a definitional void as to what notion of autonomy is actually adopted by the authors. The focus on autonomy has dominated the debate to such an extent that other essential values seem to be disappearing from the bioethical horizon, becoming less valued, less important, and less visible. This paper examines the autonomy-problem by probing whether DBS and BCIs indeed threaten personal autonomy. The impact of DBS and BCIs is studied on the examples of several illnesses, whereby the well-being of a person and the importance of informed consent are taken into account to assess the influence of these novel medical technologies on autonomy.
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