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Abstract. We analyze the performance of Dynamic Mode Decomposition (DMD)-based approximations of the stochastic Koopman operator for random dynamical systems where either the dynamics or observables are affected by noise. For many DMD algorithms, the presence of noise can introduce a bias in the DMD operator, leading to poor approximations of the dynamics. In particular, methods using time delayed observables, such as Hankel DMD, are biased when the dynamics are random. We introduce a new, robust DMD algorithm that can approximate the stochastic Koopman operator despite the presence of noise. We then demonstrate how this algorithm can be applied to time delayed observables, which allows us to generate a Krylov subspace from a single observable. This allows us to compute a realization of the stochastic Koopman operator using a single observable measured over a single trajectory. We test the performance of the algorithms over several examples.
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1. Introduction. For many complex systems and processes, governing equations cannot be derived through first principles or the models generated by them may be too complicated to be of practical use. Additionally, for such a system, the true state of the system may be difficult or even impossible to measure, making a state-space model impractical for applications such as control or prediction. Instead, only a limited set of measurements, or observables, will be made available. One of the tools available to model such a system is the Koopman operator. The Koopman operator represents a system in a high-dimensional linear space, which allows us to use spectral methods to analyze the system.

Originally introduced in [9], the Koopman Operator has gained traction for its utility as a data driven method through various form of Koopman Mode Decomposition (KMD), which decomposes the system based on eigenfunctions of the Koopman operator [12], [13]. Introduced in [11], Generalized Laplace Analysis (GLA) is an early data driven method of KMD based on the generalized Laplace transform. Another data driven method is Dynamic Mode Decomposition (DMD), which was introduced in [17] and shown to be connected to KMD in [16]. DMD algorithms attempt to find a matrix which approximates a finite section of the Koopman operator [14]. There are many different variations of DMD and it can be used for a wide array of applications. Despite their widespread use, many DMD algorithms possess a major drawback; they can fail if the data contains noise or other randomness.

We can also use the Koopman methodology for random systems, provided the system is a homogeneous Markov process. These include, for example, stochastic differential equations driven by Gaussian white noise and discrete systems generated by generated by i.i.d. random maps. For such systems, the eigenvalues produced by standard DMD algorithms converge to the spectrum of the stochastic Koopman operator, provided the observables themselves do not contain any randomness and lie within a finite dimensional invariant subspace [20]. However, if the observables do contain noise, the results from standard DMD algorithms are biased [5]. Total Least Squares (TLS) DMD ([5], [7]) was developed to remove the bias for systems with measurement noise, but only converges when the underlying dynamics are deterministic. In [18], subspace DMD was introduced
to converge for observables with additive noise even when the underlying dynamics are random. While many of these methods can combat the bias from measurement noise in DMD, they impose relatively strict assumptions on either the dynamics or the structure of the noise.

Of particular interest are Krylov subspace based DMD methods, where the iterates of a single observable under the Koopman evolution is used to (approximately) generate an invariant subspace of the Koopman operator [3],[14]. For deterministic systems, Hankel DMD uses time delays of a single observable to generate the Krylov subspace, and was shown to converge in [1]. This allows us to generate a model of a deterministic system using the data from a single trajectory of a single observable. However, for random systems, the time delayed observables contain randomness from the dynamics, and Hankel DMD does not converge. Further, the noise introduced is neither i.i.d. nor independent of the state. In [4], a new Stochastic Hankel DMD algorithm was shown to converge, but it requires the Stochastic Koopman evolution of the observable, which in general requires multiple realizations of the system.

In this paper, we introduce a new DMD algorithm which allows us to work with a more general set of observables with noise. This algorithm provably approximates the stochastic Koopman operator in the large data limit and allows for more general randomness in the observables than i.i.d. measurement noise. With these weaker conditions, we can use time delayed observables to form a Krylov subspace of observables, which gives us a variation of Hankel DMD for random systems. This allows us to compute a realization of the stochastic Koopman operator using data from a single observable over a single realization of the system. The paper is organized as follows: First we review the basics of random dynamical systems and the stochastic Koopman operator. Then, we establish the convergence of standard DMD algorithms for random systems in the absence of noise. Finally, we demonstrate the failure of standard DMD algorithms in the presence of noise and introduce a new algorithm which can accurately approximate the stochastic Koopman operator using noisy observables.

2. Preliminaries. In this paper, we consider random dynamical systems that are generated by random i.i.d. maps. We can use these systems to represent homogeneous Markov processes: systems for which transition probabilities are completely determined by the state; they depend neither on the time nor the past of the system. The random systems considered in this paper will be as follows:

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space, and let \((\mathbb{T} = \mathbb{Z} \text{ or } \mathbb{Z}^+)\) be a semigroup. Let \(\{\theta_t\}_{t \in \mathbb{T}}\) be a group or semigroup of measurable transformations on \(\Omega\) which preserve the measure \(\mathbb{P}\). This forms a measure preserving dynamical system on \(\Omega\). We will denote the one step map \(\theta_1\). Now, let \((M, \mathcal{B})\) be a measurable space. Let \(T\) be a function that associates to each \(\omega\) a random map \(T_\omega\) such that:

1. The map \(T_\omega : M \to M\) is \(\mathcal{B}\) measurable, and
2. The maps \(T_{\theta_t \omega}, t \in \mathbb{T}\), are independent and identically distributed.

If the maps \(T_\omega\) satisfy the above properties, we will call \(T\) an i.i.d. random system. For the duration of the paper, the above two properties will always be assumed to hold.

Now, given a \(T\) that satisfies the above properties, we can define the \(n\)-step evolution of \(T\) by

\[
T^n_\omega = T_{\theta_{n-1} \omega} \circ T_{\theta_{n-2} \omega} \circ \ldots \circ T_{\theta_0} \circ T_\omega.
\]

For a given \(x \in M \) and \(\omega \in \Omega\), the points \(T^n_\omega x\) are the trajectory of \(x\). We will denote \(x_t = T^n_\omega x_0\) and \(\omega_t = \theta_{n+1} \omega\) when considering a sample trajectory with initial conditions \(x_0\) and \(\omega_0\).

These systems driven by i.i.d. maps can be used to represent homogeneous Markov processes. If \(M\) is a polish space, for any discrete time Markov process we can find a set of i.i.d. maps that satisfies the transition probabilities of the Markov process ([8], Theorem 1.1). In this paper, we
only need to consider the discrete time case, since the algorithms considered only require a discrete set of data.

**Remark 1.** If we let \( T^0_\omega \) equal the identity, we can immediately see from (2.1) that the maps \( T^t_\omega \) form a cocycle over the positive integers:

\[
T^t_\omega = \text{id}_M, \quad \text{and} \quad T^{t+s}_\omega = T^t_\theta(\omega) \circ T^s_\omega.
\]

With this in mind, the \( T \) is also a random dynamical system on \( \mathbb{Z}_+ \) in the sense of [2]. However, these are a more general class of system and do not necessarily have the i.i.d. property we require in this paper.

**2.1. Koopman Operators.** Typically, we will not have access the state of the system at any given time. Instead, we will be able to measure some set of functions on the state space.

**Definition 2.1.** An observable is any \( \mathcal{B} \) measurable map \( f : M \to \mathbb{C} \).

We are interested in the evolution of observables over time. For a deterministic system, the Koopman family of operators is defined to evolve an observable, \( f \), on the state space under the flow, \( S^t \) of the system: \( U^t f = f \circ S^t \). Studying the Koopman evolution of observables has several benefits. First, the state of the system can be reconstructed from a sufficient set of observables, so no information is lost moving to the observable space. Second, a certain choice of observables may lead to a simple representation of the system with linear dynamics. Additionally, since the Koopman operator is a linear operator, it allows us to use spectral methods to study the system.

However, since a random system can have many possible realizations we cannot simply define the stochastic Koopman operator as the composition with the flow. Instead, the stochastic Koopman operators are defined using the expectation of the evolution of observables.

**Definition 2.2.** The stochastic Koopman operator, \( \mathcal{K}^t \), is defined for for i.i.d. random systems by

\[
\mathcal{K}^t f(x) = \mathbb{E}_P(f \circ T^t_\omega(x)) = \int_\Omega f \circ T^t_\omega(x) dP.
\]

For a discrete time map we will denote the one step Koopman evolution as \( \mathcal{K}^1 = \mathcal{K} \). The operators \( \mathcal{K}^t \) are also called the transition operators for a Markov process.

In order for definition 2.2 to be useful, we require this family of operators to be consistent in a certain sense: the stochastic Koopman family of operators should form a semigroup:

\[
\mathcal{K}^{t+s} f = \mathcal{K}^s \circ \mathcal{K}^t f, \quad s, t \geq 0.
\]

For the deterministic Koopman operators, this is clearly true provided the system is autonomous and solutions exist and are unique, since in this case the flow forms a semigroup. For the stochastic Koopman family of operators on a i.i.d. system, the semigroup property is guaranteed by the independence of the maps \( T^s_\theta \omega \) and \( T^t_\omega \), since

\[
\mathcal{K}^{t+s} f(x) = \mathbb{E}_P(f(T^{t+s}_\omega x)) = \mathbb{E}_P(f(T^s_\theta T^t_\omega x)) = \mathbb{E}_P(\mathcal{K}^s f(T^t_\omega x)) = \mathcal{K}^t \mathcal{K}^s f(x).
\]

**2.2. Stationarity and Ergodicity.** We will also assume that our systems will be stationary, meaning they have a stationary measure, \( \mu \).
Definition 2.3. A measure $\mu$ is called invariant, or stationary, if

$$\mu(A) = \int_M \int_{\Omega} \chi_A(T_\omega x) dP d\mu,$$

where $\chi_A$ is the indicator function for $A \subset M$.

If $\mu$ is a stationary measure, we have the equality

$$\int_M \int_{\Omega} f(T^{t_1+s}_\omega x, ..., T^{t_n+s}_\omega x) dP d\mu = \int_M \int_{\Omega} f(T^{t_1}_\omega x, ..., T^{t_n}_\omega x) dP d\mu$$

for any $s, t_1, ..., t_n$ ([6], p.86).

Since our DMD algorithms will be using data sampled off of a single trajectory of our system, we need the trajectory to sample the measure $\mu$. For this we require that $\mu$ be an ergodic measure.

Definition 2.4. A set $A \subset M$ is called invariant if

$$\int_{\Omega} \chi_A(T_\omega x) = \chi_A(x)$$

for almost every $x$.

Definition 2.5. A stationary measure $\mu$ is called ergodic if every invariant set has measure 0 or 1.

The ergodicity assumptions ensures that almost every trajectory samples the entire space, not just some invariant subset. With this assumption, we can use time averages to evaluate integrals over the space.

Lemma 2.6. Suppose $\mu$ is an ergodic measure. Let

$$h(x, \omega) = \hat{h}(T^{t_1}_\omega x, T^{t_2}_\omega x, ..., T^{t_n}_\omega x)$$

for some $t_1, t_2, ..., t_n$, with $h \in L^1(\mu \times P)$. Then we have

$$\lim_{m \to \infty} \frac{1}{m} \sum_{j=0}^{m-1} h(x_j, \omega_j) = \int_M \int_{\Omega} h(x, \omega) dP d\mu$$

for almost every $(x_0, \omega_0)$ with respect to $\mu \times P$.

Proof. This is theorem 2.2 in chapter 1 of [8], applied to the sum on the left hand side of (2.5).

3. Dynamic Mode Decomposition. Dynamic Mode Decomposition is an algorithm which allows the computation of an approximation of the Koopman operator from data. Assuming the eigenfunctions, $\phi_j$, of $\mathcal{K}$ span our function space, we can decompose any (possibly vector valued) observable $f$ as

$$f = \sum_j v_j \phi_j.$$

The expected evolution of $f$ is then given by

$$\mathbb{E}_P(f(T_\omega x)) = \sum_j v_j \mathcal{K} \phi_j(x) = \sum_j \lambda_j v_j \phi_j(x).$$

In this Koopman mode decomposition, the functions $\phi_j$ are the Koopman eigenfunctions with eigenvalue $\lambda_j$, and the vectors $v_j$ are called the Koopman modes associated with $f$. However, the
expansion above can contain an infinite number of terms. In order to work with (3.1) using finite arithmetic, we must restrict ourselves to a finite dimensional subspace of our original function space.

Let \( \mathcal{F} \) be a finite dimensional subspace of \( L^2(\mu) \) and \( \mathcal{F}^\perp \) be its orthogonal complement. Let \( P_1 \) and \( P_2 \) be the projections on to \( \mathcal{F} \) and \( \mathcal{F}^\perp \). For any function \( g \in L^2(\mu) \), we can compute the Koopman evolution as

\[
Kg = P_1Kg + P_2Kg = P_1KP_1g + P_2KP_1g + P_1KP_2g + P_2KP_2g.
\]

The operator \( P_1KP_1 \) maps \( \mathcal{F} \) into itself. For any \( g \in \mathcal{F} \), we have \( P_2g = 0 \), so we can view \( P_1KP_1 \) as an approximation of \( K \) provided \( \|P_2KP_1\| \) is small. If \( \mathcal{F} \) is an invariant subspace under \( K \), we have \( \|P_2KP_1\| = 0 \), and \( Kg = P_1KP_1g \) for all \( g \in \mathcal{F} \). If we let \( f_1, f_2, \ldots, f_k \) be a basis for \( \mathcal{F} \), we can represent the restriction of \( P_1KP_1 \) to \( \mathcal{F} \) as a matrix \( K \) that acts on the basis by

\[
(3.2) \quad K \begin{bmatrix} f_1 & f_2 & \cdots & f_k \end{bmatrix}^T = \begin{bmatrix} Kf_1 & Kf_2 & \cdots & Kf_k \end{bmatrix}^T.
\]

Remark 2. The matrix \( K \) can also be thought of as the matrix acting (on the right) on the vector of coefficients of functions represented in the basis \( f_1, \ldots, f_k \): for any function \( g \in \mathcal{F} \) we can write

\[
g = \sum_{j=1}^k a_j f_j = a \begin{bmatrix} f_1 & \cdots & f_k \end{bmatrix}^T,
\]

and \( a = [a_1 \ldots a_k] \) is the row vector of coefficients of \( g \). Then \( (aK) \) is the row vector of coefficients for \( Kg \), since

\[
Kg = K(a \begin{bmatrix} f_1 & \cdots & f_k \end{bmatrix}^T) = a \begin{bmatrix} Kf_1 & \cdots & Kf_k \end{bmatrix} = aK \begin{bmatrix} f_1 & \cdots & f_k \end{bmatrix}^T.
\]

Dynamic mode decomposition algorithms compute an approximation of the matrix \( K \) from data. If we can measure the observables \( f_1, f_2, \ldots, f_k \) along a trajectory \( x_0, x_1, \ldots, x_n \), we can form the vector valued observable \( f : M \to \mathbb{R}^k \) by

\[
f = \begin{bmatrix} f_1 & f_2 & \cdots & f_k \end{bmatrix}^T.
\]

Each \( f(x_i) \) is called a data snapshot. Given a data matrix whose columns are snapshots of \( f \),

\[
D = \begin{bmatrix} f(x_0) & f(x_1) & \cdots & f(x_n) \end{bmatrix},
\]

we can construct an operator \( A : \mathbb{R}^k \to \mathbb{R}^k \), called the DMD operator, which (approximately) maps each data snapshot to the next one, i.e.

\[
Af(x_i) \approx f(x_{i+1}).
\]

Standard DMD algorithms (see [17],[20],[14],[10] and the sources therein) construct a matrix \( C \) to minimize the error

\[
\sum_{i=0}^{n-1} \|Cf(x_i) - f(x_{i+1})\|^2_2.
\]

Algorithm 1: Extended Dynamic Mode Decomposition
Let \( x_0, x_1, \ldots, x_n \) be a trajectory of our random dynamical system and \( f : M \to \mathbb{C}^k \) be a vector valued observable on our system.

1: Construct the data matrices
\[
X = \begin{bmatrix} f(x_0) & f(x_1) & \cdots & f(x_{n-1}) \end{bmatrix}, \quad Y = \begin{bmatrix} f(x_1) & f(x_2) & \cdots & f(x_n) \end{bmatrix}.
\]

2: Form the matrix
\[
C = YX^\dagger,
\]
where \( X^\dagger \) is the Moore-Penrose psuedoinverse.

3. Compute the eigenvalues and left and right eigenvectors, \((\lambda_i, w_i, v_i) i = 1, 2, \ldots, k\), of \( C \). Then the dynamic eigenvalues are \( \lambda_i \), the dynamic modes are \( v_i \), and the numerical eigenfunctions are given by
\[
\hat{\phi}_i = w_i^T X.
\]

Let \( f_1, f_2, \ldots, f_k \) be the components of \( f \). If we let \( \hat{f}_i \) be the \( i^{th} \) row of \( X \),
\[
\hat{f}_i = \begin{bmatrix} f_i(x_0) & f_i(x_1) & \cdots & f_i(x_{n-1}) \end{bmatrix},
\]
we see that \( \hat{f}_i \) represents \( f_i \) by evaluating it along a trajectory. With standard DMD, we construct the DMD operator \( C \) represented in the basis \( \hat{f}_1, \hat{f}_2, \ldots, \hat{f}_k \). Similarly, the numerical eigenfunctions, \( \hat{\phi}_i \) will be approximations of eigenfunctions of the stochastic Koopman operator evaluated along our trajectory. Unfortunately, depending on the choice of basis, this DMD construction may be numerically unstable. This leads to the second algorithm [17].

**Algorithm 2: SVD based EDMD**

Let \( x_0, x_1, \ldots, x_n \) be a trajectory of our random dynamical system and, \( f_1, f_2, \ldots, f_l \), \( l \geq k \), be a set of \( l \) observables on our system.

1: Construct the data matrices
\[
X = \begin{bmatrix} f(0) & f(1) & \cdots & f(n - 1) \end{bmatrix}, \quad Y = \begin{bmatrix} f(1) & f(2) & \cdots & f(n) \end{bmatrix}.
\]

2: Compute the truncated SVD of \( X \) using the first \( k \) singular values.
\[
X = W_k S_k V_k^*.
\]

3: Form the matrix
\[
A = S_k^{-1} W_k^* Y V_k.
\]

4. Compute the eigenvalues and left and right eigenvectors, \((\lambda_i, w_i, v_i) i = 1, 2, \ldots, k\), of \( A \). Then the dynamic eigenvalues are \( \lambda_i \), the dynamic modes are
\[
v_i = W S u_i,
\]
and the numerical eigenfunctions are given by
\[
\hat{\phi}_i = w_i^T V_k^*.
\]

The benefit of SVD based DMD is that it is more numerically stable. If \( X \) has a large condition number, the pseudoinversion of \( X \) can introduce large errors to the DMD operator and make...
Algorithm 1 unstable. To combat this, Algorithm 2 computes the SVD of \( X \) and truncates to include only the dominant singular values. Since \( S_k \) has a smaller condition number than \( X \), the inversion of \( S_k \) in Algorithm 2 is more numerically stable than the psuedoinversion of \( X \). Algorithm 2 uses singular values and vectors to choose a basis of observables to construct the DMD operator; the matrix \( A \) generated is the same as the one produced by Algorithm 1 using the \( k \)-dimensional observable \( f_{\text{new}} = S_k^{-1} \omega f \).

4. Convergence of DMD for Random Systems. The utility of Algorithms 1 and 2 comes from the convergence of the dynamic eigenvalues and numerical eigenfunctions to eigenvalues and eigenfunctions of \( \mathcal{K} \).

**Proposition 4.1.** Let \( T \) be an i.i.d. random system with ergodic measure \( \mu \). Let \( \mathcal{F} \) be a \( k \)-dimensional subspace of \( L^2(\mu) \) which is invariant under the action of \( \mathcal{K} \), and let \( f_1, f_2, \ldots, f_k \) span \( \mathcal{F} \). Let \( \lambda_{j,n} \) be the dynamic eigenvalues and \( v_{j,n} \) be the dynamic modes produced by Algorithm 1 using the trajectory \( x_0, x_1, \ldots, x_n \). Then, as \( n \to \infty \), the dynamic eigenvalues converge to the eigenvalues of \( \mathcal{K} \) restricted to \( \mathcal{F} \) for almost every initial condition \( (x_0, \omega_0) \) with respect to \( (\mu \times P) \). If the eigenvalues of \( \mathcal{K} \) are distinct, the numerical eigenfunctions converge to a sampling of the eigenfunctions along the trajectory.

The proof of Proposition 4.1 is fairly standard in the DMD literature (e.g. [20]) and does not differ from the deterministic case, but we include it for completeness.

**Proof.** Let \( f_1, f_2, \ldots, f_k \), and \( \mathbf{K} \) be as described in (3.2). Let \( X_n, Y_n \), and \( C_n \) be the matrices produced by Algorithm 1 for the trajectory \( x_0, x_1, \ldots, x_n \), and let \( \omega_0, \omega_1, \ldots, \omega_n \) be the evolution of the noise. Let \( \mathbf{f} = [f_1 \ f_2 \ \ldots \ f_k]^T \) as above. Define the matrices

\[
G_0 = \int_M [f_1 \ f_2 \ \ldots \ f_k]^T [f_1^* \ f_2^* \ \ldots \ f_k^*] \ d\mu = \int_M \mathbf{f} \mathbf{f}^* \ d\mu
\]

and

\[
G_1 = \int_M [\mathcal{K} f_1 \ \mathcal{K} f_2 \ \ldots \ \mathcal{K} f_k]^T [f_1^* \ f_2^* \ \ldots \ f_k^*] \ d\mu = \int_M \mathbf{K} \mathbf{f} \mathbf{f}^* \ d\mu = \mathbf{K} G_0.
\]

We can see that \( G_0 \) has full rank, since if \( \mathbf{v} \) was in its nullspace we would have

\[
\|\mathbf{f}^* \mathbf{v}\|^2 = \mathbf{v}^* G_0 \mathbf{v} = 0,
\]

which implies \( \mathbf{v} = 0 \) since \( f_1, f_2, \ldots, f_k \) are linearly independent. This gives us \( \mathbf{K} = G_0^{-1} G_1 \).

Now, let \( G_{0,n} = \frac{1}{n} X_n X_n^* \) and \( G_{1,n} = \frac{1}{n} X_n Y_n^* \). We have \( G_{0,n} \to G_0 \) and \( G_{1,n} \to G_1 \) for almost every initial condition \( (x_0, \omega_0) \). To see this, by Lemma 2.6 we have

\[
\lim_{n \to \infty} G_{1,n} = \lim_{n \to \infty} \frac{1}{n} \sum_{m=0}^{n-1} \mathbf{f}(x_{m+1}) \mathbf{f}^*(x_m) = \lim_{n \to \infty} \frac{1}{n} \sum_{m=0}^{n-1} \mathbf{f}(T_{\omega_m} x_m) \mathbf{f}^*(x_m)
\]

\[
= \int_M \int_P \mathbf{f}(T_{\omega} x) \mathbf{f}^*(x) \ dP \ d\mu = \int_M \mathbf{K} \mathbf{f}(x) \mathbf{f}^*(x) \ d\mu = G_1,
\]

and similarly for \( G_0 \), we have

\[
\lim_{n \to \infty} G_{0,n} = \lim_{n \to \infty} \frac{1}{n} \sum_{m=0}^{n-1} \mathbf{f}(x_{m}) \mathbf{f}^*(x_m) = \int_M \int_{\Omega} \mathbf{f}(x) \mathbf{f}^*(x) \ dP \ d\mu = G_0.
\]
Since $G_0$ has full rank and $G_{0,n} \rightarrow G_0$, $G_{0,n}$ is full rank for $n$ large enough, so $G_{0,n}^{-1}$ exists and
\[
\lim_{n \to \infty} G_{0,n}^{-1}G_{1,n} = G_0^{-1}G_1 = K.
\]
Because $G_{0,n} = \frac{1}{n}X_nX_n^*$, we know $X_n$ has full row rank for $n$ large enough, so
\[
C_n = Y_n(X_n)^T = Y_nX_n^*(X_nX_n^*)^{-1} = \left( \frac{1}{n}Y_nX_n^* \right) \left( \frac{1}{n}X_nX_n^* \right)^{-1} = G_{0,n}^{-1}G_{1,n},
\]
which shows that $C_n \rightarrow K$. This shows that the dynamic eigenvalues, $\lambda_{j,n}$, converge to the eigenvalues of $K$, $\lambda_j$, as $n \rightarrow \infty$.

To show the numerical eigenfunctions converge to samplings of our eigenfunctions, let $w_{j,n}$ and $w_j$ be the left eigenvectors of $C_n$ and $K$, respectively. Consider the functions $\phi_{j,n} = w_{j,n}^T\mathbf{f}$ and $\phi_j = w_j^T\mathbf{f}$. We know $\phi_j$ is a Koopman eigenfunction, since
\[
\mathcal{K}\phi_j = \mathcal{K}(w_j^T\mathbf{f}) = w_j^T\mathbf{K}\mathbf{f} = \lambda_jw_j^T\mathbf{f} = \lambda_j\phi_j.
\]
If $K$ has distinct eigenvalues, the vectors $w_{j,n}$ each converge to $w_j$, so $\phi_{j,n} \rightarrow \phi_j$. The numerical eigenfunctions, $\hat{\phi}_{j,n}$, are the values of the function $\phi_{j,n}$ sampled along the trajectory $x_0, ..., x_{n-1}$.

5. DMD with Noisy Observables.

5.1. Preliminaries. The proof above shows that Dynamic Mode Decomposition converges for random dynamical systems with i.i.d. dynamics. However, it is important to note that although the systems can have randomness, the observables cannot. The stochastic Koopman operator acts on functions, $f : M \rightarrow \mathbb{C}$, which depend only on the state of the system. If we allow our observables to have some noise (i.e. dependence on $\omega$), the proof fails. In particular, observables with i.i.d. measurement noise and time delayed observables (used in Hankel DMD) both have some dependence on $\omega$, and therefore cannot be used with the above DMD methods.

Examining the failure of standard DMD with noisy observables is instructive. First we must define our requirements for “noisy observables.”

Definition 5.1. A noisy observable is a measurable map $\tilde{f} : M \times \Omega \rightarrow \mathbb{C}$, such that the random function $\tilde{f}_\omega = \tilde{f}(\cdot, \omega) : M \rightarrow \mathbb{C}$ is $\mathcal{B}$ measurable for almost every $\omega$.

For notation, we will always denote a noisy observable, $\tilde{f}$, with a tilde and let the space of noisy observables be $\mathcal{H}$. We will also define $f$ to be its mean:
\[
f(x) = \int_{\Omega} \tilde{f}_\omega(x) dP.
\]

With these definitions, we can interpret $f$ as the “true” observable on the system, whereas $\tilde{f}$ is the “measured” observable, which comes with some degree of uncertainty. We are interested in
the evolution of \( f \) rather than \( \hat{f} \), since it depends only on the evolution in the state space and not the noise. Computing the DMD operator with the evolution of \( \hat{f} \) can fit the model to the noise and give a poor approximation of the system. In what follows, we will assume that \( f \) exists and is in \( L^2(\mu) \). To avoid some clutter in the equations and algorithms, we will also denote the time samples of an observable with a hat: \( \hat{f}(t) = \hat{f}(x_t, \omega_t) \).

In order to evaluate the stochastic Koopman evolution of \( f \), we will need to place further restrictions on \( \hat{f} \). We need the random function \( \hat{f}_{\omega} \) to be independent from the past of the dynamics. Precisely, we require that \( \hat{f}_{\omega} \) is independent of \( T_{\omega}^s f \) for all \( s < t \) (which implies \( \hat{f}_{\omega} \) is independent of \( T_{\omega}^s f \) for all \( s < t \) for any sample path). Roughly speaking, this means the random function \( \hat{f}_{\omega} \) cannot be predicted by the past of the dynamics on \( M \). The independence condition gives us

\[
(5.1) \quad \int f_{\theta^j \omega}(T^j\omega x)dP(\omega) = \int f(T^j\omega x)dP(\omega) = \int f(T^j\omega x)dP = \mathcal{K}^j f(x).
\]

Finally, in order to approximate integrals from data, we will need some ergodicity assumptions on our noisy observables. Namely, we will need time averages to converge in a similar sense to Lemma 2.6. In particular, we will need

\[
(5.2) \quad \lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \hat{f}(t + j)\hat{g}(t) = \int_M \int_{\Omega} \hat{f}_{\theta^j \omega}(T^j\omega x)\hat{g}_{\omega}(x)dP(\omega)d\mu(x),
\]

for two vector valued noisy observables \( \hat{f} \) and \( \hat{g} \) and almost every initial condition \( (x_0, \omega_0) \).

**Remark 3.** While we make the ergodicity assumption for generality, we will show that (5.2) holds for observables with i.i.d. measurement noise and time delayed observables, the primary observables of interest in this paper. More generally, we can consider the skew product system \( \Theta \) on \( M \times \Omega \) given by \( \Theta(x, \omega) = (T^j\omega x, \theta^j \omega) \) and treat \( \hat{f} \) as an observable on \( M \times \Omega \). If \( \mu \times P \) is an ergodic measure for \( \Theta \), we can evaluate time averages as in (5.2).

### 5.2. Failure of Dynamic Mode Decomposition with Noisy Observables

Now, using the ergodicity (5.2) and independence (5.1) assumptions above, we can see exactly how DMD fails. The convergence of DMD depends largely on estimation of inner products using time averages. As before let \( f_1, \ldots, f_k \) be observables which span a \( k \)-dimensional subspace \( \mathcal{F} \), and let \( \mathcal{K} \) be the restriction of \( \mathcal{K} \) to \( \mathcal{F} \) as in (3.2). Let \( f = [f_1 \ldots f_k]^T \). We have from Lemma 2.6 that

\[
G_j = \lim_{n \to \infty} \frac{1}{n} \sum_{m=0}^{n-1} f(x_{m+j})f^*(x_m) = \int_M \int_{\Omega} f(T^j\omega x)f^*(x)dPd\mu = \int_M \mathcal{K}^j f f^* d\mu.
\]

We can use the fact that \( G_j = \mathcal{K}G_{j-1} \) to estimate \( \mathcal{K} \). However, suppose we have a noisy observable \( \hat{f} \in \mathcal{H} \) with \( \mathbb{E}_P(\hat{f}_\omega) = f \) such that (5.2) and (5.1) hold. When we take the comparable time average, we have

\[
\hat{G}_j = \lim_{n \to \infty} \frac{1}{n} \sum_{m=0}^{n-1} \hat{f}(m+j)\hat{f}(m)^* = \int_M \int_{\Omega} \hat{f}_{\theta^j \omega}(T^j\omega x)\hat{f}_\omega^*(x)dPd\mu.
\]

This is not equal to \( G_j \), since \( \hat{f}_\omega \) and \( \hat{f}_{\theta^j \omega} \circ T^j\omega \) are not necessarily independent. In fact, if we examine the difference in \( \hat{G}_j \) and \( G_j \), we obtain

\[
\hat{G}_j - G_j = \int_M \text{Cov}(\hat{f}_{\theta^j \omega} \circ T^j\omega, \hat{f}_\omega)d\mu,
\]
values are \( \lambda \).

3: Compute the matrix \( \tilde{\omega} \).

4: Compute the eigenvalues and left and right eigenvectors, \( (\lambda, v, \nu) \) of \( C \). The dynamic eigenvalues are \( \lambda_i \), the dynamic modes are \( v_i \), and the numerical eigenfunctions are given by \( \hat{\phi}_i = w_i^T X \).

5.3. Noise Resistant DMD Algorithms.

Algorithm 3: Noise Resistant DMD

Let \( \tilde{f} \in \mathcal{K}^k \), and \( \tilde{g} \in \mathcal{K}^l \), \( l \geq k \). As before, let \( \tilde{f}(t) = \tilde{f}(x_t, \omega_t) \) and \( \tilde{g}(t) = \tilde{g}(x_t, \omega_t) \) denote their samples along a trajectory at time \( t \).

1: Construct the data matrices

\[
X = \begin{bmatrix} \tilde{f}(0) & \tilde{f}(1) & \ldots & \tilde{f}(n-1) \end{bmatrix},
\]

and

\[
Y = \begin{bmatrix} \tilde{g}(0) & \tilde{g}(1) & \ldots & \tilde{g}(n-1) \end{bmatrix}.
\]

2: Form the matrices \( \tilde{G}_0 = \frac{1}{n} X \tilde{Z}^* \) and \( \tilde{G}_1 = \frac{1}{n} Y \tilde{Z}^* \).

3: Compute the matrix

\[
C = \tilde{G}_1 \tilde{G}_0^T.
\]

4: Compute the eigenvalues and left and right eigenvectors, \( (\lambda_i, w_i, \nu_i) \) of \( C \). The dynamic eigenvalues are \( \lambda_i \), the dynamic modes are \( v_i \), and the numerical eigenfunctions are given by

\[
\hat{\phi}_i = w_i^T X.
\]

The idea behind Algorithm 3 is to use a second noisy observable, \( \tilde{g} \), which meets some independence requirements with \( \tilde{f} \), to generate a second basis for \( \tilde{\mathcal{F}} \). If \( \tilde{g} \) meets the proper independence requirements, the convergence can be shown in a similar manner to Proposition 4.1.

**Proposition 5.2.** Let \( \tilde{f} \in \mathcal{K}^k \) and \( \tilde{g} \in \mathcal{K}^l \) be such that \( \tilde{f} \) and \( \tilde{g} \) satisfy (5.2) and \( \tilde{f} \) satisfies (5.1). Suppose \( \tilde{g}_\omega \) is independent of \( \tilde{f}_\omega \), \( \tilde{f}_\omega \), and \( T_\omega \). Define \( f(x) = E_\Omega(\tilde{f}_\omega(x)) \) and \( g(x) = E_\Omega(\tilde{g}_\omega(x)) \). Suppose the components of \( f \), \( f_1, \ldots, f_k \), span a \( k \)-dimensional invariant subspace, \( \mathcal{F} \), of \( \mathcal{K} \) and \( \mathcal{F} \subset \text{span}\{g_1, \ldots, g_l\} \), where \( g_1, \ldots, g_l \) are the components of \( \tilde{g} \). Then the matrix \( C \) generated by Algorithm 3 converges to the restriction of \( K \) to \( \mathcal{F} \) as \( n \to \infty \).

**Proof.** Let \( K \) be the restriction of \( K \) to \( \mathcal{F} \). Let \( \tilde{G}_{0,n} \) and \( \tilde{G}_{1,n} \) be the matrices generated in Algorithm 3 with \( n \) data points. Using the independence conditions on \( \tilde{g} \), \( \tilde{f} \), and \( T_\omega \) and (5.1), define

\[
(5.3) \quad G_0 = \int_M \int_\Omega \tilde{f}_\omega(x) \tilde{g}_\omega^*(x) dP d\mu = \int_M \int_\Omega \tilde{f}_\omega(x) dP \int_\Omega \tilde{g}_\omega^*(x) dP d\mu = \int_M f g^* d\mu
\]
and
\begin{equation}
G_1 = \int_M \int_\Omega \tilde{f}_\omega(T_\omega x)\tilde{g}_\omega^*(x)dPd\mu = \int_M \int_\Omega \tilde{f}(T_\omega x)dP \int_\Omega \tilde{g}_\omega^*(x)dPd\mu = \mathbf{K} \int_M f g^* d\mu.
\end{equation}

We can show that \( G_0 \) has full row rank; if \( \mathbf{v} \) is in its left nullspace, we would have
\[ \langle \mathbf{v}^T f, g_1 \rangle = 0 \]
for each \( i \), which shows \( \mathbf{v} = 0 \) since \( \mathcal{F} \subset \text{span}\{g_i\} \). This gives us \( \mathbf{K} = G_1 G_0^\dagger \). We will show that \( \tilde{G}_{0,n} \to G_0 \) and \( \tilde{G}_{1,n} \to G_1 \) as \( n \to \infty \). Taking the limit of \( G_{0,n} \) with (5.2) and using (5.3), we have
\[ \lim_{n \to \infty} \tilde{G}_{0,n} = \lim_{n \to \infty} \frac{1}{n} \sum_{m=0}^{n-1} \tilde{f}(m)\tilde{g}^*(m) = \int_M \int_\Omega \tilde{f}_\omega(x)\tilde{g}_\omega^*(x)dPd\mu = G_0 \]
and similarly \( \tilde{G}_{1,n} \to G_1 \) using (5.4). Since \( G_0 \) has full rank and \( \tilde{G}_{0,n} \to G_0 \), we have \( \tilde{G}_{0,n}^\dagger \to G_0^\dagger \), so \( \tilde{G}_{1,n}^\dagger \to K \).

It follows from Proposition 5.2 that the eigenvalues and eigenvectors of \( C \) go to those of \( \mathbf{K} \). Therefore, the dynamic eigenvalues limit to Koopman eigenvalues. The numerical eigenfunctions, however, are more complicated. If \( w_i \) is a left eigenvector of \( \mathbf{K} \), we have \( w_i^T \tilde{f} \) is a Koopman eigenfunction. The numerical eigenfunctions, however, limit to \( w_i^T X \), which a sampling of \( w_i^T \tilde{f} \). In this regard, the numerical eigenfunction is a sampling of an eigenfunction with some zero mean noise added to it.

The key idea in the proof of Proposition 5.2 is the assumption that we have a second observable \( \tilde{g} \) that is uncorrelated with \( \tilde{f} \). This allows us to estimate the inner product of \( \tilde{g} \) and \( \tilde{f} \) using time averages without introducing a covariance term. We call \( \tilde{g} \) our “dual observable” since we are using it to evaluate these inner products. While the necessity of a second observable may seem restrictive, Proposition 5.2 allows us to work with very general observables. If we specialize to more specific classes of observables, we will find that we often do not need a second observable. Often, we can use time delays of single observable \( \tilde{f} \) so that \( \tilde{f}_\omega \) and \( \tilde{f}_{\theta_\omega} \) are independent.

5.4. Observables with i.i.d. Measurement Noise. Often, when measuring an observable on a system, the measurement will be imprecise. The error in the measurement are often modeled as an i.i.d. random variable. We call an observable with this type of noise an observable with measurement noise:

Definition 5.3. A noisy observable, \( \tilde{f} \), is an observable with i.i.d. measurement noise if \( \tilde{f}_\theta_\omega \) is an i.i.d. random function and is independent of the random maps \( T_{\theta_\omega} \) for all \( s \).

Let \( f = \mathbb{E}_P(\tilde{f}_\omega) \). We note that for any given \( \omega \), the measurement error,
\[ \tilde{e}_\omega(x) = \tilde{f}_\omega(x) - f(x), \]
can vary over the state space \( M \); it does not need to be a constant additive noise. Since \( \tilde{f}_\omega \) is an i.i.d. random variable and independent of \( T_{\omega t} \) for all \( t \), the ordered pair \( (x_t, \tilde{f}_{\omega t}) \in M \times L^2(M) \) is an ergodic process, with ergodic measure \( \nu = \mu \times f_s(P) \), where \( f_s(P) \) is the pushforward of \( P \). This allows us to evaluate the time averages as in (5.2). The proof of this follows from the lemma below and the fact that i.i.d. processes are mixing ([6], Theorem 4, page 143).

Lemma 5.4. Let \( x_t \) and \( y_t \) be independent stationary processes. If \( x_t \) is ergodic and \( y_t \) is mixing, then \( (x_t, y_t) \) is ergodic.
Proof. The result follows from Theorem 6.1 on page 65 of [15], where we can represent the processes as a measure-preserving shifts on the space of sequences of \( x_t \) and \( y_t \) ([15], page 6).

If the components of \( \hat{f} \) are observables with measurement noise, it turns out we don’t need second observable to use in Algorithm 3. Instead, we can use a time shift of \( \hat{f} \) to generate \( \hat{g} \). The i.i.d. property of \( \hat{f} \) will give us the independence properties we need.

Corollary 5.5. Suppose \( \hat{f} \) is a vector valued observable with i.i.d. measurement noise, and the components of \( \hat{f} = \mathbb{E}_P(\hat{f}_\omega) \) span a \( k \)-dimensional invariant subspace, \( \mathcal{F} \). Suppose further that the restriction of \( \mathcal{K} \) to \( \mathcal{F} \) has full rank. Then Algorithm 3 converges setting \( \hat{g}(t) = \hat{f}(t - 1) \).

Proof. Let \( K \) be the restriction of \( \mathcal{K} \) to \( \mathcal{F} \). By Lemma 5.4, \( (x_t, f_\omega) \) is an ergodic stationary sequence. Then, using ergodicity and the independence properties of \( \hat{f} \), we have

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{m=1}^{n} \hat{f}(m) \hat{g}^*(m) = \lim_{n \to \infty} \frac{1}{n} \sum_{m=0}^{n-1} \hat{f}(m) \hat{f}^*(m - 1) = \int_{\Omega} \int_{M} \hat{f}_{\theta_\omega}(T^{j+1}_\omega x) \hat{f}_{\omega}^*(x) dPd\mu
\]

\[
= \int_{\Omega} \int_{M} \hat{f}_{\theta_\omega}(T_\omega x) dP \int_{\Omega} \hat{f}_{\omega}(x) dP d\mu = K \int_M \hat{f} \hat{f}^* d\mu,
\]

which has full rank since \( K \) has full rank. Similarly,

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{m=1}^{n} \hat{f}(m + 1) \hat{g}^*(m) = \lim_{n \to \infty} \frac{1}{n} \sum_{m=0}^{n-1} \hat{f}(m + 1) \hat{f}^*(m - 1) = K^2 \int_M \hat{f} \hat{f}^* d\mu.
\]

The rest of the proof follows Proposition 5.2.

Remark 4. It is useful to note that if \( T_\omega \) and \( \theta \) were invertible, we would be able to define \( \hat{g}_\omega = \hat{f}_{\theta_{1-\omega}} \circ (T^{-1}_\omega) \), and \( \hat{g} \) would meet the conditions of Proposition 5.2 exactly. However, if they are not invertible, we cannot necessarily define \( \hat{g}_\omega \in L^2(M) \) explicitly since \( T_\omega \) may not be invertible. However, since we are still able to evaluate time averages, the proof is nearly identical.

6. Time Delayed Observables and Krylov Subspace Methods. Another important type of noisy observable are time delayed observables. Allowing time delayed observables in DMD is useful for two reasons. First, time delays allow us to enrich our space of observables. Oftentimes, there are functions on our state space which cannot be measured by a certain set of observables, but can be observed if we allow time delays. For example, the velocity of a moving mass cannot be observed by any function on the position, but can be approximated using the position at two different times. Second, using time delays allows us to identify an invariant (or nearly invariant) subspace spanned by the Krylov sequence \( f, Kf, ..., K^{k-1}f \).

Of particular interest is an analogue of Hankel DMD for random systems, which uses a Krylov sequence of observables to generate our finite subspace. With Hankel DMD, we use a single observable, \( f \), and its time delays to approximate the sequence \( f, Kf, ..., K^{k-1}f \). If \( \hat{f} \) is an observable with measurement noise (or has no noise), we can define

\[
\hat{f}(x, \omega) = \left[ \hat{f}(x, \omega) \quad \hat{f}(T_\omega x, \theta_\omega) \quad \cdots \quad \hat{f}(T^{k-1}_\omega x, \theta_{k-1}\omega) \right]^T.
\]

By (5.1), its mean is

\[
\int_{\Omega} \hat{f} dP = \left[ f \quad Kf \quad \cdots \quad K^{k-1}f \right]^T,
\]

where \( f = \mathbb{E}_P(\hat{f}) \). We can then use time delays of \( \hat{f} \) to approximate the Krylov sequence \( f, Kf, ..., K^{k-1}f \). Additionally, if we set \( \hat{g}(t) = \hat{f}(t - k) \) in Algorithm 3, we will have the necessary independence conditions, and the time averages will converge as in (5.2) due to the pair \((x_t, \hat{f}_\omega t)\) being an ergodic stationary variable.
Corollary 6.1. (Noise Resistant Hankel DMD) Let \( \tilde{f} \) be an observable with measurement noise, with time samples \( \tilde{f}(t) = \tilde{f}(x_t, \omega_t) \). Let its mean, \( f \), be such that the Krylov sequence \( f, Kf, \ldots, K^{k-1}f \) spans a \( k \)-dimensional invariant subspace \( \mathcal{F} \) and the restriction of \( K \) to \( \mathcal{F} \) has full rank. Let

\[
\hat{f}(t) = [\hat{f}(t) \; \hat{f}(t+1) \; \ldots \; \hat{f}(t+k-1)]^T,
\]

and

\[
\hat{g}(t) = \hat{f}(t-k) = [\hat{f}(t-k) \; \hat{f}(t-k+1) \; \ldots \; \hat{f}(t-1)]^T.
\]

Then the matrix \( A \) generated by Algorithm 3 converges to the restriction of \( K \) to \( \mathcal{F} \). If \( \tilde{f} \) has no noise (i.e. \( \tilde{f}(x, \omega) = f(x) \)) we can use

\[
\hat{g}'(t) = \hat{f}(t-k+1) = [\hat{f}(t-k+1) \; \hat{f}(t-k+2) \; \ldots \; \hat{f}(t)]^T.
\]

We refer to Corollary 6.1 as a variant of Hankel DMD for random systems since the \( X, Y, \) and \( Z \) matrices in Algorithm 3 will be Hankel matrices and it generates a Krylov subspace of \( K \). For a different choice of \( \hat{g} \) (i.e. \( \hat{g} = \tilde{f} \)), this is equivalent to Hankel DMD.

**Proof.** Using (5.1), we can see that the components of \( f \) are \( f, Kf, \ldots, K^{k-1}f \), which spans \( \mathcal{F} \). Additionally, using the independence properties of \( \hat{f} \), we have \( \tilde{f}_{\omega_t} \) and \( \tilde{f}_{\omega_{t+k-1}} \) are independent for \( s \geq k \). Since \( (x_t, \tilde{f}_{\omega_t}) \) is ergodic by Lemma 5.4, we can take the time averages

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{m=k}^{n+k-1} f(m)g^*(m) = \lim_{n \to \infty} \frac{1}{n} \sum_{m=0}^{n-1} f(m+k)f^*(m) = \int_M \int_{\Omega} \hat{f}_{\theta_k}(T_{\omega}^k x)\hat{f}^*(x)dPd\mu
\]

\[
= \int_M \int_{\Omega} \tilde{f}_{\theta_k}(T_{\omega}^k x)\tilde{f}^*(x)dPd\mu = K^k \int_M f f^* d\mu,
\]

which has full rank since \( K \) has full rank. Similarly, we can take the time average

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{m=k}^{n+k-1} f(m+1)g^*(m) = K^{k+1} \int_M f f^* d\mu,
\]

and the rest of the proof follows Proposition 5.2. If \( \tilde{f}_\omega = f \), \( \tilde{f}_{\omega_1} \) and \( \tilde{f}_{\omega_{t+k-1}} \) are independent, and we can take the time averages using \( \hat{g}(t) = \tilde{f}(t-k+1) \).

Corollary 6.1 allows us to compute an approximation of \( K \) using the data from a single observable evaluated along a single trajectory. However, the method does not require that the we only use time delays of a single observable. In general, even if \( \tilde{f} \) is vector valued, we can take time delays of \( \tilde{f} \) as in Corollary 6.1 so long as we span the proper subspace. The dual observable, \( \tilde{g} \), is also generated in the same way.

7. Conditioning of Algorithm 3. Asymptotically, the convergence rate of Algorithm 3 is governed by the rate at which \( G_{0,n} \) and \( G_{1,n} \) converges to \( G_0 \) and \( G_1 \), as defined in the proof of Proposition 5.2. This is governed by the convergence rate of ergodic sampling. However, Algorithm 3 also requires the pseudo-inversion of \( G_{0,n} \approx G_0 \). If the matrix \( G_0 \) is ill-conditioned, small errors in the time averages approximations of \( G_0 \) and \( G_1 \) can cause large errors in our DMD operator. The condition number of \( G_0 \), \( \kappa(G_0) \), can become large if either set of observables, \( f_1, \ldots, f_k \) or \( g_1, \ldots, g_l \), are close to being linearly dependent.

Both of these issues arise particularly often when using Hankel DMD. With Hankel DMD, we use the basis \( f, Kf, \ldots, K^{k-1}f \) as our basis for \( \mathcal{F} \). This is often a poor choice of basis, as \( f \) and
\(Kf\) may be close to being linearly dependent. This is particularly the case when data from a continuous time system is sampled with a short period, such as from a discretization of an ODE or SDE. Similarly, if \(j\) is large or \(K\) has eigenvalues close to zero, \(K^j f\) and \(K^{j+1} f\) may be close to being linearly dependent, which will also cause conditioning issues.

### 7.1. SVD Based Algorithms

To combat these conditioning issues, we have some leeway in the observables we choose for \(\tilde{f}\) and \(\tilde{g}\). Looking at \(G_0\), we have

\[
G_0 = \int_M g f^* \, d\mu = \int_M [f_1 \ f_2 \ \ldots \ f_k]^T [g_1^* \ g_2^* \ \ldots \ g_l^*] \, d\mu.
\]

Ideally, \(\{g_1, ..., g_l\}\) and \(\{f_1, ..., f_k\}\) would be orthonormal bases for \(\mathcal{F}\), so \(\kappa(G_0)\) would be 1. However, we rarely can choose such bases a priori. Instead, we can try to augment \(\tilde{f}\) and \(\tilde{g}\) with extra observables and use the singular value decomposition to choose \(k\) observables which form a better conditioned basis for \(\mathcal{F}\), similar to Algorithm 2. This brings us to the SVD implementation of Algorithm 3.

---

**Algorithm 4: SVD implemented Noise Resistant DMD**

Let \(\tilde{f} \in \mathcal{H}^{l_1}\), and \(\tilde{g} \in \mathcal{H}^{l_2}\), \(l_1, l_2 \geq k\) be noisy observables on our system. Let \(\hat{f}(t) = \tilde{f}(x_t, \omega_t)\) and \(\hat{g}(t) = \tilde{g}(x_t, \omega_t)\) denote the time samples of the observables.

1: Construct the data matrices

\[
X = \begin{bmatrix} \hat{f}(0) & \hat{f}(1) & \ldots & \hat{f}(n-1) \end{bmatrix},
\]

\[
Y = \begin{bmatrix} \hat{f}(1) & \hat{f}(2) & \ldots & \hat{f}(n) \end{bmatrix},
\]

and

\[
Z = \begin{bmatrix} \hat{g}(0) & \hat{g}(1) & \ldots & \hat{g}(n-1) \end{bmatrix}.
\]

2: Form the matrices \(\tilde{G}_0 = \frac{1}{n} X Z^*\) and \(\tilde{G}_1 = \frac{1}{n} Y Z^*\).

3: Compute the truncated SVD of \(\tilde{G}_0\) using the first \(k\) singular values:

\[
\tilde{G}_0 \approx W_k S_k V_k^*.
\]

5: Form the matrix

\[
A = S_k^{-1} W_k^* \tilde{G}_1 V_k.
\]

6: Compute the eigenvalues and left and right eigenvectors, \((\lambda_i, w_i, u_i)\) of \(A\). The dynamic eigenvalues are \(\lambda_i\), the dynamic modes are

\[
v_i = W_k S_k u_i,
\]

and the numerical eigenfunctions are

\[
\hat{\phi}_i = w_i S_k^{-1} W_k^* X.
\]

Similar to Algorithm 2, Algorithm 4 uses the SVD to choose a basis of observables to use in Algorithm 1. It is equivalent to performing Algorithm 3 using data from the observable \((S_k^{-1} W_k^*)\hat{f}\), while leaving \(\hat{g}\) unchanged. It is important to note that Algorithm 4 uses the components of \((S_k^{-1} W_k^*)\hat{f}\) to as a basis for \(\mathcal{F}\) where \(\hat{f} = \mathbb{E}_\rho(\tilde{f})\) as usual. When we add observables to \(\tilde{f}\), we must ensure that we stay within our invariant subspace. One way to guarantee this is to use time delays of our original observables.

---
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7.2. Augmented Dual Observables. Typically, augmenting \( \hat{\mathbf{f}} \) with extra observables and using Algorithm 4 to truncate the singular values is an effective way to improve the conditioning of the problem. However, we have an alternate tool at our disposal. While each component of \( \mathbf{f} \) must lie within \( \mathcal{F} \), the components of \( \mathbf{g} \) can be arbitrary, and we do not need to take an SVD to truncate the extra observables in \( \mathbf{g} \). Since we do not need to worry about leaving our invariant subspace, we can add arbitrary functions of \( \hat{\mathbf{g}} \) (e.g. powers of \( \hat{\mathbf{g}} \)) to our dual observable and still expect convergence. However, while this can improve conditioning, it also can slow down the convergence of the time averages, and should only be done when the error stems from poor conditioning.

8. Numerical Examples. In this section, we will test the various DMD algorithms presented in this paper using both observables with measurement noise and time delayed observables. For each system and each DMD method, we generate five realizations of the DMD operator and compare the eigenvalues with analytically obtained true (or approximate) eigenvalues of the stochastic Koopman eigenvalues. Since the purpose of this paper is to provide a new algorithm that is provably unbiased, we only compare the noise resistant algorithms to standard DMD algorithms. Comparisons on the speed of convergence and numerical stability of various DMD algorithms not the primary purpose of this paper.

8.1. Random Rotation on a Circle. Consider a rotation on the circle. The dynamical system is defined by

\[
\begin{align*}
x_{t+1} &= x_t + \nu,
\end{align*}
\]

where \( \nu \in S^1 \). If we perturb (8.1) by adding noise to the rotation rate we obtain the random system

\[
\begin{align*}
x_t + 1 &= x_t + \nu + \pi(\omega_t)
\end{align*}
\]

where \( \pi(\omega_t) \in S^1 \) is an i.i.d. random variable. For the stochastic Koopman operator associated with (8.2), the functions \( \varphi_n(x) = e^{inx} \) are eigenfunctions with eigenvalues \( \lambda_i = \mathbb{E}(e^{in(\nu + \pi(\omega))}) \), since

\[
K \varphi_i(x) = \mathbb{E}(\varphi_i(T_{\omega}x)) = \int_{\Omega} e^{in(x+\nu+\pi(\omega))} dP = e^{inx} \int_{\Omega} e^{in(\nu+\pi(\omega))} dP = \varphi_i(x) \lambda_i.
\]

We can compare these eigenvalues with the results obtained from our different DMD algorithms. We will set our system parameter to \( \nu = \frac{1}{2} \) and draw \( \pi(\omega_t) \) from the uniform distribution over \([-\frac{1}{2}, \frac{1}{2}] \). In this case the eigenvalues are \( \lambda_i = \frac{i - \iota \text{cosec} n}{n} \). For the first test, we will compare Algorithms 1 and 3 using a set of observables with measurement noise. We will let our observable be

\[
\hat{\mathbf{f}}(t) = [\sin(x_t), ..., \sin(5x_t), \cos(x_t), ..., \cos(5x_t)]^T + \mathbf{m}(t),
\]

where \( \mathbf{m}(t) \in [-0.5, 0.5]^{10} \) is measurement noise drawn from the uniform distribution. Algorithm 1 is applied directly to the data from measurements of \( \mathbf{f} \), and for Algorithm 3 we let \( \hat{\mathbf{g}}(t) = \hat{\mathbf{f}}(t-1) \).

For the second test, we let \( f = \sin(x) + \sin(2x) + \sin(3x) \), and use time delays to generate \( \hat{\mathbf{f}} \):

\[
\hat{\mathbf{f}}(t) = [f(x_t), f(x_{t+1}), ..., f(x_{t+d})]^T.
\]

To perform Hankel DMD, we take five time delays (\( d = 5 \) in (8.4)) to generate \( \hat{\mathbf{f}} \), and use the data directly in Algorithm 1. However, if we try to perform Noise Resistant Hankel DMD using these observables, Algorithm 3 is poorly conditioned and and the eigenvalues are inaccurate. Instead, we use 24 time delays of \( \hat{\mathbf{f}} \) to generate \( \hat{\mathbf{f}} \) (setting \( d = 24 \) in (8.4), and use Algorithm 4 (letting \( \hat{\mathbf{g}}(t) = \hat{\mathbf{f}}(t-24) \)) to truncate to the leading six singular values. Finally, we use Algorithm 4
again using only eight time delays to generate \( \hat{f} \), but augment \( \hat{g} \) with extra observables to improve conditioning. We let \( \hat{g} \) to contain the observables \( \hat{f}, \hat{f}^2, \) and \( \hat{f}^3 \), as well as 42 time shifts of each of these functions:

\[
\hat{g} = \left[ \hat{f}(t - 42) \quad \hat{f}(t - 42)^2 \quad \hat{f}(t - 42)^3 \quad \ldots \quad \hat{f}(t) \quad \hat{f}(t)^2 \quad \hat{f}(t)^3 \right]^T.
\]

**Figure 8.1.** (Left) Outputs of Algorithm 1 and Algorithm 3 using (8.3) as observables on (8.2) with 25,000 data points. Algorithm 1 shows a clear bias in the approximate eigenvalues while Algorithm 3 captures them accurately. (Right) DMD outputs from Algorithms 1 and 4 using (8.4) as observables on (8.2) with 25,000 data points. Algorithm 4 is performed a second time after augmenting the dual observable to improve conditioning. Algorithm 1 shows a bias in the eigenvalues while Algorithm 4 gives an unbiased approximation of the eigenvalues in both cases. Each algorithm is run five times on different sample trajectories.

As can be seen in Figure 8.1, Algorithm 1 fails to accurately approximate the eigenvalues of \( \mathcal{K} \) in both tests. For the first test, Algorithm 3 gives accurate approximations to the eigenvalues of \( \mathcal{K} \). Approximating the stochastic Koopman operator using the time delayed observables, (8.4) is more difficult because the conditioning of the matrix \( G_0 \) is very poor, which amplifies the errors in our time averages. However, including extra time delays and using Algorithm 4 to truncate to the leading singular values obtains accurate results. Further, the precision is increased when we augment \( \hat{g} \) with extra observables.

**8.2. Linear System with Additive Noise.** Consider the linear system in \( \mathbb{R}^4 \):

\[
(8.5) \quad x(t + 1) = \begin{bmatrix} 0.75 & 0.5 & 0.1 & 2 \\ 0 & 0.2 & 0.8 & 1 \\ 0 & -0.8 & 0.2 & 0.5 \\ 0 & 0 & 0 & -0.85 \end{bmatrix} \begin{bmatrix} x_1(t) \\ x_2(t) \\ x_3(t) \\ x_4(t) \end{bmatrix} = Ax(t).
\]

We can perturb (8.5) by perturbing the matrix \( A \) with a random matrix \( \delta \) and adding a random forcing term \( b \). We obtain the random system

\[
(8.6) \quad x(t + 1) = (A + \delta_t)x(t) + b_t,
\]

where \( b_t \in \mathbb{R}^4 \) and \( \delta_t \in \mathbb{R}^{4\times4} \) are i.i.d. random variables. Let \( (w_i, \lambda_i), i = 1, \ldots, 4 \) be the left eigenpairs of \( A \). If \( b_t \) and \( \delta_t \) are assumed to have zero mean, \( w_i^T x \) is an eigenfunction of \( \mathcal{K} \) with eigenvalue \( \lambda_i \). For this example we will assume each component of \( b_t \) and \( \delta_t \) is drawn from a uniform distribution. The components of \( b_t \) will be drawn from \([-0.5, 0.5]\) while those of \( \delta_t \).
will be drawn from $[-0.25, 0.25]$. As before, we will test Algorithms 1 and 3 using observables with measurement noise and time delayed observables. For the first test, we will use state observables with Gaussian measurement noise:

\[(8.7) \quad \hat{f}(t) = x(t) + m(t)\]

where each component of $m(t) \in \mathbb{R}^4$ is drawn from the standard normal distribution. As before, will let $\hat{g}(t) = \hat{f}(t - 1)$.

For the second test, to generate the time delayed observables, we only use the first component of the state, $\hat{f}(t) = x_1(t)$, and use three time delays:

\[(8.8) \quad \hat{f}(t) = [\hat{f}(t) \quad \hat{f}(t + 1) \quad \hat{f}(t + 2) \quad \hat{f}(t + 3)]\]

We will apply Algorithm 1 directly to this matrix, while for Algorithm 3 we let $\hat{g}(t) = \hat{f}(t - 3)$.

\[\text{Figure 8.2. (Left) Outputs of Algorithm 1 and Algorithm 3 using state observables with measurement noise (8.7) on 5,000 data points from (8.6). (Right) Outputs of Algorithm 1 and Algorithm 3 using (8.8) as observables on (8.6) with 5,000 data points. For both cases, Algorithm 3 is unbiased in approximating the eigenvalues while algorithm 1 exhibits a clear bias. Each algorithm is run five times on different sample trajectories.}\]

Figure 8.2 shows that the eigenvalues generated by Algorithm 1 again fail to accurately approximate those of $K$. However, for both sets of observables, Algorithm 3 estimates the eigenvalues of $K$ well. Since we did not run into conditioning issues, we did not test the results using Algorithm 4 or an augmented dual observable.

### 8.3. Stuart Landau Equations

Consider the stochastic Stuart Landau equations defined by

\[(8.9) \quad dr = (\delta r - r^3 + \frac{\rho^2}{r}) dt + \epsilon dW_r\]
\[(8.10) \quad d\theta = (\gamma - \beta r^2) dt + \frac{\epsilon}{r} dW_\theta,\]

where $W_r$ and $W_\theta$ satisfy

\[dW_r = \cos \theta dW_x + \sin \theta dW_y\]
\[dW_\theta = -\sin \theta dW_x + \cos \theta dW_y\]
for independent Wiener processes $dW_x$ and $dW_y$. It was shown in [19] that for small $\epsilon$ and $\delta > 0$, the (continuous time) stochastic Koopman eigenvalues are given by

$$\lambda_{l,n} = \begin{cases} 
-\frac{n^2 \epsilon^2 (1+\beta^2)}{25} + in\omega_0 + O(\epsilon^4) & l = 0 \\
-2l\delta + in\omega_0 + O(\epsilon^2) & l > 0,
\end{cases}$$

where $\omega_0 = \gamma - \beta \delta$.

Let $\gamma = \beta = 1$, $\delta = 1/2$, and $\epsilon = 0.05$ in (8.9) and (8.10). Define the observables

$$f_k(r, \theta) = e^{ik(\theta - (\log(2r)))}.$$  

First, we will let

$$(8.11) \hat{f}(t) = [f_1(x_t), f_{-1}(x_t), ..., f_6(x_t), f_{-6}(x_t)]^T + m_1(t) + im_2(t),$$

where each component of $m_1(t)$ and $m_2(t)$ is drawn independently from a normal distribution with mean 0 and variance $1/4$. In Algorithm 3, we let $\hat{g}(t) = \hat{f}(t-1)$. The (continuous time) eigenvalues generated by Algorithms 1 and 3 are shown from a simulation with 10,000 data points with a time step of 0.05 in Figure 8.3.

To test Hankel DMD, we use the observable

$$f = \sum_{k=1}^{6} (f_k + f_{-k}),$$

and let $\hat{f}$ contain $f$ and $d$ time delays of $f$:

$$(8.12) \hat{f}(t) = [f(x_t) \ f(x_{t+1}) \ ... \ f(x_{t+d})].$$

Due to the poor conditioning of Algorithms 1 and 3, the eigenvalues they generate are highly inaccurate, so we instead implement Algorithms 2 and 4. In each case, we let $d = 399$ and truncate the SVD to the leading 12 singular values. As usual, we let $\hat{g} = \hat{f}(t - d)$ in Algorithm 4. The results shown in Figure 8.3 are from a simulation with 100,000 data points and a time step of $0.05$.

As can be seen in Figure 8.3, Algorithm 1 exhibits a clear bias towards the left of the complex plane using observables with measurement noise, although it appears to accurately estimate the imaginary part of the eigenvalue. Algorithm 3, on the other hand, appears to give a mostly accurate spectrum. When using time delayed observables for Hankel DMD, Algorithms 1 and 3 were very poorly conditioned, and gave eigenvalues far outside the windows shown in Figure 8.3. When using Algorithms 2 and truncating to the 12 dominant singular values, we again see that the imaginary parts of the eigenvalues seem to be captured, but the real parts are all biased to the right. Algorithm 4, however, again captures the correct spectrum, but with some error for the most dissipative eigenvalues.

9. Conclusions. In this paper we analyzed the convergence of DMD algorithms for random dynamical systems, culminating in the introduction of a new DMD algorithm that converges to the spectrum of the stochastic Koopman operator in the presence of both random dynamics and noisy observables. This allows us to avoid the bias in standard DMD algorithms that can come from “overfitting” to the noise. We then specialized the algorithm to handle observables with i.i.d. measurement noise and time delayed observables and showed that measurements of a single set of observables was sufficient to generate an approximation of the stochastic Koopman operator.
Figure 8.3. (Left) Outputs of Algorithm 1 and Algorithm 3 using observables with measurement noise (8.11). The data is taken over 20,000 data points from (8.9) and (8.10) with a time step of 0.05. The eigenvalues produced by Algorithm 1 are biased towards the left hand plane while Algorithm 1 captures them accurately. (Right) Outputs of Algorithm 2 and Algorithm 4 using (8.12) as observables on (8.9) and (8.10). The Algorithms used 200,000 data points with a time step of 0.05. Algorithm 4 captures most of the eigenvalues without bias while Algorithm 2 biases all eigenvalues towards the imaginary axis. Each algorithm is run five times on different sample trajectories.

In particular, we demonstrated that a single trajectory of a single observable could be used to generate a Krylov subspace of the operator, which allows us to use DMD without needing to choose a basis of observables.

This algorithm provides a method for modeling complex systems where a deterministic model is unfeasible. This could be because a full state model would be too complex, observables of the full state are unavailable, or measurements come with uncertainty. A possible extension of this algorithm could adapt it to handle data from systems with control inputs, which could be used to develop control algorithms for random dynamical systems.
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