I. INTRODUCTION

Recently, solvable quantum many-body systems such as Sachdev-Ye-Kitaev, Kitaev’s toric code and honeycomb model have attracted great interest due to emergent novel non-Fermi liquid and quantum spin liquid states.\(^1\)–\(^10\) Among them, an infinite-range interaction model without any quenched disorder or local gauge structure called Hatsugai-Kohmoto (HK) model has been revisited.\(^11\)–\(^23\) The original HK model provides a strictly exact example for non-Fermi liquid and featureless Mott insulator in any spatial dimension, which is rare in statistical mechanics and condensed matter physics. The solvability of HK model results from its locality in momentum space and one can diagonalize HK Hamiltonian (only 4 x 4-matrix) for each momentum. The current studies have mainly focused on an interesting extension of HK model, i.e. the superconducting instability from the intrinsic non-Fermi liquid state in HK model.\(^16\) (note however a study on Kondo impurity in HK model\(^20\)) and unexpected properties (compared with standard Bardeen-Cooper-Schrieffer (BCS) model\(^21\)) have been discovered, e.g. the emergence of topological s-wave pairing, two-stage superconductivity, tricritical point and absence of Hebel-Slichter peak.\(^18,19,23\)

In this paper, we introduce another extension of HK model, i.e. a two-orbital/band lattice electron system which can be considered as a modified periodic Anderson model (PAM),

\[
\begin{align*}
\hat{H} &= -\sum_{i,j,\sigma} t_{ij}^{c} c_{i\sigma}^\dagger c_{j\sigma} - \sum_{i,j,\sigma} t_{ij}^{f} f_{i\sigma}^\dagger f_{j\sigma} + E_f \sum_{j} \hat{f}_{j\sigma}^\dagger \hat{f}_{j\sigma} \\
&+ V \sum_{j\sigma} (\epsilon^{c}_{j} \hat{f}_{j\sigma} + \hat{f}_{j\sigma}^{\dagger} \epsilon^{c}_{j}) - \mu \sum_{j\sigma} (\epsilon^{f}_{j} \hat{f}_{j\sigma} + \hat{f}_{j\sigma}^{\dagger} \epsilon^{f}_{j}) \\
&+ U \sum_{n} \delta_{j_{1}+j_{2}=j_{3}+j_{4}} \hat{f}_{j_{1}\uparrow}^{\dagger} \hat{f}_{j_{2}\uparrow} \hat{f}_{j_{3}\uparrow}^{\dagger} \hat{f}_{j_{4}\uparrow}.
\end{align*}
\]

Here, \(c_{j\sigma}^\dagger\) is the creation operator of conduction electron (c-electron) while \(\hat{f}_{j\sigma}^\dagger\) denotes f-electron at site \(j\). \(t_{ij}^{c}, t_{ij}^{f}\) are hopping integral between \(i, j\) sites for \(c\) and \(f\)-electron, respectively. Note that, \(t_{ij}^{f}\) is zero in standard PAM and f-electron is strictly local in that case so one may call it local electron.\(^25\) \(E_{f}\) is the energy level of f-electron and the hybridization strength between \(c\) and \(f\)-electron is \(V\). (spin and site-dependent \(V\) is also permitted and it leads to non-trivial quantum topological phase such as topological Kondo insulator.\(^26\)–\(^30\) and Kondo liquid with hybridization node\(^31,32\)) Furthermore, chemical potential \(\mu\) has been added to fix electron’s density. \(N_{s}\) is the number of sites. The last term of \(\hat{H}\) is the less unfamiliar HK interaction,\(^11\) (unlike the usual Hubbard interaction \(U \sum_{j} \hat{f}_{j\uparrow}^{\dagger} \hat{f}_{j\uparrow} \hat{f}_{j\uparrow} \hat{f}_{j\uparrow}\) in standard PAM) which is an infinite-range interaction between four electrons but preserves the center of motion for f-electron due to the constraint of \(\delta\) function. This interaction plays a fundamental role in solving this model as we will see later.

Importantly, Eq. 1 is local in momentum space after Fourier transformation and the resultant Hamiltonian reads as \(\hat{H} = \sum_{k} \hat{H}_{k}\),

\[
\begin{align*}
\hat{H}_{k} &= \sum_{\sigma} \left(\epsilon^{c}_{k} - \mu\right) c_{k\sigma}^\dagger c_{k\sigma} + \sum_{\sigma} \left(\epsilon^{f}_{k} + E_{f}\right) \hat{f}_{k\sigma}^\dagger \hat{f}_{k\sigma} \\
&+ V \sum_{\sigma} (c_{k\sigma}^\dagger \hat{f}_{k\sigma} + \hat{f}_{k\sigma}^{\dagger} c_{k\sigma}) + U \sum_{\sigma} \hat{f}_{k\uparrow}^{\dagger} \hat{f}_{k\uparrow} \hat{f}_{k\uparrow} \hat{f}_{k\uparrow},
\end{align*}
\]

where \(\epsilon^{c}_{k}, \epsilon^{f}_{k}\) are dispersion of electrons. It is emphasized that the locality of above Hamiltonian stems from infinite-range HK interaction preserving center of motion. In contrast, the Hubbard interaction in momentum space is rather nonlocal as \(U \sum_{k,k',q} \hat{f}^{\dagger}_{k\uparrow} \hat{f}^{\dagger}_{k\uparrow} \hat{f}_{k'\uparrow} \hat{f}_{k'\uparrow}\), thus it cannot lead to simple formalism in our model.

Now, if we choose Fock state

\[
\begin{align*}
|n_{1}, n_{2}, n_{3}, n_{4}\rangle &\equiv (c_{k\uparrow}^\dagger)^{n_{1}}|0\rangle (c_{k\downarrow}^\dagger)^{n_{2}}|0\rangle (\hat{f}^{\dagger}_{k\uparrow})^{n_{3}}|0\rangle (\hat{f}^{\dagger}_{k\downarrow})^{n_{4}}|0\rangle
\end{align*}
\]

with \(n_{i} = 0, 1\) as basis, \(\hat{H}_{k}\) can be written as a block-diagonal \(16 \times 16\) matrix and a direct numerical
onalization gives 16 eigen-energy $E_k(i)$ and eigen-state $\psi_k(i)$ ($i = 1, 2, ..., 16$ and $|\psi_k(1)\rangle$ is the ground-state for each $\hat{H}_k$). Details on $\hat{H}_k$’s matrix is shown in Appendix A.

Therefore, the many-body ground-state of $\hat{H}$ is just the direct-product state of each $\hat{H}_k$’s ground-state, i.e. $|\Psi_{\text{gs}}\rangle = \prod_k |\psi_k(1)\rangle$ with corresponding ground-state energy $E_{\text{gs}} = \sum_k E_k(1)$. Similarly, excited states and their energy are easy to be constructed, so our model $\hat{H}$ (Eq. 1) has been solved since all eigen-states and eigen-energy are found.

It is noted that the solvability of our model involves only locality in momentum space, therefore Eq. 1 is solvable for arbitrary lattice geometry, spatial dimension and electron filling, in contrast to standard PAM, where notorious fermion minus-sign problem and growth of quantum entanglement beyond area-law prevent exact solution or reliable numerical simulation.\textsuperscript{33–35} Furthermore, our solvable model does not rely on disorder average and large-$N$ limit, which are crucial in classic Sherrington-Kirkpatrick’s spin glass model and the more recent Sachdev-Ye-Kitaev model.\textsuperscript{1–3,36} In addition, including pairing term like $\hat{c}_{k\uparrow}^\dagger \hat{c}_{-k\downarrow}^\dagger \hat{f}_{k\sigma}^\dagger \hat{f}_{-k\sigma}$ or $\hat{c}_{k\uparrow}^\dagger \hat{c}_{-k\downarrow}^\dagger \hat{f}_{k\sigma} \hat{f}_{-k\sigma}$, as done in previous studies on superconductivity of HK,\textsuperscript{16,18,19} does not change the solvability but only enlarges the dimension of Hamiltonian in momentum space.

The remaining part of this article is organized as follows. In Sec. II, we study a $1D$ chain from our model and its ground-state diagram has been established. Several physical quantities like particle density distribution, density of state, spectral function and Luttinger integral are calculated to characterize possible states. Sec. III is devoted to some discussions, i.e. the case study on $2D$ square lattice and the relation between particle density and metallic states. Brief summary is given in Sec. IV and we also suggest that modification of our model may be relevant to understand the strong coupling physics in the topological Kondo insulator.

II. AN EXPLICIT EXAMPLE: THE 1D MODEL

A. The ground-state

Now, to extract the physics of our model, we focus on its $1D$ version, (extension to other lattice is straightforward) whose Hamiltonian reads as follows,

$$\hat{H} = \sum_k \hat{H}_k,$$

$$\hat{H}_k = \sum_\sigma (\varepsilon_k - \mu) \hat{c}_{k\sigma}^\dagger \hat{c}_{k\sigma} + \sum_\sigma (E_f - \mu) \hat{f}_{k\sigma}^\dagger \hat{f}_{k\sigma} + V \sum_\sigma (\hat{c}_{k\sigma}^\dagger \hat{f}_{k\sigma} + \hat{f}_{k\sigma}^\dagger \hat{c}_{k\sigma}) + U \hat{f}_{k\uparrow}^\dagger \hat{f}_{k\downarrow} \hat{f}_{k\downarrow}^\dagger \hat{f}_{k\uparrow},$$  \hspace{1cm} (4)

where $\varepsilon_k = -2t \cos k$ is the $1D$ dispersion from nearest-neighbor-hopping $t$ and $f$-electron’s dispersion is not included as in standard PAM. To be specific, we set $t = V = 1$ as energy unit (smaller $V$ is more relevant to experiments in heavy fermion systems but physics will not be changed) and change $E_f, \mu, U$ to explore the ground-state phase diagram.

To characterize possible ground-state phases, we calculate some physical observable, e.g. the particle distribution function $n_k = \langle \hat{n}_k \rangle, \langle \hat{n}_k \rangle = \sum_\sigma \langle \hat{c}_{k\sigma}^\dagger \hat{c}_{k\sigma} \rangle$ or $\langle \hat{f}_{k\sigma}^\dagger \hat{f}_{k\sigma} \rangle$ and $(\ldots)$ is chosen as average over $|\psi_k(1)\rangle$ if we focus on ground-state properties) density of state (DOS) of $c$-electron $N_c(\omega)$, $f$-electron $N_f(\omega)$ and the total one $N(\omega)$ and the spectral function of $c$-electron $A_c(k, \omega)$ and of $f$-electron $A_f(k, \omega)$.

To calculate the mentioned quantities, we first define retarded Green’s function for $c$-electron in Heisenberg picture as $G_c^r(k, t) = -i \theta(t) \langle [\hat{c}_{k\sigma}(t), \hat{c}_{k\sigma}^\dagger]_+ \rangle \times (x > 0$ and vanishes if $x < 0$) Then, its Fourier transformation is denoted as $G_c^r(k, \omega)$, which has the following Lehmann spectral representation: \textsuperscript{37}

$$G_c^r(k, \omega) = \frac{1}{2} \sum_{j=1}^{16} \frac{\langle \langle \psi_k(1) | \hat{c}_{k\sigma}^\dagger | \psi_k(1) \rangle \rangle}{\omega + i0^+ + E_k(j) - E_k(1)} + \frac{1}{2} \sum_{j=1}^{16} \frac{\langle \langle \psi_k(1) | \hat{c}_{k\sigma}^\dagger | \psi_k(1) \rangle \rangle}{\omega + i0^+ + E_k(j) - E_k(1)}.$$

At the same time, the retarded Green’s function for $f$-electron has identical formalism with simple replacement $\hat{c}_{k\sigma} \rightarrow \hat{f}_{k\sigma}$. Therefore, $A_c(k, \omega) = \sum_\sigma A_c^\sigma(k, \omega) = \sum_\sigma -\frac{i}{\pi} \text{Im} G_c^r(k, \omega)$. As for DOS, we have the relation $N(\omega) = N_c(\omega) + N_f(\omega) = \frac{1}{\pi} \sum_\sigma \text{Re} (A_c(k, \omega) + A_f(k, \omega)).$

In Fig. 1, we fix $E_f = -2$ and establish a ground-state phase diagram for different $\mu$ and $U$. (Other choice of $E_f$ is explored in Appendix B and no physics is changed)

Here, particle density $n = 0.4$ ($n = \frac{1}{N} \sum_k n_k$) correspond to trivial band insulator with empty or full occupation for each $k$-state. (the corresponding wave-functions are $\prod_k |0000\rangle_k, \prod_k |1111\rangle_k$ if one utilizes the Fock state Eq. 3)
If the lower band per band in MI than in HI and the former exhibits strong asym-wave-function in HI but with renormalized gap and dispersion. Using batic principle of Landau applies, thus the system is still $U < \Delta$.

For $n = 2$, we observe an insulator dominated by hybridization strength $V$ and we call it hybridization insulator (HI). Physically, the origin of HI can be understood from $U = 0$ limit, and one has the following quasi-particle Hamiltonian

$$\hat{H}_k = \sum_{\sigma} (E_{k+}\hat{\alpha}_{k\sigma}^\dagger \hat{\alpha}_{k\sigma} + E_{k-}\hat{\beta}_{k\sigma}^\dagger \hat{\beta}_{k\sigma})$$

with the help of Bogoliubov transformation $\hat{\alpha}_{k\sigma} = \mu_k c_{k\sigma} + \nu_k f_{k\sigma}$ and $\hat{\beta}_{k\sigma} = -\nu_k c_{k\sigma} + \mu_k f_{k\sigma}$. The quasi-particle energy $E_{k\pm} = \frac{1}{2}(\epsilon_k + E_f \pm \sqrt{(\epsilon_k - E_f)^2 + 4V^2} - \mu$ and $\mu_k^2 = \frac{1}{2} \left(1 + \frac{\epsilon_k - E_f}{\sqrt{(\epsilon_k - E_f)^2 + 4V^2}}\right) = 1 - \nu_k^2$. Then, if the lower band $E_{k-}$ is fully occupied, but the upper band $E_{k+}$ is empty, an insulator (with ground-state wave-function $\prod_{k\sigma} \hat{\beta}_{k\sigma}^\dagger |0\rangle$ with particle density $n = 2$ appears, which has the indirect gap $\sim V$ and direct gap $\Delta \equiv \min(E_{k+}) - \max(E_{k+}) \sim \frac{V^2}{2\epsilon_{k\uparrow}}$.

Next, let us examine the effect of finite $U$. When $U < \Delta$, we expect the gap does not close and the adiabatic principle of Landau applies, thus the system is still in HI but with renormalized gap and dispersion. Using parameters in our model ($t = V = 1$), we find $\Delta \sim 1$ and HI is stable if $U < \Delta \sim 1$. This is indeed the case in Fig. 1 and we think the above picture is justified. In addition, we note that in standard PAM, HI evolves into the antiferromagnetic insulator (on square lattice) or Kondo insulator when Hubbard-$U$ increases from $U = 0$.\(^{33}\)

Next, we turn to $n = 3$ regime, which is clearly driven by interaction and it can be denoted as Mott insulator (MI). From Fig. 2(b), we see that in MI, the particle density distribution $n_k$ is fixed to 3 for each momentum, however, neither $n_k^c$ nor $n_k^f$ is fixed to integer, (so this state cannot be an orbital-selective Mott insulator by definition\(^{48}\)) which should be compared with the ones in HI (Fig. 2(a)).

Furthermore, Fig. 3 shows the DOS in HI (Fig. 3(a)) and MI (Fig. 3(b)). Although both MI and HI have noticeable gap near $\omega = 0$, it is clear that a larger gap opens in MI than in HI and the former exhibits strong asymmetry for its DOS. Actually, a closer look at MI’s spin-resolved DOS in Fig. 4(a)(b) implies that the DOS above Fermi energy ($\omega = 0$) is dominated by spin-down electron while the $\omega < 0$ part is contributed mainly from spin-up electron. This property seems to be the generic feature for HK-like models. Instead, as can seen in Fig. 4(c)(d), the spin degree of freedoms are degenerated in HI, (see e.g. the quasi-particle Hamiltonian Eq. ) and they contribute equally to DOS ($N^\uparrow_{\sigma} = N^\downarrow_{\sigma}, N^c_{\sigma} = N^c_{\sigma}$ in HI).

The spectral function of $c$ and $f$-electron $A^f(k,\omega) = \sum_{\sigma} A^f_{\sigma}(k,\omega)$ is plotted in Fig. 5 and Fig. 6. We have checked that the spin-resolved spectral function $A^\sigma_{\uparrow}, A^\sigma_{\downarrow}$ satisfy the sum-rule $\int_{-\infty}^{\infty} d\omega A^\sigma_{\uparrow}(k,\omega) = 1$. It is observed that in MI, (Fig. 5(b) and Fig. 6(b)) the c-electron has dispersive band below Fermi energy ($\omega = 0$) while a rather flat band appears above Fermi energy for $f$-electron. In contrast, two dispersive bands exist near Fermi energy for both of $c$ and $f$-electron in HI, (Fig. 5(a) and Fig. 6(a)) which embody the well-defined quasi-
Appendix A, we have a calculational expression to explain this structure. (According to structure is visible though we have not found any analytical function of CM have been investigated in Fig. 3(c), but non-Fermi liquid. The corresponding DOS and spectral function.)

To encode the nature of CM, we examine whether CM satisfies the Luttinger theorem, which has been believed to be defining feature of FL. The Luttinger theorem tells us that for FL-like states, (including Luttinger liquid in 1D) the following integral, i.e. Luttinger integral, must be equal to particle density (here we use its 1D version)

$$I_{LI} = \sum_\sigma \int \frac{dk}{2\pi} \delta(\text{Re}G_\sigma(k, \omega = 0)) \ \text{(6)}$$

In above formula, the \(\delta\)-function counts the positive part of the real part of the retarded Green’s function at zero frequency. In our case, we have two Luttinger integral \(I_{LI}^c, I_{LI}^f\) for c and f-electron. In Fig. 7, we have plotted \(I_{LI}^c, I_{LI}^f\) versus particle density \((n_c, n_f)\) for different chemical potential \(\mu\) with fixed \(E_f = -2, U = 6\). It is obvious that \(I_{LI}^c \neq n_c\) and \(I_{LI}^f \neq n_f\), thus the CM state \((-3 < \mu < 4\) violates the Luttinger theorem and it is indeed a non-Fermi liquid.

A careful reader may notice that \(I_{LI}^c, I_{LI}^f\) are nonmonotonic when \(\mu\) changes. A straightforward explanation seems to be that such behavior results from the change of topology of Fermi surface or band structure, i.e. the famous Lifshitz transition. When Lifshitz transition appears with tuning \(\mu\), the particle density will show kink-like structure. In Fig. 7, one see that when kinks emerge in \(n_c, n_f\), the Luttinger integral \(I_{LI}^c, I_{LI}^f\) exhibit strong deviation from Luttinger theorem. Therefore, CM is not a single phase but including many Lifshitz transitions.

B. How about the phase transition?

We have explored the ground-state phase diagram and there exit four states namely BI, HI, MI and CM. Except for the trivial BI, we expect quantum transitions between metallic and insulating states (CM-MI and CM-HI). Since there is no explicit candidate Landau’s order parameter with noticeable symmetry-breaking, a natural guess suggests these transitions are of nature of the Lifshitz transition. One may argue that an alternative explanation can be certain topological order, but such possibility in 1D is not plausible since prototypical \(Z_2\) topological order is not stable in 1D unless one ignores the

Finally, the remaining state in the phase diagram is just the metallic one, which is denoted as correlated metal (CM). The typical particle density distribution of CM has been shown in Fig. 2(c). It is found that, in contrast with Fermi Liquid (FL) or more simply the Fermi gas, \(n_k\) (also for \(n^c_k, n^f_k\)) has two-jump behavior at certain momentum (one may call it Fermi point), whose structure is comparable with the non-Fermi liquid state in HK model. Therefore, it indicates CM should not be a FL but non-Fermi liquid. The corresponding DOS and spectral function of CM have been investigated in Fig. 3(c), Fig. 5(c) and Fig. 6(c), and an interesting multi-band structure is visible though we have not found any analytical expression to explain this structure. (According to Appendix A, we have 11 different energy level for each \(k\), thus there exist at most 11 band-like structure in DOS or spectral function.)

To encode the nature of CM, we examine whether CM satisfies the Luttinger theorem, which has been believed to be defining feature of FL. The Luttinger theorem tells us that for FL-like states, (including Luttinger liquid in 1D) the following integral, i.e. Luttinger integral, must be equal to particle density (here we use its 1D version)
The effect of effective electric field in $Z_2$ lattice gauge field theory.\cite{7,47} The possibility of topological order in 2D version of our model or other HK-like models have not been explored and we suspect that it will not relate to these mentioned models. After all, in this work, we only examine the Lifshitz transition.

To locate and characterize such putative transition, we inspect the behavior of charge susceptibility $\chi_c = \frac{\partial n}{\partial \mu}$, which diverges at critical point driven by charge fluctuation like Lifshitz transition.

As what can be seen in Fig. 8(a), the divergent $\chi_c$ is able to locate phase boundary, which agrees perfectly with our previous phase diagram Fig. 1.

Now, let us focus on the phase transition between CM and MI. To be specific, consider $U = 5, 6, 7, 8$ while tuning $\mu$ with fixed $E_f = -2$. These are the chemical potential-driven transitions and their critical points locate in $\mu = \mu_c = 2.595, 2.616, 2.640, 2.646$. According to general ideas of quantum phase transition, we expect the particle density near critical point has the following scaling form,\cite{48}

$$\Delta n = n - n_0 \sim (\mu - \mu_c)^\beta,$$

where $n_0$ denotes certain background which should be subtracted, $\mu_c$ is the location of critical point and $\beta$ is the critical exponent. The above scaling formula works well near critical points as shown in Fig. 8(b), and one finds that $\beta \approx 0.5$, which is the critical exponent for expected Lifshitz transition. ($\beta = d/2$ for free fermion Lifshitz transition universality with dimension of space $d$ and the dynamic critical exponent $z = 2$) Furthermore, the ground-state energy and charge susceptibility also have scaling form $E_g - E_g^0 \sim (\mu - \mu_c)^{(d+2)/2}$, $\chi_c \sim (\mu - \mu_c)^{(d-2)/2}$, which are consistent with our calculation if choosing spatial dimension $d = 1$. Therefore, we conclude that the chemical potential-driven CM-MI transition is in fact the Lifshitz transition.

One may note that there also exists interaction-driven CM-MI transition. Although we have not explored its properties in detail, based on our knowledge on HK-like models, this transition should belong to the universality of Lifshitz transition, as well.\cite{48,49} In addition, it is not surprising to find that the CM-MI transition is of the nature of Lifshitz transition and we will not investigate it further.

C. Is there any effective field theory description for CM, MI or HI?

In the study of correlated electron systems, the effective (field) theory description is very useful since it can give us the low-energy theory, which is truly responsible for understanding on low-temperature/low-frequency thermodynamics and transport. Frankly speaking, we have no idea to construct a suitable effective theory for CM and MI. At this point, one may ask why the state-of-art 1D bosonization is not able to attack our model. The reason is that the Luttinger theorem, which fixes the Fermi point (Fermi surface in 1D) for given particle density,\cite{50} is violated in our model, thus the starting point of bosonization, i.e. the low-energy expansion around Fermi point, is meaningless. Consequently, we do not expect bosonization technique is useful to our model. (We have also tried to relate metallic CM to conformal-field-theory (CFT) but have failed since the finite-size scaling of CM in our model is not consistent with well-known CFT models, like minimal models.\cite{51})

Next, one may note that our model is similar to the original HK model, and the latter one has many simple and beautiful analytic results. Thus, if we can project our model into HK model, life will be easy. Let us try this idea in terms of path integral formalism. The imaginary-time action of our model is just like

$$S = \sum_k d\tau \sum_{\sigma} \tilde{c}_{k\sigma}(\partial_\tau + \bar{\varepsilon}_k - \mu) c_{k\sigma} + \sum_{\sigma} \bar{f}_{k\sigma}(\partial_\tau + E_f - \mu) f_{k\sigma} + \sum_{\sigma} (\bar{c}_{k\sigma} f_{k\sigma} + \bar{f}_{k\sigma} c_{k\sigma}) + U \bar{f}_{k\uparrow} f_{k\downarrow} \bar{f}_{k\downarrow} f_{k\uparrow},$$

where $\tilde{c}_{k\sigma}, c_{k\sigma}, \bar{f}_{k\sigma}, f_{k\sigma}$ are anti-commutative Grassmann field. Note that the HK interaction is active for $f$-electron, we may integrate $c$-electron out to get a $f$-electron-only theory. After integrating out $c$-electron’s degree of freedom, we find the following action for $f$-electron,

$$S_f = \sum_k d\tau \sum_{\sigma} \bar{f}_{k\sigma}(\partial_\tau + E_f - \mu) f_{k\sigma} + U \int d\tau \bar{f}_{k\uparrow} f_{k\downarrow} \bar{f}_{k\downarrow} f_{k\uparrow} + \int d\tau \int d\tau' \sum_{\sigma} \bar{f}_{k\sigma}(\tau)V^2G^0_{k\sigma}(\tau - \tau') f_{k\sigma}(\tau').$$

Here, $G^0_{k\sigma}(\tau)$ is the Fourier transformation of free $c$-electron Green’s function $G^0(k, \omega_n) = (\omega_n - \bar{\varepsilon}_k + \mu)^{-1}$. We see that the above action is nonlocal in imaginary-time thus cannot be written as the HK model.
As for HI, in the previous section, we have analyzed its $U = 0$ limit and argued that it is stable if the gap still opens. Here, motivated by Eq. 8, we treat HK interaction as perturbation and the induced correction at first order gives rise to the Hartree self-energy

\[ \Sigma(k, \omega) = U n_{k \bar{\sigma}}^f (\bar{n}_{k \bar{\sigma}}^f = \langle \hat{f}_{k \bar{\sigma}}^\dagger \hat{f}_{k \bar{\sigma}} \rangle \text{ with } \bar{\sigma} = -\sigma) \]

Therefore, we have $f$-electron Green’s function

\[ G_f^I(k, \omega) = \frac{1}{(G_0(k, \omega))^{-1} - U n_{k \bar{\sigma}}^f} \tag{10} \]

with $G_0^I(k, \omega) = (\omega - E_f + \mu - V^2(\omega - \varepsilon_k + \mu)^{-1})^{-1}$ being the $f$-electron Green’s function in $U = 0$ limit. Now, the pole of $G_f^I(k, \omega)$ determines the renormalized quasi-particle dispersion, whose form is

\[ \bar{E}_{k \sigma \pm} = \frac{1}{2} [\varepsilon_k + E_f + U n_{k \sigma}^f \pm A_{k \sigma}] - \mu \]

\[ A_{k \sigma} = \sqrt{(\varepsilon_k - E_f)^2 + (U n_{k \sigma}^f)^2 + 2 U n_{k \bar{\sigma}}^f (3 \varepsilon_k + E_f - 4 \mu)}. \]

**III. DISCUSSION**

### A. Example on 2D square lattice

In previous section, we have investigated a 1D model and established its phase diagram. In this subsection, we will briefly discuss the properties on the 2D square lattice. For this lattice, the only difference from 1D model is that the nearest-neighbor-hopping for $c$-electron generates $\varepsilon_k = -2t(\cos k_x + \cos k_y)$ instead of $-2t \cos k$. Others are the same with our previous discussion.

To get rough intuition on this 2D problem, we have plotted its ground-state phase diagram in Fig. 9 with $t = V = 1, E_f = -2$. It is seen that the structure of this phase diagram is quite similar to the 1D version Fig. 1, therefore we expect that the findings in the previous 1D model may be generic for all spatial dimensions.

In addition, we have shown the $f$-electron’s zero-frequency spectral function $A_f(k_x, k_y, \omega = 0)$ on the 2D square lattice in Fig. 10, which is able to encode the structure of Fermi surface. Obviously, one observes that tuning chemical potential $\mu$ drives the transition of Fermi surface, which is the counterpart of Lifshitz transition in 2D. The corresponding real part of $f$-electron’s Green’s function at $\omega = 0$ has been shown in Fig. 11, where clear jump from $-\infty$ to $\infty$ appears indicates the existence of Fermi surface.

### B. Relation between particle density and metallic state

We have seen that in the ground-state of Eq. 4, the particle density of insulating states is integer ($n = 0, 2, 3, 4$) while the metallic CM is generally not an integer. Here, following the treatment in Ref. 52 which utilizes the classic proof of Lieb-Schultz-Mattis (LSM) theorem, we provide an intuitive argument on this point.

At first, we rewrite Eq. 4 into its real space version,
whose Hamiltonian reads

\[ \hat{H} = -t \sum_{j} \left( \hat{c}_{j+1}^{\dagger} \hat{c}_{j+1} + \hat{c}_{j}^{\dagger} \hat{c}_{j} \right) - \mu \sum_{j} \hat{c}_{j}^{\dagger} \hat{c}_{j} + \sum_{j} \left( E_{f} - \mu \right) \hat{f}_{j}^{\dagger} \hat{f}_{j} + V \sum_{j} \left( \hat{c}_{j}^{\dagger} \hat{f}_{j} + \hat{f}_{j}^{\dagger} \hat{c}_{j} \right) \]

\[ + \frac{U}{N_{s}} \sum_{j,j_{1},j_{2},j_{3}} \delta_{j_{1}+j_{2}+j_{3}} \hat{f}_{j_{1}}^{\dagger} \hat{f}_{j_{2}}^{\dagger} \hat{f}_{j_{3}} \hat{f}_{j_{4}} \cdot \cdot \cdot \] (11)

Then, consider periodic boundary condition and define the twist operator

\[ \hat{U} = e^{i \sum_{j=1}^{N_{s}} \frac{2 \pi}{N_{s}} \sum_{\sigma} \left( \hat{c}_{j}^{\dagger} \hat{c}_{j+1} + \hat{f}_{j}^{\dagger} \hat{f}_{j} \right)} \] (12)

If we denote the ground-state as \( |\Psi_{0}\rangle \), then a new state is constructed by applying \( \hat{U} \), i.e. the twisted state \( \hat{U}|\Psi_{0}\rangle \). So, one can calculate the energy difference

\[ \Delta E = \langle \Psi_{0}|\hat{U}^{\dagger} \hat{H} \hat{U}|\Psi_{0}\rangle - \langle \Psi_{0}|\hat{H}|\Psi_{0}\rangle = \sum_{\sigma} \sum_{j=1}^{N} \left( 2 - e^{-i 2 \pi/N_{s}} - e^{i 2 \pi/N_{s}} \right) \langle \hat{c}_{j}^{\dagger} \hat{c}_{j+1} \rangle \]

When \( N_{s} \gg 1 \), \( \Delta E \sim O(1/N_{s}) \), thus there exists at least one low-energy state near ground-state. Furthermore, for the translation operator \( \hat{T} \), we have \( \hat{T} \hat{U}^{\dagger} = \hat{U} e^{-i 2 \pi n} \). (\( n = \frac{1}{N_{s}} \sum_{j} \langle \hat{c}_{j+1}^{\dagger} \hat{c}_{j} + \hat{f}_{j}^{\dagger} \hat{f}_{j} \rangle \)) Assume the ground-state \( |\Psi_{0}\rangle \) has particle density \( n \) and momentum \( P_{0} \), then

\[ \hat{T} \hat{U}|\Psi_{0}\rangle = \hat{U} e^{-i 2 \pi n} |\Psi_{0}\rangle = e^{-i 2 \pi n} e^{-i P_{0}} \hat{U}|\Psi_{0}\rangle , \] (13)

which means the twisted state is the eigenstate of momentum \( 2 \pi n + P_{0} \). If \( n \) is not an integer, \( \hat{U}|\Psi_{0}\rangle \) and \( |\Psi_{0}\rangle \) must be orthogonal, thus the system is gapless in this situation and it corresponds to metallic state. In contrast, when \( n \) is an integer, we expect \( \hat{U}|\Psi_{0}\rangle \) and \( |\Psi_{0}\rangle \) are the same state which suggests that there exist no low-energy state and the system should be an insulator. Therefore, we now understand why \( n = 0, 2, 3, 4 \) in our model correspond to insulating states and generic electron’s density implies metallic state.

IV. CONCLUSION AND FUTURE DIRECTION

In conclusion, we have provided a solvable quantum many-body model, whose solvability is due to locality in momentum space and analyzed the ground-state properties in its 1D version. Importantly, we find a non-Fermi liquid-like metallic state violating the Luttinger theorem and an interaction-driven Mott insulator in ground-state. The involved quantum phase transition between these two states belongs to the universality of Lifshitz transition. The phase diagram of the 2D version of our model is similar to 1D and it is expected that the findings in the latter may be generic for all spatial dimensions.

In light of recent theoretical and experimental works on topological Kondo insulator, particularly the unusual quantum oscillation found in SmB\(_{6}\) and YbB\(_{12}\),\(^{53-63}\) our solvable model can be modified (with momentum and spin-dependent hybridization strength) to attack topological phases relevant to these interesting \( f \)-electron compounds, for example, a solvable model to give insight into 1D topological Kondo insulator is\(^{64-66}\)

\[ \hat{H} = -t \sum_{j} \left( \hat{c}_{j}^{\dagger} \hat{c}_{j+1} + \hat{c}_{j+1}^{\dagger} \hat{c}_{j} \right) - \mu \sum_{j} \hat{c}_{j}^{\dagger} \hat{c}_{j} + \sum_{j} \left( E_{f} - \mu \right) \hat{f}_{j}^{\dagger} \hat{f}_{j} + V \sum_{j} \left( \hat{c}_{j}^{\dagger} \hat{f}_{j} + \hat{f}_{j}^{\dagger} \hat{c}_{j} \right) \]

\[ + \frac{U}{N_{s}} \sum_{j,j_{1},j_{2},j_{3}} \delta_{j_{1}+j_{2}+j_{3}} \hat{f}_{j_{1}}^{\dagger} \hat{f}_{j_{2}}^{\dagger} \hat{f}_{j_{3}} \hat{f}_{j_{4}} \cdot \cdot \cdot \] (11)

\[ \hat{H} = -t \sum_{j} \left( \hat{c}_{j}^{\dagger} \hat{c}_{j+1} + \hat{c}_{j+1}^{\dagger} \hat{c}_{j} \right) - \mu \sum_{j} \hat{c}_{j}^{\dagger} \hat{c}_{j} + \sum_{j} \left( E_{f} - \mu \right) \hat{f}_{j}^{\dagger} \hat{f}_{j} + V \sum_{j} \left( \hat{c}_{j}^{\dagger} \hat{f}_{j} + \hat{f}_{j}^{\dagger} \hat{c}_{j} \right) \]

\[ + \frac{U}{N_{s}} \sum_{j,j_{1},j_{2},j_{3}} \delta_{j_{1}+j_{2}+j_{3}} \hat{f}_{j_{1}}^{\dagger} \hat{f}_{j_{2}}^{\dagger} \hat{f}_{j_{3}} \hat{f}_{j_{4}} \cdot \cdot \cdot \] (11)

Appendix A: Diagonalization of \( \hat{H} \)

Before diagonalizing \( \hat{H}_{k} \), we observe that particle number \( \hat{n}_{k} = \sum \langle \hat{c}_{k}^{\dagger} \hat{c}_{k} \rangle + \sum \langle \hat{f}_{k}^{\dagger} \hat{f}_{k} \rangle \) and spin \( \hat{S}_{k} = \hat{S}_{k}^{z} \). Thus \( \hat{H}_{k} \) is a diagonalizable matrix.

\[ \hat{H}_{k} = \begin{pmatrix} \xi_{k} & V \\ \bar{V} & \xi_{k} \end{pmatrix} \]

and the eigenvector for \( \xi_{k} \) is \( \begin{pmatrix} 1 \\ e^{-i \theta} \end{pmatrix} \) with \( \theta = \frac{2 \pi}{N_{s}} \). Therefore, \( \hat{H}_{k} \) has the following 4 × 4-matrix representation:

\[ H_{k} = \begin{pmatrix} 2\xi_{k} & V & -V & 0 \\ \xi_{k} + \xi_{k} & 0 & V & -V \\ -V & 0 & \xi_{k} + \xi_{k} & -V \\ 0 & -V & 2\xi_{k} & U \end{pmatrix} \] (A1)

Although analytic expression of eigen-energy and eigenstate is available, it is too complicated to use, so we diagonalize above matrix numerically.

Then, the seventh and eighth 2 give the same

\[ H_{k} = \begin{pmatrix} 2\xi_{k} & \xi_{k} & -V \\ -V & \xi_{k} + 2\xi_{k} & U \end{pmatrix} \]

which is formed by \( |1110\rangle, |0100\rangle \) with \( n_{k} = 3, S_{k}^{z} = 1/2 \) and \( |1011\rangle, |0111\rangle \) with \( n_{k} = 2, S_{k}^{z} = 0 \). Therefore, \( \hat{H}_{k} \) has the following 4 × 4-matrix representation,
with \( n_k = 3 \), \( S_k^z = -1/2 \), respectively. The last 1 means that \(|1111\rangle\) state has eigen-energy \( 2\xi_k^c + 2\xi_k^f + U \).

Based on above results, we conclude that in terms of Fock states \(|n_1, n_2, n_3, n_4\rangle, \langle n_4 = 0, 1\rangle\) the Hamiltonian \( \hat{H}_k \) has been diagonalized and we obtain 16 eigen-energy \( E_k(i) \) and eigen-state \( \psi_k(i), (i = 1, 2...16) \). With the same spirit, one can construct matrix expression like fermionic operator \( \hat{c}_{k\sigma}, \hat{\bar{c}}_{k\sigma} \), which are useful to calculate Green’s function and spectral function.

**Appendix B: Phase diagram for \( E_f = 0 \) and \( E_f = 2 \)**

Here, we plot the ground-state phase diagram for 1D model with \( E_f = 0 \) and \( E_f = 2 \) in Fig. 13 and Fig. 12. Other parameters are chosen as the \( E_f = -2 \) case. We see that the structure of all phase diagrams for \( E_f = -2, 0, 2 \) is similar and the generic physics does not change. Additionally, we observe that increasing \( E_f \) has the effect to enlarge the \( n = 2 \) HI and \( n = 3 \) MI regime.

**Appendix C: Finite temperature**

After presenting results on ground-state in the main text, we now study the finite temperature case. At finite-\( T \), the thermodynamics of our model is determined by its free energy density \( f \), which is related to partition function \( Z \) as

\[
f = -\frac{T}{N_s} \ln Z,
\]

\[
Z = \text{Tr} e^{-\beta \hat{H}} = \prod_k \text{Tr} e^{-\beta \hat{H}_k} = \prod_k \left( \sum_{j=1}^{16} e^{-\beta E_k(j)} \right)
\]

Here, one notes that the partition function is easy to calculate since each \( k \)-state contributes independently. Then, the typical thermodynamic quantity, i.e. the heat capacity, is calculated by standard thermodynamic relation \( C_V = -T \frac{\partial^2 f}{\partial T^2} \), which has been shown in Fig. 14.

In addition to \( C_V \), one can also calculate spin susceptibility \( \chi_s \) if inserting Zeeman energy term \( \hat{H}_h = -h \hat{S}_k^z = -\frac{h}{2} (\hat{c}_{k\uparrow}^\dagger \hat{c}_{k\uparrow} - \hat{c}_{k\downarrow}^\dagger \hat{c}_{k\downarrow} + \hat{f}_{k\uparrow}^\dagger \hat{f}_{k\uparrow} - \hat{f}_{k\downarrow}^\dagger \hat{f}_{k\downarrow}) \) into Hamiltonian \( \hat{H}_k \). Then, it follows that the magnetization \( M = -\frac{\partial f}{\partial h} \) and \( \chi_s = \frac{\partial M}{\partial h} = -\frac{\partial^2 f}{\partial h^2} \).

---
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