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Abstract—Recent achievements in depth prediction from a single RGB image have powered the new research area of combining convolutional neural networks (CNNs) with classical simultaneous localization and mapping (SLAM) algorithms. The depth prediction from a CNN provides a reasonable initial point in the optimization process in the traditional SLAM algorithms, while the SLAM algorithms further improve the CNN prediction online. However, most of the current CNN-SLAM approaches have only taken advantage of the depth prediction but not yet other products from a CNN. In this work, we explore the use of the outlier mask, a by-product from unsupervised learning of depth from video, as a prior in a classical probability model for depth estimate fusion to step up the outlier-resistant tracking performance of a SLAM front-end. On the other hand, some of the previous CNN-SLAM work builds on feature-based sparse SLAM methods, wasting the per-pixel dense prediction from a CNN. In contrast to these sparse methods, we devise a dense CNN-assisted SLAM front-end that is implementable with TensorFlow and evaluate it on both indoor and outdoor datasets.

I. INTRODUCTION

Simultaneous localization and mapping (SLAM) has been a long-standing problem [1]. In particular, monocular SLAM requires simultaneously solving for the depths of points in the images and the poses of the camera along its trajectory given only the sequence of images that the camera has captured as measurements. The problem is difficult because the data association between a pixel in a frame and the corresponding pixel in a second frame is also unknown along with the depths and the camera poses. Advances in computer vision and the recent success in the area of single-image depth prediction with CNNs [2]–[7] have brought us exciting new opportunities in monocular SLAM. The depth prediction from a CNN can provide a reasonable guess for one of the unknowns in the SLAM problem, the depth, helping to eliminate this unknown from the problem. Recent monocular SLAM methods that take advantage of the learned depth map often use it as an initial point in the depth and pose optimization scheme [8]–[14]. They have shown surpassing performance over the conventional SLAM methods in their accuracy and their robustness to ill conditions (e.g. pure rotations and textureless environments) [8]–[10].

A number of these CNN-SLAM approaches [8]–[11] build upon existing mature SLAM systems and integrate the CNN depth prediction into those systems. These methods show high reliability due to their foundation on tested SLAM technologies. In the meantime, they also inherit the underlying map representation, which is typically a sparse representation [9]–[11], from the SLAM systems that they build upon.

Some recent work has looked beyond merely utilizing CNNs to initialize the depth estimates. The line of work [12]–[14] following CodeSLAM [12] experimented reducing the depth map onto a lower dimensional manifold by using the learned CNN decoder for the purpose of efficient joint optimization on multiple frames. D3VO [11] also started to incorporate not only the learned depth but also the learned depth uncertainty into the SLAM pipeline.

We present a dense monocular CNN-assisted SLAM front-end that is fully implementable with TensorFlow. The focus is on the pose estimation performance without the back-end inference. We show that when the CNN training objective is aligned with the online pose estimation objective, the outlier mask, a by-product learned from the training process can be used together with a classical probability model to improve the pose estimation accuracy through better handling the outliers due to static occlusions and dynamic objects. As semantic reconstruction becomes more and more important for visual systems, our SLAM front-end also processes the semantic segmentation images using forward propagation to improve their quality. We evaluate our method on both indoor and outdoor datasets.
II. RELATED WORK

A. Classical Monocular SLAM Methods

There exist two branches of monocular SLAM methods, feature-based methods and direct methods. Represented by ORB-SLAM [16], the pose estimation in feature-based methods is done by first finding the corresponding points between two frames and then computing their relative pose given the correspondences. These methods create a sparse map since only a few hundred key points in an image are involved in the computation, while all the other pixels are discarded. Direct methods [17]–[20] rely on direct image alignment, which is based on photometric consistency, for pose estimation. These methods can be used to construct a sparse, semi-dense, or dense map depending on the choice of points of interest. The tracking module in a typical direct visual odometry pipeline [19] tracks the current frame against a previously established keyframe which is associated with a depth map initialized by given statistics (e.g. average scene depth). The tracking step commonly includes performing direct image alignment for pose estimation between the current frame and the keyframe and updating the keyframe depth map given the estimated pose. In this work, we leverage several techniques from the previous work in direct methods with modifications to build our dense SLAM front-end pipeline.

B. SLAM using Learned Depth

The first work of combining SLAM with CNN depth prediction is CNN-SLAM [8], where the predicted depth images from a CNN initialize the keyframe depth estimates in LSD-SLAM (large-scale direct monocular SLAM) [19], replacing the random initialization in the original LSD-SLAM. Their results showed that monocular SLAM armed with the CNN depth prediction could better recover the absolute scale of a scene, density the depth estimates in texture-less regions, and deal with degenerative camera motions. CNN-SVO [9] shared the same idea with CNN-SLAM but instead of LSD-SLAM it was based on SVO (semi-direct monocular visual odometry) [21].

Later CNN-SLAM approaches become more sophisticated in the use of CNNs. DVS0 [10], which is built upon monocular DSO (direct sparse odometry) [20], forms a virtual stereo loss term in the sparse bundle adjustment using the predicted left and right stereo disparity images so that the CNN depth prediction does not only provide an initial point at the start of the optimization but also strengthens the quality of the optimized depth map through the stereo loss term. CodeSLAM [12] uses a variational auto-encoder (VAE) [22] to learn a lower-dimensional latent representation of depth images. It updates the lower-dimensional latent representation instead of the depth image itself to achieve efficient optimization of the dense depth image. SceneCode [13] and DeepFactors [14] extends CodeSLAM by incorporating an additional semantic consistency loss and a feature-based re-projection loss to further improve the system performance.

DVS0 [10] and CodeSLAM [12] explored the utility of CNNs in different ways, not only using them for depth estimate initialization. We present a third way that is fusing a learned outlier mask as a prior into a classical probability model to handle outliers in the photometric consistency loss caused by dynamic objects and static occlusions in the environment. Our method can be an add-on to their approaches.

C. Depth Prediction from a Single Image

CNNs can be trained in either a supervised manner [2] or an unsupervised manner [3]–[7] to enable depth prediction. We are interested in unsupervised training with monocular video [4]–[7]. We found that the outlier mask, a by-product from this training process, could be engineered into a SLAM system to improve its tracking performance.

III. PRELIMINARIES

A. Photometric Consistency Loss

At the core of direct methods (e.g. [20]) and unsupervised learning of depth approaches (e.g. [4]) is the photometric consistency which states that if a pixel in one frame and a pixel in another frame correspond to the same 3D point, they should have the same intensity in the images. Therefore, the photometric consistency loss is defined in our work as:

$$L_{\text{pho}}(I', I) = \frac{1}{|V|} \sum_{p \in \Omega(I)} W(p) ||I'(\Pi(p)) - I(p)||_m$$  \hspace{1cm} (1)

$$\Pi(p) = \Pi(p, D(p), R, t) = \left[ \begin{array}{c} u' \\ v' \\ 1 \end{array} \right]$$  \hspace{1cm} (2)

$$d' \left[ \begin{array}{c} u' \\ v' \\ 1 \end{array} \right] = K \left[ \begin{array}{ccc} R & t \end{array} \right] \text{homo} \left( K^{-1} D(p) \left[ \begin{array}{c} u \\ v \\ 1 \end{array} \right] \right)$$  \hspace{1cm} (3)

where $I$ and $I'$ are two nearby frames, $p = [u \ v \ 1]^T \in \Omega(I)$ is a pixel in the image space $\Omega(I)$, $W(p)$ is the weight applied to the loss term at pixel $p$, $V$ is the set of valid pixels projected within the image boundaries, $\parallel \cdot \parallel_m$ is the m-norm, and $\Pi(p)$ is the perspective projection function, which is expressed in detail in [5] where $D(p)$ is the depth at pixel $p$, $R$ and $t$ are the rotation matrix and the translation vector from $I$ to $I'$, $K$ is the 3-by-3 camera intrinsic matrix, $\text{homo}$ denotes transforming to the homogeneous coordinates, and $d'$ is the projected depth in frame $I'$. The 1-norm is typically used in CNN training for robustness to outliers, while the 2-norm is standard in direct visual odometry methods. $\Pi(p)$ yields non-integer values, which are inappropriate to index pixels, and therefore we use bilinear interpolation to interpolate between pixels. The bilinear interpolation also retains the differentiability of the photometric loss for use in gradient-based optimization methods. In addition, the projected pixel $\Pi(p)$ can fall outside the image boundaries. We exclude these invalid pixels and normalize the photometric loss by the number of valid pixels $|V|$, as done in [6]. The photometric loss in (1) can be easily extended to RGB-channels often used in CNN training.
B. Learning Depth and Outlier Mask from Video

Prior work [4]–[6] has discussed in detail how to learn depth and ego-motion from monocular video. We will focus on discussing the outlier mask. The closest definition of the outlier mask in our work is the explainability mask in [4]. For each pixel in the image, an outlier mask value within [0, 1] is predicted. This value serves as the weight term \( W(p) \) in (1) during training. Intuitively, if a pixel corresponds to a 3D point on a dynamic object or on an occlusion surface, being an outlier, the photometric consistency will be violated at that pixel, so its photometric consistency loss should not be counted and \( W(p) \) will tend to zero. In order to avoid the trivial case of the learned outlier mask being assigned to zero for every pixel during training, a cross-entropy loss with an all-ones mask is employed as regularization [4]. Unlike [4] where the outlier mask is predicted from the ego-motion network given the two frames for pose prediction, our model ties the mask prediction to the depth network. In this way, the mask can be predicted from a single image. The detailed training procedures that we followed are in [23].

IV. Method

The main system pipeline is described in this section. An overview of the pipeline is given in Algorithm 1. The system is a SLAM front-end. It follows the paradigm of alternating between mapping and tracking [24]. The final outputs are an odometry chain, the depth maps and semantically segmented images for the keyframes. The detailed computing procedures are illustrated in the following subsections.

Algorithm 1 System Overview

Input: image sequence \( \{I_i\}, i = 1,\ldots,n \)
Output: camera poses \( \{T_i\} \) for all frames, depth maps \( \{D_j\}_{kj} \) and semantically segmented images \( \{S_j\}_{kj} \) for keyframes, \( \{j\} \subseteq \{1,\ldots,n\} \)

function \( \text{INSERT A KEYFRAME} (I) \)
  Predict the depth map, outlier mask, and semantic segmentation for \( I \).
  Initialize the probability model parameters \( \alpha, \beta, \mu, \) and \( \sigma \) for each pixel in \( I \) using the predicted depth map and outlier mask.
end function

INSERT A KEYFRAME \( (I_1) \)
for \( i = 2 \) to \( n \) do
  Estimate \( T_i \) for \( I_i \) against the keyframe.
  Update the depth map of the keyframe given \( T_i \).
  Update \( \alpha, \beta, \mu, \) and \( \sigma \) for each pixel in the keyframe.
  if the keyframe criteria are satisfied then
    INSERT A KEYFRAME \( (I_i) \)
    Fuse the semantic class probabilities between the last keyframe and this keyframe.
  end if
end for

A. Keyframe Insertion

A frame is inserted as a keyframe when the system initializes on the first frame of the sequence or when the frame has passed the keyframe criteria (IV-E). A keyframe is associated with multiple attributes, a pose, a color image, a gray-scale image, a semantic segmentation image, a depth map, an outlier mask, and a map of the parameters in the probability model that we will use. Upon the keyframe insertion, the color image is fed into our CNN models to predict the semantic segmentation image, the depth map, and the outlier mask. The outlier mask and the depth map are used to compute the prior distributions for the probability model illustrated next.

Suppose we are at time step \( k \) and have collected a depth measurement \( d_k \) for a pixel. We can model the distribution on this depth measurement as the following [25], [26]:

\[
p(d_k|\hat{d}, \rho) = \rho \mathcal{N}(d_k|\hat{d}, \tau^2) + (1 - \rho) \mathcal{U}(d_k|d_{min}, d_{max})
\]

where \( \rho \in [0, 1] \) is the inlier probability of that measurement, \( \hat{d} \) is the true depth, \( \tau^2 \) is the variance for an inlier depth measurement in a Gaussian probability model, \( [d_{min}, d_{max}] \) is the interval where an outlier depth measurement is uniformly distributed. Essentially, we assume if the depth measurement is an inlier, it follows a Gaussian distribution, and otherwise, it should follow a uniform distribution. The inlier ratio \( \rho \) is modeled to follow a Beta distribution parameterized by \( \alpha \) and \( \beta \). This model (4) is used for depth estimate fusion in [26] assuming camera poses are given a priori. Evidence of why this model is sound can be found in [26].

To perform the posterior update using this probability model (i.e. to compute \( p(\hat{d}, \rho|d_1,\ldots,d_k) \)), we need a prior Gaussian distribution on \( \hat{d} \) and a prior Beta distribution on \( \rho \). For the Beta prior parameterized by \( \alpha_0 \) and \( \beta_0 \), we set the ratio of \( \alpha_{0} \) to \( \alpha_{0} + \beta_{0} \), which is the Beta mean \( \mathbb{E}[\rho] \), to be the predicted outlier mask value. We further set \( \alpha_{0} + \beta_{0} \) as a fixed tuning parameter in order to compute the values of \( \alpha_{0} \) and \( \beta_{0} \). This tuning parameter essentially controls the variance of the Beta distribution.

The prior Gaussian distribution has its mean \( \mu_{0} \) set equal to the depth prediction from the CNN and its standard deviation \( \sigma_{0} \) set equal to a percentage of the predicted depth. This percentage is set as another tuning parameter. Alternatively, the standard deviation can be predicted by a CNN using the concept of heteroscedastic aleatoric uncertainty [11], [27]. However, this would introduce extra complexity in the coupling between the SLAM system and the CNN, making the network training process difficult. We thus opted not to use a predicted standard deviation.

The prior parameters, \( \alpha_{0}, \beta_{0}, \mu_{0}, \) and \( \sigma_{0} \), will be updated in the posterior computation (IV-D). We denote the updated parameters at the current time step as \( \alpha_{k}, \beta_{k}, \mu_{k}, \) and \( \sigma_{k} \).

B. Pose Estimation

After the keyframe has been established, subsequent frames are tracked against the keyframe. The pose of a frame with respect to the keyframe is estimated with direct image
alignment [19], [20]:

\[
\min_{T,a,b} \left\{ L_{\text{pho}}(I_f, aI_{kf} + b) + w((a-1)^2 + b^2) \right\} \tag{5}
\]

where \( T = [R,t] \) is the pose matrix, \( a \) and \( b \) are the affine lighting transformation coefficients [20], and \( I_f \) and \( I_{kf} \) are the gray-scale images of the current frame and the keyframe. The second term in \( (5) \) is the regularization on the affine lighting coefficients [11]. This regularization loss is weighted by \( w \). The depth map involved in the computation of \( L_{\text{pho}} \), as seen in \( (2) \), consists of the Gaussian mean \( \mu_{k-1} \) for every pixel. The weight \( W(p) \) used in the computation, as seen in \( (1) \), is the mean inlier probability \( \mathbb{E}[\rho] \) which is the ratio of \( \alpha_{k-1} \) to \( \alpha_{k-1} + \beta_{k-1} \) for pixel \( p \). In other words, we down-weight the photometric loss at a pixel if the pixel is likely to be an outlier according to our probability model.

The optimization in \( (5) \) is solved by Newton’s method to take advantage of the built-in Hessian matrix computation in TensorFlow. To further reduce the outlier effects, we use the Huber loss function, implemented as iteratively re-weighted least squares, for the photometric loss \( L_{\text{pho}} \). During the iterative optimization, the increments are accumulated on the \( SE(3) \) pose matrix [20].

The pose estimation is iteratively performed on an image pyramid which accommodates the resolution of the image and the camera motion aggressiveness. In addition, initial pose estimate at the beginning of the iteration is computed by a constant motion model given the past pose estimates [20].

C. Discrete Depth Search

After the pose is estimated, we re-estimate the depth map \( D_{kf} \) associated with the keyframe given the estimated pose and the estimated affine lighting transformation coefficients \( a \) and \( b \). For each pixel in \( I_{kf} \), we maximize the normalized cross-correlation (NCC) between \( I_{kf} \) and \( I_f \) over a 3 × 3 patch (\( \omega \)) around that pixel:

\[
\max_{D_{kf}(\omega)} \frac{\sum_{p \in \omega} I_{kf}^f(p)I_f(\Pi(p))}{\sqrt{\sum_{p \in \omega} I_{kf}^f(p)^2} \sqrt{\sum_{p \in \omega} I_f(\Pi(p))^2}} \tag{6}
\]

where \( I_{kf}^f = aI_{kf} + b \). This optimization is solved by the simple gridding method. For each pixel in \( \omega \), the depth range of two standard deviations (2\( \sigma_{k-1} \)) above and below the Gaussian mean \( \mu_{k-1} \) is discretized into a few points. We discretize the entire patch (\( D_{kf}(\omega) \)) together to be compatible with the batch processing in TensorFlow. The center pixel is assigned with the discrete depth point that maximizes the NCC score \( (6) \). This re-estimated depth is treated as a depth measurement \( (d_k) \) in the posterior update.

D. Posterior Update

The posterior given our measurement probability model in \( (4) \) is non-trivial, but the authors of [26] showed that the posterior can be approximated as the product of a Beta distribution and a Gaussian distribution:

\[
q(\hat{d}, \rho) = \text{Beta}(\rho|\alpha_k, \beta_k)N(\hat{d}|\mu_k, \sigma_k^2) \tag{7}
\]

Therefore, computing the posterior only involves updating the four parameters, \( \alpha_k, \beta_k, \mu_k, \) and \( \sigma_k \) from their values at time step \( k-1 \). The detailed update method can be found in the supplementary material of [26]. During the update, the depth measurement standard deviation \( \tau_k \) in \( (4) \) is needed. In [25], this measurement uncertainty is obtained by assuming a standard deviation of one pixel in the image during the depth search step and back-projecting this one pixel uncertainty to depth uncertainty using geometry. We instead use the simple approximation found in [18] to back-propagate the one pixel uncertainty:

\[
\tau_k^2 = \left( \frac{\tau_d}{\tau_\lambda} \right)^2 \tag{8}
\]

where \( \tau_\lambda \) is the assumed one-pixel standard deviation, \( \tau_d \) is the depth search range in \( (\ref{eqn:depth_search}) \) and \( \tau_\lambda \) is the corresponding pixel search range along the epipolar line in image \( I_f \). In this way, we back-propagate the uncertainty using a numerically approximated Jacobian of the projection function.

E. Keyframe Criteria and Keyframe Propagation

The steps described in \( (\ref{eqn:inlier}) \)–\( (\ref{eqn:keyframe_propagation}) \) are repeated for each incoming frame until the current frame is too far from the keyframe. We use two criteria to decide whether to insert the current frame as a new keyframe. First, we set a threshold for the maximum number of frames allowed to pass after a keyframe. Second, we compute the number of valid pixels projected within the image boundaries, which is \( |V| \) in \( (1) \), in the last iteration of the pose estimation step \( IV-B \). If the percentage of valid pixels is below a threshold, we insert a new keyframe. More sophisticated criteria can be found in [20]. However, the two criteria mentioned here are enough for us to evaluate our front-end.

After a frame is chosen to be a keyframe, we proceed back from the keyframe insertion step \( IV-A \). The estimated pose of the frame is stored as the keyframe pose. The semantic labels in the form of class probabilities for pixels that have high inlier probabilities in the last keyframe are propagated onto the new keyframe using the perspective projection function \( (2) \) with the latest depth map estimate and the relative pose estimate. The propagated class probabilities are fused with the newly predicted softmax probabilities [28]:

\[
P(c|I_{0,...,j}) = \frac{1}{Z} P(c|I_{0,...,j-1})P(O = c|I_j) \tag{9}
\]

where \( j \) indexes keyframes, \( P(O = c|I_j) \) is the predicted softmax probability at a pixel for class \( c \), \( P(c|I_{0,...,j-1}) \) is the class probability propagated from the last keyframe, and \( P(c|I_{0,...,j}) \) is the fused class probability.

V. Results

We evaluate our SLAM front-end on the KITTI dataset [15] and the ScanNet dataset [29]. KITTI is an outdoor driving dataset commonly used for evaluating odometry systems, whereas the indoor dataset, ScanNet, provides various ground truth information that is useful for evaluating intermediate system results.
A. Training on KITTI

For the KITTI dataset, the prior work on unsupervised learning of depth provides high quality trained weights. As our network architecture is compatible with the one in [5], we used their publicly released weights to initialize the weights in our depth network. The semantic segmentation network was trained on the Cityscapes dataset [30]. We followed [23] to further train the depth network on Eigen et al.'s training split [31] (a subset of KITTI raw data) to enable the outlier mask prediction. Our depth network and semantic segmentation network both have the DispNet architecture [32] for simplicity and run on $128 \times 416$ images.

We provide some visualization of the outlier mask predicted from a single image in Fig. 1 and Fig. 2. As seen in the visualization, the mask is concentrated on dynamic objects, such as people and cars, and object boundaries, which are usually occlusions since the scene behind these boundaries is typically revealed in the next frame. There are also cases where the mask is on thin surface textures (e.g. the white lane markers on the road). These regions tend to have high photometric consistency error because it is difficult to project the pixels exactly to match these thin textures due to the errors in the predicted pose and depth. The network has learned to down-weight the photometric consistency loss at these difficult image regions using the mask. Overall, the outlier mask predicted from a single image looks similar to the explainability mask predicted from two nearby frames in [4]. It is reasonable to set the expected inlier probability $E[p]$ in the prior to be the outlier mask value $\text{IV-A}$.

B. Trajectory Evaluation on KITTI

We evaluated the performance of our method on the KITTI odometry sequences 09 and 10 which were excluded in the network training set (for both our training and the training of the public checkpoint [5]). Our pipeline is only a front-end without any back-end smoothing, so drift is accumulated more quickly in our system than in a full SLAM system. To fairly evaluate our system, we chose the evaluation method in [4], where the odometry system is run on 5-frame snippets, and the mean absolute trajectory error (ATE) is computed over all snippets. For each snippet, the first frame was inserted as the reference keyframe and the following four frames were tracked against that keyframe. We compare five different settings: (1) the full system, (2) the system without the posterior update, (3) with the posterior update but using an all-ones mask instead of the predicted outlier mask as the prior, (4) with the posterior update and the outlier mask prior but without down-weighting during the pose estimation, and (5) without the posterior update and down-weighting.

The public evaluation code from [4] was used to obtain our results in Table I. The ORB-SLAM results (from [4]) were obtained by running ORB-SLAM [16] only on the 5-frame snippets (ORB-SLAM short), and by running ORB-SLAM on the full sequence and chopping the full estimated trajectory into 5-frame snippets (ORB-SLAM full).

As in Table I, the most significant improvement is achieved by using the outlier mask to down-weight the photometric consistency loss (None vs. O.M.+D.W.). This is not surprising since the outlier mask was specifically learned to down-weight pixels to improve pose estimation. The posterior update further brings the error down (O.M.+D.W. vs. O.M.+P.U.+D.W.) through fusing the depth estimates probabilistically and updating the inlier probability for down-weighting. Without the outlier mask prior, the probability model alone (P.U.+D.W.) has limited performance, which demonstrates the importance of imposing such a prior.

Our front-end surpassed the performance of ORB-SLAM (short) in pose estimation. On sequence 09, the three components (O.M., P.U., and D.W.) successfully reduced the error to a level below the ORB-SLAM error. On sequence 10, our front-end is approaching the performance of a full SLAM system which performs joint optimization (bundle adjustment) on multiple keyframes.

We also evaluated the full system compared to the system without the three components on sequences from KITTI raw in Eigen et al.’s test split (excluded during training). evo [33] was used to perform $\text{isin(3)}$ alignment with the ground truth trajectory and compute the estimated trajectory RMSE. In Table II the full system outperforms the baseline system, in agreement with the KITTI odometry results (Table I).

We provide visualization of the dense point cloud gener-
TABLE III: Mean Absolute Trajectory Error (ATE RMSE) on 30-frame snippets made from ScanNet [29] sequences. O.M., D.W., and P.U. stand for outlier mask, down-weighting in the pose estimation, and posterior update respectively.

| Method     | 0144_00 | 0559_01 | 0565_00 | 0606_02 |
|------------|---------|---------|---------|---------|
| Full       | 0.017   | 0.021   | 0.018   | 0.012   |
| O.M.+D.W.  | 0.025   | 0.042   | 0.035   | 0.018   |
| P.U.+D.W.  | 0.075   | 0.054   | 0.020   | 0.020   |
| O.M.+P.U.  | 0.081   | 0.024   | 0.019   | 0.015   |
| None       | 0.018   | 0.027   | 0.021   | 0.026   |

TABLE IV: mIoU of the raw CNN semantic segmentation prediction and the fused semantic labeling through keyframe propagation (IV-E).

|                  | 0144_00 | 0559_01 | 0565_00 | 0606_02 |
|------------------|---------|---------|---------|---------|
| Raw (%)          | 16.77   | 11.80   | 15.64   | 16.74   |
| Fused (%)        | 16.82   | 11.93   | 15.69   | 16.80   |

VI. IMPLEMENTATION AND PERFORMANCE

The system parameters were tuned separately for the indoor and outdoor datasets. We found it critical to disable the constant speed motion model (IV-B) on ScanNet because it could exaggerate the random and jagged motion of the hand-held camera, occasionally causing the initial point in the pose estimation to leave the converging basin. Other parameters are less critical but adapting them can improve the system efficiency. For example, we can use a shallower image pyramid on ScanNet since the camera motion is small and heavy down-sizing to smooth out the optimization landscape is not needed [18].

All the major computations were implemented with TensorFlow. Inverse depth instead of depth was used in the computations [35]. In our experiments, the system was run on an NVIDIA GTX-1070 GPU at 3 – 5 Hz depending on the image pyramid and how often the keyframes were inserted. We attribute most of the computation effort to the pose estimation step since the iterative computation of the Hessian in Newton’s method is expensive. If we can leverage some better implementation of the direct image alignment method that uses only the Jacobian (e.g. as in Gauss-Newton method), the real-time performance can be greatly improved.

VII. CONCLUSIONS

We have presented a dense CNN-assisted SLAM front-end that can alleviate the outlier effects due to dynamic objects and static occlusions to achieve better pose estimation accuracy. Unlike the traditional approach of using CNN-based object recognition and segmentation to remove dynamic objects and occlusions (e.g. [36]), our method leverages the outlier mask, a by-product from unsupervised learning of depth, which can be more convenient to deploy in a novel environment where only unlabeled data are available. The utility of other outlier-handling techniques used in unsupervised learning of depth (e.g. [7]) can be further explored in the context of SLAM in the future.
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