Numerical Study of the Turbulent Flow from a Steam Dumping Pressurizer Relief Tank
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Abstract: Due to the complex geometry and turbulent flow characteristics, it is hard to simulate the process of steam dumping of the pressurizer relief tank (PRT). In this study, we develop a compressible fluid solver PRTFOAM to numerically study the turbulent flow dynamics from a PRT. The PRTFOAM is implemented based on the OpenFOAM and designed to be capable of integrating various turbulence models. Two representative Reynolds-averaged Navier–Stokes (RANS) models and a Smagorinsky–Lilly SGS model based on Large Eddy Simulation (LES) are coupled and tested with PRTFOAM. The case of a flow past a circular cylinder (Re = 3900) is tested and analyzed comprehensively as a benchmark case. Then, the turbulent steam dumping process in the full geometry of a PRT is analyzed and compared with ANSYS CFX and literature reports. In addition, we tested the WALE model based on the PRT steam dumping process. The results show that SST $k$-$\omega$ model and Smagorinsky–Lilly SGS model-based LES approach are more appropriate than the LRR model for PRT simulations. Moreover, it shows that the simulation results of Smagorinsky–Lilly SGS model and WALE model are basically consistent under the condition of PRT steam dumping process. Under this condition, the drawbacks of Smagorinsky–Lilly SGS model are not obvious. Furthermore, the comparison with CFX showed that our open source solver could be used to obtain better results in complex engineering cases. The design and testing results would provide guidance for further analysis of thermal-hydraulics in reactors based on open source codes.
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1. Introduction

Nuclear energy is a new energy resource with wide application, which has many advantages. There are approximately 440 nuclear power plants in operation worldwide, of which the vast majority (approximately 92%) are Light Water Reactors (LWR). Moreover, approximately 75% of LWR are Pressurized Water Reactors (PWR). As an important part of PWR, the pressurizer relief tank (PRT) plays an important role in normal operation of the system. The lower part of the PRT is filled with water, and the upper part is covered with a gas space dominated by nitrogen. The nitrogen cover is used to control the atmosphere in the PRT and provide expansion space for the water stored in the PRT and the steam flowing from the pressurizer. When the pressure in the PRT exceeds a certain threshold, the steam could dump into the external space through the safety nozzle [1]. In conclusion, measuring the turbulent characteristics of the fluid flow dumped from a PRT is important for safety design and testing of the complete structure. Due to the lower cost and higher safety compared with experimental
approaches, numerical techniques [2–4] gradually became a powerful tool to simulating the complex fluid dynamics of steam dumping from a PRT.

There are a few studies [5–7] focused on numerical simulations of the PRT-related components and structures in a nuclear reactor. Seung Min Baek et al. [8] established a nonequilibrium three-region model to accurately predict the pressure of the PRT under some special circumstances, and conducted a number of numerical tests for the actual accident and nuclear power plant. Qiang et al. [9] simulated the hydrogen concentration distribution during severe accidents in PRT compartment of NPP containment based on the structural layout design drawing of Qinshan Nuclear Power Plant Phase II. Gong et al. [10] calculated the thermal parameters of the PRT and the sparser nozzle of Taishan Nuclear Power Plant Phase I by combining the volume design method. Wang et al. [11] designed a new water seal structure to keep the thermal and hydraulic loads in a normal range, and conducted numerical simulation on the thermal-hydraulic characteristics of this structure. Wang et al. [12] developed a parallel numerical solver based on the OpenFOAM, which performs well in simulating the process of steam dumping of PRT. Furthermore, preliminary tests showed that the open source solver could give comparable results to ANSYS CFX. However, it is still hard to accurately capture the dynamic characteristics of the PRT steam dumping process in practical application. First, the simulation domain is complex and consists of huge number of grid cells. Generally, the domain contains a PRT and an indoor space for storing the PRT. Many factors need to be considered during the mesh generation process. For the region with dramatic physical field changes, higher resolution of the mesh is required. To ensure the accuracy of the calculations, a real-world engineering case requires at least millions of cells, thus parallel computing will be inevitably introduced. Nevertheless, providing efficient and large-scale parallel simulations for CFD applications remains a hard problem [13,14]. Second, there are no accurate models to simulate the turbulent multi-phase flow from a steam dumping PRT. In this process, the high-pressure gas is discharged to the external space of the PRT through the nozzle, and the steam flow is accelerated to supersonic speed and fully turbulent [15].

As the design and safety testing objectives directly depend on the accuracy of the turbulence prediction, in this paper we mainly focused on the analysis of the effects of various turbulence models. At present, the numerical approaches for simulating turbulence can be divided into Direct Numerical Simulation (DNS), Reynolds-averaged Navier–Stokes (RANS), and Large Eddy Simulation (LES) approach.

The DNS method can obtain all the information of turbulent flows by directly solving the Navier–Stokes equations. However, due to the limitations of computer memory and calculation speed, the turbulence simulated by DNS method is only limited to some simple flow problems with a small Reynolds number, such as the flow of the plate boundary layer and the flow of the backstage step. For example, Sirisup et al. carried out high-resolution direct numerical simulations (DNS) for flow past a wired cylinder, respectively, when Reynolds number (Re) was 50, 160, and 500, and the results showed that the simulation results with a Reynolds number below 160 were very consistent with the experimental results [16]. Ma et al. used the DNS method to simulate the flow past a circular cylinder (Re = 3900) and achieved good results [17]. It would be a clear case to study the effect of turbulence model by using this method. However, the focus of this paper is to study the effects of different turbulence models in complex engineering cases. The study based on the flow past a circular cylinder (Re = 3900) has certain reference significance, but it is not the focus of this paper. As the DNS approach cannot be extended to the complex PRT simulation, we did not consider the DNS in the verification stage.

Turbulence models for RANS equations refer to the turbulence model based on the average method proposed by Reynolds, which decompose the turbulent flow into two parts: the steady mean value and the fluctuating component. There are two kinds of models commonly used in engineering: one is the second-order moment closure or Reynolds stress model, and the other is the eddy viscosity model under the hypothesis of Boussinesq viscosity [18].
The LES approach overcomes the huge computational overhead of DNS. In order to obtain the equations of large eddies, this method needs to filter the N–S equations in small space domain and remove the small-scale eddies in the flow field. Smagorinsky proposed this idea in 1963 [19]. However, the standard Smagorinsky model suffers fundamental drawbacks; the WALE model [20] overcomes the problem in a more natural way. Moreover, in 1970, Dcardorff took the lead in using this method to complete the numerical simulation of turbulent motion in a straight channel [21]. In complex engineering cases, numerical dissipation in CFD programs can have a bad impact on the predictive capabilities of LES [22]. In the model comparison below, the effect of numerical dissipation will be attributed to the characteristics of the model.

To evaluate the applicability of different turbulence models in simulating the PRT steam dumping process, we extended the aforementioned numerical solver [12] for coupling different models. In this study, three representative models are selected for comparative analysis: the SST $k$-$\omega$ model under the hypothesis of Boussinesq viscosity, the Reynolds stress model based on Launder et al. [23], and the Smagorinsky–Lilly SGS model base LES approach. To validate the numerical solver, the flow past a cylinder were first used as a preliminary test case. Then, we applied these turbulence models to the simulation of the steam dumping process of a PRT with the complete geometry, and the simulation results from our open source code based solver and the commercial software CFX were analyzed and compared.

The following sections are arranged in this paper. Section 2 describes the governing equations of the simulation cases and briefly introduces the corresponding numerical algorithms. Section 3 describes the two simulation cases in detail, including the geometry, the meshing scheme, and the values of different parameters. Section 4 presents the numerical results. Section 5 concludes the paper. All symbols and acronyms used in this paper are listed in Table A1 of Appendix A.

2. The Theory and Numerical Techniques

This section mainly introduces the basic governing equations of turbulence theory and three representative turbulence models selected in this paper, i.e., the SST $k$-$\omega$ model proposed by Menter [24,25] (SSTKW), the Reynolds stress model based on Launder et al. [23] (LRR), and the Smagorinsky–Lilly SGS model-based LES approach [19,26] (SL-LES).

2.1. Governing Equations

The Navier–Stokes equations governs the fluid dynamics, which are composed of three basic laws of conservation in physics, namely, Newton’s second law, the law of conservation of mass, and the first law of thermodynamics.

As all fluid variables are functions of time and space, we directly use $u(t, x, y, z)$ for velocity, $p(t, x, y, z)$ for pressure, $\rho(t, x, y, z)$ for density, and $T(t, x, y, z)$ for temperature.

The continuity equation derives from the law of conservation of mass. This means that the rate of mass increase inside the fluid unit is equal to the net mass flow into the fluid unit. So there is

$$\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_1)}{\partial x_1} + \frac{\partial (\rho u_2)}{\partial x_2} + \frac{\partial (\rho u_3)}{\partial x_3} = 0 \tag{1}$$

where $u_i$ ($i = 1, 2, 3$) represents the different components of velocity vector $u$, and the subscripts correspond to the $x$-, $y$-, and $z$-directions, respectively. Equation (1) is represented in vector notation as

$$\frac{\partial \rho}{\partial t} + \nabla \cdot \rho \mathbf{u} = 0 \tag{2}$$

The second term $\nabla \cdot \rho \mathbf{u}$ is the convective term, which describes the net mass flow from the element boundary.

The momentum equations derives from Newton’s second law. This means that the momentum change rate of a fluid particle is equal to the sum of the forces exerted on the particle. This yields
\[
\frac{\partial (\rho u)}{\partial t} + \nabla \cdot \rho uu = -\nabla p + \mu \nabla^2 u + S_M
\]

where \(\mu\) represents the dynamic viscosity and \(S_M\) is the source terms, which include the body forces contributions only. For example, the body force caused by gravity would be represented by \(S_{M_1} = 0\), \(S_{M_2} = 0\), and \(S_{M_3} = -\rho g\).

The energy equation derives from the first law of thermodynamics. This means that the energy change rate of fluid particle equals the sum of the net heat rate added to the fluid particle and the net rate of work done on the fluid particle. The internal energy equation is described as

\[
\frac{\partial (\rho e)}{\partial t} + \nabla \cdot \rho e u = -p \nabla \cdot u + \nabla \cdot \kappa \nabla T + \Phi + S_e
\]

where \(S_e\) is the source term, \(\kappa\) is the coefficient of thermal conductivity, \(\Phi\) is the dissipation function, and \(\Phi\) is defined as

\[
\Phi = \mu \left\{ \frac{2}{\Delta t} \left[ \left( \frac{\partial u_1}{\partial x_1} \right)^2 + \left( \frac{\partial u_2}{\partial x_2} \right)^2 + \left( \frac{\partial u_3}{\partial x_3} \right)^2 \right] + \left( \frac{\partial u_1}{\partial x_2} + \frac{\partial u_2}{\partial x_1} \right)^2 \right\} + \lambda \left( \nabla \cdot u \right)^2
\]

where \(\lambda\) is the second viscosity.

There are four unknown variables: pressure \(p\), specific internal energy \(e\), density \(\rho\), and temperature \(T\). At the same time, these four unknown variables have certain relations, which can be derived from the thermodynamic equilibrium hypothesis.

The state equations form the representation of this relationship. We use \(\rho\) and \(T\) as state variables, so the state equation for \(p\) and \(e\) can be expressed as

\[
p = p(\rho, T) \quad \text{and} \quad e = e(\rho, T)
\]

For an ideal gas, the state equations can be expressed as

\[
pV = nRT \quad \text{and} \quad e = C_v T
\]

where \(V\) is the volume, \(n\) is mole number, \(R\) is gas constant, and \(C_v\) is specific heat capacity.

### 2.2. RANS Turbulence Models

The fluid variables, including velocity, pressure, density, and temperature, can be decomposed by Reynolds decomposition, which contains a stable average component and a time-varying fluctuating component.

For a fluid variable \(\psi\), its Reynolds decomposition can be expressed as \(\psi(t) = \Psi + \psi'(t)\), where the mean component \(\Psi\) is

\[
\Psi = \frac{1}{\Delta t} \int_0^{\Delta t} \psi(t) dt
\]

and the time average of the fluctuating component \(\psi'\) is zero, i.e.,

\[
\overline{\psi'} = \frac{1}{\Delta t} \int_0^{\Delta t} \psi'(t) dt \equiv 0
\]

By applying Equations (7) and (8) to Equations (2)–(5), the Reynolds time-averaged N-S equations can be obtained. After the above operation on momentum Equation (3), six additional stresses called the Reynolds stresses are generated. Namely,
\[ \tau_{11} = -\rho \overline{u_1'^2} \quad \tau_{22} = -\rho \overline{u_2'^2} \quad \tau_{33} = -\rho \overline{u_3'^2} \]
\[ \tau_{12} = -\rho \overline{u_1'u_2'} \quad \tau_{13} = -\rho \overline{u_1'u_3'} \quad \tau_{23} = -\rho \overline{u_2'u_3'} \]

The Boussinesq hypothesis holds that the Reynolds stress is proportional to the average deformation rate [18]. Namely,

\[ \tau_{ij} = -\rho \overline{u_i'u_j'} = 2\mu_t S_{ij} - \frac{2}{3} \rho k \delta_{ij} = \mu_t \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right) - \frac{2}{3} \rho k \delta_{ij} \]  \hspace{1cm} (9)

where \( k = (\overline{u_1'^2} + \overline{u_2'^2} + \overline{u_3'^2})/2 \) is the turbulent kinetic energy per unit mass.

### 2.2.1. SSTKW

The standard \( k-\varepsilon \) model has two transport equations, which correspond to the turbulent kinetic energy \( k \) and the dissipation rate of turbulent kinetic energy \( \varepsilon \). The RNG \( k-\varepsilon \) model is based on the theory of renormalization group proposed by Yakhot and Orszag [27].

For the \( k-\varepsilon \) model, the kinematic eddy viscosity \( \nu_t \) is the product of \( \sqrt{k} \) and \( \sqrt{\varepsilon}/\varepsilon \). However, \( \varepsilon \) is not the only variable that can be determined by the length scale. The \( k-\omega \) model proposed by Wilcox [28] is the best one among many alternatives. This model uses the specific dissipation rate \( \omega = \varepsilon/k \) instead of \( \varepsilon \).

The SST \( k-\omega \) model is a hybrid model proposed by Menter. Menter points out that the results of the \( k-\varepsilon \) model are much less sensitive to assumptions in free flow and have poor near-wall performance for boundary layers with adverse pressure gradient. Therefore, he divides the computational region into the near-wall region and the full turbulence region away from the wall, using \( k-\omega \) and \( k-\varepsilon \) models, respectively [24,25].

The SST \( k-\omega \) model’s transport equation for \( k \) and \( \omega \) is

\[ \frac{\partial (\rho k)}{\partial t} + \nabla \cdot (\rho k \mathbf{U}) = \nabla \cdot \left( \mu + \frac{\mu_t}{\sigma_k} \right) \nabla k + \left( 2\mu_t S_{ij} \cdot S_{ij} - \frac{2}{3} \rho k \frac{\partial U_i}{\partial x_j} \delta_{ij} \right) - \beta^* \rho k \omega \] \hspace{1cm} (10)

\[ \frac{\partial (\rho \omega)}{\partial t} + \nabla \cdot (\rho \omega \mathbf{U}) = \nabla \cdot \left( \mu + \frac{\mu_t}{\sigma_{\omega,1}} \right) \nabla \omega + \gamma_2 \left( 2\mu_t S_{ij} \cdot S_{ij} - \frac{2}{3} \rho \omega \frac{\partial U_i}{\partial x_j} \delta_{ij} \right) \]
\[ - \beta_2 \rho \omega^2 + 2 \frac{\rho}{\sigma_{\omega,2} \omega} \frac{\partial k}{\partial x_i} \frac{\partial \omega}{\partial x_k} \] \hspace{1cm} (11)

Based on the application experience of the model in general calculation, Menter et al. modified the relevant parameters affecting the performance of SST \( k-\omega \) model [29]. Therefore, \( \sigma_k = 1.0, \sigma_{\omega,1} = 2.0, \sigma_{\omega,2} = 1.17, \gamma_2 = 0.44, \beta_2 = 0.083 \), and \( \beta^* = 0.09 \).

### 2.2.2. LRR

The modeling strategy of Reynolds stress model comes from the work of Lauder et al. [23], and the transport equation of Reynolds stress \( R_{ij} \) is in the following form,

\[ \frac{D R_{ij}}{D t} = \frac{\partial R_{ij}}{\partial t} + C_{ij} = \Pi_{ij} + \Omega_{ij} \] \hspace{1cm} (12)

The convective term \( C_{ij} \) is

\[ C_{ij} = \frac{\partial}{\partial x_k} \left( \rho \overline{u_i' u_j'} U_k \right) = \nabla \cdot \left( \rho \overline{u_i' u_j'} \mathbf{U} \right) \] \hspace{1cm} (13)
The production term $P_{ij}$ is

$$P_{ij} = - \left( R_{im} \frac{\partial U_i}{\partial x_m} + R_{jm} \frac{\partial U_j}{\partial x_m} \right)$$

(14)

The rotational term $\Omega_{ij}$ is

$$\Omega_{ij} = -2 \omega_k \left( u'_i u'_m e_{ikm} + u'_i u'_m e_{jkm} \right)$$

(15)

where $e_{ijk}$ is an alternate symbol, satisfying

$$e_{ijk} = \begin{cases} 
+1 & \text{Alldiff}(i, j, k) \cap \text{Cyclic Order} \\
-1 & \text{Alldiff}(i, j, k) \cap \text{Anti-cyclic Order} \\
0 & \text{Other} 
\end{cases}$$

The diffusion term $D_{ij}$ is

$$D_{ij} = \frac{\partial}{\partial x_m} \left( \frac{\nu_t}{\sigma_k} \frac{\partial R_{ij}}{\partial x_m} \right) = \nabla \cdot \left( \frac{\nu_t}{\sigma_k} \nabla R_{ij} \right)$$

(16)

where $\sigma_k = 1.0$, $\nu_t = C_\mu k^2 \varepsilon$, and $C_\mu = 0.09$. The dissipation rate $\epsilon_{ij}$ is

$$\epsilon_{ij} = \frac{2}{3} \nu_t \delta_{ij}$$

(17)

where $\nu = 2\nu_s \cdot \nu_s$ and $\delta_{ij}$ is the Kronecker delta.

The pressure–strain term $\Pi_{ij}$ is given by:

$$\Pi_{ij} = -C_1 \frac{\varepsilon}{k} \left( R_{ij} - \frac{2}{3} k \delta_{ij} \right) - C_2 \left( p_{ij} - \frac{2}{3} p \delta_{ij} \right)$$

(18)

where $C_1 = 1.8$ and $C_2 = 0.6$.

2.3. LES Turbulence Models

In order to separate the larger and smaller eddies, the LES method uses spatial filtering. In this method, the filtering function and a certain cut-off width $\Delta$ are selected first, so as to solve all the eddies greater than $\Delta$ in an unsteady flow computation. Then, the spatial filtering is applied to the time-dependent flow equation. In the process of spatial filtering, the information related to the filtered eddies is destroyed. Sub-grid-scale (SGS) stress is generated by the interaction between different scale eddies, so it is necessary to establish a SGS model to describe the effect on the resolved flow.

2.3.1. SL-LES

According to Smagorinsky [19], the Boussinesq viscosity hypothesis can well describe the effect of the unresolved eddies on the resolved flow, as the smallest turbulent eddies are almost isotropic. Therefore, in the Smagorinsky SGS model, the local SGS stress $R_{ij}$ is proportional to the local strain rate of the resolved flow $S_{ij}$.

$$R_{ij} = -2 \mu_s S_{ij} + \frac{1}{3} R_{ij} \delta_{ij} = -\mu_s \left( \frac{\partial q_i}{\partial x_j} + \frac{\partial q_j}{\partial x_i} \right) + \frac{1}{3} R_{ij} \delta_{ij}$$

(19)
Moreover, the SGS viscosity is
\[ \mu_s = \rho (C_s \Delta)^2 |\bar{S}| = \rho (C_s \Delta)^2 \sqrt{2\bar{S}_{ij}\bar{S}_{ij}} \]
where
\[ \bar{S}_{ij} = \frac{1}{2} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right) \]
and \( C_s \) is constant, and Lilly [26] suggests the values of \( C_s \) between 0.17 and 0.21.

The standard Smagorinsky model has inherent shortcomings in the near wall region, that is, in order to avoid the instability of eddy viscosity, clipping operation is often needed. In the past two decades, a series of models has been proposed to solve problems in a more normal way, including the WALE model, etc. Please refer to the work in [20] for more details of the WALE model.

2.4. Numerical Algorithm

In order to achieve the requirements of simulation, we developed a solver, PRTFOAM, which adopts the PIMPLE algorithm for the velocity and pressure coupling problem. The numerical algorithm of PRTFOAM is shown in Algorithm 1.

**Algorithm 1:** The numerical algorithm of PRTFOAM, which adopt the PIMPLE algorithm for the velocity and pressure coupling problem.

**Input:** Mesh data, initial conditions of fluid properties, and the settings of solver

**Output:** Fluid properties after a certain time

```
createTime, createMesh, createControl, createFields;
initialization;
while runTime \neq EndTime do
    Solve the continuity Equation (2) for density \( \rho^{n+1} \);
    // PIMPLE corrector loop Pressure-Velocity coupling.
    while OCorr \neq nOuterCorrectors do
        Solve the Momentum Equation (3) and predict the velocity \( \bar{u}^{n+1} \), and then update the pressure \( p^{n+1} \);
        Solve the Energy Equation (4) and State equations (6) to update the temperature \( T^{n+1} \);
        // Corrector loop for Pressure.
        while CCorr \neq nCorrectors do
            Solve the Equation (3), carry out non-orthogonal pressure correction;
            Solve the continuity Equation (2) for density \( \rho^{n+1} \) again;
            Correct the velocity \( \bar{u}^{n+1} \) according to the obtained pressure \( p^{n+1} \) and density \( \rho^{n+1} \);
            CCorr ++;
        end
        // According to different turbulence models, the corresponding transport equation is solved to update the velocity.
        Solve the transport equations of turbulence model to correct \( k^{n+1}, \omega^{n+1}, \varepsilon^{n+1}, R^{n+1} \);
        Correct the velocity \( \bar{u}^{n+1} \) and pressure \( p^{n+1} \);
        OCorr ++;
    end
    if runTime = writeTime then
        Output the fluid properties at the moment;
    end
    runTime ++;
end
```
The PIMPLE algorithm combines the SIMPLE [30] and the PISO [31] algorithm, using the SIMPLE algorithm in each time step and the PISO algorithm for the step of time step. In a time step or iteration step, the pressure equation is solved to ensure the mass conservation, and then the current velocity correction is added to satisfy the momentum conservation. There are several parameters in the settings of solver. $nOuterCorrectors$ control the number of iterations of the whole outer loop in the PIMPLE algorithm, which must be $\geq 1$ and mean the PISO algorithm when set to 1. $nCorrectors$ control the iteration steps of pressure equation and velocity correction equation.

3. Geometry and Configurations

In this section, the geometry and detailed configurations of the two simulation cases in this paper are introduced, including the computational domain, the meshing scheme, and the values of parameters of the physical models and the numerical schemes.

3.1. Flow past a Circular Cylinder (Re = 3900)

As a benchmark case, the case of flow past a circular cylinder (Re = 3900) is a widely used case. The main purpose of setting a benchmark case is to verify the solving process and the capability for integrating different turbulence models in our open source-based numerical solver. Benefiting from the highly modular object-oriented design, the main numerical calculation process and the turbulence model implementation in OpenFOAM are independent of the fluid properties. Specifically, all of the turbulence models in OpenFOAM are inherited from the abstract class TurbulenceModel, and there is technically no difference between the compressible and incompressible flows.

In this benchmark case, we only verify the velocity, pressure, and the relevant variables of the turbulence model, but not the temperature. On the one hand, the introduction of temperature is relatively simple; on the other hand, in the case of the PRT steam dumping process, the change of temperature can be compared with the results of CFX, which is convenient to judge its correctness.

Figure 1a shows the computational domain of the case. The cylinder diameter ($D$) is 0.1 m, and the distance between the upper and lower boundaries is $10D$, and the cylinder is located at the center of the upper and lower boundaries. The Inlet boundary is at of $5D$ from the cylinder and $20D$ from the Outlet boundary. This domain size is large enough to prevent the sidewall boundary from affecting the flow past the cylinder.

The computational domain is divided into hexahedral structured mesh cells, and the mesh spacing near the cylinder surface is refined small enough for capturing the boundary layer features. The mesh is generated by ICEM and converted to the mesh format accepted by OpenFOAM using a conversion tool named fluentMeshToFoam.

As shown in Figure 1b, the numerical mesh contains 171,864 points, 341,532 faces (169,668 internal faces), 85,200 cells, and seven boundary patches, and the cells are all hexahedrons. The mesh near the cylinder wall region is refined to satisfy $y^+ < 1$. At the same time, the wall functions, such as $kqWallFunction$, $epsilonWallFunction$, and $omegaWallFunction$, are used to solve the turbulence variables at the boundary.

Table 1 shows the parameters for the flow past a circular cylinder (Re = 3900). The relevant parameters of turbulence model, i.e., $k$, $\epsilon$ and $\omega$, are determined by empirical formulas.

| Parameter * | $u_{inlet}$ (m/s) | $\mu$ (kg/m·s) | $\rho$ (kg/m³) | $k_0$ (m²/s²) | $\epsilon_0$ (m²/s³) | $\omega_0$ (s⁻¹) |
|-------------|------------------|----------------|----------------|---------------|-----------------|----------------|
| Value       | (0.6, 0, 0)      | $1.6 \times 10^{-5}$ | 1.04           | 0.0017        | 0.0016          | 10.7539        |

* $u_{inlet}$ means the uniform inlet velocity, $\mu$ means the dynamic viscosity, $\rho$ means the density, $k_0$ means the initial turbulent kinetic energy, $\epsilon_0$ means the initial dissipation rate of turbulent kinetic energy, and $\omega_0$ means the initial specific dissipation rate.
Figure 1. (a) The computational domain \((D = 0.1 \text{ m})\) and (b) the numerical mesh. The numerical mesh contains 171,864 points, 341,532 faces (169,668 internal faces), 85,200 cells, and 7 boundary patches, and the cells are all hexahedrons.

The OpenFOAM uses the finite volume method, and the numerical scheme is set in the file “system/fvSchemes”. The specific numerical scheme is set as follows; the ddtSchemes is Euler; the gradSchemes is Gauss linear; the laplacianSchemes is Gauss linear corrected; the interpolationSchemes is linear; the snGradSchemes are corrected; and the divSchemes contain Gauss upwind, Gauss linear, and bounded Gauss upwind.

The total simulation time of the case is 50 s, and the time step is variable and is determined by the Courant number, which satisfies \(Co < 0.8\).

3.2. The PRT Steam Dumping Process

Figure 2 shows the computational domain of the PRT steam dumping process, which is same with Wang et al. [12]. The geometric parameters and the location of the sampling points have been marked in the figure, and the geometric parameters are modeled according to the actual building size. The PRT consists of nozzle, the gas chamber, and the non-gas chamber.

Figure 2. Front and top views of the computational domain of the pressurizer relief tank (PRT) steam dumping process (all geometric parameters are in mm) [12]. There are 6 sampling points in the figure, 3 on the left and 3 on the right, which are, respectively, located inside the PRT, at the nozzle, and at the top of the shell. These points are represented by symbols as Lp-top, Lp-nozzle, Lp-inner, Rp-top, Rp-nozzle, and Rp-inner.

The computational domain of the steam dumping process of the PRT is divided into unstructured mesh shown in Figure 3. The mesh contains 573,583 points, 6,450,280 faces (6,286,476 internal faces), and 3,184,189 cells, which are tetrahedra. In the region close to the PRT, especially at the nozzle, the mesh is more dense than the region inside the shell. As in the case of flow past a circular cylinder,
we use the wall functions such as *kqRWallFunction*, *epsilonWallFunction*, and *omegaWallFunction* to solve the turbulence variables at the boundary.

Figure 3. The numerical mesh of the steam dumping process of the PRT, in which panel (a) is the mesh at the cross section, panel (b) is the overall grid, and panel (c) is the mesh detail of the gas chamber of the PRT. The mesh contains 573,583 points, 6,450,280 faces (6,286,476 internal faces), and 3,184,189 cells, which are tetrahedra.

The physical parameters of the case are divided into two parts. First, in the space inside the PRT, only the gas chamber is considered. The velocity is only 1 m/s in the z direction, the pressure is 1.6 MPa, and the temperature is 473 K (199.85 °C). Second, in the outer space of the PRT, the velocity is 0 m/s, the pressure is 0.1 MPa, and the temperature is 298 K (24.85 °C). Figure 4 shows the distribution of velocity, pressure, and temperature in the initial state.

Table 2 shows the steam parameters in PRT, and there are many thermodynamic parameters including Sutherland coefficient $A_s$, specific heat capacity $C_v$, and enthalpy change $H_f$.

Table 2. The parameters for the PRT steam dumping process.

| Parameter * | molWeight (kg/mol) | $T_s$ (K) | $k_0$ (m$^2$/s$^3$) | $\varepsilon_0$ (m$^2$/s$^2$) | $\omega_0$ (s$^{-1}$) | $A_s$ | $C_v$ | $H_f$ |
|-------------|-------------------|-----------|----------------------|--------------------------|-------------------|------|------|------|
| Value       | 18.02             | 273       | 1.5                  | 4.79                     | 35.49             | $1 \times 10^{-5}$ | 3011 | 0    |

*: molWeight means molar mass, $T_s$ means the reference temperature.
The distribution of velocity, pressure, and temperature in the initial state. In the space inside the PRT, the velocity is only 1 m/s in the $z$ direction, the pressure is 1.6 MPa, and the temperature is 473 K (199.85 °C), and in the outer space of the PRT, the velocity is 0 m/s, the pressure is 0.1 MPa, and the temperature is 298 K (24.85 °C).

The numerical scheme of the PRT steam dumping process is set as follows. The ddtSchemes are backward; the gradSchemes are Gauss linear; the laplacianSchemes are Gauss linear corrected; the interpolationSchemes are linear; the snGradSchemes are corrected; and the divSchemes contain Gauss upwind, Gauss linear, and Gauss linearUpwind Gauss linear.

The total simulation time of the case is 0.02 s, the time step is $5 \times 10^{-7}$ s, and the flow field physical quantity is saved every $1 \times 10^{-3}$ s.

In addition to the above physical model, the following basic assumptions are adopted in the calculation of this case. (1) It is assumed that the room of the PRT is a closed space with no physical quantity exchange with the outside world. (2) The influence of PRT internal structure on the flow field is ignored. (3) The nitrogen components in the gas space of the PRT are not considered in the calculation, and it is assumed that the gas space is full of water vapor and saturated under the initial state of the PRT. (4) Local condensation that may occur during pressure relief is not considered.

4. Results and Discussion

This paper carries out the numerical simulation on the high-performance computing platform of the State Key Laboratory of High Performance Computing. This platform has hundreds of computing nodes, each of which contains two Inter Xeon E5-2620 processors (6 cores, 2.10 GHz).

4.1. Flow Past a Circular Cylinder (Re = 3900)

In the case of flow past a circular cylinder, the Reynolds number is set to 3900. At this stage, the vortex street gradually transforms from laminar state to turbulent state.

The following is a comparative analysis of wake morphology, time history of lift coefficient ($C_l$), drag coefficient ($C_d$), pressure coefficient on cylinder surface, and mean stream-wise velocity and Reynolds shear stress in wake region.

Figure 5 shows the wake morphology (velocity contour map) of the three different turbulence models at the moment when the wake vortex is about to drop off the cylinder simulated by PRTFOAM. The three turbulence models all have wake vortexes behind the cylinder, and the wake vortex street is obvious. The wake morphology is similar with only slight differences. Figure 6 shows the wake morphology of the SSTKW model in one cycle. It is obvious that the vortex street is moving backwards.

Combined with velocity contour map, it is easier to observe the differences in wake morphology of different models. The differences between different models will be analyzed and discussed with specific numerical results below.

When the fluid flows through the cylinder, it will produce the force of lift and drag of cylinder. From the beginning of simulation to the formation of stable vortex street, the time required decreases according to the order of SSTKW, LRR, and SL-LES models. The transition time of SSTKW model is the longest and SL-LES model is the shortest. Compared with the simulation results of commercial software CFX, the lift and drag coefficient is smaller than that of OpenFOAM, while for the LRR model, CFX’s solution of the wall boundary layer is not accurate enough to simulate the phenomenon of wake vortex shedding.
Figure 5. The wake morphology (velocity contour map) of the (a) SSTKW model, (b) LRR model, and (c) Smagorinsky–Lilly SGS model-based LES (SL-LES) model at the moment when the wake vortex is about to drop off the cylinder simulated by PRTFOAM. It shows that the results of the three models all produce obvious vortex street behind the cylinder, with only slight differences in wake morphology. Moreover, SL-LES model is better at capturing small vortices.

Figure 6. The wake morphology of the SSTKW model in one cycle $(T = 0.81 \text{ s})$, and subfigure (a–i) correspond to wake morphology at different times with interval $\Delta t = 0.09 \text{ s}$. It is obvious that the vortex street is moving backwards.

Table 3 lists the value of drag coefficient $(C_d)$ and the value of Strouhal number $(S_f)$ in each turbulence model, and compares them with Khan’s experimental values [32]. The frequency of vortex shedding directly affects the Strouhal number. In addition to the LRR model in CFX, the Strouhal number in other models is consistent with the experimental values.
Table 3. The value of drag coefficient ($C_d$), the value of Strouhal number ($S_t$) in each turbulence model, and the relative error with Khan’s experimental values [32].

| Models  | Drag Coefficient $C_d$ | Strouhal Number * $S_t$ |
|---------|------------------------|-------------------------|
|         | PRTFOAM    | CFX        | PRTFOAM    | CFX        |
| SSTKW   | 1.3291     | 0.9611     | 0.2063 (1.8%) | 0.2160 (2.9%) |
| LRR     | 1.2195     | 0.2341     | 0.2137 (1.8%) | -          |
| SL-LES  | 1.4298     | 1.1974     | 0.2116 (0.8%) | 0.1970 (6.2%) |

*: There is the relative error between the simulation value and Khan’s experimental value in parentheses, and the Strouhal number $S_t$ of Khan’s experimental value is 0.21.

In order to conduct a better analysis with specific numerical results, we sample in the wake region. The sampling diagram includes the measurement of the center line and vertical line behind the cylinder and the measurement of the angle on the surface of the cylinder, as shown in Figure 7.

Figure 7. Sampling diagram. The name of the vertical line corresponds to its $x$ coordinate, for example, line_0606 means $x = 0.606$.

Figure 8 shows the pressure distribution around the cylinder surface including our numerical simulation data, the DNS of Ma et al. [17], and Norberg’s experimental results [33]. Because the pressure coefficient of the surface of the cylinder is symmetrical relative to the center line, namely, the upper half circle is the same as the lower half circle, only the pressure coefficient from 0 to 180 degrees of the upper half circle is taken in the figure. Because the CFX LRR model cannot fully simulate vortex shedding, it has a large deviation from other models. Compared with other models, except the CFX LRR model, the CFX SSTKW model is smaller at the minimum value of the pressure coefficient. All the simulation results are slightly smaller than the experimental values, but they are consistent on the whole.

Figure 8. The pressure coefficient from 0 to 180 degrees of the upper half circle. Because the CFX LRR model cannot fully simulate vortex shedding, it has a large deviation from other models. Compared with other models except the CFX LRR model, the CFX SSTKW model is smaller at the minimum value of the pressure coefficient.
Figure 9 shows the comparison of mean stream-wise velocity components at centerline behind the cylinder including our numerical simulation data; the DNS of Tremblay and Manhart [34]; and the experimental data of Lourenco and Shih [35], Ong and Wallace [36], and Beaudan and Moin [37]. In a distance behind the cylinder, the velocity shows a negative value, which means that in this distance, the velocity and the incoming flow are in the opposite direction, thus forming a back flow. Compared with the experimental results, the back flow length of numerical simulation is slightly smaller. It should be noted that the LRR model of CFX cannot simulate the phenomenon of vortex shedding, so its mean stream-wise velocity component is quite different from others.

Figure 9. Comparison of mean stream-wise velocity components at centerline behind the cylinder including our numerical simulation data, the direct numerical simulations (DNS) [34], and experimental data [35–37]. In a distance behind the cylinder, the velocity shows a negative value, which means that in this distance the velocity and the incoming flow are in the opposite direction, thus forming a back flow.

Figure 10 shows the comparison of mean stream-wise velocity components at vertical line behind the cylinder. Pay attention to the ordinate scale. By dividing the mean stream-wise velocity by the inlet velocity, the mean stream-wise velocity is normalized.

Figure 10. Comparison of mean stream-wise velocity components at the vertical line behind the cylinder including our numerical simulation data, the DNS [17], and experimental data [35–37].
There are two convergence states about one diameter behind the cylinder, and the mean velocity profile shows two shapes, i.e., U-shape and V-shape. These two states are related to the width of the computational domain [17]. If the convergence states is U-shape in a certain computational domain, it will converge to V-shape for a wider computational domain. As there is only one computational domain of the case, there is one shape in the results. It can be seen from the subgraph line-0606 in Figure 10 that our results are consistent with the V-shape.

It is observed from the results that with increasing distance from the cylinder, the minimum value near the centerline is also increasing. The overall trend of the results is basically consistent with the experimental data, but the results of CFX’s LRR model have a large deviation.

Figure 11 shows the comparison of mean Reynold shear stress at vertical line behind the cylinder; also pay attention to the ordinate scale. Compared with other models, the amplitude of the simulation results of the SST \( k-\omega \) model is slightly larger. Except for the CFX’s LRR model, the simulated values of other models are basically consistent with the experimental data.

![Figure 11](image)

**Figure 11.** Comparison of mean Reynold shear stress at the vertical line behind the cylinder including our numerical simulation data, the DNS [34], and experimental data [35,36].

In general, the simulation results of three models using OpenFOAM are better than CFX. The simulation results of the three models of OpenFOAM are similar, but the results of CFX are quite different, especially the LRR model.

4.2. PRT Steam Dumping Process

The PRT steam dumping process is a large-scale and complex engineering case. The steam with high pressure and temperature accelerates to supersonic speed instantly and ejects out from the nozzle, with the maximum speed reaching 972 m/s. The simulation results of different turbulence models are basically the same for the whole steam dumping process of the PRT. The SST \( k-\omega \) model is taken as an example to describe the whole process. Then, according to the values of sampling points, the differences of simulation results of different models and different software are analyzed.

Figures 12–14 show the velocity snapshots, pressure snapshots, and temperature snapshots of the simulation results of SST \( k-\omega \) model with simulation time from \( t = 0.001 \) s to \( t = 0.009 \) s. From these figures, we can intuitively see that, driven by high temperature and high pressure, the steam in the PRT almost instantaneously accelerates to supersonic speed and ejects out from the nozzle. During the dumping process, the steam above the nozzle is maintained at a speed of 950 m/s. Until the steam reaches the top of the shell and spreads along the top, near the top of the shell, the speed of the steam...
drops sharply and the area covered by the high-speed steam continues to expand. In the whole process, the pressure in the PRT drops sharply, from 1.6 MPa at the beginning to approximately 1.2 MPa after 0.009 s, presenting an obvious gradual process. Consistent with common knowledge, the pressure in the left chamber near the nozzle is significantly lower than that in the right chamber away from the nozzle. The change in temperature is basically the same as the change in pressure. The difference is that the temperature of the top of the shell rises rapidly with the high-temperature steam dumping from the nozzle. At 0.009 s, it is close to the temperature of the steam inside the PRT. Therefore, the high temperature and impact should be fully considered in the top of the shell structure design of the top of the PRT.

At the beginning of the simulation, the difference between the internal pressure and external pressure of the PRT is up to 1.5 MPa, and the steam is ejected out through the nozzle, and its speed increases rapidly. When $t = 0.001$ s, the steam velocity at the nozzle exceeds the speed of sound, reaching 760 m/s, but it has not had time to spread out, so the steam velocity at the nozzle is the largest in the whole domain. The flow direction of the steam is outward, and the steam inside the PRT is not affected. The steam generated by the PRT pushes the steam from the nozzle upward and spreads it. At the nozzle, the pressure is 0.83 MPa, showing a gradual change.

At the time of 0.002 s, the steam has reached the top of the shell and begins to spread outward along the top. At this time, in the top area directly above the left steam nozzle, the steam velocity is up to 500 m/s, but it is not the largest in the whole domain. In the area between the nozzle and the top of the shell, the steam velocity is the largest, reaching 850 m/s. The pressure in the nozzle continues to drop as the steam is dumping. For the temperature distribution, the temperature in the area near the top of the shell reaches 380 K, but there is a low temperature area between the nozzle and the top because the steam moves at the fastest speed in this area, making it difficult to increase the temperature in a short time.

![Figure 12](image-url)  
**Figure 12.** The distribution of velocity of the simulation results of the SST $k$-$\omega$ model by using PRTFOAM at different times from (a) 0.001 s to (i) 0.009 s with interval $\Delta t = 0.001$ s (legend unit: m/s).
Figure 13. The distribution of pressure of the simulation results of the SST $k$-$\omega$ model by using PRTFOAM at different times from (a) 0.001 s to (i) 0.009 s with interval $\Delta t = 0.001$ s (legend unit: Pa).

Figure 14. The distribution of temperature of the simulation results of the SST $k$-$\omega$ model by using PRTFOAM at different times from (a) 0.001 s to (i) 0.009 s with interval $\Delta t = 0.001$ s (legend unit: K).
In the process of steam dumping, the pressure and temperature of the steam inside the PRT continue to decrease, while the velocity and temperature of the steam above the nozzle continue to increase, and eventually stabilize at a velocity of 950 m/s and a temperature of 450 K. The state distribution diagram at $t = 0.006$ s can be regarded as a typical state. From this moment to the end of the simulation, the distribution of physical quantities changes only slightly but not dramatically.

Figure 15 shows the distribution of velocity, pressure, and temperature at the end of simulation ($t = 0.02$ s). At this time, the temperature and the pressure of the steam in the PRT gradually decreases to 458 K and 1.29 MPa, respectively. The results show that the simulation results of the three turbulence models are basically the same, and the process of steam dumping is the same as common sense. However, it is easy to find that the simulated results of LRR model show that at the same time ($t = 0.02$ s), the pressure and temperature in the chamber of the PRT are significantly higher than those of the other two models. At $t = 0.02$ s, the simulated temperature of LRR is 464 K ($190.85^\circ$C), while that of other models is only 458 K ($184.85^\circ$C). Similarly, the simulated pressure of LRR is 1.41 MPa, while that of other models is only 1.29 MPa.

![Figure 15. The distribution of velocity, pressure, and temperature of the simulation results of (a) the SSTKW, (b) LRR, and (c) SL-LES model based on PRTFOAM at $t = 0.02$ s. At this time, the temperature of steam in PRT gradually decreased to 458 K, and the pressure decreased to 1.29 MPa. The simulation results of the three turbulence models are basically the same, and the process steam dumping is the same as common sense. However, the simulated results of LRR model show that at the same time, the pressure and temperature in the chamber of the PRT are significantly higher than those of the other two models. The simulated temperature of LRR is 464 K ($190.85^\circ$C), while that of other models is only 458 K ($184.85^\circ$C). Similarly, the simulated pressure of LRR is 1.41 MPa, while that of other models is only 1.29 MPa.](image-url)

For a large-scale and complex engineering case, OpenFOAM shows more power than commercial software CFX. The numerical simulation of the three turbulence models based on OpenFOAM can all converge, while the CFX only SST $k-\omega$ model can successfully carry out numerical simulation. The following is a contrastive analysis of the simulation results of different turbulence models and
different simulation software according to the velocity, pressure, and temperature obtained at the sampling point. Refer to Figure 2 for the position of the sampling point.

In order to compare the simulation results of the SL-LES model in the near-wall region, we add the simulation results of WALE model [20] in the comparison of results below, which solves the instability of eddy viscosity in a more natural way.

Figure 16 shows the pressure–time curves of the simulation results of different models at Lp-top and Rp-top sampling points. The high-pressure gas will directly impact the ceiling of the building and generate a strong impact load during the steam dumping process, which may have a certain adverse effect on the upper concrete structure. From the figure, we can get that when $t = 0.001$ s, the pressure at the top of the shell increases from 0.1 MPa to 0.49 MPa instantly, and then gradually stabilizes at ~0.4 MPa. Compared with different models, the simulated dumping process of LRR model is significantly slower than that of other models, and the pressure at the top of the shell begins to surge at $t = 0.002$ s. On the other hand, there is a problem in the pressure of the top shell simulated by commercial software CFX, that is, there is a large gap between the data of the left and right sampling point. The pressure on the left side is stable at approximately 0.4 MPa, which is consistent with other models. However, the pressure on the right side is finally stable at approximately 0.25 MPa, which is quite different from other models, and does not conform to common sense.

![Figure 16. Pressure–time curves of the simulation results of different models at the (a) Lp-top and (b) Rp-top sampling points. The simulated dumping process of LRR model is significantly slower than that of other models. There is a large gap between the data of the left and right sampling point simulated by commercial software CFX.](image)

Figure 17 shows the temperature–time curves of the simulation results of different models at Lp-top and Rp-top sampling points. Different from the pressure, the temperature at the top shell increases gradually and stabilizes at approximately 450 K at 0.01 s. It is worth noting that the temperature fluctuation of the Rp-top sampling point is significantly larger than that of Lp-top, and the simulation result of PRTFOAM LRR has a large deviation.

![Figure 18 shows the pressure–time curve and temperature–time curve of the simulation results in different models at the Lp-inner and Rp-inner sampling point inside the PRT, in which the curves of PRTFOAM SSTKW, PRTFOAM SL-LES, and PRTFOAM WALE basically coincide. The results show that the pressure and temperature inside the chamber of PRT decreases gradually and the relief effect is good. After 0.02 s, the pressure in the air chamber decreased from 1.6 MPa to 1.29 MPa, and the temperature decreased from 473 K (199.85 °C) to 458 K (184.85 °C). The simulated dumping process of PRTFOAM LRR is slower than that of other models, and the pressure and temperature begin to decrease after 0.004 s, while other models begin to decrease after 0.002 s, and the pressure decline speed of PRTFOAM LRR is also significantly slower than that of other models. Except for PRTFOAM LRR, the simulation results of other models are basically consistent.](image)
Figure 17. Temperature–time curves of the simulation results of different models at the (a) Lp-top and (b) Rp-top sampling point. The temperature at the top of the shell increases gradually and stabilizes at approximately 450 K at 0.01 s. The temperature fluctuation of the Rp-top sampling point is significantly larger than that of Lp-top, and the simulation result of PRTFOAM LRR has a large deviation.

Figure 18. Pressure–time curve and temperature–time curve of the simulation results of different models at the (a) Lp-inner and (b) Rp-inner sampling point inside the PRT. The curves of PRTFOAM SSTKW, PRTFOAM SL-LES, and PRTFOAM WALE basically coincide. The simulated dumping process of PRTFOAM LRR is slower than that of other models.

Figure 19 shows the velocity–time curve of the simulation results in different models at the Lp-inner and Rp-inner sampling point inside the PRT, and the curves of PRTFOAM SSTKW, PRTFOAM SL-LES, and PRTFOAM WALE are basically coincident. The velocity of the sampling point on the left side is stable at approximately 45 m/s, while that of the sampling point on the right side is stable at approximately 50 m/s. At the same time, the velocity of the observation point on the right side has an extreme value near 0.014 s. At this time, the velocity reaches 70 m/s.

Figure 20 shows the velocity–time curve of the simulation results of different models at the Lp-nozzle and Rp-nozzle sampling point inside the PRT. Although the nozzle is not the place with the highest velocity in the whole space, it is an important place to observe the steam dumping process. The results show that the velocity–time curves of the four simulation results are basically the same, the velocity at the nozzle gradually increases with the steam dumping process and finally stabilizes at approximately 600 m/s. Compared with other simulation results, the velocity of CFX SSTKW is slightly smaller after its stabilization, only 552 m/s.
Figure 19. Velocity–time curves of the simulation results of different models at the (a) Lp-inner and (b) Rp-inner sampling points. The curves of PRTFOAM SSTKW, PRTFOAM SL-LES, and PRTFOAM WALE basically coincide. The velocity of the sampling point on the left side is stable at approximately 45 m/s, while that of the sampling point on the right side is stable at approximately 50 m/s.

Figure 20. Velocity–time curves of the simulation results of different models at the (a) Lp-nozzle and (b) Rp-nozzle sampling point. The curves of PRTFOAM SSTKW, PRTFOAM SL-LES, and PRTFOAM WALE basically coincide. The velocity at the nozzle gradually increases with the steam dumping process and finally stabilizes at approximately 600 m/s.

Through the above comparison, we found that the SST $k$-$\omega$ model and the Smagorinsky–Lilly SGS model-based LES approach are more appropriate than the LRR model for PRT simulations. Moreover, the open source solver PRTFOAM could be used to obtain better results than CFX in complex engineering cases. Only the SST $k$-$\omega$ model of CFX can converge to obtain simulation results, while the three models based on PRTFOAM can all converge. At the same time, there are some problems in the results of CFX SSTKW, that is, the pressure at the Lp-top and Rp-top sampling points is greatly different. Compared with different models, we found that the simulation results of the LRR model are not very ideal. First, the time of pressure and temperature drop during the steam dumping process lags behind that of other models, and second, the rate of pressure temperature drop is relatively slow. Fortunately, the results of the SST $k$-$\omega$ model and the results of the Smagorinsky–Lilly SGS model are generally consistent and desirable. However, the entire simulation time of the Smagorinsky–Lilly SGS model is almost twice as long as that of the SST $k$-$\omega$ model. This is why the RANS model based on the Reynolds average can still survive after the large eddy simulation (LES) is proposed.

5. Conclusions

Currently, numerical simulation has become a powerful tool for thermal hydraulics analysis in reactor structure and safety design. Due to the complex geometry of the full calculation domain and the turbulent flow characteristics of the compressible fluid from a PRT, it remains challenging to accurately simulate the transient flow dynamics during the steam dumping process.

In this study, we developed a compressible fluid solver PRTFOAM to numerically study the turbulent flow dynamics from a PRT. The PRTFOAM is implemented based on the OpenFOAM and
designed to be capable of integrating various turbulence models. Two representative RANS models and the Smagorinsky–Lilly SGS model-based LES approach are coupled and tested in this solver. We first evaluated and analyzed the numerical solver PRFTFOAM and the turbulence models using a benchmark case: flow past a circular cylinder (Re = 3900), and then the turbulent steam dumping process in the full geometry of a PRT is analyzed and compared with ANSYS CFX and literature reports. In addition, we tested the WALE model based on the PRT steam dumping process. The velocity–time, pressure–time, and temperature–time curves at selected sampling points have been compared in detail. The results show that the SST $k$-$\omega$ model and the Smagorinsky–Lilly SGS model-based LES approach are more appropriate than LRR model for PRT simulations. Moreover, it shows the simulation results of Smagorinsky–Lilly SGS model and WALE model are basically consistent under the condition of PRT steam dumping process. Under this condition, the drawbacks of the Smagorinsky–Lilly SGS model are not obvious. Furthermore, the comparison with CFX showed that our open source solver could be used to obtain better results in complex engineering cases. The design and testing results would provide guidance for further analysis of thermal-hydraulics in reactors based on open source codes.

However, we noticed that the computing efficiency of the open-source solver is obviously lower than the commercial software, which could be critical for simulating large scale applications. We plan to further analyze the parallel scalability of PRFTFOAM on supercomputers and to study the performance optimizing techniques for engineering problems in thermal hydraulic transient analysis of nuclear reactors.
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**Appendix A**

All symbols and acronyms used in this paper are summarized as follows.

| Symbol/Acronym | Meaning |
|----------------|---------|
| PRT            | Pressurizer Relief Tank |
| LWR            | Light Water Reactors |
| PWR            | Pressurized Water Reactors |
| DNS            | Direct Numerical Simulation |
| RANS           | Reynolds-averaged Navier-Stokes |
| LES            | Large Eddy Simulation |
| Re             | Reynolds number |
| SSTKW          | the SST $k$-$\omega$ model proposed by Menter [24,25] |
| LRR            | the Reynolds stress model based on Launder et al. [23] |
| SL-LES         | the Smagorinsky–Lilly SGS model base LES approach [19,26] |
| SGS            | Sub-grid-scale |
| $u(t, x, y, z)$| Velocity |
| $p(t, x, y, z)$| Pressure |
| $\rho(t, x, y, z)$| Density |
| $T(t, x, y, z)$| Temperature |
| $u_i$ ($i = 1, 2, 3$) | components of velocity vector $u$ in $x$, $y$- and $z$-direction |
| $S_M$ & $S_e$  | the source terms |
### Table A1. Cont.

| Symbol/Acronym | Meaning |
|----------------|---------|
| $\kappa$      | the coefficient of thermal conductivity |
| $\Phi$        | the dissipation function |
| $\lambda$     | the second viscosity |
| $e$            | specific internal energy |
| $C_v$          | specific heat capacity |
| $\tau_{ij}$   | Reynolds stresses |
| $k$            | the turbulent kinetic energy |
| $\varepsilon$  | the dissipation rate of turbulent kinetic energy |
| $\omega$      | the specific dissipation rate |
| $\nu_t$       | the kinematic eddy viscosity |
| $C_{ij}$      | the convective term |
| $P_{ij}$      | the production term |
| $\Omega_{ij}$ | the rotational term |
| $D_{ij}$      | the diffusion term |
| $\varepsilon_{ij}$ | the dissipation rate |
| $\Pi_{ij}$    | the pressure–strain term |
| $\mu_s$       | the SGS viscosity |
| $A_s$         | Sutherland coefficient |
| $H_f$         | enthalpy change |
| $T_s$         | reference temperature |
| $C_l$         | lift coefficient |
| $C_d$         | drag coefficient |
| $S_t$         | Strouhal number |
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