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Abstract

In this paper, we propose a new method to design low-density parity-check Hadamard (LDPC-Hadamard) codes — a type of ultimate-Shannon-limit approaching channel codes. The technique is based on applying Hadamard constraints to the check nodes in a generalized protograph-based LDPC code, followed by lifting the generalized protograph. We name the codes formed protograph-based LDPC Hadamard (PLDPC-Hadamard) codes. We also propose a modified Protograph Extrinsic Information Transfer (PEXIT) algorithm for analyzing and optimizing PLDPC-Hadamard code designs. The proposed algorithm further allows the analysis of PLDPC-Hadamard codes with degree-1 and/or punctured nodes. We find codes with decoding thresholds ranging from $-1.53$ dB to $-1.42$ dB. At a BER of $10^{-5}$, the gaps of our codes to the ultimate-Shannon-limit range from 0.40 dB (for rate = 0.0494) to 0.16 dB (for rate = 0.003). Moreover, the error performance of our codes is comparable to that of the traditional LDPC-Hadamard codes. Finally, the BER performances of our codes after puncturing are simulated and compared.
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I. INTRODUCTION

In 1943, Claude Shannon derived the channel capacity theorem [2]. Based on the theorem, the maximum rate that information can be sent through a channel without errors can be evaluated. In the 50 years that followed, huge efforts were spent in designing error correction codes that would allow communication systems to work close to the channel capacity. Despite the efforts made, the gaps to the capacity remained large. It was not until 1993 when a major breakthrough took place.

In 1993, Berrou et al. invented the turbo codes and demonstrated that with a code rate of 0.5, the proposed turbo code and decoder could work within 0.7 dB from the capacity limit at a bit error rate (BER) of $10^{-5}$ [3], [4]. Subsequently, a lot of research effort has been spent on investigating coding schemes that are capacity-approaching. Besides turbo codes, other most well-known ones are low-density parity-check codes (proposed by Gallager in 1960s [5] and rediscovered by MacKay and Neal in 1990s [6]) and polar codes (proposed by Arikan in 2009 [7]). These capacity-approaching codes have since been
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used in many wireless communication systems (e.g., 3G/4G/5G, Wifi, satellite communications) and optical communication systems.

As the first type of capacity-approaching codes, turbo codes use a concatenation of two or more convolutional component encoders (with one or more interleavers) to encode information. Correspondingly, two or more serial Bahl-Cocke-Jelinek-Raviv (BCJR) decoders are iteratively exchanging message information in the decoding processing. Using a similar iterative decoding mechanism, LDPC codes whose parity-check matrix possesses a sparse structure use the belief-propagation (BP) algorithm to implement the iterative decoding in a parallel manner. As for the third type of capacity-approaching codes, polar codes are constructed by multiple recursive concatenation of a short kernel code and its decoder applies the successive cancellation (SC) mechanism. The progresses of the aforementioned three types of capacity-approaching codes over the past decades can be found in the survey papers [8], [9] and the references therein.

LDPC codes can be represented by a matrix containing a low density of “1”s and also by its corresponding Tanner graph [10]. In the Tanner graph, there are two sets of nodes, namely variables nodes and check nodes, sparsely connected by links. Messages are updated and passed iteratively along the links during the decoding process. Density evolution (DE) [11] is a kind of analytical method that tracks the probability density function (PDF) of the messages after each iteration. It not only can predict the convergence of the decoder, but also can be used for optimizing LDPC code designs. Through the DE method, irregular LDPC codes with optimal variable-node/check-node degree distributions have been found to possess performance thresholds close to Shannon limits under an additive white Gaussian noise (AWGN) channel [12]. The extrinsic information transfer (EXIT) chart is another common technique employed to analyze and optimize LDPC codes [13], [14]. An optimal LDPC code design is found when the EXIT curves of the variable nodes and check nodes are “matched” with the smallest bit-energy-to-noise-power-spectral-density ratio ($E_b/N_0$).

For an LDPC code with given degree distributions and code length, the progressive-edge-growth (PEG) method [15] is commonly used to connect the variable nodes and check nodes with an aim to maximizing the girth (shortest cycle) of the code. The method is simple and the code can achieve good error performance. However, the code has a quadratic encoding complexity with its length because it is un-structured. The hardware implementation of the encoder/decoder also consumes a lot of resources and has high routing complexity.

Subsequently, structured quasi-cyclic (QC) LDPC codes are proposed [16]. QC-LDPC codes have a linear encoding complexity and allow parallel processing in the hardware implementation. Other structured codes, such as the repeat-accumulate (RA) codes and their variants, can be formed by the repeat codes and the accumulators [17], [18]. They also belong to a subclass of LDPC codes that have a fast encoder structure and good error performance. Structured LDPC codes can also be constructed by protographs [19]. By expanding the protomatrix (corresponding protograph) with a small size, we can obtain a QC matrix (corresponding lifted graph) that possesses the same properties as the protomatrix. The codes corresponding to the lifted graphs are called protograph-based LDPC (PLDPC) codes. The traditional EXIT chart cannot be used to analyze protographs where degree-1 or punctured variable nodes exist. Subsequently, the protograph EXIT (PEXIT) chart method is developed [20] for analyzing and designing PLDPC codes, and well-designed PLDPC codes are found to achieve performance close to the Shannon limit [9].
In the Tanner graph of an LDPC code, the VNs are equivalent to repeat codes while and CNs correspond to single-parity-check (SPC) codes. If other block codes, such as Hamming codes and BCH codes, are used to replace the repeat codes and/or SPC codes, generalized LDPC (GLDPC) codes are obtained [21], [22], [23]. With more powerful constraints on VNs or CNs, the GLDPC codes can not only have better error performance, but also speed up convergence and lower the error-floor. Yet, the two component block codes should be “match” in well-designed GLDPC code.

In [24], [25] and [26], doped-Tanner codes are formed by replacing the SPC component codes in the structured LDPC codes with Hamming codes and recursive systematic convolutional codes. Ensemble codeword weight enumerators are used to search GLDPC codes and Hamming codes are used to design medium-length GLDPC codes with performances approaching the channel capacity (> 0 dB). To achieve good performance (BER = 10^{-5}) at very low $E_b/N_0$, say < −1.15 dB, Hadamard codes have been proposed to replace the SPC codes, forming the low-rate LDPC-Hadamard codes [27], [28]. By adjusting the degree distribution of the VNs and using the EXIT chart technique, the EXIT curves of the Hadamard “super CNs” and VNs are matched and excellent error performance at low $E_b/N_0$ is obtained.

In practice, different channels possess different capacities, depending on factors such as modulation scheme, signal-to-noise ratio and code rate. However, the “ultimate Shannon limit” over an additive white Gaussian channel remains at −1.59 dB, i.e., $E_b/N_0 = −1.59$ dB. It defines the $E_b/N_0$ value below which no digital communications can be error-free. Scenarios where digital communications may need to work close to the ultimate Shannon limit include space communications, multiple access (e.g. code-division multiple-access [29] and interleave-division multiple-access [30]) with severe inter-user interferences, or embedding low-rate information in a communication link. The most notable channel codes with performance close to this limit are turbo-Hadamard codes [31], [32], [33], [34], concatenated zigzag Hadamard codes [35], [36], and LDPC-Hadamard codes [27], [28]. Both turbo-Hadamard codes and concatenated zigzag Hadamard codes suffer from long decoding latency due to the forward/backward decoding algorithms [31], [35]. The LDPC-Hadamard codes allow parallel processing and hence the decoding latency can be made shorter [28]. However, in optimizing the threshold of LDPC-Hadamard codes, only the degree distribution of the variable nodes has been found for a given order of the Hadamard code used. Therefore, the method used in optimizing LDPC-Hadamard codes has the following drawbacks.

1) For the same variable-node degree distribution, many different code realizations with very diverse bit-error-rate performances can be obtained. As a consequence, the degree distribution should be further refined to provide more information for code construction.

2) The degree distribution analysis requires a minimum variable-node degree of 2 because an EXIT curve cannot be produced for degree-1 variable nodes. Moreover, LDPC-Hadamard codes with punctured variable nodes cannot be analyzed. In short, LDPC-Hadamard codes with degree-1 and/or punctured variable nodes cannot be analyzed. Yet in many application scenarios, LDPC codes with degree-1 and/or punctured variable nodes can provide better theoretical thresholds and hence error performances. New techniques should therefore be proposed to analyze ultimate-Shannon-limit-approaching codes with degree-1 and/or punctured variable nodes.

The concept in [28] has been applied in designing other low-rate generalized LDPC codes [37]. However, the main criterion of those codes is to provide low latency communications and hence their performance is relatively far from the ultimate Shannon
Compared with LDPC code designs based on degree distributions, PLDPC codes not only can form structured QC-LDPC codes which are advantageous to encoding and decoding, but also can be analyzed using the PEXIT algorithm. Moreover, the PEXIT technique can accurately analyze the decoding performance of PLDPC codes with degree-1 and/or punctured VN. Generalized PLDPC codes using other block codes in VN/CN have been proposed and analyzed, but their decoding thresholds are mainly designed to be close to Shannon capacities greater than 0 dB.

In this paper, we propose a method to design LDPC-Hadamard codes which possesses degree-1 and/or punctured VN. The technique is based on applying Hadamard constraints to the CNs in a generalized PLDPC code, followed by lifting the generalized protograph. We name the codes formed protograph-based LDPC Hadamard (PLDPC-Hadamard) codes. We also propose a modified PEXIT method for analyzing and optimizing PLDPC-Hadamard code designs. Codes with decoding thresholds ranging from $-1.53$ dB to $-1.42$ dB have been found, and simulation results show a bit error rate of $10^{-5}$ can be achieved at $E_b/N_0 = -1.43$ dB. Moreover, the BER performances of these codes after puncturing are simulated and compared.

The main contributions of the paper can be summarized as follows:

1) It is the first attempt to use protographs to design codes with performance close to the ultimate Shannon limit. By appending additional degree-1 Hadamard variable nodes to the check nodes of a protograph, the SPC check nodes are converted into more powerful Hadamard constraints, forming the generalized protograph of PLDPC-Hadamard codes. Moreover, the proposed PLDPC-Hadamard code inherits the advantages of PLDPC codes. After using the copy-and-permute operations to lift the protograph, the matrix corresponding to the lifted graph is a structured QC matrix which is beneficial to linear encoding and parallel decoding.

2) To analyze the decoding threshold of a PLDPC-Hadamard code, we propose a modified PEXIT method. We replace the SPC mutual information (MI) updating with our proposed Hadamard MI updating based on Monte Carlo simulations. Different from the EXIT method used in optimizing the degree distribution of VN in an LDPC-Hadamard code [28], our proposed PEXIT method searches and analyzes protomatrices corresponding to the generalized protograph of the PLDPC-Hadamard codes. The proposed method, moreover, is applicable to analyzing PLDPC-Hadamard codes with degree-1 VN and/or punctured VN. Using the analytical technique, we have found PLDPC-Hadamard codes with very low decoding thresholds ($< -1.40$ dB) under different code rates.

3) Extensive simulations are performed under an AWGN channel. For each case, 100 frame errors are collected before the simulation is terminated. Results show that the PLDPC-Hadamard codes can obtain comparable BER performance to the traditional LDPC-Hadamard codes [28]. At a BER of $10^{-5}$, the gaps to the ultimate Shannon limit are 0.40 dB for the rate-0.0494 code, 0.35 dB for the rate-0.021 code, 0.24 dB for the rate-0.008 code and 0.16 dB for the rate-0.003 code, respectively. The FER performance and the average number of decoding iterations required are also recorded.

4) Punctured PLDPC-Hadamard codes are studied. Puncturing different VN in the protograph of a PLDPC-Hadamard code sometimes can produce quite different BER/FER performance degradation compared with the unpunctured code. Moreover, when the order of the Hadamard code $r = 5$ (i.e., $r$ is odd), puncturing the extra degree-1 Hadamard VN provided by the non-systematic Hadamard encoding degrades the error performance quite significantly.
The remainder of the paper is organized as follows. Section II reviews some background knowledge on Hadamard codes (Sect. II-A). LDPC codes (Sect. II-B), LDPC-Hadamard codes (Sect. II-C), and protograph-based LDPC codes (Sect. II-D). Section III introduces our proposed PLDPC-Hadamard code, including its structure, encoding and decoding methods, and code rate. In particular, the cases in which the order of the Hadamard code used is even or odd are fully described and analyzed. A low-complexity PEXIT method for analyzing PLDPC-Hadamard codes is proposed and an optimization algorithm is provided. Section IV presents the protomatrices of the PLDPC-Hadamard codes found by the proposed methods, their decoding thresholds and simulation results. The error performance of these codes after puncturing are further evaluated. Section V provides some final remarks.

II. BACKGROUND

A. Hadamard Codes

A Hadamard code with an order \( r \) is a class of linear block codes. We consider a \( q \times q \) positive Hadamard matrix \(+H_q = \{+h_j, j = 0, 1, \ldots, q - 1\}\), which can be constructed recursively using

\[
+H_q = \begin{bmatrix}
+H_{q/2} & +H_{q/2} \\
+H_{q/2} & -H_{q/2}
\end{bmatrix}
\]

(1)

with \( q = 2^r \) and \( \pm H_1 = [\pm 1] \). Each column \(+h_j\) is a Hadamard codeword and thus \( \pm H_q \) contains \( 2q = 2^{r+1} \) codewords \( \pm h_j \). Note that Hadamard codewords can also be represented by mapping \(+1\) in \( \pm h_j \) to bit “0” and \(-1\) to bit “1”.

Considering an information sequence \( u \in \{0, 1\}^{r+1} \) of length \( r + 1 \) and denoted by \( u = [u_0 \ u_1 \ \ldots \ u_r]^T \), the Hadamard encoder encodes \( u \) into a codeword \( c^H \) of length \( q \), i.e., \( c^H \in \{0, 1\}^{2^r} = [c_0^H \ c_1^H \ \ldots \ c_{2^r-1}^H]^T \), where \((\cdot)^T \) represents the transpose operation. Assuming that the \(+h_j\) or \(-h_j\) corresponding to \( c \), i.e., by mapping bit “0” in \( c \) to \(+1\) and bit “1” to \(-1\), is uniformly transmitted through an additive white Gaussian noise (AWGN) channel with mean 0 and variance \( \sigma^2_{ch} \), we denote the received signal by \( y = [y_0 \ y_1 \ \ldots \ y_{2^r-1}]^T \). Given \( y_i \), the log-likelihood ratio (LLR) value \( L(c_i^H \mid y_i) \) is computed by the ratio between the conditional probabilities \( \Pr(c_i^H = “0” \mid y_i) \) and \( \Pr(c_i^H = “1” \mid y_i) \), i.e.,

\[
L(c_i^H \mid y_i) = \ln \frac{\Pr(c_i^H = “0” \mid y_i)}{\Pr(c_i^H = “1” \mid y_i)} \quad i = 0, 1, \ldots, 2^r - 1.
\]

(2)

Applying the following Bayes’ rule to (2)

\[
\Pr(c_i^H \mid y_i) = \frac{p(y_i \mid c_i^H) \cdot \Pr(c_i^H)}{p(y_i)},
\]

(3)

we obtain

\[
L(c_i^H \mid y_i) = \ln \frac{p(y_i \mid c_i^H = “0”) \cdot \Pr(c_i^H = “0”)}{p(y_i \mid c_i^H = “1”) \cdot \Pr(c_i^H = “1”)}
\]

(4)

where \( p(y_i \mid c_i^H = “0”) \) and \( p(y_i \mid c_i^H = “1”) \) denote the channel output probability density functions (PDF) conditioned on the code bit \( c_i^H = “0” \) and \( c_i^H = “1” \), respectively, being transmitted; \( \Pr(c_i^H = “0”) \) and \( \Pr(c_i^H = “1”) \) denote the a priori
probabilities that \( c_i^H = \text{“0”} \) and \( c_i^H = \text{“1”} \) are transmitted, respectively; and \( p(y_i) \) denotes the PDF of received signal \( y_i \). We denote \( L^H_{ch}(i) \) as the channel LLR value of the \( i \)-th bit, i.e.,

\[
L^H_{ch}(i) = \ln \frac{p(y_i \mid c_i^H = \text{“0”})}{p(y_i \mid c_i^H = \text{“1”})} = \frac{2y_i}{\sigma^2_{ch}}, \quad i = 0, 1, ..., 2^r - 1;
\]

and denote \( L^H_{apr}(i) \) as the \textit{a priori} LLR of the \( i \)-th bit, i.e.,

\[
L^H_{apr}(i) = \ln \frac{\Pr(c_i^H = \text{“0”})}{\Pr(c_i^H = \text{“1”})}, \quad i = 0, 1, ..., 2^r - 1.
\]

Thus, (4) is rewritten as

\[
L(c_i^H \mid y_i) = L^H_{ch}(i) + L^H_{apr}(i), \quad i = 0, 1, ..., 2^r - 1.
\]

We also define

\[
L^H_{ch} = [L^H_{ch}(0) \quad L^H_{ch}(1) \quad \cdots \quad L^H_{ch}(2^r - 1)]^T;
\]

\[
L^H_{apr} = [L^H_{apr}(0) \quad L^H_{apr}(1) \quad \cdots \quad L^H_{apr}(2^r - 1)]^T.
\]

In [31], a symbol-by-symbol maximum \textit{a posteriori} probability (symbol-MAP) Hadamard decoder has been developed, in which the \textit{a posteriori} LLR values of the code bits are computed based on the received vector \( y \). In the following, we show the steps to derive the \textit{a posteriori} LLR values.

1) We re-write (2) into

\[
\Pr(c_i^H = \text{“0”} \mid y_i) = \frac{\exp(L(c_i^H \mid y_i)/2)}{\exp(L(c_i^H \mid y_i)/2) + \exp(-L(c_i^H \mid y_i)/2)};
\]

\[
\Pr(c_i^H = \text{“1”} \mid y_i) = \frac{\exp(-L(c_i^H \mid y_i)/2)}{\exp(L(c_i^H \mid y_i)/2) + \exp(-L(c_i^H \mid y_i)/2)};
\]

\[
i = 0, 1, ..., 2^r - 1.
\]

We also denote \( \pm H[i,j] \) as the \( i \)-th bit in \( \pm h_j \). Given \( y \) and applying (10) and (11), the \textit{a posteriori} probabilities of the transmitted Hadamard codeword \( c^H \) being \( +h_j \) or \( -h_j \) \((j = 0, 1, \cdots, 2^r - 1)\) are given by

\[
\Pr \left(c^H = \pm h_j \mid y \right) = \prod_i \Pr \left(c_i^H = \pm H[i,j] \mid y_i \right)
\]

\[
= \prod_i \frac{\exp(\pm H[i,j] \cdot L(c_i^H \mid y_i)/2)}{\exp(L(c_i^H \mid y_i)/2) + \exp(-L(c_i^H \mid y_i)/2)}
\]

\[
= \kappa \cdot \gamma (\pm h_j)
\]

where

\[
\kappa = \left[ \prod_i \left[ \exp \left(L(c_i^H \mid y_i)/2 \right) + \exp \left(-L(c_i^H \mid y_i)/2 \right) \right] \right]^{-1}
\]
is independent of $±h_j$;

$$\gamma(±h_j) = \exp\left(\frac{1}{2} \langle ±h_j, L_{ch}^H + L_{apr}^H \rangle\right)$$  

(13)

represents the \textit{a posteriori} “information” of the codeword $±h_j$; and $\langle \cdot \rangle$ denotes the inner-product operator.

2) Based on $\Pr(c^H = ±h_j | y)$, the \textit{a posteriori} LLR of the $i$-th ($i = 0, 1, ..., 2^r - 1$) code bit, which is denoted by $L_{app}^H(i)$, is computed using

$$L_{app}^H(i) = \ln \frac{\Pr(c^H_i = "0" | y)}{\Pr(c^H_i = "1" | y)} = \ln \frac{\sum_{±H[i,j] = +1} \Pr(c^H_i = ±h_j | y)}{\sum_{±H[i,j] = -1} \Pr(c^H_i = ±h_j | y)}$$

$$= \ln \frac{\sum_{±H[i,j] = +1} \gamma(±h_j)}{\sum_{±H[i,j] = -1} \gamma(±h_j)}$$  

(14)

We define

$$L_{app}^H = [L_{app}^H(0) \ L_{app}^H(1) \ \cdots \ L_{app}^H(2^r - 1)]^T.$$  

(15)

Based on the butterfly-like structure of the Hadamard matrix, $L_{app}^H$ can be computed using the fast Hadamard transform (FHT) and the dual FHT (DFHT) [21], [33], [34]. Hard decisions can then be made on $L_{app}^H(i)$ to estimate code bits. In the case of iterative decoding, the Hadamard decoder subtracts the $L_{apr}^H(i)$ from $L_{app}^H(i)$ and feeds back “new” extrinsic information to other component decoders.

B. \textbf{LDPC Codes}

An LDPC code with code length $N$, information length $k = N - M$ and code rate $R = k/N$ can be represented by a $M \times N$ parity-check matrix $H_{M \times N}$ whose entries only include 0 or 1. Moreover, the matrix $H_{M \times N}$ needs to satisfy the following conditions.

1) The number of “1”s in the matrix should be much less than the number of elements $MN$, i.e., a low density of “1”s.

2) The codeword bits corresponding to the “1”s in each row of the matrix must take part in the same parity-check equation, i.e., each LDPC codeword $c$ satisfies $cH_{M \times N}^T = 0$, where 0 represents a zero vector of appropriate length.

The matrix $H_{M \times N}$ can also be represented by a Tanner graph, as shown in Fig. [1]. The circles denote the variable nodes (VNs) corresponding to the columns of the matrix; the squares denote the check nodes (CNs) corresponding to the rows of the matrix; and the edges connecting the VNs and CNs correspond to the “1”s of the matrix. Denote $\lambda = \{\lambda_j\}$ and $\rho = \{\rho_i\}$ as the fraction of degree-$d_j$ VNs and fraction of degree-$d_i$ CNs, respectively. The degree distribution $(\lambda, \rho)$ not only determines the “1”s distribution in $H_{M \times N}$, but also can be used by the extrinsic information transfer (EXIT) chart technique to estimate the theoretical threshold of the LDPC code [13], [14].
Fig. 1. Representation of an LDPC code by a Tanner graph.

Fig. 2. A protograph corresponding to the protomatrix in [15].

C. LDPC-Hadamard Codes

In the Tanner graph of an LDPC code, a VN with degree-$d_j$ emits $d_j(d_j > 1)$ edges connecting to $d_j$ different CNs and forms a $(d_j, 1)$ repeat code; whereas a CN with degree-$d_i$ emits $d_i(d_i > 1)$ edges connecting $d_i$ different VNs and forms a $(d_i, d_i - 1)$ single-parity-check (SPC) code. A generalized LDPC code is obtained when the repeat code and/or SPC code is/are replaced by other block codes.

In [28], the SPC codes of an LDPC code are replaced with Hadamard codes, forming an LDPC-Hadamard code. In particular, Hadamard parity-check bits are added to the CNs in the Tanner graph such that the SPC constraints become the Hadamard constraints (see the Hadamard check node shown in Fig. 3). Also, with a fixed Hadamard order and a given code rate, the EXIT method is used to adjust the degree distribution of VNs. The aim is to find an optimal degree distribution of the VNs such that the EXIT curves of the repeat codes (i.e., VNs) and Hadamard codes are matched under a low $E_b/N_0$.

D. Protograph-based LDPC Codes

When an LDPC code contains degree-1 VNs or punctured VNs, the traditional EXIT chart cannot evaluate its decoding performance. However, for LDPC codes constructed based on protographs, their theoretical performance can be estimated by the protograph EXIT (PEXIT) algorithm even if they contain degree-1 VNs or punctured VNs [20].

A protograph can be denoted by $G = (V, C, E)$ where $V$ is a set of VNs, $C$ is a set of CNs and $E$ is a set of edges [19].
Fig. 2 illustrates a protograph, and the corresponding protomatrix (also called base matrix) is given by

\[
B_{m \times n} = \begin{bmatrix}
1 & 3 & \cdots & 0 & 1 \\
2 & 1 & \cdots & 2 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & 1 & \cdots & 1 & 2
\end{bmatrix}.
\]  

(16)

The entries in \( B_{m \times n} = \{b_{i,j} : i = 0, 1, 2, \ldots, m - 1; j = 0, 1, 2, \ldots, n - 1\} \) are allowed to be larger than 1 and they correspond to the multiple edges connecting the same pair of VN and CN in the protograph. The parity-check matrix \( H_{M \times N} \) of a protograph-based LDPC (PLDPC) code can be constructed by expanding the protomatrix \( B_{m \times n} \) where \( m \ll M \) and \( n \ll N \).

To obtain a larger \( H_{M \times N} \), the following copy-and-permute operations can be used to expand \( B_{m \times n} \).

1) Duplicate the protograph \( z \) times.
2) Permute the edges which connect the same type of VNs and CNs among these duplicated protographs.

This expansion process is also called lifting and the parameter \( z \) is called the lifting factor. The equivalent process in the “matrix domain” is to replace each \( b_{i,j} \) by

- a \( z \times z \) zero matrix if \( b_{i,j} = 0 \); or
- a summation of \( b_{i,j} \) non-overlapping \( z \times z \) permutation matrices if \( b_{i,j} \neq 0 \).

As mentioned, permutations occur only among the edges connecting to the same type of nodes and the lifted matrix \( H_{M \times N} \) (where \( M = zm \) and \( N = zn \)) keeps the same degree distribution and code rate as \( B_{m \times n} \). The code represented by \( H_{M \times N} \) is called a PLDPC code.

To analyze the decoding performance of a PLDPC code, the PEXIT algorithm is applied to \( B_{m \times n} \). In the PEXIT method, the mutual information (MI) values on all types of edges are updated separately and iteratively. To illustrate the method, different types of MI are first defined as follows:

- \( I_{ac}(i, j) \): a priori MI from \( j \)-th VN to \( i \)-th CN in \( B_{m \times n} \);
- \( I_{av}(i, j) \): a priori MI from \( i \)-th CN to \( j \)-th VN in \( B_{m \times n} \);
- \( I_{ev}(i, j) \): extrinsic MI from \( j \)-th VN to \( i \)-th CN in \( B_{m \times n} \);
- \( I_{ec}(i, j) \): extrinsic MI from \( i \)-th CN to \( j \)-th VN in \( B_{m \times n} \);
- \( I_{app}(j) \): a posteriori MI value of the \( j \)-th VN;
- \( I_{ch} \): MI from the channel.

Without going into the details, the steps below show how to determine the threshold \( (E_b/N_0)_{th} \).

1) Set all MI values to 0.
2) Select a relatively large \( E_b/N_0 \).
3) Initialize \( I_{ch} \) based on \( E_b/N_0 \) and the code rate.
4) Compute \( I_{ev}(i, j) \) \( \forall i, j \).
5) Set \( I_{ac}(i, j) = I_{ev}(i, j) \).
6) Compute \( I_{ec}(i, j) \) \( \forall i, j \).
7) Set \( I_{av}(i, j) = I_{ec}(i, j) \).

8) Repeat Steps 4) to 7) \( I_{iter} \) times.

9) Compute \( I_{app}(j) \).

10) If \( I_{app}(j) = 1 \) \( \forall j \), reduce \( E_b/N_0 \) and go to Step 5); otherwise set the previous \( E_b/N_0 \) that achieves \( I_{app}(j) = 1 \) \( \forall j \) as the threshold \( (E_b/N_0)_{th} \) and stop.

The above analytical process can be regarded as the repeated computation and exchange between the \textit{a priori} MI matrices \( \{I_{av}(i, j)\}/\{I_{av}(i, j)\} \) and extrinsic MI matrices \( \{I_{ev}(i, j)\}/\{I_{ec}(i, j)\} \). Moreover, these matrices have the same size as \( B_{m \times n} \).

Note that the PEXIT algorithm can be used to analyze protographs with degree-1 VNs, i.e., columns in the protomatrix with weight 1. Protographs with punctured VNs will also be analyzed in a similar way, except that the code rate will be changed accordingly and the corresponding \( I_{ch} \) will be initialized as 0.

**III. Proteograph-based LDPC-Hadamard Codes**

**A. Code Structure**

We propose a variation of LDPC-Hadamard code called \textit{proteograph-based LDPC Hadamard (PLDPC-Hadamard) code.} Unlike LDPC-Hadamard codes which are constructed based on parity-check matrices containing “0”s and “1”s, PLDPC-Hadamard codes are designed based on protomatrices or proteographs. The base structure of a PLDPC-Hadamard code is shown in Fig. 3. Referring to the figure, each blank circle denotes a proteograph variable node (P-VN), each square with an “H” inside denotes a Hadamard check node (H-CN), and each filled circle denotes a degree-1 Hadamard variable node (D1H-VN).

We assume that there are \( n \) P-VNs and \( m \) H-CNs. The base matrix of the proposed PLDPC-Hadamard codes is then denoted by \( B_{m \times n} = \{b_{i,j}\} \), where \( b_{i,j} \) represents the number of edges connecting the \( i \)-th H-CN (\( i = 0, 1, \ldots, m - 1 \)) and the \( j \)-th P-VN (\( j = 0, 1, \ldots, n - 1 \)).

Moreover, we denote the weight of the \( i \)-th row by \( d_{ci} = \sum_{j=0}^{n-1} b_{i,j} \), which represents the total number of edges connecting the \( i \)-th H-CN to all P-VNs. For example in Fig. 3 the number of edges connecting each of the three displayed H-CNs to all P-VNs is equal to \( d_{ci} = 6 \). These \( d_{ci} \) edges are considered as (input) information bits to the \( i \)-th Hadamard code while the connected D1H-VNs represent the corresponding (output) parity bits in the Hadamard code. Recall that an order-\( r \) Hadamard code contains \( 2^{r+1} \) codewords. For each codeword, the number of information bits is \( r + 1 \). A straightforward scheme is to use a Hadamard code of order-(\( d_{ci} - 1 \)) (since \( d_{ci} = r + 1 \)) to encode. Yet the \( d_{ci} = r + 1 \) bits taken part in the same parity-check equation also fulfill a SPC constraint. As a result, only half the of \( 2^{r+1} \) available Hadamard codewords are used. It makes the encoding inefficient and can degrade the decoding performance.

Same as in LDPC-Hadamard codes [28], we utilize Hadamard codes with order \( r = d_{ci} - 2 \) (\( r > 2 \)) in the proposed PLDPC-Hadamard codes. With such an arrangement, all possible Hadamard codewords can be utilized; fewer Hadamard parity bits compared with the case of \( r = d_{ci} - 1 \) need to be added; and the overall code rate is increased. (Note that a Hadamard code with order \( r = 2 \) is equivalent to the (4, 3) SPC code. No extra parity-check bits (i.e., D1H-VNs) will be generated if such an Hadamard code is used in the PLDPC-Hadamard code. Thus Hadamard codes with order \( r = 2 \) are not considered.)

Next, we consider the cases when \( r \) is even and odd separately.
1) \( r = d_{c_1} - 2 \) is an even number: We denote a Hadamard codeword by \( c^H = [c_0^H c_1^H \ldots c_{2^r-1}^H] \). For \( r \) being an even number, it has been shown that \[ c_0^H + c_1^H + c_2^H + \cdots + c_{2^{r-1}}^H = 0. \] (17)

Viewing from another perspective, if there is a length-(\( r + 2 \)) SPC codeword denoted by \( c_\mu = [c_{\mu_0} c_{\mu_1} \ldots c_{\mu_r} c_{\mu_{r+1}}] \), these bits can be used as inputs to a systematic Hadamard encoder and form a Hadamard codeword \( c^H = [c_0^H c_1^H \ldots c_{2^r-1}^H] \) where

\[
\begin{align*}
c_0^H &= c_{\mu_0} \\
c_1^H &= c_{\mu_1} \\
&

\vdots \\
c_{2^{r-1}}^H &= c_{\mu_{r+1}}
\end{align*}
\] (18)

correspond to \( r + 2 \) P-VNs and the remaining Hadamard parity bits in \( c^H \) correspond to \( 2^r - (r + 2) \) D1H-VNs. Fig. 4 shows an example in which a \((6,5)\) SPC codeword is encoded into a length-16 \(( r = 4 \) \) Hadamard codeword. In this case, \( c_0^H = c_{\mu_0}, c_1^H = c_{\mu_1}, c_2^H = c_{\mu_2}, c_4^H = c_{\mu_3}, c_8^H = c_{\mu_4}, c_{15}^H = c_{\mu_5} \) and the other 10 \(( = 2^r - (r + 2) \) \) code bits are Hadamard parity bits. We call this systematic Hadamard encoding when the original information bits can be exactly located in the codeword.

Referring to Fig. 3, the links connecting the P-VNs to the \( i \)-th H-CN always form a SPC. These links can make use of
the above mechanism to derive the parity bits of the Hadamard code (denoted as D1H-VNs of the Hadamard check node in Fig. 5) if $d_{ci}$ is even. In this case, the Hadamard code length equals $2^{d_{ci}-2}$, and the number of D1H-VNs equals $2^{d_{ci}-2} - d_{ci}$.

Assuming $d_{ci}$ is even for all $i = 0, 1, \ldots, m - 1$, the total number of D1H-VNs is given by

$$
\sum_{i=0}^{m-1} (2^{d_{ci}-2} - d_{ci}).
$$

(19)

When all VNs are sent to the channel, the code rate of the protograph given in Fig. 3 equals

$$
R_{\text{even}} = \frac{n - m}{\sum_{i=0}^{m-1} (2^{d_{ci}-2} - d_{ci}) + n}.
$$

(20)

If we further assume that all rows in $B_{m \times n}$ have the same weight which is equal to $d$, i.e., $d_{ci} = d$ for all $i$, the code rate is simplified to

$$
R_{d_{ci}=d}^{\text{even}} = \frac{n - m}{m (2^{d-2} - d) + n}.
$$

(21)

When $n_p(< n)$ P-VNs are punctured, the code rate further becomes

$$
R_{\text{punctured}}^{\text{even}} = \frac{n - m}{m (2^{d-2} - d) + n - n_p}.
$$

(22)

2) $r = d_{ci} - 2$ is an odd number: For $r$ being an odd number, the $2^r$ Hadamard codewords in $+H_q$ can satisfy \[17\], but all the $2^r$ Hadamard codewords in $-H_q$ do not satisfy \[17\]. We apply the same non-systematic encoding method in \[28\] to encode the SPC codeword. Supposing $c_\mu$ is a SPC codeword, we preprocess $c_\mu = [c_{\mu_0} c_{\mu_1} \ldots c_{\mu_{r+1}}]$ to obtain $c'_\mu = [c'_{\mu_0} c'_{\mu_1} \ldots c'_{\mu_{r+1}}]$, and then we perform Hadamard encoding for $c'_\mu$ to obtain $e^H = [e^H_0 e^H_1 \ldots e^H_{2^r-1}]$, where

$$
c^H_0 = c'_{\mu_0},
$$

$$
c^H_1 = c'_{\mu_1} = c_{\mu_1} \oplus c_{\mu_0},
$$

$$
\vdots
$$

$$
c^H_{2^k-1} = c'_{\mu_k} = c_{\mu_k} \oplus c_{\mu_0},
$$

$$
\vdots
$$

$$
c^H_{2^r-1} = c'_{\mu_{r+1}} = c_{\mu_{r+1}}.
$$

(23)

Fig. 5 shows an example in which a (5,4) SPC codeword is encoded into a length-8 ($r = 3$) Hadamard codeword.

We transmit all the Hadamard code bits except the original information bits. It can be seen from \[23\] that after the non-systematic encoding, only the first and last code bits are the same as the original information bits, i.e., $c^H_0 = c'_{\mu_0} = c_{\mu_0}$ and $c^H_{2^r-1} = c'_{\mu_{r+1}} = c_{\mu_{r+1}}$. Thus we send the remaining code bits, i.e., $c^H_1$ to $c^H_{2^r-2}$, to provide more channel observations for the decoder and the number of D1H-VNs equals $2^{d_{ci}-2} - 2$. For example, the code bits $[c^H_1 c^H_2 c^H_3 c^H_4 c^H_5 c^H_6]$ shown in

1Note that there are other non-systematic encoding methods, e.g., preprocess $c_\mu = [c_{\mu_0} c_{\mu_1} \ldots c_{\mu_{r+1}}]$ to obtain $c'_\mu = [c'_{\mu_0} c'_{\mu_1} \ldots c'_{\mu_{r+1}}]$, where $c'_{\mu_i} = c_{\mu_i}$ for $i = 0, 1, 2, \ldots, r$; and $c'_{\mu_{r+1}} = c_{\mu_{r+1}} \oplus c_{\mu_0}$.
Fig. 5. Example of encoding a length-5 SPC codeword into a length-8 ($r = 3$) Hadamard codeword.

Fig. 5 will be sent.

Assuming all the rows in $B_{m \times n}$ have the same weight $d$, the code rate is given by

$$R_{d, \text{odd}} = \frac{n - m}{m (2^d - 2) + n}. \quad (24)$$

If $n_p (< n)$ P-VNs are punctured, the code rate becomes

$$R_{\text{punctured}} = \frac{n - m}{m (2^d - 2) + n - n_p}. \quad (25)$$

Note that for $k = 1, 2, \ldots, r$,

- $c_{2^k - 1}^H = c_{\mu_k} = c_{\mu_k} \oplus c_0$ and hence $c_{\mu_k} = c_{2^k - 1}^H \oplus c_0$;
- $c_{\mu_k}$ is transmitted as P-VN; and
- $c_{2^k - 1}^H$ is transmitted as D1H-VN.

Thus the $r$ information bits $c_{\mu_k}$ can have both the a priori information provided by the extrinsic information from P-VNs and the channel information of $c_{2^k - 1}^H = c_{\mu_k} \oplus c_0$ from D1H-VNs. However, the two information bits $c_{\mu_0}$ and $c_{\mu_{r+1}}$ only have the a priori information from P-VNs and the $2^r - (r + 2)$ Hadamard parity bits only have the channel information from D1H-VNs. Supposing for every H-CN, $n_h (\leq r)$ D1H-VNs corresponding to code bits $c_{2^k - 1}^H (k = 1, 2, \ldots, r)$ are also punctured. The code rate further becomes

$$R_{\text{punctured D1H-VN}} = \frac{n - m}{m (2^d - 2 - n_h) + n - n_p}. \quad (26)$$

B. Decoder of the PLDPC-Hadamard Codes

To evaluate the performance of PLDPC-Hadamard codes, the iterative decoder shown in Fig. 6 is used. It consists of a repeat decoder and a symbol-MAP Hadamard decoder. The repeat decoder is the same as the variable-node processor used in an LDPC decoder and is therefore not described here.

As described in the previous section, each H-CN with an order-$r$ Hadamard constraint is connected to $r + 2$ P-VNs in the protograph of a PLDPC-Hadamard code. The symbol-MAP Hadamard decoder of order-$r$ has a total of $2^r$ or $2^r + r$ inputs, among which $r + 2$ come from the repeat decoder and are updated in each iteration; and the remaining inputs come from the
channel LLR information which do not change during the iterative process. Moreover, the symbol-MAP Hadamard decoder will produce \( r + 2 \) extrinsic LLR outputs which are fed back to the repeat decoder. The iterative process between the repeat decoder and symbol-MAP Hadamard decoder continues until the information bits corresponding to all Hadamard codes (after hard decision) become valid SPCs or the maximum number of iterations has been reached. In the following, we show the details of the operations of the symbol-MAP Hadamard decoder.

1) \( r \) is an even number: A H-CN has \( r + 2 \) links to P-VNs and is connected to \( 2^r - (r + 2) \) D1H-VNs. Specifically, we denote

- \( \mathbf{L}^R_{ex} = [L^R_{ex}(0) \ L^R_{ex}(1) \ \cdots \ L^R_{ex}(r+1)]^T \) as the \( r + 2 \) extrinsic LLR information values coming from the repeat decoder (P-VNs),
- \( \mathbf{L}^H_{apr} = [L^H_{apr}(0) \ L^H_{apr}(1) \ \cdots \ L^H_{apr}(2^r-1)]^T \) as the \( 2^r \) a priori LLR values of \( \mathbf{c}^H \),
- \( \mathbf{y}^H_{ch} = [y^H_{ch}(0) \ y^H_{ch}(1) \ \cdots \ y^H_{ch}(2^r-1)]^T \) as the length-\( 2^r \) channel observation vector corresponding to \( \mathbf{c}^H \) and is derived from the D1H-VNs (note that \( r + 2 \) channel observations are zero),
- \( \mathbf{L}^H_{ch} = [L^H_{ch}(0) \ L^H_{ch}(1) \ \cdots \ L^H_{ch}(2^r-1)]^T \) as the length-\( 2^r \) channel LLR observations corresponding to \( \mathbf{c}^H \).

Based on (18) and the transmission mechanism, a priori LLR values exist only for the \( r + 2 \) information bits in \( \mathbf{c}^H \) and they are equal to the extrinsic LLR values \( \mathbf{L}^R_{ex} \). Correspondingly, channel LLR values only exist for the \( 2^r - r - 2 \) Hadamard parity bits in \( \mathbf{c}^H \) and they are obtained from the received channel observations \( \mathbf{y}^H_{ch} \). In other words, only \( 2^r - r - 2 \) entries in \( \mathbf{y}^H_{ch} \)
and also $L^H_{ch}$ are non-zero. Thus the entries of $L^H_{ch}$ and $L^H_{appr}$ are assigned as

$$
\begin{align*}
L^H_{appr}(k) &= L^R_{ex}(0) & \text{for } k = 0 \\
L^H_{ch}(k) &= \frac{2y^H_{ch}(0)}{\sigma^2_{ch}} = 0 & \text{for } k = 1, 2, \ldots, 2^r - 1 \\
L^H_{appr}(k) &= L^R_{ex}(r + 1) & \text{for } k = 2^r - 1 \\
L^H_{ch}(k) &= \frac{2y^H_{ch}(k)}{\sigma^2_{ch}} = 0 & \text{for the } 2^r - r - 2 \text{ remaining } k.
\end{align*}
$$

(27)

The symbol-MAP Hadamard decoder then computes the a posteriori LLR ($L^H_{appr}$) of the code bits using (13) and (14). By subtracting the a priori LLR values from the a posteriori LLR values, the extrinsic LLR values ($L^H_{ex}$) can be obtained. Fig. 7 illustrates the flow of the computation of $L^H_{appr}$ and hence $L^H_{ex}$ for $r = 4$, which corresponds to $r + 2 = 6$ information bits (and $2^r - (r + 4) = 10$ Hadamard parity bits).

2) $r$ is an odd number: A H-CN is connected to $r + 2$ P-VNs and $2^r - 2$ D1H-VNs, and the bits corresponding to the $r + 2$ P-VNs form a SPC codeword $c_p$. Similar to the “$r$ is an even number” case, we denote

- $L^R_{ex} = [L^R_{ex}(0) \ L^R_{ex}(1) \cdots \ L^R_{ex}(r + 1)]^T$ as the $r + 2$ extrinsic LLR information values coming from the repeat decoder (P-VNs),
- $L^H_{appr} = [L^H_{appr}(0) \ L^H_{appr}(1) \cdots L^H_{appr}(2^r - 1)]^T$ as the $2^r$ a priori LLR values of $c^H$, 
- $y^H_{ch} = [y^H_{ch}(0) \ y^H_{ch}(1) \cdots y^H_{ch}(2^r - 1)]^T$ as the length-$2^r$ channel observation vector corresponding to $c^H$ and is derived
from the D1H-VNs (note that the first and the last channel observations are zero),

- \( L^H_{ch} = [L^H_{ch}(0) \ L^H_{ch}(1) \ \cdots \ L^H_{ch}(2^r-1)]^T \) as the length-2^r channel LLR observations corresponding to \( c^H \).

Since non-systematic Hadamard code is used, \( c_\mu \) does not represent the information bits in \( c^H \) for \( c_\mu = \text{“1”} \). Thus, we cannot directly apply (14) to obtain the \textit{a posteriori} LLR of \( c_\mu \). Here, we present the decoding steps when \( r \) is odd. Detailed derivations are shown in the Appendix A.

Referring to (23), the assignment of \( L^H_{app} \) depends on \( c_\mu \). For convenience of explanation, we denote \( L^{\pm H}_{app} / L^{-H}_{app} \) as the assignment of \( L^H_{app} \) for \( c_\mu = \text{“0”}/\text{“1”} \), respectively. We use (A4) to assign \( L^{\pm H}_{app} \) and (A5) to assign \( L^H_{ch} \). Since the first bit in all \( h_j \) is “0”/“1” (+1 mapped to “0” and -1 to “1”), we apply \( L^{\pm H}_{app} \) and \( L^H_{ch} \) to compute \( \gamma(\pm h_j) \), i.e.,

\[
\gamma(\pm h_j) = \exp \left( \frac{1}{2} (\pm h_j, L^H_{ch} \pm L^{\pm H}_{app}) \right) \tag{28}
\]

We define the \( r + 2 \) \textit{a posteriori} LLR values (\( L^H_{app} \)) of the original bits \( c_\mu \) by

\[
L^H_{app} = [L^H_{app}(0) \ L^H_{app}(1) \ \cdots \ L^H_{app}(2^i-1) \ \cdots \ L^H_{app}(2^r-1)]^T.
\tag{29}
\]

We use (13) and (14) to compute \( L^H_{app}(0) \) and \( L^H_{app}(2^r-1) \); (A9) to obtain \( \gamma(-h_j) \) and then DFHT to compute (A10) to obtain \( L^H_{app}(2^k-1) \) \( k = 1, 2, \ldots, r \). Fig. 8 illustrates for the case \( r = 3 \), the transformation from \( \gamma(-h_j) \) to \( \gamma’(-h_j) \), i.e., \( \gamma’(-h_j) = \gamma(-h_{2^r-1-j}) \). Then \( L^H_{ex} = L^H_{app} \ L^R_{ex} \) of length \( r + 2 \) is computed and fed back to the repeat decoder. The steps

\[
\begin{array}{cccccccc}
\gamma’(-h_0) & \gamma’(-h_1) & \gamma’(-h_2) & \gamma’(-h_3) & \gamma’(-h_4) & \gamma’(-h_5) & \gamma’(-h_6) & \gamma’(-h_7) \\
\| & \| & \| & \| & \| & \| & \| & \|
\gamma(-h_0) & \gamma(-h_1) & \gamma(-h_2) & \gamma(-h_3) & \gamma(-h_4) & \gamma(-h_5) & \gamma(-h_6) & \gamma(-h_7)
\end{array}
\]

Fig. 8. Illustration of \( \gamma’(-h_j) = \gamma(-h_{2^r-1-j}) \) for \( r = 3 \).

to compute \( L^H_{ex} \) for the case \( r = 3 \) is shown in Fig. 9.

Remark: If some more bits in \( c^H_{2^k-1} \) for \( k = 1, 2, \ldots, r \) are punctured, the corresponding channel observation \( y^H_{ch}(2^k-1) \) and LLR values of \( L^H_{ch}(2^k-1) \) are set to 0 and the overall code rate will slightly increase.

C. Code Design Optimization

We propose a low-complexity PEXIT algorithm for analyzing PLDPC-Hadamard codes. This technique can analyze protomatrices containing degree-1 and/or punctured VNs in the protographs. It will also produce different analytical results for protomatrices with the same weight distribution but different structures. We define the following symbols.

- \( I_{av}(i, j) \): the \textit{a priori} mutual information (MI) from the \( i \)-th H-CN to the \( j \)-th P-VN
- \( I_{ex}(i, j) \): extrinsic MI from the \( j \)-th P-VN to the \( i \)-th H-CN
- \( I_{av}(i, k) \): the \textit{a priori} MI of the \( k \)-th information bit in the \( i \)-th H-CN
- \( I_{ex}(i, k) \): extrinsic MI of the \( k \)-th information bit in the \( i \)-th H-CN
- \( I_{app}(j) \) the \textit{a posteriori} MI of the \( j \)-th P-VN
Referring to Fig. 3, the channel LLR value \( L_{ch} \) follows a normal distribution \( \mathcal{N}(\frac{\sigma_{L_{ch}}^2}{2}, \sigma_{L_{ch}}^2) \), where \( \sigma_{L_{ch}}^2 = 8R \cdot E_b/N_0 \), \( R \) is the code rate, and \( E_b/N_0 \) denotes the bit-energy-to-noise-power-spectral-density ratio.

When the output MI of a decoder is \( I \), the corresponding LLR values of the extrinsic information obeys a Gaussian distribution of \((\pm \sigma^2/2, \sigma^2)\). The relationship between \( I \) and \( \sigma \) can be approximately computed by functions \( I = J(\sigma) \) and \( \sigma = J^{-1}(I) \) [9], [13], i.e.,

\[
J(\sigma) = \begin{cases} 
  a_1\sigma^3 + b_1\sigma^2 + c_1\sigma, & 0 \leq \sigma \leq 1.6363 \\
  1 - e^{(a_2\sigma^3 + b_2\sigma^2 + c_2\sigma + d_2)}, & 1.6363 < \sigma < 10 \\
  1, & 10 \leq \sigma 
\end{cases}  
\]  

(30) and

\[
J^{-1}(I) = \begin{cases} 
  a'_1I^2 + b'_1I + c'_1\sqrt{7}, & 0 \leq I \leq 0.3646 \\
  -a'_2\ln[b'_2(1 - I)] - c'_2I, & 0.3646 < I < 1 
\end{cases}  
\]  

(31)

where

- \( a_1 = -0.0421061, a_2 = 0.00181491, b_1 = 0.209252, b_2 = -0.142675, c_1 = -0.00640081, c_2 = -0.0822054, d_2 = 0.0549608; \) and
- \( a'_1 = 1.09542, a'_2 = 0.706692, b'_1 = 0.214217, b'_2 = 0.386013, c'_1 = 2.33727 \) and \( c'_2 = -1.75017 \).

1) PEXIT Algorithm: To generate the PEXIT curves for the repeat decoder and symbol-MAP Hadamard decoder, we apply the following steps for a given set of protomatrix \( B_{m \times n} \), code rate \( R \) and \( E_b/N_0 \) in dB (denoted as \( E_b/N_0(\text{dB}) \)).

i) Compute \( \sigma_{L_{ch}} = (8 \cdot R \cdot 10^{(E_b/N_0(\text{dB})/10)})^{1/2} \) for \( L_{ch} \).

ii) For \( i = 0, 1, \ldots, m - 1 \) and \( j = 0, 1, \ldots, n - 1 \), set \( I_{av}(i,j) = 0 \).

iii) For \( i = 0, 1, \ldots, m - 1 \) and \( j = 0, 1, \ldots, n - 1 \), compute \((33)\) if \( b_{i,j} > 0 \); else set \( I_{ev}(i,j) = 0 \). Taking the \( 3 \times 4 \) protomatrix in \((32)\) as an example, the weight of each row is \( d = 6 \) and hence \( r + 2 = 6 \Rightarrow r = 4 \). After analyzing the MI of the P-VMs, the corresponding \( 3 \times 4 \) \{\( I_{ev}(i,j)\)\} MI matrix can be represented by \((34)\).
iv) Convert the $m \times n \{ I_{ev}(i,j) \}$ MI matrix into an $m \times d \{ I_{ah}(i,k) \}$ MI matrix by eliminating the 0 entries and repeating $\{ I_{ev}(i,j) \}$ $b_{i,j} (\geq 1)$ times in the same row. Using the previous example, the $3 \times 4 \{ I_{ev}(i,j) \}$ MI matrix is converted into the $3 \times 6 \{ I_{ah}(i,k) \}$ MI matrix shown in (35).

v) For $i = 0, 1, \ldots, m - 1$, using the $d$ entries in the $i$-th row of $I_{ah}$ and $\sigma_{L,ch}^2$, generate a large number of sets of LLR values as inputs to the symbol-MAP Hadamard decoder and record the output extrinsic LLR values of the $k$-th information bit $(k = 0, 1, \ldots, d - 1)$. Compute the extrinsic MI of the information bit using (36), where $p_e(\xi|X = x)$ denotes the PDF of the LLR values given the bit $x$ being “0” or “1”. Form the extrinsic MI matrix $\{ I_{eh}(i,k) \}$ of size $m \times d$. (Details of the method is shown in Appendix B). Using the previous example, the matrix is represented by (37).

Remark: Our Monte Carlo method in obtaining the extrinsic MI values of the symbol-MAP Hadamard decoder not only has a low complexity, but also is generic and applicable to analyzing both systematic and non-systematic Hadamard codes. Our technique makes use of multiple a priori MI values $(\{ I_{ah}(i,k) \})$ and produces multiple extrinsic MI values $(\{ I_{eh}(i,k) \})$.

In (38), an EXIT function of symbol-MAP Hadamard decoder under the AWGN channel is obtained. However, the function involves very high computational complexity, which increases rapidly with an increase of the Hadamard order $r$. The function also cannot be used for analyzing non-systematic Hadamard codes. In [28], simulation is used to characterize...
Algorithm 1: Searching $B_{m \times n}$ with a low threshold

1. Generate a base matrix $B_{m \times n}$ according to the corresponding constraints;
2. $E_b/N_0(\text{dB}) = -1.40$ dB;
3. while $E_b/N_0(\text{dB}) > -1.59$ dB do
   4. $\sigma_{L_{ch}} = \sqrt{8 \cdot R \cdot 10^{(E_b/N_0(\text{dB}))/10}}$,
   5. $I_{ch}(j) = J(\sigma_{L_{ch}})$ for $\forall j$;
   6. $I_{av}(i, j) = 0$ for $\forall i, j$;
   7. $It = 0$;
   8. while $It < 300$ do
      9. Use the proposed PEXIT algorithm to analyze $B_{m \times n}$ and obtain $I_{app}(j)$ for $j = 0, 1, \ldots, n - 1$;
      10. if $I_{app}(j) = 1$ for $\forall j$ then
          11. $E_b/N_0(\text{dB}) = E_b/N_0(\text{dB}) - 0.01$ dB; Goto line 3;
      12. $It = It + 1$;
      13. Break;
4. Threshold equals $E_b/N_0(\text{dB}) + 0.01$ dB.

the symbol-MAP Hadamard decoder but the method is based on a single a priori MI value and produces only one output extrinsic MI.

vi) Convert the $m \times d \{I_{ch}(i, k)\}$ MI matrix into an $m \times n \{I_{av}(i, j)\}$ MI matrix. For $i = 0, 1, \ldots, m-1$ and $j = 0, 1, \ldots, n-1$;
   if $b_{i, j} > 0$, set the value of $I_{av}(i, j)$ as the average of the corresponding $b_{i, j}$ MI values in the $i$-th row of $\{I_{ch}(i, k)\}$;
   else set $I_{av}(i, j) = 0$. In the above example, $\{I_{av}(i, j)\}$ becomes (38).

vii) Repeat Steps iii) to vi) until the maximum number of iterations is reached; or when $I_{app}(j) = 1$ for all $j = 0, 1, \ldots, n-1$ where $I_{app}(j) = J\left(\sqrt{\sum_{i=0}^{m-1} b_{i, j}} J^{-1}(I_{av}(i, j))^2 + \sigma_{L_{ch}}^2\right)$.

Note that our PEXIT algorithm can be used to analyze PLDPC-Hadamard designs with degree-1 and/or punctured VNs. In case of puncturing, the corresponding channel LLR values in the analysis will be set to zero.

2) Optimization Criterion: For a given code rate, our objective is to find a protograph of the PLDPC-Hadamard code such that it achieves $I_{app}(j) = 1$ $\forall j$ within a fixed number of iterations and with the lowest threshold $E_b/N_0$. To reduce the search space, we impose the following constraints. First, the weights of all rows in the protomatrix are fixed at $d$. Second, the maximum column weight, the minimum column weight, and the maximum value of each entry in protomatrix are preset according to the code rate and order of the Hadamard code. Third, the maximum number of iterations used in the PEXIT algorithm is set to 300. Fourth, we set a target threshold below $-1.40$ dB. Thus, we start our analysis with an $E_b/N_0$ requirement of $-1.40$ dB.

Algorithm 1 shows the steps to find a protomatrix with a low threshold. A protomatrix is first randomly generated according to the constraints above. Then it is iteratively analyzed by the PEXIT algorithm to see if the corresponding PEXIT curves converge under the current $E_b/N_0$ (dB). If the protomatrix is found satisfying $I_{app}(j) = 1$ for all $j$, $E_b/N_0$ (dB) is reduced by 0.01 dB and the protomatrix is analyzed again. If the number of iterations reaches 300 and the condition $I_{app}(j) = 1$ for all $j$ is not satisfied, the analysis is terminated and the $E_b/N_0$ threshold is determined. The process is repeated until a protomatrix with a satisfactory $E_b/N_0$ threshold is found.

We only consider low-rate codes with the corresponding Shannon limits below $-1.40$ dB.
IV. SIMULATION RESULTS

In this section, we report our simulation results. Once a protomatrix with low threshold is found, we use a two-step lifting mechanism together with the progressive edge-growth (PEG) \cite{15} method to construct an LDPC code. Subsequently, each CN will be replaced by a Hadamard CN connected to an appropriate number of D1H-VNs. Without loss of generality, we transmit all-zero codewords. Moreover, the code bits are modulated using binary phase shift keying and sent through an AWGN channel. The maximum number of iterations performed by the decoder is 300.

At a particular $E_b/N_0$, we run the simulation until 100 frame errors are collected. Then we record the corresponding bit error rate (BER), frame error rate (FER) and average number of iterations per decoded frame.

A. PLDPC-Hadamard Codes

1) $r = 4$ and $d = r + 2 = 6$: We attempt to find a PLDPC-Hadamard code with a target code rate of approximately 0.05. We substitute $R \approx 0.05$ and $d = 6$ into (21), and obtain $\frac{m}{n} \approx 0.63$. We therefore select a protomatrix $B_{7 \times 11}$ of size $7 \times 11$, i.e., $m = 7$ and $n = 11$, and hence the code rate equals $R = 0.0494$. Moreover, we set the minimum column weight to 1, maximum column weight to 9, and maximum entry value to 3. The overall constraints of the protomatrix are listed as follows:

- size equals $7 \times 11$,
- row weight equals $\sum_{j=0}^{10} b_{i,j} = d = 6$,
- minimum column weight equals $\sum_{i=0}^{6} b_{i,j} = 1$,
- maximum column weight equals $\sum_{i=0}^{6} b_{i,j} = 9$, and
- maximum entry value in $B_{7 \times 11}$ equals 3.

Using the proposed analytical method under the constraints above, we find the following protomatrix which has a theoretical threshold of $-1.42$ dB.

$$B_{7 \times 11} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 3 & 0 & 1 \\
0 & 1 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 1 \\
2 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 3 & 0 & 0 & 0 & 0 & 0 & 2 & 0 \\
2 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 3 & 0 \\
3 & 0 & 0 & 2 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 2 & 0
\end{bmatrix} \quad (39)$$

Fig. 10 plots the PEXIT curves of the repeat decoder and the symbol-MAP Hadamard decoder under $E_b/N_0 = -1.42$ dB. It can be observed that the two curves are matched. By lifting the protomatrix with factors of $z_1 = 32$ and $z_2 = 512$, we obtain a PLDPC-Hadamard code with information length $k = z_1 z_2 (n - m) = 65,536$ and code length $N_{total} = z_1 z_2 [m(2d - 2 - d) + n] = 1,327,104$.

The BER and FER results of the PLDPC-Hadamard code found are plotted in Fig. 11. Our code achieves a BER of $10^{-5}$ at $E_b/N_0 = -1.19$ dB, which is 0.23 dB from the threshold. Table II lists the detailed results at $-1.19$ dB. A total of 832,056 frames need to be sent before 100 frame errors are collected. Hence a FER of $1.2 \times 10^{-4}$ is achieved. Fig. 12 plots the average
Fig. 10. The PEXIT chart of the PLDPC-Hadamard code given in (39) with $R = 0.0494$ and $r = 4$.

Fig. 11. BER (red curve) and FER (pink curve) performance of the proposed PLDPC-Hadamard code compared with the BER of the LDPC-Hadamard code (blue curve) in [28]. $r = 4$ and $k = 65,536$. 
Table I

| $E_b/N_0$  | $-1.19$ dB |
|------------|------------|
| No. of frame sent | 832,056 |
| FER        | $1.2 \times 10^{-4}$ |
| BER        | $9.1 \times 10^{-6}$ |
| Av. no. of iterations | 127 |

Table I: Detail results achieving a BER of $10^{-5}$ for $r = 4$ PLDPC-Hadamard code with rate-0.494 until 100 frame errors are reached.

Number of iterations versus $E_b/N_0$. Our code requires an average of 127 iterations for decoding at $E_b/N_0 = -1.19$ dB, which exhibits a faster convergence rate than the 217 iterations required for the rate-0.05 LDPC-Hadamard code at $E_b/N_0 = -1.18$ dB in [28]. At a BER of $10^{-5}$, the gaps of our rate-0.0494 PLDPC-Hadamard code to the Shannon capacity for $R = 0.05$ and to the ultimate Shannon limit are 0.25 dB and 0.40 dB, respectively. The comparison of gaps is also listed in Table II.

Compared with the LDPC-Hadamard code in [28] which uses $R = 0.05$ and $r = 4$, our proposed PLDPC-Hadamard code has a slight performance improvement. The relatively advantage of our proposed PLDPC-Hadamard code over the LDPC-Hadamard code is probably due to degree-1 VNs in the protograph. Such degree-1 VNs are regarded as a kind of precoding structure which can increase the linear minimum distance [9], [39].

2) $r = 5$ and $d = 7$: We attempt to search a PLDPC-Hadamard code with a target code rate of approximately $R \approx 0.02$. Using [24], we obtain $m = 6$ and $n = 10$ and $\frac{m}{n} \approx 0.61$. Hence the actual code rate is $R = 0.021$. The constraints of the protomatrix are as follows:

- size equals $6 \times 10$,
- row weight equals $\sum_{j=0}^{9} b_{i,j} = d = 7$,
TABLE II
GAPS TO THEORETICAL THRESHOLD, RATE-0.05 SHANNON LIMIT AND ULTIMATE SHANNON LIMIT FOR r = 4 LDPC-HADAMARD AND PLDPC-HADAMARD CODES AT A BER OF 10^{-5}.

| Type of Code | Rate-0.05 LDPCH code | Rate-0.0494 PLDPCH code |
|--------------|----------------------|-------------------------|
| Theoretical threshold | -1.35 dB by EXIT chart | -1.42 dB by PEXIT chart |
| $E_b/N_0$ at a BER of 10^{-5} | -1.18 dB | -1.19 dB |
| Gap to theoretical threshold | 0.17 dB | 0.23 dB |
| Gap to rate-0.05 Shannon limit ($-1.44$ dB) | 0.26 dB | 0.25 dB |
| Gap to ultimate Shannon limit ($-1.59$ dB) | 0.41 dB | 0.40 dB |

- minimum column weight equals $\sum_{i=0}^{5} b_{i,j} = 1$,
- maximum column weight equals $\sum_{i=0}^{5} b_{i,j} = 9$,
- maximum entry value in $B_{6\times10}$ equals 3.

The following protomatrix with a threshold of $-1.51$ dB is found:

$$
B_{6\times10} = \begin{bmatrix}
3 & 2 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 2 & 0 & 0 & 2 & 1 & 2 & 0 & 0 \\
0 & 0 & 0 & 3 & 1 & 0 & 0 & 1 & 0 & 2 \\
0 & 1 & 0 & 1 & 0 & 0 & 2 & 0 & 3 \\
0 & 0 & 0 & 2 & 0 & 0 & 1 & 2 & 0 & 2 \\
2 & 0 & 1 & 1 & 0 & 0 & 0 & 2 & 0 & 1 \\
\end{bmatrix}
$$

The same lifting factors $z_1 = 32$ and $z_2 = 512$ are used to expand $B_{6\times10}$. The rate-0.021 PLDPC-Hadamard code has an information length of $k = z_1 z_2 (n - m) = 65,536$ and a code length of $N_{total} = z_1 z_2 [m (2^d - 2) + n] = 3,112,960$. Fig. 13 shows the PEXIT chart of the code at $E_b/N_0 = -1.51$ dB. We can observe that the two curves do not crossed and are matched.

Fig. 14 plots the BER and FER performance of the PLDPC-Hadamard code. The code achieves a BER of $1.4 \times 10^{-5}$ and a FER of $1.3 \times 10^{-4}$ at $E_b/N_0 = -1.24$ dB (red curve), which is 0.27 dB away from the designed threshold. Compared with the BER curve (blue curve) of the rate-0.022 LDPC-Hadamard code in [28], our PLDPC-Hadamard code can achieve comparable results. Table III shows that at $E_b/N_0 = -1.24$ dB, 780,660 frames have been decoded with an average of 119 decoding iterations per frame. Fig. 15 can obtain other average number of iterations for the code. At a BER of $10^{-5}$, the gaps to the Shannon capacity of $R = 0.020$ and to the ultimate Shannon limit are $0.29$ dB and $0.35$ dB, respectively, which are listed in Table IV.

3) $r = 8$ and $d = 10$: A rate-0.008 PLDPC-Hadamard code is constructed using $m = 5$ and $n = 15$. The constraints of the protomatrix are as follows:
Fig. 13. The PEXIT chart of the PLDPC-Hadamard code given in (40) with $R = 0.021$ and $r = 5$.

### TABLE III

| $E_b/N_0$ | -1.24 dB |
|-----------|-----------|
| No. of frame sent | 780, 660 |
| FER | $1.3 \times 10^{-4}$ |
| BER | $1.4 \times 10^{-5}$ |
| Av. no. of iterations | 119 |

- size equals $5 \times 15$,
- row weight equals $\sum_{j=0}^{14} b_{i,j} = d = 10$,
- minimum column weight equals $\sum_{i=0}^{4} b_{i,j} = 2$,
- maximum column weight equals $\sum_{i=0}^{4} b_{i,j} = 11$,
- maximum entry value in $B_{5\times15}$ equals 3.

Compared with the constraints for low-order ($r = 4$ or 5) PLDPC-Hadamard protomatrices, the maximum column weight is increased to 11 and the minimum column weight is increased to 2. Based on these constraints and using our proposed analytical
Fig. 14. BER (red curve) and FER (pink curve) performance of the proposed PLDPC-Hadamard code compared with the BER of the LDPC-Hadamard code (blue curve) in [28]. $r = 5$ and $k = 65,536$.

Fig. 15. Average number of iterations required to decode the PLDPC-Hadamard code with $r = 5$ and $k = 65,536$. 
TABLE IV
GAPS TO THEORETICAL THRESHOLD, RATE-0.02 SHANNON LIMIT AND ULTIMATE SHANNON LIMIT FOR $r = 5$ LDPC-HADAMARD AND PLDPC-HADAMARD CODES AT A BER OF $10^{-5}$.

| Type of Code                          | Rate-0.022 LDPCH code | Rate-0.021 PLDPC-H Hadamard code |
|--------------------------------------|-----------------------|----------------------------------|
| Theoretical Threshold                | $-1.50$ dB by EXIT chart | $-1.51$ dB by EXIT chart         |
| $E_b/N_0$ at a BER of $10^{-5}$      | $-1.26$ dB            | $-1.24$ dB                       |
| Gap to theoretical Threshold        | $0.24$ dB             | $0.27$ dB                        |
| Gap to rate-0.020 Shannon limit     | $-1.53$ dB            |                                  |
| $(-1.59$ dB)                        | $0.27$ dB             | $0.29$ dB                        |
| Gap to ultimate Shannon limit       | $-1.59$ dB            |                                  |
| $(-1.55$ dB)                        | $0.33$ dB             | $0.35$ dB                        |

method, the following protomatrix is found with a threshold of $-1.53$ dB.

$$B_{5 \times 15} = 
\begin{bmatrix}
2 & 0 & 1 & 0 & 0 & 0 & 0 & 3 & 2 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 2 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 3 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 2 & 2 & 0 & 0 & 1 & 1 & 2 & 1 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 & 2 & 0 & 0 & 0 & 0 & 1 & 0 & 3 & 0 & 0 & 2 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 2 & 3 & 0 & 0 
\end{bmatrix}$$

(41)

We use lifting factors of $z_1 = 16$ and $z_2 = 1280$. The rate-0.008 PLDPC-Hadamard code thus has an information length of $k = 204,800$ and a code length of $N_{\text{total}} = 25,497,600$. This code has the same theoretical threshold as the rate-0.008 LDPC-Hadamard code in [28]. The FER and BER curves of our code and the BER of the code in [28] are plotted in Fig. 16. At $E_b/N_0 = -1.35$ dB, the PLDPC-Hadamard code achieves a FER of $2.1 \times 10^{-4}$, and a BER of $3.8 \times 10^{-6}$ which is 0.18 dB away from the designed threshold. Compared with the BER curve of [28], there is a performance gap of about 0.03 dB at a BER of $10^{-5}$. At the same BER, the gaps of our code to the rate-0.008 Shannon limit and to the ultimate Shannon limit are 0.22 dB and 0.24 dB, respectively, as shown in Table V. The convergence rate of the code can be found in Fig. 17 and the average number of iterations is 139 at $E_b/N_0 = -1.35$ dB.

4) $r = 10$ and $d = 12$: A rate-0.00295 PLDPC-Hadamard code is constructed using $m = 6$ and $n = 24$. (The target rate is approximately 0.003.) The constraints of the protomatrix are as follows:

- size equals $6 \times 24$,
- row weight equals $\sum_{j=0}^{23} b_{i,j} = d = 12$,
- minimum column weight equals $\sum_{i=0}^{5} b_{i,j} = 2$,
- maximum column weight equals $\sum_{i=0}^{5} b_{i,j} = 11$,
- maximum entry value in $B_{6 \times 24}$ equals 4.

Note that the maximum value of the entries in $B_{6 \times 24}$ is increased to 4. For the rate-0.00295 PLDPC-Hadamard code, the
protomatrix in [42] with a theoretical threshold of $-1.53$ dB is found by the proposed analytical method. The threshold is slightly higher (0.02 dB) than that of the LDPC-Hadamard code in [28]. We use lifting factors of $z_1 = 20$ and $z_2 = 1280$. The information length equals $k = 460,800$ and the code length equals $N_{total} = 156,057,600$.

Fig. 18 plots the error performance of our constructed code and that in [28]. Our PLDPC-Hadamard code achieves a BER of $2.8 \times 10^{-6}$ at $E_b/N_0 = -1.43$ dB, which is 0.01 dB higher compared with the LDPC-Hadamard code in [28]. However, our code is 29.11% shorter compared with the code in [28]. This performance has 0.10 dB gap from the designed threshold. The gaps of our code to the rate-0.003 Shannon limit and to the ultimate Shannon limit are 0.15 dB and 0.16 dB, respectively.
Fig. 17. Average number of iterations required to decode the PLDPC-Hadamard code with $r = 8$ and $k = 204,800$.

Table VI lists the detailed comparison. The convergence rate of the code can be found in Fig. 19 and the average number of iterations is 202 at $E_b/N_0 = -1.43$ dB.

B. Punctured PLDPC-Hadamard Codes

When a code is punctured, the code rate increases. The signals corresponding to the punctured variable nodes are not sent to the receiver and hence their channel LLR values are initialized to zero. In this section, we evaluate the performance of the PLDPC-Hadamard codes designed in the previous section when the codes are punctured. (Note that our proposed PEXIT chart method can be used to design good punctured PLDPC-Hadamard codes.)

We use $\alpha$ to denote a column number in a protomatrix and $\beta$ to denote the weight of a column. For example in the protomatrix shown in (39), $[4, 6]$ refers to the 4-th column $[0 \ 0 \ 0 \ 3 \ 0 \ 2 \ 1]^T$ which has a column weight of 6. Thus we use “punctured $[\alpha, \beta]$” to denote a PLDPC-Hadamard code in which the P-VN corresponding to the $\alpha$-th column in the protomatrix is punctured. Moreover, the punctured P-VN has a degree of $\beta$.

1) $r = 4$: We first consider the rate-0.0494 PLDPC-Hadamard code shown in (39) and puncture one P-VN with the largest degree (i.e., 9) or lowest degree (i.e., 1). Four cases are therefore considered, i.e., $[1, 9]$, $[10, 9]$, $[6, 1]$ and $[8, 1]$. After puncturing,
Fig. 18. BER (red curve) and FER (pink curve) performance of the proposed PLDPC-Hadamard code compared with the BER of the LDPC-Hadamard code (blue curve) in [28], $r = 10$.

Fig. 19. Average number of iterations required to decode the PLDPC-Hadamard code with $r = 10$ and $k = 460,800$. 

$E_b/N_0$ (dB)
TABLE VI
Gaps to theoretical threshold, rate-0.003 Shannon limit and ultimate Shannon limit for \( r = 10 \) LDPC-Hadamard and PLDPC-Hadamard codes at a BER of \( 10^{-5} \).

| Type of Code | Rate-0.003 LDPC code | Rate-0.0029/5 PLDPC code |
|--------------|----------------------|--------------------------|
| \( E_b/N_0 \) at a BER of \( 10^{-5} \) | \(-1.55 \) dB by EXIT chart | \(-1.53 \) dB by EXIT chart |
| Gap to theoretical Threshold | 0.11 dB | 0.10 dB |
| Gap to rate-0.003 Shannon limit (\(-1.58 \) dB) | 0.14 dB | 0.15 dB |
| Gap to ultimate Shannon limit (\(-1.59 \) dB) | 0.15 dB | 0.16 dB |

TABLE VII
Performance of unpunctured/punctured PLDPC-Hadamard codes with \( r = 4 \) at \( E_b/N_0 = -1.19 \) dB.

| Punctured P-VN(s) | Unpunctured | [1, 9] | [10, 9] | [6, 1] | [8, 1] | [6, 1] & [8, 1] |
|-------------------|-------------|-------|--------|-------|-------|---------------|
| Code rate         | 0.0494      | 0.0500| 0.0500 | 0.0500| 0.0500| 0.0506        |
| FER               | \( 1.2 \times 10^{-3} \) | \( 1.1 \times 10^{-2} \) | \( 1.4 \times 10^{-2} \) | \( 1.7 \times 10^{-3} \) | \( 1.4 \times 10^{-3} \) | \( 8.0 \times 10^{-4} \) |
| BER               | \( 9.1 \times 10^{-3} \) | \( 2.8 \times 10^{-3} \) | \( 3.9 \times 10^{-3} \) | \( 4.1 \times 10^{-3} \) | \( 1.2 \times 10^{-3} \) | \( 1.7 \times 10^{-4} \) |
| No. of frames sent | 832,056    | 9,314 | 6,962  | 59,564| 727,997| 124,672       |
| Av. no. of iterations | 127       | 135   | 137    | 138   | 127   | 135          |

all codes have a rate of 0.0500 (by applying (22)). Fig. 20 shows that at a BER of \( 10^{-4} \), punctured [10, 9], [1, 9], [6, 1] and [8, 1] have performance losses of about 0.075 dB, 0.065 dB, 0.012 dB and 0.004 dB, respectively, compared with the unpunctured code. Fig. 21 plots the FER of the unpunctured/punctured codes and it shows a similar relative error performance. We also simulate the code when both [6, 1] and [8, 1] P-VNs are punctured. The code rate is further increased to 0.0506. The error performance of the code, as shown in Figs. 20 and Fig. 21 is found to be between punctured [6, 1] and [8, 1].

Fig. 22 plots the average number of iterations required to decode a codeword at different \( E_b/N_0 \). Punctured [8, 1] has the fastest convergence speed compared with other punctured codes and has almost the convergence speed as the unpunctured code.

Table VII lists (i) the number of frame sent, (ii) BER, (iii) FER and (iv) average number of iterations until 100 frame errors are reached, at \( E_b/N_0 = -1.19 \) dB for the unpunctured/punctured PLDPC-Hadamard codes with \( r = 4 \). The aforementioned results conclude that punctured [8, 1] outperforms other punctured codes being considered and has a very similar performance as the unpunctured code.

2) \( r = 5 \): We consider the rate-0.021 PLDPC-Hadamard code shown in (40); and puncture [8, 9] (largest degree) and [9, 1] (lowest degree), respectively. After puncturing, both codes have a rate of 0.02116 (by applying (25)). Fig. 23 shows that punctured [9, 1] achieves the lowest BER while punctured [8, 9] achieves the lowest FER. Fig. 24 plots the average number of decoding iterations. The results indicate that punctured [8, 9] converges faster than the unpunctured code, which in turn converges faster than punctured [9, 1].

We further consider puncturing D1H-VNs corresponding to code bits \( c_{2^k-1}^H \) \( (k = 1, 2, \ldots, r) \) for every H-CN. The rate of such punctured codes is computed using (26). We use \( [c_1^H c_2^H \cdots c_{2^k-1}^H] \) \( (1 \leq k \leq r) \) to denote the set of bits being
Fig. 20. BER performance of unpunctured/punctured PLDPC-Hadamard codes. One or two P-VNs is/are punctured. $r = 4$ and $k = 65, 536$.

Fig. 21. FER performance of unpunctured/punctured PLDPC-Hadamard codes. One or two P-VNs is/are punctured. $r = 4$ and $k = 65, 536$. 
punctured. Three sets of punctured bits are being considered. They are \([c_8^H c_{16}^H], [c_2^H c_4^H c_8^H c_{16}^H]\) and \([c_1^H c_2^H c_4^H c_8^H c_{16}^H]\), and their corresponding rates are 0.022, 0.024 and 0.025, respectively. Fig. 25 shows that in terms of BER and FER, all the punctured codes are degraded compared with the unpunctured rate-0.022 PLDPC Hadamard code. Particularly compared with the unpunctured code, punctured \([c_8^H c_{16}^H]\) has a 0.02 dB performance loss at a BER of \(3.6 \times 10^{-5}\); punctured \([c_2^H c_4^H c_8^H c_{16}^H]\) has a 0.03 dB performance loss at a BER of \(4.7 \times 10^{-5}\); and punctured \([c_1^H c_2^H c_4^H c_8^H c_{16}^H]\) has a 0.04 dB performance loss at a BER of \(1.4 \times 10^{-5}\). The BER/FER results indicate that the channel observations corresponding to these D1H-VNs provide very useful information for the decoder to decode successfully. Fig. 26 plots the average number of decoding iterations. It shows that the unpunctured code requires the lowest number of decoding iterations.

3) \(r = 8\): We consider the rate-0.008 PLDPC-Hadamard code shown in (41); and puncture \([12, 11]\) (largest degree) and \([2, 2]\) (lowest degree), respectively. The code rate is increased slightly from 0.008032 to 0.008038. Figs. 27 and 28 show that compared with the unpunctured code, the punctured ones are degraded only very slightly in terms of BER/FER and have almost the same convergence rates.

4) \(r = 10\): We consider the rate-0.002950 PLDPC-Hadamard code shown in (42); and puncture \([21, 11]\) (largest degree) and \([3, 2]\) (lowest degree), respectively. The code rate is increased slightly from 0.002950 to 0.002953. Figs. 29 and 30 show that compared with the unpunctured code, the punctured ones have almost the same performance in terms of BER/FER and
Fig. 23. BER/FER performance of unpunctured/punctured PLDPC-Hadamard codes. One P-VN is punctured. \( r = 5 \) and \( k = 65,536 \).

convergence rate.

V. Conclusion

In this paper, we have proposed an alternate method of designing ultimate-Shannon-limit-approaching LDPC-Hadamard codes --- protograph-based LDPC-Hadamard (PLDPC-Hadamard) codes. By appending degree-1 Hadamard variable nodes (D1H-VNs) to the protograph of LDPC codes, a generalized protograph can be formed to characterize the structure of PLDPC-Hadamard codes. We have also proposed a low-complexity PEXIT algorithm to analyze the threshold of the codes, which is valid for PLDPC-Hadamard protographs with degree-1 variable nodes and/or punctured variable nodes/D1H-VNs. Based on the proposed analysis method, we have found good PLDPC-Hadamard codes with different code rates and have provided the corresponding protomatrices with very low thresholds (<\(-1.40\) dB).

Reliable BER, FER and average number of decoding iterations are derived by running simulations until 100 frame errors are obtained. At a BER of \(10^{-5}\), the gaps of our codes to the ultimate-Shannon-limit range from 0.40 dB (for rate = 0.0494) to 0.16 dB (for rate = 0.003). Moreover, the error performance of our codes is comparable to that of the traditional LDPC-Hadamard codes. We have also investigated punctured PLDPC-Hadamard codes. When the order of the Hadamard code \( r = 4 \), puncturing different variable nodes in the protograph produce quite different BER/FER performance degradation compared with the unpunctured code. When \( r = 5 \), puncturing one VN can actually improve the BER/FER performance slightly. When \( r = 8 \) or 10, puncturing one VN does not seem to have any effect. Moreover, we conclude that when \( r = 5 \), puncturing the extra D1H-VNs provided by the non-systematic Hadamard code degrades the error performance quite significantly.
Fig. 24. Average number of iterations required to decode unpunctured/punctured PLDPC-Hadamard codes. One P-VN is punctured. $r = 5$ and $k = 65, 536$.

Finally, we have made use of our proposed analytical technique to find optimal PLDPC-Hadamard code designs. By puncturing these PLDPC-Hadamard codes, punctured codes are obtained and simulated. However, these punctured codes, strictly speaking, are not optimized. In the future, we plan to apply the proposed analytical technique to find optimal PLDPC-Hadamard codes with punctured VNs and compare their results with those presented in this work.
Fig. 25. BER/FER performance of unpunctured/punctured PLDPC-Hadamard codes. Two, four and five D1H-VNs are punctured. $r = 5$ and $k = 65, 536$.

Fig. 26. Average number of iterations required to decode unpunctured/punctured PLDPC-Hadamard codes. Two, four and five D1H-VNs are punctured. $r = 5$ and $k = 65, 536$. 

Fig. 27. BER/FER performance of unpunctured/punctured PLDPC-Hadamard codes. One P-VN is punctured. $r = 8$ and $k = 204,800$.

Fig. 28. Average number of iterations required to decode unpunctured/punctured PLDPC-Hadamard codes. One P-VN is punctured. $r = 8$ and $k = 204,800$. 
Fig. 29. BER/FER performance of unpunctured/punctured PLDPC-Hadamard codes. One P-VN is punctured. $r = 10$ and $k = 460, 800$.

Fig. 30. Average number of iterations required to decode unpunctured/punctured PLDPC-Hadamard codes. One P-VN is punctured. $r = 10$ and $k = 460, 800$. 
APPENDIX A

COMPUTING THE APP LLRs OF THE INFORMATION BITS IN A NON-SYSTEMIC HADAMARD CODE

We convert the extrinsic LLR values $L_{\text{ex}}^H$ of the SPC code bits $c_{\mu}$ to the a priori LLR values of the information bits $c'_{\mu}$ in $c^H$. In (23), $c_{\mu}^H = c'_{\mu} = c_{\mu_0}$ and $c_{2r-1}^H = c'_{\mu_0 + 1}$. Hence, the a priori information for $c_{\mu_0}^H = c'_{\mu_0}$ and $c_{2r-1}^H = c'_{\mu_0 + 1}$ equals the extrinsic information for $c_{\mu_0}$ and $c_{\mu_0 + 1}$, that is,

$$
\begin{align*}
L_{\text{appr}}^H(0) &= L_{\text{ex}}^R(0); \\
L_{\text{appr}}^H(2^r - 1) &= L_{\text{ex}}^R(r + 1). \\
&\quad \text{(A1)}
\end{align*}
$$

For $k = 1, 2, \ldots, r$, (23) shows that $c_{2k-1}^H = c'_{\mu_k} = c_{\mu_k} \oplus c_{\mu_0}$. $L_{\text{ex}}^R(k)$ is the a priori information for $c_{\mu_k}$, i.e.,

$$
L_{\text{ex}}^R(k) = \ln \frac{\Pr(c_{\mu_k} = \text{“0”})}{\Pr(c_{\mu_k} = \text{“1”})} = \ln \frac{\Pr(c'_{\mu_k} \oplus c_{\mu_0} = \text{“0”})}{\Pr(c'_{\mu_k} \oplus c_{\mu_0} = \text{“1”})}. \\
&\quad \text{(A2)}
$$

Alternatively,

$$
L_{\text{appr}}^H(2^k - 1) = \ln \frac{\Pr(c^H_{2k-1} = \text{“0”})}{\Pr(c^H_{2k-1} = \text{“1”})} = \ln \frac{\Pr(c'_{\mu_k} \oplus c_{\mu_0} = \text{“0”})}{\Pr(c'_{\mu_k} \oplus c_{\mu_0} = \text{“1”})} = \begin{cases} 
L_{\text{ex}}^R(k) & \text{if } c_{\mu_0} = \text{“0”}; \\
-L_{\text{ex}}^R(k) & \text{if } c_{\mu_0} = \text{“1”}. 
\end{cases} \\
&\quad \text{(A3)}
$$

The $2^r - r - 2$ remaining $L_{\text{appr}}^H$ values should be 0. Thus, the assignment of $L_{\text{appr}}^H$ (if $c_{\mu_0} = \text{“0”}$) and $L_{\text{appr}}^H$ (if $c_{\mu_0} = \text{“1”}$) is as follows:

$$
\begin{align*}
L_{\text{appr}}^H(k) &= L_{\text{ex}}^R(0) & \text{for } k = 0; \\
L_{\text{appr}}^H(k) &= L_{\text{ex}}^R(i) & \text{for } k = 1, 2, \ldots, 2^{i-1}, \ldots, 2^{r-1}; \\
L_{\text{appr}}^H(k) &= -L_{\text{ex}}^R(i) & \text{for } k = 2^r - 1; \\
L_{\text{appr}}^H(k) &= 0 & \text{for the } 2^r - r - 2 \text{ remaining } k. \\
&\quad \text{(A4)}
\end{align*}
$$

The $2^r - 2$ channel observations corresponding to the code bits $c_1^H$ to $c_{2^r-2}^H$ are received and the assignment of $L_{ch}^H$ is as follows:

$$
\begin{align*}
L_{ch}^H(k) &= \frac{2y_{ch}^H(k)}{c_{ch}^H} & \text{for } k = 1, 2, \ldots, 2^r - 2; \\
L_{ch}^H(k) &= \frac{2y_{ch}^H(k)}{c_{ch}^H} = 0 & \text{for } k = 0, 2^r - 1. \\
&\quad \text{(A5)}
\end{align*}
$$

$c_{\mu_0}$ and $c_{\mu_0 + 1}$: Since $c_{\mu_0} = c'_{\mu_0} = c_{\mu_0}^H$ and $c_{\mu_0 + 1} = c'_{\mu_0 + 1} = c_{\mu_0 + 1}^H$ in (23), we can apply DFHT directly to (14) to obtain the a posteriori LLR values $L_{\text{appr}}^H(0)$ for $c_{\mu_0}$ and $L_{\text{appr}}^H(2^r - 1)$ for $c_{\mu_0 + 1}$.

c_{\mu_k}$ for $k = 1, 2, \ldots, r$: Based on the relationship between $c_{\mu_k}$ and $c'_{\mu_k}$, we derive (A6) for computing $L_{\text{appr}}^H(2^k - 1)$. Note that
the first element in \( +h_j \) is always +1 (corresponds to bit \( "c_0^H = "0"\)). Thus, the term \( \sum_{+H[2^{k-1}, j]=+1} \Pr(c^H = +h_j | y^H_{ch}) \) can be used to compute \( \Pr(c^H_{2k-1} = "0", c^H_0 = "0" | y^H_{ch}) \) in (A6). Using a similar argument, we arrive at the other three summation terms.

\[
L^H_{app}(2^{k-1}) = \ln \frac{\Pr(c^H_{\mu k} = "0" | y^H_{ch})}{\Pr(c^H_{\mu k} = "1" | y^H_{ch})} = \ln \frac{\Pr(c^H_{\mu k} \oplus c_{\mu 0} = "0" | y^H_{ch})}{\Pr(c^H_{\mu k} \oplus c_{\mu 0} = "1" | y^H_{ch})} \\
= \ln \Pr(c^H_{\mu k} = "0", c_{\mu 0} = "0" | y^H_{ch}) + \Pr(c^H_{\mu k} = "1", c_{\mu 0} = "0" | y^H_{ch}) + \Pr(c^H_{\mu k} = "0", c_{\mu 0} = "1" | y^H_{ch}) + \Pr(c^H_{\mu k} = "1", c_{\mu 0} = "1" | y^H_{ch}) \\
= \ln \Pr(c^H_{2k-1} = "0", c^H_0 = "0" | y^H_{ch}) + \Pr(c^H_{2k-1} = "1", c^H_0 = "0" | y^H_{ch}) + \Pr(c^H_{2k-1} = "0", c^H_0 = "1" | y^H_{ch}) + \Pr(c^H_{2k-1} = "1", c^H_0 = "1" | y^H_{ch}) \\
= \ln \sum_{+H[2^{k-1}, j]=+1} \Pr(c^H = +h_j | y^H_{ch}) + \sum_{-H[2^{k-1}, j]=-1} \Pr(c^H = -h_j | y^H_{ch}) \\
= \ln \sum_{+H[2^{k-1}, j]=+1} \gamma (+h_j) + \sum_{-H[2^{k-1}, j]=-1} \gamma (-h_j). \\
\text{(A6)}
\]

In (A4), the numerator only needs to consider the case \( \pm H[i, j] = +1 \) while the denominator only needs to consider the case \( \pm H[i, j] = -1 \). However, in (A6), both the numerator and denominator need to consider both \( \pm H[i, j] = +1 \) and \( \pm H[i, j] = -1 \); and thus DFHT cannot be used directly to compute \( L^H_{app}(2^{k-1}) \). To apply DFHT, the following simple transformation is required.

Considering the \( 2^{k-1} \)-th row \( (k = 1, 2, \cdots, r) \) of an order-\( r \) Hadamard matrix, there are \( 2^{r-1} \) entries with \( -H[2^{k-1}, j] = +1 \) and \( 2^{r-1} \) entries with \( -H[2^{k-1}, j] = -1 \). (In other words, there are \( 2^{r-1} - h_j \)’s in which the \( 2^{k-1} \)-th entry \( (k = 1, 2, \cdots, r) \) equals +1; and there are \( 2^{r-1} - h_j \)’s in which the \( 2^{k-1} \)-th entry \( (k = 1, 2, \cdots, r) \) equals -1.) We denote

- \( J^k_{+1} \) as the set of column indexes s.t. the element \( -H[2^{k-1}, j] = +1 \)
- \( J^k_{-1} \) as the set of column indexes s.t. the element \( -H[2^{k-1}, j] = -1 \)

It can also be readily proven that if \( -H[2^{k-1}, j] = \pm 1 \) in \( -h_j \) \( (j = 0, 1, \ldots, 2^r - 1) \), then \( -H[2^{k-1}, 2^r - 1 - j] = \mp 1 \) in \( -h_{2^r-1-j} \). Thus we have

\[
J^k_{+1} = \{2^r - 1 - j \mid j \in J^k_{+1} \}
\]
and

\[
J^k_{-1} = \{2^r - 1 - j' \mid j' \in J^k_{+1} \}.
\]

It means that

\[
\sum_{j \in J^k_{+1}} \gamma (-h_j) = \sum_{j' \in J^k_{-1}} \gamma (-h_{2^r-1-j'}) \quad \text{(A7)}
\]
and

\[
\sum_{j \in J^k_{-1}} \gamma (-h_j) = \sum_{j' \in J^k_{+1}} \gamma (-h_{2^r-1-j'}). \quad \text{(A8)}
\]
By using the simple transformation

$$\gamma'(-h) = \gamma(-h_{2^r-1-j}), \quad j = 0, 1, \ldots, 2^r - 1;$$ (A9)

(A6) can be rewritten as

$$\ln \frac{\sum_{H[2^k-1,j]=+1} \gamma(+h) + \sum_{-H[2^k-1,j]=+1} \gamma(-h_{2^r-1-j})}{\sum_{H[2^k-1,j]=-1} \gamma(+h) + \sum_{-H[2^k-1,j]=-1} \gamma(-h_{2^r-1-j})} = \ln \frac{\sum_{H[2^k-1,j]=+1} \gamma(+h) + \sum_{-H[2^k-1,j]=+1} \gamma'(-h)}{\sum_{H[2^k-1,j]=-1} \gamma(+h) + \sum_{-H[2^k-1,j]=-1} \gamma'(-h)}. $$ (A10)

As the numerator only needs to consider the case $\pm H[i,j] = +1$ while the denominator only needs to consider the case $\pm H[i,j] = -1$, DFHT can be readily applied to compute (A10).

**APPENDIX B**

**MONTE CARLO METHOD FOR FORMING THE m × d MI MATRIX \{I_{ch}(i,k)\}**

We define the following symbols:

- $\sigma_\mu = [\sigma_{\mu_0}, \sigma_{\mu_1}, \ldots, \sigma_{\mu_{d-1}}]; d (= r + 2)$ noise standard deviations;
- $c_\mu = [c_{\mu_0}, c_{\mu_1}, \ldots, c_{\mu_{d-1}}];$ a length-$d$ SPC codeword;
- $c_p = [c_{p_0}, c_{p_1}, \ldots, c_{p_{d-1}}]; g$ Hadamard parity bits generated based on the SPC $c_\mu; g = 2^r - d$ and $g = 2^r - 2$, respectively, for systematic ($r$ is even) and non-systematic coding ($r$ is odd);
- $n_\mu = [n_{\mu_0}, n_{\mu_1}, \ldots, n_{\mu_{d-1}}]; d$ AWGN samples;
- $n_p = [n_{p_0}, n_{p_1}, \ldots, n_{p_{d-1}}]; g$ AWGN samples;
- $L_\mu = [L_{\mu_0}, L_{\mu_1}, \ldots, L_{\mu_{d-1}}]; d$ LLR values corresponding to the SPC codeword $c_\mu$;
- $L_p = [L_{p_0}, L_{p_1}, \ldots, L_{p_{d-1}}]; g$ channel LLR values corresponding to the Hadamard parity bits $c_p$;
- $L_e = [L_{e_0}, L_{e_1}, \ldots, L_{e_{d-1}}]; d$ extrinsic LLR values generated by the Hadamard decoder;
- $U$: a $w \times d$ matrix in which each row represents a length-$d$ SPC codeword; and the $k$-th column ($k = 0, 1, \ldots, d - 1$) corresponds to the $k$-th bit ($c_{\mu_k}$) of the SPC codeword;
- $V$: a $w \times d$ matrix in which each row represents a set of ($d$) extrinsic LLR values generated by the Hadamard decoder; and the $k$-th column ($k = 0, 1, \ldots, d - 1$) corresponds to the extrinsic LLR value for the $k$-th bit ($c_{\mu_k}$) of the SPC codeword;
- $p_{c_0} = [p_{c_0}(\xi|c_{\mu_0} = "0") \ldots p_{c_0}(\xi|c_{\mu_{d-1}} = "0")]$: PDFs for $c_{\mu_k} = "0"$ ($k = 0, 1, \ldots, d - 1$);
- $p_{c_1} = [p_{c_1}(\xi|c_{\mu_0} = "1") \ldots p_{c_1}(\xi|c_{\mu_{d-1}} = "1")]$: PDFs for $c_{\mu_k} = "1"$ ($k = 0, 1, \ldots, d - 1$).

The $m \times d$ MI matrix \{I_{ch}(i,k)\} is then updated with following steps.

i) Fix the standard deviation of channel noise as $\sigma_{ch}$.

ii) Set $i = 0$. 
iii) For the $i$-th row in the MI matrix $\{I_{ab}(i, k)\}$, use (31) to compute the standard deviation $\sigma_{\mu_k} = J^{-1}(I_{ab}(i, k))$ for $k = 0, 1, \ldots, d - 1$.

iv) Set $j = 0$.

v) Randomly generate a length-$d$ SPC codeword $c_\mu$; further encode $c_\mu$ into a Hadamard codeword using systematic (when $r = d - 2$ is even) or non-systematic (when $r$ is odd) coding and generate the $g$ Hadamard parity bits $c_p$.

vi) Randomly generate an AWGN sample vector $n_{\mu}$ where each $n_{\mu_k}$ ($k = 0, 1, \ldots, d - 1$) follows a different Gaussian distribution $N(\sigma_{\mu_k}^2/2, \sigma_{\mu_k}^2)$.

vii) Randomly generate an AWGN sample vector $n_p$ where all $n_{p_{k'}}$'s ($k' = 0, 1, \ldots, g - 1$) follow the same Gaussian distribution $N(\sigma_{ch}^2/2, \sigma_{ch}^2)$.

viii) For $k = 0, 1, \ldots, d - 1$, set $L_{\mu_k} = n_{\mu_k}$ if $c_{\mu_k} = \text{"0"}$; otherwise set $L_{\mu_k} = -n_{\mu_k}$ if $c_{\mu_k} = \text{"1"}$.

ix) For $k' = 0, 1, \ldots, g - 1$, set $L_{p_{k'}} = n_{p_{k'}}$ if $c_{p_{k'}} = \text{"0"}$; otherwise set $L_{p_{k'}} = -n_{p_{k'}}$ if $c_{p_{k'}} = \text{"1"}$.

x) Input $L_{\mu}$ and $L_p$, respectively, as the a priori and channel LLRs to the Hadamard decoder. Use the decoding algorithm described in Sect. III-B to compute the $d$ output extrinsic LLR values $L_e$.

xi) Assign $c_\mu$ to the $j$-th row of $U$ and assign $L_e$ to the $j$-th row of $V$.

xii) Set $j = j + 1$. If $j < w$, go to Step v. (We set $w = 10,000$.)

xiii) The $k$-th column ($k = 0, 1, \ldots, d - 1$) of both $U$ and $V$ correspond to bit $c_{\mu_k}$. Obtain the PDFs $p_e(\xi|c_{\mu_k} = \text{"0"})$ and $p_e(\xi|c_{\mu_k} = \text{"1"})$ ($k = 0, 1, \ldots, d - 1$) based on $U$ and $V$.

xiv) Use $p_e(\xi|c_{\mu_k} = \text{"0"})$ and $p_e(\xi|c_{\mu_k} = \text{"1"})$ to compute (36) and hence $I_{ch}(i, k)$ ($k = 0, 1, \ldots, d - 1$).

xv) Set $i = i + 1$. If $i < m$, go to step iii).
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