A novel Jacobi operational matrix for numerical solution of multi-term variable-order fractional differential equations
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**ABSTRACT**

In this article, we introduce a numerical technique for solving a class of multi-term variable-order fractional differential equation. The method depends on establishing a shifted Jacobi operational matrix (SJOM) of fractional variable-order derivatives. By using the constructed (SJOM) in combination with the collocation technique, the main problem is reduced to an algebraic system of equations that can be solved numerically. The bound of the error estimate for the suggested method is investigated. Numerical examples are introduced to illustrate the applicability, generality, and accuracy of the proposed technique. Moreover, many physical applications problems that have the multi-term variable-order fractional differential equation formulae such as the damped mechanical oscillator problem and Bagley-Torvik equation can be solved via the presented method. Furthermore, the proposed method will be considered as a generalization of many numerical techniques.

**1. Introduction**

In the past few decades, the fractional calculus has massive contributions in scientific fields [1–3]. Therefore, it plays the main role for modelling many problems via in studying the fractional-order differential equations and its applications in different areas [4–7]. These applications are used in several fields of engineering and science such as biology [8], dynamics [9], physics [10,11], medicine [12], fluid [13] and others [14–16]. For these reasons, there have been a great number of essential works for studying the fractional-order differential equations, see [17–27]. Moreover, the fractional variable-order calculus is considered as a regular filter to supply an influential mathematical building for the description of the dynamical problems in the complex form [28,29]. In addition to this essential introduction of fractional applications, no one can deny the scientific research revolution for many physical and mathematical problems that described through nonlinear models (see for instance [30–39]).

In all modelled problems via the fractional differential equations (FDEs), the main concern of the mathematician researchers is to obtain the analytical or the numerical solutions for these equations. But, in many problems, obtaining the exact solution is more complicated. Consequently, there are great efforts of researchers to acquire accurate techniques for gaining a numerical solution for FDEs. Various techniques have been dragged special interest, such as in [40–42]. Also, one of the most familiar methods that is used is the spectral methods which lead to accurate approximate solutions because their basis is considered as a linear combination of the orthogonal polynomials (see, [43–45]).

Moreover, the spectral methods for solving the fractional-order differential equations basically depends on a set of orthogonal polynomials. One of these polynomials is the classical Jacobi polynomials that indicated by \(P_n^{(\alpha,\beta)}(x)\) \((n \geq 0, \ \alpha > -1 \& \beta > -1)\), [46]. Jacobi polynomials have been used extensively in practical applications and mathematical analysis because it has the advantages of gaining the numerical solutions in \(\alpha\) and \(\beta\) parameters. Thus, it would be beneficial to carry out a systematic study via Jacobi polynomials with general indexes \(\alpha\) and \(\beta\) and this clearly considered one of the aims and the novelty of this manuscript in addition to the extension of the time interval \(t \in [0,l]\). Furthermore, in recent decades, numerical study for VFDEs is widely used [47,48]. Therefore, it appeared a
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large number of techniques for obtaining the numerical solution of these equations (see for instance [49–51]).

Here, the basic idea of this article generalization of the orthogonal polynomials in the base of solution by introducing a new shifted Jacobi operational matrix of the fractional derivative for solving numerically the multi-term variable-order FDEs in the following form:

\[
D^\mu u(t) = F \left(t, u(t), D^\gamma_1 u(t), D^\gamma_2 u(t), \ldots \right), \quad 0 < t \leq l. \tag{1}
\]

where \(D^\mu u(t)\) and \(D^\gamma_i u(t)\) are the variable-order fractional derivatives defined in the Caputo sense.

Also note that: our new suggestion method considered as a generalization for every numerical solution of the multi-term fractional-order problem that can be solved by many polynomials such as all Chebyshev polynomials, Legendre polynomials, Gegenbauer polynomials, Lucas polynomials, Vieta- Lucas polynomials, and Fibonacci polynomials.

In what follows: begin by reviewing certain definitions and properties of the variable-order fractional derivatives in Section 2. In Section 3, the Jacobi polynomials and their shifted ones are introduced in addition to deriving some important tools that help us in what follows. In Section 4, the shifted Jacobi operational matrix (SJOP) of the variable-order derivatives is derived. In Section 5, the bound error of the investigated method is obtained. The numerical results of the suggested method are obtained and compared with other methods 6. Conclusions are obvious in the last Section.

2. Preliminaries

In this preparative section, we introduce briefly main required definitions of the Capout’s fractional derivative in variable-order functions which help us in what follows.

Definition 2.1 ([19,48]): The Caputo variable-order fractional derivatives definition for the function \(u(t) \in C^n[0, b]\) can be defined as:

\[
D^\mu u(t) = \frac{1}{\Gamma(1 - \mu(t))} \int_0^t \frac{u'(\tau)}{(t - \tau)^\mu(t)} \, d\tau + \frac{u(0^+) - u(0^-)}{\Gamma(1 - \mu(t))} t^{-\mu(t)}. \tag{3}
\]

At the beginning time and \(0 < \mu(t) < 1\), we have:

\[
D^\mu(t) u(t) = \frac{1}{\Gamma(1 - \mu(t))} \int_0^t \frac{u'(\tau)}{(t - \tau)^\mu(t)} \, d\tau. \tag{4}
\]

Also,

\[
D^\mu(t) (a h(t) + b q(t)) = a D^\mu(t) h(t) + b D^\mu(t) q(t). \tag{5}
\]

where \(a\) and \(b\) constant amounts. According to Equation (3), as in [19,48] we have:

\[
D^\mu(t) C = 0, \quad C \text{ is a constant.} \tag{6}
\]

\[
D^\mu(t) t^n = \begin{cases}
0, & \text{for } m = 0,
\frac{\Gamma(m + 1)}{\Gamma(m + 1 - \mu(t))} t^{m - \mu(t)}, & \text{for } m = 1, 2, \ldots.
\end{cases} \tag{7}
\]

3. Jacobi polynomials and their properties

The beginning of this section by introducing essential basic facts of the Jacobi polynomials and their shifted ones, in addition to deriving some important tools that help us for developing the suggested method.

3.1. Jacobi polynomials and their shifted ones

The well-known Jacobi polynomials, \(P_n^{(\alpha,\beta)}(x)\), are orthogonal polynomials of degree \(n\) in \(x\) defined on \([-1, 1]\) as the following analytical form [46]:

\[
P_n^{(\alpha,\beta)}(x) = \sum_{i=0}^{n} \frac{\Gamma(\alpha + n + 1)\Gamma(\alpha + \beta + n + i + 1)}{\Gamma(\alpha + \beta + n + 1)\Gamma(\alpha + i + 1)} \times \left(\frac{x - 1}{2}\right)^i, \tag{8}
\]

these polynomials given in Equation (8) can be generated by:

\[
da_{1,n}^{(\alpha,\beta)} P_n^{(\alpha,\beta)}(x) = da_{2,n}^{(\alpha,\beta)} P_{n-1}^{(\alpha,\beta)}(x) - da_{3,n}^{(\alpha,\beta)} P_{n-2}^{(\alpha,\beta)}(x), \quad n = 2, 3, \ldots. \tag{9}
\]

where

\[
da_{1,n}^{(\alpha,\beta)} = 2n(\alpha + \beta + n)(\alpha + \beta + 2n - 2),
\]

\[
da_{2,n}^{(\alpha,\beta)} = (\alpha + \beta + 2n - 1)
\]

\[
\times (\alpha^2 - \beta^2 + (\alpha + \beta + 2n)(\alpha + \beta + 2n - 2)x),
\]

\[
da_{3,n}^{(\alpha,\beta)} = 2(\alpha + n - 1)(\beta + n - 1)(\alpha + \beta + 2n).
\]

With the starting values

\[
p_0^{(\alpha,\beta)}(x) = 1 \quad \text{and} \quad p_1^{(\alpha,\beta)}(x) = \frac{1}{2} \left[(\alpha + \beta + 2)x + (\alpha - \beta)\right]. \tag{11}
\]

For using the polynomials of Equation (8) on the interval \(t \in [0, l]\), modification of the variable \(x = (2t/l - 1)\) will
be implemented. Hence, we have so-called the shifted Jacobi polynomials $P_n^{(a,b)}(2t/i - 1)$ which indicated by $P_n^{(a,b)}(t)$. Thus, the analytical formula for these polynomials is given by:

$$P_n^{(a,b)}(t) = \sum_{i=0}^{n} (-1)^{n-i} \frac{\Gamma(n + \beta + 1)\Gamma(n + i + \alpha + \beta + 1)}{\Gamma(i + \beta + 1)\Gamma(n + \alpha + \beta + 1)} x^i,$$

where $\Gamma(x)$ is the gamma function.

Moreover, $P_n^{(a,b)}(t)$ can be obtained via the recurrence relation:

$$b_n^{a,b} = b_{n-1}^{a,b} - \frac{n}{\Gamma(n + \alpha + 1)\Gamma(n + \beta + 1)} x,$$

where

$$P_0^{(a,b)}(t) = 1 \quad \text{and} \quad P_1^{(a,b)}(t) = (\alpha + \beta + 2)\frac{t}{\Gamma(1)} - (\beta + 1).$$

Also, $P_n^{(a,b)}(t)$ can be obtained via the recurrence relation:

$$P_n^{(a,b)}(t) = \frac{n}{\Gamma(n + \alpha + 1)\Gamma(n + \beta + 1)} \frac{d^n}{dx^n} \left[ (x^2 - 1) \right]_{x^2 = t}.$$

Finally, $P_n^{(a,b)}(t)$ satisfy the orthogonality relation on $[0,1]$ as:

$$\langle P_n^{(a,b)}(t), P_m^{(a,b)}(t) \rangle = \frac{1}{h_n} \int_0^1 P_n^{(a,b)}(t) P_m^{(a,b)}(t) \omega^{(a,b)}(t) \, dt = \delta_{nm},$$

where $\omega^{(a,b)}(t) = t^{\alpha} (1-t)^{\beta}$ is the weight function of $P_n^{(a,b)}(t)$.

Furthermore, since the shifted Jacobi polynomials that are given in Equation (12) with general indexes ($\alpha > -1$ & $\beta > -1$). Then can claim of these polynomials; the most usually used orthogonal polynomials in numerical methods; the shifted Legendre polynomials $L_n^{(a,b)}(t)$; the shifted Gegenbauer polynomials $G_n^{(a,b)}(t)$. In addition to the shifted Chebyshev polynomials of the first, second, third and fourth kinds which denoted by $T_n^{(a,b)}(t)$, $U_n^{(a,b)}(t)$, $V_n^{(a,b)}(t)$ and $W_n^{(a,b)}(t)$, respectively. All these orthogonal polynomials are contacted with $P_n^{(a,b)}(t)$ through the relations:

$$L_n^{(a,b)}(t) = P_n^{(0,0)}(t),$$

$$G_n^{(a,b)}(t) = \frac{\Gamma(n + \alpha + \frac{\beta}{2})}{\Gamma(n + \alpha + 1)} P_n^{(\alpha - \frac{1}{2}, \beta - \frac{1}{2})}(t),$$

$$T_n^{(a,b)}(t) = \frac{\Gamma(n + 1 + \alpha / 2)}{\Gamma(n + 1 + \beta / 2)} P_n^{(\alpha - 1, \beta - 1)}(t),$$

$$U_n^{(a,b)}(t) = \frac{2^{n+1}\Gamma(n + 1)}{2\Gamma(n + \frac{\beta}{2})} P_n^{(\alpha - \frac{1}{2}, \beta - \frac{1}{2})}(t),$$

$$V_n^{(a,b)}(t) = \frac{2^n\Gamma(n + 1)}{\Gamma(2n + 1)} P_n^{(\alpha - 1, \beta - 1)}(t),$$

$$W_n^{(a,b)}(t) = \frac{2^n\Gamma(n + 1)}{\Gamma(2n + 1)} P_n^{(\alpha - \frac{1}{2}, \beta - \frac{1}{2})}(t).$$

### 3.2. Function approximation via shifted Jacobi polynomials

The function $u(t) \in L^2_{\omega^{(a,b)}}[0,1]$ can be expanded as the following expression: [46]

$$u(t) = \sum_{i=0}^{\infty} c_i P_i^{(a,b)}(t),$$

where $c_i$ are the coefficients of the series. Hence, by taking $n$ terms of the series in Equation (19) we obtain:

$$u_n(t) = \sum_{i=0}^{n} c_i P_i^{(a,b)}(t) = C^T \phi(t).$$

where in Equation (20) $\phi(t) = [P_0^{(a,b)}(t), P_1^{(a,b)}(t), \ldots, P_n^{(a,b)}(t)]^T$ and $C = [c_0, c_1, \ldots, c_n]^T$ is a vector and it’s enters elements have values given by

$$c_i = \frac{1}{h_i} \int_0^1 u(t) P_i^{(a,b)}(t) \omega^{(a,b)}(t) \, dt, \quad i = 0, 1, 2, \ldots, n.$$

Now, if we suppose

$$R(t) = [1, t, t^2, \ldots, t^n]^T.$$

Then, according to Equation (22), the vector $\phi(t)$ can be expressed as:

$$\phi(t) = A_{(a,b)} R(t).$$
where \(A_{(\alpha, \beta)}\) is \((n + 1) \times (n + 1)\) of Equation (23) is a square matrix that specified by:

\[
(a_{ij})_{0 \leq i, j \leq n} = \begin{cases} 
\Gamma(n + \beta + 1) \Gamma(n + i + \alpha + \beta + 1) & \text{for } i \geq j, \\
0 & \text{otherwise}.
\end{cases}
\]

For instance, if \(n = 4, \alpha = \beta = 0\) then \(A\) (matrix of shifted Legendre polynomials) is given by:

\[
A^{(0,0)} = \frac{1}{\beta} \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
-1 & 2 & 0 & 0 & 0 \\
1 & -6 & 6 & 0 & 0 \\
-1 & 12 & -30 & 20 & 0 \\
1 & -20 & 90 & -140 & 70
\end{pmatrix}.
\]

Therefore, using Equation (23), we obtain

\[
R(t) = A^{-1}_{(\alpha, \beta)} \phi(t). \tag{25}
\]

**Remark 3.1:** For obtaining the square matrix \(A\) for all other orthogonal polynomials that related to the shifted Jacobi polynomials such as shifted Legendre polynomials, shifted Gegenbauer polynomials and shifted Chebyshev polynomials of all kinds, the coefficient of these polynomials according to the relation given in Equation (18) must be taken into consideration.

For example, if \(n = 4, \alpha = \beta = \frac{1}{2}, \mu = \frac{1}{2}\) then the square matrix \(A\) that derived in Equation (24) became (matrix of the fourth kind shifted Chebyshev polynomials) as follows:

\[
A^{(\frac{1}{2}, \frac{1}{2})} = \frac{1}{\beta} \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
-1 & 4 & 0 & 0 & 0 \\
1 & -12 & 16 & 0 & 0 \\
-1 & 24 & -80 & 64 & 0 \\
1 & -40 & 240 & -448 & 256
\end{pmatrix}.
\]

4. **Shifted Jacobi polynomials operational matrix (SJOM)**

The shifted Jacobi operational matrix of fractional variable-order for supporting the numerical solution of the main problem will be investigated in this section. Hence, the problem will be transformed into the algebraic system of equations which solved numerically at the collocation points.

Firstly, \(D^{\mu(t)}\phi(t)\) can be deduced as the following:

\[
D^{\mu(t)}\phi(t) = D^{\mu(t)}(A_{(\alpha, \beta)} R(t)) = A_{(\alpha, \beta)} D^{\mu(t)}[1, t, t^2, \ldots, t^n]^T. \tag{27}
\]

Using Equation (7) in Equation (27), we obtain:

\[
\begin{align*}
D^{\mu(t)}\phi(t) &= A_{(\alpha, \beta)} \begin{pmatrix}
0 & \Gamma(2) t^{(1-\mu(t))} \\
0 & \Gamma(3) t^{-\mu(t)} \\
\vdots & \vdots \\
0 & \Gamma(n + 1) t^{(n-\mu(t))}
\end{pmatrix} \\
&= A_{(\alpha, \beta)} G(t) \begin{pmatrix}
1 \\
t \\
t^2 \\
\vdots \\
t^n
\end{pmatrix}.
\end{align*}
\]

Where

\[
G(t) = \begin{pmatrix}
0 & \Gamma(2) t^{(1-\mu(t))} & 0 \\
0 & \Gamma(3) t^{-\mu(t)} & \vdots \\
\vdots & \vdots & \vdots \\
0 & \Gamma(n + 1) t^{(n-\mu(t))}
\end{pmatrix}.
\]

Using Equation (25), we have

\[
D^{\mu(t)}\phi(t) = A_{(\alpha, \beta)} G(t) A^{-1}_{(\alpha, \beta)} \phi(t). \tag{30}
\]

\(A_{(\alpha, \beta)} G(t) A^{-1}_{(\alpha, \beta)}\) is the operational matrix of \(D^{\mu(t)}\phi(t)\).

Now, we can obtain the fractional variable order the approximated function that given in Equation (20) as
the following:

\[ D^{\mu(t)} u(t) \simeq D^{\nu(t)} (C^T \phi(t)) = C^T D^{\nu(t)} \phi(t) \]
\[ = C^T A_{(\alpha, \beta)} G(t) A_{(\alpha, \beta)}^{-1} \phi(t). \]  
(31)

Secondly, \( D^{\nu(t)} \phi(t), \ i = 1, 2, \ldots, k \) can be obtained by follow the same way that proposed for obtaining the (SJOP) of \( D^{\nu(t)} \phi(t) \), as follows:

\[ D^{\nu(t)} \phi(t) = (A_{(\alpha, \beta)} Q(t) A_{(\alpha, \beta)}^{-1}) \phi(t). \]  
(32)

Where

\[
Q(t) = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
\Gamma(2) t^{-\gamma(t)} & 0 & \cdots & 0 \\
\Gamma(2) - \gamma(t) & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Gamma(n + 1) t^{-\gamma(t)} \\
\end{bmatrix}
\]

The square matrix \( A_{(\alpha, \beta)} Q(t) A_{(\alpha, \beta)}^{-1} \) is the operational matrix of \( D^{\nu(t)} \phi(t) \). Therefore,

\[ D^{\nu(t)} u(t) \simeq D^{\nu(t)} (C^T \phi(t)) = C^T D^{\nu(t)} \phi(t) \]
\[ = C^T (A_{(\alpha, \beta)} Q(t) A_{(\alpha, \beta)}^{-1}) \phi(t). \]  
(33)

Via, Equations (31) and (34), then Equation (1) converted to:

\[ C^T A_{(\alpha, \beta)} G(t) A_{(\alpha, \beta)}^{-1} \phi(t) \]
\[ = F[t, C^T \phi(t), C^T A_{(\alpha, \beta)} Q_1(t) A_{(\alpha, \beta)}^{-1} \phi(t), \ldots, C^T A_{(\alpha, \beta)} Q_k(t) A_{(\alpha, \beta)}^{-1} \phi(t)], \ 0 \leq t \leq l. \]  
(35)

Now, using \( t_i = (2i + 1)/(2n + 2), \ i = 0, 1, \ldots, n \). Then Equation (35) can be turned into the following system:

\[ C^T A_{(\alpha, \beta)} G(t_i) A_{(\alpha, \beta)}^{-1} \phi(t_i) \]
\[ = F[t_i, C^T \phi(t_i), C^T A_{(\alpha, \beta)} Q_1(t_i) A_{(\alpha, \beta)}^{-1} \phi(t_i), \ldots, C^T A_{(\alpha, \beta)} Q_k(t_i) A_{(\alpha, \beta)}^{-1} \phi(t_i)]. \]  
(36)

Here, the system in Equation (36) in addition to the initial and boundary conditions can be solved numerically to determine the unknown vector \( C \). Hence, the numerical solution that defined in Equation (20) can be calculated.

5. Error estimate

**Theorem 5.1:** Consider \( u(t) \in [0, l] \) be \( n \)-th times continuously differentiable and \( u_\alpha(t) \) be the best square approaches of \( u(t) \) given in Equation (20) then, we claim

\[ \| u(t) - u_\alpha(t) \| \leq \frac{Mn^{n+1}}{(n+1)!} \sqrt{l}, \]  
(37)

where

\[ M = \max_{t \in [0,l]} u^{(n+1)}(t), \ H = \max \{l - t_0, t_0 \} \]  
and

\[ l = \int_0^l t^d (l - t)^a \ dt. \]  
(38)

**Proof:** Using Taylor expansion for \( u(t) \) as follows:

\[ u(t) = u(t_0) + (t - t_0)u'(t_0) + \cdots + \frac{(t - t_0)^n}{n!} u^{(n)}(t_0) \]
\[ + \frac{(t - t_0)^{n+1}}{(n+1)!} u^{(n+1)}(\xi), \]  
(39)

where \( t_0 \in [0, l] \) and \( \xi \in [t_0, l] \). Assume

\[ \bar{u}_\alpha(t) = u(t_0) + (t - t_0)u'(t_0) + \cdots + \frac{(t - t_0)^n}{n!} u^{(n)}(t_0), \]  
(40)

then

\[ \| u(t) - \bar{u}_\alpha(t) \| = \left| \frac{(t - t_0)^{n+1}}{(n+1)!} u^{(n+1)}(\xi) \right|. \]  
(41)

According to, \( u_\alpha(t) \) that given in Equation (20), we obtain

\[ \| u(t) - u_\alpha(t) \|^2 \]
\[ \leq \| u(t) - \bar{u}_\alpha(t) \|^2 \]
\[ = \int_0^l \omega^{(\alpha, \beta)} [u(t_0) - \bar{u}_\alpha(t_0)]^2 \ dt \]
\[ = \int_0^l \omega^{(\alpha, \beta)} \left[ \frac{(t - t_0)^{n+1}}{(n+1)!} \right]^2 \ dt \]
\[ \leq \frac{M^2 n^2}{(n+1)!^2} \int_0^l \omega^{(\alpha, \beta)} \left[ (t - t_0)^{n+1} \right]^2 \ dt. \]  
(42)

Now, let \( H = \max \{l - t_0, t_0 \} \), thus Equation (42) can rewritten as:

\[ \| u(t) - u_\alpha(t) \|^2 \leq \frac{M^2 (H^{n+1})^2}{(n+1)!^2} \int_0^l \omega^{(\alpha, \beta)} \ dt. \]  
(43)

Since, \( \omega^{(\alpha, \beta)} = t^d (l - t)^a \) then,

\[ \| u(t) - u_\alpha(t) \|^2 \leq \frac{M^2 (H^{n+1})^2}{(n+1)!^2} \int_0^l t^d (l - t)^a \ dt. \]  
(44)

Hence, the proof is completed.

**Corollary 5.1:** Using Equation (37) in case of \( \alpha = \beta = 0 \), then \( l = l \). This implies that we can obtain the error bound in case of using the shifted Legendre polynomials [50].
Corollary 5.2: Via Equation (37) if \( \alpha = \beta = \frac{1}{2} \), then \( l = \sqrt{2} \), which is in complete agreement with the error bound that obtained via the second kind shifted Chebyshev polynomials which introduced by Liu and et al. [48].

Corollary 5.3: Using Equation (37) in case of \( \alpha = \frac{1}{2}, \beta = -\frac{1}{2} \), then \( l = \pi / 2 \) which is in complete agreement with the error bound that obtained via the fourth kind shifted Chebyshev polynomials which investigated by Nagy and et al. [49].

Remark 5.1: The error bound that obtained by all orthogonal related functions with the shifted Jacobi polynomials can be obtained by using the suggested technique.

6. Numerical experiments

To illustrate the accuracy, applicability, and generality of the presented method, several test examples are carried out in this hand section. Also, these examples support our theoretical discussion and give more general results where the indexes of the shifted Jacobi polynomials \( \alpha, \beta \) carried out the results at different values of them. For comparing our computational results, the maximum absolute error \( E_{\text{max}} \) between the analytical and numerical solutions will be used. Where \( E_{\text{max}} \) defined as the following:

\[
E_{\text{max}} = \max_{i=0,1, \ldots, n} |u(t_i) - u_n(t_i)|,
\]

\[
t_i = \frac{i(2i + 1)}{2n + 2}, \quad i = 0, 1, \ldots, n.
\]

Example 6.1 ([48,49]): Consider the multi-term fractional variable-order differential equation

\[
a D^{\mu(t)} u(t) + b(t) D^{\gamma_1(t)} u(t) + c(t) D^{\gamma_2(t)} u(t) + e(t) D^{\gamma_3(t)} u(t) + k(t) u(t) = g(t), \quad u(0) = 2, \]

\[
u'(0) = 0, \quad t \in [0, l].
\]

Where

\[
a = 1, \quad b(t) = t^{\frac{1}{2}}, \quad c(t) = t^{\frac{1}{3}},
\]

\[
e(t) = t^{\frac{1}{5}}, \quad k(t) = t^{\frac{1}{5}},
\]

\[
g(t) = -a \frac{t^{2-\mu(t)}}{\Gamma(3 - \mu(t))} - b(t) \frac{t^{2-\gamma_1(t)}}{\Gamma(3 - \gamma_1(t))} - c(t) \frac{t^{2-\gamma_2(t)}}{\Gamma(3 - \gamma_2(t))} - e(t) \frac{t^{2-\gamma_3(t)}}{\Gamma(3 - \gamma_3(t))} + k(t) (2 - \frac{t^2}{2}).
\]

The analytical solution is \( u(t) = (2 - t^2) / 2 \). This example will be solved in different cases as follows:

Table 1. \( c_0, c_1 \) and \( c_2 \) at distinct values of \( \alpha \) and \( \beta \) for Example 6.1 Case 1.

| \( \alpha \) | \( \beta \) | \( c_0 \) | \( c_1 \) | \( c_2 \) |
|---|---|---|---|---|
| 0 | 0 | 1.83333333333333334 | -0.25 | -0.08333333333333333 |
| 1 | 1 | 1.84375 | -0.25 | -0.09375 |
| 0.5 | 0.5 | 1.84375 | -0.125 | -0.03125 |
| -0.5 | 0.5 | 1.84375 | -0.15625 | -0.03125 |
| 0.5 | -0.5 | 1.9375 | -0.09375 | -0.03125 |

Case 1: Consider the fractional variable-order parameters defined as the following:

\[
\mu(t) = 2 t, \quad \gamma_1(t) = \frac{t}{3}, \quad \gamma_2(t) = \frac{t}{4}, \quad \gamma_3(t) = \frac{t}{5}.
\]

Through the investigated technology in Section 4 with \( n + 1 \) finite terms of the approximate solution that given in Equation (20) then we obtain

\[
aC^T A(\alpha, \beta) G(t) A(\alpha, \beta)^{-1} \phi(t) + b(t) C^T A(\alpha, \beta) Q_1(t) A(\alpha, \beta)^{-1} \phi(t) + c(t) C^T A(\alpha, \beta) Q_2(t) A(\alpha, \beta)^{-1} \phi(t) + e(t) C^T A(\alpha, \beta) Q_3(t) A(\alpha, \beta)^{-1} \phi(t) + k(t) \phi(t) = g(t).
\]

Here, using the collection points \( t_i \) that defined in Equation (45) for solving numerically the system of equations that given in Equation (49) via the collocation method. Then, we claim

\[
aC^T A(\alpha, \beta) G(t) A(\alpha, \beta)^{-1} \phi(t) + b(t) C^T A(\alpha, \beta) Q_1(t) A(\alpha, \beta)^{-1} \phi(t) + c(t) C^T A(\alpha, \beta) Q_2(t) A(\alpha, \beta)^{-1} \phi(t) + e(t) C^T A(\alpha, \beta) Q_3(t) A(\alpha, \beta)^{-1} \phi(t) + k(t) \phi(t) = g(t), \quad i = 0, 1, \ldots, n.
\]

Hence, the system of Equations (50) solved numerically via Newton’s iteration method and the vector \( C = [c_0, c_1, \ldots, c_n]^T \) is obtained. Therefore, the numerical solution in Equation (20) is calculated.

Now, solving the algebraic system of Equations (50) with \( n = 2 \) and \( l = 1 \). Thus, we can write

\[
u_n(t) = \sum_{i=0}^{2} c_i \mathcal{P}_i^{\alpha, \beta}(t) = \left(2 - \frac{t^2}{2}\right).
\]

Table of the numerical results will not be presented in Case 1 because the exact solution is obtained. The three unknown coefficients with several choices of \( \alpha \) and \( \beta \) are presented in Table 1 (Figure 1).

Moreover, Table 2 shows \( E_{\text{max}} \) that obtained via the suggested method in the case of \( \alpha = \beta = 0 \) and those given in [48] with several values of \( l \) and \( n \) for the fractional variable-order derivatives \( \mu(t), \gamma_1(t), \gamma_2(t) \) and \( \gamma_3(t) \) that given in Case 1. From these results, we can deduce that these results identically the analytical
solution and more accurate than these results that obtained by Liu et al. [48]. Also, the method in [48] depends on the second kind shifted Chebyshev polynomials which consider as a particular case of our suggested technique that depends on the shifted Jacobi polynomials. Furthermore, as seen from Table 3, the vector $C_l = [c_0, c_1, \ldots, c_n]$ obtained is mainly composed of three terms, namely, $[c_0, c_1, c_2]$. Also, $E_{\text{max}}$ at $l = 1$ and distinct choices of $n, \alpha$ and $\beta$ for the fractional variable-order derivatives $\mu(t), \gamma_1(t), \gamma_2(t)$ and $\gamma_3(t)$ is shown in the same Table. Table 3, shows achieving a full agreement with the analytical solution of the given problem via a few terms of $P_n^{(\alpha, \beta)}(t)$.

**Remark 6.1:** If $\alpha = \frac{1}{2}, \beta = -\frac{1}{2}$ and $l = 1, 2, 4$, then the numerical results that obtained by our technique for Example 6.1 Case 1 is in complete agreement with the results that obtained by authors in [49].

**Case 2:** In the case of:

$$\mu = 2, \quad \gamma_1 = 1.234, \quad \gamma_2 = 1, \quad \gamma_3 = 0.333.$$  \hfill (52)

This case considered as a particular case of Case 1 because the multi-term fractional variable-order differential equation that given in Equation (46) becomes multi-term constant-order fractional differential equation.

Table 4 gives $E_{\text{max}}$ that gained through the introduced technique for Example 6.1 Case 2 at distinct values of $n, \alpha = \beta = 0$ and $l = 1$. From the first look at Table 4, the suggested gives highly accurate results comparing with others [40,44,48]. Table 5, presented

---

**Table 2.** Comparison $E_{\text{max}}$ between technique given in [48] and proposed technique at $\alpha = \beta = 0$ for Example 6.1 Case 1 with disjoint of $l$ and $n$.

| $l$ | Method in [48] | Our proposed method |
|-----|----------------|---------------------|
|     | $n = 3$        | $n = 4$             | $n = 5$             | $n = 3$        | $n = 4$             | $n = 5$             |
| 1   | 0              | $2.2204 \times 10^{-16}$ | $2.2204 \times 10^{-16}$ | 0              | 0              | 0              |
| 2   | 0              | $4.4409 \times 10^{-16}$ | $1.3323 \times 10^{-15}$ | 0              | 0              | 0              |
| 4   | $2.2204 \times 10^{-16}$ | $3.5527 \times 10^{-15}$ | $3.1974 \times 10^{-14}$ | 0              | 0              | 0              |

**Table 3.** Computational results of Example 6.1 Case 1 for disjoint choices of $\alpha$ and $\beta$ at $l = 1$.

| $n$ | $\alpha$ | $\beta$ | $C_l$ | $E_{\text{max}}$ |
|-----|----------|----------|-------|----------------|
| 3   | 0        | 0        | [1.8333, -0.2500, -0.0833, 0.0000] | 0 |
| 4   | 0        | 0        | [1.8333, -0.2500, -0.0833, 0.0000] | 0 |
| 5   | 0        | 0        | [1.8333, -0.2500, -0.0833, 0.0000] | 0 |
| 6   | 0        | 0        | [1.8333, -0.2500, -0.0833, 0.0000] | 0 |
| 1   | 1        | 1        | [1.8333, -0.2500, -0.0938, 0.0000] | 0 |
| 4   | 1        | 1        | [1.8333, -0.2500, -0.0938, 0.0000] | 0 |
| 5   | 1        | 1        | [1.8333, -0.2500, -0.0938, 0.0000] | 0 |
| 6   | 1        | 1        | [1.8333, -0.2500, -0.0938, 0.0000] | 0 |
| 3   | $\frac{1}{2}$ | $\frac{1}{2}$ | [1.8333, -0.1250, -0.0313, 0.0000] | 0 |
| 4   | $\frac{1}{2}$ | $\frac{1}{2}$ | [1.8333, -0.1250, -0.0313, 0.0000] | 0 |
| 5   | $\frac{1}{2}$ | $\frac{1}{2}$ | [1.8333, -0.1250, -0.0313, 0.0000] | 0 |
| 6   | $\frac{1}{2}$ | $\frac{1}{2}$ | [1.8333, -0.1250, -0.0313, 0.0000] | 0 |

Figure 1. Exact solution and numerical solutions (left figure), absolute error (right figure) for Example 6.1 Case 1 in case of $n = 2$, $l = 1$, and $\alpha = \beta = 0$.
Moreover, we can obtain numerical results in Case 2 with the results obtained by the authors in [49].

\[
\frac{4.4409 \times 10^{-16}}{2} = 0
\]

\[
\frac{1.4633 \times 10^{-13}}{3} = 0
\]

\[
\frac{3.2743 \times 10^{-12}}{4} = 0
\]

\[
\frac{1.0725 \times 10^{-13}}{5} = 0
\]

### Table 4
Comparison the \( E_{\text{max}} \) for the methods that were given in [40, 44, 48], and the proposed technique for Example 6.1 Case 2 where \( l = 1 \), \( \alpha = -0.5 \), and \( \beta = 0.5 \).

| Method in [40] |  | Method in [44] |  | Method in [48] |  | Ours \( \alpha = \beta = 0 \) |
|---|---|---|---|---|---|---|
| \( n \) | \( E_{\text{max}} \) | \( n \) | \( E_{\text{max}} \) | \( n \) | \( E_{\text{max}} \) | \( n \) | \( E_{\text{max}} \) |
| 10 | 0.023659 | 5 | 6.88384 \times 10^{-5} | 3 | 4.4409 \times 10^{-16} | 2 | 0 |
| 100 | 0.000986 | 10 | 3.00351 \times 10^{-6} | 4 | 1.4633 \times 10^{-13} | 3 | 0 |
| 1000 | 0.000044 | 20 | 1.67837 \times 10^{-7} | 5 | 3.2743 \times 10^{-12} | 4 | 0 |
| 40 | 1.02241 \times 10^{-8} | 6 | 1.0725 \times 10^{-13} | 5 | 0 |

### Table 5
Comparison \( E_{\text{max}} \) between results in [48] and our results at \( \alpha = -\beta = \frac{1}{2} \) for Example 6.1 Case 2 with disjoint choices of \( l \) and \( n \).

| \( l \) | Method in [48] |  | Proposed method |
|---|---|---|---|
| \( n = 3 \) | \( n = 4 \) | \( n = 5 \) | \( n = 3 \) | \( n = 4 \) | \( n = 5 \) |
| 2 | \( 8.8818 \times 10^{-16} \) | \( 9.1038 \times 10^{-15} \) | \( 2.2959 \times 10^{-13} \) | 0 | 0 | 0.4889 \times 10^{-14} |
| 4 | \( 8.8818 \times 10^{-16} \) | \( 1.0214 \times 10^{-14} \) | \( 7.3275 \times 10^{-15} \) | 0 | 0 | 1.9007 \times 10^{-13} |

The comparison of \( E_{\text{max}} \) between numerical results given in [48] and our method at \( \alpha = -\beta = \frac{1}{2} \) for Example 6.1 Case 2 with different values of \( l \) and \( n \). The values of \( E_{\text{max}} \) are better than that given in [48], in addition to the extension the interval from [0, 1] to [0, 2] and [0, 4] which is not solved in [44]. Moreover, Figure 2 shows the analytical and the approximate solutions (left figure), the absolute error (right figure) for Example 6.1 Case 2 at \( n = 5 \), \( l = 6 \) and \( \alpha = \beta = 0 \). These results in a whole compact with the numerical results in [50].

### Remark 6.2
At \( \alpha = \frac{1}{2}, \beta = \frac{1}{2} \) and \( l = 1, 2 \& 4 \), numerical results that obtained by our technique coincidence with the results that obtained by the authors in [49]. Moreover, we can obtain numerical results in Case 2 for several choices of the indexes (\( \alpha, \beta \)) at disjoint values of \( n \) and the length of the interval \([0, l]\). These results approximately give the analytic solution. Moreover when the values of the fractional parameters are integers or more than one, we must have this into our accounts in the calculation of the square A (became matrix of the ordinary differentiate in the integer case).

Example 6.2: Assume the following equation:

\[
a D^{\alpha(t)}u(t) + b D^{\beta(t)}u(t) + c u(t) = g(t), \quad u(0) = u_0, \quad u'(0) = u_1, \quad t \in [0, l].
\]

This example will take several forms depend on the known coefficients \( a, b, c \), the initial conditions \( u_0, u_1 \), the known function \( g(t) \), and the variable of fractional order derivatives \( \mu(t), \gamma(t) \) as the following cases:

**Case 1**: [49] Suppose that

\[
a = 1, \quad b = 2, \quad c = 4, \quad u_0 = u_1 = 0, \quad \mu(t) = 2t, \quad \gamma(t) = \frac{1 + t}{2}.
\]

\[
g(t) = \frac{\Gamma(3)}{\Gamma(3 - \mu(t))} t^{2 - \mu(t)} + \frac{2\Gamma(3)}{\Gamma(3 - \gamma(t))} t^{2 - \gamma(t)} + 4t^2.
\]

The analytical solution of Example 6.2 Case 1 is \( u(t) = t^2 \). Now, take only three terms of the numerical series of the solution and follow the same steps that followed.

![Figure 2](image-url)
Figure 3. Exact solution and numerical solutions of Example 6.2 Case 1 for different values of $n$, $l$ and $\alpha = -\beta = 0.5$.

Figure 4. Absolute error of Example 6.2 Case 1 for different values of $n$, $l$ and $\alpha = -\beta = 0.5$.

Table 6. $c_0$, $c_1$ and $c_2$ of Example 6.2 Case 1 for several choices of $\alpha$ and $\beta$ at $n = 2$, $l = 1$.

| $\alpha$ | $\beta$ | $c_0$   | $c_1$   | $c_2$   |
|---------|---------|---------|---------|---------|
| 0       | 0       | 0.333333333333333 | 0.50    | 0.166666666666667 |
| 0.5     | 0.5     | 0.3125  | 0.250   | 0.0625  |
| -0.5    | 0.5     | 0.6250  | 0.3125  | 0.0625  |
| 0.5     | -0.5    | 0.1250  | 0.1875  | 0.0625  |

in example 6.1 then, we claim: Here, the approximate solution

$$u_2(t) = \sum_{i=0}^{2} c_i P^*_n(\alpha, \beta)(t) = t^2.$$ (55)

Which is in full accordance with the exact solution. Also, Figures 3 and 4 support the results (Table 6).

**Remark 6.3:** If $\alpha = -\beta = \frac{1}{2}$ and $l = 1, 2 \& 4$, the numerical results that obtained by our technique for Example 6.2 Case 1 is congruent to the results that obtained by the authors in [49].

**Case 2:** [20,49] Suppose that

$$\alpha = 1, \quad b = -10, \quad c = 1, \quad u_0 = 5,$$

$$u_1 = 10, \quad \mu(t) = \frac{t + 2 \exp(t)}{7}, \quad \gamma(t) = 1,$$

$$g(t) = 10 \left( \frac{t^{2-\mu(t)}}{\Gamma(3 - \mu(t))} + \frac{t^{1-\mu(t)}}{\Gamma(2 - \mu(t))} \right) + 5t^2 - 90t - 95.$$ (56)

The analytical solution of Example 6.2 Case 2 is $u(t) = 5(1 + t)^2$.

Again, we apply the proposed technique that proposed Section 4 and follows the same steps that followed in Example 6.1, we have the numerical results of this Example, Example 6.2, in this case (Case 2).

The absolute error that obtained via the suggested method for Example 6.2 Case 2 at $\alpha = \beta = 1$ and $n = 2$ are given Table 7. By looking at Table 7, it transparent that the claimed results through the proposed technique are more accurate than others [20,49]. Moreover, the numerical results can be obtained for various values of $\alpha$ and $\beta$. 
Case 3: [10,49] (The damped mechanical oscillator)

\[ a = 1, \quad b = 2, \quad c = 4, \quad u_0 = u_1 = 0, \]
\[ \mu(t) = 2, \quad \gamma(t) = 1, \quad \text{and} \quad g(t) = 2 + 4t + 4t^2. \] (57)

The exact solution of Example 6.2 Case 3 is \( u(t) = t^2 \).

In this case, the physical system whose behaviour is governed by an (ODE) given by:

\[ a D^2 u(t) + b Du(t) + c u(t) = g(t), \quad u(0) = 0, \quad u'(0) = 0, \quad t \in [0, 1], \] (58)

where, \( a \) symbolize the mass of the particle linked to the spiral, \( b \) is a measurement of the power of the damper, \( c \) refers to the spring stiffness, and \( g(t) \) is the applied outer force. \( t \) time and \( u(t) \) is the displacement of the mass from its rest position.

Now, using technique given in Section 4 at \( \alpha = \beta = 0 \) and \( n = 2 \). Then the exact solution of the damped mechanical oscillator Equation (58) that given in Case 3 of Example 6.2 is obtained. Also, we can claim the numerical results of Example 6.2 Case 3 for several values of the indexes \( \alpha, \beta \) such as \( \alpha = \beta = 1, \alpha = \beta = \frac{1}{2} \) and \( \alpha = -\beta = \pm \frac{1}{4} \) at \( n = 2 \). These results are comparable with the exact solution.

**Remark 6.4:** If \( \alpha = -\beta = \frac{1}{2} \) and \( n = 2, I = 1 \). Then, the numerical results that obtained by our technique for Example 6.2 Case 3 is coincident with the results obtained by the authors in [49]. Therefore, the method that introduced in paper [49] considered as a special case of our suggested method in this article.

Case 4: [21] (Bagley-Torvik equation)

which arises in the modelling of the motion of a rigid plate immersed in Newtonian fluid, it obtained in case of:

\[ a = b = c = 1, \quad u_0 = u_1 = 0, \quad \mu(t) = 2, \]
\[ \gamma(t) = \frac{3}{2}, \quad \text{and} \quad g(t) = t^2 + 2 + \frac{4}{\sqrt{2}} t^{0.5}. \] (59)

The exact solution of Example 6.2 case 4 is \( u(t) = t^2 \).

The three unknown coefficients will be obtained in Table 8. These unknowns are calculated by applying the suggested method that proposed in Section 4 in the case of \( n = 2 \).

Consequently, we can rewrite the approximate solution as

\[ u_2(t) = (c_0, c_1, c_2) \left( \begin{array}{c} 1 \\ p_1^{(\alpha, \beta)}(t) \\ p_2^{(\alpha, \beta)}(t) \end{array} \right) = t^2. \] (60)

Which is the exact solution.

It is clear that with the aid of Table 8, the exact solution for Example 6.2 Case 4 is obtained at \( n = 2, \beta = 1 \) via the steps of a solution by the introduced method. Although, the best results of the same problem which obtained by the authors given in [21] are \( 6 \times 10^{-10} \) and \( 2 \times 10^{-10} \). Moreover, the authors of the same referred article obtained the exact solution when \( n \to \infty \). It is obvious that the suggested technique is more accurate than other methods given in [21].

**Remark 6.5:** If \( \alpha = \beta = 0 \) and \( I = 1 \). Then, the approximate results that gained through the presented technique for Example 6.2 Case 4 is exactly like the results that obtained by the authors in [43] which considered as a special case of our suggested technique.

7. Conclusions

In this article, the operational matrix of shifted Jacobi polynomials is investigated to solve the multi-term FDEs and multi-term variable order FDEs numerically. The basic idea behind this method is converted the main problem into a system of algebraic equations that can be solved numerically. Also, the presented technique is applied for several choices of the indexes \( (\alpha, \beta) \) and disjoint fractional variable-order fractional derivatives \( \mu(t), \gamma(t) \) which implies us with the flexibility to solve many fractional order problems. Therefore, we enabled to solve many different applications in physics such as the damped mechanical oscillator and Bagley-Torvic equation. Moreover, the error estimate
has been discussed. Furthermore, numerical examples are introduced in many cases for several choices of the parameters of the original FDEs to demonstrate the accuracy, efficiency, generality, and applicability of the introduced technique. From the obtained results, only a few terms of the shifted Jacobi polynomials are required to acquire satisfactory results. Finally, in future work, we can use the proposed method for solving non-linear problems in one and two dimensional in addition to the linear problems in two dimensional. All computed numerical results obtained via the MATLAB program and e+e data used to support the findings of this study are included within the article.

Acknowledgements

The authors are introduce the grateful thanks to the editor and the reviewers for their valuable comments and suggestion which contributed in improving the quality of this article.

Disclosure statement

No potential conflict of interest was reported by the author(s).

ORCID

A A El-Sayed  http://orcid.org/0000-0002-4414-9291
D Baleanu  http://orcid.org/0000-0002-0286-7244
P Agarwal  http://orcid.org/0000-0001-7556-8942

References

[1] Kilbas AA, Srivastava HM, Trujillo JJ. Theory and applications of fractional differential equations. San Diego (CA): Elsevier; 2006.
[2] Miller KS, Ross B. An introduction to the fractional calculus and fractional differential equations. New York (NY): John Wiley; 1993.
[3] Podlubny I. Fractional differential equations. New York (NY): Academic Press; 1999.
[4] Qureshi S, Yusuf A. Mathematical modeling for the impacts of deforestation on wildlife species using Caputo differential operator. Chaos Solitons Fractals. 2019;126:32–40.
[5] Doha EH, Bhrawy AH, Ezz-Eldien SS. Efficient Chebyshev spectral methods for solving multi-term fractional orders differential equations. Appl Math Model. 2011;35:5662–5672.
[6] Qureshi S, Yusuf A, Shaikh AA, et al. Fractional modeling of blood ethanol concentration system with real data application. Chaos: Interdiscip J Nonlinear Sci. 2019;29(1):013143.
[7] Qureshi S, Yusuf A. Fractional derivatives applied to MSEIR problems: comparative study with real world data. Eur Phys J Plus. 2019;134:171.
[8] Magin RL. Fractional calculus models of complex dynamics in biological tissues. Comput Math Appl. 2010;59:1586–1593.
[9] Alam MN, Alam MM. An analytical method for solving exact solutions of a nonlinear evolution equation describing the dynamics of ionic currents along microtubules. J Taibah University Sci. 2017;11:939–948.
[10] Veselic’ K. Damped oscillations of linear systems – a mathematical introduction. Heidelberg: Springer; 2011.
[11] Khan R, Ellahi R, Mohyud-Din ST, et al. Exact traveling wave solutions of fractional order Boussinesq-like equations by applying exp-function method. Res Phys. 2018;8:114–120.
[12] Qureshi S, Yusuf A. Modeling chickenpox disease with fractional derivatives: from Caputo to Atangana-Baleanu. Chaos Solitons Fractals. 2019;122:111–118.
[13] Hameeda M, Khan AA, Ellahib R, et al. Study of magnetic and heat transfer on the peristaltic transport of a fractional second grade fluid in a vertical tube. Eng Sci Technol Int J. 2015;18(3):496–502.
[14] Pinto CMA, Carvalho ARM. Fractional modeling of typical stages in HIV epidemics with drug-resistance. Progr Fract Differ Appl. 2015;2(1):111–122.
[15] Yaslan HC, Giriın E. New exact solutions for the conformable space-time fractional KdV, CDG, (2+ 1)-dimensional CBS and (2+1)-dimensional AKNS equations. J Taibah University Sci. 2018;12:309–314.
[16] Seadawy AR, Lu D, Yue C. Travelling wave solutions of the generalized nonlinear fifth-order KdV water wave equations and its stability. J Taibah University Sci. 2017;11:623–633.
[17] Agarwal P, El-Sayed AA. Non-standard finite difference and Chebyshev collocation methods for solving fractional diffusion equation. Phys A. 2018;500:40–49.
[18] Babolian E, Effekhar A, Saadatmandi A. A Sinc-Galerkin technique for the numerical solution of a class of singular boundary value problems. J Comput Appl Math. 2015:34:45–63.
[19] Chen YM, Liu LQ, Li BF, et al. Numerical solution for the variable order linear cable equation with Bernstein polynomials. Appl Math Comput. 2014;238:329–341.
[20] Chen YM, Wei YQ, Liu DY, et al. Numerical solution for a class of nonlinear variable order fractional differential equations with Legendre wavelets. Appl Math Lett. 2015. doi:10.1016/j.aml.2015.02.010.
[21] Irandoust-pakchin S, Kheiri H, Abdi-mazraeh S. Efficient computational algorithms for solving one class of fractional boundary value problems. Comp Math Phys Math. 2013;53:920–932.
[22] Sohail A, Maqbool K, Ellahi R. Stability analysis for fractional-order partial differential equations by means of space spectral time Adams-Bashforth moulton method. Numer Methods Partial Differ Equ. 2018;34(1):19–29.
[23] Khan U, Ellahi R, Khan R, et al. Extracting new solitary wave solutions of Benny–Lueke equation and Phi-4 equation of fractional order by using (G’/G)-expansion method. Opt Quant Electron. 2017;49:362.
[24] Sweilam NH, Nagy AM, El-Sayed AA. Second kind shifted Chebyshev polynomials for solving space fractional order diffusion equation. Chaos Solitons Fractals. 2015;73:141–147.
[25] Sweilam NH, Nagy AM, El-Sayed AA. Numerical approach for solving space fractional order diffusion equations using shifted Chebyshev polynomials of the fourth kind. Turkish J Math. 2016;40(6):1283–1297.
[26] Sweilam NH, Nagy AM, El-Sayed AA. Solving time-fractional order telegraph equation via Sinc-Legendre collocation method. Mediterr J Math. 2016;13:1283–1297.
[27] Nagy AM, El-Sayed AA. An accurate numerical technique for solving two-dimensional time fractional order diffusion equation. Int J Model Simul. 2019;39(3):214–221.
[28] Atanackovic TM, Janev M, Pilipovic S, et al. An expansion formula for fractional derivatives of variable order. Cent Eur J Phys. 2013;11(10):1350–1360.
[29] Bhrawy AH, Zaky MA. Numerical algorithm for the variable-order Caputo fractional functional differential equation. Nonlinear Dyn. 2016;85:1815–1823.

[30] Iqbal M, Seadawy AR, Lu D. Construction of solitary wave solutions to the nonlinear modified Kortewege-de Vries dynamical equation in unmagnetized plasma via mathematical methods. Mod Phys Lett A. 2018;33(32):1850183.

[31] Lu D, Seadawy AR, Iqbal M. Mathematical methods via construction of traveling and solitary solutions of three coupled system of nonlinear partial differential equations and their applications. Res Phys. 2018;11:1161–1171.

[32] Iqbal M, Seadawy AR, Lu D. Construction of solitary wave solutions to the nonlinear modified Korteweg-de Vries dynamical equation in unmagnetized plasma via mathematical methods. Mod Phys Lett A. 2018;33(37):1850217.

[33] Seadawy AR, Lu D, Iqbal M. Application of mathematical methods on the system of dynamical equations for the ion sound and Langmuir waves. Pramana - J Phys. 2019;93(1-10):1–12.

[34] Iqbal M, Seadawy AR, Lu D. Applications of nonlinear longitudinal wave equation in a magneto-electro-elastic circular rod and new solitary wave solutions. Mod Phys Lett B. 2019;33(18):1950210.

[35] Seadawy AR, Iqbal M, Lu D. Applications of propagation of long-wave with dissipation and dispersion in nonlinear media via solitary wave solutions of generalized Kadomtsev–Petviashvili modified equal width dynamical equation. Comput Math Appl. 2019;78:3620–3632.

[36] Iqbal M, Seadawy AR, Lu D, et al. Construction of bright–dark solitons and ion-acoustic solitary wave solutions of dynamical system of nonlinear wave propagation. Mod Phys Lett A. 2019;34:1950309.

[37] Iqbal M, Seadawy AR, Lu D, et al. Construction of a weakly nonlinear dispersion solitary wave solution for the Zakharov–Kuznetsov-modified equal width dynamical equation. Indian J Phys. 2019. doi:10.1007/s12648-019-01579-4.

[38] Seadawy AR, Iqbal M, Lu D. Nonlinear wave solutions of the Kudryashov–Sinelshchikov dynamical equation in mixtures liquid-gas bubbles under the consideration of heat transfer and viscosity. J Taibah University Sci. 2019;13(1):1060–1072.

[39] Iqbal M, Seadawy AR, Khalil OH, et al. Propagation of long internal waves in density stratified ocean for the (2 + 1)-dimensional nonlinear Nizhnik-Novikov-Vesselov dynamical equation. Res Phys. 2020;16:102838.

[40] El-Sayed A, El-Saka H. Numerical methods for multi-term fractional (arbitrary) orders differential equations. Appl Math Comput. 2005;160(3):683–699.

[41] Elsayed S, Shamsi M. A pseudo-spectral scheme for the approximate solution of a family of fractional differential equations. Commun Nonlinear Sci Numer Simul. 2011;16:3646–3654.

[42] Nurudddeen RI, Nass AM. Exact solitary wave solution for the fractional classical GEW-burgers equations: an application of kudryashov method. J Taibah University Sci. 2018;12:309–314.

[43] Mohammadi F, Mohyud-Din ST. A fractional-order Legendre collocation method for solving the Bagley-Torvik equations. Adv Differ Equ. 2016;2016(269):1–4.

[44] Maleknejad K, Nouri K, Torkzadeh L. Operational matrix of fractional integration based on the shifted second kind Chebyshev polynomials for solving fractional differential equations. Medit J Math. 2016;13:1377–1390.

[45] Zhou FY, Xu X. The third kind Chebyshev wavelets collocation method for solving the time-fractional convection diffusion equations with variable coefficients. Appl Math Comput. 2016;280:11–29.

[46] Doha EH, Bhrawy AH, Hafez RM. Jacobi-Jacobi dual-Petrov-Galerkin method for third-and fifth-order differential equations. Math Comput Model. 2011;53:1820–1832.

[47] Tavares D, Almeida R, Torres DFM. Caputo derivatives of fractional variable order: numerical approximations. Commun Nonlinear Sci Numer Simul. 2016;35:69–87.

[48] Liu J, Li X, Wu L. An operational matrix of fractional differentiation of the second kind of Chebyshev polynomial for solving multi-term variable order fractional differential equation. Math Probl Eng. 2016;2016. Article ID 7126080, 10 pages.

[49] Nagy AM, Sweilam NH, El-Sayed AA. New operational matrix for solving multi-term variable order fractional differential equations. J Comp Nonlinear Dyn. 2018;13:011001–011007.

[50] El-Sayed AA, Agarwal P. Numerical solution of multi-term variable-order fractional differential equations via shifted Legendre polynomials. Math Meth Appl Sci. 2019;42(11):3978–3991.

[51] Mallawi F, Alzaidy JF, Hafez RM. Application of a Legendre collocation method to the space–time variable fractional-order advection–dispersion equation. J Taibah University Sci. 2019;13(1):324–330.