Are rare rogue fluctuations generic to strongly nonlinear and non-integrable systems?
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Abstract Extensive dynamical simulations are used to explore the possible existence of sudden sufficiently large energy or rogue fluctuations (RF) at late times and across short time windows in the strongly nonlinear regime of the β-Fermi-Pasta-Ulam-Tsingou (FPUT) type systems. Our studies build on a study of RF in the non-dissipative granular chain system and suggest that rare RF may be generic to non-integrable, strongly nonlinear systems at late enough times. We comment on the role of initial conditions and the intriguing influence of harmonic forces on these strongly nonlinear systems. The RF under focus here are distinct from the well known Peregrine solitons used to describe rogue waves via the weakly nonlinear Schrödinger equation.
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1 Introduction

When exploring many particle systems with nonlinear interactions, we often learn about continuum nonlinear equations of motion that are integrable [1].
and yield solutions in the form of solitons or localized excitations such as breathers and/or bound solitons (see for example in [1]). Among these we have the Korteweg-deVries equation, the nonlinear Schrödinger equation and others. Then there is an exactly solvable discrete system, the monodispersed Toda lattice [5,6,7]. A feature of the Toda system is that the solitary waves (SWs) typically suffer a phase shift when they interact with one another. Other than the phase shift they remain unscathed [8,9]. However, the vast majority of equations of motion for many body systems with nonlinear forces are not necessarily accurately represented by integrable equations of motion. Hence there is a knowledge gap that needs to be addressed by examining the dynamics of nonintegrable, strongly nonlinear systems at both early and late times.

It turns out that the study of SW interactions with each other and in systems with boundaries offer insights into the consequences of non-integrability. Further, this is a mature subject that is well over 40 years old [10,11,12,13,14,15,16,17]. For these non-integrable systems one often finds that SWs of finite spatial expanse, localized excitations and acoustic-like oscillations are the energy carriers [17,18]. Further, one may encounter unknown (neither SWs nor localized excitations but some combination of both) and unstable nonlinear objects that are neither of the three just noted [15,17,20,21,22]. These objects interact in nontrivial ways [23,24,25,26,27].

The SW-SW and SW-wall interactions may eventually drive the system to an equilibrium state. The equilibrium state is characterized by Maxwell’s Gaussian distribution of velocities and the system’s energy is approximately equally distributed among the available degrees of freedom thereby leading to equipartitioning of energy and the natural introduction of an equilibrium temperature of the system [28,29]. Additionally, in equilibrium there is no memory of the initial perturbation that was used to remove the system from the original equilibrium state and the system is presumed to be ergodic [30,31,32,33,34,35,36]. The approach to some form of equilibrium-like state of an interacting many body system is a subject of considerable fundamental interest in the context of the work presented below [36,37,38,39,40].

In a recent study [41] we pushed the idea of strongly perturbing a system and considered an intrinsically nonlinear many particle system represented by an alignment of elastic beads in gentle contact interacting via the one-sided Hertz potential (i.e., no interaction upon contact breaking) and held between two fixed end walls [42]. We ignored the role of dissipative losses in our studies and considered a conservative system. We gave each bead a random velocity at initiation. These strong perturbations led to the development of an early phase of the system that may be viewed as one with many interacting SWs. Such a problem would be hard to approach analytically. The equations of motion were hence carefully and numerically integrated forward in time to probe the time evolution of the system. The results of the high accuracy simulations were as follows.

It was found that due to the persistent interactions between the SWs, the system ended up for extended times in a phase that was characterized
by large kinetic energy fluctuations. These large kinetic energy fluctuations manifested themselves as what we called hotspots (HS) and rogue fluctuations (RF) [18,41]. The state of the system with large kinetic energy fluctuations has been earlier referred to as the quasi-equilibrium (QEQ) state [43,44,45,46]. Upon continued simulation one would expect, based on our earlier work [27,47,48,49], that the system would eventually reach a state with energy equipartitioning and hence an equilibrium state.

It is worth noting that ideas akin to that of the QEQ state appear to have been independently developed in studies of small quantum systems and are often referred to as the prethermalization phase [50,51]. In this context, we ask if RF are generic to nonlinear many-body systems and whether they play a role in the dynamics of the system in QEQ. In seeking to answer these questions we examine the nature of HS and RF in the β-Fermi-Pasta-Ulam-Tsingou (β-FPUT) system and this work is described below [52].

In closing here, we should mention that formalisms such as Kubo’s linear response theory [53,54] have been very successful in describing relaxation processes in a great many systems to the equipartitioned state. However, it is our understanding that applying such an approach to study relaxation in these strongly perturbed systems in an analytic manner is still not practical and this is why the current work is based purely on dynamical simulations based on the well tested and openly accessible PULSEDYN [27] code.

The paper is organized as follows: the model and the simulational details are addressed in Sec. 2, the results are discussed in Sec. 3 and the conclusion and discussions are presented in Sec. 4. Sec 3 is split into 4 subsections: 3.1 and 3.2 which discuss the HSs and the more nuanced behavior of the RF in the β-FPUT system, 3.3 addresses the studies when different initial conditions are used and 3.4, where we contend that the RF enter late in the QEQ phase.

2 Model System and Simulational Details

We consider systems with the β-FPUT like Hamiltonian below,

$$H = \sum_{i=1}^{N} \frac{p_i^2}{2m_i} + \sum_{i=1}^{N-1} V(x_i - x_{i+1}),$$

(1)

where the potential $V(x_i - x_{i+1})$ is given by [52]

$$V(x_i - x_{i+1}) = \alpha(x_i - x_{i+1})^2 + \beta(x_i - x_{i+1})^{2n}. \quad (2)$$

Here, $p_i$ and $m_i$ are the momentum and mass of the $i$th particle, respectively, $x_i$ is the displacement of the $i$th particle, $\alpha$ controls the strength of the harmonic term and $\beta$ controls the strength of the nonlinear term in the potential. We control the exponent of the nonlinear potential term by varying $n$. We use $n = 2, 3, 4, 5, 6$ and 7. Increasing $n$ beyond 7 proves to be too expensive computationally. $N$ is the system size. For the studies reported here we set $N = 100,$
which is sufficiently large to observe RF without making the simulations too expensive.

It is important to note that with the current model we are unable to explore potentials with nonlinear power less than 4 and hence the results shown here cannot be easily connected to those seen in the granular chain system where the nonlinearity in the potential is $5/2$ \[41\]. We also do not address the consequences of asymmetry of the potential in the realization of RF here, which could have interesting consequences, and would be addressed in future work.

To integrate the force equations, we use the velocity Verlet algorithm \[27\] \[51\]. The issue of error accumulation over long simulation times sets limits on the time step of integration and the extent of nonlinearity we can consider. We observe that increasing $n$ increases the computational expense and the error associated with the dynamical simulations. For this reason, we use $n = 2, 3$ and 4 for most of our simulations, while $n = 5, 6$ and 7 are used less often. We have used a time step $\delta t = 10^{-5}$. With this time step, we achieve energy conservation of up to 1 part in $10^9$ on average per time step across extended times.

We record data every $1/\delta t$ time steps and the simulations are run to $10^{11}$ time steps, i.e. $N_t = 10^6$, where $N_t$ is the number of recorded snapshots of the system in time. From our simulations, we find that $N_t = 10^6$ is a long enough simulation time such that we recover results for RF that are not influenced by the run times. This length of run time is also computationally feasible.

While it may be possible to observe RF from any velocity perturbation as an initial condition, simpler the condition or weaker the magnitude of the perturbation, longer it would likely take the RF to form and weaker they are likely to be. Hence, from an intuitive standpoint it makes sense to start from as disordered a state as possible to observe a large number of RF within reasonable times after initiating the system. With this in mind we assign uniformly distributed random velocity perturbations to each particle within the bounds $v_0$ and $-v_0$. All the results shown in this paper have been obtained with $v_0 = 0.6$, though studies with a range of values of $v_0$ have been done. Values much larger than 0.6 are not recommended as they can incur unnecessary calculational errors. While we have also used the Gaussian and beta distributions to explore the role of initial conditions, all results shown are obtained using the uniform distribution unless stated otherwise. As we shall see in Sec. 3.3, the details of the distributions do not influence the statistics of RF we observe in our studies. With the chosen $v_0$ and $N$ values, the system has a total energy in our dimensionless units of $\sim 10^{-2}$ and relaxes to the early stage QEQ phase within the first few hundred recorded time steps. The relaxation process of the system to QEQ and in QEQ itself is discussed in more detail in Section 3.4.
Rogue fluctuations

Fig. 1 Subfigure (a) shows the of number of HS as a function of $v_o$ for two different values of $\alpha$. Subfigure (b) shows the plot of HS as a function of $\alpha$ for $n = 2, 3$ and $4$.

3 Results

We discuss the dynamical simulation based observation of HS and RF for our system below. For our studies, the kinetic energy fluctuations in the system turn out to be important to understand. We will define the kinetic energy per particle as,

$$\delta_K = \sqrt{\frac{1}{N_t(N-1)} \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} [E_{K,i}(j) - \langle E_{K} \rangle/N]^2}. \quad (3)$$

Here, $\langle E_K \rangle$ and $\langle E_{K} \rangle/N$ denote the average kinetic energy of the system and the average kinetic energy per particle in the QEQ phase, respectively. By the
virial theorem, for \( \alpha = 0 \) in Eq. (2), \( \langle E_K \rangle = \frac{2nE}{2n+2} \), where \( E \) is the total system energy.

To identify high energy regions in the chain, we search for sites in the space-time lattice with kinetic energy greater than \( \frac{\langle E_K \rangle}{N} + 6\delta_K \). We call these sites HS. However, since HS are typically fleeting, we associate RF with fluctuations that last across a small window of time. Therefore, we define a RF as a set of contiguous HS on the space time lattice. Here we have set the minimum number of contiguous spots to be 6. The criteria for choosing 6 as the threshold is arbitrary and is discussed below. A larger number than 6 would reduce the number of RF seen while a smaller number would increase the same without significantly affecting the findings reported here. In our experiments, varying this threshold does not affect the trends in any significant manner. We report the results of our calculations in Sec. 3 below.

### 3.1 Hotspots

In all of our simulations, we find that HS are abundant at sufficiently late times. This observation is fully consistent with the findings on the Hertz system reported earlier [41]. To the extent we can accurately study these systems up to late times, we note that the number of HS do not depend in any significant manner on the total energy of the system (set by \( v_0 \)), on the nonlinearity of the system which is controlled by \( n \), and the strength of the harmonic forces which is set by \( \alpha \) in Eq. (1) (see Fig. 1). Typical variations in the number of HS seen is \( \sim 5 - 10\% \). The calculations reported here have been run significantly deeper into QEQ and for a system which is 1/5\(^{th} \) of the system size compared to that reported in Ref. [41]. This is why the typical number of HS is larger by a factor of 10 in the studies reported here compared to that reported in Ref. [41].

### 3.2 Rogue Fluctuations

We now turn our attention to the nature of RF in the \( \beta \)-FPUT chain. In Fig. 2(a) we show the contour plots of the kinetic energy of the system versus space and time with lighter regions representing higher kinetic energy. The HS and the RF can be seen in Fig. 2(a). The simulations reveal that there are two kinds of high kinetic energy footprints in Fig. 2(a). We see fast moving (shown inside ellipses) and slow moving or nearly localized regions (shown inside rectangular boxes). Fig. 2(b) shows the contour map of just the HS in the chain. We should mention that localized excitations for significant times are rare in QEQ (see Ref. [15] for details). While the fast-moving excitations are identified as RF (shown inside ellipses), the semi-localized excitations (shown in rectangular boxes) are rejected based on our definition. We also note that the RF we report here appear to be ubiquitous for all strongly nonlinear systems and appear to be distinct from the rogue waves alluded to in studies of Peregrine solitons of the
Fig. 2 Subfigure (a) shows the kinetic energy contour plot on the space-time lattice. The RF are circled in ellipses and the excitations which tend to show localization are shown in the rectangular boxes. Subfigure (b) shows the contour plot of HS filtered from the kinetic energy data. The RF are circled in ellipses. Here, $\alpha = 0$ in Eq. (2) and $n = 2$. Note that not all the RF have been identified on the plots.

Fig. 3 Figure shows $n_{RF}$ as a function of $n$ and the linear fit for the data. Here $\alpha = 0$ and we have used $\nu_0 = 0.58, 0.60$ and 0.63.

weakly nonlinear Schrödinger equation [57]. We further note here that while there is extensive evidence of existence of rogue waves, the oceanographic analyses of the origins of these waves in the open ocean is very much an evolving subject [58,59,60].

In earlier work on granular systems it has been shown that as $n \to \infty$, the width of a SW should shrink [61]. We anticipate that with increasing $n$,
the width of the SWs would be smaller and hence the number SWs that can be accommodated in a system ought to increase. Such an increase is expected in due course to increase the number of RF in the system. This can be seen clearly in Fig. 3 for the case $\alpha = 0$.

For Fig. 3 we have used a linear fit to the data obtained from the dynamical simulations,

$$n_{RF} = an + b,$$

(4)

where $n_{RF}$ is the total number of RF found in the system. The parameters of the fit are calculated to be $a = 550 \pm 32$ and $b = -680 \pm 130$. We observe that this growth behavior of RF with increasing $n$ for $1 < n \leq 1.3$ in the Hertz potential (i.e., greater than quadratic and less than quartic) is exponential in nature as reported in our earlier work [41]. The $1.3 < n < 2$ region is not readily accessible in the studies reported here for the $\beta$-FPUT chain. The nonlinear regimes with $1 < n < 2$ and the $n \geq 2$ regimes cannot be easily connected in this work. However, our earlier study in Ref. [11] and the current work together suggest that strongly nonlinear systems are generically prone to RF in QEQ.

Harmonic forces can be introduced in the system by setting $\alpha > 0$. Typically, harmonic oscillations tend to progressively disperse SWs in a system [19, 20, 62, 63]. Therefore, we expect that increasing $\alpha$ would decrease $n_{RF}$. Our dynamical simulations strongly suggest that $n_{RF}$ decreases exponentially with increasing $\alpha$ as expected except for a region of $\alpha$ where $n_{RF}$ shows an unexpected rise followed by a fall to the exponential decay with increasing $\alpha$ as can be seen in Fig. 4.

Initially this unexpected increase in $n_{RF}$ over a window of increasing $\alpha$ may seem like an error. However, after extensive analyses of the results such as exploring whether there are errors in energy conservation over extended time simulations and repeating the calculations with slightly changed parameters we found that the effect showed up in every study and hence is real. What is remarkable is that the behavior is observed for all values of $n$ that we are able to explore while maintaining the energy conservation accuracy over long time simulations.

The simulations also suggest that the maximum number of RF are realized for progressively larger values of $\alpha$ as $n$ increases (see Fig. 4(a)). In earlier work, we have reported strongly nonlinear behavior when the linear and nonlinear parts of the potential become highly competitive leading to exceedingly long-lived system dynamics and absence of relaxation [64, 65, 66, 67]. Further, the system behaves almost like an integrable system [68] with the SW-SW interactions being much weaker than what is seen in the $\beta$-FPUT system [67]. Hence, in retrospective, the observed behavior is perhaps not entirely unexpected.

In summary, our studies suggest that the system behaves as a nearly integrable system in this special regime where the acoustic oscillations and the solitary waves become weakly interactive. This is so possibly because the length
Fig. 4 Subfigure (a) shows $n_{RF}$ as a function of $\alpha$ for $n = 2, 3$ and 4 respectively. Subfigure (b) shows the exponential fits to the data, while excluding the co-existence regime. Here, $v_0 = 0.60$.

scales and the velocities associated with these typical acoustic-like waves is comparable to that of the SWs [64,65,66,67]. Excluding the co-existence regime, we find that the exponential function provides a suitable fit as shown in Fig. 4 (b) for $n = 2$. The fit uses the following function

$$n_{RF} \sim e^{-\rho \alpha}.$$  \hspace{1cm} (5)

We obtain $\rho = 3.07 \pm 0.49, 3.90 \pm 0.35$ and $5.1 \pm 0.46$ for $n = 2, 3$ and 4, respectively. Interestingly, our fits suggest that $\rho \approx (n + 1)$. Therefore, for progressively increasing $\alpha$, the RF get increasingly suppressed as $n$ increases. The results in Ref. [41] were for various values of $v_0$ rather than for various values of $n$ as discussed here.

3.3 Role of Initial Conditions

We now address the role of initial conditions in the formation of RF. In QEQ the system loses memory of its initial conditions [34,37,38,39]. The formation of RF, therefore, must not depend on the initial conditions. While we have used
the uniform random distribution of particle velocities as an initial condition for the results reported discussed in this paper until now, we explored the cases where the initial velocities of the particles have been drawn from the beta and Gaussian distributions to test if our expectation was correct. Fig. 5(a) shows $n_{RF}$ plotted against total system energy $E$ for various initial conditions with random velocities. In Fig. 5(b), the dependence of the initial conditions on the onset of QEQ is explored.

When the system is initiated by a single SW we see that the system eventually reaches the QEQ phase characterized by the small values of $E_{K_{max}}/E$ (see the caption of Fig. 5(b)) where RF are eventually observed. We thus show that the QEQ phase is reached regardless of the initial conditions used and this happens to be the case for the $\alpha = 0$ and $\alpha > 0$ cases with $n = 2$ as shown in Fig. 5(b). As we shall see below, many more interactions are needed when a SW is seeded at $t = 0$ as opposed to when some random distribution of velocities is used to seed the dynamics. This explains why the case where the SW is seeded takes nearly a decade longer to reach the QEQ phase as seen in Fig. 5(b). RF are seen in all the cases we have probed.

The beta distribution used to explore a case of an initial random distribution of velocities is given by

$$P(x; \alpha_D, \beta_D) = \frac{1}{B(\alpha_D, \beta_D)} x^{\alpha_D - 1} (1 - x)^{\beta_D - 1},$$

where, $B(\alpha_D, \beta_D)$ is a normalization constant. The parameters $\alpha_D$ and $\beta_D$ change the shape of the probability distribution. The Gaussian distribution which is also used to explore a separate case of random distribution of initial velocities is given by

$$P(x; \mu, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{1}{2} \left( \frac{x - \mu}{\sigma} \right)^2 \right),$$

where, $\mu$ and $\sigma$ are the mean and the standard deviation of the distribution, respectively. Although we have studied several cases of beta and Gaussian distributions for our studies, we show results from a selected study where we set $(\alpha_D, \beta_D) = (0.5, 0.5)$ and $(\mu, \sigma) = (0, 0.01)$ for the simulations corresponding to the beta and Gaussian distributions. For the two simulations with initial velocities sampled from the uniform distribution, we have set $v_0 = 0.6$. For the simulation with a single SW, we have set the initial velocity of particle 50 in the chain to 0.6 while the rest of the particles in the chain are unperturbed.

As expected, we observe that the occurrence of RF is independent of initial conditions. Further, the occurrence of RF does not depend on the total energy of the system in a significant manner as seen in Fig. 5(a).

We note that the number of RF we see in the studies shown here are $\sim 10^2$ in simulations across $10^{11}$ time steps. A question that will be addressed in future work has to do with the minimal conditions needed to realize RF in these strongly nonlinear systems? RF are rare events and to understand how rare and why are daunting challenges for future analyses. Our preliminary studies along these lines suggest that the birth of RF presumably requires 5-6
Fig. 5 Subfigure (a) shows $n_{RF}$ as a function of total energy of the system $E$, for three different distributions of the initial conditions - uniform, Gaussian and the beta distribution. Subfigure (b) shows the kinetic energy of the most energetic SW $E_{K,\text{max}}$, normalized by the total system energy $E$, for a range of initial conditions and system parameters. The inset shows early time transition of the system to QEQ for all the cases except the case of the single seeded SW. Both the plots show data for $\alpha = 0$ and $n = 2$.

energetic SWs to come together within a small time window and it is necessary to understand what conditions control such conditions.

3.4 The RF in the Late QEQ Phase

It is important to examine whether the RF recorded are late in the QEQ phase (as shown in Figs. 2) or past the same into an energy-equipartitioned state. Because if indeed RF are seen in the energy equipartitioned state, it could be possible to see them when systems are in equilibrium as well.

In earlier work we have studied how the $\beta$-FPUT system with $n = 2, \alpha = 0$ at late enough times relaxes beyond QEQ to an energy equipartitioned state [27]. A key test used to determine the establishment of the equipartitioned state was to examine whether the simulations yielded a value of $C_v$ that can only be obtained when equilibrium prevails. Hence, it is reasonable to examine whether the system in our study relaxes past the QEQ state to an energy
equipartitioned state by calculating the specific heat $C_v$ across various time windows of relaxation. The key idea here is that if the equilibrium $C_v$ is attained then the system must have gone past the QEQ phase to the equilibrium phase. We followed the approach outlined recently by Przedborski et al. and presented in Eq. (16) in Ref. [49] to carry out our calculations.

For $n = 2, 3$ and 4, the theoretical values of $C_v$ when the systems reach the energy equipartitioned state were calculated to be 0.725, 0.64 and 0.608, respectively [49]. The corresponding $C_v$ values from our simulations using Eq. (24) in Ref. [27] were found to be 0.741, 0.657 and 0.615. While these values are close to the values in the energy equipartitioned state, our experiences with these calculations (see [27]) suggest that they are not close enough to infer that the equipartitioned stage has been reached. Further, for the strongly nonlinear systems under various initial conditions being studied, the simulation times to reach the equipartitioned state turn out to be too long to simulate. Our results hence suggest that our study of RF is for systems that have not quite reached the equipartitioned state and that our calculations have been performed in QEQ.

4 Summary and Conclusions

The story of RF in non-integrable 1D systems with strongly nonlinear interactions is an interesting as well as an evolving one. Given that RF emerge late into system dynamics, and that nonlinear dynamical simulations need to be done with high precision, it is challenging to resolve even relatively simple questions within a short time. Our studies in this work were done on RF as the systems evolved through the time steps outlined in Sec. 2. Hence, in this second paper on RF, we lay out our progress and close with questions that we wish to address in future work.

We note here that depending on the nature of the interactions, these systems when subjected to a perturbation typically exchange energy between the particles using energy carriers that are characteristic of strongly nonlinear systems. Depending upon the details of the interactions, the carriers can be some or all of propagating SWs, localized nonlinear excitations, and objects that have SW and localized excitation-like features along with acoustic-like oscillations [18]. Interactions between these objects are non-trivial. Eventually these systems evolve into the QEQ phase characterized by no memory of initial conditions, a Gaussian distribution of velocities and no equipartitioning of energy. Our contention is that RF seem to appear in the QEQ phase and possibly are characteristic of strongly nonlinear systems.

In earlier work [41], we showed that for granular chains held within fixed boundaries characterized by Hertz and Hertz-like potentials with $1 < n < 1.3$, $n_{RF} \sim \exp(\gamma 2n)$, where $\gamma = 6.41 \pm 0.81$. Here we report that for $\beta$-FPUT systems and similar systems with sextic, octic, etc potentials (see Eq. (2)), i.e., for $n \geq 2$, where $n$ is an integer, $n_{RF} \sim an + b$, where $a = 550 \pm 32$ and $b = -680 \pm 130$ are constants. The region between $1.3 < n < 2.0$ where the
cross-over happens from exponential to linear growth of $n_{RF}$ with respect to $n$ cannot be explored using the $\beta$-FPUT like systems and will be the subject of future work using the Hertz-like potential.

Our studies show that increasing $\alpha$ in the $\beta$-FPUT chain suppressed $n_{RF}$ as $n_{RF} \sim \exp(-\rho \alpha)$, where $\rho \approx (n+1)$. This result is similar to the suppression of $n_{RF}$ reported with increasing precompression in the Hertz and Hertz-like chains (see Fig. 3 in [41]). However, in the Hertz chain we found that $n_{RF}$ decayed with precompression in a way that seemed consistent with a double-exponential function. While the Hertz-like and FPUT potentials are different, and there is no reason to expect that the suppression of $n_{RF}$ in all models would be the same, it would be interesting and important to understand more about how $n_{RF}$ gets suppressed by the presence of harmonic interactions for various model systems.

The co-existence regime is where the harmonic and nonlinear pieces of the potential become competitive as alluded to in Refs. [64] and in [67] and the system shows behavior akin to that of a strongly nonlinear system. In our $\beta$-FPUT-like systems we see a similar co-existence phase when the harmonic and nonlinear forces become competitive, i.e., for a range of values of $\alpha$ given $\beta = 1$ and the power of $n$ in Eq. (2). Our investigations in [64] suggest that the system dynamics in this co-existence phase is similar to that in an integrable system where the SW never gets destroyed. Typically, in this state, we find that the SW interacts very weakly with the background oscillations of the particles in the chain. We contend that the SW seen in this regime for the Hertz chain problem is best described by Nesterenko’s solitary wave solution for the strongly nonlinear Hertz chain under weak loading [68]. It is conceivable that Nesterenko’s solution could hold the key to a better understanding of the co-existence phase in the $\beta$-FPUT like system.

Future work may need to address the following outstanding questions - (1) exactly when do the RF appear in the relaxation process of a perturbed chain and how long do they last, and how does their number distribution change as the system evolves? (2) Do RF exist in QEQ phases only or do they appear infrequently in equilibrium as well? (3) Are RF special to 1D systems or can they happen in higher dimensions?
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