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Abstract

Value Decomposition (VD) aims to deduce the contributions of agents for decentralized policies in the presence of only global rewards, and has recently emerged as a powerful credit assignment paradigm for tackling cooperative Multi-Agent Reinforcement Learning (MARL) problems. One of the main challenges in VD is to promote diverse behaviors among agents, while existing methods directly encourage the diversity of learned agent networks with various strategies. However, we argue that these dedicated designs for agent networks are still limited by the indistinguishable VD network, leading to homogeneous agent behaviors and thus downgrading the cooperation capability. In this paper, we propose a novel Contrastive Identity-Aware learning (CIA) method, explicitly boosting the credit-level distinguishability of the VD network to break the bottleneck of multi-agent diversity. Specifically, our approach leverages contrastive learning to maximize the mutual information between the temporal credits and identity representations of different agents, encouraging the full expressiveness of credit assignment and further the emergence of individualities. The algorithm implementation of the proposed CIA module is simple yet effective that can be readily incorporated into various VD architectures. Experiments on the SMAC benchmarks and across different VD backbones demonstrate that the proposed method yields results superior to the state-of-the-art counterparts. Our code is available at https://github.com/liushunyu/CIA.

Introduction

Cooperative Multi-agent Reinforcement Learning (MARL) aims to jointly train multiple agents to achieve one common goal, and has witnessed its unprecedented success in various applications, such as video games (Vinyals et al. 2019; Jaderberg et al. 2019), traffic light systems (Wu et al. 2020), and smart grid control (Yan and Xu 2020; Xu et al. 2020; Wang et al. 2021b). To alleviate the partial observation constraint and the scalability problem in cooperative MARL, the Centralized Training and Decentralized Execution (CTDE) framework has attracted increasing attention (Lowe et al. 2017), where agents are granted access to additional global information during centralized training and deliver actions only based on their local histories in a decentralized way. The decentralized policies with one shared network significantly reduce the number of learnable parameters and the exponentially growing joint-action space to the linear complexity. Nevertheless, the CTDE framework still faces a critical challenge of credit assignment, i.e., how to deduce the contributions of individual agents given only global rewards.

In recent years, Value Decomposition (VD) has emerged as a promising credit assignment paradigm, which endows agents with the ability to learn their own optimal policies by decomposing the joint value function according to their individual credits, as depicted in Figure 1(a). The seminal work, VDN (Sunehag et al. 2018), additively factorizes the team value function into individual agent-wise terms, imposing a strong constraint of credit equalization. QMIX (Rashid et al. 2018) identifies that the full factorization of VDN is not necessary and relaxes this additive constraint to a nonlinear combination, which enables the weighted credits for per-agent values. Due to the superior performance of QMIX, there have been many recent efforts to improve its represen-

Figure 1: (a) Basic VD paradigm. ⊗ denotes the complex network operator based on different VD methods, where credits can be considered as the agent contributions. (b) Comparing the credit-level distinguishability mechanism with the agent-level diversity mechanism under the VD paradigm. Credit-level distinguishability can promote agent-level diversity, but not vice versa.
tion capability (Rashid et al. 2020; Wang et al. 2021a).

However, despite the large representation capacity of existing VD methods, it is widely observed that agents often learn similar behaviors inevitably (Mahajan et al. 2019; Hu et al. 2022). Such similar behaviors easily lead to the local optimum of the cooperative policies, which may severely impede the efficient exploration and downgrade the final performance (Terry et al. 2020). Consider a football game where different agents observe similarly. If agents behave similarly for desired credits, all of them may gather to compete for a ball. However, they should keep distance and adopt diverse tactics. Several studies attribute this similarity between agents to the homogeneous policy networks with parameter sharing (Jiang and Lu 2021; Li et al. 2021). They propose to design auxiliary objectives in policy networks towards agent-level diversity, and even introduce agent-specific networks for each agent while sacrificing the advantage of complete parameter sharing. However, these works ignore the fact that policy networks are evaluated and improved via the VD network, where the diversity of agent behaviors often depends on the distinguishability of credit assignment, as depicted in Figure 1(b). Thus, we argue that their pursuit of diverse policies is still limited when the VD network provides ambiguous credits to demonstrate the contributions of different agents.

In this paper, we investigate the multi-agent diversity from a novel perspective of credit assignment. To evaluate the distinguishability of existing VD methods, we design a random-shuffle scheme that eliminates the identity information of input agent values while preserving the original network architecture. Case studies empirically show that the VD network may assign ambiguous credits to the agents, indicating that promoting the diversity of agents will be limited by the identity insensitivity of the VD network. Therefore, we introduce a new contrastive identity-aware learning method, termed as CIA, to explicitly encourage credit-level distinguishability. The proposed method leverages gradient-based attribution to represent the credit of each agent, and further considers the long-term behaviors of agents by adopting the temporal credits from the overall trajectory. To encourage the discriminative assignment of credits and further the emergence of diverse behaviors, we propose to maximize the mutual information between the temporal credits and learnable identity representations of different agents. Moreover, we customize a contrastive learning objective to derive a tractable lower bound for the mutual information since estimating and maximizing the mutual information of neural networks is often intractable. Our main contributions can be summarized as follows:

- We identify the ambiguous credit assignment problem in VD, a highly important ingredient for multi-agent diversity yet largely overlooked by existing literature.
- We propose a novel contrastive identity-aware learning (CIA) method to promote diverse behaviors via explicitly encouraging credit-level distinguishability. The proposed CIA module imposes no constraints over the network architecture, and serves as a plug-and-play module readily applicable to various VD methods.
- Experiments conducted on the StarCraft II micromanagement benchmark show that CIA yields significantly superior performance to state-of-the-art competitors.

Related Work

Value Decomposition aims to extract the individual utility from the global reward for credit assignment, which has become a well-established paradigm for tackling cooperative MARL problems (Zohar, Mannor, and Tennenholtz 2022; Jeon et al. 2022; Fu et al. 2022). To realize efficient VD, it is critical to satisfy the Individual-Global-Max (IGM) principle that the global optimal action should be consistent with the collection of individual optimal actions of agents (Son et al. 2019). Following the IGM principle, VDN (Sunehag et al. 2018) proposes to represent the joint value function as a sum of individual value functions, while QMIX (Rashid et al. 2018) extends this additive VD and imposes a monotonicity constraint, showing the state-of-the-art performance. To further alleviate the risk of suboptimal results, WQMIX (Rashid et al. 2020) improves QMIX by a weighted projection that allows more emphasis to be placed on underestimated actions.

However, VDN and QMIX still suffer from structural constraints which limit their representation capability for joint action-value function classes. Thus, QTRAN (Son et al. 2019) constructs the soft regularization constraints to achieve more general decomposition than VDN and QMIX. QPLEX (Wang et al. 2021a), on the other hand, proposes a duplex dueling network architecture to enable the complete VD function class that satisfies the IGM principle. These VD methods have shown great potential in the field of credit assignment for challenging MARL tasks. Other works further adapt VD towards transfer learning (Long et al. 2020; Wang et al. 2020b; Yang et al. 2022; Yang, Ye, and Wang 2022) and ad hoc teamwork (Gu et al. 2021; Macke, Mirsky, and Stone 2021; Rahman et al. 2021). Despite the success of VD, existing methods ignore the distinguishability in credit assignment, leading to the homogeneous behaviors among multiple agents. GRE (Zhao et al. 2022) tries to use credit entropy regularization to mitigate this problem, which only imposes single-step distinguishability on credits.

Agent Diversity has been widely studied in single-agent reinforcement learning problems, which provides an exploration bonus to encourage the diverse behaviors (Eysenbach et al. 2019; Burda et al. 2019). In recent years, due to the promising results achieved by the existing single-agent methods, diversity has also emerged as a popular topic in MARL (Lee, Yang, and Lim 2019; Christianos et al. 2021). It encourages the difference between individual agents under the cooperative setting when pursuing diversity in the context of MARL. RODE (Wang et al. 2021c) realizes a learnable role assignment for agents to achieve diversity. It learns action representations and clusters different actions into several restricted roles, while this role-based method is limited by the action space that cannot be decomposed. EOI (Jiang and Lu 2021) proposes to construct the intrinsic reward, a predicted probability of agent identity given its observation, to promote the emergence of individuality.
However, the identity prediction mechanism of EOI is easy to overfit if the local observation contains the identity information. In MAVEN (Mahajan et al. 2019), agents condition their behaviors on the shared latent variable controlled by a hierarchical policy, where the mutual information between the trajectories and latent variables is maximized to learn a diverse set of such behaviors. Similarly, EITI (Wang et al. 2020a) leverages mutual information to capture the influence between the transition dynamics of different agents, while CBS (Li et al. 2021) designs agent-specific networks for each agent and encourages diversity by optimizing the mutual information between the agent identities and trajectories. These works are all built based on the existing VD methods, especially QMIX, encouraging only the diversity of agent networks with various strategies. Thus, they still suffer from limited distinguishability when credit assignment in the VD network is ambiguous.

**Preliminary**

**Dec-POMDP.** We consider a fully cooperative multi-agent setting under the **Decentralized Partially Observable Markov Decision Process (Dec-POMDP),** which is defined as a tuple \((A, S, U, P, r, \Omega, O, \gamma)\), where \(A = \{a_k\}_{k=1}^K\) is the set of \(K\) agents and \(s \in S\) is the global state of the environment. At each time step \(t\), each agent \(a_k \in A\) receives an individual partial observation \(o_k^t \in U\), forming a joint action \(u_t \in U^K\). This causes a transition to the next state \(s_{t+1}\) according to the state transition function \(P(s_{t+1}|s_t, u_t) : S \times U^K \times S \rightarrow [0, 1]\). All agents share the same reward function \(r(s_t, u_t) : S \times U^K \rightarrow \mathbb{R}\) and \(\gamma \in (0, 1)\) is the discount factor. Each agent \(a_k\) has an action-observation history \(\tau^k \in \mathcal{T} = (\Omega \times U)^+\) and learns its individual policy \(\pi^k(u^k|\tau^k) : \mathcal{T} \times U \rightarrow [0, 1]\) to jointly maximize the discounted return \(R_t = \sum_{i=0}^{\infty} \gamma^i r_{t+i}\). The joint action-observation history is define as \(\tau \in \mathcal{T}^K\). The joint policy \(\pi\) induces a joint action-value function \(Q^\text{tot}(s_t, u_t) = \mathbb{E}_{\pi^k} \sum_{t=0}^{\infty} \gamma^t R_{t+1} | s_t, u_t, \pi\) that represents the expected discounted return under the given policy.

The **CTDE Framework** has attracted substantial attention in cooperative MARL to achieve effective policy learning (Yu et al. 2021; Luo et al. 2022), where agents must learn the decentralized policies which based on only local observation at execution time, but they are granted access to the global information during centralized training. One of the promising ways to exploit the CTDE framework is VD, which allows agents to learn their individual utility functions by optimizing the joint action-value function for credit assignment. To realize VD, a mixing network with parameters \(\theta_v\) is adopted as an approximator to estimate the joint action-value function \(Q^\text{tot}\). The mixing network is introduced to merge all individual action values into a joint one \(Q^\text{tot} = f(q; \theta_v)\), where \(q = \{Q^k\}_{k=1}^K \in \mathbb{R}^K\) and \(Q^k\) with shared parameters \(\theta_v\) is the utility network of each agent \(a_k\). The learnable parameter \(\theta = \{\theta_v, \theta_u\}\) can be updated by minimizing the following Temporal-Difference (TD) loss:

\[
\mathcal{L}_TD(\theta) = \mathbb{E}_D \left[ (y^\text{tot} - Q^\text{tot})^2 \right],
\]

where \(\mathbb{E}[\cdot]\) denotes the expectation function, \(D\) is the replay buffer of the transitions, \(y^\text{tot} = r + \gamma Q^\text{tot}\) is the one-step target and \(Q^\text{tot}\) is the target network (Mnih et al. 2015).

**Method**

In what follows, we provide case studies to evaluate the credit indistinguishability of existing VD methods. Then we further detail the proposed contrastive identity-aware learning (CIA) module and finally summarize the complete optimization algorithm.

**Credit Indistinguishability Analysis**

Firstly, we define that a credit assignment is ambiguous if the learnable credits are invariant to the agent identities. To investigate the ambiguous credit assignment problem in VD, we design a training scheme that randomly shuffles the order of input values to the mixing network at every training epoch. Concretely, we denote \(\Phi\) as the set of all permutation matrices \(P \in \mathbb{R}^{K \times K}\). At each training epoch, we randomly sample a permutation matrix \(P \in \Phi\) and obtain the ambiguous joint-action value \(Q^\text{tot} = f(Pq)\) instead of the original one to calculate the TD loss and update the network parameter. This random-shuffle scheme eliminates the identity information of input agent values without changing the original network architecture, providing a comparable baseline with ambiguous credit assignment. Furthermore, we propose to use KL-divergence distance to measure the similarity of
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Figure 2: (Left) Learning curves of QMIX and its variants on two SMAC scenarios. (Right) KL-divergence distance matrices of the credit distributions of different methods.
credit distributions\(^1\) of different methods. We calculate the average KL-divergence distance by the trajectories sampled by the trained networks of all compared methods separately. Please refer to Appendix B for more details about the experiment settings.

Case studies are conducted on two challenging tasks provided by SMAC (Samvelyan et al. 2019). We take QMIX (Rashid et al. 2018) as an example to study due to its state-of-the-art performance, and introduce its variant under the random-shuffle training scheme, namely QMIX (RS). Moreover, we also integrate the proposed CIA module with QMIX, namely QMIX (CIA), to demonstrate the importance of credit-level distinguishability. Experimental results of different methods are shown in Figure 2. Interestingly, even with the ambiguous credit assignment, the random-shuffle variant can still achieve the performance on par with those obtained by original QMIX. The KL-divergence distance also shows that the credit distribution of QMIX is similar as its random-shuffle variant, indicating that QMIX are insensitive to the identity of agents. Thus, its learned credits may be ambiguous, which limits the diverse behaviors of agents and damages the final performance.

Contrastive Identity-Aware Learning

To encourage multi-agent diversity, we introduce a novel contrastive learning method to realize the identity-aware distinguishability in credit assignment, as shown in Figure 3.

Temporal Credit Attribution. Before promoting the distinguishability of credits, one key issue to be considered is: how to define a universal credit to represent the contributions of individual agents in different VD methods. Towards addressing this problem, we consider a gradient-based attribution mechanism to extract the credit assignment information in the mixing network. In general, the gradient-based attribution is calculated taking the partial derivatives of the output with respect to the input, indicating the relative importance of different inputs to a specific output (Ancona et al. 2018). Thus, we employ this mechanism to attribute the credits as the partial derivatives between the joint-action value and individual values, as shown in Figure 3(a). Specially, the credit of the agent \(a_k\) at each time step \(t\) is formulated as:

\[
x_k^t = \frac{\partial Q_{\text{tot}}^t}{\partial Q_k^t} \in \mathbb{R}.
\]

This credit attribution mechanism enables us to determine the contribution of each agent value, also known as the value sensitivity. That is to say, a larger attribution magnitude means that the corresponding agent has a significant impact on the final result. Furthermore, this credit attribution mechanism can be readily applied to different VD methods, regardless of the heterogeneous mixing network architectures.

In sequential decision-making problem, it is insufficient to deduce the contribution of an agent only by the behavior of a single step. The behavior of an agent is usually affected by its final goal. As shown in Figure 3(b), we therefore adopt the temporal credit attribution of each agent \(a_k\) from the overall sampled trajectory \(\tau\) with \(t \in \{1, 2, \cdots, N\}\) as:

\[
x_k^\tau = \left[ x_1^k, x_2^k, \cdots, x_N^k \right] \in \mathbb{R}_N^N.
\]

Contrastive Identity-Aware Distinguishability. After defining the credits in a reasonable way, we further attempt to promote the distinguishability of the credits, avoiding capacity degradation of the VD model due to the ambiguous credit assignment problem. However, obtaining the solution that all the credits differ from each other is not trivial. It is hard to directly constrain the distance between different
learnable credits during the optimization process. Thus, we approximate the solution by introducing latent identity representations for each agent as intermediate variables, and condition the individual temporal credits on these representations, realizing identity-aware distinguishability.

Specially, each agent $a_k$ is assigned only one learnable random-initialized identity representation $u^k \in \mathbb{R}^N$ with the same dimension of $N$ as the temporal credits during the entire training process. We denote $W \in \mathbb{R}^{K \times N}$ as the identity representations of $K$ agents. On the other hand, it is notable that the temporal credits $x^k_\tau$ of the agent are various in each sampled trajectory $\tau$. We propose to maximize the mutual information $I(x; w)$ between the temporal credits and identity representations of different agents:

$$I(x; w) = \mathbb{E}_{x, w} \left[ \log \frac{p(x \mid w)}{p(x)} \right].$$  \hspace{1cm} (4)

However, directly optimizing this objective is quite difficult since estimating mutual information is often intractable. Inspired by contrastive learning (Oord, Li, and Vinyals 2018), we introduce a contrastive learning loss, the InfoNCE loss, to provide a traceable lower bound of the mutual information objective as follows:

$$I(x; w) \geq \log(K) - L_{CL},$$  \hspace{1cm} (5)

where $L_{CL}$ is the InfoNCE loss and $K$ is the number of agents. Contrastive learning can be considered as learning a differentiable dictionary look-up task, which contrasts semantically similar and dissimilar query-key pairs. To match individual temporal credits with their corresponding identity representations, we define identity representations as queries and temporal credits as keys. For example, given a query $w^k$ and keys $X = \{x^k_\tau\}_{k=1}^K$, the goal of contrastive learning is to ensure that $w^k$ is close with $x^k_\tau$ while being irrelevant to other keys in $X \setminus \{x^k_\tau\}$. Specially, the identity-wise contrastive learning loss is given as follows:

$$L_{CL} = \mathbb{E}_{(w^k, \{x^k_\tau\}_{k=1}^K) \sim D} \left[ -\log \frac{\exp(g(x^k_\tau, w^k))}{\sum_{k'=1}^K \exp(g(x^k_\tau, w^{k'}))} \right],$$  \hspace{1cm} (6)

where $g(x, w) = x^T w \in \mathbb{R}$ is the function that compute the non-negative similarity score between the identity representation $w$ and the temporal credit $x$. Here we adopt a simple dot-product similarity, but it can be easily replaced by other methods. The similarity matrix is denoted as $G = XW^T \in \mathbb{R}^{K \times K}$. As shown in Figure 3(d), this identity-wise contrastive learning loss constrains the learned identity representations to uniformly distribute on a specific credit-identity hypersphere without divergence, where the temporal credits distribute around their corresponding identity representation (Wang and Isola 2020). With the contrastive learning loss, CIA directly encourages the identity-aware distinguishability among agent credits, providing a more discriminative credit assignment for multi-agent diversity.

Intuitively, we can explain the intrinsic mechanism in CIA from the perspective of a classification problem, where each input credits predict their corresponding identity labels. The identity representations are the weights of the classifier. For classification, there are two ways to obtain a minimal loss: use some easier inputs or adopt a more complex classifier. Here the identity representations only form a simple one-layer linear classifier, which imposes a strong constraint that the input credits must be linearly separable for minimal loss. Thus, the CIA module successfully endows the VD network the ability to promote credit distinguishability.

**Optimization Algorithm**

To sum up, training our framework based on the CIA module contains two main parts. The first one is the original TD loss $L_{TD}$, which enables each agent to learn its individual policy by optimizing the joint-action value of the mixing network. The second one is the proposed contrastive learning loss $L_{CL}$ to facilitate the credit-level distinguishability. Thus, given these two corresponding loss items, the total loss of our framework is formulated as follows:

$$L_{all} = L_{TD} + \alpha L_{CL},$$  \hspace{1cm} (7)

where $\alpha$ is the coefficient for trading off loss terms. The overall framework is trained in an end-to-end centralized manner. It is notable that CIA does not break any constraints of original VD paradigm and still follows IGM principle. To make the proposed CIA clearer to readers, we provide the pseudocode in Appendix A. We only need to introduce an additional linear layer for learnable identity representations as shown in Figure 3(c). The algorithm implementation of the CIA module is simple yet effective that can be seamlessly integrated with various VD architectures.

**Experiments**

To demonstrate the effectiveness of the proposed CIA method, we conduct experiments on the didactic game and the StarCraft II micromanagement challenge.

**Experimental Settings**

Our methods are compared with various state-of-the-art methods, including (i) Value decomposition methods: QMIX (Rashid et al. 2018), QPLEX (Wang et al. 2021a), QTRAN (Son et al. 2019), OQWQMIX and CWQMIX (Rashid et al. 2020). (ii) Diversity-based methods: MAVEN (Mahajan et al. 2019), EOI (Jiang and Lu 2021), GRE (Zhao et al. 2022), SCDS that is a variant of CDS (Li et al. 2021) with complete shared agent network to ensure comparability. Our CIA implementation uses QMIX and QPLEX as the integrated backbones to evaluate its performance, namely QMIX (CIA) and QPLEX (CIA). These two methods are chosen for their robust performance in different multi-agent tasks, while CIA can also be readily applied to other methods. We adopt the Python MARL framework (PyMARL) (Samvelyan et al. 2019) to implement our method and all baselines. The detailed hyperparameters are given in Appendix B, where the common training parameters across different methods are consistent.

**Didactic Game**

We design a didactic game and call it Turn. Two colored agents with the observation of $3 \times 3$ are initialized in a $5 \times 5$
map, and the corresponding colored apples are generated alternately in the map. The goal of each agent is to take turns to eat the exclusive apples (agent 1 first), where the one that is not in its round will be trapped by fences and punished when moving. This didactic game requires the VD model to learn a rotating credit assignment strategy. As shown in Figure 4, the proposed CIA works quite well on improving QMIX. We further visualize the temporal credits of different methods in a sampled trajectory. Obviously, CIA realizes the distinguishable credit assessment, where the temporal credits of two agents rise alternately. However, the credits of QMIX are sometimes ambiguous, which even pay more attention to the trapped agent in each round. This crisp example verifies the effectiveness of the proposed CIA. Please refer to Appendix B for more details.

**SMAC Benchmark**

The StarCraft Multi-Agent Challenge (SMAC)\(^2\) (Samvelyan et al. 2019) has become a common-used benchmark for evaluating state-of-the-art MARL methods. SMAC focuses on

\(^2\)We use SC2.4.10 version instead of the older SC2.4.6.2.69232. Performance is not comparable across versions.
micromanagement challenges where each of the ally entities is controlled by an individual learning agent, and enemy entities are controlled by a built-in AI. The goal of the agents is to maximize the damage to enemies. Hence, proper tactics such as sneaking attack and drawing fire are required during battles. Learning these diverse interaction behaviors under partial observation is a challenging task. To validate the effectiveness of our methods, we conduct experiments on 6 SMAC scenarios (Samvelyan et al. 2019) which are classified into Easy (10m vs 11m), Hard (2c vs 64zg, 7sz) and Super Hard (6h vs 8z, corridor, 3s5z vs 3s6z). Only the 10m vs 11m scenario is homogeneous, where the army is composed of only a single unit type, while the others are heterogeneous.

The experimental results on different scenarios are shown in Figure 5. Compared with the state-of-the-art baseline methods, our proposed CIA successfully improves the final performance. In the easy homogeneous scenarios (10m vs 11m), the strength gap between the agents and enemies is small. Thus, several baselines can also achieve promising results without complex tactics, while the benefit of diversity brought by CIA is not obvious. However, in the more difficult heterogeneous scenario (2c vs 64zg, 7sz), our method yields better performance than baselines. The results suggest that CIA can be utilized to provide a more discriminative credit assignment, which helps heterogeneous agents to explore diverse cooperation strategies. Moreover, this exploration may lead to a little drop in learning efficiency, but it is worthwhile as a trade-off for achieving non-trivial performance. To further test the potentiality of the proposed method, we also compare CIA in the super hard heterogeneous scenarios (6h vs 8z, corridor, 3s5z vs 3s6z). In these challenging scenarios, learning distinguishable credits becomes complex due to the different unit types. Furthermore, there is a great disparity in strength between the two teams, and it is impossible to beat the enemies in a reckless way. The proposed CIA provides an impressive improvement in the performance over the baselines, showing its robustness to diversity promoting. Especially in the 3s5z vs 3s6z scenario, almost all compared baselines cannot learn any effective policy and perform poorly, while our method still maintains the superior performance.

Ablation Study

To verify the generalization of the proposed method, we apply the CIA module to two VD methods, including QMIX and QPLEX, and present the results in Figure 5. In general, the proposed CIA shows promising performance in enhancing different VD methods. Of special interest is the significant improvement in the super hard heterogeneous scenarios (3s5z vs 3s6z), where credit assignment plays an important role. CIA (QMIX) and CIA (QPLEX) both obtain gratifying results superior to QMIX and QPLEX, indicating that the CIA module successfully enlarges the credit-level distinguishability. Moreover, it is notable that the improvement of incorporating CIA into different VD methods relies on the representation capability of the original models. The dedicated CIA module focuses on providing a regularization term to guide the optimization of the credit assignment without changing the intrinsic VD mechanism.

Moreover, to further demonstrate the advantage of CIA in promoting credit-level distinguishability, we also design a comparable variant that uses a credit classification loss (CC Loss) instead of the proposed contrastive identity-aware learning loss (CIA Loss). The credit classification loss is based on directly predicting the corresponding identity labels given the temporal credits. Figure 6 reports the experimental results of QMIX with different loss items. The dedicated CC loss can also make an improvement to alleviate the ambiguous credit assignment problem. In the simple scenarios (10m vs 11m, 2c vs 64zg), the CIA loss offers close performance compared with CC loss. However, in the difficult scenarios (corridor, 3s5z vs 3s6z), the CIA loss outperforms the CC loss by a wide margin, while the CC loss suffers from a large variance. The results show that the CIA loss constrains the temporal credits and the identity representations into a specific credit-identity space without divergence, providing a more stable and robust optimization objective. However, the learned credits of the CC loss may distribute far away from the decision boundary constructed by the identity representations.

Conclusion

In this paper, we investigate the multi-agent diversity problem of the value decomposition (VD) paradigm in the MARL setting, observing that existing works on diverse agent networks are limited by the indistinguishable credit assignment of the VD network. Inspired by the observation, we propose a novel contrastive identity-aware learning (CIA) method to explicitly encourage the VD network to distinguish the assigned credits of multiple agents. Technically, we maximize the mutual information of the temporal credits and the identity representations of different agents with a tractable lower bound. We validate CIA over the StarCraft II micromanagement benchmark, and showcase that it yields results significantly superior to the state-of-the-art techniques in MARL. This simple yet effective CIA method further motivates us to explore the high-quality representation in future work rather than improving the network architecture. Another challenging direction is the theoretical study of the ambiguous credit assignment phenomenon. It is interesting to study the relationship between the IGM constraint and the ambiguous credit assignment problem. The IGM constraint may limit the distinguishable expressiveness of credit assignment in the existing VD architectures.
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