Simple merging technique for improving resolution in qualitative single image phase contrast tomography
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Abstract: For dynamic samples and/or for simple ease-of-use experiments, single-image phase contrast tomography is a very effective method for the 3D visualization of materials which would otherwise be indiscernible in attenuation based x-ray imaging. With binary samples (e.g. air-material) and monochromatic wavefields a transport-of-intensity (TIE)-based phase retrieval algorithm is known to retrieve accurate quantitative maps of the phase distribution. For mixed material samples and/or white beam radiation the algorithm can still produce useful qualitative tomographic reconstructions with significantly improved area contrast. The stability of the algorithm comes with a recognized associated loss of spatial resolution due to its essential behaviour as a low-pass filter. One possible answer to this is an image fusion technique that merges the slices reconstructed from raw phase contrast images and those after phase retrieval, where the improved contrast may be acquired without the associated loss of high-frequency information. We present this technique as a simple few-parameter Fourier method, which is easily tunable and highly compatible with current reconstruction steps.
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1. Introduction
The penetrative power of hard X-rays makes 3D tomography an excellent non-destructive technique for the micro-scale or even nano-scale characterization of samples, from biological and bio-medical applications to materials science and engineering. With high-flux sources, such as at a synchrotron facility, fast and in situ or in vivo scans of dynamic samples are increasingly utilized. In cases of materials with sufficient density variation, standard absorption contrast tomography may be sufficient, but for many light materials, the difference between the linear attenuation coefficient of various components leads to insufficient contrast from x-ray absorption alone. In these cases a form of phase contrast may be worthwhile- be it e.g. analyser-based [1] (also known as DEL, with a Bragg- or Laue-diffracting crystal), grating-based [2], [3] [4] (a form of differential phase contrast using at least one grating which is stepped across in sub-pixel distances) or propagation-based [5–7] (also known as in-line) phase contrast. Whilst the first two methods have their advantages in terms of sensitivity and multiple possible modes [4], [8], for sheer practicality and ease of use, propagation-based
imaging is ideal, requiring no extra optics, merely some distance between the sample and detector. Provided sufficient spatial coherence exists, this allows the phase modulations of the x-ray wavefield at the exit plane of the sample to propagate and self-interfere to be rendered as intensity modulations at the detection plane. Such ease of use means that the main experimental complexity, removed from the imaging step, can be reserved for the sample or experimental setup, e.g. dynamic, *in situ* arrangements.

In many cases, where the propagation-distance \( z \) is kept at a minimum and/or the spatial resolution and coherence is not so high, this effect is referred to as edge-enhancement and seen as an increase in the apparent sharpness of edges and voids within the sample. In simple radiographic projections, visibility of weakly or non-absorbing objects may be dramatically increased—something indistinguishable in a contact image (where \( z = 0 \)) can be now strongly delineated. This delineation is in the form of a single bright/dark fringe appearing at the interface between low and high-density material.

The acquired multiple angular-dependent edge-enhanced projections may be directly used for input into tomographic reconstruction algorithms (e.g. standard filtered back-projection), obtaining corresponding edge-contrast in the tomographic slices. In the small-\( z \) approximation, known as the near-field (a small \( z \) can be determined from the Fresnel number \( n_f = d^2 / \lambda z \gg 1 \) where \( d \) is the length scale of interest and \( \lambda \) the x-ray wavelength) the intensity is linearly related to the 2nd transverse derivative of the phase at the exit-plane of the object [9]. However, these ‘raw’ reconstructions of phase contrast images can exhibit phase artefacts, often in the form of tangential streaks, caused by the sharp gradients of these edges, a type of angular under-sampling [10]. Also, and perhaps of greater importance, whilst the edge contrast may be sufficient for manual segmentation and tracing methods, any type of automatic segmentation may be quite challenging.

By applying phase retrieval as an intermediate step, tomographic slice contrast and segmentation may be dramatically improved. By inverting the phase contrast, one is able to obtain images similar to an absorption image with considerably improved signal-to-noise ratio (SNR). The form of contrast reverts from edge contrast to area contrast, from the Laplacian of the phase to a direct linear function of the phase. Various types of phase retrieval algorithms exist, both analytical and iterative (or a mix of the two) [11]. Employing only one distance and energy, single-image phase retrieval schemes such as those based on the TIE (Transport of Intensity) [12] equation are here ideal. This is particularly true in the case of dynamic sample conditions. The non-iterative algorithm by Paganin *et al.* [13] is well recognised to be highly practical in terms of its simplicity, computational efficiency and robustness. As such it has been proven useful in many applications of x-ray phase contrast imaging. This is illustrated by its selection for the basis of java-based x-ray phase retrieval software ANKA*phase* [14] (freely available as a plugin to the popular Image J package [15]).

The robustness of the algorithm is in part due to the essential nature of the algorithm as a low-pass filter. The inverse Laplacian \( 1/k^2 \) parameter acts practically to provide a cut-off frequency beyond which the smaller spatial features are smoothed out.

Under the conditions of its derivation, describing the phase retrieval of a weakly-diffracting homogeneous object illuminated with planar monochromatic radiation (or a point-source given the addition of a simple magnification term), the algorithm may be used to accurately quantify the projected thickness of the object. The retrieved thickness map, or phase map which under these conditions may be assumed directly proportional to the former, exhibits a typical blurring. This is induced by the finite source size and detector resolution together with the fundamental assumption of the algorithm that the sample-detector distance is sufficiently small such that only a single Fresnel diffraction fringe is present in the image.

In fact the algorithm performs quite tolerably under a range of relaxed conditions. These are well known and noted for example in [14]. Indeed, in many cases of its use and particularly for the phase retrieval step in tomography, the approximation of a single-material system is no longer met. At this point the relative grey-scale values of the retrieved map may
no longer be considered quantitatively accurate. Additionally, the reconstructions are notably characterized by either an under- or over-smoothing of those material interfaces which are not the assumed single-material-to-air interface. Thus pure quantitative analysis is not possible and these maps should not be used to determine the electron density. Nevertheless, where a multi-material sample exists with several composite materials of different but not dramatically varying phase-shifting and attenuating behavior, the resulting tomogram quality may be more than sufficient for some desired form of automatic segmentation. In [16] and [17] this effect is discussed in detail, together with a variant of the original Paganin algorithm presented which may take into account multiple materials, given sufficient a priori knowledge of the sample. These may then be spliced together, if somewhat labor-intensively, for a final reconstruction. In their later paper, bio-medical experiments are presented where this was usefully applied and where it was deemed sufficient to use the original single-material algorithm.

We return to the main point then that use of the algorithm can be a very beneficial step in the analysis of propagation-based phase contrast tomographic data, but will in general cause a decrease in spatial resolution. Artificially tuning the single-material index of refraction input value, which in some sense may be considered to counter-effect the point-spread function (PSF) of the detector system, can temper this effect to some degree. However, this artificial tuning will add to the non-quantitativeness and lead to a general loss of area contrast. In this way one must reach a compromise between contrast and resolution.

In this paper we present and discuss one potential answer to this problem, in the form of a simple image fusion technique. This simple method works by merging, in the Fourier space, the phase contrast images before and after phase retrieval— taking just the high frequency components of the phase contrast images, which conserve the spatial resolution, and adding them via a weighted factor back into the phase retrieved result. In essence this is just putting back a small but controlled amount of the edge enhancement (and noise). The idea of retaining some component of the defocused (raw phase contrast) image in the final retrieved function, in order to compensate for deblurring effects of the imaging system such as the PSF, is discussed in [18].

Image fusion–type methods have been successfully used in 2-D with grating-based phase contrast in the application of mammography, where the three information modes of absorption, phase and dark-field (scattering) are combined in one single image to present the information easily to the radiologist. This has been done in Fourier space [19] and via wavelet component addition [20].

The easy tunability of the method proposed herein, as an additional step to the use of the TIE-based method [13] should be highlighted. The image ‘fusion’ tends to tip the method into one of image processing, and in effect may be compared to the 2D digital filtering techniques of unsharp masking and Laplacian filtering [21]. The original phase retrieval algorithm is, as stated, already used to great benefit and often not strictly quantitatively. Applications of this fusion method are limited to cases where the original single-image algorithm would already be considered. It is able to offer such a user an additional degree of choice over the key image parameters of area contrast and resolution for their segmentation. This in turn may give an extra level of control over experimental design including propagation distance, where noise vs. contrast can be one of the key deciding factors. One may consider it an alternative to other single image phase retrieval methods such as contrast transfer function (CTF)-based algorithms (e.g., [22]) (valid in both the near- and intermediate-field) which may be more computationally difficult, still based on similar or more restrictive sample approximations and may be much less stable with respect to noise. Keeping in mind the simplicity and potential for dynamic scanning, the technique here may well be considered a useful complement to alternative quantitative techniques such as in-line holography or grating-based interferometry.
2. Theory and Experimental Layout

For any given material of complex refractive index $n_j = 1 - \delta + i\beta$, where refraction is sufficiently weak such that the x-ray wavefield matter interaction may be expressed by the projection approximation for attenuation and phase modulation (assuming paraxial incident wavefront), a sample composed of a single material gives for the phase change $\Delta\phi$:

$$\Delta\phi = -k \int_0^z \frac{dz}{\delta} = -k\delta T(x, y),$$  \hspace{1cm} (1)$$

and for the intensity transmission,

$$\frac{I}{I_o} = \exp\left(-\int_0^z \frac{dz}{\mu}\right) = \exp\left(-\mu T(x, y)\right).$$  \hspace{1cm} (2)$$

where $T(x, y)$ is the projected thickness of the material along the optical ($z$-) axis, and $\mu = 2k\beta$ is the energy-dependent phase decrement for material $j$, with $\beta$ its corresponding absorption component.

Given a measurement of the intensity $I$ of the modulated wavefield some small distance $z$ downstream of the sample, with propagation effects following the conservation of optical energy known as the TIE [12], the projected thickness may be uniquely recovered as [13]:

$$T(x, y) = -\frac{1}{\mu} \ln \left\{ \mathcal{F}^{-1} \left\{ \frac{1}{(\delta/\mu) z (k_x^2 + k_y^2) + 1} \mathcal{F} \left\{ \frac{I(x, y)}{I_o(x, y)} \right\} \right\} \right\},$$  \hspace{1cm} (3)$$

where $\mathcal{F}$ and $\mathcal{F}^{-1}$ represent the forward and inverse Fourier Transform, $k_x$ and $k_y$ describe the spatial frequency coordinates of Fourier space in the transverse plane dual to real space coordinates $x$ and $y$.

The low-pass filter effect of Eq. (3) is attributable to the $1 / (\alpha k^2 + 1)$ term (where $\alpha \equiv \delta z / \mu$), representing the double integration step reversing the forward description of phase contrast as a linear function of the Laplacian ($\nabla^2$) of the phase. This term gives the algorithm its stability and robust behavior but also determines an effective cut-off frequency limiting the highest spatial frequencies ultimately present in the reconstructed image.

For a more meaningful value in tomography we can calculate the 2D phase map which is proportional to the retrieved term (using Eq. (1)). Tomographic reconstruction of the 3-dimensional phase of the object is possible using standard reconstruction algorithms such as Filtered Back Projection (FBP) [10] or similar.

A conventional x-ray tomographic reconstruction takes a set of angular projections containing absorption contrast to obtain the 3D distribution of $\mu$ within the sample. A set of projections containing both absorption and phase contrast could be reconstructed following the exact same steps to obtain a 3D distribution of a combination of $\mu$ plus the second derivative of the phase, the latter of which is seen as edge-enhancement [23].

Tomographic reconstruction following phase retrieval with Eqs. (3) and (1) to give the 3D phase distribution, for single-material samples with weak absorption yields a result that is theoretically directionally proportional to a traditional reconstruction of $\mu$ (equivalent to $z = 0$ in Eq. (3)), since $\delta \mu$ is assumed constant across the sample. Practically, as previously mentioned, the traditional absorption contrast measurement suffers from poor SNR, and visibility of structure is achieved via phase contrast edge enhancement. The phase retrieved reconstruction yields high area contrast (CNR) yet undergoes a blurring of features according to the loss of spatial frequencies determined by the magnitude of filter coefficient $\alpha$.

The simple idea that constitutes the basis of this paper is to qualitatively combine the properties of the quantities tomographically reconstructed with and without phase retrieval. In
this way it is possible to keep a high CNR yet regain some easily tunable amount of the spatial frequencies otherwise lost.

The approach taken here is to apply a merging in Fourier space of the two quantities, as may be represented by the equation:

\[
\text{result} = B_{\text{max}} F^{-1}\left\{ W f(k_r, M) F\{A/A_{\text{max}}\} + F\{B/B_{\text{max}}\}\right\}. 
\]  

(4)

Here \(A/A_{\text{max}}\) and \(B/B_{\text{max}}\) are normalized functions of the raw phase contrast image and the phase-retrieved image, respectively. \(k_r\) denotes the radial spatial frequency coordinates which correspond to the relevant image plane (e.g. the \(xz\)-plane when merging cross-sectional tomograms). The smooth filter (real) function, \(f(k_r, M)\), is essentially a smoothed radial masking function of value zero at the zeroth frequency and rising asymptotically to 1.0 at some width \(M\). (A non-sharp cut-off is important in order to prevent the occurrence of ringing artefacts in the inverse transform.) One example of such a function is \(f = \frac{1}{2} [1 + \text{erf}(k_r - M)]\), where \(\text{erf}(k_r)\) is the Gauss error function. \(W\) is a real weighting number, \(0 < W < 1\).

It is equally possible to conduct this Fourier merging step at the level of the projections (setting \(k_r\) to the \(xy\)-plane) as with the reconstructed slices, of which the slight difference in effects will be later discussed. However, for sheer convenience when judging the efficacy of the method it may be preferable to work with slices, so that a new tomographic reconstruction is not required after each tweak of values (while merged projections directly viewed can be difficult to interpret).

There is also of course the possibility to combine the two image sets in another domain; for example, we were able to produce similar results using wavelet-based merging instead (not shown). The use of Fourier methods here is justified by their simplicity and consistency with FFT use of the original phase retrieval.

The pre-normalization may be carried out with respect to pixel values within a desired region, or the DC terms (image mean), but the scaling should be kept constant over the image set. The final result should possess the same mean values as the phase retrieved set, but with an extended greyscale histogram corresponding to the added higher spatial frequencies.

In essence the merging is then tunable with two parameters: the width \(M\) of the filter function and the weighting number \(W\). The width in pixels should be scaled to the effective resolution of the optics used, but will generally be small, needing primarily to cut out the DC term of the absorption/non-phase retrieved image, and mean attenuation of those structures considerably larger than their fringe width. The weighting number may be varied much more considerably, and will generally be chosen proportional to the SNR of acquisition.

![Diagram](image)

Fig. 1. Schematic detailing the setup for high resolution in-line phase contrast tomography at TOMCAT (SLS)

Experiments were conducted at the TOMCAT beamline [24] (Tomographic Microscopy and Coherent rAdiology experimenTs, Swiss Light Source, Paul Scherrer Institut,
Switzerland) shown schematically in Fig. 1, which features super-bend source and double-crystal multilayer monochromator capable of selecting energies from 8 to 45 keV with a bandwidth of 2%. It may also be operated in white-beam mode (yielding a flux of the order of $10^{14}$ photons/s/mm). The results shown in this section were obtained on the standard tomography endstation, consisting of an Optique Peter (Lyon, France) x-ray microscope (x-ray to visible light conversion with a 20 µm LuAG:Ce scintillator) coupled to a PCO 2000 CCD camera (7.4 µm native pixel size). With a 10x magnifying lens, the spatial resolution of the imaging system (in 2D) is less than 2 µm, or around 1 µm with 20x magnification.

The first sample imaged is an Al/SiC composite, comprising a network of SiC sheaths wrapped around a graphite core, in an Al matrix. Example values of $\delta$ and $\beta$ for the composite materials at 30keV [25] are shown in Table 1. Note the attenuating properties of SiC and Al are very similar (depending on the density of the SiC sheath).

| Material       | $\delta$          | $\beta$       |
|----------------|-------------------|---------------|
| SiC (outer sheath) | 7.4 x 10^{-7} | 1.0 x 10^{-9} |
| SiC (inner sheath) | 5.9 x 10^{-7} | 8.3 x 10^{-10} |
| Al              | 6.0 x 10^{-7}     | 8.9 x 10^{-10} |
| C              | 5.1 x 10^{-7}     | 1.6 x 10^{-10} |

2001 phase contrast projections were acquired with 1.1s exposure at 30keV and a propagation distance of 40 mm. Exposure time was chosen such that the 14-bit CCD camera chip was almost filled in the absence of sample. Reconstructions from projection to tomographic slices were performed on the TOMCAT cluster [26] using the GridRec algorithm [27],[28] and Parzen filter [29]. For the phase retrieval step, values were chosen corresponding to Al from Table 1.

Figure 2 compares the cross-sectional tomographic slices of the sample applying standard reconstruction (as though assuming normal radiography projections) from raw phase contrast
images and with reconstruction of the phase after applying phase retrieval using Eq. (3) as an intermediate step. The darker values correspond to the lighter materials.

The reconstructions from the raw phase contrast projections (calculated as though maps of \( \mu_l \)) appear quite sharp, but as expected with very little contrast between the Al and SiC, some between the C core and its surrounding SiC sheath, and a little more between the Al matrix and its pores (seen as dark holes). Edge enhancement is clear, especially the lighter pixels at the interfaces from higher to lower electron density, as the fringe maxima. The increased area contrast afforded by the intermediate step of phase retrieval applied to the data (here the map represents the phase) is very clear to the eye in the 2nd slice set, in particular the white-grey contrast between the outer, denser SiC sheath and the surrounding Al. Automated material segmentation of such a sample is made much easier in the phase retrieved images. Also apparent however is the loss of resolution — small features such as the tiniest pores visible within the Al matrix in the slices without phase retrieval, have become blurred.

If we consider the spatial frequencies present in the reconstructions from raw phase contrast images and those after phase retrieval, we can see the expected transition from predominantly high to predominantly low frequencies (accompanying edge contrast changing to smoothed area contrast). This is illustrated in Figs. 3a and b with the modulus of the 2D Fourier transform of the images (after a hanning windowing). Figure 3c shows the result of a weighted merging of the two according to Eq. (4). A width of 10 pixels was applied and 50% of the normalized high frequency component was added to the phase retrieval image. These are represented more quantitatively through an azimuthally-averaged plot of the radial frequencies in Fig. 3d.

![Fig. 3. Modulus of the 2-D Fourier Transform: a) standard slice reconstruction b) slice after phase retrieval of projections, c) merged. A logarithmic colour-map is used for illustrative purposes. In d) the azimuthally-averaged plot of a, b and c is shown.](image)

Figure 4 then shows the final merged equivalent to the pre- and post-phase retrieval tomographic regions of Fig. 2. In the larger FOV, the difference between phase retrieval and merged result is not visually apparent. Upon closer inspection of a zoomed-in region however, the increased spatial resolution becomes clear. Those small porous features which are blurred out in Fig. 4e are significantly more distinct in Fig. 4f, yet without the obvious bright fringes of Fig. 4d.
Fig. 4. SiC fiber composite sample a) standard slice reconstruction b) slice after phase retrieval of projections, c) slice containing merged information from slices a) and b). d,e,f: zoomed in regions. g) line profiles cut from the fibers of d-f.

For a more quantitative comparison of these 3 tomographic sets, we can look at the line profiles of each, cut-through one composite fiber, shown in Fig. 4g. Again this shows clearly the increased CNR yielded by the phase retrieval (blue compared to the raw reconstruction shown in red). The purple profile of the merged reconstruction is essentially just the blue plus a damped amount of the edges of the red “added back in”. Correspondingly some noise is also put back into the image.

The profiles here describe a typical behavior of the phase retrieval algorithm when applied to a sample of multiple materials of similar but non-identical refractive indices. Note the non-flat (curving sloped) steps of the different materials. This comes from the application of the filter strictly designed for a single interface-type (e. g. material A to air). When two fringe sets corresponding to two different interface types are smoothed, the effect is not equal resulting in the slope between the two interface points. Although a ‘ground truth’ map of the phase of this sample is not known, computational simulations (not shown) of a similar model with flat step functions of density show the same behavior.

Finally, to show the versatility of this simple method of Fourier merging, we move from materials science to a new example from botany. A second sample, this time of a *Spartina Cortina* leaf was tomographically scanned in a similar setup to that of the composite fiber.
Here the 20x lens was employed giving a 0.37 µm effective pixel size. 1001 projections of 250 ms exposure each were acquired at 12keV. This plant is from the wetlands and the experiment aim was to visualize exchange of CO₂ and O₂ in the plants whilst submerged in water. The fresh samples were encased in small plastic capillary tubes filled with water and the setup was designed for maximal possible absorption contrast. Whilst the roots of the plant exhibited good absorption contrast, the thin leaves of the plant gave little, and at the same time the distance from sample to the detector (including within the water-filled tube) provided enough propagation of the x-rays to give significant edge-enhancement of the air-water and air-plant tissue interfaces. Thus it proved a good candidate for phase retrieval: we used δ and β values of 1.60 x10⁻⁶ and 2.40 x10⁻⁹ corresponding to H₂O at 12keV [25] for a z of 12mm.

![Fig. 5. Spartina sample a) standard slice reconstruction b) slice after phase retrieval of projections, c) slice containing merged information from slices a) and b). Magnified regions inset.]

These results are shown in Figs. 5a-c. The phase retrieval clearly inverts the bright-dark fringes of the air-water interfaces in the leaf and yields strong area contrast in its place. A blurring effect may be seen at the same time, however, which is reduced in the merged image of Fig. 5c, where a weighting of 50% of the higher spatial frequencies was again used.

3. Discussion

We evaluated the performance of the technique with measurements of the two metrics: the area Contrast-to-Noise Ratio (CNR) and spatial resolution (SR). Here we use for the definition of CNR the following expression:

$$\text{CNR} = \frac{S_i - S_j}{\sqrt{\sigma_i^2 + \sigma_j^2}}$$

where $S_i$ and $S_j$ refer to the mean intensity (signal) values for two regions of interest (i.e., different materials) and $\sigma_i$ and $\sigma_j$ denote the standard deviation of those respective regions (indicating the noise levels).

Typical spatial resolution measurements are based on threshold minima (with respect to the noise level) of the spatial frequencies of the image. A simple method is to compute the Fourier Transform (the square of the absolute value of the intensity FT yields the spectral power). A measurement of the frequency at which the power drops to twice that of the noise baseline gives one measure of the spatial resolution (as the length scale corresponding to the inverse of the frequency), see e.g. [30].

Table 2 displays the CNR values calculated for the SiC composite sample, for the three adjacent materials: Al matrix to outer SiC sheath, outer SiC sheath to inner SiC sheath, and inner SiC to C core.
Table 2. Comparison of area contrast-to-noise values for different material pairs. The * denotes a number which is higher than expected, but can be attributable to behavior of the original algorithm when applied to multi-materials.

|                  | CNR | CNR | CNR |
|------------------|-----|-----|-----|
|                  | Al-SiC (outer) | SiC (outer) | SiC (inner) |
| without phase retrieval | 0.1 | 0.2 | 2.6 |
| with phase retrieval | 6 | 7 | 27 |
| with 50% merging | 4 | 6 | 31* |

With a sample such as this, useful CNR values should be calculated over reasonably sized regions of interest centered as much as possible between interfaces. These regions are assumed homogenous for the purposes of the calculation. Any sloped curvature of the phase retrieval approximation near interfaces will add to the variance of the data, which is indiscriminately attributed to the noise component of the CNR. Selection of vertical regions along the axis of symmetry of the fibers is the best way to achieve near-homogeneity in our case. However, the merged phase retrieval value of 31 in Table 2 is higher than the un-merged value of 27, presumably because the latter was still underestimated due to its curvature over the region and the resulting inflated variance.

Table 3 presents the spatial resolution of the sample, calculated over the whole slice. From these two tables it can be observed that the 50% merged reconstructed image has a useful balance of the properties of the reconstructions with and without phase retrieval. The resolution is approximately half way between the limiting lower resolution of the phase retrieval, and the upper resolution of the non-phase retrieved data. The contrast is still much closer to that of the phase retrieved data.

Table 3. The resolution of SiC composite.

|                | resolution |
|----------------|------------|
| without phase retrieval | 1.86 µm |
| with phase retrieval   | 2.57 µm   |
| with 50% merging       | 2.24 µm   |

Table 4 displays the CNR of the water-air interface, and the resolution of the whole tomogram of the Spartina leaf sample. Once again, the 50% merged image manages to retain a CNR that is close to the upper limit of the phase retrieved CNR, but at a reduced resolution.

Table 4. CNR of water-air interface and resolution of Spartina leaf sample.

|                | CNR water-air | resolution |
|----------------|---------------|------------|
| Without phase retrieval | 0.6 | 0.88 µm |
| with phase retrieval   | 30 | 1.1 µm |
| with 50% merging       | 27 | 1.04 µm |

As we have discussed, the strength of the filtering present in the original phase retrieval step, given by $\alpha$, is responsible for the known gain in CNR at the cost of resolution.

Instead of the merging, the alpha term in the phase retrieval may also be varied to produce sharper images (a form of ‘software tuning’) but only to a certain degree, as this will also adversely affect the area contrast. If a significant degree of the higher frequencies is to be regained, the merging method is a preferable, more controllable way of keeping these frequencies without affecting the contrast as much. See Fig. 6.
Choice of the merging factors, most specifically the weighting factor for the high frequency components, is best determined by the needs of the user. In most cases they are seeking (hopefully automated) segmentable tomograms at an acceptable resolution. In a quick trial-and-error process conducted by the user, merged tomograms may be generated with various weightings and run through their chosen segmentation software. We have seen that segmentation based on thresholding plus some growing algorithm prefers a moderately low weighting factor, yielding images less sharp than that which would be picked by eye alone. The degree of grey-scale separation will of course be sample dependent. For future development users with consistent applications could consider the use of maximum likelihood optimization methods to automatically refine their parameter choice.

As previously stated, the use of this fusion method is best suited to cases where the original phase retrieval algorithm is deemed suitable. I.e., the sample should be either composed of homogeneous material (may be porous etc., in which case the phase retrieval parameters will be matched to the material/air interface), or of materials with similar δ/β ratios. It should not be required that the reconstructions be strictly quantitative. The original algorithm is also useful in that the object does not need to be a phase object—the approximation allows weak absorption. The presence of heavier, more absorbing objects amongst the desired structures can lead to ‘contamination’ of the images as the values ‘bleed’ into adjacent areas after the phase retrieval from over-smoothing (see measures in [16]-[17]). For this reason higher x-ray energies may be advisable as the linear attenuation coefficient drops faster with increasing energy than the phase decrement. Without losing too much phase contrast, the relative difference in δ/β values of the different composite materials can be decreased. This can help to reduce the aforementioned under- and over-smoothing of interfaces that are not so well matched to the input material parameters chosen.

As previously mentioned, single-image methods of phase retrieval are particularly useful when the sample conditions are dynamic- in many cases the experimenter may be attempting to reduce the tomographic scan times as much as possible. As well as only measuring at one distance, a limited number of projections may be used, and/or short exposure times. White or polychromatic beam, with the associated increase in photon flux could also be a valid option. As propagation-based phase contrast is relatively insensitive to the effects of temporal coherence [7], the phase retrieval is also applicable [14], where the input parameters may be matched to the peak x-ray energy. The result is a somewhat reduced contrast and resolution depending on the bandwidth (but this tradeoff may still be preferable if it delivers the required scan time). The image merging is equally applicable to white beam usage, in order to regain some resolution.

---

Fig. 6. Comparison of equivalent-region slices of the SiC fiber composite sample with a similar spatial resolution, obtained in two different ways: a) slice containing phase retrieval with 50% higher frequencies merged, and b) slice reconstructed directly after phase retrieval using a ‘tuned’ filter coefficient α≡δ/µ reduced by a factor of 5. c) overlay of the two profiles, where the undersmoothing of interfaces from the reduced coefficient give an undesirable curvature across each material.
Quite commonly phase contrast experiments may be designed based first on an experimental determination of the optimum propagation distance, source energy and detector acquisition times. Whilst rules of thumb such as the Fresnel number are useful indicators a quick parameter space sweep can be invaluable. For determination of propagation-distance, use of the original phase retrieval tends to mean finding the maximum distance that keeps within the near-field regime. Up to this point the CNR rises dramatically with distance but then drops, whilst the resolution, tied to CNR also peaks at a small non-zero distance and then worsens with increased distance as the small-distance approximations break down. With the additional application of the merging technique, users with fixed resolution constraints can choose to work at a propagation-distance greater than that they might otherwise pick, yielding a CNR higher than they would otherwise achieve with a similar resolution (not using the merging). One example is shown in [31].

It is also useful to consider the cases where the merging technique does not work so well. We have mentioned the desirability of reducing the difference in $\delta / \beta$ values of composite materials (since most samples will not be truly homogeneous); conversely, it is not so applicable to very highly attenuating samples (although one would equivalently not need it at this point, as absorption contrast alone should be sufficient). Samples with too much phase contrast present in the non-retrieved images are also not ideal, since they often lead to phase artefacts, which, as a form of high frequency structure, will also end up back in the final merged image. For this reason it may be preferable to conduct the merging process at the level of projections, since the filter of the reconstruction (e.g shepp-logan, hamming, parzen [10]) will have a dampening effect on these. The weighting factor chosen for this will be a different value to that used with the slice-based merging. The method has also been highlighted as useful for dynamic imaging (see, e.g [32]), but there will be cases where experiments must be conducted at extremely low exposure times, giving very poor SNR values of the raw phase contrast images. In such a case the fully robust smoothing of the original phase retrieval is vital for achieving sufficient CNR of the tomograms. Then, merging would involve the reintroduction of too much noise to be considered worthwhile to the final image quality.

This method is very easily incorporated into any procedure which is currently based on the original phase retrieval algorithm. It has a very low number of parameters to consider (essentially two) which are easily judged by the user.

4. Conclusions

A simple single-image method of Fourier merging images before and after phase retrieval has been demonstrated, for the 3D sharpening of the retrieved sample phase at a high contrast. This method is very easily incorporated into any procedure which is currently based on the original phase retrieval algorithm. It has a very low number of parameters to consider (essentially two) which are easily judged by the user. It is suited to a reasonable range of applications that would already be initially considering usage of the original phase retrieval algorithm, additionally offering a greater control of image quality parameter choice. As such it should be considered a useful compliment to other less robust, or more time consuming yet more uniformly quantitative methods of phase contrast-based 3D sample mapping.
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