Second-order asymptotic expansion and thermodynamic interpretation of a fast–slow Hamiltonian system

Matthias Klar¹ · Karsten Matthies² · Johannes Zimmer¹

Received: 19 June 2022 / Revised: 11 October 2022 / Accepted: 8 November 2022
© The Author(s) 2022

Abstract
This article includes a short survey of selected averaging and dimension reduction techniques for deterministic fast–slow systems. This survey includes, among others, classical techniques, such as the WKB approximation or the averaging method, as well as modern techniques, such as the GENERIC formalism. The main part of this article combines ideas of some of these techniques and addresses the problem of deriving a reduced system for the slow degrees of freedom (DOF) of a fast–slow Hamiltonian system. In the first part, we derive an asymptotic expansion of the averaged evolution of the fast–slow system up to second order, using weak convergence techniques and two-scale convergence. In the second part, we determine quantities which can be interpreted as temperature and entropy of the system and expand these quantities up to second order, using results from the first part. The results give new insights into the thermodynamic interpretation of the fast–slow system at different scales.
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1 Introduction

A common strategy for analysing how physical properties of macroscopic objects change over time is to model the system on the microscopic scale and then derive macroscopic information, through either analytical considerations or computer simulations.

This method has many advantages. It is conceptually easy to develop a model on the microscopic scale that describes a macroscopic object to high accuracy. This model can then be analysed under different circumstances, either analytically or with computer simulations, often under conditions that allow insight into the object’s properties which cannot be derived based on real-world experimental data alone. Moreover, modelling the physical properties of a macroscopic object based on well-established physical laws on the microscopic scale allows to control and analyse its most fundamental components, which are often more mathematically sound than phenomenologically derived laws on the macroscopic scale. Finally, provided the model on the microscopic scale reflects the actual physical properties to high accuracy, the derived data contain details of the object of the highest fidelity. This can in principle be used to extract and analyse any desired physical properties on the macroscopic scale.

However, this method has some disadvantages. One often models macroscopic objects by means of their constituent particles as large-scale interacting particle systems, where the known physical properties on the microscopic scale are given by intermolecular forces. Thus, even for small macroscopic objects, the number of particles that need to be modelled in order to obtain an accurate representation of the object is typically very large. This inhibits the analytical evaluation of these models dramatically, except for a few cases. Consequently, such models are usually analysed using computer simulations. Here, additionally, the maximal step size in numerical integration schemes that still ensures numerical stability is usually very small. Both factors combined pose a huge obstacle in the scalability of simulations of interacting particle systems in time and in space.

The goal is thus to develop mathematical methods that reduce the complexity of a given large-scale interacting particle system on the microscopic scale in a rigorous way so that the desired macroscopic properties of the system are preserved. This process would free up resources that can be used to further scale the simulation in time as well as in space.

In this article, we start by summarising some of the mathematical methods that are used to reduce the complexity of deterministic systems on the microscopic scale and will show how they preserve important information on the macroscopic scale. These mathematical methods usually include some averaging procedures (coarse-graining techniques) or dimension reduction techniques. In the latter case, thermodynamic considerations often play an important role in the analysis of these systems. By construction, these mathematical methods only give macroscopic insight into the dynamics of the system. Therefore, in the main part of this article, we build on some of these mathematical methods and analyse the macroscopic properties of a simple fast–slow mechanical system in more detail by expanding the dynamics of the system to second order and interpreting it from a thermodynamic point of view.

Springer
1.1 Review of some averaging and dimension reduction techniques

We focus on models which describe a macroscopic system by deterministic dynamics on the microscopic scale. This microscopic dynamics can be modelled in time and/or in space. Typical for these models is the presence of a small scale parameter $\varepsilon$. It represents the ratio of the fast dynamics on the microscopic scale and the slow dynamics on the macroscopic scale. A recurrent approach to study these fast–slow systems is to consider the limit $\varepsilon \to 0$ and thus derive an average or reduced model which is, in some sense, oblivious to the small-scale motion in the system. These procedures can broadly be classified into three different categories: non-projective, projective, and phenomenologically derived continuum mechanical methods.

While phenomenologically derived continuum mechanical methods aim to describe a macroscopic system as a continuous object without resorting to the microscopic scale, non-projective and projective methods aim to describe a macroscopic system by its most prominent properties that materialise in terms of some descriptive variables by studying the system on the microscopic scale. In general, projective methods start from a large-scale microscopic system and apply mathematical transformations to extract information about a handful of variables chosen a priori such as volume, pressure, or density. Then the evolution of the microscopic system is largely confined to a low-dimensional submanifold, on which it can be described by these macroscopic variables. Non-projective methods often aim to describe the dynamics of the system by systematically deriving the most dominant motion of the whole system. Here, the dynamics of the whole system is reduced to the dynamics of a less complex system. In contrast to projective methods, the resulting variables are not necessarily given but appear in the process, e.g. through averaging, and can sometimes be given a physical interpretation \textit{a posteriori}, as shown in this article for a model problem.

Under the non-projective methods, the WKB method is a classic and well-known representative. As described, for instance, in [1, 2], it is often used in the analysis of quantum mechanical systems. It can be used to calculate an approximate solution to the stationary Schrödinger equation, which is a second-order differential equation of the form

\[ \varepsilon^2 \phi''(x) = Q(x)\phi(x), \]  

complemented with some initial conditions, where $\varepsilon$ is a small scale parameter and $Q: \Omega \to \mathbb{R}$ is related to the system’s potential. The WKB method consists of an explicit ansatz for the oscillatory part of the solution, which is necessary to analyse the dynamics for $\varepsilon > 0$. Equation (1) can approximately be solved with the WKB ansatz

\[ \phi(x) \sim \exp \left[ \frac{1}{\varepsilon} \sum_{n=0}^{\infty} \varepsilon^n S_n(x) \right] \quad \text{for} \quad \varepsilon \to 0. \]

By comparing powers of $\varepsilon$ one derives a sequence of equations which determine $S_0, S_1, \ldots$ and thus a representation of the solution at different scales.
The *averaging method* is an alternative representative of the class of non-projective methods. It can be used to derive the slow dynamics of solutions to ordinary differential equations if the evolution of the system’s DOF can be decomposed into the form

\[
\dot{y} = f(y, z), \quad \dot{z} = \epsilon^{-1} g(y, z),
\]

with \( y(0) = y_* \) and \( z(0) = z_* \), where \( y: \mathbb{R} \to \mathbb{R}^n \) describes the slow and \( z: \mathbb{R} \to \mathbb{R}^m \) the fast degrees of freedom. In general, one is only interested in the dynamics of \( y \), while \( z \) is introduced to accurately model the dynamics on the microscopic scale. Systems of this kind can be used to model, for example, the evolution of molecules in the united atom representation \([3–5]\) where the parameter \( \epsilon \) represents the scale ratio between the fast molecular vibrations and the slow conformal motion of the molecule, or the development of long- and short-term weather phenomena \([6, 7]\), where \( \epsilon \) represents the scale ratio between the fast change of local weather phenomena and the slow development of the global climate.

A natural choice to reduce the complexity of the model (2) is to average out the fast dynamics in the system. If the function \( f \) is periodic in \( z \) with period \( T \), then under very mild assumptions, one can consider the averaged system

\[
\dot{\bar{y}} = \bar{f}(\bar{y}), \quad \text{where} \quad \bar{f}(\cdot) = \frac{1}{T} \int_0^T f(\cdot, s) \, ds,
\]

with \( \bar{y}(0) = y_* \). It can be shown (see, for example, \([8–10]\)) that \( \bar{y} \) remains close to \( y \) for timescales of order \( O(1) \). Thus, system (3) provides for a sufficiently small time interval an approximate but less complex description of the dynamics of \( y \).

If the fast DOF are deterministic but sufficiently “chaotic”, the scaled difference \( \epsilon^{-1/2} (y - \bar{y}) \) can be interpreted in the limit \( \epsilon \to 0 \) as Gaussian white noise, which can be analysed using probabilistic tools such as the central limit theorem or large deviation principles \([6, 7]\).

Another closely related non-projective methodology is the *homogenisation of differential equations* \([11–13]\). Other than the averaging method, which is a coarse-graining method in time, the homogenisation method is a coarse-graining method in space. The idea is to simplify, for example, an elliptic partial differential equation of the type

\[
- \nabla \cdot (A(x/\epsilon) \nabla u_\epsilon(x)) = f(x) \quad \text{for} \quad x \in \Omega, \quad u_\epsilon = 0 \quad \text{for} \quad x \in \partial \Omega,
\]

with \( f \in L^2(\Omega), \Omega \subset \mathbb{R}^n \), where \( y \mapsto A(y) \in \mathbb{R}^{n \times n} \) is 1-periodic. By applying a two-scale ansatz of the form

\[
u_n(x) = u_0(x, \epsilon^{-1} x) + \epsilon u_1(x, \epsilon^{-1} x) + O(\epsilon^2),
\]

it can be shown (see, for example, \([10]\)) that \( u_0 \) solves the homogenised partial differential equation

\[
- \nabla \cdot (\bar{A} \nabla u_0(x)) = f(x) \quad \text{for} \quad x \in \Omega, \quad u_0 = 0 \quad \text{for} \quad x \in \partial \Omega,
\]
for a computable homogenised conductivity tensor $\tilde{A}$. Without the $\varepsilon$-dependent conductivity tensor $A(x/\varepsilon)$, system \((6)\) is less complex and thus its solution $u_0$ can be easier derived than $u_\varepsilon$, the solution to the original system \((4)\).

Other non-projective methods comprise the perturbation theory of integrable Hamiltonian systems [8] or multiple-scale asymptotics [14]; modern presentations for several of these approaches include [10, 15].

The Mori–Zwanzig framework [16, 17] represents an example for a projective method. It has been extensively studied by Chorin et al. under the name of “optimal prediction”, for example, in [18–20]. Other relevant references can be found in [21]. The Mori–Zwanzig framework provides a way to study the reduced system for $y$ by rewriting the deterministic system \((2)\) into a form which resembles a general Langevin equation, where the dynamics of $z$ is transformed into the stochastic component. In general, the Langevin equation for $y$ in the Mori–Zwanzig framework takes the form

$$
\frac{dy}{dt} = h(y(t)) + \int_0^t K(y(t - s), s) \, ds + \dot{W}_t.
$$

(7)

Here, the first term on the right-hand side is Markovian, the second term describes the possible memory effect of the process, and $W_t$ denotes the stochastic process.

The Mori–Zwanzig framework can be seen as a generalisation of the averaging method. In particular, if the Mori–Zwanzig framework is applied to the deterministic system \((2)\), then the Markovian term $h$ and the memory kernel $K$ in \((7)\) are $\varepsilon$-dependent, i.e. $h = h_\varepsilon$ and $K = K_\varepsilon$. It is formally described in [22] that in this case, Eq. \((7)\) converges for $\varepsilon \to 0$ to the averaged Eq. \((3)\) derived with the averaging method.

In general, the stochastic process in Eq. \((7)\) describes a diffusion of the process and has the physical interpretation of thermal fluctuations. Thus, the dynamics of $y$ can be interpreted in a thermodynamic sense.

Another framework in the class of projective methods, which is used to study non-equilibrium thermodynamic processes modelled by fast–slow mechanical systems, is known as GENERIC (general equation for the non-equilibrium reversible–irreversible coupling, [23–25]). The idea is to find a projection operator so that the system’s DOF can be divided into a set of fast and slow variables. The fast variables are collectively interpreted as the thermodynamic component of the system, while the slow variables are interpreted as the mechanical component. The GENERIC is of the form

$$
\frac{dx}{dt} = L \frac{\delta E}{\delta x} + M \frac{\delta S}{\delta x},
$$

where $x$ is the macroscopic quantity of interest, which changes in time driven by the non-equilibrium thermodynamic processes, and $E$ and $S$ are potentials which have the physical meaning of energy and entropy; $L$ is a symplectic operator and $M$ is positive semidefinite. If a system can be written in GENERIC form, thermodynamic consistency is automatically ensured.

Finally, a macroscopic system can directly be described by continuum mechanics [26]. Instead of modelling the system on the microscopic scale by interacting particles, in continuum mechanics the macroscopic object is considered as a continuous object.
Pivotal in this description is that the fundamental equations in continuum mechanics are based on phenomenologically derived conservation laws. Their rigorous derivation from interacting particle models is for many models an open problem.

1.2 Context of this work

While the thermodynamic characteristics of projective methods and the thermodynamic foundation of continuum mechanics are well-established theories that allow to analyse complex phenomena on the macroscopic scale, it is surprising that relatively little is known about non-projective upscaling methods and their relation to thermodynamics [27, 28]. Insights into this relation are particularly important for molecular dynamic simulations, since the aforementioned scaling problem is particularly pronounced in this field and one would expect thermodynamic relations to hold, which could greatly speed up computations if suitably incorporated in place of many-particle simulations of a solvent, for example.

To analyse the thermodynamic relation of non-projective upscaling methods, we study in this article a long-standing problem in the theory of mechanical systems, i.e. the “strong confinement problem” [29–32]. In particular, we study a simplified version of a model which was analysed in detail by Bornemann in [5]. The original model was used to analyse the macroscopic dynamics of the four CH-groups of the butane molecule by deriving a homogenised model which is confined to a slow submanifold in the configuration space of the four CH-groups, using averaging methods in the form of homogenisation procedures.

The simplified version studied in this article consists of a system of one fast and one slow particle, whose dynamics is governed by the Lagrangian (8). This simplified model has the advantage that the notation can be kept to a minimum while the most important results can still be conveyed to the reader. The results presented in this article do generalise to a system of multiple fast and slow particles [33, 34]. The low-dimensional presentation we have chosen here, however, makes the arguments more transparent, and the extension to more complex situations is relatively straightforward. We use weak convergence methods in our proofs similar to [5], see also [35] for a related approach. Moreover, because of the simplicity of the model, it is possible to frame the analytical results in this article in a form using two-scale convergence (cf. Eq. (5)).

The interaction of one fast and one slow particle is one of the simplest models falling into the class of mechanical systems studied by Bornemann in [5]. It is also one of the simplest systems which can potentially exhibit thermodynamic effects. Indeed, one of the core assumptions of thermodynamics is that the system under consideration has a clear separation of scales (such as conformal motion described by elasticity combined with fast oscillations described by temperature). The number of particles does not have to be large or infinite. Notably, the physicist Paul Hertz developed a thermodynamic theory [36] for Hamiltonian systems under a slow external perturbation. Specifically, he introduced an entropy, using a notion of temperature as developed by Boltzmann. The book by Berdichevsky [37] gives an excellent introduction to this theory.
If one applies the theory of Hertz to system (8), one can interpret the dynamics associated with the fast DOF as a fast subsystem that is slowly perturbed by the motion resulting from the slow subsystem associated with the slow DOF. Hertz’ theory then allows to describe the fast subsystem from a thermodynamic point of view, using a notion of temperature $T_\varepsilon$, entropy $S_\varepsilon$, and external force $F_\varepsilon$ (the force exerted by $y_\varepsilon$ on $z_\varepsilon$). We reiterate that analogous findings hold for many-particle interactions, as described below.

With $\varepsilon$ as a scale parameter, we can analyse the system on different scales in time and space. In the first part of this article, we rigorously derive a higher-order asymptotic expansion of the slow dynamics of the system using weak convergence techniques similar to [5, 35]. While the dynamics to leading order is slow as already shown in [5, 38], it turns out that the dynamics to second order can be decomposed into a slow component, describing the average motion, and a fast component, describing fast oscillatory motion. The results from the first part allow to similarly derive the second-order asymptotic expansion of the temperature, the entropy, and the external force of the fast subsystem. It turns out that the leading order as well as the average dynamics to second order satisfy equations which resemble the first and second law of thermodynamics. This finding can potentially accelerate the simulation of slow dynamics in molecular dynamics simulations to higher accuracy. Some numerical experiments can be found in [33, 34].

2 The model problem

For a small scale parameter $0 < \varepsilon < \varepsilon_0$, we study a family of mechanical systems described by the Lagrangian

$$L_\varepsilon(y_\varepsilon, z_\varepsilon, \dot{y}_\varepsilon, \dot{z}_\varepsilon) = \frac{1}{2} \dot{y}_\varepsilon^2 + \frac{1}{2} \dot{z}_\varepsilon^2 - \frac{1}{2} \varepsilon^{-2} \omega(y_\varepsilon) z_\varepsilon^2,$$

(8)

on the two-dimensional Euclidean configuration space $M = \mathbb{R}^2$. This system is a simplified version of the model problem introduced in [5, Sect. 1.2.1]. The corresponding Newtonian equations of motion take the form

$$\ddot{y}_\varepsilon = -\varepsilon^{-2} \omega(y_\varepsilon) \omega'(y_\varepsilon) z_\varepsilon^2,$$

(9a)

$$\ddot{z}_\varepsilon = -\varepsilon^{-2} \omega^2(y_\varepsilon) z_\varepsilon.$$

(9b)

We assume that $\omega \in C^\infty(\mathbb{R})$ is a uniformly positive function, i.e. there is a constant $\omega_* > 0$ such that

$$\omega(y) \geq \omega_*, \quad \text{for all } y \in \mathbb{R}.$$

The $\varepsilon$-independent initial values are

$$y_\varepsilon(0) = y_*, \quad \dot{y}_\varepsilon(0) = p_*, \quad z_\varepsilon(0) = 0, \quad \dot{z}_\varepsilon(0) = u_*.$$

(10)
Notice that \( y_* \in \mathbb{R} \) can be chosen arbitrarily but the particular choice \( z_\varepsilon(0) = 0 \) is necessary to ensure that the constant energy \( E_\varepsilon \) of the system is independent of \( \varepsilon \) and thus remains finite for all \( \varepsilon \),

\[
E_\varepsilon = \frac{1}{2} \dot{y}_\varepsilon^2 + \frac{1}{2} \dot{z}_\varepsilon^2 + \frac{1}{2} \varepsilon^{-2} \omega^2 (y_\varepsilon)^2 = \frac{1}{2} p_\varepsilon^2 + \frac{1}{2} u_\varepsilon^2 = E_* .
\]

We are primarily interested in the time evolution of the slow DOF \( y_\varepsilon \). Theorem 1 in [5, Chapter I, Sect. 2] shows that \( y_\varepsilon \) converges in the limit \( \varepsilon \to 0 \) to a function \( y_0 \) in \( C^1([0, T]) \), which is given as the solution to the second-order differential equation \( \ddot{y}_0 = -\varepsilon \omega' (y_0) \) with initial values \( y_0(0) = y_* \), \( \dot{y}_0(0) = p_* \). The constant \( \theta_* \) in the effective potential is of the form \( \theta_* = u_*^2/2\omega(y_*^2) \), with \( y_* \) and \( u_* \) as in (10). We will later see that \( \theta_* \) is proportional to the action of the fast subsystem in the limit \( \varepsilon \to 0 \).

As a consequence, some information of the fast subsystem is retained in the slow evolution of \( y_0 \).

We extend the theory developed in [5] by deriving rigorously the second-order asymptotic expansion of the solution of the equations of motion (9) and interpret the corresponding expansion of the energy (11) from a thermodynamic point of view. A crucial step in the derivation of these expansions is the introduction of action-angle variables for the rapidly oscillating DOF \( (z_\varepsilon, \dot{z}_\varepsilon) \mapsto (\theta_\varepsilon, \phi_\varepsilon) \), which also involves a transformation of the generalised momentum \( \dot{y}_\varepsilon \mapsto p_\varepsilon \) to preserve the symplectic structure on the phase space as a whole.

### 2.1 Main results

The main results in this work can be stated as follows:

1. There is a second-order asymptotic expansion of the variables \( y_\varepsilon \), \( p_\varepsilon \), \( \theta_\varepsilon \), \( \phi_\varepsilon \) introduced in the previous paragraph and defined precisely in Sect. 4; this expansion is of the form

\[
y_\varepsilon = y_0 + \varepsilon [\tilde{y}_1] + \varepsilon^2 [\tilde{y}_2] + \varepsilon^2 y_3, \\
p_\varepsilon = p_0 + \varepsilon [\tilde{p}_1] + \varepsilon^2 [\tilde{p}_2] + \varepsilon^2 p_3, \\
\theta_\varepsilon = \theta_0 + \varepsilon [\tilde{\theta}_1] + \varepsilon^2 [\tilde{\theta}_2] + \varepsilon^2 \theta_3, \\
\phi_\varepsilon = \phi_0 + \varepsilon [\tilde{\phi}_1] + \varepsilon^2 [\tilde{\phi}_2] + \varepsilon^2 \phi_3,
\]

where for \( i \in \{1, 2\} \),

\[
[\tilde{y}_i] := \tilde{y}_i + [y_i] \quad \text{in} \quad L^\infty([0, T]), \quad y_3 \to 0 \quad \text{in} \quad C([0, T]), \\
[\tilde{p}_i] := \tilde{p}_i + [p_i] \quad \text{in} \quad L^\infty([0, T]), \quad p_3 \to 0 \quad \text{in} \quad C([0, T]), \\
[\tilde{\theta}_i] := \tilde{\theta}_i + [\theta_i] \quad \text{in} \quad L^\infty([0, T]), \quad \theta_3 \to 0 \quad \text{in} \quad C([0, T]), \\
[\tilde{\phi}_i] := \tilde{\phi}_i + [\phi_i] \quad \text{in} \quad L^\infty([0, T]), \quad \phi_3 \to 0 \quad \text{in} \quad C([0, T]).
\]

In other words, for each variable the second-order asymptotic expansion is characterised—to leading order by Theorem 1 in [5]—to \( i \)th order by a decom-
position into a slow term, indicated by an overbar, which constitutes the average motion of the \(i\)th-order expansion, and a fast term, indicated by square brackets, which oscillate rapidly and converge weakly to zero in \(L^\infty([0, T])\)—and by a residual term, indicated with a subscript three, which converges uniformly to zero in \(C([0, T])\). In particular, we show that

\[
[\tilde{y}_1]^\epsilon = 0, \quad [\tilde{p}_1]^\epsilon = 0, \quad [\tilde{\theta}_1]^\epsilon = [\theta_1]^\epsilon, \quad [\tilde{\phi}_1]^\epsilon = 0,
\]

and that \((\tilde{\phi}_2, \tilde{\theta}_2, \tilde{y}_2, \tilde{p}_2)\) is given as the solution to the initial value problem \((24), (25)\) (Theorem 1). Moreover, the rapidly oscillating functions \([\theta_1]^\epsilon, [y_2]^\epsilon, [p_2]^\epsilon, [\theta_2]^\epsilon, [\phi_2]^\epsilon\) are explicitly given in Definition 1.

Finally, we show that this expansion can be interpreted as a nonlinear version of a two-scale expansion, which we briefly introduce in Sect. 4.4.

2. Using the framework of Hertz [36], we define a temperature \(T_\epsilon\), an entropy \(S_\epsilon\), and an external force \(F_\epsilon\) for the fast subsystem (see Sect. 5). In combination with the analytic result discussed under item 1, we decompose the total energy \(E_\epsilon\) into the energy associated with the fast subsystem \(E_\epsilon^\perp\), i.e.

\[
E_\epsilon^\perp = \frac{1}{2} z_\epsilon^2 + \frac{1}{2} \epsilon^{-2} (y_\epsilon) z_\epsilon^2,
\]

and the residual energy \(E_\epsilon^\parallel = E_\epsilon - E_\epsilon^\perp\). We expand, similar to above, \(E_\epsilon^\perp, E_\epsilon^\parallel, T_\epsilon, S_\epsilon, F_\epsilon\) into the form

\[
E_\epsilon^\perp = E_0^\perp + \epsilon [\tilde{E}_1^\perp]^\epsilon + \epsilon^2 [\tilde{E}_2^\perp]^\epsilon + \epsilon^3 E_3^\perp,
E_\epsilon^\parallel = E_0^\parallel + \epsilon [\tilde{E}_1^\parallel]^\epsilon + \epsilon^2 [\tilde{E}_2^\parallel]^\epsilon + \epsilon^3 E_3^\parallel,
S_\epsilon = S_0 + \epsilon [\tilde{S}_1]^\epsilon + \epsilon^2 [\tilde{S}_2]^\epsilon + \epsilon^3 S_3^\epsilon,
T_\epsilon = T_0 + T_1^\epsilon,
F_\epsilon = F_0 + F_1^\epsilon,
\]

where \(T_1^\epsilon, F_1^\epsilon \to 0\) in \(C([0, T])\) and for \(i \in \{1, 2\}\)

\[
[\tilde{E}_i^\perp]^\epsilon := \tilde{E}_i^\perp + [E_i^\perp]^\epsilon \xrightarrow{\epsilon} \tilde{E}_i^\perp \quad \text{in} \quad L^\infty([0, T]), \quad E_3^\perp \to 0 \quad \text{in} \quad C([0, T]),
[\tilde{E}_i^\parallel]^\epsilon := \tilde{E}_i^\parallel + [E_i^\parallel]^\epsilon \xrightarrow{\epsilon} \tilde{E}_i^\parallel \quad \text{in} \quad L^\infty([0, T]), \quad E_3^\parallel \to 0 \quad \text{in} \quad C([0, T]),
[\tilde{S}_i]^\epsilon := \tilde{S}_i + [S_i]^\epsilon \xrightarrow{\epsilon} \tilde{S}_i \quad \text{in} \quad L^\infty([0, T]), \quad S_3^\epsilon \to 0 \quad \text{in} \quad C([0, T]).
\]

The characterisation of the \(i\)th-order expansion is similar to above; moreover, it follows from \((11)\) that

\[
E_\epsilon = E_0^\perp + E_0^\parallel = E_\ast, \quad [\tilde{E}_1^\perp]^\epsilon + [\tilde{E}_1^\parallel]^\epsilon = 0,
[\tilde{E}_2^\perp]^\epsilon + [\tilde{E}_2^\parallel]^\epsilon = 0, \quad E_3^\perp + E_3^\parallel = 0.
\]
In Sect. 5, we show that
\[ [\tilde{E}_1^\perp]^\varepsilon = [E_1^\perp]^\varepsilon, \quad [\tilde{E}_1^\parallel]^\varepsilon = [E_1^\parallel]^\varepsilon, \quad [\tilde{S}_1] = [S_1], \]
and interpret the asymptotic expansion from a thermodynamic point of view. In particular, we show that to leading order the entropy expression remains constant, i.e. \( dS_0 = 0 \), and consequently, the dynamics can be interpreted as an adiabatic thermodynamic process characterised by an energy relation that defines processes in thermodynamic equilibrium,
\[ dE_0^\perp = F_0 d\gamma_0 + T_0 dS_0. \]

In contrast, we show that the averaged second-order dynamics, i.e. the dynamics in the weak" limit, indicated by an overbar, represents a non-adiabatic thermodynamic process with an averaged non-constant entropy, \( d\bar{S}_2 \neq 0 \), that similar to above satisfies relations akin to equilibrium thermodynamics—namely
\[ d\bar{E}_2^\perp = F_0 d\bar{\gamma}_2 + T_0 d\bar{S}_2, \]
where \( \bar{S}_2 \) indicates the averaged second-order entropy expression—despite being beyond the limit \( \varepsilon \to 0 \). Finally, we show in Theorem 2 that the evolution of \((\bar{\gamma}_2, \bar{p}_2)\) is governed by equations which formally bear resemblance to Hamilton’s canonical equations,
\[ \frac{d\bar{\gamma}_2}{dt} = \frac{\partial \bar{E}_2}{\partial p_0}, \quad \frac{d\bar{p}_2}{dt} = -\frac{\partial \bar{E}_2}{\partial \gamma_0}, \]
for \( \bar{E}_2 = \bar{E}_2^\perp + \bar{E}_2^\parallel \), which are complemented by the \( \varepsilon \)-independent initial values
\[ \bar{\gamma}_2(0) = -[y_2]^\varepsilon(0), \quad \bar{p}_2(0) = -[p_2]^\varepsilon(0). \]

### 3 The model problem in action-angle variables

To study the dynamics of \( y_\varepsilon \) and \( z_\varepsilon \) for \( 0 < \varepsilon < \varepsilon_0 \), a detailed asymptotic analysis is required. An in-depth description for the case of multiple fast and slow DOF can be found in [33], which similarly uses ideas from [5, 39]. The proof sketches given below are conceptually similar to those in [33], but are more transparent due to less notational overhead. The idea is to transform the fast DOF into action-angle variables. To this end, one first phrases the problem in Hamiltonian form. For this, one denotes by \((\eta_\varepsilon, \zeta_\varepsilon)\) the canonical momenta corresponding to the positions \((y_\varepsilon, z_\varepsilon)\). Then the equations of motion (9), together with the velocity relations \( \dot{y}_\varepsilon = \eta_\varepsilon \) and \( \dot{z}_\varepsilon = \zeta_\varepsilon \), are given by the canonical equations of motion belonging to the energy function
\[ E_\varepsilon(y_\varepsilon, \eta_\varepsilon, z_\varepsilon, \zeta_\varepsilon) = \frac{1}{2}\eta^2_\varepsilon + \frac{1}{2}\zeta^2_\varepsilon + \frac{1}{2}\varepsilon^{-2}\omega^2(y_\varepsilon)z^2_\varepsilon. \]
To take the oscillatory character of $z_\varepsilon$ into account, one introduces particular action-angle variables $(\theta_\varepsilon, \phi_\varepsilon)$ for the fast DOF $(z_\varepsilon, \zeta_\varepsilon)$,

\[ z_\varepsilon = \varepsilon \sqrt{\frac{2\theta_\varepsilon}{\omega(y_\varepsilon)}} \sin(\varepsilon^{-1} \phi_\varepsilon), \quad \zeta_\varepsilon = \sqrt{2\theta_\varepsilon \omega(y_\varepsilon)} \cos(\varepsilon^{-1} \phi_\varepsilon), \tag{13} \]

where we recall inequality (2), i.e. $\omega(y) \geq \omega_\ast > 0$ for all $y \in \mathbb{R}$.

The transformation $(z_\varepsilon, \zeta_\varepsilon) \mapsto (\theta_\varepsilon, \phi_\varepsilon)$ can be found using the theory of generating functions [30, Sect. 48]. Even though this transformation would be symplectic for fixed $y_\varepsilon$, this is not the case for the transformation of all phase-space variables $(y_\varepsilon, \eta_\varepsilon; z_\varepsilon, \zeta_\varepsilon) \mapsto (y_\varepsilon, \eta_\varepsilon; \theta_\varepsilon, \phi_\varepsilon)$. To ensure that the transformation of all phase-space variables remains symplectic, an additional transformation of the position $y_\varepsilon$ or the momentum $\eta_\varepsilon$ is required. If we decide to keep the position variable unaffected by the transformation, the generating function takes the form

\[ S_{\text{gen}}(y_\varepsilon, p_\varepsilon, z_\varepsilon, \phi_\varepsilon) = p_\varepsilon y_\varepsilon + \frac{1}{2} \varepsilon^{-1} \omega(y_\varepsilon) z_\varepsilon^2 \cot(\varepsilon^{-1} \phi_\varepsilon). \tag{14} \]

The resulting transformation $(y_\varepsilon, \eta_\varepsilon; z_\varepsilon, \zeta_\varepsilon) \mapsto (y_\varepsilon, p_\varepsilon; \phi_\varepsilon, \theta_\varepsilon)$ is symplectic on the whole phase space. Indeed, the energy function (12) transforms to the expression

\[ E_\varepsilon = \frac{1}{2} p_\varepsilon^2 + \theta_\varepsilon \omega(y_\varepsilon) + \varepsilon \frac{\theta_\varepsilon p_\varepsilon \omega'(y_\varepsilon)}{2 \omega(y_\varepsilon)} \sin(2\varepsilon^{-1} \phi_\varepsilon) + \frac{\varepsilon^2}{8} \left( \frac{\theta_\varepsilon \omega'(y_\varepsilon)}{\omega(y_\varepsilon)} \sin(2\varepsilon^{-1} \phi_\varepsilon) \right)^2, \tag{15} \]

and the transformed DOF satisfy the equations of motion

\[ \dot{\phi}_\varepsilon = \frac{\partial E_\varepsilon}{\partial \theta_\varepsilon}, \quad \dot{\theta}_\varepsilon = -\frac{\partial E_\varepsilon}{\partial \phi_\varepsilon}, \quad \dot{y}_\varepsilon = \frac{\partial E_\varepsilon}{\partial p_\varepsilon}, \quad \dot{p}_\varepsilon = -\frac{\partial E_\varepsilon}{\partial y_\varepsilon}. \]

After some calculations, the equations of motion take the form

\begin{align*}
\dot{\phi}_\varepsilon &= \omega(y_\varepsilon) + \varepsilon p_\varepsilon \omega'(y_\varepsilon) \sin(2\varepsilon^{-1} \phi_\varepsilon) + \frac{\varepsilon^2}{2} \frac{\theta_\varepsilon \omega'(y_\varepsilon)^2}{4 \omega^2(y_\varepsilon)} \sin^2(2\varepsilon^{-1} \phi_\varepsilon), \tag{16a} \\
\dot{\theta}_\varepsilon &= -\frac{\theta_\varepsilon p_\varepsilon \omega'(y_\varepsilon)}{\omega(y_\varepsilon)} \cos(2\varepsilon^{-1} \phi_\varepsilon) - \frac{\theta_\varepsilon^2 \omega'(y_\varepsilon)^2}{4 \omega^2(y_\varepsilon)} \sin(4\varepsilon^{-1} \phi_\varepsilon), \tag{16b} \\
\dot{y}_\varepsilon &= p_\varepsilon + \frac{\varepsilon \theta_\varepsilon \omega'(y_\varepsilon)}{2 \omega(y_\varepsilon)} \sin(2\varepsilon^{-1} \phi_\varepsilon), \tag{16c} \\
\dot{p}_\varepsilon &= -\theta_\varepsilon \omega'(y_\varepsilon) + \varepsilon \frac{\theta_\varepsilon p_\varepsilon \omega'(y_\varepsilon)^2}{2 \omega(y_\varepsilon)} \sin(2\varepsilon^{-1} \phi_\varepsilon) \\
&\quad - \frac{\theta_\varepsilon p_\varepsilon \omega''(y_\varepsilon)}{2 \omega(y_\varepsilon)} \sin(2\varepsilon^{-1} \phi_\varepsilon) + \frac{\varepsilon^2 \theta_\varepsilon^2 \omega'(y_\varepsilon)^3}{4 \omega^3(y_\varepsilon)} \sin^2(2\varepsilon^{-1} \phi_\varepsilon) \\
&\quad - \frac{\varepsilon^2 \theta_\varepsilon^2 \omega'(y_\varepsilon) \omega''(y_\varepsilon)}{4 \omega^2(y_\varepsilon)} \sin^2(2\varepsilon^{-1} \phi_\varepsilon). \tag{16d}
\end{align*}
The initial values, as given in (10), transform to

\[ \phi(0) = 0, \quad \theta(0) = \theta_0 = \frac{u_n^2}{2\omega(y_0)}, \quad y(0) = y_0, \quad p(0) = p_0. \quad (17) \]

At this point, it becomes clear, how the governing Newtonian equations of motion (9) are related to Eq. (2), which forms the basis for many fast–slow systems usually analysed using averaging methods. That is, by introducing the slow DOF \( \theta := (\theta, y, p) \) and the fast DOF \( z := \varepsilon^{-1} \phi, \) the system of differential Eqs. (16) takes the form

\[
\begin{align*}
\dot{y} &= f_0(y, z) + \varepsilon f_1(y, z) + \varepsilon^2 f_2(y, z), \\
\dot{z} &= \varepsilon^{-1} g_1(y, z) + g_0(y, z) + \varepsilon g_1(y, z),
\end{align*}
\]

which, except for some higher-order terms, coincides with Eq. (2).

4 Second-order asymptotic expansion

In this section, we rigorously derive the second-order asymptotic expansion for the solution of the initial value problem (16), (17). Let us denote the right-hand side of (16) by \( F_\varepsilon : \mathbb{R}^4 \to \mathbb{R}^4. \) Because \( F_\varepsilon \) is locally Lipschitz continuous, by the standard existence and uniqueness theory for ordinary differential equations, there exists a \( 0 < T < \infty \) such that the initial value problem (16), (17) has a unique solution \( (\phi_\varepsilon, \theta_\varepsilon, y_\varepsilon, p_\varepsilon) \) in \( C^\infty([0, T], \mathbb{R}^4) \), for fixed \( 0 < \varepsilon < \varepsilon_0 \).

4.1 Leading-order expansion

For \( 0 < \varepsilon < \varepsilon_0 \), let \( (\phi_\varepsilon, \theta_\varepsilon, y_\varepsilon, p_\varepsilon) \) in \( C^\infty([0, T], \mathbb{R}^4) \) be the unique solution of the initial value problem (16), (17). We analyse a sequence \( (\phi_\varepsilon), (\theta_\varepsilon), (y_\varepsilon), (p_\varepsilon) \) of this solution for \( \varepsilon \to 0 \). The right-hand side of (16) is oscillatory and has in particular highly oscillatory leading-order terms. As a consequence, the sequences \( \{d\phi_\varepsilon/dt\}, \{\theta_\varepsilon\}, \{dy_\varepsilon/dt\}, \{dp_\varepsilon/dt\} \) are bounded in the space \( C^{0,1}([0, T]) \) of uniformly Lipschitz continuous functions, while sequences of higher-order derivatives (in particular \( d^2\theta_\varepsilon/dt^2 \)) will require special attention in the later part of this work) become unbounded as \( \varepsilon \to 0 \). It follows from the extended Arzelà–Ascoli theorem [5, Principle 4, Chapter I, Sect. 1] that we can extract a subsequence, not relabelled, and functions \( \theta_0 \in C^{0,1}([0, T]) \) and \( \phi_0, y_0, p_0 \in C^{1,1}([0, T]) \), such that

\[
\begin{align*}
\phi_\varepsilon &\to \phi_0 \quad \text{in} \quad C^1([0, T]), \\
\dot{\phi}_\varepsilon &\to \dot{\phi}_0 \quad \text{in} \quad L^\infty([0, T]), \\
\theta_\varepsilon &\to \theta_0 \quad \text{in} \quad C([0, T]), \\
\dot{\theta}_\varepsilon &\to \dot{\theta}_0 \quad \text{in} \quad L^\infty([0, T]), \\
y_\varepsilon &\to y_0 \quad \text{in} \quad C^1([0, T]), \\
\dot{y}_\varepsilon &\to \dot{y}_0 \quad \text{in} \quad L^\infty([0, T]), \\
p_\varepsilon &\to p_0 \quad \text{in} \quad C^1([0, T]), \\
\dot{p}_\varepsilon &\to \dot{p}_0 \quad \text{in} \quad L^\infty([0, T]).
\end{align*}
\]
By taking the limit \( \varepsilon \to 0 \) in Eqs. (16a), (16c), and (16d), we deduce that \( \dot{\phi}_0 = \omega(y_0) \), \( \dot{y}_0 = p_0 \), and \( \dot{p}_0 = -\theta_0 \omega'(y_0) \). Moreover, from Eq. (16b) it can be read off that \( \dot{\theta}_0 \) is rapidly oscillating around zero. By observing that the weak* convergence in \( L^\infty([0, T]) \) helps to ignore rapid fluctuations of functions, property (18b) can be used to deduce that \( \dot{\theta}_0 = 0 \) and in particular, that \( \theta_0 \equiv \theta_* \) (compare with (17)).

Finally, since the right-hand side of the limit equations

\[
\dot{\phi}_0 = \omega(y_0), \quad \dot{\theta}_0 = 0, \quad \dot{y}_0 = p_0, \quad \dot{p}_0 = -\theta_0 \omega'(y_0),
\]

(19)
do not depend on a chosen subsequence, we can discard the extraction of subsequences altogether [5, Principle 5, Chapter I, Sect. 1].

### 4.2 Reformulation of the governing equations

For the following part of this work, it is convenient to introduce a notation which simplifies the system of differential Eq. (16); namely, for \( 0 \leq \varepsilon < \varepsilon_0 \) and \( k, l \in \mathbb{N}_0 \) we define the expression \( L_{\varepsilon} := \log(\omega(y_{\varepsilon})) \) and, based on this,

\[
D^k_{\varepsilon} D^l_{\varepsilon} L_{\varepsilon} := \frac{d^k}{d t^k} \frac{d^l}{d y^l} L_{\varepsilon}.
\]

Then the system of differential Eq. (16) can be written as

\[
\begin{align*}
\dot{\phi}_\varepsilon &= \omega(y_{\varepsilon}) + \frac{\varepsilon}{2} D_1 L_{\varepsilon} \sin \left(2\varepsilon^{-1} \phi_{\varepsilon}\right), \\
\dot{\theta}_\varepsilon &= -\theta_\varepsilon D_1 L_{\varepsilon} \cos(2\varepsilon^{-1} \phi_{\varepsilon}), \\
\dot{y}_\varepsilon &= p_\varepsilon + \frac{\varepsilon}{2} \theta_\varepsilon D_2 L_{\varepsilon} \sin(2\varepsilon^{-1} \phi_{\varepsilon}), \\
\dot{p}_\varepsilon &= -\theta_\varepsilon \omega'(y_{\varepsilon}) - \frac{\varepsilon}{2} \theta_\varepsilon D_1 D_2 L_{\varepsilon} \sin(2\varepsilon^{-1} \phi_{\varepsilon}).
\end{align*}
\]

(20)

### 4.3 First- and second-order expansion

To analyse the dynamics of the model problem away from the limit \( \varepsilon \to 0 \), a higher-order asymptotic expansion in \( \varepsilon \) is required.

We first define particular functions that appear in the first- and second-order expansion before we state the theorem that embodies the first main result (item 1) of Sect. 2.1.

**Definition 1** Let \( (\phi_\varepsilon, \theta_\varepsilon, y_\varepsilon, p_\varepsilon) \) be the solution to the initial value problem (16), (17) and \( (\phi_0, \theta_0, y_0, p_0) \) be the solution to the initial value problem (19), (17) such that (18) holds. With the notation introduced in Sect. 4.2, we define the functions

\[
\theta^1_{\varepsilon} := \frac{\theta_\varepsilon - \theta_*}{\varepsilon},
\]

(21)
holds. Then, the functions specified in Definition 1 and (φ order expansion for the first- and second-order expansion. To determine the relevant term in the second-order expansion, marked by an overbar and subscript 2, satisfy a system of ordinary differential equations.

The functions \( \phi_2^\varepsilon \), \( y_2^\varepsilon \), \( p_2^\varepsilon \), and \( \theta_2^\varepsilon \) as defined in (21) and (22) describe scaled versions of the residual motion of the originally given DOF and their homogenised versions. The corresponding subscript indicates the scaling order and marks their relevance in the first- and second-order expansion. To determine the relevant term in the second-order expansion for \( \theta_2^\varepsilon \), we similarly define by \( \theta^\varepsilon \) the scaled residual motion of \( \theta_2^\varepsilon \) and its first-order expansion, which is derived in a two-step procedure via \( \theta_1^\varepsilon \). As indicated before in item 1 in Sect. 2.1, the second-order expansions consist of oscillating and non-oscillating terms. The oscillating terms are denoted by expressions in square brackets. They oscillate rapidly around zero and thus satisfy

\[
[\theta_1^\varepsilon], [\phi_2^\varepsilon], [y_2^\varepsilon], [p_2^\varepsilon], [\theta_2^\varepsilon] \in L^\infty([0, T]).
\]

The non-oscillatory terms are characterised in the following theorem, which is the main analytic result of this article. One key result is that the non-oscillatory terms of the second-order expansion, marked by an overbar and subscript 2, satisfy a system of ordinary differential equations.

**Theorem 1** Let \( (\phi_\varepsilon, \theta_\varepsilon, y_\varepsilon, p_\varepsilon) \) be the solution to the initial value problem (16), (17) and \( (\phi_0, \theta_0, y_0, p_0) \) be the solution to the initial value problem (19), (17) such that (18) holds. Then, the functions specified in Definition 1 satisfy

\[
\begin{align*}
\theta_1^\varepsilon - [\theta_1^\varepsilon] & \to 0 \text{ in } C([0, T]), \\
\frac{d}{dt} (\theta_1^\varepsilon - [\theta_1^\varepsilon]) & \to 0 \text{ in } L^\infty([0, T]), \\
\phi_2^\varepsilon - [\phi_2^\varepsilon] & \to \bar{\phi}_2 \text{ in } C([0, T]), \\
\frac{d}{dt} (\phi_2^\varepsilon - [\phi_2^\varepsilon]) & \to \frac{d\bar{\phi}_2}{dt} \text{ in } L^\infty([0, T]), \\
y_2^\varepsilon - [y_2^\varepsilon] & \to \bar{y}_2 \text{ in } C([0, T]), \\
\frac{d}{dt} (y_2^\varepsilon - [y_2^\varepsilon]) & \to \frac{d\bar{y}_2}{dt} \text{ in } L^\infty([0, T]), \\
p_2^\varepsilon - [p_2^\varepsilon] & \to \bar{p}_2 \text{ in } C([0, T]), \\
\frac{d}{dt} (p_2^\varepsilon - [p_2^\varepsilon]) & \to \frac{d\bar{p}_2}{dt} \text{ in } L^\infty([0, T]).
\end{align*}
\]
and
\[ \theta_2^\varepsilon - [\theta_2]^\varepsilon \to \tilde{\theta}_2, \text{ in } C([0, T]), \]

where \((\tilde{\phi}_2, \tilde{\theta}_2, \tilde{y}_2, \tilde{p}_2)\) is the unique solution to the inhomogeneous linear system of differential equations

\begin{align}
\frac{d\tilde{\phi}_2}{dt} &= \omega'(y_0)\tilde{y}_2 + \frac{\theta_s(D_\gamma L_0)^2}{8} - \frac{(D_\gamma L_0)^2}{8\omega(y_0)}, \\
\frac{d\tilde{\theta}_2}{dt} &= \frac{d}{dt} \frac{\theta_s(D_t L_0)^2}{8\omega^2(y_0)}, \\
\frac{d\tilde{y}_2}{dt} &= \tilde{p}_2 - \frac{\theta_s D_\gamma L_0 D_t L_0}{4\omega(y_0)}, \\
\frac{d\tilde{p}_2}{dt} &= -\omega'(y_0)\tilde{\theta}_2 - \theta_s \omega''(y_0)\tilde{y}_2 - \frac{\theta_s^2 D_\gamma L_0 D_t D_\gamma L_0}{8} + \frac{\theta_s D_t L_0 D_t D_\gamma L_0}{4\omega(y_0)},
\end{align}

with \(\varepsilon\)-independent initial values

\begin{align}
\tilde{\phi}_2(0) &= -[\phi_2]^\varepsilon(0), & \tilde{\theta}_2(0) &= -[\theta_2]^\varepsilon(0), \\
\tilde{y}_2(0) &= -[y_2]^\varepsilon(0), & \tilde{p}_2(0) &= -[p_2]^\varepsilon(0).
\end{align}

The result in Theorem 1 is central for this article in two different ways. Firstly, it will be crucial for the thermodynamic interpretation in the second part of this article. Secondly, it is interesting for computational purposes. That is, in simulating a natural evolution of a light particle coupled to a heavy particle, their mass ratio \(\varepsilon\) will be small but finite and enters into the underlying model through potentials of different strengths. The above result says that rather than solving the coupled system directly, which is restricted to a small step size to ensure numerical stability, the approximation to second order can be computed by combining explicitly known oscillatory functions (as given in Definition 1) with the solution of an inhomogeneous linear system of differential equations, as given in Theorem 1.

### 4.3.1 Proof of Theorem 1

The detailed proof of Theorem 1 was already carried out, in the case of multiple fast and slow DOF in [33]. For this reason, we will only summarise the essential steps and indicate the differences. The simpler notation in the present article makes the presentation more transparent.

It is first shown that the sequences of functions \(\{\theta_1^\varepsilon\}, \{\phi_2^\varepsilon\}, \{y_2^\varepsilon\}, \text{ and } \{p_2^\varepsilon\}\) are uniformly bounded in \(L^\infty([0, T])\). This follows directly from the system of differential Eq. (20) and Gronwall’s inequality. Moreover, one shows that the sequence of functions \(\{\theta_2^\varepsilon\}\) is also uniformly bounded in \(L^\infty([0, T])\). Other than in [33], which requires lengthy calculations, this follows directly from the second-order energy (Eqs. (46) and (50)) and the uniform boundedness of \(\{\theta_1^\varepsilon\}, \{\phi_2^\varepsilon\}, \{y_2^\varepsilon\}, \text{ and } \{p_2^\varepsilon\}\).
Since we introduced the action-angle variables, it is possible to calculate the high-frequency terms \([\theta_1]^e, [\phi_2]^e, [y_2]^e, [p_2]^e\), and \([\theta_2]^e\) through integration by parts.

By taking the time derivative of the functions \(\phi_2^e - [\phi_2]^e\), \(y_2^e - [y_2]^e\), and \(p_2^e - [p_2]^e\), we obtain

\[
\frac{d}{dt} (\phi_2^e - [\phi_2]^e) = \frac{\omega(y_e) - \omega(y_0)}{\varepsilon^2} + \frac{d}{dt} \left( \frac{D_t L_y}{4\phi_e^*} \right) \cos(2\varepsilon^{-1}\phi_e) - \frac{d}{dt} \left( [\phi_2]^e + \frac{D_t L_y}{4\phi_e^*} \cos(2\varepsilon^{-1}\phi_e) \right),
\]

\[
\frac{d}{dt} (y_2^e - [y_2]^e) = \frac{p_e - p_0}{\varepsilon^2} + \frac{d}{dt} \left( \frac{\theta_2 \, D_y L_y}{4\phi_e^*} \right) \cos(2\varepsilon^{-1}\phi_e) - \frac{d}{dt} \left( [y_2]^e + \frac{\theta_2 \, D_y L_y}{4\phi_e^*} \cos(2\varepsilon^{-1}\phi_e) \right),
\]

\[
\frac{d}{dt} (p_2^e - [p_2]^e) = -\frac{\theta_1^* \omega'(y_e) - \omega'(y_0)}{\varepsilon^2} - \frac{\theta_1^* - [\theta_1]^e}{\varepsilon} \omega'(y_e) - \frac{d}{dt} \left( \frac{\theta_2 \, D_t L_0}{4\phi_e^*} \cos(2\varepsilon^{-1}\phi_e) \right) - \frac{d}{dt} \left( [p_2]^e + \frac{\theta_2 \, D_t L_0}{4\phi_e^*} \omega'(y_e) \cos(2\varepsilon^{-1}\phi_e) \right),
\]

where we write \([p_2]^e = [p_2]^e_1 + [p_2]^e_2\) with

\[[p_2]^e_1 := \frac{\theta_2 \, D_t D_y L_0}{4\omega^2(y_0)} \cos(2\varepsilon^{-1}\phi_0), \quad [p_2]^e_2 := -\frac{\theta_2 \, D_t L_0 D_y L_0}{4\omega(y_0)} \cos(2\varepsilon^{-1}\phi_0).\]

For the derivation of Eq. (26), we note that in

\[
\frac{d}{dt} p_2^e = -\frac{\theta_1^* \omega'(y_e) - \omega'(y_0)}{\varepsilon^2} - \frac{\theta_1^* - [\theta_1]^e}{\varepsilon} \omega'(y_e) - \frac{d}{dt} \left( \frac{\theta_2 \, D_t D_y L_y}{4\phi_e^*} \cos(2\varepsilon^{-1}\phi_e) \right) + \frac{d}{dt} \left( \frac{\theta_2 \, D_t D_y L_y}{4\phi_e^*} \cos(2\varepsilon^{-1}\phi_e) \right),
\]

we can rewrite the second term on the right-hand side by introducing \([\theta_1]^e\), i.e.

\[
\frac{\theta_1^* - [\theta_1]^e}{\varepsilon} \omega'(y_e) = \frac{1}{\varepsilon} \frac{\theta_1^* - [\theta_1]^e}{\varepsilon} \omega'(y_e) - \frac{d}{dt} \left( \frac{\theta_2 \, D_t L_0}{4\omega^2(y_0)} \omega'(y_e) \right) \cos(2\varepsilon^{-1}\phi_0) + \frac{d}{dt} \left( \frac{\theta_2 \, D_t L_0}{4\omega^2(y_0)} \omega'(y_e) \cos(2\varepsilon^{-1}\phi_0) \right).
\]
As described in [33], we infer that the sequences \( \{ \varphi^e - [\varphi]^e \}, \{ y^e - [y]^e \}, \) and \( \{ p^e - [p]^e \} \) are bounded in \( C^{0,1}([0, T]) \). The claim follows after successive applications of the extended Arzelà–Ascoli theorem [5, Principle 4, Chapter I, Sect. 1]. For the reader’s convenience, we will exemplify the sketch of proof for \( y^e \). We recall that

\[
\frac{d}{dt} \left( y^e - [y]^e \right) = \frac{p^e - p_0}{\varepsilon^2} + \frac{\theta^e D_y L}{4\varphi^e} \cos(2\varepsilon^{-1}\varphi^e) - \frac{d}{dt} \left( [y]^e + \frac{\theta^e D_y L}{4\varphi^e} \cos(2\varepsilon^{-1}\varphi^e) \right),
\]

where we take the weak* limit of the right-hand side. The first term on the right-hand side is uniformly bounded in \( L^\infty([0, T]) \). It follows that there exists a function \( \tilde{p}_2 \in L^\infty([0, T]) \) and a subsequence such that \( p^e^{\ast} \rightharpoonup \tilde{p}_2 \) in \( L^\infty([0, T]) \). The second term on the right-hand side converges weakly* to the second term on the right-hand side of Eq. (24c), which follows from Lemma 5.7 in [33]. The weak* limit of this term is nonzero because the terms that appear from the amplitude after taking the time derivative are in resonance with the cosine term, thus leading to a nonzero contribution in the weak* limit. Finally, the last term on the right-hand side converges weakly* to zero by construction.

The weak* limits for \( \varphi^e - [\varphi]^e \) and \( p^e - [p]^e \) can be derived in a similar way. The form of \( \tilde{[\theta]^e} \) can then be derived through expansion of the energy term.

4.4 Interpretation of the asymptotic expansion in the two-scale convergence framework

The convergence results in Theorem 1 exhibit scale separations that are characteristic of the theory of two-scale convergence. In this section, we give a summary of the theory and introduce a nonlinear version of two-scale convergence, which can be used to reformulate the results derived in Theorem 1.

4.4.1 Two-scale convergence

The theory of two-scale convergence was first introduced byNguetseng [40]. We follow here the presentation in [41, 42], though restricted to the one-dimensional case. We denote by \( S \) the set \( S := [0, 1) \) equipped with the topology of the one-dimensional torus, and identify any function on \( S \) with its 1-periodic extension on \( \mathbb{R} \).

In general, a bounded sequence \( \{ u^\varepsilon \} \) of functions in \( L^2(\Omega) \) is said to weakly two-scale converge to \( u \in L^2(\Omega \times S) \), symbolically indicated by \( u^\varepsilon \rightharpoonup u \), if and only if

\[
\lim_{\varepsilon \to 0} \int_\Omega u^\varepsilon(t)\psi(t, \varepsilon^{-1}t) \, dt = \int_\Omega \int_\Omega \int_S u(t, s)\psi(t, s) \, dt \, ds, \tag{27}
\]
for any smooth function $\psi : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ which is $S$-periodic with respect to the second argument. Typically, these $u_{\varepsilon}$ are of the form $u_{\varepsilon}(t) = v(t, \varepsilon^{-1}t)$ for some function $v$ of two arguments, which is periodic in the second argument.

### 4.4.2 Two-scale decomposition

For any $\varepsilon > 0$, one can decompose a real number $t \in \mathbb{R}$ as $t = \varepsilon[\mathcal{N}(t/\varepsilon) + \mathcal{R}(t/\varepsilon)]$, where

$$\mathcal{N}(t) := \max\{n \in \mathbb{Z} : n \leq t\}, \quad \mathcal{R}(t) := t - \mathcal{N}(t) \in S.$$  

Visually, $\mathcal{N}$ is the floor function and $\mathcal{R}$ is the sawtooth wave function. If $\varepsilon$ is the ratio between two disparate scales, $\mathcal{N}(t/\varepsilon)$ and $\mathcal{R}(t/\varepsilon)$ may then be regarded as a coarse-scale and a fine-scale variable, respectively. Besides this two-scale decomposition, one defines a two-scale composition function:

$$h_{\varepsilon}(t, s) := \varepsilon\mathcal{N}(t/\varepsilon) + \varepsilon s \quad \forall (t, s) \in \mathbb{R} \times S, \quad \forall \varepsilon > 0.$$  

The two-scale composition function can be written as $h_{\varepsilon}(t, s) = t + \varepsilon[s - \mathcal{R}(t/\varepsilon)]$. Since, for all $t \in \mathbb{R}$, $\mathcal{R}(t) \in S$, one has $\varepsilon\mathcal{R}(t/\varepsilon) \to 0$ uniformly in $t$, and thus,

$$h_{\varepsilon}(t, s) \to t \quad \text{uniformly in } \mathbb{R} \times S, \quad \text{as } \varepsilon \to 0.$$  

With the introduction of $h_{\varepsilon}$, one can define an equivalent definition of two-scale convergence. That is, one has for a sequence $\{u_{\varepsilon}\}$ in $L^2(\mathbb{R})$ that

$$u_{\varepsilon} \rightharpoonup u \quad \text{in } L^2(\mathbb{R} \times S) \quad \iff \quad u_{\varepsilon} \circ h_{\varepsilon} \rightharpoonup u \quad \text{in } L^2(\mathbb{R} \times S).$$  

For any domain $\Omega \subset \mathbb{R}$, two-scale convergence in $L^2(\Omega \times S)$ is then defined by extending functions to $\mathbb{R} \setminus \Omega$ with vanishing value.

For $u_{\varepsilon} \in L^2(\Omega)$, it is shown in [42] that this definition of two-scale convergence is equivalent to the definition in (27). However, it is more versatile. In particular, it allows defining two-scale convergence in $C([0, T] \times S)$.

### 4.4.3 Two-scale convergence in $C([0, T] \times S)$

Some modifications are needed to extend the definition of two-scale convergence to $C([0, T] \times S)$, for in general the function $u_{\varepsilon} \circ h_{\varepsilon}$ is discontinuous with respect to $t \in \mathbb{R}$ and $s \in S$, even if $u_{\varepsilon}$ is continuous. One therefore replaces $u_{\varepsilon} \circ h_{\varepsilon}$ by a continuous function, $\mathcal{L}_\varepsilon u_{\varepsilon} := (J \circ L_\varepsilon)(u_{\varepsilon} \circ h_{\varepsilon})$, constructed via linear interpolation with respect to each argument. The details of this linear interpolation can be found in [42].

One then says that $u_{\varepsilon}$ strongly two-scale converges to $u$ in $C([0, T] \times S)$, symbolically indicated by $u_{\varepsilon} \overset{2}{\rightharpoonup} u$, if and only if

$$\mathcal{L}_\varepsilon u_{\varepsilon} \to u \quad \text{in } C([0, T] \times S).$$
4.4.4 Nonlinear two-scale convergence

The two-scale convergence theory is a generalisation of the weak convergence theory which retains information about the oscillatory character of $u_\varepsilon$ in the limit $\varepsilon \to 0$. For instance, we have $\sin(2\pi \varepsilon^{-1} t) \xrightarrow{\varepsilon} \sin(2\pi s)$ in $L^2([0, T] \times S)$. Notice, however, that with test functions in form of the Fourier basis functions $\psi_k(t, \varepsilon^{-1} t) := \exp(2\pi ik\varepsilon^{-1} t)$ one has for all $k \in \mathbb{Z}$
\[
\sin \left(2\pi \varepsilon^{-1} \varphi(t)\right) \psi_k(t, \varepsilon^{-1} t) \xrightarrow{\varepsilon} 0 \text{ in } L^2([0, T] \times S),
\]
for any nonlinear $C^\infty$-Diffeomorphism $\varphi : [0, T] \to [0, \varphi(T)]$, and thus, $\sin \left(2\pi \varepsilon^{-1} \varphi(t)\right) \xrightarrow{\varepsilon} 0$ in $L^2([0, T] \times S)$. To derive a nonzero two-scale limit in such a case, we introduce a nonlinear change of coordinates that temporarily annihilates the nonlinearity so that the standard two-scale limit can be taken before it is reintroduced into the two-scale limit.

Definition 2 (Two-scale convergence with respect to $\varphi$) Let $\varphi : [0, T] \to [0, \varphi(T)]$ be a $C^\infty$-Diffeomorphism, $\{u_\varepsilon\} \subset C([0, T])$ and $u \in C([0, T] \times S)$. We say that $u_\varepsilon$ two-scale converges with respect to $\varphi$ to $u$ in $C([0, T] \times S)$ if $u_\varepsilon \circ \varphi$ two-scale converges to $u \circ (\varphi, \text{Id})$ in $C([0, \varphi(T)] \times S)$, i.e.
\[
u \varepsilon \xrightarrow{\varphi} \nu \text{ in } C([0, T] \times S)
\]
if and only if
\[
u_\varepsilon(\varphi(r)) \xrightarrow{\varphi} \nu(\varphi(r), s) \text{ in } C([0, \varphi^{-1}(T)] \times S).
\]

With this definition at hand, we can express the uniform convergence results of Theorem 1 using the notation of two-scale convergence. Rephrasing the weak* convergence results in Theorem 1 in a similar way requires more notation.

Proposition 1 With the notation introduced in Definition 2, the uniform convergences in Theorem 1 are equivalent to the following strong two-scale convergences with respect to $\varphi(r) := \phi_0^{-1}(\pi r)$ for $r \in [0, \pi^{-1}\phi_0(T)]$:
\[
\phi_2^\varepsilon \xrightarrow{\varphi} \tilde{\phi}_2 + [\phi_2] \text{ in } C([0, T] \times S), \quad \theta_2^\varepsilon \xrightarrow{\varphi} \tilde{\theta}_2 + [\theta_2] \text{ in } C([0, T] \times S),
\]
\[
y_2^\varepsilon \xrightarrow{\varphi} \tilde{y}_2 + [y_2] \text{ in } C([0, T] \times S), \quad p_2^\varepsilon \xrightarrow{\varphi} \tilde{p}_2 + [p_2] \text{ in } C([0, T] \times S),
\]
\[
\theta_1^\varepsilon \xrightarrow{\varphi} [\theta_1] \text{ in } C([0, T] \times S),
\]
where \((\hat{\phi}_2, \hat{\theta}_2, \hat{y}_2, \hat{p}_2)\) is the unique solution to the initial value problem (24) with (25) and where for \(t \in [0, T]\) and \(s \in S\) we define

\[
[\theta_1](t, s) := -\frac{\theta_s D_1 L_0(t)}{2\omega(y_0(t))} \sin(2\pi s), \quad [\phi_2](t, s) := -\frac{D_1 L_0(t)}{4\omega(y_0(t))} \cos(2\pi s), \\
[y_2](t, s) := -\frac{\theta_s D_y L_0(t)}{4\omega(y_0(t))} \cos(2\pi s), \quad [p_2](t, s) := \frac{d}{dr} \left( \frac{\theta_s D_1 L_0(t)}{4\omega(y_0(t))} \right) \cos(2\pi s)
\]

and

\[
[\theta_2](t, s) := -\frac{\theta_s D_y L_0(t)[y_2](t, s) - p_0(t)}{\omega(y_0(t))} [p_2](t, s) + \frac{\theta_s^2 (D_1 L_0(t))^2}{16\omega(y_0(t))} \cos(4\pi s) - \frac{\theta_s D_1 L_0(t)}{\omega(y_0(t))} \phi_2(t) \cos(2\pi s).
\]

**Proof** The equivalence follows from Theorem 1 and [42, Proposition 2.4].

Note that in Proposition 1 the constant \(\pi\) was chosen to normalise the period of the rapidly oscillating functions.

### 4.5 Asymptotic expansion in the multidimensional case

The asymptotic expansion results presented in this article can be generalised to the case of multiple fast and slow DOF. This case was discussed in [33], where the governing Lagrangian generalises by the natural extension of (8) to the case of multiple fast and slow DOF, i.e. \(y_\varepsilon \in \mathbb{R}^n\) and \(z_\varepsilon \in \mathbb{R}^r\) for \(n, r \geq 1\). In the case \(r > 1\), it is possible that the \(z_\varepsilon\) are in resonance with each other. After introducing some constraints on the system in form of two non-resonance conditions, a similar result to Theorem 1 can be derived. These non-resonance conditions bypass the so-called small divisor problem which commonly emerges when deriving higher-order asymptotic expansions of trajectories of systems of multiple fast DOF (see [9, Chap. 7]). Non-resonance conditions also arise in connection with the KAM (Kolmogorov–Arnol’d–Moser) theorem [43, 44] to similarly handle small divisors.

The proof is similar to the one presented in this article. First, one introduces a change of coordinates \((z_\varepsilon, \zeta_\varepsilon) \mapsto (\theta_\varepsilon, \phi_\varepsilon)\) via a generalised version of the generating function (14) and one defines sequences of scaled residual terms \(\{\theta_1^\varepsilon\}, \{\phi_1^\varepsilon\}, \{y_2^\varepsilon\}, \{p_2^\varepsilon\}\), and \(\{\theta_2^\varepsilon\}\) similar to Definition 1. Next, one shows that the sequences \(\{\theta_1^\varepsilon\}\) and \(\{\phi_1^\varepsilon\}\) are uniformly bounded in \(L^\infty([0, T], \mathbb{R}^r)\) and \(\{y_2^\varepsilon\}\) and \(\{p_2^\varepsilon\}\) are uniformly bounded in \(L^\infty([0, T], \mathbb{R}^n)\). After deriving the oscillatory terms, which is possible due to the transformation of the fast DOF into action-angle variables and integration by parts, the weak* limit can be derived with the extended Arzelà–Ascoli theorem [5, Principle 4, Chapter I, Sect. 1], similar to the sketch of proof in Sect. 4.3.1. Since \(\theta_2^\varepsilon \in \mathbb{R}^r\), a simple derivation from the energy, as described in this article for the case \(r = 1\), is not possible. Thus, more convoluted calculations are necessary to prove its uniform bound in \(L^\infty([0, T], \mathbb{R}^r)\) and its convergence in the weak* limit.
5 Thermodynamic expansion and interpretation

We now give a thermodynamic interpretation of the analytic result presented in Theorem 1. Thermodynamic effects can, in principle, occur when a separation of scales exist; Hertz developed a thermodynamic theory for Hamiltonian systems which are perturbed by slow external agents [36]. The model considered in this article is an example of this kind, if we restrict the analysis to the fast DOF (variable $z_\epsilon$) and consider the slow DOF (variable $y_\epsilon$) as an external agent. The question we want to address in this section is “Can we replace the dynamics of the fast DOF with a thermodynamic description in terms of temperature and entropy?” As it turns out, even in this simple model problem, an interesting adiabatic/non-adiabatic characteristic emerges through a higher-order asymptotic expansion.

The concept of adiabatic invariance finds applications in the analysis of slowly perturbed dynamical systems, where one is primarily interested in the derivation of the effective evolution of the system. It emerged in celestial mechanics in the form of the perturbation theory of Hamiltonian dynamical systems [30, Chapter 10] and can be found in many other fields [35, 38, 45, 46]. In particular, adiabatic invariance plays a crucial role in thermodynamics. There, *adiabatic thermodynamic processes* are idealised models in the limit of an infinite separation of timescales and are, by definition, processes with constant entropy [47].

For a thermodynamic interpretation of the system, we will regard the fast DOF $z_\epsilon$ as the system’s thermal vibrations, acting on the slow DOF $y_\epsilon$, which represents the system’s slow (mechanical) dynamics. As such, we will mainly focus the thermodynamic analysis on the energy associated with the fast DOF $E_\perp$, in contrast to the residual energy $E_\parallel$, which describes the remaining part of the system. Both energies can be read off from the total energy (11), i.e.

$$E_\perp = \frac{1}{2} z_\epsilon^2 + \frac{1}{2} \epsilon^{-2} \omega^2 (y_\epsilon) z_\epsilon^2, \quad E_\parallel = E_\epsilon - E_\perp.$$

(28)

Note that the evolution of the fast DOF $z_\epsilon$ is governed by the energy $E_\perp = E_\perp (z_\epsilon, \dot{z}_\epsilon; y_\epsilon)$, which is subject to a dynamically varying external agent given by the evolution of the slow DOF $y_\epsilon$. This framework allows us to apply the theory developed by Hertz [37].

5.1 The first and second law of thermodynamics

Hertz considered a thermodynamic system under a slowly changing external agent $y$. A typical example is a vessel filled with gas, where $y$ indicates the height of a piston that compresses the gas. In line with Hertz’ analysis, we consider for the problem studied in this article the fast subsystem with energy $E_\perp$ as a thermodynamic system under a slowly changing external agent represented by $y_\epsilon$. We point out that Hertz’ theory is based on dynamical systems which are inherently reversible in time and are thus regarded as idealised thermodynamic systems. As such, on a macroscopic level, the dynamics is described by the first and second law of thermodynamics, where the second law is given in Carathéodory’s form [47].
The first law states that every infinitesimal thermodynamic process can be described as a change of the internal energy $dA$, given by the work performed on the system via the application of an external force $F$ along a displacement $dy$, i.e. $dA = Fdy$, and the heat supply $dQ$ such that the sum $dA + dQ$ is the differential of some energy function $E$,

$$dE = dA + dQ.$$ 

The second law of thermodynamics states that, for reversible processes, there are two functions of state, namely the absolute temperature $T$ and the entropy $S$ such that

$$dQ = TdS.$$ 

Hence, the first and second law of thermodynamics combined read

$$dE = Fdy + TdS.$$ (29)

Equation (29) can be reduced to the statement that there exists an entropy $S = S(E, y)$ such that the constitutive equations

$$\frac{1}{T} = \frac{\partial S(E, y)}{\partial E} \quad \text{and} \quad F = -T \frac{\partial S(E, y)}{\partial y}$$ (30)

are satisfied.

The special case of a process without heat exchange, $dQ = 0$, is called an adiabatic thermodynamic process. In this case, all work $dA$ is converted into a change of energy,

$$dE = dA,$$ (31)

or, equivalently, the entropy of the system stays constant,

$$S(E, y) = \text{const}.$$ 

**Remark 1** With $E = E(S, y)$, the constitutive Eq. (30) read equivalently

$$T = \frac{\partial E(S, y)}{\partial S} \quad \text{and} \quad F = \frac{\partial E(S, y)}{\partial y}.$$ (32)

### 5.2 Derivation of the thermodynamic quantities

We follow for the derivation of the temperature, entropy, and external force the analysis in [37]. This derivation was used, in a similar way, in [33] to determine the thermodynamic quantities in the case of multiple fast DOF.
We consider the Hamiltonian and the associated energy of the fast subsystem given by
\[
H_{\perp}^{\varepsilon}(z_{\varepsilon}, \zeta_{\varepsilon}; y_{\varepsilon}) = \frac{1}{2} \zeta_{\varepsilon}^2 + \frac{1}{2} \varepsilon^{-2} \omega^2(y_{\varepsilon})z_{\varepsilon}^2 = E_{\perp}^{\varepsilon}.
\] (33)
Since \((z_{\varepsilon}, \zeta_{\varepsilon})\) are fast relative to \(y_{\varepsilon}\), we can, as a reasonable good approximation, assume that for one closed loop of \((z_{\varepsilon}, \zeta_{\varepsilon})\) on the energy surface, the variable \(y_{\varepsilon}\) remains constant. This system is thus a harmonic oscillator, which is in one dimension ergodic on the energy surface. (The multidimensional case is discussed below.) It thus admits a unique invariant measure, given by
\[
\mu(A) = \frac{\int_A d\sigma |\nabla H_{\perp}^{\varepsilon}|}{\int_{\Sigma} |\nabla H_{\perp}^{\varepsilon}|},
\]
where \(A \subseteq \Sigma\) is a region on the level set \(\Sigma = \{(z_{\varepsilon}, \zeta_{\varepsilon}) \in \mathbb{R}^2 : H_{\perp}^{\varepsilon}(z_{\varepsilon}, \zeta_{\varepsilon}; y_{\ast}) = E_{\ast}\}\) and \(d\sigma\) is an infinitesimal small area element on the energy surface. In equilibrium thermodynamics, the temperature is considered a time-independent variable, which is proportional to the time average of the kinetic energy of the system.
In general, if \(\langle \phi \rangle\) denotes the time average of some function \(\phi = \phi(t)\), the temperature \(T\) in equilibrium thermodynamics can be defined by the relation \(T = \langle 2E_{\text{kin}} \rangle\) where \(2E_{\text{kin}} = p \frac{\partial H(q, p)}{\partial p}\) and \((q, p)\) is a time-dependent trajectory on the energy surface in phase space.

With the help of the ergodic theorem of Birkhoff and Khinchin (see, for example, [48]), the invariant measure \(\mu\) can be used to derive the time average in the definition of the temperature by calculating the space average of \(p \frac{\partial H(q, p)}{\partial p}\) on the energy surface. In particular, in our example the temperature takes the form
\[
T_{\varepsilon}(E_{\ast}^{\perp}, y_{\ast}) = \left\langle \frac{\partial H_{\perp}^{\varepsilon}(z_{\varepsilon}, \zeta_{\varepsilon}; y_{\ast})}{\partial \zeta_{\varepsilon}} \right\rangle = \frac{\int_{\Sigma} \frac{\partial H_{\perp}^{\varepsilon}(z_{\varepsilon}, \zeta_{\varepsilon}; y_{\ast})}{\partial \zeta_{\varepsilon}} d\sigma |\nabla H_{\perp}^{\varepsilon}|}{\int_{\Sigma} |\nabla H_{\perp}^{\varepsilon}|}.
\] (34)
Here, the numerator can be calculated using Gauss’ theorem. It turns out that
\[
\int_{\Sigma} \frac{\partial H_{\perp}^{\varepsilon}(z_{\varepsilon}, \zeta_{\varepsilon}; y_{\ast})}{\partial \zeta_{\varepsilon}} d\sigma |\nabla H_{\perp}^{\varepsilon}| = \Gamma_{\varepsilon}(E_{\ast}^{\perp}, y_{\ast}),
\] (35)
where \(\Gamma_{\varepsilon}(E_{\ast}^{\perp}, y_{\ast})\) is the phase-space volume enclosed by the trajectory of \((z_{\varepsilon}, \zeta_{\varepsilon})\) and is also known as the action of the orbit in Hamiltonian dynamics [49].
To derive the denominator in (34), we calculate the derivative of \(\Gamma_{\varepsilon}(E_{\ast}^{\perp}, y_{\ast})\) with respect to \(E_{\ast}^{\perp}\) and find, with some geometrical considerations, that
\[
\int_\Sigma \frac{d\sigma}{|\nabla H_\epsilon^\perp|} = \frac{\partial \Gamma_\epsilon(E_\epsilon^\perp, y_\epsilon)}{\partial E_\epsilon^\perp}.
\] (36)

Thus, in Eq. (34) the numerator is given by (35) and the denominator by (36), which allows us to express the temperature in terms of the phase-space volume \(\Gamma_\epsilon(E_\epsilon^\perp, y_\epsilon)\), i.e.

\[
T_\epsilon(E_\epsilon^\perp, y_\epsilon) = \frac{\Gamma_\epsilon(E_\epsilon^\perp, y_\epsilon)}{\partial \Gamma_\epsilon(E_\epsilon^\perp, y_\epsilon)/\partial E_\epsilon^\perp}.
\] (37)

According to the left equation in (30), we integrate \(T_\epsilon^{-1}\) in (37) with respect to \(E_\epsilon^\perp\) and obtain as formula for the entropy \(S_\epsilon(E_\epsilon^\perp, y_\epsilon) = \log (\Gamma_\epsilon(E_\epsilon^\perp, y_\epsilon)) + f_\epsilon(y_\epsilon)\). It remains to show that the function \(f_\epsilon\) is constant. To see this, we investigate the dependence of \(S_\epsilon\) on \(y_\epsilon\) and will, similar to above, use (30).

We can define the external force as the time average of \(\partial_y H(q, p; y)\) for a Hamiltonian system depending on some external agent \(y\) and apply, similar to above, the Birkhoff–Kinchin Theorem, to derive in our example

\[
F_\epsilon(E_\epsilon^\perp, y_\epsilon) = \left( \frac{\partial H_\epsilon^\perp(z_\epsilon, \zeta_\epsilon; y_\epsilon)}{\partial y_\epsilon} \right) = \int_\Sigma \frac{\partial H_\epsilon^\perp}{\partial y_\epsilon} \frac{d\sigma}{|\nabla H_\epsilon^\perp|}.
\] (38)

For the numerator, we calculate this time the derivative of \(\Gamma_\epsilon(E_\epsilon^\perp, y_\epsilon)\) with respect to \(y_\epsilon\).

Similar to before, geometric considerations imply that

\[
\int_\Sigma \frac{\partial H_\epsilon^\perp}{\partial y_\epsilon} \frac{d\sigma}{|\nabla H_\epsilon^\perp|} = -\frac{\partial \Gamma_\epsilon(E_\epsilon^\perp, y_\epsilon)}{\partial y_\epsilon}.
\] (39)

Combining Eqs. (36), (38), and (39), we obtain

\[
F_\epsilon(E_\epsilon^\perp, y_\epsilon) = -\frac{\partial \Gamma_\epsilon(E_\epsilon^\perp, y_\epsilon)}{\partial \Gamma_\epsilon(E_\epsilon^\perp, y_\epsilon)/\partial E_\epsilon^\perp}.
\] (40)

Once again, according to the right equation in (30), we integrate \(-F_\epsilon/T_\epsilon\) in (37) and (40) with respect to \(y_\epsilon\) and find the desired formula for the entropy,

\[
S_\epsilon(E_\epsilon^\perp, y_\epsilon) = \log \left( \Gamma_\epsilon(E_\epsilon^\perp, y_\epsilon) \right) + C_\epsilon,
\] (41)

where \(C_\epsilon\) is an arbitrary constant. This is a key result of Hertz: The entropy of a Hamiltonian system under the influence of a slowly varying agent is, up to a constant, the logarithm of the phase-space volume.

\(\square\) Springer
The phase-space volume of a harmonic oscillator in one dimension with fixed energy \( E_\perp \) and fixed external agent \( y_* \) is geometrically described by an ellipse; thus, using (13) and (33) with \( E_\perp \) and \( y_* \) fixed yields

\[
\Gamma_\varepsilon(E_\perp, y_*) = 2\pi \varepsilon \frac{E_\perp}{\omega(y_*)} = 2\pi \varepsilon \theta_*.
\]

Since on the fast timescale, slowly varying \( E_\perp \) and \( y_* \) can be considered to good approximation as constant, we argue by similarity and replace in Eqs. (37), (40), and (41) \( y_* \) by \( y_\varepsilon \) and \( E_\perp \) by \( E_\perp \) so that

\[
\Gamma_\varepsilon(E_\perp \varepsilon, y_\varepsilon) = 2\pi \varepsilon \frac{E_\perp \varepsilon}{\omega(y_\varepsilon)} = 2\pi \varepsilon \theta_\varepsilon.
\]

To avoid a divergent entropy in the limit \( \varepsilon \to 0 \), the constant in the entropy has to be chosen accordingly, for example, \( C_\varepsilon = - \log(\Gamma_\varepsilon(E_\perp \varepsilon, y_*)) \). In this case, we would have

\[
S_\varepsilon(E_\perp \varepsilon, y_\varepsilon) = \log \left( \frac{\Gamma_\varepsilon(E_\perp \varepsilon, y_\varepsilon)}{\Gamma_\varepsilon(E_\perp \varepsilon, y_*)} \right) = \log \left( \frac{\theta_\varepsilon}{\theta_*} \right) = \log(\theta_\varepsilon) + C,
\]

where \( C = - \log(\theta_*) \).

Thus, altogether, we derive for \( \varepsilon > 0 \) the following expressions for the temperature \( T_\varepsilon \), the entropy \( S_\varepsilon \), and the external force \( F_\varepsilon \) in the fast subsystem:

\[
T_\varepsilon = \theta_\varepsilon \omega(y_\varepsilon), \quad S_\varepsilon = \log(\theta_\varepsilon) + C, \quad F_\varepsilon = \theta_\varepsilon \omega'(y_\varepsilon). \tag{42}
\]

### 5.3 Expansion of the thermodynamic quantities

In combination with the second-order expansion derived in Theorem 1, we will analyse the asymptotic properties of the above thermodynamic expressions, by expanding \( y_\varepsilon \) and \( \theta_\varepsilon \) in (42), which in turn defines higher-order asymptotic expansions of the form \( T_\varepsilon = T_0 + T_1^\varepsilon \), \( F_\varepsilon = F_0 + F_1^\varepsilon \) and \( S_\varepsilon = S_0 + \varepsilon [\tilde{S}_1] + \varepsilon^2 [\tilde{S}_2] + \varepsilon^2 S_3^\varepsilon \) with \( T_1^\varepsilon, F_1^\varepsilon, S_3^\varepsilon \to 0 \) in \( C([0, T]) \), where

\[
T_0 := \theta_* \omega(y_0), \quad F_0 := \theta_* \omega'(y_0), \tag{43}
\]

and

\[
S_0 := \log(\theta_*) + C, \quad [\tilde{S}_1] := \frac{[\theta_1] \varepsilon}{\theta_*}, \quad [\tilde{S}_2] := \frac{\theta_2 + [\theta_2] \varepsilon}{\theta_*} - \frac{1}{2} \left( \frac{[\theta_1] \varepsilon}{\theta_*} \right)^2. \tag{44}
\]

Analogously, by substituting (13) into (28), we expand the energy of the fast subsystem \( E_\varepsilon = \theta_\varepsilon \omega(y_\varepsilon) = E_0^\varepsilon + \varepsilon [\tilde{E}_1] + \varepsilon^2 [\tilde{E}_2] + \varepsilon^2 E_3^\varepsilon \) where \( E_3^\varepsilon \to 0 \) in \( C([0, T]) \)
and obtain
\[ E^\perp_0 := \theta_s \omega(y_0), \quad [\bar{E}^\perp_1]^\varepsilon := \omega(y_0) [\theta_1]^\varepsilon, \quad (45) \]
\[ [\bar{E}^\perp_2]^\varepsilon := \theta_s \omega'(y_0) \bar{y}_2 + \omega(y_0) \bar{\theta}_2 + [\theta_2]^\varepsilon. \quad (46) \]

### 5.4 Leading-order thermodynamics

We show in this section that to leading order (limit \( \varepsilon \to 0 \)), the resulting thermodynamic process is adiabatic or, in other words, a thermodynamic process with constant entropy.

In fact, by comparing this result with the leading-order expansion of the temperature, entropy, and external force in the model problem as derived in (43) and (44), i.e.
\[ T_0 = \theta_s \omega(y_0), \quad S_0 = \log(\theta_s) + C, \quad F_0 = \theta_s \omega'(y_0), \]
we observe that \( S_0 \equiv \text{const.} \) and hence reason that the limit process can be interpreted as an adiabatic thermodynamic process. This is in particular a result of the external agent \( y_0 \), which affects the fast system to leading order only slowly. The energy in the limit \( \varepsilon \to 0 \) (see Eq. (45)) is given by \( E^\perp_0(y_0) = \theta_s \omega(y_0) \), and therefore (cf. Eq. (31)),
\[ dE^\perp_0 = F_0 dy_0 + T_0 dS_0 = F_0 dy_0, \quad (47) \]
which resembles Eq. (29).

**Remark 2** Note that by action and reaction, the force exerted on the fast subsystem \( F_0 \) is equal but of opposite sign to the force acting on the slow DOF, i.e. \( \ddot{y}_0 = -F_0 \) (see also (19)).

### 5.5 Second-order thermodynamics

We calculate the average contribution of the higher-order microscale oscillations in \( E^\perp_\varepsilon \) and \( S_\varepsilon \) by taking the weak* limit of the asymptotic expansion terms \([\bar{E}^\perp_1]^\varepsilon \), \([\bar{E}^\perp_2]^\varepsilon \), \([\bar{S}_1]^\varepsilon \), and \([\bar{S}_2]^\varepsilon \) in (44)–(46). With property (23), i.e. \([\theta_1]^\varepsilon \), \([y_2]^\varepsilon \), \([\theta_2]^\varepsilon \) \( \to 0 \) in \( L^\infty([0, T]) \), this yields
\[ [\bar{E}^\perp_1]^\varepsilon \to 0 \quad \text{in} \quad L^\infty([0, T]), \quad [\bar{S}_1]^\varepsilon \to 0 \quad \text{in} \quad L^\infty([0, T]), \]
and
\[ [\bar{E}^\perp_2]^\varepsilon \to \bar{E}^\perp_2 := \theta_s \omega'(y_0) \bar{y}_2 + \omega(y_0) \bar{\theta}_2 \quad \text{in} \quad L^\infty([0, T]), \quad (48) \]
\[ [\bar{S}_2]^\varepsilon \to \bar{S}_2 := \frac{\bar{\theta}_2}{\theta_s} - \left( \frac{D_L L_0}{4\omega(y_0)} \right)^2 \quad \text{in} \quad L^\infty([0, T]). \quad (49) \]
We can now define the second-order average energy and entropy
\[ \bar{E}_\varepsilon^\perp := E_{0}^\perp + \varepsilon^2 \bar{E}_2^\perp, \quad \bar{S}_\varepsilon := S_0 + \varepsilon^2 \bar{S}_2. \]

To analyse the thermodynamic properties of \( \bar{E}_\varepsilon^\perp \) for \( \varepsilon > 0 \), we focus on the second-order expansion term \( \bar{E}_2^\perp \). The appropriate temperature, entropy, and external force can be read off from (48) and (49):
\[ T_0 = \theta_s \omega(y_0), \quad \bar{S}_2 = \frac{\bar{\theta}_2}{\theta_s} - \left( \frac{D_t L_0}{4 \omega(y_0)} \right)^2, \quad F_0 = \theta_s \omega'(y_0). \]

Note that the entropy in this case is not constant. This can be explained by the second-order correction of the external agent \( y_\varepsilon \), which exhibits according to Theorem 1 a decomposition into a slowly varying component \( \bar{y}_2 \) and a rapidly varying component \([y_2]^\varepsilon\). By considering \( \bar{E}_2^\perp = \bar{E}_2^\perp(\bar{S}_2, \bar{y}_2; y_0, p_0) \), we obtain (cf. Eq. (29)) for fixed \((y_0, p_0)\)
\[ d\bar{E}_2^\perp = F_0 d\bar{y}_2 + T_0 d\bar{S}_2, \]
which agrees with the qualitative discussion of Sect. 5.1.

Finally, let us inspect how the thermodynamic energy balance is realised in the total second-order correction of \( \bar{E}_\varepsilon \). Analogous to the decomposition (28), we split the total energy \( E_\varepsilon \) in (15) into \( E_\varepsilon^\parallel \) and \( E_\varepsilon^\perp \), i.e. \( E_\varepsilon = E_\varepsilon^\parallel + E_\varepsilon^\perp \), where
\[ E_\varepsilon^\parallel = \frac{1}{2} p_\varepsilon^2 + \frac{\varepsilon}{2} \theta_s p_s D_y L_\varepsilon \sin(2\varepsilon^{-1}\phi_\varepsilon) + \frac{\varepsilon^2}{8} \bar{\theta}_\varepsilon^2 (D_y L_\varepsilon)^2 \sin^2(2\varepsilon^{-1}\phi_\varepsilon). \]

We then use the expressions derived in Theorem 1 to expand \( E_\varepsilon^\parallel = E_0^\parallel + \varepsilon [\bar{E}_1]^\varepsilon + \varepsilon^2 [\bar{E}_2]^\varepsilon + \varepsilon^2 E_3^\parallel \), where \( E_3^\parallel \to 0 \) in \( C([0, T]) \) with
\[ E_0^\parallel := \frac{1}{2} p_0^2, \quad [\bar{E}_1]^\varepsilon := \frac{\theta_s}{2} D_t L_0 \sin(2\varepsilon^{-1}\phi_0), \]
and
\[ [\bar{E}_2]^\varepsilon := p_0 (\tilde{\phi}_2 + [p_2]^\varepsilon) + \frac{\theta_s^2(D_y L_0)^2}{8} \sin^2(2\varepsilon^{-1}\phi_0) \]
\[ + \theta_s D_t L_0 (\tilde{\phi}_2 + [p_2]^\varepsilon) \cos(2\varepsilon^{-1}\phi_0) + \frac{[\theta_1]^\varepsilon D_t L_0}{2} \sin(2\varepsilon^{-1}\phi_0). \]

As before, we take the weak* limit to determine the average energy correction at first and second order, and find
\[ [\bar{E}_1]^\varepsilon \rightharpoonup 0 \quad \text{in} \quad L^\infty([0, T]), \]
\[ [\bar{E}_2]^\varepsilon \rightharpoonup \bar{E}_2 := p_0 \tilde{p}_2 + \left( \frac{\theta_s D_y L_0}{4} \right)^2 - \frac{\theta_s (D_y L_0)^2}{4 \omega(y_0)} \quad \text{in} \quad L^\infty([0, T]). \]

\[ \text{Springer} \]
and define the averaged residual energy \( \bar{E}^\parallel := E_0^\parallel + \varepsilon^2 \bar{E}_2^\parallel \). The following theorem shows how the Hamiltonian character of the model problem and the thermodynamic interpretation materialise for the averaged total second-order energy correction \( \bar{E}_2 = \bar{E}_2^\parallel + \bar{E}_2^\perp \).

**Theorem 2** Let \((y_0, p_0)\) be as in (18) and \((\bar{y}_2, \bar{p}_2)\) be as in Theorem 1. Let \( \bar{E}_2 \) be the averaged total second-order energy correction \( \bar{E}_2^\parallel + \bar{E}_2^\perp \), where

\[
\bar{E}_2^\parallel (\bar{y}_2; y_0, p_0) = p_0 \bar{p}_2 + \frac{\theta_* \omega'(y_0)^2}{16 \omega^2(y_0)} - \frac{\theta_\ast (p_0 \omega'(y_0))^2}{4 \omega^3(y_0)},
\]

and

\[
\bar{E}_2^\perp (\bar{y}_2; y_0, p_0) = \theta_* \omega'(y_0) \bar{y}_2 + \omega(y_0) \bar{\theta}_2(y_0, p_0),
\]

with

\[
\bar{\theta}_2(y_0, p_0) = \frac{\theta_* p_0 (\omega'(y_0))^2}{8 \omega^4(y_0)} + C_\theta, \quad C_\theta = -\frac{\theta_* p_\ast (\omega'(y_\ast))^2}{8 \omega^4(y_\ast)} - [\theta_2]^\ast(0).
\]

Then the differential Eqs. (24c) and (24d) take the form

\[
\frac{d \bar{y}_2}{dt} = \frac{\partial \bar{E}_2}{\partial p_0}, \quad \frac{d \bar{p}_2}{dt} = -\frac{\partial \bar{E}_2}{\partial y_0}.
\]

Additionally, with the functions \( T_0, \bar{S}_2, \) and \( F_0 \), which can be interpreted as the temperature, entropy, and external force in the fast subsystem, the energy \( \bar{E}_2^\perp \) can be written as

\[
\bar{E}_2^\perp (\bar{S}_2; \bar{y}_2, y_0, p_0) = F_0 \bar{y}_2 + T_0 \bar{S}_2 + \frac{\theta_* (p_0 \omega'(y_0))^2}{16 \omega^3(y_0)}.
\]

With this notation, the energy \( \bar{E}_2^\perp \) satisfies the constituent Eq. (32) in the form

\[
F_0 = \frac{\partial \bar{E}_2}{\partial \bar{y}_2}, \quad T_0 = \frac{\partial \bar{E}_2}{\partial \bar{S}_2}.
\]

**Proof** The claim follows directly from (24c) and (24d). \( \Box \)

### 5.6 Thermodynamic interpretation in the multidimensional case

The discussion in [33] shows how to derive the second-order asymptotic expansion in the case of multiple fast and slow DOF. Similar to the expansion covered in this article, one can interpret the dynamics to leading order as well as to second order from a thermodynamic point of view. If there is only one fast DOF, the fast subsystem is
ergodic, and thus, Hertz’ theory can be applied directly. In particular (see Remark 2), the derived force to leading order of the internal energy (47) coincides (up to sign) with the force of the slow DOF derived through the weak∗ limit (19). If there are more than one fast DOF, however, the fast subsystem is in general not ergodic. Thus, Hertz’ theory has to be adapted in Eqs. (34) and (38) by considering the ensemble average instead of the time average. This allows to derive expressions which correspond to temperature, entropy, and external force. These expressions can be expanded to second order, similar to the procedure described in this article. It turns out that in this case, energy relations appear which likewise resemble the first and second law of thermodynamics. However, in contrast to the case of one fast DOF, the derived force to leading order of the internal energy does not coincide (up to sign) with the force of the slow degrees of freedom derived through weak∗ convergence techniques.

While the force derived in the latter case corresponds to the total force the slow DOF experience, the force derived in the former case is due only to a change of the internal energy. In fact, if we assume that temperature is kept constant in the system or if we consider only a very small time frame such that y0 ≈ y∗, then the force derived from the internal energy coincides with the force derived from the Fixman potential assuming equi-distribution of energy in the normal vibrational modes (see [5]). Thus, similar to [5], the Fixman potential provides an inexact description of the slow dynamics of the system. An exact description of the slow dynamics can be obtained by considering further contributions from the mutual interactions with the fast DOF. This information can be obtained from the entropic term.

6 Conclusions

In this article, we discussed a simple fast–slow mechanical system. It represents a minimal example of a class of related models. The expansion to second order and its thermodynamic interpretation carry over to finitely many DOF. It is a natural next step to consider the extension to real-world applications in molecular dynamics. In molecular dynamics, one is usually interested in the slow macroscopic dynamics; the fast microscopic dynamics is less important but is necessary to obtain an accurate representation of the dynamics on the microscopic scale. Through averaging techniques, it is possible (see for instance [5]) to derive a homogenised system, which describes the dynamics only of the slow DOF. However, this homogenised system has to be understood as an approximation to the slow dynamics of the original system because it is derived by considering the limit ε → 0. For a more detailed description of the slow dynamics in this system, a higher-order asymptotic expansion is of interest, as the scale parameter ε is a quotient of mass ratios and thus in many applications small but finite.

The fast–slow mechanical system studied in this article is one of the simplest models that can potentially exhibit thermodynamic effects. Indeed, one of the core assumptions of thermodynamics is that the system under consideration has a clear separation of scales. This assumption is by construction satisfied for our system. Many theories have been developed to study large-scale interacting particle systems from a thermodynamic
point of view, but only a few focus on applying the theory in combination with the averaging methods for dynamical systems.

One of the earliest attempts to describe fast–slow mechanical systems from a thermodynamic point of view dates back to the work of Hertz [36]. Since the fast subsystem in our model is ergodic, Hertz’ methodology can directly be applied to the fast–slow system studied in this article. We derived the second-order asymptotic expansion of the dynamics in the system via weak convergence techniques and expressed in addition the results in the framework of two-scale convergence. Moreover, we showed that the dynamics to leading order as well as on average to second order satisfy equations resembling the first and second law of thermodynamics. In the limit $\varepsilon \to 0$, the expression of the internal energy can be used to derive the same evolution equation for the slow dynamics as by methods based on homogenisation procedures [5]. For $\varepsilon > 0$, i.e. for the average second-order asymptotic expansion, a similar statement cannot be made because the entropic term does not vanish, implying more complicated dynamics to second order, which cannot just be described by the internal energy.

From the first and second law of thermodynamics, it is clear that a simple description of the slow dynamics can be achieved when the entropic term vanishes, which is the case if the fast dynamics is ergodic. In the case of multiple fast DOF, the fast dynamics is, in general, not ergodic. Thus, a direct application of Hertz’ theory is not possible. As demonstrated in [33], however, some adjusted techniques can be used to derive a thermodynamic interpretation of the system. It turns out that the leading-order and the averaged second-order dynamics do not have a vanishing ergodic term and thus the internal energy alone cannot be used to describe the slow dynamics in the system. Contributions from the entropic term need to be considered to describe the slow dynamics in the system correctly.

The discussion in this article provides two different perspectives on the asymptotic expansion of solutions to our model problem (9). Firstly, the rigorous derivation of the asymptotic expansion of the system’s dynamics provides accurate information about the evolution of the system up to second order. Secondly, the thermodynamic interpretation up to second order provides a bridge to the realm of statistical mechanics. A possible application of the theory presented in this article is to approximate the dynamics of system (9) by a system that describes the slow evolution accurately, but the fast evolution by thermodynamic expressions in terms of temperature and entropy. Whether the evolution of these quantities can be derived is an open problem, as is the role of entropy for thermodynamic consistency. Yet, the asymptotic expansion can be used profitable in numerical simulations [33].

**Acknowledgements** MK was supported by a scholarship from the EPSRC Centre for Doctoral Training in Statistical Applied Mathematics at Bath (SAMBa), under the Project EP/L015684/1. JZ gratefully acknowledges funding by a Royal Society Wolfson Research Merit Award. All authors thank Celia Reina for stimulating discussions and helpful suggestions throughout this project.

**Funding** Open Access funding enabled and organized by Projekt DEAL.

**Open Access** This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included.
in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Bender, C.M., Orszag, S.A.: Advanced Mathematical Methods for Scientists and Engineers. International Series in Pure and Applied Mathematics. McGraw-Hill Book Co., New York (1978)
2. Maslov, V.P., Fedoriuk, M.V.: Semiclassical Approximation in Quantum Mechanics. Mathematical Physics and Applied Mathematics, vol. 7. D. Reidel Publishing Co., Dordrecht-Boston (1981)
3. Schütte, C., Bornemann, F.A.: Homogenization approach to smoothed molecular dynamics. Nonlinear Anal. 30(3), 1805–1814 (1997)
4. Bornemann, F.A., Schütte, C.: Homogenization of Hamiltonian systems with a strong constraining potential. Phys. D 102(1–2), 57–77 (1997)
5. Bornemann, F.: Homogenization in Time of Singularly Perturbed Mechanical Systems. Lecture Notes in Mathematics, vol. 1687. Springer, Berlin (1998)
6. Arnold, L.: Hasselmann’s program revisited: the analysis of stochasticity in deterministic climate models. In: Stochastic Climate Models, pp. 141–157. Birkhäuser, Basel (2001)
7. Imkeller, F., Monahan, A.H.: Conceptual stochastic climate models. Stoch. Dyn. 02(03), 311–326 (2002)
8. Arnold, V.I., Kozlov, V.V., Neishtadt, A.I.: Mathematical Aspects of Classical and Celestial Mechanics. Encyclopaedia of Mathematical Sciences, vol. 3, 3rd edn. Springer, Berlin (2006)
9. Sanders, J.A., Verhulst, F., Murdock, J.: Averaging Methods in Nonlinear Dynamical Systems. Applied Mathematical Sciences, vol. 59, 2nd edn. Springer, New York (2007)
10. Pavliotis, G.A., Stuart, A.M.: Multiscale Methods. Texts in Applied Mathematics, vol. 53. Springer, New York (2008)
11. Murat, F., Tartar, L.: H-convergence. In: Topics in the Mathematical Modelling of Composite Materials. Progress in Nonlinear Differential Equations and Their Applications, vol. 31, pp. 21–43. Birkhäuser Boston (1997)
12. Cioranescu, D., Donato, P.: An Introduction to Homogenization. Oxford Lecture Series in Mathematics and its Applications, vol. 17. Oxford University Press, New York (1999)
13. Jikov, V.V., Kozlov, S.M., Ole˘ınik, O.A.: Homogenization of Differential Operators and Integral Functionals. Springer, Berlin (1994). Translated from the Russian by G. A. Yosifian
14. Bensoussan, A., Lions, J.-L., Papanicolaou, G.: Asymptotic Analysis for Periodic Structures. AMS Chelsea Publishing, Providence (2011)
15. Kuehn, C.: Multiple Time Scale Dynamics. Applied Mathematical Sciences, vol. 191. Springer, Cham (2015)
16. Zwanzig, R.: Nonequilibrium Statistical Mechanics. Oxford University Press, New York (2001)
17. Mori, H.: A continued-fraction representation of the time-correlation functions. Prog. Theor. Phys. 34, 399–416 (1965)
18. Chorin, A.J., Kast, A.P., Kupferman, R.: Optimal prediction of underresolved dynamics. Proc. Natl. Acad. Sci. 95(8), 4094–4098 (1998)
19. Chorin, A.J., Hald, O.H., Kupferman, R.: Non-Markovian optimal prediction. Monte Carlo Methods Appl. 7(1–2), 99–109 (2001)
20. Kupferman, R.: Fractional Kinetics in Kac–Zwanzig heat bath models. J. Stat. Phys. 114(1/2), 291–326 (2004)
21. Pavliotis, G.A.: Stochastic Processes and Applications. Springer, New York (2014)
22. Gottwald, G.A., Crommelin, D.T., Franzke, C.L.E.: Stochastic climate theory. In: Franzke, C.L.E., O’Kane, T.J. (eds.) Nonlinear and Stochastic Climate Dynamics, pp. 209–240. Cambridge University Press, Cambridge (2016)
23. Öttinger, H.C.: Beyond Equilibrium Thermodynamics. Wiley, Hoboken (2005)
24. Grmela, M., Öttinger, H.C.: Dynamics and thermodynamics of complex fluids. I. Development of a general formalism. Phys. Rev. E 56(6), 6620–6632 (1997)
25. Öttinger, H.C., Grmela, M.: Dynamics and thermodynamics of complex fluids. II. Illustrations of a general formalism. Phys. Rev. E 56(6), 6633–6655 (1997)
26. Tadmor, E., Miller, R., Elliott, R.: Continuum Mechanics and Thermodynamics. Cambridge University Press, Cambridge (2011)
27. Grava, T., Mitaso, A., Mazzucca, G., Ponomo, A.: Adiabatic invariants for the FPUT and Toda chain in the thermodynamic limit. Commun. Math. Phys. 380(2), 811–851 (2020)
28. Chatterjee, S., Po, G., Zhang, X., Acharya, A., Ghoniem, N.: Plasticity without phenomenology: a first step. J. Mech. Phys. Solids 143, 104059–29 (2020)
29. Rubin, H., Ungar, P.: Motion under a strong constraining force. Commun. Pure Appl. Math. 10(1), 65–87 (1957)
30. Arnol’d, V.I.: Mathematical Methods of Classical Mechanics. Graduate Texts in Mathematics, vol. 60. Springer, New York (1989)
31. Takens, F.: Motion under the influence of a strong constraining force. In: Nitecki, Z., Robinson, C. (eds.) Global Theory of Dynamical Systems, pp. 425–445. Springer, Berlin (1980)
32. Froese, R., Herbst, I.: Realizing holonomic constraints in classical and quantum mechanics. Commun. Math. Phys. 220(3), 489–535 (2001)
33. Klar, M., Mattheis, K., Reina, C., Zimmer, J.: Second-order fast-slow dynamics of non-ergodic Hamiltonian systems: thermodynamic interpretation and simulation. Phys. D Nonlinear Phenom. 428, 133036 (2021)
34. Klar, M.: Scale-bridging of fast-slow systems in a thermodynamical setting. PhD thesis, University of Bath (2021). https://researchportal.bath.ac.uk/en/studentTheses/scale-bridging-of-fast-slow-systems-in-a-thermodynamical-setting
35. Evans, L.C., Zhang, T.: Weak convergence and averaging for ODE. Nonlinear Anal. 138, 83–92 (2016)
36. Hertz, P.: Über die mechanischen Grundlagen der Thermodynamik. Ann. Phys. (Berl.) 338(12), 225–274 (1910)
37. Berdichevsky, V.L.: Thermodynamics of Chaos and Order. Pitman Monographs and Surveys in Pure and Applied Mathematics, vol. 90. Longman, Harlow (1997)
38. Li, X., Reina, C.: Simultaneous spatial and temporal coarse-graining: from atomic models to continuum elastodynamics. J. Mech. Phys. Solids 130, 118–140 (2019)
39. Reich, S.: Smoothed Langevin dynamics of highly oscillatory systems. Phys. D 138(3–4), 210–224 (2000)
40. Nguetseng, G.: A general convergence result for a functional related to the theory of homogenization. SIAM J. Math. Anal. 20(3), 608–623 (1989)
41. Allaire, G.: Homogenization and two-scale convergence. SIAM J. Math. Anal. 23(6), 1482–1518 (1992)
42. Visintin, A.: Towards a two-scale calculus. ESAIM Control Optim. Calc. Var. 12(3), 371–397 (2006)
43. Arnol’d, V.I.: Geometrical Methods in the Theory of Ordinary Differential Equations. Fundamental Principles of Mathematical Sciences, vol. 250. Springer, New York-Berlin (1983). Translated from the Russian by Joseph Szücs, Translation edited by Mark Levi
44. Lazutkin, V.F.: KAM Theory and Semiclassical Approximations to Eigenfunctions. Results in Mathematics and Related Areas (3), vol. 24. Springer, Berlin (1993). With an addendum by A. J. Shirel’man
45. Duca, A., Joly, R., Turaev, D.: Permuting quantum eigenmodes by a quasi-adiabatic motion of a potential wall. J. Math. Phys. 61(10), 101511 (2020)
46. Neishtadt, A.: On mechanisms of destruction of adiabatic invariance in slow-fast Hamiltonian systems. Nonlinearity 32(11), 53–76 (2019)
47. Weiner, J.H.: Statistical Mechanics of Elasticity, 2nd edn. Dover Publications, Mineola (2002)
48. Walters, P.: An Introduction to Ergodic Theory. Graduate Texts in Mathematics, vol. 79. Springer, Berlin (1982)
49. Goldstein, H., Jr., Poole, C.P., Safko, J.L.: Classical Mechanics. Addison-Wesley Series in Physics, 3rd edn. Addison-Wesley Publishing Co., Reading (2001)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.