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Abstract — This paper addresses a new semantic multi-robot planning problem in uncertain and dynamic environments. Particularly, the environment is occupied with mobile and uncertain semantic targets. These targets are governed by stochastic dynamics while their current and future positions as well as their semantic labels are uncertain. Our goal is to control mobile sensing robots so that they can accomplish collaborative semantic tasks defined over the uncertain current/future positions and semantic labels of these targets. We express these tasks using Linear Temporal Logic (LTL). We propose a sampling-based approach that explores the robot motion space, the mission specification space, as well as the future configurations of the semantic targets to design optimal paths. These paths are revised online to adapt to uncertain perceptual feedback. To the best of our knowledge, this is the first work that addresses semantic mission planning problems in uncertain and dynamic semantic environments. We provide extensive experiments that demonstrate the efficiency of the proposed method.

I. INTRODUCTION

Robot navigation has received considerable research attention [1]–[3]. Typically, motion planning problems require generating trajectories that reach known goal regions while avoiding known/unknown, and possibly dynamic, obstacles. Recent advances in computer vision and semantic mapping offer a unique opportunity to transition from these well-studied geometric planning approaches to semantic mission planning problems requiring reasoning about both the geometric and semantic environmental structure [4]–[6].

In this paper we address a new semantic multi-robot planning problem in uncertain and dynamic environments. The environment is assumed to have known and static geometry (e.g., walls) but it is occupied with mobile and uncertain labeled targets of interest (e.g., pedestrians, drones, etc) that do not interact with our multi-robot system. Particularly, the targets move as per known dynamics but they are subject to exogenous disturbances (e.g., wind gusts) resulting in positional uncertainty (metric uncertainty). The labels of these targets are also initially unknown (semantic uncertainty). Instead, the robots have access to a probabilistic prior belief about the initial positions and the semantic labels of the targets. This prior belief may be user-specified or computed by existing semantic mapping methods [4], [5]. The goal of the robots is to accomplish collaborative semantic tasks defined over the uncertain positions and/or the semantic labels of the targets. These tasks are expressed using Linear Temporal Logic (LTL) [7]. To accomplish them, the robots are equipped with imperfect perception systems (e.g., cameras and learning-based object detectors) that allow them to reason about the semantic environmental structure by detecting, classifying, and localizing objects. The considered planning problem gives rise to an optimal control problem that generates open-loop control policies. To solve this new problem, building upon our previous work [8], we propose a sampling-based approach that explores the robot motion space, the mission specification space, as well as the uncertain future states of the mobile semantic targets. The offline designed control policies are updated online to adapt to uncertain perceptual feedback. Extensions to targets with fully unknown dynamics are also discussed.

Related works: Several motion planning algorithms have been proposed that assume known [9]–[14] or unknown [15]–[27] but static environments. Recently, these methods have been extended to dynamic environments for both reach-avoid [28]–[38] and temporal logic tasks [39]–[43]. Common in these works is that they consider environments with unknown geometry but with known semantic structure. As a result, they consider tasks requiring reaching perfectly known static regions while avoiding dynamic known/unknown obstacles. To the contrary, here, we consider semantic tasks that require reasoning about both the uncertain current/future positions and the semantic labels of mobile targets. For instance, consider a semantic task requiring a drone to take a picture of an ‘abandoned car’ while avoiding ‘patrolling drones’ where the current/future locations and the semantic labels of these targets (i.e., cars and drones) are uncertain. Related are also the works on active sensing for target tracking that require to actively decrease uncertainty of all mobile targets; see e.g., [44]–[52]. Nevertheless, the control objective in our work is fundamentally different; our goal is to design informative paths that satisfy temporal logic missions defined over these uncertain labeled targets. To the best of our knowledge, the most relevant work to the one proposed here is the recent work by the authors [8], which, unlike this work, considers static semantic environments. In this paper, we extend [8] to dynamic environments.

Contributions: First, we formulate a new semantic mission planning problem in dynamic and uncertain semantic environments. Second, we present a sampling-based approach to design paths that satisfy semantic missions captured by LTL specifications. Third, we provide extensive experiments that demonstrate the efficiency of the proposed algorithm.

II. PROBLEM DEFINITION

A. Modeling Uncertain & Dynamic Semantic Environments

We consider semantic environments, denoted by $\Omega$, with known geometric structure (e.g., walls or buildings). This
known obstacle-free space, denoted by $\Omega_{\text{free}} \subseteq \Omega$, is cluttered with $M > 0$ mobile labeled targets $\ell_i$ giving rise to a dynamic semantic map $\mathcal{M}(t) = \{\ell_1, \ell_2, \ldots, \ell_M\}$. Each target $\ell_i = \{x_i(t), c_i, g_i\} \in \mathcal{M}$ is defined by its state $x_i(t)$ (e.g., position and orientation) at a time $t$, its class $c_i \in \mathcal{C}$, where $\mathcal{C}$ is a finite set of classes (e.g., ‘car’, ‘pedestrian’, and ‘drone’), and dynamics $g_i$. Specifically, each target is governed by the following dynamics: $x_i(t+1) = g_i(x_i(t), \mu_i(t), \nu_i(t))$, where $\mu_i(t)$ is the control input selected by target $i$ at time $t$ and $\nu_i(t)$ models noise and exogenous disturbances in the target dynamics. We assume that the noise follows a Gaussian distribution, i.e., $\nu_i \sim \mathcal{N}(0, \Sigma_i)$ with known covariance matrix $\Sigma_i$. 

**Assumption (a):** Hereafter, we assume that $g_i$ models linear system dynamics, i.e., $x_i(t+1) = A_i x_i(t) + B_i \mu_i(t) + \nu_i(t)$. We compactly denote the dynamics of all targets by:

$$x(t+1) = Ax(t) + B\mu(t) + \nu,$$  

where $x$ is a vector that stacks the states of all targets.

**Assumption (b):** We assume that the dynamics $g_i$, i.e., the matrices $A_i, B_i, R_i$ as well as $\mu_i(t)$ are known for all $t$; for instance, target dynamics can be learned using existing data-driven methods. The control inputs $\mu_i(t)$ are pre-determined (offline) and they are not affected by the multi-robot system introduced in Section II-B.

The true state $x_i(t)$ of target $i$ at time $t$ is uncertain. 

**Assumption (c):** We assume that we have access to a prior Gaussian belief about the initial state of each target, i.e., $x_i(0) \sim \mathcal{N}(\hat{x}_i(0), \Sigma_i(0))$, where $\hat{x}_i(0)$ and $\Sigma_i(0)$ denote the mean and covariance matrix for $x_i(t)$. We note that assumptions (a)-(c) are quite common in the related literature [45], [46], [52]; in Section III-D, we discuss data-driven methods to relax these assumptions. As it will be discussed later, these assumptions allow us to model the uncertain future states $x_i(t)$ as Gaussian distributions, using a Kalman filter (KF) approach. These Gaussian distributions model metric uncertainty in the environment. Also, the true labels/classes $c_i$ of the targets $\ell_i$ are uncertain as well. 

**Assumption (d):** We assume that we have access to an arbitrary discrete distribution $d_i$ for all targets $\ell_i$ that model the probability that the class for $\ell_i$ is $c_i \in \mathcal{C}$, i.e., $c_i \sim d_i$. The discrete distributions model semantic uncertainty in the environment. This prior information can be provided by semantic mapping methods [4], [5] or it can be user-specified.

**B. Modeling Perception-based Robots**

Consider $N$ mobile robots governed by the following dynamics: $p_j(t+1) = f_j(p_j(t), u_j(t))$, for all $j \in \{1, \ldots, N\}$, where $p_j(t) \in \mathbb{R}^n$ stands for the state (e.g., position and orientation) of robot $j$ in the free space $\Omega_{\text{free}}$ at discrete time $t$, and $u_j(t) \in U_j$ denotes a control input selected from a finite space of admissible controls $U_j$. For simplicity, we also denote $p_j(t) \in \Omega$. Hereafter, we compactly denote the dynamics of all robots as

$$p(t+1) = f(p(t), u(t)),$$

where $p(t) \in \Omega^N, \forall t \geq 0$, and $u(t) \in U := U_1 \times \cdots \times U_N$.

The robots are equipped with sensors (e.g., cameras) to collect measurements associated with $x(t)$. 

**Assumption (e):** We assume that these sensors can be modeled as per the following linear observation model: $y_j(t) = M_j(p_j(t))x(t) + v_j(t)$, where $y_j(t)$ is the measurement signal at discrete time $t$ taken by robot $j$. Also, $v_j(t) \sim \mathcal{N}(0, Q_j)$ is Gaussian noise with known covariance $Q_j$; similar sensor models are used e.g., in [53]. We compactly denote all observation models as

$$y(t) = M(p(t))x + v(t), \quad v(t) \sim \mathcal{N}(0, Q),$$

where $y(t)$ collects measurements taken at time $t$ by all robots associated with any target. The robots are also equipped with object recognition systems allowing them to collect measurements associated with the target classes. These measurements typically consist of label measurements along with label probabilities [54]–[56]. The semantic measurement is generated by the following observation model: $[y_j^c, s_j^c] = g_j(L_j)$ (see also [57]) where $y_j^c$ and $s_j^c$ represent a class/label measurement and the corresponding probability scores over all available classes, respectively, and $L_j$ stands for the true class of the detected target $\ell_j$. We compactly denote the object recognition model of all robots as

$$[y^c(t), s^c(t)] = g(L),$$

where $L$ denote the true classes of all targets detected.

**C. Kalman Filter for Offline Map Prediction**

Our belief about the metric/semantic environmental structure can be updated online by using the observations generated by (3)-(4) using existing semantic mapping methods [4], [5]. Here we leverage a Kalman Filter (KF) to approximately predict offline (i.e., without observations) the future target states as well as their associated metric uncertainty. First, due to assumptions (b)-(e), the expected states of the targets at time $t+1$ can be predicted by applying recursively the KF prediction formula, i.e., $\hat{x}(t+1|t) = \hat{x}(t) + \hat{\nu}(t)$, where $\hat{x}(t) = A\hat{x}(t) + B\hat{\mu}(t)$. Note that this is an a-priori state estimate of targets $\ell_i$; the a-posteriori state estimates require observations that are not available offline. Due to assumptions (a)-(c) and (e), the associated covariance matrix $\Sigma(t+1)$, capturing metric uncertainty, can be computed using the KF Riccati equation $\Sigma(t+1) = \rho(\Sigma(t), p(t+1))$. Note that this is the a-posteriori covariance matrix which can be computed optimally without the need for measurements [45]. Finally, the semantic uncertainty, captured by the discrete distribution $d$, cannot be updated offline as it requires field measurements (i.e., images). Hereafter, we compactly denote by $\hat{M}(t) = (\hat{x}(t), \Sigma(t), d(t))$, our offline estimate for all targets at $t$.

**D. Semantic Mission & Safety Specifications using LTL**

The goal of the robots is to accomplish a collaborative semantic task captured by a global co-safe Linear Temporal Logic (LTL) specification $\phi$. Similar to [8], [58], [59], this specification is defined over probabilistic atomic predicates that depend on both the multi-robot state $p(t)$ and the estimate $\hat{M}(t)$. Specifically, we define perception-based
predicates, defined as follows:
\[
\pi_p(p(t), \hat{M}(t), \Delta) = \begin{cases} 
  \text{true}, & \text{if } p(p(t), \hat{M}(t), \Delta) \geq 0 \\
  \text{false}, & \text{otherwise} 
\end{cases}
\]  
(5)

In (5), \(\Delta\) is a set of user-specified and case-specific parameters (e.g., probabilistic thresholds or robots indices) and \(p(p(t), \hat{M}(t), \Delta) : \Omega^N \times \hat{M}(t) \times \Delta \to \mathbb{R}\). Hereafter, when it is clear from the context, we simply denote a perception-based predicate by \(\pi_p\). First, we define the following function reasoning about the metric uncertainty:
\[
p(p(t), \hat{M}(t), \{j, \ell, r, \delta\}) = \mathbb{P}(\|p_j(t) - x_{\ell}(t)\| \leq r) - (1 - \delta). 
\]  
(6)
The predicate associated with (6) is true at time \(t\) if the probability of robot \(j\) being within distance less than \(r\) from target \(\ell\) (regardless of its class) is greater than \(1 - \delta\), after applying control actions \(u_{0:t}\), for some user-specified parameters \(r, \delta > 0\). We also define the following function reasoning about both the metric and the semantic uncertainty:
\[
p(p(t), \hat{M}(t), \{j, r, \delta, c\}) = \max_{\ell_i}[\mathbb{P}(\|p_j(t) - x_{\ell_i}(t)\| \leq r)d_i(c)] - (1 - \delta). 
\]  
(7)

In words, the predicate associated with (7) is true at time \(t\) if the probability of robot \(j\) being within distance less than \(r\) from at least one target with class \(c\) is greater than \(1 - \delta\).

The syntax of co-safe LTL over a sequence of multi-robot states \(p(t)\) and uncertain semantic estimates \(\hat{M}(t)\) is defined as \(\phi := \text{true} | \neg p | p_1 \land p_2 | \neg p_1 \lor p_2 | p_1 \lor \neg p_2 | p_1 \land \neg p_2 \land U \phi_2\), where (i) \(\pi_p\) is a perception-based predicate defined before and (ii) \(\land, \lor, \neg, U\) denote the conjunction, disjunction, negation, and until operator, respectively. Using \(U\), the eventually operator \(\Diamond\), can be defined as well [7].

E. Safe Planning over Uncertain Dynamic Semantic Maps

Given a task \(\phi\), the sensing model (3), the robot dynamics, and under assumptions (a)-(e), our goal is to select a stopping horizon \(H\) and a sequence \(u_{0:H}\) of control inputs \(u(t)\), for all \(t \in \{0, \ldots, H\}\), that satisfy \(\phi\) while minimizing a user-specified motion cost function. This gives rise to the following optimal control problem:
\[
\min_{H, u_{0:H}} \left[ J(H, u_{0:H}) = \sum_{t=0}^{H} c(p(t), p(t + 1)) \right] 
\]  
(8a)
\[
[p_{0:H}, \hat{M}_{0:H}] \models \phi 
\]  
(8b)
\[
p(t) \in \Omega_{\text{free}}^N, 
\]  
(8c)
\[
p(t + 1) = f(p(t), u(t)) 
\]  
(8d)
\[
x_{\ell}(t + 1) = A x_{\ell}(t) + B u(t) 
\]  
(8e)
\[
\Sigma(t + 1) = \rho(\Sigma(t), p(t + 1)) 
\]  
(8f)
\[
d(t + 1) = d(0) 
\]  
(8g)

where the constraints (8d)-(8g) hold for all \(t \in [0, H]\). In (8a), any motion cost function \(c(p(t), p(t + 1))\) can be used associated with the transition cost from \(p(t)\) to \(p(t + 1)\) as long as it is positive (e.g., traveled distance). The constraints (8b)-(8c) require the robots to accomplish the mission specification \(\phi\) and always avoid the known obstacles/walls respectively. With slight abuse of notation, in (8b), \([p_{0:H}, \hat{M}_{0:H}]\) denotes a finite sequence of length/horizon \(H\) of multi-robot states and semantic estimates while \([p_{0:H}, \hat{M}_{0:H}] \models \phi\) means that the symbols generated along this finite sequence satisfy \(\phi\). The constraint (8d) requires the robots to move according to their known dynamics. Also, (8e)-(8g) capture the offline map prediction (Section II-C).

Problem 1: Under assumptions (a)-(e), and given an initial robot state \(p(0)\), a sensor model (3), and a task \(\phi\), compute a horizon \(H\) and control inputs \(u(t)\) for all \(t \in \{0, \ldots, H\}\) as per (8).

Remark 2.1 (Online Re-planning): The object recognition method (4) is not required to solve (8) as, therein, the semantic uncertainty is not updated. In fact, (8) is an offline problem yielding open-loop/offline paths that are agnostic to (4). A sampling-based algorithm to solve (8) is presented in Sections III-A-III-B. In Section III-C we discuss how and when the offline paths may need to be revised online to adapt to perceptual feedback captured by (3)-(4).

III. Safe Planning in Dynamic Semantic Maps

In this section, we present an algorithm to solve the semantic planning problem defined in (8). To solve this new problem, first, in Section III-A, we convert (8) into a reachability problem that is defined over a hybrid state space. This state space consists of the multi-robot states, future states of the mobile semantic targets along with their corresponding quantified metric and semantic uncertainty (captured by Gaussian and discrete distributions), and a discrete automaton state space associated with the LTL task. To solve this reachability problem, we appropriately modify the sampling-based algorithm proposed in our previous work [8] to account for dynamic environments; see Section III-B.

We note that the major difference with [8] lies in the structure of the state space that needs to be explored. Specifically, unlike [8], here, exploration of the future uncertain states of the dynamic targets is needed due to (8e). In Section III-C, we show how the proposed algorithm can be used online to adapt to perceptual feedback (3)-(4). In Section III-D, we discuss how to relax assumptions (a)-(e) (see Section II-A).

A. Reachability in Uncertain Hybrid Spaces

First, we convert (8) into a reachability problem. This is achieved by converting \(\phi\) into a Deterministic Finite state Automaton (DFA), defined as follows [7].

Definition 3.1 (DFA): A Deterministic Finite State Automaton (DFA) \(D\) over \(\Sigma = 2^\text{AP}\) is defined as a tuple \(D = (Q_D, q_0^D, \Sigma, \delta_D, q_F)\), where \(Q_D\) is the set of states, \(q_0^D \in Q_D\) is the initial state, \(\Sigma\) is an alphabet, \(\delta_D : Q_D \times \Sigma \rightarrow Q_D\) is a deterministic transition relation, and \(q_F \in Q_D\) is the accepting/final state.

We also define a labeling function \(L : \Omega^N \times \hat{M}(t) \rightarrow 2^\text{AP}\) determining which atomic propositions are true given the current multi-robot state \(p(t)\) and the current map \(\hat{M}(t)\). Given a robot trajectory \(p_{0:H}\) and a corresponding sequence of maps \(\hat{M}_{0:H}\), we get the labeled sequence \(L(p_{0:H}, \hat{M}_{0:H}) = [L(p(0), \hat{M}(0))] \ldots L([p(H), \hat{M}(H)])\).
This labeled sequence satisfies the specification $\phi$, if starting from the initial state $q_D^0$, each symbol/element in $L(p_{0:H}, M_{0:H})$ yields a DFA transition so that eventually -after $H$ DFA transitions- the final state $q_F$ is reached [7]. As a result, we can equivalently re-write (8) as follows:

$$
\min_{H,u_{0:H}} \left[ J(H, u_{0:H}) = \sum_{t=0}^{H} c(p(t), p(t+1)) \right] \tag{9a}
$$

$$
q_D(t+1) = \delta_D(p_D(t), \sigma(t)), \tag{9b}
$$

$$
p(t+1) = f(p(t), u(t)) \tag{9c}
$$

$$
p(t) \in V_{\text{free}} \tag{9d}
$$

$$
\bar{x}(t+1) = A\bar{x}(t) + B\mu(t) \tag{9e}
$$

$$
\Sigma(t+1) = \rho(\Sigma(t), p(t+1)) \tag{9f}
$$

$$
d(t+1) = d(t) = d(0) \tag{9g}
$$

$$
q_D(H) = q_F \tag{9h}
$$

where $q_D(0) = q_D^0$, $\delta(t) = L([p(t), \bar{M}(t)])$, and $d(t)$. Note that the constraint in (9b) captures the automaton dynamics, i.e., the next DFA state that will be reached from the current DFA state under the observation/symbol $\sigma(t)$. In words, (9), is a reachability problem defined over a joint space consisting of the automaton state-space (see (9b)), the robot motion space (see (9c)-(9d)), and the future target states along with their corresponding metric and semantic uncertainty (see (9e)-(9g)) while the terminal constraint requires to reach the final automaton state (see (9h)).

**B. Sampling-based Algorithm**

In this section, we present a sampling-based algorithm to solve (9). The key idea in the proposed algorithm is to incrementally build a tree exploring the hybrid space over which (9) is defined in order to find the optimal path. We present a brief overview of it while a more detailed description can be found in [60].

First, the proposed algorithm builds a tree denoted by $G = (\mathcal{V}, \mathcal{E}, J_G)$, where $\mathcal{V}$ is the set of nodes and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ denotes the set of edges. The set of nodes $\mathcal{V}$ contains states of the form $q(t) = [p(t), \bar{M}(t), q_D(t)]$; when it is clear from the context, we drop the dependence of $q(t)$ on $t$. The function $J_G : \mathcal{V} \rightarrow \mathbb{R}_+$ assigns the cost of reaching node $q \in \mathcal{V}$ from the root of the tree. The root of the tree, denoted by $q(0)$, is constructed so that it matches the initial multi-robot state $p(0)$, the initial estimate for the semantic targets $\bar{M}(0)$ (determined by the prior information), and the initial DFA state, i.e., $q(0) = [p(0), \bar{M}(0), q_D^0]$. By convention the cost of the root $q(0)$ is $J_G(q(0)) = 0$, while the cost of a node $q(t+1) \in \mathcal{V}$, given its parent node $q(t) \in \mathcal{V}$, is computed as $J_G(q(t+1)) = J_G(q(t)) + c(p(t), p(t+1))$. Observe that by applying this equation recursively, we get the objective function in (8). The tree is initialized so that $\mathcal{V} = \{q(0)\}$, $\mathcal{E} = \emptyset$, and $J_G(q(0)) = 0$. Also, the tree is built incrementally by adding new states $q_{\text{new}}$ to $\mathcal{V}$ and corresponding edges to $\mathcal{E}$, at every iteration $n$, based on a sampling and extending-the-tree operation. Particularly, at every iteration, first we sample an existing node in the tree ($q_{\text{rand}}(t) = [p_{\text{rand}}, \bar{M}_{\text{rand}}, q_D^D]$) and a control input ($u_{\text{new}} \in U$) that are used to construct a new node $q_{\text{new}}(t+1) = [p_{\text{new}}, \bar{M}_{\text{new}}, q_D^{\text{new}}]$. To this end, first we compute $p_{\text{new}} = f(p_{\text{rand}}, u_{\text{new}})$, as in (9c). If $p_{\text{new}}$ belongs to the obstacle-free space, as required by (9d), then we proceed with the extend operation defined as follows. Given $M_{\text{rand}}$, we compute $\bar{M}_{\text{new}}$ as per (9e)-(9g), i.e., $\bar{x}_{\text{new}}(t+1) = A\bar{x}_{\text{rand}}(t) + B\mu(t)$, $\Sigma_{\text{new}}(t+1) = \rho(\Sigma_{\text{rand}}(t), p_{\text{new}}(t+1))$, and $d_{\text{new}}(t+1) = d_{\text{rand}}(t)$. Also, we compute the DFA state $q_D^{\text{new}}$, where $q_D^{\text{new}} = \delta_D(q_{\text{rand}}^D \cdot L([p_{\text{rand}}, \bar{M}_{\text{rand}}]))$ as required by (9b). Once the new sample $q_{\text{new}}$ is constructed, it is added to the set $\mathcal{V}$ and an edge from $q_{\text{rand}}$ to $q_{\text{new}}$ is added to $\mathcal{E}$.

After taking $n_{\text{max}} \geq 0$ samples, where $n_{\text{max}}$ is user-specified, the algorithm terminates and returns a feasible solution to (9) (if it has been found), i.e., a terminal horizon $H$ and a sequence of control inputs $u_{0:H}$. To extract such a solution, we need first to define the set $X_G \subseteq \mathcal{V}$ that collects all states $q(t) \in \mathcal{V}$ of the tree that satisfy $q_D(t) = q_F$ capturing the terminal constraint (9h). Then, among all nodes $X_G$, we select the node with the smallest cost $J_G(q(t))$, denoted by $q(t_{\text{end}})$. Then, the terminal horizon is $H = t_{\text{end}}$, and the control inputs $u_{0:H}$ are recovered by computing the path $q_{0:t_{\text{end}}} \in G$ that connects $q(t_{\text{end}})$ to the root $q(0)$, i.e., $q_{0:t_{\text{end}}} = q(0), \ldots, q(t_{\text{end}})$. Observe that the computed path satisfies all constraints in (9) by construction of the tree.

The proposed algorithm is probabilistically complete (Theorem 3.2) and asymptotically optimal (Theorem 3.3). The proof of this result follows the same logic as in [8] and, therefore, it is omitted. The key idea is to show that the sampling-based algorithm exhaustively searches all possible sequences $u_{0:H}$ and finite horizons $H$.

**Theorem 3.2 (Probabilistic Completeness):** The proposed sampling-based algorithm is probabilistically complete, i.e., if there exists a solution to (8), then the probability of finding a feasible solution goes to 1 as $n \rightarrow \infty$.

**Theorem 3.3 (Asymptotic Optimality):** Assume that there exists an optimal solution to (8). Then, the proposed algorithm is asymptotically optimal, i.e., the optimal horizon $H$ and the optimal sequence of control inputs $u_{0:H}$ will be found with probability 1, as $n_{\text{max}} \rightarrow \infty$.

**C. Online Execution and Re-planning**

The proposed algorithm generates an open-loop sequence $q_{0:H} = q(0), q(1), \ldots, q(H)$, where $q(t) = [p(t), \bar{M}(t), q_D(t)]$, so that the resulting robot trajectory $p_{0:H}$ and sequence of maps $M_{0:H}$ satisfy $\phi$. While executing these paths, the robots take measurements (see (3)-(4)) to update the (i) a posteriori mean and covariance of the landmarks and (ii) the discrete distribution associated with the landmark classes yielding an updated semantic map denoted by $\bar{M}_{\text{online}}(t)$ which may be different from the offline estimate of the map $\bar{M}(t)$. This may require the robots to replan to adapt to the new map. Formally, at time $t$ the robots replan if, for some $H - t > T > 0$, the DFA state $q_D(t + T)$ in $q_{0:H}$ cannot be reached, given the remaining robot path $p_{t+T}$ and the sequence of maps $M_{t+T}$, where $\bar{M}(t) = \bar{M}_{\text{online}}(t)$ and $\bar{M}(t+k)$, for all $k \in \{t+1, \ldots, t+T\}$ is computed as in Section II-C. Notice that as $T$ increases, the computational cost of reasoning.
whether replanning is needed increases as well. But, a larger $T$ may prevent unnecessary replanning events. Re-planning is called every time when needed, till the robots complete the mission by reaching the final accepting state in the DFA.

D. Extensions & Future Work

We discuss how assumptions (a)-(e) can be relaxed; see Section II. Assumptions (a) and (e) require sensor and target linear models which may not hold in practice. This was required to compute offline the optimal a posteriori covariance matrices. This can be relaxed by linearizing them and applying an extended KF as e.g., in [46]. Assumption (b) requires knowledge of the target dynamics including their control inputs. This is required to predict the future target states. This assumption can be relaxed by leveraging recurrent neural networks (RNNs) along with estimates of their predictive uncertainty [61]. At test time, RNNs take as input the current trajectory of a target and predict its future waypoints along with corresponding confidence intervals [61]. These confidence intervals along with the discrete distribution $d$ can be used to reason about task satisfaction. Assumptions (c) and (d) require prior information about the targets, so that initial paths can be designed. These can be relaxed by leveraging recently proposed exploration methods that can predict regions where semantic objects may be located in, based on the environmental context [62], [63]. This will also allow us to handle cases where any available prior information is utterly wrong. Our future work will focus on formally relaxing these assumptions.

IV. Experimental Validation

We present experiments to (i) demonstrate the performance of the proposed algorithm as the metric and semantic priors become more inaccurate and (ii) evaluate its scalability. To accelerate the construction of the trees, we employ the sampling functions developed in [8]. We conducted our experiments on Gazebo (ROS, python3) on a computer with Intel Core i5 - 8350U 1.7GHz and 16Gb RAM. Videos can be found in the supplemental material or in [64].

Experiment Setup: Our experiments involve AsTech Fire-fly Unmanned Aerial Vehicles (UAVs) being governed by first order linear dynamics. The UAV state includes the position, velocity, orientation, and biases in the measured angular velocities and acceleration; more details can be found in [8], [65]. The UAVs operate in a semantic city with dimensions $24 \times 24$ m that can take noisy positional measurements of targets falling inside its field-of-view (see e.g., Fig. 1) as per the observation model in (3). In (3), we select $M(p(t))$ to be the identity matrix (as e.g., in [53]) and the covariance matrix of the measurement noise to have diagonal entries equal to 2. As for the object recognition method (4), we assume that our drones are equipped with a neural network that is capable of detecting objects and returning a discrete distribution over the available classes (see e.g. [56]). To this end, we have simulated a classifier with confusion matrix that has diagonal entries with values that range from 0.75 to 0.9; the remaining entries are generated randomly so that the sum of each row is equal to 1. Any other model for (4) can be used though.

Case Study I - Effect of Metric Uncertainty: First, we consider a single drone tasked with a surveillance mission in an environment with $M = 6$ semantic targets. Particularly, the drone must go into enemy territory and take photos of two specific targets, $\ell_1$ (an abandoned car) and $\ell_2$ (an enemy recon drone) in this order, while avoiding all targets belonging to 'Enemy security drone' class. All enemy drones fly at a fixed altitude of 8 meters, while the drone we control flies at a fixed altitude of 16 meters. We assume that the enemy security drones are equipped with cameras allowing them to detect any object that lies within a 3D ball of radius of 9m. Thus, our drone has to always keep a distance of 9m in the $xyz$ plane from them, or equivalently, 4m in the $xy$ plane since all drones fly at fixed altitudes. This mission is captured by the following LTL formula: $\phi = \bigwedge_{i=1}^{2} [\pi_1(t) \land \pi_2(\ell_1)] \land [\neg \pi_3(t) \land \pi_3(0)] \land [- \pi_4(t) \land \pi_4(\ell_2)]$, where $\pi_1 = \pi_p(p(t), \mathcal{M}(t), \{1, \ell_1, 2m, 0.25\})$, $\pi_2 = \pi_p(p(t), \mathcal{M}(t), \{1, \ell_2, 2m, 0.25\})$ are defined as in (6) and $\pi_3 = \pi_p(p(t), \mathcal{M}(t), \{1, 4m, 0.9, \text{‘Security’}\})$ is defined as in (7). All distances are computed based on the $x,y$ coordinates. This LTL formula corresponds to a DFA with 4 states. In what follows, we illustrate the performance of the proposed algorithm for various prior Gaussian distributions. Specifically, we consider three configurations where in the first, second, and third setup, our estimated initial positions of all targets are off from their ground truth, by on an average 10m (see e.g., Fig. 1(a)), 4m, and 1m, respectively. The larger this deviation, the ‘larger’ the corresponding initial covariance matrices $\Sigma_i(0)$. For instance, the diagonal entries of $\Sigma_1(0)$ in the first, second, and third setup are [4, 4], [2, 2, 1], and [1, 0, 8], respectively. Note that even if the initial covariances are large enough, the proposed algorithm designs informative paths that aim to actively decrease the metric uncertainty so that $\phi$ satisfied; this is a well-studied property in the related active sensing literature [45], [46]. After running each setup thrice, on average, replanning was triggered 5.33, 3, and 1.33 times in the first, second, and last setup respectively. Intuitively, better priors result in less frequent replanning. Snapshots of the UAV path for the first setup are shown in Fig. 1. The runtimes to design paths for the first run of each setup are shown in Fig. 2; observe that paths can be designed quite fast ($< 1.5$secs).

Case Study II - Effect of Semantic Uncertainty: Second,
we illustrate the performance of the proposed algorithm for various prior discrete distributions. To demonstrate this, we consider an environment with \( M = 2 \) targets and a set of classes defined as \( C = \{ \text{‘Enemy recon drone}, \text{‘Person}, \text{‘Enemy security drone’} \} \). Our goal is to control a single drone so that it achieves a task requiring to find and approach a target with class ‘recon drone’, while always avoiding all targets with class ‘security drone’. This task is specified by the following LTL formula: \( \phi = \diamond \pi_1 \land \neg \pi_p \psi_1 \), where \( \pi_1 = \pi_p(p(t), \mathcal{M}(t), \{1, 2m, 0.25, \text{‘Recon’}\}) \) and \( \pi_2 = \pi_p(p(t), \mathcal{M}(t), \{1, 4m, 0.9, \text{‘Security’}\}) \) are defined as in (7). This LTL formula corresponds to a DFA with 3 states. The prior map is defined so that the discrete distribution for target \( \ell_1 \) is ‘incorrect’. Specifically, target \( \ell_1 \) is a ‘security drone’ but its prior distribution is defined so that \( \ell_2 \) is a ‘recon drone’ with probability 0.57 and a ‘security drone’ with probability 0.4; see Fig. 3. Also, target \( \ell_2 \) is a ‘recon drone’ and its discrete distribution is defined so that \( \ell_2 \) is a ‘recon drone’ with probability 0.5 and a ‘security drone’ with probability 0.25; see Fig. 3. Observe also that these semantic priors are not informative enough to satisfy the probabilistic requirements captured in the task. As a result, (9) is infeasible, and, therefore, the proposed algorithm cannot generate a path. To address this issue, in this case study, we aim to design least violating paths. To achieve this, when we build the tree to design the initial paths, instead of checking satisfaction of (7), we check satisfaction of a relaxed version of it. Specifically, we deterministically assign to each target the most likely class determined by \( d_i \). Thus, in this example, both \( \ell_1 \) (incorrectly) and \( \ell_2 \) are considered ‘recon drones’. Then, among all targets with a label \( c \) (e.g., ‘recon drone’), we investigate satisfaction of the following predicate: \( \phi(p(t), \mathcal{M}(t), \{j, r, d, c\}) = \max_{\ell_i, c = c} \left[ \mathbb{P}(|p_j(t) - x_i(t)| \leq r) \right] (1 - \delta) \). Given this semantic prior, the first feasible path generated by our algorithm leads the drone towards \( \ell_1 \); see Fig. 3. However, once the target is in sight, our robot updates \( d_i \) and realizes that \( \ell_1 \) is in fact a security drone. At this point, given this new semantic belief, the robot designs a new path that leads to \( \ell_2 \), while avoiding \( \ell_1 \). Note that, if the semantic priors are informative enough so that (9) is feasible. A possible approach to address this is to run the proposed algorithm with the original predicates for a large number of iterations. In parallel, the algorithm is run with the relaxed predicates in case the original problem is infeasible.

**Case Study III - Multi-Robot Experiments:** Third, we consider multi-robot teams in an environment with \( M = 12 \) targets. We consider the LTL task: \( \phi = \diamond (\xi_1 \land \diamond \xi_2) \land \diamond \xi_3 \land \diamond \xi_4 \land \neg \xi_3 \land \neg R \land \neg \xi_4 \land \neg R \land \neg \xi_2 \), where each \( \xi_i \) is a Boolean formula defined over atomic predicates of the form (6) for various robots and landmarks. This LTL formula corresponds to a DFA with 14 states. For \( N \in \{1, 2, 3, 5, 10\} \) robots, the time needed to design the initial feasible path is \( (0.01, 0.03, 0.21, 1.58, 7.35) \) mins, respectively; these runtimes depend on the DFA size and the environmental structure. Notice that as \( N \) increases, these runtimes tend to increase. This may prevent application of the proposed algorithm for controlling large-scale multi-robot systems in rapidly-changing environments. A potential approach to mitigate this issue is to perform task decomposition, as e.g., in [26] which, however, may sacrifice completeness.

**V. CONCLUSION**

This paper addressed a multi-robot planning problem in uncertain and dynamic semantic environments. We proposed a sampling-based algorithm to design paths that are revised online based on perceptual feedback. We validated the proposed algorithm in complex semantic navigation tasks.
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