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Abstract—Accurate localization on the autonomous driving cars is essential for autonomy and driving safety, especially for complex urban streets and search-and-rescue subterranean environments where high-accurate GPS is not available. However current odometry estimation may introduce the drifting problems in long-term navigation without robust global localization. The main challenges involve scene divergence under the interference of dynamic environments and effective perception of observation and object layout variance from different viewpoints. To tackle these challenges, we present PSE-Match, a viewpoint-free place recognition method based on parallel semantic analysis of isolated semantic attributes from 3D point-cloud models. Compared with the original point cloud, the observed variance of semantic attributes is smaller. PSE-Match incorporates a divergence place learning network to capture different semantic attributes parallelly through the spherical harmonics domain. Using both existing benchmark datasets and two in-field collected datasets, our experiments show that the proposed method achieves above 70% average recall with top one retrieval and above 95% average recall with top ten retrieval cases. And PSE-Match has also demonstrated an obvious generalization ability with limited training dataset.

Index Terms—3D Place Recognition, Semantic Embedding, Divergence Learning, Global Localization, Place Feature Learning

I. INTRODUCTION

Mapping and localization are fundamental functionalities for autonomous driving, and have been well explored over the past decade [1]. The autonomous driving system usually includes localization module [2], perception module [3], planning and control modules [4]. As one of the core module of simultaneously localization and mapping (SLAM), robust place recognition ability can increase the localization accuracy by reducing odometry drift via providing re-localization within a given prior map (a.k.a robot kidnapped problem). However, place recognition is still a challenging task due to the scene variation caused by dynamic environments, appearance and layout changes from different viewpoints. In the above extreme scenarios, robust re-localization is one of the main bottlenecks for autonomous driving.

Visual localization and place recognition have been significantly explored in the computer vision community. Many existing researches adopt local keypoints and global appearance by overcoming the differences of perspective in place recognition. FAB-MAP [5] and ORB-SLAM [6] utilize Bag-
of-visual-Words (BoVW) [7] as place recognition module to encode each keyframe into an order-invariant vocabulary tree for local features [8], [9]. Appearance-based methods, such as NetVLAD [10] and SeqSLAM [11], compress single or continuous frame images into a global scene identifier to improve the robustness under perspective variations. However, there are vast differences between keypoint-based local features in perspective transformation. On the other hand, the state-of-the-art appearance-based methods can only deal with limited perspective differences with regarding to translation or orientation. Compared with visual camera features, 3D Light-Detection-and-Ranging (LiDAR) sensing data are more consistent for environmental changes and viewpoints differences. SegMap [12] mainly consider extract different 3D segments for place recognition, but the limitation for this method is that they need rich 3D geometry structures for segment extraction, which cannot be always satisfied. With the advanced 3D deep learning (e.g. PointNet [13], [14]), many recent researches [15], [16], [17] employ place descriptors from PointNet-based feature extraction and achieve top scene recognition performance results in open datasets. Since the original PointNetVLAD [15] method and its variants are mainly designed to handle the interference of translation movement for scene recognition, the aforementioned point-based methods are often unable to overcome the interference from both translation and orientation changes at the same time.

Therefore, we propose PSE-Match, a viewpoint free 3D scene recognition method. Our proposed method can handle both locally translation-(XY-plane) and orientation-(heading) differences simultaneously through the spherical convolution. Besides, since the accuracy and stability of place recognition model are profoundly affected by robot’s trajectory, we also design a dynamic octree mapping method to generate stable local map for inferencing. Our method utilizes a parallel semantic embedding network to encode different semantic attributes into independent place descriptors. The detected semantic attributes enable robust features extraction, thus more reliable consistency for feature matching using only the static information. In addition, it allows our feature extraction model to learn different semantic factors independently. As shown in Fig. 1, we extract four semantic attributes for the point-cloud, including roads, buildings, static objects, and dynamic objects (e.g., cars and pedestrians). We only choose non-dynamic ones for feature extraction to avoid the disturbance from dynamic environments. Thus, the extracted feature descriptors can take advantage of semantic attributes by avoiding dynamic disturbance and improving semantic constraints. The main contributions of this paper include the following:

• A viewpoint-free 3D place recognition pipeline that simultaneously leverage the viewpoint-invariant place features from different semantic attributes.
• A parallel semantic embedding network that encode semantic attributes into place descriptors through a spherical convolution network, which can extract orientation-invariant descriptors from spherical projections.
• A divergence learning metric to enhance the extracted place descriptors invariant to locally translation view-points difference, where individual attributes are more consistent than entire scenarios in translation variants.
• Demonstration of the limitation of the state-of-the-art LiDAR-based place recognition approaches that are either focusing on orientation- or translation-invariance, while real large-scale place recognition tasks are with both changes.

We conducted a comprehensive recognition performance analysis on two public datasets, and two in-field collected datasets under orientation-translation difference. The proposed method achieves higher precision-recall than existing LiDAR-based place recognition methods. The remaining of the paper is structured as follows. In Section II, we conduct a survey for 3D place recognition approaches and semantic-enhanced place recognition methods. Section III introduces the overall of the proposed method, and elaborates the details of PSE-Match design. Experimental setup and performance analysis on different datasets are presented in Section IV, and quantitative analysis and comparison are conducted between PSE-Match and current state-of-the-art place recognition methods. Section V concludes the results and discusses the future works.

II. RELATED WORK

A holistic review for 3D-based place recognition methods is presented in this section. For general 3D place recognition using geometric information, handcrafted and statistic-based features have been broadly explored, and learning-based features were also introduced to improve the feature robustness. More recently, 3D semantic-enhanced place recognition shows the potential of higher accuracy by enhancing the feature descriptor retrieving and matching.

Unlike SIFT [18] and SURF [19] in image fields, handcrafted features for the 3D point-cloud did not achieve such great success. Keypoint based feature Spin-image [20], distance and angle based feature ESF [21], structure based Scan Context[22], and histogram-based feature SHOT [23] are both focused on local areas and not suitable for extracting global descriptors. Fast Histogram [24] uses a histogram to represent the entire point-cloud distribution, M2DP [25] projects all points to several planes, they are designed to obtain a global descriptor, however, requires high density and complete data, and sensitive to noises. Recently, learning-based point-cloud descriptors have shown outstanding performance and gradually replacing handcraft features. With the breakthrough of the convolutional neural networks, NetVLAD [10] provides a successful learning-based paradigm to aggregate local features to form a global descriptor. Since the NetVLAD [10] only accepts 2D image inputs, to leverage the illumination invariant advantage of the LiDAR sensor, PointNetVLAD [15] incorporates the iconic point-cloud processing network PointNet [13] to achieve an end to end learning-based point-cloud global feature extractor. To further improve the performance of the PointNetVLAD [15], PCAN[16] adds a context-aware attention module to give different weights to different contributing contexts, LPD-Net[17] uses the PointNet++[14] to introduce more multi-scale feature extracting ability.

These PointNet [13] and PointNet++ [14] based methods are translation-invariant, but sensitive to orientation changes.
LocNet [26] uses a handcraft rotation-invariant intermediate representation as input, but it lost too much information from the original point-cloud. SphereCNN [27] introduced a spherical convolution to efficiently obtain orientation-equivariant features. Inspired by it, we project the point-cloud with semantic information to a sphere space to get the orientation-equivariant features from spherical harmonics, then use a feature clustering operation to convert it to orientation-invariant global descriptors.

Most of the existing place recognition methods are based on pure geometric or appearance information, which can’t provide conceptual knowledge to support high-level complex tasks, and sensitive to illumination, season, and view point changes. With the vigorous development and satisfactory performance of the deep learning based 2D [28] and 3D [29] semantic segmentation technologies, incorporating semantic information to achieve robust and accurate place recognition becomes possible. Semantic information is much more robust than appearance information. Johannes’s work [30] proves that semantic features from 2D images can achieve successful localization under extreme appearance changes, which is challenging for appearance-based features. There are many works use semantic information to enhance feature descriptors. Garg’s work [31] concatenates the appearance-based descriptor and the semantics-based descriptor, then normalize it to get the final global descriptor.

In our work, we extract the 3D segmentation via Squeeze-Seg [32] and project the semantic segmentation result along with geometry to the sphere space to extract orientation-invariant global feature descriptor, which enhances place features robustness by focusing on different types of semantics.

III. THE PROPOSED METHOD

A. Overview

As depicted in Fig. 2, the framework of PSE-Match is mainly composed of three modules: Dynamic Octree mapping (DOM), Parallel Semantic Embedding (PSE), and Divergence enhanced Feature Learning (DFL). Because of the sparsity of a single LiDAR scan, we implement a dynamic octree mapping mechanism to generate dense local maps. By applying a modified LiDAR Odometry method [33] to estimate the transformation information for sequences of LiDAR inputs, and we generate a dense local map for each place by accumulating LiDAR scans via an octree mapping procedure [34]. In Parallel Semantic Embedding networks, we collect semantic attributes from a pre-trained 3D segmentation network [32] and parallelly extract semantic-independent descriptors by designing a spherical convolution network.

Finally, the learned descriptors are further enhanced by a divergence learning metric, which can explore the different semantic attributes in viewpoint-free place feature learning.

B. Dynamic Octree Mapping

The single scan of LiDAR input is too sparse to extract valid appearance feature, here we utilize a dynamic octree data structure to incrementally generate the dense local map from continuous frame scans. An octree is a tree type data structure, where the sub-children of a parent node divide the space into eight equal ones until the size of a leaf node reaches a given granularity. DOM models the local map around the robot coordinate by fixing the map scale and updating the map based on the odometry estimation. Odometry error between maps $M_{t-1}$ and $M_t$ may introduce additional uncertainty for each leaf node’s occupancy, which leads to mapping blurring problem. This problem can be alleviated using our dynamic octree mapping mechanism by taking into account of odometry uncertainty for the map updating. We first describe the map measurement updating step in static octree updating by accumulating LiDAR inputs, then introduce dynamic octree updating method with the additional motion updating step.

1) Measurement Updating: In traditional octree mapping method [34], the occupancy beliefs of leaf nodes are updated by the log-odds method described in [35]. For the leaf node $n$ with given sequential measurements $z_{1:t}$, the occupancy estimation $P(n|z_{1:t})$ can be calculated by

$$P(n|z_{1:t}) = \frac{1}{1 + \frac{1 - P(n|z_{t})}{P(n|z_{t})} \cdot \frac{1 - P(n|z_{1:t-1})}{P(n|z_{1:t-1})} \cdot \frac{P(n)}{1 - P(n)}},$$

(1)

where $P(n)$ is the prior occupancy probability for the leaf node $n$, and $P(n|z_t)$ is the occupancy belief based on the current observation. The log-odds function $L(x)$ over a prob-
ability distribution \( P(x) \) is defined by

\[
L(x) = \log\left(\frac{P(x)}{1 - P(x)}\right)
\]  

Without loss of generality, we can assume the initial occupancy \( P(n) \) is 0.5, we can combine Eq. 1 and Eq. 2 into

\[
L(n|z_{1:t}) = L(n|z_{1:t-1}) + L(n|z_t)
\]  

Then, the original occupancy updating problem is now transformed into a linear accumulation operation. This mechanism guides us in map center updating, where we need to modify the occupancy of each voxel based on the odometry estimation.

2) **Motion Updating:** We cope with the motion updating error by modifying the log-odds updating in the occupancy updating step in Eq. 3. In the motion updating step, the occupancy of each leaf node from map \( M_{t-1} \) to map \( M_t \) is updated with a motion error model \( \mathcal{N}_{M}(0, \sigma_p) \). The covariance \( \sigma_p \) can be evaluated based on the LiDAR odometry estimation results [36], and the more aggressive the motion, the larger the covariance value. A high confidence map can be obtained when vehicles travel in flat areas smoothly and vice versa. Then we can update the original log-odds \( L(n|z_{1:t}) \) by incorporating additional motion error

\[
\hat{L}(n|z_{1:t}) = L(n|z_{1:t}) \cdot \mathcal{N}_{M}(0, \sigma_p)
\]  

Referring to the new log-odds \( \hat{L}(n|z_{1:t}) \), the new occupancy \( \hat{P}(n|z_{1:t}) \) can be updated with Eq. 4,

\[
\hat{P}(n|z_{1:t}) = \frac{\exp(\hat{L}(n|z_{1:t}))}{\exp(\hat{L}(n|z_{1:t})) + 1}
\]  

Since \( \|\hat{L}(n|z_{1:t})\| \leq \|L(n|z_{1:t})\| \), by comparing the original \( P(n|z_{1:t}) \) with updated probability \( \hat{P}(n|z_{1:t}) \), we have,

\[
P(n|z_{1:t}) > 0.5 \Rightarrow \hat{P}(n|z_{1:t}) > \hat{P}(n|z_{1:t}) > 0.5 \quad (6)
\]

\[
P(n|z_{1:t}) < 0.5 \Rightarrow \hat{P}(n|z_{1:t}) < \hat{P}(n|z_{1:t}) < 0.5
\]  

Therefore, based on Eq. 5 and Eq. 7, the new updated probability \( \hat{P}(n|z_{1:t}) \) reduces the occupancy beliefs for both occupied and unoccupied leaf nodes, i.e., the motion error model \( \mathcal{N}_{M}(0, \sigma_p) \) introduce uncertainty in the motion updating step. Therefore, in the case of low odometry confidence, the map updating can be alleviated through this step.

C. **Parallel Semantic Embedding**

In this section, we will describe the three modules for parallel semantic embedding: semantic spherical projection, spherical feature extraction and place feature aggregation. The conventional spherical projection for all the point-clouds will loss geometry information of the original 3D point-cloud data [27]. In stead, we propose a novel approach of constructing a multi-layer spherical projections from different semantic attributes. It allows independent semantic attribute feature extraction, while maintaining the synergy of all attributes in the divergency learning as shown in section III-D.

1) **Semantic Spherical Projection:** In our PSE-Match, we project the 3D point-cloud on spherical perspectives for viewpoint-free feature extraction. The attributes are extracted by a pre-trained 3D semantic segmentation network [32], and have high consistence to environmental changes. As we can see the first module in Fig. 4, we extract semantic elements, e.g., ground, structures and man-made objects as static objects; on the other hand, dynamic objects, such as cars and pedestrians etc, are ignored at the early stage of PSE-Match. We generate a two-channel spherical representation for each static semantic attribute. We define spherical image \( S^2 \) as the set of points \( x \in \mathbb{R}^3 \) in the unit sphere. We can parameters \( S^2 \) by spherical coordinates \( \theta \in [0, 2\pi] \) and \( \phi \in [0, \pi] \). Given a resolution \( n \), we divide the flattened sphere plane into \( n \times n \) equiangular spherical grids indexed by \( (\theta_i, \phi_j) \). Here \( \theta_i = 2\pi i/n, \phi_j = \pi j/n, 0 \leq i, j \leq n - 1 \). We take \( d_{ij} \) which is the distance from center to the closest point in spherical grid \( (\theta_i, \phi_j) \) as the first channel. Using sine value of the angle \( \alpha_{ij} \) between ray towards the closest point and normal direction in spherical grid \( (\theta_i, \phi_j) \), we get the second channel. Formally, the two-channel spherical representation \( z_{A_k} \) of the semantic attribute \( A_k \) can be written as: \( z_{A_k}(\theta_i, \phi_j) = [d_{ij}, \sin \alpha_{ij}], 0 \leq i, j \leq n - 1 \).

2) **Spherical Feature Extraction:** Representing data in the spherical domain can be quite natural and effective in analyzing 3D point-cloud; however, it is difficult to adopt traditional planer convolution network in such manifolds, because the spaces between adjacent points in the spherical domain are not uniform. Instead of planer convolution, we apply the spherical convolution on the spherical representations for orientation-invariant feature extraction. Spherical convolution avoids space-varying distortions in the Euclidean space by convolving spherical signals in the harmonic domain. The
Fig. 4: The network structure of PSE-Match. The training procedure of method includes the parallel semantic embedding step and a divergence learning step. In the parallel semantic embedding step, we only embed the static objects (i.e., ground, building and man-made structures) for orientation-invariant place feature learning. In the divergence learning step, we introduce two learning metrics: a viewpoint-free metric learning which shorten distances of features with only orientation- or locally translation- differences, and a regularization loss metric to capture different semantic aspects of original 3D point-cloud.

Fig. 5: The spherical convolution module. With the given spherical feature $f$ and a kernel signal $h$, we first transform them into the harmonic domain \((H_f, H_h)\) with the Fast Fourier transform (FFT) and Discrete Fourier Transform (DFT) respectively. In spherical convolution, the convolution operation is equal to the point-wise product of harmonic coefficients, and the spherical feature outputs can be formulated by Inverse Fast Fourier Transform (IFFT) operation.

Mathematical model of spherical convolution into the harmonic domain shows its orientation-equivalent. Here we firstly define the required mathematical concepts in the spherical convolution. We model spherical images and filters as functions: $f : S^2 \to \mathbb{R}^K$, where $S^2$ is defined as the set of points $x \in \mathbb{R}^3$ in the unit sphere, and $K$ is the number of channels. The set of rotations in $\mathbb{R}^3$ is called $SO(3)$, the "special orthogonal group". Each rotation can be represented by a $3 \times 3$ matrix that preserves distance (i.e., $\|R \circ x\| = \|x\|, x \in \mathbb{R}^3$), where $\circ$ denotes acting rotation $R$ on $x$. Based on the work in [37], we can introduce the rotation operator $L_R$ which acts on spherical signals (i.e. functions) $f : S^2 \to \mathbb{R}^K$ for $R \in SO(3)$ as: $[L_R \circ f](x) = f(R^{-1} \circ x)$. Thus the spherical convolution of signals $f$ and $h$ in the rotation group $SO(3)$ are defined as:

$$[f *_{SO(3)} h](R) = \int_{SO(3)} f(R^{-1}Q)h(Q)dQ. \quad (7)$$

where $R, Q \in SO(3)$. As the proof in [38], spherical convolution is shown to be orientation-equivariant:

$$[f *_{SO(3)} [L_Q h]](R) = [L_Q [f *_{SO(3)} h]](R). \quad (8)$$

where $L_Q(Q \in SO(3))$ is a rotation operator for spherical signals. As depicted in Fig. 5, the convolution of two spherical signals $f$ and $h$ in the harmonic domain are computed by three steps. We first expand $f$ and $h$ to their spherical harmonic basis $H_f$ and $H_h$, then compute the point-wise product of harmonic coefficients, and finally invert the spherical harmonic expansion. For more details, we suggest the reader refers to the original work in [37].
3) Place Feature Aggregation: We leverage a feature clustering operation to convert the output of spherical convolution into an orientation-invariant place descriptor. Intuitively, there exists spatial similarity in output local descriptors of spherical convolution. Therefore, we cluster the local descriptors and take a sum of residuals (difference vector between descriptor and its corresponding cluster center) as a global place descriptor. Formally, given \( N \) \( D \)-dimensional local descriptors \( \{x_i\} \) as input, and \( K \) cluster centers (“visual words”) \( c_k \) as VLAD parameters, the \((j,k)\) element of output global descriptor \( \mathbf{V} \):

\[
V(j,k) = \sum_{i=1}^{N} \alpha_k(x_i)(x_i(j) - c_k(j)),
\]

where \( x_i(j) \) and \( c_k(j) \) are the \( j \)-th dimension of the \( i \)-th descriptor and \( k \)-th cluster center, respectively. Here \( \alpha_k(x_i) \) has the following definition:

\[
\alpha_k(x_i) = e^{w_k^T x_i + b_k} \sum_k e^{w_k^T x_i + b_k},
\]

where vector \( w_k \) and scalar \( b_k \) are two learnable parameters. The clustered place features satisfy the permutation invariance of input local descriptors (order of \( \{x_i\} \)), which makes the place descriptors invariant to orientation difference and locally translation difference. For the detailed analysis of VLAD please refer to the original paper [39].

D. Divergence Metric-based Feature Learning

To incorporate different aspects learned from the parallel semantic embedding network, we introduce a viewpoint-free divergence loss metric for place feature learning. This divergence loss includes two loss metric parts: a “Viewpoint-free” loss to enhance feature robustness to orientation- and local translation-variants, and a regularizing term to force the network to learn from different semantic attributes.

For convenience of illustrating the loss functions, some necessary definitions are first described in following. Each training tuple in our training datasets consists of four components: \( S = \{S_a, \{S_{rot}\}, \{S_{pos}\}, \{S_{neg}\}\} \), where \( S_a \) is the spherical representation of a local 3D scan, \( \{S_{rot}\} \) is a set of spherical representations of 3D scans rotated with different angles (\( \{0^\circ, 30^\circ, ... 330^\circ\} \)). \( \{S_{pos}\} \) denotes a set of spherical representations of 3D scans (“positive”) which are structurally similar to \( \{S_a\} \), and \( \{S_{neg}\} \) denotes a set of 3D scans (“negative”) which are structurally different to \( \{S_a\} \). Ideally, the model can minimize two distances: \( \delta_{pos}^{rot} = d(f(S_a), f(S_{pos}^{rot})) \) and \( \delta_{neg}^{rot} = d(f(S_a), f(S_{neg}^{rot})) \), while maximizing: \( \delta_{neg}^{pos} = d(f(S_a), f(S_{pos}^{neg})) \) and \( \delta_{neg}^{neg} = d(f(S_a), f(S_{neg}^{neg})) \). Here \( f(\cdot) \) is the function that encodes spherical representations into a global descriptors by PSE-Match, and \( d(\cdot) \) denoted the squared Euclidean distance.

The “Viewpoint-free” loss metric contains a “LazyRot” loss for orientation-invariant feature learning and a “LazyTriplet” loss to learn the “viewpoint-free” descriptors beyond certain distance for viewpoint-free feature learning. The “Viewpoint-free” metric can pull or push features of rotated, positive and negative frames towards the query frame based on the margin settings.

Fig. 6: The Viewpoint-free loss metric. We provide the current query frame, rotated frames (same places with different orientations), positive frames (places with local translation differences) and negative frames (places with translation difference beyond certain distance) for viewpoint-free feature learning. The “Viewpoint-free” metric can pull or push features of rotated, positive and negative frames towards the query frame based on the margin settings.

\[
L_{LazyRot}(T) = \max_{i,j,k} [\ell + \delta_{pos}^{rot} - \delta_{neg}^{rot}],
\]

where \( \ell \) denotes the hinge loss and \( \alpha \) is a constant parameter to mark corresponding margin. With this soft loss constraints, PSE-Match can further reduce the feature similarity within local boundaries even under variant orientation differences. We apply a “Lazy Triplet” loss to maximize the feature distance between the local scan feature \( f(S_{rot}) \) and its corresponding “negative” features \( f(S_{neg}) \), which is represented as:

\[
L_{LazyTriplet}(T) = \max_{j} [\alpha + \delta_{pos} - \delta_{neg}],
\]

here \( \alpha \) is constant threshold to control the margin. We employ the simultaneous supervision of “Lazy Rotation” loss and “Lazy Triplet” loss to learn the “viewpoint-free” descriptors for the semantic attribute \( A_j \) by:

\[
L_{free}^A = L_{LazyRot}^A + L_{LazyTriplet}^A.
\]

The final divergence loss metric is based on the each semantic attribute loss \( L_{free}^A \) and an additional regularization term,

\[
L_{Divergence} = \sum_{l} L_{free}^A + \lambda \sum_{a,b} [m - D_{a,b}]_+,
\]

where \( D_{a,b} \) represents a distance measurement between place descriptors learned by different semantic embedding branches, \( m \) is the margin between two different learners \( a \) and \( b \), and \( \lambda \) is the weighting parameter to control the regularization strength.

IV. EXPERIMENTS

This section compares the proposed method with both non-learning/learning-based 3D place recognition methods on two public datasets, and two in-field collected datasets. To generate
available datasets and two in-field collected datasets: The training and evaluation data includes two public datasets.

Computation efficiency are further evaluated for each methods. Different datasets. Finally, both resource requirements and demonstrate the quantitative and qualitative comparison analysis of the datasets, the comparison of non-learning/learning-based approaches: PointNetVLAD (PN-VLAD), LPDNet and PCAN. For non-learning based approaches, we also compare the frame-level descriptors ScanContext, M2DP, and 3D keypoint-based approaches SHOT and Fast Histogram from PCL. For the fair comparison, the inputs for all the above methods are processed with our dynamic octree mapping module. And we also analysis the place recognition of our PSE-Match with and without the dynamic octree mapping module to investigate their differences.

Evaluation Methods. To evaluate our approach’s performance, we firstly compared it with the state-of-the-art learning-based place recognition approaches: PointNetVLAD (PN-VLAD), LPDNet, and PCAN. For non-learning based approaches, we also compare the frame-level descriptors ScanContext, M2DP, and 3D keypoint-based approaches SHOT and Fast Histogram from PCL. For the fair comparison, the inputs for all the above methods are processed with our dynamic octree mapping module. And we also analysis the place recognition of our PSE-Match with and without the dynamic octree mapping module to investigate their differences.

We evaluate the place recognition accuracy under two different matching methods: single-scan and sequential-scan based place recognition. The first method retrieves corresponding places by evaluating feature similarity with K-nearest neighbor search. The second method defines a temporal window to capture more stable place features, and use brute-force searching to locate the best matches.

**TABLE I: Dataset frames splitting in training/evaluation.**

|               | KITTI | NCLT | CMU | CITY |
|---------------|-------|------|-----|------|
| Train         | 13,070| 15,971| 13,830| 10,972|
| Evaluation    | 3,268 | 3,993| 3,458| 2,744|

The relationship between the two in-field dataset are shown in Fig. 7. Table I shows the data splitting in the training and evaluation procedure on the four different datasets. We generate the reference and testing sequence from the same trajectory in the evaluation step for each dataset under different orientation and translation differences. And to evaluate the generalization ability of different learning-based methods, we introduce a refine mode to train the network: we select every first two trajectories within four datasets for network training, and use the same testing data in Table I for evaluation.

![Fig. 7: The in-field datasets which contains a campus area and city-scale area. All the datasets are collected by a data-recording platform with a Velodyne-VLP 16 LiDAR device, a front view camera, an IMU device, and a Global Navigation Satellite Systems (GNSS) system for ground truth positions.](image)

Our datasets, we designed a data-collecting platform, which contains a LiDAR device (Velodyne-VLP 16), an inertial measurement unit (Xsens MTi), a Global Navigation Satellite Systems (GNSS) (10Hz outputs), a mini PC (Intel NUC i7, 3.5 GHz, 28W) and an embedded GPU device (Nvidia Xavier, 8G memory). We trained our network model on a GPU server with a Ubuntu 18.04 system with a single Nvidia 1080Ti GPU and 64G RAM. In the rest of this section, we first introduce the datasets, the comparison of non-learning/learning-based methods, and evaluate manners and metrics. Then, we demonstrate the quantitative and qualitative comparison analysis of different methods under variant viewpoint configurations on different datasets. Finally, both resource requirements and computation efficiency are further evaluated for each methods.

**Datasets.** The training and evaluation data includes two public available datasets and two in-field collected datasets:

- **KITTI** [40] odometry datasets, which consists of 21 trajectories generated with Velodyne-64 LiDAR scanner, around the mid-size city of Karlsruhe. We use trajectory {1~8} for network training, and {9,10} for evaluation.
- **NCLT** [41] datasets, which consists of 103 trajectories generated with Velodyne-32 LiDAR scanner, around the mid-size city of Karlsruhe. We use trajectory {1~8} for network training, and {9,10} for evaluation.
- **CMU dataset.** we created a Campus dataset with 11 trajectories by driving our data capturing mobile platform to traverse a 2km outdoor route around the campus of our university. We use trajectories {1~9} for network training, and {10,11} for evaluation.
- **Pittsburgh dataset.** we created a City-scale dataset by mounting our data capturing system on the top of a car and incrementally traversing 12km trajectories in the city of Pittsburgh. We collected 12 trajectories, and we use trajectories {1~10} for network training, and {11,12} for evaluation.
Evaluation Metrics. In both evaluation methods, similar to PN-VLAD [15], we use the Average Recall at top one, ten and 1% retrievals, the Precision-Recall Curve and Average Precision Score (AP score) under different viewpoints to assess the place recognition accuracy between the relative reference and testing sequence trajectories.

A. Place Recognition Results

1) Orientation- and Translation- Invariant Analysis: Fig. 8 demonstrate the top one place retrievals of different methods with a given reference map, we can see that PSE-Match can retrieve the correct sub-maps under both orientation and translation differences. Fig. 9 gives a more detailed recognition performance, where each sub-figure represents the place recognition analysis with a fixed viewpoint difference. The x-axis represents the translation difference (from 0 ∼ 10m), y-axis represents the orientation difference (from 0 ∼ 180°), and z-axis represents the average recall at top 1% retrieves. For all the non-learning based approaches, we can note that: these methods are robust to orientation differences, but weak to locally translation differences. Among the non-learning methods, both ScanContext and M2DP show robust place recognition ability under variant orientation differences; however, this method is sensitive to the locally translation differences in the XY-plane. This performance of the non-learning based methods is slightly different from the other work [26], [22], because the viewpoint didn’t includes variant orientation differences. Among all the other non-learning methods, ScanContext shows the best performance, but it has a higher time-consumption as we analyzed in Section. IV-B.

On the other hand, for the current learning-based place recognition methods, they shows a better robustness to locally translation differences than the non-learning ones. However, as we can see in Fig. 9, all PointNet-based place features are not aimed at dealing with orientation-invariance, thus they are also very sensitive to the orientation differences. Table. II and Table. III give the detailed average recall at top one and ten respectively, and please note the recalls are averaged all the viewpoint differences (i.e., translation differences range from 0 ∼ 8m and orientation changes range from 0 ∼ 135°). As we can note that, both LPDNet [17] and PCAN [16] show better place recognition ability than the original PN-VLAD [15] under orientation differences. However, they cannot handle significant perspective changes in both translation and orientation simultaneously.

In contrast, PSE-Match shows better performance in place recognition under variant viewpoint differences. On all the four datasets, the average recall at top one and ten are above 70%; and in the refine mode, PSE-Match also shows better generalization ability than both non-learning/learning based methods. In the top ten retrieval case, PSE-Match can reach above 95% on all
TABLE III: The average recall of at top ten on four datasets with translation differences range from \(0 \sim 8\) m and orientation changes range from \(0 \sim 135^\circ\).

| Method                | KITTI | NCLT | PITTS | CMU  |
|-----------------------|-------|------|-------|------|
| ScanContext [22]      | 85.21%| 90.15%| 85.88%| 88.49%|
| M2DP [25]             | 83.39%| 83.53%| 80.68%| 85.82%|
| SHOT [23]             | 55.87%| 53.26%| 74.73%| 68.55%|
| Fast-Histogram [42]   | 31.31%| 21.43%| 28.07%| 30.98%|
| PN-VLAD [15]          | 36.42%| 13.21%| 33.90%| 32.24%|
| LPDNet [17]           | 34.18%| 29.05%| 37.05%| 35.13%|
| PCAN [16]             | 38.85%| 23.36%| 32.70%| 38.45%|
| PSE-Match (no DOM)    | 88.32%| 89.09%| 95.21%| 91.31%|
| PSE-Match             | 99.89%| 96.28%| 99.16%| 99.50%|

PN-VLAD (refine)      | 30.77%| 10.70%| 27.73%| 29.15%|
| LPDNet (refine)       | 30.09%| 14.98%| 23.42%| 28.20%|
| PCAN (refine)         | 34.47%| 21.13%| 34.69%| 38.45%|
| PSE-Match (refine)    | 97.16%| 94.72%| 96.40%| 97.17%|

We also analyze the place recognition performance of our dynamic octree mapping (DOM) module. The PSE-Match (no DOM) in Table. II and Table. III indicate the local mapping using accumulated point clouds, without the measurement and motion updating in the DOM module. In both the recalls of top one and ten retrievals, PSE-Match can provide more reliable place recognition with DOM module.

2) Single and Sequential Matching Results: In this subsection, we further investigate the place recognition performance under single-scan and sequential-scan matching mode. Fig. 10 and Fig. 11 shows the precision-recall curve and average precision score of different methods on the NCLT dataset. In the cases of lower translation and orientation differences, all methods can achieve robust place recognition ability. And both ScanContext and M2DP show the invariant property to orientation and perform well under smaller translation and orientation. However, for significant translational or rotational cases, both transitional methods or PointNet-based method cannot guarantee accurate place retrieval. Especially, the PointNet based methods are very sensitive to the orientation differences.

Obviously, the sequence-matching manner can improve the matching performances. The performance of both ScanContext and M2DP are significantly improved. However, PointNet-based methods still fail to find the matches in the cases with big orientation differences. For PSE-Match method, it can achieve even better recognition performance with the sequential matching manner. Fig. 12 shows the feature difference matrix, enhancement matrix and matched indexes in the sequential-matching [11] procedure. We can see the reference/testing features difference matrix has a stronger contrast than other methods, which provides stable sequential matches.

B. Time and Storage Analysis

In Table. IV, we analysis the time and memory usage comparison of our PSE-Match and other non-learning/learning based place recognition methods. Both ScanContext and M2DP is time consuming in feature extraction. Compared with ScanContext, M2DP and other learning-based methods, PSE-Match consumes less GPU memory in the training procedure. In the inference step, we running the dynamic octree mapping module to generate dense local map, which takes 10ms in application. The semantic inference and PSE-Match feature extraction for each sub-map will take 15ms (250MB GPU) and 13.24ms (37Mb GPU) respectively. It is feasible to run PSE-Match in the Nvidia embedded system (Nvidia Jetson...
In this paper, we propose PSE-Match, a 3D place recognition and global localization method. Compared with the current 3D place recognition methods, PSE-Match can learn robust and viewpoint-free 3D feature descriptors from different independent semantic attributes, which can provide stable consistence in complex 3D environment and avoid the disturbance from the dynamic objects. Particularly, we introduce a parallel semantic embedding network to learn viewpoint-free feature descriptor on the spherical projections with assistance of a divergence learning metric. Validating on both single and sequential matching data, experiments results show that our method has significant accuracy improvement than other state-of-the-art peers under variant viewpoint differences. The

TX2, or Xavier), and suitable for low-cost robot systems in long-term SLAM and navigation.

| Method       | GPU (M) | Time (ms) | Feature Size |
|--------------|---------|-----------|--------------|
| ScanContext  | –       | 258.29    | 192          |
| M2DP         | –       | 164.05    | 192          |
| SHOT         | –       | 14.74     | 352          |
| Fast Histogram | –    | 2.53      | 192          |
| PN-VLAD [15] | 2887    | 11.31     | 256          |
| LPDNet [17]  | 4679    | 41.23     | 256          |
| PCAN [16]    | 8525    | 21.53     | 256          |
| PSE-Match    | 2459    | 10 + 15 + 13.24 | 256          |

V. CONCLUSIONS
less computation resource requirements and efficient inference make our method more practical for real-time applications.

In the future work, we will extend the large-scale loop closure detection and mapping based on the PSE-Match. Leveraging the native properties of semantic embedding, we will pursue embedding objective-level information for accurate localization for autonomous navigation.
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