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Abstract. We study the well-posedness of the initial value problem on periodic intervals for linear and quasilinear evolution equations for which the leading-order terms have three spatial derivatives. In such equations, there is a competition between the dispersive effects which stem from the leading-order term, and anti-diffusion which stems from the lower-order terms with two spatial derivatives. We show that the dispersive effects can dominate the backwards diffusion: we find a condition which guarantees well-posedness of the initial value problem for linear, variable coefficient equations of this kind, even when such anti-diffusion is present. In fact, we show that even in the presence of localized backwards diffusion, the dispersion will in some cases lead to an overall effect of parabolic smoothing. By contrast, we also show that when our condition is violated, the backwards diffusion can dominate the dispersive effects, leading to an ill-posed initial value problem. We use these results on linear evolution equations as a guide when proving well-posedness of the initial value problem for some quasilinear equations which also exhibit this competition between dispersion and anti-diffusion: a Rosenau-Hyman compacton equation, the Harry Dym equation, and equations which arise in the numerical analysis of finite difference schemes for dispersive equations. For these quasilinear equations, the well-posedness theorem requires that the initial data be uniformly bounded away from zero.

1. Introduction

We study a family of evolution equations,

\[ u_t = au_{xxx} + bu_{xx} + \phi, \]

where \( a \) and \( b \) are functions and \( \phi \) represents a collection of lower-order terms, and where \( x \in X = [0, M] \) and we assume \( u \) satisfies periodic boundary conditions. We establish conditions on the coefficient functions \( a \) and \( b \), as well as conditions on \( \phi \), which ensure that the initial value problem for this equation is well-posed in Sobolev spaces. This is a delicate question because if there exist any \( x \) and \( t \) for which \( b < 0 \), then formally, this term acts (locally, at least) as an anti-diffusion or backwards heat operator. The conditions we find on \( a \) and \( b \) indicate to what extent the dispersive effects of the leading-order term can compensate for the presence of this anti-diffusion. In a special case (in which the coefficient functions depend only on \( x \)), we also show that if our condition is violated, then the initial value problem is ill-posed. We treat this problem for linear equations, for which \( a \) and \( b \) are functions of \( x \) and \( t \), and also certain quasilinear equations, for which \( a \) and \( b \) depend on \( u \) and \( u_x \).
Our original motivation for this work is to study the question of well-posedness or ill-posedness for the Rosenau-Hyman $K(2,2)$ equation,

$$u_t = 2uu_{xxx} + 6u_xu_{xx} + 2u u_x.$$

$K(2,2)$ is a degenerate version of the Korteweg-de Vries equation and famously supports compactly supported traveling waves, dubbed compactons [15], as well as other non-analytic traveling waves [13]. Many papers in the literature make numerical simulations of solutions of the $K(2,2)$ initial value problem, focusing primarily on the study of interactions of these compactons [4], [8], [12], [16], [17]. While the existence theory for this equation remains unsettled, there is strong evidence that $K(2,2)$ is ill-posed for data which crosses zero [2]. Here we study a complementary problem: Is the equation well-posed when the initial condition is bounded away from zero? The answer, as we show below, is yes.

In order to show that $K(2,2)$ is well-posed, we first study an associated linear problem:

$$u_t = a(x,t)u_{xxx} + b(x,t)u_{xx} + c(x,t)u_x + d(x,t)u + e(x,t)$$

where once again $x \in X = [0,M]$ and $u$ (and the coefficient functions) satisfy periodic boundary conditions. We assume that the coefficient functions are defined for all $t \in [0,T]$, where $T > 0$.

By way of analogy, supposing that $u(x,0)$ is bounded away from zero in $K(2,2)$ we should study the situation where $a(x,t)$ is likewise bounded from zero. On the other hand, $u_x(x,0)$ will change signs for any non-trivial periodic initial data and so we should not impose strong conditions on $b(x,t)$. In particular we must allow $b(x,t)$ to be negative, at least for some $x$.

Equations like (2), and quasilinear variants, have been studied previously, though the focus has been on the case where $X = \mathbb{R}$ instead of the periodic problem we study here. The earliest work [6] requires that $b \geq 0$; that is to say, there is no destabilizing “backwards diffusion” effect from the term $b(x,t)u_{xx}$. It is well-known that if $a(x,t)$ is identically zero and there is an interval on which $b < 0$, then these destabilizing effect are so pathological that (2) is ill-posed for data in Sobolev spaces. In some sense, the results of this paper are an investigation into the extent to which dispersive effects from $a(x,t)u_{xxx}$ ameliorate the catastrophically destabilizing effects caused by a backwards diffusive term.

This question was answered for $X = \mathbb{R}$ in [1], and, in short, the answer is that if $b(\cdot, t) \in L^1$ uniformly in $t$ and $a(x,t)$ is bounded away from zero, then the dispersive effects completely dominate the backwards diffusion and the equation (including quasilinear versions) is well-posed. The issues for the periodic setting are necessarily different: the argument cannot be based on integrability (the integrability would be considered over the real line rather than a periodic interval, and a nontrivial periodic function is not integrable on the real line). The answers that we find for the periodic case include a well-posedness theorem, a parabolic smoothing result, and an ill-posedness theorem for (2), when certain conditions (primarily on $a$ and $b$) are satisfied.

While we were motivated by the well-posedness question for the $K(2,2)$ equation, our method of proof applies to other quasilinear evolution equations as well. We do not attempt to give the most general theorem that we can on well-posedness of quasilinear evolution equations with nonlinear dispersion and anti-diffusion, but
instead we consider some additional equations which have appeared in the literature. One of these is the Harry Dym equation, \( u_t = u^3 u_{xxx} \). Other examples come from the numerical analysis of finite difference schemes for certain dispersive partial differential equations. We are able to prove well-posedness theorems for such equations for uniformly positive Sobolev initial data.

The remainder of this paper is organized as follows. In Section 2 we study the linear problem (2) and provide sufficient conditions on the coefficients so that the equation is well-posed. The main tools here are a change of dependent variables followed by energy estimates. See Theorem 1 below for the precise statement of this result. In Section 3 we use the linear energy estimates as a inspiration for developing analogous estimates for \( K(2, 2) \). These estimates are sufficient for proving that \( K(2, 2) \) is well-posed. See Corollary 19 below for the precise statement of this result. In Section 4, we briefly discuss additional quasilinear equations which can be shown to be well-posed for positive initial data in Sobolev spaces. We mention that all of our well-posedness proofs largely follow the lines of Chapter 3 of [14], in which the Navier-Stokes equations are shown to be well-posed in Sobolev spaces. In Section 5, we give a theorem on singularity formation: if positive solutions of these quasilinear equations ever touch down and obtain a value of zero, then the solutions must blow up in the space \( H^4 \).

2. The linear problem

2.1. Main ideas and instructive examples. The following heuristics and special cases provide some crucial ideas for how we proceed. The first special case we consider is

\[
(3) \quad u_t = a_0 u_{xxx} - b_0 u_{xx} \quad \text{with} \quad x \in [0, 2\pi]
\]

where \( a_0 \) and \( b_0 \) are positive and constant and \( u \) satisfies periodic boundary conditions. The equation can be solved \textit{via} Fourier series:

\[
u(x, t) = \sum_{k \in \mathbb{Z}} \exp(-ia_0 k^3 t) \exp(b_0 k^2 t) e^{ikx} \hat{u}(k, 0).
\]

Here \( \hat{u}(k, 0) \) are the coefficients of the Fourier series expansion of the initial data. A routine calculation shows that the right hand side of this equation, viewed as a map from \( \mathbb{R}^+ \times H^s \) into \( H^s \) does not depend continuously on \( u(x, 0) \). This is due to the fact that \( \exp(b_0 k^2 t) \) grows extremely fast for large wave numbers \( k \). As such, (3) is ill-posed in precisely the same way that backwards heat equation is.

If \( b \) is uniformly negative, this example illustrates that there is no chance for the dispersive effects to play a role (above, we had \( b(x, t) = -b_0 < 0 \)). However, if \( b \) is localized and negative, there is reason to think that the dispersion can arrest blow up, as the following formal heuristic demonstrates. Specifically, consider the following:

\[
(4) \quad u_t = a_0 u_{xxx} + b(x) u_{xx} \quad \text{with} \quad x \in [-M, M]
\]

where

\[
b(x) = \begin{cases} -b_0 < 0, & \text{for } x \in [0, L] \\ 0, & \text{otherwise.} \end{cases}
\]

Here \( 0 < L \ll M \). For simplicity, assume \( a_0 < 0 \). Consider a “wave packet” of amplitude \( \mu_0 \) and wave number \( k_0 \) which is initially located to the left of \( x = 0 \). Such
a wave packet will move with group speed associated to the equation \( u_t = a_0 u_{xxx} \), which is to say with speed

\[
c_g = 3|a_0|k_0^2.
\]

When the packet enters the interval \([0, L]\), say at \( t = 0 \), it will be subjected to the effects of the backwards heat term, which will cause the amplitude to grow like

\[
\mu_0 \exp\left(b_0 k_0^2 t\right),
\]

as was the case in (3). The wave packet will leave the interval \([0, L]\) at time \( t_{exit} = L/c_g \) and thus the final amplitude of the packet is

\[
(5) \quad \mu_0 \exp\left(b_0 k_0^2 t_{exit}\right) = \mu_0 \exp\left(b_0 k_0^2 \frac{L}{3|a_0|k_0^2}\right) = \mu_0 \exp\left(\frac{L}{3} \frac{b_0}{a_0}\right).
\]

See Figure 1. The growth of the amplitude during the wave packet’s passage through the destabilizing zone is independent of its wave number—the extremely rapid growth of high wave numbers is held in check by the fact that these highly oscillatory wave packets move very fast.

Therefore, if we presume that \( b(x, t) \) is not everywhere negative, this heuristic indicates a plausible mechanism by which dispersion can arrest blowup. Note that equation (5) points to the importance of the ratio

\[
\delta(x, t) := \frac{b(x, t)}{|a(x, t)|}
\]

in determining the growth of the amplitude. We call \( \delta(x, t) \) the modified diffusion for the equation, for reasons which will become clear below.

We make this formal argument—which is closely related to the geometric optics heuristics described in [7]—precise in this article. Specifically, we give sufficient conditions on the coefficient functions \( a(x, t), \ldots, e(x, t) \) so that (2) is well-posed.

In what follows \( W^{k,p} = W^{k,p}(X) \) is the usual Sobolev space of periodic functions on \( X \), and \( H^n = H^n(X) = W^{n,2} \). Also, for any Banach space of functions defined on \( X \), we set

\[
B_T := \mathcal{L}_\infty([0, T]; B).
\]

We now state our assumptions on the coefficient functions:

**Assumption 1. The coefficients are sufficiently regular/integrable:** Fix \( n \in \mathbb{N} \), with \( n \geq 4 \). Then

- \( a(x, t) \in C([0, T]; C^{n+3}) \),
Assumption 2. The dispersion does not degenerate: There exists a constant $a_0$ with the property that for all $x \in X$ and $t \in [0, T]$:

$$0 < a_0 \leq |a(x, t)|.$$  

Assumption 3. The average modified diffusion is non-negative:

$$\tilde{\delta}(t) := \frac{1}{M} \int_0^M \frac{b(y, t)}{|a(y, t)|} dy \geq 0$$

for all $t \in [0, T]$.

Remark 1. Let

$$\tilde{K} := M + T + n + \|a\|_{W_\infty^{n, \infty}} + \|a_t\|_{W_\infty^{1, \infty}} + \|a^{-1}\|_{L_\infty^n} + \|b\|_{W_\infty^{n, \infty}} + \|b_t\|_{L_\infty^n} + \|c\|_{W_\infty^{n, \infty}} + \|d\|_{W_\infty^{n, \infty}} + \|e\|_{H_\infty^n}.$$  

Throughout this Section, any constant $K$ which appears in an estimate has the property that $K > 0$ and $K$ depends only on $\tilde{K}$. For instance, one can show that

$$\tilde{\delta}(t) + |\frac{d}{dt}\tilde{\delta}(t)| \leq \tilde{K}.$$  

Our first main result is:

**Theorem 1.** Fix $n \in \mathbb{N}$ such that $n \geq 4$ and take Assumptions 1, 2 and 3 to be true. Then there is a continuous map

$$\Psi : H^n \rightarrow L^\infty([0, T]; H^n)$$

such that for all $u_0 \in H^n$,

$$\|\Psi(u_0)\|_{L^\infty([0, T]; H^n)} \leq K \|u_0\|_{H^n} + 1,$$

and such that the following are true for $u = \Psi(u_0)$:

1. For all $0 \leq n' < n$, $u \in C([0, T]; H^{n'})$ and $\|u(t)\|_{H^{n'}} \leq K \|u_0\|_{H^n} + 1$,
2. $u(x, 0) = u_0$,
3. $u(x, t)$ solves 2 for $t \in [0, T]$ and
4. $u(x, t)$ is the only function for which (2) and (3) hold simultaneously.

We have two extensions of this if we have more information about $\tilde{\delta}(t)$. First,

**Theorem 2.** If, in addition to Assumptions 1, 2 and 3 we have for all $t \in [0, T]$

$$\tilde{\delta}(t) \geq \tilde{\delta}_0 > 0$$

then the solution map $\Psi$ from Theorem 1 enjoys a parabolic smoothing property. That is, for all $u_0 \in H^n$,

$$\|\Psi(u_0)\|_{L^2([0, T]; H^{n+1})} \leq K \|u_0\|_{H^n}.$$  

Moreover, if Assumption 2 holds with $n$ replaced by $n + 1$, then $u = \Psi(u_0) \in C([0, T]; H^n) \cap C((0, T]; H^{n + 1})$ for all $n' \in [0, n + 1)$. 

Theorem 3. If, in addition to Assumptions 1, 2 and 3 we have for all \( t \in [0, T] \)
\[ \bar{\delta}(t) = 0, \]
then the solution map \( \Psi \) from Theorem 1 satisfies \( u = \Psi(u_0) \in C([0, T]; H^n) \).

Remark 2. To demonstrate how surprising our results are, consider the following examples, all posed for \( x \in [0, 2\pi] \). Clearly, the initial value problem for the equation
\[ u_t = \sin(x)u_{xx} \]
is ill-posed. However, if we add even a very small amount of dispersion, for instance,
\[ u_t = \frac{1}{10^{23}}u_{xxx} + \sin(x)u_{xx} \]
then the initial value problem for the equation is well-posed since the average modified diffusion in this case is equal to zero (since \( \sin(x) \) has average value zero).

Similarly, for any \( \varepsilon \) such that \( 0 < \varepsilon < 1 \), the initial value problem for the equation
\[ u_t = (\varepsilon + \sin(x))u_{xx} \]
is again ill-posed. However, if we consider the equation with some dispersion, say
\[ u_t = \frac{1}{10^{23}}u_{xxx} + (\varepsilon + \sin(x))u_{xx}, \]
then since \( \bar{\delta} = 10^{23}\varepsilon > 0 \), the initial value problem is well-posed. Moreover, Theorem 2 states that even for \( a(x, t) \) ludicrously small, as in this case, so long as \( \varepsilon > 0 \), the equation is essentially parabolic even though, on a sizable fraction of the interval, there is a backwards heat operator acting.

Remark 3. One can ask which of the assumptions are necessary as well as sufficient. We do not have definitive answers at this time, but some relevant information is known. The results in [2] and [7] strongly indicate that if \( a(x, t) \) crosses zero for some \( x \) with non-zero derivative, then (2) will be ill-posed. The regularity/integrability conditions in Assumption 1 can almost certainly be weakened, but doing so is likely technical and not terribly interesting at this time. A quick calculation shows that sending \( t \to -t \) in (2) results in an equation of the same form as (2) but reverses the sign of \( \bar{\delta} \). The parabolic smoothing property in Theorem 2 indicates that it is highly unlikely that (2) would be well-posed backwards in time when \( \bar{\delta}(t) > 0 \). These two facts together indicate that Assumption 3 is almost certainly necessary. We confirm this in the special case when the coefficients functions are time independent in Theorem 10 below.

Remark 4. Assumption 2 allows us, without loss of generality, to take
\[ a(x, t) \geq a_0 > 0. \]
And so, from this point on, \( a(x, t) \) is presumed to be positive.

2.2. The change of variables and key estimate. Our goal is to find an a priori estimate for solutions \( u(x, t) \) of (2) in the space \( H^n \). It turns out that it this more easily done after changing dependent variables. Toward this end, we let \( g_n(x, t) \) be function which has the following three properties:

(C1) There is a constant \( k_g > 1 \) such that for all \( x \) and \( t \),
\[ k_g^{-1} \leq g_n(x, t) \leq k_g, \]

(C2) \( g_n \in C([0, T]; C^{n+3}) \) and \( \partial_t g_n \in C([0, T]; C^n) \), and
(C3) $g_n$ and its first $n$ derivatives satisfy periodic boundary conditions. Then define $v(x,t)$ via
\begin{equation}
   u(x,t) := g_n(x,t)v(x,t).
\end{equation}
An intelligent choice for $g_n$ will allow us to find an energy estimate for $v$, and we will make such a choice at the appropriate place in our proof. The following Lemma, whose proof is obvious, implies we will have a comparable estimate for $u$.

**Lemma 4.** Assume $g_n$ satisfies (C1)-(C3). Then $u \in H^n_T$ if and only if $v \in H^n_T$. That is, there is a constant $C_g \geq 1$, depending only on $\|g_n\|_{W^n_{\infty}}$ and $\|g_n^{-1}\|_{L^\infty_T}$, such that
\begin{equation}
   C_g^{-1} \|u\|_{H^n_T} \leq \|v\|_{H^n_T} \leq C_g \|v\|_{H^n_T}.
\end{equation}

Substituting (6) into (2) yields the following after a routine calculation:
\begin{equation}
   v_t = av_{xxx} + \tilde{b}v_{xx} + \tilde{c}v_x + \tilde{d}v + \tilde{e}
\end{equation}
where
\begin{align}
   \tilde{b}(x,t) &= 3a \frac{\partial_x g_n}{g_n} + b \\
   \tilde{c}(x,t) &= 3a \frac{\partial_x^2 g_n}{g_n} + 2b \frac{\partial_x g_n}{g_n} + c \\
   \tilde{d}(x,t) &= -\frac{\partial_t g_n}{g_n} + a \frac{\partial_x^3 g_n}{g_n} + b \frac{\partial_x^2 g_n}{g_n} + c \frac{\partial_x g_n}{g_n} + d \\
   \tilde{e}(x,t) &= \frac{e}{g_n}.
\end{align}

**Remark 5.** The regularity assumptions in (C2) are made so that $\tilde{b}$, $\tilde{c}$, $\tilde{d}$ and $\tilde{e}$ are in the same spaces as $b$, $c$, $d$ and $e$.

Note that the right hand side of (7) is of the same form as that of (2). Motivated by this, define the operator
\begin{equation}
   L_{ABCD} := A\partial_x^3 + B\partial_x^2 + C\partial_x + D
\end{equation}
where $A$, $B$, $C$ and $D$ are functions which satisfy periodic boundary conditions in $x$. The following Lemma contains the heart of our energy estimate:

**Lemma 5.** Fix $n \in \mathbb{N}$ with $n \geq 4$. Suppose that $A, B, C, D \in W^{n,\infty}_\infty$. Then there exists $\kappa > 0$ (which depends only on $n$, $M$ and the $W^{n,\infty}$ norms of $A, B, C$ and $D$) such that, for all $\phi \in H^n$:
\begin{equation}
   \int_X (\partial_x^n \phi) \partial_x^n (L_{ABCD} \phi) \, dx - \int_X \left[ \left( \frac{3}{2} - n \right) A_x - B \right] [\partial_x^{n+1} \phi]^2 \, dx \leq \kappa \|\phi\|_{H^n}^2.
\end{equation}

**Proof:** We prove the result for smooth functions $\phi$ only. The case for $\phi \in H^n$ follows by a typical density argument. From the definition of $L_{ABCD}$, we have:
\begin{equation}
   \int_X (\partial_x^n \phi) \partial_x^n (L_{ABCD} \phi) \, dx = \int_X (\partial_x^n \phi) \partial_x^n (A \phi_{xxx} + B \phi_{xx} + C \phi_x + D \phi) \, dx
   = I_A + I_B + I_C + I_D,
\end{equation}
where $I_A$, $I_B$, $I_C$ and $I_D$ are defined in the obvious way. We estimate each in turn.
First, the product rule gives:

\[ I_A := \int_X (\partial^n_x \phi) \partial^n_x (A \phi_{xxx}) \, dx \]
\[ = \int_X (\partial^n_x \phi) A \partial^{n+3}_x \phi \, dx + \int_X n(\partial^n_x \phi) A_x \partial^{n+2}_x \phi \, dx \]
\[ + \int_X \left( \frac{n}{2} \right) (\partial^n_x \phi) A_{xx} \partial^{n+1}_x \phi \, dx + \sum_{j=0}^{n-3} \int_X \left( \frac{n}{j} \right) (\partial^n_x \phi) (\partial^{n-j}_x A) \partial^{j+3}_x \phi \, dx. \]

We call the four terms on the right hand side \( I_A^1, I_A^2, I_A^3, I_A^4 \) respectively.

\( I_A^4 \) is controlled with the Cauchy-Schwarz inequality and other elementary tools, since at most \( n \) derivatives of \( \phi \) appear:

\[ I_A^4 := \sum_{j=0}^{n-3} \int_X \left( \frac{n}{j} \right) (\partial^n_x \phi) (\partial^{n-j}_x A) \partial^{j+3}_x \phi \, dx \leq \kappa \| \phi \|^2_{H^n}. \]

\( I_A^3 \) is handled using the observation that \( \partial^n_x \phi \partial^{n+1}_x \phi = \frac{1}{2} \partial_x [\partial^n_x \phi]^2 \). Thus an integration by parts gives:

\[ I_A^3 := \int_X \left( \frac{n}{2} \right) (\partial^n_x \phi) A_{xx} \partial^{n+1}_x \phi \, dx = \frac{1}{2} \int_X A_{xx} \partial^n_x \phi \|^2 \, dx \]
\[ = -\frac{1}{2} \int_X A_{xxx} \partial^n_x \phi \|^2 \, dx \leq \kappa \| \phi \|^2_{H^n}. \]

A quick calculation shows that, for any smooth function \( \psi \),

\[ \psi \psi_{xxx} = \frac{1}{2} \partial^3_x [\psi^2] - \frac{3}{2} \partial_x [\psi_x]^2. \]

Applying this with \( \psi = \partial^n_x \phi \) in \( I_A^1 \) gives:

\[ I_A^1 := \int_X A (\partial^n_x \phi) \partial^{n+3}_x \phi \, dx = \frac{1}{2} \int_X A \partial^3_x [\partial^n_x \phi]^2 \, dx - \frac{3}{2} \int_X A \partial_x [\partial^{n+1}_x \phi]^2 \, dx. \]

Integrating by parts three times in the first term and just once in the second term gives:

\[ I_A^1 = -\frac{1}{2} \int_X A_{xxx} [\partial^n_x \phi]^2 \, dx + \frac{3}{2} \int_X A_x [\partial^{n+1}_x \phi]^2 \, dx \leq \frac{3}{2} \int_X A_x [\partial^{n+1}_x \phi]^2 \, dx + \kappa \| \phi \|^2_{H^n}. \]

Now we consider

\[ I_A^2 := \int_X nA_x (\partial^n_x \phi) \partial^{n+2}_x \phi \, dx. \]

For smooth functions \( \psi \), we have

\[ \psi \psi_{xx} = \frac{1}{2} \partial^2_x [\psi^2] - [\psi_x]^2. \]

If we use this with \( \psi = \partial^n_x \phi \), then

\[ I_A^2 = \frac{1}{2} \int_X nA_x \partial^2_x [\partial^n_x \phi]^2 \, dx - \int_X nA_x [\partial^{n+1}_x \phi]^2 \, dx. \]

Integrating by parts twice in the first term gives:

\[ I_A^2 = \frac{1}{2} \int_X nA_{xxx} [\partial^n_x \phi]^2 \, dx - \int_X nA_x [\partial^{n+1}_x \phi]^2 \, dx \leq - \int_X nA_x [\partial^{n+1}_x \phi]^2 \, dx + \kappa \| \phi \|^2_{H^n}. \]
Adding the estimates for $I_A, I_A^2, I_A^3$ and $I_A^4$ yields:

$$I_A \leq \left( \frac{3}{2} - n \right) \int_X A_x \left[ \partial_x^{n+1} \phi \right]^2 \, dx + \kappa \| \phi \|^2_{H^n}. \tag{14}$$

Now we estimate $I_B$. As with $I_A$, the product rule gives:

$$I_B := \int_X \left( \partial_x^n \phi \right) \partial_x^n (B \phi_{xx}) \, dx$$

$$= \int_X \left( \partial_x^n \phi \right) B \partial_x^{n+2} \phi \, dx + \int_X n \left( \partial_x^n \phi \right) B_x \partial_x^{n+1} \phi \, dx$$

$$+ \sum_{j=0}^{n-2} \int_X \left( \frac{n}{j} \right) \left( \partial_x^n \phi \right) \left( \partial_x^{n-j} B \right) \partial_x^{j+2} \phi \, dx.$$

Using the same steps as in (11) and (12), we have

$$\int_X n \left( \partial_x^n \phi \right) B_x \partial_x^{n+1} \phi \, dx + \sum_{j=0}^{n-2} \int_X \left( \frac{n}{j} \right) \left( \partial_x^n \phi \right) \left( \partial_x^{n-j} B \right) \partial_x^{j+2} \phi \, dx \leq \kappa \| \phi \|^2_{H^n}.$$

Notice that the other term in $I_B$, namely $\int_X B \left( \partial_x^n \phi \right) \partial_x^{n+2} \phi \, dx$, is the same as $I_A^2$ but with $B$ replacing $nA_x$. So using (13) and following the steps used to estimate $I_A^2$ we get:

$$\int_X B \left( \partial_x^n \phi \right) \partial_x^{n+2} \phi \, dx \leq - \int_X B \left[ \partial_x^{n+1} \phi \right]^2 \, dx + \kappa \| \phi \|^2_{H^n}.$$

Combining these estimates, we have

$$I_B \leq - \int_X B \left[ \partial_x^{n+1} \phi \right]^2 \, dx + \kappa \| \phi \|^2_{H^n}. \tag{15}$$

Controlling $I_C$ and $I_D$ amounts to applying the processes in (11) and (12) appropriately. One finds

$$I_C + I_D \leq \kappa \| \phi \|^2_{H^n}.$$

Adding this to (14) and (15) then rearranging terms in (10) completes the proof of the lemma.\[\blacksquare\]

2.3. Selection of $g_n$. Notice that if $\left( \frac{3}{2} - n \right) A_x - B \leq 0$, that the second term on the left hand side of (9) is non-negative, so dropping it gives

$$\int_X \left( \partial_x^n \phi \right) \partial_x^n \left( L_{ABCD} \phi \right) \, dx \leq \kappa \| \phi \|^2_{H^n}. \tag{16}$$

This fact will lead to an a priori $H^n$ estimate for solutions $v$ of (7) provided

$$\left( \frac{3}{2} - n \right) a_x - \tilde{b} \leq 0.$$

Given the definition of $\tilde{b}$ this is the same as requiring that the following differential inequality is satisfied:

$$\left( \frac{3}{2} - n \right) a_x - b - 3a \frac{\partial_x g_n}{g_n} \leq 0 \quad \text{for all } x \in X \text{ and } t \in [0,T]. \tag{17}$$
At first glance, the most straightforward way to meet (17) is to choose $p$ so that
that $\left(\frac{3}{2} - n\right) a_x - b - 3a \frac{\partial_x g_n}{g_n} = 0$. That is to say, take $g_n$ to be

$$(a(x,t))^{1/2-n/3} \exp \left[ -\frac{1}{3} \int_0^x \frac{b(y,t)}{a(y,t)} \, dy \right].$$

The problem with doing this is the fact that this function does not meet periodic boundary conditions, as $\int_0^a b(y,t) a(y,t) \, dy$ is not necessarily zero. Since our estimates require multiple integrations by parts, it is absolutely critical that $g_n$ be periodic. Assumption 3 is made precisely so that we may choose $g_n$ to be periodic while simultaneously satisfying (17). (It is this fact that Assumption 3 tells us that $\bar{\delta} > 0$.)

To find a function $g_n$ which satisfies our conditions, we begin by taking $\bar{\delta}(t)$ as in Assumption 3. Then take $g_n$ to be a non-zero solution of

$$\frac{\partial_x g}{g} = -\frac{1}{3} \left( \frac{b}{a} - \bar{\delta} \right) + \left( \frac{1}{2} - \frac{n}{3} \right) \frac{a_x}{a}.$$

Specifically, define

$$g_n(x,t) := (a(x,t))^{1/2-n/3} \exp \left[ -\frac{1}{3} \int_0^x \frac{b(y,t)}{a(y,t)} - \bar{\delta}(t) \, dy \right].$$

Then we have the following lemma:

**Lemma 6.** Take Assumptions 1, 2 and 3 as given and define $g_n$ as in (19). Then $g_n$ satisfies (C1), (C2), (C3) and (17).

**Proof:** Assumptions 1 and 2 imply $a$ is bounded away from zero and also bounded above, so the same is true for $(a(x,t))^{1/2-n/3}$. Likewise $b$ is bounded above, as is $\bar{\delta}$, and so the exponential is bounded above and away from zero. Thus we have (C1) for an appropriate constant $k_g$. The regularity of $g_n$ can be ascertained from (19).

Essentially $g_n$ has the same regularity as $a$ (due to the prefactor of $a^{1/2-n/3}$) and one derivative smoother than $b$ (since $b$ appears in (19) only as $\int_0^x \frac{b(y)}{a(y)} \, dy$). Thus Assumption 1 gives (C2). Observe that, for any $t \in [0,T]$, the definition of $\bar{\delta}$ and the fact that $a$ is periodic gives:

$$g_n(M,t) = (a(M,t))^{1/2-n/3} \exp \left[ -\frac{1}{3} \int_0^M \left( \frac{b(y,t)}{a(y,t)} - \bar{\delta}(t) \right) \, dy \right]$$

$$= (a(M,t))^{1/2-n/3} \exp \left[ -\frac{1}{3} (M\bar{\delta}(t) - M\bar{\delta}(t)) \right]$$

$$= (a(M,t))^{1/2-n/3} = (a(0,t))^{1/2-n/3} = g_n(0,t).$$

Thus $g_n$ is periodic. The same reasoning shows that its derivatives are periodic and we have (C3). Finally, rearranging the terms in (18) gives

$$(\frac{3}{2} - n) a_x - b - 3a \frac{\partial_x g_n}{g_n} = -a\bar{\delta}(t).$$

Since $a > 0$ and since Assumption 3 tells us that $\bar{\delta} \geq 0$, we have (17). □
2.4. Well-posedness of (7). Now that we have selected \( g_n \) we can prove that (7), and consequently (2), is well-posed. We will first prove uniqueness and continuous dependence of solutions, and we will then prove existence. For all of these, a uniform bound for solutions will be helpful. Lemma 6 leads to the following energy estimate:

**Proposition 1.** Take Assumptions 1, 2 and 3 as given and define and consequently (2), is well-posed. We will first prove uniqueness and continuous dependence of solutions, and we will then prove existence. For all of these, a uniform bound for solutions will be helpful. Lemma 6 leads to the following energy estimate:

If \( v \in L^\infty([0,T];H^n) \) solves (7) then

\[
\frac{d}{dt} \|v(t)\|_{H^n}^2 \leq K \|v(t)\|_{H^n}^2 + 2(v(t),\partial_t v)_{H^n}.
\]

**Proof:** Following the time-honored tradition, we compute

\[
\frac{d}{dt} \|v(t)\|_{H^n}^2 = \frac{d}{dt} \|v(t)\|_{L^2}^2 + \frac{d}{dt} \|\partial_x^n v(t)\|_{L^2}^2 = 2 \int_X v v_t \, dx + 2 \int_X (\partial_x^n v) \partial_x^0 v_t \, dx.
\]

Using the definition of \( L_{ABCD} \), (7) can be rewritten as \( v_t = L_{\partial c} v + \partial c \). Thus:

\[
\frac{d}{dt} \|v(t)\|_{H^n}^2 = 2 \int_X v L_{\partial c} v \, dx + 2 \int_X (\partial_x^n v) \partial_x^0 (L_{\partial c} v) \, dx
\]

\[
+ 2 \int_X \partial v \, dx + 2 \int_X (\partial_x^n v) \partial_x^0 \partial c \, dx
\]

\[
= 2 \int X v L_{\partial c} v \, dx + 2 \int_X (\partial_x^n v) \partial_x^0 (L_{\partial c} v) \, dx + 2(v(t),\partial c(t))_{H^n}.
\]

Since \( n \geq 4 \) and \( L_{\partial c} \) takes three derivatives:

\[
2 \int_X v L_{\partial c} v \, dx \leq K \|v(t)\|_{H^n}^2.
\]

Our choice of \( g_n \) and Lemma 6 allow us to use (16), thus:

\[
2 \int_X \partial_x^n v \partial_x^0 (L_{\partial c} v) \, dx \leq K \|v(t)\|_{H^n}^2.
\]

This proposition immediately implies:

**Corollary 7.** (Uniqueness and continuous dependence on initial conditions) Take Assumptions 2, 3 and 3 as given and define \( g_n \) as in (19). Suppose that \( v_1, v_2 \in H^n \) are solutions of (7). Then for all \( t \in [0,T], \)

\[
\|v_1(t) - v_2(t)\|_{H^n} \leq K \|v_1(0) - v_2(0)\|_{H^n}.
\]

In particular, if \( v_1(0) = v_2(0) \) then \( v_1 \equiv v_2 \).

**Proof:** Let \( \Delta = v_1 - v_2 \). Clearly

\[
\Delta_t = L_{\partial c} \Delta
\]

and \( \Delta(0) = v_1(0) - v_2(0) \). Apply Proposition 1 with \( \partial c = 0 \) to get

\[
K \|\Delta(t)\|_{H^n}^2 \leq K \|\Delta(t)\|_{H^n}^2.
\]

Gronwall’s inequality then gives the estimate.

All that remains is to show that (7) does indeed have solutions. Here is our result:

**Proposition 2.** Take Assumptions 1, 2 and 3 as given and define \( g_n \) as in (19). For all \( v_0 \in H^n \), with \( n \geq 4 \), there exists a function \( v^* \) with the following properties:

- \( v^* \in L^\infty([0,T];H^n) \) with \( \|v\|_{H^n} \leq K (\|v_0\|_{H^n} + 1) \),
for all $0 \leq n' < n$, $v^* \in C([0,T]; H^{n'})$ with $\|v^*\|_{H^{n'}} \leq K(\|v_0\|_{H^n} + 1)$,

- $v^*(x,0) = v_0$ and

- $v^*(x,t)$ solves (7).

**Remark 6.** This proposition, Corollary (7) and Lemma 4 imply the main result, Theorem 1.

**Proof:** (Proposition 2) We first regularize (7). Let $J_\epsilon \psi := \eta_\epsilon * \psi$ where * is the periodic convolution and $\eta_\epsilon$ is “Evans’ standard mollifier” (9). For utility we record the following properties of $J_\epsilon$:

**Theorem 8.**

1. For all $\epsilon > 0$, $s_1, s_2 \in \mathbb{R}$, $\|J_\epsilon \|_{H^{s_1} \rightarrow H^{s_2}} \leq C(\epsilon, s_1, s_2)$.
2. If $\psi \in H^s$, then $\lim_{\epsilon \rightarrow 0^+} \|J_\epsilon \psi - \psi\|_{H^s} = 0$.
3. For all $\epsilon > 0$, $s \in \mathbb{R}$, $\|J_\epsilon \|_{H^{s} \rightarrow H^{s}} \leq C(s)$. Specifically, $C(s)$ does not depend on $\epsilon$.
4. For all $\epsilon > 0$, $s \in \mathbb{R}$, $(J_\epsilon \psi)_{H^s} = (\psi, J_\epsilon \psi)_{H^s}$.
5. $J_\epsilon \partial_x = \partial_x J_\epsilon$.

Consider now the following regularized initial value problem:

$$v_\epsilon^t = \mathcal{J}_\epsilon \left( a\mathcal{J}_\epsilon v^\epsilon_{xxx} + b\mathcal{J}_\epsilon v^\epsilon_{xx} + c\mathcal{J}_\epsilon v^\epsilon_x + d\mathcal{J}_\epsilon v^\epsilon + \check{e} \right)$$

with

$$v^\epsilon(x,0) = v_0 \in H^n.$$ 

Due to the presence of the mollifiers, the right hand side of (21) defines a Lipschitz map from $H^n$ to itself. Since $\mathcal{J}_\epsilon$ commutes with derivatives, we can rewrite the right hand side of (21) as:

$$\mathcal{J}_\epsilon L_{ab\epsilon\check{a}} \mathcal{J}_\epsilon v^\epsilon + \mathcal{J}_\epsilon \check{e}.$$ 

So we have from the standard existence theory for ODEs on a Banach spaces:

**Lemma 9.** For all $\epsilon > 0$ there exist $T_\epsilon > 0$ and

$$v^\epsilon(x,t) \in C^1([0,T_\epsilon]; H^n)$$

which solves (21) and (22).

Here, $T_\epsilon > 0$ depends, possibly badly, on $\epsilon$. We now prove an analog of Proposition 1 for solutions of (21). Specifically, we have, just as in the proof of Proposition 1

$$\frac{d}{dt}\|v^\epsilon(t)\|_{H^n}^2 = 2 \int_X v^\epsilon \mathcal{J}_\epsilon \left( L_{ab\epsilon\check{a}} \mathcal{J}_\epsilon v^\epsilon \right) dx \quad + \frac{1}{2} \int_X \partial_x v^\epsilon \partial_x (L_{ab\epsilon\check{a}} \mathcal{J}_\epsilon v^\epsilon) \ dx + 2(v^\epsilon(t), \mathcal{J}_\epsilon \check{e}(t))_{H^n}.$$ 

Using the fact that $\mathcal{J}_\epsilon$ is self-adjoint (Theorem 8 part (4)) gives:

$$\frac{d}{dt}\|v^\epsilon(t)\|_{H^n}^2 = 2 \int_X \mathcal{J}_\epsilon v^\epsilon \left( L_{ab\epsilon\check{a}} \mathcal{J}_\epsilon v^\epsilon \right) dx \quad + \frac{1}{2} \int_X \partial_x v^\epsilon \partial_x (L_{ab\epsilon\check{a}} \mathcal{J}_\epsilon v^\epsilon) \ dx + 2(\mathcal{J}_\epsilon v^\epsilon(t), \check{e}(t))_{H^n}.$$
The first term is easily bounded by \( K \| J_{\varepsilon} v\|^2_{H^n} \), since \( n \geq 4 \). We can apply Lemma 5 and the estimate (16) to the second term, with \( \phi = J_{\varepsilon} v\). (The mollifiers were arranged precisely in (21) so that we could do this.) We then have:

\[
\frac{d}{dt} \| v^\varepsilon(t) \|^2_{H^n} \leq K \| J_{\varepsilon} v\|^2_{H^n} + 2(\langle J_{\varepsilon} v\rangle(t), \varepsilon(t))_{H^n}.
\]

Note that the constant \( K \) here (and any such constants which appear below) do not depend on \( \varepsilon \).

Since \( \| J_{\varepsilon} \phi \|^2_{H^n} \leq C(n) \| \phi \|^2_{H^n} \) where \( C(n) \) does not depend on \( \varepsilon \), we have, with the Cauchy-Schwarz inequality:

\[
\| v^\varepsilon(t) \|^2_{H^n} \leq K (\| v^\varepsilon(t) \|^2_{H^n} + \| v^\varepsilon(t) \|^2_{H^n}) \leq K (1 + \| v^\varepsilon(t) \|^2_{H^n}).
\]

Applying Gronwall’s inequality to this gives, for all \( t \in [0, T] \),

\[
(24) \quad \| v^\varepsilon(t) \|^2_{H^n} \leq (1 + \| v_0 \|^2_{H^n})e^{Kt} - 1 \leq K(\| v_0 \|^2_{H^n} + 1).
\]

Thus we have \( \| v^\varepsilon(T) \|^2_{H^n} \leq \infty \). This means that we can continue the solution; we can do so indefinitely given the form of (24). We conclude that, for all \( \varepsilon \),

\[
(25) \quad v^\varepsilon \in C^1([0, T]; H^n).
\]

Which is to say that the solutions \( v^\varepsilon \) all exist for a common time interval.

Since \( n \geq 4 \), we have \( H^n \subset C^3 \). Thus the estimate (24) implies that

\[
\sup_{t \in [0, T]} \| v^\varepsilon(t) \|_{C^3} \leq K(\| v_0 \|^2_{H^n} + 1).
\]

And since \( v^\varepsilon \) solves (21), we have

\[
\sup_{t \in [0, T]} \| v^\varepsilon(t) \|_{C^3} \leq K \sup_{t \in [0, T]} \| v(t) \|_{C^3} \leq K(\| v_0 \|^2_{H^n} + 1).
\]

In particular, there is a constant \( K \) independent of \( \varepsilon \):

\[
\sup_{t \in [0, T]} (\| v^\varepsilon \|_{C^3} + \| v^\varepsilon \|_{C^3}) \leq K(\| v_0 \|^2_{H^n} + 1) \quad \text{and} \quad \sup_{t \in [0, T]} (\| v^\varepsilon \|_{C^3} + \| v^\varepsilon \|_{C^3} \leq K(\| v_0 \|^2_{H^n} + 1).
\]

This implies that \( \{ v^\varepsilon \}_{\varepsilon > 0} \) is a uniformly bounded and equicontinuous family of functions defined for \( (x, t) \in [0, M] \times [0, T] \), \( [0, M] \times [0, T] \in \mathbb{R}^2 \) is compact, and so we apply the Arzela-Ascoli theorem to conclude that there is a function \( v^* \in C([0, M] \times [0, T]) \) and subsequence \( \{ \varepsilon_j \} \) (with \( \lim_{j \to \infty} \varepsilon_j = 0 \)) such that

\[
\lim_{j \to \infty} \| v^{\varepsilon_j} - v^* \|_{C([0, M] \times [0, T])} = \lim_{j \to \infty} \| v^{\varepsilon_j} - v^* \|_{L^\infty} = 0.
\]

We have from interpolation, for all \( n' \in [0, n] \):

\[
(26) \quad \| v^{\varepsilon_j}(t) - v^{\varepsilon_j'}(t) \|_{H^{n'}} \leq \| v^{\varepsilon_j}(t) - v^{\varepsilon_j'}(t) \|_{L^q} \| v^{\varepsilon_j}(t) - v^{\varepsilon_j'}(t) \|_{H^n},
\]

where \( q = 1 - n'/n \) and \( r = n'/n \). The estimate (24) implies that:

\[
\| v^{\varepsilon_j}(t) - v^{\varepsilon_j'}(t) \|_{H^{n'}} \leq K(\| v_0 \|^2_{H^n} + 1)^r \| v^{\varepsilon_j}(t) - v^{\varepsilon_j'}(t) \|_{L^q}.
\]

Since \( [0, M] \) is compact, \( L^\infty \subset L^2 \):

\[
(27) \quad \| v^{\varepsilon_j} - v^{\varepsilon_j'} \|_{H^{n'}} \leq K(\| v_0 \|^2_{H^n} + 1)^r \| v^{\varepsilon_j} - v^{\varepsilon_j'} \|_{L^q}.
\]

Of course, since \( v^{\varepsilon_j} \to v^* \) uniformly, \( \{ v^{\varepsilon_j} \} \) is a Cauchy sequence in the \( C([0, T]; H^{n'}) \) topology. Moreover, we know that for all \( \varepsilon \), \( v^\varepsilon \in C^1([0, T]; H^n) \) by (25). Thus (27)
convergent. Of course, the limit must be \(v^*\). And so, for all \(n \in [0,n']:\)

\[ v^* \in C([0,T]; H^n'). \]

Moreover, since the \(v^t\) are in \(C([0,T]; H^n)\), for each \(t \in [0,T]\) we have \(\{v^t(t)\}\) a bounded sequence in \(H^n\). Thus this sequence has a weak limit in \(H^n\). Call the limit \(v^{**}(t)\). We have \(v^{**} \in L^\infty([0,T]; H^n)\). An elementary argument using the fact that limits are unique shows that \(v^{**} = v^*\). But this then means

\[ v^* \in L^\infty([0,T]; H^n). \]

We claim that \(v^*\) satisfies (7) and (22).

We now prove the extensions.

**Proof:** (Theorem 2) Suppose that

\[ \delta(t) \geq \delta_0 > 0. \]

Follow the proof of Theorem 2 until (23). Then (24) implies

\[
\frac{d}{dt} \|v^t(t)\|_{H^n}^2 - 2 \int_X \frac{3}{2} \delta x \ J_{\varepsilon} v^t \ \delta x (L_{\varepsilon} v^t) \ dx + K (\|v_0\|_{H^n}^2 + 1)
\]

which, upon subtracting from both sides, gives:

\[
\frac{d}{dt} \|v^t(t)\|_{H^n}^2 - 2 \int_X \left( \frac{3}{2} - n \right) a x - \hat{b} \ [\delta x^{n+1} J_{\varepsilon} v^t]^2
\]

\[
\leq 2 \int_X \frac{3}{2} \delta x \ J_{\varepsilon} v^t \ \delta x (L_{\varepsilon} v^t) \ dx - 2 \int_X \left( \frac{3}{2} - n \right) a x - \hat{b} \ [\delta x^{n+1} J_{\varepsilon} v^t]^2 + K (\|v_0\|_{H^n}^2 + 1).
\]

Applying (10) on the right hand side we get:

\[
\frac{d}{dt} \|v^t(t)\|_{H^n}^2 - 2 \int_X \left( \frac{3}{2} - n \right) a x - \hat{b} \ [\delta x^{n+1} J_{\varepsilon} v^t]^2 \leq K (\|v_0\|_{H^n}^2 + 1).
\]

Our choice (19) for \(g_n\) and (20) give:

\[
\frac{d}{dt} \|v^t(t)\|_{H^n}^2 + 2 \delta(t) \int_X a [\delta x^{n+1} J_{\varepsilon} v^t]^2 \leq K (\|v_0\|_{H^n}^2 + 1).
\]

Integrating both sides with respect to time gives us the following estimate:

\[
\|v^t(t)\|_{H^n}^2 + 2 \int_0^t \delta(s) \int_X a(s) [\delta x^{n+1} J_{\varepsilon} v^t(s)]^2 ds \leq K (\|v_0\|_{H^n}^2 + 1).
\]
Thus we have, for all $t \in [0, T]$:

$$\int_0^t \delta(s) \int_X a(s)[\partial_x^{n+1} J_x \nu'(s)]^2 ds \leq K \left( \|v_0\|_{H^n}^2 + 1 \right).$$

Assumption 2 and (29) imply that

$$\int_0^t \|\partial_x^{n+1} J_x \nu'(s)\|_{L^2}^2 ds \leq \frac{1}{\delta_0 a_0} \int_0^t \delta(s) \int_X a(s)[\partial_x^{n+1} J_x \nu'(s)]^2 ds.$$

Thus, for any $\epsilon > 0$:

$$\int_0^T \|\nu'(s)\|_{H^{n+1}}^2 ds \leq \lim_{\epsilon \to 0} \int_0^T \|J_x \nu'(s)\|_{H^{n+1}}^2 ds \leq K \left( \|v_0\|_{H^n}^2 + 1 \right).$$

And so $\{J_x \nu\}$ is a bounded set in $L^2([0, T]; H^{n+1})$. It then has a weakly convergent subsequence, whose limit we call $\nu^{**} \in L^2([0, T]; H^{n+1})$. Given that $\nu_\epsilon \to \nu^*$ strongly in $C([0, T]; H^n)$ when $0 \leq n' < n$, it is straightforward to conclude that $J_x \nu^{**} \to \nu^*$ strongly in $L^2([0, T]; H^{n'})$. Uniqueness of limits thus implies $\nu^* = \nu^{**}$. Thus $\nu^* \in L^2([0, T]; H^{n+1})$. As norms are lower semi-continuous with respect to weak limits we have

$$\lim_{\epsilon \to 0} \int_0^T \|\nu'(s)\|_{H^{n+1}}^2 ds \leq \int_0^T \|\nu'(s)\|_{H^{n+1}}^2 ds \leq K \left( \|v_0\|_{H^n}^2 + 1 \right).$$

All that remains is to show that $\nu^* \in C([0, T]; H^n)$. Since $\nu^* \in L^2([0, T]; H^{n+1})$, we see that for a.e. $t \in [0, T]$, $\nu^*(t) \in H^{n+1}$. Let $\tau > 0$ be such a time. Then we can rerun the existence argument in its entirety using $\nu^*(\tau) \in H^{n+1}$ as the initial condition, but in the smoother space (hence the additional regularity requirements in the statement of Theorem 2). Call this new solution $\nu^*$. By Proposition 2, we have $\nu^* \in C([\tau, T]; H^{n'+1})$ for all $n' \in [0, n)$. By uniqueness, it must be the case that $\nu^* = \nu^*$ for $t \in [\tau, T]$. Lastly, we can conclude that

$$\lim_{\epsilon \to 0^+} \|\nu^* - v_0\|_{H^n} = 0;$$

the details of this step are the same as in the proof of Theorem 18 below. Therefore, we get $\nu^* \in C([0, T]; H^n)$, and since $\tau$ can be taken arbitrarily close to 0, we also have $\nu^* \in C([0, T]; H^{n'+1})$ as claimed. ■

Proof: (Theorem 1) Suppose that

$$\tilde{\delta}(t) = \frac{1}{M} \int_0^M \frac{b(y, t)}{|a(y, t)|} dy = 0.$$ 

The crux of the argument here is that in this case 2 is, for all intents and purposes, reversible. Specifically, suppose that $u(x, t)$ solves 2 with initial conditions $u_0(x)$. Then let $w(x, t) = u(M - x, t_0 - t)$ where $t_0 \in (0, T]$. Then

$$w_t = \bar{a}u_{xxx} - \bar{b}w_{xx} + \bar{c}w_x - \bar{d}w + \bar{e}$$

where $\bar{a}(x, t) = a(M - x, t_0 - t)$, $\bar{b}(x, t) = b(M - x, t_0 - t)$ and so on. Solving 2 for $t$ backwards from $t_0$ is therefore equivalent to solving 31 forward in time. The claim is that 31 meets all the Assumptions, and is thus solvable. Clearly the coefficients on the right hand side of 31 satisfy the regularity requirements.
Likewise it is clear that $\inf_{x \in X} |\bar{a}(x, t)| = \inf_{x \in X} |a(x, t)|$ and so Assumption 2 is also met. Lastly,
\[
\frac{1}{M} \int_0^M \frac{\bar{b}(y, t)}{|\bar{a}(y, t)|} \, dy = \frac{1}{M} \int_0^M \frac{b(M - y, t)}{|a(M - y, t)|} \, dy = \frac{1}{M} \int_0^M \frac{b(y, t)}{|a(y, t)|} \, dy = 0.
\]
Thus Assumption 3 is met, and so we apply Theorem 1 to get solutions of (31). In combination with the energy estimates we have, the reversibility implies $u \in C([0, T]; H^n)$; we omit the argument at present, as it is essentially the same as the argument in the proof of Theorem 1 below.

2.5. **Ill-posedness when $\bar{\delta} < 0$**. Let us define $L$ as:
\[
Lu := a(x) u_{xxx} + \bar{\delta} u_{xx} + c(x) u_x + d(x) u.
\]
We have:

**Theorem 10.** Suppose that $a$, $b$, $c$ and $d$ are in $C^\infty(X)$. If
\[
\inf_{x \in X} a(x) = a_0 > 0 \quad \text{and} \quad \bar{\delta} = \frac{1}{M} \int_0^M \frac{b(y)}{a(y)} \, dy \neq 0
\]
then there is a sequence of eigenvalues $\{\lambda_j\}_{j \in \mathbb{N}}$ of $L$ for which
\[
\lim_{j \to \infty} -\bar{\delta} \Re(\lambda_j) = +\infty.
\]
Notice that if $\bar{\delta} < 0$ then this proposition implies that $L$ has eigenvalues with arbitrarily large real part. And thus $u_t = Lu$ is ill-posed.

**Proof:** We treat the special case when $\bar{\delta} = 1 /
\[
Lu = u_{xxx} + \delta u_{xx} + c(x) u_x + d(x) u.
\]
The general case follows by a change of variables, which we postpone for the moment. This portion of the proof is similar to the proof that uniformly elliptic operators have eigenvalues which tend to infinity in [9]. Note that we are viewing $L$ as an unbounded linear operator from $L^2$ to itself whose domain is $H^3$.

First we claim that $L$ has a sequence of eigenvalues $\{\lambda_j\}_{j \in \mathbb{N}}$ for which
\[
\lim_{j \to \infty} |\lambda_j| = \infty.
\]
Since we are working on the periodic interval, $L$ is a relatively compact perturbation of $\partial_x^3$. Thus we have $\sigma_{ess}(L) = \sigma_{ess}(\partial_x^3) = \{\}$. This implies that the resolvent set of $L$ is nonempty. Let $\omega$ be a point in the resolvent. Let $K = (L - \omega)^{-1}$. We have $K$ is bounded linear map from $L^2$ to $H^3$. The Rellich-Kondrachov theorem implies that $H^3$ is compactly embedded in $L^2$, and thus we conclude $K$ is a compact map from $L^2$ to itself. This implies that $K$ has a sequence of non-zero eigenvalues $\{\mu_j\}_{j \in \mathbb{N}}$ for which $\lim_{j \to \infty} \mu_j = 0$. Since $K$ is bounded from $L^2$ to $H^3$ we have functions $u_j \in H^3$ so that $K u_j = \mu_j u_j$. Since $K = (L - \omega)^{-1}$ a short calculation shows
\[
Lu_j = \left(\omega + \frac{1}{\mu_j}\right) u_j.
\]

\footnote{We take smooth periodic coefficients here for simplicity.}
Thus $\lambda_j = \omega + \frac{1}{\mu_j}$ is an eigenvalue of $L$. Since the $\mu_j$ tend to zero, the $|\lambda_j|$ tend to infinity. Thus the claim is shown.

Next, let $u$ and $\lambda$ be an eigenfunction/eigenvalue pair for $L$, with $\|u\|_{L^2} = 1$. Since $Lu = \lambda u$ we have

$$\lambda = \int_X Lu(x) \bar{u}(x) dx = \int_X (u_{xxx} + \bar{\delta} u_{xx} + c(x) u_x + d(x) u) \bar{u} dx. \tag{32}$$

Now, by integration by parts, $\int_X u_{xxx} \bar{u} dx = -\int_X u \bar{u}_{xxx} dx$. This implies that $\Re \int_X u_{xxx} \bar{u} dx = 0$. Likewise, integration by parts shows $\int_X \bar{\delta} u_{xx} \bar{u} dx = -\bar{\delta} \|u_x\|_{L^2}^2$. And so taking the real part of (32) gives:

$$\Re(\lambda) = -\bar{\delta}\|u_x\|_{L^2}^2 + \Gamma \tag{33}$$

where

$$\Gamma := \Re \left[ \int_X (c(x) u_x + d(x) \bar{u}) dx \right].$$

A straightforward calculation shows

$$|\Gamma| \leq K\|u\|_{L^2}^2 = K$$

where $K > 0$ depends only on $c$ and $d$. Notice that (33) implies, when $\bar{\delta} < 0$ that $\Re(\lambda) \geq -K$ for some constant $K$ which depends only on $c$ and $d$. On the other hand if $\bar{\delta} > 0$ then we have $\Re(\lambda) \leq K$. Which is to say

$$\delta \Re(\lambda) \leq |\delta| K. \tag{34}$$

for all eigenvalues $\lambda$. Solving (33) for $\|u_x\|_{L^2}$ gives:

$$\|u_x\|_{L^2} = -\bar{\delta}^{-1} (\Re(\lambda) - \Gamma) \leq k_1|\Re(\lambda)| + k_2 \tag{35}$$

for positive constants $k_1$ and $k_2$ which do not depend on $\lambda$.

Taking imaginary parts of (32) gives:

$$\Im(\lambda) = \int_X u_{xxx} \bar{u} dx + \Omega$$

where

$$\Omega = \Im \left[ \int_X (c(x) u_x + d(x) \bar{u}) dx \right].$$

One can show that using the Cauchy-Schwarz inequality that:

$$\Omega \leq K\|u_x\|_{L^2}\|u\|_{L^2} = K\|u_x\|_{L^2}. \tag{36}$$

where $K$ depends only on $c$.

An integration by parts and Cauchy-Schwarz give

$$\int_X u_{xxx} \bar{u} dx = -\int_X u_{xx} u_x dx \leq \|u_{xx}\|_{L^2}\|u_x\|_{L^2}. \tag{37}$$

So we have

$$|\Im(\lambda)| \leq (\|u_{xx}\|_{L^2} + K)\|u_x\|_{L^2}. \tag{38}$$

Using (35) gives:

$$|\Im(\lambda)| \leq (\|u_{xx}\|_{L^2} + K)\sqrt{k_1|\Re(\lambda)| + k_2}. \tag{39}$$
Now, since $Lu = \lambda u$ we have
\[
\lambda \int_X u \bar{u}_{xx} \, dx = \int_X \left( u_{xxx} + \delta u_{xx} + c(x)u_x + d(x)u \right) \bar{u}_{xx} \, dx.
\]
An integration by parts shows that the left hand side equals $-\lambda \|u_x\|_{L^2}^2$. Therefore we have, after a rearrangement of terms:
\[
\delta \|u_{xx}\|_{L^2}^2 = -\lambda \|u_x\|_{L^2}^2 - \int_X \left( u_{xxx} + c(x)u_x + d(x)u \right) \bar{u}_{xx} \, dx.
\]
Integration by parts shows that $\Re \int_X u_{xxx} \bar{u}_{xx} \, dx = 0$. Taking the real part of the last equation then gives
\[
\delta \|u_{xx}\|_{L^2}^2 = -\Re(\lambda) \|u_x\|_{L^2}^2 + \Theta
\]
with
\[
\Theta := -\Re \left[ \int_X (c(x)u_x + d(x)u) \bar{u}_{xx} \, dx \right].
\]
Integration by parts shows that
\[
|\Theta| \leq K (\|u_x\|_{L^2}^2 + 1)
\]
where $K > 0$ depends on $c$ and $d$.

\[
\|u_{xx}\|_{L^2}^2 = -\delta^{-1}\Re(\lambda) \|u_x\|_{L^2}^2 + \delta^{-1}\Theta
\]
and using the estimate on $\Theta$ and also (35) we get:
\[
(37) \quad \|u_{xx}\|_{L^2}^2 \leq k_3 \Re(\lambda)^2 + k_4
\]
for positive constants $k_3$ and $k_4$ which do not depend on $\lambda$. Inserting this into (36) gives
\[
(38) \quad |\Im(\lambda)| \leq \left( \sqrt{k_3 \Re(\lambda)^2 + k_4} + K \right) \sqrt{k_1 |\Re(\lambda)| + k_2}.
\]
Now suppose that $\delta < 0$. Then (34) tells us that $\Re(\lambda) \geq -K < 0$. This, with (38) implies that all the eigenvalues of $L$ are in the set
\[
\Sigma := \left\{ \zeta = x + iy \in \mathbb{C} : x > -K \text{ and } |y| \leq \left( \sqrt{k_3 x^2 + k_4} + K \right) \sqrt{k_1 |x| + k_2} \right\}
\]
But we also know that there is a sequence of eigenvalues of $L$ for which $|\lambda| \to \infty$. A sequence which diverges to infinity with $\Sigma$ must have $\Re(\lambda) \to +\infty$. The situation when $\delta > 0$ is similar.

Thus we have shown our result for the case when $a = 1$ and $b(x) = \delta$. A change of variables much like the one we used in the study of (2) will allow us to reduce the general case to this one, though there is one wrinkle. First set
\[
\xi(x) = \int_0^x a^{-1/3}(y) \, dy.
\]
so that $d\xi/dx = a^{-1/3}(x)$. By assumption that $a \geq a_0$ we see that $\xi$ is a strictly increasing function, and thus invertible. Then define $\tilde{v}(\eta)$ by $u(x) = \tilde{v}(\xi(x))$. A tedious but routine calculation shows that
\[
Lu = a(x) (\xi')^3 \tilde{v}_{\eta\eta\eta} + \left( 3a(x)\xi'\xi'' + b(x)(\xi')^2 \right) \tilde{v}_{\eta\eta} + c_1(\eta)\tilde{v}_\eta + d_1(\eta)\tilde{v}.
\]
Formulae for the functions $c_1$ and $d_1$ are omitted, as they are complicated and not useful.
Our choice for $\xi$ was made so that $a(x)(\xi')^3 = 1$. Likewise 

$$(3a(x)\xi'' + b(x)(\xi')^2) = a^{-2/3}(x)(b(x) - a'(x)) =: B(\eta).$$

Observe that 

$$\int_0^{\tilde{M}} B(\eta) d\eta = \int_0^{M} B(\xi(x)) \xi'(x) dx.$$ 

Here $\tilde{M} = \xi^{-1}(M)$. Since $\xi$ is increasing, $\tilde{M} > 0$. And thus 

$$\int_0^{\tilde{M}} B(\eta) d\eta = \int_0^{M} a^{-2/3}(x)(b(x) - a'(x)) a^{-1/3}(x) dx \quad = \int_0^{M} \left( \frac{b(x)}{a(x)} - \frac{a'(x)}{a(x)} \right) dx = M\tilde{\delta}.$$ 

For this reason, set $\tilde{B} = \frac{M}{\tilde{M}} \tilde{\delta}$. $\tilde{B}$ has the same sign as $\tilde{\delta}$. Define 

$$\tilde{L}\tilde{v} := \tilde{v}_{\eta\eta\eta} + B(\eta)\tilde{v}_{\eta\eta} + c_1(\eta)\tilde{v}_\eta + d_1(\eta)\tilde{v}.$$ 

Since $\tilde{L}$ is obtained from $L$ by a change of variables, clearly they have the same eigenvalues. Following (19), let $\tilde{v} = gv$ where 

$$g = \exp \left( -\frac{1}{3} \int_0^{x} (B(s) - \tilde{B}) ds \right).$$ 

A quick calculation shows that if $\tilde{L}\tilde{v} = \lambda \tilde{v}$ then 

$$v_{\eta\eta\eta} + \frac{M}{\tilde{M}} \tilde{\delta} v_{\eta\eta} + c_2(\eta)v_\eta + d_2(\eta)v = \lambda v$$

where $c_2$ and $d_2$ are functions whose formulae we omit. The operator on the left hand side is exactly of the form we first studied in the proof. Since $\frac{M}{\tilde{M}} \tilde{\delta}$ has the same sign as $\tilde{\delta}$, we are done.

3. Well-posedness of the $K(2, 2)$ IVP

Recall that the $K(2, 2)$ equation (1) is: 

$$u_t = 2uu_{xxx} + 6u_xu_{xx} + 2uu_x.$$ 

In this section we prove that this is well-posed for uniformly positive $H^n$ initial data on the periodic interval $X$. The method mirrors that which worked for (2). Specifically, we change variables and then prove energy estimates. For the linear equation (2) the change of variables was linear, and was given by (6) and (19). It turns out that applying (6) and (19) to a solution $u$ of (1) does in fact lead to a new formulation for (1) in which one can prove a priori estimates on the $H^n$ norm. This is done as follows. Formally, (19) is an equation of the form (2) with $a = 2u$, $b = 6u_x$ and $c = 2u$. Inserting these choices for $a$ and $b$ into (19) yields:

$$g_n(x, t) := (2u(x, t))^{1/2-n/3} \exp \left[ -\frac{1}{3} \int_0^{x} \left( \frac{6u_x(y, t)}{2u(y, t)} - \tilde{\delta}(t) \right) dy \right]$$

 disguise.
where \( \delta(t) = \frac{1}{M} \int_0^M \frac{6u_x(y, t)}{2u(y, t)} \, dy \), as in Assumption 3. Now, \( u_x/u = \partial_x(\ln(u)) \) and we are assuming \( u \) is periodic and bounded away from zero. Thus we have \( \delta(t) = 0 \). With this, we can evaluate \( g_n \) above to get:

\[
g_n(x, t) = C(t)u^{-1/2 - n/3}
\]

for a function \( C(t) \) which does not depend on \( x \). For simplicity we take \( C(t) = 1 \). Following (6), we set \( w = u/g_n \). All together, this suggests that changing variables in (1) via

\[
w(x, t) := [u(x, t)]^{\frac{1}{n+2n}}
\]

will lead to estimates on the \( H^n \) norm of \( w \). And so we set

\[
\beta := \frac{6}{9 + 2n}
\]

and define \( w \) as

\[
u = u^\beta.
\]

Note that for \( n \geq 0 \), \( \beta \in (0, 1) \). This nonlinear change of variables is completely modified in proving existence of solutions. It is worth remarking that while the linear estimates provided a roadmap for finding this change of variables, our nonlinear results do not rely on the results from the previous section.

The definition of \( w \) implies:

\[
\begin{align*}
u_x &= \beta w^{\beta - 1} w_x, \\
u_{xx} &= \beta(\beta - 1)w^{\beta - 2}w_x^2 + \beta w^{\beta - 1}w_{xx}, \\
u_{xxx} &= \beta(\beta - 1)(\beta - 2)w^{\beta - 3}w_x^3 + 3\beta(\beta - 1)w^{\beta - 2}w_xw_{xx} + \beta w^{\beta - 1}w_{xxx}.
\end{align*}
\]

Since \( \beta \in (0, 1) \), there are negative powers of \( u \) in the above formulae. Nevertheless, so long as \( u \) is bounded away from zero, \( u \) and \( w \) live in the same \( H^n \) spaces. Specifically:

**Lemma 11.** Let \( T > 0 \) be given. Let \( s \in \mathbb{N} \) such that \( s \geq 1 \) be given. Assume that \( u \) is bounded uniformly away from zero. Then, \( u \in C([0, T]; H^s) \) if and only if \( w \in C([0, T]; H^s) \).

This lemma shows that in order to show existence of solutions for the initial value problem for \( K(2, 2) \), it is sufficient to show that the initial value problem for \( w \) is solvable.

**Proof:** We will only prove the backward direction of the implication; the proof of the forward implication is the same. Since \( u \) is bounded uniformly away from zero, \( w \) is also bounded uniformly away from zero. Let \( \bar{c} > 0 \) be given such that for all \( x \in X \) and for all \( t \in [0, T] \), we have \( w(x, t) > \bar{c} \).

Since \( w \in C([0, T]; H^s) \) with \( s \geq 1 \), by Sobolev imbedding we see \( w \in C(X \times [0, T]) \), and therefore \( u = w^\beta \in C(X \times [0, T]) \). This clearly implies \( u \in C([0, T]; L^2) \). Since \( w(x, t) > \bar{c} > 0 \) for all \( x \) and \( t \), we also have that \( w^{\beta - 1} \in C(X \times [0, T]) \).

Since \( w \in C([0, T]; H^s) \), we have \( w_x \in C([0, T]; H^{s-1}) \subseteq C([0, T]; L^2) \). Multiplying, we see that \( w^{\beta - 1}w_x \in C([0, T]; L^2) \), so \( u_x \in C([0, T]; L^2) \), and therefore, \( u \in C([0, T]; H^1) \).

If \( s \geq 2 \), then similarly, \( w^{\beta - 1}w_{xx} \in C([0, T]; H^{s-2}) \subseteq C([0, T]; L^2) \). Because \( w(x, t) > \bar{c} > 0 \) for all \( x \) and \( t \), we have that \( w^{\beta - 2} \) is continuous on \( X \times [0, T] \). By the Sobolev algebra property, \( w_x^2 \in C([0, T]; H^{s-1}) \), and therefore \( w^{\beta - 2}w_x^2 \in C([0, T]; H^{s-1}) \subseteq C([0, T]; L^2) \). From the above formula for \( u_{xx} \), this implies \( u_{xx} \in C([0, T]; H^2) \).
We can continue in this manner for larger \( s \); this completes the proof.

Now, we derive the evolution equation for \( w \). Using (1) together with the definition of \( w \), we have

\[
u_t = \beta w^{\beta-1} w_t = 2w_{xxx} + 6u_x u_{xx} + 2u w_x.
\]

We plug in the above formulas for \( u \) and its first three derivatives, and solve for \( w_t \), finding the following:

\[
w_t = 2w^3 w_{xxx} + (12\beta - 6)w^{\beta-1} w_x w_{xx} + (\beta - 1)(8\beta - 4)w^{\beta-2} w_x^3 + 2w^3 w_x.
\]

We consider this equation with the initial data

\[
w(x,0) = w_0(x).
\]

For \( n \in \mathbf{N} \) with \( n \geq 4 \), and for some positive constant \( a_0 \), we assume (similarly as in Assumption 2) the following:

\[
w_0 \in H^n \quad \text{and} \quad w_0(x) \geq a_0, \quad \text{for all} \ x \in X.
\]

The \( K(2,2) \) equation has the following conserved quantities:

\[
\int_X u^3(x,t) \, dx, \quad \int_X u(x,t) \, dx.
\]

The estimates we will be making can be viewed as generalizing the first of these. In particular, we view the first of these conserved quantities as being a conservation law for the \( L^2 \) norm of \( u^{3/2} \); notice that in the case \( n = 0 \), we have \( \beta = 2/3 \), so \( w = u^{3/2} \). For larger values of \( n \), we find that different powers of \( u \) can be used to find a short-time estimate in \( H^n \).

3.1. **Uniqueness and continuous dependence for \( K(2,2) \).** In this section we begin with a continuous dependence result in \( L^2 \). Uniqueness and continuous dependence in more regular spaces will be a corollary of this first result. Since we are making estimates in \( L^2 \), we choose \( \beta \) accordingly. Setting \( n = 0 \) in (40) gives

\[
\beta = 2/3
\]

and we take this value for \( \beta \) throughout this subsection.

**Theorem 12.** Let \( w_1 \) and \( w_2 \) be solutions of (41), with \( w_1(x,0) = w_0(x) \) and \( w_2(x,0) = \tilde{w}_0(x) \), with both of these pieces of initial data satisfying (43). Assume that there exists \( T > 0 \) such that \( w_1 \in L^\infty([0,T];H^n) \) and \( w_2 \in L^\infty([0,T];H^n) \). Assume also that for all \( t \in [0,T] \), and for all \( x \in X \), we have \( w_1(x,t) > a_0/2 \) and \( w_2(x,t) > a_0/2 \). Then there exists \( c > 0 \) such that for all \( t \in [0,T] \),

\[
\|w_1(\cdot,t) - w_2(\cdot,t)\|_{L^2}^2 \leq \left( \|w_0 - \tilde{w}_0\|_{L^2}^2 \right) e^{ct}.
\]

**Proof:** Define

\[
E_d(t) = \frac{1}{2} \int_X (w_1(x,t) - w_2(x,t))^2 \, dx.
\]

Differentiating with respect to time, we find

\[
\frac{dE_d}{dt} = \int_X (w_1 - w_2)(w_1,t - w_2,t) \, dx.
\]

We plug in from the evolution equation:

\[
\frac{dE_d}{dt} = A_1 + A_2 + A_3 + A_4,
\]

\[
x, t > 0,
\]

\[
A_1 \leq 2\|w_0 - \tilde{w}_0\|_{L^2}^2,
\]

\[
A_2 \leq 2\|w_0 - \tilde{w}_0\|_{L^2}^2,
\]

\[
A_3 \leq 2\|w_0 - \tilde{w}_0\|_{L^2}^2,
\]

\[
A_4 \leq 2\|w_0 - \tilde{w}_0\|_{L^2}^2.
\]

Therefore,

\[
\frac{dE_d}{dt} \leq 4\|w_0 - \tilde{w}_0\|_{L^2}^2.
\]

Since \( E_d(0) = 0 \), we have \( E_d(t) \leq 4\|w_0 - \tilde{w}_0\|_{L^2}^2 e^{ct} \), as desired.
where
\[ A_1 = \int_X 2(w_1 - w_2)(w_1^\beta w_{1,xxx} - w_2^\beta w_{2,xxx}) \, dx, \]
\[ A_2 = \int_X (12\beta - 6)(w_1 - w_2)(w_1^{\beta-1}w_{1,x}w_{1,xx} - w_2^{\beta-1}w_{2,x}w_{2,xx}) \, dx, \]
\[ A_3 = \int_X (\beta - 1)(8\beta - 4)(w_1 - w_2)(w_1^{\beta-2}w_{1,x}^3 - w_2^{\beta-2}w_{2,x}^3) \, dx, \]
and
\[ A_4 = \int_X 2(w_1 - w_2)(w_1^\beta w_{1,x} - w_2^\beta w_{2,x}) \, dx. \]

We begin by adding and subtracting in \( A_1 \):
\[ A_1 = \int_X 2(w_1 - w_2)(w_1^\beta w_{1,xxx} - w_2^\beta w_{2,xxx}) \, dx \]
\[ + \int_X 2(w_1 - w_2)(\widehat{w}_2^\beta)(w_{1,xxx} - w_{2,xxx}) \, dx =: B_1 + B_2. \]

On the domain of interest, the function \( g(z) = z^\beta \) is Lipschitz continuous, so we have
\[ B_1 \leq cE_d. \]

For \( B_2 \), we integrate by parts:
\[ B_2 = -\int_X 2(w_1 - w_2)(w_2^\beta)(w_{1,xxx} - w_{2,xxx}) \, dx \]
\[ - \int_X 2\beta(w_1 - w_2)(w_2^{\beta-1}w_{2,x})(w_{1,xx} - w_{2,xx}) \, dx. \]

We recognize that the first term on the right-hand side includes a perfect derivative, and we integrate by parts again:
\[ B_2 = \int_X \beta(w_2^{\beta-1}w_{2,x})(w_{1,x} - w_{2,x})^2 \, dx \]
\[ - \int_X 2\beta(w_1 - w_2)(w_2^{\beta-1}w_{2,x})(w_{1,xx} - w_{2,xx}) \, dx. \]

We integrate the second term on the right-hand side by parts:
\[ B_2 = \int_X 3\beta(w_2^{\beta-1}w_{2,x})(w_{1,x} - w_{2,x})^2 \, dx \]
\[ + \int_X 2\beta(w_1 - w_2)(w_2^{\beta-1}w_{2,x})_x(w_{1,x} - w_{2,x}) \, dx. \]

For the second term on the right-hand side, we again notice a perfect derivative, and integrate by parts:
\[ B_2 = \int_X 3\beta(w_2^{\beta-1}w_{2,x})(w_{1,x} - w_{2,x})^2 \, dx - \int_X \beta(w_2^{\beta-1}w_{2,x})_{xx}(w_1 - w_2)^2 \, dx. \]

We now consider \( A_2 \). To begin, we add and subtract:
\[ A_2 = \int_X (12\beta - 6)(w_1 - w_2)(w_1^{\beta-1}w_{1,x} - w_2^{\beta-1}w_{2,x})w_{1,xx} \, dx \]
\[ + \int_X (12\beta - 6)(w_1 - w_2)(w_2^{\beta-1}w_{2,x})(w_{1,xx} - w_{2,xx}) \, dx =: B_3 + B_4. \]
To estimate $B_3$, we add and subtract once more:

$$B_3 = \int_X (12\beta - 6)(w_1 - w_2)(w_1^{\beta-1} - w_2^{\beta-1})w_{1,x}w_{1,xx} \, dx$$

$$+ \int_X (12\beta - 6)(w_1 - w_2)(w_2^{\beta-1})(w_{1,x} - w_{2,x})w_{1,xx} \, dx.$$  

For the second term on the right-hand side, we recognize the presence of a perfect derivative, and we integrate by parts:

$$B_3 = \int_X (12\beta - 6)(w_1 - w_2)(w_1^{\beta-1} - w_2^{\beta-1})w_{1,x}w_{1,xx} \, dx$$

$$- \int_X (6\beta - 3)(w_2^{\beta-1}w_{1,xx})_x(w_1 - w_2)^2 \, dx.$$  

Using the uniform bounds, and the fact that the function $g(z) = z^{\beta-1}$ is Lipschitz on the relevant domain, we find

$$B_3 \leq cE_d.$$

For $B_4$, we integrate by parts:

$$B_4 = -\int_X (12\beta - 6)(w_2^{\beta-1}w_{2,x})(w_{1,x} - w_{2,x})^2 \, dx$$

$$- \int_X (12\beta - 6)(w_1 - w_2)(w_2^{\beta-1}w_{2,x})_x(w_{1,x} - w_{2,x}) \, dx.$$  

For the second term on the right-hand side, we recognize a perfect derivative and we integrate by parts:

$$B_4 = -\int_X (12\beta - 6)(w_2^{\beta-1}w_{2,x})(w_{1,x} - w_{2,x})^2 \, dx$$

$$+ \int_X (6\beta - 3)(w_2^{\beta-1}w_{2,x})_{xx}(w_1 - w_2)^2 \, dx.$$  

Now, since we have $\beta = 2/3$, and if we add $A_1 + A_2$, there is an important cancellation, and we find

$$A_1 + A_2 = B_1 + B_2 + B_3 + B_4 \leq cE_d.$$  

We can continue in the same manner (adding and subtracting, recognizing perfect derivatives, and integrating by parts), and we will find

$$A_3 \leq cE_d, \quad A_4 \leq cE_d.$$  

Altogether, we have found

$$\frac{dE_d}{dt} \leq cE_d.$$  

This clearly implies

$$E_d(t) \leq E_d(0)e^{ct}.$$  

This completes the proof of the lemma. 

We can use this result to prove uniqueness, and we can also use it to get continuous dependence on the initial data in more regular spaces.
Corollary 13. Let \( w_1 \) and \( w_2 \) be solutions of \((41)\), with \( w_1(x,0) = w_0(x) \) and \( w_2(x,0) = \tilde{w}_0(x) \), with the initial data satisfying \((43)\). Assume that there exists \( T > 0 \) such that \( w_1 \in L^\infty([0,T];H^n) \) and \( w_2 \in L^\infty([0,T];H^n) \). Assume also that for all \( t \in [0,T] \), and for all \( x \in X \), we have \( w_1(x,t) > a_0/2 \) and \( w_2(x,t) > a_0/2 \). Let \( n' \) be given such that \( 0 \leq n' < n \). Then, there exists a constant \( C > 0 \) such that for all \( t \in [0,T] \),

\[
\|w_1(\cdot,t) - w_2(\cdot,t)\|_{H^{n'}} \leq C\|w_0 - \tilde{w}_0\|_{L^2}^{1-n'/n}.
\]

**Proof:** This is a straightforward combination of Theorem 12 and the Sobolev interpolation inequality used in (26). This completes the proof.

Corollary 14. Let \( w_1 \) and \( w_2 \) be solutions of \((41)\), with \( w_1(x,0) = w_0(x) \) and \( w_2(x,0) = \tilde{w}_0(x) \), with the initial data satisfying \((43)\). Assume that there exists \( T > 0 \) such that \( w_1 \in L^\infty([0,T];H^n) \) and \( w_2 \in L^\infty([0,T];H^n) \). Assume also that for all \( t \in [0,T] \), and for all \( x \in X \), we have \( w_1(x,t) > a_0/2 \) and \( w_2(x,t) > a_0/2 \). If \( w_0 = \tilde{w}_0 \), then for all \( t \in [0,T] \), \( w_1(\cdot,t) = w_2(\cdot,t) \).

**Proof:** This follows immediately from Theorem 12.

Remark 7. In light of Lemma 11, the uniqueness and continuous dependence theorems we have proved for \( w \) also give uniqueness and continuous dependence results for solutions of the original \( K(2,2) \) equation, (1).

3.2. **Existence of solutions for \( K(2,2) \).** We now need to work in the regularity space of the initial data, \( H^n \). Recall \( n \in \mathbb{N} \), and \( n \geq 4 \). Take \( \beta \) as in (40), that is \( \beta = \frac{6}{2n+9} \).

We introduce a mollified version of (14). Specifically take \( \mathcal{J}_\epsilon \), for \( \epsilon > 0 \), to be the same mollifier as was described in Theorem 8. Our mollified equation is

\[
w_\epsilon' = \mathcal{J}_\epsilon \left[ 2(\mathcal{J}_\epsilon w^\tau)^\beta (\mathcal{J}_\epsilon w^\tau x_{xx}) + (12\beta - 6)(\mathcal{J}_\epsilon w^\tau)^{\beta-1}(\mathcal{J}_\epsilon w^\tau x_{x})^2 (\mathcal{J}_\epsilon w^\tau x_{x}) 
+ (\beta - 1)(8\beta - 4)(\mathcal{J}_\epsilon w^\tau)^{\beta-2}(\mathcal{J}_\epsilon w^\tau x_{x})^3 
+ 2(\mathcal{J}_\epsilon w^\tau)^\beta (\mathcal{J}_\epsilon w^\tau x_{x}) \right].
\]

This evolution equation is taken with the initial condition

\[(45)\quad w^\tau(x,0) = w_0(x),\]

where \( w_0 \in H^n \) and there exists \( a_0 > 0 \) such that for all \( x \in X \), \( w_0(x) > a_0 \). We will seek solutions of this initial value problem which satisfy at positive times \( t \) the condition

\[(46)\quad w^\tau(x,t) > \frac{a_0}{2} \text{ for all } x \in X.\]

Given \( w_0 \in H^n \) which satisfies the condition \( w_0(x) > a_0 \) for all \( x \in X \), we define an open set \( \mathcal{O} \subset H^n \) such that \( w_0 \in \mathcal{O} \). Specifically

\[
\mathcal{O} := \left\{ f \in H^n : \|f\|_{H^n} < 2\|w_0\|_{H^n} \text{ and, for all } x \in X, \ |f(x)| > \frac{a_0}{2} \right\}.
\]

The following existence result is a direct application of the Picard theorem, and we note it without further proof.
Lemma 15. For any $\epsilon > 0$, there exists $T_\epsilon > 0$ such that there exists $w^\epsilon(x,t) \in C^1([-T_\epsilon,T_\epsilon];\mathcal{O})$ such that $w^\epsilon$ is a solution of the initial value problem \((44),\) \((45)\).

Remark 8. To be clear, for all $t \in [-T_\epsilon,T_\epsilon]$, since $w^\epsilon(\cdot,t) \in \mathcal{O}$, the solution $w^\epsilon$ satisfies the condition \((46)\).

The time of existence in Lemma 15 depends badly on $\epsilon$. In order to remove this dependence, we will perform an $H^n$ energy estimate for this equation; this will allow us to use the continuation theorem for autonomous differential equations.

Our energy is the following:

$$E(t) = \frac{1}{2} \int_X (w^\epsilon)^2 \, dx + \frac{1}{2} \int_X (\partial^n w^\epsilon)^2 \, dx := E_0 + E_n.$$  

Since we are estimating $w^\epsilon$ in $H^n$, it will be helpful to apply $n$ spatial derivatives to \((44)\):

$$\partial^n w^\epsilon = J_x \left[ 2(\mathcal{J}_x w^\epsilon)^3 \partial^n J_x w^\epsilon + (12\beta + 2\beta n - 6)(\mathcal{J}_x w^\epsilon)^{\beta - 1}(\mathcal{J}_x w^\epsilon_2)\partial^{n+2} J_x w^\epsilon \\
+ F_1(\mathcal{J}_x w^\epsilon)\partial^{n+1} J_x w^\epsilon + F_2(\mathcal{J}_x w^\epsilon) \right].$$

Formulas and estimates for $F_1$ and $F_2$ are the subject of the next subsection.

3.2.1. The Lower-Order Terms. The formula for $F_1$ is

$$F_1(\mathcal{J}_x w^\epsilon) = 2 \binom{n}{2} \left( (\mathcal{J}_x w^\epsilon)^3 \right)_{xx} + (12\beta - 6)(\mathcal{J}_x w^\epsilon)^{\beta - 1}(\mathcal{J}_x w^\epsilon_2) + (12\beta - 6)n \partial_x ((\mathcal{J}_x w^\epsilon)^{\beta - 1} J_x w^\epsilon_2) + 3(\beta - 1)(8\beta - 4)(\mathcal{J}_x w^\epsilon)^{\beta - 2}(J_x w^\epsilon_2)^2 + 2(\mathcal{J}_x w^\epsilon)^{\beta}.$$  

Upon expanding the various derivatives in the above formula, we find

$$F_1 = d_1 (\mathcal{J}_x w^\epsilon)^{\beta - 2}(\mathcal{J}_x w^\epsilon_2)^2 + d_2 (\mathcal{J}_x w^\epsilon)^{\beta - 1}(\mathcal{J}_x w^\epsilon_2)xx + 2(\mathcal{J}_x w^\epsilon)^{\beta},$$

for some constants $d_1$ and $d_2$.

Recall that we are considering $w^\epsilon$ such that for all $x$ and $t$, $w^\epsilon(x,t) > 0$. Since $\mathcal{J}_x$ is an averaging operator, for any $z \in X$ and for any $t$ we have $\inf_{x \in X} w^\epsilon(x,t) \geq J_x w^\epsilon(z,t)$, and therefore

$$\left\| \frac{1}{\mathcal{J}_x w^\epsilon(z)} \right\|_{L^\infty} \leq \left\| \frac{1}{w^\epsilon} \right\|_{L^\infty}.$$  

Since $\beta < 1$, we have $\beta - 1 < 0$, and $\beta - 2 < 0$, and so on. We then estimate, for instance,

$$|\mathcal{J}_x w^\epsilon|^{\beta - 1} \leq \left\| \frac{1}{w^\epsilon} \right\|_{L^\infty}^{1 - \beta}.$$  

We estimate other negative powers of $\mathcal{J}_x w^\epsilon$ in the same way.

We therefore have the following bounds for $F_1$:

$$|F_1|_{L^\infty} \leq \gamma_1 \left( \left\| \frac{1}{w^\epsilon} \right\|_{L^\infty} \right) \left( \|w^\epsilon\|^2_L + \|w^\epsilon\|_{L^2}^{\beta} \right) \leq \gamma_1 \left( \left\| \frac{1}{w^\epsilon} \right\|_{L^\infty} \right) \left( E + E^{\beta/2} \right),$$
For ease of estimating, it is helpful to rewrite this using the product rule:

\[
F = 2(\mathcal{J}_x w^r)^\beta (\mathcal{J}_x w^r_{xxx}) + (12\beta - 6)(\mathcal{J}_x w^r)^{\beta-1}(\mathcal{J}_x w^r_x)(\mathcal{J}_x w^r_x)
+ (\beta - 1)(8\beta - 4)(\mathcal{J}_x w^r)^{\beta-2}(\mathcal{J}_x w^r_x)^2 + 2(\mathcal{J}_x w^r)^\beta (\mathcal{J}_x w^r_x)
- 2(\mathcal{J}_x w^r)^\beta \partial_{x}^{n+3} \mathcal{J}_x w^r
+ (12\beta + 2\beta n - 6)(\mathcal{J}_x w^r)^{\beta-1}(\mathcal{J}_x w^r_x)\partial_{x}^{n+2} \mathcal{J}_x w^r
+ F_1[\mathcal{J}_x w^r]\partial_{x}^{n+1} \mathcal{J}_x w^r
\]

For ease of estimating, it is helpful to rewrite this using the product rule:

\[
F_2[\mathcal{J}_x w^r] = 2 \sum_{k=3}^{n} \binom{n}{k} \left( \partial_{x}^{k} (\mathcal{J}_x w^r)^{\beta} \right) \left( \partial_{x}^{n-k+3} \mathcal{J}_x w^r \right)
+ (12\beta - 6) \sum_{k=2}^{n-1} \binom{n}{k} \left( \partial_{x}^{k} (\mathcal{J}_x w^r)^{\beta-1} \mathcal{J}_x w^r_x \right) \left( \partial_{x}^{n-k+2} \mathcal{J}_x w^r \right)
+ (12\beta - 6) \sum_{k=1}^{n} \binom{n}{k} \left( \mathcal{J}_x w^r_x \right) \left( \partial_{x}^{k} (\mathcal{J}_x w^r)^{\beta-1} \right) \left( \partial_{x}^{n-k+1} \mathcal{J}_x w^r \right)
+ 3(\beta - 1)(8\beta - 4) \sum_{k=1}^{n-1} \binom{n-1}{k} \left( \partial_{x}^{k} (\mathcal{J}_x w^r)^{\beta-2}(\mathcal{J}_x w^r_x)^2 \right) \left( \partial_{x}^{n+1-k} w^r \right)
+ (\beta - 1)(8\beta - 4) \sum_{k=0}^{n-1} \binom{n-1}{k} \left( \partial_{x}^{k+1} (\mathcal{J}_x w^r)^{\beta-2} \right) \left( \partial_{x}^{n-1-k} \mathcal{J}_x w^r_x \right)^3
+ 2 \sum_{k=1}^{n} \binom{n}{k} \left( \partial_{x}^{k} (\mathcal{J}_x w^r)^{\beta} \right) \left( \partial_{x}^{n-k+1} \mathcal{J}_x w^r \right).
\]

We now give an estimate for $F_2$ in $L^2$. For this estimate, note that the highest number of derivatives on $w^r$ that appear anywhere in (51) is $n$. So, $F_2$ will be bounded in terms of $E$, but we should be careful as to which powers of $E$ can be used for the bound, and we need to be careful here because we estimate positive powers and negative powers differently. Notice that in the fifth summation on the right-hand side of (51), the $k = n - 1$ term includes a factor $\partial_{x}^{n} ((\mathcal{J}_x w^r)^{\beta-2})$. In this factor, if we apply the derivatives by using the chain rule and the product rule, then we find one term which has as a factor $(\mathcal{J}_x w^r)^{\beta-2-2n}$. This is the most negative power encountered of all the terms in (51). Similarly, we want to identify the least negative power on the right-hand side of (51); this comes, for instance, from the $k = 1$ term in the sixth summation, and is $(\mathcal{J}_x w^r)^{\beta-1}$. From these considerations,
we find the following estimate:

\[
\|F_2\|_{L^2} \leq \gamma_3 \left( \left\| \frac{1}{w^\epsilon} \right\|_{L^\infty} \right) \left( \|w^\epsilon\|_{H^{n+3}}^{n+3} + \|w^\epsilon\|_{H^n}^2 \right) \leq \gamma_3 \left( \left\| \frac{1}{w^\epsilon} \right\|_{L^\infty} \right) \left( E^{(n+3)/2} + E \right),
\]

for some smooth function \(\gamma_3\).

3.2.2. The Energy Estimate. The goal of this section is to prove the following lemma:

**Lemma 16.** Let \(\epsilon > 0\) be given. Assume there exists \(\bar{T} > 0\) such that there exists \(w^\epsilon \in C([0, \bar{T}] ; H^n)\) which satisfies (44) and (46). Then there exist positive constants \(C_1\) and \(C_2\) which depend only on \(a_0\) and \(n\) such that for all \(t \in [0, \bar{T}]\), we have

\[
E(t) \leq -\frac{\ln (\exp \{-C_2 E(0)\} - C_1 C_2 t)}{C_2},
\]

**Proof:** The method of proof is to first prove an estimate for the growth of the energy. This provides a differential inequality, and the solution of this inequality gives the estimate we are trying to establish.

Clearly, the growth of \(E_0\) is bounded by \(E:\)

\[
\frac{dE_0}{dt} \leq \gamma_4 \left( \left\| \frac{1}{w^\epsilon} \right\|_{L^\infty} \right) \left( E^{1+\beta/2} + E^2 \right),
\]

for some smooth \(\gamma_4\).

We consider now the growth of \(E_n\):

\[
\frac{dE_n}{dt} = F + \int_X 2(\mathcal{J}_\epsilon \omega^\epsilon)^\beta (\partial_x^{n+3} \mathcal{J}_\epsilon \omega^\epsilon)(\partial_x^{n+1} \mathcal{J}_\epsilon \omega^\epsilon)
\]

\[
+ (12 \beta + 2 \beta n - 6)(\mathcal{J}_\epsilon \omega^\epsilon)^\beta - 1 (\mathcal{J}_\epsilon \omega^\epsilon)(\partial_x^n \mathcal{J}_\epsilon \omega^\epsilon)(\partial_x^{n+2} \mathcal{J}_\epsilon \omega^\epsilon) \ dx,
\]

where we have introduced the term

\[
F = \int_X \left( F_1[\mathcal{J}_\epsilon \omega^\epsilon] \partial_x^{n+1} \mathcal{J}_\epsilon \omega^\epsilon + F_2[\mathcal{J}_\epsilon \omega^\epsilon] \right) (\partial_x^3 \mathcal{J}_\epsilon \omega^\epsilon) \ dx.
\]

We can bound \(F\) in terms of the energy easily; first, this requires one integration by parts:

\[
F = \int_X \left( \frac{1}{2} (F_1[\mathcal{J}_\epsilon \omega^\epsilon])_x (\partial_x^n \mathcal{J}_\epsilon \omega^\epsilon)^2 + (F_2[\mathcal{J}_\epsilon \omega^\epsilon]) (\partial_x^3 \mathcal{J}_\epsilon \omega^\epsilon) \ dx.
\]

By the above bounds (49) and (52) for the \(F_i\), and since \(n \geq 4\), we have

\[
|F| \leq \gamma_5 \left( \left\| \frac{1}{w^\epsilon} \right\|_{L^\infty} \right) \left( E^{(n+4)/2} + E^{3/2} \right),
\]

for some smooth \(\gamma_5\).

We integrate by parts in the first term on the right-hand side of (53):

\[
\frac{dE_n}{dt} = F + \int_X \left[ -2(\mathcal{J}_\epsilon \omega^\epsilon)^\beta (\partial_x^{n+1} \mathcal{J}_\epsilon \omega^\epsilon)(\partial_x^{n+2} \mathcal{J}_\epsilon \omega^\epsilon)
\]

\[
+ (10 \beta + 2 \beta n - 6)(\mathcal{J}_\epsilon \omega^\epsilon)^\beta - 1 (\mathcal{J}_\epsilon \omega^\epsilon)(\partial_x^n \mathcal{J}_\epsilon \omega^\epsilon)(\partial_x^{n+2} \mathcal{J}_\epsilon \omega^\epsilon) \right] \ dx.
\]
We recognize that the first term in the integrand on the right-hand side of (54) includes a perfect derivative, and we integrate it by parts:

\[
\frac{dE_n}{dt} = F + \int X \left[ \beta (J_x w) \beta^{-1} (J_x w_x) (\partial_x^{n+1} J_x w)^2 \right. \\
\left. + (10\beta + 2\beta n - 6)(J_x w) \beta^{-1} (J_x w_x) (\partial_x^{n+1} J_x w) \partial_x^{n+1} J_x w \right] dx.
\]

Now, we integrate the second term in the integrand on the right-hand side of (55) by parts:

\[
\frac{dE_n}{dt} = F + \int X \left[ (-9\beta - 2\beta n + 6)(J_x w) \beta^{-1} (J_x w_x) (\partial_x^{n+1} J_x w)^2 \\
- (10\beta + 2\beta n - 6)((J_x w) \beta^{-1} (J_x w_x))_x (\partial_x^{n+1} J_x w) \partial_x^{n+1} J_x w \right] dx.
\]

Since \( \beta = \frac{6}{2n + 9} \), the first term in the integrand on the right-hand side of (56) is zero (this is the reason for selecting \( \beta \) this way):

\[
\frac{dE_n}{dt} = F - \int X (10\beta + 2\beta n - 6)((J_x w) \beta^{-1} (J_x w_x))_x (\partial_x^{n+1} J_x w) \partial_x^{n+1} J_x w \) dx.
\]

We integrate by parts in the right-hand side of (57) once more:

\[
\frac{dE_n}{dt} = F + \int X (5\beta + 3n - 3)((J_x w) \beta^{-1} (J_x w_x))_{xx} (\partial_x^{n+1} J_x w)^2 \) dx.
\]

Finally, we have

\[
\frac{dE}{dt} \leq \gamma_6 \left( \frac{1}{\| w \|_{L^\infty}} \right) \left( E^{(n+4)/2} + E^{3/2} \right),
\]

for some smooth \( \gamma_6 \).

Since condition (46) is satisfied, we can rewrite (59) as

\[
\frac{dE}{dt} \leq \tilde{c} \left( E^{(n+4)/2} + E^{3/2} \right).
\]

There exist positive constants \( C_1 \) and \( C_2 \) such that

\[
\tilde{c} \left( E^{(n+4)/2} + E^{3/2} \right) \leq C_1 \exp \{ C_2 E \},
\]

and these constants depend only on \( a_0 \) and \( s \). So, we have

\[
\frac{dE}{dt} \leq C_1 \exp \{ C_2 E \}.
\]

This differential inequality can be solved, with the result that

\[
E(t) \leq - \frac{\ln (\exp(-C_2 E(0)) - C_1 C_2 t)}{C_2}.
\]

This completes the proof.
3.2.3. Passage to the limit. We now introduce another open set, \( \tilde{O} \subset H^n \) which is defined as:

\[
\tilde{O} := \left\{ f \in H^n : \| f \|_{H^n} < \frac{3}{2} \| w_0 \|_{H^n} \text{ and, for all } x \in X, | f(x) | > \frac{3a_0}{4} \right\}
\]

Clearly, \( \tilde{O} \subset O \).

**Lemma 17.** Let \( w_0 \in H^n \) satisfy (46). There exists \( T^* > 0 \) such that for all \( \epsilon \in (0, 1) \), the solution \( w^\epsilon \) of the initial value problem (44), (45) satisfies \( w^\epsilon \in C([0, T^*]; \tilde{O}) \).

**Proof:** Assume there does not exist such a \( T^* \). This implies that there exists a sequence \( \epsilon_j \to 0 \) such that the solutions \( w_{\epsilon_j} \) leave the set \( \tilde{O} \) arbitrarily quickly as \( j \to \infty \). For each \( j \), let \( T_j \) be the infimum of the set of times at which \( w_{\epsilon_j} \) is not in \( \tilde{O} \). From Lemma 15, we know \( T_j > 0 \) for all \( j \), and by choice of the sequence, we have \( \lim_{j \to \infty} T_j = 0 \). So, for each \( j \), we have \( w_{\epsilon_j} \in C([0, T_j]; \tilde{O}) \), and \( w_{\epsilon_j} \not\in \tilde{O} \).

Note, however, that we do have \( w_{\epsilon_j} \in C([0, T_j]; O) \). In particular, we must have either

\[
\inf_{x \in X} w_{\epsilon_j}(x, T_j) = \frac{3a_0}{4}, \quad \text{or} \quad E(T_j) = \frac{9}{4} E(0).
\]

But this is impossible, from the above uniform estimate. In particular, if we let

\[
\hat{T} = \frac{\exp(-C_2E(0)) - \exp(-2C_2E(0))}{C_1C_2},
\]

then we see that if \( T_j \in [0, \hat{T}] \), then we have

\[
E(T_j) \leq 2E(0).
\]

So, we cannot have \( E(T_j) = \frac{9}{4} E(0) \) with \( T_j \to 0 \).

From the evolution equation for \( w^\epsilon \), we see that there exists \( C > 0 \) such that for all \( \epsilon \in (0, 1) \), we have \( |w^\epsilon(t)| \leq C \) as long as \( w^\epsilon \in O \). Therefore, if the infimum of \( w^\epsilon \) was originally at least \( a_0 \), it could not become equal to \( \frac{3a_0}{4} \) arbitrarily quickly. This completes the proof. \[\blacksquare\]

**Theorem 18.** Let \( w_0 \in H^n \) satisfy (46). Then, there exists \( T > 0 \) such that the initial value problem (44), (45) has a solution \( w \in C([0, T]; O) \).

**Proof:** We let \( T \) equal the value \( T^* \) from Lemma 17. For \( \epsilon \in (0, 1) \), the functions \( w^\epsilon \) are all in the space \( C([0, T]; O) \), which implies that for all \( \epsilon \in (0, 1) \), for all \( t \in [0, T] \), we have the uniform bound \( \| w^\epsilon(\cdot, t) \|_{H^n} \leq 2\| w_0 \|_{H^n} \). Since \( s \geq 4 \), this implies that there exists \( C > 0 \) such that for all \( \epsilon \in (0, 1) \), for all \( t \in [0, T] \), for all \( x \in X \), we have

\[
|w^\epsilon(x, t)| \leq C, \quad |w^\epsilon_x(x, t)| \leq C, \quad |w^\epsilon_t(x, t)| \leq C.
\]

This means that the family \( w^\epsilon \) is uniformly bounded and equicontinuous, on the domain \( X \times [0, T] \). The Arzelà-Ascoli theorem gives a uniform limit of the sequence \( w^\epsilon \) (taking a subsequence, which we do not relabel) in \( C(X \times [0, T]) \). Together with the uniform bound and an elementary interpolation inequality, this implies that the limit, \( w \), is in \( C([0, T]; H^n) \), for any \( 0 \leq n' < n \).

Furthermore, pointwise in time, \( w^\epsilon \) is uniformly bounded in \( H^n \), so there is a weak limit of a subsequence (since the unit ball of a Hilbert space is weakly compact) in \( H^n \). By uniqueness of limits, this implies that for all \( t \), we have \( w(\cdot, t) \in H^n \).
We now want to show that \( w \in C([0, T]; H^n) \), and that \( w \) solves the non-mollified equation.

To show that \( w \) solves the non-mollified evolution equation, we integrate the mollified evolution equation in time:

\[
(61) \quad w^\epsilon(x, t) = w_0(x) + \int_0^t 2\mathcal{J}_\epsilon \left( \left( \mathcal{J}_\epsilon (w^\epsilon)^\beta \right) (x, s) \right) \mathcal{J}_\epsilon w^\epsilon_{xxx}(x, s) \, ds \\
+ \int_0^t (12\beta - 6)\mathcal{J}_\epsilon \left( \left( \mathcal{J}_\epsilon w^\epsilon \right)^{\beta-1} (x, s) \right) \mathcal{J}_\epsilon w^\epsilon_x(x, s) \, ds \\
+ \int_0^t (\beta - 1)(8\beta - 4)\mathcal{J}_\epsilon \left( \left( \mathcal{J}_\epsilon w^\epsilon \right)^{\beta-2} (x, s) \right) \mathcal{J}_\epsilon w^\epsilon_x(x, s) \, ds \\
+ \int_0^t 2\mathcal{J}_\epsilon \left( \left( \mathcal{J}_\epsilon w^\epsilon \right)^\beta (x, s) \right) \mathcal{J}_\epsilon w^\epsilon_x(x, s) \, ds,
\]

where \( t \in [0, T] \). Since \( w^\epsilon \) converges uniformly to \( w \) in \( C([0, T]; H^{n'}) \) for any \( 0 \leq n' < n \), and since \( n \geq 4 \), we can pass to the limit in (61):

\[
w(x, t) = w_0(x) + \int_0^t 2\beta \epsilon \mathcal{J}_\epsilon \left( \left( \mathcal{J}_\epsilon w \right)^{\beta-1} (x, s) \right) \mathcal{J}_\epsilon w_x(x, s) w_{xxx}(x, s) \, ds \\
+ \int_0^t (\beta - 1)(8\beta - 4)\mathcal{J}_\epsilon \left( \left( \mathcal{J}_\epsilon w \right)^{\beta-2} (x, s) \right) \mathcal{J}_\epsilon w_x^2(x, s) \, ds + 2\beta \epsilon \mathcal{J}_\epsilon \left( \left( \mathcal{J}_\epsilon w \right)^\beta (x, s) \right) \mathcal{J}_\epsilon w_x(x, s) \, ds.
\]

This clearly implies that \( w \) is a solution of the initial value problem.

All that remains is to demonstrate the highest regularity. We will begin by showing that \( \|w\|_{H^n} \) is continuous as a function of time. We start by showing that the norm is right-continuous at \( t = 0 \). By Fatou's Lemma, we have

\[
\|w(\cdot, 0)\|_{H^n}^2 \leq \liminf_{t \to 0^+} \|w(\cdot, t)\|_{H^n}^2.
\]

From the energy inequality, however, we have

\[
\limsup_{t \to 0^+} \|w(\cdot, t)\|_{H^n}^2 \leq \|w(\cdot, 0)\|_{H^n}^2.
\]

Therefore, the norm is right-continuous at \( t = 0 \).

Given \( t^* \in (0, T) \), we consider \( t^* \) as a new initial time. We may solve the initial value problem starting from time \( t^* \), with initial data \( w(\cdot, t^*) \). By the previous argument, we see that this solution is right-continuous at time \( t = t^* \). By the uniqueness theorem, we know that this solution starting from time \( t^* \) and the previous solution, \( w \), are the same. Therefore, \( \|w\|_{H^n} \) is right-continuous at all \( t \in [0, T] \). Furthermore, all of the analysis we have performed works with time reversed: there is no feature of our estimates which requires time to move forward. Therefore, all of this analysis could be reversed, finding that \( \|w\|_{H^n} \) is left-continuous at all \( t \in (0, T] \).

To complete the proof, we use the fact that weak convergence together with convergence of the norm implies strong convergence. We have already shown convergence of the norm, so as the final step in our proof, we show that \( w \) is weakly continuous in time. Let \( \psi \in H^{-n} \) be given. Given \( t^* \in [0, T] \), we want to show

\[
\langle \psi, w(\cdot, t) - w(\cdot, t^*) \rangle_{L^2} \to 0,
\]
as $t \to t^*$. Let $\delta > 0$ be given. Let $K > 0$ be such that for all $t \in [0, T]$, $\|w(\cdot, t)\|_{H^n} \leq K$. Let $n'$ be given such that $0 \leq n' < n$. Then, of course, $-n < -n'$, and $H^{-n'}$ is dense in $H^{-n}$. Therefore we can find $\psi_\delta$ such that

$$\|\psi_\delta - \psi\|_{-n} \leq \frac{\delta}{3(1 + K)}.$$ 

This implies the following bound:

$$|\langle \psi - \psi_\delta, w(\cdot, t) - w(\cdot, t^*) \rangle_{L^2}| \leq \left( \frac{\delta}{3(1 + K)} \right) (2K) \leq \frac{2\delta}{3}.$$ 

Now, since $w \in C([0, T]; H^{n'})$, we can take $t$ close enough to $t^*$ such that

$$\|w(\cdot, t) - w(\cdot, t^*)\|_{H^{n'}} \leq \frac{\delta}{3(1 + \|\psi_\delta\|_{-n'})}.$$ 

This implies the following bound:

$$|\langle \psi_\delta, w(\cdot, t) - w(\cdot, t^*) \rangle_{L^2}| \leq \|\psi_\delta\|_{-n'} \left( \frac{\delta}{3(1 + \|\psi_\delta\|_{-n'})} \right) \leq \frac{\delta}{3}.$$ 

Putting this together, we find that we can take $t$ sufficiently close to $t^*$ to get

$$|\langle \psi, w(\cdot, t) - w(\cdot, t^*) \rangle_{L^2}| \leq \delta.$$ 

This implies that $w$ is weakly continuous in time. This completes the proof.

We sum up our results for the $K(2, 2)$ equation in the following corollary:

**Corollary 19.** Let $n$ be an integer such that $n \geq 4$. Let $X$ be a periodic interval. Let $a_0 > 0$. Let $u_0 \in H^n$ be such that $u_0(x) > a_0$ for all $x \in X$. Then there exists $T > 0$ and $u \in C([0, T]; H^n)$ such that for all $x \in X$ and for all $t \in [0, T]$, $u$ satisfies $u(x, t) > a_0/2$, and $u$ is the unique solution of the initial value problem (1) with $u(x, 0) = u_0(x)$.

Let $n'$ be given such that $0 \leq n' < n$, and let $\epsilon > 0$ be given. There exists $\delta > 0$ such that for any $v_0 \in H^n$ such that $v_0(x) > a_0$ for all $x \in X$ and such that $\|v_0 - u_0\|_{H^n} \leq \delta$, the solution, $v$, of the initial value problem (1) with $v(x, 0) = v_0(x)$ satisfies $v \in C([0, T]; H^n)$, and

$$\sup_{t \in [0, T]} \|u(\cdot, t) - v(\cdot, t)\|_{H^{n'}} < \epsilon.$$ 

4. Other examples of quasilinear equations

In this section, we give additional examples of quasilinear equations for which our method gives a short-time well-posedness result. Like (1), these are also equations in which the dispersive effect appears nonlinearly. The first additional example is the Harry Dym equation, and the other examples arise in numerical analysis of finite difference schemes.

4.1. Well-posedness of the Harry Dym Equation. The Harry Dym equation is

$$u_t = u^3 u_{xxx}. \tag{62}$$

This is a completely integrable equation (11) which has been shown to have applications in interfacial fluid dynamics (13). We consider this with the initial condition

$$u(x, 0) = u_0(x). \tag{63}$$
As in the case of the $K(2,2)$ equation, we can show that the initial value problem for the Harry Dym equation is well-posed for $H^4$ initial data which is bounded away from zero. The argument is completely analogous to the $K(2,2)$ case, so we only present the essential step, which is the $H^4$ energy estimate. When providing all the details of the well-posedness proof, as we have done for the $K(2,2)$ equation, the energy estimate must in fact be carried out for a mollified version of the equation; in this section, we proceed informally, and present the energy estimate without first introducing mollifiers. Certainly, however, all of the details of the present argument can be carried out carefully as in the preceding section. We remark that, as in the case of the $K(2,2)$ equation, the average modified diffusion, $\delta$, that we defined before is identically zero; in the case of the Harry Dym equation, this is because there is no $u_{xx}$ term present in (62).

Two conserved quantities for the Harry Dym equation are the following:

$$\int_X \frac{1}{u(x,t)} \, dx, \quad \int_X \frac{1}{u^2(x,t)} \, dx.$$ 

One view of the energy estimate which we are about to perform is that we are generalizing the first of these. We can take the view that the first of these conserved quantities tells us that the $L^2$ norm of $u^{-1/2}$ is conserved by the evolution.

Let $n$ be an integer, such that $n \geq 4$. We make the choice $\beta = \frac{1}{n-2}$, following the same construction as used for (1) above. Note that, as before, this implies $\beta \in (0,1)$; furthermore, we also have $3\beta \in (0,1)$. As before, we define $w = u^{\frac{1}{\beta}}$, so that $u = w^\beta$. From the previous section, we have the following relevant formulas:

$$u_t = \beta w^{\beta-1} w_t, \quad u_{xx} = \beta(\beta -1)(\beta -2)w^{\beta-3}w_x^3 + 3\beta(\beta -1)w^{\beta-2}w_xw_{xx} + \beta w^{\beta-1}w_{xxx}.\tag{64}$$

Combining these, we find the evolution equation for $w$:

$$w_t = w^{3\beta}w_{xxx} + 3(\beta -1)w^{3\beta-1}w_xw_{xx} + (\beta -1)(\beta -2)w^{3\beta-2}w_x^3.\tag{65}$$

We apply the operator $\partial_x^n$ to (64):

$$\partial_x^n w_t = w^{3\beta} \partial_x^{n+3} w + (3\beta + 3\beta n - 3)w^{3\beta-1}w_x \partial_x^{n+2} w + F_1[w] \partial_x^{n+1} w + F_2[w],$$

where

$$F_1[w] = \left( \frac{n}{2} \right) \partial_x^2 (w^{3\beta}) + 3(\beta - 1)n(w^{3\beta-1}w_x)_x$$

$$+ 3(\beta - 1)w^{3\beta-1}w_{xx} + 3(\beta - 1)(\beta - 2)w^{3\beta-2}w_x^2,$$

and

$$F_2[w] = \sum_{k=3}^{n} \left( \frac{n}{k} \right) \left( \partial_x^k w^{3\beta} \right) \left( \partial_x^{n-k+3} w \right) + \sum_{\ell=1}^{n} \left( \frac{n}{\ell} \right) \left( \partial_x^\ell w^{3\beta-1} \right) \left( \partial_x^{n-\ell+1} w \right) w_{xx}$$

$$+ 3(\beta - 1) \sum_{k=2}^{n-1} \sum_{\ell=1}^{k} \left( \frac{n}{k} \left( \frac{k}{\ell} \right) \left( \partial_x^k w^{3\beta-1} \right) \left( \partial_x^{n-\ell+1} w \right) \left( \partial_x^{k-\ell+2} w \right) \right)$$

$$+ \left( \sum_{k=1}^{s-1} \left( \partial_x^k (3w^{3\beta-2}w_x^3) \left( \partial_x^{n+1-k} w \right) \right) + \partial_x^{n-1} (\partial_x^{3\beta-2}w_x^3) \right).$$
Let

we can bound the $L^\infty$ norm of $F_1[w]$ in terms of $\|w\|_{H^n}$. Since $F_2[w]$ includes at most $n$-many derivatives of $w$, we can bound the $L^2$ norm of $F_2[w]$ in terms of $\|w\|_{H^n}$.

We proceed to the energy estimate. We define the energy, $E(t)$, to be

$$E(t) = \frac{1}{2} \int_X w^2 + (\partial_x^n w)^2 \, dx.$$ 

Then, differentiating, we find the following:

$$\frac{dE}{dt} = \int_X w w_t + (\partial_x^n w)(\partial_x^n w_t) \, dx.$$ 

Clearly, since $n \geq 4$, we can bound $\int_X w w_t \, dx$ in terms of $E$. Also, the contributions from $F_1$ and $F_2$ are bounded in terms of $E$.

The remaining piece that we must concern ourselves with is

$$\int_X (\partial_x^n w)w^{3\beta}\partial_x^{n+3} w + (3\beta + 3\beta n - 3)(\partial_x^n w)w^{3\beta - 1}w_x\partial_x^{n+2} w \, dx.$$ 

We integrate the first term by parts:

$$\int_X - (\partial_x^{n+1} w)w^{3\beta}\partial_x^{n+2} w + (3\beta n - 3)(\partial_x^n w)w_x\partial_x^{n+2} w \, dx.$$ 

We recognize a perfect derivative in the first term, and we integrate both terms by parts:

$$\int_X \left(\frac{3\beta}{2} - 3\beta n + 3\right)w^{3\beta - 1}w_x(\partial_x^{n+1} w)^2 - (3\beta n - 3)(\partial_x^n w)w_{xx}\partial_x^{n+1} w \, dx.$$ 

Since $\beta = \frac{1}{n - \frac{3}{2}}$, the first of these terms is identically zero. Performing one more integration by parts, we see that the final term is bounded in terms of the energy.

**Theorem 20.** Let $n$ be an integer such that $n \geq 4$. Let $X$ be a periodic interval. Let $a_0 > 0$. Let $u_0 \in H^n$ be such that $u_0(x) > a_0$ for all $x \in X$. Then there exists $T > 0$ and $u \in C([0, T]; H^n)$ such that for all $x \in X$ and for all $t \in [0, T]$, $u$ satisfies $u(x, t) > a_0/2$, and $u$ is the unique solution of the initial value problem (62), (63).

Let $n'$ be given such that $0 \leq n' < n$, and let $\epsilon > 0$ be given. There exists $\delta > 0$ such that for any $v_0 \in H^n$ such that $v_0(x) > a_0$ for all $x \in X$ and such that $\|v_0 - u_0\|_{H^n} \leq \delta$, the solution, $v$, of the initial value problem (62) with $v(x, 0) = v_0(x)$ satisfies $v \in C([0, T]; H^n)$, and

$$\sup_{t \in [0, T]} ||u(\cdot, t) - v(\cdot, t)||_{H^{n'}} < \epsilon.$$ 

4.2. Effective equations for finite difference schemes. In the paper [10], Goodman and Lax found that a certain finite difference scheme for the KdV equation has as an modified equation

$$u_t + uu_x + \frac{1}{6} \Delta^2 uu_{xxx} = 0,$$

where $\Delta$ is the constant spatial step. Similarly, in studying a finite-difference scheme for a nonlocal dispersive equation, Zumbrun found the following modified equation [19]:

$$u_t + (u^2)_x = -c_2 a^2 (uu_x)_x,$$
where \( c_2 \) and \( a \) are constants.

Slight variations of the arguments of the previous sections, which we will not repeat, imply that both of these are well-posed in \( H^4 \), for initial data bounded away from zero. The important point is that as for the \( K(2,2) \) equation and the Harry Dym equation, the average modified diffusion for (66) and for (67) is identically zero.

5. Remarks on singularity formation

We mention some further results related to singularity formation; these results hold for all of the quasilinear equations we have studied. These singularity formation results stem from theorems in \cite{3} on positivity preservation for equations with the form

\[
  u_t = uF[u] + u_x G[x],
\]

where \( F \) and \( G \) are operators which can include \( u \) and derivatives of \( u \). (We note that the paper \cite{8} also contains a positivity preservation theorem for the \( K(2,2) \) equation.) The following theorem is a version of Theorem 6 of \cite{3}, which is proved using ideas from \cite{5}:

**Theorem 21.** Let \( T > 0 \) and let \( u \in C([0,T];H^4(X)) \) be a solution of (7), (62), (66), or (67). For each \( t \in [0,T] \), let \( m(t) = \inf_{x \in X} u(x,t) \). Then, for all \( t \in [0,T] \), we have \( \text{sgn}(m(t)) = \text{sgn}(m(0)) \).

The following corollary is an immediate consequence of this:

**Corollary 22.** Let \( n \in \mathbb{N} \) with \( n \geq 4 \). Let \( a_0 > 0 \). Let \( u_0 \in H^n(X) \) be such that \( u_0(x) > a_0 \), for all \( x \in X \). Let \( u \) be the solution of the initial value problem for (7), (62), (66), or (67), with \( u(x,0) = u_0(x) \). Assume there exists \( x_* \in X \) and \( t_* > 0 \) such that \( u(x_*,t_*) = 0 \). Then there exists \( t_{**} \in (0,t_*) \) such that

\[
  \lim_{t \to t_*} ||u(\cdot,t)||_4 = +\infty.
\]
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