BFP Net: Balanced Feature Pyramid Network for Small Apple Detection in Complex Orchard Environment
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Despite of significant achievements made in the detection of target fruits, small fruit detection remains a great challenge, especially for immature small green fruits with a few pixels. The closeness of color between the fruit skin and the background greatly increases the difficulty of locating small target fruits in the natural orchard environment. In this paper, we propose a balanced feature pyramid network (BFP Net) for small apple detection. This network can balance information mapped to small apples from two perspectives: multiple-scale fruits on the different layers of FPN and a characteristic of a new extended feature from the output of ResNet50 conv1. Specifically, we design a weight-like feature fusion architecture on the lateral connection and top-down structure to alleviate the small-scale information imbalance on the different layers of FPN. Moreover, a new extended layer from ResNet50 conv1 is embedded into the lowest layer of standard FPN, and a decoupled-aggregated module is devised on this new extended layer of FPN to complement spatial location information and relieve the problem of locating small apple. In addition, a feature Kullback-Leibler distillation loss is introduced to transfer favorable knowledge from the teacher model to the student model. Experimental results show that APS of our method reaches 47.0%, 42.2%, and 35.6% on the benchmark of the GreenApple, MinneApple, and Pascal VOC, respectively. Overall, our method is not only slightly better than some state-of-the-art methods but also has a good generalization performance.

1. Introduction

Fruit detection [1–3], a fundamental task for intelligence agriculture [4, 5], is the basis for the realization of yield prediction [6, 7], pesticide spraying [8], fruit harvesting [9, 10], and automatic monitoring of the whole process of fruit growth [11]. At present, the fruit detection algorithms are mainly based on the general object detection methods, which are optimized to use in the real orchard environment. However, the general object detection algorithms have the characteristic that the precision of small-scale objects is lower than that of large-scale objects. Strictly, the precision of small-scale objects is about half of that of large-scale objects [12], which greatly limits the improvement of fruit detection performance. Therefore, how to improve the precision of fruit detection, especially the precision of small fruits, has attracted the attention of many scholars at home and abroad. Currently, the biggest problem lies with no strict and clear definition of small objects. One definition refers to fruits with smaller physical size in the real world, such as small fruits in the early stages of growth. Another definition is based on the evaluation index of MS COCO [13] and defines the object area with the number of pixels less than $32^2$ as the small objects. More precisely, objects defined by the latter are divided into small objects with $0 < \text{area} < 32^2$, medium objects with $32^2 < \text{area} < 96^2$, and large objects with $\text{area} > 96^2$ according to the number of pixels in the object area. In this paper, the latter is adopted to define the small apples.

Traditional small object detection methods mainly based on the machine learning [14, 15] and digital image processing such as texture information [16] and geometric information [17] were employed to identify and detect the target
fruits. With the emergence of graphics processing units (GPUs), a series of small object detection models [18–22] have been proposed. The multiple-scale feature fusion architectures such as feature pyramid network (FPN) [23] and its variants are a typical trick to improve the performance of small object detection. FPN incorporates multiscale features through the lateral connections and a top-down structure. Since the small objects occupying a small number of pixels cannot meet the needs of target detection, the contextual information is integrated into all objects [12], especially small-scale objects. Contextual information about objects can expand the receptive field of objects to complement features of small objects. Although the performance of small targets can be improved to some extent via contextual information, there is still a large gap between the detection precision of small targets and large objects [12]. The small number of pixels occupied by small objects is an important factor hindering the improvement of small object detection performance. Therefore, how to increase the small number of pixels occupied by small objects is still the key to solving the problem. Based on this point of view, a series of small object detection algorithms based on generative adversarial networks (GANs) such as ESRGAN [24] and EESRGAN [25] are derived to generate high-resolution feature mapping and to increase the number of pixels of a small object. An extended feature map from the output of the ResNet/ResNeXt conv1 without the pooling operation was introduced to generate a high-resolution feature map and a foreground-background-balanced loss based on the distillation mechanism was also applied to balance the foreground and background [26].

In this paper, we take Faster R-CNN [27] as the baseline and optimize feature pyramid network to make it suitable for small apple detection. The Faster R-CNN consists of three components: ResNet50 [28], FPN, and a detector. Although FPN can incorporate multiple-scale features, there are unbalanced characteristics of different scale information in each feature layer of FPN. In other words, the fusion feature by element-wise addition of equal proportion will affect the precision of small apple detection. To present this problem more clearly, we quantified the prediction results of different scales of apples on the different resolution feature layer of the FPN structure.

Figure 1 presents the prediction results of each feature layer of FPN on the Faster R-CNN based on GreenApple, where the horizontal axis represents a certain FPN layer under the standard FPN and the vertical axis represents the mean average precision of the corresponding feature layer. In Figure 1, the precision of small apples falls dramatically with the increase of the number of layers compared with large-scale and medium-scale apples. Despite pyramid shape features being computed in an element-wise addition manner to incorporate multiple-resolution feature maps, the equal proportion addition way does not take into account the characteristics of the features of each layer. The equal proportion feature fusion way degrades the performance of small apple detection. Further, the precision of small apples is poor even on the lowest layer in the standard FPN. The main reason is that the pooling-based downsampling is to filter out the small apples feature information, which leads to fewer features that can be mapped into small apples and makes it difficult to locate small apples.

To alleviate the information imbalance of multiscale objects between each layer of FPN and difficulty of locating small green apples, we propose a balanced feature pyramid network, namely, BFP Net, which can balance information from multiscale apples and the feature characteristic. Specifically, we design a weight-like feature pyramid fusion to balance the small apple information in each feature fusion structure of the vanilla FPN. Meanwhile, a feature of high resolution before pooling in the backbone is first introduced as an extended feature embedded into the lowest layer of FPN. Here, this new feature is different from the extended feature in EFPN [26]. The EFPN extended feature comes from the output of the second stage of ResNet/ResNeXt without pooling layer while the new extended feature is the input of pooling layer. Then, we devise a decoupled-aggregated module with a feature filter to alleviate the problem of difficulty in locating and apply to the new extended layer of FPN. The dual-path decoupled module decouples a feature into a spatial-aware feature and a content-aware feature to relieve the problem of difficulty in locating due to small pixels occupied by small apples and the closeness of color green apples between the fruit skin and the background. Note that the spatial-aware feature is utilized to complement the spatial information into a content-based feature map. An aggregated architecture is applied to incorporate spatial-aware and content-aware information in a point-wise addition manner. One significant advantage of the decoupled-aggregated module is that a feature with high resolution can contain both the semantic information and the location information of the small green apples. To make the consistent distribution of extended layer feature and the lowest feature of standard FPN, a Kullback-Leibler distillation loss is introduced to transfer advantage knowledge from the teacher model to the student model.
We evaluate our method and other state-of-the-art methods on the dataset benchmark of GreenApple and MinneApple, where the performance of each component is evaluated on the GreenApple. The experimental results illustrate that our method is slightly better than other state-of-the-art methods on the GreenApple and MinneApple. In addition, our method has a strong generalization performance on the generic object detection dataset of Pascal VOC.

For clarity, the main contributions of our work can be summarized as follows:

(i) The balanced feature pyramid network is proposed to improve the performance of small apple detection

(ii) A weight-like feature fusion structure is designed to balance feature information of small apples on different layers of standard FPN

(iii) A decoupled-aggregated module with a feature filter is devised to decouple and aggregate features on the new extended layer differing from the EFPN, where the decoupled structure is applied to remedy difficulty of locating. In addition, a Kullback-Leibler distillation loss is applied to transfer advantage knowledge from the teacher model to the student model

(iv) Experiments demonstrate that our approach is slightly better than other state-of-the-art detectors on the GreenApple and MinneApple and our method has a good generalization ability on the Pascal VOC

The organizational structure of this article is as follows: section 2 is related work that introduces the research status of small object detection, small fruit detection, and feature pyramid network and its variants. Section 3 elaborates on our method which mainly contains the overview architecture of our method and the details of each component. Experiments are conducted to validate our method in section 4, including evaluation metrics, experimental setting, ablation studies, experiments results, visualization, and qualitative analysis. The discussion and conclusion are presented in section 5.

2. Related Work

2.1. Small Object Detection. Due to the small objects with low shares in many datasets, the mean average precision of small objects had poor performance. Data enhancement, feature superresolution, and multiscale features are used to capture adequate small object information. To increase the small object’s resolution that is similar enough to real large objects, Li et al. [29] proposed a perceptual generative adversarial network by narrowing the representation differences between small objects and large objects to alleviate the above problems. Noh et al. [18] designed a new feature-level super-resolution method with a supervisor signal to reduce the loss of the feature generator. However, simulated features are generated with the help of GAN, and the differences between features from the generator and the original feature maps affect the detection performance. Although the GAN-based methods can generate high-resolution images, the artifact features and fabricate fake textures lead to false positives. Moreover, data augmentation is also applied to optimize small object detection performance. Kisantal et al. [30] analyzed the reason for low performance and proposed an augmentation type by copying-pasting small objects multiple times to improve performance. Cui et al. [19] proposed a context-aware module to fuse multiple scale feature maps and the feature receptive field with the help of dilated convolution. Although some achievements have been made in the detection of small targets, the further research about the small object is still needed compared with the precision of medium and large objects.

2.2. Small Fruit Detection. Recently, small fruit detection algorithms have achieved remarkable achievements. A series of object detection methods based on deep learning containing single-stage detectors and two-stage detectors are transferred into fruit detection. Hussain et al. [31] proposed a deep convolutional neural network to automatically distinguish similar fruits and vegetables with difficult real-world scenarios. To detect and distinguish the graspable and ungraspable apples, an improved YOLOv5 was devised via BottleneckCSP, SE module, and bonding fusion mode of feature maps by Yan et al. [32]. These above methods are mainly aimed at the target fruits with a large color difference between the target fruits and the background such as orange or red. For the target fruits with similar colors between the fruit skin and the background, the detection precision is slightly lower. Therefore, the precision of small green fruits requires further improvement, which attracts the attention of scholars from home and abroad. Jia et al. [33] proposed an optimized Mask R-CNN to detect green overlapped apples. With the emergence of the attention mechanism and Transformer [34], the self-attention mechanism brings new inspirations to fruit detection. To detect immature/mature apples, the canopy-attention-YOLOv4 [35] was designed by introducing a convolutional block attention module to the generic YOLOv4 detector. A green pepper detection method [36] was proposed based on YOLOv4-tiny, which incorporates an attention mechanism and the idea of multiscale prediction. However, Transformer-based methods require high memory and computing resources [37], which cannot meet the requirements of lightweight in fruit detection.

2.3. Feature Pyramid Network and Its Variants. Feature pyramid network was first proposed to incorporate shallow-level features and high-level semantic information. The shallow-level features contain rich texture information, edge information, etc. and the high-level features involve a lot of semantic information. To enhance the information flow, Liu et al. [38] proposed a path aggregation network by bottom-up feature fusion structure to enhance all feature hierarchy with accurate localization signals in lower layers. Tan et al. [39] designed a weighted bidirectional feature pyramid network to fast and ease incorporation of multiscale feature maps and also devised a compound scaling method for backbone, feature network, and box/class prediction networks. Moreover, a recursive feature pyramid architecture is designed by Qiao et al. [40] to incorporate extra feedback.
connections from FPNs into the bottom-up backbone layers. These feature fusion structures are mainly fused by extracting feature maps of different layers in the backbone network. However, the feature fusion structure does not take into account the characteristics of its fused features. Specifically, taking small apple detection as an example, the information that can be mapped to small-scale targets gradually decreases or even disappears with the increase of the network layer. This is not conducive to the detection of small-scale apples. Therefore, considering the imbalance of feature information at different sizes, we will alleviate the information imbalance of small apples from two perspectives: balancing information of different scales in the multiresolution feature layers of FPN and constructing high-resolution feature mapping to locate apples.

3. Materials and Methods

In this section, the materials are introduced including three dataset benchmarks of GreenApple, MinneApple, and Pascal VOC first. Then, the overview of the balanced feature pyramid network is given. Next, the three components of our method are elaborated as follows.

3.1. Materials. Experiments are conducted on the GreenApple, MinneApple [41], and Pascal VOC [42]. Note that the GreenApple dataset is constructed for small green fruit detection and segmentation. MinneApple is a public dataset for small fruit detection and segmentation to validate the generalization. We randomly divide training into a training set and a test set depending on the proportion of 7 : 3. The number and proportion of apple for small, medium, and large scales, as well as the total number of images and instances of apple, are introduced in Table 1.

GreenApple is a new green apple dataset, named GreenApple, containing 1361 images and 7137 apple instances. The image acquisition device is a Canon EOS (Electro-Optical System) 80D SLR (Single-Lens Reflex) camera from 8 : 00 to 22 : 00. The collected images are stored in JPEG format and saved with a resolution of 6000 × 4000 pixels. The location of the image collection is the Longwangshan apple production base of the Fushan District, Yantai City, Shandong Province. The latitude and longitude coordinates of the image collection site are 121°3′ east longitude and 37°4′ north latitude. The apple category is Gala. All images from multiple perspectives with varying illumination and weather conditions are collected. These images cover multiple fruit patterns such as single apple without occlusions, branches or leaf occlusion, and overlapped fruits.

The boundaries of the fruit skin and the background are labeled using LabelMe [43]. These images are resized to 600 × 400 pixels and normalized by the mean and variance of all images in our dataset. The original images and notated results are presented in Figure 2. Statistically, according to the pixels occupied by each apple, the percentage of the small, medium, and large green apples of GreenApple dataset are 43.4%, 38.7%, and 17.8%, respectively. Lastly, the GreenApple Dataset is randomly divided into a training set and a test set based on the ratio of 7 : 3. The number and proportion of apple for small, medium, and large scales, as well as the total number of images and instances of apple, are introduced in Table 1.

MinneApple [41] is a public apple dataset for apple detection and segmentation. It contains a training set publicly and a test set privately. The training set contains 670 images and 28183 apple instances to train and test the method. We randomly divide training into a training set and a test set by the proportion of 9 : 1. According to the apple area occupied by pixel number, the division results are presented in Figure 2. Statistically, according to the apple area occupied by pixel number, the division results are presented in Table 2. Note that this dataset does not contain large-scale apples.

Pascal VOC [42, 44] is a public dataset for classification and detection. It consists of Pascal VOC 2007 and Pascal VOC 2012, containing 20 classes. Pascal VOC 2007 and Pascal VOC 2012 trainval sets are considered as the training set, containing 16551 images. The test set of Pascal VOC 2007 is viewed as the test set, including 4952 images to assess our method. The 47223 boxes and 14976 boxes are included in the training set and test set, respectively. Pascal VOC is similar to the GreenApple dataset containing small-, medium-, and large-scale objects. The number of bounding boxes with small, medium, and large scales in Pascal VOC 2007 and 2012 are counted as follows in Table 3.

3.2. Overview of BFP Net. Typical FPN incorporates shallow-level feature maps and high-level semantic information in an element-by-element addition manner through the top-down architecture with lateral connections. For multiresolution features from different layers of FPN, the information characteristics between features are ignored. Specifically, shallow features contain the information mapped into all-scale
To relieve the imbalance problem and difficulty of locating small apple detection in an unstructured complex orchard environment, a balanced feature pyramid network is proposed with a weight-like feature fusion architecture to relieve the imbalance problem and difficulty of locating small apple detection, as shown in Figure 3.

Specifically, assuming that the feature maps of the original FPN structure are denoted by $C_i (i = 1, 2, 3, 4)$ in the bottom-up structure and $F_i (i = 1, 2, 3, 4)$ in the top-down structure, whose weight parameters are represented by $k$ and $t$, respectively. Meanwhile, a new extended feature map $C_0$ with high resolution is introduced from the output of conv1 in the ResNet50, as shown in Table 4. This extended feature map differs from the extended feature of EFPN, and $C_0$ contains more spatial and content information due to its high resolution. To balance spatial information and content information and alleviate the problem of difficulty of locating small apple detection, a decoupled-aggregated module is designed on this extended layer. To reduce the difference between an extended feature $F_0$ and the feature maps $F_1, F_2$ and $F_3$ are viewed as a teacher model and a student model, respectively. With the help of the distillation mechanism, a Kullback-Leibler distillation loss is introduced to transfer knowledge. The overview of our proposed method is shown in Figure 3.

3.3. Weight-Like Feature Fusion Architecture. The mean average precision of small object detection is about half of that of large objects with state-of-the-art models in recent years [12]. Small green apples also have similar problems. By investigating the characteristics of the different level feature maps, it can be discovered that shallow features have ample information about small apples. However, an element-wise addition feature fusion with the proportion of $1:1$ at different levels ignores the imbalance problem of multiscale apple information on the different FPN feature layers.

Enlightened by the different sensitivities of feature maps on different layers for different scales of apples, a weight-like feature fusion architecture is devised in Figure 4. Two hyperparameters are introduced, weight parameter $k$ on the lateral connection and parameter $t$ on the top-down pathway, respectively. For low-level feature maps, the weight-based feature maps on the bottom-up architecture can be applied to incorporate more features of all-scale apples, especially small apples. While the high-level feature maps, the weight-like feature maps on the top-down structure can extract more semantic information. As shown in Figure 4, $k \times$ denotes $k$ times feature and $t \times$ represents $t$ times feature.

The four features as input are fed to a detector in the original FPN. Assuming that the two features of the high layer are termed as high layer features on the standard FPN and the two features of the shallow layer are treated

### Table 1: The division results of GreenApple dataset. Note that small apples with area $< 32^2$, medium apples with $32^2 < area < 96^2$, and large apples with area $> 96^2$ are counted.

| Area     | Small       | $32^2$ | Medium   | $96^2$ | Large    | Total apples | Total images |
|----------|-------------|--------|----------|--------|----------|--------------|--------------|
| Training | 2079/42.0%  | 1      | 1973/39.9%| 0      | 890/18.0%| 4943         | 953          |
| Test     | 1022/46.5%  | 1      | 787/35.9% | 0      | 384/17.5%| 2194         | 408          |
| Total    | 3101/43.4%  | 2      | 2760/38.7%| 0      | 1274/17.8%| 7137         | 1361         |

### Table 2: The division results of MinneApple dataset. Note that small apples with area $< 32^2$, medium apples with $32^2 < area < 96^2$, and large apples with area $> 96^2$ are counted.

| Area     | Small       | $32^2$ | Medium   | $96^2$ | Large    | Total apples | Total images |
|----------|-------------|--------|----------|--------|----------|--------------|--------------|
| Training | 22306/88.3% | 0      | 2943/11.7%| 0      | 0        | 25249        | 603          |
| Test     | 2593/88.4%  | 0      | 341/11.6%  | 0      | 0        | 2934         | 67           |
| Total    | 24899/88.3% | 0      | 3284/11.7%| 0      | 0        | 28183        | 670          |

### Table 3: The division results of Pascal VOC. Note that small objects with area $< 32^2$, medium objects with $32^2 < area < 96^2$, and large objects with area $> 96^2$ are counted.

| Area     | Small       | $32^2$ | Medium   | $96^2$ | Large    | Total boxes  | Total images |
|----------|-------------|--------|----------|--------|----------|--------------|--------------|
| Training | 5300/11.2%  | 5      | 14525/30.7%| 4      | 27389/57.9%| 47223        | 16551        |
| Test     | 1661/11.1%  | 3      | 5077/33.9% | 2      | 8233/54.9%| 14976        | 4952         |
| Total    | 6961/11.1%  | 8      | 19602/31.5%| 6      | 35622/57.2%| 62199        | 21503        |
Figure 3: The overview of balanced feature pyramid network (BFP Net). The \( C_i (i = 0, 1, 2, 3, 4) \) refers to the input of FPN from the backbone of ResNet50 and the \( F_i (i = 0, 1, 2, 3, 4) \) denotes the output of FPN. The top 4 layers of FPN are vanilla FPN layers. To balance the multiscale information on different layers, an element-wise addition feature fusion is replaced by a weight-like element-wise addition feature fusion architecture in the vanilla FPN. A new extended layer before pooling is embedded into vanilla FPN to remain a high-resolution feature. Here \( C_0 \) and \( F_0 \) represent the input and an output of the extended layer. A decoupled-aggregated module with a feature filter is devised to extract content-aware and spatial-aware information. A Kullback-Leibler distillation mechanism is applied to transfer favorable knowledge from \( F_1 \) to \( F_0 \). Finally, the pyramid-shaped features (\( F_0, F_1, F_2, F_3, \) and \( F_4 \)) are fed to the detector to detect.

Table 4: The layer structure of Faster R-CNN, EFPN, and BFP Net (ours). ResNet50 is applied as the backbone of these methods.

| Method          | Faster R-CNN [27] | EFPN [26] | BFP Net (ours) |
|-----------------|-------------------|-----------|----------------|
| Input size      | (600, 400)        | (600, 400) | (600, 400)     |
| Stage 1         | 7 × 7, 64, \( s = 2 \), pad = 3 | 7 × 7, 64, \( s = 2 \), pad = 3 | 7 × 7, 64, \( s = 2 \), pad = 3 |
| Output          | —                 | —         | \( C_0 \): (300, 200) |
| Stage 2         | 3 × 3 max pool, \( s = 2 \) | —         | 3 × 3 max pool, \( s = 2 \) |
| Output          | \( C_2 \): (150, 100) | \( C_2' \): (300, 200) | \( C_2 \): (150, 100) |

Figure 4: The diagram of weight-like.
as shallow layer features. To preserve more feature information, the standard weight of the feature is set to 1. Mathematically, a feature map $F_i$ can be described as

$$F_i = \begin{cases} k \cdot C_i + \uparrow_{2x} F_{i+1} & 0 < i < 3, \\ C_i + t \cdot \uparrow_{2x} F_{i+1} & 3 \leq i < 4, \end{cases}$$

where $k$ is the weight hyperparameter of the lateral connection in the shallow level, $C_i$ represents the feature map of $i$-th lateral connection, $\uparrow_{2x}$ denotes double upsampling by nearest-neighbor interpolation, and $t$ is a weight parameter of the top-down architecture on the high layer. We take the feature layer $F_2$ of the standard FPN as an example on the benchmark dataset of GreenApple. To facilitate the experiment, we set $k$ to 2. The feature $F_2$ is obtained by adding double the feature layer $C_2$ and $F_3$ after double upsampling by nearest-neighbor interpolation in an element-wise addition manner.

3.4. Decoupled-Aggregated Module. The original feature pyramid network pays attention to multiple-resolution feature fusion via lateral connections with a top-down structure. However, different levels of features on the FPN architecture have different sensitivities for small, medium, and large apples. One reason is that only high-level features with low resolution are obtained and shallow information is ignored via a series of convolution and pooling operations. Another reason is that the small apples occupy fewer pixels, and small green apples in the growth stage have the characteristic of similar color between the fruit skin and the background. These greatly increase the locating difficulty of small green apples with area < $32^2$. The FPN-based feature fusion architecture can incorporate shallow-level and high-level semantic information, ignoring spatial location information.

The decoupled-aggregated module with a feature filter is composed of a decoupled block and an aggregated block. The left is a feature filter to refine the feature. The middle is a decoupled block, where the spatial-aware branch of the top is applied to complement spatial location information and the content-aware branch of the bottom is adopted to capture global content information. The right is an aggregated block to incorporate features. Note that PWC refers to point-wise convolution.

To address the information imbalance problem between small apples and large apples, a new extended layer is also introduced to the FPN before the pooling operation, enlightened by the extended feature pyramid network [26]. The source of this extended feature is shown in Table 4. This extended feature layer is obtained after a convolution operation and before pooling in the ResNet50. However, this new extended feature not only contains abundant multiple-scale apple information but includes some noises. These noises would negatively impact the apple recognition and detection. Therefore, a feature filter is first introduced to discard disturbing noises and adjust the number of channels.

Inspired by the decoupling principle [45, 46], a decoupled-aggregated module is devised to complement spatial information. The extended feature map can be decoupled into a content-aware feature and a spatial-aware feature. Point-wise addition is applied to aggregate features. This architecture synthesizes spatial information and content information of images. The overview structure of the decoupled-aggregated feature block is shown in Figure 5. The decoupled-aggregated module is elaborated on as follows.

3.4.1. Feature Filter. For the feature filter, a convolution operation with a batch normalization on the extended layer is utilized to reduce noise interference. Specifically, assuming
that the input and output of the extended layer are $C_0$ and $F_0$, a convolution operation with a kernel size of $3 \times 3$, a stride of 2, and a padding of 1 are applied to filter interference noises. Next, a batch normalization is utilized to smooth features and obtain feature $f$.

3.4.2. Decoupled and Aggregated Block. For the decoupled-aggregated block, this module consists of a decoupled block and an aggregated block. The decoupled block can decompose a feature into two features, namely, a spatial-aware feature and a content-aware feature. Then, the aggregated block incorporates features in a point-wise addition manner. The decoupled module and aggregated module are described in detail as follows.

For the spatial-aware branch, a point-wise convolution (PWC) with a normalization layer is adopted to capture a detail as follows. A decoupled module and aggregated module are described in

$$f_s = f + f_c,$$

where $f_s$ is the feature map from the FPN, $f_c$ is obtained through a point-wise convolution operation with a kernel size of $1 \times 1$ and a normalization operation. $f_{cont}$ is captured by the squeezing operation Sq($\cdot$) based on a global average pooling and exciting operation Ex($\cdot$) based on the bottleneck-like structure and a sigmoid. Specifically, Sq($\cdot$) is represented as follows:

$$z = \text{Sq}(f) = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} f_s(i, j),$$

where $H$, $W$, and $C$ refer to height, width, and channel number, respectively. $f_s(i, j)$ denotes the feature value of the $c$-th channel, $i$-th row, and $i$-th column. $z$ is the global average pooling operation of the $c$-th channel.

Ex($\cdot$) is formulated as

$$f' = \text{Ex}(z, w_1, w_2) = \sigma(w_2 \delta(w_1, z)),$$

where $\sigma(\cdot)$ denotes a sigmoid function, $\delta(\cdot)$ refers to activation function of ReLU, $w_1$ refers to the weight of point-wise convolution operation of kernel $1 \times 1$ in the content-aware branch, respectively, and where $w_1 \in \mathbb{R}^{C \times C}$ refers to the weight of the first convolution and $w_2 \in \mathbb{R}^{C \times C}$ is the weight of the second convolution. $z$ represents the output of Sq($f$).

Finally, the output of the content-aware branch is calculated as follows:

$$f_{cont} = f \otimes f',$$

where $\otimes$ denotes the element-wise multiplication operator.

3.5. Kullback-Leibler Distillation Loss. Although the feature map on the extended layer has been filtered and underwent decoupled and aggregated operations, there will still be a few noise information. To make the distribution more consistent between feature map $F_1$ and $F_0$, a Kullback-Leibler (KL) divergence loss function is introduced to relieve the loss between features. The KL divergence $D_{KL}$ can be described as

$$D_{KL}(p||q) = \sum_{i=0}^{N} p(x_i) \left( \log \frac{p(x_i)}{q(x_i)} \right),$$

where $p$ and $q$ are probability distribution of $F_1$ and $F_0$. The $N$ refers to the product of batch size, channel, width, and height of feature $F_1$ or $F_0$. The $x_i$ refers to the feature value of $i$-th position. $D_{KL}$ calculates the difference between probability $p$ and probability $q$.

The smaller the divergence value, the closer the relationship between probability $q$ and probability $p$ is. That is, the probability distribution of $F_0$ is closer to that of $F_1$. $p$ and $q$ can be described as

The feature map $F_0$ can be described as

$$F_0 = F_{DA} + F_1,$$

where $F_1$ is the feature map from the FPN, $f_c$ is obtained through a point-wise convolution operation with a kernel size of $1 \times 1$ and a normalization operation, $f_{cont}$ is captured by the squeezing operation Sq($\cdot$) based on a global average pooling and exciting operation Ex($\cdot$) based on the bottleneck-like structure and a sigmoid. Specifically, Sq($\cdot$) is represented as follows:

$$z = \text{Sq}(f) = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} f_s(i, j),$$

where $H$, $W$, and $C$ refer to height, width, and channel number, respectively. $f_s(i, j)$ denotes the feature value of the $c$-th channel, $i$-th row, and $i$-th column. $z$ is the global average pooling operation of the $c$-th channel.

Ex($\cdot$) is formulated as

$$f' = \text{Ex}(z, w_1, w_2) = \sigma(w_2 \delta(w_1, z)),$$

where $\sigma(\cdot)$ denotes a sigmoid function, $\delta(\cdot)$ refers to activation function of ReLU, $w_1$ refers to the weight of point-wise convolution operation of kernel $1 \times 1$ in the content-aware branch, respectively, and where $w_1 \in \mathbb{R}^{C \times C}$ refers to the weight of the first convolution and $w_2 \in \mathbb{R}^{C \times C}$ is the weight of the second convolution. $z$ represents the output of Sq($f$). Finally, the output of the content-aware branch is calculated as follows:

$$f_{cont} = f \otimes f',$$

where $\otimes$ denotes the element-wise multiplication operator.
\[ p = \text{softmax}(F_1), \]
\[ q = \log \left( \text{softmax}(F_0) \right). \]

where \( \text{softmax}(\cdot) \) can be formulated as follows:

\[ \text{softmax}(x_i) = \frac{\exp (x_i)}{\sum_{c=1}^C \exp (x_c)}, \]

where \( x_i \) represents the \( i \)-th feature value of \( F_1 \) or \( F_0 \); the \( c \) refers to the \( c \)-th channel where \( x_c \) is located. \( C \) is the channel number. The \( \exp (\cdot) \) function is the \( x \) power of \( e \).

However, the KL loss can transfer knowledge between \( F_0 \) and \( F_1 \) via the back-propagation algorithm. Therefore, to prevent the adverse interference of the KL loss to our method, the distillation mechanism is introduced as a supervisor signal to supervise KL loss. Given that the distillation temperature \( T \), the feature map \( F_1 \), and an extended feature map \( F_0 \) are regarded as the teacher and student models, respectively. Mathematically, \( \text{softmax}_{KD}(\cdot) \) can be optimized as follows:

\[ \text{softmax}_{KD}(x_i, T) = \frac{\exp (x_i/T)}{\sum_{c=1}^C \exp (x_c/T)}, \]

where \( x_i \) represents the \( i \)-th feature value of \( F_1 \) or \( F_0 \); the \( c \) refers to the \( c \)-th channel. The final KL distillation loss can be formulated as follows:

\[ L_{KL-KD} = D_{KL-KD} \cdot T^2, \]

where \( D_{KL-KD} \) represents KL loss based on equation (7) and equation (10).

In this paper, we adopt the Faster R-CNN [27] as the baseline, as an example. The total loss can be described as follows:

\[ \text{Loss} = L_{frcnn} + L_{KL-KD}, \]

\[ L_{frcnn}(p_i, t_i) = \frac{1}{N_{\text{cls}}} \sum_i L_{cls}(p_i, p_i^*) + \epsilon \frac{1}{N_{\text{reg}}} \sum_i p_i^* L_{reg}(t_i, t_i^*), \]

where \( L_{cls} \) represents the classification loss of cross entropy and \( L_{reg} \) refers to the regression loss of smooth L1 loss. \( p_i \) is the predicted probability of anchor \( i \). \( N_{\text{cls}} \) is the minibatch size and \( N_{\text{reg}} \) refers to the number of anchor locations. \( \epsilon \) represents a balancing weight. If the anchor is positive, the ground-truth label \( p_i^* \) is 1; otherwise, \( p_i^* \) is 0. \( t_i \) is a vector that represents the coordinate of the predicted bounding box. \( t_i^* \) is the vector representing the coordinate of the ground-truth bounding box.

\[ P = \frac{TP}{TP + FP}, \]
\[ R = \frac{TP}{TP + FN}, \]

where TP, FP, and FN refer to true positives, false positives, and false negatives, respectively. The mean average precision (AP) and mean average recall (AR) under the IoU = [0.5 : 0.05 : 0.95] are applied to evaluate the methods. To more clearly present the performance of objects at different scales, the average precision of small-scale, medium-scale, and large-scale objects are defined as \( \text{AP}_s, \text{AP}_m, \) and \( \text{AP}_l \), respectively. The average recall of small-scale, medium-scale, and large-scale objects are set to \( \text{AR}_s, \text{AR}_m, \) and \( \text{AR}_l \), respectively.

For the GreenApple, MinneApple, and Pascal VOC dataset, considering the proportion of small, medium, and large objects and artificial selection of a single IoU can affect the quality of the method assessment. The mean average precision (AP) and recall (AR) at IoU = [0.5 : 0.05 : 0.95] are reported. Moreover, \( \text{AP}_{50} \) and \( \text{AP}_{75} \) are also introduced to evaluate the performance of detection. In addition, we use #params to comprehensively measure the parameter quantity.

4.2. Implementation Details. Our approach and ablation experiments are implemented with a Faster R-CNN detector, where ResNet50 is applied as the backbone. All models are trained in a single NVIDIA 1080Ti GPU using PyTorch [52]. The original Faster R-CNN is first trained as the baseline. An SGD optimizer is utilized with the weight decay of 5e-4 and a momentum of 0.9. Our method is trained based on 12 epochs. The step learning rate scheduler is applied to a learning rate adjustment strategy of our method, where the step size is set as 3. The aspect ratio size is set as [0.5, 1.0, and 2.0]. For the hyperparameters, the weight values \( k \) and \( t \) are both set to 2 to facilitate the experiment. The dimension reduction factor \( y \) is set to 0.2. The distillation temperature \( T \) is set to 103. Further, to validate our method, experiments are conducted compared with state-of-the-art methods on the MinneApple and Pascal VOC.

4.3. Ablation Studies. Ablation experiments are conducted on the GreenApple to validate each component and analyze the contributions of each component. Due to the limitation of computer computing resources, all experiments are based on the Faster R-CNN with the backbone of ResNet50 and FPN. Models are trained and tested using the training set and test set of GreenApple. Experimental results are presented in Table 5. It can be observed that the \( \text{AP}_s \) and \( \text{AR}_s \) of baseline on small apples are 45.7% and 55.1% under the IoU = [0.5 : 0.05 : 0.95], respectively. Further, the precision and recall of our method on small apple detection are 47.0% and 57.2%, increased by 1.3% and 2.1%, respectively. When only a weight-like feature fusion architecture is adopted, the \( \text{AP}_s \) and \( \text{AR}_s \) are 46.1% and 55.7% increased by 0.4% and 0.6% for small apple detection, respectively. When a weight-like feature fusion architecture and a
decoupled-aggregated module are adopted at the same time, the precision and recall are 46.7% and 56.9%, increasing by 1.0% and 1.8%, respectively. To improve the stability during training, a distillation loss improves the precision by 0.3% for small apples. It can be concluded that each block can improve the precision of small apple detection.

The bigger the weight, the better? The performance of our network is evaluated for different weight parameters with a decoupled-aggregated module and a KL distillation loss, as shown in Table 6. We assume that \( k \) and \( t \) are set from 1 to 4 to evaluate the precision and recall of different scales of apple under different parameters. It is noteworthy that \( k \) and \( t \) are two different hyperparameters. In this paper, we adopt same values and take integer values to simplify the experiment to verify the validity of our method. It can be observed that AP and AP\(_5\) do not increase with the magnified weight. When \( k \) and \( t \) take 2, AP\(_5\) and AR\(_5\) get the optimal value of 47.0% and 57.2%, increased by 1.3% and 2.1% compared with the baseline of Faster R-CNN. It can be seen that our method can improve small apple detection performance in Table 6. Note that when the weight is set as 1, our method is equivalent to the weight-like feature fusion architecture. While the precision for small apple detection is improved, the precision of medium and large apple detection is slightly lower with the weight of 2. Although AP\(_M\) and AP\(_L\) are slightly smaller. Finally, the weight is empirically assigned as 2 for optimal performance considering the mean average precision of the small, medium, and large scales comprehensively. Therefore, the weight-like feature fusion structure can effectively improve the precision of small apple detection.

Importance of decoupled block: the performance of the spatial branch and content branch are tried to assess, respectively. Experiments are conducted for every branch with the weight-like feature fusion structure, feature filter, and aggregated feature module. Experimental results are presented in Table 7. Only spatial-aware branches or content-aware branches can improve the performance of our proposed model by 1.1% and 0.6%. The precision can be improved by 1.3% using two branches of the spatial-aware and content-aware branches. It can be observed that the decoupled-aggregated feature block with the single spatial feature or single content feature can improve slightly our model. Compared with the content-aware branch, the spatial-aware branch can significantly improve the precision of small apple detection. Firstly, it benefits from the fact that the input of the extended layer feature is a high-resolution feature; secondly, the output of the spatial sensing branch only goes through the two convolution operations with the normalization layer and does not go through the downsampling of pooling, which can retain more feature information that can be mapped to small apples. Thus, it can be concluded that spatial architecture can play a greater role than the content-aware branch. The spatial branch is necessary for capturing object structure information via the point-wise convolution without downsampling. Content-aware branch obtains global contextual feature information by global average pooling, which breaks the limitation that convolution only extracts features locally. In contrast, the feature decoupled block and aggregated block can effectively improve the recognition precision of small apple detection. A feature map from the spatial-aware architecture is indispensable for supplying spatial information about the target.

### Table 5: Performance of each component on the GreenApple test set. Note that D-A refers to the decoupled-aggregated module.

| Weight-like D-A | Loss | AP\(_S\) | AP\(_M\) | AP\(_L\) | AR\(_S\) | AR\(_M\) | AR\(_L\) | AP\(_{50}\) | AP\(_{75}\) | AP |
|-----------------|------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| ✓               | ✓    | 46.7     | 68.6     | 86.5     | 56.9     | 75.1     | 91.0     | 86.8     | 69.5     | 62.2     |
| ✓               | ✓    | 46.8     | 68.4     | 86.3     | 56.3     | 75.0     | 90.5     | 86.1     | 68.7     | 61.9     |
| ✓               | ✓    | 47.0     | 68.1     | 87.5     | 57.2     | 75.4     | 91.2     | 86.7     | 69.1     | 62.3     |
| ✓               | ✓    | 47.0     | 68.1     | 87.5     | 57.2     | 75.4     | 91.2     | 86.7     | 69.1     | 62.3     |

### Table 6: Performance of different weights on the GreenApple test set. To simplify the experiment, we take the same value for \( k \) and \( t \). Meanwhile, values of \( k \) and \( t \) are integers.

| \( k \) | \( t \) | AP\(_S\) | AP\(_M\) | AP\(_L\) | AR\(_S\) | AR\(_M\) | AR\(_L\) | AP\(_{50}\) | AP\(_{75}\) | AP |
|--------|--------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| 1      | 1      | 46.8     | 68.4     | 86.3     | 56.3     | 75.0     | 90.5     | 86.1     | 68.7     | 61.9     |
| 2      | 2      | 47.0     | 68.1     | 87.5     | 57.2     | 75.4     | 91.2     | 86.7     | 69.1     | 62.3     |
| 3      | 3      | 46.2     | 68.9     | 86.8     | 56.8     | 75.6     | 91.0     | 87.2     | 70.3     | 62.7     |
| 4      | 4      | 46.2     | 67.1     | 85.5     | 56.5     | 73.8     | 89.5     | 86.4     | 68.1     | 61.2     |

### Table 7: The performance of our method based on different branches.

| Spatial Content | AP\(_S\) | AP\(_M\) | AP\(_L\) | AR\(_S\) | AR\(_M\) | AR\(_L\) | AP\(_{50}\) | AP\(_{75}\) | AP |
|-----------------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| ✓               | ✓        | 46.8     | 68.6     | 87.2     | 57.6     | 75.5     | 91.1     | 86.9     | 70.0     | 62.4     |
| ✓               | ✓        | 46.3     | 68.8     | 86.2     | 56.5     | 75.5     | 90.5     | 86.8     | 69.5     | 62.2     |
| ✓               | ✓        | 47.0     | 68.1     | 87.5     | 57.2     | 75.4     | 91.2     | 86.7     | 69.1     | 62.3     |
4.4. Results on the GreenApple. Some state-of-the-art methods are compared with our method on the GreenApple and the results are shown in Table 8. All comparison models are trained and tested based on MMDetection [53] on a single NVIDIA 1080Ti GPU. The ResNet50 and FPN architecture are utilized as the backbone and neck. Precision and recall are applied as the evaluation indicators. For comparison methods, an SGD optimizer is adopted with an initial learning rate of 0.0025, a momentum of 0.9, and a weight decay of 5e-4. 1× schedule and 12 epochs with 2 images per GPU are applied to reduce required computing resources. The step size and gamma are set to 3 and 0.33, respectively. To analyze the performance of all methods for small, medium, and large apples, the precision and recall are evaluated at different scales based on the evaluation index of IoU = 0.5, 0.75, and 0.95. The dimension reduction factor γ is set to 0.2. The distillation temperature is set to 103°C.

In Table 8, experimental results are presented on the GreenApple. Compared with Faster R-CNN based on the ResNet50, APS and ARS of our method can achieve 47.0% and 57.2% increased by 1.3% and 2.1%, respectively. It can be observed that BFP Net outperforms the Faster R-CNN and its variants for small apple detection. To better observe the detection performance of BFP Net, we present the prediction results of an image, as shown in Figure 6(a). The figure on the left shows the overall prediction results of the image and the figure on the right shows the local results corresponding to the red rectangle. Therefore, experimental results illuminate that BFP Net can improve the precision of small apple detection. The APS and AP on the GreenApple test set can reach 47.0% and 62.3%, respectively.

In addition, CARAFE, SABL, Dynamic R-CNN, PISA, Mask R-CNN, and Groie are applied to compare the effectiveness of BFP Net for small apple detection. The APS of our method is increased by 3.2%, 0.3%, 1.4%, 2.7%, 0.2%, 0.3%, and 0.2%, respectively.

| Method          | APS  | AP_M | AP_L | AR_S | AR_M | AR_L | AP_50 | AP_75 | AP  | AR  |
|-----------------|------|------|------|------|------|------|-------|-------|-----|-----|
| CARAFE [54]     | 43.8 | 67.5 | 86.2 | 53.0 | 72.6 | 89.4 | 85.3  | 66.8  | 60.1| 66.4|
| SABL [55]       | 46.7 | 69.6 | 87.7 | 55.0 | 75.3 | 90.8 | 86.6  | 68.3  | 62.4| 68.6|
| Dynamic R-CNN [56] | 45.6 | 68.5 | 86.5 | 53.2 | 73.6 | 89.7 | 85.5  | 67.8  | 61.3| 67.0|
| PISA [57]       | 44.3 | 68.5 | 85.1 | 54.8 | 84.0 | 88.3 | 85.6  | 67.6  | 60.9| 67.6|
| Mask R-CNN [58] | 46.8 | 68.6 | 86.0 | 54.5 | 74.1 | 89.1 | 86.8  | 68.7  | 61.8| 67.6|
| Groie [59]      | 45.3 | 68.3 | 86.7 | 52.8 | 73.6 | 89.6 | 86.7  | 68.0  | 61.3| 66.7|
| Faster R-CNN [27] | 45.7 | 68.3 | 88.4 | 55.1 | 74.4 | 92.1 | 85.9  | 69.3  | 62.3| 68.5|
| BFP Net         | 47.0 | 68.1 | 87.5 | 57.2 | 75.4 | 91.2 | 86.7  | 69.1  | 62.3| 69.7|

Table 8: Our proposed method and comparison results on the GreenApple test set.

Figure 6: The visualization results of BFP Net on the GreenApple and MinneApple. The left images are prediction results and the right images show the detail of the red rectangular boxes. Note that we rotate the prediction results of MinneApple 90 clockwise. (a) GreenApple, (b) MinneApple.
and 1.7% compared with CARAFE [54], SABL [55], Dynamic R-CNN [56], PISA [57], Mask R-CNN [58], and Groie [59]. Meanwhile, the ARs can be better than other state-of-the-art methods based on small apples, i.e., 57.2% vs 53.0% and 57.2% vs 54.8%, respectively. Therefore, our method is better than other state-of-the-art models for small apple detection.

In Figure 7, the precision-recall (P-R) curve of CARAFE and BFP Net are shown on the GreenApple test set. The area enclosed by the P-R curve and the two coordinate axes can be applied to evaluate the quality of a model. When the P-R curve of one model is surrounded by the precision-recall curve of another model, the latter model is better than the former model [50]. The P-R curves are drawn based on \[ \text{IoU} = \frac{0.5 \times 0.5 \times 0.95}{1.0} \] about CARAFE and our method firstly. It can be found that the area enclosed by P-R curves and two coordinate axes under the certain IoU threshold of our method is larger than that of CARAFE. It can be concluded that with the increase of IoU, the effect of the model is more significant. Compared with CARAFE, our performance can be better than other methods when the IoU threshold is greater than 0.6.

To more clearly show the effectiveness of our proposed model at a specific threshold, 0.75 is adopted for the IoU threshold as an example to draw the P-R curves of BFP Net and CARAFE for different scales of fruits, as shown in Figure 8. Blue and orange lines are the effects of BFP Net and CARAFE. From this picture, BFP Net has a significant effect on apple detection, especially on small and medium apple detection.

To evaluate the model more comprehensively, we also use the #params to evaluate the performance of our method. The evaluation results of parameters are shown in Table 9. In Table 9, it can be observed that the #params of BFP Net is 42.55 M. Compared with the baseline of Faster R-CNN, the #params of our method increased by 1.43 M. Therefore, we can conclude that the BFP Net can improve the detection performance of small apple detection without increasing a large number of parameters.

4.5. Results on the MinneApple. To validate our method, MinneApple is applied to assess BFP Net and other state-of-the-art methods. The results are presented in Table 10. It can be found that our method can outperform other state-of-the-art methods. The APS and ARs of our method are 42.2% and 48.2%, increased by 1.0% and 1.3%, respectively, compared with the baseline of Faster R-CNN. Note that AP\textsubscript{p} and AR\textsubscript{p} are -1 because there is no large-scale apples. A prediction image is presented in Figure 6(b). The orange and blue bounding boxes represent the prediction and ground-truth bounding boxes, respectively. By comprehensively analyzing the prediction results and visualization results, we can concluded that our method is applicable to small apple detection in a real orchard environment.

We also compared BFP Net with many state-of-the-art models, and the results are presented in Table 10. It can be observed that the APS is increased by 1.3%, 1.7%, 3.6%, 0.3%, 1.3%, and 1.2%, compared with CARAFE [54], SABL [55], Dynamic R-CNN [56], PISA [57], Mask R-CNN [58], and Groie [59]. Meanwhile, AP\textsubscript{M}, AP\textsubscript{L}, and AP of BFP Net outperform some state-of-the-art methods in Table 10. Similarly, AR\textsubscript{S}, AR\textsubscript{M}, AR\textsubscript{L}, and AR are better than the comparison models. Overall, BFP Net can outperform some state-of-the-art methods on the MinneApple.

4.6. Results on the Pascal VOC. We also verified the generalization ability by the generic object detection dataset of
Pascal VOC. The experimental results are presented in Table 11. In Table 11, experimental results of our proposed method and baseline show that the APS and ARS of our method can achieve 35.6% and 48.9%, increased by 8.5% and 10.4%, respectively, based on IoU = \( \frac{0.5}{0.05} : 0.95 \), compared with Faster R-CNN. The APM and ARM can reach 42.9% and 57.1%, respectively. As a whole, BFP Net outperforms the baseline of Faster R-CNN on the Pascal VOC. Meanwhile, we also validated and compared our method with some state-of-the-art models in Table 11. It can be observed that the APS, APM, ARS, and ARM of BFP Net are better than some state-of-the-art methods, which illustrates that our method can be better than some state-of-the-art models on the small-scale objects and medium-scale objects. However, the ARL and ARM are 54.3% and 82.1%, respectively, which is better than that of CARAFE [54], Dynamic R-CNN [55], PISA [56], and baseline, but is slightly lower than SABL [57], Mask R-CNN [58], and Groie [59].

For this phenomenon, compared with the apple fruits with a class of apple and shape of spherical in the real orchard environment, we found that the number of categories in Pascal VOC is larger than that of MinneApple/GreenApple and the shapes of samples in each category are complex and diverse, which greatly increase the difficulty of target detection. Although BFP Net is not completely

**Table 9: Analysis of model parameters.**

| Method         | Input size   | #params |
|---------------|--------------|---------|
| CARAFE [54]   | (3, 600, 400) | 46.73 M |
| SABL [55]     | (3, 600, 400) | 41.91 M |
| Dynamic R-CNN [56] | (3, 600, 400) | 41.12 M |
| PISA [57]     | (3, 600, 400) | 41.12 M |
| Mask R-CNN [58] | (3, 600, 400) | 43.75 M |
| Groie [59]    | (3, 600, 400) | 43.02 M |
| Faster R-CNN [27] | (3, 600, 400) | 41.12 M |
| BFP Net       | (3, 600, 400) | 42.55 M |

**Figure 8:** Comparison precision and recall of BFP Net and CARAFE with IoU = 0.75 on the GreenApple test set. (a) Small apples, (b) medium apples, (c) large apples, and (d) all apples.
superior to the comparison models, as a whole, the BFP Net has a strong generalization ability for detecting the general object, especially for small target detection.

4.7. Visualization. To present clear detection results, BFP Net and some state-of-the-art models are visualized based on the GreenApple. The weight file obtained from the training set is applied to validate the model on the GreenApple test set. The visualization results are presented on the image through the orange rectangular box annotated with category and precision. Note that the category and precision of the target are located at the top left of the target rectangle. In addition, the ground-truth bounding box are presented with blue color.

Some visualization results about state-of-the-art models, baseline (Faster R-CNN) and our method are shown on the GreenApple, as shown in Figure 9. Specifically, visualization results of CARAFE, Dynamic R-CNN, PISA, SABL, Faster R-CNN (baseline), and BFP Net are presented using 4 cases. From this figure, it can be concluded that many methods can detect small apples with closeness of color between the fruit skin and the background in the real complex orchard environment. Compared with other state-of-the-art methods, our method can effectively improve the precision of small apple detection. It can be concluded that our method is suitable for for small apple detection to handle real-world complexities with varying light conditions, as well as occlusion or overlapped fruits.

4.8. Qualitative Results. To further validate our method, we qualitatively analyze our method and CARAFE on the benchmark dataset of GreenApple, MinneApple, and Pascal VOC. Four prediction results from GreenApple and MinneApple are selected to analyze the effectiveness of the BFP Net and CARAFE, as shown in Figure 10.

Detection results of GreenApple and MinneApple are shown in Figure 10. It can be observed that precision of the BFP Net is higher than that of CARAFE. Although the apples is small and the color of the fruit skin is similar to the background, small apples can still be recognized in GreenApple. Compared with CARAFE based on ResNet50 with the FPN, BFP Net is better on the GreenApple and MinneApple, especially in small and dense fruit scenes. Overall, our method has strong competitiveness on large public datasets.

In addition, we also analyze the prediction results on the Pascal VOC. The results illustrated that our method has good generalization ability. To make the visualization results of qualitative analysis more consistent with this journal, we only show the visualization results based on the GreenApple and MinneApple in Figure 10.

5. Discussion and Conclusion

5.1. Discussion. The effectiveness of variants of general object detection and small object detection for small apple detection has been widely used in a series of studies [31–36]. In this article, a balanced feature pyramid network achieved the precision improvement of small apple detection. The balanced feature pyramid network could be directly embedded into existing object detectors to detect small apples, which had great potential for an unstructured orchard environment.

In previous studies, fruit detection methods based on conventional machine learning and deep learning had been...
widely used. The results of the deep learning method always outperformed machine learning methods [60]. Manually extracted features from a series of small apple detection methods based on machine learning could not be comprehensively acquired [61], which leads to low efficiency and high labor cost. On the other hand, some generic object detection models based on deep learning are not completely suitable for fruit detection, due to small objects with fewer pixels under the complex natural orchard environment and the closeness of color between the fruit skin and the background for small fruits. The precision/accuracy of small objects is half of the large objects [12]. The unbalanced traits between multiple-scale fruits limit the improvement of small target performance. The potential of multiscale information imbalance could not be fully revealed.

Balanced multiple-resolution feature fusion and spatial information presented promising results for small apple detection. Incorporating multiple fine-grained scale apple features and multiple-resolution pyramid features can acquire a better precision for small apple detection. Some studies have studied multiple scale objects [19, 62]. Overall, these methods showed that aggregating multiple scale object features and pyramid features can balance different scale features. The good performances illustrated that balanced

Figure 9: Visualization results of BFP Net and some state-of-the-art methods on the GreenApple. The four image cases in each line represent the four visualization results of corresponding method. The visualization methods contain CARAFE, Dynamic R-CNN, PISA, SABL, Faster R-CNN, and BFP Net (ours) from top to bottom. Note that the blue bounding box refers to the ground-truth bounding box and the orange bounding box represents the prediction bounding box on the GreenApple test set.
different scale features and different characteristic features on the extended layer have the great potential to aggregate more information for small apple detection.

Extended feature extracted abundant traits of multiscale apples. The fusion of extended features and pyramid-shaped multiple-scale features aggregated different scale features. The results proved that using the extended feature with high resolution had the potential to improve the precision of small apple identification and detection. In many studies, the authors also extended features on the feature fusion architecture to aggregate multiple-scale features and enhance the strong representation ability of apple features [26].

Moreover, the variations of performance gain between the weight-like feature fusion structure and decoupled-aggregated block with a KL distillation loss can be roughly evaluated. Compared with a limited feature from the backbone on the weight-like feature fusion architecture, an extended feature through decoupled-aggregated block with a KL distillation loss can generate more feature gain to improve the performance of small apple detection. Compared with a lightweight content-aware upsample operator in CARAFE [54], the weight-like feature fusion structure by balancing reliable features from the backbone could acquire more fine-grained fruit traits. Similarly, some artifact features and fabricated fake textures constructed by small object detection methods based on the GAN lead to false positives [18]. It can be concluded that the reliable feature from original images could generate more gains compared with artifact features. For the decoupled-aggregated block with a loss function, an abundant feature from before pooling remains more features of small-scale apple, which can obtain more gain compared with a limited feature. In ablation studies, these views had proved that an unlimited feature was more helpful to optimize small fruit detection performance. The results presented the potential of the
balanced reliable feature with abundant information, and more efforts should be made to balance reliable features. In addition, proposal region or sample assign strategy etc. [55–57, 59] for detector were also designed to optimize the precision in many studies. Given the poor performance of small targets compared to large-scale targets, the optimization of target detectors has limitations for small-scale target performance improvement, and the results have been validated.

With the emergence of feature extraction and multiple scale feature fusion techniques, phenotyping features with strong representation ability can be obtained from different aspects. How to balance information features of different scales to recognize and detect multiple-scale apples during the whole process of fruit growth to maturity is of importance. Information balance of multiple aspects and scales provided an effective alternative to balance multiple scale features and spatial/semantic information on the extended layer. The performance of information balance for small apple detection proved that the information balance of different traits was promising. Therefore, different views could be analyzed to assess the effectiveness of small apple detection. The information balance of multiple perspectives will provide more fine-grained information and alleviate the problem of blurred boundaries on small apples, and how to effectively balance the phenotyping traits from multiple views remain a challenging issue. This article provided an efficient choice for information balance of different scale phenotyping features for small apple detection in real complex orchard environments, which could aggregate information from different perspectives to apply to the problem of the closeness of color between the fruit skin and the background of branches and leaves. Last but not least, we directly chose an existing detector to detect small apples but this detector cannot completely apply to the detection of different fruit scales in the whole process of fruit growth. How to optimize the fruit detector and making it suitable for small fruit/vegetable detection is also a potential alternative, which could provide some technical support for yield prediction, picking of mature fruits, and automatic monitoring of agriculture.

5.2. Conclusion. In conclusion, balanced apple information of different scales from two perspectives of multiple-scale fruits on the different layers of FPN and a characteristic of an extended feature has a certain effect on reducing the gap of apple information of different scales. The BFP Net presents strong potential to improve the performance of small apple detection. The experimental results also illustrated that a weight-like feature fusion structure can refine multiple-scale feature information. A decoupled-aggregated module can balance spatial-aware information and content-aware information to complement the spatial information of small apples based on an extended layer. The Kullback-Leibler distillation loss make the feature distribution consistent between a high-level feature and extended feature map. The results demonstrate that each component of the balanced feature pyramid network facilitates the improvement of small apple detection precision, in particular, the precision of small apple localization. In addition, this method has the ability to improve the precision without adding a large number of parameters. This method can not only be applied to other small apple detection based on feature pyramid feature fusion architecture but also provide a reference for other fruit/vegetable detection.
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