Identifying Substitute and Complementary Products for Assortment Optimization with Cleora Embeddings

Sergiy Tkachuk*, Anna Wróblewska†, Jacek Dabrowski‡ and Szymon Łukasik*§
*Systems Research Institute, Polish Academy of Sciences
ul. Newelska 6, 01-447 Warsaw, Poland
Email: {stkachuk,slukasik}@ibspan.waw.pl
†Faculty of Mathematics and Information Science, Warsaw University of Technology, Warsaw, Poland
Email: anna.wrobleska1@pw.edu.pl
‡Synerise, Warsaw, Poland
Email: jack.dabrowski@synerise.com
§Faculty of Physics and Applied Computer Science, AGH University of Science and Technology
al. Mickiewicza 30, 30-059 Kraków, Poland
Email: slukasik@agh.edu.pl

Abstract—Recent years brought an increasing interest in the application of machine learning algorithms in e-commerce, omnichannel marketing, and the sales industry. It is not only to the algorithmic advances but also to data availability, representing transactions, users, and background product information. Finding products related in different ways, i.e., substitutes and complements is essential for users’ recommendations at the vendor’s site and for the vendor - to perform efficient assortment optimization.

The paper introduces a novel method for finding products’ substitutes and complements based on the graph embedding Cleora algorithm. We also provide its experimental evaluation with regards to the state-of-the-art Shopper algorithm, studying the relevance of recommendations with surveys from industry experts. It is concluded that the new approach presented here offers suitable choices of recommended products, requiring a minimal amount of additional information. The algorithm can be used in various enterprises, effectively identifying substitute and complementary product options.

Index Terms—Substitutes, Complementary products, Recommendation systems, Assortment optimization Cleora, Graph embeddings

I. INTRODUCTION

The recommendation systems’ performance and impact demonstrate the importance of their implementation in the contemporary retail industry [1]. Companies like Netflix [2], Amazon [3] or YouTube [4] utilize customers’ data to influence their preference and choices using cognitive bias techniques like ’anchoring effect’ [5]. As an integral part of the online retailing platforms, recommendation systems also impact the willingness-to-pay of users [6].

The outstanding performance of recommendation engines does not stop researchers from developing it further. It is uncovered that modeling product relationships improve the accuracy of the recommendations [7]. Definition and modeling of substitutable and complementary links between products are of paramount importance for the next generation recommendation systems.

While recommendation systems have been experiencing superiority in the latest decade, the research on product relationships started even earlier [8]. According to [9] and [10], substitutable products are interchangeable and can be purchased instead of each other, e.g., one electronic component for another. Complementary products might be bought and used together; they experience joint demand, e.g., laptops and mice. In a typical recommendation system, both substitutes and complements may serve as good recommendation candidates. However, it depends on a purchase stage in which is a customer [9]. For example, when a user is evaluating a product (first stage of purchase), it is reasonable to recommend other substitutable products to better match their needs. However, it also is sensible to recommend complementary products (or even a bundle of products) but at further stages of the purchase process.

From the point of view of applying behavioral data, co-purchase and co-view relations can be used implicitly to represent complementarity and substitutionary recommendation strategies, respectively. It is, however, not always the case, and it is hard to use these implicit assumptions as a direct indication, especially for e-commerce vendors [11]. Therefore, it is crucial to building recommendation systems that can support decisions also from the retailer’s perspective.

This paper’s primary goal is to introduce the new algorithm for identifying substitutes and complementary products using Cleora [12] – a general-purpose graph embedding algorithm. Besides describing the algorithm, the results of its expert-based evaluation and comparison with the selected state-of-the-art solution – Shopper algorithm – on real-world data are provided. We also identify the most challenging research gaps in gathering and defining substitutes and complementary
products in massive omnichannel retail datasets. Our goal is to provide relevant recommendations which might support decisions such as assortment optimization, building marketing strategy, or simply finding missing product replacements for various industries.

The paper is organized as follows. In the next Section, identifying substitutes and complementary products is reviewed from the perspective of existing techniques and available datasets – which might be used for testing new algorithms. Section III describes the introduced algorithm. Next, in Section IV, the experimental setup is covered in detail. Section V overviews the experiments’ results, while the last part of the paper (Section VI) contains the final discussion and area of future research.

II. RELATED WORK

Research on identifying product relationships in the recommendation systems space from the customer perspective is well-established. In this section, we briefly discuss the highlights of the literature review. Then we scheme the requirements for datasets to build and test recommendations for vendors reliably.

A. Existing Algorithms

It should be noted first that while the customer-facing recommendations are studied firmly, the research around recommendations for retail business performance is scarce. Consumers’ preferences and subjective choices make it hard to assess what product is the suitable substitute or complement to a product of interest. Hence, it is challenging to decide on the relevant assortment or stocks at a given point of the sale, considering the constraints companies face (e.g., stocking costs or area of a store). We believe that customer-facing recommendation systems design and algorithms of identifying product links can be used in business support systems, such as autonomous assortment optimization.

With that respect, [13] proposed tagging method employing a conventional collaborative filtering algorithm. The authors tagged category pairs manually and introduced a third ‘Unsure’ option for pairs with relationships that seemed uncertain. This additional dimension made the approach outstanding. However, the manual way of labeling is not sustainable. Given the dynamic nature of assortment planning and consumers’ preferences, it requires significant effort to maintain and scale the solution. In the following study, [10] introduced a different perspective to inferring substitutable and complementary products mining. The designed system called Sceptre can model and predict links between products from the text of their reviews and description. The data used for the Sceptre inference comes from Amazon and constitutes a large corpus of millions of products, including co-purchasing and browsing data. The work builds on top of the LDA [14] model family and aims to identify topics that explain document networks’ links. Unlike the tagging method, the Sceptre assumes the substitutable and complementary products definition. Products that ‘also viewed’ are referred to as substitutes, whereas ‘also bought’ products are complementary. A similar notion of product links was also exploited by [15]. Authors of [16] proposed a path-constrained framework (PMSC) which is similar to, and arguably outperformed, the Sceptre [10]. The framework introduced a novel mapping function to project products embedding vectors into two separate spaces increasing the model’s substitutable and complementary discriminative ability. Based on proprietary Walmart dataset [17] introduced product knowledge graph (PKG) embedding approach for learning products relationships in e-commerce. Similarly, in [10], the authors took the same assumption concerning substitutes (co-view) and complementary products (co-buy) definitions. The study results demonstrate PKG outperformance over traditional knowledge graphs (KG). Another worth mentioning, the embedding-related approach is a semi-supervised Substitute Products Embedding Model (SPEM) [18]. The deep embedding method demonstrated superior results over a set of high-performing solutions, including Sceptre [10]. The mentioned studies utilize similar validation metrics – Hits@k.

One of the most recent models called Shopper used as a reference point in our research was proposed by [19]. Shopper model can identify pairs of substitutes and complements – where purchasing one item makes the second one less or more appealing, respectively. One of the model’s key features is called “thinking ahead,” where a customer considers the next choice in making the current choice. It makes the model more generally applicable for both online and offline shopping. Shopper uses the Bayesian model of market baskets in the methodological layer, estimating the items’ latent features, seasonal effects, preferences of the customers, and price sensitivities to obtain substitutes and complements estimation.

B. Datasets

As we mentioned above, the research around retail business performance recommendations is scarce, so do the adequate datasets. To have a possibility of sufficiently assessing the notion of substitution and complementing regarding e-commerce products, we need to have detailed information on products and transaction baskets available.

Requirements for the needed information are as follows:

1) **Transaction baskets.** Transactions have their identifiers. They should be gathered into baskets so that all the products purchased at one transaction should be identifiable. The quantity of each product in one transaction should also be given.

2) **Precise product identification and differentiation.** Exact information about individual products: EAN or other identifiers

3) **Exact product description.** Product name/title, precise information on the brand, attributes, e.g., capacity, size.

4) **Unified product attribute schema.** All input products should be prepared in the same way to avoid unnecessary work of re-description.

5) **Seasonal information on products.** It can be derived from other data, e.g., transaction date.
6) **Product price of purchase.** Price given with the purchase transaction (the prices can change along the time).

7) **Purchases in shops should be distinguishable.** Each shop should have an identifier, the transaction should have a shop (when purchased) identification.

8) **Clients should have their unique identifiers.** They should be distinguished from others. Usually, algorithms need to gather purchases of each client.

The last two requirements are not essential for algorithms to produce their output results but can be very useful, depending on an algorithm’s options.

Many e-commerce datasets are publicly available on the Kaggle platform and the Web (see [20]). However, very few contain all the precise information. One of the massive e-commerce product datasets is the Amazon reviews dataset [21] that contains product details and the relations between products bought together. However, there is no information about which products were bought in one basket (in one purchase transaction), required in Shopper and our Cleora settings. The latest extensive dataset with precise information on products and their attributes is given in [22]. However, there are also no required product relation links or even behavioral customer patterns to infer the links. On the other hand, datasets containing more precise information about customer behaviors and transaction baskets have tiny details on products themselves, e.g., the Dunnhumby’s Complete Journey dataset [23], and others [24], [25]. Without product names and their precise attributes, it seems impossible to assess if given substitutions or complementations are suitable.

### III. Proposed Approach

The algorithm introduced here uses the embedding of graphs representing product relationships. By embedding products in the latent space, it is possible to present proximities between products. Thus, products situated close to each other are identified as related.

A variety of embedding methods allow the transformation of different modalities of input data into a vector space. Depending on modality characteristics, a wide range of transformation procedures can be employed, yielding sparse representations (e.g. one-hot encoding of text [26]) or dense vector representations, e.g. language modelling (e.g. word2vec [27], gloVe [28], BERT [29]), node2vec results on graph representations [30], image deep neural networks results (e.g. VGG, ResNet embeddings) [31]. Here a new hypergraph embedding approach – Cleora [12] is being used. In the experiments, it was proved to be not only accurate but also highly efficient for large datasets. Our approach will be covered in detail in the following part of this section.

The graph format is extremely limited, allowing only for links between two entities. On the other hand, hypergraphs allow representing more extensive relations. For instance, datasets of shopping baskets or user’s online sessions form natural hypergraphs. All the products in a shopping basket are together bound by the relation of belonging to a single basket. All the items viewed during an online session are strongly coupled as well. Furthermore, the number of items in both can be significantly larger than two. Hence, a single basket is a hyperedge.

It has been empirically confirmed [12] that the hypergraph approach works much better than graphs for product embeddings, website embeddings, and similar data. It is more expressive and captures the underlying data generating process better.

In general a graph $G$ constitutes a pair $(V,E)$ where $V$ denotes a set of vertices and $E \subseteq (V \times V)$ – edges connecting them. Product relationships will be represented by undirected graphs, where an edge is an unordered pair of nodes. An embedding of a graph $G = (V,E)$ is denoted as matrix $T$, with size $|V| \times d$, where $d$ is the dimension of the embedding. The $i$-th row of matrix $T$ (denoted as $T_{i,*}$) corresponds to a node $i \in V$ while $T_{i,j}$, $j \in \{1,...,d\}$, captures a different feature of node $i$.

The input transactional data were grouped by order or invoice concatenating product codes (counterpart of EAN number). The data is not sequential, i.e. order of products on the transaction list is not meaningful. An example of the input data shape for sample products p1-p6 is illustrated in Table I.

| Transaction 1 | Product Basket |
|---------------|----------------|
| Transaction 2 | p1 p3 p4       |
| Transaction 3 | p2 p4          |
| Transaction 3 | p3 p6 p3       |

**TABLE I: Example of the input data shape.**

The algorithm used for creating product embeddings is enclosed as Algorithm 1. Its implementation created in Rust, with Python bindings and compiled binaries is available as open-source [32].

All the embeddings were trained with one and six iterations to reflect complementary and substitutable product relationships, respectively, with the same dimensionality (1024). The closest neighbor for embeddings obtained with one Cleora iteration is potentially the best complementary product. Whereas the one for embeddings obtained with six Cleora iteration – when the algorithm is known to converge [12] – is most likely to be a substitute item. The nearest neighbors for each product were calculated using cosine similarity, which is commonly used to compare other kinds of embeddings, e.g. text-based embeddings.

The algorithm is executed in a feasible time, even for large datasets. This efficiency is achieved by combining two major kinds of vertex embedding methods.

1) **Random walks.** These approaches take the input graph and stochastically generate "paths" (sequences of vertices) from a random walk on the graph. As if a bug was hopping from one vertex to another, along the edges. They are trained with stochastic gradient descent applied to various objectives, most of them similar to skip-gram or CBOW known from word2vec [27] and can differ slightly in how the random walks are defined.
Data: Graph $G = (V, E)$ with set of nodes $V$ and set of edges $E$, iteration number $I$, chunk number $Q$, embedding dimensionality $d$

Result: Embedding matrix $T \in \mathbb{R}^{|V| \times d}$

Divide graph $G$ into $Q$ chunks. Let $G_q$ be the $q$-th chunk with edge set $E_q$;

for $q$ from 1 to $Q$ do

For graph chunk $G_q$ compute random walk transition matrix $M_q = \frac{e_{ab}}{\deg(v_a)}$ for $ab \in E_q$, where $e_{ab}$ is the number of edges running from node $a$ to $b$;

Initialize chunk embedding matrix $T^0_q \sim U(-1, 1)$;

for $i$ from 1 to $I$ do

$T^i_q = M_q \cdot T^{i-1}_q$;

$L_q$ normalize rows of $T^i_q$;

end

$T^q = T^I_q$;

end

for $v$ from 1 to $|V|$ do

$T_{v,*} = \sum_{q=1}^{Q} w_{q,v} \times T^q_{v,*}$ where $w_{q,v}$ is the node weight $w_{q,v} = \frac{\sum_{k=1}^{Q} |n \in V_k : n \in n_v|}{\sum_{k=1}^{Q} |n \in V_k : n \in n_v|}$

end

Algorithm 1: Cleora algorithm as introduced in [12]

2) Graph Convolutional Networks. These models treat the graph as an adjacency matrix, define a "neighborhood mixing" operator called a graph convolution, and some non-linearities in between. They can be trained with SGD applied to various objectives as well.

Finally, it is essential to highlight once again that Cleora code is open-source which allows reproducing our experiments and modify them relatively quickly and easily.

IV. EXPERIMENTAL SETUP

In our tests, the Cleora algorithm was benchmarked against Shopper [19]. The Shopper was selected amongst other algorithms as its "thinking ahead" property suits the best offline shopping behavior in our research elaboration frame. Similarly to Cleora [12], it generates product vectors reflecting assortment categories relationships. Moreover, Shopper is similar to contemporary recommendation systems that utilize matrix factorization techniques, making it appealing to explore from the business applicability and relevance standpoint. Given the research's collaborative academic and commercial nature, the empirical study described in the Shopper paper coincided with a progressing project for one of the largest European retail chains performed by Synerise, which impacted the benchmark model's choice.

As mentioned in the Related Datasets Section II, the required data to reliably assess the interested product relations, i.e., supplementary and complementary products, are not publicly available. In Table II, we gathered the required dataset features and the particular needs for the chosen algorithms (Cleora and Shopper). Generally, we need data that are commonly included in purchase receipts. Additionally, we can use data that allow collecting all client purchases for more extended variants of the algorithms. It is vital not to use sequential transaction data because they are biased by online recommender system suggestions and other online and offline marketing strategies.

We gathered our input dataset from the mentioned big retail chain in Europe. The dataset comprises about 561,135 products. As the input for substitution/complementary products identification we have selected products from three food categories, i.e., beers, spices, and yoghurts, covering 5,906 products. The dataset contains 351,422 transactions collected within 578 days for 3,634 customers. This data, grouped into baskets, was utilized as inputs to selection algorithms of substitutes and complements. Along with Cleora and Shopper, we have also used randomized generation of related products – to serve as a baseline. The algorithms were used to generate two closest substitutes and two closest complementary products.

Having these output products, we organized questionnaires for marketing industry specialists to assess the notion of supplementary and complementary links between one given focal product and their related substitutes and complementary products generated with different algorithms. It is worth mentioning that in contrast to [10] we used experts judgment to validate models performance instead of Mechanical Turk – to obtain reliable evaluation of the proposed technique.

For the Cleora approach, we have not made any changes to the procedure’s default scheme described in Section III using 1024 as the dimensionality of the embedding and one iteration for complementary products generation, and six – for substitutes. Shopper algorithm was used with $K = 100$, lookahead = 0 and max – iterations = 1200. The full set of parameters used for this algorithm was enclosed in the Appendix. The resulting items (substitutes and complements) for the Random algorithm were randomly selected from the entire retail chain assortment.

V. RESULTS

After preparing our suggestions for supplementary and complementary products using Cleora, Shopper, and random algorithms, we gathered human assessments. We prepared questionnaires for retail experts. The survey participants were asked to point to (1) two substitutes out of six proposed (two generated by each of the tested algorithms) and (2) two complementary products out of six offered (again, generated with the three tested algorithms). The survey covered 20 randomly selected products from each product class: beers, yoghurts, and spices. The answers were ordered randomly for each participant, and they did not know the source algorithm (that one generated the product suggestions). The respondents were also allowed to point to only one substitute/complementary product in each question.

Altogether, 5,520 answers regarding substitutes and complementary products were recorded during the survey, with 138 questionnaires being completed (each having 20 questions).
TABLE II: Requirements for the dataset to assess product similarity or relatedness (supplementary, complementary products). Note: ✓ – requirement should be fulfilled, “–” – requirement may not be fulfilled, (√) – requirement may be fulfilled for the extended variant of the method.

| No | Requirement name                                      | Cleora | Shopper |
|----|-------------------------------------------------------|--------|---------|
| 1  | Transaction baskets                                   | ✓      | ✓       |
| 2  | Precise product identification and differentiation     | ✓      | ✓       |
| 3  | Exact product description                             | –      | –       |
| 4  | Unified product attribute schema                       | (√)   | (√)    |
| 5  | Seasonal information on products                       | –      | ✓       |
| 6  | Product price of purchase                             | –      | ✓       |
| 7  | Purchases in shops should be distinguishable          | (√)   | (√)    |
| 8  | Client should have their unique identifiers            | (√)   | (√)    |

TABLE III: Accuracy of the recommendation algorithms for substitutes in three food product categories.

|       | Beers | Yoghurts | Spices |
|-------|-------|----------|--------|
| Cleora| 0.60  | 0.76     | 0.77   |
| Shopper | 0.05 | 0.00     | 0.01   |
| Random | 0.00  | 0.00     | 0.00   |

TABLE IV: Accuracy of the recommendation algorithms for complements in three food product categories.

|       | Beers | Yoghurts | Spices |
|-------|-------|----------|--------|
| Cleora| 0.15  | 0.19     | 0.35   |
| Shopper | 0.09 | 0.21     | 0.05   |
| Random | 0.00  | 0.00     | 0.00   |

This substantial experimental data will be discussed in the following paragraphs of this Section.

First, let us compare how both of the substitutes/complementary products were evaluated by the retail experts. Table III provides ratios of products for which tested algorithms provided two substitutes indicated by experts regardless of their order (correct or reversed ones).

![Fig. 1: Weighted accuracy for evaluated algorithms taking into account product class representation in survey data. Note: Random results are close to zero.](image)

In all cases, the Cleora algorithm significantly outperforms both the Shopper algorithm and random selection of substitutes. The accuracy of our proposed Cleora-based techniques is at least ten times higher than the benchmarked ones.

Similar comparison for complementary products was enclosed in Table IV. Again our approach proves to be the most competitive, with the Shopper algorithm being slightly more accurate only for the “yoghurt” product category. It also observed that finding complementary products is more difficult and subjective, with the highest accuracy just over 50% for Cleora and the "spices" category.

VI. CONCLUSIONS

The paper introduced a new method of generating substitutes and complementary products for a given item, using unordered transactional information. Thanks to its minimal data requirements, it can be used for offline and online assortment recommendations. The algorithm was demonstrated here to be very accurate. It has outperformed the state-of-art Shopper algorithm for the same testing data, which was confirmed by...
TABLE V: Pairs of substitutes correctly identified in exact order (as indicated by the algorithms) or reversed order.

| Number of substitutes | 500 | 400 | 480 |
|-----------------------|-----|-----|-----|
| Beers | Yoghurts | Spices | Beers | Yoghurts | Spices | Beers | Yoghurts | Spices |
| Cleora | Correct order | Reversed order | Sum | Correct order | Reversed order | Sum | Correct order | Reversed order | Sum |
| Shopper | 160 | 143 | 303 | 208 | 162 | 370 |
| Random | - | - | - | - | - | - |
| Correct | 4 | 19 | 23 | 1 | - | 1 | 1 | 5 | 6 |

TABLE VI: Pairs of complementary products correctly identified in exact order (as indicated by the algorithms) or reversed order.

| Number of complements | 500 | 400 | 480 |
|-----------------------|-----|-----|-----|
| Beers | Yoghurts | Spices | Beers | Yoghurts | Spices | Beers | Yoghurts | Spices |
| Cleora | Correct order | Reversed order | Sum | Correct order | Reversed order | Sum | Correct order | Reversed order | Sum |
| Shopper | 28 | 46 | 74 | 45 | 29 | 74 | 170 | 95 | 265 |
| Random | 6 | 39 | 45 | 1 | 1 | 2 | - | - | - |
| Correct | 143 | 303 | 143 | 303 | 143 | 303 | 143 | 303 | 143 |
| Reversed order | - | - | - | - | - | - | - | - | - |

TABLE VII: Percentage of the substitute products given by experts which include the first substitute generated by each algorithm.

| Cleora | Beers | Yoghurts | Spices |
|-------|-------|---------|--------|
| 38.9% | 45.1% | 43.2% |
| Shopper | 6.4% | 1.3% | 3.6% |
| Random | 4.3% | 1.3% | 0.4% |

TABLE VIII: Percentage of the complementary products given by experts which include the first complement generated by each algorithm.

| Cleora | Beers | Yoghurts | Spices |
|-------|-------|---------|--------|
| 17.1% | 22.4% | 40.4% |
| Shopper | 8.2% | 26.8% | 8.6% |
| Random | 7.4% | 5.3% | 3.9% |

a significant sample of experts’ decisions used as a point of reference (gold standard answers).

It is essential to stress that the approach proposed here is highly efficient computationally and involves solely CPU-based methods. Cleora embeddings for both substitutes and complementary products were trained in less than thirty minutes each, while latent vectors for the benchmark algorithm – Shopper – required more than 24 hours of GPU-based and CPU hyper-threading computations. Thus, the presented algorithm allows to quickly and efficiently identify substitution and complementary products, which can be very helpful in vendors’ settings having to move or change their stock products – for their assortment optimization.

Additionally, the obtained representations of latent product features (from Cleora) can be utilized to perform behavioral segmentation of products. It allows recreating links between individual items and clusters of products being purchased in a similar context. Moreover, in similar settings, Cleora can be exploited to segment customers based on their behavioral patterns. The tool is independent of the industry for which the substitute/complementary products problem is being studied, and it uses only the context of product purchase/order, thus it can be used also for related tasks such as suggestion of parts to order etc.
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**APPENDIX**

For Shopper algorithm the following input parameters – derived from the existing studies – were used:

- $K=100, +Kgroup=0, +fixKgroup=0, +seed=0$
- $+rfreq=200000, +saveCycle=5000$
- $+max-iterations=1200, +negsamples=50$
- $+nsFreq=-1, +likelihood=1, +lookahead=0$
- $+avgContext=1, +symmetricRho=0, +checkout=1$
- $+shuffle=1, +zeroFactor=0.100000$
- $+batchsize=5000, +userVec=3$
- $+itemIntercept=1, +price=10, +day=10$
- $+normPrice=0, +normPriceMin=0$
- $+step_schedule=2, +eta=0.010000$
- $+gammax=0.900000, +valTolerance=0.000001$
- $+valConsecutive=5, +keepOnly=-1$
- $+keepAbove=-1, +thr_llh=-100000.000000$
- $+threads=16$

For initialization:

- $+stdIni=0.100000, +iniPath=+iniFromGroup=0$
- $+r2rho=1.000000, +s2alpha=1.000000$
- $+s2theta=1.000000, +s2lambda=1.000000$
- $+r2gamma=100.000000, +shpgamma=100.000000$
- $+r2beta=100.000000, +shpbeta=100.000000$
- $+s2delta=0.010000, +s2mu=0.010000$
- $+s2rho=1.000000, +s2alpha=1.000000$
- $+stdIni=0.100000, +iniPath=+iniFromGroup=0$

Hyperparameters:

- $+r2rho=1.000000, +s2alpha=1.000000$
- $+s2theta=1.000000, +s2lambda=1.000000$
- $+r2gamma=100.000000, +shpgamma=100.000000$
- $+r2beta=100.000000, +shpbeta=100.000000$
- $+s2delta=0.010000, +s2mu=0.010000$