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Abstract

We are concerned with the global existence of entropy solutions of the two-dimensional steady Euler equations for an ideal gas, which undergoes a one-step exothermic chemical reaction under the Arrhenius-type kinetics. The reaction rate function $\phi(T)$ is assumed to have a positive lower bound. We first consider the Cauchy problem (the initial value problem), that is, seek a supersonic downstream reacting flow when the incoming flow is supersonic, and establish the global existence of entropy solutions when the total variation of the initial data is sufficiently small. Then we analyze the problem of steady supersonic, exothermically reacting Euler flow past a Lipschitz wedge, generating an additional detonation wave attached to the wedge vertex, which can be then formulated as an initial-boundary value problem. We establish the globally existence of entropy solutions containing the additional detonation wave (weak or strong, determined by the wedge angle at the wedge vertex) when the total variation of both the slope of the wedge boundary and the incoming flow is suitably small. The downstream asymptotic behavior of the global solutions is also obtained.
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1. Introduction

We are concerned with the two-dimensional steady supersonic Euler flow of an exothermically reacting ideal gas, which is governed by

\begin{align}
(pu)_x + (pv)_y &= 0, \\ (\rho u^2 + p)_x + (\rho uv)_y &= 0, \\ (\rho uv)_x + (\rho v^2 + p)_y &= 0, \\ ((\rho E + p)u)_x + ((\rho E + p)v)_y &= 0, \\ (\rho u Z)_x + (\rho v Z)_y &= -\rho Z \phi(T).
\end{align}

Here $(u, v)$ is the velocity, $p$ the scalar pressure, $\rho$ the density, $Z$ the fraction of unburned gas in the mixture, $\phi(T)$ the reaction rate, $q$ the specific binding energy of unburned gas, and
\[ E = \frac{1}{2}(u^2 + v^2) + e(\rho, p) + qZ \] the specific total energy with the specific internal energy \( e \) that is a given function of \((\rho, p)\) defined through thermodynamical relations.

For an ideal gas,
\[ p = R\rho T, \quad e = c_v T, \quad \gamma = 1 + \frac{R}{c_v} > 1, \]
where \( R \) and \( c_v \) are positive constants, and \( \gamma \) is the adiabatic exponent. We identify \( c_v + R = c_p \) as the specific heat at constant pressure.

We assume for simplicity that the specific heats and molecular weights of the reactant and product gases are the same and that the reaction rate function \( \phi \) is monotonically increasing and Lipschitz continuous. In addition, inadmissible discontinuous solutions are eliminated by requiring the following entropy condition:
\[ (\rho u S)_x + (\rho v S)_y \geq \frac{q p Z \phi(T)}{T}. \]
\[ (1.7) \]

We first consider the Cauchy problem (the initial value problem) for \((1.1)\)–\((1.5)\) in the region \( \{ x \geq 0, y \in \mathbb{R} \} \), with initial incoming flow (initial data):
\[ (u, v, p, \rho, Z)(0, y) = (u_0, v_0, p_0, \rho_0, Z_0)(y), \quad y \in \mathbb{R}. \]
\[ (1.8) \]
We assume that \( u_0(y), v_0(y), p_0(y), \rho_0(y), \) and \( Z_0(y) \) are bounded and have bounded total variation with \( Z_0(\infty) = \lim_{y \to -\infty} Z_0(y) = 0 \). We further assume that there are positive constants \( u', \rho' \), and \( T' \) such that
\[ u_0 > c_0 \geq u' > 0, \quad \rho_0 \geq \rho' > 0, \quad T_0 \geq T' > 0, \]
\[ (1.9) \]
where \( c = \sqrt{\frac{2R}{\rho}} \) is the local sonic speed. We make this assumption on the initial data to ensure that the flow is supersonic (i.e. \( u^2 + v^2 > c^2 \)).

![Fig.1. Supersonic Euler flow through the left boundary \( x = 0 \)](image)

We assume the initial data to be such that the reaction rate function \( \phi(T) \) never vanishes, so that there is a positive minimum value \( \Phi := \phi(T') > 0 \). In a sense, this is a very realistic condition. Typically, \( \phi(T) \) has the Arrhenius form:
\[ \phi(T) = T^\alpha e^{-\frac{E}{RT'}}, \]
\[ (1.10) \]
which vanishes only at absolutely zero temperature, where \( \alpha \) is a positive constant. We make this assumption in order to obtain the uniform decay of the reactant to zero. Although the total
variation of the solution may very well increase while the reaction is active, the reaction must eventually die out along the flow trajectories. Consequently, the increase in total variation can be estimated rigorously.

In Chen-Wagner [1], the large-time existence of entropy solutions to the Cauchy problem has been established for the time-dependent equations of planar flow of an exothermically reacting ideal gas. The total variation of the initial data is bounded by a parameter $\epsilon = \gamma - 1$, which grows arbitrarily large as $\epsilon \to 0$ whose limiting case is the isothermal gas. Global entropy solutions are obtained by using the Glimm fractional-step scheme based on the Glimm scheme.

In this paper, we first establish a global existence theory for entropy solutions of the Cauchy problem for two-dimensional, exothermically reacting steady Euler equations by further developing the Glimm scheme, under the condition that the total variation of the initial data in (1.8) is small. Then this approach is further developed for solving the supersonic reacting Euler flow past Lipschitz wedges. For a non-reacting supersonic flow past a straight wedge, an attached plane shock is generated at the wedge vertex. When the supersonic flow is governed by the exothermically reacting steady Euler equations, the attached detonation wave is no longer a plane wave even for the straight wedge, whose strength (weak or strong) is determined by the wedge angle and the incoming flow. Nevertheless, we establish that, when the total variation of both the incoming supersonic flow and the slope of the wedge boundary is suitably small, there exists a global entropy solution containing the (weak or strong) detonation wave. The downstream asymptotic behavior of entropy solutions is also obtained.

The organization of this paper is as follows. In Section 2, we discuss some basic features of the exothermically reacting Euler equations (1.1)–(1.5). The Glimm fractional-step scheme is described for the Cauchy problem (1.8) for system (1.1)–(1.5) in Section 3. In Section 4, we establish uniform bounds on the total variation in the $y$-direction of the Glimm fractional-step approximate solutions for the Cauchy problem (1.8). In Section 5, we establish uniform bounds on the total variation of the Glimm fractional-step approximate solutions in the $y$-variable for the initial-boundary value problem (5.1)–(5.2) for (1.1)–(1.5) concerning the supersonic reacting Euler flow past Lipschitz wedges, when the wedge angle at the wedge vertex is small. In Section 6, the convergence of approximate solutions to an entropy solution is established for both the Cauchy problem (1.8) and the initial-boundary value problem (5.1)–(5.2) for (1.1)–(1.5). The downstream asymptotic behavior of entropy solutions is also clarified in Section 7. In Section 8, we extend the results in Sections 5–6 for the case of small wedge angle to the case of large wedge angle, for which the entropy solution contains a strong detonation wave generated between the incoming fluid and the wedge boundary at the wedge vertex.

2. Basic Features of the Exothermically Reacting Euler Equations

In this section, we discuss some basic features of system (1.1)–(1.5).

2.1. Euler equations

System (1.1)–(1.5) can be rewritten in the following form:

$$W(U)_x + H(U)_y = G(U), \quad (2.1)$$

with $U = (u, v, p, \rho, Z)$, where

$$W(U) = (\rho u, \rho u^2 + p, \rho u(v + \frac{u^2 + v^2}{2}), \rho uZ),$$

$$H(U) = (\rho v, \rho uv, \rho v^2 + p, \rho v(h + \frac{u^2 + v^2}{2}), \rho vZ),$$

$$G(U) = (0, 0, 0, q\rho\phi(T)Z, -\rho\phi(T)Z)$$
with $\tilde{h} = \frac{\gamma p}{(\gamma - 1)p}$.

In the case when $G(U)$ is identically zero, system (2.1) becomes a system of conservation laws:

$$W(U)_x + H(U)_y = 0. \quad (2.2)$$

For a smooth solution $U(x, y)$, system (2.2) is equivalent to

$$\nabla_U W(U)U_x + \nabla_U H(U)U_y = 0. \quad (2.3)$$

Then the eigenvalues of (2.2) are the roots of the 5th order polynomial

$$\det(\lambda \nabla_U W(U) - \nabla_U H(U)), \quad (2.4)$$

that is, the solutions of the equation:

$$(v - \lambda u)^3((v - \lambda u)^2 - c^2(1 + \lambda^2)) = 0, \quad (2.5)$$

where $c = \sqrt{\frac{2\gamma \rho}{\rho + 1}}$ is the sonic speed.

If the flow is supersonic (i.e. $u^2 + v^2 > c^2$), system (2.1) is hyperbolic. In particular, when $u > c$, the system has five eigenvalues in the $x$-direction:

$$\lambda_i = \frac{v}{u}, \quad i = 2, 3, 4; \quad \lambda_j = \frac{uv + (-1)^{(j-1)/2}c\sqrt{u^2 + v^2 - c^2}}{u^2 - c^2}, \quad j = 1, 5, \quad (2.6)$$

and the corresponding linearly independent eigenvectors:

$$r_j = \kappa_j(-\lambda_j, 1, \rho(\lambda_j u - v), \frac{\rho(\lambda_j u - v)}{c^2}, 0), \quad j = 1, 5;$$

$$r_2 = (u, v, 0, 0, 0)^\top, \quad r_3 = (0, 0, 0, \rho, 0)^\top, \quad r_4 = (0, 0, 0, 0, \frac{1}{\rho u})^\top, \quad (2.8)$$

where $\kappa_j$ are chosen so that $r_j \cdot \nabla \lambda_j = 1$ since the $j$th-characteristic fields are genuinely nonlinear, $j = 1, 5$. Note that $r_j \cdot \nabla \lambda_j = 0$, $j = 2, 3, 4$, that is, these characteristic fields are always linearly degenerate.

In particular, at a constant state $\tilde{U} = (\tilde{u}, \tilde{p}, \tilde{\rho}, \tilde{Z})$,

$$\lambda_2(\tilde{U}) = \lambda_3(\tilde{U}) = \lambda_4(\tilde{U}) = 0, \quad \lambda_1(\tilde{U}) = -\frac{\tilde{c}}{\sqrt{\tilde{u}^2 - \tilde{c}^2}} = -\lambda_5(\tilde{U}) < 0.$$

**Definition 2.1 (Entropy Solutions).** A function $U = U(x, y) \in BV(\mathbb{R}^+ \times \mathbb{R})$ is called an entropy solution of problem (1.8) for system (1.1)–(1.5), provided that

(i) $U$ is a weak solution of problem (1.8) for system (1.1)–(1.5), that is,

$$\int_{-\infty}^{\infty} \int_{0}^{\infty} (W(U)\phi_x + H(U)\phi_y + G(U)\phi) \, dx \, dy + \int_{-\infty}^{\infty} W(U_0(y))\phi(0, y) \, dy = 0 \quad (2.9)$$

for any $\phi \in C_0^\infty([0, \infty) \times (0, \infty))$;

(ii) For any convex entropy pair $(\eta, q)$ with respect to $W(U)$, the following inequality

$$\eta(W(U))_x + q(W(U))_y \leq \nabla_U \eta(W(U))G(U) \quad (2.10)$$

holds in the sense of distributions, that is,

$$\int_{-\infty}^{\infty} \int_{0}^{\infty} (\eta(W(U))\phi_x + q(W(U))\phi_y + \nabla_U \eta(W(U))G(U)\phi) \, dx \, dy$$

$$+ \int_{-\infty}^{\infty} \eta(W(U_0(y)))\phi(0, y) \, dy \geq 0 \quad (2.12)$$

for any $\phi \in C_0^\infty([0, \infty) \times (0, \infty))$ and $\phi(x, y) \geq 0$. 


**Remark 2.1.** In particular, \( \eta(W) = -\rho u S \) is an entropy which is convex with respect to \( W \), while \( q(W) = -\rho v S \) is the corresponding entropy flux, when \( u > c > 0 \).

As in [1], if we rewrite system (2.2) in Lagrangian coordinates:

\[
(x', m) = (x, m(x, y))
\]

with \( dm = \rho u dy - \rho v dx \), then the fifth equation in (2.2) becomes

\[
Z_{x'} = 0.
\]

It states that the \( Z \)-component is decoupled from \((u, v, p, \rho)\) in the solution of the non-reacting Riemann problem.

### 2.2. Wave curves in the phase space

We now analyze some basic properties of nonlinear waves. We focus on the case when \( u > c > 0 \) in the state space. Seek the self-similar solutions to system (2.2):

\[
(u, v, p, \rho, Z)(x, y) = (u, v, p, \rho, Z)(\xi), \quad \xi = \frac{y}{x},
\]

which connect to a fixed constant state \( U_0 = (u_0, v_0, p_0, \rho_0, z_0) \). Then we have

\[
\det (\xi \nabla_U W(U) - \nabla_U H(U)) = 0,
\]

which implies

\[
\xi = \lambda_i(U) = \frac{v}{u}, \quad i = 2, 3, 4; \quad \text{or} \quad \xi = \lambda_j(U), \quad j = 1, 5.
\]

Plugging \( \xi = \lambda_i(U), i = 2, 3, 4 \), into (2.2), we obtain

\[
dp = 0, \quad vdu - udv = 0,
\]

which yields the contact discontinuity curves \( C_i(U_0) \) in the phase space:

\[
C_i(U_0) : p = p_0, \quad w = \frac{v}{u} = \frac{v_0}{u_0}, \quad i = 2, 3, 4.
\]

More precisely, we have

\[
C_2(U_0) : U = (u_0 e^{\sigma_2}, v_0 e^{\sigma_2}, p_0, \rho_0, Z_0)^T,
\]

with strength \( \sigma_2 \) and slope \( \frac{v_0}{u_0} \), which is determined by

\[
\begin{cases}
\frac{dU}{d\sigma_2} = r_2(U), \\
U|_{\sigma_2=0} = U_0;
\end{cases}
\]

and

\[
C_3(U_0) : U = (u_0, v_0, p_0, \rho_0 e^{\sigma_3}, Z_0)^T,
\]

with strength \( \sigma_3 \) and slope \( \frac{v_0}{u_0} \), which is determined by

\[
\begin{cases}
\frac{dU}{d\sigma_3} = r_3(U), \\
U|_{\sigma_3=0} = U_0;
\end{cases}
\]

and

\[
C_4(U_0) : U = (u_0, v_0, p_0, \rho_0, Z_0 + \frac{\sigma_4}{\rho_0 u_0})^T,
\]
where \( s \) distributional sense. This implies that the following Rank ine-Hugoniot conditions hold along the back-state. Then we have

\[
\begin{align*}
\frac{dU}{d\sigma_{4}} &= r_{4}(U), \\
U|_{\sigma_{4}=0} &= U_{0}.
\end{align*}
\]  

(2.22)

We can see that \( \sigma_{4} \) is the difference between \( w_{5} = \rho uZ \) in the Riemann problem.

Plugging \( \xi = \lambda_{j}(U), j = 1, 5 \), into (2.22), we obtain the \( j \)-th rarefaction wave curve \( R_{j}(U_{0}), j = 1, 5 \), in the phase space through \( U_{0} \):

\[
R_{j}(U_{0}) : \ dp = c^{2}dp, \ du = -\lambda_{j}dv, \ \rho(\lambda_{j}u - v)dv = dp, \ dZ = 0, \quad j = 1, 5.
\]  

(2.23)

Now we consider discontinuous solutions so that the equations in (2.22) are satisfied in the distributional sense. This implies that the following Rankine-Hugoniot conditions hold along the discontinuity with speed \( s \), which connects to a state \( U_{0} = (u_{0}, v_{0}, p_{0}, \rho_{0}, Z_{0}) \):

\[
\begin{align*}
s[pu] &= [pv], \\
s[pu^{2} + p] &= [p\rho u], \\
s[\rho uv] &= [p\rho u^{2} + p], \\
s[\rho(u(v + \frac{\rho u^{2}}{2}))] &= [p(\rho v + \frac{\rho u^{2}}{2})], \\
s[\rho uZ] &= [p\rho uZ],
\end{align*}
\]

(2.24)–(2.28)

where the jump symbol \([\cdot]\) stands for the value of the quantity of the front-state minus that of the back-state. Then we have

\[
(v_{0} - su_{0})^{3}((v_{0} - su_{0})^{2} - \bar{c}^{2}(1 + s^{2})) = 0,
\]

where \( \bar{c}^{2} = \frac{\rho_{0}u^{2}}{\rho_{0}p_{0}} \) and \( b = \frac{\gamma + 1}{\gamma - 1} - \frac{\gamma - 1}{\gamma} \rho_{0} \). This implies

\[
s = s_{i} = \frac{v_{0}}{u_{0}}, \quad i = 2, 3, 4,
\]

(2.29)

or

\[
s = s_{j} = \frac{u_{0}v_{0} + (-1)^{j+3}}{(-1)^{j+3} \bar{c}^{2}u_{0}^{2} + \rho_{0}u_{0}^{2}} v_{0}, \quad j = 1, 5,
\]

(2.30)

where \( u_{0} > \bar{c} \) for small shocks.

Plugging \( s_{i}, i = 2, 3, 4 \), into (2.24)–(2.28), we obtain the same \( C_{i}(U_{0}), i = 2, 3, 4 \), as defined in (2.17), (2.19), and (2.21); while plugging \( s_{j}, j = 1, 5 \), into (2.24)–(2.28), we obtain the \( j \)-th shock wave curve \( S_{j}(U_{0}), j = 1, 5 \), through \( U_{0} \):

\[
S_{j}(U_{0}) : \ [p] = \frac{c^{2}}{b}[p], \ [u] = -s_{j}[v], \ \rho_{0}(s_{j}u_{0} - v_{0})[v] = [p], \ [Z] = 0.
\]

(2.31)

Note that the shock wave curve \( S_{j}(U_{0}) \) contacts with \( R_{j}(U_{0}) \) at \( U_{0} \) up to second order.

Following Lax [3], we can parameterize any physically admissible wave curve in a neighborhood of a constant \( \bar{U} \), \( O_{c}(\bar{U}) \), by \( \sigma_{j} \mapsto \Phi_{j}(\sigma_{j}, U_{b}), \) with \( \Phi_{j} \in C^{2}, \Phi_{j}|_{\sigma_{j}=0} = U_{b} \), and \( \frac{\partial \Phi_{j}}{\partial \sigma_{j}}|_{\sigma_{j}=0} = r_{j}(U_{b}) \). Set

\[
\Phi(\sigma_{5}, \sigma_{4}, \sigma_{3}, \sigma_{2}, \sigma_{1}; U_{b}) = \Phi_{5}(\sigma_{5}, \Phi_{4}(\sigma_{4}, \Phi_{3}(\sigma_{3}, \Phi_{2}(\sigma_{2}, \Phi_{1}(\sigma_{1}; U_{b}))))).
\]
We denote $\Psi_j(\sigma_j, W(U_b)) = W(\Phi_j(\sigma_j; U_b))$ and

$$
\Psi(\sigma_5, \sigma_4, \sigma_3, \sigma_2, \sigma_1; W(U_b)) = \Psi_5(\sigma_5, \Psi_4(\sigma_4, \Psi_3(\sigma_3, \Psi_2(\sigma_2, \Psi_1(\sigma_1; W(U_b)))))) = W(\Phi(\sigma_5, \sigma_4, \sigma_3, \sigma_2, \sigma_1; U_b)).
$$

Finally, we denote

$$
\sigma = (\sigma_1, \sigma_2, \sigma_3, \sigma_4, \sigma_5), \quad \text{and}
$$

$$
\Psi(\sigma, W(U_b)) = \Psi_5(\sigma_5, \Psi_4(\sigma_4, \Psi_3(\sigma_3, \Psi_2(\sigma_2, \Psi_1(\sigma_1; W(U_b)))))).
$$

3. The Glimm Fractional-Step Scheme

We employ a fractional-step scheme for the inhomogeneous system (2.1) as described in [1] based on the Glimm scheme. As before, we regard the $x$-direction as the time-like direction.

Choose mesh lengths $h > 0$ and $l > 0$ in the $x$-direction and $y$-direction, respectively, such that the Courant-Friedrichs-Levy condition holds:

$$
\Lambda = \max_{1 \leq j \leq 5} |\lambda_j(U)| \leq \frac{l}{2h}.
$$

Partition $\mathbb{R}^+$ by the sequence $x_k = kh, k \in \mathbb{Z}^+$, and partition $\mathbb{R}$ into cells with the $j$th cell centered at

$$
y_j = jl, \quad j = 0, \pm 1, \pm 2, \cdots.
$$

We begin with approximating the initial data $U_0(y)$ by a function $U^h(0, y)$, which is constant for $y$ in the interval $[y_{j-1}, y_{j+1}]$ for $j$ even and converges to $U_0(y)$ both pointwise a.e. and in $L^1$ on any bounded interval as $h \to 0$. Choose a random sequence $\theta_k, k = 0, 1, 2, \cdots$, in the interval $(-1, 1)$ with the uniform probability distribution.

We then construct the approximate solution $\Psi(U^h(x, y))$ as follows: Assume that $U^h(x, y)$ is defined for $x < kh$. Then we construct the approximate solution $W(U^h(x, y))$ in the strip $[kh, (k + 1)h) \times (-\infty, \infty)$ as follows:

**Step 1 (Random step):** Define

$$
W(U^h_j) = W(U^h(kh - j + \theta_k)l)),
$$

$$
W(U^h(kh + 0, y)) \equiv W(U^h_k), \quad (j - 1)l \leq y < (j + 1)l,
$$

where $j + k$ is even, and $\chi_k$ is the $k$th element of the random sequence ($\chi_1, \cdots, \chi_k, \cdots$).

**Step 2 (Solving the Riemann problem):** In the strip $[kh, (k + 1)h) \times (-\infty, \infty)$, we solve the following Riemann problem in each domain $\{kh, (k + 1)h) \times ((j - 1)l, (j + 1)l)$:

$$
\begin{cases}
W(U)_x + H(U)_y = 0, \\
W(U)|_{\tau = 0} = \begin{cases}
W(U^h_{j-1}) & y < jl, \\
W(U^h_{j+1}) & y > jl,
\end{cases}
\end{cases}
$$

where $j + k$ is odd and $\tau = x - kh$. The resulting solution is denoted as $W(U^h_0(x, y))$. 


Step 3 (Reacting step): Define

$$W(U^h(x, y)) = W(U^h_0(x, y)) + G(U^h_0(x, y))(x - kh),$$

where $G(U) = (0, 0, 0, qpZ\phi(T), -\rho Z\phi(T))$ as before and $kh \leq x < (k + 1)h$.

Therefore, we can construct the approximate solution $W(U^h(x, y))$ in the strip $[kh, (k + 1)h) \times (-\infty, \infty)$ as long as the Riemann problems in Step 2 are solvable.

4. BV–Stability

In this section, we estimate the approximate solutions $W(U^h(x, y))$ in the total variation norm and prove that the total variation of the approximate solutions $W(U^h(x, y))$ in $y$, for any fixed $x$, is uniformly bounded with respect to the mesh length $h$. We measure the total variation of approximate solutions by using the sum of the absolute values of the strengths of waves in the solution of each Riemann problem in Step 2 as in Section 3.

We define a weighted $l_1$–norm

$$\|v\|_1 = |v_1| + |v_2| + |v_3| + M|v_4| + |v_5|$$

for a vector $v = (v_1, v_2, v_3, v_4, v_5) \in \mathbb{R}^5$, (4.1)

where $M > 0$ is a constant to be determined later.

We define another norm

$$\|v\| = |v_1| + |v_2| + |v_3| + |v_4|$$

for a vector $v = (v_1, v_2, v_3, v_4) \in \mathbb{R}^4$. (4.2)

Let $U_g \equiv (u, v, p, \rho)$ and $W_g \equiv (\rho u, \rho u^2 + p, \rho u v, \rho u (\bar{h} + \frac{u^2 + v^2}{2} ))$ denote the first four components of $U$ and $W$, respectively.

4.1. Interaction estimates on the non-reacting step

The interaction estimate for (2.2) is similar to the argument for Proposition 3.1 in [2].
Lemma 4.1. Suppose that $U_b, U_m,$ and $U_a$ are three states in a small neighborhood $O_\varepsilon(U_+)$ with

$$\{U_b, U_m\} = (\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5), \{U_m, U_a\} = (\beta_1, \beta_2, \beta_3, \beta_4, \beta_5), \{U_b, U_a\} = (\gamma_1, \gamma_2, \gamma_3, \gamma_4, \gamma_5).$$

Then

$$\gamma_i = \alpha_i + \beta_i + O(1)\Delta(\alpha, \beta),$$

where $\Delta(\alpha, \beta) = |\alpha_5|(|\beta_1| + |\beta_2| + |\beta_3| + |\beta_4|) + |\beta_1|(|\alpha_2| + |\alpha_3| + |\alpha_4|) + \sum_{j=1,5} \Delta_j(\alpha, \beta)$ with

$$\Delta_j(\alpha, \beta) = \begin{cases} 0, & \alpha_j \geq 0 \text{ and } \beta_j \geq 0, \\ |\alpha_j||\beta_j|, & \text{otherwise}. \end{cases}$$

4.2. Estimates on the reacting step

For convenience, we use $\tilde{U}$ to denote the value of $U$ before reaction, while $U$ after reaction. That is,

$$W(U(x, y)) = W(\tilde{U}(x, y)) + G(\tilde{U}(x, y))\tau,$$

where $\tau = x - kh$ and $kh \leq x < (k + 1)h.$

Lemma 4.2. Let

$$\sigma = (\sigma_1, \sigma_2, \sigma_3, \sigma_4, \sigma_5) = B(W(\tilde{U}_b), W(\tilde{U}_a)) \quad (4.3)$$

be the vector of signed wave strengths in the solution of the Riemann problem with Riemann data $(W(\tilde{U}_b), W(\tilde{U}_a)).$ Let

$$\Gamma(W(\tilde{U}_b), \sigma, h) = B(W(U_b), W(U_a)), \quad (4.4)$$

where $W(U_b) = W(\tilde{U}_b) + G(\tilde{U}_b)h$ and $W(U_a) = W(\tilde{U}_a) + G(\tilde{U}_a)h.$ Then

$$\Gamma(W(\tilde{U}_b), \sigma, h) = \sigma + O(||\sigma||_1)h. \quad (4.5)$$

Lemma 4.2 implies that the increasing of the total variation of the fractional-step approximate solutions is at no more than an exponential rate.

Lemma 4.3. \[ \|\Gamma(W(\tilde{U}_b), \sigma, h) - (\sigma + \frac{\partial \Gamma}{\partial h}(W(\tilde{U}_b), \sigma, 0))h\|_1 \leq C||\sigma||_1 \frac{h^2}{2}. \]
Lemma 4.3 shows that we can estimate the increase in the total variation for the reacting step by calculating the first derivatives of the solution operator for the Riemann problem.

The proof of Lemmas 4.2–4.3 can be found in [1].

In particular, for (1.1)–(1.5), we need to analyze the reacting step, which takes the form:

\[ W(U^h(x, y)) = W(U^h_0(x, y)) + G(U^h_0(x, y))\tau, \]

where all the quantities \(\rho^h_0, \rho^h, \text{ etc.}\) are evaluated at \((kh + \tau, y)\) and \(\tau = x - kh\). More precisely, it takes the form:

\[
\begin{align*}
\rho^h u^h &= \rho^h_0 u^h_0, \\
\rho^h (u^h)^2 + p^h &= \rho^h_0 (u^h_0)^2 + p^h_0, \\
\rho^h u^h v^h &= \rho^h_0 u^h_0 v^h_0, \\
(\rho^h E^h + p^h) u^h &= (\rho^h_0 E^h_0 + p^h_0) u^h_0 + q\rho^h_0 - \rho^h_0 \phi(T^h_0)\tau, \\
\rho^h u^h Z^h &= \rho^h_0 u^h_0 Z^h_0 - \rho^h_0 Z^h_0 \phi(T^h_0)\tau.
\end{align*}
\]

We need to estimate the change in \((u, v, p, \rho, z, T)\) due to the reaction step.

First, we have

\[
(T^h - T^h_0)(kh + \tau, y) = \frac{\partial T}{\partial x} q\rho^h_0 Z^h_0 \phi(T^h_0)\tau = \frac{(\gamma - 1)(u^h)^2 - RT^h_0}{RT^h_0(u^h_0)^2 - \gamma RT^h_0} q\rho^h_0 Z^h_0 \phi(T^h_0)\tau.
\]

Since \(u^2 > c^2 = \frac{2p}{\rho} = \gamma RT\), then \(T^h(x, y) \geq T^h_0(x, y)\), which shows that the temperature \(T\) does not decrease due to the reaction.

Second, from the fifth equation: \(Z^h - Z^h_0 = -\frac{\rho^h_0 \phi(T^h_0)\tau}{\rho^h_0}\). Since \(\phi(T)\) is assumed to be Lipschitz continuous, nonnegative, and increasing, there exists a constant \(\Phi_1 > 0\) such that

\[ Z^h - Z^h_0 \leq -\Phi_1 \tau. \] (4.7)

Then we conclude

\[ Z^h \leq Z^h_0(1 - \Phi_1\tau) \leq Z^h_0 e^{-\Phi_1\tau}, \quad 0 \leq \tau < h. \] (4.8)

According to the scheme and using the induction, we can actually obtain

\[ Z^h \leq \|Z_0\|_{\infty} e^{-\Phi_1 kh}, \quad kh < x < (k + 1)h. \] (4.9)

Third, from the first three equations, we know that \(u^h = \frac{\rho^h_0 u^h_0}{\rho^h}, v^h = v^h_0, \text{ and } p^h = p^h_0 + \rho^h_0 (u^h_0)^2 - \frac{\rho^h_0 (u^h_0)^2}{\rho^h}\). Substitution of these into the fourth equation, we have

\[
\frac{\gamma + 1}{2} (\rho^h_0 u^h_0)^2 (\frac{1}{\rho^h})^2 - \gamma (\rho^h_0 (u^h_0)^2 + p^h_0) \frac{1}{\rho^h} + (\frac{\gamma - 1}{2} (u^h_0)^2 + \frac{\rho^h_0}{\rho^h_0} + Z^h_0 O(h)) = 0.
\] (4.10)

Therefore, we obtain

\[
\frac{1}{\rho^h} = \frac{\gamma (\rho^h_0 (u^h_0)^2 + p^h_0) + \sqrt{(\rho^h_0 (u^h_0)^2 - \gamma p^h_0)^2 + (\rho^h_0 (u^h_0)^2 Z^h_0 O(h))}}{(\gamma + 1)(\rho^h_0 (u^h_0)^2)}.
\] (4.11)

Using the Taylor expansion, we know

\[
\frac{1}{\rho^h_0} = \frac{1}{\rho^h} + Z^h_0 O(h).
\] (4.12)

That is,

\[ \rho^h - \rho^h_0 = \|Z_0\|_{\infty} e^{-\Phi_1 kh} O(h). \] (4.13)

Similar calculations also apply to \(u\) and \(p\). Therefore, we have
Lemma 4.4. There are positive constants $C_0$ and $\Phi_1$ such that
\[
T^h \geq T_0^h \geq C_0 > 0,
\]
\[
u^h - u_0^h = \|Z_0\|_\infty e^{-\Phi_1 kh} O(h),
\]
\[
u^h - v_0^h = 0,
\]
\[
p^h - p_0^h = \|Z_0\|_\infty e^{-\Phi_1 kh},
\]
\[
\rho^h - \rho_0^h = \|Z_0\|_\infty O(h) e^{-\Phi_1 kh},
\]
\[
Z^h \leq Z_0^h e^{-\Phi_1 \tau}, \quad 0 \leq \tau < h.
\]
Furthermore,
\[
Z_0^h \leq \|Z_0\|_\infty e^{-\Phi_1 kh} O(h), \quad kh \leq x < (k + 1)h.
\]
All the quantities are evaluated at $(kh + \tau, y)$ with $\tau = x - kh$.

4.3. Glimm functional for the fractional-step scheme

Following Glimm’s method [5], we define a functional on the restriction of the approximate solution $W(U^h)$ to certain mesh curves $J$. We define a mesh point to be a point $(x, y) = (kh, (j + \theta_k)l)$, where $k \in \mathbb{N}$ and $j \in \mathbb{Z}$ such that $j + k$ is even. A mesh curve $J$ is a piecewise linear curve in the $(x, y)$-plane, which successively connects the mesh points $(kh, (j + \theta_k)l)$ to the mesh points $((k \pm 1)h, (j + 1 + \theta_{k \pm 1})l)$. We define a partial order on the set of mesh curves by stating that larger curves lie toward larger $x$. We call $J_2$ an immediate successor of $J_1$ if $J_2$ connects the same mesh points as $J_1$, except for one mesh point, and if $J_2 > J_1$. Let $J_0$ be the unique mesh curve which connects the mesh points on $x = kh$ to the mesh points on $x = (k + 1)h$. Note that $J_0$ crosses all the waves in the Riemann solutions of $W(U^h(x, y))$ in the strip $kh \leq x < (k + 1)h$.

We now define a functional $F$ on the set of mesh curves. For any mesh curve $J$, we define
\[
L_i(J) = \sum \{|\alpha|: \alpha \text{ is the } i\text{th wave crossing } J\} \quad \text{for } 1 \leq i \leq 5.
\]

Next, we define
\[
L(J) = \sum_{1 \leq i \leq 5, i \neq 4} L_i(J) + M L_4(J),
\]
and
\[
Q(J) = \sum \{||\alpha| |\beta|: \text{both } \alpha \text{ and } \beta \text{ cross } J \text{ and approach each other}\},
\]
where $M > 0$ is a constant to be determined as in (4.15).

By standard procedure as in [13], when $TV(U_0(\cdot))$ is small enough, we can choose a positive constant $K_0$ sufficiently large such that the Glimm functional
\[
F(J) = L(J) + K_0 Q(J)
\]
is non-increasing in the non-reacting step.

4.4. BV-stability of the reaction step

We now prove the BV-stability of the approximate solutions during the reaction step. Our total variation bounds imply bounds on the length of $W(U^h(J))$, but we must also deal with the “drift” of the solution due to the reaction term $G(U)$.

In order to discuss the effect of the exothermic reaction on the functionals $L$ and $Q$, it is convenient to identify a new “mesh curve” $\tilde{J}$, which, as a curve, is the same as a given mesh curve $J$, but upon which the value of $W(U)$ differs from the value of $W(U)$ on $J$ by a single reaction step along all of $J$. We take $\tilde{J}$ to represent the values before the reaction and $J$ to represent the values after the reaction step.
Lemma 4.5. There is a positive constant C such that
\[
L(J_k) \leq L(\tilde{J}_k) + C q h \|w_{5,0}\|_\infty e^{-\Phi_{1,k} h} L(\tilde{J}_k),
\]
\[
Q(J_k) \leq Q(\tilde{J}_k) + C q h \|w_{5,0}\|_\infty e^{-\Phi_{1,k} h} L(\tilde{J}_k)^2.
\]

Proof. For simplicity of presentation, we denote \( c = (0, 0, 0, 1, -\frac{1}{q})^T \), \( \tilde{\sigma}_i = (\tilde{\sigma}_{1i}, \tilde{\sigma}_{2i}, \tilde{\sigma}_{3i}, \tilde{\sigma}_{4i}, \tilde{\sigma}_{5i}) \), 
\( c_g = (0, 0, 0, 1)^T \), \( W(\tilde{U}_{i+1}) = \Psi(\tilde{\sigma}_1, W(\tilde{U}_i)) \), \( B = (B_1, B_2, B_3, B_4, B_5)^T \), and \( B_g = (B_1, B_2, B_3, B_4)^T \). Let
\[
\Gamma(W(\tilde{U}_i), \tilde{\sigma}_i, h) = B(W(U_i), W(U_{i+1}))
\]
as before, where \( W(U_i) = W(\tilde{U}_i) + G(\tilde{U}_i) h \) and \( W(U_{i+1}) = W(\tilde{U}_{i+1}) + G(\tilde{U}_{i+1}) h \). Then we have
\[
\frac{\partial \Gamma}{\partial h}(W(\tilde{U}_i), \tilde{\sigma}_i, 0) = \tilde{\rho}_i \tilde{Z}_i \phi(\tilde{v}_i) \partial_1 B q c + \tilde{\rho}_i \tilde{Z}_i \phi(\tilde{v}_i) \partial_2 B q c
\]
\[
= \tilde{w}_{5,i} \frac{\phi(\tilde{v}_i)}{\tilde{u}_i} \partial_1 B q c + \tilde{w}_{5,i+1} \frac{\phi(\tilde{v}_i)}{\tilde{u}_i+1} \partial_2 B q c
\]
\[
= \tilde{w}_{5,i} (\partial_1 B q c) + \partial_2 B q c \frac{\phi(\tilde{v}_i)}{\tilde{u}_i+1}(\tilde{w}_{5,i} - \tilde{w}_{5,i+1}) \frac{\partial_2 B q c}{\tilde{u}_i+1},
\]
where \( \tilde{w}_{5,i} = \tilde{\rho}_i \tilde{u}_i \tilde{Z}_i \) and \( \tilde{w}_{5,i+1} = \tilde{\rho}_i \tilde{u}_i \tilde{Z}_i + 1 \). Since \( Z \) is decoupled from \((u, v, p, \rho)^T \) in the solution of the non-reacting Riemann problem, this means that \( \partial_1 B \) and \( \partial_2 B \) are the block 5 \times 5 matrices with the upper left 4 \times 4 block relating to non-reacting gas dynamics. The remaining 1\times1 block contains the derivative of wave strength of Z-contact with respect to \( \rho u Z \)—the value of this derivative is -1 for \( \frac{\partial B_g}{\partial w_{5,i}} \) and 1 for \( \frac{\partial B_g}{\partial \sigma_{w_{5,i}}} \), since \( B_5 = \rho_{i+1} u_{i+1} Z_{i+1} - \rho_i u_i Z_i = w_{5,i+1} - w_{5,i} \). Then we have
\[
\partial_1 B q c = \begin{pmatrix}
\partial_1 W_g B_g & 0 \\
0 & -1
\end{pmatrix}
\begin{pmatrix}
q c_g \\
0
\end{pmatrix} = \begin{pmatrix}
\partial_1 W_g B_g q c_g \\
0
\end{pmatrix} + (0, 0, 0, 0, 1)^T,
\]
\[
\partial_2 B q c = \begin{pmatrix}
\partial_2 W_g B_g & 0 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
q c_g \\
0
\end{pmatrix} = \begin{pmatrix}
\partial_2 W_g B_g q c_g \\
0
\end{pmatrix} - (0, 0, 0, 0, 1)^T,
\]
where \( W_g = (w_1, \cdots, w_4) \). Then
\[
\frac{\partial \Gamma}{\partial h}(W(\tilde{U}_i), \tilde{\sigma}_i, 0) = \tilde{w}_{5,i} \left[ \frac{\phi(\tilde{v}_i)}{\tilde{u}_i} \partial_1 W_g B_g q c_g \phi(\tilde{v}_i) \right]
\[
+ \frac{\phi(\tilde{v}_i)}{\tilde{u}_i+1} \partial_2 W_g B_g q c_g \phi(\tilde{v}_i+1) \right]
\]
\[
= \tilde{w}_{5,i} \left[ (\partial_1 W_g B_g q c_g) \phi(\tilde{v}_i) \right]
\[
+ (\tilde{w}_{5,i} - \tilde{w}_{5,i+1}) \partial_2 W_g B_g q c_g \phi(\tilde{v}_i) \right]
\]
Thus, the first four components of \( (4.25) \) have the form:
\[
\frac{\partial \Gamma}{\partial h}(W(\tilde{U}_i), \tilde{\sigma}_i, 0) = \tilde{w}_{5,i} \left[ \partial_1 W_g B_g q c_g \phi(\tilde{v}_i) + \partial_2 W_g B_g q c_g \phi(\tilde{v}_i) \right]
\[
+ (\tilde{w}_{5,i} - \tilde{w}_{5,i+1}) \partial_2 W_g B_g q c_g \phi(\tilde{v}_i) \right]
\]
\[
= \tilde{w}_{5,i} A(W(\tilde{U}_i), \tilde{\sigma}_i) + (\tilde{w}_{5,i} - \tilde{w}_{5,i+1}) \partial_2 W_g B_g q c_g \phi(\tilde{v}_i),
\]
where
\[
A(W(\tilde{U}_i), \tilde{\sigma}_i) = \partial_1 W_g B_g q c_g \phi(\tilde{v}_i) + \partial_2 W_g B_g q c_g \phi(\tilde{v}_i+1).
\]
It is easy to see that, if \( \bar{\sigma}_{g,i} = (\bar{\sigma}_{1,i}, \bar{\sigma}_{2,i}, \bar{\sigma}_{3,i}, \bar{\sigma}_{4,i}) = 0 \), then \( \bar{W}_{g,i+1} = \bar{W}_{g,i} = \bar{W}_{g}(\bar{U}_i) \) and, in particular, \( \bar{T}_{i+1} = \bar{T}_i \). Since \( B_y(\bar{W}_{g,i}, \bar{W}_{g,i}) \) is the vector of wave strengths for a Riemann problem with equal states,

\[
\partial_1 W_y B_y |_{\bar{\sigma}_{g,i}=0} = \partial_2 W_y B_y |_{\bar{\sigma}_{g,i}=0} = 0.
\]

Therefore, there exists some positive constant \( C \) such that the first term in (4.26) can be estimated by

\[
\| \bar{w}_{5,i} A(W(\bar{U}_i), \bar{\sigma}_i) \| \leq C \| \bar{\sigma}_{g,i} \| q.
\]

We next examine the last term of (4.28), which has the form

\[
(\bar{w}_{5,i+1} - \bar{w}_{5,i}) \partial_2 W_y B_y q c_y \frac{\phi(\bar{T}_{i+1})}{\bar{u}_{i+1}}.
\]

The fifth component of (4.25) is the equation for the strength of the Z-wave. This equation is

\[
\frac{\partial}{\partial h}(\bar{w}_{5,i+1} - \bar{w}_{5,i}) = \bar{w}_{5,i} \left( \frac{\phi(\bar{T}_i)}{\bar{u}_i} - \frac{\phi(\bar{T}_{i+1})}{\bar{u}_{i+1}} - (\bar{w}_{5,i+1} - \bar{w}_{5,i}) \frac{\phi(\bar{T}_{i+1})}{\bar{u}_{i+1}} \right),
\]

so that

\[
\frac{\partial}{\partial h}(\bar{w}_{5,i+1} - \bar{w}_{5,i}) \leq \bar{w}_{5,i} \left( \frac{\phi(\bar{T}_i)}{\bar{u}_i} - \frac{\phi(\bar{T}_{i+1})}{\bar{u}_{i+1}} \right) - |\bar{w}_{5,i+1} - \bar{w}_{5,i}| \frac{\phi(\bar{T}_{i+1})}{\bar{u}_{i+1}}.
\]

Thus, the reaction step produces possible increases in the total variation, which are bounded by

\[
C \| \bar{\sigma}_{g,i} \| q h + |\bar{w}_{5,i+1} - \bar{w}_{5,i}| \frac{\phi(\bar{T}_{i+1})}{\bar{u}_{i+1}} \| \partial_2 W_y B_y q c_y \| q h.
\]

The reaction step also produces a decrease in total variation for the \( \bar{w}_5 = \rho u Z \) component—the fifth component of \( \frac{\partial}{\partial h}(W(\bar{U}_i), \bar{\sigma}_i, 0) \)—in the amount \( |\bar{w}_{5,i+1} - \bar{w}_{5,i}| \frac{\phi(\bar{T}_{i+1})}{\bar{u}_{i+1}} \). We now use the decrease in the \( \bar{w}_5 \) component proportional to \( |\bar{w}_{5,i+1} - \bar{w}_{5,i}| \). Since \( \partial_2 W_y B_y \) is Lipschitz continuous, there exists a upper bound \( M \) for \( \| \partial_2 W_y B_y \| q \). Thus, the effect of term (4.26) on \((\rho u, \rho u^2 + p, \rho u \bar{h} + \frac{u^2 + v^2}{2})\) of \( \frac{\partial}{\partial h}(W(\bar{U}_i), \bar{\sigma}_i, 0) \) is bounded by \( M |\bar{w}_{5,i+1} - \bar{w}_{5,i}| \frac{\phi(\bar{T}_{i+1})}{\bar{u}_{i+1}} h \), and this increase is offset by a decrease in the term \( M |\bar{w}_{5,i+1} - \bar{w}_{5,i}| \).

Thus, the change in \( L \) is estimated as follows:

\[
L(J_k) - L(\bar{J}_k) = \sum_{1 \leq j \leq 5, j \neq 4} \left( L_j(J_k) - L_j(\bar{J}_k) \right) + M \left( L_4(J_k) - L_4(\bar{J}_k) \right)
\]

\[
= \sum_{1 \leq j \leq 5, j \neq 4} \sum_{-\infty < i < \infty} (|\bar{\sigma}_{j,i}| - |\bar{\sigma}_{j,i}|) + M \sum_{-\infty < i < \infty} (|\bar{\sigma}_{4,i}| - |\bar{\sigma}_{4,i}|)
\]

\[
\leq \sum_{-\infty < i < \infty} \| \partial_1 \left( W(\bar{U}_i), \bar{\sigma}_i, 0 \right) \| h
\]

\[
\leq \sum_{-\infty < i < \infty} \left( C \| \bar{w}_5 \| \| \bar{\sigma}_{g,i} \| h + |\bar{w}_{5,i+1} - \bar{w}_{5,i}| \frac{\phi(\bar{T}_{i+1})}{\bar{u}_{i+1}} q \| \partial_2 W_y B_y q c_y \| h
\]

\[
M |\bar{w}_{5,i}| \frac{\phi(\bar{T}_i)}{\bar{u}_i} - |\bar{w}_{5,i+1} - \bar{w}_{5,i}| \frac{\phi(\bar{T}_{i+1})}{\bar{u}_{i+1}} h)
\]

\[
\leq C q h \| \bar{w}_5 \| L(\bar{J}_k)
\]

\[
\leq C q h \| w_{5,0} \| \| e^{-\Phi \cdot k h} L(\bar{J}_k)\),
\]

where we have chosen \( M > 0 \) large enough to make the third inequality hold, and the last inequality comes from Lemma 4.3.
Consequently, we have
\[
Q(J_k) - Q(\tilde{J}_k) = \sum_{\text{App}} (|\alpha_i| |\beta_j| - |\tilde{\alpha}_i| |\tilde{\beta}_j|)
= \sum_{\text{App}} (|\alpha_i| |\beta_j| - |\tilde{\beta}_j|(|\alpha_i| - |\tilde{\alpha}_i|))
\leq C(L(J_k) - L(\tilde{J}_k))L(\tilde{J}_k).
\tag{4.32}
\]

Therefore,
\[
Q(J_k) \leq Q(\tilde{J}_k) + Cqh \|w_{5,0}\|_{\infty}e^{-\Phi_1kh}L(\tilde{J}_k)^2 \leq Q(\tilde{J}_k) + Cqh \|w_{5,0}\|_{\infty}e^{-\Phi_1kh}F(\tilde{J}_k)^2.
\tag{4.33}
\]

The proof is completed.

Since
\[
F(J) = L(J) + K_0Q(J),
\tag{4.34}
\]
we have actually proved the following lemma.

**Lemma 4.6.** Let $J_k$ be a mesh curve between $x = kh$ and $x = (k+1)h$. Then
\[
F(J_k) \leq F(\tilde{J}_k)(1 + Cqh \|w_{5,0}\|_{\infty}e^{-\Phi_1kh}(1 + F(\tilde{J}_k)),
\tag{4.35}
\]
where $C$ is a constant independent of the mesh lengths $l$ and $h$.

We need to obtain a uniform bound on $F$. First of all, we suppose that such a bound exists, namely, $F(\tilde{J}_k) \leq A$ for some positive constant. Then, by (4.35), we have
\[
F(J_k) \leq F(\tilde{J}_k)(1 + Cq \|w_{5,0}\|_{\infty}e^{-\Phi_1kh}(1 + A)h).
\tag{4.36}
\]
Since $F$ is non-increasing in the non-reacting step, $F(\tilde{J}_k) \leq F(J_{k-1})$. Then we have
\[
F(J_k) \leq F(\tilde{J}_0) \prod_{j=0}^{k} (1 + Cq \|w_{5,0}\|_{\infty}d^j(1 + A)h),
\]
where $d = e^{-\Phi_1h}$. Using the inequality $\ln(1 + x) \leq x$ for $x \geq 0$,
\[
\ln\left(\frac{F(J_k)}{F(\tilde{J}_0)}\right) \leq \sum_{j=0}^{k} \ln(1 + Cq \|w_{5,0}\|_{\infty}d^j(1 + A)h)
\leq \sum_{j=0}^{k} Cqh \|w_{5,0}\|_{\infty}d^j(1 + A)
\leq Cqh \|w_{5,0}\|_{\infty}d(1 + A) \frac{1}{1 - d}.
\tag{4.37}
\]

Thus we obtain
\[
F(J_k) \leq F(\tilde{J}_0)\exp\left(\frac{Cqh \|w_{5,0}\|_{\infty}(1 + A)}{1 - e^{-\Phi_1h}}\right).
\tag{4.38}
\]

The function $f(h) = \frac{h}{1 - e^{-\Phi_1h}}$ is increasing for $h > 0$ and tends to $\frac{1}{\Phi_1}$ as $h \to 0$. Thus, for $h$ sufficiently small, we obtain
\[
F(J_k) \leq F(\tilde{J}_0)\exp\left(\frac{C_1q \|w_{5,0}\|_{\infty}(1 + A)}{\Phi_1}\right),
\tag{4.39}
\]
where $C_1 = 2C$. Estimate (4.38) is valid as long as $F(\tilde{J}_0) \leq A$. Since $F(\tilde{J}_k) \leq F(\tilde{J}_{k-1})$, the condition required for this result is that

$$F(\tilde{J}_0) \leq \exp\left( - \frac{C_1 q \|w_{5,0}\|_{\infty}(1 + A)}{\Phi_1} \right) A =: g(A).$$

(4.39)

The value of $A$ which maximizes $g(A)$ is $A = \frac{\Phi_1}{C_1 q \|w_{5,0}\|_{\infty}}$. Thus, our least-restrictive condition on $F(\tilde{J}_0)$ is

$$F(\tilde{J}_0) \leq \exp\left( - 1 - \frac{C_1 q \|w_{5,0}\|_{\infty}}{\Phi_1} \right) \frac{\Phi_1}{C_1 \|w_{5,0}\|_{\infty}}.$$  

(4.40)

We summarize these estimates with the following lemma.

**Lemma 4.7.** If $F(\tilde{J}_0)$ satisfies (4.39), then, for all $k \geq 1, F(\tilde{J}_k) \leq A$. In particular, if $F(\tilde{J}_0)$ satisfies (4.40), then

$$F(\tilde{J}_k) \leq A = \frac{\Phi_1}{C_1 q \|w_{5,0}\|_{\infty}} \quad \text{for all } k \geq 1.$$

Furthermore, if $F(\tilde{J}_0)$ satisfies (4.40), then

$$F(J_k) \leq F(\tilde{J}_0) \exp\left( \frac{C_1 q \|w_{5,0}\|_{\infty}}{\Phi_1} + 1 \right) \quad \text{for all } k \geq 1.$$

Next, we need to estimate the amount that the solution “drifts” from its original base point due to the source term $G(U)$. We use $W(U_0(-\infty)) = \lim_{y \to -\infty} W(U_0(y))$ as our base point. From our scheme,

$$W(U^h(x,y)) = W(U_0^h(x,y)) + G(U_0^h(x,y))(x - kh).$$

(4.41)

We denote $U_k^\infty = \lim_{y \to -\infty} U^h((k+1)h - y)$ and $U_0(-\infty) = \lim_{y \to -\infty} U_0(y)$. Then $W(U^\infty_0) = W(U_0(-\infty)) + G(U_0(-\infty))h$ and $W(U^\infty_{k+1}) = W(U^\infty_k) + G(U^\infty_k)h$ for $k \geq 0$. Since $Z_0(-\infty) = 0$, $G(U_0(-\infty)) = 0$. We deduce that $W(U^\infty_{k+1}) = W(U^\infty_k) = W(U_0(-\infty))$. Therefore, for all $(x, y) \in J_k$, we have

$$\|W(U^h(x,y)) - W(U_0(-\infty))\| \leq \|W(U^h(x,y)) - W(U^\infty_k)\| + \|W(U^\infty_k) - W(U_0(-\infty))\|$$

$$= \|W(U^h(x,y)) - W(U^\infty_k)\|$$

$$\leq TV(W(U^h(x,\cdot))))$$

$$\leq CF(J_k).$$

(4.42)

In summary, we have established the following theorem.

**Theorem 4.1.** If $TV(W(U_0))$ is sufficiently small, then the fractional-step Glimm scheme generates the approximate solutions $U^h(x,y)$ which exist in the whole domain $\{x \geq 0, y \in \mathbb{R} \}$ and have uniformly bounded total variation in the $y$-direction. Moreover, there is a null set $N \subset \Pi^\infty_{k=0}(-1,1)$ such that, for each $\theta \in \Pi^\infty_{k=0}(-1,1) \setminus N$, there exists a sequence $h_i \to 0$ so that

$$U_\theta = \lim_{h_i \to 0} U_{h_i,\theta}$$

(4.43)

is an entropy solution to problem (1.8) for system (1.1)–(1.5), where the limit is taken in $L^1_{loc}(\Omega)$. Moreover, $U_\theta$ has uniformly bounded total variation in the $y$-direction.

The proof of the convergence part will be given in Section 6.
5. Initial-Boundary Value Problem

In this section, we are concerned with reacting supersonic flows past Lipschitz curved wedges. The problem can be formulated as the initial-boundary value problem for system (1.1)–(1.5) in \( \Omega \) with initial data on \( \Gamma \):

\[
(u, v, p, \rho, Z)|_{x=0} = (u_0, v_0, p_0, \rho_0, Z_0)(y) \equiv U_0(y), \quad y \in \mathbb{R},
\]

and boundary condition

\[
(u, v) \cdot n = 0 \quad \text{on } \Gamma,
\]

where

\[
\Omega = \{(x, y) : y < g(x), x > 0\}, \quad \Gamma = \{(x, y) : y = g(x), x > 0\},
\]

and \( n(x \pm) = \frac{(-g'(x \pm), 1)}{\sqrt{(g'(x \pm))^2 + 1}} \) is the outer unit normal vector to \( \Gamma \) at the point \( x \pm \) (see Fig. 3).

\[
\text{Fig. 3. Supersonic flow past a Lipschitz curved wedge}
\]

The assumption for \( U_0(y) := (u_0, v_0, p_0, \rho_0, Z_0)(y) \) is the same as before. The boundary function \( y = g(x) \) is a small perturbation of the straight line \( y = \frac{v_0(-\infty)}{u_0(-\infty)} x \) such that \( y = g(x) \) is Lipschitz continuous with \( g(0) = 0, g'(0+) = \arctan\left(\frac{v_0(-\infty)}{u_0(-\infty)}\right) \), and \( g' \in BV(\mathbb{R}^+; \mathbb{R}) \).

Without loss of generality, we may assume that

\[
v_0(-\infty) = 0, \quad Z_0(-\infty) = 0.
\]

The formulation of the initial-boundary value problem is derived from the original physical problem when supersonic flow past a symmetric wedge through the coordinate transformation. For the non-reacting supersonic flow past a straight symmetric wedge, \( i.e. \ g'(x) = 0 \), a plane shock is generated, which is attached to the wedge vertex (see Fig. 4). When the supersonic flow is governed by exothermically reacting steady Euler equations, the attached shock is no longer a plane shock even for the straight wedge, though it can be handled as an approximate shock wave.
5.1. Homogeneous initial-boundary value problem

We first recall some basic properties on the initial-boundary value problem for the homogeneous system (2.2).

5.1.1. Lateral Riemann problem

The simple case of problem (1.1)–(1.5) is that \( g \equiv 0 \). It has been shown in [5] that, if \( g \equiv 0 \), the homogeneous system (2.2) with initial condition:

\[
(u, v, p, \rho, Z)_{x<0} = (u_-, v_-, p_-, \rho_-, Z_-) \equiv U_-
\]

yields an entropy solution that consists of the constant states \( U_- \) and \( U_+ := (u_+, 0, p_+, \rho_+, Z_+) \) with \( u_+ > c_+ > 0 \) in the subdomain of \( \Omega \), separated by a straight shock-front emanating from the vertex. That is, the state ahead of the shock-front is \( U_- \), whilst the state behind the shock-front is \( U_+ \) (see Figs. 5–6). When the angle between the flow direction of the front state and the wedge boundary at a boundary vertex is larger than \( \pi \), the entropy solution contains a rarefaction wave that separates the front state from the back state (see Fig. 6).
5.1.2. **Riemann problem**

Consider the Riemann problem for (2.2):

\[ U|_{x=x_0} = U_- = \begin{cases} U_b, & y < y_0, \\ U_a, & y > y_0, \end{cases} \tag{5.5} \]

where \(U_a\) and \(U_b\) are the constant states which are regarded as the above state and below state with respect to the line \(y = y_0\), respectively. It is well known that this Riemann problem is solvable if the states \(U_b\) and \(U_a\) are close enough.

5.1.3. **Estimates on wave interactions for (2.2)**

The estimates on weak wave interactions are the same as in Lemma 4.1.

5.2. **Estimates of the reflection on the boundary for system (2.2)**

Following the notation in [18], we denote \(\{C_k(a_k, b_k)\}_{k=0}^{\infty}\) by the points \(\{(a_k, b_k)\}_{k=0}^{\infty}\) in the \((x, y)\)-plane with \(a_{k+1} > a_k \geq 0\). Set

\[ \omega_{k,k+1} = \arctan\left(\frac{b_{k+1} - b_k}{a_{k+1} - a_k}\right), \quad \omega_k = \omega_{k,k+1} - \omega_{k-1,k}, \quad \omega_{-1,0} = 0, \tag{5.6} \]

\[ \Omega_k = \{(x, y) : x \in [a_k, a_{k+1}), y < b_k + (x - a_k)\tan(\omega_{k,k+1})\}, \tag{5.7} \]

\[ \Gamma_k = \{(x, y) : x \in [a_k, a_{k+1}), y = b_k + (x - a_k)\tan(\omega_{k,k+1})\}, \tag{5.8} \]

and the outer unit normal vector to \(\Gamma_{k+1}\):

\[ \mathbf{n}_{k+1} = \frac{(-b_{k+1} + b_k, a_{k+1} - a_k)}{\sqrt{(b_{k+1} - b_k)^2 + (a_{k+1} - a_k)^2}} = (-\sin(\omega_{k,k+1}), \cos(\omega_{k,k+1})). \tag{5.9} \]

We then consider the initial-boundary value problem:

\[ \begin{cases} \text{(2.2)} & \text{in } \Omega_k, \\ U|_{x=a_k} = U, \\ (u, v) \cdot \mathbf{n}_k = 0 & \text{on } \Gamma_k, \end{cases} \tag{5.10} \]

where \(U\) is a constant state.
Lemma 5.1. Let \( \{U_b, U_m\} = (0, \alpha_2, \alpha_3, \alpha_4, \alpha_5) \) and \( \{U_m, U_k\} = (\beta_1, 0, 0, 0, 0) \) with \( (u_k, v_k) \cdot n_k = 0 \).

Then there exists \( U_{k+1} \) such that

\[
\{U_b, U_{k+1}\} = (\delta_1, 0, 0, 0, 0) \quad \text{with} \quad (u_{k+1}, v_{k+1}) \cdot n_{k+1} = 0.
\]

Furthermore,

\[
\delta_1 = \beta_1 + K_{b_5}\alpha_5 + K_{b_4}\alpha_4 + K_{b_3}\alpha_3 + K_{b_2}\alpha_2 + K_{b_0}\omega_k,
\]

where \( K_{b_5}, K_{b_4}, K_{b_3}, K_{b_2}, \) and \( K_{b_0} \) are \( C^2 \)-functions of \( (\alpha_5, \alpha_4, \alpha_3, \alpha_2, \beta_1, \omega_k; U_b) \) satisfying

\[
K_{b_5}|_{\omega_k=\alpha_5=\alpha_4=\alpha_3=\alpha_2=\beta_1=0} U_b = U_+ = 1, \quad K_{bi}|_{\omega_k=\alpha_5=\alpha_4=\alpha_3=\alpha_2=\beta_1=0} U_b = U_+ = 0, \quad i = 2, 3, 4,
\]

and \( K_{b_0} \) is bounded.

The proof of this lemma is similar to Proposition 3.2 in [2].

5.3. Construction of approximate solutions

In this section, we develop a modified Glimm difference scheme to construct a family of approximate solutions in consistent with the boundary condition (5.1)–(5.2) and establish their necessary estimates for the initial-boundary value problem for system (1.1)–(1.5) in the corresponding domains \( \Omega_h \).

We first use the fact that the boundary is a perturbation of the straight wedge:

\[
\sup_{x \geq 0} |g'(x)| < \varepsilon \quad \text{for sufficiently small } \varepsilon > 0.
\]

(5.11)

Let \( h > 0, l > 0 \) denote the step-length in the \( x \)-direction and \( y \)-direction, respectively. Set \( a_k := kh \) and \( b_k := y_k = g(kh) \) and follow the notations in Section 2.4. Then

\[
m := \sup_{k > 0} \left\{ \frac{|y_k - y_{k-1}|}{h} \right\} < \varepsilon.
\]

(5.12)

Define

\[
\Omega_h = \bigcup_{k \geq 0} \Omega_{h,k},
\]

(5.13)
where \( \Omega_{h,k} = \{(x, y) : kh \leq x < (k + 1)h, \ y \leq g_h(x)\} \) with \( g_h(x) = y_k + (x - kh) \tan(\omega_{k,k+1}) \) when \( kh \leq x < (k + 1)h \). We also need the Courant-Friedrichs-Lewy type condition:
\[
\max_{1 \leq j \leq 5} \left( \sup_{U \in \mathcal{S}(U_\mathcal{T})} |\lambda_j(U)| \right) \leq \frac{l - mh}{2h}. \tag{5.14}
\]

Define
\[
a_{k,n} = (2n + 1 + \theta_k)l + y_k, \tag{5.15}
\]
where \( \theta_k \) is randomly chosen in \((-1,1)\). Then we choose
\[
P_{k,n} = (kh, a_{k,n}), \quad k \geq 0, n = 0, -1, -2, \ldots, \tag{5.16}
\]
to be the mesh points and define the approximate solutions \( W(U^h(x,y)) \) in \( \Omega_h \) for any \( \theta = (\theta_0, \theta_1, \theta_2, \ldots) \) in an inductive way.

We denote \( T_{k,0} \) the diamond domain whose vertices are \((kh, y_k), (kh, -l+y_k), ((k+1)h, -l+y_{k+1})\), and \(((k+1)h, y_{k+1})\). For \( n \leq -1 \), we denote \( T_{k,n} \) the diamond whose vertices are \((kh, 2(n+1)l + y_k), (kh, (2n-1)l+y_k), ((k+1)h, (2n-1)l+y_{k+1})\), and \(((k+1)h, (2n+1)l+y_{k+1})\).

Now we can define the difference scheme in \( \Omega_h \), that is, define the global approximate solution \( W(U^h(x,y)) \) in \( \Omega_h \). This can be done by carrying out the following steps inductively, similar to the construction in Section 3.

Assume that \( W(U^h(x,y)) \) is defined for \( x < kh \). Then we define \( W(U^h(kh+0,y)) \) as follows:
We define, for \( n \leq -1 \),
\[
W(U^h_0) := W(U^h(kh-, a_{k,n})) \quad \text{for} \quad 2nl + y_k \leq y < 2(n+1)l + y_k, \tag{5.17}
\]
and
\[
W(U^h(kh+0,y)) := W(U^h_0). \tag{5.18}
\]

First, we define \( W(U^h_0(x,y)) \) in \( T_{k,0} \) by solving the following lateral Riemann problem:
\[
\begin{cases}
W(U_k)x + H(U_k)y = 0 & \text{in } T_{k,0}, \\
W(U_k)|_{x=kh} = W(U^h_0), \\
(u_k, v_k) \cdot n_k = 0 & \text{on } \Gamma_k.
\end{cases} \tag{5.19}
\]
We can obtain the above lateral Riemann solution \( W(U_k) \) in \( T_{k,0} \) and define
\[
W(U^h_0) = W(U_k) \quad \text{in } T_{k,0}. \tag{5.20}
\]

Second, we solve the following Riemann problem in each diamond \( T_{k,n} \) for \( n \leq -1 \):
\[
\begin{cases}
W(U_k)x + H(U_k)y = 0 & \text{in } T_{k,n}, \\
W(U_k)|_{x=kh} = W(U^h_0),
\end{cases} \tag{5.21}
\]
to obtain the Riemann solution \( W(U_k) \) in \( T_{k,n} \) and define
\[
W(U^h_0) = W(U_k) \quad \text{in } T_{k,n}, n \leq -1. \tag{5.22}
\]

Finally, we use the Glimm fractional-step operator to obtain the desired approximate solutions:
\[
W(U^h(x,y)) = W(U^h_0(x,y)) + G(U^h_0(x,y))(x - kh) \quad \text{for } kh \leq x < (k + 1)h. \tag{5.23}
\]

In this way, we have constructed the approximate solution \( W(U^h(x,y)) \) globally, provided that we can obtain a uniform bound of the approximate solutions. To achieve this, we establish the total variation of \( W(U^h(x,y)) \) on a class of space-like curves.

As before, for the mesh curves \( J \) in \( x > 0 \), we give the following definition:
where $K > 0$ is determined later, $\Omega_J$ is the set of the corner points $C_k$ with $k \geq 0$:

$$\Omega_J = \{C_k : C_k \in J \cap \partial \Omega_h, C_k = (kh, g(kh)), k \geq 0\},$$

and $K^*$ is a positive constant that satisfies $K^* > \max_{2 \leq i \leq 5} K_{bi} + 1$.

Next, we estimate the functional $F$. To do this, let $I$ and $J$ be two $k$-mesh curves for some $k > 0$ such that $J$ is an immediate successor to $I$, and let $\Lambda$ be the diamond between $I$ and $J$.

Due to the location of $\Lambda$, two cases are to be considered:

(i) Case $\Lambda \subset \Omega_h$: If $\alpha$ and $\beta$ are the waves entering $\Lambda$, we define

$$Q(\Lambda) = \sum |\alpha_i||\beta_j|,$$

where the sum is taken over all the pairs for which the $i$-wave from $\alpha$ and $j$-wave from $\beta$ are approaching;

(ii) Case $\Lambda \cap \partial \Omega_h \neq \emptyset$: Let $\Omega_J = \Omega_J \setminus \{C_k\}$ with $C_k = (kh, y_k)$ for some $k \geq 0$, let $I = I_0 \cup I'$ and $J = J_0 \cup J'$ such that $\partial \Lambda = I' \cup J'$, and let $\beta_1$ and $\alpha_i$ be the 1-wave and $i$-wave respectively crossing $I'$ with $\alpha_i$ lying below $\beta_1$ on $I$, where $i = 2, 3, 4, 5$. In addition, by the construction of approximate solutions, let $\delta_1$ be the weak 1-wave crossing $J'$ (see Fig. 9 below).

Define

$$E_{h, \theta}(\Lambda) = \begin{cases} \omega_k + \sum_{i=2}^5 |\alpha_i| & \text{if } \Lambda \cap \partial \Omega_h \neq \emptyset, \\ Q(\Lambda) & \text{if } \Lambda \subset \Omega_h. \end{cases}$$

5.4. Estimates of the non-reacting step involving the boundary

By choosing a suitable constant $K$, we now prove that the Glimm-type functional $F$ is non-increasing in the non-reacting step.

**Theorem 5.1.** Suppose that the wedge function $g(x)$ satisfies (5.11), and $I$ and $J$ are two mesh curves such that $J$ is an immediate successor of $I$. Then there exist constants $\varepsilon > 0$ and $K > 0$ such that, if $F(I) \leq \varepsilon$, then

$$F(J) \leq F(I) - \frac{1}{4} E_{h, \theta}(\Lambda).$$

**Proof.** We divide our proof into two cases depending on the location of the diamond.

**Case 1** (interior weak-weak interaction): $\Lambda$ lies in the interior of $\Omega_h$. Denote $Q(\Lambda) = \Delta(\alpha, \beta)$ as defined in Lemma 2.1. Then, for some constant $M > 0$,

$$L(J) - L(I) \leq (1 + 4K^*)MQ(\Lambda).$$
Since $L(I_0) < \varepsilon$ from $F(I) < \varepsilon$, we have

$$Q(J) - Q(I) = (Q(I_0) + \sum_{i=1}^{5} Q(\gamma_i, I_0)) - (Q(I_0) + Q(\Lambda) + \sum_{i=1}^{5} Q(\alpha_i, I_0) + \sum_{i=1}^{5} Q(\beta_i, I_0))$$

$$\leq Q(MQ(\Lambda), I_0) - Q(\Lambda)$$

$$\leq (ML(I_0) - 1)Q(\Lambda)$$

$$\leq -\frac{1}{2}Q(\Lambda).$$

(5.29)

Hence, by choosing a suitably large $K$, we obtain

$$F(J) - F(I) \leq ((1 + 4K^*)M - \frac{K}{2})Q(\Lambda) \leq \frac{1}{4}Q(\Lambda).$$

(5.30)

Case 2 (near the boundary): $\Lambda$ touches the approximate boundary $\partial \Omega_h$. Then $\Omega_J = \Omega_I \setminus \{C_k\}$ for certain $k$.

Let $\delta_1$ be the weak 1-wave going out of $\Lambda$ through $J'$, and let $\beta_1, \alpha_2, \alpha_3, \alpha_4$, and $\alpha_5$ be the weak waves entering $\Lambda$ through $I'$, as shown in Fig. 9. Then

![Fig. 9. Near the boundary.](image)

$$L_0(J) - L_0(I) = -|\omega_k|,$$

$$L_i(J) - L_i(I) = \sum_{\gamma_i \text{ cross } I_0} |\gamma_i| - (|\alpha_i| + \sum_{\gamma_i \text{ cross } I_0} |\gamma_i|) = -|\alpha_i|, \quad i = 2, 3, 4, 5,$$

$$L_1(J) - L_1(I) = (|\delta_1| + \sum_{\gamma_1 \text{ cross } I_0} |\gamma_1|) - (|\beta_1| + \sum_{\gamma_1 \text{ cross } I_0} |\gamma_1|)$$

$$= |\delta_1| - |\beta_1|$$

$$\leq \sum_{i=2}^{5} |K_{bi}| |\alpha_i| + |K_{b0}| |\omega_k|,$$
where the last step is from Lemma 5.1. Thus,

\[
L(J) - L(I) \leq (|K_{b0}| - K^*)|\omega_k| + \sum_{i=2}^{5} (|K_{bi}| - K^*)|\alpha_i| \\
\leq - (|\omega_k + \sum_{i=2}^{5} |\alpha_i||) 
\]

since \(K^* > \max K_{bi} + 1\) for \(i = 1, 2, 3, 4, 5\). Moreover, we have

\[
Q(J) - Q(I) = (Q(I_0) + Q(\delta_1, I_0)) - \left( Q(I_0) + Q(\beta_1, I_0) + \sum_{i=2}^{5} Q(\alpha_i, I_0) + |\beta_1| \sum_{i=2}^{5} |\alpha_i| \right) \\
\leq \left( \sum_{i=2}^{5} |K_{bi}||\alpha_i| + |K_{b0}||\omega_k| \right) L(I_0). 
\]

Then we obtain

\[
F(J) - F(I) = (L(J) - L(I)) + K(Q(J) - Q(I)) \\
\leq - \left( |\omega_k + \sum_{i=2}^{5} |\alpha_i|| \right) + K \left( \sum_{i=2}^{5} |K_{bi}||\alpha_i| + |K_{b0}||\omega_k| \right) L(I_0) \\
\leq - \frac{1}{4} \left( |\omega_k + \sum_{i=2}^{5} |\alpha_i|| \right), 
\]

since we can choose \(\varepsilon\) sufficiently small. The proof is completed.

5.5. Estimates of the reacting step involving the boundary

We first consider the change of the wave strength before and after reaction near the boundary. We denote by \((\tilde{U}_b, \tilde{U}_*)\) and \(\tilde{\beta}_1\) the two states and wave strength before reaction, respectively, while by \((U_b, U_*)\) and \(\beta_1\) after reaction, respectively (see Figure 10). According to the boundary condition, we have

---

![Fig. 10. Change of wave strength near the boundary](image-url)

---
where
\[ W(U_b(x, y)) = W(\tilde{U}_b(x, y)) + G(\tilde{U}_b(x, y))(x - kh), \quad kh \leq x < (k + 1)h, \] (5.34)
and
\[ W(U_*(x, y)) = W(\tilde{U}_*(x, y)) + G(\tilde{U}_*(x, y))(x - kh), \quad kh \leq x < (k + 1)h. \] (5.35)

From Lemma 4.4, we obtain
\[ U_b - \tilde{U}_b = \|Z_0\|_{\infty} e^{-\Phi_1 kh} O(h) \] and
\[ U_* - \tilde{U}_* = \|Z_0\|_{\infty} O(h) e^{-\Phi_1 kh}. \] Therefore,
\[ \beta_1 - \tilde{\beta}_1 = \|Z_0\|_{\infty} O(h)e^{-\Phi_1 kh}. \] (5.36)
As to the inner part, if we perform the same procedure as in the case of the Cauchy problem, we can obtain a similar estimate:
\[ L(J_k) - L(\tilde{J}_k) \leq Ch \|w_{5,0}\|_{\infty} e^{-\Phi_1 kh} L(\tilde{J}_k). \] (5.37)
Combining these two parts together, we have the following global estimate:
\[ L(J_k) - L(\tilde{J}_k) \leq Ch \|w_{5,0}\|_{\infty} e^{-\Phi_1 kh}(L(\tilde{J}_k) + 1). \] (5.38)
Therefore, we can do the same procedure as before to establish

**Theorem 5.2.** If \( TV(W(U_0)) + TV(g') \) is sufficiently small, then the fractional-step Glimm scheme generates the approximate solutions \( U^h(x, y) \) which exist in the whole domain \( \Omega \) and have uniformly bounded total variation in the \( y \)-direction. Moreover, there is a null set \( N \subset \Pi_{k=0}^{\infty}(-1,1) \) such that, for each \( \theta \in \Pi_{k=0}^{\infty}(-1,1) \setminus N \), there exist a sequence \( h_i \to 0 \) so that
\[ U_\theta = \lim_{h_i \to 0} U_{h_i,\theta} \] (5.39)
is a weak solution to problem (5.1)–(5.2) for system (1.1)–(1.5), where the limit is taken in \( L^1_{\text{loc}}(\Omega) \). Moreover, \( U_\theta \) has uniformly bounded total variation in the \( y \)-direction.

The proof of the convergence part of Theorem 5.2 is in Section 6.

### 6. Convergence to Entropy Solutions

In this section we show that the limit function of the approximate solutions is an entropy solution to the Cauchy problem (1.8)–(1.9) and the initial-boundary value problem (5.1)–(5.2) for system (1.1)–(1.5).

Let \( d\theta_k \) denote the uniform probability measure on \((-1,1)\), and let \( d\theta \) denote the induced product probability measure for the random sample \( \{\theta_k\}_{k=1}^{\infty} \) in the Cartesian product space \( \mathcal{A} = \prod_{k=1}^{\infty}(-1,1) \).

**Theorem 6.1.** Suppose that

(i) The sequence \( U^h(x, y) \) is constructed by using the Glimm fractional-step scheme with the random sample \( \{\theta_k\}_{k=0}^{\infty} \) chosen from \( \mathcal{A} \).

(ii) There exist a null set \( \mathcal{N} \subset \mathcal{A} \) such that, for \( \{\theta_k\} \subset \mathcal{A} - \mathcal{N} \), the sequence \( U^h(x, y) \) is uniformly bounded in \( L^\infty \) and converges pointwise a.e. to the function \( U(x, y) \).
Then the function $U(x, y)$ is an entropy solution of the corresponding problem (1.8)–(1.9), or problem (5.1)–(5.2), for system (1.1)–(1.5). That is, for any convex entropy pair $(\eta, q)$ with respect to $W(U)$, the following inequality

$$
\eta(W(U))_x + q(W(U))_y \leq \nabla W \eta(W(U)) G(U)
$$

holds in the sense of distributions in $\mathbb{R}^2$ for problem (1.8)–(1.9) and in $\Omega$ including the boundary for problem (5.1)–(5.2), which means that

$$
\int \int_{\Omega} \left( (\eta(W(U)))_x + q(W(U))_y + \nabla W \eta(W(U)) G(U) \phi \right) dxdy
$$

$$
+ \int_{-\infty}^{\infty} \eta(W(U_0(y))) \phi(0, y) dy \geq 0,
$$

where $\phi(x, y) \geq 0$: for the Cauchy problem (1.8) with $\Omega = \mathbb{R}^2$ and $\phi \in C^\infty_0(\mathbb{R}^2)$; and for the initial-boundary value problem (5.1)–(5.2), either $\phi \in C^\infty_0(\Omega)$, or $\phi \in C^\infty_0(\mathbb{R}^2)$ and $(\eta, q) = \alpha(W(U))(u, v)$ for any smooth function $\alpha(W)$ of $W$.

**Proof.** We focus our proof on the initial-boundary value problem (1.8)–(1.9), since the proof for the Cauchy problem (5.1)–(5.2) is simpler.

We define

$$
L(\theta, h, \phi) = \int \int_{\Omega_h} \left( (\eta(W(U^h)))_x + q(W(U^h))_y + \nabla W \eta(W(U^h)) G(U^h) \phi \right) dxdy
$$

$$
+ \int_{-\infty}^{0} \eta(W(U_0(y))) \phi(0, y) dy.
$$

We only need to prove that $\lim_{h \to 0} L(\theta, h, \phi) \geq 0$ for $\{\theta, h, \phi\} \subset \mathcal{M} - \mathcal{N}$.

Since $U^0_{h}(x, y)$ is an entropy solution of conservation laws $W(U)_x + H(U)_y = 0$ in the domain $\Omega_{h,k}$, then

$$
\int \int_{\Omega_{h,k}} \left( (\eta(W(U^0_h)))_x + q(W(U^0_h))_y \right) dxdy + \int_{-\infty}^{y_k} \eta(W(U^0_0(kh + 0, y))) \phi(kh, y) dy
$$

$$
- \int_{-\infty}^{y_{k+1}} \eta(W(U^0_0(((k + 1)h) -, y))) \phi(((k + 1)h), y) dy \geq 0,
$$

that is,

$$
\int \int_{\Omega_{h,k}} \left( (\eta(W(U^h)))_x + q(W(U^h))_y \right) dxdy + \int_{-\infty}^{0} \eta(W(U^0_0(kh + 0, y + y_k))) \phi(kh, y + y_k) dy
$$

$$
- \int_{-\infty}^{0} \eta(W(U^0_0(((k + 1)h) -, y + y_{k+1}))) \phi(((k + 1)h), y + y_{k+1}) dy \geq 0.
$$

Here we have used the fact that $(u^0_h, v^0_h) \cdot n_k = 0$ on the boundary, and the assumptions for $(\eta, q)$ and $\phi$. Since $W(U^h(x, y)) = W(U^0_0(x, y)) + G(U^0_0(x, y))(x - kh)$, then

$$
\eta(W(U^h(x, y))) - \eta(W(U^0_0(x, y))) = \nabla W \eta(W(U^0_0(x, y))) G(U^0_0(x, y))(x - kh) + \varepsilon(x - kh; x, y)(x - kh)
$$

(6.7)
for some function \( \varepsilon(s; x, y) \), which converges uniformly to 0 as \( s \to 0 \). Multiplying the above equation by \( \phi_x \) on both sides and integrating on \( \Omega_{h, k} \), we have

\[
\iint_{\Omega_{h, k}} \left( \eta(W(U^h)) - \eta(W(U_0^h))) \phi_x \right) dx dy
\]

\[
= \iint_{\Omega_{h, k}} \varepsilon(x - kh; x, y)(x - kh)\phi_x dx dy + \iint_{\Omega_{h, k}} \nabla W\eta(W(U_0^h(x, y)))G(U_0^h(x, y))(x - kh)\phi_x dx dy
\]

\[
= \iint_{\Omega_{h, k}} \varepsilon(x - kh; x, y)(x - kh)\phi_x dx dy - \iint_{\Omega_{h, k}} \nabla W\eta(W(U_0^h(x, y)))G(U_0^h(x, y))\phi_x dx dy
\]

\[
- \iint_{\Omega_{h, k}} \frac{\partial}{\partial x}(\nabla W\eta(W(U_0^h(x, y)))G(U_0^h(x, y)))(x - kh)\phi dx dy
\]

\[
+ \int_{\Gamma_k} \nabla W\eta(W(U_0^h(x, y)))G(U_0^h(x, y))(x - kh)\phi n_k^1 ds
\]

\[
+ h \int_{-\infty}^0 \nabla W\eta(W(U_0^h((k + 1)h-, y + y_{k+1})))G(U_0^h((k + 1)h-, y + y_{k+1}))
\]

\[
\times \phi(k + 1)h-, y + y_{k+1}) dy.
\]

Therefore, we use equation (6.6) to obtain

\[
\iint_{\Omega_{h, k}} \eta(W(U^h))\phi_x
\]

\[
\geq - \iint_{\Omega_{h, k}} \left( g(W(U_0^h))\phi_y + \nabla W\eta(W(U_0^h(x, y)))G(U_0^h(x, y))\phi \right) dx dy
\]

\[
+ \iint_{\Omega_{h, k}} \varepsilon(x - kh; x, y)(x - kh)\phi_x dx dy
\]

\[
+ \int_{-\infty}^0 \eta(W(U_0^h((k + 1)h-, y + y_{k+1})))\phi((k + 1)h, y + y_{k+1})
\]

\[
- \eta(W(U_0^h((k + 1)h, y + y_{k+1})))\phi(x, y + y_{k+1}) dy
\]

\[
- \iint_{\Omega_{h, k}} \nabla W\eta(W(U_0^h(x, y)))G(U_0^h(x, y))\phi dx dy
\]

\[
- \iint_{\Omega_{h, k}} \frac{\partial}{\partial x}(\nabla W\eta(W(U_0^h(x, y)))G(U_0^h(x, y)))(x - kh)\phi dx dy
\]

\[
+ \int_{\Gamma_k} \nabla W\eta(W(U_0^h(x, y)))G(U_0^h(x, y))(x - kh)\phi n_k^1 ds
\]

\[
+ h \int_{-\infty}^0 \nabla W\eta(W(U_0^h((k + 1)h-, y + y_{k+1})))G(U_0^h((k + 1)h-, y + y_{k+1}))
\]

\[
\times \phi(k + 1)h-, y + y_{k+1}) dy.
\]
Summing over \(k\), we have
\[
L(\theta, h, \phi) \geq \mathcal{A}(\theta, h, \phi) + \sum_{k=0}^{\infty} \mathcal{B}_k(\theta, h, \phi) + \sum_{k=0}^{\infty} \mathcal{C}_k(\theta, h, \phi) + \sum_{k=0}^{\infty} \mathcal{D}_k(\theta, h, \phi),
\]
(6.10)
where
\[
\mathcal{A}(\theta, h, \phi) = \sum_{k=0}^{\infty} \mathcal{A}_k(\theta, h, \phi),
\]
\[
\mathcal{A}_0(\theta, h, \phi) = \int_{-\infty}^{0} (\eta(W(U_0(y))) - \eta(W(U^h_0(0, y))))\phi(0, y)dy,
\]
\[
\mathcal{A}_k(\theta, h, \phi) = \int_{-\infty}^{0} (\eta(W(U^h_0(kh-y, y+y_k))) - \eta(W(U^h_0(kh+0, y+y_k))))\phi(kh, y+y_k)dy
\]
\[
+ h \int_{-\infty}^{0} \nabla W \eta(W(U^h_0((k+1)h-y, y+y_{k+1}))) \times G(U^h_0((k+1)h-y, y+y_{k+1}))\phi((k+1)h, y+y_{k+1})dy,
\]
\(k \geq 1,\)
\[
\mathcal{B}_k(\theta, h, \phi) = \iint_{\Omega_{h,k}} (q(W(U^h)) - q(W(U^h_0)))\phi_y dxdy
\]
\[
+ \iint_{\Omega_{h,k}} (\nabla W \eta(W(U^h)) G(U^h) - \nabla W \eta(W(U^h_0)) G(U^h_0))\phi dxdy
\]
\[
+ \iint_{\Omega_{h,k}} \varepsilon(x-kh; x, y)(x-kh)\phi_x dxdy,
\]
\[
\mathcal{C}_k(\theta, h, \phi) = \iint_{\Omega_{h,k}} \frac{\partial}{\partial x} (\nabla W \eta(W(U^h_0(x, y))) G(U^h_0(x, y))) (x-kh) \phi dxdy,
\]
\[
\mathcal{D}_k(\theta, h, \phi) = \int_{\Gamma_k} \nabla W \eta(W(U^h_0(x, y))) G(U^h_0(x, y)) (x-kh) \phi n^1_k ds.
\]

The proof for each component converging to zero as \(h\) tends to zero is similar to [1], and we omit here. This completes the proof.

7. Asymptotic Behavior involving the Boundary

Let \(\theta \in \Pi^{\infty}_{k=0}(-1,1) \setminus \mathcal{N}\) be equidistributed. To determine the asymptotic behavior of the solution \(U(x, y)\), we need further estimates on \(U_{h,\theta}\).

Lemma 7.1. There exists a constant \(M_1 > 0\), independent of \(U_{h,\theta}, \theta\) and \(h\), such that
\[
\sum_{\Lambda} E_{h,\theta}(\Lambda) \leq M_1,
\]
(7.1)
where the summation is over all the diamonds.

Proof. First, from the conclusion of the non-reacting step, \(i.e.\) Theorem 5.1, we know
\[
F(J) - F(I) \leq -\frac{1}{4} E_{h,\theta}(\Lambda),
\]
(7.2)
where \( J \) is an immediate successor of \( I \). Then we conclude

\[
F(J_k) - F(I_{k-1}) \leq -\frac{1}{4} \sum_{k=1}^{k+1} E_{h,\theta}(\Lambda),
\]

(7.3)

where the summation is over all the diamonds between \( x = (k-1)h \) and \( x = (k+1)h \).

Then we know from the reacting step that

\[
F(J_k) - F(I_{k}) \leq C h \|w_{5,0}\|_{\infty} e^{-\Phi_1 kh} (F(J_k) + 1)^2.
\]

(7.4)

Combine these two steps together and sum for \( k \) from 1 to \( \infty \) to obtain

\[
\sum_{k=1}^{\infty} \sum_{k=1}^{k+1} E_{h,\theta}(\Lambda) \leq CF(J_0) + \sum_{k=1}^{\infty} C h \|w_{5,0}\|_{\infty} e^{-\Phi_1 kh} (F(J_k) + 1)^2
\]

\[
\leq C (F(J_0) + \|w_{5,0}\|_{\infty}) < \infty.
\]

The proof is completed.

Moreover, let \( \Gamma_{g} = \bigcup_{k=0}^{\infty} \bar{\Lambda}_k \), where \( \Lambda_k \) is the diamond centered at \( C_k \), and let \( L_{h,\theta}(\Gamma_{g}) \) be the summation of the strength of waves leaving \( \Gamma_{g} \). Then we have

**Lemma 7.2.** There exists a constant \( M_2 \) independent of \( U_{h,\theta}, h, \) and \( \theta \) such that

\[
L_{h,\theta}(\Gamma_{g}) \leq M_2 \sum_{\Lambda} E_{h,\theta}(\Lambda).
\]

(7.5)

This can be obtained by employing Lemmas 5.1–5.2 and (5.36) and by taking the summation of them over \( \Gamma_{g} \).

For \( i = 2, 3, 4, 5 \), let \( L_i(a-) \) be the amount of all \( i \)-waves in \( U_{g} \) crossing the line \( x = a \) for any \( a > 0 \). Also, let \( \tilde{L}_{i,\theta}(a) \) and \( L_{i,\theta}(a) \) denote the amount of \( i \)-waves before reaction and after reaction, respectively, in \( U_{h,\theta} \) crossing the line \( x = a \) for any \( a > 0 \).

**Lemma 7.3.** \( L_i(x-) \to 0 \) as \( x \to \infty \), for \( i = 2, 3, 4, 5 \).

**Proof.** In fact, for \( kh \leq x < (k+1)h \),

\[
\tilde{L}_{i,\theta}(x) - L_{i,\theta}(x) \leq L(J_k) - L(\tilde{J}_k) \leq C h \|w_{5,0}\|_{\infty} e^{-\Phi_1 kh} (L(\tilde{J}_k) + 1).
\]

(7.6)

Then, by Lemmas 7.1–7.2, we can perform the same procedure as in [19] and conclude this result.

Next, we study the asymptotic behavior of the trace of \( U \) on the boundary. To this end, from Lemmas 7.1–7.2, we can first deduce

**Lemma 7.4.** Let

\[
B_{h,\theta}(x) = U_{h,\theta}(x, g_{h}(x)).
\]

Then there exists a constant \( M > 0 \) depending only on the system such that

\[
\text{TV}\{B_{h,\theta}; [0, \infty)\} \leq M.
\]

(7.8)

Then, by Lemma 7.4, we can choose a subsequence \( \{h_{i_l}\} \) of \( \{h_i\} \) so that

\[
B_{h_{i_l}} \to B_{\theta}
\]

in \( L_{1,\text{loc}}([0, \infty)) \) as \( h_{i_l} \to 0 \) for some \( B_{\theta} \in L^\infty \). From the construction of approximate solutions, we have
Lemma 7.5. Let $B_\theta$ be given by (7.5). Then

$$B_\theta \in BV([0, \infty))$$

and

$$B_\theta(x-) \cdot (-g'(x-), 1, 0, 0, 0) = 0.$$  

Proof. Since

$$B_{h_{i_i}, \theta}(x-) \cdot (-g'_{h_{i_i}}(x-), 1, 0, 0, 0)$$

the first term on the right-hand side tend to 0 as $h_{i_i} \to 0$, while the second term equals to 0. Then we conclude the result.

Moreover, we can determine the asymptotic behavior of the traces of $U_\theta$ on $\partial \Omega$ as follows.

Lemma 7.6. There holds the following

$$\sup_{\hat{\lambda} \leq y \leq g(x)} |U_\theta(x-, y) - B_\theta(x-)| \to 0 \quad \text{as} \quad x \to \infty$$

for any $\hat{\lambda} \in (\sup \lambda_1, \inf g')$.

Proof. Notice that

$$\sup_{\hat{\lambda} \leq y \leq g(x)} |U_\theta(x-, y) - B_\theta(x-)|$$

By Lemma 7.3, the first term on the right-hand side tends to zero. In the same way as in [11], the second term also tends to zero. The proof is completed.

From Lemmas 7.3 and 7.6, it follows that

Lemma 7.7. Let

$$B_\theta(\infty) = \lim_{x \to \infty} B_\theta(x-)$$

and let

$$g'(\infty) = \lim_{x \to \infty} g'_+(x).$$

Then

$$\lim_{x \to \infty} \sup_{\hat{\lambda} \leq y \leq g(x)} |\lambda_1(U_\theta(x-, y)) - \lambda_1(B_\theta(x-))| = 0,$$

and

$$B_\theta(\infty) \cdot (-g'(\infty), 1) = 0.$$

Repeating the argument as in [11] and by Lemmas 7.3 and 7.7, we can prove

Lemma 7.8. Let $U_\infty = \lim_{y \to -\infty} U_0(y)$ for the initial data $U_0(y)$ at $x = 0$.

(i) If $\lambda_1(B_\theta(\infty)) > \lambda_1(U_\infty)$, then

$$B_\theta(\infty) \in R_1^+(U_\infty).$$

(ii) If $\lambda_1(B_\theta(\infty)) = \lambda_1(U_\infty)$, then

$$B_\theta(\infty) = 0$$

(iii) If $\lambda_1(B_\theta(\infty)) < \lambda_1(U_\infty)$, then

$$B_\theta(\infty) \in R_1^-(U_\infty).$$
(ii) If $\lambda_1(B_\theta(\infty)) \leq \lambda_1(U_\infty)$, then $B_\theta(\infty) \in S_1^-(U_\infty)$. \hfill (7.16)

Therefore, the equation

$$\Phi(0, 0, 0, 0, \alpha_\infty; U_\infty) = B_\theta(\infty)$$ \hfill (7.17)

has a unique solution $\alpha_\infty$.

Considering the geometry of the boundary and performing the same way as in [19], we can obtain

**Lemma 7.9.** Suppose that $|g'(\infty)|$ is small, then

(i) If $g'(\infty) < 0$, then $\lambda_1(B_\theta(\infty)) > \lambda_1(U_\infty)$;
(ii) If $g'(\infty) = 0$, then $\lambda_1(B_\theta(\infty)) = \lambda_1(U_\infty)$;
(iii) If $g'(\infty) > 0$, then $\lambda_1(B_\theta(\infty)) < \lambda_1(U_\infty)$.

By carrying out the same arguments as in [19] and employing the above lemmas, we finally have the asymptotic behavior of entropy solutions.

**Theorem 7.1.** Suppose that $\text{TV}(U_0) + \text{TV}(g')$ is sufficiently small.

(i) If $g'(\infty) < 0$, then there exists a 1-shock which approaches to the shock wave with $(\alpha_\infty, 0, 0, 0, 0)$ both in strength and speed as $x \to \infty$; moreover, the total variation of $U_\theta$ outside this shock approaches to zero as $x \to \infty$.
(ii) If $g'(\infty) = 0$, then $\sup_{y < g(x)} |U_\theta(x, y) - U_\infty| \to 0$ as $x \to \infty$.
(iii) If $g'(\infty) > 0$, then the amount of shocks approaches to zero as $x \to \infty$ and $U(x, y)$ approaches the rarefaction wave with $(\alpha_\infty, 0, 0, 0, 0)$, where $(\alpha_\infty, 0, 0, 0, 0)$ is given in Lemma 7.8.

8. Supersonic Reacting Euler Flow past Lipschitz Wedge with Large Angle

Now we consider the general case when the wedge angle is arbitrary large, but less than the sonic angle. We establish a theory of global existence and asymptotic behavior of entropy solutions for the initial-boundary value problem (5.1)–(5.2) for system (1.1)–(1.5) for which $v_0(-\infty)$ is not zero in general.

8.1. Initial-boundary value problem involving a strong shock

For the wedge with large vertex angle, as in [2], we choose a suitable coordinate system (by rotation when it is necessary) such that the wedge has the lower boundary $\{y = g(x), x \geq 0\}$ with

$$g(0) = g'(0) = 0, \quad g \in C([0, \infty]), \quad g' \in \text{BV}. \hfill (8.1)$$
For the non-reaction problem with straight boundary \( \{ x \geq 0, y \equiv 0 \} \) and uniform incoming flow \( U_0(-\infty) \), if we assume that

\[
0 < \arctan \left( \frac{v_0(-\infty)}{u_0(-\infty)} \right) < \omega_{\text{crit}}, \quad (8.2)
\]

then there exists a supersonic state \( U_+ = (u_+, 0, p_+, \rho_+, Z_+) \in S_1(U_0(-\infty)) \) with entropy condition \( u_+ < u_0(-\infty) \) such that the corresponding non-reaction problem \([222.1]-[222.8]\) has a shock solution with a leading shock front issuing from the vertex (see Fig. 12).

Moreover, there exist \( r_1 > 0 \) and \( r_2 > 0 \) such that, for any \( U_1 \in O_{r_2}(U_0(-\infty)) \), the shock polar \( S_1(U_1) \cap O_{r_1}(U_+) \) can be parameterized by the form

\[
U = D(s, U_1) \quad \text{with} \quad U_+ = D(s, U_{-\infty}), \quad (8.3)
\]

where \( s \) is the shock speed.

**8.2. Riemann problem with a strong shock**

To construct the approximate solutions, we need to solve the Riemann problem with a strong shock.
Lemma 8.1. Let $U_1 \in O_{r_1}(U_0(\infty))$ and $U_2 \in O_{r_2}(U_+) \text{ with small positive constants } r_1 > 0 \text{ and } r_2 > 0$. Then the Riemann problem

\[
\begin{align*}
W(U)_x + H(U)_y &= 0, \\
U|_{x=0} &= \begin{cases} 
U_1 & y < y_0, \\
U_2 & y > y_0,
\end{cases}
\end{align*}
\]

has a unique solution constituted by weak waves $\alpha_2, \alpha_3, \alpha_4, \alpha_5$, and a strong shock $s$, that is,

\[
\Psi(\alpha_5, \alpha_4, \alpha_3, \alpha_2, 0; D(s, U_1)) = U_2.
\]

This lemma can be proved in the same way as in [2] by solving (8.5). Besides the Riemann problem for the interacting weak waves and the fractional steps in the previous sections, we also employ (8.4) for dealing with the interaction between the weak waves and the strong wave. More precisely, we have the following lemma to include the strong shock.

![Fig. 13. Interaction with the strong wave below](image)

Lemma 8.2. Suppose that $U_b \in O_{r_1}(U_0(\infty))$ and $U_a, U_m \in O_{r_2}(U_+) \text{ with}$

\[
\begin{align*}
\{U_m, U_a\} &= (\beta_1, \beta_2, \beta_3, \beta_4, 0), \\
\{U_b, U_m\} &= (s, \alpha_2, \alpha_3, \alpha_4, \alpha_5),
\end{align*}
\]

and

\[
\{U_b, U_a\} = (s', \delta_2, \delta_3, \delta_4, \delta_5).
\]

Then

\[
\begin{align*}
s' &= s + K_{s_1} \beta_1 + O(1)\Delta, \\
\delta_j &= \alpha_j + \beta_j + K_{s_j} \beta_1 + O(1)\Delta, & j &= 2, 3, 4, \\
\delta_5 &= \alpha_5 + K_{s_5} \beta_1 + O(1)\Delta,
\end{align*}
\]

with

\[
|K_{s_5}| < 1, \quad \sum_j |K_{s_j}| \leq M \quad \text{for some } M > 0,
\]
\[ \Delta = |\alpha_5||\beta_2| + |\beta_3| + |\beta_4|). \quad (8.13) \]

**Lemma 8.3.** Suppose that
\[ \{U_b, U_m\} = (\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5), \quad \{U_m, U_a\} = (s, \beta_2, \beta_3, \beta_4, \beta_5), \quad (8.14) \]

and
\[ \{U_b, U_a\} = (s', \delta_2, \delta_3, \delta_4, \delta_5), \quad (8.15) \]

with \( U_b, U_m \in O_{r_2}(U_0(-\infty)) \) and \( U_a \in O_{r_1}(U_+). \) Then
\[ s' = s + K_{s_1} \alpha_1 + O(1) \sum_{j=1}^{5} |\alpha_j|, \quad \delta_j = \beta_j + O(1) \sum_{j=1}^{5} |\beta_j|. \]

**Proof.** Actually, if we set \( \alpha_j = 0 \) for all \( j \), then \( s' = s \) and \( \delta_j = \beta_j \) for all \( j \). Then the result follows.

**Fig. 14. Interaction with the strong wave above**

### 8.3. Glimm-type functional involving the strong shock

We use the same grid points and mesh curves as in the previous sections. For the strip \( \Omega_k \), we denote the strong shock in \( \Omega_k \) by \( s_k \). Without confusion, we also denote its speed by \( s_k \) and its location by \( y = \chi_k(x) \).

Let
\[ \Omega_{k+} = \{\chi_k(x) < y\} \cap \Omega_k, \quad \Omega_{k-} = \{\chi_k(x) > y\} \cap \Omega_k. \quad (8.16) \]

For \( J_k < J < J_{k+1} \), we denote \( J_+ = J \cap \Omega_{k+} \) and \( J_- = J \cap \Omega_{k-} \).
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Definition 8.1.

\[ L_j(J_\pm) = \sum \{|\alpha| : \alpha \text{ is weak } j\text{-wave crossing } J_\pm\}, \]

\[ Q(J_\pm) = \sum \{|\alpha| |\beta| : \alpha, \beta \text{ are weak waves, approaching and crossing } J_\pm\}, \]

\[ L(J_+) = K_0^* L_0(J) + L_1(J_+) + K_2^* L_2(J_+) + K_3^* L_3(J_+) + K_4^* L_4(J_+) + K_5^* L_5(J_+), \]

\[ L(J_-) = L_1(J_-) + K_2^* L_2(J_-) + K_3^* L_3(J_-) + K_4^* L_4(J_-) + K_5^* L_5(J_-), \]

\[ F(J) = L(J_+) + KL(J_-) + K' Q(J_+) + K K'' Q(J_-), \]

\[ F_s(J) = |s_J - s_*| + C_s F(J), \]

where \( K, K', K'', J_1^*, J_2^*, \) and \( C_s \) are all positive constants with

\[ K_0^* > |K_{b0}|, \quad |K_{b5}| < K_5^* < \frac{1}{|K_{s5}|}. \]

Proposition 8.1. Let \( J_k < I < J < J_{k+1} \) such that \( J \) is an immediate successor of \( I \). Suppose that

\[ |s_I - s_*| < \varepsilon, \]

\[ |U_{h,\theta}| I_+ - U_+| < \varepsilon_1, \]

\[ |U_{h,\theta}| I_- - U_0(-\infty)| < \varepsilon_2 \]

for some \( \varepsilon, \varepsilon_1, \) and \( \varepsilon_2 > 0 \). Then there exist positive constants \( K, K', K'', J_1^*, J_2^*, C_s, \) and \( \tilde{e}, \) which are independent of \( I, J, \) and \( k \), such that, if \( F_s(I) < \tilde{e}, \) then

\[ F_s(J) < F_s(I). \]

Furthermore, we have

\[ |s_J - s_*| < \varepsilon, \]

\[ |U_{h,\theta}| J_+ - U_+| < \varepsilon_1, \]

\[ |U_{h,\theta}| J_- - U_0(-\infty)| < \varepsilon_2. \]

Proof. We consider only the case near the strong \( 1 - shock \), since the other cases can be treated in the same way as in the previous sections.

Let \( \Lambda \) be the diamond domain between the mesh curves \( I \) and \( J \).

Case 1: By Lemma 8.2, we have

\[ L_1(J_+) - L_1(I_+) = -|\beta_1|, \]

\[ L_j(J_+) - L_j(I_+) \leq |K_{s_j}| |\beta_1| + O(1) \Delta, \quad j = 2, 3, 4, \]

\[ L_5(J_+) - L_5(I_+) \leq |K_{s_5}| |\beta_1| + O(1) \Delta, \]

\[ L(J_-) - L(I_-) = 0, \]

\[ Q(J_-) - Q(I_-) = 0. \]
Then we conclude that

\[ L(J_+) - L(I_+) \leq (-1 + \sum_{j=2}^{5} K_j^* |K_{s_j}|) |\beta_1| + O(1)\Delta, \]

and

\[ Q(J_+) - Q(I_+) \leq O(1)\Delta + O(1)|\beta_1|L_1(J_+). \]

Moreover,

\[ |s_{k+1} - s_*| \leq |s_k - s_*| + |K_{s_1}| |\beta_1| + O(1)\Delta. \]

Combining this with the above estimates, and choosing suitable constants \( K_j^* \) and large constants \( K, K', \) and \( K'' \), we conclude

\[ F_s(J) \leq F_s(I), \quad \text{for } F_s(I) \leq \tilde{\varepsilon}. \]

**Case 2:** By Lemma 8.3 we have

\[ s_{k+1} = s_k + O(1)|\beta|, \]
\[ \delta_j = \alpha_j + O(1)|\beta|, \quad j = 1, \ldots, 5, \]

where \( |\beta| = \sum_{j=1}^{5} |\beta_j| \). Then

\[ L(J_-) - L(I_-) \leq -|\beta| \]

for suitable choice of constants \( K_j^{**} \). By choosing sufficiently large \( K \), we finally have the desired result.

The proof is complete.
8.4. Estimates of reaction steps for the strong shock

By Lemma 4.4, we have

\[ U_b - \tilde{U}_b = \|Z_0\|_\infty e^{-\Phi_1 kh}O(h), \]
\[ U_a - \tilde{U}_a = \|Z_0\|_\infty e^{-\Phi_1 kh}O(h). \]

Then

\[ \tilde{s}_k - s_k = \|Z_0\|_\infty e^{-\Phi_1 kh}O(h). \]  

As in the previous sections, we still have

\[ F_s(J_k) - F_s(\tilde{J}_k) \leq Ch\|w_{5,0}\|_\infty e^{-\Phi_1 kh}(F_s(\tilde{J}_k) + 1)^2. \]  

This gives the uniform bounds on \( F_s(J_k) \).
8.5. Global existence and asymptotic behavior of entropy solutions for the Lipschitz wedge with large angle

We finally have the following theorem.

**Theorem 8.1.** Suppose that $0 < \arctan \left( \frac{v_0(x)}{u_0(x)} \right) < \omega_{\text{crit}}$. If $\text{TV}(W(U_0)) + \text{TV}(g')$ is sufficiently small, then the fractional-step Glimm scheme can generate a family of approximate solutions $U_{h, \theta}(x, y)$ that have uniformly bounded variation in the $y$-direction. Moreover, there exists a null set $N \subset \Pi_{k=0}^{\infty}(-1,1)$ such that, for every $\theta \in \Pi_{k=0}^{\infty}(-1,1) \setminus N$, there exist a sequence $h_j \to 0$ such that

$$U_{\theta} \xrightarrow{L^1_{\text{loc}}} \lim_{h_i \to 0} U_{h_i, \theta}$$

is a weak solution to problem (5.1)–(5.2) for system (1.1)–(1.5). Moreover, $U_{\theta}$ has uniformly bounded variation in the $y$-direction.

In the same way as in [2], we have

**Theorem 8.2 (Asymptotic behavior).** Let $\omega_{\infty} = \lim_{x \to \infty} \arctan(g'(x+))$. Then

$$\lim_{x \to \infty} \sup_{\chi_\theta(x) < y < g(x)} \left| \arctan \left( \frac{v_\theta(x, y)}{u_\theta(x, y)} \right) - \omega_{\infty} \right| = 0,$$

and

$$\lim_{x \to \infty} \sup_{y < \chi_\theta(x)} \left| \arctan \left( \frac{v_\theta(x, y)}{u_\theta(x, y)} \right) \right| = 0.$$
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