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Abstract. In this article, we consider the asymptotic behaviour of the spectral function of Schrödinger operators on the real line. Let $H : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ have the form

$$H := -\frac{d^2}{dx^2} + Q,$$

where $Q$ is a formally self-adjoint first order differential operator with smooth coefficients, bounded with all derivatives. We show that the kernel of the spectral projector, $1_{(-\infty, \rho^2]}(H)$, has a complete asymptotic expansion in powers of $\rho$. This settles the 1-dimensional case of a conjecture made by the last two authors.

1 Introduction

Consider a Schrödinger operator $H$ acting on $L^2(\mathbb{R})$ and given by

$$H := D^2 + V, \quad D := -i\partial_x. \tag{1.1}$$

We assume that the potential $V = V(x)$ is real valued, infinitely smooth and satisfies

$$\|\partial_x^\alpha V\|_{L^\infty} < \infty, \quad \alpha \in \mathbb{N}. \tag{1.2}$$

We call any potential $V$ satisfying condition (1.2) a uniformly smoothly bounded (USB) potential and denote by $C^\infty_b(\mathbb{R})$ the class of such potentials. Let $E(H)(\rho) = 1_{(-\infty, \rho^2]}(H)$ be the spectral projector for $H$ and $E(H)(\rho; x, y)$ be its integral kernel (also called the spectral function of $H$). In this article, we study the behaviour of $E(H)(\rho; \cdot, \cdot)$ when $\rho$ is large. One of our results is:

**Theorem 1.1.** Under the above assumptions, there are $f_k \in C^\infty_b(\mathbb{R})$, $k = 0, 1, \ldots$ such that for all $N \in \mathbb{N}$, there is $C_N > 0$ such that for all $x \in \mathbb{R}$ and $\rho \geq 1$ we have

$$\left| E(H)(\rho; x, x) - \sum_{k=0}^{N-1} f_k(x)\rho^{1-2k} \right| \leq C_N \rho^{1-2N}. \tag{1.3}$$

Here, $f_0 \equiv \frac{1}{\pi}$, and $f_k(x)$, $k \geq 1$ can be written explicitly in terms of the derivatives of $V$ at $x$. 
We will use the notation $E(H)(\rho; x, x) \sim \sum_{k=0}^{\infty} f_k(x) \rho^{1-2k}$ to indicate that the estimates (1.3) hold. To compute the explicit formulae for $f_k$, $k \geq 1$, one can take the Laplace transform of (1.3) as in [KP03] and use the results of [Hit02, HP031, HP032] (see also [DZ19, Lemma 3.63, Theorem 3.64]). We also obtain a complete asymptotic expansion of $E(H)(\rho; \cdot, \cdot)$ (and its derivatives) off the diagonal, see Sect. 1.3 for a precise formulation of these results.

Note that the spectrum of operators of the form (1.1) can have any spectral type for large energies: absolutely continuous, singular continuous (see e.g. [Sim95]), or dense pure point (see e.g. [CL90]). Moreover, examples exist for which the spectrum has Lebesgue measure zero and even arbitrarily small but positive Hausdorff dimension (see e.g. [DFG21]). Despite the potentially wild behavior of the spectrum, our results show that, at high energy, the spectrum wants to be absolutely continuous; see for example Corollaries 1.18, 1.19, 1.20, and 1.21.

Similarly to $C_c^n(\mathbb{R})$, we define $C_c^n(\mathbb{R}^d)$ for any $d \geq 1$ as the class of functions $V : \mathbb{R}^d \to \mathbb{R}$ that are bounded together with all their partial derivatives (see also Definition 1.11). We then consider a Schrödinger operator $H$ acting on $L^2(\mathbb{R}^d)$:

$$H := -\Delta + V, \quad V \in C_c^\infty(\mathbb{R}^d).$$

(1.4)

In [PS16] (two of) the authors of this article formulated the following conjecture.

**Conjecture 1.2.** The spectral function of any operator (1.4) admits a complete asymptotic expansion in powers of $\rho$ for large energy:

$$E(H)(\rho; x, x) \sim \sum_{k=0}^{\infty} f_k(x) \rho^{d-2k}, \quad x \in \mathbb{R}^d.$$  

(1.5)

**Remark 1.3.** Notice that one consequence of (1.5) is super-polynomial decay of spectral gaps. Therefore, no such asymptotic expansion can hold for potentials which are bounded below but grow as a power of $x$ towards infinity.

The intuition behind this conjecture is as follows: it is well known that geodesic loops (geodesics for the metric defining the Laplacian that start and finish at $x$) are usually responsible for preventing asymptotic expansions of this type, and the usual ‘rule of thumb’ is that the fewer periodic geodesics exist, the more asymptotic terms in (1.5) (or its integrated versions) one can obtain. This leads to a natural guess that if there are NO looping geodesics, a complete asymptotic expansion of the form (1.5) should exist. One should, of course, be careful with this type of reasoning since in general it is possible to have singularities in the spectral function that arise from loops of infinite length; i.e. where singularities in the wave propagator return from infinity. However, when the dynamics arise from $\mathbb{R}^d$, or, more generally, from an asymptotically flat metric, this type of return from infinity is not expected.

It is not difficult to see that this conjecture is equivalent to the following statement: suppose, $V_1$ and $V_2$ are two $C_c^\infty$ potentials that coincide in a neighbourhood of $x$ (or even simply have the same values of all the derivatives at $x$) and $H_j = -\Delta + V_j$. Then $E(H_1)(\rho; x, x) - E(H_2)(\rho; x, x) = O(\rho^{-\infty})$ as $\rho \to \infty$. 


Before [PS16], Conjecture 1.2 had been proved for smooth potentials with compact support [PS83, Vai83, Vai84, Vai85] using the standard wave equation methods (see also [Ivr191] for related problems in the semiclassical setting). In [PS16], Conjecture 1.2 was proved in the following three cases:

(a) $V$ smooth periodic,
(b) $V$ quasi-periodic (a finite linear combination of complex exponentials) with one additional (generic) assumption,
(c) $V$ smooth almost-periodic with several additional assumptions ensuring that the Fourier coefficients of $V$ decay fast enough.

See also [SS85, Sav88] for the 1-dimensional case and [Ivr192] for related problems in the semiclassical setting.

The method used in [PS16] is often called the method of gauge transform. This method has appeared in many contexts and is also known by a variety of names; e.g. conjugation to quantum Birkhoff normal form or, in the theory of quasi-periodic operators, KAM. This method was used in [Roz78] to study the discrete spectra of one-dimensional pseudodifferential operators (see also [Agr84, HR82]). It was then adapted to periodic operators in [Sob05, Sob06] and further developed in [PS10, PS12]. Some examples of the use of this method occur in [CVuN08, Sjo00, Wei77], but there are many others. Since our article also relies on a version of the gauge transform method, we describe this method below in detail.

To the authors’ knowledge, the only other case in which (1.5) is known is in dimension one with a certain generalization of almost periodic potentials where complex exponentials are multiplied by functions that are well behaved at infinity instead of constants [Gal22]. In that case, the first author was able to apply the gauge transform method together with wave methods and some modern microlocal tools to prove the conjecture. It seems that new ideas would be required to extend these methods to higher dimensions.

The wave method and gauge transform method are intrinsically quite different from each other and it has proved difficult to combine them together. In fact, even obtaining (1.5) for a sum of a periodic potential and a potential with compact support is still an open question in dimensions larger than one.

This article is the first in a series of papers that aim to address this issue. Here, we prove Conjecture 1.2 in its complete generality (i.e. making no assumptions other than that $V$ is a $C^\infty$ potential) in the one-dimensional case. In (a) subsequent article(s) we plan to consider the case of several dimensions, where, unfortunately, it seems that we will have to impose more restrictions on the potential.

1.1 New methods. First of all, we need some notation. Consider a pseudodifferential operator $V$ acting on $L^2(\mathbb{R}^d)$ with symbol $v = v(x, \xi)$ satisfying

$$|\partial_x^\alpha \partial_\xi^\beta v(x, \xi)| \leq C_{\alpha \beta}(1 + |\xi|^2)^{-|\beta|/2}, \quad (x, \xi) \in T^*\mathbb{R}^d;$$
all our symbols will be considered in the Weyl quantisation, i.e.

\[ [Vu](x) := \frac{1}{(2\pi)^d} \int e^{i(x-y,\xi)}v(\frac{x+y}{2},\xi)u(y)dyd\xi. \]

We denote by \( \hat{v} = \hat{v}(\theta, \xi) \) the Fourier transform of \( v \) in the \( x \) variable considered in the sense of tempered distributions; in analoguey with the periodic case, the variable \( \theta \) will be called a frequency. If \( v \) is periodic in \( x \) with \( \Gamma \) being its lattice of periods, then \( \hat{v} \) is a linear combination of delta-functions located at the points of the dual lattice \( \Gamma' \). We say that an operator \( A \) with symbol \( a \) is a Fourier multiplier if \( a \) does not depend on \( x \), i.e. \( \hat{a} \) is a multiple of the delta-function at \( \theta = 0 \) (with coefficient depending on \( \xi \)). An equivalent description of a Fourier multiplier is this: if we put

\[ e_\xi(x) := e^{i(\xi,x)} \], then \( Ae_\xi = a(\xi)e_\xi. \] (1.6)

For simplicity, in this discussion we assume that \( H = -\Delta + V \) is a Schrödinger operator. We take a large \( \rho \) and try to compute \( E(H)(\rho;x,x) \). We note that for any Fourier multiplier, \( A \), it is a relatively simple task to compute \( E(A)(\rho;x,x) \). Indeed, since \( A \) becomes a multiplication operator after conjugation by the Fourier transform, the spectral function can be computed using the formula for the spectral projector of a multiplication operator and is given by

\[ E(A)(\rho;x,y) = \frac{1}{(2\pi)^d} \int_{G(\rho)} e^{i(x-y,\xi)}d\xi; \quad G(\rho) := \{ a(\xi) \leq \rho^2 \}. \] (1.7)

Sometimes we will call Fourier multipliers operators with constant coefficients or diagonal operators because they act diagonally in the Besicovitch space \( B_2(\mathbb{R}^d) \).

Now we will discuss the methods used to establish our results. In the beginning of our paper, we will treat the case of arbitrary dimension and put \( d = 1 \) only when it becomes necessary. Without loss of generality, we temporarily put \( x = 0 \) and call \( E(H)(\rho;0,0) \) the local density of states at 0. We usually denote by \( N \) the exponent in the remainder in the asymptotic formula (1.5) (which means we can ignore terms \( o(\rho^{-N}) \)).

1.1.1 Mass transport. The first step of our approach consists of replacing the operator \( H \) with a different operator, \( ^M H = -\Delta + ^M V \); the superscript stands for the mass transport – a terminology we explain in a moment. This operator is still a differential Schrödinger operator with a \( C_b^n \) potential \( ^M V \) that ‘almost agrees’ with \( V \) on a large box, i.e. we have

\[ |V(x) - ^M V(x)| = O(\rho^{-N'}), \quad \text{for any } x \in B(0, \rho^{N'}). \] (1.8)

Here, \( N' \) is a large number depending on \( N \) and \( B(0,R) \) is a ball in \( \mathbb{R}^d \) with centre at 0 and radius \( R \).

The usefulness of this notion of mass transport follows from our next two claims. We first claim that for any \( N > 0 \) there is \( N' > 0 \) such that whenever (1.8) is satisfied
Figure 1: The figure shows the process of mass transport for a potential on the Fourier transform side when $\hat{V}$ is a measure. When we replace $V$ with a periodic potential $\hat{M}V$ which agrees on $B(0, \rho^{-N'})$, we replace its Fourier transform by a sum of delta functions with a lattice at scale $\rho^{-2N'}$. Roughly speaking, we transport the total mass of the potential near each lattice point to a delta function at that lattice point.

we have

$$E(H)(\rho; 0, 0) - E(\hat{\mathcal{M}}H)(\rho; 0, 0) = O(\rho^{-N}).$$  \quad (1.9)

Second, we claim that for any $V \in C^\infty_b(\mathbb{R}^d)$, one can use the flexibility of choosing $\hat{\mathcal{M}}V$ satisfying (1.8) to simplify the problem of computing the spectral function.

**Remark 1.4.** We expect that one could take $N' = 2(N + d)$, but we do not attempt to follow the dependence of $N'$ on $N$ carefully.

Our first claim, (1.9), may be surprising at first glance. We have made a potentially large change to the operator that does not arise from a unitary transformation and yet the density of states is affected only very mildly. To understand why this large change does not have a large effect on the spectral function at 0, we use the fact that solutions of the wave equation corresponding to $H$ and $\hat{\mathcal{M}}H$ with the same initial conditions having support in a fixed neighbourhood of the origin agree up to $O(\rho^{-N'})$ for a very long time ($t \leq \rho^{N'}$). Using the wave method, we are then able to convert this wave estimate into one on spectral functions. This is the only essential place in our approach where we use the wave equation method; we discuss this method in more detail (and prove it) in Sect. 4.

**Remark 1.5.** The reason we refer to this process as mass transport is because, when the Fourier transform of $V$ is a measure, the estimate (1.8) holds whenever the natural mass transport distance, the 1-Wasserstein distance, (see e.g [Vil09, Chap. 6]) between $\hat{V}$ and $\hat{\mathcal{M}}V$ is $O(\rho^{-2N'})$. See Fig. 1 for a schematic of this mass transport on the Fourier transform side. If $V$ is almost periodic, then working with 1-Wasserstein distances of the Fourier transform of $V$ is more convenient than working directly with the values of $V$. Indeed, if $V$ is almost periodic, then our result shows that under certain mild extra assumptions a small change in its frequencies results in a small change of the spectral function. In fact, we arrived at the statement of Theorem 1.29
by guessing that a small mass transport of this type should lead to a small change in the local density of states.

To explain the second claim, we ask the natural question: what is the best way to modify our potential \( V \) outside of the box \( B(0, \rho N') \) so that we can compute the spectral function \( E(\mathcal{M}H)(\rho; 0, 0) \) of the resulting operator (up to a small error)? It may seem natural to choose \( \mathcal{M}V \) with compact support, but we do not know of any ‘standard’ microlocal methods that can handle a potential which is compactly supported, but with support depending badly on \( \rho \). Instead, perhaps slightly surprisingly, we choose \( \mathcal{M}V \) to be periodic (with period \( \rho N' \)) and try to compute \( E(\mathcal{M}H)(\rho; 0, 0) \) using the periodic method of gauge transform (GT). The advantage of a periodic potential is that the support of its Fourier transform is discrete (at scale \( \rho^{-N'} \)). The significant new difficulty, as compared to the ‘standard’ setting of using the GT, is that now the frequencies (elements of the lattice dual to the lattice of periods) can become very small (of size \( \rho^{-N'} \)). In order to explain how we overcome this difficulty, we first describe the ‘standard’ GT, referring, in the first instance, to [L+23] where this method is described in an abstract setting.

1.1.2 The standard method of gauge transform. Although the bulk of this article is written in dimension one, it is important to understand the context into which the methods fit. To this end, we review the method of gauge transform, as it applies to spectral asymptotics, in all dimensions. In the next subsection, we then focus specifically on dimension one and the new gauge transform methods developed in this article.

In this subsection, we assume \( V \in C_b^\infty(\mathbb{R}^d) \) or, more generally, \( V \) is a pseudodifferential operator with symbol \( v(\mathbf{x}, \xi) \) bounded with all derivatives. We denote by \( \hat{v}(\mathbf{\theta}, \mathbf{\xi}) \) the Fourier transform of \( v(\mathbf{x}, \mathbf{\xi}) \) in the \( \mathbf{x} \) variables considered as a tempered distribution. Given an operator \( H(V) := -\Delta + V \), our ultimate goal (Task A) is to find a unitary operator \( U \) such that, after conjugating by \( U \), \( H \) becomes simpler:

\[
U^{-1}HU = -\Delta + \mathbf{a}(D) + \tilde{V}, \quad D := -i\partial_x.
\]

Here, \( \mathbf{a}(D) \) is a Fourier multiplier and \( \|\tilde{V}\|_\infty = O(\rho^{-N}) \) for any \( N \) so it does not contribute to the asymptotic expansion of the spectral function. Therefore, we may compute the spectral function of the conjugated operator using (1.7). At first, we notice that if we can construct \( U \) to achieve the simpler task (Task A') of \( \tilde{V} \) being smaller than \( V \) (for example, of smaller order), then we can iterate this process to make the non-diagonal part smaller and smaller, eventually making \( \tilde{V} \) small enough to be negligible and completing Task A.
We look for $U$ of the form $U = e^{i\Psi}$ with $\Psi$ a self-adjoint pseudo-differential operator with symbol $\psi$. Then, at least formally, we have

$$U^{-1}HU = H + i[H, \Psi] - \frac{1}{2}[[H, \Psi], \Psi] + \cdots = -\Delta + V + i[-\Delta, \Psi] + i[V, \Psi]$$

$$- \frac{1}{2}[[H, \Psi], \Psi] + \cdots,$$

(1.11)

where $[\cdot, \cdot]$ is a commutator and $\cdots$ denotes terms involving higher order commutators with $\Psi$. Now we try to accomplish Task $A'$ by finding $\Psi$ that solves the equation

$$V + i[-\Delta, \Psi] = 0.$$  

(1.12)

If we can do this with $\Psi$ from a reasonable class of pseudodifferential operators of order less than zero, this would finish Task $A'$. Since the symbol, $b$, of the pseudodifferential operator $B = [-\Delta, \Psi]$ satisfies

$$\hat{b}(\theta, \xi) = 2\langle \xi, \theta \rangle \hat{\psi}(\theta, \xi),$$

we see that a solution of this equation is given, ignoring possible small divisor problems, by the pseudodifferential operator with symbol $\psi$ satisfying

$$\hat{\psi}(\theta, \xi) = \frac{i\hat{v}(\theta, \xi)}{2\langle \xi, \theta \rangle}.$$  

(1.13)

**Remark 1.6.** In this text we often use the convention that lower case letters denote the symbol of the operator denoted by the corresponding upper case letter, e.g. $v$ is the symbol of $V$. However, when $V$ is a function, we do not distinguish between the function $V$ and the operator of multiplication by $V$.

**Remark 1.7.** Although (1.13) is simple, it is not very convenient for obtaining $L^\infty$ type estimates. We will later replace it by (6.5) which is more suited to this purpose.

We emphasize once again that we work in the Weyl quantisation because in other quantisations the form of the denominator is different (but may be more familiar to some readers). Now it is clear what the main obstacle to solving (1.12) is: the denominator of (1.13) may be very small (or indeed zero). A pair $(\xi, \theta)$ for which the inner product $\langle \xi, \theta \rangle$ is small will be called resonant and otherwise will be called non-resonant. If $(\xi, \theta)$ is resonant, we will sometimes say that $\xi$ is resonant with respect to $\theta$ and vice versa.

Given this information, we can now modify our procedure. We split our perturbation $V$ into two parts:

$$V = V^{(r)} + V^{(n)}$$  

(1.14)

(superscript $r$ stands for ‘resonant’ and $n$ for ‘non-resonant’) so that the support of $\hat{v}^{(n)}$ consists only of non-resonant pairs $(\xi, \theta)$. Then, instead of (1.12), we solve the
equation

\[ V^{(n)} + i[H, \Psi] = 0. \]  

(1.15)

Next, using (1.11), we express the operator \( U^{-1}HU \) in the form \(-\Delta + V^{(r)} + V_1\), where \( V_1 \) is smaller than \( V \). Finally, we repeat the procedure as many times as necessary.

**Remark 1.8.** There are two slightly different ways to iterate this procedure. One consists in writing our transform \( U \) in the form \( U = e^{i(\Phi_1 + \Phi_2 + \cdots)} \). This method is called a parallel GT in [L+23]. The second method (called a serial GT) looks for \( U \) in the form \( U = e^{i\Psi_1} e^{i\Psi_2} \cdots \). These methods are often equivalent, but it may be more convenient to use either one of them in specific situations. While in the papers [PS10, PS12, PS16] a parallel GT was used, we will use a mixture of both serial and parallel GTs in this paper.

After repeating the above procedure as many times as necessary, we will arrive at the following form of the conjugated operator:

\[ U^{-1}HU = -\Delta + a(D) + V^{(r)}_n + \dot{V}_n, \]  

(1.16)

where \( V^{(r)}_n \) is resonant and \( \dot{V}_n \) is so small that we can ignore it when computing the asymptotic expansion of the spectral function. This is usually where the GT method stops. We are left with having to analyse the operator

\[ \dot{\psi}H := -\Delta + a(D) + \dot{\psi}V, \quad \dot{\psi}V := V^{(r)}_n. \]

In particular, we need to compute the spectral function for \( \dot{\psi}H \). Note that if we had started with a potential, \( V \), which is periodic with \((\Gamma, \Gamma')\) its lattice of periods and the corresponding dual lattice, then the end perturbation \( \dot{\psi}V \) would also be periodic (with the same lattice of periods, but possibly with more non-zero Fourier coefficients than \( V \) had). We now examine the structure of \( \dot{\psi}V \) in the periodic case more carefully. Since we are trying to compute the spectral function for large \( \rho \), we can concentrate on points \( \xi \) with \(|\xi| \sim \rho \). Let us look at the following special cases:

I. \( d = 1 \). Then \(|\langle \xi, \theta \rangle| = |\xi||\theta| \) and so for \( \langle \xi, \theta \rangle \) to be small, we must have \( \theta = 0 \) (recall that \(|\xi| \sim \rho \) and \( \theta \in \Gamma' \)), so the operator \( \dot{\psi}V \) is truly diagonal; see [Sob06].

II. \( d = 2 \). Then \( \dot{\psi}V \) does not need to be diagonal. However, the following is true. Suppose, \((\xi_1, \theta_1)\) and \((\xi_2, \theta_2)\) are two resonance pairs with \(|\xi_j| \sim \rho \) and \( \theta_1 \) not parallel to \( \theta_2 \). Then \( \xi_1 \neq \xi_2 \). This observation allows us to construct a large family of invariant subspaces for \( \dot{\psi}H \); a careful analysis of the action of \( \dot{\psi}H \) inside each of these subspaces then enables us to compute the spectral function; see [PS12].

III. In the case \( d \geq 3 \) we use similar considerations to the case \( d = 2 \), only the decomposition into invariant subspaces is a bit more involved; see [PS12].
There is one more technical detail related to the ‘classical’ GT that we need to discuss. When the exponents $\Psi_j$ are small (their $L^2 \to L^2$ operator norms tend to zero as $\rho \to \infty$), the conjugation operator, $U$, is a small perturbation of the identity and, in fact, the higher order terms in (1.11) become smaller even without taking account of possible cancellations in the commutators. This is sometimes called a weak gauge transform. There are, however, many situations where the $\Psi_j$ are not small as operators from $L^2 \to L^2$. In this case, the only way we can think of higher order terms in (1.11) as small errors, is by taking advantage of cancellations in the algebraic structure of successive commutators. Indeed, individual remainder terms like $\Psi_j H \Psi_j$ which occur in the higher order commutators $[[H, \Psi_j], \Psi_j]$ can be larger than corresponding terms at the previous step, e.g $H \Psi_j$. When the gauge transform involves $\Psi_j$’s which are not small, it is sometimes referred to as a strong gauge transform. (See [L+23] for further discussion of the difference between the two procedures.)

The concepts of strong and weak gauge transforms can be applied in different settings. For example, if $-\Delta$ is replaced by a non-principally scalar system then there are typically no additional cancellations in the commutators and hence we can only take advantage of smallness of $\Psi_j$ and therefore use a weak gauge transform. Similarly, if $V$ is replaced by a pseudodifferential perturbation whose symbol has derivatives in $\xi$ which behave badly, this property will pass to the $\Psi_j$ and destroy many cancellations in commutators. On the other hand, if we replace $V$ by a pseudodifferential operator of order $m \in [1,2)$, it will not be possible to solve (1.12) with $\Psi_j$ having small norm and hence we must take advantage of cancellations in successive commutators, using a strong gauge transform. In this article, it will be necessary to use $\Psi_j$ whose $L^2 \to L^2$ norms are, in fact, growing quickly as a function of $\rho$ and hence we will need to take advantage of cancellations in commutators.

We now discuss the modifications needed in this process if $d = 1$. The crucial feature which allows us to handle all $C^\infty_b$ potentials in 1-dimension but does not occur in higher dimensions is that the denominator in (1.13) can only be small for $|\xi| \sim \rho$ when $\theta$ is close to 0. We try to apply the GT to $M^V$ – a periodic potential obtained from a $C^\infty_b$ potential $V$ by the process of mass transport discussed in the previous subsection. In fact, we will replace $V$ by $M^V$ with $M^V \equiv V$ on $B(0, \rho^{N''})$ and periodic at scale $\rho^{N''}$ so that (1.8) is satisfied. We will denote this particular approximation to $V$ as $P^V$. In this article, this is the only ‘mass transport’ of $V$ that is used. Recall, in particular, that the dual lattice, $\Gamma'$, now has elements of size $\rho^{-N'}$. Because of this, the usual GT method does not suffice and we must modify it in a way described in the next subsection.

1.1.3 Onion peeling. We now assume that $d = 1$ and, for a while, that the initial $V$ is a sum of a smooth periodic function, $V_p$, and a smooth function with compact support, $V_c$, (or, more generally, smooth rapidly decaying function). We periodise $V$ to $P^V$, a periodic function with very large period of size $\rho^{N''}$ and proportional to the period of $V_p$ so that $P^V = V_p + P^V_c$. A simple calculation shows that if a
denominator in (1.13), with \( V = P V \), is non-zero, but small (recall that \(|\xi| \sim \rho\), so this can happen only if \(|\theta|\) is small), then the numerator of the same formula is also small. Indeed, if \(0 < |\theta|\) and \(\theta\) is in the support of \(\hat{V}_p\), then \(|\theta| > c > 0\). On the other hand, since the Fourier transform of \(V_c\) is a smooth, rapidly decaying function, the Fourier coefficients of \(P V_c\) are of size \(\rho^{-N'}\). We then define the operator \(\Psi\) by (1.13) with \(\hat{V} = PV - \langle PV\rangle\) and

\[
\langle PV\rangle = \lim_{R \to \infty} \frac{1}{2R} \int_{-R}^{R} PV(r) dr.
\]

Then, \(\langle PV\rangle\) is the mean of \(PV\) and \(\Psi\) belongs to the standard class of pseudodifferential operators of order 0 and the whole process described in the previous sub-section can be carried out as a weak GT. We will comment on this case later (see Remarks 6.8 and 7.7) just to illustrate the main ideas of our approach without going into many technicalities necessary in the general setting.

Now we consider the general case of \(V\) being a pseudodifferential operator with \(C^\infty_b\) symbol and no further assumptions. Then it can happen that \(\theta\) is small, while \(\hat{V}(\theta, \xi)\) is not, so \(\hat{\psi}(\theta, \xi)\) obtained using (1.13) is large. This means that we cannot perform the weak GT, but we may ask whether there is a strong GT process that can succeed. Perhaps it is the case that, despite \(\Psi\) being large, the commutator \([V, \Psi]\) is small nevertheless? The answer is yes and no. To illustrate this point, we consider the example \(V = e^{i\theta_1 x} + e^{i\theta_2 x}\). Notice that \([V, \Psi]\) appears in (1.11) and hence we want this term to be smaller than \(V\) itself. We compute

\[
\{V, \psi\}(x, \xi) = -\partial_x V(x) \partial_\xi \psi(x, \xi) = \frac{i}{2\xi^2} \left( \theta_1 e^{i\theta_1 x} + \theta_2 e^{i\theta_2 x} \right) \left( \frac{e^{i\theta_1 x}}{\theta_1} + \frac{e^{i\theta_2 x}}{\theta_2} \right)
\]

\[
= \frac{i}{2\xi^2} \left[ e^{2i\theta_1 x} + e^{2i\theta_2 x} + \left( \frac{\theta_1}{\theta_2} + \frac{\theta_2}{\theta_1} \right) e^{i(\theta_1 + \theta_2) x} \right].
\]

This symbol is indeed smaller than that of \(V\) (for \(|\xi| \sim \rho\)) if \(\rho^{-2+0} \leq |\theta_1| \leq \rho^{2-0}\) but not if the ratio \(|\theta_1|/|\theta_2|\) is too small or too large.

**Remark 1.9.** We are aware that this example is not self-adjoint, but this is the simplest example to illustrate our point.

This observation suggests the following modification of the basic GT. Given a \(C^\infty_b\) potential \(V\) (or rather a periodic potential \(PV\) obtained from \(V\) after mass transport), we first remove the part of \(\widehat{PV}(\theta)\) corresponding to \(|\theta| > 1\). (See Lemma 6.7 for a precise description of this process.) This can be done in one step since the potential \(PV\) is smooth. The result of this, first, step of gauge transform is a pseudodifferential operator which we refer to as \(PV_0\).

Next, we split \(PV_0\) according to the size of the frequencies: we let \(PV_{+,0}\) to be the part of \(PV_0\) corresponding to frequencies \(\theta\) satisfying \(|\theta| \in [\rho^{-1/2}, 1]\). We then conjugate away \(PV_{+,0}\) using the strong GT. This peels off the ‘outer layer’ \(PV_{+,0}\) (corresponding to the largest frequencies). Since all the frequencies in \(PV_0\) are smaller
than those of $PV_{+,0}$, during this process we never encounter the bad case of having to commute $V$ and $\Psi$ where $\Psi$ has a frequency much smaller than some frequency of $V$. Strictly speaking, this process produces new terms with frequency $|\theta| \leq \rho - 1/2$, but we ignore this for simplicity. We now repeat this argument with $PV_{+,j}$ corresponding to frequencies $\theta$ satisfying $|\theta| \in \left[\rho - (j+1)/2, \rho - j/2\right]$, always peeling away the piece of $PV$ with largest frequency first. At the end of $4N'$ steps of this process, we are left with the part of $PV$ with frequencies $|\theta| \leq \rho - (4N' + 1)/2$. Since we started with potential that was $\rho^2N'$-periodic, in fact, this part of $PV$ does not depend on $x$ and hence is a Fourier multiplier. (See Lemma 6.9 for a precise description of the iterative step.)

In fact, to peel each layer, we will need to perform a parallel GT with $U = e^{i\Psi_k}$. Each step in the parallel transform will decrease the size of $\hat{PV}_k$ by a factor $\sim \rho^{-1}$. For instance, to peel the first layer, we find $\Psi_0 \sim \sum_j \Phi^{(j)}_0$, with $\Phi^{(j)}_0$ naturally living in a certain class of pseudodifferential operators such that

$$e^{-i\sum_j \Phi^{(j)}_0} \hat{P} e^{i\sum_j \Phi^{(j)}_0} = -\Delta + \hat{\Psi}_{N} 1_{|\theta| \geq 1} = O(\rho^{-N-1});$$

that is, the Fourier transform of $\hat{\Psi}_{N}$ is very small for $|\theta| \geq 1$. We then iterate this procedure for each layer, producing $\Psi_k \sim \sum_j \Phi^{(j)}_k$ to remove the $k$th layer. The reason for doing this mixed parallel-serial GT procedure is as follows: for each $k$, the $x$ derivatives of the symbol of $\Phi^{(j)}_k$, $j = 1, \ldots$ are comparable to one another, for $k_1 \neq k_2$, and any $j_1, j_2$, the $x$ derivatives of the symbols of $\Phi^{(j_1)}_{k_1}$ and $\Phi^{(j_2)}_{k_2}$ are not comparable. In particular, as $k \to \infty$, $\Phi^{(j)}_k$ may become very large for any fixed $j$. However, the derivatives of its symbols in $x$ will become correspondingly small. See Fig. 3 for an illustration of the parallel process of removing a single layer and Fig. 2 for the serial process of removing successive layers.

We remark that, unfortunately, this process, at least as formulated, cannot be used if $d \geq 2$. This is because, in order to start the GT process in the second layer, we need to have removed all the frequencies in the first (outer) layer. In higher dimensions the resonant terms have to remain in the outermost layer. Thus, say, the commutators between $\Psi$ used to remove frequencies inside the second layer and the resonant part of $V$ from the outermost layer would still be large.

**Remark 1.10.** Throughout the article, we attempt to present arguments in a way that is accessible to several communities: microlocal/semiclassical analysts, spectral geometers, and specialists in periodic and almost periodic operators. Often when we introduce terminology, we will try to give alternative versions familiar to each community. In addition, we try to include proofs of results that may be standard for one community but not the others. One consequence of this is that we first state our results on the spectral projector for a fixed operator $H$ as the energy, $\rho \to \infty$ in Sect. 1.3. We then translate the results into their semiclassical formulation in Sect. 1.4, where we study families of operators, $\tilde{H}(h)$, depending on a small parameter, $h \downarrow 0$. We write our proofs using the language of semiclassical analysis. There are two reasons why we do this. The first (and main) reason is that in the course
Figure 2: The effect of the serial gauge transform. Each successive conjugation removes a layer from the Fourier transform of $P V$.

Figure 3: The effect of the parallel gauge transform. Each successive conjugation removes most of the outermost layer from $V$. 
of the proof, we will often need to quote results from microlocal analysis that exist in the literature in the semiclassical, but not the high-energy language. The second reason is that in the semiclassical setting we will be able to work with slightly more general classes of operators.

1.2 Strategy of the proof. The proof of Theorem 1.1 will proceed in four steps. Despite the fact that the proof is written in semiclassical language, we discuss it here using the language and notation of the high energy regime. The first step of the proof is to use mass transport to replace the potential $V$ by a periodic potential $P V$ with period $R(\rho) \sim \rho^{N'}$ for some large $N'$. This is done in Sect. 7.1, with the proof that periodising (or indeed any small mass transport) makes a small change to the spectral function done in Sect. 4. Note that it is essential to periodise the potential before making any microlocal reductions because our theorem about the effect of mass transport on the spectral function applies only when one of the operators is differential.

The second step is to replace $P V$ by a pseudodifferential operator $\tilde{P} V$ whose full symbol satisfies

$$\tilde{P} \chi(x, \xi) = \chi(\rho^{-1} |\xi|) P V(x)$$

for some $\chi \in C_c^\infty(0, \infty)$, with $\chi \equiv 1$ near 1. This is done in Sect. 7.2. Next, we use the onion peeling gauge transform to replace $\tilde{P} V$ by a Fourier multiplier, $V_1$, i.e. we find a unitary operator $U$ so that

$$U^* (-\Delta + \tilde{P} V) U = -\Delta + V_1.$$ 

The existence of such an onion peeling operator, $U$, is proved in Sect. 6, and this gauge transform is applied in Sect. 7.2. It is then easy to compute spectral function of $-\Delta + V_1$ in terms of $V_1$ and it remains to understand what conjugation by $U$ does to this function; in a sense ‘unpeeling’ the onion. This final step is done in Sect. 7.3.

1.3 Formulation of results on the local density of states. Despite the fact that most of our results will be proved in dimension 1, some will be proved in all dimensions. We therefore introduce notation in general dimension and then emphasize which results hold for $d = 1$ and which for $d \geq 1$.

We now formulate our results on the local density of states precisely.

**Definition 1.11.** We say that a smooth function, $V : \mathbb{R}^d \to \mathbb{C}$, is uniformly smoothly bounded (USB), writing $V \in C_b^\infty(\mathbb{R}^d)$, if for all $k \in \mathbb{N}$,

$$\|V\|_{C^k} := \sum_{|\alpha| \leq k} \|\partial_\alpha^\alpha V\|_{L^\infty} < \infty.$$  \hspace{1cm} (1.17)

We endow $C_b^\infty(\mathbb{R}^d)$ with the topology induced by the seminorms (1.17).
Definition 1.12. We say that \( Q : \mathcal{C}_c^\infty(\mathbb{R}^d) \to \mathcal{D}'(\mathbb{R}^d) \) is a differential operator of order \( m \) with uniformly \( C^k \) bounded coefficients, and write \( Q \in \text{Diff}^m_k \) if

\[
[Qu](x) = \sum_{|\alpha| \leq m} a_\alpha(x) D_\alpha^k u(x)
\]

with

\[
\|a_\alpha\|_{C^k} < \infty, \quad |\alpha| \leq m.
\]

We endow the space \( \text{Diff}^m_k(\mathbb{R}) \) with the norm

\[
\|Q\|_{\text{Diff}^m_k} = \sum_{|\alpha| \leq m} \|a_\alpha\|_{C^k}.
\]

(1.18)

We also denote by \( \text{Diff}^m(\mathbb{R}^d) = \text{Diff}_k^m(\mathbb{R}^d) = \bigcap_k \text{Diff}^m_k(\mathbb{R}^d) \) the space of differential operators of order \( m \) with uniformly smooth bounded coefficients. We endow \( \text{Diff}^m \) with the topology induced by the seminorms (1.18).

For a formally self-adjoint \( Q \in \text{Diff}^1_k(\mathbb{R}^d) \), consider an operator

\[
H(Q) := -\Delta + Q,
\]

(1.19)

acting in \( L^2(\mathbb{R}^d) \). Recall that \( H(Q) \) is self-adjoint with domain \( H^2(\mathbb{R}^d) \).

Definition 1.13. For a self-adjoint operator, \( H \), we define

\[
E(H)(\rho) := 1_{(-\infty, \rho^2]}(H)
\]

to be the spectral projector onto the spectrum of \( H \) below \( \rho^2 \). For a subset \( J \subset \mathbb{R} \), we also write

\[
E(H; J) = 1_J(H)
\]

for the spectral projector onto the spectrum of \( H(Q) \) in \( J \). We define the spectral function for \( H(Q) \) to be the integral kernel

\[
E(H(Q))(\rho; x, y) = 1_{(-\infty, \rho^2]}(H(Q))(x, y).
\]

(1.20)

Note that, since \( -\Delta + Q \) is elliptic, \( E(H(Q))(\rho; x, y) \) is, in fact, a smooth function of \( (x, y) \). (For a proof of smoothness see e.g. [AK67], [Sim82, B.7.1] [Sim84]. In fact, we also prove this below in (7.4).)

Now, to state most of our main results, we specialise to the case \( d = 1 \). Our first main theorem is a full asymptotic expansion for \( E(H(Q))(\rho) \) and its derivatives on the diagonal.

Theorem 1.14. Let \( N, \tilde{M} > 0 \). Then there is \( K > 0 \) such that for any bounded subset \( \mathcal{Q} \subset \text{Diff}^1_K(\mathbb{R}) \), there is \( C > 0 \) such that for all formally self-adjoint \( Q \in \mathcal{Q} \) and \( \alpha, \beta \in \)
\[ \mathbb{N} \text{ with } \alpha, \beta \leq \tilde{M}, \text{ there are } f_{j,\alpha,\beta} \in L^\infty(\mathbb{R}) \text{ such that} \]
\[
\left| \partial_x^\alpha \partial_y^\beta E(H(Q))(\rho; x, y) \right| \mid_{y=x} - \sum_{j=0}^{N-1} f_{j,\alpha,\beta}(x) \rho^{1+|\alpha|+|\beta| - j} \right| \leq C \rho^{1+|\alpha|+|\beta| - N}. \quad (1.21)
\]

Moreover, \( f_{0,0,0} \equiv \frac{1}{\pi}, f_{2\ell+1,0,0} \equiv 0 \) for \( \ell \geq 0 \), \( f_{0,0,0}(x) \) can be computed explicitly in terms of the coefficients of \( Q \) and their derivatives at \( x \), \( f_{0,\alpha,\beta} \equiv 0 \) for \( \alpha + \beta \) odd, and \( f_{0,\alpha,\beta} \equiv \frac{(-1)^\beta}{\pi(\alpha+\beta+1)} \) for \( \alpha + \beta \) even.

**Remark 1.15.** In fact, we prove Theorem 1.14 (and all further theorems) for \( N = K = +\infty \) in the sense that (1.21) holds for any \( N \) with constant \( C_N \) depending on \( N \). However, the proofs for finite \( N, K \) follow in exactly the same way. To see this, it is only necessary to recall that pseudodifferential calculi modulo an error of a certain order, \( \rho^{-N} \), rely on only finitely many derivatives of the symbols involved (see also Remark 5.13). The reason why finite regularity statements are important for us is that we need, for each \( N \) and \( M \), the map sending \( Q \in \text{Diff}^1 \) to the constant, \( C \), on the right-hand side of (1.21) to be continuous. We use this to derive uniform asymptotics for all \( x \in \mathbb{R} \) from the asymptotics at a fixed point \( x \).

**Remark 1.16.** We emphasize here that Theorem 1.14, as well as the rest of the theorems in this paper, is proved only for differential perturbations of the Laplacian. The reason we are unable to treat pseudodifferential perturbations here is that our proof uses crucially finite speed of propagation for the wave group corresponding to \( H(Q) \) (see Lemma 4.12). We suspect that the results still hold for pseudodifferential perturbations but do not pursue this.

Our next theorem is a full asymptotic expansion for \( E(H(Q))(\rho; x, y) \) and its derivatives when \( x \) is not too close to \( y \).

**Theorem 1.17.** Let \( N, \tilde{M}, \delta, R > 0 \). Then there is \( K > 0 \) such that for any bounded subset \( Q \subset \text{Diff}^1_{\tilde{M}}(\mathbb{R}) \), there is \( C > 0 \) such that for all formally self-adjoint \( Q \in \mathbb{Q} \) there are \( g_j^+(x,y) \) and \( g_j^-(x,y) \), \( j = 0, 1, \ldots \), such that for all \( \alpha, \beta \in \mathbb{N} \) with \( \alpha, \beta \leq \tilde{M} \) and all \( (x,y) \in \mathbb{R} \), with \( \rho^{-1+\delta} \leq |x-y| \leq R \), we have
\[
\left| \partial_x^\alpha \partial_y^\beta \left( E(H(Q))(\rho; x, y) - \sum_{j=0}^{N-1} \rho^{-j} \left( e^{i\rho|x-y|} g_j^+(x, y) + e^{-i\rho|x-y|} g_j^-(x, y) \right) \right) \right| \leq C \rho^{-N+|\alpha|+|\beta|} |x-y|^{-N}.
\]

Moreover, \( g_0^+(x,y) = \pm \frac{1}{2\pi |x-y|} \).

One slightly surprising aspect of these results is that they hold no matter what type the high-energy spectrum \( H(Q) \) has: absolutely or singular continuous or even pure point. An immediate (trivial) corollary of these results is this:

**Corollary 1.18.** For all \( N > 0 \) there is \( C_N > 0 \) such that for all \( \rho > 1 \), if \( \rho^2, \rho^2 + \varepsilon \) is a spectral gap of \( H \), then \( \varepsilon < C_N \rho^{-N} \).
Another observation, also quite obvious, is that for any $\rho$ we have
\[
\sup_x \left( \lim_{\rho' \to \rho^+} E(H(Q))\rho' \cdot x, x) - \lim_{\rho' \to \rho^-} E(H(Q))\rho' \cdot x, x) \right) < C N \rho^{-N}
\]
for any natural $N$, uniformly in $x$. This immediately implies:

**Corollary 1.19.** For all $Q \in \text{Diff}^1(\mathbb{R})$ and any natural $N$ there is a constant $C_N > 0$ such that for all $\rho > 1$ and any non-trivial eigenfunction $u \in L^2(\mathbb{R})$ of $H(Q)$ with eigenvalue $\rho^2$ we have

\[
\frac{|u|_{L^\infty(\mathbb{R})}}{|u|_{L^2(\mathbb{R})}} < C N \rho^{-N}.
\]

(1.22)

Note that this result holds not just for one particular eigenfunction, but for any linear combination of eigenfunctions from a thin energy window $[\rho^2, \rho^2 + O(\rho^{-\infty})]$.

Another (less obvious) corollary of Theorem 1.14 is related to the behaviour of any solution of the equation

\[
H(Q)u = \rho^2 u,
\]

not just solutions belonging to $L^2(\mathbb{R})$. We define, for any differentiable function $u$, the (renormalised) energy density of $u$ at $x$ by

\[
ED(u; x) = ED(u; x, \rho) := |u(x)|^2 + \rho^{-2}|u'(x)|^2.
\]

(1.24)

**Corollary 1.20.** For all $Q \in \text{Diff}^1(\mathbb{R})$ and any natural $N$ there is a constant $C_N$ such that for any non-trivial solution $u$ of (1.23) and any $a, b \in \mathbb{R}$, $|b - a| \leq \rho^N$ we have

\[
\frac{ED(u; b)}{ED(u; a)} < (1 + C_N \rho^{-1}).
\]

(1.25)

Estimate (1.25) shows that any solution to (1.23) is very close to a plane wave on extremely large scales.

Corollary 1.20 immediately implies the following result that was already obtained in [DF86]:

**Corollary 1.21.** For all $Q \in \text{Diff}^1(\mathbb{R})$ and any natural $N$ there is a constant $C_N$ such that any non-trivial solution $u$ of (1.23) satisfies

\[
\lim_{x \to \pm \infty} \sup_x \frac{\ln |ED(u; x)|}{|x|} \leq C_N \rho^{-N}.
\]

(1.26)

Indeed, it is easy to see from Corollary 1.20 that for any $N$ and any large enough $\rho$ the energy density cannot grow or decay by more than a factor of 2 over distance $\rho^N$.

As was noticed in [DF86], a trivial consequence of this is the following bound on the Lyapunov exponents. Consider the situation when $Q$ is a random potential...
sampled from a uniformly $C^\infty_b(\mathbb{R})$ family of potentials. Then (under standard conditions on the randomness) with probability one the spectrum of $H$ is pure point and the limit of the LHS of (1.26) exists for each eigenfunction; this limit is called the *Lyapunov exponent*. In this case, Corollary 1.21 shows that the Lyapunov exponent decays faster than any power of $\rho$ as $\rho \to \infty$.

One interpretation of these corollaries is that, despite the possibility that the high-energy spectrum of $H$ may have point or singular continuous components, it ‘wants’ to be absolutely continuous.

We will reformulate Corollaries 1.18 to 1.21 in semiclassical language and prove them in Sect. 8.

1.4 Formulation of results on the local density of states for semiclassical operators.

Throughout most of this paper, we prefer to work in the semiclassical setting, studying a family of operators depending on a small parameter $\hbar > 0$, where one should think of $\hbar$ as $\rho^{-1}$. When confusion may arise between a semiclassical object and its non-semiclassical counterpart, we denote the semiclassical object with bold letters.

**Definition 1.22.** We say that $Q = Q(\hbar) : C^\infty_c(\mathbb{R}^d) \to \mathcal{D}'(\mathbb{R}^d)$ is a *semiclassical differential operator of order $m$ with uniformly $C^k$ bounded coefficients* and write $Q \in \text{Diff}^k_m(\mathbb{R}^d)$ if

$$[Q u](x) = \sum_{|\beta| \leq m} q_\beta(\cdot; \hbar) \hbar D_x^\beta u(x)$$

and there are $q_{\beta,l} \in C^\infty_b(\mathbb{R}^d)$, $l = 0, 1, \ldots$ independent of $\hbar$ such that for all $N$

$$\|Q\|_{\text{Diff}^k_m,N} := \sup_{0 < \hbar < 1} \hbar^{-N} \sum_{|\alpha| \leq k} \left\| \partial_x^\alpha \left( q_\beta(\cdot; \hbar) - \sum_{l=0}^{N-1} q_{\beta,l}(\cdot) \hbar^l \right) \right\|_{L^\infty} < \infty. \quad (1.27)$$

We endow $\text{Diff}^m_k$ with the seminorms (1.27). We also denote by $\text{Diff}^m(\mathbb{R}^d) = \cap_k \text{Diff}^m_k(\mathbb{R}^d)$ the space of semiclassical differential operators of order $m$ with uniformly smooth bounded coefficients and endow it with the topology induced by the seminorms (1.27).

Finally, for a self-adjoint $Q \in \text{Diff}^1_k(\mathbb{R}^d)$ we denote

$$H(Q) := \frac{-\hbar^2}{2} \Delta + \hbar Q. \quad (1.28)$$

**Definition 1.23.** For $\omega \in \mathbb{R}$, we define

$$E(H(Q))(\omega) := 1_{(-\infty,\omega^2]}(H(Q)).$$

to be the spectral projector onto the spectrum of $H(Q)$ below $\omega^2$ and the *spectral function* for $H(Q)$ to be its integral kernel

$$E(H(Q))(\omega; x, y) := 1_{(-\infty,\omega^2]}(H(Q))(x, y). \quad (1.29)$$
We note that if \( Q \in \text{Diff}^1_k(\mathbb{R}^d) \), then
\[
h^2 H(Q) = H(Q)
\] (1.30)
for some \( Q \in \text{Diff}^1_k(\mathbb{R}^d) \) and, thus, \( E(H(Q))(h^{-1}) = E(H(Q))(1) \). However, the opposite is not necessarily true: there are operators \( Q \in \text{Diff}^1_k \) that cannot be obtained using (1.30) from any operator \( Q \in \text{Diff}^1_k \). For instance, \( H(Q) \) with \( Q = h V(x) \) for some \( V \in C^\infty_k \) cannot be written as \( h^2 H(Q) \) for some \( Q \in \text{Diff}^1_k \) since the zeroth order term in \( h^2 H(Q) \) is \( O(h^2) \). As a result, we can recover our Theorems 1.14 and 1.17 by putting \( h = \rho^{-1}, \omega = 1 \) in the following, more general, results about the asymptotic behaviour of \( E(H(Q)) \). The next two theorems assume \( d = 1 \).

**Theorem 1.24.** Let \( N, \tilde{M}, a, b > 0 \) with \( a \leq b \). Then there is \( K > 0 \) such that for any bounded subsets \( Q \subset \text{Diff}^1_k(\mathbb{R}) \), there is \( C > 0 \) such that for all formally self-adjoint \( Q \in Q \) and \( \alpha, \beta \in \mathbb{N} \) with \( \alpha, \beta \leq \tilde{M} \), there are \( f_{j,\alpha,\beta} \in C^\infty([a, b] \times \mathbb{R}) \) such that for all \( x \in \mathbb{R}, \omega \in [a, b] \), we have
\[
|\partial_x^\alpha \partial_y^\beta E(H(Q))(\omega; x, y)|_{y=x} \leq \sum_{j=0}^{N-1} f_{j,\alpha,\beta}(\omega, x)h^{-1-|\alpha|-|\beta|+j} \leq Ch^{-1-|\alpha|-|\beta|+N}. \tag{1.31}
\]

Moreover, \( f_{0,0,0} = \frac{\omega^2}{\pi} \), \( f_{2j+1,0,0} \equiv 0 \) for \( j \geq 0 \), \( f_{j,0,0}(x) \) can be computed explicitly in terms of the coefficients of \( Q \) and its derivatives at \( x \), \( f_{0,\alpha,\beta} \equiv 0 \) for \( \alpha + \beta \) odd, and \( f_{0,\alpha,\beta} \equiv \frac{(-1)^\beta \omega^2}{\pi(\alpha+\beta+1)} \) for \( \alpha + \beta \) even.

**Theorem 1.25.** Let \( N, \tilde{M}, \delta, R, a, b > 0 \) with \( a \leq b \). Then there is \( K > 0 \) such that for any bounded subsets \( Q \subset \text{Diff}^1_k(\mathbb{R}) \), there is \( C > 0 \) such that for all formally self-adjoint \( Q \in Q \) there are \( g^+_j(\omega, x, y) \) and \( g^-_j(\omega, x, y) \), \( j = 0, 1, \ldots \) such that for all \( \alpha, \beta \in \mathbb{N} \) with \( \alpha, \beta \leq \tilde{M} \) and all \( (x, y) \in \mathbb{R} \), with \( h^{1-\delta} \leq |x-y| \leq R, \omega \in [a, b] \), we have
\[
\left|\partial_x^\alpha \partial_y^\beta \left(E(H(Q))(\omega; x, y) - \sum_{j=0}^{N-1} h^j \left(e^{i|x-y|\omega/h} g^+_j(\omega, x, y) + e^{-i|x-y|\omega/h} g^-_j(\omega, x, y)\right)\right)\right| \leq Ch^{N-|\alpha|-|\beta|}|x-y|^{-N}.
\]

Moreover, \( g^+_0 = \pm \frac{1}{2\pi|x-y|} \).

**Remark 1.26.** In fact, the coefficients in Theorems 1.24 and 1.25 can be differentiated in \( \omega \). Note, however, that the error is in general not differentiable in \( \omega \). (See also Lemma 7.14.)

**Remark 1.27.** Given Theorems 1.24 and 1.25, one might wonder whether it is possible to write a single oscillatory integral that is equal to \( E(H(Q))(\omega, x, y) \) modulo \( O(h^\infty) \) for all \( (x, y) \) in any compact set. Unfortunately, we do not see how this is possible using our current methods. See Remark 7.7 for further explanation.
1.5 Comparison of spectral functions with large perturbations at infinity. We now discuss results that hold in any dimension \( d \geq 1 \). In Sect. 4, we show that, for differential operators, \( Q \), acting on \( C^\infty(\mathbb{R}^d) \), one can make large perturbations of \( H(Q) \) ‘at infinity’ without modifying the spectral function of \( H(Q) \) substantially. Indeed, one can even make changes to \( H(Q) \) which completely change the nature of the spectrum of \( H(Q) \) but, nevertheless, result in small changes to the spectral function in compact sets. We postpone the statement of the precise results to Sect. 4 and instead give a simpler version of these results here.

Let \( Q \in \text{Diff}^0(\mathbb{R}^d) \) be formally self-adjoint and put

\[
H_0 := H(Q) = -\hbar^2 \Delta + hq(x; \hbar).
\]

Let also

\[
H_1 := -\hbar^2 \Delta + h\tilde{q}(x; \hbar).
\]

We assume that \( \tilde{q} \geq -C \) for some \( C > 0 \), that \( \tilde{q} \in C^\infty(\mathbb{R}^d) \), and that \( H_1 \) is essentially self-adjoint. Note that \( \tilde{q} \) need not be bounded above and so is not necessarily \( C^\infty_b \).

In our next theorem, we compare the spectral function of \( H_0 \) with that of \( H_1 \) under certain closeness assumptions on \( q \) and \( \tilde{q} \). (See Example 1.31.)

Let \( x \in \mathbb{R}^d \), \( 0 < a < b \), \( Z > 0 \) and define

\[
T_{\max}(h, x, a, b, Z) := \sup\{T > 0 : \sup_{\omega \in [a, b]} |E(H_1)(\omega; x, x) - E(H_1)(\omega - hT^{-1}; x, x)| \leq \frac{Z}{T} h^{1-d} \}.
\]

**Remark 1.28.** We use the notation \( T_{\max} \) because it determines the minimal scale at which we can smooth the spectral projector while still maintaining control on the error and, hence, will determine the maximal time for which we use the wave propagator in the proof of Theorem 1.29 below.

Let \( B(0, R) \) denote the ball of radius \( R \) in \( \mathbb{R}^d \) centered at \( 0 \) and let \( X \in C_c^\infty(B(0, 2)) \) with \( \Xi \equiv 1 \) on \( B(0, 1) \). Then put \( \Xi_R(x) := \Xi(R^{-1}x) \). Define also

\[
\delta_k(R; h) := h^{-1} \|(H_0 - H_1)\Xi_R\|_{H_h^{k-1} \to H_h^{k-1}} + h^{-1} \|(H_0 - H_1)\Xi_R\|_{H_h^k \to H_h^{k-1}}.
\]

Then a simple consequence of Proposition 4.9 is the following theorem.

**Theorem 1.29.** Let \( d \geq 1 \), \( Z > 0 \), \( 0 < a < b \) and suppose that \( H_0 \) and \( H_1 \) are as above. There is \( k > 0 \) such that for any \( \varepsilon > 0 \), \( R_0 > 0 \), there are \( C > 0 \) and \( h_0 > 0 \) such that for \( 0 < h < h_0 \), \( R(h) > R_0 + 2 \), \( x \in B(0, R_0) \), \( \omega \in [a + \varepsilon, b - \varepsilon] \), \( T(h) < \min(T_{\max}(h, x, a, b, Z), h^{-1}(R(h) - R_0 - 2)/2) \), we have

\[
|E(H_1)(\omega; x, x) - E(H_0)(\omega; x, x)| \leq C \left( \frac{h^{1-d}}{T(h)} + h^{-d} T(h) \delta_k(R(h); h) \right). \tag{1.33}
\]
Remark 1.30. Below, to make Theorem 1.29 useful, we will find $H_1$, $T(h)$, and $R(h)$ so that $T(h) \geq h^{-N}$ but $T(h)\delta_k(R(h); h) \leq h^N$ so that the right hand side of (1.33) is very small.

In fact, an analogue of Theorem 1.29 holds much more generally and we can, for example, make $H_1$ a pseudodifferential operator or even replace the infinite end of $\mathbb{R}^d$ by a boundary lying sufficiently far away without changing $E(H_0)$ substantially. We now give a few examples where we can effectively apply Theorem 1.29.

Example 1.31. (1) $H_1 = H(Q + \delta(h)[R(h)]^{-2}|x|^2)$. Here, $\delta_k(R(h); h) \leq C\delta(h)$. Notice that, despite the fact that $H_1$ has discrete spectrum, the kernel of its spectral projector is close to that of $H_0$ in compact sets.

(2) Assume that $Q = q(x)$, with. Let $H_1 = H(\lambda q)$, where

$$\left| \partial_x^\alpha(q - \lambda q)(x) \right| \leq C_\alpha \delta(h) \quad \text{for} \quad |x| \leq R(h).$$

(3) Assume that $Q = q(x)$. Our aim is to make $Q$ periodic. To do this, we introduce $Pq \in C_0^\infty(\mathbb{R}^d)$, such that $Pq$ is periodic and $Pq(x) = q(x)$ for $x \in B(0, 2R(h))$. We then define $H_1 = H(Pq)$. This, in fact, the type of modification we make use of to prove our main theorems. In this case, $\delta_k(R(h); h) = 0$ and we will see below that $T_{\text{max}}(h, x, a, b) \geq c_N h^{-N}$ for any $N$ and hence, provided $R(h) \leq C h^{-N}$, we may take $T(h) \geq c h^{-N}$ so that the right-hand side of (1.33) is small.

Remark 1.32. If $\bar{q}$ a measure, and the 1-Wasserstein distance (see e.g. [Vil09, Chap. 6]) between $\partial_x^\alpha q$ and $\partial_x^\alpha \lambda q$ is bounded by $C_\alpha R(h)^{-1} \delta(h)$, then one can check that the conditions in (2) are satisfied. This reformulation in terms of measures is the reason why we (admittedly somewhat loosely) call $\lambda Q$ the mass transport of $Q$.

Remark 1.33. In fact, one can check a posteriori from Theorem 1.24 that for all of the above cases in 1 dimension and $x \in B(0, R_0)$, we have, for any $N > 0$, there is $Z > 0$ such that $T_{\text{max}}(h, x, a, b, Z) \gtrsim_N \min(R(h), h^{-N})$. Indeed Theorem 1.24 implies that

$$E(H(Q))(<\omega; x, x) - E(H(Q))(<\omega - hT^{-1}; x, x) \leq \sum_{j=0}^{N} (f_{j, 0, 0}(<\omega, x) - f_{j, 0, 0}(<\omega - hT^{-1}, x))h^{j-1} + C_N h^N$$

$$\leq \frac{C_N}{T} + C_N h^N.$$
facts about an anisotropic pseudodifferential calculus which will be used in the gauge transform procedure. Section 6 implements the parallel-serial gauge transform via a layer peeling argument, and Sect. 7 combines the results of the gauge transform and modification of the potential outside a large ball to compute the asymptotic formulae for the spectral function; proving Theorems 1.24 and 1.25. Section 8 then extracts various consequences of our main theorem on generalized eigenfunctions of Schrödinger operators, proving the semiclassical analogues of Corollaries 1.18 to 1.21. Finally, Appendix A computes the first term of the asymptotic expansion for the spectral function.

2 Basic notation

Before proceeding to the main body of the paper, we introduce some notation that will be used throughout the text.

2.1 Spaces of smooth functions. For \( A \subset \mathbb{R}^d \), \( \{0\} \subset B \subset \mathbb{C} \), we use the notation

\[
C^\infty(A; B) := \{ u : \mathbb{R}^d \to \mathbb{C} \mid u \text{ is smooth, supp } u \subset \overline{A}, u(z) \in B \text{ for all } z \in \mathbb{R}^d \},
\]

\[
C^\infty_c(A; B) := \{ u : \mathbb{R}^d \to \mathbb{C} \mid u \text{ is smooth, supp } u \subset \overline{A}, u(z) \in B \text{ for all } z \in \mathbb{R}^d \}.
\]

When \( B = \mathbb{C} \), we sometimes write \( C^\infty(A; \mathbb{C}) \) and \( C^\infty_c(A; \mathbb{C}) \) as, respectively, \( C^\infty(A) \) and \( C^\infty_c(A) \). Furthermore, if \( A = \mathbb{R}^d \), we write \( C^\infty(\mathbb{R}^d) = C^\infty \) and \( C^\infty_c(\mathbb{R}^d) = C^\infty_c \).

Finally, we write \( \mathcal{S}(\mathbb{R}^d) \) for the space of Schwartz functions and \( \mathcal{S}'(\mathbb{R}^d) \) for its dual space.

Below, we will allow functions in the spaces \( C^\infty_c \) and \( \mathcal{S} \) to depend on the small parameter \( \hbar \). In this case, we will assume that the seminorms of these functions are uniformly bounded in \( \hbar \) and, in the case of \( C^\infty_c \), that the union of their supports is bounded.

2.2 Fourier transforms. For \( f \in \mathcal{S}' \), we recall that

\[
\hat{f}(\xi) := \int e^{-i(x,\xi)} f(x) dx, \quad \text{and} \quad \hat{f}(x) := \frac{1}{(2\pi)^d} \int e^{i(x,\xi)} f(\xi) d\xi \quad (2.1)
\]

denote the Fourier transform of \( f \) and the inverse Fourier transform of \( f \) respectively.

2.3 Semiclassical Sobolev spaces. Next, we define the semiclassically weighted Sobolev spaces, \( H^s_{\hbar}(\mathbb{R}^d) \) as the closure of \( \mathcal{S}(\mathbb{R}^d) \) with respect to the norm

\[
\| u \|_{H^s_{\hbar}}^2 := \frac{1}{(2\pi \hbar)^d} \int |\hat{u}(\xi/\hbar)|^2 \langle \xi \rangle^{2s} d\xi, \quad \langle \xi \rangle := (1 + |\xi|^2)^{1/2}.
\]
2.4 Big O notation. For a function \( f = f(h) : (0, 1] \to \mathbb{R}_+ \), a family of topological vector spaces \( X = X(h) \) with topology induced by the seminorms \( \{ \| \cdot \|_{\alpha_X(h)} \}_{\alpha_X \in A(h)} \), and \( u = u(h) : (0, 1] \to X \) we write \( u = O(f(h))_X \) when for every \( \alpha_X \in A \), there exists \( C > 0 \) such that
\[
\| u \|_{\alpha_X(h)} \leq C f(h), \ 0 < h \leq 1.
\]
In a similar way, for two families of Banach spaces \( X = X(h), Y = Y(h) \), and \( A = A(h) : X(h) \to Y(h) \), we write \( A = O(f(h))_{X \to Y} \) when \( A = O(f(h))_{B(X,Y)}. \) Here \( B(X,Y) \) denotes the Banach space of bounded operators from \( X \) to \( Y \). We write \( u = O(h^\infty)_X \) if \( u = O(h^N)_X \) for any \( N > 0 \).

2.5 Cutoffs. Throughout the text, we require a variety of smooth cutoff functions. Although we do not wish to fix these cutoffs once and for all, we introduce notation that indicates the role of each cutoff function.

| X     | Cutoffs in the physical space (where \( x \) lives) |
|-------|--------------------------------------------------|
| Ξ     | Cutoffs in the momentum space (where \( \xi \) lives) |
| P     | Cutoffs in the phase space (where \( (x, \xi) \) lives) |
| Φ     | Compactly supported cutoffs in energy |
| ν     | Small scale (\( \ll h \)) cutoffs in energy, usually with compact Fourier support |
| Θ     | Cutoffs in the dual to the physical space (usually with variable \( \theta \)) |
| f     | Other types of auxilliary cutoffs |

When using these cutoffs in our analysis, we will not distinguish between the cutoff and the operator of multiplication by the cutoff. For example, we will write \( X \) for both a function \( X \in C^\infty(\mathbb{R}^d) \) and for the operator of multiplication by \( X \) given by \( [X(u)](x) := X(x)u(x) \).

2.6 Conventions on a discrete valued large parameter. Throughout the text, we work with functions of a small parameter \( h \in (0, 1] \). We will also want a discrete valued large parameter which plays the role of the scale of \( h^{-1} \). To this end, we let
\[
\mu_n := 2^n \tag{2.2}
\]
and work with functions \( n = n(h) : (0, 1] \to \mathbb{N} \) such that
\[
\frac{1}{1024} h^{-1} \leq \mu_{n(h)} \leq 1024 h^{-1}. \tag{2.3}
\]
In other words,
\[
-10 \leq n(h) + \log_2 h \leq 10.
\]
The main ingredient in the proof of Theorem 1.24 (and similarly for Theorem 1.25) is to establish that there are \( \tilde{f}_{j,\alpha,\beta} : [a,b] \times \mathbb{R} \times \mathbb{N} \to \mathbb{R} \) such that for any \( n(h) \) satis-
fying (2.3), we have
\[
\left| \partial_\alpha x \partial_\beta y E(H(Q))(\omega; x, y) \right|_{y=x} - \sum_{j=0}^{N-1} \tilde{f}_{j,\alpha,\beta}(\omega, x, n(h)) h^{-1-|\alpha|-|\beta|+j} \right| \leq C h^{-1-|\alpha|-|\beta|+N}.
\]

Since, for each \( h \in (0, 1) \) small enough, we have several possible choices of \( n(h) \), we will then be able to use gluing arguments from \([PS16]\) to establish Theorem 1.24.

Our goal is to obtain a full, polyhomogenous expansion of the spectral function in powers of \( h \). The reason we do not directly work with \( \mu = h^{-1} \) instead of \( \mu_n(h) \) is that, with the former choice, many of the operations we perform would not preserve polyhomogeneity in \( h \); for example, the decomposition used in the onion peeling argument does not preserve polyhomogeneity if \( \mu = h^{-1} \). We would like to emphasise that choosing \( \mu = h^{-1} \) still results in a formula for the spectral projector, it is just not clear that this formula has an expansion in powers of \( h \). Our method for recovering polyhomogeneity is inspired by that in \([PS09]\) and is based on the idea that this decomposition should not depend on \( h \) for \( h \) in some small interval and hence, since we have several choices of the decomposition, we may glue the asymptotics in each interval. The reader familiar with \([PS09, PS12, PS16]\) should notice that \( \mu_n \) here plays the same role as \( \rho_n \) there.

### 3 Abstract technical estimates

In this section we present technical estimates inspired by \([PS16]\) which will be used below.

Before proceeding to these estimates, we discuss the natural requirements for the spectral function of two operators to be close. First, notice that closeness of two operators, \( H_1 \) and \( H_2 \) in any norm does not suffice for the spectral projectors, \( E(H_j)(\lambda) \) to be close to each other. Indeed, an eigenvalue of \( H_1 \) may be perturbed out of \((-\infty, \lambda]\) and hence, a small perturbation may cause a large change in the spectral projector. In addition to closeness of \( H_1 \) and \( H_2 \), we use the fact that
\[
E(H_1)(\lambda, x, y) = \langle E(H_1)(\lambda) \delta_x, \delta_y \rangle.
\]

In particular, an important ingredient in the proof is the smallness of
\[
E(H_2; (\lambda - \iota, \lambda + \iota]) \delta_x = E(H_2)(\lambda + \iota, x, x) - E(H_2)(\lambda - \iota, x, x)
\]
for small \( \iota \).

We first recall \([PS16, Lemma 4.2]\) that states that if two operators are close, then one can control the difference between their spectral projectors in the strong topology.

**Lemma 3.1.** Let \( \mathcal{H} \) be a Hilbert space, \( a \in \mathbb{R}, s \geq 0 \), and \( H_1, H_2 \) be self-adjoint operators on \( \mathcal{H} \) with \( H_j \geq a \) for \( j = 1, 2 \). Define
\[
\varepsilon := \| (H_1 - H_2)(H_2 + (1-a)I)^s \|.
\]
Then, if \( \varepsilon < 1 \), for any \( f \in \mathcal{H} \), \( \lambda \geq a + 1 \), and \( \iota > 0 \), we have

\[
\| E(H_1) (\sqrt{\lambda}) - E(H_2) (\sqrt{\lambda}) \| \| f \|_{\mathcal{H}} \leq 2 \| E(H_2; (\lambda - \iota, \lambda + \iota)] f \|_{\mathcal{H}} + \frac{2\pi\varepsilon}{\iota} \left( \| E(H_2) (\sqrt{\lambda}) f \|_{\mathcal{H}} + \| (H_2 + (1 - a)I)^{-s} f \|_{\mathcal{H}} \right).
\]

We will actually need a slightly stronger version of Lemma 3.1 which, heuristically, says that if two operators are close near a particular energy level, then their spectral projectors are close in the strong topology near that energy level (see Lemma 3.3). First, we prove the following lemma.

**Lemma 3.2.** Let \( \mathcal{H} \) be a Hilbert space, \( a \in \mathbb{R} \), \( s \geq 0 \), \( J \subseteq \mathbb{R} \) an interval and \( H_1, H_2 \) be self-adjoint operators on \( \mathcal{H} \) with \( H_j \geq a \) for \( j = 1, 2 \). Define \( J_- := J^c \cap (-\infty, \inf J) \) and \( J_+ := J^c \cap [\sup J, \infty) \), and

\[
\begin{align*}
\varepsilon_1 &:= \| E(H_1; J_-) (H_1 - H_2) E(H_2; J_+) (H_2 + (1 - a)I)^s \|, \\
\varepsilon_2 &:= \| (H_1 - H_2) E(H_2; J) (H_2 + (1 - a)I)^s \|, \\
\varepsilon_3 &:= \| E(H_1; J) (H_1 - H_2) (H_2 + (1 - a)I)^s \|. 
\end{align*}
\]

Suppose that \( \lambda - a \geq 1 \) and \( (\lambda - \iota, \lambda + \iota) \subset J \). Then,

\[
\| E(H_1; (-\infty, \lambda - \iota]) E(H_2; [\lambda + \iota, \infty))(H_2 - a + 1)^s \| \leq \frac{\pi(\varepsilon_1 + \varepsilon_2 + \varepsilon_3)}{\iota}.
\]

**Proof.** We follow the proof of [PS16, Lemma 4.1]. Assume that

\[
\begin{align*}
\phi &= E(H_1; (-\infty, \lambda - \iota]) \phi, \\
(H_2 - a + 1)^s \psi &= E(H_2; [\lambda + \iota, \infty))(H_2 - a + 1)^s \psi,
\end{align*}
\]

with \( \| \phi \| = \| \psi \| = 1 \). Then we need to establish \( |(\phi, (H_2 - a + 1)^s \psi)| \leq \frac{\pi(\varepsilon_1 + \varepsilon_2 + \varepsilon_3)}{\iota} \).

Following the algebra in [PS16, Lemma 4.1], we have

\[
\begin{align*}
(\phi, (H_2 - a + 1)^s \psi) &= \int_{\gamma} \langle (H_1 - z)^{-1} \phi, (H_2 - a + 1)^s \psi \rangle dz \\
&= \int_{\gamma} \langle \phi, (H_1 - \bar{z})^{-1} (H_2 - a + 1)^s \psi \rangle dz \\
&= \int_{\gamma} \langle \phi, (H_2 - \bar{z})^{-1} + (H_1 - \bar{z})^{-1} (H_1 - H_2) (H_2 - \bar{z})^{-1} (H_2 - a + 1)^s \psi \rangle dz \\
&= \int_{\gamma} \langle \phi, (H_1 - \bar{z})^{-1} (H_1 - H_2) (H_2 - \bar{z})^{-1} (H_2 - a + 1)^s \psi \rangle dz \\
&= \int_{\gamma} \langle (H_1 - z)^{-1} \phi, (H_1 - H_2) (H_2 - a + 1)^s (H_2 - \bar{z})^{-1} \psi \rangle dz.
\end{align*}
\]
where $\gamma = \gamma_N$ is the closed rectangular contour in the complex plane symmetric about $\mathbb{R}$ and intersecting $\mathbb{R}$ at $\lambda$ and $-N$ where $N > a$ is large. Note that in the next to last line we have used that with $\bar{\gamma}$ the contour conjugate to $\gamma$,

$$ \int_{\bar{\gamma}} ((H_2 - \bar{z})^{-1} E((\lambda + \iota, \infty); H_2) d\bar{z} = 0. $$

Now,

$$(H_1 - H_2)(H_2 - a + 1)^s$$

$$= E(H_1; J)(H_1 - H_2)(H_2 + (1 - a)I)^s + E(H_1; J^c)(H_1 - H_2)E(H_2; J^c)(H_2 + (1 - a)I)^s$$

$$ + E(H_1; J^c)(H_1 - H_2)E(H_2; J)(H_2 + (1 - a)I)^s.$$

Therefore, we need only to estimate the three terms

$I := \left| \int_{\gamma} ((H_1 - z)^{-1} \phi, E(H_1; J^c)(H_1 - H_2)E(H_2; J^c)(H_2 - a + 1)^s(H_2 - \bar{z})^{-1} \psi) dz \right|,$

$II := \left| \int_{\gamma} ((H_1 - z)^{-1} \phi, E(H_1; J)(H_1 - H_2)(H_2 - a + 1)^s(H_2 - \bar{z})^{-1} \psi) dz \right|,$

$III := \left| \int_{\gamma} ((H_1 - z)^{-1} \phi, E(H_1; J^c)(H_1 - H_2)E(H_2; J)(H_2 - a + 1)^s(H_2 - \bar{z})^{-1} \psi) dz \right|.$

For $I$, we observe using (3.3) that

$$ I = \left| \int_{\gamma} ((H_1 - z)^{-1} \phi, E(H_1; J_+)(H_1 - H_2)E(H_2; J_+)(H_2 - a + 1)^s(H_2 - \bar{z})^{-1} \psi) dz \right|$$

$$ \leq \varepsilon_1 \left( \int_{\gamma} \| (H_1 - z)^{-1} \phi \|^2 |dz| \right)^{1/2} \left( \int_{\gamma} \| (H_2 - z)^{-1} \psi \|^2 |dz| \right)^{1/2} \leq \frac{\pi \varepsilon_1}{\iota}.$$

Similarly, we estimate

$$II + III \leq \frac{\pi (\varepsilon_2 + \varepsilon_3)}{\iota}$$

to finish the proof. \hfill \Box

The proof of the next lemma is identical to that of [PS16, Lemma 4.2] after replacing references to [PS16, Lemma 4.1] with references to Lemma 3.2.

**Lemma 3.3.** Let $\mathcal{H}$ be a Hilbert space, $a \in \mathbb{R}$, $s \geq 0$, and $H_1, H_2$ be self-adjoint operators on $\mathcal{H}$ with $H_j \geq a$ for $j = 1, 2$. Define $\varepsilon_1, \varepsilon_2, \varepsilon_3$ as in (3.2). Then, if $\varepsilon_1 + \varepsilon_2 + \varepsilon_3 < 1$, for any $f \in \mathcal{H}$, $\lambda \geq a + 1$, and $\iota > 0$,

$$ \| E(H_1)(\sqrt{\lambda}) - E(H_2)(\sqrt{\lambda})f \|_{\mathcal{H}} \leq 2 \| E(H_2; [\lambda - \iota, \lambda + \iota])f \|_{\mathcal{H}}$$

$$ + \frac{2\pi (\varepsilon_1 + \varepsilon_2 + \varepsilon_3)}{\iota} \left( \| E(H_2)(\sqrt{\lambda})f \|_{\mathcal{H}} + \| (H_2 + (1 - a)I)^{-s}f \|_{\mathcal{H}} \right). \quad (3.4)$$
Remark 3.4. Given an operator $H_1$ our strategy will be to find an operator $H_2$ so that:

- $H_1$ is close to $H_2$ in some sense
- $(3.1)$ is small and hence the first term on the right-hand side of $(3.4)$ is small.

In fact, the smallness of $(3.1)$ will be guaranteed by the existence of a full asymptotic expansion for the spectral function of $H_2$.

We now state a small generalisation of [PS16, Lemma 3.6] which will be used to glue asymptotic expansions that work in closed intervals of $\hbar$ into a uniform asymptotic expansion for $\hbar \in (0, 1]$. While the proof is almost identical to [PS16, Lemma 3.6], we present it here in Appendix B for completeness and to accommodate the semi-classical notations from the present text.

Lemma 3.5 (The gluing lemma). Let $p, \iota > 0$, $\xi_1, \xi_2 \in \mathbb{R}$ with $\xi_1 \neq \xi_2$, and suppose that for any $M > 0$, there is $N > 0$ such that

$$f(\hbar) = e^{i\xi_1 \hbar n(h)} \sum_{j=0}^{N} a_{j,n(h)} \hbar^{jp} + e^{i\xi_2 \hbar n(h)} \sum_{j=0}^{N} b_{j,n(h)} \hbar^{jp} + O(\mu_n^{-M}),$$

(3.5)

for

$$-10 \leq n(h) + \log_2 \hbar \leq 10,$$

where $a_{j,n}, b_{j,n} \in \mathbb{C}$, $j = 0, 1, \ldots$, and

$$|a_{j,n}| + |b_{j,n}| \leq C_j \mu_n^{jp(1-\iota)}.$$

(3.6)

Then there are $a_j', b_j' \in \mathbb{C}$, $j = 0, 1, \ldots$ and for any $M > 0$ there is $N' > 0$ such that

$$f(\hbar) = e^{i\xi_1 \hbar n(h)} \sum_{j=0}^{N'} a_{j'} \hbar^{jp} + e^{i\xi_2 \hbar n(h)} \sum_{j=0}^{N'} b_{j'} \hbar^{jp} + O(\hbar^M).$$

(3.7)

If $(3.5)$ is uniform on a compact subset of $0 < |\xi_1 - \xi_2| < \infty$ then $(3.7)$ is uniform on the same set.

4 Comparison of spectral functions

In this section, we show that one can make large perturbations of the potential outside a very large ball without modifying the local density of states for $H(Q)$ substantially.

In our applications, $Q \in \text{Diff}^1(\mathbb{R}^d)$ and the change we make to $H(Q)$ replaces $Q$ by a differential operator with periodic coefficients, $PQ$, and hence does not change the domain of $H(Q)$. However, we will see below that the fact that waves for $H(Q)$...
travel at finite speed implies that any reasonable perturbation of \( H(Q) \) made outside of a large ball affects the local density of states for \( H(Q) \) only mildly.

We now set up some abstract assumptions with which we work throughout this section. Let \( \mathcal{M} \) be a smooth (potentially non-compact) manifold without boundary with a Riemannian metric \( g \) and

\[
H_0 := -\hbar^2 \Delta_g + hQ : \mathcal{D}(H_0) \to L^2(\mathcal{M}), \quad \mathcal{D}(H_0) \subset L^2(\mathcal{M}) \tag{4.1}
\]

with \( Q \in \text{Diff}^1(\mathcal{M}) \) formally self-adjoint.

We assume that for all \( s \in \mathbb{R} \), there is \( C_s > 0 \) such that

\[
\|Q\|_{H^s_h \to H^{s-1}_h} \leq C_s, \quad 0 < h < 1. \tag{4.2}
\]

**Definition 4.1.** We say that a family of functions \( X = \{X(h)\}_{0 < h < 1} \) with \( X(h) \in C^\infty(\mathcal{M}) \) is semiclassical USB and write \( X \in C^\infty_b(\mathcal{M}) \) if for all \( s \)

\[
\sup_{0 < h < 1} \|X(h)\|_{H^s_h \to H^{s}_h} < \infty.
\]

We now set up an abstract scheme which will allow us to compare the spectral projector of an operator with that of \( H_0 \).

**Definition 4.2.** Let \( x_0 \in \mathcal{M} \) and a decreasing, positive function \( R = R(h) \) (usually, \( \lim_{h \to 0^+} R(h) = \infty \)). Let \( B_\mathcal{M}(x_0, R(h)) \) be the metric ball of radius \( R(h) \) around \( x_0 \).

We say that a family of expanding box Hilbert spaces is

\[
H = H(h) := L^2(B_\mathcal{M}(x_0, R(h))) \oplus H_\infty
\]

for some family of Hilbert spaces \( H_\infty = H_\infty(h) \). We call \( H_\infty \) the exterior Hilbert space.

**Remark 4.3.** In all of the items from Example 1.31, \( H_\infty = L^2(\mathbb{R}^d \setminus B(0, R(h))) \).

**Definition 4.4.** We write \( 1_{B_\mathcal{M}(x_0, R(h))} : H \to L^2(B_\mathcal{M}(x_0, R(h))) \) for the orthogonal projection and, for \( X \in C^\infty_b(\mathcal{M}) \) with \( \text{supp} \ X \subset B_\mathcal{M}(x_0, R(h)) \) and \( (u_1, u_2) \in H \), we write

\[
Xu = (Xu_1, 0),
\]

and identify \( Xu \) with an element of \( L^2(B_\mathcal{M}(x_0, R(h))) \).

**Definition 4.5.** Let \( H \) be an expanding box Hilbert space with exterior Hilbert space \( H_\infty(h) \). Let \( H_1(h) : H(h) \to H(h) \) be a family of unbounded, self-adjoint operators with dense domain \( \mathcal{D}_h \). For \( s \geq 0 \), we let \( \mathcal{D}_h^s \) be the domain of \( H_1^s \) with the norm

\[
\|u\|_{\mathcal{D}_h^s} := \|u\|_H + \|H_1^s u\|_H
\]

and for \( s < 0 \), we let \( \mathcal{D}_h^{-s} := (\mathcal{D}_h^{-s})^* \) with the implied norm. We say \( H_1 \) is a family of expanding box operators for \( H_0 \) if:
Remark 4.6. Since our operators, $H_1$, will be close to $H_0$ on $L^2(B,\mathcal{M})$, we think of the subspace $\mathcal{H}_\infty$ as the part of $\mathcal{H}$ 'at infinity'.

Remark 4.7. The function $\tilde{\delta}(h)$ controls how closely $H_1$ approximates $H_0$ on the ball of radius $R(h)$ around $x_0$. Similarly, we will later choose a function $T = T(h) : (0,1] \to (0,\infty)$ which controls the length of time we will propagate waves in our arguments.

Remark 4.8. The language used in defining expanding box operators is inspired by the black box formalism from [SZ91], but notice that in our setting the 'black box' is exterior rather than interior.

We now provide some examples of $H_1$ when $H_0 = H(Q)$ for some $Q \in C^\infty_b(\mathbb{R}^d)$.

**Examples**

1. $H_1 = H(Q_1)$ for $Q_1$ a $100R(h)\mathbb{Z}^d$-periodic function with $Q_1(x) = Q(x)$ for $x \in B(0,R(h))$. In this case, $\tilde{\delta}(h) = 0$, $\mathcal{H} = L^2(\mathbb{R}^d)$. This is the transformation we will use to prove Theorems 1.24 and 1.25.

2. $H_1$ is the Dirichlet realization of $H_0$ on $B(0,R(h)+1)$ i.e. $H_1 = H(Q)$, $\mathcal{H} = L^2(B(0,R(h)+1))$, $\mathcal{D}_h = \mathcal{H}_0^0(B(0,R(h)+1)) \cap H^2(B(0,R(h)+1))$.

3. $H_1 = H(Q + \tilde{\delta}(h)(R(h)-|x|^2)/2)$ with $\mathcal{H} = L^2(\mathbb{R}^d)$.

Notice that Examples 2 and 3 both have discrete spectrum, while $H_0$ may have pure a.c. spectrum. Nevertheless, our next proposition shows that one can approximate the spectral projector of $H_0$ using that of $H_1$ (or vice versa).

In this section we prove the following proposition which allows us to compare the spectral functions for $H_0$ and $H_1$.

**Proposition 4.9.** Let $x,y \in B, (x_0, R(\mathcal{H})) \subset \mathcal{M}$, $0 < a < b$, $R(h) > 0$, $\tilde{\delta}(h) \geq 0$, $a > \varepsilon > 0$, $\varepsilon \leq T(h) \leq (R(h) - R_0 - 2)/2$, $C_{H_0} > 0$, $C_s > 0$ and $C_{X,s} > 0$. Then for all $C_1 > 0$ there is $C_0 > 0$ such that the following holds. Suppose $H_0$ satisfies (4.1), (4.2), that
\( \mathbf{H}_1 \) is a family of expanding box operators for \( \mathbf{H}_0 \) and for \( 0 < h < 1, \omega \in [a - \varepsilon, b + \varepsilon], \) and \( \lambda \in [-\varepsilon, \varepsilon], \)

\[
|E(\mathbf{H}_1)(\omega + \lambda; x, x) - E(\mathbf{H}_1)(\omega; x, x)| \leq C_1 \frac{h^{1-d}}{T(h)} (1 + |h^{-1}T(h)\lambda|). \tag{4.5}
\]

Then for \( \omega \in [a, b] \) and \( 0 < h < 1, \)

\[
|E(\mathbf{H}_0)(\omega; x, x) - E(\mathbf{H}_1)(\omega; x, x)| \leq C_0 \frac{h^{1-d}}{T(h)} (1 + h^{-1}\delta(h)T^2(h)). \tag{4.6}
\]

If, in addition, for all \( \alpha, \beta \in \mathbb{N}^d \) with \( |\alpha| \leq k, |\beta| \leq l, \)

\[
\left| (h\partial_x)^\alpha (h\partial_y)^\beta \left( E(\mathbf{H}_1)(\omega + \lambda; x, y) - E(\mathbf{H}_1)(\omega; x, y) \right) \right| \leq C_1 \frac{h^{1-d}}{T(h)} (1 + |h^{-1}T(h)\lambda|), \tag{4.7}
\]

then for all \( \alpha, \beta \in \mathbb{N}^d \) with \( |\alpha| \leq k, |\beta| \leq l, \)

\[
\left| (h\partial_x)^\alpha (h\partial_y)^\beta \left( E(\mathbf{H}_0)(\omega; x, y) - E(\mathbf{H}_1)(\omega; x, y) \right) \right| \leq C_0 \frac{h^{1-d}}{T(h)} (1 + h^{-1}\delta(h)T^2(h)). \tag{4.8}
\]

Remark 4.10. Observe that the assumption (4.5) is precisely the same as the assumption that (3.1) is small and hence that the first term on the right-hand side of (3.4) is small.

Proposition 4.9 immediately implies Theorem 1.29. Let \( Q \in \text{Diff}^0, \mathbf{H}_0 = \mathbf{H}(Q), \) and \( \mathbf{H}_1 \) as in (1.32). Then (4.4) automatically holds and \( \mathbf{H}_1 \geq -C h \) as required. Next, observe that Theorem 1.29 is trivial when \( \delta_k(R(h); h)T(h) \gg 1 \) or \( |T(h)| \ll h. \) Therefore, we will assume that \( \delta_k \leq C h^{-1} \) and \( T(h) \geq c h. \) In particular, for \( k \) large enough depending on \( s, \) this implies that the assumptions in Definition 4.5 hold with \( R(h) \) replaced by \( \frac{1}{2} R(h). \) It only remains to check that (4.5) holds for \( T \leq T_{\text{max}}(h), \omega \in [a + \frac{2\varepsilon}{3}, b - \frac{2\varepsilon}{3}] \) and \( \lambda \in [-\frac{\varepsilon}{3}, \frac{\varepsilon}{3}]. \)

To see this, observe that \( E(\mathbf{H}_1)(x, x, \omega) \) is monotone increasing in \( \omega. \) Therefore, for \( \lambda \geq 0, T(h) < T_{\text{max}}(h, a, b, Z), \omega \in [a + \frac{2\varepsilon}{3}, b - \frac{2\varepsilon}{3}] \) and \( \lambda \in [-\frac{\varepsilon}{3}, \frac{\varepsilon}{3}], \) we have

\[
0 \leq E(\mathbf{H}_1)(x, x, \omega + \lambda) - E(\mathbf{H}_1)(x, x, \omega)
\]

\[
\leq \sum_{j=1}^{\lceil T'h^{-1} \rceil} E(\mathbf{H}_1)(x, x, \omega + jh/T(h)) - E(\mathbf{H}_1)(x, x, \omega + (j-1)h/T(h))
\]

\[
\leq \sum_{j=1}^{\lceil T'h^{-1} \rceil} ch^{1-d}/T(h) \leq C[T'h^{-1}]h^{1-d}/T(h) \leq C(1 + \lambda T'h^{-1})h^{1-d}/T(h),
\]
as claimed. A similar argument now applies for $\lambda \leq 0$ and this concludes the proof of (4.5) and hence also of Theorem 1.29.

We now outline the strategy for proving Proposition 4.9. The proof will use the ‘wave’ approach to spectral asymptotics. That is, we will study certain smoothed versions of the spectral projector. Using the Fourier transform, one can write these smoothed spectral projectors in terms of the half-wave propagator for $H_j$. In order to take advantage of the finite speed of propagation for $\cos(t\sqrt{H_0}/\hbar)$, we will, at the cost of an acceptable error, rewrite these smoothed spectral projectors in terms of the cosine propagator (§4.3) and use the finite speed of propagation property for $\cos(t\sqrt{H_0}/\hbar)$ and $\cos(t\sqrt{H_1}/\hbar)$ to show that $\cos(t\sqrt{H_0}/\hbar)$ and $\cos(t\sqrt{H_1}/\hbar)$ are close in an appropriate sense (§4.1). This will show that the smoothed projectors for $H_0$ and $H_1$ are close. Once this is done, we use standard Tauberian lemmas with minor modifications (§4.2) to show that the unsmoothed spectral projectors are close to their smoothed versions. The proof of Proposition 4.9 is implemented in §4.4.

Before proceeding with the proof, we show that we can reduce the problem to the case $H_j \geq c > 0$. First, observe that, for $\iota$ small enough,

$$E(H_j + \iota)(\omega) = E(H_j)(\sqrt{\omega^2 - \iota}).$$  

Therefore, taking $0 < \iota \ll \varepsilon$, (4.5) and (4.7) imply the corresponding estimates for $H_j + \iota$ when $\lambda \in [-\varepsilon, \varepsilon]$ and $\sqrt{\omega^2 - \iota} \in [a - \varepsilon, b + \varepsilon]$. Fix such an $\iota$. Then, since $H_j \geq -C\hbar$, we see that $\hbar < h_0(\iota)$ implies $H_j \geq \frac{\iota}{2}$. Using (4.9) again, we see that (4.6) and (4.8) with $H_j$ replaced by $H_j + \iota$ and $\sqrt{\omega^2 - \iota} \in [a, b]$ imply the estimates (4.6) and (4.8). We thus are allowed to assume from now on that $H_j \geq c > 0$.

### 4.1 Basic properties of the wave group

To begin with, we need a lemma comparing the solution of two wave problems: one with a local potential $Q$, and the other with an, in principle pseudodifferential, potential that agrees with $Q$ on a large ball.

**Lemma 4.11.** Let $H_0$ satisfy (4.1), let $R_0 > 0$, and suppose $u_0 \in H^1(\mathcal{M}), u_1 \in L^2(\mathcal{M})$ with $\text{supp} \ u_i \cap B_{\mathcal{M}}(x_0, R_0) = \emptyset$. Let $u(t, x)$ be the unique solution of

$$(\hbar^2 \partial_t^2 + H_0)u = 0, \quad u|_{t=0} = u_0, \quad u_t|_{t=0} = u_1.$$  

Then, $u(t, x) \equiv 0$ on $B_{\mathcal{M}}(x_0, R_0 - |t|)$. In particular,

$$\cos(t\sqrt{H_0})u_0 = \frac{\sin(t\sqrt{H_0})}{\sqrt{H_0}}u_1 = 0, \quad \text{on } B_{\mathcal{M}}(x_0, R_0 - |t|).$$

**Proof.** Let $K_t := B_{\mathcal{M}}(x_0, R_0 - |t|)$ and define

$$E(t) := \frac{1}{2} \left( \int_{K_t} \left| h\partial_t u(t, x) \right|^2 + \left| hdu(t, x) \right|^2 + \left| u(t, x) \right|^2 d\text{vol}_g(x) \right) \geq 0,$$
where the 1-form $du$ is the exterior derivative of $u$. Then, for $|t| < R_0$, 

$$
\begin{align*}
\hbar \partial_t E(t) & = \Re \left( \int_{\mathcal{K}_t} \left( \hbar^2 \partial_t^2 u \hbar \partial_t u + u \hbar \partial_t u + \langle hdu, \hbar^2 d\partial_t u \rangle \right) d\text{vol}_g(x) \right) \\
& - \frac{\hbar}{2} \int_{\partial \mathcal{K}_t} \left( |\hbar \partial_t u|^2 + |hdu|^2 + |u|^2 \right) dS(x) \\
& \leq \Re \left( - \int_{\mathcal{K}_t} \left( (Q_0 - 1) u \hbar \partial_t u \right) d\text{vol}_g(x) \right) \leq CE(t).
\end{align*}
$$

Here, we have used Green’s formula on the third term in the first line to obtain the second equality. Therefore, since $E(0) = 0$, Grönwall’s inequality implies $E(t) \equiv 0$ for $|t| < R_0$ and, in particular, $u \equiv 0$ on $\mathcal{K}_t$. □

With Lemma 4.11 in place, we can now compare the wave problem for $H_0$ with that for $H_1$.

Lemma 4.12. Suppose that $H_0$ satisfies (4.1) and (4.2) and that $H_1$ is a family of expanding box operators for $H_0$. Then for $u \in H^1_h(B_{\delta}(x_0, R_0))$ and $|t| \leq R(\hbar) - R_0 - 1$ we have

$$
\left\| \left[ \cos \left( t\sqrt{H_0}/\hbar \right) - \cos \left( t\sqrt{H_1}/\hbar \right) \right] u \right\|_{D^{1/2}_h} \leq C \delta |t| \|u\|_{H^1_h}.
$$

Remark 4.13. Our proof of Lemma 4.12 uses crucially finite speed of propagation for $H_0$. Since finite speed of propagation only holds for differential operators $H_0$, we are unable to prove Lemma 4.12 for e.g. pseudodifferential perturbations of the Laplacian.

Proof. Let $w_j = \cos \left( t\sqrt{H_j}/\hbar \right) u$, $j = 0, 1$. Then, since there is $C > 0$, depending only on $C_1, C_\kappa, 1$, (where $C_\kappa, 1$ and $C_1$ are defined in (4.4) and (4.2)) such that

$$
\frac{1}{C} \|v\|_{H^1_h} \leq \left( \|\sqrt{H_0} v\|_{L^2} + \|v\|_{L^2} \right) \leq C \|v\|_{H^1_h},
$$

we have

$$
\|w_0(t)\|_{H^1_h} \leq C \|u\|_{H^1_h}, \quad \|w_1(t)\|_{D^{1/2}_h} \leq C \|u\|_{D^{1/2}_h}.
$$

In order to compare $w_j$, $j = 0, 1$, we claim $w_0 \in \mathcal{H}$. Indeed, by Lemma 4.11 $\cos \left( t\sqrt{H_0}/\hbar \right)$ has unit speed of propagation and, in particular, for $f \in C^\infty(\mathbb{R}; [0, 1])$, with $f \equiv 1$ on $(-\infty, R_0)$, supp $f \subset (-\infty, R_0 + \frac{1}{2})$, we have

$$
f(\text{dist}(x_0, x) - |t|)w_0 = w_0.
$$
Thus, $w_0 \in \mathcal{H}$, since $|t| \leq R - R_0 - 1$ implies $\text{supp } f(\text{dist}(x_0, \cdot) - |t|) \subset B_{\mathcal{H}}(x_0, R - \frac{1}{2})$. We may then observe that

$$\left( \frac{\hbar^2 \partial_t^2 + \mathbf{H}_1}{\hbar \partial_t} \right)(w_1 - w_0) = (\mathbf{H}_0 - \mathbf{H}_1) f(\text{dist}(x_0, x) - |t|) w_0,$$

$$w_1 - w_0|_{t=0} = \partial_t(w_1 - w_0)|_{t=0} = 0.$$ Using again that $|t| \leq R - R_0 - 1$ implies $\text{supp } f(\text{dist}(x_0, \cdot) - |t|) \subset B_{\mathcal{H}}(x_0, R - \frac{1}{2})$ and letting $\chi \in C^\infty_b(\mathcal{M})$ with $\chi \equiv 1$ on $B_{\mathcal{H}}(x_0, R - \frac{1}{2})$ and $\text{supp } \chi \subset B_{\mathcal{H}}(x_0, R)$, we have, by (4.4),

$$\| (\mathbf{H}_0 - \mathbf{H}_1) f(\text{dist}(x_0, x) - |t|) w_0 \|_H = \| (\mathbf{H}_0 - \mathbf{H}_1) \chi f(\text{dist}(x_0, x) - |t|) w_0 \|_H \leq C_{\chi, \delta} \| w_0 \|_{H^1_{\hbar}} \leq C_{\chi, \delta} \| u \|_{H^1_{\hbar}}.$$

We then have Duhamel’s formula

$$\left( \frac{w_1 - w_0}{\hbar \partial_t} \right)(t) = \frac{1}{\hbar} \int_0^t U(t - s) \left( \begin{array} \cos \left( \sqrt{\mathbf{H}_1} / \hbar \right) & \sin \left( \sqrt{\mathbf{H}_1} / \hbar \right) \\ \sqrt{\mathbf{H}_1} \sin \left( \sqrt{\mathbf{H}_1} / \hbar \right) & \cos \left( \sqrt{\mathbf{H}_1} / \hbar \right) \end{array} \right) \frac{\sin((t-s)\sqrt{\mathbf{H}_1}/\hbar)}{\sqrt{\mathbf{H}_1}} (\mathbf{H}_0 - \mathbf{H}_1) f(\text{dist}(x_0, x) - |s|) w_0(s) \right) ds,$$

$$U(t) := \begin{pmatrix} \frac{\sin((t-s)\sqrt{\mathbf{H}_1}/\hbar)}{\sqrt{\mathbf{H}_1}} & \frac{\cos((t-s)\sqrt{\mathbf{H}_1}/\hbar)}{\sqrt{\mathbf{H}_1}} \\ \sqrt{\mathbf{H}_1} \sin \left( \sqrt{\mathbf{H}_1} / \hbar \right) & \cos \left( \sqrt{\mathbf{H}_1} / \hbar \right) \end{pmatrix}.$$ Using that $\mathbf{H}_1 \geq c > 0$, we have

$$\| (w_1 - w_0)(t) \|_{H^{1/2}_{\hbar}} \leq \frac{1}{\hbar} \int_0^t \left\| \frac{\sin((t-s)\sqrt{\mathbf{H}_1}/\hbar)}{\sqrt{\mathbf{H}_1}} (\mathbf{H}_0 - \mathbf{H}_1) f(\text{dist}(x_0, x) - |s|) w_0(s) \right\|_{H^{1/2}_{\hbar}} ds \leq C \hbar^{-1} \int_0^t \| (\mathbf{H}_0 - \mathbf{H}_1) f(\text{dist}(x_0, x) - |s|) w_0(s) \|_{H^1_{\hbar}} ds \leq C_{\chi, \delta} |t| \| u \|_{H^1_{\hbar}}.$$

### 4.2 Tauberian lemmas

Before proceeding to our analysis of the local density of states, we recall two Tauberian lemmas which will allow us to compare smoothed local densities of states to their unsmoothed counterparts.

The first Lemma shows that if the local density of states $\mathbf{E}(\mathbf{H}_j)(x, y, \omega)$ is Lipschitz at sufficiently small scales, then it is close to its smoothed version.

#### Lemma 4.14 (Lemma 5.3 [CG23]). Let $\{K_j\}_{j=0}^\infty \subset \mathbb{R}_+$. Then there exists $C > 0$ and for all $N \in \mathbb{R}$, $N > 0$, there is $C_N > 0$ such that the following holds. Let $\{\nu_h\}_{h>0} \subset \mathcal{S}(\mathbb{R})$ be a family of functions and $\sigma_h = \sigma(h) : (0, 1] \to \mathbb{R}_+$ such that for all $j \geq 1$, 

\[ \int_{\mathbb{R}} \left| \mathbf{E}(\mathbf{H}_j)(x, y, \omega) - \mathbf{E}(\mathbf{H}_j)(x, y, \omega) \right| ds \leq C_{\nu, \sigma, N} \| \mathbf{E}(\mathbf{H}_j)(x, y, \omega) \|_{L^1(\mathbb{R})} \leq C_{\nu, \sigma, N} \| \mathbf{E}(\mathbf{H}_j)(x, y, \omega) \|_{L^1(\mathbb{R})} \]
For all $0 < h < h_0$ and $t \in I_h$ we have
\[
|w_h(t)| \leq L_h \langle \sigma_h s \rangle + B_h \int_{|s| \geq \varepsilon_0} \left( |(s - t)^N_0 + t |^N_0 \right) ds.
\]

The existence of $C$ and $C_N$ follows from the integrability of each term and the boundedness of $I_h$. \hfill \Box

The next lemma is similar to [Hor07, Lemma 17.5.6] and will be used to show that $E(H_0)(x, x, \omega)$ inherits the Lipschitz nature of $E(H_1)(x, x, \omega)$.

**Lemma 4.15.** Let $\phi \in \mathcal{F}(\mathbb{R}; [0, \infty))$ with $\phi > 0$ on $[-1, 1]$ and for $\gamma > 0$ put $\phi_\gamma(t) := \gamma^{-1} \phi(\gamma^{-1} t)$. Then there is $C > 0$ and for all $N > 0$ there is $C_N > 0$ such that the following holds. Suppose that $\{\mu_h\}_{h > 0}$ is a family of monotone increasing functions, $\{\alpha_h\}_{h > 0}$ is a family of functions of locally bounded variation and that there are $\varepsilon > 0$, $\gamma, \gamma_1 > 0$, $\gamma \in \gamma(\tilde{h}) : (0, 1] \to \mathbb{R}^+$, $M_h = M(\tilde{h}) : (0, 1] \to \mathbb{R}^+$, $N_0 > 0$, $B_h = B(\tilde{h}) : (0, 1] \to \mathbb{R}^+$, $C > 0$, and $h_0 > 0$ such that for $0 < h < h_0$, $\gamma_h < \gamma$, and we have
\[
\int_{\omega}^{\omega + \gamma_h} |d\alpha_h| \leq \gamma_1 M_h, \quad |(d\mu_h - d\alpha_h) * \phi_\gamma(\omega)| \leq B_h, \quad \omega \in [a - \varepsilon, b + \varepsilon],
\]
and
\[
|\mu_h(\omega)| + |\alpha_h(\omega)| \leq \tilde{h}^{-N_0}(\omega)^{N_0}, \quad \omega \in \mathbb{R}.
\]
(For a function $f$ of bounded variation, we denote by $df$ the derivative of $f$ considered as a measure and $|df|$ its total variation.) Then for $|s| \leq \varepsilon/2$ and $\omega \in [a, b]$ we have
\[
|\mu_h(\omega) - \mu_h(\omega - s)| \leq C_{\gamma_1}(M_h + B_h + C_N \tilde{h}^N)(\gamma_1^{-1} s).
\]
Proof. Let \( \omega_0 \in [a, b] \). Since \( d\mu_h \geq 0 \), for \( \omega \in [a - \varepsilon, b + \varepsilon] \),
\[
|\mu_h(\omega) - \mu_h(\omega - \gamma_h)| = \int_{\omega - \alpha_h}^{\omega} d\mu_h(s) \leq C_{\phi\gamma_h} \left( \int \phi_{\gamma_h}(\omega - s) d\left(\mu_h(s) - \mu_h(\omega_0)\right) \right)
= C_{\gamma_h}(\phi_{\gamma_h} * d(\mu_h - \mu_h(\omega_0)))(\omega).
\]
First, we estimate
\[
|(\phi_{\gamma_h} * d\mu_h)(\omega)|
\leq |\phi_{\gamma_h} * d(\alpha_h - \alpha_h(\omega_0))(t)| + |(\phi_{\gamma_h} * d(\mu_h - \mu_h(\omega_0) - \alpha_h + \alpha_h(\omega_0)))(\omega)|
=: I + II.
\]
Now,
\[
I \leq \gamma_h^{-1} \int \phi(\gamma_h^{-1}(\omega - s)) d(\alpha_h(s) - \alpha_h(\omega_0))
\leq \gamma_h^{-1} \int_{|\omega - s| \leq \gamma_h^{-1/2}} |\gamma_h^{-1}(\omega - s)|^{-N} d\alpha_h(s) + O(h^\infty)
\leq \sum_{|k| \leq h^{-1/2}} \langle k \rangle^{-N} M_h + O(h^\infty) \leq CM_h + O(h^\infty).
\]
Next,
\[
II = \int_{\omega_0}^{\omega} (d\mu_h - d\alpha_h) * \phi_{\gamma_h}(s) ds \leq B_h |\omega - \omega_0| \leq (b - a + \varepsilon) B_h.
\]
Therefore,
\[
|\mu_h(\omega) - \mu_h(\omega - \gamma_h)| \leq C_{\gamma_h}(M_h + B_h + O(h^\infty)). \tag{4.10}
\]
The claim now follows from adding terms like (4.10). \( \square \)

4.3 Local densities of states and the cosine propagator. We need two more preliminary lemmas before analyzing the local density of states. These lemmas, modulo controllable errors, rewrite the spectral projection operator and its derivatives in terms of the cosine propagator. This crucial step allows us to use Lemma 4.12 to show that the smoothed densities of states for \( H_0 \) and \( H_1 \) are close. For \( \nu \in \mathcal{S}(\mathbb{R}) \) and \( T > 0 \), we recall that
\[
\nu_{T/h}(s) = h^{-1} T \nu(h^{-1} Ts).
\]

Lemma 4.16. Let \( \nu \in \mathcal{S}(\mathbb{R}) \) with \( \text{supp} \hat{\nu} \subset (-2, 2) \), \( \varepsilon > 0 \), and \( T = T(h) \geq \varepsilon \). Then for \( \omega \in [a - 2\varepsilon, b - 2\varepsilon] \), \( j = 0, 1 \), and all \( N \geq 0 \) we have
\[
\partial_{\omega} \left( \nu_{T/h} * E(H_j) \right)(\omega)
= \frac{1}{\pi h} \int \hat{\nu}(T^{-1} \tau) e^{it\tau \omega/h} \cos \left( \tau \sqrt{H_j/h} \right) d\tau + O(h^N)_{D^{-N} \rightarrow D^N}. \tag{4.11}
\]
where $\mathcal{D}^N$ denotes the domain of the corresponding operator $H_j^N$ and $\mathcal{D}^{-N}$ that of $H_j^{-N}$.

**Proof.** First, recall that

$$\partial_\omega \left( \nu_{T/h} \ast E(H_j) \right)(\omega) = \nu_{T/h}(\omega - \sqrt{H_j}) = \frac{1}{2\pi h} \int \hat{\nu}(T^{-1}\tau) e^{i\frac{\tau}{\hbar} (\omega - \sqrt{H_j})} d\tau$$  \hspace{1cm} (4.12)

$$= \frac{1}{2\pi h} \int \hat{\nu}(T^{-1}\tau) e^{i\frac{\tau}{\hbar} \omega} \left( 2 \cos \left( \tau \sqrt{H_j/h} \right) - e^{i\tau \sqrt{H_j/h}} \right) d\tau$$

$$= \frac{1}{\pi h} \int \hat{\nu}(T^{-1}\tau) e^{i\frac{\tau}{\hbar} \omega} \cos \left( \tau \sqrt{H_j/h} \right) d\tau - \nu_{T/h}(\omega + \sqrt{H_j}).$$

Next, since $H_j \geq 0$, we have

$$\|\nu_{T/h}(\omega + \sqrt{H_j})(1 + H_j)^N\|_{L^2 \to L^2}$$

$$\leq \sup_{s \geq 0} \nu_{T/h}(\omega + s)(1 + s^2)^N$$

$$\leq \sup_{s \geq 0} C_N h^{-1} T \langle h^{-1} T(\omega + s) \rangle^{-2N-1}(1 + s^2)^N \leq C_N h^N T^{-N}.$$

Therefore, since

$$\|u\|_{\mathcal{D}^N} \leq C_N \|(1 + H_j)^N u\|_{L^2},$$

the estimate (4.11) follows. \hfill \Box

**Lemma 4.17.** Let $\nu \in \mathcal{S}(\mathbb{R})$ with $\hat{\nu}$ even, $\varepsilon > 0$, and $T(h) \geq \varepsilon$. Then for $\omega \in [a - 2\varepsilon, b + 2\varepsilon]$, $j = 0, 1$, we have

$$\nu_{T/h} \ast E(H_j)(\omega) = \frac{1}{\pi} \int \frac{1}{\tau} \hat{\nu}(T^{-1}\tau) \sin(h^{-1}\tau \omega) \cos \left( \tau \sqrt{H_j/h} \right) d\tau$$

$$+ (\nu_{T/h} \ast E(H_j))(-\omega).$$  \hspace{1cm} (4.13)

**Proof.** Using formula (4.12) in the second line, we have

$$\left( \nu_{T/h} \ast E(H_j) \right)(\omega) = \int_{-\omega}^{\omega} (\partial_\omega \nu_{T/h} \ast E(H_j))(s) ds + (\nu_{T/h} \ast E(H_j))(-\omega)$$

$$= \frac{1}{2\pi h} \int_{-\omega}^{\omega} \hat{\nu}(T^{-1}\tau) e^{i\frac{\tau}{\hbar} \omega} (s - \sqrt{H_j}) d\tau ds + (\nu_{T/h} \ast E(H_j))(-\omega)$$

$$= \frac{1}{\pi} \int \frac{1}{\tau} \hat{\nu}(T^{-1}\tau) \sin(h^{-1}\tau \omega) e^{i\frac{\tau}{\hbar} \sqrt{H_j}} d\tau + (\nu_{T/h} \ast E(H_j))(-\omega).$$

Note that after changing variables, $\tau \to -\tau$, we have

$$\frac{1}{2\pi} \int \frac{1}{\tau} \hat{\nu}(T^{-1}\tau) \sin(h^{-1}\tau \omega) e^{-i\frac{\tau}{\hbar} \sqrt{H_j}} d\tau = \frac{1}{2\pi} \int \frac{1}{\tau} \hat{\nu}(T^{-1}\tau) \sin(h^{-1}\tau \omega) e^{i\frac{\tau}{\hbar} \sqrt{H_j}} d\tau.$$


Therefore,
\[
\nu_{T/h} \ast \mathbf{E}(H_j)(\omega) = \frac{1}{\pi} \int \frac{1}{\tau} \hat{\nu}(T^{-1}\tau) \sin(h^{-1}\tau \omega) \cos\left(\tau \sqrt{H_j/h}\right) d\tau + (\nu_{T/h} \ast \mathbf{E}(H_j))(-\omega).
\]

We estimate the last term in (4.13) in the next lemma.

**Lemma 4.18.** Let \( \nu \in \mathcal{S}(\mathbb{R}) \) with \( \hat{\nu} \) even, \( \varepsilon > 0 \), and \( T(h) \geq \varepsilon \). Then for \( \omega \in [a - 2\varepsilon, b + 2\varepsilon], \ j = 0, 1, \) and all \( N \geq 0 \),
\[
\nu_{T/h} \ast \mathbf{E}(H_j)(\omega) = \frac{1}{\pi} \int \frac{1}{\tau} \hat{\nu}(T^{-1}\tau) \sin(h^{-1}\tau \omega) \cos\left(\tau \sqrt{H_j/h}\right) d\tau + O(h^\infty)_{D^{-N} \rightarrow D^N}.
\] (4.14)

**Proof.** Using (4.13), it remains to check that
\[
(\nu_{T/h} \ast \mathbf{E}(H_j))(-\omega) = O(h^\infty)_{D^{-N} \rightarrow D^N}.
\]

Since \( H_j \geq 0 \), \( \mathbf{E}(H_j)(s) = 1_{(-\infty, s]}(\sqrt{H_j}) \equiv 0 \) for \( s < 0 \). Thus, for all \( N, L \geq 0 \) there
is \( C_{L,N} > 0 \) such that
\[
\|\nu_{T/h} \ast \mathbf{E}(H_j)(-\omega)\|_{D^{-N} \rightarrow D^N} \leq \int_{\mathbb{R}} \frac{T}{h} \nu\left(\frac{T}{h}s\right) \|\mathbf{E}(H_j)(-\omega - s)\|_{D^{-N} \rightarrow D^N} ds
\]
\[
\leq C_{L,N} \int_{s \leq -\frac{T}{h}} \left(\frac{T}{h}s\right)^{-L} (s)^N.
\]
The claim follows after choosing \( L \) large enough.

4.4 **Comparison of the local densities of states.** This section contains the proof of Proposition 4.9. We start by showing that, when smoothed at scale \( \sim 1 \), spectral projectors for \( H_0 \) and \( H_1 \) are close. In other words, when \( \Phi \in \mathcal{S}, \ \Phi(H_0) \) and \( \Phi(H_1) \)
are close when acting on subsets of \( B(0, R(h)) \).

**Lemma 4.19.** Let \( R > 0 \), \( R(h) > R + 1, \ \check{\delta}(h) > 0 \), and suppose that \( H_0 \) satisfies (4.1) and (4.2) and that \( H_1 \) is a family of expanding box operators for \( H_0 \). Let \( \Phi \in \mathcal{S}(\mathbb{R}), \ \bar{\Phi}, \bar{\Phi} \in C_c^\infty(B(0, R_0)) \). Then, for all \( N \geq 0 \),
\[
\bar{\Phi}[\Phi(H_0) - \Phi(H_1)]\Phi = O(h\check{\delta}(h))_{\Psi^{-\infty}} + O(h^\infty)_{\Psi^{-\infty}}.
\] (4.15)

Moreover, if \( \bar{\Phi} \equiv 1 \) in a neighbourhood of \( \text{supp} \ \bar{\Phi} \), then
\[
(1 - \bar{\Phi})\Phi(H_0)\Phi = O(h^\infty)_{\Psi^{-\infty}}, \quad \Phi\Phi(H_0)(1 - \bar{\Phi}) = O(h^\infty)_{\Psi^{-\infty}},
\] (4.16)
\[
(1 - \bar{\Phi})\Phi(H_1)\Phi = O(h\check{\delta}(h) + h^\infty)_{H^N \rightarrow D^N},
\]
\[
\Phi\Phi(H_1)(1 - \bar{\Phi}) = O(h\check{\delta}(h) + h^\infty)_{D^N \rightarrow H^N}.
\] (4.17)
Proof. Put \( \Phi_1(t) := \Phi(t^2) \). Then \( \Phi_1 \in \mathcal{S} \) and, since \( H_i \geq 0 \), we have \( \Phi_1(\sqrt{H_i}) = \Phi(H_i) \). Next, observe that \( \Phi_1 \) is even and hence so is \( \hat{\Phi}_1 \). Therefore,

\[
\Phi(H_i) = \Phi_1(\sqrt{H_i}) = \frac{1}{2\pi} \int \Phi_1(t)e^{it\sqrt{H_i}}dt = \frac{1}{2\pi\hbar} \int \hat{\Phi}_1(s/\hbar)
\cos(s\sqrt{H_i}/\hbar)ds.
\]

We first prove (4.16) and (4.17). Thus, we assume that \( \tilde{\mathcal{X}} \equiv 1 \) in a neighbourhood of \( \text{supp}\mathcal{X} \). Let \( r > 0 \) be chosen so that \( \text{dist}\left( \text{supp}\mathcal{X}, \text{supp}(1 - \tilde{\mathcal{X}}) \right) > r \) and let \( f \in C_\infty((−r,r)) \) with \( f \equiv 1 \) near 0. Then, using Lemma 4.11 to pass from the second to the third line, we have

\[
\begin{align*}
(1 - \tilde{\mathcal{X}})\Phi(H_0)\mathcal{X} & = \frac{1}{2\pi\hbar} \int \hat{\Phi}_1(s/\hbar)(1 - \tilde{\mathcal{X}})\cos(s\sqrt{H_0}/\hbar)\mathcal{X}ds \\
& = \frac{1}{2\pi\hbar} \int \hat{\Phi}_1(s/\hbar)(1 - \tilde{\mathcal{X}})(1 - f(s))\cos(s\sqrt{H_0}/\hbar)\mathcal{X}ds = O(h^\infty)_{L^2 \rightarrow L^2}.
\end{align*}
\]

Since

\[
(\cdot + i^k\Phi(\cdot) \in \mathcal{S} \text{ for any } k, \quad (4.18)
\]

this implies

\[
(1 - \tilde{\mathcal{X}})\Phi(H_0)\mathcal{X} = O(h^\infty)_{\Psi_{-\infty}},
\]

which, taking adjoints, implies (4.17).

To prove (4.17), we again write

\[
\begin{align*}
(1 - \tilde{\mathcal{X}})\Phi(H_1)\mathcal{X} & = \frac{1}{2\pi\hbar} \int \hat{\Phi}_1(s/\hbar)(1 - \tilde{\mathcal{X}})\cos(s\sqrt{H_1}/\hbar)\mathcal{X}ds \\
& = \frac{1}{2\pi\hbar} \int \hat{\Phi}_1(s/\hbar)(1 - \tilde{\mathcal{X}})f(s)\cos(s\sqrt{H_1}/\hbar)\mathcal{X}ds \\
& + \frac{1}{2\pi\hbar} \int \hat{\Phi}_1(s/\hbar)(1 - \tilde{\mathcal{X}})(1 - f(s))\cos(s\sqrt{H_1}/\hbar)\mathcal{X}ds \\
& = \frac{1}{2\pi\hbar} \int \hat{\Phi}_1(s/\hbar)(1 - \tilde{\mathcal{X}})(1 - f(s))\cos(s\sqrt{H_1}/\hbar)\mathcal{X}ds + O(h\delta_{H_{\kappa^1} \rightarrow D_{\kappa^1/2}}) \\
& = (h\delta(h) + h^\infty)_{H_{\kappa^1} \rightarrow H},
\end{align*}
\]

where in the fourth line we use Lemma 4.11 and Lemma 4.12. Using (4.18) again, this implies (4.17).
Finally, we prove (4.15), no longer assuming that $\hat{X} \equiv 1$ in a neighbourhood of $\text{supp } X$. Write

$$
\hat{X}(\Phi(H_0) - \Phi(H_1))X
= \frac{1}{2\pi \hbar} \left( \int_{|s| \leq R-R_0-1} \hat{\Phi}_1(s/\hbar) \hat{X}(\cos(s\sqrt{H_0}/\hbar) - \cos(s\sqrt{H_1}/\hbar))Xds 
+ \int_{|s| > R-R_0-1} \hat{\Phi}_1(s/\hbar) \hat{X}(\cos(s\sqrt{H_0}/\hbar) - \cos(s\sqrt{H_1}/\hbar))Xds \right)
= \frac{1}{2\pi \hbar} \left( \int_{|s| \leq R-R_0-1} C_N(s/\hbar)^{-N} O(\delta\hbar)_{H^1_n \rightarrow H^1_n} ds 
+ \int_{|s| > R-R_0-1} C_N(s/\hbar)^{-N} O(1)_{L^2 \rightarrow L^2} ds \right)
= O(\delta\hbar)_{H^1_n \rightarrow H^1_n} + O(\hbar^\infty)_{L^2 \rightarrow L^2}.
$$

Next, using (4.18), we have

$$
\hat{X}[(H_0 + i)^k \Phi(H_0) - (H_1 + i)^k \Phi(H_1)]X = O(\hbar \delta(h) + h^\infty)_{H^1_n \rightarrow H^1_n}. \tag{4.19}
$$

Let $X_1, X_2 \in C^\infty_c(B_\| x_0, R_0 \|$) with $X_1 \equiv 1$ on $\text{supp } \hat{X} \cup \text{supp } X$ and $X_2 \equiv 1$ on $\text{supp } \hat{X}_1$. Next, observe that

$$
X_1(H_0 + i)^k X_2[\Phi(H_0) - \Phi(H_1)]X
= X_1(H_0 + i)^k X_2[\Phi(H_0)]X - X_1(H_1 + i)^k X_2[\Phi(H_1)]X + O(\hbar \delta(h) + h^\infty)_{\psi-\infty}
$$

by (4.4) together with $\Phi(H_0) = O(1)_{\psi-\infty}$, $\Phi(H_1) = O(1)_{D^{-\infty} \rightarrow D^{\infty}}$. Next, using again $\Phi(H_0) = O(1)_{\psi-\infty}$, $\Phi(H_1) = O(1)_{D^-_{\infty} \rightarrow D^\infty}$, together with (4.16), (4.17), we have

$$
X_1[(H_0 + i)^k \Phi(H_0) - (H_1 + i)^k \Phi(H_1)]X + O(\hbar \delta(h) + h^\infty)_{\psi-\infty}
= X_1[(H_0 + i)^k \Phi(H_0) - (H_1 + i)^k \Phi(H_1)]X + O(\hbar \delta(h) + h^\infty)_{\psi-\infty}.
$$

Finally, using (4.19), we obtain

$$
X_1[(H_0 + i)^k \Phi(H_0) - (H_1 + i)^k \Phi(H_1)]X + O(\hbar \delta(h) + h^\infty)_{\psi-\infty}
= O(\hbar \delta(h) + h^\infty)_{H^1_n \rightarrow H^1_n}.
$$

In particular,

$$
X_1(H_0 + i)^k X_2[\Phi(H_0) - \Phi(H_1)]X = O(\hbar \delta(h) + h^\infty)_{H^1_n \rightarrow H^1_n}.
$$

Therefore, by local elliptic regularity,

$$
\hat{X}(\Phi(H_0) - \Phi(H_1))X = O(\hbar \delta(h) + h^\infty)_{H^1_n \rightarrow H^1_n}.
$$

Making a similar argument for $\hat{X}[\Phi(H_0) - \Phi(H_1)]X_1(H_0 + i)^k X_2$ then completes the proof of the lemma.
The next lemma shows that the spectral projectors for $H_1$ and $H_0$ smoothed at scale $h/T$ are close when acting on compact sets.

**Lemma 4.20.** Let $X \in C_c^\infty(B(0, R_0))$, $\varepsilon > 0$, $R(h) > 0$, $\tilde{\delta}(h) > 0$, $\varepsilon < T(h) \leq (R(h) - R_0 - 2)/2$, and suppose $H_0$ satisfies (4.1) and (4.2) and that $H_1$ is a family of expanding box operators for $H_0$. Let $\nu \in \mathcal{S}(\mathbb{R})$ with supp $\hat{\nu} \subset (-2, 2)$. Then, for all $N \geq 0$ and $\omega \in [a - 2\varepsilon, b + 2\varepsilon]$ we have

\[
\begin{align*}
\mathcal{X} \partial_\omega \left( \nu_{T/h} \ast \mathbf{E}(H_0) \right)(\omega) &= \mathcal{X} \partial_\omega \left( \nu_{T/h} \ast \mathbf{E}(H_1) \right)(\omega) X + O(h^{-1}\tilde{\delta}(h)T(h)^2 + h^\infty)_{H_h^{-N} \rightarrow H_h^N}. \quad (4.20)
\end{align*}
\]

If, in addition, $\nu$ is even, then

\[
\begin{align*}
\mathcal{X} \left( \nu_{T/h} \ast \mathbf{E}(H_0) \right)(\omega) X &= \mathcal{X} \left( \nu_{T/h} \ast \mathbf{E}(H_1) \right)(\omega) X + O(\tilde{\delta}(h)T(h) + h^\infty)_{H_h^{-N} \rightarrow H_h^N}. \quad (4.21)
\end{align*}
\]

**Proof.** By Lemma 4.16,

\[
\begin{align*}
\nu_{T/h}(\omega - \sqrt{H_0}) &= \frac{1}{\pi h} \int \hat{\nu}(T^{-1}\tau)e^{it\tau \omega/h} \cos \left( \tau \sqrt{H_0}/h \right) d\tau + O(h^\infty)_{H_h^{-N} \rightarrow H_h^N}. \quad (4.22)
\end{align*}
\]

Next, let $\Phi \in C_c^\infty(\mathbb{R})$ with $\Phi \equiv 1$ on $[\frac{a}{2} - \varepsilon, 2(b + 2\varepsilon)]$. Then

\[
\begin{align*}
\nu_{T/h}(\omega - \sqrt{H_0}) = \Phi(H_0)\nu_{T/h}(\omega - \sqrt{H_0})\Phi(H_0) + O(h^\infty)_{\psi^- \rightarrow \psi^-}
\end{align*}
\]

and, by (4.16), for $\tilde{X} \in C_c^\infty(B(0, R_0))$ with $\tilde{X} \equiv 1$ on supp $X$, we have

\[
\begin{align*}
(1 - \tilde{X})\Phi(H_0)X = O(h^\infty)_{H_h^{-N} \rightarrow H_h^N}, \quad \tilde{X} \Phi(H_0)(1 - \tilde{X}) = O(h^\infty)_{H_h^{-N} \rightarrow H_h^N}.
\end{align*}
\]

Therefore, by Lemma 4.12,

\[
\begin{align*}
\mathcal{X} \Phi(H_0) \cos \left( \tau \sqrt{H_0}/h \right) \Phi(H_0) X = \\
\mathcal{X} \Phi(H_0) \tilde{X} \cos \left( \tau \sqrt{H_1}/h \right) \tilde{X} \Phi(H_0) X + O(\|\tau|\tilde{\delta}(h))_{H_h^{-N} \rightarrow H_h^N} + O(h^\infty)_{\psi^- \rightarrow \psi^-} \quad (4.23)
\end{align*}
\]

for $\tau \leq R(h) - R_0 - 1$. In particular, since $T(h) \leq (R(h) - R_0 - 2)/2$, and supp $\hat{\nu} \subset (-2, 2)$, Lemma 4.16 implies that

\[
\begin{align*}
\mathcal{X} \partial_\omega \left( \nu_{T/h} \ast \mathbf{E}(H_0) \right)(\omega) X &= \frac{1}{2\pi h} \int \hat{\nu}(T^{-1}\tau)e^{it\tau \omega/h} \mathcal{X} \Phi(H_0) \tilde{X} \cos \left( \tau \sqrt{H_1}/h \right) \tilde{X} \Phi(H_0) X d\tau \\
&+ O(h^{-1}\tilde{\delta}(h)T^2 + h^\infty)_{\psi^- \rightarrow \psi^-}.
\end{align*}
\]
Finally, using Lemma 4.19 to replace $\Phi(H_0)$ by $\Phi(H_1)$, $\mathcal{X}\Phi(H_1)\mathcal{X}$ by $\mathcal{X}\Phi(H_1)$, and $\mathcal{X}\Phi(H_1)\mathcal{X}$ by $\Phi(H_1)\mathcal{X}$, we obtain

$$\mathcal{X}\partial_\omega(\nu_{T/h} * E(H_0))(\omega)\mathcal{X} = \mathcal{X}\partial_\omega(\nu_{T/h} * E(H_1))(\omega)\mathcal{X} + O(h^{-1}\tilde{\delta}(h)T^2 + h^\infty)\psi_{-\infty}$$

which is (4.20).

To prove (4.21), we use Lemma 4.18. Indeed,

$$\mathcal{X}(\nu_{T/h} * E(H_0))(\omega)\mathcal{X} = \mathcal{X}\Phi(H_0)(\nu_{T/h} * E(H_0))(\omega)\Phi(H_0)\mathcal{X} + O(h^\infty)\psi_{-\infty}$$

$$= -i \int \frac{\tau}{T} \sin(h^{-1}\tau\omega)\mathcal{X}\Phi(H_0)\cos(\tau\sqrt{H_0/h})\Phi(H_0)\mathcal{X}d\tau + O(h^\infty)\psi_{-\infty}.$$

Then, using (4.23), Lemma 4.19 and Lemma 4.18 once again, (4.21) follows. \hfill \Box

We now prove Proposition 4.9

Proof of Proposition 4.9. Let $\nu \in \mathcal{S}$ with $\nu \geq 0$, $\nu \equiv 1$ on $[-1, 1]$, supp $\nu \subset (-2, 2)$, and $\nu$ even. Observe that

$$(\partial_\omega E(H_i) - \partial_\omega \nu_{T/h} * E(H_i)) * \nu_{T/3h}(\omega)$$

$$= \frac{1}{2\pi h} \int (1 - \nu(T^{-1}\tau))\nu(3T^{-1}\tau)e^{i\tau(h(\omega - \sqrt{H})}d\tau = 0.$$

Observe that for $\tilde{\mathcal{X}} \equiv 1$ on supp $\mathcal{X}$ and any $s \in \mathbb{R},$

$$(1 - \tilde{\mathcal{X}})(H_0 + 1)^s\mathcal{X} = O(h^\infty)_{H^{-\infty}_h \rightarrow H^N_h}, \quad \mathcal{X}(H_0 + 1)^s(1 - \tilde{\mathcal{X}}) = O(h^\infty)_{H^{-\infty}_h \rightarrow H^N_h}.$$ Therefore, using (4.20), for any $s_1, s_2 \in \mathbb{R}$ we have

$$\mathcal{X}(H_0 + 1)^{s_1}(\partial_\omega E(H_0) - \partial_\omega (\nu_{T/h} * E(H_1)))(H_0 + 1)^{s_2}\mathcal{X} * \nu_{h,T/3}(\omega)$$

$$= O(h^{-1}\tilde{\delta}(h)T^2 + h^\infty)_{H^{-\infty}_h \rightarrow H^N_h}. \quad (4.24)$$

Next, using (4.5) and Lemma 4.14 with $\nu_h = \nu_{T/h},$ we have

$$|\nu_{T/h} * E(H_1)(x,x,s) - E(H_1)(x,x,s)| \leq C\frac{h^{1-d}}{T(h)} + C_N h^N.$$ Then, using that $\nu \geq 0$, and hence that $\nu_{T/h} * E(H_1)(x,x,s)$ is monotone in $s$, and (4.5) again we have

$$\int_{\omega - 2hT^{-1}}^{\omega + 2hT^{-1}} \left|\partial_s (\nu_{T/h} * E(H_1))(x,x,s)\right|ds$$

$$= \nu_{T/h} * E(H_1)(x,x,\omega + 2hT^{-1}) - \nu_{T/h} * E(H_1)(x,x,\omega - 2hT^{-1})$$
Combining this with (4.26) and (4.27), we have (4.6).

Now, appealing to (4.7) rather than (4.5) and using that the hypotheses of Lemma 4.14 hold with \( \tilde{\mu}_h = \mathbf{E}(\mathbf{H}_0)(x,x,\cdot) \), \( a_h = chT^{-1}, M_h = Ch^{-d}, B_h = Ch^{-1-d}\delta(h)T^2 + O(h^\infty) \), we have that the hypotheses of Lemma 4.14 hold with \( \tilde{\nu}_h = \mathbf{E}(\mathbf{H}_0)(x,x,\cdot) \) \( \sigma_h = ch^{-1}T \), \( L_h = chT^{-1}(Ch^{-d} + Ch^{-1-d}\delta(h)T^2 + O(h^\infty)) \), \( B_h = h^{-d} \), and hence

\[
|\mathbf{E}(\mathbf{H}_0)(x,x,\omega) - \nu_{T/h} * \mathbf{E}(\mathbf{H}_0)(x,x,\omega)| \leq C\frac{h^{1-d}}{T(h)} + Ch^{-d}\delta(h)T(h). \tag{4.26}
\]

Again using (4.5) and Lemma 4.14 with \( \nu_h = \nu_{T/h} \), we obtain

\[
\left| (\mathbf{E}(\mathbf{H}_1)(x,x,\omega) - \nu_{T/h} * \mathbf{E}(\mathbf{H}_1)(x,x,\omega) \right| \leq C\frac{h^{1-d}}{T(h)} + O(h^\infty). \tag{4.27}
\]

Thus, (4.21) and (4.25) imply

\[
\nu_{T/h} * \mathbf{E}(\mathbf{H}_0)(x,x,\omega) = \nu_{T/h} * \mathbf{E}(\mathbf{H}_1)(x,x,\omega) + O(h^{-d}T(h)\tilde{\delta}(h) + h^\infty). \tag{4.28}
\]

Combining this with (4.26) and (4.27), we have (4.6).

Now, appealing to (4.7) rather than (4.5) and using that

\[
(\mathbf{H}_0 + 1)^k \mathbf{E}(\mathbf{H}_0)(\mathbf{H}_0 + 1)^l(x,x,\omega)
\]

is monotone increasing in \( \omega \) we may make the same argument to obtain

\[
(\mathbf{H}_0 + 1)^k \mathbf{E}(\mathbf{H}_0)(\mathbf{H}_0 + 1)^l(x,x,\omega) = (\mathbf{H}_0 + 1)^k \mathbf{E}(\mathbf{H}_1)(\mathbf{H}_0 + 1)^l(x,x,\omega) + O(h^{-d}T(h)\tilde{\delta}(h) + h^\infty).
\]

With this in hand, we can complete the proof. Indeed, notice that since for \( s \geq 0 \), the operator \((\mathbf{H}_0 + 1)^k [\mathbf{E}(\mathbf{H}_0)(\omega + s) - \mathbf{E}(\mathbf{H}_0)(\omega)](\mathbf{H}_0 + 1)^l \) is positive, we have

\[
0 \leq (\mathbf{H}_0 + 1)^k [\mathbf{E}(\mathbf{H}_0)(\omega + s) - \mathbf{E}(\mathbf{H}_0)(\omega)](\mathbf{H}_0 + 1)^l(d_x + d_y, \delta_x + \delta_y)
\]

\[
= 2((\mathbf{H}_0 + 1)^k \mathbf{E}(\mathbf{H}_0)(\mathbf{H}_0 + 1)^l)(x,y,\omega + s) + ((\mathbf{H}_0 + 1)^k \mathbf{E}(\mathbf{H}_0)(\mathbf{H}_0 + 1)^l)(x,x,\omega + s) + ((\mathbf{H}_0 + 1)^k \mathbf{E}(\mathbf{H}_0)(\mathbf{H}_0 + 1)^l)(y,y,\omega + s) - 2((\mathbf{H}_0 + 1)^k \mathbf{E}(\mathbf{H}_0)(\mathbf{H}_0 + 1)^l)(x,y,\omega)
\]
\[ + ((H_0 + 1)^k E(H_0)(H_0 + 1)^l)(x, x, \omega) \\
+ ((H_0 + 1)^k E(H_0)(H_0 + 1)^l)(y, y, \omega). \]

In particular, the function
\[ \alpha_0(\omega) := ((H_0 + 1)^k E(H_0)(H_0 + 1)^l)(x, y, \omega) \\
+ \frac{1}{2}(((H_0 + 1)^k E(H_0)(H_0 + 1)^l)(x, x, \omega) + ((H_0 + 1)^k E(H_0)(H_0 + 1)^l)(y, y, \omega)) \]
is monotone increasing in \( \omega \) and, using (4.24) and (4.25), we have
\[ \mathbb{X}\partial_\omega \nu_{T/\hbar} * \alpha_0(\omega) \mathbb{X} = \mathbb{X}\partial_\omega \nu_{T/\hbar} * \alpha_1(\omega) \mathbb{X} + O(h^{-1-d}\tilde{\delta}(h)T^2), \]
where
\[ \alpha_1(\omega) := ((H_0 + 1)^k E(H_1)(H_0 + 1)^l)(x, y, \omega) \\
+ \frac{1}{2}(((H_0 + 1)^k E(H_1)(H_0 + 1)^l)(x, x, \omega) + ((H_0 + 1)^k E(H_1)(H_0 + 1)^l)(y, y, \omega)). \]

Therefore, by exactly the same argument we used to obtain (4.28), but using (4.7) instead of (4.5), we have
\[ (H_0 + 1)^k E(H_0)(H_0 + 1)^l(x, y, \omega) \\
= (H_0 + 1)^k E(H_1)(H_0 + 1)^l(x, y, \omega) + O(h^{-d}T(h)\tilde{\delta}(h) + h^\infty). \]

Finally, the fact that for \( U \in V \) and \( s \in \mathbb{R} \) we have
\[ \|v\|_{H^2(U)} \leq C_s\|(H_0 + 1)^s v\|_{L^2(V)} + O_{N,s}(h^N)\|v\|_{H^{-N}}, \]
completes the proof. \( \square \)

## 5 Pseudodifferential calculus in anisotropic symbol classes

We first recall the standard notation for semiclassical pseudodifferential operators on \( \mathbb{R}^d \) in the Weyl calculus. Throughout this article, we will work with the calculus of polyhomogeneous symbols, although we will need a slight modification.

**Definition 5.1.** We say that \( a \in C^\infty(\mathbb{R}^{2d}) \) is a symbol of order \( m \) and write \( a \in S^m(\mathbb{R}^{2d}) \) if \( a = a(x, \xi; \hbar) = a(x, \xi) \in C^\infty(\mathbb{R}^{2d}) \) for all \( \alpha, \beta \in \mathbb{N}^d \) (where we write \( \mathbb{N} = \{0, 1, \ldots\} \)) there is \( C_{\alpha\beta} > 0 \) such that
\[
\sup_{0 < h < 1} |\partial^\alpha_x \partial^{\beta}_\xi a(x, \xi; \hbar)| \leq C_{\alpha\beta} \langle \xi \rangle^{m - |\beta|}. \tag{5.1}
\]

Below, we often implicitly allow symbols to depend on \( \hbar \), suppressing \( \hbar \) in the notation. We write \( S^{-\infty} = \bigcap_m S^m \) and \( S^{\infty} = \bigcup_m S^m \).
We will need a small variation on the set of polyhomogeneous symbols. To this end, we let
\[ \mu_n \equiv \mu_n(\hbar) = \mu_n(h) \]
as in Sect. 2.6 with \( n(\hbar) \) satisfying (2.3).

**Definition 5.2.** For 0 \( \leq \delta < 1 \), we define the (seminclassically) polyhomogeneous symbols, \( S_{\text{phg}, \delta}^m \), as follows. We say \( a \in S_{\text{phg}, \delta}^m \), independent of \( \hbar \), but depending on \( \mu_n \) such that
\[ a - \sum_{j=0}^{N-1} \hbar^j a_j \in \hbar^N \mu_n^{N\delta} S^m. \tag{5.2} \]

Here, we write \( a \in f(\hbar, \mu_n) S^m \) if (5.1) holds with \( C_{\alpha\beta} \) replaced by \( f(\hbar, \mu_n) C_{\alpha\beta} \).

**Remark 5.3.** We recall that, as discussed in Sect. 2.6, it is crucial that \( \mu_n \) is locally constant as a function \( \hbar \) so that we may glue asymptotics together across intervals. Choosing \( \mu_n = \hbar^{-1} \) would not suffice and, although many statements below hold for \( \mu_n \) replaced by any \( \mu \leq C \hbar^{-1} \), we choose to keep the \( n \) in the notation to emphasize the importance of this local constancy.

**Remark 5.4.** One can, of course, replace \( \hbar^N \mu_n^{N\delta} \) by \( \mu_n^{N(\delta-1)} \) on the right-hand side of (5.2), but, since these estimates usually occur when the remainder consists of a function whose failure to have one-step polyhomogeneity comes only from the large parameter, \( \mu_n \), we choose to keep the notation as is to help the reader.

**Remark 5.5.** The reason that we cannot simply take \( \delta = 0 \) is that, in the onion peeling procedure, we are only able to take finitely many (i.e. a number independent of \( \hbar \)) steps. On the other hand, if we took \( \delta = 0 \), then to gauge transform away a potential periodic at some scale \( \sim \hbar^{-N} \) for some \( N \), we would need \( |\log \hbar| \) steps. Therefore, we take \( \delta > 0 \) and, for most purposes, the reader may think of \( \delta = \frac{1}{4} \). For instance, if the reader is only interested in on-diagonal asymptotics of the spectral function, it suffices to take \( \delta = \frac{1}{4} \). It is only at the very end of the proof, when \( 0 < |x - y| = o(1) \), where we will take \( \delta \) arbitrarily small, see Remark 7.1.

**Definition 5.6.** We define the set of pseudodifferential operators of order \( m \), \( \Psi^m_{\delta} \), by saying that \( A \in \Psi^m_{\delta} \) if there is \( a \in S_{\text{phg}, \delta}^m \) such that for all \( N \in \mathbb{R} \)
\[ A = \text{Op}_h^W(a) + O(\hbar^\infty) \big|_{H^{-N}_{h} \to H^N_{h}}, \]
\[ \left[ \text{Op}_h^W(a)u \right](x; \hbar) := \frac{1}{(2\pi \hbar)^d} \int e^{i(x-y, \xi)/\hbar} a\left( \frac{x+y}{2}, \xi; \hbar \right) u(y) dy d\xi. \]

Here the superscript W stands for Weyl.

**Remark 5.7.** Since we use the Weyl quantisation, \( \text{Op}_h^W(a) \) with \( a \in S_{\text{phg}, \delta}^0 \) is self-adjoint on \( L^2(\mathbb{R}^d) \) if \( a \) is real valued.
Definition 5.8. We write \( a \in S^\text{mcomp}_\delta \) and say \( a \) is \textit{momentum compactly supported} if \( a \in S^0_{\text{phg}, \delta} \) and there is an \( h \)-independent, compact set \( K \subset \mathbb{R}^d \) such that for all \( h \in (0, 1] \)

\[
\text{supp } a \subset \mathbb{R}^d \times K.
\]

We write \( \Psi^\text{mcomp}_\delta \) for the corresponding class of operators; here, \text{mcomp} stands for momentum compact.

Definition 5.9. We say that a distribution, \( u \), is \textit{\( h \)-tempered} if there is \( N > 0 \) and \( C > 0 \) such that for all \( h \in (0, 1] \), we have

\[
\| u \|_{H^{-N}} \leq C h^{-N}.
\]

Definition 5.10. For an \( h \)-tempered distribution, \( u \), we define the \textit{wavefront set of} \( u \), \( \text{WF}_h(u) \), as follows. For \((x_0, \xi_0) \in \mathbb{R}^{2d}\), we say that \((x_0, \xi_0) \notin \text{WF}_h(u)\) if there is \( a \in C^\infty_c(\mathbb{R}^{2d}) \) independent of \( h \) such that \( a(x_0, \xi_0) = 1 \) and for all \( N \) and \( h \in (0, 1] \)

\[
\| \text{Op}_h^W(a) u \|_{H^{-N}} \leq C N h^N.
\]

Definition 5.11. We say that \( u \) is \textit{\( h \)-compactly microlocalized} if there is \( P \in C^\infty_c(\mathbb{R}^{2d}) \) independent of \( h \) and for all \( N \) there is \( C_N > 0 \) such that

\[
\| \text{Op}_h^W(1 - P) u \|_{H^{-N}} \leq C N h^N.
\]

5.1 Anisotropic pseudodifferential operators. In this subsection, we study a class of pseudodifferential operators which improve after differentiation in \( x \). These classes will be required in the onion peeling process (see Sect. 6).

Definition 5.12. Let \( r : [1, \infty) \to (0, 1] \) be non-increasing. We write \( a \in S^m_{r, \delta} \) if \( a \in S^m_{\text{phg}, \delta} \) with \( a \sim \sum_j h^j a_j \), and for all \( \alpha, \beta \in \mathbb{N}^d \), there is \( C_{\alpha\beta j} > 0 \) such that

\[
|\partial_\alpha x \partial_\beta \xi a_j(x, \xi; \mu_n)| \leq C_{\alpha\beta j} h^j r(\mu_n)^{|\alpha|} (\langle \xi \rangle)^{m-j-|\beta|}.
\]

We write \( \Psi^m_{r, \delta} \) for the corresponding class of operators, with \( S^{-\infty}_{r, \delta}, S^\infty_{r, \delta}, S^\text{mcomp}_{r, \delta} \), and \( \Psi_{r, \delta}^{-\infty}, \Psi_{r, \delta}, \Psi^\text{mcomp}_{r, \delta} \) as above. Note that \( S^m_{\text{phg}, \delta} = S^m_{1, \delta} \).

Remark 5.13. Although we make the assumption that \( a_j j = 0, 1, \ldots \) are infinitely smooth, it is clear from standard results in the pseudodifferential calculus (see e.g. [Zwo12, Theorem 4.23]) that, if one is only interested in the pseudodifferential calculus modulo remainders of size \( h^N \) for some \( N \), then there is a \( K > 0 \) such that bounds on the \( C^K \) norm of the \( a_j \)'s are enough for proving the results of this paper.

Remark 5.14. In reality, we will need only the values of \( r \) at the discrete points \( \mu_n \) and we will be interested only in \( r(\mu) = \mu^{-\gamma} \) for some \( \gamma > 0 \). However, for notational convenience we use a function \( r \). Below, when we write the letter \( r \), we will mean the function \( r(\mu_n(\mu)) \).
We will often use the following analogue of Borel summation for our symbols, the proof of which follows the standard one (see e.g. [Zwo12, Theorem 4.5]).

**Lemma 5.15.** Let \(0 \leq \delta < 1\), \(K \subset \mathbb{R}^n\) compact and \(\{g_j\}_{j=0}^{\infty} \in S_{r,\delta}^{\text{mcomp}}\) such that \(\text{supp } g_j \subset \mathbb{R}^n \times K\). Then there is \(g \in S_{r,\delta}^{\text{mcomp}}\) such that
\[
g \sim \sum_j h^j \mu_n^{-\delta} g_j
\]
in the sense that
\[
g - \sum_{j=0}^{N-1} h^j \mu_n^{-\delta} g_j \in h^N \mu_n^{-\delta} S_{r,\delta}^{\text{mcomp}}
\]
and, moreover, \(\text{supp } g \subset \mathbb{R}^n \times K\).

**Definition 5.16.** For \(r > 0\), we define unitary operators \(U_r : L^2 \to L^2\) by
\[
U_r u(x) := r^{\frac{d}{2}} u(rx).
\]
Their adjoints are given by \(U_r^* : L^2 \to L^2\) with
\[
U_r^* u(x) := r^{-\frac{d}{2}} u(r^{-1}x).
\]
Note also that \(U_r U_s = U_{rs}\).

**Lemma 5.17.** Let \(0 \leq \delta < 1\), and \(a \in S_{r,\delta}^m\). Then
\[
U_r^* \text{Op}_h^W (a) U_r = \text{Op}_h^W (\tilde{a}_r),
\]
where \(\tilde{a}_r \in S_{\text{phg},\delta}^m\) is defined by
\[
\tilde{a}_r (x, \xi; h) := a(r^{-1}x, \xi; h). \tag{5.3}
\]

**Proof.**
\[
(U_r^* \text{Op}_h^W (a) U_r u)(x) = r^{-\frac{d}{2}} \frac{1}{(2\pi h)^d} \int e^{i(r^{-1}x-y,\xi)/h} a(r^{-1}x+y,\xi)[U_r u](y) dyd\xi
\]
\[
= \frac{1}{(2\pi h)^d} \int e^{i(r^{-1}(x-ry),\xi)/h} a(r^{-1}x+y,\xi) u(ry) dyd\xi
\]
\[
= \frac{1}{(2\pi rh)^d} \int e^{i(x-w,\xi)/(rh)} a(r^{-1}(x+w),\xi) u(w) dwd\xi
\]
\[
= [\text{Op}_h^W (\tilde{a}_r) u](x).
\]
The fact that \(\tilde{a}_r \in S_{\text{phg},\delta}^m\) follows easily from the definition of \(S_{r,\delta}^m\). \(\square\)

**Remark 5.18.** Notice that the proof of Lemma 5.17 shows that the pseudodifferential calculus can be used in the classes \(S_{r,\delta}^m\). In particular, if \(a \in S_{r,\delta}^{m_1}\) and \(b \in S_{r,\delta}^{m_2}\), then \(\text{Op}_h^W (a) \text{Op}_h^W (b) = \text{Op}_h^W (e)\) for some \(e \in S_{r,\delta}^{m_1+m_2}\).
Our next lemma will allow us to understand conjugation of pseudodifferential operators by $e^{iG}$ for $G = \text{Op}_h^W(g)$ and $g \in S_{r,\delta}$. Denote

$$\text{ad}_A B := [A, B].$$

**Lemma 5.19.** Let $0 \leq \delta < 1$, $N_0 > 0$, $m \in \mathbb{R}$, and suppose that $\hbar^{N_0} \leq r(\mu_n) \leq 1$. Suppose that $a \in S^m_{\text{phg}, \delta}$, $g \in r^{-1} \mu_n^s S^\text{comp}_{r, \delta}$ is real valued, and $b \in S^m_{\text{comp}}$ are such that for all $N$

$$[\text{Op}_h^W(g), \text{Op}_h^W(a)] = \mu_n^\delta \hbar \text{Op}_h^W(b) + O(\hbar^\infty)_{H_{\hbar^{-N}} \to H_{\hbar^N}}. \quad (5.4)$$

Then, with $G := \text{Op}_h^W(g)$,

$$e^{-iG} \text{Op}_h^W(a) e^{iG} \sim \sum_{j=0}^{\infty} \text{ad}_G^j \text{Op}_h^W(a) \frac{i^j}{j!}.$$

This asymptotic formula holds in the sense that for all $N > 0$ and $\ell \in \mathbb{R}$, there is $L_0 \in \mathbb{R}$ such that for $L \geq L_0$ we have

$$\| e^{-iG} \text{Op}_h^W(a) e^{iG} - \sum_{j=0}^{L} \text{ad}_G^j \text{Op}_h^W(a) \frac{i^j}{j!} \|_{H_{\hbar^{-\ell}} \to H_{\hbar^\ell}} \leq C_{N, \ell} \hbar^N.$$

In addition, for all $\ell$, $e^{iG} : H_{\hbar^\ell} \to H_{\hbar^\ell}$ is bounded.

**Remark 5.20.** Although in this paper we only use Lemma 5.19 when $a \in S^m_{\text{phg}, \delta}$, in which case the proof can be reduced to the standard one by conjugating with $U_r$, we expect the statement above to be useful in other contexts and therefore choose to make a more general formulation.

**Remark 5.21.** Notice that since $g$ is momentum compact, the left hand side of (5.4) maps $H_{\hbar^{-N}}$ to $H_{\hbar^{N}}$ for any $N$ and hence it is natural to assume that $b$ can be taken independent of $N$.

**Proof.** We first show that for any $\ell \in \mathbb{R}$ and $t \in [-1, 1]$, there is $C_\ell > 0$ such that

$$\| e^{itG} \|_{H_{\hbar^{-\ell}} \to H_{\hbar^\ell}} \leq C_\ell. \quad (5.5)$$

To see this, observe that using Lemma 5.17, we have

$$U_r^* e^{itG} U_r = e^{iU_r^*GU_r} = e^{it\text{Op}_h^W(\tilde{g})}$$

for some $\tilde{g} \in S^\text{comp}_{\text{phg}, \delta}$. In particular, this implies $U_r^* e^{itG} U_r = \text{Op}_h^W(b)$ for some $b \in S^m_{\text{phg}, \delta}$ and hence that

$$\| U_r^* e^{itG} U_r \|_{H_{\hbar^{-\ell}} \to H_{\hbar^\ell}} \leq C_\ell. \quad (5.6)$$

Now, since

$$\| (\hbar r \partial_x)^\alpha U_r^* u \|_{L^2} = \| U_r (\hbar r \partial_x)^\alpha U_r^* u \|_{L^2} = \| (\hbar \partial_x)^\alpha u \|_{L^2},$$
we have
\[ \|U_r^* u\|_{H^{\ell}_{r,\hbar}} = \|u\|_{H^{\ell}_{\hbar}}, \]
and hence (5.5) follows from (5.6).

By Taylor’s formula, for \( N \geq 1 \)
\[
e^{-iG} \Op_h^W(a)e^{iG}
= \sum_{k=0}^{N-1} \frac{\text{ad}_G \Op_h^W(a)}{i^k k!} - \int_0^1 (1-s)^{N-1} e^{-isG} \text{ad}_G^N \Op_h^W(a)e^{isG} ds
= \sum_{k=0}^{N-1} \frac{\text{ad}_G \Op_h^W(a)}{i^k k!} - \int_0^1 h\mu_0^\delta(1-s)^{N-1} e^{-isG} U_r \text{ad}_{\Op_h^W(\tilde{g})}^{N-1} \Op_h^W(\tilde{b}) U_r^* e^{isG} ds
+ O(h^{\infty})_{H^{N-1}_\hbar \to H^{N}_\hbar},
\]
where the last equality follows from Lemma 5.17 with \( \tilde{g} \) and \( \tilde{b} \) given by (5.3).

Now, since \( \tilde{g} \in r^{-1} \mu_0^\delta \S^{\text{mcomp}}_{\text{phg}} \) and \( \tilde{b} \in \S^{\text{mcomp}}_{\text{phg}} \),
\[
\text{ad}_{\Op_h^W(\tilde{g})}^{N-1} \Op_h^W(\tilde{b}) \in h^{(N-1)} \mu_0^\delta(1-N) \Psi^{\text{mcomp}}_r.
\]
Using Lemma 5.17 again,
\[
E_N := U_r \text{ad}_{\Op_h^W(\tilde{g})}^{N-1} \Op_h^W(\tilde{b}) U_r^* \in h^{N-1} \mu_0^\delta(1-N) \Psi^{\text{mcomp}}_r,
\]
and hence
\[
e^{-iG} \Op_h^W(a)e^{iG}
= \sum_{k=0}^{N-1} \frac{\text{ad}_G^k \Op_h^W(a)}{i^k k!} - \int_0^1 h\mu_0^\delta(1-s)^{N-1} e^{-isG} E_N e^{isG} ds + O(h^{\infty})_{H^{N-1}_\hbar \to H^{N}_\hbar}.
\]

Now, using (5.5) we obtain that for \( N \geq 1 \) and any \( \ell \in \mathbb{R} \) we have
\[
e^{-iG} \Op_h^W(a)e^{iG} = \sum_{k=0}^{N-1} \frac{\text{ad}_G^k \Op_h^W(a)}{i^k k!} + O(h^{\infty} \mu_0^N \delta)_{H^{\ell-\ell}_\hbar \to H^{\ell}_\hbar}.
\]

**Remark 5.22.** In principle, one could work directly on the conjugated side, writing asymptotic formulae for \( U_r^* e^{-iG} \Op_h^W(a)e^{iG} U_r \) instead of those in Lemma 5.19 by using Lemma 5.17, but we have chosen not to do this.

We will also need the next lemma which controls how the operator \( e^{i\Op_h^W(g)} \) moves singularities.

**Lemma 5.23.** Let \( 0 \leq \delta < 1 \), and \( N_0 > 0 \), \( c > 0 \). Suppose that \( \hbar^{N_0} < r = r(\mu_n) \leq 1 \) and \( g \in r^{-1} \mu_0^\delta \S^{\text{mcomp}}_{\text{phg}} \) is real valued. Then for all \( a, b \in S^0 \) with \( \text{dist}(\text{supp}\, a, \text{supp}\, b) > c > 0 \), we have
\[
\Op_h^W(b) U_r^* e^{i\Op_h^W(g)} U_r \Op_h^W(a) = O(h^{\infty})_{H^{\ell-\ell}_{hr} \to H^{\ell}_{hr}}.
\]
Proof. Observe that
\[
\begin{align*}
\mathcal{O}_r^W U_r^* e^{i\mathcal{O}_r^W u} U_r & = U_r^* U_r \mathcal{O}_r^W U_r^* e^{i\mathcal{O}_r^W u} U_r \\
& = U_r^* \mathcal{O}_r^W (\tilde{b}) e^{i\mathcal{O}_r^W u} \mathcal{O}_r^W (\tilde{a}) U_r \\
& = U_r^* e^{i\mathcal{O}_r^W u} e^{-i\mathcal{O}_r^W u} \mathcal{O}_r^W (\tilde{b}) e^{i\mathcal{O}_r^W u} \mathcal{O}_r^W (\tilde{a}) U_r,
\end{align*}
\]
where \( \tilde{a} \) and \( \tilde{b} \) are as in (5.3). The lemma now follows from Lemma 5.19.

Later, we will need an oscillatory integral formula for \( e^{\frac{1}{\hbar}t\mathcal{O}_r^W u} \). This is given in our next lemma.

**Lemma 5.24.** Suppose that \( N_0 > 0 \), \( \hbar^{N_0} \leq r \leq 1 \), \( S > 0 \) \( g \in \mathcal{S}^{\text{incomp}} \). Then for \( (x_0, \xi_0) \in \mathbb{R}^{2d} \), there is a neighbourhood \( U \) of \( (x_0, \xi_0) \) and \( \varphi \in C^\infty([-S, S] \times U) \) and \( b \in C^\infty([-S, S]; \mathcal{S}^{\text{incomp}}_{\text{phg}, \delta}) \) such that for any \( u \) with \( \text{WF}_{\text{hr}}(u) \subset U \), we have
\[
U_r e^{\frac{1}{\hbar}t\mathcal{O}_r^W u} U_r u(x) = \frac{1}{(2\pi r \hbar)^d} \int e^{\frac{i}{\hbar}\varphi(t, x, \eta)} b(t, x, \eta) u(y) dy d\eta + O(\hbar^\infty)_{H_{\hbar}^{-N}} \rightarrow H_{\hbar}^N. \tag{5.9}
\]
Moreover,
\[
\partial_t \varphi(x, \eta) = g(r^{-1}x, \partial_x \varphi(x, \eta)), \quad \varphi(0, x, \eta) = \langle x, \eta \rangle,
\]
and
\[
b(t, x, \eta) = (\det \partial_{xy} \varphi)^{1/2} + O(\hbar r)C_c^{\infty}.
\]

**Proof.** The lemma is a direct consequence of Lemma 5.17 and [Zwo12, Theorem 10.4].

Finally, we record the following lemma on changing scales.

**Lemma 5.25.** Let \( N_0 > 0 \) and \( r_1, r_2 : [1, \infty) \rightarrow (0, 1] \) be non-increasing functions with \( \hbar^{N_0} \leq r_1(\mu_n(h)) \leq r_2(\mu_n(h)) \leq 1 \). Suppose that \( u \) is \( \hbar r_2 \)-compactly microlocalized. Then
\[
\text{WF}_{\hbar r_1}(U_{r_1}^* u) \subset \bigcap_{0 < h_0 < 1} \bigcup_{0 < h < h_0} \{(r_1 r_2^{-1} x, \xi) \mid (x, \xi) \in \text{WF}_{\hbar r_2}(u)\}
\]
and \( U_{r_1}^* u \) is \( \hbar r_1 \)-compactly microlocalized.

**Proof.** First, observe that
\[
\mathcal{K} := \bigcap_{0 < h_0 < 1} \bigcup_{0 < h < h_0} \{(r_1 r_2^{-1} x, \xi) \mid (x, \xi) \in \text{WF}_{\hbar r_2}(u)\}
\]
is closed. Therefore, if \((x_0, \xi_0) \notin K\), there is a neighbourhood, \(U\), of \((x_0, \xi_0)\) such that \(U \cap K = \emptyset\). Suppose that \(a \in C_c^\infty(U)\), \(a(x_0, \xi_0) = 1\). Then

\[
[\text{Op}_{hr_1}(a)]U^*_r U_{r_2} u = \frac{1}{(2\pi hr_1)^d} \int e^{\frac{i}{hr_1}(x-y, \xi)} a(x+y, \xi) u(r_1^{-1}y)dyd\xi
\]

\[
= \frac{1}{(2\pi hr_2)^d} \int e^{\frac{i}{hr_2}(x-w, \xi)} a(r_1^{-1}(x+w), \xi) u(w)dwd\xi
\]

\[
= U^*_{r_1} \text{Op}_{hr_2}(\tilde{a}) u,
\]

where \(\tilde{a} = \tilde{a}_{r_1^{-1}} \in S^0\) is defined as in (5.3). Moreover, by construction, \(\text{supp} \tilde{a} \cap \text{WF}_{hr_2}(u) = \emptyset\), and, since \(u \in hr_2\)-compactly microlocalized,

\[
[\text{Op}_{hr_2}(\tilde{a}) u] = O(h^\infty)_{H^r_\hbar}.
\]

The compact microlocalization of \(U^*_{r_1} U_{r_2} u\) follows from the fact that \(\pi_\hbar K\) is compact, there is \(\mathbb{P} \in C_c^\infty(\mathbb{R}^d)\) such that \(u = \text{Op}_{hr_2}(\mathbb{P}) u + O(h^\infty)_{H^r_\hbar}\), and that if \(d(\text{supp} \tilde{a}, \text{supp} \mathbb{P}) > 0\), then

\[
[\text{Op}_{hr_1}(a)]U^*_r U_{r_2} \text{Op}_{hr_2}(\mathbb{P}) = U^*_{r_1} \text{Op}_{hr_2}(\tilde{a}) \text{Op}_{hr_2}(\mathbb{P}) = O(h^\infty)_{H^r_\hbar} \rightarrow_{\hbar} H^r_\hbar. \]

6 The gauge transform for USB potentials

Let \(q_0 \in S^1(\mathbb{R}^2)\) be real valued and satisfy

\[
\text{supp} q_0 \subset \{ a < |\xi| < b \}, \quad (6.1)
\]

for some \(0 < a < b\). In Sect. 7.2, we will show that, for the purposes of computing the spectral function at some energy \(\omega \in (a, b)\), we may assume that (6.1) holds. We consider the operator

\[
H(Q_0) := -\hbar^2 \Delta + h \text{Op}^W_\hbar(q_0).
\]

The goal for this section is, given \(N > 0\), to perform a Gauge transform with a unitary operator \(U\) such that \(U^*H(Q_0)U = H(Q_1) + O(h^\infty)_{\psi^{-\infty}}\) with

\[
H(Q_1) := -\hbar^2 \Delta + h \text{Op}^W_\hbar(q_1),
\]

where \(q_1 \in S^1\) is real valued and

\[
\text{supp} \tilde{q}_1(\theta, \xi) \cap \{|\theta| \geq \mu^{-N}_n\} = \emptyset.
\]

(Recall the definition of \(\mu_n\) from (2.2) and (2.3).)

Remark 6.1. For the gauge transform we do not need to assume that \(q_0\) is periodic. What is important is that if \(q_0\) is periodic, then so is \(q_1\) and \(q_1\) has the same period.
as \(q_0\). Thus, when we apply this gauge transform to a \(q_0\) with period \(\ll \mu_n^N\) we will have that

\[
\text{supp} \hat{q}_1(\theta, \xi) \subset \{\theta = 0\},
\]

so \(Q_1\) is a Fourier. We will use this fact to obtain a formula for the spectral function of \(H(Q_1)\).

We will use an ‘onion peeling’ strategy to perform the Gauge transform. In particular, we will remove the frequencies of \(q_0\) in layers starting from those with frequency larger than 1 and then removing successive layers. These layers will be evenly spaced in a logarithmic with the factor \(\mu - \delta_n\), i.e. of the form

\[
\mu - (k+1)\delta_n \leq |\theta| \leq \mu - k\delta_n,
\]

\(k = 0, 1, \ldots, \lfloor N\delta - 1 \rfloor\).

6.1 Two useful lemmas. We will need the following two lemmas to perform the gauge transform. These lemmas allow us to find a symbol \(g\) that solves the equation

\[
[-h^2\Delta, \text{Op}_{h}^W(g)] = \text{Op}_{h}^W(q)
\]

under certain assumptions on the support of the Fourier transform of \(q\).

The next lemma is, in fact, about functions of the single variable with \(\xi\) playing the role of a parameter.

**Lemma 6.2.** There is \(C > 0\) such that for all \(\iota > 0\) and \(q \in S^0\) with \(\text{supp} \hat{q} \subset \{ |\theta| \geq \iota \}\), setting

\[
g(x, \xi) := \int_0^x q(s, \xi) ds,
\]

we have

\[
\|\partial_x^\alpha \partial_\xi^\beta \hat{g}(\cdot, \xi)\|_{L^\infty} \leq C\iota^{-1}\|\partial_x^\alpha \partial_\xi^\beta \hat{q}(\cdot, \xi)\|_{L^\infty}, \quad \alpha, \beta \in \mathbb{N}, \quad \text{supp} \hat{g} \subset \text{supp} \hat{q} \cup \{ \theta = 0 \}.
\]

Moreover, if \(q\) is \(L\)-periodic in \(x\), then so is \(g\).

**Remark 6.3.** To see that \(g\) is periodic when \(q\) is, we use crucially that \(\{ \theta = 0 \} \notin \text{supp} \hat{q}\).

**Proof.** Let \(q(x, \xi) \in S^1\) with \(\text{supp} \hat{q} \subset \{ |\theta| \geq \iota \}\). Let \(f \in C_c^\infty(-1, 1)\) with \(f \equiv 1\) on \([-\frac{1}{2}, \frac{1}{2}]\), \(\tilde{f}\) real valued, and define

\[
I(x) := 1_{[0, \infty)}(x) - \int_{-\infty}^x \tilde{f}(s) ds.
\]

Observe that for \(x \geq 0\),

\[
|I(x)| = |1_{[0, \infty)}(x) - \int_{-\infty}^x \tilde{f}(s) ds|
\]

\[
= |1 - \int_{-\infty}^x \tilde{f}(s) ds| = |\int_x^{\infty} \tilde{f}(s) ds| \leq C_N \int_x^{\infty} \langle s \rangle^{-N} ds \leq C_N \langle x \rangle^{-N+1}.
\]
Next, for $x < 0$,

$$|I(x)| = \left| 1_{[0,\infty)}(x) - \int_{-\infty}^{x} \hat{f}(s) ds \right| = \left| - \int_{-\infty}^{x} \hat{f}(s) ds \right| \leq C_N \int_{-\infty}^{x} \langle s \rangle^{-N} ds \leq C_N \langle x \rangle^{-N+1}.$$

Combining these two estimates, we obtain $I \in L^1$.

Let $I_\iota(x) := I(\iota x)$ and

$$\tilde{g}(x, \xi) := [I_\iota(\cdot) \ast q(\cdot, \xi)](x).$$

We compute

$$\partial_x \tilde{g}(x, \xi) = [(\delta_0(\cdot) - i \hat{f}(\nu)) \ast q(\cdot, \xi)](x) = q(x, \xi),$$

since $\text{supp} \hat{q} \cap \{|\theta| < \iota\} = \emptyset$ (here $\delta_0$ is the Dirac delta function).

Since $I \in L^1$, we have

$$\|I_\iota \ast \partial^\alpha_x \partial^\beta_\xi q\|_{L^\infty} \leq C \iota^{-1} \|\partial^\alpha_x \partial^\beta_\xi q\|_{L^\infty}. \quad (6.3)$$

Now observe that $g(x, \xi) = \tilde{g}(x, \xi) - \tilde{g}(0, \xi)$. Then (6.3) implies the derivative estimates on $g$. In addition, since $\tilde{g}(0, \xi)$ does not depend on $x$, we have $\text{supp} \tilde{g}(0, \xi) \subset \{\theta = 0\}$ and hence $\text{supp} \tilde{g}(\cdot, \xi) \subset \text{supp} \tilde{g}(\cdot, \xi) \cup \{\theta = 0\}$, which completes the proof.

The statement about periodicity of $g$ is obvious.

**Remark 6.4.** The reader may wonder why we choose to prove the lemma via $\tilde{g}$ as opposed to simply putting $\hat{g}(\theta, \xi) = \frac{1}{i\theta} \hat{q}(\theta, \xi)$. To us it seems simpler to check $L^\infty$ bounds on the physical than on the Fourier side.

**Lemma 6.2** has the following immediate consequence.

**Lemma 6.5.** Let $0 \leq \delta < 1$, $0 < a < b$. There is $C > 0$ such that for $r > 0$ and $q(x, \xi) \in S_{\text{phg}, \delta}^{\text{mcomp}}$, real valued with

$$\text{supp} \hat{q}(\theta, \xi) \subset \{a \leq |\xi| \leq b, |\theta| > r\},$$

there is $g \in S_{\text{phg}, \delta}^{\text{mcomp}}$, real valued with

$$\text{supp} \tilde{g} \cap \{0 < |\theta| \leq r\} = \emptyset,$$

$$\|\partial^\beta_\xi \partial^\alpha_x g(\cdot, \xi)\|_{L^\infty} \leq C r^{-1} \|\partial^\alpha_x \partial^\beta_\xi q(\cdot, \xi)\|_{L^\infty}, \quad \alpha, \beta \in \mathbb{N}, \quad (6.4)$$

and

$$i [\text{Op}_h^W(g), -h^2 \Delta] = h \text{Op}_h^W(q).$$

In particular, (6.4) implies that for any $r_1 = r_1(\mu_n) > 0$, if $q \in S_{r_1, \delta}^{\text{mcomp}}$, then $g \in r^{-1} S_{r_1, \delta}^{\text{mcomp}}$. Moreover, if $q$ is $L$-periodic in $x$, then so is $g$. 
Proof. By Lemma 6.2, there is a real valued \( g \in S_{\text{phg}, \delta}^m \) such that \( \text{supp} \hat{g} \subset \text{supp} \hat{q} \) and
\[
-2\xi \partial_x g(x, \xi) = q(x, \xi), \quad \| \partial_x^\alpha \partial^{\beta}_x g(\cdot, \xi) \|_{L^\infty} \leq Cr^{-1} \| \partial_x^\alpha \partial^{\beta}_x q(\cdot, \xi) \|_{L^\infty}.
\]
In particular,
\[
g = -\frac{1}{2\xi} \int_0^x q(s, \xi) ds. \tag{6.5}
\]
Direct computations show that
\[
i[\text{Op}_W^W(g), -\hbar^2 \Delta] = -2\hbar \text{Op}_W^W(\xi \partial_x g) = \hbar \text{Op}_W^W(q),
\]
that if \( q \in S_{r_1, \delta}^0 \), then \( g \in r^{-1} S_{r_1, \delta}^m \), and that if \( q \) is \( L \)-periodic in \( x \), then so is \( g \).

Remark 6.6. Observe that (6.5) is essentially the same as (1.13), but (1.13) is not very convenient for obtaining \( L^\infty \) type estimates.

6.2 The onion peeling argument. The gauge transform will proceed by a layer peeling type argument. That is, we remove successive layers of the Fourier transform of the perturbation. Each layer will be removed by a parallel gauge transform. We start, in Lemma 6.7, by removing frequencies larger than 1. Then, in Lemma 6.9, we show that it is possible to remove lower frequencies in layers of the form \( \mu_n^{-\delta} r(\mu_n) < |\theta| < r(\mu_n) \) for any \( N > 0 \) and \( r(\mu_n) > \hbar^N \). These lemmas are combined in Proposition 6.11 to complete our onion peeling argument. For a more detailed heuristic description of this procedure, we refer the reader to Sect. 1.1.3. We start by using a parallel gauge transform to remove frequencies larger than 1.

Lemma 6.7. Let \( 0 < a < b \) and suppose that \( H(Q_0) \) satisfies (6.2). Then there is \( G = \text{Op}_h^W(g) \in \Psi_0^m \) such that
\[
e^{-iG} H(Q_0) e^{iG} = -\hbar^2 \Delta + \hbar \text{Op}_h^W(q_1) + O(\hbar^\infty)_{H_0^{-\infty} \to H_0^N},
\]
with real-valued \( q_1 \in S_{\text{phg}, 0}^1 \) satisfying
\[
\text{supp} \hat{q}_1(\theta, \xi) \cap \{|\theta| \geq 1\} = \emptyset, \quad \text{supp} \hat{q}_1 \subset \{a \leq |\xi| \leq b\}. \tag{6.6}
\]
In addition, \( q_1 \in S_{\text{phg}, 0}^1 \) and \( g \in S_{0}^m \) depend continuously on \( q \in S^1 \) in the corresponding topologies and if \( q \) is \( L \)-periodic in \( x \), then so are \( q_1 \) and \( g \).

Remark 6.8. As it was discussed at the beginning of Sect. 1.1.3, if we impose stricter conditions on the potential, for example, \( Q \) being the sum of a smooth periodic potential and a potential from the Schwartz class, technicalities simplify. In particular, following the proof of the lemma above or the construction from [PS16, Sect. 6], one can show that the statement of Lemma 6.7 holds for \( |\theta| > 0 \), and thus, further onion peeling (see Lemma 6.9) is not needed. This also leads to the significant
simplification of the concluding arguments about actual asymptotics from Sect. 6 (see Remark 7.7).

Proof. Let $\Theta \in C^\infty_c((-1,1);[0,1])$ with $\Theta \equiv 1$ in a neighbourhood of $[-1/2,1/2]$, with \( \hat{\Theta} \) real valued and let

$$q_\mathcal{H}(x, \xi) := q_{0, \mathcal{H}}(x, \xi), \quad q_{0, \mathcal{H}} := (1 - \Theta(D_x))q_0(\cdot, \xi).$$

Observe that, since

$$\|\partial_\alpha x \partial_\beta \xi \Theta(D_x)q_0(\cdot, \xi)\|_{L^\infty} \leq C_\alpha \|q_0(\cdot, \xi)\|_{L^\infty},$$

we have $q_\mathcal{H} \in S_{\text{phg,0}}^{\text{mcomp}}$.

By Lemma 6.5, there is $g_0 \in S_{\text{phg,0}}^{\text{mcomp}}$ real valued with supp $\hat{g}_0 \subset \text{supp} \hat{q}_\mathcal{H}$,

$$\|\partial_\alpha \partial_\beta \xi g_0\|_{L^\infty} \leq C\|\partial_\alpha \partial_\beta \xi q_\mathcal{H}\|_{L^\infty},$$

and such that

$$i[\text{Op}_h\text{W}(g_0), -\hbar^2 \Delta] = \hbar \text{Op}_h\text{W}(q_\mathcal{H}).$$

Now, by Lemma 5.19,

$$e^{-i \text{Op}_h\text{W}(g_0)} \mathbf{H}(Q_0)e^{i \text{Op}_h\text{W}(g_0)}$$

$$= -\hbar^2 \Delta + \hbar \text{Op}_h\text{W}(q_0) - \text{Op}_h\text{W}(q_\mathcal{H})) + \hbar^2 \text{Op}_h\text{W}(e_0) + O(\hbar^\infty)_{H_\hbar^{-N} \rightarrow H_\hbar^{N}},$$

with $e_0 \in S_{\text{phg,0}}^{\text{mcomp}}$ real valued. Now we proceed by induction. Suppose we have found $g_0, g_1, \ldots g_N \in S_{\text{phg,0}}^{\text{mcomp}}$ such that, for $G_N := \sum_{j=0}^{N} \hbar^j g_j$, we have

$$e^{-i \text{Op}_h\text{W}(g_N)} \mathbf{H}(Q_0)e^{i \text{Op}_h\text{W}(g_N)}$$

$$= -\hbar^2 \Delta + \hbar \text{Op}_h\text{W}(q_{1,N}) + \hbar^{N+2} \text{Op}_h\text{W}(e_N) + O(\hbar^\infty)_{H_\hbar^{-N} \rightarrow H_\hbar^{N}},$$

where $q_{1,N} \in S_{\text{phg,0}}^{1}$, $e_N \in S_{\text{phg,0}}^{\text{mcomp}}$ are real valued with supp $\hat{q}_{1,N} \cap \{|\theta| \geq 1\} = \emptyset$, supp $q_{1,N} \subset \{a \leq |\xi| \leq b\}$.

Then, put $e_{N,\mathcal{H}} = (1 - \Theta(D_x))e_N$ so that

$$\|\partial_\beta \xi \partial_\alpha x e_{N,\mathcal{H}}\| \leq C_\beta \sum_{j=0}^{[\beta]} \|\partial_\beta \xi \partial_\alpha x e_N\|_{L^\infty}$$

and let $g_{N+1} \in S_{\text{phg,0}}^{\text{mcomp}}$ be real valued with supp $\hat{g}_{N+1} \subset \text{supp} \hat{e}_{N,\mathcal{H}}$ such that

$$\|\partial_\alpha x \partial_\beta \xi g_{N+1}\|_{L^\infty} \leq C\|\partial_\alpha x \partial_\beta \xi e_{N,\mathcal{H}}\|_{L^\infty}$$

and

$$i[\text{Op}_h\text{W}(g_{N+1}), -\hbar^2 \Delta] = \hbar \text{Op}_h\text{W}(e_{N,\mathcal{H}}).$$
Then, putting $G_{N+1} := G_N + \hbar^{N+1} g_N$, we have by Lemma 5.19

$$e^{-i \text{Op}_h^W(G_{N+1})} H(Q_0) e^{i \text{Op}_h^W(G_{N+1})} = -\hbar^2 \Delta + \hbar \text{Op}_h^W(q_{1,N+1}) + \hbar^{N+3} \text{Op}_h^W(e_{N+1}) + O(\hbar^\infty)_{H_h^{N-1} \to H_h^N}$$

with $e_{N+1} \in S_{\text{phg},0}^{\text{comp}}, q_{1,N+1} \in S_{\text{phg},0}^1$ real valued, supp $\hat{q}_{1,N+1} \cap \{ |\theta| \geq 1 \} = \emptyset$, and supp $q_{1,N+1} \subset \{ a \leq |\xi| \leq b \}$.

In particular, putting $g \sim \sum_{j=0}^\infty \hbar^j g_j$ (see Lemma 5.15) completes the proof of the lemma. \hfill \square

Next, we show how to peel off layers of the form $\mu_n^{-k\delta} \leq |\theta| \leq \mu_n^{-(k-1)\delta}$ from the Fourier transform of the pseudodifferential potential.

**Lemma 6.9 (layer peeling lemma).** Let $0 < a < b$, $N_0 > 0$, $0 < \delta < 1$, and $\hbar^{N_0} \leq r = r(\mu_n) \leq 1$. Suppose that for any $N > 0$,

$$H := -\hbar^2 \Delta + \hbar \text{Op}_h^W(q) + O(\hbar^\infty)_{H_h^{N-1} \to H_h^N}$$

for some real valued $q \in S_{\text{phg},\delta}^1$ satisfying

$$\text{supp } \hat{q} \cap \{ |\theta| \geq r \} = \emptyset, \quad \text{supp } \hat{q} \subset \{ a \leq |\xi| \leq b \}. \quad (6.7)$$

Then there is a real valued $g \in r^{-1} \mu_n^{-\delta} S_{r,\delta}^{\text{mcomp}}$ supported in \{ $a \leq |\xi| \leq b$ \} such that for any $N$

$$e^{-i G} H e^{i G} = -\hbar^2 \Delta + \hbar \text{Op}_h^W(q_1) + O(\hbar^\infty)_{H_h^{N-1} \to H_h^N}, \quad G := \text{Op}_h^W(g)$$

for some $q_1 \in S_{\text{phg},\delta}^1$ satisfying

$$\text{supp } \hat{q}_1 \cap \{ |\theta| \geq r \mu_n^{-\delta} \} = \emptyset, \quad \text{supp } q_1 \subset \{ a \leq |\xi| \leq b \}. \quad (6.8)$$

In addition, $q_1$, $g$ depend continuously on $q$ and, if $q$ is $L$-periodic, then so are $q_1$ and $g$.

**Proof.** The proof is similar to that of Lemma 6.7 except that we must keep more careful track of derivatives of the various $g$'s.

We first let $\Theta \in C_c^\infty((-1,1);[0,1])$ with $\Theta \equiv 1$ in a neighbourhood of $[-1/2,1/2]$ and $\Theta$ real valued.

Now we find $g_0 \in r^{-1} \mu_n^{-\delta} S_{r,\delta}^{\text{mcomp}}, q_{1,0} \in S_{\text{phg},\delta}^1$, and $e_0 \in S_{r,\delta}^{\text{mcomp}}$ real valued such that, supp $g_0 \subset \{ a \leq |\xi| \leq b \}$, supp $\hat{q}_{1,0} \cap \{ |\theta| \geq r \mu_n^{-\delta} \} = \emptyset$, supp $q_{1,0} \subset \{ a \leq |\xi| \leq b \}$, and

$$e^{-i \text{Op}_h^W(g_0)} H e^{i \text{Op}_h^W(g_0)} = -\hbar^2 \Delta + \hbar \text{Op}_h^W(q_{1,0}) + \hbar^2 \mu_n^{-\delta} \text{Op}_h^W(e_0) + O(\hbar^\infty)_{H_h^{N-1} \to H_h^N}. \quad (6.9)$$
Put \( q_H := [(1 - \Theta(r^{-1}\mu_n^\delta D_x))q](x, \xi) \) so that \( q_H \) is real valued and
\[
\|\partial_\xi^\beta \partial_x^\alpha q_H(\cdot, \xi)\|_{L^\infty} \leq C_{\alpha\beta} \sum_{j=0}^{\|\beta\|} \sup_{\xi \in \text{supp } \xi} \|\partial_x^j q(\cdot, \xi)\|_{L^\infty} \leq C_{\alpha\beta} r^{\|\alpha\|}.
\]

In particular, \( q_H \in S_{r,\delta}^{\text{mcomp}} \). We then use Lemma 6.5 to find \( g_0 \in r^{-1}\mu_n^\delta S_{r,\delta}^{\text{mcomp}} \) supported in \( \{a \leq |\xi| \leq b\} \), real valued, satisfying
\[
\|\partial_\xi^\beta \partial_x^\alpha g_0\|_{L^\infty} \leq C r^{-1}\mu_n^\delta \|\partial_\xi^\beta \partial_x^\alpha q_H\|_{L^\infty} \leq C_{\alpha\beta} r^{-1+\|\alpha\|}\mu_n^\delta
\]
and
\[
i[\text{Op}_h^W(g_0), -h^2 \Delta] = h \text{Op}_h^W(q_H).
\]

Thus, by Lemma 5.19,
\[
e^{-i\text{Op}_h^W(g_0)} H e^{i\text{Op}_h^W(G_0)}
\]
\[
= -h^2 \Delta + h \text{Op}_h^W(q - q_H) + h^2 \mu_n^\delta \text{Op}_h^W(e_0) + O(h^{\infty})_{H_{n^-N}, H_{n^-N}},
\]
with \( e_0 \in S_{r,\delta}^{\text{mcomp}} \). Since \( \text{supp}(q - q_H) \cap \{(\theta, \xi) : |\theta| \geq r \mu_n^{-\delta}\} = \emptyset \), we may put \( q_{1,0} = q - q_H \) to obtain (6.9).

We again proceed by induction. Let \( N \geq 0 \) and suppose we have found \( g_0, \ldots, g_N \in r^{-1}\mu_n^\delta S_{r,\delta}^{\text{mcomp}} \) real valued, supported in \( \{a \leq |\xi| \leq b\} \) such that with \( G_N = \sum_{j=0}^{N} h j g_j \), we have
\[
e^{-i\text{Op}_h^W(G_N)} H e^{i\text{Op}_h^W(G_N)}
\]
\[
= -h^2 \Delta + h \text{Op}_h^W(q_{1,N}) + h^{1+(N+1)} \mu_n^\delta(N+1) \text{Op}_h^W(e_N) + O(h^{\infty})_{H_{n^-N}, H_{n^-N}},
\]
where \( q_{1,N} \in S_{\text{phbg},\delta}^1 \), \( e_N \in S_{r,\delta}^{\text{mcomp}} \) are real valued, \( \text{supp}(q_{1,N} \cap \{(\theta, \xi) : |\theta| \geq r \mu_n^{-\delta}\} = \emptyset \), and \( \text{supp} q_{1,N} \subset \{a \leq |\xi| \leq b\} \).

Then, put \( e_{N,H} = [(1 - \Theta(r^{-1}\mu_n^\delta D_x))e_N(\cdot, \xi)](x) \) so that \( b_{N,H} \) is real valued and
\[
\|\partial_\xi^\beta \partial_x^\alpha e_{N,H}\| \leq C_{\alpha\beta} \sum_{j=0}^{\|\beta\|} \|\partial_x^j e_N\|_{L^\infty} \leq C_{\alpha\beta} r^{\|\alpha\|}.
\]

In particular, \( e_{N,H} \in S_{r,\delta}^{\text{mcomp}} \).

Now, by Lemma 6.2, there is \( g_{N+1} \in r^{-1}\mu_n^\delta S_{r,\delta}^{\text{mcomp}} \) real valued with \( \text{supp} \hat{g}_{N+1} \subset \text{supp} \hat{b}_{N,H} \cup \{\theta = 0\} \) such that
\[
\|\partial_\xi^\beta \partial_x^\alpha g_{N+1}\|_{L^\infty} \leq C_{\alpha\beta} r^{-1}\mu_n^\delta \|\partial_x^j e_{N,H}\|_{L^\infty} \leq C_{\alpha\beta} r^{-1+\|\alpha\|}\mu_n^\delta
\]
and such that
\[
i[\text{Op}_h^W(g_{N+1}), -h^2 \Delta] = h \text{Op}_h^W(e_{N,H}).
\]
Then, by Lemma 5.19, with $G_{N+1} = G_N + \hbar^{N+1} \mu_n^{(N+1)} g_{N+1}$, we have
\[
e^{-i \text{Op}_h^W(G_{N+1})} e^{i \text{Op}_h^W(G_{N+1})} = -\hbar^2 \Delta + h \text{Op}_h^W(q_{1,N}) + h^{1+(N+1)} \mu_n^{(N+1)} \text{Op}_h^W(e_N - e_{N,H}) + h^{1+(N+2)} \mu_n^{(N+2)} \text{Op}_h^W(\tilde{e}_{N+1}) + O(h^{\infty})_{H_h^{-N} \to H_h^N},
\]
where $\tilde{e}_N \in S_{r,\delta}^{\text{mcomp}}$. Since $\text{supp}(\tilde{e}_N - e_{N,H}) \cap \{(\theta, \xi) : |\theta| \geq r \mu_n^{-\delta}\} = \emptyset$, we may define
\[
q_{1,N+1} = q_{1,N} + \hbar^{N+1} \mu_n^{(N+1)} (e_N - e_{N,H})
\]
in order to have the required properties for $q_{1,N+1}$.

We can now put $g \sim \sum_j \hbar^j \mu_n^{j,\delta} g_j$ (see Lemma 5.15) to finish the proof of the lemma. □

Remark 6.10. The proofs of Lemmas 6.7 and 6.9 may look as though they require performing infinitely many parallel gauge transform steps; something that experts in the gauge transform could be concerned about. However, the proofs actually rely on being able to make a finite but arbitrarily large number of such steps. Morally, we do not make the sets on left hand sides of (6.6), (6.7), and (6.8) empty, instead making the corresponding part of $q$ smaller than $\hbar^N$ for some arbitrarily large $N$. We then apply the Borel summation lemma (Lemma 5.15). Recall also that $n = n(h)$ and satisfies (2.3) and hence, since the remainders are controlled in $\hbar$, they are controlled in $n$.

The final proposition of this section shows that, using a serial gauge transform, one can remove frequencies which are larger than any fixed power of $\hbar$ from the potential.

Proposition 6.11. Suppose that
\[
\mathbf{H}(Q_0) = -\hbar^2 \Delta + h \text{Op}_h^W(q_0)
\]
for some $q_0 \in S_{\text{phg},0}^1$ real valued. Let $0 < a < b$ such that $\text{supp} q_0 \subset \{a \leq |\xi| \leq b\}$. $0 < \delta < 1$, $M > 0$. Put $r_{-1} = 1$, $r_j = \mu_n^{-\delta j}$, $j = 0, 1, \ldots$. Then there are $g_{-1} \in S_{\text{phg},0}^{\text{mcomp}}$ and $g_j \in r_{j-1}^{-1} \mu_n^{\delta S_{r_{j},\delta}}$, $j = 0, 1, \ldots, M$ real valued such that such that for all $N$,
\[
U_M^* U_{M-1} \cdots U_0 \mathbf{H}(Q_0) U_{-1} U_0 \cdots U_M = -\hbar^2 \Delta + h \text{Op}_h^W(q_1) + O(h^{\infty})_{H_h^{-N} \to H_h^N},
\]
and
\[
\text{supp} \hat{q}_1 \cap \{|\theta| \geq \mu_n^{-M\delta}\} = \emptyset, \quad \text{supp} q_1 \subset \{a \leq |\xi| \leq b\}.
\]
Moreover, $g_j$ and $q_1$ depend continuously on $q_0$ and, if $q_0$ is $L\mathbb{Z}$-periodic, then so are $q_1$ and $g_j$.  

Remark 6.12. In order to remove all of the frequencies of $q_0$ larger than $\mu_n^{−N}$, we take $M = \lceil N\delta^{-1} \rceil$.

Remark 6.13. We prove Proposition 6.11 using a serial sequence of parallel gauge transforms (see Remark 1.8). Indeed, notice that the proof of Lemma 6.9 involves a parallel gauge transform which we apply a large, independent of $\hbar$ number of times.

Proof. By Lemma 6.7, there is $g_1 \in S_{\text{phg},0}^{\text{comp}}$ such that

$$H(Q_0):=U_1^*H(Q_0)U_1=-\hbar^2 \Delta + \hbar \text{Op}_h^W(q_1) + O(\hbar^\infty)_{H^N_{\hbar} \rightarrow H^N_{\hbar}}$$

with $q_1 \in S_{\text{phg},0}^1$ real valued and satisfying

$$\text{supp} \hat{q}_1(\theta,\xi) \cap \{ |\theta| \geq 1 \} = \emptyset, \quad \text{supp} q_1 \subset \{ a \leq |\xi| \leq b \}.$$ 

Setting $q$ to $q_1$ in Lemma 6.9, we find $g_0 \in \mu_n^{\delta} S_{\text{phg},\delta}^{\text{comp}}$ such that

$$H_{[2]} := U_1^*H(Q_0)U_1=-\hbar^2 \Delta + \hbar \text{Op}_h^W(q_2) + O(\hbar^\infty)_{H^N_{\hbar} \rightarrow H^N_{\hbar}},$$

with $q_2 \in S_{\text{phg},\delta}^1$ real valued and satisfying

$$\text{supp} \hat{q}_2(\theta,\xi) \cap \{ |\theta| \geq r_1 = \mu_n^{−\delta} \} = \emptyset, \quad \text{supp} q_2 \subset \{ a \leq |\xi| \leq b \}.$$ 

Iterating this process $M$ times completes the proof of the proposition. \qed

7 Computing the local density of states

Before we apply the gauge transform procedure from the previous section, it will be crucial to replace $H(Q_0)$ by a periodic operator. Let $N \in \mathbb{R}$. We aim to compute the local density of states modulo errors of size $O(\hbar^N)$ (or, equivalently, $O(\mu_n^{-N})$).

As stated in Sect. 2.6, we fix a discrete sequence $\{ \mu_n = 2^n \}_{n=1}^{\infty}$ and work with

$$\hbar \in [2^{-10} \mu_n^{-1}, 2^{10} \mu_n^{-1}].$$

In order to compute the local density of states, we start by replacing $H(Q_0)$ by a periodic operator, $H(PQ_0)$ with period at scale $\mu_n^N$. The local densities of states for the two operators are close by Proposition 4.9. We then study the local density of states for $H(PQ_0)$ by applying the gauge transform from Proposition 6.11. This will result in an operator which acts as a Fourier multiplier for semiclassical energies $\omega \in [a, b]$. As we will see in Corollary 7.4, computing the local density of states for such operators is relatively straightforward. Finally, in order to complete the proof of the main theorem, we will need to understand how the unitary operator found in Proposition 6.11 acts on delta functions. In some sense, this corresponds to ‘unpeeling’ (or rebuilding) the onion peeled by the gauge transform.
7.1 Periodising the perturbation. We now periodise the perturbation in a way that will have a negligible effect on the local density of states. Let \( X \in C_c^\infty((-\frac{1}{2}, \frac{1}{2}); [0, 1]) \) with \( X \equiv 1 \) on \( [-\frac{1}{4}, \frac{1}{4}] \), and put \( X_n(x) := X(\mu_n^N x) \). Suppose that \( Q_0 := V^1(x)hD_x + hD_x V^1(x) + V^0(x) \in \text{Diff}^1 \).

Then, put \( V^j_n(x) := \sum_{k \in \mathbb{Z}} X_n(x - k\mu_n^N) V^j(x - k\mu_n^N) \) for \( j = 0, 1 \) so that \( V^j_n(x) = V^j(x) \text{ on } |x| \leq \frac{1}{4}\mu_n^N \), and

\[
|\partial_x^\alpha V^j_n(x)| \leq C_\alpha, \quad x \in \mathbb{R}.
\]

Define

\[
PQ_0 := V^1_n(x)hD_x + hD_x V^1_n(x) + V^0_n.
\]

Here, we use the notation \( P \) to remind the reader that \( PQ_0 \) is the periodised version of \( Q_0 \) (see also Example 1.31 part (3)).

We claim that for \( \omega \in [a - \varepsilon, b + \varepsilon] \) and \( \lambda \in [-\varepsilon, \varepsilon] \), \( H(PQ_0) \) satisfies

\[
|E(H(PQ_0))(x, y, \omega) - E(H(PQ_0))(x, y, \omega + \lambda)| \leq C\mu_n^{-N}(\mu_n^{N+1}\lambda). \quad (7.1)
\]

Once we prove (7.1), Proposition 4.9 applied with \( T = \frac{1}{8}\mu_n^N \) will show that

\[
|E(H(Q_0))(x, y, \omega) - E(H(PQ_0))(x, y, \omega)| \leq C\mu_n^{-N}, \quad \omega \in [a, b]. \quad (7.2)
\]

It therefore remains only to compute \( E(H(PQ_0))(x, y, \omega) \) and prove (7.1).

7.2 Analysis of \( E(H(PQ_0)) \): reduction to a Fourier multiplier. We first fix \( \delta' \in (0, 1] \) and work either on diagonal or assume \( |x - y| \geq ch^{1-\delta'} \). Then, let \( a, b, \delta \in \mathbb{R} \) such that \( 0 < a < b \), \( 0 < \delta < \min(\frac{1}{2}, \frac{\delta'}{2}) \). The goal of this section is to show that (7.1) holds with constants depending on all the parameters introduced above but uniformly over \( h \in (0, 1] \) and to compute an asymptotic formula for \( E(H(PQ_0)) \).

Remark 7.1. Observe that it is only necessary to work with \( \delta \ll 1 \) in order to obtain asymptotics very close to, but not on, the diagonal. Indeed, the requirement \( \delta < \frac{\delta'}{2} \) is the only reason we cannot simply fix \( \delta \) from the outset. Consequently, the reader only interested in on-diagonal asymptotics may work with \( \delta = \frac{1}{4} \) for example. (See also Remark 7.11.)

We now reduce to the case where \( PQ_0 \) is supported in \( a < |\xi| < b \). We use Lemma 3.3 to prove the following lemma. Since we expect this lemma to be useful in future work, we prove it in arbitrary dimension.
Lemma 7.2. Let $0 < a < b$. Suppose that $q_1, q_2 \in S^1(T^*\mathbb{R}^d)$ are real valued and for all $a < |\xi| < b$, $x \in \mathbb{R}^d$ we have

$$q_1(x, \xi) = q_2(x, \xi).$$

Put $Q_j := Op^W_h(q_j) : H^1_0(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$. For all $N > 0$ and $\varepsilon > 0$ there are $C > 0$, $L > 0$ such that if for all $x \in \mathcal{X}$ and all $\omega \in [a, b]$ we have

$$\sum_{|\alpha| \leq N} \|E(H(Q_2))|j\omega^2 - h^L, \omega^2 + h^L]| \partial^\alpha_x \delta_x \|_{L^2} \leq C^{-1}h^N,$$

then for all $\omega \in (a + \varepsilon, b - \varepsilon)$ we have

$$\|E(H(Q_1))(\cdot, \omega) - E(H(Q_2))(\cdot, \omega)\|_{C^N_2(\mathcal{X} \times \mathcal{X})} \leq C h^N. \quad (7.3)$$

Proof. We will apply Lemma 3.3 with $J = ((a + \varepsilon)^2, (b - \varepsilon)^2)$ and

$$H_1 := H(Q_1), \quad H_2 := H(Q_2).$$

Then, let $\chi \in C_c^\infty(a^2, b^2)$ with $\chi \equiv 1$ on $((a + \varepsilon)^2, (b - \varepsilon)^2)$ so that

$$(H_1 - H_2)E(H; J) = (H_1 - H_2)\chi(H_2)E(H; J) = O(h^\infty)_Q_{-\infty}.$$ 

Similarly,

$$E(H_1; J)(H_1 - H_2) = E(H_1; J)\chi(H_1)(H_1 - H_2) = O(h^\infty)_Q_{-\infty}.$$ 

In particular, the hypotheses of Lemma 3.3 hold with $\varepsilon_1 = \varepsilon_2 = \varepsilon_3 = O(h^\infty)$ for any $s \in \mathbb{R}$.

In order to apply Lemma 3.3, we estimate

$$\|E(H(Q_2))|\omega| \partial^\alpha_x \delta_x \|_{L^2}.$$ 

To do this, observe that for any $s \in \mathbb{R}$

$$\|E(H(Q_2))|\omega| (H(Q_2) + 1)^s \|_{L^2 \to L^2} \leq C(\omega^2 + 1)^s$$

and the principal symbol $\sigma(H(Q_2) + 1) = |\xi|^2 + 1$ is non-vanishing. In particular, $(H(Q_2) + 1)^{-s} \in \Psi^{-2s}$ exists. Therefore,

$$\|E(H(Q_2))|\omega| \partial^\alpha_x \delta_x \|_{L^2} \leq \|E(H(Q_2))|\omega| (H(Q_2) + 1)^s \|_{L^2 \to L^2} \| (H(Q_2) + 1)^{-s} \partial^\alpha_x \delta_x \|_{L^2} \leq C(\omega + 1)^s \| \partial^\alpha_x \delta_x \|_{H^{|\alpha| - |\omega|/2}_{-2s}} \leq C(\omega + 1)^s h^{-|\alpha| - \frac{d}{2}}$$

for any $s > \frac{d}{4} + |\alpha|$. Thus, by Lemma 3.3

$$E(H(Q_1))(\omega; x, y) = E(H(Q_2))(\omega; x, y) + O(h^\infty)_C^\infty. \quad (7.5)$$
Remark 7.3. Above, we apply the statement in Lemma 3.3 for each $\hbar$ to obtain (7.5).

Lemma 7.2 has the following useful corollary.

Corollary 7.4. Suppose that $q \in S^1(T^*\mathbb{R}^d)$ is real valued and for all $a < |\xi| < b$, $x \in \mathbb{R}^d$ we have

$$q(x, \xi) = \tilde{q}(\xi).$$

Put $Q := Op^W_\hbar(q) : H^1_\hbar(\mathbb{R}^d) \to L^2(\mathbb{R}^d)$. Then, for all $\mathcal{K} \subset \mathbb{R}^d \times \mathbb{R}^d$ compact, $N > 0$ and $\varepsilon > 0$ there is $C_N > 0$ such that for all $\omega \in (a + \varepsilon, b - \varepsilon)$ we have

$$\|E(H(Q))(x, y, \omega) - \frac{1}{(2\pi \hbar)^d} \int_{G_\hbar(\omega)} e^{i(x-y, \xi)/\hbar} d\xi\|_{C^N(\mathcal{K})} \leq C_N \hbar^N,$$

(7.6)

where

$$G_\hbar(\omega) := \{\xi : |\xi|^2 + \hbar \tilde{q}(\xi) \leq \omega^2\}.$$

By Lemma 7.2, for $a < \omega < b$, we have

$$E(H(PQ_0))(\omega; x, y) = E(H(P\tilde{Q}_0))(\omega; x, y) + O(\hbar^\infty)_{C^\infty},$$

where

$$Pq_0(x, \xi) = \chi(|\xi|)Pq_0(x, \xi),$$

with $\chi \in C^\infty_c(\mathbb{R}^d)$ and $\chi \equiv 1$ on $[a, b]$.

By Proposition 6.11, with $M = \lceil N\delta^{-1} \rceil$, there is a unitary operator, $U = U_n$, and $q_1 \in S^1$ real valued such that

$$H_1 := U^*H(P\tilde{Q}_0)U = -\hbar^2 \Delta + \hbar Op^W_\hbar(q_1) + O(\hbar^\infty)_{\Psi^{-\infty}},$$

where $q_1 \in S^1$ is $\mu_{n}^{-N}$-periodic and

$$\text{supp} \hat{q}_1 \cap \{ |\theta| \geq \mu_{n}^{-N} \} = \emptyset.$$  

(7.7)

Now, since $q_1$ is $\mu_{n}^{-N}$-periodic,

$$\text{supp} \hat{q}_1 \cap \{ |\theta| \leq \mu_{n}^{-N} \} \subset \{ \theta = 0 \}.$$

In particular,

$$q_2(\xi) := q_1(x, \xi) \in S_{\text{phg}, \delta}^\text{mcomp}$$

(7.8)

is independent of $x$. 
Put
\[ H(Q_1) := -\hbar^2 \Delta + \hbar \omega^{W}_\hbar(q_1), \quad \tilde{H}_1 := UH(Q_1)U^*. \]

Then, Lemma 3.1 implies
\[
\partial^\beta_x \partial^\alpha_y \left( E(\tilde{H}_1)(x, y, \omega) - E(H(PQ_0))(x, y, \omega) \right) = O(\hbar^\infty). \tag{7.9}
\]

**Remark 7.5.** Note that we apply Lemma 3.1 to the derivatives of the delta function and use the fact that for \( \Phi \in \mathcal{C}_c^\infty \),
\[
\| \Phi(H(Q)) \partial^\alpha_x \delta \|_{L^2} \leq C^\alpha \hbar^{-|\alpha| - \frac{1}{2}}.
\]

We now focus on computing
\[
(\partial^\beta_x \partial^\alpha_y)E(\tilde{H}_1)(x_0, y_0, \omega) = (\partial^\beta_x \partial^\alpha_y)E(UH(Q_1)U^*)(x_0, y_0, \omega)
\]
\[
= (UE(H(Q_1)))(\omega)U^*(-\partial^\beta_y)^\alpha \delta_{y_0}, (-\partial^\beta_x)^\delta \delta_{x_0}).
\]

This will be a priori simpler than computing \( E(H(PQ_0)) \) since \( Q_1 \) is a Fourier multiplier and hence we have an exact formula for \( E(H(Q_1)) \).

**Remark 7.6.** We have replaced \((x, y)\) in the statement of our theorems by \((x_0, y_0)\) to avoid notational clashes in the next section.

### 7.3 Asymptotics of the spectral function: ‘unpeeling’ the onion.

Before we can understand the asymptotics of the spectral function, we need a lemma which gives the kernel of the spectral projector for \( H(Q_2) \).

**Remark 7.7.** In the case when the potential is the sum of a smooth periodic function and a function from the Schwartz class, the onion peeling is not needed (see Remark 6.8). In particular, the gauge transform is made by a single operator \( U = e^{i \omega^{W}_\hbar(g-1)} \), which allows us to proceed immediately to the conclusion of Lemma 7.10 below, and thus to complete the proof of our main result. In the general setting though, one has to deal with \( U \) described by (7.11) and additional technical arguments due to onion peeling and specifics of the corresponding classes \( \mu^n r_j^{-1}S_{r_j,\delta}^{mcomp}, r_j = \mu^n j^\delta \).

Now that we have computed the kernel of \( E(H(Q_1)) \), we need to handle the action of \( U \) and \( U^* \) on \( E(H(Q_1)) \). To do this, we first describe how \( E(H(Q_1)) \) moves wavefront sets.

**Lemma 7.8.** Let \( b > 0 \) \( C > 0 \) and \( h^C \leq r \leq 1 \). Then for all \( \chi \in \mathcal{C}_c^\infty(\mathbb{R}) \), and all \( h \)-tempered \( u \) we have
\[
WF_{hr}(U_rE(H(Q_1))(\omega)U^*_r \chi u) \subset \{(x, \xi) \mid \xi \in \pi_\xi(WF_{hr}(u)), |\xi| \leq \omega \}, \tag{7.10}
\]
where $\pi_\xi(x, \xi) = \xi$ is the natural projection. Moreover, for $\Xi \in C_\sigma^\infty(\mathbb{R})$ with $\Xi \equiv 1$ on $[-b, b]$, and all $\omega \in (-b, b)$ we have

$$ U_r E(H(Q_1))(\omega) U_r^* Op^W_{hr}(1 - \Xi(\xi)) = 0. $$

**Proof.** First, recall that $U_r E(H(Q_1))(\omega) U_r^*$ is given by

$$ U_r E(H(Q_1))(\omega) U_r^*(x, y) = \frac{1}{2\pi hr} \int_{C_h(\omega)} e^{\frac{i}{\hbar}(x-y)\xi} d\xi. $$

Let $\Xi \in C_\sigma^\infty$ with $\Xi \equiv 1$ on $[-b, b]$, then

$$ U_r E(H(Q_1))(\omega) U_r^* Op^W_{hr}(1 - \Xi(\xi)) = \frac{1}{2\pi hr} \int_{C_h(\omega)} e^{\frac{i}{\hbar}(x-z)\xi + (z-y)\eta} (1 - \Xi(|\eta|)) d\xi dz d\eta = 0. $$

Therefore, we may replace $\chi u$ by $Op^W_{hr}(\Xi(\xi))\chi u$ in (7.10) and hence assume $u$ is compactly microlocalized.

Suppose that $\xi_0 \notin \pi_\xi(WF_{hr}(u))$. Then, since $u$ is compactly microlocalized, there is $\bar{\mathcal{P}} \in C_c^\infty(\mathbb{R}^2)$ such that

$$ (1 - \bar{\mathcal{P}}) u = O(h^\infty)_{H^\ell h}. $$

In particular, $WF_{hr}(u) = WF_{hr}(\bar{\mathcal{P}} u)$ is compact and there is $U$, a neighbourhood of $\xi_0$, such that $\bar{U} \cap \pi_\xi(WF_{hr}(u)) = \emptyset$. Thus, there is $b \in C_c^\infty(\mathbb{R}^2)$ such that

$$ Op^W_{hr}(1 - b) u = O(h^\infty)_{H^\ell h} $$

and $\pi_\xi(\text{supp} b) \cap U = \emptyset$.

Let $x_0 \in \mathbb{R}$ and suppose $a \in C_c^\infty(\mathbb{R}^2)$ with $a(x_0, \xi_0) = 1$ and $\pi_\xi(\text{supp} a) \subset U$. Then

$$ Op^W_{hr}(a) U_r E(H(Q_1))(\omega) U_r^* u $$

$$ = Op^W_{hr}(a) U_r E_{H_2}(\omega) U_r^* Op^W_{hr}(b) u + O(h^\infty)_{H^\ell h} $$

$$ = \frac{1}{(2\pi hr)^3} \int_{C_h(\omega)} e^{\frac{i}{\hbar}(w-z)\xi + (x-w)\eta + (z-y)\zeta} $$

$$ \times a\left(\frac{x+w}{2}, \eta\right) b\left(\frac{z+w}{2}, \zeta\right) u(y) dy dz d\eta + O(h^\infty)_{H^\ell h}. $$

Since $|\zeta - \eta| > c > 0$ on the support of the integrand, integration by parts in $(z, w)$ shows that $(x_0, \xi_0) \notin WF_{r_1}(U_r E(H(Q_1))(\omega) U_r^* u)$.

Next, let $(x_0, \xi_0) \in \mathbb{R}^2$ such that $|\xi_0| > \omega$. Then there is a neighbourhood $U$ of $(x_0, \xi_0)$ such that $\bar{U} \cap \{ |\xi| \leq \omega \} = \emptyset$. As above, let $a \in C_c^\infty(\mathbb{R}^2)$ with $\pi_\xi(\text{supp} a) \subset U$ and $a(x_0, \xi_0) = 1$. Then

$$ Op^W_{hr}(a) U_r E(H(Q_1))(\omega) U_r^* u $$

$$ = Op^W_{hr}(a) U_r E_{H_2}(\omega) U_r^* Op^W_{hr}(\bar{\mathcal{P}}) u + O(h^\infty)_{H^\ell h}. $$


\[ = \frac{1}{(2\pi \hbar)^3} \int \int_{G^h(\omega)} e^{i\frac{1}{\hbar}[w-z](x-w)\eta + (z-y)\zeta]a(\frac{x+w}{2}, \eta) \times \tilde{\Phi}(\frac{z+y}{2}, \zeta)u(y)d\xi dyd\zeta dzd\eta + O(\hbar^\infty)_{H^\ell}^h. \]

Now, since \( \pi \xi(\text{supp}a) \subset U \) and \( |\xi| \leq \omega + Ch \) in \( G^h(\omega) \), we have \( |\xi - \eta| > c > 0 \) on the integrand, and integration by parts in \( w \) then shows that \( (x_0, \xi_0) \notin \WF_{r^h}(U_rE(H(Q_{1}))(\omega)U_r^*u) \) as claimed. \( \square \)

The final piece of the proof involves rebuilding the layers of our potential. That is, we compute asymptotics for a series of oscillatory integrals, coming from \( U \) and \( U^* \), which oscillate at different scales. In particular, the unitary operator, \( U \), used to gauge transform from \( H(PQ_0) \) to \( H(Q_1) \) is of the form

\[ U = e^{i\text{Op}_h^W(g_{-1})} \ldots e^{i\text{Op}_h^W(g_{N_d-1})} e^{i\text{Op}_h^W(g_N)} \tag{7.11} \]

with \( g_{-1} \in S^{m_{\text{comp}}}_{\text{phg,0}}, g_j \in \mu_n^{\delta_{r_j, \delta}}, \) and \( r_j = \mu_n^{-j\delta} \).

We start by showing that \( U \) and \( U^* \) do not appreciably move the momentum variables \( (\xi)'s) \).

**Lemma 7.9.** Let \( \gamma \in S^0 \) be compactly supported in \( x \) such that \( (\text{supp} \gamma) \cap \{ \xi \in [-b, b] \} = \emptyset \). Then there is \( \varepsilon > 0 \) such that for all \( \omega \in [-b - \varepsilon, b + \varepsilon] \) we have

\[ \text{E}(H(Q_1))(\omega)U^* \text{Op}_h^W(\gamma) = O(\hbar^\infty)_{H^\ell}^{-\varepsilon \cdot H^\ell} \]

\[ \text{Op}_h^W(\gamma)U \text{E}(H(Q_1))(\omega) = O(\hbar^\infty)_{H^\ell}^{-\varepsilon \cdot H^\ell}. \]

**Proof.** First, observe that

\[ U^* = U_{r_N} U^*_{r_N} e^{-i\text{Op}_h^W(g_N)} U_{r_N} U_{r_N-1} \cdot \cdot \cdot U^*_{r_N} e^{-i\text{Op}_h^W(g_{-1})} U_{r_N-1} \ldots U^*_{r_1} e^{-i\text{Op}_h^W(g_0)} e^{-i\text{Op}_h^W(g_{-1})} \]

and hence, by Lemmas 5.23 and 5.25, for any \( \tilde{\Phi} \in S^0 \) with \( \tilde{\Phi} \equiv 1 \) on \( \text{supp} \varepsilon \) we have

\[ U^* \text{Op}_h^W(\gamma) = U_{r_N} \text{Op}_h^W_{l^h_{r_N}}(\tilde{\Phi}) U^*_{r_N} U^* \text{Op}_h^W(\gamma) + O(\hbar^\infty)_{H^\ell}^{-\varepsilon \cdot H^\ell}. \]

In particular, letting \( \tilde{\Phi} \in S^0 \) with \( \text{supp} \tilde{\Phi} \cap \{ \xi \in [-b, b] \} = \emptyset, \tilde{\Phi} \equiv 1 \) on \( \text{supp} \gamma \), and \( \Xi \in C^\infty_{c} \) such that \( \Xi \equiv 1 \) in a neighbourhood of \( [-b, b] \), and \( \text{supp} \Xi(\xi) \cap \text{supp} \tilde{\Phi} = \emptyset \), we have by Lemma 7.8

\[ \text{E}(H(Q_1))(\omega)U^* \text{Op}_h^W(\gamma) \]

\[ = U_{r_N} U^*_{r_N} \text{E}(H_2)(\omega) U_{r_N} \text{Op}_h^W_{l^h_{r_N}}(\tilde{\Phi}) U^*_{r_N} U^* \text{Op}_h^W(\gamma) + O(\hbar^\infty)_{H^\ell}^{-\varepsilon \cdot H^\ell} \]

\[ = U_{r_N} U^*_{r_N} \text{E}(H(Q_1))(\omega) U_{r_N} \text{Op}_h^W(1 - \Xi(\xi)) U_{r_N} \text{Op}_h^W(\tilde{\Phi}) U^*_{r_N} U^* \text{Op}_h^W(\gamma) \]

\[ + O(\hbar^\infty)_{H^\ell}^{-\varepsilon \cdot H^\ell} \]

\[ = O(\hbar^\infty)_{H^\ell}^{-\varepsilon \cdot H^\ell}. \] \( \square \)
The final preparatory lemma before we proceed to the proof of our main theorem gives asymptotics for the spectral function $E_{H(Q_n)}$ in terms of the discrete parameter $\mu_n$. Since the number of unitary operators from which $U$ is built depends on the value of $N$ in the error from (7.2), the number of oscillatory integrals needed to describe $E_{H(Q_n)}$ ($N_0$ in the lemma below) will also depend on $N$. In the proof of the next lemma, we will need Lemma 5.24 which gives an oscillatory integral approximation to $e^{-iOp_h^W(g)}$ when $g \in r^{-1}S^\text{op}\text{comp}$.

**Lemma 7.10.** There is $\Upsilon > 0$ and $\{\Psi_j\}^\Upsilon_{j=1} \in S^1_{\text{phg},\delta}$ such that for all $\alpha, \beta \in \mathbb{N}$, there are $\epsilon_{j\alpha\beta} \in S_{\text{phg},\delta}$, $j = 1, \ldots, \Upsilon$, such that for $\omega \in [a, b]$

$$\langle E(H(Q_1))(\omega)U^*(-\partial_y)^\alpha \delta_{y_0}, U^*(-\partial_x)^\beta \delta_{x_0}\rangle$$

$$= \sum_{j=1}^\Upsilon \hbar^{-1-\alpha-\beta} \int_{G_{\hbar}(\omega)} e^{\frac{i}{\hbar}(x_0-y_0)\psi_j(x_0,y_0,\eta)} \epsilon_{j\alpha\beta}(x_0,y_0,\eta) d\eta,$$

and

$$\Psi_j \sim \eta + \sum_{l \geq 1} h^l \mu_n^{l\delta} \Psi_{j,l}, \quad \Psi_{j,l} \in S^1.$$

(7.12)

Here, $U$ is the unitary operator in (7.11).

**Proof.** By Lemma 7.9, we need only to compute

$$\langle E(H(Q_1))(\omega)U^* \operatorname{Op}_h^W(\Xi(|\xi|))(-\partial_y)^\alpha \delta_{y_0}, U^* \operatorname{Op}_h^W(\Xi(|\xi|))(-\partial_x)^\beta \delta_{x_0}\rangle$$

for a given $\Xi \in C^\infty_c(\mathbb{R})$. We use again that

$$U^* = U_{rN_\delta}^* U_{rN_\delta}^* e^{-i\operatorname{Op}_h^W(g_{N_\delta})} U_{rN_\delta}^* U_{rN_\delta-1}^* U_{rN_\delta-1} \circ$$

$$U_{rN_\delta-1}^* e^{-i\operatorname{Op}_h^W(g_{N_\delta-1})} U_{rN_\delta-1} \cdots U_{r_1}^* e^{-i\operatorname{Op}_h^W(g_{0})} e^{-i\operatorname{Op}_h^W(g_{-1})}.$$

**Remark 7.11.** Recall that the number of products here is large, but independent of $h$. If, in our onion peeling argument, we peeled away layers of the form $2^{1-j-1} \leq |\theta| \leq 2^{-j}$ rather than $\mu_n^{-(j+1)\delta} \leq |\theta| \leq \mu_n^{-j\delta}$, then we would require $\sim |\log h|$ steps to obtain a constant coefficient operator. Not only would this require much finer control in each step of the gauge transform, but also unpeeling the onion would become substantially more complicated. In particular, this is why we cannot take $\delta = 0$.

By Lemma 5.24, for all $k = 1, \ldots, N_\delta$, there are $\{W_{j,k}\}_{j=1}^{\Upsilon_k} \subset \mathbb{R}^2_{(x,\xi)}$ open such that

$$\{(x_0, \xi) \in T^* \mathbb{R} | |\xi| \leq b\} \subset \bigcup_{j=1}^{\Upsilon_k} W_{j,k}.$$
and for all \( u \) with \( \WF_{r_j,h}(u) \subset W_{j,k} \), \( U_r^* e^{-i\Op^W_{r_j}(g_j)} U_{r_j} u \) takes the form (5.9) with \( t = h\mu^\delta \) and \( g = r_j \mu^\delta g_j \). Furthermore, there are \( \{ W_{j,0} \}_{j=1}^\Upsilon \) such that

\[
\{(x_0, \xi) \mid |\xi| \leq b\} \subset \bigcup_{j=1}^\Upsilon W_{j,0}
\]

and for all \( k = 1, \ldots, N_\delta \) and \( j = 1, \ldots, \Upsilon \) there is \( i_{k,j} \) such that

\[
\{(x_0, \xi) \mid \xi \in W_{j,0}\} \subset W_{i_{k,j}}.
\]

(7.13)

In addition, for all \( j = 1, \ldots, \Upsilon \), and \( u \) with \( \WF_h(u) \subset W_{j,0} \), \( e^{-i\Op^W_{h}(g_0)} u \) takes the form (5.9) with \( t = h\mu^\delta \) and \( g = \mu^\delta g_0 \).

Let \( \{ \tilde{P}_j \}_{j=1}^N \) be a partition of unity near \( \{(x_0, \xi) \mid |\xi| \leq b\} \) subordinate to \( \{ W_{j,0} \}_{j=1}^\Upsilon \). Then,

\[
\Op^W_h(\Xi(|\xi|))(\partial_x)^\beta \delta_{x_0} = \sum_{j=1}^N \Op^W_h(\Xi(|\xi|)\tilde{P}_j)(\partial_x)^\beta \delta_{x_0}.
\]

Let \( \tilde{P}_j \in C_\infty(\Upsilon_{j,0}) \) with \( \tilde{P}_j \equiv 1 \) on supp \( \tilde{P}_j \). Then, Lemmas 5.23 and 5.25 imply

\[
\WF_{h,\Upsilon \delta}(U_{r,N_\delta}^* U^* \Op^W_h(\Xi(|\xi|)\tilde{P}_j)(\partial_x)^\beta \delta_{x_0})
\subset \{(x, \xi) \mid x = 0, \xi \in \pi_\xi(\text{supp} \Xi(|\xi|)\tilde{P}_j)\}
\]

and

\[
\WF_{h,\Upsilon \delta}(U_{r,N_\delta}^* U^* \Op^W_h(\Xi(|\xi|)(1 - \tilde{P}_j))(\partial_x)^\beta \delta_{x_0})
\subset \{(x, \xi) \mid x = 0, \xi \in \pi_\xi(\text{supp} \Xi(|\xi|)(1 - \tilde{P}_j))\}.
\]

In particular, Lemma 7.9 implies

\[
\langle \mathbf{E}(\mathbf{H}(Q_1))(\omega) U^* \Op^W_h(\Xi(|\xi|)\tilde{P}_j) \delta_{x_0}, U^* \Op^W_h(\Xi(|\xi|)(1 - \tilde{P}_j))(\partial_x)^\beta \delta_{x_0} \rangle = O(h^\infty).
\]

We now analyze

\[
U^* \Op^W_h(\Xi(|\xi|)\tilde{P}_j)(\partial_x)^\beta \delta_{x_0}.
\]

To ease notation, we put

\[
\nu_{k,j} := U_{r_k}^* e^{-i\Op^W_{h}(g_k)} U_{r_k} \cdots U_{r_1}^* e^{-i\Op^W_{h}(g_0)} e^{-i\Op^W_{h}(g_{-1})} \Op^W_h(\Xi(|\xi|)\tilde{P}_j)(\partial_x)^\beta \delta_{x_0},
\]

\[
\tilde{\nu}_{k,j} := U_{r_k}^* e^{-i\Op^W_{h}(g_k)} U_{r_k} \cdots U_{r_1}^* e^{-i\Op^W_{h}(g_0)} e^{-i\Op^W_{h}(g_{-1})} \Op^W_h(\Xi(|\xi|)\tilde{P}_j)(\partial_x)^\beta \delta_{x_0}.
\]

Since \( g_{-1} \in S^{\text{incomp}} \), we have \( e^{-i\Op^W_{h}(g_{-1})} \in \Psi^0 \) and

\[
\WF_h(e^{-i\Op^W_{h}(g_{-1})} \Op^W_h(\Xi(|\xi|)\tilde{P}_j)(\partial_x)^\beta \delta_{x_0}) \subset U_{j,0}.
\]
Moreover, by Lemmas 5.23 and 5.25 together with (7.13), we may assume that $U_{r_j}^* e^{-i\text{Op}_W(g_j)}U_{r_j}$ takes the form (5.9) as described above.

By Lemma 5.24, since $g_{-1} \in S_{\text{phg},0}^{\text{mcomp}}$ and $g_0 \in \mu_\beta S_{\text{phg},0}^{\text{mcomp}}$, we have

$$v_{0,j}(x) = \frac{\hbar^{-\beta}}{(2\pi \hbar)^2} \int e^{\frac{i}{\hbar}(\varphi_{0,j}(h\mu^*_n, x, \eta)-y\eta+(y-x_0)\xi)} a_j(x, y, x_0, \eta, \xi) dy d\xi d\eta$$

with $a_j \in S_{\text{phg},0}^{\text{mcomp}}$. Now, observe that

$$\varphi_{0,j}(h\mu^*_n, x, \eta) \sim \langle x, \eta \rangle + \sum_{l=1}^{\infty} \frac{h^l \mu^l}{l!} \partial^l \varphi_0(0, x, \eta),$$

$$\partial^k \varphi_0 = g_0(x, \partial^k \varphi_0).$$

In particular, $\varphi_{0,j} \in S_{\text{phg},\delta}^1$.

Applying stationary phase in $(y, \eta)$, we obtain

$$v_{0,j}(x) = \frac{\hbar^{-\beta}}{(2\pi \hbar)^{1/2}} \int e^{\frac{i}{\hbar} \varphi_{0,j}(h\mu^*_n, x, \eta)-x_0 \eta)} a_{0,j}(x, \eta, x_0) d\eta$$

for some $a_{0,j} \in S_{\text{phg},\delta}^{\text{mcomp}}$. We claim that

$$v_{k,j}(x) = \frac{\hbar^{-\beta}}{(2\pi \hbar)^{1/2}} \int e^{\frac{i}{\hbar} \varphi_{k,j}(x, \eta_0)} a_{k,j}(x, \eta, x_0) d\eta$$

(7.14)

with $\varphi_{k,j} \in S_{\text{phg},\delta}^1$, $a_{k,j} \in S_{\text{phg},\delta}^{\text{mcomp}}$,

$$\varphi_{k,j}(x, \eta, x_0) \sim x_0 \eta + \sum_{l=1}^{\infty} h^l \mu^l \varphi_{k,j,l}(x, \eta, x_0), \quad |\partial^\alpha x_0 \partial^\beta \eta \partial^\gamma \varphi_{k,j,l}| \leq C_{k\alpha\beta\gamma} r_k, \quad \alpha \geq 1$$

(7.15)

and $\varphi_{k,j,l} \in C^\infty$ having bounded derivatives. Indeed, we have checked this for $k = 0$.

**Remark 7.12.** Observe that we claim in (7.14) that the integral kernel of $U_{r_N}^* U$ takes the form given by (7.14) with $k = N$. Indeed, $U_{r_N}^* U$ is ‘nearly’ a semiclassical Fourier integral operator with small parameter $hr_{N_0}$. The formal issue with this statement is that the phase function is not independent of $\hbar$.

Suppose (7.14) holds for some $k = 1, \ldots, N-1$. Then we compute

$$v_{N,j} = U_{r_N}^* e^{-i\text{Op}_W(g_N)} U_{r_N} U_{r_N}^* U_{r_{N-1}} v_{N-1,j}.$$ 

Observe that there is $\varphi_{N,j} \in S_{\text{phg},\delta}^1$ with $\varphi_{N,j}(h\mu^{-1}, x, \eta) = \langle x, \eta \rangle + O(h^{-1})L_\infty$ and

$$v_{N,j}(x) = \frac{\hbar^{-\beta}}{(2\pi \hbar)^2 r_{N-1}^{-1/2}} \int e^{\frac{i}{\hbar} \varphi_{N,j}(h\mu^*_n, x, \eta) + \frac{\pi}{r_{N-1}^{-1}} (-y\eta + \varphi_{N-1,j}(y, \xi, r_{N-1} x_0) - r_{N-1} x_0 \xi)}$$

$$\times a_{N,j}(x, \eta) \tilde{a}_{N-1,j}(y, x_0, \xi) dy d\eta d\xi$$
\[
\begin{align*}
\frac{1}{(2\pi h)^{r_k/2}} \int e^{\frac{i}{h} (\varphi_{N,j}(\mu^k_{r_k},x,\eta) + r_N \varphi_{N-1,j}(y,c,\xi,\mu_{r_N-1},x_0) - r_{N-1} x_0 \xi))} \\
\times \tilde{a}_{N,j}(\eta, x_0)d\eta.
\end{align*}
\]

In the last line we apply stationary phase in the \((y, \xi)\) variables to obtain \(\tilde{a}_{N,j}\). We then find, using the asymptotics (7.15), that the critical point \((y_c, \xi_c)\) solving
\[
\partial_\xi (-y\eta + \tilde{\varphi}_{N-1,j}(y, \xi, r_{N-1} x_0) - r_{N-1} x_0 \xi)|_{\xi = \xi_c} = 0
\]

satisfies
\[
y_c(x_0, \eta) \sim r_{N-1} x_0 + \sum_{l=1}^{\infty} h^l \mu_n^{l\delta} y_{c,l}(x_0, \eta),
\]
\[
\xi_c(x_0, \eta) = \eta + \sum_{l=1}^{\infty} h^l \mu_n^{l\delta} \xi_{c,l}(x_0, \eta)
\]

with \(y_{c,l}, \xi_{c,l} \in C^\infty\) and
\[
\left|\partial^\alpha_{x_0} \partial^\beta_\eta y_{c,l} \right| + \left|\partial^\alpha_{x_0} \partial^\beta_\xi \xi_{c,l} \right| \leq C_{\alpha\beta} r_{N-1}, \quad \alpha \geq 1. \quad (7.16)
\]

To see (7.16), observe that
\[
\begin{pmatrix}
\partial_{x_0} y_c \\
\partial_{x_0} \xi_c
\end{pmatrix} = \left( \begin{pmatrix}
\partial^2_{y\xi} \tilde{\varphi}_{N-1,j}(y_c, \xi_c, x_0) & \partial^2_{y\xi} \tilde{\varphi}_{N-1,j}(y_c, \xi_c, x_0) \\
\partial^2_{y\xi} \tilde{\varphi}_{N-1,j}(y_c, \xi_c, x_0) & \partial^2_{\xi\xi} \tilde{\varphi}_{N-1,j}(y_c, \xi_c, x_0)
\end{pmatrix} \right)^{-1} \times \begin{pmatrix}
-\partial^2_{x_0 y} \tilde{\varphi}_{N-1,j}(y_c, \xi_c, x_0) \\
\partial^2_{\xi\xi} \tilde{\varphi}_{N-1,j}(y_c, \xi_c, x_0)
\end{pmatrix},
\]

and hence (7.15) implies (7.16). Plugging the expression into the formula for \(v_{N,j}\) then completes the proof of the inductive step.

An identical analysis shows that
\[
\tilde{v}_{k,j}(x) = \frac{h^{-\beta}}{(2\pi h)^{r_k/2}} \int e^{\frac{i}{h} (\varphi_{k,j}(x,\eta,x_0) - r_k x_0 \eta)} \tilde{b}_{k,j}(x, \eta, x_0)d\eta,
\]

for some \(\tilde{b}_{k,j} \in S_{\text{phg},d}^{\text{mc}}\). Here, crucially, the same phase function \(\tilde{\varphi}_{k,j}\) appears as in \(v_{k,j}\).

Now, putting \(k_N = N_0\), we obtain
\[
(\mathbf{E}(\mathbf{H}(\mathbf{Q}_1)))(\omega) U^*(-\partial_\eta)\alpha \delta_{y_0}, U^*(-\partial_x)\beta \delta_{x_0})
\]
\[
= \sum_{j=1}^{T} \langle U_{r_k} \mathbf{E}(\mathbf{H}(\mathbf{Q}_1)) \rangle(\omega) U^*_{r_k} v_{k_N,j}, \tilde{v}_{k_N,j} \rangle + O(h^\infty)
\]
Here, the implicit constant depends on \( \alpha, \beta, N, a \) with \( \Psi \) setting by Proposition 4.9, \( H \) by \( y, \xi \), and \( \alpha, \beta \). Therefore, writing \( \Phi_j(x_0, y_0, \eta) \) for the phase at the critical point, we have \( \Phi_j(x_0, y_0, \eta) = r_{kn} (x_0 - y_0) \Psi_j(x_0, y_0, \eta) \) for some \( \Psi_j \in S^1_{\text{phg,} \delta} \) with \( \Psi_j = \eta + O(h^\delta) \).

In particular, this implies
\[
\left( \frac{\mathbf{E}(H(Q_1))}{(\omega)} \right)^* (\partial_y)^\alpha \delta_{y_0} + (\partial_x)^\beta \delta_{x_0} = \sum_{j=1}^\infty \frac{h^{-1-\alpha-\beta}}{2\pi h} \int_{G_h(\omega)} e^{\frac{h}{2}(x_0 - y_0)\Psi_j(x_0, y_0, \eta)} e_j(x_0, y_0, \eta) d\eta,
\]
with \( \Psi_j \) and \( e_j \) as claimed.

Now that we have obtained an asymptotic expansion for the spectral projector of \( H(Q_1) \), we pass to \( H(Q) \). First, observe that Lemma 7.10 implies that the assumptions (4.7) hold for all \( \alpha, \beta, N \) and \( \omega \in [a + \epsilon, b - \epsilon] \), with \( T(h) = O(h^{-N}) \). Therefore, by Proposition 4.9,
\[
\partial_x^\alpha \partial_y^\beta \mathbf{E}(H(Q_0))(x, y, \omega) - \partial_x^\alpha \partial_y^\beta \mathbf{E}(H(Q_1))(x, y, \omega) = O(\mu_n^{-N+|\alpha|+|\beta|}).
\]
Here, the implicit constant depends on \( \alpha, \beta, N, a, b \) but not on \( h, n, x, y, \) and \( \omega \).

Now, using Lemma 7.10, we have for \( h \in [\mu_n^{-1}, \mu_n^{-1}] \),
\[
\partial_x^\alpha \partial_y^\beta \mathbf{E}(H(Q_0))(x_0, x_0, 1) = C_{0,\alpha,\beta,n}(x_0) h^{-1-\alpha-\beta} \sum_{k=1}^K c_{k,n,\alpha,\beta}(x_0) h^k + O(\mu_n^{-N}), \tag{7.17}
\]
\[
|c_{k,n,\alpha,\beta}| \leq C_{k\alpha\beta} \mu_n^k.
\]
By [PS16, Lemma 3.6] Theorem 1.24 holds for \( x \) in any bounded set.

Next, we prove Theorem 1.25. When \( |x_0 - y_0| > 0 \), using (7.12), we have \( |\partial_{\eta} \Psi(x_0 - y_0)| > c|x_0 - y_0| > 0 \). Therefore, we can integrate by parts using \( L = h \frac{D_{y_0}}{x_0 - y_0} \partial_{\eta} \Psi \) and setting
\[
G_{h, \pm}(\omega) := \pm \sup \{ \eta \in \mathbb{R} : \pm \eta \in G_h(\omega) \} \sim \pm \omega + \sum_{j \geq 1} g_{\pm, j}(\omega) h^j \mu_n^j,
\]
to obtain
\[ \hbar^{-1} \int_{G_n(\omega)} e^{i \frac{\hbar}{k}(x_0-y_0)\Psi(x_0,y_0,\eta)} e_j(x_0,y_0,\eta) \]
\[ = \frac{1}{x_0-y_0} \left[ \left( e^{i \frac{\hbar}{k}(x_0-y_0)\Psi(x_0,y_0,\eta)} \right)_{\eta=G_n,+} \right]_{\eta=G_n,-} - \int_{G_n(\omega)} e^{i \frac{\hbar}{k}(x_0-y_0)\Psi(x_0,y_0,\eta)} D_\eta \left( \frac{e_j(x_0,y_0,\eta)}{\partial \eta} \right) d\eta. \]

Repeating this process and using that \(|\partial_\eta \Psi| > c > 0\), we obtain for \(|x_0 - y_0| \gg \hbar\), that there are \(c_{k,n,\alpha,\beta,\pm}(x_0, y_0)\) satisfying

\[ |c_{k,n,\alpha,\beta,\pm}| \leq C_{k\alpha\beta}|x_0 - y_0|^{-\alpha - \beta} \mu_n^k \]

such that

\[ \partial_\alpha \partial_\beta \mathbf{E}(\mathbf{H}(\mathbf{Q}_0))(x_0, y_0, \omega) = e^{i \frac{\hbar}{k}(x_0-y_0)\tilde{\Psi}_{+,+}(x_0,y_0)} h^{-\alpha - \beta} \left( \sum_{k=0}^{K} c_{k,\alpha,\beta,n,+}(x_0, y_0)(x_0 - y_0)^{-k-1} h^k \right) \]
\[ + e^{i \frac{\hbar}{k}(x_0-y_0)} h^{-\alpha - \beta} \left( \sum_{k=0}^{K} c_{k,\alpha,\beta,n,-}(x_0, y_0)(x_0 - y_0)^{-k-1} h^k \right) \]
\[ + O(\mu_n^{-N+\alpha+\beta}), \quad (7.18) \]

where \(\tilde{\Psi}_{\pm} = (x_0 - y_0)\tilde{\Psi}(x_0, y_0, G_{\pm,\h}(\omega)) \in \mathcal{S}_{\text{phg},\delta}^0\) satisfies

\[ \tilde{\Psi}_{\pm,n} \sim \pm(x_0 - y_0)\omega + (x_0 - y_0) h \mu_n^\delta \tilde{\Psi}_{1,\pm,n} + (x_0 - y_0) h^2 \mu_n^{2\delta} \sum_{j=0}^{\infty} h^j \mu_n^{j\delta} \tilde{\Psi}_{j+2,\pm,n}. \]

Now,

\[ e^{i \frac{\hbar}{k}\tilde{\Psi}_{\pm,n}} = e^{i \frac{\hbar}{k}(x_0-y_0)\omega} e^{i (x_0-y_0)\mu_n^\delta \tilde{\Psi}_{1,\pm,n}} \sum_{j=0}^{J-1} \left( h(x_0 - y_0) \mu_n^{2\delta} \right)^j \tilde{\Psi}_{j,\pm,n} + O((x_0 - y_0) h^J h^2 \mu_n^{J+2\delta}), \]

where \(\Psi_{j,\pm,n}'\) can be calculated from \(\Psi_{j,\pm,n}\).

Therefore, since \(\delta < \frac{1}{2}\), we may take \(J\) large enough so that \(h^J \mu_n^{2J+2} = O(\mu_n^{-N})\), and hence we have

\[ \partial_\alpha \partial_\beta \mathbf{E}(\mathbf{H}(\mathbf{Q}_0))(x_0, y_0, \omega) = e^{i \frac{\hbar}{k}(x_0-y_0)\omega} h^{-\alpha - \beta} \left( \sum_{k=0}^{K} \tilde{c}_{k,\alpha,\beta,n,+}(x_0, y_0)(x_0 - y_0)^{-k-1} h^k \right) \]
\[ + e^{i \frac{\hbar}{k}(x_0-y_0)\omega} h^{-\alpha - \beta} \left( \sum_{\ell=0}^{K} \tilde{c}_{\ell,\alpha,\beta,n,-}(x_0, y_0)(x_0 - y_0)^{-\ell-1} h^\ell \right) \]
\[ + O(\mu_n^{-N+\alpha+\beta}). \quad (7.19) \]
with

$$|\tilde{c}_{k,n,\alpha,\beta,\pm}| \leq C_{k\alpha\beta}|x_0 - y_0|^{-|\alpha| - |\beta|} \mu_n^{2k\delta}.$$ 

Now, since $2\delta < \delta'$ and $|x_0 - y_0| \geq \hbar^{1-\delta'}$, we may apply Lemma 3.5 together with Lemma A.1 to complete the proof of Theorem 1.25 for $x$ and $y$ in a bounded set with $|x - y| \geq \hbar^{1-\delta'}$.

**Remark 7.13.** Although we have Lemma 7.10 uniformly for $(x, y)$ in any compact subset of $\mathbb{R}^2$, since we do not know that the integrand there is close for $n$ and $n+1$, we are not able to glue our asymptotics using an analogue of Lemma 3.5 to obtain a single integral formula for all $(x, y, \hbar)$.

### 7.4 Uniformity in $x$.

It is easy to check that for any $N > 0$ there is $K > 0$ such that all the constants in the $O(\hbar^N)$ remainders above depend only on $\|Q_0\|_{\text{Diff}_K^1}$.

Now, let $T_s u(x) = u(x + s)$ so that $T_s^* u(x) = u(x - s)$. Then, $T_s$ is unitary and, with $Q_s := T_s Q_0 T_s^*$,

$$\|Q_s\|_{\text{Diff}_K^1} = \|Q_0\|_{\text{Diff}_K^1}.$$ 

Note that

$$E(H(Q_0))(s, y + s, \omega) = \langle 1_{(-\infty, \omega^2]}(H(Q_0))\delta_s, \delta_{y+s} \rangle$$

$$= \langle 1_{(-\infty, \omega^2]}(H(Q_s))\delta_0, \delta_y \rangle.$$ 

Thus, since $Q_s$ is bounded in $\text{Diff}_K^1$, Theorems 1.24 and 1.25 hold uniformly for all $x \in \mathbb{R}$ and $y \in B(x, R)$.

### 7.5 Derivatives in $\omega$.

**Lemma 7.14.** For all $\alpha, \beta \in \mathbb{N}$, there is $f_{\alpha,\beta}$ such that

$$\partial^\alpha_x \partial^\beta_y E(H(Q_0))(x, y, \omega) = f_{\alpha,\beta}(x, y, \omega) + O(\hbar^\infty)$$

and

$$|\partial^\ell_\omega f_{\alpha,\beta}(x, y, \omega)| \leq C_{\alpha,\beta,\ell} \hbar^{-\alpha - \beta - \ell} |x - y|^\ell, \quad \ell \geq 1.$$ 

**Remark 7.15.** A more careful analysis of the gluing argument used to obtain our main theorems [PS16, Lemma 3.6] shows that in fact $f_{\alpha,\beta}$ has a full asymptotic expansion in powers of $\hbar$ and this expansion can be differentiated in $\omega$.

**Proof.** It is easy to see from Lemma 7.10 that

$$\partial^\alpha_x \partial^\beta_y \partial^\ell_\omega E(H(\tilde{Q}_2))(x, y, \omega)$$

$$= \sum_{\pm} \sum_{j=1}^T \hbar^{-1-\alpha-\beta} \partial^\ell_\omega \left( e^{\frac{i}{\hbar} (x_0 - y_0) \Psi_j (x_0, y_0, \eta_{\pm}(\omega))} e^{i\alpha,\beta}(x_0, y_0, \eta_{\pm}(\omega)) \right),$$
where $\eta_{\pm}(\omega)$ are the two smooth solutions of $|\eta_{\pm}(\omega)|^2 + h\tilde{q}_2(\eta_{\pm}(\omega)) = \omega^2$, with $\tilde{q}_2$ as in (7.8). In particular,

$$\eta_{\pm} \sim \pm \omega + \sum_j h^j \mu_n^{-j\delta} \eta_{\pm,j}(\omega).$$

Since

$$\partial_x^\ell \partial_y^\ell E(H(\tilde{Q}_2))(x, y, \omega) = \partial_x^\ell \partial_y^\ell E(H(Q_0))(x, y, \omega) + O(h^\infty),$$

this implies that

$$\partial_x^\ell \partial_y^\ell E(H(Q_0))(x, y, \omega) = f_{\alpha,\beta}(x, y, \omega) + O(h^\infty),$$

where

$$|\partial_\omega^\ell f_{\alpha,\beta}(x, y, \omega)| \leq C_{\alpha\beta\ell} h^{-\alpha-\beta-\ell}|x-y|^\ell, \quad \ell \geq 1. \quad \square$$

### 8 Consequences of the main theorem

In this section, we discuss a few consequences of our main theorem. Our first corollary is a direct consequence of Theorem 1.24.

**Corollary 8.1.** Let $Q_0 \in \text{Diff}^1$ and let $\{u_{\lambda, h}\}_{\alpha \in A(h)}$ be an orthonormal system of $L^2(\mathbb{R})$-normalized eigenfunctions of $H(Q_0)$ with eigenvalues $\lambda_\alpha^2 = \lambda_\alpha^2(h)$; i.e.

$$(H(Q_0) - \lambda_\alpha^2)u_{\lambda, h} = 0, \quad \langle u_{\lambda, h}, u_{\lambda, h} \rangle = \delta_{\alpha,\beta}.$$  

Then, for any $a \in (0, \infty)$ and $N > 0$, there is $C_N$ such that

$$\sup_{x \in \mathbb{R}} \sum_{\lambda_\alpha \in [a, a+\zeta]} |u_{\lambda, h}(x)|^2 \leq C_N h^{-1+N}(\zeta h)^{-N}.$$

**Proof.** Let

$$\Lambda([a, a+\zeta]) := \text{Span}\{u_{\lambda, h} : \lambda_\alpha \in [a, a+\zeta]\},$$

and $\Pi_\Lambda : L^2(\mathbb{R}) \rightarrow \Lambda([a, a+\zeta])$ denote the orthogonal projector onto $\Lambda([a, a+\zeta])$. Then

$$\Pi_\Lambda = \left(E(H(Q_0))(a + \zeta) - E(H(Q_0))(a - \zeta)\right)\Pi_\Lambda$$

$$= \Pi_\Lambda \left(E(H(Q_0))(a + \zeta) - E(H(Q_0))(a - \zeta)\right).$$

In particular,

$$E(H(Q_0))(a + \zeta) - E(H(Q_0))(a - \zeta) - \Pi_\Lambda$$
is an orthogonal projector and thus a positive operator. Letting $\Pi_\Lambda(x, y)$ denote the integral kernel of $\Pi_\Lambda$, we then have
\[ \sum_{\lambda_\alpha \in [a, a + \zeta]} |u_{\lambda_\alpha}(x)|^2 = \Pi_\Lambda(x, x) \leq \mathbf{E}(H(Q_0))(x, x, a + \zeta) - \mathbf{E}(H(Q_0))(x, x, a - \zeta). \]
Next, by Lemma 7.14 with $\alpha = \beta = 0$,
\[ \mathbf{E}(H(Q_0))(x, y, \omega) = f(x, y, \omega) + O(h^\infty) \]
with
\[ |\partial_\omega^\ell f(x, y, \omega)| \leq C_\ell h^{-\ell}, \quad \ell \geq 1. \]
In particular, by the mean value theorem, for all $N > 0$, there is $C_N > 0$ such that
\[ |\mathbf{E}(H(Q_0))(x, x, a + \zeta) - \mathbf{E}(H(Q_0))(x, x, a - \zeta)| \leq 2 \sup_{\omega \in [a - \zeta, a + \zeta]} |\partial_\omega f_{0,0}(x, x, \omega)||\zeta| + C_N h^{N-1} \]
\[ \leq C h^{-1}(|\zeta| + C_N h^N) \leq C_N h^{-1+N}(\zeta h^{-N}). \]

Our next corollary concerns the growth of solutions to
\[ (H(Q_0) - \omega^2)u_{\omega, h} = 0, \quad Q_0 = V^1 hD_x + hD_x V^1 + V^0 \quad (8.1) \]
that may or may not lie in $L^2$. We first define the energy density at $x$ of $u_h$ by
\[ ED(u_{\omega, h})(x) = |u_{\omega, h}(x)|^2 + h^2 \omega^{-2} |\partial_x u_{\omega, h}(x)|^2. \]
From now on, we write $u_{\omega, h} = u_{\omega}$, leaving the dependence on $h$ implicit.

We start by considering the case where $Q \in \text{Diff}^0$, studying solutions to
\[ (h^2 D_x^2 + hV^0 - \omega^2)u_{\omega} = 0. \quad (8.2) \]
Our first estimate gives a basic understanding of how fast the energy of a solution may change from one point to another

**Lemma 8.2.** Suppose that $V^0 \in L^\infty(\mathbb{R}; \mathbb{R})$. Then for any $u_{\omega}$ solving (8.2) and $a, b \in \mathbb{R}$, we have
\[ ED(u_{\omega})(b) \leq e^{\|V^0\|_{L^\infty} |a-b|/\omega} ED(u_{\omega})(a). \]
**Proof.** Observe that
\[ \omega^{-1} hD_x \begin{pmatrix} u_{\omega} \\ \omega^{-1} hD_x u_{\omega} \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 1 - \omega^{-2} hV^0(x) & 0 \end{pmatrix} \begin{pmatrix} u_{\omega} \\ \omega^{-1} hD_x u_{\omega} \end{pmatrix} =: A(x) \begin{pmatrix} u_{\omega} \\ \omega^{-1} hD_x u_{\omega} \end{pmatrix}, \]
Therefore,
\[
\hbar \partial_x E D(u_\omega)(x) = \hbar \partial_x \left\langle \begin{pmatrix} u_\omega \\ \omega^{-1} \hbar D_x u_\omega \end{pmatrix}, \begin{pmatrix} u_\omega \\ \omega^{-1} \hbar D_x u_\omega \end{pmatrix} \right\rangle 
\]
\[
= 2\omega \left\langle 3A(x) \begin{pmatrix} u_\omega \\ \omega^{-1} \hbar D_x u_\omega \end{pmatrix}, \begin{pmatrix} u_\omega \\ \omega^{-1} \hbar D_x u_\omega \end{pmatrix} \right\rangle.
\]
Now,
\[
\|3A(x)\| = \left\| \frac{\hbar \omega^2}{2i} \begin{pmatrix} 0 & V^0(x) \\ -V^0(x) & 0 \end{pmatrix} \right\| \leq \frac{\hbar}{2\omega^2} \|V^0\|_{L^\infty}.
\]
In particular,
\[
\partial_x E D(u_\omega)(x) \leq \omega^{-1} \|V^0\|_{L^\infty} E D(u_\omega)(x),
\]
and hence, by Grönwall’s inequality,
\[
E D(u_\omega)(b) \leq e^{\|V^0\|_{L^\infty} |a-b|/\omega} E D(u_\omega)(a).
\]

Our next lemma allows us to glue solutions of (8.2) together.

Lemma 8.3. Suppose that \(V^0_L, V^0_R \in L^\infty\), supp \(V^0_L \subset (-\infty, 0)\), and supp \(V^0_R \subset (0, \infty)\), and that \(u^L_\omega, u^R_\omega\) are real valued and solve (8.2) with \(V^0 = V^0_L\) or \(V^0 = V^0_R\) respectively. Then there is \(0 \leq s < 2\pi \hbar/\omega\) such that, putting

\[
V^0(x) = \begin{cases} V^0_L(x) & x \leq 0, \\
0 & 0 < x < s, \\
V^0_R(x - s) & s \leq x,
\end{cases}
\]

there is a solution, \(v_\omega : \mathbb{R} \to \mathbb{R}\), to

\[
(h^2 D^2 + h^2 V^0 - \omega^2)v_\omega = 0
\]

with

\[
v_\omega(x) = \begin{cases} \sqrt{E D(u^L_\omega)(0)} u^L_\omega(x) & x \leq 0, \\
\sqrt{E D(u^R_\omega)(0)} u^R_\omega(x - s) & s < x.
\end{cases}
\]

Proof. Since \(V^0_L \equiv 0\) on \([0, \infty)\), we have that

\[
u^L_\omega(x) = ((A^L + iB^L)e^{ix\omega/\hbar} + (A^L - iB^L)e^{-ix\omega/\hbar}), \quad x \geq 0,
\]

with \(A^L, B^L \in \mathbb{R}, |A^L|^2 + |B^L|^2 = E D(u^L_\omega)(0)\). Similarly,

\[
u^R_\omega(x) = ((A^R + iB^R)e^{ix\omega/\hbar} + (A^R - iB^R)e^{-ix\omega/\hbar}), \quad x \leq 0
\]

with \(|A^R|^2 + |B^R|^2 = E D(u^R_\omega)(0)\).
To complete the proof, we need only find $0 \leq s < 2\pi \hbar/\omega$ such that
\begin{align}
\sqrt{(|A|^2 + |B|^2)(A^R + iB^R)e^{-i\omega/\hbar}} &= \sqrt{(|A|^2 + |B|^2)(A + iB)}, \\
\sqrt{(|A|^2 + |B|^2)(A^R - iB^R)e^{i\omega/\hbar}} &= \sqrt{(|A|^2 + |B|^2)(A - iB)}.
\end{align}

Since the absolute values of the left and right hand sides above agree, it is easy to see that there is $s \in [0, 2\pi \hbar/\omega)$ such that (8.3) holds. But then (8.4) also holds by taking the conjugate of both sides. \hfill \square

**Lemma 8.4.** For all $N$ there is $c_N > 0$ and $h_0 > 0$ such that for all $0 < \hbar < h_0$, all $0 < |a - b| < c Nh^{-N}$, and all solutions, $u_\omega$, to (8.2) we have
\[ e^{-\omega^{-1}\|V^0\|_{L^\infty} - \hbar^N} ED(u_\omega)(b) \leq ED(u_\omega)(a) \leq e^{\omega^{-1}\|V^0\|_{L^\infty} + \hbar^N} ED(u_\omega)(b). \]

**Proof.** The proof is trivial if $ED(u_\omega)(b) = 0$ since then $u_\omega \equiv 0$. Therefore, we may assume $ED(u_\omega)(b) \neq 0$.

Suppose that
\[ \frac{ED(u_\omega)(a)}{ED(u_\omega)(b)} > (1 + \frac{1}{\beta}) e^{2\|V^0\|_{L^\infty} / \omega}, \quad \beta := \frac{1}{e^{\omega^{-1}\|V^0\|_{L^\infty} + \hbar^N} - 1}. \]

Let $\chi \in C_c^\infty(\mathbb{R})$ with $\chi \equiv 1$ on $[a, b]$, supp$\chi \subset (a - 1, b + 1)$, and put $\tilde{V}_0(x) := \chi(x)V^0(x)$. Let $f_\omega$ be real valued and solve
\[ (-\hbar^2 D^2 + \hbar \tilde{V}_0 - \omega^2)f_\omega = 0, \quad f_\omega(a) = u_\omega(a), \quad \partial_x f_\omega(a) = \partial_x u_\omega(a). \]

Then, by Lemma 8.2 together with (8.5),
\[ \frac{ED(f_\omega)(a - 1)}{ED(f_\omega)(b + 1)} \geq 1 + \frac{1}{\beta} = e^{\omega^{-1}\|V^0\|_{L^\infty} + \hbar^N}. \]

Next, by Lemma 8.3, there is $s \in [0, 2\pi \hbar/\omega)$ such that
\[ \sqrt{ED(f_\omega)(a - 1)} \begin{pmatrix} f_\omega(b + 1 + s) \\ \partial_x f_\omega(b + 1 + s) \end{pmatrix} = \sqrt{ED(f_\omega)(b + 1)} \begin{pmatrix} f_\omega(a - 1) \\ \partial_x f_\omega(a - 1) \end{pmatrix}. \]

Therefore, putting
\[ F_+(x) = f_\omega(x)1_{(-\infty, b+1+s)}(x) \]
\[ + \sum_{k \geq 1} \left[ \frac{ED(f_\omega)(b+1)}{ED(f_\omega)(a-1)} \right]^{\frac{1}{2}} (f_\omega1_{(a-1,b+1+s)})(x - k(b - a + 2 + s)), \]
we have
\[ (\hbar^2 D^2 + \hbar^2 V_+ - \omega^2)F_+(x) = 0, \quad V_+(x) = \sum_{k \geq 0} V^0(x - k(b - a + 2 + s)). \]

Notice that $F_+$ is a linear combination of shifted pieces of $f_\omega$. 
Similarly, letting $F_+(x) = F_+(-x)$, $F_+$ solves
\[(h^2D^2 + h^2V_+(-x) - \omega^2)F_+ = 0,\]
and hence, we may find $s_- \in [0, 2\pi h/\omega)$ such that
\[
\sqrt{ED(F_+)(a - 1)} \left( \frac{F_-(a - 1)}{\partial x F_-(a - 1)} \right) \left( \frac{F_+(a + 1 + s_-)}{\partial x F_+(a - 1)} \right).
\]

In particular, letting
\[
V = V_+(x)1_{(a - 1, \infty)} + V_+(-x + s_-)1_{(-\infty, a - 1]}(x),
\]
\[
F = F_+1_{(a - 1, \infty)} + F_-(x + s_-)1_{(-\infty, a - 1]}(x),
\]
we have that
\[(h^2D^2 + h^2V - \omega^2)F = 0\]
and
\[
\|F\|^2_{L^2} = \|F_+\|^2_{L^2(a - 1, \infty)} + \|F_-\|^2_{L^2(-\infty, a + 1 + s_-)}.
\]

Now,
\[
\|F_+\|^2_{L^2(a - 1, \infty)} = \sum_{k = 0}^{\infty} \|f_\omega\|^2_{L^2(a - 1, b + 1 + s)} \left[ \frac{ED(f_\omega)(b + 1)}{ED(f_\omega)(a - 1)} \right]^k \leq \beta \|f_\omega\|^2_{L^2(a - 1, b + 1 + s)}
\]
and
\[
\|F_-\|^2_{L^2(-\infty, a + 1 + s_-)} = \|F_+\|^2_{L^2(-\infty, a + 1)} + \|F_-\|^2_{L^2(-a + 1, a + 1 + s_-)}
\]
\[
= \|F_+\|^2_{L^2(a - 1, \infty)} + \|F_-\|^2_{L^2(-a + 1, a + 1 + s_-)}
\]
\[
\leq \beta \|f_\omega\|^2_{L^2(a - 1, b + 1 + s)} + \frac{2\pi h}{\omega} ED(f_\omega)(a - 1)
\]
\[
\leq \beta \|f_\omega\|^2_{L^2(a - 1, b + 1 + s)} + \frac{2\pi h}{\omega} \int_a^{a + 1} ED(f_\omega)(s) e^{\omega - 1} \|V^0\|_{L^\infty} |s - a + 1| ds
\]
\[
\leq \beta \|f_\omega\|^2_{L^2(a - 1, b + 1 + s)} + hC_\omega e^{\omega - 1} \|V^0\|_{L^\infty} \|f_\omega\|^2_{L^2(a - 1, b + 1 + s)}.
\]
Therefore,
\[
(b + 2\pi h/\omega + 2 - a)^{-1} \|f_\omega\|^2_{L^2(a - 1, b + 1 + s)} \leq \|F\|^2_{L^\infty}
\]
\[
\leq C_N h^{3N} (2\beta + C_\omega h e^{\omega - 1} \|V^0\|_{L^\infty}) \|f_\omega\|^2_{L^2(a - 1, b + 1 + s)}.
\]
Finally, the fact that $|b - a + 3| \geq c_N h^{-2N}$. The argument for $\frac{ED(u_\omega)(a)}{ED(u_\omega)(b)} < (1 - \frac{1}{1 + \delta})e^{-2\omega^{-1}\|V\|_{L^\infty}}$ is identical.

We now extend the results of Lemma 8.4 to the case of non-zero $V^1$ i.e. perturbations which have a first order term.

**Theorem 8.5.** For all $N > 0$, there are $c_N > 0$, such that for $0 < h < 1$, $\|V^1\|_{L^\infty} \leq \frac{1}{4} \omega h^{-1}$, $u_\omega$ any solution to (8.2), and $|a - b| < c_N h^{-N}$, we have

$$ED(u_\omega)(b)e^{-\omega^{-1}(\|V^0\|_{L^\infty} + 4h\|V^1\|_{L^\infty} + h\|V^1\|_{L^\infty}^2) - h^N} \leq ED(u_\omega)(a) \leq e^{\omega^{-1}(\|V^0\|_{L^\infty} + 4h\|V^1\|_{L^\infty} + h\|V^1\|_{L^\infty}^2) + h^N} ED(u_\omega)(b).$$

**Proof.** Suppose that $u_\omega$ solves (8.1). Then $v = e^{-i\int_0^s V^1(s)ds} u_\omega$ solves (8.2) with $V^0$ replaced by $V^0 - h(V^1)^2$. Since $V^0$ and $V^1$ are real valued, $\Re v$ and $\Im v$ solve the same equation as $v$. In particular, by Lemma 8.4,

$$e^{-\omega^{-1}(\|V^0\|_{L^\infty} + h\|V^1\|_{L^\infty}^2) - h^N} ED(\Re v)(b) \leq ED(\Re v)(a) \leq e^{-\omega^{-1}(\|V^0\|_{L^\infty} + h\|V^1\|_{L^\infty}^2) + h^N} ED(\Re v)(b),$$

$$e^{-\omega^{-1}(\|V^0\|_{L^\infty} + h\|V^1\|_{L^\infty}^2) - h^N} ED(\Im v)(b) \leq ED(\Im v)(a) \leq e^{-\omega^{-1}(\|V^0\|_{L^\infty} + h\|V^1\|_{L^\infty}^2) + h^N} ED(\Im v)(b).$$

From this, it easily follows that

$$e^{-\omega^{-1}(\|V^0\|_{L^\infty} + h\|V^1\|_{L^\infty}^2) - h^N} ED(v)(b) \leq ED(v)(a) \leq e^{-\omega^{-1}(\|V^0\|_{L^\infty} + h\|V^1\|_{L^\infty}^2) + h^N} ED(v)(b).$$

Next, observe that since $h\omega^{-1}\|V^1\|_{L^\infty} \leq \varepsilon \leq \frac{1}{4}$, we have

$$(1 - \frac{5}{4} h\omega^{-1}\|V^1\|_{L^\infty})ED(v)(x) \leq (1 - h^2\omega^{-2}\|V^1\|_{L^\infty}^2 - h\omega^{-1}\|V^1\|_{L^\infty})ED(v)(x) \leq ED(v)(x) \leq (1 + h^2\omega^{-2}\|V^1\|_{L^\infty}^2 + h\omega^{-1}\|V^1\|_{L^\infty})ED(v)(x) \leq (1 + \frac{5}{4} h\omega^{-1}\|V^1\|_{L^\infty})ED(v)(x).$$

Finally, the fact that

$$\frac{1 + s}{1 - s} \leq e^{2s}, 0 < s < 1/2, \quad (s := \frac{5}{4} h\omega^{-1}\|V^1\|_{L^\infty})$$

complete the proof. \(\Box\)
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Appendix A: Apriori computation of the first asymptotic terms

Lemma A.1. For $j = 0, 1$ let $V_j \in \text{Diff}^0$ and define $Q := V^1 hD_x + hD_x V^1 + V^0 \in \text{Diff}^1$. Let $0 < a < b$. Then, for all $K \Subset \mathbb{R}$, $\varepsilon > 0$, there is $h_\varepsilon > 0$ such that for all $x, y \in K$ with $|x - y| \geq h_\varepsilon$, $0 < h < h_\varepsilon$ and $\omega \in [a, b]$,

$$
\left| E(H(Q))(\omega; x, x) - \frac{\omega}{\pi h} \right| \leq C h^{-3/4}, \quad \left| E(H(Q))(\omega; x, y) - \sin(\omega |x - y| / h) / \pi |x - y| \right| \leq \varepsilon.
$$

Remark A.2. When $V^0 = h \tilde{V}_0$ with $\tilde{V}_0 \in C_c^{\infty}$ and $V^1 \in C_c^{\infty}$, Lemma A.1 is well known and can be recovered e.g. from [PS83, Vai83, Vai84, Vai85]. The semiclassical version, when $V_j$ have compact support, can be obtained from well known formulae in scattering theory (see e.g. [DZ19, Lemma 3.6]). However, when $V_j$ are only $C_c^{\infty}$, we are not aware of an appropriate reference for these formulae. Here, we use Proposition 4.9 to obtain these formulae from those for compactly supported perturbations.

Proof. Let $\varepsilon > 0$, and $X \in C_c^{\infty}((-2, 2))$ with $X \equiv 1$ on $[-1, 1]$. Then, define $X_\varepsilon(x) = X(\varepsilon x)$ and

$$
H_\varepsilon := H(Q_\varepsilon), \quad Q_\varepsilon := X_\varepsilon V^1 hD_x + hD_x (X_\varepsilon V^1) + X_\varepsilon V^0.
$$
Then, by e.g. [Gal22, Vai84, PS83], (see [Gal22, (6.5)], and note that the gauge transform procedure in that paper is unnecessary, since the perturbation is compactly supported)

\[ E(H_\varepsilon)(x, y, \omega) = \left\langle \frac{1}{2\pi \hbar} \int_{-\infty}^{\omega} \int \mathbf{\hat{r}}(t) X_1 e^{i/\hbar t(\mu - H_\varepsilon)} \Xi(hD) \, dt \, d\mu \, \delta_y, \delta_x \right\rangle, \]

where \( X_1 \in C^\infty_c(\mathbb{R}) \) with \( X_1 \equiv 1 \) on \( \pi_L(\mathcal{K}) \cup \pi_R(\mathcal{K}) \), with \( \pi_L/R : \mathbb{R}^2 \to \mathbb{R} \) the natural projections and \( \Xi \in C^\infty_c(\mathbb{R}) \) with \( \Xi \equiv 1 \) on \([ -3b, 3b] \), and \( \mathbf{r} \in C^\infty_c \) with \( \mathbf{r} \equiv 1 \) on \( |t| \leq 2 \text{diam}(\pi_L(\mathcal{K}) \cup \pi_R(\mathcal{K})) \). For any \( T > 0 \) and \( |t| \leq T \) we have that the kernel of \( X_1 e^{-i/\hbar t(H_\varepsilon)} \Xi(hD) X_1 \) is given by

\[ \frac{1}{2\pi \hbar} \int e^{i/\hbar ((x-y)\xi + t|\xi|^2)} a_\varepsilon(t, x, y, \xi) \, d\xi, \]

where \( a_\varepsilon \in S^{\text{comp}}_{\text{phg}, 0} \), \( a_\varepsilon(0, x, y, \xi) = X_1(x) X_1(y) \Xi(\xi) \).

We start by computing \( E(H(Q_\varepsilon))(x, x, \omega) \) for any \( x \in \mathcal{K} \). Let \( f \in C^\infty_c((-2, 2)) \) with \( f \equiv 1 \) near \([-1, 1]\). Then, for \( h^{1/2} < \omega < 3b \), we have

\[
\partial_\omega E(H(Q_\varepsilon))(x, x, \omega) = \frac{2\omega}{(2\pi \hbar)^2} \int \mathbf{\hat{r}}(t) e^{i/\hbar t(\omega^2 - |\xi|^2)} a_\varepsilon(t, x, x, \xi) \, d\xi \, dt \\
= \frac{2\omega^2}{(2\pi \hbar)^2} \int \mathbf{\hat{r}}(t) e^{i/\hbar t(1 - |\eta|^2)} a_\varepsilon(t, x, x, \omega \eta) \, d\eta \, dt \\
= \frac{2\omega^2}{(2\pi \hbar)^2} \int \mathbf{\hat{r}}(t) e^{i/\hbar t(1 - |\eta|^2)} a_\varepsilon(t, x, x, \omega \eta) f(\eta) \, d\eta \, dt + O(h^{-1}(\hbar \omega^{-2})^\infty).
\]

Performing stationary phase in \((t, \eta)\), we obtain

\[
\partial_\omega E(H_\varepsilon)(x, x, \omega) \sim \frac{1}{\pi \hbar} + \sum_{j \geq 0} c_{\varepsilon, j}(x, \omega) \hbar^j \omega^{-2(j+1)} + O(h^{-1}(\hbar \omega^{-2})^\infty),
\]

\( h^{1/2} \leq \omega \leq 3b. \) \hspace{1cm} (A.1)

Next, we estimate \( E(H(Q_\varepsilon))(x, x, Mh^{1/2}) \). We have

\[
E(H(Q_\varepsilon))(x, x, Mh^{1/2}) = \frac{1}{(2\pi \hbar)^2} \int_{-\infty}^{3b} \int \mathbf{\hat{r}}(t) e^{i/\hbar t(\mu - |\xi|^2)} a_\varepsilon(t, x, x, \xi) \, d\xi \, dt \, d\mu.
\]

Integration by parts in \( t \) then shows that

\[
|E(H(Q_\varepsilon))(x, x, Mh^{1/2})| \leq C_N \hbar^{-2} \int_{-\infty}^{Mh^{1/2}} \int_{-3b}^{3b} \langle t \rangle^{-N} \langle \hbar^{-1}(\mu - |\xi|^2) \rangle^{-N} \, dt \, d\xi \, d\mu \\
\leq C_N \hbar^{-2} \int_{-\infty}^{Mh^{1/2}} \int_{-3b}^{3b} \langle \hbar^{-1}(\mu - |\xi|^2) \rangle^{-N} \, d\xi \, d\mu \leq C_M \hbar^{-3/4}.
\]
Therefore, by (A.1), we have
\[ E(H(Q_\varepsilon))(x, x, \omega) = \int_{Mh^{1/2}}^\omega \partial_\omega E(H(Q_\varepsilon))(x, x, s)ds + O_M(h^{-3/4}) \]
\[ = \frac{\omega}{\pi h} + O_M(h^{-3/4}). \]  \hspace{1cm} (A.2)

Using (A.1) again, we have, for \( \omega \in [a/2, 2b] \) and \(|s| \leq \frac{a}{4}\),
\[ |E(H_\varepsilon)(x, x, \omega) - E(H_\varepsilon)(x, x, \omega - s)| \leq \left( \frac{1}{\pi h} + O_\varepsilon(1) \right)|s|. \]  \hspace{1cm} (A.3)

Therefore, using Proposition 4.9, with \( \delta = 0, T = \varepsilon^{-1}, C_1 > 0 \) bounded uniformly in \( 0 < h < h_\varepsilon \), we have
\[ |E(H(Q))(x, x, \omega) - E(H(Q))(x, x, \omega)| \leq \varepsilon \quad \text{for} \ \omega \in [a, b]. \]

In particular, by (A.2), we have
\[ |E(H(Q))(x, x, \omega) - \frac{\omega}{\pi h}| \leq C h^{-\frac{3}{4}}. \]

This completes the proof of the first part of the lemma.

We now proceed to the off-diagonal part. For \( \delta > 0 \), to be chosen later, let \( f \in C^\infty(-2\delta, \infty) \) with \( f \equiv 1 \) on \([-\delta, \infty)\),
\[ E(H(Q_\varepsilon))(x, y, \omega) \]
\[ = \frac{1}{(2\pi h)^2} \int_{-\infty}^{\omega} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{\frac{i}{h}(t(\mu - |\xi|^2) + (x-y)\xi)} \hat{\varphi}(t) a_\varepsilon(t, x, y, \xi) dt d\mu d\xi \]
\[ = \frac{1}{(2\pi h)^2} \int_{-\infty}^{\omega} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{\frac{i}{h}(t(\mu - |\xi|^2) + (x-y)\xi)} \hat{\varphi}(t) a_\varepsilon(t, x, y, \xi) f(|x-y|\mu) d\xi dt d\mu \]
\[ + O_\varepsilon((h|x-y|^{-1})\infty) \]
\[ = \frac{|x-y|}{(2\pi h)^2} \int_{-\infty}^{\omega} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{\frac{i}{h}|x-y|(s(\mu - |\xi|^2) + \frac{x-y}{|x-y|}\xi)} \hat{\varphi}(s|x-y|) \]
\[ \times a_\varepsilon(s|x-y|, x, y, \xi) f(\mu|x-y|) d\xi ds d\mu \]
\[ + O_\varepsilon((h|x-y|^{-1})\infty). \]

To obtain the second line, we integrate by parts in \( t \) and use that \( \mu < -\delta|x-y| \) implies \( |\mu - |\xi|^2| \geq c_\delta |x-y||(|\mu| + |\xi|^2) \). In the third line, we changed variables \( t = s|x-y| \).

Now, performing stationary phase in the \((s, \xi)\) variables, we see that stationary points do not exist for \( |\mu| \leq \delta|x-y| \) (provided we have chosen \( \delta \) small enough). We
then obtain
\[
E(H_\varepsilon)(x, y, \omega) = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} \sum_{\pm} \frac{1}{2\sqrt{|\mu|}} e^{i \frac{\varepsilon}{\hbar} (x-y) \sqrt{|\mu|}} \left( \hat{\nu}(\pm \frac{x-y}{2\sqrt{|\mu|}}) f(\mu |x-y|) + f(\mu |x-y|) \hat{\nu}_1(\pm \frac{x-y}{2\sqrt{|\mu|}}) O_\varepsilon(\hbar |x-y|^{-1}) \right) d\mu + O_\varepsilon((\hbar |x-y|^{-1})^\infty),
\]
where $\hat{\nu}_1 \in C^\infty_c$ with $\hat{\nu}_1 \equiv 1$ on supp $\nu$. Choosing $\delta > 0$ small enough, we have $\hat{\nu}_1(t) \equiv 0$ on $|t| \leq \delta$, and hence, the integrand is supported in $\mu \geq \delta |x-y|$. Finally, changing variables to $s = \sqrt{|\mu|}$ and integrating by parts once implies
\[
E(H_\varepsilon)(x, y, \omega) = \sum_{\pm} \frac{1}{2\pi i (x-y)} e^{i \frac{\varepsilon}{\hbar} (x-y) } + O_\varepsilon(\hbar |x-y|^{-1})
\]
and has a full asymptotic expansion in powers of $\hbar |x-y|^{-1}$.

In particular, using this together with (A.3), we see that there is $h_\varepsilon > 0$ and $M_\varepsilon > 0$ such that the hypotheses of Proposition 4.9 hold for $0 < h < h_\varepsilon$, and $|x - y| > M_\varepsilon h$ with $H_1 = H(Q_\varepsilon)$, $T(h) = \varepsilon^{-1}/2$, and $R_0 = \text{diam}(\mathcal{K})$, and $\delta(h) = 0$. Therefore,
\[
\left| E(H(Q))(x, y, \omega) - E(H(Q_\varepsilon))(x, y, \omega) \right| \leq C \varepsilon,
\]
for all $0 < h < h_\varepsilon$, $\omega \in [a, b]$. This completes the proof of the lemma.

\section*{Appendix B: Proof of Lemma 3.5}

First, factoring out $e^{\frac{i}{\hbar} \frac{\xi_1 + \xi_2}{2}}$ and introducing
\[
\tilde{a}_{j,n}(h) := i(a_{j,n}(h) - b_{j,n}(h)), \quad \tilde{b}_{j,n}(h) := a_{j,n}(h) + b_{j,n}(h),
\]
we can rewrite (3.5) as
\[
g(h) := \left| E(H(Q))(\omega; x, y) - \frac{\sin(\omega |x-y|/\hbar)}{\pi |x-y|} \right| \leq \varepsilon.
\]
for all $0 < h < h_\varepsilon$, $|x - y| > M_\varepsilon h$, and $\omega \in [a, b]$. This completes the proof of the lemma.

\section*{Appendix B: Proof of Lemma 3.5}

First, factoring out $e^{\frac{i}{\hbar} \frac{\xi_1 + \xi_2}{2}}$ and introducing
\[
\tilde{a}_{j,n}(h) := i(a_{j,n}(h) - b_{j,n}(h)), \quad \tilde{b}_{j,n}(h) := a_{j,n}(h) + b_{j,n}(h),
\]
we can rewrite (3.5) as
\[
g(h) := \left| E(H(Q))(\omega; x, y) - \frac{\sin(\omega |x-y|/\hbar)}{\pi |x-y|} \right| \leq \varepsilon.
\]
for

\[-10 \leq n(h) + \log_2 h \leq 10,
\]

with \( \tilde{a}_{j,n}, \tilde{b}_{j,n} \in \mathbb{C}, j = 0, 1, \ldots \), satisfying

\[|\tilde{a}_{j,n}| + |\tilde{b}_{j,n}| \leq C_j \mu_n^{1-p(1-\epsilon)}.
\]

(B.2)

For \(-9 \leq n(h) + \log_2 h \leq 9\) we can use (B.1) with \( n \) and \( n - 1 \). Subtracting one from another we get

\[
\sin\left(\frac{\xi_1 - \xi_2}{2h}\right) \sum_{j=0}^{N} \tilde{t}_{j,n(h)} s^{jp} + \cos\left(\frac{\xi_1 - \xi_2}{2h}\right) \sum_{j=0}^{N} \tilde{t}_{j,n(h)} s^{jp} + O(\mu_n^{-M}(h)),
\]

where \( \tilde{t}_{j,n} = \tilde{a}_{j,n} - \tilde{a}_{j,n-1} \) and \( \tilde{t}_{j,n} = \tilde{b}_{j,n} - \tilde{b}_{j,n-1} \).

**Proposition B.1.** For each \( j = 0, 1, \ldots, N \), we have:

\[
\tilde{t}_{j,n} = O(\mu_n^{M-p}), \quad \tilde{t}_{j,n} = O(\mu_n^{M-p}).
\]

(B.3)

**Proof.** Put

\[
s := (h\mu_n(h))^{-1}, \quad \hat{t}_{j,n} := \tilde{t}_{j,n} \mu_n^{M-2p}, \quad \hat{t}_{j,n} := \tilde{t}_{j,n} \mu_n^{M-2p}.
\]

Then

\[
\sin\left(\frac{\xi_1 - \xi_2}{2h}\mu_n(h)s\right) \sum_{j=0}^{N} \hat{t}_{j,n(h)} s^{-jp} + \cos\left(\frac{\xi_1 - \xi_2}{2h}\mu_n(h)s\right) \sum_{j=0}^{N} \hat{t}_{j,n(h)} s^{-jp} = O(1),
\]

(B.4)

whenever \( 2^{-9} < s < 2^9 \). Now, we choose \( 2N + 2 \) points in the following way. Assume for definiteness that \( \xi_1 > \xi_2 \). We put

\[
s_l := \frac{4\pi}{(\xi_1 - \xi_2)\mu_n(h)} \left[ \frac{(\xi_1 - \xi_2)\mu_n(h)}{4\pi} \right] + l \left[ \frac{(\xi_1 - \xi_2)\mu_n(h)}{4\pi \cdot 2N} \right], \quad l = 0, \ldots, N,
\]

so that \( \sin\left(\frac{\xi_1 - \xi_2}{2h}\mu_n(h)s\right) = 0 \) and \( \cos\left(\frac{\xi_1 - \xi_2}{2h}\mu_n(h)s\right) = 1 \), and

\[
s'_l := \frac{4\pi}{(\xi_1 - \xi_2)\mu_n(h)} \left[ \frac{(\xi_1 - \xi_2)\mu_n(h)}{4\pi} \right] + l \left[ \frac{(\xi_1 - \xi_2)\mu_n(h)}{4\pi \cdot 2N} \right] + \frac{\pi}{(\xi_1 - \xi_2)\mu_n(h)},
\]

\[l = 0, \ldots, N,
\]

so that \( \sin\left(\frac{\xi_1 - \xi_2}{2h}\mu_n(h)s\right) = 1 \) and \( \cos\left(\frac{\xi_1 - \xi_2}{2h}\mu_n(h)s\right) = 0 \). We also notice that, assuming \( \mu_n(h) \) is sufficiently large, we have \( s_l^{-p} - s_{l+1}^{-p} \sim N^{-1} \) and \( s'^{-p} \sim N^{-1} \) uniformly in \( n \) and \( |\xi_1 - \xi_2| \sim 1 \).

Now, substituting the points \( \{s_l, s'_l\} \) into (B.4) and using the Cramer's Rule we find that \( \hat{t}_{j,n(h)} \) and \( \hat{t}_{j,n(h)} \) are fractions with the bounded numerator and uniform non-zero denominator (the denominator is a Vandermonde determinant in \( s^{-p} \)). This proves the proposition. \( \square \)
Thus, for \( j < [M^{-1}] \), the series \( \sum_{n=n_0}^\infty \hat{t}_{j,n(h)} \) is absolutely convergent; moreover, for such \( j \) we have:

\[
\tilde{a}_{j,n} = \tilde{a}_{j,n_0} + \sum_{n=n_0+1}^n \hat{t}_{j,n} = \tilde{a}_{j,n_0} + \sum_{n=n_0+1}^\infty \hat{t}_{j,n} + O(\mu_n^{-M+jp}) =: \tilde{a}'_{j} + O(\mu_n^{-M+jp}),
\]

where we have denoted \( \tilde{a}'_{j} := \tilde{a}_{j,n_0} + \sum_{n=n_0+1}^\infty \hat{t}_{j,n} \).

Similarly,

\[
\tilde{b}_{j,n} = \tilde{b}_{j,n_0} + \sum_{n=n_0+1}^n \hat{t}_{j,n} = \tilde{b}_{j,n_0} + \sum_{n=n_0+1}^\infty \hat{t}_{j,n} + O(\mu_n^{-M+jp}) =: \tilde{b}'_{j} + O(\mu_n^{-M+jp}),
\]

where we have denoted \( \tilde{b}'_{j} := \tilde{b}_{j,n_0} + \sum_{n=n_0+1}^\infty \hat{t}_{j,n} \).

By (B.2) we also have

\[
\sum_{j=[M^{-1}]}^N (|\tilde{a}_{j,n}| + |\tilde{b}_{j,n}|) \mu_n^{-jp} = O(\mu_n^{-\ell M}).
\]

Thus, for \(-10 \leq n(h) + \log_2 h \leq 10\) we have

\[
g(h) = \sin\left(\frac{\xi_1 - \xi_2}{2h}\right) \sum_{j=0}^{[M^{-1}]-1} \tilde{a}'_{j} h^{jp} + \cos\left(\frac{\xi_1 - \xi_2}{2h}\right) \sum_{j=0}^{[M^{-1}]-1} \tilde{b}'_{j} h^{jp} + O(\mu_n^{-\ell M}).
\]

Since constants in \( O \) do not depend on \( n \), for all \( h < h_0 \) we have the expansion

\[
g(h) := e^{-\frac{\xi_1 + \xi_2}{2h}} f(h) = \sin\left(\frac{\xi_1 - \xi_2}{2h}\right) \sum_{j=0}^{[M^{-1}]-1} \tilde{a}'_{j} h^{jp} + \cos\left(\frac{\xi_1 - \xi_2}{2h}\right) \sum_{j=0}^{[M^{-1}]-1} \tilde{b}'_{j} h^{jp} + O(h^M), \quad (B.5)
\]

with some \( \tilde{a}'_{j}, \tilde{b}'_{j} \in \mathbb{C}, \ j = 0, 1, \ldots \). Defining

\[
a'_j := \frac{\tilde{a}'_{j} + i\tilde{b}'_{j}}{2i}, \quad b'_j := \frac{-\tilde{a}'_{j} + i\tilde{b}'_{j}}{2i}
\]

we obtain (3.7).
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