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Abstract: The proposed method has 30 streams, i.e., 15 spatial streams and 15 temporal streams. Each spatial stream corresponds to each temporal stream. Therefore, this work correlates with the symmetry concept. It is a difficult task to classify video-based facial expression owing to the gap between the visual descriptors and the emotions. In order to bridge the gap, a new video descriptor for facial expression recognition is presented to aggregate spatial and temporal convolutional features across the entire extent of a video. The designed framework integrates a state-of-the-art 30 stream and has a trainable spatial–temporal feature aggregation layer. This framework is end-to-end trainable for video-based facial expression recognition. Thus, this framework can effectively avoid overfitting to the limited emotional video datasets, and the trainable strategy can learn to better represent an entire video. The different schemas for pooling spatial–temporal features are investigated, and the spatial and temporal streams are best aggregated by utilizing the proposed method. The extensive experiments on two public databases, BAUM-1s and eNTERFACE05, show that this framework has promising performance and outperforms the state-of-the-art strategies.
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1. Introduction

Facial expressions are non-verbal information and can complement our verbal information. Video-based facial expression recognition (VFER) aims to automatically classify human expression categories in video. A large number of researchers have become interested in VFER in the past decades. VFER is a challenging task because there is a large gap between visual features and emotions [1]. It has potential applications in healthcare, robotics, and driver safety [2–6]. The work of reference [7] defined the six facial expressions of anger, disgust, fear, happiness, sadness, and surprise in 1993.

There are usually two types of VFER, classified according to their feature representations. They are static image-based facial expression classification and video-based facial expression classification. The static image-based facial expression recognition aims to extract spatial information from a single image. It is the focus of previous works. Video-based facial expression recognition considers the temporal information between two adjacent video frames. It has been focused upon in recent years.
This requires the processing of a video sequence with spatial information and temporal information rather than a static image. VFER often has three stages: video preprocessing, visual feature extraction, and expression recognition. Video preprocessing aims to detect and crop facial images from video. Then, the visual features are extracted from video-frame facial images. Finally, a classifier is adopted to recognize expression.

Convolutional neural networks (CNNs) have improved image classification accuracy and outperform the hand-crafted feature method owing to the large-scale datasets [8]. However, current emotional datasets are small and have noise [9,10]. Furthermore, spatial signals and temporal signals are very important for modeling emotional video. Popular approaches for VFER employ a spatial signal and temporal signal to extract features from video, such as two different streams with a spatial stream and temporal stream and 3D convolutions [11–13]. They show rapid progress, but the 3D convolutions are difficult to scale to date for VFER, and the spatial–temporal network [14] only processes short-time video [12]. Thus, this is a key step to improving recognition performance by exploiting the comprehensive and effective features for VFER.

To obtain the above-mentioned goal, an end-to-end trainable video-level multimodal framework with convolutional neural networks (CNNs) is presented to extract and aggregate descriptors across whole portions of a static image and the temporal span of a video. The core of the descriptors is a spatial–temporal aggregation layer, called EmotionalVlan, inspired by the NetVLAD aggregation layer, which works well for object-level classification tasks in static images and video action recognition [15–17]. The aggregation is investigated at different layers of convolutional neural networks, and the penultimate layer is found to perform best in a facial expression recognition task. The different schemas are also investigated for fusing spatial and temporal information and the aggregating spatial and temporal information into single video-level descriptors.

2. Related Work

Among the above-mentioned three stages of VFER, facial feature extraction is the key role for VFER. A large number of the previous researchers have employed a variety of hand-crafted visual features for VFER [18–20]. These features are extracted from the key emotional video frames. For example, the method of [21] employs a set of words according to the multiscale dense Scale-invariant feature transform (SIFT) features to recognize facial expression. The sparse local Fisher discriminant analysis is utilized to extract visual features for facial expression recognition [22]. The method of Gabor filters is employed to extract visual features for emotion recognition [23]. Local phase quantization (LPQ) [24] is employed to extract visual features for VFER [25]. These hand-crafted facial features are low level, so they cannot effectively classify facial expression in videos.

To address the above problem, neural networks can provide us with the clues, especially the deep learning framework, which can improve the recognition accuracy of VFER because it achieves state-of-the-art level for many applications [26–30]. It can capture high-level abstractions by utilizing multiple nonlinear transformations. Typical learning methods, such as convolutional neural networks (CNNs), are effectively employed to classify facial expression [31,32]. For example, CNNs with three convolution and two subsampling layers are employed to extract facial features for VFER [33]. FaceNet2ExpNet is designed to classify facial expression, which adopts facial domain knowledge to improve recognition accuracy [34]. Recurrent neural networks (RNNs) and CNNs are integrated to classify facial expression [35]. The method of [36] integrates CNNs and long short-term memory (LSTM) to classify video-based facial expressions. A new neural network, called DeepSentiBank, is designed to generate visual features. Then, these features are fed into an architecture-frame-transformer for VFER [37]. Geometric-convolutional features are extracted for facial expression recognition; specifically, critical region geometric features are employed by the differential fusion network [38].

However, there is another characteristic of VFER: it consists of dynamic spatial and temporal variation parts, i.e., the mouth and eyes. The above-mentioned methods have difficulty generating the
powerful visual features hidden in video frames. For instance, a large number of previous researchers have only employed the spatial features for VFER and ignored the temporal features in video, which are complementary to recognize facial expression in video. The consecutive facial images are directly fed into the deep learning framework, but it is not possible to effectively utilize the temporal–spatial signals in this way, because the same emotion is shown through different variants of the face, and this is challenging due to the small training datasets. The recent deep spatial–temporal networks are designed to recognize facial expression in video and improve recognition performance [39], extracting deep spatial features and temporal features from the video. However, they largely ignore the long time structure of emotional video and only aim to operate on a few video frames (up to 10), and an emotional video usually has at least 25 video frames. They also provide us with clues. To address the above-mentioned shortcomings, a novel framework is designed using deep temporal–spatial networks to make full use of dynamic movement signals and static signals, adopting a multimodal deep CNN architecture and consisting of spatial CNNs and temporal CNNs, according to AlexNet, to extract high-level spatial features and temporal features from video, respectively. Then, an aggregation layer, called EmotionalVlan, is designed to aggregate convolutional descriptors across the spatial signals and temporal signals of the entire video. A global feature of the video is extracted. Finally, the global feature is fed into a classifier to recognize facial expression. Extensive experiments on two public databases, i.e., the BAUM-1 [9], and eNTERFACE05 [10], show the effectiveness of our method.

Our contributions are as follows. Firstly, an effective entire video representation through a trainable spatial–temporal aggregation layer with state-of-the-art CNNs is proposed, which can avoid the limited emotional video datasets, and the trainable strategy can learn to better represent the entire video. Secondly, the trained schema, non-trained schema, and the schema of inserting the EmotionalVlan layer in different places are investigated. As a result, trained schema and inserting the EmotionalVlan layer after fc7 are utilized to achieve better recognition performance than other schema for VFER. Thirdly, the proposed framework performs better than state-of-the-art technology for public datasets.

3. The Proposed Method

There are spatial and temporal signals in emotional video. The spatial signal, called spatial information, consists of video-frame facial appearance, and the temporal signal, called optical flow information or temporal information, consists of the movement of the facial video frame. Temporal information is also considered to be facial critical area movement; for instance, shrinking the eyebrows and eyes indicates disgust. Our framework is based on spatial information and temporal information. A trainable end-to-end model for facial expression recognition is designed, which can learn comprehensive and effective features for videos.

To achieve this goal, the structure of our method is shown in Figure 1. This proposed method contains 30 individual CNN streams, i.e., the temporal CNN network and the spatial CNN network. The temporal CNN network aims to generate high-level temporal features from the optical flow signals. The spatial CNN network aims to generate spatial features from facial images of video. Then, an aggregation layer, called EmotionalVlan, is designed to aggregate temporal features and spatial features. The output of EmotionalVlan represents the entire video features, and it is fed into Softmax layer for VFER. The best parameters of this framework are obtained through a training stage.

The temporal CNN network is designed to make full use of the temporal signal. Its input is the optical flow displacement fields between two video frames. Facial expression recognition will be made easier in this way; it is not necessary to estimate facial motion implicitly using our framework. The temporal CNN network is designed according to this idea.

The spatial CNN network is designed to process static video frames. The static appearance of the face is a useful clue, because the facial appearance and facial expressions have a strong correlation. Our spatial CNN network is designed according to this idea. A recent successful CNN model is utilized here, such as AlexNet.
In order to overcome limited emotional video data, the temporal CNN network and spatial CNN network have the same network structure based on AlexNet architecture. There are five convolution layers, three max-pooling layers, and four fully connected (fc) layers (fc6, fc7, fc8, fc9) in our CNNs. There are 4096 units in the former two fc (fc6, fc7) layers, respectively. The max-pooling layers are employed to avoid overfitting. The spatial and temporal expression feature vectors are extracted by fc7 and fed into the EmotionalVlan layer to generate the entire video feature, respectively. Finally, the entire video feature is fed into Softmax to classify facial expression. Our CNN input is $227 \times 227 \times 3$ RGB images. Firstly, the extant parameters of AlexNet are copied to initialize each stream of our framework; then, our framework is fine-tuned to the target video segments [40]. Figure 2 shows different iterations for validation recognition accuracy of BAUM-ls in stage of spatial CNNs fine-tuning. Figure 3 shows different iterations for validation recognition accuracy of BAUM-ls in stage of temporal CNNs fine-tuning. Figure 4 shows different iterations for validation recognition accuracy of eNTERFACE05 in stage of spatial CNNs fine-tuning. Figure 5 shows different iterations for validation recognition accuracy of eNTERFACE05 in stage of temporal CNNs fine-tuning. Figure 6 shows different iterations for recognition accuracy of BAUM-ls in stage of EmotionalVlan layer training. Figure 7 shows different iterations for recognition accuracy of eNTERFACE05 in stage of EmotionalVlan layer training. From these Figures, we can see that recognition accuracy cannot improve after 5000 steps. The algorithm of this work is described in Algorithm 1, and the flow of the proposed method is shown in Figure 8. The detailed steps of the proposed method are described as follows.

---

**Figure 1.** The structure of our method.
Step 3: 15 static facial images before and 15 optical flow images are fed into the 15 spatial CNNs and 15 temporal CNNs for fine-tuning, respectively.

Step 4: 15 spatial features are extracted by 15 fine-tuned spatial CNNs, and 15 temporal features are extracted by 15 fine-tuned temporal CNNs.

Step 5: The 15 spatial features and 15 temporal features are fed into EmotionalVlan layer for training and recognition of facial expressions.

**Algorithm 1.** The algorithm of this work

**Input:** 15 static video frames and 15 optical flow images

**Output:** facial expressions

1. Copy AlexNet parameters to initialize our framework parameters: mini-batch is 40, and learning rate is 0.001
2. While epoch number <= 5000{
   // the forward propagation
   For each neuron $k$ in the hidden layer, that is, before the EmotionalVlan layer{
   \[ F(k) = \max(0, x) \] // the output of neuron $k$, $x$ represents the input of neuron $k$, $a_s$, $t_s$, $x$, $s_x$, $t_x$, and $t_i$ represent the output of fc7 layer in spatial streams and temporal streams separately.
   }
   For each neuron $k$ in EmotionalVlan{
   \[ E_{O_k} = E_{O_k} - \n \sum_{i=1}^{m} a_{s_i} x_{s_i} V k e x x \] // the output of neuron $k$, $a_s$, $t_s$, $x_s$, and $t_i$ represent the output of fc7 layer in spatial streams and temporal streams separately.
   }
   // back propagation error
   For each neuron $k$ in the output layer{
   \[ E_{O_k} = E_{O_k} - (1 - T_k) O_k \] // compute error, $T_k$ represents the true emotional label, $O_k$ represents the prediction emotional label.
   }
   For every hidden neuron{
   Update the weight
   }
   }

Firstly, the feature aggregation layer is described in the following. Then, the two steps of our method are given as follows: (1) video preprocessing and (2) network training.

**Figure 2.** Different iterations for validation recognition accuracy of BAUM-1s in stage of spatial CNNs fine-tuning.

**Figure 3.** Different iterations for validation recognition accuracy of BAUM-1s in stage of temporal CNNs fine-tuning.

**Figure 4.** Different iterations for validation recognition accuracy of eNTERFACE05 in stage of spatial CNNs fine-tuning.
Figure 2. Different iterations for validation recognition accuracy of BAUM-lls in stage of spatial CNNs fine-tuning.

Figure 3. Different iterations for validation recognition accuracy of BAUM-lls in stage of temporal CNNs fine-tuning.

Figure 4. Different iterations for validation recognition accuracy of eNTERFACE05 in stage of spatial CNNs fine-tuning.

Figure 5. Different iterations for validation recognition accuracy of eNTERFACE05 in stage of temporal CNNs fine-tuning.

Figure 6. Different iterations for recognition accuracy of BAUM-lls in stage of EmotionalVlan layer training.

Figure 4. Different iterations for validation recognition accuracy of eNTERFACE05 in stage of spatial CNNs fine-tuning.

Figure 5. Different iterations for validation recognition accuracy of eNTERFACE05 in stage of temporal CNNs fine-tuning.
Figure 6. Different iterations for recognition accuracy of BAUM-1s in stage of EmotionalVlan layer training.

Figure 7. Different iterations for recognition accuracy of eNTERFACE05 in stage of EmotionalVlan layer training.

Figure 8. The flow of the proposed method.
Step 1: There are 16 facial images cropped from every video segment.
Step 2: There are 15 optical flow images generated from 16 facial images.
Step 3: 15 static facial images before and 15 optical flow images are fed into the 15 spatial CNNs and 15 temporal CNNs for fine-tuning, respectively.
Step 4: 15 spatial features are extracted by 15 fine-tuned spatial CNNs, and 15 temporal features are extracted by 15 fine-tuned temporal CNNs.
Step 5: The 15 spatial features and 15 temporal features are fed into EmotionalVlan layer for training and recognition of facial expressions.

Algorithm 1. The algorithm of this work

Input: 15 static video-frames and 15 optical flow images
Output: facial expressions
1. Copy AlexNet parameters to initialize our framework parameters: mini-batch is 40, and learning rate is 0.001
2. While epoch number<=5000
   // the forward propagation
   For each neuron \( k \) in the hidden layer, that is, before the EmotionalVlan layer
   \[ F(k) = \max(0,x) \] // the output of neuron \( k \), \( x \) represents the input of neuron \( k \)
   
   For each neuron \( k \) in EmotionalVlan
   \[ V[k] = \sum_{i=1}^{T} e^{a_k}(x_{s,i} + x_{t,i}) \] // the output of neuron \( k \), \( x_{s,i} \) and \( x_{t,i} \) represents the output of fc7 layer in spatial streams and temporal streams separately.

   // back propagation error
   For each neuron \( k \) in the output layer
   \[ E_k = O_k(1-O_k)(T_k - O_k) \] // compute error, \( T_k \) represents the true emotional label, \( O_k \) represents the prediction emotional label
   
   For every hidden neuron
   Update the weight

Firstly, the feature aggregation layer is described in the following. Then, the two steps of our method are given as follows: (1) video preprocessing and (2) network training.

3.1. Temporal–Spatial Aggregation Layer

The \( x_{s,i} \in \mathbb{R}^D \) represents a D-dimensional spatial descriptor extracted from the \( i \)-th index of video-frame; the \( x_{t,i} \in \mathbb{R}^D \) represents a D-dimensional temporal descriptor extracted from the \( i \)-th index of a video frame and the \((i+1)\)-th index of a video frame. It would be preferable to aggregate \( x_{t,i} \) and \( x_{s,i} \) over the entire video to form the video descriptor and preserve the information content of the video. In order to achieve the above goal, each video descriptor is then assigned to one of the EmotionalVlan cells. EmotionalVlan has 4096 cells.

\[
V[k] = \sum_{i=1}^{T} e^{a_k}(x_{s,i} + x_{t,i})
\]  (1)

where \( a_k \) is a tunable parameter of the \( k \)-th cell. It should be noted that the \((x_{s,i} + x_{t,i})\) represents the temporal–spatial information aggregation of the \( i \)-th video-frame. The summing operator indicates aggregation over the entire spatial signal and temporal signal of video. The output is a vector \( V \), where \( V[k] \) indicates the aggregated descriptor of the \( k \)-th cell and \( V[k] \in \mathbb{R}^{4096 \times 15} \) is a single descriptor of the video.
Intuitively, \((x_{i,j} + x_{i,j})\) records the appearance of the video frame and the movement of the \(i\)-th video frame. Then, they are aggregated by computing the sum of all the video frames inside every cell. Specifically, in order to better recognize facial expression, the end-to-end schema is employed to learn all parameters. From Formula (1), it can be seen that the spatial–temporal aggregation is differentiable, so it can conduct back-propagating error gradients in our framework.

In theory, we can place the spatial–temporal aggregation layer shown above at any level in our network to pool the spatial and temporal features. Therefore, this work considers pooling the output of fully connected layers (fc6 and fc7 are considered). The 4096-dimensional spatial features and temporal features from every video frame are pooled. As described in Section 4.2, the fc7 layer is the best place to obtain the best performance by pooling features.

### 3.2. Video Preprocessing

There are different durations in every video. Every video is split into 16 frames of segments as inputs of our framework, because we investigated the integer \(L\) in a range of \([2,20]\) and found that \(L = 16\) obtains the best performance for facial expression tasks. Figure 9 describes the comparisons of different \(L\) for recognition accuracy. The training data is enlarged by utilizing the above method. If a segment has more than 16 frames, the first and last \((L - 16)/2\) frames are dropped. If a segment contains fewer than 16 frames, the first and last \((16 - L)/2\) frames are repeated. A segment of \(L = 16\) produces 15 temporal images, because two video frames produce one temporal image, which indicates the corresponding position change between two video frames. The temporal information is considered as a set of motion vectors \(d_t\), which is computed from video frames \(t\) and \(t + 1\), and a temporal image \(i_t\) contains \(d_t x\) and \(d_t y\). The \(d_t x\) and \(d_t y\) respectively indicate the horizontal and vertical corresponding position change between the two video frames \(t\) and \(t + 1\). They are computed through the Horn–Schunck method [41]. Considering the input size of our CNNs, the \(d_t z\) is computed, indicating the third channel of input temporal image, as shown below. It is noted that the 15 static video frames before and 15 temporal images are fed into the proposed framework.

\[
d_t z = \sqrt{d_t^2 x + d_t^2 y}
\]  

\(2\)

![Figure 9. Comparisons of different L for recognition accuracy.](image)

For the preprocessing of the spatial stream, a robust real-time face detector [42] is employed to crop a facial image from each video frame. In a facial image, we can observe that its width is approximately twice as long as the distance between two eyes and the height is approximately three times longer than the distance between two eyes. We crop the resized image of 150 × 110 × 3 from a facial image based on the normalized distance between two eyes, as in [43].
3.3. Network Training

We employ the cross-entropy loss to train our framework, which is the next layer of our EmotionalVlan described in Figure 1. The output probabilities are obtained using a Softmax. For every stream, we replace the fc8 layer of AlexNet with our EmotionalVlan. Then, a new fc layer based on the number of emotional categories is designed. Finally, in order to minimize Formula (3) in the training stage, we utilize the algorithm of standard back propagation to obtain the parameters of our framework as shown below.

In Figure 1, every stream of CNN has five convolution layers, three max-pooling layers, and four fully connected (fc) layers (fc6, fc7, fc8, fc9). The fc6 and fc7 layers contain 4096 units, the fc8 is our EmotionalVlan. The last fc9 is a label vector based on emotional categories. It should be noted that, in the process of training, we separately resize the optical image and static image with a size of \(227 \times 227 \times 3\).

Given data \(X = \{(b_i, y_i)\}_{i=1,2,\ldots,N}\), \(i\) indicates the index of the video frame, \(b_i\) represents the output of the EmotionalVlan layer, and \(y_i\) represents the segment label according to the entire video label. For our entire network \(B\), the back propagation method is utilized to solve the following problem:

\[
\min_{W^B, \lambda^B} \sum_{i=1}^{N} H(\text{softmax}(W^B \cdot v^B(b_i; \lambda^B)), y_i),
\]

where \(W^B\) represents the weights of the Softmax layer, and \(v^B(b_i; \lambda^B)\) indicates the 122880-D \((R^{4096\times30})\) output of the EmotionalVlan layer in network \(B\) with parameters \(\lambda^B\). The log-loss of Softmax is obtained by

\[
H(B, y) = - \sum_{j=1}^{k} y_j \log(y_j^B),
\]

where \(y_j^B\) is the \(j\)-th output of the Softmax layer, and \(k\) represents the total number of emotions.

4. Experiment Studies and Result Analysis

To evaluate the recognition accuracy of our framework, extensive experiments on two public datasets of emotional videos were conducted: BAUM-1 [9] and eNTERFACE05 [10]. The implementation details are as follows. For the training of CNNs, the mini-batch is 40, and the learning rate is 0.001. The epoch number is 5000. The CNNs are implemented based on MatConvNet. An NVIDIA GPU with 25 GB memory is utilized to train our framework. The subject-independent cross-validation experiments are employed to test the performance of our framework [44]. The two datasets contain more than 10 subjects; we conduct leave-one-subject-group-out (LOSGO) with five subject groups for the experiments. The average accuracy is utilized to evaluate our framework.

4.1. Datasets

The BAUM-1s database [9] has 1222 video samples from 31 people. They exhibited joy, anger, sadness, disgust, fear, surprise, boredom, and contempt. In order to obtain spontaneous facial expressions, the emotions are inspired by watching films. The video frame size in a video is \(720 \times 576 \times 3\). Our work aims to classify the emotions of anger, disgust, fear, joy, sadness, and surprise, which are described from 521 samples of video. Some BAUM-1s database samples of cropped facial images are shown in Figure 10.
The eNTERFACE05 database contains 1290 video samples from 43 people [10]. They exhibited anger, disgust, fear, joy, sadness, and surprise. Every video sample has an average duration of approximately four seconds. The video frame size is 720 × 576 × 3. Some eNTERFACE05 database samples of cropped facial images are shown in Figure 11.

Since a video is split into many segments as inputs to the CNNs, the training dataset is increased. In this work, 7000 segments are produced from the BAUM-1s database, and 19350 segments are produced from the eNTERFACE05 database.

4.2. Experimental Results and Analysis

To test the effectiveness of our framework, it is compared with non-trained schema. Specifically, the parameters before EmotionalVlan are obtained. As described in Table 1, the non-trained schema is that the last 2 layers are removed and the EmotionalVlan layer is utilized to pool the descriptor of fc7, and then the output of the EmotionalVlan layer is fed into a logistic regression [45–47] to classify emotions. Our trained schema is that the EmotionalVlan layer is trained together with the preceding layers. It can be seen that the trained schema performs better than the non-trained schema. The trained schema separately improves the recognition accuracy from 46.02% to 46.51% on BAUM-1s and from 42.97% to 43.72% on eNTERFACE05 compared with non-trained schema. The reason is that trained schema can learn more comprehensive and effective features from video.

Table 1. Recognition performance of trained and non-trained schema.

| Method            | BAUM-1s  | eNTERFACE05 |
|-------------------|----------|-------------|
| trained schema    | 46.51%   | 43.72%      |
| non-trained schema| 46.02%   | 42.97%      |
We also test the different places in our framework where the EmotionalVlan layer can be inserted. In particular, we compare placing EmotionalVlan after the two fully-connected layers (fc6, fc7). In every case, the EmotionalVlan layers are trained together with the preceding layers. In the case of fc6, fc7 will be dropped, and in case of fc7, fc6 will be dropped. The results of Table 2 show that inserting the layer after fc7 obtains the best performance. Inserting after fc7 separately improves the recognition accuracy from 45.01% to 46.51% on BAUM-1s and from 42.11% to 43.72% on eNTERFACE05 compared with inserting the layer after fc6. The reason is that the features of fc7 are more semantic and varied, and the EmotionalVlan layer can capture complex distributions of feature space.

| Method | BAUM-1s   | eNTERFACE05 |
|--------|-----------|-------------|
| fc7    | 46.51%    | 43.72%      |
| fc6    | 45.01%    | 42.11%      |

We also evaluate the recognition accuracy of the learned temporal and spatial CNN features, respectively. Table 3 gives the recognition accuracy of different streams on the BAUM-1s database and eNTERFACE05 database. It is noted that spatial stream recognition performance indicates that only 15 spatial streams are utilized to classify emotions, and temporal stream recognition performance indicates that only 15 temporal streams are utilized to classify emotions, and spatial–temporal streams indicate that both 15 spatial streams and 15 temporal streams are utilized to classify emotions, and they all utilize trained schema. From Table 3, it can be seen that temporal–spatial streams are useful for VFER and improve recognition performance, because temporal–spatial streams utilize both the spatial information and temporal information in video. Spatial streams only utilize the spatial information of video rather than temporal information, and temporal streams only utilize the temporal information of video rather than spatial information.

| Stream               | BAUM-1s   | eNTERFACE05 |
|----------------------|-----------|-------------|
| Spatial–temporal     | 46.51%    | 43.72%      |
| Spatial              | 42.68%    | 41.03%      |
| Temporal             | 41.09%    | 39.75%      |

Finally, this framework is compared with recent popular deep network methods, such as HOG 3D [48] and 3DCNN [49]. From the results in Tables 3 and 4, it can be seen that 3DCNN and HOG 3D have better recognition accuracy than single spatial streams and single temporal streams, because they utilize both spatial information and temporal information rather than single information of videos. This proposed work can achieve better recognition accuracy than 3DCNN and HOG 3D, indicating that the designed framework can generate more comprehensive and effective features for VFER.

| Method    | BAUM-1s   | eNTERFACE05 |
|-----------|-----------|-------------|
| Ours      | 46.51%    | 43.72%      |
| HOG 3D    | 43.02%    | 41.23%      |
| 3DCNN     | 42.89%    | 41.05%      |

To describe recognition performance per facial expression, Figures 12 and 13 describe the confusion matrices of the best recognition performance achieved by utilizing the proposed method on the BAUM-1s database and eNTERFACE05 database, respectively. From Figures 12 and 13, it can be seen that “fear” is identified badly with an accuracy of about 50%, which indicates that it is
more difficult to classify than other emotions. Because “fear” is similar to other emotions, such as sadness, our framework cannot effectively recognize “fear” owing to the limited and low-quality dataset. Our framework depends on large-scale and quality datasets.

![Confusion Matrix](image)

**Figure 12.** The confusion matrix of the best recognition performance on the BAUM-1s database.

![Confusion Matrix](image)

**Figure 13.** The confusion matrix of the best recognition performance on the eNTERFACE05 database.

In Figures 12 and 13, the numbers in different background colors are used to represent the recognized probability. The numbers in dark background colors represent the correctly recognized probability, and the numbers in other background colors represent the incorrectly recognized probability.

### 4.3. Comparisons with State-Of-The-Art Methods

Now, the current work is compared with previous work on the BAUM-1s database and eNTERFACE05 database. It is noted that previous research employed the same subject-independent test runs as ours. Table 5 shows a comparison of the state-of-the-art methods. The results of Table 5 indicate that our method obviously outperforms the state-of-the-art strategies. This shows the advantages of our framework. Specifically, in comparison with the previous best work, our method separately improves accuracy from 45.04% to 46.51% for the BAUM-1s database and from 42.16% to 43.72% on the eNTERFACE05 database. The methods in references [9,50] employ hand-crafted methods and shallow learning neural networks to extract low-level features. This also demonstrates that our high-level features perform better than hand-crafted features and indicates the validity of the deep learning method. AlexNet has the shortcoming of having too many parameters and consuming expensive computing time; however, our framework based on AlexNet has more parameters than AlexNet, and it is very difficult to adjust the parameters according to training datasets.
Table 5. Comparisons of the state-of-the-art methods.

| Datasets           | Refs                  | Accuracy |
|--------------------|-----------------------|----------|
| BAUM-1s            | Zhalehpour et al., [9] | 45.04%   |
|                    | Ours                  | 46.51%   |
| eNTERFACE05        | Zhalehpour et al., [9] | 42.16%   |
|                    | Mansoorizadeh et al., [50] | 37.00%   |
|                    | Bejani et al., [51]   | 39.27%   |
|                    | Ours                  | 43.72%   |

5. Comparison and Discussion

The results proved that our framework can effectively address the problem of VFER. We designed two types of streams to separately process the spatial signals and temporal signals of video. The spatial streams are effective and compact at characterizing the static appearance of video, and the temporal streams can effectively capture the dynamic changes of facial movements. The temporal streams can complement the spatial streams to recognize emotions. In order to avoid overfitting to a limited dataset, every stream utilizes state-of-the-art networks. It is challenging to pool the spatial streams and temporal streams; thus, we investigate the trained schema, non-trained schema, and the schema of inserting the EmotionalVlan layer at different places. As a result, utilizing the trained schema and inserting the EmotionalVlan layer after fc7 achieves the best recognition performance compared to other schema, as shown in Tables 1 and 2. Our framework can generate more comprehensive and effective features for VFER than the state-of-the-art method owing to the EmotionalVlan layer, which is a trainable aggregation layer and pools the temporal features and spatial features separately extracted by fc7.

6. Conclusions

This paper proposes a novel method of VFER by aggregating spatial–temporal features in order to classify video-based facial expression owing to the gap between the visual descriptors and emotions. This method can aggregate spatial and temporal convolutional features across the entire extent of a video. This proposed framework with an aggregating layer is end-to-end trainable and outperforms state-of-the-art methods. It can effectively avoid overfiting to the limited emotional video datasets, and the trainable strategy can learn to better represent an entire video. The experimental results show that the proposed method can separately improve accuracy from 45.04% to 46.51% on the BAUM-1s database and from 42.16% to 43.72% on the eNTERFACE05 database. Therefore, it is proved that the proposed method is helpful for future facial expression recognition in long videos. It is noted that the designed framework has a large number of parameters and requires expensive computing time. In future, it is necessary to further study how to reduce the parameters of our framework in order to accelerate the computing time.
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