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Abstract—Demand response represents a significant but largely untapped resource that can greatly enhance the flexibility and reliability of power systems. This paper proposes a hierarchical control framework to facilitate the integrated coordination between distributed energy resources and demand response. The proposed framework consists of coordination and device layers. In the coordination layer, various resource aggregations are optimally coordinated in a distributed manner to achieve the system-level objectives. In the device layer, individual resources are controlled in real time to follow the optimal power dispatch signals received from the coordination layer. For practical applications, a method is presented to determine the utility functions of controllable loads by accounting for the real-time load dynamics and the preferences of individual customers. The effectiveness of the proposed framework is validated by detailed simulation studies.
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I. INTRODUCTION

With growing emphasis on system efficiency and reliability, a great effort has been made in developing distributed energy resources (DERs) such as distributed generator (DG) and energy storage. These resources are small and highly flexible compared with conventional generators, and are playing an increasingly important role in the future smart grid [1], [2]. On the other hand, demand-side control has presented a novel and viable way to supplement conventional supply-side control [3]–[5]. In fact, demand response (DR) represents a significant but largely untapped resource in the power grid. According to National Energy Technology Laboratory, with only 10% customer participation, the potential nationwide value of demand dispatch could be several billion dollars per year in reduced energy costs [6]. The deployment of DERs and DR will not only defer infrastructure investments in the power grid, but also meet additional reserve requirements from renewable generation. Although the deployment of DR and DERs can lead to more economic and reliable system operation, it requires proper coordination between DERs and DR to harvest their potential benefits.

The coordination problem can be solved in a completely centralized manner, where a single control center accesses states of potentially thousands of devices and broadcasts control signals to them. Such a centralized control strategy is often subject to several disadvantages, such as high requirement and cost in communication, substantial computational burden, limited flexibility and scalability, and disrespect of privacy [7]. As an alternative, a distributed control strategy has been proposed, where each control agent maintains a set of variables and updates them through information exchange with a few neighboring agents. During the past few years, many studies have been dedicated to distributed approaches for DER coordination. In [8], the authors developed a distributed algorithm that is resilient against potential packet drops and applied the algorithm to DER coordination. In [9], a strategy based on the local replicator equation was presented for economic dispatch of DGs. Other algorithms that can be applied to the DER coordination include the leader-follower consensus algorithm [10], two-level incremental cost consensus algorithm [11], distributed algorithm based on the consensus and bisection method [12], and minimum-time consensus algorithm [13], just to name a few. There are also studies that incorporated power losses into the distributed algorithm design [14], [15]. Recently, coordination between DERs and DR has been reported in [16] and [17]. Although useful insights regarding DER and DR coordination have been reported in these studies, the existing results cannot be directly extended and applied to practical applications. This is because the controllable loads were simply modeled as a “generator” with negative generation, where the load characteristics and dynamics were totally ignored. Furthermore, the studies did not address the issue of designing real-time load control strategies to achieve optimal power consumption. This paper proposes a hierarchical control framework with two layers to achieve integrated coordination of DERs and DR. The underlying control strategy accounts for the detailed characteristics and dynamics of controllable loads, and addresses the issue of designing real-time control strategies.

The rest of this paper is organized as follows. In Section II, the major challenges of integrated coordination between DERs and DR are first discussed in detail, and then the proposed hierarchical control framework is briefly introduced with main contributions highlighted. The top layer of the proposed framework is described in Section III, where a general coordination problem between DERs and DR is formulated and solved using a distributed approach. The bottom layer of the proposed framework is described in Section IV, where the device aggregation and real-time control are presented and illustrated using air conditioners (ACs). In Section V, various case studies along with detailed simulation results are provided.
II. **Problem Statement and Proposed Framework**

Power system operation requires instantaneous power balance between generation and demand that is constantly varying. Most balancing is achieved through energy scheduling. In this paper, the short-term scheduling and operation problems are considered for DGs and controllable loads. At the scheduling stage, the optimal resource allocation problem is formulated and solved between DGs and DR, where the real-time dynamics of controllable loads must be captured. At the operation stage, real-time control is carried out so that DGs and controllable loads follow optimal power generation and consumption, respectively.

A. **Technical Challenges**

Although many results regarding DER and DR coordination have been presented in the literature, there are still several technical gaps that are significant enough to prohibit practical application of these existing results.

First, the cost functions of DGs and the utility functions of controllable loads are required to formulate and solve the optimal coordination problem. Existing studies such as [16] and [17] assume that those functions are available and can be directly used in the proposed distributed approaches. However, it is not straightforward to construct the utility functions of power for controllable loads as the cost functions of power for DGs. For instance, the utility of using an AC is directly related to the comfort an individual customer perceives at different indoor air temperatures rather than the power consumption. Therefore, it is required in practice to extract the utility functions and capture the underlying economics based on the preferences of individual customers.

Second, it is required for practical applications to consider the operation stage as well. After the coordination problem is solved at the scheduling stage, individual resources are expected to follow optimal generation or consumption through real-time control. It is straightforward for DGs to meet this expectation because their generation level can be continuously adjusted with existing generator controllers. However, this is often not the case for controllable loads. Some controllable loads such as thermostatically controllable loads have not been designed with the capability to continuously adjust their power consumption. Furthermore, their power consumption cannot be directly controlled and is usually indirectly affected by other control variables. For example, the thermostat of an AC receives the temperature setpoint as the control input and then automatically switches the compressor on and off to maintain the indoor air temperature around the setpoint. Therefore, a real-time load controller has to be designed for individual controllable loads using the locally acceptable control input while capturing the underlying economics.

Effectively coordinating and controlling DERs and DR for short-term scheduling and real-time control cannot be realized by simply adding one coordination algorithm to another load control approach. A systematic method is needed to capture the underlying economics and dynamics of controllable load synthetically in both scheduling and real-time control. The proposed framework herein exactly meets such a need. The main contributions of this paper are summarized as follows:

- We discuss the gap between short-term scheduling and real-time control from existing coordination algorithms and load control approaches, and identify challenges to bridging the gap.
- We design a holistic hierarchical control framework, which is capable of directly adopting existing coordination algorithms and load modeling/control approaches.
- We define the functionality and formulate mathematical problems in each layer, and specify the information to be exchanged between layers/sublayers in both short-term scheduling and real-time control.
- We identify candidate coordination algorithms and load control approaches that can fit in the proposed framework, and use example algorithm and approach to illustrate the proposed framework.

B. **Proposed Framework**

To overcome the technical challenges described above, this paper proposes a hierarchical control framework as shown in Fig. 1 to facilitate integrated coordination between DERs and DR. The proposed framework consists of two layers including...
coordination (top) and device layers (bottom). In Fig. [4] dash lines represent information flow between layers/sublayers, where the information exchange frequency is the same as short-term scheduling. Solid lines represent information flow within a layer/sublayer, where the information exchange frequency is typically much higher than short-term scheduling. An overview of each layer is provided herein and more details are provided in the following sections.

- The coordination layer is only involved in short-term scheduling stage. Prior to each scheduling period, each coordinator receives aggregated utility or cost functions from aggregators or device controllers, as indicated by the green dash lines with up arrows. Then, the aggregation of various resources including DGs and controllable loads are optimally coordinated to achieve power balance. To overcome the disadvantages associated with centralized coordination algorithms, a distributed coordination method can be employed, where local variables are exchanged iteratively following algorithms as explained in Section III. Once the coordination problem is solved, the regulation signals are sent back to aggregators or device controllers for real-time control, as indicated by the green dash lines with down arrows.

- The device layer includes two sublayers: device aggregation and device control.
  - In the aggregation sublayer, DERs are divided into groups as appropriate. Prior to each scheduling period, each aggregator received utility or cost functions from its underlying device controllers (as indicated by the red dash lines with up arrows), determines the aggregated functions, and then sends these information to the corresponding coordinator in the top layer (as indicated by the green dash lines with up arrows). After coordination problem is solved, each aggregator receives the regulation signals from top layer (as indicated by the green dash lines with down arrows) and then broadcasts these signals to its underlying devices (as indicated by the red dash lines with down arrows) to collectively provide the desired power generation or consumption.
  - The device control sublayer is involved in both scheduling and real-time operation stages. At the scheduling stage, the controller at each device reports to its commander (either an aggregator or a coordinator) the required information (as indicated by the green/red dash lines with up arrows), which is then used for coordination. After coordination problem is solved, it receives the regulation signals from its commander (as indicated by the green/red dash lines with down arrows). During real-time operation, it regulates devices to fulfill their functionality (e.g., control the indoor air temperature within the comfort zone) while following the scheduled energy generation or consumption.

### III. OPTIMAL RESOURCE COORDINATION

#### A. General Description

In the coordination layer, the optimal coordination problem is solved for each coordination period to determine the most economic schedule of power generation and consumption for DERs and DR, respectively. The objective is to maximize the social welfare, i.e., the difference between the utility of power consumption and the cost of power generation, while meeting the desired total power output without violating operating constraints of individual resources.

The mathematical formulation of the scheduling problem for each coordination period is presented as follows, where power generation or consumption should be understood as the average value during each coordination period,

\[
\begin{align*}
\min_{p_{G_i}, p_{L_j}} & \quad \sum_{i=1}^{N_G} C_{G_i}(p_{G_i}) - \sum_{j=1}^{N_L} U_{L_j}(p_{L_j}) & (1a) \\
\text{subject to} & \quad \sum_{i=1}^{N_G} p_{G_i} - \sum_{j=1}^{N_L} p_{L_j} = D & (1b) \\
& \quad 0 \leq p_{G_i} \leq p_{G_i}^{\text{max}} & (1c) \\
& \quad 0 \leq p_{L_j} \leq p_{L_j}^{\text{max}} & (1d)
\end{align*}
\]

where different notations are defined as follows:

- \( N_G \) (or \( N_L \)) is the number of generator (or load) aggregation in the network;
- \( C_{G_i}(p_{G_i}) \) is the cost of the \( i \)-th generator aggregation as a function of the power generation \( p_{G_i} \);
- \( U_{L_j}(p_{L_j}) \) is the utility of the \( j \)-th load aggregation as a function of the power consumption \( p_{L_j} \);
- \( D \) is the desired total power output;
- \( [p_{G_i}^{\text{min}}, p_{G_i}^{\text{max}}] \) is the range of power generation for the \( i \)-th generator aggregation;
- \( [p_{L_j}^{\text{min}}, p_{L_j}^{\text{max}}] \) is the range of power consumption for the \( j \)-th load aggregation.

Note that \( [p_{G_i}^{\text{min}}, p_{G_i}^{\text{max}}] \) for each load aggregation can be obtained by aggregating the power range of individual controllable loads. For example, the average power consumption of an AC for the next 5 minutes depends on the temperature setpoint selected by the homeowner, the current indoor air temperature and the outside air temperature, etc.

#### B. Proposed Approach

Without loss of generality, all the DGs can be enumerated as the first \( N_G \) agents. The optimization problem defined in (1a–1d) can then be generalized as

\[
\begin{align*}
\min_{p_i} & \quad \sum_{i=1}^{N} C_i(p_i) & (2a) \\
\text{subject to} & \quad \sum_{i=1}^{N} p_i = D & (2b) \\
& \quad p_i^{\text{min}} \leq p_i \leq p_i^{\text{max}}, \quad i = 1, \ldots, N & (2c)
\end{align*}
\]

where \( N = N_G + N_L \).

\[
p_i = \begin{cases} p_{G_i}, & i = 1, \ldots, N_G \\ -p_{L_i-N_G}, & i = N_G + 1, \ldots, N_G + N_L \end{cases} \quad (3)
\]

\[
C_i(\cdot) = \begin{cases} C_{G_i}(\cdot), & i = 1, \ldots, N_G \\ -U_{L_i-N_G}(\cdot), & i = N_G + 1, \ldots, N_G + N_L. \end{cases} \quad (4)
\]
The optimal solution can be obtained through various distributed coordination algorithms reviewed in Section I. Most of these algorithms are consensus-based with marginal cost modeled as consensus variables. They solve the problem essentially through price-directive decomposition, which is actually the gradient method applied to the dual problem. Different methods have been proposed to update the dual variable using partial or total mismatch between demand and supply (the gradient of the dual problem) [8], [10]–[12], [16].

In this paper, we use the distributed coordination algorithm proposed in [18].

Prior to each scheduling period, each coordinator receives the aggregated utility or cost functions as well as the power operating ranges from aggregators or device controllers, as indicated by the green dash lines with up arrows in Fig. 1. Next, each coordinator converts the received cost/utility functions and power output to $C_i$ and $p_i$, respectively, according to (2). Then, the coordinator starts to run the coordination algorithm as shown in (5).

$$\lambda_i(k+1) = \lambda_i(k) - \beta_k \sum_{j \in \mathcal{N}_i} (\lambda_i(k) - \lambda_j(k)),$$

$$p_i(k+1) = \nabla^{-1} C_i(\lambda_i(k+1)),$$

where $\mathcal{N}_i = \{j \in \mathcal{V} | (i,j) \in \mathcal{E}\}$ is the neighboring set of the $i$-th agent, $\nabla C_i$ is the derivative of cost function and $\nabla^{-1} C_i$ denotes its inverse function, $\beta_k$ and $\beta_k$ are the gain parameters at step $k$ for innovation term and consensus term, respectively, and $D_i$ is chosen such that $\sum_{i=1}^{N} D_i = D$. The determination of $D_i$ can be arbitrary. In practice, one option to determine $D_i$ is that the system operator forecasts the total demand $D$, and then arbitrarily distributes this demand to a small set of agents or even a single agent ($D_i$ is zero for the remaining agents). Alternatively, each agent can also determine its own $D_i$. This strategy is used in this paper. Please refer to Section VA for more details.

With this algorithm, each coordinator $i$ only maintains a local variable $\lambda_i$ that is the estimate of the optimal incremental cost, and updates it through information exchange with its neighboring coordinators (as indicated by the black lines in the coordinator layer in Fig. 1). By executing (5), $\lambda_i(k)$ and $p_i(k)$ at each coordinating agent will converge to the optimal dual variable (clearing prices) and power output, which are sent back to aggregators or device controllers for real-time control, as indicated by the green dash lines with down arrows in Fig. 1.

IV. DEVICE AGGREGATION AND CONTROL

A. General Description

Although it is necessary to have $C_{G_i}(p_{G_i})$ and $U_{L_i}(p_{L_i})$ to formulate the optimal coordination problem as shown in (1a)–(1d), the distributed algorithms only require their derivatives, $C'_{G_i}(p_{G_i})$ and $U'_{L_i}(p_{L_i})$, to solve this coordination problem. The derivative of $C_{G_i}(p_{G_i})$ (or $U_{L_i}(p_{L_i})$) is often referred to as the supply (or demand) curve, which characterizes the relationship between marginal cost (or utility) and power generation (or consumption). Hence, the device layer has to determine the supply and demand curves of various resources and send them to the coordination layer at the beginning of each coordination period. To maintain the scalability of the proposed framework in dealing with a large number of resources, the device layer is further divided into two sublayers: device aggregation and device control. In the device aggregation sublayer, resources of similar type are grouped together when their individual sizes are small. In practice, the resource aggregation is usually employed to either facilitate coordination processes or represent business models. Each aggregator serves as the message channel between the coordination layer and the device control sublayer. It collects the individual supply or demand curves from resources within its aggregation (as indicated by the red dash lines with up arrows in Fig. 1), and then sends the aggregated curve to the coordination layer (as indicated by the green dash lines with up arrows in Fig. 1). Then it sends the optimal dispatch signals received from the coordination layer to the device control sublayer (as indicated by the red dash lines with down arrows in Fig. 1). In the device control sublayer, real-time control translates the optimal dispatch signals into local control inputs so that individual resources can follow the optimal generation or consumption.

The supply curves of DGs can be easily determined based on generator operational cost, fuel efficiency, and fuel cost. It is also straightforward for them to follow the optimal generation in real time because their generation level can be continuously adjusted with well-established controllers. However, for controllable load, technical challenges exist in i) determining the demand curves of controllable loads based on individual customer preference, and ii) designing real-time control that can translate optimal power demand into locally acceptable control input. As pointed out in Section II, one essential step is to obtain the relationship between marginal utility and local control input.

B. Proposed Approach

The demand curve dynamically represents how individual customers value convenience or comfort and the corresponding energy usage. It is essential to capture the opportunity cost of DR. To extract the demand curve, it is necessary to quantitatively relate the marginal utility of individual customers for power demand to the local control input based on customer preference. herein, a practical method is presented for ACs to extract such a relationship. This method was originally proposed in the GridWise demonstration project [19], and then rigorously analyzed in [20]. Although it has been specifically presented for ACs, the underlying control philosophy can be easily extended and applied to other types of controllable loads.

This method represents the relationship between marginal utility and local control input by a response curve as illustrated in Fig. 2, which is determined by several parameters. The parameters $\lambda_{avg}$ and $\sigma$ are the average and variance, respectively, of the electricity prices over a period of time in the past, which can be calculated by a local controller or load aggregator. The parameters $T_{desired}$, $T_{min}$, and $T_{max}$ are
The dynamics of each AC relationship between indoor air temperature setpoint and power is only left to determine the response curve is the mapping from marginal utility to the power demand. Since the response curve. The determination of $q_i(t)$ is done by letting individual homeowners specify their preferences of comfort over cost through a user interface as shown in Fig. 3.

In the proposed framework, prior to each coordination period, each load controller at the device layer determines its DR curve (which is equivalent to the utility/cost function) considering the load dynamics. These curves are sent to aggregators (as indicated by the red dash lines with up arrows in Fig. 1), and then aggregated at aggregators and later used by coordinators to run the distributed coordination algorithms in Fig. 1), and then aggregated at aggregators and later used by coordinators to run the distributed coordination algorithms in (4) are time-varying from one scheduling period to another. The DR curve illustrated in Fig. 4 is the derivative of utility function (1a). Since the DR curve is monotonically non-increasing, the utility function is concave.

The negative utility function in (1a) becomes a cost function by taking into account the corresponding outside air temperature, and customer preference for comfort. Therefore, these functions in (4) are unknown, they can be estimated based on the measured indoor air temperature as proposed in [23]. The individual demand curves will be sent to the load aggregator, where they are aggregated together, and sent to the coordination layer to solve the optimal coordination problem.

With this method, the load utility/cost functions depend on the market clearing price during previous periods, the outside air temperature, and customer preference for comfort. Therefore, these functions in [4] are time-varying from one scheduling period to another. The DR curve illustrated in Fig. 4 is the derivative of utility function (1a). Since the DR curve is monotonically non-increasing, the utility function is concave. The negative utility function in [1a] becomes a cost function in [2a], which is convex.

V. CASE STUDIES

This section demonstrates the proposed hierarchical control framework by case studies on the IEEE 123-node system that was prepared by IEEE PES Distribution System Analysis Subcommittee’s Distribution Test Feeder Working Group [24]. The simulation studies are implemented in GridLAB-D [25].

![Fig. 2. Illustration of the response curves for air conditioners.](image)

![Fig. 3. User interface in the GridWise® demonstration project](image)

![Fig. 4. Illustration of the demand response curves of air conditioners.](image)
Prior to each coordination period, which is selected to be 5 minutes, controllable loads are aggregated and then distributed over the system. In this work, we evenly distribute the reference signal among three load aggregators, which results in 1,222 houses. The IEEE 123-node test system shown in Fig. 5 consists of 123 nodes and 118 lines. It has been modified to include houses with ACs and other residential loads. The number of houses has been adjusted to match the peak load provided in the test system dataset, which results in 1,222 houses. The following studies assume that 988 ACs participate in the DR program, and the remaining 234 ACs are uncontrollable as other residential loads. The controllable ACs are grouped into three load aggregations, where the number of houses under each aggregation are 98, 254, and 632, respectively.

TABLE I

| DG No. | \( a_i \) (kW^2h) | \( b_i \) ($/kWh) | \( c_i \) ($/h) | Range (kW) |
|--------|------------------|-----------------|----------------|------------|
| 1      | 0.00015          | 0.0267          | 0.38           | [50, 500]  |
| 2      | 0.00052          | 0.0152          | 0.65           | [20, 100]  |
| 3      | 0.00042          | 0.0185          | 0.4            | [40, 200]  |
| 4      | 0.00031          | 0.0297          | 0.3            | [20, 250]  |
| 5      | 0.00025          | 0.0156          | 0.33           | [30, 300]  |

which is an advanced open-source power systems modeling and simulation environment developed at Pacific Northwest National Laboratory.

A. Test System Description

The IEEE 123-node test system shown in Fig. 5 consists of 123 nodes and 118 lines. It has been modified to include houses with ACs and other residential loads. The number of houses has been adjusted to match the peak load provided in the test system dataset, which results in 1,222 houses. The following studies assume that 988 ACs participate in the DR program, and the remaining 234 ACs are uncontrollable as other residential loads. The controllable ACs are grouped into three load aggregations, where the number of houses under each aggregation are 98, 254, and 632, respectively. There are five DGs connected to the system, whose generation cost parameters are adopted from [26] and [27] and listed in Table I. Although it is typical to represent generation cost by quadratic functions, the distributed algorithms reviewed in the Introduction section are able to handle convex functions that are more general than quadratic functions. In fact, the cost functions of DR in this paper are convex, as explained in Section IV-B. The distributed algorithm for solving the optimal coordination problem is selected to be the leaderless algorithm defined in (5a) and (5b), which requires undirect communication networks.

Prior to each coordination period, which is selected to be 5 minutes, controllable loads are aggregated and then coordinated with DGs so that they can meet

\[
\text{contr. load} + \text{uncontr. load} - \text{DG gen.} = \text{ref.}
\]

In (8), \( \text{ref.} \) represents the desired power consumption of the distribution system and can be commanded by system operators. For example, in island microgrid operation, the command will be set to zero, i.e., DGs and controllable loads are scheduled to balance the uncontrollable load within the microgrid for each 5-minute period. For a grid-connected distribution system, DGs and DR can be controlled to follow a given signal for either reducing energy cost or providing grid services. For example, they can actively participate in the load following service by setting the reference signal as

\[
\text{ref.} = \text{feeder hourly schedule} - \text{load following signal}.
\]

In the coordination problem (2), the desired total output from DGs and DR is

\[
D = \text{ref.} - \text{uncontr. load} .
\]

In order to apply the distributed algorithm in (5), we need to determine \( D_i \) such that \( \sum_i D_i = D \). In this paper, we choose to distribute \( D \) only among three load aggregators and set \( D_i \) to zero for DGs. The distribution of \( D \) is realized by distribution of ref. signal and local uncontr. load. First, ref. signal can be arbitrarily distributed among load aggregators offline, prior to scheduling period. In this paper, we evenly distribute this signal among three aggregators. On the other hand, the uncontrollable load at each aggregator is unknown and needs to be forecasted. While there are different load forecasting methodologies, e.g., artificial neural networks [28], autoregressive moving average models [29], and semi-parametric additive models [30], this work simply assumes that the forecast of local uncontrollable load in the next 5-minute period is equal to the measured local uncontrollable load in the current period. Please note that renewable generation as one kind of important distributed generation could also be modeled as negative uncontrollable load as it is typically controlled for maximum power tracking. It is forecasted and adjusted every 5 minutes, and becomes a component of ‘uncontr. load’. In such a way, controllable load and DGs can be optimally used to help address the uncertainty and variability from renewable generation.

When performing DGs and DR coordination for the time period \( t \) using (5a) and (5b), the initial values of power \( p_i \) and marginal costs \( \lambda_i \) are set to be converged values in the time period \( t-1 \). This can help to greatly reduce the required number of iterations.

B. Simulation Results

1) Base case (Case 1): The test system is first simulated without any DGs and controllable loads for a typical summer day with a minimum time step of 30 seconds. The 5-minute average feeder power consumption is plotted in Fig. 6, together with the outside air temperature. Since AC load accounts for more than 80% of the total load in this system, the system load increases as the outside air temperature rises.
2) Active DER and DR Coordination (Case 2): The test system is then simulated with DGs and controllable loads under the proposed hierarchical control framework for the same summer day. In general, the reference signal can be any time series within the capability of the active distribution system. To verify the effectiveness of the proposed framework, the desired feeder load consumption is set to be 0.7 of the feeder load in base case, as shown by the blue dashed line in Fig. 7. Such a reference signal is simple to construct yet useful for testing the proposed method because

- The 30% reduction of load at the feeder requires the participation of DG and DR during scheduling, which is exactly what we need to study.
- The reduction is proportional to the load feeder in the base case and therefore varies with time. Such varying load reduction requires DG and DR to vary their generation or consumption in a coordinative manner.
- Such a desired signal requires DG and DR to support the local system more during peak hours than off-peak hours, which seems plausible. The test case enables us to compare DER participation in peak hours with off-peak hours, as well as the difference in energy price of the distribution system.

The obtained 5-minute average power consumption is plotted by the red curve in Fig. 7. As can be seen, the actual feeder load follows the desired value with reasonable accuracy. The small mismatch is due to a few factors such as approximation of demand curve, errors in uncontrollable load forecast, and approximation of optimal solution in coordination layers.

The output of DGs is shown in Fig. 8. DG2 is the cheapest generator and is at its maximum output almost all the time. Other DGs generate more during peak hours, because the reference signal essentially requires more reduction from the base case during peak hours. It can be easily verified that the marginal cost of all DGs that are not at their generation setpoint and acceptable range, price information etc., and therefore varies significantly from one time period to another. Nevertheless, the feasible load range from aggregating a large number of ACs does not vary much. The actual average power consumption closely follows the desired value, which verifies the effectiveness of the proposed coordination and control.

The acceptable temperature settings and the simulated indoor air temperature are plotted in Fig. 10 for a house under Aggregator 1. Based on how customers value their com-
fort, temperature setpoint varies with the system energy cost throughout a day. During off-peak hours when the energy price is low, the temperature setpoint and indoor air temperature are closer to the desired value, which is 72.3°F in this case.

3) Active DER and DR Coordination with Line Capacity Constraints (Case 3): It follows from Fig. 9 that the load from Aggregator 3 exceeds 2 MW during peak hours. Now suppose that the thermal capacity is at 2 MW for the branch that connects Aggregator 3 to the distribution system. Since the branch connects only Aggregator 3 to the distribution system, the power consumption by Aggregator 3 is equal to the power flow in the branch (ignoring losses for simplicity). Therefore, the capacity limit of such a branch can be taken care of by imposing the limit to Aggregator 3’s power range, i.e., modifying the maximum power consumption $p_{\text{max}}^i$ of Aggregator 3 in (2c). In this case, the maximum power limit of Aggregator 3 in (2c) becomes active for some time. The simulation results are shown in Fig. 11. It can be seen that the proposed framework can account for local thermal constraints as well when coordinating DERs and DR. When congestion occurs, the active local constraint significantly raises the energy price for the load under Aggregator 3. It should be noted that the load and price are obtained using the same optimal coordination algorithm, rather than being manually modified to meet the local constraint. Compared with the case where there is not line capacity constraints, these load and price are just some different solutions of the optimal coordination problem (2) with some updated parameters.

VI. Conclusions

This paper presents a hierarchical control framework to integrate DR into DER coordination. The proposed framework takes the advantage of existing coordination algorithms and device controllers, and bridges the gap between short-term scheduling and real-time control of controllable loads. This is done by synthetically capturing the underlying economics from DR as well as detailed dynamics for device-level control. Simulation results showed that the proposed method is capable to optimally coordinate DR with DGs and control DR in real-time to realize the desired allocation of power consumption. The future work is to expand this framework to include distributed energy storage into this coordination between DGs and controllable loads.

APPENDIX A

DEMAND CURVE DETERMINATION

The demand curve of each AC as shown in Fig. 4 is characterized by the maximum and minimum energy consumptions ($E_{\text{max}}^i$ and $E_{\text{min}}^i$), and the corresponding energy prices ($\lambda_{\text{min}}^i$ and $\lambda_{\text{max}}^i$), which can be calculated as follows:

- $E_{\text{max}}$ and $\lambda_{\text{min}}^i$: For the $i$-th unit, the theoretical upper bound of average power consumption corresponds to the operation when the device is ON for the entire period. In this case, the average power consumption is simply equal to $p_c$, which is the instantaneous power when the device is ON and is constant through the 5-minute operating period. With $q_i(t) = 1$, the closed-form analytical expression of indoor air temperature $T_{i}^\text{on}(t)$ can be obtained by solving (6). The setpoint $T_{\text{on}}^i$ must be low enough to satisfy (10) to maintain the ON status for the entire period assuming the device is operated in cooling mode,

$$T_{\text{set}} \leq T_{i}^\text{on} - \frac{\delta}{\lambda_{\text{min}}^i},$$  \hspace{1cm} (10)

where $T_{\text{set}} = \min \left\{ T_{i}^\text{on}(t) - \delta/2 \right\}$ when the device is initially OFF, and $T_{\text{on}}^i = \min \{ T_{i}^\text{on}(t) \} + \delta/2$ when the device is initially ON.

- If $T_{\text{on}}^i \geq T_{\text{min}}$, where $T_{\text{min}}$ is the lowest acceptable temperature setpoint specified by the user, find the energy price $\lambda_{\text{min}}^i$ which corresponds to $T_{\text{on}}^i$ on the curve in Fig. 2. For any price that is less than $\lambda_{\text{min}}^i$, AC $i$ will be ON for the entire operating period and the maximum average power consumption $E_{\text{max}}^i$ is $p_c$.

- If $T_{\text{on}}^i < T_{\text{min}}$, the device can only be ON for part of the period, because $T_{\text{set}} \geq T_{\text{min}} > T_{\text{on}}^i$ will trigger the device to be OFF for at least some time during the period. In this case, the energy price $\lambda_{\text{min}}^i$ simply corresponds to $T_{\text{on}}^i$ on the curve in Fig. 2. The corresponding upper bound of feasible average power consumption $E_{\text{max}}^i$ can be found by solving (6) and (7) by letting $T_{\text{set}} = T_{\text{min}}$.  

![Fig. 10. Indoor air temperature of House 1 under Aggregator 1 in Case 2.](image1)

![Fig. 11. Power consumption and clearing price under Aggregator 3 in Case 3.](image2)
For any point between $E_{\min}^i$ and $\lambda_{\max}^i$:

The theoretical lower bound of average power consumption is zero and it corresponds to the operation when the device is OFF for the entire period. The setpoint $T_{set}$ must satisfy (11) to maintain the OFF status for the entire period when the device is operated in cooling mode,

$$T_{set} \geq T_{off}$$

where $T_{off} = \max\{T_i^a(t) - \delta/2\}$ when the device is initially OFF, and $T_{off} = \max\{T_i^a(t) + \delta/2\}$ when the device is initially ON.

- If $T_{off} \leq T_{max}$, where $T_{max}$ is the highest acceptable temperature setpoint specified by the user, the find the energy price $\lambda_{\max}^i$ which corresponds to $T_{off}$ on the curve in Fig. 2. For any price that is higher than $\lambda_{max}^i$, AC i will be OFF for the entire operating period and there is no energy consumption.

- If $T_{off} > T_{max}$, the device can only be OFF for part of the period, because $T_{set} (\leq T_{max} < T_{off})$ will trigger the device to be ON for at least some time during the period.

In this case, the energy price $\lambda_{\max}^i$ simply corresponds to $T_{max}$ on the curve in Fig. 2. The corresponding lower bound of feasible average power consumption $E_{\min}^i$ can be found by solving (6) and (7) by letting $T_{set} = T_{max}$.

- For any point between $\lambda_{\min}^i$ and $\lambda_{\max}^i$, the device will only be ON for part of the period. The closed-form analytical expression does not exist, but the numerical method can be used to find the corresponding average power consumption. This process needs to be repeated for a large number of points to accurately characterize the demand curve. On the other hand, submitting the entire demand curve to aggregators requires sending all the points, which also burdens the communication network. In fact, many practical applications do not require the entire demand curve, and its approximation should good enough for engineering purpose. For example, the demand curve shown in Fig. 4 can be approximated by a step curve as long as the difference between $\lambda_{\min}^i$ and $\lambda_{\max}^i$ is small. In this case, only three quantities including $E_{\min}^i$, $E_{\max}^i$, and $(\lambda_{\min}^i + \lambda_{\max}^i)/2$ are required to characterize the approximated step curve, thereby reducing communication requirement and computational cost.
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