Geometric Brownian Motion under Stochastic Resetting: A Stationary yet Non-ergodic Process
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We study the effects of stochastic resetting on geometric Brownian motion with drift (GBM), a canonical stochastic multiplicative process for non-stationary and non-ergodic dynamics. Resetting is a sudden interruption of a process, which consecutively renews its dynamics. We show that, although resetting renders GBM stationary, the resulting process remains non-ergodic. Quite surprisingly, the effect of resetting is pivotal in manifesting the non-ergodic behavior. In particular, we observe three different long-time regimes: a quenched state, an unstable and a stable annealed state depending on the resetting strength. Notably, in the last regime, the system is self-averaging and thus the sample average will always mimic ergodic behavior establishing a stand alone feature for GBM under resetting. Crucially, the above-mentioned regimes are well separated by a non-ergodic behavior. In particular, although resetting renders GBM stationary, the resulting process remains non-ergodic. Quite surprisingly, the effect of resetting is pivotal in manifesting the non-ergodic behavior. In particular, we observe three different long-time regimes: a quenched state, an unstable and a stable annealed state depending on the resetting strength. Notably, in the last regime, the system is self-averaging and thus the sample average will always mimic ergodic behavior establishing a stand alone feature for GBM under resetting. Crucially, the above-mentioned regimes are well separated by a self-averaging time period which can be minimized by an optimal resetting rate. Our results can be useful to interpret data emanating from stock market collapse or reconstitution of investment portfolios.

I. INTRODUCTION

Geometric Brownian motion (GBM) is a universal model for self-reproducing phenomena, such as population and wealth.1 Perhaps the best-known application of GBM is in mathematical finance (the Black-Scholes model) for asset pricing.2,3 GBM has also been used to model a myriad of other natural phenomena such as bacterial cell division, inheritance of fruit and flower size, body-mass distribution, rainfall, fragment sizes in rock crushing processes, etc. (see4,5 for a review).

Stochastic processes governed by GBM show unconstrained growth phenomena, thus they are non-ergodic and non-stationary.6,7 Nonetheless, a prevalent real world observation conforms that self-reproduction is characterized by a stationary distribution that has power law tails, which hinders the practical implementation of the model.8 A natural way to invoke stationarity is to adapt GBM with a stochastic resetting mechanism which intermittently stops the current dynamics only to restart again and has spurred extensive research interests recently in statistical physics,9–26 stochastic processes27–42 and in single particle experiments43,44. Furthermore, many natural phenomena described by GBM, often undergo catastrophes (reminiscent of resetting45–49) thus describing situations such as pandemics or sudden stock market crashes. Although these observations are intriguing, there is no detailed statistical analysis of GBM subject to stochastic resetting (srGBM) with a focus on long time statistics of self-reproducing resources or their ergodic properties where the latter is quite fundamental to various disciplines, ranging from economics to evolutionary biology.50,51 Only ensemble average properties of models somewhat similar to srGBM have been investigated in a handful of economics literature52,53, but nothing is known on the time-averaging. This letter exactly delves deeper into these central aspects.

For brevity, the results are briefly summarized in the following. We show that srGBM reaches a stationary state in the long time limit yet the process remains non-ergodic. Non-ergodicity in srGBM is realized in the long-time behavior of an average over a finite sample of trajectories with three emerging regimes: i) a frozen state regime, ii) an unstable annealed regime, and iii) a stable annealed regime. The long time and short time behavior of the system in these regimes are separated by a critical time scale which depends strongly on the resetting rate. In the first regime, named after an analogy to the celebrated “Random Energy Model” by Derrida54, the long time behavior of the system is the same as in the standard GBM. This implies that resetting does not affect the non-ergodicity of the process. However, in the other two regimes, resetting non-trivially ramifications the self-averaging behavior leading to either an unstable or a stable long-time sample average. Importantly, in the last regime, for a large enough sample size, the system may always be self-averaging and thus the sample averages are useful to interpret data emanating from stock market collapse or reconstitution of investment portfolios.
average will forever mimic ergodic behavior. Besides the emphasized effect on the ergodicity of the process, we also show that when resetting is Poissonian, there exists an optimal resetting rate that minimizes the critical self-averaging time thus displaying another intriguing feature of this study.

The paper is structured as follows. In Sec. II, we introduce the model, provide preliminary results and discuss the simulation procedure. We present exact results for the moments and the probability density function for the GBM with stochastic resetting in Sec. III Sec. IV and Sec. V, respectively are dedicated to discuss ergodic and self-averaging properties of GBM with stochastic resetting. We conclude in Sec. VI with a summary of our work and future directions.

II. MODEL

A. Preliminaries

Motion of a particle governed by srGBM is described by the following Langevin equation

\[ dx(t) = (1 - Z_t)x(t)[\mu dt + \sigma dW] + Z_t(x_0 - x(t)), \]

where \( x(t) \) is the position of the particle (but could be self-reproducing resources such as biomass or capital) at time \( t \), \( dt \) denotes the infinitesimal time increment and \( dW \) is an infinitesimal Wiener increment, which is a normal variable with \( \langle dW_t \rangle = 0 \) and \( \langle dW_t dW_s \rangle = \delta(t - s)dt \). Here, \( \mu \) and \( \sigma \) are called the drift and noise amplitude. Resetting is introduced with a random variable \( Z_t \) which takes the value 1 when there is a resetting event in the time interval between \( t \) and \( t + dt \); otherwise, it is zero. Without any loss of generality, we also assume that resetting brings the particle back to its initial condition \( x(0) = x_0 \).

The solution to Eq. (1) can be found by interpreting srGBM as a renewal process: each resetting event renews the process at \( x_0 \) and between two such consecutive renewal events, the particle undergoes the simple GBM. Thus, between time points 0 and \( t \), only the last resetting event, occurring at the point

\[ t_l(t) = \max_{k \in [0,t]} \{ Z_k = 1 \}, \]

is relevant and the solution to Eq. (1) reads (following Itô interpretation)

\[ x(t) = x_0 e^{(\mu - \frac{\sigma^2}{2})[t-t_l(t)] + \sigma[W(t) - W(t_l(t))]} . \]

In what follows we will assume stochastic resetting so that the probability for a reset event is given by \( P(Z_t = 1) = rd t \). In the limit when \( dt \to 0 \), this corresponds to an exponential resetting time density \( f_r(t) = re^{-rt} \), and \( t_l \) is distributed according to

\[ f(t_l|t) = \delta(t_l)e^{-rt} + re^{-r(t-t_l)} , \]

such that \( \int_0^t dt f(t_l|t) = 1 \). Intuitively, the first term on the RHS corresponds to the scenario when there is no resetting event up to time \( t \) while the second one accounts for multiple resetting events. Notably, writing stochastic solutions (such as Eq. (3)) on a single trajectory level in the presence of resetting is quite useful, as will be seen below. We further stress that Eq. (3) also holds for complex restart time distributions with a straightforward generalization of Eq. (3) that can be obtained from Refs. [14, 55].

B. Method of simulation

The basic ingredient used to numerically simulate srGBM is to generate a trajectory using Eq. (1). This is done à la Langevin. Concretely, to obtain the distribution of the position of the particle at time \( t \), we discretize the time \( t = n\Delta t \), where \( n \) is an integer. We initialize the position of the particle at \( x(0) = 1 \), and then, at each step \( (\tau = 1, \ldots, n) \), the particle can either reset or it can evolve according to the laws of GBM. Thus,

1. with probability \( 1 - r\Delta t \) (\( r \) is the rate of resetting), the particle undergoes GBM so that

\[ x(\tau \Delta t) = x((\tau - 1)\Delta t) + x((\tau - 1)\Delta t)[\mu + \sigma \sqrt{\Delta t} \eta(\tau \Delta t)] , \]

where \( \eta(\Delta t) \) is a Gaussian random variable with mean 0 and variance 1, and \( \Delta t \) is the microscopic time step;

2. with complementary probability \( r\Delta t \), resetting occurs such that

\[ x(\tau \Delta t) = x(0) = 1 . \]

In Fig. 1 we have compared Eq. (3) with the Langevin simulation to find an excellent match.

![FIG. 1. srGBM dynamics. Position of the particle evolves multiplicatively via Eq. (1) until a random event characterized by \( Z_t = 1 \) occurs. At this moment, position is reset to \( x_0 = 1 \) and the dynamics is renewed. The blue line describes a numerical simulation of the Langevin equation (1), whereas the orange line is the solution (2) and (3). In this example, we set \( \mu = 0.05 \), \( \sigma^2 = 0.02 \) and \( r = 0.16 \).](image-url)
| Moment | Exponential divergence | Linear divergence | Convergence |
|--------|------------------------|------------------|-------------|
| \( \langle x(t) \rangle \) | \( r < \mu \) \( \sim e^{(\mu - r)t} \) | \( r = \mu \) \( \sim r t \) | \( r > \mu \) \( \sim r/(r - \mu) \) |
| \( \langle x^2(t) \rangle \) | \( r < 2\mu + \sigma^2 \) \( \sim e^{(2\mu + \sigma^2 - r)t} \) | \( r = 2\mu + \sigma^2 \) \( \sim r t \) | \( r > 2\mu + \sigma^2 \) \( \sim r/(r - 2\mu - \sigma^2) \) |

## III. NON-EQUILIBRIUM PROPERTIES OF GBM UNDER STOCHASTIC RESETTING

In this section, we discuss non-equilibrium properties of GBM subjected to stochastic resetting. We first present exact results for the moments at all times. Next, we discuss the non-equilibrium steady state of GBM under stochastic resetting.

### A. Moments

Moments of srGBM can be computed easily by applying the law of total expectation. In practice, the \( m \)-th moment is obtained by raising Eq. (3) to the \( m \)-th power and then averaging with respect to the noise and \( f(t_i) \) respectively

\[
\langle x^m(t) \rangle = x_0^m e^{(m\mu + m(m-1)\frac{\sigma^2}{2})t} \left\langle e^{-\left(m\mu + \left(m(m-1)\frac{\sigma^2}{2}\right)t_i\left(t_i\right)\right)} \right\rangle_{t_i} \\
= \frac{x_0^m}{m\mu + m(m-1)\frac{\sigma^2}{2} - r} \left[ \mu \ e^{\left(m\mu + \left(m(m-1)\frac{\sigma^2}{2}\right)t - r \right)} \right].
\]

In general, three regimes for the evolution of the \( m \)-th moment can be identified based on the relation between the drift, noise amplitude and the resetting rate. First, when \( r > r_m \equiv m\mu + m(m-1)\frac{\sigma^2}{2} \), the \( m \)-th moment converges to a limiting value \( r/(r - r_m) \). At \( r = r_m \), a sharp transition occurs, and the moment diverges linearly in time, i.e., \( \langle x^m(t) \rangle \sim 1 + rt \). For \( r < r_m \), this divergence becomes exponential. Table I summarizes the relationship between the parameters and the resulting behavior for the first two moments, i.e., the ensemble average and the second moment. The different limiting points of divergence for the moments can be seen as a hallmark multiplicative property of srGBM. For completeness we present a complementary renewal based derivation for the moments in Appendix A.

### B. Probability Density Function

The probability density function (PDF) of a reset-process satisfies the following renewal equation

\[
P_r(x, t|x_0) = e^{-rt} P_0(x, t|x_0) + r \int_0^t e^{-ru} P_0(x, u|x_0) \, du,
\]

where \( P_0(x, t|x_0) \) is the PDF of the reset-free \( (r = 0) \) process and in case of GBM reads \[5, 58\]

\[
P_0(x, t|x_0) = \frac{1}{x\sqrt{2\pi\sigma^2 t}} \exp \left\{ -\left[ \frac{\log(x)}{\sigma^2} - \frac{(\mu - \frac{\mu}{2})}{\sigma^2} t \right]^2 \right\}.
\]

The steady state is then found by taking Laplace transform of Eq. (3), i.e., \( P_{ss}^r(x|x_0) = \lim_{t \to \infty} P_r(x, t|x_0) = rP_0(x, \infty|x_0) \), where \( P_0(x, s|x_0) \equiv \int_0^\infty e^{-st} P_0(x, t|x_0) \, dt \). Following this (see Appendix B), we find that the stationary distribution has a power law whose right tail is given by

\[
P_{ss}^r(x|x_0) \sim C(x_0) x^{-\alpha - 1} \quad \text{if} \quad x > x_0,
\]

for some normalizing constant \( C(x_0) \) that is dependent on the initial condition and a shape parameter

\[
\alpha = -\left(\frac{\mu - \frac{\mu}{2}/2}{\sigma^2} + \frac{2\sigma^2}{2}\right) + \frac{\left(\mu - \frac{\mu}{2}/2\right)^2 + 2\sigma^2}{\sigma^2}.
\]

The attained stationarity is not enough to render the model ergodic. In standard GBM, non-ergodicity arises due to the noise induced fluctuations which exhibit a net-negative effect on the time-averaged particle position, but do not affect the ensemble average. Therefore, in order to observe stationary-like behavior on the long run one must track the evolution of an infinite number of trajectories \[50\]. Introducing stochastic resetting does not alter this phenomenon. This is because the long time average of a finite sample of trajectories (defined below) will be dominated by extremely rare non-reset trajectories. However, as will be shown below, resetting represents an additional source of randomness that not only increases the net-negative effect on the time-averaged position but also under certain circumstances may induce a similar effect on the ensemble average. As a result, we observe a variety of long-time regimes for the sample average due to resetting. We discuss these issues next.

## IV. ERGODIC PROPERTIES

In srGBM, the non-ergodicity of the sample average is manifested in the same way as in GBM, that is, by the difference between the time-average and ensemble growth...
rate [6]. This is captured by the following estimator of the growth rate of a sample of GBM trajectories

$$g_{\text{est}}(t, N) \equiv \frac{1}{t} \log \left( \langle x(t) \rangle_N \right), \quad (12)$$

where

$$\langle x(t) \rangle_N = \frac{1}{N} \sum_{i=1}^{N} x_i(t) \quad (13)$$

is known as the finite sample average with the property \( \lim_{N \to \infty} \langle x(t) \rangle_N = \langle x(t) \rangle \). Similar estimator was used to study ergodic properties in continuous time random walk [50] and anomalous diffusion in disordered materials [60].

The ensemble growth rate \( \langle g \rangle \) is found by fixing the period \( t \) and taking the limit as the sample grows infinitely, i.e.,

$$\langle g \rangle = \lim_{N \to \infty} g_{\text{est}}(t, N). \quad (14)$$

On the other hand, the time-average growth rate \( \bar{g} \) is found by fixing the sample size \( N \) and letting time remove the stochasticity,

$$\bar{g} = \lim_{t \to \infty} g_{\text{est}}(t, N). \quad (15)$$

The non-ergodicity of the process is manifested in the non-commutativity of the two limits. Concretely, it can be shown that the ensemble average growth rate is \( \langle g \rangle = g(t) \), which can be obtained by substituting Eq. (7) with \( m = 1 \) in Eq. (12). On the other hand, we find that the time average growth rate is \( \bar{g} = 0 \). Let us first present a proof for the simplest case \( N = 1 \), and afterwards generalize the results for arbitrary sample sizes. We start by substituting the solution \( x(t) \) from Eq. (8) into Eq. (12) to obtain (setting \( x_0 = 1 \))

$$g_{\text{est}}(t, N = 1) = \left( \mu - \frac{\sigma^2}{2} \right) \left( 1 - \frac{t_i}{t} \right) + \frac{\sigma}{t} (W(t) - W(t_i)), \quad (16)$$

from where it follows that (Appendix C)

$$\langle g_{\text{est}}(t, N = 1) \rangle = \left( \mu - \frac{\sigma^2}{2} \right) \left( 1 - \frac{\langle t_i \rangle}{t} \right), \quad (17)$$

and

$$\text{Var}[g_{\text{est}}(t, N = 1)] = \left( \mu - \frac{\sigma^2}{2} \right)^2 \frac{\text{Var}[t_i]}{t^2} + \frac{\sigma^2}{t} \left( 1 - \frac{\langle t_i \rangle}{t} \right) \quad (18)$$

where ‘Var’ stands for variance. These results hold for any resetting time density. In particular, for Poissonian resetting, \( \langle g_{\text{est}}(t, N = 1) \rangle = \text{Var}[g_{\text{est}}(t, N = 1)] = 0 \) in the limit \( t \to \infty \). This essentially implies that the distribution of \( g_{\text{est}}(t, N = 1) \) must converge to a Dirac delta function asymptotically. In other words, as \( t \to \infty \), the observed growth rate \( \bar{g} \) will differ from 0 with probability zero.

The proof for arbitrary \( N \) is based on extreme value theory [8, 63]. In particular, we will show that \( \bar{g} \) is bounded from above and below, and that these bounds coincide. The upper bound can be shown by observing that for a fixed \( t \) and sample size \( N \)

$$g_{\text{est}}(t, N) \leq \max_i \frac{1}{t} \log x_i(t) = \max_i g^{[i]}_{\text{est}}(t, N = 1), \quad (19)$$

since the system size is finite. Taking the limit with respect to time, it follows that

$$\bar{g} \leq \max_i \lim_{t \to \infty} g^{[i]}_{\text{est}}(t, N = 1) = 0. \quad (20)$$

In a similar manner, for the lower bound we have

$$\bar{g} \geq \min_i \lim_{t \to \infty} g^{[i]}_{\text{est}}(t, N = 1) = 0. \quad (21)$$

Hence, the bounds for \( \bar{g} \) saturate to a threshold which is zero implying \( \bar{g} = 0 \) for any fixed sample size.

To numerically illustrate this non-ergodicity, we plot the long run sample average \( \langle x(t) \rangle_N \) as a function of the resetting rate \( r \) for various sample sizes in Fig. 2. We simulate the sample average by generating \( N \) independent and identical copies of the Langevin simulation, i.e.,

$$\langle x(\tau \Delta t) \rangle_N = \frac{\sum_i^{N} x_i(\tau \Delta t)}{N}. \quad (22)$$

As described in the main text, \( \langle x(\tau \Delta t) \rangle_N \) will resemble the ensemble average as long as \( \tau \Delta t < t_{\text{c}} \), and afterwards it will collapse to its time-average behavior.

For \( r \leq \mu \), the ensemble average diverges (dashed black line). However, the time-average is convergent resulting in the sample average to converge. Even in the regime when \( r > \mu \) the sample average is closer to the time-average and there are apparent differences with the ensemble average. This is best seen in the single system...
(marked with a circle), which is dominated by the time-average behavior (dash-dotted black line). As the sample size increases, the sample average draws closer to the magnitude of the ensemble average but it always remains convergent.

To explain the differences in observations belonging to different sample sizes one can use an analogy with Random Energy Model (REM) studied by Derrida [57, 62]. In REM, there exists a critical inverse temperature $t_c$ below which the quenched and annealed averages are identical whereas above $t_c$, only the quenched average is observed and the system is frozen in a small number of configurations of energy [63]. In srGBM, $t_c$ corresponds to a critical self-averaging time until which the sample average resembles the corresponding ensemble value, i.e., the time until Eq. (13) is valid. However, note that in the absence of resetting, the critical self-averaging time is strictly determined by and is proportional with the sample size. Hence, as the sample size increases the sample average will spend longer time resembling the ensemble average. These dynamics are accumulated and effectively reflected in the observed time-average at the end. In stark contrast, we show that in srGBM, $t_c$ depends on both the sample size and the resetting strength and thus resulting in different long-time regimes. This is discussed next.

V. SELF-AVERAGING PROPERTIES

In srGBM, the critical self-averaging time can be estimated by the relative variance of the sample average, namely,

$$R_N(t) = \frac{\text{Var}(\langle x(t) \rangle_N)}{\langle (x(t))_N \rangle^2}, \quad (23)$$

where $\langle \cdot \rangle$ and $\text{Var}(\cdot)$ notations, without $N$ as a subscript, refer to the averages over all possible sample average realizations. Using Eq. (13) and the property for variance of sums of IID random variables, Eq. (24) can be rewritten as

$$R_N(t) = \frac{1}{N} \frac{\langle x(t)^2 \rangle - \langle x(t) \rangle^2}{\langle x(t) \rangle^2}. \quad (24)$$

If $R_N(t) \ll 1$, the system is self-averaging, i.e., the sample average will be close to the ensemble average. Thus, the system will be self-averaging until the critical point $t_c$ which occurs at $R_N(t_c) = 1$. We can use this information and rephrase Eq. (24) as

$$N + 1 = \frac{\langle x(t_c)^2 \rangle}{\langle x(t_c) \rangle^2}. \quad (25)$$

which is the governing relation to determine $t_c$. This is done by plotting Eq. (25) as a function of $r$ in Fig. 3(a).

Starting at $r = 0$, the self-averaging time $t_c$ first decreases and then increases as a function of resetting rate $r$. Depending on the trade-off between resetting rate ($r$), drift ($\mu$) and noise strength ($\sigma$), the system exhibits three different regimes which we explore in the following.

A. Frozen state

In the regime $r < \mu$, if we were to start with $N$ microstates with equally distributed energies, during the self-averaging period, inequality will increase and the system will eventually end up in a frozen configuration, as in REM. This is because both the ensemble average, given by Eq. (A8) [putting $m = 1$ in Eq. (7)], and the second moment, given by Eq. (A11) [putting $m = 2$ in Eq. (7)], are divergent. Thus, we can respectively approximate them as

$$\langle x(t) \rangle \approx \frac{\mu}{\mu - r} \exp [(\mu - r)t] x_0, \quad (26)$$

and

$$\langle x^2(t) \rangle \approx \frac{2\mu + \sigma^2}{2\mu + \sigma^2 - r} \exp [(2\mu + \sigma^2 - r)t] x_0^2. \quad (27)$$

Putting these two equations in Eq. (25) we can get an approximate equation for the critical self-averaging time in this regime as

$$t_c \approx \frac{1}{r + \sigma^2} \log \left[ (N + 1) \frac{\mu^2(2\mu + \sigma^2 - r)}{(\mu - r)^2(2\mu + \sigma^2)} \right]. \quad (28)$$

For a large enough sample this reduces to

$$t_c \approx \frac{1}{r + \sigma^2} \log [(N + 1)], \quad (29)$$

which is precisely the behavior observed in Fig. 3(a).

We quantify the degree of freezing with the probability $P_{1\%}(t)$ that the system occupies a microstate that is among the largest 1% of the sampled particle energies in time $t$ (Fig. 3(b)). Numerically, this is easily done by relabeling the $N$ trajectories i.e., without loss of generality we assume that $x_1(\tau \Delta t) \geq x_2(\tau \Delta t) \geq \cdots \geq x_N(\tau \Delta t)$. Then, $P_{1\%}(\tau \Delta t)$ in the period $\tau \Delta t$ is estimated as

$$P_{1\%}(\tau \Delta t) = \frac{\text{\#} \{x_i(\tau \Delta t) : x_i(\tau \Delta t) \geq x_1(\tau \Delta t)\}}{N}. \quad (30)$$

In the economics literature, $P_{1\%}$ is interpreted as a measure of income inequality and its observed dynamics are expressed through changes in the model parameters, reflecting shocks (changes in model parameters due to external forces) in the system conditions [63, 64]. Thus, a value of $P_{1\%}$ closer to unity indicates a frozen configuration. An example for how $P_{1\%}$ behaves as a function of time is given in Fig. 3(c) with a dashed line.

B. Unstable state

In the regime when $\mu < r < 2\mu + \sigma^2$ the ensemble average, given by Eq. (A8), is converges to a stationary value, whereas the second moment, given by Eq. (A11), remains divergent. Specifically, then the ensemble average is approximated as

$$\langle x(t) \rangle \approx \frac{r}{r - \mu} x_0, \quad (31)$$
while the evolution of the second moment remains the same as in Eq. (27). Putting these two equations in Eq. (24), we find the critical self-averaging time to be

$$t_c \approx \frac{1}{2\mu + \sigma^2 - r} \log [(N + 1) \frac{r^2 (2\mu + \sigma^2 - r)}{(r - \mu)^2 (2\mu + \sigma^2)}].$$  \hspace{1cm} (32)

Again, for a large enough sample the above equation reads

$$t_c \approx \frac{1}{2\mu + \sigma^2 - r} \log [(N + 1)].$$  \hspace{1cm} (33)

which is clearly an increasing function of $r$, as can be seen in Fig. 3(a). In words, beyond $r > \mu$, increments in $r$ reflect in an increased self-averaging time. Since $t_c$ is a decreasing function of resetting rate $r$ when $r < \mu$ and an increasing function when $\mu < r < 2\mu + \sigma^2$, it must be the case that the function attains a local minimum on the interval $[0, 2\mu + \sigma^2]$ at the point $r^* = \mu$. Note that the transition point coincides with the threshold required for the ensemble average to become convergent. This is indeed observed in Fig. 3(a). We remark that for a small sample size, the optimal resetting rate $r^*$ that minimizes $t_c$, is weakly dependent on the sample size $N$. Therefore, optimization of $t_c$ with respect to resetting rate $r$ is one of the central features of this work.

Moreover, in this state, the resetting rate is large enough to squeeze the effect of the drift and constrain the ensemble average, but the second moment remains divergent. Due to this, after the self-averaging period even if the particle's position is reset, it will quickly return to its pre-resetting position. Thus the system will not always be trapped in a small number of configurations (Fig. 3(b)). Instead, the share $P_{1\%}$ will randomly phase between large and small values over time. This, in turn implies that the state of the configurations will be unstable over time as evidenced in Fig. 3(c), with the dash dotted line. This is a significant impact of resetting on the long time behavior of GBM.

C. Stable state

As $r$ is further increased and above $2\mu + \sigma^2$, the second moment also becomes convergent and a third regime appears. In this case, in the long time limit the second moment is convergent and reads

$$\langle x^2(t) \rangle \approx \frac{r}{r - 2\mu - \sigma^2} x_0,$$  \hspace{1cm} (34)

By combining the above equation with Eq. (31), we get that the long time relative variance in this regime is approximately constant

$$R_N(t) \approx \frac{1}{N} \left[ \frac{(r - \mu)^2}{r(r - 2\mu - \sigma^2)} - 1 \right].$$  \hspace{1cm} (35)

It can be observed that in this case the sample average resembles the ensemble value (Fig. 3(a)) and exhibits diverse configurations (Fig. 3(b)). Consequently, the probability $P_{1\%}$ of observing extreme configurations stabilizes over time (Fig. 3(c) dotted line). This is the onset of a stable annealed regime. In this state, for a large enough sample size $N$, the system may forever mimic ergodic behavior. More precisely, self-averaging will always occur in the system if $R_N(t)$ in Eq. (35) is less than one. This leads to the condition

$$N > \frac{\mu^2 + r\sigma^2}{(r - 2\mu - \sigma^2)r},$$  \hspace{1cm} (36)

This is remarkably different from the previous two regimes, where for any fixed sample size, we would eventually observe discrepancies between the ensemble and

FIG. 3. Self-averaging in srGBM. (a) Critical self-averaging time $t_c$ as a function of $r$ for various sample sizes $N$. $t_c$ is seen to be minimized at $r^* = \mu$ for large sample size. The vertical lines indicate the thresholds $r = \mu$ and $r = 2\mu + \sigma^2$ at which the ensemble average and second moment respectively become convergent. (b) Long time ($t = 10^5$) probability of observing a microstate that is among the largest 1% averaged across $10^4$ simulations. The median results are shown, and the filled region is the 5th and 95th percentile. Three regimes correspond to (i) $r < \mu$ (frozen), (ii) $2\mu + \sigma^2 > r > \mu$ (unstable annealed) and (iii) $r > 2\mu + \sigma^2$ (stable annealed). (c) Statistics of example simulations for the probability of observing a microstate that is approximately constant $\approx c$ as a function of $r$. $c$, with respect to resetting rate $r$, reads $[0, 2\mu + \sigma^2]$ at the point $r^* = \mu$. Note that the transition point coincides with the threshold required for the ensemble average to become convergent. This is indeed observed in Fig. 3(a). We remark that for a small sample size, the optimal resetting rate $r^*$ that minimizes $t_c$, is weakly dependent on the sample size $N$. Therefore, optimization of $t_c$ with respect to resetting rate $r$ is one of the central features of this work.

Moreover, in this state, the resetting rate is large enough to squeeze the effect of the drift and constrain the ensemble average, but the second moment remains divergent. Due to this, after the self-averaging period even if the particle's position is reset, it will quickly return to its pre-resetting position. Thus the system will not always be trapped in a small number of configurations (Fig. 3(b)). Instead, the share $P_{1\%}$ will randomly phase between large and small values over time. This, in turn implies that the state of the configurations will be unstable over time as evidenced in Fig. 3(c), with the dash dotted line. This is a significant impact of resetting on the long time behavior of GBM.

C. Stable state

As $r$ is further increased and above $2\mu + \sigma^2$, the second moment also becomes convergent and a third regime appears. In this case, in the long time limit the second moment is convergent and reads

$$\langle x^2(t) \rangle \approx \frac{r}{r - 2\mu - \sigma^2} x_0,$$  \hspace{1cm} (34)

By combining the above equation with Eq. (31), we get that the long time relative variance in this regime is approximately constant

$$R_N(t) \approx \frac{1}{N} \left[ \frac{(r - \mu)^2}{r(r - 2\mu - \sigma^2)} - 1 \right].$$  \hspace{1cm} (35)

It can be observed that in this case the sample average resembles the ensemble value (Fig. 3(a)) and exhibits diverse configurations (Fig. 3(b)). Consequently, the probability $P_{1\%}$ of observing extreme configurations stabilizes over time (Fig. 3(c) dotted line). This is the onset of a stable annealed regime. In this state, for a large enough sample size $N$, the system may forever mimic ergodic behavior. More precisely, self-averaging will always occur in the system if $R_N(t)$ in Eq. (35) is less than one. This leads to the condition

$$N > \frac{\mu^2 + r\sigma^2}{(r - 2\mu - \sigma^2)r},$$  \hspace{1cm} (36)

This is remarkably different from the previous two regimes, where for any fixed sample size, we would eventually observe discrepancies between the ensemble and
sample averages, and is another important feature induced by resetting on GBM.

VI. CONCLUSION

In this work, we performed a detailed analysis on the spatial and ergodic properties of srGBM. While discrete time stochastic and deterministic multiplicative processes with resetting have been studied in [27, 28], a detailed and systematic investigation for the spatial and ergodic properties for the continuous time multiplicative process such as GBM was still missing. The emergence of three regimes namely frozen/quenched, an unstable and a stable annealed state is especially noteworthy. The ensemble properties of the second and third regime have been explored to a great extent in the income inequality literature [23]. Indeed, most identified power laws in nature have exponents such that the average is well-defined but the variance is not, implying that the second regime is an expected outcome [65]. Nonetheless, recent studies in economics also identify non-ergodic and divergent behavior in samples of srGBM trajectories thus suggesting the existence of the first regime [50, 66]. A typical example of srGBM would be investment portfolios with reconstitution (addition or removal of constituents) [67] where one might observe a such multi-stable landscape. Naturally, the results presented here for srGBM lend themselves as a baseline to depict the long run behavior of the above-mentioned scenarios. This empirical investigation represents an intriguing research question which we leave for future work.

From a technical perspective, it is important to stress that the solution \( g \), time-average growth rate \( \langle \rangle \), and the critical self-averaging time \( \tau_c \) are universal and do not depend on the resetting time density. It remains to be seen how the statistical properties of GBM alter intrinsically under arbitrary resetting time density. Moreover, the dependence of \( \tau_c \) on generic resetting time distribution suggests that we may observe diverse properties for the optimality based on the resetting strategy that we employ (similar to various optimization of the mean first passage time under resetting [30]). Finally, GBM, besides being a canonical model for self-reproduction, is also used to describe diffusion processes where the particle spreads very fast, such as heterogeneous and turbulent diffusion [68, 69]. Exploring the applications of resetting strategies on GBM thus also represents a potential research avenue that is of broad interest.
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Appendix A: Calculation of moments for srGBM

In the main text we showed how to derive the moments of srGBM using the law of total expectation. In this section, we present alternative derivations for the moments using Fokker-Planck and a renewal approach respectively.

1. Fokker-Planck approach

The Fokker-Planck equation for the GBM with exponential resetting to the initial position \( P_r(x, t = 0|x_0) = \delta(x-x_0) \) reads

\[
\frac{\partial}{\partial t} P_r(x, t|x_0) = -\mu \frac{\partial}{\partial x} x P_r(x, t|x_0) + s \frac{\sigma^2}{2} \frac{\partial^2}{\partial x^2} x^2 P_r(x, t|x_0) - r P_r(x, t|x_0) + r P_r(x, t = 0|x_0),
\]

where \( r \) is the rate of resetting to the initial position \( x_0 \). The last two terms in the RHS of Eq. (A1) represent respectively the loss of the probability from position \( x \neq x_0 \) due to the resetting and consequently a gain in the probability at the initial position \( x_0 \) from all the other positions in space. Taking Laplace transform on both sides of Eq. (A1) gives

\[
s \tilde{P}_r(x, s|x_0) - P_r(x, t = 0|x_0) = -\mu \frac{\partial}{\partial x} x \tilde{P}_r(x, s|x_0) + \frac{\sigma^2}{2} \frac{\partial^2}{\partial x^2} x^2 \tilde{P}_r(x, s|x_0) - r \tilde{P}_r(x, s|x_0) + \frac{r}{s} P_r(x, t = 0|x_0),
\]

where \( g(s) = L[g(t)] = \int_0^\infty g(t)e^{-st}dt \) is the Laplace transform of \( g(t) \). Rewriting the above equation, one gets

\[
s \tilde{P}_r(x, s|x_0) - P_r(x, t = 0|x_0) = s \times \frac{1}{s + r} \left[ -\mu \frac{\partial}{\partial x} x \tilde{P}_r(x, s|x_0) + \frac{\sigma^2}{2} \frac{\partial^2}{\partial x^2} x^2 \tilde{P}_r(x, s|x_0) \right],
\]
which, upon an inverse Laplace transform, gives us the following convoluted equation

$$\frac{\partial}{\partial t} P_r(x, t|x_0) = \frac{\partial}{\partial t} \int_0^t \eta(t - t') \left[ -\mu \frac{\partial}{\partial x} x P_r(x, t'|x_0) + \frac{\sigma^2}{2} \frac{\partial^2}{\partial x^2} x^2 P_r(x, t'|x_0) \right] dt',$$

(A4)

where $\eta(t) = e^{-rt}$. Note that a similar equation was also used in Ref. [58] to explore the properties of a generalized GBM process subject to subdiffusion (without resetting). In what follows, we would like to write a dynamical equation for the moments $\langle x^m(t) \rangle \equiv \int_0^\infty x^m(t) P_r(x, t|x_0) \, dx$ using Eq. (A4). To see this, we multiply both sides of Eq. (A4) by $x^m$ and integrate over $x$ to find

$$\frac{\partial}{\partial t} \langle x^m(t) \rangle = \left[ \frac{\sigma^2}{2} m(m - 1) + \mu m \right] \mu \frac{d}{dt} \int_0^t \eta(t - t') \langle x^m(t') \rangle \, dt'.

(A5)

In Laplace space, the solution to this equation reads

$$\langle x^m(s) \rangle = \frac{s^{-1}}{1 - \hat{\eta}(s) \left[ \frac{\sigma^2}{2} m(m - 1) + \mu m \right] x_0},$$

(A6)

where $\hat{\eta}(s) = L[e^{-rt}] = \frac{1}{s + r}$, and $x_0 = x(0)$ is the fixed initial condition. For $m = 1$, the solution of the equation for the ensemble average (first moment or the mean value) in Laplace space is given by

$$\langle \hat{x}(s) \rangle = \frac{s^{-1}}{1 - \mu \hat{\eta}(s)} x_0 = \frac{s^{-1}}{1 - \mu/(s + r)} x_0,$$

(A7)

which can be inverted to obtain the following expression for the mean

$$\langle x(t) \rangle = \frac{x_0}{\mu - r} \left[ \mu e^{(u-r)t} - r \right],$$

(A8)

Similarly, for $m = 2$, using Eq. (A5), we obtain the following equation for the second moment

$$\frac{\partial}{\partial t} \langle x^2(t) \rangle = (\sigma^2 + 2\mu) \frac{d}{dt} \int_0^t \eta(t - t') \langle x^2(t') \rangle \, dt',

(A9)

with a solution in Laplace space

$$\langle x^2(s) \rangle = \frac{s^{-1}}{1 - (\sigma^2 + 2\mu) \hat{\eta}(s)} x_0^2 = \frac{s^{-1}}{1 - (\sigma^2 + 2\mu)/(s + r)} x_0^2,$$

(A10)

which can be inverted to obtain the following expression for the second moment

$$\langle x^2(t) \rangle = \frac{x_0^2}{2\mu + \sigma^2 - r} \left[ (2\mu + \sigma^2) e^{(2\mu + \sigma^2 - r)t} - r \right].$$

(A11)

Finally, inverting Eq. (A6), we arrive at Eq. (7) as was mentioned in the main text.

### 2. Renewal approach

It is now well understood that resetting is a renewal process in the sense the process erases its memory after each resetting. This leads to an advantage since the solution of the reset-process $P_r(x, t|x_0, 0)$ can be written in terms of the underlying reset-free process $P_0(x, t|x_0, 0)$. Following Ref. [11], we can write

$$P_r(x, t|x_0, 0) = e^{-rt} P_0(x, t|x_0, 0) + \int_0^t e^{-ru} P_0(x, u|x_0, 0) \, du,$$

(A12)

which is essentially Eq. (8). This equation can be interpreted in terms of a renewal process, i.e., each resetting event to the initial position $x_0$ renews the process at a rate $r$. Between two consecutive renewal events, the particle undergoes its original dynamics. In fact Eq. (A12) can also be obtained from Eq. (A4) using a subordination approach used in [58]. To show this, note that the solution of Eq. (A4) can be represented by the subordination integral

$$P_r(x, t|x_0) = \int_0^\infty P_0(x, u|x_0) h(u, t) \, du,$$

(A13)
where \( h(u,t) \) is a subordination function. For the present case of exponential waiting time for resetting, the subordination function for srGBM reads, see Ref. [58],

\[
\hat{h}(u,s) = \frac{1}{s\eta(s)} e^{-\frac{s}{\sigma^2}} = \frac{s+r}{s} e^{-u(s+r)} \rightarrow h(u,t) = e^{-rt\delta(t-u) + r e^{-ru}\theta(t-u)}.
\]  

(A14)

Thus

\[
P_r(x,t|x_0) = \int_0^\infty P_0(x, t|x_0, 0) \left[ e^{-rt\delta(t-u) + r e^{-ru}\theta(t-u)} \right] du
\]  

(A15)

from where we recover the renewal form given in Eq. (A12). Taking Laplace transform on both sides of the above equation gives

\[
\hat{P}_r(x, s|x_0) = \hat{P}_0(x, s+r|x_0) + \frac{r}{s} \hat{P}_0(x, s+r|x_0) = \frac{s+r}{s} \hat{P}_0(x, s+r|x_0),
\]  

(A16)

where \( \hat{P}_0(x, s) \) is the Laplace transform of the underlying propagator. By multiplying Eq. (A16) with \( x^m(s) \) and integrating out \( x \), the \( m \)-th moment of srGBM in Laplace space can be written as

\[
\langle \hat{x}^m(s) \rangle = \frac{s+r}{s} \langle \hat{x}^m(s+r) \rangle|_{r=0},
\]  

(A17)

where \( \langle \hat{x}^m(s) \rangle|_{r=0} \) is the \( m \)-th moment without resetting in the Laplace space. Note that the equations derived so far do not depend on the specific choice of underlying dynamics. Moving forward, we will turn our focus to the GBM process. In particular, the GBM-propagator reads

\[
P_0(x, t|x_0, 0) = \frac{1}{x\sqrt{2\pi\sigma^2 t}} \exp \left( -\frac{\left[ \log\left(\frac{x}{x_0}\right) - (\mu - \sigma^2/2)t \right]^2}{2\sigma^2 t} \right),
\]  

(A18)

which is a log-normal distribution. The moments, obtained from Eq. (A18), read

\[
\langle x^m(t) \rangle|_{r=0} = x_0^m e^{(\sigma^2(m-1)/2 + \mu m)t}.
\]  

(A19)

Computing the Laplace transforms \( \langle \hat{x}^m(s) \rangle|_{r=0} \) from above and substituting into Eq. (A17) gives us the moments of srGBM in Laplace space. Inverting them, we recover the results as given by Eq. (7).

**Appendix B: Full expression for the stationary distribution**

In this section, we provide the full expressions for the stationary state. To this end, we recall Eq. (A12) and take the limit \( t \to \infty \). The first term on the RHS of Eq. (A12) drops out and we are left with

\[
P^{ss}_r(x|x_0) = \lim_{t \to \infty} P_r(x, t|x_0) = \int_0^\infty re^{-ru} P_0(x, u|x_0, 0) du = r\hat{P}_0(x, r|x_0).
\]  

(B1)

Thus to compute the steady state, we need the Laplace transform of the underlying propagator. In particular, for GBM, they can be computed from Eq. (A13). Eventually, we have

\[
\hat{P}_0(x, s|x_0) = \frac{1}{\sqrt{\left(\mu - \sigma^2/2\right)^2 + 2\sigma^2 s}} \begin{cases} \frac{x}{x_0}^{-\alpha-1}, & x > x_0, \\ \frac{x}{x_0}^{\alpha+2\left(\mu - \sigma^2/2\right)} - 1, & x \leq x_0. \end{cases}
\]  

(B2)

Thus, using Eq. (B1), we arrive at the following expressions for the non-equilibrium steady state for srGBM

\[
P^{ss}_r(x|x_0) = \frac{r\sigma^2}{\alpha\sigma^2 + (\mu - \sigma^2/2)} \begin{cases} \frac{x}{x_0}^{-\alpha-1}, & x > x_0, \\ \frac{x}{x_0}^{-\alpha+2\left(\mu - \sigma^2/2\right)} - 1, & x \leq x_0, \end{cases}
\]  

(B3)

where

\[
\alpha = \frac{-(\mu - \sigma^2/2) + \sqrt{\left(\mu - \sigma^2/2\right)^2 + 2r\sigma^2}}{\sigma^2},
\]  

(B4)

is the shape parameter. The right tail \( (x > x_0) \) of this result has been highlighted in Eq. (10) in the main text.
Appendix C: Calculation of moments for the srGBM growth rate

Here we derive the moments of the srGBM growth rate given in Eqs. (17) and (18). We start by noting that the estimator of the growth rate when \( N = 1 \) can be found by inputting Eq. (3) in Eq. (12), i.e.,

\[
g_{\text{est}}(t, N = 1) = \left( \mu - \frac{\sigma^2}{2} \right) \left( 1 - \frac{t_l}{t} \right) + \frac{\sigma}{t} (W(t) - W(t_l)),
\]

where for simplicity we have set \( x(0) = 1 \). In order to derive the moments of srGBM, we are going to utilize three basic properties of the Wiener process. That is, the process is characterized with a first moment, \( \langle W(t) \rangle = t \), and a second moment \( \langle W^2(t) \rangle = t \), and a covariance \( \langle W(t)W(s) \rangle = \min\{t, s\} \).

Using this information, we can average Eq. (C1) first with respect to the Wiener noise, and then with respect to \( t_l \) to get the first moment

\[
\langle g_{\text{est}}(t, N = 1) \rangle = \left( \mu - \frac{\sigma^2}{2} \right) \left( 1 - \frac{\langle t_l \rangle}{t} \right).
\]

To derive the variance, we first square Eq. (C1), and get

\[
g_{\text{est}}^2(t, N = 1) = \left( \mu - \frac{\sigma^2}{2} \right)^2 \left( 1 - \frac{t_l}{t} \right)^2 + 2 \left( \mu - \frac{\sigma^2}{2} \right) \left( 1 - \frac{t_l}{t} \right) \frac{\sigma}{t} (W(t) - W(t_l)) + \frac{\sigma^2}{t^2} (W(t) - W(t_l))^2.
\]

Again, we take the average of Eq. (C3) first with respect to the Wiener noise, and then with respect to \( t_l \). The computation goes as follows

\[
\langle g_{\text{est}}^2(t, N = 1) \rangle = \left( \mu - \frac{\sigma^2}{2} \right)^2 \left\langle \left( 1 - \frac{t_l}{t} \right)^2 \right\rangle + 2 \left( \mu - \frac{\sigma^2}{2} \right) \left( 1 - \frac{\langle t_l \rangle}{t} \right) \frac{\sigma}{t} \left( \langle W(t) \rangle - \langle W(t_l) \rangle \right) + \frac{\sigma^2}{t^2} \left( \langle W(t) \rangle - \langle W(t_l) \rangle \right)^2
\]

\[
= \left( \mu - \frac{\sigma^2}{2} \right)^2 \left\langle \left( 1 - \frac{t_l}{t} \right)^2 \right\rangle + \frac{\sigma^2}{t^2} \left( \langle W^2(t) \rangle - \langle W(t)W(t_l) \rangle + \langle W^2(t_l) \rangle \right)
\]

\[
= \left( \mu - \frac{\sigma^2}{2} \right)^2 \left\langle \left( 1 - \frac{t_l}{t} \right)^2 \right\rangle + \frac{\sigma^2}{t} \left( 1 - \frac{\langle t_l \rangle}{t} \right).
\]

where we have used properties of the Wiener process. Finally, variance of \( g_{\text{est}}(t, N = 1) \), as given in Eq. (18) in the main text, is recovered from the following

\[
\text{Var} \left[ g_{\text{est}}(t, N = 1) \right] = \langle g_{\text{est}}^2(t, N = 1) \rangle - \langle g_{\text{est}}(t, N = 1) \rangle^2
\]

\[
= \left( \mu - \frac{\sigma^2}{2} \right)^2 \frac{\text{Var} \left[ t_l \right]}{t^2} + \frac{\sigma^2}{t} \left( 1 - \frac{\langle t_l \rangle}{t} \right),
\]

where \( \text{Var} \left[ t_l \right] = \langle t_l^2 \rangle - \langle t_l \rangle^2 \).
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