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Abstract—Variational Quantum Algorithms (VQAs) rely upon the iterative optimization of a parameterized unitary circuit with respect to an objective function. Since quantum machines are noisy and expensive resources, it is imperative to choose a VQA’s ansatz appropriately and its initial parameters to be as close to optimal as possible, as this would improve and accelerate the accurate convergence of the algorithm's execution on the quantum device.

This work tackles the problem of finding initial ansatz parameters by proposing CAFQA, a Clifford ansatz for quantum accuracy. The CAFQA ansatz is a hardware efficient circuit built with only Clifford gates. In this ansatz, the initial parameters for the tunable gates are chosen by searching efficiently through the Clifford parameter space via classical simulation, and thereby producing a suitable stabilizer state. The stabilizer states produced are shown to always equal or outperform the traditional classical initialization approach (e.g., Hartree-Fock) of finding a suitable computational basis state, and often produce high accuracy estimations even prior to execution and exploration on a quantum device. Furthermore, the technique is suited to classical compute since a) Clifford-only quantum circuits can be exactly simulated classically in polynomial time and b) the discrete Clifford space, while scaling exponentially in the number of qubits, is searched efficiently via Bayesian Optimization.

For the Variational Quantum Eigensolver (VQE) task of ground state energy estimation of molecular systems up to 20 qubits, CAFQA’s Clifford Ansatz achieves a mean accuracy of near 99% and is able to recover as much as 99.99% of the molecular correlation energy over Hartree-Fock initialization. Notably, the scalability of the approach allows for preliminary ground state energy estimation of the challenging chromium dimer (Cr₂) with an accuracy greater than that achieved by Hartree-Fock. CAFQA is also evaluated on optimization tasks, specifically MAXCUT problems of up to 18 qubits. With CAFQA’s high accuracy initialization, the convergence of VQAs is accelerated by a factor of 2.5x.

In all, this work shows that stabilizer states are a highly accurate ansatz initialization for variational algorithms. Furthermore, it highlights the potential for quantum-inspired classical techniques as both an alternative as well as a supporting methodology for VQAs in the NISQ era and beyond.

I. CAFQA OVERVIEW

Quantum computing is a revolutionary computational model that leverages quantum mechanical phenomena for solving certain classically intractable problems. Quantum computers (QCs) evaluate quantum circuits or programs in a manner similar to a classical computer, but quantum information’s ability to leverage superposition, interference, and entanglement is projected to give QCs a significant advantage in cryptography [73], chemistry [41], optimization [52], and machine learning [9].

In the ongoing Noisy Intermediate-Scale Quantum (NISQ) era, we expect to work with quantum machines which comprise hundreds to thousands of imperfect qubits [63]. NISQ era machines will be unable to execute large-scale quantum algorithms like Shor Factoring [73] and Grover Search [33], which would require error correction comprised of millions of qubits to create fault-tolerant quantum systems [58] wherein...
many physical device qubits work in careful synchronization to create a single logical qubit that is used at the algorithm level.

**Variational Quantum Algorithms:** However, recently, variational quantum algorithms (VQAs) have been introduced that are expected to be a good match for NISQ machines where logical and physical qubits have a one-to-one mapping. This class of algorithms has a wide range of applications such as electronic energy estimations of molecules [61], MAXCUT approximation [52] and so on. The fundamental aspect of VQAs that make them suitable to today’s quantum devices is that these algorithms adapt to the characteristics and noise profile of the quantum machine they are executing on. The quantum circuit for a VQA is parameterized by a list of angles which are optimized by a classical optimizer over the course of many iterations to maximize or minimize a specific target objective which is representative of the VQA problem, while navigating through the device’s inherent noisy characteristics.

**NISQ impediments to VQAs:** Noise has prevented current quantum computers from surpassing the capabilities of classical computers in almost all applications, including VQAs. For instance, molecular chemistry often requires energy estimations which are extremely accurate, with estimation errors less than $1.6 \times 10^{-3}$ Hartree needed to be useful towards analyses of chemical reactions. Unfortunately, the accuracy obtained on today’s NISQ machines, even with the addition of sophisticated error mitigation techniques, is often considerably far from these accuracy requirements, especially as we scale to larger problem sizes [41], [65], [85]. Considering the promise of VQAs on NISQ machines, it is necessary to explore novel techniques to improve the quality of their execution on today’s quantum devices.

**Aiding VQAs in the NISQ Era:** Since today’s quantum machines are often too noisy for most real world VQA usecases, it is imperative to choose a VQA’s parameterized circuit (ansatz) wisely and its initial parameters to be as close to optimal as possible, even prior to quantum exploration, as this would improve and accelerate the accurate convergence of the algorithm’s execution on the noisy quantum device [48], [86]. While some applications benefit from physical domain knowledge that can inspire the choice of specific parameterized circuits and initial parameters (e.g., UCCSD [67]), these choices are less suited to execution on today’s quantum devices due to their considerable quantum circuit depth. Suitable circuits for today’s devices, referred to as “hardware efficient ansatz” [41], are often application agnostic and can benefit significantly from a wise choice of initial parameters, but these can be challenging to estimate - thus, novel approaches are required.

**Classical support for VQAs with Cliffords:** This work aids VQAs via classical computing support, specifically through simulation. In general, classical simulation of quantum tasks is not a scalable solution and is very limited in its capabilities, primarily only suited to today’s trivial quantum problems, and is, in fact, the motivation for quantum machines to begin with. An exception to the above is the classical simulation of the Clifford space. Circuits made up of only Clifford operations can be exactly simulated in polynomial time on a classical computer as put forth by the Gottesman-Knill theorem [30]. Of course, Clifford operations do not provide a universal set of quantum gates - hence, the stabilizer states produced by Clifford-only circuits are limited in how effectively they can explore the quantum space of a given problem such as those targeted by VQAs. However, exploring the Clifford space of the VQA problem through classical simulation can potentially find useful initial states by identifying appropriate VQA parameters in a suitable parameterizable circuit.

**CAFQA:** This work tackles the problem of finding initial ansatz parameters by proposing CAFQA, a Clifford ansatz for quantum accuracy. The CAFQA Clifford Ansatz is a hardware efficient parameterizable circuit that is parameterized with only Clifford gates. In this ansatz, the initial parameters for the tunable gates are chosen by searching efficiently through the Clifford parameter space via classical simulation, and thereby producing a suitable stabilizer state. The proposed approach is attractive for multiple reasons: ① the Clifford-initialized ansatz produces stabilizer states that perform equal to or better than the traditional classical approach of finding a suitable computational basis state (e.g., Hartree-Fock [34]) because (i) it can explore a larger state space and (ii) the stabilizer can have explicit chemical relevance in some molecular systems; ⑤ the Clifford-only quantum circuits can be perfectly simulated in polynomial (quadratic or even linear) time on classical computers; ⑥ the discrete Clifford space, while scaling exponentially in number of qubits, is searched efficiently via Bayesian Optimization; ⑦ while the Clifford space is significantly smaller compared to the entire quantum space, the stabilizer state produced from the optimal Clifford parameters are able to achieve solutions of high accuracy even prior to execution/exploration on a quantum device; and finally ⑧ the selected ansatz can then be tuned over the entire parameter space on a quantum device, allowing for improved and accelerated accurate convergence to chemical accuracy on NISQ devices (and beyond).

Fig.1 provides a break down of the VQA parameter space and CAFQA’s scope. An illustration of the CAFQA framework is shown in Fig.2.

**Contributions / Key results:**

① CAFQA builds a Clifford ansatz by tuning a hardware-efficient ansatz in the Clifford space, thereby producing stabilizer states for high accuracy VQA initialization.

② CAFQA’s benefits are significant because it is scalable (since Clifford circuits are simulable), it searches the search space efficiently (through Bayesian Optimization, using a random forest surrogate model and a greedy acquisition function) and its per-iteration measurements are ideal (since the simulation is noise free).

③ For the VQE task of ground state energy estimations of molecular systems up to 20 qubits, CAFQA’s Clifford Ansatz is observed to achieve a mean accuracy of near 99% and mean absolute error of less than 0.05 Hartree (compared to
ideal evaluations). Further, the Clifford Ansatz is observed to recover as much as 99.99% of the molecular correlation energy over the standard Hartree-Fock initialization as bond lengths increase. CAFQA is also evaluated on optimization tasks, specifically MAXCUT problems of up to 18 qubits.

Quantum exploration post-CAFQA initialization can lead to faster and highly accurate convergence even on reasonably noisy quantum machines - we show 2.5x faster convergence compared to HF in this work.

Notably, the scalability of the approach allows for accurate ansatz initialization for ground state energy estimation of the challenging chromium dimer, often considered a benchmark for variational quantum advantage, with greater than Hartree-Fock accuracy.

Section II showcases a stabilizer initial state achieving high accuracy for LiH ground state energy estimation. Section III discusses the efficient discrete search over the Clifford Space. Sections IV and V provide evaluation results and Section VI concludes the paper.

More details are provided in the Appendices. Appendix A: more background and motivation content. Appendix B: CAFQA framework in a step-by-step manner. Appendix C: CAFQA benefits on a simple micro-benchmark. Appendix D: methodology for evaluation. Appendix E: discussion and future work. Appendix F: related work.

II. High accuracy CAFQA stabilizer states

In Fig.3 we break down the expectation value returned by the Clifford Ansatz in comparison to Hartree-Fock and ideal / exact minimum from noise free simulation. This is shown for the ground state energy estimation of the LiH molecule, represented by a 4 qubit Hamiltonian system, at a bond length of 4.8 Å. The Y-axis shows the expectation value of each Pauli term and the X-axis lists the Pauli terms in the Hamiltonian.

In the figure, the resultant expectation value of each Pauli term for the Hartree-Fock (HF) initialization is shown in blue. Since HF is also Clifford, as noted in Appendix B, all expectation values are +1 / -1 / 0. Note that for HF, all non-diagonal Pauli terms (any terms apart from the tensor products of I and Z) have an expectation value of zero i.e., the state being found is a computational basis state. Only calculating the expectation values for the diagonal terms leads to ignoring the correlation energy, which is known to lead to serious errors for some larger molecules.

The expectation value of each Pauli term for the Clifford ansatz produced by CAFQA is shown in red. Again, note that all expectation values are +1 / -1 / 0. Moreover, note that for the Clifford ansatz, there are multiple non-diagonal Pauli terms which have an expectation of +1 / -1. The selection of non-diagonal terms is indicative of CAFQA producing a non-computational basis state, albeit a Clifford one. By doing so, it is able to capture some of the correlation energy that is
The expectation value of each Pauli term for the exact Hamiltonian is shown in Fig. 3. While Hartree-Fock is only able to obtain non-zero expectations (of -1/1) for diagonal Pauli (computational basis) terms, the Clifford Ansatz enables expectations of ±1 for non-diagonal Pauli terms as well. Further, the similarity in expectation value between the Clifford Ansatz and the Ideal / Exact LiH tuning over the entire parameter space is evident. The Pauli terms along the X-axis are arranged as: i) Computational basis, ii) Non computational basis terms selected by CAFQA, and iii) remaining terms which are beyond the Clifford reach (sorted by Exact expectation value).

Fig. 4: H2O ground state energy estimation via CAFQA’s Clifford ansatz discrete search at bond length of 4Å (4x the equilibrium length). The first 1000 iterations are a warm up period for the BO search algorithm. Beyond this, the search is able to achieve accuracy within chemical accuracy target in an additional 600 iterations. In this instance, post-CAFQA variational tuning on a quantum machine is not required.

The expectation value of each Pauli term for the exact Hamiltonian is shown in green. While expectation values range from -1 to 1, it is evident that the expectation values are close to those produced by the Clifford Ansatz, both for diagonal terms and the non-diagonal terms. This is a clear indicator of the effectiveness of CAFQA for ground state energy estimation for the LiH molecule (at the chosen bond length). This is confirmed later in Section IV-B which shows that CAFQA is able to achieve high accuracy in the range of 10^-2 Hartree for LiH.

III. DISCRETE SEARCH OVER THE CLIFFORD SPACE

To efficiently search through the discrete Clifford parameter space, CAFQA requires a sample-efficient search technique to find the performant ansatz parameters as quickly as possible. Bayesian optimization is such a technique that actively and intelligently queries the most informative samples at each round to reduce the number of samples required [25]. Due to this merit, Bayesian optimization has been successfully applied to different domains in computer systems optimization such as compiler tuning [56], resource allocation [59], and configuration optimization [6], [19], [20], [69]. Bayesian optimization iteratively alternates between intelligent sampling and model updates. As such, it includes two components: a surrogate model and an acquisition function. The surrogate model tries to learn the unknown underlying function that maps the search parameters to the problem objective (e.g., ground state energy). The acquisition function is the search strategy that selects the next sample to query to update the surrogate model.

CAFQA searches through the Clifford space to identify optimal Clifford gates for the tunable circuit parameters. Each tunable parameter is able to take one of four rotational angles as was shown in Fig. 10. This creates a discrete search space complexity of $O(4^{#params})$ which scales exponentially in the number of parameters although it is considerably smaller than the entire quantum tuning space. To search efficiently through this discrete space, CAFQA utilizes Bayesian Optimization as introduced in Section III.

Since the Clifford parameter space is discrete, CAFQA chooses the random forest as the surrogate model as it is flexible enough to model the discrete space and scales well [56]. CAFQA uses a greedy acquisition function [19], [56] to select samples with the lowest predicted energy estimates from the surrogate model. Empirically, the combination of the random forest surrogate model and the greedy acquisition function gives highly accurate results, as illustrated in Section IV.
Details on the search algorithm implementation can be found in [36]. Here we limit ourselves to an illustrative example.

Fig. 4 shows the discrete search employed by CAFQA to produce a Clifford Ansatz for H$_2$O ground state energy estimation at a bond length of 4 Å. The first 1000 iterations are a warm-up period which involves randomly sampling and mapping the search space - a key component to BO. The search algorithm then uses these random samples to efficiently search through the parameter space. In the figure, note that as soon as the random sampling is complete, the search algorithm begins to find better expectation values compared to random. A potentially global minimum is found after an additional 600 search iterations. Notably, in this use case, the identified minimum is well within chemical accuracy requirements, obviating the need for traditional variational tuning on a quantum device. While 2000 iterations are shown here, the search can be constrained by a tuning budget or by the observed saturation of the obtained minimum.

IV. EVALUATION: CAFQA FOR MOLECULAR CHEMISTRY

In Fig. 5 we showcase CAFQA for ground state energy estimation through VQE across 5 molecules’ bond dissociation over different bond lengths. Evaluations are shown over multiple metrics. Each row represents different evaluation metrics for each molecule - the left column shows the ground state energy (Hartree), the center column shows the error in energy estimation, and the right column shows the correlation energy recovered. We compare CAFQA in green against exact evaluations in orange; and Hartree-Fock initialization (HF) in blue. More details on these molecules, metrics and comparisons are discussed in Appendix D.

A. H$_2$

First, we look at H$_2$ shown in Fig. 5 (a)-(c). In (a) and (b), we see that the HF steadily deviates away from exact energies as bond lengths increase. This is unsurprising since HF is known to work best at / near equilibrium geometry, as discussed in Appendix A. CAFQA matches HF at low bond lengths but achieves lower energy estimates at higher bond lengths, thus being closer to exact estimates.

(a) also shows CAFQA energy estimates for the H$_2^+$ cation. The cation is at a higher energy state than its neutral counterpart - this is intuitive since H$_2$ does not naturally ionize. For a given molecular system, the Fock space combines the Hilbert spaces of molecular forms with all possible numbers of electrons and all electron-spin combinations [70]. When given the molecular Hamiltonian as above and solving VQE for the upper bound of the ground state energy of simple neutral molecules, the lack of specific electron preservation constraints does not cause inaccuracy because the energy of the neutral molecule is usually lower than that of the corresponding cations (otherwise the molecule would auto-ionize) and is also often lower than that of corresponding anions (unless the molecule has high positive electron affinity). On the other hand, when solving for energy estimates of cations and anions explicit enforcement of electron preservation constraints is often required. For the H$_2^+$ cation, if the H$_2$ Hamiltonian was used as is with no electron constraints, CAFQA’s produced energy estimates would be the same as the line in green since these are the lower bounds of the estimates for the given Hamiltonian, thus producing incorrect energy estimates for the cation. With CAFQA, we impose electron count constraints through the search objective function so that only electronic energies corresponding to a one electron system are considered thereby producing accurate estimates. Thus, CAFQA ensures that that any required constraints are maintained, along the lines of prior work [70].

(b) shows that CAFQA’s error is always under 10$^{-1}$ Hartree, and is able to achieve accuracy near chemical accuracy. On the other hand, as the bond lengths increase, HF error is 10$^{-1}$ Hartree and greater. Thus, the benefits of CAFQA are clearly evident. Finally, (c) shows that CAFQA is able to recover up to 99.7% of the correlation energy as bond lengths increase.

Overall, CAFQA achieves better energy estimates than the best computational basis and is able to incorporate the expectation of non-diagonal Pauli terms. It thereby produces a non-computational basis state which is uncommon in other classical approaches - an example of this was illustrated earlier for LiH in Fig. 3. Further, the produced stabilizer state appears intuitively suited to a molecule like H$_2$. The opposing attractive and repulsive forces of similar strength acting on its electrons (especially at higher bond lengths) can result in optimal configurations bearing resemblance to stabilizers.

B. LiH

Next, we look at LiH shown in Fig. 5 (d)-(f). In (d) and (e), we see that HF deviates considerably away from exact at medium-high bond lengths but is nearer to exact at low bond lengths. As before, CAFQA is closest to exact, especially accurate at low and high bond lengths, but always achieves equal or more accurate energy estimates compared to HF. (e) shows that CAFQA’s error is usually in the 10$^{-1}$ to 10$^{-2}$ Hartree range, with higher accuracy at high bond lengths. Finally, (f) shows that CAFQA is able to recover up to 93% of the correlation energy at medium-high bond lengths. As before, by improving beyond HF, CAFQA is able to produce a non-computational basis state as its ansatz initialization state.

C. H$_2$O

Next, we look at H$_2$O shown in Fig. 5 (g)-(i). First to be noted is that HF Psi4 estimations do not converge at high bond lengths, so we extrapolate the expected trend as shown in (g). In (g) and (h) we see that HF steadily deviates away from exact at higher bond lengths. CAFQA matches HF at lower bond lengths but achieves considerably better energy estimates compared to HF at medium / higher bond lengths.

It is interesting to observe the kink in the energy estimation near a bond length of 1.5 Å. This appears to match the prior observation that this is caused by the energy crossing of the lowest singlet and triplet electronic states for the H$_2$O molecule [70]. Accordingly, the singlet and triplet states from CAFQA are plotted in pink and yellow respectively.
Fig. 5: Dissociation curves for different molecules. Evaluation of CAFQA in terms of ground state energy, energy estimation error and correlation energy recovered. Comparisons to Exact / Chemical Accuracy and Hartree-Fock are shown. CAFQA (s) and (t) refer to energies corresponding to singlet and triplet states. CAFQA opt. refers to best estimates over multiple spin-optimized Hamiltonians.
Next, (h) shows that CAFQA is able to impressively achieve chemical accuracy at higher bond lengths while HF has high error in the range of $10^{-1}$ Hartree. At lower bond lengths, CAFQA achieves error rates of around $10^{-2}$ Hartree. Finally, (i) shows that CAFQA is able to recover up to 99.998% of the correlation energy over HF as the bond lengths increase.

D. $H_6$

Next, we look at $H_6$ shown in Fig. 5 (j)-(l). In (j) and (k) we show two versions of HF and CAFQA. The traditional HF and CAFQA results correspond to Hamiltonians generated for orbitals optimized for $S=0$ spin as mentioned in Appendix D. On the other hand, the optimized results (labeled ‘opt.’) are produced by generating unique Hamiltonians for different spins and with orbitals optimized accordingly. Then the HF and CAFQA results corresponding to the lowest estimates across all Hamiltonians are selected for every bond length. It is evident that ‘opt.’ results produce better energy estimates compared to those obtained from the $S=0$ Hamiltonian at higher bond lengths. This shows that optimizing the Hamiltonian to the best extent / as widely as possible can considerably improve VQE estimation, at the cost of increased compute. The HF techniques and CAFQA are far from exact while CAFQA opt. is near exact at high bond lengths. Deviations from exact are unsurprising since $H_6$ is known to have high correlation energy.

(k) shows that CAFQA errors are in the $10^{-1}$ Hartree range (except at high bond lengths when CAFQA opt. achieves chemical accuracy range), thus clearly requiring quantum exploration on a quantum device post ansatz selection. Finally, (l) shows that CAFQA is able to recover up to 50% of the correlation energy over HF as the bond lengths increase, whereas CAFQA opt. can achieve near 100% at high bond lengths. CAFQA is again able to produce a non-computational basis state as its ansatz initialization state, although it is evident that exploration of only the Clifford space limits accuracy.

E. $N_2$

Finally we look at $N_2$ shown in Fig. 5 (m)-(o). In (m) and (n), we see that HF deviates from exact at higher bond lengths, whereas CAFQA has higher accuracy throughout. (n) shows that CAFQA error is usually in the $10^{-2}$ Hartree range whereas HF error is around $10^{-1}$ Hartree and worsens at high bond lengths. Finally, (o) shows that CAFQA is able to recover up to 96% of the correlation energy at medium-high bond lengths.

F. Chromium Dimer

In Fig. 6 we evaluate CAFQA on the Cr$_2$ for ground state energy estimation. For Cr$_2$, we are unable to generate perfect evaluations since the size of the system is too large (discussed in Appendix D). We compare CAFQA to HF as well as experimental and approximate classical methods (CASPT2) [83]. CASPT or Complete active space perturbation theory is a multireference electron correlation method for computational investigation of molecular systems. It is evident from the figure that CAFQA consistently achieves better energy estimates compared to HF across all bond lengths. Further, CAFQA bears resemblance to prior estimates.

Due to the size of the problem, we are limited by resources in extensively running the BO search at each bond length. Our current estimates are obtained over a two-week period but these estimations can improve with more memory / compute, more execution time, better search strategies, efficient parallelization, limited additional exploration of non-Cliffords and so on - more in Appendix E. Limited search means that CAFQA at some bond lengths can produce sub-optimal estimates.

Note that CAFQA is still only a first step in VQA tasks, with the primary goal of producing an ansatz initial state which is well suited to further quantum exploration on a quantum device. While target accuracy can sometimes be obtained even without further quantum exploration (e.g., H$_2$O) this is likely to be uncommon, especially as complexity increases to systems such as Cr$_2$.

V. OTHER EVALUATION RESULTS

A. Overall relative accuracy

Fig. 7 shows the relative accuracy achieved by CAFQA across all applications (except Cr$_2$) - 8 VQE molecular chemistry ground state estimation tasks and 2 MaxCut optimizations. For molecular chemistry, the accuracy for each molecule is averaged over bond lengths. It is evident that the CAFQA is able to achieve high accuracy over all applications with a mean of 98.5%. The lowest accuracy is achieved in H$_6$, which, as explained in Appendix D, has a significant correlation energy component which cannot be entirely recovered by
is shown for tuning beginning from HF initialization and tuning for LiH ground state energy estimation. Evaluation more accurate VQA tuning convergence. this case, the CAFQA initialization usually leads to faster and NISQ machines in the near future will be able to do so. In this case, the CAFQA initialization usually leads to faster and more accurate VQA tuning convergence. 

B. Post-CAFQA VQA exploration

In Appendix A we discuss that real world chemistry usecases require very high accuracy in ground state energy estimation. Similar accuracy requirements exist in other usecases and domains as well. Thus, it is almost always the case that the accuracy obtained from the best classical initializations is insufficient by themselves for real world accuracy. This is evident from Fig.5 - CAFQA can provide accurate initialization but most problems require post-CAFQA quantum exploration. Although today’s NISQ machines are often too noisy to improve on CAFQA’s estimates, we envision that NISQ machines in the near future will be able to do so. In this case, the CAFQA initialization usually leads to faster and more accurate VQA tuning convergence.

This is illustrated in Fig.8 which shows post-CAFQA VQE tuning for LiH ground state energy estimation. Evaluation is shown for tuning beginning from HF initialization and CAFQA initialization, respectively. Furthermore, two sets of results are shown - one on ideal noise-free simulation and the other on noisy simulation modeled on real machine characteristics. In both sets of results it is evident that CAFQA-initialized exploration converges roughly 2.5x faster than HF-initialization, clearly indicative of the benefits of: a) CAFQA as a suitable classical initialization framework and b) stabilizers as a potentially accurate initialization state. Further, it can be observed that the ideal simulation produces near exact results, improving over the initialization. On the other hand, the energy estimation produced via the noisy simulation (error roughly = 10\textsuperscript{-2} Hartree ) is at par with the estimate obtained directly from CAFQA classical initialization itself. While we do not expect the latter trend to hold for more complex Hamiltonians and as machine noise reduces, CAFQA initialization will continue to be useful for fast and accurate convergence.

C. Discrete Search

Fig.9 shows the number of iterations consumed by CAFQA’s discrete search to converge to a minimum energy estimate. It is evident that the number of iterations increases with the size of the problem because the number of tuning parameters increases. The number of iterations across all applications is very reasonable considering the benefits of reduced variational tuning on noisy quantum devices. Current runtime for CAFQA roughly varies from one hour (H\textsubscript{2}) to two weeks (Cr\textsubscript{2}). The execution time can be reduced via increased compute / memory resources, improved search algorithm, parallelizing the search etc. As discussed in Section IV-F, any such improvement would be especially useful for more complex systems such as Cr\textsubscript{2} and beyond.

VI. Conclusion

CAFQA tackles the problem of finding initial VQA parameters by proposing a “Clifford Ansatz” — an ansatz that is a hardware efficient circuit built with only Clifford gates. In this ansatz, the initial parameters for the tunable gates are chosen by searching efficiently through the Clifford parameter space via classical simulation, and thereby producing a suitable stabilizer state. The stabilizer states produced are shown to
equal or outperform the traditional classical (e.g., Hartree-Fock) approach of finding a suitable computational basis state, and often achieve high accuracy estimations even prior to execution/exploration on a quantum device. Therefore, they are attractive as an initialization for VQAs. Furthermore, the technique is classically efficient since Clifford-only quantum circuits can be perfectly simulated in polynomial time on classical computers and the discrete Clifford space, while scaling exponentially in the number of qubits, is searched efficiently via Bayesian Optimization using a Random Forest surrogate model and a greedy acquisition function.

In all, this work shows that stabilizer states produced from a Clifford ansatz are a highly accurate initialization for variational algorithms. Further, there is considerable potential to extend these findings beyond Clifford and to other circuit structures, targeting a variety of problems in molecular chemistry and beyond (Appendix E). Finally, CAFQA is a promising example of the potential for quantum-inspired classical techniques as both an alternative as well as a supporting variational algorithm.
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APPENDICES

A. Background and Motivation

**VQAs in the NISQ era:** Today, Noisy Intermediate Scale Quantum (NISQ) devices are error prone and only around 100 qubits in size [63]. These devices are extremely sensitive to external influences and require precise control, and as a result, some of the biggest challenges that limit scalability include limited coherence, gate errors, readout errors, and connectivity.

Variational quantum algorithms are especially important in the near-term because they comply with the constraints of NISQ hardware. In particular, variational algorithms have innate error resilience, due to the hybrid alternation with a noise-robust classical optimizer [49], [61]. There are multiple applications which are part of the VQA domain such as Quantum Approximate Optimization Algorithm (QAOA) [24] and Variational Quantum Eigensolver (VQE) [61]. While CAFQA is suited widely across variationally algorithms, our discussions and evaluations in this paper primarily focus on VQE.

The Variational Quantum Eigensolver (VQE) [61] is used to compute an upper bound of a Hamiltonian’s ground state energy. This is done by finding a circuit parameterization such that the expectation value of the target Hamiltonian is minimized. Ideally the expectation should be indistinguishable from the ground state energy to the level of accuracy desired [80]. At a high level, VQE can be conceptualized as a guess-check-repeat algorithm [28]. The check stage involves the preparation of a quantum state corresponding to the guess. This preparation stage is done in polynomial time on a quantum computer, but would incur exponential cost in general on a classical computer. This contrast gives rise to a potential quantum speedup for VQE [29].

VQE can be a critical step in computing the energy properties of molecules and materials. While conventional computational chemistry provides efficient methods to approximate such properties, they can lack sufficient accuracy in molecular systems due to an inadequate treatment of the correlations between constituent electrons. These interactions require computation that scales exponentially in the size of the system, rendering exact quantum chemistry methods generally intractable with conventional computing [80], [90].

Estimating the VQE global optimal with high accuracy has proven challenging in the NISQ era even with sophisticated optimizers, a well chosen ansatz, and error mitigation [7], [11], [17], [65], [68], [77], [80], [85]. As an example, ground state energy estimation of molecules (a key use case for VQE) requires energy estimates with an estimation error of less than 1.6 \times 10^{-3} \text{ Hartree}, or what is known as “chemical accuracy” [62]. Such energy estimates are then used in molecular chemistry for determining properties of chemical reactions and so forth. Unfortunately, energy estimates on NISQ machines are far from accurate, especially as problem size increases. For instance, prior work on the ground state energy estimation of BeH$_2$ on a superconducting transmon machine results in an error greater than 10$^{-1}$ Hartree, which is roughly 100x lower than the required accuracy [41].

Considering the significant disparity in NISQ-device VQA accuracy and real world requirements, it is imperative to aid VQA methods to the best extent possible. CAFQA looks to classical computing support (as has prior work [21], [26], [27], [46], [53], [54], [74], [78], [79]) and puts it to use efficiently in an accurate and scalable manner.

**VQA Ansatz and its Initialization:** The VQA problem is translated into a task that can be executed on a quantum computer by defining an ansatz wave function that can be implemented on a quantum device as a series of quantum gates - a circuit with parameterized unitary operations is used [80]. An ansatz with its parameterized gate rotation angles is shown in Fig. 10.

Many ansatz structures are suitable for VQAs. In the context of VQE for molecular chemistry, the Unitary Coupled Cluster Single-Double (UCCSD) ansatz is considered the gold standard [29], [67]. Unfortunately the UCCSD ansatz is generally of considerable circuit depth, making it less suitable for today’s NISQ machines except for very small molecules like H$_2$. More suitable to the NISQ-era are hardware efficient ansatz like the SU2 [1] which are low depth parameterized circuits (but have Hilbert space coverage limitations [38], [80]). Fundamentally this ansatz is constructed by repeating blocks of parameterized single qubit rotation gates, and ladders of entangling gates [80]. Hardware efficient ansatz has been used on real NISQ machines targeting molecular chemistry tasks for molecules such as BeH$_2$ with promising ground state energy estimates but not within chemical accuracy [41]. CAFQA builds atop a traditional hardware efficient ansatz [41]. Suitability to other ansatz structures is discussed in Section E.

While a good choice of classical optimizer improves VQA convergence [44], VQAs can a) have complex optimization surfaces and b) suffer from a barren plateau problem. For simple VQA problems and in the presence of minimal noise, the optimization surface is convex around the global minimum and smooth [44]. As noise increases, in line with NISQ machines, the optimization surface can potentially become non-convex and non-smooth. The surface contour worsens as problem complexity increases because of increase in circuit depth, number of parameters (and thus the likelihood of noise-induced local minima), and entanglement spread out over many qubits (causing noise effects to become non-local) [44]. The barren plateau is the phenomenon that the gradients of the VQE parameters vanish exponentially. This could occur in increasing fashion with the number of qubits [48], in the expressibility of the ansatz [37], the degree of entanglement of the wavefunction [47], [60], or non-locality of the cost function [14], [82]. Important to this work, barren plateaus can become an especially significant problem in the presence of noise [86] and with poor (random) ansatz initialization [48]. Thus, well-chosen initialization of the ansatz can help avoid...
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However, not all simulation is non-scalable. The Gottesman-Knill’s theorem states that, “Any quantum computer performing only: a) Clifford group gates, b) measurements of Pauli group operators, and c) Clifford group operations conditioned on classical bits, which may be the results of earlier measurements, can be perfectly simulated in polynomial time on a probabilistic classical computer” [30].

While the Clifford group operations and Pauli group measurements do not provide a universal set of quantum gates there are quantum domains that have applications focused on the Clifford-space including quantum communications / networks [84], error correction codes [66], teleportation [31] and error mitigation [17], [75].

CAFQA explores the benefits of Clifford-only circuits as an ansatz for variational algorithms. An example is shown in Fig.10. While it is a limited discrete tuning space, we observe such an ansatz to be tremendously effective in approaching required accuracy over a variety of applications. While we have restricted the ansatz to strictly the Clifford group in this paper, there is potential to introduce a small number of non-Clifford gates as well [13]. Such an ansatz could provide even greater accuracy before actual execution on the (noisy) quantum device. More details in Section E.

B. CAFQA Step-by-Step Breakdown

Fig.2 provides an illustrative overview of how CAFQA complements traditional variational tuning. The role of CAFQA is illustrated in the red box on the left of the figure and discussed below.

1. CAFQA begins with a parameterized circuit in which all fixed gates are Clifford gates. This is usually the case with hardware-efficient ansatz, as described in Section A. In our view, focusing on a hardware-efficient ansatz is justified considering that other ansatz options are generally less suitable to noisy execution on today’s NISQ devices. However, extensions beyond this are discussed in Section E.

2. Given this parameterized circuit, CAFQA performs a discrete search over the tunable parameters of the circuit. The tunable search space is limited to angles which make the tunable gates strictly Clifford gates. Extensions are discussed in Section E.

3. Since both the fixed gates as well as the tunable gates are Clifford, the resulting circuit in each iteration of the tuning process can be simulated classically, even as the size of the circuits grow (as discussed in Section A).

4. Simulating the circuits corresponding to all the Pauli terms in the Hamiltonian and measuring the Hamiltonian expectation produces the objective function value for the iterative tuning process.

5. Explicit electron and spin preservation constrains, if required, can be added to the Hamiltonian [70] or directly to the objective function - CAFQA uses the latter.

6. Since simulations are performed classically, they are free of noise - thereby having the potential to eliminate a considerable portion of the noisy variational tuning on the real quantum device which could suffer from noise-induced barren plateaus [86] and other detrimental impacts of error.

7. Also worth noting is that only 1-shot simulation is required for each Pauli term / circuit since the expectation value produced by each is strictly +1, -1, or 0 for stabilizer states.

8. The discrete search is continued either until convergence of the minimum value obtained or until any specific tuning budget is consumed.
The resulting circuit, with Clifford parameters corresponding to the minimum expectation value observed, is the Clifford ansatz and is ready for traditional VQA optimization. Note that for small problems it is possible that traditional VQA tuning is not required if CAFQA already produces an expectation value which is within the problem’s tolerable bounds.

Traditional VQA tuning on the quantum device is noisy but is able to explore the entire quantum space allowed by the ansatz. The initialization state produced by CAFQA can enable fast and more accurate convergence of traditional VQA tuning.

CAFQA benefits on a micro-benchmark

In Fig. 11 we use a 2-qubit 'XX' Hamiltonian system and a 2-qubit hardware-efficient ansatz with only one tuning parameter to show the benefits of CAFQA. The Y-axis shows the estimated expectation values of the Hamiltonian while the X-axis sweeps the tuning parameter. Results are discussed below:

1. The green line represents tuning the ansatz (i.e., its one tuning parameter) on an ideal noise-free quantum device. Sweeping through all rotations produces an expectation value minima = -1.0.

2. Next, the same tuning is performed on two noisy quantum devices - IBMQ Casablanca and Manhattan (simulated with noise models). These are shown with the purple and blue lines. Clearly, the noisy devices are able to sweep through the entire parameter space, but the effect of noise limits the minima obtained, achieving only -0.7 / -0.85. Note that this microbenchmark is too simplistic to suffer from barren plateaus, etc, but it is expected that the deviation from the ideal / exact minimum will increase with more complex problems and increasing noise.

3. Next, the dashed line shows the expectation value produced by Hartree-Fock (HF) initialization. In this example, HF is unable to produce any useful result since the chosen Hamiltonian does not have any diagonal Pauli terms suited to HF.

4. Finally, CAFQA is shown with orange 'X's. Note that there are only 4 unique points in the Clifford space for the one tunable parameter. Even so, CAFQA is able to produce the expectation value minimum = -1.0 via one of those 4 Clifford points. Not only does the Clifford minimum match the minimum of the entire tuning space, but also the ability to simulate the Clifford space ideally without noise produces more accurate results compared to the noisy devices.

D. Methodology

Ground state energy estimation of molecules: We use VQE to estimate the ground state energy of the following molecules: H₂, LiH, H₂O, H₂, N₂, Cr₂, NaH, H₂-S1 and BeH₂. Hamiltonians are constructed in the STO-3G basis with parity mapping and Z2 symmetry / two qubit reduction. Hamiltonians are constructed for spin corresponding to S=0 which usually have the lowest energy near equilibrium geometries (more on this in Section IV-D). We provide detailed evaluations for the first six and only mean accuracy results for the other three. H₂-S1_STO-3G_singlet (H₂-S1) is obtained from Contextual Subspace VQE [42]. Details about these molecules and their representative Hamiltonians are provided in Table I.

Among these, experiments with quantum computing hardware have been attempted on at least H₂, LiH, H₂O, H₂, NaH and BeH₂ [23]. Note that many of the above were discretized into near-minimal basis sets i.e., STO-3G or similar, or utilized severe approximations to reduce the number of qubits [23].

H₆ is known to be a prototypical strongly correlated molecule, thereby widening the gap between ideal results and classical methods. Also notable is the Chromium Dimer (Cr₂) which has long been a benchmark molecule to evaluate the performance of different computational methods due to its unusual bonding properties in its ground and excited states [83]. This molecule, with its very short, formally sextuple bond, and a peculiarly shaped dissociation curve, has been viewed as a critical test for electronic structure methods [23]. Prior work has discussed that quantum estimations for Cr₂ could take years of computation [80]. Cr₂ is especially challenging to simulate, requiring a system of as many as 72 qubits - we are therefore unable to compare against its ideal energy estimations. Furthermore, we freeze the lower 18 (out of Cr₂’s 36 orbitals) to reduce the system to 34 qubits, to ease the burden of iterative tuning given our reasonable yet limited computational resources - but this is not a strict limitation. Freezing lower orbitals is least detrimental to bond dissociation energy estimations - electrons closer to the nucleus are tightly attached and have considerably high ionization energies [3].

For all Hamiltonians above, we use a hardware-efficient SU2 parameterized circuit [1] with one layer of linear entanglement as the ansatz. Different initialization techniques are
used in this circuit. An example of this for 10 qubits was shown in Fig.10.

**Classical Optimization - MaxCut:** While this paper has predominantly focused on VQE for ground state energy estimation targeting molecular chemistry, we also show the benefits of CAFQA for optimization applications like MaxCut. We evaluate CAFQA on two examples of MaxCut with 15 and 18 nodes, respectively. Here we use VQE to solve MaxCut with the same Clifford based SU2 ansatz. CAFQA can also be utilized in QAOA which uses an ansatz with fixed Clifford gates and tunable gates which can be constrained to be Clifford - thus inherently suitable as a Clifford ansatz.

**Evaluation Comparisons:** We compare the following -

1. **CAFQA:** Our proposed approach that uses a Clifford-only ansatz wherein the tunable gates are searched efficiently to find the optimal Clifford parameters, potentially producing the best possible stabilizer state for the target Hamiltonian.
2. **Exact:** The exact energy estimations computed classically (but possible only for small problem sizes).
3. **Hartree-Fock (HF):** HF is the best computational basis state for the target Hamiltonian under specified electron and spin preservation constraints. HF has high accuracy for systems which have near equilibrium geometry or have low correlation, but can lose accuracy otherwise since it ignores the correlations between electrons. HF rapidly converges to near-optimal solutions.

**Evaluation Metrics:** We evaluate CAFQA across four metrics detailed below:

1. **Ground State Energy:** Potential energy as a function of nuclear coordinates, as estimated by different techniques, expressed in Hartree units
2. **Energy estimation accuracy:** Absolute energy difference between energy estimations from different techniques and exact estimations, expressed in Hartree units. Chemical accuracy region is shown in orange.
3. **Recovered correlation energy:** Percentage of the difference between the Exact energy and the Hartree-Fock limit that is recovered by CAFQA.
4. **Relative accuracy:** Relative energy estimation accuracy between CAFQA and Exact.

**Infrastructure:** Hartree-Fock estimations are performed via Psi4 [81] while CAFQA evaluations are performed via Qiskit [5]. Qiskit interfaces with the PySCF library [76] in the process of constructing the Hamiltonians from the molecular specifications. The discrete search to find the optimal Clifford gates is performed through Bayesian Optimization via the HyperMapper [56] framework. Classical computations are predominantly carried out on the Google Compute Cloud.

E. Discussion and Future Work

**Simulation beyond Clifford:** In CAFQA, we have limited the classical ansatz search to strictly the Clifford space since Clifford circuit simulation is classically efficient. Prior work has shown that efficient classical simulation can be extended beyond strictly Clifford circuits to constrained Clifford+T circuits wherein T refers to the single-qubit 45-degree phase shift [13]. While Clifford+T spans the entire quantum space, the number of T gates that can be added to still suit classical simulation, is constrained. From [13], the runtime is polynomial in the number of qubits and Clifford gates but exponential in the number of T gates. The exponential scaling is sufficiently mild, so classical simulation of Clifford+T circuits with a few hundred qubits and fewer than 50 T gates should be feasible with reasonable compute resources [13]. Other work extends the reach of the Clifford+T gate set to Clifford gates and arbitrary diagonal gates simulating 40-50 qubits and over 60 non-Clifford gates, without high-performance computers [12]. Along these lines, designing an optimal CAFQA ansatz with a mix of Clifford gates, minimal T gates, and appropriate initialization is worth exploration. It should be noted that these prescribed circuit sizes might have to scale down keeping in mind CAFQA’s search algorithm runtime. Next, some simulation overheads (as well as VQA tuning overheads in general) can be reduced by employing Hamiltonian term truncation techniques [45], [49] if the truncation does not sacrifice the estimation accuracy or if the

| Application | Qubits | Bond Length (Eq. geometry) | Bond Length (Range) | Mol Orbitals Total / Used | Exact? | HF? | CAFQA? |
|-------------|--------|---------------------------|---------------------|--------------------------|--------|-----|--------|
| H₂          | 2      | 0.74 Å                    | 0.37 - 2.96 Å       | 2 / 2                    | Yes    | Yes | Yes    |
| LiH         | 4      | 1.6 Å                     | 0.8 - 4.8 Å         | 4 / 3                    | Yes    | Yes | Yes    |
| H₂O         | 12     | 1 Å                       | 0.5 - 4.0 Å         | 7 / 7                    | Yes    | Yes | Yes    |
| H₆          | 10     | 0.9 Å                     | 0.45 - 3.6 Å        | 6 / 6                    | Yes    | Yes | Yes    |
| N₂          | 12     | 1.09 Å                    | 0.55 - 4.36 Å       | 10 / 7                   | Yes    | Yes | Yes    |
| Cr₂         | 34     | 1.68 Å                    | 1.25 - 3.5 Å        | 36 / 18                  | No     | Yes | Yes    |
| NaH         | 12     | 1.9 Å                     | 0.95 - 7.6 Å        | 10 / 7                   | Yes    | Yes | Yes    |
| H₂S-I       | 18     | -                         | -                   | -                        | Yes    | No  | Yes    |
| BeH₂        | 12     | 1.32 Å                    | 0.66 - 5.28 Å       | 7 / 7                    | Yes    | Yes | Yes    |
| MaxCut1     | 15     | -                         | -                   | -                        | Yes    | No  | Yes    |
| MaxCut2     | 18     | -                         | -                   | -                        | Yes    | No  | Yes    |

**TABLE I:** VQA applications and their characteristics. Columns 4-6 are specific to molecular chemistry. Columns 7-9 indicate if a particular technique was pursued for the application or not.
accuracy loss can be bounded within the tolerable limits. Moreover, prior work has explored perturbative expansion of Hartree-Fock computational basis states by exploiting the classical simulability of Clifford circuits [50] (more on this in Section F). Similar expansion to CAFQA-produced stabilizer states can provide further improvements, again benefiting from Clifford simulation.

**Beyond a hardware-efficient ansatz:** In CAFQA, we have focused on initial parameter search for a hardware-efficient ansatz [41] because: a) the fixed gates in the circuit are Clifford and therefore amenable to classical simulation for appropriately chosen tunable parameters, and b) such an ansatz is suited in width and depth to NISQ devices. But a hardware-efficient ansatz can be limited in its capabilities due to being application agnostic, inefficient in the target Hilbert space coverage, requiring many tuning parameters and prone to barren plateaus [38], [80]. Thus expanding beyond this ansatz can be beneficial if efficiently suited to the CAFQA approach. Expanding the ansatz search to Clifford plus limited non-Clifford gates (discussed above) is a first step in this direction - potentially allowing for a dynamically evolving ansatz structure similar to ADAPT-VQE [32]. Increasing stabilizer rank (i.e., the number of stabilizer states in superposition) to tackle non-Clifford circuits is also worth exploration [12].

**Other applications:** In this work we have primarily focused on VQE for ground state energy estimation of molecules as well some examples of MaxCut optimization. CAFQA is suited to other applications both in molecular chemistry and outside of it. In molecular chemistry, other properties can be estimated such as Green’s functions used to compute electron transport in materials and one-particle reduced density matrices used to compute the electric dipoles of molecules [89]. Excited state energy estimation is one such interesting direction [36], [55], [88]. Outside VQE, CAFQA is also suited to QA0A and potentially for QNNs [8]. Further, to predict the energy and characteristics of complex molecules, machine learning models are trained on very large known molecular data sets and are then used to predict on new molecules [16], [22]. In such proposals the energy estimates for the molecules in the training data set are usually obtained via scalable but less accurate classical methods such as density functional theory (DFT) [43]. The ML model then predicts the energy for new molecules but the error rates are similar to the training data. If the training data can have higher accuracy, the accuracy of the model can correspondingly increase. There is potential to use a CAFQA-style approach to generate training data of high accuracy (even if more limited due to computational cost) to advance existing training sets [16].

**Optimization:** The discrete search via Bayesian Optimization employed by CAFQA to search through the Clifford space is able to produce high accuracy results (Section V-A) and in a reasonable number of iterations and runtime (Section V-A). While this is clearly efficient for the target problem space, the search is not evaluated on significantly larger problems (our largest system is the partially frozen Cr$_2$, a 34-qubit system). This is especially important since the Clifford search space scales exponentially in the number of tunable parameters (alternatively, the number of stabilizer states scales exponentially in the number of qubits [35]). Thus, optimizing the search strategy at the algorithmic as well as implementation levels can reap benefits. Beyond this, exploring the directions discussed above, such as simulation beyond Clifford or targeting an adaptive ansatz, will require more efficient search strategies. Intersections with other machine learning directions are also worth pursuing.

**F. Related Work**

**Ansatz:** One of the major hurdles to tuning VQE on quantum devices is the barren plateau problem which is often noise-induced. CAFQA has the potential to avoid such barren plateaus by navigating noise-free through a large part of the Hilbert space through the ideal classical search. Other techniques to address barren plateaus also often restrict the span of the ansatz to a section of the Hilbert space of interest [80]. Adaptive ansatz proposals are such a family of techniques including growing the quantum circuit iteratively [32], incorporating parts of the ansatz into the Hamiltonian by ‘dressing’ it [71] and variationally updating the gate structure of the entire ansatz [57]. Other work has proposed adapting the molecular Hamiltonians to a chosen ansatz by using a unitary transformation of molecular orbitals [64]. CAFQA can be used atop such proposals for potentially even greater gains.

**Initialization:** Some prior works have targeted improved initialization for VQAs. [62] proposes initializing ansatz parameters such that subsections of the ansatz do not form a ‘2-design’. This minimally avoids the optimization process from starting in a barren plateau. [50] proposes a perturbative expansion of the cost function from Hartree-Fock initialization. Being Clifford, the HF initial circuit is classically simulable and thus the first and second derivatives of the cost function can be efficiently calculated. This can produce an initialization state which is very close to the Hartree-Fock state in the Hilbert space but potentially performs better. FLIP [72] proposes initialization with the help of machine learning. It is tailored to learn the structure of successful parameters from a family of related problems which are used as a training set. MetaVQE [15] encodes the Hamiltonian parameters into the first layers of the quantum circuit and attempts to learn the Hamiltonian to obtain a good estimation of the ground state or useful initial states. [87] uses information from approximate classical solutions to construct problem instance-specific circuits, which is an alternative to optimizing the initial parameters. [40] implements the quantum computed moments (QCM) approach - Hamiltonian moments are computed with respect to the Hartree-Fock state and are employed in Lanczos expansion theory to determine an estimate for the ground-state energy which incorporates electronic correlations with high accuracy.