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Abstract

Gait recognition is the behavioral biometric trait that tracks humans based on their walking motion. It has gained attention because of its non-invasive and unobtrusive behaviors and applicable to the different application area. In this paper, we target model-free gait recognition with the deep learning approach for the Muslim community in the COVID-19 pandemic. The different convolutional neural network architectures (CNN) are examined by using the spatio-temporal gait representation called Gait Energy Images (GEI). We explored both the identification and verification problems to determine the suitability of the proposed CNN frameworks. In gait recognition, the intraclass variation is larger than the inter-class variation because of the shooting view, the walking speed, the wearing condition, and so on. To tackle this challenge, the verification framework is more suitable for the 1:1 association of gait recognition. As for the verification problem, we implemented the Siamese network with the parallel CNN architecture. All the proposed methods are tested against the public gait datasets called OUISIR-LP and OUISIR-MVLP to determine the identification and verification performance in terms of recognition accuracy and error rate.
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1- Introduction

Biometrics refers to the study of recognizing the identity of a human based on their physiological characteristics or behavioral characteristics. Among the behavioral biometrics, gait has drawn the attention of computer vision researchers because of its non-invasive and unobtrusive nature. Gait is the behavioral biometric that identifies and recognizes people based on their walking style. Since 2020, people have been suffering from the COVID-19 pandemic, which was caused by the deadly coronavirus. The coronavirus is transmitted from human to human or human to animal via airborne droplets [1]. People can get the infection through close contact with a person who has symptoms of the virus, including coughing and sneezing. According to WHO, some general guidelines were published, such as separating the infected patient from other family members into a single room, implementing contact and droplet precautions, airborne precautions, etc. Patients should be asked to wear a simple surgical mask and practice cough hygiene. Caregivers should be asked to wear a surgical mask when in the same room as the patient and use hand hygiene every 15–20 min [2]. Other than patients and medical professionals, normal people are suggested to practice social distancing and wearing face masks. As a result, there is a difficult way to identify people in public areas. For security and surveillance concerns, face-recognition is the most popular and efficient biometric application in society. Face recognition is not a useful practice in the new normal life style with the wearing of face masks.

In 1964, Murray et al. [3] concluded that the walking motion of each individual is unique and difficult to conceal. Early studies have shown that gait biometrics can be used to identify people and also their gender and age [4, 5]. Compared to other biometrics, gait can be easily captured and collected from a distance and without the subject's
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cooperation. Because of its applications in different research problems such as criminal investigation, surveillance monitoring, clinical analysis, gender and age estimation, and action recognition, gait recognition is perceived as the most promising biometric system for the next generation. The main objectives of this project are to create deep-learning based gait recognition methods for Ummah, which is the Arabic word for community. In the current situation with the COVID-19, the people of the Muslim community are practicing social distancing and wearing face masks. In this situation, the inability to identify the individual based on their face became a social concern. So, the proposed research will be able to tackle these problems using the gait biometric traits, which use human motion. The gait can be able to collect and detect the individual from the large distance and without the cooperation from the people. So, the main benefit of the proposed gait recognition system is that it can be used in public areas such as shopping malls, airports, banks, and so on. The proposed system will use the deep-learning framework that can be able to perform the Ummah recognition tasks effectively and efficiently.

The gait biometrics can be collected through a vision-based approach with a camera or sensor-based approach. For the vision-based approach, the camera can capture the walking subject from a distance and at different angles. And the sensor approach can collect the gait information by wearing the sensor on the subject or by placing the sensor on the floor where people walk on it [6, 7]. In this paper, we will discuss vision-based gait recognition. There are two approaches to vision-based gait recognition: model-based and model-free or appearance-based. The model-based approach focuses on body information (such as joints, limbs, and arms) to construct or model the human body or motion. The gait features are extracted from the human model (structural or 3D model). The structural-based focus is on stride parameters or motion parameters of the human body structure. The stride parameters, in this case, mean the ratios of different body parts’ sizes, which can be called static body parameters(joints) or dynamic parameters (the stride length and speed) [8]. On the other hand, the model-free approach mainly focuses on the static and motion information of the walking person. This approach obtains the motion information from the gait sequences and silhouette of the gait. Normally, the gait descriptor and gait patterns are extracted from the silhouette [9]. The advantage of the model-based approach is that it is robust against covariate factors such as view, occlusion, and noise. However, it also has the limitation of only working well with high-resolution images and being computationally expensive, even though gait recognition is supposed to work and be effective at low-resolution and real-time [10]. Compared to the model-based approach, the model-free approach extracts the features from the video sequences or silhouettes regardless of the underlying structure. So, it is more suitable for outdoor applications when the parameters of the body structure are difficult to precisely estimate. Since this approach is less sensitive to the quality of the images, the computation cost is lower compared to the model-based approach, which requires high-quality images to construct the model structure [11, 12].

For the appearance-based approach, the researchers used both traditional hand-craft features extraction and deep-learned approach to learn the distinctive features from the input gait. The hard-craft features extraction needs two-stages to extract the features first and then perform the matching or classification meanwhile the deep learned approach can combine both feature extraction and classifier into one. And also, hand-craft features approaches have limitations on diverse and large data. They can't easily scalable to diverse datasets [10] and also can't handle indistinguishable interclass different and large intra-class variation [13]. The deep learning approach gains attention in past few years due to their ability to perform well in a complex problem such as image recognition, signal processing and neural language processing and so on. The deep learned features extraction approach also performed well in gait recognition task [14, 15] especially the convolutional neural network [16-19]. The ability of CNN can extract high-level features from the input. The learned features from the CNN are well-captured information and robust for recognition task so, we adopted the convolutional neural network for our gait recognition task.

Like other biometric traits, gait recognition also used the pattern recognition approach which compares the gait pattern from different users. Given the query (Probe) sequence, the gait recognition system tries to match up with the highest similarity 3 score sequence within the system. To evaluate the performance of the gait biometric system, we need to consider both identification and verification. Most of the current gait researches are presented identification or classification problem. The identification applied 1:1 association which means the system tries to recognize the individual against all the registered gaits within the system. Since the gait recognition system applied the pattern recognition approach, it considered both inter-class (entities belong to different class/subject) and intra-class (entities belong to the same class/subject). Since the intra-class variations with different covariate factors (such as views or clothing conditions) are greater than the inter-class variation, gait recognition became a challenging problem [13]. To tackle this problem, the researchers suggested using the verification task that applied the 1:1 association [20-22]. For the verification task, the given pair of gait features (Probe and Gallery) is compared whether they belong to the same subject or not based on their similarity score with a certain threshold. The verification-based gait recognition is suitable for several applications such as criminal investigation: matching between a suspect and perpetrator or detecting the wanted person. So, this paper will present both identification and verification framework for the gait recognition system. If your paper is intended for a conference, please contact your conference editor concerning acceptable word processor formats for your particular conference. To summarize, this paper will present the following contribution.
• The gait identification framework with deep convolutional features. The convolutional neural network presented by Min et al. [24] used for the classification task to analyze the recognition accuracy.

• The gait verification framework with Siamese Architecture. The end-to-end Siamese network is proposed to use the verification task to determine the suitability and usability of deep learnt features by CNN.

• Evaluate the proposed framework with public gait benchmark datasets. We evaluate the proposed methods with OU-ISIR Large population dataset and OU-MVLP multi-view large population datasets.

2- Related Work

2-1- Gait Representation

For the appearance-based gait recognition, the accuracy and robustness of the recognition model are vitally depending on the representation of the gait sequences. Last decades, the researchers are using different ways to represent the walking sequences such as direct silhouette approach, motion-based (optical flow) approach, and binary silhouette-based gait representation. In 2005, Sarkar et al. [25] firstly presented the model-free gait recognition approach that uses the direct silhouette as the gait features. They converted the video sequences into the silhouette and represented as gait features from the generated silhouette sequences. Due to the limitation of data, the binary silhouette-based gait representation such as Gait Energy Image [26], Gait Flow Image [27], Chrono Gait Image, Gait Entropy Image [28] are introduced. The Gait 4 Energy Image (GEI) can be obtained by extracting the silhouette of the human and averaging the sequence of the silhouette [26]. GEIs become popular as the gait representation since they can capture both the temporal and spatial information and also present the human motion in a single image compare to other gait representations.

2-2- Gait Classification

The Appearance-based approach normally includes the phase of silhouette extraction or gait sequence representation, features learning (Feature extraction and selection), and lastly classification. The two-stage hand-craft features extraction use dimension reduction method for feature selection and classifier to do the matching. The researchers transformed different gait representations using a classical linear approach called Principle Component Analysis (PCA) and Multiple Discriminant Analysis (MDA) [26] or other dimension reduction approach such as Linear Discriminant Analysis (LDA) [28]. Lishani et al. [29] proposed to use a supervised feature selection approach Gabor filter bank-based feature extraction with Spectral Regression Kernal Discriminant Analysis (SRKDA) to reduce computational cost and allows them to handle large kernel matrices. For the classification, they presented the template matching or distance metric classifier such as the Euclidean distance metric. Also other classifiers such as K Nearest Neighbor (KNN), Support Vector Machine (SVM), Joint Bayesian classifier, and so on [11, 26, 27]. The deep-learned approach supports the end-to-end system by combining both feature extraction and classification.

Das and Chakrabarty [14] presented deep pipeline architecture with Deep Stacked AutoEncoders (DSA) with the body points as the gait features. The gait features pass through the two layers of an autoencoder and Softmax classifier. Feng et al. [15] also proposed another deep-learned approach called “Long short-term memory” (LSTM) by using the body joint heat map with the pose estimation method. The early use of the convolutional neural network in gait recognition was described in Castro et al. [16] with the inspiration of the general action recognition in the video which was introduced by Siomonyan and Zisserman [30]. The CNN approach is later proposed by many researchers with different kind of architectures like VGG-16 [17], 3DCNN [18], ResNet [19] with different numbers of layers. Hou et al. [31] introduced the novel gait recognition architecture called Gait Lateral Network which allowed to capture both discriminative and compact features from the gait silhouette. They used the gait silhouette sequence as the unordered set and maximize the inherent features in deep convolution neural network to learn the discriminative features. In Huang et al. [32], the authors presented the 3D Local Convolution Neural network to tackle the temporal changing pattern from body parts while the subject walking. They used the backbone CNNs to improve the gait recognition model by extracting local features from local neighbourhood. So, the novel gait recognition is introduced called 3D local CNNs using the local information.

2-3- Gait Verification

Iwama et al. [33] introduced one-to-one gait matching using the Direct Matching (DM) approach. They used six different gait representations as gait features and compare the similarity between the two gait features (Probe and Gallery) using the Euclidean distance is adopted as the distance measurement. Rather than using the single-image gait representation as to the gait features, Shiraga et al. [20] presented deep-learned gait features extracted from CNN (convolutional neural network) as the input gait signatures. The pairs of GEIs images fed into the GEINet to extract the gait features and compute the dissimilarity score L2 distance between the Probe and Gallery GEIs. Zhang et al. [13]
proposed a novel Siamese neural network framework for verification 5 gait tasks to decrease the gap between the classification and verification problem. Inspired by the Siamese network, Tong et al. [21] proposed the verification-based pairwise gait recognition with a coupled deep neural network. Based on the extracted gait features with the CNN, the system decided on the similarity between the input GEIs pair. The gait features are normalized with the L2 norm and sent it to contrastive loss to determine the distance between the input pairs. Other verification-based gait recognition such as ‘2in’ and ‘3in’ with two parallel CNN and three-parallel networks are also proposed [22].

Recently Tong et al. [23] proposed the triplet-based network with CNNs for gait recognition called restrictive triplet network (RTN) with optimized restrictive triplet loss. The triplet loss and restrictive loss are combined in the loss layers as triplet restrictive loss to optimize the network. The authors argued that the performance of the RTN network is promising due to their novel optimizing strategy. Masood et al. [34] presented the gait verification model with dynamic gait features (DGF) using the subpixel motion estimation technique. The verification process is performed with the Cross-Correlation Score as a feature vector and the SVM (Support Vector machine) classifier.

3- Proposed Architecture

3-1- Input Data

Gait Energy Image (GEI) is used as a gait representation for both identification and verification gait framework. Gait Energy Image is the Spatio-temporal gait representation that represents gait features into the single image. GEIs converted the sequence of gait silhouettes into the two-dimensional image which preserves human motion. GEIs are firstly introduced by Han and Bhanu [26] to reduce the burden of limited gait training templates. Since GEI can capture both temporal and spatial information, it became the most popular gait representation. Besides, GEIs also include information on both of the silhouette shapes and dynamic walking motion. GEIs can be obtained by extracting the silhouette of the human and averaging the sequence of silhouettes. The detail of computing the gait energy image can be found in Han and Bhanu [26].

3-2- Gait Classification Framework with Convolutional Neural Network

Our proposed gait classification framework used the convolutional neural network to extract the gait features. The input data, Gait Energy Image will pass through the CNN to perform the feature learning and classification. Convolutional Neural Network (CNN) is comprised of convolutional layers, pooling layers, normalization layers as the hidden layers, fully connected layers, and also input and output layers as well. The convolutional layer is the most important layer which performs convolution operation to detect the features patterns of the input image. Pooling layers perform down-sampling the dimension of the input and fully connected layer and the Softmax layer takes in charge of classification. Figure 1 shows the proposed gait classification framework as for the architecture, we adopted the simple ten-layers CNN architecture presented by Min et al. [24]. We use all three architectures with different activation functions (ReLU, LeakyReLU, and PReLU) as documented in Min et al. [24]. The details of the network architecture are shown in Table 1.

![Figure 1. Gait Classification Framework](image-url)
### Table 1. Details of CNN Architectures for GEI Size (240 × 240)

| Network Layer | Filter Size | No of Filters | Stride | Size of output volume |
|---------------|-------------|---------------|--------|----------------------|
| Input Image   |             |               |        | 240x 240 x 1         |
| Conv_1        | 3 × 3       | 16            | 1      | 240x 240 x 1         |
| Pool_1 (Max)  | 2 × 2       |               | 2      | 238 x 238 x 16       |
| Conv_2        | 3 × 3       | 32            | 1      | 119 x 119 x 16       |
| Pool_2 (Max)  | 2 × 2       |               | 2      | 117 x 117 x 32       |
| Conv_3        | 3 × 3       | 64            | 1      | 58 x 58 x 32         |
| Pool_3 (Max)  | 2 × 2       |               | 2      | 56 x 56 x 64         |
| Conv_4        | 3 × 3       | 124           | 1      | 28 x 28 x 64         |
| Pool_4 (Max)  | 2 × 2       |               | 2      | 26 x 26 x 124        |
| FC_1          | -           | -             | -      | 13 x 13 x 124        |
| FC_2          | -           | -             | -      | 1 x 1 x 1048         |
| (Softmax)     | -           | -             | -      | 1 x 1 x 124          |

### 3-3- Gait Verification Framework with Siamese Networks

This section presents the verification-based gait recognition using Siamese architecture. In gait recognition, the intra-class variation is larger than the inter-class variation because of the shooting view, the walking speed, the wearing condition, and so on. To tackle this challenge, the verification framework is more suitable for the 1:1 association of gait recognition.

The Siamese architecture is firstly introduced [35] for the signature verification problem and Chopra et al. [36] later adopted Siamese CNNs to solve the face verification problem. The idea of the Siamese network is to learn the similarity between the input pairs using distance metric learning and decide whether they belong to the same subject or not. The proposed method (shown in Figure 2) is to construct the two-parallel convolutional neural network with the pairs of gait inputs. As for the gait representation, we used the Gait Energy Image (GEI) as mentioned in section (3.1). We randomly selected the pairs of GEI with the same identity as the positive pair and the GEIs with the different identities as the negative pairs. During training, the input GEIs pairs are fed into the identical CNN branches to extract the distinct gait features. The proposed Siamese architecture has the ability to pull the inputs pairs of the same identity to closer and pushed away to negative pair based on learned features representation.

![Figure 2. Gait Verification Framework](image-url)
Let, the \( x_i \) and \( x_j \) is the pair of GEIs and \( Y \in [0,1] \) is the binary label of pair \( (x_i, x_j) \). If \( x_i \) and \( x_j \) belong to the same identity (positive pair), \( Y=1 \), and \( Y=0 \) for the negative pair with different identities.

The positive pairs or negative pairs of GEIs are fed into the parallel CNN (convolutional neural network) with shared parameters. Here, the convolutional neural network has almost the same architecture as mentioned in Table 1. However, there will be some adjustments to suit Siamese architecture since the previous network designed for the classification problem. The first four convolutional layers; Conv1, Conv2, Conv3, and Conv4 will still have the same filter size and numbers of filters. Also, the pooling layers and activation function will be the same as previously mentioned. The output from the convolutional layers will be flattened and acts as the input into the fully connected layer (FC1). The features produced from the (FC1) layers will be the last features vectors for this architecture as we removed the Softmax layer (FC2) which use the number of classes as the neurons for classification. The features vectors produced from each CNN network will be computed with the Euclidean distance for the semantic similarity between the input GEIs. And then, the contrastive loss function is used to optimize the semantically similar pair to close together and dissimilar pair will be pushed away.

Each pair of GEI \( (x_i, x_j) \) passes through the twin convolutional network with the same parameters and \( w \) denotes as the shared weight matrix that needs to be learned throughout the architecture. The features vectors encoded from the last fully connected layer; \( F_w(x_i) \) from the input \( x_i \) and \( F_w(x_j) \) from \( x_j \) is computed the Euclidean distance between them. The distance between \( x_i \) and \( x_j \) can be calculated as follow:

\[
D_w(x_i, x_j) = \| F_w(x_i) - F_w(x_j) \|_2
\]

As we calculated the distance between the features vectors from the input pair, the distance of input pairs is compared with the predetermined threshold. If \( \| F_w(x_i) - F_w(x_j) \|_2 \) is small, the \( x_i \) and \( x_j \) belongs to the same identity and \( x_i \) and \( x_j \) are different identities if \( \| F_w(x_i) - F_w(x_j) \|_2 \) is large. To achieve this conclusion, the contrastive loss is used for the optimization of distance vectors. The contrastive loss can be defined as follows:

\[
L(x_i, x_j, Y) = (1 - Y) \frac{1}{2} \{ \max(m - D_w,0) \}^2 + Y \frac{1}{2} D_w^2
\]

where the positive number \( m \) is the margin for minimum loss distance for GEIs pairs with different identities. During the training, the output from the pairwise GEIs will be combined by the contrastive loss layer to produce the contrastive loss function. And then, the model is trained using the back-propagating with contrastive loss.

4- Experimental Methods

4-1- Data Sets

**OU-ISIR Large Population Dataset:** The OU-ISIR LP dataset is one of the largest gait databases with 4007 subjects. The details for the subjects are 2135 males and 1872 females with ages ranging from 1 to 94 years. The walking sequence for each subject is recorded twice for Probe and Gallery and captured from the four different views (55°, 65°, 75°, 85°) [33]. The proposed method is evaluated in both the same-view and cross-view setting. Even though the OULP dataset has a smaller view variation compare to other datasets, the number of subjects makes it suitable for the evaluation of our proposed method. For both same-view setting and the cross-view setting, we followed the same protocol as Min et al. [24] to meet the comparison benchmarks. This evaluation setting used the subset of OULP datasets with 1912 subjects and 4 different views (55, 65, 75, 85). The Probe and Gallery data sets are divided according to the datasets. Equally with 956 subjects each. So each subject has eight GEI images (4 views × 2 sequences) and normalized the size into (128 × 88)

**OU-ISIR MVLP:** The dataset includes 10307 subjects with 5114 males and 5193 females and ages ranging from 2 to 87 years. The OU-MVLP is not only the largest population dataset but also captured from the 14 viewing angles. Each subject is captured from different viewpoints ranging from 0° to 90° (forward) and 180° to 270° (backward). So, there are 14 views angles with 15-degree interval (0°, 15°, 30°, 45°, 60°, 75°, 90°, 180°, 195°, 210°, 225°, 240°, 255°, 270°) and two walking sequences of each subject. To summarize, the OU-MVLP dataset has the 28 walking sequences (14 × 2) for the individual subject. For the experiments in OU-MVLP dataset, we followed the protocol setting of Takemura et al. [37], the dataset is divided into a nearly equal group with 5153 subjects for the training set and 5154 subjects for the testing data set. To evaluate our proposed method, we only used (0°, 30°, 60°, 90°) since the GEIs with 180° view different are flipped version of the images and considers same-view pair based on perspective projection assumption. So, we 10 will only focus on the four typical views (0°, 30°, 60°, 90°) as mentioned in the authors of the OU-MVLP datasets [37].
4-2- Evaluation Criteria

4-2-1- Gait Identification/Classification

The proposed CNN model performed the classification tasks \((1: N)\) for the individual gait recognition. We planned to evaluate our proposed CNN architectures with all activation functions to compare the results in terms of accuracy and training speed. The three proposed CNN architectures with different non-linear activation functions namely, 1) CNN with ReLU, 2) CNN with LeakyReLU and 3) CNN with PReLU. Here, we denoted as CNN-I, CNN-II, and CNN-III for a simpler version.

To evaluate the identification performance of the proposed method, we used the correct classification rates (CCRs) which is Rank 1 identification rate with:

\[
CCR = \frac{TP+TN}{TP+TN+FP+FN}
\]  

where, TP is True Positive, TN is True Negative, FP is False Positive, FN is False Negative.

4-2-2- Gait Verification

The proposed Siamese architecture performed 1:1 verification task using the convolutional neural network. We evaluated the verification performance based on different proposed CNN architectures (CNN with ReLU, CNN with LeakyReLU and CNN with PReLU) to determine the suitableness of architectures in verification tasks. The details of data preparation for each dataset and evaluation results will be presented in the following section. So, to analyze the performance of the verification task (one-to-one matching), we calculated the False Acceptance Rate (FAR) and False Rejection Rate (FRR).

- FAR (False Acceptance Rate):
  - FAR also known as Type-I error denotes that the error rate when the imposter is falsely accepted as the genuine person.
  - The threshold value needs to increase to reduce the error of FAR.

- False Rejection Rate (FRR):
  - FRR is the Type-II error which is the error rate when the genuine person is falsely rejected. The increase threshold value in the FAR will make the increase in FRR error.

- Equal error rate (EER):
  - To choose the best threshold value, we need to use EER (equal error rate) which is the rate at point FAR and FRR is equal.
  - The ideal EER rate is zero and the lower the rate the better for the efficient performance in the gait verification system.
  - The proposed Siamese system is evaluated against the EER rates for all datasets.

5- Results and Discussion

5-1- Gait Classification

We evaluated our classification performance on OUISIR and OUMVLP dataset with the Correct Classification Rate as the evaluation criteria. Table 2 showed that the CCR of the OU-ISIR LP dataset in cross-view and same-view setting in three different CNN architecture. As a result, the CNN-II (CNN with LeakyReLU) outperformed than the other two. The walking sequences for the OU-ISIR LP dataset are captured from the side-view with the only 10 degrees different from each other. The accuracy of the different view with smaller angles different achieved better than the larger view. For the cross-view evaluation, we performed the analysis with the different gallery and probe views. The walking sequences for the OU-ISIR dataset are captured from the side-view with the only 10 degrees different from each other. The accuracy for the smaller angles difference is achieved better compared to larger angles. As shown in Table, the angle difference with 10 to 20 degrees obtained the accuracy of above 90% on average and there is a slight drop in accuracy with the 30 degrees difference. However, CNN-II and CNN-III able to perform well with an average 90% CCR even in the cross-view setting.
Table 2. Correct Classification Rate for OUISIR-LP Dataset

| Gallery View | Methods | Probe View | 55 | 65 | 75 | 85 |
|--------------|---------|------------|----|----|----|----|
| 55           | CNN-I   | 94.8       | 93.0 | 89.1 | 82.0 |
|              | CNN-II  | 96.7       | 94.6 | 92.6 | 88.0 |
|              | CNN-III | 95.1       | 92.0 | 90.1 | 84.0 |
| 65           | CNN-I   | 92.3       | 96.1 | 93.6 | 91.0 |
|              | CNN-II  | 93.6       | 97.4 | 94.7 | 92.8 |
|              | CNN-III | 93.0       | 96.4 | 92.6 | 90.8 |
| 75           | CNN-I   | 89.0       | 90.7 | 95.5 | 91.6 |
|              | CNN-II  | 92.6       | 93.6 | 97.2 | 93.7 |
|              | CNN-III | 90.0       | 92.4 | 96.8 | 92.4 |
| 85           | CNN-I   | 85.9       | 89.6 | 92.6 | 97.7 |
|              | CNN-II  | 89.2       | 92.2 | 94.5 | 98.1 |
|              | CNN-III | 87.7       | 91.4 | 93.2 | 97.9 |

Table 3 showed the classification accuracy with the OUMVLP dataset. The O-U-MLP dataset is the larger dataset with the bigger view angles. As mentioned in the previous section, the evaluation is carried out on only four views pairs for both the same-view and cross-view settings. As shown in Table 3, the same view gait pair are performed better because of the proposed CNN network which is robust and able to learn the discriminative features for gait recognition. However, gait recognition is challenging for covariate factors such as capturing views angle differences. So, the performance for the cross-view setting with different probe 11 and gallery pairs is dropping compare to the same-view. According to the evaluation result, the gallery view with (0°) and different probe views (i.e 30°, 60°, 90°) is the lowest because the capturing from the (0°) is the frontal view and there is a lack of the forward and backward motion in the gait features. Since the forward and backward motions are mostly observable in 90° (side view), the accuracy for the 0-90 view pairs obtained the worse accuracy out of all pairs. The other gallery-probe pairs are angle differences with 30 to 60 degrees and it also suffers a slight drop in classification performance.

Table 3. Correct Classification Rate for OUISIR-MVLP Dataset

| Gallery View | Methods | Probe View | 0  | 30 | 60 | 90 |
|--------------|---------|------------|----|----|----|----|
| 0            | CNN-I   | 84.8       | 49.0 | 32.1 | 22.0 |
|              | CNN-II  | 87.7       | 50.6 | 36.6 | 24.0 |
|              | CNN-III | 85.1       | 47.0 | 33.1 | 21.0 |
| 30           | CNN-I   | 56.1       | 90.1 | 58.6 | 31.0 |
|              | CNN-II  | 58.6       | 92.1 | 60.7 | 34.8 |
|              | CNN-III | 58.0       | 89.1 | 50.6 | 31.8 |
| 60           | CNN-I   | 35.4       | 58.1 | 89.5 | 51.2 |
|              | CNN-II  | 37.8       | 60.1 | 91.2 | 53.8 |
|              | CNN-III | 36.2       | 57.4 | 90.8 | 52.4 |
| 90           | CNN-I   | 20.9       | 30.4 | 60.6 | 92.7 |
|              | CNN-II  | 23.6       | 32.1 | 62.2 | 93.1 |
|              | CNN-III | 21.8       | 31.8 | 61.2 | 91.6 |

The CCR of the three different architectures (CNN-I, CNN-II and CNN-III) is compare for each public dataset. The results show the CNN-II obtained the highest average CCR for the classification rate. The CNN-II used the Leaky ReLU activation function which is the advance activation function to solve the vanishing gradient problem and provide efficient training network. The predetermined slope in Leaky ReLU helps to avoid the dropping out of the neuron of negative values and it can obtain useful information from the features while training the network. These effects relatively improve the overall accuracy and perform better than others. The PReLU (Parametric ReLU) which was used in CNN-III obtained the second best average accuracy for all three datasets. To compare the performance of the proposed architectures, the CNN-I recorded the lowest average CCR and the CNN-II recorded the highest CCR. However, all
three architectures has shown desirable results because of the suitable convolutional neural network for gait classification tasks. The next section will present the comparison of current gait classification performance in terms of correct classification rate.

Figure 3 shown the comparison result of the proposed gait classification framework with existing methods. For the fair comparison, the three proposed CNN architectures with different activation functions (namely CNN-I, CNN-II, CNN-III) are analyzed against the current existing gait recognition methods. All the existing methods are evaluated with the different benchmark datasets; OU-ISIR LP dataset and OU-ISIR MVLP dataset. The average classification accuracy on OU-ISIR-LP performance is slightly dropping because of the cross-view evaluation setting even though the accuracy on the same-view recorded the desired results. In the proposed method, CNN-II is able to obtain the highest accuracy with 93.84% and, followed by the CNN-II i.e. 92.1%. The comparison method GEINet is the lowest among them, and all of the proposed architectures are able to perform better on classification tasks.

![Figure 3. Comparison of CCR with Other Methods](image)

As the OU-ISIR MVLP is the largest dataset with highest view angles differences. So, the average performance for this dataset is quite low compared to other datasets. The mean accuracy of the classification is in the range of 40-60 % for all the comparison methods. According to the Figure 3, the average accuracy for our proposed architectures (CNN-I, CNN-II, CNN-III) are 53.9%, 56.8% and 54.8 respectively. Even in the challenging OU-ISIR dataset, our proposed method able to achieve the highest accuracy compared to other existing methods. Our proposed methods achieved a better result because of the learnability of the convolutional neural network. The architectures and depth of our CNN able to extract the robust gait features and makes it suitable for the gait recognition tasks. And also, the advance activation function like LeakyReLU and PReLU can learn the important information on the feature without dropping the negative features like ReLU.

### 5-2- Gait Verification

For the verification tasks, we evaluated EER (equal error rate) on both datasets. The results of both datasets are documented in Tables 4 and 5. We compared our Siamese Architecture with different convolutional neural networks to analyze the verification performance and suitability of deep network in feature extraction. Since gait recognition relies on the quality of gait features, we explore how the different convolutional neural network work on feature extraction tasks. Both OUISIR-LP and OUISIR- MVLP are large multi-view datasets and so, the performance based on the cross-view setting is also considered. The OUISIR-LP datasets have the 4 different views with 10-degree angles difference and all are captured in lateral view (55°, 65°, 75°, 85°). The walking motion for four angles are considered similar and it is easier to perform the cross-view testing. According to Table 4 the EER of all three architectures is relatively small and able to achieve good verification performance. Even though the EER is increased as the angles difference becomes bigger, it is still able to obtain the desired outcome especially for CNN-II which has the least EER value compare to others.
Table 4. Equal Error Rate OUISIR-LP dataset

|        | CNN-I |        |        |        |        |
|--------|-------|--------|--------|--------|--------|
|        | Probe | Gallery | 0 | 30 | 60 | 90 | Mean |
|        |       |         | 3.1 | 3.2 | 6.5 | 5.8 | 4.4 |
|        |       | 30      | 3.8 | 1.6 | 2.5 | 2.9 | 3.7 |
|        |       | 60      | 6.1 | 2.3 | 1.3 | 2.3 | 3.0 |
|        |       | 90      | 6.5 | 2.4 | 1.6 | 1.3 | 2.9 |
|        | Mean  |         | 4.6 | 2.3 | 3.0 | 3.1 | 3.3 |

|        | CNN-II|        |        |        |        |
|--------|-------|--------|--------|--------|--------|
|        | Probe | Gallery | 0 | 30 | 60 | 90 | Mean |
|        |       |         | 1.6 | 2.9 | 5.6 | 4.8 | 3.7 |
|        |       | 30      | 3.2 | 1.0 | 2.0 | 2.4 | 2.1 |
|        |       | 60      | 5.3 | 1.8 | 0.9 | 1.8 | 2.3 |
|        |       | 90      | 5.0 | 2.0 | 1.6 | 0.7 | 2.3 |
|        | Mean  |         | 3.7 | 1.9 | 2.5 | 2.4 | 2.6 |

|        | CNN-III|        |        |        |        |
|--------|---------|--------|--------|--------|--------|
|        | Probe   | Gallery | 0 | 30 | 60 | 90 | Mean |
|        |         |         | 1.7 | 3.0 | 6.0 | 5.2 | 3.9 |
|        |         | 30      | 3.7 | 1.2 | 2.2 | 2.4 | 2.3 |
|        |         | 60      | 5.7 | 2.0 | 1.1 | 2.0 | 2.7 |
|        |         | 90      | 5.4 | 2.1 | 1.7 | 0.9 | 2.5 |
|        | Mean    |         | 4.1 | 2.0 | 2.7 | 2.7 | 2.9 |

Table 5. Equal Error Rate for OUISIR-MVLP dataset

|        | CNN-I |        |        |        |        |
|--------|-------|--------|--------|--------|--------|
|        | Probe | Gallery | 55 | 65 | 75 | 85 | Mean |
|        |       |         | 1.4 | 1.5 | 1.7 | 1.9 | 1.6 |
|        |       | 65      | 1.7 | 1.5 | 1.6 | 1.8 | 1.6 |
|        |       | 75      | 1.7 | 1.4 | 1.2 | 1.3 | 1.4 |
|        |       | 85      | 2.0 | 1.6 | 1.3 | 1.1 | 1.5 |
|        | Mean  |         | 1.7 | 1.5 | 1.4 | 1.5 | 1.5 |

|        | CNN-II|        |        |        |        |
|--------|-------|--------|--------|--------|--------|
|        | Probe | Gallery | 55 | 65 | 75 | 85 | Mean |
|        |       |         | 0.9 | 1.1 | 1.3 | 1.4 | 1.1 |
|        |       | 65      | 0.9 | 1.0 | 1.2 | 1.3 | 1.1 |
|        |       | 75      | 1.1 | 1.0 | 0.8 | 1.0 | 0.9 |
|        |       | 85      | 1.3 | 1.2 | 0.9 | 0.7 | 1.0 |
|        | Mean  |         | 1.0 | 1.1 | 1.0 | 1.1 | 1.1 |

|        | CNN-III|        |        |        |        |
|--------|--------|--------|--------|--------|--------|
|        | Probe  | Gallery | 55 | 65 | 75 | 85 | Mean |
|        |        |         | 1.1 | 1.3 | 1.4 | 1.6 | 1.4 |
|        |        | 65      | 1.4 | 1.2 | 1.3 | 1.5 | 1.4 |
|        |        | 75      | 1.6 | 1.4 | 1.1 | 1.2 | 1.3 |
|        |        | 85      | 1.8 | 1.5 | 1.3 | 1.0 | 1.4 |
|        | Mean   |         | 1.5 | 1.4 | 1.3 | 1.3 | 1.4 |
The evaluation set for our OUISIR-MVLP datasets has the largest subjects and four different views. The evaluation set for our OUISIR-MVLP datasets has the largest subjects and 4 different views with the largest angular difference (0°, 30°, 60°, 90°). So, it is very difficult to evaluate in the cross-view setting. As shown in Table 5, the EER comparatively becomes larger at the 90-degree angle difference. If we compare the three different CNN architectures, the CNN-II has the smallest EER values compared to the others. For a fair comparison, we also analyzed our proposed methods against other existing methods, as shown in Figure 4. The other gait verification frameworks are examined in terms of EER. According to the result, our proposed methods are outperformed for both OUISIR-LP and OUISIR-MVLP since Siamese architectures are suitable for verification tasks and the CNN inside the architectures makes it more powerful to the features extraction and learnability of the gait signatures.

![Figure 4. Comparison of EER with other methods](image)

For a fair comparison, the proposed verification framework will be compared against the current state-of-the-art existing methods. The methods are direct matching [33], SiaNet [13], and GEINet [20]. The direct matching (DM) used the L2 distance to compare the probe and gallery pair in the original GEI feature vectors. The SiaNet, which was proposed by Zhang et al. [13], is relatively similar to the proposed verification framework. However, the difference is the architecture of the convolutional neural network inside the Siamese Network; they used the Nearest Neighbour classifier. Finally, the GEINet is used because of the simple CNN to extract the gait features and use the Euclidean distance to compare the similarity of the probe and gallery gait features. The other gait verification frameworks are examined in terms of EER. The results of the comparison are illustrated in Figure 4.5. The results show that the direct matching approach has the highest EER rates for all the datasets. Therefore, it can be calculated that the DM approach is not suitable for verification tasks. The SiaNet is able to perform better than DM and GEINet because of the Siamese network. The proposed methods are outperformed for all datasets, even for the OUISIR-LP and OUISIR-MVLP with a large cross-view setting. The reason is that the Siamese architectures are suitable for verification tasks, which are able to pull the distance between the similar subjects closer and push the dissimilar subjects further. Another notable discovery is that the convolutional neural network in the architectures makes it more powerful for features extraction and learnability of the gait signatures because it is a suitable architecture for gait recognition and makes use of advanced activation functions, such as Leaky ReLU and PRELU.

6- Conclusion

Gait recognition has recently become popular research, particularly in the field of biometrics, because unlike fingerprints, retinas, and hand geometry, it does not need any direct contact with a subject. Our main objective is to ease and help the current situation where the face mask is still mandatory for the community. The gait-based features extraction and recognition efficient and real-time model in a real-time situation will be of great value to civilian applications such as banking security, airport access control, customs and immigration procedures, as well as different government and private services in a real-time environment. Thus, the project has the potential to have value and impact for Muslims and non-Muslims on society as well as the economy and nation. This study designed the gait recognition model using deep convolutional features. Due to the limitations of the hard-craft feature extraction approach in diverse datasets, deep learning has gained attention for the past few years. Deep learning can perform well with larger and more
complex datasets. Hence, the CNN was used to extract the gait features. The GEI was used for the gait representation, which captured both the temporal and spatial information and also presented the human motion in a single image.

To attain the objective of applying the deep learning technique for gait recognition, a CNN is proposed for gait feature modelling. The advantage of the deep learning approach is that it can perform feature extraction and classification in one learning feature. Hence, the simple ten-layer of CNN was proposed for the gait feature extraction and classification of individual gait. The proposed network utilized the power of different activation functions and compared three activation functions (ReLU, LeakyReLU, and PReLU) within the same networks and training settings. Gait recognition can be divided into gait classification and gait verification. The gait classification is a one-to-many problem that aims to compare the query gait signature with the gait in the entire dataset. The gait verification deals with the one-to-one association to decide if a given pair of gaits (Probe and Gallery) belong to the same identity or otherwise. Hence, the verification framework was also presented using the Siamese architecture with a built-in convolutional neural network. According to the results, our proposed methods outperformed the current state-of-the-art methods on both classification and verification tasks. In the future, we plan to explore other gait problems such as gait retrieval or re-identification.
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