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Abstract. The mining of time series data plays an important role in modern information retrieval and analysis systems. In particular, the identification of similarities within and across time series has garnered significant attention and effort over the last few years. For this task, the class of matrix profile algorithms, which create a generic structure that encodes correlations among records and dimensions—the matrix profile—is a promising approach, as it allows simplified post-processing and analysis steps by examining the resulting matrix profile structure. However, it is expensive to create a matrix profile: it requires significant computational power to evaluate the distance among all subsequence pairs in a time series, especially for very long and multi-dimensional time series with a large dimensionality. Existing approaches are limited in their scalability, as they do not target High Performance Computing systems, and—for most realistic problems—are suited only for datasets with a small dimensionality.

In this paper, we introduce a novel MPI-based approach for the calculation of a matrix profile for multi-dimensional time series that pushes these limits. We evaluate the efficiency of our approach using an analytical performance model combined with experimental data. Finally, we demonstrate our solution on a 128-dimensional time series dataset of 1 million records, solving 274 trillion sorts at a sustained 1.3 Petaflop/s performance on the SuperMUC-NG system.

1 Introduction

State-of-the-art physical systems, such as monitoring infrastructures or operational logs of industrial machines, often generate a time-tagged series of data points in a given order. A collection of such data points over time, which is called a time series, is crucial to understanding the underlying behavior of the physical system that produces it. Such time series are usually provided in the form of
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a collection of individual time series, which together form a multi-dimensional time series.

One important aspect in understanding multi-dimensional time series is the explorative discovery of similar and repeating patterns in a (potentially large) dataset [4]. Recent advances in data mining techniques enable the extraction of complex pattern structures in multi-dimensional time series. They generally rely on computing generic similarity data structures, e.g., correlation information from the individual time series.

One prominent example for time series data mining is the matrix profile approach, which has been introduced by Yel et al. [24] and has been successfully applied to many datasets from various fields. A matrix profile is a generic meta series, i.e., a time series itself that provides information about the input series by summarizing correlations and nearest neighbor indices among subsequences in a set of given time series. A matrix profile also enables easier in-depth studies of patterns and anomalies, and with that many data mining tasks, such as the discovery of frequent patterns, correlations, and clusters in a dataset.

State-of-the-art algorithms for the computation of a matrix profile mostly target one-dimensional time series, i.e., a single time series covering one sensor input. Only recently, the first algorithms for multi-dimensional time series appeared [23] offering detailed insights into repeating patterns across different time series, significantly increasing the ability to understand multi-dimensional time series. However, these approaches are significantly more compute-intensive than one-dimensional matrix profile algorithms and hence are no longer feasible on standard systems, which they currently target, for realistic workloads. They have not been shown to scale to larger systems nor that they can be used on anything but small datasets.

However, multi-dimensional time series with large numbers of records in each time series are typical in many disciplines. One example is the operation of industrial gas turbines. Such systems are monitored by more than 100 different sensors and generate millions of records per month [10]. The analysis of this data can generate new insights about correlations among different sensors and operational modes, which can be used to optimize the operation of a gas turbine for more stable operation, better fuel efficiency, and consequently less air pollution. Another real-world example is monitoring of HPC infrastructures. Netti et al. [14] use up to 3176 sensors per node to monitor multiple production HPC systems at the Leibniz Supercomputing Centre and have shown that the collected monitoring data contains valuable information on the system’s behavior, and can be used, e.g., in the characterization of applications running on it.

To apply the concept of the matrix profile to large-scale multi-dimensional time series and hence to such real-world problems, we require new approaches to scale the computation of matrix profiles both to larger computational resources and to larger datasets. In this work, we provide a novel approach of calculating the matrix profile for large multi-dimensional time series in parallel on HPC systems. We build our approach on the observation that the calculation of a matrix

\[1\] In this case, a record is a collection of samples of all sensors at a specific time.
profile is highly memory bound [15], and therefore can benefit from horizontal scaling of memory bandwidth and throughput. In addition, parallel computation of the matrix profile requires the aggregation of final results, i.e., a series of reduction operations, which can exploit high performance interconnects. However, in order to achieve efficiency, a series of algorithmic advances and optimization steps are needed, which we introduce in this work and verify with an analytical performance model.

In particular, the contributions in this paper are:

– We introduce a new highly-parallel algorithm to compute the matrix profile for multi-dimensional time series.
– We provide an analytical and experimental model for the performance of our algorithm.
– We provide a scalable implementation of our algorithm to compute a multi-dimensional matrix profile efficiently on a Petascale HPC system.

Using our novel algorithmic approach, we demonstrate the computation on a 128-dimensional time series dataset of 1 million records on the SuperMUC-NG Petascale system, solving 274 trillion sorts at sustained 1.3 Petaflop/s performance.

The remainder of this paper is organized as follows: Sect. 2 introduces the concept of matrix profile, existing algorithms to compute it, and the challenges to running this computation on HPC systems. Section 3 discusses our approach for parallel computation of the matrix profile. Section 4 describes our MPI implementation, and Sect. 5 presents a performance model to describe the workload of matrix profile computation for a multi-dimensional time series on a parallel system. Section 6 explains and analyzes our experiments, Sect. 7 discusses related work, and Sect. 8 provides conclusions and final discussions.

2 Background on Matrix Profile

A matrix profile is a generic similarity indexing approach for the analysis of one- or multi-dimensional time series, in particular, the investigation and quantification of similar patterns. This analysis relies on the study of similarities (or correlations) among local chunks—i.e., subsets of continuous values—of the time series, referred to as subsequences. A matrix profile summarizes a complete correlation matrix (or equivalently distance matrix) of all the subsequences of a time series, the distance matrix, into mainly two data structures:

– A matrix profile $P$, which is a meta series encoding the distance of a subsequence to its nearest neighbor, and
– A matrix profile index $I$, which is an indexing structure storing pointers to the nearest neighbor of a subsequence in the time series.

The terminology introduced above, i.e., matrix profile and matrix profile index, in principle, also applies to multi-dimensional time series. However, for a multi-dimensional time series, the notion of similarity is generalized so that the
Fig. 1. Illustration of automatic semantic segmentation using a multi-dimensional matrix profile. We show a synthetic time series of three sensors, the corresponding matrix profile, and we group the patterns in the time series based on matrix profile into four clusters denoted by colors. Each sensor consists of 20,000 samples. The subsequence length for the analysis is set to 4 s, and we use k-means with 4 clusters on the 3D matrix profile to distinguish the clusters. (Color figure online)

analysis takes the correlation among subsequences in different dimensions into account. Moreover, the resulting matrix profile (and index) for a time series with the dimensionality of $d$ consists of $d$ matrix profiles. These profiles are presented in a single matrix with $d$ rows where the $k$-th ($k \leq d$) row of the matrix profile provides information about the nearest neighbors of subsequences in the best matching $k$ dimensions.

To illustrate the matrix profile, we present a simple scenario in Fig. 1 and show how a matrix profile can be used for automatic semantic segmentation of a multi-dimensional time series\(^2\). Our synthetic example uses a set of 3 sensors: the first carries \(\sin(x)\)-wavelets starting at +20 s; the second carries square-wavelets starting at time +40 s; and the third carries a sawtooth-wavelet starting at +70 s; all wavelets are repeated every 10 s. This introduces four phases in the presented sensor data during which the correlations among the sensors are unique. The generated matrix profile highlights and distinguishes these phases by summarizing the correlation structure among the sensors in the time series.

We perform a multi-dimensional matrix profile analysis on this example. The resulting matrix profile (only the last row in the matrix profile corresponding to the nearest neighbors of 3D patterns) is presented in the lower graph colored in black in Fig. 1. We use a \textit{k-means} algorithm to cluster this matrix profile and group the corresponding motifs—which are patterns with a unique correlation structure among all three sensors—based on their distances in the matrix profile (see Fig. 1, color-coded time series segments). This analysis results in meaningful clusters corresponding to the respective phases in the original data.

\(^2\) We choose this example in favor of a real-world one for simplicity. Moreover, our goal is to show the capabilities of the approach without binding it to a specific domain. For more illustrative examples, we refer to Yeh et al. [22, 24] and Gharghabi et al. [7].
Algorithms for Calculation of Matrix Profile

We base our work on the state-of-the-art algorithm STOMP (Scalable Time Series Ordered-search Matrix Profile) [26], which computes a one-dimensional matrix profile with optimal complexity. This algorithm is later optimized (referred to hereafter as STOMP opt) for a better arithmetic intensity and numerical stability [27] to enable the calculation of a matrix profile on large (single-dimensional) time series. In particular, STOMP-based algorithms allow a partial storage of the distance matrix—a matrix of, e.g., Euclidean distances among all subsequences—using an ordered iterative solver for matrix profiles by computing a so-called distance profile. The distance profile is one row within the distance matrix (see Eq. 8 and Fig. 2 right), which is computed in a given iteration to update the matrix profile data structure.

For the calculation of a matrix profile over a multi-dimensional time series, Yeh et al. [23] introduce mSTAMP. It uses STOMP-based formulations for the computation of the distance profile. mSTAMP iteratively computes the matrix profile by independent calculation of distance profiles for all dimensions. Unlike STOMP, in each iteration, before updating the resulting intermediate state of the matrix profile, mSTAMP sorts the distance profiles in each record separately. However, this method has three significant drawbacks: (a) it does not exploit the numerically stable formulation for computation of a matrix profile, (b) it is only available as a scripted prototype in Python and Matlab, and (c) it exists only in a sequential version. Consequently, it is currently insufficient for computing a matrix profile on a large-scale multi-dimensional real-world dataset.

3 Multi-dimensional Parallel Matrix Profile: \((MP)^N\)

To overcome the limitations stated above, we introduce a new approach to compute multi-dimensional matrix profiles. Building on the existing mSTAMP concepts, we introduce \((MP)^N\) (stands for Multi-dimensional Parallel Matrix Profile), which is designed to exploit the computational power, high performance interconnect, and I/O capabilities of HPC systems to calculate matrix profiles of multi-dimensional datasets within realistic execution times.

For this, the mSTAMP formulations can be adapted for parallel processing, allowing the distribution of computational workload among multiple workers with minimum communication during the computation phase. By partitioning the time series along records, we can distribute the workload across multiple processing elements, e.g., cores of a multiprocessor. This workload consists of (1) the computation of the distance profile, (2) the sorting of the distance profile, and (3) the updates on the resulting matrix profile. Finally, the results residing in the memory of the various machines are merged by performing reduction operations. This way, we can scale the computation of a multi-dimensional matrix profile to a large number of nodes.
3.1 Overview of the \((MP)^N\) Algorithm

The foundation of our algorithm is an adapted version of \(mSTAMP\) based on \(STOMP_{opt}\) kernels. Its mathematical representation is given in Table 1, which provides us good numerical stability and a better single thread arithmetic performance for the evaluation of the distance matrix [27].

For a multi-dimensional time series with \(d\) dimensions, each of length (number of records) \(n\), and considering a subsequence length \(m\), we evaluate a total of \(d\) distance matrices, one for each dimension. A distance matrix is a symmetric matrix storing the Euclidean distance among all subsequence pairs of the input time series separately for every dimension.

In contrast to \(mSTAMP\), we explicitly take the symmetric structure of the distance matrices into account to avoid redundant computations. Further, we consider the fact that there is a significant semantic difference between one- and multi-dimensional motifs: in multi-dimensional motifs, subsequences can correlate with any other subsequences in any \(k\)-dimensional \((k \leq d)\) subspace across all dimensions. This results in a matrix profile that is defined as the minimum value of each column in the distance matrices after sorting and partial aggregation of resulting distance profiles of the \(d\) dimensions. The resulting matrix profile represents the nearest neighbors of a subsequence with the best matching \(k\) \((k \leq d)\) dimensions. To achieve this with minimal overhead, we sort the distances across the dimensions for all records in the distance profile using an optimized memory layout combined with a high-performance sorting kernel. Accordingly, the matrix profile index is defined as the \(\arg\min\)\(^3\) pointing to the closest neighbor of each subsequence (Eq. 10).

In the case of a self-join\(^4\), we exclude the trivial matches, i.e., a subsequence matching a given region including itself or its neighboring subsequences. These regions correspond to the proximities of the diagonal entries in the distance matrices. \((MP)^N\) invalidates these trivial matches in so-called “exclusion zones” when merging the calculated intermediate profiles into the final result.

At the end of each iteration, \((MP)^N\) merges the sorted and aggregated distance profiles into the final matrix profile and its index using element-wise \(\min\) and \(\arg\min\) operations (see Eq. 10).

3.2 Iterative Computation of the Matrix Profile

We use the formulas in Table 1 for the iterative computation of the distance matrix and its distance profile (Algorithm 1), which can be summarized in the following steps (see Fig. 2 right):

\(^3\) Given two distance values \(a\) and \(b\), and associated neighboring indices \(i_a\) and \(i_b\), the \(\arg\min\) operation is defined as following: the output \((i_{out})\) is set to \(i_a\) if \(a < b\) and is set to \(i_b\) otherwise.

\(^4\) Similarity join—also known similarity indexing in the literature—is an operation that combines two input (multi-dimensional) time series and finds similarities. Self-join is the case with two identical input series. For simplicity and without losing generality, we restrict the formulations and discussions to self-joins.
Algorithm 1: Procedure for computing the multi-dimensional matrix profile based on $STOMP_{opt}$;

**Input:** d-dim. time series $T \in \mathbb{R}^{d \times n}$ and subsequence length $m \in \mathbb{N}$;

**Output:** multi-dimensional matrix profile $P \in \mathbb{R}^{d \times n - m + 1}$ and matrix profile index $I \in \mathbb{Z}^{d \times n - m + 1}$

1. First, we (pre-)compute statistics of all subsequences using Eqs. 1–4 in all $d$ dimensions (Line 1, Algorithm 1).
2. In Line 2, Algorithm 1, we initialize the streaming dot product (see the formulation developed by Zimmerman et al. [27]) with the distance between the first subsequence in the time series and all other subsequences and (pre-)compute the distance profiles for all $d$ dimensions.
3. We use Eqs. 5–8 to iteratively—and in-situ—update the distance profile $\delta$ (Line 3, Algorithm 1), by calculating the Euclidean distances between subsequence $idx$ and all the other subsequences $i$. This, in turn, is done for all $d$ dimensions (Lines 4–8, Algorithm 1). Further, in each iteration $idx$, we...
   (a) ...invalidate the entries in the exclusion zone of $\delta$ (Line 9, Algorithm 1).
   (b) ...sort the distance profile $\delta$ in each record and across the dimensions (Eq. 9 and Lines 10–12, Algorithm 1).
   (c) ...combine the sorted distance profile with the matrix profile for all $d$ dimensions using element-wise $\min$ and $\argmin$ operations, i.e., the matrix profile and its index are updated according to the distance profile (Eq. 10, Lines 13–18, Algorithm 1 and Fig. 2 right).
3.3 Algorithmic Optimizations in \((MP)^N\)

As discussed in Sect. 3.1, we only compute the upper triangular part of the distance matrix and then compensate for this by updating the matrix profile accordingly. For that, we introduce an additional set of matrix profiles \(P_c\) and matrix profile indices \(I_c\). \(P_c\) and \(I_c\) represent column-wise (for column \(c\)) matrix profiles and indices (similar to the definitions by Zimmerman [27]), and are both multi-dimensional (Fig. 2 right). We compute the partial results \(P_c\) and \(I_c\) from already computed distance profiles using the transpose of the distance matrix instead of computing the lower triangular part of the distance matrix. We then compute \(P_c\) and \(I_c\) using \(\text{min}\) and \(\text{argmin}\) operations per dimension at each iteration on the distance profile \(\delta\). Finally, we construct the final matrix profile and its index by merging the results of \(P_c\) to \(P\), and \(I_c\) to \(I\) (Line 20, Algorithm 1). This optimization and merging scheme are parallelizable, as we demonstrate below in our MPI implementation of \((MP)^N\).

3.4 Data Layout Considerations

For optimal data-locality, we use a column-wise in-memory data layout for most data structures, as most kernels access the data structures in a column-wise data layout (see Fig. 2 left). Only for the distance profile \(\delta\), we use a double buffering scheme, where data is accessed row-wise as well. This way, vectorized sorting kernels can exploit a more efficient access pattern to \(\delta\).

| Table 1. Iterative \(STOMP_{opt}\) formulation extended for multi-dim. matrix profiles |
|-------------------------------------------------------------|
| Average of samples in a subsequence starting at record \(i\) in dimension \(k\) | \(\mu_{i+1,k} = \mu_{i,k} + (T_{i+m,k} - T_{i,k})/m\) (1) |
| Inverse of norm-1 of samples in a subsequence starting at record \(i\) in dimension \(k\) | \(d_{i,k}^{-1} = (\sum_{z=0}^{m}T_{i+z,k} - \mu_{i,k})^{-1}\) (2) |
| Intermediate values used in mean-centered streaming dot product formulation 5 | \(df_{i+1,k} = (T_{i+m,k} - T_{i,k})/2\) (3) |
| Intermediate values used in mean-centered streaming dot product formulation 5 | \(dg_{i+1,k} = (T_{i+m,k} - \mu_{i+1,k}) + (T_{i,k} - \mu_{i,k})\) (4) |
| Streaming dot product of samples in subsequences \(i\) and \(j\) in \(k\)-th dimension \(\{27\}\) | \(\mathcal{QT}_{i,j,k+1} = \mathcal{QT}_{i,j,k} + df_{i,k} \times dg_{j,k} + df_{j,k} \times dg_{i,k}\) (5) |
| Pearson correlation matrix among subsequences starting at records \(i\) and \(j\) in dimension \(k\) | \(\rho_{i,j,k} = \mathcal{QT}_{i,j,k} \times d_{i,k}^{-1} \times d_{j,k}^{-1}\) (6) |
| Euclidean distance matrix among subsequences starting at records \(i\) and \(j\) in dimension \(k\) | \(D_{i,j,k} = \sqrt{2 \times m \times (1 - \rho_{i,j,k})}\) (7) |
| \(i\)-th distance profile in dimension \(k\) | \(\delta_{i,k} = D_{i,*,k}\) (8) |
| Sort \(i\)-th distance profile along dimensions | \(\delta_{i,k}' = \text{sort}(\delta_{i,k})\) (9) |
| Matrix profile and its index | \(P_{i,k} = \min(\delta_{i,k}')\), \(I_{i,k} = \text{argmin}(\delta_{i,k}')\) (10) |
3.5 Partitioning and Aggregation Scheme

Apart from the pre-computation of the first row of each local distance matrix, the iterative computation of the distance matrix and matrix profile, as introduced in Sect. 3.2, is an embarrassingly-parallel workload. Therefore, each process has to compute the first iteration using a naive sliding dot product formulation [24] (Fig. 2 right). Figure 3 left illustrates the partitioning scheme used in \((MP)^N\) for a two-dimensional problem by decomposing the problem into four independent subproblems. Here, the iterative evaluation of the two distance matrices—one for each dimension—in a two-dimensional problem is distributed among four processing units. Note that \((MP)^N\) computes the matrix profile by evaluating only the upper triangular parts of the partitioned distance matrix. In addition, we introduce an additional final step to aggregate the partial results from different processing units (cf. the merging scheme in Sect. 3.3). Due to the symmetry of the distance matrix, the following property for all resulting matrix profiles in the partitions holds: \(P(i,j) = P^c(j,i)\)—where \((i, j)\) is the index of a process in the virtual topology. Given this property, the partial matrix profiles are merged according to the following equation (see Fig. 3 left):

\[
P^{(0,0)}_{\text{merged}} = \text{merge}(P^{(0,0)}, P^{(0,1)}) = \text{merge}(P^{(0,0)}, P^{c(1,0)})
\]

By generalizing Eq. 11, we can formulate this merging step for aggregation of partial matrix profiles in partitions (cf. Fig. 3). The merge operation in Eq. 11 represents element-wise reduction similar to Lines 15 and 17, Algorithm 1.

4 MPI-Based Parallelization and Optimization

We have implemented the parallel version of our \((MP)^N\) algorithm using the Message Passing Interface (MPI), which allows us to exploit the performance advantages in tightly coupled HPC systems. In particular, we replace a
filesystem-based final aggregation [27] with high-performance reduction operations, utilize fast communication and scalable I/O functionality for massively-parallel pre- and post-processing, and enable unprecedented scaling, all of which have been bottlenecks in existing cloud-based parallel matrix profile algorithms.

4.1 Phases of $(MP)^N$

Our $(MP)^N$ implementation includes six phases (see Fig. 4):

1. **Setup Phase**: We first build a virtual topology of processes (see Fig. 5). Using this topology, we create the MPI communicators required for reading and writing input and output time series from the file system, as well as the MPI communicators required for the distribution of time series and the aggregation of the matrix profile. Finally, we distribute the data and workload among all MPI processes according to our partitioning algorithm (see Sect. 3.5).

2. **File Read Phase**: We read the time series from the file, using a “row-wise” layout for storing data, i.e., the data points from different data streams with a given timestamp are stored consecutively in the file. This simplifies the partitioned read operation when using a large number of processes.

3. **Data Distribution Phase**: Processes that participate in the File Read Phase broadcast the input time series via the MPI communicators created during the setup.

![Fig. 4. Illustration of all phases in our approach on a distributed memory HPC system.](image-url)
4. **Kernel Execution Phase:** We execute the necessary kernels to compute a local multi-dimensional matrix profile for a subset (partition) of the input series using the iterative algorithm introduced in Sect. 3.

5. **Aggregation Phase:** We aggregate and merge the final results (see Eq. 11 and Fig. 5). This is done using reduction operations over MPI communicators created in the Setup Phase. After this phase, the final results are available on all processes that participate in the Write Phase.

6. **Write Phase:** A subset of MPI processes responsible for parallel-write operations outputs the final matrix profile and its index using MPI I/O (Fig. 5).

### 4.2 MPI Communicators in \((MP)^N\)

We use three communicators in various phases presented in Fig. 4. These communicators are illustrated in Fig. 5 and are as follows:

- For reading and writing, we use only MPI processes responsible for the diagonals on the virtual topology (Fig. 5 right). This allows us to reduce the pressure on the parallel file system caused by the large amount of I/O operations \((IOP)\), which would otherwise degrade the I/O performance.
- We use both column- and row-wise communicators for the Distribution of data and the reduction of the final result in the aggregation phase. We further use a custom \texttt{argmin} MPI reduction operation, introduced in Sect. 3, according to the merging scheme described in Sect. 3.5. This custom reduction is executed on the row-wise and column-wise communicators in the Aggregation Phase.

### 5 Modeling the Performance Bottlenecks

To understand the scaling behavior of our algorithm, we introduce an analytical performance model for \((MP)^N\). We base our model on two inputs: the number of
processes and the problem size. Our model includes all phases in the computation of our algorithm as introduced in Sect. 4.1. We decompose the execution in shares of execution time for these phases\(^5\):

\[
T_{\text{Execution}} = T_{\text{Setup}} + T_{\text{Read}} + T_{\text{Distribution}} + T_{\text{Kernel}} + T_{\text{Aggregation}} + T_{\text{Write}} \quad (12)
\]

We consider a time series of size \(n\) with \(d\) dimensions resulting in \(n \times d\) as the input size, and we assume a total of \(p\) MPI processes. Using these notations, the following equations describe the scaling behavior of each phase in \((MP)^N\):

\[
T_{\text{Setup}} = C_{\text{Setup}} \cdot p \cdot \log_2 p \quad (13)
\]

\[
T_{\text{Read}} = C_{\text{Read}} \cdot n \cdot d / \sqrt{p} \quad (14)
\]

\[
T_{\text{Broadcast}} = C_{\text{Broadcast}} \cdot \sqrt{p} \cdot \log_2 \sqrt{p} \cdot n \cdot d \quad (15)
\]

\[
T_{\text{Kernel}} = C_{\text{Kernel}} \cdot n^2 \cdot d \cdot \log_2 d / p \quad (16)
\]

\[
T_{\text{Aggregation}} = C_{\text{Aggregation}} \cdot \sqrt{p} \cdot \log_2 \sqrt{p} \cdot n \cdot d \quad (17)
\]

However, to simplify our discussions regarding the scaling bottlenecks of \((MP)^N\), we only present our model for dominant portions of the runtime, which are \(T_{\text{Setup}}\) and \(T_{\text{Kernel}}\) (cf. Sect. 6.4). We consider a linearithmic growth of \(T_{\text{Setup}}\) with respect to \(p\) (see Moody et al. [12]), and the growth of \(T_{\text{Kernel}}\) is driven from the parent algorithm \(mSTAMP\), and is modified for \((MP)^N\). This results in the final model of:

\[
T_{\text{Execution}} \approx T_{\text{Setup}} + T_{\text{Kernel}} = C_{\text{Setup}} \cdot p \cdot \log_2 p + C_{\text{Kernel}} \cdot n^2 \cdot d \cdot \log_2 d / p \quad (18)
\]

6 Evaluation

To demonstrate the performance of our implementation, we conduct a wide set of experiments. All our experiments are carried out on the SuperMUC-NG\(^6\) system at the Leibniz Supercomputing Centre (LRZ). Each SuperMUC-NG node features two 24-core Intel Xeon Platinum 8174 Processors (Skylake) running at 2.69 GHz and 96 GB main memory. Our code is implemented in C++ and uses double-precision floating-point values in the kernels. We use the Intel C++ compiler v19.0 update 4.0 for compilation, and unless otherwise noted, we use Intel MPI.

All our scaling experiments are executed using 48 MPI processes per node and each MPI process is mapped to one physical core. Thus, we use the terms cores and processes interchangeably in the remainder of this paper. Moreover, all input sets are randomly generated sequences, as the performance is agnostic to the input data used.

\(^5\) Synchronization between the phases is implied by MPI operations used in implementation of \((MP)^N\).

\(^6\) https://doku.lrz.de/display/PUBLIC/SuperMUC-NG.
6.1 Correctness and Numerical Stability

To validate the correctness and stability of $(MP)^N$, we compare the matrix profile and its indices calculated with different numbers of processes, as sequential baseline executions are infeasible for our target input datasets. For that, we fix the setup to $n = 524,288$, $d = 128$ and $m = 512$, and execute $(MP)^N$ on 512 MPI processes to create a baseline. We then repeat the analysis using 1024, 4096, 16384, and 65536 processes. In all experiments, $L_1$ and $L_\infty^7$ norms of the resulting matrix profiles are accurate on up to 15 significant digits and the matrix profile index fully matches the baseline. This confirms the numerical stability of our solution with respect to double-precision floating-point numbers.

6.2 Single-Core Performance

We evaluate how the problem size parameters and the difference in sorting kernels affect the execution time on a single-core setup. In the following, each experiment is repeated 5 times, and we show the average result.

For the sorting-kernel used during construction of the complete matrix profile, we use existing standard libraries. In particular, we compare three leading libraries for their performance:

- AVX-512-bitonic [3], which is a high performance sorting kernel for small- and mid-sized arrays optimized for the Intel Skylake architecture
- Intel Integrated Performance Primitives (IPP) library [19], as a vendor-specific alternative
- qsort from C++-stdlib-based [9] as a basic Quicksort implementation

First, we analyze the effect of the dimensionality parameter $d$. Figure 6 top illustrates our result. Different colors represent the sorting kernels used in a given experiment. We confirm an expected linear growth in execution time for all three kernels, which validates our proposed model presented in Sect. 5. While all three kernels complete in similar time for smaller dimensionality, AVX-512-bitonic provides the best performance with an increasing dimensionality, which is our target. The superiority of AVX-512-bitonic is in accordance with the results of an existing study by Bramas et al. [3]. Therefore, we fix the AVX-512-bitonic kernel for all further experiments.

Second, we analyze the effect of the number of records $n$ on execution time. Figure 6 middle shows a quadratic growth of time with respect to the number of records matching our model in Sect. 5 as well as a previous study by Yeh et al. [23]. The subsequence length $m$ has a limited effect on execution time (see Fig. 6 bottom), which is also confirmed by Yeh et al. [23].

Overall, we confirm that the single-node performance of our adapted algorithm is preserved in relation to the STOMP-based mSTAMP [23], and we validate our execution time model against the obtained experimental data.

---

7 Taxicab norm ($L_1$) and Infinity norm ($L_\infty$).
6.3 Single-Node Performance

Next, we present results from single-node execution. We execute \((MP)^N\) with \texttt{I_MPI_PIN_ORDER=scatter} to pin the MPI processes within NUMA nodes\(^8\). This ensures optimal sharing of the available memory bandwidth across all cores.

As shown in Fig. 7, we can see the expected performance saturation pattern for a memory bound application. We further observe a performance increase with an increasing number of cores on a single node, but hyper-threading does not

---

\(^8\) For details on mapping MPI processes to cores see https://software.intel.com/en-us/mpi-developer-reference-linux-interoperability-with-openmp.
Saturation of performance with an increasing number of MPI processes on a single node with 48 physical cores, $n = 10240$, $d = 128$, $m = 512$. As the structure of the algorithm requires a squared number of processes, we observe speedups up to 36 processes. Starting from 49 processes—the region with the background color of red—hyper-threading causes a performance drop and no additional speedup can be seen. (Color figure online)

Further improve the performance. We have used LIKWID [20] to collect bandwidth utilization information and measured a maximum of $\sim 140$ GB/s using 36 cores (18 per socket) on a single node$^9$. This matches the achievable bandwidth reported by the STREAM benchmark [11] previously obtained on this machine$^{10}$.

The results in Fig. 7 prove that the performance of $(MP)^N$ is bound by memory bandwidth. In each iteration, we access all buffers in a streaming fashion and perform memory operations to keep the underlying buffers with different layout synchronized. We further evaluate the effects of cache-blocking by utilizing smaller tiles, but this approach does not increase the performance due to the lack of reusability and locality in the data structures.

### 6.4 Scalability

Figure 8 illustrates the speedup and efficiency (top) as well as the runtime decomposition (bottom) for strong scaling experiments. We select a random time series of size $n = 524288$, $d = 128$ and $m = 512$, and run these experiments on SuperMUC-NG using 6 to 1366 nodes (256 cores to 65536 cores). We observe a linear speedup and throughput of the kernel execution time, using the 6-node configuration as the baseline. However, the time for problem setup—mainly time for creating communicators—increases drastically. This reduces the parallel efficiency to 64% for the experiment with 1366 nodes.

Similarly, Fig. 9 shows our results for weak scaling experiments. Here, we fix the workload per core $n_{\text{core}}$ to 2048. This results in a global problem size of $n = 2048$ on 1 node with 1 core, scaling up to $n = 1M$ on 5462 nodes.

---

$^9$ $(MP)^N$ requires a quadratic number of MPI processes.

$^{10}$ We achieved a maximum bandwidth of 185.9 GB/s using STREAM benchmark for copy operation using 48 cores.
Fig. 8. Results of strong scaling experiments for computing the matrix profile. We show speedup and parallel efficiency (Top) and a detailed breakdown of time spent in various phases of the application (Bottom). Note that the measurements denoted by * on the x-axis are executed with exclusive access to the system.

with 262,144 cores. This setup results in weak scaling experiments with kernel execution time of roughly 20 s, which is sufficient for discussions in this paper, and enough to characterize the performance of \((MP)^N\) and illustrate dominating overheads. Again, we observe an ideal scaling of kernel execution time. However, we again encounter a significant increase (\(\sim 58\%\)) in time spent on the creation of communicators. In contrast to the strong scaling results, though, this lies within an acceptable range, as setup time is problem independent and scales only with the number of MPI processes.

Even though the setup overheads can be absorbed by the runtime in the more common weak scaling scenario, it clearly represents a performance problem. Further, by comparison with our performance model, we also see that this is not a property of the algorithm, but rather of the system. Upon further investigation, we trace the overhead back to the creation of the column- and row-wise communicators using \(\text{MPI\_Comm\_split}\) in the Setup phase when using the default Intel MPI implementation. Subsequent experiments with alternative MPI implementations have shown significantly better scaling for the \(\text{MPI\_Comm\_split}\) operation, indicating a non-scalable implementation, which needs to be resolved.
Fig. 9. Weak scaling of $(MP)^N$, illustrating time spent in kernels and other time consuming phases vs. number of cores. We highlight three regions of number of processes: the region with light red color represents the experiments limited to 1 node; the light green shows experiments in middle ranges; and the light blue region represent the experiments that are conducted using more than half of the system resources. Unlike others, the large experiments in blue regions are only done once. (Color figure online)

Overall, though, and despite the observed performance problem in MPI, our novel algorithmic approach was able to compute the matrix profile of a 128-dimensional time series dataset of 1 million records on the SuperMUC-NG Petascale system. This corresponds to a projected performance (using measurements from Intel Advisor) of 1.3 Petaflop/s for $(MP)^N$ kernels.

6.5 Validation of $(MP)^N$ Against Our Model

As can be observed from the presented results in this section (Figs. 7, 8, and 9), Eq. 16 well represents $T_{Kernel}$, however, this is not the case for Eq. 13, which represents $T_{Setup}$. We conduct a number of experiments to evaluate the models that we presented in Sect. 5. We execute $(MP)^N$ with 283 different combinations of various parameters on the SuperMUC-NG and evaluate $C_{Setup}$ and $C_{Kernel}$ to $(8.8 \pm 0.4)e-06$ and $(5.644 \pm 0.020)e-09$ respectively. As the suggested analytical model for $T_{Setup}$ does not properly fit to our experimental data, we used Extrap\[11\] to investigate $T_{Setup}$, which suggests quadratic growth with the number of MPI processes. This growth corresponds to the performance problem with MPI_Comm_split discussed above.

7 Related Work

There is extensive literature on mining time series, including several survey papers [5, 6, 16]. Esling et al. [5] introduce dimensionality as a fundamental problem in time series mining, and most of the techniques exploit a dimensionality reduction step to address this problem, leaving only limited methods that

---

11 https://www.scalasca.org/software/extra-p.
address similarity search in all dimensions. Matrix profile is superior to alternative approaches like Balasubramanian et al. [1], Tanaka et al. [18] and Vahdatpour et al. [21] in mining similar patterns and provides semantically meaningful multi-dimensional motifs [23].

There are a number of studies on scalable solutions for time series mining: Huang et al. [8] target the use of Apache Spark for speeding discord discovery in time series, however, the conducted experiments in this work are limited to 10 nodes. Berard et al. [2] scale time series similarity search to 20 nodes on a Hadoop cluster. Sart et al. [17] and Zhu et al. [26] use accelerators for speeding time series mining workloads. Movchan et al. [13] study time series similarity search on the Intel Many-core Accelerators, utilizing OpenMP. However, none of the above studies address multi-dimensional datasets, and the analysis is very limited to specific targets of similarity search. Overall, there is a large gap in investigation of scalable multi-dimensional time series mining methods.

Yeh et al. [23–26] previously developed various algorithms for the calculation of matrix profiles. Their evaluation shows good performance for their solutions in the construction of matrix profiles, but the datasets in the mentioned articles are limited to one-dimensional datasets and/or small problem sizes. The existing work by Yeh et al. [23–26] is not suited for large dimensionality in such large datasets. To target the high demand of computational power, Zimmerman et al. developed SCAMP [27], a cloud-based framework for the parallel calculation of one-dimensional matrix profiles on multiple GPU-based accelerators. However, the multi-dimensional time series problem is also not covered in their solution.

8 Conclusion

In this work, we present a first scalable solution—$(MP)^N$—for the mining of large-scale multi-dimensional time series targeting CPU-based HPC systems. It comprises optimizations and parallelization of the mSTAMP algorithm. For the first time, this enables the computation of large matrix profiles—as a modern data mining approach—on an HPC system and makes it thereby applicable to large-scale real-world problems. Our parallelization scheme enables scaling up to 256K cores, providing highly scalable throughput and accuracy. With that, we confirm the scalability of the matrix profile approach in mining time series. In our experiments, we performed the fastest and largest $(1M \times 128)$ multi-dimensional matrix profile ever computed with a projected kernel performance of 1.3 Petaflop/s.
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