svReg: Structural varying-coefficient regression to differentiate how regional brain atrophy affects motor impairment for Huntington disease severity groups
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Abstract
For Huntington disease, identification of brain regions related to motor impairment can be useful for developing interventions to alleviate the motor symptom, the major symptom of the disease. However, the effects from the brain regions to motor impairment may vary for different groups of patients. Hence, our interest is not only to identify the brain regions but also to understand how their effects on motor impairment differ by patient groups. This can be cast as a model selection problem for a varying-coefficient regression. However, this is challenging when there is a pre-specified group structure among variables. We propose a novel variable selection method for a varying-coefficient regression with such structured variables and provide a publicly available R package svreg for implementation of our method. Our method is empirically shown to select relevant variables consistently. Also, our method screens irrelevant variables better than existing methods. Hence, our method leads to a model with higher sensitivity, lower false discovery rate and higher prediction accuracy than the existing methods. Finally, we found that the effects from the brain regions to motor impairment differ by disease severity of the patients. To the best of our knowledge, our study is the first to identify such interaction effects between the disease severity and brain regions, which indicates the need for customized intervention by disease severity.
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1 INTRODUCTION

For Huntington disease (HD), a genetically inherited neurodegenerative disorder, developing interventions to alleviate the symptoms of the disease is the goal of many clinical trials. One of the main symptoms of the disease is motor impairment (Biglan et al., 2009; Paulsen et al., 2014b; Reilmann et al., 2014) and the motor symptom is known to be related to regional brain atrophy, that is, the loss of cells in some brain regions (Aylward et al., 2013). Hence, one interest in clinical trials is to identify which brain regions are associated with motor impairment and stop or slow atrophy of those regions to
prevent motor impairment. For example, the clinical trial SIGNAL determines the effect of an antibody on the regional brain volumes and assesses the motor functions of the participants (Rodrigues & Wild, 2018) by total motor scores (TMS), a score from 0 to 124 with higher indicating more severe impairment (Kieburtz et al., 1996).

Although the relationship between the TMS and the volume of brain regions is well understood (Aylward et al., 2013), we observed that how the change of brain volumes affects the TMS may not be the same across all patients but vary for different groups of patients. For example, it is a standard practice in the field to categorize patients into three different groups (high/medium/low) by disease severity, a variable that indicates the risk of being diagnosed with the HD in the next 5 years as in Zhang et al. (2011). In the top panels of Figure 1, the effect from the reduction of caudate nucleus to the TMS is larger for the high disease severity group than for other groups as observed by the steeper regression line. This indicates that patients in the high disease severity group may need different interventions than patients in other groups since their motor function may deteriorate faster than others given a certain amount of change in caudate nucleus volume. Hence, in addition to the identification of brain regions related to motor impairment, understanding how their effects on motor impairment differ by patient groups will enable us to develop interventions customized for each patient group.

Statistically, identifying brain regions and understanding how their effects on motor impairment differ by patient groups can be cast as a model selection problem of a varying-coefficient model (Hastie & Tibshirani, 1993). A varying-coefficient model is a regression model whose regression coefficients can vary by each individual or group of individuals. To be specific, consider a regression model with the TMS as a response and the volume of brain regions as main predictors. In a varying-coefficient model, the regression coefficient of each brain region is not fixed but a function of other variables, called modifying variables. For example, if the disease severity is a modifying variable for a brain region, the regression coefficient of that region will take different value for each disease severity group so that we will end up with three different regression models, one for each group. Likewise, other demographic variables such as gender and years of education can also be considered as modifying variables which will divide the patients into smaller subgroups.

A varying-coefficient model is a special form of an interaction model where the interaction terms between main predictors and modifying variables are considered. In Figure 1, the interaction effect between the volume of a brain region and the disease severity can be observed through difference in the slope of the regression line for each disease severity group. To the best of our knowledge, in the literature of HD, the disease severity and other demographic variables such as gender and years of education have been treated as covariates or control variables (Aylward et al., 2013; Biglan et al., 2009; Misiura et al., 2017). However, their interaction effects with brain regions have not been investigated yet. In Tabrizi et al. (2012) and Paulsen et al. (2014a), a different rate of change in brain regional volumes over time was observed for each disease severity group but the effect of the interaction on the total motor score was not considered.

Model selection of a varying-coefficient model includes two tasks: selection of main predictors and selection of modifying variables. In the HD study, identifying brain regions related to motor impairment corresponds to the selection of main predictors. Understanding how the effects of those brain regions differ by patient groups corresponds to the selection of modifying variables where the possible candidates of modifying variables include disease severity, gender and years of education.

However, the literature on the varying-coefficient model has focused on variable selection of either the main predictors or the modifying variables, but rarely both. Among others, selection of main predictors has been explored when the modifying variable is a continuous variable (Wang et al., 2008; Wei et al., 2011) or a categorical variable (Gertheiss & Tutz, 2012; Oelker et al., 2014). In their work, only one modifying variable is considered so the interest is the selection of main predictors and whether each regression coefficient is fixed or not. Selection among multiple modifying variables has recently been explored through tree-based approaches (Berger et al., 2017; Bürgin & Ritschard, 2015; Wang & Hastie, 2014), which estimate a tree of modifying variables for each main predictor. Alternatively, the varying index coefficient model (Ma & Song, 2015; Na et al., 2019) achieves dimension reduction for multivariate modifying variables by using different loading weight for each modifying variable. However, these approaches focus on the selection of modifying variables and do not consider the selection of main predictors. The selection of main predictors may be considered as an additional procedure to those methods but simultaneous selection of the main predictors and the modifying variables has not been sought. Tibshirani and Friedman (2020) handles the variable selection of a varying-coefficient model by the pliable Lasso (pLasso), a generalization of the Lasso (least absolute shrinkage and selection operator) that selects both the main predictors and modifying variables, simultaneously.

Additional consideration for the HD application is that there are pre-specified group structures among main predictors and modifying variables. First, measurements of some brain regions can be grouped according to the structural information on a brain and they are often highly correlated. For example, the volume of the left caudate and the right caudate can be considered as a group. Due to their high correlation coefficient (= .94), as shown in the top panels of Figure 1,
FIGURE 1 Scatter plots between total motor score and volume of brain regions. Least squares fits by the group of scaled CAG-Age-Product (CAP) score, a measure of disease severity, are overlaid. Solid line is the least squares fit of the ‘high’ disease severity group (circles), dashed line is the least squares fit of the ‘medium’ disease severity group (triangles) and dotted line is the least squares fit of the ‘low’ disease severity group (squares). Interaction effects between the volume of some brain regions (left caudate, right caudate and right pallidum) and CAP score are observed through different slopes of the least squares fit for each disease severity group. The difference in slopes is relatively small for the left pallidum and ignorable for the left and the right vessel. The correlation coefficient is .94 between the left caudate and the right caudate, .77 between the left pallidum and the right pallidum and .48 between the left vessel and the right vessel.
the left caudate and the right caudate have similar negative relationship with the TMS. Second, the disease severity is a
categorical variable with three categories (low, medium and high), expressed in the design matrix for linear regression
as a group of two binary dummy variables. Since each of these binary variables contains only partial information for one
categorical variable, those two binary variables should be grouped.

The pLasso (Tibshirani & Friedman, 2020) is designed to work well when there is no pre-specified structure among the
variables. However, if there is a group structure among the main predictors with high within-group correlation, we claim
that the pLasso may lead to inconsistent model selection by randomly selecting variables from those highly correlated
variables as the usual Lasso suffers (Zhao & Yu, 2006). This problem of the pLasso will be discussed with a simulation
study in Section 3. Furthermore, modifying variables may also have a pre-specified group structure as appeared in our HD
problem. Since ignoring such group structure may lead to selecting more variables than necessary (Yuan & Lin, 2006), it is
desirable to account for such group structure in model selection.

In this paper, we propose the novel structural varying-coefficient regression (svReg) for a varying-coefficient model with
structured variables. This method imposes hierarchical group penalties on each group of main predictors and modifying
variables to account for group structures among variables. Such hierarchical group penalties have been studied in other
regression settings. To name a few, the group Lasso (Yuan & Lin, 2006) and the sparse group Lasso (Simon et al., 2013)
address pre-defined group structure among regressors and the network Lasso (Hallac et al., 2015) extends the group Lasso
to a network setting. Zhao et al. (2009) discussed the hierarchical selection of grouped predictors for non-overlapping
groups. Some literature on structured variable selection (Garcia & Müller, 2014; Garcia et al., 2013; Yuan et al., 2006)
considers the structure between main effect terms and other variables such as interaction terms. Literature on interaction
models (Bien et al., 2013; Lim & Hastie, 2015) also considered the hierarchy between main effect and interaction. However,
simultaneous selection of main predictors and modifying variables for a varying-coefficient model with group-structured
variables has not been explored yet.

The svReg addresses model selection of the varying-coefficient model as the pLasso but differs significantly from that.
First, a pre-specified group structure and the within-group correlation of the variables are considered in the svReg, whereas
the pLasso ignores such group structure. This feature enables the svReg to be more flexible to the problems where the
group structure among the variables exists. Second, as discussed in Garcia et al. (2013) and Garcia and Müller (2016)
regarding the use of weighted penalties, we discovered that weighting penalty terms accounting for the different size
of each group of variables led to more relevant variables and fewer irrelevant variables being selected into the model.
Hence, in addition to being more flexible by accounting for the group structure, penalty terms are differently weighted
in the svReg. Third, when some modifying variables are selected in the model, the svReg algorithm identifies the groups
of possibly significant modifying variables first and then selects variables from those identified groups to reduce false
selection while the pLasso selects variables from the set of all modifying variables. These important differences from the
pLasso allow the svReg to select relevant variables consistently and better screen irrelevant variables with higher prediction
accuracy. We demonstrate the efficacy of our proposed method on real and simulated data, and provide a publicly available
R package svreg for implementation of our method.

2 | THE STRUCTURAL VARYING-COEFFICIENT REGRESSION MODEL

2.1 | Main model

We consider a varying-coefficient linear model with a response variable, \( y \), and \( p \) main predictors, \( \{x_j\}_{j=1}^p \), and \( K \) modifying
variables, \( \{z_k\}_{k=1}^K \), as below:

\[
y = \sum_{j=0}^p \left\{ \beta_j + \sum_{k=1}^K \theta_{jk} z_k \right\} x_j + \varepsilon, \tag{1}
\]

where \( x_0 = 1 \), representing a potential intercept term and \( \varepsilon \) is the error term. In this model, \( \{z_k\}_{k=1}^K \) modify how the \( j \)th
predictor \( x_j \) affects the response \( y \). When \( \theta_{jk} = 0 \) for all \( j = 0, 1, \ldots, p \) and \( k = 1, \ldots, K \), this reduces to a plain linear model
with fixed coefficients. The inclusion of \( \theta_{jk} z_k \) terms within the coefficient of \( x_j \) allows the coefficient to vary depending
on the modifying variables \( z_1, \ldots, z_K \). For independent subjects \( i = 1, \ldots, N \), we denote the response variable, \( y_i \), and \( p \)
main predictors, \( \{x_{ij}\}_{j=1}^p \), and \( K \) modifying variables, \( \{z_{ik}\}_{k=1}^K \).
In the HD study, our objective is to use the varying-coefficient model to identify main predictors associated with TMS ($y_i$) and understand how their effects on the TMS differ by patient groups where patients are grouped by modifying variables. Main predictors in our model will be selected from volume measures of 50 brain regions ($x_{ij}^0$, $p = 50$). However, some of these regions are not independent because they are parts of a larger region. For example, caudate nucleus contains two parts, the left caudate and the right caudate, and correlation coefficient between their volumes is .94. That is, these measurements can be considered as a group of size two according to the structure of the brain. Likewise, lots of high correlations among the brain regions can be explained by the structural information of the brain. Hence, we consider the structure among the brain regions so that the 50 main predictors are grouped into 34 groups. Potential modifying variables will include gender ($z_{i1}$), years of education ($z_{i2}$) and disease severity ($z_{i3}, z_{i4}$), hence $K = 4$. Here, disease severity is a categorical variable with three category levels (low, medium and high) depending on the likeliness of receiving a motor-diagnosis in the next 5 years. Hence, disease severity is expressed with two binary dummy variables, $z_{i3}$ and $z_{i4}$, and these two variables should be treated as grouped variables. Our proposed method will properly consider the group structure of the main predictors and the modifying variables by imposing group-wise penalty.

2.2 Methodology

We propose a novel modification to the *pliable Lasso* (Tibshirani & Friedman, 2020) to account for potential structure among the variables (e.g. grouping between variables). The pLasso is a generalization of the Lasso for varying-coefficient models but it ignores potential structure among the variables, such as grouped main predictors (e.g. left and right caudate of the brain could be considered as one group) or grouped modifying variables (e.g. categorical disease severity group). Ignoring such group structure and within-group correlation may lead to inconsistent model selection by randomly selecting variables from those highly correlated variables (Zhao & Yu, 2006) or may lead to selecting more variables than necessary (Yuan & Lin, 2006). We thus propose a regression method with hierarchical penalties to account for grouped main predictors and grouped modifying variables.

Let $y$ be the $N$ dimensional vector $(y_1, ..., y_N)^T$ and let $X, Z$ be the $N \times p$ and $N \times K$ matrices containing main predictors and modifying variables, respectively. Also, let $x_j$ be the $j$th column of $X$, $z_k$ be the $k$th column of $Z$ and let $1$ be an $N \times 1$ matrix of ones. The varying-coefficient linear model (1) can be written in matrix form:

$$y = \beta_0 1 + Z\theta_0 + \sum_{j=1}^{p} \{ (\beta_j 1 + Z\theta_j) \odot x_j \} + \epsilon,$$

where $\theta_j = (\theta_{j1}, ..., \theta_{jK})^T$. Here, $\odot$ is component-wise multiplication and captures the impact of the modifying variables by allowing coefficients to vary for each subject. In this model, the coefficient vectors $\{\theta_j\}_{j=1}^{p}$ exist only within the coefficients of $\{x_j\}_{j=1}^{p}$. Hence, for $j = 1, ..., p$, if $x_j$ turns out to be irrelevant (i.e. $\beta_j = 0$), we want $\theta_j$ to be estimated as a zero vector. However, $\beta_j$ can take a non-zero value even if $\theta_j$ is a zero vector, which results in a fixed coefficient for the $j$th predictor. This feature of the varying-coefficient model raises the need to impose an ‘asymmetric weak hierarchy’ constraint: $\theta_j$ can be non-zero only if $\beta_j$ is non-zero.

Suppose the $p$ main predictors can be grouped into $L$ groups ($L \leq p$) and the $K$ modifying variables can be grouped into $G$ groups ($G \leq K$). Each group can contain one or more variables. In our HD application, there are 50 main predictors of brain regional volumes ($p = 50$) and these predictors can be grouped into 34 groups of brain regions ($L = 34$) according to the pre-specified structure of the brain. For the modifying variables, we have three groups of modifying variables ($G = 3$): gender, years of education and disease severity. The first two groups contain one variable each. The disease severity group contains two dummy variables since disease severity is a categorical variable with three categories. Hence, there are four modifying variables ($K = 4$).

We propose to optimize the following objective function:

$$J^*(\beta_0, \theta_0, \beta, \Theta) = \frac{1}{2N} \sum_{i=1}^{N} r_i^2 + \lambda P_\alpha(\beta, \Theta),$$

where $P_\alpha(\beta, \Theta)$ is a hierarchical penalty function that reflects the group structure of the main predictors and modifying variables.
where $\beta = (\beta_1, ..., \beta_p)^T$, $\Theta = (\Theta_{jk})_{j=1,k=1}^{p,K}$ is a $p \times K$ matrix and

$$r_i = y_i - \beta_0 - z_i \cdot \theta_0 - \sum_{\ell=1}^L x_{i[\ell]} \left( \beta_{i[\ell]} + \theta_{i[\ell]} z_i^T \right),$$

where $z_i$ is the $i$th row of $Z$, $x_{i[\ell]}$ is the $\ell$th group of the main predictors for the $i$th row of $X$, $\beta_{i[\ell]}$ is a subset of $\beta$ for the $\ell$th group of the main predictors, $\theta_{i[\ell]}$ is a subset of $\Theta$ for the $\ell$th group of the main predictors and

$$\lambda P_\alpha^*(\beta, \Theta) = (1 - \alpha) \lambda \sum_{\ell=1}^L \frac{\sqrt{p_\ell}}{\lambda} \left( ||(\beta_{i[\ell]}, \text{vec}(\theta_{i[\ell]}))||_2 + \sum_{g=1}^G \frac{\sqrt{p_g}}{\sqrt{1 + K}} ||\text{vec}(\theta_{i[\ell][g]}))||_2 \right)$$

$$+ \alpha \lambda \sum_{j,k} |\theta_{jk}|_1,$$

where $p_\ell$ is the size of the $\ell$th group of the main predictors, $p_g$ is the size of the $g$th group of the modifying variables, $\Theta_{i[\ell][g]}$ is a subset of $\Theta$ for the $\ell$th group of the main predictors and the $g$th group of the modifying variables and $\text{vec}(\cdot)$ is a vectorization operator. Note that $\beta_{i[\ell]}$ is a $p_\ell$-dimensional column vector, $\theta_{i[\ell]}$ is a $p_\ell \times K$ matrix and $\theta_{i[\ell][g]}$ is a $p_\ell \times p_g$ matrix. The first term of the penalty considers the hierarchy constraint between $\beta_{i[\ell]}$ and $\theta_{i[\ell]}$, as well as the group structure among the variables through the $L_2$ penalty. The second term of the penalty gives sparsity to the individual coefficients $\theta_{jk}$s. The tuning parameter $\lambda$ determines the magnitude of the overall penalties so that the larger the $\lambda$ is, the sparser the model is. Another tuning parameter $\alpha$ controls the relative weight on the group penalty terms and penalties on individual components of $\Theta$. For a fixed $\lambda$, both the main predictors and the modifying variables will be penalized more as $\alpha \to 0$ whereas $\alpha \to 1$ will result in penalizing more on modifying variables only.

This optimization addresses the model selection of the varying-coefficient model as the pLasso (Tibshirani & Friedman, 2020) but differs in three ways. First, if there is a pre-specified group structure among the modifying variables, such structure can be considered in the model selection through the penalty terms $||\text{vec}(\theta_{i[\ell][g]}))||_2$ imposed on each group of modifying variables. The use of such penalty terms differentiates our method from the pLasso because the sparsity at the group level in terms of the modifying variables cannot be attained in the pLasso. For example, dummy variables for the CAG-Age-Product (CAP) score, a categorical modifying variable, in our HD study will be treated as stand-alone variables in the pLasso. However, the purpose of the model selection is not to determine the significance of each dummy variable but to identify whether the CAP score is significant or not. Hence, although we have several dummy variables for a categorical modifying variable, those variables should be treated as a group. Second, a group structure among the main predictors can also be considered in our method. For example, our method can be applied to the brain imaging data for the HD study where the left part of the brain regions tend to be highly correlated with the right part. The pLasso does not account for the grouping of such correlated main predictors. Finally, the penalty terms in our method are weighted differently depending on the size of the group of main predictors and modifying variables. We discovered that such weighted penalty terms led to more relevant variables and fewer irrelevant variables being selected into the model as discussed in Garcia et al. (2013) and García and Müller (2016). We call this method the svReg. Typically, we suggest to standardize the main predictors and modifying variables to have mean zero and variance one as in the Lasso unless all the variables are measured in the same unit (Hastie et al., 2015).

### 2.3 Optimization

We use a block-wise coordinate descent to obtain the global minimum of Equation (3). Denote $z_{i[g]}$ as a subset of $z_i$, for the $g$th group of the modifying variables, $r_i^{(-e)} = y_i - \sum_{h \neq e} \{x_{i[h]} (\theta_{i[h]} + \theta_{i[h]} z_i^T)\}$ as the partial residual for the $\ell$th group of the main predictors and $r_i^{(-e)(-g)} = r_i^{(-e)} - x_{i[\ell]} \sum_{m \neq g} \theta_{i[m]} z_i^T$ as the partial residual for the $g$th group of modifying variables. The procedure for estimating $(\beta_j)_{j=0}^{p,0}$ and $(\theta_{jk})_{j=0,k=1}^{p,K}$ is given in Algorithm 1. Details of the optimization of the algorithm can be found in Supplement A.
Algorithm 1 Algorithm for the structural varying-coefficient regression

1. Given the initial estimate of \((\hat{\beta}, \Theta)\), compute \(\hat{\beta}_0\) and \(\hat{\Theta}_0\) from the regression of the residual on \(Z\).

As the initial estimate, \((\hat{\beta}, \Theta) = (0, 0)\) can be used. Then, the response variable \(y\) is regressed on \(Z\) to compute \(\hat{\beta}_0\) and \(\hat{\Theta}_0\). Otherwise, if several values of \(\lambda\) are tried (e.g. in the cross-validation), the svReg estimate of \((\hat{\beta}, \hat{\Theta})\) with the previous \(\lambda\) value can be used as the initial estimate. In this case, the residual \(y - \sum_{j=1}^{p}(\hat{\beta}_j + \hat{\Theta}_j^T z_j) x_j\) is regressed on \(Z\) to compute \(\hat{\beta}_0\) and \(\hat{\Theta}_0\).

2. Given \(\lambda\) and convergence tolerance \(\epsilon\), repeat the following procedure until convergence: \(|J^*(\text{old})(\hat{\beta}_0, \hat{\Theta}_0, \hat{\beta}, \hat{\Theta}) - J^*(\text{new})(\hat{\beta}_0, \hat{\Theta}_0, \hat{\beta}, \hat{\Theta})| < \epsilon\) where \(J^*(\hat{\beta}_0, \hat{\Theta}_0, \hat{\beta}, \hat{\Theta})\) is defined in Equation (3).

(1) Compute \(J^*(\text{old})(\hat{\beta}_0, \hat{\Theta}_0, \hat{\beta}, \hat{\Theta})\) with the current estimate of \((\hat{\beta}_0, \hat{\Theta}_0, \hat{\beta}, \hat{\Theta})\).

(2) For a cycle of \(\ell = 1, 2, \ldots, L\):

(a) Check \((\hat{\beta}_\ell, \hat{\Theta}_\ell) = 0\) by checking \((\hat{\beta}_\ell, \hat{\Theta}_\ell)^g = 0\) for all \(g = 1, 2, \ldots, G\) as below:

\[
\left\| \frac{1}{N} \sum_{i=1}^{N} \left( x^T_i \hat{\theta}_\ell^g - r_i \right) \right\|_2 \leq \sqrt{P x (1 - \alpha) \lambda},
\]

where \(S_\lambda(x) = x(1 - \lambda / |x|)_+\) denotes the soft-thresholding operator.

If all conditions are satisfied, set \((\hat{\beta}_\ell, \hat{\Theta}_\ell) = 0\) and skip to (d).

(b) If \((\hat{\beta}_\ell, \hat{\Theta}_\ell) \neq 0\), check \(\hat{\Theta}_\ell^g = 0\) by checking \(\hat{\theta}_\ell^g = 0\) for all \(g = 1, 2, \ldots, G\) as below:

(i) First, compute \(\hat{\beta}_\ell\) by one-dimensional optimization of each parameter in \(\hat{\beta}_\ell\) until convergence. Details of the one-dimensional optimization are described in Appendix A.1.

(ii) Then, check \(\hat{\theta}_\ell^g = 0\) given \(\hat{\beta}_\ell\) by checking \(\hat{\theta}_\ell^g = 0\) for all \(g = 1, 2, \ldots, G\) as below:

\[
\left\| \frac{1}{N} \sum_{i=1}^{N} \left( \sum_{j=1}^{p} \text{vec}(x^T_i z_i^g)(r_i + \hat{\beta}_\ell^g - x_i^T \hat{\beta}_\ell) \right) \right\|_2 < \sqrt{P x (1 - \alpha) \lambda} \frac{1}{\sqrt{1 + K}}.
\]

If (ii) is satisfied for all \(g = 1, 2, \ldots, G\), set \(\hat{\beta}_\ell = \hat{\beta}_\ell\) and \(\hat{\theta}_\ell^g = 0\) and skip to (d).

(c) If \(\hat{\beta}_\ell \neq 0\) and \(\hat{\theta}_\ell^g \neq 0\) (i.e. if there exists \(g^*\) such that \(\hat{\theta}_\ell^g \neq 0\)):

(i) Use a generalized gradient procedure with approximation through the majorization–minimization algorithm to find \((\hat{\beta}_\ell, \hat{\theta}_{\ell[NZ]}^g)\) where \(\theta_{\ell[NZ]}^g\) denotes the set of nonzero \(\theta_{\ell[NZ]}^g\)’s.

(ii) With the updated \(\hat{\beta}_\ell\), check the condition in 2-(2)-(b)-(ii) for all \(g = 1, 2, \ldots, G\) again to confirm whether \(\hat{\theta}_{\ell[NZ]}^g\) contains the same set of \(\theta_{\ell[NZ]}^g\)’s.

(iii) If the composition of \(\hat{\theta}_{\ell[NZ]}^g\) changed, repeat (i)-(iii) with the updated \(\hat{\theta}_{\ell[NZ]}^g\).

(d) Compute \(\hat{\beta}_0\) and \(\hat{\Theta}_0\) from the regression of the current residual on \(Z\).

(3) Compute \(J^*(\text{new})(\hat{\beta}_0, \hat{\Theta}_0, \hat{\beta}, \hat{\Theta})\) with the current estimate of \((\hat{\beta}_0, \hat{\Theta}_0, \hat{\beta}, \hat{\Theta})\).

2.4 Comparison with the pLasso

The pLasso proposed in Tibshirani and Friedman (2020) optimizes the objective function as below:

\[
J(\beta_0, \Theta_0, \beta, \Theta) = \frac{1}{2N} \sum_{i=1}^{N} r_i^2 + \lambda P_\alpha(\beta, \Theta),
\]

where \(r_i = y_i - \beta_0 - z_i \beta_0 - \sum_{j=1}^{p} x_{ij} (\beta_j + \Theta_{j}^T z_i)\) and

\[
\lambda P_\alpha(\beta, \Theta) = (1 - \alpha) \lambda \sum_{j=1}^{p} ||(\beta_j, \Theta_j) ||_2 + || \Theta_j ||_2 + \alpha \lambda \sum_{j,k} |\Theta_{jk}|_1.
\]

The penalty term \(|| \Theta_j ||_2\) in Equation (4) is for penalizing the group of all modifying variables as a whole for the ‘asymmetric weak hierarchy’ constraint between the coefficients for the main predictors and the modifying variables and the term \(|| \Theta_{jk} ||_1\) is for penalizing each modifying variable. Hence, there is no consideration of the group structure among the modifying variables in Equation (4). This may lead to spurious selection of irrelevant modifying variables as shown in our simulation study in Section 3. Assuming \(L = p\) for simplicity, The svReg in Equation (3) corrects this limitation by
replacing the penalty term $||θ_j||_2$ with the terms $|||θ_j||_2||_{g=1}^G$, which penalize each group of modifying variables with weight $\sqrt{p_g}/\sqrt{1+K}$. This weight accounts for the size of each group of modifying variables, $p_g$, and also finds balance between $|||β_j, θ_j||_2||_2 (K + 1$ parameters) and $|||θ_j||_2||_2 (p_g$ parameters).

Remark 1. As noted in Tibshirani and Friedman (2020), the claim that the solutions to the objective function $J(β_0, θ_0, β, Θ)$ satisfy the asymmetric weak hierarchical property relies on a continuity argument and has not yet been proven rigorously. Likewise, our claim that the solutions to the objective function $J^∗(β_0, θ_0, β, Θ)$ satisfy the asymmetric weak hierarchy has not been proven yet. By construction of the penalties in $J^∗(β_0, θ_0, β, Θ)$, we expect that the probability of the continuous random variable $\hat{β}_j$ to be zero while $\hat{θ}_j ≠ 0$ will be zero for any $j = 1, ..., p$.

The introduction of the penalties $|||θ_j||_2||_{g=1}^G$ instead of $||θ_j||_2$ differentiates the svReg from the pLasso since it not only allows the asymmetric weak hierarchy constraint to be satisfied between $β_j$ and $θ_j$ as in the pLasso but also allows the group structure of the modifying variables to be considered in the model selection. Also, even when there is no group structure among the modifying variables, the svReg is different from the pLasso since each modifying variable is penalized individually by such penalty. This enables the selection of the modifying variables to be implemented at more granular level in the svReg than the pLasso. We found that such penalties lead to better model selection by increasing the sensitivity and the specificity as shown in the simulation study in Section 3.4.

Also, in Equation (4), the group structure among the main predictors is not considered. This may lead to incorrectly screening true relevant variables when the variables are grouped variables with high within-group correlation as the Lasso which tends to randomly select variables among highly correlated variables (Zhao & Yu, 2006). Our proposed remedy for this inconsistent variable selection is to group the variables using the information on the group structure of the main predictors so that the grouped variables are selected into the model or screened from the model together. Also, all the $L_2$ penalty terms are weighted differently by $\sqrt{p_g}$ in Equation (3), accounting for different size of each group of the main predictors. This weight is analogous to the weight used in the group Lasso penalty (Yuan & Lin, 2006).

The use of weighted penalties in the svReg accounts for the different size of each group of main predictors and modifying variables. We discovered that imposing such different weights on the penalty terms leads to better variable selection performance as shown in Section 3. The improvement in model selection through weighted penalties has also been studied in Garcia et al. (2013) and Garcia and Müller (2016).

In Algorithm 1, the svReg identifies the groups of possibly significant modifying variables first and then selects variables from those identified groups to reduce false selection. This is different from the pLasso algorithm because the pLasso selects variables from the set of all modifying variables. Such identification of significant group first in the svReg allows the group structure of the modifying variables to be considered in the algorithm. Also, such algorithm is expected to increase the sensitivity in the selection of the grouped modifying variables since the significance of each group of modifying variables is evaluated at the group level, instead of being evaluated at individual variable level.

3 | SIMULATION STUDY

3.1 | Simulation design

We compared our svReg proposed in Section 2 with the Lasso (Tibshirani, 1996) and the pLasso (Tibshirani & Friedman, 2020) in some simulation settings. First, we considered the case when we have both continuous and categorical modifying variables. Second, we additionally considered the correlation between main predictors so that the highly correlated main predictors can be considered as grouped variables.

Setting 1 (Structured modifying variables): We generated 50 standard Gaussian independent predictors with sample size $N = 100$. We also generated 20 modifying variables: 10 continuous variables, $z_{i1}, ..., z_{i10}$, and 10 categorical variables of three categories, $z_{i11}, ..., z_{i30}$. Note that each categorical variable is expressed with two dummy variables, hence those two variables can be considered as grouped variables. The continuous modifying variables were generated from the standard Gaussian distribution. The categorical modifying variables were generated from the multinomial distribution with equal
probability. The response was generated for \( i = 1, \ldots, 100 \) from

\[
y_i = x_{i1} + x_{i2} + (1 + z_{i1})x_{i4} + (1 - z_{i2} + z_{i11} - z_{i12})x_{i5} + \epsilon_i,
\]

where \( \epsilon_i \sim N(0, 1) \). In Setting 1, the number of parameters is 1550 (50 in \( \beta \) and 1500 in \( \Theta \)).

**Setting 2 (Structured main predictors & modifying variables):** As in Setting 1, we considered 50 main predictors in Setting 2. Let \( \{X_i\}_{i=1}^{50} \) denote the \( i \)th main predictor. We generated \( X_3 \) and \( X_6 \) to be correlated with \( \{X_1, X_2\} \) and \( \{X_4, X_5\} \), respectively, as follows:

\[
x_{i3} = \frac{2}{3}x_{i1} + \frac{2}{3}x_{i2} + \frac{1}{3}\gamma_i \quad \text{and} \quad x_{i6} = \frac{2}{3}x_{i4} + \frac{2}{3}x_{i5} + \frac{1}{3}\delta_i,
\]

where \( \gamma_i \sim N(0, 1) \) and \( \delta_i \sim N(0, 1) \). Other main predictors were standard Gaussian with sample size \( N = 100 \) and independent to each other. By this construction, \( x_{i3} \) and \( x_{i6} \) are normally distributed with mean 0 and variance 1 as other main predictors. Given the high correlation, we treated \( \{X_1, X_2, X_3\} \) and \( \{X_4, X_5, X_6\} \) as grouped variables when we fitted the svReg. This simulation setting is similar to that used in Zhao and Yu (2006) to create dependence between predictors in a model where the model selection result of the Lasso can be inconsistent. The modifying variables and the response were generated as in Setting 1. In Setting 2, the number of parameters is 1550 (50 in \( \beta \) and 1500 in \( \Theta \)).

**Setting 3 (High-dimensional main predictors & structured modifying variables):** We generated 200 standard Gaussian independent predictors with sample size \( N = 100 \). The modifying variables and the response were generated as in Setting 1. In Setting 3, the number of parameters is 6200 (200 in \( \beta \) and 6000 in \( \Theta \)).

We applied three methods to the simulated data: the Lasso, the pLasso and the svReg. In the Lasso, all combinations of the interaction between main predictors and modifying variables are considered to avoid model misspecification since the true models contain interaction terms that need to be considered. Since both the Lasso and the pLasso ignore the group structure of the main predictors and the modifying variables, the svReg is expected to perform better than those methods in selecting relevant main predictors and screening irrelevant categorical modifying variables. The Lasso was fitted using the R package glmnet and the pLasso and the svReg were fitted using our R package svReg.

We ran 100 simulations and used 10-fold cross-validation in each simulation to find the optimal value of the tuning parameter \( \lambda \). In the cross-validation, we used decreasing \( \lambda \)s from 10 to 0.01 by 0.01 to find the solution path of the parameters. The \( \lambda \) value which minimizes the mean squared error (MSE) in the cross-validation was chosen for the model estimation. Such choice of \( \lambda \) using the cross-validation is one choice that allows a ‘fair’ comparison of the three considered shrinkage procedures. While cross-validation is a common practice for selecting \( \lambda \), it may not be the best default approach to select the weight parameter \( \alpha \) for the pLasso and the svReg. From our experience, cross-validation often chose very large alpha values which forced the solution to converge to the Lasso solution without any modifying variables by shrinking all the interaction terms to zero. Such property of the weight parameter \( \alpha \) was also described in Tibshirani and Friedman (2020) for the pLasso. Hence, to avoid such extreme empirical choices of \( \alpha \), we fixed it at .5 for our analysis, which gives balanced weight between the penalties on the main predictors and the modifying variables.

### 3.2 Methods for evaluation

To evaluate the model selection performance of the three methods, we computed the false discovery rate (FDR) (Benjamini & Hochberg, 1995), sensitivity and specificity, the average percentage of time variables are selected and predictive accuracy as measured by the MSEs. We also visualize findings in so-called difference curves as introduced in Garcia and Müller (2016).

The FDR is defined as the ratio of the number of irrelevant variables selected over the total number of variables selected. It measures how likely the method makes ‘false selection’ so a high value of FDR is undesirable. Since the pLasso ignores the group structure of the categorical modifying variables and treats the dummy variables separately, it is expected to select more irrelevant modifying variables spuriously than the svReg, leading to higher FDR.

Sensitivity is a measure of the ‘true positive rate’ and it is the ratio of the number of relevant variables selected over the number of true relevant variables. Specificity is a measure of the ‘true negative rate’ and it is the ratio of the number of irrelevant variables screened over the number of true irrelevant variables. Both high sensitivity and high specificity are desirable. In addition, we report the geometric mean of sensitivity and specificity \((= \sqrt{\text{Sensitivity} \times \text{Specificity}})\) as used in Kubat et al. (1998).
We also computed the average percentage of time the variables are selected. The average percentage is computed for the relevant variable group and irrelevant variable group of the main predictors and the modifying variables separately. High percentage of selection is desirable for the relevant variable groups and vice versa for the irrelevant variable groups.

The predictive performance can be evaluated by the MSE from the V-fold cross-validation. In V-fold cross-validation, the data are split into \((V - 1)\) sets for a training set and a test set. The training set is used to fit a model (‘training’ step) and then, the fitted model is used for calculating the MSE of the response for the test set (‘testing’ step).

Finally, we measured the computation time for the simulated data from each setting. We fitted each method to the data for decreasing values of \(\lambda\) from 10 to 0.1 in steps of 0.1. We repeated such task 10 times and measured the average computation time for each method. All timings were carried out using the R package microbenchmark on 1.6 GHz Intel Core i5 processor.

### 3.3 Simulation results

Simulation results are reported in Table 1. In this table, we compared the Lasso, the pLasso and the svReg with respect to variable selection and prediction accuracy. All models were estimated with the tuning parameter \(\lambda\) which gives the minimum MSE from 10-fold cross-validation.

The pLasso and the svReg select relevant modifying variables better than the Lasso since they correctly specify a varying-coefficient model and treat those modifying variables as the effect modifiers of the main predictors. Both methods also screen irrelevant variables better than the Lasso which leads to lower FDR and higher specificity. Also, both work well even for the case when the number of main predictors is greater than the sample size \((p > n)\).

In Settings 1 and 3, the strength of the svReg over the pLasso is observed in screening irrelevant variables, which in turn leads to lower FDR by up to 6% points and higher specificity by up to 12% points than the pLasso. Hence, by considering the group structure among the modifying variables, the svReg identifies relevant variables correctly while making fewer inclusion of irrelevant variables than the pLasso, which will eventually lead to a more parsimonious and correct model with easier interpretation.

In Setting 2, additional benefit of the svReg over the Lasso and the pLasso can be found in consistent selection of relevant main predictors when those predictors are structured. As discussed in Zhao and Yu (2006), the Lasso fails to select the relevant main predictors consistently when the predictors are correlated and this is shown in Table 1 by the percentage of selection of the relevant main predictors \((= .95)\) being less than one. Interestingly, similar pattern is observed in the pLasso.
Although model selection consistency of the pLasso is not within the scope of this paper, this simulation result indicates that the pLasso also suffers from the problem of inconsistent variable selection when the variables are highly correlated. On the other hand, in the svReg, those correlated variables were grouped to be selected or screened together. Hence, the svReg shows consistent result of variable selection for the relevant main predictors with 2% point higher sensitivity than the pLasso.

In terms of prediction accuracy, the cross-validation MSE of the svReg shows an improvement over the pLasso by up to 9% in all simulation settings. This reflects the gain from accounting for the group structure among the modifying variables.

Figure 2 compares the receiver operating characteristic (ROC) curves of the Lasso, the pLasso and the svReg. The ROC curve compares the true positive rate with the false positive rate over the different values of the penalty parameter, $\lambda$. True positive rates measure how well the method selects relevant variables and false positive rate measures the extent of incorrectly including irrelevant variables in the model. The svReg (solid red curve) shows higher true positive rate and lower false positive rate than other methods. Thus, we can conclude that svReg selects relevant variables more correctly while including fewer irrelevant variables than other methods.

Figure 3 compares the three methods by plotting the average percentage of selection using a difference curve, a visualization introduced in Garcia and Müller (2016). In a difference curve, the average percentage of time selected for each group of variables is compared to the ‘ideal’ percentage of selection, which is 100% for relevant variables and 0% for irrelevant variables. That is, a better method in terms of variable selection has a lower curve in the plot. In all simulation settings, the curve of the svReg is below that of the pLasso, which indicates that the svReg outperforms the pLasso in selecting relevant variables and screening irrelevant variables.

### 3.4 Simulation without structured variables

Although the motivation of developing the svReg was to deal with the structured main predictors and modifying variables, we can apply our method to the special case when there is no structure among variables. We compared the performance of the svReg with the pLasso. For this purpose, 50 standard Gaussian independent main predictors and 20 continuous modifying variables (Setting 4) or binary modifying variables with equal probability (Setting 5) were generated. The sample size $N$ was 100. The response was generated for $i = 1, \ldots, 100$ from

$$y_i = x_{i1} + x_{i2} + (1 + z_{i1})x_{i3} + (1 - z_{i2})x_{i4} + \varepsilon_i,$$

where $\varepsilon_i \sim N(0, 1)$. In Settings 4 and 5, the number of parameters is 1050 (50 in $\beta$ and 1000 in $\Theta$).

The result from this simulation is given in Table 2. As in Table 1, the svReg selects fewer irrelevant main predictors than the pLasso by 5–10% points and fewer irrelevant modifying variables by 17–24% points. This leads to lower FDR and higher specificity for the svReg. Also, the prediction error of the svReg is lower than that of the pLasso.

The reason why the svReg outperforms the pLasso for the variable selection purpose is related to the screening conditions for zero coefficients. In the pLasso, the screening condition for $(\hat{\beta}_j, \hat{\theta}_j) = 0$ involves the calculation of the quantity...
FIGURE 3 Difference curves of the Lasso (dotted curve), the pliable Lasso (dashed curve) and the structural varying-coefficient regression (solid curve) for Settings 1, 2 and 3. In a difference curve, a method with lower curve outperforms a method with upper curve in selecting relevant variables and screening irrelevant variables. In both settings, ‘main’ represents main predictors, ‘continuous’ represents continuous modifying variables and ‘categorical’ represents categorical modifying variables with three categories. The structural varying-coefficient regression generally shows lower difference than the Lasso and the pliable Lasso for both settings. For the pliable Lasso and the structural varying-coefficient regression, $\alpha$ is set to .5 as below:

$$\left\| S_{\alpha} \left( \frac{1}{N} \sum_{i=1}^{N} x_{ij} z_i r_i^{(-j)} \right) \right\|_2,$$

and the screening condition is applied to the $L_2$-norm of the vector of coefficients for all modifying variables as a group (i.e. the size of this group is $K$). On the other hand, the corresponding condition for the svReg involves the calculation of the quantity as below:

$$\left\| S_{\alpha} \left( \frac{1}{N} \sum_{i=1}^{N} x_{ij} z_{i[g]} r_i^{(-j)(-g)} \right) \right\|_2.$$

Note the $\sum_{i=1}^{N} x_{ij} z_{i[g]} r_i^{(-j)(-g)}$ takes a scalar value for a continuous modifying variable without any group structure with other modifying variables. In (6), each continuous modifying variable is treated as one group of variable (i.e. the size of each
TABLE 2 Simulation results for the pliable Lasso (pLasso) and the structural varying-coefficient regression (svReg) when there is no structure among the main predictors or modifying variables

| Metric                          | Covariates | Setting 4 (Continuous) | Setting 5 (Binary) |
|---------------------------------|------------|------------------------|--------------------|
|                                 |            | pLasso | svReg | pLasso | svReg |
| Percentage of selection         | Main       | 1.00   | 1.00  | 1.00   | 1.00  |
| Modifying                      | Irrelevant | 0.28   | 0.18  | 0.21   | 0.16  |
| Falsediscoveryrate(FDR)         | Relevant   | 1.00   | 1.00  | 0.91   | 0.96  |
| Irrelevant                      | 0.76       | 0.52   | 0.63  | 0.46   |
| False discovery rate (FDR)      | 0.82       | 0.75   | 0.78  | 0.73   |
| Sensitivity                     | 1.00       | 1.00   | 0.97  | 0.99   |
| Specificity                     | 0.59       | 0.72   | 0.67  | 0.75   |
| Geometric mean of sensitivity and specificity | 0.75 | 0.84 | 0.80 | 0.85 |
| Mean squared error (MSE)        | 2.24       | 2.11   | 1.59  | 1.54   |
| Computation time (s)            | 72         | 320    | 31    | 234    |

Note Fifty independent main predictors and 20 continuous (Setting 4) or binary (Setting 5) modifying variables were considered. All values are the average of the 100 simulations. MSE is computed with the tuning parameter \( \lambda \) which gives minimum MSE from 10-fold cross-validation. For the pLasso and the svReg, \( \alpha \) is set to 0.5.

group is one) and the screening condition is applied to the coefficient for each modifying variable. Thus, the difference between (5) and (6) is that (6) will penalize each continuous modifying variable individually, while (5) will penalize all modifying variables as a group. Even if some elements of the coefficient vector are large and others are small, (5) can take large value which leads to possibly non-zero coefficients for all modifying variables whereas (6) will take small values for those elements.

Also, once some of the \( \{\hat{\theta}_{j[k]}\}_{k=1}^{G} \) turn out to be zero, the svReg uses gradient descent procedure only for the non-zero \( \hat{\theta}_{j[k]} \)s. This is not the case in the pLasso where the gradient descent is performed for all \( \{\hat{\theta}_{j[k]}\}_{k=1}^{K} \) if \( \hat{\theta}_{j} \) is non-zero. This allows the svReg to find the zero coefficients more efficiently than the pLasso.

4 | BRAIN REGIONS AFFECTING MOTOR IMPAIRMENT IN THE HD

4.1 | Clinical research problem

We applied our method to the Neurobiological Predictors of Huntington Disease (PREDICT-HD), a large observational study from 2001 to 2013 on potential neurobiological markers of the HD. We focus on the data of \( N = 710 \) subjects who are ‘at risk’ of HD with CAG (cytosine, adenine, guanine) repeats greater than or equal to 36. Subjects at risk means that they may or may not exhibit HD symptoms, whereas those with CAG repeat less than 36 is expected not to develop HD symptoms. The majority of the subjects were female (63.5%). On average, the subjects were 40.5 years old, had 42.4 CAG repeats (ranges from 37 to 61), and had 14.2 years of education.

In this study, participants enter the study at different phase of the disease. Hence, each participant is subject to different ‘disease severity’ or different proximity to HD diagnosis. As a measure of disease severity, we used the scaled CAP score, the product of CAG repeats and age as proposed in Zhang et al. (2011). CAP score is often used as a categorical variable to remove the within-group variability with three categories: low, medium and high. Participants categorized as ‘high’ are regarded as having high probability of being diagnosed with HD based on motor functions in the next 5 years. In our data, about 27% of the subjects are categorized as ‘low’ with CAP score less than 0.67 and about 37% of the subjects as ‘high’ with CAP score greater than 0.85.

In the PREDICT-HD study, the interest is to identify brain regions which are associated with motor impairment. As a measure of motor impairment, we used the TMS, a measurement of the overall motor impairment ranging from 0 (no impairment) to 124 (high impairment). As covariates, we used the volume measures of brain regions. Also, as explained above, each subject has different disease severity. If we ignore this feature of the data, the effect from the brain regions on motor impairment will be mixed with the effect of the disease severity and the model will not capture the ‘pure’ effect
of the brain regions. For this reason, CAP score has been used as another covariate or control variable (Garcia & Müller, 2016; Zhang et al., 2011) in addition to the volume measures of brain regions.

However, including the CAP score simply as another covariate assumes that the effects of brain regions on motor impairment are fixed regardless of the CAP score. This assumption is questionable since there may be a different pattern between, for example, the high CAP group and the low CAP group. In Figure 1, the least squares regression line between the TMS and volume of brain regions were fitted for the high/medium/low CAP score groups separately. In the top left panel, covariate is the volume of the left caudate and the response variable is the TMS. It can be clearly observed that the slope of the high CAP group (solid line) is different from that of low (dotted line) or medium (dashed line) CAP group. This difference in slope indicates that the effect of the left caudate on TMS depends on whether a participant has high CAP score or not. On the other hand, in the bottom right panel where the covariate is the volume of the right vessel, the difference in slopes is not as clear as in the left caudate. These results indicate that the effects of some brain regions may differ by participant groups but other brain regions may not.

Thus, our interest in this analysis is not only to identify brain regions associated with motor impairment but also to understand how their effects on motor impairment differ by participant groups. This can be achieved by fitting a varying-coefficient regression with the TMS as a response, volumes of brain regions as main predictors and the CAP score as a modifying variable. In addition, we included gender and years of education as possible modifying variables since the effects of brain regions on motor impairment may also differ by participant groups defined by these variables. Since the CAP score data contain information of both age and CAG repeat by its definition, those two variables were not used as modifying variables.

For estimating the varying coefficient model, the pLasso (Tibshirani & Friedman, 2020) and the svReg were used. As discussed in Section 2, the svReg can consider the pre-specified structure of the variables, whereas the pLasso cannot. Since some main predictors represent the left part and the right part of a brain region (e.g. left caudate vs. right caudate), those main predictors were grouped in the svReg. Also, since the CAP score is expressed as a group of two binary dummy variables, those dummy variables were also regarded as grouped modifying variables in the svReg. In addition, we considered the Lasso allowing for interaction terms to be selected as in Section 3. However, the Lasso is not appropriate for fitting a varying-coefficient model since some main predictors may not be selected even if their interaction terms are selected by the Lasso. Hence, we compared the pLasso and the svReg applied to the PREDICT-HD study. For both methods, the tuning parameter \( \lambda \) was selected based on 10-fold cross-validation and the weight parameter \( \alpha \) was set to .5.

### 4.2 Analysis results

Table 3 summarizes results for the pLasso (left table) and the svReg (right table). The first column for each method shows the fitted parameters, \( \beta \), for the main predictors (brain regions) and the other columns show the fitted parameters, \( \theta \), for the modifying variables (gender, years of education, CAP score) in the coefficient of each main predictor, as defined in Equation (2). Here, ‘CAP(medium)’ and ‘CAP(high)’ express the binary variable for the medium CAP score group and the high CAP score group, respectively.

From the non-zero \( \theta \) estimates for basal ganglia (brain regions related to motor movements including caudate, putamen and pallidum), we can infer that the effects from these brain regions to motor impairment differ by CAP score groups. Particularly, the \( \theta \) estimates for CAP(high) take negative values, meaning that high CAP score group has steeper slope as observed in Figure 1 than low or medium CAP score group. This indicates that the motor function of the high CAP score group may deteriorate faster than other groups given a certain amount of volume change in those brain regions.

Interestingly, the \( \theta \) for CAP(high) in the coefficient of the left pallidum was determined to be zero by the svReg. This means that the effect of left pallidum on motor impairment may not differ significantly between the high CAP score group and other groups. This is consistent with Figure 1 where the differences in slopes are relatively small for the left pallidum. Note that, for the pLasso, this \( \theta \) estimate is zero simply because the main effect of the left pallidum was not selected. However, the main effect of the left pallidum may have been excluded randomly by the pLasso due to its high correlation with the right pallidum. Hence, the pLasso does not clearly tell us whether the effect of the left pallidum on motor impairment is the same across all participants or differ by disease severity groups whereas the svReg does. The least squares regression of the TMS on each brain region allowing for interaction with the disease severity also indicates that the interaction between each brain region and CAP(high) is significant for all regions in basal ganglia except for the left pallidum. These least squares regression results can be found in Table 1 of Supplement B.

The \( \theta \)s for CAP(medium) in the coefficients of the putamen were determined to be zero by the svReg, whereas the pLasso estimated a positive \( \theta \) value for CAP(medium) in the coefficient of the right putamen. However, the \( \theta \)s for CAP(medium)
TABLE 3 Parameter estimates of the selected brain regions by the pliable Lasso (pLasso) and the structural varying-coefficient regression (svReg) for PREDICT-HD data

| Parameter | pLasso | svReg |
|-----------|--------|-------|
| Main effect | Gender | Education | CAP (medium) | CAP (high) | Main effect | Gender | Education | CAP (medium) | CAP (high) |
| Lateral Ventricle | L: 0.063 | R: -0.087 | L: -0.053 | R: 0 | L: 0.063 | R: -0.079 | L: -0.014 | R: 0.009 |
| Cerebellum Cortex | L: 0 | R: -0.303 |
| Thalamus Proper | L: 0 | R: 0.327 |
| Caudate | L: -0.770 | R: 0 | L: -0.505 | R: 0 | L: -0.052 | R: -0.160 | L: 0.014 | R: 0.052 | L: -0.102 | R: -0.148 |
| Putamen | L: 0 | R: -0.174 | L: 0 | R: 0.002 | L: -0.012 | R: -0.043 |
| Pallidum | L: 0 | R: -0.669 | L: 0 | R: -0.077 | L: -0.011 | R: -0.507 | L: 0 | R: -0.043 |
| Vessel | L: 0 | R: 0.435 | L: 0.097 | R: 0.315 |
| Choroid Plexus | L: 0.295 | R: 0.007 | L: -0.026 | R: 0 | L: 0.198 | R: -0.045 | L: -0.023 | R: 0.015 |
| Cortical White Matter | L: -0.230 | R: 0 | L: -0.122 | R: 0.055 | L: 0.034 | R: 0.001 |
| 3rd Ventricle | 0.073 | -0.034 | 0.037 |
| 4th Ventricle | -0.109 | -0.111 |
| CSF | 0.163 | 0.193 |
| WM Hypointensity | 0.151 | -0.011 | 0.031 | 0.140 | -0.022 | 0.070 |
| Optic Chiasm | 0.430 | -0.059 | 0.079 | 0.431 | -0.083 | 0.112 |
| CC Posterior | -0.114 | 0.037 | -0.062 | -0.032 | -0.144 | 0.031 | -0.087 | -0.006 |

Note: Parameter values are based on scaled data. Parameters not selected are shown as blank. The first column for each method contains the fixed part of the regression coefficients of main predictors ($\beta$s in Equation 2). The other columns represent the varying part of the regression coefficients of main predictors ($\theta$s in Equation 2). That is, the parameters from the second to fifth columns are the coefficients of the interaction terms between the brain regions (in row) and the modifying variables (in column). For the grouped brain regions (those with two lines), ‘L’ represents the left part of the corresponding brain region and ‘R’ represents the right part of the brain region. Tuning parameter $\lambda$ is selected from 10-fold cross-validation. $\alpha$ is set to 0.5.

are expected to take negative values as those for CAP(high) because the baseline category is the low CAP group. Thus, the positive $\theta$ parameter by the pLasso may have been selected spuriously, meaning that the effect of right putamen on motor impairment may not differ significantly between the low CAP group and the medium CAP group. This can also be inferred from Figure 1 where the least squares fit slopes for the low group and the medium group were indistinguishable. Hence, the svReg resulted in selecting fewer irrelevant $\theta$s than the pLasso. This result is consistent with the simulation study in Section 3 where the svReg selected fewer irrelevant variables than the pLasso. Correct screening of irrelevant variables will not only result in models with smaller standard errors but also enable clinicians to avoid unnecessary segmentation of the patients in developing customized interventions for patient groups.

To the best of our knowledge, our study is the first to identify the interaction effect between CAP score and the volume of brain regions to motor impairment. This implies the genuine effect from the brain regions to motor impairment can be better understood when the CAP score is taken into account as a modifying variable in a varying-coefficient model. This knowledge can be useful in developing interventions or treatments which target specific group of patients. For example, a newly developed treatment may have some side effect. In this case, we may want to minimize the dosage of the treatment to reduce the risk of the side effect. From our research, we know that the high CAP score group will suffer more severe motor impairment than other groups given some change of the volume of caudate. If the degree of motor impairment is tolerable for low–medium CAP score group but not for high CAP score group, clinicians may need to use the treatment only for the high CAP score group or use different dosage for each group.

5 | DISCUSSION

In this paper, we proposed a new variable selection method for a varying-coefficient model with pre-specified group structure among variables. We showed in multiple simulation settings that ignoring this group structure among variables reduced the specificity by up to 12% points and increased the FDR by up to 6% points. It also led to inconsistent
selection of relevant main predictors when there is group structure with high within-group correlation and this lowered the sensitivity by 2% points. We applied our method to the HD study and found that the effect from basal ganglia to motor impairment differs by disease severity of the patients. Such knowledge suggests that different medical interventions might be needed depending on each patient’s disease severity.

If other variables in addition to the disease severity are identified as relevant modifying variables in future study, that can be used for extending to the so-called personalized interventions which account for the traits of each individual. For example, if gender (male or female) and years of education (integer between 0 and 20) have turned out to be relevant modifying variables, the maximum number of possible models is 126 (= 3 × 2 × 21). Each of these models reflects the individual traits determined by the values of the three modifying variables for each patient and this individualized regression model will be useful for developing personalized interventions.

In our application, the group structure among the variables is pre-defined and the number of the groups for the main predictors (L) and the modifying variables (G) are known. Our proposed method has been developed assuming such structural information is available. However, such information may not be available in some other applications. In this case, one additional consideration is the correlation among variables, which needs to be dealt with. For example, the unknown group structure among the variables can be addressed by selecting highly correlated variables together in the model. For a linear model with fixed coefficients, the selection of correlated variables was addressed by the elastic net (Zou & Hastie, 2005) as a modification of the Lasso. For a varying coefficient model, similar modification to the pLasso might be considered for future research.

In our analysis, we considered only the linear combination of the modifying variables as the varying coefficient in Equation (1). This is consistent with the basic setting discussed in Tibshirani and Friedman (2020) but both the pLasso and the svReg can be generalized to consider a non-parametric form of the varying coefficient such as splines. The literature on the varying index coefficient model (Ma & Song, 2015; Na et al., 2019) addresses the estimation of non-linear functional coefficient for a family of models in which the model (1) is a special case. This branch of literature might serve as a starting point for future research.

Our method is designed for a regression model. However, it can be extended to accommodate survival models or generalized linear models by changing the objective function in Equation (3). For example, our method can be applied to Cox's proportional hazard model by adding the svReg penalty \( \lambda P^* (\hat{\beta}, \Theta) \) in Equation (3) to the log partial likelihood of the hazard model. A similar attempt has recently been made by Du and Tibshirani (2018) for extending the pLasso to the Cox's proportional hazard model. However, as with the pLasso for a linear model, their method does not account for the pre-specified structure of the variables. The extension of the svReg to the hazard model is expected to select relevant variables consistently and screen irrelevant variables better than the method by Du and Tibshirani (2018) as was the case for the linear model settings and this will be future research.
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APPENDIX

A.1 | Notes on optimization for grouped main predictors in the svReg

In the step 2-(2)-(b)-(i) of Algorithm 1, if the variables of the ℓth group are uncorrelated with variance one, that is \[ \sum_{i=1}^{N} x_i^{T} x_i[\ell]/N = I, \] the closed-form solution of \( \hat{\beta}[\ell] \) is available as below:

\[
\hat{\beta}[\ell] = \max \left\{ 1 - \frac{(1-\alpha)\lambda}{\|R[\ell]\|_2}, 0 \right\} \cdot R[\ell],
\]

where \( R[\ell] = \sum_{i=1}^{N} x_i^{T} x_i[\ell]/N \). Note that this takes the similar form with the solution of the group Lasso proposed by Yuan and Lin (2006). Also, when there is only one predictor, say \( j \)th predictor, in the \( \ell \)th group, this solution is equivalent to the pliable Lasso (Tibshirani & Friedman, 2020) as below:

\[
\hat{\beta}_j = \left( \frac{N}{\sum_{i=1}^{N} x_i^2[\ell]} \right) \left( \frac{1}{N} \sum_{i=1}^{N} x_i[\ell][j] \right) \cdot \left( \frac{1}{N} \sum_{i=1}^{N} x_i[\ell][j] \right).
\]

However, in our Huntington disease study, the main predictors with group structure have high within-group correlation and no closed-form solution for \( \hat{\beta}[\ell] \) is available. For the group Lasso, Friedman et al. (2010) proposed that the solution for \( \hat{\beta}[\ell] \) can be found by sequential optimization of each parameter in \( \hat{\beta}[\ell] \). This one-dimensional search over the parameters in \( \hat{\beta}[\ell] \) uses optimize function in the R package, which finds the minimum or maximum of a univariate function using golden section search and successive parabolic interpolation. We adopt this approach to compute \( \hat{\beta}[\ell] \) in 2-(2)-(b)-(i) of Algorithm 1. With this procedure, the pliable Lasso can be extended to problems where there are pre-specified group structure among the main predictors.