Structured DropConnect for Uncertainty Inference in Image Classification
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ABSTRACT
With the complexity of the network structure, uncertainty inference has become an important task to improve classification accuracy for artificial intelligence systems. For image classification tasks, we propose a structured DropConnect (SDC) framework to model the output of a deep neural network by a Dirichlet distribution. We introduce a DropConnect strategy on weights in the fully connected layers during training. In test, we split the network into several sub-networks, and then model the Dirichlet distribution by matching its moments with the mean and variance of the outputs of these sub-networks. The entropy of the estimated Dirichlet distribution is finally utilized for uncertainty inference. In this paper, this framework is implemented on LeNet⁵ and VGG₁₆ models for misclassification detection and out-of-distribution detection on MNIST and CIFAR-10 datasets. Experimental results show that the performance of the proposed SDC can be comparable to other uncertainty inference methods. Furthermore, the SDC is adapted well to different network structures with certain generalization capabilities and research prospects.
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1 INTRODUCTION
As a foundation of computer vision (CV), image classification also supports many other important tasks, such as object detection, object tracking, and image segmentation [10]. Although the image classification task is simple for humans, it is still challenging for automatic systems, due to overfitting and overconfidence of deep neural networks (DNNs). Therefore, for a long period, the improvement of classification accuracy by increasing the robustness of a CV system is one of the key contents of research. However, the internal process of the DNNs is a black box to us [4], which means that we cannot know how the network infers the final prediction results, nor whether the output prediction results can be trusted. Huang et al. [9] demonstrated that it is possible to use physical and digital operations to deceive the most advanced object detectors and make them produce false but highly deterministic predictions. Similar statements can be also found in [6]. Therefore, we hope that the network can tell us whether the predictions are confident, or called uncertainty, instead of only obtaining prediction values [6]. In the applications with high error costs such as autonomous driving and medical diagnosis, we are eager to obtain the uncertainty of models’ prediction results, so that we can prevent catastrophic accidents in time and ensure security [1] of the intelligent systems.

The methods of uncertainty inference in deep learning mainly focus on three aspects, including model architecture [17], quantification or evaluation criteria [25], and data enhancement [26]. In terms of model architecture, deep ensemble [13] estimates the uncertainty of the model by training multiple models and calculating the variance of their output predictions. Gal and Ghahramani [5] proposed
to use Monte Carlo dropout (MC-dropout) to estimate predictive uncertainty by using dropout [24] at test time. Interestingly, dropout can be also interpreted as ensemble model combination [24], where the predictions are averaged over an ensemble of DNNs with parameter sharing. The majority methods of uncertainty inference revolves around a Bayesian formalism, which is computationally expensive. So a series of Bayesian approximation methods have been proposed. Among them, the uncertainty is mainly used in misclassification detection and out-of-distribution detection.

Inspired by the deep ensemble and MC-dropout, we propose a new strategy, namely structured DropConnect (SDC) in Figure 1 to model the output distribution of a network. The network is divided into two processes, i.e., training and test. In training phase, DropConnect is used on the model weights of fully connected (FC) layers (instead of hidden nodes as in dropout) with dropout rate as $\frac{1}{\rho}$ where $\rho$ is a positive integer. While in test phase, the weights in the network are split into $\rho$ groups, so that the final softmax output result can be considered as a series of samples from a Dirichlet distribution. The parameters of the Dirichlet distribution can be estimated by matching their moments with the mean and variance of the output value. The uncertainty of the network can be modeled according to the entropy of the Dirichlet distribution.

The contributions of this paper is three-fold:

- A SDC framework is proposed. We implement structure DropConnect on the model weights of FC layers during test to obtain a set of sub-networks, we also estimate a Dirichlet distribution by the outputs of the sub-networks for uncertainty inference.
- The proposed SDC is implemented in two common backbones including LeNet5 and VGG16 models.
- We evaluate the proposed SDC on misclassification detection and out-of-distribution (OOD) detection tasks on MNIST and CIFAR-10 datasets, respectively. The experimental results are competitive with previous uncertainty inference methods.

## 2 RELATED WORK

Uncertainty can be roughly classified into two categories, i.e., epistemic and aleatoric uncertainty [22]. The former captures the uncertainty in model parameters caused by the lack of training data. The latter mainly comes from noises of data. There is usually a third source called distributional uncertainty, which is generally caused by the mismatch in the distribution of training and test data, which is also a common situation in practical applications.

Most of studies [8, 15, 16] in uncertainty inference were inspired by Bayesian statistics. The Bayesian neural network (BNN) [19] is a probabilistic version of the traditional neural network that has a prior distribution on each weight. The essence of this network is suitable for generating uncertainty estimates. Since exact Bayesian inference is computationally intractable for DNNs, the approximation of BNN is a hot topic of current research, including deterministic approaches [3], Markov chain Monte Carlo with Hamiltonian dynamics [18], and variational inference [5]. Most of the recently proposed variational inference-based methods usually focused on approximating a distribution on the output of a DNN, such as Gaussian distribution, softmax distribution, or Dirichlet distribution, and calculated the mean values of the output distribution to quantify uncertainty. Blundell et al. [2] proposed a backpropagation compatible algorithm with unbiased MC gradient to estimate the parameter uncertainty of DNNs, which is called Bayesian by Backpropagation (BBP). Hendrycks and Gimpe [7] introduced a baseline model that assumes the outputs follow the softmax distribution and detected missclassification of distribution samples with the largest softmax in multiple tasks. In Dirichlet prior network (DPN) [17], a Dirichlet distribution was introduced into the DNNs for modeling uncertainty. Xie [27] proposed advanced dropout, a model-free methodology, to mitigate overfitting and improve the performance of DNNs.

## 3 METHODOLOGY

### 3.1 Dirichlet Distribution

Inspired by the Bayesian learning-based method [17], uncertainty inference can be understood as modeling the output predictions of the network. Here, the Dirichlet distribution is selected and estimated for output predictions of the network. We define the positive parameters of the Dirichlet distribution as $\mathbf{a} = [a_1, \cdots, a_K]^T$, $a_0$ is the sum of all $a_i$, called the accuracy of the Dirichlet distribution. The higher the value $a_0$ is, the sharper the Dirichlet distribution is. The probability density function (PDF) of a Dirichlet distributed vector $\mu$ is

$$p(\mu|\mathbf{a}) = \frac{\Gamma(a_0)}{\prod_{i=1}^K \Gamma(a_i)} \prod_{i=1}^K \mu_i^{a_i-1}, \ a_i > 0, \ a_0 = \sum_{i=1}^K a_i,$$  \hspace{1cm} (1)

where $\sum_{i=1}^K a_i = 1, \mu_i > 0, i = 1, \cdots, K$, the random variable $\mu$ obeys the Dirichlet distribution with parameter $\mathbf{a}$, denoted as $\mu \sim \text{Dir}(\mathbf{a})$.

Supposing a group of $N$ vector samples $\{\mu^{(1)}, \cdots, \mu^{(N)}\}$ that follows the Dirichlet distribution $\text{Dir}(\mathbf{a})$, the mean and variance of the Dirichlet distribution can be matched by those of the samples [28] as

$$E[\mu_i] = \frac{a_i}{a_0},$$  \hspace{1cm} (2)

$$\text{Var}[\mu_i] = \frac{a_i(a_0 - a_i)}{a_0^2(a_0 + 1)}.$$  \hspace{1cm} (3)

Thus, we can deduce the parameters of the Dirichlet distribution by solving the aforementioned equations as

$$a_i = E[\mu_i] \frac{E[\mu_i](1 - E[\mu_i])}{\text{Var}[\mu_i]} - 1.$$  \hspace{1cm} (4)

### 3.2 DropConnect

DropConnect [25] is a generalization of Dropout [5], where the Bernoulli distributed dropout masks are applied directly to each model weight of the network instead of hidden nodes. When applying the DropConnect to the model weights of an FC layer, the activation function of the layer output can be written as

$$y_l = \sigma \left( (Z_l \odot W_l)x_l \right),$$  \hspace{1cm} (5)

where $x_l$ and $y_l$ are input and output features of the $l^{th}$ layer, respectively, $\sigma(\cdot)$ is activation function, $Z_l$ is the binary matrix with the same shape as model weights $W_l$, whose elements follow
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4 EXPERIMENTAL RESULTS AND DISCUSSIONS

We evaluated the proposed SDC in two uncertainty inference tasks including misclassification detection and out-of-distribution (OOD) detection. The experiments were conducted on MNIST [14] and CIFAR-10 [12] datasets with LeNet5 [14] and VGG16 [23] as backbones, respectively, to assess the SDC’s ability in uncertainty inference. Both backbones are composed of several convolutional, pooling, and FC layers, while we only implemented the proposed SDC in the FC layers. Following the settings in [7], we introduced max probability (Max.P) and entropy (Ent.) of output probabilities as uncertainty measurement metrics. We also added differential entropy (D.Ent.) for the proposed SDC as an extra metric. We utilized the area under receiver operating characteristic curve (AUROC) to evaluate the performance of uncertainty inference. We compared the proposed SDC with the existing uncertainty inference algorithm MC-Dropout [5] and the baseline [7].

We trained 40 epochs for the MNIST dataset, and 100 epochs for the CIFAR-10 dataset, with batch size 256 for each dataset. The dropout rate was 0.1, that is, the network was divided into 10 sub-networks during test. The initialized learning rate was set as $7.5 \times 10^{-4}$. Cross-entropy loss was used as the loss function during training and Adam [11] was used as the optimizer. We ran each network for 5 times to obtain the mean and variance of the uncertainty metrics.

4.1 Misclassification Detection
An important task in uncertainty inference is misclassification detection, which is dedicated to detecting misclassified samples in test sets with uncertainty. Therefore, after obtaining the well-trained model, we follow the previously proposed uncertainty quantification method to give an uncertainty inference result for different inputs in test set and detect whether an input is misclassified. Among them, the misclassified predictions represent positive samples.
Table 2: Performance of out-of-distribution (OOD) detection on MNIST and CIFAR-10 datasets. We take AUROC (%) as the evaluation criterion.

| Dataset   | MNIST       | CIFAR-10      |
|-----------|-------------|---------------|
| Method    | Max.P       | Ent.          | D.Ent | Max.P       | Ent.          | D.Ent |
| Baseline  | 97.52 ± 0.24| 98.12 ± 0.22  | -     | 87.50 ± 0.41| 88.70 ± 0.39  | -     |
| MC Dropout| 98.24 ± 0.35| 98.08 ± 0.36  | -     | 87.60 ± 0.52| 89.20 ± 0.33  | -     |
| SDC(ours) | 98.24 ± 0.32| 98.19 ± 0.32  | 94.21 ± 0.71| 92.52 ± 0.51| 90.36 ± 0.46  | 88.44 ± 0.72|

The experimental performance on the MNIST and the CIFAR-10 datasets is shown in Table 1. Among them, on the MNIST dataset, the AUROC indicator of the proposed SDC is the highest value and the performance of both the mean and the variance is the best (the variance is the smaller the better). On the CIFAR-10 dataset, the proposed SDC ranks second best under the AUROC of Ent. In terms of overall performance on the CIFAR-10, the proposed SDC is basically comparable to the other two uncertainty inference methods in the experiments.

4.2 Out-of-Distribution Detection

Out-of-distribution (OOD) detection task is similar to the former one that finds abnormal samples. The difference is that the OOD detection aims to find a test sample whether belongs to the training set. In the OOD detection, test sets of street view house numbers (SVHN) [20] and tiny ImageNet (TIM) [21] datasets were used as the OOD data for the MNIST and the CIFAR-10 datasets, respectively.

The results are shown in Table 2. It can be seen that in the comparisons of the AUROC, the proposed SDC is superior to the other two uncertainty inference methods in terms of performance and can well detect the OOD data on both datasets. In general, the performance of the proposed SDC in the OOD detection is quite satisfactory and it has application potential.

4.3 Discussion

Through the two datasets and the two backbone models, we have obtained the evaluation results in the misclassification detection and the OOD detection. Overall, the proposed SDC has a competitive performance in uncertainty inference. According to the characteristics of the SDC and the experimental settings, the following three points of view are worth to be discussed:

- Through the aforementioned experiments, the integration of several sub-networks can actually improve the performance of the uncertainty inference. However, we have no idea with which factor(s) can effect the performance improvement. The possible factors include the way of network split, the number of network splits, the choice of output distribution, etc. Different factors may all work on the final results.
- The evaluation criteria of uncertainty quantification are closely related to the experimental results. The proposed SDC only provides a feasible way for uncertainty quantification. However, to our best knowledge, there are no stable standards for quantitative uncertainty metric and criteria in the researches of uncertainty.
- In view of the extensive applications based on image classification, there are many related datasets and network structures. This paper is committed to giving a solution with strong generalization abilities. However, generalization ability is related to many factors. Future research can be devoted to the improvement of it, and it is expected to make more contributions in uncertainty inference or cross-domain learning.

5 CONCLUSION

In this paper, a new framework called Structured DropConnect (SDC) was proposed to model output predictions by using Dirichlet distribution. In test phase, the model weights of the FC layers were split to obtain a group of sub-networks. Thus, the predicted value of the original DNN output was modified into a group of predicted values. The mean and variance of the predicted values were calculated, so as to estimate the Dirichlet distribution. We used the AUROC to evaluate the performance of uncertainty quantification. The proposed SDC was evaluated on the MNIST and the CIFAR-10 datasets with LeNet5 and VGG16 models as backbone models. The experimental results of the proposed SDC in the misclassification detection and the OOD detection were compared with those of the baseline and the MC-dropout method. The results showed that our method improved performance on uncertainty inference. The proposed SDC can also be used in other tasks and networks, such as object detection and semantic segmentation.
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