Stability of milling patterns in self-propelled swarms on surfaces
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In some physical and biological swarms, agents effectively move and interact along curved surfaces. The associated constraints and symmetries can affect collective-motion patterns, but little is known about pattern stability in the presence of surface curvature. To make progress, we construct a general model for self-propelled swarms moving on surfaces using Lagrangian mechanics. We find that the combination of self-propulsion, friction, mutual attraction, and surface curvature produce milling patterns where each agent in a swarm oscillates on a limit cycle, with different agents splayed along the cycle such that the swarm’s center-of-mass remains stationary. In general, such patterns lose stability when mutual attraction is insufficient to overcome the constraint of curvature, and we uncover two broad classes of stationary milling-state bifurcations. In the first, a spatially periodic mode undergoes a Hopf bifurcation as curvature is increased which results in unstable spatiotemporal oscillations. This generic bifurcation is analyzed for the sphere and demonstrated numerically for several surfaces. In the second, a saddle-node-of-periodic-orbits occurs in which stable and unstable milling states collide and annihilate. The latter is analyzed for milling states on cylindrical surfaces. Our results contribute to the general understanding of swarm pattern-formation and stability in the presence of surface curvature, and may aid in designing robotic swarms that can be controlled to move over complex surfaces.

I. INTRODUCTION

Swarming occurs when emergent spatiotemporal patterns are produced from the interaction of large collectives of coupled mobile agents with limited dynamics and simple rules. Examples have been discovered over a wide range of space and time scales in nature including: colonies of bacteria and bees\textsuperscript{[1, 2]}, swarms of ants and locusts\textsuperscript{[3, 4]}, schools of fish\textsuperscript{[5–7]}, flocks of starlings and jackdaws\textsuperscript{[8–10]}, and crowds of people\textsuperscript{[11]}. As a consequence, much work in biophysics has focused on studying simple models to understand general swarm pattern-formation\textsuperscript{[12–15]}, and the nonequilibrium statistics of active-matter systems\textsuperscript{[16–19]}. In general, natural swarms are robust to the loss of individual agents and communication links, and are dynamically responsive to complex, changing environments. Because of these useful properties, there is great interest in engineering multi-robot systems that can imitate nature’s ability to produce robust collective behavior from simple components. Research in robotic swarming has focused on developing control laws that govern individual robot motion within a group so that stable group-dynamics emerges\textsuperscript{[20–25]}. In addition to pattern formation, robotic swarms have been proposed for solving a variety of cooperative-dynamics tasks including mapping\textsuperscript{[26]}, resource allocation\textsuperscript{[27–29]}, and leader following\textsuperscript{[30]}. Swarms in three-dimensional spaces can be subject to the geometry and curvature of surfaces on which they move. Examples range from embryonic development\textsuperscript{[31]} and cornal growth\textsuperscript{[32]} to the collective dynamics of active particles confined to droplets\textsuperscript{[33, 34]} and robotic consensus and control on manifolds\textsuperscript{[35]} (e.g., tracking and sensing on a surface with known geometry). Yet, most of the known theoretical results concerning swarms on surfaces pertain to novel steady-state patterns due to curvature, equilibrium statistics, and relaxation properties\textsuperscript{[36–41]}. Despite extensive work on general swarm stability\textsuperscript{[42–44]}, to our knowledge little is known about the detailed bifurcation structure of collective swarming patterns on various curved surfaces.

Here, we analyze stationary, milling patterns of self-propelled swarms on surfaces with simple attractive interactions. We find two types of bifurcations that appear as surface curvature is increased: a generalized Hopf bifurcation where spatially-periodic modes introduce unstable oscillations at a definite frequency, and a saddle-node-of-periodic-orbits (SNpo) bifurcation where stable and unstable milling states collide and annihilate. Our results shed light on how surface curvature destabilizes swarming patterns in both generic and geometry-specific ways, and provides insight into how patterns emerge on different surfaces. In addition to general understanding, the techniques used to reveal bifurcation structure may aid in designing robotic swarms to move cooperatively over complex surfaces and terrains.

To begin, let us consider a swarm of self-propelled agents interacting through conservative forces – the simplest model for position-dependent interactions. In addition to such forces, each agent is acted upon by activation-dissipation forces that depend on its velocity, \( A_i = \mu(v_i)v_i / v_i \), where \( v_i \) is the velocity of the \( i \)th agent, \( v_i \) is its speed, and \( \mu(v_i) \) is a nonlinear function to be specified\textsuperscript{[45–47]}. The latter is a consistent feature of active matter systems, since the “friction coefficient”, \( \mu(v_i) \), can be both positive and negative, due to input energy from an agent’s environment\textsuperscript{[45–48]} (or onboard motor in the case of mobile robots\textsuperscript{[49–50]}).

We are interested in studying a swarm’s dynamics in generalized curvilinear coordinates, \( q_i^k \), in which La-
grange’s equations-of-motion take the covariant form
\[
\frac{d}{dt} \frac{\partial L}{\partial q^k} - \frac{\partial L}{\partial q^k} + \frac{\partial F}{\partial q^k} = 0,
\]
where $L$ is the swarm’s Lagrangian, $F = \sum_i \int_0^1 \mu_i(v_i) dv_i$ is the Rayleigh dissipation (activation) function\cite{47}, and dots denote time derivatives. Equation\cite{1} is standard for Lagrangian mechanics with dissipation – the important distinction being the possibility of effectively negative dissipation for active agents. The Lagrangian approach is expected to significantly simplify the description and analysis of collective-motion states in swarms, especially in the presence of symmetries and generalized constraints, as in classical mechanics problems. Moreover, it does not assume an over-damped limit for the agent dynamics\cite{50,51}.

For simplicity, in this paper we take
\[
\begin{align*}
F &= -\sum_n \frac{v_n^2}{2} - \frac{\beta}{2} v_n^2, \\
L &= m \sum_n \frac{v_n^2}{2} - \frac{a}{4N} \sum_{n,j} [r_n - r_j]^2,
\end{align*}
\]
as in many works on swarms of self-propelled agents in Cartesian coordinates\cite{45, 46, 48, 51, 52} (which we recover as a special case). In Eqs.\cite{2,3}, $m$ is the mass of each agent, $\alpha$ is a self-propulsion constant, $\beta$ is a friction constant, $a$ is a coupling constant, $N$ is the number of agents, and $r_j = (x_j, y_j, z_j)$ is the position-vector in Cartesian coordinates for the $j$th agent in three spatial dimensions. Note that Eq.\cite{3} implies that the pairwise interaction force between two agents, $n$ and $j$, is linear in $r_n - r_j$ and global, though these assumptions can be relaxed\cite{50,53}. In addition, note that the spring-like potential in Eq.\cite{3} is defined in terms of the pairwise distance between agents in Euclidean space, rather than along, e.g., geodesics\cite{53}. This is done for the sake of simplicity and to allow for a proof of principle in the weak mean-curvature limit. Beyond theory, we note that Cartesian versions of Eqs.\cite{2,3} have been implemented in experiments with several robotics platforms including autonomous cars, boats, and quad-rotors\cite{19,50}.

In what follows we study the stability of swarms on surfaces using the above formalism. In Sec.\cite{II} we define the milling patterns of interest as swarm limit-cycles, and compute their properties on several surfaces. In Sec.\cite{III} we analyze the stability of limit cycles by tracking which Floquet multipliers cross the unit circle under parameter variation. Two destabilization patterns are observed as surface curvature is increased. In the first, two milling-state multipliers cross in a Hopf bifurcation of spatially-periodic modes. In the second, many multipliers cross simultaneously, resulting in a SNpo bifurcation. The first is discussed in Sec.\cite{IIIA} while the second is discussed in Sec.\cite{IIIB}. Throughout, predictions are compared to simulations. Sec.\cite{IV} provides a summary and further discussion.

II. LIMIT-CYCLE MILLING

We are interested in the dynamics of Eqs.\cite{1,3} when agents are constrained to surfaces, e.g., when a particular curvilinear coordinate is constant. Classic example surfaces considered in detail are: the sphere of radius $r = x_1, y_1, z_1 = (\sin \theta_1 \cos \phi_1, \sin \theta_1 \sin \phi_1, \cos \theta_1)$; the cylinder of radius $\rho = x_1, y_1, z_1 = (\rho \cos \phi_1, \rho \sin \phi_1, z_1)$, and the torus of radii $b$ and $c$, $x_1, y_1, z_1 = (c + b \cos \theta_1) \cos \phi_1, (c + b \cos \theta_1) \sin \phi_1, b \sin \theta_1$. However, our approach can be generally applied to any coordinate surface.

Substituting these curvilinear coordinates into Eqs.\cite{1,3} gives the example equations-of-motion for swarming on a sphere,
\[
\begin{align*}
\dot{\phi}_i \sin \theta_i &= \dot{\phi}_i \sin \theta_i \left[\alpha - \beta \rho^2 (\dot{\theta}_i^2 + \dot{\phi}_i^2 \sin^2 \theta_i)\right] - 2 \phi_i \hat{\theta}_i \cos \theta_i \\
- \frac{a}{N} \sum_j \sin \theta_j \sin (\phi_j - \phi_i) &= 0, \quad (4) \\
\ddot{\theta}_i - \theta_i \left[\alpha - \beta \rho^2 (\dot{\theta}_i^2 + \dot{\phi}_i^2 \sin^2 \theta_i)\right] &= \phi_i \ddot{\phi}_i \sin \theta_i \cos \theta_i, \quad (5)
\end{align*}
\]
and on a cylinder,
\[
\begin{align*}
\ddot{z}_i &= \ddot{z}_i \left[\alpha - \beta (\rho^2 \dot{\phi}_i^2 + \dot{z}_i^2)\right] + \frac{a}{N} \sum_j (z_j - z_i), \quad (6) \\
\ddot{\phi}_i &= \dot{\phi}_i \left[\alpha - \beta (\rho^2 \dot{\phi}_i^2 + \dot{z}_i^2)\right] + \frac{a}{N} \sum_j \sin (\phi_j - \phi_i), \quad (7)
\end{align*}
\]
where we set $m = 1$ (since it entails an overall time-constant only). Similar equations for swarming on a torus can be found in the App.\cite{VA}. We note that the same equations-of-motion can be derived from the Cartesian version of Newton’s law for the model considered, by substitution, though this approach is more cumbersome\cite{44}.

There are two tendencies in the swarm’s dynamics worth noting based on the physics of Eqs.\cite{1,3}. First, when $a = 0$ the activation-dissipation forces drive agents to follow independent geodesics on the surface with equal speed, but no particular direction of motion (see App.\cite{V}). Second, agents tend to cluster in space, such that the distance between agents is minimized. The latter is implied by the spring-like interaction forces in Eq.\cite{3}. Together the combined forces produce a variety of collective-motion states depending on parameter values and initial conditions.

However, in this work we concern ourselves with stationary milling solutions of Eqs.\cite{1,3} where each agent maintains periodic motion, while the center-of-mass of the swarm, $\mathbf{R} = \sum_j r_j/N$, remains constant. A primary reason for studying milling states is that they emerge from broad initial conditions, e.g., spatially uniform distributions of agents over a surface with random initial velocities. In contrast, flocking states require initial alignment of velocities. The periodic motion of milling states
occurs on limit cycles (LCs), with agents splayed approximately uniformly at different points along the same LC. The top panels in Fig. 1 show snapshots in time of example milling states for large swarms.

In general, we can only calculate exact LCs for special cases such as on the sphere. However, we can compute LCs on other surfaces, without resorting to large multi-agent simulations, by using a self-consistency approach in the limit $N \gg 1$. The approach entails tracking the sums over-agents that appear in Eqs. (4-7), with time-averages over a single-particle LC. The former requires simulating a 4N-dimensional system, the latter a 4-dimensional system with a properly chosen $R$.

$$R = \int_0^{T(R)} r^{(LC)}(t; R) \frac{dt}{T(R)} \quad (8)$$

The trajectory $r^{(LC)}(t; R)$ is a LC of the single-particle system, and $T(R)$ is its period. A single-particle system can be found by replacing $R$, which appears in the interaction sums in Eqs. (1-7), with Eq. (8). For example, substituting Eq. (8) into Eqs. (6-7) we find

$$\ddot{z} = z \left[ \alpha \beta^2 \dot{\phi}^2 + z^2 \right] - az, \quad (9)$$

$$\ddot{\phi} = \phi \left[ \alpha \beta^2 \dot{\phi}^2 + z^2 \right] - a \sin \phi \langle \cos \phi \rangle \quad (10)$$

where

$$\langle \cos \phi \rangle = \int_0^T \cos \phi(t) \frac{dt}{T}. \quad (11)$$

is the time average of $\cos \phi$ over a LC period. Note that in Eqs. (9-11) we have chosen $\langle z \rangle = \langle \sin \phi \rangle = 0$, since these constants simply shift and rotate LCs along the cylinder, and we have dropped the agent subscript, $l$. See App. V A for the analogous equations on a torus.

Limit cycles can be computed numerically by: integrating the single-particle system $r(t)$, with an initial choice of $R$, determining the period of the LC after transients, and updating the choice of $R$ based on a quasi-Newton evaluation of Eq. (8). Such an algorithm can be implemented using numerical-integration software combined with a fixed-point-solver. Example comparisons are shown in Fig. 1 with excellent agreement. In the top panels we plot the LCs in red on each surface compared to averages-over-particles in the swarm, shown with blue circles, for a wide range of parameters.

We note that in general when milling states are stable in swarms with attractive interactions, for a given $R$ there are two possible stable LCs that are simply reflections of one another, e.g., $\phi \rightarrow -\phi$ given $\langle z \rangle = \langle y \rangle = 0$. Both LCs can be seen clearly in the top panels of Fig. 1(b-c). As a consequence, a general milling state on a surface is built from some fraction of the agents moving on one LC, while the remaining move on the reflected LC—the fraction depending on initial conditions. The existence of two LCs also occurs in Cartesian swarms in 2d [38, 51, 52], where reflection simply reverses the angular velocity.

For the special case of milling on the sphere, LCs are simply circular orbits. Assuming a swarm milling with a uniform distribution of constantly rotating $\phi_j$’s all in the same direction, and oriented such that the polar angle is constant, we find

$$\theta_j(t) = \sin^{-1} \left( \frac{\alpha}{\sqrt{\beta a r^2}} \right), \quad \phi_j(t) = \frac{2\pi(j - 1)}{N} + \sqrt{at}. \quad (12)$$

Equation (12) is easy to check by direct substitution, and compares well to simulations, Fig. 1(a). Note that for consistency, a LC does not exist on the sphere if $\alpha/|\beta a r^2| > 1$.

In addition, as with a Cartesian swarm in 2d, the reflected LC on a sphere has the opposite angular velocity, $\phi_j = -\sqrt{a}$.

III. STABILITY

As an estimate, we expect milling states to change stability when the arc length of the LC is roughly equal to the inverse of the mean surface curvature. If these two quantities are very different, then a periodic-solution should be hard to realize on the surface. The natural period of oscillations for milling scales as $\sim 1/\sqrt{a}$, e.g. Eq. (12), while the average speed of an agent is $\sqrt{\alpha/\beta}$; the latter is the speed at which self-propulsion and friction forces cancel. See App. V B for more details. Altogether we expect instability to arise approximately when $H \sqrt{\alpha/|\beta a|} \sim 1$, where $H$ is the mean surface curvature.

Beyond this crude estimate, we would like to understand and analyze the stability of milling states quantitatively, and determine if there are any differences in the bifurcations between surfaces. In our stability analysis below, we focus on milling states that correspond to a single LC, where all agents rotate in the same direction, for three reasons: this case persists when repulsive forces are added, the stability of any given milling state has only a weak dependence on the number of agents on each LC, and it is analytically tractable. We begin by analyzing the linear stability of milling states on the sphere, where a complete bifurcation picture can be derived, and compare to numerical Floquet analysis for other surfaces.

To determine the local stability on the sphere we need to understand how small perturbations to Eq. (12) change in time. Our first step is to substitute a general perturbation, $\theta_j(t) = \sin^{-1} \left( \frac{\alpha}{\sqrt{\beta a r^2}} \right) + B_j(t)$ and $\phi_j(t) = 2\pi(j - 1)/N + \sqrt{at} + A_j(t)$, into Eqs. (11-12) and collect terms to first order in $A_j(t)$ and $B_j(t)$ (assuming $|A_j|, |B_j| \ll 1 \forall j$). The result is the following linear system of differential equations with constant coefficients—the latter property is a consequence of our transforma-
FIG. 1. (Color online) Milling states on coordinate surfaces. Top panels show time-snapshots from simulations with \( N = 600 \) agents on the (a) sphere \((r = 1.0, \alpha = 0.2, \beta = 5.0, a = 0.15)\), (b) cylinder \((\rho = 0.8, \alpha = 0.5, \beta = 1, a = 2)\), and (c) torus \((b = 0.9, \epsilon = 1.5, \alpha = 0.2, \beta = 1.0, a = 1.0)\). Agents are drawn with magenta circles and predictions from Eq.(8) with solid red lines.

Bottom panels show predictions from Eq.(8) versus a curvature constant for each surface. Remaining parameters are identical to the top panels.

### A. Spatially periodic modes

Given the periodicity implied by the splayed phase variables in Eq.(12), it is natural to look for eigen-solutions of Eqs.(13-14) in terms of the discrete Fourier transforms of \( A_j(t) \) and \( B_j(t) \). In fact, by inspection we can see that only the first harmonic survives the summations on the right-hand sides of Eqs.(13-14), because of the sine and cosine terms, and hence we look for the particular solutions:

\[
A_j(t) = A \exp(\lambda t + 2\pi i(j-1)/N) \quad \text{and} \quad B_j(t) = B \exp(\lambda t + 2\pi i(j-1)/N). 
\]

Substitution gives the following equation for the stability exponent, \( \lambda \), of the spatially-periodic modes on the sphere:

\[
\begin{align*}
\lambda^2 + 2\alpha\lambda - \frac{a}{2} &\left[ \lambda^2 + \frac{a}{2} \frac{3\alpha}{\beta \alpha r^2} - 1 \right] - \\
4a\left(1 - \frac{\alpha}{\beta \alpha r^2}\right) &\left[ \frac{\lambda + i\sqrt{a}}{4} \right] \left[ \frac{i\sqrt{a}}{4} - \alpha - \lambda \right] = 0.
\end{align*}
\]

Note that the complex-conjugate of \( \lambda \) is also a solution of Eqs.(13-14).

In general, the milling state on the sphere is linearly stable if there are no solutions to Eq.(15) with \( Re[\lambda] > 0 \). By dividing \( \lambda \) by \( \alpha \) in Eq.(15), we can see that the spectrum for the spatially periodic mode is effectively a
function of two positive parameters only, \( \mu \equiv a/\alpha^2 \) and \( \nu \equiv a/(\beta \alpha^2) \), i.e. \( \lambda/\alpha = L(\mu, \nu) \) and has four solutions. Moreover, in the relevant parameter region \( \nu < 1 \) the only change in stability occurs through a Hopf bifurcation.\(^{56, 58}\) We return to what happens when \( \nu = 1 \) in Sec. III B.

Generically, a Hopf bifurcation occurs when \( \lambda = \pm i\omega \), with \( \omega \neq 0 \). It is easy to verify that this condition\(^{59}\) is satisfied in Eq. (15) when

\[
\nu_H = \frac{3}{8} \quad (16)
\]

Importantly, the Hopf bifurcation uncovered is a curvature-instability; it does not occur in flat space. For instance, if one takes \( r \to \infty \), Eq. (16) can only be satisfied in the trivial infinite-speed or zero-coupling limits. Also, it is worth mentioning that since Eqs. (13, 14) describe the linearized dynamics in co-moving reference frames, the Hopf bifurcations entailed by Eq. (16) are generalized Hopf bifurcations of LCs (leading to motion on a high-dimensional torus). However, for brevity and to avoid double usage of “torus”, we use the short-hand, Hopf, throughout.

Example Hopf curves are shown in Fig. 2(a) with dashed lines for several values of \( \alpha \). For each value of \( \alpha \), the milling state is predicted to be stable for all larger values of \( \alpha \) (i.e., moving to the right of the dashed-lines at fixed \( \rho \)). The circles denote simulation-determined transition points: the smallest \( a(r) \) for which a swarm of 600 agents, initially prepared in the milling state with a small random perturbation (i.e., independent and uniformly distributed \( A_j \) and \( B_j \) over \([-10^{-5}, 10^{-5}]\)), returns to a milling state after an integration time of \( t = 10000 \). Predictions from Eq. (16) show excellent agreement with simulation results. Similarly determined transition points for a milling state in which half the agents rotate in one direction, and half rotate in the opposite direction, are shown with squares. We can see that the Hopf-transition line still gives a good approximation for this more general case, especially for larger values of \( r \).

So far we have demonstrated that the spatially periodic modes that determine milling stability on the sphere are simple plane waves. On other surfaces the modes are periodic but not plane waves. Still, Hopf bifurcations occur, when such modes have complex-valued Floquet multipliers (FMs) that cross the unit circle. Floquet multipliers are the LC-analogs of the eigenspectrum for small variation around fixed-points in dynamical systems.\(^{56, 58, 60}\) Unlike the sphere, however, the FMs and their Hopf-points have to be determined numerically. In fact, for the Hopf bifurcations on the cylinder and torus we must compute the FMs for the whole multi-agent system; See App. V C for further details. Examples for the cylinder are shown in Fig. 3. In panel (a), we plot the stability diagram for several values of \( \alpha \). The dashed-lines are numerically determined Hopf bifurcations. For each value of \( \alpha \), the milling state is predicted to be stable for all larger values of \( a \) (i.e., moving to the right of the dashed-lines at fixed \( \rho \)). The circles are simulation-determined transition points—computed in the same manner as for the sphere. As with the sphere, the LC linear-stability analysis agrees well with simulations. An example periodic mode that changes stability in a Hopf bifurcation is shown in panel (b). The mode is an eigenvector corresponding to one of the two FMs that crosses the unit circle. Plotted are the real and imaginary parts of the vector’s \( z_1 \) and \( \phi_1 \)-components. Similar results are shown for Hopf bifurcations on the torus in Sec. V A.

![FIG. 2. (Color online) Milling stability on the sphere. (a) Hopf bifurcation curves are drawn with dashed lines for \( \alpha = 0.05 \) (green, bottom), \( \alpha = 0.20 \) (blue, middle), and \( \alpha = 0.40 \) (red, top). In each case \( \beta = 5.0 \). Points denote simulation-determined stability changes for \( N = 600 \): milling with all agents rotating in the same direction (circles), and milling with half the agents rotating in the opposite direction (squares). (b) Stability diagram. Region (I, red) has no unstable modes, and region (II, blue) has two unstable modes. (I) and (II) are separated by the Hopf bifurcation, Eq. (16), drawn with a solid black line. The milling state exists to the left of the dashed-line.](image)

![FIG. 3. (Color online) Milling stability on the cylinder. (a) Hopf bifurcation curves are drawn with dashed lines for \( \alpha = 4.0 \) (green, top) and \( \alpha = 2.0 \) (red, lower). SNpo curves are drawn with solid lines for \( \alpha = 0.5 \) (blue, top) and \( \alpha = 2.0 \) (red, lower). In each case \( \beta = 1.0 \). Points denote simulation-determined stability changes for \( N = 600 \), and follow the same color scheme. (b) Spatially periodic mode that changes stability in the Hopf bifurcation. Plotted are the mode components versus the agent number, \( l \) when \( \alpha = 0.34, \rho = 1.94, \alpha = 2, \) and \( \beta = 1 \). \( Re[z_1] \) (solid blue, iii), \( Im[z_1] \) (dotted blue, ii). \( Re[\phi_1] \) (dashed red, iv), and \( Im[\phi_1] \) (dotted-dashed red, i). (c) Stable (solid red, outer) and unstable (dashed blue, inner) limit cycles that collide in the saddle-node-of-periodic-orbits bifurcation. Parameters are \( a = 2, \rho = 0.8, \alpha = 0.5, \) and \( \beta = 1 \).](image)
B. Repeated-eigenvalue modes

We have seen that the Hopf bifurcation of spatially periodic modes is qualitatively the same for milling states on different surfaces. A natural question concerns whether other types of stability changes occur, not due to a single complex pair of FMs, but the rest of the spectrum. To make progress, it is again useful to consider the sphere and the remaining solutions of Eqs. (13–14), first. After which, we can take a closer look at the cylinder, where a different bifurcation is possible.

As mentioned previously, higher Fourier-modes have sums in Eqs. (13–14) that vanish. Consequently, Eqs. (13–14) have \( N-1 \) solutions with a common eigenvalue \( s \), satisfying

\[
\frac{s}{\alpha} \left( \frac{s}{\alpha} + 2 \right) + a \frac{\alpha}{\alpha^2} \frac{1}{\beta a^2} \left( \frac{s}{\alpha} + 1 \right) = 0. \tag{17}
\]

Just as with Eq. (15), there are two effective parameters and four solutions to Eq. (17), giving a total of \( 4(N-1) \) such solutions, which fill out the remaining FM spectrum. One can check that all solutions have \( \text{Re}[s] \leq 0 \) when \( \nu = \alpha/|\beta a^2| < 1 \).

When \( \nu = \alpha/|\beta a^2| = 1 \), a degenerate Hopf bifurcation occurs – degenerate, since \( 2(N-1) \) FMs cross the unit circle simultaneously. Putting the whole spectrum of the milling state on the sphere together, we can now draw the complete stability diagram, shown in Fig. 2(b). The red region (I) has no unstable modes, and the blue region (II) has two unstable modes. The Hopf bifurcation for the periodic mode is drawn with a solid black line, while the degenerate Hopf bifurcation of the repeated part of the spectrum is drawn with a dashed black line. It is clear from Fig. 2(b), that the milling state on the sphere changes stability only through the Hopf bifurcation of spatially-periodic modes. Accounting for the rest of the spectrum does not change the stability picture.

However, this is not true in general for milling on other surfaces. In particular, on the cylinder we find that \( N-1 \) real FMs can approach unity in a degenerate SNpo bifurcation [50,58]. An example FM-spectrum near bifurcation is shown in Sec. V C for reference.

To track the SNpo numerically, it is sufficient to compute the FMs for a LC of the single-particle system, Eqs. (9–11) – making the computation significantly faster than for the Hopf bifurcation of spatially-periodic modes. Examples of SNpo curves are shown in Fig. 3(a) with solid lines. Simulation-determined transitions points are plotted with colored circles. As with the Hopf bifurcations, the milling state is predicted to be stable for all larger values of \( a \) (i.e., moving to the right of the solid lines at fixed \( \rho \)).

1. Stable and unstable cycle pairs

An important hallmark of SNpo bifurcations is the collision and annihilation of two periodic orbits [50,58]. As a consequence, we expect a stable milling-state LC to coalesce with an unstable LC, for swarms on the cylinder, both of which have \( N-1 \) FMs that approach unity from below and above, respectively, at bifurcation. Figure 3(c) plots an example of the stable and unstable LCs computed from Eqs. (9–11) using MATLAB’s version of AUTO continuation software. It is important to note that the unstable LCs are distinct from the reflected LCs discussed in Sec. I. Namely, on the cylinder there are two stable and two unstable milling states in general.

Further quantitative insight can be obtained on the LC pairs by finding approximate, periodic solutions to Eqs. (9–11). As mentioned previously, on surfaces LCs are generally not simple sinusoids. However, we can solve for the first harmonic of the Fourier series, \( z(t)^{(LC)} \approx Z \sin(\omega t + \gamma) \) and \( \phi(t)^{(LC)} \approx Z/\rho \sin \omega t \), with the assumption that higher harmonics make only small contributions. Substituting our ansatz into Eqs. (9–11), multiplying the equations by \( \sin \omega t \) (and \( \cos \omega t \) respectively), and integrating over a period, we obtain the following three fixed-point equations:

\[
\omega^2 - \alpha = \frac{1}{4} \beta Z^2 \omega^3 \sin 2\gamma, \tag{18}
\]

\[
Z^2 \omega^2 = \frac{4\alpha}{\beta (5 + \cos 2\gamma)}, \tag{19}
\]

\[
Z \omega^2 \frac{1 + \omega^2 - a}{\omega^2} = \int_0^{2\pi} \cos \left( \frac{Z}{\rho} \sin \sigma \right) \frac{d\sigma'}{2\pi} \int_0^{2\pi} \sin \left( \frac{Z}{\rho} \sin \sigma \right) \frac{\sin \sigma d\sigma}{2\pi}. \tag{20}
\]

which can be solved for the approximate parameters of both stable and unstable milling states on the cylinder.

Equations (18–20) have two non-trivial solutions that meet at a critical curvature, corresponding to the SNpo bifurcation, as expected. Example solutions are shown in Fig. 4 for large (red), medium (blue), and small (green) coupling. The stable amplitude is shown with a solid line and the unstable with a dashed line. The agreement between the first-harmonic approximation and large-agent simulations (points) is fair in general, and increases with the coupling.

It is clear from Fig. 4 that as \( \rho \) is increased above the SNpo bifurcation, the amplitudes converge quickly to their asymptotic values. The limiting solutions correspond to \( \gamma \rightarrow 0, \pi/2 \):

\[
Z^2 = \frac{2\alpha}{3a}, \quad \frac{\alpha}{\beta a}. \tag{21}
\]

as \( \rho \rightarrow \infty \). The asymptotic results imply an important property of milling on the cylinder: unstable states exist even when mean curvature is weak. The persistence of such dynamically unstable orbits makes swarming on
FIG. 4. (Color online) Saddle-node-of-periodic-orbits diagram for milling states on the cylinder. Predictions for the limit-cycle amplitudes, Eqs. (18-20), are shown for the stable (solid) and unstable (dashed) cycles with $a = 20$ (red, lower), $a = 5$ (blue, middle), and $a = 2$ (green, top). Points denote simulation amplitudes for a swarm of $N = 600$ agents. Parameters are $\alpha = 0.5$ and $\beta = 1.0$.

cylindrical surfaces qualitatively different from, e.g., the sphere, where no such orbits exist.

IV. CONCLUSION

In this work we studied the stability of stationary, milling patterns in self-propelled swarms constrained to move on surfaces. Using Lagrangian mechanics, we found that with simple attractive forces between agents such patterns correspond to surface-dependent limit cycles where agents in a swarm are splayed along different points on the same cycle. We showed that the constraint of curvature can destabilize milling swarms, and does so in both generic and geometry-specific ways. In the former, a spatially periodic mode of the milling state becomes unstable in a generalized Hopf bifurcation. This bifurcation was demonstrated and analyzed for swarming on the sphere, cylinder, and torus, as examples. On the other hand, we found that on cylindrical surfaces unstable milling patterns exist, even in the limit of small curvature, and can merge with stable milling states in a saddle-node-of-periodic-orbits bifurcation. Our analytical and numerical results were verified in detail with large multi-agent simulations.

To our knowledge, these are the first formal bifurcation results for swarming patterns in general geometries, and they hint at a more general theory for swarming stability on Riemannian manifolds, especially in the limit of weak mean-curvature. Extending the Lagrangian formulation of the swarm dynamics in terms of geodesic potentials on arbitrary surfaces, as well as a geodesically defined center-of-mass that is constrained to the surface, will allow for a more accurate analysis of milling patterns on surfaces with higher sectional curvature variability. We expect our methods to be useful for analyzing patterns in other swarming problems where both the patterns themselves and the constraints imposed are expressible in terms of symmetries and generalized coordinates. For instance, an important future generalization of the swarms studied here is the inclusion of repulsive forces, since such forces are known to create a variety of milling patterns on surfaces beyond the simple splayed limit cycles that we analyzed.

Considering the patterns of swarm dynamics on specific classes of surfaces used in practical applications is another possible direction of future research. For instance, piece-wise polynomial surfaces, such as splines, or more generally rational splines can be of interest for ground robotics applications. Parametrically controlling swarms of mobile robots to cooperatively move over complex surfaces and terrains in the future will require studying the effects of communication topology, both dynamic and incomplete, as well as uncertainty and noise. Of course, many open questions remain. Yet, our approach shows that general stability analysis for large self-propelled swarms on surfaces is possible and we demonstrate how it might be done.
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V. APPENDIX

A. Swarming on the torus

As defined in Sec. III the torus has two radial parameters: $b$ and $c$. The former is the tube radius, while the latter is the radius from the center of the hole to the center of the tube. Using the coordinate transformation, 
\[
(x_l, y_l, z_l) = \left((c + b \cos \theta) \cos \phi, (c + b \cos \theta) \sin \phi, b \sin \theta \right),
\]
where $\theta$ is an azimuthal angle and $\phi$ is the angle inside of the tube,
we find the swarming Eqs. (11)–(13):

\[
\dot{\phi}_l = \frac{\dot{\phi}_l}{a} \left[ \alpha - \beta \left( b^2 \dot{\theta}_l^2 + (c + b \cos \theta_l)^2 \phi_l^2 \right) \right] + \frac{a}{N(c + b \cos \theta_l)} \sum_j \left( (c + b \cos \theta_j) \sin(\phi_j - \phi_l) + 2b \sin \theta_l \right),
\]

\[
\dot{\theta}_l = \frac{\dot{\theta}_l}{a} \left[ \alpha - \beta \left( b^2 \dot{\theta}_l^2 + (c + b \cos \theta_l)^2 \phi_l^2 \right) \right] + \frac{a}{N} \sum_j \left( \sin(\theta_j - \theta_l) - \frac{(c + b \cos \theta_l) \sin \theta_l}{b} \phi_l^2 \right) + \frac{a \sin \theta_l}{Nb} \sum_j \left( 1 - \cos(\phi_j - \phi_l) \right)(c + b \cos \theta_j).
\]

(22)

Furthermore the single-particle system, used to compute LCs associated with milling, can be found by substituting Eq. (8) into Eqs. (22, 23). By choosing a solution with \( \langle z \rangle = \langle y \rangle = 0 \), the single-particle system only depends on the time-average of \( x \), \( \langle x \rangle = \langle (c + b \cos \theta) \cos \phi \rangle \), or

\[
\dot{\phi} = \dot{\phi} \left[ \alpha - \beta \left( b^2 \dot{\theta}^2 + (c + b \cos \theta)^2 \phi^2 \right) \right] + \frac{2b \dot{\phi} \dot{\theta} \sin \theta - a \langle x \rangle \sin \phi}{b \cos \theta},
\]

\[
\dot{\theta} = \dot{\theta} \left[ \alpha - \beta \left( b^2 \dot{\theta}^2 + (c + b \cos \theta)^2 \phi^2 \right) \right] + \frac{a}{b} \left( c - \langle x \rangle \cos \phi \right) \sin \theta - \frac{(c + b \cos \theta) \sin \theta}{b} \phi^2.
\]

Equations (24, 25) were used for the theory comparisons in Fig. 1(c).

Note that if we take \( c \to 0 \) and \( \theta_j \to \theta_j - \pi/2 \) \( \forall j \), in Eqs. (22, 23), we get the spherical system, Eq. (4, 5), back with \( r = b \). Consequently, for relatively small \( c \) we expect to qualitatively reproduce the stability picture for milling states on the sphere. Namely, such states will change stability through Hopf bifurcations of spatially-periodic modes, as discussed in Sec. III A for the sphere and cylinder. Three examples of Hopf-curves that demonstrate this prediction are shown in Fig. 5 and agree well with large multi-agent simulations.

### B. Uncoupled dynamics

In the uncoupled limit \( \langle a = 0 \rangle \) Eq. (1) becomes:

\[
\frac{d}{dt} \left[ v \frac{\partial v}{\partial x} \right] = v \frac{\partial v}{\partial x} \left( \alpha - \beta v^2 \right).
\]

(26)

\[
\frac{d}{dt} \left[ v \frac{\partial v}{\partial x} \right] = v \frac{\partial v}{\partial x} \left( \alpha - \beta v^2 \right).
\]

Note that we have dropped the agent subscript \( l \). From generic initial conditions, we find that the forces on the right-hand-side of Eq. (26) vanish as \( t \to \infty \), resulting in a constant speed \( v = \sqrt{\alpha/\beta} \). By Hamilton’s principle, we know that \( \frac{d}{dt} [v \frac{\partial S}{\partial v}] = 0 \), describes trajectories that extremize the integral \( S[q, \dot{q}] = \frac{1}{2} \int v^2 dt \), which is the action for a free-particle with speed \( v \). Since \( v = \sqrt{\alpha/\beta} = \frac{ds}{dt} \), where \( ds \) is the differential arc length along a surface,

\[
S = \frac{1}{2} \frac{\alpha}{\beta} \int ds.
\]

Equation (27) implies that, in the absence of interactions and in the long-time limit, the integral which is extremized along an agent’s trajectory is proportional to the arc length. Hence, such trajectories are surface geodesics.

### C. Numerical Floquet multipliers

Computing FMs numerically amounts to solving an eigenvalue problem for a linear, discrete-dynamical system. We start by considering the repeated part of the Floquet spectrum for milling states, since we can restrict ourselves to the single-particle systems, e.g., Eqs. (67) and Eqs. (24, 25). Recall that this part of the spectrum is relevant for the SNpo bifurcations discussed in Sec. III B. Let us define a 4-dimensional phase-space vector (coordinates plus velocities) for the single-particle system, \( P = (q^1, \dot{q}^1, q^2, \dot{q}^2) \). Note that the superscript is a label for the generalized coordinates (not an exponent), and we drop the agent subscript \( l \). Our goal is to compute the characteristic dynamics for small variations around LCs, \( \epsilon(t) = P^{(LC)}(t; R) - P(t) \), where \( (LC) \) denotes the phase-space coordinates evaluated on a LC. Since the dynamics are assumed to occur near LCs, for sufficiently small \( \epsilon(t) \), we can employ Floquet’s theorem at lowest order in \( \epsilon(t) \), which states that \( \epsilon(t + T) = M \epsilon(t) \) \[56–58, 60\], where \( M \) is a constant, non-singular monodromy matrix of dimension 4x4 and \( T \) is the period of the LC.

The first step is to compute the LC as described in Sec. III A for given parameters. The second step is to com-

---

FIG. 5. (Color online) Milling stability on the torus. Hopf bifurcation curves are drawn with solid lines for \( \alpha = 0.2 \) (blue, left), dashed lines for \( \alpha = 0.4 \) (red, middle), and dotted lines for \( \alpha = 0.6 \) (green, right). In each case \( b = 1 \) and \( \beta = 5 \). Points denote simulation-determined stability changes for \( N = 600 \), and follow the same color scheme.
is to compute four perturbations, which can be determined using the single-particle system, Eqs. (6). The two multipliers that cross the unit circle at bifurcation are plotted with red and blue circles, respectively. The two multipliers that cross the unit circle at bifurcation are plotted with asterisks. (b) Multipliers near a SNPo bifurcation, for some small $\epsilon > 0$. The repeated (real) multipliers that approach 1 at bifurcation are plotted with a dashed line.

The repeated FMs of the milling state are simply the eigenvalues of $\mathbf{M}$. A straightforward way to determine $\mathbf{M}$ is to compute four perturbations, $\epsilon_1(T)$, $\epsilon_2(T)$, $\epsilon_3(T)$, and $\epsilon_4(T)$. Each can be found by integrating the single-particle system over one period from the initial conditions $\epsilon_1(0) = \epsilon(1, 0, 0, 0)$, $\epsilon_2(0) = \epsilon(0, 1, 0, 0)$, $\epsilon_3(0) = \epsilon(0, 0, 1, 0)$, and $\epsilon_4(0) = \epsilon(0, 0, 0, 1)$, respectively, for some small $\epsilon > 0$. The integrated perturbations fill out the columns of $\mathbf{M}$; in particular $\mathbf{M}_{jn} = \epsilon_n(T)_{j/\epsilon}$, where $j, n \in \{1, 2, 3, 4\}$. For reference, $\epsilon = 10^{-4}$ in all of the computations in this work. Lastly, to compute SNPo bifurcation-points on the cylinder for fixed $\rho$, we simply reduce $\delta$ in small steps from some starting value until the second largest eigenvalue of $\mathbf{M}$ is equal to 1 (within some small error tolerance).

On the other hand, for the Hopf bifurcations we must compute the FMs for the full multi-agent LC, since the spatially-periodic modes that change stability entail collective oscillations of all agents. Keep in mind that the repeated part of the full spectrum will equal the single-particle FMs discussed in the previous paragraph for large $N$. For reference, $N = 300$ in all FM-computations in this work, which is large enough to produce negligibly small finite-size effects. Our approach is essentially the same as for the single-particle system, except that monodromy matrix in this case is $4N \times 4N$ dimensional. Following the same procedure, let us define the full phase-space vector $\mathbf{X} = \{q_1, q_1, q_1, q_1, q_2, q_2, q_2, q_2, ..., q_N, q_N, q_N, q_N\}$. The first step is to construct the complete milling state from the computed single-particle LC. The assumption of Eq. (8) implies that agents are splayed uniformly in time along a LC, and therefore we take

$$X(t; R)^{(LC)} = (P^{(LC)}(t + [1-1]T/N; R),$$

$$P^{(LC)}(t + [2-1]T/N; R), ...,$$

$$P^{(LC)}(t + [N-1]T/N; R)).$$

Next, we define the perturbation $\delta(t) = X(t; R)^{(LC)} - X(t)$, which has dynamics $\delta(t + T) = D\delta(t)$, for small $\delta$ by Floquet’s theorem. The matrix $D$ can be determined by computing $4N$ integrated perturbations, $\delta_i(T)$, where $\delta_i(t = 0) = \delta(0, 0, ..., 1, 0, 0, ..., 4N)$ with $i \in \{1, 2, ..., 4N\}$. In contrast to the preceding paragraph, these perturbations are integrated in the full system, Eqs. (13). The integrated perturbations fill out the columns of $\mathbf{D}$, such that $\mathbf{D}_{ij} = [\delta_i(T)]_{j/\epsilon}$, where $j \in \{1, 2, ..., 4N\}$. As before, the FMs for the full system are the eigenvalues of $\mathbf{D}$.

Finally, to compute Hopf-bifurcation points on the cylinder or torus for fixed curvature, we simply reduce $\alpha$ in small steps from some starting value until a pair of eigenvalues of $\mathbf{D}$, not in the repeated part of the spectrum, have unit absolute value (within some small error tolerance). Examples of the FMs for both milling-state bifurcations on the cylinder are shown in Fig. 6 for the full multi-agent system. As mentioned above, the $N$ real FMs that approach 1 in panel (b), are identical to the single-particle FMs.
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