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Efficient orbital imaging based on ultrafast momentum microscopy and sparsity-driven phase retrieval
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Abstract

We present energy-resolved photoelectron momentum maps for orbital tomography that have been collected with a novel and efficient time-of-flight momentum microscopy setup. This setup is combined with a 0.5 MHz table-top femtosecond extreme-ultraviolet light source, which enables unprecedented speed in data collection and paves the way towards time-resolved orbital imaging experiments in the future. Moreover, we take a significant step forward in the data analysis procedure for orbital imaging, and present a sparsity-driven approach to the required phase retrieval problem, which uses only the number of non-zero pixels in the orbital. Here, no knowledge of the object support is required, and the sparsity number can easily be determined from the measured data. Used in the relaxed averaged alternating reflections algorithm, this sparsity constraint enables fast and reliable phase retrieval for our experimental as well as noise-free and noisy simulated photoelectron momentum map data.

1. Introduction

Angle-resolved photoemission spectroscopy (ARPES) is a powerful method to study the structure [1–5] and electron dynamics [6–12] of adsorbed molecules on metal surfaces. Under suitable conditions, ARPES measures the intensity of the spatial Fourier transform of the initial electronic state \( \psi \), multiplied by a polarization-dependent factor [1]. The measured signal can then be expressed as

\[
I(\vec{k}) = |\vec{A} \cdot \vec{k}|^2 |\text{FT} \{ \psi(\vec{r}) \}|^2 \delta (E_b + E_{\text{kin}} + \Phi - h\omega),
\]

where \( \vec{A} \) is the vector potential of the ionizing radiation and \( \vec{k} \) is the photoelectron momentum. The \( \delta \) function ensures energy conservation, taking into account the binding energy \( E_b \) of the initial state, the final state kinetic energy \( E_{\text{kin}} \), the sample work function \( \Phi \) and the photon energy \( h\omega \). This Fourier-transform relationship between measurement and object occurs similarly in coherent diffractive imaging (CDI) [13], where the intensity of a Fraunhofer diffraction pattern is measured. In CDI, iterative phase retrieval algorithms are then used to reconstruct a high-resolution image of the diffracting object [14, 15]. This analogy has lead to the development of orbital imaging: a technique in which molecular orbitals are reconstructed from ARPES data using iterative phase retrieval algorithms [2, 5]. Future progress in orbital imaging, however, relies on two important factors: (I) the development of tailored experimental tools for data acquisition, and (II) the development of the necessary mathematical tools in the data analysis procedure.

For efficient orbital imaging, one first needs to be able to collect energy- and momentum-resolved photoelectron data in an efficient manner. So far, using typical two-dimensional angle-resolved photoelectron spectroscopy (ARPES) detectors, which only have access to a single momentum direction, a measurement of the full 2D photoelectron momentum map required tedious scanning of the azimuthal...
Figure 1. Schematic overview of the momentum microscopy setup, with the driving laser (40 fs, 515 nm center wavelength, up to 15 μJ at 0.5 MHz). A combination of grazing incidence plates (anti-reflection-coated for the driving laser), EUV multilayer mirrors and an 200 nm Aluminum filter is used to select the eleventh harmonic with 26.5 eV photon energy. The second multilayer mirror focuses the EUV light onto the sample, where the momentum and energy of all photoelectrons is measured using the momentum microscope.

angle of the sample. Nowadays, this issue can be overcome by the usage of so-called momentum microscopes, which collect the full azimuthal angle of the photoemitted electrons in one measurement. Moreover, using time-of-flight-based momentum microscopy, scanning of the kinetic energy can be omitted, too. However, using a time-of-flight technique, a pulsed extreme-ultraviolet (EUV) light source is needed for such measurements, which has so far limited the usage of these microscopes to synchrotron radiation facilities. Here, in contrast, we present first orbital imaging data that has been collected with a time-of-flight momentum microscope and a high-repetitive 0.5 MHz fs table-top EUV light source. We show that such a setup is ideally suited for efficient momentum microscopy and further opens the door towards time-resolved orbital imaging experiments in the future.

In terms of data analysis, efficient phase retrieval algorithms are required, because, like CDI, photoemission measurements do not record the phase of the photoemission pattern, and the phase must be reconstructed in order to achieve an image. In the context of CDI, it has been established that this is possible for objects with a known finite support [14] of which the diffraction pattern is sufficiently oversampled [16]. Phase retrieval is performed using an iterative algorithm which optimizes the phase such that it best matches the support. A commonly used algorithm is alternating projections (also known as error reduction), which functions by sequentially applying the support constraint and the measurement constraint. Furthermore, a wide range of projection-based algorithms has been developed to enable efficient and accurate phase retrieval [15]. A common problem in both CDI and ARPES-based orbital imaging is, however, that the object support is unknown. While it has been shown that phase retrieval with a loose support is possible in specific cases (such as for a non-negative object [17]), in general a tight support is required [14]. In this case, the object and support can be reconstructed simultaneously using a shrink-wrap routine in combination with the phase retrieval algorithm [18]. This approach has been successfully applied to orbital imaging [19]. Nevertheless, the shrink-wrap procedure leads to a more complicated algorithm which may require manual fine tuning, such as in the determination of the object support guess (as explained well in reference [19]). Aside from the support projection, there exist several other projections which may enable phase retrieval [20], such as realness, non-negativity or atomicity (where the object consists of multiple identical elements). Such projections may eliminate the need to accurately determine the object support, which simplifies the reconstruction procedure. Here, we implement a sparsity-driven phase retrieval algorithm which does not rely on a support constraint. The sparsity projection [21–23], which keeps the first 5 brightest pixels of an object and reduces the rest to zero, is easy to implement and, although slower than the support projection, can be calculated efficiently. We demonstrate that the sparsity-driven algorithm enables accurate and efficient reconstruction of typical molecular orbitals from our momentum microscopy measurements, even in the presence of severe Poisson noise.

2. The experimental setup

A schematic overview of the EUV beamline used for photoemission is shown in figure 1. In this system, 40 fs, 515 nm laser pulses (active fiber systems, 7.5 W at 0.5 MHz repetition rate) are used for high harmonic generation in an argon gas jet. A pair of multilayer mirrors is used to filter out the eleventh harmonic, which has roughly 26.5 eV photon energy, a bandwidth of 140 meV and a pulse length of 20 fs. The second multilayer mirror is curved to focus the high harmonics to a 200 μm spot on the sample with an incidence angle of 68°. Angle-resolved photoemission spectra are collected using a time-of-flight-based momentum microscope (surface concept), which enables measurement of the full electron momentum as
well as the kinetic energy of all photoemitted electrons [24]. For the settings used to collect the data discussed here, the momentum microscope’s energy and momentum resolution in the vicinity of the molecular orbitals are 70–80 meV and 0.04 Å\(^{-1}\), respectively. The high harmonic generation light source was optimized to yield on average 0.8 detected electrons per pulse in order to avoid space-charge effects [25–27]. At this detection rate (0.5 MHz \(\times\) 0.8 = 0.4 MHz), total integration times for the presented data were 2 h. An in-detail description of the femtosecond time-resolved momentum-microscopy setup is given in reference [28], which describes the setup in a state optimized for operation at 1 MHz.

3. Sparsity-based orbital reconstruction

Generally, molecular orbitals are three-dimensional objects. Complete reconstruction therefore requires measurement of a three-dimensional photoemission spectrum and subsequent phase retrieval [3]. The three-dimensional spectrum can be built up by performing ARPES while scanning the photon energy. This time-consuming procedure can be avoided for planar orbitals of the form \(\psi(x, y)\hat{\psi}(z)\), where \(x, y\) and \(z\) are the spatial coordinates. The Fourier transform of such orbitals can be expressed as \(\hat{\psi}(k_x, k_y, k_z)\), where \(k_x, k_y\), and \(k_z\) are the corresponding momentum coordinates. If the intensity profile \(|\psi(k_z)|^2\) is known, it is then possible to calculate \(|\hat{\psi}(k_x, k_y)|\) from the measured photoemission signal at constant binding energy. From this two-dimensional (2D) photoelectron momentum map, a 2D image of the orbital can then be reconstructed. For sufficiently thin molecules, \(|\hat{\psi}(k_z)|^2\) can be assumed to be unity. This approximation works well for the orbitals of planar aromatic molecules at low binding energy, and 2D orbital imaging has been demonstrated in for example pentacene [1, 2, 5, 19], sexiphenyl [1] and PTCDA [2].

Initially the support of the measured orbital, i.e. the set of pixels for which its value is non-zero, is unknown in orbital imaging. Nevertheless, the rough size of the orbital can usually be estimated, for example from the intermolecular distance measured by low energy electron diffraction. This yields the number of non-zero pixels \(\Delta S\) in the orbital image without imposing a specific support. Furthermore, the molecular orbital can usually be described by a compact arrangement of positive and negative lobes. Based on these considerations, we propose a combined sparsity and realness projection \(P_{S,real}\) operating on the current orbital guess \(\psi_n\). The projection \(P_{S,real}(\psi_n)\) is calculated as follows:

(a) Set the imaginary part of the guess to zero, leaving the real part.
(b) Sort the guess by its amplitudes \(|\psi_n|\) and find the amplitude \(a\) of the \(S\)-th-most bright pixel.
(c) Of the unsorted guess \(\psi_n\), set all pixels to zero where \(|\psi_n| < a\).

In addition to \(P_{S,real}\), we use the measurement constraint \(P_M\). This means we calculate the predicted momentum map using a Fourier transform, set the amplitudes of the predicted field equal to the measured values and perform an inverse Fourier transform to calculate the updated orbital guess. A single step of the alternating projections (AP) algorithm is then defined as

\[
\psi_{n+1} = P_{S,real} \left( P_M(\psi_n) \right).
\]

In order to monitor the progress of the reconstruction, we calculate the normalized root mean square (RMS) change between subsequent iterations \(\psi_n\) and \(\psi_{n-1}\). This provides a measure of how well the algorithm has converged to a local minimum. To quantify the quality of the given solution, we calculate the error with respect to the measurement constraint

\[
\text{error}_M = \sqrt{\sum |\psi - P_M(\psi)|^2 / \sum |I|^2},
\]

which is the RMS difference between a guess \(\psi\) and its projection onto the measurement \(P_M(\psi)\), normalized to the RMS value of the measured data \(I\). We use the same normalization for the RMS change of the guess.

In order to investigate the efficiency and accuracy of various phase retrieval approaches, we have simulated photoelectron momentum map data for the highest occupied molecular orbital (HOMO) of a coronene molecule in free space as calculated using the ORCA quantum chemistry package [29]. To characterize the reconstruction accuracy independent of the molecular orbital shape, we have also simulated momentum map data for the second highest occupied orbital (HOMO−1), which is degenerate with the HOMO. The orbitals appear similar to those presented by Lüder et al [30]. It should be noted that an experimental analysis of coronene orbital imaging data is complicated by the degeneracy of HOMO and HOMO−1 and the rotational symmetry of the coronene molecule, which means that multiple orientations of the molecular orbital can occur simultaneously [31]. This leads to a momentum map in which the rotated contributions of both states are overlapped [32], which breaks the direct Fourier transform relationship between measurement and orbital [33]. In the simulation, we avoid this problem by using a
single orbital in one orientation. The spectra were simulated for photoelectrons with 14.7 eV kinetic energy and an energy spread of 150 meV. The angle of incidence was set to 22°. Secondary electron yield as well as possible substrate band structure were not included in the simulation, leading to a background-free measurement. We have added Poisson noise to the simulated photoelectron momentum map patterns corresponding to a total of $10^4$ photoelectrons. The simulated momentum maps are then divided by the known polarization factor to yield the measured momentum map of the orbital. As an example, the momentum map corresponding to the HOMO is shown in figure 2(a).

3.1. Initial results

The results of a series of orbital reconstructions for the HOMO are shown in figure 2. Note that the photoelectron momentum map and the real space wavefunction of the coronene HOMO orbital look very similar. For clarity in this paper, therefore, all momentum maps and real space wavefunctions are plotted with a dark and white background, respectively. The reconstruction series consists here of 25 runs of the alternating projections algorithm, each initialized by a random guess of the orbital. For all these reconstructions we used the same input data (figure 2(a)), and the sparsity constraint $S$ was set to 50. After the phase retrieval procedure, we interpolate the retrieved orbital by a factor 2 in both the $x$ and $y$ direction for visualization purposes only. The RMS change on iteration shown in figure 2(b) shows that the algorithm converges well in 250 iterations. However, it is not the case that all runs converge to the same solution, even when degrees of freedom such as the sign and position of the orbital are corrected for. This shows that alternating projections converges to local minima.

In order to select the accurate reconstructions from the individual converged reconstructions, we calculate the reconstruction error given by equation (3). It is necessary to fix the position and sign of the reconstructions before averaging, as these are not constrained by the phase retrieval procedure. The reconstruction with the lowest error is chosen as an example for this procedure. Reconstructions which have an RMS difference with the example larger than 0.3 are removed from the analysis. Finally, the reconstructions are averaged. For the result shown in figure 2(c), 18 out of 25 reconstructions were included in the final result.

In order to increase the reconstruction chance of the phase retrieval procedure, we have replaced AP with the relaxed averaged alternating reflections (RAAR) algorithm [34]. A single iteration of this algorithm is given by

$$\psi_{n+1} = \frac{1}{2} \beta \left( R_{S, real} R_M + 1 \right) \psi - (1 - \beta) P_M \psi,$$

(4)

where the reflection operator $R_i$ is defined as $2P_i - 1$ and $\beta$ a damping parameter usually chosen between 0 and 1. This parameter controls the behavior of the algorithm such that it searches for global minima when $\beta$ is close to one, while smaller values enable local minimization [15]. We have found that smoothly ramping $\beta$ from 0.85 in the beginning to 0.5 after 35 iterations leads to an efficient phase retrieval algorithm. Using otherwise identical settings to those used in figure 2, we reconstructed a good object in 25 out of 25 runs of the algorithm, with a final reconstruction which is highly similar to the one shown in figure 2(c).
3.2. Dependence on the sparsity constraint

Although the sparsity number of the reconstructed orbital can often be estimated based on prior information, this estimate may not be accurate. In order to investigate how the accuracy of the reconstruction depends on the exact sparsity constraint, we have performed phase retrieval for a wide range of sparsity constraints. These analyses were performed as described in section 3.1. Figure 3 shows the phase retrieval results for three different sparsity constraints (32, 50 and 86), as well as the original calculated HOMO and the simulated photoelectron momentum map. For the small sparsity constraint ($S = 32$, figure 3(d)), we retrieve a compact, recognizable orbital, but the symmetry of the orbital is partially broken. Furthermore, the predicted momentum map shows non-zero amplitudes at the edges of the spectrum, which leads to ringing in the interpolated orbital. The medium sparsity constraint ($S = 50$, figure 3(e)) leads to the best estimate of the molecular orbital, as compared to the DFT calculation (figure 3(a)). From the predicted momentum map, it is clear that the orbital reconstruction largely corrects for the Poisson noise in the measured data. Nevertheless, the smooth edges of the true orbital are not reproduced. We attribute this to the nature of the ARPES measurement, which measures a hemisphere in the three-dimensional momentum distribution of the orbital. It is therefore also visible in the orbital image that would be retrieved with the true phase calculated from the original orbital. These artefacts can be reduced through the use of a higher photon energy for photoemission in the future, which increases the size of the photoemission horizon and allows for a higher resolution. Finally, the largest sparsity constraint ($S = 86$, figure 3(f)) yields a similarly good image surrounded by weak noise. This indicates that the measurement noise is less suppressed by the phase retrieval algorithm.

We have performed an identical analysis for a high-quality simulated photoelectron momentum map of the HOMO−1 of isolated coronene, shown in figure 4. We have assumed a total of $10^7$ counted photoelectrons, leading to much less pronounced Poisson noise. This leads to a significant improvement of the orbital reconstruction using a larger sparsity constraint (figure 4(f)). From this reconstruction, it is also clear that a larger sparsity constraint does not enable better reconstruction of the smooth edges of the orbital.

From figures 3 and 4, it is evident that the quality of the reconstruction provides an indication of the accuracy of the sparsity constraint. Furthermore, it is clear that an inaccurate sparsity constraint does not necessarily prevent phase retrieval. In figure 5, the chance that the reconstruction algorithm yields a good solution for a given sparsity constraint is shown. This is calculated from the percentage of solutions included in the final averaged reconstruction using the method described in section 3.1. These results demonstrate that RAAR converges much more successfully to the global minimum than alternating...
3.3. Variations

In the previous analyses, we have limited the reconstructed orbital to real values. This strong constraint is incorporated in step 1 of the sparsity projection. The realness constraint is however not necessary for phase retrieval. In an analysis similar to figure 5, we have found that RAAR with a complex sparsity constraint has a reconstruction chance which varies between 20% and 50% for sparsity parameters between 30 and 90. Nevertheless, good reconstructions can be selected from this procedure based on the measurement error (equation (3)).

We have also considered the combination of sparsity with other constraints. A symmetry constraint is particularly attractive due to the high symmetry of the HOMO and HOMO−1 in coronene. Such a constraint can be implemented by averaging the orbital guess with its mirror image before applying the
Figure 6. Overview of the photoemission momentum microscopy measurement of PTCDA/Ag(110). (a): Angle-integrated view of the photoelectron spectrum obtained after 2 h of measurement. (b): Typical photoemission transfer function $|A \cdot \mathbf{k}|$ for our system with a $22^\circ$ angle of incidence on the sample. (c), (d), (e): Photoelectron momentum maps (by amplitude) of the occupied LUMO of the first monolayer, HOMO of the first monolayer and HOMO of the second monolayer respectively. These momentum maps were retrieved by fitting a Gaussian with fixed position and width to the photoemission spectrum measured at individual pixels. (f): Simulated HOMO and LUMO orbital of PTCDA in free space as calculated using the ORCA quantum chemistry package [29].

sparsity constraint. Anti-symmetry can be accounted for by inverting the mirror image before averaging, and the procedure can be repeated for multiple symmetry axes. However, we have found that a combined sparsity and symmetry constraint causes the algorithm to converge to local minima in which the orbital consists of two separated parts. This behavior can be corrected by also applying a support constraint. For the simulated photoelectron momentum map data, this combined support-symmetry-sparsity constraint did not yield a significant improvement over a simple sparsity constraint.

4. Application to experimental data

4.1. Experimental details

We have applied sparsity-driven orbital reconstruction to photoemission spectra of perylene-3,4,9,10-tetracarboxylic dianhydride (PTCDA) adsorbed on the Ag(110) surface, prepared by sublimation from a Knudsen cell. We used low-energy electron diffraction (LEED) to confirm that PTCDA is deposited in a brick wall monolayer, where all molecules are aligned along the [001] direction [4].

Figure 6(a) shows photoelectron spectra near the Fermi edge acquired by integrating the acquired data set over the full photoemission horizon and over a small selected window where a strong molecular signal is seen. In total, we observe three signals that can be attributed to the PTCDA molecule, at binding energies of 0.85 eV, 2.0 eV and 2.3 eV. Of these, we attribute the first two to the LUMO and HOMO of the PTCDA brick wall monolayer, while the third signal is assumed to arise from the HOMO of a partial PTCDA bilayer in the herringbone structure [4, 35]. It is therefore referred to as HOMO-2nd. In a procedure which is similar to the data analysis in [36], we fit the photoelectron spectrum at each position on the detector with a set of three Gaussian peaks and a linearly changing offset. The peak positions and widths are determined from the data shown in figure 6(a). The amplitudes determined by the fitting procedure then yield the photoelectron momentum maps which are shown in figures 6(c)–(e). This analysis procedure separates the contributions of the states at 2.0 eV and 2.3 eV and also reduces the presence of noise on the momentum map.

4.2. Analysis of experimental results

For the analysis of measured photoelectron momentum map patterns, which are asymmetric due to the
polarization term $\vec{A} \cdot \vec{k}$ (shown in figure 6(b)), we have implemented an accordingly modified measurement constraint

$$P_M \psi_n = \left(1 - \frac{|\vec{A} \cdot \vec{k}| \psi_n|^2 + 2 \alpha^2 \left(\frac{|\vec{A} \cdot \vec{k}| \psi_n|^2}{(|\vec{A} \cdot \vec{k}| \psi_n|^2 + \alpha^2)}\right)^{3/2} - 1^{1/2}\right) \psi_n,$$

in which $\alpha$ is a regularization parameter typically chosen between 0.01 and 10 to prevent division by zero when $|\vec{A} \cdot \vec{k}| \psi_n|$ is zero. This approach avoids errors in the calculation of the momentum map from the measured data \[37\]. Furthermore, the angle of incidence and regularization parameter can be optimized easily in the phase retrieval process.

As input-data for the orbital reconstruction, we have used the data presented in figures 6(c) and (d) (LUMO and HOMO, respectively), resampled on a 64 $\times$ 64 pixel grid. This provides sufficient oversampling of the momentum maps while also allowing fast calculation of the Fourier transforms. Although the Gaussian fitting procedure removes most of the background signal due to e.g. secondary photoelectrons, a residual background signal remains. This background is removed by applying a threshold at the most common pixel value inside the photoemission horizon. The goal of the following phase-retrieval procedure is to reconstruct from these momentum maps the wavefunctions of the molecular orbitals in real space. For comparison, calculated molecular orbitals are shown in figure 6(f). Note, however, that these calculations are carried out for PTCDA molecules in free space.

For the HOMO photoelectron momentum map data as presented in figure 6(d), we have found two phase retrieval approaches which result in recognizable orbitals, one method in which we use only sparsity with a very loose support, and one in which we also enforce the symmetry of the orbital as expected from DFT calculations (see figure 6(f) and reference \[2\]). The support we use is calculated by thresholding the absolute autocorrelation of the orbital at 5% of its maximum value and then dilating the resulting mask by one pixel. This results in a loose support which is roughly twice the size of the orbital. In the absence of a symmetry constraint, we find orbitals which are similar to those presented in figure 6(f) using sparsity constraints in the range between 22 and 38 pixels. When the symmetry constraint is included, we find that an orbital reconstruction may be shifted, mirrored or sign-flipped without change in the predicted

Figure 7. Prevalence of typical reconstructed orbitals for the HOMO of PTCDA using a sparsity constraint between 22 and 38. Note that, despite the measurement constraint is used, the momentum maps show variations in the distributions and do also not exactly match the measured photoelectron momentum distribution. The reason is that in our approach the sparsity constraint is strictly fulfilled, so that the measurement constraint cannot simultaneously be justified in the final result. Therefore, the shown momentum maps can be interpreted as possible noise free solutions corrected for the $|\vec{A} \cdot \vec{k}|$ matrix element.
using the $K$-means algorithm. The figures then show the average orbital of each cluster, the likelihood of a given phase retrieval run resulting in that orbital and the Fourier transform of the orbital, from which the photoelectron momentum map pattern may be calculated.

Out of all reconstructions, the first symmetry-constrained reconstruction best approaches the density functional theory (DFT) calculation from figure 6(f). Nevertheless, all reconstructions match roughly in size and shape with the shape of the PTCDA molecule. For the symmetry-free reconstructions, the amplitude of the lobes is allowed to be asymmetrically distributed, which is also seen in the reconstructions (figure 7). The more pronounced central eight lobes are reconstructed well, but their shape is more rectangular than expected. The less pronounced corner lobes show a strong asymmetry—often, one or two corner lobes are missing. Here, the symmetry-constrained reconstruction is clearly advantageous, where the amplitude of the corner lobes is enforced to be evenly distributed.

For the symmetry-constrained reconstructions, we observe two classes of reconstructions which occur roughly equally often: those with zeros on the diagonal in the momentum distribution, and those where those zeros do not occur. Apart from the true orbital, there are a number of reasons which may cause a lack of zeros along these diagonals, such as blurring due to aberration of the momentum microscope, a residual background, a residual contribution from the HOMO of the second monolayer or possibly a bad centering of the momentum map. It is therefore not trivial to indicate which of these orbitals best describes the PTCDA/Ag(110) orbital based only on the orbital imaging results. Here, we observe that the measurement suggests a more rectangular shape of the orbital and the individual lobes, and the more triangular shape suggested by DFT is only reproduced if the strong symmetry constraint is used.

As mentioned before, a crucial advantage of the momentum microscope is that it enables the measurement of multiple molecular orbitals simultaneously. In order to demonstrate this capability, we have performed the same analysis to the momentum distribution acquired for the LUMO, the results of which are shown in figures 9 and 10. The quality of these reconstructions is similar as for the HOMO, and again, the phase retrieval process finds a number of different orbital shapes. A crucial difference here is that the triangular shape of the lobes suggested by DFT (see figure 6(f)) is reproduced in the measurement also.
without a symmetry constraint. Figures 9 and 10 also show that the phase retrieval algorithm can lead to orbitals which have a non-zero momentum distribution outside of the photoemission horizon. This produces sharp features in the reconstructed orbital which the true orbital does not necessarily have. It may therefore be better to set these high-momentum components to zero.

5. Concluding remarks

In summary, we present first orbital imaging data with our newly developed femtosecond momentum microscopy setup [28]. Using a combination of time-of-flight-based photoemission and a high-repetitive high-harmonic generation light source, we are able to collect energy and momentum resolved photoemission data without the need for scanning either energy or momentum direction. This approach makes this setup very efficient and ideally suited for orbital imaging experiments. Moreover, it opens the door to time-resolved orbital imaging experiments in the future. We also present a significant step forward in the orbital imaging data analysis procedure, and have investigated the use of a sparsity constraint for the reconstruction of molecular orbitals. In comparison to the commonly used support constraint, a sparsity constraint is easy to determine, which greatly simplifies the image reconstruction. We find that a combined sparsity and realness constraint, which is most relevant in the context of orbital imaging, enables accurate and efficient reconstruction of molecular orbitals even in the presence of significant Poisson noise. Although it is clear that the value of the sparsity constraint influences the quality of the reconstruction, good reconstructions can be retrieved for a wide range of sparsity parameters.

We have applied the developed sparsity-driven orbital reconstruction to experimental photoelectron momentum map data of a PTCDA monolayer on the silver (110) surface. The measurement data were acquired using time-of-flight-based momentum microscope, which enabled the simultaneous measurement of the HOMO and LUMO of PTCDA. As for the simulations, we find good reconstructions for a broad range of sparsity values. We note however, that the phase retrieval algorithm does not always result in the same orbital, and that the predicted momentum distribution also varies. It is therefore necessary to repeat the phase retrieval procedure, and to select the most likely orbital shape based on the results of this procedure, possible prior knowledge of the orbital and a good understanding of the limitations of the measurement.

Finally, we note that the sparsity-driven reconstruction procedure should also be applicable in the three-dimensional case. For future experiments, it is promising to apply sparsity-based methods to full three-dimensional orbital tomography [3].
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