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Abstract—The paper addresses the vehicle-to-X (V2X) data fusion for cooperative or collective perception (CP). This emerging and promising intelligent transportation systems (ITS) technology has enormous potential for improving efficiency and safety of road transportation. Recent advances in V2X communication primarily address the definition of V2X messages and data dissemination amongst ITS stations (ITS-Ss) in a traffic environment. Yet, a largely unsolved problem is how a connected vehicle (CV) can efficiently and consistently fuse its local perception information with the data received from other ITS-Ss. In this paper, we present a novel data fusion framework to fuse the local and V2X perception data for CP that considers the presence of cross-correlation. The proposed approach is validated through comprehensive results obtained from numerical simulation, CARLA simulation, and real-world experimentation that incorporates V2X-enabled intelligent platforms. The real-world experiment includes a CV, a connected and automated vehicle (CAV), and an intelligent roadside unit (IRSU) retrofitted with vision and lidar sensors. We also demonstrate how the fused CP information can improve the awareness of vulnerable road users (VRU) for CV/CAV, and how this information can be considered in path planning/decision making within the CAV to facilitate safe interactions.

I. INTRODUCTION

Recent years have witnessed increasing popularity of vehicle-to-X (V2X) technology among researchers in the field of intelligent transportation systems (ITS) and with automobile manufacturers, as it enables a vehicle to share essential information with other road users in a V2X network. The collective perception (CP) service is currently being standardised by major regulatory organisations such as European Telecommunications Standard Institute (ETSI), SAE and IEEE. The CP service enables an ITS station (ITS-S) such as a connected vehicle (CV) or an intelligent roadside unit (IRSU) to share its perception information with adjacent ITS-Ss by exchanging Collective Perception Messages (CPMs) via V2X communication. The ETSI specified CPMs convey abstract representations of perceived objects instead of raw sensory data, facilitating the interoperability between ITS-Ss of different types and from different manufacturers.

The limitations of the onboard perception sensors of smart vehicles justify CP service’s use for improving road safety. Despite significant advances in sensor technology, the perception capability of these local sensors is ultimately bounded in range and field of view (FOV) due to their physical constraints. Besides, occluding objects in urban traffic environments such as buildings, trees, and other road users impose challenges in perception. In this case, a CV can benefit from the CP service in terms of improved awareness of surrounding road users, essential for ensuring road safety. Specifically, it facilitates a CV to extend its sensing range and improve sensing quality, redundancy, and robustness through sensor fusion across multiple ITS-Ss. Besides, the enhanced perception quality resulting from the cross-platform sensor fusion potentially relaxes the accuracy and reliability requirements of onboard perception sensors.

Most of the existing data fusion approaches for V2X based CP in the literature assume perceived information received from other ITS-Ss to be independent object observations for the convenience of ignoring estimate dependency in the fusion process. [1] presents a high-level object fusion framework for CP based on Ko-PER [2] specified CPMs, where the perception information received from other ITS-Ss is modelled as a virtual sensor in its data fusion architecture. [3] investigates the inter-vehicle object association for facilitating data fusion for CP. Both methods treat the received perception data as pre-processed but independent sensory measurements so it does not require track-wise fusion. [4] proposes a low complexity fusion scheme for CP. It yet again does not explicitly address the track-to-track fusion and their strategy is complicated by considering a handful of conditional branches in the deterministic association of the local and V2X objects.

A high-level object fusion framework for V2X is also presented in [5]. Instead of completing data fusion in a joint fashion, it separates the fusion process of local sensor data and the perceived information in received Environmental Perception Messages (EPMs). It benefits from not mixing up local and V2X perception by maintaining two lists of tracked objects. However, this approach does not fully utilise the advantages of the CP. The tracking quality of locally perceived objects will not be improved by the perception data from other ITS-Ss, which would otherwise be achieved in joint fusion schemes. There are also occupancy-grid based data fusion methods for CP, such as in [6], [7]. This kind of fusion framework is considered computationally expensive, where pixel-wise iterative fusion is required.

Arguably, sharing and fusing only independent sensor observations for V2X-based CP means only CVs with sensing capability can contribute. Besides, the dissemination of perception information in this case is limited to a single-hop range. It also causes repeated processing of the same perception data across multiple receiving CVs, which could...
be avoided if object tracks, which are post-fusion information, are shared in V2X communication. Combining tracks from multiple sources in a CP system is not straightforward. It requires further attention to handling the common prior information from a single platform and across different platforms. The simplest example is when two communicating nodes keep exchanging and fusing data under the wrong assumption of information independence. In this scenario, the covariance matrix, which indicates the uncertainty level of the fusion result, would be reduced when it should have remained the same, as identical pieces of information are incorrectly duplicated in the data fusion process.

The problem is more complex in a V2X-based CP setting, where the tracks of perceived objects shared amongst ITS-Ss are dependent on previous estimates and become cross-correlated as they are typically exchanged between arbitrary pairs of CVs in the V2X network. To tackle the problem of common prior information, one can choose to keep track of communication history and broadcast it in the network for identifying the common prior information. In this case, customised data fields must be added along with the communicated packets, which is infeasible to achieve with the current ETSI CPM specification. Alternatively, using the covariance intersection (CI) algorithm [8], consistent estimation results are produced in cross-platform data fusion with unknown cross-correlation. The work in [9] proposes a variant of Ko-PER CPM and analyses the trade-off between message size resulted from enabling optional data fields in the CPM and global fusion accuracy. It performs CI-based track-to-track fusion relying on object ID association, and the method is only evaluated in a numerical simulation with two CVs.

The first and main contribution of the paper is a novel V2X data fusion framework for CP which can support the joint fusion of different types of perception information in a host CV, including its local perception data, independent object observations and object tracks it receives from other cooperative ITS-Ss through V2X communication. Specifically, a CI-based probabilistic track-to-track fusion scheme is proposed to achieve safe and consistent fusion of perception information from multiple V2X sources without requiring knowledge of any cross-correlation. The proposed data fusion framework is validated through comprehensive qualitative and quantitative results obtained from numerical simulation, CARLA simulator, and real-world experimentation with V2X-enabled intelligent platforms.

The second contribution of the paper lies in the demonstration of the critical role the CP plays in the safety of CV operations, in particular, in scenarios where a CAV is unable to detect other road users using local sensors due to visual occlusion or perception sensor failures. It is also demonstrated how the CAV considered the fused V2X perception information in its path planning and decision making to facilitate safe interaction with vulnerable road users (VRU).

II. THE PROPOSED FRAMEWORK

A. Overview

Figure 1 presents an overview of the proposed V2X data fusion scheme for CVs. It shows how the remote perception information received in the form of ETSI CPMs from multiple other ITS-Ss through V2X communication is processed by the fusion centre jointly with the local perception data within a CV. The updated object tracks as a result of data fusion are then encoded into CPMs before being transmitted to other ITS-Ss.

other CVs and special infrastructure, via specialised V2X communication devices. Each ETSI CPM consists of an ITS PDU header and five types of information containers accommodating mandatory and optional data elements (DEs) and data frames (DFs), which are:

1) A CPM Management Container, which indicates station type, such as a vehicle or an IRSU, and reference position of the transmitting ITS-S.
2) An optional Station Data Container, which provides additional information about the originating station. This includes the heading, speed, and dimensions when the originating station is a vehicle.
3) Optional Sensor Information Containers, which describe the type and specifications of the equipped sensors of the transmitting ITS-S, including sensor IDs, types, and detection areas.
4) Optional Perceived Object Containers, each of which describes the dynamics and properties of a perceived object, such as type, position, speed, heading, and dimensions. These perceived object descriptions are registered in the coordinate system of the originating station.
5) Optional Free Space Addendum Containers, which describe different confidence levels for certain areas within the sensor detection areas.

When perceived object information is received and decoded, it is not usable to the receiving CV until it is transformed into its local coordinate system. We stress that uncertainty bounds associated with the perception information, which have been represented in Perceived Object Container of the CPM specification, are indispensable in successive data fusion and thus have to be considered. Besides, it is essential for the coordinate transformation also to incorporate the uncertainty contained in the pose estimation of both ITS-Ss. The originating ITS-S information including its pose with associated uncertainty is encapsulated within the CPM Management Container and Station Data Container in the CPM definition. Consequently, the transformed object state estimates contain uncertainty that is mainly a combined result of uncertainty in the localisation of ITS-Ss and sensory perception. Interested readers can refer to our prior work in [10] for the details of the handling of CPMs and coordinate transformation of the perceived object information.

Following the coordinate transformation with uncertainty, the perceived objects information from remote sources are
fused into the fusion centre within the receiving CV. The CPM generation rules support different abstraction levels for perceived object descriptions for the implementation flexibility, which can derive from low-level abstract observations made by individual sensors or the results of the high-level data fusion, such as object tracking results. Both types of perception information can co-exist in the received CPMs, depending on the fusion configuration of the transmitting ITS-Ss. Therefore, both types of perceived object information are supported, and processed differently in the proposed data fusion framework.

The low-level object observations are denoted as $Z_r$, which are considered independent observations generated by onboard perception sensors in the originating ITS-S. Fusing these independent sensor observations in the fusion centre is primarily the same to the fusion of the local perception sensory data, denoted as $Z_l$, using a traditional Bayesian filtering paradigm, such as a Kalman filter. The paper will not elaborate on the fusion of independent observations, which is extensively covered in the literature, but instead focus on fusing the object tracks contained in received CPMs, denoted as $T_r$, with the local object tracks, denoted as $T_l$. It will require consistent track-to-track fusion on the receiving ITS-S side. In this case, special care needs to be taken to avoid duplicating common prior information, which causes inconsistency in state estimation. The developed CP framework employs the CI algorithm for fusing tracks information from two or more sources without knowing the cross-correlation information between them. Details on the CI and the proposed track-to-track fusion approach can be found in Section II-B.

As the implementation of fusion centre in this paper, a variant of Gaussian mixture probability hypothesis density (GMPHD) filter [11] is employed to track multiple road users within the receiving CV. The GMPHD-based tracker is considered attractive due to its inherent convenience in handling track initiation, track termination, probabilistic data association, and clutter. Compared with the naive GMPHD algorithm, the particular variant implemented in the paper is improved with measurement-driven initiation of new tracks, track identity management, and track-to-track fusion. We however stress that the proposed V2X data fusion framework is intentionally designed to be generic such that one can choose to use a road user tracking algorithm of their preference. Yet, the proposed track-to-track fusion approach is considered an essential add-on component to the existing road user tracker to be able to fuse remote tracks received from other ITS-Ss.

Lastly, after the fusion with local sensory data and remote perceived objects information, the updated object tracks $T_{l+i}$ are then encoded into CPMs before being transmitted to other ITS-Ss through V2X communication.

### B. Track-to-Track Fusion

A traditional Kalman-based filter only works under the independent information assumption, while the CI algorithm can consistently fuse estimates, in particular, in the case without the knowledge of existing cross-correlation between them. We employ this strategy for the track-to-track fusion for received object tracks in the proposed V2X data fusion framework for CP.

![Illustration of fusing Gaussian estimates from three sources using the CI algorithm.](image)

Figure 2 shows a numerical example that fuses Gaussian estimates from multiple sources. It can be easily calculated that the fused estimate produced by CI has a smaller covariance than any estimate before fusion. Although not shown in the figure, the fused estimate remains the same when we fuse the result with the third estimate recursively for 10 more times, and $\omega = 1$. This demonstrates one of the attractive properties of CI algorithm, which is the immunity to information duplicity. When two input estimates are truly independent, the CI fused estimates are generally more conservative than Kalman filtered results. However, CI is the safer option when the correlation of information from different sources is unclear.

2) Tracklet Fusion Management: The section will focus on the tracklet fusion management in the track-to-track fusion. The host CV can communicate with multiple other cooperative ITS-Ss at a time in a V2X setting. To keep the mathematical notation simple, the fusion management presented here covers the generic case between a host CV and another ITS-S. The very same fusion can be applied to...
every other cooperative ITS-S iteratively. Assume a CPM that the host CV receives from another ITS-S contains \( N \) remote object tracks, in the meantime, the host CV maintains \( M \) local object tracks. It is assumed that the track-to-track fusion happens at time step \( t \), therefore all the notations presented in the section has \( t \) dropped for simplicity. The collection of remote object tracks are denoted as \( \mathcal{T}_r = \{ T_r^j \}_{j=1}^N \), where each \( T_r \) can be decomposed to

\[
T_r = \{ \bar{x}_r, \Sigma_r, s_r, d_r \},
\]

where \( \bar{x}_r \) is track mean vector, \( \Sigma_r \) is covariance matrix, \( s_r \) refers to the unique ID of the transmitting ITS-S, and \( d_r \) represents the track ID within the originating ITS-S. These elements are encoded into a CPM from the transmitter side.

Similarly, the set of local tracks are represented by \( \mathcal{T}_l = \{ T_l^i \}_{i=1}^M \), and each

\[
T_l = \{ \bar{x}_l, \Sigma_l, w, d_l, R \},
\]

where \( w \) is the associated weight for the track, \( d_l \) represents the track ID within the host ITS-S, and the alias ID list \( R = \{ (s_l^p, d_l^p) \}_{p=1}^P \) is introduced. Each pair in the list refers to the alias ID that the local track \( T_l^i \) is known as by another ITS-S, and the very same track can exist in \( P \) other ITS-Ss. Initially, the list is empty, i.e., \( P = 0 \). Details of the alias ID list will be given later. Unlike that in the remote track, the ID of the host ITS-S is not required in the local track. Also note that in many scenarios the state vector of a remote track can be a subset of a local track maintained in the tracker. Hence, the CI formulation presented in (3) is used to accommodate the case of unmatched length of state vectors of the remote and local tracks. Like in (1), there exists an observation matrix \( H \) for the tracks, such that \( \text{dim}(\bar{x}_l) = \text{dim}(H\bar{x}_l) \).

As shown in (5) and (6), a track contains state estimates and its assigned track ID within the originating ITS-S, and different ITS-S have their own ways of initiating and managing track IDs. The same object in the real world may be known by different track IDs within different ITS-Ss. When an ITS-S receives a remote track, it would be impossible to determine if it matches up with a local track only by its track ID. To handle this issue, we introduce a simple yet effective track matching and fusion mechanism, which divides the track-to-track fusion into three subcases detailed in the following.

- Given each remote track \( T_r \in \mathcal{T}_r \), the mechanism first performs fusion only for its any matched local track \( T_l \in \mathcal{T}_l \) if it searches the alias ID list \( R \in T_l \), finding that \( T_l \) has been fused with information from the particular cooperative ITS-S before, i.e., \( [s_r \ d_r] \) exists in \( R \). This deterministic association of remote tracks with the matched local tracks essentially reduces the computation overhead in track-to-track fusion.

- For the remaining unmatched local tracks, they are fused only with those remote tracks received from the originating ITS-S for the first time. Specifically, it is determined based on the condition that \( s_r \in T_r \) is not found in \( R \in T_l \), and probabilistic track association is performed for each possible pair of unmatched local and remote tracks. Once a local track is fused with a remote track, \( [s_r \ d_r] \) is added into \( R \) for matching check at future time steps. It is also considered in this subcase the initiation of possible new local tracks based on the unmatched remote tracks.

- Lastly, the group of local tracks not detected by the cooperative ITS-S are updated given their detection probability \( p_{D,r}(\cdot) \), as explained later in (8).

Given a pair of \( T_l \) and \( T_r \) that are intended for fusion, the CI based track-to-track fusion is divided into two steps mathematically:

1) Solving the optimal \( \omega \in (0, 1) \) for the CI algorithm:

\[
\omega = \arg\min_{\omega} \left( \Sigma_{l}\right) ,
\]

where \( \left( \Sigma_{l}\right)^{-1} = (I - K\Sigma_{l}^{-1} H^T)(\Sigma_{r})^{-1} \).

2) Estimate update:

\[
\bar{x}_{l+} = \bar{x}_l + Ky
\]

\[
= \bar{x}_r - \bar{x}_l + H\bar{S},
\]

\[
S = \Sigma_{r}s + H\Sigma_{l}s - \bar{y} = \Sigma_{l}^{-1} \bar{y} - \bar{x}_l,
\]

\[
q(T_l, T_r) = N (y, S),
\]

\[\alpha \] is the normalising constant, and lastly, \( p_{D,r}(\bar{x}_l) \) is the detection probability of the cooperative ITS-S detecting a local target given its state mean vector \( \bar{x}_l \).

The above (7) and (8) can be combined as a function denoted as \( [\bar{x}_{l+}, \Sigma_{l+}, w_{l+}] = CI (T_l, T_r) \). The pseudocode for the track matching and fusion algorithm can be found in Algorithm 1. Finally, the set of posterior local tracks, defined as \( \mathcal{T}_{l+} \), is a union of different subsets of unmatched and updated local tracks:

\[
\mathcal{T}_{l+} = \mathcal{T}_{l+}^{un} \cup \mathcal{T}_{l+}^{mt} \cup \mathcal{T}_{l+}^{um} ,
\]

where

\[
\mathcal{T}_{l+}^{mt} : \text{The set of matched and fused local tracks, see Line 1 to 12 in Algorithm 1,}
\]

\[
\mathcal{T}_{l+}^{um} : \text{The set of unmatched local tracks after CI fusion update, see Line 13 to 23 in Algorithm 1,}
\]

\[
\mathcal{T}_{l+}^{id} : \text{The set of unmatched and updated local tracks that are not detected by the transmitting ITS-S, see Line 24 to 27 in Algorithm 1.}
\]

The algorithm also creates and uses an interim variable \( T_{l+}^{nw} \), which denotes the new local track initiated by an unmatched remote track, see Line 15 to 16 in Algorithm 1. Also, one can choose to use a few post-processing strategies to effectively control the growth of tracks in \( \mathcal{T}_{l+} \):

1) A pruning process can be introduced by removing tracks with weights lower than a threshold,
2) A merging process can be used for combining close tracks based on some distance metrics, for instance, Mahalanobis distance,
3) A maximum number of updated local tracks at each iteration can be set.

As previously mentioned, the track-to-track fusion can be required between the host CV and multiple other ITS-Ss within the same fusion cycle. This can be done by performing \( T_l \leftarrow T_l^{id} \) and running Algorithm 1 for \( T_l \) and \( T_r \) from every other cooperative ITS-S, iteratively.

2016
Algorithm 1: Track-To-Track Fusion

Data: $T_l$, $T_r$
Result: $T_{l+}$

1. $T_{mtl+} \leftarrow \emptyset$; $T_{uml} \leftarrow T_l$; $T_{umr} \leftarrow T_r$
2. foreach $T_r \in T_r$
\hspace{2em}do
\hspace{4em}if $[s_r, d_r] \in R$ then
\hspace{6em}$T_{umr} \leftarrow T_{uml} \cup \{T_r\}$
\hspace{6em}$T_{l+} \leftarrow T_{l+} \cup \{T_r\}$
\hspace{6em}$\forall x \in T_{uml} \cup T_{l+}$
\hspace{8em}Normalise
3. $T_{l+} \leftarrow \emptyset$
4. foreach $T_l \in T_l$
\hspace{2em}do
\hspace{4em}$w_{nl+} \leftarrow w_{nl}$; $d_{nl+} \leftarrow$ New Track ID; $R^{nw} \leftarrow [s_r, d_r]$
\hspace{6em}$T_{lw} \leftarrow \{\hat{x}_{nl+}, \Sigma_{lnl+}, w_{nl+}\}; T_{l+} \leftarrow T_{l+} \cup T_{lw}$
5. foreach $T_r \in T_r$
\hspace{2em}do
\hspace{4em}if $s_r, d_r \notin R$ then
\hspace{6em}$T_{l+} \leftarrow T_{l+}; R \leftarrow R \cup \{[s_r, d_r]\}$
\hspace{6em}$T_{uml} \leftarrow T_{uml} \cup \{T_l\}$
\hspace{6em}$\forall x \in T_{uml} \cup T_{l+}$
\hspace{8em}Normalise
6. $T_{l+} \leftarrow \emptyset$
7. foreach $T_l \in T_l$
\hspace{2em}do
\hspace{4em}$T_{l+} \leftarrow T_{l+} \cup \{T_l\}$
8. $T_{l+} \leftarrow T_{l+} \cup T_{l+}$

III. RESULTS

A. Numerical Simulation

The proposed data fusion framework for CP is first validated through numerical simulation. As illustrated in Figure 3, the simulation is set up with 5 ITS-Ss, including 4 CVs and one IRSU, sensing a group of static pedestrians within their local frames with some level of uncertainty in the perception process. The positions of the pedestrians and the perception range of each ITS-S are arranged deliberately so that different subsets of the pedestrians are detectable by different ITS-Ss. This also means a unique combination of ITS-Ss perceives every pedestrian. There is bi-directional vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication established between each pair of CVs and the IRSU to each CV. All the ITS-Ss are assumed to contain pose uncertainty.

Within each ITS-S, the perceived objects information and ego-centric pose estimate are encoded into CPMs in the form of binary payloads and published at 10 Hz. Each ITS-S also decodes the CPMs received from other ITS-Ss and transforms the perceived objects into its local coordinate system before being fused in its road user tracker. Also, there are two configurations considered for the IRSU for comparison. In Configuration A, the IRSU is using the tracked pedestrian estimates as the perceived objects information in the CPMs just like the case in the CVs, while in Configuration B, the IRSU is publishing the independent pedestrian sensor detections instead.

The ITS-Ss perceive each pedestrian with a standard deviation of 0.2 m in the 2D position measurement. For every CV, the standard deviations for the position and heading estimates in the localisation are set to 0.25 m and 0.5°, respectively. Note that for the IRSU, the localisation noise is assumed small yet non-zero. The standard deviation for the position estimate of the IRSU is set to 0.005 m, which is roughly the minimum value supported in CPMs for representing the uncertainty of position estimates, and its heading estimate standard deviation is set to a close-to-zero value $\epsilon$ for preventing numerical errors in the coordinate transformation. Each pedestrian also employs a simple kinematic model with independent linear velocity noise with a standard deviation of 1.0 m/s in both $x$ and $y$. The simulation is run for 10 s before a snapshot of the estimation results is taken, ensuring the data fusion has reached a steady-state among all ITS-Ss.

Figure 3 and Table I reveal the qualitative and quantitative estimation results, respectively, of Configuration A in the local frame of CV1. It is demonstrated that the proposed data fusion framework manages to correctly and safely fuse the local and V2X object tracks, with unknown cross-correlation, from the mixture of 4 CVs and one IRSU. It also clearly shows how the data fusion reduces the estimate uncertainty by fusing perception data from more ITS-Ss. The top-left pedestrian in Figure 3 has the most accurate position estimate result, as it is observed by all five ITS-Ss, while the bottom-right one is only observed by one CV and has the largest estimate uncertainty of all.

Table II depicts the results of Configuration B, where the IRSU is sharing its local pedestrian detections instead of tracking results. While the conclusion drawn from Configuration A remains the same in Configuration B, it can also be seen from the results that this configuration dramatically reduces the estimate uncertainty level for the pedestrians in the middle column, which are detectable by the IRSU but stay out of the perception range of CV1. The reduction in estimate uncertainty is also observed for every other pedestrian in this configuration as a result of the fusion process, compared with that in Configuration A. However, this finding does not suggest that Configuration B should also be adopted in the CVs as their information sharing mode, because 1) an object track contains extra properties gained through tracking, such as velocity and heading, which can improve the quality of estimates, and 2) it comprises data fusion.
outcome up to the present time and thus sharing them also saves V2V communication bandwidth.

B. CARLA Simulation

The simulation was set up in the Town01 map of CARLA simulator with two moving CAVs and three walking/running pedestrians, as labelled in Figure 4. The CAVs approached an intersection from different directions before making a right turn. A few other cars were parked next to the intersection to create a visual obstruction for each CAV. It is assumed that there was no traffic control setup at this intersection. It is also configured in the simulator that the self-localisation of the CAVs was not perfect, and an unscented Kalman filter (UKF) is employed to fuse the noise-corrupted measurements from GNSS, IMU, and wheel encoder. As a result, the standard deviation in position estimate ranges from 0.11 to 0.15 m, and that for the heading fluctuates between 0.025 and 0.035 rad over time. Besides, both CAVs were equipped with a front-facing camera and a 16-beam lidar for road user detection and tracking, and there were ETSI CPMs exchanged between them at 10 Hz. CAV1 was navigating autonomously on the road using the navigation stack presented in [13], while CAV2 followed a predetermined path. In the simulation, CAV1 was moving up to 18 km/h in autonomous navigation while CAV2 was programmed to move at 10 km/h. The two walkers moved at 2 m/s, while the jogger moved at 2.8 m/s, all towards the intersection. A constant velocity model is employed as their kinematic model in the trackers.

In the simulation, each CAV fused its local sensory information and the perception data transmitted by the other CAV through V2V communication using the proposed data fusion framework. There is an instance of the road user tracker running within each CAV for tracking the states of the pedestrians within its local frame, including their position, heading, and speed, based on the pedestrian detections from the fusion of its onboard lidar and camera, and V2X object tracks it receives from the other CAV.

Figure 5 presents the V2X data fusion results over time in the simulation. The uncertainty of each tracked pedestrian is evaluated quantitatively using \( \text{tr}(\Sigma_{xy\theta}) \), which is the trace of the covariance matrix of the \( x \) and \( y \) positions and heading \( \theta \) components in the state estimate of the pedestrian. Depending on the evolvement of perception situation of the pedestrians, the simulation timeline can be roughly divided into three parts as follows.

- From the start to simulation time 10.37 s, the CAV1 could not detect the two walkers using its local sensors, yet it managed to continuously track them in its local coordinate systems using the perception information received from CAV2. Figure 6 presents the details of local sensory data and the tracking results in CAV1 at time 6.90 s. It is also shown in Figure 5(a) that during this time period, the \( \text{tr}(\Sigma_{xy\theta}) \) of each tracked walker reduces steadily as the walkers and CAVs were moving closer to the intersection.
- From time 10.37 to 20.97 s, the CAV1 started to have direct sensor detections of the walkers when they walked out from the visual occlusion. Figure 7 illustrates the significant drop of the tracking uncertainty for Walker1 and Walker2 at time 10.99 s and 13.59 s, respectively, in CAV1 when the corresponding local sensor detections were available for the pedestrian tracker, as Figure 5(b) also shows.
- From time 17.17 s to the end, the CAV1 lost local detection of the jogger due to the pedestrian moving out of the sensor range, yet it still maintained the tracking of the jogger thanks to the tracking information received from CAV2. Nevertheless, as Figure 5(a) depicts, the tracking uncertainty for the jogger grew slowly in CAV1, due to the absence of local sensor detection for the pedestrian.

It is important to notice in the simulation results that despite sharing of the common tracking information between the two CAVs multiple times, the CI algorithm adopted for

| TABLE I | STANDARD DEVIATIONS IN POSITION ESTIMATE FOR Configuration A |
|---|---|---|
| Standard Deviation in Position \( x/y (m) \) | Column 1 | Column 2 | Column 3 |
| Row 1 | 0.11554/0.11558 | 0.42214/0.44471 | 0.47780/0.50964 |
| Row 2 | 0.11560/0.11564 | 0.42265/0.44575 | 0.52531/0.55300 |
| Row 3 | 0.11568/0.11569 | 0.42861/0.44607 | 0.56028/0.58923 |

| TABLE II | STANDARD DEVIATIONS IN POSITION ESTIMATE FOR Configuration B |
|---|---|---|
| Standard Deviation in Position \( x/y (m) \) | Column 1 | Column 2 | Column 3 |
| Row 1 | 0.10622/0.10654 | 0.16934/0.17598 | 0.46924/0.50121 |
| Row 2 | 0.10624/0.10655 | 0.16949/0.17607 | 0.51678/0.54458 |
| Row 3 | 0.10642/0.10655 | 0.17120/0.17610 | 0.55911/0.58759 |
fusing local and remote object tracks, which are estimates with unknown cross-correlation, within the pedestrian tracker effectively avoids the inconsistent estimation issue.

The simulation also shows how CP can benefit the path planning and decision making in the CAV and thus improve safety. As illustrated in Figure 8, there was a feasible path planned within CAV1 for turning right at the intersection until time 8.64 s, when the two walkers were moving closer to the intersection to a point that the path planner could not find a feasible path to make the turn. In this case, CAV1 decided to give way to the crossing walkers and prepared to make a full stop later in front of the intersection, as depicted in Figure 8(b). Please note that up to this point, CAV1 could not observe the two walking pedestrians directly using its local sensors due to the visual occlusion, yet CAV1 safely responded to the crossing behaviour of the pedestrians solely based on V2X perception information received from CAV2.

C. Lab Experiment

The section presents the real-world experiment results of a CAV using the fused V2X perception information from a CV and an IRSU and considered it in its automated operation in a lab environment. The communication topology of the participant ITS-Ss in the experiment is illustrated in Figure 9. As Figure 9 reveals, the two vehicles were exchanging V2X data fusion results in the form of ETSI CPMs using Cohda Wireless MK5 OBU, and in the meantime, receiving CPMs from the IRSU, which is equipped with Cohda Wireless MK5 RSU. The IRSU was setup in the experiment to populate CPMs with object detection information instead of object tracks, i.e., following Configuration B in Section III-A.

Both vehicle platforms are equipped with a suite of local perception sensors, and the CAV also has the navigation stack in [13] running onboard to implement full autonomy. Nevertheless, the CAV did not use the internal perception capabilities in its automated operation in the experiment so as to highlight the safety benefits of using the CP service, in particular, under the circumstances of persistent visual occlusion or perception sensor malfunction. The experiment site has been surveyed with a Lanelet2 map built. Both vehicles were using real-time kinematic (RTK) positioning to localise themselves.

The experiment at the lab was setup as shown in Figure 10. It can be seen that there was an overlap of perception areas of the CV and the IRSU. As depicted in Figure 11, with the perception information from the CV and IRSU received, the CAV performed data fusion and managed to track the walker crossing the road. Figure 12 provides an example comparing before and after the data fusion, and illustrating the reduction in estimation uncertainty after the fusion. The automated operation of the CAV in the experiment was as expected—it slowed down and gave way to the crossing walker relying on the fused perception information from the IRSU and the CV, it then continued to move after the crossing was detected to be clear.
Fig. 9. V2X communication topology in the lab experiment. The vehicles and the IRSU have V2X communication capability through Cohda Wireless MK5 OBU and RSU, respectively. The CV and CAV were exchanging CPMs through V2V communication, while the IRSU was transmitting CPMs to both vehicles via V2I communication.

Fig. 10. Experiment setup in the lab environment. (a) shows the satellite map of the lab annotated with the road boundaries, lane information, and a designated pedestrian crossing area (in purple). The map also shows the CV and the IRSU near the pedestrian crossing, and the CAV autonomously moving northeast towards the crossing.

Fig. 11. The CAV approaching the pedestrian crossing while it became aware of the crossing pedestrian. This information is provided through the fusion of perception information from the CV and the IRSU.

IV. CONCLUSIONS

The paper presents a novel V2X data fusion framework for CP that can perform a consistent fusion of local perception sensory data and perceived objects information received from other ITS-Ss through V2X communication. The proposed approach is validated through simulations and a real-world experiment. It is highlighted in the results that a CAV could extend its perception range and increase perception quality using the proposed approach at an intersection in the CARLA simulator, and a pedestrian crossing in the real-world experiment. The results also showcase the safety benefits of CP for CAV operations, and demonstrate how a CAV can consider the fused V2X perception information in its path planning and decision making when interacting with VRU. The future work includes testing the developed CP technology in public traffic environments and on-road trials.
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