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Abstract. — Let \( \mathcal{M} \) be a holonomic algebraic \( \mathcal{D} \)-module on the affine line, regular everywhere including at infinity. Malgrange gave a complete description of the Fourier–Laplace transform \( \hat{\mathcal{M}} \), including its Stokes multipliers at infinity, in terms of the quiver of \( \mathcal{M} \). Let \( F \) be the perverse sheaf of holomorphic solutions to \( \mathcal{M} \). By the irregular Riemann–Hilbert correspondence, \( \hat{\mathcal{M}} \) is determined by the enhanced Fourier–Sato transform \( F^\wedge \) of \( F \). Our aim here is to recover Malgrange’s result in a purely topological way, by computing \( F^\wedge \) using Borel–Moore cycles. In this paper, we also consider some irregular \( \mathcal{M} \)’s, like in the case of the Airy equation, where our cycles are related to steepest descent paths.

Résumé. — Soit \( \mathcal{M} \) un \( \mathcal{D} \)-module holonome algébrique sur la droite affine, à singularités régulières y compris à l’infini. Malgrange a donné une description complète de son transformé de Fourier–Laplace \( \hat{\mathcal{M}} \), y compris des multiplicateurs de Stokes à l’infini, en termes du carquois de \( \mathcal{M} \). Soit \( F \) le faisceau pervers des solutions de \( \mathcal{M} \). Par la correspondance de Riemann–Hilbert irrégulière, \( \hat{\mathcal{M}} \) est déterminé par le transformé de Fourier–Sato enrichi \( F^\wedge \) de \( F \). Notre but est de retrouver le résultat de Malgrange de manière purement topologique, en calculant \( F^\wedge \) à l’aide de cycles de Borel–Moore. Nous nous intéressons aussi à d’autres \( \mathcal{D} \)-modules holonomes irréguliers \( \mathcal{M} \), tels que celui provenant de l’équation d’Airy, où les cycles que nous considérerons sont reliés aux chemins de plus grande pente.

Introduction

Let \( \mathcal{M} \) be a holonomic algebraic \( \mathcal{D} \)-module on the affine line \( \mathbb{V} \). The Fourier–Laplace transform \( \hat{\mathcal{M}} \) of \( \mathcal{M} \) is a holonomic \( \mathcal{D} \)-module on the dual
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affine line $\mathbb{V}^*$. The Riemann–Hilbert correspondence of \cite{D'agno1} (see \cite{Malgrange8, Kashiwara1, Malgrange2} for expositions) associates to $\mathcal{M}$ the enhanced ind-sheaf $F$ of its enhanced holomorphic solutions. By functoriality, the Riemann–Hilbert correspondence interchanges the Fourier–Laplace transform for holonomic $\mathcal{D}$-modules with the Fourier–Sato transform for enhanced ind-sheaves. (This was observed in \cite{Malgrange3}, where the non-holonomic case is also discussed.) As a direct consequence, if $F$ is defined over a subfield of $\mathbb{C}$, then so is the enhanced ind-sheaf $K$ associated with the Fourier–Laplace transform of $\mathcal{M}$.

In \cite{Malgrange4}, Malgrange gave a complete description of $\mathcal{M}$ if $\mathcal{M}$ has only regular singularities, including at infinity. It turns out that $\mathcal{M}$ has 0 and $\infty$ as its only possible singularities, and is regular at 0. The exponential components of $\mathcal{M}$ at $\infty$ are of linear type, with coefficients given by the singularities of $\mathcal{M}$. Moreover, the Stokes multipliers of $\mathcal{M}$ at $\infty$ are described in terms of the quiver of $\mathcal{M}$. In such a case, the regular Riemann–Hilbert correspondence of \cite{Malgrange5, Malgrange6} associates to $\mathcal{M}$ the perverse sheaf $F$ of its holomorphic solutions. As $\mathcal{M}$ can be reconstructed from $K$, our aim here is to recover Malgrange’s result in a purely topological way, by giving a complete description of the enhanced Fourier–Sato transform of $F$.

Before going into more detail, let us recall the classical local classification of a meromorphic connection at a singular point. The main idea is to examine the growth-properties of its solutions. There are various ways to implement this idea. One of them leads to the notion of a Stokes structure, a filtered local systems on a circle around the singular point (due to Deligne–Malgrange, see \cite{Deligne5, Malgrange4, Malgrange7}). Another possibility is to compute formal power series solutions and then use some machinery (multi-summation methods) to lift these to asymptotic solutions on sectors centered at the point (see \cite{Malgrange8, Malgrange9}). In the present case, since the exponents of the exponential factors are linear, it is known that one can work with two sectors of width slightly bigger than $\pi$. In the Deligne–Malgrange presentation, this means that the Stokes filtration can be trivialized on these sectors. Hence, the information can be completely encoded by two matrices, governing the transition of the asymptotic fundamental solutions or the glueing of the trivialized filtered local systems. Classically, such a pair of matrices $S_+, S_-$ is called the sequence of Stokes multipliers of the system. It is certainly the most explicit way to encode the desired data. Of course, one has to be careful keeping track of all choices involved.

In the context of the irregular Riemann–Hilbert correspondence of D’Agnolo–Kashiwara, \cite{D'agno1}, the Stokes multipliers can be obtained from the
associated enhanced solutions in the way described in [4, §9.8]. In particular, Lemma 9.8.1 in loc. cit. clarifies the ambiguities due to various choices. The relation to the Deligne–Malgrange approach mentioned above is discussed in [15, §8].

Let us describe our results (which were announced in [11]) with a few more details. Let $\Sigma \subset V$ be a finite subset. Denote by $\text{Perv}_\Sigma (\mathbb{C}V)$ the abelian category of perverse sheaves of $\mathbb{C}$-vector spaces on $V$ with possible singularities in $\Sigma$. After suitably choosing a total order on $\Sigma$, we can encode an object $F \in \text{Perv}_\Sigma (\mathbb{C}V)$ in its quiver $(\Psi_c, \Phi_c, u_c, v_c)_{c \in \Sigma}$, where $\Psi$ and $\Phi_c$ are finite dimensional vector spaces, and $u_c : \Psi \to \Phi_c$ and $v_c : \Phi_c \to \Psi$ are linear maps such that $1 - u_c v_c$ is invertible for any $c$ (or, equivalently, such that $1 - v_c u_c$ is invertible for any $c$).

The main result of this paper is Theorem 5.4 which is the topological counterpart of Malgrange’s result. It describes explicitly the Stokes multipliers of the enhanced Fourier–Sato transform $K$ of $F$ in terms of the quiver of $F$. We want to stress that the computation reduces to computation with ordinary perverse sheaves, since our starting $F$ is so. In particular, we can reduce the computation to perverse sheaves which are isomorphic to their maximal extension (Beilinson’s extension) at the singularities $\Sigma$.

Recall that the classical Fourier–Sato transform sends $\text{Perv}_\Sigma (\mathbb{C}V)$ to $\text{Perv}_{\{0\}} (\mathbb{C}V^*)$ (see [21]). In Section 6 we also give an explicit description of the quiver of the Fourier–Sato transform of $F$ in terms of that of $F$. For that purpose, we introduce the smash functor, whose properties are explained in Appendix B. Together with the computation of the Stokes multipliers, this completes the description of $K$.

As another example of the method, we give in Section 7 a similar treatment for the Airy equation and for some elementary irregular meromorphic connections.

Sections 1–3 recall the formalism of enhanced ind-sheaves together with the Riemann–Hilbert correspondence of [4], and the Fourier transforms in this context. Section 4 makes precise the correspondence which associates a quiver to a perverse sheaf on the affine line.

To conclude this introduction, let us mention some other works where the Stokes multipliers of $\widehat{M}$ are computed, for $M$ a holonomic algebraic $\mathcal{D}$-module on the affine line. In the book [21], that we already mentioned, Malgrange discusses in fact the more general case where $M$ is regular at finite distance, but is allowed an irregularity at infinity of linear type. This condition is stable by Fourier–Laplace transform. In [23], Mochizuki treats the case of a general holonomic algebraic $\mathcal{D}$-module $\mathcal{M}$, providing a way
to compute the Stokes multipliers of $\tilde{M}$ in terms of steepest descent paths. An explicit description of the Stokes multipliers for some special classes of irregular holonomic $D$-modules is discussed in [30] and [12].

In the context of Dubrovin’s Conjectures in mirror symmetry, a lot of effort has been put into explicit computations of Stokes multipliers of the associated $D$-module on the quantum cohomology of varieties in situations where one has some mirror symmetry statement (e.g. [2, 10, 33]). The mirror of the latter usually is given by the Fourier–Laplace transform of the regular singular Gauss–Manin system of some associated Landau–Ginzburg model. This situation therefore fits well into the framework examined in the present work.

1. Enhanced ind-sheaves

Let us briefly recall from [4] the triangulated category of enhanced ind-sheaves (see [5] for its natural $t$-structures). This is similar to a construction in [32] (see [9] for an exposition), in the framework of ind-sheaves from [17]. As we are interested in applications to holonomic $D$-modules, we restrict here to an analytic framework.

Let $M$ be a real analytic manifold and let $k$ be a field (when considering the enhanced ind-sheaf attached to a $D$-module, we set $k = \mathbb{C}$).

1.1. Sheaves

(Refer e.g. to [16].) Denote by $D^b(k_M)$ the bounded derived category of sheaves of $k$-vector spaces on $M$. For $S \subset M$ a locally closed subset, denote by $k_S$ the zero extension to $M$ of the constant sheaf on $S$ with stalk $k$.

For $f : M \to N$ a morphism of real analytic manifolds, denote by $\otimes$, $f^{-1}$, $Rf_!$ and $R\text{Hom}$, $Rf_*$, $f^!$ the six Grothendieck operations for sheaves.

1.2. Convolution

Consider the maps

$$\mu, q_1, q_2 : M \times \mathbb{R} \times \mathbb{R} \to M \times \mathbb{R}$$
given by \( q_1(x, t_1, t_2) = (x, t_1), \ q_2(x, t_1, t_2) = (x, t_2), \) and \( \mu(x, t_1, t_2) = (x, t_1 + t_2). \) For \( F_1, F_2 \in D^b(k_{M \times R}) \), the functors of convolution in the variable \( t \in \mathbb{R} \) are defined by

\[
F_1 \ast \otimes F_2 = R\mu_! (q_1^{-1} F_1 \otimes q_2^{-1} F_2),
\]

\[
R\text{Hom}^* (F_1, F_2) = Rq_1_! R\text{Hom} (q_2^{-1} F_1, \mu_1 F_2).
\]

The convolution product \( \ast \otimes \) makes \( D^b(k_{M \times R}) \) into a commutative tensor category, with \( k_{M \times \{0\}} \) as unit object. We will often write \( k_{\{t=0\}} \) instead of \( k_{M \times \{0\}} \), and similarly for \( k_{\{t \geq 0\}}, k_{\{t \leq 0\}}, \) etc.

### 1.3. Enhanced sheaves

(Refer to [4, 9, 32].) Consider the projection

\[
M \times \mathbb{R} \xrightarrow{\pi} M.
\]

The triangulated category \( E^b(k_M) \) of enhanced sheaves is the quotient of \( D^b(k_{M \times R}) \) by the stable subcategory \( \pi^{-1} D^b(k_M) \). It splits as \( E^b(k_M) \simeq E^b_+ (k_M) \oplus E^b_- (k_M) \), where \( E^b_+ (k_M) \) is the quotient of \( D^b(k_{M \times R}) \) by the stable subcategory of objects \( F \) satisfying \( k_{\{t \geq 0\}} \ast \otimes F \simeq 0 \).

The quotient functor

\[
Q: D^b(k_{M \times R}) \to E^b(k_M)
\]

has a left and a right adjoint which are fully faithful. Let us denote by \( \tilde{E}^b_+ (k_M) \subset D^b(k_{M \times R}) \) the essential image of \( E^b_+ (k_M) \) by the left adjoint, that is, the full subcategory whose objects \( F \) satisfy \( k_{\{t \geq 0\}} \ast \otimes F \simeq F \). Thus, one has an equivalence

\[
Q: \tilde{E}^b_+ (k_M) \xrightarrow{\sim} E^b_+ (k_M).
\]

The functor

\[
(1.1) \quad \varepsilon: D^b(k_M) \to \tilde{E}^b_+ (k_M), \quad F' \mapsto k_{\{t \geq 0\}} \otimes \pi^{-1} F'.
\]

is fully faithful. For \( f: M \to N \) a morphism of real analytic manifolds, it interchanges the operations \( \otimes, f^{-1} \) and \( Rf_! \) with \( \ast, \tilde{f}^{-1} \) and \( R\tilde{f}_! \), respectively. Here, we set

\[
\tilde{f} = f \times \text{id}_R: M \times \mathbb{R} \to N \times \mathbb{R}.
\]
1.4. Ind-sheaves

(Refer to [17].) An ind-sheaf is an ind-object in the category of sheaves with compact support. There is a natural embedding of sheaves into ind-sheaves, and it has an exact left adjoint \( \alpha \) given by \( \alpha(\lim \to F_i) = \lim \to F_i \). The functor \( \alpha \) has an exact fully faithful left adjoint, denoted \( \beta \).

Denote by \( D^b(Ik_M) \) the bounded derived category of ind-sheaves. Denote by \( \otimes, R\tilde{I}hom, f^{-1}, Rf_*, Rf!!, f^! \) the six Grothendieck operations for ind-sheaves.

1.5. Enhanced ind-sheaves

(Refer to [4].) Consider the morphisms

\[
M \xrightarrow{i_{\infty}} M \times P \xrightarrow{\pi} M, \quad M \times \mathbb{R} \xrightarrow{j} M \times P,
\]

where \( P = \mathbb{R} \cup \{\infty\} \) is the real projective line, \( i_{\infty}(x) = (x, \infty) \), \( \pi \) is the projection, and \( j \) is the embedding.

The triangulated category \( E^b(Ik_M) \) of enhanced ind-sheaves is defined by two successive quotients of \( D^b(Ik_M \times P) \): first by the subcategory of objects of the form \( Ri_{\infty}*F \), and then by the subcategory of objects of the form \( \pi^{-1}F \). As for enhanced sheaves, the quotient functor has a left and a right adjoint which are fully faithful. It follows that there are two realizations of \( E^b(Ik_M) \) as a full subcategory of \( D^b(Ik_M \times P) \).

Enhanced ind-sheaves are endowed with an analogue of the convolution functors, denoted \( \otimes \) and \( I\tilde{hom}^+ \). For \( f : M \to N \) a morphism of real analytic manifold, one also has external operations \( Ef^{-1}, Ef_*, Ef!!, Ef^! \). Here, \( Ef^{-1} \) is the functor induced by \( \tilde{f}^{-1} \) at the level of ind-sheaves, and similarly for the other operations.

There is a natural embedding \( E^b(k_M) \subset E^b(Ik_M) \) induced by \( Rj! \) or, equivalently, by \( Rj_* \). Set \( k^E_M = \lim_{a \to +\infty} Qk_{t \geq a} \in E^b(Ik_M) \).

There is a natural fully faithful functor

\[
e : D^b(Ik_M) \to E^b(Ik_M), \quad F \mapsto k^E_M \otimes \pi^{-1}F.
\]

We will need the following two lemmas on compatibility between operations for enhanced ind-sheaves and for usual sheaves with an additional variable.

By [4, Remark 3.3.21, Proposition 4.7.14], one has
Lemma 1.1. — Let $F, F_1, F_2 \in D^b(k_{M \times R})$ and $G \in D^b(k_{N \times R})$. One has

\[
(k^E_M \otimes QF_1) \otimes (k^E_M \otimes QF_2) \simeq k^E_M \otimes (QF_1 \otimes QF_2)
\]

\[
\simeq k^E_M \otimes Q(F_1 \hat{\otimes} F_2),
\]

\[
Ef^{-1}Q(k^E_N \otimes G) \simeq k^E_M \otimes Q\tilde{f}^{-1}G.
\]

If moreover $f$ is proper, then

\[
Ef_!Q(k^E_M \otimes F) \simeq k^E_N \otimes Q\tilde{f}_! F.
\]

The category $E^b(Ik_M)$ has a natural hom functor $R\text{Hom}^E$ with values in $D^b(k_M)$. By [4, Proposition 4.3.10] and [19, Corollary 6.6.6], one has

Lemma 1.2. — For $F \in D^b(k_{M \times R})$ one has

\[
R\text{Hom}^E(k_{\{t \geq 0\}}, k^E_M \otimes QF) \simeq R\pi_*(k_{\{t \geq 0\}} \hat{\otimes} F).
\]

1.6. $\mathbb{R}$-constructibility

(Refer to [4].) Denote by $D^b_{R-c}(k_M)$ the full subcategory of objects with $\mathbb{R}$-constructible cohomologies. Using notations (1.2), denote $D^b_{R-c}(k_{M \times \mathbb{R}})$ the full subcategory of $D^b_{R-c}(k_{M \times \mathbb{R}})$ whose objects $F$ are such that $Rj_! F$ (or, equivalently, $Rj_* F$) is $\mathbb{R}$-constructible in $M \times \mathbb{P}$. Since $Rj_!$ is fully faithful, we will also consider $D^b_{R-c}(k_{M \times \mathbb{R}})$ as a full subcategory of $D^b_{R-c}(k_{M \times \mathbb{P}})$.

The triangulated category $\tilde{E}^b_{R-c}(k_M)$ of $\mathbb{R}$-constructible enhanced sheaves is the full subcategory of $D^b_{R-c}(k_{M \times \mathbb{R}})$ whose objects $F$ satisfy $F \simeq k_{\{t \geq 0\}} \hat{\otimes} F$. It is a full subcategory of $\tilde{E}^b_{R-c}(k_M)$. Denote by $E^b_{R-c}(k_M)$ the full subcategory of $\tilde{E}^b_{R-c}(k_M)$ whose objects are isomorphic to $QF$, for some $F \in E^b_{R-c}(k_M)$.

The category $E^b_{R-c}(Ik_M)$ of $\mathbb{R}$-constructible enhanced ind-sheaves is defined as the full subcategory of $E^b(Ik_M)$ whose objects $K$ satisfy the following property: for any relatively compact open subset $U \subset M$ there exists $F \in E^b_{R-c}(k_M)$ such that

\[
\pi^{-1}k_U \otimes K \simeq k^E_M \hat{\otimes} QF.
\]

The object $k^E_M$ plays the role of the constant sheaf in $E^b_{R-c}(Ik_M)$. 
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2. Riemann–Hilbert correspondence

We recall here the Riemann–Hilbert correspondence for (not necessarily regular) holonomic $\mathcal{D}$-modules established in [4] (see [5] for its $t$-exactness). This is based on the theory of ind-sheaves from [17], and influenced by the works [32] and [3]. One of the key ingredients of its proof is the description of the structure of flat meromorphic connections by [24] and [20].

Let $X$ be a complex manifold. We set for short $d_X = \dim X$.

2.1. $\mathcal{D}$-modules

(Refer e.g. to [14].) Denote by $\mathcal{O}_X$ and $\mathcal{D}_X$ the rings of holomorphic functions and of differential operators, respectively.

Denote by $\mathcal{D}^b(\mathcal{D}_X)$ the bounded derived category of left $\mathcal{D}_X$-modules. For $f: X \to Y$ a morphism of complex manifolds, denote by $\otimes^D, \mathcal{D} f^*, \mathcal{D} f_*$ the operations for $\mathcal{D}$-modules.

Consider the solution functor

$$\text{Sol}_X : \mathcal{D}^b(\mathcal{D}_X)^{\text{op}} \to \mathcal{D}^b(\mathcal{C}_X), \quad \mathcal{M} \mapsto \mathcal{R}\mathcal{H}om_{\mathcal{D}_X}(\mathcal{M}, \mathcal{O}_X).$$

Denote by $\mathcal{D}^b_{\text{hol}}(\mathcal{D}_X)$ and $\mathcal{D}^b_{\text{reg-hol}}(\mathcal{D}_X)$ the full subcategory of $\mathcal{D}^b(\mathcal{D}_X)$ of objects with holonomic and regular holonomic cohomologies, respectively, and by $\mathcal{D}^b_{\text{g-hol}}(\mathcal{D}_X)$ the full subcategory of objects with good and holonomic cohomologies.

Let $D \subset X$ be a complex analytic hypersurface and denote by $\mathcal{O}_X(*D)$ the sheaf of meromorphic functions with poles along $D$. Set $U = X \setminus D$.

For $\varphi \in \mathcal{O}_X(*D)$, set

$$\mathcal{D}_X e^\varphi = \mathcal{D}_X / \{ P ; Pe^\varphi = 0 \text{ on } U \},$$

$$\mathcal{E}^\varphi_U \mid_X = \mathcal{D}_X e^\varphi \otimes^D \mathcal{O}_X(*D).$$

2.2. Tempered solutions

(Refer to [17].) By the functor $\beta$, there is a natural notion of $\beta \mathcal{D}_X$-module in the category of ind-sheaves, cp. [17, 5.6]. We denote by $\mathcal{D}^b(1\mathcal{D}_X)$ the corresponding derived category.
Denote by $\mathcal{O}_X^t \in \mathcal{D}^b(\mathcal{I} \mathcal{D}_X)$ the complex of tempered holomorphic functions. It is related to the functor $\mathcal{T}hom$ of [13] by the relation 

$$\alpha \mathcal{R} \mathcal{T}hom(F, \mathcal{O}_X^t) \simeq \mathcal{T}hom(F, \mathcal{O}_X)$$

for any $F \in \mathcal{D}^b_{R,c}(\mathcal{C}_X)$.

Consider the tempered solution functor

$$\mathcal{S}ol^t_X: \mathcal{D}^b(\mathcal{D}_X)^{op} \to \mathcal{D}^b(\mathcal{I} \mathcal{C}_X), \quad \mathcal{M} \mapsto \mathcal{R} \mathcal{H}om_{\mathcal{D}_X}(\mathcal{M}, \mathcal{O}_X^t).$$

### 2.3. Enhanced solutions

(Refer to [4].) There is a natural notion of $\mathcal{D}_X$-module in the category of enhanced ind-sheaves, and we denote by $\mathcal{E}^b(\mathcal{I} \mathcal{D}_X)$ the corresponding triangulated category.

Let $\mathbb{P} = \mathbb{C} \cup \{\infty\}$ be the complex projective line, and let

$$i: X \times \mathbb{P} \to X \times \mathbb{P}$$

be the closed embedding. Denote by $\tau \in \mathbb{P}$ the affine coordinate, so that $\tau \in \mathcal{O}_\mathbb{P}(\ast \infty)$. Consider the exponential $\mathcal{D}_\mathbb{P}$-module $\mathcal{E}^\tau_{\mathbb{C}|\mathbb{P}}$.

The enhanced solution functor is given by

$$\mathcal{S}ol^E_X: \mathcal{D}^b(\mathcal{D}_X)^{op} \to \mathcal{E}^b(\mathcal{I} \mathcal{C}_X), \quad \mathcal{M} \mapsto \mathcal{Q}_{i !} \mathcal{S}ol^t_X \times \mathbb{P}(\mathcal{M} \boxtimes \mathcal{D} \mathcal{E}^\tau_{\mathbb{C}|\mathbb{P}})^{[2]},$$

where $\boxtimes \mathcal{D}$ denotes the exterior tensor product for $\mathcal{D}$-modules.

The functorial properties of $\mathcal{S}ol^E$ are summarized in the next theorem. The statements on direct and inverse images are easy consequences of the corresponding results for tempered solutions obtained in [17]. The statement on the tensor product is specific to enhanced solutions and is due to [4, Corollary 9.4.10].

**Theorem 2.1.** — *Let $f: X \to Y$ be a complex analytic map. Let $\mathcal{M} \in \mathcal{D}^b_{g,hol}(\mathcal{D}_X), \mathcal{M}_1, \mathcal{M}_2 \in \mathcal{D}^b_{hol}(\mathcal{D}_X)$ and $\mathcal{N} \in \mathcal{D}^b_{hol}(\mathcal{D}_Y)$. Assume that $\text{supp} \mathcal{M}$ is proper over $Y$. Then one has*

$$\mathcal{S}ol^E_X(Df^* \mathcal{N}) \simeq \mathcal{E}f^{-1} \mathcal{S}ol^E_X(\mathcal{N}),$$

$$\mathcal{S}ol^E_X(Df_* \mathcal{M})[d_Y] \simeq \mathcal{E}f_! \mathcal{S}ol^E_X(\mathcal{M})[d_X],$$

$$\mathcal{S}ol^E_X(\mathcal{M}_1) \otimes \mathcal{S}ol^E_X(\mathcal{M}_2) \simeq \mathcal{S}ol^E_X(\mathcal{M}_1 \otimes ^D \mathcal{M}_2).$$
Notation 2.2. — Let $D \subset X$ be a closed hypersurface and set $U = X \setminus D$. For $\varphi \in \mathcal{O}_X(*D)$, we set

$$E^\varphi := \mathbf{k}\{t + \text{Re}\varphi(x) \geq 0\} \in \tilde{E}_b^{\mathbb{R}-c}(k_M),$$

$$E^\varphi := \mathbf{k}^E_M \otimes QE^\varphi \in E_b^{\mathbb{R}-c}(Ik_M),$$

where we set for short

$$\{t + \text{Re}\varphi(x) \geq 0\} = \{(x, t) \in X \times \mathbb{R}; x \in U, t + \text{Re}\varphi(x) \geq 0\}.$$ We will also need the following computation from [4, Corollary 9.4.12].

**Theorem 2.3.** — With the above notations, for $k = \mathbb{C}$, one has

$$\text{Sol}^E_X(\mathcal{E}^\varphi_U|_X) \simeq E^\varphi.$$

**2.4. Riemann–Hilbert correspondence**

Let us state the Riemann–Hilbert correspondence for holonomic $D$-modules established in [4, Theorem 9.5.3].

**Theorem 2.4.** — The enhanced solution functor induces a fully faithful functor

$$\text{Sol}^E_X : \mathcal{D}_\text{hol}(D_X)^{\text{op}} \to E_b^{\mathbb{R}-c}(I\mathbb{C}_X).$$

Moreover, there is a functorial way of reconstructing $\mathcal{M} \in \mathcal{D}_\text{hol}(D_X)$ from $\text{Sol}^E_X(\mathcal{M})$.

This implies in particular that the Stokes structure of a flat meromorphic connection $\mathcal{M}$ is encoded topologically in $\text{Sol}^E(\mathcal{M})$. For this, we refer to [4, §9.8] (see also [15, §8]).

**2.5. A lemma**

We will later use the following remark. Let $D \subset X$ be a closed hypersurface, set $U = X \setminus D$, and denote by $j : U \to X$ the embedding.

**Lemma 2.5.** — With the above notations, let $\mathcal{M} \in \mathcal{D}_\text{hol}(D_X)$ be such that $\mathcal{M} \simeq \mathcal{M}(*D)$. Assume that $X$ is compact. Then there exists $F \in \tilde{E}_b^{\mathbb{R}-c}(C_U)$ such that $Rj_!F \in \tilde{E}_b^{\mathbb{R}-c}(C_X)$ and

$$\text{Sol}^E_X(\mathcal{M}) \simeq \mathcal{C}^E_X \otimes QRj_!F.$$
Proof. — Set $K = \text{Sol}^E_X(M)$. Since $M$ is holonomic, $K$ is $\mathbb{R}$-constructible. Since $X$ is compact, there exists $F' \in \hat{E}^b_{\text{R-c}}(\mathbb{C}X)$ with $K \simeq \mathbb{C}^E_X \otimes QF'$. Since $M \simeq M(*D)$, one has $K \simeq \pi^{-1}C_U \otimes K \simeq \mathbb{C}^E_X \otimes Q(\pi^{-1}C_U \otimes F')$. Hence $F = \tilde{j}^{-1}F'$ satisfies the assumptions in the statement. \hfill \square

3. Fourier transform

By functoriality, the enhanced solution functor interchanges integral transforms at the level of holonomic $\mathcal{D}$-modules with integral transforms at the level of enhanced ind-sheaves. (This was observed in [18], where the non-holonomic case is also discussed.) We recall here some consequences of this fact, dealing in particular with the Fourier transform.

3.1. Integral transforms

Consider a diagram of complex manifolds

\[
\begin{array}{ccc}
S & \xleftarrow{p} & X \\
& \searrow & \swarrow \\
& q & Y
\end{array}
\]

At the level of $\mathcal{D}$-modules, the integral transform with kernel $\mathcal{L} \in D^b(\mathcal{D}S)$ is the functor

\[
\ast \circ \mathcal{L} : D^b(\mathcal{D}X) \to D^b(\mathcal{D}Y), \quad \mathcal{M} \circ \mathcal{D} \mathcal{L} = Dq_*(\mathcal{L} \otimes \mathcal{D}p^*\mathcal{M}).
\]

At the level of enhanced ind-sheaves, the integral transform with kernel $H \in E^b(\mathcal{I}k_S)$ is the functor

\[
\ast \circ H : E^b(\mathcal{I}k_X) \to E^b(\mathcal{I}k_Y), \quad K \circ H = Eq_!(H \otimes \mathcal{E}p^{-1}K).
\]

Combining the isomorphisms in Theorem 2.1, one has

**Corollary 3.1.** — Let $\mathcal{M} \in D^b_{\text{g-hol}}(\mathcal{D}X)$ and $\mathcal{L} \in D^b_{\text{g-hol}}(\mathcal{D}S)$. Assume that $p^{-1}\text{supp}(\mathcal{M}) \cap \text{supp}(\mathcal{L})$ is proper over $Y$. Set $K = \text{Sol}^E_X(\mathcal{M})$ and $H = \text{Sol}^E_S(\mathcal{L})$. Then there is a natural isomorphism in $E^b_{\text{R-c}}(\mathcal{I}k_Y)$

\[
\text{Sol}^E_Y(\mathcal{M} \circ \mathcal{D} \mathcal{L}) \simeq K \circ H[d_S - d_Y].
\]

**Remark 3.2.** — There is a similar statement with the solution functor replaced by the de Rham functor. This has been extended in [18] to the case where $\mathcal{M}$ is good, but not necessarily holonomic.
3.2. Globally \(\mathbb{R}\)-constructible enhanced ind-sheaves

Consider the diagram of real analytic manifolds induced by (3.1)
\[
\begin{array}{ccc}
S \times \mathbb{R} & \xrightarrow{\tilde{p}} & X \times \mathbb{R} \\
\searrow & & \searrow \\
& \tilde{q} & Y \times \mathbb{R},
\end{array}
\]
where \(\tilde{p} = p \times \text{id}_\mathbb{R}\) and \(\tilde{q} = q \times \text{id}_\mathbb{R}\).

The natural integral transform for \(\mathbb{R}\)-constructible enhanced sheaves with kernel \(L \in \tilde{\mathcal{E}}^b_\mathbb{R}_c(k_S)\) is the functor
\[
\ast \circ L : \tilde{\mathcal{E}}^b_\mathbb{R}_c(k_X) \to \tilde{\mathcal{E}}^b_\mathbb{R}_c(k_Y), \quad F \circ L = \mathcal{R}_{\tilde{q}}!(L \otimes \tilde{p}^{-1}F).
\]

Combining Lemma 1.1 and Corollary 3.1 we get Proposition 3.3. — Let \(M \in \mathcal{D}^b_\text{hol}(\mathcal{D}X), L \in \mathcal{D}^b_\text{hol}(\mathcal{D}S),\) and assume that \(p^{-1}\text{supp}(M) \cap \text{supp}(L)\) is proper over \(Y\). Let \(F \in \tilde{\mathcal{E}}^b_\mathbb{R}_c(C_X), L \in \tilde{\mathcal{E}}^b_\mathbb{R}_c(C_S),\) and assume that there are isomorphisms
\[
(3.2) \quad \text{Sol}^\mathcal{E}_X(M) \simeq \mathcal{C}^\mathcal{E}_X \oplus QF, \quad \text{Sol}^\mathcal{E}_S(L) \simeq \mathcal{C}^\mathcal{E}_S \oplus QL.
\]
Then there is a natural isomorphism in \(\mathcal{E}^b_\mathbb{R}_c(\mathcal{I}k_Y)\)
\[
\text{Sol}^\mathcal{E}_Y(\mathcal{M} \circ \mathcal{L}) \simeq \mathcal{C}^\mathcal{E}_Y \oplus Q(\ast \circ \mathcal{L})[d_S - d_Y].
\]

Note that if \(X\) and \(S\) are compact, then for any \(M \in \mathcal{D}^b_\text{hol}(\mathcal{D}X)\) and \(L \in \mathcal{D}^b_\text{hol}(\mathcal{D}S)\) there exist \(F \in \tilde{\mathcal{E}}^b_\mathbb{R}_c(C_X)\) and \(L \in \tilde{\mathcal{E}}^b_\mathbb{R}_c(C_S)\) satisfying (3.2).

3.3. Fourier–Laplace transform

Let \(\mathcal{V}\) be a finite dimensional complex vector space, denote by \(\mathbb{P}\) its projective compactification, and set \(\mathbb{H} = \mathbb{P} \setminus \mathbb{V}\).

Definition 3.4. — Let \(\mathcal{D}^b_\text{hol}(\mathcal{D}_\mathbb{V})\) be the full triangulated subcategory of \(\mathcal{D}^b_\text{hol}(\mathcal{D}_\mathbb{P})\) whose objects \(\mathcal{M}\) satisfy \(\mathcal{M} \simeq \mathcal{M}(\ast \mathbb{H})\).

Let \(\mathbb{V}^*\) be the dual vector space of \(\mathbb{V}\), denote by \(\mathbb{P}^*\) its projective compactifications, and set \(\mathbb{H}^* = \mathbb{P}^* \setminus \mathbb{V}^*\). The pairing
\[
\mathbb{V} \times \mathbb{V}^* \to \mathbb{C}, \quad (z, w) \mapsto \langle z, w \rangle
\]
defines a meromorphic function on \(\mathbb{P} \times \mathbb{P}^*\) with poles along
\[
(\mathbb{P} \times \mathbb{H}^*) \cup (\mathbb{H} \times \mathbb{P}^*) = (\mathbb{P} \times \mathbb{P}^*) \setminus (\mathbb{V} \times \mathbb{V}^*).\]
Consider the projections
\[ P \times P^* \]
\[ \begin{array}{c}
\downarrow \\
\mathbb{P} \\
\uparrow \\
\mathbb{P}^* \\
\end{array} \]

**Definition 3.5.** — Set
\[ \mathcal{L} = \mathcal{E}_{\mathbb{V} \times \mathbb{V}^*|\mathbb{P} \times \mathbb{P}^*}, \quad \mathcal{L}^a = \mathcal{E}_{\mathbb{V}^* \times \mathbb{V}|\mathbb{P}^* \times \mathbb{P}}. \]

(Beware that the signs in \( \pm \langle w, z \rangle \) are sometimes reversed in the literature.)

The Fourier–Laplace transform of \( M \in D^b_{\text{hol}}(\mathcal{D}_{V\infty}) \) is given by
\[ M^\wedge = M \mathcal{D} \mathcal{L} \in D^b_{\text{hol}}(\mathcal{D}_{V^\infty}). \]

The inverse Fourier–Laplace transform of \( N \in D^b_{\text{hol}}(\mathcal{D}_{V^\infty}) \) is given by
\[ N^\vee = N \mathcal{L}^a \mathcal{D} \in D^b_{\text{hol}}(\mathcal{D}_{V\infty}). \]

**Theorem 3.6.** — The Fourier–Laplace transform gives an equivalence of categories
\[ \wedge: D^b_{\text{hol}}(\mathcal{D}_{V\infty}) \xrightarrow{\sim} D^b_{\text{hol}}(\mathcal{D}_{V^\infty}). \]

A quasi-inverse is given by \( N \mapsto N^\vee \).

This result is classical, see [21, App.2]. The idea of the proof is as follows. Denoting by \( D_V \) the Weyl algebra, there is an equivalence of categories \( D^b_{\text{hol}}(D_V) \simeq D^b_{\text{hol}}(\mathcal{D}_{V\infty}) \). Under this equivalence, the Fourier–Laplace transform is induced by the algebra isomorphism \( D_V \simeq D_{V^*} \) given by \( z_i \mapsto -\partial w_i \), \( \partial z_i \mapsto w_i \).

Using the Riemann–Hilbert correspondence and a result of [32], we give an alternative topological proof of Theorem 3.6 in Remark 3.12 below.

### 3.4. Enhanced Fourier–Sato transform

Recall that \( j: \mathbb{V} \to \mathbb{P} \) denotes the embedding

**Definition 3.7.** — Let \( \tilde{\mathcal{E}}_\mathcal{D}^b_{\mathbb{R}^c}(k_{V\infty}) \) be the full triangulated subcategory of \( \tilde{\mathcal{E}}_\mathcal{D}^b_{\mathbb{R}^-c}(k_V) \) whose objects \( F \) satisfy \( R_{\tilde{j}!} F \in \tilde{\mathcal{E}}_\mathcal{D}^b_{\mathbb{R}^-c}(k_{\mathbb{P}}) \).

Consider the projections
\[ \begin{array}{ccc}
\mathbb{V} \times \mathbb{V}^* \times \mathbb{R} & \xrightarrow{\tilde{p}} & \mathbb{V} \times \mathbb{R} \\
\downarrow \tilde{q} & & \downarrow \tilde{p} \\
\mathbb{V} \times \mathbb{R} & \xrightarrow{q} & \mathbb{V} \times \mathbb{R} \\
\end{array} \]
Definition 3.8. — Using Notation 2.2, set
\[ L = E^{(z,w)}, \quad L^a = E^{-\langle w,z \rangle}. \]
The enhanced Fourier–Sato transform of \( F \in \bar{E}^b_{R-c}(k_{V_\infty}) \) is given by
\[ F^\wedge = F \circ L \in \bar{E}^b_{R-c}(k_{V_\infty}). \]
The enhanced inverse Fourier–Sato transform of \( G \in \bar{E}^b_{R-c}(k_{V_\infty}) \) is given by
\[ G^\vee = G \circ L^a \in \bar{E}^b_{R-c}(k_{V_\infty}). \]

The transform \( F \mapsto F^\wedge \) has been investigated by Tamarkin [32] (in the more general case of vector spaces over \( \mathbb{R} \)). He proved in particular the following result.

Proposition 3.9 ([32, Theorem 3.5], see also [18, §5.1]). — The enhanced Fourier–Sato transform gives an equivalence of categories
\[ \wedge : \bar{E}^b_{R-c}(k_{V_\infty}) \xrightarrow{\sim} \bar{E}^b_{R-c}(k_{V_\infty^*}). \]
A quasi-inverse is given by \( G \mapsto G^\vee[2 \dim V] \).

The following result will be used when dealing with enhanced solutions of regular holonomic \( D \)-modules. It was noticed in [3, Proposition A.3]. We let \( \varepsilon \) as in (1.1).

Lemma 3.10. — For \( F' \in D^b_{R-c}(k_{V_\infty}) \) in the notation analogous to Definition 3.7, one has
\[ \varepsilon(F')^\wedge \simeq \mathbb{R} \tilde{q}_! (L \otimes p^{-1}F'). \]

As explained in [4, §3] there is a natural notion of “bordered space”, of which \( V_\infty = (V, p) \) is an example. The notion of enhanced ind-sheaves naturally extends to this setting (see [18] or [5]), and there is a natural equivalence of \( \mathbb{E}^b(1k_{V_\infty}) \) with the full subcategory of \( \mathbb{E}^b(1k_p) \) whose objects \( K \) satisfy \( K \simeq \pi^{-1}k_V \otimes K \). There are a natural functor
\[ Q : \bar{E}^b_{+}(k_V) \to \mathbb{E}^b(1k_{V_\infty}), \]
and a natural object \( k_{V_\infty}^E \in \mathbb{E}^b(1k_{V_\infty}) \).

Similarly to Definition 3.8, there is an enhanced Fourier–Sato transform for ind-sheaves
\[ \wedge : \mathbb{E}^b(1k_{V_\infty}) \xrightarrow{\sim} \mathbb{E}^b(1k_{V_\infty^*}). \]
By [4, Corollary 9.4.12], one has
\[ \text{Sol}^{E}_{V_\infty \times V_\infty^*}(L) \simeq \mathbb{E}^{(z,w)} := \mathbb{C}^{E}_{V_\infty \times V_\infty^*} \otimes QL. \]
The next result is then easily checked.
Lemma 3.11.  

(i) Let $\mathcal{M} \in \mathcal{D}^b_{\text{hol}}(\mathcal{D}_V\infty)$ and $F \in \tilde{\mathcal{E}}^b_{\mathbb{R},c}(\mathbb{C}_V\infty)$ satisfy

$$\text{Sol}^E_{\mathcal{V}_\infty}(\mathcal{M}) \simeq \mathbb{C}^E_{\mathcal{V}_\infty} \otimes QF.$$  

Then, there is an isomorphism

$$\text{Sol}^E_{\mathcal{V}_\infty}(\mathcal{M}^\wedge) \simeq \mathbb{C}^E_{\mathcal{V}_\infty} \otimes QF^\wedge[\dim \mathcal{V}].$$

(ii) Let $\mathcal{M} \in \mathcal{D}^b_{\text{reg-hol}}(\mathcal{D}_V\infty)$ and set $F' = \text{Sol}_F(\mathcal{M})|_V$. Then, there is an isomorphism

$$\text{Sol}^E_{\mathcal{V}_\infty}(\mathcal{M}^\wedge) \simeq \mathbb{C}^E_{\mathcal{V}_\infty} \otimes Q\mathcal{R}\mathcal{F}(L \otimes \mathcal{p}^{-1}F')[\dim \mathcal{V}].$$

Analogous results hold for $\wedge$ and $\wedge$ replaced by $\vee$ and $\gamma$, respectively.

Note that, in view of Lemma 2.5, for any $\mathcal{M} \in \mathcal{D}^b_{\text{hol}}(\mathcal{D}_V\infty)$ there is an $F \in \tilde{\mathcal{E}}^b_{\mathbb{R},c}(\mathbb{C}_V\infty)$ satisfying (3.4).

Remark 3.12. — Lemma 3.11 (i) and Proposition 3.9 imply Theorem 3.6, due to the Riemann–Hilbert correspondence. In fact, with notations as in (3.4), one has

$$\text{Sol}^E_{\mathcal{V}_\infty}(\mathcal{M}^{\vee\wedge}) \simeq \mathbb{C}^E_{\mathcal{V}_\infty} \otimes QF^{\vee\gamma}[2\dim \mathcal{V}]$$

$$\simeq \mathbb{C}^E_{\mathcal{V}_\infty} \otimes QF \simeq \text{Sol}^E_{\mathcal{V}_\infty}(\mathcal{M}).$$

Hence $\mathcal{M}^{\vee\wedge} \simeq \mathcal{M}$. One similarly gets $\mathcal{N}^{\vee\wedge} \simeq \mathcal{N}$ for $\mathcal{N} \in \mathcal{D}^b_{\text{hol}}(\mathcal{D}_V\infty)$.

4. Perverse sheaves on the affine line

The results in this section concern perverse sheaves on the affine line and their quivers. These are classical and well-known results (see e.g. [7]). However, we present them here from a point of view slightly different than usual, better suited to our needs. In particular, we give a purely topological description of Beilinson’s maximal extension.

From now on, let $\mathcal{V}$ denote a complex affine line.

4.1. Constructible complexes and perverse sheaves

Let $\Sigma \subset \mathcal{V}$ be a discrete subset and let us denote by $\mathcal{D}^b_{\mathbb{C},c}(\mathbb{k}_\mathcal{V}, \Sigma)$ the full triangulated subcategory of $\mathcal{D}^b(\mathbb{k}_\mathcal{V})$ whose objects $F$ have cohomology sheaves which are $\mathbb{C}$-constructible with respect to the stratification
(\mathbb{V} \setminus \Sigma, \Sigma). In particular, \( H^j(F|_{\mathbb{V} \setminus \Sigma}) \) is a locally constant sheaf. The abelian category \( \text{Perv}_\Sigma(\mathbb{k}_\mathbb{V}) \) of \( \Sigma \)-perverse sheaves is the heart of the middle perversity \( t \)-structure on \( D^b_{\mathbb{C},c}(\mathbb{k}_\mathbb{V}, \Sigma) \). Note that \( \mathbb{k}_\mathbb{V}[1] \) and \( \mathbb{k}_\Sigma \) are objects of \( \text{Perv}_\Sigma(\mathbb{k}_\mathbb{V}) \) and, for an object \( F \) of \( \text{Perv}_\Sigma(\mathbb{k}_\mathbb{V}) \), the shifted restriction \( F|_{\mathbb{V} \setminus \Sigma}[-1] \) is a locally constant sheaf that we usually denote by \( L \).

**Definition 4.1.** — Let \( \Sigma, X \subset \mathbb{V} \). We say that \( X \) is \( \Sigma \)-negligible if it is disjoint from \( \Sigma \), locally closed, simply connected, and if \( R\Gamma_c(\mathbb{V}; \mathbb{k}_X) \simeq 0 \).

**Lemma 4.2.** — Let \( \Sigma \subset \mathbb{V} \) be a discrete subset, and let \( X \subset \mathbb{V} \) be \( \Sigma \)-negligible. If \( F \in D^b_{\mathbb{C},c}(\mathbb{k}_\mathbb{V}, \Sigma) \), then

\[
R\Gamma_c(\mathbb{V}; \mathbb{k}_X \otimes F) \simeq 0.
\]

**Lemma 4.3.** — Let \( \Sigma \subset \mathbb{V} \) be a discrete subset, and let \( B_c \subset \mathbb{V} \) be a convex open neighborhood of \( c \in \Sigma \) such that \( B_c \cap \Sigma = \{c\} \). If \( F \in D^b_{\mathbb{C},c}(\mathbb{k}_\mathbb{V}, \Sigma) \), then

\[
R\Gamma_c(\mathbb{V}; \mathbb{k}_{\{c\}} \otimes F) \simeq i_c^{-1}F \simeq R\Gamma(B_c; F),
\]

\[
R\Gamma_c(\mathbb{V}; \mathbb{k}_{B_c} \otimes F) \simeq i^1_cF \simeq R\Gamma_{\{c\}}(\mathbb{V}; F),
\]

where \( i_c: \{c\} \to \mathbb{V} \) denotes the embedding.

We will also use the following general lemma.

**Lemma 4.4.** — If \( \ell \) is a semi-open interval, \( X \) is a manifold and \( L \) is a locally constant sheaf on \( X \times \ell \), then \( R\Gamma_c(X \times \ell; L) = 0 \).

### 4.2. From perverse sheaves to quivers

Assume that \( \Sigma \subset \mathbb{V} \) is finite. We will denote by \( \text{Quiv}_\Sigma(\mathbb{k}) \) the category whose objects are the tuples

\[
(\Psi_c, \Phi_c, u_c, v_c)_{c \in \Sigma},
\]

where \( \Psi \) and \( \Phi_c \) are finite dimensional \( \mathbb{k} \)-vector spaces, and \( u_c: \Psi \to \Phi_c \) and \( v_c: \Phi_c \to \Psi \) are \( \mathbb{k} \)-linear maps such that \( 1 - u_c v_c \) is invertible for any \( c \) (or, equivalently, such that \( 1 - v_c u_c \) is invertible for any \( c \)). Morphisms in \( \text{Quiv}_\Sigma(\mathbb{k}) \) are the natural ones. Our aim in this section is to present a functor

\[
Q^{(\alpha, \beta)}_\Sigma: \text{Perv}_\Sigma(\mathbb{k}_\mathbb{V}) \to \text{Quiv}_\Sigma(\mathbb{k})
\]

which, as we will recall in the next section, provides an equivalence of categories. This functor depends on choices \( (\alpha, \beta) \) that we fix now, for the remaining part of this section.
Convention 4.5. — We fix \( \alpha \in \mathbb{V} \setminus \{0\} \) and \( \beta \in \mathbb{V}^* \setminus \{0\} \) such that

\[
\text{Re} \langle \alpha, \beta \rangle = 0, \tag{4.1}
\]

\[
\text{Re} \langle c - c', \beta \rangle \neq 0, \quad \forall \ c, c' \in \Sigma, \ c \neq c'. \tag{4.2}
\]

Notation 4.6.

(i) The \( \mathbb{R} \)-linear projection

\[
p_\beta : \mathbb{V}_\mathbb{R} \to \mathbb{R}, \quad z \mapsto \text{Re} \langle z, \beta \rangle
\]

enables one, according to (4.2), to define a total order on \( \Sigma \) by the formula

\[
c <_\beta c' \quad \text{if} \quad p_\beta(c) < p_\beta(c').
\]

We will enumerate the elements of \( \Sigma \) as

\[
c_1 <_\beta c_2 <_\beta \ldots <_\beta c_n,
\]

and we will set

\[
\begin{align*}
r_i &= p_\beta(c_i), \quad r_0 = -\infty, \quad r_{n+1} = +\infty \quad (i = 1, \ldots, n),
\end{align*}
\]

so that \(-\infty = r_0 < r_1 < \cdots < r_n < r_{n+1} = +\infty\).

(ii) For \( i = 1, \ldots, n \), the open bands

\[
B_{c_i}(\beta) := p_\beta^{-1}( (r_{i-1}, r_{i+1}) )
\]

cover \( \mathbb{V} \) and satisfy \( B_{c_i}(\beta) \cap \Sigma = \{c_i\} \). We set

\[
\begin{align*}
B_{c_i}^>(\beta) &:= p_\beta^{-1}( (r_i, r_{i+1}) ), & B_{c_i}^<(\beta) &:= p_\beta^{-1}( (r_{i-1}, r_i) ), \\
\ell_{c_i}(\alpha) &:= c_i + \mathbb{R}_{\geq 0} \alpha, & \ell_{c_i}^x(\alpha) &:= c_i + \mathbb{R}_{> 0} \alpha.
\end{align*}
\]

Note that the half lines \( \ell_{c_i}(\alpha) \) are disjoint, and set

\[
\ell_{\Sigma}(\alpha) := \ell_{c_1}(\alpha) \cup \ell_{c_2}(\alpha) \cup \cdots \cup \ell_{c_n}(\alpha).
\]

We will write for short \( B_{c_i}, B_{c_i}^\leq, \ell_{c_i}^x, \) etc., instead of \( B_{c_i}(\beta), B_{c_i}^\leq(\beta), \ell_{c_i}^x(\alpha), \) etc. These sets are pictured in Figure 4.1.
Definition 4.7. — Let $c \in \Sigma$ and $F \in D^b_{C^c}(k_V, \Sigma)$. The complexes of nearby cycles at $c$, vanishing cycles at $c$, and global nearby cycles are respectively defined by the formulas

\[
\Psi^{(\alpha, \beta)}_c(F) = \Psi_c(F) := R\Gamma_c(V; k_{\ell_c} \otimes F),
\]
\[
\Phi^{(\alpha, \beta)}_c(F) = \Phi_c(F) := R\Gamma_c(V; k_{\ell_c} \otimes F),
\]
\[
\Psi^{(\alpha, \beta)}(F) = \Psi(F) := R\Gamma_c(V; k_V \setminus \ell_c \otimes F)[1].
\]

We construct below the morphisms $u_{cc} : \Psi_c(F) \to \Phi_c(F)$ and $v_{cc} : \Phi_c(F) \to \Psi_c(F)$ and we define the monodromy as

\[
T_{cc} := 1 - v_{cc}u_{cc} : \Psi_c(F) \to \Psi_c(F).
\]

On the one hand, the exact sequence $0 \to k_{\ell_c} \to k_{\ell_c} \to k_{\{c\}} \to 0$ enables us to obtain the distinguished triangle defining $u_{cc}$:

\[
\Psi_c(F) \xrightarrow{u_{cc}} \Phi_c(F) \to i_{c}^{-1}F \xrightarrow{+1}.
\]

In order to define the morphism

\[
v_{cc} : \Phi_c(F) \to \Psi_c(F),
\]

we consider the exact sequences

\[
0 \to k_{B^c_{\leq}} \to k_{B^c_{\geq} \cup \ell_c^\times} \to k_{\ell_c^\times} \to 0, \tag{4.3}
\]
\[
0 \to k_{B^c_{>}} \to k_{B^c_{c} \setminus \ell_c} \to 0.
\]

Since $B^c_{<} \setminus \ell_c$ and $B^c_{>} \cup \ell_c^\times$ are $\Sigma$-negligible, they give rise to the isomorphisms

\[
\Psi_c(F) \xrightarrow{\sim} R\Gamma_c(V; k_{B^c_{<}} \otimes F)[1] \xrightarrow{\sim} R\Gamma_c(V; k_{B^c_{c} \setminus \ell_c} \otimes F)[1]. \tag{4.4}
\]

On the other hand, the exact sequence

\[
0 \to k_{B^c_{c} \setminus \ell_c} \to k_{B^c_{c}} \to k_{\ell_c} \to 0
\]

gives rise to the morphism

\[
v_{cc} : \Phi_c(F) \to R\Gamma_c(V; k_{B^c_{c} \setminus \ell_c} \otimes F)[1] \xrightarrow{\sim} \Psi_c(F). \tag{4.5}
\]

For each $c \in \Sigma$, we have a short exact sequence

\[
0 \to k_{B^c_{\setminus \ell_c}} \to k_{V \setminus \ell_c^\Sigma} \to k_{(V \setminus \ell_c^\Sigma) \setminus B^c_{c}} \to 0,
\]

and we note that $(V \setminus \ell_c^\Sigma) \setminus B^c_{c}$ is $\Sigma$-negligible. We deduce an isomorphism

\[
\Psi_c(F) \xrightarrow{\sim} R\Gamma_c(V; k_{B^c_{c} \setminus \ell_c} \otimes F)[1] \xrightarrow{\sim} R\Gamma_c(V; k_{V \setminus \ell_c^\Sigma} \otimes F)[1] = \Psi(F). \tag{4.6}
\]
Figure 4.2. The sets $\ell_c$, $B_c \setminus \ell_c$ and $V \setminus \ell_\Sigma$ appearing in (4.6).
This implies a canonical isomorphism \( \pi_1(B_c \setminus \{c\}) \cong \mathbb{Z} \), independent on
the choice of a base point. We fix a base point \( b_c \in \ell^\circ \), and we denote by
\( T^{(j)}_{cc} \) the monodromy of \( H^j i_{b_c}^{-1} F \) induced by \( 1 \in \mathbb{Z} \cong \pi_1(B_c \setminus \{c\}) \).

Let \((c, b_c)\) denote the open interval in \( \ell_c^\circ \). The exact sequence
\[
0 \to k_{(c, b_c)} \to k_{(c, b_c)} \to k_{\{b_c\}} \to 0,
\]

together with the inclusion morphism \( k_{(c, b_c)} \to k_{\ell_c^\circ} \), induce an isomorphism
\( \chi_c: i_{b_c}^{-1} F[-1] \cong \psi_c(F) \), according to Lemma 4.4.

**Lemma 4.11.** — Let \( F \in \mathcal{D}^b_{\mathcal{C}-c}(k_V, \Sigma) \). The isomorphism
\( \chi_c: i_{b_c}^{-1} F[-1] \cong \psi_c(F) \)

**Proof of Lemma 4.11.** — We will prove the similar property for the
isomorphism \( i_{\tilde{c}}^{-1} \tilde{F}[-1] \cong \psi_c(F) \) obtained in a way similar to \( \chi_c \).

We write for short \( \tilde{\mathcal{V}}_c \) and \( \tilde{\mathcal{V}}_c \) instead of \( \tilde{\mathcal{V}}_{\{c\}} \) and \( \tilde{\mathcal{V}}_{\{c\}} \).

**Notation 4.12.**

(i) We identify \( \ell^\circ \) with \( \tilde{\mathcal{V}}_c \), and we denote by \( \tilde{\ell}_c \) its closure in \( \tilde{\mathcal{V}}_c \),

with \( \tilde{c} := \partial \ell_c = \ell_c \cap S_c \). We also set \( \tilde{\Sigma} = \bigcup_{c \in \Sigma} \{c\} \) and \( \tilde{B}_c = \tilde{\mathcal{V}}^{-1}_c B_c \).

(ii) For an object \( F \in \mathcal{D}^b_{\mathcal{C}-c}(k_V, \Sigma) \), we will set \( \tilde{F} := \mathcal{R}j_{\Sigma*} \tilde{\mathcal{V}}^{-1}_c F \). If \( F \) is

in \( \mathrm{Perv}_\Sigma(k_V) \), we have \( \tilde{F} = \tilde{L}[1] \), if \( \tilde{L} \) denotes the locally constant
sheaf \( \tilde{\mathcal{V}}_{\Sigma*} L \).

**Proof of Lemma 4.11.** — We will prove the similar property for the
isomorphism \( i_{\tilde{c}}^{-1} \tilde{F}[-1] \cong \psi_c(F) \) obtained in a way similar to \( \chi_c \).

The composition of the morphisms
\[
k_{\ell_c^\circ} \to k_{\ell_c} \to k_{B_c \setminus \ell_c}[1],
\]
together with (4.4), gives rise to $v_{cc}u_{cc}$. Due to the morphism of distinguished triangles

$$
\begin{array}{ccc}
\mathbf{k}_{B_c \setminus \{c\}} & \longrightarrow & \mathbf{k}_{\ell_c} \\
\downarrow & & \downarrow \\
\mathbf{k}_{B_c} & \longrightarrow & \mathbf{k}_{\ell_c} \\
\end{array}
$$

we identify it with the morphism $\varphi$. We now consider the morphism of distinguished triangles

$$
\begin{array}{ccc}
\mathbf{k}_{\{c\} \setminus \{\tilde{c}\}}[-1] & \longrightarrow & \mathbf{k}_{\ell_c} \\
\downarrow \tilde{\varphi} & & \downarrow \varphi \\
\mathbf{k}_{S_c \setminus \{\tilde{c}\}} & \longrightarrow & \mathbf{k}_{B_c \setminus \{\tilde{c}\}}[1] \\
\end{array}
$$

By Lemma 4.4, the upper left horizontal morphism induces an identification $i_{\tilde{c}}^{-1}\tilde{F}[-1] \rightarrow \Psi_c(F)$ and, with respect to this identification, $v_{cc}u_{cc}$ is identified with the natural morphism $i_{\tilde{c}}^{-1}\tilde{F}[-1] \rightarrow R\Gamma_c(S_c \setminus \{\tilde{c}\}; \tilde{F})$ induced by $\tilde{\varphi}$, whose cone is $R\Gamma_c(S_c; \tilde{F})$. By the same argument, the identification (4.4) is the composed isomorphism $i_{\tilde{c}}^{-1}\tilde{F}[-1] \rightarrow R\Gamma_c(S_c; \tilde{F}) \rightarrow R\Gamma_c(S_c \setminus \{\tilde{c}\}; \tilde{F})$. Here $S_c \supset S_c$ denotes the open half circle of directions in $B_\Sigma$.

In order to prove the lemma, we can now assume that $F \in \text{Perv}_\Sigma(B_k)$. Let us identify (with obvious notation) $H^1_{\lambda}((\tilde{c} \setminus \{\tilde{c}\}; L)$ with the co-edge of the restriction morphism $H^0(\tilde{c} \setminus \{\tilde{c}\}; L)$ that we represent as $\psi : \tilde{L}_{\tilde{c}} \rightarrow \tilde{L}_{\tilde{c}} \oplus \tilde{L}_{\tilde{c}}$ given by $x \mapsto (x, T_{\tilde{c}}(0) - x)$, and let us set $\eta : \tilde{L}_{\tilde{c}} \oplus \tilde{L}_{\tilde{c}} \rightarrow \text{coker}\, \psi$, that we identify with $\tilde{\psi} \oplus \tilde{\psi} \rightarrow \tilde{\psi}$ defined by $(x, x') \mapsto x - T_{\tilde{c}}(0)(x')$. On the one hand, the identification (4.4) is the composition $z \mapsto (z, 0) \mapsto \eta(z, 0)$ and, on the other hand, the morphism (induced by) $\tilde{\varphi}$ is the composition $y \mapsto (y, y) \mapsto \eta(y, y)$. It follows that $z = y - T_{cc}(0)y$ holds in $\text{coker}\,(\psi)$.

4.3. From quivers to perverse sheaves

Our aim in this section is to recall that the functor $Q_\Sigma^{(\alpha, \beta)}$ is an equivalence of categories, by using Beilinson’s maximal extension. We continue fixing $\alpha, \beta$ as in Convention 4.5 and using Notation 4.12.

Let us set (see Figure 4.3 for $\Sigma = \{c\}$)

$$
\tilde{V}_\Sigma^\alpha := \tilde{V}_\Sigma \setminus \tilde{\Sigma}.
$$
Figure 4.3. The maps \( \tilde{\mathbb{V}}^\Xi \to \tilde{\mathbb{V}}_c \overset{\varpi_c}{\to} \mathbb{V} \).

**Notation 4.13.** — Consider the following subsets of \( \tilde{\mathbb{V}}^\Xi \), some of which will be of use in Section 5 (see Figure 5.3)

(i) We set \( B^\Xi_c := \omega^\Sigma_1(B_c) \setminus \{ \tilde{c} \} \), \( B^\Xi_c := \omega^\Sigma_1(B^\Xi_c) \setminus \{ \tilde{c} \} \). We also set \( S^\Xi_c := S_c \setminus \{ \tilde{c} \} \) and \( S^\Xi_c := B^\Xi_c \cap S_c, S^\Xi_c := B^\Xi_c \cap S_c \).

(ii) We set \( \ell^\Xi_c := \omega^\Sigma_1(\ell_c(\pm \alpha)) \setminus \{ \tilde{c} \} \), so that \( \ell^\Xi_c = \ell^\Xi_c(\pm \alpha) \cup S_c \). Note that this is a disjoint union in case of \( \ell^\Xi_c \). We also write for short \( \ell^\Xi_c \) instead of \( \ell^\Xi_c \).

**Definition 4.14.** — Beilinson’s maximal extension (with respect to \( \alpha \)) is the functor

\[
\Xi_{\Sigma} : \mathcal{D}^b_{C,c}(k_V, \Sigma) \to \mathcal{D}^b_{\tilde{C},c}(k_V, \Sigma)
\]

defined by

\[
\Xi_{\Sigma}(F) := R \omega^\Sigma_{\Sigma !}(k_{\tilde{\mathbb{V}}^\Xi} \otimes \tilde{F}).
\]

Note that

\[
(4.7) \quad \Xi_{\Sigma}(F) \simeq \Xi_{\Sigma}(k_{V \setminus \Sigma} \otimes F) \quad \text{and} \quad \Xi_{\Sigma}(F)|_{V \setminus \Sigma} \simeq F|_{V \setminus \Sigma}.
\]

**Proposition 4.15.** — Let \( F \) be an object of \( \mathcal{D}^b_{C,c}(k_V, \Sigma) \). We have functorial (in \( F \)) distinguished triangles

\[
Rj_{\Sigma!}j^{-1}_\Sigma F \xrightarrow{a'} \Xi_{\Sigma}(F) \xrightarrow{b'} \bigoplus_{c \in \Sigma} Ri_{c*} \Psi_c(F) \xrightarrow{\varpi}\bigoplus_{c \in \Sigma} Ri_{c*} \Psi_c(F) \xrightarrow{b''} \Xi_{\Sigma}(F) \xrightarrow{a''} Rj_{\Sigma*}j^{-1}_\Sigma F \xrightarrow{\varpi}\bigoplus_{c \in \Sigma} Ri_{c*} \Psi_c(F).
\]

The composition \( a'' \circ a' \) coincides with the canonical morphism \( Rj_{\Sigma!}j^{-1}_\Sigma F \to Rj_{\Sigma*}j^{-1}_\Sigma F \), and one has \( b' \circ b'' = \bigoplus_{c \in \Sigma}(1 - T_{cc}) \).

If moreover \( F \in \text{Perv}_{\Sigma}(k_V) \), then also \( \Xi_{\Sigma}(F) \in \text{Perv}_{\Sigma}(k_V) \), and the above triangles are short exact sequences in \( \text{Perv}_{\Sigma}(k_V) \):

\[
0 \to Rj_{\Sigma!}j^{-1}_\Sigma F \xrightarrow{a'} \Xi_{\Sigma}(F) \xrightarrow{b'} \bigoplus_{c \in \Sigma} Ri_{c*} \Psi_c(F) \to 0,
\]

\[
0 \to \bigoplus_{c \in \Sigma} Ri_{c*} \Psi_c(F) \xrightarrow{b''} \Xi_{\Sigma}(F) \xrightarrow{a''} Rj_{\Sigma*}j^{-1}_\Sigma F \to 0.
\]
Proof. — Applying the functor $R\varpi_{\Sigma}!(\bullet \otimes \tilde{F})$ to the short exact sequences

$$0 \to k_{\tilde{V}_S \setminus S_{\Sigma}} \to k_{\tilde{V}_{\Sigma}} \to k_{S_{\Sigma}} \to 0,$$

$$0 \to k_{\tilde{V}_{\Sigma}} \to k_{\tilde{V}_{\Sigma}} \to k_{S_{\Sigma}} \to 0,$$

respectively, we get the desired distinguished triangles by using the identifications $i_! \sim F \xrightarrow{\cong} \Psi_c(F)$ and $\Psi_c(F) \xrightarrow{\cong} R\Gamma_c(S_{\Sigma}; \tilde{F})$ already used in the proof of Lemma 4.11.

If $F \in Perv_{\Sigma}(k_{\Sigma})$ then, since $Rj_{\Sigma}^! j_{\Sigma}^{-1} F$, $Rj_{\Sigma *} j_{\Sigma}^{-1} F$ and $Ri_*, \Psi_c(F)$ are perverse, we obtain the perversity of $\Xi_{\Sigma}(F)$ as well as the short exact sequences in the proposition.

The composition $a'' \circ a'$ is induced by the composition

$$k_{\tilde{V}_S \setminus S_{\Sigma}} \to k_{\tilde{V}_{\Sigma}} \to k_{S_{\Sigma}},$$

which is the morphism induced by the open inclusion $\tilde{V}_S \setminus S_{\Sigma} \subset \tilde{V}_{\Sigma}$. Hence the first assertion is clear.

The composition $b' \circ b''$ is induced by the composition

$$k_{(\tilde{c})}[-1] \to k_{\tilde{V}_{\Sigma}} \to k_{S_{\Sigma}},$$

and coincides with the first morphism of the triangle

$$k_{(\tilde{c})}[-1] \to k_{S_{\Sigma}} \to k_{S_{\Sigma}}[-1],$$

which was denoted by $\tilde{\varphi}$ in the proof of Lemma 4.11. The latter gives the proof of the desired assertion for $b' \circ b''$. \□

Corollary 4.16. — Let $F$ be an object of $D^b_{\Sigma_{\Sigma}}(k_{\Sigma}, \Sigma)$ and $c \in \Sigma$. There are natural isomorphisms

$$\Psi_c(\Xi_c(F)) \simeq \Psi_c(F) \quad \text{and} \quad \Phi_c(\Xi_c(F)) \simeq \Psi_c(F) \oplus \Psi_c(F).$$

If moreover $F \in Perv_{\Sigma}(k_{\Sigma})$ then, with respect to these isomorphisms, $u_{cc}$ and $v_{cc}$ for $\Xi_c(F)$ are respectively given by

$$\Psi_c(F) \xrightarrow{(1 \ 0)} \Psi_c(F) \oplus \Psi_c(F) \quad \text{and} \quad \Psi_c(F) \xrightarrow{(1 - T_{cc} \ -1)} \Psi_c(F).$$

Proof. — We can assume that $\Sigma = \{c\}$. Applying $\Psi_c$ to the distinguished triangles of Proposition 4.15, we find that $\Psi_c(a') : \Psi_c(F) \xrightarrow{\sim} \Psi_c(\Xi_c(F))$ and $\Psi_c(a'') : \Psi_c(\Xi_c(F)) \xrightarrow{\sim} \Psi_c(F)$ are isomorphisms which are quasi-inverse one to the other.

Since $Rj_{cc} j_{cc}^{-1} F$, $\Xi_c(F)$ and $Rj_{cc} j_{cc}^{-1} F$ are respectively the push-forward by the proper map $\varpi_c$ of $k_{\tilde{V}_c \setminus S_{\Sigma}} \otimes \tilde{F}$, $k_{\tilde{V}_{\Sigma}} \otimes \tilde{F}$ and $\tilde{F}$, we can compute
their vanishing cycles $\Phi_c$ by applying $R\Gamma_c(\widehat{\mathcal{V}}_c, k_{(\ell_c, 0)} \otimes \cdot)$ to the latter. By noticing that $\mathcal{V}_c^{-1}(\ell_c) \cap \widehat{\mathcal{V}}_c = \ell_c^x \cap S_{\ell_c}$, we get

$$\Phi_c(\Xi_c(F)) = R\Gamma_c(\widehat{\mathcal{V}}_c, k_{(\ell_c^x, 0)} \otimes \widehat{F}) = R\Gamma_c(\mathcal{V}_c, k_{(\ell_c^x, 0)} \otimes \widehat{F}) \oplus R\Gamma_c(\widehat{\mathcal{V}}_c, k_{S_{\ell_c}} \otimes \widehat{F}).$$

that we recognize, due to (4.4), to be isomorphic to $\Psi_c(F) \oplus \Psi_c(F)$.

Let us apply $\Phi_c$ to the distinguished triangles of Proposition 4.15. We have $u_{cc} : \Psi_c(Rj_{(1, 1)}^{-1}F) \sim \Phi_c(Rj_{(1, 1)}^{-1}F)$ and $v_{cc} : \Phi_c(Rj_{(1, 1)}^{-1}F) \sim \Psi_c(Rj_{(1, 1)}^{-1}F)$. We conclude that

$$\Phi_c(a'' \circ a') = v_{cc}u_{cc} = 1 - T_{cc} : \Psi_c(F) \to \Psi_c(F).$$

Moreover, $\Phi_c(a')$ (resp. $\Phi_c(a'')$) is identified with $u_{cc}$ (resp. $v_{cc}$) for $\Xi_c(F)$. With respect to the above decomposition, the map $\Phi_c(a')$ is given by $x \mapsto (x, 0)$ and the map $\Phi_c(b')$ is the second projection.

Let us now assume that $F \in \text{Perv}_{\Sigma}(k_V)$, so that we can use linear algebra. The morphism $\Phi_c(b'') : \Psi_c(F) \to \Psi_c(F) \oplus \Psi_c(F)$ is induced by $k_{\{\ell_c\}[-1]} \to k_{\ell_c^x} \oplus k_{S_{\ell_c}}$, and we can write it as $y \mapsto (y, (1 - T_{cc})y)$ according to the proof of Lemma 4.11 for $\bar{\mathcal{F}}$.

Finally, the morphism $\Phi_c(a'') : \Psi_c(F) \oplus \Psi_c(F) \to \Psi_c(F)$ is such that $\Phi_c(a'')x, 0 = (1 - T_{cc})x$ and $\ker \Phi_c(a'') = \text{im} \Phi_c(b'')$, hence $\Phi_c(a'')(x, y) = (1 - T_{cc})x - y.$ \hfill $\square$

Let us consider the functor which associates to $F$ in $\text{Perv}_{\Sigma}(k_V)$ the double complex

$$G_2(F) = \begin{cases} \bigoplus_{c \in \Sigma} Ri_{c*}\Psi_c(F) \\ \bigoplus_{c \in \Sigma} Ri_{c*}\Phi_c(F) \end{cases},$$

$$\xymatrix{ \bigoplus_{c \in \Sigma} Ri_{c*}\Psi_c(F) \ar[r]^-{b''} & \Xi_c(F) \ar[d]^-{-b'} \\ \bigoplus_{c \in \Sigma} Ri_{c*}\Phi_c(F) \ar[u]_-{v_{cc}} \ar[r] & \bigoplus_{c \in \Sigma} Ri_{c*}\Psi_c(F). }$$

We denote by $G(F)$ the associated total complex shifted by one, so that the first term is in degree $-1$ (we will omit the change of signs in the differentials due to the shift).

**Corollary 4.17.** — If $F$ is an object of $\text{Perv}_{\Sigma}(k_V)$, then so is $G(F)$, and the functor $G : \text{Perv}_{\Sigma}(k_V) \to \text{Perv}_{\Sigma}(k_V)$ is an equivalence of categories.
which satisfies \( G(F) \simeq F \), that is,

\[
F \simeq H^1(\bigoplus_{c \in \Sigma} R_{i_c} \Psi_c(F) \xrightarrow{(b'' \bigoplus u_c)} \bigoplus_{c \in \Sigma} R_{i_c} \Phi_c(F) \xrightarrow{(-b' \bigoplus v_c)} \bigoplus_{c \in \Sigma} R_{i_c} \Psi_c(F)).
\]

**Proof.** — We obviously have \( j_{\Sigma}^{-1} G(F) = j_{\Sigma}^{-1} F \). For the perversity of \( G(F) \), it is then enough to check that \( \Psi_c(G(F)) \) and \( \Phi_c(G(F)) \) have cohomology in degree zero only, for any \( c \in \Sigma \). This is clear for \( \Psi_c(G(F)) = \Psi_c(F) \). By the computation of Corollary 4.16, \( \Phi_c(G_2(F)) \) is isomorphic to the double complex

\[
\Psi_c(F) \xrightarrow{(1,1-T_{cc})} \Psi_c(F) \oplus \Psi_c(F) \\
\downarrow u_{cc} \quad \downarrow -p_2 \\
\Phi_c(F) \xrightarrow{v_{cc}} \Psi_c(F),
\]

and the claim follows, since the upper horizontal arrow is injective and the right vertical arrow is onto. Note also that \( u_{cc} \) for \( G_2(F) \) is induced by the inclusion of the first summand in \( \Psi_c(F) \oplus \Psi_c(F) \).

We now prove the essential surjectivity of \( G \) by showing \( G(F) \simeq F \). If \( F \) is supported on \( \Sigma \), then \( G(F) = \bigoplus_{c \in \Sigma} R_{i_c} \Phi_c(F) = F \). If \( F \) is equal to \( R j_{\Sigma!} j_{\Sigma}^{-1} F \), then \( u_{cc} \) is an isomorphism for every \( c \). Let us prove that \( u_{cc} \) for \( G(F) \) is an isomorphism. We can assume \( u_{cc} = \text{id} \) for \( F \), so that \( v_{cc} = 1-T_{cc} \) for \( F \). Then \( u_{cc} \) for \( G(F) \) is induced by the vertical morphism of complexes

\[
(4.9) \quad 0 \xrightarrow{(0,1,0)} 0 \oplus \Psi_c(F) \oplus 0 \xrightarrow{(1,1,1-T_{cc})} \Psi_c(F) \oplus \Psi_c(F) \oplus \Psi_c(F) \xrightarrow{(1-T_{cc})+0-1} \Psi_c(F).
\]

In such a way, the claim is obvious, and implies that \( G(R j_{\Sigma!} j_{\Sigma}^{-1} F) = R j_{\Sigma!} j_{\Sigma}^{-1} F \).
Let us denote by $\eta$ the morphism $Rj_{\Sigma!}j_{\Sigma}^{-1}F \to F$. The cone of $G(\eta)$ in $D_{\mathbb{C},c}^b(k_{V,\Sigma})$ is isomorphic to the complex

$$\bigoplus_{c \in \Sigma} \Psi(F) \xrightarrow{\bigoplus_{c \in \Sigma} u_{cc}} \bigoplus_{c \in \Sigma} \Phi(F),$$

that is, to $i_{\Sigma}^{-1}F$. We obtain in this way a morphism $\eta' : i_{\Sigma}^{-1}F[-1] \to Rj_{\Sigma!}j_{\Sigma}^{-1}F$. We claim that this morphism is equal to the natural morphism, which will prove $G(F) \simeq F$. This is obvious away from $\Sigma$, so it suffices, according to Lemma 4.9, to show that $\Phi_c(\eta')$ is $\Phi_c$ of the natural morphism for every $c \in \Sigma$. In other words, it suffices to show that $\Phi_c(G(\eta)) = \Phi_c(\eta)$ for every $c \in \Sigma$. This is done by using a presentation like in the lower line of (4.9).

The previous result also implies the fullness. For the faithfulness we note that, if a morphism $\eta : F \to F'$ is such that $G(\eta) = 0$, then $\eta|_{V \setminus \Sigma} = 0$, and $\Phi_c(G(\eta)) = 0$ for every $c \in \Sigma$, which implies $\Phi_c(\eta) = 0$ by an argument similar to the above one. □

Note that the datum of $F|_{V \setminus \Sigma}$ is enough to recover $\Xi_\Sigma(F)$, and that $\Xi_\Sigma$ induces a faithful functor $\text{Perv}(k_{V \setminus \Sigma}) \to \text{Perv}_\Sigma(k_{V})$. Then, by looking at local systems on $V \setminus \Sigma$ as monodromy representations, and by using the above equivalence $G$, we get

**Corollary 4.18.** — The functor $Q^{(\alpha, \beta)}_\Sigma$ is an equivalence of categories.

**Corollary 4.19.** — Let $A, B : \text{Perv}_\Sigma(k_{V}) \to \text{Mod}(k)$ be two exact functors, and let $\alpha, \beta : A \to B$ be two morphisms of functors. Assume that $\alpha$ and $\beta$ coincide when restricted to the subcategory consisting of perverse sheaves supported on $\Sigma$, and to $\Xi(\text{Perv}(k_{V \setminus \Sigma}))$. Then $\alpha = \beta$.

**Proof.** — The assumption implies $\alpha \circ G = \beta \circ G$. We conclude by using that $G$ is an equivalence. □

5. Stokes phenomena

Let $F \in \text{Perv}_\Sigma(k_{V})$, and consider its enhanced Fourier–Sato transforms

$$K := \varepsilon(F)^{\wedge} \in E_{R \mathbb{C}}^b(k_{V}^{\infty}),$$

$$K := \varepsilon(F)^{\wedge} \simeq k_{V}^{\infty} \otimes QK \in E_{R \mathbb{C}}^b(1k_{V}^{\infty}).$$

We will describe here the exponential components and the Stokes multipliers at infinity of $K$, along the lines described in [4, §9.8] (see also [15, §8]). Recall that if $F = Sol(M)$ for $M$ a regular holonomic $D_{V}^{\infty}$-module, then $K \simeq Sol^E(M^\wedge)$.
5.1. Exponential form on sectors

Fix a pair \((\alpha, \beta)\) as in Convention 4.5. Set
\[
H_{\pm\alpha} := \{ w \in \mathbb{V}^* \setminus \{0\}; \pm \text{Re}(\alpha, w) \geq 0 \},
\]
\[h_{\pm\beta} := \pm \mathbb{R}_{>0} \beta \subset \mathbb{V}^*,\]
so that \(\mathbb{V}^* \setminus \{0\} = H_{\alpha} \cup H_{-\alpha}\) and \(H_{\alpha} \cap H_{-\alpha} = h_{\beta} \cup h_{-\beta}\). We consider \(H_{\pm\alpha}\) as closed sectors centered at infinity.

Recall from Lemma 3.10 that
\[
\mathcal{K} \simeq Rq_! (k_{\{t + \text{Re} zw \geq 0\}} \otimes \overline{p}^{-1} F),
\]
where we considered the projections
\[
\mathbb{V}^* \times \mathbb{R} \xleftarrow{\sim} \mathbb{V} \times \mathbb{V}^* \xrightarrow{\sim} \mathbb{R} \xrightarrow{\sim} \mathbb{V}.
\]

**Proposition 5.1.** — There are natural isomorphisms in \(E^0_{\mathbb{R}, c}(k_{\mathbb{V}_\infty})\)
\[
s_{\pm\alpha}; \pi^{-1} k_{H_{\pm\alpha}} \otimes \mathcal{K} \xrightarrow{\sim} \pi^{-1} k_{H_{\pm\alpha}} \otimes \bigoplus_{c \in \Sigma} (\Phi_c^{(\pm\alpha, \beta)}(F) \otimes E^{cw})
\]
(using Notation 2.2 and Definition 4.7). In particular, the exponents of \(e(F)^{\wedge}\) at \(\infty\) are the linear functions \(cw\), for \(c \in \Sigma\).

**Proof.** — Since the proofs are similar, let us only discuss \(s_{\alpha}\).

(i) In order to better motivate our geometric constructions, let us start by computing the stalk \(\mathcal{K}_{(w,t)}\) for \(w \in H_{\alpha}\) and \(t \in \mathbb{R}\). One has
\[
\mathcal{K}_{(w,t)} \simeq R\Gamma_c(\mathbb{V}; k_{Z_{(w,t)}} \otimes F),
\]
where we set
\[
Z_{(w,t)} = \{ z \in \mathbb{V}; t + \text{Re} zw \geq 0 \}.
\]

Note that \(Z_{(w,t)} = -(t/|w|^2)\overline{w} + \{ z \in \mathbb{V}; \text{Re} z \geq 0 \}\overline{w}\) is a closed half-space with inner conormal \(\overline{w}\). Note also that \(Z_{(w,t)} \supset Z_{(w,s)}\) for \(s < t\).

Consider the pairwise disjoint half-lines \(\ell_c(\alpha) = c + \mathbb{R}_{\geq0} \alpha\), for \(c \in \Sigma\). Since \(w \in H_{\alpha}\), one has \(\text{Re} \alpha w \geq 0\). Hence \(\ell_c(\alpha) \subset Z_{(w,t)}\) if and only if \(c \in Z_{(w,t)}\) if and only if \(t + \text{Re} cw \geq 0\). Set
\[
\Sigma_{(w,t)} = \{ c \in \Sigma; t + \text{Re} cw \geq 0 \} = \Sigma \cap Z_{(w,t)},
\]
\[
\ell_{\Sigma_{(w,t)}}(\alpha) = \bigcup_{c \in \Sigma_{(w,t)}} \ell_c(\alpha).
\]

Since \(Z_{(w,t)} \setminus \ell_{\Sigma_{(w,t)}}(\alpha)\) is \(\Sigma\)-negligible (see Figure 5.1), the short exact sequence
\[
0 \to k_{Z_{(w,t)}} \otimes \ell_{\Sigma_{(w,t)}}(\alpha) \to k_{Z_{(w,t)}} \to \bigoplus_{c \in \Sigma_{(w,t)}} k_{\ell_c(\alpha)} \to 0
\]
induces an isomorphism

\[
K_{(w,t)} \simeq \bigoplus_{c \in \Sigma_{(w,t)}} R\Gamma_c(\mathcal{V}; \kappa\ell_c(\alpha) \otimes F) = \bigoplus_{c \in \Sigma_{(w,t)}} \Phi_c^{(\alpha,\beta)}(F).
\]

(ii) Let us now treat the global case. For \(c \in \Sigma\), set

\[
L_c(\alpha) = \ell_c(\alpha) \times \{(w, t) \in \mathcal{V}^* \times \mathbb{R}; t + \text{Re} cw \geq 0\},
\]

\[
L_{\Sigma}(\alpha) = \bigcup_{c \in \Sigma} L_c(\alpha),
\]

which are closed subsets of \(\mathcal{V} \times \mathcal{V}^* \times \mathbb{R}\). The short exact sequence

\[
0 \to k\{t + \text{Re} cw \geq 0\} \smallsetminus L_{\Sigma}(\alpha) \to k\{t + \text{Re} cw \geq 0\} \to \bigoplus_{c \in \Sigma} kL_c(\alpha) \to 0
\]

induces a distinguished triangle

\[
\pi^{-1}k_{H,\alpha} \otimes K' \to \pi^{-1}k_{H,\alpha} \otimes K \to \pi^{-1}k_{H,\alpha} \otimes K'' \to +1
\]

with

\[
K' = R\tilde{q}_! (k\{t + \text{Re} cw \geq 0\} \smallsetminus L_{\Sigma}(\alpha) \otimes \overline{p}^{-1} F),
\]

\[
K'' = \bigoplus_{c \in \Sigma} R\tilde{q}_! (\kappa L_c(\alpha) \otimes \overline{p}^{-1} F).
\]

For \((w, t) \in H_{\alpha}\), the set

\[
\tilde{q}^{-1}(w, t) \cap \{(t + \text{Re} cw \geq 0) \smallsetminus L_{\Sigma}(\alpha)\} = Z_{(w,t)} \smallsetminus \ell_{\Sigma_{(w,t)}}(\alpha)
\]

is \(\Sigma\)-negligible. It follows that \(K'_{(w,t)} \simeq 0\). Hence \(\pi^{-1}k_{H,\alpha} \otimes K' \simeq 0\), and \(\rho_{\alpha}\) is an isomorphism. Consider the diagram with Cartesian squares

\[
\begin{array}{ccc}
\mathcal{V} \times \mathcal{V}^* \times \mathbb{R} & \xleftarrow{q_2} & \{t + \text{Re} cw \geq 0\} \xrightarrow{j} \mathbb{R} \times \mathcal{V}^* \\
\downarrow \overline{p} & & \downarrow \overline{q}_1 \\
\mathcal{V} & \xleftarrow{q_1} & \ell_c(\alpha) \xrightarrow{} \{pt\}.
\end{array}
\]
One has the isomorphisms
\[ \pi^{-1}k_{H_{\alpha}} \otimes K \xrightarrow{\rho_{\alpha}} \pi^{-1}k_{H_{\alpha}} \otimes K'' \]
\[ = \pi^{-1}k_{H_{\alpha}} \otimes (\bigoplus_{c \in \Sigma} Rq!(k_{L_{c}(\alpha)} \otimes \bar{p}^{-1}F)) \]
\[ \simeq \pi^{-1}k_{H_{\alpha}} \otimes (\bigoplus_{c \in \Sigma} Rj_{1}Rq_{1}^{-1}(F|_{\ell_{c}(\alpha)})) \]
\[ \xrightarrow{\sim (\ast)} \pi^{-1}k_{H_{\alpha}} \otimes (\bigoplus_{c \in \Sigma} R\Gamma_{c}(\mathcal{V}, k_{\ell_{c}(\alpha)} \otimes F) \otimes k_{\{t + Re cw \geq 0\}}) \]
\[ = \pi^{-1}k_{H_{\alpha}} \otimes \left( \bigoplus_{c \in \Sigma} \Phi_{c}^{(\alpha, \beta)}(F) \otimes E^{cw} \right), \]
where \((\ast)\) follows from [16, Proposition 2.6.7]. \(\square\)

By convolution with \(k_{V_{\infty}}^{E}\), we deduce the isomorphisms
\[ s_{\pm \alpha}: \pi^{-1}k_{H_{\pm \alpha}} \otimes K \xrightarrow{\sim} \pi^{-1}k_{H_{\pm \alpha}} \otimes \bigoplus_{c \in \Sigma} (\Phi_{c}(F) \otimes E^{cw}) \]
with \(E^{cw} = k_{V_{\infty}}^{E} \uplus Q E^{cw}\) and \(K\) as in (5.1). Similar to [4, 9.8], we have the following lemma.

**Lemma 5.2.** — Let \((\Phi_{c})_{c \in \Sigma}\) be \(k\)-vector spaces and set \(\Phi_{\Sigma} = \bigoplus_{c \in \Sigma} \Phi_{c}\).

(i) Assume that \(Re(c, \beta) > Re(d, \beta)\). Then there are natural isomorphisms:
\[ \text{Hom}_{E^{b}(k_{V_{\infty}})}(\pi^{-1}k_{h_{\beta}} \otimes E^{cw} \otimes \Phi_{c}, \pi^{-1}k_{h_{\beta}} \otimes E^{dw} \otimes \Phi_{d}) \]
\[ \simeq \text{Hom}_{E^{b}(k_{V_{\infty}})}(\pi^{-1}k_{h_{\beta}} \otimes E^{cw} \otimes \Phi_{c}, \pi^{-1}k_{h_{\beta}} \otimes E^{dw} \otimes \Phi_{d}) \]
\[ \simeq \text{Hom}_{k}(\Phi_{c}, \Phi_{d}). \]

(ii) If \(Re(c, \beta) < Re(d, \beta)\), we have
\[ \text{Hom}_{E^{b}(k_{V_{\infty}})}(\pi^{-1}k_{h_{\beta}} \otimes E^{cw} \otimes \Phi_{c}, \pi^{-1}k_{h_{\beta}} \otimes E^{dw} \otimes \Phi_{d}) \]
\[ \simeq \text{Hom}_{E^{b}(k_{V_{\infty}})}(\pi^{-1}k_{h_{\beta}} \otimes E^{cw} \otimes \Phi_{c}, \pi^{-1}k_{h_{\beta}} \otimes E^{dw} \otimes \Phi_{d}) = 0. \]

(iii) Each of the sectors \(H_{\pm \alpha}\) contains exactly one Stokes-line for each pair \(c \neq d\) in \(\Sigma\) and
\[ \text{End}_{E^{b}(k_{V_{\infty}})}(\pi^{-1}k_{H_{\alpha}} \otimes \bigoplus_{c \in \Sigma} (E^{cw} \otimes \Phi_{c})) \]
\[ \simeq \text{End}_{E^{b}(k_{V_{\infty}})}(\pi^{-1}k_{H_{\alpha}} \otimes \bigoplus_{c \in \Sigma} (E^{cw} \otimes \Phi_{c})) \simeq t, \]
with \(t \subset \text{End}_{k}\Phi_{\Sigma}\) denoting the subspace of all block diagonal endomorphisms, for \(\Phi_{\Sigma} = \bigoplus_{c} \Phi_{c}\).

The statements (i) and (ii) hold for \(-\beta\) instead of \(\beta\) in the same way.
By (iii) the isomorphisms of Proposition 5.1 and (5.6) above are unique up to base-change by block-diagonal isomorphisms in $t$.

### 5.2. Stokes multipliers

We will now take up the point of view of Stokes multipliers as explained in the introduction.

As in the previous subsection, consider the covering $V^* = H_\alpha \cup H_{-\alpha}$, with $H_\alpha \cap H_{-\alpha} = h_\beta \cup h_{-\beta}$. Let

$$Q^{(\alpha, \beta)}(F) = \left( \Psi(F), \Phi_c(\alpha, \beta)(F), u_c, v_c \right)_{c \in \Sigma}$$

be the quiver associated to $F$. Let us write

$$\Psi := \Psi(F), \quad \Phi_c := \Phi_c(\alpha, \beta)(F), \quad \Phi_{-c} := \Phi_{-\alpha, \beta}(F)$$

There are two types of monodromy operators attached to the quiver:

$$T_c := 1 - u_c v_c \in \text{End}(\Phi_c), \quad T_{-c} := 1 - v_c u_c \in \text{End}(\Psi).$$

**Remark 5.3.** — Note that by Definition 4.10, the morphisms $u_c$ and $v_c$ include the isomorphism $(4.6)_c$ for each $c$ which identifies the nearby cycle $\Psi_c(F)$ at $c$ with the global one $\Psi(F)$. In particular, we observe that $T_c$ equals the local monodromy $1 - v_c u_c$ of $\Phi_c(F)$, whereas

$$(5.7) \quad T_c := (4.6)_c \circ T_{cc} \circ (4.6)^{-1}_c$$

is conjugate by $(4.6)_c$ to the local monodromy $T_{cc} = 1 - v_c u_c$.

Similar considerations have to be kept in mind for the composition

$$u_c v_d : \Phi_c(F) \to \Psi(F) \to \Phi_d(F)$$

for $c, d \in \Sigma$, which will appear in the main result below and which reads as follows in terms of the local data $u_{cc}$ and $v_{cc}$:

$$u_c v_d = u_{cc} \circ (4.6)_c^{-1} \circ (4.6)_d \circ v_{dd}.$$ 

For the main result to follow, we will also consider the quiver $(\Phi_{\Sigma}, \Psi, V_{\Sigma}, U_{\Sigma})$, where $\Phi_{\Sigma} := \bigoplus_{i=1}^n \Phi_{c_i}$, $U_{\Sigma} := \langle (U_1, \ldots, U_n) \rangle$, $V_{\Sigma} := \langle (V_1, \ldots, V_n) \rangle$, $U_i := u_{c_i} T_{c_{i+1}} T_{c_{i+2}} \cdots T_{c_n}$, $V_i := v_{c_i}$

(which will turn out to be the quiver of the Fourier–Sato transform of $F$ at the origin with respect to the pair $(\beta, -\alpha)$, see Proposition 6.4. Consequently, the monodromy isomorphism $1 - U_{\Sigma} V_{\Sigma}$ of $\Phi_{\Sigma}$ around $0$ is the one
Figure 5.2. The sets inducing one of the exact sequences (5.8). For the other, replace $\ell(c(\alpha))$ with $\ell(c(-\alpha))$.

given by the induced orientation of $(\beta, -\alpha)$ and hence coincides with the monodromy of $\Phi_\Sigma$ around $\infty$ in the orientation given by $(\beta, \alpha)$.

By Proposition 5.1, there are natural isomorphisms

$$\sigma'_{\pm\beta} : \pi^{-1}k_{h,\beta} \otimes \bigoplus_{c \in \Sigma} (\Phi_c \otimes E^{cw}) \sim \pi^{-1}k_{h,\beta} \otimes \bigoplus_{c \in \Sigma} (\Phi_c^- \otimes E^{cw}),$$

given by $\sigma'_{\pm\beta} := (\pi^{-1}k_{h,\beta} \otimes s_{-\alpha}) \circ (\pi^{-1}k_{h,\beta} \otimes s_{\alpha})^{-1}$.

On the other hand, we have a natural identification $\tau : \Phi_c^- \sim \Phi_c$ obtained as follows. We define $B^\geq_c$ as in Notation 4.6(ii). Since $B^\geq_c \setminus \ell(c(\pm\alpha))$ are $\Sigma$-negligible (see Figure 5.2), the exact sequences (5.8)

$$0 \rightarrow k_{B^\geq_c} \setminus \ell(c(\pm\alpha)) \rightarrow k_{B^\geq_c} \rightarrow k_{\ell(c(\pm\alpha))} \rightarrow 0$$

induce isomorphisms

$$\tau_{\pm} : \Phi_c^{(\pm\alpha, \beta)}(F) \sim \mathcal{R}G_c(V; k_{B^\geq_c(\beta)} \otimes F),$$

from which we define (5.9)

$$\tau := \tau_{+1}^{-1} \circ \tau_- : \Phi_c^{(-\alpha, \beta)}(F) \sim \Phi_c^{(\alpha, \beta)}(F).$$

Setting $\sigma_{\pm\beta} = \tau \circ \sigma'_{\pm\beta}$, we obtain the automorphisms

$$\sigma_{\pm\beta} \in \text{End}(\pi^{-1}k_{h,\beta} \otimes \bigoplus_{c \in \Sigma} (\Phi_c \otimes E^{cw})).$$

If $\text{End}^\pm(\Phi_\Sigma)$ denotes the subspace of upper/lower block diagonal matrices, the ordering $c_1 <_\beta \cdots <_\beta c_n$ induces, according to Lemma 5.2, identifications

(5.10) $$e_{\pm\beta} : \text{End} (\pi^{-1}k_{h,\beta} \otimes \bigoplus_{c \in \Sigma} (\Phi_c \otimes E^{cw})) \sim \text{End}^\pm(\Phi_\Sigma),$$

and, using notation as in (5.6), similar identifications $e_{\pm\beta}$. The Stokes multipliers are then given by

$$S_{\pm\beta} := e_{\pm\beta}(\sigma_{\pm\beta}) = e_{\pm\beta}(\sigma_{\pm\beta}) \in \text{End}^\pm(\Phi_\Sigma),$$

an upper/lower block triangular matrix, respectively.
Theorem 5.4. — Let $F \in \text{Perv}_\Sigma(\mathbb{C}V)$ be a perverse sheaf with quiver $Q_\Sigma^{(\alpha,\beta)}(F) = (\Psi, \Phi_c, u_c, v_c)_{c \in \Sigma}$. Write for short $u_i = u_{c_i}$, $v_i = v_{c_i}$ and $T_i = 1 - u_i v_i$.

Let $K \in \mathcal{E}^b(\text{Ik}_{V^\infty})$ be the enhanced Fourier–Sato transform of $F$. Then the Stokes multipliers $S_{\pm \beta}$ of $K$ at $\infty$ are given by the block triangular matrices

\[ S_\beta = \begin{pmatrix} 1 & u_1 v_2 & u_1 v_3 & \cdots & u_1 v_n \\ 1 & u_2 v_3 & \cdots & u_2 v_n \\ \vdots & \vdots & \ddots & \vdots \\ 1 & u_n v_1 & -u_n v_2 & \cdots & -u_n v_{n-1} \\ & T_1 & & & \\ & -u_2 v_1 & T_2 & & \\ & \vdots & \vdots & \ddots & \vdots \\ & -u_n v_1 & -u_n v_2 & \cdots & -u_n v_{n-1} & T_n \end{pmatrix}, \tag{5.11} \]

and

\[ S_{-\beta} = \begin{pmatrix} T_1 \\ -u_2 v_1 & T_2 \\ -u_3 v_1 & -u_3 v_2 & \ddots \\ \vdots & \vdots & \ddots & \vdots \\ -u_n v_1 & -u_n v_2 & \cdots & -u_n v_{n-1} & T_n \end{pmatrix}. \tag{5.12} \]

In particular, one has

\[ S_{-1}^{-1} S_{-\beta} = T_\Sigma, \]

where $T_\Sigma := 1 - U_\Sigma V_\Sigma$ is the monodromy of $\Phi_\Sigma$ around $\infty$.

Proof. — The equalities (5.11) and (5.12) are equalities between natural endo-transformations of the exact functor $\Phi_\Sigma : \text{Perv}_\Sigma(\mathbb{C}V) \to \text{Mod}(\mathbb{k})$. Such equalities hold if $F$ is supported on $\Sigma$, where they read $S_{\pm \beta} = \text{id}$. By Corollary 4.19, we are then left to consider the case where $F = \Xi_\Sigma(\text{R}j_\Sigma^! \mathcal{L}[1])$ is the Beilinson maximal extension of a local system $\mathcal{L}$ on $V \setminus \Sigma$. We do it in Subsection 5.3.

Finally, in order to prove the equality $S_{-1}^{-1} S_{-\beta} = T_\Sigma$, one checks that

\[ S_{-\beta}^{-1} = \begin{pmatrix} 1 & -u_1 v_2 & -u_1 T_2 v_3 & \cdots & -u_1 T_2 T_3 \cdots T_{n-1} v_n \\ 1 & -u_2 v_3 & \cdots & -u_2 T_3 \cdots T_{n-1} v_n \\ \vdots & \vdots & \ddots & \vdots \\ 1 & -u_n v_1 & \cdots & -u_n T_n v_n \\ & T_1 & & & \\ & -u_2 v_1 & T_2 & & \\ & \vdots & \vdots & \ddots & \vdots \\ & -u_n v_1 & -u_n v_2 & \cdots & -u_n v_{n-1} & T_n \end{pmatrix}. \]
i.e., for \( i < j \) one has \((S_\beta)^{-1}_{ij} = -u_i T_{i+1} T_{i+2} \ldots T_{j-1} v_j\). Hence

\[
S_\beta^{-1} S_{-\beta} = 1 - \begin{pmatrix}
  u_1 T_2 T_3 \ldots T_n v_1 & u_1 T_2 T_3 \ldots T_n v_2 & \ldots & u_1 T_2 T_3 \ldots T_n v_n \\
  u_2 T_3 \ldots T_n v_1 & u_2 T_3 \ldots T_n v_2 & \ldots & u_2 T_3 \ldots T_n v_n \\
  \vdots & \vdots & \ddots & \vdots \\
  u_{n-1} T_n v_1 & u_{n-1} T_n v_2 & \ldots & u_{n-1} T_n v_n \\
  u_n v_1 & u_n v_2 & \ldots & u_n v_n
\end{pmatrix} = 1 - \sum_{\Sigma} V_{\Sigma} \tag{5.13}
\]

5.3. Proof of the main result for Beilinson’s maximal extension

We now prove Theorem 5.4 in the case where

\[ F = \Xi_{\Sigma}(Rj_{\Sigma!} L[1]) \]

is a Beilinson maximal extension for \( j_\Sigma: \mathbb{V} \setminus \Sigma \to \mathbb{V} \) the open embedding and \( L \) a local system on \( \mathbb{V} \setminus \Sigma \). Due to (4.7), we then also have \( F = \Xi_{\Sigma}(F) \).

In the terminology of Notation 4.12,

\[ F = R\varpi_{\Sigma!} (k_{\tilde{\Sigma}} \otimes \tilde{L}[1]), \]

for \( \tilde{L} := R\tilde{j}_{\Sigma*} L \). Recall Notation 4.13.

We want to prove that the isomorphism

\[
S_{\pm \beta} : \bigoplus_{c \in \Sigma} \Phi_c^{(\alpha, \beta)}(F) \xrightarrow{\sim} \bigoplus_{c \in \Sigma} \Phi_c^{(\alpha, \beta)}(F)
\]

has the form given in (5.11) or (5.12) respectively.

Now, \( S_{\pm \beta} \) is induced by the restrictions of \( \rho_{\pm \alpha} \) (5.5) to \( h_{\pm \beta} \):

\[
\pi^{-1} k_{h_{\pm \beta}} \otimes \left( \bigoplus_{c \in \Sigma} \Phi_c^{(\alpha, \beta)}(F) \otimes E^{cw} \right) \xrightarrow{\rho_{\alpha}} \pi^{-1} k_{h_{\pm \beta}} \otimes K \\
\xleftarrow{\rho_{-\alpha}} \pi^{-1} k_{h_{\pm \beta}} \otimes \left( \bigoplus_{c \in \Sigma} \Phi_c^{(-\alpha, \beta)}(F) \otimes E^{cw} \right)
\]
followed by (5.9). Due to the natural isomorphism (5.10), the bottom line of (5.14) is determined by the linear maps it induces on a stalk at a point 

\[(w, t) \in \pi^{-1}(h_{±β}) \cap \bigcap_{c \in Σ} \{ t + \text{Re} cw \geq 0 \}. \]

Let us fix such a point \((w, t)\), e.g. fix any \(w \in h_{±β}\) and then any \(t \gg 0\) big enough will satisfy this condition. Recall that 

\[K \simeq R\tilde{q}! (k_{\{t + \text{Re} zw \geq 0\}} \otimes p_{−1}F)\]

and that \(Z_{(w, t)} = \{ z \in V; t + \text{Re} zw \geq 0 \}\) denoted the fiber of \(\tilde{q}\) over \((w, t)\). Hence, on the level of stalks over \((w, t)\) and invoking the real oriented blow-up due to the definition of the maximal Beilinson extension, the morphism \(ρ_{±\alpha}\) reads as 

\[RΓ_c(\tilde{V}; k_{ω_{−1}}Z_{(w, t)} \cap \tilde{V}_{Σ} \otimes \tilde{L}[1]) \sim \bigoplus_{c \in Σ} RΓ_c(\tilde{V}; k_{ℓ_{±}} \otimes \tilde{L}[1]).\]

We will now pass to the dual side using Borel–Moore homology based on subanalytic chains in the spirit of [16, §9.2]. In Appendix A, we will explain how to adapt the methods of [16] to our situation, and in particular how to derive Lemma 5.5 which will be the main technical tool for our computations. The definition of the Borel–Moore homology groups \(H_{BM}^j(X; L)\) on a real analytic manifold \(X\) with values in a local system is given in the Appendix.

Let \(U \subset X\) be an open subanalytic subset, and set \(Y = X \setminus U\). If \(L\) is a local system of finite rank on \(X\), the exact sequence 

\[0 \to k_U \to k_X \to k_Y \to 0\]

induces an exact homology sequence 

\[(5.15) \quad H_{j+1}^j(X; L^*) \to H_{j+1}^j(U; L^*) \overset{δ}{\to} H_{j}^j(Y; L^*) \to H_{j}^j(X; L^*)\]

whose morphisms are induced, at the level of chains, by restriction \([S] \to [S|_U]\), boundary value \(δ: [S] \to [\partial S]\), and natural embedding \([S] \to [S]\), respectively. The boundary value \(δ\) is also easily described using the following lemma, proved in the Appendix.

**Lemma 5.5.** — Let \(F \in \text{Perv}_Σ(C_V)\), and assume that \(X \subset V \setminus Σ\). Let \(L = F|_X[−1]\) be the associated local system on \(X\).

(i) For any \(Z \subset X\) locally closed subanalytic, and any \(j \in Ζ\), one has 

\[(H^j RΓ_c(V; k_Z \otimes F))^* \simeq H_{j+1}^j(Z; L^*).\]
(ii) Let $U \subset X$ be an open subanalytic subset, and set $Y = X \setminus U$. Then, by the above duality, the morphisms

$$H^{j-1}R\Gamma_c(\mathcal{V};k_X \otimes F) \rightarrow H^{j-1}R\Gamma_c(\mathcal{V};k_Y \otimes F)$$

$$\rightarrow H^jR\Gamma_c(\mathcal{V};k_U \otimes F) \rightarrow H^jR\Gamma_c(\mathcal{V};k_X \otimes F)$$

induced by (5.15) are adjoint to the morphisms in (5.16).

We will make extensive use of (ii) in the following. Applied to the definition of $S^{\pm}_\beta$ in (5.13), we see that the latter is the transpose of the composition

$$\sigma^{\pm}_\beta : \bigoplus_{c \in \Sigma} H^1_{BM}(\ell^+_c;\tilde{\mathcal{L}}^*) \xrightarrow{\sim} \bigoplus_{c \in \Sigma} H^1_{BM}(\ell^-_c;\tilde{\mathcal{L}}^*)$$

$$\sim \xrightarrow{(1)} H^1_{BM}(\varpi_{\Sigma}^{-1}Z(w,t) \cap \tilde{\mathcal{V}}_{\Sigma};\tilde{\mathcal{L}}^*) \xleftarrow{(2)} \bigoplus_{c \in \Sigma} H^1_{BM}(\ell^+_c;\tilde{\mathcal{L}}^*)$$

where (1) and (2) are induced by the respective closed embeddings and $\tau$ is the direct sum of the transposes of (5.9) which we now compute on the real oriented blow-up $\tilde{\mathcal{V}}_{\Sigma}$. Instead of (5.8), we now use the exact sequence

$$0 \rightarrow k_{B^>_{\tilde{\mathcal{E}}}} \cdot \ell^+_\tilde{\mathcal{E}} \rightarrow k_{B^>_{\tilde{\mathcal{E}}}} \rightarrow k_{\ell^+_\tilde{\mathcal{E}}} \rightarrow 0.$$ 

Push-forward with respect to $\varpi_{\Sigma}$ induces (5.8). We obtain the isomorphisms

$$\tau_c : H^1_{BM}(\ell^+_c;\tilde{\mathcal{L}}^*) \sim \rightarrow H^1_{BM}(B^>_{\tilde{\mathcal{E}}};\tilde{\mathcal{L}}^*) \sim \rightarrow H^1_{BM}(\ell^+_c;\tilde{\mathcal{L}}^*)$$

induced by the closed embeddings (see Figure 5.3). The isomorphism $\tau$ of (5.17) is the direct sum $\tau = \bigoplus_{c \in \Sigma} \tau_c$. 

Figure 5.3. The sets inducing the isomorphisms in (5.18).
The decomposition $\ell_c^+ = \ell_c^+ \sqcup S_c$ leads to an isomorphism
\begin{equation}
\eta_c : H_1^{BM}(\ell_c^+; \tilde{L}^*) \oplus H_1^{BM}(S_c; \tilde{L}^*) \sim H_1^{BM}(\ell_c^+; \tilde{L}^*),
\end{equation}
which in turn is the transpose of the isomorphism $\Phi_c(\Xi \Sigma F) \simeq \Psi_c(F)$ of Corollary 4.16.

The Borel–Moore cycles $a_c^+ := \ell_c^+ \times c$ with orientation towards $\tilde{c}$ and $b_c^- := S_c \setminus \tilde{c}$ in counter-clockwise orientation, represent a basis (see Figure 5.4) for $H_1^{BM}(\ell_c^+; \mathbf{k})$ compatible with the decomposition (5.19). The basis $a_c^-$, $b^-_c$ we use for $H_1^{BM}(\ell^-_c; \mathbf{k})$ can be read off in Figure 5.4.

Let us fix the index $j \in \{1, \ldots, n\}$. Consider the Borel–Moore 2-chain pictured in Figure 5.5 twisted by a section $v$ of the local system $L$. In the following, we will write $a_j \otimes v$ for the induced Borel–Moore cycle, where we consider $\ell_j^\times$ as a subset of the boundary of $B_{\tilde{c}_j}^\geq$ and take $v$ to be the restriction to $\ell_j^\times$ of its extension to $B_{\tilde{c}_j}^\geq$ (in other words we extend $v$ to $\ell_j^\times$ approaching from the right in the given orientation).

Considering the boundary of this Borel–Moore 2-chain and the convention on the notation just given, we obtain the relation
\begin{equation}
(a_j^- \otimes v = a_j^+ \otimes v - b_j^+ \otimes v + \sum_{\nu=j+1}^n (a^-_\nu \otimes (1 - (T^{\ast \nu}_{\nu \nu})^{-1})v - b^+_\nu \otimes v)
\end{equation}
in $H_1^{BM}(\overline{\omega_\Sigma^{-1}Z}_{(w,t)} \cap \overline{V_{\Sigma}}; L^*_{\Sigma})$, where $T_{\nu \nu}$ is the local monodromy of $\Psi_\nu$ (see Lemma 4.11) and $(T^{\ast \nu}_{\nu \nu})^{-1}$ is its transpose due to the following remark.

Remark 5.6. — For a local system $L$ on the punctured disc around a point with generic fiber $L_b$ and monodromy $T$, the monodromy $T^*$ of the dual local system $L^*$ is characterized by the requirement $\langle T^* v, T z \rangle = \langle v, z \rangle$ for $z \in L_b$ and $v \in L_b^\ast$. Therefore the transpose of the monodromy isomorphism $T : L_b \to L_b$ is given by $(T^*)^{-1}$.
Figure 5.5. The region $Z_{(w,t)}$ with $t \gg 0$ (light grey) and the Borel–Moore 2-chain (dark grey) inducing the relation (5.20) for $w \in h_\beta$ (left hand side) and (5.24) for $w \in h_{-\beta}$ (right hand side).

For each $i \in \{1, \ldots, n\}$, let us introduce the following notation

$$H_1^{BM}(\ell_j^x; \tilde{L}^*) \oplus H_1^{BM}(S_j; \tilde{L}^*) \xrightarrow{\eta_j} H_1^{BM}(\ell_j^+; \tilde{L}^*)$$

$$\xrightarrow{\eta_{i-1}} H_1^{BM}(\ell_i^x; \tilde{L}^*) \oplus H_1^{BM}(S_i; \tilde{L}^*)$$

Note, that $H_1^{BM}(S_j; \tilde{L}^*) \simeq H_1^{BM}(\ell_j^x; \tilde{L}^*)$. Since $\tau$ maps

$$a_j^+ \otimes v \mapsto a_j^- \otimes v + b_j^- \otimes v \quad \text{and} \quad b_j^+ \otimes v \mapsto b_j^- \otimes v,$$

we obtain from (5.20) that

$$\tilde{\sigma}_\beta_{ij} = \begin{cases} 0 & \text{if } i < j, \\ \text{id} & \text{if } i = j \text{ and} \\ \left( \begin{array}{cc} 1 - (T_{ii}^*)^{-1} & 0 \\ -1 & 0 \end{array} \right) & \text{if } i > j, \end{cases}$$

The situation for $\tilde{\sigma}_{-\beta}$ is similar. We obtain the relation

$$a_j^- \otimes v = a_j^+ \otimes (T_{jj}^*)^{-1} v + \sum_{\nu=1}^{j-1} (a_{\nu}^+ \otimes ((T_{\nu\nu})^{-1} - 1)v + b_{\nu}^\perp \otimes v).$$
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Together with (5.22), we deduce that

\[
(\bar{\sigma}_{-\beta})_{ij} = \begin{cases} 
0 & \text{if } i > j, \\
\begin{pmatrix} (T^*_{ii})^{-1} & 0 \\ 1 & 1 \end{pmatrix} & \text{if } i = j \text{ and } \\
\begin{pmatrix} (T^*_{ii})^{-1} & 1 \\ 1 & 0 \end{pmatrix} & \text{if } i < j.
\end{cases}
\]

In order to be able to compare to the right hand side of (5.11) and (5.12), we have to apply the transpose of (4.6) to both sides. We will use the following variant of (4.6) involving the punctured real oriented blow-up \( \tilde{V}_\Sigma^\xi \). In the Notation 4.12 and additionally setting \( \ell_{\tilde{\Sigma}} = \bigcup_{c \in \tilde{\Sigma}} \ell_c \), we consider the short exact sequences (see Figure 5.6)

\[
0 \to k_{B^\geq_c} \to k_{B^\geq_c \cup \ell^\times_c} \to k_{\ell^\times_c} \to 0
\]

(5.26)\[
0 \to k_{B^\geq_c} \to k_{B^\leq_c \setminus \ell_c} \to k_{B^\geq_c \setminus \ell_c} \to 0
\]

analogous to (4.3) and (4.5). Since \( B^\geq_c \cup \ell^\times_c \), \( B^\leq_c \setminus \ell_c \) and \( (\tilde{V}_\Sigma^\xi \setminus \ell_{\tilde{\Sigma}}) \setminus \tilde{B}_c \) have no compactly supported cohomology, the remaining morphisms induced by each of the sequences in (5.26) are isomorphisms. The resulting isomorphism

\[
(5.27)_c \quad H_2^{BM}(\tilde{V}_\Sigma^\xi \setminus \ell_{\tilde{\Sigma}}; \tilde{L}^*) \simeq H_2^{BM}(B^\geq_c \setminus \ell_c; \tilde{L}^*)
\]

\[
\simeq H_2^{BM}(B^\geq_c \setminus \ell_c; \tilde{L}^*) \simeq H_1^{BM}(\ell^\times_c; \tilde{L}^*)
\]

is the transpose of (4.6)_c. Let us write

\[
(\bar{\sigma}_{\pm \beta})_{ij} := ((5.27)_i \oplus (5.27)_i) \circ (\bar{\sigma}_{\pm \beta})_{ij} \circ ((5.27)_j \oplus (5.27)_j)^{-1}.
\]

By (5.7) (and its dual version), we deduce from (5.23) that

\[
(\bar{\sigma}_\beta)_{ij} = \begin{cases} 
0 & \text{if } i < j, \\
\text{id} & \text{if } i = j \text{ and } \\
\begin{pmatrix} 1 - (T^*_i)^{-1} & 0 \\ -1 & 0 \end{pmatrix} & \text{if } i > j.
\end{cases}
\]
and analogously

\begin{equation}
(\tilde{\sigma}_{-\beta})_{ij} = \begin{cases} 
0 & \text{if } i > j, \\
(T_i^*)^{-1} \begin{pmatrix} 1 & 0 \\
0 & 1 \end{pmatrix} & \text{if } i = j \text{ and} \\
(T_i^*)^{-1} \begin{pmatrix} -1 & 0 \\
1 & 0 \end{pmatrix} & \text{if } i < j.
\end{cases}
\end{equation}

Now, let us consider the right hand side of (5.11) and (5.12). We put

\[ a_j := (4.6)_j \oplus (4.6)_j : \Psi_j(F) \oplus \Psi_j(F) \xrightarrow{\sim} \Psi(F) \oplus \Psi(F). \]

By Corollary 4.16 and Remark 5.3, we obtain the commutative diagram (5.30)
where $b_j$ is the composition

$$b_j : \Phi_j(\Xi F) \xrightarrow{\sim} \Psi_j(F) \oplus \Psi_j(F) \xrightarrow{a_j} \Psi(F) \oplus \Psi(F),$$

being the transpose of

$$(5.27)_j \oplus (5.27)_j \circ (5.19) : \oplus H^B_M(\tilde{\mathcal{V}}_\Sigma - \ell \tilde{\Sigma}; \tilde{\ell}^*) \xrightarrow{\sim} H^B_1(\ell_c^*; \tilde{L}^*).$$

Hence

$$(5.31) \quad b_j \circ (u_i v_j) \circ b^{-1}_j = \begin{pmatrix} 1 - T_j & -1 \\ 0 & 0 \end{pmatrix},$$

$$b_i \circ T_i \circ b^{-1}_i = 1 - b_i \circ (u_i v_i) \circ b^{-1}_i = \begin{pmatrix} T_i & 1 \\ 0 & 1 \end{pmatrix}.$$ 

By duality and Remark 5.6, the equations (5.31) together with (5.28) and (5.29) prove Theorem 5.4 in the case where $F$ is a maximal Beilinson extension. \hfill \Box

Remark 5.7. — Let us comment on the case where $F = \mathbb{R}_j\Sigma^!_\ast L[1]$ is a localized perverse sheaf, i.e. it is associated to a regular singular meromorphic connection by the Riemann–Hilbert correspondence. Then $u_i$ is an isomorphism and up to isomorphism of quivers, we can assume that $u_{ii} = \text{id}$ and consequently $T_{ii} = T_{ii} = 1 - v_{ii}$. Furthermore, $u_i = (4.6)_i^{-1}$. The Stokes matrices $S_{\pm \beta}$ of Theorem 5.4 then have the form

$$S_{\beta} = \begin{pmatrix} 1 & 1 - T_2 & 1 - T_3 & \cdots & 1 - T_n \\ 1 & 1 - T_3 & \cdots & 1 - T_n \\ \vdots & \vdots & \ddots & \vdots \\ 1 & & & 1 \end{pmatrix},$$

$$S_{-\beta} = \begin{pmatrix} T_1 \\ T_1 - 1 & T_2 \\ T_1 - 1 & T_2 - 1 & \ddots \\ \vdots & \ddots & \ddots \\ T_1 - 1 & T_2 - 1 & \cdots & T_{n-1} - 1 & T_n \end{pmatrix},$$

where $T_i$ is the monodromy of the local system $L$ around the singularity $c_i$, keeping in mind Remark 5.3.
6. Quiver at finite distance

6.1. Statement of the result

Let $F \in \text{Perv}_\Sigma(k_V)$, and consider the embeddings

$$\mathbb{V}^* \xrightarrow{u} \mathbb{V}_\infty^* = (\mathbb{V}^*, \mathbb{P}^*) \xleftarrow{v} (\mathbb{V}^* \setminus \{0\}, \mathbb{P}^* \setminus \{0\}).$$

Proposition 5.1 and Theorem 5.4 describe the structure of $E_\mathbb{V}^{-1}e(F)^\wedge$. Our aim is to analyze $E_\mathbb{V}^{-1}e(F)^\wedge$, so that the description of $e(F)^\wedge$ will be complete. This is achieved in Propositions 6.2 and 6.4 below.

Consider the maps

$$\mathbb{V} \xleftarrow{\gamma} \mathbb{V} \times \mathbb{R}_{<0} \xrightarrow{j} \mathbb{V} \times \mathbb{R} \xleftarrow{i} \mathbb{V},$$

where $j$ is the open embedding, $i(x) = (x, 0)$, and $\gamma(x, s) = x/|s|$.

**Definition 6.1.** — The smash functor is given by

$$\sigma_\mathbb{V} : D^b(\text{k}_V) \to D^b_\mathbb{P}^+(\text{k}_V), \quad F \mapsto i^{-1}Rj_*\gamma^{-1}F.$$

**Proposition 6.2.** — Let $F \in \text{Perv}_\Sigma(k_V)$. Then

$$E_\mathbb{V}^{-1}e(F)^\wedge \simeq e(\sigma_\mathbb{V}(F)^\wedge).$$

**Proof.** — Consider the triangle

$$\pi^{-1}\text{k}_{\mathbb{V}^* \setminus \{0\}} \otimes E_\mathbb{V}^{-1}e(F)^\wedge \to E_\mathbb{V}^{-1}e(F)^\wedge \to \pi^{-1}\text{k}_{\{0\}} \otimes E_\mathbb{V}^{-1}e(F)^\wedge \xrightarrow{+1}.$$

For $e \in \Sigma$, the function $\text{cw}$ is locally bounded on $\mathbb{V}^*$. Hence $k_{\mathbb{V}^*}^\Sigma \otimes E_\mathbb{V}^{-1}e(F)^\wedge \simeq k_{\mathbb{V}^*}^\Sigma$. Thus Proposition 5.1 implies that $\pi^{-1}\text{k}_{\mathbb{V}^* \setminus \{0\}} \otimes E_\mathbb{V}^{-1}e(F)^\wedge \simeq e(G')$ with $G' = R\mathbb{P}^+L'$, for $j' : \mathbb{V}^* \setminus \{0\} \to \mathbb{V}^*$ the embedding and $L'$ a local system on $\mathbb{V}^* \setminus \{0\}$.

One has $\pi^{-1}\text{k}_{\{0\}} \otimes E_\mathbb{V}^{-1}e(F)^\wedge \simeq e(G'')$ for some $G'' \in D^b(k_{\mathbb{V}^*})$ with $G''|_{\mathbb{V}^* \setminus \{0\}} \simeq 0$. It follows that $E_\mathbb{V}^{-1}e(F)^\wedge \simeq e(G)$ for $G \in D^b(k_{\mathbb{V}^*})$ entering a distinguished triangle

$$G' \to G \to G'' \xrightarrow{+1}.$$

Since $E_\mathbb{V}^{-1}e(F)^\wedge \simeq e(G)$, one has

$$G \simeq R\text{Hom}^E(\text{k}_{\{t \geq 0\}}, e(G))$$

$$\simeq R\text{Hom}^E(\text{k}_{\{t \geq 0\}}, E_\mathbb{V}^{-1}e(F)^\wedge)$$

$$\simeq \text{R}\pi_+(e(F)^\wedge),$$

where $(\ast)$ follows from Lemma 1.2. One then concludes using Lemma 6.3 below. □
Lemma 6.3. — For $F \in \mathcal{D}^b(kV)$, one has
\[ R\pi_*(\epsilon(F)^\wedge) \simeq \sigma_V(F)^\wedge. \]

Proof. — One has
\[
\begin{align*}
\epsilon(F)^\wedge & \overset{(1)}{\simeq} (F \boxtimes k_{(-1)})^\wedge \\
& \overset{(2)}{\simeq} (Rj_1^!\gamma^{-1}F)^\wedge[1] \\
& \simeq (Rj_1^!\gamma^1 F)^\wedge,
\end{align*}
\]
where (1) follows from [3, Proposition A.3], and (2) from [3, Lemma 6.1]. Hence
\[
\begin{align*}
R\pi_*(\epsilon(F)^\wedge) & \simeq R\pi_*(Rj_1^!\gamma^1 F)^\wedge \\
& \simeq (i^!Rj_1^!\gamma^1 F)^\wedge.
\end{align*}
\]

Proposition 6.4. — Let $F \in \text{Perv}_\Sigma(kV)$ with quiver $Q_{\Sigma}(F) = (\Psi, \Phi, u, v)_{c \in \Sigma}$. Then $\sigma_V(F)^\wedge$ is an object of $\text{Perv}_{\{0\}}(kV^*)$ with quiver $Q_{\{0\}}^{(\alpha, \beta)}(\sigma_V(F)^\wedge) = (\Phi_\Sigma, \Psi, V_\Sigma, U_\Sigma)$, where
\[
\begin{align*}
\Phi_\Sigma := \bigoplus_{i=1}^n \Phi_{c_i}, \\
U_\Sigma := (U_1, \ldots, U_n), \\
V_\Sigma := (V_1, \ldots, V_n),
\end{align*}
\]
and $T_c := 1 - v_cu_c$ is the monodromy of $\Psi$ around $c \in \Sigma$.

Proof. — This follows from Proposition 6.7 and Lemma 6.8. \qed

6.2. Computation of the smash functor

In this section, we compute the smash $\sigma_V(F)$ for objects $F \in \mathcal{D}^b(kV)$ which are locally constant in a neighborhood of $\infty$. This is enough for our purposes, since we are interested in the case where $F$ is perverse. We collect in Appendix B some results on $\sigma_V(F)$ for general $F$’s, which might be of independent interest (e.g. perverse sheaves in a higher dimensional affine space no longer satisfy the previous condition.)
Fix $R > 0$, and consider the map $c^R: \mathbb{V} \to \mathbb{V}$ given by

$$c^R(x) = \begin{cases} 0 & \text{if } |x| \leq R, \\ \frac{|x| - R}{|x|} x & \text{if } |x| > R, \end{cases}$$

that contracts the ball $|x| \leq R$ to the origin.

**Lemma 6.5.** — If $F \in D^b(k\mathcal{V})$ is locally constant on $|x| \geq R$, then

$$\sigma_{\mathcal{V}}(F) \simeq R c^*_R F \simeq R c^R F.$$ 

**Proof.** — Consider the maps

$$\begin{array}{ccc} \mathbb{V} & \xrightarrow{c_R} & \mathbb{V} \\ \downarrow{\gamma} & & \downarrow{\iota} \\ \mathbb{V} \times \mathbb{R}_{\leq 0} & \xrightarrow{j} & \mathbb{V} \times \mathbb{R}_{\leq 0} \end{array}$$

The isomorphism $R c^*_R F \simeq R c^R F$ is clear since $c^R$ is proper. Hence, by the definition of $\sigma_{\mathcal{V}}$, we are left to prove

$$\iota^{-1} R j_* \gamma^{-1} F \simeq R c^*_R F.$$ 

Consider the maps

$$p, \eta_R: \mathbb{V} \times \mathbb{R}_{< 0} \to \mathbb{V},$$

$$\overline{p}, \xi_R: \mathbb{V} \times \mathbb{R}_{\leq 0} \to \mathbb{V},$$

where $p$ and $\overline{p}$ are the natural projections, and

$$\eta_R(x, s) = \begin{cases} \frac{1}{|s|} x & \text{if } |x| \leq R|s|, \\ \frac{|x| - R(|s| - 1)}{|x|} x & \text{if } |x| \geq R|s|, \end{cases}$$

$$\xi_R(x, s) = \begin{cases} \frac{|s|x}{|x|} & \text{if } |x| \leq R, \\ \frac{|x| + R(|s| - 1)}{|x|} x & \text{if } |x| \geq R. \end{cases}$$

Note that one has $\eta_R(x, -1) = x = \xi_R(x, -1)$, and

$$c^R(x) = \xi_R(x, 0).$$

Consider the endomorphisms

$$\tilde{\eta}_R: \mathbb{V} \times \mathbb{R}_{< 0} \to \mathbb{V} \times \mathbb{R}_{< 0}, \quad (x, s) \mapsto (\eta_R(x, s), s),$$

$$\tilde{\xi}_R: \mathbb{V} \times \mathbb{R}_{\leq 0} \to \mathbb{V} \times \mathbb{R}_{\leq 0}, \quad (x, s) \mapsto (\xi_R(x, s), s).$$

Note that

$$(6.1) \quad \tilde{\eta}_R = (\tilde{\xi}_R|_{s<0})^{-1}. $$
Figure 6.1. Some level sets of $\gamma$ (on the left) and $\eta_R$ (on the right). The region $|x| \leq R|s|$ is pictured in gray.

The sheaves $\gamma^{-1}F$ and $\eta_R^{-1}F$ are locally constant on $|x| \geq R|s|$. Moreover, they coincide on $|x| \leq R|s|$, since $\gamma = \eta_R$ on that region. As $|x| = R|s|$ is a deformation retract of $|x| \geq R|s|$, it follows that $\gamma^{-1}F \simeq \eta_R^{-1}F$ on $\mathbb{V} \times \mathbb{R}_{\leq 0}$. (See Figure 6.1.)

We are then left to show

$$i^{-1}\mathcal{R}_j\eta_R^{-1}F \simeq \mathcal{R}c^RF.$$  

As a preliminary result, note that if $G \in D^b(k_{\mathbb{V} \times \mathbb{R}_{\leq 0}})$ is locally constant on $|x| \geq R|s|$, then

$$i^{-1}G \simeq i^{-1}\mathcal{R}_j j^{-1}G.$$  

Indeed, one has $(i^{-1}G)_0 \simeq (i^{-1}\mathcal{R}_j j^{-1}G)_0$ by direct computation, and the isomorphism for $x \neq 0$ follows from the fact that $k_{\mathbb{V} \times \mathbb{R}_{\leq 0}} \simeq \mathcal{R}_j j^{-1}k_{\mathbb{V} \times \mathbb{R}_{\leq 0}}$. Note also that one has

$$i^{-1}\mathcal{R}_c^R \simeq \mathcal{R}c^R i^{-1},$$  

since $\tilde{\xi}^R$ and $c^R$ are proper, and there is a Cartesian square

$$\begin{array}{ccc}
\mathbb{V} \times \mathbb{R}_{\leq 0} & \xrightarrow{\tilde{\xi}^R} & \mathbb{V} \times \mathbb{R}_{\leq 0} \\
\uparrow i & & \uparrow i \\
\mathbb{V} & \xrightarrow{c^R} & \mathbb{V}.
\end{array}$$

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure61.png}
\caption{Some level sets of $\gamma$ (on the left) and $\eta_R$ (on the right). The region $|x| \leq R|s|$ is pictured in gray.}
\end{figure}
Figure 6.2. The sets \( \ell_\Delta, \ell_\Delta^x, B_\Delta^- \) and \( B_\Delta^- \). The crosses represent the points in \( \Sigma \).

To conclude, one has

\[
\begin{align*}
i^{-1}Rj_*\eta_R^{-1}F &\simeq i^{-1}Rj_*\eta_R^{-1}p^{-1}F \\
&\sim i^{-1}Rj_*R(\xi_R^R|_{s<0})_*p^{-1}F \\
&\sim i^{-1}Rj_*j^{-1}R\xi_R^Rp^{-1}F \\
&\sim i^{-1}R\xi_R^Rp^{-1}F \\
&\sim R\xi_R^R F, \\
\end{align*}
\]

where (1) follows from (6.1), (2) from (6.2), and (3) from (6.3). \( \square \)

### 6.3. Quiver of the smash

For \( R > 0 \), let \( \Delta = \Delta_R \subset \mathbb{V} \) be the closed ball centered at the origin with radius \( R \). Choose \( R \) big enough so that \( \Delta \supset \Sigma \), and set

- \( \ell_\Delta(\alpha) := \Delta + \mathbb{R}_{\geq 0} \alpha \),
- \( \ell_\Delta^x(\alpha) := \ell_\Delta(\alpha) \setminus \Delta \),
- \( B_\Delta^-(\beta) := \{ z \in \mathbb{V}; \text{Re}(z, \beta) < R \} \),
- \( B_\Delta^-(\beta) := \{ z \in \mathbb{V}; \text{Re}(z, \beta) \geq R \} \).

We will write for short \( \ell_\Delta^x, B_\Delta^x \), etc. instead of \( \ell_\Delta^x(\alpha), B_\Delta^-(\beta) \), etc. These sets are pictured in Figure 6.2.

Consider the short exact sequences

\[
\begin{align*}
0 &\to k_{\ell_\Delta^x} \to k_{\ell_\Delta} \to k_{\Delta} \to 0, \\
0 &\to k_{B_\Delta^-} \to k_{\mathbb{V}} \to k_{B_\Delta^-} \to 0.
\end{align*}
\]
Figure 6.3. The sets $\tilde{\ell}_\Delta$, $\tilde{\ell}_\Delta^\times$, $\tilde{B}_\Delta^>$ and $\tilde{B}_\Delta^\leq$. The crosses represent the points in $\Sigma$.

Lemma 6.6. — Let $F \in \Perv_\Sigma(k_V)$.

(i) Denoting $i_0 : \{0\} \to V$ the embedding, one has

$$i_0^{-1} \sigma_V(F) \simeq R\Gamma_c(\mathcal{V}; k_\Delta \otimes F),$$
$$i_0! \sigma_V(F) \simeq R\Gamma_c(\mathcal{V}; F).$$

(ii) There are isomorphisms

$$\Psi_0(\sigma_V(F)) \simeq R\Gamma_c(\mathcal{V}; k_{\ell_\Delta} \otimes F) \simeq R\Gamma_c(\mathcal{V}; k_{B_\Delta^>} \otimes F)[1],$$
$$\Phi_0(\sigma_V(F)) \simeq R\Gamma_c(\mathcal{V}; k_{\ell_\Delta} \otimes F) \simeq R\Gamma_c(\mathcal{V}; k_{B_\Delta^\leq} \otimes F).$$

(iii) By the isomorphisms in (i) and (ii), the distinguished triangles

$$\Psi_0(\sigma_V(F)) \xrightarrow{u_0} \Phi_0(\sigma_V(F)) \xrightarrow{i_0^{-1} \sigma_V(F)} +1,$$
$$i_0! \sigma_V(F) \xrightarrow{v_0} \Psi_0(\sigma_V(F)) \xrightarrow{+1},$$

are identified with the distinguished triangles

$$R\Gamma_c(\mathcal{V}; k_{\ell_\Delta} \otimes F) \xrightarrow{u_0} R\Gamma_c(\mathcal{V}; k_{\ell_\Delta} \otimes F) \xrightarrow{R\Gamma_c(\mathcal{V}; k_\Delta \otimes F)} +1,$$
$$R\Gamma_c(\mathcal{V}; F) \xrightarrow{v_0} R\Gamma_c(\mathcal{V}; k_{B_\Delta^<} \otimes F) \xrightarrow{u_0} R\Gamma_c(\mathcal{V}; k_{B_\Delta^> \otimes F})[1] \xrightarrow{+1},$$

induced by (6.4).

Proof. — By Lemma 6.5 one has $\sigma_V(F) \simeq Rc_! F$, where we set $c = c^R$. By direct computation, one obtains a statement analogue to the above, where $\ell_\Delta, \ell_\Delta^\times, B_\Delta^>$, and $B_\Delta^\leq$ are replaced with the sets $\tilde{\ell}_\Delta, \tilde{\ell}_\Delta^\times, \tilde{B}_\Delta^>$, and $\tilde{B}_\Delta^\leq$, respectively, pictured in Figure 6.3. Since $Rc_! F$ is locally constant on the closure of $\mathcal{V} \setminus \Delta$, one can deform these sets to the original sets, in a way which is compatible with the morphisms (6.4).

Proposition 6.7. — Let $F \in \Perv_\Sigma(k_V)$ with quiver

$$Q_\Sigma^{(\alpha, \beta)}(F) = (\Psi, \Phi_c, u_c, v_c)_{c \in \Sigma},$$
Then \( \sigma_{\mathcal{V}}(F) \) is an object of \( \operatorname{Perv}_{\{0\}}(k_{\mathcal{V}}) \) with quiver

\[
Q^{(\alpha, \beta)}_{\{0\}}(\sigma_{\mathcal{V}}(F)) = (\Psi, \Phi_{\Sigma}, U_{\Sigma}', V_{\Sigma}'),
\]

where \( \Phi_{\Sigma} := \bigoplus_{i=1}^{n} \Phi_{c_i}, U_{\Sigma} := (U_1, \ldots, U_n), V_{\Sigma} := (V_1, \ldots, V_n), \)

\[
U_i := u_{c_i} T_{c_i+1} T_{c_{i+2}} \ldots T_{c_n},
\]

\[
V_i := v_{c_i},
\]

and \( T_c := 1 - v_c u_c \) is the monodromy of \( \Psi \) around \( c \in \Sigma \).

**Proof.** — The statement is natural in \( F \) and is certainly true for perverse sheaves supported on \( \Sigma \). The general case can then be proved by considering the case of a maximal Beilinson extension. For simplicity, we will consider the localized case. The arguments for a maximal Beilinson extension are the same working on the real oriented blow-up \( \tilde{V}_{\Sigma} \) instead.

Since \( B_{\Delta}^\leq \ell_{\Sigma} \) is \( \Sigma \)-negligible, the short exact sequence

\[
0 \to k_{B_{\Delta}^\geq} \to k_{\mathcal{V} \setminus \ell_{\Sigma}} \to k_{B_{\Delta}^\leq \ell_{\Sigma}} \to 0
\]

induces an isomorphism

\[
(6.5) \quad \Psi_0(\sigma_{\mathcal{V}}(F)) \simeq R\Gamma (\mathcal{V} \otimes k_{B_{\Delta}^\geq} \otimes F)[1] \xrightarrow{\sim} R\Gamma (\mathcal{V} \otimes k_{\ell_{\Sigma}} \otimes F)[1] = \Psi(F).
\]

The isomorphism

\[
(6.6) \quad \Phi_0(\sigma_{\mathcal{V}}(F)) \simeq \bigoplus_{c \in \Sigma} \Phi_c(F) = \Phi_{\Sigma}(F)
\]

is induced by the closed embedding \( \cup_{c \in \Sigma} \ell_c \to \ell_{\Delta} \) whose open complement is again \( \Sigma \)-negligible. We then obtain the commutative diagram

\[
\begin{array}{ccc}
R\Gamma_c(\mathcal{V} \otimes k_{\ell_{\Delta}} \otimes F) & \cong & R\Gamma_c(\mathcal{V} \otimes k_{B_{\Delta}^\leq} \otimes F) \\
\downarrow & & \downarrow \eta \\
\bigoplus_{c \in \Sigma} R\Gamma_c(\mathcal{V} \otimes k_{\ell_c} \otimes F) & \xrightarrow{V_{\Sigma}} & R\Gamma_c(\mathcal{V} \otimes k_{\mathcal{V} \setminus \ell_{\Sigma}} \otimes F)[1]
\end{array}
\]

Since we assumed \( F \) to be localized, i.e. \( F = Rj_{\Sigma 1} L[1] \) for a local system \( L \), we additionally have

\[
R\Gamma_c(\mathcal{V} \otimes k_{\ell_c} \otimes F) \xrightarrow{\sim} R\Gamma_c(\mathcal{V} \otimes k_{\ell_c} \otimes F) \xrightarrow{\sim (4.6)_c} R\Gamma_c(\mathcal{V} \otimes k_{\mathcal{V} \setminus \ell_{\Sigma}} \otimes F)[1]
\]
We pass to the dual Borel–Moore side and are led to consider the induced morphism

\[(6.8) \quad H_{2}^{BM}(\mathcal{V} \setminus \ell_{\Sigma}; L^{*}) \xrightarrow{(V_{\Sigma})^{*}} \bigoplus_{c \in \Sigma} H_{1}^{BM}(\ell_{c}; L^{*}) \xrightarrow{\sim} \bigoplus_{c \in \Sigma} H_{2}^{BM}(\mathcal{V} \setminus \ell_{\Sigma}; L^{*}).\]

Now, \(H_{2}^{BM}(\mathcal{V} \setminus \ell_{\Sigma})\) is generated by the whole space as a Borel–Moore 2-cycle, denoted by \(\Gamma\), with the orientation induced by the pair \((\alpha, \beta)\).

Following \(\Gamma \otimes w\) for a section \(w\) of \(L^{*}\) along the dual of the diagram (6.7), we observe that it is mapped to the element

\[\gamma \otimes w \in H_{1}^{BM}(\ell_{\Delta}; L^{*})\]

given by the boundary curve of \(\ell_{\Delta}\) in clockwise direction. The open subset \(\ell_{\Delta} \setminus (\gamma \cup \ell_{\Sigma})\) with the obvious orientation gives a Borel–Moore 2-chain \(\Upsilon \otimes w\) whose boundary induces the relation

\[(6.9) \quad \gamma \otimes w = \sum_{c \in \Sigma} a_{c} \otimes (1 - (T_{c}^{*})^{-1})w\]

where \(a_{c} \otimes w\) is the Borel–Moore homology class represented by the 1-cycle given by \(\ell_{c}^{\times}\) in the orientation towards \(c\) (see Figure 6.4). Here, we use the same convention we used for (5.20), so that \(w\) simply denotes the extension of the section \(w\) to \(\ell_{c}^{\times}\) coming from \(B_{c}^{\geq}\), i.e. from the right.

It follows that (6.8) maps

\[(\Gamma \otimes w) \xrightarrow{(6.8)} \sum_{c \in \Sigma} a_{c} \otimes (1 - (T_{c}^{*})^{-1})w\]

which proves the assertion on \(V_{\Sigma}\) since \(v_{c} = 1 - T_{c}\) in the localized case and \((T_{c}^{*})^{-1}\) is the transpose of \(T_{c}\) (see Remark 5.6).

Let us now consider the morphism \(U_{\Sigma}\):

\[
\Psi_{0}(\sigma_{\mathcal{V}}(F)) \simeq R\Gamma_{c}(\mathcal{V}; k_{\ell_{c}^{\times}} \otimes F) \xrightarrow{\sim} R\Gamma_{c}(\mathcal{V}; k_{\ell_{\Delta}} \otimes F) \xrightarrow{\sim} R\Gamma_{c}(\mathcal{V}; k_{\ell_{c}} \otimes F)
\]

\[(6.10) \quad R\Gamma_{c}(\mathcal{V}; k_{\mathcal{V} \setminus \ell_{\Sigma}} \otimes F)[1] \xrightarrow{U_{\Sigma}} \bigoplus_{c \in \Sigma} R\Gamma_{c}(\mathcal{V}; k_{\ell_{c}} \otimes F) \xrightarrow{(4.6)_{j}} R\Gamma_{c}(\mathcal{V}; k_{\ell_{j}^{\times}} \otimes F)\]

It is important to recall that \((4.6)_{j}\) is defined as a composition

\[R\Gamma_{c}(\mathcal{V}; k_{\ell_{j}^{\times}} \otimes F) \xrightarrow{\sim} R\Gamma_{c}(\mathcal{V}; k_{B_{j} \setminus \ell_{j}} \otimes F)[1] \xrightarrow{\sim} R\Gamma_{c}(\mathcal{V}; k_{\mathcal{V} \setminus \ell_{j}} \otimes F)[1]\]
via the open embedding $B_j \setminus \ell_j \hookrightarrow \mathbb{V} \setminus \ell_\Sigma$.

Again, with $F = Rj_\Sigma^! L[1]$ being localized, we switch to the dual Borel–Moore homology. The transpose of (6.10) reads as

\[
H_{2BM}^2(\ell \times \Delta; L^*) \xleftarrow{\sim} H_{1BM}^1(\ell \Delta; L^*) \xrightarrow{\sim} \bigoplus_{c \in \Sigma} H_{1BM}^1(\ell_c \times; L^*)
\]

Following the element $a_j \otimes v$ for a local section $v$ of $L^*$ around the diagram (6.11), recalling that $\tilde{u}_\Delta$ involves the cohomology of $B_\Delta^\times$ (see (6.5)) we obtain that

\[
(6.12) \quad a_j \otimes v \stackrel{(6.11)}{\mapsto} (T^*_n)^{-1}(T^*_n)^{-1} \cdots (T^*_j)^{-1})v
\]

see Figure 6.4. This proves the statement on $U_\Sigma$. \qed

### 6.4. Fourier–Sato transform

Let us pair the real vector spaces $\mathbb{V}_R$ and $(\mathbb{V}^*)_R$ using the scalar product $(z, w) \mapsto \text{Re}(z, w)$. Then the Fourier–Sato transform has kernel $k_{\{(z, w) : \text{Re}(z, w) \leq 0\}}$.

Note that $\text{Perv}_{\{0\}}(k_V)$ is a full subcategory of $\text{Db}_{\text{loc}}^b(k_{\mathbb{V}_R})$. As shown for example in [16, Proposition 10.3.18], the Fourier–Sato transform induces
an equivalence of abelian categories
\[ \text{Perv}_{(0)}(k_V) \overset{\sim}{\to} \text{Perv}_{(0)}(k_{V^*}), \quad F \mapsto \widehat{F}. \]

The following fact is well known. We give here an easy proof in terms of our definition of nearby and vanishing cycles.

**Lemma 6.8.** — Let \( F \in \text{Perv}_{(0)}(k_V) \), and consider its quiver
\[ Q^{(\alpha, \beta)}_{(0)}(F) = (\Psi, \Phi, u, v). \]

Then the quiver of \( \widehat{F} \in \text{Perv}_{(0)}(k_{V^*}) \) is given by
\[ Q^{(\beta, -\alpha)}_{(0)}(\widehat{F}) = (\Phi, \Psi, v, u). \]

**Proof.** — Considering the Fourier–Sato transform on the real line \( \mathbb{R} \), paired with itself by the product \( (u, v) \mapsto uv \), we have
\[ (\mathbb{R}_{\leq 0})^\wedge \simeq \mathbb{R}_{> 0}, \quad (\mathbb{R}_{> 0})^\wedge \simeq \mathbb{R}_{\leq 0}[-1]. \] (6.13)

Note that the \( \mathbb{R} \)-linear maps
\[ p_\beta : V_\mathbb{R} \to \mathbb{R}, \quad z \mapsto \text{Re}(z, \beta), \]
\[ i_\beta : \mathbb{R} \to (V^*)_\mathbb{R}, \quad u \mapsto u_\beta, \]
are transpose to each other. Moreover, the sets
\[ B_0^<(\beta) = \{ z : \text{Re}(z, w) > 0 \} = p_\beta^{-1}(\mathbb{R}_{> 0}), \]
\[ B_0^>(\beta) = \{ z : \text{Re}(z, w) \leq 0 \} = p_\beta^{-1}(\mathbb{R}_{\leq 0}), \]
\[ h_\beta = \mathbb{R}_{> 0} \beta \subset V^* = i_\beta(\mathbb{R}_{> 0}) \]
\[ \ell_0(\beta) = \mathbb{R}_{\geq 0} \beta \subset V^* = i_\beta(\mathbb{R}_{\geq 0}) \]

are conic for the radial action of \( \mathbb{R}^+ \) on \( V \).

We deduce from (6.13) the isomorphisms
\[ (\mathbb{R}_{\leq 0})^\wedge \simeq (\mathbb{R}_{> 0})^\wedge \]
\[ \simeq \mathbb{R}^{\beta}_{\ell_1} (\mathbb{R}_{\leq 0})^\wedge \]
\[ \simeq \mathbb{R}^{\beta}_{\ell_1} (\mathbb{R}_{> 0})^\wedge \]
\[ \simeq (\mathbb{R}_{h_1})^\wedge \]
\[ \simeq (\mathbb{R}_{\ell_0(\beta)})^\wedge[-1]. \]
and hence we get the commutative diagram

\[
\begin{array}{ccc}
\Gamma_c(V^*; k_{h(\alpha)} \otimes \hat{F}) & \xrightarrow{\sim} & \Gamma_c(V^*; k_{h(\nu)} \otimes \hat{F}) \\
\end{array}
\]

Recalling that \(F^\wedge \wedge \simeq F^\alpha\) (with the canonical orientation \(\omega_r \simeq k_V\)), we deduce the commutative diagram

\[
\begin{array}{ccc}
\Gamma_c(V; k_{h(\alpha)} \otimes F) & \xrightarrow{\sim} & \Gamma_c(V; k_{h(\nu)} \otimes F) \\
\end{array}
\]

Summarizing, we have shown that there are commutative diagrams

\[
\begin{array}{ccc}
\Psi_0^{(\beta, -\alpha)}(\hat{F}) & \xrightarrow{\sim} & \Phi_0^{(\beta, -\alpha)}(\hat{F}) \\
\end{array}
\]

\[
\begin{array}{ccc}
\Phi_0^{(\alpha, \beta)}(F) & \xrightarrow{\sim} & \Psi_0^{(\alpha, \beta)}(F) \\
\end{array}
\]

\[
\begin{array}{ccc}
\Phi_0^{(\beta, -\alpha)}(\hat{F}) & \xrightarrow{\sim} & \Psi_0^{(\beta, -\alpha)}(\hat{F}) \\
\end{array}
\]

This implies the statement, since \(\Psi_0' \simeq \Psi_0\) and \(\Phi_0' \simeq \Phi_0\).

\[\square\]

7. More Stokes phenomena

Theorem 5.4 describes the Stokes phenomenon at infinity for \(\hat{\mathcal{M}}\), where \(\mathcal{M}\) is a holonomic \(\mathcal{D}_V\)-module regular everywhere, including at infinity. In this section we will consider some special cases where \(\mathcal{M}\) is not regular, reducing to the regular case after some geometric manipulations.

7.1. Airy equation

The Stokes phenomenon was first analyzed in [31], in relation with the Airy function \(\text{Ai}(y)\). This is an entire solution of the Airy equation

\[Qv = 0, \quad \text{where } Q = \partial_y^2 - y.\]
The corresponding \( \mathcal{D} \)-module \( \mathcal{A} = \mathcal{D}_{\mathbb{C}y}/\mathcal{D}_{\mathbb{C}y} Q \) has 0 and \( \infty \) as its only singularities, with 0 regular and \( \infty \) irregular. In this section we will compute the exponential components and the Stokes multipliers of \( \mathcal{A} \) at \( \infty \) by analyzing its enhanced solutions
\[
\mathcal{A} := \text{Sol}^E_{(\mathbb{C}y)\infty}(\mathcal{A}).
\]
Denote by \( x \) the dual coordinate to \( y \). Since \( Q = \hat{P} \) for \( P = \partial_x - x^2 \), and \( \mathcal{D}_{\mathbb{C}x}/\mathcal{D}_{\mathbb{C}x} P \simeq \mathcal{E}x^3/3 \), we have
\[
\mathcal{A} \simeq (\mathcal{E}x^3/3)^\wedge.
\]
We know a priori (e.g. from \([28]\)) that the formal structure of \((\mathcal{E}x^3/3)^\wedge\) at \( \infty \) is ramified. We therefore consider the ramification
\[
r : \mathbb{C}_v \to \mathbb{C}_y, \quad v \mapsto v^2,
\]
and restrict ourselves to analyze the pull-back \( \mathcal{E}r^{-1}A \).

**Notation 7.1.** — For \( j = 1, \ldots, 6 \), consider the closed sectors in \( \mathbb{C}^x_v \)
\[
H_j = \{ v = re^{\sqrt{-1} \theta} ; r > 0, \theta \in (j - 1)\pi/3 + [-\pi/6, \pi/6] \},
\]
and the open half-lines
\[
\ell_j = (H_j \cap H_{j+1}) = \mathbb{R}_{>0} e^{\sqrt{-1} j \pi/3}
\]
(with \( H_7 := H_1 \)), as in the picture below.

Note that \( \ell_j \) are the anti-Stokes lines for the exponentials \( E^{\pm \pi i/3} \sqrt{v} v^3 \), and that there are identifications
\[
e_j : \text{End} \left( \pi^{-1} k_{\ell_j} \otimes \left( E^{-\pi i/3} \sqrt{v} v^3 \oplus E^{\pi i/3} \sqrt{v} v^3 \right) \right) \sim \text{End}^{(-1)^j}(\mathbb{C}^2),
\]
where \( \text{End}^{\pm 1}(\mathbb{C}^2) \subset \text{End}(\mathbb{C}^2) \) denotes the vector subspace of lower/upper triangular matrices.
Proposition 7.2. — With the above notations, let $j = 1, \ldots, 6$.

(i) The exponential components of $E_{r^{-1}} A$ at $\infty$ are $E^{\pm \frac{2}{3} \sqrt{-1} v^3}$. More precisely, there are isomorphisms

$$s_j: \pi^{-1} k_{H_j} \otimes E_{r^{-1}} A \cong \pi^{-1} k_{H_j} \otimes (E^{-\frac{2}{3} \sqrt{-1} v^3} \oplus E^{\frac{2}{3} \sqrt{-1} v^3}).$$

(ii) The Stokes multipliers of $E_{r^{-1}} A$ at $\infty$, defined by

$$S_j := e_j((\pi^{-1} k_{\ell_j} \otimes s_j) \circ (\pi^{-1} k_{\ell_j} \otimes s_{j+1}^-)),$$

are given by

$$S_{2k} = \begin{pmatrix} -1 & 0 \\ -1 & -1 \end{pmatrix}, \quad S_{2k-1} = \begin{pmatrix} 1 & -1 \\ 0 & 1 \end{pmatrix},$$

for $k = 1, 2, 3$.

Before entering the proof, note that one has

$$E_{r^{-1}} A \simeq E_{r^{-1}} S_{\text{sol}}^{E}((C^x)^3)^\wedge)$$

$$\simeq E_{r^{-1}} (E^{x^2/3})^\wedge[1]$$

$$\simeq E_{r^{-1}} E_{xy}^{xy+x^3/3}[1]$$

$$\simeq E_{q}^{xy^2+x^3/3}[1].$$

As it is customary in the study of the Airy equation, consider the change of variables $\mathbb{C}_u \times \mathbb{C}_v^\times \cong \mathbb{C}_x \times \mathbb{C}_v^\times$ given by

$$\begin{cases} x = \sqrt{-1} uv, \\ v = v, \end{cases}$$

and consider the maps

$$f: \mathbb{C}_u \to \mathbb{C}_z = \mathbb{V}, \quad u \mapsto u^3 - 3u,$$

$$g: \mathbb{C}_v \to \mathbb{C}_w = \mathbb{V}^*, \quad v \mapsto \sqrt{-1} v^3/3,$$

so that $xy + x^3/3 = xv^2 + x^3/3 = f(u)g(v) = zw$. Set

$$F := R f_! k_{\mathbb{C}_u}[1] \in D^b(k_{\mathbb{V}}).$$

The following two lemmas will be proved at the end of this section.

Lemma 7.3. — One has

$$\pi^{-1} k_{\mathbb{C}_v^\times} \otimes E_{r^{-1}} A \simeq \pi^{-1} k_{\mathbb{C}_v^\times} \otimes E_{r^{-1}} ((E^f)^\wedge).$$
Lemma 7.4. — One has $F \in \text{Perv}_\Sigma(\mathcal{V})$ for $\Sigma = \{-2, 2\}$. Moreover, the quiver of $F$ is given by

\[
\begin{array}{c}
\Phi_2(F) \\
\Phi_{-2}(F)
\end{array}
\begin{array}{c}
\begin{array}{ccc}
\uparrow & & \uparrow \\
u_2 & (0 & 1 & -1) & (0 & 1 & -1) \\
\Psi(F) & \simeq & k^3 \\
u_{-2} & (1 & 0 & -1) & (0 & 1 & -1)
\end{array}
\end{array}
\]

Proof of Proposition 7.2. — By Lemma 7.3, it is enough to compute the exponential components of $Eg^{-1}((eF)^\lambda)$ at $\infty$, and its Stokes multipliers.

Let $\alpha = \sqrt{-1} \in \mathbb{C}_z$, $\beta = 1 \in \mathbb{C}_w$. By Lemma 7.4 and Proposition 5.1, the exponential components of $(eF)^\lambda$ at $\infty$ are $E^{\pm 2w}$, and its Stokes multipliers are

\[
S_\beta = \begin{pmatrix} -1 & 0 \\ -1 & -1 \end{pmatrix}, \quad S_{-\beta} = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}.
\]

To conclude, note that $Eg^{-1}E^{\pm 2w} \simeq E^{\pm \frac{2}{3}\sqrt{1}v^3}$, $g^{-1}H_\alpha = \bigcup_k H_{2k-1}$, $g^{-1}H_{-\alpha} = \bigcup_k H_{2k},$

and hence

\[
S_{2k} = S_\beta, \quad S_{2k-1} = S_{-\beta}.
\]

Proof of Lemma 7.3. — By (7.1) and (7.2), one has

\[
\pi^{-1}k_{\mathbb{C}_v^x} \otimes Er^{-1}A \simeq \pi^{-1}k_{\mathbb{C}_v^x} \otimes E_{q!!}E^{xu^2+x^3/3}[1] \\
\simeq \pi^{-1}k_{\mathbb{C}_v^x} \otimes E_{q!!}E^{f(u)g(v)}[1].
\]

Considering the commutative diagram with Cartesian squares

\[
\begin{array}{ccc}
\mathbb{C}_u & \xleftarrow{p} & \mathbb{C}_u \times \mathbb{C}_v \\
\mathbb{C}_z & \xleftarrow{p} & \mathbb{C}_z \times \mathbb{C}_w \\
f & \xleftarrow{f':=f \times \text{id}} & q \\
\mathbb{C}_z & \xrightarrow{g'':=\text{id} \times g} & \mathbb{C}_w.
\end{array}
\]
Figure 7.1. The map $f : u \mapsto z = u^3 - 3u$. One has

$$E_{q!!} E^{f(u)g(v)[1]} \simeq E_{q!!} E^{f^{-1} E^{zg(v)} [1]}$$

$$\simeq E_{q!!} (E^{zg(v)} \otimes e R f_! \mathcal{K}_{\mathbb{C}u} \otimes \mathcal{K}_v [1])$$

$$\simeq E_{q!!} (E^{zg(v)} \otimes e R f_! \mathcal{K}_{\mathbb{C}u} \otimes \mathcal{K}_v [1])$$

$$\simeq E_{q!!} (E^{zg(v)} \otimes e R f_! \mathcal{K}_{\mathbb{C}u} \otimes \mathcal{K}_v [1])$$

$$\simeq E g^{-1} E_{q!!} (E^{zg(v)} \otimes e R f_! \mathcal{K}_{\mathbb{C}u} [1])$$

$$= E_{g}^{-1} ((eF)^\Lambda). \ \Box$$

Proof of Lemma 7.4. — The map $f$ is a 3:1 cover branched at $z \in \Sigma = \{-2, 2\}$. One has $f^{-1}(-2) = \{1, -2\}$ with $u = -2$ a single point, and $u = 1$ a double point. Analogously, $f^{-1}(2) = \{-1, 2\}$ with $u = -1$ of degree two and $u = 2$ of degree one. This is pictured in Figure 7.1. (Write $z = z_1 + \sqrt{-1} z_2$ and $u = u_1 + \sqrt{-1} u_2$. To draw the picture we used the fact that the pull-back of the real line $z_2 = 0$ by $f$ is given by $0 = \text{Im}(u^3/3 - u) = u_2(u_1^2 - u_2^2/3 - 1)$.)

It follows that the restriction of $R f_! \mathcal{K}_{\mathbb{C}u}$ to $\mathbb{V} \setminus \Sigma$ is a local system, and hence $F = R f_! \mathcal{K}_{\mathbb{C}u}[1] \in \text{Perv}_{\Sigma}(\mathbb{V})$. 
Since $F$ is concentrated in degree $-1$, $F \otimes k_\Sigma[-1]$ is perverse. Hence the distinguished triangle

$$F \otimes k_{\mathcal{V} \setminus \Sigma} \to F \to F \otimes k_\Sigma[+1]$$

induces the short exact sequence of perverse sheaves

$$0 \to F \otimes k_\Sigma[-1] \to F \otimes k_{\mathcal{V} \setminus \Sigma} \to F \to 0.$$

In terms of quivers, this reads

(7.3)\[
\begin{array}{cccccc}
i_{-2}F[-1] & b_{-2} & \Psi(F) & u_2 & \Phi_2(F) \\ & 1 & 1-T_{-2} & u_2 & v_2 \\ 0 & 0 & \Psi(F) & 1 & \Psi(F) & 0 \\ & 1 & 1-T_{-2} & u_{-2} & v_{-2} \\ i_{-2}F[-1] & b_{-2} & \Psi(F) & u_{-2} & \Phi_{-2}(F)
\end{array}
\]

Let us compute the maps $b_{\pm2}$ and $T_{\pm2}$, referring to Figure 7.2. Choose a base-point $e \in \mathcal{V}$ with $\Re z > 2$, and choose a numbering $e_1, e_2$ and $e_3$ of the preimages of $e$ by $f$. These choices induce isomorphisms

(7.4)\[
k^3 \simeq \bigoplus_{j=1}^3 (k_{C_{e_j}})_{e_j} \simeq F_e[-1] \simeq \Psi(F) \leftarrow_{\psi_{\pm2}} \Psi_{\pm2}(F).
\]

Choose a path $\gamma^{\pm}$ starting at the base-point $e$, running parallel to the real axis to the point $\pm2$ respectively, circling around it in counter-clockwise orientation and returning to $e$ afterwards. Denote by $\gamma^{\pm}_j$ the lift by $f$ of

Figure 7.2. The pullback by $f$ of the paths $\gamma^+$ and $\gamma^-$. 
the path $\gamma^\pm$ starting at $e_j$. (The course of $\gamma_j^\pm$ can be determined by taking into account the various intersections of $\gamma^\pm$ with the curves drawn in black, blue and red.)

As $T_{\pm 2}$ is induced by the monodromy around $\gamma^\pm$, with the identifications (7.4) one has

$$T_2 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}, \quad T_{-2} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}.$$ 

Recall that $f^{-1}(2) = \{-1, 2\}$, and fix an isomorphism

$$k^2 \simeq (k_{C_u})_{-1} \oplus (k_{C_u})_2 \simeq i_2^{-1}F[-1].$$

Denote by $a^+$ and $a^-$ the blue and red half-lines in $\mathbb{V}$, and by $a_j^\pm$ the lift of $a^\pm$ in $C_u$ first encountered by $\gamma_j^\pm$.

The morphism $\phi_2^{-1} \circ b_2$ is induced by the boundary value map from $a^+$ to its origin $z = 2$. Since the origin of $a^+_1$ is $u = 2$ and the origin of $a^+_2$ and of $a^+_3$ is $u = -1$, with the identifications (7.4) and (7.5) one has $b_2 = \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix}$.

Similarly, $b_{-2} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$.

Then, by (7.3), one has

$$\Phi_2(F) \xrightarrow{\Psi(F)} \simeq \text{coker} \quad \begin{pmatrix} k^2 \xrightarrow{k^3} \xrightarrow{\text{id}} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 1 & 0 \end{pmatrix} \xrightarrow{k} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \xrightarrow{\text{id}} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \xrightarrow{k} \end{pmatrix}.$$

\[ \square \]

7.2. Elementary meromorphic connection

Proceeding as in the previous section, we will describe here the Stokes multipliers at infinity of the Fourier–Laplace transform of $\mathcal{E}^{1/x} := D_{C_u} e^{1/x}$.

A more general situation has been considered in [12], using other methods.

Setting

$$N := \mathcal{S} \mathcal{O} \ell^\mathcal{E}_{\mathbb{P}^*(\mathcal{E}^{1/x})},$$
we know (e.g. from [28]) that its formal structure is ramified at $\infty$. We
therefore consider the ramification

$$r : \mathbb{C}_w \to \mathbb{C}_y, \quad w \mapsto w^2,$$

and restrict ourselves to analyze the pull-back $Er^{-1}N$.

**Notation 7.5.** — In $\mathbb{C}_w$, consider the closed half spaces in $\mathbb{C}_w^\times$

$$H_\pm = \{ w ; \pm \text{Re } w \geq 0 \},$$

and the open half-lines

$$\ell_\pm = \pm \sqrt{-1} \mathbb{R}_{>0},$$

Note that $\ell_\pm$ are the anti-Stokes lines for the exponentials $E^{\pm 2w}$, and
that there are identifications

$$e_\pm : \text{End} (\pi^{-1}k_{\ell_\pm} \otimes (E^{-2w} \oplus E^{2w})) \sim \text{End}^{\pm 1}(\mathbb{C}^2),$$

where we recall that $\text{End}^{\pm 1}(\mathbb{C}^2) \subset \text{End}(\mathbb{C}^2)$ denotes the vector subspace of lower/upper triangular matrices.

**Proposition 7.6.** — With the above notations.

(i) The exponential components of $Er^{-1}N$ at $\infty$ are $E^{\pm 2w}$. More pre-

 cisely, there are isomorphisms

$$s_\pm : \pi^{-1}k_{H_\pm} \otimes Er^{-1}N \sim \pi^{-1}k_{H_\pm} \otimes (E^{-2w} \oplus E^{2w}).$$

(ii) The Stokes multipliers of $Er^{-1}N$ at $\infty$, defined by

$$S_\pm := e_\pm ((\pi^{-1}k_{\ell_\pm} \otimes s_\pm) \circ (\pi^{-1}k_{\ell_\pm} \otimes s_\mp^{-1})), $$

are given by

$$S_+ = \begin{pmatrix} -1 & 0 \\ -2 & -1 \end{pmatrix}, \quad S_- = \begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix}.$$  

As before, note that one has

$$Er^{-1}N \simeq Er^{-1}e_{q!!}Ex^{xy} + \frac{1}{x} [1]$$

$$\simeq e_{q!!}Ex^{xw^2} + \frac{1}{x} [1].$$

Now consider the change of variables $\mathbb{C}_u \times \mathbb{C}_w^\times \sim \mathbb{C}_x \times \mathbb{C}_w^\times$ given by

$$x = \frac{u}{w},$$

$$w = w,$$

and consider the meromorphic function

$$f : \mathbb{C}_u \to \mathbb{C}_z = \mathbb{V}, \quad u \mapsto u + \frac{1}{u},$$
so that \( xw^2 + \frac{1}{x} = f(u)w = zw \). Set

\[
F := Rf_! k_{C_u}[1] \in D^b(k_V).
\]

As in the case of the Airy equation the proof of Proposition 7.6 is obtained from the following

**Lemma 7.7.**

(i) One has

\[
\pi^{-1} k_{C_w} \otimes \mathcal{E}r^{-1} N \simeq \pi^{-1} k_{C_w} \otimes (eF)^\wedge.
\]

(ii) One has \( F \in \text{Perv}_\Sigma(V) \) for \( \Sigma = \{-2, 2\} \). Moreover, the quiver of \( F \) is given by

\[
\begin{array}{c}
\Phi_2(F) \\
\downarrow u_2 \\
\Psi(F) \\
\downarrow u_{-2} \\
\Phi_{-2}(F)
\end{array}
\begin{array}{c}
\k \\
(1 \ -1) \\
\simeq \\
(1 \ -1) \\
\k
\end{array}
\]

**Proof of Lemma 7.7.** — (i) The proof follows the steps of the proof of Lemma 7.3.

(ii) The proof follows the steps of the proof of Lemma 7.4. We are giving the details of the differences in the present case.

The map \( f \) is a branched covering of degree two with branch locus \( \{ \pm 2 \} \) and \( f^{-1}(\pm 2) = \pm 1 \). The restriction of \( F[-1] \) to \( C_w \setminus \{ \pm 2 \} \) is a local system of rank two. With \( \Sigma := \{ \pm 2 \} \), we denote by \( L \) the local system \( L := F|_{C_w \setminus \Sigma[-1]} \).

We choose the same paths in \( C_w \) as in the case of the Airy-function. See Figures 7.3 and 7.4. (Write \( z = z_1 + \sqrt{-1} z_2 \) and \( u = u_1 + \sqrt{-1} u_2 \). To draw the picture we used the fact that the pull-back of the real line \( z_2 = 0 \) by \( f \) is given by \( \text{Im}(u + 1/u) = 0 \), which is equivalent to \( u_2(u_1^2 + u_2^2 - 1) = 0 \).

Let \( e = x + \sqrt{-1} \varepsilon \in C_w \) with \( x \gg 0 \) and small \( \varepsilon > 0 \) with pre-images \( e_1 \) and \( e_2 \), and choose paths \( \gamma \pm \) as before.

The choice of the numbering identifies \( L_e \equiv \bigoplus_{j=1}^2 (k_{C_u})_{e_j} \simeq k^2 \). For the generic stalk, with \( \alpha = \sqrt{-1} \in C_z \), \( \beta = 1 \in C_w \), we get

\[
\Psi_{\pm 2}(F) = \Psi_{\pm 2}^{(\alpha, \beta)}(F) = L_e \simeq k^2
\]
Figure 7.3. The map \( f: u \mapsto z = u + \frac{1}{u} \). Note that \( f(0) = \infty \).

Figure 7.4. The lifts of \( \gamma^+ \).

and the monodromies \( T_{\pm 2} \) are determined by following the lifts \( \gamma_{\pm j} \) of the paths \( \gamma^\pm \). We obtain,

\[
T_{-2} = T_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]
To conclude, we notice that we have

\[
\begin{align*}
\Phi_2(F) & \xrightarrow{u_2} v_2 \\
\Psi(F) & \simeq \text{coker} \\
\Phi_{-2}(F) & \xrightarrow{u_{-2}} v_{-2}
\end{align*}
\]

Appendix A. Complements on Borel–Moore homology

Let \( X \) be a subanalytic space, and consider the space \( \text{BM}^p_X(G) \) of subanalytic Borel–Moore \( p \)-chains relative to an \( \mathbb{R} \)-constructible sheaf \( G \). The definition of \( \text{BM}^p_X(G) \) is parallel to the definition in [13] of the sheaf \( TH(G) \) of tempered homomorphisms. Both constructions are best understood in the framework of subanalytic sheaves of [17]. There, one defines the subanalytic sheaf \( D^b_t X \) of tempered distributions, which satisfies \( TH(G) \simeq \text{Hom}(\iota G, D^b_t X) \) (with \( \iota \) is the embedding of sheaves into subanalytic sheaves, and \( \alpha \) its left adjoint). Here, we introduce the subanalytic sheaf of Borel–Moore \( p \)-chains \( \text{BM}^p_X \), which satisfies \( \text{BM}^p_X(G) \simeq \text{Hom}(\iota G, \text{BM}^p_X) \).

We then indicate how to adapt the arguments in [16, §9.2] in order to prove the results we used in Section 5.3.

A.1. Borel–Moore chains

Let \( X \) be a subanalytic space, that is, an \( \mathbb{R} \)-ringed space locally modeled on closed subanalytic subsets of real analytic manifolds. Recall from [16, §9.2] that, for \( p \in \mathbb{Z}_{\geq 0} \), the sheaf \( CS^X_p \) of subanalytic \( p \)-chains is the sheaf associated with the presheaf \( CS^X_p(V) \) defined as follows. For \( V \subset X \) an open subset, \( CS^X_p(V) \) is the \( k \)-vector space generated by the symbols \([S]\), where \( S \) ranges through the family of \( p \)-dimensional oriented subanalytic submanifolds of \( V \), with the relations

\[
\begin{align*}
(a) & \quad [S_1 \cup S_2] = [S_1] + [S_2] \text{ if } S_1 \cap S_2 = \emptyset, \\
(b) & \quad [S] = [S'] \text{ if } S' \text{ is an open dense subset of } S \text{ with the induced orientation},
\end{align*}
\]
(c) \([S^a] = -[S]\) if \(S^a\) denoted the manifold \(S\) endowed with the opposite orientation.

There is a boundary map \(\partial : \mathcal{C}S^X_p \to \mathcal{C}S^X_{p-1}\), whose construction is detailed in [16, §9.2], inducing a complex of sheaves \(\mathcal{C}S^X_p\). The map \(\partial\) coincides with the "naïf" boundary map in the case of interest to us, which is as follows. Let \(S \subset X\) be an oriented \(p\)-dimensional subanalytic submanifold such that the embedding \(S \subset \overline{S}\) is locally isomorphic in the category of subanalytic spaces to the embedding \(\{x_1 > 0\} \subset \{x_1 \geq 0\}\) in \(\mathbb{R}^p \ni (x_1, \ldots, x_p)\). Then \(\partial[S] = [\partial S]\), where \(\partial S\) is endowed with the induced orientation.

For \(G \in \text{Mod}_{\mathbb{R}-c}(k_X)\), we define the space of subanalytic Borel–Moore \(p\)-chains relative to \(G\) as the subspace

\[
BM^X_p(G) \subset \text{Hom}(G, \mathcal{C}S^X_p)
\]

of morphisms \(\varphi \in \text{Hom}(G, \mathcal{C}S^X_p)\) such that for any relatively compact open subanalytic subset \(U\) of \(X\), and \(s \in G(U)\), there exists \(\sigma \in \mathcal{C}S^X_p(X)\) with \(\sigma|_U = \varphi(s)\). (This last condition is equivalent to asking that \(\text{supp} \varphi(s)\), which is a closed subanalytic subset of \(U\), is subanalytic in \(X\).)

One has a complex \(BM^X_*(G)\) with boundary map induced by \(\partial\).

### A.2. Subanalytic sheaves

For the theory of subanalytic sheaves we refer to [17] (see also [25]). Let us also mention the paper [26], where subanalytic sheaves are used for analogous purposes. Roughly, a subanalytic sheaf on \(X\) is a presheaf defined on the relatively compact subanalytic open subsets of \(X\) satisfying the patching conditions on finite covers. One denotes by \(\text{Mod}(k^\text{sub}_X)\) the category of subanalytic sheaves and by \(D^b(k^\text{sub}_X)\) its bounded derived category. There is a natural fully faithful functor

\[
\iota : \text{Mod}(k_X) \to \text{Mod}(k^\text{sub}_X),
\]

which has an exact left adjoint functor \(\alpha\). The restriction of \(\iota\) to \(\mathbb{R}\)-constructible sheaves is exact, and induces a fully faithful functor

\[
\iota : D^b_{\mathbb{R}-c}(k_X) \to D^b(k^\text{sub}_X).
\]

One says that \(J \in \text{Mod}(k^\text{sub}_X)\) is quasi-injective if the restriction map \(J(U) \to J(V)\) is surjective for every \(V \subset U\) relatively compact subanalytic open subsets. Quasi-injective objects are injective for the functors \(\text{Hom}(\iota G, \bullet)\) and \(\text{Hom}(\iota G, \bullet)\), where \(G \in \text{Mod}_{\mathbb{R}-c}(k_X)\). In particular, the functors \(\text{Hom}(\bullet, J)\) and \(\text{Hom}(\bullet, J)\) are exact on \(\text{Mod}_{\mathbb{R}-c}(k_X)\).
A.3. Borel–Moore homology

For \( p \in \mathbb{Z}_{\geq 0} \) and \( V \subset X \) an open subanalytic relatively compact subset, let \( \mathcal{BM}_p^X(V) \) be the \( k \)-vector space generated by the symbols \([S]\), where \( S \) ranges through the family of \( p \)-dimensional oriented analytic submanifolds of \( V \) which are subanalytic in \( X \), with the relations (a)-(b)-(c) in Section A.1. Then \( V \mapsto \mathcal{BM}_p^X(V) \) is a quasi-injective subanalytic sheaf.

Note that, for \( G \in \text{Mod}_{\mathbb{R},c}(\mathcal{O}_X) \), one has

\[(A.1)\quad \mathcal{BM}_p^X(G) \simeq \text{Hom}(\iota G, \mathcal{BM}_p^X).\]

Note also that \( \alpha(\mathcal{BM}_p^X) \simeq \mathcal{CS}_p^X \).

There is a boundary map \( \partial : \mathcal{BM}_p^X \to \mathcal{BM}_{p-1}^X \), inducing a complex of subanalytic sheaves \( \mathcal{BM}_\bullet^X \), whose construction goes along the same lines as for the boundary map on \( \mathcal{CS}_\bullet^X \) explained in [16, §9.2].

**Proposition A.1.** — There is a natural isomorphism in \( \text{D}^b(\mathcal{O}_X^{\text{sub}}) \)

\[\omega_X \simeq \mathcal{BM}_\bullet^X,\]

where \( \omega_X \) denotes the dualizing complex.

**Proof.** — Let us assume for simplicity that \( X \) is smooth. One can follow the lines of the proof of the analogue result in [16, §9.2]. Then the part of the proof of Theorem 9.2.10 in loc. cit. where exactness is checked on stalks has to be adapted. Let \( U \subset X \) be a relatively compact subanalytic open subset, and \( \sigma \in \Gamma(U; \mathcal{BM}_p^X) \) with \( p < n \) a subanalytic cycle (i.e. a chain satisfying \( \partial \sigma = 0 \)). We have to show that \( \sigma \) is locally a boundary, i.e. that there exist a finite cover \( U = \bigcup_i U_i \) and subanalytic chains \( \tau_i \in \Gamma(U_i; \mathcal{BM}_{p+1}^X) \) such that \( \partial \tau_i = \sigma|_{U_i} \). By the arguments in Theorem 9.2.10, we know that for any \( x \in \overline{U} \) there are an open neighborhood \( V_x \) of \( x \) and a section \( \tilde{\tau}_x \in \Gamma(V_x; \mathcal{BM}_{p+1}^X) \) such that \( \partial \tilde{\tau}_x = \sigma|_{V_x} \). We can assume that \( V_x \) is relatively compact and subanalytic. Since \( \overline{U} \) is compact, we have \( \overline{U} = \bigcup_{i \in I} V_i \) for some \( I \subset \mathbb{U} \) finite. We then set \( U_i = V_i \cap U \) and \( \tau_i = \tilde{\tau}_i|_{U_i} \).

Consider the complex \( \mathcal{BM}_\bullet^X(G) \) with boundary map induced by \( \partial \). We can now prove

\[(A.2)\quad \mathcal{BM}_\bullet^X(G) \simeq \text{RHom}(G, \omega_X).\]

**Proof of (A.2).** — One has

\[\mathcal{BM}_\bullet^X(G) \simeq \text{Hom}(\iota G, \mathcal{BM}_\bullet^X) \]

\[\simeq \text{RHom}(\iota G, \iota \omega_X) \]

\[\simeq \text{RHom}(G, \omega_X),\]
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where (1) follows from the fact that $i$ is fully faithful on $\text{D}^b_{\text{R,c}}(k_X)$, and (2) follows from Proposition A.1. □

Remark A.2. — As pointed out in [16, Exercise 9.1], one has
\[ \mathcal{R}\text{Hom}(G, \omega_X) \simeq \mathcal{H}\text{om}(G, CS_X^\bullet). \]
However, $\mathcal{R}\text{Hom}(G, \omega_X) \not\simeq \mathcal{H}\text{om}(G, CS_X^\bullet)$ in general, since $CS_X^\bullet$ is a $c$-soft resolution of $\omega_X$, not a flabby resolution. In particular, the previous isomorphism does not hold in one of the cases of interest for us, that is when $G$ is the extension by zero of a local system of finite rank on a closed subanalytic subset of $X$.

In particular, if $L$ is a local system of finite rank, and $Z \subset X$ is a locally closed subanalytic subset, one has
\[
\begin{align*}
\text{BM}_j^X(k_Z \otimes L) &\simeq \mathcal{R}\text{Hom}(k_Z \otimes L, \omega_X) \\
&\simeq \mathcal{R}\text{Hom}(L, \mathcal{R}\Gamma_Z\omega_X) \\
&\simeq \mathcal{R}\Gamma(X; \mathcal{R}\Gamma_Z\omega_X \otimes L^*).
\end{align*}
\]

It is thus natural to set the

Definition A.3. — Let $L$ be a local system of finite rank, and $Z \subset X$ a locally closed subanalytic subset. For $j \in \mathbb{Z}$, the Borel–Moore homology of $Z$, relative to $X$, with coefficients in $L^*$ is given by
\[ H_{BM}^j(Z; L^*) := H_j\text{BM}_j^X(k_Z \otimes L). \]

A.4. Long exact homology sequence

Let $U \subset X$ be an open subanalytic subset, and set $Y := X \setminus U$. By (A.1), one has
\[
\begin{align*}
H_p^{BM}(Y; L^*) &\simeq H_p\text{Hom}(\iota(k_Y \otimes L), \text{BM}_j^X) \\
&\simeq H_p\text{Hom}(\iota L, \mathcal{R}\Gamma_Y\text{BM}_j^X).
\end{align*}
\]

Lemma A.4. — With the above notations, one has
\[ H_j^{BM}(U; L^*) \simeq H_j \frac{\text{BM}_j^X(L)}{\text{BM}_j^X(k_Y \otimes L)}. \]

Proof. — By (A.5), we have to prove
\[ H_p^{BM}(U; L^*) \simeq H_p \frac{\text{Hom}(\iota L, \text{BM}_j^X)}{\text{Hom}(\iota L, \mathcal{R}\Gamma_Y\text{BM}_j^X)}. \]
Since the subanalytic sheaves $BM^X_p$ are quasi-injective, the functor
$$\text{Hom}(\iota(L \otimes \bullet), BM^X_p) : \text{Mod}_{\mathbb{R}_{\geq 0}}(k_X) \to C^b(k),$$
with values in the category of bounded complexes of $k$-vector spaces, is exact. Applying it to the exact sequence
$$0 \to k_U \to k_X \to k_Y \to 0,$$
we get the exact sequence of complexes
$$0 \to \text{Hom}(\iota L, \Gamma Y BM^X) \to \text{Hom}(\iota L, BM^X) \to \text{Hom}(\iota L, \Gamma U BM^X) \to 0.$$
Then
$$\text{Hom}(\iota L, \Gamma U BM^X) \cong \frac{\text{Hom}(\iota L, BM^X)}{\text{Hom}(\iota L, \Gamma Y BM^X)},$$
and the statement follows by taking homology groups. \hfill\Box

Remark A.5. — If $Z \subset X$ is a locally closed subanalytic subset, there is an isomorphism
\begin{equation}
H^BM_p(Z; L^*) \cong H^BM_p(Z; L^*|Z).
\end{equation}
In fact, by (A.4) there is an isomorphism in $D^b(k)$
$$BM^X_p(k_Z \otimes L) \cong \mathbb{R}\text{Hom}(L, R\Gamma Z \omega_X)$$
$$\cong \mathbb{R}\text{Hom}(L|_Z, \omega_Z)$$
$$\cong BM^Z_p(L|_Z).$$
If $Z = Y$ is closed, one also has $BM^X_p(k_Y \otimes L) \cong BM^Y_p(L|_Y)$. However, since $BM^X_p(k_Z \otimes L) \not\cong BM^Z_p(L|_Z)$ in general, the description of the two homology groups in (A.6) is different. For example, if $Z = U$ is open and $S \subset U$ is a $p$-dimensional oriented subanalytic submanifolds of $U$, then $[S] \in BM^U_p(L|_U)$ even if $S$ is not subanalytic in $X$. This makes the boundary value map $\delta$ less explicit when written as
$$H^BM_{j+1}(U; L^*|_U) \xrightarrow{\delta} H^BM_j(Y; L^*|_Y).$$
As we detail below, Lemma 5.5 follows from the next lemma.

Lemma A.6. — For $G \in \text{Mod}_{\mathbb{R}_{\geq 0}}(k_X)$, there is a functorial isomorphism
$$D R\Gamma_c(X; G) \cong \text{Hom}(\iota G, BM^X_p),$$
where $D(\bullet) = \mathbb{R}\text{Hom}(\bullet, k)$ is the dual in $D^b(k)$. \hfill\Box
Proof. — Denoting \( a_X : X \to \{ pt \} \) the map to a singleton, one has
\[
\text{DR} \Gamma_c(X; G) = \text{RHom}(\text{R} \Gamma_c(X; G), k) \\
\simeq \text{RHom}(\text{Ra}_X! G, k) \\
\simeq \text{RHom}(G, \omega_X) \\
\simeq \text{Hom}(\iota G, \mathcal{B} \mathcal{M}_X^\bullet),
\]
where (*) follows from (A.3).

Proof of Lemma 5.5. — (i) Lemma A.6 gives an isomorphism
\[
\text{DR} \Gamma_c(X; k \otimes F) \simeq \text{Hom}(\iota(k \otimes F), \mathcal{B} \mathcal{M}_X^\bullet),
\]
and the statement follows by taking homologies.
(ii) follows by applying the functorial isomorphism from Lemma A.6
\[
\text{DR} \Gamma_c(X; \bullet \otimes F) \simeq \text{Hom}(\iota(\bullet \otimes F), \mathcal{B} \mathcal{M}_X^\bullet)
\]
to the exact sequence (5.15), and taking homologies.

Appendix B. Complements on the smash functor

In this section, one may take for \( V \) any real vector space of finite dimension.

B.1. Stalk at the origin

Recall the maps
\[
\begin{array}{cccc}
V & \xleftarrow{\gamma} & V \times \mathbb{R}_{<0} & \xrightarrow{j} & V \times \mathbb{R} & \xleftarrow{i} & V,
\end{array}
\]
where \( j \) is the open embedding, \( i(x) = (x, 0) \), and \( \gamma(x, s) = x/|s| \).

Lemma B.1. — For \( F \in \text{D}^b(k_V) \) one has
\[
\sigma_V(F) \simeq i^! \text{R} j_! \gamma^{-1} F.
\]

Proof. — We give a proof analogue to that of [16, Lemma 4.2.1]. The distinguished triangle
\[
\text{R} \Gamma_{\{s=0\}}(\text{R} j_! \gamma^{-1} F) \to \text{R} \Gamma_{\{s<0\}}(\text{R} j_! \gamma^{-1} F) \to \text{R} \Gamma_{\{s<0\}}(\text{R} j_! \gamma^{-1} F) \xrightarrow{+1}
\]
is isomorphic to the distinguished triangle
\[
\text{R} i_* i^! \text{R} j_! \gamma^{-1} F \to \text{R} j_! \gamma^{-1} F \to \text{R} j_* \gamma^{-1} F \xrightarrow{+1}.
\]
Applying $i^{-1}$ we get
\[ i^{-1}Rj_*\gamma^{-1}F \simeq i^1Rj!\gamma^{-1}F[1] \]
\[ \simeq i^1Rj!\gamma^{-1}F. \]

**Lemma B.2.** — $F \in D^b(k\mathcal{V})$. Then, denoting $i_0: \{0\} \to \mathcal{V}$ the embedding, one has
\[ i_0^{-1}\sigma\mathcal{V}(F) \simeq R\Gamma(\mathcal{V}; F), \]
\[ i_0^1\sigma\mathcal{V}(F) \simeq R\Gamma_c(\mathcal{V}; F). \]

**Proof.** — Let $i_{(0,0)}: \{(0,0)\} \to \mathcal{V} \times \mathbb{R}$ be the embedding. One has
\[ i_0^{-1}\sigma\mathcal{V}(F) = i_0^{-1}i^{-1}Rj_*\gamma^{-1}F \]
\[ \simeq i_{(0,0)}^{-1}Rj_*\gamma^{-1}F \]
\[ \simeq R\Gamma(\mathcal{V} \times \mathbb{R}; Rj_*\gamma^{-1}F) \]
\[ \simeq R\Gamma(\mathcal{V} \times \mathbb{R}; \gamma^{-1}F) \]
\[ \simeq R\Gamma(\mathcal{V}; R\gamma_*\gamma^{-1}F) \]
\[ \simeq R\Gamma(\mathcal{V}; F), \]
where $(1)$ follows from [16, Proposition 3.7.5] since $Rj_*\gamma^{-1}F$ is conic, and $(2)$ follows from the fact that $\gamma$ has contractible fibers.

This proves the first isomorphism in the statement. The proof of the second isomorphism is similar, using Lemma B.1. \[\square\]

**B.2. Smash and specialization functors**

Let $U = T_\infty\mathbb{P}$, where $\mathbb{P} = \mathcal{V} \cup \{\infty\}$ is the one-point compactification. In the next lemma, we relate the smash functor to Sato’s specialization
\[ \nu_{\{0\}}: D^b(k_U) \to D^b(k_U), \quad G \mapsto i^{-1}Rj'_*m^{-1}G, \]
where we considered the maps
\[ (B.1) \quad U \xleftarrow{m} U \times \mathbb{R}_{>0} \xrightarrow{j'} U \times \mathbb{R} \xleftarrow{i'} U, \]
with $j'$ the open embedding, $i'(x) = (x, 0)$, and $m(x, t) = tx$ the action of $\mathbb{R}^+$ on $U$. More precisely, we will consider the induced functor
\[ \nu_{\{0\}}: D^b(k_{U \setminus \{0\}}) \to D^b(k_{U \setminus \{0\}}), \]
obtained by replacing $U$ with $U \setminus \{0\}$ in $(B.1)$ (cf. [16, Exercise IV.2]).
The stereographic projections induce a bijection
\[ u: \mathbb{V} \setminus \{0\} \to \mathbb{U} \setminus \{0\}, \quad x \mapsto x/|x|^2 = 1/|x|, \]
as indicated in the picture below, where \( \mathbb{P} \) is represented as a sphere.

\[ \begin{array}{c}
\infty \\
\mathbb{P}
\end{array} \quad \begin{array}{c}
|x|^{-1} \\
\{x\}
\end{array} \quad \begin{array}{c}
u_0 \quad u(x)
\end{array} \quad \begin{array}{c}
\mathbb{U}
\end{array} \quad \begin{array}{c}
\mathbb{V}
\end{array} \]

**Lemma B.3.** — Let \( F \in \mathcal{D}^b(\mathcal{V}) \). Then one has
\[ \sigma_{\mathcal{V}}(F)|_{\mathcal{V} \setminus \{0\}} \simeq u^{-1}\nu_0\big(\mathcal{R}u_!\big(F|_{\mathcal{V} \setminus \{0\}}\big)\big). \]

**Proof.** — Consider the commutative diagram with cartesian squares
\[ \begin{array}{ccc}
\mathbb{V} \setminus \{0\} & \leftarrow & \mathbb{V} \setminus \{0\} \times \mathbb{R}_{<0} \\
\mathbb{V}^* \setminus \{0\} & \leftarrow & \mathbb{V}^* \setminus \{0\} \times \mathbb{R}_{<0} \end{array} \]
\[ \begin{array}{ccc}
\mathbb{V} \setminus \{0\} & \rightarrow & \mathbb{V} \setminus \{0\} \times \mathbb{R} \\
\mathbb{V}^* \setminus \{0\} & \rightarrow & \mathbb{V}^* \setminus \{0\} \times \mathbb{R} \end{array} \]
where \( r(s) = -s \). One has
\[ u^{-1}\nu_0\big(\mathcal{R}u_!\big(F|_{\mathcal{V} \setminus \{0\}}\big)\big) = u^{-1}i'^{-1}Rj'_*m^{-1}\mathcal{R}u_!\big(F|_{\mathcal{V} \setminus \{0\}}\big) \]
\[ \simeq i'^{-1}(u \times r)^{-1}Rj'_*R(u \times r)_!\gamma^{-1}\big(F|_{\mathcal{V} \setminus \{0\}}\big) \]
\[ \simeq i'^{-1}(u \times r)^{-1}Rj'_*R(u \times r)_!\gamma^{-1}\big(F|_{\mathcal{V} \setminus \{0\}}\big) \]
\[ \simeq i'^{-1}(u \times r)^{-1}R(u \times r)_!Rj_*\gamma^{-1}\big(F|_{\mathcal{V} \setminus \{0\}}\big) \]
\[ \simeq i'^{-1}Rj_*\gamma^{-1}\big(F|_{\mathcal{V} \setminus \{0\}}\big) \]
\[ \simeq \sigma_{\mathcal{V}}(F)|_{\mathcal{V} \setminus \{0\}}. \]
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