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Abstract

Two-dimensional heat transfer in a fin was modeled with acceptable accuracy and optimized. Bezier curve was used to estimate the fin geometry. The finite volume method coupled with the artificial neural network was developed to predict the temperature distribution through the fin with -1.5% to +1% and ± 0.5% accuracy for fin efficiency and rate of heat transfer, respectively. Locations of four control points in the Bezier curve were considered as design variables. Then, fast and elitist non-dominated sorting genetic algorithm (NSGA-II) was applied to find the maximum fin efficiency and the rate of heat transfer as two objective functions. The results of optimal designs were a set of multiple optimum solutions, called ‘Pareto optimal solutions’. The maximum 72 percent for fin efficiency was found with 739 W as its rate of heat transfer while the maximum rate of heat transfer was 962.3 W with 57 percent efficiency. In addition, the optimum results of two-dimensional heat transfer were compared with one-dimensional and the average 14.7 percent decreases in fin efficiency and the rate of heat transfer was found that show the deficiency of the one-dimension modeling. In the second case study, the Pareto front was derived for the rate of heat transfer and fin surface area as two objective functions. It was observed that the results of optimum fin configuration in the case of fin efficiency as objective function are the same with the results of fin surface area as objective function.
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Nomenclature

- $A$: Cross-section area (m²)
- $A_c$: Convection heat transfer surface area (m²)
- $c$: Specific heat (j/kg.K)
- $E$: Controlled elitism factor
- $h$: Convection heat transfer coefficient (W/m².K)
- $k$: Fin thermal conductivity (W/m.K)
- $L$: Fin length (m)
- $M$: Number of chromosome
- $P_m$: Mutation probability
- $P_c$: Crossover probability
- $Q$: Rate of heat transfer (W)
- $\dot{q}$: Internal heat generation (W/m³)
- $W$: Fin base length (m)
- $T$: Temperature (K)
- $t$: Time (sec)
- $Z$: Length of fin in z direction (m)

Greek abbreviation

- $\eta$: Fin efficiency (–)
- $\rho$: Density (kg/m³)

Subscripts

- $b$: Fin base

Introduction

Fins are extended surfaces to develop heat transfer between the solid and fluid [1]. Fins have variety of applications in several industries such as chilling, air conditioning, heat exchanger, power plant, petrochemical plant, cooling of engines and electrical devices [2]. Fin geometry has a significant effect on the heat transfer and efficiency of the fins. This makes the fin geometry as a main variable to optimize the fin effectively. Cando et al. determined the best geometry of a fin with internal heat generation in the maximum heat transfer operation using calculus of variations [3-4]. They studied curvature of fins with eccentric factor and showed these fins have lower surface at the same heat transfer. Lean et al. studied the circular fins with rectangular profile. They also studied the variation of both conductivity and convection heat transfer coefficient [5]. Azarkish et al. [6] obtained the optimum fin geometry for a single fin and fin array [6,7]. They applied single objective genetic algorithm in a longitudinal fin with one-dimensional heat transfer. Georgiou [8] analyzed pin fin with a fin profile with internal heat...
generation. Kobus et al. [9], determined the optimized fin geometry to find minimum fin volume in the certain heat transfer. Molen et al. obtained temperate profile in a pin fin with both convection and radiation heat transfer experimentally and compared the results with a simple heat transfer model [10]. Faberi [11] determined optimum fin geometry using generic algorithm.

In the above works, the one-dimensional heat transfer were modeled and optimized. But in some cases the one-dimensional modeling leads to an error in heat transfer specifications such as temperature distribution and as a result the efficiency and rate of heat transfer. In this work, a two-dimensional heat transfer in a fin was modeled using finite volume method and artificial neural network. Bezier curve was used to determine the fin configuration. The location of four Bezier control points was considered as design variables. Total rate of heat transfer in fin and fin efficiency were considered as two objective functions and multi-objective optimization using NSGA-II technique was applied to find the maximum rate of heat transfer and fin efficiency.

As a summary, the followings are the contribution of this paper into the subject:

• Two-dimensional heat transfer in a fin was modeled and optimized to find the best geometry in both efficiency and rate of heat transfer point of view.

• A closed form equation was derived for objective functions (fin efficiency and rate of heat transfer) versus design variables (decision variables) using artificial neural network with an acceptable accuracy.

• Applying multi-objective optimization for two-dimensional heat transfer in fin with efficiency and rate of heat transfer as two objective functions.

• Comparison of the two and one dimensional heat transfer in the presented case study.

• Considering the rate of heat transfer and fin surface area as another set of objective functions.

The Bezier Curve

One of the key characteristics of Bezier curves is their shape that is determined by the location of a set of points called control points (Figure 1). Each control point changes the part of the curve nearest to it but has little or no effect on parts of the curve that are farther away. This property allows the designer to make localized changes by moving each control point, without affecting the overall shape of the curve [12,13].

A n order Bezier curve is defined based on n+1 points as [12,13]:

\[ C(u) = \sum_{i=0}^{n} B_i^n(u) p_i \quad 0 \leq u \leq 1 \]  

where \( p_i \) is the control points, and \( B_i^n(u) \) is defined as follows:

\[ B_i^n(u) = \frac{n!}{i!(n-i)!} u^i (1-u)^{n-i} \]

Where \( n \) is the order of Bezier curve and \( u \) is variable in the range of 0 to 1.

Thermal Modeling

Three-dimensional heat diffusion equation in the homogeneous medium as well as in the Cartesian coordinate is as follow [1]:

\[ \frac{\partial}{\partial x} \left( \kappa \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial z} \left( k \frac{\partial T}{\partial z} \right) + q = \rho c \frac{\partial T}{\partial t} \]

where \( q \), \( \rho \) and \( c_p \) are internal heat generation, density and specific heat, respectively. In the two-dimensional heat transfer, steady state, constant thermal conductivity and no internal heat generation, the above equation is simplified as follow:

\[ \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} = 0 \]

The equation (4) is segregated using the finite volume method and applied for the fin to determine the temperature distribution and some other fin specifications such as rate of heat transfer and fin efficiency defined as follow:

\[ Q = -kA_c \frac{dT}{dx} \bigg|_{x=0} \]

\[ \eta = \frac{Q}{Q_{max}} = \frac{Q}{hA_c(T_e - T_i)} \]

where \( k \) and \( h \) are conduction and convection heat transfer coefficient respectively, \( A_c \) and \( A_{f,}\) are the fin cross section area and total convection heat transfer area, respectively. In addition \( T_e \) is the fin base temperature and \( T_i \) is the ambient temperature. In addition, \( Q_{max} \) is the rate of heat transfer when total convection fin surface has the base temperature? Using the above definition, a fin with the higher efficiency has the better temperature distribution.

Genetic Algorithm (GA) Method

Multi-objective optimization

A multi-objective problem consists of optimizing (i.e., minimizing or maximizing) several objectives simultaneously, with a number of inequality or equality constraints. The problem can be formally written as follows:

Find \( x = (x_i) \forall i = 1,2,...,N_{param} \) such as

\[ f_i(x) \text{ is a minimum (respectively maximum) } \forall i = 1,2,...,N_{obj} \]

Subject to:

\[ g_j(x) = 0 \quad \forall j = 1,2,...,M \]

\[ h_k(x) \leq 0 \quad \forall k = 1,2,...,K \]

Where \( x \) is a vector containing the \( N_{param} \) design parameters,
the objective functions and \( N\) the number of objectives. The objective function returns a vector containing the set of \( N\) values associated with the elementary objectives to be optimized simultaneously. The GAs are semi-stochastic methods, based on an analogy with Darwin’s laws of natural selection [14]. The first multi-objective GA, called vector evaluated GA (or VEGA), was proposed by Schaffer [15]. An algorithm based on non-dominated sorting was proposed by Srinivas and Deb [16] and called non-dominated sorting genetic-algorithm (NSGA). This was later modified by Deb et al. [17] which eliminated higher computational complexity, lack of elitism and the need for specifying the sharing parameter. This algorithm is called NSGA-II which is coupled with the objective functions developed in this study for optimization.

**Non-dominated sorting**

As defined by Deb [18], an individual \( X^{(a)} \) is said to constrain-dominate an individual \( X^{(b)} \), if any of the following conditions are true:

1. \( X^{(a)} \) and \( X^{(b)} \) are feasible, with
   a. \( X^{(a)} \) is no worse than \( X^{(b)} \) in all objective, and
   b. \( X^{(a)} \) is strictly better than \( X^{(b)} \) in at least one objective.
2. \( X^{(a)} \) is feasible while individual \( X^{(b)} \) is not.
3. \( X^{(a)} \) and \( X^{(b)} \) are both infeasible, but \( X^{(a)} \) has a smaller constraint violation.

Here, the constraint violation \( \ell(X) \) of an individual \( X \) is defined to be equal to the sum of the violated constraint function values [19],

\[
\ell(X) = \sum_{j=1}^{N} \gamma(g_j(X))g_j(X),
\]

Where \( \gamma \) is the Heaviside step function. A set of non-dominated individuals is used to form a Pareto-optimal fronts.

**Tournament selection**

Each individual competes in exactly two tournaments with randomly selected individuals, a procedure which imitates survival of the fittest in nature.

**Controlled elitism sorting**

To preserve diversity, the influence of elitism is controlled by choosing the number of individuals from each subpopulation, according to the geometric distribution [20],

\[
S_q = S \frac{1 - E^{-w}}{1 - E^{-q-1}},
\]

To form a parent search population, \( P_{t+1} \) (denote the generation), of size \( S \), where \( 0 < E < 1 \) and \( w \) is the total number of ranked non-dominated.

**Crowding distance**

The crowding distance metric proposed by Deb [18] is utilized, where the crowding distance of an individual is the perimeter of the rectangle with its nearest neighbors at diagonally opposite corners. So, if individual \( X^{(a)} \) and individual \( X^{(b)} \) have same rank, each one has a larger crowding distance is better.

**Crossover and mutation**

Uniform crossover and random uniform mutation are employed to obtain the offspring population, \( Q_{t+1} \).The integer-based uniform crossover operator takes two distinct parent individuals and interchanges each corresponding binary bits with a probability, \( 0 < p_c < 0.5 \).

**Historical archive**

The NSGA-II algorithm has been modified to include an archive of the historically non-dominated individuals, \( H \). Archive is used to update the data at each iteration. Figure 2 shows the details about each step of the multi-objective genetic algorithm.

As a summary the following are the steps of NSGA-II with historical archive used in this study for multi-objective optimization:

1. A random population with \( M \) chromosome is generated.
2. Each chromosome in the population is decoded using binary decoding.
3. The decoded data are exported to the thermal modeling program and returned back with objective functions (fin efficiency and total rate heat transfer).
4. The population is sorted based on the non-dominated sorting.
5. Then the population is sorted based on the crowding distances.
6. The parent population is formed using the procedure presented in Controlled elitism sorting.
7. A copy of parent is sent to the mating pool and affected by tournament, cross over and mutation operators to forms the new children.
8. The new parent and children are combined and form a new population that is replaced by the older one.
9. This procedure is started again from step 2 until the convergence is met.

**Artificial Neural Network**

The feed-forward neural networks are the most popular

---

**Figure 2:** The schematic diagram for the controlled elitist non-dominated sorted multi-objective genetic algorithm with historical archive.
architectures due to their structural flexibility, good representational capabilities and availability of a large number of training algorithms [21]. Here the individual element inputs are $I_1, I_2, I_3$ weighted by weights $w_{I_1}, w_{I_2}, ..., w_{I_k}$ and the weighted values are fed to the summing function. The neuron has a bias $b$, which is added with the weighted inputs to form the net input $n$. This sum, $n$, is the argument of the transfer function $F$:

$$a = F(n) = F(w_{I_1}I_1 + w_{I_2}I_2 + ... + w_{I_k}I_k + b) \quad (12)$$

This network consists of neurons arranged in layers in which every neuron is connected to all neurons of the next layer (a fully connected network). We feed the network with input data propagating into the output and the activation function vectors in the network from the input layer to the output layer. This state of the network is called relax state. In the train state of the network the adjustable variables of the networks (weights and biases) are tuned by a proper learning algorithm to minimize the energy function of the network.

Case Study

In this study, fin efficiency and rate of heat transfer defined in equations (5) and (6) were considered as two objective functions where both of them should be maximized simultaneously. For this purpose a stainless steel fin with heat conductivity $k=20 \text{ W/m.K}$ was considered as shown in figure 3. Ambient temperature was $T_w=300K$ and convection heat transfer coefficient was assumed to be $h=140 \text{ W/m^2.K}$. The fin base temperature was constant at $T_b=500K$. The fin dimension in the x and y directions were constant at $L=0.05\text{ m }$ and $W=0.02 \text{ m}$. Moreover the heat transfer in the z direction was negligible and fin length in this direction assumed to be $Z=1\text{ m}$. The design variables were defined as four control points with the fixed x at 0.01, 0.02, 0.03 and 0.04 m and variable y in the range of $0 \leq y \leq 0.01\text{ m}$. Four input variables and one output parameter (efficiency or rate of heat transfer) were applied using feed forward algorithm. Tan-sigmoid transfer function $(-1 \leq \frac{2}{1+e^{-x}} \leq 1)$ was used at the input layout with n as the transfer function input. Furthermore the linear transfer function $(e)$ was applied at the output layout. A closed form equation for objective functions versus decision variables was derived by training the network as follows:

$$Q(\eta) = \sum_i w_i (\frac{2}{1+e^{-x_i}} + b_i) \quad (13)$$

where $b$ and $b'$ are the bias value and $w$ and $w'$ are weighting function shown separately for each objective functions in tables 1 and 2. The results show that by applying the above proposed correlations (Equation 13), the estimated efficiency and rate of heat transfer, are accurate within $\pm 1.5\%$ to $+1\%$ and $\pm 0.5\%$ respectively (Figures 4 and 5), which are acceptable for engineering problems.

Using the mentioned closed form equation for the objective functions versus design variables, the genetic algorithm optimization was performed for 100 generations, using a search population size of $M=150$ individuals, crossover probability of $p_c=0.9$, gene mutation probability of $p_m=0.035$ and controlled elitism value $E=0.55$. The results for Pareto-optimal front were shown in figure 6, which clearly reveal the conflict between two objectives, the efficiency and the rate of heat.

![Figure 3: Schematic of the studied fin.](image)

![Figure 4: Comparison of fin efficiency using artificial neural network (Eq. 13) and finite volume method in the presented case study.](image)
transfer. Any geometrical change that increases the efficiency, leads to a decrease in the rate of heat transfer and vice versa. For example, comparison of points D and C shows relative increasing 4.44% in fin efficiency and relative decreasing 3.12% in rate of heat transfer. It is shown in figure 6, that the maximum efficiency exists at design point F (0.7194), while the heat transfer rate is the smallest at this point. On the other hand, the maximum heat transfer occurs at design point A (962.3 W) with a smallest efficiency value (0.5708) at that point. Design point F is the optimal situation at which, efficiency is a single objective function, while design point A is the optimum condition at which heat transfer rate is a single objective function. The optimum fin geometries for six samples A-F were shown in figure 7. These configurations were shown dimensionless, where X=x/L and Y=y/W. The A configuration was obtained when all control points were at their maximum value (0.01 m) while in the F configuration all control points were at their minimum value (0 m). The results of fin efficiency, rate of heat transfer and fin surface area for optimum design points A-F were reported in table 3. The corresponding fin surface area versus rate of heat transfer for the Pareto optimal front points was also shown in figure 8. It was observed that the points in this figure are non-dominated. So it can be predicted that fin surface area is conflicted with the rate of heat transfer in the optimum situation. This means that for higher rate of heat transfer, higher fin surface area is required and as a result, higher cost. The Pareto-optimal front with the rate of heat transfer and fin surface area, as two objective functions, was depicted in figure 9. The results of this Pareto were coincident with the results of figure 8, which clearly confirmed the above fact.

Table 3: Optimum design values for A to F shown in Pareto-optimal fronts.

| Configuration | A    | B    | C    | D    | E    | F    |
|---------------|------|------|------|------|------|------|
| Fin efficiency | 0.5708 | 0.6044 | 0.6257 | 0.6535 | 0.6817 | 0.7194 |
| Rate of heat transfer (W) | 962.3 | 913.7 | 874.9 | 847.6 | 787.8 | 739.0 |
| Fin surface area (cm²) | 420  | 252  | 192  | 169  | 110  | 85   |

Two dimensional modeling

One dimensional modeling

| Configuration | A    | B    | C    | D    | E    | F    |
|---------------|------|------|------|------|------|------|
| Fin efficiency | 0.63564 | 0.68321 | 0.7133 | 0.7497 | 0.79186 | 0.8558 |
| Rate of heat transfer (W) | 1071.5 | 1032.8 | 997.39 | 972.37 | 915.15 | 879.12 |
| Differences (%) | -11.35 | -13.09 | -14.00 | -14.72 | -16.16 | -18.96 |

Figure 5: Comparison of rate of heat transfer using artificial neural network (Eq. 13) and finite volume method in the presented case study.

Figure 6: The distribution of Pareto optimal solution (Pareto Front) using NSGA-II when fin efficiency and rate of heat transfer are as two objective functions.

Figure 7: Optimum configuration for six samples of fin shown in Figure 6.

Figure 8: Variation of fin surface area versus rate of heat transfer for optimum design points presented in Figure 6.

Figure 9: The distribution of Pareto optimal solution using NSGA-II when fin surface area and rate of heat transfer are as two objective functions.
Selection of final optimum design

Each point on the Pareto frontier has the potential of final optimum design. However, selection of final solution among the optimum points existing on the Pareto front needs a process of decision-making. In fact, this process is mostly carried out based on engineering experiences and importance of each objective for decision makers. The process of decision-making is usually performed with the aid of a hypothetical point in figure 6, named as ideal point, that both objectives have their optimal values independent of the other objectives [23].

In this paper, LINMAP method was used to find the final optimum solution in Pareto front [25]. In the LINMAP method, each objective is nondimensionalized using the following relation:

$$F^*_ij = \frac{F_{ij}}{\sqrt{\sum_{i=1}^{m} (F_{ij})^2}}$$

where $i$ is the index for each point on the Pareto frontier, $j$ is the index for each objective in the objectives space and $m$ denotes the number of points in the Pareto front. After non dimensionalization of two objectives, the distance of each solution on the Pareto frontier from the ideal point obtained. The closest point of Pareto frontier to the ideal point (design point $D$) might be considered as a desirable final solution with the 0.6257 fin efficiency and 874.9 W rate of heat transfer.

Model verification

Based on the conservation of energy in the steady state and no heat generation, the total conduction heat transfer from the fin base ($Q_b$) should be the same with the total convection heat transfer ($Q_{conv}$). To investigate the validation of presented finite volume method, the corresponding results of $Q_b$ and $Q_{conv}$ for all optimum points in Pareto front (Figure 6) were shown in figure 10. It revealed the +3.5% to +6% differences between conduction heat transfer and convection heat transfer which is acceptable for engineering problems.

Comparison of two and one dimensional heat transfer modeling

To have a good insight into the presented two-dimensional heat transfer modeling, the results of fin efficiency and rate of heat transfer in one-dimensional heat transfer for six typical points A-F were also listed in table 3. The results show the decrement of fin efficiency and consequently the rate of heat transfer in two-dimensional modeling than the one-dimensional. The maximum 18.96% error was found at design point $F$ and it means the one-dimensional modeling fail further at design point with higher fin efficiency. Moreover the average 14.7% difference was found for six mentioned points that verify the need for two-dimensional heat transfer modeling for fin.

Conclusions

Multi-objective shape optimization of fin with two-dimensional heat transfer was modeled and optimized. Bezier curve was used to estimate the fin geometry and finite volume method was applied to obtain the temperature distribution. Locations of four control points in the Bezier curve were considered as design variables. In the presented optimization problem, efficiency and rate of heat transfer were two objective functions (both of them were maximized). A set of Pareto optimal front points were shown. The results revealed the level of conflict between the two objectives. The optimum results of two-dimensional heat transfer modeling were compared with one-dimensional and the average 14.7% heat transfer decreases was found in the two-dimensional. Moreover the reduction was found further at design point with higher fin efficiency and it shows the need for two-dimension heat transfer modeling. In addition the optimization problem was developed when fin surface area and rate of heat transfer were as two objective functions. The optimum results obtained with fin surface area and rate of heat transfer as two objectives were same as the results when the fin efficiency and rate of heat transfer were as two objective functions. It can be concluded that the fin efficiency and fin surface area are proportional in the optimum situation. Finally, an error analysis based on the energy conservation was carried out and results show the acceptable precision.
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