LINEAR FIRST ORDER DIFFERENTIAL OPERATORS AND THEIR HUTCHINSON INVARIANT SETS
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Abstract. In this paper, we initiate the study of a new interrelation between linear ordinary differential operators and complex dynamics which we discuss in detail in the simplest case of operators of order 1. Namely, assuming that such an operator $T$ has polynomial coefficients, we interpret it as a continuous family of Hutchinson operators acting on the space of positive powers of linear forms. Using this interpretation of $T$, we introduce its continuously Hutchinson invariant subsets of the complex plane and investigate a variety of their properties. In particular, we prove that for any $T$ with non-constant coefficients, there exists a unique minimal under inclusion invariant set $M_{CH}^T$ and find explicitly what operators $T$ have the property that $M_{CH}^T = \mathbb{C}$.
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1. Introduction

1.1. Motivating notions from complex dynamics. In this paper, we study certain families of sets associated with linear first order ordinary differential operators. These sets are closely related to the attractors of Hutchinson operators and to the Julia sets of rational functions.

Namely, in complex dynamics one often considers a map $F: \mathbb{C} \to \mathbb{C}$ from the set of subsets of the Riemann sphere to itself and tries to find the “fixed points” of this map, i.e., non-empty subsets $S \subseteq \mathbb{C}$ such that $F(S) = S$. For example, the Julia set of a rational map $f(z)$ of degree 2, is the minimal closed “fixed point” of $F(S) = \{ f(z) : z \in S \}$ containing at least three points.

Another well-studied instance of such situation occurs in the case of Hutchinson operators, i.e. operators $F: \mathbb{C} \to \mathbb{C}$ of the form

$$F(S) = \bigcup_{u \in S} \{ z : f(z) = u \}$$

containing at least three points.

In most of the cases discussed in the existing literature, a non-trivial closed solution to $F(S) = S$ is unique due to the fact that $F$ under consideration is a contraction in a suitable topology. A good introductory text to this subject is [BV13]. Significant research has been devoted to the case when the contracting maps $\phi_1, \phi_2 : \mathbb{C} \to \mathbb{C}$ are linear (and $\ell = 2$). In particular, in [BH85], the notion of the ”Mandelbrot set” $\mathcal{M}$ for a pair of linear contractions $(\lambda z - 1, \lambda z + 1) := (f_1, f_2)$, with $\lambda < 1$ was introduced. The set $\mathcal{M}$ is the set of all points in the unit disk for which the unique attractor $S \subseteq \mathbb{C}$ of the IFS defined by $(f_1, f_2)$ is connected. The set $\mathcal{M}$ is contained in the closed annulus of radii $1/2$ and 1. Among other results it is proved in [BH85] that the attractor $S$ is connected if and only if $f_1(S) \cap f_2(S) \neq \emptyset$ and is otherwise totally disconnected. Furthermore, $\mathcal{M}$ is different from the closure of its interior. Moreover, if $S$ is connected, it is also locally connected. In [Bou92] it is proved that $\mathcal{M}$ is connected and locally connected. (Recall that in classical holomorphic dynamics, local connectedness of the classical Mandelbrot set is one
of, if not the, main open question.) In [Ban02] the author gives a computer assisted proof that \( \{ z \in \mathbb{C} : |z| < 1 \} \setminus M \) has more than one component.

The situation which we consider below is quite similar to that of Hutchinson operators. However in our case, the map \( F \) is not a contraction and we therefore do not have unique “fixed point”. Hence, instead of an attractor we have families of what we call invariant sets.

Finally, in our situation the set of maps appearing in Eq. (1.2) is not finite, but rather parameterized by \( t \geq 0 \). Iterated function systems with uncountable many maps are not very common in the mathematical literature, but they do appear, see e.g. [Str21]. However, such systems are abundant in the fractal art community, whose goal is to generate and color interesting attractors. We refer to the seminal paper by S. Draves [DR08] for background on this topic and the computer software Apophysis.

### 1.2. Invariant sets for linear first order differential operators.

Let us now describe our basic set-up in detail. Given two polynomials \( P, Q \) non-vanishing identically, consider the first order linear differential operator

\[
T = Q(z) \frac{d}{dz} + P(z). 
\]  

(1.3)

We say that a closed subset \( S \subset \mathbb{C} \) is Hutchinson \( T \)-invariant (or \( T_H \)-invariant for short) if for any \( u \in S \) and \( n \in \mathbb{N} \), we have that the polynomial \( T((z - u)^n) \) is either identically zero, or has all its roots in \( S \). In other words, a closed subset \( S \subset \mathbb{C} \) is Hutchinson \( T \)-invariant if and only if it is a (closed) “fixed point” of the operator \( F(S) = \bigcup_{u \in S} \bigcup_{n \in \mathbb{N}} \{ z : nQ(z)(z - u)^{n-1} + P(z)(z - u)^n = 0 \} \) 

\[
= \bigcup_{u \in S} \bigcup_{n \in \mathbb{N}} \{ z : nQ(z) + P(z)(z - u) = 0 \}. 
\]

Unfortunately, it seems rather difficult to study Hutchinson \( T \)-invariant sets \( S \) for a somewhat general operator (1.3), but we hope to return to this topic in the future. In [Hem23] the second author studied a similar problem to the one above, focusing on sets that are Hutchinson invariant in degree \( n \). Given \( n \) and \( T \) (not only of order one but of arbitrary finite degree), these are the closed subsets \( S \subset \mathbb{C} \) such that for any \( u \in S \) we have that the polynomial \( T((z - u)^n) \) is either identically zero or has all its zeros in \( S \). This problem is directly related to iterations of holomorphic correspondences and it was proved that for a large class of \( T \) and sufficiently large \( n \), the minimal Hutchinson invariant in degree \( n \) exists and is the support of a measure that describes the (equi)distribution of forward iterations of the holomorphic correspondence mapping \( u \) to \( z \) defined by \( T((z - u)^n) = 0 \).

Below we concentrate on another related case that is easier to handle than the Hutchinson \( T \)-invariant sets, where one replaces a non-negative integer power \( n \) with a non-negative real parameter \( t \). Therefore our main definition is as follows.

**Definition 1.1.** A non-empty closed set \( S \subset \mathbb{C} \) is continuously Hutchinson invariant (or \( T_{CH} \)-invariant for short) if for any \( u \in S \) and an arbitrary non-negative number \( t \), the image \( T(f) \) of the function \( f(z) = (z - u)^t \) has all roots in \( S \) or vanishes identically.

**Remark 1.2.** Since for \( T \) given by (1.3), one has \( T((z - u)^t) = (z - u)^{t-1}(tQ(z) + (z - u)P(z)) \), the polynomial equation

\[
tQ(z) + (z - u)P(z) = 0 
\]  

(1.4)

is our main object of interest; note that for any \( T_{CH} \)-invariant set \( S \subset \mathbb{C} \), every \( u \in S \), and any \( t \geq 0 \), the roots of (1.4) must also belong to \( S \).
We now observe that a closed set \( S \) is \( T_{CH} \)-invariant if it is a fixed-point of

\[
    F_T(S) = \bigcup_{u \in S} \bigcup_{t \geq 0} \left\{ z : tQ(z) + (z - u)P(z) = 0 \right\}
\]

where \( \overline{\cdots} \) denotes the closure. By looking at (1.5) and comparing it with (1.1), it is fairly straightforward to show that any \( T_{CH} \)-invariant set must contain the Julia set associated with the map \( z \mapsto z + t \frac{Q(z)}{P(z)} \), for any fixed \( t > 0 \), see Proposition 10.1.

This connection is illustrated in Fig. 1.

**Example 1.3.** The operator \( T = z^2 \frac{d}{dz} + (z - 1) \) has a unique minimal (under inclusion) \( T_{CH} \)-invariant set, whose boundary in polar coordinates can be parameterized as \( r(\theta) = \frac{\sin \theta}{\theta} \), see the leftmost picture in Fig. 1. This boundary curve is called the **cocheloid**. The central picture (constructed via a type of Monte-Carlo simulation, hence the artificial void in the center) illustrates the minimal invariant set associated with iterations of

\[
    F_T(S) = \bigcup_{u \in S} \bigcup_{t \geq 1} \left\{ z : z + t \frac{Q(z)}{P(z)} = u \right\}. \tag{1.6}
\]

Note that having \( t \geq 1 \) seem to give a fractal boundary. Finally, the rightmost picture shows the union of several Julia sets associated with iterations of \( z + t \frac{z^2}{z-1} \).

**Figure 1.** The leftmost image shows the boundary of the minimal \( T_{CH} \)-invariant set for the operator \( T = z^2 \frac{d}{dz} + (z - 1) \). The center image shows (a numerical approximation of) the minimal invariant set, which is a fixed-point of (1.6). The rightmost figure shows the union of the Julia sets of the maps \( z \mapsto z + t \frac{z^2}{z-1} \), for \( t \in \{0.2, 0.4, 0.6, \ldots, 1.8, 2.0\} \).

Below we, in particular, consider the following questions.

**Problem 1.4.** For which linear differential operators \( T \) given by (1.3), does there exist a unique minimal under inclusion \( T_{CH} \)-invariant set?

Below we denote this minimal set (if it exists) by \( M^T_{CH} \).

**Problem 1.5.** Find possible alternative characterizations of \( T_{CH} \)-invariant sets in terms of the polynomials \( P \) and \( Q \). Describe topological and geometric properties of \( T_{CH} \)-invariant sets and their boundaries.
**Problem 1.6.** Assuming that for a linear differential operator $T$, the minimal set $M_{CH}^T$ exists, under which additional conditions is it compact in $C$?

Observe that $M_{CH}^T$ is closed by definition, so its compactness is equivalent to its boundedness.

In the sequel [AHN+22] we will concentrate on the following question.

**Problem 1.7.** Describe properties of the boundary of $M_{CH}^T$ and describe explicitly $M_{CH}^T$ for some classes of operators $T$.

To finish the introduction, we present here a sample of our results related to the above questions.

**Proposition 1.8.** For any linear differential operator $T$ given by (1.3) such that at least one of $Q(z)$ and $P(z)$ are non-constant, the next statements hold:

(i) any $T_{CH}$-invariant set $S \subset C$ contains all roots of both $P(z)$ and $Q(z)$;

(ii) there exists a unique minimal under inclusion $T_{CH}$-invariant set $M_{CH}^T$.

We call $M_{CH}^T$ **trivial** if it (and therefore every $T_{CH}$-invariant set) coincides with the whole $C$.

**Notation 1.9.** For an operator $T$ given by (1.3), throughout the whole paper a very important role will be played by the rational vector field $\dot{z} = R(z)$ where $R(z) = \frac{Q(z)}{P(z)}$. To distinguish the latter vector field from the rational function $R(z)$, we will denote it by $R(z)\partial_z$. We will also frequently use the vector field $-R(z)\partial_z$.

**Notation 1.10.** We define $p_\infty, q_\infty \in C^*$, and $p, q \in N$ such that $P(z) = p_\infty z^p + o(z^p)$ and $Q(z) = q_\infty z^q + o(z^q)$. Then, we have $\lambda = \frac{p_\infty}{q_\infty} \in C^*$ and $\phi_\infty = \arg(\lambda)$.

Similarly, for any point $\alpha \in C$, we have $R(z) = r_\alpha(z - \alpha)^{m_\alpha} + o(|z - \alpha|^{m_\alpha})$ with $r_\alpha \neq 0$ and $m_\alpha \in \mathbb{Z}$.

1.3. **Main results.**

**Theorem 1.11.** For any linear differential operator $T = Q(z)\frac{d}{dz} + P(z)$ where $P, Q$ do not vanish identically, there is a non-trivial $T_{CH}$-invariant set in $C$ if and only if one of the following statements holds:

- $\deg Q - \deg P = -1$;
- $\deg Q - \deg P = 0$;
- $\deg Q - \deg P = 1$, $\deg P \geq 1$ and $\text{Re}(\lambda) \geq 0$;
- $\deg Q = 1$, $\deg P = 0$ and $\lambda \notin \mathbb{R}^-$.

**Theorem 1.12.** For any linear differential operator $T = Q(z)\frac{d}{dz} + P(z)$ where $P, Q$ do not vanish identically, there is a compact $T_{CH}$-invariant set in $C$ if and only if $\deg Q - \deg P = 1$ and one of the following two statements holds:

- $\deg P \geq 1$ and $\text{Re}(\lambda) \geq 0$;
- $\deg Q = 1$, $\deg P = 0$ and $\lambda \notin \mathbb{R} < 0$.

Therefore non-trivial (i.e. different from the whole $C$) minimal invariant set $M_{CH}^T$ can only exist when $\deg Q - \deg P \notin \{-1, 0, 1\}$. As we will show below, $M_{CH}^T$ is necessarily unbounded and nontrivial when $\deg Q - \deg P \in \{-1, 0\}$.

**Remark 1.13.** We do not know of any other situation related to analytic vector fields in which zeros of orders exactly 1, 2 and 3 are more special than zeros or poles of other orders.

To move further, we need to introduce the following natural topological property.
Definition 1.14. Let $S \subset \mathbb{C}$ and denote by $S^\circ$ the set of all its interior points. Points in $S^\circ$ are called regular and points in $S \setminus S^\circ$ are called irregular points of $S$. We also call $S \setminus S^\circ$ the irregular locus of $S$. We say that $S \subset \mathbb{C}$ is (topologically) regular if all its points are regular, i.e., $S = S^\circ$ (which implies that $\partial S = \partial S^\circ$). Otherwise, the set $S$ is called irregular. We say that an irregular set $S$ is fully irregular if $S^\circ$ is empty and partially irregular otherwise. (Obviously every point of an irregular $S$ is irregular if and only if $S$ is fully irregular).

Surprisingly, irregular $T_{CH}$-invariant sets can only occur for operators $T$ enjoying a very specific property. Namely, up to multiplication by a complex constant and an affine change of the variable $z$, such operator $T$ must have real-valued coefficients $Q$ and $P$ subject to the restriction $|\deg Q - \deg P| \leq 1$. Existence of fully irregular sets requires additional restrictions which can nevertheless be made explicit. More exact statement is as follows.

Theorem 1.15. In connection with (ir)regularity of $T_{CH}$-invariant sets, any linear differential operator $T = Q(z) \frac{d}{dz} + P(z)$ with $P$ nor $Q$ not identically vanishing belongs to one of the three classes presented in Table 1.

The structure of the paper is as follows. In §2 we present a general sufficient condition for the existence of $M_{CH}$ and its implicit description in terms of complex dynamics.

In §3 we introduce the root trails/trajectories/t-traces which are solutions of (1.4) for a fixed initial $u$ and $t \in [0, +\infty)$ and discuss their properties. We also introduce a time-dependent vector which describes their dynamics. Additionally we give a general characterization of $T_{CH}$-invariant sets in terms of the family of associated rays of $T$ which is the family of half-lines in $\mathbb{C}$ spanned by the rational vector field $R(z)\partial_z$.

In §4 we introduce a number of notions which will allow us to describe the cases in which all $T_{CH}$-invariant sets of a given operator $T$ are trivial, i.e. coincide with $\mathbb{C}$. In §5 we discuss two basic topological properties of $T_{CH}$-invariant sets, namely their connectedness and compactness. In §6 we give necessary and sufficient conditions describing operators $T$ all $T_{CH}$-invariant sets of which are trivial.

In §7–§9 we discuss irregular $T_{CH}$-invariant sets and present necessary and sufficient conditions for their existence. In particular, we completely describe the case when there exist fully irregular $T_{CH}$-invariant sets. In §10 we describe many open questions related to our set-up. Finally, Appendix A contains relevant classical material on rational vector fields on $CP^1$, special properties of separatrices, and description of curves of inflections for trajectories of analytic vector fields.

Remark 1.16. Although this paper is an outgrowth of our still unpublished studies [ABS20a, ABS20b], it is self-contained and independent of the latter manuscripts. All the necessary notions and results are presented below. In the sequel [AHN+22] we study in substantially more detail minimal continuous Hutchinson invariant sets $M_{CH}$ and their boundaries.
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| Class of operators | Shape of $T_{CH}$-invariant sets | Characterization |
|--------------------|---------------------------------|------------------|
| Class Ia           | At least one $T_{CH}$-invariant set is fully irregular. | Up to an affine change of variables and the multiplication of $P, Q$ by a common non-zero constant, $P$ and $Q$ are real on $\mathbb{R}$. Roots of $P$ and $Q$ are real and interlacing (see Section 3). At each root pole of $R$, we have $r_\alpha < 0$. |
| Class Ib           | At least one $T_{CH}$-invariant set is fully irregular. | $R(z) = \lambda$ with $\lambda \in \mathbb{C}^*$ |
| Class Ic           | At least one $T_{CH}$-invariant set is fully irregular. | $R(z) = \lambda(z - \alpha)$ with $\lambda \notin \mathbb{R}_{<0}$ and $\alpha \in \mathbb{C}$ and $\deg Q = 1$, $\deg P = 0$. |
| Class Id           | At least one $T_{CH}$-invariant set is fully irregular. | $R(z) = \lambda(z - \alpha)$ with $\lambda \in \mathbb{R}_{>0}$ |
| Class II           | At least one $T_{CH}$-invariant set is irregular, but no $T_{CH}$-invariant set is fully irregular. | Up to an affine change of variables and the multiplication of $P, Q$ by a non-vanishing constant, $P$ and $Q$ are real on $\mathbb{R}$. $|\deg Q - \deg P| \leq 1$. If $\deg Q - \deg P = \pm 1$, then $\lambda \in \mathbb{R}_{>0}$. Does not belong to class I. |
| Class III          | Every $T_{CH}$-invariant set is regular. | Does not belong to classes I or II. |

Table 1. Characterization of linear operators w.r.t. existence of irregular $T_{CH}$-invariant sets.

2. Initial facts about $T_{CH}$-invariant sets and $M_{T_{CH}}$

2.1. Existence. For an operator $T$ given by (1.3) and a set $\Omega \subset \mathbb{C}$, we call by the $T_{CH}$-extension $\mathcal{T}(\Omega)$ of $\Omega$ the set obtained by the following iterative procedure. Set $\Omega_0 := \Omega$ and for any positive integer $j = 1, 2, \ldots$, define

$$\Omega_j := \bigcup_{u \in \Omega_{j-1}} \mathfrak{r}_u,$$

where $\mathfrak{r}_u$ stands for the set of all solutions of (1.4) for a given fixed $u$ and all $t \geq 0$, see details in Section 3 (In what follows $\mathfrak{r}_u$ will be called the root trail of $u$.) The closure of $\bigcup_{j=0}^\infty \Omega_j$ is denoted by $\mathcal{T}(\Omega)$. If $\Omega = \{\omega\}$ is a singleton we use the notation $\mathcal{T}(\Omega) = \mathcal{T}(\omega)$.

We start with the following simple claims.

Lemma 2.1. For any linear differential operator $T$ given by (1.3) such that at least one of $Q(z)$ and $P(z)$ are non-constant, any $T_{CH}$-invariant set $S \subset \mathbb{C}$ contains all roots of both $P(z)$ and $Q(z)$;
Hence, $z$ is continuous in the coefficients, it follows that there are $u = u$ such that $z$ can deduce that there is a solution $P. ALEXANDERSSON, N. HEMMINGSSON, D. NOVIKOV, B. SHAPIRO, AND G. TAHAR

Proof. Take a non-empty $T_{CH}$-invariant set $S \subseteq \mathbb{C}$ and recall that for $t \geq 0$ and $u \in S$,

$$T[(z-u)^t] = (z-u)^{t-1}(tQ(z) + (z-u)P(z)).$$

By our assumption, for any $t \geq 0$, all roots of the r.h.s. of the latter expression must belong to $S$. For $t = 0$ and $u \in S$, the roots of

$$tQ(z) + (z-u)P(z) = 0$$

are all the zeros of $P$ together with $z = u$.

For $t > 0$, dividing both sides of the equation by $t(z-u)^{t-1}$ we get

$$\frac{T[(z-u)^t]}{t(z-u)^{t-1}} = Q(z) + \frac{1}{t}P(z)(z-u) . \quad (2.1)$$

When $t \to \infty$ the second term in the r.h.s. tends to 0. Therefore if $\deg P < \deg Q$ then for $t \to \infty$, all roots of the right-hand side with respect to $z$ will necessarily tend to those of $Q(z)$. If $\deg P \geq \deg Q$ then $\deg P - \deg Q + 1$ roots will tend to infinity and $\deg Q$ roots will tend to those of $Q(z)$. Conclusion follows.

\[\square\]

Lemma 2.2. For any linear differential operator $T$ given by \[1.3\], the next statements hold:

(i) For any $\Omega \subset \mathbb{C}$, its $T_{CH}$-extension $\mathfrak{T}(\Omega)$ is $T_{CH}$-invariant;

(ii) Let $(S_i)_{i \in I} \subset \mathbb{C}$ be $T_{CH}$-invariant sets. If $S = \cap_{i \in I} S_i$ is non-empty, then $S$ is invariant.

(iii) If $S_1$ and $S_2$ are $T_{CH}$-invariant, then $S_1 \cup S_2$ is $T_{CH}$-invariant.

Proof. Let $u_0 \in \mathfrak{T}(\Omega)$. We need to show that the closure of the root-trail of $u_0$ is in $\mathfrak{T}(\Omega)$. Suppose not. We note that when $t \to 0$, the zeros of \[1.4\] tend to zeros of $P$ together with $u$ and some zeros might tend to $\infty$ and when $t \to \infty$, the zeros tend to the zeros of $Q$ and some zeros might tend to $\infty$. Hence, we can deduce that there is a solution $z_0$ to \[1.4\] for $u = u_0$ with $t \to 0 \in (0, \infty)$ such that $z_0 \notin \mathfrak{T}(\Omega)$. Now, there is a sequence $(u_k)_{k=1}^\infty$ converging to $z_0$ such that $u_k \in \bigcup_{j=1}^\infty \Omega_j$. Consider the sequence of sets $(U_k)_{k=1}^\infty$ of solutions to \[1.4\] satisfying $u = u_k, t = t_0$. We have that $U_k \subset \bigcup_{j=0}^\infty \Omega_j$. Since the set of zeros of a polynomial is continuous in the coefficients, it follows that there are $z_k \in U_k$ such that $z_k \to z_0$. Hence, $z_0 \in \bigcup_{j=0}^\infty \Omega_j = \mathfrak{T}(\Omega)$. Contradiction. We conclude (i).

For item (ii), suppose the conclusion is false. Then there is a point $u \in S$ such that $T[(z-u)^t]$ has a zero $z_0$ not in $S$. However, each $S_i$ is invariant and contains $u$, so $z_0 \in S_i$ for each $i$. This is a contradiction and the statement follows. To settle (iii) recall that a subset of $\mathbb{C}$ is $T_{CH}$-invariant, if it coincides with its $T_{CH}$-extension, so $\mathfrak{T}(S_1) = S_1$ and $\mathfrak{T}(S_2) = S_2$. The definition of $T_{CH}$-extension implies directly that for any sets $\Omega_1, \Omega_2$, we have

$$\mathfrak{T}(\Omega_1 \cup \Omega_2) = \mathfrak{T}(\Omega_1) \cup \mathfrak{T}(\Omega_2).$$

Thus,

$$\mathfrak{T}(S_1 \cup S_2) = \mathfrak{T}(S_1) \cup \mathfrak{T}(S_2) = S_1 \cup S_2$$

which implies that $S_1 \cup S_2$ is $T_{CH}$-invariant. \[\square\]

Proof of Proposition \[1.8\] Item (i) is Lemma 2.1.

Item (ii) follows from item (i) together with item (ii) from Lemma 2.2. Indeed, by definition any $T_{CH}$-invariant set is closed and we conclude the existence of a unique minimal $T_{CH}$-invariant set $M_{CH}$ obtained as the intersection of the complete family of $T_{CH}$-invariant sets. Notice that depending on $T$ the minimal set $M_{CH}$ might or might not be bounded which will be discussed in details below. \[\square\]
Observe that the assumption that \( T \) has non-constant coefficients is essential for the existence of \( M_{CH}^T \), see Section 2.3.3.

**Remark 2.3.** When using an affine change of variable, we typically apply it to the vector field \( R(z)\partial_z = \frac{Q(z)}{P(z)}\partial_z \) and not the rational function \( R(z) \). That is, for \( z \mapsto aw + b \), we get a new vector field \( \tilde{R}(w)\partial_w := \frac{Q(aw+b)}{aP(aw+b)}\partial_w \). This is equivalent to considering the change of variables in the operator \( T = \frac{Q(z)}{P(z)} + P(z) \). Indeed, the change of variables \( z \mapsto aw + b \) yields
\[
T[(aw + b - u)^t] = tQ(aw + b)(aw + b - u)^{t-1} + P(aw + b)(aw + b - u)^t.
\]
Dividing with \( \frac{(aw + b - u)^{t-1}}{a} \) gives
\[
\frac{t}{a}Q(aw + b) + P(aw + b) \left( w - \frac{u - b}{a} \right).
\]

Since \( w = \frac{z - b}{a} \), we see that a set \( S \) is \( T_{CH} \)-invariant for \( T \) if and only if \( \tilde{S} = \{ \frac{z - b}{a} : z \in S \} \) is \( \tilde{T}_{CH} \)-invariant where
\[
\tilde{T} = \frac{1}{a}Q(aw + b) \frac{d}{dw} + P(aw + b).
\]
As stated, here we obtain \( \tilde{R}(w) = \frac{Q(aw+b)}{aP(aw+b)} \).

**2.2. Implicit characterization of \( M_{CH}^T \) and 1-point generated sets.** For any operator \( T \) with non-constant coefficients, let us now provide a general implicit description of the minimal \( T_{CH} \)-invariant set \( M_{CH}^T \) in spirit of complex dynamics.

**Lemma 2.4.** For any operator \( T \) given by (1.3) with non-constant \( Q(z) \) or non-constant \( P(z) \), its minimal \( T_{CH} \)-invariant set \( M_{CH}^T \) is the \( T_{CH} \)-extension of any point belonging to \( M_{CH}^T \).

**Proof.** Indeed if there is a point \( u \in M_{CH}^T \) whose \( T_{CH} \)-extension \( \Sigma(u) \), which is \( T_{CH} \)-invariant by (i) of Lemma 2.2 is strictly contained in \( M_{CH}^T \) then would not be the minimal under inclusion \( T_{CH} \)-invariant set.

Using the above definitions we obtain the following.

**Corollary 2.5.** For any operator \( T \) given by (1.3) such that \( \deg Q(z) \geq 1 \), the minimal \( T_{CH} \)-invariant set \( M_{CH}^T \) is the \( T_{CH} \)-extension of an arbitrary root of \( Q(z) \).

**Proof.** The statement follows immediately from Lemma 2.4 and item (i) of Proposition 1.3.

Lemma 2.4 and Corollary 2.5 show that \( M_{CH}^T \) is an example a of 1-point generated \( T_{CH} \)-invariant set which, by definition, is the \( T_{CH} \)-extension of a single point \( u \in \mathbb{C} \).

Moreover \( M_{CH}^T \) is generated by any of its points which is not true for more general 1-point generated \( T_{CH} \)-invariant sets.

Nevertheless these sets are “building blocks” of arbitrary \( T_{CH} \)-invariant sets. Namely, by item (iii) of Lemma 2.2 any \( T_{CH} \)-invariant set is (the closure of) a union of some collection of 1-point generated sets.

Thus they play a special role in our set-up and unless \( M_{CH}^T = \mathbb{C} \) there exist 1-point generated sets different from \( M_{CH}^T \). Another natural application of 1-point generated sets is related to the following claim.

**Theorem 2.6.** Assume that polynomials \( Q(z) \) and \( P(z) \) have a common factor \( U(z) \) with roots \( z_1, \ldots, z_t \) so that \( Q(z) = \tilde{Q}(z)U(z) \) and \( P(z) = \tilde{P}(z)U(z) \). Also assume that neither \( Q(z) \) nor \( P(z) \) vanish identically and at least one of them is
non-constant. Then the minimal invariant set $M^T_{CH}$ equals the union of 1-point generated $\tilde{T}_{CH}$-invariant sets $S_1, S_2, \ldots, S_l$ generated by $z_1, z_2, \ldots, z_l$ respectively, where $\tilde{T} = \tilde{Q}(z) \frac{d}{dz} + \tilde{P}(z)$.

**Proof.** Indeed, any $T_{CH}$-invariant set must contain all roots of $Q(z)$ and $P(z)$ and, in particular, all roots of $U(z)$. Equation (1.4) factorizes as

$$U(z)(t\tilde{Q}(z) + (z - u)\tilde{P}(z)) = 0$$

which means that any $T_{CH}$-invariant set is in fact a $\tilde{T}_{CH}$-invariant containing all roots of $U(z)$ and vice versa. Thus $M^T_{CH} = S_1 \cup S_2 \cup \cdots \cup S_l$. □

**Remark 2.7.** Notice that Theorem 2.6 describes $M^T_{CH}$ not as a $T_{CH}$-extension but as a $\tilde{T}_{CH}$-extension and that Lemma 2.4 holds both in the case when $P$ and $Q$ are coprime and when they have a common factor.

**2.3. Trivial special cases.** For the sake of completeness we discuss here some very degenerate and trivial cases which will be exceptional from the of view of our general framework and results described later.

**2.3.1. Case of operators with constant coefficients.** In Section 2.1 we have shown the existence of $M^T_{CH}$ for any operator $T$ given by (1.3) with at least one non-constant coefficient. Let us separately cover the case $T = \alpha \frac{d}{dz} + \beta$ where $\alpha$ and $\beta$ are non-vanishing complex numbers.

**Definition 2.8.** Given a complex number $\xi \neq 0$, we say that a set $S \subset \mathbb{C}$ is closed in direction $\xi$ if for any point $p \in S$, the ray $p + t\xi$ where $t$ runs over non-negative numbers belongs to $S$.

**Lemma 2.9.** Given an operator $T = \alpha \frac{d}{dz} + \beta$ where $\alpha$ and $\beta$ are non-vanishing complex numbers, a closed set $S \subset \mathbb{C}$ is $T_{CH}$-invariant if and only if $S$ is closed in direction $\xi = -\frac{\alpha}{\beta}$.

**Proof.** For any $T$ as above, equation (1.4) takes the form $\alpha t + \beta(z - u) = 0$. Therefore if $S$ is $T_{CH}$-invariant and $u \in S$, then $z(t) = u - \frac{\alpha t}{\beta}$ belongs to $S$ for all non-negative $t$. The latter condition coincides with the requirement that $S$ is closed in direction $\xi = -\frac{\alpha}{\beta}$. □

In particular, in the above notation the $T_{CH}$-invariant set generated by a point $u \in \mathbb{C}$ coincides with the closed ray starting at $u$ and having its direction vector equal to $\xi$.

**2.3.2. Case when either $P$ or $Q$ vanish identically.** Note that for constant coefficients, using the notation of §2.3.3 if at least one of $\alpha$ and $\beta$ are equal to zero, then any closed subset of $\mathbb{C}$ is $T_{CH}$-invariant. If however $P \equiv 0$ and $\deg Q \geq 1$, then a set is $T_{CH}$-invariant if and only if it contains the roots $Q$. In the same vein, if $Q \equiv 0$ and $\deg P \geq 1$, then a set is $T_{CH}$-invariant if and only if it contains the roots of $P$.

**2.3.3. Case when $Q = \alpha(z - z_0), P = -\delta \alpha$ and $\delta > 0$.** In this very special situation, set $u = z_0$ and consider the roots of

$$t\alpha(z - z_0) - \delta \alpha(z - u) = 0 \iff (t - \delta)(z - z_0) = 0.$$ 

When $t = \delta$, it is not immediately clear what the roots of this equation are supposed to be. In order to make this case consistent with the others and comply with Theorem 3.18 below, we define the roots of the equation to be the whole of $\mathbb{C}$ so that $M^T_{CH} = \mathbb{C}$.

In what follows (unless explicitly mentioned) we shall assume that $Q$ and $P$ have no common roots and that $T$ is not as in Section 2.3.1.2.3.3
3. Root trails, associated rays and explicit criterion of $T_{CH}$-invariance

In this section we introduce a number of technical tools to be used throughout the paper.

**Definition 3.1.** For an operator $T$ given by (1.3), a complex number $u$ and $t > 0$, we call by the root divisor $\text{tr}_u(t)$ of the pair $(u, t)$ the set of all solutions of (1.4) considered in $\overline{C} = \mathbb{C}P^1$ and by the root trail $\text{tr}_u$ of $u$ the closure in $\overline{C}$ of the union $\bigcup_{t > 0} \text{tr}_u(t)$.

Observe that for any complex number $u$, the root divisor $\text{tr}_u(0)$ which we call the initial divisor contains $u$ and the zero locus of $P(z)$ (together with $\infty \in \overline{C}$ if $\deg Q > \deg P + 1$). Further, the root divisor $\text{tr}_u(\infty) = \lim_{t \to +\infty} \text{tr}_u(t)$ which we call the final divisor contains $Q(z)$ (together with $\infty \in \overline{C}$ if $\deg P \geq \deg Q$).

**Definition 3.2.** We say that a number $u \in \mathbb{C}$ is $T$-generic if for all $t > 0$, the root divisors $\text{tr}_u(t) \subset \overline{C}$ are simple, i.e., have no multiple roots. By definition, for a generic $u$, its open trail $\text{tr}_u^o = \bigcup_{t > 0} \text{tr}_u(t)$ splits into $\max(\deg Q, \deg P + 1) := N$ smooth non-intersecting connected components which we call $t$-trajectories of $u$. (Notice that by our assumption $Q$ and $P$ are coprime.)

**Definition 3.3.** For any fixed $u$, we call by a $t$-trace a continuous function $\gamma_u(t) : [0, +\infty) \to \overline{C}$ such that $\gamma_u(t)$ solves (1.4) for each $t \geq 0$. The notation $\gamma(t)$ will also be used and we say that a $t$-trace $\gamma(t)$ corresponds to $u \in \mathbb{C}$ if it solves (1.4).
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**Figure 2.** For $Q(z) = (z + 1)(z - i)$, $P(z) = 2z + i$, we show a zero $z_0 = -i/2$ of $P(z)$, two separatrices (see Definition A.4 for a definition) emerging from $z_0$ (black, thin), and $t$-trajectories originating at $z_0$ (blue, thick).

Below we will describe the set of $T$-non-generic complex numbers $u$ and the subset of $\mathbb{C}$ where such $\text{tr}_u$ are non-generic. It is somewhat surprising that this set
is a part of the so-called curve \( \mathcal{J}_R \) of inflection points of the vector field \( R \partial_z \) where \( R(z) = \frac{Q(z)}{P(z)}, \) see § A.3.

### 3.1. Non-generic root trails

Interpreting \( t \) as time we will show that \( t \)-traces form a time-dependent flow in \( \mathbb{C} \) and we will find explicitly the singular time-dependent vector field in the space \( \mathbb{C} \times \mathbb{R}_{\geq 0} \) which generates this flow. The time-dependent singularities of this field will be closely related to non-generic root trails, i.e., those which do not be split into separate \( t \)-trajectories over the half line \( t > 0 \).

For the next result and throughout the text we will use the notation \( \mathcal{Z}(f) \) for the set of zeros of the function \( f \), with the convention that if \( f \equiv 0 \), \( \mathcal{Z}(f) = \emptyset \). (To fully understand the result below our readers need to take a brief look at § A.3 which introduces and describes the plane curve consisting of inflection points of trajectories of the vector field given by an arbitrary analytic function in \( \mathbb{C} \).)

**Lemma 3.4.** (i) For any operator \( T \) given by \([13]\), a starting point \( u \in \mathbb{C} \) is generic, i.e., its root divisors \( \text{tr}_t(u) \) are simple for all positive \( t \), if and only if the rational function \( \Psi_u(z) = \frac{(u-z)P(z)}{Q(z)} \) has no positive critical values.

(ii) The set \( \Theta_T \subset \mathbb{C} \) consisting of points \( z_0 \) such that there exists \( u \in \mathbb{C} \) for which \( z_0 \) is a critical point of \( \Psi_u \) having a positive critical value coincides with the negative part of the curve of inflections, i.e. with \( \mathcal{J}_R \subset \mathbb{C} \).

(iii) The set \( \Theta_T \subset \mathbb{C} \) consisting of all \( T \)-non-generic \( u \) is the image of \( \mathcal{J}_R \subset \mathbb{C} \) under the mapping \( z \mapsto u \) given by \( u(z) = z + \frac{PQ}{PQ - Q'P} \).

**Proof.** To settle (i), notice that for a fixed starting point \( u \), its root divisor \( \text{tr}_t(u) \) is given by the equation \([1.4]\) which is equivalent to

\[
t = \frac{(u - z)P(z)}{Q(z)}.
\]

Thus for \( u \) fixed, the roots of the latter equation (w.r.t the variable \( z \)) for distinct values of \( t \) belong to different level sets of the rational function \( \frac{(u-z)P(z)}{Q(z)} \) and therefore are necessarily disjoint. It might however happen that for a fixed \( t_0 \), some of the roots of \([3.1]\) are multiple which corresponds to the case when \( t_0 \) is a critical value of \( \frac{(u-z)P(z)}{Q(z)} \). This occurs, for example, for \( t = 0 \) if \( u \) is chosen to be a root of \( P(z) \). If, for a given \( u, t > 0 \) is never a critical value of \( \frac{(u-z)P(z)}{Q(z)} \) then \( \text{tr}_t(u) \) is not self-intersecting implying that \( u \) is generic. Item (i) follows.

To settle (ii), notice that for \( u \) fixed,

\[
\frac{d}{dz} \Psi_u(z) = -\frac{P}{Q} + (u - z) \left( \frac{P'}{Q} \right)',
\]

where the symbol ‘\( \cdot \)’ means that the derivative is taken w.r.t. \( z \). The critical points of \( \Psi_u(z) \) satisfy the equation

\[
u \rho' = z \rho' + \rho \iff u = z + \frac{\rho}{\rho'} = z + \frac{PQ}{P'Q - Q'P},
\]

where \( \rho(z) = \frac{P(z)}{Q(z)} = \frac{1}{R(z)} \). Thus if we fix \( z_0 \) and want to find \( u_0 \) such that \( z_0 \) is a critical point of \( \Psi_{u_0}(z) \) then we should take \( u_0 = z_0 + \frac{\rho(z_0)}{\rho'(z_0)} \). Let us now calculate the critical value of \( \Psi_{u_0}(z) \) at \( z_0 \). We get

\[
\Psi_{u_0}(z_0) = (u_0 - z_0)\rho(z_0) = \frac{\rho(z_0)}{\rho'(z_0)}\rho(z_0) = \frac{P^2(z_0)}{P'(z_0)Q(z_0) - Q'(z_0)P(z_0)} = \frac{1}{R^2(z_0)}.
\]

The requirement that \( \Psi_{u_0}(z_0) \) is positive is equivalent to the requirement that \( R'(z_0) \) is negative, which by Lemma A.7 defines the negative part of the curve of inflections \( \mathcal{J}_R \).
Finally, to settle (iii), we already noted that for a given $z_0$, to make it a critical point of $\Psi_{u_0}(z)$ one should take $u_0 = z_0 + \frac{\rho(z_0)}{\rho'(z_0)}$. Thus the set $\Theta_T$ of all non-generic $u$ is obtained from the set $\Theta_T$ under the latter mapping. 

\textbf{Remark 3.5.} Notice that if $Q(z)$ has a multiple root then for any choice of $u$, $tr_u(\infty)$ has a multiple root. If all roots of $P(z)$ are simple then for any $u$ which is not a root of $P(z)$, $tr_u(0)$ has no multiple roots. (If $\deg Q > \deg P + 1$ then $\deg Q - \deg P - 1$ roots of $tr_u$ will be coming from $\infty \in \mathbb{C}$.)

Observe that for any pair $(z_0, t_0)$, where $z_0$ is an arbitrary complex number different from a root of $P(z)$ and $t_0 > 0$, there exists a unique $u_0$ such that $\gamma_{u_0}(t_0) = z_0$. Indeed if $z_0$ is not a root of $P(z)$, then the starting point $u_0$ is given by $z_0 + t_0 R(z_0)$. (This circumstance will be very important later when we introduce the notion of associated rays). In other words, equation (1.4) can be solved for $u$ in case $t_0 > 0$ and $z_0$ different from any root of $P(z)$ and it can not be solved for $u$ in case $t > 0$ and $z_0$ being a root of $P(z)$. For $t = 0$, equation (1.4) can be solved for $u$ for all $z_0$ including the roots of $P(z)$.

\textbf{Remark 3.6.} Notice that the root divisors $tr_{u_1}(t), tr_{u_2}(t)$ of two starting points $u_1 \neq u_2$ can be such that $C \ni (tr_{u_1}(t_1) \cap tr_{u_2}(t_2)) \neq \emptyset$ with either $t_1 > 0$ or $t_2 > 0$, but only if $t_1 \neq t_2$.

The following result holds.

\textbf{Proposition 3.7.} Given $u \in \mathbb{C}$, its root trail $tr_u$ is (the closure in $\mathbb{C}$ of) the real semi-algebraic curve given by

$$
\text{Im} \left( \frac{P(z)Q(z)}{Q(z)}(z - u) \right) = 0, \quad \text{Re} \left( \frac{P(z)Q(z)}{Q(z)}(z - u) \right) \leq 0. \quad (3.2)
$$

\textbf{Proof.} Suppose $tQ(z) + (z - u)P(z) = 0$. Multiplying both sides by $\overline{Q(z)}$ and solving for $t$ gives

$$
t = -\frac{P(z)Q(z)}{\overline{Q(z)}}(z - u).$$

This expression must be real, so we get the first condition. Moreover, if we want $t \geq 0$, we need the second condition. \hfill \Box

\subsection*{3.2. Time-dependent vector field.}

\textbf{Theorem 3.8.} For any operator $T$ given by (1.3), the following claims are valid.

(i) The $t$-traces are trajectories of the time-dependent vector field $V(z, t)\partial_z$, where

$$
V(z, t) = -\frac{R(z)}{tR(z) + 1}.
$$

(ii) If $P(z)$ and $Q(z)$ are coprime, then for $t > 0$ the roots of $P(z)$ are repelling zeros of the vector field (3.3) while the multiple zeros of $Q(z)$ are zeroes of (3.3) of the same multiplicity. Moreover, simple zeros of $Q$ are attracting simple zeros of (3.3) for $t \gg 1$.

(iii) In addition to the above time-independent zeros, the vector field (3.3) has moving poles given by the equation $R'(z) = -\frac{1}{t}$. When $t \to 0^+$, for any root $z_0$ of $P$ of multiplicity $n$ there are $n + 1$ moving poles tending to $z_0$ giving at the limit $t = 0$, together with the simple zero of $V$ at $z_0$, a pole of order $n$.

\textbf{Remark 3.9.} Observe that the moving poles traverse the negative part $\mathbb{R}_-$ of the curve of inflections, see § 1.3 which is exactly the set where different $t$-trajectories with the same starting point $u$ can “merge”.


Proof. To settle (i) we invoke (1.4). Fixing $t \geq 0$, we want to find the derivative $\gamma'(t)$ which will provide the formula for the vector field in question. The starting position $u$ for the trajectory under consideration is given by

$$u = \gamma(t) + tR(\gamma(t)).$$  \hfill (3.4)

Taking the derivative with respect to $t$, we get

$$0 = \gamma'(t) + R(\gamma(t)) + tR'(\gamma(t)) \cdot \gamma'(t),$$

which is (3.3).

To settle (ii), for any $z_0 \in \mathcal{Z}(PQ)$ let $n = n(z_0)$ be the order of zero of $R$ at $z_0$, i.e. $R(z) = \alpha(z - z_0)^n + \mathcal{O}((z - z_0)^n)$ as $z \to z_0$. Then

$$V(z, t) = -\alpha(z - z_0)^n + \mathcal{O}((z - z_0)^n), \quad n > 1,$$

and

$$V(z, t) = -\frac{\alpha}{1 + t\alpha}(z - z_0) + \mathcal{O}((z - z_0)), \quad n = 1,$$

and

$$V(z, t) = -\frac{1}{tn}(z - z_0) + \mathcal{O}((z - z_0)), \quad n < 0.$$

Finally, to settle (iii), note that

$$tR'(z) + 1 = 0 \iff R'(z) = -\frac{1}{t} < 0,$$

and, as $\text{ord}_{z_0} R' = -n - 1$, there are $n + 1$ simple roots of this equation converging to $z_0$ as $t \to 0+$. \hfill \Box

3.3. Dependence of $t$-trajectories on $u$. Let $\gamma_u(t)$ be a $t$-trace corresponding to a starting point $u$. It depends locally on a complex parameter $u$ and a real/positive parameter $t$. In Theorem 3.8 we have calculated the derivative of a $t$-trace with respect to the time parameter $t$. We can also find the partial derivative of $\gamma_u(t)$ with respect to the starting point $u$, when it exists.

Lemma 3.10. Let $u_0 \in \mathbb{C}$, $\gamma_u(t)$ be a $t$-trace such that $P(\gamma_u(t_0)) \neq 0$ and $\gamma_u(t_0) \neq \infty$ and $\gamma_u(t_0)$ is not a multiple root of (1.4) with $t = t_0, u = u_0$. Then

$$\left. \frac{\partial \gamma_u(t_0)}{\partial u} \right|_{u = u_0} = \frac{1}{t_0R(\gamma_u(t_0)) + 1}.$$

Proof. Since $\gamma_u(t_0)$ is not a multiple root of (1.4) for $t = t_0, u = u_0$, $\gamma_u(t_0)$ is a function in $u$ on some neighborhood of $u$. Then $\gamma_u(t_0)$ satisfies the equation

$$t_0R(\gamma_u(t_0)) + \gamma_u(t_0) - u = 0.$$

Differentiating with respect to $u$ at $u = u_0$ we obtain

$$\left. (tR' + 1) \cdot \frac{\partial \gamma_u(t_0)}{\partial u} \right|_{u = u_0} - 1 = 0,$$

which proves the Lemma. \hfill \Box

Remark 3.11. If $u$ is generic and $t > 0$ then $\frac{\partial \gamma_u(t)}{\partial u}$ exists and is non-zero. Furthermore, for a given point $z \notin \mathcal{Z}(P) \cup \{\infty\}$, there is a family of $t$-traces defined by the condition $\gamma_u(t) = z, u = z + tR(z)$. For all but at most one pair $(u, t)$ such that $u = z + tR(z)$, the derivative $\frac{\partial \gamma_u(t)}{\partial u}$ exists and is non-zero.
3.4. Behavior of $t$-trajectories near roots of $P$. We now show how the $t$-traces behave when $t \to 0$.

**Proposition 3.12.** Suppose that $P$ and $Q$ have no common zeros and that $P(z) = (z - z_0)^mG(z)$ where $G(z_0) \neq 0$ and $m \geq 1$. Consider the Laurent series expansion

$$R(z) = \sum_{j \geq -m} b_j(z - z_0)^j \text{ where } b_{-m} = \frac{Q(z_0)}{G(z_0)}.$$

The following facts hold:

(i) If $\gamma(t)$ solves the equation $tQ(z) + (z - u)P(z) = 0$, where $\gamma(0) = z_0 \neq u$ and $\eta(t) := \gamma(t^m)$ then

$$(\eta(0))^m = -\frac{Q(z_0)}{(z_0 - u)G(z_0)}.$$

In particular, if $m = 1$, we have

$$\eta(0) = -\frac{Q(z_0)}{(z_0 - u)P'(z_0)}.$$

(ii) If $\gamma(t)$ solves $tQ(z) + (z - u)P(z) = 0$, where $\gamma(0) = z_0 = u$, and $\eta(t) := \gamma(t^{m+1})$ then

$$(\eta(0))^{m+1} = -\frac{Q(z_0)}{G(z_0)}.$$

**Proof.** In case (i), note that $\eta(t)$ solves $t^mR(z) + (z - u) = 0$. Equivalently,

$$t^m = \frac{\eta(t) - u}{R(\eta(t))}.$$

Therefore

$$t^m = (\eta(t)z - z_0)^mU(\eta(t)), \quad \text{where } U(z) = -\frac{z_0 - u}{b_{-m}} + O(z - z_0).$$

Taking an $m$-th root and applying an inverse function theorem, we get

$$\eta(t) - z_0 = \xi \left( -\frac{b_{-m}}{z_0 - u} \right)^{1/m} t + o(t), \quad \xi^m = 1,$$

which implies (i). Similarly, if $u = z_0$ then

$$t^{m+1} = (\eta(t)z - z_0)^{m+1}U(\eta(t)), \quad \text{where } U(z) = -\frac{1}{b_{-m}} + O(z - z_0)$$

and

$$\eta(t) - z_0 = \xi (-b_{-m})^{1/(m+1)} t + o(t), \quad \xi^{m+1} = 1,$$

which implies (ii).

□

Item (ii) above shows that the directions of the $t$-trajectories originating at $u = z_* \in Z(P)$ agree with the directions of the root-starting separatrices of the vector field $-R(z)\partial_z$ (c.f. Proposition A.1).

**Example 3.13.** Set $Q(z) = z(z + \frac{1+i}{2})(z^2 + \frac{1}{4})$ and $P(z) = (z - 1)^2(z - i)$. In Fig. 3, we show the vector field $-R(z)\partial_z$ together with the $t$-trajectories of the zeros of $P$; the $t$-trajectories associated with the double root $u = 1$ are shown in black, while the ones with $u = i$ are shown in blue.
Figure 3. The vector field $-R(z)\partial_z$ and $t$-trajectories for the above $P$ and $Q$ whose zeros are encircled. The figure on the right is a closeup near $z = 1$. Note how close the (black) curves are to being separatrices of $-R(z)\partial_z$ near this point.

3.5. Unbounded $t$-traces.

Lemma 3.14. Assume that $L = \deg Q - \deg P - 1 > 0$. Then for all $u$ and all sufficiently small $t_0$ there exist $L$ components of $\text{tr}_u((0,t_0))$ that start at $\infty \in \bar{C}$. The arguments of the $t$-traces that tend to $\infty$ as $t \to 0^+$ tend to the arguments of the solutions of

$$z^L + \frac{p_\infty}{q_\infty} = 0.$$

Proof. The fact that there are $L$ components of $\text{tr}_u((0,t_0))$ emanating from $\infty$ is evident from the fact that Eq. (1.4) have $\deg P + 1$ solutions in $\bar{C}$ for $t = 0$ and $\deg Q$ solutions for $t > 0$. Now, suppose that $\gamma(t)$ is a $t$-trace such that $\gamma(t) \to \infty$ when $t \to 0^+$. We have that

$$t = -\frac{(\gamma(t) - u)P(\gamma(t))}{Q(\gamma(t))}.$$

As $\gamma(t) \to \infty$ this yields

$$t\gamma(t)^L + \frac{p_\infty}{q_\infty} = O(\gamma(t)^{-1}) \quad \text{as } \gamma(t) \to \infty,$$

which has $L$ solutions $\gamma_j(t) = a_j t^{-\frac{1}{2}} + o(t^{-\frac{1}{2}})$, $j = 1, \ldots, L$, with $a_j^L = -\frac{p_\infty}{q_\infty}$. Taking $t \to 0^+$, we get the required result.

Lemma 3.15. As above, set $\deg Q - \deg P - 1 = L$ and assume that $L < 0$. Then for all $u$ and all sufficiently large $t_0$ there exist $-L$ components of $\text{tr}_u((t_0,\infty))$ which end at $\infty$. The arguments of the $t$-traces that tend to $\infty$ as $t \to \infty$ tend to the arguments of the solutions to

$$z^{-L} + \frac{q_\infty}{p_\infty} = 0.$$

Proof. The fact that there are $-L$ components of $\text{tr}_u((t_0,\infty))$ going to $\infty$ is evident from Eq. (2.1) since for $t \in \mathbb{R}$, the RHS has $\deg P + 1$ solutions and as $t \to \infty$, $\deg Q$ roots will tend to the roots of $Q$ and the others will tend to $\infty$. Now, suppose that $\gamma(t)$ is a $t$-trace such that $\gamma(t) \to \infty$ when $t \to \infty$. We have that

$$t = -\frac{(\gamma(t) - u)P(\gamma(t))}{Q(\gamma(t))}.$$
For large $t$, this becomes

$$t \gamma(t)^{-L} + \frac{p_{x_{\infty}}}{q_{\infty}} = O(t^{-1/L}) \text{ as } \gamma(t) \to \infty,$$

which has $L$ solutions $\gamma_j(t) = a_j t^j + o(t^j)$, $j = 1, \ldots, L$, with $a_j = -\frac{p_{x_{\infty}}}{q_{\infty}}$. Taking $t \to \infty$, we get the required result. \hfill \Box

3.6. Associated rays and explicit criterion of $T_{CH}$-invariance.

Definition 3.16. In the above notation, for a point $p \in \mathbb{C}$, define its associated ray $r_p := \{ p + tR(p) \}$, where $t \in [0, \infty)$. Observe that $r_p$ is well-defined unless $p$ is a pole of $R(z)$. Additionally, if $p \in \mathbb{Z}(R)$ then $r_p$ is merely a point.

Lemma 3.17. Any point $p \in \mathbb{C}$ which is not a pole of $R(z)$, lies on the root trail $\text{tr}_u$ if and only if $u \in r_p$.

Proof. Indeed, under our assumptions $p$ solves the equation $tQ(p) + (p - u)P(p) = 0$ for some non-negative $t$. If $P(p) \neq 0$, i.e., $p$ is not a pole of $R(z)$ then

$$u - p = tR(p) \iff u = p + tR(p)$$

which means that $u \in r_p$. \hfill \Box

Note again that unless $p$ is a root of $R(z)$ the ray $r_p$ does not degenerate to a point.

The following result will be intensively used throughout the rest of the paper.

Theorem 3.18. For an operator $T$ given by (1.3) with $P(z)$ and $Q(z)$ not identically vanishing, $S \subset \mathbb{C}$ is $T_{CH}$-invariant set if and only if

(i) $S$ is closed;
(ii) $S$ contains $\mathbb{Z}(PQ)$;
(iii) the associated rays of all points in $S^c := \mathbb{C} \setminus S$ are contained in $S^c$.

Theorem 3.18 applies even when $P(z)$ and $Q(z)$ are non-vanishing constants in which case item (ii) is empty.

Proof. Items (i) and (ii) are trivial. Indeed, a $T_{CH}$-invariant set must be closed by definition. Moreover, in Proposition 1.8 for an operator $T$ given by (1.3) with non-constant and not identically vanishing $Q(z)$ and $P(z)$, we have established existence and uniqueness of its minimal $T_{CH}$-invariant set $M_{CH}^T$. We have also shown that $M_{CH}^T$ must contain all the zeros of $Q(z)$ and $P(z)$.

To settle the necessity of item (iii) for the $T_{CH}$-invariance of $S$, notice the following. If $S$ is $T_{CH}$-invariant then no point in $S^c$ lies on the root trail $\text{tr}_u$ of a point $u \in S$. Observe that $S^c$ is open in $\mathbb{C}$. Since $S$ contains both all roots and all poles of $R(z)$ we get that by Lemma 3.17 the ray $r_p$ of any point $p \in S^c$ must completely lie in $S^c$. To prove the sufficiency of items (i) – (iii) for the $T_{CH}$-invariance of $S$, we argue by contradiction. Assume that $S$ is not $T_{CH}$-invariant although (i) – (iii) hold. This means that there exists a point $u_0 \in S$ such that its root trail $\text{tr}_{u_0}$ leaves $S$. In other words, there is a point $p \in S^c$, $u_0 \in S$ and some $t \geq 0$ such that solves

$$tQ(p) + (p - u_0)P(p) = 0.$$ 

by (ii), $p \notin \mathbb{Z}(P)$ so $p + tR(p) = u_0$. This contradicts item (iii). \hfill \Box

Using the notation in Remark 2.3, note that under the affine change of variables $z \mapsto aw + b$, the associated ray $\{ z_0 + tR(z_0) : t \geq 0 \}$ is mapped to

$$\left\{ \frac{z_0 - b}{a} + \frac{t}{a}R(z_0) : t \geq 0 \right\} = \{ w_0 + t\hat{R}(w_0) : t \geq 0 \},$$

where $w_0 = \frac{z_0 - b}{a}$.
where \( z_0 = aw_0 + b \). The family of affine maps is precisely the family which sends straight lines to straight lines.

We also have this following alternative formulation of Theorem 3.18.

**Corollary 3.19.** A set \( S \) is \( T_{CH} \)-invariant if and only if its complement \( S^c \) is open, does not contain \( \mathbb{Z}(P) \), and is forward-invariant under the family of maps

\[
\{ z \mapsto z + tR(z), \; t \geq 0 \}.
\]

If neither \( Q(z) \) nor \( P(z) \) are identically zero and at least one of them has positive degree, there exists a maximal open subset \( S^c \subset \mathbb{C} \) with the above properties and whose complement coincides with \( M_{CH}^T \).

Under some natural additional assumptions conditions of item (iii) of Theorem 3.18 can be verified only on the boundary of a set \( S \) and not in the whole complement \( S^c \). Namely, we say that a closed set \( M \subset \mathbb{C} \) is regular if it coincides with the closure of the set \( M^o \) of its interior points.

**Proposition 3.20.** Suppose that \( S \subset \mathbb{C} \) is a regular set such that

(i) \( \mathbb{Z}(PQ) \) lies in \( S^c \);

(ii) for every point \( p \in \partial S \), the associated ray \( r_p \) lies in \( S^c \).

Then \( S \) is \( T_{CH} \)-invariant.

**Proof.** Suppose that \( S \) is not \( T_{CH} \)-invariant. Then there exist a \( u_0 \in S \) and a corresponding \( t \)-trace \( \gamma(t) \) such that \( \gamma(t_0) \notin S \) for some \( t_0 > 0 \).

Let \( \epsilon_0 > 0 \) be the distance between \( \gamma(t_0) \) and \( S \). Note that the roots of

\[
tQ(z) + (z - u)P(z) = 0
\]

depend continuously on the coefficients. Moreover, since \( u_0 \in S \) and \( S \) is a regular domain so for any neighborhood \( U \) of \( u_0 \), there is a point \( u_1 \neq u_0 \) in \( S^o \cap U \).

Hence, if \( u_0 \notin S^o \), we can choose \( u_1 \) close enough to \( u_0 \) to guarantee that there is a solution \( z_1 \) of

\[
t_0Q(z) + (z - u_1)P(z) = 0
\]

whose distance to \( \gamma(t_0) \) is at most \( \epsilon_0/2 \). In particular, \( z_1 \notin S \).

But then there is a \( t \)-trace \( \eta(t) \) such that

\[
tQ(\eta(t)) + (\eta(t) - u_1)P(\eta(t)) = 0.
\]

Moreover, since all zeros of \( PQ \) lie in \( S^o \) and any \( t \)-trace has a startpoint or an endpoint among the zeros of \( PQ \), it follows that one or both of \( \lim_{t \to 0} \eta(t) \) and \( \lim_{t \to \infty} \eta(t) \) belong to \( S^c \).

Furthermore, there is at most one \( \tau \in [0, \infty] \) such that \( \lim_{t \to \tau} \eta(t) = \infty \) (this is true for any \( t \)-trace). Hence, by continuity, there is a \( t_1 \in (0, \infty) \) such that \( \eta(t_1) \in \partial S \). But then

\[
u_1 = \eta(t_1) + t_1R(\eta(t_1))
\]

which contradicts the assumption that the associated rays of points in \( \partial S \setminus \mathbb{Z}(P) \) belong to \( S^c \).

\( \square \)

**Proposition 3.21.** If \( S \subset \mathbb{C} \) is such that there is a point \( p \in \partial S \) for which \( r_p \) intersects the interior of \( S \), then \( S \) is not \( T_{CH} \)-invariant.

**Proof.** By continuity of \( R \) there is a point in the exterior of \( S \) close to \( p \) such that its associated ray intersects \( S \). By Proposition 3.20 \( S \) is not \( T_{CH} \)-invariant. \( \square \)
4. Asymptotic geometry of $T_{CH}$-invariant sets

4.1. Ends of an unbounded subset of $\mathbb{C}$. Below we introduce a number of notions important for the study of the asymptotic behavior of unbounded $T_{CH}$-invariant sets.

Given an open set $X \subseteq \mathbb{C}$, consider the sequence of disks $B(0, n)$ centered at the origin and having radius $n \in \mathbb{N}$.

**Definition 4.1.** An end of $X$ is a non-increasing sequence $U_1 \supseteq U_2 \supseteq \ldots$ of subsets in $\mathbb{C}$ such that for any $n$, $U_n$ is a connected component of $X \setminus B(0, n)$.

A sequence $(u_n)_{n \in \mathbb{N}}$ of points in $X$ or a ray $z_0 + \mathbb{R}_+ z_1 \subset X$ is said to converge to the end $\kappa$ corresponding to the sequence $U_1 \supseteq U_2 \supseteq \ldots$ as above if for any positive integer $k$, there exists a positive integer $\xi(k)$ (resp. $t_k > 0$) such that for any $n \geq \xi(k)$, we have that $u_n \in U_k$ (resp. $z_0 + tz_1 \in U_k$).

**Definition 4.2.** For any end $\kappa$ of an open set $X \subseteq \mathbb{C}$, we define the subset of $I_\kappa \subseteq S^1$ formed by the accumulation points of sequences $(\arg(u_n))_{n \in \mathbb{N}}$, where $(u_n)_{n \in \mathbb{N}}$ is a sequence of points in $X$ converging to $\kappa$. Similarly, we define the union $I_X := \bigcup_\kappa I_\kappa \subseteq S^1$ where $\kappa$ runs over the set of all ends of $X$.

**Lemma 4.3.** For any end $\kappa$ of some open unbounded set $X$, $I_\kappa$ is a closed interval.

**Proof.** By definition, $I_\kappa$ is a closed subset of $S^1$. Furthermore, for any pair of directions $\theta_0$ and $\theta_1$ in $I_\kappa$, there exist two sequences $(y_n)_{n \in \mathbb{N}}$ and $(z_n)_{n \in \mathbb{N}}$ of points in $X$ such that:

- $(y_n)_{n \in \mathbb{N}}$ and $(z_n)_{n \in \mathbb{N}}$ converge to $\kappa$;
- $\arg(y_n) \rightarrow \theta_0$ and $\arg(z_n) \rightarrow \theta_1$;
- $\arg(y_n)$ and $\arg(z_n)$ are monotone in the cyclic order on the circle $S^1$;
- for any $n \in \mathbb{N}$, $x_n, y_n \in X \setminus B(0, n)$.

For every $n$, we can find an arc $\gamma_n$ connecting $y_n$ and $z_n$ inside $X \setminus B(0, n)$. It follows from the hypothesis that (up to a choice of a subsequence), there exists an ascending family of intervals $I_1 \subset I_2 \subset \ldots$ such that:

- for each $n \in \mathbb{N}$, boundary points of $I_n$ coincide with $\arg(y_n)$ and $\arg(z_n)$;
- for each $n \in \mathbb{N}$, $I_n$ is contained in the image of $\arg(\gamma_n)$.

Finally, there exists a closed interval $I$ whose endpoints are $\theta_0$ and $\theta_1$ such that for any $\theta$, we can pick a point $z_n \in \gamma_n$ such that the sequence $\{z_n\}_{n \in \mathbb{N}}$ converges to $\kappa$ and the sequence $\{\arg(z_n)\}$ converges to $\theta$.

Consequently, $I_\kappa$ contains an interval connecting $\theta_0$ and $\theta_1$. Therefore $I_\kappa$ is connected implying that $I_\kappa$ is topologically a closed subinterval of $S^1$ or coincides with the whole $S^1$. \qed

4.2. Special compactification of the complex plane. In this section we introduce a certain compactification of $\mathbb{C}$ which we baptise as the extended complex plane $\mathbb{C} \cup S^1 \supseteq \mathbb{C}$. (Notice that the most frequently used compactification of $\mathbb{C}$ is $\mathbb{C} = \mathbb{C}P^1$.)

The extended complex plane $\mathbb{C} \cup S^1$ is set-theoretically the union of $\mathbb{C}$ and $S^1$ endowed with the topology defined by the following basis of neighborhoods:

- for a point $x \in \mathbb{C}$, we choose the usual open neighborhoods of $x$ in $\mathbb{C}$;
- for a direction $\theta \in S^1$, we choose open neighborhoods of the form $I \cup C(z, I)$ where $I$ is an open interval of $S^1$ containing $\theta$ and $C(z, I)$ is an open cone with apex $z \in \mathbb{C}$ whose opening (i.e. the interval of directions) is $I$. 

---
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One can easily see that the extended plane \( \mathbb{C} \cup S^1 \) is compact and homeomorphic to a closed disk. In particular, usual straight lines in \( \mathbb{C} \) have compact closures in \( \mathbb{C} \cup S^1 \). (Below we will make no distinction between a real line in \( \mathbb{C} \) and its closure in \( \mathbb{C} \cup S^1 \).) \textit{Open half-planes} in \( \mathbb{C} \cup S^1 \) are, by definition, connected components of the complement to a line.

Given a \( T_{CH} \)-invariant set \( S \subset \mathbb{C} \), we denote by \( \mathcal{S} \) its closure in the extended plane \( \mathbb{C} \cup S^1 \).

4.3. \textbf{Ends of connected components of} \( S^c \). Recall that \( \sigma(z) = \arg R(z) \) and \( r(z) = \{ z + tR(z) : t \geq 0 \} \)

\textbf{Lemma 4.4. Given an} \( T_{CH} \)-\textbf{invariant} \( S \subset \mathbb{C} \), let \( \gamma : [0, 1] \rightarrow \mathbb{C} \) \textbf{such that:}

- \( \forall t \in (0, 1), \gamma(t) \in S^c \);
- \( \sigma(\gamma(0)) \neq \sigma(\gamma(1)) \);
- \( \sigma(\gamma) \) is homotopic to the positive arc from \( \sigma(\gamma(0)) \) to \( \sigma(\gamma(1)) \).

\textbf{If} \( \Gamma \) \textbf{denotes the connected component containing} \( (\sigma(\gamma(0)), \sigma(\gamma(1))) \) \textbf{in the complement of} \( r(\gamma(0)) \cup \gamma \cup r(\gamma(1)) \), \textbf{then} \( \Gamma \subset S^c \).

\textbf{Proof.} Given a point \( y \in \Gamma \), we will prove that there exists \( t \in (0, 1) \) such that \( y \in r(\gamma(t)) \). First, we introduce a closed loop \( \alpha \) in the extended complex plane \( \mathbb{C} \cup S^1 \). This loop \( \alpha \) is formed by (in the given order):

- path \( \gamma \) from \( \gamma(0) \) to \( \gamma(1) \);
- associated ray \( r(\gamma(1)) \) from \( \gamma(1) \) to \( \sigma(\gamma(1)) \);
- boundary arc \( [\sigma(\gamma(0)), \sigma(\gamma(1))] \) from \( \sigma(\gamma(1)) \) to \( \sigma(\gamma(0)) \) in positive direction;
- associated ray \( r(\gamma(0)) \) from \( \sigma(\gamma(0)) \) to \( \gamma(0) \).

Now we consider two continuous fields of directions on loop \( \alpha \). The first one is given by \( \arg(y - \alpha) \). Since \( y \in \Gamma \), the index of this field is \(-1\).

The second field is defined in the following way:

- on \( \gamma \), the field coincides with \( \sigma \) (direction of the associated ray);
- on \( r(\gamma(1)) \), the field is a constant equal to \( \sigma(\gamma(1)) \);
- at any point \( \theta \) of boundary arc \( [\sigma(\gamma(0)), \sigma(\gamma(1))] \), the field is given by \( \theta \);
- on \( r(\gamma(0)) \), the field is a constant equal to \( \sigma(\gamma(0)) \).

Since \( \sigma(\gamma) \) is defined to be homotopic to the positive path from \( \sigma(\gamma(0)) \) to \( \sigma(\gamma(1)) \), this second field has index \( 0 \) along the loop \( \alpha \).

The two continuous fields have distinct indices so there exists a point on the loop \( \alpha \) where the two fields coincide. The two fields are opposite on boundary arc \( [\sigma(\gamma(0)), \sigma(\gamma(1))] \). Besides, \( y \) does not belong to \( r(\gamma(0)) \) or \( r(\gamma(1)) \) so a point of \( \alpha \) where the two fields coincide automatically belongs to \( \gamma \). There is \( t \in [0, 1] \) such that \( \sigma(\gamma(t)) = \arg(y - \gamma(t)) \). Thus, \( y \in r(\gamma(t)) \) and \( y \in S^c \). Finally, we obtain that \( \Gamma \subset S^c \).

\[
\square
\]

5. \textbf{Topology of} \( T_{CH} \)-\textbf{invariant sets}

5.1. \textbf{Winding number.} Below we will need the following topological notion.

Consider a point \( z_0 \in \mathbb{C} \) and a closed loop \( \gamma \) in \( \mathbb{C} \setminus \{ z_0 \} \). We define the \textbf{topological index} \( \iota_\gamma(z_0) \) as the degree of the map \( \mathcal{C}_\gamma : S^1 \rightarrow S^1 \) given by \( t \mapsto \arg(\gamma(t) - z_0) \), \( t \in S^1 \). (Notice that \( \iota_\gamma(z_0) \) is independent of the parametrization of \( \gamma \).)

\textbf{Definition 5.1.} Let \( \gamma \) be a closed loop in \( \mathbb{C} \setminus \mathcal{Z}(PQ) \). The \textbf{associated index} \( A_\gamma \) is, by definition, the degree of the map of \( \mathcal{C}_{\sigma, \gamma} : S^1 \rightarrow S^1 \) defined as \( t \mapsto \sigma \circ \gamma(t) \).

(Recall that \( \sigma(z) = \arg R(z) \)).
Lemma 5.2. Given a closed loop $\gamma$ in $\mathbb{C} \setminus \mathcal{Z}(PQ)$, let $z_0$ be a point of $\mathbb{C} \setminus \gamma$. Then at least one of the following statements holds:

(i) $\exists t \in S^1$ such that $z_0$ belongs to the associated ray $r(\gamma(t))$ of some point $\gamma(t)$;
(ii) $A_\gamma = \iota_\gamma(z_0)$.

Proof. Indeed if $A_\gamma \neq \iota_\gamma(z_0)$, then there exists $t \in S^1$ such that $R \circ \gamma(t)$ has the same argument as $z_0 - \gamma(t)$. Consequently, the half-line starting at $\gamma(t)$ in the direction of $z_0 - \gamma(t)$ coincides with the associated ray $r(\gamma(t))$. In other words, $z_0$ belongs to $r(\gamma(t))$.

Lemma 5.3 (Argument principle). For an oriented closed loop $\gamma : S^1 \to \mathbb{C} \setminus \mathcal{Z}(PQ)$ bounding a topological disk $\mathcal{D}$, the topological degree of $\arg(R \circ \gamma)$ coincides with the sum of the degrees of zeros and poles of $R(z)$ contained in $\mathcal{D}$.

We start our topological discussions with the most basic property of $T_{CH}$-invariant sets.

5.2. On (dis)connectedness of $T_{CH}$-invariant sets. Observe that for any closed subset $S \subset \mathbb{C}$, its complement $S^c$ is open in $\mathbb{C}$ and its connected components coincide with its path-connected components.

Lemma 5.4. Every connected component of a $T_{CH}$-invariant set $S \subset \mathbb{C}$ is contractible.

Proof. Assume that a connected component $S_0 \subset S$ is non-contractible, then there exists a simple loop $\gamma \subset S_0$ such that a connected component $X$ of $S^c$ is contained in the bounded part of $\mathbb{C} \setminus \gamma$. However, for any $x \in X$, the associated ray $r(x)$ lies in $X$. Therefore $X$ cannot be bounded.

Proposition 5.5. For a $T_{CH}$-invariant set $S \subset \mathbb{C}$, if there exists a connected component $X$ of $S^c$ which is not simply connected, then $S$ is contractible and compact. In the latter case, for the operator $T$, one has $\deg Q - \deg P = 1$.

Proof. We consider a non-contractible positively oriented simple loop $\gamma$ in $X$ encompassing a (compact) connected component $S_1$ of $S$. For a point $z_0 \in S_1$, the associated ray $r(\gamma(t))$ of any point $\gamma(t)$ does not contain $z_0$. Then, following Lemma 5.2, we have $A_\gamma = \iota(\gamma(z_0)) = 1$. However for any $z$ belonging to the unbounded part $U$ of $\mathbb{C} \setminus \gamma$, we have $\iota_\gamma(z) = 0$. Therefore Lemma 5.2 implies that $z$ belongs to some associated ray $r(\gamma(t))$. Consequently, $S \cap U = \emptyset$. This reasoning applies to every non-contractible loop of $S^c$. Thus, $S$ is connected and contractible by Lemma 5.3. Using Lemma 5.3, we conclude that $A_\gamma$ coincides with the sum of multiplicities of zeros and poles of $R(z)$ inside $\mathcal{D}$. Since every root of $PQ$ belongs to $S$, we obtain $\deg Q - \deg P = A_\gamma = 1$.

5.3. Discussion of connectedness for non-compact $T_{CH}$-invariant sets. Observe that without the assumption of compactness, connectedness of $T_{CH}$-invariant sets might fail. For example, consider an operator $T = Q(z) \frac{d}{dz} + P(z)$ with $Q(z) = \lambda P(z)$ where $\lambda \in \mathbb{C}^*$, i.e. $R(z) \equiv \lambda \neq 0$ is a constant function. Then a closed subset $S \subset \mathbb{C}$ containing roots of $PQ$ is $T_{CH}$-invariant if and only if it is closed under positive translations in the $\theta$-direction where $\theta$ is the argument of $\lambda$. In particular, in this case there exist disconnected $T_{CH}$-invariant sets.

Furthermore, it is not hard to find operators $T$ with $R(z) \notin const$ for which there still exist disconnected $T_{CH}$-invariant sets. In particular, one can take $Q = P + \epsilon$ with sufficiently small $\epsilon \in \mathbb{C}^*$. 

To provide an explicit example, take
\[ Q = z^2 + 1, \quad P = Q + \frac{1}{10} = z^2 + \frac{11}{10}. \]
Let \( A \) be the intersection of the two sets:
\[ S_1 = \left\{ z \in \mathbb{C} \mid \text{Im} \, z \in \left[ \frac{1}{2}, 2 - \text{Re} \, z \right] \right\} \]
and
\[ S_2 = \left\{ z \in \mathbb{C} \mid \text{Im} \, z \geq \frac{1}{2} + \text{Re} \, z \right\}. \]
Let \( B \) be the reflection of \( A \) in the real axis. We shall prove that \( M = A \cup B \) is \( T_{CH} \)-invariant. It is clear that \( M \) is disconnected in \( \mathbb{C} \) and \( T_{CH} \)-invariance of \( M \) will prove the disconnectedness of \( M_{CH}^T \).

Firstly, observe that \( M \) is regular and that the zeros of \( P, Q \) are in the interior of \( M \). We shall study the associated rays \( r(x) \) of every point \( x \) on the boundary of \( M \) and note that they do not intersect the interior of \( M \) which by Proposition 3.20 will imply that \( M \) is indeed \( T_{CH} \)-invariant.

By the symmetry of \( M \), it suffices to consider \( \partial A \). Firstly, take \( z(s) \mid \text{Im} \, z = 1/2, \, \text{Re} \, z = s \in (-\infty, 0] \). Then the associated ray \( r(z(s)) \) at \( z(s) \) is given by \( s + i/2 + tR(s + i/2) \) which, in its turn, equals
\[ s + \frac{i}{2} + \left( 1 - \frac{1}{10 \left( \frac{11}{10} + (s + \frac{i}{2})^2 \right)} \right) t. \]
Hence, for \( s = 0 \), the associated ray is parallel to the real axis and does not intersect it. If however \( s < 0 \), then the intersection of the associated ray with the real line occurs at the point \(-5s^3 - 12s - \frac{211}{100}\). We can easily see that this expression is strictly greater than 1. In particular, the associated ray \( r(z(s)) \) does not intersect \( M \) in any other point different from its starting point \( z(s) \).

Next, we consider the associated rays at the points \( z(s) = i/2 + s(1+i), \, s \in (0, 1] \). We can check that \( \arg(R(z)) \in (0, \pi/4) \) and hence that the associated rays of the latter points do not intersect \( M \) at any other point either.

Finally, it is easy to see that for a point \( z \) belonging to the remaining part of the boundary one has the following. If \( \text{Re} \, z \geq 0 \), then the associated ray at \( z \) does not intersect the real axis and if \( \text{Re} \, z < 0 \), then it does so at a point with real part greater than 1. Therefore we conclude that on all three parts of the boundary of \( A \), the associated rays do not intersect \( M \) at any other point than the initial. By symmetry the same is true for \( B \) and we obtain that \( M \) is \( T_{CH} \)-invariant by Proposition 3.20.

**Remark 5.6.** Observe that every \( T_{CH} \)-invariant set \( S \) is connected if and only if the minimal invariant set \( M_{CH}^T \) is connected. We plan to return to the question about connectedness of \( M_{CH}^T \) in [AHN+22].

### 5.4. Happy ends.

**Lemma 5.7.** For a \( T_{CH} \)-invariant set \( S \subset \mathbb{C} \), let \( X \) be a connected component of \( S^c \). Then there exists a unique topological end \( \kappa \) of \( X \) such that for every point \( x \in X \), the ray \( r(x) \) converges to \( \kappa \). In particular, \( X \) is unbounded.

**Proof.** For any \( x \in X \), \( R(x) \in \mathbb{C}^* \) (because every root of \( PQ \) belongs to \( S \)). Thus, the associated ray \( r(x) \) is a half-line contained in \( X \) which implies that \( X \) is unbounded. We denote by \( \kappa \) the end of \( X \) to which the ray \( r(x) \) converges. The end \( \kappa \) is invariant under small perturbations of \( x \). Thus, it is a topological invariant of the whole component \( X \). \( \square \)
Lemma 5.9. For a non-trivial $T_{CH}$-invariant set $S \subset \mathbb{C}$, let $X$ be a connected component of $\mathcal{S}^c$. Then $\sigma(X)$ is an open interval of $\mathbb{S}^1$.

Proof. Since $R(z)$ is non-constant we get that both $R(z)$ and $\sigma$ are open and continuous maps. Since $S$ is closed, $X$ is open. Consequently, $\sigma(X)$ is an open connected subset of $\mathbb{S}^1$. $\square$

Lemma 5.10. For a non-trivial $T_{CH}$-invariant set $S \subset \mathbb{C}$, let $X$ be a connected component of $\mathcal{S}^c$ and $\kappa$ be the happy end of $X$. Then $\sigma(X) \subset I_\kappa$.

Proof. If $\theta \in \sigma(X)$, then there exists $z_0 \in X$ such that for any $t > 0$, one has that $z_0 + te^{it} \in X$. Following Lemma 5.7, this associated ray converges to the happy end $\kappa$ of $X$. Thus $\theta \in I_\kappa$. $\square$

For $z \in \mathbb{C}$ and an open interval $I$ of $\mathbb{S}^1$, the cone $C(z, I)$ is the 1-parameter family of half-lines starting at $z$ in the directions of $I$.

Lemma 5.11. For a non-trivial $T_{CH}$-invariant set $S \subset \mathbb{C}$, let $X$ be a connected component of $\mathcal{S}^c$ and $\kappa$ be its happy end. If $\theta \in \sigma(X)$, then there exists $z_0 \in X$ and an open interval $I \subset \mathbb{S}^1$ containing $\theta$ such that:

- the cone $C(z_0, I)$ is contained in $X$;
- every half-line in the cone $C(z_0, I)$ converges to $\kappa$.

Proof. If $\theta \in \sigma(X)$, then there exists $z \in X$ such that $\sigma(z) = \theta$. Then we can find a curve $\gamma(t) : I \rightarrow X$ and an open interval $I$ containing $\theta$ such that $I$ coincides with $(\sigma(\gamma(0)), \sigma(\gamma(1)))$. It follows from Lemma 4.1 that $\mathcal{S}^c$ contains some open cone $C(z_0, I)$.

Finally, outside a compact subset, the associated ray $r(z)$ is contained in $C(z_0, I)$. This implies that $C(z_0, I)$ belongs to $X$ and that every half-line of the cone $C(z_0, I)$ converges to $\kappa$. $\square$

Corollary 5.12. For a $T_{CH}$-invariant set $S \subset \mathbb{C}$, let $X$ be a component of $\mathcal{S}^c$. If $\sigma(X) = \mathbb{S}^1$, then $X^c$ is compact and so is $S$.

Proof. For each $\theta \in \mathbb{S}^1$, there is a point $z_0 \in X$ and an open interval $I_\theta$ containing $\theta$ such that the cone $C(z_0, I_\theta)$ is contained in $X$, see Lemma 5.11.

Since $\mathbb{S}^1$ is compact, we can extract a finite collection of such cones whose intervals of directions form a cover of $\mathbb{S}^1$. The complement to the union of these cones is compact. Thus, the complement $X^c$ to $X$ in the extended plane is compact. $\square$

Lemma 5.13. For a non-trivial $T_{CH}$-invariant set $S \subset \mathbb{C}$, let $X, Y$ be two (possibly identical) connected components of $\mathcal{S}^c$. Let $\kappa$ be an end of $Y$ different from the happy end of $X$. Then $\sigma(X) \cap I_\kappa = \emptyset$.

Proof. We assume by contradiction that $\theta \in \sigma(X) \cap I_\kappa$. Following Lemma 5.11 there exists $z_0 \in X$ and an open interval $I$ containing $\theta$ such that the cone $C(z_0, I)$ is contained in $X$ and such that each of its half-lines converges to the happy end of $X$.

Furthermore there exists a sequence $(y_n)_{n \in \mathbb{N}}$ of points of $Y$ converging to the end $\kappa$ and such that $\arg(y_n)$ tends to $\theta$. Then there is a bound $N > 0$ such that for every $n \geq N$, $y_n$ belongs to the cone $C(z_0, I)$. Consequently, as $n \rightarrow \infty$, $y_n$ also tends to the happy end of $X$ (just like every half-line of the cone) which thus coincides with $\kappa$. This contradicts to the assumption and implies that $\sigma(X) \cap I_\kappa = \emptyset$. $\square$

Corollary 5.14. For a non-trivial $T_{CH}$-invariant set $S \subset \mathbb{C}$, let $X, Y$ be two different connected components of $\mathcal{S}^c$, then $\sigma(X) \cap \sigma(Y) = \emptyset$. 

Definition 5.8. We will call the above special end as the happy end of $X$. 

Lemma 5.15. For a non-trivial $T_{CH}$-invariant set $S \subset \mathbb{C}$, let $X$ be a connected component of $\mathcal{S}^c$. Then $\sigma(X)$ is an open interval of $\mathbb{S}^1$.

Proof. Since $R(z)$ is non-constant we get that both $R(z)$ and $\sigma$ are open and continuous maps. Since $S$ is closed, $X$ is open. Consequently, $\sigma(X)$ is an open connected subset of $\mathbb{S}^1$. $\square$
Proof. The claim follows from Lemmas 5.10 and 5.13 \hfill \Box

Let us present one application of the notion of happy end.

Lemma 5.15. For a non-trivial $T_{CH}$-invariant set $S \subset \mathbb{C}$, take $x, y \in S$, consider a connected component $X$ of $S^\circ$, and let $\kappa$ be the happy end of $X$. Define $X_0$ as the connected component of $S^\circ \cap [x, y]^\circ$ containing $\kappa$. Then for any $z \in X_0$, its associated ray $r(z)$ is disjoint from $[x, y]$.

Proof. Consider $z \in X_0$ and its associated ray $r(z)$. As $r(z)$ connects $z$ and $\kappa$, then if $r(z)$ crosses the boundary of $X_0$, it should cross it an even number of times. However, by definition, $r(z)$ is disjoint from $S$. Moreover since two lines intersect each other (at most) once then if $r(z)$ crosses $[x, y]$, it should cross it at most once. Consequently, $r(z)$ remains disjoint from $[x, y]$. \hfill \Box

Corollary 5.16. Let $S \subset \mathbb{C}$ be a $T_{CH}$-invariant set and $X$ be a connected component of $S^\circ$. Then $X^\circ$ is $T_{CH}$-invariant. Moreover, its convex hull $\text{Conv}(X^\circ)$ is also $T_{CH}$-invariant.

5.5. Directions of ends. Recall the following definition. We define $p_\infty, q_\infty \in \mathbb{C}^*$, and $p, q \in \mathbb{N}$ such that $P(z) = p_\infty z^p + o(z^p)$ and $Q(z) = q_\infty z^q + o(z^q)$.

Then, we have $\lambda = \frac{p_\infty}{q_\infty} \in \mathbb{C}^*$ and $\phi_\infty = \text{arg}(\lambda)$ (the reader may recall the definition from Notation 1.10).

We introduce the function $d : S^1 \rightarrow S^1$ such that $d(\theta) = \phi_\infty + (\deg Q - \deg P)\theta$.

Lemma 5.17. For a $T_{CH}$-invariant set $S \subset \mathbb{C}$, let $X$ be a connected component of $S^\circ$. Then the following statements hold:

\begin{itemize}
  \item if $\deg Q - \deg P \neq 0$, then $\sigma(X)$ is a connected open subset of $S^1$ and for any $\theta \in \sigma(X)$, $d(\theta)$ belongs to $\sigma(X)$;
  \item if $\deg Q - \deg P = 0$, then for any $\theta \in \sigma(X)$, $d(\theta) = \phi_\infty$ belongs to $\overline{\sigma(X)}$.
\end{itemize}

Proof. For any $\theta \in \sigma(X)$, there is a point $z_0 \in X$ and an open interval $I$ containing $\theta$ such that the cone $C = C(z_0, I)$ is contained in $X$ (see Lemma 5.11). $R(C)$ is an open set of $\mathbb{C}$ and $\sigma(C)$ is an open interval of $S^1$.

Further for any $\eta \in I$, $R(z_0 + te^{i\eta}) \simeq \frac{q_\infty}{p_\infty}(te^{i\eta})^{\deg Q - \deg P}$ as $t$ tends to $+\infty$. Thus, $\sigma(z_0 + te^{i\eta})$ tends to $d(\eta)$ and $d(\eta)$ is in the closure of $\sigma(C)$.

Next if $\deg Q - \deg P \neq 0$, then $d(I)$ is an open interval. The closure of $\sigma(C)$ is a closed interval containing the open interval $d(I)$. Consequently we obtain $d(I) \subset \sigma(C)$ and thus $d(\theta) \in \sigma(X)$. \hfill \Box

Corollary 5.18. For a connected component $X$ of $S^\circ$, one of the following statements holds:

\begin{itemize}
  \item[(i)] $\sigma(X) = S^1$;
  \item[(ii)] $\deg Q - \deg P = 1$ and $\phi_\infty = 0$;
  \item[(iii)] $\deg Q - \deg P = 0$ and $\phi_\infty$ belongs to $\overline{\sigma(X)}$;
  \item[(iv)] $\deg Q - \deg P = -1$ and either $\frac{\phi_\infty}{2} - \frac{\pi}{2}$ or $\frac{\phi_\infty}{2} + \frac{\pi}{2}$ is the bisector of open interval $\sigma(X)$. Besides, the length of $\sigma(X)$ is at most $\pi$.
\end{itemize}

Proof. We first assume $\deg Q - \deg P \neq 0$. Following Lemma 5.9 then $\sigma(X)$ is an open interval of $S^1$. Following Lemma 5.17 $\sigma(X)$ is invariant under the action of $d$. Consequently, if $|\deg Q - \deg P| \geq 2$, then $\sigma(X)$ coincides with $S^1$.

If $\deg Q - \deg P = 1$, then $\sigma(X)$ is an open interval preserved by rotation by the angle $\phi_\infty$. Thus, either $\sigma(X)$ coincides with the whole circle of directions or the rotation is trivial.
If $\deg Q - \deg P = 0$, Lemma 5.9 proves that $\phi_\infty$ belongs to $\sigma(X)$. If $\deg Q - \deg P = -1$, then $\sigma(X)$ is an open interval preserved by the involution $\theta \mapsto \phi_\infty - \theta$. This implies that the line with the slope $\frac{\theta}{\pi}$ is the symmetry axis of the interval $\sigma(X)$. If the length of $\sigma(X)$ is strictly bigger than $\pi$, then we consider the family of open cones of directions $\sigma(X)$ contained in $X$. Lemma 4.4 proves that such cones exist. We consider a maximal cone $\Gamma$ of this family ordered by inclusion. If $\Gamma \neq C$, the same lemma proves that associated rays of $\Gamma$ cover a cone strictly bigger than $\Gamma$. This is impossible since $S^c$ is nonempty. It follows that the length of $\sigma(X)$ is at most $\pi$ for any connected component $X$ of $S^c$.

Lemma 5.19. Let $X$ be a connected component of $S^c$. We assume that $X$ has at least two distinct topological ends. Let $\kappa$ be its happy end and $\kappa'$ be some other end. Then one of the following statement holds:

- $\deg Q - \deg P = 0$ and $I_{\kappa'} = \{\phi_\infty + \pi\}$;
- $\deg Q - \deg P = -1$ and $I_{\kappa'}$ is a singleton $\{\theta\}$ where $\theta \equiv \frac{\phi_\infty + \pi}{2} [\pi]$. Besides, $\sigma(X)$ coincides with either $\left(\frac{\phi_\infty - \pi}{2}, \frac{\phi_\infty + \pi}{2}\right)$ or $\left(\frac{\phi_\infty + \pi}{2}, \frac{\phi_\infty + 3\pi}{2}\right)$.

In both cases, the interior of the closure of $X$ in $\mathbb{C} \cup S^1$ has connected complement (in $\mathbb{C} \cup S^1$).

Proof. Let $(z_n)_{n \in \mathbb{N}}$ be a sequence of points of $X$ converging to $\kappa'$ and such that $\arg(z_n)$ converges to $\theta \in I_{\kappa'}$. Then there exists a compact $K$ such that $\kappa$ and $\kappa'$ belong to the closures of distinct components of $X \cap K^c$. Thus, the associated rays $r(z_n)$ have to cross $K$ to converge to $\kappa$.

As $n \to \infty$, $\arg(z_n)$ converges to $\theta$ and thus the slopes of $r(z_n)$ converge to $\theta + \pi$. Finally, we obtain that $\phi_\infty + (\deg Q - \deg P)\theta = \theta + \pi$. Since $X$ has several topological ends, the complement of $X$ cannot be compact. Therefore Corollary 5.12 implies that $\sigma(X) \neq S^1$. Corollary 5.18 then gives restrictions on $\deg P - \deg Q$ and $\phi_\infty$.

We treat separately the three cases depending on the value of $\deg Q - \deg P$.

If $\deg Q - \deg P = 1$, $\phi_\infty + (\deg Q - \deg P)\theta = \theta + \pi$ implies that $\phi_\infty = \pi$. This contradicts the conclusion of Corollary 5.18.

If $\deg Q - \deg P = 0$, then we obtain $\phi_\infty = \theta + \pi$. Thus, $I_{\kappa'}$ coincides with the singleton $\{\phi_\infty + \pi\}$.

If $\deg Q - \deg P = -1$, then we obtain $\phi_\infty = 2\theta + \pi$. Thus, $\theta \equiv \frac{\phi_\infty + \pi}{2} [\pi]$ and $I_{\kappa'}$ is automatically a singleton. Besides, the following facts are true:

- $I_{\kappa'}$ is disjoint from $\sigma(X)$, see Lemma 5.13;
- $\sigma(X)$ is an open interval of $S^1$ invariant under the map $d$, see Lemma 5.17;
- $d(\theta)$ belongs to the closure of $\sigma(X)$;
- $d$ is an involution $(\deg Q - \deg P = -1)$.

It follows that $\theta + \pi$ does not belong to $\sigma(X)$ either. Consequently $\sigma(X)$ coincides with either $\left(\frac{\phi_\infty - \pi}{2}, \frac{\phi_\infty + \pi}{2}\right)$ or with $\left(\frac{\phi_\infty + \pi}{2}, \frac{\phi_\infty + 3\pi}{2}\right)$.

In order to prove that the interior of the closure of $X$ in the extended plane has a connected complement it suffices to observe that this interior has a connected intersection $\sigma(X)$ with $S^1$. Besides, it is contractible because otherwise some connected complement of $S$ would be compact which by Proposition 5.3 proves can only happen if $\deg Q - \deg P = 1$.

Corollary 5.20. For a $T_{CH}$-invariant set $S \subseteq \mathbb{C}$, one of the following statements holds:

(i) $S = \mathbb{C}$, i.e. $S$ is trivial;
(ii) $\deg Q - \deg P = 1$ and $S$ is compact and contractible;
(iii) $\deg Q - \deg P = 1$, $S$ is non-trivial (i.e. different from $\mathbb{C}$) and non-compact and $\phi_\infty = 0$;
Remark 5.24. For any connected component $S$ of $S^c$, it follows from Corollary 5.12 that if $\sigma(X)$ coincides with $S^1$, then $S$ is compact and thus $S^c$ is not simply connected. Proposition 5.5 then proves that $S$ is compact and contractible. Besides we have $\deg Q - \deg P = 1$.

Next let us assume that items (i) and (ii) do not hold. This implies in particular that $\sigma(X)$ does not coincide with $S^1$. Corollary 5.18 then proves that $|\deg Q - \deg P| \leq 1$. In each case, there are constraints on $\phi_\infty$. In particular, if $\deg Q - \deg P = 1$, the only possible case implies $\phi_\infty = 0$. \hfill \Box

Remark 5.21. In §6 we provide more details on the realizability of the cases mentioned in Corollary 5.20.

As we have shown above non-trivial $T_{\text{CH}}$-invariant sets can only occur if $\deg Q - \deg P = -1,0,1$. Let us provide more details in each of these three cases below.

Proposition 5.22. For $\deg Q - \deg P = 1$ and $S$ being a nontrivial $T_{\text{CH}}$-invariant set (i.e. different from $\mathbb{C}$), one of the following statements holds:

(i) $S$ is compact and contractible;
(ii) $S$ is non-compact and $\phi_\infty = 0$.

Proof. Both claims follow from Corollary 5.20. \hfill \Box

In particular, if we consider the case $Q(z) = z$ and $P(z) = \lambda$ where $\lambda \in \mathbb{R}_+^*$, any radially invariant set is $T_{\text{CH}}$-invariant. Therefore, $S^c$ can have an arbitrarily large number of connected components.

Proposition 5.23. For $\deg Q - \deg P = 0$, assume that $S$ is a non-trivial $T_{\text{CH}}$-invariant set. For any connected component $X$ of $S^c$, $\phi_\infty$ belongs to $\sigma(X)$. Moreover, $S^c$ has at most two connected components and if $\kappa$ is an end of $X$ that is not the happy end of $X$, then $\kappa$ satisfies the condition:

$$I_\kappa = \{\phi_\infty + \pi\}.$$  

Proof. Corollary 5.20 implies that $S$ is non-compact. Corollary 5.12 shows that for any connected component $X$ of $S^c$, $\sigma(X) \neq S^1$. Corollary 5.18 then proves that $\phi_\infty$ belongs to $\sigma(X)$.

Further following Corollary 5.14 if there are two distinct connected components $X$ and $Y$ of $S^c$, then $\sigma(X) \cap \sigma(Y) = \emptyset$ while $\phi_\infty$ belongs to $\sigma(Y) \cap \sigma(Y)$. Consequently, $S^c$ has at most two connected components. Lemma 5.4 proves that each of them is contractible.

By Lemma 5.10, if an end $\kappa$ is different from the happy end of some connected component of $S^c$, then $I_\kappa = \{\phi_\infty + \pi\}$. \hfill \Box

Remark 5.24. Just like in the (trivial) case when $R(z) \equiv \text{const}$ we expect that $S^c$ can have an arbitrarily large number of ends.

Proposition 5.25. For $\deg Q - \deg P = -1$, let $S$ be a non-trivial $T_{\text{CH}}$-invariant set. Then $S^c$ has at most two connected components each of which is contractible.

For each connected component $X$ of $S^c$, one of the following statements holds:

(i) $X$ has exactly one end;
(ii) $\sigma(X)$ is an open interval $(\theta_0 - \frac{\pi}{2}, \theta_0 + \frac{\pi}{2})$ where $\theta_0 \equiv \frac{2z_0}{|z_0|} [\pi]$. For any end $\kappa$ of $X$ distinct from the happy end, $I_\kappa$ coincides with either $\{\theta_0 - \frac{\pi}{2}\}$ or $\{\theta_0 + \frac{\pi}{2}\}$. 


Proof. Corollary \[5.20\] implies that \( S \) is non-compact. Corollary \[5.12\] proves that for any connected component \( X \) of \( S^e \), \( \sigma(X) \neq S^1 \). Corollary \[5.18\] then implies that the diameter of the slope \( \frac{\sigma_1}{\sigma_2} \) is the symmetry axis of the interval \( \sigma(X) \). Since there are at most two such disjoint symmetric intervals (see Corollary \[5.14\]), then \( S^e \) has at most two connected components. Lemma \[5.4\] then provides that each of them is contractible.

Lemma \[5.19\] settles the case of connected components of \( S^e \) having several topological ends.

\[ \Box \]

**Theorem 5.26.** For any \( T_{CH} \)-invariant set \( S \subseteq \mathbb{C} \), its closure \( \overline{S} \) in the extended plane \( \mathbb{C} \cup S^1 \) is connected and contractible.

Proof. The statement is trivially true if \( S = \mathbb{C} \). If \( S \) has a compact connected component in \( \mathbb{C} \), then Proposition \[5.5\] proves that \( S \) coincides with this component. In the remaining cases, every connected component of \( S \) is unbounded. Let \( S_0 \) be such a connected component. If \( \overline{S} \) is not connected in the extended plane \( \mathbb{C} \cup S^1 \), then there exist two connected components \( \overline{S}_1 \) and \( \overline{S}_2 \) of \( S \) such that each of them belong to a distinct connected component of the complement of \( \overline{X} \). Here, \( \overline{X} \) is the interior of the closure in \( \mathbb{C} \cup S^1 \) of a connected component \( X \) of \( S^e \). Lemma \[5.19\] rules out this case.

It remains to show that \( \overline{S} \) is contractible. If this were not true, then we can find a connected component \( X \) of \( S^e \) such that the interior of its closure in \( \mathbb{C} \cup S^1 \) has no intersection with \( S^1 \). However, this intersection always contains \( \sigma(X) \) which is an open interval. This claim finishes the proof.

\[ \Box \]

6. **Criterion for the existence of non-trivial \( T_{CH} \)-invariant subsets**

In the previous section we have shown that any \( T_{CH} \)-invariant set for any operator \( T \) with \( |\deg Q - \deg P| > 1 \) is trivial, i.e. equal to \( \mathbb{C} \). In this section we will show that in two of the remaining cases \( \deg Q - \deg P = -1 \) and \( \deg Q - \deg P = 0 \) non-trivial \( T_{CH} \)-invariant sets always exist and, in particular, \( \mathcal{M}_{CH}^T \) is non-trivial. For the existence of non-trivial \( T_{CH} \)-invariant subsets in the last remaining case \( \deg Q - \deg P = 1 \), the natural additional restriction \( \text{Re} \lambda \geq 0 \) is required. This section provides the proofs of Theorems \[1.11\] and \[1.12\].

6.1. **Case \( \deg Q - \deg P = -1 \).**

**Lemma 6.1.** For any operator \( T \) as above with \( \deg Q - \deg P = -1 \), there exist non-trivial \( T_{CH} \)-invariant sets.

Proof. Notice that in this case \( R(z) = \frac{1}{z} + o(\frac{1}{z}) \) as \( z \to \infty \) where \( \lambda \in \mathbb{C}^* \). The curve of inflection \( \mathcal{I}_R \) defined by \( \text{Im}(R') = 0 \) has four asymptotic branches whose asymptotic directions are \( \frac{\phi_0}{2} + \frac{n}{2} \mathbb{Z} \) where \( \phi_\infty = \arg(\lambda) \), see Appendix A.2. We consider an open cone \( \Gamma \) satisfying the following conditions:

- the apex \( z_0 \) of the cone belongs to \( \mathcal{I}_R \);
- the opening of \( \Gamma \) is \( I = (\frac{\phi_0}{2} - \epsilon, \frac{\phi_0}{2} + \epsilon) \) for some small \( \epsilon > 0 \) in such a way that \( \sigma(z_0) \in I \);
- no root of \( PQ \) belongs to \( \Gamma \) or to its closure;
- the branch of the curve \( \mathcal{I}_R \) starting at \( z_0 \) and having the asymptotic direction equal to \( \frac{\phi_\infty}{2} \) is contained in \( \Gamma \). No other point of \( \mathcal{I}_R \) belongs to \( \Gamma \) or its closure.

We want to prove that for any point \( x \in \Gamma \), we have \( \sigma(x) \in \bar{I} \), which would imply that the complement to the interior of \( \Gamma \) is a nontrivial \( T_{CH} \)-invariant set.
Since \( R \) is an open map and
\[
\lim_{t \to +\infty} \arg R \left( z_0 + te^{i \left( \frac{\phi_{\infty}}{2} + \theta \right)} \right) = \frac{\arg \phi_{\infty}}{2} - \theta,
\]
the extremal values of \( \arg R \) on the (compact) closure of \( \Gamma \) in \( \mathbb{C} \cup \mathbb{S}^1 \) are achieved on the limit half-lines \( z_0 + \mathbb{R}_{\geq 0} e^{i \left( \frac{\phi_{\infty}}{2} + \pm \epsilon \right)} \). Besides, these half-lines meet \( \mathcal{I}_R \) only in \( z_0 \) and therefore \( \arg R \) is a monotone function on each of them. On each of these half-lines, the range of the function \( \arg R \) is an interval whose endpoints are \( \arg R(z_0) \) for the first one and one slope of the form \( \frac{\phi_{\infty}}{2} \pm \epsilon \) for the second one. It follows then that for any point \( x \) in the closure of \( \Gamma \), \( \arg R(x) \in \mathcal{I} \). \( \square \)

We can also deduce a more precise description of minimal invariant sets in this case.

**Corollary 6.2.** For any operator \( T \) as above with \( \deg Q - \deg P = -1 \), the complement of \( \mathcal{M}^E_{TH} \) in \( \mathbb{C} \) has exactly two connected components \( X_1, X_2 \).

For each \( X_i, \sigma(X_i) \) are respectively \( \left( \frac{\phi_{\infty} - \pi}{2}, \frac{\phi_{\infty} + \pi}{2} \right) \) and \( \left( \frac{\phi_{\infty} + \pi}{2}, \frac{\phi_{\infty} + 3\pi}{2} \right) \).

**Proof.** We already know that \( \mathcal{M}^E_{TH} \) is different from \( \mathbb{C} \) (Lemma 6.1) and noncompact (Corollary 5.20). The construction of Lemma 6.1 can be carried out for both directions \( \frac{\phi_{\infty}}{2} \pm \pi \). Besides, the opening of the cone can be made arbitrarily close to \( \pi \). It follows that if the complement \( X \) of \( \mathcal{M}^E_{TH} \) in \( \mathbb{C} \) is connected, then \( \sigma(X) \) is a connected open subset of \( \mathbb{S}^1 \) containing both \( \frac{\phi_{\infty}}{2} \) and \( \frac{\phi_{\infty}}{2} + \pi \). Since \( \sigma(X) \) is invariant by the map \( \theta \mapsto \phi_{\infty} - \theta \), it follows that \( \sigma(X) = \mathbb{S}^1 \). This contradicts Corollary 5.12.

Since the complement of \( \mathcal{M}^E_{TH} \) cannot be connected, it follows from Corollary 5.18 that it is formed by exactly two connected components \( X_1, X_2 \), such that \( \frac{\phi_{\infty}}{2} \) and \( \frac{\phi_{\infty}}{2} + \pi \) are respectively the bisectors of \( \sigma(X_1) \) and \( \sigma(X_2) \). These two intervals are of length \( \pi \). \( \square \)

### 6.2. Case \( \deg Q - \deg P = 0 \)

**Lemma 6.3.** For any operator \( T \) with \( \deg Q - \deg P = 0 \), there exist non-trivial \( T_{CH} \)-invariant sets.

**Proof.** Under our assumptions, \(|R(z) - \lambda| = |\frac{Q(z)}{P(z)} - \lambda|\) can be made arbitrary small when \(|z|\) is sufficiently large. Consider a 1-parameter family of the halfplane \( H_\ell, \theta : (\text{Re} \left( \frac{z^\theta}{\lambda} \right) \leq \ell \) for \( \theta \in (-\frac{\pi}{2}, \frac{\pi}{2}) \). We will show that for \( \ell \) sufficiently large (depending on \( \theta \)), \( H_\ell, \theta \) is \( T_{CH} \)-invariant. Indeed, for any \( \epsilon > 0 \), there exists \( \ell_0 \) such that for any \( \ell \geq \ell_0 \) and any point \( z \) in the complement of \( H_\ell, \theta \), we have that \( \arg z \in (\phi_{\infty} - \epsilon, \phi_{\infty} + \epsilon) \). Therefore the associated ray of such \( z \) remains in the complement of \( H_\ell, \theta \) which finishes the proof by Theorem 5.18. \( \square \)

A more precise description of minimal invariant sets follows.

**Corollary 6.4.** For any operator \( T \) as above with \( \deg Q - \deg P = 0 \) and any \( \epsilon > 0 \), there is an open cone \( \Gamma \) whose interval of directions is \( (\phi_{\infty} + \pi - \epsilon, \phi_{\infty} + \pi + \epsilon) \) such that \( \mathcal{M}^E_{TH} \subset \Gamma \).

**Proof.** The construction in Lemma 6.3 can be carried out to provide a pair of half-planes whose boundary lines have directions arbitrarily close to \( \phi_{\infty} + \pi \). Hence, we can find two invariant planes that are \( T_{CH} \)-invariant, for which the intersection, which is again \( T_{CH} \)-invariant, is contained in a cone \( \Gamma \) whose interval of directions is \( (\phi_{\infty} + \pi - \epsilon, \phi_{\infty} + \pi + \epsilon) \). \( \square \)
6.3. **Case** \( \deg Q - \deg P = 1 \). This situation requires more work and an additional restriction. The existence of non-trivial \( T_{CH} \)-invariant sets in this case follows from the existence of compact \( T_{CH} \)-invariant sets for any such linear differential operator. As above, we will use the following expression

\[
R(z)\partial_z = \frac{Q(z)}{P(z)}\partial_z = (\lambda z + O(1))\partial_z.
\]

(6.1)

Notice that introducing \( z = 1/w \) yields

\[
R(w)\partial_w = -w^2\frac{Q(w)}{P(w)}\partial_w = (-\lambda w + O(w^2))\partial_w,
\]

as \( w \to 0 \) and so \( R(z)\partial_z \) has a zero of order 1 at \( \infty \). If \( \Re(\lambda) > 0 \), \( \infty \) is a sink, if \( \Re(\lambda) = 0 \) it is a center, and if \( \Re(\lambda) < 0 \) it is a source of the vector field \( R(z)\partial_z \).

The case where \( \deg P = 0 \) and \( \deg Q = 1 \) is almost trivial. It has been proved in Section 2.3.3 that if \( \lambda \in \mathbb{R}_<0 \) any \( T_{CH} \)-invariant set is trivial. Conversely, for any other value of \( \lambda \), the unique root of \( Q \) forms a (compact) \( T_{CH} \)-invariant set.

In the following, we will assume \( \deg P \geq 1 \).

**Proposition 6.5.** If \( \Re \lambda < 0 \), then \( M^T_{CH} = \mathbb{C} \).

**Proof.** Integral curves of \(-R(z)\partial_z \) coincide with real negative trajectories of the translation structure induced by meromorphic 1-form \( \frac{dz}{R(z)} \) on \( \mathbb{C} \cup \{\infty\} \). Here, \( \infty \) is a simple pole of the differential and its residue \( \lambda \) has a negative real part.

Assuming that \( \deg P \geq 1 \), there always exists a trajectory from \( \infty \) to a zero of \( \frac{dz}{R(z)} \) (see Section 5 of [Tah18] and in particular Proposition 5.5). Such a zero is automatically a root of \( P \).

We found an integral curve \( \varphi(t) = -R(z)\partial_z \) that is \( P \)-starting separatrix and hence is contained in any \( T_{CH} \)-invariant set \( S \), see Proposition A.5, Corollary 5.20, then proves that unless \( \lambda \in \mathbb{R}^+ \), any such noncompact \( T_{CH} \)-invariant set coincides with \( \mathbb{C} \).

We now concentrate on the case \( \deg Q - \deg P = 1 \) and \( \Re \lambda \geq 0 \) and show that this condition guarantees the existence of compact \( T_{CH} \)-invariant sets.

**Lemma 6.6.** For any operator \( T \) with \( \deg Q - \deg P = 1 \) and \( \Re(\lambda) > 0 \), there exist compact \( T_{CH} \)-invariant sets.

**Proof.** For \( |z| \) sufficiently large, the expression \( |\arg R(z) - \arg(\lambda z)| \) can be made arbitrary small. Consider a 1-parameter family of the disks \( D_\ell : \{|z| \leq \ell\} \). We will show that for \( \ell \) sufficiently large, \( D_\ell \) is \( T_{CH} \)-invariant. Indeed, set \( \arg \lambda \in (-\frac{\pi}{2}, \frac{\pi}{2}) \).

Then there exists \( \ell_0 \) such that for any \( \ell \geq \ell_0 \) and any point \( z \notin D_\ell \), the associated ray of such \( z \) remains in the half-plane bounded by the line \( z + i\mathbb{R} \) that does not contain disk \( D_{\ell_0} \). It follows that \( D_{\ell_0} \) is a \( T_{CH} \)-invariant set.

Finally, let us consider the limiting case.

**Proposition 6.7.** If \( \Re \lambda = 0 \), then there exist compact \( T_{CH} \)-invariant sets.

**Proof.** In case \( \Re \lambda = 0 \), \( \lambda \neq 0 \) we get that \( \infty \in \mathbb{C} \) is a center of \( R(z)\partial_z \), i.e. its trajectories near \( \infty \) are closed curves. Moreover sufficiently close to \( \infty \) these trajectories (which look approximately like circles of very large radius) are convex: by Lemma A.9, they are locally convex, hence convex. Let \( \Gamma \) be one such closed convex trajectory. Since the vector \( R(z)\partial_z \) is tangent to \( \Gamma \) at any point \( z \in \Gamma \) and it points “towards \( \infty \)”, the associated ray at this point never crosses \( \Gamma \) for \( t > 0 \).

Thus by Proposition 3.20, the compact domain bounded by \( \Gamma \) is \( T_{CH} \)-invariant.
7. (Ir)regularity of $T_{CH}$-Invariant Sets: General Properties

In this and the two following sections we discuss irregularity of $T_{CH}$-invariant sets, see Definition 1.14. Our interest in irregularity is related to the facts that (i) it is easier to describe when a regular set is $T_{CH}$-invariant than an irregular one, (ii) $T$ under some not very strong assumptions admits irregular $T_{CH}$-invariant sets only if the vector field $R(z)\partial z$ has a line of symmetry which only happens if $R(z)$ becomes real after an appropriate affine change of the variable $z$. So morally the study of irregular sets is reduced to the study of operators $T$ with real-valued coefficients which is a natural subclass of all operators under consideration. We begin with the following definition. In this section we assume only that neither $P$ nor $Q$ is vanishing identically.

**Definition 7.1.** For a given rational function $R(z)$, a line is defined to be $R$-invariant if for any $z \in \Lambda$ such that $R(z)$ is defined, we have $z + R(z) \in \Lambda$.

**Lemma 7.2.** For a given nonzero rational function $R(z)$, if two distinct lines are $R$-invariant, then one of the following statements holds:

1. $R(z) = \lambda$ for some $\lambda \in \mathbb{C}^*$;
2. $R(z) = \lambda(z - \alpha)$ for some $\lambda \in \mathbb{C}^*$ and $\alpha \in \mathbb{C}$;
3. there are finitely $R$-invariant lines, they intersect in some point $\alpha$ and conjugations along (i.e. reflection through) them determine a finite dihedral group.

**Proof.** A rational function $R(z)$ for which the real axis is a $R$-invariant line is a real rational function and is therefore invariant by conjugation. It follows that invariant lines of $R(z)$ generate a reflection group $G$ of maps commuting with $R$. In particular, any element in $G$ sends the finite set of $R(z)$ to itself.

If $G$ is finite, then the classification of reflection groups of the plane proves that $G$ is a finite dihedral group. Invariant lines of $R(z)$ thus intersect in some point $\alpha$.

If $G$ is infinite, then it admits an infinite subgroup formed by maps fixing each zero or pole of $R(z)$. It follows that there is at most one such singular point. If $R(z)$ has no finite poles or zeroes, then we have $R(z) = \lambda$ for some $\lambda \in \mathbb{C}^*$. Otherwise, $R(z) = \lambda(z - \alpha)^k$ for some $\lambda \in \mathbb{C}$, $\alpha \in \mathbb{C}$ and $k \in \mathbb{Z}$. Every $R$-invariant line contains $\alpha$ and $G$ thus contains an infinite group of rotations around $\alpha$. As every element in $G$ commutes with $R$, it follows that $R(z) = \lambda(z - \alpha)$. □

In the cases $\deg Q - \deg P = \pm 1$, we obtain more precise statements.

**Lemma 7.3.** We consider a rational function $R(z) = \frac{Q(z)}{P(z)}$ such that $\deg Q - \deg P = -1$. If there are two distinct $R$-invariant lines, then up to an affine change of variable, $R(z)$ is a real odd rational function on $\mathbb{R}$ (nonzero coefficients of its Laurent series have odd order). Besides, there are only two $R$-invariant lines and they coincide with the real and imaginary axes.

**Proof.** Following Lemma 7.2 conjugations along $R$-invariant lines generate a finite dihedral group. At infinity, we have $R(z) = \frac{1}{z} + o(1/z)$ for some $\lambda \in \mathbb{C}^*$. From this it follows that any two $R$-invariant lines have to be perpendicular. Up to an affine change of variable, we will assume that these $R$-invariant lines coincide with $\mathbb{R}$ and $i\mathbb{R}$. Writing down the two conjugations that leave $R(z)$ invariant in terms of the coefficients of the Laurent series of $R(z)$ in $0$ provides the characterization of $R(z)$ as a real odd rational function. □

**Lemma 7.4.** Let $R(z) = \frac{Q(z)}{P(z)}$ be such that $\deg Q - \deg P = 1$. If there is at least one $R$-invariant line, then we have $R(z) = \lambda z + o(z)$ with $\lambda \in \mathbb{R}$.

**Proof.** This is immediate from the definition of a $R$-invariant line. □
The next statement provides an important necessary condition for the existence of irregular $T_{CH}$-invariant sets.

**Lemma 7.5.** Assume that a linear differential operator $T = Q(z)\frac{d}{dz} + P(z)$ has an irregular $T_{CH}$-invariant set $S \subset \mathbb{C}$. Then any irregular point of $S$ is contained in some $R$-invariant line.

**Proof.** We consider a $t$-trace $\gamma(t)$ that solves

$$tQ(z) + (z - z_0)P(z) = 0,$$

such that $\gamma(0) = z_0$ where $z_0$ is an irregular point of a $T_{CH}$-invariant set $S$. We have that $\gamma'(t)$ is given by (3.3), which is non-singular for small $t > 0$. Furthermore, the forward trajectories of $\gamma(t)$ are contained in $S$.

By irregularity of $z_0$, $\gamma'(t) = \frac{-R(z)}{tP(z)Q(z)} = -k(t)R(z)$ for some $k(t) \in \mathbb{R} \setminus \{0\}$ and sufficiently small $t > 0$. Since $\gamma(0) = \gamma(t) + tR(\gamma(t))$, it follows that $\gamma$ is locally a segment of some line $\Lambda$. Besides, for any $t$, the direction of $R(\gamma(t))\partial_z$ is parallel to one of the directions of $\Lambda$.

Consequently, up to an affine change of variables, we can assume that $\Lambda = \mathbb{R} \subset \mathbb{C}$. It follows that $R(z)$ is a real rational function. In other words, for any $z \in \Lambda$, $R(z)$ has the direction of $\Lambda$. □

Next, we have the following.

**Lemma 7.6.** Assume that a linear differential operator $T = Q(z)\frac{d}{dz} + P(z)$ has an irregular $T_{CH}$-invariant set $S \subset \mathbb{C}$. Any irregular point $z_0$ of $S$ that is a zero or a pole of $R(z)$ is a simple zero or a simple pole.

**Proof.** Suppose first that $z_0$ is a pole of $R(z)$ order $k \geq 2$. Using Proposition 3.12 twice, first with $u = z_0$ and then with $u$ belonging to the root root trail of $z_0$ sufficiently close to $z_0$, we deduce that $z$ is not irregular. Hence, suppose $z_0$ is a zero of $R(z)$ with multiplicity $k$, and consider the root trail of any point $u \neq z_0$, which exists since $P(z)$ is assumed to not vanish identically. There are $k$ solutions of $tQ(z) + (z - z_0)P(z) = 0$ that tend to $z_0$ as $t \to \infty$. Moreover, $tQ(z) + (z - z_0)P(z) = 0$ has only simple zeros for all but a finite set of $t$, since $\frac{(z - z_0)P(z)}{Q(z)}$ have only a finite number of critical values (see Lemma 3.4). We have that $R(z) \approx a(z - z_0)^k$ close to $z_0$ and after a change of variables we may assume that $a = 1, z_0 = 0$. Further, $tR(z) + z = u$ for points $z$ in the root trail of $u$. By the assumption that $z_0$ is an irregular point $U \cap S$ contains only irregular points for sufficiently small neighborhoods of $z_0$. It follows that $k \leq 2$, $u \in \mathbb{R}$, $tr_u \cap U \subset \mathbb{R}$ for sufficiently small open neighborhoods $U$ of $z_0$ and that one of the zeros in $tr_u$ tends to 0 from the positive side and another from the negative side. However, there are then points close to 0 with negative real part and non-zero imaginary part whose associated rays intersect $tr_u$, and these points does not belong to any $R$-invariant line. We thereby deduce from the assumption that $z_0$ is irregular that $k=1$. □

In the proposition and its corollary, we give a more precise description of the irregular locus of $T_{CH}$-invariant sets. The reader may recall the definition of the irregular locus from Definition 1.14.

**Proposition 7.7.** For any linear differential operator $T = Q(z)\frac{d}{dz} + P(z)$, suppose that $z_0 \notin Z(PQ)$ is an irregular point of some $T_{CH}$-invariant set $S$, then one of the following statements holds:

1. $R(z) = \lambda$ for $\lambda \in \mathbb{C}^*$;
2. $R(z) = \lambda(z - \alpha)$ for $\lambda \in \mathbb{R}_{>0}$ and $\alpha \in \mathbb{C}$;
3. $S$ is contained in the line $z_0 + R(z_0)\mathbb{R}$. 


(4) half-line $L = z_0 + R(z_0)\mathbb{R}_{>0}$ is contained in an open cone $\Gamma$ with vertex at $z_0$ such that $\Gamma \cap S \subset L$. Besides, for any $z \in L$, $R(z) \in R(z_0)\mathbb{R}_{>0}$.

Proof. We assume we are not in the cases of items (1), (2), or (3) and let us conclude that item (4) holds. Lemma 7.2 together with Lemma 7.5 proves the existence of an $R$-invariant line $\Lambda$ and a cone $\Gamma$ such that $\Lambda$ contains the intersection $S \cap \Gamma$.

We call a set of the form $\Gamma \cap S$ as in Item 4 above a tail.

Corollary 7.8. If $M_C^CH$ is not fully irregular, then the irregular locus is formed by finitely many straight segments $(\alpha_1, \beta_1], \ldots, (\alpha_k, \beta_k]$ where for any $i$:

- the segment $(\alpha_i, \beta_i]$ belongs to an $R$-invariant line;
- for any $z \in (\alpha_i, \beta_i]$, $\frac{\beta_i - \alpha_i}{R(z)} \in \mathbb{R}_{>0}$;
- $\alpha_i$ belongs to the regular locus of $M_C^TCH$;
- $\beta_i \in \mathcal{Z}(P) \cap \mathcal{Z}(Q)$;
- $\beta_i$ is a root of the same multiplicity for $P$ and $Q$.

In particular, if no point of $\mathcal{Z}(PQ)$ satisfies the last condition, then $M_C^CH$ is either regular or fully irregular.

Proof. Assuming $M_C^TCH$ is not fully irregular, we consider a point $z_0M_C^CH$ that does not belong to $\mathcal{Z}(PQ)$ nor the regular locus of $M_C^TCH$. Following Theorem 5.26 $z_0$ is not an isolated point. We apply Proposition 7.7 to $z_0$.

Since $M_C^TCH$ is not fully irregular, Item 4 in Proposition 7.7 does not apply. If $R(z) = \lambda$ for some $\lambda \in \mathbb{C}^*$, the minimal set clearly coincides with a finite union of parallel half-lines starting at points of $\mathcal{Z}(PQ)$. In this case, $M_C^TCH$ is also fully irregular so Item 1 does not apply. If $R(z) = \lambda(z - z_1)$ for some $\lambda \in \mathbb{C}^*$ and $z_1 \in \mathbb{C}$, then $M_C^TCH$ is regular unless $\lambda \in \mathbb{R}_{>0}$ (see Proposition 6.5 and Lemma 7.4), provided there is $z_0 \notin \mathcal{Z}(PQ)$ belonging to $M_C^TCH$. In the case when $\lambda \in \mathbb{R}_{<0}$, $M_C^TCH$ is clearly a finite union of segments between $z_0$ and points of $\mathcal{Z}(PQ)$. Therefore $M_C^TCH$ is fully irregular and Item 2 does not apply either.

Therefore, Item 4 applies and $z_0$ belongs to a tail. Such a tail can be removed harmlessly from any $TCH$-invariant set and still render it $TCH$-invariant set unless its final vertex (for the orientation defined by $R(z)\partial_x$) belongs to $\mathcal{Z}(PQ)$. If the initial point $\alpha_i$ of the tail does not belong to the regular locus of $M_C^TCH$, then it has to be a simple zero or a simple pole of $R(z)$ (see Lemma 7.6) and applying again Proposition 7.7 we deduce easily that in this situation, $M_C^TCH$ is contained in a line.

Remark 7.9. $TCH$-invariant sets can be partially irregular. For instance, this can happen in the case of the cocheloid, see Example 7.10 below, where $Q(z) = z^2$, $P(z) = z - 1$. Indeed, we can add to the minimal invariant set $M_C^TCH$ any interval $I = [-\alpha, 0)$ for $\alpha > 0$, and obtain $S = M_C^TCH \cup I$ which is also $TCH$-invariant. This set is then also the minimal $TCH$-invariant set for the operator $\hat{T}$ with $\hat{Q}(z) = Q(z)(z + \alpha)$, $\hat{P}(z) = P(z)(z + \alpha)$.

Example 7.10. Take $Q(z) = z^2$, $P(z) = z - 1$. Then in polar coordinates the closure of the union of the 1-starting separatrices is given by $\sin \theta$. Let us denote by $S$ this union together with the region it encloses. By the above, the boundary of $S$ is contained in $M_C^TCH$. For any point $z$ in the interior of $S$, $R(z) \neq 0$, so there exists $t$ such that $z + tR(z) \in \partial S$ and it follows that $z \in M_C^TCH$. Now, using the same argument as in Proposition 3.20 one can show that no t-trace can reach the complement of $S$ through a point which is not a root of $P$. In order to deduce that $S$ is indeed equal to $M_C^TCH$, we need to show that the t-traces defined by the
solutions to
\[ tz^2 + (z - 1)^2 = 0 \] (7.1)
are in \( S \) for any small (and hence for all) \( t \). We do so by comparing the second
order terms in the Taylor expansion of the solutions to (7.1) as \( t \to 0 \) as well as the
1-starting separatrices as \( \theta \to 0^+ \).

Now, following Proposition 3.12 and introducing the change of variables \( t \to t^2 \),
we obtain that the solutions to (7.1) are given by
\[
1 + it - t^2 + O(t^3), \quad 1 - it - t^2 + O(t^3)
\]
and the separatrices close to \( \theta = 0 \) are given by
\[
1 + it - \frac{2t^2}{3} + O(t^3), \quad 1 - it - \frac{2t^2}{3} + O(t^3).
\]
We conclude that \( S = M^T_{CH} \).

8. Existence of fully irregular \( T_{CH} \)-invariant sets

Below we will show that there exists a \( T_{CH} \)-invariant set contained in \( \mathbb{R} \) if and
only if (up to a scalar factor) both \( Q \) and \( P \) are real and have only real and
interlacing roots, see Theorem 8.3. This result will explain which operators \( T \)
admit fully irregular \( T_{CH} \)-invariant sets.

Under the assumptions of Section 2.3 as well as \( R(z) \neq \lambda(z - \alpha) \), we know
from the previous section we know that any fully irregular set is contained in a
finite union of lines such that \( R \) is invariant under conjugation along these lines.
If \( \deg P = 1, \deg Q = 0 \), then using Proposition 3.12 and Theorem 3.3, we obtain
that if there is a fully irregular set, it is contained in a line. In the same vein, but
only using Proposition 3.12 for any other case when \( \deg P \geq 1 \), we conclude that if
there is a fully irregular set, it is contained in a line. Supposing now that there is a
fully irregular set, we have that \( |\deg Q - \deg P| \leq 1 \). As the roots of \( Q \) and \( P \)
are necessarily contained in any \( T_{CH} \)-invariant set \( S \), it follows that the roots of \( P \)
and \( Q \) must lie on a line. Applying an affine change of variable and multiplication by a
scalar, we may assume that the polynomials \( P \) and \( Q \) are real. From Lemma 7.6
we know that \( P \) and \( Q \) can only have simple roots.

We say that two roots \( z_0, z_1 \in \mathbb{Z}(PQ) \) are adjacent (along the \( x \)-axis) if there is
no root \( z_2 \in \mathbb{Z}(PQ) \) such that \( z_0 < z_2 < z_1 \) or \( z_1 < z_2 < z_0 \).

It is now clear that if \( T \) admits a fully irregular set \( S \) then no two roots of \( P \) can
be adjacent. Indeed, if there were adjacent roots \( z_1, z_2 \) of \( P \), since \( S \subset \mathbb{R} \) and the
\( P \)-starting separatrices are contained in \( S \), it follows that some of the \( P \)-starting
separatrices of the vector field \( -R(z)\partial_z \) intersect, which is impossible.
The next lemma shows that the roots of $P$ and $Q$ must \textit{interlace}. In other words, all roots of $P$ and $Q$ are simple, and roots of $P$ can only be adjacent to roots of $Q$ and vice versa.

\textbf{Lemma 8.1.} If $S \subset \mathbb{R}$ is $T_{CH}$-invariant and $P$ is non-zero then $Q$ has no adjacent roots.

\textit{Proof.} If there are two simple roots of $Q$, it follows that one of them is a source of $-R(z)\partial_z$, and this violates Proposition 8.1. \hfill \square

\textbf{Lemma 8.2.} Let $\gamma_0(t)$ be a $t$-trace, i.e. solution of $v_i(t)$. Then $V(\gamma(t), t)$ has a singularity at $t_0$ only if there is another $t$-trace $\eta_0(t)$ such that $\gamma_0(t_0) = \eta_0(t_0)$.

\textit{Proof.} This follows from the fact that simple roots of a polynomial are analytic in the coefficients. \hfill \square

\textbf{Theorem 8.3.} Let $P$ and $Q$ have only real roots. Then the following facts hold:

(i) If $\deg Q > 0$ and $\deg P = 0$, then there exist fully irregular $T_{CH}$-invariant sets if and only if $R = \lambda(z - z_0)$ where $\lambda \notin \mathbb{R}_{<0}$.

(ii) If $\deg P > 0$ and $Q$ is non-zero, then there exist fully irregular $T_{CH}$-invariant sets if and only if

- the roots of $P$ and $Q$ interlace;
- there are no zeros of multiplicity greater than $1$;
- and for any root $\alpha$ of $P$, we have $r_\alpha < 0$ where $R(z) = \frac{\alpha}{z - \alpha} + o(|z - \alpha|^{-1})$.

In case (ii), these invariant sets are either intervals, half-lines or lines.

\textit{Proof.} We begin with item (i). If $\lambda \notin \mathbb{R}_{<0}$, then $\{z_0\}$ is an invariant set and if $\lambda \notin \mathbb{R}_{<0}$, the only invariant set is $\mathbb{C}$, see Section 2.3.3.

Let us turn to item (ii). The assumption $r_\alpha < 0$ implies that every $P$-starting separatrix starts with the argument equal either $0$ or $\pi$, which is necessary for the full irregularity. The “only if” - statement follows from Lemma 8.1 above. We need to prove the “if” - statement. There are three cases to consider:

1. the smallest and the largest roots of $PQ$ belong to $Z(Q)$;
2. one of the smallest and the largest roots belong to $Z(Q)$ and the other to $Z(P)$;
3. the smallest and the largest roots are roots of $Z(P)$.

We claim that in case (1) the minimal invariant set $M_{CH}$ is the interval between the smallest and the largest roots of $Q$. Let us denote the latter interval by $I$. Indeed, the closures of the $P$-starting separatrices belong to $I$. Furthermore, the condition $\deg Q = \deg P + 1$ yields that all $t$-traces which do not start at $u$, should start in the roots of $P$. By Proposition 8.1.12 if $u \notin Z(P)$ we find that these $t$-traces must have the initial direction pointing away from $u$. If $u \in Z(P)$ we similarly find that the $t$-traces that do not start in $u$ have the initial direction pointing away from $u$ and the two $t$-traces that start at $u$ have the directions of the $u$-starting separatrices. In particular, the $t$-traces belong to the intervals of the form $[z_*, z^*]$, $z_*, z^* \in Z(P)$, having disjoint interiors. By Lemma 8.2 for $t > 0$, the vector field $V(\gamma(t), t)$ in (3.3) has no singularities for a $t$-trace $\gamma(t)$. Therefore by analyticity, they remain inside these intervals for all $t \geq 0$. Hence, $I$ is $T_{CH}$-invariant. Moreover, the closure of the $P$-starting separatrices of $-R(z)\partial_z$ is the convex hull of the roots of $Q$. Thus the interval $[a, b]$ indeed coincides with the minimal invariant set $M_{CH}$. Moreover any $T_{CH}$-invariant set containing $a_1 \leq a$ contains $[a_1, b]$ and any set containing $b_1 \geq b$ contains $[a, b_1]$ and these sets are $T_{CH}$-invariant. Furthermore, any interval of the form $[a_1, \infty)$, $(-\infty, b_1) , (\infty, \infty)$ is $T_{CH}$-invariant as well.
In case (2), we suppose without loss of generality that the smallest root is that of \( P \) and the largest one is that of \( Q \). Let \( z_0^* \) be the largest root of \( Q \). Then \( M_{CH}^t \) coincides with \((-\infty, z_0^*]\). Since \( \deg(Q) < \deg(P) + 1 \), the \( t \)-traces are bounded for finite \( t \). Hence, by the same argument as above, all \( t \)-traces belong to the intervals whose endpoints are in \( Z(PQ) \cup \{ -\infty \} \) and the closure of the union of the said intervals is the minimal invariant set \( M_{CH}^\infty \).

For any \( b > z_0^* \), we again find that \((-\infty, b] \) is \( T_{CH} \)-invariant and so is \((-\infty, \infty) \).

Lastly, in case (3), the minimal invariant set is the real line with is settled precisely the same way as in case (2). Finally, by Lemma 7.5, there are no other fully irregular \( T_{CH} \)-invariant sets in (1)–(3).

\[ \square \]

**Corollary 8.4.** Suppose \( P \) and \( Q \) are as in the above item (ii) of Theorem 8.3. Consider the cases:

(i) both the smallest and the largest roots in \( Z(PQ) \) are roots of \( Q \);

(ii) one of the smallest and largest roots is a root of \( Q \) and the other of \( P \);

(iii) both the smallest and largest roots are roots of \( P \).

The fully irregular \( T_{CH} \)-invariant sets are as follows.

In case (i), any (potentially infinite) line segment containing the roots of \( Q \) is \( T_{CH} \)-invariant.

In case (ii), if the largest root is that of \( P \), then any line segment of the form \([a, \infty) \) containing the roots of \( Q \) is \( T_{CH} \)-invariant. Otherwise, any line segment of the form \((-\infty, b] \) containing the roots of \( Q \) is \( T_{CH} \)-invariant. In both cases, \((-\infty, \infty) \) is \( T_{CH} \)-invariant.

In case (iii), \( \mathbb{R} \) is the only fully irregular \( T_{CH} \)-invariant set.

The cases above handled the situation when \( P(z) \) and \( Q(z) \) have no common factors. We mention here what occurs if one allows this. If \( R(z) = \lambda(z - \alpha) \), \( \lambda \in \mathbb{C}^* \), and \( P(z) \) and \( Q(z) \) have a common root that does not equal \( \alpha \), then \( T \) has fully irregular invariant sets if and only if \( \lambda \in \mathbb{R}_{\geq 0} \). If \( R(z) \) is not on the form \( \lambda(z - \alpha) \) and \( P(z) \) and \( Q(z) \) have common factors \((z - \alpha_1)^{k_1}(z - \alpha_2)^{k_2} \cdots (z - \alpha_l)^{k_l} \). Writing \( G(z) = (z - \alpha_1)^{k_1}(z - \alpha_2)^{k_2} \cdots (z - \alpha_l)^{k_l} \). Then \( T \) has fully irregular sets if and only if has interlacing zeros and \( Q(z)/G(z) \) and \( P(z)/G(z) \) fulfill the criterion of Theorem 8.3 (taking the roles of \( Q \) and \( P \)) and all \( \alpha_j \) belong to the real line (after the change of variables so that the non-common zeros of \( P \) and \( Q \) lie on the real). It is easy to prove this using the methods above and we omit the details.

**9. Existence of partially irregular \( T_{CH} \)-invariant sets**

Below we present necessary and sufficient conditions describing for which operator \( T \), there exist partially irregular \( T_{CH} \)-invariant sets. Observe that by definition, the boundary of a partially irregular \( T_{CH} \)-invariant set necessarily contains both regular and irregular points.

Since nontrivial \( T_{CH} \)-invariant sets only exist if \( |\deg Q - \deg P| \leq 1 \) and in case \( \deg Q - \deg P = 1 \) one has to assume additionally that \( \text{Re} \lambda \geq 0 \), we only need to consider the special cases below.

**9.0.1. Case \( \deg Q - \deg P = 1 \).** We have the following sufficient condition for the existence of partially irregular invariant sets in the case \( \deg Q - \deg P = 1 \).

**Proposition 9.1.** Take an operator \( T = Q \frac{d}{dz} + P \) such that \( \deg Q - \deg P = 1 \) and such that \( R(z) = \frac{Q(z)}{P(z)} = \sum_{k=-\infty}^{\infty} a_k z^{-k} \) is a real rational function. Then if \( \lambda = a_1 > 0 \), there exist irregular sets.

**Proof.** We have that \( R(z) = \sum_{k=-\infty}^{\infty} a_k z^{-k} \) where \( a_k \in \mathbb{R} \) so that \( R'(z) = a_1 + \sum_{k=1}^{\infty} -ka_k z^{-k-1} \). Pick \( M > 0 \) large enough so that...
(1) \( \{ z : |z| \leq M \} \) is \( T_{CH} \)-invariant.
(2) if \( |z| > M \) then \( \sum_{k=1}^{\infty} -ka_k z^{-k-1} < a_1/2 \).

If \( |z| > M \), then \( \text{Re}(z) > |\text{Im}(z)| \) and the associated ray at \( z \), \( \{ z + tR(z) : t \geq 0 \} \), does not intersect \( \{ z : |z| \leq M \} \). Take \( z_0 = a + bi \) such that \( |z_0| > M \).

If \( a \geq M \) or \( a \leq -M \), comparing \( R(z_0) \) with \( R(a) \in \mathbb{R} \) and using the fact that \( \text{Re}(R(z_0)) > |\text{Im}(R(z_0))| \), it follows that \( \text{sign}(\text{Im}(R(z_0))) = \text{sign}(b) \) and hence that the associated ray at \( z \) does not intersect the real line. Next, if \( a \in (-M, M) \), comparing with \( z_1 = M \) or \( z_1 = -M \), recalling that \( R(z_1) \in \mathbb{R} \) and noting that \( |\text{Re}(z_0 - z_1)| > |\text{Im}(z_0 - z_1)| \) yields the equality \( \text{sign}(\text{Im}(R(z_0))) = \text{sign}(b) \). Once again we obtain that the associated ray at \( z \) does not intersect the real line. In particular, appending to \( \{ z : |z| \leq M \} \) any real interval containing \( z = M \) or \( z = -M \) yields a partially irregular set.

Taking into account Proposition 6.5, Lemma 7.4, together with Proposition 9.1, imply the following claim.

**Corollary 9.2.** Given \( T \) with \( \text{deg} Q - \text{deg} P = 1 \), there exist irregular \( T_{CH} \)-invariant sets if and only if there is an affine change of variables after which \( R(z) \partial_z \) is such that \( \lambda > 0 \) and if \( z \in \mathbb{R} \), then one has \( R(z) \in \mathbb{R} \) (recall the definition of \( \lambda \) in (1)).

**9.0.2. Case \( \text{deg} Q - \text{deg} P = 0 \).**

**Proposition 9.3.** Given \( T = Q \frac{d}{dz} + P \), suppose that \( \text{deg} Q - \text{deg} P = 0 \) and \( Q, P \) are real. Then there exist irregular \( T_{CH} \)-invariant sets.

**Proof.** First, after a possible affine change of variables assume that

\[
R(z) \partial_z = (\lambda + o(1)) \partial_z
\]

at \( \infty \) with \( \lambda > 0 \). Take \( M > 0 \) large enough so that if \( \text{Re} z > M \), then \( \text{Re} R(z) \) and \( R'(z) \) satisfies the conditions \( |R'(z)| < \lambda/2 \) and \( |\text{Re} R'(z)| > |\text{Im} R'(z)| \) in the open disk with center \( M \) and radius \( \delta < 1 \). Take a point \( z_0 = x + iy \in \{ z : |z - M| \leq \delta, y > 0, x > M \} \). We find that \( |\text{Im} R(z_0)| < \lambda y/2 \) and \( \text{Re} R(z_0) \geq \lambda y/2 \). Suppose that the associated ray \( z_0 + tR(z_0) \) intersects the real line for some \( t > 0 \). Then \( y - t \frac{\lambda}{2} < 0 \) which gives \( t > \frac{\lambda}{2} \). Further

\[
\text{Re}(z_0 + tR(z_0)) > M + \frac{2\lambda}{\lambda} \frac{\lambda}{2} = M + 1 > M + \delta.
\]

Similarly, we obtain that if \( y < 0 \), then the intersection occurs only when \( z_0 + tR(z_0) > M + \delta \). Since \( \text{Re} R(z) > |\text{Im} R(z)| \) no associated ray of a point in the complement outside of the disk of radius \( \delta \) can intersect \( \{ M, M + \delta \} \). We conclude that the set \( \{ z : \text{Re} z \leq M \} \cup \{ M, M + \delta \} \) is \( T_{CH} \)-invariant, since the associated rays of points in the complement to the latter set lie in the complement.

Together with Lemma 7.5, Proposition 9.3, implies the following necessary and sufficient conditions for irregularity for \( \text{deg} Q - \text{deg} P = 0 \).

**Corollary 9.4.** Given an operator \( T \) with \( \text{deg} Q - \text{deg} P = 0 \), then there exist irregular \( T_{CH} \)-invariant sets if and only if \( R(z) \) is real after a suitable affine change of variables.

9.0.3. Case \( \text{deg} Q - \text{deg} P = -1 \). If a \( T_{CH} \)-invariant set is partially irregular, then case (4) of Proposition 7.7 applies. Up to a change of variables and multiplication of \( P \) and \( Q \) by the same constant, we can assume that \( P, Q \) are real polynomials and the condition on the argument of \( R(z) \) along the tail implies that \( R(z) = \frac{a}{z} + o(1/z) \) where \( \lambda > 0 \). It remains to prove that for any linear operator \( T \) satisfying these conditions we are able de construct a partially irregular \( T_{CH} \)-invariant set.
Proposition 9.5. Suppose that $P, Q$ are such that after an affine change of variables, $R(z)\partial_z = \left(\frac{\lambda}{2} + \text{higher order terms in } \frac{1}{z}\right) \partial_z$ with $\lambda > 0$ and $R(z) \in \mathbb{R}$ if $z \in \mathbb{R}$. Then there exist irregular $T_{CH}$-invariant sets.

Proof. Find $M$ large enough so that $\{z : |\text{Re } z| \leq M\}$ is $T_{CH}$-invariant and such that if $z \geq M$, $R(z) = \frac{\lambda}{2} + f(z)$ where $f(z)$ is such that $|\text{Im}(f(z))| \leq |\text{Im}(\frac{\lambda}{2})|$ and $|\text{Re}(f(z))| \leq |\text{Re}(\frac{\lambda}{2})|$. (Note that this is possible since the rational function $R(z) = \sum_{i=0}^{\infty} a_i/z^i$ is real and the coefficients $a_i$ are uniformly bounded by $C^i$ for some $C > 0$). Take $z = x + iy$ with $y > 0, x > M$. Then

$$\text{Im}(R(z)) \geq \text{Im}\left(\frac{3\lambda}{2z}\right) = -\frac{3\lambda y}{2(x^2 + y^2)}$$

and

$$\text{Re}(R(z)) \geq \frac{\lambda x}{2(x^2 + y^2)}.$$  

Hence, if $\text{Im}(z + tR(z)) = 0$ then $t \geq \frac{2(x^2 + y^2)}{3\lambda}$ so that $\text{Re}(z + tR(z)) \geq x + \frac{\lambda}{3} > \frac{4}{3}M$. By symmetry, we obtain the estimate for $y < 0$. In particular, $\{z : |\text{Re}(z)| \leq M\}$ is $T_{CH}$-invariant.

We may note that even if $P$ and $Q$ have factors in common, the results of this section hold. Summarizing, the results of this section give necessary and sufficient conditions for the existence of irregular $T_{CH}$-invariant sets in terms of operator $T$ stated below.

Theorem 9.6. There exist irregular $T_{CH}$-invariant sets if and only if there is an affine change of variables such that we get one of the following four cases:

1. $P$ and $Q$ are as in Theorem 8.3,
2. $\deg Q - \deg P = 1$ and $R(z)\partial_z$ is such that if $z \in \mathbb{R}$ then $R(z) \in \mathbb{R}$ and $\lambda > 0$;
3. $\deg Q - \deg P = 0$ and $R(z)\partial_z$ is such that if $z \in \mathbb{R}$ then $R(z) \in \mathbb{R}$;
4. $\deg Q - \deg P = -1$ and $R(z)\partial_z = \left(\frac{\lambda}{2} + o\left(\frac{1}{z}\right)\right) \partial_z$ with $\lambda > 0$ is such that if $z \in \mathbb{R}$ then $R(z) \in \mathbb{R}$.

10. Outlook

In this short section we formulate some of the very many open questions related to the above topic.

1. In the next statement we reconnect our area of study to the classical complex dynamics.

Let $\mathcal{J}(f) \subseteq \mathbb{C}$ denote the Julia set of a rational function $f$. In the above notation, for an operator $T = Q(z)\frac{\partial}{\partial z} + P(z)$, introduce the family of rational functions $z \mapsto f_t(z)$ given by

$$f_t(z) := z + tR(z),$$

where $t$ ranges over the non-negative reals.

Proposition 10.1. If $\max(\deg Q, \deg P) \geq 2$, the for any $t > 0$, $\mathcal{J}(f_t)$ is contained in the minimal $T_{CH}$-invariant set $M_{CH}^T$.

Proof. First, if $\deg f_t \leq 1$ then $\mathcal{J}(f_t) \subseteq \mathbb{C}(Q) \subseteq M_{CH}^T$. Next, suppose that for a given $t \geq 0$, $\deg f_t \geq 2$ and $u \in M_{CH}^T$. Then all roots of $Q(z) = 0$ also lie in $M_{CH}^T$. Indeed, given $u$, we search for $z$ solving

$$u = \frac{tQ(z) + zP(z)}{P(z)} = f_t(z).$$

Hence, $f_t^{-1}(u) \subseteq M_{CH}^T$. Iteration of this argument yields that $\cup_{j=0}^{\infty} f_t^{-j}(u) \subseteq M_{CH}^T$. Recall that since $f_t$ is of degree at least 2, by [Bea91, Thm. 4.2.7], $\mathcal{J}(f_t) \subseteq$
∪_{j=0}^{\infty} f^{-j}(u) except possibly for two values \( u \in \mathbb{C} \). Using the fact that under our assumptions the set \( M_{CH}^{T} \) contains a curve, we obtain that \( M_{CH}^{T} \) has at least three distinct points which in turn yields that \( J(f_t) \subseteq M_{CH}^{T} = M_{CH}^{T} \).

Proposition 10.1 proves that

\[ \bigcup_{t \geq 0} J(f_t(z)) \]

is a subset of \( M_{CH}^{T} \). In general, we suspect that, for example, in case of \( \deg Q - \deg P = 1 \) and \( \Re \lambda = 0 \) the union of the above Julia sets can be strictly smaller than the minimal set \( M_{CH}^{T} \). Motivated by [Ben93] we formulate the following guess.

**Conjecture 10.2.** If the boundary of \( M_{CH}^{T} \) consists only of \( P \)-starting separatrices then \( M_{CH}^{T} \) coincides with the above union of Julia sets.

Here is a list of further natural questions.

**II.** Is it possible to extend the main results of this paper to linear differential operators \( T \) of order exceeding 1?

**III.** Is it possible to give a description of the boundary of a non-trivial \( M_{CH}^{T} \) starting with the roots of \( Q \) and \( P \) and making finitely many steps of taking \( t \)-trajectories and trajectories of the vector field \( R(z) \partial_z \)?

Our best guess is that, in general, this is impossible, i.e. one needs countably many such steps.

**IV.** Extend the supply of cases with “explicit” description of 1-point generated \( T_{CH} \)-invariant sets. Two special situations which seem to be fundamental, but we do not have an answer. For example, \( T = (z^3 - 1) \frac{d}{dz} + 3z^2 \), see Fig. 5. This figure however is not accurate. It only shows some approximation of the actual \( M_{CH}^{T} \).

**V.** Show that the boundary of \( M_{CH}^{T} \) is always piecewise analytic.

**VI.** In this paper we were mainly studying continuously Hutchinson invariant sets \( M_{CH}^{T} \) for linear differential operators of order 1 while our original interest was to study minimal Hutchinson invariant sets \( M_{H}^{T} \), see §1. Numerical experiments show that their boundaries typically have a fractal structure, see e.g. Fig. 1 but we do not have conclusive results yet.

**Figure 5.** Monte–Carlo approximation of \( M_{CH}^{T} \) for \( T = (z^3 - 1) \frac{d}{dz} + 3z^2 \). At first glance it can appear that \( M_{CH}^{T} \) has boundary given by circle arcs. This is not the case, one can use associated rays to prove this and the actual \( M_{CH}^{T} \) contains these circle arcs but is somewhat bigger. However, we have not been able to find an explicit description of \( M_{CH}^{T} \) in this situation.
A. Appendix. Rational vector fields in $\mathbb{C}$ and their curves of inflections

For convenience of our readers, we include in this section some basic information about rational vector fields in $\mathbb{C}$ which is frequently used in the paper. Our exposition follows mainly the recent preprint [DG21].

A.1. Separatrices and separatrix graphs of rational vector fields. Consider the first order differential equation

$$\dot{z}(t) = \frac{dz}{dt} = -R(z), \quad (A.1)$$

where $-R(z) = -\frac{Q(z)}{P(z)} : \mathbb{C} \to \mathbb{C}$ is a rational map. With this differential equation we associate the rational vector field $v_R = -R(z)\partial_z$. An important notion in this context is that of a separatrix of $v_R$. Namely, separatrices are solutions of (A.1) whose maximal domain of definition is strictly smaller than $\mathbb{R}$.

To be precise, let $\phi(t, \eta)$ be a solution of (A.1) with initial condition $\phi(0, \eta) = \eta$. We assume that $\phi(\cdot, \eta) : (t_{\min}, t_{\max}) \to \mathbb{C}$ is defined on its maximum interval of definition. Then $\phi(t, \eta)$ is a separatrix of $v_R$ if at least one of $t_{\min}, t_{\max}$ is finite.

We will often use the notation $\phi(t)$ instead of $\phi(t, \eta)$ when it is unnecessary to specify $\eta$. If $\lim_{t\to t_{\min}} \phi(t) = z_*$, we say that $\phi(t)$ is $z_*$-starting and if $\lim_{t\to t_{\max}} \phi(t) = z_*$ then $\phi(t)$ is $z_*$-ending. In general, if $z_*$ is not specified, we say that $\phi(t)$ is $P$-starting resp. $P$-ending. If $t_{\min}$ is finite then $\lim_{t\to t_{\min}} \phi(t, \eta)$ is a pole of $R(z)$ (equivalently, a saddle point of $v_R$). Similarly, if $t_{\max}$ is finite then $\lim_{t\to t_{\max}} \phi(t, \eta)$ is a pole of $R(z)$. Therefore there exist four distinct types of separatrices:

1. $t_{\min}$ is finite and $t_{\max}$ is infinite $\to \phi(\eta, t)$ is called an outgoing separatrix.
2. $t_{\min}$ is infinite and $t_{\max}$ is finite $\to \phi(\eta, t)$ is called an ingoing separatrix.
3. $t_{\min}$ and $t_{\max}$ are both finite, but
$$\lim_{t\to t_{\min}} \phi(\eta, t) \neq \lim_{t\to t_{\max}} \phi(\eta, t),$$

$\phi(\eta, t)$ is called a heteroclinic separatrix.
4. $t_{\min}$ and $t_{\max}$ are both finite and
$$\lim_{t\to t_{\min}} \phi(\eta, t) = \lim_{t\to t_{\max}} \phi(\eta, t),$$

$\phi(\eta, t)$ is called a homoclinic separatrix.

The collection of separatrices of $v_R$ subdivides $\mathbb{C}$ into disjoint open domains in each of which integral trajectories of $v_R$ have similar properties. These domains can be of the following 4 different types: center zone, annular zone, parallel and elliptic zones defined as follows.

A center zone is a simply connected region that contains a zero to $-R(z)$ which is a center. The integral trajectories of $v_R$ in center zones are periodic orbits with the same period.

An annular zone is a doubly connected region in which integral trajectories are periodic orbits with the same period and there exists a positive number $L$ such that all these integral trajectories have length greater than $L$.

Both elliptic and parallel zones are simply connected regions. The integral trajectories in elliptic zones have the property that all $\omega$- and $\alpha$-limits coincide with a critical point $z_0$ of $\phi(\eta, t)$ solving (A.1). For parallel zones, all $\omega$-limits are equal to one critical point $z_0$ while all $\alpha$-limits are equal to another critical point $z_1$, see illustrations in Fig. [5].

As mentioned above, the poles of $-R$ are saddle points of $v_R$. More exactly, if $z_*$ is a pole of order $k$ of $-R$, then it is a saddle point of $v_R$ with $k+1$ $z_*$-starting and $k+1$ $z_*$-ending separatrices. Furthermore, if one goes around $z_*$ once along the
boundary of a sufficiently small, convex neighborhood of $z_*$, one traverses segments of the boundary where a trajectory starts and ends in $z_*$ consecutively. Additionally, the angles between two adjacent separatrices are equal to $\frac{2\pi}{2k+2}$, see Fig. 7. More specifically, we have the following statement.

**Proposition A.1 (See [NK94]).** Suppose that $R(z)$ is a rational function having a pole of order $k$ at $z_0$ and

$$R(z) = \frac{c}{(z - z_0)^k} + f(z)$$

where $\lim_{z \to z_0} f(z)(z - z_0)^k = 0$. Then the directions of the $z_0$-starting separatrices of $R(z)\partial_z$ at $z_0$ are given by the solutions to $z^{k+1} = c$ and the directions of the $z_0$-ending separatrices are given by the solutions to $z^{k+1} = -c$.

Moreover, if $z_0$ is a zero of $-R(z)$ of order 1, then the phase portrait near $z_0$ is either a sink (if $-\text{Re} R'(z) < 0$), a source (if $-\text{Re} R'(z) > 0$), or a center (if $-\text{Re} R'(z) = 0$). If $z_0$ is zero of $-R(z)$ of order $k$ then the phase portrait near $z_0$ is the union of $2(k-1)$ elliptic sectors. Examples of phase portraits near singularities of analytic vector fields are shown in Fig. 8.

For a given rational vector field, the union of the closures of its separatrices is called the *separatrix graph*. Given a rational function $R$ as above, let us denote by $\Gamma_R$ the separatrix graph of $v_R$. As mentioned above, there are four different types of zones for a rational vector field $v_R$ and its separatrix graph $\Gamma_R$ constitutes the
boundary of these zones. Different topological possibilities for separatrices graphs of rational vector fields in $\mathbb{C}$ are completely characterized in [DG21]. In this paper, we will, in particular, use the property that the complement of $\mathbb{C} \setminus \Gamma_R$ is the union of simply and doubly connected domains and that the boundary of an annular or a center zone consists of homo/heteroclinic separatrices.

### A.2. Separatrices and $T_{CH}$-invariant sets

In this subsection we discuss one general property of $T_{CH}$-invariant sets which will be especially useful when studying irregularity of these sets. Namely, we will show that the root-starting separatrices of the vector field $-R(z)\partial_z$ (if they exist) belong to any $T_{CH}$-invariant set. Proposition A.2 and its proof are quite similar to statements which can be found in several texts on numerical methods for differential equations, such as [HWN93]. (For a stronger result see [FSU81].) Since we were not able to find the exact statement of Proposition A.2 in the literature and for convenience of the readers, we include it and its proof below. $|\cdot|$ denotes the absolute value in the Euclidian metric.

**Proposition A.2.** Let $z(t)$ be a solution to the initial value problem

$$
\begin{cases}
  z'(t) = -R(z) \\
  z(0) = z_0
\end{cases}
$$

for which there exist $M > 0$, $\epsilon > 0$, and $s_0 > 0$ such that if $|z(t) - z| < \epsilon$ for some $t \in [0, s_0]$ then $|R(z)| < M_0$. Then, for any $s_1 \in [0, s_0]$ and $\delta > 0$, there exist $t_0 > 0$, a sequence $\{z_k\}_{k=0}^\infty$ where each $z_k$ satisfies

$$
t_0Q(z_k) + (z_k - z_{k-1})P(z_k) = 0
$$

and a positive integer $N$ such that $|z(s_1) - z_N| < \delta$.

**Proof.** Note first that the assumption that $|R(z)| < M_0$ for all $z$ such that $|z(t) - z| < \epsilon$ for some $t \in [0, s_0]$ implies, since $R$ is rational, that there is $M$ such that $|R(z)| < M$, $|R'(z)| < M$, $|R''(z)| < M$ if $|z(t) - z| < \epsilon$ for some $t \in [0, s_0]$. Next we note that if $z(t)$ is not a separatrix then the above criteria of boundedness of $R$ in a neighborhood of $z(t)$ is fulfilled with $s_0 = \infty$. If it is a separatrix, but $z_0$ not a root of $P$ while $\lim_{t \to s_2} z(t)$ is a root of $P$ for some $s_2 > 0$ then the above criteria is fulfilled for all $s_0 \geq 0$. Now, let $z(t)$ be as in the statement of the proposition and define the sequence $\{z_k\}$ as follows. Consider the map

$$
\varphi(z) = z + t_0R(z).
$$
(We may pick small enough $t_0$ so that $t_0M < 1$.) Then $\varphi(z)$ has a non-vanishing derivative in the $\epsilon$-neighborhood $U$ of the curve segment $z([0, s_0])$ and therefore by the inverse function theorem, $\varphi$ has an inverse $\varphi^{-1}: \varphi(U) \to U$.

We define

$$z_k := \varphi^{-1}(z_{k-1})$$

and note that $z_k$ is one of the solutions to

$$t_0Q(z) + (z - z_{k-1})P(z) = 0.$$

Namely, we choose $z_k$ to be such a solution that if we fix $z_{k-1}$ and take the limit $t_0 \to 0$, then $z_k \to z_{k-1}$. Now, we will inductively approximate $z((k + 1)t_0)$. To that end, we consider

$$z(kt_0 + \Delta t) = z(kt_0) + \Delta tR(z(kt_0) + \Delta t)) - r_k$$

where $r_k$ is what is usually referred to as the local residue. We can estimate its absolute value by using the Taylor expansion of $z(kt_0 + \Delta t)$ and $z'(kt_0 + \Delta t) = -R(kt_0 + \Delta t)$ around $\Delta t = 0$. Namely,

$$z(kt_0 + \Delta t) = z(kt_0) + \Delta tz'(kt_0) + \frac{\Delta^2}{2}z''(kt_0) + O(\Delta^3);$$

$$z'(kt_0 + \Delta t) = z'(kt_0) - \Delta tR'(z(kt_0)) + O(\Delta^2) = \varphi(z(kt_0)) + O(\Delta^2).$$

We substitute these two relations in (A.2), let $\Delta t = t_0$ and use the equality $z'(kt_0 + \Delta t) = -R(kt_0 + \Delta t)$ to obtain

$$|r_k| = \left| \frac{t_0^2 z''(kt_0)}{2} \right| + O(t_0^3) = \frac{t_0^2 M}{2} + O(t_0^3) < |t_0^2 M|$$

for small $t_0$.

Next, as $t_0M < 1$, $\varphi^{-1}$ is Lipschitz in $V$. Denoting the Lipschitz constant of $\varphi^{-1}$ in $V$ by $L$ note that $L \leq \frac{1}{t_0M}$.

Now, recall that $z_0$ is in $U$ and we suppose that $z_l \in U$ for $l = 1, \ldots, k-1$. Then

$$\varphi(z_k) = z_{k-1}, \quad \varphi(z(kt_0)) = z((k-1)t_0) - r_{k-1},$$

and thus

$$|z_k - z(kt_0)| < L|z_{k-1} - z((k-1)t_0) + r_{k-1}|.$$

Using the notation $e_k := |z_k - z(kt_0)|$ and (A.3), we get

$$e_k \leq \frac{|e_{k-1}| + |r_{k-1}|}{1 - t_0M} = (|e_{k-1}| + |r_{k-1}|) \sum_{n=0}^{\infty} (t_0M)^n < |e_{k-1}|(1 + 2t_0M) + 2|r_{k-1}|$$

provided we pick $t_0$ small enough.

Using [Hen62, Eq. 1–12] together with $|e_k| \leq (1 + 2t_0M)e_{k-1} + 2|r_{k-1}|$ and $e_0 = 0$ we get

$$e_k \leq 2 \max |r_k| \frac{e^{2kt_0M} - 1}{2t_0M}.$$

Hence,

$$|z_k - z(kt_0)| < Mt_0(e^{2kt_0M} - 1).$$

In particular, fix $\delta > 0$ and let $\delta_0 = \min(\delta, \epsilon)$ and $s_1 \in [0, s_0]$. For any $N \in \mathbb{N}$, let $t_{0,N}$ be such that $t_{0,N}N = s_1$. Now pick $N$ large enough so that $Mt_{0,N}(e^{N^2t_{0,N}M} - 1) < \delta_0$. Then we have that $z_k \in U$ for $k \leq N$. Using $t_0 = t_{0,N}$ we may thereby apply (A.3) and by induction conclude that $|z_N - z(s_1)| < \delta$ as asserted. \(\square\)
Definition A.3. If the initial value problem
\[
\begin{align*}
    z'(t) &= -R(z) \\
    z(0) &= z_0
\end{align*}
\]  
(A.5)
has a solution \( z(t) \) for \( t \in [0, s_0) \) (\( s_0 \) may equal \( \infty \)), then \( z([0, s_0)) \) is called the forward trajectory of \( z_0 \).

Proposition [A.2] states that if \( S \subset \mathbb{C} \) is a \( T_{CH} \)-invariant set then the forward trajectories of all \( u \notin \mathbb{Z}(P) \) are contained in \( S \), provided \( z(t) \in \mathbb{C} \) for all \( t \in [0, s_0) \). Indeed, for any \( t \in [0, s_0) \) we can find an open neighborhood of \( z([0, t]) \) such that \( |R(z)| \) is bounded. Then, if \( z_0 \in S \) the proposition shows that for any \( \delta > 0 \) we can find a point in \( S \) of distance less than \( \delta \) from \( z(t) \). Since \( S \) is closed, the statement follows.

The next important definition is that of a separatrix.

Definition A.4. A separatrix is a solution \( \phi(t) \) of (A.5) whose maximal domain of definition \( (t_{\min}, t_{\max}) \) is a proper subset of \( \mathbb{R} \). If \( t_{\min} \) is finite, then \( \phi(t) \) is called a \( P \)-starting separatrix and if \( t_{\min} \) is finite it is called a \( P \)-ending separatrix. Furthermore, if \( \lim_{t \to t_{\min}} \phi(t) = z_0 \in \mathbb{Z}(P) \), it is called \( z_0 \)-starting, and if \( \lim_{t \to t_{\max}} \phi(t) = z_0 \in \mathbb{Z}(P) \), it is called \( z_0 \)-ending.

When we refer to \( P \)-starting separatrices without mention of the vector field, we will always mean the \( P \)-starting separatrices of \(-R(z)\partial_z\). The next statement shows that the \( P \)-starting separatrices of \(-R(z)\partial_z\), when they exist, also lie in any \( T_{CH} \)-invariant set \( S \).

Proposition A.5. Let \( S \subset \mathbb{C} \) be a \( T_{CH} \)-invariant set for an operator \( T \) given by (1.3) such that \( \deg P(z) \geq 1 \) and \( Q(z) \) is not identically vanishing and \( P \) and \( Q \) have no zeros in common. Suppose that \( z_0 \in \mathbb{Z}(P) \) and let \( \phi \) be a \( z_0 \)-starting separatrix of \(-R(z)\partial_z\) such that \( \lim_{t \to 0} \phi(t) = z_0 \). Then \( \phi([0, s_0)) \subset S \) for all \( s_0 \) such that \( \phi(t) \in \mathbb{C} \) for \( 0 < t < s_0 \).

Proof. Near \( z_0 \) the vector field \(-R(z)\partial_z\) looks like \( \frac{\gamma \partial_z}{u} \) for some \( k \geq 1 \) and \( \alpha \in \mathbb{C} \), where \( k \) is the multiplicity of \( z_0 \). By Proposition [A.12] there is a t-trace \( \gamma_{u}(t) \) with \( u = z_0 \), \( \gamma_{u}(0) = z_0 \) which is tangent to \( \phi \). We may suppose that \( \gamma_{u}(t), t \in (0, t_0) \) is not a subset of \( \phi(0, t_1) \) for some \( t_1 > 0 \) and sufficiently small \( t_0 \), because in this case the statement directly follows from Proposition [A.2]. Then, in a sufficiently small neighborhood of \( z_0 \), we can assume that \( \gamma \) is confined in a curvilinear cone—both sides of which being separatrices for \(-R(z)\partial_z\)—and that additionally \( \gamma \) splits this cone into two domains, see Figure [9]. Now for any point \( w \) sufficiently close to \( z_0 \) in the domain bounded by \( \phi \) and \( \gamma_u(t) \) there is a point \( w' \) on \( \gamma_u(t) \), such that the integral curve of \(-R(z)\partial_z\) originating at \( w' \) passes through \( w \). By Lemma [A.3] we obtain that \( w \in S \). Since \( S \) is closed and \( w \) can be chosen arbitrary close to \( \phi \), we obtain that \( \phi \subset S \).

The last statement in this part is required for classification of fully irregular \( T_{CH} \)-invariant sets.

Proposition A.6. Suppose that \( T \) is not of the form

- \( P \) vanishes identically

or

- \( P \) is a non-zero constant and \( Q \) has degree 1.

Then the simple roots of \( Q \) belonging to the boundary of a \( T_{CH} \)-invariant set \( S \) are poles of the 1-form \(-\frac{1}{R}dz\) with negative residues.
Proof. Let $z^*$ be a simple zero of $Q$.

First assume that $z^*$ is a center of the vector field $-R(z) \partial_z$. There is a $t$-trace going to $z^*$ that is contained in $S$. Since the forward trajectories of points on this $t$-trace near $z^*$ are closed loops and they are contained in $S$, we obtain $z^* \not\in \partial S$.

Next, suppose that $z^*$ is a source of $-R(z) \partial_z$ lying on the boundary of $S$. Then there are points close to $z^*$ included in $S$; a simple geometric argument involving associated rays gives that there exists $z \notin S$ such that $z + tR(z) \in S$, contradicting Theorem 3.18.

Finally, suppose that $z^*$ is a sink of $-R(z) \partial_z$, but the 1-form $-\frac{1}{R} dz$ has a non-real residue at $z^*$. Then any integral curve approaching $z^*$ rotates about $z^*$ infinitely many times. Now let $z_1 \in S$ be a point close enough to $z^*$ and such that the forward trajectory of $z_1$ has $z^*$ as its limit. By picking a neighborhood $U$ of $z^*$ small enough, we have that for all $z \in U$, the ray $z + tR(z)$ intersects the forward trajectory of $z_1$. Since the forward trajectory of $z_1$ is contained in $S$, Theorem 3.18 implies that $U \subset S$. □

A.3. Inflection points of trajectories of an analytic vector field. In what follows we will need a description of the set of inflection points of trajectories of an analytic vector field in the complex plane. Let $W(z) \partial_z$ be a vector field where $W(z) : \mathbb{C} \to \mathbb{C} : W(z) = (u(x, y), v(x, y))$. Typically, for real-analytic $W(z) \partial_z$, there exists a curve $\mathcal{I}_W \subset \mathbb{R}^2$ consisting of all points at which trajectories of $W(z) \partial_z$ have inflections. Our nearest goal is to describe $\mathcal{I}_W$ when $W(z) \partial_z$ is given by the real and imaginary parts of a complex-analytic function.

Suppose now that $z$ is an inflection point of a trajectory of $W(z) \partial_z$. This means that the vector field at the point $z + \epsilon W(z)$ for $\epsilon$ small is close to $W(z)$. In other words, $W(z)$ and $W(z + \epsilon W(z))$ are almost parallel. More exactly, we require that

$$\lim_{\epsilon \to 0} \frac{1}{\epsilon} \begin{vmatrix} u(x, y) & v(x, y) \\ u(x + \epsilon u(x, y), y + \epsilon v(x, y)) & v(x + \epsilon u(x, y), y + \epsilon v(x, y)) \end{vmatrix} = 0.$$ 

Expanding the determinant and applying l’Hospital’s rule, we end up with

$$u (v'_y u + v'_x v) - v (u'_x u + u'_y v) = 0. \tag{A.6}$$

In the special case when

$$W(z) = (u(x, y), v(x, y)), \quad u(x, y) + iv(x, y) = R(z), \quad z = x + iy \in \mathbb{C},$$

and $R(z) : \mathbb{C} \to \mathbb{C}$ is analytic/meromorphic one can say more. In this case we will write $\mathcal{I}_R$ instead of $\mathcal{I}_W$ and use notation $z$ instead of $\mathbf{z}$. 

Figure 9. The separatrix $\phi$ (solid blue). In this particular example, $k = 2$. 
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Lemma A.7. For an analytic function $R(z)$, the curve of inflections of the vector field $W = (\Re R, \Im R)$ satisfies the condition $\Im R' = 0$.

Proof. Recall that the Cauchy–Riemann equations for $R(z)$ have the form
\[
\frac{\partial u}{\partial x} = \frac{\partial v}{\partial y}, \quad \frac{\partial v}{\partial x} = -\frac{\partial u}{\partial y}.
\]
If we apply them to $A.6$ assuming that either $u$ or $v$ is non-vanishing, we end up with the simple condition
\[
\frac{\partial u}{\partial y} = \frac{\partial v}{\partial x} = 0
\]
which is equivalent to the requirement that $R'(z)$ attains a real value. If $u = v = 0$ we get a zero of $R$ which is an uninteresting case. □

Set $\mathcal{I}(x, y) := -\frac{\partial v}{\partial x}$, i.e., let $\mathcal{I}(x, y)$ be the imaginary part of $R'(z)$. By Lemma A.7 $\mathcal{J}_R$ is the locus of $\mathcal{I}(x, y) = 0$. Note that for the rational function $R(z) = \frac{Q(z)}{P(z)}$, one gets
\[
\mathcal{I}(x, y) = \frac{1}{|P|^2} \Im \left( (PQ' - QQ')P^2 \right).
\]
(A.7)

For further use let us denote by $\mathcal{J}_R^+ \subset \mathcal{J}_R$ the portion where $R' > 0$ and by $\mathcal{J}_R^- \subset \mathcal{J}_R$ the portion where $R' < 0$.

The singularities on the curve $\mathcal{J}_R$ correspond to the points at which both $R'(z)$ and $R''(z)$ attain real values. In particular, since
\[
R'(z) = \frac{Q'P - QP'}{P^2} \quad \text{and} \quad R''(z) = \frac{Q''P^2 - 2QP'Q' - 2Q(P')^2}{P^3}
\]
then zeros of $P$ are the singular points of $\mathcal{J}_R$ which can be seen in Fig. [10]. Moreover, for generic rational $R(z)$, its poles are the only singular points of $\mathcal{J}_R$.

Lemma A.8. Any bounded connected component of the solutions to $\mathcal{I}(x, y) = 0$ contains at least one pole of $R(z)$.

Proof. Let $\Gamma$ be such a bounded connected component, and assume that $\Gamma$ does not contain any pole of $R$.

We can then let $D_\epsilon \supset \Gamma$ be the domain consisting of all points of distance at most $\epsilon$ from $\Gamma$. By choosing $\epsilon$ sufficiently small, we can guarantee that $D_\epsilon$ is a bounded domain which does not contain poles of $R$. Moreover, we can ensure that $D_\epsilon$ does not intersect any other connected component of $\mathcal{I}$.

But since $\mathcal{I}$ is the imaginary part of the analytic function $R'(z)$ it is harmonic in $D_\epsilon$, and so $|\mathcal{I}(x, y)|$ must be 0 on the boundary of $D_\epsilon$. This violates the choice of $\epsilon$, and our assumption must have been false. □

One can also ask under what conditions on $R$ the curve $\mathcal{J}_R$ is compact. In our main application, we have that $\deg Q = \deg P + 1$. As before, expand $R(z)\partial_z$ at $\infty$:
\[
\frac{Q(z)}{P(z)}\partial_z = (\lambda z + O(1))\partial_z.
\]

The following claim holds.

Lemma A.9. The set $\mathcal{J}_R$ is compact whenever $\Im \lambda \neq 0$.

Proof. Since
\[
\mathcal{J}_R = \{z \in \mathbb{C} : \Im R'(z) = 0\} = \{z \in \mathbb{C} : \Im \lambda + O \left( \frac{1}{z} \right) = 0\},
\]
we see that $\Im R'(z) \approx \Im \lambda \neq 0$ whenever $|z|$ is large. Hence, $\mathcal{J}_R$ is bounded. □
Example A.10. In Fig. 10 we show $J_R$ for the vector field $R(z)\partial_z$ with
\[ R(z) := (1 + i)z + \frac{2}{z} - \frac{1}{z - i} + \frac{4}{z - (1 + i)}. \]

Figure 10. Example of a curve of inflections.

Here
\[ I(x, y) = -1 - \frac{4xy}{(x^2 + y^2)^2} - \frac{x(2y - 2)}{(x^2 + y^2 - 2y + 1)^2} - \frac{(4x - 4)(2y - 2)}{(x^2 - 2x + y^2 - 2y + 2)^2}. \]

Proposition A.11. For generic $R(z)$, the direction of the curve of inflections at a pole $z_0$ of $R$ coincides with the direction of separatrices emanating from $z_0$.

Proof. Given an arbitrary rational $R(z)$, suppose that it has a pole $z_0$ of order $k$. Without loss of generality, let us assume that $z_0 = 0$. We can then write
\[ R(z) = \frac{c}{z^k} + f(z) \]
where $f(z)$ is rational and $\lim_{z \to 0} f(z)z^k = 0$. Hence, the derivative of $R(z)$ in a punctured neighborhood of 0 is
\[ R'(z) = -\frac{kc}{z^{k+1}} + f'(z) \]
where $\lim_{z \to 0} f'(z)z^{k+1} = 0$. Now, expanding $c = a + bi$ we get
\[ \text{Im} R'(z) = \text{Im} \left( -\frac{kc}{z^{k+1}} + f'(z) \right) \]
\[ = \frac{ka}{z^{k+1}} \sin((k + 1) \arg z) - \frac{kb}{z^{k+1}} \cos((k + 1) \arg z) + \text{Im} f'(z). \]
Setting this expression equal to 0 and multiplying both sides by $z^{k+1}$ we get
\[ ka \sin((k + 1) \arg z) - kb \cos((k + 1) \arg z) + \text{Im} f(z)z^{k+1} = 0. \]
Letting $|z| \to 0$ we obtain
\[ \lim_{z \to 0} (a \sin((k + 1) \arg z) - b \cos((k + 1) \arg z) = 0. \]
Comparing the above with Proposition A.1, we find that this equation is solved precisely when $\lim_{z \to 0} \arg z$ is equal to the argument of the separatrices emanating from 0. \qed
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