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Abstract
This paper is devoted to the spatial analyticity of the solution of the BBM equation on the real line with an analytic initial data. It is shown that the analytic radius has a lower bound like $t^{-\frac{2}{3}}$ as the time $t$ goes to infinity, which is an improvement of previous results. The main new ingredient is a higher order almost conservation law in analytic spaces. This is proved by introducing an equivalent analytic norm with smooth symbol and establishing some algebra identities of higher order polynomials.
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1 Introduction and Main Results

In this paper, we are interested in the long time behavior of the spatial analytic radius for the Benjamin-Bona-Mahony (BBM) equation on the real line $\mathbb{R}$

$$u_t - u_{txx} + u_x + uu_x = 0, \quad u(0, x) = u_0(x). \quad (1.1)$$

Here, $u(t, x)$ is a real-valued function of $(t, x) \in \mathbb{R}^2$, and we adopt the notation $u_{txx} = \partial_t \partial_x^2 u$. The equation (1.1) was introduced in [5] to study the dynamics of small-amplitude surface water waves propagating unidirectionally. The BBM equation (1.1) admits the $H^1(\mathbb{R})$ conservation law, namely
\begin{align*}
\int_{\mathbb{R}} (u^2 + u_x^2)(t) \, dx = \int_{\mathbb{R}} (u_0^2 + u_{0x}^2) \, dx, \quad \forall t \in \mathbb{R}.
\end{align*}

(1.2)

Based on the identity (1.2), it is shown in [3, 7, 9, 28, 30] that the BBM equation (1.1) is globally well posed in \( H^s(\mathbb{R}) \) for all \( s \geq 0 \), and ill posed in \( H^s(\mathbb{R}) \) for \( s < 0 \).

Recently, there is a growing interest in the well posedness of dispersive equations in analytic (or Gevrey) spaces \( G^\sigma(\mathbb{R}) \). Here, for every \( \sigma > 0 \), \( G^\sigma(\mathbb{R}) \) denotes the Banach space endowed with the norm

\[
\| u \|_{G^\sigma} = \left( \int_{\mathbb{R}} e^{2\sigma|\xi|} |\hat{u}(\xi)|^2 \, d\xi \right)^{\frac{1}{2}}.
\]

According to the Paley-Wiener theorem [20], every function belonging to \( G^\sigma(\mathbb{R}) \) can be extend an analytic function in the strip \( \{ z \in \mathbb{C} : |\text{Im} z| < \sigma \} \). The local well posedness in \( G^\sigma \) can be proved similarly as that in Sobolev space \( H^s(\mathbb{R}) \). But the global well posedness in \( G^\sigma \) is far from clear. The main difficulty lies in that there is no conservation law as (1.2) in analytic space \( G^\sigma \).

There are a few works devoted to the following more accessible question

If \( u_0 \in G^{\sigma_0} \), then for what kind of \( \sigma(t) \) such that \( u(t) \in G^{\sigma(t)} \)?

In [8], Bona and Grujić proved that the analytic radius of solutions to (1.1) satisfies

\[
\sigma(t) \geq c t^{-1}, \quad t \to \infty.
\]

(1.3)

In the proof, it is shown that the solution satisfies some energy inequalities in terms of \( G^{\sigma(t)} \) type norms, thus the solution \( u(t) \) belongs to \( G^{\sigma(t)} \) provided that \( \sigma(t) \) enjoys an ordinary equation (ODE), solving the ODE gives the lower bound (1.3). Very recently, Himonas and Petronilho [17] established the same analytic radius bound as (1.3) to the BBM equation on torus. The strategy in [17] is as follows:

1. Prove a local well-posedness in \( G^{\sigma,1} \) (see (4.3) for definition) with a lifespan \( \delta > 0 \);
2. Establish an almost conservation law in \( G^{\sigma,1} \), namely \(^1\)

\[
\| u(\delta) \|_{G^{\sigma,1}}^2 \leq \| u_0 \|_{G^{\sigma,1}}^2 + C \sigma \| u_0 \|_{G^{\sigma,1}}^2;
\]

(1.4)

(3) Use repeatedly the local well-posedness and the almost conservation law on the intervals \([0, \delta], [\delta, 2\delta], \ldots \), and show that the solution satisfies (1.3).

This approach introduced by Selberg and Tesfahun in [24], can be understood a variant \( I \)-method [12] in analytic spaces. The method is powerful and has been used to establish analytic radius lower bounds for KdV equations [19, 25–27, 31], KdV-BBM equations [4, 11] and other dispersive equations [1, 2, 15, 18, 22, 23]. For more results on the analytic radius, we refer to the survey [16].

The main goal in this paper is to give a refinement of the bound (1.3).

\(^1\) In fact, letting \( \sigma \) go to 0, the inequality (1.4) reduces to the conservation law (1.2).
**Theorem 1.1** Assume that $u_0 \in G^{\sigma_0}$ with some $\sigma_0 > 0$. Then the BBM equation (1.1) has a global solution $u \in C([0, \infty); G^{\sigma(t)})$ with

$$\sigma(t) \geq c t^{-2/3}, \quad t \to \infty,$$

where $c > 0$ is a constant depending only on $\sigma_0$ and $\|u_0\|_{G^{\sigma_0}}$.

The proof of Theorem 1.1 still relies on the almost conservation law strategy. The main new ingredient is to establish a higher order conservation law (compared to (1.4))

$$\|u(\delta)\|_{G^{\sigma,1}}^2 \leq \|u_0\|_{G^{\sigma,1}}^2 + C \sigma^{3/2} \|u_0\|_{G^{\sigma,1}}^2. \tag{1.5}$$

Roughly speaking, to obtain a better conservation law, one should exploit as possible as we can the cancelation property of the nonlinear term $uu_x$ in analytic space $G^\sigma$. To this end, we first introduce an equivalent norm

$$\|u\|_{G^\sigma} \sim \|\cosh(\sigma \xi)\hat{u}\|_{L^2(\mathbb{R})},$$

where $\cosh \xi$ is the hyperbolic cosine function, namely

$$\cosh(\sigma \xi) = \frac{1}{2} (e^{\sigma \xi} + e^{-\sigma \xi}) = \sum_{k=0}^{\infty} \frac{\sigma^{2k}}{(2k)!} \xi^{2k}. \tag{1.6}$$

Then, we reduce the cancelation of the nonlinear term to that of the polynomial

$$\xi_1^{2k+1} + \xi_2^{2k+1} + \xi_3^{2k+1} \quad \text{on the hyperplane} \quad \xi_1 + \xi_2 + \xi_3 = 0.$$

After a delicate factorization of the polynomial, we get the conservation law (1.5). In this way, we obtain the improvement lower bound $\sigma(t) \geq c t^{-2/3}$.

Very recently, Dufera, Mebrate and Tesfahun [13, 14] presented a new idea to establish higher order conservation law. In fact, they introduced the equivalent norm (compared with (1.6))

$$\|u\|_{G^\sigma} \sim \|\cosh(\sigma \mid \xi \mid)\hat{u}\|_{L^2(\mathbb{R})}$$

and deduced the almost conservation law based on the inequality

$$\cosh(\sigma \mid \xi \mid) - 1 \leq (\sigma \mid \xi \mid)^{2\alpha} \cosh(\sigma \mid \xi \mid), \quad 0 \leq \alpha \leq 1.$$

But, applying the approach, it seems not easy to deduce the analytic radius lower bound $t^{-2/3}$ in Theorem 1.1, see Remark 3.5.

The paper is organized as follows. We prove Theorem 1.1 in Sect. 2 with aid of an almost conservation law, which is established in Sect. 3. In Sect. 4, we apply our method to the fractional BBM equation.

Finally, we say a few words about the notations. Throughout, for two nonnegative quantities $A, B$, we write $A \lesssim B$ if $A \leq C B$ for some unimportant constant $C > 0$. If
both $A \lesssim B$ and $B \lesssim A$ hold, we shall write $A \sim B$. The Fourier transform is given by

$$\hat{f}(\xi) = \int_{\mathbb{R}} e^{-ix\xi} f(x) \, dx.$$  

For every $s \in \mathbb{R}$, the Sobolev space $H^s(\mathbb{R})$ is the Banach space endowed with the norm

$$\|f\|_{H^s} = \left( \int_{\mathbb{R}} (1 + |\xi|)^{2s} |\hat{f}(\xi)|^2 \, d\xi \right)^{\frac{1}{2}}.$$  

### 2 Proof of Theorem 1.1: Reduction to almost conservation law

Let $\sigma > 0$. Define a Fourier multiplier operator

$$Iu = \mathcal{F}^{-1}\left(m(\xi)\hat{u}(\xi)\right),$$  

(2.1)

where $\mathcal{F}^{-1}$ denotes the inverse of Fourier transform, and the symbol

$$m(\xi) = \frac{1}{2}(e^{\sigma \xi} + e^{-\sigma \xi}), \quad \xi \in \mathbb{R}.$$  

(2.2)

Clearly, we have the bound

$$\frac{1}{2}e^{\sigma|\xi|} \leq m(\xi) \leq e^{\sigma|\xi|}, \quad \xi \in \mathbb{R}.$$  

(2.3)

It follows from (2.3) that

$$\frac{1}{2}\|u\|_{G^\sigma} \leq \|Iu\|_{L^2(\mathbb{R})} \leq \|u\|_{G^\sigma}.$$  

(2.4)

So $\|Iu\|_{L^2(\mathbb{R})}$ is an equivalent norm with $\|u\|_{G^\sigma}$, but $I$ is defined by a smooth Fourier symbol, this is helpful when we consider the almost conservation law in the next section.

Denote by

$$\varphi(D) = \partial_x (1 - \partial_x^2)^{-1}.$$  

(2.5)

Acting both sides of (1.1) gives

$$u_t + \varphi(D)u + \frac{1}{2}\varphi(D)(u^2) = 0, \quad u(0,x) = u_0(x).$$  

(2.6)
The integral version of (2.6) reads
\[ u(t) = e^{-t\varphi(D)}u_0 - \frac{1}{2} \int_0^t e^{-(t-\tau)\varphi(D)}\varphi(D)(u^2)\,d\tau. \] (2.7)

Here, \( e^{-t\varphi(D)} \) is the \( C_0 \) semigroup generated by \(-\varphi(D)\), which can also be understood as a Fourier multiplier with symbol \( e^{-it\xi(1+|\xi|^2)^{-1}} \). Clearly, since the modulus of \( e^{-it\xi(1+|\xi|^2)^{-1}} \) is 1, we have
\[ \|e^{-t\varphi(D)}u\|_{H^s(\mathbb{R})} = \|u\|_{H^s(\mathbb{R})}, \quad \forall t \in \mathbb{R}, s \in \mathbb{R}. \] (2.8)

Moreover, we need the following bilinear estimate.

**Lemma 2.1** For all \( \sigma > 0 \), we have
\[ \|\varphi(D)I(uv)\|_{H^1(\mathbb{R})} \lesssim \|Iu\|_{H^1(\mathbb{R})} \|Iv\|_{H^1(\mathbb{R})}. \]

**Proof** We first note that \( \varphi(D) \) is bounded from \( L^2(\mathbb{R}) \) to \( H^1(\mathbb{R}) \). In fact, by Plancherel theorem we have
\[ \|\varphi(D)u\|_{H^1(\mathbb{R})} \lesssim \|(1 + |\xi|)\xi(1 + |\xi|^2)^{-1}\hat{u}\|_{L^2_\xi(\mathbb{R})} \lesssim \|\hat{u}\|_{L^2_\xi(\mathbb{R})} \lesssim \|u\|_{L^2(\mathbb{R})}. \]

It follows that
\[ \|\varphi(D)I(uv)\|_{H^1(\mathbb{R})} \lesssim \|I(uv)\|_{L^2(\mathbb{R})}. \] (2.9)

Since the Fourier transform of \( I(u^2) \) is
\[ \int_{\xi = \xi_1 + \xi_2} m(\xi)\hat{u}(\xi_1)\hat{v}(\xi_2) \]
and the function \( \xi \mapsto (1 + |\xi|)^{-1} \) belongs to \( L^2(\mathbb{R}) \), we deduce that
\[ \|I(uv)\|_{L^2(\mathbb{R})} \lesssim \| \int_{\xi = \xi_1 + \xi_2} m(\xi)\hat{u}(\xi_1)\hat{v}(\xi_2) \|_{L^2_\xi(\mathbb{R})} \]
\[ \lesssim \sup_{\xi \in \mathbb{R}} \int_{\xi = \xi_1 + \xi_2} (1 + |\xi|)m(\xi)|\hat{u}(\xi_1)|\hat{v}(\xi_2)|. \] (2.10)

By the definition (2.2), it is easy to check that
\[ m(\xi) \leq 2m(\xi_1)m(\xi_2), \quad \text{if} \ \xi = \xi_1 + \xi_2. \] (2.11)

Moreover, we have
\[ 1 + |\xi| \leq (1 + |\xi_1|)(1 + |\xi_2|), \quad \text{if} \ \xi = \xi_1 + \xi_2. \] (2.12)
Plugging (2.11)-(2.12) into (2.10) gives that
\[
\| I(uv) \|_{L^2(\mathbb{R})} \lesssim \sup_{\xi \in \mathbb{R}} \int_{\xi = \xi_1 + \xi_2} (1 + |\xi_1|)m(\xi_1)|\widehat{u}(\xi_1)|(1 + |\xi_2|)m(\xi_2)|\widehat{v}(\xi_2)|. \tag{2.13}
\]
Applying Cauchy–Schwarz inequality, we deduce from (2.13) that
\[
\| I(uv) \|_{L^2(\mathbb{R})} \lesssim \left\| (1 + |\xi_1|)m(\xi_1)|\widehat{u}(\xi_1)|(1 + |\xi_2|)m(\xi_2)|\widehat{v}(\xi_2)| \right\|_{L^2} \\
\lesssim \| Iu \|_{H^1(\mathbb{R})} \| Iv \|_{H^1(\mathbb{R})}.
\]
This gives the desired bound. \qed
Now, we prove the local well posedness of the BBM equation (1.1) in analytic space.

**Proposition 2.2** Let \( \sigma > 0 \) and \( I \) be defined by (2.1). Then for every initial data \( u_0 \) satisfying \( Iu_0 \in H^1(\mathbb{R}) \), there exists a unique solution of the BBM equation (1.1) satisfying \( Iu \in C([0, \delta]; H^1(\mathbb{R})) \) and
\[
\sup_{t \in [0, \delta]} \| Iu(t) \|_{H^1(\mathbb{R})} \leq 2 \| Iu_0 \|_{H^1(\mathbb{R})}, \tag{2.14}
\]
and the lifespan \( \delta \) satisfies
\[
\delta \sim (\| Iu_0 \|_{H^1(\mathbb{R})})^{-1}. \tag{2.15}
\]

**Proof** It suffices to prove the well posedness for the integral equation (2.7). We shall use the contraction mapping principle. Consider the mapping
\[
\Gamma u = e^{-t\varphi(D)}u_0 - \frac{1}{2} \int_0^t e^{-(t-\tau)\varphi(D)}\varphi(D)(u^2) \, d\tau \tag{2.16}
\]
on the ball
\[
B = \left\{ u : \sup_{t \in [0, \delta]} \| Iu(t) \|_{H^1(\mathbb{R})} \leq 2 \| Iu_0 \|_{H^1(\mathbb{R})} \right\}. \tag{2.17}
\]
On one hand, if \( u \in B \), then by (2.8) and Lemma 2.1
\[
\sup_{t \in [0, \delta]} \| I\Gamma u \|_{H^1(\mathbb{R})} \leq \| e^{-t\varphi(D)}Iu_0 \|_{H^1(\mathbb{R})} + \frac{1}{2} \int_0^\delta \| e^{-(t-\tau)\varphi(D)}\varphi(D)I(u^2) \|_{H^1(\mathbb{R})} \, d\tau \\
\leq \| Iu_0 \|_{H^1(\mathbb{R})} + c\delta \sup_{t \in [0, \delta]} \| Iu(t) \|_{H^1(\mathbb{R})}^2 \\
\leq \| Iu_0 \|_{H^1(\mathbb{R})} + 4c\delta \| Iu_0 \|_{H^1(\mathbb{R})}^2. \tag{2.18}
\]
Moreover, if \( u, v \in \mathcal{B} \), then
\[
\sup_{t \in [0, \delta]} \| I \Gamma u - I \Gamma v \|_{H^1(\mathbb{R})} \leq \frac{1}{2} \int_0^\delta \| e^{-(t-\tau)} \varphi(D) (\varphi(D) I(u^2 - v^2)) \|_{H^1(\mathbb{R})} \, d\tau
\]
\[
\leq c \delta \sup_{t \in [0, \delta]} \| Iu(t) + Iv(t) \|_{H^1(\mathbb{R})} \| Iu(t) - Iv(t) \|_{H^1(\mathbb{R})}
\]
\[
\leq 4c \delta \| Iu_0 \|_{H^1(\mathbb{R})} \sup_{t \in [0, \delta]} \| Iu(t) - Iv(t) \|_{H^1(\mathbb{R})}. \tag{2.19}
\]

Thanks to (2.18)-(2.19), if we choose
\[
\delta = \frac{1}{8c \| Iu_0 \|_{H^1(\mathbb{R})}},
\]
then \( \Gamma : \mathcal{B} \mapsto \mathcal{B} \) is a contraction mapping. This proves the uniqueness and existence of solution satisfying \( Iu \in L^\infty((0, \delta); H^1(\mathbb{R})) \). Applying \( I \) on both sides of (2.6) we get
\[
(Iu)_t + \varphi(D)(Iu) + \frac{1}{2} \varphi(D)I(u^2) = 0. \tag{2.20}
\]
Using Lemma 2.1 again, it follows from (2.20) that \( Iu_t \in L^\infty((0, \delta); H^1(\mathbb{R})) \). By Sobolev embedding, we infer that \( Iu \in C([0, \delta); H^1(\mathbb{R})) \). This completes the proof.

Now, we are going to study the spatial analytic radius for large time. To this end, we shall write from now on
\[ I_{\sigma}u = \mathcal{F}^{-1} \left( m(\xi) \hat{u}(\xi) \right), \quad m(\xi) = \frac{1}{2} (e^{\sigma \xi} + e^{-\sigma \xi}), \quad \xi \in \mathbb{R} \]

to emphasised the role of \( \sigma > 0 \).

**Proposition 2.3** (Based on almost conservation law in Proposition 3.4) Assume that \( \sigma_0 > 0 \) and \( I_{\sigma_0}u_0 \in H^1(\mathbb{R}) \). Then when \( u \) solves (1.1),
\[
I_{\sigma(t)}u(t) \in H^1(\mathbb{R}) \text{ with } \sigma(t) \geq ct^{-\frac{2}{3}}, \quad t \to \infty,
\]
where \( c > 0 \) is a constant depending only on \( \sigma_0 \) and \( \| I_{\sigma_0}u_0 \|_{H^1(\mathbb{R})} \).

**Proof** Let \( \sigma_0 > 0 \) and \( I_{\sigma_0}u_0 \in H^1(\mathbb{R}) \). According to Proposition 2.2, the BBM equation has a unique solution such that \( I_{\sigma_0}u \in C([0, \delta); H^1(\mathbb{R})) \) and
\[
\sup_{t \in [0, \delta]} \| I_{\sigma_0}u(t) \|_{H^1} \leq 2 \| I_{\sigma_0}u_0 \|_{H^1}, \tag{2.21}
\]
with
\[
\delta = \frac{1}{8C_1 \| I_{\sigma_0}u_0 \|_{H^1}}. \tag{2.22}
\]

\( \spadesuit \) Springer
Also, thanks to the almost conservation law in Proposition 3.4,
\[ \sup_{t \in [0, \delta]} \| I_{\sigma_0} u(t) \|_{H^1}^2 \leq \| I_{\sigma_0} u_0 \|_{H^1}^2 + C_2 \delta \sigma^\frac{3}{2} \| I_{\sigma_0} u_0 \|_{H^1}^3. \]  
(2.23)

Fix \( T \gg 1 \). We shall use Proposition 2.2 and Proposition 3.4 repeatedly to extend the estimates (2.21) and (2.23) to the interval \([0, T]\). With \( \delta \) given by (2.22), there exists a unique integer \( n \) such that \( T \in [n \delta, (n + 1) \delta) \). We claim that if \( k \in \{1, 2, \ldots, n\} \) and
\[ \sigma = \min \left\{ \sigma_0, \left( \frac{2C_1}{C_2(n + 1)} \right)^\frac{2}{3} \right\}. \]  
(2.24)
then
\[ \sup_{t \in [0, k \delta]} \| I_{\sigma} u(t) \|_{H^1} \leq 2 \| I_{\sigma_0} u_0 \|_{H^1}, \]  
(2.25)
and
\[ \sup_{t \in [0, k \delta]} \| I_{\sigma} u(t) \|_{H^1}^2 \leq \| I_{\sigma_0} u_0 \|_{H^1}^2 + k C_2 \delta 2^{3} \sigma^\frac{2}{3} \| I_{\sigma_0} u_0 \|_{H^1}^3. \]  
(2.26)
We shall argue by the induction. Clearly, the inequalities (2.25) and (2.26) in case \( k = 1 \) follows from (2.21) and (2.23), respectively. Now we assume that (2.25) and (2.26) hold for some \( k \in \{1, 2, \ldots, n\} \), then we show that they also hold for \( k + 1 \). In fact, applying Proposition 2.2 on time interval \([k \delta, (k + 1) \delta]\), we have
\[ \sup_{t \in [k \delta, (k + 1) \delta]} \| I_{\sigma} u(t) \|_{H^1} \leq \| I_{\sigma} u(k \delta) \|_{H^1}^2 + C_2 \delta \sigma^\frac{3}{2} \| I_{\sigma} u(k \delta) \|_{H^1}^3 \]  
by (2.25)
\[ \leq \| I_{\sigma} u(k \delta) \|_{H^1}^2 + C_2 \delta \sigma^\frac{3}{2} (2 \| I_{\sigma_0} u_0 \|_{H^1})^3 \]  
by (2.26)
\[ \leq \| I_{\sigma_0} u_0 \|_{H^1}^2 + k C_2 \delta 2^3 \sigma^\frac{2}{3} \| I_{\sigma_0} u_0 \|_{H^1}^3 + C_2 \delta \sigma^\frac{3}{2} (2 \| I_{\sigma_0} u_0 \|_{H^1})^3 \]  
\[ = \| I_{\sigma_0} u_0 \|_{H^1}^2 + (k + 1) C_2 \delta 2^3 \sigma^\frac{2}{3} \| I_{\sigma_0} u_0 \|_{H^1}^3. \]  
(2.27)
This proves (2.26) for \( k + 1 \). Moreover, by (2.25) and (2.27), we have
\[ \sup_{t \in [0, (k + 1) \delta]} \| I_{\sigma} u(t) \|_{H^1} \leq 2 \| I_{\sigma_0} u_0 \|_{H^1}, \]  
which verifies (2.25) for \( k + 1 \), provided that
\[ (k + 1) C_2 \delta 2^3 \sigma^\frac{2}{3} \| I_{\sigma_0} u_0 \|_{H^1}^3 \leq \| I_{\sigma_0} u_0 \|_{H^1}^2. \]  
(2.28)
Recall that (2.22), the inequality (2.28) is equivalent to
\[ \sigma \leq \left( \frac{2C_1}{C_2(k + 1)} \right)^\frac{3}{2}. \]
But this follows from our choice (2.25).

Thus, we conclude that \( I_\sigma u(T) \in H^1(\mathbb{R}) \) with

\[
\sigma = \left( \frac{2C_1}{C_2(n + 1)} \right)^{\frac{3}{2}} \geq \left( \frac{2C_1}{C_2(\frac{T}{\delta} + 1)} \right)^{\frac{3}{2}}
\]
since \( n \geq T/\delta \). Thus

\[
\sigma \geq cT^{-\frac{2}{3}}, \quad \text{for } T \text{ large}.
\]

This completes the proof. \( \square \)

**Proof of Theorem 1.1** Assume that \( u_0 \in G^{\sigma_0} \) for some \( \sigma_0 > 0 \). Then we have \( I_\sigma u_0 \in H^1(\mathbb{R}) \). In fact,

\[
\| I_\sigma u_0 \|_{H^1(\mathbb{R})} = \|(1 + |\xi|)2^{-1} (e^{-\sigma_0|\xi|} + e^{-\sigma_0|\xi|}) \hat{u}_0(\xi) \|_{L^2(\mathbb{R})}
\]

\[
\lesssim \| e^{\sigma_0|\xi|} \hat{u}_0(\xi) \|_{L^2(\mathbb{R})} \lesssim \| u_0 \|_{G^{\sigma_0}}.
\]

Now according to Proposition 2.3, we know \( I_\sigma u(t) \in H^1(\mathbb{R}) \) for all \( t > 0 \) with

\[
\sigma(t) \geq c t^{-\frac{2}{3}}, \quad t \to \infty, \tag{2.29}
\]

where \( c > 0 \) depends only on \( \sigma_0 \) and \( \| u_0 \|_{G^{\sigma_0}} \). Recall that the norm \( \| I_\sigma u \|_{L^2(\mathbb{R})} \) is equivalent to \( \| u \|_{G^{\sigma}} \), see (2.4), we know

\[
u \in L^\infty((0, \infty); G^{\sigma(t)})
\]

with \( \sigma(t) \) satisfying (2.29). Moreover, similar to Lemma 2.1, we can show that

\[
\| \partial_x (1 - \partial_x^2)^{-1}(uv) \|_{G^{\sigma}} \lesssim \| u \|_{G^{\sigma}} \| v \|_{G^{\sigma}}.
\]

With this bilinear estimate in hand, proceeding as Proposition 2.2, one can show that, for every \( t_0 \geq 0 \), the solution of BBM equation satisfies

\[
u \in C([t_0, t_0 + \delta]; G^{\sigma(t_0)})
\]
for some \( \delta > 0 \). Thus, if we assume that \( \sigma(t) \) is a non-increasing function satisfying (2.29), then \( u \in C([0, \infty); G^{\sigma(t)}) \). This completes the proof of Theorem 1.1.

### 3 Almost Conservation Law

In this section, we shall prove an almost conservation law of the BBM equation 1.1 in analytic space \( G^{\sigma} \). This plays a key role in the proof of Theorem 1.1, see Sect. 2. As
mentioned in the introduction, the main idea is to reduce the cancelation property of the nonlinear term in analytic space to that of higher order polynomials. This strategy has been used in our previous work [19] for the KdV equation.

Using the Taylor expansion

$$e^{\sigma \xi} = \sum_{k=0}^{\infty} \frac{(\sigma \xi)^k}{k!}, \quad \xi \in \mathbb{R},$$

we deduce from the definition (2.2) that

$$m^2(\xi) = \frac{1}{4}(e^{2\sigma \xi} + e^{-2\sigma \xi} + 2) = 1 + \frac{1}{2} \sum_{k=1}^{\infty} \frac{(2\sigma \xi)^{2k}}{(2k)!}, \quad \xi \in \mathbb{R}. \quad (3.1)$$

Multiplying (1.1) with $2I^2u$ and integrating over $\mathbb{R}$, we obtain

$$\frac{d}{dt} \int_{\mathbb{R}} ((Iu)^2 + (\partial_x Iu)^2) \, dx = -2(uu_x, I^2u), \quad (3.2)$$

where $(\cdot, \cdot)$ denotes the inner product in $L^2(\mathbb{R})$, and we used the fact

$$(u_x, I^2u) = \int_{\mathbb{R}} \frac{1}{2} \partial_x (Iu)^2 \, dx = 0.$$

So the key point is to estimate $2(uu_x, I^2u)$. Using integration by parts and Parseval formula, we have

$$-2(uu_x, I^2u) = (\partial_x I^2u, u^2)$$

$$= \int_{\mathbb{R}} i \xi m^2(\xi) \hat{u}(\xi) \hat{u}^2(-\xi) \, d\xi$$

$$= \int_{\xi_1 + \xi_2 + \xi_3 = 0} i \xi_1 m^2(\xi_1) \hat{u}(\xi_1) \hat{u}(\xi_2) \hat{u}(\xi_3), \quad (3.3)$$

where the integral can be understood as follows

$$\int_{\xi_1 + \xi_2 + \xi_3 = 0} = \int_{\xi_1 + \xi_2 + \xi_3 = 0} d\xi_1 \, d\xi_2 = \int_{\xi_1 + \xi_2 + \xi_3 = 0} d\xi_1 \, d\xi_3 = \int_{\xi_1 + \xi_2 + \xi_3 = 0} d\xi_2 \, d\xi_3.$$

By the symmetry property of $\xi_1, \xi_2, \xi_3$, we can replace $\xi_1 m^2(\xi_1)$ by $\xi_2 m^2(\xi_2)$ or $\xi_3 m^2(\xi_3)$ in the integral (3.3), so we have

$$-2(uu_x, I^2u) = \frac{i}{3} \int_{\xi_1 + \xi_2 + \xi_3 = 0} (\xi_1 m^2(\xi_1) + \xi_2 m^2(\xi_2) + \xi_3 m^2(\xi_3)) \hat{u}(\xi_1) \hat{u}(\xi_2) \hat{u}(\xi_3). \quad (3.4)$$
In particular, if \( m(\xi) = 1 \), then \( I \) is the identity operator, and (3.4) shows that

\[
2(uu_x, u) = \frac{i}{3} \int_{\xi_1 + \xi_2 + \xi_3 = 0} (\xi_1 + \xi_2 + \xi_3) \hat{u}(\xi_1) \hat{u}(\xi_2) \hat{u}(\xi_3) = 0, \tag{3.5}
\]

which gives a Fourier analysis proof of the fact \( \int_{\mathbb{R}} u^2 u_x \, dx = 0 \).

Plugging (3.1) into (3.4) gives

\[
-2(uu_x, I^2 u) = \frac{i}{3} \int_{\xi_1 + \xi_2 + \xi_3 = 0} \sum_{j=1}^3 \xi_j (1 + \frac{1}{2} \sum_{k=1}^\infty \frac{(2\sigma \xi_j)^{2k}}{(2k)!}) \hat{u}(\xi_1) \hat{u}(\xi_2) \hat{u}(\xi_3)
= \frac{i}{6} \int_{\xi_1 + \xi_2 + \xi_3 = 0} \sum_{k=1}^\infty \frac{(2\sigma)^{2k}}{(2k)!} \left( \xi_1^{2k+1} + \xi_2^{2k+1} + \xi_3^{2k+1} \right) \hat{u}(\xi_1) \hat{u}(\xi_2) \hat{u}(\xi_3).
\tag{3.6}
\]

Here in the last step we have used (3.5).

To proceed, for every \( k \geq 1 \), we need to analyse the polynomial \( \xi_1^{2k+1} + \xi_2^{2k+1} + \xi_3^{2k+1} \) on the hyperplane \( \xi_1 + \xi_2 + \xi_3 = 0 \).

**Lemma 3.1** If \( \xi_1 + \xi_2 + \xi_3 = 0 \), then

\[
\xi_1^{2k+1} + \xi_2^{2k+1} + \xi_3^{2k+1} = \xi_1 \xi_2 \xi_3 \sum_{i+j=2k-2} (\xi_1^i (-\xi_2)^j + \xi_1^j (-\xi_3)^i + \xi_2^i (-\xi_3)^j).
\]

**Remark 3.2** In the case \( k = 1 \), Lemma 3.1 recovers the well known identity

\[
\xi_1^3 + \xi_2^3 + \xi_3^3 = 3 \xi_1 \xi_2 \xi_3, \quad \text{if } \xi_1 + \xi_2 + \xi_3 = 0,
\]

which has been used in the well posedness of the KdV equation, see e.g. [12]. In the case \( k = 2 \), it is interesting to note that Lemma 3.1 gives

\[
\xi_1^5 + \xi_2^5 + \xi_3^5 = -5 \xi_1 \xi_2 \xi_3 (\xi_1 \xi_2 + \xi_1 \xi_3 + \xi_2 \xi_3), \quad \text{if } \xi_1 + \xi_2 + \xi_3 = 0.
\]

**Proof of Lemma 3.1** We divide the proof into three steps.

**Step 1. Factor** \( \xi_1 \). Since \( \xi_1 + \xi_2 + \xi_3 = 0 \), we have \( \xi_2 + \xi_3 = -\xi_1 \), thus

\[
\xi_2^{2k+1} + \xi_3^{2k+1} = (\xi_2 + \xi_3) \sum_{i+j=2k} \xi_1^i (-\xi_3)^j = -\xi_1 \sum_{i+j=2k} \xi_2^i (-\xi_3)^j.
\]

It follows that

\[
\xi_1^{2k+1} + \xi_2^{2k+1} + \xi_3^{2k+1} = \xi_1^{2k+1} - \xi_1 \sum_{i+j=2k} \xi_2^i (-\xi_3)^j.
\tag{3.7}
\]
Step 2. Factor $\xi_2$. Next we separate a factor $\xi_2$ out of $\xi_2^{2k} - \sum_{i+j=2k} \xi_2^i (-\xi_3)^j$. To this end, we split the sum $\sum_{i+j=2k} \xi_2^i (-\xi_3)^j$ as two parts, one has a factor $\xi_2$, and the other has no factor $\xi_2$, namely

$$
\sum_{i+j=2k} \xi_2^i (-\xi_3)^j = \xi_2^{2k} + \sum_{i+j=2k, i>0} \xi_2^i (-\xi_3)^j.
$$

It follows that

$$
\xi_2^{2k} - \sum_{i+j=2k} \xi_2^i (-\xi_3)^j = \xi_1^{2k} - \xi_3^{2k} - \sum_{i+j=2k, i>0} \xi_2^i (-\xi_3)^j. \tag{3.8}
$$

On the one hand, since $\xi_1 + \xi_3 = -\xi_2$, we find

$$
\xi_2^{2k} - \xi_3^{2k} = (\xi_1 + \xi_3)(\xi_1 - \xi_3) \sum_{i+j=k-1} \xi_1^{2i} \xi_3^{2j}
$$

$$
= -\xi_2(\xi_1 - \xi_3) \sum_{i+j=k-1} \xi_1^{2i} \xi_3^{2j}. \tag{3.9}
$$

On the other hand, we have

$$
- \sum_{i+j=2k, i>0} \xi_2^i (-\xi_3)^j = -\left(\xi_2^{2k} - \xi_2^{2k-2} \xi_3 + \cdots + \xi_2^{2k-2} \xi_3 - \xi_3^{2k-1}\right)
$$

$$
= -\xi_2 \left(\xi_2^{2k-1} - \xi_2^{2k-2} \xi_3 + \cdots + \xi_2^{2k-2} \xi_3 - \xi_3^{2k-1}\right)
$$

$$
= -\xi_2 \sum_{i+j=2k-1} \xi_2^i (-\xi_3)^j. \tag{3.10}
$$

Plugging (3.8)-(3.10) into (3.7) gives

$$
\xi_2^{2k+1} + \xi_2^{2k+1} + \xi_3^{2k+1} = -\xi_1 \xi_2 ((\xi_1 - \xi_3) \sum_{i+j=k-1} \xi_1^{2i} \xi_3^{2j} + \sum_{i+j=2k-1} \xi_2^i (-\xi_3)^j). \tag{3.11}
$$

Step 3. Factor $\xi_3$. Denote

$$
\Theta = (\xi_1 - \xi_3) \sum_{i+j=k-1} \xi_1^{2i} \xi_3^{2j} + \sum_{i+j=2k-1} \xi_2^i (-\xi_3)^j. \tag{3.12}
$$

In a similar spirit as step 2, but focus on another factor $\xi_3$, we split $\Theta$ as

$$
\Theta = -\xi_3 \sum_{i+j=k-1} \xi_1^{2i} \xi_3^{2j} + \xi_1 \sum_{i+j=k-1, j>0} \xi_1^{2i} \xi_3^{2j} + \xi_2^{2k-1}
$$

$$
+ \sum_{i+j=2k-1, j>0} \xi_2^i (-\xi_3)^j + \xi_2^{2k-1}
$$
Finally, inserting (3.17) and (3.12) into (3.12) gives that

\[
\Theta = -\xi_3 \sum_{i+j=2k-2} \left( \xi_1^i (-\xi_2)^j + \xi_1^i (-\xi_3)^j + \xi_2^i (-\xi_3)^j \right). \tag{3.17}
\]

Finally, inserting (3.17) and (3.12) into (3.12) gives that

\[
\xi_1^{2k+1} + \xi_2^{2k+1} + \xi_3^{2k+1} = \xi_1 \xi_2 \xi_3 \sum_{i+j=2k-2} \left( \xi_1^i (-\xi_2)^j + \xi_1^i (-\xi_3)^j + \xi_2^i (-\xi_3)^j \right).
\]

which completes the proof.

**Lemma 3.3** Let \( \sigma > 0 \). If \( \xi_1 + \xi_2 + \xi_3 = 0 \), then

\[
\sum_{k=1}^{\infty} \frac{(2\sigma)^{2k}}{(2k)!} (\xi_1^{2k+1} + \xi_2^{2k+1} + \xi_3^{2k+1}) \lesssim \sigma^2 |\xi_1| |\xi_2| |\xi_3| / e^{\sigma(|\xi_1|+|\xi_2|+|\xi_3|)}.
\]
Proof Thanks to Lemma 3.1, we have

\[
\sum_{k=1}^{\infty} \frac{(2\sigma)^{2k}}{(2k)!} (\xi_1^{2k+1} + \xi_2^{2k+1} + \xi_3^{2k+1})
\]

\[
= \sum_{k=1}^{\infty} \frac{(2\sigma)^{2k}}{(2k)!} \xi_1 \xi_2 \xi_3 \sum_{i+j=2k-2} \left( \xi_1^i (-\xi_2)^j + \xi_1^i (-\xi_3)^j + \xi_2^i (-\xi_3)^j \right). \tag{3.18}
\]

Using the elementary inequality

\[a^i b^j \leq a^{2k-2} + b^{2k-2}, \quad \forall a, b \geq 0, i + j = 2k - 2,\]

we infer that

\[
\left| \sum_{i+j=2k-2} \left( \xi_1^i (-\xi_2)^j + \xi_1^i (-\xi_3)^j + \xi_2^i (-\xi_3)^j \right) \right| \leq 2(2k-1)(\xi_1^{2k-2} + \xi_2^{2k-2} + \xi_3^{2k-2}). \tag{3.19}
\]

Plugging (3.19) into (3.18) yields that

\[
\left| \sum_{k=1}^{\infty} \frac{(2\sigma)^{2k}}{(2k)!} (\xi_1^{2k+1} + \xi_2^{2k+1} + \xi_3^{2k+1}) \right| \leq 2 \sum_{k=1}^{\infty} \frac{(2\sigma)^{2k}}{(2k)!} |\xi_1| |\xi_2| |\xi_3| (\xi_1^{2k-2} + \xi_2^{2k-2} + \xi_3^{2k-2})
\]

\[
\leq 2 \sum_{k=1}^{\infty} \frac{(2\sigma)^{2k}}{(2k-1)!} |\xi_1| |\xi_2| |\xi_3| (\xi_1^{2k-2} + \xi_2^{2k-2} + \xi_3^{2k-2})
\]

\[
= 2 \sum_{k=0}^{\infty} \frac{(2\sigma)^{2k+2}}{(2k+1)!} |\xi_1| |\xi_2| |\xi_3| \Psi(\xi_1, \xi_2, \xi_3), \tag{3.20}
\]

where

\[
\Psi(\xi_1, \xi_2, \xi_3) = \sum_{k=0}^{\infty} \frac{2^{2k}}{(2k+1)!} |\xi_1| |\xi_2| |\xi_3| \frac{1}{2} (\xi_1^{2k} + \xi_2^{2k} + \xi_3^{2k}). \tag{3.21}
\]

If we can show that

\[
\Psi(\xi_1, \xi_2, \xi_3) \lesssim e^{||\xi_1||+||\xi_2||+||\xi_3||}, \tag{3.22}
\]
then by (3.20)-(3.21),
\[
\left| \sum_{k=1}^{\infty} \frac{\sigma^{2k}}{(2k)!} (\xi_1^{2k+1} + \xi_2^{2k+1} + \xi_3^{2k+1}) \right| \lesssim \sigma^3 |\xi_1\xi_2\xi_3| e^{\sigma(|\xi_1|+|\xi_2|+|\xi_3|)},
\]
which completes the proof.
So it remains to prove (3.22). To this end, we claim that
\[
\sum_{k=0}^{\infty} \frac{2^{2k}}{(2k+1)!} |\xi_1\xi_2\xi_3|^{\frac{1}{2}} \xi_1^{2k} \lesssim e^{\xi_1+|\xi_2|+|\xi_3|} \quad \text{for } \xi_1 + \xi_2 + \xi_3 = 0.
\]
(3.23)

In fact, if \( \xi_1 + \xi_2 + \xi_3 = 0 \), then
\[
\xi_1^{2k} = |\xi_1|^k |\xi_2 + \xi_3|^k \leq |\xi_1|^k (|\xi_2| + |\xi_3|)^k
\]
and
\[
|\xi_1\xi_2\xi_3|^{\frac{1}{2}} = (|\xi_2| + |\xi_3|)^{\frac{1}{2}} \lesssim (|\xi_2| + |\xi_3|)^{\frac{1}{2}}.
\]
Thanks to these inequalities, we have
\[
\sum_{k=0}^{\infty} \frac{2^{2k}}{(2k+1)!} |\xi_1\xi_2\xi_3|^{\frac{1}{2}} \xi_1^{2k} \lesssim \sum_{k=0}^{\infty} \frac{2^{2k}}{(2k+1)!} |\xi_1|^k (|\xi_2| + |\xi_3|)^{k+\frac{1}{2}}.
\]
(3.24)

Applying the fact \( \max_{x>0} x^a e^{-x} = a^ae^{-a} \) with \( a = k + \frac{1}{2} \) and \( x = |\xi_2| + |\xi_3| \) shows
\[
(|\xi_2| + |\xi_3|)^{k+\frac{1}{2}} \leq \left( \frac{k + \frac{1}{2}}{e} \right)^{k+\frac{1}{2}} e^{|\xi_2|+|\xi_3|} \leq \left( \frac{k + \frac{1}{2}}{e} \right)^{k+\frac{1}{2}} e^{|\xi_2|+|\xi_3|}
\]
\[
\lesssim \frac{1}{\sqrt{k}} \left( \frac{k + \frac{1}{2}}{e} \right)^{k+\frac{1}{2}} e^{|\xi_2|+|\xi_3|} \lesssim \frac{1}{k} \sqrt{k + 1} \left( \frac{k + \frac{1}{2}}{e} \right)^{k+\frac{1}{2}} e^{|\xi_2|+|\xi_3|}
\]
\[
\lesssim \frac{1}{k} (k + 1)! e^{|\xi_2|+|\xi_3|} \lesssim k! e^{\xi_2|+|\xi_3|},
\]
(3.25)
where we used the Stirling formula
\[
k! \sim \sqrt{k} \left( \frac{k}{e} \right)^k, \quad \forall k \geq 0.
\]
(3.26)

Inserting (3.25) into (3.24) and using (3.26) again, we get
\[
\sum_{k=0}^{\infty} \frac{2^{2k}}{(2k+1)!} |\xi_1\xi_2\xi_3|^{\frac{1}{2}} \xi_1^{2k} \leq \sum_{k=0}^{\infty} \frac{2^{2k}(k!)^2}{(2k+1)!} \frac{|\xi_1|^k}{k!} e^{\xi_2|+|\xi_3|}
\]
\[
\sum_{k \geq 0} \frac{2^{2k} (k!)^2}{(2k + 1) (2k)!} \sum_{k \geq 0} \frac{\xi_1^k}{k!} e^{\xi_2 + \xi_3} \\
\lesssim e^{\xi_1 + \xi_2 + \xi_3} \sup_{k \geq 0} \frac{1}{2k + 1} \frac{2^{2k} k (\xi_\sigma)^{2k}}{\sqrt{2k (2k + 1)}} \\
= e^{\xi_1 + \xi_2 + \xi_3} \sup_{k \geq 0} \frac{k}{\sqrt{2k (2k + 1)}} \lesssim e^{\xi_1 + \xi_2 + \xi_3},
\]

which proves (3.23).

Similarly,

\[
\sum_{k = 0}^{\infty} \frac{1}{(2k + 1)!} |\xi_1^k \xi_2^k \xi_3^k| \lesssim e^{\xi_1 + \xi_2 + \xi_3}. \tag{3.27}
\]

Combining (3.23)-(3.27) gives (3.22).

Now we can state the main result in this section.

**Proposition 3.4** (Almost conservation law) Let \( \sigma > 0 \) and \( I \) be the the Fourier multiplier given by (2.1). Let \( I u_0 \in H^1(\mathbb{R}) \) and let \( I u \in C([0, \delta]; H^1) \) be the local solution obtained in Proposition 2.2. Then the solution of the BBM equation satisfies that

\[
\sup_{t \in [0, \delta]} \| I u(t) \|_{H^1} \leq \| I u_0 \|_{H^1}^2 + C \delta \sigma^3 \| I u_0 \|_{H^1}^3.
\]

**Proof** Then combining (3.2) and (3.6) gives that

\[
\frac{d}{dt} \int_{\mathbb{R}} \left( (I u)^2 + (\partial_x I u)^2 \right) dx \\
= -\frac{i}{3} \int_{\xi_1 + \xi_2 + \xi_3 = 0} \sum_{k = 1}^{\infty} \sigma^{2k} (\xi_1^{2k+1} + \xi_2^{2k+1} + \xi_3^{2k+1}) \hat{u}(\xi_1) \hat{u}(\xi_2) \hat{u}(\xi_3).
\]

(3.28)

Thanks to Lemma 3.3, the right hand side of (3.28) can be bounded as

\[
\text{RHS of (3.28)} \lesssim \sigma^{3} \int_{\xi_1 + \xi_2 + \xi_3 = 0} |\xi_1^k \xi_2^k \xi_3^k| e^{\sigma (|\xi_1| + |\xi_2| + |\xi_3|)} |\hat{u}(\xi_1) \hat{u}(\xi_2) \hat{u}(\xi_3)|. \tag{3.29}
\]

Denote by

\[
v = \mathcal{F}^{-1} |\hat{u}(\xi)| \tag{3.30}
\]

and

\[
D^\beta v = \mathcal{F}^{-1} (|\xi|^\beta \hat{v}(\xi)), \quad e^{\sigma |D|} v = \mathcal{F}^{-1} (e^{\sigma |\xi|} \hat{v}(\xi)). \tag{3.31}
\]
Then by Parsaval formula, we rewrite (3.29) as

$$
(3.29) = \sigma^2 \int_{\mathbb{R}} \left( D^6 e^{\sigma |D|} v \right)^3 dx \leq \sigma^3 \| D^5 e^{\sigma |D|} v \|_{L^3(\mathbb{R})}^3. \tag{3.32}
$$

By Sobolev embedding theorems, we have

$$
\| D^5 e^{\sigma |D|} v \|_{L^3(\mathbb{R})} \lesssim \| D e^{\sigma |D|} v \|_{L^2(\mathbb{R})} = \| |\xi| e^{\sigma |\xi|} \hat{u} \|_{L^2(\mathbb{R})} \leq \| Iu \|_{H^1(\mathbb{R})}, \tag{3.33}
$$

where we used (3.30),(3.31) and the definition of the $I$ operator.

Plugging (3.32),(3.33) and (3.29) into (3.28) yields that for some numerical constant $C_1 > 0$

$$
\frac{d}{dt} \| Iu \|_{H^1(\mathbb{R})}^2 \leq C_1 \sigma^3 \| Iu \|_{H^1(\mathbb{R})}^3, \quad t \in [0, \delta]. \tag{3.34}
$$

Integrating (3.34) with respect to time we obtain

$$
\sup_{t \in [0, \delta]} \| Iu(t) \|_{H^1(\mathbb{R})}^2 \leq \| Iu_0 \|_{H^1(\mathbb{R})}^2 + \int_0^\delta C_1 \sigma^3 \| Iu(\tau) \|_{H^1(\mathbb{R})}^3 d\tau. \tag{3.35}
$$

Thanks to the local well posedness, we have

$$
\sup_{t \in [0, \delta]} \| Iu(\tau) \|_{H^1(\mathbb{R})} \leq C_2 \| Iu_0 \|_{H^1(\mathbb{R})}. \tag{3.36}
$$

Then we deduce from (3.35) that

$$
\sup_{t \in [0, \delta]} \| Iu(t) \|_{H^1(\mathbb{R})}^2 \leq \| Iu_0 \|_{H^1(\mathbb{R})}^2 + C_1 C_2 \sigma^3 \| Iu_0 \|_{H^1(\mathbb{R})}^3. \tag{3.36}
$$

This completes the proof. \(\square\)

**Remark 3.5** We give a sketch here that what happens if we follow the argument of Dufera, Mebrate and Tesfahun in [13]. To this end, define another $I$-operator

$$
Iu = \mathcal{F}^{-1}(\cosh(\sigma |\xi|) \hat{u}(\xi)).
$$

Multiplying (1.1) with $2I^2u$ and integrating over $\mathbb{R}$ gives that

$$
\frac{d}{dt} \| Iu \|_{H^1}^2 = -2(\partial_x u, I^2u) = -2(\partial_x u, (I^2 - 1)u) = (u^2, \partial_x (I^2 - 1)u), \tag{3.37}
$$

where we used the fact $\int_{\mathbb{R}} u^2 u_x dx = 0$. By Parseval identity we have

$$
(u^2, \partial_x (I^2 - 1)u) = \int_{\xi_1 + \xi_2 + \xi_3 = 0} i \xi_1 (\cosh^2(\sigma |\xi_1|) - 1) \hat{u}(\xi_1) \hat{u}(\xi_2) \hat{u}(\xi_3)
$$
Thanks to the inequality
\[
\cosh(\sigma |\xi|) - 1 \leq (\sigma |\xi|)^{2\alpha} \cosh(\sigma |\xi|), \quad 0 \leq \alpha \leq 1,
\]
we deduce from (3.37)-(3.38) that
\[
\frac{d}{dt} \|Iu\|_{H^1}^2 \lesssim \int_{\xi_1+\xi_2+\xi_3=0} |\xi_1| (|\xi_1|)^{2\alpha} \cosh(2\sigma |\xi_1|) |\hat{u}(\xi_1)\hat{u}(\xi_2)\hat{u}(\xi_3)|
\]
\[
\lesssim \sigma^{2\alpha} \int_{\xi_1+\xi_2+\xi_3=0} |\xi_1| (|\xi_2|^{2\alpha} + |\xi_3|^{2\alpha}) \cosh(\sigma |\xi_1|) \cosh(\sigma |\xi_2|)
\]
\[
\times \cosh(\sigma |\xi_3|) |\hat{u}(\xi_1)\hat{u}(\xi_2)\hat{u}(\xi_3)|
\]
\[
\lesssim \sigma^{2\alpha} \|DIu\|_{L^2(\mathbb{R})} \|D^{2\alpha}Iu\|_{L^2(\mathbb{R})} \|Iu\|_{L^\infty(\mathbb{R})}
\]
\[
\lesssim \sigma^{2\alpha} \|Iu\|_{H^1(\mathbb{R})}^3
\]
provided that \(2\alpha \leq 1\). The best conservation law in this way is then
\[
\|Iu(\delta)\|_{H^1}^2 \leq \|Iu_0\|_{H^1(\mathbb{R})}^2 + C \sigma^{2\alpha} \|Iu_0\|_{H^1(\mathbb{R})}^2.
\]
This implies the analytic radius lower bound \(\sigma(t) \geq ct^{-1}\), which is worse than that in Theorem 1.1.

### 4 Generations to Fractional BBM Equations

In this section, we apply our argument to more general BBM equations. Let \(\alpha\) be a real number such that
\[
\alpha > 1. \quad (4.1)
\]
Consider the fractional BBM equation on the real line
\[
u_t + D^\alpha u_x + uu_x = 0, \quad u(0, x) = u_0(x).
\]
(See also [29] for a higher dimensional related model). Here \(u(t, x)\) is a real valued function of \((t, x) \in \mathbb{R}^2\), the fractional differential operator \(D^\alpha\) is defined by
\[
D^\alpha u = \mathcal{F}^{-1}(|\xi|^{\alpha} \hat{u}(\xi)).
\]
In the case \(1 < \alpha \leq 2\), it is shown that (4.2) is globally well posed \([6, 32]\) in \(H^s(\mathbb{R})\) with \(s \geq \max\{0, \frac{3}{2} - \alpha\\}\) and ill posed \([10]\) in \(H^s(\mathbb{R})\) for \(s < \max\{0, \frac{3}{2} - \alpha\\}\). This implies, in particular, that (4.2) is globally well posed in \(H^s(\mathbb{R})\) with \(s \geq \frac{3}{2}\), here we
used the fact (4.1). In the sequel, we shall focus on the global well posedness of (4.2) in Gevrey spaces $G^{\sigma,s}$ with $s = \frac{\sigma}{2}$. Here and below, for every $\sigma \geq 0$ and $s \in \mathbb{R}$, $G^{\sigma,s}$ denotes the Banach space endowed with the norm

$$\|u\|_{G^{\sigma,s}} = \|(1 + |\xi|)^s e^{\sigma|\xi|} \hat{u}\|_{L^2(\mathbb{R})}. \quad (4.3)$$

We do not pursue the goal to lower the value of $s$, since the size of $\sigma$ plays a dominant role. The main result in this section reads as follows.

**Theorem 4.1** Assume that (4.1) holds and $u_0 \in G^{\sigma_0,\frac{\sigma_0}{2}}$ for some $\sigma_0 > 0$. Then the fractional BBM equation (4.2) has a global solution $u \in C([0, \infty); G^{\sigma(t), \frac{\sigma}{2}})$ with

$$\sigma(t) \geq ct^{-\mu}, \quad t \to \infty,$$

where $c > 0$ depends only on $\sigma_0$ and $\|u_0\|_{G^{\sigma_0, \frac{\sigma_0}{2}}}$, and

$$\mu = \begin{cases} \frac{2}{3(\alpha - 1)} & \text{if } 1 < \alpha < \frac{7}{3}, \\ \frac{1}{2} & \text{if } \alpha \geq \frac{7}{3}. \end{cases}$$

**Remark 4.2** Based on a different method, Bona and Grujić showed in [8] that, for all $\alpha > 1$, the analytic radius $\sigma(t)$ of solutions to (4.2) has the lower bound

$$\sigma(t) \geq ct^{-\frac{1}{\alpha - 1}}, \quad t \to \infty. \quad (4.4)$$

Clearly, Theorem 4.1 gives an improvement of (4.4) if $1 < \alpha < 3$, but Theorem 4.1 is worse if $\alpha$ is large enough. Thus, a better bound than (4.4) for large $\alpha$ remains open.

**Remark 4.3** The approach of Bona and Grujić in [8] also implies that the analytic radius $\sigma(t)$ is a strict increasing function function of $\sigma_0$. In other words, the solution has a larger analytic radius if the initial data does, which can be understood as a comparison theorem like parabolic equations (see e.g. [21]). This information is lost when we apply the almost conservation law strategy.

The rest of this section is devoted to proving Theorem 4.1. Since the main idea is similar to Theorem 1.1, we only give a sketch here.

As in Sect. 2, we let

$$Iu = F^{-1}(m(\xi)\hat{u}(\xi)), \quad m(\xi) = \frac{1}{2}(e^{\sigma\xi} + e^{-\sigma\xi}) \quad (4.5)$$

and

$$\varphi(D) = \partial_x (1 + D^\alpha)^{-1}. \quad (4.6)$$
Lemma 4.4 For all $\sigma \geq 0$, we have
\[
\| \varphi(D) I (uv) \|_{H^\frac{\sigma}{2} (\mathbb{R})} \lesssim \| Iu \|_{H^\frac{\sigma}{2} (\mathbb{R})} \| Iv \|_{H^\frac{\sigma}{2} (\mathbb{R})}.
\]

Proof Since $\alpha > 1$, by Plancherel theorem, we have
\[
\| \varphi(D) I (uv) \|_{H^\frac{\sigma}{2} (\mathbb{R})} \lesssim \| I(uv) \|_{H^\frac{\sigma}{2} (\mathbb{R})}.
\]
So it remains to show that
\[
\| I(uv) \|_{H^\frac{\sigma}{2} (\mathbb{R})} \lesssim \| Iu \|_{H^\frac{\sigma}{2} (\mathbb{R})} \| Iv \|_{H^\frac{\sigma}{2} (\mathbb{R})}. \tag{4.7}
\]
But we know $H^\frac{\sigma}{2} (\mathbb{R})$ is an algebra, namely
\[
\| uv \|_{H^\frac{\sigma}{2} (\mathbb{R})} \lesssim \| u \|_{H^\frac{\sigma}{2} (\mathbb{R})} \| v \|_{H^\frac{\sigma}{2} (\mathbb{R})}. \tag{4.8}
\]
Then (4.7) follows from (4.8) and the fact
\[
m(\xi) \leq 2m(\xi_1)m(\xi_2), \text{ if } \xi = \xi_1 + \xi_2.
\]
This completes the proof. \qed

With Lemma 4.4 in hand, we rewrite the fractional BBM equation (4.2) as
\[
u(t) = e^{-t\varphi(D)}u_0 - \frac{1}{2} \int_0^t e^{-(t-\tau)\varphi(D)} \varphi(D)u_0^2 \, d\tau,
\]
and then apply the contraction mapping principle to obtain a unique solution such that $Iu \in C([0, \delta]; H^\frac{\sigma}{2} (\mathbb{R}))$ satisfying
\[
\sup_{t \in [0, \delta]} \| Iu(t) \|_{H^\frac{\sigma}{2} (\mathbb{R})} \leq 2\| Iu_0 \|_{H^\frac{\sigma}{2} (\mathbb{R})} \tag{4.9}
\]
with lifespan
\[
\delta \sim \frac{1}{\| Iu_0 \|_{H^\frac{\sigma}{2} (\mathbb{R})}}. \tag{4.10}
\]
Moreover, we have the following conservation law.

Lemma 4.5 Assume that $Iu_0 \in H^\frac{\sigma}{2} (\mathbb{R})$ for some $\sigma > 0$. Then the solution of (4.2) satisfies that
\[
E(\delta) \leq E(0) + C\delta^\beta \| Iu_0 \|_{H^\frac{\sigma}{2} (\mathbb{R})}^3,
\]
\copyright Springer
where the energy \( E(t) = \int_{\mathbb{R}} (|Iu(t)|^2 + |D^2 Iu(t)|^2) \, dx \) and
\[
\beta = \begin{cases} 
\frac{3}{2} (\alpha - 1) & \text{if } 1 < \alpha < \frac{7}{3}, \\
\frac{3}{2} & \text{if } \alpha \geq \frac{7}{3}.
\end{cases}
\]

**Proof** Similar to (3.28) we have
\[
\frac{d}{dt} E(t) = -\frac{i}{3} \int_{\xi_1 + \xi_2 + \xi_3 = 0}^\infty \frac{(2\sigma)^{2k}}{(2k)!} (2k+1)! (\xi_1^{2k+1} + \xi_2^{2k+1} + \xi_3^{2k+1}) \tilde{u}(\xi_1) \tilde{u}(\xi_2) \tilde{u}(\xi_3).
\]
(4.11)

If \( \xi_1 + \xi_2 + \xi_3 = 0 \), then by Lemma 3.1,
\[
\sum_{k=1}^\infty \frac{(2\sigma)^{2k}}{(2k)!} (\xi_1^{2k+1} + \xi_2^{2k+1} + \xi_3^{2k+1}) \lesssim \sum_{k=1}^\infty \frac{\sigma^{2k}}{(2k)!} \xi_1 \xi_2 \xi_3 \sum_{i+j=2k-2} \left( \xi_1^i (-\xi_2)^j + \xi_1^i (-\xi_3)^j + \xi_2^i (-\xi_3)^j \right) \\
\lesssim \sum_{k=0}^\infty \frac{(2\sigma)^{2k+2}}{(2k+2)!} \xi_1 \xi_2 \xi_3 \sum_{i+j=2k} \left( \xi_1^i (-\xi_2)^j + \xi_1^i (-\xi_3)^j + \xi_2^i (-\xi_3)^j \right) \\
= 4\sigma^{2-3(1-\epsilon_0)} \xi_1 \xi_2 \xi_3^{\epsilon_0} \Psi(\sigma \xi_1, \sigma \xi_2, \sigma \xi_3)
\]
(4.12)

where
\[
\epsilon_0 = \min \left\{ \frac{\alpha}{2} - \frac{1}{6}, 1 \right\}.
\]
(4.13)

and
\[
\Psi(\xi_1, \xi_2, \xi_3) = \sum_{k=0}^\infty \frac{2^{2k}}{(2k+2)!} |\xi_1 \xi_2 \xi_3|^{1-\epsilon_0} \sum_{i+j=2k} \left( \xi_1^i (-\xi_2)^j + \xi_1^i (-\xi_3)^j + \xi_2^i (-\xi_3)^j \right).
\]
(4.14)

Since \( \alpha > 1 \), by definition (4.13), we see \( 1 - \epsilon_0 \in [0, 2/3) \), thus
\[
|\xi_1 \xi_2 \xi_3|^{1-\epsilon_0} \lesssim 1 + |\xi_1 \xi_2 \xi_3|^{\frac{2}{3}}.
\]
(4.15)

Similar to (3.22), one has
\[
\sum_{k=0}^\infty \frac{2^{2k}}{(2k+2)!} \sum_{i+j=2k} \left( \xi_1^i (-\xi_2)^j + \xi_1^i (-\xi_3)^j + \xi_2^i (-\xi_3)^j \right) \lesssim e^{\left| \xi_1 \right| + \left| \xi_2 \right| + \left| \xi_3 \right|}.
\]
By definition (4.14), we have the bound
\[ \Psi(\xi_1, \xi_2, \xi_3) \lesssim e^{||\xi_1|| + ||\xi_2|| + ||\xi_3||}. \] (4.16)
provided we show that
\[ \sum_{k=0}^{\infty} \frac{2^{2k}}{(2k+2)!} |\xi_1 \xi_2 \xi_3|^\frac{2}{3} \sum_{i+j=2k} \left|\left(\xi_1^i (-\xi_2)^j + \xi_1^i (-\xi_3)^j + \xi_2^i (-\xi_3)^j\right)\right| \lesssim e^{||\xi_1|| + ||\xi_2|| + ||\xi_3||}. \] (4.17)

To estimate (4.17), without loss of generality, we assume \(|\xi_1| \geq |\xi_2| \geq |\xi_3|\). Note that \(\xi_1 + \xi_2 + \xi_3 = 0\),
\[ |\xi_1 \xi_2 \xi_3|^\frac{2}{3} \leq |(|\xi_2| + |\xi_3|)| \xi_2 \xi_3|^\frac{2}{3} \leq (|\xi_2| + |\xi_3|)^2, \]
thus the left hand side of (4.17) can be bounded by
\[ \text{LHS of (4.17)} \lesssim \sum_{k=0}^{\infty} \frac{2^{2k}}{(2k+2)!} (|\xi_2| + |\xi_3|)^2 \sum_{i+j=2k} |\xi_1|^i |\xi_2|^j \]
\[ \lesssim \sum_{k=0}^{\infty} \frac{2^{2k}}{(2k+2)!} (|\xi_2| + |\xi_3|)^2 \sum_{i+j=k} |\xi_1|^i |\xi_2|^j, \] (4.18)
where in the last step we used the fact \(|\xi_1| \geq |\xi_2|\). For \(i \geq k \) and \(\xi_1 + \xi_2 + \xi_3 = 0\), we rewrite
\[ |\xi_2| + |\xi_3| \sum_{i+j=2k, i \geq k} |\xi_1|^i |\xi_2|^j \]
\[ = (|\xi_2| + |\xi_3|)^2 |\xi_1|^k \sum_{i+j=2k, i \geq k} |\xi_1|^{i-k} |\xi_2|^j \]
\[ \leq (|\xi_2| + |\xi_3|)^2 |\xi_1|^k \sum_{i+j=k} |\xi_1|^i |\xi_2|^j \]
\[ \leq |\xi_1|^k \sum_{i+j=k} (|\xi_2| + |\xi_3|)^i |\xi_2|^j \]
\[ \leq |\xi_1|^k \sum_{i+j=k+2} (|\xi_2| + |\xi_3|)^i |\xi_2|^j \]
\[ \leq |\xi_1|^k \sum_{i+j=k+2} \sum_{\ell_1 + \ell_2 = i} \frac{i!}{\ell_1! \ell_2!} |\xi_3|^i |\xi_2|^j |\xi_2|^j. \] (4.19)
Using the elementary inequality (see [19, Lemma 3.4])
\[ n_2! n_3! \leq n_1! n_4!, \quad \forall 0 \leq n_1 \leq n_2 \leq n_3 \leq n_4, n_1 + n_4 = n_2 + n_3 \]
we have
\[
\frac{i!}{\ell_1! \ell_2!} \leq \frac{(k + 2)!}{\ell_1!(j + \ell_2)!}.
\]

This, together with (4.19), gives
\[
(|\xi_2| + |\xi_3|)^2 \sum_{i+j=2k, i \geq k} |\xi_1|^i |\xi_2|^j \leq |\xi_1|^k \sum_{i+j=k+2} \sum_{\ell_1+\ell_2=i} \frac{(k + 2)!}{\ell_1!(j + \ell_2)!} |\xi_3|^\ell_1 |\xi_2|^j \ell_2
\]
\[
= (k + 2)! |\xi_1|^k \sum_{i+j=k+2} \frac{|\xi_3|^i |\xi_2|^j}{i! j!}.
\] (4.20)

Combining (4.18) and (4.20), we obtain
\[
\text{LHS of (4.17)} \lesssim \sum_{k=0}^{\infty} \frac{2^k}{(2k)!} (k + 2)! |\xi_1|^k \sum_{i+j=k+2} \frac{|\xi_3|^i |\xi_2|^j}{i! j!}
\]
\[
\lesssim \sum_{k=0}^{\infty} \frac{2^k}{(2k)!} k! |\xi_1|^k \sum_{i+j=k+2} \frac{|\xi_3|^i |\xi_2|^j}{i! j!}.
\] (4.21)

By Stirling formula (3.26) we have
\[
\frac{2^k}{(2k)!} k! \leq \frac{\sqrt{k}}{k!}
\]
and similar to (3.25) we have
\[
\frac{\sqrt{k}}{k!} |\xi_1|^k \lesssim e^{\xi_1}
\]
then we deduce from (4.21) that
\[
\text{LHS of (4.17)} \lesssim e^{\xi_1} \sum_{k=0}^{\infty} \sum_{i+j=k+2} \frac{|\xi_3|^i |\xi_2|^j}{i! j!} \leq e^{\xi_1} \sum_{k=2}^{\infty} \sum_{i+j=k} \frac{|\xi_3|^i |\xi_2|^j}{i! j!}
\]
\[
\leq e^{\xi_1} \left( \sum_{i=0}^{\infty} \frac{|\xi_3|^i}{i!} \right) \left( \sum_{j=0}^{\infty} \frac{|\xi_2|^j}{j!} \right) = e^{\xi_1 + |\xi_2| + |\xi_3|}.
\] (4.22)

This proves (4.17) and thus (4.16) holds. Then it follows from (4.11), (4.12) and (4.14) that
\[
\frac{d}{dt} E(t) \lesssim \sigma^{2-3(1-\epsilon_0)} \int_{\xi_1+\xi_2+\xi_3=0} |\xi_1 \xi_2 \xi_3|^\epsilon_0 e^{\sigma(|\xi_1|+|\xi_2|+|\xi_3|)} |\hat{u}(\xi_1) \hat{u}(\xi_2) \hat{u}(\xi_3)|
\]
\[
\lesssim \sigma^{-2-3(1-\varepsilon_0)} \| D^{\varepsilon_0} I v \|_{L^3(\mathbb{R})}^3 \lesssim \sigma^{-2-3(1-\varepsilon_0)} \| I u \|_{H^{\frac{3}{2}}(\mathbb{R})}^3, \tag{4.23}
\]
where \( v = \mathcal{F}^{-1} |\hat{u}| \), and we used the Sobolev embedding (since (4.13))
\[
\| D^{\varepsilon_0} u \|_{L^3(\mathbb{R})} \lesssim \| u \|_{H^{\frac{3}{2}}(\mathbb{R})}.
\]
Integrating (4.23) over \([0, \delta]\), using the local bound (4.9), noting
\[
2 - 3(1 - \varepsilon_0) = \begin{cases} 
\frac{3}{2}(\alpha - 1) & \text{if } 1 < \alpha < \frac{7}{3}, \\
\frac{2}{3} & \text{if } \alpha \geq \frac{7}{3}.
\end{cases}
\]
we conclude the desired bound. \(\square\)

Thanks to Lemma 4.5 and the local well posedness, similar to the proof of Theorem 1.1, we find that the solution of (4.2) satisfies
\[
u \in C([0, \infty); G^{\sigma(t), \frac{3}{2}})
\]
with
\[
\sigma(t) \geq c t^{-\frac{1}{\beta}} , \quad t \to \infty,
\]
where \(\beta\) is the same as that in Lemma 4.5. This proves Theorem 4.1.
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