Heterogeneous associative plasticity in the auditory cortex induced by fear learning – novel insight into the classical conditioning paradigm
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Summary
We used two-photon calcium imaging with single-cell and cell-type resolution. Fear conditioning induced heterogeneous tuning shifts at single-cell level in the auditory cortex, with shifts both to CS+ frequency and to the control CS- stimulus frequency. We thus extend the view of simple expansion of CS+ tuned regions. Instead of conventional freezing reactions only, we observe selective orienting responses towards the conditioned stimuli. The orienting responses were often followed by escape behavior.
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Abstract
Learning-related plasticity in the auditory cortex can adaptively modify processing of behaviorally salient stimuli. Fear conditioning induces tuning reorganization and increases representation of the conditioned stimulus (CS+). However, the extent of this plasticity has been unclear at the level of populations of neurons. We used two-photon calcium imaging to investigate receptive field plasticity in the auditory cortex with single-cell and cell-type resolution. Fear conditioning induced heterogeneous tuning shifts at single-cell level, with shifts both to CS+ frequency and to the control CS- stimulus frequency. Neurons retuning to CS+ frequency represent substantial fraction of neurons that are spatially intermingled with numerous neurons retuning to CS-. Our data brings new insight to the classical two-stimuli conditioning and complement the view of simple expansion of CS+ tuned regions. Behaviorally, we describe selective orienting responses towards the conditioned stimuli. The orienting responses were often followed by escape behavior, instead of conventional freezing reactions only.
Introduction

The sensory cortex is able to modify its function based on preceding experience in order to optimize processing of behaviorally relevant stimuli. In the auditory cortex (AC), functional reorganization is induced by various types of learning (Pienkowski and Eggermont 2011; Syka 2002) and receptive fields can be dynamically retuned over multiple timescales (Fritz et al. 2003; Froemke and Schreiner 2015; Winkowski et al. 2013; Yin et al. 2014). There is expanding evidence that information processing in the AC is flexibly and adaptively shaped by learned significance of sounds and their behavioral context (Kato et al. 2015; Kuchibhotla et al. 2017; Marlin et al. 2015; Pachitariu et al. 2015; Rothschild et al. 2013; Schreiner and Polley 2014; Winkowski et al. 2013). Resulting learning-related changes in synaptic strength and cortical dynamics are followed by improved perception and behavioral performance (Bathellier et al. 2012; Froemke et al. 2013; Sarro et al. 2015). Associative plasticity in the AC can be elicited both by aversive and appetitive conditioning (Weinberger 2007). After the conditioning, neurons have been repeatedly reported to retune their best frequencies towards or at the frequency of the conditioned stimulus (Bakin and Weinberger 1990; Diamond and Weinberger 1986; Edeline et al. 1993; Ji and Suga 2007; Kraus and Disterhoft 1982; Recanzone et al. 1993). At global scale, associative learning leads to tonotopic map expansion with overrepresentation of the frequency of the conditioned stimulus. The map expansion is correlated with increased motivation and enhanced discriminability (Biesczad and Weinberger 2010; Polley et al. 2006; Rutkowski and Wemberger 2005). Similar receptive field plasticity was found using stimulation of nucleus basalis or ventral tegmental area instead of an unconditioned stimulus (Bao et al. 2001; Kilgard and Merzenich 1998). However, the aforementioned often-cited results describing receptive field and map plasticity after the conditioning were obtained mostly using multi-unit recordings or single unit recordings in low numbers of neurons. The former methods sum the activity of higher number of cells and the latter are inherently biased towards larger, more active or more strongly responding cells (Harris et al. 2016). Thus, the nature of the plasticity as described by classical electrophysiological approaches has been unclear at the population-level. Intriguingly, a recent study found a contrast enhancement following exposure to behaviorally important ultrasonic stimuli without any corresponding map expansion in the AC (Shepard et al. 2016). To better understand the exact nature and mechanisms of learning-induced plasticity at population level, experiments using functional optical in vivo imaging that is capable of single-cell and cell-type resolution are needed (Chen et al. 2013; Svoboda and Yasuda 2006). We used chronic two-photon calcium imaging in transgenic mice to study receptive field plasticity induced by fear conditioning. We measured tonal responses in neuronal populations in the layer II/III of core AC with single-cell resolution. Because cortical inhibition, especially in supragranular layers, is essential for receptive field formation, plasticity and learning in the AC (Froemke et al. 2007; Letzkus et al. 2011; Li et al. 2014b; Liu et al. 2007; Sarro et al. 2015), we also study the major subclass of cortical interneurons, parvalbumin (PV) cells together with principal cells (tdTomato). Here we show heterogeneous population plasticity elicited by fear conditioning. On single-neuron level, we observed a substantial fraction of neurons that retuned towards CS control stimulus, challenging the typical description of the area retuning in the classical two-stimuli fear conditioning experiments. PV interneurons did not manifest significantly different behavior from the principal cells. Further, using a more detailed approach for analyzing the behavioral responses after fear learning, we observed selective orienting responses towards the conditioned stimulus. The selective attention was followed by escape behavior combined with subsequent freezing reactions to form dynamic defense patterns (Blanchard 2017).

Methods

Animals
For calcium imaging experiments we used PV-2PA-Cre/flex-tdTomato mice (n=5, Jackson Stock #008069 crossed with #007908) for selective labeling of PV cells with a red fluorescent protein tdTomato. For behavioral experiments, we used C57Bl/6J mice (n=15; 5 in each group with different conditioning current amplitude). Young adult mice (6-12 weeks) of both sexes were used. The animals were provided with food and water ad libitum and housed on 12h dark/light cycle. All procedures were approved by Institutional Animal Care and Use Committee at Institute of Experimental Medicine, Czech Academy of Sciences. The procedures were carried out in accordance with the relevant guidelines and regulations.

Cranial window surgery and viral transduction
Mice were anesthetized with isoflurane (1-1.5%) and placed on a heating pad (38° C). A chronic cranial window was implanted over the right auditory cortex. Initially, a midline incision was made and skin margins were attached to the skull by cyanoacrylate (UHU Supergel). A metal bar was used for head immobilization. After resecting right temporal muscle, a craniotomy over the auditory cortex was gently performed, leaving dura intact. Following the craniotomy, small volumes (20-40 nl) of AAV1.syn.GCaMP6s vectors (Penn Vector Core; titer 5.10^{11} gc/ml) were microinjected at very slow application speed (~ 25 nl/min) using a pulled glass capillary (tip 5-10 μm) at multiple (~10) locations to the depth of 250 μm bellow dura. The craniotomy was covered with a small glass coverslip (3 mm diameter) and sealed using cyanoacrylate. The rate of GCaMP6s expression was monitored by epifluorescence imaging, reaching optimal levels for two-photon imaging in 3-4 weeks.

Two-photon calcium imaging and data analysis
Calcium data were recorded using an Ultima IV two-photon microscope (Prairie Technologies) with a Chameleon Vision II laser (Coherent). The laser wavelength was set to 920 nm for all measurements. Mice were anesthetized with isoflurane (0.8-1%). GCaMP6s calcium signals were recorded using a LUMPLFLN 20XW objective (NA = 0.95, Olympus) from depth of 150-300 μm below pia in a full-frame scanning mode (sampling frequency ~ 5Hz). The core auditory cortex was localized using one-photon epifluorescence imaging with low-magnification objective (4x) as cortical areas showing tonotopically organized responses to tonal stimuli. The areas were compared to the map of the mouse auditory cortex fields (Issa et al. 2014). The data were processed with Two-Photon Processor software package in MATLAB (Novak et al. 2016; Tomek et al. 2013) using peeling algorithm for spiking activity inference (Grewe et al. 2010). Local neuropil signal was subtracted. Before the processing, data were semi-automatically segmented using custom written scripts in MATLAB. Only fields of view containing less than 5% of neurons with GCaMP6 filled nuclei were included in the dataset, as overexpression of GCaMP6 interferes with neuronal function and can influence response selectivity (Chen et al. 2013). Tuning curves (TC) were computed by summing responses for a given frequency over all intensities. Best frequency was defined as a frequency corresponding to the peak response of the TC. For the purpose of the comparison of tuning before and after the fear conditioning, only neurons significantly responding both before and after the conditioning were included in the dataset (significant increase in evoked activity compared to preceding spontaneous activity, 500 ms response window, Wilcoxon signed-rank test, p<0.05). The receptive fields were measured two days before and two days after the fear conditioning.

Acoustic stimulation in two-photon imaging experiments
Acoustic stimuli waveforms were created in MATLAB, amplified by Transiwick 140P amplifier and delivered from a TDT MF1 speaker (Tucker-Davis Technologies) positioned 15 cm from and pointing to the contralateral ear, and passed through a 7cm wide opening in the heated pad. The speaker was calibrated using a B&K 4939 microphone, a ZC0020 preamplifier, and a B&K 2231 Sound Level Meter. The acoustic stimuli comprised pure tones (91 stimuli, 13 frequencies logarithmically spaced between 4-32 kHz presented at seven intensity levels evenly spaced between 20-80 dB SPL, 5ms linear ramps, 100 ms duration, 2000 ms inter-stimulus interval). In a small
subset of experiments, we used acoustic stimulation with a finer frequency resolution (133 stimuli, 19 frequencies logarithmically spaced between 2-45 kHz). The stimuli were presented in a random order, with 7 repetitions of the stimulation battery. The inner microscope cage was insulated with sound absorbing foam. The laser power supply unit was placed in a custom-made noise-isolating chamber.

Fear conditioning and behavioral testing
Fear conditioning was performed in a Habitest cage (Coulborn Instruments). The conditioned stimulus (CS+) was an 8 kHz pure tone (80 dB SPL, 3 s duration) associated with a foot shock (1.0 mA intensity, 1 s duration) applied during the last second of CS+. As a control unassociated stimulus (CS-), we used a 16 kHz pure tone (80 dB SPL, 3s duration). Free-field stimuli (15 repetitions of both CS+ and CS- in a random order, a random inter-stimulus interval in range of 20-40 seconds) were generated using Asus Xonar STXII sound card, amplified by Transiwall 140P amplifier and delivered using a SS-LAC305ED speaker (Sony). The speaker was calibrated using the same devices as in the case of stimulation in two-photon imaging experiments. Conditioning and behavioral testing were conducted in different spatial contexts. Before the behavioral testing, the walls of the conditioning cage were replaced with ones with different pattern, the bar floor was covered with a safe solid floor and the cage was thoroughly cleaned before the conditioning and the training session (70% ethanol and 1.5% acetic acid, respectively). The behavior was registered using a full-HD video camera (HC-X900M, Panasonic, 25 fps) and assessed objectively by image tracing, using custom-written scripts in MATLAB. Before training, the metal bar on animal’s head was labeled with a green and a red dot. The images were analyzed using RGB decomposition and single channel brightness thresholding, which allowed us to precisely determine current head position and direction. Orienting responses as a measure of selective attention (Bradley 2009) were calculated as absolute derivatives of head direction (time span 3s before, 3s during and 3s after the presentation of CS’ or CS’). To evaluate planar movement of the animal, we determined travelled Euclidean distance between each pair of subsequent frames.

In three groups of animals (3 x 5 mice; without cranial window surgery) that underwent only conditioning and behavioral testing we used three different footshock currents – 0.5 mA, 1.0 mA and 1.5 mA.

Results
Using calcium imaging in the AC, we measured tonal receptive fields (RFs) of neurons two days before and one day after the fear conditioning (Fig. 1). The conditioned stimulus (CS+) associated with footshock was an 8 kHz pure tone and the control stimulus (CS-) was a 16 kHz pure tone (Fig. 1D). Based on the responses to pure tones during RFs measurements we sorted neurons based on their responsivity before and after the conditioning (see Methods). Out of 684 tdTomato not-expressing (tdTomato-) neurons we observed that 533 neurons (78%) were responsive both before and after the conditioning, 89 neurons (13%) were responsive only before conditioning, 38 of neurons (6%) started to be responsive after conditioning and 21 neurons (3%) were unresponsive both before and after the conditioning. Out of 64 tdTomato-expressing PV+ interneurons, 40 neurons (62%) were responsive both before and after the conditioning, 10 neurons (16%) were responsive only before conditioning, 8 of neurons (13%) started to be responsive after conditioning and 6 neurons (9%) were unresponsive both before and after the conditioning.

We recorded pure tones-evoked calcium transitions in the same set of the AC neurons both before and after the fear conditioning. Our datasets included 40 PV+ neurons and a group of neurons that did not express tdTomato in respective mouse crosses (here further termed as tdTomato- cells, n = 533). We did not genetically target principal cells directly, however, a vast majority of tdTomato- cells were of principal cell type. For example, according to (Tremblay et al. 2016), ~80% of neurons in L2/3 are principal cells and the rest are interneurons, ~25% of L2/3 interneurons (~5% of all
cells) are PV+ tdTomato expressing interneurons. Thus more than 84% of tdTomato+ (80 out of 95 neurons tdTomato+ in every 100 neurons) cells belonged to excitatory principal cells and we further consider the group in this way.

**Fear conditioning elicits heterogeneous tuning shifts in the auditory cortex**

We determined tuning of individual neurons as best frequencies (BFs) calculated from their tuning curves (Fig. 2A). After the conditioning, we observed heterogeneous BF shifts. Unexpectedly, a substantial fraction of neurons shifted BF towards or at CS- frequency (even if some of them were initially tuned to CS+ frequency (Fig. 2A right, 2B). To describe the tuning shifts with respect to initial tuning, we plotted BFs of all neurons before the conditioning against the values after the conditioning (Fig. 3A) showing the heterogeneity of the retuning. Sizes of individual dots represent counts of neurons with the respective pre- and post-conditioning BFs. Interestingly, we found numerous unexpected combinations showing retuning towards CS- (16 kHz). Despite the observed retuning heterogeneity, we observed a significant shift of the BFs average towards CS- (0.4 ± 0.1 octave, p<0.001, two-tailed t-test); Figure 3B. We plotted mean tuning curves of the neurons before and after the conditioning (Figure 3C). From these curves we observed significant decreases of activity at higher frequencies starting from 16 kHz (CS- frequency) above. Curves before (blue lines) and after (red lines) the conditioning are plotted in Figure 3C separately for excitatory cells (full line) and PV+ cells (dotted line); errorbars are SEM. We also analyzed the changes in numbers of neurons coding for individual BFs (Figure 3D). Magenta lines represent the respective difference curves. From both group analyses, we were not able to conclude whether retuning towards CS- can or cannot be produced by chance.

Further analysis includes only neurons whose pre-conditioning BF belonged to the interval from the CS+ up to the CS-, the interval of frequencies <8 kHz, 16 kHz> (n = 305). The motivation for this step was to avoid a possible bias as the distribution of our dataset was not symmetrical with respect to CS+ and CS- frequencies. For example, many neurons with higher pre-conditioning BFs could be just “to far above CS+” to reach CS+ if they receive similarly strong inhibitory unmasking around 8kHz compared to neurons tuned closer to CS+ before the conditioning. This could mask the tuning of some neurons to CS- in Fig. 3B, C analysis. We plotted the histogram of BFs of those neurons and observed two peaks (Figure 3E). To evaluate whether such two peaks can emerge randomly we took the conditioning-induced BFs changes of these neurons and assigned them randomly to the set of the neurons (Figure 3F).

As the group of neurons retuning towards CS- represented a novelty, we further focused on their spatial arrangement with respect to neurons retuning towards CS+ (Figure 4). We classified the neurons into four categories – those which retuned away from both CS- and CS+ (their BFs were further from both CS- and CS+ after the conditioning than before) represented category (1) (n = 54) and were not further inspected. Neurons retuning towards CS+ or keep CS+ frequency – category (2) (n = 132). Neurons retuning towards CS- or keep CS- frequency – category (3) (n = 85). Neurons that did not changed their BF that had neither been CS+ nor CS- frequency – category (4) (n = 34). Examples of neurons belonging to these categories are depicted in Figure 4A in real coordinates for one representative field of view (FOV).

To inspect spatial context of neurons belonging to a specific category, we calculated a distance from a neuron of such category to closest neurons of the same or different category. Histogram of distances of closest category (3) neurons to individual category (2) neurons is in Figure 4B. Histogram of distances of closest category (2) neurons to individual category (2) neurons is in Figure 4C. Histogram of distances of closest category (3) neurons to individual category (3) neurons is in Figure 4D. Histogram of distances of closest category (4) neurons to individual category (4)
neurons is in Figure 4E. We compared such closest-neighbor distances (Figure 4F) and observed
that distances of neurons of different categories (category 2 and 3; first datapoint) were significantly
larger than distances between neurons belonging to a same category (p<0.0013, two-tailed t-test,
Bonferroni correction n = 3). Mean distances were corrected for the number of neurons belonging
to such category. Despite this significant difference, mean closest-neighbor distance between
neurons retuning towards CS+ (category 2) and neurons retuning towards CS- (category 3), 63±3
μm, practically means that neurons of these two categories are spatially intermingled.

Behavioral reactions to the conditioned stimulus

To evaluate behavioral outcomes of the conditioning, we performed image tracing and objective
behavioral analysis of each mouse in a different context arena with a safe floor. We tracked the
colored nail polish marks on the headbar and calculated the position and orientation of the animal’s
head in each time bin (full HD camera frame). Tested animals showed various types of reaction
upon CS+ stimulus presentation (Fig. 5A). Upon presentation of CS+, we often observed two types
of behavioral reaction: a period of an excessive movement (hyperlocomotion) and a period of
orientation head movements (Fig. 5B, C). Interestingly, the extent of these reactions was inversely
dependent on the current used during the conditioning. Presentation of CS+ evoked reactive
hyperlocomotion with maximal speed in the last second of CS+ duration (maximum at 2.44 s after
CS+ onset), i.e. during time corresponding to footshock delivery in the preceding training session.
The hyperlocomotion as an escape behavior was followed by a suppression of movements,
indicating freezing behavior (Fig. 5D, n=14 mice, 15 trials for CS+ and 15 trials for CS- in each
animal; mean z-scored speed; error bars are in S.E.M).

The escape behavior was a selective reaction towards CS+, as we did not observe any speed increase
after the presentation of CS- (Fig. 5D). Although freezing responses are often used as only
indicators of fear learning, recent work demonstrated that mice can engage both active and passive
defense behaviors during fear conditioning.
Orienting responses can be used as a measure of selective oriented attention. We computed changes
in head angles as their derivatives. We observed short-latency (with peak at 280 ms after CS+ onset)
orienting head movements as a selective reaction towards the CS+, which preceded the escape
behavior. After the end of CS+ duration, the head movements were suppressed, again corresponding
to freezing behavior (Fig. 5D, n=14 mice, 15 trials for CS+ and 15 trials for CS- in each animal;
mean z-scored absolute derivatives of head angles; error bars are in S.E.M). No orienting responses
were induced by CS- presentation (Fig. 5D).

Discussion

Using two-photon calcium imaging in the auditory cortex, we studied learning-induced changes in
population coding of sounds with single-cell resolution. In different neurons, both shifts towards
the CS+ and CS- were present, which further expands the classical view of associative plasticity in
the auditory cortex. Although tuning shift directions and magnitudes were heterogeneous at the
level of individual cells, we observed significant tuning reorganization at the global scale,
corresponding to many previous multi-unit electrophysiological studies. Neurons retuning towards
the CS+, or to the CS- have closer neighbor of the same category as compared to closest neuron
distances of units belonging to respective categories. Behaviorally, the plastic auditory cortex
changes were accompanied by selective attention towards the conditioned stimuli.
Heterogeneous receptive field plasticity induced by associative learning

Our results describing retuning of individual auditory cortex neurons after fear conditioning complement the classical view of mesoscale auditory map expansion with concomitant best frequency shifts towards the frequency of CS+ (McGann 2015; Weinberger 2007). Tuning shifts were heterogeneous on single-neuron level, with retuning both towards and from CS+ frequency for most initial best frequencies. A hypothetic explanation can be that these different neurons form separate spatially intermingled subnetworks with different functions. This view corresponds to prevailing local tonotopic heterogeneity compared with global order at the macroscopic level (Bandyopadhyay et al. 2010; Kanold et al. 2014; Maor et al. 2016; Rothschild and Mizrahi 2015; Rothschild et al. 2010). A finding of diverse learning-related plasticity in multiple populations was also reported in visual cortex (Poort et al. 2015). Similar heterogeneous plasticity after auditory fear conditioning like in our study was recently described in amygdala, with both enhanced and suppressed responses to CS’ and CS’ in different cells after the learning (Grewe et al. 2017).

Another difference with previous work is in recording depth, as the previous recordings were mostly done in layer IV/V and we recorded our data in layer II/III. Our approach reflects the associative plasticity more specifically, as layer II/III was identified as a major site of fear learning in the AC (Letzkus et al. 2011). Moreover, plasticity in intracortical inputs to A1 is best correlated with increased behavioral performance (Guo et al. 2013).

We randomly presented CS+ and CS’ stimulus. We chose the conditioning with two tones (CS+ and CS’) as it was used in some of the classical works in the field (Antunes and Moita 2010; Diamond and Weinberger 1986). Based on the more traditional view of associative plasticity (Weinberger 2007), this is not expected to cause any shifts towards the CS’ frequency, as CS’ stimulus is not supposed to be associated with any behavioral relevance. On the contrary, a larger downregulation of neurons responding to frequencies around CS’ frequency would be expected. However, using single-cell resolution we showed that the fraction of neurons retuning to CS’ can be as high as 28%.

In extracellular electrophysiological studies, these neurons could be masked by more numerous CS+ retuning neurons (43% of analyzed neurons in our dataset). It is possible that CS’ stimulus might be associated with a period of “safety” and thus could partially gain positive value (Kong et al. 2014; Takemoto and Song 2019). Here we showed that neurons retuning to CS+ and CS- are spatially intermingled and could, in principle, belong to different subnetworks with different functions (Rothschild and Mizrahi 2015).

A partial limitation of our study can be that we performed the recordings in mild isoflurane anesthesia, not in awake animals. Nevertheless, this fact does not limit the comparability to previous work, as most of the studies were also performed in anesthetized animals. Most importantly, receptive field shapes are not significantly influenced by anesthesia (Guo et al. 2012; Noda and Takahashi 2015). Anesthetics dramatically influence neuron response dynamics (Kato et al. 2015), which were due to lower achievable laser-scanning speed not studied in our work.

Specific stereotypical circuits driving associative plasticity in adult mice have been identified in last ten years. Both carrying information in a bottom-up direction (Letzkus et al. 2015; Letzkus et al. 2011) to various brain areas including amygdala and cortex, or associative circuits connecting higher/related cortical areas to primary cortices in a top-down direction (Lee et al. 2013; Zhang et al. 2014). The central role in all these circuits is played by vasointestinal peptide-expressing (VIP) inhibitory interneurons that specialize in inhibiting of inhibitory (Krabbe et al. 2019; Pi et al. 2013) cells and thus transiently increasing the excitability of local excitatory cells producing a time window for enhanced plasticity. VIP+ interneurons target mainly somatostatin-expressing (SST+) interneurons and to a smaller extent also PV+ interneurons (Jiang et al. 2015). It could be hypothesized that such circuit can also adjust receptive fields of SST+ interneurons that in turn highly influence receptive fields of cortical excitatory neurons (Lakunina et al. 2020). In our experiments we observed that after conditioning SST+ interneurons show opposite tuning shift compared to excitatory neurons (unpublished data).
We did not find any principal differences in retuning of PV+ interneurons as compared to the rest of the neurons (mainly pyramidal cells). Such result is not surprising concerning one of their main roles in cortical circuits where they serve with feedforward inhibition and regulate gain and timing (Atallah et al. 2012; Kepecs and Fishell 2014). To keep such purpose workable it is expedient to follow the tuning curves of the pyramidal neurons (Cohen and Mizrahi 2015; Li et al. 2014a; Li et al. 2014b).

Learning-induced plasticity and its relation to selective attention

Our behavioral data from head orientation tracking show selective orienting responses towards the conditioned stimuli. Both the learned significance of auditory stimuli and the rules for attentional selection are encoded in the auditory cortex (Fritz et al. 2010; Kato et al. 2015; Moczulska et al. 2013) together with upstream brain areas, especially frontal association cortex (Lai et al. 2012; Nakayama et al. 2015; Winkowski et al. 2013). Importantly, phasic cholinergic activation is necessary for associative learning (Letzkus et al. 2011) and a direct link between cholinergic reinforcement signals and auditory attention was demonstrated (Hangya et al. 2015). Consequently, the flow of information through cortical microcircuits can be adaptively gated by behavioral demands and modulated by top-down salience of the stimuli. The acquired salience biases selective auditory attention (Fritz et al. 2010; Lakatos et al. 2013; Polley et al. 2006; Rodgers and DeWeese 2014). Therefore, the representational plasticity in the auditory cortex can hypothetically pose a link between memory and selective auditory attention. The resulting behavioral adaptiveness is obvious, as it is behaviorally important both to remember threat-predicting stimuli as well as to pay attention towards them in future encounters.
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Fig. 1 Illustrative figure showing the key steps of the experiment. A) Cranial window implanted over the right auditory cortex and the custom-made head holder. B) Mesoscopic brightfield and epifluorescence image of the cranial window three weeks after the virus injection and cranial window implantation. C) Two-photon image from layer 2/3 in the core auditory cortex of PV-Cre/tdTomato mouse. Neurons express GCaMP6s (green) and parvalbumin-expressing interneurons are co-labeled with tdTomato (red-orange). Insets - typical single auditory neuron characteristics - peristimulation time histogram (upper) and a tonal receptive field (RF, lower). D) Scheme of the fear conditioning protocol. E) Diagram showing all consecutive steps of the experiment.
Fig. 2 Tuning of individual neurons before and after the fear conditioning. A) Example of two neurons with different retuning following the fear conditioning protocol. Note that neuron #2 retuned towards CS-. B) Tuning of a group of neurons expressing GCaMP6s calcium indicator. Identified neurons were color coded according to their best frequency; neurons with different retuning parameters turned up to be spatially intermingled.
Fig. 3 Retuning of individual neurons after the fear conditioning overrepresents both CS+ and CS- stimuli. 

A) Plot of BF s of individual neurons before and after the conditioning: tdTomato- neurons (n = 533, blue dots), PV+ cells (n = 40, red dots). The size of the spot represents multiplicity of the respective combination. 

B) The mean BF of all neurons (n = 573 neurons) significantly moved to CS+ stimulus, although the observed heterogeneity was large. 

C) Responsivity of cortical neuron populations to pure tones defined as tone-evoked firing rate minus spontaneous firing rate; for each frequency the values were averaged across all intensities (Tuning curves). Curves before and after the conditioning (blue, red, respectively), tdTomato- neurons’ curves (solid) were normalized to 1 and PV+ neurons’ curves (dashed) were normalized to 0.5 for clarity in one figure. 

D) Numbers of neurons with specific BFs before and after the conditioning. Color coding same as in the previous figure; difference curve (purple). Solid line tdTomato- neurons, dashed line PV+ neurons. 

E) Distribution of BFs after conditioning for neurons with pre
conditioning BFs ranging from 8 kHz to 16 kHz (n = 305). Real data fitted with two-term Gaussian curve. Right peak in the panel shows tuning towards CS+ (16 kHz). F) In data BFs before conditioning were changed with shuffled BF changes the right peak is not observable.

Fig. 4 Spatial analysis of individual neurons retuning. A) Representative rectangular FOV (one out of sixteen) of 300 µm side is depicted with individual neurons with pre-conditioning BFs belonging to the interval <8 kHz; 16 kHz>; n = 305. Neurons are pictured here at their real positions and with outer diameters representing 12 µm. Neurons are color-coded according to their BFs before and after conditioning. Color of the outer ring represents BF before conditioning, central spot of the neuron represents BF after conditioning. Neurons were classified according to the character of their retuning after conditioning. Category (1) neurons (n = 54) retuned away from both CS+ and CS−. Category (2) neurons (n = 132) retuned towards CS+. Category (3) neurons (n = 85) retuned towards CS−. Category (4) neurons (n = 34) did not change their BFs. B, Histogram of distances from single neurons of category (2) to their respective closest neighbor of category (3). C, D, E) Same as in (B) but the distances were measured to the closest neuron belonging to the same category – category (2), category (3) and category (4), respectively. F) Mean distances from (B, C, D, E) corrected for the number of neurons belonging to respective category; error bars represent standard error of the mean. Distances of neurons of different categories (category 2 and 3; first datapoint) tend to be larger than distances between neurons belonging to a same category (p<0.0013, two-tailed t-test, Bonferroni correction n = 3).
Different behavioral responses to CS+ and CS- were observed and evaluated. A) Diagram of differential reactions to CS+ with respect to the stimulus onset. B) Head orienting movements were observed significantly more often in response to CS+. C) Animal reacted to CS+ presentation with excessive locomotion more often than upon CS- presentation. D) Mean z-scored head orientating movements and locomotion with respect to the stimulus duration (gray area).
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