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Abstract—Adversarial examples are human- imperceptible perturbations to inputs to machine learning models. While attacking machine learning models, adversarial examples cause the model to make a false positive or a false negative. So far, two representative defense architectures have shown a significant effect: (1) model retraining architecture; and (2) input transformation architecture. However, previous defense methods belonging to these two architectures do not produce good outputs for every input, i.e., adversarial examples and legitimate inputs. Specifically, model retraining methods generate false negatives for unknown adversarial examples, and input transformation methods generate false positives for legitimate inputs. To produce good-enough outputs for every input, we propose and evaluate a new input transformation architecture based on two-step input transformation. To solve the limitations of the previous two defense methods, we intend to answer the following question: How to maintain the performance of Deep Neural Network (DNN) models for legitimate inputs while providing good robustness against various adversarial examples? From the evaluation results under various conditions, we show that the proposed two-step input transformation architecture provides good robustness to DNN models against state-of-the-art adversarial perturbations, while maintaining the high accuracy even for legitimate inputs.
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1 INTRODUCTION

As a representative machine learning model, Deep Neural Networks (DNNs) have shown good outputs for legitimate inputs in various real-world applications [1], [2]. However, many studies showed that DNNs produce false positives or false negatives for adversarial examples, which are human-imperceptible perturbations to inputs to machine learning models [3]–[5]. For example, recent studies showed that such adversarial examples cause false positives or false negatives of practical machine learning systems such as face recognition systems, object recognition systems, and perceptual ad-blocking system [6]–[9]. Also, Bengio, Hinton, and LeCun acknowledged adversarial examples as a representative shortcoming of deep learning at AAAI 2020 [10].

However, traditional techniques, such as dropout, for making machine learning models robust generally do not provide a practical defense against adversarial examples. Here, the term “robustness” is the ability of a machine learning model to cope with adversarial input during execution.

To provide robustness to DNN models against adversarial examples, we can consider proactive countermeasures, which make deep neural networks more robust before adversaries generate adversarial examples and reactive countermeasures, which mitigate the effect of adversarial examples after deep neural networks are built. As a representative proactive countermeasure to strengthen DNN model, let us consider model retraining architecture. As shown in Fig. 1b, model retraining architecture changes the DNN model itself or the training process for the given DNN model [11], [12], [13]. The model retraining architecture is known to be effective for early adversarial perturbation calculation methods such as Fast Gradient Sign Method (FGSM) [14] and Basic Iterative Method (BIM) [6]. However, the performance of model retraining architecture is limited because retrained DNN models are highly dependent on...
adversarial perturbation calculation methods. Thus, it is impossible to identify unknown adversarial examples. Also, the model retraining architecture requires high computation and memory usage when retraining DNN models. On the other hand, we can consider a representative reactive countermeasure, commonly referred to as input transformation architecture. As shown in Fig. 1c, input transformation architecture transforms inputs to reduce perturbations of adversarial examples before feeding into DNN models [15], [16], [17]. Compared to the model retraining architecture, it can provide robustness to DNN models against adversarial examples with low computation and memory usage. Unfortunately, since input transformation architecture transforms even the legitimate input while removing perturbations of adversarial examples, it does not work well for the legitimate input. Failure in working well for the legitimate input means that it can cause significant damage to specific applications such as self-driving car, bio-medicine, and certification which are sensitive to small accuracy variation.

To solve the limitations of the previous two defense methods, we intend to answer the following question: How to maintain the performance of DNN models for legitimate inputs while providing good robustness against various adversarial examples?

Specifically, we propose a new type of input transformation architecture called two-step transformation architecture as shown in Fig. 1d. Different from the previous one-step input transformation architecture in Fig. 1c, the two-step input transformation architecture consists of two transformation steps: Conversion and Inversion. In Conversion step, input images are transformed into corrupted input images by using a conversion function, \( p(\cdot) \), before construction of adversarial examples. In Inversion step, adversarial examples are transformed into inputs to DNN models by using the inverse conversion function, \( p^{-1}(\cdot) \). Due to the inverse relationship between Conversion and Inversion, the proposed two-step input transformation architecture works well for the legitimate input while also providing good robustness against various adversarial examples.

To evaluate the effectiveness of two-step input transformation architecture, we also introduce a practical implementation, called EEJE. Here, the term ‘EEJE’ indicates a Chinese phrase, which means to use a barbarian to control the barbarian. From the experimental results, we show that they work well for adversarial examples as well as for legitimate inputs. Compared to model retraining methods, the proposed EEJE method does not require retraining of existing models and does not produce false negatives for various adversarial examples. Also, compared to previous input transformation methods, the proposed EEJE method does not produce bad outputs (false positives) to legitimate inputs.

Main contributions of this paper can be summarized as follows:

1. We proposed a new type of input transformation architecture using on two-step input transformation to produce good-enough outputs for both legitimate inputs and adversarial examples;
2. As a practical way to implement the two-step input transformation architecture, we introduce new defense method called EEJE;
3. From analysis results using EEJE under state-of-the-art adversarial perturbations, we show that the two-step input transformation architecture provides better robustness than the model retraining architecture and the one-step input transformation architecture while maintaining the high accuracy even for legitimate inputs. Through such contributions, we present the necessity of various studies on the two-step input transformation architecture.

The rest of the paper is organized as follows. In section 2, we overview well-known adversarial perturbation calculation methods and defense methods. We show the proposed input transformation architecture and the operational details of the proposed EEJE method in section 3. In section 4, we show the influence of different adversarial perturbation calculation methods on EEJE. Finally, we summarize this paper in section 5.

2 Preliminaries and Related Works

In this section, we overview the state-of-the-art perturbation calculation methods for generating adversarial examples, we introduce two well-known defense architectures against adversarial examples. We also introduce a practical attack model which exploits adversarial examples.

2.1 Adversarial Perturbation Calculation Methods

In this section, we summarize the characteristics of five well-known adversarial perturbation calculation methods, which are commonly used as construction models for adversarial examples [14], [6], [18], [19], [20]. Equations for every adversarial perturbation calculation method are summarized in appendix for further reference.

- Fast Gradient Sign Method (FGSM): As a non-iterative-based fast adversarial perturbation calculation method, FGSM was introduced by Goodfellow et al. [14]. To calculate adversarial perturbations, FGSM uses the sign of the gradient to increase loss of DNN models.
- Basic Iterative Method (BIM): A. Kurakin et al. proposed the basic iterative adversarial perturbation calculation method by extending FGSM [6]. Unlike FGSM, which performs only one gradient update, BIM performs several gradient updates for the fine optimization and clips the pixels of each intermediate result.
- DeepFool: As an \( L_2 \) distance-based (Euclidean distance) untargeted attack, DeepFool performs an iterative linearization of the classifier to generate minimal adversarial perturbation [18]. To minimize the magnitude of adversarial perturbation, DeepFool finds the nearest decision boundary from an input \( X \), and calculates perturbation which is closest to the boundary value with multiple iterations.
- C&W’s Method: Carlini and Wagner [19] introduced three new perturbation calculation methods, which not only minimize the magnitude of perturbation but also have a higher attack success rate than other methods. Each C&W method is defined as \( L_0 \), \( L_\infty \) and \( L_2 \) type based on the distance metric used to calculate the perturbation. In this paper, we consider
only the $L_2$ type of C&W method (CW), which is most frequently mentioned in other works [21], [22].

- **Jacobian Saliency Map Approach (JSMA):** JSMA makes an adversarial perturbation based on the forward-derivative calculation [20]. JSMA is $L_0$ distance-based method and allows an adversary to compute adversarial saliency maps, which are used to identify the input features causing the most significant changes to the output.

### 2.2 Defense Architecture and Methods against Adversarial Examples

In this section, we overview well-known defense methods against adversarial examples based on two significant defense architectures, i.e., model retraining architecture and input transformation architecture.

#### 2.2.1 Model retraining architecture and methods

To make DNN models more robust against adversarial examples, the model retraining architecture changes the current DNN model $f(\cdot)$ into the new DNN model $f'(\cdot)$. It aims at generating good outputs to inputs to DNN models regardless of the existence of adversarial examples. When the adversarial perturbation calculation method $h(\cdot)$ and a legitimate input $X$ are given, the objective function of the model retraining architecture can be expressed into:

$$
\max_{f'(\cdot)} \Pr(l' = l) \\
\text{s.t. } l' = f' \circ h(X), \\
l = f(X).
$$

So far, as representative defense methods corresponding to $f'(\cdot)$, **Adversarial Training** [11], [12], [23], **Defensive Distillation** [13] have shown a significant effect.

Since **Adversarial Training** trains DNN models by using both adversarial examples and legitimate inputs, the trained DNN models are robust against known adversarial examples. However, since **Adversarial Training** is highly dependent on known adversarial examples, they may require periodic retraining to generate good outputs for the new adversarial examples [24].

**Defensive Distillation** is a defense method that uses distillation training to reduce the bad output caused by adversarial input to DNN models. Note that the original distillation training method trains two DNNs with different architectures to reduce the dimension of DNNs. On the other hand, a **Defensive Distillation** trains two DNNs with the same architecture to improve robustness against adversarial examples. However, in a recent research, **Defensive Distillation** has been proved to be ineffective to defend C&W’s method [25]. Even though these two model retraining methods are simple to implement, they require a lot of costs while retraining the current deployed DNN models.

#### 2.2.2 Input transformation architecture and methods

Different from the model retraining architecture which re-trains the existing DNN models, the input transformation architecture transforms inputs to make adversarial examples less threatened. As shown in Equation 2, the output of the transformation function $i(\cdot)$ becomes the input to the DNN model $f(\cdot)$. Note that since not only the adversarial example but also the legitimate input are transformed by $i(\cdot)$, input transformation architecture should be carefully selected to minimize the classification accuracy degradation for legitimate inputs as well as to maximize the classification accuracy improvement for adversarial examples. That is, when the adversarial perturbation calculation method $h(\cdot)$, the input transformation methods $i(\cdot)$ and an input $X$ are given, the objective function of the input transformation architecture can be expressed into:

$$
\max_{i(\cdot)} \Pr(l' = l) \\
\text{s.t. } l' = f \circ i \circ h(X), \\
l = f \circ i(X).
$$

Note that most input transformation methods do not require to retrain DNN models and generally require lower computation cost than model retraining methods [15], [26]. However, while transforming every input into the corrupted ones, the classification accuracy of DNN models for the legitimate input is inevitably worse. So far, as representative defense methods corresponding to $i(\cdot)$, there exist **Denoising** [15], **Feature Squeezing**, **Image Purify** [16], [17] and **Guo et al.’s method** [22].

Meng et al. proposed a denoising method to reduce perturbations of adversarial examples by using autoencoder-based reformer [15]. The reformer is used to map the adversarial examples into legitimate inputs. It was known that a denoising method was effective when correctly identifying adversarial examples with small perturbation. Xu et al. proposed a new defense method, called **Feature Squeezing** [16]. Given an input image, the **Feature Squeezing** method reduced the color depth and reduced variation among pixels using median filter. The **Feature Squeezing** method was effective when mitigating small perturbations such as DeepFool and C&W’s method. Song et al. proposed an image purifying method, called **PixelDefend** [17]. **PixelDefend** used the PixelCNN to return adversarial examples back to distribution of training dataset. The **PixelDefend** method showed outstanding accuracy against strong perturbations such as DeepFool and C&W’s method. To improve the performance, they used two pre-trained classifiers instead of a discriminator. Guo et
al. proposed a new defense architecture, which combines the input transformation architecture and the model retraining architecture [22]. For mitigating the effectiveness of adversarial examples, they performed image transformation at training and test time. The Guo et al.’s method provided a good robustness under the various attack scenarios.

### 2.3 Threat model

As a form of session hijacking, such as sidejacking, sniffing and so on, a man-in-the-middle(MITM) attack allows an adversary to eavesdrop the flow of plain or encrypted traffic between two parties. Especially, in the cloud service environment including the clients and the server, MITM allows adversary to impersonate two parties. After gaining access to data in the flow of traffic between two parties, adversary intercepts the data and exploits the real-time transfer of other data [27], [28].

As shown in Fig. 2b, let us consider a cloud-based deep learning environment where the client transmits data (e.g., image, text, and sound) to the server for prediction (e.g., regression and classification). Let us assume that parameter values used for training deep neural networks in the server are publicly known (white-box). However, details of how to process input data at the client is not known publicly. Let us consider when adversary gains access to data in the flow of traffic after session hijacking. As a result, the normal session between two parties is broken. Even though the normal flow of traffic between two parties is interrupted and perturbed by the adversary, two parties believe that they are communicating each other securely. That is, after analyzing the adversarial examples instead of the normal input data, the server returns the abnormal prediction results to the client.

For example, a cloud-based deep learning environment for autonomous driving such as TuSimple using AWS has been applied to image recognition and object detection for intelligent transportation systems. To perform traffic safety and driver assistance in autonomous driving, input data to deep learning models, collected from multiple sensors such as onboard camera and LiDAR, are transmitted through the vehicular infrastructure. When adversary intercepts and tampers sensor data transmitted from the vehicle (client) to the server, the server returns the abnormal prediction results on image recognition and object detection. Since such abnormal prediction directly influences on traffic safety and driver assistance, autonomous driving can confront with a major risk. Thus, defense methods which maintain the performance of deep learning models for legitimate inputs while providing good robustness against various adversarial examples are critical issues for performing practical applications.

### 3 Proposed Architecture and Method

In this section, we describe the proposed input transformation architecture against adversarial examples to obtain good outputs to every input. We also introduce a practical defense method that implements the two-step input transformation architecture.

#### 3.1 Two-Step Input Transformation Architecture

Different from the previous input transformation architecture, the proposed input transformation architecture performs two-step input transformation before feeding inputs into DNN models.

As shown in Fig. 1d, the proposed input transformation architecture consists of two transformation steps, i.e., Conversion and Inversion. In the Conversion step, the service client side adds the large perturbation to the original input and thus, causes the adversary to add small perturbation to the original input. In the Inversion step, the service server side restores the original image for every input to DNN models by subtracting the perturbation added by Conversion step.

Such a method is motivated from the following observations. In Fig. 3, we show the input data distribution from CIFAR-10 test dataset [29] over the various $L_0$ and $L_2$ norm values, which are computed from the pixel value difference in the original input image and the adversarial example by
DeepFool [18]. We used a 3×3 median smoothing for the one-step input transformation architecture and DeepFool conversion for the proposed input transformation architecture. Here, the $L_0$ value in x-axis of Fig. 3a represents the number of transformed pixels and the $L_2$ value in x-axis of Fig. 3b represents the normalization value of $L_2$ (Euclidean) distance. In Figs. 3a and 3b, we observe that while most of test data in the two-step input transformation architecture shows the lower $L_0$ and $L_2$ values than the one-step input transformation architecture. We note that even though not directly influencing on robustness of DNN models, the input data distribution over the different $L_0$ and $L_2$ norm values can affect the classification accuracy degradation of DNN models.

As shown in Fig. 4, for an input $X$, the DNN model $f(\cdot)$ and the adversarial perturbation calculation method $h(\cdot)$, the objective function of the two-step input transformation architecture can be expressed into:

$$\max_{p(\cdot)} \min_{h(\cdot)} Pr(l' = l)$$

s.t. $l' = f \circ p^{-1} \circ h \circ p(X)$,

$$l = f \circ p^{-1} \circ p(X) = f(X),$$

where, $p(\cdot)$ is a conversion function which transforms the input to make DNN models robust to adversarial examples, and $p^{-1}(\cdot)$ is an inverse function of $p(\cdot)$, which restores the input image transformed by $p(\cdot)$.

Note that different from the previous one-step input transformation architecture, the proposed two-step input transformation architecture shows the good accuracy even for legitimate inputs. As shown in Equation 3, if adversarial perturbations do not occur, DNN models in the proposed two-step transformation architecture return the same result as DNN models $f(\cdot)$ with no defense as shown in Fig. 1a. This is because $\text{Inversion}$, $p^{-1}(\cdot)$, is the inverse of $\text{Conversion}$, $p(X)$, for a legitimate input $X$. In other words, the legitimate input $X$ is completely restored due to the inverse relationship between $\text{Conversion}$ and $\text{Inversion}$. That is, after the service client side transforms legitimate input $X$ to $p(X)$, the service server can restore legitimate input $X$ from $p^{-1} \circ p(X)$.

Let us also note that the proposed architecture may increase robustness of DNN models against adversarial examples after being combined with the other architectures. This is because the proposed new architecture offers the possibility of triple-defense by combining with model retraining architecture and input transformation architecture. In previous research, only dual-defense was possible through the combination of model retraining architecture and input transformation architecture [16], [17]. The combination of different types of defense methods is important for two reasons. First, the combination of defense methods can complement each other’s weaknesses. Second, DNN models combined with different defense architectures can increase complexity of the perturbation calculation of the adversary, thereby lowering the success rate of the adversarial examples.

### 3.2 A Practical Two-Step Input Transformation Method: EEJE

As a practical two-step input transformation method, we introduce a new method, called EEJE. Here, the term ‘EEJE’ indicates a Chinese phrase, which means to use a barbarian to control the barbarian. In EEJE, perturbations to key features in inputs to DNN models are added by both defender and attacker. That is, different from attacker who minimizes the magnitude of adversarial perturbations to key features in inputs to DNN models, defender makes the magnitude of adversarial perturbations large. Overall operation procedures of EEJE are as follows: (1) Defender adds a certain perturbation $p(\cdot)$ to an input $X$ from $\text{Conversion}$; (2) Attacker adds an adversarial perturbation $h(\cdot)$ into the input transformed by $\text{Conversion}$; and (3) Defender adds an inverse perturbation of $p^{-1}(\cdot)$ from $\text{Inversion}$. Here, the inverse perturbation is additive inverse of the perturbation added in $\text{Conversion}$.

Let us compare outputs corresponding to inputs to DNN models in details according to the existence of EEJE. The
Fig. 5: Four input images randomly selected from CIFAR-10 dataset [29], where each image is transformed using different adversarial perturbation calculation methods: Using FGSM for 1st and 3rd row images; and using DeepFool for 2nd and 4th row images.

white-colored and the black-colored pixels in adversarial perturbation images in Fig. 5 indicate pixels which are the same as the original ones and different from the original ones, respectively. For adversarial examples located at the 1st row to the 4th row in Fig. 5a, DNN models return bad outputs because most pixels in adversarial perturbation images have the black color. However, for inversion images located at the 1st row and the 2nd row in Fig. 5b, DNN models return good outputs because most pixels in adversarial perturbation images have the white color. This is because most pixel values in the original input image are kept without change. Also, even though most pixels in adversarial perturbation images for the inversion images located at the 3rd row and the 4th row in Fig. 5b have the black color, DNN models show good outputs because key features which affect classification are restored by the inverse function \( p^{-1}(\cdot) \). That is, the magnitude of perturbation added into key features remains in the range of identification into the good output.

4 EVALUATION RESULTS

To show how robust the proposed two-step input transformation architecture is against adversarial examples, we measured the performance of the proposed EEJE method under various conditions including different adversarial perturbations [6], [14], [18], [19], [20]. Specifically, we evaluated the performance of the proposed EEJE method to answer the following questions:

- How do different types of DNN architectures influence on the performance of the proposed two-step input transformation architecture?
- How does the performance of the proposed two-step input transformation architecture vary under different adversarial perturbations?
- Does the proposed EEJE method show the better performance than the other state-of-the-art defense methods?
- How does the performance of the proposed two-step input transformation architecture change according to the variance of magnitude of adversarial perturbation?
- How does the performance of the proposed two-step input transformation architecture vary under the worst-case adversary?
- Is it efficient to combine the proposed two-step input transformation architecture with the other defense architectures?
- How does the performance of the proposed two-step input transformation architecture vary under various types of data?

We selected these questions based on the results of many representative works [12], [16], [22], [23] and the evaluation checklist of a paper for evaluating adversarial robustness [30]. Such questions encompass evaluations of the scalability (4.2.1, 4.2.2 and 4.2.6) and effectiveness (4.2.3 and 4.2.7) of the proposed two-step input transformation architecture. Also, we answer the questions (4.2.4 and 4.2.5) to verify the reliability of our evaluation results. To measure the performance under the practical usage scenario, we assume that defender knows target DNN model architecture, but does not know adversarial perturbation calculation methods added into inputs to DNN models.

4.1 Experimental Environment

When evaluating the performance of the proposed EEJE method on DNN models, we embedded the proposed EEJE method into a Convolution Neural Network (CNN), which is a class of DNN, to process input images effectively. To answer the first six questions listed above, we performed experiments using the CIFAR-10 image classification dataset [29]. CIFAR-10 image dataset consists of 50,000 training images and 10,000 testing images corresponding to 10 classes. For more accurate image classification, we used the entire testing images while measuring the classification accuracy of image classification. To answer the influence of various types of data on the performance of the proposed two-step input transformation architecture, we also per-
formed experiments using MNIST dataset of handwritten digits [31].

To evaluate the influence of different types of DNN architectures on the proposed EEJE method, we measured the classification accuracy under different conversion methods for five ResNet architectures with different sizes and for two state-of-the-art DNN architectures, i.e., ResNet-110 and VGG16. Also, when considering the influence of various perturbation models for Conversion and adversarial example generation, we measured the classification accuracy under two categorizes of models: (1) the Gaussian Random Noise (GRN) for generating a random perturbation; and (2) the five well-known adversarial perturbation calculation methods, i.e., FGSM, BIM, DeepFool, C&W and JSMA, for considering practical use cases.

When measuring the influence of different perturbation calculation methods on the proposed EEJE method and the other defense methods, we set the values of parameters into: (1) 0.3 for the magnitude of perturbation (e) in FGSM; (2) 10 and 0.5 for the number of iterations (N) and ε, respectively, in BIM; (3) 50 and 0.02 for the maximum number of iterations and overshoot to prevent updates from vanishing, respectively, in DeepFool; and (4) 0 for the parameter to control the confidence value(κ) in C&W’s method. These parameter values are set following the recommended configuration values from the cleverhans library [32] and some representative works [16], [22].

We implemented the classification models using TensorFlow-gpu version 1.10.1 and Python version 2.7.15, and performed adversarial perturbation calculations by using the cleverhans software library, which provides standardized reference implementations of adversarial examples [32]. For the efficient experiments, we measured the performance on the Ubuntu 18.04.1 LTS machine with kernel version 4.15.0-36-generic, 2.40GHz CPU clock(Intel Xeon CPU E5-2630 v3), GeForce GTX 1080 Ti, and 32GB memory.

4.2 Experimental Analysis

4.2.1 How do different types of DNN architectures influence the performance of the proposed two-step input transformation architecture?

To evaluate the performance of the proposed EEJE method under different types of DNN architectures, we measured the classification accuracy under different sizes of ResNet architectures without adversarial perturbation. The performance of five ResNet architectures, which have different numbers of layers, from ResNet-20 to ResNet-110 is measured. Evaluation results are listed at the ‘None’ column in Table 1.

We observed that as the size of the ResNet architecture [33] increased, the classification accuracy increased from 90.93% for ResNet-20 to 92.26% for ResNet-110. These results show that as the number of layers in ResNet increases, ResNet becomes more robust against adversarial examples. From the ‘None’ column in Table 1, we also observe how the performance of the proposed EEJE method varied under two different state-of-the-art DNN architectures, i.e., ResNet-110 and VGG16 [34]. The proposed two-step input transformation architecture showed the high accuracy by as much as 92.26% and 93.68% for ResNet-110 and VGG16, respectively. These observations imply that various DNN architectures combined with the proposed two-step input transformation architecture can show the high accuracy.

**Result 1:** The proposed two-step input transformation architecture effectively works even when being embedded into different types of DNN architectures.

4.2.2 How does the performance of the proposed two-step input transformation architecture vary under different adversarial perturbations?

To show the influence of different adversarial perturbations on the proposed two-step input transformation architecture, we measured the classification accuracy of the proposed EEJE method under the various combination of Conversion methods and adversarial perturbation calculation methods when the DNN model is given.

First, the proposed EEJE method showed better accuracy than no Conversion (marked into the term ‘None’ in Conversion method column) under various adversarial perturbation calculation methods. For example, while the classification accuracy with no conversion was 5.03% on average in ResNet-20 and 6.95% in VGG16, the classification accuracy of the proposed EEJE method measured into 49.56% in ResNet-20 and 76.12% in VGG16 on average. Among Conversion methods, GRN showed the lowest accuracy against adversarial examples. That is, the classification accuracy of EEJE using GRN Conversion method was ranged from 21.81% in VGG16 to 26.02% in ResNet-110 on average, while the classification accuracy of EEJE using the DeepFool Conversion method was ranged from 77.91% in VGG16 to 56.19% in ResNet-110 on average.

Second, we observe that the proposed EEJE method shows the higher accuracy for the state-of-the-art adversarial examples from the DeepFool and C&W methods than those from the FGSM and BIM methods. This is because the magnitudes of perturbations calculated by the FGSM and BIM methods is larger than those by the DeepFool and C&W methods. For example, while EEJE using FGSM Conversion method against FGSM and BIM perturbations in ResNet-110 showed the classification accuracy by as much 11.74% and 17.52% on average respectively, EEJE using FGSM Conversion method against DeepFool and C&W perturbations in ResNet-110 showed the classification accuracy by as much as 92.26% and 90.44% on average respectively.

Third, as observed from the last column in Table 1, EEJE using various Conversion methods showed no accuracy degradation even for legitimate inputs, i.e., inputs without adversarial perturbations. For example, given the ResNet-20 model, EEJE using different Conversion methods showed the same accuracy regardless of the existence of Conversion methods. This is because the legitimate inputs are restored by Inversion, i.e., the inverse function of Conversion.

Since the implementation of JSSA perturbation [20] needs a lot of memory and computation time, we measured the classification accuracy under the combination of the JSSA Conversion method with various perturbations in ResNet-20. As shown in Table 2, EEJE using JSSA Conversion method showed the classification accuracy by
TABLE 1: Classification accuracy of EEJE under the combination of various Conversion methods and adversarial perturbation calculation methods using CIFAR-10 dataset

| Model  | Conversion method | FGSM | BIM | DeepFool | C&W | Average | None |
|--------|------------------|------|-----|----------|-----|---------|------|
| ResNet-20 | None | 10.36% | 2.84% | 3.76% | 3.15% | 5.03% | 90.93% |
|         | GRN | 11.9% | 12.94% | 34.86% | 30.66% | 22.59% | 90.93% |
|         | FGSM | 10.68% | 12.77% | 90.93% | 89.3% | 50.97% | 90.93% |
|         | BIM | 10.88% | 3.6% | 87.35% | 62.62% | 41.86% | 90.93% |
|         | DeepFool | 12.26% | 31.33% | 90.93% | 85.83% | 55.08% | 90.93% |
|         | C&W | 12.16% | 17.77% | 90.9% | 80.64% | 50.36% | 90.93% |

| ResNet-32 | None | 12.67% | 2.61% | 5.53% | 3.26% | 6.07% | 91.91% |
|           | GRN | 12.24% | 14.65% | 39.21% | 32.77% | 24.71% | 91.91% |
|           | FGSM | 12.22% | 15.7% | 91.86% | 89.5% | 52.45% | 91.91% |
|           | BIM | 12.36% | 5.66% | 88.45% | 75.27% | 45.43% | 91.91% |
|           | DeepFool | 12.14% | 35.31% | 91.91% | 87.36% | 56.68% | 91.91% |
|           | C&W | 12.33% | 17.77% | 91.83% | 84.06% | 51.95% | 91.91% |

| ResNet-44 | None | 12.67% | 2.85% | 5.53% | 3.15% | 6.07% | 91.91% |
|           | GRN | 12.24% | 14.84% | 91.96% | 90.81% | 52.36% | 91.91% |
|           | FGSM | 12.22% | 4.37% | 87.35% | 62.62% | 41.86% | 91.91% |
|           | BIM | 12.36% | 32.25% | 91.96% | 87.23% | 55.89% | 91.91% |
|           | DeepFool | 12.14% | 32.25% | 91.96% | 87.23% | 55.89% | 91.91% |
|           | C&W | 12.33% | 17.77% | 91.83% | 84.06% | 51.95% | 91.91% |

| ResNet-56 | None | 13.12% | 2.58% | 4.75% | 2.85% | 6.07% | 91.91% |
|           | GRN | 12.81% | 15.2% | 37.93% | 31.14% | 24.27% | 91.91% |
|           | FGSM | 12.22% | 16.38% | 91.96% | 90.81% | 52.36% | 91.91% |
|           | BIM | 12.35% | 6.86% | 89.87% | 78.84% | 46.98% | 91.91% |
|           | DeepFool | 12.14% | 32.25% | 91.96% | 87.23% | 55.89% | 91.91% |
|           | C&W | 12.33% | 17.77% | 91.83% | 84.06% | 51.95% | 91.91% |

| ResNet-110 | None | 13.59% | 2.69% | 5.84% | 3.1% | 6.3% | 92.26% |
|            | GRN | 13.85% | 8.49% | 32.4% | 32.5% | 21.81% | 92.26% |
|            | FGSM | 38.01% | 77.28% | 93.68% | 93.6% | 75.64% | 93.68% |
|            | BIM | 34.82% | 71.08% | 93.13% | 93.31% | 73.08% | 93.68% |
|            | DeepFool | 44.99% | 79.33% | 93.68% | 93.65% | 77.91% | 93.68% |
|            | C&W | 45.92% | 78.21% | 93.68% | 93.65% | 77.86% | 93.68% |

TABLE 2: Classification accuracy of EEJE using JSMA

| Conversion method | FGSM | BIM | DeepFool | C&W | JSMA | None |
|-------------------|------|-----|----------|-----|------|------|
| None              | 10.36% | 2.84% | 3.76% | 3.15% | 5.03% | 90.93% |
| JSMA              | 13.03% | 20.82% | 57.95% | 54.54% | 63.69% | 90.93% |

| Adversarial Perturbation | DeepFool | C&W | JSMA | None |
|--------------------------|----------|-----|------|------|
| FGSM                     | 38.01% | 77.28% | 93.68% | 93.6% |
| BIM                      | 34.82% | 71.08% | 93.13% | 93.31% |
| DeepFool                 | 44.99% | 79.33% | 93.68% | 93.65% |
| C&W                      | 45.92% | 78.21% | 93.68% | 93.65% |

as much as 13.03% against FGSM perturbation and 63.69% against JSMA perturbation. Also, we observed that for the given JSMA perturbation method, EEJE using different Conversion methods showed the classification accuracy by as much as 53.53% on average. For example, EEJE using the DeepFool Conversion method showed the classification accuracy by as much as 38.97% against JSMA perturbation. Also, EEJE using the BIM Conversion method showed the classification accuracy by as much as 64.69% against JSMA perturbation.

Result 2: The proposed two-step input transformation architecture using various Conversion methods is robust against various adversarial perturbations while maintaining the classification accuracy even for legitimate inputs. Especially, EEJE using the DeepFool Conversion method shows the best robustness against various adversarial perturbations on average.

4.2.3 Does the proposed EEJE method show the better performance than the other state-of-the-art defense methods?

To compare the performance of the proposed EEJE method with the other state-of-the-art defense methods, we measured the classification accuracy of the Adversarial Training [12], [23], Feature Squeezing [16] and Guo et al.’s method [22] in ResNet-20. Here, Adversarial Training is a representative method of model retraining and Feature Squeezing as much as 13.03% against FGSM perturbation and 63.69% against JSMA perturbation. Also, we observed that for the given JSMA perturbation method, EEJE using different Conversion methods showed the classification accuracy by as much as 53.53% on average. For example, EEJE using the DeepFool Conversion method showed the classification accuracy by as much as 38.97% against JSMA perturbation. Also, EEJE using the BIM Conversion method showed the classification accuracy by as much as 64.69% against JSMA perturbation.

Result 2: The proposed two-step input transformation architecture using various Conversion methods is robust against various adversarial perturbations while maintaining the classification accuracy even for legitimate inputs. Especially, EEJE using the DeepFool Conversion method shows the best robustness against various adversarial perturbations on average.

4.2.3 Does the proposed EEJE method show the better performance than the other state-of-the-art defense methods?

To compare the performance of the proposed EEJE method with the other state-of-the-art defense methods, we measured the classification accuracy of the Adversarial Training [12], [23], Feature Squeezing [16] and Guo et al.’s method [22] in ResNet-20. Here, Adversarial Training is a representative method of model retraining and Feature Squeezing as much as 13.03% against FGSM perturbation and 63.69% against JSMA perturbation. Also, we observed that for the given JSMA perturbation method, EEJE using different Conversion methods showed the classification accuracy by as much as 53.53% on average. For example, EEJE using the DeepFool Conversion method showed the classification accuracy by as much as 38.97% against JSMA perturbation. Also, EEJE using the BIM Conversion method showed the classification accuracy by as much as 64.69% against JSMA perturbation.
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Table 3: Comparison results with Adversarial Training and Feature Squeezing

| Model               | Conversion method | Adversarial perturbation calculation method         | FGSM | BIM     | DeepFool | C&W | Average | None |
|---------------------|-------------------|----------------------------------------------------|------|---------|-----------|-----|---------|------|
| ResNet-20           | None              |                                                    | 18.79% | 6.23% | 12.95% | 8.52% | 11.61% | 76.80% |
| ResNet-20 + EEJE    | GNR               |                                                    | 15.46% | 12.3% | 38.91% | 35.17% | 25.46% | 76.80% |
|                     | FGSM              |                                                    | 15.62% | 23.45% | 76.49% | 75.21% | 47.69% | 76.80% |
|                     | BIM               |                                                    | 16.1% | 20.86% | 75.08% | 69.63% | 45.41% | 76.80% |
|                     | DeepFool          |                                                    | 20.56% | 22.71% | 76.80% | 72.37% | 48.11% | 76.80% |
|                     | C&W               |                                                    | 18.71% | 22.04% | 76.63% | 72.52% | 47.47% | 76.80% |
| ResNet-20 + Adversarial Training | FGSM |                                                    | 73.71% | 11.5% | 14.19% | 9.84% | 27.31% | 74.27% |
| ResNet-20 + Feature Squeezing | Bit depth 4-bit |                                                    | 18.69% | 6.29% | 40.31% | 14.73% | 20.00% | 76.11% |
|                     | Bit depth 5-bit   |                                                    | 18.79% | 6.61% | 36.85% | 11.91% | 18.49% | 76.32% |
|                     | Median Smoothing(2x2) |                                                | 20.83% | 12.37% | 39.82% | 31.03% | 26.01% | 70.62% |
|                     | Median Smoothing(3x3) |                                                | 14.4% | 17.17% | 31.05% | 26.4% | 22.25% | 60.54% |
|                     | Non-local Means 11-3-4 |                                    | 18.78% | 6.38% | 40.19% | 13.14% | 19.62% | 46.13% |
| ResNet-20 + Guo et al.'s method | Total Variance Minimization (0.03) |                                                | 13.7% | 9.5% | 18.9% | 18.2% | 15.07% | 53.72% |
|                     | Total Variance Minimization (5.0) |                                                | 9.4% | 9.5% | 35.4% | 32.8% | 21.77% | 67.25% |

4.2.4 How does the performance of the proposed two-step input transformation architecture change according to the variance of magnitude of adversarial perturbation?

While changing the magnitude of perturbation generated from the FGSM perturbation, which intuitively shows classification accuracy changes when the magnitude of perturbation increases, we conducted the basic sanity test of EEJE as described in [30]. According to basic sanity test in [30], the classification accuracy (attack rate) decreases (increases) when the magnitude of perturbation increases. Thus, we showed the classification accuracy of EEJE using the FGSM Conversion method while gradually varying the value of $\epsilon$ of FGSM perturbation by as much as 0.01 from 0.01 to 0.3.

As shown in Fig. 6, the classification accuracy of the proposed EEJE method decreased as the magnitude of adversarial perturbation increased. Especially, the classification accuracy of the proposed EEJE method rapidly decreased in the range from 0.05 to 0.10. When the value of $\epsilon$ was greater than 0.15, the classification accuracy of the proposed EEJE method no longer significantly decreased.

Result 3: The proposed EEJE method can be used as a stand-alone defense method against various adversarial perturbations.

In Table 3, we observed that the classification accuracy of Adversarial Training, Feature Squeezing and Guo et al.’s method decreased for legitimate inputs. While EEJE in ResNet-20 showed the same classification accuracy by as much as 76.80% under no adversarial perturbation, the classification accuracy of non-local means-based Feature Squeezing decreased by as much as 76.80% to 46.13%. Also, the classification accuracy of TVM-based Guo et al.’s method decreased by as much as 76.80% to 46.13%.

Also, Adversarial Training, Feature Squeezing and Guo et al.’s method showed worse robustness against various adversarial perturbations than EEJE on average. Even though Adversarial Training showed the higher robustness than the proposed EEJE method against the FGSM perturbation method, the classification accuracy of Adversarial Training against the BIM, DeepFool and C&W perturbations was lower than EEJE using the DeepFool Conversion method. Also, the classification accuracy of Feature Squeezing and Guo et al.’s method showed the worse robustness against most adversarial perturbations than the proposed EEJE method.
4.2.5 How does the performance of the proposed two-step input transformation architecture vary under the worst-case adversary?

To evaluate the performance of the proposed EEJE method under the worst-case adversary, we measured the performance of the proposed EEJE method in ResNet-20 under the scenario where the adversary is aware of our defense architecture. Note that in our threat model, an adversary may assume that input data has been processed at the client, but does not know details of how to process input data. In other words, the adversary has no direct access to Conversion method. Instead, the adversary can mitigate the effectiveness of the Conversion method by applying the denoising techniques. On the other hand, an adversary can control the Inversion method only when he/she has complete access to the server. Thus, we measured the classification accuracy under two attack scenarios: (1) a white-box attack, where an adversary has complete access to the server and can bypass the Inversion method; and (2) a gray-box attack, where an adversary only knows the parameters used for training deep neural networks and cannot bypass the Inversion method. When measuring the classification accuracy of the proposed EEJE method under two attack scenarios, we used DeepFool Conversion for the proposed EEJE method and five denoising techniques for the adversary to mitigate Conversion method.

As shown in Table 4, the classification accuracy of proposed EEJE method decreased under both white-box and gray-box attacks. For example, while the stand-alone EEJE showed the classification accuracy by as much as 55.09%, EEJE under white-box attack and gray-box attack showed the classification accuracy by as much as 16.20% and 46.50% on average, respectively. For gray-box attack, we observed that key features in inputs are restored by Inversion method even though Conversion method is mitigated by the adversary. For example, even though the adversary mitigates Conversion method with a non-local means filter, EEJE showed the classification accuracy by as much as 90.87% against DeepFool perturbation. Also, the classification accuracy of EEJE under gray-box attack was similar regardless of the denoising techniques. For white-box attack, the classification accuracy of the proposed EEJE method significantly decreased by as much as 16.20%, but is still higher than non-defense architecture. Also, different from the case of gray-box attack, the proposed EEJE method significantly decreased by as much as 16.20% and 71.78% on average respectively, EEJE against DeepFool and C&W perturbations. For example, while EEJE against DeepFool and C&W perturbations under the gray-box attack showed the classification accuracy by as much as 90.16% and 71.78% on average respectively, EEJE against DeepFool and C&W perturbations under the white-box attack showed the classification accuracy by as much as 21.49% and 19.47% on average respectively.

| Model          | Attack | Denoising techniques | FGSM  | BIM    | DeepFool | C&W  | Average |
|---------------|--------|----------------------|-------|--------|----------|------|---------|
| ResNet-20     | -      | -                    | 10.36%| 2.84%  | 3.76%    | 3.15%| 5.03%   |
| ResNet-20     | -      | Bit depth 4-bit      | 12.26%| 31.33% | 90.93%   | 85.83%| 55.08%  |
| ResNet-20     | -      | Bit depth 5-bit      | 11.74%| 11.23% | 89.89%   | 76.05%| 45.79%  |
| Gray box      | Median Smoothing(2x2) | 11.75%| 13.69% | 90.84% | 72.75%  | 47.26% |
| Gray box      | Median Smoothing(3x3) | 11.70%| 10.30% | 89.50% | 67.80%  | 44.83% |
| Gray box      | Non-local Means 11-3-4 | 11.20%| 11.13% | 89.69% | 74.81%  | 46.96% |
| ResNet-20 + EEJE | Bit depth 4-bit      | 11.93%| 14.29% | 90.87% | 73.52%  | 47.65% |
| ResNet-20 + EEJE | Bit depth 5-bit      | 12.24%| 11.55% | 22.16% | 20.30%  | 16.61% |
| ResNet-20 + EEJE | Median Smoothing(2x2) | 11.75%| 13.70% | 27.90% | 25.58%  | 19.56% |
| ResNet-20 + EEJE | Median Smoothing(3x3) | 11.29%| 10.30% | 18.73% | 16.75%  | 14.27% |
| ResNet-20 + EEJE | Non-local Means 11-3-4 | 11.36%| 14.30% | 21.52% | 19.37%  | 16.64% |

Result 4: The proposed two-step input transformation architecture satisfies the basic sanity test under various attack (success) rates.

4.2.6 Is it efficient to combine the proposed two-step input transformation architecture with the other defense architectures?

To improve the classification accuracy degradation under the increase of $\epsilon$, especially under $\epsilon$ equal to 0.3, we considered to combine the proposed EEJE method with Adversarial Training or Feature Squeezing. To show the effectiveness of the proposed EEJE method combined with other defense methods, we measured the classification accuracy of EEJE using the DeepFool Conversion method combined with FGSM-based Adversarial Training or median smoothing(2×2)-based Feature Squeezing.

In Table 5, we summarize the evaluation results. EEJE combined with Feature Squeezing, EEJE with Adversarial Training, and EEJE with Feature Squeezing and Adversarial Training showed better accuracy than using the stand-alone EEJE in ResNet-20. For example, while the stand-alone EEJE showed the classification accuracy by as much as 48.11% on average, EEJE combined with Adversarial Training showed the classification accuracy by as much as 61.35% on average. Specifically, the classification accuracy against FGSM perturbation was improved from 20.56% to 58.66%, and the classification accuracy against BIM perturbation was improved from 22.71% to 39.39%. Even when showing the slightly lower accuracy than using the stand-alone EEJE in ResNet-20 against DeepFool and C&W perturbations,
EEJE combined with Feature Squeezing and Adversarial Training in ResNet-20 showed the classification accuracy by as much as 62.4% on average, while the stand-alone EEJE in ResNet-20 showed the classification accuracy by as much as 48.11% on average.

**Result 5:** The proposed two-step input transformation architecture can good-enough improve the classification accuracy when being combined with other defense methods.

4.2.7 How does the performance of the proposed two-step input transformation architecture vary under various types of data?

To show how effective the proposed two-step input transformation architecture is under various types of data, we performed additional experiments using MNIST dataset [31]. Unlike CIFAR-10 dataset, which is a color dataset, MNIST is a grayscale dataset of handwritten digits. MNIST consists of 60,000 training images and 10,000 testing images corresponding to 10 classes.

As shown in Table 6, the proposed two-step input transformation architecture showed the high robustness even for MNIST dataset. For example, while the classification accuracy with no conversion was 6.71% on average, the classification accuracy of the proposed EEJE method measured for MNIST dataset.

While EEJE method showed the low robustness for FGSM and BIM perturbations in CIFAR-10 dataset, EEJE method using DeepFool Conversion method and C&W Conversion method showed the high robustness for FGSM and BIM perturbations in MNIST dataset. For example, EEJE using the DeepFool Conversion method against FGSM and BIM perturbations showed the high classification accuracy by as much as 94.77% and 97.75%, respectively.

**Result 7:** The proposed two-step input transformation architecture shows the good-enough performance under various types of data.

4.3 Theoretical Analysis

Since the defender cannot know which perturbation calculation method the adversary is using, there exist uncertainties in the optimal selection of adversarial perturbation calculation methods and defense methods. Game theory is useful for analysis when there exist uncertainties in the strategies for each player. Thus, we evaluated the efficiency of the EEJE by analyzing the results based on adversary-defender game.
In adversary-defender game, the defender $P_d$ converts an input image $X$ by selecting an adversarial perturbation calculation method according to a defender’s strategy $S_d$, and the adversary $P_a$ adds an adversarial perturbation into the converted image according to a attacker’s strategy $S_a$.

The game arises from the fact that each player does not know the opponent’s strategy, although they do know each other’s strategy space. That is, as a two-player game, the adversary-defender game consists of the defender $P_d$ and the adversary $P_a$ with each designated strategy space, i.e., $S^D$ and $S^A$, where $S_j \in S^D$ and $S_i \in S^A$. As a result of the adversary-defender game, $P_a$ receives a payoff $p_{ij}$ which indicates attack success rate, and $P_d$ receives a payoff $1 - p_{ij}$. Note that the adversary-defender game is a constant sum game since the sum of $P_a$’s payoff and $P_d$’s payoff does not change. Thus, the optimal strategy of $P_d$ can be obtained as follows:

$$\text{arg max } \min \sum_{i,j} S_i^d S_j^a (1 - p_{ij})$$

where $S_i^d$ and $S_j^a$ are mixed (random) strategies, which are defined according to probability distribution of pure strategies over the strategy spaces $S^D$ and $S^A$, respectively. In Equation 4, $P_d$’s optimal strategy guarantees a certain classification accuracy, regardless of $P_a$’s strategy.

To evaluate the performance of EEJE, we analyzed two adversary-defender games, which have different sets of $S^D$ but the same sets of $S^A$. In the first game, we consider $S^D = \{\text{FGSM}, \text{BIM}, \text{DeepFool}, \text{C\&W}\}$ and $S^A = \{\text{FGSM}, \text{BIM}, \text{DeepFool}, \text{C\&W}\}$ to find the optimal Conversion method for EEJE. For ResNet-20, Table 7 shows the payoff table of $P_a$ for strategies $S_i \in S^A$ and $S_j \in S^D$. From the solution of Equation 4 for the first game, EEJE using DeepFool Conversion is observed into the optimal strategy of $P_d$. As shown in the experimental analysis, such an observation indicates that EEJE using DeepFool Conversion is the best strategy for defender.

In the second game, we considered $S^D = \{\text{EEJE (DeepFool), FeatureSqueezing (2 \times 2 median smoothing), Adversarial Training}\}$ and $S^A = \{\text{FGSM}, \text{BIM}, \text{DeepFool}, \text{C\&W}\}$ in order to show that EEJE is more efficient than the other defense methods. Payoffs of $P_a$ according to different $S_j \in S^D$ in ResNet-20 are shown in Table 8. From the solution of Equation 4 for the second game, EEJE is also selected into the optimal strategy of $P_d$. This observation indicates that EEJE is better suited for defending adversarial examples than the other defense methods.

5 Conclusion

DNN models have shown impressive accuracy in various real-world application fields. However, as adversarial examples cause the model to make a false positive or a false negative, the study on how to maintain the performance of DNN models for legitimate inputs while providing good robustness against various adversarial examples has been emerged. So far, two types of defense architectures have shown a significant effect: (1) model retraining architecture; and (2) input transformation architecture. However, previous defense methods belonging to two architectures did not produce good outputs for adversarial examples as well as legitimate inputs. In this paper, to produce good-enough outputs for every input, we proposed a new type of input transformation architecture using on two-step input transformation. Also, as a practical implementation method, we introduced a practical defense method, called EEJE. From evaluation results under various experimental conditions, we showed that the proposed EEJE method provided robustness to DNN models against various state-of-the-art adversarial perturbations while maintaining the high accuracy even for legitimate inputs. Specifically, the classification accuracy of EEJE using DeepFool Conversion showed better performance than Adversarial Training or Feature Squeezing. Also, the proposed EEJE method combined with Adversarial Training or Feature Squeezing showed the better classification accuracy than the stand-alone usage of EEJE. From such evaluation results, we believe that the proposed two-step input transformation architecture can support robustness of DNN models against various adversarial perturbations.
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