Roadside pedestrian motion prediction using Bayesian methods and particle filter
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1 | INTRODUCTION

Pedestrians are the most vulnerable road users in traffic accidents. In 2018, an Uber intelligent vehicle caused the death of a pedestrian in their road test in Arizona, which became the world’s first pedestrian fatality accident caused by intelligent vehicles [1]. Hence, pedestrian protection systems attract more and more attention from researchers and manufacturers in recent years. However, current pedestrian protection systems mainly focus on pedestrian detection and early warning for immediate collisions [2], which makes false braking and insufficient braking easy to occur. To help intelligent vehicles make an easier and better choice, the assistant systems should predict pedestrian motion before fatal situations would occur.

According to the research goals, the prediction of pedestrian motion can be divided into pedestrian behaviour/intention recognition and pedestrian trajectory prediction. Here, intention refers to the Crossing/Not-Crossing (C/NC) decision of the pedestrian. The behaviour/intention recognition concentrates on the global states of pedestrians, while the trajectory prediction concerns the future distributions of pedestrian velocity and position. Based on the prediction horizon, the trajectory prediction methods can be divided into short-term trajectory prediction and long-term trajectory prediction. The boundary is always taken as 1.5 s.

The division of pedestrian behaviour/intention recognition methods mainly depends on the models constructed for pedestrian motion, which include macroscopic models, microscopic models, Markov chain models etc. The macroscopic models are always used in traffic flow studies, like [3–5]. These models neglect the differences between pedestrians, which makes them difficult to be applied to pedestrian crossing scenarios.

Microscopic models study each pedestrian individually. But they are always short of experiments and are difficult to be applied to real scenarios. Gipps et al. [6] proposed a benefit-cost cellular model. Each pedestrian occupied a cell in the plane...
and moved to the most beneficial cell according to the scores concerning other pedestrians. Matsushita and Okazaki et al. [7, 8] proposed a magnetic force model to introduce the concept of magnetic force into the prediction of pedestrian motion. Pedestrians and obstacles were defined as positive nodes, and the destination was defined as negative. Helbing et al. [9–11] proposed a social force model that also explained pedestrian motion in the view of force and Zeng et al. [12, 13] employed and adjusted the theory for pedestrian behaviour analysis at signalized intersections. Zhu et al. [14] and Cao et al. [15] used the social force model to study the flow characteristics or obtain an available and optimal route, but these studies concentrated on pedestrian flow rather than a single pedestrian.

The Markov chain models transform pedestrian motion into the Markov process and discretize pedestrian states into finite variables. The transitions between different variables are in research. Wakim et al. [16, 17] simplified pedestrian motion into standing, walking, jogging, and running. The velocity distribution of each behaviour was given based on the truncated Gaussian distribution. The step size and transitions between different states were also defined. Compared with microscopic models, the Markov chain models are easier to explain and apply to real scenarios. Besides, cellular automatons model [18], fuzzy logic models [19, 20], machine learning models [21–23, 42], dynamic Bayesian network (DBN) [24], expectation-maximization algorithm [25] were also used in pedestrian behaviour/intention recognition.

Short-term trajectory prediction regards pedestrian motion as a continuous process relating to the previous motion, and builds models to simulate pedestrian movement. Conventional rigid motion models include constant speed, constant acceleration, constant velocity, and constant turn. Based on the above models, Kalman filter-based methods are adopted to track and predict pedestrian position [26]. For linear pedestrian motion models, the Kalman filter can precisely predict pedestrian motion. For nonlinear pedestrian motion models, extended Kalman filter and unscented Kalman filter perform better. To overcome the insufficient prediction accuracy with a single pedestrian motion model, interacting multiple model Kalman filter is widely used to combine different motion models for prediction. However, different from rigid motion models, pedestrian motion is more arbitrary [27]. Motion models considering pedestrian kinematic characteristics attract more attention in these years. Goldhammer et al. [28] studied pedestrian’s starting process at intersections with traffic lights. With the analysis of collected data, pedestrian minimum steady movement speed was defined and pedestrian starting was described with a sigmoid model and a subsection model. Iryo-Asano et al. [29] considered the influence of traffic lights on pedestrian’s velocity at sidewalks. The difference between crossing speed and current speed, along with the flash of green light, had a significant influence on pedestrian speed.

The above models are all first-order Markov models, and they mainly take pedestrian positions as the states. To describe pedestrian movement more accurately, high-order and nonlinear Markov models are proposed integrating images and pedestrian postures. Keller et al. [30] proposed a first-order non-linear pedestrian motion model based on Gaussian process dynamic models. Principle components analysis and machine learning were used to get the model parameters. They also proposed a high-order nonlinear pedestrian motion model based on probabilistic hierarchical trajectory matching [31]. This model extracted pedestrian movement characteristics from the depth disparity map and the optical flow map. Then they combined these characteristics with the horizontal and vertical positions of pedestrians to give the trajectory prediction results. Quintero et al. [32] built a pedestrian motion model based on the Gaussian process dynamic model to reduce the dimension of pedestrian 3d attitude. They also improved the method by reducing the 3d time-related information to key points and joints to divide pedestrian motion into four types of activities [41]. The best-suited model will be selected as the motion model for the following trajectory prediction. Besides, some researches also concerned the context in short-term trajectory prediction. Kooij et al. [33] combined the dynamic Bayesian network with a switching linear dynamic system to obtain pedestrian future positions with the context. Pedestrian crossing intention was recognized before the prediction.

Long-term trajectory prediction is not limited to the future positions of pedestrians. It focuses more on pedestrian route choice in a relatively long time. So, it's less relative to the previous trajectory, and more relying on pedestrian intention and the situation. Rehder et al. [34] treated pedestrian motions as latent variables, then transformed the motion prediction problem into a trajectory planning work. The method could be adaptive to different motion models and different environments. Karasev et al. [35] included the destination of the pedestrian in the proposed motion model. The orientation of the pedestrian changed with the destination while the velocity of the pedestrian changed with the motion model. Bandyopadhyay et al. [36] used a partially observable Markov decision process to model pedestrian latent destination distribution. Then, traditional motion models were used to predict the trajectory. Sarah et al. [37] proposed a switching point detection and clustering method based on the traditional Gaussian process model. Unsupervised learning was combined with the Gaussian process to quickly detect the changes in pedestrian intention. Rasouli et al. [43] proposed an RNN encoder-decoder architecture for pedestrian trajectory prediction. Pedestrian identified latent intention and the predicted vehicle speed were combined to the trajectory prediction module by the decoder. In conclusion, long-term pedestrian trajectory prediction needs a strong perception to get the pedestrian position, velocity, postures, and the environment. Limited by the accuracy of sensors, real-world applications are still immature.

In this paper, we focus on roadside pedestrian motion prediction at vehicle-pedestrian interactive scenarios without traffic lights and crosswalks, aiming at building an integrated system combining pedestrian behaviour recognition, intention recognition, and trajectory prediction together. To address this issue, we put forward a novel method in which pedestrian behaviour, intention, and context are recognized then integrated into the motion prediction to get better prediction results. We demonstrate how to consider pedestrian characteristics and
environment features concurrently in trajectory prediction. Firstly, Bayesian methods and neural networks are used in pedestrian behaviour recognition and intention recognition to improve recognition performances. Then, the recognized behaviour and intention are integrated into the modified particle filter to get better trajectory prediction results. Specifically, our contributions are as follows:

1. The notion of the integrated method is proposed for roadside pedestrian motion prediction at vehicle-pedestrian interactive scenarios without traffic lights and crosswalks. Rather than recognizing pedestrian intention and predicting its trajectory respectively, we provide an explicit method to combine pedestrian behaviour, intention, and context in the motion prediction. Our experiments reveal that the integrated method could get rational motion prediction results in typical scenarios.
2. For pedestrian behaviour recognition, the Bayesian posterior model is proposed to mix the merits of the prior behaviour model based on long short-term memory (LSTM) and the maximum likelihood behaviour model based on velocity distribution. Our posterior model aims at fully utilizing both the information of pedestrian pose and pedestrian motion to eliminate the influence of occlusion and improve the behaviour recognition accuracy.
3. For pedestrian intention recognition, the DBN based on the Markov assumption is proposed to recognize pedestrian crossing intention, which regards the recognized behaviours as an observed variable. The network construction derives from the analysis both from the perspective of pedestrians and the perspective of vehicles, which makes it suitable for vehicle-pedestrian interactive scenarios.

The remaining of this paper is organized as follows. Section 2 introduces the framework of the proposed method and defines some important terms. The methodology of this research is presented in Section 3. Pedestrian behaviour recognition, intention recognition and trajectory prediction are introduced in Sections 3.1–3.3 respectively. The foundation of the experiment platform and the verification results are shown in Section 4. Preparation for data collection and design of test scenarios are presented in Sections 4.1–4.2. And the verification results are listed in Sections 4.3–4.5. Finally, Section 5 concludes this paper.

2 | RESEARCH FRAMEWORK

As mentioned above, this research focuses on roadside pedestrian motion prediction, and the framework of our progress is shown in Figure 1. In this research, “recognition” is based on collected historical information to recognize pedestrian current motion and its C/NC decision, and “prediction” is based on the recognition of the current state to predict where the pedestrian position will be in the future. To clearly distinguish pedestrian physical movement from spiritual thinking, we define “behaviour” as a pedestrian physical characteristic, like standing, walking, and running. And “intention” is defined as the decision of the pedestrian on whether or not to cross the road (C/NC problem). Besides the core research, we also build a platform for data collection and design typical test scenarios to validate...
the performances of the algorithms. The contents of the core research are as follows:

1. Pedestrian behaviour recognition is designed to recognize pedestrian standing, walking, and running behaviour and output its probability distribution \([P_1, P_{W}, P_R]\). A prior model using pedestrian pose info and a maximum likelihood model using pedestrian motion info are built based on LSTM and data fitting method respectively, then they are combined using the Bayesian method to get better results and eliminate the influence of occlusion.

2. Pedestrian crossing intention recognition is designed to recognize pedestrian crossing intention and output the probabilities of not-crossing and crossing \([P_{NC}, P_C]\) in the whole process. In this part, a dynamic Bayesian network is designed considering different perspectives of intelligent vehicle and pedestrian itself to make it suitable for vehicle-pedestrian interactive scenarios.

3. Pedestrian trajectory prediction considering the probability distribution of pedestrian behaviour, pedestrian crossing intention, and the context is designed based on a modified particle filter to output pedestrian trajectory with the distribution of particles. The importance sampling of particles is changed based on the attributes of the environment.

### 3 | METHODOLOGY

#### 3.1 | Pedestrian behaviour recognition

Pedestrian behaviour has various presentations in the traffic environment. Considering the major difference in pedestrian pose and velocity, it is classified into standing, walking, and running in this research. Thus, we have:

\[
B = \{S, W', R\}
\]  

where \(B\) is the discrete set of pedestrian behaviour. \(S, W',\) and \(R\) are standing, walking, and running, respectively.

As we have claimed, pedestrian behaviour can be classified both by pedestrian pose and motion. Pose-based classification takes advantage of images and reacts faster to the change of pedestrian behaviour. Besides, the classification is less affected by vehicle motion, since the pedestrian pose from images keeps relatively stable while the ego vehicle moves. However, this method highly depends on the image quality and observation angle of pedestrians. When the target pedestrian is blocked, the difficulty of classification shall rise a lot. Motion-based classification is much straighter since there is an explicit relationship between pedestrian motion (especially velocity) and our defined behaviour. The fact that pedestrian velocity can be derived from various sensors also improves the robustness of this method. Unfortunately, in most cases, pedestrian velocity is obtained via tracking or other methods other than direct sensing, which leads to low precision and large fluctuation. Compared to pose-based classification, it’s also affected by the motion of ego vehicle. The vehicle velocity is generally much higher than pedestrian, and pedestrian velocity calculated from the vehicle coordinate system will deviate from the expectation.

To overcome the disadvantages of these two methods, we build a prior model using pedestrian pose as input and a maximum likelihood model using pedestrian velocity as input. The prior model outputs a probabilistic estimation of pedestrian behaviour as the prior probability \(\hat{P}(B)\), and the maximum likelihood model contains a conditional probability \(P(V|B)\) between pedestrian behavior and velocity, then the maximum likelihood probability \(\tilde{P}(B)\) under a certain velocity is given. Finally, the Bayesian method enables us to calculate the posterior probability \(\tilde{P}(B)\) as Equation (2):

\[
\tilde{P}(B) \propto P(V|B)\hat{P}(B)
\]

Let \(P(B)\) be the final probability distribution of the behavior, it’s calculated with Equation (3):

\[
P(B) = \begin{cases} 
\hat{P}(B) \hat{P}(B), & \hat{P}(B) \text{ both available} \\
\hat{P}(B) \tilde{P}(B), & \hat{P}(B) \text{ only available} \\
\tilde{P}(B) \hat{P}(B), & \tilde{P}(B) \text{ only available}
\end{cases}
\]

When the prior probability \(\hat{P}(B)\) and maximum likelihood probability \(\tilde{P}(B)\) are both available, the posterior probability \(\tilde{P}(B)\) is set to \(P(B)\). Otherwise, the available one will be set to \(P(B)\) directly. This design will expand the working condition of the behavior recognition algorithm and improve the prediction performance.

#### 3.2 | Prior model based on long short-term memory

Pedestrian pose is used as the input of the prior model. Traditional image-based pedestrian behaviour recognition methods use a single frame original image as input and learn pedestrian behaviour by supervised learning. However, two negative aspects of these methods must be considered: First, training original image requires a large model and massive data, otherwise the effect cannot be guaranteed; second, a single frame image is not able to show pedestrian behaviour precisely. Pedestrian motion is a continuous process, different behaviours may seem similar in a single frame. To reduce computation cost and model complexity, and take the continuous process of pedestrian behaviour into consideration, this research uses pedestrian 18 key points as input and the LSTM to recognize pedestrian behaviour [38], the 18 key points are shown in Figure 2, and the definition of these points can be seen in Table 1. Since the LSTM model is widely known, only model input will be introduced in detail.

\[
\times = [p_1^x, p_1^y, p_2^x, p_2^y, \ldots, p_{18}^x, p_{18}^y]
\]

The input vector is composed of longitudinal and lateral positions \((p_x, p_y)\) of the 18 defined key points for the studied
The 18 key points are normalized by the length of pedestrian’s torso and the lower point is used as the central point. The normalized position ($\hat{p}_i^x, \hat{p}_i^y$) and the normalized input vector $\hat{x}$ are shown in:

$$
\hat{p}_i^x = \frac{p_i^x - p_{\text{aver}}^x}{\Delta d}, \quad i = 1, 2, ..., 18
$$

$$
\hat{p}_i^y = \frac{p_i^y - p_{\text{aver}}^y}{\Delta d}, \quad i = 1, 2, ..., 18
$$

$$
\hat{x} = [\hat{p}_1^x \hat{p}_1^y \hat{p}_2^x \hat{p}_2^y ... \hat{p}_{18}^x \hat{p}_{18}^y]
$$

### 3.3 Maximum likelihood model based on data fitting method

Different from the LSTM method, the maximum likelihood model constructs a function between pedestrian behaviour and velocity distribution to complete the behaviour recognition. Without consideration of pedestrian orientation, pedestrian behaviour is identified through different velocity distribution from empirical rules and captured data.

#### 3.3.1 Standing

Theoretically, the velocity of the standing pedestrian is zero. However, in real tests, the measured speed is always influenced by noises and system errors. So, in this research, the velocity is explained with an exponential distribution:

$$
P(v|B = S) = \begin{cases} 
\lambda_s e^{-\lambda_s v} & v \geq 0 \\
0 & v < 0 
\end{cases}
$$

where $P(v = 0|B = S) = \lambda_s > 0$, and the function is strictly decreasing.

#### 3.3.2 Walking

When a pedestrian is walking, the velocity always remains stable with some deviation from the average speed. So, we choose the Gaussian distribution to explain the speed distribution:

$$
P(v|B = S) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{(v - \mu)^2}{2\sigma^2}\right)
$$
where $\mu_w$ means the expectation of the average speed and $\sigma_w$ represents the standard deviation.

### 3.3.3 Running

When the pedestrian is running, the velocity distribution will change at high speed. When pedestrian speed exceeds the general range, the probability density will quickly decrease to zero. So, we use Weibull distribution to describe it:

$$
P(v|B = S) = \frac{k_r}{\lambda_r} \left( \frac{v}{\lambda_r} \right)^{k_r-1} \exp\left( -\left( \frac{v}{\lambda_r} \right)^k \right)
$$

(11)

where $k_r, \lambda_r$ are shape and scale parameters respectively.

Based on the maximum likelihood model, we can calculate the likelihood of each behaviour with Equation 12), then the posterior probability $\hat{P}(B)$ can be calculated with Equation 2 to get the final distribution of each behaviour.

$$
\hat{P}_\% (B_\% = i) = \frac{P(v|B = i)}{\sum_k P(v|B = k)}
$$

(12)

### 3.4 Pedestrian intention recognition

Pedestrian crossing intention is influenced by many factors. On the one hand, pedestrian crossing depends on its observation of road structure, obstacles, vehicles, and other traffic participants. Pedestrian demand also determines its destination. On the other hand, vehicles cannot sense the intention of pedestrians. Vehicles can only infer pedestrian motion from pedestrian posture, context etc. In this part, we will analyse the possible factors that may influence pedestrian motion from pedestrian and vehicle perspectives, respectively.

#### 3.4.1 Pedestrian perspective

In typical pedestrian crossing scenarios (with vehicle passing), there are three factors that will help justify pedestrian crossing intention: pedestrian destination, scene criticality, and whether the pedestrian is in the crossing area. Pedestrian destination is the main factor affecting pedestrian crossing intention. The pedestrian will not cross if its destination is not on the opposite side. Scene criticality means the danger pedestrian will face when trying to cross. It mainly depends on the relative distance and velocity between pedestrian and other traffic participants. “Crossing area” represents the areas where pedestrians are regarded as crossing when they get in this area. In this research, it refers to the roadway. Whether the pedestrian is in the crossing area is the external performance of pedestrian crossing behaviour. Pedestrians in the crossing area are more likely to complete their crossing process rather than step back to the roadside. These three factors constitute the foundation of the explanation model of pedestrian intention jointly.

#### 3.4.2 Vehicle perspective

As mentioned above, vehicles can not perceive pedestrian crossing intention directly. The observable factors that can help justify pedestrian intention include:

- **Pedestrian behaviour:** the posterior probability $\hat{P}(B)$ of standing, walking, and running, which is obtained in III-B
- **Passable areas:** areas that pedestrians can be on, like sidewalks. Pedestrian destination is generally in passable areas
- **Longitudinal relative distance:** the longitudinal distance between pedestrian and passing vehicle
- **Lateral relative distance:** the lateral distance between pedestrian and passing vehicle
- **Vehicle heading angle:** heading angle of ego vehicle, generally zero
- **Vehicle speed:** the speed of ego vehicle
- **Pedestrian heading angle:** heading angle of the pedestrian
- **Pedestrian speed:** the speed of the pedestrian
- **Time to Collision:** when the pedestrian and vehicle will be in collision if they remain at the current speed

These factors constitute the foundation of the description model of pedestrian intention jointly.

Based on the above analysis, we take the factors from pedestrian and vehicle perspectives as hidden variables and observed variables respectively to construct the dynamic Bayesian network for pedestrian intention recognition, as shown in Figure 3.

![Dynamic Bayesian network for pedestrian intention recognition](image)

#### 3.4.3 Time to Collision Calculation

Time to Collision is calculated based on the motion model of pedestrian. The motion model is defined as:

$$
\frac{d}{dt}v_{Ped} = \left[ \begin{array}{c}
\frac{d}{dt}x_{Ped} \\
\frac{d}{dt}y_{Ped}
\end{array} \right] = \left[ \begin{array}{c}
\frac{d}{dt}x_{Ped} \\
\frac{d}{dt}y_{Ped}
\end{array} \right] = \left[ \begin{array}{c}
v_{Ped} \\
v_{Ped}
\end{array} \right]
$$

(13)
where the set $E$ includes all hidden variables except for pedestrian intention $C$, and the set $O$ includes all observed variables except for pedestrian behavior $B$.

The inference process of DBN applied in crossing intention recognition can be divided into two stages: predict and update [33]. Two kinds of probability are introduced in the inference process, the prior probability $P(\cdot)$ and the posterior probability $\hat{P}(\cdot)$. The inference process depends on the Markov assumption. In the prediction stage at time $t$, the prior probability $\hat{P}(C_t, E_t)$ is calculated based on the posterior probability $P(C_{t-1}, E_{t-1})$ at time $t-1$, as shown in Equation (14):

$$
P(C_t, C_{t-1}, E_t, E_{t-1}) = P(C_t | C_{t-1}, E_t) \times P(E_t | E_{t-1})$$

$$
P(C_t, E_t) = \sum_{C_{t-1}} \sum_{E_{t-1}} P(C_t, C_{t-1}, E_t, E_{t-1})$$

\[ (14) \]

In the update stage at time $t$, the main work is to obtain the posterior probability $\hat{P}(C_t, E_t)$ depending concurrently on the observations at time $t$ and the results at time $t - 1$. Considering the results at time $t - 1$ have been processed in the prediction stage, we can get Equation (15) by Bayesian formula:

$$
\hat{P}(C_t, E_t) \propto P(O_t | E_t) \times P(B_t | C_t) \times \hat{P}(C_t, E_t)
$$

$$
\hat{P}(C_t) = \sum_{E_t} \hat{P}(C_t, E_t)
$$

\[ (15) \]

### 3.5 Pedestrian trajectory prediction

The pedestrian motion model is the basis of pedestrian trajectory prediction. Tradition motion models treat the pedestrian motion as rigid body motion and restrict it to $x$-$y$ coordinates. However, pedestrian speed always changes in the direction of pedestrian body orientation, along with some turning. Pedestrian behavior will also influence pedestrian motion. According to the analysis, we employ the motion model proposed by Hashimoto et al. [39]:

$$
d_{x,k} = d_{x,k-1} + v_{k-1} \Delta t \cos \theta_{k-1}
$$

$$
d_{y,k} = d_{y,k-1} + v_{k-1} \Delta t \sin \theta_{k-1}
$$

\[ (16) \]

where $v_{k-1}$ and $\theta_{k-1}$ mean pedestrian velocity and orientation at the prediction step $k - 1$, $(d_{x,k}, d_{y,k})$ represent pedestrian position at the prediction step $k$. The equations are constructed on the assumption that pedestrian velocity only changes in the direction of pedestrian orientation. $\delta_x$ and $\delta_y$ are the additive noises on pedestrian orientation and velocity. When pedestrian behavior is standing, pedestrian velocity is set to zero with $\delta_x$.

The employed motion model can clearly explain pedestrian motion in the global coordinate system. However, in this research, the observation data are collected through vehicle-mounted cameras and LIDAR, it’s essential for us to transform pedestrian motion to the vehicular coordinate system. The transformation relations from the global coordinate system to the vehicular coordinate system are shown in Figure 4.

![Relative position of pedestrian and vehicle](image)

### FIGURE 4 Relative position of pedestrian and vehicle

where $x - O - y$ is the global coordinate system and $x' - O' - y'$ is the vehicular coordinate system, $(d_{x}', d_{y}', \theta')$ mean vehicle position and heading angle in the global coordinate system. And $(d_{x}^{p-v}, d_{y}^{p-v}, \theta^{p-v})$ represent pedestrian position and orientation in the vehicular coordinate system. The pedestrian observation model from the vehicle perspective is shown in Equation 17:

$$
d_{x}^{p-v,k} = d_{x,k} - d_{x}^{p-v,k} + \delta_{x}^{p-v,k}
$$

$$
d_{y}^{p-v,k} = d_{y,k} - d_{y}^{p-v,k} + \delta_{y}^{p-v,k}
$$

$$
\theta^{p-v,k} = \theta_{k}^{p-v} + \delta_{\theta}^{p-v,k}
$$

\[ (17) \]
TABLE 3 Basic environment features

| Basic factors          | Description                                        | Index |
|------------------------|----------------------------------------------------|-------|
| Pedestrian             | Objective single pedestrian                        | M1    |
| Vehicle                | Vehicle that may affect pedestrian motion          | M2    |
| Vehicle accessible areas | Vehicle accessible areas, motorway in this research | M3    |
| Pedestrian accessible areas | Pedestrian accessible but vehicle non-accessible areas | M4    |
| Non-crossable Areas    | Areas non-crossable for all traffic participants    | M5    |

where $\delta_x$, $\delta_y$, and $\delta^e_{x,y}$ are observation errors of the longitudinal distance, lateral distance, and pedestrian body orientation, respectively.

After defining the pedestrian motion model, scenario reconstruction is conducted. Pedestrian motion prediction depends on the description of the scenario. In this section, the raster map is used to abstract the traffic environment features. The basic environment features are shown in Table 3.

The raster map is constructed with the vehicle’s initial position as the original point, size of $50 \times 20$ m. The size of each raster is $0.2 \times 0.2$ m. In the following motion prediction steps, the pedestrian trajectory is composed of grids occupied in each timestamp.

The importance sampling process of the particle filter also depends on the attribute of the grids. In the traditional particle filter, Gaussian function etc. are used to weight the difference of particles in each prediction step. However, the pedestrian future trajectory is influenced by pedestrian behaviour and intention, the distribution is not always Gaussian. In this research, the weight matrix $w(p_i|m_i,c_i)$ is defined depending on the context and pedestrian crossing intention. $p_i$ means the weight of the $i$th particle. $m_i \in \{M2, M3, M4, M5\}$ represents the attribute of the $i$th particle, obtained from the position attribute of the particle $(d_x, d_y)$ in the raster map. $c_i \in \{0, 1\}$ means the crossing intention of the $i$th particle, which is decided by DBN. The weight function is defined in Equation 18:

$$w(p_i|m_i,c_i) = \begin{cases} 
1 & \text{if } m_i = M4 \\
0 & \text{if } m_i \in \{M2, M5\} \\
1 & \text{if } m_i = M3 \text{ and } c_i = 1 \\
0 & \text{if } m_i = M3 \text{ and } c_i = 0 
\end{cases} \quad (18)$$

For pedestrian-accessible areas, set the weight to 1. For non-crossable areas, set the weight to 0. To vehicle accessible areas, if the pedestrian crossing intention is true, set the weight to 1, otherwise set it to 0. After calculation of all the weights, the normalization process is conducted to get the normalized weight matrix $\tilde{w}(p_i|m_i,c_i)$, as shown in Equation (19):

$$\tilde{w}(p_i|m_i,c_i) = \frac{w(p_i|m_i,c_i)}{\sum_i w(p_i|m_i,c_i)} \quad (19)$$

The basic process of particle filter [46] includes five steps: Initialization, Particle sets generation, Importance Sampling, Resampling, Output. The prediction step $S$ is set to 6 with 0.5s interval, and the particle number $N = 100$. The pseudo-code of the proposed algorithm is shown in Algorithm 1.

Algorithm 1 Pedestrian Trajectory Prediction Algorithm

**Input:** $B_{l1 \times 3}, C_{l1 \times 2}, STATE_{l1 \times 5}, \delta_t, \delta_\theta$

**Output:** $TRAJ_{S \times N \times 5}$

$STATE_{E_{l1 \times 5}} := [x_i y_i v_i \theta_i \theta_\theta]_{l1 \times 5}$

Weight matrix $W_{l1 \times N} := [1 \cdots 1]_{l1 \times N}$

$STATE_{E_0} := STATE_{E_{l1 \times 5}}$, $W_0 := W_{l1 \times N}$

for all $i = 1 : 1 : S$

$v_i = |v_{i-1} + \delta_i|$, $\theta_i = \theta_{i-1} + \delta_\theta$

if $C_{\text{noncross}} > C_{\text{cross}}$

$B_{\text{standing}} \leftarrow B_{\text{walking}} / B_{\text{running}}$ partly

if $B_{\text{max}} = B_{\text{standing}}$

$v_i = |0 + \delta_i|$

end if

end if

$TRAJ_{\text{pred},i} \leftarrow \text{Predictor}(STATE_{i-1})$

$W_i \leftarrow \text{Resampling}(W_{i-1})$

$TRAJ_{\text{est},i} \leftarrow \text{Updater}(TRAJ_{\text{pred},i})$

$TRAJ_{S \times N \times 5} = TRAJ_{\text{est},i}$

end for

The inputs of the algorithm are pedestrian behaviour probabilities ($B_{l1 \times 3}$), pedestrian crossing intentions ($C_{l1 \times 2}$), pedestrian states ($STATE_{l1 \times 5}$), and the additive noises on pedestrian orientation and speed ($\delta_s, \delta_\theta$). First, the noises are added to pedestrian speed and orientation. Then, the speed is checked to see if it exceeds the maximum threshold. If so, the speed estimation is doubted and the average speed is used for trajectory prediction. Next, for each pedestrian, if its crossing intention is lower than not-crossing, the particles’ walking and running behaviour will be partly changed to standing in the predictions. Then, the behaviour and previous states determine the predicted speed concurrently. Standing behaviour means no speed. Finally, a uniform particle filter is used depending on the determined speed, including the Predictor, Resampling, and Updater. The weight matrix and the trajectory are updated after each prediction step.

4 | EXPERIMENT AND RESULTS

4.1 | Preparation for data collection

Abundant information on pedestrian motion and surrounding traffic is the basis of algorithm development and verification. Focusing on different assignments, various sensors are adopted by researchers. Considering cost and reliability, companies such as Daimler and Honda choose mono camera and radar to equip their cars in the market. For researchers and companies like Google, Lidar is much more popular for its high accuracy. In this research, we also use Lidar to sense pedestrian and traffic environments. Table 4 shows the sources we use and the corresponding information that is provided by those sources. The Inertial measurement unit (IMU) is a sensor for detecting and
TABLE 4  Source of data

| Source   | Information                                      |
|----------|--------------------------------------------------|
| Mono camera | Pedestrian pose                   |
| Lidar    | Pedestrian location, traffic environment (obstacle location, road structure etc.) |
| CAN      | Ego vehicle velocity, steering angle, etc.       |
| GPS/IMU  | Ego vehicle acceleration, heading, etc.          |

FIGURE 5  Placement of hardware on the test car

measuring the vehicle’s acceleration and rotational movement. And the controller area network (CAN) is the international standardized serial communication protocol, from which we can obtain the vehicle’s motion states.

The test car and the placement of the hardware are shown in Figure 5. The lidar is installed in the front of the vehicle and the mono camera is installed inside the car.

The pedestrian orientation estimation method was proposed in our previous work [40]. The principle of the estimation algorithm is shown in Figure 6, the orientation results range from 0° to 360° and they can be used for pedestrian behaviour recognition.

4.2  Design of test scenarios

To verify the effectiveness of the proposed methods, we define 8 typical pedestrian road-crossing scenarios to collect the testing data. A scenario is defined by several features, including road type, speed interval of vehicle, traffic lights, and traffic participants. In China, city roads can be divided into four classes: urban expressway, main way, support way, and subordinate way. Features of these road classes are shown in Table 5.

Restricted by road width, separation zone etc., it is possible for pedestrians to interact with vehicles only on Class 4 roads. As for traffic lights, pedestrians need to obey traffic rules because of the strong restriction. Hence, traffic lights are not considered in this research. Vehicle speed is combined with the road type. So only pedestrian motion concerns most. The defined 8 typical pedestrian crossing scenarios are shown in Figure 7. In consideration of all the mentioned features, the data collection work was conducted on an open road with a test vehicle. Volunteers observed the scene criticality and made their own decisions on whether to cross or not. The test vehicle would also change its motion by observing pedestrian behaviours.

FIGURE 6  Pedestrian orientation estimation

FIGURE 7  Typical pedestrian crossing scenarios
4.3 Dataset description

The BPI dataset\(^1\) was established by Tsinghua University and was collected mainly on the campus. The vehicle’s average speed ranged from 10 to 30 km/h and the road was mainly in Class 4. Pedestrians and cyclists’ pose info was collected from a vehicle-mounted mono camera at 15 Hz with a resolution of 2048×1024 pixels. A lidar was used to obtain the position of the traffic participants and the environment features (like the road curb) at 10 Hz. Besides, IMU and CAN also included the vehicle information. We announced 12651 frames in 25 sequences for labelled pedestrian crossing-road scenarios from 120 captured sequences and divided them into eight typical scenarios. Cyclists’ crossing intersection trajectories were also added to the scenario for possible VRU protection researches, which also included 25 sequences. The length of these sequences was between 300 frames to 800 frames. The images from the lidar and camera are presented in Figure 8.

In Figure 8, the images have been scaled and intercepted for a better exhibition. In the raw data, the resolution of the lidar picture was 4000×1000 pixels, the origin of the lidar coordinate system was at (1600, 500), and the distance between adjacent pixels was 0.05 m. The positions of traffic participants and road structures were labelled in the picture. The camera was used for pedestrian pose estimation and obtained the 18 key points of the pedestrian.

4.4 Validation of pedestrian behaviour recognition

The verification of pedestrian behaviour recognition algorithm is constructed of the prior model based on LSTM, the maximum likelihood model based on data fitting, and the posterior model based on the Bayesian method. The LSTM model was constructed in the structure of TensorFlow, and the parameters were obtained using the training data or predefined. We divided the training set and the test set into 4:1. To consider both time and effect, the batch size was set to 5. In the training process, data were selected randomly as input. The gradient descent method made the learning rate decrease with the increase of training time, which helped to early overstep the local optimum and later decrease the oscillation near the extreme value. The training results were shown in Figure 9.

Along with the training, the accuracy in the training set increased to nearly 1. However, in the test set, the accuracy stopped at 0.96 after about 800 training, caused by overfitting. The best result was chosen for method comparison.

The maximum likelihood model was constructed based on pedestrian velocity. Based on the distribution of velocity, the model parameters were calibrated at 0.1 m/s intervals. The fitting curves of three pedestrian behaviours were in Figure 10. Pedestrian standing behaviour fitted the exponential distribution with \(\lambda_s = 4.116\), \(E(vB=S) = \sigma(vB=S) = 0.243\) m/s. Pedestrian walking behaviour fitted the Gaussian distribution with \(\mu_w = 1.115\), \(\sigma_w = 0.364\), \(E(vB=W) = 1.115\) m/s, and \(\sigma(vB=W) = 0.364\) m/s. Pedestrian running behavior fitted the Weibull distribution with \(\lambda_r = 2.625\), \(E(vB=R) = 2.625\) m/s.\(^2\)

\(^1\)The dataset is available for non-commercial research purposes. Link: github.com/wuhaoran111/BPI_Dataset

\(^2\)The maximum likelihood model was constructed based on pedestrian velocity. Based on the distribution of velocity, the model parameters were calibrated at 0.1 m/s intervals. The fitting curves of three pedestrian behaviours were in Figure 10. Pedestrian standing behaviour fitted the exponential distribution with \(\lambda_s = 4.116\), \(E(vB=S) = \sigma(vB=S) = 0.243\) m/s. Pedestrian walking behaviour fitted the Gaussian distribution with \(\mu_w = 1.115\), \(\sigma_w = 0.364\), \(E(vB=W) = 1.115\) m/s, and \(\sigma(vB=W) = 0.364\) m/s. Pedestrian running behavior fitted the Weibull distribution with \(\lambda_r = 2.625\), \(E(vB=R) = 2.625\) m/s.
TABLE 6  Recognition accuracy of different behaviours

| Model                        | Pedestrian behaviour likelihood model | posterior model |
|------------------------------|--------------------------------------|-----------------|
|                              | Standing     | Walking    | Running   |
| LSTM model                   | 0.97         | 0.97       | 0.97      |
| Likelihood model             | 0.92         | 0.90       | 0.98      |
| Posterior model              | 0.98         | 0.97       | 0.98      |

TABLE 7  Recognition precision of different behaviours

| Model                        | Pedestrian behaviour likelihood model | posterior model |
|------------------------------|--------------------------------------|-----------------|
|                              | Standing     | Walking    | Running   |
| LSTM model                   | 0.90         | 0.97       | 0.98      |
| Likelihood model             | 0.50         | 0.98       | 0.89      |
| Posterior model              | 0.86         | 0.98       | 0.98      |

$k_r = 14.8, E(v_B = W) = 2.534 \text{ m/s}, \text{ and } \sigma(v_B = W) = 0.210 \text{ m/s}. \text{ Pedestrian different behaviors would present obvious different distributions. So, it was effective to distinguish these behaviors from velocity distribution.}

The Bayesian posterior model combined the above two behaviour models together to get the final recognition result. The recognition accuracy of these three models was shown in Table 6. The Bayesian posterior model got the best accuracy combining the prior model and the maximum likelihood model, and the LSTM model also got relatively high accuracy compared with the maximum likelihood model. However, the maximum likelihood model performed better in recognition of the running behaviour.

The comparison of recognition precision was shown in Table 7. Precision represented the model’s credibility when giving a positive judgment of the behaviour. For each behaviour, the Bayesian posterior model performed well and the maximum likelihood model performed relatively worse. It was worth attention that the three methods’ recognition precision for standing behaviour was apparently lower than other behaviours. On the one hand, it was caused by the vague boundary of standing and slowly walking. On the other hand, the scale of positive standing behaviour data was relatively small. The precision could be improved by more training and more clear classification features.

The comparison of recognition rate was shown in Table 8. The recognition rate represented the recognition ability of the model to positive samples. The maximum likelihood model got a good recognition rate of standing behaviour. Along with the previous observation, we could know that the maximum likelihood model held high tolerance to the velocity of standing, which also led to a more erroneous judgment of other behaviours.

The Bayesian posterior model got the best recognition result in most of the comparisons in the BPI dataset. To further prove the adaptability of the proposed method, the behaviour recognition method was also applied to the PIE dataset [43] in the experiment. As the key points of the pedestrian were difficult to capture at low resolution, only pedestrians whose bounding boxes width was larger than 20 pixels were used for the behaviour recognition. Standing and walking were recognized according to the labelled behaviour. The results were shown in Figure 11.

At this time, after 500 epochs of training, the training curve started to become overfitting, and the accuracy of the behaviour recognition reached 93% for the LSTM network. The maximum likelihood model only obtained 80% accuracy for the standing behaviour and 79% accuracy for the walking behaviour. Combining the two models together, the Bayesian posterior model got 90% accuracy for the behaviours. The performance of the posterior model is worse than the LSTM network in this scenario. However, this does not mean that the posterior behaviour model is useless. In many scenarios, pedestrian key points may get sheltered by obstacles, then the maximum likelihood model can be used as insurance.

4.5  Validation of pedestrian intention recognition

To show the performance of our method in different scenarios, 25 typical sequences were selected for eight defined pedestrian typical scenarios. Pedestrian intention recognition was conducted for all these sequences. To compare the results in the
time domain, the zero points were defined as the moment of crossing in crossing scenarios. In non-crossing scenarios, the zero points were defined as the moment of the final frame. Pedestrian crossing intention recognition results were shown in Figure 12.

In all pedestrian crossing scenarios, the crossing probability converged to 1. In all non-crossing scenarios, the crossing probability converged to 0. This meant that the intention recognition method could at least classify pedestrian crossing intention into two different categories. In non-crossing scenarios D, F, and H, pedestrian crossing probabilities were below 0.5 in the whole process, which helped not to mislead the intelligent vehicles. In scenario B, the pedestrian was walking towards the road and suddenly stopped. So, the crossing probability was high at first then decreased quickly, which we thought was reasonable. In crossing scenarios, the intention recognition method could recognize pedestrian crossing intention at least 0.3 s earlier before crossing, which made it possible for intelligent vehicles to decelerate. This conclusion could be explained more clearly in Figure 13. When the crossing intention was convinced, the relative distances between pedestrians and vehicles were still enough for vehicles to decelerate and avoid the collision.

In summary, for the eight defined pedestrian crossing scenarios, the proposed method could recognize pedestrian crossing intention 0.3–0.5 s earlier before crossing and 15 m–20 m away from the theoretical collision position, which provided enough time and distance for intelligent vehicles to conduct the deceleration and obstacle avoidance operation.

4.6 | Validation of pedestrian trajectory prediction

To exhibit the performance of the modified particle filter, a pedestrian trajectory prediction interface was developed as shown in Figure 14. The light grey areas were sidewalks and the dark grey areas were the motorway. The blue rectangle represented the test vehicle and the blue line represented the trajectory of the vehicle. The true path and spot of the pedestrian were highlighted in red. The estimated and predicted objects were shown in brown and green, respectively. The depth of green colour showed the prediction time from now. The lighter the colour, the longer the prediction time. To access the prediction accuracy, the pedestrian trajectory in the future 3 s should be given. However, limited to the data collected, the pedestrian real trajectory in the future 3 s might be lost by the vehicle-mounted sensors. Then the prediction horizon would be less than 3 s.

The trajectory prediction process was continuous. However, limited to the form of the thesis, only typical images in the prediction could be exhibited in the following context. The numbers in the images represented the relative time defined in Figure 12, and the blue points showed the future position of the particles. The prediction horizon was 3 s and the results in the eight typical scenarios would be shown in groups.

As presented in Figures 15 and 16, for simple pedestrian motion, the particle filter got good prediction results in the whole process. In scenario A, the probabilities of crossing in the whole process were above 0.5, so the prediction results were straight lines towards the opposite. In scenarios D, F, and H, the probability of crossing in the whole process was below 0.5, so the predictions were straight lines or points near the edge of the road. The particles surrounded the real trajectory tightly in all these scenarios. And the average prediction suited the real trajectory well.

In scenarios B and C, things were quite different, as shown in Figure 17. Due to the intention recognition model, the particles first overstepped the edge of the road in scenario B. Then, with the convincing of the non-crossing intention, the trajectory prediction results converged to the edge of the road, which was more reasonable in this scenario. In scenario C, things were
similar. The prediction results first converged to the edge of the road then exceeded the edge.

In scenarios E and G, pedestrians crossed the road with turning, as shown in Figure 18. Before the crossing intentions were recognized, the trajectory prediction results were nearly straight lines near the edge of the road. When the intentions were convinced, the trajectories were affected by the orientation of the pedestrian. Due to the neglect of orientation change in the motion model, the predictions held a relatively large error in these two scenarios. However, in real scenarios, due to pedestrian uncertain motion, the prediction results after pedestrians reached the motorway did not affect the vehicle’s decision apparently.

To demonstrate the effectiveness of the proposed trajectory prediction method, we compared our method with the O-LSTM method [44] in the BPI dataset. We reported the
prediction error with two different metrics. Similar to Pellegrini et al. [45] we used:

1. Average displacement error (ADE) - The mean square error (MSE) over all estimated points of a trajectory and the true points. This was introduced in Pellegrini et al. [45].
2. Final displacement error (FDE) - The distance between the predicted final destination and the true final destination at end of the prediction period $T_{pred}$.

As mentioned, the length of the collected data was mainly 3−8 s. And key points of the pedestrian could not be captured when there was a long distance between the pedestrian and vehicle. So, in this experiment, we observed the trajectories for 1.5 s and predicted their paths for the next 1.5 s. We trained the O-LSTM model on 80% samples and tested it on the remaining samples for 20 epochs. The best results are shown in Table 9.

On the one hand, the O-LSTM method could not capture the changes of pedestrian behaviour and its body orientation, which led to greater errors in the short-term trajectory prediction. On the other hand, the O-LSTM method could not recognize pedestrian intention. When the pedestrian walked towards the road curb, the O-LSTM method could not judge if the pedestrian would stop at the road curb. That also led to an increase in the long-term prediction. In summary, compared with the O-LSTM method, the proposed trajectory prediction method based on particle filter can give relatively accurate results in all defined typical scenarios, especially when pedestrian crossing intention or motion changes in the process.

The results of our method could also be illustrated with real images from the camera. We use scenario D as an example. As shown in Figure 19, since the pedestrian is really close to the road curb, it is identified to cross at initial. The predicted trajectory will also be limited within the sidewalk, as shown in Figure 16.

## 5 | CONCLUSION

In this research, a pedestrian motion prediction method combining Bayesian methods with modified particle filter to avoid pedestrian collisions caused by pedestrian latent crossing behaviour is proposed. This method integrates all the tasks of crossing intention recognition, and trajectory prediction. The main achievements of this paper are as follows:

For pedestrian behaviour (standing, walking, and running) recognition, a behaviour recognition method based on LSTM is proposed as a prior model. Then, the maximum likelihood model and the Bayesian posterior model are proposed to improve the recognition accuracy and eliminate the impact of occlusion. The behaviour recognition model is verified both in the provided BPI dataset and the PIE dataset.

For pedestrian crossing intention recognition, a method based on DBN is proposed. The proposed method can recognize pedestrian crossing intention 0.3–0.5 s earlier before the crossing behaviour. At that time, the distance between pedestrian and vehicle is enough for collision avoidance (15–20 m). For non-crossing scenarios, the method convinces pedestrian intention at least 20 m before the collision.

For pedestrian trajectory prediction, the trajectory prediction method based on a modified particle filter is proposed and the weight matrix is redefined based on the context. The algorithm can use particles to simulate the pedestrian future states combining pedestrian behaviour and intention. The results are compared with the O-LSTM method in the BPI dataset and outperform the baseline in 1.5 s trajectory prediction. Due to the definition of weight, the algorithm can tune its performance dynamically based on the distribution of obstacles and the road curb. The trajectory prediction results provide an important reference for the decision-making and path planning of intelligent vehicles.

For future work, there are still some improvements to be done. For intention recognition, by collecting more data and analysing the internal regulation, the parameters can be optimized using expectation maximization algorithms. For trajectory prediction, it’s possible for us to simulate the dynamic motion for the pedestrian and vehicle, then Monte Carlo methods can be used to predict pedestrian future states more accurately.
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