ON THE POTENTIALITY OF A CLASS OF OPERATORS RELATIVE TO LOCAL BILINEAR FORMS
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Abstract: The inverse problem of the calculus of variations (IPCV) is solved for a second-order ordinary differential equation with the use of a local bilinear form. We apply methods of analytical dynamics, nonlinear functional analysis, and modern methods for solving the IPCV. In the paper, we obtain necessary and sufficient conditions for a given operator to be potential relative to a local bilinear form, construct the corresponding functional, i.e., found a solution to the IPCV, and define the structure of the considered equation with the potential operator. As a consequence, similar results are obtained when using a nonlocal bilinear form. Theoretical results are illustrated with some examples.

Keywords: Inverse problem of the calculus of variations, Local bilinear form, Potential operator, Conditions of potentiality.

1. Introduction

In the modern calculus framework, the classical inverse problem of the calculus of variations (IPCV) is a problem of constructing an integral functional such that its equations of extremals coincide with given equations. The issues considered in the paper are closely related to the following statement of the IPCV generalizing its classical statement. For a given equation, one needs to construct a functional such that its set of stationary points coincides with the set of solutions to this equation. These problems are also related to the mechanics of finite- and infinite-dimensional systems [7, 8, 11–13]. There is a large number of works devoted to IPCVs for different types of equations and their systems: in particular, for ordinary differential equations and differential equations with partial derivatives [4, 6, 13, 18, 19, 21], operator equations [2, 3, 14, 15], differential-difference equations [5, 9, 10], and stochastic differential equations [16, 17]. In these works, nonlocal bilinear forms were mainly used to solve an IPCV. Methods of investigating operators for the potentiality relative to local bilinear forms were developed in [6, 13, 20].

The main aim of the paper is to find a solution to an IPCV for a second-order ordinary differential equation. Local bilinear forms will play a significant role in the investigation.

Below, we use the notation and terminology of [2, 3, 13, 15].
Assume that $U$ and $V$ are linear normed spaces over $\mathbb{R}$.
The following definition and theorem will be needed for the sequel.

Definition 1 [13]. An operator $N : D(N) \subset U \to V$ is called potential on the set $D(N)$ relative to a local bilinear form $\Phi(u; \cdot, \cdot) : V \times V \to \mathbb{R}$ if there exists a Gâteaux differentiable functional $F_N : D(F_N) = D(N) \to \mathbb{R}$ such that

$$
\delta F_N[u, h] = \Phi(u; N(u), h) \quad \forall u \in D(N), \quad \forall h \in D(N_u).
$$
Theorem 1 [13]. Consider a Gâteaux differentiable operator $N : D(N) \subset U \to V$ and a local bilinear form $\Phi(u; \cdot, \cdot) : V \times V \to \mathbb{R}$ such that, for any fixed elements $u \in D(N)$ and $g, h \in D(N'_u)$, the function $\psi(\varepsilon) = \Phi(u + \varepsilon h; N(u + \varepsilon h), g)$ belongs to the class $C^1[0,1]$. For $N$ to be potential on the convex set $D(N)$ relative to $\Phi$, it is necessary and sufficient to have

\[
\Phi \left( u; N'_u h, g \right) + \Phi'_u \left( h; N(u), g \right) = \Phi \left( u; N'_u g, h \right) + \Phi'_u \left( g; N(u), h \right)
\]

\[
\forall u \in D(N), \quad \forall h, g \in D \left( N'_u \right).
\]

Under this condition, the potential $F_N$ is given as

\[
F_N[u] = \int_{0}^{1} \Phi(u_0 + \lambda(u - u_0); N(u_0 + \lambda(u - u_0)), u - u_0) \, d\lambda + F_N[u_0],
\]

where $u_0$ is a fixed element of $D(N)$.

Note that $N'_u$ and $\Phi'_u$ are the Gâteaux derivatives of $N$ and $\Phi$ at the point $u$.

2. Conditions of potentiality

Consider an ordinary differential equation of the second order

\[
N(u) \equiv a(t, u(t))u''(t) + b(t, u(t))u'(t) + c(t, u(t))(u'(t))^2 + d(t, u(t)) = 0, \quad t \in [t_0, t_1].
\]

(2.1)

Here, $u = u(t)$ is an unknown function, $a \in C^2([t_0, t_1] \times T)$ and $b, c, d \in C^1([t_0, t_1] \times T)$ are given functions, and $T \subseteq \mathbb{R}$.

We define the domain of the operator $N$ (2.1) as follows:

\[
D(N) = \{ u \in C^2[t_0, t_1] : u(t_0) = u_1, \ u(t_1) = u_2 \}.
\]

(2.2)

The domain $D(N'_u)$ consists of elements $h \in C^2[t_0, t_1]$ such that $(u + \varepsilon h) \in D(N)$ for all $\varepsilon$ sufficiently small, i.e.,

\[
D(N'_u) = \{ h \in C^2[t_0, t_1] : h(t_0) = 0, \ h(t_1) = 0 \}.
\]

Let us introduce a local bilinear form

\[
\Phi(u; v, g) = \int_{t_0}^{t_1} M(t, u(t))v(t)g(t) \, dt,
\]

(2.3)

where $M \in C^2([t_0, t_1] \times T)$, $M(t, u(t)) \neq 0$.

Theorem 2. For the operator $N$ (2.1) to be potential on $D(N)$ (2.2) relative to the local bilinear form (2.3), it is necessary and sufficient that the following conditions hold for all $u \in D(N)$ and all $t \in [t_0, t_1]$:

\[
a'_u(t, u(t))M(t, u(t)) + a(t, u(t))M'_u(t, u(t)) - 2c(t, u(t))M(t, u(t)) = 0,
\]

(2.4)

\[
a'_u(t, u(t))M(t, u(t)) + a(t, u(t))M'_u(t, u(t)) - b(t, u(t))M(t, u(t)) = 0.
\]

(2.5)
Proof. We have
\[ N_u'h = a'(t, u(t)) u''(t) h(t) + a(t, u(t)) h''(t) + b'(t, u(t)) u'(t) h(t) + \]
\[ + b(t, u(t)) h'(t) + c'(t, u(t))(u'(t))^2 h(t) + 2c(t, u(t)) u'(t) h'(t) + d'_u(t, u(t)) h(t). \]
In this case, criterion (1.2) becomes
\[
\int_{t_0}^{t_1} \left( a'(t, u(t)) M(t, u(t)) u''(t) h(t) g(t) + a(t, u(t)) M(t, u(t)) h''(t) g(t) + \right.
\]
\[ + b'(t, u(t)) M(t, u(t)) u'(t) h(t) g(t) + b(t, u(t)) M(t, u(t)) h'(t) g(t) + \]
\[ + c'(t, u(t)) (u'(t))^2 h(t) g(t) + 2c(t, u(t)) M(t, u(t)) u'(t) h'(t) g(t) + \]
\[ + M(t, u(t)) d'_u(t, u(t)) h(t) g(t) + a(t, u(t)) M'_u(t, u(t)) u''(t) h(t) g(t) + \]
\[ + b(t, u(t)) M'_u(t, u(t)) u'(t) h(t) g(t) + c(t, u(t)) M'_u(t, u(t)) (u'(t))^2 h(t) g(t) + \]
\[ + M'_u(t, u(t)) d(t, u(t)) h(t) g(t) \right) dt = \int_{t_0}^{t_1} \left( a'(t, u(t)) M(t, u(t)) u''(t) h(t) g(t) + \right.
\]
\[ + a(t, u(t)) M(t, u(t)) g''(t) h(t) + b'(t, u(t)) M(t, u(t)) u'(t) h(t) g(t) + \]
\[ + b(t, u(t)) M(t, u(t)) g'(t) h(t) + c'(t, u(t)) M(t, u(t)) (u'(t))^2 h(t) g(t) + \]
\[ + 2c(t, u(t)) M(t, u(t)) u'(t) h'(t) g(t) + M(t, u(t)) d'_u(t, u(t)) h(t) g(t) + \]
\[ + a(t, u(t)) M'_u(t, u(t)) u''(t) h(t) g(t) + b(t, u(t)) M'_u(t, u(t)) u'(t) h(t) g(t) + \]
\[ + c(t, u(t)) M'_u(t, u(t)) (u'(t))^2 h(t) g(t) + M'_u(t, u(t)) d(t, u(t)) h(t) g(t) \right) \right) dt \]
\[ \forall u \in D(N), \quad \forall h, g \in D(N'_u), \]
or
\[
\int_{t_0}^{t_1} \left( a(t, u(t)) M(t, u(t)) h''(t) g(t) + b(t, u(t)) M(t, u(t)) h'(t) g(t) + \right.
\]
\[ + 2c(t, u(t)) M(t, u(t)) u'(t) h'(t) g(t) \right) dt = \int_{t_0}^{t_1} \left( a(t, u(t)) M(t, u(t)) g''(t) h(t) + \right.
\]
\[ + b(t, u(t)) M(t, u(t)) g'(t) h(t) + 2c(t, u(t)) M(t, u(t)) u'(t) g'(t) h(t) \right) dt \]
\[ \forall u \in D(N), \quad \forall h, g \in D(N'_u). \]
Integrating by parts and taking into consideration that \( h, g \in D(N'_u) \), we obtain
\[
\int_{t_0}^{t_1} \left( a(t, u(t)) M(t, u(t)) h''(t) g(t) + b(t, u(t)) M(t, u(t)) h'(t) g(t) + \right.
\]
\[ + 2c(t, u(t)) M(t, u(t)) u'(t) h'(t) g(t) \right) dt = \int_{t_0}^{t_1} \left( a''(t, u(t)) M(t, u(t)) h(t) g(t) + \right.
\]
\[ + 2a''(t, u(t)) u'(t) M(t, u(t)) h(t) g(t) + 2a'(t, u(t)) M'(t, u(t)) h(t) g(t) + \]
\[ + 2a'(t, u(t)) M'_u(t, u(t)) u'(t) h(t) g(t) + 2a'(t, u(t)) M(t, u(t)) h'(t) g(t) + \]
\[ + a''(t, u(t)) (u'(t))^2 M(t, u(t)) h(t) g(t) + a'(t, u(t)) u''(t) M(t, u(t)) h(t) g(t) + \]
\[ + 2a'(t, u(t)) u'(t) M'_u(t, u(t)) h(t) g(t) + 2a'(t, u(t)) M'_u(t, u(t)) (u'(t))^2 h(t) g(t) + \]
\[ + 2a'_u(t, u(t))u'(t)M(t, u(t))h(t)g'(t) + 2a(t, u(t))M'_u(t, u(t))g'(t)h(t) + a(t, u(t))M(t, u(t))h(t)g''(t) + a(t, u(t))M''_u(t, u(t))h(t)g(t) + 2a(t, u(t))M'_u(t, u(t))u'(t)h(t)g(t) + a(t, u(t))M''_u(t, u(t))u'(t)h(t)g(t) - b'_u(t, u(t))M(t, u(t))h(t)g(t) - b'_u(t, u(t))u'(t)M(t, u(t))h(t)g(t) - b(t, u(t))M'_u(t, u(t))h(t)g(t) - b(t, u(t))M''_u(t, u(t))h(t)g(t) - b(t, u(t))M(t, u(t))h(t)g(t) - 2c'_u(t, u(t))M(t, u(t))u'(t)h(t)g(t) - 2c(t, u(t))M'_u(t, u(t))u'(t)h(t)g(t) - 2c(t, u(t))M''_u(t, u(t))h(t)g(t) - 2c(t, u(t))M(t, u(t))u''(t)h(t)g(t) - 2c(t, u(t))M(t, u(t))u''(t)h(t)g(t) \]

Thus, equality (2.6) can be written in the form

\[
\int_{t_0}^{t_1} \left( a''_u(t, u(t))M(t, u(t))h(t)g(t) + 2a''_u(t, u(t))u'(t)M(t, u(t))h(t)g(t) + 2a'_u(t, u(t))M'_u(t, u(t))h(t)g(t) + 2a'_u(t, u(t))M''_u(t, u(t))u'(t)h(t)g(t) + a(t, u(t))M''_u(t, u(t))u'(t)h(t)g(t) + a(t, u(t))M(t, u(t))h(t)g(t) + a(t, u(t))M'_u(t, u(t))h(t)g(t) + a(t, u(t))M''_u(t, u(t))u'(t)h(t)g(t) + a(t, u(t))M''_u(t, u(t))u'(t)h(t)g(t) - b'_u(t, u(t))M(t, u(t))h(t)g(t) - b'_u(t, u(t))u'(t)M(t, u(t))h(t)g(t) - b(t, u(t))M'_u(t, u(t))h(t)g(t) - b(t, u(t))M''_u(t, u(t))u'(t)h(t)g(t) - b(t, u(t))M(t, u(t))h(t)g(t) - 2c'_u(t, u(t))M(t, u(t))u'(t)h(t)g(t) - 2c(t, u(t))M'_u(t, u(t))u'(t)h(t)g(t) - 2c(t, u(t))M''_u(t, u(t))h(t)g(t) - 2c(t, u(t))M(t, u(t))u''(t)h(t)g(t) - 2c(t, u(t))M(t, u(t))u''(t)h(t)g(t) - 4c(t, u(t))M(t, u(t))u''(t)h(t)g(t) \right) dt = 0
\]

\[ \forall u \in D(N), \quad \forall h, g \in D(N'')_u. \]

Hence, we get

\[ a''_u(t, u(t))M(t, u(t)) + 2a'_u(t, u(t))M'_u(t, u(t)) + a(t, u(t))M''_u(t, u(t)) - b'_u(t, u(t))M(t, u(t)) - b'_u(t, u(t))u'(t)M(t, u(t)) - b(t, u(t))M'_u(t, u(t)) - b(t, u(t))M''_u(t, u(t))u'(t)M(t, u(t)) - 2c'_u(t, u(t))M(t, u(t))u'(t)M(t, u(t)) - 2c(t, u(t))M'_u(t, u(t))u'(t)M(t, u(t)) - 2c(t, u(t))M''_u(t, u(t))h(t)M(t, u(t)) - 4c(t, u(t))M(t, u(t))u''(t)h(t)M(t, u(t)) = 0 \]

\[ 2a''_u(t, u(t))M(t, u(t)) + 2a'_u(t, u(t))M'_u(t, u(t)) + 2a'_u(t, u(t))M''_u(t, u(t))u'(t)M(t, u(t)) + 2a(t, u(t))M''_u(t, u(t))u'(t)M(t, u(t)) - 2c'(t, u(t))M'_u(t, u(t)) - 2c'(t, u(t))M''_u(t, u(t))h(t)M(t, u(t)) - 2c(t, u(t))M(t, u(t))u''(t)h(t)M(t, u(t)) = 0. \]
Note that conditions (2.7)–(2.11) are reduced to (2.4) and (2.5).

**Remark 1.** If $M = M(t)$, then
\[ \Phi(v, g) = \int_{t_0}^{t_1} M(t)v(t)g(t)\,dt \]  
(2.12)
is a nonlocal bilinear form and conditions (2.4) and (2.5) are represented in the form
\[ a'_u(t, u(t)) - 2c(t, u(t)) = 0, \]  
(2.13)\[ a'_t(t, u(t))M(t) + a(t, u(t))M'(t) - b(t, u(t))M(t) = 0. \]  
(2.14)

**Remark 2.** If $M = M(t)$ and $a = a(t)$, $b = b(t)$, $c = c(t)$, then conditions (2.4) and (2.5) can be written in the form
\[ c(t) = 0, \]  
(2.15)\[ a'(t)M(t) + a(t)M'(t) - b(t)M(t) = 0. \]  
(2.16)

**Remark 3.** If $M(t, u(t)) \equiv 1$, then
\[ \Phi(v, g) = \int_{t_0}^{t_1} v(t)g(t)\,dt \]  
(2.17)
and conditions (2.4) and (2.5) take the form
\[ a'_u(t, u(t)) - 2c(t, u(t)) = 0, \]  
(2.18)\[ a'_t(t, u(t)) - b(t, u(t)) = 0. \]  
(2.19)

**Remark 4.** If $M(t, u(t)) \equiv 1$ and $a = a(t)$, $b = b(t)$, $c = c(t)$, then conditions (2.4) and (2.5) are reduced to
\[ c(t) = 0, \]  
(2.20)\[ a'(t) - b(t) = 0. \]  
(2.21)

3. Finding a solution to the IPCV

**Theorem 3.** If conditions (2.4) and (2.5) hold, then the corresponding functional is given as
\[ F_N[u] = \int_{t_0}^{t_1} \left( \frac{1}{2} M(t, u(t))a(t, u(t))(u'(t))^2 + B_M(t, u(t)) \right)dt, \]  
(3.1)where
\[ B_M(t, u(t)) = \int_{t_0}^{1} M(t, \tilde{u}(t, \lambda))d(t, \tilde{u}(t, \lambda))(u(t) - u_0(t))d\lambda + B_M(t, u_0(t)), \]  
(3.2)\[ \tilde{u}(t, \lambda) = u_0(t) + \lambda(u(t) - u_0(t)), \]  
$u_0 = u_0(t)$ is a fixed element of $D(N)$, and $B_M \in C^2([t_0, t_1] \times T)$. 
Proof. According to formula (1.3) and conditions (2.4) and (2.5) we have

\[ F_N[u] - F_N[u_0] = \]

\[ = \int_{t_0}^{t_1} \int_0^1 \left[ M(t, \tilde{u}(t, \lambda))a(t, \tilde{u}(t, \lambda))\tilde{u}'_0(t, \lambda)(u(t) - u_0(t)) + \right. \]

\[ + M(t, \tilde{u}(t, \lambda))b(t, \tilde{u}(t, \lambda))\tilde{u}'_0(t, \lambda)(u(t) - u_0(t)) + \]

\[ + M(t, \tilde{u}(t, \lambda))c(t, \tilde{u}(t, \lambda))(\tilde{u}'_0(t, \lambda))^2(u(t) - u_0(t)) + \]

\[ + M(t, \tilde{u}(t, \lambda))d(t, \tilde{u}(t, \lambda))(u(t) - u_0(t)) \] \right] d\lambda dt =

\[ = \int_{t_0}^{t_1} \int_0^1 \left[ -M'_1(t, \tilde{u}(t, \lambda))a(t, \tilde{u}(t, \lambda))\tilde{u}'_0(t, \lambda)(u(t) - u_0(t)) - \right. \]

\[ - M(t, \tilde{u}(t, \lambda))a'_0(t, \tilde{u}(t, \lambda))\tilde{u}'_0(t, \lambda)(u(t) - u_0(t)) - \]

\[ - M(t, \tilde{u}(t, \lambda))a'_0(t, \tilde{u}(t, \lambda))\tilde{u}'_0(t, \lambda)(u(t) - u_0(t)) \] \right] d\lambda dt =

\[ = \int_{t_0}^{t_1} \int_0^1 \left[ \tilde{u}'_0(t, \lambda)(u(t) - u_0(t)) \left( -M'_1(t, \tilde{u}(t, \lambda))a(t, \tilde{u}(t, \lambda)) - \right. \right. \]

\[ - M(t, \tilde{u}(t, \lambda))a'_0(t, \tilde{u}(t, \lambda)) + M(t, \tilde{u}(t, \lambda))b(t, \tilde{u}(t, \lambda)) \] \right. \right] d\lambda dt =

\[ = \int_{t_0}^{t_1} \int_0^1 \left[ -c(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))(\tilde{u}'_0(t, \lambda))^2(u(t) - u_0(t)) - \right. \]

\[ - a(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))\tilde{u}'_0(t, \lambda)(u(t) - u_0(t)) + \]

\[ + M(t, \tilde{u}(t, \lambda))d(t, \tilde{u}(t, \lambda))(u(t) - u_0(t)) \] \right] d\lambda dt.

Note that, using (2.4), we get

\[ \int_0^1 \left[ -c(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))(\tilde{u}'_0(t, \lambda))^2(u(t) - u_0(t)) - \right. \]

\[ - a(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))\tilde{u}'_0(t, \lambda)(u(t) - u_0(t)) \] \right] d\lambda =
\[
\begin{align*}
&= \int_0^1 \left[ -c(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))(\tilde{u}'_t(\lambda))^2 (u(t) - u_0(t)) - \\
&\quad - a(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))\tilde{u}'_t(\lambda) \frac{\partial \tilde{u}'_t(\lambda)}{\partial \lambda} \right] \, d\lambda = \\
&= \int_0^1 \left[ -c(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))(\tilde{u}'_t(\lambda))^2 (u(t) - u_0(t)) - \\
&\quad - \frac{\partial}{\partial \lambda} \left( a(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))(\tilde{u}'_t(\lambda))^2 \right) + \\
&\quad + a'(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))(\tilde{u}'_t(\lambda))^2 (u(t) - u_0(t)) + \\
&\quad + a(t, \tilde{u}(t, \lambda))M'(t, \lambda)(t, \tilde{u}(t, \lambda))(\tilde{u}'_t(\lambda))^2 (u(t) - u_0(t)) + \\
&\quad + a(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))\tilde{u}'_t(\lambda)(u(t) - u_0(t))^2 \right] \, d\lambda = \\
&= \int_0^1 \left[ c(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))(\tilde{u}'_t(\lambda))^2 (u(t) - u_0(t)) + \\
&\quad + a(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))\tilde{u}'_t(\lambda)(u(t) - u_0(t))^2 \right] \, d\lambda - \\
&\quad - a(t, u(t))M(t, u(t))(u'(t))^2 + a(t, u_0(t))M(t, u_0(t))(u'_0(t))^2.
\end{align*}
\]

Hence,
\[
\begin{align*}
&= \int_0^1 \left[ -c(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))(\tilde{u}'_t(\lambda))^2 (u(t) - u_0(t)) - \\
&\quad - a(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))\tilde{u}'_t(\lambda)(u(t) - u_0(t))^2 \right] \, d\lambda = \\
&= \int_0^1 \left[ c(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))(\tilde{u}'_t(\lambda))^2 (u(t) - u_0(t)) + \\
&\quad + a(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))\tilde{u}'_t(\lambda)(u(t) - u_0(t))^2 \right] \, d\lambda - \\
&\quad - a(t, u(t))M(t, u(t))(u'(t))^2 + a(t, u_0(t))M(t, u_0(t))(u'_0(t))^2
\end{align*}
\]
and
\[
\begin{align*}
&= \int_0^1 \left[ -c(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))(\tilde{u}'_t(\lambda))^2 (u(t) - u_0(t)) - \\
&\quad - a(t, \tilde{u}(t, \lambda))M(t, \tilde{u}(t, \lambda))\tilde{u}'_t(\lambda)(u(t) - u_0(t))^2 \right] \, d\lambda = \\
&= - \frac{1}{2} a(t, u(t))M(t, u(t))(u'(t))^2 + \frac{1}{2} a(t, u_0(t))M(t, u_0(t))(u'_0(t))^2.
\end{align*}
\]
Thus, (3.3) becomes
\[
F_N[u] - F_N[u_0] = \int_{t_0}^{t_1} \left( -\frac{1}{2}a(t, u(t))M(t, u(t))(u'(t))^2 + \frac{1}{2}a(t, u_0(t))M(t, u_0(t))(u'_0(t))^2 + M(t, \bar{u}(t, \lambda))d(t, \bar{u}(t, \lambda))(u(t) - u_0(t)) \right) dt.
\]
The use of (3.2) yields functional (3.1). \qed

Remark 5. If \( M = M(t) \) and \( a = a(t), b = b(t), c = c(t) \), then
\[
F_N[u] = \int_{t_0}^{t_1} \left( -\frac{1}{2}M(t)a(t)(u'(t))^2 + B_M(t, u(t)) \right) dt,
\]
where
\[
B_M(t, u(t)) = \int_{0}^{1} M(t)d(t, \bar{u}(t, \lambda))(u(t) - u_0(t)) d\lambda + B_M(t, u_0(t)).
\]

Remark 6. If \( M(t, u(t)) \equiv 1 \) and \( a = a(t), b = b(t), c = c(t) \), then
\[
F_N[u] = \int_{t_0}^{t_1} \left( -\frac{a(t)}{2}(u'(t))^2 + B(t, u(t)) \right) dt,
\]
where
\[
B(t, u(t)) = \int_{0}^{1} d(t, \bar{u}(t, \lambda))(u(t) - u_0(t)) d\lambda + B(t, u_0(t)).
\]

4. The structure of variational equation (2.1)

Theorem 4. Conditions (2.4) and (2.5) hold if and only if equation (2.1) takes the form
\[
N(u) \equiv a(t, u(t))u''(t) + \frac{1}{M(t, u(t))}\left[ M'_u(t, u(t))a(t, u(t)) + M(t, u(t))a'_u(t, u(t)) \right] u'(t) + \frac{1}{2M(t, u(t))}\left[ M'_u(t, u(t))a(t, u(t)) + M(t, u(t))a'_u(t, u(t)) \right] (u'(t))^2 + \frac{BM'_u(t, u(t))}{M(t, u(t))} = 0.
\]
Proof. According to (1.1), for functional (3.1), we have
\[
\delta F_N[u, h] = \int_{t_0}^{t_1} \left( -\frac{1}{2}M'_u(t, u(t))a(t, u(t))(u'(t))^2 h(t) - \frac{1}{2}M(t, u(t))a'_u(t, u(t))(u'(t))^2 h(t) - M(t, u(t))a(t, u(t))u'(t)h'(t) + (BM'_u(t, u(t))h(t) \right) dt =
\]
\[
= \int_{t_0}^{t_1} \left( -\frac{1}{2}M'_u(t, u(t))a(t, u(t))(u'(t))^2 h(t) - \frac{1}{2}M(t, u(t))a'_u(t, u(t))(u'(t))^2 h(t) + \cdots \right) dt.
\]
\[ + M'(t, u(t))u(t)u'(t)h'(t) + M'(t, u(t))u(t)(u'(t))^2h(t) + M(t, u(t))a'(t, u(t))u'(t)h(t) + \\
+ M(t, u(t))a'(t, u(t))(u'(t))^2h(t) + M(t, u(t))a(t, u(t))u''(t)h(t) + (B_M)'_{u}(t, u(t))h(t) \] 
\[ = \int_{t_0}^{t_1} \left( M(t, u(t))a(t, u(t))u''(t) + (M'_t(t, u(t))a(t, u(t)) + M(t, u(t))a'_t(t, u(t)))u'(t) + \\
+ \frac{1}{2}(M'_u(t, u(t))a(t, u(t)) + M(t, u(t))a'_u(t, u(t)))(u'(t))^2 + (B_M)'_{u}(t, u(t)) \right) h(t) dt = \Phi(u; N(u), h) \]
\[ \forall u \in D(N), \ \forall h \in D(N'_u). \]

Hence, equation (2.1) is represented in form (4.1).

On the other hand, equation (4.1) is derived from the stationarity condition of functional (3.1). This means that conditions (2.4) and (2.5) must be satisfied. \( \square \)

5. Examples

**Example 1.** Consider the Emden–Fowler equation [1]

\[ N(u) \equiv u''(t) + \frac{k_1}{t} u'(t) + k_2 t^{m-1} u^n(t) = 0, \quad t \in [t_0, t_1], \quad t_0 > 0, \quad (5.1) \]

where \( k_1, k_2, m, \) and \( n \) are constants, \( n \in \mathbb{N}. \)

In this case,
\[ a = 1, \quad b(t) = \frac{k_1}{t}, \quad c = 0, \quad d(t, u(t)) = k_2 t^{m-1} u^n(t). \]

The operator \( N \) (5.1) is not potential on \( D(N) \) (2.2) relative to bilinear form (2.17) because condition (2.21) is not satisfied.

We find \( M = M(t) \) such that the operator \( N \) (5.1) is potential on \( D(N) \) (2.2) relative to a bilinear form of type (2.2).

From condition (2.16), we obtain
\[ M(t) = t^{k_1}. \]

Thus, the operator \( N \) (5.1) is potential on \( D(N) \) (2.2) relative to the following bilinear form:

\[ \Phi(v, g) = \int_{t_0}^{t_1} t^{k_1} v(t) g(t) dt. \]

By formula (3.5), we get
\[ B_M(t, u(t)) = \frac{k_2}{n+1} t^{m-1+k_1} u^{n+1}(t), \]
and functional (3.4) takes the form

\[ F_N[u] = \int_{t_0}^{t_1} \left( -\frac{t^{k_1}}{2} (u'(t))^2 + \frac{k_2}{n+1} t^{m-1+k_1} u^{n+1}(t) \right) dt. \quad (5.2) \]
Remark 7. The operator $N$ of the Emden equation [8]

$$N(u) \equiv u''(t) + \frac{2}{t}u'(t) + u^5(t) = 0, \quad t \in [t_0, t_1], \quad t_0 > 0,$$

is potential on $D(N)$ (2.2) relative to the following bilinear form:

$$\Phi(v, g) = \int_{t_0}^{t_1} t^2 v(t) g(t) \, dt$$

(see Example 1; $k_1 = 2$, $k_2 = 1$, $m = 1$, and $n = 5$).

In this case, functional (5.2) becomes

$$F_N[u] = \int_{t_0}^{t_1} \left( -\frac{t^2}{2} (u'(t))^2 + \frac{t^2}{6} u^6(t) \right) \, dt. \quad (5.3)$$

Note that functional (5.3) was obtained in another way in [8].

Example 2. Consider the following equation:

$$N(u) \equiv 2tu''(t) + 2u'(t) + t(u'(t))^2 - u(t) - 1 = 0, \quad t \in [t_0, t_1]. \quad (5.4)$$

In this case,

$$a(t) = 2t, \quad b = 2, \quad c(t) = t, \quad d(u(t)) = -u(t) - 1.$$

The operator $N$ (5.4) is not potential on $D(N)$ (2.2) relative to bilinear forms (2.12) and (2.17) because $c(t) \neq 0$.

We find $M = M(u(t))$ such that the operator $N$ (5.4) is potential on $D(N)$ (2.2) relative to a bilinear form of type (2.3).

From conditions (2.4) and (2.5), we obtain

$$M(u(t)) = e^{u(t)}.$$

Thus, the operator $N$ (5.4) is potential on $D(N)$ (2.2) relative to the following bilinear form:

$$\Phi(u; v, g) = \int_{t_0}^{t_1} e^{u(t)} v(t) g(t) \, dt.$$

By formula (3.2), we get

$$B_M(u(t)) = -e^{u(t)} u(t),$$

and functional (3.1) takes the form

$$F_N[u] = \int_{t_0}^{t_1} \left( -te^{u(t)} (u'(t))^2 - e^{u(t)} u(t) \right) \, dt.$$

Example 3. Consider the following equation [8]:

$$N(u) \equiv u''(t) - \frac{(u'(t))^2}{u(t)} + \frac{1}{u^2(t)} = 0, \quad t \in [t_0, t_1]. \quad (5.5)$$
Here, 
\[ a = 1, \quad b = 0, \quad c(u(t)) = -\frac{1}{u(t)}, \quad d(u(t)) = \frac{1}{u^2(t)}. \]

The operator \( N (5.5) \) is not potential on \( D(N) \) relative to bilinear forms (2.12) and (2.17) because conditions (2.13) and (2.18) do not hold.

We find \( M = M(u(t)) \) such that the operator \( N (5.5) \) is potential on \( D(N) \) relative to a bilinear form of type (2.3).

From conditions (2.4) and (2.5), we obtain
\[ M(u(t)) = \frac{1}{u^2(t)}. \]

Thus, the operator \( N (5.5) \) is potential on \( D(N) \) relative to the following bilinear form:
\[ \Phi(u; v, g) = \int_{t_0}^{t_1} \frac{1}{u^2(t)} v(t)g(t) \, dt. \]

By formula (3.2), we get
\[ B_M(u(t)) = -\frac{1}{3u^3(t)}, \]
and functional (3.1) takes the form
\[ F_N[u] = \int_{t_0}^{t_1} \left( -\frac{(u'(t))^2}{2u^2(t)} - \frac{1}{3u^3(t)} \right) \, dt. \]

6. Conclusion

In the paper, we obtained the following results: the potentiality of the operator of a second-order ordinary differential equation relative to a local bilinear form was investigated, a formula for constructing the functional was given, and the structure of the corresponding Euler–Lagrange equation was defined. In particular, applications and extensions of the work consist in the possibility to establish connections between the invariance of the functional, the given equation, and its first integrals and to spread the proposed scheme of investigation to higher-order equations.

REFERENCES

1. Berkovich L. M. The generalized Emden-Fowler equation. *Symmetry in Nonlinear Mathematical Physics*, 1997. Vol. 1. P. 155–163.
2. Budochkina S. A., Savchin V. M. On direct variational formulations for second order evolutionary equations. *Eurasian Math. J.*, 2012. Vol. 3, No. 4. P. 23–34.
3. Budotchkina S. A., Savchin V. M. On indirect variational formulations for operator equations. *J. Funct. Spaces Appl.*, 2007. Vol. 5, No. 3. P. 231–242.
4. Filippov V. M. *Variatsionnye printsipy dlya nepotentsial’nykh operatorov* [Variational Principles for Non-potential Operators]. Moscow: PFU, 1985. 206 p. (in Russian)
5. Filippov V. M., Savchin V. M., Budochinka S. A. On the existence of variational principles for differential-difference evolution equations. *Proc. Steklov Inst. Math.*, 2013. Vol. 283. P. 20–34. DOI: 10.1134/S0081543813080038
On the Potentiality of a Class of Operators

6. Filippov V. M., Savchin V. M., Shorokhov S. G. Variational principles for nonpotential operators. *J. Math. Sci.*, 1994. Vol. 68, No. 3. P. 275–398. DOI: 10.1007/BF01252319

7. Galiullin A. S. *Obratnye zadachi dinamiki* [Inverse Problems of Dynamics]. Moscow: Nauka, 1981. 144 p. (in Russian)

8. Galiullin A. S., Gafarov G. G., Khvan A. M. *Analiticheskaya dinamika sistem Gel’mgal’tsa, Birkgoфа, Nambu* [Analytical dynamics of Helmholtz, Birkhoff, Nambu systems]. Moscow: Advances in Physical Sciences, 1997. 324 p. (in Russian)

9. Popov A. M. Potentiality conditions for differential-difference equations. *Differ. Equ.*, 1998. Vol. 34, No. 3. P. 423–426.

10. Popov A. M. Inverse problem of the calculus of variations for systems of differential-difference equations of second order. *Math. Notes*, 2002. Vol. 72, No. 5. P. 687–691. DOI: 10.1023/A:1021417324565

11. Santilli R. M. *Foundations of Theoretical Mechanics, I: The Inverse Problems in Newtonian Mechanics*. Berlin–Heidelberg: Springer–Verlag, 1977. 266 p.

12. Santilli R. M. *Foundations of Theoretical Mechanics, II: Birkhoffian Generalization of Hamiltonian Mechanics*. Berlin-Heidelberg: Springer–Verlag, 1983. 370 p. DOI: 10.1007/978-3-642-86760-6

13. Savchin V. M. *Matematicheskie metody mekhaniki beskonechnomernykh nepotentsial’nykh sistem* [Mathematical Methods of Mechanics of Infinite-Dimensional Nonpotential Systems]. Moscow: PFU, 1991. 237 p. (in Russian)

14. Savchin V. M. An operator approach to Birkhoff’s equations. *Vestnik RUDN. Ser. Math.*, 1995. No. 2 (2). P. 111–123.

15. Savchin V. M., Budochkina S. A. On the structure of a variational equation of evolution type with the second t-derivative. *Differ. Equ.*, 2003. Vol. 39, No. 1. P. 127–134. DOI: 10.1023/A:10251843111701

16. Tleubergenov M. I., Ibraeva G. T. On the solvability of the main inverse problem for stochastic differential systems. *Ukrainian Math. J.*, 2019. Vol. 71, No. 1. P. 157–165. DOI: 10.1007/s11253-019-01631-w

17. Tleubergenov M. I., Ibraeva G. T. On inverse problem of closure of differential systems with degenerate diffusion. *Eurasian Math. J.*, 2019. Vol. 10, No. 2. P. 93–102.

18. Tonti E. On the variational formulation for linear initial value problems. *Ann. Mat. Pura Appl. (4)*, 1973. Vol. 95. P. 331–359. DOI: 10.1007/BF02410725

19. Tonti E. Variational formulation for every nonlinear problem. *Internat. J. Engrg. Sci.*, 1984. Vol. 22, No. 11–12. P. 1343–1371. DOI: 10.1016/0020-7225(84)90026-0

20. Tonti E. Extended variational formulation. *Vestnik RUDN. Ser. Math.*, 1995. No. 2 (2). P. 148–162.

21. Tunitsky D. V. On the inverse variational problem for one class of quasilinear equations. *J. Geom. Phys.*, 2020. Vol. 148. P. 103568. DOI: 10.1016/j.geomphys.2019.103568