From incoherent field to coherent reconnection

Understanding convection-driven coronal heating in the quiet Sun
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ABSTRACT

Context. Magnetic reconnection in the quiet Sun is a phenomenon that is consistently observed, however, its conditions of occurrence are not as well known as for more energetic events. It has recently become feasible to address this issue with 3D numerical simulations of realistically stratified and convection-driven reconnection.

Aims. We aim to illustrate ways by which quiet Sun fields may contribute to solar atmospheric heating via magnetic reconnection that is driven by convective motion. We also aim to compare our complex stratified model to earlier idealized coronal models in terms of reconnection drivers and topological conditions.

Methods. We analyzed a simulation of the quiet Sun in which a complex coronal magnetic field is self-consistently driven by the underlying convection. We employed a selection of Lagrangian markers to trace the spatiotemporal behavior of specific magnetic features that are relevant to magnetic reconnection and atmospheric heating.

Results. A relatively large-scale reconnection-driven heating event occurs in the simulated corona, in a flattened X-shaped feature characterized by a weak field and high current. It is reminiscent of a hyperbolic flux tube (HFT), which is located at the interface between multiple flux systems. One of these is a smooth overlying horizontal field and the two most relevant others are located below the HFT. They consist of an arcade and a horizontal flux rope which eventually reconnect with the overlying field, raising coronal plasma temperatures up to 1.47 MK.

Conclusions. We have identified a reconnection-driven coronal heating event in a quiet Sun simulation. We find that our results are in good phenomenological agreement with idealized coronal flare models, which demonstrates that the same general physical concepts are valid. However, we also find that the reconnecting flux rope and arcade are neither formed by any obvious coherent flux emergence, nor by any ordered photospheric motion or flux cancellation. Instead, they seem to develop merely from the self-consistent convective driving of pre-existing tangled field lines. This gradual and smooth ordering suggests an inverse cascade of magnetic helicity via smaller reconnection events, located at or above slowly-moving photospheric flux concentrations. We suggest that this case is representative of many heating events that may be ubiquitous in the quiet Sun.
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1. Introduction

Magnetic reconnection is considered a ubiquitous and consistent source of solar atmospheric heating, as reconnection events have been observed and simulated under a variety of solar magnetic conditions (Parnell 2002; Vögler & Schüessler 2007; Danilovic et al. 2010). During reconnection events in both the quiet Sun and active regions, magnetic flux makes its way from the solar interior to the photosphere, emerging into the atmosphere and dispersing energy upon connecting with a neighboring non-parallel field (Parker 1957). When this happens, stored magnetic energy is released and transformed into kinetic and thermal energy, accelerating particles and heating the local plasma (Sweet 1958a,b). For a comprehensive overview of solar magnetic reconnection, we refer to the Pontin & Priest (2022) Living Review and references therein.

Several previous studies have explored the effect of flux emergence on overall magnetic topology, reconnection, and heating; whether it is in the form of a uniform flux sheet (Archontis & Hansteen 2014; Ortiz et al. 2014; Hansteen et al. 2017) or a coherent flux tube (Emonet & Moreno-Insertis 1998; Fan 2001; Archontis et al. 2005; Moreno-Insertis et al. 2018; Knizhnik et al. 2021). Others have shown that flux cancellation and photospheric footpoint motion are important ingredients for evolving magnetic features that can lead to reconnection (van Ballegooijen & Martens 1989; Priest et al. 2003; Aulanier et al. 2005a,b; De Moortel & Galsgaard 2006a,b; Wilmot-Smith & De Moortel 2007; van Ballegooijen et al. 2014) whether that prescribed motion is shearing, rotational, or converging.

In addition to footpoint motion, several studies have quantified the energizing effects of photospheric flux loss, correlating photospheric emergence and cancellation with coronal brightening events. The flux emergence rate in the quiet Sun has been estimated using various methods and observations (e.g., Thornton & Parnell 2011; Zhou et al. 2013; Gošić et al. 2016; Anusha et al. 2017). By tracking particular magnetic features in SUNRISE observations of the photosphere, Smitha et al. (2017) estimated the flux emergence rate in the Internetwork.
Magnetic reconnection is an effective way to order magnetic fields and reallocate the energy budget of solar plasma but it is not always clear what the specific driving mechanisms behind this reconnection are. Simple topological experiments have demonstrated how footpoint motion can result in rising magnetic arcs that eventually reconnect with a non-parallel overlying field (Galsgaard et al. 2003; Aulanier et al. 2005b, 2006; Effenberger & Craig 2016), but with more complicated topologies, it is challenging to isolate the exact mechanics of particular footpoint motion in relationship to flux emergence and possible reconnection.

Furthermore, the ways by which magnetic fields order themselves under reconnection depends on a combination of the overall topology, the angle of reconnection, and the footpoint driving. Zhao et al. (2015) have shown in simplified plane-parallel loop simulations that co-rotating footpoints result in magnetic reconnection and ordering as an “inverse cascade” of helicity, meaning the helicity of the field is transferred to larger scales rather than smaller scales. Similar studies have tested and verified this phenomenon (Knizhnik et al. 2017; Rappazzo et al. 2019), but this has yet to be developed and analyzed in the context of more complicated magnetic features such as those generated by convection. In our study, we have no flux sheet insertion nor coherent flux emergence, nor do we prescribe explicit footpoint motion. Instead, our simulated reconnection event is self-consistently driven by motion in the simulated convection zone. Previously, Isobe et al. (2008) noted the impact of convection on otherwise uniform magnetic fields and Li et al. (2022) recently reported on convection-driven reconnection events in their simulations of microflares. Convection-driven heating has also been seen before in earlier Bifrost simulations, so described in Hansteen et al. (2015), who explored various characteristics of large- and small-scale heating.

Our simulated reconnection is characterized by two arched magnetic loops, one arcade and one flux rope, both interacting with an overlying horizontal field. Such features are evidenced by coronal current sheets, which indicate the presence of nullless quasi-separatrix layers (QSLs), as introduced by Demoulin et al. (1996) and explored further in Aulanier et al. (2005b, 2006). Both magnetic features are firmly rooted in the photosphere on one side, and these photospheric roots do not undergo complete flux cancellation during the reconnection process.

In this paper, we describe the magnetic characteristics and evolution of this convection-driven event, drawing the conclusion that neither coherent flux emergence nor specific footpoint motion are necessary for magnetic reconnection in the quiet Sun. Instead, we explore the possibility that the build-up of the pre-reconnection loops is a result, to some degree, of the inverse helicity cascade through major and minor reconnection events, although further evidence is required in a future study. We suggest that the processes behind ordering pre-existing coronal lines may contribute to the build-up of strong reconnection events, in addition to more traditional magnetocconvective processes.

This paper is primarily focused on the magnetic geometry of a particularly strong reconnection event, and present this case as the first in a series of studies which stem from the same simulation. The specifics of inverse helicity cascade as well as observational signatures of our reconnection event will be discussed in follow-up papers.

2. Methods

2.1. The Bifrost code

The parallel numerical code Bifrost explicitly solves the MHD partial differential equations, and it is described in detail in Gudiksen et al. (2011). The code employs a sixth order differential operator, a fifth order interpolator, and diffusive terms. The architecture of the code is designed for optimal user-friendliness, employing a single input file which allows for simple parameter modifications. Users can also select several different modules; for example, test particles, equations of state, radiative transfer, and boundary conditions can all be easily modified via one comprehensive input file. Time stepping in our simulation follows the explicit, third-order recipe detailed in Hyman (1979).

Our Bifrost simulation box includes a slice of convective solar interior that extends from the bottom boundary to the τ_{500} = 1 surface. We note that we define the height z = 0 Mm as the average solar surface; specifically, the mean height of the τ_{500} = 1 surface. In Bifrost coordinates, the vertical component is depth rather than height such that it increases from the coronal boundary down to the convective boundary. All vector quantities are aligned with this geometry. We note that our description of height in the text is given with respect to the average solar surface, although the vertical component in our 3D renderings is aligned with the Bifrost geometry.

Radiative transfer in the photosphere and lower chromosphere use multi-group opacities with four opacity bins (Nordlund 1982), including scattering (Skartlien 2000), and is implemented using a short characteristics scheme following Hayek et al. (2010). Hydrogen is treated in local thermodynamic equilibrium (LTE) for our experiment. The overlying atmosphere includes a dynamic upper chromosphere, transition region, and corona; the radiative energy budget of which is described in detail in Carlsson & Leenaarts (2012). Thermal conduction along coronal magnetic field lines is integral to the energy budget of the upper atmosphere, calculated as detailed for the MURaM code in Rempel (2016).

The diffusive term in Bifrost is split into two parts: one global term and one localized (hyper-diffusion) term, which is larger for local gridpoints where artificial diffusion proves necessary (Gudiksen et al. 2011). The larger hyper-diffusion term prevents gradients that are too high to handle numerically; for example, the dissipation of current sheets to scales that are smaller than the gridpoint size. Diffusive parameters such as the Reynolds or Magnetic Reynolds number then have a range of values in space and time instead of just one global value, and features that form where gradients are highest are artificially diffused such that their geometries do not breach the simulation resolution. We note that the hyper-diffusion term regulates the ways by which magnetic reconnection is possible in the simulation, governing current sheet formation and reconnection processes.

In this study, we run a quiet Sun simulation with a horizontal extent of 12 Mm and a horizontal pixel resolution of 23 km. The simulation is a continuation of a simulation described in Martínez-Sykora et al. (2019), which had a horizontal extent of 6 Mm and a horizontal pixel resolution of 5 km. This reference
simulation was first degraded to a resolution of 10 km and then to 20 km, and we define our t = 0 at the start of the 20 km horizontal resolution simulation. At t = 240 s, this simulation box was duplicated in both horizontal directions and resampled to a 512³ grid and a horizontal pixel resolution of 23 km. The vertical extent of the computational box ranges from 2.5 Mm beneath the average solar surface to 8 Mm above the average solar surface, with nonuniform vertical spacing ranging from 30 km at the bottom boundary in the convection zone to a finer 12−14 km between the average solar surface and 4 Mm above it, then increasing to a coarser 70.5 km at the coronal boundary.

In Bifrost, the magnetic field is initialized as a free parameter. The original simulation had a magnetic field resulting from a small-scale dynamo starting from a uniform vertical field of 2.5 G. To simulate a quiet atmosphere in our simulation, the resampled box was reinitialized with a potential field extrapolation from a balanced vertical magnetic field at the bottom boundary, with a similar amplitude to that of the original box.

In this experiment, boundary conditions are horizontally periodic because this allows for a well-behaved simulation box and does not cause reflections at the horizontal boundaries. We note that the consequences of these boundary conditions include magnetic connectivity across the boundaries as well as the formation of functionally static horizontal fields in the corona, both of which are relevant to the analysis of the simulation we present in this paper. The lower boundary is open to flows with a prescribed entropy such that any inflowing material maintains an effective temperature of roughly 5780 K. The upper boundary is kept open.

2.2. Visualizing the magnetic field

Since convection alone drives the evolution of the field, photospheric footpoints are always moving and the scale height of their corresponding loops is constantly changing. With that, we expect reconnection events to occur throughout the duration of the simulation simply due to the statistical likelihood of nonparallel field interactions. A detailed analysis of one particular reconnection event will be given in the following sections, but a description of the methods we used to trace and follow connecting field lines is relevant here.

Using the Visualization and Analysis Platform for Ocean, Atmosphere, and Solar Researchers (VAPOR) software (Visualization & Analysis Systems Technologies 2022), we traced the flow of the magnetic field as it evolves throughout the simulation. In VAPOR, users have several options regarding how to seed a flow field for tracing. For example, users may choose a random distribution of seeds throughout the entirety of the simulation cube, a uniform grid of seeds, pre-selected seeds from a file of coordinates, or a random distribution of seeds biased toward either high or low values of a selected variable. In addition, users may specify a smaller region within the cube where the field should be seeded, ignoring all other gridpoints in the cube.

The resulting field tracing is then a direct function of the seed locations, so it is necessary for the user to choose a seeding method that selects the most relevant fields to the research question. In our case, we chose to bias the field tracer toward certain variables in order to pick out certain components of the magnetic field. In VAPOR, biasing a random distribution of seeds means that the software is more likely to select a certain gridpoint as a seed if the gridpoint meets the criteria of the bias. With a positive bias, the seed distribution favors high values of the selected variable. With a negative bias, the seed distribution favors low values of the selected variable (Visualization & Analysis Systems Technologies 2022).

This seeding method is sufficient for looking at still pictures within our simulation, but it is not sufficient to follow the time evolution of particular field lines because the output cadence of the simulation is ten solar seconds. As our simulation timestep is on the order of 10⁻³ s, each output file then represents the end result of several thousand simulation updates. This cadence is not sufficient to follow the field evolution over time between output files because the field evolves considerably over thousands of simulation updates. Therefore, using the seeding methods in VAPOR to trace the field (even with a consistent bias) is not sufficient for following specific magnetic field lines over time. The output cadence is also too infrequent to rely on advecting the magnetic field with the velocity field to update the field lines. To address the problem of constructing a reliable time series of magnetic field evolution, we employ a test particle module in Bifrost.

2.3. The corks module

The ability to utilize optional modules makes Bifrost a versatile and useful code for solving specific problems. In our case, adding Lagrangian markers to our simulation simplified our analysis of the dynamic magnetic features that develop due to convection.

To find out how particular magnetic field lines evolve in the simulation, we employed a test particle Bifrost module called corks (Zacharias et al. 2018; Druett et al. 2022). The corks module was designed as a way to introduce Lagrangian markers to Bifrost simulations without affecting the physics of the simulation, and it eliminates the need to increase our output cadence in order to adequately advect the magnetic field with the velocity field to trace magnetic field lines in time. Instead, we can simply follow the “corks” as they follow the flow of the simulation and update their locations with each simulation timestep. We initiated one cork per gridpoint at t = 9669 s with no additional cork injection, meaning the number of corks in the box (512³) never changes throughout the rest of the simulation.

The corks module enabled us to trace individual markers and visualize the magnetic field lines associated with them at any given simulation timestamp. By selecting corks located within specific magnetic features and using them as seeds, we traced corresponding field lines in order to characterize those magnetic features as they evolved in time. This means that we used the cork coordinates for each output file as a set of pre-selected seeds, which we then loaded into VAPOR for tracing. Furthermore, corks that were spatially associated with current sheets or reconnecting field lines served as seeds for tracing any magnetic fields relevant to their corresponding reconnection region. No corks are directly associated with reconnection regions because the corks module assumes that the field is frozen into the surrounding plasma, but corks that are co-located with reconnecting field lines are still useful. We refer to Sect. 3.2.1 for an extended description of our cork selections as they relate to the simulation results.

Once we isolated specific topological features by following the motions of selected corks and tracing the corresponding field lines, we had a clearer picture of how the magnetic field moves, orders itself, reconnects, and develops throughout this simulation. An interpretation of the field evolution and its implications is given in the following sections.
3. Results

In order to understand quiet Sun field strengths and distributions as a stepping stone to understanding atmospheric heating, we designed a simulation to imitate a featureless quiet Sun atmosphere. In this case, “featureless” does not imply a blank or uniform photosphere, but rather one that is shaped by convection alone. The results of that simulation formed the basis for our cork selection which informed our understanding of the dynamic magnetic features that emerged during the simulation, as well as the subsequent reconnection and heating.

3.1. Atmospheric heating

Bifrost includes calculations of Joule heating which (physically) is a result of energy dissipation of current sheets that develop where there are strong gradients in the magnetic field. With that, strong Joule heating events act as pointers for the locations of dissipating current sheets in time and space, which themselves act as proxies for the locations of reconnecting field lines. Localized heating bursts in the simulation are therefore strong indicators of reconnection regions.

During the course of the run we see several localized heating events in the simulated atmosphere. Figure 1 illustrates the time-varying horizontally-averaged Joule heating at several different heights. We note that the units of Joule heating are kW kg\(^{-1}\), compensating for the very diffuse nature of the corona and emphasizing coronal heating with energy per particle rather than energy per volume. It is clear from Fig. 1 that several impulsive heating events occur at multiple heights throughout the simulation, as evidenced by the many peaks leading to the strongest events. Of the selected heights in Fig. 1, it is clear that the most powerful heating events occur at a height of 4.5 Mm, between roughly \(t = 11\ 200\) s and \(t = 11\ 500\) s. To see the heating events more clearly for all heights, Fig. 2 shows a time series of horizontally averaged Joule heating (left panel) and maximum horizontal temperature (right panel) as a function of height. In the left panel of Fig. 2, we see evidence of the same impulsive heating events as in Fig. 1, indicating that the simulated atmosphere is heated locally in several places throughout the run. Most notably, there is an obvious increase in Joule heating per particle between \(t = 10\ 800\) s and \(t = 11\ 500\) s, at heights between 3.5 Mm and 5.5 Mm above the average solar surface. Corresponding to those times and locations, there is a jump in atmospheric temperature up to 1.47 MK, as shown in the right panel of Fig. 2. During the time period between \(t = 11\ 200\) s and \(t = 11\ 500\) s (corresponding to the two largest peaks in Fig. 1) and within the volume enclosed by the entire horizontal extent and heights between 4.5 Mm and 6 Mm, Joule heating alone accounts for an energy of roughly \(5.4 \times 10^{17}\) J. This is comparable to typical nanoflare energies of \(\approx 10^{17}\) J, placing this event closer to the nanoflare regime than the microflare regime (Hannah et al. 2011). These figures are useful for localizing heating events in time and space, but exploring a 3D spatial rendering of the heating at one specific time would shed some light on its source.

The left panel of Fig. 3 shows a well-localized dissipating current sheet in the corona at \(t = 11\ 360\) s. This is a volume rendering of Joule heating, such that the red features highlight areas where current is being dissipated as heat in the simulation. This panel represents one selected column of the left panel of Fig. 2 at \(t = 11\ 360\) s, expanded into three spatial dimensions to illustrate the shape of the dissipating current sheet. The X-shaped geometry of this current sheet is notable as it consists of a central spine and several horizontal jet-like structures that seem to emanate from it, similar to current sheets near separatrices as described in Bulanov et al. (1995). Here, it is useful to recall that the magnetic field prescribes the current in this simulation, meaning this dissipation is a result of some rapid change in the coronal magnetic field.

By understanding this structure and in looking at the geometry of the heating, we determined that this type of current sheet dissipation was likely associated with a magnetic reconnection event. To understand the reconnection in terms of magnetic field shape and evolution, we selected specific corks and used them as seeds to trace the magnetic field in time and space.

3.2. Magnetic topology and reconnection

To understand the magnetic features that are relevant to such rapid changes in heat dissipation and temperature, it is important to select an optimal set of corks that are nearest the
lines associated with reconnection. Doing so requires an understanding of the conditions for reconnection as well as the relevant parameters such as current density and field strength. The cork selection process and the associated field tracings are discussed in the following subsections.

### 3.2.1. Physics-informed cork selection

Considering that the box is full of changing magnetic fields driven by convective motion, reconnection events are expected to happen frequently and the most straightforward way to find them is to look for impulsive heating events, as discussed above. Based on Fig. 2, the most energetic heating events occur in the corona between \( t = 10\,800 \) s and \( t = 11\,500 \) s. The times and locations of enhanced heating provide a baseline for selecting relevant corks which correspond to dissipating current and possible reconnection regions. For the duration of the analysis, we used \( t = 11\,360 \) s as a reference timestamp as in Fig. 3, which we set as the basis for our cork selection.

As per the X-shaped current sheet dissipation shown in the left panel of Fig. 3, there must be some rapid changes in the coronal magnetic field at that time that would generate a current sheet and dissipate heat. This X-shaped geometry is indicative of thin current sheet formation near a hyperbolic null line in a reconnection region (Syrovatskii 1966; Imshennik & Syrovatskii 1967; Bulanov et al. 1995; Bezrodnykh et al. 2011). With our 3D treatment, we define our reconnection region with quasi-separatrix layers (QSLs) rather than separatrices because where null lines are absent, current formation occurs along quasi-separators (aka. hyperbolic flux tubes (HFTs)). Here, the X-shaped geometry in 3D points to thin current sheet formation along a HFT.
Picking out the largest changes in magnetic field and subsequent current sheet formation near the minimum surface is most straightforwardly done by calculating the ratio of current density to magnetic field strength, \( j/B \). A combination of small field values along the minimum surface and high current density in current-forming regions maximizes this parameter, which selects for possible reconnecting regions.

By calculating \( j/B \), we could pick out the thinnest, most significant current sheets near a reconnecting surface and see their geometries directly. As mentioned in Sect. 2.2, it is possible to bias a magnetic field tracer toward a certain variable. By choosing a strong positive bias towards \( j/B \) and focusing the bias on heights greater than 3.5 Mm, we can clearly see the geometries of reconnecting field lines in that region. A field drawn at \( t = 11360 \) s with the aforementioned bias is shown in the right panel of Fig. 3. We recall that this is not something that we would have been able to see simply by following random corks because the corks module assumes that the magnetic field is smoothly advected by the velocity field and does not account for possible magnetic reconnection events. Therefore, it becomes necessary to seed the field with a bias towards \( j/B \) and then select appropriate corks based on the corresponding lines, as shown in the right panel of Fig. 3. By finding out which magnetic field lines correspond to the highest values of \( j/B \) in the corona at that time, we selected the nearest corks to those field lines and used them as corresponding seeds.

Since Fig. 3 illustrates heating associated with current sheet dissipation as well as magnetic reconnection at that time, calculating the current density \( j \) directly is helpful for determining where exactly the current sheets are being generated in the box. The top-left panel of Fig. 4 shows a horizontal slice through the box at 4 Mm above the solar surface, colored by \( j_z \), which is enhanced as a result of strong gradients in the horizontal magnetic field. As denoted in the figure, we have two ovular current sheet configurations which imply that there are two intersecting QSLs and therefore two associated magnetic features which intersect there. With that, corks in the vicinity of those two ovular fields can be used as seeds for tracing those two magnetic features.

By combining the corks selected based on their vicinity to high values of \( j \), as well as lines corresponding to high values of \( j/B \), we could follow the evolution of certain field lines that are relevant to current formation as well as reconnection. Cork selection was necessary to follow the past and future of the lines, because simply using the same biases for each separate timestep offers no temporal integrity. By using the corks, we could construct a timeline of field evolution before, during, and after reconnection.

3.2.2. Topological features

The selected corks discussed above provide seeds for magnetic field lines that are associated with current sheets and magnetic reconnection. As shown in Fig. 4, the two ovular of current indicate two distinguishable magnetic features, and by using the selected corks as seeds, it becomes possible to determine the characteristics of those features.

The bottom two panels of Fig. 4 show the two distinguishable magnetic features as they relate to \( j_z \). The first feature is a horizontal flux rope, denoted with red lines and corresponding to the lower ovular-shaped QSL as also seen in the top-left panel of Fig. 4. The second feature is a magnetic arcade, denoted with cyan lines and corresponding to the upper ovular-shaped QSL as also seen in the top-left panel of Fig. 4. These two magnetic features are not only implied by the existence of two intersecting QSLs, but they also correspond to regions with high coronal \( j/B \) values. For the duration of the analysis, we consider these two features to be the features most illustrative of the main reconnection and heating event in the simulation.

To illustrate that the feature shown in the bottom-left panel of Fig. 4 is indeed a part of a flux rope, we took an orthogonal slice through those lines at \( t = 11240 \) s, a time when the rope has been formed but the reconnection event has not yet occurred. The left panel of Fig. 5 shows the magnetic field vector along this orthogonal plane, with \( j/B \) values shown in the background. Not only are there multiple thin current sheets inside the rope, but the scale of the overall twist at this time is obvious. This twist illustrates that the extent of the flux rope is far larger than the representative lines traced by markers, but the feature is indeed part of a larger flux rope. The right panel of Fig. 5 shows a 3D rendering of the full extent of the flux rope passing through the slice, along with the \( j/B \) plane given for reference.

While the aforementioned features are relevant to the reconnecting region, they are not the only features that contribute to the overall topology of the box. Those two features are also clearly in the process of reconnecting with another field which is not shown by simply tracing the selected corks, but evidenced by the kinked geometry of some of the lines. The lines that are traced depend entirely on the selected seeds; thus, in order to see more features and get a more comprehensive view of the field, it is necessary to seed the field with varying biases.

To find additional field components besides the two features traced by corks, we looked above and below the reconnection region for other fields with which the two features reconnect as well as photospheric connections that are not associated with the two features. Figure 6 illustrates several different components of the total magnetic field, including the red and cyan features. As discussed, these features were seeded by corks which were selected due to their vicinity to lines with high coronal \( j/B \) values (right panel of Fig. 3) as well as their vicinity to current sheets (Fig. 4).

The green field lines in Fig. 6 represent an ambient overlying horizontal field seeded by 40 random seeds located above 5.7 Mm. This field is not strictly aligned with either \( x \) or \( y \) but rather a corrugated ensemble of nearly-horizontal field lines and it is likely to be the field with which the red and cyan features reconnect. This is likely because the red, cyan, and green fields run nearly anti-parallel to one another and we see strong current dissipation forming at the interface between these features.

To explore any photospheric connections that are not already visualized by the red and cyan lines, the orange lines in Fig. 6 are meant to emphasize the strongest negative-polarity photospheric flux concentrations. This is because the strongest positive-polarity photospheric flux concentrations are mainly represented by the footpoints of the cyan arcade and red flux rope. We note that this polarity alignment confirms that the two features are not reconnecting with each other, but rather the overlying horizontal field. The orange lines were seeded by 30 random seeds with a strong bias towards negative \( B_z \). These biases aim to exploit the ways by which the field is connected to the photosphere, connected to the reconnection region, and/or part of the overlying horizontal field which is likely a product of boundary conditions and cross-boundary loops.

With the magnetic features represented in Fig. 6, we can see footprint concentrations, field lines in the process of reconnecting, and an overlying field with which those lines are reconnecting. All of these features are interconnected; the photospheric flux concentrations move as a result of convective motion, the
associated magnetic loops and ropes change as a function of that motion, and the overlying horizontal field reconnects with lines that rise high enough to meet it. Although the red and cyan lines represent the features most relevant to the reconnection region, the photospheric and coronal features are also present and necessary for understanding the overall picture.

3.2.3. Evolution of the field

Figure 7 shows a time series of the topological features seeded by the selected corks as discussed above. Recall that these corks trace the evolution of two magnetic features: a horizontal flux rope (red) and an arcade rooted firmly in a central footpoint (cyan). These features do not explicitly include lines that belong to the overlying horizontal field at the time of reconnection, but some of the corks trace the overlying horizontal field at other points in time due to a combination of field evolution and periodic boundary conditions.

We recall that the horizontal extent of the simulation box is only 12 Mm and the aforementioned features fill nearly the entire cube, with some extending beyond the cube. This implies that the overlying horizontal field physically represents an overlying loop system that is larger than the simulation box and, in practice, this may be a degeneracy of some of the loops that connect across the boundary. It is therefore important to consider the effect of our periodic horizontal boundary conditions, since many of the larger magnetic features are artifacts of each other and must be rooted somewhere in the simulated photosphere via one magnetic field line or another. Here, it is not the goal to trace the full physical extent of each loop across the horizontal
Fig. 5. Orthogonal slice through the flux rope (shown in the bottom-left panel of Fig. 4) to illustrate the twist of the field (yellow arrows) as well as $j/B$ values in the background at $t = 11\,240\,\text{s}$, before the main reconnection event (left). Full extent of the simulation box including a more comprehensive picture of the flux rope, with the orthogonal slice of $j/B$ values to indicate where the cut was taken (right). The green rectangle indicates the field of view of the left panel.

boundaries; instead, the aim is to understand how the lines interact with each other within our simulation box as is.

Each panel of Fig. 7 shows one snapshot of the magnetic features traced by the selected corks, including a volume rendering of the Joule heating and a photospheric magnetogram at that time. For the purposes of visualization, we did not trace the lines across the boundaries even though we have periodic horizontal boundary conditions in the simulation. This is to ensure a clearer picture of the target features, as a periodic tracing of these features simply would add to the overlying horizontal field lines as well as some of the photospheric connections.

Between $t = 9669\,\text{s}$ and $t = 10\,840\,\text{s}$, Figs. 7a–c illustrate the tangled magnetic field lines before they gradually become ordered in preparation for the main reconnection event. While we see no coherent emergence of flux that signals impending reconnection in any obvious way, it is clear that many of the cyan arcade lines are associated with a strong flux concentration near the center of the box, and the red flux rope lines are associated with other flux concentrations near both the right and left boundaries. Other than that, we see no coherent flux emergence during these times.

Between $t = 11\,270\,\text{s}$ and $t = 11\,360\,\text{s}$, Figs. 7d and e illustrate the magnetic features once the field has ordered into the cyan arcade and red flux rope. At these times, the photospheric connections of the cyan arcade and red flux rope are even more distinct on the right side of the box but the features are entangled over the boundary on the left side. We note that the red flux rope is no longer associated with the flux concentration on the left side of the box as it was in Figs. 7a–c. That flux concentration still exists at those later times (see orange lines in Fig. 6) but it is no longer associated with this particular flux rope, meaning the feature has changed connectivity over the left boundary. We recall that Fig. 7e represents the reference snapshot at $t = 11\,360\,\text{s}$ when the cyan arcade and red flux rope lines are in the process of reconnecting.

During reconnection itself, each line of the cyan arcade and red flux rope joins the overlying horizontal field (not visualized in Fig. 7, but shown for $t = 11\,360\,\text{s}$ in Fig. 6) and reconnects over the horizontal boundaries. This happens until each line has reconnected, as illustrated in Fig. 7f at $t = 12\,070\,\text{s}$. It is notable that the field ordering, while convoluted in the beginning, more or less remains in the end. Whether a line has been (or will be) a cyan arcade line or a red flux rope line is highly dependent on its photospheric connection on the right side of the box, which is especially evident in the final panel of Fig. 7. While the two features remain tangled over the left horizontal boundary, the cyan arcade lines are still firmly rooted in the central footpoint and the red flux rope lines remain rooted in photospheric flux concentrations near the right horizontal boundary.

To compare field line evolution with heating, each panel of Fig. 7 also includes a volume rendering of the Joule heating in 3D (similar to the left panel of Fig. 3) as they compare to the magnetic features. These snapshots reveal the locations of heat dissipation in the simulation which themselves are associated with the magnetic reconnection. We note that the heat dissipation is most prominent after the arcade and flux rope have ordered themselves as well as at the interface between those features and the overlying horizontal field. It is at that interface where the plasma temperature reaches up to 1.47 MK, resulting from the most energetic atmospheric heating event in this simulation.

4. Discussion

In this work, we provide a case study that supports the idea that convection-driven quiet Sun small-scale magnetic loops can evolve into reconnecting magnetic features that contribute to solar atmospheric heating.

To trace the time variation of the most relevant magnetic features to reconnection, we selected Lagrangian markers as a function of their proximity to field lines with high coronal values of
electric current densities (normalized to the local magnetic field; Fig. 3) and to elongated current sheets (Fig. 4). The shape of the current sheets in the top panels of Fig. 4 show two joint oval features that indicate the existence of two distinct magnetic flux tubes grazing each other, as shown in the bottom panels. There these are shown as a cyan arcade and as a red horizontal weakly twisted flux rope (twist illustrated in Fig. 5). We then followed the evolution of these specific magnetic field lines as well as the flow of the fluid, via the motion of those selected Lagrangian markers. Those allowed us to construct a time series of the evolving arcade and flux rope.

4.1. Deviations from previous studies

According to the evolution of the field lines passing through the markers, we cannot define any coherent flux emergence throughout this simulation. No signature common to earlier twisted flux emergence simulations (e.g., Fan 2001; Magara & Longcope 2001; Manchester et al. 2004; Archontis & Török 2008) can be identified. In addition, we cannot find any large-scale twisting motion (as modeled in Török & Kliem 2003; Aulanier et al. 2005b; Jiang et al. 2021), nor any systematic and well-aligned series of converging motions and photospheric flux cancellations (e.g., van Ballegooijen & Martens 1989; Forbes & Priest 1995; Aulanier et al. 2010; Amari et al. 2011; Zuccarello et al. 2015; Duan et al. 2022). Therefore, despite the pre-reconnecting lines organizing into the aforementioned arcade and flux rope at the onset of reconnection (Figs. 7d and e), they do not begin as these coherent structures beforehand (Figs. 7a–c). Instead, the magnetic field begins as a tangled collection of lines, which gradually order themselves into a coherent flux rope with a neighboring arcade and ultimately reconnect with pre-existing overlying field lines (as illustrated in Fig. 6).

Previous studies have also explored the effects of constant magnetoconvective flux emergence on atmospheric processes (e.g., Smitha et al. 2017; Chitta et al. 2018). In our study, we do not find convincing evidence of new flux emergence that pertains to the main arcade and flux rope features. Figure 8 illustrates $B_z$ and $u_z$ for two different timestamps. The top panels represent $t = 10\,840\,\text{s}$, while the bottom panels represent $t = 11\,440\,\text{s}$,
Fig. 7. Time series of visualizations of the magnetic field lines seeded and traced by selected corks in the corona. The cyan lines represent an arcade structure while the red lines represent a horizontal flux rope during the time of reconnection. The yellow patches are a volume rendering of Joule heating for each timestamp. A photospheric magnetogram is given for reference. (a) $t = 9,669$ s. (b) $t = 10,339$ s. (c) $t = 10,840$ s. (d) $t = 11,270$ s. (e) $t = 11,360$ s. (f) $t = 12,070$ s.

A difference of ten minutes. This corresponds to a typical lifetime for a photospheric granule (Bahng & Schwarzschild 1961; Mehltretter 1978; Alissandrakis et al. 1987) and the convective turnover time increases with depth as the pressure scale height also increases with depth into the convection zone (Christensen-Dalsgaard et al. 1996; Christensen-Dalsgaard 1998; Wedemeyer 2003; Ngiem 2006; Nordlund et al. 2009; Landin et al. 2010). This typical photospheric turnover period represented in Fig. 8 is longer than the duration of our reconnection process, beginning before the arcade and flux rope lines
Fig. 8. Photospheric magnetogram $B_z$ (left) and surface velocity $u_z$ (right) for $t = 10,840$ s, before the flux rope and arcade are ordered, shown at the top. Photospheric magnetogram $B_z$ (left) and surface velocity $u_z$ (right) for $t = 11,440$ s, after the main reconnection event, shown at the bottom. Cyan circles on the magnetograms represent the main positive photospheric root for the arcade, and red circles represent the main positive photospheric roots for the flux rope. The difference in time between the top and bottom panels is 600 s, accounting for roughly one photospheric turnover time.

have ordered themselves and ending after the main reconnection event. We note that the two highest peaks in Joule heating (Fig. 1) occur between roughly $t = 11,200$ s and $t = 11,500$ s, a timescale that is half as long as the timescale represented in Fig. 8. While there are certainly small-scale, visible differences in flux between the two magnetograms, there is no largescale emergence visible in either the magnetogram or the vertical velocity. This indicates no evidence for any relevant new or "recycled" flux processes (e.g. Ploner et al. 2001; Chitta et al. 2018). Furthermore, the main positive photospheric roots that anchor the cyan arcade and red flux rope remain present throughout the turnover time as indicated in the left panels of Fig. 8, with the cyan and red circles respective to their corresponding magnetic feature. While the photospheric roots certainly move, change, and interact with other smaller concentrations throughout the simulation, they remain strong before, during, and after the main reconnection events. This suggests that the atmospheric processes responsible for ordering the coronal lines into an arcade and flux rope are happening in addition to background magnetoconvective processes.

4.2. Similarities to idealized models

Since the convection-driven photospheric field is constantly moving and changing, coronal field lines are always reconnecting to some extent throughout the simulation via flux-braiding (as in, e.g., Gudiksen & Nordlund 2005a, b; Rappazzo 2015; Wilmot-Smith 2015). The arcade and flux rope, although they are the topological features most relevant to the largest reconnection events in the simulation, are therefore not the only reconnecting lines. The reconnection of other atmospheric field lines in the corona as well as at their footpoints are likely contributors to the ordering of the arcade and flux rope lines, up to the onset of the most energetic reconnection event.
The effects of large-scale photospheric footpoint motion on null-less magnetic reconnection in 3D have already been extensively studied by various groups (e.g., Galsgaard et al. 2003; Aulanier et al. 2005b, 2006; Büchner 2006; Effenberger & Craig 2016). All show that many types of footpoint motions can lead to the expansion of magnetic loops to the point of eventual reconnection (in line with 2D models from, e.g., Low & Wolfson 1988). In all of these idealized experiments, a set of bipolar features with four footpoints was prescribed and forced with varying footpoint motion until reconnection occurred in the simulated corona.

In these models, there is no convection and, therefore, no self-consistent motion; the idealized footpoint motion is the prescribed driving force. Their setup included no dynamic chromosphere, a low corona dominated by the Lorentz force, and line-tied conditions at the photosphere which make the photospheric boundary infinitely conductive, inertial, and reflective (see Aulanier et al. 2005a, for detailed explanations). With that, it was fairly straightforward to follow the exact field evolution in time and follow the connections between the photosphere and corona. This is far more complicated in our simulation, where convective motion is the source of photospheric flux concentrations and our realistic chromosphere muddles the relationship between the photosphere and corona. Even so, the fact that we see similar behaviors as in, for instance, Aulanier et al. (2005b) suggests that the same fundamental physics applies in both models.

The models appear to validate each other, at least in terms of the spatiotemporal behavior of the current sheet formation and null-less reconnection. Since we see similar behavior in both idealized (i.e., zero-$\beta$ and line-tied) and more complex (i.e., fully stratified and convective) cases, it is likely that the results discussed in Aulanier et al. (2005b) represent the backbone of what is happening in our simulation. Further, we see that neither photospheric dynamics driven by local convective motion nor a realistic chromosphere destroy the possibility of seeing a hyperbolic flux tube (HFT) with magnetic reconnection in the corona. Our results also support the assertion in Aulanier et al. (2005b) that in the presence of a HFT, photospheric footpoint motions – whatever their form – can result in current sheet formation at the HFT and the subsequent onset of reconnection. Therefore, even with varying levels of complexity, the models still share the same general physical principles.

Footpoint motion may explain some of the evolution of the arcade and flux rope, especially since these features tend to display a preference for specific photospheric flux concentrations as roots. Although the two features are entangled with one another over the left periodic horizontal boundary (see, e.g., Figs. 6 and 7), they both have distinct positive photospheric roots near the right horizontal boundary as especially seen in Fig. 7f. While the positive photospheric roots do evolve and sometimes coalesce with other smaller flux concentrations, they remain throughout the turnover time of our simulated convection cells as illustrated in Fig. 8. This implies that these roots are not built up by new flux emergence or flux recycling, but rather, they remain steady long enough for the two magnetic features to form in the atmosphere. This may suggest that features like these do not need to emerge coherently in order to form; they simply need a reliable network of long-lasting and relatively strong photospheric connections to root them. This conclusion could provide a context for observations of magnetic reconnection that are not related to obvious coherent flux emergence.

4.3. Building on idealized models

As mentioned earlier in this paper, there are more reconnection events occurring in the box than just reconnection near the footpoints. Multiple atmospheric reconnections may also play a role in ordering the arcade and flux rope features before they eventually reconnect with the overlying horizontal field and produce major heating events. During the simulation, lines and loop systems that are located above the initially-disorganized arcade and flux rope lines can also reconnect with the overlying horizontal field earlier. This can effectively remove some of those lines from the immediate atmosphere above, as well as reconnect them across the boundaries. In addition, these earlier reconnections may bring down some horizontal flux to feed the flux rope formation. With that, the arcade and flux rope have ample space and time to build up until they eventually reconnect with the overlying horizontal field themselves.

Even with sufficient time and space to form, the smooth ordering of a coherent twisted flux rope from an initially tangled field can be puzzling. We note that the arcade and flux rope are formed from lines that already exist in the corona rather than new flux emerging from the photosphere. These are lines that consistently pass through the same Lagrangian markers throughout the simulation, meaning that they are already extended into the corona from $t = 9669$ s. We argue that it may be the result of the “inverse cascade” of magnetic helicity (as proposed by Taylor 1974; Frisch et al. 1975). More recently, the redistribution of helicity at large scales via multiple reconnections has been studied by Zhao et al. (2015), Kaizhnik et al. (2017), and Rappazzo et al. (2019), among others. In these studies, systems of plane-parallel loops-in-a-box are given different driving forces at their photospheric boundaries, some of which encourage reconnection of the twisting field lines. Under certain driving forces, the conditions for small-scale reconnection are met and upon reconnection, the helicity of the loops is redistributed to larger scales rather than smaller scales. These 3D numerical realizations of the inverse helicity cascade could actually describe the same process responsible for the ordering of the arcade and flux rope lines in our complex and fully-stratified simulation.

Within our box of dynamic plasma it is challenging to separate one cause-and-effect from another, but not impossible. Our self-consistent driver reveals several pre-reconnection features likely formed by inverse helicity cascade, one example of which is illustrated by the large-scale magnetic twist in Fig. 5. This large-scale twist is not present throughout the entirety of the simulation, and yet, it forms by the coalescence of several smaller-scale helical features. First, the twist builds up until it reaches the scale of the connectivity domain, then reconnection occurs. While inverse helicity cascade should theoretically produce helical features on the scale of the computational box, this is impossible in our case because the arcade and flux rope eventually meet an overlying horizontal field and undergo comparatively large-scale reconnection. Further details are beyond the scope of this paper, and the process of inverse helicity cascade is an idea that will be further explored in a future study.

4.4. Link between reconnection and heating

Finally, reconnecting field lines are easily isolated by looking for high values of $j/B$ at any timestep. Following this, it is simple to determine where the biggest reconnection events are located throughout the duration of the simulation. Although reconnection is constant, atmospheric heating to 1.47 MK is not constant.
It follows that quiet Sun heating events are only as significant when the corresponding magnetic features have had time to store sufficient magnetic energy to release as kinetic and thermal energy upon reconnection, as with the arcade and flux rope. In this case, the arcade and flux rope were attached to long-lasting photospheric flux concentrations on at least one side, shielded by loops that join the overlying horizontal field first, and able to build up twist as they interacted with each other at the onset of their reconnection. Under these conditions, we see that this convection-driven field configuration is capable of generating atmospheric temperatures up to 1.47 MK. It is not unreasonable to expect such conditions on the real Sun, where convection-driven magnetic features and intertwining coronal loop systems exist. Despite the impulsive nature of our simulated events, the sum of several comparable events could contribute to overall atmospheric heating above quiet Sun photospheres.

5. Conclusions

Our convection-driven Bifrost simulation of the quiet Sun is demonstrably capable of producing impulsive atmospheric heating events which generate plasma temperatures up to 1.47 MK and Joule heating on the order of 5.4 × 10^{17} J. The largest heating event was a result of two key magnetic features, an arcade and a horizontal weakly-twisted flux rope, which both reconnect with an overlying horizontal field after sufficient time to build up and order.

In contrast to previous idealized studies where photospheric drivers are purposefully prescribed with relatively smooth distributions, our photospheric drivers self-consistently result from solar convection. Furthermore, there is little evidence that the magnetic features relevant to reconnection are associated with coherent flux emergence, twisting motions, or flux cancellation. Instead, they rely more heavily on their photospheric connections on one side. There is evidence that ambient reconnection events should contribute to the ordering of the magnetic field before the onset of the main reconnection event, suggesting a possible inverse cascade of helicity.

Reconnection occurs throughout the simulation, but our most energetic reconnection event requires sufficient time to order the field and store enough magnetic energy. We assert that similar reconnection events are likely in the real Sun and this case study may shine some light on the ways by which the quiet Sun contributes to coronal heating.

Further studies are required to understand the specifics of helicity cascade as it contributes to ordering the magnetic field as well as the onset of the largest reconnection event. These specifics will be explored in a subsequent paper. Furthermore, the synthesized observational signatures of such heating events may help us understand these events look like in real observations. The synthesis of chromospheric and coronal EUV lines will be compared to IRIS, SDO, and EUI observations. These comparisons may prove useful for understanding the signatures of quiet Sun magnetic reconnection that is not associated with coherent flux emergence, but that is driven, rather, entirely by convective motion.
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