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ABSTRACT The proliferation of Industry 4.0 has made modern industrial assets a rich source of data that can be leveraged to optimise operations, ensure efficiency, and minimise maintenance costs. The availability of data is advantageous for asset management, however, attempts to maximise the value of this data often fall short due to additional constraints, such as privacy concerns and data stored in distributed silos that is difficult to access and share. Federated Learning (FL) has been explored to address these challenges and has been demonstrated to provide a mechanism that allows highly distributed data to be mined in a privacy-preserving manner and offering new opportunities for a collaborative approach to asset management. Despite the benefits, FL has some challenges that need to be overcome to make it fully compatible for asset management or more specifically predictive maintenance applications. FL requires a set of clients that participate in the model training process, however, orchestration, device heterogeneity and scalability can hinder the speed and accuracy in the context of collaborative predictive maintenance. To address this challenge, this work proposes a split-learning-based framework (SplitPred) that enables FL clients to maximise available resources within their local network without compromising the benefits of a FL approach (i.e., privacy and shared learning). Experiments performed on the benchmark C-MAPSS data-set demonstrate the advantage of applying SplitPred in the FL process in terms of efficient use of resources, i.e., model convergence time, accuracy, and network load.

INDEX TERMS SplitNN, federated learning, predictive maintenance, Industry 4.0.

I. INTRODUCTION

Predictive maintenance (PdM) [1] of manufacturing assets offer a number of benefits to industry, including proactive asset health management and reduced downtime [2] which are key components for cost effective operation of manufacturing systems. One application of PdM is the ability to forecast an asset’s remaining useful lifetime (RUL) in terms of the number of remaining running cycles from the point of prediction beyond which the asset will no longer be able to operate. The RUL prediction is enabled by gathering asset operational data sensed by smart sensors mounted on and around these assets. The sensed data is often gathered and processed by IoT edge devices deployed at the manufacturing site or factory floor to garner various asset failure patterns. These patterns are subsequently used as input to train predictive machine learning models on these edge devices for the specific asset.

It has been shown that a predictive model trained by the failure patterns extracted from a single asset is not robust enough to handle unseen failure patterns [3], [4] and thus may result in inaccurate RUL prediction for a given asset. In other words, a predictive model trained by a richer and more diverse source of failure pattern data will provide a more robust prediction model. One can generate more failure patterns at the cost of running the asset multiple times to its failure, which is expensive and not feasible for small and medium scale organizations [3]. To this end, manufacturing organizations are starting to participate in a data-driven business ecosystem [5] where the asset failure pattern data
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can be considered as a strategic resource to exchange with each other to create a more robust model that can benefit all participants. The use-case of predicting RUL through this collaborative ecosystem is known as collaborative PdM.

A centralized cloud infrastructure lends itself to be an ideal solution for data pooling to enable collaborative PdM, however, in the manufacturing domain, there is a reluctance to embrace this approach due to concerns relating to the protection of commercial intelligence (due to industrial competition) and the risk associated with sharing asset failure data on public cloud infrastructures. When the assets belong to different organizations, sensitive commercial information can be garnered from the shared data which is an undesired consequence the majority of participating organizations want to avoid. Even a single organization sometimes can be hesitant to centralize its own asset failure data gathered from multiple manufacturing sites due to legal constraints [3]. As a result, most of the failure pattern data-sets sit in silos and are difficult to extract, aggregate and share, which hinders the potential value that can be generated from a large pool of data.

**A. FL FOR COLLABORATIVE PdM**

The advent of federated learning (FL) [6] offers a potential solution that allows the manufacturing industry to bring isolated data islands together to train better models, while at the same time protecting their commercial intelligence. FL enables multiple IoT edge devices that can be deployed at manufacturing sites or even distributed across multiple organisations, to exchange failure pattern data about a particular asset without the need to share the raw data that can embed potentially sensitive commercial intelligence [3]. In a typical FL process, these edge devices participate as FL clients training the global model with their own data and exchanging global model updates with a centralized server. The server then aggregates the received model updates to create an improved global model, which can be distributed among clients for use in their PdM application. However, continuous improvement in the global model is achieved only by clients participating in multiple iterations of the training process. This iterative exchange of model updates instead of raw manufacturing data allows a manufacturer to remain in control and protect the privacy of this data at all times, while availing of the benefits of the model built through collaboration.

In traditional FL, the data across these clients can share the same feature space (horizontally partitioned) but belong to a different sample ID space [7]. In the context of collaborative PdM, the asset degradation pattern data can be horizontally partitioned across similar types of assets working under similar operating conditions across multiple manufacturing sites. On the other hand, the data across clients can also share the same sample IDs but differ on the features (vertically partitioned). This is when the same asset is being monitored using different type of sensors across manufacturing sites. For instance, the degradation of health of an industrial bearing can be monitored by capturing images in a time-series and/or by recording various other parameters such as vibration, temperature data etc.

Broadly speaking, there are two distinct application settings of a FL approach for collaborative PdM; cross-silo and cross-device [6]. While cross-silo involves geo-distributed data-centers for collaborative learning, cross-device remains the most commonly used FL setting in which clients are identified as resource-constrained IoT edge devices. A cross-device approach can facilitate timely RUL prediction as it takes full advantage of agile edge data analytics. As shown in Fig. 1a, FL clients are generally recognised as single-board edge devices capable of sensing the asset data while having limited battery and computational resources. Edge devices are less reliable (in terms of uncertain availability of computational resources), state-less and usually participate in a horizontal FL of a light-weight global predictive model. A good use-case for cross-device FL in PdM is collaborative model training on similar assets across multiple manufacturing sites, when timely RUL prediction is of paramount importance (e.g. in safety critical scenarios). This work considers a cross-device FL setting with asset failure data horizontally partitioned across multiple IoT edge devices deployed at different manufacturing sites.

**B. MOTIVATION**

In a cross-device FL scenario for PdM involving heterogeneous edge devices, there can be some FL clients not in possession of enough computational resources to train the global model in a timely manner. These clients can cause a delay in model aggregation and even disconnect during a training iteration. This in turn may hinder other clients from efficient learning of the failure patterns from each others’ data. This situation may halt the collaborative prognosis process for a period of time and prove to be costly in scenarios such as predictive maintenance.

As depicted in Fig. 1a, a typical FL client is considered to be a standalone edge device that exchanges the global model parameter updates with the global server. However, in the context of collaborative PdM, a FL client can be part of a local network of an organisation/manufacturing site. Currently, FL provides no provision for communication resource sharing i.e., utilization of the local edge server (Fig. 1b) to interact with a global server. As a result of which, dissemination of a more evolved global model to the clients may get delayed and as a result, the system is unable to predict a failure before it occurs.

**C. CONTRIBUTIONS**

1) This work proposes a framework (SplitPred) for collaborative PdM which provides a conventional cross-device horizontal FL to support reliable model training at FL clients. This is realised by enabling an IoT edge device (FL client) to off-load part of its model training task to other edge resources that reside on the same network (Fig. 1b).

2) SplitPred utilises split-learning deployment strategies, whose secure data-sharing nature enables edge devices
FIGURE 1. Comparison between conventional FL and proposed framework for collaborative PdM.

at FL client’s local network to collaboratively train the global model while maintaining data-privacy.

3) SplitPred also ensures that edge devices exchange model updates with the local edge server (Fig. 1b), which subsequently passes them on to the global server for aggregation. This helps expedite the local model convergence time as the edge devices sometimes are not able to have real-time access to the global server [8] which results in delayed model update exchanges.

4) SplitPred is evaluated against a case study of remaining useful lifetime (RUL) prediction for aircraft components in a simulated collaborative PdM set-up using the benchmark C-MAPSS data-set [9]. The results compare SplitPred’s performance with traditional FL and centralised approaches using the following metrics: model convergence time, accuracy and network resource consumption.

The remaining of the paper is organised as follows. Section II discusses the related research, section III gives the preliminaries while section IV explains SplitPred’s logical architecture and interaction among system components in detail, section V gives the performance evaluation of SplitPred, section VI concludes the paper and finally section VII provides future research scope.

II. RELATED RESEARCH
A. EDGE/FOG BASED AND HYBRID PdM
In [10], an edge based PdM architecture is proposed that utilizes the edge computing capabilities of an IoT based manufacturing system. A cooperation mechanism between edge and cloud computing is also discussed to classify the functionality of edge devices and cloud based resources. It is proposed that edge computing is more suited for real-time processing of manufacturing data while the cloud should be utilised to learn more complex data patterns [11]. The fault detection system proposed in [12] uses a two tier architecture with a real-time fault detector implemented on single-board computers and a fault detector based on Long Term Short Memory (LSTM) executing at the back-end. Other similar proposals [13]–[15] advocate for the utilization of edge/fog computing for IoT based manufacturing. However, none of the above techniques support deployment of the solution fully on edge devices (e.g. single-board computers). In addition, there is no provision for resource sharing among edge devices to support collaborative failure pattern learning. Existing solutions rather limit edge computing interaction to failure detectors that run pre-trained models. Contributions such as [16] propose resource sharing based distributed learning of machine failure pattern by off-loading the computational tasks from a central server to fog nodes (i.e. network edge device deployed close to the edge device) to minimize the system response time for delay-sensitive applications. The model is divided into layers that are allocated to different devices. The framework is not fully edge based and there is no provision of resource sharing among edge devices. Moreover, the privacy preserving aspect of the raw data is not taken into consideration.

B. PRIVACY PRESERVING COLLABORATIVE PdM
Federated learning (FL) [17] has come through as a popular privacy preserving distributed learning technique in recent years. For PdM, it enables manufacturing assets to learn failure patterns from other similar assets without the need reveal their own local data. This creates a virtual network of similar assets distributed across multiple manufacturing sites, this approach is even more beneficial when the assets belong to different organisations. The assets in these virtual networks can be represented by digital agents often referred to as ‘digital twins’ [18].

One of the primary requirements of data-driven prognosis is for data-sets generated by the participating digital twins to be statistically homogeneous [19]. In the context of PdM, the data-sets generated by two digital twins are statistically homogeneous if they contain similar failure patterns of the corresponding assets working under the same operational conditions. While existing approaches are few and limited to the application of FL [19]–[22] without considering the computational challenges in manufacturing environment, it has been observed that these solutions are able to tackle the data privacy issue in collaborative prognosis. The collaborative prognosis mechanism proposed in [19] deploys a digital twin based FL solution that predicts the RUL of an aircraft engine. A LSTM based predictive model is used for local training and traditional federated averaging technique is used for model aggregation. Results demonstrate the mechanism’s ability to
match the prediction accuracy of centralised learning while maintaining data privacy. A similar mechanism proposed in [20] predicts the RUL of the aircraft engine with clients using a simple multi-layer perceptron (MLP) model with Kalman filter for training. Results showed that even a simple MLP model can result in good accuracy while maintaining data privacy. Both of these mechanisms use benchmark C-MAPSS data-set for training and testing [9].

The above discussed approaches do not address the challenges of applying conventional FL within a cross-device setting for collaborative PdM. The approach proposed in [22] is designed for cross-silo FL setting. Whereas the one proposed in [19] utilises LSTM as the global learning model which is not suitable for cross-device FL setting. [20] utilises a lightweight MLP based global model (suitable for edge devices) but assumes that the edge devices are equipped with constant availability of computational and communication resources. [21] does not discuss about the application setting of FL for collaborative PdM. Thus, the existing FL approaches for PdM lack provision for computational resource sharing and distributed model deployment among edge devices installed within a FL client’s local network. In addition, the existing approaches do not have provision for communication resource sharing which results in a higher number of message exchanges throughout the global model training process.

III. PRELIMINARIES

A. FEDERATED LEARNING

A traditional FL setup (Fig. 2) involves multiple edge devices working as standalone clients with the single global server. Usually, a fixed number of FL clients (D) are selected randomly from a pool of edge devices which have shown their interest in participating in the learning process. For an iteration of training at time t, each participating client (d) downloads the global learning model (θ) from the global server and start training the model with its own local data. If m_d represents the local training data set samples for client d, then ∑_{d=1}^{D} m_d = M, where M is the total size of data samples from D clients. The FL attempts to optimize f(θ).

\[
\min_{\theta} f(\theta) = \sum_{d=1}^{D} \frac{m_d}{M} F_d(\theta)
\]

\[
F_d(\theta) = \frac{1}{m_d} \sum_{i \in m_d} f^i(\theta)
\]

where f^i(θ) is the loss function associated with sample i in the data-set of client d.

During the local training, client d updates the global learning model using an optimization algorithm such as stochastic gradient descent (SGD) and Adam to minimize their loss functions. At the end of local model training, each client shares the updated global model (θ^d_{t+1}) with the global server:

\[
\theta^d_{t+1} = \theta_t - \alpha_d \lambda_d
\]

where \( \alpha_d \) is the learning rate and \( \lambda_d \) is the gradient computed at client d on its local data-set with \( \theta_t \). The global server aggregates the received local models and computes the improved global model (θ_{t+1}) as follows.

\[
\theta_{t+1} = \sum_{d=1}^{D} \frac{m_d}{M} \theta^d_{t+1}
\]

The improved global model is subsequently downloaded by FL clients for the next round of training. This process continues until the global model converges.

B. SPLIT LEARNING

Most of the learning models such as neural networks attempt to minimize F(w, b) (Eq. 1) with w and b being the model parameters to be optimised. Fig. 3 shows a simple neural network design with one input layer, k hidden layers and one output layer [23]. Each layer has a number of neurons where \( n_k \) is the number of neurons, \( a_k \) is the vector of neuron activation, \( w_k \) is the weight matrix, \( b_k \) is the bias vector at layer k. The training process involves (1) Forward-propagation and (2) Back-propagation.

**Forward-propagation**: The training data is fed to the input layer which is transformed into intermediate features \( (a_1, a_2, \ldots, a_k) \) with the help of weights and bias involved.
IV. SplitPred: PROPOSED ARCHITECTURE

A. SYSTEM COMPONENTS AND ASSUMPTIONS

As the SplitPred is deployed on the local network of a manufacturing site, it utilizes a three-layer local network architecture as follows:

- **Field devices**: This layer is composed of sensors, actuators etc. responsible to sense and reliably extract parameters from the manufacturing site and receive actuation instructions based on processed manufacturing data. Sensors transmit the raw sensed observations to the preferred edge device (can be via wired or wireless communications protocols e.g. IEEE 802.15.4) to feed the input to the learning models.

- **Edge devices**: The edge device layer is composed of IoT edge devices that receive raw data from field devices and process it for inference. Edge devices are single-board computers (e.g. Raspberry Pi), equipped with limited computational and communication capabilities (eg. WiFi).

- **Field server**: This layer consists of an on-premise application edge server responsible for furnishing the final results to the global server [26]. A SplitPred edge server receives the global model and assigns a suitable edge device for training. It is a computationally rich device to which edge devices can also off-load their neural network segment, although it should be noted that the edge server can also be a single-board computer with similar capabilities as edge device.

It is assumed that the global model is downloaded beforehand by the manufacturing site’s local network edge server and the appropriate edge device(s) are designated as FL clients to gather the asset relevant data and utilise it for global model training. Manufacturing assets (machines/equipment) can be represented as a set $A = \{A_1, A_2, \ldots, A_k\}$. The asset parameters, operational condition along with ambient parameters are captured by shop floor sensors, represented as a set $S = \{s_1, s_2, \ldots, s_n\}$. Each sensor is considered as a sensing and communicating device with limited computational capabilities to process the sensed data. Thus, sensors transmit the sensed data to edge devices denoted by $ED = \{ED_1, ED_2, \ldots, ED_m\}$. Sensors can communicate with edge devices deployed on multiple manufacturing sites to share their computational and communication resources while training the global model. In addition, SplitPred enables edge devices to utilise the already allocated bandwidth to the edge server in order to interact with the global server to reduce the number of message exchanges and the model convergence time. As the collaborative model training at the FL client’s local network involves multiple edge devices sharing their resources, any provision to enable this should also make sure that the local data being used for training is well protected. To this end, SplitPred utilises the Split neural network (SplitNN) architectures [25] deployed on the local network edge devices to enable privacy preserving resource sharing while training the global model. More details about the SplitNN deployment strategies are given in section IV.C.
device within their local network range. In addition, there is one edge server (ES) for the shop floor which interacts directly with the user and/or global server.

The data transmission between sensors and edge device is completed in one-hop (Eq. 5). Two neighbouring edge devices can also communicate with each other in one-hop. Apart from this, all edge devices can communicate with the edge server in one-hop (Eq. 6).

\[ \forall s_i \in S, \; \text{mindist}(s_i, \text{ED}_j) \leq R_{\text{ED}} \]  
\[ \forall \text{ED}_j \in \text{ED}, \; \text{mindist}(\text{ED}_j, \text{ES}) \leq R_{\text{ES}} \] (5)

Here, \( R_{\text{ED}} \) and \( R_{\text{ES}} \) represents the coverage of edge device and edge server, respectively. The distance (\( \text{dist} \)) is Euclidean and can be calculated using the latitude and longitude of the devices.

**B. DATA PROCESSING**

Edge devices can independently choose their computing strategy in terms of local processing and/or off-loading it to another edge device or edge server. Since the overall objective of SplitPred is to enable agile edge analytics, both local and collaborative data processing are modelled around their respective execution time [27].

1) LOCAL PROCESSING

To fully enable edge analytics, each edge device can participate in training different NN models or segments of different NN models, in a sequential manner. Thus, at time \( t \), an edge device can work on a set of processing tasks \( T(t) = \{T_1, T_2, \ldots, T_z\} \). The total amount of processing required for a task \( T_i \) can be estimated in terms of the number of layers (\( l \)) in NN model (\( N_i^l \)) for \( T_i \) and the amount of data (\( d_i \)) to be used to execute on the layers. Thus the execution time (\( ET_i(t) \)) for \( T_i \) executing on an edge device (ED1) can be estimated as

\[ ET_i(t) = ET_i^o(t) + \frac{C(N_i^l, d_i)}{P(\text{ED1})} \] (7)

where \( ET_i^o \) and \( C(N_i^l, d_i) \) are queuing time, total processing for \( T_i \), \( P(\text{ED1}) \) is the processing capability of ED1 at time \( t \).

2) OFF-LOADING

An edge device can off-load the part of \( T_i \) to another neighbouring edge device or edge server. In other words, an edge device (ED1) can off-load a segment of the NN to be executed on another device (for eg. ED2). In this case, the total execution time (\( ET_i^o(t) \)) of a task \( T_i \) can be estimated as a sum of local execution time on ED1, data transmission time and local execution time on ED2.

\[ ET_i^o(t) = ET_i^{\text{ED1}}(t) + \frac{d(T_i)}{\lambda} + ET_i^{\text{ED2}}(t) \] (8)

where \( d(T_i) \) is the amount of data transmitted and \( \lambda \) is the data transmission rate which can be modelled using Shannon Capacity Theorem [28].

### FIGURE 5. Functional view for SplitNN deployment.

3) PROBLEM DEFINITION

With the objective of minimizing the execution time for all tasks, the problem addressed by SplitPred can be defined as:

\[ \min \sum_{j=1}^{m=|\text{ED}|} \left[ ET_j(t) + \sum_{j=1}^{m=|\text{ED}|} ET_j^o(t) \Pr[a_j^o(t) = j] \right] \] (9)

s.t. \( \forall T_i \in T, \; a_i^o(t) \in [0, m] \) (10)

\[ \forall T_i \in T, \; ET_i(t) \geq 0, \; ET_i^o(t) \geq 0 \] (11)

where \( a_i^o(t) \in [0, m] \) is the off-loading indicator taking the value \( j \) if the task is off-loaded to ED1. \( \Pr[a_i^o(t) = j] \) is the probability whose value becomes 1 for the ED on which the task is off-loaded to. The constraint in Eq. 10 satisfies the condition of local processing when \( a_i^o(t) = 0 \). On the other hand, Eq. 11 makes sure that the execution time never becomes negative.

The following subsection discusses the realisation of local processing and off-loading in the context of the SplitPred architecture.

**C. PRIVACY PRESERVING RESOURCE SHARING VIA SplitNN DEPLOYMENT STRATEGIES**

Central to SplitPred is the distribution of neural network layers across multiple edge devices (Fig. 5), as such there can be a number of SplitNN deployment strategies [25] based on the different combination of neural layer distribution. SplitPred leverages these strategies to enable privacy-preserving resource sharing among edge devices on the local network. Although there can be a number of combinations, this section discusses three deployment strategies (SplitPred1, SplitPred2 & SplitPred3) that can be used as foundational building blocks for any combination required to enable privacy-preserving resource sharing.

1) SplitPred1

Fig. 6 presents the workflow of a simple scenario which involves an edge device (ED) & edge server (ES) in direct
communication with each other. The SplitNN model is distributed between ED and ES in such a manner that all top layers are kept at ED and the bottom most layer along with labels are kept at ES. ED feeds input data to the sequential executions of layer1, layer2, ..., layern and shares the layern output (outputn) with ES which feeds the outputn and labels to a cost function C(outputn, Labels). As Fig. 6 suggests, this strategy does not involve a split layer and the functionality of ES is limited to cost function implementation and initialization of back-propagation. To initiate the back-propagation, σ (Eq. 12) is calculated at ES and shared with ED where remaining partial derivatives (Eq. 13) are calculated. This process continues until the model converges. In real time processing, this scenario can be used to initialize the split learning process and gradually move towards SplitPred2 deployment strategy.

\[ \sigma = \frac{\partial C}{\partial a_n} \]  
\[ \frac{\partial C}{\partial a_{n-1}} = \sigma \cdot \frac{\partial z_n}{\partial a_n} \frac{\partial a_n}{\partial a_{n-1}} \]  
\[ \frac{\partial C}{\partial w_1} = \frac{\partial C}{\partial a_1} \frac{\partial a_1}{\partial z_1} \frac{\partial z_1}{\partial w_1} \]  

2) SplitPred2

In scenarios with more raw data and fast depleting computational and energy resources, ED may opt to off-load the partial execution of neural network to the ES. As per the workflow presented in Fig. 7, SplitPred2 involves ED executing the front end (layer1, layer2, ..., layerk) of the neural network and shares the activations and gradients corresponding to layerk with ES while the ES executes the back end (layerk+1, layerk+2, ..., layern) of the neural network. SplitPred2 provides the flexibility for ED to retain the labels as well which further strengthens the raw data privacy aspect. To this end, the output of the last layer (layern) executed at ES; outputn, is sent back to ED and the cost function C(outputn, labels) is executed. Unlike SplitPred1, layerk is considered as the split-layer in SplitPred2 which also enables ES to equally participate in the training process and hence the functionality of ES is not limited to cost function implementation. Back-propagation is initiated by computing the σ (Eq. 12) at ED and sending it to ES where following partial derivatives are calculated.

\[ \frac{\partial C}{\partial a_{n-1}} = \sigma \cdot \frac{\partial z_n}{\partial a_n} \frac{\partial a_n}{\partial a_{n-1}} \]  
\[ \frac{\partial C}{\partial a_k} = \frac{\partial C}{\partial a_{k+1}} \frac{\partial a_{k+1}}{\partial z_k} \frac{\partial z_k}{\partial a_k} \]  
\[ \frac{\partial C}{\partial w_1} = \frac{\partial C}{\partial a_1} \frac{\partial a_1}{\partial z_1} \frac{\partial z_1}{\partial w_1} \]  

As off-loading the back end of the NN to a distant edge server may consume the limited resources of an ED, it may also opt for off-loading the part of its NN to a neighbouring edge device (ED2) using SplitPred3.

3) SplitPred3

SplitPred3 enables the resource sharing among multiple edge devices. As per the workflow presented in Fig. 8, SplitPred3 involves more than one EDs sharing different segments of the SplitNN model while labels are placed with ES. The execution of forward pass and back-propagating the gradients remains similar to the architecture shown in Fig. 6. The first edge device (ED1) executes the first segment (layer1, layer2, ..., layerk) of the neural network and shares activations and gradients corresponding to layerk with another edge device (ED2) that executes the second segment (layerk+1, layerk+2, ..., layerr) of the neural network and shares activations and gradients corresponding to layerr are shared with ES where the last segment (layerr+1, layerr+2, ..., layern) is executed and C(outputn, labels) is executed. Here, layerk, and layerr are two split layers. For back-propagation, ES calculates the following partial derivatives (Eq. 16) and shares \( \frac{\partial C}{\partial a_j} \) with ED2.

\[ \frac{\partial C}{\partial a_{n-1}} = \sigma \cdot \frac{\partial z_n}{\partial a_n} \frac{\partial a_n}{\partial a_{n-1}} \]  
\[ \frac{\partial C}{\partial a_j} = \frac{\partial C}{\partial a_{j+1}} \frac{\partial a_{j+1}}{\partial z_{j+1}} \frac{\partial z_{j+1}}{\partial a_j} \]
ED_2 calculates the following partial derivatives (Eq. 17) and shares \( \frac{\partial C}{\partial a_k} \) with ED_1 where the remaining partial derivatives are calculated as per Eq. 15. This process continues till the model converges.

\[
\frac{\partial C}{\partial a_{j-1}} = \frac{\partial C}{\partial a_j} \frac{\partial z_j}{\partial a_{j-1}} \\
\frac{\partial C}{\partial a_k} = \frac{\partial C}{\partial a_{k+1}} \frac{\partial z_{k+1}}{\partial a_k} \tag{17}
\]

Each of the deployment strategies outlined limits the sharing of raw manufacturing data among on-premise devices (edge devices and edge server). The participatory edge devices share only the output of their last layer of neural network with each other. This not only ensures data privacy but also reduces the number of message exchanges in the on-premise network. The deployment strategy is determined by the ED specific local parameters such as residual energy, workload etc. There are various offloading decision mechanisms proposed in the literature such as [29], however, this discussion falls outside the scope of the work presented in this paper.

V. PERFORMANCE EVALUATION

This section investigates the efficiency of SplitPred by simulating a collaborative prognosis scenario using publicly available benchmark C-MAPSS data-set [9]. We use a multi-agent system architecture as described in [19] since the architecture has been shown to be well suited for real world industries. Here, the notion of ‘agent’ refers to a digital agent representing a manufacturing asset and is equipped with storing historical failure data and processing capabilities. From a collaborative prognosis perspective, agents representing similar types of manufacturing assets working under similar operating conditions as other participatory network agents. Hence, the collaborative prognosis is executed among an established group of agents containing independent and identically distributed (IID) data.

The performance of SplitPred is evaluated in terms of its prediction accuracy, model convergence time and the number of messages exchanged between devices. A comparative analysis with traditional FL based mechanisms without the provision of resource sharing is also discussed.

A. DATA-SET MAPPING FOR COLLABORATIVE PdM

The problem observes an aircraft engine that starts with initial operating values captured from various sensors. As the engine operating time (in terms of operation cycles) increases, it begins to degrade. This degradation is captured by the sensor values used to train a predictive model. The lifetime of an engine is estimated in terms of the number of operation cycles before the engine runs to failure. The engine run-to-failure time-series data is available for training and testing. The goal is to predict the RUL based on the time-series data which ends some cycles prior to the last operation cycle (i.e. failure).

The benchmark data-set [9] is composed of simulated engine degradation time-series observations. Each time-series (FD001, FD002, FD003, FD004) contains training data, testing data and RUL values (ground truth). Each tuple of the training/testing time-series consists of engine failure trajectory-id, cycle count, three operating setting and twenty one sensor observations. An engine failure trajectory is composed of various operation cycles. The sensor values at the beginning of each operation cycle in a trajectory are similar. The time-series FD001 & FD003 contain data of turbofans operating under the same condition throughout [19], it fits well to a cross-device FL setting with asset failure data horizontally partitioned across multiple IoT edge devices. Thus similar to existing FL based solutions such as [19], time-series FD001 is used throughout the experiments. In practice, time-series FD001 data is distributed equally among intelligent agents hosted by IoT edge devices constituting a collaborative PDm scenario. Each agent can train the global model using its local time-series data of failure trajectories. The experiments performed in this section pertain to the applicability of SplitPred as a framework to enable participatory agents off-load a part of their global model training task to the nearest agent on its local network.

B. PRE-PROCESSING AND GLOBAL MODEL ARCHITECTURE

A linear degradation approach [20] is used for RUL estimation. Although, it is acknowledged that a piece-wise degradation approach results in better accuracy, it requires a number of experiments prior to determine the optimal initial RUL value. This is not feasible in real-time edge based collaborative learning such as SplitPred and thus more suited for centralised learning. From exploratory data analysis, measurements from sensor 1,5, 6, 10, 16, 18 and 19 have been observed to be constant throughout the engine operation time and thus viewed as less useful in providing insight regarding their effect on engine lifetime. Hence, these features are not
considered for the training and testing. To avoid bias in the learning process, MinMax scaler is used to normalise the sensor values (features) [19]. As a result of this, all features are transformed into values between 0 and 1.

A simple multi-layer NN model (Table 1) is used for training and prediction. The rationale behind choosing a simple NN model is the limited computational resources available with edge gateways. Moreover, optimal learning model selection is not in the scope of this proposal as it attempts to investigate the applicability of SplitNN on edge. NN is also the benchmark predictive model used to implement FL based solutions. The model used in this work has 2 hidden layers, 1 input and 1 output layer. InN and OuN (Table 1) are the number of input and output neurons respectively. Root Mean Square Error (RMSE) loss function (Eq. 18) is used to train the NN and Rectified Linear Unit (ReLU) is the activation function used for initial layers. Whereas, the output layer uses sigmoid activation function. RMSE is particularly used against Mean Absolute Error (MAE) loss function since it helps magnify the large errors which are important in time-critical scenarios. Moreover, it has been reported in the literature [30] that model convergence is smoother with RMSE when compared with MAE.

\[
\text{RMSE} = \sqrt{\frac{1}{m} \sum_{i=1}^{m} l_i^2}
\]

\[
\text{ReLU}(z) = \max(0, z)
\]

\[
\text{Sigmoid}(z) = \frac{1}{1 + e^{-z}}
\]  

(18)

where \(m\) is the number of examples in the data, \(l_i\) is the loss in \(i\)th example and computed as PredictedRUL\(_i\) – ActualRUL\(_i\). The same predictive model is used to implement both centralised and FL based solutions also for comparative analysis.

**C. EXPERIMENT DESIGN**

The experiments are simulated using Pysyft [31] where digital agents work as Pysyft virtual workers. In a local network, field device layer of the experimental set-up consists of twenty one sensors capturing the machine parameters and {trajectory-id, cycle count, three operating settings} capturing the ambient & operational parameters. These values are fed to the edge device layer that employs two edge gateways (ED\(_1\) and ED\(_2\)) hosting virtual workers communicating with one server (ES) employed at the Edge server layer.

**TABLE 1. Predictive model architecture.**

| Layer | InN | OuN | Activation |
|-------|-----|-----|------------|
| 1     | 18  | 16  | ReLU       |
| 2     | 16  | 16  | ReLU       |
| 3     | 16  | 1   | Sigmoid    |

**D. RESULTS AND COMPARATIVE ANALYSIS**

This section investigates the performance of FL client for the model convergence time, test data accuracy, number of data-points exchanges in one round of federated training and memory consumption. The discussion on results pertain to the performance of FL client with the following implementation scenarios: (1) conventional FL; when a FL client is considered as a standalone edge device without the provision of resource sharing and its direct interaction with global server is in place. (2) SplitPred; when a FL client utilises SplitPred(1, 2 & 3) to off-load part of its global model training to another edge device/server in the local network and utilises allocated bandwidth to the edge server to interact with the global server.

**1) HYPER-PARAMETER TUNING**

Fig. 9 and 10 depict the effect of learning rate (lr) and the model optimizer (Adam and SGD) on the convergence time and accuracy of SplitPred(1, 2 & 3). The convergence time of a predictive model represents the number of iterations required for it to converge to an optimal loss value. This parameter becomes crucial in edge based collaborative learning as each iteration of the predictive model not only consumes computational resources of edge devices, but also involves a number of message exchanges between them. The number of iterations to reach an optimal loss value is a valid indicator for the convergence time. Since RUL prediction is a regression problem, RMSE was chosen as the measurement of prediction accuracy. A low RMSE value represents better accuracy. As evident from Fig. 9, SplitPred2 exhibits the lowest RMSE value and fastest convergence with hyper-parameters: \(lr = .005\) and Adam optimizer. Similar optimal hyper-parameters can be observed for SplitPred1 and SplitPred3 also. The subsequent results used for comparative analysis correspond to the optimal hyper-parameter values for SplitPred1, SplitPred2 and SplitPred3. The results shown for conventional FL client also correspond to the optimal hyper-parameters: \(lr = .005\) & optimizer = Adam. The federation rounds are kept as 10 while the local iterations are varied between 10-40. The accuracy and model convergence time is shown in Fig. 11 and 12, in addition a centralised approach is implemented using the same global model parameters.
presented in Table 1. This allows a comparison against a centralised approach with the added benefit of data-privacy. However, to ensure the fairness in comparative analysis, the centralised approach results are not compared in terms of the number of message exchanges.

The parameters in Table 1 are also varied to investigate their effect on model training time and accuracy. The rationale behind using ReLU activation function is to minimize the training time as ReLU is computationally efficient when compared with Sigmoid. Table 2 shows the effect of using different activation functions at different layers of the predictive model whereas Table 3 shows the effect of varying number of neurons in the hidden layers. It was observed that choice of activation function has no effect on RMSE value. On the other hand, the number of neurons in each layer affected RMSE values. The results shown corresponds to SplitPred2 with Adam optimizer, learning rate of 0.005, 25 iterations.

2) CONVERGENCE TIME

The results shown in Fig. 11 depicts the number of iterations took by an FL client to converge to an optimal loss value with SplitPred. As evident from Fig. 11, the convergence time for SplitPred1, SplitPred2 & SplitPred3 overlap with each other and is very close to the centralised approach whereas...
3) ACCURACY
The RMSE values shown in Fig. 12 correspond to the local model accuracy achieved by the FL client. For representation purposes, SplitPred2 is used for this comparison as it exhibits minimum RMSE values (Fig. 9, 10). The RMSE values achieved with SplitPred2 are closer to the centralised processing with the same global model (shown in Table 1). On the other hand, due to the increased model convergence time, conventional FL client takes more iterations to reach to an optimal RMSE values when compared with SplitPred2. In order to further compare SplitPred’s performance in terms of accuracy, other sophisticated centralised machine learning algorithms such as Support Vector Machine (SVM), Convolutional Neural Network (CNN) and Deep LSTM [32] were executed. Table 4 suggests that SplitPred outperforms centralised MLP and support vector regression (SVR) based techniques whereas Deep LSTM results in the best accuracy among all. It is to be noted that there are no efficient means yet to implement split-learning using LSTM or RNN [34]. Moreover, if the computational complexity is to be represented as $O(W)$, then $W = 4IH + H^2 + 3H + HK$ for Deep LSTM [35]. On the other hand, for SplitPred, $W = IH + HK$. Where I, H and K represent the number of input units, hidden units and output units, respectively. Using more complex measures such as CNN, LSTM with split-learning or increasing the number of layers come with additional computational burden which is not suitable for resource-constrained edge devices and diminishes the purpose of utilising split-learning [34] for training global model at FL client. The overall objective of cross-device FL mechanisms is to support agile data analytics which is usually enabled by executing lightweight learning models on the edge.

On the other hand, SplitPred uses a simple NN with only two hidden layers to make it suitable for resource-constrained IoT devices. A simpler NN model is used for this case study since the model prediction accuracy is not the prime concern of this proposal which attempts to introduce privacy preserving resource sharing for FL when applied for collaborative PdM. Centralised techniques also have their limitations in terms of data-privacy and huge number of message exchanges. Thus, it can be concluded from Table 4 that SplitPred not only ensures data privacy but also maintains a reasonable level of accuracy while being computationally lightweight as compared with CNN and Deep LSTM.

4) NUMBER OF MESSAGE EXCHANGES AND MEMORY OVERHEAD
Fig. 13 shows the number of data-points exchanged among network devices against the number of examples (samples) in the data-set for one iteration of the training process. It shows that when compared with conventional FL, SplitPred exhibits more than a 10 fold decrease in the amount of data exchanged. This is because the edge devices in SplitPred only interact with the local edge server which is not the case in FL. Moreover, in SplitPred, edge devices share only the output of the last layer executed on them while collaboratively training the global model in the local network which minimizes the number of data-points to be shared. This result also reveals that although different deployment scenarios result in the...
same accuracy values, they may affect the number of data-points to be shared among edge devices. The increased number of data-points in SplitPred3 is the direct outcome of message exchanges while offloading the number of layers from ED1 to ED2.

Table 5 shows the comparison among the SplitPred scenarios and FL in terms of their collective (for all devices involved) memory requirement. It is evident from the results that FL consumes much less memory when compared with SplitPred. The reason for this is that in one iteration of FL each participating edge device shares its model updates with the global server which aggregates them and shares the update with each edge device. Neither edge device nor server has to remember/store the model parameters learnt in the previous iteration. Whereas in SplitPred, since the model is distributed among multiple edge gateways, all of these devices have to store the model parameters until the back-propagation is complete. This storage of the model parameters at each device contributes to the collective memory requirement. As evident from Table 5, the memory requirement for SplitPred grows with the number of devices involved in the training process. However, while the collective memory requirement is greater than FL, it is viewed as acceptable and manageable within modern IoT edge devices. Moreover, the ability to off-load allows for the provision to share this memory burden among edge devices involved.

### VI. CONCLUSION

In this article, a resource sharing framework known as SplitPred was proposed to enable local edge devices within a FL client’s network, to collaboratively train a global model applied in the context of collaborative PdM application. Various split-learning based distributed model deployment strategies were also applied and tested for their convergence time, accuracy, number of message exchanges and memory requirements. Comparison with state-of-the-art FL based mechanism revealed that the utilisation of SplitPred results in improved convergence time, accuracy along with reduced number of message exchanges during the training process. However, FL outperforms SplitPred in terms of memory requirement to train the global model.

### VII. FUTURE SCOPE

Finally we present the following open issues for the future research:

**Trade-off between global model accuracy and computational overhead:** This work employs a simple NN model with two hidden layers as the global learning model for collaborative PdM. The simplicity of NN attempts to maintain the trade-off between accuracy and the computational overhead on resource-constrained edge devices. However, other centralised models such as LSTM and CNN result in better accuracy but are computationally intensive. This makes these models not suitable for resource-constrained edge devices and can prove to be counter-productive in scenarios which attempt to minimize network and edge resource consumption. Thus, the trade-off between accuracy and computational overhead is still an open issue. Although split-learning cannot be used along with LSTM, lightweight CNN models (both 1D & 2D) can be explored to further improve the accuracy.

**Privacy leakage at the local network and model exchange:** The possible privacy leakage [34] at the split-layer is often handled with (1) increasing the number of hidden layers at the off-loading device and (2) use of differential privacy. However, both of these techniques and especially differential privacy can suffer from reduced global model accuracy. Therefore, reducing the risk of privacy leak while maintaining the global model accuracy needs to be addressed. Technologies such as Blockchain can be utilised to enable secure and reliable model exchanges as the consensus mechanism involved can help identify the potential malicious FL client(s).

**Memory overhead for local edge devices:** Global model training using Split-learning involves storage of gradients by each device involved in the training process which in turn results in increased memory overhead on edge devices on the local network. Data compression techniques can be explored to reduce the memory requirement while making sure that the compression/decompression process does not contribute to the model convergence time.
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