Method Comparison of 3D Facial Reconstruction Coresponding to 2D Image
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Abstract. Recent years, facial reconstruction becomes a much-studied topic. In particular, the past decade has witnessed a renewed interest, generating a large number of research centers and proposing techniques to address them but most have their limitations and drawbacks. The main constrain of attaining an accuracy of the facial information for reconstruction of its 3D counterpart was increasing accuracy for 3D face geometry. Though this topic has gained a lot of concern and popularity, a fully accurate facial reconstruction mechanism has not yet been identified due to the complexity and ambiguity involved. This survey focuses on 3D face reconstruction by presenting comparison methods between Shape-from-Shading, the 3D Morphable Model and Structure from Movement based on 2D face analysis with higher accuracy. 3D face model density affects the provided information. The dense of the 3D facial model is; the more information it could provide. 3D facial reconstruction method currently requires a complicated process and high system costs.

1. Introduction

As the development of technology in the field of Information Technology and Computers, Three-dimensional technology (3D) is also growing rapidly. The need of 3D objects visualisation is widely used in animation and graphics applications, architecture, education and cultural recognition, as well as virtual reality.

Humans can perceive 3D shape just by looking at the 2D image. The human brain plays an important role in the formation of 3D imagery through 2D imagery. After looking at 2D image, the human eye signals to the brain about the objects which is captured through nerve signals. After the nerve signals are processed, the brain forms a 3D image of a 2D object. This usefulness is a human unconscious behavior when simulated using a computer then its effectiveness and accuracy is still a big problem in the way of image review for 3D.

The face is the outer part of the body which is very important because it can be used as a personal identification. Facial images can be found on photos and digital images or 2D facial images. To get a specific 3D model image for the purpose of being used in many applications such as 3D assisted face recognition, 3D expression recognition, and facial animation, researchers are still working to solve the
problem of obtaining 3D images of image formation through the use of 3d sensors or 3d image formation obtained from the 2D image.

One of the problems that arise in the process of facial recognition is the difference in position, lighting, and the expression on each image of the 2D face that is varied. It can be simplified by the existence of 3D face geometry. 3D face geometry can produce facial images with different positions, exposure, and lighting.

In general, 3D face reconstruction is divided into three categories:

Stereo Vision based methods: This method performs face construction using optical image technology. These include shapes from shading (SFS) and Binocular Stereo Vision (BSV) methods. Assuming, SFS can predict the 3D face of the gradual variation of the shading in an image [1]. BSV is also aimed at estimating the depth faces from the 2D image directly [2]. It reconstructs the 3D face from a pair of calibrated images.

Deformation based methods: The aim of the methods is fitting parametric or fixed 3D face models to the given 2D image or the 3D points which is estimated from the 2D image to reconstruct the 3D face. 3D morphable model (3DMM) is one type of the methods which fits the model to the whole 2D image or full 3D points cloud [3]. The method can automatically generate 3D faces in different poses and illuminations.

Learning based methods: The basic idea of the methods is exploring or constructing underlying mapping between 2D and 3D faces in a hidden space rather than in the original spaces. The reason is that it is usually difficult to find the accurate mapping between original 2D and 3D faces, as most of them are located in high dimensional spaces. Hence, the learning based method should explore: 1) mapping between original 2D faces and their intrinsic representations, and mapping between original 3D faces and their intrinsic representations, respectively; and 2) mappings between intrinsic representations of 2D faces and those of 3D faces in the hidden space.

There are several types of the learning based methods. CCA is a common method that is maximizing the correlation between projections of two training data sets to explore their relationship [4]. PLS is another type of learning based methods to overcome this problem [5]. It aims at maximizing covariance between two data sets to find a regression matrix between them. Later, based on a well-known assumption that 2D and 3D faces are located on smooth manifolds, Song [6] proposed a couple radial basis function (C-RBF) network to reconstruct 3D faces. They trained the C-RBF network with a pair of 2D and 3D faces to find their intrinsic representations and to explore the nonlinear mapping between them and then reconstructed the particular faces by using a linear combination of their nearest neighbours.

In addition, the approach which is mentioned above, there are other approaches, including approaches that combine two or more approaches to produce realistic faces.

This paper describes various approaches in 3D face reconstruction of 2D imagery, its step approach and the constraints faced in facial reconstruction. At the end of the paper, it will be concluded some speculation about 3D face reconstruction of the 2D image in the future.

2. General approach

There are many approaches for reconstructing 3D faces but the choice of approach may vary according to the application in which the reconstruction is used. There are two standard methodologies which normally received to make human facial 3D models. One of the approaches is to utilize particular 3D capture systems like 3D scanners to capture texture notwithstanding profundity i.e., 3D shape. The high cost and speed constraints of present 3D scanning devices are the conspicuous deficiencies to get adequate and helpful information. The second approach is to create calculations to reproduce 3D face models from a 2D image, for example, video arrangements or multi-see photos. This approach, call 3D reconstruction algorithm is a critical apparatus that can be utilized as a part of observation and in different interactive media applications. Amid the previous decade, numerous 3D recreation calculations have been produced and can be arranged in to four gatherings, shape-from-shading (SFS)
[7,8], the 3D Morphable Model (3DMM)[9,10], structure from movement (SfM)[11,12] and learning [13,14].

The most successful method was a structure from motion, Structure from motion (SfM) is a popular approach to recover the 3D shape of an object when multiple frames of an image sequences are available. In SFM, the 3D information about a collection of discrete structures, such as lines, curves, and points, is recovered from a 2D collection of lines, curves, and points. 2D images are formed by projections from the 3D world. As from the literature two well-known projection models are available, the perspective and the orthographic [15],[16],[17]. Multiple 2D facial images including the frontal face are used to reconstruct the 3D Face [18]. The Bosphorus subject database is used in this experiment with 24 landmark features. Developing Optimization based algorithm to estimate the pose and reconstruct the 3D facial shape from 2D face images. The proposed algorithm requires one non-frontal-view and one frontal view face image to reconstruct the sparse 3D face model. The optimization is carried out in two steps. Further simple model integration is proposed for the cases when more than one non-frontal view image is available to improve the accuracy of the 3D model estimation.

Shape from shading (SfS) remains important because it ignores most of the depths of deep esonation. Algorithms to recover shapes from general shading are generally considered to produce excellent results in global minimization while local approaches are more erroneous but faster [19]. Developed methods for facial shape recovery from a single image that uses a reference 3D face model from a different individual or generic face. Intuitively, this method uses an input image as a guide for "forming" the reference model to achieve the desired reconstruction. Here use shading information to restore 3D face shapes when using reference forms and extract important information for unrecognized a priori recovery processes, such as lighting and poses. Here are the key points to work with 3D face reconstruction: 1) 3D face reconstruction using 2D images using data mining algorithm; 2) Various approaches have been proposed as a solution to this problem but most have limitations and disadvantages; 3) The shape of the shading, the shape of the silhouette, the shape of movement and the analysis by synthesis using the current morphine model is considered as the primary method for achieving face information for the reconstruction of its 3D counterpart; 4) Although this topic has gained a lot of importance and popularity, the accuracy of face reconstruction mechanisms have not been fully identified due to the complexity and ambiguity that are involved. [20]

The use of the 3D morphable model (3DMM) has been widely applied to face analysis since this model was not affected by intra-personal variations such as pose and illumination to produce an ideal representation of 3D faces. This method can make the construction process with the right shapes and textures, pose and illumination via a fitting process. In addition, Morphable model can model intra-personal variations such as pose, illumination, expression. Given a single facial input image, it can recover both inter-personal (3D shape and texture) and intra-personal properties (pose, illumination) via a fitting algorithm.

3. Steps in a regular 3D face reconstruction approach

After considering all of these approaches, a set of general steps can be derived that will be included in the usual 3D face reconstruction algorithm. The following is a list of the steps identified below:

3.1 Repairing the damaged areas (caused by noise, occlusion or shadows)

The input image conditions may not always be satisfactory; They may be damaged or corrupted. Noise from the image, if any, may lead to inaccurate reconstruction. Shadows, poor lighting conditions, and occlusion prevent accurate feature extraction on the face. For this reason, these damaged areas must be eliminated prior to reconstruction Face localization.

3.2 Facial component detection

After the local face is separated, the parts of the face can be effectively recognized. Picture based systems, outlines, and highlight focuses can be utilized to identify these facial parts. In distinguishing
these facial parts, perceiving the two corners of the eyes, the tip of the nose and the middle and the end purposes of the mouth would demonstrate enough.

3.3 Depth estimation
For an accurate and realistic reconstruction, both location and depth of the facial features of the reconstructed face should be equivalent to the real face. Constructing the depth map of the input image will assist in depth estimation.

For a precise and practical remaking, both location and depth of the facial features of the reconstructed face ought to be equal to the genuine face. Developing the depth map of the input image will aid in depth estimation.

3.4 3D face reconstruction
After face segments' areas and profundity are distinguished the 3D face can be recreated. A default 3D model can be distorted by the genuine elements to acquire the final 3D face. The texture ought to be mapped onto the 3D face. This is a mind boggling process since the texture information is picked up from 2D space which must be mapped onto a 3D space. Some methodologies extend the frontal image straightforwardly onto the 3D face yet in the event that the approach takes multiple input images these can be twisted into the texture space to produce a more reasonable impact.

4. Recent work
Baumberger et al using a new approach strategy to detect landmarks and poses based on 3DMM models [21]. The new approach combines sparse data and shilouete information. In his research, he investigates the effect of many input frames containing important landmark information not only to improve the accuracy of reconstruction but also the shape of modeling. The three-step solution which is offered are facial landmarks detection and pose estimation, 3D shape estimation including silhouette information, and finally texture mapping. Xiaoping et al. [22] proposes an efficient framework for automatically reconstructing 3D face shapes and textures. In his research, the model is altered through a set of sparse feature points that are obtained from the reliable landmarks detection algorithm [23]. It is found that the position of the eyes, nose, and mouth are almost positioned invariant, but not on the side of the face. The five steps offer to evaluate the relationship between reconstruction accuracy and the number of different points are: 1) train a morphable model on the 3D database; 2) detect 68 landmarks on the face in the input image; 3) do an analysis-by-synthesis loop to optimize shape through 23 landmarks; 4) extract and infer texture from input image; 5) refine the full 3D reconstruction.

Kemelmacher et al [24] is Introducing a new method for facial shape recovery from a single image that uses only a single reference 3D face model from a different individual or generic face. This method uses an input image as a guide forming a reference model to achieve the desired reconstruction. Shading information is used to improve the face of the 3D shape, lighting and poses are used to extract important information when the repair process uses the reference shape and albedo. The input image conditions may not always be satisfactory; They may be damaged or damage. The input image’s condition, lead to inaccurate reconstruction. Shadows, poor lighting conditions, and occlusion prevent accurate feature extraction on the face. For this reason, these damaged areas must be eliminated prior to reconstruction [15].
Table 1. Method for 3d Facial Reconstruction Coresponding to 2D image

| Reference                  | Method      | 2D used | Landmark | Database   | Median error |
|----------------------------|-------------|---------|----------|------------|--------------|
| Christian Baumberger [21]  | 3D MM and Shillouete | Y       | 20       | Private    | 1,11         |
| Ira Kemelmacher [24]       | SfS         | Y       | 70       | USF        | 6,5 ± 1,4    |
| Shu Zhiang [23]            | 3DMM and SfM | Y       | automatic| Private    | 1,31         |
| Seema Chavan [20]          | SfS         | Y       | 22       | Private    | 2,2          |
| Phunnam Chandar [15]       | SfS         | Y       | 24       | 3D Bosphorus| 0,9096      |
| Xiaoping Hu [22]           | 3DMM        | Y       | 68       | BJUT       | 3,34         |
| Boulbaba Ben Amor [19]     | SfM         | Y       | 30       | Private    | 1,62         |
| Ramasubramanian, M [25]    | 3D MM       | Y       | 29       | Private    | 1,675        |
| J. Fortuna [12]            | SfM         | Y       | 50       | Private    | 2,26         |

Shu Ziang et al produces a new method combining 3DMM and SfM [23]. It can reconstruct a very solid 3D human face. In addition, it only takes one frame of data from an off-the-shelf RGB-D sensor, even low-resolution low-cost sensors. The process is automatic without manual intervention. The proposed method is divided into two main stages: (a) the initial 3D cloud point acquisition and (b) the cloud propagation of a dense face point. The following methods outline below: 1) Extract one frame data from the RGB-D sensor, which contains the RGB image and the Depth image. With sensor parameters, the registration between the two images is done to obtain 2D-3D correspondence between RGB image and a Depth image; 2) Face recognition is done on RGB image. With the face area which is obtained on RGB images and 2D-3D correspondences between RGB and Depth data, the depth image is cut to store data that only belongs to the face area. To further refine the face region in the depth data, the k-means clustering algorithm is applied to eliminate non-face depth data. At the end of this step, a 3D starting point cloud can be obtained with the proper human face region; 3) Approximate Nearest Neighbor (ANN) algorithm is applied to calculate neighboring structures from the cloud point obtained in the previous step. With a neighboring cloud, an interpolation that is based on Radial Basis Function (RBF) is used to deploy a solid 3D dot cloud from the cloud's starting point. By combining 3DMM and SfM methods and applying ANN algorithm for analysing the 3D face, both methods lead the minimum median error (Table 1).

5. Conclusion
The 2D picture of a face is exceptionally touchy to changes in head pose and expressions so a fruitful reconstruction approach ought to have the capacity to remove these face details. These Methodologies are based on silhouettes and prior knowledge can be worthwhile in tending to this issue. While joining the two methods could vigorous the accuracy of 3D face reconstruction. While remaking 3D faces from 2D images the key wellspring of data is the intensity based features and landmarks of the image. However, intensity alone is insufficient in case of low intensity, noise, occlusion, illumination variations and/or shadows are being available in the input image. The anatomical landmark is contended to be a more exact wellspring of information, yet they are somewhat thin and hard to find.

Almost all research on facial reconstruction is limited only in the front area only. Facial reconstruction for a wider area including the face with hair and ears should be developed. Topics of 3D face reconstruction research from the 2D image in the field of computer are significant enough to develop, further research related to facial expression analysis and its application in video conference
still need to be developed. The 3D face reconstruction can be extended to produce aging software which has the capability to produce younger or the older face of the input image.
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