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Abstract

Salem’s singular function is strictly increasing, continuous, and has a derivative equal to zero almost everywhere in $[0, 1]$; it is also known as de Rham’s singular function or Lebesgue’s singular function. The parameter of Salem’s singular function $L_\alpha$ is $\alpha \in (0, 1)$ and $\alpha \neq 1/2$. Our previous studies have shown that for some cases of which the limit set of spatio-temporal pattern of a cellular automaton (CA) is fractal, Salem’s singular function with $\alpha = 1/3, 1/4,$ or $1/5$ is given by projecting the pattern onto the time axis. However, it remained unclear whether there exists a CA that gives Salem’s singular function with a parameter $\alpha$ equal to the multiplicative inverse of an integer greater than 5. In this paper, we construct CAs giving Salem’s singular function with $\alpha = 1/(2D + 1)$ and $\alpha = 1/(2^D + 1)$ for each dimension $D \geq 1$. This implies that there exist CAs that give Salem’s function with a parameter $\alpha$ equal to the multiplicative inverse of any integer greater than or equal to 3. We also present the results of numerical experiments showing that for $D \leq 5$, the functions given by $D$-dimensional linear symmetric 2-state radius-1 CAs other than the above two types cannot be Salem’s function with $\alpha = 1/M$ for $M \in \mathbb{Z}_{\geq 3}$. In addition to the square lattice, the triangular and hexagonal lattices can be considered as regular lattices in the two-dimensional plane, and we also discuss functions obtained from CAs on these lattices.
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1 Introduction

Cellular automata (CAs) are discrete mathematical models that can generate complex behaviors even from simple rules. CAs are also useful as fractal generators, because orbits from the single site seed are often self-similar or partially self-similar. Such orbits have been studied by many researchers, for example, \cite{1,2,3,4}, and we can see many fractal patterns by CAs in \cite{5}. In general, fractals are often characterized by a fractal dimension. However, because the dimensionality of fractals is given by a single value, the same value may be given to different fractals. Therefore, we propose a method for classifying fractals generated by these CAs using a function that describes the dynamics of the number of nonzero states of the spatio-temporal pattern \cite{6}.

In this study, we characterize fractals in more detail by projecting the spatio-temporal pattern of a CA onto the time axis to yield a function when the limit of the spatio-temporal pattern is a fractal. Especially for fractals generated by high-dimensional CAs, this function makes it possible to reduce the dimensionality of the fractal and analyze it. High-dimensional fractals have a wide range of applications, for example, in image analysis \cite{7,8} and fractal blinding \cite{9}, as well as financial models \cite{10,11} in finance, etc. Visualizing high-dimensional patterns accurately is difficult and costly. Therefore, a new means of high-dimensional fractal analysis using a function that preserves more information about the original fractal is needed, as opposed to a fractal dimension that characterizes the pattern with a single numerical value. Furthermore, in this study, we aim to characterize and classify ‘pathological functions’. Pathological functions are those with deviant, irregular, or counterintuitive properties, although the term is not rigorously defined mathematically. Some examples are well-known, such as the Cantor function, which is continuous but not absolutely continuous, the Takagi function, which is continuous but non-differentiable everywhere, and Thomae’s function, which is discontinuous at rational points and continuous at irrational points \cite{14,15,16,17}. A singular function may be described as pathological, because they are non-constant, continuous, differentiable almost everywhere, and their derivative is zero. Our previous studies have shown that functions derived from the spatio-temporal patterns of CAs can be pathological functions, such as singular functions \cite{18,19,20} or discontinuous Riemann-integrable functions \cite{21}. In the future, by considering functions for many types of CAs, we expect it to become possible to characterize and classify pathological functions in association with fractals.

The spatio-temporal patterns of linear CAs are self-similar or partially self-similar, and the number of nonzero states generating the pattern is countable. The authors counted the number of nonzero states at each time step and the cumulative number of nonzero states in the spatio-temporal pattern from the initial configuration with only a single positive state for several elementary CAs \cite{19}. Based on the result of counting the number of nonzero states, the dynamics of the number of states is normalized, and the function is given by taking the limit. This corresponds to projecting the limit set generated by each CA onto
the time axis and expressing it as a function of a single variable. In [20], the author showed that for a one-dimensional elementary CA Rule 150, the resulting function is a new kind of strictly increasing singular function. In [6], the results obtained for one-dimensional and two-dimensional elementary CAs that generate symmetric patterns are summarized. The functions obtained from these spatio-temporal patterns were found to be strictly increasing singular functions, and we obtained sufficient conditions for a function to be a strictly increasing singular function by extracting their common properties. In particular, for the one-dimensional elementary CA Rule 90 and a two-dimensional elementary CA, the functions obtained from their spatio-temporal patterns are self-affine functions called Salem’s singular function \( L_{\alpha} \) with parameters \( \alpha = 1/3 \) and \( \alpha = 1/5 \), respectively. Including nonlinear CAs, we found the function for a two-dimensional nonlinear elementary CA to be \( L_{1/4} \) [19].

Salem’s singular function is strictly increasing and continuous, and its derivative is zero almost everywhere in the interval \([0,1]\). Salem’s singular function is also known as de Rham’s singular function or Lebesgue’s singular function [22, 23, 24, 25, 26]. Its mathematical properties and relationship to natural phenomena have been studied by many researchers. The relationship between this function and the Takagi function is shown in [27], and its relationship with complex dynamical systems is discussed in [28, 29]. The set of points where the derivative of this function is zero and infinity is discussed in [30]. Salem’s singular function has been studied in connection with various other fields, including in research on gambling [31, 32, 33], the digital sum problem [34, 35, 36], and physics-related studies [37, 38, 39]. The parameter of Salem’s singular function \( L_{\alpha} \) is \( \alpha \in (0,1) \), where \( \alpha \neq 1/2 \). Our previous studies have shown that the functions given by the spatio-temporal patterns of CAs are Salem’s singular function \( \alpha = 1/3, 1/4, \) and \( 1/5 \), but whether there exists a CA that gives Salem’s singular function \( L_{1/M} \) for \( M \in \mathbb{Z}_{\geq 5} \) remained unclear. In the present work, we show that there exists a CA that gives a function \( L_{1/M} \) for any odd number \( M \) greater than or equal to 3. The CAs considered in this paper are equipped with two states \{0, 1\}, on a \( D \)-dimensional square lattice \( \mathbb{Z}^D \) having linear transition rules with radius 1, and holding some symmetries. Here, we adopt the simplest state set and the shortest radius of the nontrivial CAs, but their dimension \( D \) takes any positive integer. For each dimension \( D \), we construct a CA that gives Salem’s singular function with the parameter \( \alpha = 1/(2D+1) \). Furthermore, we also construct a CA that gives the singular function with \( \alpha = 1/(2^D+1) \). We present the results of numerical experiments showing that the function \( L_{1/M} \) for \( M \in \mathbb{Z}_{\geq 3} \) cannot be given by a \( D \)-dimensional linear symmetric 2-state radius-1 CA other than the above two types for \( 2 \leq D \leq 5 \). In addition to the square lattice, the triangular and hexagonal lattices are also considered as regular lattices in the two-dimensional plane, and we also discuss functions obtained from CAs on these lattices.

The remainder of this paper is organized as follows. Section 2 presents some preliminaries on CAs and a singular function. For \( D \)-dimensional linear symmetric 2-state radius-1 CAs \( F_D \) and \( G_D \), Section 3 reports our main results that the functions representing the number of nonzero states in the spatio-
temporal patterns are Salem’s singular function with the parameter $\alpha = 1/(2D + 1)$ and $1/(2D + 1)$. In Section 4, we provide some numerical results on $D$-dimensional linear symmetric 2-state radius-1 CAs except $F_D$ and $G_D$, and CAs on the triangular and hexagonal lattices in the two-dimensional plane. Finally, Section 5 discusses our findings and highlights some possible avenues for future research.

2 Preliminaries

Here, we define CAs and a singular function.

**Definition 1.** Let $\{0, 1\}$ be a binary state set. We define a $D$-dimensional configuration space $\{0, 1\}^Z_D$ for $D \in \mathbb{Z}^>0$, and each element $u \in \{0, 1\}^Z_D$ is called a configuration. A $D$-dimensional cellular automaton $(\{0, 1\}^Z_D, T)$ for $i \in \mathbb{Z}^D$ is given by

$$ (Tu)_i = f(u_{i+v_1}, u_{i+v_2}, \ldots, u_{i+v_l}), $$

where $v_1, v_2, \ldots, v_l \in \mathbb{Z}^D$ are finite pairwise distinct vectors and $f : \{0, 1\}^l \rightarrow \{0, 1\}$ for $l \in \mathbb{Z}^>0$ is a local rule.

Next, we provide some properties of CAs.

**Definition 2.**

1. The radius of a CA is given by $\max_{1 \leq j \leq l} |v_j|$. We refer to a CA as radius-1 if the local rule satisfies $\max_{1 \leq j \leq l} |v_j| = 1$.

2. We refer to a CA as linear if the local rule is given by

$$ f(u_{i+v_1}, u_{i+v_2}, \ldots, u_{i+v_l}) = \sum_{j=1}^{l} a_j u_{i+v_j} \pmod{2} $$

for $a_j \in \{0, 1\}$. Then, a radius-1 CA is linear if the local rule is given by

$$ f(u_{i+(-1,\ldots,-1,1)}, u_{i+(-1,\ldots,-1,0)}, \ldots, u_{i+(1,\ldots,1)}) = \sum_{e_1=-1}^{1} \sum_{e_2=-1}^{1} \cdots \sum_{e_D=-1}^{1} a_{e_1,e_2,\ldots,e_D} u_{i+e_1,i_2+e_2,\ldots,i_D+e_D} \pmod{2}. $$

3. We refer to a linear radius-1 CA as symmetric if the local rule holds both reflection symmetry for each axis and discrete rotational symmetry of the 4th order for each plane given by two axes, i.e.,

$$ a_{e_1,e_2,\ldots,e_D} = a_{-e_1,e_2,\ldots,e_D} = a_{e_1,-e_2,e_3,\ldots,e_D} = \cdots = a_{e_1,\ldots,-e_D} \text{ and } $$

$$ a_{e_1,e_2,\ldots,e_D} = a_{e_2,-e_1,e_3,\ldots,e_D} = a_{e_1,e_3,-e_2,\ldots,e_D} = \cdots = a_{e_1,\ldots,e_D-2,e_D,-e_D-1} $$

for $e_1, e_2, \ldots, e_D \in \{-1, 0, 1\}$. 


Let $\mathcal{C}(D)$ be the set of $D$-dimensional linear symmetric 2-state radius-1 CAs.

**Proposition 1.** The number of CAs belonging to $\mathcal{C}(D)$ is $2^{D+1}$ for each $D \in \mathbb{Z}_{>0}$.

**Proof.** For a $D$-dimensional radius-1 CA, the local rule depends on $3^D$ states of neighboring cells. Because of axisymmetries of the local rule by Equation (4), it suffices to consider only the following two cases, $e_j = 0$ and $e_j = 1$ of the coefficients $a_{e_1,e_2,...,e_D}$ for each $1 \leq j \leq D$. Hence, we have $2^D$ types of the coefficients $a_{e_1,e_2,...,e_D}$. In addition, because of rotational symmetries of the local rule by Equation (5), the coefficients $a_{e_1,e_2,...,e_D}$ are the same when $(e_j,e_{j+1}) = (0,1)$ and $(1,0)$, when $(e_j,e_{j+1}) = (1,0)$ and $(0,-1)$, or when $(e_j,e_{j+1}) = (1,1)$ and $(1,-1)$, for each $1 \leq j < D$. Considering both the axisymmetries and the rotational symmetries, the coefficients $a_{e_1,e_2,...,e_D}$ are the same when $\sum_{i=1}^D |e_i|$ matches. Therefore, we obtain $D+1$ types of $a_{e_1,e_2,...,e_D}$. Because each cell has 0 or 1 as a state for 2-state CAs, we have $2^{D+1}$ $D$-dimensional linear symmetric 2-state radius-1 CAs. \hfill \square

**Remark 1.** For $\mathcal{C}(D)$, two of the CAs have only trivial orbits because $(T^n u)_i = 0$ and $(T^n u)_i = u$ for any time step $n \in \mathbb{Z}_{>0}$. Thus, we consider the other $2^{D+1} - 2$ $D$-dimensional linear symmetric 2-state radius-1 CAs for each $D \in \mathbb{Z}_{>0}$.

We define the configuration $u_o \in \{0,1\}^{\mathbb{Z}^D}$ by

\[
(u_o)_i = \begin{cases} 
1 & \text{if } i = 0 \ (= (0,0,\ldots,0)), \\
0 & \text{if } i \in \mathbb{Z}^D \setminus \{0\},
\end{cases}
\]

for $i \in \mathbb{Z}^D$. We refer to $u_o$ as the single site seed. In this study, we investigate the orbits of CAs from the single site seed $u_o$ as an initial configuration. For a $D$-dimensional CA $\{(0,1)^{\mathbb{Z}^D}, T\}$, let $\text{num}_T(n)$ be the number of 1-states in a spatial pattern $T^n u_o$, and $\text{cum}_T(n)$ be the number of 1-states in a spatio-temporal pattern $\{T^m u_o\}_{m=0}^n$. Then,

\[
\text{num}_T(n) = \sum_{i \in \mathbb{Z}^D} (T^n u_o)_i, \quad \text{cum}_T(n) = \sum_{m=0}^{n} \sum_{i \in \mathbb{Z}^D} (T^m u_o)_i.
\]

Below, we define a singular function related to CAs.

**Definition 3** \cite{24,26}. Let $\alpha$ be a parameter such that $0 < \alpha < 1$ and $\alpha \neq 1/2$. Salem’s singular function $L_\alpha : [0,1] \rightarrow [0,1]$ is defined by

\[
L_\alpha(x) := \begin{cases} 
\alpha L_\alpha(2x) & (0 \leq x < 1/2), \\
(1-\alpha)L_\alpha(2x-1) + \alpha & (1/2 \leq x \leq 1).
\end{cases}
\]

The functional equation (8) has a unique continuous solution on $[0,1]$. The resulting function $L_\alpha$ is strictly increasing, continuous, and has a derivative of zero almost everywhere. Figure 1 shows the graphs of $L_\alpha$ for $\alpha = 1/3$, $1/5$, and $1/9$. 

5
3 Main results

In this section, we prepare two $D$-dimensional linear symmetric 2-state radius-1 CAs, $F_D$ and $G_D$, and show that for any dimension $D \geq 1$, they are CAs that yield Salem’s singular function $L_{1/(2^D+1)}$ and $L_{1/(2^D+1)}$, respectively.

Here, we consider the following two $D$-dimensional linear symmetric 2-state radius-1 CAs.

**Definition 4.** Let $e_{(j)} = (0, \ldots, 0, 1, 0, \ldots, 0) \in \{0, 1\}^D$ for $1 \leq j \leq D$, and $k = \sum_{j=1}^{D} k_j 2^j$ for $0 \leq k < 2^D$. CAs, $(\{0, 1\}^Z, F_D)$ and $(\{0, 1\}^Z, G_D)$ are given by

$$
(F_D u)_i = \sum_{j=1}^{D} u_{i+e_{(j)}} + u_{i-e_{(j)}} \pmod{2}, \quad (9)
$$

$$
(G_D u)_i = \sum_{k=0}^{2^D-1} u_{i+\sum_{j=1}^{D} (-1)^j k_j e_{(j)}} \pmod{2}, \quad (10)
$$

for $i = (i_1, \ldots, i_D) \in \mathbb{Z}^D$.

The local rule of $F_D$ depends on $2D$ states, and the local rule of $G_D$ depends on $2^D$ states.

**Example 1.** We give the local rules of $F_D$ and $G_D$ for $D = 1, 2, \text{and } 3$. When $D = 1$, for $u \in \{0, 1\}^Z$,

$$(F_1 u)_i = (G_1 u)_i = u_{i-1} + u_{i+1} \pmod{2}, \quad (11)$$

$F_1$ and $G_1$ are Rule 90 based on Wolfram code $[5]$, and the limit set of its spatio-temporal pattern is well known to be the Sierpinski gasket. When $D = 2$, for $u \in \{0, 1\}^Z$,

$$
(F_2 u)_{i_1, i_2} = u_{i_1-1, i_2} + u_{i_1, i_2-1} + u_{i_1, i_2+1} + u_{i_1+1, i_2} \pmod{2}, \quad (12)
$$

$$
(G_2 u)_{i_1, i_2} = u_{i_1-1, i_2-1} + u_{i_1-1, i_2+1} + u_{i_1+1, i_2-1} + u_{i_1+1, i_2+1} \pmod{2}. \quad (13)
$$
The spatio-temporal patterns of $F_2$ and $G_2$ from $u_o$ are shown in Figure 2. For $D = 3$ and $u \in \{0, 1\}^{Z^3}$, we have

$$(F_3u)_{i_1, i_2, i_3} = u_{i_1+1, i_2, i_3} + u_{i_1-1, i_2, i_3} + u_{i_1, i_2+1, i_3} + u_{i_1, i_2-1, i_3}$$
$$+ u_{i_1, i_2, i_3+1} + u_{i_1, i_2, i_3-1} \pmod{2},$$

(14)

$$(G_3u)_{i_1, i_2, i_3} = u_{i_1+1, i_2+1, i_3+1} + u_{i_1-1, i_2+1, i_3+1} + u_{i_1+1, i_2-1, i_3+1} + u_{i_1-1, i_2+1, i_3-1}$$
$$+ u_{i_1+1, i_2-1, i_3-1} + u_{i_1-1, i_2-1, i_3-1} \pmod{2}.$$ (15)

Figure 2: Spatio-temporal patterns of $F_2$ and $G_2$

The following theorem by Takahashi is known as a result for linear CAs. In the original work [3], the result is given for a $p^k$-state CA where $p$ is a prime number and $k \in \mathbb{Z}_{>0}$. In the present work, it suffices to consider only the two-state case, which we present here.

**Theorem 1** ([3]). For a linear 2-state CA, $(T^n u_o)_{2i} = (T^n u_o)_i$ for $n \in \mathbb{Z}_{\geq 0}$ and $i \in \mathbb{Z}^D$. If time step $n$ is even and at least one of the elements of $i = (i_1, i_1, \ldots, i_D)$ is odd, then $(T^n u_o)_i$ equals 0.

**Remark 2.** By Theorem 1, we obtain the self-similarities of $\{F^n u_o\}_{n=0}^{2^k-1}$ and $\{G^n u_o\}_{n=0}^{2^k-1}$.

For the initial configuration $u_o$, and time step $n = 1$, we have

$$(F_D u_o)_i = \begin{cases} 1 & (i = \pm e(j) \text{ for } 1 \leq j \leq D), \\ 0 & (\text{otherwise}) \end{cases},$$

(16)

$$(G_D u_o)_i = \begin{cases} 1 & (i = \sum_{j=1}^{D} (-1)^{k_j} e(j) \text{ for } 1 \leq k < 2^D), \\ 0 & (\text{otherwise}) \end{cases},$$

(17)
where \( e_{(i)} = (0, \ldots, 0, \underbrace{1}_{j^{th}}, 0, \ldots, 0) \in \{0, 1\}^D \) for \( 1 \leq j \leq D \), and \( k = \sum_{j=1}^{D} k_j 2^j \) for \( 0 \leq k < 2^D \).

By Theorem 1, we obtain the spatio-temporal patterns, \( \{F^n_{D}u_0\}_{n=0}^{2^{k+1}-1} \) and \( \{G^n_{D}u_0\}_{n=0}^{2^{k+1}-1} \) from the patterns, \( \{F^n_{D}u_0\}_{n=0}^{2^{k}} \) and \( \{G^n_{D}u_0\}_{n=0}^{2^{k}-1} \), respectively. First, we obtain all states \( (F^n_{D}u_0)_i \) and \( (G^n_{D}u_0)_i \) if time step \( n \) is even and \( n \leq 2^{k+1} - 2 \). Next, we consider the distance between 1-states for an even time step. There are no adjacent 1-states for any time step \( n \). Then, we set their coordinates, \( \mathbf{i} \) and \( \hat{i} = (i_1, i_2, \ldots, i_D) \in \mathbb{Z}^D \) such that \( |i_j - \hat{i}_j| \geq 2 \) for \( 1 \leq j \leq D \). For a time step \( 2n \), we have \( 2|\hat{i}_j - \hat{i}_j| \geq 4 \), and 1-states for an even time step are at least four cells apart from each other. Each 1-state multiplies into 2D 1-states in \( F^n \) for time step \( 2n + 1 \), and multiplies into \( 2^D \) 1-states in \( G^n \). Therefore, the spatio-temporal patterns of \( F^n \) and \( G^n \) are self-similar for time step \( n = 2^k - 1 \) for \( k \in \mathbb{Z}_{\geq 0} \).

**Example 2.** When \( D = 1 \), the result of Remark 2 is as shown in Figure 3. All states until time step \( n = 2^{k - 1} - 1 \) are given. By Theorem 1 the states with even time step and odd sites are 0 (Figure 3(a)), and we have all states for even time steps until \( n = 2^{k+1} - 1 \) (Figure 3(b)). Because all 1-states in an even time step are at least four cells apart, the 1-states multiplies into two at the next odd time step (Figure 3(c)). Therefore, the spatio-temporal pattern is self-similar for each \( 2^k - 1 \) with \( k \in \mathbb{Z}_{\geq 0} \).

![Figure 3: Constructing the spatio-temporal pattern of \( F_1 \) (or \( G_1 \)) based on Theorem 1](image)
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**Proposition 2.** For time step \( n = 2^k - 1 \), we have \( \text{cum}_{F_D}(2^k - 1) = (2D + 1)^k \), and \( \text{cum}_{G_D}(2^k - 1) = (2D + 1)^k \). For time step \( n = \sum_{i=0}^{k-1} x_i 2^i \), we have \( \text{num}_{F_D}(n) = (2D)\sum_{i=1}^{k-1} x_i \), and \( \text{num}_{G_D}(n) = (2^D)\sum_{i=1}^{k-1} x_i \).

**Proof.** By Theorem 1 the spatio-temporal patterns of \( F^n \) and \( G^n \) are self-similar. The spatio-temporal pattern \( \{F^n_{D}u_0\}_{n=0}^{2^{k+1}-1} \) consists of \( 2D+1 \{F^n_{D}u_0\}_{n=0}^{2^{k}-1} \), and \( \{G^n_{D}u_0\}_{n=0}^{2^{k+1}-1} \) consists of \( 2D + 1 \{G^n_{D}u_0\}_{n=0}^{2^{k}-1} \), because \( \text{num}_{F_D}(2^k) = 2D \) and \( \text{num}_{G_D}(2^k) = 2^D \) (see Figure 4). Thus, we have \( \text{cum}_{F_D}(2^k - 1) = (2D + 1)^k \), and \( \text{cum}_{G_D}(2^k - 1) = (2^D + 1)^k \).

Next, we calculate \( \text{num}_{F_D}(n) \) and \( \text{num}_{G_D}(n) \). Because the initial configuration is the single site seed, \( \text{num}_{F_D}(0) = \text{num}_{G_D} = 1 \). By Theorem 1 we have \( \text{num}_{F_D}(2n) = \text{num}_{F_D}(n) \), and \( \text{num}_{G_D}(2n) = \text{num}_{G_D}(n) \), and for odd time
steps, \(\text{num}_{F_D}(2n + 1) = 2D \text{num}_{F_D}(2n)\), and \(\text{num}_{G_D}(2n + 1) = 2D \text{num}_{G_D}(2n)\). Therefore, \(\text{num}_{F_D}(n) = (2D)^\sum_{i=1}^{n} x_i\), and \(\text{num}_{G_D}(n) = (2D)^\sum_{i=1}^{n^2} x_i\). \(\square\)

![Diagram](image)

(a) Self-similar sets for \(F_D\)  
(b) Self-similar sets for \(G_D\)

Figure 4: Constructing self-similar sets until time step \(2^{k+1} - 1\) for \(F_D\) and \(G_D\)

**Lemma 1.** Let \(n = \sum_{i=0}^{k-1} x_{k-i} 2^i \geq 0\), where \(x_0 = 0\). If a CA \((\{0,1\}^{2D}, T)\) is \(F_D\) or \(G_D\), then we have

\[
\text{cum}_T(n - 1) = \sum_{i=1}^{k} x_i \text{num}_T \left( \sum_{j=0}^{i-1} x_j 2^{k-j} \right) \text{cum}_T(2^{k-i} - 1). \tag{18}
\]

**Proof.** By self-similarity of the spatio-temporal patterns, \(\text{num}_T(2^0) = \text{num}_T(2^1) = \cdots = \text{num}_T(2^k)\) for \(k \in \mathbb{Z}_+\), and 1-states at time step \(2^k\) are the starting points of the self-similar sets from time step \(2^k\) to \(2^{k+1} - 1\). Furthermore, 1-states at time step \(\sum_{j=0}^{i-1} x_j 2^{k-j}\) are the starting points of self-similar sets same as the pattern \(\{T^nu_o\}_{n=0}^{2^k-i-1}\). Thus, we obtain Equation \((18)\). \(\square\)

**Example 3.** For time step \(n = 22 - 1\), we count the nonzero states in the spatio-temporal pattern \(\{F_D u_0\}_{n=0}^{22-1}\) (Figure 3(a)). Figure 3(b) shows the self-similar sets for \(\{F_D u_0\}_{n=0}^{22-1}\), which comprises one \(\{F_D u_0\}_{n=0}^{21-1}\), two \(\{F_D u_0\}_{n=0}^{21-1}\), and four \(\{F_D u_0\}_{n=0}^{21-1}\). Based on Equation \((18)\), we can calculate

\[
\text{cum}_{S90}(22 - 1) = \text{num}_{S90}(0) \text{cum}_{S90}(2^4 - 1) + \text{num}_{S90}(2^4) \text{cum}_{S90}(2^2 - 1) + \text{num}_{S90}(2^4 + 2^2) \text{cum}_{S90}(2^1 - 1) \tag{19}
\]

\[
= 1 \cdot 81 + 2 \cdot 9 + 4 \cdot 3 = 111. \tag{20}
\]

**Definition 5.** For a CA \((\{0,1\}^{2D}, T)\), we define a function \(f_T : [0,1] \rightarrow [0,1]\) by

\[
f_T(x) := \lim_{k \to \infty} \frac{\text{cum}_T \left( \sum_{i=1}^{k} x_i 2^{k-i} \right) - 1}{\text{cum}_T(2^k - 1)} \tag{21}
\]

for \(x = \sum_{i=1}^{\infty} (x_i / 2^i) \in [0,1]\).
Theorem 2. For the CAs, $F_D$ and $G_D$, the functions, $f_{F_D}$ and $f_{G_D}$, exist. The function $f_{F_D}$ equals Salem’s singular function $L_{1/(2D+1)}$, and the function $f_{G_D}$ equals Salem’s singular function $L_{1/(2D+1)}$.

Proof. By Proposition 2 and Lemma 1, we have

\[ f_{F_D}(x) = \lim_{k \to \infty} \frac{\text{cum}_{F_D} \left( \left( \sum_{i=1}^{k} x_{i} 2^{k-i} \right) - 1 \right)}{\text{cum}_{F_D}(2^{k} - 1)} \]

\[ = \lim_{k \to \infty} \sum_{i=1}^{k} x_{i} \text{num}_{F_D} \left( \sum_{j=1}^{i} x_{j} 2^{k-j} \right) \frac{\text{cum}_{F_D}(2^{k-i} - 1)}{\text{cum}_{F_D}(2^{k} - 1)} \]

\[ = \lim_{k \to \infty} \sum_{i=1}^{k} x_{i} (2D)^{\sum_{j=1}^{i-1} x_{j}} (2D + 1)^{-i} \]

We take $i \in \mathbb{Z}_{>0}$ such that $x_{i} = 1$, and take $k \in \mathbb{Z}_{>0}$ such that $x_{i+k} = 1$ and $x_{i+l} = 0$ for $0 < l < k$. By d’Alembert’s ratio test, we have $|(2D)^{\sum_{j=1}^{i+k} x_{j}} (2D + 1)^{-i-k}/((2D)^{\sum_{j=1}^{i} x_{j}} (2D + 1)^{-i})| \leq (2D/(2D + 1))^{k} < 1$. Then, the series converges absolutely, and $f_{F_D}$ exists.

We show that $f_{F_D}$ is $L_{1/(2D+1)}$ in Definition 3. Because $D \in \mathbb{Z}_{>0}$, $0 < 1/(2D + 1) < 1$ and $1/(2D + 1) \neq 1/2$. If $0 \leq x < 1/2$, i.e., $x_{1} = 0$,

\[ \frac{1}{2D + 1} f_{F_D}(2x) = \frac{1}{2D + 1} \sum_{i=1}^{\infty} x_{i+1} (2D)^{\sum_{j=1}^{i} x_{j+1}} (2D + 1)^{-i} \]

\[ = \frac{1}{2D + 1} \sum_{i=2}^{\infty} x_{i} (2D)^{\sum_{j=2}^{i} x_{j}} (2D + 1)^{-i+1} \]

\[ = \sum_{i=1}^{\infty} x_{i} (2D)^{\sum_{j=1}^{i} x_{j}} (2D + 1)^{-i} \]

\[ = f_{F_D}(x). \]
In contrast, if $1/2 \leq x \leq 1$, when $1 = \sum_{i=1}^{\infty} 2^{-i}$, $x_1 = 1$.

$$
\left(1 - \frac{1}{2D+1}\right) f_{F_0}(2x - 1) + \frac{1}{2D+1}
= \frac{1}{2D+1} + \frac{2D}{2D+1} \sum_{i=2}^{\infty} x_i (2D)^{i-1} x_i (2D+1)^{-i+1}
= x_1 (2D+1)^{-1} + \sum_{i=2}^{\infty} x_i (2D)^{i-1} x_i (2D+1)^{-i}
= \sum_{i=1}^{\infty} x_i (2D)^{i-1} x_i (2D+1)^{-i}
= f_{F_0}(x).
$$

(30)

(31)

(32)

(33)

Hence, $f_{F_0} = L_{1/(2D+1)}$.

Next, for $G_D$, we have

$$
f_{G_D}(x) = \lim_{k \to \infty} \frac{\text{num}_{G_D} \left( \left( \sum_{i=1}^{k} x_i 2^{k-i} \right) - 1 \right)}{\text{num}_{G_D} (2^k - 1)}
= \lim_{k \to \infty} \frac{\sum_{i=1}^{k} x_i \text{num}_{G_D} \left( \sum_{j=1}^{i-1} x_j 2^{k-j} \right) \text{num}_{G_D} (2^{k-i} - 1)}{\text{num}_{G_D} (2^k - 1)}
= \sum_{i=1}^{\infty} x_i (2D)^{i-1} x_i (2D+1)^{-i}.
$$

(34)

(35)

(36)

(37)

We take $i \in \mathbb{Z}_{>0}$ such that $x_i = 1$, and take $k \in \mathbb{Z}_{>0}$ such that $x_{i+k} = 1$ and $x_{i+l} = 0$ for $0 < l < k$. By d’Alembert’s ratio test, we obtain $|(2D)^{i-1} x_i (2D+1)^{-i}| \leq (2D/(2D+1))^k < 1$. Then, the series converges absolutely, and $f_{G_D}$ exists.

We show that $f_{G_D}$ is $L_{1/(2D+1)}$ in Definition [3]. Because $D \in \mathbb{Z}_{>0}$, $0 < 1/(2D+1) < 1$ and $1/(2D+1) \neq 1/2$. If $0 \leq x < 1/2$, i.e., $x_1 = 0$,

$$
\frac{1}{2D+1} f_{G_D}(2x) = \frac{1}{2D+1} \sum_{i=1}^{\infty} x_{i+1} (2D)^{i-1} x_{i+1} (2D+1)^{-i} = f_{G_D}(x).
$$

(38)

In contrast, if $1/2 \leq x \leq 1$, when $1 = \sum_{i=1}^{\infty} 2^{-i}$, $x_1 = 1$.

$$
\left(1 - \frac{1}{2D+1}\right) f_{G_D}(2x - 1) + \frac{1}{2D+1}
= \frac{1}{2D+1} + \frac{2D}{2D+1} \sum_{i=2}^{\infty} x_i (2D)^{i-1} x_i (2D+1)^{-i+1}
= x_1 (2D+1)^{-1} + \sum_{i=2}^{\infty} x_i (2D)^{i-1} x_i (2D+1)^{-i}
= f_{G_D}(x).
$$

(39)

(40)

(41)

(42)
Therefore, \( f_{G_D} = L_{1/(2^D+1)} \).

Remark 3. We can find the box-counting dimension, a fractal dimension, of the limit set of each spatio-temporal pattern. For \( F_D \), it is \( \log(2D + 1)/\log 2 \), and for \( G_D \), it is \( \log(2^D + 1)/\log 2 \).

4 Numerical results

In the previous section, we showed that the functions, \( f_{F_D} \) and \( f_{G_D} \), are the singular functions, \( L_{1/(2^D+1)} \) and \( L_{1/(2^D+1)} \), respectively. In this section, we consider CAs except \( F_D \) and \( G_D \), and check whether there exists \( T \) the function \( f_T \) of which is \( L_{1/(M+1)} \) for \( M \in \mathbb{Z}_{>1} \). If a spatio-temporal pattern of a CA is self-similar, the pattern \( \{ (T^n u_0)_{n=2^k}^{2^k-1} \} \) consists of \( M \) copies of \( \{ (T^n u_0)_{n=1}^{2-1} \} \), and then \( \text{cum}_T(2^k-1)/\text{cum}_T(2^{k+1}-1) = 1/(M+1) \) for each \( k \in \mathbb{Z}_{>0} \).

Because \( L_{1/(M+1)}(1/2) = 1/(M+1) \), it is possible that if a CA \( T \) satisfies \( \text{cum}_T(2^k-1)/\text{cum}_T(2^{k+1}-1) = 1/(M+1) \), the CA may give \( f_T = L_{1/(M+1)} \). To conduct some numerical experiments, we introduce the following function \( f_{T,k} \) for a CA \( T \) and a finite integer \( k \), which is a function \( f_T \) before taking the limit of \( k \) in Definition 5.

Definition 6. For a CA \( T \), we define a function \( f_{T,k} : [0,1] \to [0,1] \) by

\[
    f_{T,k}(x) := \frac{\text{cum}_T \left( \left( \sum_{i=1}^{k} x_i 2^{k-i} \right) - 1 \right)}{\text{cum}(2^k - 1)}
\]

(43)

for \( x = \sum_{i=1}^{k} (x_i/2^i) \in [0,1] \).

Section 4.1 provides numerical results on CAs in \( \mathcal{C}(D) \) for \( D \leq 5 \). We check whether CAs \( T \) except \( F_D \) and \( G_D \) satisfy \( f_{T,k}(1/2) = 1/(M+1) \) for each \( k \in \mathbb{Z}_{>0} \). Section 4.2 provides numerical results on linear symmetric 2-state radius-1 CAs on the triangular and hexagonal lattices. We also check whether there exist CAs the resulting functions of which are \( L_{1/(M+1)} \).

4.1 Numerical results for CAs \( \in \mathcal{C}(D) \setminus \{ F_D, G_D \} \) for \( D \leq 5 \)

Recall that the set of \( D \)-dimensional linear symmetric 2-state radius-1 CAs is \( \mathcal{C}(D) \). A \( D \)-dimensional linear symmetric 2-state radius-1 CA \( (\{0,1\}^{2^D}, T) \) is given by

\[
    (Tu)_i = \sum_{e_1 = -1}^{1} \sum_{e_2 = -1}^{1} \cdots \sum_{e_D = -1}^{1} a_{\sum_{j=1}^{D} |e_j|} u_{i_1+e_1, i_2+e_2, \ldots, i_D+e_D} \pmod{2},
\]

(44)

for \( i = (i_1, i_2, \ldots, i_D) \in \mathbb{Z}^D \) and \( a_{\sum_{j=1}^{D} |e_j|} \in \{0,1\} \) for \(-1 \leq e_1, e_2, \ldots, e_D \leq 1 \).

By Proposition 1, the number of CAs belonging to \( \mathcal{C}(D) \) is \( 2^{2^D+1} \).
For the one-dimensional case, a CA \( \{0,1\}^Z, T \) \( \in \mathcal{C}(1) \) is given by

\[
(Tu)_i = a_1 u_{i-1} + a_0 u_i + a_1 u_{i+1} \pmod{2},
\]

for \( i \in \mathbb{Z} \) and \( a_1, a_0 \in \{0,1\} \). Four CAs in \( \mathcal{C}(1) \) are given by \((a_1, a_0) = (0, 0), (0, 1), (1, 0), (1, 1)\), and Table 1 shows the local rules. By Remark 1 for \((a_1, a_0) = (0, 0)\) and \((0, 1)\), the orbits are trivial. For \((a_1, a_0) = (1, 0)\) and \((1, 1)\), the CAs have non-trivial orbits. The case \((a_1, a_0) = (1, 0)\) provides \(F_1\) and \(G_1\), that is, Rule 90. The case \((a_1, a_0) = (1, 1)\) provides Rule 150, and the resulting function \(f_{S150}\) is known to be a singular function that is not \(L_\alpha\) [20]. Hence, in \(\mathcal{C}(1)\) except \(F_1\) and \(G_1\), there are no CAs the resulting function \(f_T\) of which equals \(L_\alpha\).

| \((a_1, a_0)\) | local rule | Wolfram number |
|---------------|------------|---------------|
| (0, 0)        | 0          | Rule 0        |
| (0, 1)        | \(u_i\)   | Rule 240      |
| (1, 0)*1      | \(u_{i-1} + u_{i+1} \pmod{2}\) | Rule 90      |
| (1, 1)        | \(u_{i-1} + u_i + u_{i+1} \pmod{2}\) | Rule 150    |

(The CA with *1 provides \(F_1\) and \(G_1\).)

Below, we describe our numerical study for CAs in \(\mathcal{C}(D)\) for \(D = 2, 3, 4, \) and 5.

(i) A CA \(\{0,1\}^Z^2, T\) \(\in \mathcal{C}(2)\) is given by

\[
(Tu)_i = \sum_{e_2 = -1}^{1} \sum_{e_2 = -1}^{1} a_{|e_1|+|e_2|} u_{i_1+e_1, i_2+e_2} \pmod{2},
\]

for \(i = (i_1, i_2) \in \mathbb{Z}^2\) and \(a_{|e_1|+|e_2|} \in \{0,1\}\) for \(-1 \leq e_1, e_2 \leq 1\). The number of CAs in \(\mathcal{C}(2)\) is \(2^{2+1} = 8\), and Table 2 shows their local rules. The case \((a_2, a_1, a_0) = (0, 1, 0)\) provides \(F_2\), and \((a_2, a_1, a_0) = (1, 0, 0)\) provides \(G_2\). By numerical experiments, for the other six CAs, we obtained \(1/f_{T,k}(1/2) \notin \mathbb{Z} > 2\) for \(2 \leq k \leq 8\). We performed experiments only up to \(k = 8\) owing to computational limitations.

(ii) A CA \(\{0,1\}^Z^3, T\) \(\in \mathcal{C}(3)\) is given by

\[
(Tu)_i = \sum_{e_3 = -1}^{1} \sum_{e_2 = -1}^{1} \sum_{e_3 = -1}^{1} a_{|e_1|+|e_2|+|e_3|} u_{i_1+e_1, i_2+e_2, i_3+e_3} \pmod{2},
\]

for \(i = (i_1, i_2, i_3) \in \mathbb{Z}^3\) and \(a_{|e_1|+|e_2|+|e_3|} \in \{0,1\}\) for \(-1 \leq e_1, e_2, e_3 \leq 1\). Thus, there exist \(2^4\) CAs in \(\mathcal{C}(3)\). A CA given by \((a_3, a_2, a_1, a_0) = (0, 0, 1, 0)\) is \(F_3\), and a CA given by \((a_3, a_2, a_1, a_0) = (1, 0, 0, 0)\) is \(G_3\). By
(iii) A CA \(\{0, 1\}^{2^k}, T\) \(\in\mathcal{C}(4)\) is given by

\[
(Tu)_i = \sum_{e_1 = -1}^{1} \sum_{e_2 = -1}^{1} \sum_{e_3 = -1}^{1} \sum_{e_4 = -1}^{1} a_{\sum_{j=1}^{4} |e_j|} u_{i_1+e_1,i_2+e_2,i_3+e_3,i_4+e_4} \pmod{2},
\]

(48)

for \(i = (i_1, i_2, i_3, i_4) \in \mathbb{Z}^4\) and \(a_{\sum_{j=1}^{4} |e_j|} \in \{0, 1\}\) for \(-1 \leq e_1, e_2, e_3, e_4 \leq 1\). Thus, there exist \(2^5\) CAs in \(\mathcal{C}(4)\). A CA given by \((a_4, a_3, a_2, a_1, a_0) = (0, 0, 0, 1, 0)\) is \(F_4\), and a CA given by \((a_4, a_3, a_2, a_1, a_0) = (1, 0, 0, 0, 0)\) is \(G_4\).

By numerical experiments, we found that the other 30 CAs satisfy \(1/f_{T,k}(1/2) \notin \mathbb{Z}_{>2}\) for \(k = 3\) and 4. Owing to computational limitations, we performed experiments only up to \(k = 4\). In contrast to the other dimensional cases, the result does not hold only in the case that \(D = 4\) for \(k = 2\).

(iv) A CA \(\{0, 1\}^{2^5}, T\) \(\in\mathcal{C}(5)\) is given by

\[
(Tu)_i = \sum_{e_1 = -1}^{1} \sum_{e_2 = -1}^{1} \cdots \sum_{e_5 = -1}^{1} a_{\sum_{j=1}^{5} |e_j|} u_{i_1+e_1,i_2+e_2,i_3+e_3,i_4+e_4,i_5+e_5} \pmod{2},
\]

(49)

for \(i = (i_1, i_2, i_3, i_4, i_5) \in \mathbb{Z}^5\) and \(a_{\sum_{j=1}^{5} |e_j|} \in \{0, 1\}\) for \(-1 \leq e_1, e_2, e_3, e_4, e_5 \leq 1\). There exist \(2^6\) CAs in \(\mathcal{C}(5)\). A CA given by \((a_5, a_4, a_3, a_2, a_1, a_0) = (0, 0, 0, 1, 0)\) is \(F_5\), and a CA given by \((a_5, a_4, a_3, a_2, a_1, a_0) = (1, 0, 0, 0, 0, 0)\) is \(G_5\). By numerical experiments, for the other 62 CAs hold \(1/f_{T,k}(1/2) \notin \mathbb{Z}_{>2}\) for \(2 \leq k \leq 6\). Owing to computational limitations, experiments were performed only up to \(k = 6\).
for $k = 2$ and $3$. Owing to computational limitations, experiments were performed only up to $k = 3$.

Therefore, a CA $T \in \mathcal{C}(D) \setminus \{F_D, G_D\}$ satisfies that $f_{T,k}(x) \neq L_{1/(M+1)}(x)$ for $x = \sum_{i=1}^{k} (x_i/2^i)$ and any $M \in \mathbb{Z}_{\geq 1}$, if $D = 2$ and $2 \leq k \leq 8$, if $D = 3$ and $2 \leq k \leq 6$, if $D = 4$ and $3 \leq k \leq 4$, and if $D = 5$ and $2 \leq k \leq 3$. Although this result implies the possibility of satisfying $f_T \neq L_{1/(M+1)}$ for any $M \in \mathbb{Z}_{\geq 1}$, this is not guaranteed, because $f_{T,k}$ could converge to $f_T$ when taking the limit of $k$.

4.2 Numerical results for CAs on the triangular and hexagonal lattices

It has been established that there exist only three regular tessellations of the plane, the triangular lattice (Figure 6 (a)), the square lattice, and the hexagonal lattice (Figure 6 (b)). In this section, we consider linear symmetric 2-state radius-1 CAs on the triangular and hexagonal lattices.

On the triangular lattice, local rules of linear symmetric 2-state radius-1 CAs depend on thirteen states of neighbor cells (in Figure 6 (a), the cells are given from $a$ to $m$), and Table 3 shows the fourteen triangular CAs, from $R_0$ to $R_{13}$. By numerical experiments, we found that for the fourteen CAs, $T$ satisfies $1/f_{T,k}(1/2) \notin \mathbb{Z}_{\geq 2}$ for $3 \leq k \leq 7$. Owing to computational limitations, experiments were performed only up to $k = 7$. Hence, a linear symmetric 2-state radius-1 triangular CA satisfies that $f_{T,k}(x) \neq L_{1/(M+1)}(x)$ for $3 \leq k \leq 7$, $x = \sum_{i=1}^{k} (x_i/2^i)$, and any $M \in \mathbb{Z}_{\geq 1}$.

On the hexagonal lattice, local rules of linear symmetric 2-state radius-1 CAs depend on seven states of neighbor cells (in Figure 6 (b), the cells are given from $a$ to $g$), and Table 4 shows the six hexagonal CAs, from $H_0$ to $H_5$. The results of numerical experiments showed that if $T = H_0$, $H_1$, $H_4$, or $H_5$, we have $1/f_{T,k}(1/2) \notin \mathbb{Z}_{\geq 2}$ for $3 \leq k \leq 8$. Owing to computational limitations, experiments were performed only up to $k = 8$. In contrast, for $H_2$ and $H_3$, we obtained the following results.
Table 3: Linear symmetric 2-state radius-1 triangular CAs

| CA  | local rule (mod 2) |
|-----|--------------------|
| $R_0$ | 0 |
| $R_1$ | $a$ |
| $R_2$ | $b + f + j$ |
| $R_3$ | $a + b + f + j$ |
| $R_4$ | $d + h + l$ |
| $R_5$ | $a + d + h + l$ |
| $R_6$ | $c + e + g + i + k + m$ |
| $R_7$ | $a + c + e + g + i + k + m$ |
| $R_8$ | $(b + f + j) + (c + e + g + i + k + m)$ |
| $R_9$ | $a + (b + f + j) + (c + e + g + i + k + m)$ |
| $R_{10}$ | $(d + h + l) + (c + e + g + i + k + m)$ |
| $R_{11}$ | $a + (d + h + l) + (c + e + g + i + k + m)$ |
| $R_{12}$ | $(b + f + j) + (d + h + l) + (c + e + g + i + k + m)$ |
| $R_{13}$ | $a + (b + f + j) + (d + h + l) + (c + e + g + i + k + m)$ |

(i) Figure 7 (a) shows the spatio-temporal pattern of $H_2$ from time step $n = 144$ to 255 every 16 steps, and Figure 8 (a) gives the dynamics of the number of nonzero states for time step $n = 0$ to $2^8 - 1$. We obtain $num_{H_2}(n) = 4\sum_{i=1}^{k} x_i$, and $cum_{H_2}(2^k - 1) = 5\sum_{i=1}^{k} x_i$, for time step $n = \sum_{i=0}^{k-1} x_{k-i} 2^i$. Hence, we have $f_{H_2} = L_{1/5}$.

(ii) Figure 7 (b) shows the spatio-temporal pattern of $H_3$ from time step $n = 144$ to 255 every 16 steps, and it may be observed that the spatial pattern for time step $n = 2^k - 1$ for $k \in \mathbb{Z}_{\geq 0}$ is similar to the spatio-temporal pattern of the one-dimensional CA Rule 90. Figure 8 (b) gives the dynamics of the number of nonzero states for time step $n = 0$ to $2^8 - 1$. We obtain $num_{H_3}(n) = 3\sum_{i=1}^{k} x_i$, and $cum_{H_3}(2^k - 1) = 4\sum_{i=1}^{k} x_i$. Thus, we have $f_{H_3} = L_{1/4}$.

Table 4: Linear symmetric 2-state radius-1 hexagonal CAs

| CA  | local rule (mod 2) |
|-----|--------------------|
| $H_0$ | 0 |
| $H_1$ | $a$ |
| $H_2$ | $b + d + f$ |
| $H_3$ | $a + b + d + f$ |
| $H_4$ | $b + c + d + e + f + g$ |
| $H_5$ | $a + b + c + d + e + f + g$ |
5 Concluding remarks

In this paper, we have provided functions obtained by the number of nonzero states of the spatio-temporal patterns of $F_D$ and $G_D$ for $D \in \mathbb{Z}_{>0}$, and we have shown that these functions equal Salem’s singular function $L_\alpha$ with $\alpha = 1/(2D+1)$ and $1/(2^{D}+1)$, respectively. This result includes our previous results for the one-dimensional elementary CA Rule 90 the function of which is $L_{1/3}$, and a two-dimensional elementary CA with the function $L_{1/5}$. Also, this result indicates that there exist CAs the resulting function of which is $L_{1/M}$ for any odd number $M$ greater than or equal to 3. In Section 4, we have provided numerical results. For $2 \leq D \leq 5$, there are no CAs $T \in C(D)\{F_D,G_D\}$ satisfying $f_{T,k}(x) = L_{1/M}(x)$ for $x = \sum_{i=1}^{k}(x_i/2^i)$ and any $M \in \mathbb{Z}_{>2}$. We also studied CAs on the triangular and hexagonal lattices. On the triangular lattice, there are no CAs related to Salem’s singular function. On the hexagonal lattice, we found two CAs related to $L_{1/5}$ and $L_{1/4}$.

In future work, we plan to study a CA $T$ the function $f_T$ of which equals $L_{1/M}$ for an even number $M$. In this paper, we have shown that we have a hexagonal CA the function of which is $L_{1/4}$ when $M = 4$. However, it remains unclear whether there exists a CA whose resulting function is $L_{1/M}$ for every
even number $M$ greater than 4. (Given that if $M = 2$, the condition $\alpha \neq 1/2$ is not satisfied, the smallest even number $M$ is 4.) We also plan to study other CAs.
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