Routing and schedule simulation of a biomass energy supply chain through SimPy simulation package
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Abstract
The optimisation of forest fuels supply chain involves several entities actors, and particularities. To successfully manage these supply chains, efficient tools must be devised with the ability to deal with stakeholders dynamic interactions and to optimize the supply chain performance as a whole while being stable and robust, even in the presence of uncertainties. This work proposes a framework to coordinate different planning levels and event-based models to manage the forest-based supply chain. In particular, with the new methodology, the resilience and flexibility of the biomass supply chain is increased through a closed-loop system based on the system forecasts provided by a discrete-event model. The developed event-based predictive model will be described in detail, explaining its link with the remaining elements. The implemented models and their links within the proposed framework are presented in a case study in Finland and results are shown to illustrate the advantage of the proposed architecture.
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1. Introduction
Supply chains are complex systems that involve several partners and intensive flows of material, information and financial issues [1–3]. With the current competitiveness, companies must be able to timely comply with customers’ demands, assuring the products quality, while constantly being aware of their profits [4,5]. In this sense, an efficient material flow management mechanism will have a positive impact regarding all these issues [6]. Furthermore, resilience to external disturbances should be an essential characteristic of any supply chain. That is, when affected by unexpected events, it must have the ability to react, recover and overcome the effects of these phenomena [7]. In a broad sense, supply chain management aims to increase the performance of the overall supply chain, improving responsiveness, efficiency and profitability of the involved stakeholders [4,8]. This supply chain management quality is tightly tied to the knowledge about the system behaviour [3]. As more the system reaction is understood, the better the decisions that are taken. Although, due to the intensive interaction and interdependency between the supply chain players, it becomes hard to grasp the involved dynamics by means of simple inference or analytic methods [8]. Computer-based simulation, in particular discrete-event models, is a commonly used method to represent systems not restricted by rigid mathematical structures [9–11]. It is a powerful tool to test and reproduce different scenarios and forecast the impact of distinct configurations in the supply chain design and behaviour [12]. By means of computer-based simulation, it is possible to dynamically change the variables within the supply chain [5,8,13], allowing evaluation of the system’s reaction to changes, while incorporating uncertainty over different operating scenarios [9].

This paper addresses a case study of a biomass supply chain located in Finland. Biomass represents an important part in a new energetic paradigm based on renewable sources [13–19]. Currently, it accounts for approximately 10% of the total global primary energy consumption [20]. The explanation for this fact can be tracked down to several advantages, namely its versatility and storage capability. The former is due to biomass’s ability to be used to produce electricity, heat and biofuels. The latter is self-explanatory since biomass can be stored in bulk, allowing energy generation on-demand [21–24]. The biomass supply chain is a very complex process since it deals with several nodes and requires synchronization between machines, clients and transportation. For these reasons, this kind of processes involves long time strategic
planning, short term resources allocation and process disturbances mitigation. If no proper
decision support tools are used, even for small scale setups, this degree of complexity often
leads to intractability. In this sense, this paper proposes a new methodology to increase the
resilience and flexibility of a biomass supply chain through a closed-loop control system
based on the system forecasts provided by a discrete-event model, at the operational level.
The proposed structure aims to evaluate the impact of unexpected events, such as delays
and failures, in the overall supply chain performance and to take actions if deviations from
a set-point schedule plan are considered relevant.

The next section will enumerate the typical problems faced when trying to control this
supply chain, while targeting the highest possible economic income, flexibility and resilience.
Section 3 will detail a new strategy that can be used to mitigate the set of problems previously
enumerated. Section 4 will present the event-based model devised to integrate this strategy,
describing, in Section 5, the flag generator system, and in Section 6, a practical example and
the results achieved. Finally, the main contributions and suggestions for future work are
addressed in Section 7.

2. Problem statement

More than 75% of Finland’s surface area is covered by forest. Taking advantage of this
condition, proper legislation and meticulous reforestation policies, biomass plays several
important roles within the socio-economic structure of Finland [25]. It promotes economy in
rural areas and is a key product in both the pulp/paper industry and in co-generation power
plants. Regarding the latter, Finland holds first place among the current International Energy
Agency country members, in terms of biomass percentage in the overall primary energy
supply [26]. Currently, more than 20% of its total primary energy supply is originated from
solid biomass leading to more than 7.5 million tonnes of oil equivalent fuel.

The Finnish goals for the year 2020, in terms of energy consumption based on renewable
energy sources, are even more ambitious, which will lead to an increase in production and
consumption of wood chips. Furthermore, improvements in both production rates and
competitive price, compared to other energetic sources, should be achieved. In this sense, to
attain all these objectives, the wood chips biomass supply chain should be carefully managed
and monitored. This close supervision will be a key factor to predict and prevent potential
supply chain failures, while maintaining efficient resources allocation.

The usual biomass supply chain network comprises a high number of wood piles and a
given number of clients, in our case power plants, scattered along a given region. Those
clients require a certain energy amount to be delivered every week. The wood piles, i.e., timber
harvest residue piles composed by branches and tree tops, placed at the roadside, are chipped
and the resultant product is transported to the power plants by means of a trucks fleet. This
concept is illustrated in Figure 1. It is worth noting that, in the present case study, both
chippers and trucks start and end their working day at a specific network node denoted
as depot.

The planning of this supply chain involves two distinct decision levels: a tactical and an
operational level. The tactical planning level generates decisions regarding the daily material
assignments and fleet dimensioning over a period of a week. Based on the defined
assignments, the operational planning level defines, for each working day, vehicles routing
and schedules [27–31].

However, the conditions considered by both tactical and operational planning levels do
not remain constant during the operation time horizon originally established, since machine
breakdowns or changes may occur in operating conditions, among other factors. Hence, there
is frequently the need to derive a new working plan to circumvent those problems, while
promoting business efficiency. Depending on the problem severity, this re-scheduling process
may lead to considerable changes in the original working plan. Those changes can cause several logistic problems and may not even be practicable due to the system inertia. For this reason, this task must be carried out parsimoniously and only when there is strong evidence that the current system state will lead, at the end of the working day, to an outcome that is far from the planning target for that day. This condition requires the evaluation of the impact on the business performance due to machines failure or other sources of disturbance, such as delays due to weather conditions or traffic. This evaluation must be made through system forecasts and data analysis. Due to the biomass supply chain complexity, the prediction of future outcomes derived from changes in the current system states cannot be made easily without a dynamic process model. With such a model, it is possible to obtain a good estimate on the impact of disturbances in the final working day regarding operating costs and clients supply faults. By implementing this model in a computer, it is possible to access this data in real-time and make decisions on-the-fly regarding eventual changes in the working plan. It is this closed loop control strategy that is addressed in this paper. Namely, a new paradigm is presented for both control and decision support directed to biomass supply chains operational level. The present approach uses a discrete event-based model of the supply chain in order to generate forecasts when deviations of the system states are observed. These predictions, when compared to the goal defined by the planning team schedule, will be used to feed a classification system that takes decisions about the need of replanning. In this framework, a new schedule is required if the forecast deviations are considered severe enough.
to justify the generation of a new plan. This is due to the high computational load associated with the optimisation algorithm, as well as the time and resources required to the plan implementation. The following section will further explore this paradigm by presenting the details regarding the controller architecture.

3. Planning and control system architecture

To minimize the disturbances impact in biomass supply chains, a new planning and control system architecture is proposed. The supervision and control methods were developed under the FOCUS (Advances in Forestry Control and aUtomation Systems in Europe) FP7 European project and applied to a wood chips production and delivery company located in Finland. In Figure 2, a block diagram that represents the main operations within the devised planning and control system architecture is presented. In this work, specific detail is provided regarding the shadowed area of Figure 2.

The closed-loop system structure comprises an operational planning module, a remote computer server, an event-based predictive model block and a flag generator system. The remote server is a hardware device where databases are stored. The information stored in those databases regards several variables such as system states and flags (see Section 5). Those databases can be remotely accessed and modified by other network nodes, including the partners responsible for the supervision, management and planning of the supply chain.

The processing loop is initiated at the beginning of the week when the power plants provide, to the tactical planning level, the amount of energy to be delivered to each of them at the end of a week. Based on this energy target, and by also considering the network description and its resources, such as available chippers, trucks and wood piles, the tactical planning solves a mixed integer programming (MIP) problem that, if a feasible solution is found, will lead to a daily assignment that will ensure, at the end of the week, the supply contracts [32]. Although an important level, the tactical decision layer is not considered in detail in the present work.

This daily service assignment is communicated to the operational planning level, through the remote server, which establishes the daily routes and schedules throughout matheuristic methods.

Namely, the operational planning module includes a decomposition-based solution method encompassing clustering and an exact MIP model for the daily synchronized routing and scheduling of chippers and trucks. The solution method starts by clustering services able to be visited together, based on roadside comminution operational rules and on proximity-based measures [33] between different sets of services. Next, for each of the resulting service clusters, a MIP model for the synchronized routing of chippers and trucks is applied, a variant of which is used in the flag generator system to identify potential service disruptions. The flag generator system communicates its findings to the event-based predictive model, which in turn updates the databases stored in the remote server. The remote server then communicates this updated information to the operational planning level, which uses it to adjust the daily plan as necessary.
of the Vehicle Routing Problem with Multiple Synchronization constraints (VRPMS) [34–36], where the objective is to minimize the used chipper and truck fleet, transportation costs and unproductive working times while accounting for synchronization constraints between vehicles. The operational planning module solution method has been implemented using Java integrated with GUROBI 6.0.5 optimization software used to solve the routing and scheduling MIP model. The output of the optimization module provides the daily schedules of chipper and truck at the terminals and piles, which is sent by the server to the personal and operators on the field.

During the day, events are communicated from the field workers to the remote server leading to system state updates. These events regard the entering and exiting of machinery in piles, depots or clients. Moreover, those events can describe system anomalies such as machine malfunctions. When the system states are updated, the remote server notifies the event-based predictive model. It then forecasts the system behaviour toward the end of the working day by populating its internal states with the information derived from the current list of states provided by the remote server. In order to foresee the effects of each communicated event in the final delivery services, a computer model of the supply chain was built. Due to the system's discrete and aperiodic nature, an event-based model was formulated. In particular, the devised model was developed using the software toolbox SimPy [37]. The SimPy is a discrete-event framework that runs over the Python programming language. In general, SimPy toolbox allows the modelling of asynchronous tasks by means of a set of primitive operations such as events, processes and resources. These primitives will be used for modelling the distinct components that encompass the forest-based supply chain, such as machines, clients and vehicle routing. A detailed description about the model formulation will be presented in the following section.

Based on the predicted outputs computed by the event-based model, and by comparing their results with the target imposed by the current working plan, the flag generator system will gather the information that will be used by the replanning decision block. If replanning is required, the operational planning level is invoked, and a new plan is generated. When this re-planning is triggered, information about the state of the system in the service cluster at the time of the disruption is passed on to the operational planning module. This information encompasses the available vehicles, their location and the remaining services to be completed of the disrupted service cluster. This information is used in a pre-processing stage where a tailored graph is constructed reflecting these characteristics. Since some vehicles may be completing services at the time disruption occurs, one simply establishes that the initial time and location of vehicles corresponds to the time and location where their on-going services would end. This procedure is used to ensure that vehicles are only able to be re-planned after they have completed their on-going service. After the pre-processing stage, the MIP model used in the operational planning module is used to re-compute vehicles’ routes and schedules for the disrupted cluster. By considering solely the disrupted cluster and performing the pre-processing of the graph, it is aimed to address the need for fast solution computational time, as required by daily re-planning and dispatching.

This new plan is communicated to all the pertinent supply chain players and the loop continues as previously described with the arriving of new events. In the remaining sections, further insights on the event-based predictive model and on the flag generator system will be provided.

4. Event-based model formulation
This section deals with the computer implementation of the supply chain model by means of its description within an event-based software paradigm. In this work, the SimPy library was used to emulate the behaviour of each supply chain object as well as its interdependencies. In
this computer modelling language, each one of the physical elements is represented by means of a Python class. In particular, any chipper, truck, wood pile, client and depot represented in Figure 1, is instantiated as an object of its respective class data type. In addition, the set of admissible behaviours of each supply chain element is described as methods within the corresponding class.

In this section, each of the distinct classes is documented. That is, the classes structure is presented, but the methods description is depleted of unnecessary programming details.

Regarding the model operating sequence, and as can be observed from Figure 2, the simulation starts whenever a new event occurs. The model progression along its states is illustrated in the flowchart present in Figure 3. The first step consists of checking the operability of all the machines involved in the present working day.

Whenever a machine is unable to perform its tasks, it is forwarded to a “breakdown” state, where it will remain until the end of the simulation. On the other hand, if it is operational, the daily working plan is accessed from the remote server and delivered to the working machine. As defined in Section 2, the chippers can only move between piles, while trucks can travel between piles and clients. The assigned tasks for each machine are sequentially executed until the task’s daily list ends. When the last task is attained, the machines are forwarded to the “depot”, where they remain until the end of the simulation. Notice that both the “breakdown” and “depot” states are defined, within the Python computational environment, as classes. Besides the situations of breakdown and depot permanence in non-working

![SimPy model flowchart](image-url)
periods, the truck can also be interrupted during its loading process due to schedules obligations. This forced situation is computationally handled by issuing a service interruption through a dedicated Python class designated by “interrupted”. This approach means that, if a truck arrives with a delay to a loading task, the chipper does not change its schedule due to this truck lag and will leave the wood pile according to its schedule. Thus, if the chipper schedule ends before completing the loading task, the charging process is interrupted, and the truck is dispatched to the “interrupted” class, where it will remain until the end of the simulation. This behaviour means that the model, by itself, only reacts to the actual system states and does not take any decision. The unloading process can also send the trucks to the interruption state. As a matter of fact, the “client” can also be responsible for a truck object interruption due to the unloading time-windows. This situation is detailed ahead.

Up to now it was established that there are many players within the biomass supply chain. Each protagonist is computationally characterized by means of classes data types populated with its methods. The “chipper” class allows each chipping machine to execute sequentially the planned tasks for a full working day. Besides the attributes specification, this class is composed by five main methods. The first method assesses the machine operability using the event table that has triggered the simulation. If a breakdown is detected, no other class method is called, and the chipper is dispatched to the “breakdown” class. Otherwise, the method concerning the plan reading is accessed and the next queued task is retrieved. The chipping machine displacement process is carried out by the “imdriving()” method. The driving task can be viewed as a time-delay whose value is equal to the time elapsed since the chipper departure up to its arrival at the destination point. In SimPy, this behaviour can be modelled through a timeout event. When a chipper reaches a destination wood pile, a flag is issued to the “pile” class. This information interchange between the chipper and the pile will be used for synchronization purposes between chippers and trucks during the loading process. In a similar way, when the chipper leaves a wood pile, the “pile” class is informed.

Without the presence of a chipper in a wood pile, the chipping and truck loading processes are impossible.

The last three methods described that regards the chipper current state are called from within the “imreadingplan()” class method. The “imdriving()” and “imatpile()” methods are sequentially executed until the end of task list. At last, the method “imatdepot()” is called and the chipper is dispatched to the depot.

The “truck” class is similar to the “chipper” class. If fully operational, the truck working plan is read from the schedule and the driving, loading and unloading tasks are executed sequentially until the depot task is attained. In order to carry out the loading service, when a truck reaches a pile, it communicates its arrival and makes a request to the pile to be synchronized with the chipper. This request is performed by means of a yield command, thus suspending the truck process until the yielded event is executed.

In parallel, the “pile”’s class synchronization method is triggered. The “sync()” method will verify the presence of a chipper in the pile and, if positive, it will give permission to the truck to start loading. It should be noticed that, even if the loading process is still running, when the schedule plan indicates that the chipper should end that current task, the “pile” class is informed about it and will react by interrupting the truck loading process. If this is the case, the truck will be forwarded to the “interrupted” class where it will stand until the end of the simulation. This reaction can lead to a severe impact in the number of programmed tasks attained at the end of the working day. This is the case due to the remaining tasks attributed to the interrupted truck will be overlooked leading to the loss of accomplishment of several services.

On the other hand, if the loading service is successfully accomplished, the truck object will continue reading its schedule plan and retrieve the next task. The task following the loading is always an unloading at some power plant client. This means that, after loading, the truck
will drive towards a new target client. This activity is modelled by means of a timeout whose value is equal to the ratio of the distance between the wood pile and the client and the truck's speed. After this timeout, an unloading permission request is issued by the truck to the client object. The response to this request will depend on the client unloading time window. That is, each client has specific time windows during which it is permitted for the trucks to unload. Based on this window's lower and upper limits, a truck can be delayed or even interrupted.

Regarding the “depot”, “breakdown” and “interrupted” classes, all have a similar structure. The class constructor initializes the object with the total simulation time and a set of descriptors related to it. Those descriptors may include an identifier, and the list of trucks or chippers attached to it. The machines to be added to those classes are stored in “FilterStores”. In the SimPy framework, “FilterStores” inherit from “Stores” which refer to shared resources for storing a given amount of objects with the same characteristics. In particular, for “FilterStores”, the stored objects can be differentiable through particular characteristics, such as, an identification label. Furthermore, all the classes identified have a method designated by “whosinclass()”, called at the end of the simulation, that retrieves the identification of the machines present in that same class.

The interconnection between all the above mentioned classes can be made clearer by observing the diagram presented in Figure 4. This diagram exhibits, in detail, the dependence and the interactions between the involved network objects. A set of such objects, according to the network structure and scheduled machines, must be instantiated. All those objects have their existence within a special environment formalized by the SimPy framework. This environment supports and keeps track of the occurring events and will also be responsible for the simulation time tracking. In particular, the chippers, trucks, piles, clients and depots are embedded into Python dictionaries of objects. Once all those elements are created, the simulation can be started. After completed, the simulation results will be used in a classification system that will determine whether or not a replanning is needed, as described in Section 3.

Figure 4. Interaction between the model classes.
This classification system will have as input features the deviations in time and in accomplished services, regarding the initial plan delivered from the planning level. The classification system output is described in the form of a set of flags. Those flags are submitted to a supervisor system that will decide, based upon these, if a replanning is required or not. The following section will be devoted to further explain how this decision process takes place.

5. Flag generation system

For a typical size biomass supply chain, the planning process is a very complex task. If the system was described as a mixed integer programming problem, the dimension imposed by the number of network nodes and constraints would make it difficult to be solved in a reduced time scale. Hence, the need of replanning a working day must be carefully decided. It is not just a question of the computational costs, but also about the logistics involved to reformat the human resources work schedule in the field. The decision to replan should depend on the severity of the system state changes regarding the ones initially assumed. For example, in case of a chipper breakdown, what is the impact that this event will have in the final deliveries? This projection is not an easy task to be made by a human when several variables are in stake. In this background, the model described in the previous sections can be used to easily perform this type of forecasts. Nevertheless, it is also necessary to interpret the results provided by the model and decide whether a new replanning is really necessary. This task will be carried out by a classification system that takes the model simulation results and provides a set of flags that, in conjunction, describes the mismatch severity between the prediction outcome and the original schedule plan. This section explains how those flags are generated and their purpose.

The flag generation system will be called by the software after the supply chain simulation finishes. This system is responsible for generating a hierarchical flag structure that will be sent to a remote server detailing the mismatches between the expected results generated by the model simulation and the original operational plan according to the recent system states. Based on that information, the planning team can reschedule the tasks in order to react beforehand and, thus, prevent the predicted deviations. For each planned task, the deviations between the predicted and initially assumed start and end times are computed. Those deviations are represented in Figure 5 and marked with numbers spanning from 1 to 4.

Additionally, the number of predicted unloading tasks at the clients is compared with the ones presented in the initial plan. This difference leads to the computation of deviations type 5 and 6 as follows. Let $\tau_s^i$ be the planned start time of task $i$ and $\tau_s^i$ be its prediction. The deviation $\delta_s^i$ between them is given by

$$\delta_s^i = \tau_s^i - \tau_s^i$$

If $\delta_s^i$ is greater or equal than a threshold value $x_s$, a type 1 deviation will occur. On the other hand, if it is smaller or equal to a threshold value $-x_s$, then one will have a deviation type 2. In the same context, let $\tau_e^i$ be the planned end time of task $i$ and $\tau_e^i$ be its prediction. Then,

$$\delta_e^i = \tau_e^i - \tau_e^i$$

regards the end time deviation error. Following the same as in the previous case, if $\delta_e^i \geq x_e$, a type 3 deviation is considered and if $\delta_e^i \leq x_e$, the deviation is of type 4. The generated flags will depend on the cumulative value of the absolute deviations denoted by $\Delta_t$. This cumulative value is computed as:

$$\Delta_t = \sum_{i \in T} |\delta_s^i| + |\delta_e^i|$$

where \( I \) regards the set of all the tasks in the present schedule. If \( \Delta_t \) is larger, or equal, to a predefined value \( z \) then a type 1 flag is generated. As already noticed, besides the time, a deviation in the initial proposed number of jobs is also important in the replanning decision process and can lead to a type 2 flag. In order to this flag being issued, the condition \( \Delta_c \geq w \)

\[
\Delta_c = \sum_{j \in J} |\delta_j| \tag{4}
\]

as the sum of the absolute deviations regarding the planned job deliveries at the target clients set \( J \), and \( w \) is just a threshold value. Observe that now,

\[
\delta_j = J_j - \hat{J}_j \tag{5}
\]

where \( J_j \) regards the number of planned deliveries at client \( j \) and \( \hat{J}_j \) is its predicted value using the event-based model. To conclude, it can be stated that the sum of the deviations’ absolute values give rise to two flag types. Differences at time level lead to a type 1 flag, and mismatches regarding the number of unloading services will lead to a type 2 flag. The result of this classification process is embedded into a JSON markup data file and sent to the remote server where it will be used to decide whether a new plan needs to be generated.

In order to illustrate how this procedure will work in closed loop, the next section is devoted to the presentation of a practical example. A given biomass supply chain is defined and the effect of distinct network nodes faults will be analysed. In particular, the results concerning the effect of machines malfunctions or time delays will be shown.
6. Practical example

To demonstrate the applicability of the described methodology, an instance will be used as an example. The biomass supply chain considered for this practical example encompasses a set of five piles, five power plants, four trucks, two chippers and a total of 20 services (10 loading and 10 unloading services). The presented practical example is a part of the entire plan produced by the solution method for the operational synchronization of chipping and delivery. Only a part of the problem is presented due to simplicity in the description and space restrictions. The solution method decomposes the entire problem into clusters, each encompassing a subset of all loading and unloading services for a given day. If a disruption occurs, only the affected cluster is analysed. This allows focusing the simulation and the replanning on a small subset of services, which are the most relevant for the synchronization between both chippers and trucks. The proposed methodology allows to solve the re-planning problem very fast, an essential requirement when dealing with near real time control of operations. Aside from this, one also aims towards the minimization of abrupt changes in the plan, that is, one keeps the assignment of vehicles to locations so that drivers' schedules suffer the least changes possible. Only the order in which the different services are performed and the schedules of the vehicles are re-planned. The re-optimisation module uses a similar MIP model developed for the joint routing and scheduling of chippers and trucks, which has been modelled using GUROBI JAVA API [38].

In Figure 6, a daily plan is depicted of the above referred instance proposed by the operational planning level. Each task is represented by a start time and an end time (enhanced with a red flag) and the respective pile (p) or client power plant (c) number. At the end of the day, each equipment has a task associated to the depot (d) where it will remain until the following working day. For instance, truck 13 starts its daily tasks with a first unloading service at pile 6 (p6) at time unit (t.u.) 13. The service has a duration of 45 time units and, as such, that task ends at time 58. It then drives to the following destination, in this case client 6 (c6), in which it should arrive at time unit 86. As previously mentioned chippers move between piles within a working day, trucks between piles and clients and both equipments end the day in the depot.

Concerning the developed planning and control architecture, and in particular the event-based predictive model devised to forecast the impact of events in the working plan, this practical example will be used to estimate the dynamic system behaviour regarding different operating scenarios. It is important to mention that the operational plan developed has embedded buffer time, represented in Figure 6 with the dotted lines, that enables to attenuate the effect of delays in some tasks. In this sense, the occurred deviations from the plan can be suppressed and the equilibrium re-established, without the need of a full reschedule. The proposed example is used to study a particular type of disruption, namely, let’s consider a delay of ten time units in truck 13 in its first daily task due to adverse weather conditions. This delay event is communicated by the remote server to the event-based predictive model in order to assess its impact in the remaining work plan. Based on the plan depicted in Figure 5, the event-based predictive model will instantiate the required elements. In detail, the equipment (chippers and trucks) used, and the piles, clients and depots visited. The event communication will contain the last known position and respective time of every equipment, as well as its operational state. With this information, as described in Section 4, the model will be able to simulate the impact of the event and forecast possible deviations from the plan. With this methodology, one can react beforehand and prevent the predicted deviations, by means of flags and schedules adjustments whenever necessary. As a matter of fact, in the current real systems, no monitoring and corrective actions are performed and, as a consequence, minor delays that can have severe impacts in the course of the working day are not considered. Thus, taking into consideration the highly dynamic and interdependence of tasks in the current supply
Figure 6. Daily schedule plan defined by the planning department (p – pile, c – client, d – depot).
chain, the proposed methodology can be used as a fast and efficient management tool able to monitor and control the system’s actions. Furthermore, the model can be also used in a first instance to analyse the robustness of the developed plan, for example by introducing stochasticity to the driving times.

Following the simulation performed by the event-based predictive model that will forecast the tasks accomplishment based on the newly communicated event, as described a list of deviations and flags is generated through the flag generation system. Table 1 summarizes the obtained hierarchical alerts resultant from the initial delay in truck 13 (t13).

Regarding the introduced disturbance, one is able to notice that a small delay can have relevant impacts in the tasks accomplishment. Particularly with this, besides the delays propagated through the remaining working period in the own delayed truck and in other (t2), also, two unloading tasks will lack. As mentioned before, some trucks, and in particular truck 13, have buffer times before some tasks. This enables the dissipation of the delay in all its daily tasks, and consequently prevents impacts in other trucks schedules. It should be noted that the considered mismatch threshold for the time was 5 t.u. and for the unloading services was 1 service, in both deviations and flags. In this sense, based on Section 5, and in particular Figure 5, it can be observed that two type 2 and two type 4 deviations were generated. This means that the vehicles in which these deviations occurred had a delay (in this case of 10 t.u.) in the tasks’ start and end times, respectively. Also, when the original plan and the projections performed by the event-based predictive model were compared regarding the number of unloading tasks, and thus the number of deliveries in the clients, the \( \delta \) obtained was higher than the imposed threshold generating a deviation warning. As denoted by Eqs. (3) and (4), the flags are generated based on the cumulative value of the absolute deviations’ amount. Considering that deviations concerning both time and unloading services are created, the two type flags are produced. In particular, as four deviations of \(-10\) t.u. were generated, adding their absolute values, produce a total flag of 40 t.u. Regarding the differences in the unloading services, as just one deviation was generated, the flag will assume its same value. Following, as denoted in Figure 2, the resultant flag file is delivered to the remote server, which will decide on the operational replanning possibility. In the particular case study presented in this work, it can be observed that unloading tasks will be unaccomplished. As a consequence, and because the event occurred at the beginning of the day, the prediction deviations can be recovered in the same day. For that, the operational planning level will be called in order to generate a new plan considering the event and its respective impacts. The newly generated plan is updated to the remote server and the event-based predictive model executes its future simulations based on the same. In the normal practice in the field, these tracking/preventive actions are not taken leading to higher costs and difficulties in the companies operation. The proposed approach constitutes an advantage that allows to reduce these impacts and provide more flexibility and efficiency to the system.

### Table 1.
Deviations and flags generated by the flag generation system by the event-based predictive model simulation (t.u. – time units).

| Alert type | Type | Service ID | Vehicle ID | Amount of deviation |
|------------|------|------------|------------|---------------------|
| Deviations | 2    | 2          | t13        | -10 t.u.            |
|            | 2    | 1          | t2         | -10 t.u.            |
|            | 4    | 1          | t13        | -10 t.u.            |
|            | 4    | 2          | t13        | -10 t.u.            |
|            | 5    | –          | t2         | 2 unloading services|
| Flags      | 1    | –          | –          | 40 t.u.             |
|            | 2    | –          | –          | 2 unloading services|
7. Conclusions
Supply chains are complex systems that involve several entities with a strong interdependence. In this sense, and mainly in systems with considerable dimensions where the stakeholders are scattered along sparse regions, it becomes very difficult to ensure proper working of supply chain processes in the long run. This is due to several disturbances and changes that happen during the working day that often invalidates the assumptions made in the initial working plan. In order to overcome this issue, this work presented a novel adaptive control system mechanism. With this methodology it is possible to decide in a fast, informed and efficient way about the replanning necessity in the biomass supply chain processes. This control structure regulates the system behaviour by means of information flags transmitted to the planning level at discrete, and irregular, time instants. The information content on those flags depends on the supply chain prediction results obtained by an event-based model. Simulation results show that this controller paradigm can, in fact, be used in practical applications since it has lower computational load and lead to coherent plans whenever reference changes are required. The proposed approach constitutes an advantage face to currently used methodology which does not implement any monitoring/preventive actions. In the future, the proposed framework will be improved by including system's stochastic behaviours such as the influence of weather conditions and traffic constraints in driving times.
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