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Abstract
Robust estimation of a mean vector, a topic regarded as obsolete in the traditional robust statistics community, has recently surged in machine learning literature in the last decade. The latest focus is on the sub-Gaussian performance and computability of the estimators in a non-asymptotic setting. Numerous traditional robust estimators are computationally intractable, which partly contributes to the renewal of the interest in the robust mean estimation. Robust centrality estimators, however, include the trimmed mean and the sample median. The latter has the best robustness but suffers a low efficiency drawback. Trimmed mean and median of means, achieving sub-Gaussian performance have been proposed and studied in the literature. This article investigates the robustness of leading sub-Gaussian estimators of mean and reveals that none of them can resist greater than 25% contamination in data and consequently introduces an outlyingness induced winsorized mean which has the best possible robustness (can resist up to 50% contamination without breakdown) meanwhile achieving high efficiency. Furthermore, it has a sub-Gaussian performance for uncontaminated samples and a bounded estimation error for contaminated samples at a given confidence level in a finite sample setting. It can be computed in linear time.
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1 Introduction

Statisticians have recognized the extreme sensitivity of the sample mean to unusual observations (outliers or contaminated points) and heavier-tailed data for a very long time. In fact, robust alternatives of the sample mean were proposed and studied more than one century ago. Tukey’s trimmed, winsorized mean, and weighted mean (and later Huber’s M-estimator of location) are among popular univariate robust alternatives. Arguably, the spatial median that dates back to Weber (1909) was the first robust alternative in high dimensions.

In the last several decades, numerous multi-dimensional highly robust location estimators were proposed and examined in the traditional robust statistics community, including, among others, the minimum volume ellipsoid (MVE) and the minimum covariance determinant (MCD) estimator (Rousseeuw 1984, 1985), S estimates (Rousseeuw and Yohai 1984; Davies 1987), Stahel-Donoho estimators (“outlyingness” weighted mean) (Stahel 1981; Donoho 1982) Zuo, et al (2004), and many depth weighted and maximum depth estimators (see Zuo (2006) for a survey). See Hubert et al. (2008) for a review on robust location estimators.

These alternatives, albeit being robust, lack computability in general (progress has been made in the literature though), which becomes the most vulnerable point of these estimators in real practice. Constructing robust yet computable mean estimators with sub-Gaussian performance (defined below) in high dimensions renews researchers great interest in “big data”-era in machine learning and other fields (see, Lerasle (2019); Diakonikolas and Kane (2019); Lecué and Lerasle (2020); Lugosi and Mendelson (2021), among others), where data are typically huge, have heavy-tails, and contain outliers (or contaminations).

Let \( \mu \in \mathbb{R}^d \) be the mean (or more generally location) parameter for a random vector \( X \in \mathbb{R}^d \) \((d \geq 1)\) and \( \Sigma = \text{Cov}(X) \) be the covariance matrix. For a given sample \( X^{(n)} := \{X_1, \ldots, X_n\} \) from \( X \), desired properties of any estimator \( T(X^{(n)}) \) of the parameter \( \mu \) include, among others, (i)–(iv) below:

(i) **Affine equivariance.** Namely, \( T(AX^{(n)} + b) = AT(X^{(n)}) + b \), for any non-singular \( A \in \mathbb{R}^{d \times d} \) and \( b \in \mathbb{R}^d \), where \( AX^{(n)} + b = \{AX_1 + b, \ldots, AX_n + b\} \).

In other words, the estimator does not depend on the underlying coordinate system and measurement scale. When the relation holds just for identity matrix \( A \), then the estimator is called translation equivariant, whereas if \( A \) is an orthogonal matrix, then it is called rigid-body equivariant. The univariate sample median, defined below for a given univariate sample \( z^{(n)} := \{z_1, \ldots, z_n\} \), is affine equivariant,

\[
\hat{\mu}_n(z^{(n)}) = \text{median}(z_1, \ldots, z_n) = \frac{z_{\lfloor (n+1)/2 \rfloor} + z_{\lfloor (n+2)/2 \rfloor}}{2},
\]

where \( z_{(1)} \leq z_{(2)} \leq \cdots \leq z_{(n)} \) are ordered values of \( z_i \)'s and \( \lfloor \cdot \rfloor \) is the floor function. If it is defined as any other point in between \( z_{\lfloor (n+1)/2 \rfloor} \) and \( z_{\lfloor (n+2)/2 \rfloor} \), then, besides lack of uniqueness and well definedness, it also violates this desired property.
(ii) **Strong robustness.** Namely, the estimator can perform well for heavy-tailed data or data even containing outliers and contaminated points.

A prevailing quantitative measure of robustness of an estimator in finite sample practice is the finite sample breakdown point (FSBP) introduced by Donoho and Huber (1983) (DH83).

**Definition 1.1** (Donoho and Huber 1983) The finite sample *replacement breakdown point* (RBP) of a translation equivariant estimator $T$ at $X^{(n)}$ in $\mathbb{R}^d$ is defined as

$$
RBP(T, X^{(n)}) = \min_{1 \leq m \leq n} \left\{ \frac{m}{n} : \sup_{X^{(n)}_m} \|T(X^{(n)}_m) - T(X^{(n)})\| = \infty \right\},
$$

where $X^{(n)}_m$ denotes a corrupted sample from $X^{(n)}$ by replacing $m$ points of $X^{(n)}$ with arbitrary $m$ points, and $\| \cdot \|$ stands for Euclidean norm. Namely, the RBP of an estimator is the minimum replacement fraction of the contamination which could drive the estimator beyond any bound. It is readily seen that the RBP of the sample mean is $1/n$, whereas that of the univariate sample median is $\left\lfloor (n + 1)/2 \right\rfloor / n$, the best possible RBP for any translation equivariant estimators (see Lopuhaä and Rousseeuw 1991). The higher the RBP, the more robust the estimator. In terms of FSBP, an estimator is **strong robust** if its RBP is much larger than $1/n$.

(iii) **Sub-Gaussian performance.** Namely that for a $\delta \in (0, 1)$

$$
\|T(X^{(n)}) - \mu\| > r_\delta
$$

with probability at most $\delta$, where $r_\delta = O\left(\sqrt{\frac{\text{Tr}(\Sigma)}{n}} + \sqrt{\frac{2\lambda_{\text{max}} \log(1/\delta)}{n}}\right)$, $\text{Tr}(A)$ stands for the trace of matrix $A$, and $\lambda_{\text{max}}$ is the largest eigenvalue of $\Sigma$, see (1.3) of Lugosi and Mendelson (2021). See pages 11–12 of Pauwels (2020) for sub-Gaussian definition. One hopes that the $r_\delta$ is as small as possible for a given $\delta$ (which is related to the confidence level), and the probability that (2) holds true for an arbitrary ball radius $r$ is in order of $O(e^{-a r^2})$ for some constant $a$. In the literature, when $d = 1$, $r_\delta$ is typically replaced by

$$
c\sqrt{\text{Var}(X) \log(1/\delta)} / n,
$$

for some positive constant $c$; see (1.1) of Lugosi and Mendelson (2021). Here $\text{Var}(X)$ is implicitly assumed to be known. So is the $\Sigma$ above.

(iv) **Computability.** Namely that the estimator can be computed in polynomial time.

The sample mean is a sub-Gaussian estimator of $\mu$ when $X$ follows a Gaussian distribution, see Lugosi and Mendelson (2019). However, in other non-Gaussian cases, especially with heavy-tailed data or data containing outliers and contaminated points (this often happens in the machine learning field, genetic and genomic analysis, financial data analysis), its performance deteriorates dramatically (due to its low RBP $1/n$).

In the last decade, numerous alternatives of sub-Gaussian estimators of $\mu$ were proposed in the literature. Are they robust as supposed to be? Do they possess all desirable
properties? It turns out that none of those investigated in next section possesses the best RBP, \( \left\lfloor (n + 1)/2 \right\rfloor / n \).

The reminder of the article is organized as follows. Section 2 investigates the popular sub-Gaussian estimators in the univariate case with emphasis on robustness. Section 3 introduces an outlyingness induced wisorized mean that is affine equivariant, has the best possible RBP and can be computed in linear time. Section 4 presents the main results on the non-asymptotic analysis of the winsorized mean, establishing the sub-Gaussian performance of the estimator. Unlike much practice in the literature, our non-asymptotic analysis admits samples with contamination. Concluding remarks end the article in Sect. 5.

2 Univariate sub-Gaussian estimators

Popular univariate sub-Gaussian mean estimators in the literature include, among others, (I) Catoni’ estimator (Catoni 2012), (II) median-of-means estimator proposed and studied in many papers including, among others, Lerasle and Oliveira (2011) and Lugosi and Mendelson (2019), and (III) trimmed mean in Lugosi and Mendelson (2019), and Lugosi and Mendelson (2021).

(I) Catoni’s estimator. Catoni (2012) pioneered the non-asymptotic deviation study for mean and variance estimation. Its mean estimator achieves the sub-Gaussian performance and possesses the computability (see remarks 2.1 below). However, it lacks strong robustness. In fact, one bad point can ruin the estimator (i.e. the RBP is \( 1/n \)). The latter is defined as a new M-estimator, the solution of an estimation equation:

\[
\sum_{i=1}^{n} \psi(\alpha(Y_i - \hat{\mu})) = 0,
\]

where \( Y_i, (i = 1, \ldots, n) \) is a given sample from random variable \( Y \in \mathbb{R} \) with \( \text{E}Y = \mu \) and \( \text{Var}(Y) = \sigma^2 \), and \( \alpha \) is a positive tuning parameter and \( \psi(\cdot) \) is defined as

\[
\psi(x) = \begin{cases} 
\log(1 + x + x^2/2), & x \geq 0, \\
-\log(1 - x + x^2/2), & x \leq 0.
\end{cases}
\]

In Catoni (2012), \( \psi \) is allowed to be any one in-between the positive and negative pieces above but always is non-decreasing and the choice above is the preferred (see page 1152).

Claim 2.1 (a) The RBP of \( \hat{\mu} \) given in (4) is \( 1/n \). (b) The \( \hat{\mu} \) is not affine equivariant.

Proof (a) Contaminating one point from \( \{Y_1, \ldots, Y_n\} \), say \( Y_1 \) is replaced by \( C \), an arbitrary number. Let \( C \to \infty \). then \( \hat{\mu} \to \infty \) since otherwise, on the left-hand side (LHS) of Eq. (4), there are \( (n - 1) \) terms bounded and one term becomes unbounded whereas the summation of all terms is zero, which is impossible.
\( \hat{\mu} \) in (4) is apparently translation equivariant; but not scale equivariant. That is, when replacing \( Y_i \) with \( sY_i \) in (4), \( s\hat{\mu} \) is not necessarily the solution of the resulting equation.

\[ \text{Remark 2.1} \]

(i) The arguments in the proof of (a) above hold for any estimation equation with an unbounded \( \psi \) (such as (a) squared loss objective function for numerous estimators including LASSO in Hastie et al. (2015) and its various variants, e.g. the bridge estimators in Weng et al. (2018), in the literature and (b) Huber loss objective function in Sun, et al (2020) for the adaptive Huber regression estimator). The low RBP of \( \hat{\mu} \) could be improved by replacing the unbounded \( \psi \) with a bounded one such as the so-called narrowest choice in Catoni (2012). The resulting one will possess an improved RBP (the Eq. (4) might have more than one solution though).

(ii) A slight modification of (4) could also lead to an affine equivariant \( \hat{\mu} \). Simply using a pre-estimated scale such as the median of absolute deviations from the sample median (MAD) and divide \( Y_i - \hat{\mu} \) in (4) by MAD, then the resulting \( \hat{\mu} \) is affine equivalent. However, the side effect of this modification above renders the derivation in Catoni (2012) for the sub-Gaussian performance of original estimator invalid.

(iii) It seems that there are no discussions on the computation of Catoni’s estimator in the literature. Here we propose a feasible algorithm, write \( w_i^{k+1} = \psi(\alpha(Y_i - \hat{\mu}_k))/\alpha(Y_i - \hat{\mu}_k) \), \( k = 0, 1, \ldots \), and set the initial estimate \( \hat{\mu}_0 \) to be the sample mean (or median for robustness), then the solution can be obtained by an iterative procedure: \( \hat{\mu}_{k+1} = \sum_{i=1}^{n} w_i^{k+1} Y_i / \sum_{i=1}^{n} w_i^{k+1} \). Continue the iterative process until the sequence \( \hat{\mu}_k \) converges.

(II) Median-of-means (MOM) Median of means has been proposed in different forms and studied in the literature, see, e.g. (Nemirovsky and Yudin 1983; Jerrum et al. 1986; Alon et al. 2002; Hsu 2010; Lerasle 2019; Lerasle and Oliveira 2011; Lugosi and Mendelson 2019).

The procedure calls for the partitioning of a given data set \( X^{(n)} = \{X_1, \ldots, X_n\} \) into \( k = n/m \) groups \( B_1, \ldots, B_k \) with the size \( m \) of each group at least 2, that is \( |B_i| \geq 2 \). Next step is to compute the sample mean with respect to (w.r.t.) each group and obtains \( k \) means, \( Z_1, \ldots, Z_k \). The final step calculates the median of the \( k \) means: \( Z_1, \ldots, Z_k \).

In the univariate case, the median is unambiguous, it is the regular sample median as defined in (1). However, in both Lerasle and Oliveira (2011); Lugosi and Mendelson (2019) it is defined to be any point in-between \( z(\lfloor(k+1)/2\rfloor) \) and \( z(\lfloor(k+2)/2\rfloor) \), which leads to an estimator that might not be affine equivariant.

In the multivariate case, there are many choices of medians. For example, the coordinate-wise median (CM) and the spatial median (SM) are two that have the best RPB and high computability (both can be computed in \( O(n) \) time). However, they are just translation equivariant not affine equivariant; the spatial median is rigid-body equivariant though.

**Claim 2.2** The RPB of MOM in \( \mathbb{R}^d \) (\( d \geq 1 \)) is no greater than \( [(n/m + 1)/2]/n \), \( m \geq 2 \).
Proof Assume that the median involved has the best possible RBP \( \lfloor (n+1)/2 \rfloor /n \) (see LR91). That is, in order to break down the median one has to contaminate \( \lfloor (n+1)/2 \rfloor /n \) points w.r.t. a data set with sample size \( n \) (this is clearly true in the univariate case, in multivariate case it is also true for CM and SM (but these two lose the affine equivariance)). After the initial partition of an \( n \) points data set, we obtain \( k = \lfloor n/m \rfloor \) mean points, \( Z_1, \ldots, Z_k \), where \( m \geq 2 \). Therefore, the RBP of MOM is no greater than \( \lfloor (n/m + 1)/2 \rfloor /n, m \geq 2 \).

That is, the RBP of MOM in \( \mathbb{R}^d (d \geq 1) \) can never be as high as \( \lfloor (n/m + 1)/2 \rfloor /n \).

(III) Trimmed mean (Lugosi and Mendelson (2019, 2021)). In both Lugosi and Mendelson (2019, 2021), a truncation function is defined as

\[
\phi_{\alpha, \beta}(x) = \begin{cases} 
\beta, & x > \beta, \\
x, & x \in [\alpha, \beta], \\
\alpha, & x < \alpha.
\end{cases}
\]

Both are given two independent samples, \( X_1, \ldots, X_n \) and \( Y_1, \ldots, Y_n \) from \( X \), \( \alpha \leq \beta \) are estimated by the ordered values \( Y_{1}^{\ast} \leq Y_{2}^{\ast} \leq \ldots \leq Y_{n}^{\ast} \) of \( Y_1, \ldots, Y_n \). \( \alpha = Y_{\lfloor \varepsilon n \rfloor}^{\ast} \) and \( \beta = Y_{(1-\varepsilon)n}^{\ast} \) (assume that \( \varepsilon n \) is an integer). In Lugosi and Mendelson (2019, 2021), the trimmed mean is defined as

\[
\hat{\mu}_n = \frac{1}{n} \sum_{i=1}^{n} \phi_{\alpha, \beta}(X_i). \tag{5}
\]

In the traditional robust statistics, this type of estimator is called the winsorized mean since the data points on the two tails are modified, not trimmed/removed (as in the regular trimmed mean case). Note that \( \hat{\mu}_n \) is not affine equivariant based on the current definition since the trimming is not symmetrically. But this can be easily fixed.

In Lugosi and Mendelson (2021), samples are considered more realistically to be contaminated (with contamination rate of \( \eta \)) and \( \alpha, \beta, \) and \( \hat{\mu}_n \) are obtained based on the contaminated samples \( \tilde{X}_1, \ldots, \tilde{X}_n \) and \( \tilde{Y}_1, \ldots, \tilde{Y}_n \). Lugosi and Mendelson (2019), on the other hand, treated the idealized non-contamination samples.

Claim 2.3 The RBP of the \( \hat{\mu}_n \) in Lugosi and Mendelson (2019, 2021) is \( \leq (\lfloor \varepsilon n \rfloor + 1)/2n \), where \( \varepsilon < 1/2 \).

Proof We show that the trimmed mean in (5) can be forced to be unbounded if we corrupt \( \lfloor \varepsilon n \rfloor + 1 \) points among the given uncontaminated \( 2n \) points: \( X_1, \ldots, X_n \) and \( Y_1, \ldots, Y_n \).

Replacing \( \lfloor \varepsilon n \rfloor \) points in \( \{Y_i\} \) with \( M \), and one point in \( \{X_i\} \) with \( M - 1 \) and let \( M \to -\infty \). It is readily seen that \( \alpha = M \to -\infty \) and so does \( \hat{\mu}_n \).

That is, the RBP of the trimmed mean \( \hat{\mu}_n \) of Lugosi and Mendelson (2019, 2021) can never be as high as \( \lfloor (n+1)/2 \rfloor /n \). Now we summarize all results obtained so far with a table (Table 1).
| Estimator   | Affine equivariant | RBP                        | Sub-Gaussian                        | Computability |
|------------|--------------------|----------------------------|-------------------------------------|---------------|
| Catoni’s   | Not (fixable)      | $\frac{1}{n}$ (improvable) | Yes (conditionally)                 | Yes           |
| MOM        | Not (fixable)      | $\frac{(n/m+1)/2}{n}$, $m \geq 2$ | Yes (conditionally)                 | Yes           |
| Trimmed mean | Not (fixable)   | $\frac{|en|+1}{2n}$, $e < \frac{1}{2}$ | Yes (conditionally)                 | Yes           |
Remark 2.2  

(i) Based on the Table 1, if we let $n \to \infty$ in the three RBPs, then we obtain asymptotic breakdown points (ABP). None of the ABP is greater than 25%. That is, none of the three estimators can resist greater than 25% contamination asymptotically.

(ii) The sub-Gaussian results for the three estimators are conditional since it is implicitly assumed that there is no contamination in a sample. If considering the possible contamination in a real sample, then the sub-Gaussian performance analysis in Catoni (2012) for Catoni’s estimator, in Lerasle (2019), Lerasle and Oliveira (2011) and Lugosi and Mendelson (2019) for MOM estimator, in Lugosi and Mendelson (2019) for the trimmed mean, is invalid. The non-asymptotic result obtained in Lugosi and Mendelson (2021) for the trimmed mean is more realistic than that of Lugosi and Mendelson (2019) since it considers the possible contamination in data. Unfortunately, the contamination rate $\eta$ in Lugosi and Mendelson (2021) is implicitly required to be less than 6.25%, which is not realistic for a real dataset.

Next we introduce an estimator for centrality that has the best RBP: $\lfloor (n + 1)/2 \rfloor/n$ (i.e. ABP is 50%). Our non-asymptotic analysis can handle contamination rate up to 25% in a sample, in sharp contrast to 6.25% in Lugosi and Mendelson (2021).

3 An outlyingness induced winsorized mean

Let $\mu(F)$ and $\sigma(F)$ be some robust location and scale measures of a distribution $F$ of random variable $X$. Throughout $\mu$ and $\sigma$ are assumed to exist uniquely. For simplicity and robustness, we consider $\mu$ and $\sigma$ being the median (Med) and the median of absolute deviations (MAD) throughout. Assume $\sigma(F) > 0$, namely, $F$ is not degenerate. For a given point $x \in \mathbb{R}^1$, we define the outlyingness of $x$ w.r.t. the centrality of $F$ (see Stahel 1981; Donoho 1982 for a high dimensional version) by

$$O(x, F) = |x - \mu(F)|/\sigma(F).$$

It is readily seen that $O(x, F)$ is a generalized standard deviation, or equivalent to the one-dimensional projection depth (see Zuo and Serfling 2000; Zuo 2003 for a high dimensional version). Let $\beta > 0$ be a fixed number (or outlyingness), define

$$L(F) = \mu(F) - \beta \sigma(F); \quad U(F) = \mu(F) + \beta \sigma(F).$$

We have suppressed $\beta$ above, sometimes we will suppress $F$ as well. Define functions

$$\phi(x) := \phi_L, \quad u(x, F) = L\mathbb{1}(x < L) + x\mathbb{1}(L \leq x \leq U) + U\mathbb{1}(x > U),$$

$$T^\beta_w(F) = \frac{\int \phi(x)w(O(x, F))dF(x)}{\int w(O(x, F))dF(x)},$$

where $0 \leq \beta \leq \infty$ and $w$ is a bounded weight function on $\mathbb{R}^1$ so that the denominator is positive. Note that $T^\beta_w(F)$ here is exactly the winsorized mean defined in (2.3) of Wu.
and Zuo (2009) and is closely related to the one-dimensional special case of projection depth trimmed mean studied in Zuo (2006).

When \( w(x) = c > 0 \), in the extreme case that \( \beta = 0 \), then \( T_\beta^w(F) \) is the median functional, in the case that \( \beta = \infty \), then it becomes the mean functional. In the sequel, we consider \( w(x) = c > 0 \) and a fixed \( 0 < \beta < \infty \) (a special case that has never been introduced and studied in non-asymptotic sense before), that is

\[
T(F) := T_\beta^w(F) = \int \phi_{L_n, U_n}(x) dF(x) = E(\phi_{L_n, U_n}(X)).
\]

Note that the mean functional does not always exist while \( T(F) \) does. If \( E(X) \) exists and \( F \) is symmetric, then \( T(F) \) and \( E(X) \) are identical. Consequently, it makes more sense to estimate the \( T(F) \) as a measure of centrality parameter. When replacing \( F \) with its empirical version \( F_n \), it is readily seen that

\[
T(F_n) = \int \phi_{L_n, U_n}(x) dF_n(x),
\]

is a winsorized mean which replaces sample points below \( L_n \) by \( L_n \) and above \( U_n \) by \( U_n \) and keeps the points in-between untouched. It then takes an average of resulting \( n \) points, where \( L_n := L(F_n) \) and \( U_n := U(F_n) \).

The sample mean treats each sample point equally important and therefore suffers a low breakdown point since a single outlier on a tail can ruin it. Traditional trimmed mean and sample median are robust alternatives as the estimator of centrality parameter. The former truncates the same number of data points at the two tails of the data cloud, the latter even truncates all the left and right points to the median (the average of middle two points). Both lose some information about the data.

\( T(F_n) \) is different from the trimmed mean, the median and even the regular winsorized mean in that it does not necessarily replace the same number of points at both tails (see WZ09 for more discussion). \( T(F_n) \) certainly also can serve as estimator for centrality. It possesses the best possible breakdown point with a RBP \( \lfloor (n + 1)/2 \rfloor/n \) and can be very efficient (see WZ09). It is affine equivariant (see page 135 of WZ09). Large sample properties of its general version have been investigated in WZ09, but its finite sample behavior (other than FSBP) has never been explored. In the following, we study the accuracy and confidence of the estimation of \( T(F_n) \) for \( T(F) \) in a non-asymptotic setting.

4 Main results

Assume that \( X_1, \ldots, X_n \) from \( F \) of \( X \) is an uncontaminated i.i.d sample. In reality we might just have a contaminated sample \( X_1^c, \ldots, X_n^c \) which contains \( \epsilon n \) (assume it is an integer for simplicity) arbitrarily contaminated points with \( 0 \leq \epsilon n < \lfloor (n + 1)/2 \rfloor \) (somewhat like in a Huber \( \epsilon \) contaminated model or in a RBP contamination setting). Denote by \( L_n^c \) and \( U_n^c \) to signify that the two depend on the contaminated sample.
We want to assess the estimation error (accuracy), or equivalently, to provide a sharp upper bound for the deviation below with a great confidence: $1 - \delta$, for a given $\delta \in (0, 1)$

$$\left| \int \phi_{L_n^c, U_n^c}(x) d F_n^c(x) - \int \phi_{L, U}(x) d F(x) \right| = \left| \frac{1}{n} \sum_{i=1}^{n} \phi_{L_n^c, U_n^c}(X_i^c) - T(F) \right|. \quad (11)$$

Let $F_Y^{-1}(p) := \inf\{x : F_Y(x) \geq p\}$ for any random variable $Y \in \mathbb{R}^1$. We assume that:

(A1) : The variance of $X$ exists, that is, $\sigma^2_X < \infty$.

(A2) : For small $\alpha \in (0, c)$, (i) $|F_X^{-1}(1/2 \pm \alpha) - F_X^{-1}(1/2)| \leq C_1 \alpha$, (ii) $|F_Z^{-1}(1/2 \pm \alpha) - F_Z^{-1}(1/2)| \leq C_2 \alpha$, where $Z = |X - F_X^{-1}(1/2)|$, $c < 1/2$, $C_1$ and $C_2$ are positive constants.

Clearly, sufficient conditions for (A2) to hold true include an $F_X$ with a positive continuous density around its median and MAD points.

Before presenting main results, we cite an important concentration inequality which we will employ repeatedly in the following proofs.

**Lemma 4.0** (Bernstein’s inequality Boucheron et al. 2013; Bernstein 1946) Let $X_1, \ldots, X_n$ be independent random variables with finite variance such that $X_i \leq b$ for some $b > 0$ almost surely for all $i \leq n$ and $E(X_i) = 0$. Let $v = \frac{1}{n} \sum_{i=1}^{n} \text{Var}(X_i)$. Then for any $t > 0$, we have

$$P\left( \frac{1}{n} \sum_{i=1}^{n} X_i \geq t \right) \leq \exp\left( -\frac{nt^2}{2(v + bt/3)} \right).$$

Identical distribution of $X_i$ is not required above, only independence is necessary.

**Lemma 4.1** Under (A2), for a given $\delta \in (0, 1)$ with probability at least $1 - \delta/3$, we have that (i) $|\mu(F_n^c) - \mu(F)| \leq C_1 \varepsilon^*$ and (ii) $|\sigma(F_n^c) - \sigma(F)| \leq C_2 \varepsilon^*/\beta$ provided that $\delta > 128\varepsilon^*$, where $\varepsilon^* \in [2\varepsilon, 1/2]$, and $\delta^* := \exp -n(\varepsilon^*)^2/(8(1/4 - (\varepsilon^*)^2 + \varepsilon^*/6))$.

The Lemma claims that the median and MAD obtained based on the contaminated sample (with contamination rate $\varepsilon$) are still very close to their true population version, respectively.

**Proof** It suffices to show that with probability at least $1 - \delta/6$ that $|\mu(F_n^c) - \mu(F)| \leq C_1 \varepsilon^*$, (ii) could be treated similarly.

A straightforward application of Bernstein’s inequality yields that with probability at least $1 - \delta^*$

$$\sum_{i=1}^{n} \mathbb{1}\{X_i \leq F_X^{-1}(1/2 + \varepsilon^*)\} > (1/2 + \varepsilon^*/2)n, \quad (12)$$

and with probability at least $1 - \delta^*$

$$\sum_{i=1}^{n} \mathbb{1}\{X_i > F_X^{-1}(1/2 - \varepsilon^*)\} > (1/2 + \varepsilon^*/2)n. \quad (13)$$
Since there are at most \( \varepsilon n \) points which are contaminated among the \( n \) point of \( \{X_i\} \), so we have that with probability at least \( 1 - 2\delta^* \)
\[
\sum_{i=1}^{n} 1\{X_i^c \leq F_X^{-1}(1/2 + \varepsilon^*)\} > (1/2 + \varepsilon^*/2)n - \varepsilon n \geq n/2, \tag{14}
\]
and
\[
\sum_{i=1}^{n} 1\{X_i^c > F_X^{-1}(1/2 - \varepsilon^*)\} > (1/2 + \varepsilon^*/2)n - \varepsilon n \geq n/2. \tag{15}
\]
The last two expressions imply that with probability at least \( 1 - 2\delta^* \)
\[
F_X^{-1}(1/2 - \varepsilon^*) \leq \mu(F_n^c) \leq F_X^{-1}(1/2 + \varepsilon^*). \tag{16}
\]
This, in conjunction with (A2), implies that \(|\mu(F_n^c) - \mu(F)| \leq C_1 \varepsilon^* \) with probability at least \( 1 - \delta/6 \) as long as \( \delta > 12\delta^* = 12 \exp -n(\varepsilon^*)^2/(8(1/4 - (\varepsilon^*)^2 + \varepsilon^*/6)) \).

Now for (ii), we treat \( \varepsilon^*/\beta \) as \( \varepsilon^* \) in (i), and everything is similar. Note that \( \delta^* \) is a non-increasing function of \( \varepsilon^* \) so when \( \beta \geq 1 \), (ii) holds with probability \( 1 - \delta/6 \) as long as \( \delta > 12 \exp -n(\varepsilon^*)^2/(8(1/4 - (\varepsilon^*)^2 + \varepsilon^*/6)) \). \( \square \)

**Remark 4.1** (i) It is readily seen that if we set \( \varepsilon^* \) to be its smallest value \( 2\varepsilon \), then the proof above and Lemma 4.1 hold. For generality, we keep using \( \varepsilon^* \) in the sequel. (ii) The Lemma holds true for any contamination rate \( \varepsilon \) up to 25%.

**Corollary 4.1** Under (A2), with the \( \varepsilon^* \) and \( \delta \) in Lemma 4.1, we have that \(|L_n^c - L| \leq C \varepsilon^* \) and \(|U_n^c - U| \leq C \varepsilon^* \) with probability at least \( 1 - \delta/3 \), where \( C = C_1 + C_2 \).

**Proof** This follows straightforwardly from Lemma 4.1, details are skipped. \( \square \)

**Lemma 4.2** Under (A2), with the \( \varepsilon^* \) and \( \delta \) in Lemma 4.1, we have that
\[
\left| \frac{1}{n} \sum_{i=1}^{n} (\phi_{L_n^c, U_n^c}(X_i^c) - \phi_{L_n^c, U_n^c}(X_i)) \right| \leq \varepsilon(2\beta \sigma + 2C \varepsilon^*), \tag{17}
\]
with probability at least \( 1 - \delta/3 \), where \( C \) is given in Corollary 4.1.

**Proof** On the LHS of (17), there are at most \( \varepsilon n \) terms that are non-zero. For each non-zero term, the maximum difference between \( \phi_{L_n^c, U_n^c}(X_i^c) \) and \( \phi_{L_n^c, U_n^c}(X_i) \) is no greater than \(|U_n^c - L_n^c| \leq |U + C \varepsilon^* - (L - C \varepsilon^*)| = 2\beta \sigma + 2C \varepsilon^* \) with probability at least \( 1 - \delta/3 \) in light of Corollary 4.1. This completes the proof. \( \square \)

**Lemma 4.3** Under (A2), with the \( \varepsilon^* \) and \( \delta \) in Lemma 4.1, we have that
\[
\left| \frac{1}{n} \sum_{i=1}^{n} (\phi_{L_n^c, U_n^c}(X_i) - \phi_{L_n, U}(X_i)) \right| \leq C \varepsilon^*, \tag{18}
\]
with probability at least \( 1 - \delta/3 \), where \( C \) is given in Corollary 4.1.
Proof This follows straightforwardly from Corollary 4.1.

Lemma 4.4 Under (A1)–(A2), we have that

\[ \left| \frac{1}{n} \sum_{i=1}^{n} \left( \phi_L, u(X_i) - E(\phi_L, u(X_i)) \right) \right| \leq \sqrt{2} \left( \frac{U^*}{\sigma_X} \sqrt{\frac{2 \log 6/\delta}{n}} + 1 \right) \sigma_X \sqrt{\frac{\log 6/\delta}{n}}, \]

with probability at least \(1 - \delta/3\), where \(U^* := |\mu| + \beta \sigma\).

Proof Note that the LHS of (19) is the sum of i.i.d. centered random variables which are bounded by \(2U^*\) with variance at most \(\sigma_X^2\). Consequently, by Bernstein’s inequality we have

\[ \frac{1}{n} \sum_{i=1}^{n} \left( \phi_L, u(X_i) - E(\phi_L, u(X_i)) \right) \leq \frac{2U^*}{n} \log 6/\delta + \sigma_X \sqrt{\frac{2 \log 6/\delta}{n}}, \]

with probability at least \(1 - \delta/6\).

An identical treatment for the other tail yields the desired result.

Now we are in the position to present the main results.

Theorem 4.1 Under (A1)–(A2) with \(C\) and \(\varepsilon^*\) given in Lemma 4.1, we have

\[ \left| T(F_n^c) - T(F) \right| \leq \sqrt{2} \left( \frac{U^*}{\sigma_X} \sqrt{\frac{2 \log 6/\delta}{n}} + 1 \right) \sigma_X \sqrt{\frac{\log 6/\delta}{n}} + C \varepsilon^* + \varepsilon(2\beta \sigma + 2C\varepsilon^*), \]

with probability at least \(1 - \delta\), provided that \(\delta > 12 \exp \left[-n(\varepsilon^*)^2/(8(1/4 - (\varepsilon^*)^2 + \varepsilon^*/6))\right]\).

Proof First we write

\[ \left| T(F_n^c) - T(F) \right| = \left| \frac{1}{n} \sum_{i=1}^{n} \left( \phi_{L_n^c}, u_n^c(X_i^c) - \phi_{L_n^c}, u_n^c(X_i) \right) \right| \]

\[ \leq \left| \frac{1}{n} \sum_{i=1}^{n} \left( \phi_{L_n^c}, u_n^c(X_i^c) - \phi_{L_n^c}, u_n^c(X_i) \right) \right| \]

\[ + \left| \frac{1}{n} \sum_{i=1}^{n} \left( \phi_{L_n^c}, u_n^c(X_i) - \phi_{L_n^c}, u_n^c(X_i) \right) \right| \]

\[ + \left| \frac{1}{n} \sum_{i=1}^{n} \left( \phi_{L_n^c}, u_n^c(X_i) - \phi_{L, u}(X_i) \right) \right|, \]

the desired result follows straightforwardly from Lemmas 4.4, 4.3 and 4.2.

Remark 4.2 (i) The parameters in the upper bound in Theorem 4.1 include \(\sigma_X, \mu, \sigma, C\). These all depends on \(F_X\). \(\delta\) is a selected number and related to the desired confidence level. \(\varepsilon\) is the contamination level which is allowed to be up to 25% (unlike in Lugosi and Mendelson (2021), it is restricted to be less than 6.25%). \(\varepsilon^*\) can be set to be \(2\varepsilon\). \(\beta \geq 1\) is a pre-selected constant.
(ii) If we assume that there is no contamination in the data like many articles on sub-gaussian estimators in the literature, then Theorem 4.1 gives clearly the sub-Gaussian error rate. In general, if \( C \varepsilon^* + \varepsilon(2\beta \sigma + 2C \varepsilon^*) \) is \( O\left(\sigma\sqrt{\frac{\log \delta}{n}}\right) \), then Theorem 4.1 again gives the sub-Gaussian error rate.

(iii) One might be more conformable if the \( T(F) \) in the theorem is replaced by \( E(X) \). \( T(F) \) is closely related to the \( E(X) \). In fact, if \( \beta \to \infty \), then \( T(F) \to E(X) \). But when \( \beta \to \infty \), Lemma 4.1 might not hold (alternatively, one can choose large enough \( \beta \), see Theorem 4.2 below). On the other hand, the mean of any distribution \( F_X \) does not always exist while \( T(F_X) \) does. If \( m = E(X) \) exists and \( F \) is symmetric, then \( T(F) = m \). For a general non-symmetric \( F \), we have the following.

**Theorem 4.2** Assume that \( m = E(X) \) exits and \( F \) has a positive density. Under (A1)-(A2) with \( C \) and \( \varepsilon^* \) given in Lemma 4.1, let \( \delta \in (0, 1) \) such that \( \delta \geq 6 \exp \left(-\frac{n}{4}\right) \), and \( \sigma \beta = \max\{F_{X-m}^{-1}(1 - \eta/2) + m - \mu, \mu - m - F_{X-m}^{-1}(\eta/2)\} \), we have

\[
|T(F_n^\varepsilon) - E(X)| \leq \sqrt{2} \left( \frac{U^*}{\sigma_X} \sqrt{\frac{2 \log \delta}{n}} + 3 \right) \sigma_X \sqrt{\frac{\log \delta}{n}} + C \varepsilon^* + \varepsilon(2\beta \sigma + 2C \varepsilon^*),
\]

with probability at least \( 1 - \delta \), provided that \( \delta > 12 \exp \left(-n(\varepsilon^*)^2/(8(1/4 - (\varepsilon^*)^2 + \varepsilon^*/6))\right) \).

**Proof** By (7) and (9), it is readily seen that

\[
|T(F) - E(X)| = |E[(X - L)I(X < L) + (X - U)I(X > U)]| \\
\leq |E(X - L)I(X < L)| + |E(X - U)I(X > U)|. \tag{22}
\]

Let us first treat \( |E(X - U)I(X > U)| \), the first term on the RHS can be treated similarly. Write \( M := U - m = F_{X-m}^{-1}(1 - \eta/2) \), where \( \eta = \frac{\log \delta}{n} \leq 1 \). Hence,

\[
\frac{\eta}{2} = P(X > U) \leq \frac{\sigma_X^2}{M^2}. \tag{23}
\]

Now, by Hölder inequality we have

\[
|E(X - U)I(X > U)| \leq |E(X - m)I(X > U)| + |EMI(X > U)| \\
\leq \sigma_X \sqrt{P(X > U) + |M|P(X > U)} \\
\leq \sigma_X \sqrt{\eta/2 + \sigma_X \sqrt{\eta/2}} \\
= \sigma_X \sqrt{2\eta},
\]

where the last inequality follows from (23). In the above we have assumed that \( M \neq 0 \), if it is zero, then upper bound above still holds. Set

\[
\beta_U = \frac{F_{X-m}^{-1}(1 - \eta/2) + m - \mu}{\sigma}.
\]
Likewise to treat $|E(X - L)\mathbb{1}(X < L)|$ we can set

$$\beta_L = \frac{\mu - m - F_{X-m}^{-1}(\eta/2)}{\sigma},$$

and obtain

$$|E(X - L)\mathbb{1}(X < L)| \leq \sigma \sqrt{2\eta}.$$

Finally, let $\beta = \max\{\beta_U, \beta_L\}$. These, in conjunction with Theorem 4.1 and (22), complete the proof. \(\square\)

**Remark 4.3**

(i) All remarks on the sub-gaussian error rate in Remarks 4.2 are still valid in this case with the $T(F)$ being replaced by $E(X)$.

(ii) Since $m = E(X)$ is unknown, so we can replace $\mu - m$ in the definition of $\beta$ by $\sigma_X$ since $|\mu - m| \leq \sigma_X$. That is, $\sigma \beta = \max\{F_{X-m}^{-1}(1 - \eta/2) + \sigma_X, \sigma_X - F_{X-m}^{-1}(\eta/2)\}$.

## 5 Concluding remarks

**Non-asymptotic versus asymptotic analysis.** With the assistance of the beautiful (and powerful) probability theory, asymptotic analysis or large sample study of estimators has dominated modern statistics research since its beginning. Recently, computer scientists and statisticians in machine learning and data mining have renewed interest in centrality estimation to assist their analysis of “big data”. Because of large but finite sample sizes, these people have shifted their interest to non-asymptotic analysis.

In fact, this type of analysis, complementary to the asymptotic one, is important for any estimator, not only for the mean estimator. Here researchers are interested in the tail probabilities of the distribution of the estimation error (aka deviation (from the target)). They hope that probability mass concentrating around the target is as high as possible and the radius of the ball centered at the target is as small as possible for a fixed level of probability (confidence). Ideally, the tail probabilities (or the probabilities out side the ball) decrease exponentially when the radius of the ball increases. Such a distribution of the estimation error is called sub-Gaussian (see pages 11-12 of Pauwels (2020), or page 13 of Lerasle (2019)); the estimator involved has a sub-Gaussian performance. The latter has been enthusiastically pursuing in the machine learning/statistics literature for the mean vector.

**Centrality or more general location measure, Why always the sample mean?**

Academics prefer the sample mean partially because it has some optimal properties (especially in the normal model case, see Proposition 6.1 of Catoni (2012)), e.g., it is the minimizer of the empirical squared error loss, and partially due to the law of large numbers and the central limit theorem.

Realizing the extreme sensitivity of the sample mean to a slight normality departure, such as a heavy-tailed (or contaminated and even containing outliers) data set, statisticians introduced trimmed, weighted/winsorized mean, and median as robust centrality or location estimating alternatives. Unlike the expectation, they always exist. Their sample versions estimate the population counterparts respectively. The latter might not
be the expectation (they are identical only when the underlying distribution is symmetric) but certainly can serve as a measure for the centrality (or location) parameter. This motivates us to address the winsorized mean which is more robust than the one given in Lugosi and Mendelson (2019), Lugosi and Mendelson (2021).

**Assumptions on** $F_X$. In the literature for the sub-Gaussian estimators of the mean, $\sigma_X$ is usually assumed to be known (for the sake of applying Chebyshev’s inequality). However, the first moment is unknown and we are estimating it, assumptions surrounding $\sigma_X$ are likely to be unsound in practice. Of course, the assumption (A1)-(A2) here are also not realistic.

**Relevance of affine equivariance and RBP.** Some people might question the relevance of these two performance criteria. Affine equivariance guarantees that the median temperature day of Fairbanks, Alaska in January is the same day no matter one uses the Fahrenheit ($^\circ$F) scale, or the Celsius ($^\circ$C) scale. Non-asymptotic results can not replace that of the RBP, one measures the performance of an estimator (w.r.t. estimation error or accuracy) and the other measures the resistance to the effect (on the estimator) of the contamination, outliers, or points from the heavy-tailed distribution. Both are in a finite sample setting but irreplaceable with each other.

**Computability.** There is no problem with the computation of one-dimensional sub-Gaussian estimators, all in this article can be computed in linear time. Intractability of computation appears when one extends the univariate median to a multivariate version in the MOM in high dimensions. Fortunately, promising non-asymptotic results on the two leading depth induced multi-dimensional medians, the halfspace and the projection medians, have been obtained recently by Chen et al. (2018) and Depersin and Lecué (2021), respectively. These two depth medians possess nice properties such as affine equivariance and high breakdown point (Zuo 2003). Their computation has to be carried out approximately and has been addressed in Rousseeuw and Ruts (1998) for the bivariate halfspace median in Liu (2017) for the projection median in dimension $d > 3$. High dimensional halfspace median could be computed approximately using the new approach for depth calculation in Zuo (2018).

**Some open and future problems.** Although (9) is a special case of (8), but it has never been introduced and studied before. To extend our study here to its high dimensional version seems intriguing yet challenging. Non-asymptotic performance analysis of any estimators in high dimensions without the assumption that $\Sigma$ is known and allowing the contamination of data is still an open problem (progress has been made in the literature though).

**Supplementary Information** The online version contains supplementary material available at https://doi.org/10.1007/s00362-022-01353-5.
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