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Abstract

Based on a stationary Poisson point process, a wireless network model with random propagation effects (shadowing and/or fading) is considered in order to examine the process formed by the signal-to-interference-plus-noise ratio (SINR) values experienced by a typical user with respect to all base stations in the down-link channel. This SINR process is completely characterized by deriving its factorial moment measures, which involve numerically tractable, explicit integral expressions. This novel framework naturally leads to expressions for the \( k \)-coverage probability, including the case of random SINR threshold values considered in multi-tier network models. While the \( k \)-coverage probabilities correspond to the marginal distributions of the order statistics of the SINR process, a more general relation is presented connecting the factorial moment measures of the SINR process to the joint densities of these order statistics. This gives a way for calculating exact values of the coverage probabilities arising in a general scenario of signal combination and interference cancellation between base stations. The presented framework consisting of mathematical representations of SINR characteristics with respect to the factorial moment measures holds for the whole domain of SINR and is amenable to considerable model extension.
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I. INTRODUCTION

The steady rise of heterogeneous cellular networks, owing to the deployment of recent technologies such as femtocells and picocells to handle increased user-data, is driving the need for new and more robust analytic methods. Based on information theoretic arguments, a key performance metric is the signal-to-interference-plus-noise ratio (SINR) in the downlink channel experienced by a typical user in the network. The SINR (or without noise simply SIR) is a function of propagation processes, which incorporate the distance-dependent path-loss function and (often assumed to be random) fading and/or shadowing, which we refer to as simply propagation effects. Knowledge of the distribution of the SINR leads to the coverage probability and other SINR-based characteristics (such as e.g the spectral efficiency) of the cellular networks, which can be used to better design and implement such networks.

The irregularity of network base station locations suggests that their placement is often best assumed to be random. This claim has been supported in recent years with tractable stochastic geometry models based on the Poisson point process yielding accurate solutions [1]. In addition to the tractability and ‘worst-case’ arguments for Poisson models, recent convergence results [2, 3] has shown that a wide class of stationary network configurations give results for functions of propagation processes, such as the SINR, as though the placement of the base stations is a Poisson process when sufficiently strong shadowing is incorporated into the mode, which was previously predicted via simulations [4]. This adds weight to the argument for using the Poisson model, which leads to more tractable expressions for the SINR and related quantities.

Motivated by the ongoing deployment of heterogeneous networks and recent investigations for mathematical expressions of the distribution of the SINR in Poisson models of these and other networks (see related work in Section I-A), we wish to introduce a general framework for studying arbitrary functions of the process formed by the SINR values experienced by a typical user with respect to all base stations in the down-link channel. To meet this end we completely characterize this process by deriving explicit, numerically tractable integral expressions for its factorial moment measures of all orders \( n \geq 1 \). These measures represent the expected number of ways that the typical user can connect to \( n \) different base stations at different SINR threshold values. It is known that various characteristics of an arbitrary point process admit series expansion representations involving integrals with respect to its factorial moment measures [5, 6]. Surprisingly, in the case of the SINR process many interesting characteristics (including \( k \)-coverage probability, coverage under signal combination and interference cancellation) can be written as expansions with finite number of terms, hence the expansions need not be approximations. This observation, reminiscent of the existence of the pole capacity in cellular networks, is a consequence of an algebraic property of the SINR
process, limiting the maximum number of stations that can cover a given point with a SINR bounded away from zero. The calculation of the corresponding expansion terms is arguably more intuitive and computationally more efficient than previous methods based on inversions of Laplace transforms for studying similar problems.

The SINR process, considered above, is itself a function of the propagation process, already studied in cellular networks, and thus inherits the invariance/equivalence properties with respect to the distribution of the random propagation effects (fading and/or shadowing) [7]. In fact, we also consider a process formed by the values of the signal-to-total-interference-and-noise ratio (STINR). Working with this latter process is more convenient and a simple mapping allows one to interpret the results in terms of the original SINR process.

In summary, we define a point process formed by the SINR values experienced by a typical user with respect to all base stations in the down-link channel. The key result is the complete characterization of the distribution of this process via its factorial moment measures. These measures lead in a natural way to the finite-dimensional distributions of the order statistics of the SINR process thus allowing one to study general functions of several strongest values of the SINR process. We present particular probability results for \( k \)-coverage and coverage with signal combination and interference cancellation.

### A. Related work

1) **Propagation equivalence:** In this work we employ a useful result, recently called propagation invariance by Błaszczyzyn and Keeler [7], that arises due to the model being based on a Poisson process and the path-loss function being a singular power-law. A classical and related result on the invariance of shot noise for many types of functions was discovered long ago by Gilbert and Pollak [8], and later examined in further detail by Lowen and Teich [9] for power-law functions, hence revealing that Poisson shot noise only depends one moment.

For wireless networks, Haenggi [10, Proposition 3] observed the so-called propagation invariance, as a particular case, and derived related results under a Nakagami fading model. In the context of SINR of cellular networks, Błaszczyzyn et al. [11] independently observed this invariance characteristic for interference and propagation losses in general, thus allowing propagation effects to be incorporated into the model by just one moment. Pinto et al. [12] derived and used a similar result to show that the node degree of secrecy graphs (based on Poisson processes) is invariant for the distribution of propagation effects. In all three papers [10–12], the invariance results are obtained by defining a point process on the positive real line, which we call the propagation (loss) process, and showing that if the base station configuration forms a homogeneous Poisson process, then the propagation process is an inhomogeneous Poisson point process on the positive real line. More specifically, Błaszczyzyn et al. [11, Proposition 5.5] observed that this propagation process depends on only one moment of the propagation effects, and not its distribution, by explicitly deriving its density measure. Conversely, Pinto et al. [12, Theorem 3.3] did not strictly observe propagation invariance in our sense as they used a more general path-loss function and not necessarily the singular power-law\(^1\), and proved their invariance result for another quantity by mapping different (inhomogeneous Poisson) propagation processes and obtaining an identical process. Haenggi [10] independently defined the propagation process (as “path loss process with fading”\(^2\)) and observed [10, Proposition 1] that it is a (possibly inhomogeneous) Poisson process without stating its density measure in general form.

2) **SINR coverage:** Several authors recently developed and studied single and multi-tier network models \(^2\) based on the Poisson process that led to more or less closed-form expressions for the (downlink) SINR coverage probability of the typical user. In general, all these models assume that the serving base station(s) are those that somehow offer the strongest received signal power. However, they make different assumptions on what kind of propagation effects are taken into account when maximizing the received signal.

Dhillon et al. [13, 14], Madhusudhanan et al. [15, 16] and Mukherjee [17] assume that the selection is made on the instantaneous (possibly tier-biased) received power, i.e., when all the propagation effects are taken into account. In this case the actual distribution of the propagation effects does not matter (propagation invariance admitted in [15, 16]), and the results should be the same (up to constants multiplying the node densities) regardless whether the exponential shadowing-and-fading distribution is assumed for mathematical convenience [13, 14, 17] or the expressions are developed using an equivalent network representation with no random propagation effects (the serving station is the closes one) [15, 16]. All these works observe that the analysis simplifies when the SINR (or SIR) threshold \( \tau \), which is the technology-dependent level that the SINR must exceed to establish a connection, is greater than one (or zero in dB). This assumption on the \( \tau \) value (or multiple \( \tau \) values in the multi-tier model) implies that at maximum only one base station in the entire network at any instant can cover the typical user. Mukherjee [17] goes beyond this assumption (considers \( \tau < 1 \)) using a variant of the inclusion-exclusion formula. This approach was used independently by Keeler et al. [18] to study the \( k \)-coverage in a single-tier network. Madhusudhanan et al. [15, 16] also consider \( \tau < 1 \) but their results involve the inversion of Laplace transforms and hence are less explicit. Inversion of Laplace transforms is also exploited in [2].

---

\(^1\)Under certain conditions, there exists a trade-off between how general the path-loss function can be and to which stochastic process the invariance result applies. Assuming a singular power-law path-loss function results in the invariance property applying to the propagation processes. The invariance result of Pinto et al. [12] applies to a function of propagation processes, hence it holds under more general path-loss functions in the spirit of Gilbert and Pollak [8].

\(^2\)Terms “multi-tier” and “heterogeneous” networks are often used interchangeably, but we later adopt a model-specific terminology in which the former is an instance of the latter.
A different class of models is considered in Mukherjee [19], Jo et al. [20], and also, for a single-tier network, in Vu et al. [21] and Keeler et al. [18, Section IV.C]. These models assume that some propagation effects (say rapidly changing fading) impact the SINR value but are not taken into account when choosing the strongest (serving) base station. In this case the coverage probability depends on the particular distribution of this fading and only Rayleigh case leads to closed form expressions. Moreover, in this case the assumption $\tau \geq 1$ is no longer crucial. This way of taking into account the fading (obviously) leads to smaller coverage probabilities and the difference is relatively important for smaller values of $\tau$, as illustrated in [18].

A combination of the two scenarios is considered in Mukherjee [22], where the Rayleigh fading is assumed and the serving base station is either the instantaneously the strongest one (when accounting for the fading) or the one nearest to the user (after accounting for cell selection bias).

For tractability, most of the aforementioned results assume constant path-loss exponents. Models with different (but constant) path-loss exponent on each tier are considered in [16, 19, 20, 22]. Authors in [16] observe that a multi-tier network is stochastically equivalent to a single-tier network with unity parameters while all the original parameters are incorporated into the density of the (inhomogeneous Poisson) propagation process. This result was later extended in [7] to the case of random path-loss exponents and other parameters in a Poisson network, thus showing a random heterogeneous network is equivalent to a network with constant parameters and an isotropic base station density. This equivalence result, a variation of which we use here, allowed for the comparison of markedly different networks, for example single-tier and multi-tier types, by examining their equivalent (isotropic) forms.

3) Cooperation and interference cancellation: In this work we do not aim to perform detailed analysis on various types of cooperation or interference cancellation, but rather demonstrate the power of the factorial moment approach by deriving coverage probability for two proposed models of these respective schemes. That said, research featuring stochastic geometry models of cooperation or interference cancellation has remained relatively untouched until recently. Baccelli and Giovanidis [23] recently introduced a stochastic geometry framework for studying pair-wise base station cooperation in cellular networks. They make the tractability assumption of Rayleigh fading $^3$ and use Laplace techniques to derive expressions for the coverage probability under geometry-based cooperation policies with a parameter (for optimization purposes) representing the degree of cooperation. Parallel to this work Akoum and Heath [24] developed a Poisson-based stochastic geometry model in order to examine interference coordination by introducing the concept of cooperation clusters. They assume Rayleigh fading and a non-singular power-law path-loss function and represent coordination clusters with a (Poisson) cluster process, which leads to bounds on the coverage probability expression.

In the setting of interference cancellation, Zhang and Haenggi [25, 26] tackled the problem of calculating the probability of decoding and removing $n$ interfering signals in Poisson networks by independently using the aforementioned approach of mapping propagation effects and the path-loss values to the positive real line. Provided $\tau \geq 1$, they derived [26] a closed-form expression for the SIR-based probability of decoding the $n$-th strongest signal, and used it to obtain bounds for the mean number of decoded users and the probability of decoding $n$ users. Later Zhang and Haenggi [27] applied these results to a heterogeneous network model (with single $\tau$) and concluded that a large part of the performance gained from interference cancellation is possible by just removing the largest interfering signal. Parallel to this work, Quek and et al. [28] developed a Poisson-based model of a heterogeneous network with arbitrary propagation effects (and single $\tau$) in order to study the probability of removing the $n$-th strongest signal and to decode the signal of interest after $n$ removals. They used two competing methods (based on Laplace transforms and truncated stable distributions) to derive approximations for the probability of decoding the $n$-th strongest signal given that the previous $n-1$ signals were decoded. The Laplace method was then used to derive an expression for the coverage probability (given $n$ signals are removed by interference cancellation), which agreed well with simulation results. In these works [25–28] the line of thought of using the order statistics of the propagation process arises, but it is then observed that such an approach appears quite intractable (an issue circumvented here by instead deriving and using the order statistics of the SINR process).

4) Factorial-moment expansion: In the theory of point processes factorial moment measures are an important set of tools that completely characterize a simple point process, hence they are used in stochastic geometry; see Daley and Vere-Jones [29, 30] or Stoyan et al. [31]. It has been shown that expectations of general functions of simple point processes can be written as (possibly infinite) expansions of the corresponding factorial moment measures, provided some convergence condition. This Taylor-like expansion theorem was first developed for unmarked point processes in one dimension by Błaszczyszyn [5], then generalized to higher dimensions by Błaszczyszyn et al. [6]. Kroese and Schmidt [32] specifically considered also independently marked point processes. It was recently applied in the setting of wireless networks to derive series expansions of the interference process induced by non-Poisson base station configurations [33]. Apart from these results, we are unaware of other work where factorial moment measure expansions have been used in a similar setting to that presented here.

To study the SINR process we define a related signal-to-total-interference-and-noise ratio (STINR) process which is more tractable. It turns out, this latter process is similar to (and, as recently observed in [34], in the case of a noiseless, an instance of) the well-studied Poisson-Dirichlet process. Pitman and Yor [35] surveyed in detail a generalized version of this process and derived various theoretical results. More recently, the factorial moment measures of this generalized version were derived

---

$^3$ It is tempting to suggest that some of these results [23] may form part of other work, based on the Poisson point process and a singular path-loss function, that holds under arbitrary propagation effects, but such a thorough and conclusive analysis is not part of this paper.
by Handa [36], the work of which partly inspired us to derive the joint probability density of the order statistics of the SINR process, which we use to calculate the coverage probability under proposed signal combination and interference cancellation models.

II. HETEROGENEOUS NETWORK MODEL AND QUANTITIES OF INTEREST

We first present a cellular network model under which we define three related point processes on the positive half-line.

A. Network and propagation model

We consider the “typical user” approach where one assumes a typical user is located at the origin and examines what he perceives in the network. On $\mathbb{R}^2$, we model the base stations with a homogeneous or stationary Poisson point process $\Phi = \{X\}$ with density $\lambda$. Define the path-loss function as

$$\ell(|x|) = (K|x|)^{\beta},$$

with path-loss constant $K > 0$ and path-loss exponent $\beta > 2$. Given $\Phi$, let $\{(S_X, P_X)\}_{X \in \Phi}$ be a collection of independent (across $X$) and identically and arbitrarily distributed positive random vectors that form independent marks of $X$. Let $S_X$ represent the random propagation effects from the origin to $X$. For a signal emanating from a base station at $X$, let the $P_X$ represent the power of that signal. Let $(S, P)$ be equal in distribution to $\{(S_X, P_X)\}$ and note that $S$ and $P$ are not necessarily independent. We will refer to the above network (model) as a heterogeneous network (model).

B. Propagation (loss) process

We define the propagation (loss) process, considered as a point process on the positive half-line $\mathbb{R}^+$, as

$$\Theta = \{Y\} := \left\{ \frac{\ell(|X|)}{P_X S_X} : X \in \Phi \right\},$$

which is a Poisson process; for proof, see [2, 11] where $P$ is not random.

**Lemma 1** (Propagation invariance). Assume that

$$\mathbb{E}[(PS)^{\frac{\beta}{2}}] < \infty.$$  \hspace{1cm} (3)

Then the propagation process $\{Y\}$ is an inhomogeneous Poisson point process with intensity measure $\Lambda([0,t)) = at^{\frac{\beta}{2}}$, where the propagation constant is

$$a := \frac{\lambda \mathbb{E}[(PS)^{\frac{\beta}{2}}]}{K^2}. \hspace{1cm} (4)$$

**Remark 2.** In terms of propagation processes, this simple yet useful result allows one to represent propagation effects by setting the product $PS = 1$, for example, and replacing $\lambda$ with $\lambda' = \lambda \mathbb{E}[(PS)^{2/\beta}]$; for more details see [7].

C. SINR process

We define the **SINR process** on the positive half-line $\mathbb{R}^+$ for a typical user as

$$\Psi = \{Z\} := \{\text{SINR}(X) : X \in \Phi\}, \hspace{1cm} (5)$$

where

$$\text{SINR}(X) := \frac{Y^{-1}}{W + \gamma(I - Y^{-1})}, \hspace{1cm} (6)$$

the constant $W \geq 0$ is the additive noise power, and

$$I = \sum_{Y \in \Theta} Y^{-1}, \hspace{1cm} (7)$$

is the power received from the entire network (so that $I - Y^{-1}$ is the interference), and the constant $\gamma \in [0,1]$ is parameter that represents the “strength” of interference cancellation techniques. If we set $\gamma = 0$, then the signal-to-noise ratio (SNR) process, $\text{SNR}(X) = Y^{-1}/W$, is the inverse of the propagation (loss) process rescaled.

**Remark 3.** We consider the model that incorporates both the noise power $W$ and the “interference factor” $\gamma$. Note, however, that the SINR process with general $W > 0, \gamma > 0$ is equivalent to the SINR process rescaled by $\gamma^{-1}$ and evaluated for the noise power equal to $W^{-1}$ with the interference factor set to 1. Thus $\gamma = 1$ can be considered without loss of mathematical generality. We keep however this parameter to facilitate comparisons to some previous works.

---

$^2$ $S$ may be written as a product of two random variables representing the fading and shadowing.

$^3$ The typical user approach coupled with the singular path-loss function (1) allows one to extend the model to $d$-dimensional space and also replace the constant density of base stations by an isotropic power-law function $\tau^d$ with $-d < \alpha < \beta - d$. This generalization can be done by simply replacing $2/\beta$ by $\alpha/\beta + d/\beta$ in the whole statement of Lemma 1 and $\pi/K^2$ by $\nu_{d}/((1 + \alpha/d)K^d)$ in (4), where $\nu_{d} = \pi d/2 \Gamma(1 + d/2)$ is the volume of the unit-radius $d$-dimensional ball; cf e.g. [26, Lemma 1].
D. STINR process

To study Ψ, it will be helpful to define the STINR process on \((0,1/\gamma]\) as
\[
\Psi' = \{Z'\} := \{\text{STINR}(X) : X \in \Phi\}.
\]
where
\[
\text{STINR}(X) := \frac{Y^{-1}}{W + \gamma T}.
\]
Note that the STINR is actually the \textit{signal-to-total-received-power-and-noise ratio}.\(^6\) Naturally, working with \(\Psi'\) simplifies the algebra due to the common denominator in its definition and its bounded domain \((0, 1/\gamma]\). Information on \(\Psi'\) gives information on \(\Psi\) by the relation
\[
Z = \frac{Z'}{1 - \gamma Z'},
\]
or equivalently
\[
Z' = \frac{Z}{1 + \gamma Z}.
\]
The STINR process reveals also some relations with some other, well studied mathematical and physical models as remarked in what follows.

\textbf{Remark 4.} Note that \(\{Y^{-1}\}\) is an inhomogeneous Poisson process with intensity measure \((2\alpha/\beta)t^{-1-2/\beta}dt\). By the construction (8) the STIR process \((W = 0)\) with \(\gamma = 1\) is equal to, what is called in physics, a Poisson-Dirichlet process [38] with parameter \(\theta = 2/\beta\).\(^7\) Much is known about the Poisson-Dirichlet process, including its factorial moment measures, but we cannot use these results in a straightforward manner in the case of STINR process (noisy model). However, some of our results (in Section V-A) are partly inspired by a recent approach to the Poisson-Dirichlet process presented in [36]. See [34] for more details on the relations between the two models and a few results, which can be directly derived using these relations.

III. Factorial moment measures of the SINR process

We will derive the factorial moment measures of the STINR process \(\{Z'\}\) defined for \(n \geq 1\) as
\[
M^{(n)}(t'_1, \ldots, t'_n) := M^{(n)}( (t'_1, 1/\gamma] \times \cdots \times (t'_n, 1/\gamma]) = E\left( \prod_{j=1}^n \mathbb{1}(Z'_j > t'_j) \right),
\]
where \(\mathbb{1}\) denotes the indicator function. The factorial measures of \(\{Z'\}\), which in turn give those of \(\{Z\}\), not only completely characterize these processes, but allows one to express in a natural manner the probabilities of various events related to SINR coverage, as we shall see in this paper.

Before deriving \(M^{(n)}\), we introduce two useful integrals, the first of which arose in the \(k\)-coverage problem [18] while the second is a generalization of another integral in the same work. For \(x \geq 0\) define
\[
\mathcal{I}_{n,\beta}(x) = \frac{\int_0^\infty u^{2n-1}e^{-\frac{u^2}{2}}x^{2n-1/2\beta}du}{\beta^{n-1}(C'(\beta))^n(n-1)!},
\]
where
\[
C'(\beta) = \frac{2\pi}{\beta \sin(2\pi/\beta)} = \Gamma(1 - 2/\beta)\Gamma(1 + 2/\beta).
\]
Note that
\[
\mathcal{I}_{n,\beta}(0) = \frac{2^{n-1}}{\beta^{n-1}(C'(\beta))^n}.
\]
For all \(x_i \geq 0\) define
\[
\mathcal{J}_{n,\beta}(x_1, \ldots, x_n) = \frac{1 + \sum_{j=1}^n x_j}{n} \int_{[0,1]^{n-1}} \prod_{i=1}^{n-1} v_i^{(2/\beta + 1) - 1}(1 - v_i)^{2/\beta} \prod_{i=1}^{n} (x_i + \eta_i) \, dv_1 \cdots dv_{n-1},
\]
\(^6\)Total interference means the total power received from all transmitters, including the useful signal; cf [37, Notes, page 204].
\(^7\)It appears as the thermodynamic (large system) limit in the low temperature regime of Derrida’s random energy model and a key component of the so-called Ruelle probability cascades, which are used to represent the thermodynamic limit of the Sherrington-Kirkpatrick model for spin glasses. It should not be confused with the (perhaps) better known Poisson-Dirichlet process of Kingman [39] for which \(\{Y^{-1}\}\) should be Poisson process with intensity \(\alpha t^{-1}e^{-t}dt\) with some constant \(\alpha > 0\). In fact both processes are special cases of two-parameter Poisson-Dirichlet process extensively studied in [35].
where
\[
\begin{align*}
\eta_1 &= v_1 v_2 \cdots v_{n-1} \\
\eta_2 &= (1 - v_1) v_2 \cdots v_{n-1} \\
\eta_3 &= (1 - v_2) v_3 \cdots v_{n-1} \\
&\vdots \\
\eta_n &= 1 - v_{n-1}.
\end{align*}
\] (17)

**Remark 5.** It is not straightforward to observe (but follows from Theorem 7) that \( J_{n,\beta}(x_1, \ldots, x_n) \) is invariant under any variable permutation. It has been defined to be analogous to the single-variable version \( J_{n,\beta}(x) \) found in [18], with \( J_{n,\beta}(x, \ldots, x) = J_{n,\beta}(x) \). For more remarks on \( J_{n,\beta}(x_1, \ldots, x_n) \), including its representation as a functional of \( n - 1 \) independent beta random variables see Appendix A.

We now observe that the factorial moment measure is zero outside a simplex defined by \( t_i \) values.

**Lemma 6.** For \( t_i \in (0, 1/\gamma] \), the factorial moment measure of the STINR process (8) satisfies
\[
M^{(n)}(t_1', \ldots, t_n') = 0,
\] (18)
when
\[
\gamma \sum_{i=1}^{n} t_i' \geq 1.
\] (19)

**Proof.** This is a direct consequence of a well-known result [40, Proposition 6.2], which states that if the intersection of SINR cells [40, Definition 5.1] is not empty, then \( \sum_{i=1}^{n} t_i' \leq 1/\gamma \).

We define
\[
\hat{t}_i = \hat{t}_i(t_1', \ldots, t_n') := \frac{\gamma t_i'}{1 - \gamma \sum_{j=1}^{n} t_j' - 1/\gamma}
\] (20)
and present the main result, which characterizes the STINR process (8).

**Theorem 7** (Factorial moment measure of \( \Psi' \)). Assume that moment condition (3) holds. Then for \( t_i' \in (0, 1/\gamma] \), the factorial moment measure of order \( n \geq 1 \) of the STINR process (8) satisfies
\[
M^{(n)}(t_1', \ldots, t_n') = n! \left( \prod_{i=1}^{n} t_i'^{2/\beta} \right) J_{n,\beta}(W/\gamma) a^{-\beta/2}) J_{n,\beta}(\hat{t}_1, \ldots, \hat{t}_n),
\] (21)
when
\[
\gamma \sum_{i=1}^{n} t_i' < 1,
\] (22)
and
\[
M^{(n)}(t_1', \ldots, t_n') = 0,
\] (23)
otherwise.

**Proof.** Expression (23) is due to Lemma 6. For expression (21), the proof is included in Appendix B. It follows in a similar fashion to that of the main theorem in [18].

We immediately obtain the moment measure of the SINR process, which is defined by
\[
M^{(n)}(t_1, \ldots, t_n) := M^{(n)}((t_1, \infty] \times \cdots \times (t_n, \infty]) = E \left( \sum_{(Z_1, \ldots, Z_n) \in (\Phi)^n} \prod_{j=1}^{n} 1(Z_j > t_j) \right).
\] (24)

**Corollary 8** (Factorial moment measure of \( \Psi \)). Assume the propagation moment condition (3). Then for \( t_i \in (0, \infty) \), the SINR process (5) has the moment measure
\[
M^{(n)}(t_1, \ldots, t_n) = M^{(n)}(t_1', \ldots, t_n'),
\] (25)
where
\[
t_i' = \frac{t_i}{1 + \gamma t_i}.
\] (26)

**Proof.** The result follows from the relationship between \( \Psi_i \) and \( \Psi_i' \) captured in expressions (10) and (24).
Remark 9. [Noise factorization] Denote by \( F_{W=0,\gamma=1}^{(n)} \) and \( F_{W=0,\gamma=1}^{(n)} \) respectively the factorial moment measures of the STIR and SIR processes with \( W = 0 \) and \( \gamma = 1 \). By (21), Remark 3 and Corollary 8 we have immediately the following factorization of the noise in the factorial moment measures with arbitrary \( W \) and \( \gamma \)

\[
M^{(n)}(t_1, \ldots, t_n') = \tilde{I}_{n,\beta}(W/\gamma)a^{-\beta/2}M_{W=0,\gamma=1}^{(n)}(t_1', \ldots, t_n'),
\]

\[
M^{(n)}(t_1, \ldots, t_n) = \tilde{I}_{n,\beta}(W/\gamma)a^{-\beta/2}M_{W=0,\gamma=1}^{(n)}(t_1, \ldots, t_n),
\]

where

\[
\tilde{I}_{n,\beta}(x) = \frac{I_{n,\beta}(x)}{I_{n,\beta}(0)}.
\]

This ability to factor out the noise effect in the factorial moment measures is convenient and is reminiscent of factoring out the noise term in the distribution of the SIR under Rayleigh fading, an assumption that is not required, however, in our present setting. In particular it allows one to express the densities of the factorial moment measures \( M^{(n)} \) of the STINR process as follows, using the corresponding densities of the Poisson-Dirichlet process from [36, Theorem 2.1]; cf Remark 4. For \( n \geq 0 \) denote

\[
c_{n,\alpha,\theta} = \prod_{i=1}^{n} \frac{\Gamma(\theta + 1 + (i-1)\alpha)}{\Gamma(1-\alpha)\Gamma(\theta + i\alpha)},
\]

in particular \( c_{n,2/\beta,0} = (2/\beta)^{n-1}\Gamma(n)/(\Gamma(2n/\beta)\Gamma(1-2/\beta)^n) \).

Corollary 10. For the STINR process \( \Psi' \) \((W \geq 0)\), the \( n \)th factorial moment density is given by

\[
\mu^{(n)}(t'_1, \ldots, t'_n) := (-1)^n \frac{\partial^n M^{(n)}(t'_1, \ldots, t'_n)}{\partial t'_1 \cdots \partial t'_n} = c_{n,2/\beta,0} \tilde{I}_{n,\beta}(W/\gamma)a^{-\beta/2}\gamma^n \left( \prod_{i=1}^{n} (\gamma t'_i)^{-2/\beta+1} \right) \left( 1 - \sum_{j=1}^{n} (\gamma t'_j) \right)^{2n-\beta-1}
\]

for \((t'_1, \ldots, t'_n)\) satisfying (22) and 0 otherwise.

We are unaware of anybody showing the equivalence of Propositions 7 and Corollary 10, either by differentiating the measure (21) or integrating the density (30).

IV. COVERAGE PROBABILITIES IN HETEROGENEOUS NETWORKS WITH VARYING SINR THRESHOLDS

In this section we will present a result in which the factorial moments of the SINR process naturally arise, thus illustrating an intuitive and convincing reason for their introduction before applying them in a more general setting. We will see that the \( k \)-coverage probability framework introduced in [18] holds for very general settings. In this regard, we will define marked versions of the previously introduced point processes with the inclusion of SINR threshold values. Informally, we will refer to a network (model) in which each value of \( S \), \( P \) and the SINR threshold is random and depends on each base station as a heterogeneous network (model) with varying SINR thresholds.

A. Heterogeneous network model with varying SINR thresholds

Given \( \Phi = \{ X \} \), let \( \{ T_X \}_{X \in \Phi} \) be a collection of positive random variables that each represent the SINR threshold of a base station. For each \( X \in \Phi \), the positive random vector \((S_X, P_X, T_X)\) forms its independent mark. Our network model is now described by the independently marked point process

\[
\Phi := \{(X, (S_X, P_X, T_X))\}.
\]

Note that the coordinates of \((S_X, P_X, T_X)\) are not necessarily independent to each other. The marked process \( \Phi \) induces the independently marked propagation process

\[
\Theta := \{(Y, T)\} = \left\{ \left( \frac{\ell(X)}{P_X S_X}, T_X \right) \right\}.
\]

Effectively, what the typical user ‘experiences’ in a heterogeneous network is captured by the independently marked point process \( \Theta \). This process admits a propagation invariance result [7], analogous to Lemma 1, which was originally given with random \( \beta \), but is now presented with constant \( \beta \) (see Appendix E for proof).

Lemma 11 (Marked propagation invariance). Assume that

\[
\mathbb{E}[(PS)^{2/\beta}] < \infty.
\]
Then the propagation process $\tilde{\Theta}$ is an independently marked inhomogeneous Poisson point process on $\mathbb{R}_+$ with intensity measure

$$
\Lambda(s, t) := \mathbb{E} \left[ \sum_{(Y, T) \in \tilde{\Theta}} \mathbb{1}(Y \leq s, T \leq t) \right] = \frac{\lambda \pi s^{2/\beta} K^2}{K^2} \mathbb{E} \left[ (PS)^{2/\beta} \mathbb{1}(T \leq t) \right].
$$

(33)

If two network models induce the same marked propagation processes $\tilde{\Theta}$, then we say they are stochastically equivalent. Furthermore, two equivalent networks also induce the same independently marked SINR process

$$
\tilde{\Psi} := \{(Z, T)\},
$$

(34)

where $Z = \text{SINR}(X)$ as given by expression (6).

Lemma 11 allows one to construct an equivalent network with some of the previously random marks set to constants. There is a subtlety in this ability to ‘push’ randomness away from certain marks onto others that serves as a useful technique in proofs, which we leverage in the next result.

**Corollary 12.** For the network $\tilde{\Phi}$, there is a stochastically equivalent network

$$
\tilde{\Phi}^* = \{(X^*, (S_{X^*} = 1, P_{X^*} = 1, T_{X^*})\},
$$

(35)

with density

$$
\lambda^* := \lambda \mathbb{E}[(PS)^{2/\beta}] = aK^2/\pi,
$$

(36)

where given $\{(X^*)\}$, the marks $T_{X^*}$ are independent (across $X^*$), and with a distribution given by

$$
F_{T^*} := \mathbb{P}(T^* \leq t) = \frac{\mathbb{E}[(PS)^{2/\beta} \mathbb{1}(T \leq t)]}{\mathbb{E}[(PS)^{2/\beta}]}.
$$

(37)

Consequently, $\tilde{\Phi}^*$ induces the marked SINR process

$$
\tilde{\Psi}^* := \{(Z^*, T^*)\},
$$

(38)

which is equal in distribution to $\tilde{\Psi}$, hence the factorial moment measures of $\{Z^*\}$ are equal to those of $\{Z\}$, namely $M^{(n)}$ with propagation constant $a = \pi \lambda^*/K^2$. The same is true for the STINR process induced by $\tilde{\Phi}^*$.

**Proof.** Set the marks to $S = 1$ and $P = 1$, substitute $F_{T^*}$, and verify that the resulting propagations process forms a marked Poisson process with intensity measure $\Lambda(s, t)$ given by (33).

\[\square\]

**B. Coverage number and symmetric sums**

We now introduce some quantities of interest that first appeared in the single-tier case [18], but hold under the more general setting of heterogeneous networks. We consider the **coverage number** of the typical user, which is defined as the number of base stations to which the typical user can connect, namely

$$
\mathcal{N} := \sum_{(Z, T) \in \tilde{\Psi}} \mathbb{1}[Z > T].
$$

(39)

The probability of the typical user being covered by at least $k$ base stations, or the $k$-coverage probability, is

$$
\mathcal{P}^{(k)} := \mathbb{P}\{ \mathcal{N} \geq k \}.
$$

(40)

In particular, the coverage probability of the typical user is $\mathcal{P} := \mathcal{P}^{(1)}$. In the spirit of the previous $k$-coverage result [18], we introduce the notion of symmetric sums. For $n \geq 1$, define the $n$th symmetric sum

$$
S_n := \mathbb{E} \left[ \sum_{\substack{(Z, T) \in \tilde{\Psi} \ni Z > T, \ i = 1, \ldots, n}} \mathbb{1}(Z_i > T_i, i = 1, \ldots, n) \right].
$$

(41)

We set $S_0 := 1$. $S_n$ represents the expected number of ways of choosing $n$ different base stations $X_1, \ldots, X_m$ each received by the user at the origin with the SINR larger than a specific value $T_{X_i}$. We can call it the expected $n$-coverage number.

The following $S_n$-based identities are akin to the famous inclusion-exclusion principle (for example, see [41, IV.5 and IV.3] for (42) and (43), respectively) and stem from the Schuette-Nesbitt formula (which we recall for completeness in Appendix F, see also [42]).
Lemma 13. We have for \( k \geq 1 \)
\[
\mathcal{P}^{(k)} = \sum_{n=k}^{\infty} (-1)^{n-k} \binom{n-1}{k-1} S_n, \tag{42}
\]
\[ P\{N = k\} = \sum_{n=k}^{\infty} (-1)^{n-k} \binom{n}{k} S_n, \tag{43} \]
\[ E[z^N] = \sum_{n=0}^{\infty} (z-1)^n S_n, \quad z \in [0, 1], \tag{44} \]
\[ E[N] = S_1. \tag{45} \]

We will see, via Lemma 15, that the above (apparently infinite) summations reduce to finite sums (owing to \( S_n = 0 \) for large enough \( n \)) under very reasonable model conditions.

Proposition 14. For the network \( \hat{\Phi} \), under the assumptions of Theorem 7, the \( n \)th symmetric sum is
\[ S_n = \frac{1}{n!} \int_{[\mathbb{R}_+]^n} \left( \prod_{i=1}^{n} F_{T^*}(t_i) \right) M^{(n)}(dt_1, \ldots, dt_n), \tag{46} \]
which is equivalent to
\[ S_n = \frac{1}{n!} \int_{[\mathbb{R}_+]^n} M^{(n)}(t_1, \ldots, t_n) \prod_{i=1}^{n} F_{T^*}(dt_i), \tag{47} \]
where \( M^{(n)} \) and \( F_{T^*} \) are given by (25) and (37) respectively.

Proof. Corollary 12 implies
\[ S_n := E\left[ \sum_{(Z^*_1, T^*_1) \in \Psi^*} \mathds{1}(Z^*_i > T^*_i, i = 1, \ldots, n) \right]. \]
Denote by \( \Psi^* = \{Z^*_i\} \) the process of points of \( \hat{\Psi}^* \). With this notation, using the fact that \( \hat{\Psi}^* \) is independently marked, we have
\[ S_n = E\left[ \sum_{(Z^*_1, T^*_1) \in \Psi^*} P( Z^*_i > T^*_i, i = 1, \ldots, n | \Psi^*) \right] = E\left[ \sum_{(Z^*_1, T^*_1) \in \Psi^*} \prod_{i=1}^{n} F_{T^*}(Z^*_i) \right] = \frac{1}{n!} \int_{[\mathbb{R}_+]^n} \left( \prod_{i=1}^{n} F_{T^*}(z_i) \right) M^{(n)}(dz_1, \ldots, dz_n), \]
where the last line follows from Campbell’s theorem for marked point processes and the definition of factorial moment measures [31, Chapter 4]. For equation (47), by Lemma 6 and Corollary 8,
\[ \lim_{t_i \to \infty} M^{(n)}(t_1, \ldots, t_n) = 0, \quad i \in [1, n], \tag{48} \]
Note that \( M^{(n)}(t_1, \ldots, t_n) \) is a decreasing function in \( t_i \), and
\[ \lim_{t_i \to 0} F_{T^*}(t_i) = 0. \tag{49} \]
Then apply integration by parts
\[ \int_{[\mathbb{R}_+]^n} M^{(n)}(t_1, \ldots, t_n) \prod_{i=1}^{n} F_{T^*}(dt_i) = \int_{[\mathbb{R}_+]^n} M^{(n)}(dt_1, \ldots, t_n) F_{T^*}(t_1) \prod_{i=2}^{n} F_{T^*}(dt_i), \tag{50} \]
and repeat until proof is completed.

The next result shows that the expressions involving infinite sums of \( S_n \) reduce to finite sums. For real \( x \) denote by \( \lceil x \rceil \) the ceiling of \( x \) (the smallest integer not less than \( x \)).

Lemma 15. Assume there exists \( t_{\min} > 0 \) such that \( P(T \geq t_{\min}) = 1 \). Then \( S_n = 0 \) for \( n \geq 1/(\gamma t_{\min}) + 1 \), which implies that one can replace \( \infty \) by \( \lceil 1/(\gamma t_{\min}) \rceil \) in the sums in expressions given in Lemma 13, namely equations (42)–(44).

Proof. If \( T \geq t_{\min} \) almost surely, then the same holds true for \( T^* \). Consequently by (47) and Lemma 6 \( S_n = 0 \) when \( n \gamma t_{\min} / (1 + \gamma t_{\min}) \geq 1 \). The largest \( n \) for which the opposite, strict inequality holds is \( \lceil 1/(\gamma t_{\min}) \rceil \). \( \square \)
C. Multi-tier network example

We illustrate our $k$-coverage framework by examining an increasingly popular multi-tier cellular network model. Informally, we refer to a heterogeneous network as a multi-tier network if the marks $T$ are set to constants that depend only on the tier to which the base station belongs.

On $\mathbb{R}^2$ we represent $m$ tiers of base stations with $m$ independent homogeneous Poisson point processes $\{\Phi_j\}$ with densities $\{\lambda_j\}$. More precisely, consider the independently marked point process

\[ \tilde{\Phi}_j := \{(X_j, (S_{X_j}, P_{X_j}, \tau_j))\}, \]

(51)

where the SINR threshold mark has been set to a non-random $\tau_j$, and where the distribution of the random vector $(P_{X_j}, S_{X_j})$ is equal to that of $(S_{X_j}, P_{X_j})$, such that the base station power and propagation effects may depend on the tier, and

\[ \mathbb{E}[(P_j S_j)^{2/\beta}] < \infty, \quad j = 1, \ldots, m. \]

(52)

Assume without loss of generality that $\tau_j \neq \tau_k$ for $j \neq k$. Let $K$ and $\beta$ again be the path-loss parameters for the entire network, and denote

\[ \lambda_j^* = \lambda_j \mathbb{E}[(P_j S_j)^{2/\beta}]. \]

(53)

We call the superposition $\Phi := \cup_{j=1}^m \tilde{\Phi}_j$ the $m$-tier network model.

**Corollary 16.** An equivalent (to $\Phi$) single-tier network $\Phi^*$ exists with the path-loss exponent $\beta$, path-loss constant $K = 1$, assumes $P^* \equiv 1$, $S^* \equiv 1$, and a base station density given by

\[ \lambda^* = \sum_{j=1}^m \lambda_j^*, \]

(54)

and marks $T^*$ with distribution

\[ \mathbb{P}(T^* = \tau_j) = \frac{\lambda_j^*}{X^*}, \quad j = 1, \ldots, m. \]

(55)

**Proof.** For each $j$ tier $\tilde{\Phi}_j$, there is an equivalent tier $\tilde{\Phi}_j^*$ with $P_j = 1$, $S_j = 1$, and density $\lambda_j^*$. Using the superposition theorem [39], the result follows from Corollary 12.

\[ \square \]

**Remark 17.** Note that a “randomly” selected base station of $\Phi$ belongs to the $j$th tier with probability $\lambda_j/\lambda$, where $\lambda = \sum_{j=1}^m \lambda_j$, while a “randomly” selected signal from the propagation process $\{Z^*\}$ originates from a base station in the $j$th tier with probability $\lambda_j^*/\lambda^*$.

The following result gives an explicit $S_n$ expression for the multi-tier model with arbitrary propagation effects in the domain of all $\ell_i > 0$, and thus, in conjunction with Lemma 13, allows one to calculate the $k$-coverage probabilities, which generalizes previous results [14, 15, 18].

**Corollary 18.** Assume propagation moment condition (3) for all $m$ tiers of a multi-tier network. Then

\[ S_n = \frac{1}{n!} \left[ \sum_{\tau_{i_1}, \ldots, \tau_{i_n}} M^{(n)}(\tau_{i_1}, \ldots, \tau_{i_n}) \prod_{j=1}^n \frac{\lambda_j^*}{\lambda^*} \right]. \]

(56)

**Proof.** This stems directly from Corollary 16 and expression (47).

\[ \square \]

D. Single-tier network example

For the special case of a single-tier stationary Poisson network model $\Phi = \{X\}$ with density $\lambda$ and a (deterministic) SINR threshold $\tau$ the $k$-coverage probability expressions derived in [18] follow. The second statement (case with $\gamma \tau \geq 1$) is a special case of [14, Theorem 1].

**Corollary 19.** Assume the moment condition $\mathbb{E}[(PS)^{2/\beta}] < \infty$ for a single-tier network. Then

\[ S_n = S_n(\tau) = \tau_n^{2n/\beta} \mathbb{E}_{n, \beta}((W/\gamma) a^{-\beta/2} \mathcal{J}_{n, \beta}(\tau_n)), \]

(57)

for $0 < \gamma \tau < 1/(n - 1)$ and $S_n = 0$ otherwise, where $a$ is given by (4) and $\tau_n$ is given by

\[ \tau_n := \frac{\gamma \tau}{1 - (n - 1)\gamma \tau}. \]
Moreover, the $k$-coverage probability is

$$
\mathcal{P}(k) = \mathcal{P}(k)(\tau) = \sum_{n=k}^{\infty} (-1)^{n-k} \frac{(n-1)!}{(n-k)!} \tau_n^{-2n/\beta} I_{n,\beta}(u_n, \alpha(\tau_n)),
$$

For $\gamma \tau \geq 1$ we have $[1/(\gamma \tau)] = 1$ and

$$
\mathcal{P}(1)(\tau) = \frac{2(\gamma \tau)^{-2/\beta}}{\Gamma(1+2/\beta)} \int_0^\infty u e^{-u^2} \Gamma(1-2/\beta, (W/\gamma)u^{-\delta/2} u^\beta) du.
$$

**Remark 20.** If we set $W = 0$ (to consider an “interference limited network”), then $\{Z\}$ becomes the SIR process, which is clearly scale-invariant due to the definition of the regular and STIR process in terms of the propagation process (also evident by the factorial moment measures being independent of $\lambda$). Under the stationary single-tier Poisson model with $\gamma = 1$, the inverse of the largest SIR value, known as the interference factor $f$, has been studied [2] by deriving its Laplace transform

$$
L_f(\xi) : = \mathbb{E}[e^{-\xi f}] = \frac{1}{\varphi_\beta(\xi)},
$$

where

$$
\varphi_\beta(\xi) : = e^{-\xi} + \xi^{2/\beta}(1 - 2/\beta, \xi),
$$

and $\gamma(z, \xi) = \int_0^z t^{-1/\beta} e^{-t} dt$ is the lower incomplete gamma function. The distribution of $f$ is directly related to $\mathcal{P}$ (in the interference limited network) by $\mathbb{P}(f \leq s) = \mathcal{P}(1/s)$, which gives the Laplace transform relation

$$
\xi \int_0^\infty \mathcal{P}(1/s)e^{-\xi s} ds = L_f(\xi) = \frac{1}{\varphi_\beta(\xi)}.
$$

**V. Finite-dimensional distributions of the SINR process**

In this section we show how the factorial moment measures of the SINR process can be used to derive joint densities of the $k$ strongest values of the SINR process. This allows one to express, for example, coverage probabilities under interference cancellation and/or base station cooperation.

**A. Joint densities of order statistics**

Denote the order statistics of the STINR process $\Psi' = \{Z'\}$ by

$$
Z'_1 > Z'_2 > Z'_3 \ldots,
$$

such that $Z'_1$ is the largest STINR value in $\Psi'$. In complete analogy one can consider order statistics $Z'(1) > Z'(2) > Z'(3) \ldots$ of the SINR process $\Psi = \{Z\}$. However, as we shall see, $\Psi'$ is a more apt tool when studying interference cancellation and base station cooperation.

**Remark 21.** By its definition (40), $\mathcal{P}(k)(\tau)$ evaluated in Corollary 19, as a function of $\tau$, is the tail-distribution of the $k$th order statistics of the SINR process, $\mathcal{P}(k)(\tau) = \mathbb{P}(Z_k > \tau)$. By the fact that the mappings (10) and (11) are monotonic, increasing, $\mathcal{P}(k)(\tau'/(1-\gamma \tau')) = \mathbb{P}(Z'_k > \tau')$. Moreover, given that the functions $x/A$ and $x/(A-x) = A/(A-x) - 1$ are increasing in $x$, $Z(k)$ (or $Z'(k)$) represent the value of the SINR (or STINR) experienced by the typical user with respect to the base station offering the $k$th smallest propagation loss $Y(k)$, where $Y(1) < Y(2) < \ldots$ is the process of order statistics of $\{Y\}$.

We will express now the joint probability density $f'_k(z'_1, \ldots, z'_{k})$ of the vector $(Z'_1, \ldots, Z'_{k})$ of $k$ ($k \geq 1$) largest order statistics of the STINR process.

For $i \geq 1$, write

$$
m^{(k+i)}(z'_1, \ldots, z'_{k}) = \int_{z'_k}^{1/\gamma} \int_{z'_k}^{1/\gamma} \cdots \int_{z'_k}^{1/\gamma} \mu^{(k+i)}(z'_1, \ldots, z'_{k}, \zeta'_1, \ldots, \zeta'_i) d\zeta'_1 \cdots d\zeta'_i,
$$

where $\mu^{(n)}(t'_1, \ldots, t'_n) = (-1)^n \frac{\partial^n M^{(n)}}{\partial t'_1 \cdots \partial t'_n}(t'_1, \ldots, t'_n)$ is the density of the factorial moment measure $M^{(n)}$ of the STINR process given in Corollary 10. It is easy to see that (60) can be evaluated more directly differentiating $k$ times $M^{(n)}$

$$
m^{(k+i)}(t'_1, \ldots, t'_{k}) = (-1)^k \frac{\partial^k M^{(k+i)}}{\partial t'_{k+1} \cdots \partial t'_{k}}(t'_1, \ldots, t'_{k}) (t'_k = z'_k).
$$

For convenience we define also $\mu^{(k+i)}_k$ for $i = 0$ as the density of $M^{(k)}$: $\mu^{(k)}_k : = \mu^{(k)}$. We will call $\mu^{(n)}_k$ ($k \leq n$) “partial densities” of $M^{(n)}$. In Appendix C and D we will show how these partial densities can be explicitly calculated. The equivalent notations apply to the SINR process $\Psi = \{Z\}$, which we skip without loss of completeness.
Proposition 22. Under the assumptions of Theorem 7, the joint probability density of the vector of $k$ strongest values of the STINR process $(Z_{(1)}', \ldots, Z_{(k)}')$ is equal to

$$f_{(k)}'(z_1', \ldots, z_k') = \sum_{i=0}^{i_{\max}} (-1)^i \frac{1}{i!} M_{(k+i)}(z_1', \ldots, z_k'),$$

(62)

for $z_1' > z_2' > \cdots > z_k'$ and $f_{(k)}'(z_1', \ldots, z_k') = 0$ otherwise, where the upper summation limit is bounded by

$$i_{\max} < \frac{1}{\gamma z_k} - k.$$

(63)

Proof. The result is effectively that of Handa [36, Lemma 5.3] who details how it follows from a relationship between finite point processes and their Janossy measures (see [29, Section 5.4]). The original result has the infinite series in (62). However, by Lemma 6 $M_{(k+i)}(t_1', \ldots, t_k', z_1', \ldots, z_k') = 0$ when $t_1' + \cdots + t_k' + iz_k \geq 1/\gamma$ and consequently, by (61), $\mu_{(k+i)}(z_1', \ldots, z_k') = 0$ whenever $z_1' + \cdots + z_{k-1}' + (i+1)z_k' \geq 1/\gamma$. Hence, a necessary condition for $\mu_{(k+i)}(z_1', \ldots, z_k') > 0$ is $z_1' + \cdots + (i+1)z_k' < 1/\gamma$ which, since $z_i' > \cdots > z_{k}'$, implies $(k+i)z_k' < 1/\gamma$. This proves (63). The original result of Handa has also a convergence condition

$$\sum_{n=0}^{\infty} \frac{M_{(n)}(c_1, \ldots, c_n)}{n!} (1 + \varepsilon)^n < \infty$$

for each $c \in (0, 1/\gamma)$ and some $\varepsilon = \varepsilon(c)$, which is trivially satisfied in our case by the previous observation regarding $i_{\max}$.

The bound on $i_{\max}$ given in (63) is only an upper bound of the maximum index of non-zero terms of the expansion of $f_{(k)}'(t_1', \ldots, t_k')$ in terms of the partial densities of the factorial moment measures. For some particular domains of $(t_1', \ldots, t_k')$, a smaller value of $i_{\max}$ can be given; cf the proof of Proposition 25 in the next section.

Using Proposition 22 and Corollary 10 we obtain the following, more explicit form of the joint distribution of the two strongest values of the STINR process.

Corollary 23. Under the assumptions of Theorem 7, we have

$$f_{(k)}'(z_1', \ldots, z_k') = \left(\prod_{j=1}^{k} (\gamma z_j')^{-2/\beta + 1}\right) \sum_{i=0}^{i_{\max}} \frac{(-1)^i}{i!} c_{k+i, 2/\beta, 0} I_{k+i, 0}((W/\gamma)a^{-\beta/2}) \gamma^{k+i}$$

$$\times \int_{z_{k-1}}^{1/\gamma} \cdots \int_{z_{k}}^{1/\gamma} \left(\prod_{j=k+1}^{k+i} (\gamma z_j')^{-2/\beta + 1}\right) \left(1 - \sum_{j=1}^{k} (\gamma z_j') - \sum_{j=k+1}^{k+i} (\gamma z_j')\right)^{2(k+i)/\beta - 1}\frac{1}{D} \left(1 - \sum_{j=1}^{k} (\gamma z_j') - \sum_{j=k+1}^{k+i} (\gamma z_j')<1\right) d\zeta_1' \cdots d\zeta_i'$$

for $z_1' > z_2' > \cdots > z_k'$ and $f_{(k)}'(z_1', \ldots, z_k') = 0$ otherwise.

As a simple example of the application of Proposition 22 or Corollary 23, note that for any $\tau > 0$ and $\tau' = \tau/(1 + \gamma \tau)$

$$\int_{\tau'}^{1/\gamma} \cdots \int_{\tau'}^{1/\gamma} f_{(k)}'(z_1', \ldots, z_k') dz_1' \cdots dz_k' = P_{\tau'}(\tau)$$

(64)

is equal to the $k$-coverage probability evaluated in Corollary 19. More developed examples of such applications are studied in the subsequent sections.

Remark 24. Another way for calculating the joint density of the order statistics of the STIR process, using its relations to the two-parameter family of Poisson-Dirichlet processes and a generalized version of the Dickman function, is offered by the result [36, Theorem 5.4]; cf [34] for more details.

B. SINR with interference cancellation and signal combination

We will now demonstrate how to use the order statistics of the STINR process to express SINR values accounting for general interference cancellation (or management) and signal combination techniques.

Consider a set of $k \geq 1$ strongest signals received by the typical user $(Y^{(i)})^{-1}$ (recall that $Y^{(1)} < Y^{(2)} < \cdots$ are order statistics of the propagation process $\{Y\}$). Consider a subset $U \subset [k] := \{1, \ldots, k\}$ of this set. We define SINR under Interference Cancellation and Signal Combination (ICSC-SINR)

$$\text{SINR}_{U,k} = \frac{\sum_{i \in U} (Y^{(i)})^{-1}}{W + \gamma I - \gamma \sum_{j=1}^{k} (Y^{(j)})^{-1}},$$

(65)
where signals in $\mathcal{U}$ are combined and interference from all remaining interferers in $[k] \setminus \mathcal{U}$ is canceled. It is easy to see that the ICSC-SINR coverage events can be expressed using the order statistics of the STINR process as follows

$$
\{ \text{SINR}_{\mathcal{U},k} > \tau \} = \left\{ \sum_{i \in \mathcal{U}} (Y^{(i)})^{-1} > \tau W + \gamma \tau I - \gamma \tau \sum_{j=1}^{k} (Y^{(j)})^{-1} \right\} = \left\{ (1 + \gamma \tau) \sum_{i \in \mathcal{U}} Z'_{(i)} + \gamma \tau \sum_{j \in [k] \setminus \mathcal{U}} Z'_{(j)} > \tau \right\} = \left\{ \sum_{i \in \mathcal{U}} Z'_{(i)} + \gamma \tau' \sum_{j \in [k] \setminus \mathcal{U}} Z'_{(j)} > \tau' \right\},
$$

(66)

where, $\tau' = \tau/(1 + \gamma \tau)$.

Note that the ICSC-SINR coverage (66) says that the ratio of the combined signals to noise plus non-canceled interference is larger than the threshold $\tau$. The probabilities

$$
P^{(\mathcal{U},k)}(\tau) := P\{ \text{SINR}_{\mathcal{U},k} > \tau \} = P\left\{ \sum_{i \in \mathcal{U}} Z'_{(i)} + \gamma \tau' \sum_{j \in [k] \setminus \mathcal{U}} Z'_{(j)} > \tau' \right\}
$$

(67)

as function of $\tau$ give the distribution of the ICSC-SINR, thus allowing one to study coverage, spectral efficiency and other characteristics of this channel with ICSC.

The interference cancellation may be imperfect and only reduce the interference power by a factor $\bar{\gamma} < \gamma$; cf [43]. This can be taken into account by replacing $\gamma$ by $\bar{\gamma}$ in (67). Also (66) may yet ignore (practical) conditions under which signal cancellation can be effectively performed. In order to take them into account one can modify (66) as follows

$$
P^{(\mathcal{U},k)}_{\text{IC}}(\tau) := P\left\{ \sum_{i \in \mathcal{U}} Z'_{(i)} + \mathbb{I}(\text{IC}) \gamma \tau' \sum_{j \in [k] \setminus \mathcal{U}} Z'_{(j)} > \tau' \right\},
$$

(68)

where $\mathbb{I}(\text{IC})$ denotes the indicator of a suitable condition for the feasibility of the interference cancellation (IC). Natural conditions for IC can also be expressed in terms of the values $Z'_{(j)}$ $i = 1, \ldots, k$, and thus $P^{(\mathcal{U},k)}_{\text{IC}}$ can be calculated using Proposition 22. Similarly, conditions for the feasibility of the signal combination can be introduced. Here are two examples of natural IC conditions.

1) Successive interference cancellation (SIC): consists in first decoding the strongest interfering signal (among $k$ strongest), subtracting it from the interference, then decoding the second strongest one, and so on. Assume that one can decode a signal if its SINR is larger than some threshold $\epsilon$ (called IC threshold). Denote the indexes of the interfering signals to be decoded and subtracted by $j_1, \ldots, j_{k'}$, where $k' = k - |\mathcal{U}|$, starting from the strongest one. SIC condition can be written then as the superposition of the following conditions.

$$
\begin{align*}
Z'_{j_1} > \epsilon' \\
Z'_{j_2} + \gamma \epsilon' Z'_{j_1} > \epsilon' \\
& \quad \cdots \\
Z'_{j_{k'}} + \gamma \epsilon' \sum_{i=1}^{k'-1} Z'_{j_i} > \epsilon',
\end{align*}
$$

where $\epsilon' = \epsilon/(1 + \gamma \epsilon)$.

2) Independent interference cancellation (IIC): is a weaker condition assuming that all interfering signals to be canceled can be decoded independently: $Z'_{(j)} > \epsilon'$ for all $j \in [k] \setminus \mathcal{U}$.

C. Signal to residual interference ratio of the $k$th strongest signal

Following Zhang and Haenggi [25, 26] let us consider coverage by the $k$th strongest signal with all $k - 1$ stronger signals canceled from the interference, $P^{(\mathcal{U},k)}(\tau)$ with $\mathcal{U} = \{k\}$. The following result follows from Proposition 22. Its second statement (case $\gamma \tau > 1$) with $W = 0$ was proved in [26].

**Proposition 25.** Under the assumptions of Theorem 7 we have

$$
P^{(\{k\},k)}(\tau) = \sum_{i=0}^{i_{\max}} \frac{(-1)^i}{i!} \int_0^{1/\gamma} \cdots \int_0^{1/\gamma} \mathbb{I}\left(\gamma \tau' \sum_{i=1}^{k-1} z'_i + z'_k > \tau'\right) \mathbb{I}(z'_1 > \ldots > z'_{k}) \mu_k^{(k+i)}(z'_1, \ldots, z'_k) dz'_1 \ldots dz'_k,
$$

(69)

where the upper summation limit is bounded by

$$
i_{\max} < 1/(\gamma \tau') - 1 = 1/(\gamma \tau).
$$

(70)
For $\gamma \tau \geq 1$ we have $i_{\text{max}} = 0$ and

$$
P^{(k),k}(\tau) = \frac{I_{k,\beta}(W/\gamma) a^{-\beta/2}}{I_{k,\beta}(0)(\gamma \tau)^{2k/\beta} \Gamma(1 + 2k/\beta)(\Gamma(1 - 2/\beta))^2} \beta^{k-1} (W/\gamma) a^{-\beta/2} \frac{2}{\beta^{k-1}} (\gamma \tau)^{2k/\beta} \Gamma(1 + 2k/\beta) (\Gamma(1 + 2/\beta)) k (\Gamma(1 - 2/\beta))^2 \Gamma.
$$  (71)

Proof. Using Proposition 22, in order to calculate the probability $P^{(k),k}(\tau) = P\{ \gamma \tau' \sum_{i=1}^{k-1} Z'_{(i)} + Z'_{(k)} > \tau' \}$ one needs to integrate the density $f^{(k)}(z)$ over the domain $\gamma \tau' \sum_{i=1}^{k-1} z_i' + z_k' > \tau'$. A necessary condition for the partial density $\mu_k^{(k)}$ present in the expansion (62) to be non-null is $\sum_{i=1}^{k-1} z_i' + (i+1) z_k' < 1/\gamma$ (cf. the proof of Proposition 22). Combining this condition with the integration domain we obtain $(\tau' - z_k')/(\gamma \tau') + (i+1) z_k' < 1/\gamma$, which can be rewritten as $z_k' (1 + i - 1/(\gamma \tau')) < 0$. Since $z_k' \geq 0$ we have $i < 1/(\gamma \tau') - 1$, which proves (70). The fact that $i_{\text{max}}$ does not depend on the integration variables allows one to interchange the summation and integration as in (69).

For $\gamma \tau \geq 1$ we have $i_{\text{max}} = 0$ and the probabilities $P^{(k),k}(\tau)$ can be evaluated as integrals of the $k$th factorial moment measure of the STINR process over $\gamma \tau' \sum_{i=1}^{k-1} z_i' + z_k' > \tau'$. This is another justification of the equation in (b) in the proof of [26, Theorem 1] and the remaining part of the proof follows the lines presented there, with the contribution of the non-zero noise resulting from the form of the factorial moment measure $M^{(k)}$.

The related result [26, Proposition 2] brings also some approximations for $P_{\text{SIC}}^{(k),k}(\tau)$, that is the probability of the above signal-to-residual-interference coverage of the $k$th strongest signal with SIC condition (with IC threshold $\epsilon = \tau$). Exact value of this probability can be obtained restricting the integration domain in (69) as explained in Section V-B1.

In the next section we will consider a somewhat opposite problem, namely, how the coverage by the strongest signal can be improved by removing $k-1$ successive strongest signals from the interference or by combining them with the strongest signal.

D. Improving the strongest signal by interference cancellation and cooperation

In this section we consider the following two scenarios:

- When the receiver, being served by the strongest base station, is able to suppress the interference created by the subsequent $k-1$ strongest stations.

- When the subsequent $k-1$ strongest stations can combine their signals with the strongest one.

More specifically, for any $\epsilon, \tau$, with $0 < \epsilon < \tau$, and $\epsilon' = \epsilon/(1 + \gamma \epsilon)$, $\tau' = \tau/(1 + \gamma \tau)$, we define the following coverage probabilities

$$
P_{\text{IC}}^{(k)}(\tau, \epsilon) := P \left\{ \text{SINR}_{(1),k} > \tau \quad \text{when} \quad Z_{(k)} > \epsilon \right\} = P \left\{ Z'_{(1)} + \gamma \tau' \left( Z'_{(2)} + \ldots + Z'_{(k)} \right) > \epsilon' \right\} \quad \text{and}
$$

$$
P_{\text{SC}}^{(k)}(\tau, \epsilon) := P \left\{ \text{SINR}_{(k),k} > \tau \quad \text{when} \quad Z_{(k)} > \epsilon \right\} = P \left\{ Z'_{(1)} + \left( Z'_{(2)} + \ldots + Z'_{(k)} \right) > \epsilon' \right\}.
$$

Note that $P_{\text{IC}}^{(k)}(\tau, \epsilon)$ is the probability of the coverage by the strongest signal with the cancellation of the interference coming from subsequent $k-1$ strongest signals, whenever these signals individually can be decoded at the SINR level $\epsilon$ and no interference cancellation otherwise. Similarly $P_{\text{SC}}^{(k)}(\tau, \epsilon)$ is the probability of the coverage by the strongest signal combined with $k-1$ subsequent strongest signals, whenever these signals individually can be decoded at the SINR level $\epsilon$ and no signal combination otherwise. Remember that the coverage probability evaluated in Corollary 19 corresponds to $P(\tau) = P^{(k)}(\tau') = P\{Z'_{(1)} > \tau'\}$. It is immediately seen that

$$
P_{\text{SC}}^{(k)}(\tau, \epsilon) \geq P_{\text{IC}}^{(k)}(\tau, \epsilon) \geq P^{(k)}(\tau)
$$

for all $0 < \epsilon \leq \tau$. In order to study the difference between the coverage probabilities, denote

$$
\Delta_{\text{IC}}^{(k)}(\tau, \epsilon) := P \left\{ Z'_{(1)} + \gamma \tau' \left( Z'_{(2)} + \ldots + Z'_{(k)} \right) > \tau' \quad \text{and} \quad \epsilon' < Z'_{(i)} < \tau', i = 1 \ldots k \right\}
$$

$$
\Delta_{\text{SC}}^{(k)}(\tau, \epsilon) := P \left\{ Z'_{(1)} + \ldots + Z'_{(k)} > \tau' \quad \text{and} \quad \epsilon' < Z'_{(i)} < \tau', i = 1 \ldots k \right\}.
$$

\(^8\text{Cf e.g. [44, 45] for methods allowing one to remove from the strong desired signal a weaker interfering one.}\)
and note that
\[ P^{(k)}_{IC}(\tau, \epsilon) = P(\tau) + \Delta^{(k)}_{IC}(\tau, \epsilon) \]
\[ P^{(k)}_{SC}(\tau, \epsilon) = P(\tau) + \Delta^{(k)}_{SC}(\tau, \epsilon). \]

We have the following result regarding the increase of the coverage probability of the strongest signal induced by the interference cancellation or signal combination with the subsequent \( k - 1 \) strongest stations.

**Proposition 26.** Under the assumptions of Theorem 7,
\[ \Delta^{(k)}_{IC}(\tau, \epsilon) = \sum_{i=0}^{i_{\text{max}}} \frac{(-1)^i}{i!} \int_{\epsilon_i}^{\tau_i} \cdots \int_{\epsilon_1}^{\tau_1} 1 \left( z_1 + \gamma \tau (z_2 + \ldots + z_k) > \tau \right) 1 \left( z_1^i > \ldots > z_k^i \right) \mu_{k_i}^{(k+i)}(z_1^i, \ldots, z_k^i) dz_k^i \ldots dz_1^i \] (74)

and
\[ \Delta^{(k)}_{SC}(\tau, \epsilon) = \sum_{i=0}^{i_{\text{max}}} \frac{(-1)^i}{i!} \int_{\epsilon_i'}^{\tau_i'} \cdots \int_{\epsilon_1'}^{\tau_1'} 1 \left( z_1^i' + \ldots + z_k^i' > \tau \right) 1 \left( z_1^i' > \ldots > z_k^i' \right) \mu_{k_i'}^{(k+i)}(z_1^i', \ldots, z_k^i') dz_k^i' \ldots dz_1^i' \] (75)

where the upper summation limit is bounded by
\[ i_{\text{max}} < \frac{1}{\gamma \epsilon} - k. \] (76)

**Proof.** The result follows from Proposition 22. The fact that the integration domain is bounded away from 0 by \( \epsilon' \) and (63) implies this particular bound on \( i_{\text{max}} \). Since it does not depend on the integration variables allows one to interchange the summation and integration as in (74) and (75).

Note that the parameter \( \epsilon \) mathematically allows the expansions of \( \Delta^{(k)}_{IC} \) and \( \Delta^{(k)}_{SC} \) to be finite ones for \( i_{\text{max}} < \infty \). We will further numerically study this problem in Section VI-C.

**VI. Numerical results**

**A. Setting**

1) **Model assumptions:** We illustrate our mathematical framework and methods by calculating results for several cellular network models. For all results, we have set \( \gamma = 1 \), \( PS = 1 \) and \( K = 1 \) and assumed an interference limited network \( (W = 0) \) hence the results are scale-invariant (do not depend on \( \lambda \)). Exceptions are results for multi-tier networks, where we will be more specific about \( P \) and \( \lambda \).

To illustrate the impact of the strength of the path-loss we consider two path-loss exponent values \( \beta = 3 \) and 5. The network simulations (validating our analytic results) were done in a circular region of radius 10 length units, which was empirically found to be sufficiently large to render so-called edge effects negligible, with number of network simulations being around 10^5.

The SINR thresholds \( \tau, \epsilon \) are expressed in dB; i.e. \( \tau (\text{dB}) = 10 \log_{10}(\tau) \text{dB} \).

2) **Numerical integration:** We employ MATLAB implementation [46] of the quasi-Monte Carlo integration method (based on Sobol points) for integrating the multi-dimensional integrals, which is supported by the theory that says this type of numerical integration generally performs better than regular Monte Carlo integration [47, 48]. From our empirical findings, the evaluation of the \( J_{n,\beta} \) integral is achieved quickly on a standard machine in a matter of seconds (the number of sample points mostly ranges from 10^3 to 10^4 points). The nature of the integral such as (74) and (75) allows the integration with respect to the \( z_i' \) (from \( J_{n,\beta} \)) to be done in the same computation step, which takes slightly longer to evaluate than \( J_{n,\beta} \). Although, Sobol points perform well in general, it should be noted that the type of quasi-random points can be better chosen if a more thorough analysis of the \( J_{n,\beta} \) integral kernel is performed, but this beyond the scope of this study.

**B. Coverage probability**

1) **Single-tier network:** Figures 1 and 2 present the \( k \)-coverage probability \( P^{(k)}(\tau) \) for \( k = 1, 2, 3 \) with \( \beta = 3 \) and 5, respectively. Recall that \( P^{(k)}(\tau) \) is the tail distribution function of the SINR related to the \( k \)th strongest signal.

\(^9\)Since including a noise term often makes little difference except for very low network density values.
2) **Two-tier network:** We consider two-tier network (cf Section IV-C) with $\lambda_1 = \lambda_2 / 2$, $P_1 = 100P_2$ and $\beta = 3$. Considering two values for $\tau_2$, namely $\tau_2 = 1(\text{dB})$ and $\tau_2 = -2(\text{dB})$, on Figures 3, 4, 5 we plot 1- and 2-coverage probability $P^{(k)}$, $k = 1, 2$ as functions of $\tau_1$. The parameters of the two-tier network are based on previous results [14, Fig.7]. For 1-coverage probability, the results agree with those in [14], thus validating the generalized symmetric sum method in the multi-tier setting.

For comparison purposes, on Figures 3, 4, 5 we consider also a single-tier network model with intensity $\lambda^*$ given by (54) i.e., $\lambda^* = \lambda_1 P_1^{2/\beta} + \lambda_2 P_2^{2/\beta}$ (which gives equivalent propagation and SINR processes) for which we calculate the similar
$\Delta(\tau, \epsilon)$

$\Delta_{IC}(\tau, \epsilon)$ or signal combination $\Delta_{SC}(\tau, \epsilon)$ with the second strongest station assuming $\epsilon' = 0.1$ (or $\epsilon = -9.5424\text{dB}$).

$k$-coverage probabilities with constant SINR thresholds $\tau = E[T^*] = (\tau_1 \lambda_1 P_1^{2/\beta} + \tau_2 \lambda_2 P_2^{2/\beta})/\lambda^*$, equal to the mean of the random SINR threshold mark in the truly equivalent model. Note that for the considered parameter values, this model offers quite reasonable approximation of the original two-tier one, in particular for $\tau > 1$ (although visually the corresponding plots almost coincide, it remains an approximation). It would be interesting to see under which conditions the above observation can be generalized, i.e., when one can approximate a multi-tier model with the single-tier model generating the equivalent propagation process and having averaged $\tau$ values.

### C. Coverage with interference cancellation and cooperation

On Figures 6, 7, 8 and 9 we study the increase of the coverage probability of the strongest signal induced by the interference cancellation $\Delta_{IC}(\tau, \epsilon)$ or signal combination $\Delta_{SC}(\tau, \epsilon)$ with the second strongest station. We consider two values of the path-loss exponent $\beta = 3$ and $\beta = 5$ and the decoding threshold (for cancellation and combination) $\epsilon = -9.5424\text{dB}$ and $-12.7875\text{dB}$.

The plots of the probabilities reveal that the increase of coverage probability is largest around the threshold $\tau = 1$ (0dB). Also, as the path-loss exponent $\beta$ increases the difference between the gain under IC and SC decreases (cf. Figure 6 to 9). This is explained by realizing that the second largest interfering signal, which is removed under IC, weakens as $\beta$ increases.

Recall that the decoding threshold $\epsilon$ mathematically allows the expansion of $\Delta_{IC}(\epsilon)$ and $\Delta_{SC}(\epsilon)$ in (74) and (75) to be finite ones, hence they are complete expressions when some $i_{max} < \infty$ terms are included. Although as $\epsilon$ decreases more terms are needed, not all the integral terms are necessary to gain a good approximation (Figure 10 and 11). Numerical evidence confirms the mathematical intuition that as $\epsilon$ decreases the integral kernel approaches the singularity at $t_i = 0$ (for some integer $i \in [n]$), hence the peak of the resulting integral increases.

Results for $\epsilon' = 0.05$ (i.e., $\epsilon = -12.7875\text{dB}$), were obtained with relative ease and speed, but for smaller $\epsilon'$, it becomes computationally impracticable.
Broadly speaking, the more integration points are needed for larger $\beta$ and smaller $\epsilon$. The effect of $\beta$ probably stems from the Sobol points not sampling the integral kernel adequately, which could be improved by way of a suitable importance sampling. That said, for $\beta = 5$ and $\epsilon' = 0.05$ the $\Delta$ probability plots (Figure 9) were still obtained fast (in seconds) except for small $\tau$ which required slightly more time.

VII. Future directions and conclusions

We propose some model and technique extensions, discuss their feasibility and conclude the work.

A. General functions of the SINR process via the factorial-moment expansion

We used the factorial moment measures of the SINR process $\Psi$ to derive expressions for $k$-coverage probabilities via the famous inclusion-exclusion principle. More general characteristics of the coverage number can be obtained directly using Schuette-Nesbitt formula (which we recall for completeness in Appendix F, see also [42]). Using a result by Handa [36, Lemma 5.3], we also demonstrated how to calculate the joint densities of the order statistics of the SINR process using its factorial moment measures. It turns out that all these results can be seen as instances of some more general expression allowing one to calculate (at least theoretically) the expectations of general functions $\phi$ of simple point processes by means of a (finite or infinite) Taylor-like expansion. The terms of this expansion are integrals of some kernels (entirely characterized by $\phi$) which we write the expectation of a general function $\phi$ for the STINR point process $\Psi'$ as

$$E[\phi(\Psi')] = \phi(0) + \sum_{n=1}^{\infty} \int_0^{1/\gamma} \ldots \int_0^{1/\gamma} \phi(t_{i_1}', \ldots, t_{i_n}') \mu^{(n)}(t_1', \ldots, t_n') dt_{i_n}' \ldots dt_{i_1}', \tag{77}$$

where $\mu^{(n)}(t_1', \ldots, t_n')$ is the density of the $n$th factorial moment measure of the STINR process given in Corollary 10, $\phi(0)$ denotes the value of the function $\phi$ evaluated on the empty configuration of points (no points) and

$$\phi(t_1') = \phi(\{t_1'\}) - \phi(0)$$

$$\phi(t_1', t_2') = \frac{1}{2} (\phi(\{t_1', t_2'\}) - \phi(\{t_1'\}) - \phi(\{t_2'\}) + \phi(0))$$

$$\ldots$$

$$\phi(t_1', \ldots, t_n') = \frac{1}{n!} \sum_{k=0}^{n} (-1)^{n-k} \sum_{t_{i_1}', \ldots, t_{i_k}'} \phi(\{t_{i_1}', \ldots, t_{i_k}'\}).$$

For example, setting

$$\phi(\{t_1', \ldots\}) = 1_{\text{max } t_i' > \tau'}$$

and applying (77) one obtains (42) with $k = 1$ in the case of constant STINR threshold $\tau'$. More generally, using (77) with

$$\phi(\{t_1', \ldots\}) = \prod_k \left( h(t_k') 1(t_k' > \tau') + 1(t_k' \leq \tau') \right)$$
one obtains the following expansion of the probability generating function (cf [29, Eq. 5.5.4]) of the SINR process
\[ E\left[ \prod_{Z' \in \Psi'} \left( h(Z') \mathbb{I}(Z' > \tau') + \mathbb{I}(Z' \leq \tau') \right) \right] = 1 + \sum_{n=1}^{n_{\text{max}}} \frac{1}{n!} \int_{\tau'}^{1/\gamma} \cdots \int_{\tau'}^{1/\gamma} \prod_{k=1}^{n} (h(t_k^n) - 1)\mu^{(n)}(t'_1, \ldots, t'_n) \, dt'_n \cdots dt'_1 \]
where the structure of our point process imposes \( n_{\text{max}} < 1/(\gamma \tau') \), for any bounded function \( h(\cdot) \). This expansion can be easily transformed to the one for STINR via the mapping (10). See [29, Sec. 5.5] for other classical moment expansion results.

Thus the factorial-moment expansion provides a way for calculating various SINR-based quantities, thus opening a range of other possible models coupled with analytic methods.

**B. Varying path-loss exponent model**

For tractability we used a fixed path-loss exponent \( \beta \) and \( K \) throughout this work. However, an argument can be made based on the Hata-like path-loss models that both constants incorporate base station height [49, Section 2.7.3]. Consequently, more adequate heterogeneous network models may require \( \beta \) and \( K \) to be random marks of base stations. Extension of our model to random \( K \) is straightforward. Considering random \( \beta \) is more complicated. It was recently shown that in terms of propagation losses, a Poisson network with random \( \beta \) and constant base station density \( \lambda \) is equivalent to some network with constant exponents and an isotropic (but not power-law) density [7]. Assuming such density increases the complexity of the factorial moment integrals, but they may remain amenable, particularly to numerical means. Multi-tier models with values of \( \beta \) depending on tiers have been considered in [16, 20].

**C. Other path-loss functions**

Path-loss functions other than the commonly used (singular) power-law function \( \ell \) have been previously proposed, including exponential types and modified power-laws with the singularity removed (for example, \( \ell(|x|) = \min(1,(|x|)^\beta) \)). Unfortunately, two immediate drawbacks arise when employing other path-loss functions. The propagation invariance (Lemma 1) would no longer hold \(^{10}\), hence the factorial moments would need to be calculated for different distributions of propagation effects. Furthermore, the algebraic tractability in our work would quickly diminish; for example, the change of variables used (in Section B) would, most probably, not work in simplifying the integrals.

**D. Non-Poisson base station configurations**

Our derivation of the explicit expressions of \( S_n \), via the factorial moment measures of the SINR process, hinges heavily upon the tractable nature of the Poisson process (in particular, Slivnyak’s theorem). Despite this, the \( M^{(n)} \)-dependent \( S_n \) terms and related expressions introduced in Section IV-B do not rely upon the Poisson assumption. More specifically, assume a simple point process \( \Phi = \{ X \} \) representing the base stations, which gives rise to a corresponding STINR process \( \Psi' = \{ Z' \} \). Then deriving the \( S_n \) terms is again equivalent to the task of finding the corresponding factorial moment measures of \( \{ Z' \} \), which in turn immediately give those of \( \{ Z \} \).

However, a non-Poisson base station configuration would require considerably more work due to Slivnyak’s theorem no longer being applicable. Furthermore, we have leveraged propagation invariance considerably, which flows directly from the Poisson assumption. Without it, the factorial moment measure of \( \{ Z' \} \) would need to be calculated for different distributions of propagation effects given that the propagation invariance would not hold. The propagation invariance also granted us the ability to create an equivalent and more tractable network \( \Phi^* \) used in Proposition 14. A cellular network model with base stations positioned according to a Giniibre process was recently considered in [50, 51] where an expression for the SINR coverage probability by the closest base station was derived assuming Rayleigh fading (which does not impact the choice of the serving station, as in [21], [18, Section IV.C] for the Poisson model).

**E. Conclusions**

We have presented a novel framework for studying general down-link characteristics in a heterogeneous cellular network. It is based on the explicit evaluation of the factorial moment measures of the point process formed by the SINR values observed by a typical user with respect to all network stations. They allow one, in particular, to express the finite dimensional distributions of the ordered vectors of \( k \) strongest SINR values (SINR order statistics). We have demonstrated the benefits of this approach by extending existing results and deriving new ones regarding the SINR coverages probabilities, in particular pertaining to the usage of signal combination and interference cancellation techniques.

\(^{10}\)For certain path-loss functions, less elegant invariance results may exist where propagation processes rely upon two or more propagation moments.
A. Remarks on $\mathcal{J}_{n,\beta}$

The integral $\mathcal{J}_{n,\beta}(x_1,\ldots,x_n)$ can be written as

$$\mathcal{J}_{n,\beta}(x_1,\ldots,x_n) = \frac{1}{n} \sum_{j=1}^{n} \int_{[0,1]^{n-1}} \prod_{i=1}^{n-1} v_i^{j(2/\beta+1)-1} (1-v_i)^{2/\beta} \prod_{i \neq j} (x_i + \eta_i) \, dv_1 \ldots dv_{n-1}.$$

For $n = 1$ the integral $\mathcal{J}_{1,\beta}(x_1) = 1$ and for $n = 2$ the integral reduces to a sum of two integrals of the same type

$$\mathcal{J}_{2,\beta}(x_1, x_2) = \frac{1}{2} \int_0^1 v_1^{2/\beta} (1-v_1)^{2/\beta} \left[ \frac{1}{x_1 + v_1} + \frac{1}{x_2 + 1 - v_1} \right] \, dv_1.$$

The general solution to this integral is

$$\int_0^1 \frac{v_1^{2/\beta} (1-v_1)^{2/\beta}}{x + v} \, dv = \frac{1}{x} B(2/\beta + 1, 2/\beta + 1) _2F_1(1, 2/\beta + 1; 2(2/\beta + 1); -1/x),$$

where $ _2F_1$ is a hypergeometric function [52, Equation 15.6.1].

Given the definition of $\mathcal{J}_{n,\beta}$, one can write

$$\mathcal{J}_{n,\beta}(x_1,\ldots,x_n) = \frac{1}{n} \mathbb{E} \left[ H(x_1,\ldots,x_n, \tilde{V}_1,\ldots,\tilde{V}_n) \right] \prod_{i=1}^{n-1} B(1 + 2/\beta, i(2/\beta + 1)),$$

where the permutation-invariant function

$$H(x_1,\ldots,x_n, \tilde{V}_1,\ldots,\tilde{V}_n) = \sum_{j=1}^{n} (x_j + \tilde{V}_j) \prod_{i=1}^{n} (x_i + \tilde{V}_i)^{-1}$$

$$= (\sum_{j=1}^{n} x_j + 1) \prod_{i=1}^{n} (x_i + \tilde{V}_i)^{-1}$$

and $\tilde{V}_i$ are beta random variables with distributions $B(2/\beta + 1, i(2/\beta + 1))$. This interpretation may offer an alternative way for numerically evaluating $\mathcal{J}_{n,\beta}$; for example, simulating $V_i$ and estimating the mean of $H$. Furthermore, as remarked earlier there seems to be a deeper connection between the STINR process and Poisson-Dirichlet processes owing to them both being connected to beta variables of this type, cf. [36].

B. Proof of Theorem 7

In view of the propagation invariance Lemma 1, without loss of generality we can assume $K = 1$ and $(PS)$ having exponential distribution with mean one and replace $\lambda$ with $a/\pi \Gamma(1 + 2/\beta)$, where $a$ is given by (4) (note that $\Gamma(2/\beta + 1)$ is the $2/\beta$th moment of exponential variable of mean one).

The definition of $\Psi' = \{Z'\}$ and its factorial moment measure (12) give via the Campbell’s formula (for factorial moment measures) and Slivnyak theorem (for example, see [31])

$$M^{(n)}(t'_1,\ldots,t'_n) = a^n \int_{(\mathbb{R}^2)^n} \mathbb{E} \left[ \prod_{j=1}^{n} \left( \frac{E_j t'_j}{W + \gamma[I + \sum_{i=1}^{n} E_i t'_i]} > t'_{j} \right) \right] \, dx_1 \ldots dx_n,$$

where $E_i := (P_i S_i)/(\ell(r_i) t'_i)$. The integral reduces to

$$M^{(n)}(t'_1,\ldots,t'_n) = (2\pi a)^n \int_{(\mathbb{R}_+)^n} \mathbb{E} \left[ \prod_{j=1}^{n} \left( \frac{E_j}{W + \gamma[I + \sum_{i=1}^{n} E_i t'_i]} > 1 \right) \right] \, r_1 \, dr_1 \ldots r_n \, dr_n$$

$$= (2\pi a)^n \int_{(\mathbb{R}_+)^n} \mathbb{P} \left[ \frac{\min[E_1,\ldots,E_n]}{W + \gamma[I + \sum_{i=1}^{n} E_i t'_i]} > 1 \right] \, r_1 \, dr_1 \ldots r_n \, dr_n.$$
Since $P_iS_i$ are exponentially distributed with unit means, then $E_i$ are also exponentially distributed with means $1/\mu_i = 1/(t'_i\ell'(r_i))$, and let

$$\hat{E}_M = \min(E_1, \ldots, E_n),$$

which is another exponential variable with parameter $\mu_M = \sum_{i=1}^{n} \mu_i$. Let

$$D = \sum_{i=1}^{n} E_i t'_i - \hat{E}_M \sum_{i=1}^{n} t'_i = \sum_{i=1}^{n} (E_i - \hat{E}_M) t'_i.$$

Note, $\hat{E}_M = E_j$ with probability $\mu_j/(\sum_{i=1}^{n} \mu_i)$. Given this event $E_i - E_j$ ($i \neq j$) are conditionally independent, exponential variables with parameters $\mu_j$, and independent of $\hat{E}_M$. (This is the well known memoryless property of the exponential distribution.) Consequently $\hat{E}_M$ and $D$ are independent and the latter has the following mixed exponential distribution

$$P(D \leq d) = \frac{1}{\sum_{i=1}^{n} \mu_i} \left[ \sum_{j=1}^{n} \mu_j P(\sum_{i \neq j} E_i t'_i \leq d) \right]. \quad (78)$$

Observe that

$$P\left( \frac{\min(E_1, \ldots, E_n)}{W + \gamma[I + \sum_{i=1}^{n} E_i t'_i]} > 1 \right) = P\left( \frac{\hat{E}_M}{W + \gamma[I + \hat{E}_M \sum_{i=1}^{n} t'_i]} > 1 \right) = P\left( \frac{\hat{E}_M}{W + \gamma[I + \hat{E}_M]} > \hat{T}_n / \gamma \right) = P\left( \frac{\hat{E}_M}{W/\gamma + I + \hat{E}_M} > \hat{T}_n \right),$$

where

$$\hat{T}_n := \hat{T}_n(t_1, \ldots, t_n) = \gamma / (1 - \gamma \sum_{i=1}^{n} t'_i).$$

Given that $W$, $I$, $D$, and $\hat{E}_M$ are mutually independent, and that $\hat{E}_M$ is exponentially distributed, hence

$$P\left( \frac{\hat{E}_M}{W/\gamma + I + \hat{E}_M} > \hat{T}_n \right) = \mathcal{L}_{W/\gamma}(\hat{E}_M)\mathcal{L}_{W/\gamma}(\hat{T}_n)\mathcal{L}_{W/\gamma}(\hat{T}_n),$$

which is a product of three Laplace transforms. The first transform

$$\mathcal{L}_{W/\gamma}(\xi) = e^{-\xi W/\gamma}$$

and the second (see equation 2.25 in [40])

$$\mathcal{L}_I(\xi) = e^{-a_2/\pi C'(\beta)/K^2}$$

immediately follow. Given expression (78), then the Laplace transform of a general exponential variable and the convolution theorem imply that the distribution of $D$ has the transform

$$\mathcal{L}_D(\xi) = \prod_{i=1}^{n} \mu_i \sum_{i=1}^{n} \left[ \frac{1}{\prod_{j \neq i} [\mu_j + t'_i \xi]} \right].$$

After substituting the explicit path-loss function (1) with $K = 1$, which will be recovered later, and some algebra we arrive at

$$P\left( \frac{\hat{E}_M}{W/\gamma + I + D} > \hat{T}_n \right) = \left( \prod_{i=1}^{n} t'_i e^{-W/\gamma \hat{T}_n} \right) e^{-a(\hat{T}_n \sum_{i=1}^{n} t'_i \xi) \gamma} \sum_{j=1}^{n} \left( \frac{1}{\prod_{i \neq j} [t'_i \xi + t_j \hat{T}_n \sum_{k=1}^{n} t'_k \xi]} \right).$$
Hence, the integral
\[ M^{(n)}(t_1', \ldots, t_n') = (2\pi a)^n \int_{(\mathbb{R}_+)^n} \left( \prod_{i=1}^n t_i^{\beta} e^{-\frac{W}{\gamma} T_n t_i^\beta} \right) e^{-a T_n \sum_{i=1}^n t_i^\beta} \prod_{j=1}^n \frac{1}{\prod_{i \neq j} [s_i^\beta + t_i' T_n \sum_{k=1}^n s_k^\beta]} r_1 dr_1 \cdots r_n dr_n, \]
with the variable change
\[ s_i := r_i t_i'^{\beta/2} (\hat{a} T_n^2 \pi C'(\beta))^{1/2} \]
reduces to
\[ M^{(n)}(t_1', \ldots, t_n') = \frac{2^n T_n^{-2n/\beta}}{(C'(\beta))^n} \int_{(\mathbb{R}_+)^n} \left( \prod_{i=1}^n t_i'^{-2\beta/2} s_i^{\beta+1} e^{-\frac{W}{\gamma} (a \pi C'(\beta))^{-\beta/2} s_i^\beta} \right) e^{-\left( \sum_{i=1}^n s_i^\beta \right)^{2/\beta}} \prod_{j=1}^n \frac{1}{\prod_{i \neq j} [s_i^\beta + t_i' T_n \sum_{k=1}^n s_k^\beta]} ds_1 \cdots ds_n. \] (79)

We introduce a change of variables inspired by the \( n \)-dimensional spherical coordinates
\[ s_1 = u [\sin \theta_1 \sin \ldots \sin \theta_{n-1}]^{2/\beta}, \]
\[ s_2 = u [\cos \theta_1 \sin \ldots \sin \theta_{n-1}]^{2/\beta}, \]
\[ s_3 = u [\cos \theta_2 \sin \ldots \sin \theta_{n-1}]^{2/\beta}, \]
\[ \vdots \]
\[ s_n = u [\cos \theta_{n-1}]^{2/\beta}. \]

Note that \( u^\beta = \sum_{i=1}^n s_i^\beta \) and \( \prod_{i=1}^n s_i = u^n [\prod_{i=1}^n q_i]^{2/\beta} \) where we use the shorthand \( q_i = q_i(\theta_1, \ldots, \theta_n) := (s_i/u_i)^{\beta/2} \) for \( u_i > 0 \). For \( \beta = 2 \), we obtain \( n \)-dimensional spherical coordinates with a Jacobian
\[ \hat{J}(\hat{u}, \hat{\theta}_1, \ldots, \hat{\theta}_n) = \hat{u}^{n-1} \prod_{i=1}^{n-1} \sin^{i-1} \hat{\theta}_i, \]
while our variables have the Jacobian
\[ J(u, \theta_1, \ldots, \theta_n) = \left( \frac{2}{\beta} \right)^{n-1} \hat{J}(u, \hat{\theta}_1, \ldots, \hat{\theta}_n) \prod_{i=1}^{n-1} \sin^i \theta_i \cos \theta_i^{2/\beta-1}. \]

Denote \( z := (W/\gamma)(a \Gamma(1 - 2/\beta))^{-\beta/2} \). The change of variable renders the integral as
\[ M^{(n)}(t_1, \ldots, t_n) = \frac{2^n T_n^{-2n/\beta}}{(C'(\beta))^n} \int_{(\mathbb{R}_+)^n} \left( \prod_{i=1}^n t_i'^{\beta} e^{-\frac{W}{\gamma} T_n t_i^\beta} \right) e^{-\left( \sum_{i=1}^n t_i^\beta \right)^{2/\beta}} \prod_{j=1}^n \frac{1}{\prod_{i \neq j} [s_i^\beta + t_i' T_n \sum_{k=1}^n s_k^\beta]} ds_1 \cdots ds_n \]
\[ = \frac{2^n T_n^{-2n/\beta}}{(C'(\beta))^n} \left( \frac{2}{\beta} \right)^{n-1} \prod_{i=1}^n t_i'^{-\beta/2} \int_0^\infty u^{2n-1} e^{-(u^2 + z u^3)} du \int_{[0, \pi/2]^{n-1}} \prod_{j=1}^{n-1} \frac{[\sin^i \theta_i \cos \theta_i]}{\prod_{i \neq j} [q_i^2 + t_i' T_n]} d\theta_1 \cdots d\theta_{n-1}. \]

We then substitute \( v_i = \sin^2 \theta_i \), and define \( \eta_i \) and \( \hat{t}_i \) accordingly. We define \( J_n(x_1, \ldots, x_n) \) to be analogous (to equation (15) in [18]),
\[ J_n,\beta(x_1, \ldots, x_n) = \frac{1}{n} \int_{[0, 1]^{n-1}} \sum_{j=1}^{n-1} \frac{n^{-1} v_i^{(2/\beta+1)-1} (1 - v_i)^{2/\beta}}{\prod_{i \neq j} (x_i + \eta_i)} dv_1 \ldots dv_{n-1}, \]
but observe, since \( \sum_{j=1}^{n-1} \eta_j = 1 \), that the above reduces to integral (16), completing the proof.
C. Partial densities of $M^{(n)}$

We will now detail how to calculate the partial derivatives $\frac{\partial^k}{\partial \eta_1 \cdots \partial \eta_k}$ of $M^{(n)}$, for $k \leq n$ and thus obtain explicit expressions for $\mu_k^{(i)}$. Note first that the integrals $\mathcal{I}_{n,\beta}$ do not depend on $\{t_i\}$ and write

$$
\frac{M^{(n)}(t_1', \ldots, t_n')}{n!\mathcal{I}_{n,\beta}(Wa^{-2/\beta})} = \prod_{i=1}^{n} \hat{t}_i^{-2/\beta} \mathcal{J}_{n,\beta}(\{\hat{t}_i\})
$$

$$
= \frac{1}{n} \int_{[0,1]^n} R(\{v_i\})Q(\{\hat{t}_i\}, \{\eta_i\})dv_i,
$$

where

$$
Q(\{\hat{t}_i\}, \{\eta_i\}) = \frac{(1 + \sum_{j=1}^{n} \hat{t}_j)}{\prod_{i=1}^{n} (\hat{t}_i)^{2/\beta} + \hat{t}_i^{2/\beta} \eta_i),
$$

(80)

$$
R(\{v_i\}) := \prod_{i=1}^{n-1} v_i^{(2/\beta)+1} - (1 - v_i)^{2/\beta},
$$

(81)

$\{\hat{t}_i\}$ are related to $\{t_i\}'$ via (20) and $\{\eta_i\}$ are related to $\{v_i\}$ via (17). Note that only $Q$ depends on $\{t_i\}'$, specifically

$$
Q := Q(\{t_i\}') = \frac{\gamma^{-b}(1 - \gamma \sum_{j=1}^{n} t_j'^b)}{\prod_{i=1}^{n} (t_i'^a + (\eta_i/\gamma)(1 - \gamma \sum_{j=1}^{n} t_j'^a))} \frac{\gamma \sum_{j=1}^{n} t_j'}{(1 - \gamma \sum_{j=1}^{n} t_j')}.
$$

where $\alpha = 2/\beta$ and $b = n(\alpha + 1)$.

This can be written as

$$
Q := \tilde{Q} + \sum_{j=1}^{n} h^{(j)} \bar{Q}
$$

where

$$
\tilde{Q}(\{t_i\}') := \tilde{Q} = \frac{\gamma^{-b}(1 - \gamma \sum_{j=1}^{n} t_j'^b)}{\prod_{i=1}^{n} (t_i'^a + (\eta_i/\gamma)(1 - \gamma \sum_{j=1}^{n} t_j'^a)),
$$

and

$$
h^{(j)}(\{t_i\}') := h^{(j)} = \frac{\gamma t_j'}{(1 - \gamma \sum_{i=1}^{n} t_i')},
$$

Remark 27. Calculating the partial derivatives $\frac{\partial^k}{\partial \eta_1 \cdots \partial \eta_k}$ of $M^{(n)}(t_1', \ldots, t_n')$ reduces to the calculation of these derivatives for $\tilde{Q}$ and $h^{(j)} \bar{Q}$. This is a tedious but straightforward task. One can use computer symbolic integration (for example, Maple) to easily obtain explicit expressions for these derivatives. Due to the space constraint we will not develop here explicit expressions for the general case $k \leq n$ but only for $k = 2$ and arbitrary $n \geq 2$. These expressions are used in the numerical examples presented in this paper.

1) Second-order derivatives: Assume $k = 2$ and $n \geq 2$. Let us introduce the auxiliary functions

$$
A := \gamma^{-b}(1 - \gamma \sum_{j=1}^{n} t_j'^b)
$$

$$
B := \prod_{i=1}^{n} (t_i'^a + (\eta_i/\gamma)(1 - \gamma \sum_{j=1}^{n} t_j'^a))^{-1},
$$

write $\tilde{Q} = AB$, and adopt a subscript notation to denote partial derivatives $\frac{\partial^2}{\partial \eta_1 \partial \eta_2}$ such that

$$
\frac{\partial^2 \tilde{Q}}{\partial \eta_1 \partial \eta_2} = A_{12}B + A_1B_2 + A_2B_1 + AB_{12},
$$

and

$$
\frac{\partial^2 [h^{(j)} \bar{Q}]}{\partial \eta_1 \partial \eta_2} = h^{(j)}_{12} \bar{Q} + h^{(j)}_1 \bar{Q}_2 + h^{(j)}_2 \bar{Q}_1 + h^{(j)} \bar{Q}_{12},
$$

where

$$
\bar{Q}_1 = A_1B + AB_1, \quad \bar{Q}_2 = A_2B + AB_2.
$$

Now only the partial derivatives of the functions $h^{(j)}$, $A$ and $B$ remain to be calculated, which we do in what follows.
a) Derivatives of \( h^{(j)} \): For \( j = 1 \) or \( 2 \), \( h^{(j)} \) has the first order derivative

\[
h^{(j)} = \frac{\gamma [1 - \gamma (\sum_{i=1}^{n} t_i^j - t_j^j)]}{(1 - \gamma \sum_{i=1}^{n} t_i^j)^2}
\]

and the second order derivative

\[
h^{(j)}_{12} = -\gamma^2 + 2\gamma^2 [1 - \gamma (\sum_{i=1}^{n} t_i^j - t_j^j)(1 - \gamma \sum_{i=1}^{n} t_i^j)^{-1}]
\]

For \( k > 2 \) and \( j = 1 \) or \( 2 \), the first order derivative is

\[
h^{(k)} = \frac{\gamma^2 (t_k^j)}{(1 - \gamma \sum_{i=1}^{n} t_i^j)^2}
\]

while the second order derivative is

\[
h^{(k)}_{12} = \frac{2\gamma^3 (t_k^j)}{(1 - \gamma \sum_{i=1}^{n} t_i^j)^3}
\]

b) Derivatives of \( A \): For the function \( A \), the partial derivatives are immediately given

\[
A_1 = A_2 = -b\gamma^{-b+1}(1 - \gamma \sum_{j=1}^{n} t_j^b)^{b-1}
\]

\[
A_{12} = b(b-1)\gamma^{-b+2}(1 - \gamma \sum_{j=1}^{n} t_j^b)^{b-2}.
\]

c) Derivatives of \( B \): The complexity of \( B \) requires a couple of extra steps motivating further auxiliary functions

\[
C^{(n)} := \prod_{j=3}^{n} B^{(j)},
\]

where

\[
B^{(j)} = [D^{(j)} - \eta_j t_j^\alpha (t_1^j + t_2^j)]^{-1}
\]

and

\[
D^{(j)} = t_j^{\alpha + 1} + (\eta_j / \gamma)(1 - \gamma \sum_{i=3}^{n} t_i^j) t_j^\alpha,
\]

while noting that \( D^{(1)} \) and \( D^{(2)} \) are respectively independent of \( t_2^j \) and \( t_1^j \). One can write \( B = B^{(1)} B^{(2)} C^{(n)} \) (for \( n = 2 \), the empty product implies \( C^{(2)} = 1 \), hence the partial derivative is given by

\[
B_{12} = B^{(1)} B^{(2)} C^{(n)} + B^{(1)} B^{(2)} C^{(n)} + B^{(1)} B^{(2)} C^{(n)}
\]

\[
+ B^{(1)} B^{(2)} C^{(n)} + B^{(1)} B^{(2)} C^{(n)} + B^{(1)} B^{(2)} C^{(n)}
\]

\[
+ B^{(1)} B^{(2)} C^{(n)} + B^{(1)} B^{(2)} C^{(n)} + B^{(1)} B^{(2)} C^{(n)}.
\]

The first order derivatives are given by

\[
B^{(1)} = -(D^{(1)} - \eta_j [(\alpha + 1) t_1^\alpha + \alpha t_1^{\alpha - 1} t_2]) (B^{(1)})^2
\]

\[
B^{(2)} = -(D^{(2)} - \eta_2 [(\alpha + 1) t_2^\alpha + \alpha t_2^{\alpha - 1} t_1]) (B^{(2)})^2,
\]

where for \( j = 1 \) or \( 2 \),

\[
D^{(j)} = (\alpha + 1) t_j^\alpha + (\eta_j / \gamma) \alpha t_j^{\alpha - 1}(1 - \gamma \sum_{i=3}^{n} t_i^j).
\]

Furthermore,

\[
B^{(1)} = \eta_1 \alpha t_1^\alpha (B^{(1)})^2
\]

\[
B^{(2)} = \eta_2 \alpha t_2^\alpha (B^{(2)})^2.
\]

The second order derivatives are

\[
B^{(1)}_{12} = \alpha \eta_1 t_1^{\alpha - 1} (B^{(1)})^2 - 2\eta_1 t_1^\alpha (D^{(1)} - \eta_1 [(\alpha + 1) t_1^\alpha + \alpha t_1^{\alpha - 1} t_2]) (B^{(1)})^3
\]

\[
B^{(2)}_{12} = \alpha \eta_2 t_2^{\alpha - 1} (B^{(2)})^2 - 2\eta_2 t_2^\alpha (D^{(2)} - \eta_2 [(\alpha + 1) t_2^\alpha + \alpha t_2^{\alpha - 1} t_1]) (B^{(2)})^3.
\]
The product function \( C^{(n)} \) has identical first derivatives

\[
C_1^{(n)} = C_2^{(n)} = C^{(n)} \sum_{i=3}^{n} \eta_i t_i^\alpha B^{(i)},
\]

while

\[
C_{12}^{(n)} = C_2^{(n)} \sum_{i=3}^{n} \eta_i t_i^\alpha B^{(i)} + C^{(n)} \sum_{i=3}^{n} [\eta_i t_i^\alpha B^{(i)}]^2.
\]

### D. Matrix form of \( M''(n) \)

Factorial moment measures \( M''(n) \) admit some matrix-determinant representation.\(^\text{11}\) We introduce some notation. For \( n \geq 1 \), denote by \( \Delta(z) \) the \( n \times n \) diagonal matrix with entries \( z = (z_1,\ldots,z_n) \in \mathbb{R}^n \) on the diagonal, by \( 1 = (1,\ldots,1)^T \) the \( n \)-dimensional column vector of 1’s \( (\cdot)^T \) stands for the matrix transpose). Denote by \( I = I(1) \) the \( n \times n \) identity matrix. We will use “\( \times \)” symbol for the matrix multiplication and \( |\cdot| \) or \( \det(\cdot) \) for the (square) matrix determinant.

The following identity will be used in what follows (cf [53, Lemma 1.1] or [54, Theorem 13.7.3]). For \( n \times n \) matrix \( A \), \( n \)-dimensional column vector \( x \) and the row vector \( z \)

\[
|A + xz| = |A|(1 + zA^{-1}x). \tag{82}
\]

For given functions \( \varphi, \psi \) from \( \mathbb{R}^+ \times [0,1] \) to \( \mathbb{R}^+ \) and two vectors \( z = (z_1,\ldots,z_n) \in \mathbb{R}^n \), \( \eta = (\eta_1,\ldots,\eta_n) \in [0,1] \) denote

\[
\mathbb{K}[\varphi, \psi](z, \eta) = \Delta((\varphi(z_1, \eta_1),\ldots,\varphi(z_n, \eta_n)) + 1 \times ((\psi(z_1, \eta_1),\ldots,\psi(z_n, \eta_n)). \tag{83}
\]

Applying the determinant identity (82) we obtain

\[
\det\left(\mathbb{K}[\varphi, \psi](z, \eta)\right) = \prod_{i=1}^{n} \varphi(z_i, \eta_i) \left(1 + \sum_{i=1}^{n} \varphi(z_i, \eta_i)\right). \tag{84}
\]

Note that different rows of the matrix \( \mathbb{K}[\varphi, \psi](z, \eta) \) depend on different entries of \( z \) and consequently by the Leibniz formula for the determinant

\[
\frac{\partial^n \det(\mathbb{K}[\varphi, \psi](z, \eta))}{\partial z_1 \ldots \partial z_n} = \det(\mathbb{K}[\varphi', \psi'](z, \eta)), \tag{85}
\]

where \( \varphi' = \varphi'(z, \eta) = \frac{d}{dz} \varphi(z, \eta) \) and similarly for \( \psi' \). Applying again the identity (82) we obtain

\[
\frac{\partial^n \det(\mathbb{K}[\varphi, \psi](z, \eta))}{\partial z_1 \ldots \partial z_n} \tag{86}
\]

Define the following two functions on \( \mathbb{R}^+ \) and \( \mathbb{R} \times [0,1] \), respectively,

\[
G(z) = z^{-1}, \quad H(z, \eta) = z^{-2/\beta}(z + \eta)^{-1}. \tag{87}
\]

**Remark 28.** Using the determinant identity (82) and (80) it is easy to see that

\[
Q\left(\{\tilde{t}_1\}, \{\eta_t\}\right) = \det\left(\mathbb{K}[H, \frac{H}{G}](\tilde{t}, \eta)\right). \tag{88}
\]

The above representation may offer an alternative way of calculating the partial derivatives of \( Q \), following the lines explained in [54, Sections 15.8–15.9] and using the Sherman–Morrison formula: [54, eq. (2.25)].

### E. Proof of Lemma 11

By the displacement theorem [40, Section 1.3.3] and Campbell’s theorem [40, Corollary 2.2], \( \Psi \) is a Poisson point process with intensity measure

\[
\Lambda(s, t) = \mathbf{E}[ \sum_{(Y,T) \in \Theta} \mathds{1}(Y \leq s, T \leq t)] \tag{89}
\]

\[
= \lambda \mathbf{E} \int_{\mathbb{R}^2} \mathds{1}(Y \leq s) \mathds{1}(T \leq t) dx \tag{90}
\]

\[
= \lambda(2\pi) \mathbf{E} \int_0^{\infty} \mathds{1}(r \leq (sPS)^{1/\beta}) \mathds{1}(T \leq t) r dr. \tag{91}
\]

\(^{11}\)This representation is different from that used to define determinantal point processes, which suggests, but does not prove, that the STINR process is not a determinantal point process.
F. Schuette-Nesbitt formula

The following result is often used in insurance mathematics (see, for example, [42] for a proof). Let $B_1, B_2, \ldots, B_m$ denote arbitrary events, and define the $n$th symmetric sum for them as $S_n = \sum_{i_1, i_2, \ldots, i_n \text{ disjoint}} P\left( \bigcap_{j=1}^{m} B_{i_j} \right)$. Let the random variable $N$ denote the number of the aforementioned events that occur, that is $N = \sum_{i=1}^{m} I_{B_i}$.

Theorem 29. [Schuette-Nesbitt formula] For arbitrary coefficients $c_1, c_2, \ldots, c_m$ the following holds true

$$\sum_{n=0}^{m} c_n P(N = n) = \sum_{n=0}^{m} (\Delta^n c)_n S_n,$$

where $\Delta$ is the forward difference operator; that is, $(\Delta^k)_n = c_{k+1} - c_k$ and $\Delta^k = \Delta \Delta^{k-1}$.
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