Atom-in-jellium equations of state and melt curves in the white dwarf regime
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Atom-in-jellium calculations of the electron states, and perturbative calculations of the Einstein frequency, were used to construct equations of state (EOS) from around $10^{-5}$ to $10^{-4}$ to $10^{8}$ eV for elements relevant to white dwarf (WD) stars. This is the widest range reported for self-consistent electronic shell structure calculations. Elements of the same ratio of atomic weight to atomic number were predicted to asymptote to the same $T = 0$ isotherm, suggesting that, contrary to recent studies of the crystallization of WDs, the amount of gravitational energy that could be released by separation of oxygen and carbon is small. A generalized Lindemann criterion based on the amplitude of the ion-thermal oscillations calculated using atom-in-jellium theory, previously used to extrapolate melt curves for metals, was found to reproduce previous thermodynamic studies of the melt curve of the one component plasma with a choice of vibration amplitude consistent with low pressure results. For elements for which low pressure melting satisfies the same amplitude criterion, such as Al, this melt model thus gives a likely estimate of the melt curve over the full range of normal electronic matter; for the other elements, it provides a useful constraint on the melt locus.
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INTRODUCTION

Interpretations of the populations and characteristics of stars rely on simulations of the structure and evolution of individual, representative stars. These simulations involve models of several types of physical behavior, including the rate of different thermonuclear reactions, the rate of thermal transport as dominated by the photon opacity or convection (depending on the viscosity), and the equation of state (EOS) relating the pressure to the mass density, temperature, and composition.

In the center of most stars and remnants such as white dwarfs (WD), atoms are expected to be completely ionized, and the EOS should then be well understood [1]. However, nearer the surface, atoms are partially-ionized, and the EOS is more complicated. Adequate models of the EOS in this regime are important in order to understand the cooling rate of WDs and hence the population distribution. The EOS is also important to understand proposed mechanisms of supernova formation by accretion of matter onto a WD [2].

Considerable progress has been made in the last few years on rigorous methods of calculating the EOS at individual states of density, temperature, and composition. The current state-of-the-art techniques include path integral Monte Carlo (PIMC) and quantum molecular dynamics (QMD). In PIMC, the Fermionic nature of the many-electron density matrix is treated explicitly [3]. QMD has been used extensively to simulate thermodynamic states, generally employing density functional theory (DFT) with pseudopotentials to subsume the inner electrons and thus reduce the number represented explicitly and hence the computational effort [4]. Nevertheless, such simulations can often involve $O(10^{16})$ floating point operations per state, increasing with the number of electrons represented explicitly. It is not currently practicable to construct EOS directly with these techniques over ranges wide enough and tabulations fine enough to simulate stars.

In practice, the EOS used in star simulations use different physical methods and approximations in different regimes. A difficulty with this approach is that different techniques typically do not connect seamlessly, and the resulting discrepancies (usually manifesting as discontinuities in derivatives of the EOS) can cause numerical problems in simulations.

Recent PIMC and QMD results have indicated that the simpler approach of calculating the electron states for a single atom in a spherical cavity within a uniform charge density of ions and electrons, representing the surrounding atoms, reproduces the electronic component of their more rigorous EOS [5,6]. This atom-in-jellium approach can be extended to estimate the ion-thermal energy from the Hellmann-Feynman force on the ion when perturbed from the center of the hole in the jellium, which gives an Einstein temperature. We have previously extended this approach to predict the asymptotic freedom of the ions at high temperature from the amplitude of the oscillations, and thus the decrease in the ionic heat capacity from 3 to $\frac{3}{2} k_B$ per atom [8] and in this way have constructed wide-range EOS in agreement with PIMC and QMD results where available [9], for $O(10^{9})$ floating-point operations per state.

The atom-in-jellium calculations employ DFT, and are thus inherently less rigorous than PIMC, but they are relativistic and all-electron, and therefore in that respect are more complete in their representation of the electrons than most QMD calculations, which employ pseudopo-
tentials and solve the non-relativistic Kohn-Sham equations. We have previously constructed atom-in-jellium EOS tabulated with a range and density similar to that of general purpose EOS in the 

sesame

library [10]: $10^{-4}$ to $10^3$ times the ambient, condensed density with twenty points per decade, and temperatures of $10^{-3}$ to $10^5 \text{eV}$ with ten points per decade. These EOS included carbon [9] and oxygen [11], which are both important in WDs.

**WIDER-RANGE EOS PREDICTION**

WDs are thought to reach a density $o(10^7) \text{g/cm}^3$ in the center, which is four orders of magnitude higher than our previous study and than is typically the limit for general-purpose EOS [10, 12], and a temperature $o(10^6) \text{eV}$, an order of magnitude higher.

We found previously that the atom-in-jellium calculations ran more robustly when constructing each isochore from high temperature to low. Starting at $10^6 \text{eV}$ instead of $10^5 \text{eV}$ further improved the robustness, and we were able to extend the previous EOS to near $10^7 \text{g/cm}^3$ and also to lower densities, before encountering numerical difficulties. The calculations were also continued an extra decade down in temperature, to $10^{-4} \text{eV}$ instead of $10^{-3} \text{eV}$, or 1.15 K, to investigate the robustness of the calculation and avoid any need to extrapolate down to the cosmic background temperature.

EOS were constructed in this way for H, He, C, O, Ne, and Mg, which are all significant constituents of WDs. The EOS were entirely consistent in their construction, and thus free of discontinuities from the patching together of different techniques in different regimes. For example, at low temperatures the ionization is predicted to change abruptly with compression, but varies more smoothly at higher temperatures (Fig. 1). These different behaviors arise naturally within this single, wide-ranging model of electronic structure.

As the program implementing the atom-in-jellium method was designed principally for applications in warm dense matter, any numerical problems tend to occur in cold states. It is thus interesting to look at cold isotherms. For all the elements considered, the isotherms were smooth over the full compression range calculated. The atom-in-jellium states were calculated assuming the natural atomic weight for each element, which is close to $2uZ$ for each of the elements apart from H ($u$). The isotherms converged with mass density $\rho$, as one would expect for a one-component plasma with the same $A/Z$, with that for $H$ lying above the rest. This convergence occurs in specific internal energy as well as pressure. (Figs 2 and 3.)

Considered in more detail in the WD regime, the cold curves tend toward the $\rho^{5/3}$ dependence expected from Thomas-Fermi theory, but then the derivative decreases and the curves asymptote toward the $\rho^{3/2}$ dependence in the ultrarelativistic limit [13, 14] (Fig. 4). Choosing a $\rho^{5/3}$ fit to the $^4\text{He}$ curve as a reference case, although close in a logarithmic comparison, the pressure decreases monotonically with $Z$ at constant mass density, though in much lower proportion than the atomic number (Fig. 5). The location of the inflexion where each curve varies pre-

---

1 Abrupt changes in ionization are not manifested as discontinuities in pressure or heat capacity, because the properties of a high-energy bound state are similar to those of a low-energy free state: the wavefunction of the bound state extends significantly far from the ion, and the wavefunction of the free state is affected significantly by the potential of the ion.
FIG. 3: Comparison of atom-in-jellium cold curves calculated for elements relevant to WDs (detail at low pressure).

FIG. 4: Comparison of atom-in-jellium cold curves calculated for elements relevant to WDs (detail at high pressure). Dashed line is Thomas-Fermi-like $\rho^{5/3}$ dependence fitted to inflexion in $^4$He curve.

FIG. 5: Atom-in-jellium cold curves for WD elements with $A = 2uZ$ scaled by $\rho^{5/3}$ fit to inflexion in $^4$He, showing relative softening and asymptotic behavior in ultrarelativistic regime.

FIG. 6: Previous figure, plotted against number density of ions instead of mass density, showing occurrence of inflexion at nearly-constant number density and varying dependence on $Z$.

cisely as $\rho^{5/3}$, but occurs close to a constant number density of ions (Fig. 4).

MELT CURVES

A large amount of theoretical effort has been devoted to investigating the melt curve of matter in the one-component plasma (OCP) regime, including molecular dynamics [15], Monte Carlo [16], and hypernetted chain simulations [17, 18], as well as thermodynamic studies [19, 20]. In the OCP, states can be analyzed in terms of the ion-ion coupling parameter

$$\Gamma = \frac{(Ze)^2}{k_B T a}$$

(1)

where $a = (4 \pi n_i)^{-1/3}$, without having to choose a specific $Z$. Free energy calculations of the coexistence between the fluid and the solid, predicted to be bcc, give a value of the coupling parameter for melting $\Gamma_m = 175.0 \pm 0.4$ [21].

We have previously used a Lindemann-like criterion applied to ion-thermal oscillations calculated using atom-in-jellium theory, which we refer to here as jellium oscillations, to extrapolate melt temperatures to higher com-
pressions and pressures, by choosing the value of mean thermal displacement of the ion $\bar{u}/r_{WS}$ to match the available data, where $r_{WS}$ is the Wigner-Seitz radius [22]. The ratio $\bar{u}/r_{WS}$ was found to vary between elements, with values falling between 0.1 and 0.2 [22,24]. For C and O at WD densities, these limiting loci bracket the OCP melt line. For both elements, at densities above around $10^5$ g/cm$^3$, the OCP result (value and gradient) was reproduced with $\bar{u}/r_{WS} = 0.15$. At lower densities, where the atoms were not fully ionized, the atom-in-jellium melt curve fell below the OCP curve, as it should to be at all consistent with melting at more modest pressures. Using the ionization predicted by the atom-in-jellium state instead of the atomic number $Z$, the OCP melting formula gave a melt locus which tracked the $\bar{u}/r_{WS}$ curve in an approximate, step-wise fashion over a much wider range. (Figs 7 to 10.)

Originally, the jellium oscillation melt predictions constituted a way of extrapolating melt measurements or predictions to higher pressure, without knowing the accuracy or where the extrapolation was likely to break down [22]. However, the connection to OCP melting constrains the value and gradient of the melt curve at high pressures. If $\bar{u}/r_{WS}$ starts close to 0.15 at low pressures, as is the case for Al [22], this is likely to give a reasonable prediction of melting up to the density limit for normal matter. Where $\bar{u}/r_{WS}$ starts at a different value, the range between that value and 0.15 gives a reasonable confidence limit for the location of the melting curve at intermediate pressures. The possible existence of crystal structures in the solid with different free energies means that melting may vary from the jellium oscillation prediction, but it provides a much stronger constraint on the location than has been available previously. Even if this is not adequately accurate for some purposes, it provides a good indication where more detailed theoretical or experimental studies should be targeted.

Although not critical for WD applications, the comparison with previous melt curves deserves some discussion. The multiphase EOS for C [25], LEOS 9061, is the most rigorous general-purpose EOS available. However, because of the computational cost of the techniques used, the melt curve was not constructed to be physical above $\sim 20$ g/cm$^3$. The semi-empirical, Thomas-Fermi based
FIG. 10: Melt loci for oxygen: jellium oscillation (JO) contours of $\bar{u}/\bar{U}_{WS} = 0.1, 0.2$ (thin), and 0.15 (thick); OCP limit (dashed); OCP using ionization from atom-in-jellium (dotted); a previous modified Lindemann melt curve (ML); and the observed one-atmosphere melting point.

EOS for C, SESAME 7834, does not include solid phase boundaries and the melt curve was constructed using the modified Lindemann model calibrated in the region of shock melting. Extrapolating above $\sim 20\,\text{g/cm}^3$, this melt curve does not follow a contour of jellium oscillation $\bar{u}/\bar{U}_{WS}$, but it falls in the range observed for other elements. Previous EOS for O are limited in accuracy [11]. The melt curve from the semi-empirical, Thomas-Fermi based EOS LEOS 80 was constructed to pass through the observed one-atmosphere melting temperature, but asymptotes toward a limit around twice the OCP limit at a density two orders of magnitude below where the jellium oscillation calculation predicts that the limit should be reached. This means that these EOS models are likely less suitable than those of the present work when applied to the study of astrophysical objects which traverse or reach, at least in part, the OCP regime.

APPLICATION TO WHITE DWARFS

EOS and solidification is of significant current interest to research on WDs. A recent study of the population of WDs of similar mass to the sun deduced that crystallization can be inferred as WDs cool [25]. Comparing simulations of the formation and cooling of WDs during the life of the our galaxy, a feature in the luminosity population was partially explained as a combination of the latent heat of crystallization and the release of gravitational energy by stratification into carbon and denser oxygen. The atom-in-jellium melt curve allows such simulations to be performed with more rigor than the OCP melt model used previously [27], incorporating the effects of screening and ionization. The atom-in-jellium isotherms are likely to be accurate over a wider range, and suggest that the contribution to the feature in the luminosity population from separation of species and gravitational settling is likely to be significantly smaller than predicted in the previous study [25] because of the similarity of the EOS of carbon and oxygen in this regime. Simulations of WD cooling with simplified transport models predict a credible luminosity feature from the latent heat but no significant contribution from stratification [26].

CONCLUSIONS

In conclusion, the atom-in-jellium method was used to construct consistent EOS up to the regimes of mass density and temperature occurring in WDs, a much wider range than demonstrated previously for general-purpose EOS. EOS were constructed for a set of elements occurring at significant levels in WDs, and were found to asymptote to a near-unique cold curve above $\sim 10^5\,\text{g/cm}^3$, for a given $A/Z$. In particular, the isotherms of C and O were identical to within 1%. Our generalized Lindemann melting criterion, based on the amplitude of jellium oscillations, was consistent with studies of the crystallization of the OCP, and therefore provides an estimate of the melt curve over the full range of occurrence of normal matter. These EOS and melt curves can be used to improve simulations of the cooling and crystallization of WDs, and suggest that the gravitational energy available from the separation of oxygen from carbon is significantly less than assumed in recent work on the luminosity population distribution of WDs of near solar mass.
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