FAST AND INTERPRETABLE CONSENSUS CLUSTERING VIA MINIPATCH LEARNING

ABSTRACT

Consensus clustering has been widely used in bioinformatics and other applications to improve the accuracy, stability and reliability of clustering results. This approach ensembles cluster co-occurrences from multiple clustering runs on subsampled observations. For application to large-scale bioinformatics data, such as to discover cell types from single-cell sequencing data, for example, consensus clustering has two significant drawbacks: (i) computational inefficiency due to repeatedly applying clustering algorithms, and (ii) lack of interpretability into the important features for differentiating clusters. In this paper, we address these two challenges by developing IMPACC: Interpretable Mini-Patch Adaptive Consensus Clustering. Our approach adopts three major innovations. We ensemble cluster co-occurrences from tiny subsets of both observations and features, termed minipatches, thus dramatically reducing computation time. Additionally, we develop adaptive sampling schemes for observations, which result in both improved reliability and computational savings, as well as adaptive sampling schemes of features, which leads to interpretable solutions by quickly learning the most relevant features that differentiate clusters. We study our approach on synthetic data and a variety of real large-scale bioinformatics data sets; results show that our approach not only yields more accurate and interpretable cluster solutions, but it also substantially improves computational efficiency compared to standard consensus clustering approaches.

1 Introduction

Consensus clustering is a widely used unsupervised ensemble method in the domains of bioinformatics, pattern recognition, image processing, and network analysis, among others. This method often outperforms conventional clustering algorithms by ensembling cluster co-occurrences from multiple clustering runs on subsampled observations [Ghaemi et al., 2009]. However, consensus clustering has many drawbacks when dealing with large data sets typical in bioinformatics. These include computational inefficiency due to repeated clustering of very large data on multiple subsamples, degraded clustering accuracy due to high sensitivity to irrelevant features, as well as a lack of interpretability. Consider, for example, the task of discovering cell types from single-cell RNA sequencing data. This data often contains tens-of-thousands of cells and genes, making consensus clustering computationally prohibitive. Additionally, only a small number of genes are typically responsible for differentiating cell types; consensus clustering considers all features and provides no interpretation of which features or genes may be important. Inspired by these challenges for large-scale bioinformatics data, we propose a novel approach to consensus clustering that utilizes tiny subsamples or minipatches as well as adaptive sampling schemes to speed computation and learn important features.

1.1 Related Work

Several types of consensus functions in ensemble clustering have been proposed, including co-association based function [Fred, 2001, Fred and Jain, 2002b, Kellam et al., 2001, Azimi et al., 2006], hyper-graph partitioning [Strehl and
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A series of clustering algorithms have been proposed to add insights on feature importance. Some clustering algorithms improved clustering accuracy, feature selection performance, and interpretability. Results show major computational gains with our run time on the same order as that of hierarchical clustering as well as approaches through extensive simulations and four large real-data case studies from bioinformatics and imaging. Our improves computational efficiency of the learning process. We test our novel methods and compare them to existing and features to concentrate learning on observations with uncertain cluster assignments and on features which are offers dramatic computational savings. In addition, we develop novel adaptive sampling schemes for both observations subsampling observations in existing consensus clustering ensembles, by learning on many tiny data sets, our approach interpretability in terms of feature importance, and at the same time improve clustering accuracy. We achieve these

1.2 Contributions

In this paper, we propose a novel methodology as an extension of consensus clustering, which demonstrates major advantages in large scale bioinformatics data sets. Specifically, we seek to improve computational efficiency, provide interpretability in terms of feature importance, and at the same time improve clustering accuracy. We achieve these goals by leveraging the idea of minipatch learning [Yao and Allen, 2020, Yao et al., 2021, Toghani and Allen, 2021] which is an ensemble of learners trained on tiny subsamples of both observations and features. Compared to only subsampling observations in existing consensus clustering ensembles, by learning on many tiny data sets, our approach offers dramatic computational savings. In addition, we develop novel adaptive sampling schemes for both observations and features to concentrate learning on observations with uncertain cluster assignments and on features which are most important for separating clusters. This provides inherent interpretations for consensus clustering and also further improves computational efficiency of the learning process. We test our novel methods and compare them to existing approaches through extensive simulations and four large real-data case studies from bioinformatics and imaging. Our results show major computational gains with our run time on the same order as that of hierarchical clustering as well as improved clustering accuracy, feature selection performance, and interpretability.
2 Minipatch Consensus Clustering

Let $X \in \mathbb{R}^{N \times M}$ be the data matrix of interest, with $M$ features measured over $N$ observations. $x_i \in \mathbb{R}^M$ is the $M$-dimensional feature vector observed for sample $i$. We assume that the observations can be separated into $K$ non-overlapping and exhaustive clusters; our goal is to find these clusters. We propose to extend popular consensus clustering techniques [Monti et al., 2003] to be able to more accurately and computationally efficiently detect clusters in high-dimensional noisy data common in bioinformatics [Hayes et al., 2006, Verhaak et al., 2010]. We also seek ways to ensure our clusters are interpretable through feature selection. To this end, we propose a number of innovations and improvements to consensus clustering outlined in our Minipatch Consensus Clustering framework in Algorithm 1. Similar to consensus clustering, our approach repeatedly subsamples the data, applies clustering, and records the $N \times N$ co-cluster membership matrix, $\mathcal{V}$. It then ensembles all the co-cluster membership information together into the $N \times N$ consensus matrix $\mathcal{S}$. This consensus matrix takes values in $[0, 1]$ indicating the proportion of times two observations are clustered together; it can be regarded as a similarity matrix for the observations. A perfect consensus matrix includes only entries of 0 or 1, where observations are always assigned to the same clusters; values in between indicate the (un)reliability of cluster assignments for each observation. To obtain final cluster assignments, one can cluster the estimated consensus matrix, which typically yields more accurate clusters than applying standard, non-ensembled clustering algorithms [Ghaemi et al., 2009].

While the core of our approach is identical to that of consensus clustering, we offer three major methodological innovations in Steps 1 and 2 of Algorithm 1 that yield dramatically faster, more accurate, and interpretable results. Our first innovation is building cluster ensembles based on tiny subsets (typically 10% or less) of both observations and features termed minipatches [Yao and Allen, 2020, Yao et al., 2021, Toghani and Allen, 2021]. Note that existing consensus clustering approaches form ensembles by subsampling typically 80% of observations and all the features for each ensemble member [Wilkinson and Hayes, 2010]. For large-scale bioinformatics data where the number of observations and features could be in the tens-of-thousands, repeated clustering of this large data is a major computational burden. Instead, our approach termed Minipatch Consensus Clustering (MPCC) subsamples a tiny fraction of both observations and features and hence has obvious computational advantages:

**Proposition 1** The computational complexity of MPCC in Algorithm 1 is $O(mn^2T + N^2)$, where $T$ is the total number of minipatches.

Since $m$ and $n$ are very small, the dominating term is the $N^2$ computations required to update the consensus matrix. This compares very favorably to existing consensus clustering approaches which if the default of 80% of observations are subsampled in each run, then the time complexity is $O(MN^2T)$, which can be very slow for both large $N$ and large $M$ datasets. On the other hand, our method is comparable in complexity to hierarchical clustering which is also $O(N^2)$ [Murtagh, 1983], but is perhaps slower than K-Means which is $O(N)$ [Pakhira, 2014]. The proof of Proposition 1 is given in Appendix A.

While MPCC offers dramatic computational improvements over standard consensus clustering, one may ask whether the results will be as accurate. We investigate and address this question from the perspective of how tiny subsamples of observations and separately features affect clustering results. First, note that if a tiny fraction of observations is subsampled, then by chance some of the clusters may not be represented; this is especially the case for large $K$ or for uneven cluster sizes. Existing consensus clustering approaches typically apply a clustering algorithm with fixed $K$ to each subsample, but this practice would prove detrimental for our approach. Instead, we propose to choose the number of clusters on each minipatch adaptively. While there are many techniques in the literature to do so that could be employed with our method [Fred and Jain, 2005, 2002a], we are motivated to choose the number of clusters very quickly with nearly no additional computation. Hence, we propose to exclusively use hierarchical clustering on each minipatch and to cut the tree at the $h$ quantile (typically set to 0.95) of the dendrogram height to determine the number of clusters and cluster membership. This approach is not only fast but adaptive to the number of clusters present in the minipatch, and results change smoothly with cuts at different heights. Our empirical results reveal that this approach performs well on minipatches and we specifically investigate its utility, sensitivity, and tuning of $h$ in Appendix F; importantly, we find that setting $h = .95$ to nearly universally yields the best results and hence we suggest fixing this value. Additionally, we provide details on hyper-parameters, tuning, and stopping criteria in Appendix F.

Next, one may ask how subsampling the features in minipatches affects clustering accuracy. Obviously for high-dimensional data in which only a small number of features are relevant for differentiating clusters, subsampling minipatches containing the correct features would improve results. We address such possibilities in the next section. But if this is not the case, would clustering accuracy suffer? Since we apply hierarchical clustering which takes distances as input, we seek to understand how far off our distance input can be when we employ sub-samples of features. To this end, we consider distances that can be written in the form of the sum; this includes popular distances like the Manhattan or...
squared Euclidean distance, among others. The following result probabilistically bounds the deviations of the distances computed using only a subset of features:

**Proposition 2** For \( \epsilon > 0 \) and \( |\hat{d}_{i,i'} - d^*_{i,i'}| \in [0, 1] \), \( P \left( |\hat{d}_{i,i'} - d^*_{i,i'}| \geq \epsilon \right) \leq 2 \exp \left( \frac{-2m\epsilon^2}{(1-\frac{\epsilon}{2})} \right) \).

where \( d^*_{i,i'} = \frac{1}{M} \sum_{j \in J} f(x_i, x_{i'}) \) is the distance between observations \( x_i \) and \( x_{i'} \) using the full set of \( M \) features, and \( \hat{d}_{i,i'} = \frac{1}{m} \sum_{j \in J} f(x_i, x_{i'}) \) is the distance using a subset of \( m \) features. This is derived from the Hoeffding inequality [Serfling, 1974]. This result states that the probability that distances computed on minipatches are far off from original distances is small, under the worst-case scenario. This provides some reassurances that clustering accuracy based on subsampling features should not greatly suffer. While smaller minipatches yield faster computations, there may be a slight trade-off in terms of clustering accuracy. Our empirical results in Appendix F suggest that such a trade-off is generally slight or negligible, so we can typically utilize smaller minipatches.

**Algorithm 1:** Minipatch Consensus Clustering

```
Input: X, n, m, V(0), D(0), h;
while stopping criteria not meet do
    1. Obtain minipatch \( X_{t,F_t} \in \mathbb{R}^{n \times m} \) by subsampling \( n \) observations \( I_t \subset \{1, ..., N\} \) and \( m \) features \( F_t \subset \{1, ..., M\} \), without replacement;
       • MPCC subsamples uniformly at random;
       • MPACC uses the adaptive observation sampling scheme only;
       • IMPACC uses both adaptive feature and observation sampling schemes simultaneously;
    2. Obtain estimated clustering result \( C^{(t)} \) by fitting hierarchical clustering to \( X_{t,F_t} \) and cut tree at \( h \) height quantile;
    3. Update co-clustering membership matrix \( V \) and co-sampling matrix \( D \): \( V^{(t)}(i,i') = V^{(t-1)}(i,i') + 1(C^t_i = C^t_{i'}); \) \( D^{(t)}(i,i') = D^{(t-1)}(i,i') + 1(i \in I_t, i' \in I_t) \);
end
Calculate consensus matrix \( S(i,i') = V^{(T)}(i,i') / \max(1, D^{(T)}(i,i')) \);
Obtain final clustering result \( \hat{\Pi} \) by using \( S \) as a similarity matrix;
Output: \( S, \hat{\Pi} \).
```

We have introduced minipatch consensus clustering (MPCC) using random subsamples of both features and observations. The advantage of this approach is its computational speed, which our empirical results in Section 3 suggest is on the order of standard clustering approaches such as hierarchical and spectral clustering (hence confirming Proposition 1). But, one may ask whether clustering results can be improved by perhaps optimally sampling observations and/or features instead of using random sampling. Some have suggested such possibilities in the context of consensus clustering [Duarte et al., 2012, Parvin et al., 2013, Topchy et al., 2004b, Ren et al., 2017]; we explore it and develop new approaches for this in the following sections.

2.1 Minipatch Adaptive Consensus Clustering (MPACC)

One may ask whether it is possible to improve upon minipatch consensus clustering in terms of both speed and clustering accuracy by adaptively sampling observations. For example, we may want to sample observations that are not well clustered more frequently to learn their cluster assignments faster. In the method MiniPatch Adaptive Consensus Clustering (MPACC), we propose to dynamically update sampling weights, with a focus on observations that are difficult to be clustered and that are less frequently sampled. In addition, we leverage the adaptive weights by designing a novel observation sampling scheme. Specifically, we propose to dynamically update observations weights by adjusted confusion values. To measure the level of clustering uncertainty, confusion values are derived from consensus matrix, given by \( conf_{fusion_i} = \sum_{j=1}^{N} S^t_{i,j'}(1 - S^t_{i,i'}) \) for observation \( i \). A larger confusion value near 0.25 indicates poorer clustering with unstable assignments, and the minimum confusion value 0 suggests perfect clustering. Note that confusions tend to grow with iterations because more consensus values are updated from the initial value 0. Therefore, a large confusion value due to oversampling cannot truly reflect the level of uncertainty. To eliminate bias caused by oversampling and to upweight less frequently sampled observations, we further adjust confusion values by sampling frequencies of observations in previous iterations, as presented in Algorithm 2.
Algorithm 2: Weight updating in adaptive observation sampling scheme

Input: $S^{(t-1)}$, $\{I_l\}^{l=1}_{l=t-1}$, $\alpha_l$;

1. Calculate sample uncertainty $u_i = \frac{1}{N} \sum_{t'=1}^{N} S_{i,t'}^{(t-1)} (1 - S_{i,t'}^{(t-1)}) \times \frac{t-1}{\sum_{t=1}^{t-1} l(t \in I_l)}$;
2. Update observation weight vector $w_I^{(t)} = \alpha_I w_I^{(t-1)} + (1 - \alpha_I) \frac{u}{\sum_{i=1}^{u} u_i}$;

Output: $w_I^{(t)}$.

The next question is, how do we leverage the weights to dynamically construct minipatches as the number of iterations grows? One simple solution is to probabilistically subsample with probability ($Prob$) proportional to the weights. But the problem with this approach is that the clustering performance will be compromised if we only tend to sample uncertain and difficult observations. To resolve such drawback, we develop an exploitation and exploration plus probabilistic ($EE + Prob$) sampling scheme (Algorithm 3). The scheme consists of two sampling stages: a burn-in stage and an adaptive stage. The purpose of the burn-in stage is to explore the entire observation space and ensure every observation is sampled several times. During the next adaptive stage, observations with the levels of uncertainty greater than a threshold are classified into the high uncertainty set, and the algorithm exploits this set by sampling $\gamma^{(t)}$ proportion of observations using probabilistic sampling. Here, $\gamma^{(t)} \in [0, 1]$ is a monotonically increasing parameter that controls sampling size in the exploitation and exploration step. Meanwhile, the algorithm explores the rest of observations with uniform weights, to avoid exclusively focusing on difficult observations. The reason why we randomly sample the observations that we are confident about is that, we need to include a fair amount of easy-to-cluster observations to construct well-defined clusters in each minipatch so as to better cluster the uncertain ones. We also propose to use the $EE + Prob$ scheme as our adaptive feature sampling scheme, which is discussed in Section 2.2.

Algorithm 3: Adaptive Observation (Features) Sampling Scheme - $EE + Prob$

Input: $t, n, N, E, \{\gamma^{(t)}\}, w_I^{(t-1)}$, $\{\tau\}$;

Initialization: $Q = \lceil \frac{N}{n} \rceil$, $\mathcal{I} = \{1, ..., N\}$;

if $t \leq E$ then
  // Burn-in stage
  if $mod_Q(t) = 1$ then
    // New epoch
    Randomly reshuffle feature index set $\mathcal{I}$ and partition into disjoint sets $\{\mathcal{I}_q\}_{q=0}^{Q-1}$;
    else
      Set $I_t = \mathcal{I}_{mod_Q(t)}$;
  end
else
  // Adaptive stage
  1. Update observation weights $w_I^{(t)}$ by Algorithm 2;
  2. Create high uncertainty set $\mathcal{H}_I = \{i \in \{1, ..., N\} : w_I^{(t)} > \tau w_I^{(t)}\}$;
  3. Exploitation: sample $\min(n, \gamma^{(t)}|\mathcal{H}_I|)$ observations $I_{t,1} \subseteq \mathcal{H}_I$ with probability $w_{I_{t,1}}$;
  4. Exploration: sample $(n - \min(n, \gamma^{(t)}|\mathcal{H}_I|))$ observations $I_{t,2} \subseteq \{1, ..., N\} \setminus \mathcal{H}_I$ uniformly at random;
  5. Set $I_t = I_{t,1} \cup I_{t,2}$;
end

Output: $I_t$.

2.1.1 Relation to Existing Literature

Several have suggested similar weight updating approaches in the consensus clustering literature. Ren et al. [2017] also obtain observation weights by confusion values as in our method. The difference is that, their methods only use the weight scheme at the final clustering step rather than adaptive sampling. On the other hand, similar to our adaptive weight updating scheme, Duarte et al. [2012], Topchy et al. [2004b], Parvin et al. [2013] iteratively update weights depending on clustering history. However, these existing methods utilize probabilistic sampling, so they would
largely suffer from biased sampling and inaccurate results by only focusing on hard observations. However, instead of probabilistic sampling, we design the $EE + Prob$ sampling scheme to leverage the weights, which is inspired by the exploration and exploitation ($EE$) scheme from multi-arm bandits [Bonnefouf and Rish, 2019, Slivkins, 2019] and also employed for feature selection with minipatches in Yao and Allen [2020]. Compared to the latter, the innovation in our approach is to combine the advantages of probabilistic sampling and exploitation-exploration sampling which proves to have particular advantages for clustering. Comparisons with other possible sampling schemes proposed in the literature are shown in Appendix F.

### 2.2 Interpretable Minipatch Adaptive Consensus Clustering (IMPACC)

One major drawback of consensus clustering is that it lacks interpretability into important features. This is especially important for high-dimensional data like in bioinformatics where we expect only a small subset of features to be relevant for determining clusters. To address this, we develop a novel adaptive feature sampling approach termed Interpretable Minipatch Adaptive Consensus Clustering (IMPACC) that learns important features for clustering and hence improves clustering accuracy for high-dimensional data. In clustering, two types of approaches to determine important features have been proposed. One is to obtain a sparse solution by solving an optimization problem [Witten and Tibshirani, 2010, Wang et al., 2018, Wang and Allen, 2021], and another one is to rank features by their influence to results [Yu et al., 2019, Dash and Liu, 2000, Zhao and Liu, 2007]. However, in data sets with a large number of observations and features, both kinds of methods suffer from significant computational inefficiency. So the question we are interested in is, can we achieve fast, accurate and reliable feature selection within the consensus clustering process with minipatches? We address this question by proposing a novel adaptive feature weighting method that measures the feature importance in each minipatch and then ensembles the results to increase the weights of the important features. Given these adaptive feature weights, we can then utilize our adaptive sampling scheme proposed in Algorithm 3 to more frequently sample important features.

Outlined in Algorithm 4, we propose an adaptive feature weighting scheme by testing whether each feature is associated with the estimated cluster labels on that minipatch. To do so, we use a simple ANOVA test in part, because it is computationally fast and only requires one matrix multiplication. Based on the p-values from these tests, we establish an important feature set, $A$, and obtain the importance scores as the frequency of features being classified into this feature set over iterations. Then the feature sampling weights are dynamically updated with learning rate $\alpha_F$. Therefore, by ensembling feature importance obtained from each iteration, we are able to simultaneously improve clustering accuracy and build model interpretability from resulting feature weights, with minimal sacrifices in terms of computational time.

#### Algorithm 4: Weight updating in adaptive feature sampling scheme

**Input:** $X_{t,F}, C^{(t-1)}, \{F_i\}_{i=1}^{t-1}, \{A^l\}_{l=1}^{t-2}, \{\eta\}, w_F^{(t-1)}, \alpha_F$;

1. For each feature $j \in F_{t-1}$, conduct ANOVA test between features $j$ and $C^{(t-1)}$, record p-value $p_j^{(t-1)}$;
2. Create a feature support $A^{(t-1)} \subseteq F_{t-1}$: $A^{(t-1)} = \{j \in \{1, ..., m\} : p_j^{(t-1)} < \eta_{p(t-1)} \}$;
3. Update feature weight vector $w_F^{(t+1)} \in \mathbb{R}^M$ by ensembling feature supports $\{A^l\}_{l=1}^{t-1}$:

$$w_F_j^{(t)} = \alpha_F w_F_j^{(t-1)} + (1 - \alpha_F) \frac{\sum_{l=1}^{t-1} \mathbb{I}(j \in F_l, j \in A^l)}{\max(1, \sum_{l=1}^{t-1} \mathbb{I}(j \in F_l))};$$

**Output:** $w_F^{(t)}$.

We propose to utilize the same type of $EE + Prob$ sampling scheme (Algorithm 3) given our feature weights to learn the important features for clustering. Such a scheme exploits the important features and samples these more frequently as the algorithm progresses. But it also balances exploring other features to ensure that potentially important features are not missed. Our final IMPACC algorithm then utilizes both adaptive observation sampling and adaptive feature sampling to both improve computation and clustering accuracy while also providing feature interpretability. Utilizing minipatches in consensus clustering allows us to develop these innovative adaptive sampling schemes and be the first to propose feature learning in this context.

Even though IMPACC has several hyper-parameters, in practice, our methods are quite robust and reliable to parameter selections, and generally give a strong performance under default parameter settings. Therefore, we are freed from the computationally expensive hyper-parameter tuning process and its computational burdens. We include a study on
learning accuracy with different levels of hyper-parameters, the default values, and also suggest a data-driven tuning process in Appendix F.

Overall, the proposed MPACC with only adaptive sampling on observation is more suitable for data of no or little sparsity; and IMPACC, which adaptively subsamples both observations and features in minipatch learning, can be more useful when dealing with high dimensional and sparse data set in bioinformatics. It enhances model accuracy, scalability, and interpretability, by focusing on uncertain observations and important features in an efficient manner. Our empirical study in Section 3 demonstrates the major advantages of the IMPACC method in terms of clustering quality, feature selection accuracy and computation saving.

### 3 Empirical Studies

In this section we assess the performance of IMPACC and MPCC with application to a high dimensional and high noise synthetic simulation study in Section 3.1 and four large-scale real data sets in Section 3.2, in comparison with several conventional clustering strategies.

#### 3.1 Synthetic Data

We evaluate the performance of MPCC and IMPACC in terms of clustering accuracy and computation time with widely used competitors, and compare IMPACC’s feature selection accuracy with the existing sparse feature selection techniques. Simulations are conducted under three scenarios: sparse, weak sparse and no sparse. We only show the results of sparse simulation, as it is the best representative of high dimensional bioinformatics data, and results of the other two scenarios can be found in Appendix C.

In the sparse simulation study, each data set is created from a mixture of Gaussian with block-diagonal covariance matrix \( \Sigma = I_M \otimes (\rho \cdot I_5 \cdot I_5 + (1 - \rho) \cdot I_5) \), where \( \otimes \) denotes the Kronecker product. The parameter \( \rho \) is set to be 0.5. We set the number of observations, features and clusters to be \( N = 500 \), \( M = 5,000 \), \( K = 4 \), respectively, and the numbers of observations in each cluster are \( 20, 80, 120, 280 \). The means of features in synthetic data is \( \mu = [\mu_k, \mu_0] \), where \( \mu_k \in \mathbb{R}^{25} \) and \( \mu_0 = 0_{4975} \) are the means of 25 signal features and 4,975 noise features, respectively. The signal-to-noise (SNR) ratio is defined as the L2-norm of feature means: \( SNR = \|\mu\|_2 \). In order to assess feature selection capability, synthetic data is generated with SNR ranging from 1 to 8. Specifically, the signal features are generated with \( \mu_1 = \frac{SNR}{5} \cdot I_{25}, \mu_2 = (\frac{SNR}{5} \cdot I_{12}, -\frac{SNR}{5} \cdot I_{13})^T, \mu_3 = (-\frac{SNR}{5} \cdot I_{13}, \frac{SNR}{5} \cdot I_{12})^T, \mu_4 = -\frac{SNR}{5} \cdot I_{25} \).

Data with higher SNR ratio has more informative signal features so is easier to be clustered. For all clustering algorithms, we assume oracle number of clusters \( K \). Hierarchical clustering is applied as the final algorithm in IMPACC and MPCC, with number of iterations determined by an early stopping criteria, as described in Appendix B. And we have exactly the same setting as those of MPCC in regular consensus clustering, including the number of iterations. Ward’s minimum variance method with Manhattan distance is used in all hierarchical clustering related methods.
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**Figure 1:** Clustering performance (ARI), feature selection accuracy (F1 score), and computation time on sparse synthetic data sets. (A) ARI (higher is better) of estimated grouping; (B) computation time in log seconds; (C) F1 score for signal feature estimates. IMPACC has superior performance over competing methods in clustering and feature selection accuracy with significant computation saving.
We use adjusted rand index (ARI) to evaluate the clustering performance, and F1 score to measure feature selection accuracy, which both range in [0, 1], with a higher value indicating higher accuracy. The averaged results over 10 repetitions are shown in Figure 1. Overall, IMPACC yields the best clustering performance over all competing methods with the highest ARI in most of the $SNR$ settings. Comparing feature selection performance, IMPACC has perfect recovery on informative features, with an F1 score equaling to 1 when $SNR$ is large, and is significantly better than sparseKM and sparseHC. Additionally, IMPACC achieves significantly major computational advantages comparing to sparse feature selection clustering strategies. All of the computation time is recorded on a laptop with 16GB of RAM (2133 MHz) and a dual-core processor (3.1 GHz). Note that we only show results of the sparse simulation scenario in Figure 1, and we include the other two scenarios in Appendix C. Our methods are still dominant in noisy and weak sparse situations, but IMPACC shows little improvement on the no-sparsity scenario when all the features are relevant.

### 3.2 Case Studies on Real Data

We apply our methods to three RNA-seq data sets and one image data set with known cluster labels, whose information is reported in Table 1. In the RNA-seq data, gene expressions are transformed by $x \rightarrow \log_2 (1 + x)$ before conducting clustering algorithms; the image data set is adjusted to be within the range [0, 1]. With the same settings in Section 3.1, we evaluate the learning performance of MPCC and IMPACC with existing methods, with the number of clusters being sourced from the Human Protein Atlas [Pontén et al., 2008], and more details on significant genes can be found in Appendix D.

Table 1 summarizes clustering results on real data sets. IMPACC consistently outperforms all competing methods at discovering known clusters with the highest ARI score, and it demonstrates major computational advantages, sometimes even beating hierarchical clustering. Clustering followed by dimension reduction via tSNE can have faster and better clustering accuracy for some of the data sets, but they fail to provide interpretability in terms of feature importance. Even though single cell RNA-seq specific methods Seurat and CS3 have comparable accuracy in the brain data set, these methods select genes with high variance before performing clustering algorithm and do not provide inherent interpretations of important genes. Note that R failed to apply sparseHC to large genomics data due to excessive demand on computing memory. Further, even though MPCC has slightly lower ARI than IMPACC, it still yields better performance in learning accuracy over consensus and standard methods, and it achieves the fastest computational speed over all other methods in most of the data sets, excluding K-Means clustering. Additionally, we visualize the consensus matrices of IMPACC and compare to that of regular consensus clustering in Figure 2. We can conclude that IMPACC is able to produce more accurate consensus matrices, with clearer diagonal blocks of clusters and less noise on off-diagonal entries.

IMPACC further provides interpretability in terms of feature importance. 19 of top 25 genes with high importance (feature score $\in [0.78, 1]$) in brain cell data set are enriched/enhanced in brain; in top 25 genes (feature score $\in [0.933, 1]$) in the PANCAN tumor data set, 11 genes are prognostic cancer markers and 13 are enriched/enhanced in tissues; 9 of the top 25 genes (feature score $\in [0.52, 1]$) in neoplastic cells are enriched in the brain, and 17 genes are prognostic cancer markers. For example, BCAN is highly relevant to tumor cell migration with contribution to nervous system development, and OPALIN is a known marker in oligodendrocytes [Darmanis et al., 2017]. The gene information is sourced from the Human Protein Atlas [Pontén et al., 2008], and more details on significant genes can be found in Appendix D.

To further evaluate the model interpretability of IMPACC, sparseKM and sparseHC, we perform pathway analysis on the most important genes discovered by each method. We determined genes as important if their feature importance scores were higher than the mean plus one standard deviation of all scores. IMPACC is able to identify a larger set of important genes with more discrepancy between signal and noise genes. By performing KEGG pathway analysis, we find the important genes obtained from IMPACC are enriched in much more biological meaningful pathways with smaller
Table 2: Clustering performance (ARI) and computation time in seconds on real data sets with known cluster labels. The IMPACC method outperforms others in clustering performance, with significant improvements on computational cost compared to sparseKM, sparseHC and consensus clustering. The MPCC method also yields comparable clustering performance, and achieves the fastest computational speed excluding K-Means clustering.

Figure 2: Heatmaps of final consensus matrix derived from IMPACC and consensus clustering respectively, using oracle number of clusters. Darker color indicates higher consensus value.

p-values, comparing to those identified by sparseKM and sparseHC. For example, as shown in Table 3, 578, 89 and 27 important genes are detected by IMPACC, sparseKM and sparseHC, respectively in the brain cell data. The top enriched KEGG pathways from IMPACC is GABAergic synapse, which is the main neurotransmitter in adult mammalian brain [Watanabe et al., 2002]. Therefore, IMPACC provides accurate and reliable interpretations on scientifically important genes. Additional pathway analyses are detailed in Appendix D.
### Table 3: Top 5 enriched KEGG pathways in brain cell data set

| Pathway Name p-value | Pathway Name p-value | Pathway Name p-value |
|----------------------|----------------------|----------------------|
| IMAPCC               | sparseKM             | sparseHC             |
| hsa04727 GABAergic synapse 2.357e-15 | hsa04904 Proximal tubule bicarbonate reclamation 1.319e-07 | hsa04976 Bile secretion 0.0011 |
| hsa04911 Insulin secretion 1.457e-12 | hsa04727 GABAergic synapse 1.319e-07 | hsa04964 Proximal tubule bicarbonate reclamation 0.0013 |
| hsa04721 Synaptic vesicle cycle 2.208e-12 | hsa04976 Bile secretion 0.0001 | hsa04724 Glutamatergic synapse 0.0022 |
| hsa04978 Mineral absorption 3.492e-09 | hsa04978 Mineral absorption 0.0005 | hsa04919 Thyroid hormone signaling pathway 0.0027 |
| hsa04979 Gastric acid secretion 1.121e-08 | hsa04919 Thyroid hormone signaling pathway 0.00052 | hsa01230 Biosynthesis of amino acids 0.0131 |

### 4 Discussion

We have proposed novel and powerful methodologies for consensus clustering using minipatch learning with random or adaptive sampling schemes. We have demonstrated that both MPCC and IMPACC are stable, robust, and offer superior performance than competing methods in terms of computational accuracy. Further, the approaches offer dramatic computational savings with runtime comparable to hierarchical or spectral clustering. Finally, IMPACC offers interpretable results by discovering features that differentiate clusters. This method is particularly applicable to sparse, high-dimensional data sets common in bioinformatics. Our empirical results suggest that our method might prove particularly important for discovering cell types from single-cell RNA sequencing data. Note that while our methods offer computational advantages over consensus clustering for all settings, our method does not seem to offer any dramatic improvement in clustering accuracy for non-sparse and non-high-dimensional data sets. In future work, one can further optimize computations through memory-efficient management of the large consensus matrix and through hashing or other approximate schemes. Overall, we expect IMPACC to become a critical instrument for clustering analyses of complicated and massive data sets in bioinformatics as well as a variety of other fields.
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A Proof of Proposition 1

Proposition 1. The computational complexity of MPCC in Algorithm 1 is $O(mn^2T + N^2)$, where $T$ is the total number of minipatches.

Proof. Firstly, construction of minipatch requires $O(1)$ time complexity. Then we need $O(mn^2(n-1)/2)$ to calculate the distance matrix of minipatch and $O(n^2)$ to perform hierarchical clustering with Ward.D linkage [Murtagh, 1983]. The time complexity is $O(n(n-1)/2)$ for both co-clustering membership matrix $V$ and co-sampling matrix $D$ updates. Finally, after $T$ iterations, when we calculate the consensus matrix $S$, $O(N^2)$ operations are needed. Therefore, the overall time complexity over $T$ iterations is $O(mn^2T + N^2)$.

B Early Stopping Criteria

To avoid unnecessary iterations in an effort to optimize computational efficiency, we employ an early stopping criteria which stops the algorithm once the consensus matrix is stable. The stability can be measured by the changes of confusion values [Ren et al., 2017], where the confusion is defined as

$$
\text{confusion}_i = \frac{1}{N} \sum_{i'=1}^{N} S_{i,i'} (1 - S_{i,i'})
$$

for observation $i$. We consider the consensus results to be stable if the confusion values have no or little changes over several iterations. Let $\epsilon_{q}^{(t)}$ be the absolute difference between the $q^{th}$ percentile of confusion values at iteration $t$ and $t-1$; and $\Omega_{q,c}$ denotes the number of times that $\epsilon_{q}^{(t)}$ is continuously less than a constant $c$. We propose to stop the algorithm when the 90\% percentile value of the confusions remains small and unchanged for the past 5 iterations, that it, $\Omega_{90,0.00001} < 5$ for $c = 0.00001$. Such stopping criteria is used in our empirical study and proved to achieve a great balance between clustering accuracy and computational efficiency.

C Additional Study on Synthetic Data

C.1 Weak Sparse Simulation

In order to further investigate the effectiveness of MPCC and IMPACC methods, we propose to evaluate the methods on more difficult and more noisy data sets. To do so, we construct a weak sparse scenario, in which we generate noise
features with higher variance than that of sparse simulation as in Section 3.1. Instead of setting the means of all noise features to be 0, here, we design the weak sparse simulation with means of noise features $\mu_0 \sim N(0_{4975}, I_{4975})$, where $I$ is the identity matrix. With other settings being exactly the same as sparse simulation in Section 3.1, we compare model performance of IMPACC and MPCC to other competing methods. As shown in Figure 3, the results of weak sparse scenario are quite similar to that in sparse simulation, with IMPACC outperforms all other methods in terms of clustering accuracy, measured by ARI. Also, IMPACC demonstrates better feature selection accuracy measured by F1 score and much fewer computation costs than other sparse clustering methods.

![Figure 3](image)

Figure 3: Clustering performance (ARI), feature selection accuracy (F1 score), and computation time on sparse synthetic data sets. (A) ARI (higher is better) of estimated grouping; (B) computation time in log seconds; (C) F1 score for signal feature estimates. The performance is quite similar to sparse simulation that our method IMPACC has superior performance over competing methods in terms of clustering performance, and similar feature selection accuracy with significant improvement on computational cost.

C.2 No Sparse Simulation

![Figure 4](image)

Figure 4: Clustering performance (ARI) and computation time on no sparsity and low dimensional synthetic data sets. (A) Adjusted rand index (higher is better) of estimated grouping; (B) computation time in log seconds; Our method MPACC and MPCC have similar clustering accuracy and advantages in computation time comparing to consensus clustering. They also demonstrate much higher ARI over other competing methods.

As our previous synthetic data sets are built with sparse and high dimensional settings, one may ask how do our methods perform in the case of no sparsity and low dimensions? For comparison, we generate a low dimensional data sets that the number of features ($M = 100$) is smaller than the number of observations ($N = 500$), with all the features being relevant to differentiate the clusters. Similar to the sparse scenarios, the no sparse data sets are simulated from a mixture of Gaussian with block-diagonal covariance matrix. Differently, here, the number of features is set to be $M = 100$, and other values are the same as in sparse simulation. Without any noise feature, the 100 signal features are generated with $\mu = [\mu_k]$, such that $\mu_k \sim N(u_k, 0.1)$, and we set $u_1 = \frac{SNR}{10} \cdot 1_{100}$, $\mu_2 = (\frac{SNR}{10} \cdot 1_{50}^T, -\frac{SNR}{10} \cdot 1_{50}^T)^T$, $\mu_3 = (-\frac{SNR}{10} \cdot 1_{50}^T, \frac{SNR}{10} \cdot 1_{50}^T)^T$, $\mu_4 = -\frac{SNR}{10} \cdot 1_{50}$. In this case, all features are important in discovering clusters,
so we do not implement clustering algorithms with feature selection, including IMPACC, sparseKM and sparseHC. We aim to compare MPACC, which only adaptively subsamples observations, MPCC, which uses a random sampling scheme, to consensus clustering and other widely used algorithms. As shown in Figure 4, we can tell that MPACC and MPCC do not offer significant improvements in terms of clustering accuracy, comparing to consensus clustering in the no sparsity setting. But our methods show better computational efficiency than consensus clustering. Besides, MPACC and MPCC still result in much better clustering accuracy than other standard clustering algorithms including K-Means, K-Medoid and spectral clustering.

C.3 Additional Results on Sparse Simulation

One may ask can we implement algorithms other than hierarchical clustering on the consensus matrix in the final step, and whether the methods would perform differently? In practice, our frameworks are quite flexible and we can implement any other clustering algorithms in the final step, as long as they rely on a distance matrix or similarity matrix of the data. For example, we can apply hierarchical clustering or K-Medoid clustering with $1 - S$ as a distance matrix, or spectral clustering using $S$ as a similarity matrix. In the setting of sparse simulation scenario, we compare clustering accuracy of our frameworks to existing methods, adding spectral clustering as the final algorithm in IMPACC, MPCC and consensus clustering. As shown in Figure 5, the methods using hierarchical and spectral clustering as the final algorithm are indicated by (HC) and (Spec), respectively. Since the only difference is the final clustering applied to the consensus matrix, only the clustering accuracy would be influenced. IMPACC with spectral clustering as final algorithm IMAPCC(Spec) has almost the same ARI as that of using hierarchical clustering as final algorithm IMAPCC(HC). And in both MPCC and consensus clustering, spectral clustering as the final algorithm significantly enhances clustering accuracy. Therefore, our approaches are flexible and widely applicable to numerous of different models in the choices of final clustering algorithms, so that users can optimize model settings with respect to data of interest.

![Figure 5: Clustering performance (ARI) on sparse data sets, adding results of spectral clustering as the final algorithm. Methods using hierarchical and spectral clustering are indicated by (HC) and (Spec), respectively. IMPACC has similar ARI in both HC and Spec settings, while MPCC and consensus clustering with Spec show better clustering accuracy than that with HC setting.](image)

C.3.1 Patterns of Feature Scores

One may also be interested in the pattern of feature scores over iterations. We display feature scores obtained from IMPACC versus the number of iterations in the sparse synthetic data study, in the case of $SNR = 4$ and $SNR = 6$. From Figure 6, we see that IMPACC can correctly identify all the signal features and noise features after the burn-in stage. In addition, the feature scores converge faster and have a clearer separation between the important and noise features in the data with higher $SNR$. It is reasonable because the important features in such data have stronger signals, so it is easier for us to separate the relevant features from the noisy ones, and thus easier to cluster the observations.
Our method is able to distinguish signal features from the noise, with speed of convergence and level of score separation relative to the difficulty of the data sets.

## D Important Genes in Genomics Data Sets

Our method IMPACC can in addition generate interpretable results with ensembled feature selection. In the RNA-seq data sets of our real data case study, we are able to find biologically important genes by the ranks of resulting feature importance. With gene information extracted from the Human Protein Atlas [Pontén et al., 2008], we list the top 25 genes with the highest importance score, and the descriptions of their tissue specificity and/or whether they are prognostic cancer markers in Table 3, 4, 5. In addition, Table 1 and Table 2 contain details on top 5 enriched pathways of signal genes detected by IMPACC and sparseKM in the PANCAN tumor data set and neoplastic data set. From the information, we can tell that IMPACC can effectively identify influential genes and enriched pathways that are actually biologically meaningful, supported by the scientific literature.

### Table 1: Top 5 enriched KEGG pathways in PANCAN tumor data set

| Pathway Name                                      | p-value   | Pathway Name                                      | p-value   |
|--------------------------------------------------|-----------|---------------------------------------------------|-----------|
| 1       hsa05217 Basal cell carcinoma             | 0.00225   | 1       hsa00250 Alanine, aspartate and glutamate metabolism | 0.0122    |
| 2       hsa05224 Breast cancer                   | 0.0058    | 2       hsa04080 Neuroactive ligand-receptor interaction | 0.0185    |
| 3       hsa00601 Glycosphingolipid biosynthesis - lacto and neolacto series | 0.0070    | 3       hsa04520 Adherens junction                  | 0.0415    |
| 4       hsa05165 Human papillomavirus infection   | 0.0093    | 4       hsa04918 Thyroid hormone synthesis          | 0.0458    |
| 5       hsa05166 Human T-cell leukemia virus 1 infection | 0.0164    | 5       hsa05016 Huntington disease                 | 0.0497    |

### Table 2: Top 5 enriched KEGG pathways in neoplastic cell data set

| Pathway Name                                      | p-value   | Pathway Name                                      | p-value   |
|--------------------------------------------------|-----------|---------------------------------------------------|-----------|
| 1       hsa04145 Phagosome                        | 7.193e-14 | 1       hsa05150 Staphylococcus aureus infection   | 4.551e-17 |
| 2       hsa05150 Staphylococcus aureus infection   | 1.006e-13 | 2       hsa04145 Phagosome                        | 2.351e-15 |
| 3       hsa04514 Cell adhesion molecules           | 2.0269e-13| 3       hsa05140 Leishmania                        | 2.479e-15 |
| 4       hsa04940 Type 1 diabetes mellitus          | 8.144e-13 | 4       hsa05152 Tuberculosis                     | 6.569e-13 |
| 5       hsa05332 Graft-versus-host disease         | 6.259e-12 | 5       hsa05322 Systemic lupus erythematosus      | 4.861e-12 |
### Table 3: Top 25 significant genes derived from IMPACC in PANCAN

| Gene name | Description |
|-----------|-------------|
| ACPL2     | Tissue enhanced (epididymis) |
| ANXA3     | Prognostic marker in renal cancer and pancreatic cancer |
| CTXN3     | Group enriched (brain) |
| EPB41L3   | Tissue enhanced (brain) |
| GATA2     | Prognostic marker in urothelial cancer and renal cancer |
| MRE11A    | Prognostic marker in liver cancer |
| MYBPH     | Tissue enriched (skeletal muscle) |
| NKKX2-8   | Tissue enhanced (lung) |
| SLC45A1   | Tissue enhanced (brain) |
| TRPM5     | Tissue enhanced in pancreas |
| CNIH4     | Prognostic marker in renal cancer and pancreatic cancer |
| MLNR      | Group enriched (stomach) |
| SEMA4G    | Tissue enhanced (intestine, liver) |
| CREB3L2   | Tissue enhanced (placenta) |
| RDBP      | Prognostic marker in liver cancer and cervical cancer |
| ACAD10    | Prognostic marker in renal cancer |
| CDH5      | Prognostic marker in renal cancer |
| PVRIG     | Group enriched (blood, lymphoid tissue) |
| KCNE2     | Tissue enriched (stomach) |
| EFHC2     | Tissue enhanced (brain, fallopian tube) |
| ENOX2     | Prognostic marker in renal cancer |
| GALNT4    | not prognostic |
| TBC1D7    | Prognostic marker in renal cancer and ovarian cancer |
| TMEM30C   | Prognostic marker in renal cancer |
| SYT5      | Prognostic marker in pancreatic cancer and glioma |

### E Dimension Reduction & visualization

Informative dimension reduction and visualization can be achieved by applying multidimensional scaling to the distance matrix obtained from IMPACC, denoted as MDS-IMPACC. The embedding is produced by implementing monotone spline transformed MDS to $1 - \mathcal{S}$, which can be regarded as an interpretable distance matrix estimation of the data. Both the number of knots and spline degree are set to be 2 by default. MDS-IMPACC has significantly better quality of visualization comparing to commonly used dimension reduction techniques including PCA, UMAP and t-SNE. The visualization produced by MDS-IMPACC is equipped with strong interpretability by preserving pairwise distance structure using multidimensional scaling. Moreover, MDS-IMPACC is possible to provide additional information on the levels of clustering uncertainty of the observations, using confusions derived from the final consensus matrix of IMPACC. Figure 7 shows the results of applying MDS-IMPACC, PCA, t-SNE and UMAP in the brain cells data and neoplastic cell data set. MDS-IMPACC yields scatterplots with tighter groups of cells and clearer separations among different types of cells than PCA and t-SNE. UMAP also constructs competitive visualization in brains cell data, but is sensitive and performs much worse to neoplastic data which has highly unbalanced clusters. Therefore, based on monotone spline multidimensional scaling, IMPACC is able to provide a new interpretable and informative dimension reduction and visualization.
| Gene name | Description                  |
|-----------|------------------------------|
| THY1      | Tissue enhanced (brain, smooth muscle) |
| TMEM130   | Group enriched (brain)        |
| GABRB2    | Tissue enriched (brain)       |
| AGXT2L1   | Group enriched (brain, liver) |
| UGT8      | Tissue enriched (brain)       |
| RNASE1    | Tissue enriched (pancreas)    |
| GABRA1    | Tissue enriched (brain)       |
| ERMN      | Tissue enriched (brain)       |
| OPALIN    | Tissue enriched (brain)       |
| KLK6      | Tissue enhanced (brain, esophagus) |
| CLDN11    | Tissue enhanced (brain, ovary, testis) |
| SCN2A     | Tissue enriched (brain)       |
| GABBR2    | Tissue enriched (brain)       |
| ENPP2     | Tissue enhanced (brain, placenta) |
| CNDP1     | Group enriched (brain, liver) |
| SLCO1A2   | Tissue enhanced (brain, liver, retina, salivary gland) |
| GJA1      | Low tissue specificity        |
| AQP4      | Group enriched (brain, lung)  |
| BCAS1     | Tissue enhanced (brain, intestine, stomach) |
| TF        | Tissue enriched (liver)       |
| CLU       | Tissue enhanced (epididymis, liver) |
| UNC80     | Group enriched (brain)        |
| SPP1      | Tissue enhanced (gallbladder, kidney, placenta) |
| PLP1      | Tissue enriched (brain)       |

Table 4: Top 25 significant genes derived from IMPACC in brain cells

Figure 7: Dimension reduction accuracy. Scatterplots of the top two dimension of the cells colored by cell type, derived from MDS-IMPACC, PCA, t-SNE and UMAP. Scatterplots from IMPACC-MDS yield more concentrated clusters with clearer boundaries.

**F A study on Hyper-parameters and Hyper-parameter Tuning**

There are 3 hyper-parameters in MPCC and 5 additional hyper-parameters in IMPACC. However, only minipatch size related parameters \( n \) and \( m \) can significantly influence running time and model accuracy. Therefore, choosing a pair of \( n \) and \( m \) that is relatively small while maintaining good performance would be critical. We find that our framework is fairly robust by setting \( m = 0.1 \) and \( n = 0.25 \) in empirical studies. In addition, the remaining hyper-parameters do not need to be tuned, because the model performance is either insensitive and stable to a wide range of parameter...
| Gene name | Description |
|-----------|-------------|
| TYROBP   | Prognostic marker in renal cancer |
| CD74     | Prognostic marker in endometrial cancer and breast cancer |
| PTPRZ1   | Tissue enriched (brain); Prognostic marker in urothelial cancer |
| SRGN     | Prognostic marker in renal cancer |
| FCER1G   | Prognostic marker in renal cancer |
| LAPT5M   | Prognostic marker in renal cancer and cervical cancer |
| C1QB     | Prognostic marker in renal cancer |
| HLA-DRB1 | Gene product is not prognostic |
| HLA-DRA  | Prognostic marker in colorectal cancer |
| C1QA     | Prognostic marker in renal cancer |
| C1QC     | Prognostic marker in renal cancer |
| APOD     | Prognostic marker in renal cancer and stomach cancer |
| HLA-DRB5 | Prognostic marker in endometrial cancer |
| GAD2     | Tissue enriched (brain) |
| SOX10    | Tissue enhanced (brain) |
| GJB6     | Gene product is not prognostic |
| GPM6A    | Tissue enriched (brain) |
| GPM6B    | Tissue enriched (brain); Prognostic marker in ovarian cancer |
| AIF1     | Prognostic marker in renal cancer |
| PTN      | Prognostic marker in renal cancer |
| CALY     | Group enriched (adrenal gland); Prognostic marker in pancreatic cancer |
| BCAN     | Tissue enriched (brain) |
| CLU      | Tissue enriched (brain) |
| SLC32A1  | Tissue enriched (brain) |
| OPALIN   | Tissue enriched (brain) |

Table 5: Top 25 significant genes derived from IMPACC in neoplastic cells.

choices, or is optimal with one universal value in all cases. Since our models are quite robust and can generate satisfying performance with default parameter settings, we can remarkably reduce computational costs. Hyper-parameters and their default values are summarized in Table 6, 7, 8, and comparisons on learning accuracy versus number of iterations for different levels of hyper-parameters on two real genomics data are specified in Figure 8-15.

Besides, We propose a data driven way to conduct parameter tuning based on the consensus matrix. For example, in the selection of minipatch size, we found that our models can yield optimal learning performance by choosing the minimum $m$ and $n$ pair such that the maximum confusion value of the final consensus matrix is less than 0.01.

| Parameter | Description                         | Default value | Range    |
|-----------|-------------------------------------|---------------|----------|
| $m$       | Minipatch features size             | 0.1           | (0, 1)   |
| $n$       | Minipatch observation size          | 0.25          | (0, 1)   |
| $h$       | Cutoff quantile on hierarchical tree height | 95%            | (0, 1)   |

Table 6: Hyper-parameters in MPCC framework (Algorithm 1).

| Parameter | Description                         | Default value | Range    |
|-----------|-------------------------------------|---------------|----------|
| $\{\eta\}$ | p-value percentile cutoff       | 5%            | [0, 1]   |
| $\alpha_F$ | learning rate (feature)         | 0.5           | [0, 1]   |
| $\{\tau\}$ | high importance cutoff ($mean+\tau sd$) | 1              | [0, $\infty$) |

Table 7: Hyper-parameters in adaptive feature sampling scheme.
| Parameter | Description                  | Default value | Range  |
|-----------|------------------------------|---------------|--------|
| $\alpha_t$ | learning rate (observation) | 0.5           | [0, 1] |
| $\{\theta\}$ | high uncertainty cutoff  | 95% weight quantile | [0, 1] |

Table 8: Hyper-parameters in adaptive observation sampling scheme.

Figure 8: Clustering performance measured by ARI with different values of hierarchical tree cutoff $h$ in IMPACC using brain cells and PANCAN data. Methods with $h = 0.95$ setting have significantly better clustering performance. So we use $h = 0.95$ as default value.

Figure 9: Clustering performance measured by ARI with different values of p-value percentile cutoff $\{\eta\}$ in IMPACC using brain cells and PANCAN data. Clustering accuracy is not significantly different with various $\{\eta\}$ settings.
Figure 10: Clustering performance measured by ARI with different values of feature learning rate $\alpha_F$ in IMPACC using brain cells and PANCAN data. Clustering accuracy is not significantly different with various $\alpha_F$ settings.

Figure 11: Clustering performance measured by ARI with different values of observation learning rate $\alpha_I$ in IMPACC using brain cells and PANCAN data. Clustering accuracy is not significantly different with various $\alpha_I$ settings.

Figure 12: Clustering performance measured by ARI with different values of high uncertainty cutoff $\{\theta\}$ in IMPACC using brain cells and PANCAN data. Clustering accuracy is not significantly different with various $\{\theta\}$ settings.
Figure 13: Clustering performance measured by ARI with different values of high importance cutoff \( \{ \tau \} \) in IMPACC using brain cells and PANCAN data. Clustering accuracy is not significantly different with various \( \{ \tau \} \) settings.

Figure 14: Clustering performance measured by ARI with different adaptive sampling schemes in IMPACC using brain cells and PANCAN data. The schemes include probabilistic sampling scheme (\( \text{prob} \)), proposed \( EE + Prob \) scheme, and \( EE \) scheme from [29]. Clustering accuracy is not significantly different with different adaptive sampling methods.

Figure 15: Clustering performance measured by ARI with different values of minipatch size \( m \) and \( n \) in IMPACC using brain cells and PANCAN data.