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We present a subspace projection technique to conduct large-scale Kohn-Sham density functional theory calculations using higher-order spectral finite-element discretization. The proposed method treats both metallic and insulating materials in a single framework, and is applicable to both pseudopotential as well as all-electron calculations. The key ideas involved in the development of this method include: (i) employing a higher-order spectral finite-element basis that is amenable to mesh adaption; (ii) using a Chebyshev filter to construct a subspace which is an approximation to the occupied eigenspace in a given self-consistent field iteration; (iii) using a localization procedure to construct a non-orthogonal localized basis spanning the Chebyshev filtered subspace; (iv) using a Fermi-operator expansion in terms of the subspace-projected Hamiltonian represented in the non-orthogonal localized basis to compute relevant quantities like the density matrix, electron density and band energy. We demonstrate the accuracy and efficiency of the proposed approach on benchmark systems involving pseudopotential calculations on aluminum nano-clusters up to 3430 atoms and on alkane chains up to 7052 atoms, as well as all-electron calculations on silicon nano-clusters up to 3920 electrons. The benchmark studies revealed that accuracies commensurate with chemical accuracy can be obtained with the proposed method, and a subquadratic-scaling with system size was observed for the range of materials systems studied. In particular, for the alkane chains—representing an insulating material—close to linear-scaling is observed, whereas, for aluminum nano-clusters—representing a metallic material—the scaling is observed to be $O(N^{1.46})$. For all-electron calculations on silicon nano-clusters, the scaling with the number of electrons is computed to be $O(N^{1.75})$. In all the benchmark systems, significant computational savings have been realized with the proposed approach, with $\sim 10$–fold speedups observed for the largest systems with respect to reference calculations.

I. INTRODUCTION

Past few decades have seen an increasingly important role played by electronic structure calculations based on density functional theory in the investigation of materials properties. The Kohn-Sham approach to density functional theory (DFT)\(^1\), in particular, provides a computationally tractable approach to conduct quantum-mechanically informed calculations on ground-state materials properties. The Kohn-Sham approach reduces the many-body problem of interacting electrons into an equivalent problem of non-interacting electrons in an effective mean field that is governed by the electron density. While this formulation has no approximations and is exact in principle for ground-state properties, the quantum mechanical interactions between electrons manifest in the form of an unknown exchange-correlation term in DFT. Various models have been proposed for the exchange-correlation interactions\(^2\), and these have been shown to predict a wide range of materials properties across various materials systems. Though the Kohn-Sham approach greatly reduces the computational complexity of the many-body Schrödinger problem, large-scale electronic structure calculations with DFT are still computationally very demanding, and accurate numerical methods that improve the computational efficiency of DFT calculations are desirable.

The widely used numerical implementations of DFT employ a plane-waves basis\(^3\), which provides an efficient computation of the electrostatic interactions arising in DFT naturally through Fourier transforms. Further, the plane-wave basis provides variational convergence in the ground-state energy with exponential convergence rates. However, the plane-wave basis also suffers from some notable disadvantages. In particular, the simulations are restricted to periodic boundary conditions that are not well suited for material systems containing extended defects (for e.g. dislocations), as well as isolated materials systems such as molecules and nano-clusters. Further, the plane-wave basis does not offer adaptive spatial resolution which can be inefficient in the treatment of certain types of calculations—for e.g. all-electron calculations, isolated systems—where higher basis resolution is required in some spatial regions and a coarser resolution suffices elsewhere. Moreover, the plane-wave basis functions are extended in real space, which significantly affects the scalability of computations on parallel computing platforms. On the other hand, atomic-orbital-type basis functions\(^5\), which constitute other widely employed basis sets in electronic structure calculations, are well suited for isolated systems, but cannot easily handle other boundary conditions. Further, these basis sets do not offer systematic convergence for all materials systems, and due to the non-locality of the basis functions the parallel scalability is significantly affected. Thus, there has been an increasing focus on systematically improvable and scalable real-space techniques for electronic structure calculations over the past decade\(^6\).

Among real-space techniques, the finite-element basis\(^7\)—a piecewise polynomial basis—presents some key
advantages for electronic structure calculations. In particular, the finite-element basis naturally allows for arbitrary boundary conditions, which enables the consideration of isolated, semi-periodic, as well as, periodic materials systems under a single framework. Further, the locality of the basis provides good scalability on parallel computing platforms. Further, the finite-element basis is amenable to adaptive spatial resolution which can effectively be exploited for efficient solution of all-electron DFT calculations\textsuperscript{23-25} as well as the development of coarse-graining techniques that seamlessly bridge electronic structure calculations with continuum\textsuperscript{26,27}. There have been significant efforts in the recent past to develop real-space electronic structure calculations based on a finite-element discretization\textsuperscript{1,12,25,28,43}.

Although the finite-element basis offers some unique advantages for electronic structure calculations, initial studies\textsuperscript{23,28,38}, which employed linear finite-element basis functions, suggested that they require a large number of linear basis functions—of the order of 100,000 basis functions per atom—to achieve chemical accuracy in electronic structure calculations. This compares poorly with plane-wave basis or atomic-orbital-type basis. A recent investigation\textsuperscript{28} has indicated that the use of adaptive higher-order spectral finite-elements can significantly improve the computational efficiency of real-space electronic structure calculations. In particular, staggering computational savings—of the order of 1000—fold—relative to linear finite-elements for both all-electron and local pseudopotential calculations have been obtained by using higher-order finite-element discretizations. Further, for accuracies commensurate with chemical accuracy, it was demonstrated that the computational efficiency afforded by higher-order finite-element discretizations is competing with plane-wave discretization for non-periodic calculations, and is comparable to the Gaussian basis for all-electron calculations to within an order of magnitude. Moreover, the parallel scalability of the finite-element basis was demonstrated on up to 200 processors, where over 90\% parallel efficiency was observed. Using modest computational resources, local pseudopotential calculations had been demonstrated on up to 1688 atoms and all-electron calculations had been demonstrated on up to 600 electrons.

However, we note that the traditional self-consistent approach to solving the discretized nonlinear Kohn-Sham eigenvalue problem involves the diagonalization of the Hamiltonian to obtain orthonormal eigenvectors, the computational complexity of which typically scales as $O(MN^2)$ where $M$ denotes the number of basis functions and $N$ denotes the system size (number of atoms or number of electrons). This cost becomes prohibitively expensive, approaching cubic-scaling, as the system size becomes larger. To this end, numerous efforts have focused on either reducing the prefactor\textsuperscript{14,15} associated with the computational cost of the Kohn-Sham DFT calculations or reducing the computational complexity to have improved-scaling behavior for DFT calculations.

The latter methods usually exploit locality in the wavefunction\textsuperscript{13}, directly or indirectly, and can be broadly categorized\textsuperscript{17} into two types: one which calculate the single-electron density matrix, and another which work with its representation in terms of localized Wannier functions. The divide and conquer method\textsuperscript{18,19}, Fermi-operator expansion\textsuperscript{21,24}, density-matrix minimization\textsuperscript{25-27} approach belong to the former category, whereas, the Fermi-operator projection method\textsuperscript{28,29} and the orbital minimization approach\textsuperscript{30,32} belong to the latter category. A comprehensive review of these methods has been provided by Goedecker\textsuperscript{31} and more recently by Bowler and Miyazaki\textsuperscript{32}. These methods, which rely on the locality of the Wannier functions or the exponential decay of the density matrix in real-space, have been demonstrated to work well for insulating systems, exhibiting linear-scaling with system size. However, for metallic systems, due to the slower decay of the density matrix, the computational complexity of these approaches can deviate significantly, in practice, from linear-scaling. Further, we note that, some of the developed techniques\textsuperscript{33-36} assume the existence of a band-gap, thus restricting these techniques solely to insulating systems. The Fermi-operator expansion method\textsuperscript{21,24,25}, which is equally applicable to both insulating and metallic systems, computes the finite-temperature density-matrix through a Chebyshev polynomial approximation of the Fermi distribution function (also referred to as Fermi function) of the Kohn-Sham Hamiltonian. The accuracy of such an expansion depends on the smearing parameter ($\sigma = k_B T$) in the Fermi distribution and the width of the eigenspectrum ($\Delta E$) of the discretized Hamiltonian. In fact, the number of polynomial terms required to achieve a prescribed accuracy\textsuperscript{33} is $O(\Delta E / \sigma)$. Numerous recent efforts\textsuperscript{37,38} have focused towards developing alternate approximations to the Fermi function, or approximations to its spectral representation\textsuperscript{25}. A majority of these methods aim to reduce the number of terms used in the expansion to approximate the Fermi function. However, a major drawback with these methods is that they are not efficient for local real-space basis functions like finite-elements, where, typically, more refined discretizations are needed. In a recent study\textsuperscript{29} it was observed that the width of the eigenspectrum of the finite-element discretized Hamiltonian (using higher-order finite-elements) is $O(10^9)$ $Ha$ for pseudopotential calculations, and $O(10^5)$ $Ha$ for all-electron calculations. In this article, building on our previous work\textsuperscript{25} we propose a reduced-scaling subspace projection technique in the framework of spectral finite-element discretization. To this end, we borrow localization ideas from Garcia et al.\textsuperscript{32} and develop a subspace iteration technique that treats both metallic and insulating systems on a similar footing. Further, besides pseudopotential calculations, the proposed technique is also applicable to all-electron calculations, as demonstrated in our benchmark studies. The main ideas used in our approach are: (i) employ Chebyshev filtered subspace iteration to compute the occupied eigenspace; (ii) em-
ploy a localization procedure to generate non-orthogonal localized wavefunctions spanning the Chebyshev filtered subspace; (iii) use adaptive tolerances to truncate the wavefunctions, with looser tolerances being employed in initial self-consisted field (SCF) iterations and progressively tightening as the SCF iteration approaches convergence, and (iv) employ Fermi-operator expansion in terms of the projected Hamiltonian expressed in the non-orthogonal localized basis to compute the density matrix, electron density and band energy.

We first present an abstract mathematical framework in which the projection of the Hamiltonian into a subspace, corresponding to the occupied eigenspace, and the associated density matrix are expressed in a non-orthogonal basis spanning the subspace. We then derive expressions for the computation of electron density, constraint on the number of electrons and the band energy in terms of the projected Hamiltonian, which are subsequently used to formulate the subspace projection technique within the framework of finite-element discretization. To this end, the Kohn-Sham Hamiltonian and the corresponding wave-functions are represented in the Löwdin orthonormalized finite-element basis constructed using spectral finite-elements in conjunction with Gauss-Lobatto-Legendre quadrature rules. The SCF iteration begins with an initial subspace spanned by the localized single-atom wavefunctions, and a Chebyshev filter is applied on this subspace to compute an approximation to the occupied eigenspace. Next, we employ a localization procedure to construct non-orthogonal localized wave-functions spanning the Chebyshev filtered subspace. The localized wavefunctions are then truncated using a truncation tolerance, below which the localized wavefunctions are set to zero. We note that the proposed approach of providing a compact support for the wavefunctions by using a truncation tolerance on the wavefunctions differs from commonly employed approach of using truncation radius, and presents a more efficient approach as the localized wavefunctions may not necessarily be spherically symmetric about the localization center. The Kohn-Sham Hamiltonian is then projected into the localized basis, and a Fermi-operator expansion in terms of the projected Hamiltonian is employed to compute the finite-temperature density matrix and the electron density. If the truncated wavefunctions are sufficiently sparse, the computational cost of each of the above steps is shown to scale linearly with number of atoms.

The proposed approach is implemented in a parallel computing framework, and the performance of the algorithm is investigated on representative benchmark atomic systems involving metallic aluminum nano-clusters (pseudopotential calculations), insulating alkane chains (pseudopotential calculations), and semiconducting silicon nano-clusters (all-electron calculations). The scaling behavior is assessed on these materials systems with varying system sizes up to 3430 atoms in the case of aluminum nano-clusters, up to 7052 atoms in the case of alkane chains, and up to 3920 electrons in the case of all-electron silicon nano-clusters. The scaling of the computational time per SCF iteration with the system size is computed to be $O(N^{1.46})$ for aluminum nano-clusters, $O(N^{1.18})$ for the alkane chains, and $O(N^{1.75})$ for the all-electron silicon nano-clusters. One factor contributing to the deviation from linearity is the use of adaptive tolerances—using looser tolerances in the initial SCF iterations and progressively tightening the tolerances as the SCF approaches convergence—which partially sacrifices the scaling for good accuracy in the ground-state energies. We note that the computed ground-state energies using the proposed approach are within 5 meV per atom for pseudopotential calculations and are within 5 mHa per atom for all-electron calculations with respect to the reference ground-state energies. Further, in our implementation, we switch from using sparse data-structures to dense data-structures when the density fraction of the localized wavefunctions exceeds 2%, as the computational cost of using parallel sparse data-structures is observed to exceed that of dense data-structures beyond this point. This is another factor contributing to the deviation from linear-scaling as discussed in the Appendix. Our results suggest that significant computational savings can be realized using the proposed approach, where $\sim 10$–fold speedups are obtained with respect to reference benchmark calculations for the largest systems.

The remainder of the paper is organized as follows. Section II describes the real-space formulation of the Kohn-Sham DFT problem, followed by the presentation of the mathematical formalism in Section III. Section IV describes the various steps involved in the subspace projection technique within the framework of spectral finite-element discretization. Section V presents the numerical study on three representative materials systems demonstrating the accuracy, computational efficiency and scaling of our approach. We finally conclude with a summary and outlook in Section VI.

II. Kohn-Sham Density Functional Theory

The variational problem of evaluating the ground-state properties in density functional theory for a materials system consisting of $N_R$ nuclei is equivalent to solving the following non-linear Kohn-Sham eigenvalue problem:

$$
\left( -\frac{1}{2} \nabla^2 + V_{\text{eff}}(\rho, \mathbf{R}) \right) \psi_i = \epsilon_i \psi_i, \quad i = 1, 2, \cdots
$$

where $\epsilon_i$ and $\psi_i$ denote the eigenvalues and corresponding eigenfunctions (also referred to as the canonical wavefunctions) of the Hamiltonian, respectively. We denote by $\mathbf{R} = \{ \mathbf{R}_1, \mathbf{R}_2, \cdots \mathbf{R}_{N_R} \}$ the collection of all nuclear positions in the materials system. In the present work, we restrict ourselves to a non-periodic setting and present the formulation for this case. However, we note that the
ideas presented in the work can easily be generalized to periodic or semi-periodic materials systems. Further, for the sake of simplicity, we present the formulation for a spin independent Hamiltonian, and note that the extension to spin-dependent Hamiltonian follows along similar lines. The electron density in terms of the canonical wavefunctions is given by
\[ \rho(x) = 2 \sum_i f(\epsilon_i, \mu) \psi_i(x)^2, \]  
(2)

where \( f(\epsilon_i, \mu) \) is the orbital occupancy function, whose range lies in the interval \([0, 1]\), and \( \mu \) represents the Fermi-energy. We note that the factor 2 in the above equation represents the case of a spin independent system, where each orbital is occupied by two electrons. In ground-state calculations, the orbital occupancy function \( f(\epsilon, \mu) \) is given by the Heaviside function
\[ f(\epsilon, \mu) = \begin{cases} 1 & \text{if } \epsilon < \mu, \\ 0 & \text{otherwise}. \end{cases} \]  
(3)

However, it is common in density functional theory calculations to represent \( f \) by the Fermi distribution, given by
\[ f(\epsilon, \mu) = \frac{1}{1 + \exp\left(\frac{\epsilon - \mu}{\sigma}\right)}, \]  
(4)

where \( \sigma \) is a smearing parameter. We note that as \( \sigma \to 0 \), the Fermi distribution tends to the Heaviside function. Such a smearing of the orbital occupancy function avoids numerical instabilities that may arise in the solution of the non-linear Kohn-Sham eigenvalue problem, especially in materials systems where there are a large number of eigenstates around the Fermi energy. Often, the numerical value of \( \sigma \) is chosen to be \( \sigma = k_B T \), where \( k_B \) denotes the Boltzmann constant and \( T \) denotes the finite temperature used for smearing the orbital occupancy function. The Fermi-energy \( \mu \) is computed from the constraint on the total number of electrons in the system \( (N_e) \) given by
\[ \int \rho(x) \, dx = 2 \sum_i f(\epsilon_i, \mu) = N_e. \]  
(5)

Henceforth, we denote by \( f \) the finite-temperature Fermi distribution given in equation (4).

The effective single-electron potential, \( V_{\text{eff}}(\rho, R) \), in the Hamiltonian in equation (1) is given by
\[ V_{\text{eff}}(\rho, R) = V_{\text{xc}}(\rho) + V_{\text{H}}(\rho) + V_{\text{ext}}(R). \]  
(6)

In the above, \( V_{\text{xc}}(\rho) \) denotes the exchange-correlation potential that accounts for quantum-mechanical interactions between electrons, and is given by the first variational derivative of the exchange-correlation energy \( E_{\text{xc}} \) :
\[ V_{\text{xc}}(\rho) = \frac{\delta E_{\text{xc}}}{\delta \rho}. \]  
(7)

In this work, we adopt the local-density approximation (LDA) for the exchange-correlation functional. Other approximations such as the local spin density approximation (LSDA) and generalized gradient approximation (GGA) can be incorporated into the present formulation in a straightforward manner. In the case of LDA, the exchange-correlation energy is given by
\[ E_{\text{xc}}(\rho) = \int \varepsilon_{\text{xc}}(\rho(x)) \rho(x) \, dx, \]  
(8)

where \( \varepsilon_{\text{xc}}(\rho) = \varepsilon_x(\rho) + \varepsilon_c(\rho) \), and
\[ \varepsilon_x(\rho) = -\frac{3}{4} \left( \frac{3}{\pi} \right)^{1/3} \rho^{1/3}(x), \]  
(9)

\[ \varepsilon_c(\rho) = \begin{cases} \gamma \rho & \text{if } r_s \geq 1, \\ \frac{\gamma}{(1 + \beta_1 \sqrt{r_s})} A \log rs + B + C rs \log rs + Drs & \text{if } r_s < 1, \end{cases} \]  
(10)

and \( r_s = (3/4\pi \rho)^{1/3} \). Specifically, we use the Ceperley and Alder constants in equation (10). The remainder of the effective single-electron potential accounts for the electrostatic interactions. In particular, \( V_{\text{H}}(\rho) \) (Hartree potential) denotes the classical electrostatic potential corresponding to the electron density distribution and is given by
\[ V_{\text{H}}(\rho) = \int \frac{\rho(x')}{|x - x'|} \, dx'. \]  
(11)

\( V_{\text{ext}}(x, R) \) denotes the external electrostatic potential corresponding to the nuclear charges, and is given by
\[ V_{\text{ext}}(x, R) = -\sum_{I=1}^{N_a} \frac{Z_I}{|x - R_I|}, \]  
(12)

with \( Z_I \) denoting the atomic number of the \( I^{th} \) nucleus in the given materials system. The tightly bound core electrons close to the nucleus of an atom may not influence the chemical bonding, and may not play a significant role in governing many material properties. Hence, it is a common practice to adopt the pseudopotential approach, where only the wavefunctions for the valence electrons are computed. The pseudopotential, which provides the effective electrostatic potential of the nucleus and core electrons, is often defined by an operator
\[ V_{\text{PS}} = V_{\text{loc}} + V_{\text{nl}}, \]  
(13)

where \( V_{\text{loc}} \) is the local part of the pseudopotential operator and \( V_{\text{nl}} \) is the non-local part of the operator. In this work, we use the norm-conserving Troullier-
Martins pseudopotential in the Kleinman-Bylander form. The action of these operators on a Kohn-Sham wavefunction in the real-space is given by

\[ V_{\text{loc}}(x, R)\psi(x) = \sum_{j=1}^{N_v} V_{\text{loc}}^j(x - R_j)\psi(x), \tag{14} \]

\[ V_{\text{nl}}(x, R)\psi(x) = \sum_{l=1}^{N_a} \sum_{m} C_{lm}^J \phi_{lm}^J(x - R_j)\Delta V_{J}^l(x - R_j), \tag{15} \]

where

\[ \Delta V_{J}^l(x - R_j) = V_{J}^l(x - R_j) - V_{\text{loc}}^l(x - R_j), \]

\[ C_{lm}^J = \int \phi_{lm}^J(x - R_j)\Delta V_{J}^l(x - R_j)\phi_{lm}^J(x - R_j) dx, \]

\[ \frac{1}{V_{J}^l} = \int \phi_{lm}^J(x - R_j)\Delta V_{J}^l(x - R_j)\phi_{lm}^J(x - R_j) dx. \]

In the above, \( V_{J}^l(x - R_j) \) denotes the pseudopotential component of the atom \( J \) corresponding to the azimuthal quantum number \( l \), \( V_{\text{loc}}^l(x - R_j) \) is the corresponding local potential, and \( \phi_{lm}^J(x - R_j) \) is the corresponding single-atom pseudo-wavefunction with azimuthal quantum number \( l \) and magnetic quantum number \( m \). We note that the computation of the Hartree potential \( V_{\text{H}} \), the external potential \( V_{\text{ext}} \) in the case of all-electron calculations, or the local part of pseudopotential \( V_{\text{loc}} \), is extended in real-space. However, noting that the kernel corresponding to the extended interactions is the Green’s function of the Laplace operator, these quantities can be efficiently computed by taking recourse to the solution of a Poisson problem. We refer to Suryanarayana et al. and Motamarri et al. for details of the local reformulation of the extended electrostatic interactions.

Finally, for given positions of nuclei, the system of equations corresponding to the Kohn-Sham eigenvalue problem are:

\[ \left( -\frac{1}{2} \nabla^2 + V_{\text{xc}}(\rho) + V_{\text{H}}(\rho) + V_{\text{ext}}(R) \right) \psi_i = \varepsilon_i \psi_i, \tag{16a} \]

\[ 2 \sum_{i} f(\varepsilon_i, \mu) = N_e, \tag{16b} \]

\[ \rho(x) = 2 \sum_{i} f(\varepsilon_i, \mu)|\psi_i(x)|^2. \tag{16c} \]

In the case of all-electron calculations, \( V_{\text{ext}} \) denotes the Coulomb-singular potential corresponding to all nuclei, and further, all the wavefunctions, including those of the core electrons, are computed. In the case of pseudopotential calculations, \( V_{\text{ext}} = V_{\text{loc}} + V_{\text{nl}} \) and only the wavefunctions corresponding to the valence electrons are computed. Furthermore, the formulation in (16) represents a nonlinear eigenvalue problem which has to be solved self-consistently. Upon self-consistently solving (16), the ground-state energy of the system is given by

\[ E_{\text{tot}} = E_{\text{band}} + \int (\varepsilon_{\text{xc}}(\rho) - V_{\text{xc}}(\rho)) \rho dx \]

\[ -\frac{1}{2} \int \rho V_{\text{H}}(\rho) dx + E_{\text{ZZ}}, \tag{17} \]

where \( E_{\text{band}} \), denoting the band energy, is given by

\[ E_{\text{band}} = 2 \sum_{i} f(\varepsilon_i, \mu)\varepsilon_i, \tag{18} \]

and \( E_{\text{ZZ}} \), denoting the nuclear-nuclear repulsive energy, is given by

\[ E_{\text{ZZ}} = \sum_{l, j=1}^{N_a} \frac{Z_l Z_J}{|R_l - R_J|^2}. \tag{19} \]

In the above, \( Z_l \) denotes the valence charge of the \( I^{th} \) nucleus in the case of pseudopotential calculations, and denotes the atomic number in the case of all-electron calculation.

III. MATHEMATICAL FORMULATION

In this section, we discuss some mathematical preliminaries and present the expression for the projection of the Hamiltonian operator into a subspace spanned by a non-orthogonal basis. Subsequently, we derive the density matrix corresponding to the projected Hamiltonian, and present the expressions for the computation of electron density, constraint on the number of electrons and the band energy in terms of the projected Hamiltonian. This constitutes the mathematical formulation for the subspace projection technique within the framework of spectral finite-element discretization, described in the next section.

Let \( \mathcal{H} \) denote the Hermitian operator representing the Hamiltonian of interest defined on the infinite dimensional Hilbert space \( \mathbb{H} \). We note that \( \mathbb{H} \) is a space of functions equipped with the inner product \( \langle \cdot, \cdot \rangle \) and a norm \( \| \cdot \| \) derived from the inner product. Let \( \mathcal{V}_M^{h} \subset \mathbb{H} \) be the finite-dimensional subspace of \( \mathbb{H} \) with dimension \( M \), and \( \{ |q_i\rangle \} \) denote an orthonormal basis for \( \mathcal{V}_M^{h} \). In the present case, the representation of \( |q_i\rangle \) in the real space, \( \langle x|q_i\rangle = q_i(x) \), denotes the Löwdin orthonormalized finite-element basis employed in this study, as discussed subsequently in section [LV]. We define the projection operator into the subspace \( \mathcal{V}_M^{h} \) to be \( P^M : \mathbb{H} \rightarrow \mathcal{V}_M^{h} \) given by

\[ P^M = \sum_{i=1}^{M} |q_i\rangle \langle q_i| \tag{20} \]

The projection of the Hamiltonian into \( \mathcal{V}_M^{h} \) is given by \( P^M \mathcal{H} : \mathcal{V}_M^{h} \rightarrow \mathcal{V}_M^{h} \), or equivalently \( P^M \mathcal{H} P^M : \mathbb{H} \rightarrow \mathcal{V}_M^{h} \).
We denote the operator corresponding to the projected Hamiltonian to be \( \mathcal{H} \equiv \mathcal{P}^\phi \mathcal{H} \mathcal{P}^\phi \), and the matrix corresponding to \( \mathcal{H} \) expressed in \( \{|q_i\} \) basis by \( \tilde{\mathcal{H}} \) with the matrix element given by \( \tilde{H}_{ij} = \langle q_i| \tilde{\mathcal{H}} | q_j \rangle \).

### A. Projection of the Hamiltonian into a non-orthogonal basis

We consider a subspace \( \mathcal{V}^N \subset V^M \), which approximates the occupied eigenspace of \( \mathcal{H} \) that can be computed, for instance, using a Chebyshev filtering approach (discussed subsequently in section IV). Let \( \{|\phi_\alpha\} \) represent a non-orthonormal basis which spans \( \mathcal{V}^N \). We denote by \( \mathcal{P}^\phi : \mathcal{V}^M \to \mathcal{V}^N \) the projection operator into the space \( \mathcal{V}^N \), and is given by

\[
\mathcal{P}^\phi = \sum_{\alpha,\beta=1}^N |\phi_\alpha\rangle S^{-1}_{\alpha\beta} \langle \phi_\beta |,
\]

where \( S \) denotes the overlap matrix with matrix elements \( S_{\alpha\beta} = \langle \phi_\alpha | \phi_\beta \rangle \). We denote the projection of \( \mathcal{H} \) into \( \mathcal{V}^N \) by \( \mathcal{H}^\phi \), and is given by \( \mathcal{H}^\phi \equiv \mathcal{P}^\phi \tilde{\mathcal{H}} \mathcal{P}^\phi : \mathcal{V}^M \to \mathcal{V}^N \). Denoting the matrix corresponding to \( \mathcal{H}^\phi \) expressed in \( \{|q_i\} \) basis to be \( \mathcal{H}^q \) and in \( \{|\phi_\alpha\} \) basis to be \( \mathcal{H}^\phi \), we derive the expressions for the corresponding matrix elements \( H^q_{ij} \) and \( H^\phi_{\alpha\beta} \) using equations (20) and (21) as follows:

\[
H^q_{ij} = \langle q_i| \mathcal{H}^\phi | q_j \rangle = \sum_{\alpha,\beta=1}^N \langle q_i| \phi_\alpha \rangle S^{-1}_{\alpha\beta} \tilde{\mathcal{H}} \langle \phi_\beta | q_j \rangle S^{-1}_{\beta\gamma} \langle \phi_\gamma | q_j \rangle .
\]

(22)

Since \( \mathcal{P}^q \) is idempotent (\( \mathcal{P}^q \mathcal{P}^q = \mathcal{P}^q \)), we note that \( \tilde{\mathcal{H}} = \mathcal{P}^q \tilde{\mathcal{H}} \mathcal{P}^q \). Hence, equation (22) can be written as

\[
H^q_{ij} = \sum_{\alpha,\beta=1}^N \langle q_i| \phi_\alpha \rangle S^{-1}_{\alpha\beta} \tilde{\mathcal{H}} \langle \phi_\beta | q_j \rangle S^{-1}_{\beta\gamma} \langle \phi_\gamma | q_j \rangle .
\]

(23)

\[
H^\phi_{\alpha\beta} = \sum_{\gamma=1}^N S^{-1}_{\alpha\gamma} \langle \phi_\gamma | \mathcal{H}^\phi | \phi_\beta \rangle = \sum_{\gamma=1}^N S^{-1}_{\alpha\gamma} \langle \phi_\gamma | \mathcal{P}^q \tilde{\mathcal{H}} \mathcal{P}^q | \phi_\beta \rangle
\]

\[
= \sum_{\gamma=1}^N S^{-1}_{\alpha\gamma} \langle \phi_\gamma | \tilde{\mathcal{H}} | q_k \rangle S^{-1}_{\gamma\delta} \langle \phi_\delta | q_j \rangle .
\]

Using matrices, the above equation (26) can be conveniently expressed as

\[
\mathcal{H}^\phi = \Phi^+ \tilde{\mathcal{H}} \Phi .
\]

(27)

We also note the following relation between \( \mathcal{H}^\phi \) and \( \mathcal{H}^q \) using equations (24) and (27):

\[
\mathcal{H}^q = \Phi \mathcal{H}^\phi \Phi^+ .
\]

(28)

### B. Density Matrix

We now consider the single particle density operator (\( \Gamma \)) corresponding to \( \mathcal{H}^\phi \) given by

\[
\Gamma = \sum_{i=1}^N f(\epsilon_i^\phi) |\psi_i^\phi\rangle \langle \psi_i^\phi |
\]

(29)

where \( \epsilon_i^\phi \) and \( |\psi_i^\phi\rangle \) denote the eigenvalues and the corresponding eigenvectors of \( \mathcal{H}^\phi \), and we note that the relation \( \Gamma = f(\mathcal{H}^\phi) \) follows from the spectral decomposition of the Hermitian operator \( \mathcal{H}^\phi \). Denoting the matrix representation of \( \Gamma \) in \( \{|q_i\} \) basis by \( \Gamma \), we have the following relation between the matrices \( \Gamma \) and \( \mathcal{H}^\phi \) from equation (29):

\[
\Gamma = f(\mathcal{H}^\phi) .
\]

(30)

We now derive the expression for \( \Gamma \) in terms of the matrices \( \mathcal{H}^\phi \) and \( \Phi \). To this end, we note that the function \( f(\epsilon) \) represents the Fermi distribution (equation (31)), which is an analytic function. Hence, this admits a power series representation given by

\[
f(\mathcal{H}^\phi) = \sum_{k=0}^\infty \alpha_k (\mathcal{H}^\phi)^k .
\]

(31)
Using equation [24] and the relation \( \Phi^+ \Phi = I_N \), where \( I_N \) denotes an identity matrix of dimension \( N \), we have

\[
\Gamma = \sum_{k=0}^{\infty} a_k (H^\phi)^k = \sum_{k=0}^{\infty} a_k (\Phi \Phi^+ \Phi \Phi^+)^k \\
= \sum_{k=0}^{\infty} a_k \Phi (\Phi^+ \Phi^+) \Phi^+ = \Phi \left( \sum_{k=0}^{\infty} a_k (H^\phi)^k \right) \Phi^+ \\
= \Phi f(H^\phi) \Phi^+ .
\] (32)

We note that the electron density \( \rho(x) \) is related to the diagonal of the density operator \( \Gamma \) expressed in the real space, and is given by

\[
\rho(x) = 2 \langle x | \Gamma | x \rangle = 2 \sum_{i,j=1}^{M} \Gamma_{ij} q_i(x) q_j(x) ,
\] (33)

where \( \Gamma_{ij} \) denote the matrix elements of \( \Gamma \). We note that factor 2 in the above equation represents the case of a spin independent system, where each orbital is occupied by two electrons. We now derive an expression for the constraint on the total number of electrons as given in equation [5]. The total number of electrons in the materials system is given by

\[
\int \rho(x) dx = 2 \int \sum_{i,j=1}^{M} \Gamma_{ij} q_i(x) q_j(x) dx = 2 \sum_{i=1}^{M} \Gamma_{ii} \\
= 2 \text{tr} (\Gamma) = 2 \text{tr} (\Phi f(H^\phi) \Phi^+) \\
= 2 \text{tr} \left( f(H^\phi) \Phi^+ \Phi \right) = 2 \text{tr} \left( f(H^\phi) \right) .
\] (34)

Hence, the constraint on the total number of electrons in equation [5] can be reformulated as

\[
2 \text{tr} \left( f(H^\phi) \right) = N_e .
\] (35)

Finally, the band-energy \( (E_b) \), which is required in the calculation of the ground-state energy, is given by

\[
E_b = 2 \text{tr} (\Gamma H^\phi) = 2 \text{tr} (\Phi f(H^\phi) \Phi^+ \Phi H^\phi \Phi^+) \\
= 2 \text{tr} \left( \Phi f(H^\phi) H^\phi \Phi^+ \right) = 2 \text{tr} \left( \Phi^+ \Phi f(H^\phi) H^\phi \right) \\
= 2 \text{tr} \left( f(H^\phi) H^\phi \right) .
\] (36)

### IV. SUBSPACE-PROJECTION ALGORITHM USING FINITE-ELEMENT BASIS

In this section, we introduce the finite-element discretization of the Kohn Sham eigenvalue problem along the lines of our prior work[23], and subsequently present the subspace projection algorithm used to reduce the computational complexity involved in the solution of the Kohn-Sham problem.

#### A. Discrete Kohn-Sham eigenvalue problem

As denoted in the previous section, let \( \mathcal{V}^M_h \) represent the finite-dimensional subspace with dimension \( M \). In particular, we consider the finite-dimensional space spanned by the finite-element basis, which is a piecewise polynomial basis generated from a finite-element discretization[22] whose characteristic mesh-size is denoted by \( h \). The representation of the various fields in the Kohn-Sham eigenvalue problem (16)—the wavefunctions and the electrostatic potential—in the finite-element basis is given by

\[
\psi^h_i(x) = \sum_{j=1}^{M} N^h_j(x) \psi^j_i ,
\] (37)

\[
\phi^h(x) = \sum_{j=1}^{M} N^h_j(x) \phi^j ,
\] (38)

where \( N^h_j : 1 \leq j \leq M \) denotes the finite-element basis spanning \( \mathcal{V}^M_h \). We note that \( \psi^h_i \) and \( \phi^h \) denote the finite-element discretized fields, with \( \psi^j_i \) and \( \phi^j \) denoting the coefficients in the expansion of the \( i^{th} \) discretized wavefunction and electrostatic potential, respectively. Further, from the Kronecker delta property[22] of the finite-element basis, \( \psi^j_i \) and \( \phi^j \) also correspond to the nodal values of the respective fields at the \( j^{th} \) node on the finite-element mesh. We note that the finite-element basis is a non-orthogonal basis, and, thus, the discretization of the Kohn-Sham eigenvalue problem (16) results in a generalized eigenvalue problem given by

\[
H \Psi = \xi^h_i M \Psi ,
\] (39)

where \( H \) denotes the discrete Hamiltonian matrix with matrix elements \( H_{jk} \), \( M \) denotes the overlap matrix (or commonly referred to as the mass matrix in finite-element literature) with matrix elements \( M_{ij} \), and \( \xi^h_i \) denotes the \( i^{th} \) eigenvalue corresponding to the discrete eigenvector \( \Psi_i \). The expression for the discrete Hamiltonian matrix \( H_{jk} \) in a non-periodic setting with \( \mathcal{H} = H^3(\Omega) \) (space of functions with compact support on \( \Omega \)) is given by

\[
H_{jk} = H^\text{loc}_{jk} + H^\text{nl}_{jk} ,
\] (40)

where

\[
H^\text{loc}_{jk} = \frac{1}{2} \int \nabla N_j(x) \cdot \nabla N_k(x) dx \\
+ \int V^h_{\text{eff,loc}}(x, R) N_j(x) N_k(x) dx .
\] (41)

In the above, \( V^h_{\text{eff,loc}} \) denotes the local part of the effective single-electron potential computed in the finite-element basis (the discretized effective single-electron potential). In the case of pseudopotential calculations, \( V^h_{\text{eff,loc}} = V^h_{xc} + V^h_H + V^h_{\text{loc}} \), where \( V^h_{\text{loc}} \) denotes the discretized local
part of the pseudopotential (cf. equation \([14]\)). In the case of all-electron calculations, \(V^\text{loc,ext} = V^\text{coul} + V^h + V^\text{ext}\)
with \(V^\text{ext}\) denoting the discretized all-electron external Coulomb potential from all nuclei. As noted in section II, \(V^h\) and \(V^\text{ext}\) are computed as solutions of the Poisson’s equation in the finite-element basis. In the case of all-electron calculations, the term \(H^\text{nl}\) in \([10]\) is zero, while in the case of pseudopotential calculations it is given by

\[
H^\text{nl}_{jk} = \sum_{j=1}^{N_c} \sum_{lm} C^J_{lm,j} V^j_{lm} C^J_{lm,k},
\]

where

\[
C^J_{lm,j} = \int \phi^J_{lm}(x - R_j) \Delta V^j_{lm}(x - R_j) N_j(x) \, dx.
\]

Finally, the matrix elements of the overlap matrix \(M\) are given by \(M_{jk} = \int N_j(x) N_k(x) \, dx\). We note that the matrices \(H^\text{loc}\) and \(M\) are sparse as the finite-element basis functions are local in real space and have a compact support (a finite region where the function is non-zero and zero elsewhere). Further, the vectors \(C^J_{lm,j}\) in \(H^\text{nl}\) are also sparse since both \(\phi^J_{lm}(x - R_j)\) and \(\Delta V^j_{lm}(x - R_j)\) have a compact support, thus rendering a sparse structure to the discrete Hamiltonian \(H\).

It is now desirable to transform the generalized eigenvalue problem \([39]\) into a standard eigenvalue problem for which a wide range of efficient solution procedures are available. Since the matrix \(M\) is positive definite symmetric, there exists a unique positive definite symmetric square root of \(M\), and is denoted by \(M^{1/2}\). Hence, the following holds true:

\[
H \Psi_i = \epsilon^h_i M \Psi_i \quad \Rightarrow \quad H \tilde{\Psi}_i = \epsilon^h_i M^{1/2} M^{1/2} \tilde{\Psi}_i
\]

\[
\tilde{H} \tilde{\Psi}_i = \epsilon^h_i \tilde{\Psi}_i,
\]

where

\[
\tilde{H} = M^{1/2} H M^{-1/2} \quad \text{and} \quad \tilde{\Psi}_i = M^{1/2} \Psi_i.
\]

We note that \(\tilde{H}\) is a Hermitian matrix, and \([44]\) represents a standard Hermitian eigenvalue problem. The actual eigenvectors are recovered by the transformation \(\Psi_i = M^{-1/2} \tilde{\Psi}_i\). We remark that \(\tilde{\Psi}_i\) is a vector containing the expansion coefficients of the discretized eigenfunction \(\psi^h_i(x)\) expressed in Löwdin orthonormalized finite-element basis \(q_j(x) : 1 \leq j \leq M\) spanning the finite-element space. We note the following relation between \(q_j(x)\) and \(N_j(x)\):

\[
q_j(x) = \sum_{k=1}^{M} M^{-1/2}_{jk} N_k(x).
\]

Furthermore, we note that the transformation to a standard eigenvalue problem \([44]\) is computationally advantageous if the matrix \(M^{-1/2}\) can be evaluated with modest computational cost and the matrix \(\tilde{H}\) has the same sparsity structure as the matrix \(H\). This is immediately possible by using a spectral finite-element basis in conjunction with the use of Gauss-Lobatto-Legendre (PLL) quadrature for the evaluation of integrals in the overlap matrix, that renders the overlap matrix diagonal.\([29]\) This has been employed in Motamarri et al.\([29]\) to develop an efficient and scalable approach using adaptive higher-order spectral finite-element discretization of the Kohn-Sham DFT problem. Materials systems as large as 1688 atom aluminum nano-clusters have been simulated, and the parallel scalability of the algorithms has been demonstrated up to 200 processors.\([29]\) In Motamarri et al.\([29]\) the self-consistent field (SCF) iteration consists of employing a Chebyshev filtering approach\([33]\) to compute the occupied eigenspace of the spectral finite-element discretized Hamiltonian \(\tilde{H}\). The computational complexity of the Chebyshev filtering scales as \(O(M N)\), where \(N\) denotes the number of eigenstates of interest. Upon computing the approximate eigenspace, the Chebyshev filtered vectors spanning the eigenspace are orthonormalized, and the projection of the Hamiltonian into this orthonormal basis is computed. The computational complexity of this orthonormalization and projection scales as \(O(N^3)\). Finally, the projected Hamiltonian is diagonalized to compute the eigenvalues and eigenvectors, which, in turn, are used in the computation of the electron density. The computational complexity of this step scales as \(O(N^3)\). Hence, the approach developed in Motamarri et al.\([29]\) subsequently referred to as the Chebyshev filtered subspace iteration for the finite-element basis (ChFSI-FE) scales as \(O(N^3)\) asymptotically (as \(M \propto N\)), thus limiting accessible systems to a few thousand atoms. In order to address this significant limitation, we build on our prior work\([28]\) to develop a subspace projection technique that reduces the computational complexity of solving the Kohn-Sham problem. The proposed approach treats both insulating and metallic systems under a single framework, and is applicable for both pseudopotential and all-electron calculations. The key ideas involved in the method for a single self-consistent field (SCF) iteration are discussed below.

### B. Chebyshev filtered subspace iteration

Chebyshev filtered subspace iteration (ChFSI)\([28]\) belongs to the class of subspace iteration techniques which are generalizations of the power method applied to a subspace. As the ground-state electron density, and subsequently the ground-state energy, depends solely on the occupied eigenspace—the vector space spanned by the eigenfunctions corresponding to the occupied states—the ChFSI technique exploits the fast growth property of Chebyshev polynomial in \((-\infty, -1)\) to magnify the relevant spectrum and thereby providing an efficient approach for the solution of the Kohn-Sham eigenvalue
problem. We refer to Zhou et al.\textsuperscript{44} and Motamarri et al.\textsuperscript{27} for the application of this technique to electronic structure calculations in the context of finite-difference and finite-element discretizations, respectively. We also refer to Garcia et al.\textsuperscript{22} for a linear-scaling subspace iteration technique based on Chebyshev filtering for insulating systems. In the present work, we also adopt the Chebyshev filtering procedure to find the occupied eigenspace at any given SCF iteration. We start with an initial subspace $\mathcal{V}^N$ of dimension $N (N > N_c/2)$ spanned by the set of localized wavefunctions $\{\psi_1(x), \psi_2(x), \cdots, \psi_N(x)\}$ obtained from the previous SCF iteration (cf. section IV.C for details on the construction of the localized wavefunctions). We note that, here, and subsequently, all the electronic fields (wavefunctions and electron density) denote the coefficients of expansion of these localized wavefunctions in electronic fields (wavefunctions and electron density) denote the upper bound of the wanted and unwanted spectrum of $H$. Here $H$ is expressed in the Löwdin orthonormalized spectral finite-element basis ($q_j : 1 \leq j \leq M$). The Chebyshev filtered subspace iteration then proceeds as follows:

\textbf{a. Construction of shifted and scaled Hamiltonian:} The discretized Hamiltonian $\hat{H}$ is scaled and shifted to construct $H$ such that the unwanted (unoccupied) spectrum of $\hat{H}$ is mapped to $[-1,1]$ and the wanted (occupied) spectrum into $(-\infty, -1)$. Hence

$$\hat{H} = \frac{1}{e} (\hat{H} - cI) \quad \text{where} \quad e = \frac{b - a}{2}, \quad c = \frac{a + b}{2}. \quad (46)$$

Here $a$ and $b$ denote the upper bound of the wanted and unwanted spectrum of $\hat{H}$, respectively. The upper bound $b$ is obtained inexpensively using a very small number of Lanczos iterations\textsuperscript{27} whose computational complexity scales as $O(M)$. The upper bound of the wanted spectrum is chosen as the largest Rayleigh quotient of $\hat{H}$ in the occupied eigenspace computed in the previous SCF iteration.

\textbf{b. Construction of Chebyshev filter:} In a given SCF iteration, the action of a Chebyshev filter on $X$ is given by

$$Y = T_m(\hat{H})X, \quad (47)$$

where $Y$ denotes the matrix whose column vectors are the coefficients of expansion of the Chebyshev filtered wavefunctions $\{\psi'_1(x), \psi'_2(x), \cdots, \psi'_N(x)\}$ expressed in the Löwdin orthonormalized finite-element basis. We note that the subspace $\mathcal{V}^N$ spanned by these Chebyshev filtered wavefunctions is a close approximation to the occupied eigenspace. In the above, the filter $T_m(\hat{H})$ is constructed using a Chebyshev polynomial $T_m(x)$ of degree $m$, and the action of the filter on $X$ can be recursively computed\textsuperscript{27} as

$$T_m(\hat{H})X = \left[2\hat{H} T_{m-1}(\hat{H}) - T_{m-2}(\hat{H})\right]X. \quad (48)$$

with $T_0(\hat{H})X = X$ and $T_1(\hat{H})X = \hat{H}X$. It is evident from equation (48) that the application of Chebyshev filter on $X$ involves matrix-vector multiplications between the discretized Hamiltonian $\hat{H}$ and the vectors obtained during the course of recursive iteration (48). Further, we note that the finite-element basis functions $N_j : 1 \leq j \leq M$ are local. Hence, the discretized Hamiltonian $\hat{H}$ expressed in the Löwdin orthonormalized spectral finite-element basis $q_j : 1 \leq j \leq M$ is sparse, and has the exact same sparsity as $H$ if the matrix $M$ is evaluated using the GLL quadrature. Thus, if the vectors obtained during the process of recursive iteration of Chebyshev filtering procedure are sparse, the computational complexity of the relevant matrix-vector multiplications scales as $O(M)$.

In practice, we exploit the locality of finite-element basis to construct the elemental-matrices corresponding to $H^{\text{loc}}$, i.e. the individual contributions from each finite-element to $H^{\text{loc}}$, without explicitly assembling the global matrix. We note that building these elemental-matrices scales as $O(M)$. In the case of pseudopotential calculations, we compute $C_{lm,j}$ at the finite-element level only for those elements in the compact support of $\Delta V_j$. Further, the vectors obtained during the course of the recursive iteration (48) are truncated using a truncation tolerance $\delta_c$, below which the values are set to zero. The matrix-vector multiplications in the Chebyshev filtering procedure are performed at the finite-element level only if the vector has a non-zero value in the finite-element considered. This leads to the computation of only the non-trivial elemental matrix-vector products, thereby rendering the computational complexity of the Chebyshev filtering procedure to $O(M)$. The resulting element-level vectors are then assembled to form the global vectors $Y$. We choose $\delta_c$ to be in the range of $10^{-4}$ to $10^{-14}$ in our subsequent numerical simulations (cf. section V) with looser tolerances being employed in the initial SCF iterations, where the solution is far away from the ground-state solution, and, adaptively employing tighter tolerances in later iterations as the SCF approaches convergence.

We next discuss the localization procedure employed to construct the localized wavefunctions spanning the Chebyshev filtered subspace.

\textbf{C. Localization and truncation}

Various procedures have been employed in the literature to achieve linear-scaling (c.f.\textsuperscript{44} for a comprehensive review) for pseudopotential calculations, and the use of localized functions spanning the occupied eigenspace (or an approximation to this space) has been one of the ideas exploited in developing linear-scaling algorithms for materials systems with a band-gap. In this regard, we remark that Wannier functions\textsuperscript{53.54} have played an important role. In particular, the maximally localized Wannier functions\textsuperscript{53} have been effectively used as an orthogonal localized basis for Kohn-Sham DFT calculations, specifically in periodic systems. However, techniques employing non-orthogonal localized functions have also been pro-
which have better localization properties than orthogonal functions. A discussion on general localization properties of bases spanning the eigenspace is provided in E et al.\cite{58} and Ozolins et al.\cite{59} In the present work, we adopt the technique proposed in Garcia-Cervera et al.\cite{62} to construct a localized basis for the subspace $V^N$ spanned by Chebyshev filtered wavefunctions \{$\psi^I_1(x), \psi^I_2(x), \ldots, \psi^I_N(x)$\}. Here, the localized basis is obtained as

$$\arg \min_{\psi \in V^N, ||\psi||=1} \int w(x)|\psi(x)|^2 \, dx,$$

(49)

where $w(x) \geq 0$ is chosen to be a smooth weighting function $|x-b_I|^{2p}$, with $p$ being a positive integer and $b_I$ denoting a localization center. Such a choice of $w(x)$ minimizes the spread of the wavefunctions from a localization center, similar in spirit to the construction of maximally localized Wannier functions.\cite{52} In the present work, we choose $p$ to be 1 and $b_I$ to be an atom center $R_I$. Let $n_I$ denote the number of localized functions we desire to compute at every atom center $R_I$. Also, letting

$$\psi(x) = \sum_{i} \alpha_i \psi^I_i(x) \in V^N,$$

(50)

the minimization problem \cite{49} is equivalent to solving the following generalized eigenvalue problem for the smallest $n_I$ eigenvalues

$$W^I \alpha = \lambda S \alpha,$$

(51)

where

$$W^I_{ij} = \int |x-R_I|^2 \psi^I_i(x) \psi^I_j(x) \, dx \quad i,j = 1 \cdots N,$$

(52a)

$$S_{ij} = \int \psi^I_i(x) \psi^I_j(x) \, dx.$$ 

(52b)

In the present work, we choose $n_I$ to be equal to the number of occupied single-atom orbitals corresponding to the $I^{th}$ atom. If $\sum_i n_I < N$, then we randomly pick some atoms to compute additional localized functions. We note that we can rewrite $W^I$ in (52a) using matrix notation to be

$$W^I = L^T K^0 L,$$

(53)

where columns of the matrix $L$ correspond to the nodal values of the wavefunctions \{$\psi^I_1(x), \psi^I_2(x), \ldots, \psi^I_N(x)$\} obtained after Chebyshev filtering, and

$$K^I_{ij} = \int |x-R_I|^2 N_i(x)N_j(x) \, dx.$$ 

(54)

We note that the computational complexity of computing the matrix $W^I$ for an atom $I$ scales as $O(MN^2)$ as the wavefunctions \{$\psi^I_1, \psi^I_2, \ldots, \psi^I_N$\} obtained after Chebyshev filtering need not be sparse. Hence the total computational complexity for $N_a$ atoms ($N_a \propto N$) in a given materials system scales as $O(MN^3)$. We propose the following procedure in order to reduce the computational complexity to $O(M)$. We first expand $K^I$ in terms of atom $I = 0$ as follows:

$$K^I_{ij} = \int |x-R_0+R-I|^2 N_i(x)N_j(x) \, dx$$

$$= \int \left[ |x-R_0|^2 N_i(x)N_j(x) + |R_0-R_I|^2 N_i(x)N_j(x) \right] \, dx$$

$$= K^0_{ij} + |R_0-R_I|^2 M_{ij} + 2(R_{0x} - R_{Iz}) B^x_{ij}$$

$$+ 2(R_{0y} - R_{Iy}) B^y_{ij} + 2(R_{0z} - R_{Iz}) B^z_{ij},$$

where

$$K^0_{ij} = \int |x-R_0|^2 N_i(x)N_j(x) \, dx,$$

(55a)

$$M_{ij} = \int N_i(x)N_j(x) \, dx,$$

(55b)

$$B^x_{ij} = \int (x-R_{0x}) N_i(x)N_j(x) \, dx,$$

(55c)

$$B^y_{ij} = \int (y-R_{0y}) N_i(x)N_j(x) \, dx,$$

(55d)

$$B^z_{ij} = \int (z-R_{0z}) N_i(x)N_j(x) \, dx.$$ 

(55e)

We use Gauss-Lobatto-Legendre quadrature rules to evaluate each of the above integrals which renders the matrices in (55) diagonal. Further, the matrix $W^I$ for any atom $I$ is constructed as a linear combination of five matrices, and is given by

$$W^I = L^T K^0 L + |R_0-R_I|^2 L^T M L + \frac{1}{2} (R_{0x}-R_{Iz}) L^T B^x L + \frac{1}{2} (R_{0y}-R_{Iy}) L^T B^y L + \frac{1}{2} (R_{0z}-R_{Iz}) L^T B^z L.$$ 

(56)

We note that the five matrices $L^T K^0 L$, $L^T M L$, $L^T B^x L$, $L^T B^y L$ and $L^T B^z L$ are independent of $I$, and can be computed a priori. Further, in order to reduce the computational complexity of computing these five matrices, we introduce a truncation tolerance $\delta_w > \delta_c$ ($\delta_w \sim 10^{-4} - 10^{-8}$) to truncate the Chebyshev filtered wavefunctions used in the construction of matrices $L$ and $S$. We note that this truncation in the Chebyshev filtered wavefunctions is introduced only in the construction of $L$ and $S$, and not in other operations involving the Chebyshev filtered wavefunctions, in particular, the linear combination in (50). Introducing the truncation $\delta_w$ renders a sparse structure to both $L$ and $S$, and thus the computation of $W^I$ for all the atoms $I = 1 \cdots N_a$ scales as $O(M)$. We note that the use of GLL quadrature rules in the evaluation of matrix elements in (55), as well as, the use of truncation tolerance $\delta_w$ in the construction...
of $L$ and $S$ introduces approximation errors in the solution of the eigenvectors $\alpha$ in the generalized eigenvalue problem \cite{51}. However, we note that these approximations errors do not alter the space $\mathcal{V}^N$ spanned by the localized wavefunctions (cf. equation (50)), as the vector space remains invariant under any linear combination.

Using the eigenvectors $\alpha$ from the solution of the eigenvalue problem in \cite{51} for each atom $I$, and the linear combination in \cite{50}, the non-orthogonal localized wavefunctions are computed and are denoted by $\{\phi_1^I(x), \phi_2^I(x), \ldots, \phi_N^I(x)\}$ which span $\mathcal{V}^N$. In order to provide a compact support for these non-orthogonal localized wavefunctions, we introduce a truncation tolerance $\delta_l$, where the nodal values of these functions that are below this tolerance are set to zero. We note that, upon truncating these wavefunctions, the space spanned by these functions is only an approximation to the space $\mathcal{V}^N$, where the approximation error in the subspace depends on the choice of $\delta_l$. As in the case of $\delta_l$, the truncation tolerance introduced during the Chebyshev filtering, $\delta_l$ is also chosen adaptively with looser tolerances in the initial SCF iterations and progressively employing tighter tolerances as the SCF approaches convergence (see section \ref{subsec:scf} for details). We denote by $\Phi_L$ the matrix whose column vectors are the expansion coefficients of these compactly-supported non-orthogonal localized wavefunctions expressed in the Löwdin orthonormalized finite-element basis. We note that the locality of the non-orthogonal wavefunctions $\phi_i^L(x) : 1 \leq i \leq N$ renders sparsity to the matrix $\Phi_L$.

D. Subspace projection in the non-orthogonal basis

We now discuss the steps involved in the subspace projection of the Hamiltonian into the non-orthogonal localized basis represented by $\Phi_L$.

a. Computation of overlap matrix: The overlap matrix $S$ resulting from the non-orthogonal localized wavefunctions is given by

$$S = \Phi_L^T \Phi_L.$$  

(57)

We note that the computational complexity of evaluating $S$ scales as $O(N)$ if $\Phi_L$ is a sparse matrix.

b. Computation of projected Hamiltonian: We recall from the discussion in section \ref{subsec:hamiltonian} that the projection of the Hamiltonian into a non-orthogonal localized basis is given by

$$H^\phi = S^{-1} \Phi_L^T \tilde{H} \Phi_L.$$  

(58)

The above equation involves the inverse of the overlap matrix $S^{-1}$, which can be evaluated using scaled third-order Newton-Schulz iteration \cite{62,63,64}. If $S$ and $S^{-1}$ are exponentially localized, $S^{-1}$ can be computed in $O(N)$ complexity.\cite{63} Since the discretized Hamiltonian $\tilde{H}$ is sparse, and if the matrix $\Phi_L$ is sparse with a bandwidth independent of $N$, $H^\phi$ can be computed in $O(N)$ complexity.

E. Electron density computation

The Fermi-operator expansion techniques \cite{57,58,59} have been widely adopted to avoid explicit diagonalization of the discretized Hamiltonian in order to compute the electron density. One of the widely used Fermi-operator expansion techniques \cite{62,63,64}, which works for both insulating as well as metallic systems, approximates the Fermi distribution (cf. equation (1)) by means of a Chebyshev polynomial expansion. The accuracy of such an expansion depends on the smearing parameter in the Fermi distribution, $\sigma$, and the width of the eigenspectrum (spectral width) of the discretized Hamiltonian denoted by $\Delta E$. In particular, the degree of polynomial required to achieve a desired accuracy in the approximation \cite{52,53} of the Fermi distribution is $O(\frac{\Delta E}{\sigma})$, and is $O(\sqrt{\Delta E})$ for a given $\sigma$ and the occupied spectrum \cite{52}. We also note that numerous recent efforts have focused on developing alternate approximations to the Fermi distribution \cite{25,26,27} with reduced computational complexity.

One of the major challenges in employing the Fermi-operator expansion technique on a finite-element discretized Hamiltonian is the large spectral width of the Hamiltonian—$O(10^4) \, Ha$ for pseudopotential calculations and $O(10^6) \, Ha$ for all-electron calculations \cite{52,65,66,67}—that deteriorates the accuracy of the Fermi-operator expansion. To circumvent this, we employ the Fermi-operator expansion in terms of the subspace projected Hamiltonian $H^\phi$ whose spectral width is commensurate with that of the occupied eigenspectrum. We recall from equation (49) that the electron density in terms of the density matrix is given by

$$\rho(x) = 2 \sum_{i,j=1}^{M} \Gamma_{ij} q_i(x) q_j(x).$$  

(59)

Using equations (45) and (42) in the above equation, we have

$$\rho(x) = 2 N^T(x) M^{-1/2} \Phi_L f(H^\phi) \Phi_L^T M^{-1/2} N(x) = 2 N^T(x) M^{-1/2} \Phi_L f(H^\phi) S^{-1} \Phi_L^T M^{-1/2} N(x),$$  

(60)

where $N^T(x) = [N_1(x), N_2(x), N_3(x), \ldots, N_M(x)]$ and

$$f(H^\phi) = \frac{1}{1 + \exp \left( \frac{H^\phi - \mu}{\sigma} \right)}$$  

(61)

with $\mu$ being the chemical potential and $\sigma = k_B T$. We note that as the self-consistent field iteration converges, $f(H^\phi)$ represents the finite-temperature density matrix expressed in the non-orthogonal localized basis. We remark that, for a jellium approximation (a simplified representation for a metallic system), it was shown that the finite-temperature density operator exhibits an ex-
ponential decay in real-space. However, this remains an open question beyond the jellium approximation for metallic systems. For an insulating system with a bandgap, the density operator, even at zero temperature, has an exponential decay in real-space. Assuming that the density operator decays in real-space, and recalling that \( \Phi \) represents a localized basis, we note that \( f(\Phi) \) will have a sparse structure with the extent of sparsity depending on the decay properties of the density operator.

We use Chebyshev polynomial expansion to approximate \( f(\Phi) \), and compute the electron density. To this end, we begin by scaling and shifting \( H^\phi \) to obtain \( H^\phi_s \) such that its spectrum lies in \([-1, 1]\) and then \( f(\Phi) \) is approximated using a finite number of Chebyshev polynomials as

\[
f(\Phi) = \sum_{n=0}^{R} a_n(\sigma_s, \mu_s) T_n(H^\phi_s),
\]

where

\[
H^\phi_s = \frac{H^\phi - \bar{\epsilon}}{\Delta \epsilon}; \quad \sigma_s = \frac{\Delta \epsilon}{\sigma}; \quad \mu_s = \frac{\mu - \bar{\epsilon}}{\Delta \epsilon},
\]

\[
\Delta \epsilon = \frac{\epsilon_{\text{max}} - \epsilon_{\text{min}}}{2}; \quad \bar{\epsilon} = \frac{\epsilon_{\text{max}} + \epsilon_{\text{min}}}{2},
\]

and

\[
a_n(\sigma_s, \mu_s) = \frac{2 - \delta_{n0}}{\pi} \int_{-1}^{1} \frac{T_n(x)}{\sqrt{1 - x^2}} \frac{1}{1 + e^{\sigma_s(x-\mu_s)}} dx,
\]

where \( \delta_{ij} \) denotes the Kronecker delta. In the above, \( \epsilon_{\text{max}} \) and \( \epsilon_{\text{min}} \) denote the upper and lower bounds for the spectrum of \( H^\phi \). Estimates for \( \epsilon_{\text{max}} \) and \( \epsilon_{\text{min}} \) are computed using the Krylov-Schur method. As \( H^\phi \) is the projection of the Hamiltonian into a localized basis, \( H^\phi \) is a sparse matrix, and these estimates for the spectral width can be computed in \( \mathcal{O}(N) \) complexity. We also remark that if \( H^\phi \) is sufficiently sparse, \( f(\Phi) \) can be computed in \( \mathcal{O}(N) \) complexity. Further, we note that the degree \( R \) of the Chebyshev expansion in equation (62) is proportional to the spectral width \( \Delta E = \epsilon_{\text{max}} - \epsilon_{\text{min}} \) of \( H^\phi \). As discussed earlier, since \( H^\phi \) is the projected Hamiltonian in the space containing the occupied eigenstates and only a few unoccupied eigenstates, the spectral width of \( H^\phi \) is \( \mathcal{O}(1 \text{ Ha}) \) for pseudopotential calculations and \( \mathcal{O}(10 \text{ Ha}) \) for all-electron calculations for low atomic numbers. Thus, the Fermi-operator expansion can be computed efficiently and accurately using a Chebyshev polynomial expansion of \( \mathcal{O}(100) \) for pseudopotential calculations and \( \mathcal{O}(1000) \) for all-electron calculations for moderate temperatures (\( \sim 500K \)) used in the smearing parameter.

The Fermi-energy (\( \mu \)), which is required in the computation of the Fermi-operator expansion for \( f(\Phi) \) and the electron density, is evaluated using the constraint in (35)

\[
2 \text{ tr } \left( f(\Phi) \right) = N_e,
\]

where \( N_e \) is the number of electrons in the given system. The above equation is solved using the Newton-Raphson method and an initial guess to the Newton-Raphson method is computed using the bisection algorithm. It is evident from equation (62) that the dependence of the expansion on the Fermi-energy is only in the coefficients of the expansion. Exploiting this fact, the Fermi-energy can be efficiently computed using methods described in Bau et al. which scales as \( \mathcal{O}(N) \). To this end, the \( m \)th column of \( f(\Phi) \) is obtained by the application of the expansion in (62) on a unit column vector \( v^m \) containing all zeros except at the \( m \)th position. Hence,

\[
\left[ f(\Phi) \right]_m = \sum_{n=0}^{R} a_n(\sigma_s, \mu_s) v^m_n,
\]

where \( v^m_n = T_n(H^\phi_s) v^m \) denotes the \( m \)th column of \( T_n(H^\phi_s) \). We note that \( v^m_n \) can be computed efficiently using the Chebyshev polynomial recursion given by

\[
v^0_n = v^m
\]

\[
v^m_n = H^\phi v^m_{n-1}.
\]

As the vectors \( v^m_n \) can be precomputed and stored, the evaluation of \( \text{tr} \left( f(\Phi) \right) \) for every trial Fermi-energy results in a trivial computational cost.

Upon evaluating the Fermi energy, the band energy \( (E_b) \) can also be expressed in terms of \( H^\phi \) as

\[
E_b = 2 \text{ tr } \left( f(\Phi) H^\phi \right).
\]

Finally, we note that the computational complexity of computing the electron density at a quadrature point \( x \) is independent of the system size. This can be seen by rewriting the expression (60) as

\[
\rho(x) = 2 x^T(x) f(\Phi) S^{-1} r(x),
\]

where \( r(x) = \Phi^T \mathbf{M}^{-1/2} \mathbf{N} \) is a sparse vector if \( \Phi \) is sparse. As \( f(\Phi) S^{-1} \) can be pre-computed a priori, the computation of \( \rho(x) \) is independent of the system size. Since the total number of quadrature points scales linearly with system size, computation of electron density for a given material system is \( \mathcal{O}(M) \) complexity.

V. RESULTS AND DISCUSSION

In this section, we investigate the accuracy, performance, and scaling of the proposed subspace projec-
tion technique. As benchmark systems, we consider non-periodic three dimensional systems involving metallic, insulating and semi-conducting materials systems. The benchmark metallic systems chosen for this study include aluminum nano-clusters of varying sizes, containing $3 \times 3 \times 3$ (172 atoms), $5 \times 5 \times 5$ (666 atoms), $7 \times 7 \times 7$ (1688 atoms) and $9 \times 9 \times 9$ (3430 atoms) face-centered-cubic (fcc) unit-cells. The benchmark insulating systems chosen for this study include alkane chains of varying lengths, containing 101, 302, 902 and 7058 atoms. Silicon nano-clusters containing $7 \times 7 \times 7$ (1688 atoms) and $9 \times 9 \times 9$ (3430 atoms) face-centered-cubic (fcc) unit-cells. The benchmark insulating systems chosen for this study include all-electron calculations. We consider aluminum nano-clusters of varying sizes, containing $1 \times 1 \times 1$ (252 electrons), $2 \times 1 \times 1$ (434 electrons), $2 \times 2 \times 1$ (756 electrons), $2 \times 2 \times 2$ (1330 electrons) and $3 \times 3 \times 3$ (3920 electrons) diamond-cubic (dia) unit-cells are chosen for the benchmark semi-conducting materials systems. Norm-conserving Troullier-Martins pseudopotential have been employed in the case of aluminum nano-clusters and alkane chains, whereas all-electron calculations have been performed in the case of silicon nano-clusters. In all our simulations, we use the n-stage Anderson mixing scheme on the electron density in self-consistent field iteration of the Kohn-Sham problem. Further, all the numerical simulations reported in this section are conducted using a parallel implementation of the code based on MPI, and are executed on a parallel computing cluster with the following specifications: dual-socket eight-core Intel Core Sandybridge CPU nodes with 16 processors (cores) per node, 64 GB memory per node, and 40 Gbps Infiniband networking between all nodes for fast MPI communications.

As discussed in section IV the linear-scaling of the proposed subspace projection technique relies on the locality of the finite-element basis ($q_i : 1 \leq i \leq M$) as well as the localized wavefunctions ($\phi_j^L : 1 \leq j \leq N$), and subsequently, the sparsity of the various matrices involved in our formulation ($H, H^T, \Phi_L, S, W^T$). We recall that the compact support of localized wavefunctions and the sparsity in various matrices is achieved by introducing truncation tolerances $\delta_L$ (in Chebyshev filtering) and $\delta_I$ (for localized wavefunctions). Further, as mentioned in section 4, and elaborated subsequently, the truncation tolerances are chosen adaptively with looser tolerances being employed in the initial SCF iterations and progressively tightening these during the course of the SCF convergence. As demonstrated in our benchmark studies, such an adaptive tolerance provides significant computational efficiency while retaining the accuracy of the solution to the Kohn-Sham DFT problem. We note that the sparsity of various matrices is governed by the eigenspectrum of discrete Hamiltonian as well as the values of the truncation tolerances employed, which changes with each SCF iteration. In the present implementation of the subspace projection technique, we employ efficient parallel data-structures provided by PETSc package, where necessary, to represent various matrices and perform arithmetic operations between them. We observe in our simulations that the operations involving sparse data-structures provided by PETSc are efficient only when the fraction of non-zero entries (density fraction) in the matrix is $< 1 - 2\%$. Beyond this density fraction, the overhead cost of using a sparse data-structure is prohibitively expensive, and it is more efficient to use dense data-structures. To maximize the computational efficiency, in the present work, we employ sparse data-structures only when the density fraction is $< 2\%$, beyond which we switch to dense data-structures. This is the main source of deviation from linear-scaling, in practice, in the present implementation.

In order to assess the accuracy, performance and scaling of the proposed approach, we use as reference the recently developed Chebyshev filtered subspace iteration for the finite-element basis (ChFSI-FE). The ChFSI-FE involves the projection of the Hamiltonian into an orthogonal basis spanning the Chebyshev filtered space, and an explicit computation of the eigenvalues and eigenvectors of the projected Hamiltonian to estimate the electron density. It was demonstrated that ChFSI-FE technique with the use of higher-order finite-element discretization presents a computationally efficient real-space approach for Kohn-Sham DFT calculations, which can handle both pseudopotential and all-electron calculations. We also note that the accuracy of ChFSI-FE was ascertained, on benchmark problems of varying sizes, using ABINIT software for pseudopotential calculations and GAUSSIAN software for all-electron calculations. In the present work, we use ChFSI-FE as our reference to assess the accuracy and performance of the proposed approach.

A. Aluminum nano-clusters: Pseudopotential study

We consider aluminum nano-clusters formed from fcc unit cells with lattice spacing of 7.45 au. The norm-conserving Troullier-Martins pseudopotential in the Kleinman-Bylander form is employed in these simulations. We consider the 3s and 3p components to compute the projector, while the 3d component is chosen to be the local component of the pseudopotential. The pseudopotentials are generated using the fhi98pp software and the default cut-off radii are used for 3s, 3p and 3d components, which are 1.8 a.u., 2.0 a.u. and 2.15 a.u., respectively. In order to choose finite-element meshes which provide a discretization error of less than 5 meV per atom for the various nano-clusters considered in the present study, we first obtain the converged ground-state energy for the aluminum cluster containing $3 \times 3 \times 3$ fcc unit cells which comprises of 172 atoms with 516 electrons. To this end, we use a sequence of increasingly refined fourth-order spectral finite-element (HEX125SPECT) meshes on a cubic simulation domain of side 400 a.u. employing Dirichlet boundary conditions. Here, and subsequently, we use the a priori mesh adaption techniques developed in Motamarri et al. to construct the finite-element meshes, and refer to this prior work for details. For these sequence of meshes,
the ground-state energy is computed using ChFSI-FE with a Chebyshev filter of degree 20 and employing a Fermi smearing parameter of 0.00158 $\text{Ha}$ (T=500K). The computed discrete ground-state energies ($E_h$) for these meshes are tabulated in Table I, where $h$ denotes a measure of the finite-element mesh-size. The extrapolation procedure proposed in Motamarri et. al \cite{25} allows us to estimate the ground-state energy in the limit as $h \to 0$, denoted by $E_0$. Using this extrapolation procedure, we computed the ground-state energy per atom to be $E_0 = -56.6966935$ eV. In order to ascertain the accuracy of this extrapolated ground-state energy, we conducted a plane wave simulation with ABINIT using a cell-size of 80 a.u. and an energy cut-off of 30 $\text{Ha}$ with one k-point (the most refined calculation possible within our memory limitations). In the case of ABINIT, the ground-state energy per atom was found to be $-56.6966719$ eV, which only differs from $E_0$ by 0.02 meV.

**TABLE I:** Convergence of the finite-element discretization (HEX12SPECT element) for a $3 \times 3 \times 3$ fcc aluminum cluster.

| Degrees of freedom (DoF) | Energy per atom (eV) | Relative error $\frac{|E_r - E_0|}{E_0}$ |
|--------------------------|----------------------|----------------------------------------|
| 222,553                  | -55.5622017          | $2.0 \times 10^{-2}$                   |
| 1,760,305                | -56.6677104          | $5.1 \times 10^{-4}$                   |
| 14,003,809               | -56.6966331          | $1.06 \times 10^{-6}$                  |

We next choose a finite-element mesh with fifth-order spectral finite-elements (HEX216SPECT) for the $3 \times 3 \times 3$ aluminum nano-cluster, where the mesh-size is chosen such that the discretization error, measured with respect to $E_0$, is less than 5 meV per atom. Using the same characteristic mesh-size, which is expected to result in a similar discretization error, we construct the finite-element meshes for the varying sizes of aluminum clusters containing $5 \times 5 \times 5$ (666 atoms), $7 \times 7 \times 7$ (1688 atoms) and $9 \times 9 \times 9$ (3430 atoms) fcc unit-cells. Using a Chebyshev filter degree of 20 and a Fermi smearing parameter of 0.00158 $\text{Ha}$ (T=500K), we compute the reference ground-state energies using ChFSI-FE. These are tabulated in Table II.

We next compute the ground-state energies using the proposed subspace projection algorithm (cf. section IV) with identical meshes and parameters (Chebyshev filter degree, Fermi smearing parameter) employed in our reference calculations. The polynomial degree $R$ used in the Chebyshev expansion of the Fermi-function of the projected Hamiltonian \cite{12} is chosen to be 400. We recall that we use truncation tolerances ($\delta_c$, $\delta_l$) to achieve compact support for the non-orthogonal localized wavefunctions ($\Phi_L$) and sparsity in the various matrices involved in our formulation. In the initial SCF iterations we use looser truncation tolerances, and employ tighter tolerances as the self-consistent iteration proceeds towards convergence. In particular, we choose $\delta_c = \delta_l$ and vary the truncation tolerance as a function of the relative change in the ground-state energy between two successive SCF iterations ($\delta E_r$). The specific choice of the truncation tolerance employed in the present study is

$$\delta_c = \begin{cases} C_1 & \text{if } \delta E_r \geq 1, \\ C_1 (\delta E_r)^p & \text{if } 10^{-1.5} \leq \delta E_r < 1, \\ C_2 (\delta E_r)^q & \text{otherwise.} \end{cases}$$

Here, we use a truncation tolerance of $C_1 = 10^{-4}$ when $\delta E_r$ is greater than 1, then use a power law (cf. equation (70)), subsequently, with $p = \frac{1}{2}$ and $q = \frac{3}{2}$. In order to ensure continuity in $\delta_c$, $C_2$ is chosen to be 0.00178. We note that the choice of this truncation tolerance is arbitrary, however, this form of the truncation tolerance has provided robust convergence of the SCF for all benchmark calculations, where the number of SCF iterations using the subspace projection approach is only marginally ($\sim 4 - 5$ iterations) greater than those using ChFSI-FE. In all our simulations, using the proposed method as well as ChFSI-FE, the SCF is terminated when $\delta E_r < 10^{-7}$ for three successive iterations.

**TABLE II:** Ground-state energies per atom (eV) for the various sizes of aluminum nano-clusters computed using the proposed subspace projection algorithm technique and ChFSI-FE \cite{25}.

| Cluster       | DoF   | Proposed Method | ChFSI-FE   |
|---------------|-------|-----------------|------------|
| $3x3x3$       | 1,107 | -56.694963      | -56.6949697|
| $5x5x5$       | 4,363 | -56.876491      | -56.876518 |
| $7x7x7$       | 11,085| -56.959021      | -56.9623511|
| $9x9x9$       | 22,520| -57.010587      | -57.0145334|

The ground-state energies computed using the proposed subspace projection algorithm for the range of nano-clusters considered in this work are tabulated in Table II. The above results show that the proposed subspace projection technique provides good accuracies in the ground-state energies, where the computed energies are within 5 meV per atom of the reference energies computed using ChFSI-FE. The computational times for the full SCF convergence for the range of nano-clusters are plotted in figure II for the proposed method, as well as, the reference calculations using ChFSI-FE. In this plot, the computational time denoted on the Y-axis is the total computational CPU time in hours (CPU time = Number of cores \times wall-clock time in hours). These results show that the proposed approach is computationally efficient, compared to ChFSI-FE, for system sizes beyond 172 atoms. Further, we note that the subspace projection technique provides a factor of $\sim 8.5$ speedup for the
nano-cluster containing 3430 atoms. Using these computational times, we estimated the scaling of the proposed approach and our reference calculations using ChFSI-FE as a function of system size (number of atoms). The scaling for the proposed approach is found to be approximately $O(N^{1.66})$, while the scaling in the case of ChFSI-FE is $O(N^{2.37})$. The deviation from linear-scaling of the proposed method, in practice, is primarily due to two factors. Firstly, we observe that the number of SCF iterations increase with increasing system size. For instance, the number of SCF iterations increase from 45 SCF iterations for the $3 \times 3 \times 3$ nano-cluster to 80 iterations for the $9 \times 9 \times 9$ nano-cluster. This issue of increasing SCF iterations with system size can potentially be mitigated using improved mixing schemes\superscript{100}. Figure 2 shows the computational time per SCF iteration, and the scaling with system size is found to be $O(N^{1.46})$ for the proposed subspace projection method and $O(N^{2.17})$ for ChFSI-FE. The second factor which results in the deviation of the proposed subspace projection approach from being linear-scaling is due to the use of dense data-structures when the density fraction is above 2%. Although the use of dense data-structure affects the overall scaling, it is still computationally efficient in comparison to using sparse data-structures for density fractions greater than 2%. We refer to the Appendix for the scaling of various components of the subspace projection algorithm and a discussion. Figure 3 shows the electron density contours on the mid-plane of $9 \times 9 \times 9$ nano-cluster computed using the proposed subspace projection technique.

**B. Alkane chains: Pseudopotential study**

We next consider three-dimensional alkane chains with individual repeating units of CH$_2$ with C-C and C-H bond lengths to be 2.91018 a.u. and 2.0598 a.u., respectively. The H-C-H and C-C-C bond angles are taken to be 109.47°. Norm-conserving Troullier-Martins pseudopotential in the Kleinman-Bylander form\superscript{76,77} has been employed in these simulations. In the case of carbon, we consider the 2s component to compute the projector in the Kleinman-Bylander form, while the 2p component is chosen to be the local component of the pseudopotential. We consider the local pseudopotential for hydrogen corresponding to the 1s component. The pseudopotentials are generated using the software package fhi98pp\superscript{99} using the default cut-off radii, which is 1.5 a.u. for both 2s and 2p components of carbon and 1.3 a.u. for the 1s component of hydrogen. In order to choose finite-element meshes with discretization errors less than 5 meV per atom for various alkane chains, we first consider the case of C$_{33}$H$_{68}$ containing 101 atoms with 200 valence electrons and obtain the converged value of the ground-state energy. To this end, as in the case of aluminum nano-clusters (cf. section V A), we use a sequence of increasingly refined fourth-order spectral finite-elements (HEX125SPECT) on a cuboidal simulation do-
main of dimensions 100 \( a.u. \times 100 \ a.u. \times 220 \ a.u. \). For these sequence of meshes, the ground-state energy \( E_0 \) is computed using ChFSI-FE with a Chebyshev filter of degree 35 and employing a Fermi smearing parameter of 0.00158 \( Ha \) (T=500K), and these results are tabulated in Table III. Using the extrapolation procedure, we find the reference ground-state energy per atom to be \( E_0 = -61.44173873 \ eV \). Further, we also compared our reference ground-state energy with ABINIT using a cuboidal simulation of size 40 \( a.u. \times 40 \ a.u. \times 160 \ a.u. \) and an energy cut-off of 30 \( Ha \) with one k-point (the most refined calculation possible within our memory limitations). In the case of ABINIT, the ground-state energy per atom was found to \(-61.44219366 \ eV\), which differs from \( E_0 \) by \( \sim 0.4 \ meV \).

We next choose a finite-element mesh with fifth-order spectral finite-elements (HEX216SPECT) for \( C_{33}H_{68} \), where the mesh-size is chosen such that the discretization error, measured with respect to \( E_0 \), is less than 5 \( meV \) per atom. Using the same characteristic mesh-size which is expected to result in a similar discretization error, we construct finite-element meshes for varying lengths of alkane chains, namely \( C_{100}H_{202} \) (302 atoms), \( C_{300}H_{602} \) (902 atoms), \( C_{900}H_{1802} \) (2702 atoms) and \( C_{2350}H_{4702} \) (7052 atoms). Using a Chebyshev filter of degree 35 and a Fermi smearing parameter of 0.00158 \( Ha \) (T=500K), we compute the reference ground-state energies using ChFSI-FE for these systems, and are tabulated in Table IV.

The subspace projection algorithm is then used to compute the ground-state energies using identical meshes and parameters (Chebyshev filter degree, Fermi smearing parameter) employed in our reference calculations. The polynomial degree \( R \) used in the Chebyshev expansion of the Fermi function of the projected Hamiltonian is chosen to be 400. Just as in the case of aluminum nano-clusters, we use adaptive truncation tolerances \( (\delta_t, \delta_l) \). In particular, we choose \( \delta_t = \delta_l \) and use the specific choice of truncation tolerance given in equation (70) with identical values of \( C_1, p \) and \( q \) as employed in the case of our previous benchmark calculations involving aluminum nano-clusters. In all our simulations, using the proposed method as well as ChFSI-FE, the SCF is terminated when \( \delta E_r < 10^{-7} \) for three successive iterations.

The ground-state energies computed using the proposed subspace projection algorithm for different lengths of alkane chains considered in this work are tabulated in Table IV. These results indicate that the proposed method provides good accuracies in the ground-state energies, where the computed energies are within 1 \( meV \) per atom of the reference energies computed using ChFSI-FE. The computational times for the full SCF convergence for varying lengths of alkane chains are plotted in figure V for the proposed method, as well as, the reference calculations using ChFSI-FE. These results indicate that the proposed approach is computationally efficient, compared to ChFSI-FE, for system sizes beyond 101 atoms and provides a factor of \( \sim 8 \) speedup for the alkane chain containing 2702 atoms. Using these computational times, the estimated scaling for the proposed approach is found to be approximately \( O(N^{1.33}) \), while scaling in the case of ChFSI-FE is \( O(N^{2.13}) \).
average computational time per SCF iteration is shown in figure 6, and the scaling with system size is found to be $O(N^{1.22})$ for the proposed subspace projection method and $O(N^{1.98})$ for ChFSI-FE. We refer to the Appendix for the scaling of various components of the subspace projection algorithm and a discussion. We note that the proposed subspace projection technique exhibits better scaling behavior for the alkane chains, which is an insulating system, in comparison to the aluminum nano-clusters, which is a metallic system. This is due to the better localization of the wavefunctions in the insulating system in comparison to the metallic system (cf. Appendix). Figure 6 shows the isocontours of electron density of the alkane chain containing 2702 atoms.

C. Silicon nano-clusters: All-electron study

We consider silicon nano-clusters comprising of diamond-cubic unit cells with a lattice constant of 10.26 a.u. and conduct all-electron calculations to test the performance of the subspace projection method. In order to choose finite-element meshes which provide a discretization error of less than $5 \text{ mHa}$ per atom for various nano-clusters, we first obtain a converged value of the ground state energy by conducting a very refined simulation using the GAUSSIAN package on silicon nano-cluster containing $1 \times 1 \times 1$ unit-cell which comprises of 18 atoms with 252 electrons. To this end, we employ the polarization consistent DFT basis sets (pc-n) and introduce them as an external basis set in GAUSSIAN package. The Chebyshev filter thus required in these simulations is around 1000 to effectively filter out the unwanted spectrum. Using a Chebyshev filter of degree 1000, and a Fermi smearing parameter of 0.00475 Ha ($T=1500$K), we compute the reference ground-state energies using ChFSI-FE which are tabulated in Table V.

The subspace projection algorithm is then used to compute the ground-state energies with identical meshes and parameters employed in our reference calculations. The polynomial degree $R$ used in the Chebyshev expansion of the Fermi-operator of the projected Hamiltonian is chosen to be 1250 since the width of the occupied spectrum is larger than that of a pseudopotential calculation. Just as in the case of the previous benchmark calculations, we use adaptive truncation tolerances ($\delta_1$, $\delta_2$) with $\delta_1 = 10^4 \delta_2$ and vary $\delta_2$ as a function of relative change.
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FIG. 7: Total computational times for the proposed method and ChFSI-FE. Case study: Silicon nano-clusters.

FIG. 8: Average computational times per SCF iteration for the proposed method and ChFSI-FE. Case study: Silicon nano-clusters.

FIG. 9: Electron density contours on the mid-plane of 3 × 3 × 3 silicon nano-cluster.

TABLE V: Comparison of ground-state energies for various sizes of silicon clusters.

| Cluster     | DoF      | Proposed Method | ChFSI-FE   |
|-------------|----------|-----------------|------------|
| 1x1x1       | 5,136,901| -288.32016      | -288.32046 |
| 2x1x1       | 9,676,481| -288.33380      | -288.33411 |
| 2x2x1       | 16,358,791| -288.34715      | -288.34791 |
| 2x2x2       | 27,208,731| -288.35085      | -288.36140 |
| 3x3x3       | 79,226,681| -288.37132      | -288.37341 |

The ground-state energies computed using the proposed subspace projection algorithm for varying sizes of silicon nano-clusters considered in this work are tabulated in Table V. These results indicate that the proposed method provides good accuracies in the ground-state energies, where the computed energies are within 3 mHa per atom of the reference energies computed using ChFSI-FE. The computational times for the full SCF convergence for varying sizes of silicon nano-clusters are plotted in figure 7 for the proposed method, as well as, the reference calculations using ChFSI-FE. These results indicate that the proposed approach is computationally efficient, compared to ChFSI-FE, for system sizes beyond 18 atoms and provides a factor of ∼3 speedup for the 3 × 3 × 3 nano-cluster containing 280 atoms. Using these computational times, the estimated scaling for the proposed approach is found to be approximately O(N^{1.85}), while scaling in the case of ChFSI-FE is O(N^{2.21}). The average computational time per SCF iteration is shown in figure 8 and the scaling is computed to be O(N^{1.75}) for the proposed subspace projection method and O(N^{2.11}) for ChFSI-FE. The deterioration in the scaling for all-electron calculations in comparison to pseudopotential calculations is due to tighter truncation tolerances employed in order to control the accumulation of truncation errors during the application of a very high degree Chebyshev filter. Nevertheless, the proposed approach provides significant savings, which will increase with increasing system size. We refer to the Appendix for the scaling of various components of the subspace projection algorithm in the case of all-electron calculations and a discussion. Figure 9 shows the electron density contours on the mid-plane of 3 × 3 × 3 nano-cluster computed using the proposed subspace projection technique.
VI. SUMMARY

In the present study, we formulated a subspace projection technique in the framework of higher-order spectral finite-element discretization of the Kohn-Sham DFT problem in order to reduce the computational complexity involved in traditional solution approaches that compute the canonical orthonormal Kohn-Sham eigenfunctions. The proposed approach provides a single unified framework to handle both insulating and metallic materials system. Further, both pseudopotential as well as all-electron calculations can be conducted using the proposed methodology.

The development of the proposed approach involved bringing together four main ideas. Firstly, we employed a higher-order spectral finite-element basis for the discretization of the Kohn-Sham DFT problem. The adaptive nature of the finite-element basis is crucial for efficiently handling all-electron DFT calculations. Secondly, we employed the Chebyshev filtering approach \(^{[23]}\) to directly compute an approximation of the occupied eigenspace in each SCF iteration. In this Chebyshev filtering step, we effectively exploited the finite-element structure to conduct matrix-vector products, associated with the action of the Chebyshev filter on a space of localized trial wavefunctions from previous SCF iteration, in linear-scaling complexity. We subsequently employed the localization procedure proposed by García et al. \(^{[23]}\) to compute atom-centered non-orthogonal localized basis (localized wavefunctions) spanning the Chebyshev filtered subspace. We employed an adaptive tolerance, where looser tolerances are used in initial iteration and progressively become tighter as the SCF approaches convergence, to provide a compact support for the localized wavefunctions. The use of adaptive tolerance provides strict control on the accuracy of the calculation, which is reflected in our benchmark calculations. Finally, we computed the projection of the Hamiltonian into the non-orthogonal localized basis, and used the Fermi-operator expansion \(^{[24]}\) to compute the relevant quantities, including the finite-temperature density matrix, electron density and the band energy. We note that as the Fermi-operator expansion is computed in the projected subspace, the spectral width of the projected Hamiltonian is bounded—\(O(1 \text{ Ha})\) for pseudopotential calculations and \(O(10 \text{ Ha})\) for all-electron calculations—and can efficiently be computed for both pseudopotential and all-electron calculations. We demonstrated from complexity estimates that, for well-localized wavefunctions with a compact support, all operations in the proposed algorithm are linear-scaling in complexity.

The accuracy and performance of the proposed method was investigated on three different materials system: (i) a series of aluminum nano-clusters up to 3430 atoms representing a metallic system; (ii) a series of alkane chains up to 7052 atoms representing an insulating system; (iii) a series of silicon nano-clusters up to 3920 electrons representing a semiconducting system. Pseudopotential calculations were conducted on aluminum nano-clusters and alkane chains, whereas all-electron calculations were performed on silicon nano-clusters. In all the cases, the proposed method provided ground-state energies that are in excellent agreement with reference calculations, with accuracies commensurate with chemical accuracy. From these benchmark calculations, the computational complexity of the proposed approach was computed to be \(O(N^{1.46})\) for aluminum nano-clusters, \(O(N^{1.18})\) for the alkane chains, and \(O(N^{1.75})\) for the all-electron silicon nano-clusters. The deviation from linear-scaling, in practice, is due to the use of adaptive tolerances with tighter tolerances in the later SCF iterations in order to ensure strict control on the accuracy of the calculations. This affects the scaling due to reduced sparsity in the localized wavefunctions. We further note that using the proposed approach \(\sim 10\)-fold speedups were obtained with respect to reference benchmark calculations for the largest systems.

The present work demonstrates a methodology to conduct large scale electronic structure calculation using spectral finite-element discretizations at reduced scaling and presents an important direction for electronic structure calculations employing the finite-element basis. The computational efficiency as well as scaling in the case of all-electron calculations can be further improved by using a finite-element basis enriched with single-atom wavefunctions, or, alternately, the partitions-of-unity finite-element approach \(^{[101]}\), and is currently being investigated. Also, the subspace projection method, which exploits the locality of the electronic structure, constitutes an important step in developing seamless coarse-graining techniques for Kohn-Sham density functional theory, in the similar spirit of quasi-continuum reduction techniques for electronic structure calculations \(^{[23,10]}\).
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Appendix A: Scaling performance of individual components of the subspace projection technique

1. Case study: Pseudopotential calculations

We report scaling of individual components of the proposed subspace projection algorithm with system size for the benchmark calculations involving aluminum nano-clusters and alkane chains reported in section V. The average CPU-times per SCF iteration of the various components involved in the proposed technique (cf. section IV) —namely: a) Chebyshev filtered subspace iteration (ChFSI) b) Localization procedure (Loc) c) Subspace projection in the non-orthogonal basis (SubProj) and d) Electron-density computation (ElecDen)—have been recorded and are plotted against number of atoms.

a. Aluminum nano-clusters: Figure 10 shows the average computational CPU-times per SCF iteration for individual components of the subspace projection technique in the case of aluminum nano-clusters. These results indicate a computational complexity of $O(N^{1.34})$ for the Chebyshev filtered subspace iteration, $O(N^{1.91})$ for the localization procedure, $O(N^{1.93})$ for the subspace projection and $O(N^{1.34})$ for the computation of electron-density. The deviation of the scaling behaviour from linearity for the individual components of the algorithm is primarily due to the use of an adaptive tolerance (cf. equation (70)) to truncate the localized wavefunctions, which is important to ensure the accuracy of the subspace projection technique. We recall that looser truncation tolerances are employed in the initial SCF iterations with progressive tightening of the tolerances during the course of SCF convergence. We note that the Chebyshev filtering procedure has the dominant computational cost, and also exhibits better scaling in comparison to the other components of the subspace projection algorithm. The better scaling behaviour of Chebyshev filtering procedure can be attributed to the matrix-vector multiplications performed at the finite-element level only if the relevant wave-functions have a non-zero value in the finite-element considered (cf. Section IV B). This allows us to naturally exploit the sparsity of the wavefunctions at the finite-element level even with tight tolerances. The higher scaling observed for the other components of the subspace projection algorithm is due to the use of dense data-structures of PETSc when the density fraction of the relevant matrices is above 2%, as sparse PETSc data-structures have been observed to be efficient only when the density fraction is $< 1 - 2\%$. Figure 11 shows the average computational CPU-times per SCF iteration when the sparse data-structures are active. The results indicate a computational complexity of $O(N^{1.20})$ for the localization procedure, $O(N^{1.32})$ for the subspace projection.
projection and $O(N^{1.34})$ for the computation of electron-density. We remark that the scaling exponents of these individual components are closer to linearity when the sparse data-structures are active, but still deviate from linearity. We attribute this deviation from linearity to the delocalized nature of the wavefunctions for a metallic system. This delocalized nature of wavefunctions results in a higher density fraction (lesser sparsity) of truncated wavefunctions ($\Phi_L$) for any given truncation tolerance in comparison to the insulating alkane chains (see discussion below on alkane chains). We also note that, as expected, the scaling of the individual components of the subspace projection technique (Loc, SubProj, ElecDen) is close to cubic-scaling ($\sim O(N^{2.8})$) when dense data-structures are employed. Figure 14 shows the variation of density fraction of $\Phi_L$ with SCF iteration in the case of aluminum nano-cluster (7x7x7 cluster with 1688 atoms) highlighting the SCF iterations in which sparse data-structures are active. Figure 15 shows the variation of relative error in ground-state energy with SCF iteration for the same benchmark problem.

b. Alkane Chains: Figure 12 shows the average computational CPU-times per SCF iteration for individual components of the subspace projection technique in the case of alkane chains. These results indicate a computational complexity of $O(N^{1.15})$ for the Chebyshev filtered subspace iteration, $O(N^{1.80})$ for the localization procedure, $O(N^{1.85})$ for the subspace projection and $O(N^{1.91})$ for the computation of electron-density. As in the case of aluminum clusters, the Chebyshev filtering procedure comprises the dominant computational cost of the subspace projection algorithm, and is almost linear-scaling for this system. The improved scaling of the Chebyshev filtering procedure in comparison to aluminum nano-clusters can be attributed to better localization of wavefunctions in the case of alkane chains, an insulating material system. The higher scaling of other components of the subspace projection algorithm is once again due to the use of dense data-structures of PETSc when density fraction of the relevant matrices is above 2%, while sparse data-structures are employed only when the density fraction is < 2%. Figure 13 shows the average computational CPU-times per SCF iteration when sparse data-structures are active. The results indicate a computational complexity of $O(N^{1.13})$ for the localization procedure, $O(N^{1.25})$ for the subspace projection and $O(N^{1.29})$ for the computation of electron-density. We remark that these scaling exponents are smaller in comparison to those of aluminum nano-cluster (metallic nature) due to the localized nature of the wavefunctions, thus resulting in smaller density fractions (greater sparsity) of the truncated wavefunctions ($\Phi_L$). Figure 14 shows the variation of density fraction with SCF iteration in the case of C$_{900}$H$_{1802}$ (2702 atoms) highlighting the SCF iterations in which sparse data-structures are active. Figure 15 shows the variation of relative error in ground-state energy with SCF iterations for the same problem.
2. Case study: All-electron calculations

Silicon nano-clusters: Figure 16 shows the average computational CPU-times per SCF iteration for individual components of the subspace projection technique in the case of all-electron calculations performed on silicon nano-clusters. These results indicate a computational complexity of $O(N^{1.74})$ for the Chebyshev filtered subspace iteration, $O(N^{2.72})$ for the localization procedure, $O(N^{2.55})$ for the subspace projection and $O(N^{2.51})$ for the computation of electron density. In comparison to the pseudopotential calculations, the scaling of the individual components deviate significantly from linearity. The main reason for this significant deviation is due to the tighter adaptive tolerances employed in all-electron calculations. These tighter tolerances were necessary to avoid error accumulations during the Chebyshev filtering procedure as a very high order Chebyshev filter is needed in all-electron calculations to filter the large unwanted spectrum. For these tighter tolerances, the density fractions for the various relevant matrices were greater than 2% even during the initial SCF iterations, which explains the observed close to cubic-scaling of the localization procedure, subspace projection, and computation of electron density. However, we note that the significantly dominant cost for all-electron calculations is the Chebyshev filtering step, which naturally exploits the sparsity in truncated wavefunctions, even for high density fractions,
by computing the matrix-vector products at the finite-element level only if the relevant wave-functions have a non-zero value in the finite-element being considered (cf. Section 1V B). Thus, the overall scaling of the proposed technique for all-electron calculations is determined by the scaling of the Chebyshev filtering step, even for modestly sized systems. While, the performance of the proposed approach for all-electron calculations is not as good as the performance for pseudopotential calculations, the proposed approach does offer significant computational savings (~3 fold in comparison to ChFSI-FE for the silicon nano-cluster containing ~4000 electrons). Further, we note that the need of a very high degree Chebyshev filter for all-electron calculations can be mitigated by employing an enriched finite-element basis, where the finite-element basis functions are enriched by numerically computed single-atom wavefunctions, and this can potentially lead to better overall scaling of the method for all-electron calculations.
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