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Abstract. We make a proposal for incorporating massless modes into the spin-chain of the AdS$_3$/CFT$_2$ integrable system. We do this by considering the $\alpha \to 0$ limit of the alternating $\mathfrak{d}(2,1;\alpha)^2$ spin-chain constructed in arXiv:1106.2558. In the process we encounter integrable spin-chains with non-irreducible representations at some of their sites. We investigate their properties and construct their R-matrices in terms of Yangians.
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1 Introduction, review and summary

The AdS/CFT correspondence [1–3] provides a remarkable non-perturbative duality between quantum
gauge and gravity theories. For certain classes of dual theories integrability has given a detailed, cal-
culable description of how (in the planar limit) the correspondence works. For a review and a more
complete list of references see [4, 5]. Within the AdS/CFT correspondence, integrable structures were
first identified in the case of the maximally supersymmetric duality between type IIB superstring theory
on $AdS_5 \times S^5$ and $\mathcal{N} = 4$ super-Yang-Mills (SYM) $SU(N)$ gauge theory [6, 7]. However, we now know
that integrability gives a handle on several other classes of dual pairs. These include other $AdS_5/CFT_4$
duals such as orbifolds, orientifolds and deformations (for a review and more complete list of references
see [8]) of the $\mathcal{N} = 4$ dual pair. Remarkably, integrability has also been instrumental in understanding
the $AdS_4/CFT_3$ duality of the ABJM Chern-Simons theory [18, 19] as initiated in [20–22] and Type IIA
string theory on $AdS_4 \times CP^3$ [23–25].

1Integrability in the context of AdS/CFT of other four-dimensional conformal gauge theories [9–12] has been investigated in [13–17].

2For a review and a much more extensive list of references see [26].
1.1 The \(AdS_3/CFT_2\) dualities

More recently, the integrability approach to the \(AdS_3/CFT_2\) correspondence [1,27,28] has been developed in [29]. Related recent advances in this area include [30–35]. The gravity side of these dualities is given by Type IIB superstring theory on \(AdS_3 \times S^3 \times M\) where \(M = T^4\) or \(M = S^3 \times S^1\). For brevity, we will henceforth refer to these two backgrounds, and their corresponding dualities, as \(T^4\) and \(S^1\), respectively. In order to satisfy the supergravity equations of motion, the radii of the \(AdS_3\) and \(S^3\) factors are related to one another

\[
T^4 : \quad \frac{1}{R_{AdS}^2} = \frac{1}{R_S^2} + \frac{1}{R_+^2}, \quad (1.1)
\]

\[
S^1 : \quad \frac{1}{R_{AdS}^2} = \frac{1}{R_+^2}, \quad (1.2)
\]

Above, \(R_\pm\) are the radii of the two three-spheres in the \(S^1\) geometry, and because of the above relation it is convenient to define \(\alpha\) and \(\phi\) as

\[
\alpha \equiv \sin^2 \phi \equiv \frac{R_{AdS}}{R_+}. \quad (1.3)
\]

As \(\alpha \to 0\) the \(S^1\) theory becomes the (decompactified) \(T^4\) theory\(^4\). The radii and other moduli of the \(S^1\) and \(T^4\) factors can be chosen freely. Both backgrounds also require fluxes to support the geometries, which can be suitable combinations of R-R and NS-NS fluxes. Throughout this paper we will consider backgrounds with only R-R fluxes.\(^5\) Our motivation for this comes from the observation that in higher-dimensional \(AdS\) R-R backgrounds, integrability has been very successful at understanding the (stringy) quantum gravity at small string coupling. We expect this to continue to be the case for \(AdS_3/CFT_2\) as well. In particular, we will investigate the dual pairs as functions of a ‘t Hooft-like [37] parameter \(\lambda \equiv 4\pi^2 T^2\), where \(T = R_{AdS}^2/2\pi \alpha\) is the effective string tension.

The \(T^4\) and \(S^1\) backgrounds preserve 16 real supersymmetries\(^6\) which combine with the bosonic Lie-algebra symmetries into two different Lie super-algebra\(^7\)

\[
M = T^4 : \quad \text{psu}(1,1|2)^2
\]

\[
M = S^3 \times S^1 : \quad \text{so}(2,1;\alpha)^2.
\]

In two dimensions the conformal symmetry algebra is infinite-dimensional. The above Lie super-algebras are the finite-dimensional part of the full super-Virasoro algebras known as small and large \((4,4)\) super-conformal algebras for \(T^4\) and \(S^1\), respectively. Throughout this paper we will be only concerned with the Lie super-algebra symmetries.

The \(CFT_2\) dual for \(T^4\) is expected to be (a blow-up of) the \((4,4)\)-supersymmetric sigma model \(Sym^N(T^4)\). This is suggested by the following observation. The \(T^4\) geometry is the near-horizon limit of a D1-D5 system in flat space. The open strings living on the D1-D5 intersection at low energies are described by a (non-conformal) 1+1-dimensional SYM. This gauge theory is expected to flow in the infrared to the \(Sym^N(T^4)\) sigma-model. However, as has been known for some time [28], the point in moduli space described by the \(Sym^N(T^4)\) orbifold is in many ways atypical, and it is not clear to what

\(^3\) Another background of this type is \(M = K3\). However, for our analysis it can be viewed as an orbifold of \(T^4\).
\(^4\) The limit \(\alpha \to 1\) is identical to the \(\alpha \to 0\) limit: the role of the two \(S^3\) factors is interchanged. Throughout the text we will only refer to the \(\alpha \to 0\) limit and all our results will apply equally to \(\alpha \to 1\).
\(^5\) Type IIB S-duality relates these backgrounds to more general combinations of fluxes. A detailed analysis of the \(T^4\) dual pair’s moduli space, including S-duality is given in [36].
\(^6\) This is the maximal number of supersymmetries allowed for a background with an \(AdS_3\) factor.
\(^7\) The appearance of the super-algebra \(\text{so}(2,1;\alpha)\) in this setting was first observed in [38].
extent it can be regarded as the analogue of the free gauge theory in higher dimensions. In [39] an attempt was made to identify an integrable spin-chain in the sigma-model orbifold directly. However, perhaps because of a large amount of mixing, it is much harder to do this than in $\mathcal{N} = 4$ SYM in four dimensions, and so a Minahan-Zarembo type spin-chain description of the $T^4$ CFT is still missing. The situation is more murky still in the case of the $CFT_2$ dual of $S^1$ where at present no suitable dual is known. A detailed discussion of this can be found in [40].

1.2 The $AdS_3/CFT_2$ integrable systems and missing massless modes

The above-mentioned obstacles make it difficult to study the $CFT_2$ side of the dualities directly. The string theory side of both the $T^4$ and $S^1$ backgrounds is better understood. For example, the string action, in a suitable kappa gauge, is known explicitly for both backgrounds. It consists of a Metsaev-Tseytlin coset action together with four/one extra free bosons describing the $T^4/S^1$ part of the geometry, respectively. As a result the equations of motion and Bianchi identities that follow from the action are equivalent to the flatness condition of a certain Lax connection. In other words, the theory is classically integrable. In [29] finite gap equations were constructed from the monodromy matrix of the Lax connection. In [29,32] an all-loop Bethe ansatz (BA) was conjectured, which in the thermodynamic limit reduced to the string theory finite-gap equations.

One might expect that, up to the knowledge of the so-called dressing phase and function $h(\lambda)$ which enters the dispersion relation, this all-loop BA should describe the spectral problem associated with both the $T^4$ and $S^1$ dual pairs. However, as was already noted in [29], the finite-gap equations obtained from the string theory monodromy matrix do not incorporate all stringy excitations.

To see which states are missing from the finite-gap equations it is easiest to look at the BMN limit [41], where the string spectrum is known exactly [41–47]. In the BMN limit, any state in the string spectrum can be built up by acting on the groundstate $|0\rangle$ with bosonic and fermionic creation operators

$$\alpha_{n,m}^i, \quad \psi_{n,m}^i,$$

and imposing a suitable level matching condition. The creation operators are labeled by $n \in \mathbb{N}$, the Fourier-mode of a string coordinate, $i$ the target-space directions transverse to the light-cone, and $m_i$ which is called the mass of a particular excitation.\footnote{The mass $m_i$ does not depend on $n$.} For example, a state of the form

$$\psi_{n,m}^i |0\rangle,$$

has energy

$$\sqrt{m_i^2 + n^2}.$$  

The $T^4$ theory has four target space directions $i$ for which the bosonic and fermionic excitations have $m_i = 1$ (in suitable units) and four directions $i$ for which the bosonic and fermionic excitations have $m_i = 0$. The $S^1$ theory has two target space directions $i$ for which the bosonic and fermionic excitations have masses $m_i = 1, \alpha, 1 - \alpha$ and 0. The oscillators with $m_i = 0$ lead to a degeneracy of the groundstate, since, for example,

$$\psi_{n=0,m_i=0}^i |0\rangle,$$

has zero energy.

It has been shown in [29] that the finite-gap equations are incomplete. For example, they do not capture BMN-type solutions with $m_i = 0$. In other words, we are “missing” four/two massless bosonic modes (and their fermionic superpartners) in the $T^4/S^1$ theories, respectively. As a result, the all-loop...
BA does not contain all the information about the spectral problem of these $AdS_3$ theories. Nevertheless, given that the all-loop BA is consistent – for example, the $S$-matrix on which it is based satisfies the Yang-Baxter equation (YBE) – we expect that including the massless modes will modify the BA, rather than change its form entirely.

Notice that as $\alpha \to 0$ the number of massless modes changes. In other words, the number of modes not captured by the all-loop BA changes in this limit. This observation will play an important role in what follows.

### 1.3 Spin-chains for $AdS_3/CFT_2$

As we have already mentioned, the $CFT_2$ side of the duality is considerably less-well understood than the corresponding gauge theories of higher-dimensional dual pairs. A direct construction of an integrable spin-chain from the $CFT_2$ side seems challenging at present [13–17]. In [32], a different approach was adopted: starting from the all-loop BAs of the $T^4$ and $S^1$ theories [29, 32] small $\lambda$ BAs were extracted. A homogeneous (respectively, alternating) integrable spin-chain was then constructed, whose spectrum could be computed using the weak coupling BA of the $T^4$ (respectively, $S^1$) theory. Regardless of their relation to $CFT_2$, these spin-chains can be viewed as a discretization of the string theory at small $\lambda$.

It was shown [32] that certain solutions of the weak coupling BA become singular in the $\alpha \to 0$ limit. These solutions correspond to the increase in the number of missing modes in the BA as $\alpha \to 0$. What is remarkable however, is that the R-matrix, which encodes the integrable structure of the spin-chain remains well behaved as $\alpha \to 0$. In other words, the integrable structure of the spin-chain remains well-behaved in this limit. Since the number of missing modes changes at these values of $\alpha$, by keeping track of the integrable structure, we should learn about the fate of the missing modes. Indeed it was already understood in [32] that in the $\alpha \to 0$ limit the alternating $S^1$ spin-chain and its R-matrix contained the homogeneous $T^4$ spin-chain and its R-matrix as part of a larger state space.

### 1.4 Plan of paper

It is the purpose of this paper to investigate the spin-chains that arise in the $\alpha \to 0$ limit and show how one can understand the missing modes as excitations of such spin-chains. It will turn out that these spin-chains are somewhat unconventional. Firstly, the representations that enter the spin-chain are no longer irreducible at $\alpha = 0$. Secondly, for the limiting values of $\alpha$, there is no value of the spectral parameter where the R-matrix is proportional to the permutation operator. As such, we cannot immediately apply the conventional methods used in the study of integrable spin-chains. Nevertheless, the R-matrix encodes all the relevant physical information and we will use it to understand the $\alpha = 0$ spin-chain and its interactions.

This paper is organized as follows. In section 2 we review the $sl(2)$ representations that enter into the construction of the spin-chains paying particular attention to the $\alpha \to 0$ limit, where some of the representations are no longer irreducible. In order to understand better the R-matrix that enters our spin-chains in section 3 we construct the Yangian for the relevant $sl(2)$ representations using Drinfeld’s second realisation. In sections 4 and 5 we show that the R-matrices given in [32] (and reviewed in section 6), restricted to $sl(2)$ and $sl(2|1)$ subsectors can be obtained from universal R-matrix expressions using the Yangians we have constructed in Drinfeld’s second realisation. We take this as important evidence of the validity of our R-matrices, especially for $\alpha = 0$. In section 6 we review the construction of the dressing factor and the ubiquitous function $h(\lambda)$, which enters the dispersion relation, have suitable small $\lambda$ behavior. This assumption can be roughly thought of as an assertion that an integrable, local spin-chain description of the integrable system exists at small values of $\lambda$.

9To do this one needs to assume that the dressing phase and the ubiquitous function $h(\lambda)$, which enters the dispersion relation, have suitable small $\lambda$ behavior. This assumption can be roughly thought of as an assertion that an integrable, local spin-chain description of the integrable system exists at small values of $\lambda$. 6
of the spin-chains and R-matrices considered in [32] and discuss some of their properties. In section 7 we investigate the spin-chain at $\alpha = 0$. We argue that for this value of $\alpha$ the alternating spin-chain involves reducible representations, and, using the R-matrix as our guide, we identify a suitable notion of local interactions for such spin-chains. In section 8 we construct an Algebraic Bethe Ansatz (ABA) for the $\alpha = 0$ spin-chain.

Up to this point the spin-chain discussion will be in the small $\lambda$ regime. We will show that, as a result of working in the small $\lambda$ approximation, the spin-chain has a very large degeneracy of groundstates at $\alpha = 0$. In section 9 we show that this is in fact an artifact of the small-lambda approximation, and that when higher order interactions are included, much of the degeneracy is lifted. In particular, we show that the remaining ground-state degeneracy is precisely what one expects from the BMN limit analysis. In this way we believe we are able to incorporate the missing modes into the spin-chain description of the $AdS_3/CFT_2$ integrable system.

### 2 A review of certain $\mathfrak{sl}(2)$ representations

In this section, we fix our conventions for the $\mathfrak{sl}(2)$ Lie algebra. The motivation for treating $\mathfrak{sl}(2)$ first, and only later turning to the $\mathfrak{sl}(2|1)$ case of relevance to the superstring, is due to the fact that one can learn a great deal from this simplified setting. Many properties that will turn out to be quite crucial for the supersymmetric case are best observed when dealing with $\mathfrak{sl}(2)$ representation, especially the distinction between the various modules at special points in the moduli space of the representation parameters and the issues related to unitarity. This treatment will also serve as an illustration of the Yangian algebra techniques we will be using, before applying them to $\mathfrak{sl}(2|1)$.

#### 2.1 Defining relations

The basic commutation relations are given by

$$[h, e] = 2e, \quad [h, f] = -2f, \quad [e, f] = h,$$

for $h$ Cartan element, $e$ raising and $f$ lowering operator. The quadratic Casimir of the algebra is

$$C_2 = \frac{h^2}{2} + ef + fe.$$  \hfill (2.2)

Let us focus on infinite-dimensional modules parameterized by a complex variable $s$, and choose one among the various representations available. This choice is not too restrictive, however, since in general one can find an isomorphism between different representations, as long as $s$ is strictly non-zero. One has (see for instance [48,49]) the following representation in terms of differential operators:

$$p^3 = z \partial z - s, \quad p^- = z^2 \partial z - 2sz, \quad p^+ = -\partial z.$$  \hfill (2.3)

One can prove that the identification with (2.1) is done as follows:

$$h = 2p^3, \quad e = p^-, \quad f = p^+.$$  \hfill (2.4)

The Casimir in this representation is equal to

$$C_2 = 2s(s + 1).$$  \hfill (2.5)
Another representation with the same assignment (2.4) (with $P^s$ everywhere replaced by $S^s$) and same Casimir (2.5) is given by

$$S^3 = z \partial_z - s, \quad S^- = -z, \quad S^+ = -2s \partial_z + z \partial_z^2. \quad (2.6)$$

There exists a transformation between the two representations we just described, namely

$$\Psi^{-1} S^\pm \Psi = -P^\pm, \quad \Psi^{-1} S^3 \Psi = P^3. \quad (2.7)$$

The formal expression for $\Psi$ is

$$\Psi = \frac{1}{\Gamma(z \partial_z - 2s)}. \quad (2.8)$$

This expression becomes well-defined on eigenstates of the ‘number operator’

$$\hat{N} \equiv z \partial_z, \quad (2.9)$$

given by

$$|n\rangle \equiv z^n, \quad n \geq 0. \quad (2.10)$$

Another representation is given by (cf. [50])

$$R^3 |n\rangle = (n - s) |n\rangle, \quad R^- |n\rangle = -\sqrt{(n + 1)(n - 2s)} |n + 1\rangle, \quad R^+ |n\rangle = \sqrt{n(n - 2s - 1)} |n - 1\rangle. \quad (2.11)$$

The assignment is still given by (2.4) (with $P^s$ everywhere replaced by $R^s$) and the Casimir still given by (2.5). We can perform a similarity transformation on the representation (2.11), namely

$$\gamma^{-1} R^\pm \gamma = \pm R^\pm_{\text{HO}}, \quad \gamma^{-1} R^3 \gamma = R^3_{\text{HO}}. \quad (2.12)$$

with

$$\gamma = \sqrt{\frac{1}{\Gamma(N + 1)}}. \quad (2.13)$$

The transformation (2.13) is regular on any state $|n\rangle$, since the eigenvalues of $\hat{N} + 1$ are strictly greater than zero on any such state. The resulting representation is closer to Holstein and Primakoff’s original representation [50], and is manifestly unitary for $s$ real and $s < 0$. In fact, if we introduce a set of oscillators $a \leftrightarrow \partial_z, a^\dagger \leftrightarrow z$, such that

$$[a, a^\dagger] = 1, \quad |n\rangle = a^\dagger^n |0\rangle, \quad n = 0, 1, 2, \ldots. \quad (2.14)$$

we immediately have

$$R^\pm_{\text{HO}} = a^\dagger (a^\dagger a - 2s)^{\frac{1}{2}}, \quad R^3_{\text{HO}} = (a^\dagger a - 2s)^{\frac{1}{2}} a. \quad (2.15)$$

If we canonically assign the hermiticity property

$$(a)^\dagger = a^\dagger \quad (2.16)$$

we see that $(R^3_{\text{HO}})^\dagger = R^3_{\text{HO}}$, while $R^3_{\text{HO}} = \frac{1}{2} [R^3_{\text{HO}}, R^3_{\text{HO}}]$ is hermitian.
There exists a transformation between the ‘$R^s$’ representation (2.11) and the ‘$P^s$’ one (2.3), namely
\[ \xi^{-1} R^s \xi = -P^s, \quad \xi^{-1} R^3 \xi = P^3. \] (2.17)

The formal expression for $\xi$ is
\[ \xi = \sqrt{\frac{\Gamma(\hat{N} + 1)}{\Gamma(\hat{N} - 2s)}}, \] (2.18)
which again becomes well defined on eigenstates $|n\rangle$ of the number operator. The transformation (2.18) is regular on all states $|n\rangle$ as long as $s \neq 0$, which implies via (2.17) the unitarity of the representation (2.3) for $s$ real and $s < 0$. From these observations we can already anticipate from the next section that for $s = 0$ the representation (2.11) will remain unitary, while the one in (2.3) will not (similarly for the (2.6) representation).

In the list provided by [51], the above equivalent representations all correspond to the one dubbed principal discrete representation. One needs to assign
\[ h = 2J^3, \quad e = J^+, \quad f = -J^-, \quad s = -j, \quad |0\rangle = |j; j\rangle, \] (2.19)
where $J^3, J^\pm, j$ and $|j; m\rangle$ are used in [51], while $h, e, f, s$ and $|n\rangle$ are used in this paper. It follows from (2.19) and from the description in [51] that unitary representations are obtained for $s$ real and $s < 0$, which is what we have found by direct observation in (2.11). Since we are working with the universal cover of $AdS_3$ (hence, time is a non-compact variable), the parameter $s$ can be any negative real number.

### 2.2 $s \to 0$ limit

In this sub-section we consider the $s \to 0$ limit of the above representations. The representations that arise in this limit will play a central role throughout much of what follows. In the $s \to 0$ limit the similarity transformations $\Psi, \xi$ and $\Psi \xi^{-1}$ become singular when acting on the state $|0\rangle$, and the limiting representations, denoted respectively $P, S$ and $R$, are no longer equivalent. We discuss them in more detail below. In particular, we show that all three modules become reducible.

#### 2.2.1 $P$ module

Such representation has been intensively studied in the literature due to its connections with high-energy QCD (see for instance [52] and references therein). Sometimes it is called the dual Verma module. In terms of oscillators $a, a^\dagger$ and states $|n\rangle$ one has
\[ P^3 = a^\dagger a, \quad P^- = a^{\dagger 2} a, \quad P^+ = -a. \] (2.20)

One can prove that the identification with (2.1) is done as follows:
\[ h = 2P^3, \quad e = P^-, \quad f = P^+. \] (2.21)

---

10 This representation is referred to as lowest weight in [51] (case (2), page 17). However, we will use the terminology highest weight throughout this paper to refer to this very representation or to any representation with a highest or lowest weight, and speak about highest weight states without distinction.

11 We are grateful to Joe Chuang for explanations of this and related points.

12 Notice that the three limiting modules still have the same value of the quadratic Casimir $C_2 = 0$ at $s = 0$, since the modules before the limit do share the value $C_2$. 

Figure 1: Pictorial representations of the $P$, $S$ and $R$ modules. The grayed out and dashed lines indicates the action of generators that vanish on a specific state, rendering the corresponding module reducible.

The action on states is given by

$$P^3|n\rangle = n|n\rangle, \quad P^-|n\rangle = n|n+1\rangle, \quad P^+|n\rangle = -n|n-1\rangle.$$  \hspace{1cm} (2.22)

This module corresponds to an indecomposable representation, because all generators annihilate the state $|0\rangle$, however $P^+$ connects $|1\rangle$ and $|0\rangle$.

It is straightforward to show that the module (2.3) tends to the $P$ module in the limit. The module (2.3) corresponds in fact to an irreducible representation. Its action on the states $|n\rangle$ is given by

$$P^3|n\rangle = (n-s)|n\rangle, \quad P^-|n\rangle = (n-2s)|n+1\rangle, \quad P^+|n\rangle = -n|n-1\rangle.$$  \hspace{1cm} (2.23)

When $s$ goes to zero, the state $|0\rangle$ is annihilated by all generators, and it generates an irreducible one-dimensional submodule (‘singlet’). We have summarized the situation in Fig. (1).

### 2.2.2 $S$ module

The action on states in the representation (2.6) is given by

$$S^3|n\rangle = (n-s)|n\rangle, \quad S^-|n\rangle = -|n+1\rangle, \quad S^+|n\rangle = -n(2s-n+1)|n-1\rangle.$$  \hspace{1cm} (2.24)

The limit $s \to 0$ provides us with the following module, conventionally called the Verma module. Utilizing the same oscillators and states (2.14), one has

$$S^3 = a^\dagger a, \quad S^- = a^\dagger, \quad S^+ = -a^\dagger a^2.$$  \hspace{1cm} (2.25)

One obtains identification with the generators (2.1) if one defines

$$h = 2S^3, \quad e = S^-, \quad f = S^+.$$  \hspace{1cm} (2.26)

The action on states is given by

$$S^3|n\rangle = n|n\rangle, \quad S^-|n\rangle = |n+1\rangle, \quad S^+|n\rangle = -n(n-1)|n-1\rangle.$$  \hspace{1cm} (2.27)

This module corresponds to an indecomposable representation, because no generator can have the state $|0\rangle$ as an outcome, however $S^-$ connects $|0\rangle$ and $|1\rangle$, as depicted in Fig. (1).
2.2.3 R module

Taking the limit starting from the representation (2.11), and performing a further similarity transformation regular on all states, one obtain an \( s = 0 \) module we call the \( R \) module. More specifically,

\[
\zeta^{-1} R^\pm (s = 0) \zeta = -R^\mp, \quad \zeta^{-1} R^3 (s = 0) \zeta = R^3,
\]

with \( \zeta \) formally given by

\[
\zeta = \sqrt{\Gamma(N + 1)}.
\]

One finds this way

\[
R^3 = a^\dagger a, \quad R^- = a^\dagger \sqrt{(a^\dagger a)}, \quad R^+ = -\sqrt{(a^\dagger a)} a.
\]

Identification with (2.1) is done as follows:

\[
h = 2R^3, \quad e = R^-, \quad f = R^+.
\]

The action on states is given by

\[
R^3 |n\rangle = n |n\rangle, \quad R^- |n\rangle = \sqrt{n} |n+1\rangle, \quad R^+ |n\rangle = -n \sqrt{n-1} |n-1\rangle.
\]

This module corresponds to a decomposable (or ‘completely reducible’) representation, because all generators annihilate the state \( |0\rangle \), and no generator can have the state \( |0\rangle \) as an outcome, as depicted in Fig. (1). The two irreducible components are, respectively, a trivial one-dimensional representation and an infinite-dimensional one isomorphic to the \( s = -1 \) limit of the general (2.3) representation.

Let us mention that the \( s \to 0 \) limit for the \( P \) and \( S \) module results in a breakdown of unitarity. It is not possible to find an inner product which preserves good hermiticity properties of the generators in these two modules. This is not the case for the \( R \) module, as can clearly be seen from (2.30). As we will see later, the \( R \) module will be of relevance to the \( \text{AdS/CFT} \) correspondence. From the point of view of integrability it may however be interesting to investigate all three types of representations, and throughout the paper we will often present results for all three of them.

2.3 The representations \( P \otimes P, R \otimes R, \) and \( S \otimes S \)

In this subsection we review the decomposition of the representations \( P \otimes P, R \otimes R \) and \( S \otimes S \) into indecomposable (and mostly irreducible) sub-modules. We will start by noting that the tensor product of an irreducible representation \( s (s < 0) \) with itself, can be decomposed as

\[
s \otimes s = (2s) \oplus (2s-1) \oplus (2s-2) \oplus (2s-3) \oplus \cdots.
\]

Each of the representations on the right-hand side denotes an irreducible \( \mathfrak{sl}(2) \) representation. In the following subsections we will write down the corresponding decomposition for the different \( s \to 0 \) multiplets.
2.3.1  \( P \otimes P \)

The decomposition of \( P \otimes P \) is given by
\[
P \otimes P \cong P \oplus -1 \oplus -2 \oplus -3 \oplus \cdots.
\] (2.34)

The highest weight states of the irreducible representations on the right-hand side of (2.34) are given by
\[
|l\rangle_{12} \equiv (a_1^\dagger - a_2^\dagger)^l |0\rangle_1 \otimes |0\rangle_2.
\] (2.35)

The \(|l = 0\rangle_{12}\) state is part of the \(P\) module, while the \(|l > 0\rangle_{12}\) are highest weight states for \(s = -l\) modules. The expression (2.35) matches formula (4.10) in what follows (for \(j = l\)).

2.3.2  \( S \otimes S \)

The decomposition of \( S \otimes S \) is given by
\[
S \otimes S \cong S \oplus -1 \oplus -2 \oplus -3 \oplus \cdots
\] (2.36)

On the right-hand side of (2.36), the two highest weight states of the module \(S\) are
\[
|l = 0\rangle_{12} \equiv |0\rangle_1 \otimes |0\rangle_2 \quad \text{and} \quad (S_1^- + S_2^-) |l = 0\rangle_{12},
\] (2.37)

while the highest weight state of the \(-1\) module is
\[
|l = 1\rangle_{12} = (a_1^\dagger - a_2^\dagger)^l |0\rangle_1 \otimes |0\rangle_2.
\] (2.38)

The highest weight states of the irreps \(-2, -3, \ldots\) are given by
\[
|n\rangle_{12} \equiv \sum_{l=1}^{n-1} \frac{n!(n-2)!(-a_1^\dagger)^l(a_2^\dagger)^n-l}{l!(l-1)!(n-l)!(n-l-1)!} |0\rangle_1 \otimes |0\rangle_2,
\] (2.39)

for \(n = 2, 3, \ldots\). The expression (2.39) matches formula (4.12) in what follows (for \(j = n\)).

2.3.3  \( R \otimes R \)

Recall that \(R \cong 0 \oplus -1\), so the irreducible decomposition of \(R \otimes R\) is given by
\[
R \otimes R \cong 0 \oplus -1_S \oplus -1_A \oplus -2 \oplus -3 \oplus \cdots
\] (2.40)

The highest weight states of the first three irreps of the right-hand side are
\[
|l = 0\rangle_{12} \equiv |0\rangle_1 \otimes |0\rangle_2, \quad |l = 1_S\rangle_{12} \equiv \frac{1}{2} (|1\rangle_1 \otimes |0\rangle_2 + |0\rangle_1 \otimes |1\rangle_2), \quad |l = 1_A\rangle_{12} \equiv \frac{1}{2} (|1\rangle_1 \otimes |0\rangle_2 - |0\rangle_1 \otimes |1\rangle_2),
\] (2.41)

where we used the subscript \(S\) and \(A\) to distinguish between the symmetric and anti-symmetric \(-1\) representations. The highest weight states of the \(-2, -3, \ldots\) irreducible representations in the \(R \otimes R\) decomposition are
\[
|n\rangle_{12} \equiv \sum_{l=1}^{n-1} \frac{n!(n-2)!(-a_1^\dagger)^l(a_2^\dagger)^n-l}{l!\sqrt{(l-1)!(n-l)!n!(n-l-1)!}} |0\rangle_1 \otimes |0\rangle_2,
\] (2.42)

for \(n = 2, 3, \ldots\). The expression (2.42) matches formula (4.15) in what follows (for \(j = n\)).
3 Yangians

We will now review the theory of Yangians relevant to our goals. In this section, we provide the defining relations. For details, we refer the reader to [53,55].

3.1 Drinfeld’s first realization

Let us first focus on bosonic Lie algebras. The Yangian \( \mathcal{Y}(\mathfrak{g}) \) is a deformation of the universal enveloping algebra of the loop algebra \( \mathfrak{g}[u] \) associated to a Lie algebra \( \mathfrak{g} \). Let \( \mathfrak{g} \) be a finite dimensional simple Lie algebra generated by \( J^A \) with commutation relations \([J^A, J^B] = f_C^{AB} J^C\), equipped with a non-degenerate invariant consistent supersymmetric bilinear form \( \kappa^{AB} \) (such as the Killing form \( \kappa^{AB} = f_D^{AC} f^{BD}_C \)). The Yangian is defined by the following commutation relations between the level-zero generators \( J^A \) and the level-one generators \( \hat{\mathfrak{g}}^\Lambda \):

\[
[J^A, J^B] = f_C^{AB} J^C, \\
[J^A, \hat{\mathfrak{g}}^\Lambda] = f_C^{AB} \hat{\mathfrak{g}}^\Lambda C. \tag{3.1}
\]

The original Lie algebra \( \mathfrak{g} \) is a subalgebra of \( \mathcal{Y}(\mathfrak{g}) \). Higher level generators are defined recursively by subsequent commutation of these basic generators, subject to the following Serre relations (for \( \mathfrak{g} \neq \mathfrak{sl}(2) \)):

\[
[\hat{\mathfrak{g}}^\Lambda, [\hat{\mathfrak{g}}^B, J^C]] + [\hat{\mathfrak{g}}^B, [\hat{\mathfrak{g}}^C, J^A]] + [\hat{\mathfrak{g}}^C, [\hat{\mathfrak{g}}^A, J^B]] = \frac{1}{4} f_D^{AG} f^{BH}_E f^{CK}_F g_{GHK} J^D J^E J^F. \tag{3.2}
\]

Curly brackets enclosing indices indicate complete symmetrization. Indices are raised or lowered with \( \kappa^{AB} \) or its inverse, respectively. For the algebra \( \mathfrak{sl}(2) \), the above Serre relations are trivial, and one needs to impose a more complicated set of relations (cf. section 2.1.1 of [56]).

The Yangian is equipped with a Hopf algebra structure. The coproduct is uniquely determined for the level-zero and -one generators as follows:

\[
\Delta(J^A) = J^A \otimes 1 + 1 \otimes J^A, \tag{3.3}
\]

\[
\Delta(\hat{\mathfrak{g}}^\Lambda) = \hat{\mathfrak{g}}^\Lambda \otimes 1 + 1 \otimes \hat{\mathfrak{g}}^\Lambda + \frac{1}{2} f^{AC}_D J^B \otimes J^C. \tag{3.4}
\]

Antipode and counit are easily obtained from the Hopf algebra definitions.

3.2 Drinfeld’s second realization

Drinfeld’s second realization explicitly solves the recursion left implicit in the first realization. It defines \( \mathcal{Y}(\mathfrak{g}) \) in terms of (simple root) generators \( \kappa_{i,m}, \xi_{i,M}^\pm, i = 1, \ldots, \text{rank } \mathfrak{g}, m = 0, 1, 2, \ldots, \), and relations

\[
[k_{i,m}, k_{j,n}] = 0, \quad [k_{i,0}, \xi_{j,m}^\pm] = \pm \delta_{ij} \xi_{j,m}^\pm, \\
[\xi_{j,m}^+, \xi_{j,n}^-] = \delta_{ij} \kappa_{j,n+m}, \\
[k_{i,m+1}, \xi_{j,n}^\pm] - [k_{i,m}, \xi_{j,n+1}^\pm] = \pm \frac{1}{2} a_{ij} \{ k_{i,m}, \xi_{j,n}^\pm \}, \\
[\xi_{j,m+1}^\pm, \xi_{j,n}^\pm] - [\xi_{j,m}^\pm, \xi_{j,n+1}^\pm] = \pm \frac{1}{2} a_{ij} \{ \xi_{j,m}^\pm, \xi_{j,n}^\pm \}, \tag{3.5}
\]

In these formulas, \( a_{ij} \) is the Cartan matrix, which we will assume to be symmetric.

We remind the reader that \( \mathfrak{g}[u] \) is the algebra of \( \mathfrak{g} \)-valued polynomials in the complex variable \( u \).
Drinfeld’s first and second realization are isomorphic to each other. Let $H_i, E_i^\pm$ be a Chevalley-Serre basis for $\mathfrak{g}$, and denote by $\hat{\mathfrak{g}}_i, \hat{\mathfrak{e}}_i^\pm$ the corresponding level-one generators in the first realization of the Yangian. Drinfeld [57] gave the isomorphism

$$
\kappa_{i,0} = H_i, \quad \xi_{i,0}^+ = E_i^+, \quad \xi_{i,0}^- = E_i^-,
$$
$$
\kappa_{i,1} = \hat{H}_i - v_i, \quad \xi_{i,1}^+ = \hat{E}_i^+ - w_i, \quad \xi_{i,1}^- = \hat{E}_i^- - z_i, \tag{3.6}
$$

where

$$
v_i = \frac{1}{4} \sum_{\beta \in \Delta^+} (\alpha, \beta) (E_\beta E_\beta + E_\beta^+ E_\beta^-) - \frac{1}{2} H_i^2,
$$

$$
w_i = \frac{1}{4} \sum_{\beta \in \Delta^+} \left( E_\beta \text{ad}_{E_\beta} (E_\beta^-) + \text{ad}_{E_\beta^+} (E_\beta^-) E_\beta^+ \right) + \frac{1}{4} \{ E_i^+ , H_i \}, \tag{3.7}
$$

$$
z_i = \frac{1}{4} \sum_{\beta \in \Delta^+} \left( \text{ad}_{E_\beta^-} (E_i^- ) E_i^+ + E_\beta^+ \text{ad}_{E_\beta^-} (E_i^-) \right) + \frac{1}{4} \{ E_i^- , H_i \}.
$$

$\Delta^+$ denotes the set of positive root vectors, $E_i^\pm$ are generators of the Cartan-Weyl basis constructed from $H_i, E_i^\pm$, and the adjoint action is defined as $\text{ad}_x(y) = [x,y]$.

To obtain a quasi-triangular Hopf algebra one needs the double of the Yangian, which is obtained by adding a second set of generators with ‘negative’ level $\kappa_{i,m}, \xi_{i,m}^\pm, i = 1, \ldots, \text{rank}\; \mathfrak{g}, m = -1, -2, \ldots$, satisfying the same relations (3.5). In addition, one has a suitable pairing between positive and negative level generators, which is used to construct the universal R-matrix [58]. Following Drinfeld, the object constructed in this way provides solutions to the Yang-Baxter equation (YBE) when projected into representations of (3.5).

The generalization to the supersymmetric case is straightforward. Commutators become graded commutators, and the relations with the ‘wrong statistics’ on the right-hand side of (3.5) and (3.7) also take up the wrong statistics in the graded case accordingly. We will spell out these relations in the specific example of $\mathfrak{sl}(2|1)$ later on (see formula (5.17)).

### 3.3 The Yangian of $\mathfrak{sl}(2)$ in infinite-dimensional representations

Let us specialize Drinfeld’s second realization of the Yangian to the $\mathfrak{sl}(2)$ case. The map between the first and the second realization becomes in this case

$$
h_0 = h, \quad e_0 = e, \quad f_0 = f,
$$
$$
h_1 = \hat{h} - v, \quad e_1 = \hat{e} - w, \quad f_1 = \hat{f} - z, \tag{3.8}
$$

where

$$
v = \frac{1}{2} \{ f, e \} - h^2, \quad w = -\frac{1}{4} \{ e, h \}, \quad z = -\frac{1}{4} \{ f, h \}. \tag{3.9}
$$

The first realization is given by

$$
[h,e] = 2e, \quad [h,f] = -2f, \quad [e,f] = h, \quad \hat{h}, \hat{e}, \hat{f} = \hat{e}, \quad \lbrack \hat{h}, \hat{f} \rbrack = -2\hat{f}, \quad [\hat{e}, \hat{f}] = [e, f] = \hat{h}, \tag{3.10}
$$

Let us consider a so-called evaluation representation where $\hat{h} = uh, \hat{e} = ue$ and $\hat{f} = uf$. By applying Drinfeld’s map to this representation, one first finds the level 0 and 1 generators of the second realization. The generalization at all level $n$ is afterwards easily found as [58,59]

$$
e_n = e \left( u + \frac{h - 1}{2} \right)^n, \quad f_n = f \left( u + \frac{h - 1}{2} \right)^n, \quad h_n = e f_n - f e_n. \tag{3.11}
$$
It is easy to check that these generators satisfy the correct defining relations stemming from (3.5):

\[
[h_m,h_n] = 0, \quad [e_m, f_n] = h_{n+m}, \quad [h_0, e_m] = 2 e_m, \quad [h_0, f_m] = -2 f_m,
\]

\[
[h_{m+1},e_n] - [h_m,e_{n+1}] = \{h_m,e_n\}, \quad [h_{m+1},f_n] - [h_m,f_{n+1}] = -\{h_m,f_n\}, \quad [e_{m+1},e_n] - [e_m,e_{n+1}] = \{e_m,e_n\}, \quad [f_{m+1},f_n] - [f_m,f_{n+1}] = -\{f_m,f_n\}.
\] (3.12)

We can extend the infinite-dimensional modules we have been discussing in section 2 to representations of \(\mathfrak{Y}(\mathfrak{sl}(2))\) according to (3.11). This promptly produces, for \(q = 0,1,2,\ldots\),

- **Irreducible ‘\(P^s\)’ module:**
  \[
e_q|n\rangle = \left(u+n-s+\frac{1}{2}\right)^q (n-2s)|n+1\rangle, \quad f_q|n\rangle = -\left(u+n-s-\frac{1}{2}\right)^q n|n-1\rangle.
\] (3.13)

- **\(P\) module:**
  \[
e_q|n\rangle = \left(u+n+\frac{1}{2}\right)^q n|n+1\rangle, \quad f_q|n\rangle = -\left(u+n-\frac{1}{2}\right)^q n|n-1\rangle.
\] (3.14)

- **\(S\) module:**
  \[
e_q|n\rangle = \left(u+n+\frac{1}{2}\right)^q |n+1\rangle, \quad f_q|n\rangle = -\left(u+n-\frac{1}{2}\right)^q n(n-1)|n-1\rangle.
\] (3.15)

- **\(R\) module:**
  \[
e_q|n\rangle = \left(u+n+\frac{1}{2}\right)^q \sqrt{n}|n+1\rangle, \quad f_q|n\rangle = -\left(u+n-\frac{1}{2}\right)^q n\sqrt{n-1}|n-1\rangle.
\] (3.16)

Notice that the other ‘\(S^s\)’ and ‘\(R^s\)’ modules of section 2 are easily obtained from the ‘\(P^s\)’ module (3.13) by applying the very same transformations (2.7) and (2.17), respectively, to generators at arbitrary Yangian level. In fact, (3.11) shows that the difference between level zero and higher level generators in this representation is always given by a factor which is diagonal on the \(|n\rangle\) basis. This factor therefore commutes with the similarity transformation, which is also always diagonal on the \(|n\rangle\) basis.

## 4 Universal R-matrix

In the next two section we will show that the R-matrix used in [32] (see formulas (6.11) and (6.12) in section 6) can be re-derived from a Yangian construction of the type discussed in section 3 by means of the universal R-matrix. Such a derivation will put the expressions for the R-matrix in terms of projectors on a much firmer footing. Our strategy will be as follows. In this section, we will review the notion of the universal R-matrix and the basic formulas for the \(\mathfrak{sl}(2)\) case. We will then specialize its action to the various modules discussed in section 2, deriving exact formulas for the coefficients of such actions on arbitrary highest weight states. In the next section, we will generalize to the \(\mathfrak{sl}(2|1)\) super-algebra, where we will perform analogous calculations for the so-called chiral module.

The main motivation we have in performing the calculation for all three P, S, and R \(\mathfrak{sl}(2)\) modules is that we will \textit{a posteriori} observe that the R-matrices for these three modules coincide with one another when acting on the respective highest weight states. This will provide us with a justification to later focus on one particular type of (unitary) \(\mathfrak{sl}(2|1)\) modules, without worrying too much about missing potentially interesting phenomena related to the other modules.
4.1 Universal formula

The universal R-matrix solves the equation
\[ \Delta^{op}(J) R = R \Delta(J) \] (4.1)
for any generator \( J \) of the Yangian. The coproduct is induced on the generators of Drinfeld’s second realization by (3.3), (3.4) via the map (3.6). The apex in \( \Delta^{op} \) denotes the ‘opposite’ coproduct \( \Delta^{op} = \sigma \Delta \), with \( \sigma \) the permutation operator
\[ \sigma(a \otimes b) = (-)^{ab} b \otimes a. \]

The universal R-matrix for the double of the Yangian of \( \mathfrak{sl}(2) \), solving (4.1) in any representation, reads [58]
\[ R = R_E R_H R_F, \] (4.2)
where
\[ R_E = \prod_{n \geq 0} \exp(-e_n \otimes f_{-n-1}), \]
\[ R_F = \prod_{n \geq 0} \exp(-f_n \otimes e_{-n-1}), \] (4.3)
\[ R_H = \prod_{q \geq 0} \exp\left\{ \text{Res}_{t=v} \left[ \frac{d}{dt} (\log H^+(t)) \otimes \log H^-(v + 2q + 1) \right] \right\}. \]

We have defined
\[ \text{Res}_{t=v} [A(t) \otimes B(v)] = \sum_k a_k \otimes b_{-k-1} \] (4.4)
where \( A(t) = \sum_k a_k t^{-k-1} \) and \( B(u) = \sum_k b_k u^{-k-1} \), and the so-called Drinfeld’s currents (for the Cartan subalgebra) are given by
\[ H^\pm(t) = 1 \pm \sum_{n \geq 0} h_n t^{-n-1}. \] (4.5)

The arrows on the products in (4.3) indicate the so-called normal ordering prescription of [58].

Let us now evaluate the universal R-matrix on the various modules we have been describing in section 3.3. The calculational details are reported in appendix B while here below we merely state the results of the action of \( R \) on the respective highest weight states of the modules (the action on descendants being obtained by use of the \( \mathfrak{sl}(2) \) invariance).

4.2 Action on highest weight states

By taking into account formulas (B.6), (B.11) and (B.5), we see that the successive action of the 3 factors in the universal R-matrix (4.2) on states gives
\[ R|m_1, m_2\rangle = \sum_{n=0}^{m_2+m} \sum_{m=0}^{m_1} A_m(m_1, m_2) R_H(m_1 - m, m_2 + m) B_n(m_1 - m, m_2 + m) \times \]
\[ |m_1 - m + n, m_2 + m - n\rangle, \] (4.6)
where we defined \( |m, n\rangle \equiv |m\rangle \otimes |n\rangle \). The quantities \( A_m, R_H \) and \( B_n \) are calculated in appendix B for the various modules of interest, with their definitions being provided by
\[ R_H|n_1, n_2\rangle \equiv R_H(n_1, n_2)|n_1, n_2\rangle \] (4.7)

\[^{14}\text{Not to be confused with the normal ordering familiar from quantum mechanics.}\]
and

\[ R_E |m_1, m_2\rangle \equiv \sum_{m=0}^{m_1} B_m(m_1, m_2) |m_1 + m, m_2 - m\rangle, \]
\[ R_F |m_1, m_2\rangle \equiv \sum_{m=0}^{m_1} A_m(m_1, m_2) |m_1 - m, m_2 + m\rangle. \]  

(4.8)

In the following, we will be focusing on the action of the R-matrix on highest weight states, which are particular linear combinations of states \(|n_1, n_2\rangle\). One can therefore use the formula (4.6) and suitably combine the results for different values of \(n_1\) and \(n_2\) to obtain the action on highest weight states.

### 4.2.1 P module

We compute now the action of the R-matrix on highest weight states in the tensor product of two \(P\) module representations. These states are annihilated by the (negative root) generator \(f\),

\[ \Delta(f)|hw\rangle_j = (f \otimes 1 + 1 \otimes f)|hw\rangle_j = 0. \]  

(4.9)

We obtain for the \(P\) module (choosing a suitable normalization, as it is not fixed by (4.9))

\[ |hw\rangle_j = \sum_{q=0}^{j} (-)^q \binom{j}{q} |q\rangle \otimes |j - q\rangle. \]  

(4.10)

One can then show that the action of the R-matrix is diagonal on these states \(^{15}\). By plugging formula (4.6) into (4.10), one obtains, after a massive simplification \(^{16}\), the final outcome

\[ R|hw\rangle_j = 2\text{F}1(1 - j, -j, 1 - j + u_1 - u_2, 1) |hw\rangle_j = \prod_{k=1}^{j-1} \frac{u_1 - u_2 + k}{u_1 - u_2 - k} |hw\rangle_j \equiv R_j^{(p)}|hw\rangle_j. \]  

(4.11)

### 4.2.2 S module

We can again compute the action of the R-matrix on highest weight states in the tensor product of two \(S\) module representations. In the \(S\) module the highest weight states satisfying equation (4.9) are

\[ |hw\rangle_j = \sum_{q=1}^{j-1} (-)^q \binom{j}{q} \binom{j - 2}{q - 1} |q\rangle \otimes |j - q\rangle. \]  

(4.12)

for \(j > 1\). Besides these states, the states \(|0\rangle \otimes |0\rangle, |0\rangle \otimes |1\rangle\) and \(|1\rangle \otimes |0\rangle\) are all annihilated by \(\Delta(f)\) individually, hence they are all highest weights. The R-matrix acts as identity on these states.\

\(^{15}\) Because of (4.1), and the fact that \(\Delta^{op}(f) = \Delta(f)\) and \(\Delta^{op}(h) = \Delta(h)\), one has

\[ \Delta(f) R|h\rangle_j = R\Delta(f)|h\rangle_j = 0, \]

hence \(R|h\rangle_j\) is also a highest weight state. Moreover, because of (2.22),

\[ \Delta(h) R|h\rangle_j = R\Delta(h)|h\rangle_j = 2jR|h\rangle_j, \]

hence \(R|h\rangle_j\) is a highest weight state with total Cartan eigenvalue \(2j\). It must then be proportional to \(|h\rangle_j\).\

\(^{16}\) Computations are performed with the help of Mathematica.
The action of the R-matrix is diagonal on the states (4.12), with the coefficient given in terms of another hypergeometric function,
\[
R_{j}(\lambda) = R_{j}^{(S)}(\lambda),
\]
(4.13)
for \( j > 1 \). As in the \( S \) module, besides these states, the states \( |0\rangle \otimes |0\rangle, |0\rangle \otimes |1\rangle \) and \(|1\rangle \otimes |0\rangle \) are all annihilated by \( \Delta(f) \) are also individually highest weights. The R-matrix acts as identity on these states.

**4.2.3 R module**

In the \( R \) module the highest weight states satisfying equation (4.9) are
\[
|\lambda\rangle = \sum_{q=1}^{j-1} (-1)^{q} \binom{j}{q} \sqrt{\frac{(j-2)\ldots(j-q+1)}{q!}} |q\rangle \otimes (j-q)\rangle.
\]
(4.15)
for \( j > 1 \). As in the \( S \) module, besides these states, the states \( |0\rangle \otimes |0\rangle, |0\rangle \otimes |1\rangle \) and \(|1\rangle \otimes |0\rangle \) are all annihilated by \( \Delta(f) \) are also individually highest weights. The R-matrix acts as identity on these states.

The action of the R-matrix is diagonal on the states (4.15), with the coefficient given in terms of a complicated combination of hypergeometric functions. We will not report the result explicitly here since it is not very illuminating, furthermore it again turns out that
\[
R_{j}^{(R)} = R_{j}^{(P)},
\]
(4.16)
on the states (4.15) and on \( |0\rangle \otimes |0\rangle, |0\rangle \otimes |1\rangle \) and \(|1\rangle \otimes |0\rangle \).

**4.3 Generic \( s \) vs generic \( s \)**

As a final example, we can consider the case where both factors in the tensor product are modules (3.13) with generic \( s_{1} \neq 0 \) and \( s_{2} \neq 0 \). It is relatively straightforward, with the machinery built at the previous stages, to derive the following results. The highest weight states are given by (4.10), since the action \( f \) does not depend on \( s \) in either factors of the tensor product and coincides with the action for the \( P \) module. The action of the R-matrix is given by
\[
R_{j}(\lambda) = R_{j}^{(S_{1};s_{2})}|\lambda\rangle = 2^{1-2\delta u} \Gamma\left[(j-1)\right] \Gamma\left[\frac{1}{2}(1+s_{1}+s_{2}+\delta u)\right] \Gamma\left[\frac{1}{2}(1-s_{1}+s_{2}+\delta u)\right] \Gamma\left[\frac{1}{2}(1-s_{1}+s_{2}+\delta u)\right] \Gamma\left[\frac{1}{2}(1+1+s_{2}+\delta u)\right] \Gamma\left[\frac{1}{2}(1+s_{1}+s_{2}+\delta u)\right] \Gamma\left[\frac{1}{2}(s_{1}+s_{2}+\delta u)\right] |\lambda\rangle,
\]
(4.17)
where
\[
\delta u = u_{1} - u_{2}.
\]
(4.18)
Notice that the systematic dependence of the R-matrices on the difference \( \delta u \) of the evaluation parameters is a consequence of the shift automorphism of the Yangian [53–55].

To conclude our treatment of \( sl(2) \), in appendix \( C \) we perform some unitarity checks on the R-matrix actions we have derived in this section.
5 The sl(2|1) case

Having derived the action of the sl(2) universal R-matrix on highest weight states, we still cannot directly compare to the formulas in [32]. These formulas hold for the sl(2|1) case, where, as we will see shortly, fermionic degrees of freedom contribute non-trivially. Firstly, the highest weight states will contain fermionic excitations. Secondly, the coproducts used to determine highest weight states include fermionic algebra-generators. We therefore need to adapt the calculation to the supersymmetric case, which we will do in the rest of this section. We will first introduce the algebra and the chiral module, then report the formula for the universal R-matrix and derive its action on highest weight states. We will explicitly compute the universal R-matrix action on some low-lying highest weight states. The results reproduce the formulas of [32] for all highest weight states we can check analytically. This gives us confidence in the consistency of the R-matrix reported in section 6. It would of course be desirable to obtain explicit results for a generic highest weight state starting from our Yangian and universal R-matrix formulas, although that appears at the moment as a quite challenging computational task.

5.1 The supersymmetric algebra

The definition of the Lie superalgebra sl(2|1) in the Chevalley-Serre presentation, for a so-called distinguished Dynkin diagram (one with the lowest number of fermionic nodes, see Fig. (2)), is obtained in terms of generators $h_i, e_i, f_i, i = 1, 2$, standard commutation relations

\[
[h_i, h_j] = 0, \quad [h_i, e_j] = a_{ij} e_j, \quad [h_i, f_j] = -a_{ij} f_j, \quad [e_i, f_j] = \delta_{ij} h_i, \quad (5.1)
\]

and the Serre relations

\[
(ad_{e_1})^2 (e_2) = (ad_{e_2})^2 (e_1) = 0, \quad (5.2)
\]

\[
(ad_{f_1})^2 (f_2) = (ad_{f_2})^2 (f_1) = 0, \quad (5.3)
\]

The Cartan matrix is given by

\[
a_{ij} = \begin{pmatrix} 2 & -1 \\ -1 & 0 \end{pmatrix}. \quad (5.4)
\]

The roots $e_1, f_1$ are bosonic, the roots $e_2, f_2$ are fermionic. Furthermore, the curly brackets $\{,\}$ always denote the anticommutator, while the brackets $[,]$ denote the graded commutator, and ad denotes the super adjoint action $ad_x(y) = xy - (-1)^{|x||y|}yx$ (with $|x|$ being the fermionic degree of $x$).

The correspondence with the generators used in [32] is as follows:

\[
e_1 = J^+, \quad f_1 = J^- \quad h_1 = [e_1, f_1], \quad (5.5)
\]

\[
e_2 = S^-, \quad f_2 = Q^+ \quad h_2 = \{e_2, f_2\}. \quad (5.6)
\]
The generators corresponding to non-simple roots are given by
\[ e_3 = [e_1,e_2] = Q^- , \quad f_3 = [f_1,f_2] = S^+, \] (5.10)
where again the generators \( Q^- \) and \( S^+ \) are the ones used in [32].

We denote highest weight representations of \( \mathfrak{sl}(2|1) \) by \((s,b)\), where the two labels \( s \) and \( b \) give the eigenvalues of the highest weight state under the two charges \( \frac{1}{2} h_1 \) and \( \frac{1}{2} h_1 + h_2 \), respectively. There are two kinds of short representations. A \textit{chiral} representation has a highest weight state that is annihilated by \( f_2 \) and satisfies \( b = s \). The charges of an \textit{anti-chiral} representation are given by \( b = -s \). It has a highest weight state annihilated by the generator \( e_3 \).

### 5.2 Chiral representation

The \textit{chiral} representation is given by\textsuperscript{[17]}
\[ e_1 |\phi_n\rangle = -\sqrt{(n + 2s)(n + 1)} |\phi_{n+1}\rangle , \quad f_1 |\phi_n\rangle = +\sqrt{(n + 2s - 1)n} |\phi_{n-1}\rangle , \]
\[ e_1 |\psi_n\rangle = -\sqrt{(n + 2s + 1)(n + 1)} |\psi_{n+1}\rangle , \quad f_1 |\psi_n\rangle = +\sqrt{(n + 2s)n} |\psi_{n-1}\rangle , \]
\[ e_2 |\phi_n\rangle = -\sqrt{n} |\psi_{n-1}\rangle , \quad e_2 |\psi_n\rangle = 0, \quad f_2 |\phi_n\rangle = 0, \quad f_2 |\psi_n\rangle = +\sqrt{n+1} |\phi_{n+1}\rangle . \] (5.11)

We impose the following conditions on the state \( |hw\rangle_j \) in the tensor product of two chiral representations:
\[ \Delta(f_1) |hw\rangle_j = 0, \quad \Delta(f_3) |hw\rangle_j = 0, \quad \Delta(e_2) |hw\rangle_j = 0, \] (5.12)
with \( \Delta(f_1) = f_1 \otimes \mathbb{1} + \mathbb{1} \otimes f_1 \), and similarly for the other two conditions in (5.12). Notice that the condition with respect to \( f_1 \) is generated by anticommuting the remaining ones. This shows that, strictly speaking, the conditions (5.12) are highest weight conditions for an all-fermionic Dynkin diagram, where the role of negative root generators is taken by \( f_3 \) and \( e_2 \), respectively. We will however continue working in the distinguished basis (cf. section 5.1), since the R-matrix will act diagonally on \( |hw\rangle_j \) by means of similar arguments as in footnote [15]. One can prove that the conditions in (5.12) are satisfied if we choose
\[ |hw\rangle_{j+1} = \sum_{q=0}^{j} \left( a_{bf}(j,q) |\phi_q\rangle \otimes |\psi_{j-q}\rangle + a_{fb}(j,q) |\psi_q\rangle \otimes |\phi_{j-q}\rangle \right) , \quad j = 0, 1, \ldots \] (5.13)
with
\[ a_{bf}(j,q) = \beta_{bf}(j) \prod_{k=0}^{q-1} (-1)^k \frac{\sqrt{(j-k)(j-k+2s_2)}}{\sqrt{(k+1)(k+2s_1)}}, \]
\[ a_{fb}(j,q) = \beta_{fb}(j) \prod_{k=0}^{q-1} (-1)^k \frac{\sqrt{(j-k)(j-k-1+2s_2)}}{\sqrt{(k+1)(k+1+2s_1)}}, \] (5.14)
and
\[ \beta_{bf}(j) = -\beta_{fb}(j) \sqrt{\frac{2s_1}{j+2s_2}} . \] (5.15)

Besides these states, also the state
\[ |hw\rangle_0 \equiv |\phi_0\rangle \otimes |\phi_0\rangle \] (5.16)
is highest weight, as it satisfies (5.12).\textsuperscript{[17]}In order to have an easier comparison with the literature, we have switched to \( -s \) for the supersymmetric case \( vs. \) the \( sl(2) \) case. Unitary representations are now obtained for positive real values of \( s \), as one can see from (5.11).
5.3 The Yangian and the chiral-chiral R-matrix

The Yangian in Drinfeld’s second realization is given in terms of generators \( \kappa_{i,n}, \xi_{i,n}^\pm \), \( i = 1, 2 \) and \( n \) a non-negative integer, with \( \kappa_{i,0} = h_i, \xi_{i,0}^\pm = e_i \) and \( \xi_{i,0}^\mp = f_i \), satisfying the following defining relations:

\[
\begin{align*}
[k_{i,m}, k_{j,n}] &= 0, & [k_{i,0}, \xi_{j,m}^\pm] &= \pm a_{ij} \xi_{j,m}^\pm, \\
[\xi_{i,m}^+, \xi_{j,n}^-] &= \delta_{ij} k_{j,m+n}, \\
[k_{i,m+1}, \xi_{j,n}^\pm] - [k_{i,m}, \xi_{j,n+1}^\pm] &= \frac{1}{2} a_{ij} [k_{i,m}, \xi_{j,n}^\pm], \\
[\xi_{i,m}^\pm, \xi_{j,n}^\pm] - [\xi_{i,m}^\pm, \xi_{j,n+1}^\pm] &= \frac{1}{2} a_{ij} [\xi_{i,m}^\pm, \xi_{j,n}^\pm],
\end{align*}
\]

with the Cartan matrix \( a_{ij} \) given by (5.7). The all-level representation corresponding to (5.11) which solves all the relations (5.17) is given by

\[
\begin{align*}
\xi_{1,p}^+ |\phi_n\rangle &= -\sqrt{(n+1)(2s+n)} \left( \frac{1}{4} + n + s + u \right)^p |\phi_{n+1}\rangle, \\
\xi_{1,p}^- |\psi_n\rangle &= -\sqrt{(n+1)(2s+1+n)} \left( \frac{5}{4} + n + s + u \right)^p |\psi_{n+1}\rangle, \\
\xi_{2,p}^- |\phi_n\rangle &= \sqrt{n} (2s+n) \left( \frac{1}{4} + n + s + u \right)^p |\phi_{n-1}\rangle, \\
\xi_{2,p}^- |\psi_n\rangle &= \sqrt{n} (2s+n) \left( \frac{1}{4} + n + s + u \right)^p |\psi_{n-1}\rangle, \\
\xi_{2,p}^- |\phi_n\rangle &= 0, & \xi_{2,p}^- |\psi_n\rangle &= \sqrt{n+1} \left( \frac{1}{4} + n + s + u \right)^p |\phi_{n+1}\rangle,
\end{align*}
\]

where \( |\phi_n\rangle, (|\psi_n\rangle) \), for \( n > 0 \), are an infinite tower of bosonic (fermionic) states. The Cartan generators \( \kappa_{i,n} \) can be obtained from (5.17), for instance as \( \kappa_{i,n} = [\xi_{1,n}^+, \xi_{2,n}^-] \).

The R-matrix related to this Yangian representation must satisfy

\[
\Delta^{op}(\tilde{\mathbf{a}}) R = R \Delta(\tilde{\mathbf{a}})
\]

for any generator \( \tilde{\mathbf{a}} \) of the Yangian. The universal formula for \( R \) is given by (5.19)

\[
R = R_2 R_1 R_1 R_3 R_2 R_2 R_1 R_3 R_3 R_2 R_2,
\]

where

\[
\begin{align*}
R_1 &= \prod_{n=0}^{\infty} \exp\left(-\xi_{1,n}^- \otimes \xi_{1,n}^- \right), & R_2 &= \prod_{n=0}^{\infty} \exp\left(\xi_{2,n}^+ \otimes \xi_{2,n}^- \right), \\
R_{1+2} &= \prod_{n=0}^{\infty} \exp\left(-[\xi_{1,0}^+, \xi_{2,n}^-] \otimes [\xi_{1,0}^-, \xi_{2,n}^-] \right), \\
R_1 &= \prod_{n=0}^{\infty} \exp\left(-\xi_{1,n}^- \otimes \xi_{1,n}^- \right), & R_2 &= \prod_{n=0}^{\infty} \exp\left(-\xi_{2,n}^+ \otimes \xi_{2,n}^+ \right), \\
R_{1+2} &= \prod_{n=0}^{\infty} \exp\left([\xi_{1,0}^+, \xi_{2,n}^-] \otimes [\xi_{1,0}^-, \xi_{2,n}^-] \right), \\
R_H &= \exp \left\{ \text{Res}_v \left[ \sum_{i,j} \frac{d}{dt} \left( \log H_{+}^i (t) \right) \otimes D_{ij}^{-1} \log H_{-}^{-1} (v) \right] \right\},
\end{align*}
\]
where \( D_{ij} = -(T^+ T - T^- T)_{ij} \), \( a_{ij}(q) = \frac{q^{i-j} - q^{-j+i}}{q-1} \) with \( a_{ij} \) the Cartan matrix entries \((5.7)\), and the operator \( T \) is defined such that \( T f(v) = f(v+1) \). The definition of \( \text{Res} \) and the Drinfeld currents \( H^\pm_1(t) \) are given in \((4.4)\) and \((4.5)\).

The calculation for the next highest weight (suitably normalized setting additionally where we have fixed \( D_{ij} \) (see \([58]\)). The ordering of the factors \( R_1, R_2, R_{1+2} \), and respective barred versions, is also prescribed. The ordering rule states that if two positive roots \( \alpha_1 \) and \( \alpha_2 \), corresponding to root generators \( \xi_{\alpha_1} \) and \( \xi_{\alpha_2} \), have already been ordered, \( i.e. \), they satisfy \( \alpha_1 < \alpha_2 \) (where \( < \) stands for the chosen ordering), then their sum must lie in between them, namely

\[
\alpha_1 < \alpha_1 + \alpha_2 < \alpha_2.
\] (5.22)

Remember that the generator corresponding to the sum of the roots is the graded commutator \( [\xi_{\alpha_1}, \xi_{\alpha_2}] \). \((5.23)\)

Fixing \( \alpha_1 \) and \( \alpha_2 \) to be the two positive simple roots of \( \mathfrak{sl}(2|1) \), and recalling that \( \xi_{\pm \alpha_1} = \xi_{\pm} \), we obtain the ordering \((5.20)\).

In appendix \([D]\) we give details of the calculation of the universal \( R \)-matrix action on the chiral module. Here below we focus on highest weight states, following the same rationale as in the \( \mathfrak{sl}(2) \) case. In particular, a formula analogous to equation \((4.6)\) applies, although now with 7 terms stemming from the subsequent application of all the factors in equation \((5.20)\).

### 5.3.1 Action on highest weight states

As it turns out to be quite cumbersome to deal with the generic expression \((5.13)\), we specialize to low-lying highest weight states first. Let us start with the state

\[
|hw\rangle_0 = |\phi_0\rangle \otimes |\phi_0\rangle.
\] (5.24)

On this state, all root factors act as identity, and so does the Cartan factor \( R_H \), hence

\[
R|hw\rangle_0 = |hw\rangle_0.
\] (5.25)

Next, we consider

\[
|hw\rangle_1 = -\sqrt{s_1} |\phi_0\rangle \otimes |\psi_0\rangle + \sqrt{s_2} |\psi_0\rangle \otimes |\phi_0\rangle.
\] (5.26)

where we have fixed \( \beta_{1/0}(0) = \sqrt{s_2} \) for convenience. On such a state, only a few factors give a contribution which is not just acting as the identity. The final result is

\[
R|hw\rangle_1 = -\frac{s_1 + s_2 + u_1 - u_2}{s_1 + s_2 - u_1 + u_2} |hw\rangle_1.
\] (5.27)

The calculation for the next highest weight (suitably normalized setting additionally \( \beta_{1/0}(1) = 1 \))

\[
|hw\rangle_2 = -\sqrt{\frac{2s_1}{1 + 2s_2}} |\phi_0\rangle \otimes |\psi_1\rangle + |\phi_1\rangle \otimes |\psi_0\rangle + |\psi_0\rangle \otimes |\phi_1\rangle - \sqrt{\frac{2s_2}{1 + 2s_1}} |\psi_1\rangle \otimes |\phi_0\rangle
\] (5.28)

involves non-trivial contributions from all the root factors, and it is performed by mechanizing it into a Mathematica computer program. This program systematically deals with the subsequent action of all the seven factors of the universal \( R \)-matrix. After a massive simplification, one obtains

\[
R|hw\rangle_2 = \frac{(s_1 + s_2 + u_1 - u_2)(1 + s_1 + s_2 + u_1 - u_2)}{(s_1 + s_2 - u_1 + u_2)(1 + s_1 + s_2 - u_1 + u_2)} |hw\rangle_2.
\] (5.29)
We have pushed the program to its limit by computing the action of \( R \) on the next two (appropriately normalized) highest weight states:

\[
|h_{\text{hw}}\rangle_3 = -\sqrt{\frac{s_1(1+2s_1)}{1+s_2}} |\phi_0\rangle \otimes |\psi_2\rangle + \sqrt{(1+2s_1)} |\psi_0\rangle \otimes |\phi_2\rangle + \sqrt{2(1+2s_1)} |\phi_1\rangle \otimes |\psi_1\rangle
- \sqrt{2(1+2s_2)} |\psi_1\rangle \otimes |\phi_1\rangle - \sqrt{(1+2s_2)} |\phi_2\rangle \otimes |\psi_0\rangle + \sqrt{\frac{s_2(1+2s_2)}{1+s_1}} |\psi_2\rangle \otimes |\phi_0\rangle, \quad (5.30)
\]

\[
R|h_{\text{hw}}\rangle_3 = -\frac{(s_1 + s_2 + u_1 - u_2)(1 + s_1 + s_2 + u_1 - u_2)(2 + s_1 + s_2 + u_1 - u_2)}{(s_1 + s_2 - u_1 + u_2)(1 + s_1 + s_2 - u_1 + u_2)(2 + s_1 + s_2 - u_1 + u_2)} |h_{\text{hw}}\rangle_3 \quad (5.31)
\]

and

\[
|h_{\text{hw}}\rangle_4 = -\sqrt{\frac{2s_1(1+s_1)(1+2s_1)}{(3+2s_2)}} |\phi_0\rangle \otimes |\psi_3\rangle + \sqrt{3(1+s_1)(1+2s_1)} |\phi_1\rangle \otimes |\psi_2\rangle - \sqrt{6(1+s_1)(1+2s_2)} |\phi_2\rangle \otimes |\psi_1\rangle + \sqrt{(1+s_1)(1+2s_2)} |\phi_3\rangle \otimes |\psi_0\rangle - \sqrt{6(1+s_1)(1+2s_2)} |\phi_2\rangle \otimes |\psi_1\rangle + \sqrt{3(1+s_2)(1+2s_2)} |\psi_2\rangle \otimes |\phi_1\rangle,
\]

\[
R|h_{\text{hw}}\rangle_4 = -\frac{(s_1 + s_2 + u_1 - u_2)(1 + s_1 + s_2 + u_1 - u_2)(2 + s_1 + s_2 + u_1 - u_2)}{(s_1 + s_2 - u_1 + u_2)(1 + s_1 + s_2 - u_1 + u_2)(2 + s_1 + s_2 - u_1 + u_2)} |h_{\text{hw}}\rangle_4. \quad (5.33)
\]

The above results are in agreement with the general formula \[32.60\]

\[
R|h_{\text{hw}}\rangle_j = \left[ \prod_{k=0}^{j-1} \frac{(u_1 - u_2 + s_1 + s_2 + k)}{(u_1 - u_2 - s_1 - s_2 - k)} \right] |h_{\text{hw}}\rangle_j, \quad (5.34)
\]

where an empty product is conventionally set to 1.

Let us remark that the chiral \( \mathfrak{sl}(2|1) \) module, when restricted to the bosonic states \( |\phi_n\rangle \) and taken at \( s = 0 \), bears a resemblance to the \( \mathfrak{sl}(2) \) \( R \) module introduced in section \[2.2.3\] hence it is physically the most relevant case (see discussion about unitarity at the very end of section \[2\]). More precisely, upon identification \( |\phi_n\rangle \sim |n\rangle \), the similarity transformation \( \chi(\hat{N}) \equiv \sqrt{\Gamma(\hat{N} + 1)} \), \( \hat{N} \) being the number operator \( \hat{N} |n\rangle = n |n\rangle \) (cf. equation \[2.29\]), provides an isomorphism (up to a sign) between the restriction of the chiral module to bosonic states and the \( \mathfrak{sl}(2) \) \( R \) module:

\[
\chi^{-1}(\hat{N}) \xi_{\hat{N},0}^+ \chi(\hat{N}) = -e, \quad \chi^{-1}(\hat{N}) \xi_{1,0}^- \chi(\hat{N}) = -f \quad (5.35)
\]
on any state \( |n\rangle \). Such a similarity transformation is well-defined on all states since they are spanned by integers \( n \geq 0 \), and the gamma function is therefore never singular.

In principle one could repeat the \( R \)-matrix calculations we performed in this section for alternative \( \mathfrak{sl}(2|1) \) modules which, when seen as \( \mathfrak{sl}(2) \) modules, resemble more closely the \( P \) and \( S \) modules of

\[18\]The result \[5.33\] is still obtained in analytic form, while subsequent highest weight states would require resorting to a numerical treatment. We have not checked formula \[5.34\] for \( j > 4 \).
We have checked that the antichiral representation (5.36) and the chiral one (5.11) are related by the universal R-matrix on highest weight states in this mixed tensor product representation. This means that we still impose (5.12), namely \( \kappa_i,0 = h_i, \xi_{i,0}^+ = e_i \) and \( \xi_{i,0}^- = f_i \). One has

\[
\begin{align*}
\xi_{1,p}^+ | \phi_n \rangle &= -\sqrt{(n+1)(2s+n)}\left(\frac{1}{4} + n + s + u\right)^p | \phi_{n+1} \rangle, \\
\xi_{1,p}^+ | \psi_n \rangle &= -\sqrt{(n+1)(2s+1+n)}\left(\frac{1}{4} + n + s + u\right)^p | \psi_{n+1} \rangle, \\
\xi_{1,p}^- | \phi_n \rangle &= \sqrt{n(2s-1+n)}\left(-\frac{3}{4} + n + s + u\right)^p | \phi_{n-1} \rangle, \\
\xi_{1,p}^- | \psi_n \rangle &= \sqrt{n(2s+n)}\left(-\frac{3}{4} + n + s + u\right)^p | \psi_{n-1} \rangle, \\
\xi_{2,p}^+ | \phi_n \rangle &= 0, \\
\xi_{2,p}^+ | \psi_n \rangle &= \sqrt{n+2s}\left(-\frac{1}{4} - s + u\right)^p | \phi_n \rangle, \\
\xi_{2,p}^- | \phi_n \rangle &= -\sqrt{n+2s}\left(-\frac{1}{4} - s + u\right)^p | \psi_n \rangle, \\
\xi_{2,p}^- | \psi_n \rangle &= 0,
\end{align*}
\]

for the same choice of Cartan matrix (5.7). If we consider highest weight states corresponding to the conditions (5.12), this time projected into an antichiral \( \otimes \) antichiral representation (namely, taking the coproducts with two representations of type (5.36) in both factors of the tensor product), then one can verify that the corresponding highest weight states are still given by (5.13), (5.14), (5.15) and (5.16). The reason is that the antichiral representation (5.36) and the chiral one (5.11) are related by the exchange of the generators \( e_2 \leftrightarrow f_3, e_3 \leftrightarrow f_2 \) (with \( e_3 = [e_1, e_2] \) and \( f_3 = [f_1, f_2] \)) in both cases, which preserves the highest weight conditions (5.12). By projecting the universal R-matrix (5.20) into an antichiral \( \otimes \) antichiral representation, and performing a calculation analogous to the one in appendix [13] we have observed that the action on the highest weight states coincides with (5.34) for all the states we have checked.

### 5.4.1 The mixed chiral-antichiral case

In this section we consider the tensor product of a chiral and an antichiral module, and the action of the universal R-matrix on highest weight states in this mixed tensor product representation. This means that we still impose (5.12), namely

\[
\Delta(f_1) | \omega \rangle_j = 0, \quad \Delta(f_3) | \omega \rangle_j = 0, \quad \Delta(e_2) | \omega \rangle_j = 0, \quad (5.38)
\]

with \( \Delta(f_1) = f_1 \otimes 1 + 1 \otimes f_1 \), and similarly for the other two conditions. However, in the first factor of the tensor product we will use (5.11), while in the second factor we will use (5.36). We will always consider this mixed projection whenever we speak about tensor products in the rest of this section.

---

[13] This appendix provides a detailed explanation of the calculation and observation mentioned in Section 5.4.1.
Conditions (5.38) are satisfied by choosing (for \( j = 0, 1, \ldots \))

\[
|\omega\rangle_j = \sum_{q=0}^{j} a_{bb}(j, q) |\phi_q\rangle \otimes |\phi_{j-q}\rangle + \sum_{q=0}^{j-1} a_{ff}(j-1, q) |\psi_q\rangle \otimes |\psi_{j-1-q}\rangle,
\]

(5.39)

with

\[
a_{bb}(j, q) = \beta_{bb}(j) \prod_{k=0}^{q-1} (-1)^k \sqrt{(j-k)(j-k-1 + 2s_2)} \frac{(k+1)(k+2s_1)}{(k+1)(k+2s_1)},
\]

\[
a_{ff}(j, q) = \beta_{ff}(j) \prod_{k=0}^{q-1} (-1)^k \sqrt{(j-k)(j-k+2s_2)} \frac{(k+1)(k+2s_1)}{(k+1)(k+2s_1)}.
\]

and

\[
\beta_{ff}(j) = \beta_{bb}(j+1) \sqrt{\frac{j+1}{2s_1}}.
\]

(5.40)

In order to compute the R-matrix action on these highest weight states, we adopt the following line of reasoning. First, we notice that we can perform a map to another set of states\(^{19}\) namely

\[
|\Omega\rangle_j = \Delta(f_2) |\omega\rangle_j.
\]

(5.41)

The states (5.41) satisfy

\[
\Delta(f_1) |\Omega\rangle_j = 0, \quad \Delta(f_2) |\Omega\rangle_j = 0, \quad \Delta(f_3) |\Omega\rangle_j = 0.
\]

(5.42)

The first of conditions (5.42) is guaranteed by the nilpotency of the fermionic generator \( f_2 \), the second and third by the fact that \( \Delta \) is still a Lie algebra homomorphism, hence \( \Delta(f_1) \) and \( \Delta(f_3) \) (anti)commute with \( \Delta(f_2) \) and annihilate \( |\omega\rangle_j \). The R-matrix will act diagonally on \( |\Omega\rangle_j \) with the same eigenvalues as for \( |\omega\rangle_j \) because of \( \Delta(2 |1) \) invariance \( \Delta(f_2) R = R \Delta(f_2) \). By explicitly acting on (5.39) as in (5.41), we obtain (for \( j = 0, 1, \ldots \))

\[
|\Omega\rangle_j = \sum_{q=0}^{j} \left( a_{ff}(j-1, q-1) \sqrt{q} - a_{bb}(j, q) \sqrt{j-q} \right) |\phi_q\rangle \otimes |\psi_{j-q}\rangle,
\]

(5.43)

with the coefficients being given by (5.15) and (5.14).

By inspecting (5.11), (5.36) and (5.39), one realizes that \( |\Omega\rangle_j \) only contain states of the type \( |\phi_m\rangle \otimes |\psi_n\rangle \). The action of \( \Delta(f_3) \) and \( \Delta(f_2) \) in the mixed representation on states \( |\phi_m\rangle \otimes |\psi_n\rangle \) is actually identically zero, so the last two conditions of (5.42) are trivially satisfied. The only non-trivial constraint comes from the condition \( \Delta(f_1) |\Omega\rangle_j \), which preserves states \( |\phi_m\rangle \otimes |\psi_n\rangle \) but changes the values of \( n \) and \( m \). Since, from the point of view of \( f_1 \), the state \( |\psi\rangle_n \) are as good as \( |\phi\rangle_n \) as a basis for an \( \mathfrak{sl}(2) \) submodule, the condition

\[
\Delta(f_1) |\Omega\rangle_j = 0
\]

(5.44)

coincides with an \( \mathfrak{sl}(2) \otimes \mathfrak{sl}(2) \) highest weight condition, for two \( \mathfrak{sl}(2) \) modules given by the action of \( e_1 \) and \( f_1 \) on \( |\phi_m\rangle \) in the left (chiral) factor and \( |\psi_m\rangle \) in the right (antichiral) factor of the tensor product, respectively.

\(^{19}\)We consider \( s_1 \) and \( s_2 \) non-zero for the remainder of this section. If one of them is zero, then the map (5.41) can be degenerate. More precisely, the only degenerate case turns out to be \( \Delta(f_1)_{|\omega\rangle_0} = 0 = \Delta(f_2)_{|\phi_0\rangle} \otimes |\phi_0\rangle = 0 \). In this specific case, the action of the universal R-matrix (5.20) on \( |\omega\rangle_0 \) can be computed directly without the need of resorting to (5.41). In fact, all the generators in the second factor of each tensor product in (5.20) annihilate \( |\phi_0\rangle \) at \( s_2 = 0 \), hence \( R|\omega\rangle_0 = |\omega\rangle_0 \).
The Yangian coproducts at level 1 are given by

\[
\Delta(k_{1,1}) = k_{1,1} \otimes 1 \otimes k_{1,1} + h_1 \otimes h_1 - 2f_1 \otimes e_1 + f_2 \otimes f_2 + f_3 \otimes e_3,
\]
\[
\Delta(k_{2,1}) = k_{2,1} \otimes 1 \otimes k_{2,1} + h_2 \otimes h_2 + f_1 \otimes f_1 - f_3 \otimes e_3,
\]
\[
\Delta(\xi^{+}_{1,1}) = \xi^{+}_{1,1} \otimes 1 \otimes \xi^{+}_{1,1} + h_1 \otimes e_1 - f_2 \otimes e_3,
\]
\[
\Delta(\xi^{-}_{1,1}) = \xi^{-}_{1,1} \otimes 1 \otimes \xi^{-}_{1,1} + h_1 \otimes e_1 + f_3 \otimes e_2,
\]
\[
\Delta(\xi^{+}_{2,1}) = \xi^{+}_{2,1} \otimes 1 \otimes \xi^{+}_{2,1} + h_2 \otimes e_2 + f_1 \otimes e_3,
\]
\[
\Delta(\xi^{-}_{2,1}) = \xi^{-}_{2,1} \otimes 1 \otimes \xi^{-}_{2,1} + f_2 \otimes h_2 - f_3 \otimes e_1.
\] (5.45)

If we focus on \(\Delta(\xi^{\pm}_{1,1})\), we see that the fermionic part of the coproduct tail acts as zero on states of the type \(|\phi_m\rangle \otimes |\psi_n\rangle\), and the same holds for the opposite coproducts \(\Delta^{op}(\xi^{\pm}_{1,1})\), by using again the explicit form of the representations (5.11) and (5.36). This means that the Yangian level 1 coproducts \(\Delta(\xi^{\pm}_{1,1})\) effectively act on \(|\phi_m\rangle \otimes |\psi_n\rangle\), hence on \(|\Omega\rangle_j\), in the same way as those of the Yangian of \(sl(2)\), projected in the two representations \(|\phi_m\rangle\) in the left (chiral) factor and \(|\psi_n\rangle\) in the right (antichiral) factor of the tensor product, respectively. Such Yangian coproducts necessarily preserve states \(|\phi_m\rangle \otimes |\psi_n\rangle\).

This means that the Yangian R-matrix, when acting on the states \(|\Omega\rangle_j\), has to effectively satisfy a set of \(sl(2)\) conditions

\[
\Delta^{op}(\xi^{\pm}_{1,m}) R = R \Delta(\xi^{\pm}_{1,m}), \quad m = 0, 1
\] (5.46)

in the mixed chiral-antichiral \(|\phi_m\rangle \otimes |\psi_n\rangle\) representation. The conditions (5.46) almost uniquely fix the R-matrix to coincide with the action of the \(sl(2)\) Yangian universal R-matrix in the two respective \(sl(2)\) modules, up to an overall scalar factor. Following this argument, we can simply compute such an \(sl(2)\) R-matrix in the same fashion as in section 4. In fact, we can simply borrow the result of section 4.3. For \(s_1\) and \(s_2\) different from zero, the mixed chiral-antichiral \(|\phi_m\rangle \otimes |\psi_n\rangle\) representation is isomorphic (up to a similarity transformation) to the tensor product of two \(P^s\) modules. The chiral part corresponds to

\[
u_1 \to \frac{u_1}{4}
\] (5.47)

in equation (3.13), followed by a similarity transformation (regular everywhere as long as \(s_1 \neq 0\))

\[-\rho_1 e_q \rho_1^{-1}, \quad -\rho_1 f_q \rho_1^{-1}, \quad \rho_1|\phi_n\rangle = \sqrt{\frac{\Gamma(n+1)}{\Gamma(n+2s_1)}}|\phi_n\rangle\] (5.48)

and finally a transformation

\[s_1 \to -s_1.
\] (5.49)

The antichiral representation corresponds to

\[
u_2 \to \frac{u_2 - 3}{4}
\] (5.50)

in (3.13), followed by a similarity transformation (regular everywhere for unitary representations)

\[-\rho_2 e_q \rho_2^{-1}, \quad -\rho_2 f_q \rho_2^{-1}, \quad \rho_2|\phi_n\rangle = \sqrt{\frac{\Gamma(n+1)}{\Gamma(n+2s_2 + 1)}}|\phi_n\rangle\] (5.51)
and finally a transformation

\[ s_2 \rightarrow -s_2 - \frac{1}{2} \quad (5.52) \]

This means that the eigenvalues will be given by formula (4.17) with the appropriate substitutions.\(^{20}\) In the final expression we obtain, we further shift \( u_1 \rightarrow u_1 - \frac{1}{2} \) to make them suitable for comparison with the literature. This amounts to (apart from an overall scalar factor)

\[ R |\Omega\rangle_j = \prod_{k=0}^{j-1} \frac{u_1 - u_2 + s_1 + s_2 + \frac{1}{2} + k}{u_1 - u_2 - s_1 - s_2 - \frac{1}{2} - k} |\Omega\rangle_j. \quad (5.53) \]

### 6 The alternating \( \mathfrak{d}(2, 1; \alpha) \) spin-chain

In this section we will briefly review the construction of a \( \mathfrak{d}(2, 1; \alpha) \) symmetric spin-chain presented in \(^{32}\). This spin-chain is proposed to describe the left-moving part of the spectrum of operators of the CFT\(_2\) dual to string theory in AdS\(_3 \times S^3 \times S^3 \times S^1\). As mentioned in the introduction, supersymmetry requires that the AdS radius \( R_{\text{AdS}} \), and the radii \( R_+ \) and \( R_- \) of the two three-spheres satisfy

\[ \frac{1}{R_+^2} + \frac{1}{R_-^2} = \frac{1}{R_{\text{AdS}}^2}. \quad (6.1) \]

Hence, there is a one-parameter family of backgrounds, which can be parametrized by a parameter \( \alpha \) in the range \( 0 < \alpha < 1 \) defined by

\[ \alpha = \frac{R_{\text{AdS}}^2}{R_-^2} = 1 - \frac{R_{\text{AdS}}^2}{R_+^2}. \quad (6.2) \]

The super-isometry of this string background is then given two copies of the exceptional \( \mathfrak{d}(2, 1; \alpha) \) superalgebra, corresponding to the left- and right-moving sectors on AdS\(_3\).

At weak coupling the left- and right-moving spin-chains decouple.\(^{21}\) Here we will consider the \( \mathfrak{d}(2, 1; \alpha) \) spin-chain describing the left-movers. This spin-chain is alternating, with odd and even sites transforming in two different short representations of the symmetry algebra.

#### 6.1 The \( \mathfrak{d}(2, 1; \alpha) \) algebra and its representations

In the relevant real form of \( \mathfrak{d}(2, 1; \alpha) \), the bosonic subalgebra is given by \( \mathfrak{sl}(2) \times \mathfrak{su}(2)_+ \times \mathfrak{su}(2)_- \), where we have added the subscripts \( \pm \) to distinguish the two \( \mathfrak{su}(2) \) algebras. We denote the corresponding triplets of generators by \( S_0, S_\pm \) for the \( \mathfrak{sl}(2) \) algebra, \( L_5, L_\pm \) for \( \mathfrak{su}(2)_+ \) and \( R_\pm \) for \( \mathfrak{su}(2)_- \). In addition to these bosonic charges there are eight supercharges \( Q_{b\bar{\beta}} \), with each index taking values \( \pm \), transforming in the \( 2 \otimes 2 \otimes 2 \) representation of the bosonic algebra. The full commutation relations for the \( \mathfrak{d}(2, 1; \alpha) \) algebra are given in appendix \( \text{A} \).

We denote a highest weight representations of \( \mathfrak{d}(2, 1; \alpha) \) by the weights of the bosonic sub-algebra. The even and odd sites of the alternating spin-chain transform in the representations \( (-\frac{3}{2}; \frac{1}{2}; 0) \) and \( (-\frac{1}{2}; \frac{3}{2}; 0; 1) \), respectively.

\(^{20}\) As a check, we have verified on a few low-lying states that the full universal \( R \)-matrix \(^{5, 20}\) in the chiral-antichiral representation indeed coincides with formula (4.17) when acting on \( (\rho_1^{-1} \otimes \rho_2^{-1}) |\Omega\rangle_{j, \ldots, \pm, \ldots, \pm, \ldots, \pm} \) (which, modulo an overall normalization, are the correspondent of \( ^{5, 11}\) after the maps described in the text are performed).

\(^{21}\) At weak coupling the left- and right-movers interact only through the level matching condition, which says that for a physical state the total momentum is zero.
The \((-\frac{\alpha}{2}; \frac{1}{2}; 0)\) representation consists of the bosonic fields \(\phi_{\pm}^{(n)}\) and the fermions \(\psi_{\pm}^{(n)}\). The subscripts indicate that the bosons transform as a doublet under \(su(2)_+\) and the fermions as a doublet under \(su(2)_-\). The superscript \(n\) gives the \(sl(2)\) level of the fields, with the corresponding generators acting as

\[
S_0 |\phi_{\pm}^{(n)}\rangle = - \left(\frac{\alpha n}{2} + n\right) |\phi_{\pm}^{(n)}\rangle, \quad S_0 |\psi_{\pm}^{(n)}\rangle = - \left(\frac{\alpha n}{2} + \frac{1}{2} + n\right) |\psi_{\pm}^{(n)}\rangle, \\
S_- |\phi_{\pm}^{(n)}\rangle = - \sqrt{(n+\alpha)(n+1)} |\phi_{\pm}^{(n+1)}\rangle, \quad S_- |\psi_{\pm}^{(n)}\rangle = - \sqrt{(n+1)(n+1+\alpha)} |\psi_{\pm}^{(n+1)}\rangle, \\
S_+ |\phi_{\pm}^{(n)}\rangle = + \sqrt{(n-1+\alpha)n} |\phi_{\pm}^{(n-1)}\rangle, \quad S_+ |\psi_{\pm}^{(n)}\rangle = + \sqrt{n(n+\alpha)} |\psi_{\pm}^{(n-1)}\rangle,
\]

In the notation of section 2, this corresponds to two \(R^i\) representations, where \(s = -\frac{\alpha}{2}\) for the bosons, and \(s = -\frac{\alpha}{2} - \frac{1}{2}\) for the fermions.

The representation \((-\frac{1-\alpha}{2}; 0; \frac{1}{2})\), in which the even sites transform, is very similar to the above representation. Again there are two sets of fields, the bosons \(\phi_{\pm}^{(n)}\), which make up a doublet of \(su(2)_-\), and the fermions \(\psi_{\pm}^{(n)}\) transforming under \(su(2)_+\). Under \(sl(2)\) these fields transform in representations of spin \(s = \frac{1-\alpha}{2}\) and \(s = -\frac{1-\alpha}{2} - \frac{1}{2}\), respectively.

The two representations at the odd and even sites of the alternating spin-chain are short representations of \(\mathcal{O}(2, 1; \alpha)\). The highest weight states \(\phi_{\pm}^{(0)}\) and \(\psi_{\pm}^{(0)}\) are annihilated by the supercharge \(Q_{++}\) and \(Q_{-+}\), respectively. A state of the alternating spin-chain of length \(L\) transforms in the \(L\)-fold tensor product

\[
((-\frac{\alpha}{2}; \frac{1}{2}; 0) \otimes (-\frac{1-\alpha}{2}; 0; \frac{1}{2}))^{\otimes L} = (-\frac{L-1}{2}; \frac{L}{2}; \frac{L}{2}) \oplus \cdots
\]

On the right-hand side of the above equation we have given the leading term in the decomposition of the tensor product into irreducible \(\mathcal{O}(2, 1; \alpha)\) representations. The highest weight state of this \((-\frac{L-1}{2}; \frac{L}{2}; \frac{L}{2})\) representation is given by \((\phi_{+}^{(0)} \psi_{+}^{(0)})^L\). This state is annihilated by the supercharge \(Q_{++}\). Hence the \((-\frac{L-1}{2}; \frac{L}{2}; \frac{L}{2})\) representation is a short 1/4-BPS state, which we take as the spin-chain groundstate.

### 6.2 Closed subsectors

To understand the alternating spin-chain it is often helpful to restrict to a closed subsector. We need to make sure that the subsector is closed under interactions. To do this, we want to construct a semi-positive definite charge \(J\) that commutes with the Cartan generators of the \(\mathcal{O}(2, 1; \alpha)\) algebra, and in particular with the left-moving Hamiltonian \(-S_0 + \alpha L_5 + (1 - \alpha)R_8\). The subsector consists of all fields annihilated by \(J\). We construct such a charge as a linear combination of generators \(J = c_1S_0 + c_2L_5 + c_3R_8 + c_4B\). In addition to the Cartan elements of the bosonic \(sl(2) \times su(2) \times su(2)\) algebra, we have also the “baryonic” charge \(B\) which takes values \(+1/2\) on odd sites and \(-1/2\) on even sites. The closed subsectors are summarized in table 11. This analysis of subsectors is similar to the discussion in [61] about subsectors in \(\mathcal{N} = 4\) super-Yang-Mills theory.

The simplest sector is the 1/4-BPS sector consisting of only the groundstate, and is obtained by choosing the charge \(J\) to be the spin-chain Hamiltonian \(-S_0 - \alpha L_5 - (1 - \alpha)R_8\). The states in this sector are constructed out of the fields \(\phi_{+}^{(0)}\) and \(\psi_{+}^{(0)}\).

The next subsector is the \(su(2|1)_{+}\) sector where, in addition to the groundstate, we have one bosonic excitation \(\phi_{-}^{(0)}\) and one fermionic excitation \(\psi_{+}^{(0)}\). Note that both these excitations live on the odd sites

---

22In analogy with the spin-chain picture in \(\mathcal{N} = 4\) supersymmetric Yang-Mills theory we refer to the states of the representations at each site of the spin-chain as fields, even though we do not have any direct interpretation of these states as fields in the dual two-dimensional CFT.

23In our conventions a highest weight state is annihilated by the generators \(S_+, L_+, R_+\) and \(Q_{++}\).

24Note that a physical spin-chain states have equal number of odd and even sites and hence has \(B = 0\).
We obtain the Table 1: Closed subsectors of the alternating $\mathfrak{d}(2,1;\alpha)$ spin-chain. The first column gives the semi-definite charge $J$ that identifies the sector. The first three sectors in the table are closed to all loops. For the other sectors the charge $J$ is conserved only to leading order at strong coupling.

| Charge ($-J$) | Fields | Sector |
|---------------|--------|--------|
| $S_0 + \alpha L_5 + (1 - \alpha) R_8$ | $\phi_+^{(0)}, \bar{\phi}_+^{(0)}$ | 1/4-BPS |
| $S_0 + R_8 + \alpha B$ | $\phi_+^{(0)}, \psi_+^{(0)}, \bar{\phi}_+^{(0)}$ | $su(2|1)_+$ |
| $S_0 + L_5 - (1 - \alpha) B$ | $\phi_+^{(0)}, \bar{\phi}_+^{(0)}, \psi_+^{(0)}$ | $su(2|1)_-$ |
| $L_5 + R_8 - L$ | $\phi_+^{(n)}, \psi_+^{(n)}, \bar{\phi}_+^{(n)}, \bar{\psi}_+^{(n)}$ | $sl(2|1)$ |
| $L_5 - L$ | $\phi_+^{(n)}, \bar{\phi}_+^{(n)}$ | $sl(2)_+$ |
| $R_8 - L$ | $\psi_+^{(n)}, \bar{\psi}_+^{(n)}$ | $sl(2)_-$ |
| $2S_0 - (1 - 2\alpha) B + L$ | $\phi_+^{(0)}, \bar{\phi}_+^{(0)}$ | $su(2) \times su(2)$ |
| $S_0 + L_5 + 2 R_8 + \alpha B - L$ | $\phi_+^{(0)}, \psi_+^{(0)}, \bar{\phi}_+^{(0)}$ | $su(1|1)_+$ |
| $S_0 + 2 L_5 + R_8 - (1 - \alpha) B - L$ | $\phi_+^{(0)}, \bar{\phi}_+^{(0)}, \psi_+^{(0)}$ | $su(1|1)_-$ |

Table 1: Closed subsectors of the alternating $\mathfrak{d}(2,1;\alpha)$ spin-chain. The first column gives the semi-definite charge $J$ that identifies the sector. The first three sectors in the table are closed to all loops. For the other sectors the charge $J$ is conserved only to leading order at strong coupling.

of the spin-chain. The only other sector that is closed at all loops is the conjugate $su(2|1)_-$ sector, where one bosonic and one fermionic excitation sit at the even sites.

To leading order at weak coupling there are no length changing interactions in the spin-chain Hamiltonian. We can then include the extra charge $L$ measuring the length of the chain. This allows us to construct additional closed subsectors. The two $su(2|1)$ sectors can now be split into two bosonic $su(2)$ sectors as well as two $su(1|1)$ sectors with a single fermionic excitation. Moreover, the two $su(2)$ sectors can be combined to an $su(2) \times su(2)$ sector.

Additionally, there are two types non-compact subsectors. The $sl(2|1)$ sector consists of the fields $\phi_+^{(n)}, \psi_+^{(n)}, \bar{\phi}_+^{(n)}$ and $\bar{\psi}_+^{(n)}$. The final type of sector that is closed as long as the length of the chain is preserved is an $sl(2)$ sector which consists of the bosons $\phi_+^{(n)}$ on the odd sites and the fermions $\bar{\psi}_+^{(n)}$ on the even sites. Note that the usual groundstate is not part of this last sector. This situation is very similar to the $sl(2)$ sector of the ABJM spin-chain [62].

### 6.3 The $sl(2|1)$ subsector

We obtain the $sl(2|1)$ subalgebra from $\mathfrak{d}(2,1;\alpha)$ by defining the generators

$$ e_1 = S_-, \quad f_1 = S_+, \quad e_2 = Q_{+-}, \quad f_2 = Q_{-+}. \quad (6.5) $$

Using the commutation relations in appendix A, it is straightforward to show that the $sl(2|1)$ algebra in (5.1) is satisfied. From the $\mathfrak{d}(2,1;\alpha)$ representations for the fields we find that the above generators act on the fields $\phi_n \equiv \phi_+^{(n)}$ and $\psi_n \equiv \psi_+^{(n)}$ as

$$ e_1 |\phi_n\rangle = -\sqrt{(n+\alpha)(n+1)} |\phi_{n+1}\rangle, \quad f_1 |\phi_n\rangle = +\sqrt{(n+\alpha-1)n} |\phi_{n-1}\rangle, $$

$$ e_1 |\psi_n\rangle = -\sqrt{(n+\alpha+1)(n+1)} |\psi_{n+1}\rangle, \quad f_1 |\psi_n\rangle = +\sqrt{(n+\alpha)n} |\psi_{n-1}\rangle, $$

$$ e_2 |\phi_n\rangle = 0, \quad e_2 |\psi_n\rangle = +\sqrt{n+\alpha} |\psi_n\rangle, \quad f_2 |\phi_n\rangle = -\sqrt{n+\alpha} |\phi_n\rangle, \quad f_2 |\psi_n\rangle = 0, \quad (6.6) $$
while the action on the fields $\Phi_n \equiv \Phi_{+}^{(n)}$ and $\psi_n \equiv \psi_{+}^{(n)}$ is given by

$$
e_1 |\Phi_n\rangle = -\sqrt{(n + 1 - \alpha)(n + 1)} |\Phi_{n+1}\rangle, \quad f_1 |\Phi_n\rangle = +\sqrt{(n + 1 - \alpha - 1)n} |\Phi_{n-1}\rangle,$$

$$e_1 |\psi_n\rangle = -\sqrt{(n + 1 - \alpha + 1)(n + 1)} |\psi_{n+1}\rangle, \quad f_1 |\psi_n\rangle = +\sqrt{(n + 1 - \alpha)n} |\psi_{n-1}\rangle,$$

$$e_2 |\Phi_n\rangle = -\sqrt{n} |\psi_{n-1}\rangle, \quad e_2 |\psi_n\rangle = 0, \quad f_2 |\Phi_n\rangle = 0, \quad f_2 |\psi_n\rangle = +\sqrt{n + 1} |\Phi_{n+1}\rangle. \quad \text{(6.7)}$$

Comparing the above relations to equations \text{(5.11)} and \text{(5.36)} we see that \text{(6.6)} corresponds to an \textit{anti-chiral} representation spin $s_+ = \frac{9}{2}$, and \text{(6.7)} to a \textit{chiral} representation of spin $s_- = \frac{1-\alpha}{2}$.

Using the results in section 3 we can write down R-matrices acting on these representations. There are four R-matrices acting on the various combinations of $\mathfrak{sl}(2|1)$ representations at the odd and even sites. Each such R-matrix can be written as a sum over projectors onto irreducible representations in the tensor products of two sites. For two anti-chiral representations ($s_+; -s_+$) or two chiral representations ($s_-; +s_-$) this decomposition is given by

$$(s_+; -s_+) \otimes (s_+; -s_+) = (2s_+; -2s_+) \oplus \bigoplus_{n=1}^{\infty} (2s_+ - \frac{1}{2} + n; -2s + \frac{1}{2}); \quad \text{(6.8)}$$

$$(s_-; +s_-) \otimes (s_-; +s_-) = (2s_-; +2s_-) \oplus \bigoplus_{n=1}^{\infty} (2s_- - \frac{1}{2} + n; +2s - \frac{1}{2}). \quad \text{(6.9)}$$

The first representation appearing on the right-hand side of \text{(6.8)} and \text{(6.9)} is short, while all other representations in these decompositions are long. In the case of one anti-chiral and one chiral representation decomposes into a sum of long representations

$$(s_+; -s_+) \otimes (s_-; +s_-) = \bigoplus_{n=0}^{\infty} (s_- + s_+ + n; s_- - s_+). \quad \text{(6.10)}$$

Indicating the anti-chiral and chiral representations by $\pm$, we find the R-matrix for two identical representation from \text{(5.34)} by setting $s_1 = s_2 = s_{\pm}$

$$R_{\pm\pm}(u) = \sum_{n=0}^{\infty} \prod_{k=0}^{n-1} \frac{u + s_+ + s_- + k}{u - s_+ - s_- - \frac{1}{2} - k} \Pi_{n}^{\pm\pm}, \quad \text{(6.11)}$$

where $\Pi_{n}^{\pm\pm}$ denotes the projectors onto the representations appearing in the decompositions in \text{(6.8)} and \text{(6.9)}. Similarly we set $s_1 + s_2 = s_+ + s_-$ in equation \text{(5.35)} to get the R-matrix for the mixed chiral–anti-chiral case,

$$R_{\pm\pm}(u) = \sum_{n=0}^{\infty} \prod_{k=0}^{n-1} \frac{u + s_+ + s_- + \frac{1}{2} + k}{u - s_+ - s_- - \frac{1}{2} - k} \Pi_{n}^{\pm\pm}, \quad \text{(6.12)}$$

where $\Pi_{n}^{\pm\pm}$ projects onto the representations appearing in \text{(6.10)}. Inserting the relevant values for $s_{\pm}$ and rescaling of the spectral parameter $u \rightarrow u/2$, and simplifying \text{(6.12)} using $s_+ + s_- = 1/2$, we find that the above expressions perfectly agrees with the corresponding result in [32].

### 6.4 The $\alpha \rightarrow 0$ limit of the alternating spin-chain

In the $\alpha \rightarrow 0$ limit one of the three-spheres decompactifies in the string background. Together with the $S^1$, this sphere forms a (partially decompactified) $T^4$. At the same time the $O(2, 1; \alpha)^2$ isometry reduces to $\mathfrak{psu}(1, 1|2)^2$. As discussed in [32], the limit of the $O(2, 1; \alpha)$ algebra is taken in such a way that the generators of the $\mathfrak{su}(2)_+$ subalgebra become commuting. We will now study what happens to the representations at the spin-chain sites in the above limit, by restricting to the $\mathfrak{sl}(2|1)$ subsector.
Let us consider the anti-chiral $\mathfrak{sl}(2|1)$ representation (6.6) in the $\alpha \to 0$ limit. On the bosonic fields $\phi$, the generators now act as

$$
e_1|\phi_n\rangle = -\sqrt{(n+1)n}|\phi_{n+1}\rangle, \quad f_1|\phi_n\rangle = +\sqrt{n(n-1)}|\phi_{n+1}\rangle, \quad e_1|\phi_n\rangle = 0, \quad f_2|\phi_n\rangle = -\sqrt{n}|\psi_n\rangle.$$

In particular, all generators annihilate the state $|\phi_0\rangle$. In order to identify the rest of the module we introduce a new field $\varphi_n \equiv -\phi_{n+1}$. The limit of the relations in (6.6) then take the form

$$
e_1|\psi_n\rangle = -(n+1)|\psi_{n+1}\rangle, \quad f_1|\psi_n\rangle = +n|\psi_{n-1}\rangle, \quad e_1|\varphi_n\rangle = -\sqrt{(n+2)(n+1)}|\varphi_{n+1}\rangle, \quad f_1|\varphi_n\rangle = +\sqrt{(n+1)n}|\varphi_{n-1}\rangle, \quad e_2|\psi_n\rangle = -\sqrt{n}|\phi_{n-1}\rangle, \quad f_2|\varphi_n\rangle = 0, \quad f_2|\varphi_n\rangle = +\sqrt{n}|\psi_{n+1}\rangle. \quad (6.13)$$

Comparing the above expression with (5.11) we see that this looks like a chiral $\mathfrak{sl}(2|1)$ representation with spin $s = 1/2$, but where the bosonic and fermionic fields have switched roles. Taking the same $\alpha \to 0$ limit of the chiral representation in (6.7), we find an ordinary chiral representation with spin $s = 1/2$. Hence the representations living on the odd and even sites of the limit of the alternating $\mathfrak{sl}(2|1)$ spin-chain are almost the same except that there is an additional singlet state at the odd sites, and that the statistics of the fields on the odd and even sites are switched around.

It is instructive to also consider the first few states in the tensor product of two odd sites. For general $\alpha$ this tensor product decomposes as

$$(\frac{\alpha}{2} \pm i \frac{\beta}{2}) \otimes (\frac{\alpha}{2} \mp i \frac{\beta}{2}) = (\alpha; -\alpha) \oplus (\alpha + \frac{1}{2}; -\alpha + \frac{1}{2}) \oplus (\alpha + \frac{3}{2}; -\alpha + \frac{3}{2}) \oplus \cdots. \quad (6.14)$$

The first representation on the right hand side is anti-chiral, with the rest of the representation in the sum being long. The highest weight state of the anti-chiral representation is given by $|\phi_0\varphi_0\rangle$. The supercharge $e_3 = \{e_1, e_2\}$ acts on this state as

$$e_3|\phi_0\varphi_0\rangle = -\sqrt{\alpha}(|\psi_0\varphi_0\rangle + |\phi_0\psi_0\rangle). \quad (6.15)$$

For $\alpha = 0$, the state $|\phi_0\varphi_0\rangle$ becomes a singlet, and the state on the right above is the highest weight state in a new chiral representation $(\frac{1}{2}; \frac{1}{2})$. In other words, $(\alpha; -\alpha)$ decomposes in the limit to

$$(\alpha; -\alpha) \to 1 \oplus (\frac{1}{2}; \frac{1}{2})_S, \quad (6.16)$$

where $1$ is the trivial representation and the subscript $S$ in the second term indicates that the representation lives in the symmetric part of the tensor product.

We can analyse the $(\alpha + \frac{1}{2}; -\alpha + \frac{1}{2})$ in a similar way. For $\alpha \neq 0$ this is a long representation with highest weight state $|hw\rangle_1 = |\psi_0\varphi_0\rangle - |\phi_0\psi_0\rangle$. Acting with $e_3$ on this state gives

$$e_3|hw\rangle_1 = 2\sqrt{\alpha} |\psi_0\psi_0\rangle. \quad (6.17)$$

At $\alpha = 0$ this representation splits into two short multiplets. The original highest weight state $|hw\rangle_1$ generates another copy of the chiral representation $(\frac{1}{2}; \frac{1}{2})$, while $|\psi_0\psi_0\rangle$ is the highest weight state of a new chiral representation with charges $(1; 1)$. The decomposition of the second state on the right hand side of (6.14) is

$$(\alpha + \frac{1}{2}; -\alpha + \frac{1}{2}) \to (\frac{1}{2}; \frac{1}{2})_A \oplus (1; 1), \quad (6.18)$$

where the subscript $A$ indicates an anti-symmetric state. All the other representations in the decomposition (6.14) remain long in the $\alpha \to 0$ limit. Hence we can write the full decomposition in this limit as

$$(1 \oplus (\frac{1}{2}; \frac{1}{2})) \otimes (1 \oplus (\frac{1}{2}; \frac{1}{2})) = (1 \oplus (\frac{1}{2}; \frac{1}{2})_S \oplus ((\frac{1}{2}; \frac{1}{2})_A \oplus (1; 1)) \oplus (\frac{1}{2}; \frac{1}{2}) \oplus \cdots. \quad (6.19)$$
where we have grouped terms that originate from the same $\alpha \neq 0$ representation.

The R-matrix in (6.11) is written as a sum over projectors acting on two anti-chiral spin-chain sites. Each such projector acts on one of the representations in (6.14). In the $\alpha \to 0$ limit the projectors acting on the first two representation in the decomposition split into two projectors, corresponding to the split of these multiplets when the limit is taken. However, according to (6.11) these representations still have the same eigenvalues under the R-matrix. Setting $\alpha = 0$ in these eigenvalues, we find that the R-matrix acts as the identity on the trivial representation 1 as well as on the two $(\frac{1}{2}; \frac{1}{2})$ representations. On the other representations in the above decomposition, the eigenvalues of the R-matrix perfectly agrees with the result for the chiral R-matrix in (5.34) provided we set $s_1 = s_2 = 1/2$.

Similarly, the tensor product of the representations on an odd and an even site of the spin-chain gives the decomposition

$$\left(\frac{a}{2}; -\frac{a}{2}\right) \otimes \left(\frac{1-a}{2}; \frac{1-a}{2}\right) = \left(\frac{1}{2}; \frac{1}{2} - \alpha\right) \oplus \left(\frac{3}{2}; \frac{1}{2} - \alpha\right) \oplus \left(\frac{5}{2}; \frac{1}{2} - \alpha\right) \oplus \ldots \quad (6.20)$$

For $\alpha > 0$ all these representations are long, but for $\alpha = 0$ the first representation splits into two chiral representations

$$\left(\frac{1}{2}; \alpha - \frac{1}{2}\right) \to \left(\frac{1}{2}; \frac{1}{2}\right) + (1; 1) \quad (6.21)$$

The R-matrix again acts trivially on the $(\frac{1}{2}; \frac{1}{2})$ multiplet, and has the same eigenvalues as in (5.34) (with $s_1 = s_2 = 1/2$) when acting on the rest of the tensor product. In particular, $R(0)$ acts as the identity if the one of the states is a singlet, and as a permutation otherwise.

This structure also appears in the limit of the full $\mathfrak{d}(2, 1; \alpha)$ spin-chain. At the even sites of the chain we have a irreducible $\mathfrak{su}(1, 1|2)$ representation denoted by $(-\frac{1}{2}; \frac{1}{2})$. On the odd sites we have a reducible representation. In the full spin-chain there are two singlets, originating from the $\mathfrak{su}(2)_+$ doublet $\phi^{(0)}_\pm$. The rest of the fields on the odd sites transform in the same $(-\frac{1}{2}; \frac{1}{2})$ representation as the fields on the even sites, but with the opposite statistics.

In the following section we will study an alternating spin-chain with a very similar structure as the spin-chain discussed here. In order to simplify the calculations we will consider an $\mathfrak{sl}(2)$ spin-chain with even sites in the spin $s = -1$ representations and odd sites in a reducible representation containing a singlet and a $s = -1$ multiplet. Apart from some minus signs originating from the fermion statistics this $\mathfrak{sl}(2)$ spin-chain can be obtained from the $\mathfrak{sl}(2|1)$ spin-chain by restricting to the fields in the $(-\frac{1}{2}; \frac{1}{2})$ representation with $\mathfrak{sl}(2)$ spin $s = -1, -2, \ldots$. This is not a closed sector of the full $\mathfrak{su}(1, 1|2)$ spin-chain, but the analysis still captures the structure of the reducible spin-chain discussed above. It is straightforward to generalize the following construction to the full superalgebra case.

7 R module spin-chains

In the preceding sections we have shown that the R-matrix presented in [32] can be obtained from a Yangian universal R-matrix construction. In particular, this confirms that in the $\alpha \to 0$ limit the integrable structure of the alternating $\mathfrak{d}(2, 1; \alpha)$ spin-chain is preserved. In the present section we will investigate this spin-chain in the $\alpha \equiv 2s \to 0$ limit. In order to focus on the key features that the spin-chain exhibits in this limit, we will restrict ourselves in this section mostly to an $\mathfrak{sl}(2)$ subsector. The generalizations to the complete spin-chain are mostly straightforward and we will comment on them at the end of the section.

As we have seen in section 2 there are three possible $s \to 0$ representations that may arise, but that only one of these, the reducible $R$ module, is a unitary representation. Nevertheless, representation theory on its own does not tell us whether the $s \to 0$ spin-chain will involve $P$, $R$ or $S$ modules. In fact, we have found sensible R-matrices for spin-chains made out of $P$, $R$ or $S$ modules. As a result,
we may investigate the integrability properties of the three types of spin-chains. It turns out that spin-chains involving the $P$ or $S$ modules have unconventional integrability properties, which we consider undesirable for our purposes. We present a more detailed description of this in section 7.1 and delegate some of the computational details to the appendices.

The observations made in section 7.1 lead us to conclude that in the $s \to 0$ limit the spin-chains we wish to investigate involve the $R$ module. Since there appears to be little literature on spin-chains with reducible representations we will consider some toy-models first before focusing on the alternating chain in question. In section 7.2 we consider the simplest toy-model: a homogenous spin-chain with a three-dimensional reducible $\text{su}(2)$ representation $1 \oplus 2$ at each site. In section 7.3 we generalize this to a homogenous $\mathfrak{sl}(2)$ spin-chain with the $R$ module at each site. In section 7.4 we generalize the $\text{su}(2)$ toy model to an alternating chain with odd sites in the reducible $1 \oplus 2$ representation, and even sites transforming in $2$. Finally, in section 7.5 we consider the alternating chain with an $R$ module at even lattice sites and an $s = -1$ module at odd sites; as we have discussed in the previous section, this spin-chain is closely related to the spin-chain discussed in [32].

Before proceeding further it is appropriate to point out a technical reason for why we cannot simply apply the many results on integrable spin-chains for irreducible representations to the present cases. It appears that these results, to a large extent, depend on the technical assumption that (for a homogeneous spin-chain) the $R$-matrix evaluated at a privileged value of the spectral parameter (typically at $u = 0$) is proportional to the permutation operator. On highest-weight states $|j\rangle_0$ this implies that we must have

$$R_{01}(u = 0) |j\rangle_0 \propto (-1)^j |j\rangle_0 .$$

(7.1)

While this holds for the $R$-matrix we have been considering in this paper away from $s \neq 0$, when $s = 0$ it is easy to see that

$$R_{01}(u = 0) |j = 0\rangle_0 = R_{01}(u = 0) |j = 1\rangle_0 .$$

(7.2)

In other words, the $R$-matrix at $u = 0$ is not proportional to the permutation operator. It seems that as a result, many of the conventional integrable spin-chain techniques do not immediately apply, and one has to obtain information about such spin-chains from first principles.

### 7.1 Integrability for $S$ or $P$ module spin-chains

In this subsection we review some of the integrability properties of spin-chains where (some of) the sites transform in the $S$ or $P$ representations. We will simplify the problem slightly by considering only homogeneous $S$ or $P$ module spin-chains. These will already have the peculiar features which we referred to above. It is then easy to convince oneself that alternating spin-chains involving these modules will also have such features.

Conventionally, the first step in investigating an integrable spin-chain is to define the monodromy matrix $T(u)$. For a homogeneous spin-chain this is given by

$$T(u) = R_{01}(u)R_{02}(u) \ldots R_{0N}(u) ,$$

(7.3)

where the subscripts $1, 2, \ldots, N$ label the sites in the spin-chain, and the subscript 0 corresponds to the auxiliary space which is taken to be in the same representation as all the sites of the spin-chain. The $R$-matrix for both the homogeneous $P$ and $S$ module spin-chains can be expressed as a sum of projectors

$$R(u) = R^*(u)\Pi^* + \sum_{l=1}^{\infty} R^l(u)\Pi^{(l)}$$

(7.4)

Analogous conditions exist for alternating chains.
where
\[ R^l(u) = (-1)^l+1 \frac{\Gamma(1-u)\Gamma(l+u)}{\Gamma(1+u)\Gamma(l-u)}, \quad \text{and} \quad R^r(u) = 1. \]  
(7.5)

Above, \( \Pi^* \) and \( \Pi^{(l)} \) are projectors onto irreps in the decomposition of \( P \otimes P \) or \( S \otimes S \) given in equations (2.34) and (2.36); in particular \( \Pi^* \) projects onto the \( P \) or \( S \) module on the right-hand side of those equations. In the appendix we find explicit expressions for these projectors in terms of the oscillator representations introduced in section 2.

Using this form of the R-matrices, we may compute the action of the monodromy matrix \( T(u) \) on short spin-chain states. This is further facilitated by the fact that the monodromy matrix is manifestly length preserving, and it turns out also to preserve the overall number of excitations on the spin-chain state. This allows one to consider subsectors of the spin-chain state-space, with a fixed length and fixed number of excitations. The details of the calculation are presented in the appendix, but the important observation is that \( T(u) \) has non-trivial Jordan blocks, and so is not diagonalisable. This feature also persists when one computes the transfer matrix
\[ \tau(u) = \text{tr}_0(\rho_{01}(u)\rho_{02}(u) \ldots \rho_{0N}(u)). \]  
(7.6)

While each of the matrices \( \rho_{0j}(u) \) has no non-trivial Jordan blocks the product \( \rho_{0j}(u) \) does. For example, given the explicit form of the R-matrices one can show that \( \rho_{0j}(u) \) acting on a three-site chain with three excitations has a single non-trivial \( 2 \times 2 \) Jordan block. Denoting by \( |m_0, m_1, m_2\rangle \) a three site state
\[ (a_0^+)^{m_0}(a_1^+)^{m_1}(a_2^+)^{m_2} |0,0,0\rangle \]  
(7.7)

with \( m_0 + m_1 + m_2 \) excitations, one can show that in the \( S \) module
\[ R_{01}(0)R_{02}(0)|1,1,1\rangle = |1,1,1\rangle, \quad R_{01}(0)R_{02}(0)|0,1,2\rangle = |0,1,2\rangle + 2|1,1,1\rangle. \]  
(7.8)

Similarly, in the \( P \) module the two states
\[ |\psi_1\rangle_P = \frac{1}{2} \left( |0,3,0\rangle + |3,0,0\rangle + (|0,1,2\rangle - |0,2,1\rangle) + (|2,0,1\rangle - |1,0,2\rangle) - 2(|1,1,0\rangle - |2,1,0\rangle) \right), \]
\[ |\psi_2\rangle_P = |0,2,1\rangle + |1,0,2\rangle - 2|1,1,1\rangle, \]  
(7.9)

satisfy
\[ R_{01}(0)R_{02}(0)|\psi_1\rangle_P = |\psi_1\rangle_P, \quad R_{01}(0)R_{02}(0)|\psi_2\rangle_P = |\psi_2\rangle_P + 2|\psi_1\rangle_P. \]  
(7.10)

Longer chains or chains with more excitations have more complicated Jordan blocks. The presence of Jordan blocks in these settings for \( P \) module spin-chains was already noted in [63]. It turns out that the space of all spin-chain states with at least one excitation at each site is a closed subsector of the full integrable chain. One can show that in this subsector non-trivial Jordan blocks do not arise. We also note here that for \( P \) and \( S \) module spin-chains, Jordan blocks also appear for the matrix \( \rho \) (defined in equation 8.4 below) which is used in the Algebraic Bethe Ansatz construction. Some explicit examples of this are given in appendix 13.

Having non-trivial Jordan blocks in the full spin-chain would be unphysical - after all its energies are meant to correspond to the spectrum of physical string excitations at small \( \lambda \). One may wonder whether such unphysical states somehow decouple in the full spin-chain. One can check that analyzing the complete alternating chain which includes both left- and right-movers does not alter the presence of Jordan blocks - this is in contrast to what happens in logarithmic CFTs, see for example the review [64]. The only other way to remove such states would be by introducing an additional projection into the...

\[ \text{We thank Matthias Gaberdiel for an interesting discussion of related issues in CFTs.} \]
spin-chain at $\alpha = 0$. The only natural projection that we could identify comes from the zero momentum condition one imposes in the $\alpha \neq 0$ spin-chain. Each state in the $\alpha = 0$ spin-chain has a corresponding state in the $\alpha \neq 0$ spin-chain. We might then decide at $\alpha = 0$ to keep only those states that come from momentum-conserving states in the $\alpha \neq 0$ theory. However, one may check that this does not eliminate all the non-trivial Jordan blocks. We do not know of any other physically motivated projections.

To summarize, the results of this subsection lead us to the conclusion that, from the point of view of the $AdS_3/CFT_2$ correspondence, we should be interested in spin-chains based on the reducible $R$ module and its super-algebra generalizations. In the rest of this section we will discuss in detail integrable spin-chains with reducible representations at some of their sites.

### 7.2 The homogeneous $1 \oplus 2$ spin-chain

Given the results of the previous section we would like to investigate the $\alpha \to 0$ limit of the alternating $\mathfrak{d}(2,1;\alpha)$ spin-chain. In this limit some of the representations become reducible. As we showed in the discussion around equation (7.1), spin-chains involving reducible representations cannot be treated using conventional integrability techniques. As we saw in the first part of the paper, however, the integrable properties of such chains are well established through the Yangian construction of the $R$-matrix. We want to understand better their “local” properties. In the rest of this section we will consider spin-chains with reducible representations at (some) sites and use their $R$-matrices to deduce the “local” physics. We will start with simpler examples which share many of the essential features of the $\alpha \to 0$ limit of the alternating $\mathfrak{d}(2,1;\alpha)^2$ spin-chain in which we are ultimately interested in.

In this subsection we consider a homogenous $\mathfrak{su}(2)$ spin-chain with $\mathfrak{r} \equiv 1 \oplus 2$, the three-dimensional reducible representation, at each site. A convenient basis for this vector space is given by

$$ |0\rangle , \quad |1\rangle , \quad |2\rangle , \quad (7.11) $$

where the first state is the singlet. The $\mathfrak{su}(2)$ generators can be represented as the following matrices

$$ J^i = \begin{pmatrix} 0 & 0 \\ 0 & \frac{\alpha^i}{2} \end{pmatrix} . \quad (7.12) $$

The decomposition into irreps of the tensor product of two of these representations is given by

$$ \mathfrak{r} \otimes \mathfrak{r} \cong 1 \oplus 2 \oplus 2 \oplus 3 \oplus 1 . \quad (7.13) $$

The highest weight states of the irreps on the right-hand side above are given by

$$ |0,0\rangle_{12} , \ |1,0\rangle_{12} , \ |0,1\rangle_{12} , \ |1,1\rangle_{12} , \ |2,1\rangle_{12} - |1,2\rangle_{12} . \quad (7.14) $$

For completeness we note that the modules $2$ and $3$ span the following subsets of the nine-dimensional vector space

$$ 2 = \text{span} \{ |1,0\rangle_{12} , |2,0\rangle_{12} \} , $$
$$ 2 = \text{span} \{ |0,1\rangle_{12} , |0,2\rangle_{12} \} , $$
$$ 3 = \text{span} \{ |1,1\rangle_{12} , |2,1\rangle_{12} + |1,2\rangle_{12} |2,2\rangle_{12} \} . $$
The analogue of the R-matrix considered in the previous sections can be written as a $9 \times 9$ matrix

$$R_{i \otimes j}(u) = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & r_3(u) & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & r_3(u) + r_1(u) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & r_3(u) - r_1(u) & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & r_3(u) + r_1(u) & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & r_3(u)
\end{pmatrix},$$

where

$$r_1(u) = -(1 + u), \quad r_3(u) = +(1 - u).$$

and the R-matrix above acts in the basis

$$(|0, 0\rangle_{12}, |0, 1\rangle_{12}, |0, 2\rangle_{12}, |1, 0\rangle_{12}, |1, 1\rangle_{12}, |1, 2\rangle_{12}, |2, 0\rangle_{12}, |2, 1\rangle_{12}, |2, 2\rangle_{12})$$

with $'$ denoting the transpose. In terms of projectors the R-matrix can be written as

$$R_{i \otimes j}(u) = \Pi_1 + \Pi_2 + r_3(u)\Pi_3 + r_1(u)\Pi_1,$$

where $\Pi_j$ projects onto the $j$ representation on the right-hand side of equation (7.13). In this form the similarity to the R-matrices considered in the first part of this paper is most easily noted. One can quickly check that the YBE is satisfied

$$R_{i \otimes j,12}(u-v)R_{i \otimes j,13}(u)R_{i \otimes j,23}(v) = R_{i \otimes j,23}(v)R_{i \otimes j,13}(u)R_{i \otimes j,12}(u-v).$$

We find it convenient to write the R-matrix as

$$R_{i \otimes j}(u) \equiv I_i^+ + R_{2 \otimes 2}(u),$$

where

$$I_i^+ \equiv \Pi_1 \oplus \Pi_2 \oplus \Pi_2 \equiv I_i^{+1} + I_i^{+2},$$

$$R_{2 \otimes 2}(u) = \frac{r_3(u) + r_1(u)}{2} (0 \oplus 1_2) \otimes (0 \oplus 1_2) + \frac{r_3(u) - r_1(u)}{2} (0 \oplus \sigma^i) \otimes (0 \oplus \sigma^i).$$

Above,

$$I_i^{+1} = \begin{pmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix} \otimes \begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad I_i^{+2} = \begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{pmatrix} \otimes \begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},$$

In fact one could pick a more general R-matrix consistent with the YBE of the form

$$R(u) = \Pi_1 \oplus b(u)\Pi_2 \oplus c(u)\Pi_2 \oplus r_2(u)\Pi_3 \oplus r_1(u)\Pi_1,$$

where $b(u)$ and $c(u)$ are arbitrary functions of the spectral parameter. However, the analogy with the R-matrix considered in the previous sections is most apt when $b = c = 1.$
Figure 3: An example of a state in a reducible homogeneous spin-chain. The squares indicate sites in a non-trivial irrep, such as 2 in section 7.2 or the R module in section 7.3. The dots indicate sites in a trivial (singlet) representation. In the notation introduced in equations (7.28) and (7.29) this state has \( N = \{1, 2, 3, 4, 5, 6, 7, 8, 9, 10\}, n = \{3, 4, 5, 9\} \) and \( \tilde{n} = \{1, 2, 7, 8, 10\} \) as well as \( N = 10, n = 4 \) and \( \tilde{n} = 6 \). The states are drawn according to the ordering given by the site number.

and, for example,

\[
0 \oplus \sigma^1 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix},
\]

(7.25)

In particular, \( R_{2/2}(u) \) is the conventional \((4 \times 4)\) R-matrix of the \( XXX_{1/2} \) spin-chain “enlarged” to a \( 9 \times 9 \) matrix with a bunch of zeros. The monodromy matrix can be defined in the usual way

\[
T(u) = R_{01}(u)R_{02}(u)\ldots R_{0N}(u),
\]

(7.26)

where the subscripts \( 1, 2, \ldots, N \) label the sites in the spin-chain, and the subscript \( 0 \) corresponds to the auxiliary space which is also an \( r \) module.

It is convenient to denote the states \( |1\rangle \) and \( |2\rangle \) as \( |\downarrow\rangle \) or \( |\uparrow\rangle \) to emphasize that they are an \( su(2) \) doublet. Collectively we will refer to these doublet states as \( |\downarrow\rangle \). A basis of states of length \( N \) can be constructed from all two-cell partitions of the set \( \mathbf{N} \equiv \{1, 2, \ldots, N\} \)

\[
r^N = \text{span} \bigcup_{n \subset \mathbf{N}} \{ |n\rangle \}. \tag{7.27}
\]

By an abuse of terminology we allow \( n = \emptyset, \mathbf{N} \), as well as all proper subsets of \( \mathbf{N} \). The state \( |n\rangle \) is defined as follows. Given a two-cell partition defined by \( n \subset \mathbf{N} \), we label the elements of \( n \) and its complement \( \tilde{n} \equiv \mathbf{N} \setminus n \) as

\[
n = \{n_1, \ldots, n_n\}, \quad \tilde{n} = \{\tilde{n}_1, \ldots, \tilde{n}_{N-n}\}, \tag{7.28}
\]

where \( n \equiv |n| \) and

\[
\tilde{n} \equiv |\tilde{n}| = N - n. \tag{7.29}
\]

The basis-states are then given by

\[
|n\rangle \equiv \mathcal{P} \left( \bigotimes_{j=1}^{n} |0\rangle_{n_j} \bigotimes_{k=1}^{\tilde{n}} |\downarrow\rangle_{\tilde{n}_k} \right), \tag{7.30}
\]

where \( \mathcal{P}(\cdots) \) orders the states according to their position in the spin-chain. An example of a state in this spin-chain is given in figure (3).

Acting on the basis states with the monodromy matrix gives

\[
T(u) |n\rangle = \prod_{k \in n} l_{0k}^{\tilde{n}} \prod_{l \in \tilde{n}} \left( l_{0l}^{\tilde{n}} + R_{2/2}(u) \right) |n\rangle. \tag{7.31}
\]

\[28\] Below, we will often refer to these two-cell partitions simply as partitions, since we will never need partitions with more then two cells.
Above, we have used the following identities

\[ R_{\mathbb{C} \times \mathbb{C} \times (u-\lambda)} |0,0\rangle_i = I_{\delta i}^+ |0,0\rangle_i , \]
\[
\begin{bmatrix}
I_{\delta i}^+, R_{\mathbb{C} \times \mathbb{C} \times (u)} |0\rangle_i \\
I_{\delta j}^+, R_{\mathbb{C} \times \mathbb{C} \times (u)} |0\rangle_j \\
\end{bmatrix} = 0, \quad \text{for all } i \text{ and } j,
\]

(7.32)

Next we note that

\[
I_{\delta i}^+ |0\rangle_i = \text{Id}_0 |0\rangle_i ,
\]
\[
I_{\delta i}^+ |\psi\rangle_i = I_{\delta i}^+ |\psi\rangle_i ,
\]

(7.33)

where \( \text{Id}_0 \) is a \( 3 \times 3 \) identity matrix acting on the auxiliary space labeled by 0. This allows us to re-write equation (7.31) to get

\[
T(u) |n\rangle = \prod_{l \in \mathbb{N}} \text{Id}_0 \prod_{l \in \mathbb{N}} \left( I_{\delta l}^+ + R_{\mathbb{C} \times \mathbb{C} \times (u)} |0\rangle_i \right) |n\rangle
\]
\[
= \prod_{l \in \mathbb{N}} \left( I_{\delta l}^+ + R_{\mathbb{C} \times \mathbb{C} \times (u)} |n\rangle \right) .
\]

(7.34)

(7.35)

For \( n = N \) we see immediately that the monodromy matrix is just the identity. For all other states we can use the identity

\[
I_{\delta i}^+ R_{\mathbb{C} \times \mathbb{C} \times (u)} |0\rangle_i = 0, \quad \text{for all } i \text{ and } j
\]

(7.36)

and re-write equation (7.35) as

\[
T(u) |n\rangle = (1 - \delta_{n,N}) \left( \prod_{l \in \mathbb{N}} I_{\delta l}^+ \right) + \left( \prod_{l \in \mathbb{N}} R_{\mathbb{C} \times \mathbb{C} \times (u)} |0\rangle_i \right) |n\rangle + \delta_{n,N} |n\rangle
\]
\[
= (1 - \delta_{n,N}) \left( (\text{Id}_0 - 1_2) + \prod_{l \in \mathbb{N}} R_{\mathbb{C} \times \mathbb{C} \times (u)} |n\rangle \right) + \delta_{n,N} |n\rangle .
\]

(7.37)

(7.38)

For completeness we remind the reader that

\[
\text{Id}_0 - 1_2 = \begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix} .
\]

(7.39)

We note at this point that this monodromy matrix by construction satisfies the Fundamental Commutation Relation (FCR)

\[
R_{a_1a_2}(u-v) T_{a_1}(u) T_{a_2}(v) = T_{a_2}(v) T_{a_1}(u) R_{a_1a_2}(u-v) ,
\]

(7.40)

where \( a_1 \) and \( a_2 \) label two distinct auxiliary spaces.

We have arrived at a very explicit expression for the monodromy matrix; in particular this expression makes it easy to take the trace over the three-dimensional auxiliary space to get an explicit expression for the transfer matrix

\[
\tau(u) |n\rangle = \text{tr}_0(T(u)) |n\rangle = (1 - \delta_{n,N}) \tau_{2 \times 2}(u) |n\rangle + (1 + 2 \delta_{n,N}) |n\rangle ,
\]

(7.41)

where

\[
\tau_{2 \times 2}(u) |n\rangle \equiv \text{tr}_0 \left( \prod_{l \in \mathbb{N}} R_{\mathbb{C} \times \mathbb{C} \times (u)} |n\rangle \right) .
\]

(7.42)

Above, \( \text{tr}_0 \) denotes the trace over the two-dimensional auxiliary space of the \( XXX_{1/2} \) R-matrix. The transfer matrix in turn is the generating object for the main observables of the spin-chain. What remains is to find the most sensible Hamiltonian and shift operator for the system.
We would like to identify a corresponding notion of locality for the reducible spin-chain with transfer matrix. Any local operator which acts as a surjection from an $t^\otimes N$ module into a $2^\otimes n$ module. It is easy to see that for two states $|n\rangle$ and $|n'\rangle$ of lengths $N$ and $N'$, respectively, which satisfy

$$S(|n\rangle) = S(|n'\rangle),$$

we also have

$$\tau_N(u) |n\rangle = \tau_N(u) |n'\rangle.$$

In other words, the charges contained in the transfer matrix are determined exclusively by the $n$ parts. Any $|0\rangle$ parts are simply impurities which do not change the charges encoded in the transfer matrix. The transfer matrix contains all the physical information about the spin-chain as encoded in a set of commuting conserved charges. For a physical interpretation of the reducible spin-chain we would like to define the notion of a *local* operator and find a conserved charge from the transfer matrix which is local with respect to this notion of locality.

In a conventional $XXX_{1/2}$ chain, for example, one can find the shift operator amongst the operators in the transfer matrix. Recall that the shift operator $S_h$ takes a state at site $k$ and maps it to a corresponding state at site $k+1$

$$S_h(|v_1|v_2|v_3|\ldots|v_n\rangle) = |v_1|v_2|v_3|\ldots|v_{n-1}|v_n\rangle,$$

and satisfies $S_h^n = 1_{d_n}$. A *local* operator $\mathcal{O}$ is then defined with respect to $S_h$ as

$$\mathcal{O} = \sum_{k=0}^{n-1} S_h^k \mathcal{O}_{12}.$$  

We would like to identify a corresponding notion of locality for the reducible spin-chain with transfer matrix (7.41). For states with no $|0\rangle$ impurities (in other words for states with $n = 0$) the notion of locality reduces to the one used in a conventional $XXX_{1/2}$ spin-chain described above. This follows since the transfer matrix reduces to the $XXX_{1/2}$ transfer matrix for such states (see equation (7.41)). Starting with any such state $|N = \tilde{n}\rangle$, we can construct a new state $|n'\rangle$ by adding some $|0\rangle$ impurities (and so increasing $N$ and $n$). Equation (7.45) tells us that, no matter where or how many of such impurities we add, the conserved charges encoded in the transfer matrix will be the same for $|N = \tilde{n}\rangle$ and $|n'\rangle$. In other words, any operator constructed out of the transfer matrix will act in the same way on these two states. On the state $|N = \tilde{n}\rangle$ the shift operator $S_h$ (cf. equation (7.46)) defines the notion of locality. As we just saw, for states $|n\rangle$, there is no way to non-trivially modify $S_h$ through some operator extracted from the transfer matrix, since the transfer matrix does not “notice” the $|0\rangle$ impurities.

The argument in the above paragraph leads us to conclude that the only possible notion of locality in the reducible spin-chain comes via the generalized shift operator, which we continue denoting by $S_h$. This operator moves an excitation at site $\tilde{n}_k$ to an excitation at site $\tilde{n}_{k+1}$ (cf. equation (7.28))

$$S_h(|n\rangle) \equiv S_h \left( \bigotimes_{j=1}^{n} |0\rangle_{n_j} \bigotimes_{k=1}^{\tilde{n}} |v_k\rangle_{\tilde{n}_k} \right) = \bigotimes_{j=1}^{n} |0\rangle_{n_j} \bigotimes_{k=1}^{\tilde{n}} |v_{k+1}\rangle_{\tilde{n}_k},$$

where $v_k = \uparrow, \downarrow$ at site $k$ and $v_{\tilde{n} - n + 1} \equiv v_1$. In figure [4] we show pictorially what is the notion of locality introduced by the operator $S_h$ on the state from figure [3].
Figure 4: The spin-chain state from figure 3 drawn in a way that reflects the notion of locality as dictated by the integrable structure. The nearest-neighbors are lined up along the horizontal direction. For example, the nearest neighbors of the site 2 are sites 1 and 6, and the nearest neighbors of the site 7 are sites 6 and 8. The Hamiltonian of the spin-chain is local with respect to this notion of locality. The monodromy matrix $\tau(u)$ acts non-trivially only on the sites on which the non-singlet representations sit, which, in this case are 1, 2, 6, 7, 8, 10.

We can check that the operator $S_h$ can be extracted from the transfer matrix. To this end we note that with some suitable rescaling of the spectral parameter 

$$v \equiv (iu - 2)/4$$

as well as an overall rescaling of the R-matrix by a scalar function of the spectral parameter, the monodromy matrix is a polynomial of order $N$ in the new spectral parameter $v$. We will expand around $v = 0$

$$T(v) = \sum_{k=0}^{N} v^k T^{(k)}, \quad \tau(v) = \sum_{k=0}^{N} v^k \tau^{(k)}. \quad (7.50)$$

It is then straightforward to show that for a general basis state $|n\rangle$ (with $\tilde{n} \neq 0$)

$$T^{(0)} |n\rangle = (\text{Id}_0 - 1_2) |n\rangle + \prod_{k=1}^{\tilde{n}} P_{\omega_k} |n\rangle, \quad (7.51)$$

where

$$P_{\omega_k} = \frac{1}{2} \left( 1_2 \otimes 1_2 + \sigma^i \otimes \sigma^i \right)_{\omega_k}, \quad (7.52)$$

with the subscript $\omega_k$ indicating the vector spaces on which the operator acts. From this we find

$$\tau^{(0)} |n\rangle = (1 + \prod_{k=1}^{\tilde{n}} P_{\omega_k} ) |n\rangle = (1 + S_h) |n\rangle, \quad (7.53)$$

where we have used the identity

$$S_h |n\rangle = \prod_{l=1}^{\tilde{n}-1} P_{\omega_{l+1}} |n\rangle. \quad (7.54)$$

The next term in the expansion is given by

$$T^{(1)} |n\rangle = -\sum_{l=1}^{\tilde{n}} \prod_{k=1, k \neq l}^{\tilde{n}} P_{\omega_k} |n\rangle, \quad (7.55)$$

and one can then show that

$$\tau^{(1)} |n\rangle = -\left( \tau^{(0)} - 1 \right) \prod_{l=1}^{\tilde{n}-1} P_{\omega_{l+1}} |n\rangle = -S_h \left( \sum_{l=1}^{\tilde{n}-1} P_{\omega_{l+1}} |n\rangle \right). \quad (7.56)$$
Higher charges can be worked out analogously. In fact, $Sh$ is invertible

$$(Sh)^{-1}|n\rangle = \prod_{l=n-1}^{\tilde{n}-1} P_{\tilde{n}\tilde{n}+1}|n\rangle, \quad (7.57)$$

so we can define the following charge

$$H|n\rangle \equiv (\tau^{(0)} - 1)^{-1} \tau^{(1)}|n\rangle = -\sum_{l=1}^{\tilde{n}-1} P_{\tilde{n}\tilde{n}+1}|n\rangle = \sum_{l=1}^{\tilde{n}-1} H_{\tilde{n}\tilde{n}+1}^{XXX_{1/2}}|n\rangle. \quad (7.58)$$

As is guaranteed by the FCR, the operator $H$ above commutes with the charges contained in the transfer matrix. The final equality in the above equation shows that $H$ can be thought of as just the $XXX_{1/2}$ Hamiltonian, acting on the $\tilde{n}$ part of the spin-chain.

In summary then we use $Sh$ to define the notion of local operators on the $r$ spin-chain, and we take $H$ to be the Hamiltonian of this spin-chain. It is easy to check that $H$ is indeed local with respect to $Sh$.

### 7.3 A homogeneous $R$ module spin-chain

In the previous subsection we presented in some detail the homogeneous integrable $su(2)$ spin-chain with each site in the reducible finite-dimensional $1 \oplus 2$ representation. In this section we will consider a homogeneous $sl(2)$ spin-chain with the reducible infinite-dimensional module $R = 0 \oplus -1$ at each site. The basis-states for a length $N$ spin-chain of this kind can be thought of in almost the same way as that of the $r$ spin-chain of the previous subsection. In particular, basis states correspond to two-cell partitions of the set $N = \{1, 2, \ldots, N\}$, just as in equations (7.27)-(7.30), but now states belonging to $\tilde{n}$ are not in the doublet $|\downarrow\rangle$, but rather in the $s = -1$ infinite dimensional representation.

We remind the reader that the representation $R \otimes R$ can be decomposed into irreducible modules as in equation (2.40). As a result, we can take the R-matrix to be

$$R_{R \otimes R}(u) = \Pi_{0} + \Pi_{-1,1} + \Pi_{-1,2} + \sum_{j=2}^{\infty} r_{j}(u)\Pi_{-j}, \quad (7.59)$$

with $\Pi_{-j}$ the projector onto the $s = -j$ representation on the right-hand side of equation (2.40) and

$$r_{j}(u) = \prod_{k=0}^{j-1} \frac{u+2k}{u-2k}. \quad (7.60)$$

This expression is in agreement with the general expression derived in equation (4.11) upon setting $u = u_{1} - u_{2}$ and $j = |s|$. Explicit expressions for the above projection operators are given in appendix G.

Just as in the previous subsection we can write the R-matrix as

$$R_{R \otimes R}(u) \equiv I^{\perp} + R_{-1 \otimes -1}(u), \quad (7.61)$$

where

$$I^{\perp} \equiv \Pi_{0} + \Pi_{-1,1} + \Pi_{-1,2}; \quad (7.62)$$

and $R_{-1 \otimes -1}(u)$ is the conventional R-matrix for the $XXX_{-1}$ spin-chain “augmented by some zeros” so it acts on the full module $R$ and not just on the $-1 \otimes -1$ sub-module; this is in analogy with equation (7.21).

---

29 The module 0 is the trivial one-dimensional module.
We can now trace over the auxiliary space to get an explicit expression for the transfer matrix
\[ T(u) | n \rangle = \prod_{k \in \mathbb{N}} I_{0k}^{\perp} \prod_{l \in \mathbb{N}} \left( I_{0l}^{\perp} + R_{-1_{0}^{\otimes} - 1_{0}^{\otimes}}(u) \right) | n \rangle . \] (7.63)

Above, we have used the following identities
\[ R_{R_{0}^{\otimes} R_{0}^{\otimes}}(u) | 0 \rangle_i = I_{0i}^{\perp} | 0 \rangle_i , \]
\[ \left[ I_{0i}^{\perp}, R_{-1_{0}^{\otimes} - 1_{0}^{\otimes}}(u) \right] = 0 , \quad \text{for all } i \text{ and } j . \] (7.64)

It is easy to check that these identities hold, using the explicit expressions for the projectors \( \Pi_s \) given in appendix \[ G \]. Using these expressions we note also that
\[ I_{0i}^{\perp} | 0 \rangle_i = \text{Id}_0 | 0 \rangle_i , \]
\[ I_{0i}^{\perp} | v \rangle_i = (\Pi_0 + \Pi_{-1_{i}}) | v \rangle_i , \] (7.65)
where \( \text{Id}_0 \) is the identity matrix acting on the auxiliary space, and \( | v \rangle_i \) is any state in the \(-1\) sub-module of the \( R \) module at site \( i \). This allows us to re-write equation (7.63) to get
\[ T(u) | n \rangle = \prod_{k \in \mathbb{N}} \text{Id}_0 \prod_{l \in \mathbb{N}} (\Pi_0 + \Pi_{-1_{l}} + R_{-1_{0}^{\otimes} - 1_{0}^{\otimes}}(u)) | n \rangle \]
\[ = \prod_{l \in \mathbb{N}} (\Pi_0 + \Pi_{-1_{l}} + R_{-1_{0}^{\otimes} - 1_{0}^{\otimes}}(u)) | n \rangle . \] (7.66)

For \( n = N \) we see immediately that
\[ T(u) | n = N \rangle = | n = N \rangle , \] (7.68)

For all other states \( n \neq N \) we can use the identity
\[ (\Pi_0 + \Pi_{-1_{j}}) R_{-1_{0}^{\otimes} - 1_{0}^{\otimes}}(u) = 0 , \quad \text{for all } i \text{ and } j \] (7.69)

to simplify the monodromy matrix further. Combining the two parts we obtain the following expression for the monodromy matrix
\[ T(u) | n \rangle = (1 - \delta_{n,N}) \left( \left( \prod_{l \in \mathbb{N}} \Pi_0 + \Pi_{-1_{l}} \right) + \left( \prod_{l \in \mathbb{N}} R_{-1_{0}^{\otimes} - 1_{0}^{\otimes}}(u) \right) \right) | n \rangle + \delta_{n,N} | n \rangle \] (7.70)
\[ = (1 - \delta_{n,N}) \left( | 0 \rangle_0 \langle 0 |_0 + \prod_{l \in \mathbb{N}} R_{-1_{0}^{\otimes} - 1_{0}^{\otimes}}(u) \right) | n \rangle + \delta_{n,N} | n \rangle . \] (7.71)

In the above it is useful to recall that
\[ \Pi_0 | 0 \rangle_0 = | 0 \rangle_0 \] (7.72)
for any site \( k \). This identity can be explicitly verified using the projector expressions given in appendix \[ G \].

We can now trace over the auxiliary space to get an explicit expression for the transfer matrix
\[ \tau(u) | n \rangle = \text{tr}_0(T(u)) | n \rangle = (1 - \delta_{n,N}) \tau_-^{1_{0}^{\otimes} - 1_{0}^{\otimes}}(u) | n \rangle + (1 + (Z - 1) \delta_{n,N}) | n \rangle , \] (7.73)

where
\[ \tau_-^{1_{0}^{\otimes} - 1_{0}^{\otimes}}(u) | n \rangle \equiv \text{tr}_0 \left( \prod_{l \in \mathbb{N}} R_{-1_{0}^{\otimes} - 1_{0}^{\otimes}}(u) \right) | n \rangle , \] (7.74)
and \( Z \) is a \( u \)-independent (infinite) constant

\[
Z = \text{tr}_R(\text{Id}) = \sum_{n=0}^{\infty} 1. \quad (7.75)
\]

Above, \( \text{tr}_0' \) denotes the trace over the auxiliary space of a conventional \( XXX_{-1} \) R-matrix. As in the previous subsection, we see that the transfer matrix acts identically on two states which differ from one another by an addition/removal of \( |0\rangle \) impurities (cf. equation (7.45)). This in turn implies that the only notion of a generalized shift operator is given by the same formal expression as the one in equation (7.48), but with \( |v_k\rangle_{\tilde{n}_k} \) now belonging to the \(-1\) submodule. We can perform a similar analysis to the one in the previous subsection to show that the generalized shift operator \( S_h \) can be extracted from the transfer matrix (cf. equation (7.53)). We can also extract from the transfer matrix a local conserved charge which we will call the Hamiltonian of the system

\[
H |n\rangle = \sum_{l=1}^{\tilde{n} - 1} H_{\tilde{n}_l\tilde{n}_{l+1}}^{XXX_{-1}} |n\rangle, \quad (7.76)
\]

where

\[
H_{\tilde{n}_l\tilde{n}_{l+1}}^{XXX_{-1}} = 2 \sum_{j=-2}^{\infty} h(j)(\Pi_{-j})_{\tilde{n}_l\tilde{n}_{l+1}}, \quad (7.77)
\]

and \( h(j) \) is the \( j \)-th harmonic number. This Hamiltonian acts only on the \( \tilde{n} \) part of the spin-chain through the action of a conventional \( XXX_{-1} \) spin-chain Hamiltonian, and is, by construction, local with respect to the generalized shift operator \( S_h \).

### 7.4 The alternating \( r \otimes 2 \) spin-chain

In this subsection we consider an alternating \( su(2) \) spin-chain, where the odd/even sites are in the \( 2/r \) representation, respectively. The general procedure we follow is outlined in [20]. We will denote the even (odd) sites by an un-bared (bared) index \( a (\bar{a}) \), respectively. A convenient basis of spin-chain states of length \( 2N \) can be constructed using two-cell partitions of the positive integers \( \mathbb{N} \) just as in section 7.2, but now replacing each \( |0\rangle \) or \( |\uparrow\rangle \) state with \( |\uparrow\rangle \otimes |0\rangle \) or \( |\uparrow\rangle \otimes |\uparrow\rangle \). In particular we will have

\[
(2 \otimes r)^N = \text{span} \bigcup_{n \in \mathbb{N}} \{|n\rangle\}, \quad (7.78)
\]

where now

\[
|n\rangle \equiv \bigotimes_{j=1}^{n} \left( |\uparrow\rangle_{n_j} \otimes |0\rangle_{n_j} \right) \bigotimes_{k=1}^{\tilde{n}} \left( |\uparrow\rangle_{\tilde{n}_k} \otimes |\downarrow\rangle_{\tilde{n}_k} \right). \quad (7.79)
\]

There is also a second way to parametrize the states \( |n\rangle \) which will also be useful below. If we define

\[
M \equiv 2N = \{1,2,\ldots,2N\}, \quad (7.80)
\]

and the two cell partition of \( M \) as

\[
m = \{2n_1, 2n_2, \ldots, 2n_m\}, \quad \tilde{m} \equiv M \setminus m, \quad (7.81)
\]

then the state \( |n\rangle \) can also be thought of as

\[
|n\rangle \equiv |m\rangle \equiv \bigotimes_{j=1}^{m} \left( |0\rangle_{n_j} \bigotimes_{k=1}^{\tilde{m}} |\uparrow\rangle_{\tilde{n}_k} \right), \quad (7.82)
\]
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We may define two monodromy matrices
\[ M = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \]
where \( a, b, c, d \) are elements of the monodromy matrices. These monodromy matrices act on the states of the spin-chain, transforming one state into another.

As a result, if we define the transfer matrices
\[ T(u) = \text{tr}_\alpha T_\alpha(u), \quad \bar{T}(v) = \text{tr}_{\bar{\alpha}} \bar{T}_{\bar{\alpha}}(v), \]
they commute amongst themselves for different values of the spectral parameter
\[ [T(u), \bar{T}(v)] = 0, \quad [\bar{T}(u), \bar{T}(v)] = 0. \]
The reducible alternating spin-chain state from figure 5 drawn in a way that reflects locality as dictated by the integrable structure. The nearest-neighbors are lined up along the horizontal direction. For example, the nearest neighbors of the site 2 are sites 1 and 3, and the nearest neighbors of the site 5 are sites 3 and 7. The Hamiltonian of the spin-chain is local with respect to this notion of locality. The monodromy matrix $\tau(u)$ acts non-trivially only on the sites on which the non-singlet representations sit, which, in this case are 1, 2, 3, 5, 7, 8, 9.

Notice that, unlike the homogeneous spin-chain, there can be at most one defect between two local sites. To show that $\tau(u)$ and $\bar{\tau}(u)$ also commute,

$$[\tau(u), \bar{\tau}(v)] = 0,$$

we need a further FCR

$$R_{ab}(u-v)T_a(u)T_b(v) = T_b(v)T_a(u)R_{ab}(u-v),$$

(7.93)
to hold. In fact, such an FCR can hold as long as the Yang-Baxter equations (7.86) and (7.87) are satisfied.

We can now expand the transfer matrices to extract the generalized shift operator $S_h$. In fact it is easiest to write down this operator explicitly in the $|m\rangle$ basis. We find

$$\tau^{(0)}|m\rangle = \prod_{k=1}^{\tilde{n}-1} P_{\tilde{m}_k \tilde{m}_{k+1}} |m\rangle \equiv S_h|m\rangle,$$

(7.94)

$$\bar{\tau}^{(0)}|m\rangle = (1 + \prod_{k=1}^{\tilde{n}-1} P_{\tilde{m}_k \tilde{m}_{k+1}})|m\rangle = (1 + S_h)|m\rangle.$$

The $S_h$ operator defines the notion of locality for the alternating chain (see corresponding discussion in section 7.2). In figure 6 we draw the state depicted in figure 5 in a way that reflects locality induced by $S_h$. In the $|m\rangle$ basis one can extract an operator from the transfer matrices which is local with respect to the above $S_h$ operator - this will be our Hamiltonian. Its explicit form is

$$H|m\rangle \equiv -\sum_{i=1}^{\tilde{n}-1} P_{\tilde{m}_i \tilde{m}_{i+1}} |m\rangle = \sum_{i=1}^{\tilde{n}-1} H_{\tilde{m}_i \tilde{m}_{i+1}}^{XXX_{1/2}} |m\rangle.$$

(7.95)

In the alternating spin-chain in [32], the a Hamiltonian similar to the above was constructed as

$$H = \frac{d}{du} \log(\tau(u)\bar{\tau}(u))\bigg|_{u=0} = (\tau(0)\bar{\tau}(0))^{-1}(\tau'(0)\bar{\tau}(0) + \tau(0)\bar{\tau}'(0)).$$

(7.96)

We can repeat the same construction in the reducible spin-chain, provided we shift $\bar{\tau}(0)$ by $-1$ to obtain the invertible shift operator $S_h$. The discussion above shows that both $\tau(u)$ and $\bar{\tau}(u)$ provide transfer matrices that effectively act on the $s = -1$ part of the spin-chain. Moreover, these transfer matrices commute. Hence the resulting Hamiltonian simply consists of two copies of $H_{XXX_{1/2}}^{XXX_{1/2}}$ from above.

### 7.5 The alternating $R$ module spin-chain

In this subsection we consider an alternating integrable $\mathfrak{sl}(2)$ spin-chain, where the odd sites are in a conventional $-1$ representation and the even sites are an $R$ module. Having gained some experience
with the construction of local quantities for reducible spin-chains in the last three subsections, we can be quite brief here. In particular the construction is analogous to the one in the previous subsection, upon replacing any $2$ representation of $\mathfrak{su}(2)$ with a $-1$ representation of $\mathfrak{sl}(2)$. For example, a basis for this spin-chain can be constructed

$$(2 \otimes \mathbb{R})^N = \text{span} \bigcup_{n \in \mathbb{N}} \{|n\}\,,$$  \hspace{1cm} (7.97)

where now

$$|n\rangle \equiv \mathcal{P} \left( \bigotimes_{j=1}^{m} (|\psi\rangle_{n_j} \otimes |0\rangle_{n_j}) \otimes (|\psi\rangle_{\tilde{m}_k} \otimes |\psi\rangle_{\tilde{m}_k}) \right),$$  \hspace{1cm} (7.98)

where $|\psi\rangle$ is a generic state in the $-1$ representation. As above, there is a second way to parametrize the states $|n\rangle$. Defining $M, m, \tilde{m}, m_j$ and $\tilde{m}_k$ as in the previous subsection, the states $|n\rangle$ can be re-expressed as

$$|n\rangle \equiv |m\rangle \equiv \mathcal{P} \left( \bigotimes_{j=1}^{m} (|0\rangle_{m_j} \otimes |\psi\rangle_{\tilde{m}_k}) \right).$$  \hspace{1cm} (7.99)

Using the expressions for projection operators in appendix G we can construct the transfer and monodromy matrices for this alternating chain in a manner similar to the previous subsection. In the end we find that the generalized shift operator is

$$S\!h |m\rangle \equiv \prod_{k=1}^{\tilde{m}_{-1}} P_{\tilde{m}_k \tilde{m}_{k+1}} |m\rangle$$  \hspace{1cm} (7.100)

and the Hamiltonian, local with respect to $S\!h$, is

$$H |m\rangle \equiv \sum_{l=1}^{\tilde{m}_{-1}} H_{m_l m_{l+1}}^{X\!X\!X-1} |m\rangle,$$  \hspace{1cm} (7.101)

where $H_{m_l m_{l+1}}^{X\!X\!X-1}$ is the conventional nearest-neighbor Hamiltonian of an $X\!X\!X-1$ spin-chain

$$H_{m_l m_{l+1}}^{X\!X\!X-1} = 2 \sum_{j=2}^{\infty} h (1 - j) (\Pi_{-j})_{m_l m_{l+1}}.$$

7.6 The $\mathfrak{d}(2,1; \alpha = 0)$ spin-chain

The generalization of the above to the alternating $\mathfrak{d}(2,1; \alpha = 0) = \mathfrak{psu}(1,1|2)$ chain is straightforward. The odd sites are in a $(-\frac{1}{2}; \frac{1}{2})$ irreducible short representation, and the even sites are in a $0^{\oplus 2} \oplus (-\frac{1}{2}; \frac{1}{2})$ representation. Compared with the alternating $\mathfrak{sl}(2)$ spin-chain discussed in the previous subsection, the $\mathfrak{d}(2,1; \alpha = 0)$ chain has two main differences. Firstly, at the even sites, where the reducible representations sit, there are now two singlet states. Secondly, the highest weight states of the $(-\frac{1}{2}; \frac{1}{2})$ modules at the even/odd sites are fermions/bosons, respectively. The fermionic statistics of the even site ground-states is a consequence of these states being fermionic descendants in the $(-\frac{\alpha}{2}; \frac{1}{2}; 0)$ irreducible module at $\alpha \neq 0$.

Modulo these two differences, the alternating $\mathfrak{d}(2,1; \alpha = 0)$ spin-chain is quite similar in form to the alternating spin-chain of the previous subsection. It is still useful to define the basis elements $|m\rangle$

$$|m\rangle \equiv \mathcal{P} \left( \bigotimes_{j=1}^{m} (|0\rangle_{m_j} \otimes |\psi\rangle_{\tilde{m}_k}) \right),$$  \hspace{1cm} (7.103)
Figure 7: An example of a state in a reducible alternating spin-chain discussed in section 7.6. The odd sites are in an irreducible representation of the super-group, with a bosonic highest weight state. These are denoted by a white square. The even sites can either be in a singlet representation (denoted by a dot), or in an irreducible representation of the same type as the odd sites, but with opposite boson/fermion grading (denoted by a grey box). In a $s(2,1;\alpha = 0)$ spin-chain, there are two singlets, one bosonic and one fermionic, we don’t distinguish between these in the diagram. In the $sl(2|1)$ sub-chain there is only one bosonic singlet state.

Figure 8: The reducible alternating spin-chain state from figure 5 drawn in a way that reflects locality as dictated by the integrable structure. This is quite similar to figure 6, but the boson/fermion grading of the representations at sites 2 and 8 are now opposite to the grading of the representations at sites 1,3,5,7 or 9.

where now $|0_{m}\rangle$ can be either of the two possible singlets. $|v\rangle$ denotes a generic state in a $(-\frac{1}{2},\frac{1}{2})$ module, taking into account the bosonic/fermionic nature of the groundstate. The generalized shift operator is

$$Sh|m\rangle \equiv \prod_{k=1}^{m-1} \hat{P}_{k\hat{m}k+1} |m\rangle,$$

(7.104)

where $\hat{P}$ is the graded permutation operator. The Hamiltonian, local with respect to $Sh$, is

$$H|m\rangle \equiv \sum_{l=1}^{m-1} \hat{H}_{l\hat{m}l+1}(-1/2;1/2) |m\rangle,$$

(7.105)

where $H_{l\hat{m}l+1}(-1/2;1/2)$ is the conventional nearest-neighbor Hamiltonian of an $psu(1,1|2)$ homogeneous spin-chain with $(-\frac{1}{2},\frac{1}{2})$ irreps at each site [61]. The “hat” on $\hat{H}$ indicates the extra grading required due to the switched statistics of the even-site irreps. We can write this Hamiltonian as a sum of projectors by lifting the $sl(2|1)$ R-matrix discussed in sections 5 and 6. The result reads

$$\hat{H}_{l\hat{m}l+1}(-1/2;1/2) = \sum_{j=0}^{\infty} 2h(j)\tilde{\Pi}^{l}_{\hat{m}l+1}.$$  

(7.106)

Note that this Hamiltonian acts trivially on any site containing a singlet as well as on the groundstate of the $(-1/2;1/2)$ sub-spin-chain.

Finally, the full spin-chain relevant to $AdS_{3}/CFT_{2}$ consists of a left-moving and a right-moving sector, together with a momentum conservation condition for physical states which combines both sectors. This construction was already discussed in [32] and we refer the interested reader to it.

8 The Lax connection and the algebraic Bethe ansatz

In this section we discuss how reducible integrable spin-chains can be solved using the algebraic Bethe ansatz (ABA) [53]. For any representation of $sl(2)$ given by operators $T^{3}, T^{\pm}$ satisfying the conventional
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30 For other unconventional settings generalising the ABA see [65, 66].
commutation relations and acting on a vector space $V$, one defines the Lax operator as

$$L_k(\mu) \equiv \begin{pmatrix} \mu - iT_k^3 & iT_k^- \\ iT_k^+ & \mu + iT_k^3 \end{pmatrix},$$  \tag{8.1}

where the subscript $k$ labels the site on the corresponding spin-chain: $L_k$ acts on $V \otimes v$ where $v$ is a two-dimensional auxiliary space. The above expression is slightly different from the conventional one in [67], because we take $T^-$ to be the “creation” operator. It is easy to check that the above Lax operator satisfies the fundamental commutation relation

$$R_{12}^{2 \times 2}(\mu - v)L_{n,1}(\mu)L_{n,2}(v) = L_{n,2}(v)L_{n,1}(\mu)R_{12}^{2 \times 2}(\mu - v), \tag{8.2}$$

where

$$R_{12}^{2 \times 2}(\mu) = \mu \text{Id}_4 + i \text{Perm}_{12} = (\mu + i/2)\text{Id}_4 + i \sigma^i \otimes \sigma^j/2,$$

$$L_{n,1} = L_k \otimes \text{Id}_2,$$

$$L_{n,2} = \text{Id}_2 \otimes L_k.$$  \tag{8.3}

$R_{12}^{2 \times 2}(\mu)$ takes the same form as the R-matrix used in [68]. The $L_k$ can be used to construct an algebraic Bethe ansatz (ABA) for finding the eigenvectors and eigenvalues of the operator

$$\rho(\mu) \equiv \text{tr}_v (L_1(\mu)L_2(\mu)\ldots L_J(\mu)). \tag{8.4}$$

where $J$ is the length of the spin-chain and the trace is taken over the auxiliary space $v$. Typically, one thinks of integrable spin-chains as coming equipped with an R-matrix $R_{0n}(\mu)$, which acts on $V \otimes V$. In such cases, the spin-chain Hamiltonian is one of the charges contained in the monodromy matrix

$$\tau(\mu) \equiv \text{tr}_0 (R_{01}(\mu)R_{02}(\mu)\ldots R_{0J}(\mu)),$$  \tag{8.5}

where the trace is taken over the auxiliary space $V$. In [67], the authors show that

$$[\tau(\mu_1), \rho(\mu_2)] = 0,$$  \tag{8.6}

implying that, up to degeneracy, the eigenvectors of $\rho(\mu)$, found through the ABA procedure, are also eigenvectors of $\tau(\mu)$, and hence also of the Hamiltonian. In [67], a procedure is also given for extracting the eigenvalues of $\tau(\mu)$ from the ABA.

In this section we will follow the ABA construction for the toy model from section 7.2, the homogeneous R-module spin-chain from section 7.3, and the alternating R-module spin-chain from section 7.5.

### 8.1 The ABA for the $1 \oplus 2$ spin-chain

Before we study the full $\mathfrak{sl}(2)$ spin-chain we will again consider the compact toy-model from section 7.2 with sites transforming in the $1 \oplus 2$ representation. As explained above, we can introduce the Lax operator $L_k(\mu)$ defined in (8.1) and satisfying (8.2). However, it will be convenient to consider a shifted operator

$$\tilde{L}_k(\mu) \equiv L_k(\mu) + \ell(\mu)\Pi_k^{(0)}, \tag{8.7}$$

where $\Pi_k^{(0)}$ is a projector onto the singlet at site $k$. The operator $\tilde{L}_k$ satisfies the same fundamental commutation relation (8.2) as $L_k$. We also introduce the corresponding operator

$$\tilde{\rho}(\mu) \equiv \text{tr}_v (\tilde{L}_1(\mu)\tilde{L}_2(\mu)\ldots \tilde{L}_J(\mu)). \tag{8.8}$$

As above, $\tilde{\rho}(\mu_1)$ commutes with $\tilde{\rho}(\mu_2)$ and $\tau(\mu_2)$.
The representation at each site is reducible. Hence there are two highest weight states $|0\rangle$ and $|1\rangle$. Let us denote these two possible states at site $k$ by

$$|\omega_k^0\rangle \equiv |0\rangle_k, \quad \text{and} \quad |\omega_k^1\rangle \equiv |1\rangle_k. \quad (8.9)$$

We can then construct a “vacuum” state of length $J$ of the form

$$|\Omega^\nu_J\rangle = \bigotimes_{k=1}^J |\omega_k^\nu\rangle, \quad (8.10)$$

where $\nu = (v_1, v_2, \ldots, v_J)$ with $v_k \in \{0, 1\}$ labels the choice of highest weight state at each site. Alternatively, we can use the notation of section 7.2 and partition the sites $n = \{1, \ldots, J\}$ into two complementary sets

$$n = \{n_1, n_2, \ldots, n_n\} \subset \mathbb{N}, \quad \bar{n} = \mathbb{N} \setminus n, \quad (8.11)$$

with $n$ specifying the sites transforming in the singlet submodule. In other words

$$v_k = \begin{cases} 0, & \text{if } k \in n, \\ 1, & \text{if } k \not\in n. \end{cases} \quad (8.12)$$

As before we denote the number of sites in the state $|0\rangle$ and $|1\rangle$ by $n$ and $\bar{n}$, respectively.

Labeling the entries in the $2 \times 2$ matrix defining $\rho(\mu)$ as

$$\rho(\mu) = \text{tr} \begin{pmatrix} A(\mu) & B(\mu) \\ C(\mu) & D(\mu) \end{pmatrix} \quad (8.13)$$

we find

$$A(\mu)|\Omega^\nu_J\rangle = \alpha^\nu(\mu)|\Omega^\nu_J\rangle, \quad D(\mu)|\Omega^\nu_J\rangle = \delta^\nu(\mu)|\Omega^\nu_J\rangle, \quad B(\mu)|\Omega^\nu_J\rangle = 0, \quad (8.14)$$

where

$$\alpha^\nu(\mu) = \left(\mu + \ell\right)^n \left(\mu + \frac{i}{2}\right)^{\bar{n}}, \quad \delta^\nu(\mu) = \left(\mu + \ell\right)^n \left(\mu - \frac{i}{2}\right)^{\bar{n}}. \quad (8.15)$$

Following [68], the fundamental commutation relation (8.2) is equivalent to certain relations between $A_J, B_J, C_J$ and $D_J$ including

$$B(\mu)B(v) = B(v)B(\mu), \quad A(\mu)B(v) = f(\mu - v)B(v)A(\mu) + g(\mu - v)B(\mu)A(v), \quad (8.16)$$

$$D(\mu)B(v) = h(\mu - v)B(v)D(\mu) + k(\mu - v)B(\mu)D(v),$$

where we have temporarily dropped the subscript $J$ for clarity and

$$f(\mu) = \frac{\mu - i}{\mu}, \quad g(\mu) = + \frac{i}{\mu}, \quad h(\mu) = \frac{\mu + i}{\mu}, \quad k(\mu) = - \frac{i}{\mu}. \quad (8.17)$$

We saw above that the $2^J$ groundstates $|\Omega^\nu_J\rangle$ are eigenvectors of $\rho(\mu)$. We now look for additional eigenstates by applying the ansatz

$$|\Phi^\nu(\{\mu_i\})\rangle \equiv B(\mu_1) \cdots B(\mu_k)|\Omega^\nu_J\rangle, \quad (8.18)$$

31 The expressions are exactly the same as in [68] because our matrix $R^{2 \times 2}$ is exactly the same as the one in [68].
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where we have introduced \( \{ \mu_i \} \) to indicate the set \( \{ \mu_1, \ldots, \mu_l \} \). Following the same arithmetic as in [68], we find that the above are eigenvectors of \( \rho(\mu) \) with eigenvalue

\[
\mu^*(\mu, \{ \mu_i \}) = \alpha^*(\mu) \prod_{k=1}^{l} f(\mu - \mu_k) + \delta^*(\mu) \prod_{k=1}^{l} h(\mu - \mu_k),
\]

as long as the \( \mu_i \) satisfy

\[
\alpha^*(\mu_k) \prod_{j \neq k} f(\mu_k - \mu_j) = \delta^*(\mu_k) \prod_{j \neq k} h(\mu_k - \mu_j)
\]

for \( k = 1, \ldots, l \). Using the explicit expressions for \( f, h, \alpha^v \) and \( \delta^v \) we obtain the Bethe equations

\[
\left( \frac{\mu_k + \frac{1}{2}}{\mu_k - \frac{1}{2}} \right)^{\bar{n}} = \prod_{j \neq k} \frac{\mu_k - \mu_j + \frac{1}{2}}{\mu_k - \mu_j - \frac{1}{2}}.
\]

Note that the Bethe equations only depend on the number of non-singlets sites \( \bar{n} \). Hence there are only \( J + 1 \) distinct sets of Bethe equations even though the number of groundstates is \( 2^J \). The above equation coincides with the Bethe equation for an XXX\( s/2 \) spin-chain of length \( \bar{n} \) [68]. Since the raising operator \( B(\mu) \) does not change the position of the singlet states, the obtained spectrum consists of sectors labeled by the set of singlet sites \( n \). The highest weight states in such a sector matches the states of the XXX\( s/2 \) spin-chain on the non-singlet sites.

When acting on a vacuum state containing singlets equation (8.20) has a solution at \( \mu_k = \ell(\mu_k) \). This is not a solution of the Bethe equations (8.21) and does not correspond to a new eigenstate of \( \rho(\mu) \), but to a zero of the raising operator \( B(\mu_k) \). If we had not introduced the additional shift in \( \tilde{\ell}_n(\mu) \) this sporadic solution would sit at \( \mu = 0 \), and would hence hide a physical solution of the Bethe equations. In this regard, the shift introduced in equation (8.7) acts as a regulator of the raising operator. The function \( \tilde{\ell}(\mu) \) is arbitrary. In particular we can choose, e.g., \( \tilde{\ell}(\mu) = 1 - \mu \), which completely removes the sporadic solutions.

### 8.2 The ABA for the \( R \) module

We are now ready to apply the algebraic Bethe ansatz to a homogeneous spin-chain with the sites transforming in the \( R \) module. Like the toy model considered above, the \( R \) module has two highest weight states. One of these is a singlet and the other state generates the rest of the module. Hence, the structure of the ABA is very similar to that of the toy model. At each site we define

\[
|\omega^0_n\rangle \equiv |0\rangle_n, \quad \text{and} \quad |\omega^1_n\rangle \equiv a^\dagger_n |0\rangle_n.
\]

As above a vacuum state for a length \( J \) spin-chain can then be defined by

\[
|\Omega^v\rangle_J \equiv \bigotimes_{n=1}^{J} |\omega^v_n\rangle
\]

where again \( v \equiv (v_1, v_2, \ldots, v_J) \), with \( v_i \in \{0, 1\} \).

As in the previous section it is useful to consider the shifted Lax operator

\[
\tilde{L}_k(\mu) = L_k(\mu) + \ell(\mu)\Pi^0_k,
\]

where

\[
\ell(\mu) = \ell(\mu_k) + \bar{n} - \frac{1}{2}
\]

This is a solution of the Bethe equations (8.21) and does not correspond to a new eigenstate of \( \rho(\mu) \), but to a zero of the raising operator \( B(\mu_k) \). If we had not introduced the additional shift in \( \tilde{\ell}_n(\mu) \) this sporadic solution would sit at \( \mu = 0 \), and would hence hide a physical solution of the Bethe equations. In this regard, the shift introduced in equation (8.7) acts as a regulator of the raising operator. The function \( \tilde{\ell}(\mu) \) is arbitrary. In particular we can choose, e.g., \( \tilde{\ell}(\mu) = 1 - \mu \), which completely removes the sporadic solutions.
and the corresponding transfer matrix $\tilde{\rho}(\mu)$. From $\tilde{\rho}(\mu)$ we construct operators $A(\mu)$, $B(\mu)$, $C(\mu)$ and $D(\mu)$ by the same prescription as in (8.13). These operators satisfy the relations in equation (8.16), with the only difference being their action on groundstates, which is now given by

$$A_j |\Omega^\gamma\rangle = \alpha^\gamma_j (\mu) |\Omega^\gamma\rangle, \quad D_j |\Omega^\gamma\rangle = \delta^\gamma_j (\mu) |\Omega^\gamma\rangle, \quad C_j |\Omega^\gamma\rangle = 0,$$  

(8.25)

where

$$\alpha^\gamma_j (\mu) = (\mu + \ell)^a (\mu - i)^\beta, \quad \delta^\gamma_j (\mu) = (\mu + \ell)^a (\mu + i)^\beta.$$  

(8.26)

Note that the extra parameter $\ell$ that we introduced in the shifted Lax operator $\tilde{L}(\mu)$ again acts as a regulator at $\mu = 0$.

Following the derivation in the last section, we find that the state

$$|\Phi^\gamma (\{\mu_i\})\rangle \equiv B(\mu_1) \cdots B(\mu_K) |\Omega^\gamma\rangle$$  

(8.27)

is an eigenstate of $\tilde{\rho}(\mu)$, provided the parameters $\mu_i$ satisfy the Bethe equations

$$\left( \frac{\mu_j - i}{\mu_j + i} \right)^{\tilde{n}} = \prod_{k \neq j} \frac{\mu_j - \mu_k + i}{\mu_j - \mu_k - i}.$$  

(8.28)

These equations take the same form as the Bethe equations of a homogenous Heisenberg spin-chain with $\tilde{n}$ sites in the $s = -1$ representation [68].

As in the toy model, there are $2^J$ different “ground-states” labeled by $\nu$, but only $J + 1$ distinct Bethe equations labeled by $\tilde{n} = 0, \ldots, J$. Since the raising operator $B(\mu)$ is constructed out of $\mathfrak{sl}(2)$ generators, any state obtained by acting with a set of raising operators on a groundstate which contains a singlet at a particular site will again have a singlet at that site. Hence we can use one solution to (8.28) to construct several different states by acting with the same set of raising operators on different groundstates of the same length and with the same number of singlet sites. Below we will check that we in this way obtain enough states to cover the full spectrum.

The counting of states. We will now show that the above Bethe equations give the correct number of highest weight states, i.e., that the obtained spectrum is complete. To do this we will assume that the ABA description of the $s = -1$ Heisenberg spin-chain is complete. The decomposition into highest weight states of the $J$-fold tensor product of spin $s$ infinite dimensional irreducible $\mathfrak{sl}(2)$ representations is given by

$$s \otimes s \otimes \cdots \otimes s = \bigoplus_{J_S = 0}^\infty M_{J,s} \times (J - S),$$  

(8.29)

where the multiplicities $M_{J,s}$ are given by

$$M_{J,s} = \binom{J + S - 2}{S}.$$  

(8.30)

---

32To see this, we note that in an oscillator representation we can use a basis with states of the form

$$|n_1, n_2, \ldots, n_J\rangle = (a^\dagger_1)^{n_1} (a^\dagger_2)^{n_2} \cdots (a^\dagger_J)^{n_J} |0\rangle.$$  

The total number of states with $S = n_1 + n_2 + \cdots + n_J$ oscillators is

$$N_{J,S} = \binom{J + S - 1}{S}.$$  

However, $N_{J,S-1}$ of those states are descendants from the level below. This leaves us with

$$N_{J,S} - N_{J,S-1} = \binom{J + S - 1}{S} - \binom{J + S - 2}{S - 1} = \binom{J + S - 2}{S} = M_{J,S}$$  

highest weight states.
We now note that the Bethe equation in the $R$ module for a state with total weight $S$ above a ground-state with $n_1$ non-zero entries coincides with the Bethe equation for a homogenous $s = -1$ spin-chain with $n_1$ sites and $K_{n_1} = S - n_1$ Bethe roots. As we have just seen, this latter equation has $M_{n_1, K_{n_1}}$ non-trivial solutions. For the $R$ module there are $2^J$ different groundstates, and to obtain all states we need to sum over them. In doing this we note that there are $\binom{J}{n_1}$ groundstates with weight $n_1$. Hence the total number of highest weight states of weight $S$ is
\[
\sum_{n_1=0}^{J} \binom{J}{n_1} \binom{n_1 + K_{n_1} - 2}{K_{n_1}} = \sum_{n_1=0}^{J} \binom{J}{n_1} \binom{S - 2}{n_1 - 2} = \binom{J + S - 2}{S},
\]
which agrees with the expected number of states, $M_{J, S}$.

8.3 The ABA for an alternating $R$ module spin-chain

Let us finish this section by considering the ABA for a spin-chain where the even sites transform in the $R$ module and the odd sites in a spin $-1$ representation. Since the $R$ module contains a $s = -1$ representation as a sub module, the structure of this alternating chain will be very similar to that of the homogenous chain considered in the previous section. In fact, the only difference between the two cases is that the groundstates of the alternating chain always has a non-singlet at the odd sites. As in section 7.5 we denote the set of singlet sites by $\textbf{m}$ and the non-singlets by $\tilde{\textbf{m}}$. In the alternating chain $\tilde{\textbf{m}}$ in particular contains all the odd sites. For a chain of length $2L$ we can then construct $2^L$ groundstates of the form
\[
|\Omega^\gamma_J\rangle = \bigotimes_{k=1}^{J} |\omega^\gamma_k\rangle,
\]
where again
\[
|\omega^0_n\rangle \equiv |0\rangle_n, \quad \text{and} \quad |\omega^1_n\rangle \equiv a^+_n |0\rangle_n,
\]
and
\[
v_k = \begin{cases} 0, & \text{if } k \in \textbf{m}, \\ 1, & \text{if } k \not\in \textbf{m}. \end{cases}
\]
Above such a groundstate we construct an excited state by acting with a raising operator $B(\mu)$,
\[
|\Phi^\gamma(\{\mu_i\})\rangle \equiv B(\mu_1) \cdots B(\mu_K) |\Omega^\gamma_J\rangle.
\]
This is an eigenstate of the monodromy matrix $\tilde{\rho}(\mu)$ provided $\mu_i$ satisfy the Bethe equations
\[
\left(\frac{\mu_i - i}{\mu_i + i}\right)^\tilde{m} = \prod_{k \not= j}^{K} \frac{\mu_j - \mu_k + i}{\mu_j - \mu_k - i}.
\]
As expected from the results of section 7.5 this is the Bethe equations of a homogenous $s = -1$ spin-chain of length $\tilde{m}$.

9 Missing massless modes

Let us now turn to the relation between the reducible spin-chains we have investigated in the previous sections and the missing massless mode puzzle of the $\text{AdS}_3/CFT_2$ integrable system discussed in the introduction. In order to highlight the essential features of our discussion, throughout this section we will focus on the $\mathfrak{sl}(2|1)$ subsector of the full $\mathfrak{d}(2, 1; \alpha = 0)$ alternating reducible spin-chain. We remind
the reader here that at \( \alpha = 0 \) the odd sites of the spin chain are in the \( (\frac{1}{2}; \frac{1}{2}) \) highest weight chiral irrep of \( \mathfrak{sl}(2|1) \) and the even sites are in the reducible \( 0 \oplus (\frac{1}{2}; \frac{1}{2}) \) representation. In particular, we recall that the reducible representation at the even sites has one singlet, and it’s non-singlet highest weight state is a fermion. In analogy with the results in section 7.6 we have constructed the Hamiltonian for this spin-chain. As a first exercise we may find a basis of states in the alternating reducible \( \mathfrak{sl}(2|1) \) where the momentum of the magnon is

\[
|m| \equiv \mathcal{P} \left( \bigotimes_{j=1}^{m} |0\rangle_{m_{j}} \bigotimes_{k=1}^{\tilde{m}} |v\rangle_{\tilde{m}_{k}} \right),
\]  

(9.1)

where \( m, m, \tilde{m}, m_{j} \) and \( \tilde{m}_{k} \) are defined in equations (7.80)-(7.82) and the text around them. \( \mathcal{P} \) orders the sites according to the \( M \)-order (see also the text following equation (7.30)).

9.1 A glut of groundstates

In section 7.6 we have constructed the Hamiltonian for this spin-chain. As a first exercise we may find all the groundstates of this chain of a given length. From the analysis in section 7 it is easy to see that any state of the form

\[
\mathcal{P} \left( \bigotimes_{j=1}^{m} |0\rangle_{m_{j}} \bigotimes_{k=1}^{\tilde{m}} |v = 0\rangle_{\tilde{m}_{k}} \right),
\]  

(9.2)

is a ground-state. Above \( |v = 0\rangle \) is the highest weight state of the \( (\frac{1}{2}; \frac{1}{2}) \) irrep. In other words, ground-states always have \( |v = 0\rangle \) on the odd sites, but on the even sites one is free to chose the (bosonic) singlet state \( |0\rangle \) or the (fermionic) highest weight state \( |v = 0\rangle \). All such states must be groundstates since they sit in short multiplets of the overall \( \mathfrak{sl}(2|1) \). As a result the reducible alternating spin-chains have a very large degeneracy: given a spin-chain of length \( 2N \), there are \( 2^{N} \) ground-states, half of which are bosonic and the other half fermionic. These ground-states do not all carry the same \( \mathfrak{sl}(2|1) \) Cartan charges, since the singlet state \( |0\rangle \) has no charge under the \( U(1) \) R-current, while the highest weight state \( |v = 0\rangle \) has charge \( 1/2 \).

9.2 Lifting the degeneracy

This glut of groundstates is in fact unphysical. Perhaps the easiest way to see this is by considering what happens to certain magnon states in the \( \alpha \rightarrow 0 \) limit. For \( \alpha \neq 0 \) the alternating \( \mathfrak{sl}(2|1) \) spin-chain of length \( 2N \) has a unique vacuum

\[
|0\rangle_{2N} \equiv \bigotimes_{i=1}^{N} |0\rangle_{2i-1} \otimes |0\rangle_{2i},
\]  

(9.3)

where \( |0\rangle_{2i-1} \) is the highest weight state of the \( (\frac{1}{2}; \frac{1}{2}) \) irrep and \( |0\rangle_{2i} \) is the highest weight state of the \( (\frac{1}{2}; -\frac{1}{2}) \) irrep. On this groundstate we can build a fermionic magnon state

\[
|Q^{+}_{p}; \alpha \neq 0\rangle_{2N} \equiv \frac{1}{\sqrt{\alpha}} \sum_{m=1}^{N} e^{i pm} Q^{+}_{2m} |0\rangle_{2N},
\]  

(9.4)

where the momentum of the magnon is

\[
p = 2 \pi m / N \quad \text{with} \quad m = 0, 1, 2, \ldots, N - 1,
\]

and we have chosen the overall normalisation for later convenience. \( Q^{+}_{2m} \) is the fermionic creation operator in \( \mathfrak{sl}(2|1) \) which does not annihilate the (chiral) highest weight state; the subscript \( 2m \) indicates that the operator \( Q^{+} \) is acting at site \( 2m \).

In the \( \alpha \rightarrow 0 \) limit the magnons \( |Q^{+}_{p}; \alpha \neq 0\rangle_{2N} \) remain well-defined elements of the Hilbert space of states of the spin-chain, since \( Q^{+} \) scales like \( \sqrt{\alpha} \). However, they can no longer be written using
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Figure 9: A groundstate of length $2m$ with a non-zero representation at site $2m$, and singlets on every other even site. As previously we indicate the odd sites by a box, the singlets by a dot and the non-singlet site at the even sites by a filled grey circle. The zeros on the non-singlet sites represents the highest weight state of the corresponding representations. In the notation of section 6.4 the odd sites contain the state $\bar{\phi}_0$, and the even site at $2m$ contains the state $\psi_0$, while the singlets are given by the state $\phi_0$.

action of $\mathfrak{sl}(2|1)$ generators, However, if we define an operator $\Psi^+$, which maps the singlet state $|0\rangle$ to the highest weight state $|v=0\rangle$ in the $(\frac{1}{2},\frac{1}{2})$ module

$$\Psi^+ |0\rangle \equiv |v=0\rangle$$

then the magnon state in equation (9.4) becomes at $\alpha = 0$

$$|\Psi^+_p\rangle_{2N} \equiv \sum_{m=1}^{N} e^{ipm} \Psi^+_{2m} |0\rangle_{2N}.$$  (9.6)

It is easy to see that such magnon states are in fact particular linear combinations of the groundstates of the reducible alternating spin-chain given in equation (9.2). We will refer to them as degenerate magnons. Any groundstate of the reducible alternating spin-chain is a linear combination of states given in equation (9.2) and so equivalently is given by a superposition of a number of degenerate magnons (9.6). Figure 9 depicts one of the states $\Psi^+_p |0\rangle_{2N}$ appearing in the construction of the degenerate magnon.

Now to see that these degenerate magnons are in fact not groundstates of the full $\text{AdS}_3/\text{CFT}_2$ integrable system, let us make the following observation. Recall that, using the non-perturbative dispersion relation, a magnon state (9.4) has energy

$$E(|Q^+_p\rangle_{2N}) = \sqrt{\alpha^2 + 4h(\lambda)^2 \sin^2 \frac{p}{2}},$$

where $h(\lambda)$ is the ubiquitous and undetermined function of the 't Hooft coupling $\lambda$. In the $\alpha \to 0$ limit the energies of these magnons become

$$E(|\Psi^+_p\rangle_{2N}) = 2|h(\lambda) \sin \frac{p}{2}|.$$  (9.8)

So at $\alpha = 0$, only the $p = 0$ magnon is a ground-state, and all the other degenerate magnons are in fact excited states. The glut of groundstates is vastly reduced!

From the above, we see that the apparent glut of groundstates discussed in the previous subsection comes about because our R-matrix and resulting Hamiltonian are computed at small $h(\lambda)$. From the dispersion relation (9.7) it is clear that for the states that become massless in the $\alpha \to 0$ limit, we should really be re-summing all the $\lambda$ contributions to get the leading term in the dispersion relation at $\alpha = 0$. Our preceding small $h(\lambda)$ analysis however has been very useful in determining the space-state of the spin-chain and how one should incorporate massless modes into it. We conclude that non-perturbatively in $\lambda$, for each length $L$ our reducible alternating $\mathfrak{sl}(2|1)$ spin-chain has two (degenerate) groundstates. One is given by the $\alpha \to 0$ limit of the state (9.3) - this is simply the state consisting of the singlet state at all even sites and the highest weight state at all the odd sites. The second groundstate is the $p = 0$ degenerate magnon state (9.6).
This degeneracy is in agreement with what one expects to see of the chiral ring in the plane wave limit [45]. The $CFT_2$ for the $\alpha = 0$ theory is expected to be the $(4,4)\ Sym^N(T^4)$ sigma model or some deformation of it. Such $CFT_2$s have a chiral ring of chiral primary operators [69] whose dimensions are protected by supersymmetry - in particular the chiral ring is expected to be invariant under deformations, and can be studied at the orbifold point directly. A beautiful description of operators in chiral rings in a wide class of $CFT_2$s was given in [70] and more explicitly for the case of interest here in [27]. A chiral ring operator can be thought of as a state in the Fock space of the left-moving sector of a sigma-model whose target space is the cohomology (in this case) of $T^4$. In particular, they are of the form

$$\prod_{i=1}^{M} \alpha_{-n_i}^{A_i} |0\rangle$$

(9.9)

where $M$ is an integer and satisfies $1 \leq M \leq N$, with $N$ defined as

$$\sum_{i=1}^{M} n_i = N.$$ (9.10)

The $A_i$ label the complex cohomology classes of $T^4$ [32]. $A = 0$ denotes the $(p,q) = (0,0)$ cohomology and operators $\alpha^A$ for which $p + q$ is even or odd are respectively bosonic or fermionic. The R-charges of the chiral-primaries (9.9) are

$$(B_L, B_R) = (N - M + \sum_{i=1}^{M} p_i, N - M + \sum_{i=1}^{M} q_i).$$

(9.11)

Above $p_i$ and $q_i$ are the $(p,q)$-cohomology degree of $A_i$.

In the plane-wave limit the chiral primaries corresponding to single particle states were shown in [45] to be of the form [34]

$$(\alpha^{0}_{-1})^{N+J-1} \alpha^{A}_{-p+q-1} |0\rangle.$$ (9.12)

Picking $A = 0$ gives an operator which in the spin-chain is the $\alpha = 0$ limit of the groundstate (9.3). With $A$ chosen as a $(1,0)$ form, the operator in equation (9.12) is precisely the $p=0$ degenerate magnon in equation (9.6) which we have shown is a genuine groundstate of the all-orders-in-$\lambda$ reducible spin-chain.

### 9.3 Speculations on the degenerate magnon Hamiltonian

In the previous subsection we have argued that the glot of groundstates present in the small $\lambda$ reducible spin-chain is lifted by a resummation of higher order in $\lambda$ terms. For $\alpha \neq 0$ these higher orders are suppressed, but for $\alpha = 0$ they combine to give the degenerate magnons (9.6) a non-trivial dispersion relation and energy (9.8). This implies that the Hamiltonian of the full integrable system is not just given by $H$ the Hamiltonian of the one-loop reducible spin-chain of the form discussed in section 7.6. Rather, we expect there to be an additional piece $H_d$, which will be responsible for giving energy to the degenerate magnons. In this subsection we will present an example of the sort of form that $H_d$ could take.

---

33 Recall that $T^4$ has, with multiplicity, the following Dolbeault cohomology classes

$$\oplus_{p,q} H^{p,q}(T^4) = (0,0) \oplus (1,0) \oplus (0,1) \oplus (2,0) \oplus (0,2) \oplus (1,1) \oplus (1,2) \oplus (2,1) \oplus (2,2).$$

34 The analysis of [45] is mainly focused on the $AdS_3 \times S^3 \times K3$ background rather than the $AdS_3 \times S^3 \times T^4$ we are interested in, but it is straightforward to extend these results to the $T^4$ background.
On general grounds the full Hamiltonian of the AdS$_3$/CFT$_2$ spin-chain should be given by

$$H_{\text{total}} = h(\lambda)^2 H + h(\lambda) H_d,$$

where $H$ is the Hamiltonian of the homogenous $\mathfrak{sl}(2|1)$ spin-chain. $H_d$ should commute with the $\mathfrak{sl}(2|1)$ generators and with $H$ as well as with the full transfer matrix $\tau(u)$. Acting on a single degenerate magnon $H_d$ should give

$$H_d |\Psi^+\rangle_{2N} = \sqrt{4 \sin^2 \frac{p}{2}} |\Psi^+\rangle_{2N}.$$  \hspace{1cm} (9.14)

Degenerate magnons considered in the previous sub-section carry a momentum, which is a conserved charge associated with an operator which we will call $P_d$. Let us construct this operator. In analogy with a conventional spin-chain, we will write $e^{iP_d}$ as a "shift" operator which acts as

$$e^{iP_d} |\Psi^+_p\rangle_{2N} = |\Psi^+_p\rangle_{2N}.$$  \hspace{1cm} (9.15)

This ensures that degenerate magnons defined in equation (9.6) have $P_d = p$. In a conventional spin-chain the shift operator can be expressed as a product of permutation operators. For our spin-chain this can be generalized to

$$e^{iP_d} = \prod_{k=1}^{N-1} (S_d)_{2k-1},$$  \hspace{1cm} (9.16)

where $(S_d)_{2k-1}$ is an operator to be defined presently, which acts on the sites $2k - 1$, $2k$, $2k + 1$ and $2k + 1$. In order to satisfy equation (9.13) $S_d$ has to satisfy\footnote{We remind the reader that the reducible representation that sits at the even sites of the spin chain has two highest weight states: the singlet denoted by $|0\rangle$ and the highest weight of the infinite-dimensional irrep denoted by $|v = 0\rangle$.}

$$S_d \left( |v_1 = 0\rangle |v_2 = 0\rangle |v_3 = 0\rangle |v_4 = 0\rangle \right) = |v_1 = 0\rangle |v_2 = 0\rangle |v_3 = 0\rangle |v_4 = 0\rangle,$$

$$S_d \left( |v_1 = 0\rangle |v_2 = 0\rangle |v_3 = 0\rangle |v_4 = 0\rangle \right) = |v_1 = 0\rangle |v_2 = 0\rangle |v_3 = 0\rangle |v_4 = 0\rangle,$$

$$S_d \left( |v_1 = 0\rangle |v_2 = 0\rangle |v_3 = 0\rangle |v_4 = 0\rangle \right) = |v_1 = 0\rangle |v_2 = 0\rangle |v_3 = 0\rangle |v_4 = 0\rangle.$$  \hspace{1cm} (9.17)

and it is also natural to define

$$S_d \left( |v_1 = 0\rangle |v_2 = 0\rangle |v_3 = 0\rangle |v_4 = 0\rangle \right) = |v_1 = 0\rangle |v_2 = 0\rangle |v_3 = 0\rangle |v_4 = 0\rangle.$$  \hspace{1cm} (9.18)

In figure 10 the action of $S_d$ is shown pictorially. We would like for $P_d$ to be defined on any state of
the spin-chain, not just the degenerate magnon states. Since $P_d$ should be a conserved quantity that is independent of the $\mathfrak{sl}(2|1)$ occupation numbers $v_i$, we will also take

$$S_d \left( |v_1 \rangle |0_3 \rangle |0_3 \rangle \right) = |v_1 \rangle |0_2 \rangle |0_3 \rangle ,$$
$$S_d \left( |v_1 \rangle |v_2 \rangle |0_3 \rangle \right) = |v_1 \rangle |0_2 \rangle |v_3 \rangle ,$$
$$S_d \left( |v_1 \rangle |0_3 \rangle |v_4 \rangle \right) = |v_1 \rangle |v_3 \rangle |v_4 \rangle ,$$
$$S_d \left( |v_1 \rangle |v_2 \rangle |v_3 \rangle |v_4 \rangle \right) = |v_1 \rangle |v_2 \rangle |v_3 \rangle |v_4 \rangle . \tag{9.19}$$

This action is shown in figure 11. We may write $S_d$ as

$$(S_d)^{2k-1} = 1 - 2R(0)_{2k,2k+1}\Pi^A_{2k,2k+2}R(0)_{2k,2k+1}. \tag{9.20}$$

Above, $R(0)_{2k,2k+1}$ is the $\alpha \to 0$ limit of the $\mathfrak{sl}(2|1)$ R-matrix (6.12). As discussed in section 6.4, $R(0)_{2k,2k+1}$ acts as a permutation operator if the states at sites $2k$ and $2k+1$ are both in the $(\frac{1}{2}, \frac{1}{2})$ representation, and as identity otherwise.

Let us now turn to the construction of a possible $H_d$ operator. In order to preserve the $\mathfrak{sl}(2|1)$ structure of the spin-chain we would like for $H_d$ to commute with $H$. This condition, together with the dispersion relation (9.8) places restrictions on the form of $H_d$. To see this it is instructive to consider the action of $H_d$ and $H$ on a state in the spin-chain which is a superposition of a degenerate magnon and a conventional $\mathfrak{sl}(2|1)$ magnon. Such a state can be constructed by acting with the supercharge $Q^-$ on the sites $\tilde{m}$ of the homogeneous part of the chain. The homogeneous part of the degenerate magnon states in equation (9.6) has length $N + 1$ – the $N$ odd sites plus the single even site $2m$ containing a non-singlet representation. We thus find the state

$$|Q^-; \Psi_m^+ \rangle = \sum_{n=1}^{N+1} e^{in\gamma} \psi_{\tilde{m}_n}^+ \psi_{2m}^+ |0\rangle_{2n}. \tag{9.21}$$

On the odd sites, $Q^-$ acts by replacing the boson $\tilde{\phi}_0$ by the fermionic excitation $\bar{\Psi}_0$. One such state appearing in the sum above is shown in figure 12. When $Q^-$ acts on the site $2m$, the fermionic highest weight state $\psi_0$ turns into the boson $\phi_0$, as shown in figure 13. From the above state, we can now construct a state where the degenerate magnon carries momentum $p$ under the operator $P_d$ by writing

$$|Q^-; \Psi_p^+ \rangle = \sum_{m=1}^N e^{ipm} |Q^-; \Psi_p^+ \rangle = \sum_{m=1}^N \sum_{n=1}^{N+1} e^{in\gamma (pm+qn)} \psi_{\tilde{m}_n}^- \psi_{2m}^+ |0\rangle_{2n}. \tag{9.22}$$

Note that the ordered set $\tilde{m}$ appearing on the right hand side contains the odd numbers as well as the even number $2m$, so that $\tilde{m} = \{ 1, 3, \ldots, 2m - 1, 2m, 2m + 1, \ldots, 2N - 1 \}$. 

Figure 11: The action of the shift operator $S_d$ on a generic state, with the states of the $\mathfrak{sl}(2|1)$ representations labeled by the occupation numbers $v_1, \ldots, v_4$. 
with the whole transfer matrix. But this Hamiltonian does not reproduce the dispersion relation (9.8). To obtain the correct dispersion relation we can define $H_d$ as

$$H_d = \sqrt{\sum_{m=1}^{L} 1 - (S_d)_{2m-1}}.$$  \hfill (9.25)

we obtain an operator that does have the correct eigenvalue on states containing a single degenerate magnon. This operator again acts by changing the position of the non-singlet even sites, leaving the ordering of the excitations of the homogeneous chain fixed. Therefore, it commutes not only with $H$ but with the whole transfer matrix $\tau(\mu)$, as well as with the momentum operator $P_d$.

When acting on a state where all the even sites are either $|0\rangle$ or $|v = 0\rangle$, expression (9.25) simplifies, since the R-matrices always gives the identity. Furthermore, the projector $\Pi^A$, when acting on such a state, can simply be written as $1 - P$, where $P$ exchanges the representations at two even sites. The square root can then be expanded

$$H_d = \sqrt{L} \left[ 1 - \frac{1}{2L} \left( \sum_{m=0}^{L} P_{2m,2m+2} \right) - \frac{1}{8L^2} \left( \sum_{m=0}^{L} P_{2m,2m+2} \right) \left( \sum_{n=0}^{L} P_{2n,2n+2} \right) + \cdots \right].$$  \hfill (9.26)

Figure 12: An excitation at site $\tilde{m}_n$ of the homogenous spin-chain, above a groundstate with a non-singlet at site $2m$. The excitation is denoted by a 1 inside a box, corresponding to the state $\Psi_0$ sitting at this place. In total there are the excitations $\Psi_0$ can sit in $N$ different positions $1, \ldots, 2N - 1$. Below the spin-chain state drawn above we have written out explicitly the set $\tilde{m}$, using the notation introduced in equation (7.81).

\[ \tilde{m} = \{ 1, 3, 5, \ldots, \tilde{m}_{n-2}, \tilde{m}_n, \tilde{m}_{n+2}, \ldots, 2m-3, 2m-1, 2m, 2m+1, 2m+3, \ldots, 2N-3, 2N-1 \} \]

Figure 13: An excitation sitting on top of the non-singlet at site $2m$. The 1 inside the circle denotes the excited state $\varphi_1$.

Before discussing a Hamiltonian for the degenerate magnons that reproduce the dispersion relation (9.8) let us write down a simpler Hamiltonian $H'_d$ with a nearest-neighbor type interactions, similar to the Hamiltonian of an XXX spin-chain. It is natural to construct such a Hamiltonian using the shift operator $S_d$ discussed above, by writing

$$H'_d = \sum_{m=1}^{L} (H'_d)_{2m}, \quad (H'_d)_{2m} = 1 - (S_d)_{2m-1}.$$  \hfill (9.23)

Since $H'_d$ is written in terms of the operator $S_d$, it will automatically preserve the ordering of any excitations in the homogeneous $sl(2|1)$ part of the spin-chain. Hence, $H'_d$ commutes with the $sl(2|1)$ Hamiltonian $H$. Acting on the state $|Q_q, \Psi_p^+\rangle$ with $H'_d$ we find

$$H'_d |Q_q, \Psi_p^+\rangle = 4 \sin^2 \frac{P}{2} |Q_q, \Psi_p^+\rangle.$$  \hfill (9.24)

This is the normal form of the energy of an XXX spin-chain.

Above we have constructed a Hamiltonian $H'_d$ acting on the degenerate magnons and commuting with $H$. But this Hamiltonian does not reproduce the dispersion relation (9.8). To obtain the correct dispersion relation we can define $H_d$ as

$$H_d = \sqrt{\sum_{m=1}^{L} 1 - (S_d)_{2m-1}}.$$  \hfill (9.25)
From this expansion, it is clear $H_d$ acts non-locally on the spin-chain. This argument also shows that $H_d$ has an expansion in powers of the degenerate magnon momenta.

Finally, we would like to note that all of the groundstates (9.2) continue to satisfy the $\mathfrak{sl}(2|1)$ shortening condition – indeed $H$ in equation (7.105) annihilates them. Nevertheless, as we have argued above, in the full reducible spin-chain the degeneracy of these groundstates is lifted: $H_{\text{total}}$ does not annihilate them. In other words, while these operators are short with respect to the supercharges $Q$, they cannot be short with respect to the supercharges $Q_{\text{total}}$ of the full spin-chain. Hence, we expect the supercharges to also receive corrections, schematically written as

$$Q_{\text{total}} \sim h(\lambda)Q + \sqrt{h(\lambda)}Q_d,$$

where $Q$ is a $\mathfrak{sl}(2|1)$ supercharge and $Q_d$ commutes with the $\mathfrak{sl}(2|1)$ algebra as well as the transfer matrix $\tau(u)$. It would be interesting to construct the charges $Q_d$.

### 9.4 Speculations on the degenerate magnon Bethe Ansatz

We end this section with some comments on a possible ABA for the degenerate magnons. The Bethe equations for the $\mathfrak{su}(1|1)$ spin-chain are given by

$$\left(\frac{x_k^+}{x_k^-}\right)^L = \prod_{j \neq k = 1}^{K} \frac{1 - \frac{1}{x_k^+x_j^-}}{1 - \frac{1}{x_k^-x_j^+}} \sigma^2(p_k,p_j),$$

(9.28)

where $\sigma^2$ indicates the dressing phase and the parameters $x_k^\pm$ satisfy

$$\frac{x_k^+}{x_k^-} = e^{ip_k}, \hspace{1cm} x_k^+ + x_k^- = x_k + \frac{1}{x_k} \pm \frac{im}{h}. \quad \text{(9.29)}$$

These relations can be solved by

$$x_k^\pm = \frac{m + \sqrt{m^2 + 4h^2\sin^2 \frac{2\pi}{N} e^{\mp i\theta}}}{2h\sin \frac{2\pi}{N}}.$$  

(9.30)

From the above expressions we see that $m$ and $h$ enter only in the combination $h/m$; for the above expressions taking $m \to 0$ is equivalent to the $h \to \infty$ limit. In this latter limit the dressing phase reduces to the AFS phase [71]

$$\sigma^2(p_k,p_j) = \left(1 - \frac{1}{x_k x_j}\right)^2 \left(1 - \frac{1}{x_k x_j}\right) \left(1 - \frac{1}{x_k x_j}\right) \left(1 - \frac{1}{x_k x_j}\right) i\frac{\pi}{N}(x_k + 1/x_k - x_j - 1/x_j).$$

(9.31)

Inserting this expression into equation (9.28) we obtain

$$1 = \left(\frac{x_k^+}{x_k^-}\right)^L \prod_{j \neq k = 1}^{K} \left(1 - \frac{1}{x_k^+x_j^-}\right) \left(1 - \frac{1}{x_k^-x_j^+}\right) i\frac{\pi}{N}(x_k + 1/x_k - x_j - 1/x_j).$$

(9.32)

---

36 Apart from the $p = 0$ degenerate magnon state (9.6).

37 During the question time following the presentation of some of this work at the ETH Zürich meeting, Niklas Beisert suggested this possibility. We would like to thank him for bringing this to our attention and for a discussion of this point.
We can now send $\frac{m}{L} \to 0$, however, in order to keep the $L$ dependence of the equation we also take $L \to \frac{m}{\alpha}$. The above equation then becomes

$$1 = \left( \frac{x_k^+}{x_k^-} \right)^L \prod_{j \neq k} \left( \frac{1 - \frac{1}{x_k^- x_j^-}}{1 - \frac{1}{x_k^+ x_j^+}} \right)^{i(x_k+1/x_k-x_j-1/x_j)}.$$  \hspace{1cm} (9.33)

In order to keep the momenta $p_k$ and $p_j$ non-zero, we will also take in this limit

$$x_k^\pm = e^{\pm ip_k/2}, \quad x_j^\pm = e^{\pm ip_j/2}.$$ \hspace{1cm} (9.34)

Equation (9.33) then becomes

$$e^{ip_k x_k^+} = \prod_{j \neq k} \left( \frac{\sin \frac{p_j - p_k}{4}}{\sin \frac{p_j + p_k}{4}} \right)^{8i(\cos \frac{p_k}{2} - \cos \frac{p_j}{2})}.$$ \hspace{1cm} (9.35)

We propose this equation as a possible Bethe Ansatz for the degenerate magnons (9.4). We hope to investigate this further in the future.
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A The $\mathfrak{o}(2, 1; \alpha)$ algebra

In this section we give the full commutation relations of the $\mathfrak{o}(2, 1; \alpha)$ algebra, as well as the action of the generators on the representations of the even and odd spin-chain sites. The generators of $\mathfrak{o}(2, 1; \alpha)$
satisfy the algebra

\[
[S_0, S_{\pm}] = \pm S_{\pm}, \quad [S_+, S_-] = 2S_0, \quad [S_0, Q_{\pm \beta \beta}] = \pm \frac{1}{2} Q_{\pm \beta \beta}, \quad [S_{\pm}, Q_{\mp \beta \beta}] = Q_{\pm \beta \beta},
\]

\[
[L_5, L_{\pm}] = \pm L_{\pm}, \quad [L_+, L_-] = 2L_5, \quad [L_5, Q_{\beta \pm \beta}] = \pm \frac{1}{2} Q_{\beta \pm \beta}, \quad [L_{\pm}, Q_{\mp \beta \beta}] = Q_{\beta \pm \beta},
\]

\[
[R_8, R_{\pm}] = \pm R_{\pm}, \quad [R_+, R_-] = 2R_8, \quad [R_8, Q_{\beta \beta \beta}] = \pm \frac{1}{2} Q_{\beta \beta \beta}, \quad [R_{\pm}, Q_{\mp \beta \beta}] = Q_{\beta \beta \beta}, \quad \{Q_{\pm \pm \pm}, Q_{-\pm -}\} = \pm S_{\pm}, \quad \{Q_{\pm -\pm}, Q_{-\pm -}\} = \mp S_{\pm}, \quad \{Q_{\pm \pm -}, Q_{-\pm -}\} = \mp (1 - \alpha)L_{\pm}, \quad \{Q_{\pm -\pm}, Q_{-\pm -}\} = \pm (1 - \alpha)R_8,
\]

\[
\{Q_{\pm \pm \pm}, Q_{-\pm -}\} = -S_0 \mp \alpha L_5 \pm (1 - \alpha)R_8, \quad \{Q_{\pm \pm \pm}, Q_{-\pm -}\} = +S_0 \mp \alpha L_5 \pm (1 - \alpha)R_8.
\]

The non-vanishing action of the $\mathfrak{g}(2;1;\alpha)$ generators on the states of the $(-\frac{\alpha}{2};\frac{1}{2};0)$ representation is given by

\[
L_5 |\phi_{\pm}^{(n)}\rangle = \pm \frac{1}{2} |\phi_{\pm}^{(n)}\rangle, \quad L_+ |\phi_{-}^{(n)}\rangle = |\phi_{+}^{(n)}\rangle, \quad L_- |\phi_{+}^{(n)}\rangle = |\phi_{-}^{(n)}\rangle,
\]

\[
R_8 |\psi_{\pm}^{(n)}\rangle = \pm \frac{1}{2} |\psi_{\pm}^{(n)}\rangle, \quad R_+ |\psi_{-}^{(n)}\rangle = |\psi_{+}^{(n)}\rangle, \quad R_- |\psi_{+}^{(n)}\rangle = |\psi_{-}^{(n)}\rangle,
\]

\[
S_0 |\phi_{\beta}^{(n)}\rangle = -\left(\frac{\alpha}{2} + n\right) |\phi_{\beta}^{(n)}\rangle, \quad S_0 |\psi_{\beta}^{(n)}\rangle = -\left(\frac{\alpha}{2} + \frac{1}{2} + n\right) |\psi_{\beta}^{(n)}\rangle,
\]

\[
S_- |\phi_{\beta}^{(n)}\rangle = -\sqrt{(n + \alpha)(n + 1)} |\phi_{\beta}^{(n+1)}\rangle, \quad S_- |\psi_{\beta}^{(n)}\rangle = -\sqrt{(n + 1 + \alpha)(n + 1)} |\psi_{\beta}^{(n+1)}\rangle,
\]

\[
S_+ |\phi_{\beta}^{(n)}\rangle = +\sqrt{(n - 1 + \alpha)n} |\phi_{\beta}^{(n-1)}\rangle, \quad S_+ |\psi_{\beta}^{(n)}\rangle = +\sqrt{(n + \alpha)n} |\psi_{\beta}^{(n-1)}\rangle,
\]

\[
Q_{-\beta} |\phi_{\beta}^{(n)}\rangle = \pm \sqrt{n + \alpha} |\psi_{\beta}^{(n)}\rangle, \quad Q_{-\beta} |\psi_{\beta}^{(n)}\rangle = \mp \sqrt{n + \alpha} |\phi_{\beta}^{(n)}\rangle,
\]

\[
Q_{-\beta} |\phi_{\beta}^{(n)}\rangle = \pm \sqrt{n + 1} |\phi_{\beta}^{(n+1)}\rangle, \quad Q_{-\beta} |\psi_{\beta}^{(n)}\rangle = \mp \sqrt{n + 1} |\psi_{\beta}^{(n+1)}\rangle.
\]

On the $(-\frac{1-\alpha}{2};\frac{1}{2};0)$ representation the generators act as

\[
L_5 |\bar{\phi}_{\pm}^{(n)}\rangle = \pm \frac{1}{2} |\bar{\phi}_{\pm}^{(n)}\rangle, \quad L_+ |\bar{\phi}_{-}^{(n)}\rangle = |\bar{\phi}_{+}^{(n)}\rangle, \quad L_- |\bar{\phi}_{+}^{(n)}\rangle = |\bar{\phi}_{-}^{(n)}\rangle,
\]

\[
R_8 |\bar{\psi}_{\pm}^{(n)}\rangle = \pm \frac{1}{2} |\bar{\psi}_{\pm}^{(n)}\rangle, \quad R_+ |\bar{\psi}_{-}^{(n)}\rangle = |\bar{\psi}_{+}^{(n)}\rangle, \quad R_- |\bar{\psi}_{+}^{(n)}\rangle = |\bar{\psi}_{-}^{(n)}\rangle,
\]

\[
S_0 |\bar{\phi}_{\beta}^{(n)}\rangle = -\left(\frac{1-\alpha}{2} + n\right) |\bar{\phi}_{\beta}^{(n)}\rangle, \quad S_0 |\bar{\psi}_{\beta}^{(n)}\rangle = -\left(\frac{1-\alpha}{2} + \frac{1}{2} + n\right) |\bar{\psi}_{\beta}^{(n)}\rangle,
\]

\[
S_- |\bar{\phi}_{\beta}^{(n)}\rangle = -\sqrt{(n + 1 - \alpha)(n + 1)} |\bar{\phi}_{\beta}^{(n+1)}\rangle, \quad S_- |\bar{\psi}_{\beta}^{(n)}\rangle = -\sqrt{(n + 2 - \alpha)(n + 1)} |\bar{\psi}_{\beta}^{(n+1)}\rangle,
\]

\[
S_+ |\bar{\phi}_{\beta}^{(n)}\rangle = \sqrt{(n - \alpha)n} |\bar{\phi}_{\beta}^{(n-1)}\rangle, \quad S_+ |\bar{\psi}_{\beta}^{(n)}\rangle = \sqrt{(n + 1 - \alpha)n} |\bar{\psi}_{\beta}^{(n-1)}\rangle,
\]

\[
Q_{-\gamma} |\bar{\phi}_{\beta}^{(n)}\rangle = \pm \sqrt{n + 1 - \alpha} |\bar{\psi}_{\beta}^{(n)}\rangle, \quad Q_{-\gamma} |\bar{\psi}_{\beta}^{(n)}\rangle = \mp \sqrt{n} |\bar{\phi}_{\beta}^{(n)}\rangle,
\]

\[
Q_{-\gamma} |\bar{\psi}_{\beta}^{(n)}\rangle = \mp \sqrt{n + 1 - \alpha} |\bar{\phi}_{\beta}^{(n)}\rangle, \quad Q_{-\gamma} |\bar{\phi}_{\beta}^{(n)}\rangle = \pm \sqrt{n} |\bar{\psi}_{\beta}^{(n)}\rangle.
\]

### B Universal R-matrix calculations for sl(2)

Let us follows [59] and evaluate the universal R-matrix starting with the $P$ module of sections 2.2.1 and 3.3 in order to display the computational details. All the other $sl(2)$ modules will be dealt with analogously.
**B.1** \( P \) module

We will compute the various factors of the universal \( R \)-matrix separately, and assemble the results in the main text.

**B.1.1** The factor \( R_H \)

Let us start by computing the factor \( R_H \), and let us consider the logarithmic derivative of the Drinfeld current, \( \frac{d}{dt} \log H^+(t) \) in the first factor of the tensor product, acting on a state \( |n_1\rangle \). The strategy is to first act on single-particle states in each factor of the tensor product, and then combine the results found to obtain the action of \( R_H \) on two-particle states. The way to combine these two single-particle results is provided by the residue formula (4.4).

The action in the first factor of the tensor product is diagonal, and the eigenvalue can be expanded in power series in \( t \) as follows:

\[
\frac{d}{dt} \log H^+_1(t) |n_1\rangle = \sum_{m=1}^{\infty} \left( \alpha_1^m + \alpha_2^m - \alpha_3^m - \alpha_4^m \right) t^{m-1} |n_1\rangle \tag{B.1}
\]

with

\[
\alpha_1 = u_1 + \frac{1}{2}, \quad \alpha_2 = u_1 - \frac{1}{2}, \quad \alpha_3 = u_1 + n_1 + \frac{1}{2}, \quad \alpha_4 = u_1 + n_1 - \frac{1}{2}, \tag{B.2}
\]

where \( u_1 \) is the Yangian evaluation parameter appearing in (3.14).

To be able to use formula (4.4), we need now the contribution from the second single-particle factor in the tensor product. In the second factor we have the Drinfeld current \( \log H^- (v + 2n + 1) \) acting diagonally on a generic state \( |n_2\rangle \). This can be expanded as

\[
\log H^- (v + 2q + 1) |n_2\rangle = K(q) + \sum_{m=1}^{\infty} \left( \beta_1(q)^{-m} + \beta_2(q)^{-m} - \beta_3(q)^{-m} - \beta_4(q)^{-m} \right) \frac{v^m}{m} |n_2\rangle \tag{B.3}
\]

with

\[
\beta_1(q) = u_2 + n_2 - 2q - \frac{1}{2}, \quad \beta_2(q) = u_2 + n_2 - 2q - \frac{3}{2}, \tag{B.4}
\]

\[
\beta_3(q) = u_2 - 2q - \frac{1}{2}, \quad \beta_4(q) = u_2 - 2q - \frac{3}{2},
\]

\[
K(q) = \log \left[ 1 + \frac{2n_2(1+n_2)}{(1-2n_2+4q-2u_2)} + \frac{2n_2(-1+n_2)}{(-3+2n_2-4q+2u_2)} \right].
\]

The term \( K(q) \) corresponds to the constant term in the Taylor expansion (B.3). Because of the structure of the residue formula (4.4) and of (B.1), \( K(q) \) does not play any role in the final result (this will be true in all subsequent calculations of this appendix and of appendix D).

By combining these contributions together into (4.4), we get a factor

\[
\exp \left\{ \text{Res}_{t=v} \left[ \frac{d}{dt} \left( \log H^+(t) \right) \otimes \log H^- (v + 2n + 1) \right] \right\} |n_1\rangle \otimes |n_2\rangle = \tag{B.5}
\]

\[
\exp \left\{ \sum_{q=0}^{\infty} \sum_{m=1}^{\infty} \left( \alpha_1^m + \alpha_2^m - \alpha_3^m - \alpha_4^m \right) \frac{\beta_1(q)^{-m} + \beta_2(q)^{-m} - \beta_3(q)^{-m} - \beta_4(q)^{-m}}{m} \right\} |n_1\rangle \otimes |n_2\rangle
\]

\[
= \frac{\Gamma(n_1 + u_1 - u_2) \Gamma(1 + n_1 + u_1 - u_2) \Gamma(-n_2 + u_1 - u_2) \Gamma(1 - n_2 + u_1 - u_2)}{\Gamma(u_1 - u_2) \Gamma(1 + u_1 - u_2) \Gamma(n_1 - n_2 + u_1 - u_2) \Gamma(1 + n_1 - n_2 + u_1 - u_2)} |n_1, n_2\rangle
\]

\[
\equiv R_H(n_1, n_2) |n_1, n_2\rangle,
\]

where we denote \(|m, n\rangle \equiv |m\rangle \otimes |n\rangle\).
B.1.2 The root factors $R_E$ and $R_F$

Let us focus our attention on $R_E$ acting on two states $|m_1\rangle \otimes |m_2\rangle$. We closely follow appendix A.3 of [59]. One has, using (3.14),

$$
\prod_{n \geq 0} \exp(-e_n \otimes f_{-n-1}) |m_1\rangle \otimes |m_2\rangle = \sum_{m=0}^{m_1} B_m(m_1,m_2) |m_1 + m\rangle \otimes |m_2 - m\rangle. \tag{B.6}
$$

We will suppress the dependence of $B_m$ (and of $A_m$ to be defined in (B.11) below) on $m_1$ and $m_2$ whenever it is not ambiguous. Let us define

$$
d = \left(\frac{1}{2} + m_1 + u_1\right), \quad \bar{c} = \left(-\frac{1}{2} + m_2 + u_2\right). \tag{B.7}
$$

The term $B_m$ is built up out of $m$ copies of $-e \otimes f$ acting on $|m_1\rangle \otimes |m_2\rangle$. On the left factor

$$
e_k e_k |m_1\rangle = \frac{(n_1 + m_1 - 1)!}{(n_1 - 1)!} \bar{d}^k \ldots (\bar{d} + m_1 - 1)^k |m_1 + m\rangle. \tag{B.8}
$$

On the right factor

$$f_{-k_1-1} \ldots f_{-k_2-1} f_{-k_1-1} |m_2\rangle = (-)^m \frac{(m_2 + m_1 - 1)!}{(m_2 - 1)!} \bar{c}^{k_1-1} \ldots (\bar{c} - m - 1)^{k_m-1} |m_2 - m\rangle.
$$

From the ordered exponential (B.6) we have $k_i \leq k_{i-1}$. In case $k_i = k_{i+1}$, we pick up a combinatorial factor coming from the series of the exponential. One finds

$$B_m = \frac{(m_1 + m - 1)! (m_2 + m - 1)!}{(m_1 - 1)! (m_2 - 1)!} \sum_{k_1 \geq \ldots \geq k_m} \frac{1}{N\{k_1, \ldots, k_m\}} \bar{d}^{k_1-1} \ldots (\bar{d} + m - 1)^{k_m-1}. \tag{B.9}
$$

$N$ is a combinatorial factor which is defined as the order of the permutation group of the set $\{k_1, \ldots, k_m\}$. For example, $N\{2,1,1\} = \frac{1}{2}$ and $N\{5,4,3,3,2,1,1,1\} = \frac{1}{24} = \frac{1}{12}$. The sum evaluates to [59]

$$B_m = \frac{(-)^m}{m! (m_1 - 1)! (m_2 - 1)!} \prod_{p=0}^{m-1} \frac{1}{d - \bar{c} - p + m - 1}. \tag{B.10}
$$

A similar computations allows to determine the contribution of $R_F$. One obtains correspondingly

$$R_F |m_1, m_2\rangle = \sum_{m=0}^{m_1} A_m(m_1, m_2) |m_1 - m, m_2 + m\rangle, \tag{B.11}
$$

$$A_m = \frac{(-)^m}{m!} [m_1 (m_1 - 1) \ldots (m_1 - m + 1)] [m_2 (m_2 + 1) \ldots (m_2 + m_2 + m_2)] \times \prod_{i=0}^{m-1} \frac{1}{u_1 - u_2 + m_1 - m_2 - m - i}. \tag{B.12}
$$

B.1.3 Final expressions for the $P$ module

In summary, let us re-write the above expressions for the R-matrix in the following way. One has

$$R_F^{(p)} |m_1, m_2\rangle = \sum_{m=0}^{m_1} A_m^{(p)} |m_1 - m, m_2 + m\rangle, \tag{B.13}
$$
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where the superscript \((P)\) stands for \(P\) module, and

\[
A_m^{(P)} = \left(\frac{-1}{m!}\right)^m [m_1 (m_1 - 1) \cdots (m_1 - m + 1)] [(m_2 + m - 1) \cdots (m_2 + 1) m_2] \times \prod_{p=0}^{m-1} \frac{1}{u_1 - u_2 + m_1 - m_2 - m - p} \quad \forall \, m > 0,
\]

\[
A_0^{(P)} = 1.
\]

Then, we obtain for the Cartan part

\[
R_H^{(P)} |n_1, n_2\rangle = \frac{\Gamma(n_1 + u_1 - u_2) \Gamma(1 + n_1 + u_1 - u_2) \Gamma(-n_2 + u_1 - u_2) \Gamma(1 - n_2 + u_1 - u_2)}{\Gamma(u_1 - u_2) \Gamma(1 + u_1 - u_2) \Gamma(n_1 - n_2 + u_1 - u_2) \Gamma(1 + n_1 - n_2 + u_1 - u_2)} |n_1, n_2\rangle.
\]

Finally, we obtain

\[
R_E^{(P)} |k_1, k_2\rangle = \sum_{k=0}^{k_2} B_k^{(P)} |k_1 + k, k_2 - k\rangle,
\]

with

\[
B_k^{(P)} = \left(\frac{-1}{k!}\right)^k [k_2 (k_2 - 1) \cdots (k_2 - k + 1)] [(k_1 + k - 1) \cdots (k_1 + 1) k_1] \prod_{j=0}^{k-1} \frac{1}{u_1 - u_2 + k_1 - k_2 + k - j} \quad \forall \, k > 0,
\]

\[
B_0^{(P)} = 1.
\]

In this re-writing all terms are explicitly well defined, in particular for small \(m\).

### B.2 \(S\) module

If we repeat the entire procedure for the \(S\) module of section 2.2.2 and 3.3 we find now

\[
R_E^{(S)} |m_1, m_2\rangle = \sum_{m=0}^{m_1} A_m^{(S)} |m_1 - m, m_2 + m\rangle,
\]

where the superscript \((S)\) stands for \(S\) module, and

\[
A_m^{(S)} = \left(\frac{-1}{m!}\right)^m [m_1 (m_1 - 1) \cdots (m_1 - m + 1)] [(m_1 - 1)(m_1 - 2) \cdots (m_1 - m)] \times \prod_{p=0}^{m-1} \frac{1}{u_1 - u_2 + m_1 - m_2 - m - p} \quad \forall \, m > 0,
\]

\[
A_0^{(S)} = 1.
\]

The Cartan part turns out to be the same as for the \(P\) module, since not only the level zero Cartan generator \(h\) is the same across all three modules (see (2.22), (2.27) and (2.22)), but also all higher level Yangian partners \(h_n\) (3.11) happens to be the same for the \(P\), \(S\) and \(R\) module by explicit computation. One has therefore

\[
R_H^{(S)} |n_1, n_2\rangle = R_H^{(P)} |n_1, n_2\rangle.
\]
Finally, one obtains

$$R_E^{(S)}|k_1, k_2\rangle = \sum_{k=0}^{k_2} B_k^{(S)}|k_1 + k, k_2 - k\rangle,$$

with

$$B_k^{(S)} = \frac{(-\gamma)^k}{k!} [k_2(k_2 - 1) \cdots (k_2 - k + 1)]((k_2 - 1)(k_2 - 2) \cdots (k_2 - k)) \prod_{j=0}^{k-1} \frac{1}{u_1 - u_2 + k_1 - k_2 + k - j} \quad \forall k > 0,$$

$$B_0^{(S)} = 1.$$  \hfill (B.19)

\section*{B.3 $R$ module}

Since the $R$ module of section 2.2.3 and 3.3 is the physically relevant one, let us give a few more details of the corresponding computation. The term $B_m$ is built up out of $m$ copies of $-e \otimes f$ acting on $|m_1\rangle \otimes |m_2\rangle$. On the left factor

$$e_{k_0} \cdots e_{k_i} |m_1\rangle = \sqrt{\frac{(m_1 + m - 1)!}{(m_1 - 1)!}} \tilde{d}^k \cdots (\tilde{d} + m - 1)^{k_m} |m_1 + m\rangle,$$

where $\tilde{d}$ (and $\tilde{c}$ below) are still given by (B.7). On the right factor

$$f_{-k_0 - 1} \cdots f_{-k_i - 1} f_{-k_{i-1}} |m_2\rangle = (-)^m \frac{(m_2 + m - 1)!}{(m_2 - 1)!} \sqrt{\frac{(m_2 + m - 2)!}{(m_2 - 2)!}} \times$$

$$\times \tilde{e}^{k_{i-1}} \cdots (\tilde{c} - m + 1)^{k_m - 1} |m_2 - m\rangle.$$

From the ordered exponential (B.6) we have $k_i \leq k_{i-1}$. In case $k_i = k_{i+1}$, we pick up a combinatorial factor coming from the series of the exponential. One finds

$$B_m = \frac{(m_2 + m - 1)!}{(m_2 - 1)!} \sqrt{\frac{(m_1 + m - 1)!}{(m_1 - 1)!}} \frac{(m_2 + m - 2)!}{(m_2 - 2)!} \times$$

$$\times \sum_{k_1 \geq \ldots \geq k_m} \frac{1}{N(\{k_1, \ldots, k_m\})} \tilde{d}^{k_1} \cdots (\tilde{d} + m - 1)^{k_m} \tilde{c}^{k_{m+1}} \cdots (\tilde{c} - m + 1)^{k_{m+1}}.$$

$N(\{k_1, \ldots, k_m\})$ is the same combinatorial factor discussed below (B.9). One obtains

$$R_E^{(R)}|k_1, k_2\rangle = \sum_{k=0}^{k_2} B_k^{(R)}|k_1 + k, k_2 - k\rangle,$$

with

$$B_k^{(R)} = \frac{(-\gamma)^k}{k!} [k_2(k_2 - 1) \cdots (k_2 - k + 1)] \sqrt{(k_2 - 1)(k_2 - 2) \cdots (k_2 - k)} \times \sqrt{(k_1 + k - 1) \cdots (k_1 + 1)} k_1 \prod_{j=0}^{k-1} \frac{1}{u_1 - u_2 + k_1 - k_2 + k - j} \quad \forall k > 0,$$

$$B_0^{(R)} = 1.$$  \hfill (B.20)
Analogously, one has for the other root factor
\[
R_{F}^{(R)} |m_1, m_2\rangle = \sum_{m=0}^{m_1} A_{m}^{(R)} |m_1 - m, m_2 + m\rangle,
\]
where the superscript \((R)\) stands for \(R\) module, and
\[
A_{m}^{(R)} = \frac{(-)^m}{m!} \left[ m_1 (m_1 - 1) \cdots (m_1 - m + 1) \right] \frac{1}{\sqrt{(m_1 - 1)(m_1 - 2) \cdots (m_1 - m)}} \times \sqrt{(m_2 + m - 1) \cdots (m_2 + 1)} m_2 \prod_{p=0}^{m-1} \frac{1}{u_1 - u_2 + m_1 - m_2 - m - p}
\]
\[
A_{0}^{(R)} = 1.
\]
The Cartan part is again the same as for the \(P\) module for the reasons explained before (B.19):
\[
R_{H}^{(R)} |n_1, n_2\rangle = R_{H}^{(P)} |n_1, n_2\rangle.
\]

### C Unitarity in the \(\mathfrak{sl}(2)\) case

We can check unitarity of the \(R\)-matrices we have derived in section 4 for the \(P\), \(S\) and \(R\) modules. The unitarity condition on states reads
\[
R_{21} (u_2 - u_1) R (u_1 - u_2) = \mathbb{1},
\]
where
\[
R_{21}(x) = PR(x)P \quad (C.2)
\]
and \(P\) is the permutation matrix implementing the permutation on states: \(P |a\rangle \otimes |b\rangle = |b\rangle \otimes |a\rangle\).

It is straightforward to see that, for all three modules \(P\), \(S\) and \(R\), the permutation on highest weight states simply acts
\[
P |\text{hw}\rangle_j = (-)^j |\text{hw}\rangle_j \quad (C.3)
\]
(one can simply change variable \(q \rightarrow j - q\) in the summation in all three cases). Since the \(R\)-matrix acts diagonally on highest weight states, namely
\[
R |\text{hw}\rangle_j = R_j |\text{hw}\rangle_j \quad (C.4)
\]
one deduces that unitarity implies
\[
R_j (u_1 - u_2) R_j (u_2 - u_1) = 1 \quad \forall j, \quad (C.5)
\]
which is indeed satisfied in all three modules, see (4.11), (4.14) and (4.16).

We now assume that all other states in the tensor product of two modules can be obtained by acting with the \(\mathfrak{sl}(2)\) tensor product raising generator \(\Delta(e) = e \otimes 1 + 1 \otimes e\) on highest weight states. If this is the case, then, since one simultaneously has that
\[
\Delta^{op} (e) R = \Delta(e) R = R \Delta(e), \quad \Delta(e) P = P \Delta(e), \quad (C.6)
\]
one concludes that unitarity on highest weight states implies unitarity on all states. In fact (denoting again \(\delta u = u_1 - u_2\))
\[
PR(-\delta u)PR(\delta u)\Delta(e) |\text{hw}\rangle_j = \Delta(e) PR(-\delta u)PR(\delta u) |\text{hw}\rangle_j = \Delta(e) |\text{hw}\rangle_j, \quad (C.7)
\]
since having \(-\delta u\) instead of \(\delta u\) makes no difference when it comes to \(\Delta(e) R = R \Delta(e)\).

Let us also comments on the physical unitarity of the \(R\)-matrices of section 4. This is a reality condition taking the form \(5\)
\[
R^\dagger (u_1 - u_2) R(u_1 - u_2) = \mathbb{1}.
\]  
(C.8)

The \(R\)-matrix in the \(P\) module is given in equation (4.11) by
\[
R(u_1 - u_2) = \sum_{j=0}^{\infty} R_j(u_1 - u_2) \Pi_j,
\]

where \(\Pi_j\) is a projector onto the \(j\)th representation in the decomposition of \(P \otimes P\) in equation (2.34). As shown in section 4, the same expression holds in the \(R\) and \(S\) modules provided we substitute in the relevant projectors. Since the projectors are self-adjoint, the physical unitarity condition (C.8) requires the coefficients of the \(R\)-matrices to satisfy
\[
1 = R_j(u_1 - u_2)^\dagger R_j(u_1 - u_2) = \prod_{k=1}^{j-1} \frac{u_1 - u_2 + k}{u_1 - u_2 - k} \prod_{k=1}^{j-1} \frac{u_1^\star - u_2^\star + k}{u_1^\star - u_2^\star - k}.
\]  
(C.9)

This is true provided the spectral parameters \(u_1\) and \(u_2\) are purely imaginary, which is consistent with \(u_i\) being relate to the parameter \(\mu_i\) appearing in the Bethe equations of section 8 by \(u_i = -i\mu_i\).

**D Universal \(R\)-matrix calculations for \(\mathfrak{sl}(2|1)\)**

In this appendix, we calculate the action of the universal \(R\)-matrix (5.20) on the chiral \(\mathfrak{sl}(2|1)\) module (3.18).

**D.1 The factor \(R_H\)**

Let us start by computing the factor \(R_H\), following [59]. For example, consider the Drinfeld current \(H^+_i(t)\), taken in the first factor of the tensor product, acting on a bosonic state \(|\phi_{n_1}\rangle\). It will act diagonally, with an eigenvalue which can be re-expressed as a power series in \(t\) as follows:
\[
\frac{d}{dt} \log H^+_i(t) |\phi_{n_1}\rangle = \sum_{m=1}^{\infty} \left(-\alpha_1^m - \alpha_2^m + \alpha_3^m + \alpha_4^m\right) t^{m-1} |\phi_{n_1}\rangle
\]  
(D.1)

with
\[
\alpha_1 = u_1 + n_1 + \frac{1}{4} + s_1, \quad \alpha_2 = u_1 + n_1 - \frac{3}{4} + s_1, \quad \alpha_3 = u_1 - \frac{3}{4} + s_1, \quad \alpha_4 = u_1 + \frac{1}{4} - s_1.
\]  
(D.2)

where \(u_1\) is the Yangian evaluation parameter appearing in (3.18). There are four of these actions, corresponding to \(H^+_i(t), i = 1, 2\) acting on bosons and fermions, respectively.

---

\(^{38}\)The operation \(\dagger\) is the adjoint operator in the \(R\) module. The \(P\) and \(S\) modules are not unitary and there is no adjoint operator compatible with the Lie algebra. In these cases \(\dagger\), which sends \(a \rightarrow a^\dagger\) and \(a \rightarrow a^\dagger\) is still an operator on the vector space on which the Lie algebra acts; it ensures positivity of the inner product and is the \(s \rightarrow 0\) limit of the adjoint operator for a \(s\) module. These properties make it a sensible choice for an adjoint operator for \(S\) and \(P\) modules.
We remind that we have again four combinations in the second factor of the tensor product, corresponding to a shift \( q \) to be fixed below. This is re-expressed as

\[
\log H_1^-(v + q) | \phi_{n_2} \rangle = K(q) + \sum_{m=1}^{\infty} \left( \beta_1(q)^{-m} + \beta_2(q)^{-m} - \beta_3(q)^{-m} - \beta_4(q)^{-m} \right) \frac{\gamma_m}{m} | \phi_{n_2} \rangle
\]

with

\[
\beta_1(q) = u_2 + n_2 - q - \frac{3}{4} + s_2, \quad \beta_2(q) = u_2 + n_2 - q + \frac{1}{4} + s_2
\]
\[
\beta_3(q) = u_2 - q - \frac{1}{4} - s_2, \quad \beta_4(q) = u_2 - q - \frac{3}{4} + s_2,
\]

\[
K(q) = \log \left[ \frac{(-3 + 4n_2 - 4q + 4s_2 + 4u_2)(1 + 4n_2 - 4q + 4s_2 - 4u_2)}{(3 + 4q - 4s_2 - 4u_2)} \right].
\]

We have again four combinations in the second factor of the tensor product, corresponding to \( H_1^-(v + q) \), \( j = 1, 2 \) acting on bosons and fermions, respectively. Let us compute another one of these contributions for future convenience, for instance the Drinfeld current \( H_2^-(v + q) \) on a boson, for a corresponding \( q \) to be fixed below. This is re-expressed as

\[
\log H_2(v + q) | \phi_{n_2} \rangle = \tilde{K}(q) + \sum_{m=1}^{\infty} \left( -\gamma_1(q)^{-m} + \gamma_2(q)^{-m} \right) \frac{\gamma_m}{m} | \phi_{n_2} \rangle
\]

with

\[
\gamma_1(q) = u_2 - q - \frac{1}{4} + s_2, \quad \gamma_2(q) = u_2 + n_2 - q - \frac{1}{4} + s_2,
\]

\[
\tilde{K}(q) = \log \left[ 1 + \frac{4n_2}{(-1 + 4q + 4s_2 + 4u_2)} \right].
\]

The shift \( q \) depends on how these contributions are paired up in \( R_H \) with the first factor via \( D_{ij}^{-1} \), which reads explicitly

\[
D_{ij}^{-1} = \begin{pmatrix}
0 & \frac{m}{1 + \frac{1}{T_{1/2} + T_{1/2}}} \\
\frac{m}{1 - \frac{1}{T_{1/2} - T_{1/2}}} & \frac{m}{1 + \frac{1}{T_{1/2} - T_{1/2}}}
\end{pmatrix}.
\]

We remind that \( T \) is the shift operator \( T f(v) = f(v + 1) \) defined in section 5.3.

We adopt the prescription of (4.2) and everywhere interpret

\[
\frac{1}{T_{1/2} - T_{-1/2}} = -\sum_{p=0}^{\infty} T^{p + \frac{1}{2}}.
\]

This means that, for instance, \( D_{12}^{-1} = -\sum_{p=0}^{\infty} T^{p + \frac{1}{2}} \), therefore there will be an additional sum over \( p \) in the exponent of \( R_H \) for the term \( i = 1, j = 2 \). In each term of the sum over \( p \) the factor \( H_1^-(v + q) \) will have \( q = p + \frac{1}{2} \). Considering that the exponential in \( R_H \) factorizes on individual contributions from the sum on \( i, j \), and taking into account (4.4), (D.1) and (D.5), we get a factor

\[
\exp \left\{ \text{Res}_{z=v} \left[ \frac{d}{dt} (\log H_1^+(t)) \otimes D_{12}^{-1} \log H_2^-(v) \right] \right\} | \phi_{n_1} \rangle \otimes | \phi_{n_2} \rangle = \]

\[
\frac{\Gamma(1 - n_2 + s_1 - s_2 + u_1 - u_2) \Gamma(n_1 + s_1 - s_2 + u_1 - u_2)}{\Gamma(1 - s_1 + s_2 - u_1 - u_2) \Gamma(1 + s_1 - s_2 + u_1 - u_2)} \times \]

\[
\frac{\Gamma[1 + n_1 + s_1 - s_2 + u_1 - u_2] \Gamma[1 - n_2 + s_1 - s_2 + u_1 - u_2]}{\Gamma[n_1 - n_2 + s_1 - s_2 + u_1 - u_2] \Gamma[1 + n_1 - n_2 + s_1 - s_2 + u_1 - u_2]} | \phi_{n_1} \rangle \otimes | \phi_{n_2} \rangle.
\]
Since $D_{11}^{-1} = 0$, we have only two more such factors ($i=2$, $j=1$ and $i=2$, $j=2$) acting on two bosons, to be computed similarly to the above. The overall product is

$$\prod_{i,j} \exp \left\{ \text{Res}_{t=v} \left[ \frac{d}{dt} \left( \log H_i^+(t) \right) \otimes D_{ij}^{-1} \log H_j^-(v) \right] \right\} |\phi_{n_1}\rangle \otimes |\phi_{n_2}\rangle =$$

$$\Gamma[1-n_2-s_1-s_2+u_1-u_2] \Gamma[1+n_1+s_1-s_2+u_1-u_2] \left[ \frac{n_2!}{(n_1+s_1-u_1)!} \right] \times$$

$$\Gamma[1-n_2+s_1-s_2+u_1-u_2] \Gamma[n_1-s_1-s_2+u_1-u_2] \left[ \frac{n_1!}{(1+n_1-s_1-u_1)!} \right]$$

$$\Gamma[1+n_1-n_2+s_1-s_2+u_1-u_2] \left[ \frac{n_1!}{(s_1+s_2-u_1-u_2)!} \right]$$

$$\left[ \phi_{n_1}\right] \otimes \left[ \phi_{n_2}\right]. \quad (D.10)$$

Similarly, one calculates the contribution of $R_M$ on states with one or two fermions.

### D.2 The root factors

In this section, we describe the computation of one of the root factors, the other ones being dealt with in a similar fashion. Let us focus our attention on $R_1$ acting on two bosons. We again closely follow appendix A.3 of [59]. One has, using (5.13),

$$\prod_{n \geq 0} \exp(-\xi_{0,n}^+ \otimes \xi_{-n-1}^-)|\phi_{n_1}\rangle \otimes |\phi_{n_2}\rangle = \sum_{m=0}^{n_2} B_m |\phi_{n_1+m}\rangle \otimes |\phi_{n_2-m}\rangle. \quad (D.11)$$

Let us define

$$\tilde{d} = \left( \frac{1}{4} + n_1 + s_1 + u_1 \right), \quad \tilde{c} = \left( -\frac{3}{4} + n_2 + s_2 + u_2 \right). \quad (D.12)$$

The term $B_m$ is built up out of $m$ copies of $-\xi_{0,n}^+ \otimes \xi_{1}^-$ acting on the state $|\phi_{n_1}\rangle \otimes |\phi_{n_2}\rangle$. One has

$$\xi_{k_m}^+ \cdots \xi_{k_2}^+ \xi_{k_1}^- |\phi_{n_1}\rangle = (-)^m \sqrt{\frac{(n_1+m)!(n_1+2s_1+m-1)!}{(n_1)!(n_1+s_1-1)!}} \tilde{d}^k \cdots (\tilde{d}+m-1)^{k_m} |\phi_{n_1+m}\rangle. \quad (D.13)$$

Similar expressions hold for the string of $m$ generators $\xi_{-n-1}^- \cdots \xi_{-k_1}^- |\phi_{n_2}\rangle = \sqrt{\frac{n_2!(n_2+2s_2-1)!}{(n_2-m)!(n_2+2s_2-m-1)!}} \tilde{c}^{-k-1} \cdots (\tilde{c}+m-1)^{-k_m} |\phi_{n_1-m}\rangle.$

From the ordered exponential (D.11) we have $k_{l} \leq k_{l-1}$. In case $k_l = k_{l+1}$, we pick up a combinatorial factor coming from the series of the exponential. We find, similarly to the $sl(2)$ case (B.9),

$$B_m = \sqrt{\frac{(n_1+m)!(n_1+2s_1+m-1)!n_2!(n_2+2s_2-1)!}{(n_1)!(n_1+s_1-1)!n_2!(n_2+2s_2-m-1)!}} \times$$

$$\prod_{k_{l} \leq \cdots \leq k_m} \frac{1}{N(\{k_1, \ldots, k_m\}) \tilde{c}^{k_{l+1}} \cdots (\tilde{c}+m-1)^{k_m}}.$$ 

$N$ is again a combinatorial factor which is defined as the order of the permutation group of the set $\{k_1, \ldots, k_m\}$. For example, $N(\{2, 1, 1\}) = \frac{1}{2}$ and $N(\{5, 4, 3, 2, 1, 1\}) = \frac{1}{3} \frac{1}{2} = \frac{1}{12}$. The sum evaluates at

$$B_m = (-)^m m! \sqrt{\frac{(n_1+m)!}{m} \left( \frac{n_1+2s_1+m-1}{m} \right) \left( \frac{n_2}{m} \right) \left( \frac{n_2+2s_2-1}{m} \right)} \prod_{p=0}^{m-1} \frac{1}{d-p+m-1}. \quad (D.12)$$

\[39\] In (D.7), we consistently interpret $D_{22}^{-1} = -\sum_{p=0}^{\infty} T^{p+1} - \sum_{p=0}^{\infty} T^p.$
In a similar fashion, one needs to compute the action of all six root factors in the universal R-matrix, and then repeat again the computation for the other three combinations of states (boson-fermion, fermion-boson and fermion-fermion). For the fermionic exponentials (i.e., involving fermionic roots) $R_2$ and $R_{1+2}$ and barred version, the calculation is made easier by the fact that fermionic generators square to zero, therefore only the linear term survives. For instance,

$$R_2 = \prod_{n \geq 0} \exp(-\xi_{2,n}^+ \otimes \xi_{2,-n-1}^-) = 1 \otimes 1 - \sum_{n \geq 0} \xi_{2,n}^+ \otimes \xi_{2,-n-1}^-.$$  \tag{D.14}

The sum is then performed easily by recalling that the $n$-dependence in the generators (5.18) is always of the form $a_n = \omega^k a$, for an appropriate $\omega$ linear function of $u$ and $s$. Therefore, one is systematically reduced to combinations like for instance the following:

$$\sum_{n \geq 0} \xi_{2,n}^+ \otimes \xi_{2,-n-1}^- |v_1 \rangle \otimes |v_2 \rangle = \frac{1}{\omega_2 - \omega_1} \xi_{2,0}^+ \otimes \xi_{2,0}^- |v_1 \rangle \otimes |v_2 \rangle. \tag{D.15}$$

When all these 24 blocks are ready, taking into account the corresponding formulas for $R_H$, one can compute the action of the universal R-matrix on arbitrary states. In the main text (see section 5.3.1) we focus on the highest weight states (5.13).

**E Jordan blocks in S and P module spin chains**

In this appendix we demonstrate explicitly the presence of non-trivial Jordan blocks in the operators $\rho(u)$ and $\tau(u)$ in homogeneous $P$ and $S$ module spin-chains. Since these operators preserve length and excitation number we will consider their action mostly on states of length $L = 3$ with three excitations. We have checked that longer states or states with more excitations have similar properties. In total there are ten states of length three with three excitations. Six of these states are descendants of states with fewer excitations, and the other four states are highest weight states. We will include in our discussion $R$ module spin chains as well since this will contrast the reducible and indecomposable cases.

The eigenvalues of the operator $\rho(u)$ in this sector are the same in all three $s = 0$ modules, namely $2u^3$, $2(u^3 - u)$ and $2(u^3 - 3u)$. The first two of these eigenvalues both have multiplicity three and correspond to the descendant states. The third eigenvalue has algebraic multiplicity four. However, as we will see below, in the $P$ and $S$ modules there only exists three corresponding eigenvectors. Hence the eigenvalues has geometric multiplicity three and the Jordan normal form of the operator is non-diagonal.
E.1 \( P \) module

We introduce the following base of states with \( L = 3 \) and containing three excitations:

\[
\begin{align*}
|\psi_1\rangle_P &= |300\rangle + |030\rangle + |003\rangle, \\
|\psi_2\rangle_P &= |300\rangle - |003\rangle, \\
|\psi_3\rangle_P &= |300\rangle - |030\rangle, \\
|\psi_4\rangle_P &= 2(|003\rangle + |030\rangle + |300\rangle) - (|012\rangle + |120\rangle + |201\rangle) - (|210\rangle + |102\rangle + |021\rangle), \\
|\psi_5\rangle_P &= (|003\rangle - 2|030\rangle + |300\rangle) + (|012\rangle - 2|201\rangle + |120\rangle) + (|210\rangle - 2|102\rangle + |021\rangle), \\
|\psi_6\rangle_P &= (|003\rangle - |300\rangle) + (|120\rangle + |210\rangle) - (|012\rangle + |021\rangle), \\
|\psi_{10}\rangle_P &= 3(|012\rangle - |021\rangle) - 3(|120\rangle - |210\rangle) - (|300\rangle - 2|030\rangle + |003\rangle), \\
|\psi_9\rangle_P &= (|012\rangle - |021\rangle) + (|120\rangle - |210\rangle) - 2(|201\rangle - |102\rangle) + 3|003\rangle, \\
|\psi_{10}\rangle_P &= 3(|012\rangle + |120\rangle + |201\rangle) + 3(|210\rangle + |102\rangle + |021\rangle) - 12|111\rangle - 2(|300\rangle + |030\rangle + |003\rangle).
\end{align*}
\]

The first nine state satisfies the equations

\[
\begin{align*}
(\rho_P - 2u^2) |\psi_k\rangle_P &= 0, \quad k = 1, 2, 3, \\
(\rho_P - 2(u^3 - u)) |\psi_k\rangle_P &= 0, \quad k = 4, 5, 6, \\
(\rho_P - 2(u^3 - 3u)) |\psi_k\rangle_P &= 0, \quad k = 7, 8, 9.
\end{align*}
\]

The state \( |\psi_{10}\rangle_P \) satisfies

\[
(\rho_P - 2(u^3 - 3u)) |\psi_{10}\rangle_P = 12i |\psi_7\rangle_P.
\]

Hence, \( |\psi_{10}\rangle_P \) is not an eigenstate of \( \rho_P(u) \). However, it does satisfy

\[
(\rho_P - 2(u^3 - 3u))(\rho_P - 2(u^3 - 3u)) |\psi_{10}\rangle_P = 12i(\rho_P - 2(u^3 - 3u)) |\psi_7\rangle_P = 0.
\]

This shows that the operator \( \rho_P(u) \) only has nine eigenvectors, while \( (\rho_P - 2(u^3 - 3u))^2 \) has ten and hence is completely diagonalisable in the sector we consider here. In other words, \( \rho_P(u) \) has a non-trivial Jordan normal form.

When we add more excitations we find that more eigenvectors are missing. For example, for \( L = 3 \) and five excitations there is a new eigenvalue \( 2(u^3 - 10u) \) with arithmetic multiplicity four, but with only three excitations. The same is true for larger \( L \) – with three excitations at \( L = 4 \) we find that the Jordan normal form of \( \rho_P(u) \) has three non-zero off-diagonal entries.

The \( \tau(0) \) operator. In the \( P \) module the operator \( \tau(0) \) acts on any state except \( |000\rangle \) as:

\[
\tau(0) |mnk\rangle = |mnk\rangle - |nkm\rangle + 0k(m+n) + |(n+k)0m\rangle + |n(k+m)0\rangle - |(m+n+k)00\rangle - |0(m+n+k)0\rangle - |00(m+n+k)\rangle.
\]

In particular we have

\[
\begin{align*}
\tau(0) |\psi_k\rangle_P &= 0, \quad k = 1, 2, 3, \\
\tau(0) |\psi_k\rangle_P &= 2 |\psi_k\rangle_P, \quad k = 4, 5, 6, \\
\tau(0) |\psi_k\rangle_P &= 0, \quad k = 7, 8, 9,
\end{align*}
\]

\[\footnote{When acting with \( \tau(0) \) on \( |000\rangle \) there is a contribution from all states appearing in the trace, which leads to an infinite sum that needs to be regularized.}\]

71
and

\[ \tau(0) |\psi_{10}\rangle_P = -6 |\psi_1\rangle_P. \]  

(E.7)

Hence \( \tau(0) \) has the same non-trivial Jordan normal form as \( \rho_P(u) \).

E.2 \( S \) module

The action of \( \rho_S(u) \) on simple state of the \( S \) module is very similar to the case of the \( P \) module above. In this case we find the eigenvectors\(^{41}\)

\[
|\psi_1\rangle_S = + \frac{1}{18} \left( |(300) + |030) + |003\rangle \right) + 3(|012) + |120) + |201\rangle \\
+ 3(|021) + |210) + |102\rangle + 6|111\rangle, \\
|\psi_2\rangle_S = + \frac{1}{18} \left( |(2|300) - |030) - |003\rangle \right) - 3(|012) - |210) + |021) - |201\rangle, \\
|\psi_3\rangle_S = + \frac{1}{18} \left( |(300) + |030) - 2|003\rangle \right) + 3(|120) - |102) + |210) - |120\rangle, \\
|\psi_4\rangle_S = - \frac{1}{12} \left( |012) + |021) + |102) + 3|111\rangle + |120) + |201) + |210\rangle \), \\
|\psi_5\rangle_S = + \frac{1}{24} \left( |012) + |021) - 2|201) - 2|102) + |120) + |210\rangle \), \\
|\psi_6\rangle_S = - \frac{1}{8} \left( |(012) + |021) - |120) + |210\rangle \), \\
|\psi_7\rangle_S = + \frac{1}{12} \left( |(012) - |021) - |120) - |210\rangle \), \\
|\psi_8\rangle_S = + \frac{1}{24} \left( |(012) - |021) + |120) - |210) - 2|201) - |102\rangle \), \\
|\psi_9\rangle_S = + \frac{1}{24} \left( |(012) + |120) + |201) - |210) + |102) + |021\rangle \), \\
|\psi_{10}\rangle_S = - \frac{1}{12} \left( |111\rangle, \\
\]

which satisfy

\[
(\rho_S - 2u^3) |\psi_k\rangle_S = 0, \quad k = 1, 2, 3, \\
(\rho_S - 2(u^3 - u)) |\psi_k\rangle_S = 0, \quad k = 4, 5, 6, \\
(\rho_S - 2(u^3 - 3u)) |\psi_k\rangle_S = 0, \quad k = 8, 9, 10, \\
(\rho_S - 2(u^3 - 3u)) |\psi_1\rangle_S = 12i |\psi_{10}\rangle_S.
\]

(E.9)

Again we find that \( \rho_S(u) \) cannot be fully diagonalized.

The action of \( \tau(0) \) in the \( S \) module is a bit more complicated. However, from the relation between the \( P \) and \( S \) modules under the adjoint operation \( a \to a^\dagger \), we see the \( \tau(0) \) in the \( S \) module has a non-trivial Jordan normal form when acting to the left – the corresponding generalized eigenstates are the states \( \rho \langle \psi_k | \) whose coefficients were given above.

\(^{41}\)The states \( |\psi_k\rangle_S \) are chosen so that \( S \langle \psi_k | \psi_m\rangle_P = \delta_{km} \), where the conjugate states are given by the adjoint action \( a \to a^\dagger \). Under this action the \( P \) and \( S \) modules are exchanged. Hence the conjugate of the generalized eigenvectors of the operator \( \rho_S \) when acting to the right are generalized eigenvectors of the left action of \( \rho_P \).
E.3  \( R \) module

As a base for the three-excitation \( L = 3 \) states of the \( R \) module we use

\[
\begin{align*}
|\psi_1\rangle_R &= |003\rangle, \\
|\psi_2\rangle_R &= |030\rangle, \\
|\psi_3\rangle_R &= |300\rangle, \\
|\psi_4\rangle_R &= |012\rangle + |021\rangle, \\
|\psi_5\rangle_R &= |102\rangle + |201\rangle, \\
|\psi_6\rangle_R &= |120\rangle + |210\rangle, \\
|\psi_7\rangle_R &= |111\rangle, \\
|\psi_8\rangle_R &= |012\rangle - |021\rangle, \\
|\psi_9\rangle_R &= |102\rangle - |201\rangle, \\
|\psi_{10}\rangle_R &= |120\rangle - |210\rangle.
\end{align*}
\] (E.10)

These states satisfy

\[
(\rho_R - 2u^3) |\psi_k\rangle_R = 0, \quad k = 1, 2, 3,
\]

\[
(\rho_R - 2(u^3 - u)) |\psi_k\rangle_R = 0, \quad k = 4, 5, 6,
\]

\[
(\rho_R - 2(u^3 - 3u)) |\psi_k\rangle_R = 0, \quad k = 7, 8, 9, 10,
\]

which shows that \( \rho_R(u) \) in this sector is completely diagonalizable. In the \( R \) module, \( \rho_R(u) \) is Hermitian under the adjoint action acting on the oscillators \( a \rightarrow a^\dagger \), and hence has a complete basis of eigenvectors.

F  Some comments on \( P \) and \( S \) module integrable spin-chains

In this appendix we collect some formulae relating to homogeneous spin-chains with sites in the \( P \) and \( S \) representations. Despite having some peculiar properties discussed in section 7.1, one may calculate many quantities in these chains, precisely because the \( R \)-matrix is explicitly known. Indeed the \( P \) module homogeneous spin-chain is well known in the QCD literature [63, 73]. In the first subsection below we discuss the application of the ABA to the \( S \) module spin-chain. In the second subsection we present an example of an explicit calculation of the transfer matrix on specific states in the \( P \) module.

In this appendix we wanted to illustrate that \( P \) and \( S \) module spin-chains can be investigated quite explicitly using for example the projection operators we presented in appendix G or ABA techniques, but that these spin-chains do have some unusual properties which deserve further study.

F.1  The ABA for the \( S \) module

The \( S \) module is similar to the \( R \) module, in that it has two highest weight states, the lower one of which generates the whole module. We can therefore try to apply the ABA directly, like we did in section 8.2 for the \( R \) module case. Since the basic formulas are expressed in terms of the \( sl(2) \) generators and their eigenvalues, they take the same form for the \( S \) and \( R \) modules. In particular we consider a Lax operator \( \tilde{L}(\mu) \) that is given by

\[
\tilde{L}_k(\mu) = L_k(\mu) + \ell(\mu)\Pi_k^0,
\]

and a corresponding transfer matrix \( \tilde{\rho}(\mu) = A(\mu) + D(\mu) \), as well as raising and lowering operators \( B(\mu) \) and \( C(\mu) \).
The resulting Bethe equations take the same form as in (8.28),

\[
\left( \frac{\mu - i}{\mu + i} \right)^{\hat{n}} = \prod_{k \neq j} \frac{\mu_j - \mu_k + i}{\mu_j - \mu_k - i}.
\] (F.2)

However, there is an important difference in the spectrum obtained in the R and S modules. To see this, let us consider the case of a spin-chain with three sites, \( J = 3 \), and a groundstate containing one singlet, so that \( n = 1 \) and \( \hat{n} = 2 \). For concreteness we will take this groundstate to be \(|011\rangle\). We now add a single excitation to this site. The Bethe equation (F.2) have a single solution for \( \hat{n} = 2 \) and \( K = 1 \), sitting at \( \mu = 0 \). To obtain the corresponding eigenstates we act with the raising operator \( B_0(\mu = 0) \). In the R module this gives

\[
B_R(0) |011\rangle = \ell(\mu) \left( |012\rangle - |021\rangle \right),
\] (F.3)

while we for the S module get

\[
B_S(0) |011\rangle = i |111\rangle - \ell(\mu) \left( |012\rangle - |021\rangle \right).
\] (F.4)

Hence the regularizing factor \( \ell(\mu) \) only appears as an overall normalization in the R module. After adjusting the normalization of the excited state, we can therefore set \( \ell(\mu) = 0 \) to obtain the spectrum of the original Lax operator.

However, in the S module, the obtained spectrum actually depends on \( \ell(\mu) \). In particular, if we set \( \ell(\mu) = 0 \) in the above state we obtain the state \(|111\rangle\). But this is one of the groundstates of the model, and not an excited state. Hence, the spectrum of the regularized Lax operator does not fully describe the spectrum of the original operator in the S module.

### F.2 The monodromy matrix for the P module

In this subsection we will show that, using the projection operators defined in appendix G, one can compute the monodromy matrix for \( P \) module spin-chain. Since the monodromy matrix is one of the key ingredients of an integrable spin-chain, this calculation demonstrates that the \( P \) module spin chain is a sensible integrable system, though with some unconventional properties. We consider the action of the monodromy matrix on simple states of length 2 with \( n \) excitations at either the first or second site

\[
|n, 0\rangle_{12}, \quad \text{and} \quad |0, n\rangle_{12},
\] (F.5)

and we will evaluate the monodromy matrix \( \tau(u) \) on these to establish whether they are degenerate. Throughout this subsection we will always take \( n > 0 \). From a representation-theory point of view it is natural to expect the following linear combinations to be eigenstates of \( \tau(u) \)

\[
|n^+\rangle_{12} \equiv |n, 0\rangle_{12} \pm |0, n\rangle_{12}.
\] (F.6)

It is easy to see, using, for example, the projectors we have constructed previously, that \( |n^+\rangle_{12} \) belongs to the \( P \) module and \( |n^-\rangle_{12} \) belongs to the \(-1\) module in the decomposition of \( P \otimes P \) given in equation (2.34).

#### F.2.1 The \( |n, 0\rangle_{12} \) state

We wish to compute

\[
\tau(u) |n, 0\rangle_{12} = \text{tr}_0(R_{01}(u)R_{02}(u)) |n, 0\rangle_{12} = \sum_{m=0}^{\infty} \frac{1}{m!} \langle m | R_{01}(u)R_{02}(u) | m, n, 0 \rangle_{012}.
\] (F.7)
The R-matrix can be expressed as a sum of projectors

\[ R_{ij}(u) = R^p(u) \sum_{k=0}^{\infty} |e_k^p\rangle_{ij} \langle e_k^p| + \sum_{l=1}^{\infty} R^l(u) \sum_{k=0}^{\infty} |e_{k-1}^l\rangle_{ij} \langle e_{k-1}^l| , \]  

(8.8)

with explicit expressions for the projectors given in section G.1.1, and the \( u \) dependent coefficients can be read off from the universal \( sl(2) \) R-matrix evaluated on highest weight states with \( J = 0, -1, -2, \ldots \)

\[ R^l(u) = \frac{\Gamma(iu)\Gamma(iu+1)}{\Gamma(iu+1)\Gamma(iu-l+1)}, \]  

(9.9)

and \( R^p(u) = 1 \),

where \( l = 1, 2, \ldots \) and we have set the overall normalisation of the R-matrix \( f(u) = 1 \), since it will not play a role in the discussion here. Notice in particular that after some rescalings of \( u \) this is the same as the \( \alpha \to 0 \) limit of the homogeneous part of the R-matrix proposed in [32], and also that \( R_p(u) \equiv 1 \equiv R^1(u) \), as is the case in [32].

For notational convenience let us define

\[ \tau_m^{(n,0)}(u) \equiv \frac{1}{m!} 0\langle m| R_{01}(u) R_{02}(u) |m,n,0\rangle_{012}. \]  

(10.10)

For \( m = 0 \) we have

\[ \tau_0^{(n,0)}(u) = 0\langle 0| R_{01}(u) R_{02}(u) |0,n,0\rangle_{012} = |n,0\rangle_{12}. \]  

(11.11)

In doing this computation it is useful to note that states of the form \( |k,0\rangle_{ij} \) (for any \( k > 0 \) are only found in the \( P \) and \( -1 \) modules in the decomposition (2.34) and since \( 1 = R^p(u) = R^1(u) \) we have for example

\[ R_{ij}(u) |k,0\rangle_{ij} = |k,0\rangle_{ij}. \]  

(12.12)

Let us now evaluate the \( m > 0 \) contributions

\[ m! \tau_m^{(n,0)}(u) & = 0\langle m| R_{01}(u) R_{02}(u) |m,n,0\rangle_{012} \\
& = 0\langle m| R_{01}(u) \left[ R^p(u) \sum_{k=0}^{\infty} |e_k^p\rangle_{02} \langle e_k^p| + \sum_{l=1}^{\infty} R^l(u) \sum_{k=0}^{\infty} |e_{k-1}^l\rangle_{02} \langle e_{k-1}^l| \right] |m,n,0\rangle_{012} \\
& = 0\langle m| R_{01}(u) \left[ R^p(u) \sum_{k=1}^{\infty} \nu_{1,k} (-1)^k |k,0\rangle_{02} + |0,k\rangle_{02} \right] + R^1(u) \sum_{k=0}^{\infty} k!\nu_{1,k} (-1)^k |k+1,0\rangle_{02} - |0,k+1\rangle_{02} |m,n,0\rangle_{012} \\
& = \sum_{l=2}^{\infty} R^l(u) \sum_{k=0}^{\infty} 0\langle m| e_k^{-1}\rangle_{01} 0\langle l| e_k^{-1}|m,n,0\rangle_{012}. \]  

(13.13)

Let us evaluate the two matrix elements on the line above. Remembering that \( l = 2, 3, \ldots \), one of the matrix element gives

\[ 0\langle e_k^{-1}| m,n,0\rangle_{012} = v_{l,k} \sum_{u=1}^{l-1} \frac{u(u-l)}{l!} (-1)^{k+l-u} \binom{l}{u} \binom{k}{t} 0\langle u+t,l+k-u-t|m,n,0\rangle_{012} \\
= v_{l,k} m! \cdot \delta_{n+m,l+k} \sum_{u=1}^{l-1} \frac{u(u-l)}{l!} (-1)^{k+l-u} \binom{l}{u} \binom{k}{m-u} 0\langle 0\rangle_{2}. \]  

(14.14)
This sum can be expressed in terms of regularized hypergeometric functions \(_3F_2\). Above, we use the
generalized convention for binomial coefficients which extends the conventional to negative and zero
values as follows

\[
\binom{0}{k} = \delta_{0,k}, \quad \text{for } k \in \mathbb{Z}
\]
\[
\binom{r}{u} = 0, \quad \text{for } r \in \mathbb{N} \text{ and } u \in \mathbb{Z}, \ u < 0.
\] (F.15)

Next, we turn to the other matrix element. We will evaluate the other matrix element in the case where
\(m + n = k + l\), as required by the delta function on the last line of equation (F.14). After some algebra
one finds

\[
0 \langle m | e^{-(l_n-l_m)} | 0 \rangle = m! \left[ \sum_{k=1}^{l} \binom{m+n-l}{m-s} \binom{l}{s} (-1)^{l+s} (s)^{(m-s)} (l-s)^{(n-l+s)} \right] |n\rangle
\] (F.16)

Above we have used the Pochhammer symbol

\[
(s)^{(r)} \equiv s(s+1)\ldots(s+r-1) = \frac{\Gamma(r+s)}{\Gamma(s)}. \] (F.17)

We can now insert the expressions we found for the two matrix elements back into equation (F.13)

\[
\sum_{l=2}^{\infty} R^l(u) \sum_{k=0}^{\infty} 0 \langle m | e^{-(l_n-l_m)} | 0 \rangle \langle e^{-1}_k | m, n, 0 \rangle \langle 0 | 0 \rangle
= m! n! \left[ \sum_{l=2}^{m+n} R^l(u) \nu_{l,m+n-l} \left[ \sum_{s=1}^{l} \binom{m+n-l}{m-s} \binom{l}{s} (-1)^{l+s} (s)^{(m-s)} (l-s)^{(n-l+s)} \right] \right.
\times \left[ \sum_{u=1}^{l-1} \frac{u(l-u)}{l!} (-1)^{m+n-u} \binom{l}{u} \binom{m+n-l}{m-u} \right] |n, 0\rangle.
\] (F.18)
Finally, we can then write the complete action of the monodromy matrix on the state $|n,0\rangle_{12}$

$$\tau(u) |n,0\rangle_{12} = \sum_{m=0}^{\infty} \tau_m^{(n,0)}(u)$$

$$= \left( 1 + n! \sum_{m=1}^{\infty} m! \sum_{l=2}^{m+n} R^l(u)^{s_1,s_2,s_3} \right)$$

$$\times \left[ \frac{1}{l!} \left( \frac{m+n-l}{m-s} \right) \left( \frac{l}{s} \right) (-1)^{l+s}(s)(l-s)(m-s) \right]$$

$$\times \sum_{u=1}^{l-1} \frac{u(l-u)}{l!} \left( \frac{l}{u} \right)^2 \left( \frac{m+n-l}{m-u} \right) |n,0\rangle_{12} .$$

(F.19)

Above, the regularized hypergeometric function $FR$ is generically defined (typically) in terms of the ordinary hypergeometric function $F$ as

$$3FR_2(a_1,a_2,a_3; b_1,b_2; \tau) = \frac{I(a_1,a_2,a_3; b_1,b_2; \tau)}{I(b_1)I(b_2)} ,$$

(F.20)

but is better behaved than the right-hand side when some of the arguments are zero or negative integers. The sum over $m$ above is finite, showing that, at least on such states, the monodromy matrix is a well-behaved object. Secondly, we see that the state $|n,0\rangle_{12}$ does not mix with other states and is an eigenvector of the monodromy matrix $\tau(u)$. A similar calculation yields

$$\tau(u) |0,n\rangle_{12} = \sum_{m=0}^{\infty} \tau_m^{(0,n)}(u)$$

$$= \left( 1 + n! \sum_{m=1}^{\infty} m! \sum_{l=2}^{m+n} R^l(u)^{s_1,s_2,s_3} \right)$$

$$\times \left[ \frac{1}{l!} \left( \frac{m+n-l}{m-s} \right) \left( \frac{l}{s} \right) (-1)^{l+s}(s)(l-s)(m-s) \right]$$

$$\times \sum_{u=1}^{l-1} \frac{u(l-u)}{l!} \left( \frac{l}{u} \right)^2 \left( \frac{m+n-l}{m-u} \right) |0,n\rangle_{12} .$$

(F.21)

G Projectors for tensor products of $s = 0$ $\mathfrak{sl}(2)$ representations

In this section we collect some results on projection operators relevant to our spin-chains. As we have discussed in section 2 there are three inequivalent $\mathfrak{sl}(2)$ representations at $s = 0$. We will construct them using an oscillator basis

$$[a,a^\dagger] = 1 ,$$

(G.1)
and the Hilbert space whose orthogonal basis is given by
\[ |n\rangle \equiv a^{|n|} |0\rangle, \quad n = 0, 1, 2, 3 \ldots, \] (G.2)
together with the inner product
\[ \langle n|m\rangle \equiv \delta_{n,m} m! . \] (G.3)

The \( \mathfrak{sl}(2) \) representations are given explicitly in equations (2.20), (2.24) and (2.40). The \( R \) representation is a reducible representation which is a direct sum of an \( s = 0 \) and \( s = -1 \) representation, there are two highest weight states: \( |0\rangle \) and \( |1\rangle \), which respectively generate the \( s = 0 \) (trivial) and \( s = -1 \) modules by the action of \( R^- \)
\[ R^- |0\rangle = 0 , \quad (R^-)^n |1\rangle = \sqrt{n!} |n + 1\rangle . \] (G.4)

The \( P \) representation contains an indecomposable \( s = 0 \) (trivial) sub-representation; the \( P \) representation has a single highest weight state \( |0\rangle \) which generates the trivial sub-representation; all other states in the \( P \) representation are generated by acting with \( P^- \) on the state \( |1\rangle \)
\[ P^- |0\rangle = 0 , \quad (P^-)^n |1\rangle = n! |n + 1\rangle . \] (G.5)

The \( S \) representation has two highest weight states \( |0\rangle \) and \( |1\rangle \), and the whole module can be generated by acting on \( |0\rangle \) with \( S^- \)
\[ (S^-)^n |0\rangle = (-1)^n |n\rangle . \] (G.6)

### G.1 Projectors onto irreps of \( P \otimes P \), \( S \otimes S \) and \( R \otimes R \) representations

A central ingredient of the integrability machinery is played by projectors onto irreps in the tensor product of the \( s = 0 \) irreps \( P \), \( R \) and \( S \). The decomposition of these tensor products is given in equations (2.24), (2.30) and (2.40). The highest weight states of the irreps in these decompositions are mostly given in equations (2.35), (2.39) and (2.42), as well as equations near these for some simple special cases. In this subsection we construct the projectors onto these irreps. As discussed in section 2.3 the tensor product representations decompose into direct sums, as a result finding orthonormal projectors is straightforward given that the vector-space underlying the modules has a positive-definite inner product given in equation (G.3). Recall that for a vector space \( V \cong V_1 \oplus V_2 \), an orthonormal basis of \( V \) can be found which is of the form
\[ V \cong \text{span} \left\{ |e_i^{V_1}\rangle \right\} \oplus \text{span} \left\{ |f_j^{V_2}\rangle \right\}, \] (G.7)
where the \( e_i^{V_1} \) and \( f_j^{V_2} \) form a basis of \( V_1 \) and \( V_2 \), respectively. In that case the projector onto \( V_1 \) takes the form
\[ P^{V_1} \equiv \sum_i |e_i^{V_1}\rangle \langle e_i^{V_1}| . \] (G.8)

The bra \( \langle e_i^{V_1}| \) is defined as the state in the dual vector space which satisfies
\[ \langle e_i^{V_1}| e_{i_2}^{V_1} \rangle = \delta_{i,i_2} , \quad \text{and} \quad \langle e_i^{V_1}| f_{j}^{V_2} \rangle = 0 . \] (G.9)

From this we see that we can use the results of the previous subsection to write down the states \( |e_i^{V_1}\rangle \).

To find the projectors onto the various irreps we will then need to find the states \( \langle e_i^{V_1}| \) which satisfy the above orthonormality relations. We proceed to do this for our different \( s = 0 \) modules presently. This procedure amounts to working out the relevant Clebsch-Gordan coefficients.
G.1.1 Projectors onto irreps of $P \otimes P$

Let us construct the basis vectors $\ket{\psi_k^l}$ for the irreps on the right-hand side of equation (2.34). For the $P$ module we have

$$\{ \ket{e_k^l} \} \equiv \{ \ket{0}_1 \otimes \ket{0}_2, \ket{k}_1 \otimes \ket{0}_2 + \ket{0}_1 \otimes \ket{k}_2 \}, \tag{G.10}$$

where $k = 1, 2, \ldots$. Above we have used

$$(P_1^- + P_2^-)^k (|l\rangle \otimes |0\rangle + |0\rangle \otimes |l\rangle) = k! (|k+1\rangle \otimes |0\rangle + |0\rangle \otimes |k+1\rangle). \tag{G.11}$$

For the $-1$ modules on the right-hand side of equation (2.34) the basis vectors are

$$\{ \ket{e_{-1}^l} \} \equiv \{ (P_1^- + P_2^-)^k (a_1^l - a_2^l)^l \ket{0}_1 \otimes \ket{0}_2 \}, \tag{G.12}$$

where $k = 0, 1, 2, \ldots$ and $l = 1, 2, 3, \ldots$. It is in principle possible to obtain an explicit expression for the states $\ket{e_{-1}^l}$ for $l > 1$

$$\sum_{r=0}^{l} \sum_{s=0}^{k} \frac{k! (r+s-1)! (k+l-r-s-1)! s!(l-s)!}{r! s! (k-r)! (l-s)!} a_1^r a_2^s a_2^{l-r-s} \ket{0}_1 \otimes \ket{0}_2. \tag{G.13}$$

When $l = 1$ the expression simplifies dramatically to

$$\{ \ket{e_{-1}^1} \} \equiv \{ k! (a_1^{k+1} - a_2^{k+1}) \ket{0}_1 \otimes \ket{0}_2 \}, \tag{G.14}$$

where $k = 0, 1, 2, \ldots$. In any case we have now found all the $\ket{e_{-1}^l}$ states.

To define the projection operator we now need to find the $\bra{\psi_k^l}$ states. Up to normalisation, these are given by

$$\{ \bra{\psi_k^l} \} \equiv \{ \bra{0}_1 \otimes \bra{0}_2 \nu_{P,k} (P_1^+ + P_2^+)^k \}, \tag{G.15}$$

where $k = 0, 1, 2, \ldots$,

$$\{ \bra{\psi_{-1}^l} \} \equiv \{ \bra{0}_1 \otimes \bra{0}_2 \nu_{1,k} (a_1 - a_2) (P_1^+ + P_2^+)^k \}, \tag{G.16}$$

where $k = 0, 1, 2, \ldots$, and

$$\{ \bra{\psi_{-n}^l} \} \equiv \{ \bra{0}_1 \otimes \bra{0}_2 \nu_{n,k} \sum_{l=0}^{n-1} \frac{n! (n-l)!}{l! (n-l)!^2} a_1^{l} (-a_2)^{n-l} (P_1^+ + P_2^+)^k \}, \tag{G.17}$$

where $k = 0, 1, 2, \ldots$ and $n = 2, 3, \ldots$. Above, the $\nu_{n,k}$ and $\nu_{P,k}$ are normalisation constants. One can check that for $k = 0$ all of the above states are annihilated by $P_1^- + P_2^-$ and so are highest weight “bra” states.\(^\text{42}\) This observation ensures the orthogonality relations, and all that remains to be done is find the normalisations $\nu_{n,k}$. These are given by

$$\nu_{P,0} = 1, \tag{G.18}$$

$$\nu_{P,k} = \frac{(-1)^k}{2k!} \quad \text{for } k = 1, 2, \ldots, \tag{G.19}$$

$$\nu_{1,k} = \frac{(-1)^k}{2(k+1)!} \tag{G.20}$$

$$\nu_{n,k} = \frac{(-1)^k (n-1)!^2 (2n-1)}{n(n-1)!^2 (k+2n-1)!}, \quad \text{for } n = 2, 3, \ldots. \tag{G.21}$$

\(^{42}\) These highest weight states are basically the same as the highest weight “ket” states for the $S$ module, after swapping all $a_1^l$ operators with $a$ operators, and the ket vacuum for the bra vacuum. This really just follows from the fact that if we define $(a_1^l)^\dagger = a$ the $S$ and $P$ modules are conjugate to each other.
G.1.2 Projectors onto irreps of $S \otimes S$

Let us construct the basis vectors $| e_i^V \rangle$ for the irreps on the right-hand side of equation (2.36). For the $S$ module we have
\[
\{ | e_i^S \rangle \} \equiv \left\{ (S_1^+ + S_2^+)^k | 0 \rangle_1 \otimes | 0 \rangle_2 \right\},
\]
where $k = 0, 1, 2, \ldots$. The $-1$ module gives
\[
\{ | e_i^{-1} \rangle \} \equiv \left\{ (S_1^- + S_2^-)^k (a_1^- a_2^-) | 0 \rangle_1 \otimes | 0 \rangle_2 \right\},
\]
where $k = 0, 1, 2, \ldots$. The remaining modules are given by
\[
\{ | e_i^{-n} \rangle \} \equiv \left\{ (S_1^+ + S_2^+)^k \sum_{l=1}^{n-1} \frac{n! (a_1^+)^l (-a_2^+)^{n-l}}{l! (l-1)! (n-l)! (n-l-1)!} | 0 \rangle_1 \otimes | 0 \rangle_2 \right\},
\]
for $n = 2, 3, \ldots$ and $k = 0, 1, 2, \ldots$. At this stage we will not bother writing out explicit expressions in terms of creation operators for the above; this can be done easily, though the expressions are again somewhat lengthy.

To define the projection operator we now need to find the $\langle e_i^V |$ states. Up to normalisation, these are given by
\[
\{ \langle e_i^S | \} \equiv \{ 1 | 0 \rangle \otimes z | 0 \rangle \langle 0 | \otimes z(a_k | 0 \rangle + 1 | 0 \rangle \otimes z(k | 0 \rangle) \langle 0 | v_{S,k} \},
\]
where $k = 1, 2, \ldots$, and
\[
\{ \langle e_i^{-1} | \} \equiv \{ 1 | 0 \rangle \otimes z | 0 \rangle v_{i,k} (a_1 - a_2)^l (S_1^+ + S_2^+)^k \},
\]
where $l = 1, 2, \ldots$ and $k = 0, 1, 2, \ldots$.

G.1.3 Projectors onto irreps of $R \otimes R$

The projector onto the singlet representation $\Pi_0$ is
\[
\Pi_0 = | 0, 0 \rangle \langle 0, 0 |,
\]
while the projectors onto the two $-1$ representations are
\[
\Pi_{-1s} = \sum_{k=1}^{\infty} \frac{1}{k! 2} (| k, 0 \rangle + | 0, k \rangle) (\langle k, 0 | + \langle 0, k |),
\]
\[
\Pi_{-1t} = \sum_{k=1}^{\infty} \frac{1}{k! 2} (| k, 0 \rangle - | 0, k \rangle) (\langle k, 0 | - \langle 0, k |)
\]
To find the projector onto $n < -1$ irrep. from the right-hand side of equation (2.40) we first write down the highest weight bra states dual to the highest weight ket state $| n \rangle_{12}$ given in equation (2.42)
\[
| n \rangle_{12} \equiv \{ 0, 0 \} \sum_{l=1}^{n-1} \frac{a_1^l (-a_2^+)^{n-l}}{l! (l-1)! (n-l)! (n-l-1)!},
\]
where the normalisation is
\[
v_{n,0} = \frac{(n-1)!^2 (-1)^n \sqrt{(n-2)!}}{(2n-2)!}.
\]
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The projectors then take the form given in equation (G.8) with
\[
\{ |e_n^k \rangle \} \equiv \left\{ \left( R_2^- + R_1^- \right)^k |n \rangle \right\}, \quad \text{and} \quad \{ \langle e_n^k | \} \equiv \left\{ v_{n,k} |n \rangle \langle R_2^+ + R_1^+ \rangle^k \right\},
\] (G.32)
where \( k = 0, 1, 2, \ldots \) and \( s = -2, -3, \ldots \) and the normalisation for \( k > 0 \) is given by
\[
v_{n,k} = v_{n,0} \frac{(-1)^k (2n - 1)!}{k! (k + 2n - 1)!}.
\] (G.33)
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