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Iterative Stencil Loops (ISLs) are the key kernel within a range of compute-intensive applications. To accelerate ISLs with Field Programmable Gate Arrays, it is critical to exploit parallelism (1) among elements within the same iteration and (2) across loop iterations. We propose a novel ISL acceleration scheme called Direct Computation of Multiple Iterations (DCMI) that improves upon prior work by pre-computing the effective stencil coefficients after a number of iterations at design time—resulting in accelerators that use minimal on-chip memory and avoid redundant computation. This enables DCMI to improve throughput by up to 7.7x compared to the state-of-the-art cone-based architecture.
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1 INTRODUCTION

General purpose processors can be an inefficient computing infrastructure for many application domains [15]. These inefficiencies are exacerbated by the observation that future computing systems will be limited by energy consumption or power dissipation [3]. These observations motivate for the development of accelerators—special-purpose computer architectures that are particularly efficient for a given application or application domain. Broadly, accelerators can be realized with Application Specific Integrated Circuits (ASICs) or by using reconfigurable substrates such as Field Programmable Gate Arrays (FPGAs). Although ASICs are generally more efficient than FPGAs [23], their high non-recurring engineering costs mean that they are only applicable to
high-volume application domains [20]. FPGAs avoid such costs, because they are reconfigurable—i.e., a single FPGA can be used to accelerate different applications. At the same time, FPGAs have the ability to implement arbitrary hardware within the resource constraints of the particular architecture. The flexibility and relative efficiency of FPGAs have caused leading industry players such as Microsoft and Baidu to add FPGAs to their cloud infrastructures [5, 33, 35].

FPGAs are emerging as a platform for accelerating High Performance Computing (HPC) applications. The core kernel of many HPC applications is an Iterative Stencil Loop (ISL) [60]. Examples of HPC-applications that contain ISLs are differential equation solvers, weather and climate modeling, as well as seismic and fluid simulations. The core data structure of an ISL application is a (multi-dimensional) array in which all elements are typically updated once for each iteration of the outermost loop; each iteration of the outer loop is commonly referred to as a time-step. The data array is commonly large, which means that it has to be stored in off-chip memory. The inner-loop(s) of an ISL update the array according to a stencil pattern that describes what elements are used as input to the computation that produces an output element. Thus, ISL-applications contain an abundance of arithmetic operations that are mostly independent of each other. However, respecting the dependencies that do exist can lead to significant challenges when parallelizing ISLs [39].

The importance and high potential for parallelism makes ISL-applications an interesting acceleration target. However, developing efficient ISL accelerators is challenging for two reasons [4]. First, ISL-applications operate on a large data array in which all data elements are typically updated in each iteration of the outer-loop. Second, there are commonly true data dependencies across outer-loop iterations and among the elements processed in the inner-loop(s). Developing an efficient ISL accelerator requires optimized memory access behavior and exploiting parallelism in a way that respects data dependencies.

On CPUs and Graphics Processing Units (GPUs), ISL-applications are commonly tiled and time-skewed to expose parallelism to the processor cores and improve locality [16, 55]. For FPGAs, more fine-grained parallelization strategies are possible. First, the accelerator can exploit that inner-loop computations can be performed in parallel as long as an output element is not used as an input element within the same time-step. Intra-time-step dependencies—or spatial dependencies—can commonly be avoided by using a double-buffering strategy [40]. Second, the accelerator can exploit that the same computation is carried out in successive time-steps (i.e., several iterations of the outer loop). In this way, the accelerator can carry out the computations of several outer-loop iterations with a single pass over the data array—i.e., exploit temporal parallelism.

The abundant parallelism of ISLs makes them well suited to FPGA acceleration and prior work has found that FPGAs can perform comparably to high-end GPUs [60] and significantly better than multi-core CPUs [6]. A number of prior works propose FPGA-based ISL accelerators that exploit spatial parallelism (e.g., [11, 12, 17, 21, 26, 27, 32, 46]). However, there are only two main architectural approaches for implementing accelerators that exploit both spatial and temporal parallelism. The first approach is exemplified by the Streaming Stencil Time-step (SST) [4] scheme. SST is memory centric and streams the data array through the FPGA while performing the stencil computation. Each SST core exploits spatial parallelism, and temporal parallelism is exploited by instantiating a series of SST-cores on the FPGA. In other words, each SST computes the summation of a single time-step and then passes the intermediate results on to the next SST without accessing off-chip memory. Unfortunately, SST is inefficient, because each SST-core needs to buffer complete dimensions of the input array, which leads to excessive use of On-Chip Memory (OCM).

The second architectural approach is exemplified by the Cone-based Architecture (CA) [40]. CA exploits that the input elements of a single output element forms a cone that expands through prior iterations. This cone does not change within a single ISL-application, since it applies the same stencil within and across iterations. CA uses this observation to generate accelerators that compute
multiple time-steps in a single invocation. These accelerators can be replicated to exploit spatial parallelism. This approach is also inefficient, since the input cones of different output elements commonly overlap, which results in redundant computation of intermediate results. The effect of this inefficiency increases with the size of the stencil and the depth of the cone (see Section 2.2).

Our objective is to devise an ISL acceleration strategy that avoids redundant computation and uses minimal OCM. To achieve this, we make two key observations. The first observation is that the core computation within ISLs are often a first degree (or linear) polynomial—i.e., constant coefficients are multiplied with data elements that are spatially close to the output element in the (multi-dimensional) array. Since both multiplication and addition are commutative and associative, it is possible to compute each part of the polynomial independently. This observation simplifies accelerator design as it makes it possible to accumulate partial results in any order. The second observation is that the coefficients of the polynomial across multiple iterations are uniquely determined by the stencil pattern and the depth of the cone. This observation simplifies accelerator design, since it makes it possible to compute the effective coefficients after \( D \) time-steps at design time—thereby removing redundant computations at runtime.

We leverage these observations in our Direct Computation over Multiple Iterations (DCMI) acceleration strategy for ISLs. We provide an accelerator template that implements the DCMI strategy and thereby exploits both spatial and temporal parallelism while avoiding redundant computation and using minimal OCM. More specifically, DCMI allocates the minimal amount of OCM necessary to fetch each data element exactly once per accelerator invocation (see Section 2.4 for details). At design time, we determine the effect a single input element will have on all its reachable output elements (i.e., compute the effective coefficients). At runtime, we fetch a pre-defined number of input elements from off-chip DRAM and provide these to the DCMI accelerator. The accelerator carries out all possible computations for each data element across a number of time-steps and accumulates partial results in OCM. When an output element is complete (i.e., all partial results have been accumulated), it is written back to DRAM and is ready to be used as input for later time-steps. Determining when output elements are ready is simple, because the stencil computations are regular and complete after a constant latency. In summary, we make the following major contributions:

- We provide a fundamentally new approach for simultaneously exploiting the temporal and spatial parallelism of ISLs in FPGAs. The key idea is to compute the effective coefficients after \( D \) time-steps at design time, and use these coefficients to generate all possible partial results for a pre-defined number of input elements at runtime.
- We provide a High-Level Synthesis (HLS) template for configuring and synthesizing DCMI accelerators on FPGAs and a design time tool for computing the effective coefficients after \( D \) time-steps. We use these to generate DCMI accelerators for common stencil patterns and find that DCMI improves performance by up to 7.7× compared to a carefully tuned state-of-the-art CA-based accelerator.
- Maximizing the performance of a DCMI accelerator requires tuning the amount of spatial and temporal parallelism to fully utilize the resources of the target FPGA platform. We provide a search heuristic that achieves on average 93% of the performance of an accelerator found by exhaustive search while reducing the number of examined design points from 66 to 11.5 on average—thereby reducing average synthesis time during design space exploration by 5.8×.

---

1Linear polynomials are common within ISLs. In fact, 9 of 12 SPEC CPU 2017 floating point speed benchmarks [34, 49] have performance-critical procedures that contain linear polynomial ISLs (see Section 5.3 for details).
In this section, we provide an example that illustrates why the DCMI acceleration strategy is superior to current state-of-the-art FPGA-based accelerators \[4, 40\]. We first explain the operation of the stencil compute kernel in Section 2.1. Then, we provide a simple example that shows that prior work uses OCM inefficiently and performs redundant computation in Section 2.2 before Section 2.3 shows that DCMI overcomes these issues by pre-computing stencil coefficients at design time across multiple time-steps. Finally, Section 2.4 explains in detail why DCMI uses minimal OCM and contrasts DCMI with similar approaches for CPUs and GPUs.

2.1 Stencil Definition

Equation (1) shows a generic stencil computation over a one-dimensional (1D) array of values $V$:

$$V_{i+1}^t = \sum_{j=-R}^{R} c_{j+R} \times V_{i+j}^t$$

(1)

The inputs to the computation are the values at time-step $t$ and the output is the value at time-step $t + 1$. The computation in Equation (1) is commonly repeated for all elements in $V$ until a desired number of time-steps have been computed or $V$ has converged according to some convergence criterion \[28\].

The core of the stencil kernel is a multiply-accumulate operation. Here, the elements of the $V$-array that are within the neighborhood of the current point $i$ are multiplied with a coefficient $c$ and then accumulated to compute the value for the next time-step $V_{i+1}^t$. Since the neighborhood is different for different stencil kernels, ISL accelerators must be able to handle different neighborhood definitions. Figure 1 exemplifies the stencil kernel computation with a 1D three-point stencil. Here, each input in the neighborhood of index $i$ is multiplied with a coefficient (i.e., $c_0$, $c_1$, or $c_2$) before the results of these multiplications are summed to produce the result $V_{i+1}^t$. To simplify the explanation, we will refer to the application of a single stencil pattern as $S$ in the following figures.

Figure 1 also shows how a naive stencil computation is performed on an input stream. For simplicity, the input stream contains mostly zeros, but two inputs have the values 1 and 2. In each time-step, the stencil pattern is applied to the $V$-array to compute the values for the next time-step. For example, the $V_4^t$ is 5, because $(0 \times 1) + (2 \times 2) + (1 \times 1) = 5$. The radius $R$ of the stencil pattern is the maximum distance from a pattern element to the element at the center of the stencil. Under this definition, the stencil is defined as a maximally sized rectangle around the stencil center. The definition covers arbitrary stencil patterns, since the coefficient of a given neighbor can be 0. Different neighbors commonly have different coefficients. We refer to each coefficient and value
multiplication as a *stencil result component*. For example, the stencil pattern to compute $V_{4}^{t+1}$ in Figure 1 has result components $(0 \times 1)$, $(2 \times 2)$, and $(1 \times 1)$.

In this section, we focus on 1D stencils, since they are easy to understand and sufficiently complex to explain the difference between DCMI and prior work. However, many ISL-applications use 2D and 3D representations of the value array $V$ (e.g., References [28, 51, 53]). Extending Equation (1) to cover 2D or 3D value arrays is simple. Concretely, there will be one summation across each dimension and the value array $V$ has one index for each dimension. Thus, the core of the stencil computation is still a multiply-accumulate operation over a set of neighbor values. We show that the DCMI strategy performs equally well for 2D and 3D stencils in Section 5.

2.2 State-of-the-art ISL Acceleration Approaches: SST and CA

ISL accelerators for highly parallel computing substrates such as FPGAs need to extract parallelism from all available sources. The two main sources of parallelism in ISLs are spatial and temporal parallelism. Broadly, two main approaches have been proposed for exploiting both forms of parallelism in FPGA-based accelerators, and Streaming Time-Steps (SST) [4] and the Cone-based Architecture (CA) [40] are representative of these two strategies. In this section, we show that both SST and CA are inefficient, because they perform redundant computation and use OCM inefficiently. We refer to the number of time-steps that an acceleration scheme harvests parallelism from as the iteration depth $D$.

Figure 2 shows how SST [4] and CA [40] would accelerate a 1D three-point stencil. SST exploits temporal parallelism by instantiating an accelerator core for each time-step and connecting the output of one core to the input of the next core. Figure 2 contains two SST accelerator cores and is therefore able to compute two iterations in a single invocation (i.e., $D = 2$). The first accelerator core retrieves the value array from off-chip DRAM and the last accelerator core writes the output back to off-chip DRAM. Each accelerator core can exploit spatial parallelism by instantiating multiple parallel stencil computing units (marked $S$ in Figure 2).

The SST approach has the desirable characteristic that each element of the value array is fetched once from off-chip DRAM within $D$ iterations. Unfortunately, SST achieves this by buffering all stencil pattern input data in each SST core. For a 1D stencil pattern, this results in SST having to buffer $D \times n$ elements in OCM for an $n$-point stencil. For 2D (3D) stencil patterns, SST have to buffer $D$ copies of complete rows (planes) of the value array. Since OCM is a limited resource in FPGAs, this severely limits the applicability of the SST approach (see Section 5 for a quantitative analysis).

CA takes a different approach to exploiting temporal parallelism. The key observation is that the dependencies of single output element form a cone through preceding time-steps. CA exploits this observation by creating a tree of stencil compute units that cooperate to compute a single
output element across $D$ iterations. Spatial parallelism is exploited by instantiating multiple trees of stencil compute units that work on different input elements in parallel.

The main problem with the CA approach is that it carries out a number of redundant computations. The root cause of this issue is that CA uses independent units to compute complete output values from the current inputs. Figure 2 exemplifies this by showing how a CA-based accelerator with depth 2 computes $V^{t+2}_4$ and $V^{t+2}_5$ from $\{V^t_2, V^t_3, \ldots, V^t_7\}$. The key take-away is that the intermediate results 5 and 4 are part of the computation of both $V^{t+2}_4$ and $V^{t+2}_5$. Alleviating this problem is challenging, because stencil coefficients are applied to different input elements in each invocation of the stencil pattern. SST suffers from the same redundant computation issue as CA, but it is less visible, because the redundant computations are distributed across the different SST cores.

### 2.3 Explaining the DCMI Strategy

Our DCMI acceleration strategy avoids both the redundant computation and inefficient OCM usage of CA and SST while (1) exploiting both spatial and temporal parallelism, and (2) fetching each input element from off-chip DRAM exactly once per accelerator invocation. Similar to SST and CA, DCMI streams the value array from DRAM, computes the stencil pattern over $D$ iterations, and writes the output back to DRAM. Unlike SST and CA, DCMI leverages the reconfigurability of the FPGA to fully specialize the accelerator to the stencil pattern of the target ISL application.

To specialize for the stencil pattern of the target application’s ISL, DCMI carries out a lightweight pre-processing step prior to accelerator synthesis. The key challenge is to identify the combination of coefficients that are applied to each affected output element after an arbitrary number of iterations. We have devised a simple algorithm for computing these coefficients. Our algorithm first identifies the number of result values affected by a single input, which is $2 \times R \times D + 1$ with stencil pattern radius $R$ and iteration depth $D$. Second, it creates an input array of this length with a single one as the middle element and zeros elsewhere. Then, we apply the stencil pattern $S$ to this input array over $D$ iterations. The outcome of this procedure is the aggregate coefficient for each affected result value.

Figure 3(a) illustrates how DCMI pre-computes the coefficients after two iterations for the example three-point stencil pattern in Figure 1. As expected, the array contains the original coefficients after the first iteration (see 1), since the naive stencil kernel computation has a depth of 1. After two iterations, the array contains the combined coefficients of each result element after all intermediate computations (see 2). Figure 3(a) shows the intermediate computations for the middle element at 3. To explain the coefficient computation, we view the stencil kernel computation as a dependency graph where the nodes are intermediate values and the edges are coefficients. The input value will be multiplied by 1 on the path to node $a$ and then by 1 again on the path to node $d$. Similarly, the input is multiplied by 2 on the path to node $b$ and by 2 again on the path to node $d$. The combined coefficient at node $d$ is $(1 \times 1) + (2 \times 2) + (1 \times 1) = 6$.

Figure 3(a) shows that the resulting DCMI accelerator uses the pre-computed coefficients as constant inputs in a multiply-accumulate circuit at 4. This enables the DCMI accelerator to compute all possible result components of a single input value. Figure 3(b) illustrates how DCMI would carry out the stencil computation for the example input used in Figure 1. All previous input values that affect the current partial results have been 0 when $V^t_4$ is read. Thus, the partial results from previous computations are all 0. Since the input value is 2, the partial outputs from this invocation is the pre-computed coefficients multiplied by 2 (see 5). These values are added to the previous partial results to produce the new partial results. At this point, all necessary partial results have been added to $V^{t+2}_2$, which is the left-most partial result (see 6). Thus, its computation is complete and it can be written back to DRAM.
The next value in the input stream is $V^t_5$ and Figure 3(b) shows how DCMI processes it. First, the partial results array is shifted by one element to remove the completed value, and the newly added partial result is initialized to zero (see 7). Then, the results of the coefficient multiplications are added to the shifted partial results to compute the new partial results. Again, the left-most partial result (i.e., $V^t_3$) is complete and can be written to DRAM. Since all subsequent inputs are zero in the example input, the remaining partial results have their final values. This is an artifact of the example and does not hold in general. However, it enables us to show that the DCMI computation will give the same results as the naive stencil computation method in Figure 1.

### 2.4 Why Does DCMI Use Minimal OCM?

A key advantage of the DCMI strategy is that it uses the minimal amount of OCM necessary to enable fetching each element in the $V$-array once from DRAM for each accelerator invocation. Figure 4 explains how DCMI achieves this by considering two processing steps of a DCMI accelerator that computes a 1D three-point stencil for two array elements with a depth of four. For each time-step of the stencil computation, the input elements have an effect on an increasing number of elements in the value array; the growth rate is determined by the diameter of the stencil pattern. For the three-point stencil example, the inputs can have an effect on four array elements in time-step $t + 1$ and 10 elements in time-step $t + 4$. To enable fetching each element of the value array once from DRAM, DCMI buffers exactly the 10 in-flight partial results that can affect the $V$-array values at time-step $t + 4$. 

![DCMI Processing Element #4](image)
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At the end of each processing step, the oldest $i$ elements of the value array are complete ($i$ is the size of DCMI’s input buffer). DCMI writes these elements to DRAM to make space for buffering new partial results. Processing Step 2 in Figure 4 exemplifies this. Here, the elements completed in Processing Step 1 have been written to DRAM and DCMI uses these locations for the two new partial results generated in Processing Step 2. In general, DCMI’s buffer space requirement is a function of its temporal and spatial parallelism parameters (i.e., the input buffer size and iteration depth of the DCMI accelerator instance). In other words, DCMI’s buffer requirements are minimal and constant for each accelerator instance.

This example also highlights how the DCMI strategy differs from stencil computing strategies for CPUs and GPUs. One example is ASLI \[18\], which is similar to DCMI as it creates a new stencil operator that covers multiple time-steps by convolving the operator with itself. Although this approach enables data reuse within a cone, it suffers from the same redundant computation issue as CA, because it does not enable reuse between cones (see Figure 2). The DCMI strategy may seem to be an attractive alternative, since it avoids redundant computation, but applying it to CPUs or GPUs would likely result in significant overheads as the partial results need to be updated explicitly and sequentially (at least in the source code formulation). This issue does not occur in stencil-specific hardware accelerators, since they do not require operations to be represented as instructions—enabling DCMI to compute and update the partial results in parallel.

3 IMPLEMENTING DCMI ACCELERATORS

3.1 DCMI Accelerator Architecture

Figure 5 shows a high-level block diagram of our DCMI-based accelerator template. Since ISL accelerators are memory intensive, we adopt a decoupled access/execute—or streaming—design strategy \[48\]. With this strategy, memory access is decoupled from computation, and the two steps operate in parallel using FIFO-buffers for synchronization. The main advantage of the decoupled access/execute strategy is that it automatically overlaps the latency of off-chip memory accesses with computation. This hides the memory access latency and thereby improves compute unit utilization and system throughput.

The execute part of the accelerator is handled by the DCMI Compute Engine (DCE). The DCE is responsible for the core stencil computation and will be discussed in detail in Section 3.2. The access part of the accelerator is implemented with two controllers: The OCM-controller and the DCE-controller. The OCM-controller manages the contents of the OCM, which is mapped to FPGA block RAMs. The OCM is used to provide the FIFO buffers that decouples memory accesses and execution. Similarly, the DCE-controller manages the contents of the register file and the operation of the DCE. The register file stores the input data and partial results generated by the DCE. These
values need to be stored in registers, because they are accessed in a highly parallel fashion to exploit spatial parallelism. The OCM-controller notifies the DCE-controller when new data elements have been fetched from DRAM, and the DCE-controller notifies the OCM-controller when data elements are complete and can be written back to DRAM.

Modern DRAM interfaces are implemented using a multi-dimensional structure including banks, rows and columns [41]. The core structure of the DRAM is a two-dimensional data array. To access this array, the memory controller on the FPGA first provides a row address. Then, the internal DRAM controller transfers a complete row of the data array (i.e., a DRAM page) to a row buffer. Finally, the memory controller provides the column address, and the DRAM controller responds with retrieving the data from the internal row buffer and transmitting it to the FPGA over the memory bus. Subsequent accesses to the same row will have low latency, since the requested data are already available in the row buffer. The maximum throughput of the memory bus can be reached by servicing all memory accesses from the row buffers. Thus, high row locality enables high bandwidth utilization, which in turn enables high throughput. By mapping the innermost dimension of the ISL to contiguous memory addresses, we achieve high row locality and thereby high throughput in the memory subsystem.

3.2 The DCMI Compute Engine

Figure 6 shows the internal structure of the DCE and the register file. The core of the DCE is a hardware circuit that implements the core computation of the ISL. This unit exploits both spatial and temporal parallelism (as exemplified in Section 2.3). It computes each result component by multiplying the current input by a coefficient that was automatically generated at design-time. The coefficients depend on both the stencil computation and the number of iterations the accelerator will harvest parallelism from, and we describe our coefficient generation procedure in detail in Section 3.3. The input buffer contains the input to the stencil computation and is filled by the DCE-controller. The DCE uses the Result Buffer (RB) to store partial results. When all result components of a stencil computation have been completed, the resulting value is written to the output buffer. The DCE-controller retrieves these values and transfers them to the OCM, and the OCM-controller then writes these values to off-chip DRAM.

Algorithm 1 illustrates the main operation of the DCE on a 1D stencil. In the first step, the DCE computes all possible result components for each input data element. These computations are independent of each other and can be carried out in parallel. Each new result component is added to the current partial result value in the RB to produce the new partial result. When the computation has reached its steady state, a number of results at the head of the RB will be final. These values are moved to the output buffer in step 2. Finally, the completed elements are set to
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zero and the buffer is rotated. We implement the rotation with pointers to avoid the overhead of moving data.

### 3.3 Computing DCE Coefficients

The key observation that leads to the efficiency of the DCMI strategy is that the impact of a single input element on a single output element across multiple iterations can be collapsed into multiplication by a constant. Since these constants do not depend on the input data, they can be determined at design time and provided to the accelerator. Our key insight is that the impact of a single input element can be computed by repeatedly applying the original stencil to an impulse signal. Concretely, the impulse array has the value one at its middle position and zeros at all other positions. The length of the impulse array depends on the radius of the stencil pattern and the number of iterations to harvest parallelism from. Recall that the radius \( R \) of a stencil pattern is the maximum distance from a stencil element to the center of the stencil.

Algorithm 2 illustrates how we compute the coefficients for a 1D stencil. We first create the impulse array and initialize it to the impulse pattern. Then, we apply the input stencil to the impulse array \( D \) times where \( D \) is the number of iterations to harvest parallelism from. We use a temporary array \( T \) to store the output of each iteration, since it otherwise would overwrite impulse

\[\text{Algorithm 2: Coefficient Generation in 1D}\]

\begin{verbatim}
Input R – The radius of the stencil
Input D – Iteration depth
Coeff – Coefficient array (Size: 2RD + 1)
IC – Original stencil coefficients (Size: 2R + 1)

// Initialize the Coeff array
Initialize Coeff with all values equal to 0
Set the middle element of Coeff to 1

// Compute the coefficients to use at runtime
for d = 1 to D do
    T = Array of same length as Coeff with all zeros
    for i = 0 to 2RD + 1 do
        for j = 0 to 2R + 1 do
            offset = i + j
            if offset > 0 and offset < 2RD + 1 then
                T[i] += IC[j] * Coeff[offset]
            end
        end
    end
    Coeff[i] = T[i]
end
return Coeff
\end{verbatim}

\[\text{Algorithm 1: DCE Computation in 1D}\]

\begin{verbatim}
Input R – The radius of the stencil
Input D – Iteration depth
Input I – Number of inputs to process concurrently
RB – Result Buffer (storage for partial results)

// Computing convenience constants A and E
E = (2 * R * D) + I // Total RB-entries
A = (2 * R * D) + 1 // Affected RB-entries

// Step 1: Process each input element
for Each input window do
    Load I data elements into buffer Input
    for i = 0 to i = I - 1 do
        for j = 0 to j = A - 1 do
            RB[i + j] += Coefficient[j] * Input[i]
        end
    end

// Step 2: Output completed entries
for i = 0 to i = I - 1 do
    Output[i] = RB[i]
end

// Step 3: Rotate result buffer
for i = 0 to E - I - 1 do
    RB[i] = RB[i + w]
end
for i = E - w to E - 1 do
    RB[i] = 0
end
\end{verbatim}
values that are needed later. Then, we copy the temporary values into the impulse array at the end of each iteration. After $D$ iterations, the impulse array contains the coefficients that will compute the result component for each affected output when multiplied with the input element.

The input stencil will access data elements outside of the impulse array for elements on the array border. Since the impulse value cannot propagate to these elements, their value will always be zero. Thus, they will not influence the coefficients of the affected outputs. In Algorithm 2, we handle this situation by only applying the stencil computation if the offset is within the bounds of the impulse array. Another possibility is to zero-pad the impulse array and then remove the padding when the coefficient computation is complete. The coefficient calculation is carried out at design time using a regular computer so its performance is not a significant concern.

### 3.4 Multi-dimensional Stencils and Boundary Conditions

The DCMI approach can be straightforwardly extended to 2D and 3D stencils. The key difference is that the OCM consumption of DCMI increases, since we need to buffer complete rows (planes) in 2D (3D) to compute all possible partial results for each input element while only fetching each input from DRAM once. For our platform and stencils, there is sufficient OCM to enable this. For platforms with less OCM available, DCMI’s ability to exploit temporal parallelism will be reduced, since OCM consumption increases with iteration depth. Similarly, we assume that the boundaries of the stencils are sufficiently zero-padded to avoid accesses outside of the input array. Other boundary conditions can be implemented by changing the OCM and DCE controllers appropriately.

## 4 EXPERIMENTAL SETUP

### 4.1 FPGA Platform and Tools

We implemented our DCMI accelerators as a Xilinx Vivado HLS template [58]. This enables easily scaling the input size and resource usage of DCMI-based accelerators to the constraints of a given FPGA target. We include a script that generates the coefficients (i.e., implements Algorithm 2). This makes it easy for users to instantiate DCMI accelerators for different stencils as well as experiment with different degrees of spatial and temporal parallelism. The HLS template and the coefficient generation script are available on GitHub.\(^3\)

Table 1 describes our experimental setup. We used the VC709 development board [59] for our experiments. It contains a Xilinx Virtex 7 FPGA with 52Mbit of on-chip block RAM and 8GB of off-chip DRAM. We use the Xilinx MIG memory controller [56, 57] to connect to the DDR3 memory bus. Our memory controller reorders memory requests to maximize memory bandwidth utilization [41]. We synthesize our accelerators with Xilinx Vivado 2017 [58] on a computer with an Intel Core-i7 8550 processor and 32GB RAM. To measure power, we connect a current meter between

---

\(^3\)https://github.com/magnusjahre/dcmi.
Fig. 7. The 2D stencil patterns used to evaluate the ISL accelerators in this work. The orange cells designate non-zero coefficients. Our 3D stencils follow the same patterns (e.g., the Jacobi stencil is a complete cube).

the power supply and the FPGA platform and use these measurements to calculate average power consumption.

4.2 Performance Metrics

In this work, we are primarily concerned with throughput, and the key metric is the number of output elements that the accelerators provide per second. To measure this, we augmented the accelerators with two counters: A cycle counter and an output element counter. When the cycle counter reaches a certain number (10 cycles in our experiments), we write the counter values to the host computer over an out-of-band debug interface. Thus, gathering performance numbers does not interfere with the operation of the accelerators.

To fairly compare implementations with different amounts of temporal parallelism (i.e., depth), we use Element iterations Per Second (EPS)\(^4\) as our throughput metric:

\[
\text{EPS} = \frac{D \times e}{t}
\]

To compute EPS, we multiply accelerator iteration depth \(D\) with the number of double precision floating point elements \(e\) completed before we divide by execution time \(t\). The reason for using EPS is that the amount of computational progress per output element increases linearly with accelerator depth. We explain the importance of capturing this property with a simple example. Consider an accelerator with depth one that produces a single output element each second for a throughput of 1EPS. If an accelerator with depth 5 produces a single element each second, then it has effectively carried out five times as much work. The EPS metric captures this, since the throughput of the five-iteration accelerator is \((5 \times 1)/1 = 5\text{EPS}\).

Prior work (e.g., Reference [4]) used FLOPs as their performance metric. This is not accurate, because FLOPs is not a work-related metric [1]. More specifically, the redundant computations of CA and SST means that the FLOPs can increase even if the elements completed per second does not.

4.3 Stencils

An ISL accelerator needs to provide high throughput across a range of commonly used stencil patterns. To show that DCMI meets this requirement, we focus on three different stencil patterns that are commonly used in Jacobi methods (see Figure 7(a)), Gauss-Seidel-based partial differential equation solvers (see Figure 7(b)), and the Reverse Time Migration (RTM) kernel in seismic imaging (see Figure 7(c)). For ISL accelerators, the stencil pattern is a key performance-determining factor, since it determines the memory address of the inputs to each stencil computation. In addition, the values of the coefficients can differ significantly between applications. For ISL accelerators, the coefficient values do not have a significant performance impact, since the computation

\(^4\)In our experiments, we report Giga-Element iterations Per Second (GEPS); 1GEPS is equal to \(10^9\)EPS.
is determined by the bit-width of the operands (i.e., single or double precision) and the arithmetic operations (which are determined by the stencil pattern). However, the synthesis tool may be able to exploit symmetries within the coefficients to simplify the generated hardware and thereby reduce FPGA resource consumption. To investigate the impact of this effect, we consider stencils with both symmetric and asymmetric (i.e., randomly generated) coefficients for each pattern.

In 1D, the stencil patterns are lines and only differ with respect to the width of the pattern. Thus, we describe the stencil pattern by its width and if the coefficients are symmetric or asymmetric (e.g., 5S or 5A for a 5-wide symmetric or asymmetric pattern, respectively). In 2D (3D), we use the following stencils:

- **Jacobi (JS and JA):** The pattern is a $3 \times 3$ (square) where all coefficients are non-zeros (see Figure 7(a)). Further, the coefficients can be symmetric (JS) or asymmetric (JA).
- **Gauss-Seidel (GSS and GSA):** The coefficients form an x-shaped pattern within a $3 \times 3$ (cube) with symmetric (GSS) or asymmetric (GSA) coefficients (see Figure 7(b)).
- **Reverse Time Migration (RTMS and RTMA):** The pattern is a cross within a $5 \times 5$ (cube) element square (cube) with symmetric (RTMS) or non-symmetric (RTMA) coefficients (see Figure 7(c)).

## 5 RESULTS

In this section, we first evaluate the throughput and power-efficiency of DCMI and compare it to the state-of-the-art SST [4] and CA [40] acceleration strategies. We carefully tuned SST and CA to maximize performance on our platform. Then, we explore how the input buffer and iteration depth of DCMI—i.e., the degree of spatial and temporal parallelism—should be tuned to maximize throughput. We also analyzed the applicability of DCMI to the floating point speed benchmarks of the SPEC 2017 benchmark suite [34, 49]. Finally, we perform a number of sensitivity analyses to establish how sensitive DCMI is to different architectural parameters. Unless otherwise mentioned, we use a problem size of 200MB and perform 50k time-steps.

### 5.1 DCMI Performance and Power-Efficiency

#### 5.1.1 Performance

In this section, we analyze the performance attained by our best DCMI accelerators and compare it to the best-performing SST and CA configurations. Recall that we use the GEPS metric to fairly compare acceleration schemes that compute different numbers of loop iterations within a single invocation (see Section 4.2). Figure 8 presents the results for our 1D, 2D, and 3D stencil patterns. The SST-strategy was only applicable to the 1D stencils, because it requires excessive OCM for the 2D and 3D stencils. The problem is that entire lines (planes) must be buffered within each SST core in 2D (3D) (see Figure 2). For the same reason, we had to reduce the problem size to 2MB for the 1D case (the 2D and 3D experiments use the default 200MB dataset). In general, CA and DCMI are insensitive to the problem size (see Section 5.4.1).

Figure 8(a) presents the results for the 1D stencils. Recall that the Jacobi, Gauss-Seidel, and RTM patterns collapse into the same structure in the 1D case. Therefore, the only differences between the stencils are their size (i.e., three, five, and seven points) and if their coefficients are symmetric or asymmetric. The key take-away from Figure 8(a) is that DCMI outperforms SST and CA by a significant margin for all stencils. For 3P-A, DCMI performs 2.8x and 2.5x better than CA and SST, respectively. Also, DCMI performs better on symmetric stencils compared to asymmetric stencils, since it exposes the computational symmetries to the synthesis tool and thereby enable low-level optimizations. SST allocates a separate core to each iteration, which means that the synthesis tool cannot optimize across iterations. Similarly, CA allocates a separate cone to each input element.
Fig. 8. Comparing DCMI performance and power-efficiency to SST and CA for 1D, 2D, and 3D stencil patterns with symmetric and asymmetric coefficients. The key take-away is that DCMI outperforms SST and CA for all dimensions and stencil patterns while maintaining similar power-efficiency.

Figure 8(c) and (e) shows the results for the 2D and 3D stencils, respectively. DCMI still outperforms CA by a significant margin (up to 7.7× and 3.7× across the 2D and 3D stencils, respectively). Again, DCMI performs better for symmetric stencils (i.e., JS, GSS, and RTMS) than the asymmetric stencils (i.e., JA, GSA, and RTMA) by enabling optimizations during synthesis.

CA performs very similarly for JA, JS, GSA, and GSS in 2D and 3D. The only difference between these stencils is that JA and JS only have non-zero coefficients while some coefficients are zero in GSA and GSS. CA is memory-bound for these stencils, because it uses the FPGA compute resources ineffectively (i.e., it performs redundant computations). In other words, the difference in computational characteristics does not matter, because the FPGA is not the bottleneck resource. DCMI is compute-bound. Thus, its performance is lowest for JA—since it has only non-zero coefficients and no symmetry among them—and highest for GSS—since four of its coefficients are zero and there are symmetries that the synthesis tool can exploit.

Figure 8 shows that absolute performance goes down for both CA and DCMI when the dimensions of the stencil increases. The reason is that the amount of computation and the number of memory accesses increase significantly. For CA, performance goes down, because more memory accesses are needed for each stencil computation while for DCMI the increasing amount of computation is the key issue.
5.1.2 Power-Efficiency. Figure 8 also reports the power-efficiency of DCMI and compares it to that of SST (for the 1D stencils) and CA (for all stencil dimensions). We use GEPS per watt (GEPS/W) as our power-efficiency metric. A key take-away from Figure 8 is that the power-efficiencies of DCMI, SST, and CA are similar. The main reason is that power consumption increases proportionally with the number of FPGA compute elements that are actively used.\textsuperscript{5} Since we optimized for performance when configuring the schemes, the higher resource efficiency of DCMI leads to it consuming more power—and significantly outperforming the other schemes.

Figure 8 also shows that DCMI increases power consumption proportionally to the performance improvement—since power-efficiency is similar to CA and SST. In other words, DCMI is power-scalable. This means that DCMI can be used in contexts where the power budget is fixed by limiting resource consumption to meet the power consumption target (at the cost of lower performance). For the symmetric stencils, DCMI is more power-efficient than CA. The reason is again that DCMI exposes the symmetries of the stencil computation to the synthesis tool. CA is unable to do this, resulting in similar performance and power-efficiency for symmetric and asymmetric stencils.

5.2 Balancing Spatial and Temporal Parallelism

Figure 9 shows the performance effects of varying the input buffer size and iteration depth for our 2D stencils. The unit of the buffer size is the number of double precision floating point elements, and we vary this between 10 and 160. We investigate the impact of varying the iteration depth from 1 to 6. The input buffer size determines the number of elements that DCMI processes in parallel—i.e., the degree of spatial parallelism—and the depth parameter determines the number of iterations to compute in a single invocation—i.e., the degree of temporal parallelism.

Figure 9 shows that the input buffer size and iteration depth parameters have a significant impact on performance and that they must be set to mutually compatible values. The reason is that they collectively determine how well the FPGA resources are utilized. Overall, resource consumption increases when the number of inputs increase and when the iteration depth increases. When the FPGA is underutilized, increasing resource consumption improves performance. Conversely, adding more parallelism when the FPGA is close to full utilization causes the synthesis tool to multiplex different computations onto bottleneck resources, which reduces performance.

The magnitude of these effects differs between stencils (e.g., comparing Figure 9(a) and Figure 9(f)). The key insight is that increasing iteration depth has a coarse-grained impact on parallelism and resource consumption while the input buffer size has a more fine-grained effect. By carefully tuning these parameters, we are able to generate DCMI accelerators that efficiently utilizes the available FPGA resources. Unfortunately, the interactions between the DCMI accelerator specification and the synthesis tool are complex and depend on both the particular stencil pattern and the characteristics of the target FPGA. Thus, we need to perform a parameter sweep to determine an appropriate input buffer size and iteration depth for a given FPGA and stencil.

This requirement is problematic since evaluating each design point requires synthesising a DCMI accelerator, and synthesizing a single DCMI accelerator takes on average 1.5, 3.5, and 4.5 hours for the 1D, 2D, and 3D stencils, respectively. Fortunately, Figure 9 shows two properties that can be leveraged to efficiently identify a near-optimal configuration point. First, performance is maximized at a single input buffer size, and this size is around 50 elements. Second, performance generally increases monotonically with iteration depth until reaching a maximum value. Then, performance decreases monotonically.

\textsuperscript{5}The clock frequency is roughly 200MHz for all schemes and stencils.
We leverage these observations to develop a search heuristic for identifying a near-optimal DCMI accelerator configuration. We start with an iteration depth of 1 and a buffer size of 50 elements. Then, we successively increase the iteration depth by one until we see a drop in performance, and choose the evaluated iteration depth that maximizes performance. We then evaluate the performance of this iteration depth for the neighboring buffer sizes. Depending on which configuration performs best, we proceed with increasing (decreasing) the size of the buffer until performance decreases. Finally, we return the depth and buffer size of the highest performing configuration we have evaluated.

We applied our heuristic to the results in Figure 9. On average, the heuristic finds configurations that perform within 93% of the highest performing configuration found using exhaustive exploration. On average, it evaluates 11.5 of 66 design points and thereby reduces synthesis time by 5.8× (i.e., from 231 hours to 40 hours). In the worst case, the heuristic evaluates 15 design points, which results in a synthesis time of 53 hours.
Table 2. Applicability of DCMI to the SPEC 2017 Floating Point Speed Benchmarks

| Benchmark | Procedure                          | Perc. of Exec. Time | Polynomial ISL? | Accel. Complexity |
|-----------|------------------------------------|---------------------|-----------------|-------------------|
| bwaves    | shell                              | 54%                 | Yes             | Low               |
|           | jacobian                           | 36%                 | Yes             | Low               |
| cactBSSN  | ML_BSSN_RHS_Body                   | 41%                 | Yes             | High              |
|           | ML_BSSN_SelectBoundConds           | 30%                 | No              | N/A               |
| lbm       | main                               | 100%                | Yes             | Low               |
| wrf       | calc_aerosol_goddard_sw            | 78%                 | Yes             | Medium            |
| pop2      | hdiff.gm                           | 26%                 | Yes             | High              |
| imagick   | RotateKernelInfo                   | 89%                 | No              | N/A               |
| nab       | ephi                               | 88%                 | Yes             | Low               |
| fotonik3d | UPML_set_eps_arrays                | 36%                 | Yes             | Low               |
|           | power_interH                       | 27%                 | No              | N/A               |
| roms      | step2d_tile                        | 26%                 | Yes             | High              |
| **Average** |                                    | **54%**             |                  |                   |

5.3 ISLs with Linear Polynomial Stencils

We have now established that DCMI generates very efficient accelerators for ISL kernels. We now investigate how common ISLs with linear polynomial stencils are (i.e., the stencils that DCMI is applicable to). For this study, we consider the floating point speed benchmarks from SPEC CPU 2017 [34, 49]. We first profiled the benchmarks with gprof and the reference input sets. Then, we manually inspected the performance-critical functions to identify polynomial ISLs. We consider procedures that account for more than 20% of the total execution time of the benchmark to be performance-critical.

Table 2 summarizes the results of this investigation. The key take-away is that the linear polynomial ISLs targeted by DCMI are common as 9 of 12 performance-critical procedures contain them. Further, the procedures containing polynomial ISLs account for 54% of execution time on average, and the performance impact is significant for bwaves, lbm, wrf, and nab. This reinforces that ISL acceleration schemes such as DCMI have wide applicability.

We also assess the complexity of accelerating the benchmarks. For bwaves, lbm, nab, and fotonik3d, we expect that generating DCMI-based accelerators will be relatively straightforward. The reasons are that the ISLs can be easily identified in the source code and that only a limited amount of CPU-specific optimizations (e.g., manual loop unrolling) have been applied. That said, applying DCMI to complete benchmarks require a non-negligible engineering effort, since we would need to implement an efficient mechanism for transferring input and output data between the host processor and the FPGA platform. Further, the benchmarks would typically require some refactoring to clearly separate the ISL computation from management code. For these reasons, we leave DCMI-based acceleration of complete benchmarks as further work.

5.4 Sensitivity Analyses

We have now established that DCMI significantly outperforms the current state-of-the-art ISL acceleration approaches. In this section, we analyze the sensitivity of DCMI performance to different problem sizes and a range of architectural parameters.

---

6We consider all SPEC17 floating point speed benchmarks except cam4 as it was incompatible with our setup.
5.4.1 Sensitivity to Problem Size. Figure 10 shows the impact of varying the problem size for DCMI and the asymmetric 2D stencils. Since the absolute performance of each stencil pattern is different, we normalize to the problem size with best performance for each stencil. As aforementioned, our default problem size is 0.2GB. The key take-away is that DCMI is not sensitive to variations in problem size. The reason is that DCMI adopts a streaming decoupled access/execute design strategy and is therefore able to fill the computational pipeline regardless of problem size (see Section 3). Note that GEPS is a throughput metric. Thus, it will take DCMI longer to complete a given number of iterations when the problem size increases—but its computational efficiency remains the same.

Figure 10 shows that DCMI is equally efficient across a large range of problem sizes for 2D stencils. Figure 11 considers the 1D 7PS stencil and compares the performance of DCMI to SST and CA. Both CA and SST are streaming architectures, and CA scales equally well as DCMI albeit performs considerably worse due to redundant computations. SST performs similarly to CA when the problem size is small, but does not scale well. The reason is that the on-chip memories SST uses to buffer intermediate results become the performance bottleneck. Thus, it is unable to saturate the off-chip bandwidth for larger problem sizes than 2.5MB, resulting in overall throughput loss.

5.4.2 Off-Chip Bandwidth Utilization. Figure 12 plots the off-chip bandwidth utilization of our DCMI accelerators relative to the maximum achievable bandwidth of the DDR3 interface on our platform (i.e., 12.8GBPS). It shows that DCMI is close to being memory-bound for the 1D stencils and compute-bound for 2D and 3D stencils. It also shows that our implementation is able to almost fully utilize the available memory bandwidth in the memory-bound case (up to 96% utilization for RTMS). The reason for this high utilization is that ISLs have a DRAM-friendly sequential access pattern—resulting in nearly all memory requests being DRAM page hits. For the 2D and 3D stencils, Figure 12 shows that DCMI uses memory bandwidth efficiently and that there is a potential for improving performance by using a larger FPGA.
5.4.3 Resource Consumption and Latency. We have so far considered DCMI configurations that fully utilize our target FPGA. Thus, it is interesting to evaluate how DCMI performs as a function of resource consumption. We do this by instructing the synthesis tool to not use more than a given percentage of all available resources except I/O pins (e.g., flip-flops, look-up tables, and DSP slices). Figure 13 shows that the performance of DCMI increases nearly linearly with increasing resource usage—illustrating that DCMI is a scalable approach on our platform. This is expected, since DCMI is compute-bound for our 2D stencils. For platforms where the FPGA is large compared to the available memory bandwidth, we expect that performance will saturate when DCMI becomes memory-bound.

Figure 14 reports the OCM consumption for the 1D, 2D, and 3D stencils and DCMI latency for the 2D and 3D stencils. A key take-away is that SST and CA are limited by the amount of OCM available while DCMI is not. Thus, DCMI’s more efficient use of OCM enables leveraging more of the other FPGA resources and thereby substantially improve performance. Figure 14(d) shows that the latency for DCMI to provide the first result is negligible. More specifically, the latency is roughly 200 clock cycles (i.e., 1μs at 200MHz).

6 RELATED WORK

In this section, we provide an overview of prior approaches for efficiently implementing ISLs and ISL accelerators. Since DCMI targets an FPGA realization, we give most attention to FPGA-based ISL accelerators. The DCMI approach also has some similarities to high-performance ISL implementation approaches for CPUs and GPUs, and we briefly cover these as well.

6.1 FPGA-based ISL Accelerators

The cone-based ISL acceleration approach is the most similar approach to DCMI described in the literature. We have chosen CA [2, 29, 40] as the representative of this class as they share our goal of providing an automatic design flow. Zohouri et al. [60] takes an approach that is architecturally similar to CA but realized through OpenCL. The CA-based approaches are limited by redundant computations, and Wang and Liang [54] propose to reduce the impact of this problem by
enabling data sharing between processing elements (which increases design complexity). DCMI is fundamentally different from these approaches as it leverages reconfigurability to remove redundant computations with an architecturally simple design. In Section 5, we compared to CA and showed that DCMI improves performance by up to $7.7 \times$ for our 2D stencils.

Another approach for implementing stencil accelerators is to instantiate a processing element for each iteration and use OCM to buffer intermediate computations. We chose SST \cite{4, 37} as representative for this class, since it is a recent, generic ISL accelerator generation framework. Sano et al. \cite{42, 44} proposes a similar accelerator architecture and explores its application to multi-FPGA systems \cite{43}. Cong et al. \cite{7} showed that the streaming approach has the desirable property that it enables optimal data reuse. Unfortunately, this property comes at the cost of excessive use of OCM for 2D and 3D stencils. SODA \cite{6} reduces the impact of this problem by proposing a mechanism that minimizes OCM usage at the cost of increased design complexity. In contrast to DCMI, SODA still performs redundant computation.

A related line of research explores how to identify good configurations for SST-like accelerators. Nagasu et al. \cite{30} investigated the relative impact of spatial and temporal parallelism in the context of an FPGA-accelerated Tsunami simulator, while Dohi et al. \cite{10} investigates how to configure a heat conduction simulator with Maxeller’s MaxCompiler. These approaches are closely tied to the SST acceleration strategy and has limited applicability to DCMI-based accelerators.

A plethora of application-specific ISL accelerators have been proposed. Takei et al. \cite{51} presents an OpenCL-based implementation of a finite differences time domain ISL that exploits temporal parallelism. The initial accelerator had some performance issues that the authors overcame in later works \cite{52, 53}. In addition, a number of stencil-specific ISL accelerators that only exploit spatial parallelism have been proposed \cite{11, 12, 17, 21, 26, 27, 32, 46}. These works do not use architectural approaches that are fundamentally different from CA and SST. In addition, the overhead of implementing stencil-specific accelerators is significant. Thus, a better approach—and the one taken by us, CA, and SST—is to provide ISL accelerator generation approaches.

High-dimension ISLs have significant memory requirements. This has led a number of researchers to propose ISL-specific memory system techniques. Escobedo et al. \cite{13} determine the optimal memory banking structure in the context of HLS systems, while Jin and Bakos \cite{19} propose a custom memory system for 3D stencils that enable efficient reuse and latency-hiding in a multi-FPGA system. Shafiq et al. \cite{47} take a similar approach and develop a custom memory system for 3D stencils that maximize reuse, while Fu and Clapp \cite{14} explores algorithmic and architectural strategies reducing off-chip memory accesses in 3D RTM. In contrast, DCMI improves computational efficiency to the extent that both 2D and 3D stencils become compute-bound—thereby significantly reducing the need for custom memory systems.

### 6.2 Domain Specific Languages and Code-Generators for ISLs

The difficulty of efficiently implementing ISL algorithms combined with their widespread use has led a number of researchers to propose code-generation approaches and Domain Specific Languages (DSLs) for ISLs. Deest et al. \cite{9} propose an HLS-based code-generator that generates accelerators that are architecturally similar to CA. Similarly, Natale et al. \cite{31} propose an accelerator generation approach for SST. In addition, DSLs such as Halide \cite{38} and Delite \cite{50} are applicable to ISLs. Our work is complementary to these approaches as DCMI can be used to generate highly efficient FPGA-based accelerators in the back-ends of these systems.

### 6.3 CPUs, GPUs, and ASIC Accelerators

A number of approaches that optimize ISLs for CPUs and GPUs combine computations from different loop levels to reduce the amount of redundant computation. ASLI \cite{18} is an application-level
technique that creates a new stencil operator that covers multiple time-steps by convolving the original stencil operator with itself two or more times. The compiler optimizations loop unrolling (e.g., References [22, 45, 61]) and forward substitution (e.g., Reference [24]) can be used to achieve similar gains. These optimizations differ from DCMI, because they only reduce the amount of redundant computation within a cone (see Section 2.4). In contrast, DCMI removes redundant computation between cones and enables the synthesis tool to reduce redundant computation within cones.

ISL implementations on GPUs and CPUs also exploit both spatial and temporal parallelism. This can be achieved through optimizations such as time-skewing [55] and wave-front scheduling. For example, Rahman et al. [39] performed a detailed analysis of highly optimized stencil codes on multi-cores, while Datta et al. [8] provides an approach that uses autotuning to efficiently implement the 3D heat equation on multi-core CPUs. Examples for GPUs include Meng et al. [25] who presents a model-based approach that appropriately trades off recomputation against synchronization costs. Another example is Holewinski et al. [16] who provide a stencil code generator for GPUs that exploit time-skewing. These approaches cleverly schedule computations at runtime to exploit temporal and spatial parallelism while satisfying all dependencies. In contrast, DCMI generates custom hardware for a specific ISL at design time that respects all dependencies. In other words, DCMI leverages the reconfigurability of FPGAs to avoid complex scheduling at runtime.

Researchers have also proposed ASIC-based accelerators that can be used to implement ISLs. The Convolution Engine [36] is an accelerator for computational photography, image processing, and video processing. Similarly, Hameed et al. [15] implement a custom H.264 accelerator to better understand the sources of inefficiencies in general-purpose processors. DCMI differs from these approaches in that it exploits reconfigurable hardware to generate stencil-specific accelerators.

7 CONCLUSION

In this work, we have presented our DCMI accelerator generation scheme for ISLs with polynomial stencils. DCMI improves upon prior work by exploiting both temporal and spatial parallelism while using minimal on-chip memory and avoiding redundant computation. Our evaluation shows that DCMI accelerators can be effectively configured to fully utilize a target FPGA—and thereby maximize throughput—by adjusting the amount of temporal and spatial parallelism. More specifically, DCMI’s iteration depth parameter determines the amount of temporal parallelism and the input buffer size determines the amount of spatial parallelism. We provide an efficient search heuristic that identifies a near-optimal DCMI configuration while reducing design space exploration time by 5.8× compared to an exhaustive parameter sweep. DCMI performs very well. Concretely, it improves throughput by up to 7.7× compared to the state-of-the-art CA ISL acceleration scheme.
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