Examining individual components of cellular systems has been successful in uncovering molecular reactions and interactions. However, the challenge lies in integrating these components into a comprehensive system-scale map. This difficulty arises due to factors such as missing links (unknown variables), overlooked nonlinearities in high-dimensional parameter space, downplayed natural noisiness and stochasticity, and a lack of focus on causal influence and temporal dynamics. Composite static and phenomenological descriptions, while appearing complicated, lack the essence of what makes the biological systems truly “complex”.

The formalization of system-level problems is therefore important in constructing a meta-theory of biology. Addressing fundamental aspects of cellular regulation, adaptability, and noise management is vital for understanding the robustness and functionality of biological systems. These aspects encapsulate the challenges that cells face in maintaining stability, responding to environmental changes, and harnessing noise for functionality. This work examines these key problems that cells must solve, serving as a template for such formalization and as a step towards the axiomatization of biological investigations. Through a detailed exploration of cellular mechanisms, particularly homeostatic configuration, ion channels and harnessing noise, this paper aims to illustrate complex concepts and theories in a tangible context, providing a bridge between abstract theoretical frameworks and concrete biological phenomena.
INTRODUCTION

The Complexity of Cellular Systems

Unraveling the intricate web of processes in cellular systems presents a formidable frontier in contemporary biological research. Many significant breakthroughs in modern biology have come from studies at a molecular level, from genes to proteins. As our measurement techniques are providing us data at different scales with unprecedented resolution and throughput, a more detailed and nuanced picture is necessary for further advances, especially in areas where simplified models fall short of capturing the emergent properties and interactions within biological systems. Scientific journals and textbooks often feature graphical representations of cellular mechanisms, ranging from 3D depictions of subcellular structures to diagrams of signaling pathways. Advances in imaging and high throughput gene expression methods, coupled with a deeper understanding of biochemical pathways, have resulted in an abundance of intricate yet simplified representations of intracellular structures and signaling. However, it’s critical to recognize that these images are abstractions, simplifying complex cellular systems.

Capturing the complexity of cellular interactions with static descriptions is challenging. Given the complexity and abundant stochasticity in intracellular events, the ability of cells and simple organisms to achieve reliability and robustness is remarkable. In biological systems, many genes are responsible for coding sensors, actuators, and the intricate regulatory networks that manage them, providing robustness to variations rather than just the basic functionality required for survival in ideal circumstances. These robustness mechanisms involve sophisticated regulatory feedback and dynamic processes that prevent cascading failures, creating systems so robust they appear simple, reliable, and consistently stable, seemingly unaffected by the environment. Evolution favors the development of modular architectures with complex hierarchies of protocols and layers of feedback regulation, driven by the need for robustness in uncertain environments. These characteristics stem from the intricate relationship between complexity, robustness, modularity, and feedback.

The robustness of biological systems, which allows them to maintain functionality in the face of internal and external perturbations, has been extensively studied and is a fundamental characteristic of living organisms. Robustness in biochemical networks, such as those governing gene expression, ensures that cells can function reliably despite the inherent noise and variability in these processes. This robustness is often a result of complex regulatory networks that provide multiple layers of control and feedback mechanisms, allowing organisms to adapt to changing environments and maintain homeostasis.

Understanding how cells control their inner dynamics and process environmental information, and how they respond to challenging conditions, may require more than reductionist or teleological approaches. Referring to Lazebnik’s essay “can a biologist fix a radio”, we question whether we can truly understand the inner workings of a cell through conventional methods.

Glossary

- **Hilbertian Approach**: A method inspired by David Hilbert’s list of 23 unsolved problems in mathematics presented at the Paris conference in 1900. Hilbert’s list was not merely a set of mathematical puzzles but a strategic roadmap to guide future research. This approach involves systematically framing key problems to direct theoretical development and research efforts. It emphasizes identifying fundamental questions and establishing a structured framework for scientific inquiry. In biology, as we propose in this work, this method can help in tackling the complexity and variability inherent in living systems by focusing on key unresolved questions that drive the field forward.

- **Axiomatizing Biology**: Axiomatization is the process of defining a set of basic principles or axioms from which other truths can be logically derived. In biology, this means establishing foundational principles that can explain various biological phenomena. Joseph Woodger and Mario Bunge made notable attempts to axiomatize biological sciences, though they faced challenges due to the complexity and variability of biological systems.

- **Pearl’s Framework**: A theoretical framework developed by Judea Pearl for causal inference, based on structural models and counterfactual reasoning. This framework helps in understanding causality in complex systems, providing tools to model and analyze causal relationships in biological networks.

- **Microscale, Macroscale, and Causal Levels**: Micro/Macro-scale terms refer to phenomena or structures at different scales of observation. Macroscale pertains to large-scale structures/phenomena, whereas microscale involves smaller, often microscopic structures/phenomena. To understand systems with dynamics across multiple scales, we turn to multiscale modeling. This approach combines models operating at different resolutions. Macroscale models provide a broader view, while microscale models offer intricate details. The goal is to strike a balance between accuracy and efficiency (macroscale models may not be accurate enough, while the microscale models may be inefficient). Due to layered interaction across scales in biological systems, successful multiscale modeling hinges on causality. We must grasp how changes at one level in-
fluence behavior at another and develop quantita-tive models that can capture such ‘causal’ interaction\textsuperscript{\textsuperscript{16-19}}. By connecting micro and macro scales causally, we create meaningful representations of complex biological dynamics.

- **Quantization Level**: In non-biological contexts, quantization involves representing analog signals as finite-resolution digital signals by slicing their amplitude into discrete levels. The reason for it is that the uniform quantization may not be optimal, as it rounds each sample value to the nearest value from a finite set of possible quantization levels\textsuperscript{\textsuperscript{19,20}}. Biological systems, much like electronic circuits, encounter the need to represent continuous analog signals using discrete levels. These analog signals undergo quantization to facilitate processing, transmission, and analysis. Quantization involves dividing the amplitude range of an analog signal into distinct levels. The number of quantization levels determines the precision of representation. This can help achieving an optimal balance between precision and resource efficiency remains a challenge in biological contexts.

- **Teleology**: The study of purpose or design in natural phenomena. In biology, it refers to the explanation of biological processes in terms of their goals or functions rather than solely by their mechanistic causes. This concept, rooted in Aristotle’s philosophy, has been critical for understanding evolutionary adaptations and the functional organization of biological systems\textsuperscript{\textsuperscript{21,22}}. During the Scientific Revolution, figures like Francis Bacon and René Descartes emphasized efficient causation over final causation, leading to a decline in teleological explanations\textsuperscript{\textsuperscript{23}}. However, William Harvey and Robert Boyle argued that teleological reasoning could complement mechanistic explanations, particularly in understanding biological functions. In contemporary biology, the debate continues, with some scholars framing properties of biological systems as “functions” shaped by evolutionary pressures rather than purposeful design\textsuperscript{\textsuperscript{24,25}}. Recent critique of selected effects theories, argues that biological functions should be seen as causes rather than effects, emphasizing the causal roles that functions play in biological systems\textsuperscript{\textsuperscript{26}}. It was the Cybernetics movement that reintroduced teleological ideas, emphasizing feedback and control systems to explain goal-directed behaviors in biological organisms\textsuperscript{\textsuperscript{21,27}}.

Towards an Axiomatic Approach in Biology

Many significant breakthroughs in understanding diseases at a molecular level have come from integrating insights across various scales, from genes to proteins to cellular networks. Thus, a more detailed and nuanced picture is necessary for further advances, especially in areas where simplified models fall short of capturing the emergent properties and inter-actions within biological systems.

In a quantitative approach to understanding the inner workings of cells, adopting methods from quantitative fields like physics or computer science can indeed be beneficial. However, we propose that a structured axiomatic framework can further enhance these efforts by providing a systematic way to address complex biological questions. This involves correctly framing questions and developing new methods to understand “evolved” biological systems. Integrating approaches from dynamical systems theory, computer science, statistical inference, and machine learning within this axiomatic framework can provide a more comprehensive understanding\textsuperscript{\textsuperscript{28,29}}. Instead of concentrating on isolated issues or being confined by our expertise in certain methods, it is important to identify a spectrum of problems that a cell must address.

To address these challenges, this work proposes adopting a “Hilbertian approach”, where key problems are systemati-cally framed to guide biological research and theoretical develop-ment. This involves identifying a spectrum of problems that a cell must address and developing new methods to under-stand these evolved biological systems. Developing a system-atic theoretical approach not only is more productive but also shapes our thinking within a well-defined paradigm. This ap-proach mirrors the influence of Hilbert’s list of unsolved prob-lems in mathematics on the field, guiding our thought process in a similar manner\textsuperscript{\textsuperscript{9}}.

Previous attempts at axiomatizing biology, such as those by Joseph Woodger\textsuperscript{\textsuperscript{10}} and Mahner and Bunge’s metophysically-schemed approach to biology\textsuperscript{\textsuperscript{30}}, are prime examples of failed attempts due to improper formalization of key problems. To avoid repeating these mistakes, we would need to properly formalize these key issues before attempting to develop an axiomatic approach. By working within an scalable paradigm and adapting it as we progress (both experimentally and theore-tically), we can bridge biological intuition with mathemat-ical development, furthering our understanding of living sys-tems. This approach can be very useful for avoiding the pit-falls of previous attempts and to ensure the successful axiom-ization of biology.

In light of these perspectives, we use cellular adaptability, ion channels, noise, and stochasticity as prototypical exam-ples to illustrate the Hilbertian approach. This targeted ex-ploration serves as a tangible context for applying and testing theoretical frameworks, bridging abstract concepts with con-crete biological phenomena. By concentrating on these ele-ments, we aim to construct a framework that can decipher the cellular machinery and predicts its behavior under diverse conditions. Under this carved path, the convergence of multi-disciplinary methods could then enable us to transcend tra-ditional barriers and unlock the enigmatic nature of cellular
systems. Ultimately, we envision that attempts such as this endeavor and adopting a similar Hilbertian framework may pave the way for revolutionary advances in biology, offering insights that could transform our understanding of life at the molecular level through an axiomatic lens.

This paper aims to formalize key challenges in cellular biology: finding the right control switches, addressing the need for reconfiguration, and managing internal noise. By focusing on ion channels and their regulation, as well as exploring stochastic resonance, we provide an in-depth case study. Additionally, we outline other significant problems that could be part of a Hilbert-like set of questions in biology, advocating for a systematic and comprehensive approach to understand complex biological systems.

**PROBLEM 1: WHERE ARE THE CONTROL SWITCHES?**

**Challenges of Environmental Adaptation**

Single cell organisms must constantly adapt to changing environments, such as fluctuations in temperature, pH, and the concentration of necessary substrates or harmful chemicals. Multicellular systems have more internal stability due to sophisticated regulatory systems, but their individual cells must also overcome fluctuations in their constrained environments. A key question arises: How do cells, whether unicellular or multicellular, maintain their internal stability amidst these changes?

Cells have developed intricate mechanisms to identify and manipulate relevant control mechanisms — or ‘switches’ — to adapt to environmental changes and preserve internal stability. Over time, in the context of evolutionary innovation, cells have developed regulatory motifs that allow them to efficiently manage internal and external changes. Network motifs provide valuable insights into these regulatory structures and their roles in cellular functions.

Effective regulation in cells involves navigating two critical constraints: firstly, the identification of these relevant switches without causing irreversible harm or death to the cell; secondly, the necessity of prompt action due to limited resources and time. Consequently, adaptive cellular regulation represents a time-constrained optimization challenge, centered around the evolutionary discovery and manipulation of the necessary ‘switches’ for appropriate responses to environmental stimuli.

**The Complexity of Cellular Switches**

Identifying the right switch at the right time poses a complex problem due to the vast array of potential switches in a cell. These switches can range from single molecular factors initiating signaling cascades to complex regulatory motifs and physical structures. A possible approach to this challenge is the concept of trial and error, as posited by Ashby. He illustrated this with a hypothetical scenario in which an individual must find the correct configuration among 1000 switches to illuminate a light. The time required to find the right configuration varies significantly across different approaches. For instance, a thorough sequential search would take an impractical 21000 seconds (assuming 2 seconds for each switch’s on and off positions). In contrast, a serial test with some knowledge of partial correctness might average around 500 seconds, while testing all switches individually but in parallel could take merely 1 second. However, while this concept might be applicable to high-dimensional problems like adaptive cellular regulation, it comes with significant risks: incorrect switch activation, deactivation of essential switches, or time constraints might lead to detrimental outcomes for the cell.

In the context of cellular populations, one might speculate that some cells could successfully adapt through trial and error. However, the structure and hierarchy of cellular switches are far from random. They exhibit a layered organization, with some operating at lower scales and others providing higher-level modulation. This hierarchical architecture implies a causal modulatory tuning of more efficient, evolutionarily refined systems for achieving the right configuration, rather than relying on mere chance. This implies an evolutionary context where regulatory systems have been refined to ensure survival and adaptability.

**Emergent Organization in Cellular Regulation**

In the context of cellular regulation, network motifs and complex switches play a pivotal role. Network motifs and complex switches provide functional building blocks within complex biological systems, occur at higher frequencies than in randomized networks, and are ubiquitous across various biological networks, including metabolic networks, gene regulatory networks, and in organisms ranging from plants to worms. For example, motifs in gene regulatory networks of worms and plants have been found to function in a highly integrated manner, showing conservation and complexity across species. Similarly, the evolution of modularity in bacterial metabolic networks demonstrates how modular structures can emerge to optimize metabolic efficiency and adaptability. These network motifs are not unique to cellular networks but also appear in ecological networks, indicating their fundamental role in maintaining stability and functionality in biological systems. Evolutionary processes have shaped these modular and motif-based structures to enhance the robustness and adaptability of biological systems. Network motifs can emerge from interconnections that favor stability, providing an evolutionary advantage in fluctuating environments. Understanding these evolutionary processes that lead to the establishment of regulatory motifs can provide deeper insights into cellular regulation. Over time, cells have developed regulatory mechanisms that allow them to efficiently manage internal and external changes. Additionally, the identification of switches must be contextualized within the network of interactions in which they operate, as emphasized by the extensive work on network motifs.

Control mechanisms in biological systems often operate...
in a heterarchical rather than strictly hierarchical manner\textsuperscript{45}. This means that control is distributed across multiple levels and components, often with feedback loops and multiple controllers interacting without a single top-down directive. Simon’s concept of nearly decomposable systems, where components at various levels interact in complex ways, also supports this view\textsuperscript{46}. This organized hierarchy highlights the flexible and adaptive nature of biological control mechanisms, which can operate independently yet coherently within the larger system\textsuperscript{47}. These complex control layers, combined with the dynamic and noisy nature of cellular environments, underscore that a simple trial and error approach is not efficient. Instead, the evolutionary refinement of modular and motif-based regulatory structures is crucial. This refinement ensures robust and adaptable responses to environmental challenges, allowing cells to efficiently manage internal and external changes. Given the inherent complexity of switch configurations, compounded by the often limited and noisy input information, makes a pure trial and error approach both computationally prohibitive and pragmatically risky\textsuperscript{48}.

### Causal Inference in Cellular Regulation

To reach a desirable problem-specific continuously evolving solution that requires little to no knowledge of the sources of external changes, cell would needs to be able to manage control levels at both macro and micro scales. This implies some form of internal tuning within the cell. Phenomenological models can describe the system at the macro scale, but they do not provide insights into the precise molecular interactions occurring at the micro level. Therefore, to understand the right switches at the right time is activated in a cell’s exposure to environmental changes, it is necessary for us to conduct simultaneous measurements at various scales\textsuperscript{49}. These scales should not be examined separately and then our static models of these scales be stitched together in a fixed diagram. Instead, overlapping complementary measurements at multiple scales can help construct a map of the causal structure of switches and reveal how the cell exerts internal control. This approach is more effective than creating an ever-growing chart of imaginary blueprints.

A methodological approach for uncovering the ‘causal’ structure should consider the search for such motifs. Moreover, the reliance of regulatory information transfer on weak links, as opposed to the dominance of strong links in energy transfer and metabolic pathways, may have played a critical role in the evolution of new activating or inhibiting signals\textsuperscript{50}. The topological characteristics of these regulatory modules indicate varying connectivity structures, which are influenced by the degree of exposure to environmental variability and noise. Modules closely tied to environmental fluctuations tend to exhibit lower connectivity to enhance network robustness, whereas modules shielded from external noise sources lack a strong evolutionary impetus for sparse connections\textsuperscript{51}.

The complexity inherent in the multiscale nature of protein and genetic switches presents a formidable challenge in deciphering the causal mechanisms underpinning cellular control systems. In the realm of gene regulatory networks, this challenge is exacerbated by the limitations of current data types necessary for unraveling causal relationships\textsuperscript{52}. The ongoing evolution of methodological approaches, particularly in handling sparse and noisy gene expression time-series\textsuperscript{53,54}, is crucial. However, the current state of data often leads to the development of methods that are inefficient or unreliable\textsuperscript{52}. As richer, higher-quality gene expression data becomes available, it becomes more important to focus on developing causal inference methods that are compatible with the complex, multiscale nature of cellular switch networks. For instance, in transcriptional regulatory systems, genes with low demand are predominantly regulated by repressors, whereas genes with high demand are controlled by activators\textsuperscript{55}. This mechanism, aimed at minimizing error loads, might have been an evolutionary driver for the emergence of various regulatory motifs\textsuperscript{52,55}.

Considering this intricacy of interaction, search for causal links can be very insightful. Causal discovery methods have been applied to gene expression data to detect the presence and absence of causal relationships, even with very few samples\textsuperscript{56}. Similarly, methods developed for causal inference from gene perturbation experiments have validated the feasibility of discerning causal structures within gene regulatory networks\textsuperscript{57}. Furthermore, single-cell analyses using tools demonstrate how causal discovery can elucidate gene regulation mechanisms at an unprecedented resolution\textsuperscript{58}. By prioritizing causal discovery within gene regulatory networks, we can highlight the underlying regulatory motifs that orchestrate cellular responses.

An exciting frontier in this field is the exploration of higher-order interactions and motifs. Higher-order interaction analyses reveal complex connectivity patterns that go beyond simple pairwise interactions\textsuperscript{59}. These higher-order motifs can offer deeper insights into the modular organization of biological networks\textsuperscript{60}. Data-driven approaches have also shown promise in identifying these intricate interactions within high-dimensional complex systems\textsuperscript{61}. Combining these advanced techniques with the Pearl causal framework could push the boundaries of current biological research, uncovering novel regulatory mechanisms and evolutionary strategies.

Biological systems have evolved to minimize errors and maintain robustness amidst environmental and signaling noise\textsuperscript{6,29}. This evolutionary resilience necessitates methods that can effectively capture causality from a functional hierarchical standpoint. A mere knowledge of connections between components is insufficient; instead, we require a form of causal probing akin to in-circuit testing\textsuperscript{62} that can discern interactions at varying scales. Theories like Pearl’s framework of causal and counterfactual inference based on structural models\textsuperscript{11,12}, alongside its recent extensions incorporating information theory\textsuperscript{16,17}, can provide valuable tools for quantitatively analyzing causal structures. Recent advances have shown how macro-scales can emerge in biological systems and affect micro-scales, offering new avenues for prediction and control\textsuperscript{17}. These tools can illuminate macro-scale models of network interactions.

However, the inherent time-delays and the complex or-
dering of processes resulting from genetic switch configurations pose significant challenges in unraveling the causal framework of intracellular switches. Presently, the mixed formalisms of information theory and causal modeling are not fully equipped to manage the daunting complexity of time-delays within extensive networks of genes and proteins. Concepts from concurrency theory, originally developed to address the problem of partially ordered components in distributed systems synchronization\(^{63}\), offer intriguing possibilities. Some concurrency-related methodologies, such as Π-Calculus and Petri nets, have been adapted to model cellular signaling pathways\(^{64-68}\). Integrating these approaches with causal modeling and information theory could provide a more accurate representation of the nature of biological switches and their complex, intertwined multiscale dynamics. The primary focus should not be on what experts in a particular method can contribute to biology, but rather on first comprehensively understanding the biological problem and the cellular/subcellular constraints. Once these constraints are well-understood, we can then proceed to construct relevant and robust methods that are tailored to address these specific challenges. This approach ensures that the methods developed are not only scientifically sound but also practically applicable in the biological context.

**PROBLEM 2: HOW TO MANAGE THE NEED TO RECONFIGURATION?**

**Homeostatic response and feedback control**

In Problem 1, we explored how cells maintain internal stability through gene/protein switch configurations. Here, we delve deeper into the challenges cells face when managing significant extracellular environmental changes, necessitating not just maintenance but active reconfiguration of internal states. This problem focuses specifically on how cells reconfigure their regulatory mechanisms to maintain homeostasis under significant environmental changes, extending beyond the initial identification and manipulation of control switches discussed previously.

With minimal changes in the extracellular environment, a homeostatic response can handle internal regulation through a few adjustments. The concept of homeostasis, crucial for understanding this regulatory balance, was initially conceptualized by Claude Bernard and later formally defined by Walter Cannon\(^{29,70}\). It deals with maintaining a steady-state goal as a core mechanism in living systems\(^{71}\). This mechanism often relies on negative feedback\(^ {71,72}\). The significance of negative feedback in achieving a dynamic equilibrium has been a pivotal aspect of cybernetics, highlighting how living systems autonomously counteract external changes\(^ {27}\). In fact, cybernetics stretched this notion to define purposive behavior, giving the feedback regulatory mechanism a “teleologic” flavor\(^ {21}\).

However, challenges such as lag time in response and dampening oscillatory offshoots prompted the development of other control mechanisms, notably integrative error minimization through negative feedback\(^ {27}\). Although mathematically elegant, the biological realization of integral feedback control was initially unclear. This gap has been recently addressed with the proposal of a controller topology enabling robust adaptation in noisy intracellular networks\(^ {24,75}\).

**Beyond Homeostasis: Adaptive Reconfiguration in Cells**

Homeostatic regulation, whether through negative feedback or Proportional-Integral-Derivative (PID) control, is key in maintaining internal regulation in response to extracellular changes. Negative feedback helps achieve dynamic equilibrium by counteracting deviations from a set point\(^ {21,27}\). PID control extends this by adjusting responses based on current state, history of past states, and rate of change, thus offering a robust mechanism for maintaining stability\(^ {76}\). Recent advancements have introduced a variation of this type of control, Antithetic Integral Feedback (AIF), which ensures robust perfect adaptation in noisy biomolecular networks by using two regulatory species that annihilate each other\(^ {24,75,77}\). This approach has been demonstrated to achieve robust adaptation and has potential applications in maintaining homeostasis in complex intracellular environments. AIF controllers, in particular, may provide a universal solution for robust perfect adaptation, essential for coping with intrinsic and extrinsic noise in biological systems\(^ {24,75,78}\).

However, the need for homeostatic regulation extends beyond handling moderate extracellular changes. In cases of more severe environmental shifts, such as a sudden but long-term change in extracellular Na, cells employ additional regulatory approaches that lead to transient expansion or contraction of the homeostatic response bounds\(^ {79}\). These adaptive responses, akin to integral control methods where the accumulation of error over time drives corrective measures\(^ {17,73}\), are critical for cells facing acute or sustained environmental stresses, necessitating a reconfiguration of gene and protein pathways.

This not only pushes the cell to find the right switch configuration to maintain internal stability, but it also mandates the need for long-term or lasting reconfiguration. This leads us to conceptualize the cell’s response as a multidimensional landscape with regulatory stable states representing basins of attraction, akin to Waddington’s landscape model\(^ {80,81}\). Exposure to extreme events can push the cell to search for a new optimum basin in a new functional space with altered regulatory bounds, signifying a fundamental shift in the cell’s operational parameters.

Upon reconfiguration, a cell transitions into a new functional space, distinct from its original state. This new space presents the cell with unique and modified regulatory bounds, altering both the response time and nature of the intracellular response. The duration and severity of external changes dictate whether this reconfiguration is short-term or long-term. More complex cells may possess a broader functional repertoire, enabling them to navigate more basins in the functional space. This enhanced functional repertoire is underpinned by the biological robustness seen in higher organisms\(^ {29,30}\), which have evolved sophisticated regulatory networks and control mechanisms to maintain homeostasis and adapt to environ-
mental changes. For example, eukaryotic cells exhibit emergent macroscales in their protein interactomes, which are associated with lower noise and greater resilience compared to prokaryotic cells. These higher-order structures allow for more effective information transmission and robust adaptability, indicating a significant evolutionary advantage in managing complex cellular processes. Therefore, the higher order structures may have the capacity to quickly visit an optimal basin in their functional repertoire upon re-exposure to a similar extreme event.

A key feature of adaptive homeostatic regulation is its predictive nature, which aids in reducing the magnitude of response error and the need for compensation. In combination, homeostasis and adaptive homeostasis (allostasis) shape a functional space where phenotypic stability and plasticity define the dynamics and trajectory of a cell’s configuration in response to varying degrees of extracellular changes.

**Molecular Mechanics: The Role of Ion Channels in Cellular Adaptation**

Ion channels serve as a prime example of the adaptive mechanism in cells. Essential for ion transport across cell membranes, these channels exhibit both phenotypic stability and plasticity, which are crucial for cellular adaptation. They control the membrane potential and intracellular ion concentration, both of which are dependent on the number and type of ion channels presently expressed in a cell. These channels are ubiquitous across unicellular and multicellular organisms, demonstrating the universal importance of this mechanism.

The diversity and complexity of ion channels reflect a higher functional repertoire in more complex cells, contributing to their ability to revisit optimal functional states quickly. This view can be scrutinized through an evolutionary lens. The evolution of ion channels highlights their importance in cellular responses to environmental changes. Early ion channels, such as calcium channels, evolved to include potassium and sodium ions and later fully evolved to dedicated potassium and sodium channels, which improved the precision and speed of signaling. This evolution was crucial for the development of efficient signaling mechanisms in multicellular organisms. Voltage-gated ion channels play a critical role in managing ion flow across cell membranes, which is essential for various cellular processes. These channels have diversified significantly, especially in more complex organisms, enhancing their ability to process and transmit information rapidly. Eukaryotes, in particular, have developed a vast array of ion channels that facilitate complex cellular behaviors. This expanded repertoire allows eukaryotic cells to manage a greater variety of functions with enhanced efficiency and adaptability, enabling them to respond more effectively to environmental changes.

In specialized excitable cells, such as neurons, the homeostatic regulation of ion channels is critical for maintaining excitability and compensating for perturbations such as channel deletions, mutations, or environmental disturbances. These channels enable neurons to adjust their intrinsic properties through activity-dependent mechanisms that sense and respond to changes in physiological activity. They key point is that ion channels act as critical mediators between extracellular events and intracellular processes, coupling signals from the environment to cytoplasmic biochemical pathways. This capability underscores the advanced functional repertoire of more complex eukaryotic cells, allowing for refined and rapid responses to external stimuli.

To further illustrate these principles, let us consider the case of KcsA, a well-known bacterial potassium channel, is a tetramer with four-fold symmetry. It operates as a pH-gated, potassium-specific channel, favoring a closed state at neutral pH. The channel exhibits voltage-gated inactivation, and the energy landscape of gating undergoes a conformational change, reaching its minimum when the channel is closed. When the channel is exposed to an acidic environment, electrostatic changes in the protein’s cytosolic domain cause it to open. The duration of the channel’s inactivity influences its reactivation, thereby modulating its response to pH changes.

Intracellular pH, regulated through changes in membrane permeability to ions like K+, Na+, and H+. Additionally, at lower pH, the cell’s capacity to regulate its cytosolic pH through K transport is undermined. Extracellular acidity impacts the cytosolic pH, altering the opening probability and activation of potassium channels such as KcsA. This leads to a departure from the energetically favored closed state, placing an energy demand on the cell. The speed at which such a change of functional space occurs is controlled by the duration of prior inactivation.

In parallel to the response of voltage-gated K channels, other K transport systems play a crucial role in regulating the cytosolic pH, and thus its effect on intracellular K concentration. For instance, if a cell has Kdp, a K transport system sensitive to both extracellular K concentration and pH, its growth can be inhibited due to a joint reduction of Kdp activity and repression of Kdp gene expression caused by moderate external K+. Additionally, at lower pH, the cell’s capacity to regulate its cytosolic pH through K transport is undermined.

This complex regulation involves intricate patterns of nested, hierarchical, and recursive control, where higher-level regulatory mechanisms modulate lower-level processes to achieve overall stability and adaptation. Nested and hierarchical structures provide a layered approach to control, while recursive functions enable dynamic adjustments based on feedback loops, enhancing the robustness and flexibility of cellular responses. The combination of these regulatory mechanisms renders the multiscale interactions inherent in cellular processes a complex entity for modeling and analysis.

The extensive literature bridging control theory and biophysics on ion channel dynamics, adaptation, and responses, provides valuable insights into the molecular constructs of these mechanisms. The control theoretic approach to modeling ion channel dynamics offers valuable insights into their function. System theory-based models, for instance, provide a novel method for characterizing ion channel kinetics, allowing for exceptional accuracy and computational ef-
ficiency compared to traditional methods\textsuperscript{102}. The application of control theory concepts to neuronal homeostasis has clarified many underlying theoretical aspects and has suggested new experimental and computational approaches to better understand these processes\textsuperscript{103}. While control theory and physics can guide us in untangling the dynamics at given scales, we also need formal systems that can aid in linking the models and can untangle the complex web of interactions in these forms of nested, hierarchical and recursive structures. As such, a recent work on category theory offers a formal mathematical framework to understand the compositional structures, providing tools for the detailed analysis of nested and hierarchical systems in cellular processes\textsuperscript{104}. Similarly, formal treatment of recursion in partially ordered components in distributed systems\textsuperscript{83} can provide the needed complementary tool for deciphering complex regulations that was discussed above. By adapting and fusing these approaches, we may better understand the need for cellular reconfiguration in response to environmental changes.

**Adaptive Plasticity in Complex Cellular Systems**

In more complex cells and multicellular organisms, the interplay between phenotypic stability and plasticity is further complicated by additional layers of regulatory control. For instance, the steady-state distribution of ion channels is governed by a correlated homeostatic regulation\textsuperscript{105}. Furthermore, the macroscopic electrogenic function can be maintained despite variation in ion channel types\textsuperscript{106}. The co-regulation of ion channels through homeostatic mechanisms illustrates how different channels can compensate for each other to maintain stability. This co-regulation is essential for managing the complex interplay between multiple properties and ensuring robust macroscopic cellular function. The emergence of correlations in ion channel expression levels can be explained by homeostatic mechanical mechanisms that couple expression rates to cellular activity\textsuperscript{105,107}.

On the other hand, other complicated parameters can also set the functional landscape of cellular functioning. For example, in neurons, there can be differential expression of Na and K channels between soma and dendrites\textsuperscript{108}. This suggests that the functional space and its minima are uniquely defined for soma versus dendrites. As a result, the functional space in dendrites or soma could be maintained within a pre-set range while it might be altered for the other parts of the neuron. This differential plasticity allows the neuron, as a unit of computation, to have varying overall function due to a polarized spatial balance between phenotypic stability and plasticity.

Such differential regulation underscores the dynamic nature of cellular responses and the importance of understanding these responses in the context of the entire organism. Additionally, intrinsic membrane excitability can be altered through dynamic epigenetic modification of DNA (through methylation) that controls the expression of ion channels and synaptic response\textsuperscript{109,110}. A similar situation is observed in cardiac tissue where the balance between phenotypic stability and plasticity is controlled by a variety of mechanisms at different levels\textsuperscript{111}. For example, repetitive pacing transforms the electrophysiological attributes of cardiomyocytes to a new semi-stable state\textsuperscript{109,110}. This shift in the functional space occurs through a reduction in the mRNA concentration of INa and ICa channels, effectively altering their expression in cardiomyocytes\textsuperscript{112}. The complex molecular mechanism for electrical remodeling of the cardiac cells creates a major challenge for understanding how fine-tuning ion channel expression controls cardiac excitability\textsuperscript{113}.

The phenomenon of altering electrophysiological properties in excitable membrane (of neurons or cardiomyocytes) can be studied through mixed models combining recursion and dynamics. These models provide a deeper understanding of the intricate causal chains affecting a cell’s functional space post reconfiguration. This approach underscores the need for robust, interdisciplinary methods to unravel the complexities of cellular adaptation and reconfiguration in response to environmental changes.

**PROBLEM 3: HOW TO HARNESS NOISE RATHER THAN SUCCUMB TO IT?**

**The Dual Nature of Cellular Noise**

Cells face the challenge of noise at almost every scale of operation. Noise exists at the boundary with the external world as well as internally across molecular interactions and physical interfaces. Despite the abundance of noise, cells manage to function, grow and evolve. The viewpoint that noise is pure nuisance has been gradually shifting to an understanding that noise is not necessarily detrimental to biological systems\textsuperscript{114}. In this context, we will explore various aspects of noise, how cells handle such challenges, and what modeling frameworks can elucidate this complex relationship. While it may seem narrow to focus on specific aspects, this approach allows us to delve deeply into critical examples that illustrate broader principles. By examining specific instances of noise handling, we can uncover underlying mechanisms and strategies that are broadly applicable across different biological systems, thereby maintaining coherence with the holistic perspective advocated throughout the article.

The cell membrane acts as the boundary between the internal and external worlds of the cell. Through molecular sensing and transport, cells receive information about the external world and harvest necessary chemicals. Ligand-receptors and ion channels are key molecular systems through which a cell communicates and samples the external world. Aside from cases where a ligand irreversibly binds to its receptor, the ligand-receptor interaction is inherently stochastic and noisy\textsuperscript{115}. This inherent noise, contrary to being a mere byproduct, plays a crucial role in the cell’s information processing capabilities. The irreversible binding may be desirable for drug testing purposes\textsuperscript{116}, but in principle, is the opposite of what a continuous information acquisition system would need. Considering the ligand-receptor binding as the means for probing the extracellular space, one can think of the “source (of the chemical), particles, and recep-
Boundary Noise and Cellular Communication

Another special treatment of noise occurs at the boundary, where interference noise due to the presence of structurally-similar non-target molecules adds to the inherent stochasticity of a small number of target molecules. In such situations, ligand-induced stochastic cluster formation of receptors takes place, enhancing the receptor’s sensitivity and specificity. This “noise-cancelling” receptor clustering and ensuing allosteric interactions have evolved to enhance the signal-to-noise ratio (SNR) in cellular communication. Clustering of receptors increases sensitivity by reducing the detrimental effects of intrinsic and extrinsic noise. For example, receptor clustering has been shown to increase signal detection reliability and transduction efficiency, thereby optimizing the cellular response to environmental cues. Additionally, ligand-induced stochastic cluster formation of receptors enhances both sensitivity and specificity through noise-induced symmetry breaking, compensating for the presence of non-target ligands in the environment. In certain cases, this can be understood through the concept of stochastic resonance. Particularly in clusters of major histocompatibility molecules and T-cell receptors, a stochastic quantizing encoding of transmembrane signaling improves information transfer in cellular processes.

A solution for managing noisy ligand-receptor interactions is to synchronize the excitable receptors during signal transduction. These noise-induced phenomena, whether they result in spatial symmetry breaking or temporal symmetry breaking, might have separate evolutionary roots. However, they hint at a key point: cells are not merely passive receivers faltering in the face of abundant noise at the boundary. An important lesson is to recognize that the nature of the noise itself can guide us in modeling and understanding it effectively. As Monod elegantly put it, biological systems are shaped by deterministic laws and randomness. While reductionist approaches provide detailed insights into the molecular aspects of noise in biological systems, they often fall short in capturing the emergent properties of complex systems. In biological contexts, the separation of scales is not straightforward. Higher-level properties and processes are not merely derivable from lower-level data and mechanisms but also act as causes of lower-level behavior, involving interactions in both directions. Understanding how cells sample information from their environment and manage their responses to noise requires considering multiple levels of organization and these causally linked scales. This integrated perspective helps to elucidate how cells harness noise and adapt to changing conditions, thereby maintaining functionality and adaptability in changing environments.

However, the way that living systems harness noise, as exemplified above, shows us that a purely reductionist approach to the biophysical characteristics of ligand/receptor/membrane will leave us ill-equipped in understanding how cells manage challenging environments. While reductionist approaches provide detailed insights into molecular interactions, they often miss the emergent properties and cross-scale dynamics that are crucial for understanding noise management. By integrating both reductionist details and perspectives on interscale interactions, we gain a more comprehensive understanding of cellular resilience and adaptability.

A deeper understanding of boundary noise and its management is necessary for understanding cellular efficiency in noisy environments. Developments such as patch clamp technology have revealed the conductance fluctuations of individual channels as they oscillate between open and closed states, influenced by thermal noise. The probability of voltage-gated channels opening and closing is dependent on the membrane potential, which in turn affects channel noise. These fluctuations impact the timing and generation of action potentials, as well as subsequent changes in membrane potential. Channel noise can cause significant variations in spiking propagation, and it imposes a lower limit on the miniaturization of cell signaling. This is because the noise generated by ion channels can shift the functional state of the cell, leading to spontaneous action potential generation. Under-
standing these dynamics not only elucidates how cells maintain functionality under noisy conditions but also sets the stage for exploring how noise can be harnessed to enhance cellular processes, as discussed in the following section on stochastic resonance.

Harnessing Noise: Stochastic Resonance in Cellular Function

While some aspects of noise can be limiting or detrimental, noise itself can enhance the detection of weak signals in certain nonlinear systems, such as electronic circuits and biological sensory systems. A phenomenon known as stochastic resonance (SR) has emerged as a key player in biological systems dealing with noise. SR, which enables the amplification of weak signals in nonlinear systems, illustrates that noise, when managed appropriately, can enhance cellular functionality.

SR has been shown to contribute to signal detection in various sensory systems, including acoustic/electrical stimulation of human hearing, vision, and noise-enhanced tactile sensation and balance control. Large nonlinear networks are more sensitive to weak inputs when a fixed level of noise is added. In such cases, irrespective of the nature of the input signal, it can be pushed to cross the threshold.

However, SR is not limited to large networks of excitable units. SR has also been observed at the cellular level in crayfish mechanoreceptor cells, and in bistable single neuron models that show a correlated switch between states when they are driven by noise in the presence of periodic external modulation. For SR to be effective at this scale, the noise must be optimized and adjusted to the nature of the signal.

Stochastic resonance (SR) also plays a significant role in ion channel signal transduction at the subcellular level. This was first demonstrated in a large parallel ensemble of an artificial ion channel, specifically polypeptide alamethicin incorporated into planar lipid bilayers. In this case, the signal transduction induced by noise increased over a hundredfold. Ion channel conformational changes are considered as thermally-activated Poisson events. Ion channels open and close stochastically, and they do not have a built-in “absolute” threshold. Ion channels open and close stochastically, and they do not have a built-in “absolute” threshold. However, additive noise linearly changes their activation barriers with applied transmembrane voltage, thereby increasing the instantaneous rate of the thermally activated reaction and exhibiting SR. This phenomenon allows for the detection of small amplitude input signals in thermally driven physico-chemical systems, where reaction rates are controlled by activation barriers. This is applicable in systems such as semiconductor p–n junctions and voltage-dependent ion channels.

Although the activation barriers in ion channels change linearly with additive noise, the downstream effects in these driven nonlinear systems demonstrate complex behavior. The presence of noise can induce resonant amplification of weak signals, a hallmark of SR, which significantly enhances signal detection and transmission. This is because SR exploits the interplay between noise and the nonlinear dynamics of the system, leading to emergent behaviors that are not predictable from the individual components alone. This interplay often reveals new dynamic states and responses, highlighting the importance of considering higher-order interactions and emergent properties to fully understand noise management in biological systems.

Although, it’s worth noting that the artificial channels used in these studies are less sensitive to temperature variations than natural channels. The higher temperature sensitivity of natural channels near physiological temperature, and the induced conformational transitions, effectively change the energy landscape and transition rate between closed and open states at the level of single ion channels. As a result, at the scale of a single ion channel, enhanced thermal-noise-induced SR affects the rate of information gain more significantly in biological ion channels than in artificial channels.

Periodic, aperiodic, and nonstationary stochastic resonance occurring at physiological temperature allows cells to harness noise to enhance signal transmission and information gain with fewer channels. This strategy is energy-efficient, as increasing the density of ion channels to combat noise is energy-consuming.

The collective property of ion channels and its effect on SR also influences the response to noise. The number of ion channels determines the amplitude of the membrane potential fluctuation. In small clusters of ion channels, SR and threshold-crossing are primarily defined by individual channel kinetics and thermal-noise-induced SR.

As the size of the membrane patch increases (for example, in soma vs dendrites) and/or the density of ion channels increases (through modulation of gene expression or their polarization, as in neurons), a system-size resonance occurs. This emergent collective property of globally coupled ion channel assemblies exhibits a resonant-like temporal coherence. This collective property leads to a type of SR that occurs only in large clusters of ion channels, even in the presence of the suboptimal intrinsic noise of single channels.

Quantization and Noise Management in Cellular Systems

Unlike engineered systems, where efforts are focused on eliminating noise, cells harness boundary noise at the subcellular scale. SR plays a key role in dealing with boundary noise at both the individual ion channel and collective levels. By examining the challenges that cells must overcome, we can gain a deeper understanding of the computational primitives that operate through cellular biophysical interfaces and biochemical pathways. The stochastic nature of ion channels and the presence of stochastic resonance can guide us to probe information gating through the lens of quantization error.

Ligand receptors and ion channels serve as quantizing sampling devices. Their stochastic kinetics and density define the collective sampling rate. We have discussed how SR can enhance the sensitivity of ion channels to subthreshold inputs. Equally important, thresholded systems exhibiting SR are unique forms of dithered quantizers. Dithering, a
technique commonly used in digital signal processing domains such as audio and picture coding, involves adding random noise (or dither) to data before storage or transmission. This process randomizes the quantization error when a reduction in precision is necessary. This dithering characteristic of SR allows cells to modulate the sampling precision and information transfer of ion channels through a quantization operation.

Thresholded dynamical systems, such as ion channels and excitable membranes, can be interpreted as multistable systems. Signal transduction through these channels has a finite range, and the sampling process is discrete and stochastic. This leads to inevitable distortion and loss of signal details, which can manifest as spurious frequencies or amplitude reduction due to time discretization and amplitude quantization.

In systems with a nonlinear input-output relationship, the quantization error needs to be independent of the input signal to minimize distortion. In thresholded nonlinear dynamical systems, like cells with excitable membranes, stochastic resonance (SR) is more akin to a special case of a dithering effect rather than a resonant phenomenon.

Just as image dithering maintains the color-depth gradient during bit reduction (e.g., when converting grayscale to black-and-white), SR in multi-thresholded dynamical systems can increase the number of quantization levels. SR affects the responsiveness of individual channels, causing them to open stochastically at different rates. Collectively, these opening dynamics create a multi-threshold system.

Instead of setting a fixed threshold for all channels to switch to the open state, the presence of noise induces concentrated transitions to the open state in clusters of channels. The small intervals created around multiple thresholds, determined by the different sizes of these clusters, increase the number of quantization levels. This increased quantization level allows the cell to transduce microscopic fluctuations in the external environment in a graded, discretized manner.

As a result, by harnessing noise, cells can effectively capture a macroscopic view of their environment at the boundary. We can infer that SR enables cells to be sensitive to microscopic fluctuations while maintaining a macroscopic understanding of their environment.

MODELING AND MULTI-LEVEL IMPLICATIONS OF CELLULAR NOISE

Cells’ ability to operate efficiently amidst noisy dynamics underscores the functional role of noise in biological systems. The fact that noise at various levels can exhibit non-rigid functional characteristics is significant. This includes boundary stochastic noise in a single channel, clusters of channels in a membrane patch, collective properties of polarized distribution of channels in a single cell, and networks of cells. This highlights the importance of multi-level (multiscale) modeling.

Multiscale modeling and simulation provide powerful tools to capture the complexity of biological systems. Developing a common framework for multiscale modeling, which includes defining clear scales and ensuring proper scale bridging, helps in understanding how microscopic interactions aggregate to influence macroscopic phenomena and vice versa. A balanced approach that integrates reductionist and systemic perspectives is necessary for understanding complex systems. While reductionism provides detailed insights into individual components, emergent properties and interactions across scales will require a different approach to understand collective behaviors that are not evident from the properties of individual components. This integrated approach ensures that modeling techniques are tailored to specific contexts, recognizing the variability in scale interactions across different biological systems.

Given the spatial variability and temporal dynamics of the involved components, we need to resort to the heterogeneous multiscale method in order to effectively couple macroscopic and microscopic models. In cellular systems, this method can help capture how molecular-level interactions impact macroscopic behavior. For instance, deciphering the dynamics of ion channels and receptors at the microscopic level can significantly clarify our understanding of complex macroscopic phenomena like cell signaling, membrane excitability, and cell-cell communication in the presence of noise.

The multiscale effects of stochastic resonance align well with the concept that there is no privileged level of causality in biological systems. This suggests that all levels of biological organization, from molecular to cellular to systemic, play a crucial role in the overall function and behavior of the system. This perspective encourages a comprehensive approach to studying biological systems, taking into account the interplay between different levels and the role of noise in these interactions. By integrating insights from molecular dynamics, cellular interactions, and system-level behavior, we can better understand the emergent properties and complex interactions and how cells harness and manage noise to maintain functionality and adaptability.

CONCLUDING REMARKS

The Challenge of Biological Modeling

Hilbert’s list of problems was not just a set of unsolved mathematical problems, but also a framework for advancing the discipline. While some of these problems remain unsolved, the concept of a framework has endured. Unlike mathematics, which is grounded in logic and proofs, biology has largely been an ever-expanding collection of detailed findings with limited scope. Efforts at biological modeling and theorizing have frequently struggled to synthesize these findings into unified theories. This raises the question: What is missing in our approach? Is biology fundamentally different from quantitative fields like physics? Can biology not be tamed with mathematical models? or is it the case that we yet do not have the appropriate mathematical tools to properly model biological systems?

In a thought-provoking essay, Gunawardena posits that our models, at least at the molecular scale, are mostly phenomenological and amount to little more than educated guess-
work. He points out that unlike physics, biological models are not objective. Therefore, our best strategy is to begin with a sound set of assumptions that can guide us in selecting the most suitable model for the problem at hand\textsuperscript{71}. The essay paraphrases James Black, a Nobel laureate pharmacologist, reminding us that “our models are accurate descriptions of our pathetic thinking”. This depiction of biological models highlights key issues. Biological modeling faces additional challenges due to the complexity and variability inherent in living systems. The dynamic interactions, nonlinearity, and stochasticity at multiple scales make it difficult to create comprehensive models that are both predictive and explanatory.

**Embracing a Problem-Oriented Approach in Biology**

One of the challenging issues with current biological models is their focus on isolated components rather than integrated systems. This approach leads to disjointed models that hinder our ability to formulate fundamental theories. While biological sciences have seen exponential growth, the progress in finding principles has not paralleled that fast-paced progress. Some biological textbooks even include words like “fundamentals” or “principles” in their titles, yet they primarily expand with more detailed examples and new findings without consolidating overarching principles (As an example, the 1st edition (1981) of “Principles of Neural Science” was published in 468 pages; and its 6th edition (2021) has now grown to 1646 pages). This massive expansion in volume, while reflecting incredible progress in terms of our knowledge about some details of the system, is antithetical to extracting fundamental principles in theory-laden science. This phenomenon underscores a significant challenge: the need for models that bridge different scales and components, and the need for a framework that would facilitate integration across such models.

Here, we seek to address this challenge by proposing a program inspired by Hilbert’s approach. By grounding our understanding in fundamental principles and axioms, we can systematically build multiscale models that capture causal links across different scales. This problem-oriented approach keeps us aligned with empirical data and ensures the development of falsifiable models, fostering a cohesive framework for integrating diverse biological models into core principles. Adhering to constraints and details rooted in the physical nature of biological components is crucial. This adherence will give us a chance to formulate models that are true to the underlying biophysics with predictions that can be experimentally falsified\textsuperscript{12}.

Necessarily, we need to avoid being trapped by disjointed descriptions of biological systems. A computational lens can guide us to focus on systemic functions rather than isolated components. There are convergent themes between biological and computing systems that fall under the lens of “computational thinking,” such as distributed and coordinated processes, robustness to failure/attacks, and modularity\textsuperscript{173}.

The concept of separation of scales, where slow processes are treated as static constraints, dynamic processes are governed by mechanical laws, and fast processes are averaged over, is crucial in modeling many physical systems. However, in biological systems, scales are often coupled and causally-linked, making the separation less straightforward. Complex systems in biology require an integrated approach that considers the interactions across scales. This integrated approach is helpful for capturing the true complexity of biological systems. By emphasizing problems over methods to guide proper heterogeneous multiscale models, we can identify the constraints inherent in these problems and develop integrated models that reflect the true complexity of biological systems. This approach aligns with the idea that biological theory can benefit from combining parsimonious reasoning with rule-based explanations\textsuperscript{174}. By incorporating these principles, we can better understand how to build effective models that bridge different scales and components, providing a more comprehensive understanding of biological systems.

**Integrating Biophysics, Computational Thinking and Cybernetic Principles**

The proposed framework, synergizing computational thinking with biophysical modeling, aims to foster the design of experiments towards uncovering fundamental biological principles. This approach also addresses the limitations of cybernetics by integrating insights on feedback and control within a broader reductionist perspective of molecular biology. While cybernetics correctly recognized the crucial importance of feedback and control in biological systems\textsuperscript{21}, its overemphasis on teleology\textsuperscript{21} juxtaposed it with the explosive success of reductionist molecular biology. What makes biology truly unique is its concern with purpose\textsuperscript{175}, but perhaps searching for behavioral purposeful descriptions untied from the underlying biophysical processes was a key behind cybernetics’ demise. We can bring back the insightful aspects of cybernetics to the center stage and avoid its pitfalls.

It is important to acknowledge that models solely aiming to outperform their competition in data fitting are non-falsifiable\textsuperscript{71}. The increasing usage of artificial neural networks (ANNs) in biology is noteworthy. While ANNs have shown success in modeling complex communication and control pathways, their success hinges on a high-parameter nonlinear fitting process. This often leads to the replacement of one complex nonlinear system with another black box that remains largely misunderstood. However, the potential of ANNs can be harnessed more effectively within the framework of mathematical models, where they can serve as nonlinear optimizers. This approach enables the fusion of physical laws with data-driven methods, yielding a more comprehensive description and prediction of system behavior\textsuperscript{176,177}. Importantly, it also ensures the falsifiability of our theories, a cornerstone of scientific modeling.

Advancements in machine learning present opportunities to integrate data-driven methods with physical principles, facilitating the creation of models capable of deciphering complex dynamical systems from noisy and incomplete data\textsuperscript{176,179}. Combining machine learning with multiscale modeling can
enhance our understanding of complex biological systems by leveraging the strengths of both approaches. Multiscale modeling provides a structured framework to address different temporal and spatial scales, effectively capturing the interactions between them. For instance, this approach involves identifying relevant scales and developing models at each scale, which are then combined to form a comprehensive multiscale model. This method allows us to understand how microscopic interactions influence macroscopic phenomena and vice versa. Integrating machine learning with multiscale modeling can address the limitations of each approach individually. Machine learning excels in handling large datasets and uncovering correlations, while multiscale modeling is adept at probing causality and mechanisms. By combining these methods, we can create robust predictive models that integrate underlying physics to manage ill-posed problems and explore massive design spaces. This integration allows for a more comprehensive understanding of biological systems, capturing emergent properties and complex interactions across scales.

This integrated framework signifies a substantial opportunity for advancement in biology. Given the current technological landscape, encompassing precision devices, high-throughput techniques, and advancements in computing and AI, we are well-positioned for significant progress. Theoretical frameworks for cellular computation and cell-cell communication could lay the groundwork for biology to develop its first principled quantitative theories, mirroring the remarkable achievements of physics in the early 20th century. This prospect could be within our reach. What can propel us is the application of a systematic Hilbertian approach for the formalization of system-level problems in biology.
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