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Abstract: Recently deep reinforcement learning has achieved tremendous success in wide ranges of applications. However, it notoriously lacks data-efficiency and interpretability. Data-efficiency is important as interacting with the environment is expensive. Further, interpretability can increase the transparency of the black-box-style deep RL models and hence gain trust from the users. In this work, we propose a new hierarchical framework via symbolic RL, leveraging a symbolic transition model to improve the data-efficiency and introduce the interpretability for learned policy. This framework consists of a high-level agent, a subtask solver and a symbolic transition model. Without assuming any prior knowledge on the state transition, we adopt inductive logic programming (ILP) to learn the rules of symbolic state transitions, introducing interpretability and making the learned behavior understandable to users. In empirical experiments, we confirmed that the proposed framework offers approximately between 30% to 40% more data efficiency over previous methods.
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1 Introduction

Reinforcement learning (RL) methods have established themselves as the state of the art for solving complex sequential decision making problems in games and robotics, leading to significant impacts in practical applications [41, 29, 22, 23, 2, 11]. However, since the environment model and reward function are unknown initially, RL methods mostly rely on random exploration to collect rewards and then improve their current policy accordingly. Therefore, RL methods are notoriously sample inefficient, requiring a large amount of interactions with the environment before learning policies better than random exploration. This problem becomes more severe in long-horizon tasks [3]. Another problem in deep RL is the lack of interpretability [28, 34]. The learned behavior based on the black-box neural network is nontransparent and difficult to explain and understand. The goal of interpretability is to describe the internals of a system or learned behavior in a way that they are readable and verifiable by humans. In some real-world applications of RL, it is instrumental to make the system behavior interpretible to human, so as to make the system more reliable and user-friendly [16, 9].

In this work we propose to use model-based Hierarchical RL (HRL) via inductive logic programming (ILP) to tackle problems mentioned above. First, HRL is a promising approach to reducing sample complexity and scaling RL to long-horizon tasks [33]. The idea is to use a high-level policy to generate a sequence of high-level goals, forming subtasks, and then use low-level policies to generate sequences of actions to solve every subtask. By abstracting many details of the low-level states, the high-level
policy can efficiently plan over much longer time horizons, reducing sample complexity in many tasks. In addition, because of explicit knowledge representation in the hierarchical formulation, performing reasoning and planning on high-level goals become an effective way to introduce interpretability into deep RL. Different from previous work on HRL with symbolic planning [26, 28, 15], we do not need any prior knowledge on symbolic transitions in the high-level part. Instead, by leveraging the inductive logic programming (ILP) [10, 12, 32], we adopt the model-based RL [17, 24], which learns a transition model of the high-level symbolic states via predicate logic language in ILP and utilize this model to generate subtask sequences improving data-efficiency and interpretability. In contrast to previous works on ILP, we propose to incorporate refinement operations to generate clauses more efficiently, and hence better utilizing real transition experiences.

As a result, the proposed framework provides the following benefits: (i) it improves the sample efficiency by leveraging the hierarchical learning framework and the symbolic state transition model, (ii) it introduces interpretability into deep RL via the learned symbolic state transition rules, and (iii) it provides the compositional generalization via the ILP. The effectiveness of the proposed method is verified by empirical experiments, compared with previous methods such as HRL [21].

2 Preliminary

In this section, we establish relevant notation and review key aspects of symbolic reinforcement learning.

2.1 Reinforcement Learning

For the purposes of this work, we will say that the environment with which an RL agent interacts is formalized as a Markov Decision Process (MDP) \( M = (S, A, r, p, \gamma) \), where \( S \) is the state space, \( A \) is the set of actions, \( r : S \times A \to \mathbb{R} \) is the corresponding reward function, \( p(s_{t+1} | s_t, a_t) \) is the state transition probability given any state-action pair, and \( \gamma \in [0, 1) \) is the discount factor. A policy for \( M \) is defined as a probability distribution \( \pi(a | s) \) representing the probability of the agent taking action \( a \) given that its current state is \( s \). Therefore, the RL problem is to find the optimal policy \( \pi^* \) maximizing the expected discounted future reward obtained from all states \( s \in S \) [39]:

\[
\pi^* = \arg \max_{\pi} \sum_{s \in S} v_\pi(s)
\]

where \( v_\pi(s) \) is defined as the value function, approximating the expected discounted future reward obtained when starting at state \( s \in S \) following the policy \( \pi \), i.e.,

\[
v_\pi(s) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t r_t | s_0 = s \right]
\]

In this work, our method is built on Q learning [43], which is an RL approach that learns optimal policies (in the limit) by using sampled experiences to estimate the optimal q-function \( q^*(s, a) \) for every state \( s \in S \) and action \( a \in A \). The optimal q-function \( q^*(s, a) \) is equal to the expected discounted future reward received by performing action \( a \) in state \( s \) and following an optimal policy. Given an experience tuple \((s, a, r', s')\), the q-value estimate \( \tilde{q}(s, a) \) is updated as follows

\[
\tilde{q}(s, a) \leftarrow r' + \gamma \max_{a' \in A} \tilde{q}(s, a')
\]

Here the optimal policy \( \pi^* \) can be easily derived from \( q^*(s, a) \) by selecting the action \( a \in A \) with the largest q-value under the current state \( s \in S \). In order to explore the environment, the \( \epsilon \)-greedy exploration strategy is often used in Q-learning, selecting the random action with probability \( \epsilon \) and the action with the largest \( \tilde{q}(s, \cdot) \) value with probability \( 1 - \epsilon \).

2.2 The Option Framework

The options framework is a framework for defining and solving semi-Markov Decision Processes (SMDPs) with a type of macro-action called an option [39]. The including options into an MDP problem turns it into an SMDP problem, because actions are dependent not only on the previous state but also on the identity of the currently active option, which could have been initiated many time steps before the current time.
An option $o$ is temporally extended course of action consisting of three components: a policy $\pi_o : S \times A \to [0, 1]$, a termination condition $\beta_o : S \to [0, 1]$, and an initial set $I_o \in S$. An option $(I_o, \pi_o, \beta_o)$ is available in state $s_t$ if and only $s_t \in I_o$. After the option is taken, a sequence of actions is selected according to $\pi_o$ until the option $o$ is terminated with the probability of the termination condition $\beta_o$. With the introduction of options, we can formulate the decision-making as a hierarchical process with two levels, where the high level is the option level (also termed as task level) and the lower level is the action (sub-task) level. Markovian property exists among different options at the option level. A crucial benefit of using options is that they can be composed in arbitrary ways.

2.3 Inductive Logic Programming

Logic programming languages are a class of programming languages using logic rules rather than imperative commands. By adopting the programming language of DataLog [20], we define our logic language as below. Having predicate names (predicates), constants, and variables as three primitives, the predicate name is defined as a relation name, and a constant is termed as an entity. An atom $\alpha$ is defined as a predicate followed by a tuple $p(t_1, \ldots, t_n)$, where $p$ is an $n$-ary predicate and $t_1, \ldots, t_n$ are terms, i.e., variables or constants. For example, the atom $on(X, ground)$, denotes the predicate called on with $X$ as variable and ground as constant. If all terms in an atom are constants, this atom is called a ground atom. In this work the set of all ground atoms is denoted as $G$. A predicate, which can be defined by a set of ground atoms, is called an extensional predicate. Further, a clause is defined as a rule in the form of $\alpha \leftarrow \alpha_1, \ldots, \alpha_n$, where $\alpha$ is the head atom, and $\alpha_1, \ldots, \alpha_n$ are body atoms. The predicates defined by clauses are termed as intensional predicates.

Inductive logic programming (ILP) is a task to derive a definition (set of clauses) of some intensional predicates, given some positive examples and negative examples [20, 10]. Conducting ILP with differentiable architectures has been investigated in many previous work [10, 36, 7, 32]. In this work, we adopt $\partial$ILP [10] as the base method. With the differentiable deduction, the system can be trained with gradient-based methods. The loss value is defined as the cross-entropy between the confidence of predicted atoms and the ground truth. Compared with traditional ILP methods, $\partial$ILP has advantages in terms of robustness against noise and ability to deal with fuzzy data [10].

3 Related Work

Interpretability There have been a lot of recent papers investigating the interpretability in deep learning [8, 13, 37]. Making the black-box deep neural network explainable to human is also an active research area, having strong practical impact [40]. There are some papers studying interpretable RL from the perspective of programming synthesis [4, 42]. However, many unsolved problems on interpretable RL are left to be investigated.

Symbolic RL Some recent papers study the interpretability of RL by integrating symbolic planning [26, 27, 45, 28, 15], which inherit the interpretability of symbolic planning with symbolic knowledge. However, all of them require prior knowledge on action description, i.e., the effects of symbolic actions on the symbolic state representations, and they only conduct model-free RL in the symbolic state space. In this work, this prior knowledge is not required, and the learned symbolic transition model can enable the model-based RL in the high level and improve both the data-efficiency and interpretability.

4 Methodology

We first give an overview of the proposed framework. In addition to the primitive state and action spaces $(S, A)$, following previous works [26, 28, 15], we assume that the agent has access to several objects $O$ and a set of predicates $P$ (i.e. relationships over objects) implemented by a human expert, which help us to formulate a hierarchical SMDP to solve the problem. In contrast to the previous work, we use inductive logic programming (ILP) to learn symbolic transition model in the high level portion, improving sample efficiency and task-level interpretability.

4.1 Predicates in ILP

In this section, we are going to formally define the predicates, formulating symbolic states in the hierarchical SMDP. The high-level learning is conducted over symbolic states formulated by the objects and predicates. The set of objects, denoted as $O$, formulates abstractions of environmental states.
Predicates, denoted as $\mathcal{P}$, are Boolean-valued truth statements corresponding to goals, relationships of objects, events and properties of the environment. The predicates in $\mathcal{P}$ are classified into subgoals $\mathcal{P}_G$, environmental properties $\mathcal{P}_C$ and events $\mathcal{P}_E$. Specifically, every predicate in $\mathcal{P}_G$ indicates whether certain subgoal is achieved or not. For example, $\mathcal{P}_G$ can consist of $\text{AchieveObj}(o)$, $\forall o \in \mathcal{O}$, indicating that the high-level agent reaches certain object $o$ by satisfying some preconditions. Predicates in $\mathcal{P}_C$ represent properties of the environment which are constant during the learning, e.g., $\text{RoomHasKeyColor}(X,C)$, which is a predicate indicating that ‘room X contains a key in color C’. Finally a predicate in $\mathcal{P}_E$ denotes the occurrence of the event during the interaction of RL agent with the environment, e.g., $\text{hasKeyColor}(C)$, representing the event that the agent has obtained the key in color $C$. In other words, this predicate will be true only when the agent has the key with color $C$. The values of predicates in $\mathcal{P}$ are given by the environment as auxiliary information for the RL agent.

4.2 Hierarchical SMDP

We assume that every environmental state $s \in \mathcal{S}$ has a corresponding symbolic state $\hat{s}$ which is defined as the subset of predicates in $\mathcal{P}$ holding true in that state $s$. The set of all the possible symbolic states is denoted as $\hat{\mathcal{S}}$. We also assume the existence of a labeling function $L(s)$ which produces the symbolic state $\hat{s}$ corresponding to the environmental state $s$. There is no need to learn this labeling function $L(s)$, since the valuation of predicates is directly given by the environment.

The proposed framework is built on a hierarchical semi-Markov Decision Process (SMDP), learning the options and planning over them, as shown in Figure 1. The high-level part of the SMDP is defined over the symbolic state $\hat{\mathcal{S}}$ with subgoals in $\mathcal{P}_G$ as actions, which forms a symbolic MDP $\mathcal{M} := (\hat{\mathcal{S}}, \mathcal{P}_G, R_H, T_H, \gamma)$, where $R_H$ and $T_H$ are the reward function and the symbolic state transition function, respectively. The low-level part is to learn options over the environmental MDP $\mathcal{M} = (\mathcal{S}, \mathcal{A}, R, T, \gamma)$, solving subtasks assigned by the high-level agent. Therefore, the hierarchical SMDP can be defined as the product of the environmental and symbolic MDPs, i.e., $\mathcal{M}_{\text{SMDP}} = (\hat{\mathcal{S}} \times \mathcal{S}, \hat{\mathcal{A}} \times \mathcal{P}_G, R_{\text{SMDP}}, T \times T_H, \gamma)$. In the high level, the transition tuple is defined as $(s, p, s')$ where $s$ and $s'$ are current and next symbolic states, and $p$ is the subgoal selected by the agent. Specifically, the transition where the subgoal $p$ is achieved in $s'$ is denoted as successful transition, while the transition where subgoal $p$ is not achieved is denoted as unsuccessful transition, where $p$ grounded in $s'$ is False.

Specifically, based on the predicate information, the high level portion of the SMDP, modeled by the symbolic MDP $\mathcal{M}$, is solved by the model-based reinforcement learning (MBRL) method. Different from previous HRL methods, by leveraging ILP, we propose to learn a symbolic state transition model described by logic rules. As shown in Figure 1, the high-level agent solves the symbolic MDP $\mathcal{M}$ by interacting with both the symbolic transition model and the real environment, which can reduce sampling complexity significantly as other MBRL methods [30].

As previous papers on symbolic planning [14, 28, 15], for every subgoal $p \in \mathcal{P}_G$, the state transitions $T_H$ can be partitioned into pre-conditions and effects, denoted as $\text{pre}(p)$ and $\text{eff}(p)$ respectively. The pre-conditions represent the prerequisites for achieving the subgoal, and the effects denote the environmental events triggered after achieving the subgoal. Different from previous works, here we propose to use ILP to learn logic rules to describe preconditions and effects of achieving subgoals.

In the low level portion of $\mathcal{M}_{\text{SMDP}}$, the subtask solver in Figure 1 learns options in the environmental MDP $\mathcal{M}$. Every option is associated with a subgoal in $\mathcal{P}_G$, and the target of option is to achieve that subgoal. The subtask is a variable-length sequence of actions which achieve a subgoal following the corresponding option. Every subtask is defined by a tuple of subgoals $(p, p')$, where $p$ denotes the initial subgoal satisfied by the initial state and $p'$ is the subgoal to be achieved next.
4.3 Options and Rewards

For every subgoal \( p \in \mathcal{P}_G \), there is an associated option \( o_p = (\mathcal{I}_{o_p}, \pi_{o_p}, \beta_{o_p}) \), which is to achieve the subgoal \( p \) in the low level of the hierarchical SMDP. Specifically, the initial set of every option is set to the state space of the environmental MDP directly, i.e., \( \mathcal{I}_{o_p} = \mathcal{S} \). Each \( o_p \) has its own policy \( \pi_{o_p} \) whose goal is to reach the states satisfying the subgoal \( p \) denoted as \( \mathcal{S}_p \), i.e., \( \mathcal{S}_p := \{ s \in \mathcal{S} \mid p \in L(s) \} \).

Options are learned in the environmental MDP \( \mathcal{M} \), which terminates only when any state in \( \mathcal{S}_p \) is reached, defining the function \( \beta_{o_p} \). We have that \( \beta_{o_p}(s) = 1 \) only when \( s \in \mathcal{S}_p \), otherwise \( \beta_{o_p}(s) = 0 \). The learning method for policies of options is the conventional RL method, such as PPO [38] or Q-learning [43].

In the proposed framework, as shown in Figure 1, the reward functions for the low and high levels of the hierarchical SMDP are formulated as intrinsic reward \( r_i \) and extrinsic reward \( r_e \), respectively [44, 25, 15]. Hence in the definition of the SMDP, we have \( R_{SMDP} := r_i \times r_e \). The options in the low level are trained by intrinsic rewards which have pseudo-rewards to encourage the agent to reach the specified subgoal. Given every subgoal \( p \in \mathcal{P}_G \), the intrinsic reward function in terms of transition \((s,a,s')\) is defined as

\[
r_i(s,a,s';p) = \begin{cases} 
\eta & p \in L(s') \\
0 & \text{otherwise}
\end{cases}
\]

where \( \eta \) is a positive number to encourage the agent to achieve the subgoal \( p \), and \( r \) is the reward for the valid movement or environmental reward. Besides, the high-level agent conducts Q learning with extrinsic reward which is defined in terms of a subtask \((p,p')\), \( \forall p, p' \in \mathcal{P}_G \), as below,

\[
r_e(p,p') = \begin{cases} 
R(p,p'), & 0.9 < t(p,p') \\
-\xi_0, & 0 < t(p,p') < 0.9 \\
-\xi_1, & t(p,p') < 0.9 \text{ and } N < n(p,p')
\end{cases}
\]

where \( t(p,p') \) denotes the success rate of \((p,p')\), and \( n(p,p') \) is the number of times that the subtask has been tried thus far. Specifically, \( 0 < \xi_0 < \xi_1 \) refers to the penalty for immature and unlearnable subtasks, respectively. Immature subtasks refer to those without sufficient training, and unlearnable ones are those too difficult to solve. We penalize unlearnable subtasks more heavily than immature ones. If the subtask can be solved robustly, the extrinsic reward is set to be \( R(p,p') \) which is the accumulated environmental rewards \( r \) when the agent is achieving the subgoal \( p' \) starting from any initial state \( s_0 \) satisfying \( p \in L(s_0) \).

4.4 Learning Symbolic Transition Model via ILP

Different from previous work on HRL [21, 31] and symbolic planning [28, 15], in this work we use ILP to learn a symbolic state transition model consisting of learned clauses. The ILP method adopted is a refinement-based \( \partial \text{ILP} \) which integrates refinement operation [5] and \( \partial \text{ILP} \) [10] together. This ILP method can lift many limitations in \( \partial \text{ILP} \), such as the maximum number of predicates in the body of clauses, and the requirements for rule templates. The general idea is that by leveraging the generality of clauses and real transition experiences, we use refinement operations [5, 6] to form clauses, and hence avoiding many meaningless clauses. Specifically, the refinement operator takes a clause and returns weakened (more specified) clauses, which is introduced with details in Section G.1 in Appendix.

Assume that the union set of input and target predicates is denoted as \( \mathcal{F} \). The original \( \partial \text{ILP} \) operates on the valuation vectors whose space is \( E = [0, 1]^{|\mathcal{F}|} \), each element of which represents the confidence of a related atom (grounded predicate) in \( \mathcal{F} \). Denote \( e_0 \) as the valuation (true or false) of all the atoms in \( \mathcal{F} \) grounded by the input state \( s \in \mathcal{S} \). Learning \( \partial \text{ILP} \) model is to search clauses from the set of generated clauses denoted as \( \mathcal{C} \), which can entail positive examples and preclude negative examples [10]. Different from original \( \partial \text{ILP} \), we introduce refinement operation to generate clauses.

We define a mapping \( d_\phi : E \rightarrow E \) with parameters \( \phi \) which denotes deduction of facts \( e_0 \) using weights \( \omega \) associated with all the generated clauses \( \mathcal{C} \). The mapping \( d_\phi \) consists of repeated applications of single-step deduction function \( g_\phi \) which is described as below,

\[
d_\phi^t(e_0) = \begin{cases} 
g_\phi(d_\phi^{t-1}(e_0)) & \text{if } t > 0 \\
e_0 & \text{if } t = 0
\end{cases}
\]
where \( t \) is the deduction step, and \( g_\phi \) represents one-step deduction of clauses in \( C \) weighted by trainable weights \( \omega \). Defining probabilistic sum \( \oplus \) as \( a \oplus b = a + b - a \odot b, \forall a, b \in E \), we can express the operation of single-step deduction as below

\[
g_\phi(e) = \left( \sum_i \sum_j \omega_{i,j} f_{i,j}(e) \right) + e_0
\]

where function \( f_{i,j} \) implements one-step deduction using \( i \)th definition of \( i \)th clause in \( C \), with \( \omega_{i,j} \), as its trainable weight [10, 18]. For the specific \( i \)th clause, we can constrain the sum of its weights to be 1 by letting \( \omega_i = \text{softmax}(\phi_i) \), where \( \phi_i \) are related parameters to be trained. Then the transition model can be denoted as \( \hat{T}_{H,\phi} \), parameterized by the same parameters as ILP model. The training of \( \hat{T}_{H,\phi} \) is conducted by regression on real transition tuples \((s, p, s')\). Note that in unsuccessful transitions \( s \) is same as \( s' \). The input predicates are grounded by \( s \) and the target predicates are grounded by \( s' \). The loss function is the binary cross entropy between predicted and real target atoms.

In the proposed framework, we use this proposed ILP method to learn logic rules to describe pre-conditions and effects separately. Specifically, given each subgoal \( p \in \mathcal{P}_G \), for learning preconditions (pre\((p)\)), the target predicate (to be learned) is the subgoal \( p \) and the input predicates (used as background information in ILP learning) are properties and events of the environment, i.e., \( \mathcal{P}_E \cup \mathcal{P}_C \). However, for learning effects (eff\((p)\)), the target predicates are event predicates in \( \mathcal{P}_E \) whereas the input predicates are subgoal and environmental properties, i.e., \( \{p\} \cup \mathcal{P}_C \).

4.5 Algorithm

In every training episode, based on the setting shown in Figure 1, the high-level agent selects the subgoal and forms a subtask which is then assigned to the sub-task solver, until the task is completed or timeout step is achieved. We also use ILP to learn a symbolic state transition model which uses logic rules to describe state transitions \( T_H \) in symbolic MDP \( \mathcal{M} \). Then, the high-level agent can interact with the real environment (via sub-task solver) and the simulated transition model in an alternating way, resulting in significant reduction in the sample complexity. In the low level the subtask solver solves every subtask by learning the corresponding option in environmental MDP \( \mathcal{M} \).

The details of the proposed method are illustrated in Algorithm 1 in Appendix.

5 Experiments

We evaluate the proposed approach in two environments. The first environment is the modified room environment [25, 1] which has discrete state and action spaces. The second environment is a variant of OpenAI’s Safety Gym [35] which has continuous state and action spaces, called Robot Navigation.

In both environments, we quantitatively verify the advantages of the proposed method only in sample efficiency and generalization. The high-level interpretability is automatically given by the learned logic rules in the symbolic transition model, due to the human readability of logic rules. We never consider any RL methods without utilizing hierarchy or symbolic information of the environment as baselines, since the performances of these methods are obviously worse and not meaningful for comparisons.

5.1 Room Environment

The room environment is a classical testbed for hierarchical RL, used in many previous HRL papers [14, 25, 1]. It is to navigate a robot to the target room. In this work, in order to complicate the symbolic state, we add locks and keys in various colors and place them in different rooms. The training map is shown in Figure 2(a), and testing maps are in Figure 3(a) and 3(b) with more rooms and pairs of locks and keys added. In addition, the robot has no prior knowledge on state transitions or properties of the environment. More details of the experiments on room environment are presented in Section G.3 in Appendix.

Setup The training map consists of \( 17 \times 17 \) grids, evenly partitioned into \( 4 \times 4 \) rooms, shown in Figure 2(a). Every room occupies \( 3 \times 3 \) grids, and adjacent rooms are separated by wall segments (yellow blocks). Some pairs of adjacent rooms are connected by corridors. Some rooms have keys, and some corridors are blocked by locks. The lock can only be opened by the key in the same color. And the robot has to open several locks before reaching the target room. In addition, the robot can
only observe the current room and has no prior knowledge on the connectivity of other rooms or
locations of locks and keys. Hence this environment defines a POMDP problem [39, 19].

**Experiment Result** The training experiment is to compare the sample efficiency of the proposed
method with baselines including symbolic deep RL (SDRL) [28] and hierarchical DQN [21], on the
map in Figure 2(a). The testing experiments are designed to verify the generalization capability of
the proposed method, where the baselines are hierarchical DQN and the proposed method without
using the symbolic transition model learned during training.

The symbolic state transition model is trained by the transition experience in the symbolic MDP $\hat{M}$. The symbolic transitions are partitioned into preconditions and effects of achieving subgoals. By leveraging $\partial$ILP introduced in Section 4.4, with predicates specified in Table 1 in Appendix, we can train and learn logic rules describing the preconditions as below,

- 1: $\text{ReachRoom}(Y) \leftarrow \text{CurAct}(X,Y),$ $\text{Connect}(X,Y)$
- 2: $\text{ReachRoom}(Y) \leftarrow \text{CurAct}(X,Y),$ $\text{Lock}(X,Y,C),$ $\text{hasKeyColor}(C)$

where rule 1 denotes going from room $X$ to $Y$ through a corridor, and rule 2 denotes the case of
opening a lock with the right key. The learned logic rules for effects are shown in the following,

- 1: $\text{visited}(X) \leftarrow \text{ReachRoom}(X)$
- 2: $\text{hasKeyColor}(C) \leftarrow \text{ReachRoom}(X),$ $\text{RoomHasKeyColor}(X,C)$

where rule 1 presents the general effect of reaching a room, and rule 2 shows the effect of reaching a
room that contains a key.

The map used in the training experiment is shown in Figure 2(a), and the comparison of the proposed
method with baselines on sample efficiency is shown in Figure 2(b). We can see that the proposed
method is approximately 40% more sample efficient than regular HRL, and 30% more efficient than
SDRL. Moreover, the subtask success rate is shown in Figure 2(c) for two different number of trials
for each subtask $K$ (in Line 9 of Algorithm 1). It is observed that the subtask success rate can quickly
approach 1, but it is not equal to 1 because the high-level agent can always select some infeasible
subtasks with non-zero probability due to the $\epsilon$-greedy strategy.

We then evaluate the capability of generalization of the proposed method, where the training is on the
map in Figure 2(a) and the testing is on two different maps in Figure 3. The corresponding results are
shown in Figure 3(c) and 3(d). We can see that the symbolic transition model learned in the training
can accelerate learning in testing experiments, verifying the generalization capability of the proposed
method.
5.2 Robot Navigation

In this environment, the robot is required to visit a number of circles with different colors, with a specified order. We modify the classical OpenAI’s Safety Gym [35]. The high-level agent is to select a sequence of circles to visit. The visiting of circles has to satisfy some constraints on ordering specified by the environment, initially unknown to the agent. In the low level, the robot tries to reach circles in the sequence one by one. We use tabular Q learning [43] and PPO [38] for high and low level learning respectively. There are 4 circles in 4 colors in training environment, and there are 8 (6) circles in 4 (6) colors in first (second) testing environment. More details of this environment and experiments are presented in Section G.4 in Appendix.

Setup

In this environment, there is a 2D plane surrounded by walls which contains a number of circles in different colors corresponding to subgoals. The circles and the robot are randomly placed on the plane at the start of each episode and the robot has to visit circles in different colors in a specified order. An example screen is shown in Figure 4(a). We use Safety Gym’s Point robot with actions for steering and forward/backward acceleration. The robot observes lidar information towards the circles and other sensory data (e.g., accelerometer, velocimeter). The target of the robot is to traverse circles in all colors with minimum steps, i.e., at least one circle in every color.

Experiment Results

We use ILP to learn logic rules describing preconditions and effects of achieving subgoals. With predicates defined in Table 2 in Appendix, the learned preconditions of subgoals are listed as below.

1: AchieveObj(Y) ←− CurAct(X,Y), Connect(X,Y), isRed(Y)
2: AchieveObj(Y) ←− CurAct(X,Y), Connect(X,Y), isYellow(Y), visitedRed()
3: AchieveObj(Y) ←− CurAct(X,Y), Connect(X,Y), isGrey(Y)
4: AchieveObj(Y) ←− CurAct(X,Y), Connect(X,Y), isBlack(Y), visitedGrey()

The rules 2 and 4 above reflect the constraints on visiting yellow and black circles. The effects of achieving subgoals are shown as below.

1: visitedRed() ←− AchieveObj(X), isRed(X)
2: visitedYellow() ←− AchieveObj(X), isYellow(X)
3: visitedGrey() ←− AchieveObj(X), isGrey(X)
4: visitedBlack() ←− AchieveObj(X), isBlack(X)

As shown in Figure 4(b), the proposed method is around 40% faster than the hierarchical baseline, showing the improvement due to the learned transition model. That is because, even though policies of options may not be well learned (subtask success rate < 0.9) in early episodes, the optimal sequence of subgoals can be discovered based on symbolic transition model, as long as the connectivity of circles and symbolic transitions is discovered. In Figure 4(c) and 4(d), comparing the blue and yellow curves, the method utilizing the symbolic transition model learned during training can improve the sample efficiency significantly, showing the generalization capability of the proposed method to environments with more circles and colors.

6 Conclusion

In this work, we proposed a new hierarchical framework for symbolic RL. In order to improve data efficiency and interpretability, leveraging the power of inductive logic programming (ILP), we learn a symbolic transition model in symbolic states. Therefore, the high-level agent can also conduct learning over this learned model in addition to the real environment, which saves a lot of samples and improves data-efficiency. The transition rules induced by ILP can also reveal the high-level working
mechanism of the environment, introducing task-level interpretability. In ∂ILP method, in order to break the limit on the number of predicates in the body of clauses, we also integrate refinement into the original ∂ILP, so that many meaningless clauses can be avoided and rule templates are not required.
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G Appendix

G.1 Refinement Operation

In the proposed method, we integrate \( \partial \)ILP with refinement operation \[6\] which is used to generate clauses in \( \mathcal{C} \). The learning of \( \partial \)ILP model is to train weights to select optimal clauses from \( \mathcal{C} \), so that real transition experiences can be explained by selected logic rules. Here we consider two types of refinement operators to generate clauses, the addition of predicates into the body of clauses and replacement of variables by other variables. For example, given the general clause ReachRoom(\( Y \))\( \leftarrow\)CurAct(X,Y), the refined ones could be ReachRoom(\( Y \))\( \leftarrow\)CurAct(X,Y), Connect(X,Y), and ReachRoom(\( Y \))\( \leftarrow\)CurAct(Y,Y), generated by two types of operators, adding a predicate and replacing a variable.

Omitting rigorous definitions in logic theory, in this method we generate clauses in \( \mathcal{C} \) by refining general clauses incrementally. We only update clauses in \( \mathcal{C} \) when any symbolic transition unpredictable by the transition model is encountered. According to Section 4.2, based on the definition of ILP \[20\], successful transitions correspond to positive examples while unsuccessful transitions are regarded as negative examples. Hence, given any symbolic state transition \((\hat{s}, p, \hat{s}')\), the transition model is trained to predict the achievement of subgoal \( p \) in successful transitions and not to deduce the subgoal \( p \) in unsuccessful transitions. If a successful transition cannot be explained by the transition model where subgoal \( p \) is predicted not achieved, it shows that current clauses in \( \mathcal{C} \) are not enough, and we have to add new clauses into \( \mathcal{C} \) by refining the most general clause ReachRoom(\( Y \))\( \leftarrow\)CurAct(X,Y), until this unexplained transition can be predicted by newly added clauses. However, if any unsuccessful transition \((\hat{s}, p, \hat{s}')\) is not precluded where the subgoal \( p \) is predicted to be achieved by some clause \( c \in \mathcal{C} \), then we refine the clause \( c \) until the subgoal \( p \) cannot be deduced by clause \( c \) given \( \hat{s} \), and remove the original clause \( c \) from \( \mathcal{C} \).

G.2 Algorithm

The details of the proposed framework is shown in Algorithm 1.

G.3 Experiments in Room Environment

In this section, more details of the experiments on room environment are presented.

**Predicates** In this environment, we define the subgoal predicates as \( \mathcal{P}_G := \{ \text{ReachRoom}(X), \text{where } X = 1, \ldots, N \} \) where \( N \) is the number of rooms on the map. The environmental properties are described by predicates in \( \mathcal{P}_C := \{ \text{Connect}(X,Y), \text{RoomHasKeyColor}(X,C), \text{Lock}(X,Y,C) \} \), where \( X, Y = 1, \ldots, N \), \( C = 1, \ldots, M \) where \( M \) denotes the number of key colors on the map, variables \( X, Y \) refer to indices of rooms, \( C \) refer to the index of the color. The environmental events are contained in \( \mathcal{P}_E := \{ \text{visited}(X), \text{hasKeyColor}(C) \} \), where \( X = 1, \ldots, N \), \( C = 1, \ldots, M \). The specific definitions of these predicates are listed in Table 1 in Appendix. Another predicate CurAct(X,Y) denotes the fact that the robot is currently in room X and intends to go to room Y.

In the environmental MDP used in the low-level portion, every movement of the agent incurs a reward of \(-1\), encouraging the agent to follow the shortest path. The reward of reaching the target is \(100\). There are no rewards for other situations, making the environmental rewards sparse. The robot can only hold one key at a time.

**Experiment Details** In the training experiment, the first baseline is regular HRL \[21\] where Q learning is adopted in both high and low levels. The second baseline is SDRL \[28\] whose the action description is reformulated, where everything about state transitions are removed. We adopt \( \epsilon \)-greedy for action selection in the high level, where \( \epsilon \) is linearly decreasing from 0.3 to 0.03. The performance comparison is shown in Figure 2(b). The high-level agent can also interact with the learned symbolic transition model, reducing the sample complexity significantly. And the logic rules in the symbolic transition model can make the users understand the high-level operating mechanism of the environment, improving the interpretability. In the low level, we use deep Q learning for all the baselines and the proposed method, where the Q network is realized by a 2-layer MLP with 32 neurons and ReLU activation function in every layer.

In testing experiments, the first map in Figure 3(a) has more locks to open than the training map, and the second one shown in Figure 3(b) has larger size with a deceptive lock leading to a dead-end.
Algorithm 1 The Proposed Model-based Hierarchical Reinforcement Learning

Require: Predicates \( P \), labeling function \( L \), termination function \( \beta \), replay buffer \( B \), exploration parameter \( \epsilon > 0 \), maximum steps in one episode \( T_{max} \), symbolic transition model \( \hat{T}_{H,\phi} \), the mapping \( L_G(s) \) from primitive state to currently achieved subgoal, the set of clauses \( C \) from which the symbolic transition rules are learned;

1: Initialize the high-level Q network \( Q_h \) randomly;
2: for \( e = 1, \ldots \) do
3: \( l \leftarrow 0 \)
4: Reset the environment and observe the initial state \( s \);
5: Obtain the current symbolic state \( \hat{s} \leftarrow L(s) \)
6: while the goal has not been reached or \( l < T_{max} \) do
7: Choose subgoal \( p \in P \) by \( \epsilon \)-greedy according to \( Q_h \)
8: if \( e \) is even then
9: Starting at \( s \) as initial state, the subtask solver tries to achieve \( p \) for \( K \) times.
10: Update success ratio \( t \) and number of trials \( n \) for the subtask \( (L_G(s), p) \)
11: Compute the extrinsic reward \( r_e(L_G(s), p) \) as (2)
12: \( s' \leftarrow s \) and \( \hat{s}' \leftarrow L(s) \)
13: if any successful trials then
14: Assign \( s' \) by the last state of certain successful trial.
15: Update \( \hat{s}' \leftarrow L(s') \) and \( s \leftarrow s' \)
16: end if
17: Store the transition tuple \( (\hat{s}, \hat{a}, \hat{s}', r_e) \) into replay buffer \( B \)
18: If \( (\hat{s}, p, \hat{s}') \) cannot be explained by model \( \hat{T}_{H,\phi} \), we use refinement operation to update \( C \)
19: else
20: Predict the reward \( r_e \) and next state \( \hat{s}' \) by transition model \( \hat{T}_{H,\phi} \)
21: end if
22: Update Q network \( Q_h(\cdot, \cdot) \)
23: \( l \leftarrow l + 1 \)
24: \( \hat{s} \leftarrow \hat{s}' \)
25: end while
26: Randomly sample a minibatch of transitions \( \{ (\hat{s}, \hat{a}, \hat{s}', r_e) \} \) from \( B \)
27: Update the symbolic transition model \( \hat{T}_{H,\phi} \) with the minibatch and clauses in \( C \), by using the ILP method in Section 4.4
28: end for

The baselines are regular HRL and the proposed method which learns the transition model from scratch in the testing. Here the Q function learned in training cannot be used directly, since the room connectivity has changed in the testing maps. However, we can see that the symbolic transition rules still hold in the testing maps, even though there are colors and rooms. Hence the high-level agent can still utilize the symbolic transition model learned during training to reduce sample complexity. For example, when the locations of green key and lock are identified, the robot with learned transition model can quickly figure out to first pick up the key and then open the lock. Thus, as shown in Figure 3, even though the map is changed in tests, the proposed method can still solve testing maps faster than baselines including the proposed method without using the transition model learned during training, demonstrating the effect of the generalization capability of the symbolic transition model in the proposed method. Particularly, the regular HRL cannot solve Test 2 in Figure 3(b) within 200 episodes while the proposed method can solve that within 100 episodes.

G.4 Robot Navigation

In this section, we introduce more details about the experiments on the robot navigation. In the high level, the constraints on visiting circles are specified by the environment, where the precondition of visiting yellow (black) circle is that the red (grey) circle has been visited. These constraints are unknown to the agent initially. In addition to the extrinsic reward, the reward of finishing the game successfully is 10.
Table 1: Definitions of Predicates in Room Environment

| Name                      | Definition                                                                 |
|---------------------------|---------------------------------------------------------------------------|
| CurAct((X,Y))             | The room X the robot currently stays, and the intended subgoal Y          |
| ReachRoom((X))           | The robot will come to room X at next time step                           |
| Connect((X,Y))           | Room X and room Y are connected by a corridor without any lock           |
| Lock((X,Y,C))            | There is a lock between room X and Y in color C                           |
| RoomHasKeyColor((X,C))   | Room X has a key in color C                                               |
| Visited((X))             | Room X has been visited by the robot in current episode                   |
| hasKeyColor(C)           | The robot has obtained the key in color C                                 |

Table 2: Definitions of Predicates in Robot Navigation

| Name                      | Definition                                                                 |
|---------------------------|---------------------------------------------------------------------------|
| CurAct((X,Y))             | The robot is currently in circle X and intends to go to circle Y          |
| AchieveObj(X)             | The robot will come in circle X successfully                              |
| Connect((X,Y))            | The robot can go from circle X to Y with steps less than step limit \(T_s\) |
| isRed(X), isYellow(X), ...| The color of circle X                                                    |
| visitedRed(), visitedYellow(), ... | Any circle in certain color has been visited                           |

In the low level, for every circle, a specific option is trained to reach that circle as the subgoal. The policy network of options consists of a two-layer MLP with 64 neurons in each layer. Based on intrinsic rewards in (1) with \(\eta = 1\), we use PPO algorithm [38] to learn the option policy. For any circle X and Y, the predicate Connect(X,Y) is set to be true, as long as the number of steps of going from circle X to Y is less than \(T_s = 300\). More hyperparameters are listed in Table 3.

**Predicates** Here the subgoal predicates are to achieve circles indexed from 1 to \(N\), i.e., \(P_G := \{\text{AchieveObj}(X), X = 1, \ldots, N\}\). The environmental properties include the color of all the circles and connectivity among them, i.e., \(P_C := \{\text{isRed}(X), \text{isYellow}(X), \text{isGrey}(X), \text{isBlack}(X), \text{Connect}(X,Y), \forall X,Y = 1,\ldots,N\}\). The environmental event predicates in \(P_E\) include \{visitedRed(), visitedYellow(), visitedGrey(), visitedBlack()\}, denoting whether a circle in every color has been visited or not. We also use predicate CurAct((X,Y)) to denote the robot's current circle X and intended circle Y to go. The definitions of predicates are listed in Table 2.

**Experiment Details** In the training environment, there are 4 circles in the plane which are in red, yellow, grey and black, with some visiting constraints. In testing environments, there are more circles in more colors designed to verify the generalization capability of the proposed method, but the constraints in the training experiments still hold. The first testing environment has 8 circles in 4 colors, and the second one has 6 circles in 6 colors, where 4 colors in training (red, yellow, grey and black) still appear in both testing environments. The baseline adopted here is the regular hierarchical RL method where PPO [38] is applied in the low level and tabular Q learning [43] is used in the high level. In the testing environment, another benchmark is the proposed method in which the symbolic transition model is trained from the scratch, without using the model learned in the training.

Table 3: Hyperparameters in Robot Navigation

| Hyperparameter             | Value           |
|---------------------------|-----------------|
| Number of subtask trials \((K)\) | 10              |
| Timeout step \(T_{\text{max}}\) | 1000            |
| Minibatch size            | 16              |
| Discount factor \((\gamma)\) | 0.99            |
| Learning rate              | \(3 \times 10^{-4}\)                         |
| GAE-\(\lambda\) in PPO    | 0.95            |
| Entropy coefficient        | 0.003           |
| Value loss coefficient     | 0.5             |
| Gradient clipping          | 1.0             |
| PPO clipping \((\epsilon)\) | 0.2             |