Identification of Stress State for Drivers Under Different GPS Navigation Modes
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ABSTRACT

It is commonly known that Global Positioning System (GPS) can alleviate travelling difficulties of automobile drivers, and generally we hold the view that it reduces the driver’s stress when they are in unfamiliar road conditions. In this research, an in-laboratory experiment and an in-car experiment are conducted to find out whether GPS instructions can reduce or may induce additional mental stress of drivers. Electrocardiography (ECG) signals are collected in the experiments and the extracted heart rate variability (HRV) features are used for analysis. Three binary classifiers, specifically Support Vector Machine, $k$-Nearest Neighbor ($k$-NN) and Random Forest, are trained based on the data collected in the in-laboratory experiment, where the stress state is elicited by the Stroop color word Test. The $k$-NN classifier outperforms the other two classifiers, and thus is applied to the data collected in the in-car experiment, to identify drivers’ stress state under different driving events, such as waiting for traffic lights, turning, under GPS instructions, and traffic conditions like overtaking, or changing lanes. During each event, whether the driver is in stress or relaxed state for each time instant is predicted based on the trained classifier. The percentages of time that the driver is in stress state for each type of events are computed. It shows that GPS instructions cause the second largest time-percentage of stress state, lower than that caused by the turning event, but higher than that caused by the events of waiting for traffic lights and other traffic conditions.
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I. INTRODUCTION

In-car driving navigation making use of Global Positioning System (GPS) has become a standard operation for drivers, except to commute between workplace and home, or on other familiar routes. Driving navigation significantly mitigates driver’s anxieties induced due to not knowing or not familiar with routes. Travelling to new places by self-driving becomes an unprecedentedly pleasant experience thanks to the technology development.

While navigation instructions become more and more accurate, clear, and in real-time, the incessant grinding-out of instructions such as keeping right, turning left, somewhat is annoying, or inducing additional mental stresses. It has shown that high stress level of drivers is one of the leading causes of car accidents, along with fatigue, intoxication, and aggressive driving [1], because high mental stress may affect driver’s judgement and reaction under critical situation. Therefore, to provide drivers with feedbacks in forms of cautions, warnings or suggestions, driver stress monitoring has always been an important constituent of an intelligent vehicle system since the concept initially appeared [2], [3] in 1990s.

A large variety of signals have been used to recognize stress states, such as facial expressions, gestures, or physiological signals like Electrocardiography (ECG), Electroencephalo-graphy (EEG), Galvanic Skin Response (GSR), Electro-myogram (EMG), Blood Volume Pressure (BVP), and Respiration Rate [4]. Among these signals,
EEG and ECG are the most widely used signals in stress level detection and monitoring because of the rich features extractable from the signals.

Many researches make use of EEG [5]–[7] and ECG [8]–[10], [30] signals to design stress classifiers to monitor or analyze stresses. The general strategy is to use a stressor – the technical term of the stress inducing factor – to evolve stresses of testers, collect EEG or ECG signals, extract related features from the signals, and finally train and verify classifiers using machine learning methods. The commonly used stressors include Stroop color word test (SCWT) [6], [8], undertaking real work with different levels of stress [5], performing arithmetic calculation [7], [10], N-back task [30], and watching videos [5], [9]. In training and testing of classifiers, statistical machine learning methods such as Support Vector Machine (SVM) [6], [7], [9] and k-Nearest Neighbor (k-NN) [8], [9] are more often used than neural networks [10]. Decision fusion [7] achieved by fusing outputs from multiple classifiers is also reported, whereas online multiple-task learning algorithms [5] are proposed for real-time processing.

While both EEG and ECG signals become more and more easy to obtain, the ECG signal has the advantage that the measurements of cardiac activity are robust and affordable. More importantly, a wealth of information, for example, Heart Rate Variability (HRV) features [11], can be extracted from ECG. A recent study further confirmed that ECG signals are ranked as the optimal bio-signal for accessing driving stress [12].

Many wearable devices like smartwatch can efficiently acquire ECG and HRV signals. Compared to ECG signals, HRV features are even easier to obtain since not full ECG signals with detailed QRS complex are required to extract HRVs; instead, simple version of ECG containing only the peak information of R waves is sufficient for this purpose. Hence, many simple wristbands, which are much cheaper than smartwatches and thus affordable to many people, can be used for HRV detection. In driving scenario, ECG and HRV detections have the additional advantages that driver’s sights are not blocked, and body movements are not restricted by attached sensors and wires, such that drivers can control the car freely.

Thus, in this research, the ECG signal and its extracted HRV features are used to study the stress state of drivers under different driving modes. Many stressors, such as different driving situations (rest, on highway, or in city) and speeds [13], different driving events (overtaking, hand braking, or crossroad) [14], [15], or transiting road tunnel [16], have been studied. Research in [17] also uses data collected both from real-world driving and simulator driving tasks to train neural network for personalized stress recognition. A recent study [12] further confirmed that a significant correlation exists between the driving stress marker and ECG.

A preliminary study to investigate driver’s mental stress with GPS navigation in use by measuring and analyzing ECG signal and its deduced HRV features has been published in [18].

However, in most of these studies, the stress states of the drivers are obtained through questionnaire / self-assessment [4], [12], [16], video [13], stress rating based on task conditions [13], [14], [17], or determined by the statistical significance of the difference between the interested condition and the relaxed condition [18]. In these researches, especially in the investigation of drivers’ stress when GPS navigation is in use, no ground truth was based.

To facilitate our investigation on the identification of stress state for drivers under different GPS navigation modes in this research, we conducted an in-laboratory experiment to provide a ground truth of stress state for an in-car experiment. The justification of the link between the in-laboratory experiment and the in-car experiment will be given in Section II.

The rest of the paper is organized as follows: In Section II, the methodology of this study is proposed. The rationality of the methodology is justified. Section III describes the in-laboratory experiment, including the objective, subjects, setup and procedures. Section IV introduces the HRV features used in the stress state and relaxed state classification. The classifier trained by the in-laboratory data is illustrated in Section V. In Section VI, the in-car experiment is described in detail. The processing of the collected ECG data and identification of stress state for drivers under different navigation modes are presented in Section VII. The paper is concluded in Section VIII.

II. METHODOLOGY AND JUSTIFICATION
The objective of this research is to investigate if in-car GPS navigation can reduce or may induce additional stress to drivers. The signals used for this investigation are ECG data, or more specifically, the HRV features extracted from the ECG data.

A. METHODOLOGY
As stated in Section I, the SCWT has been used as a stressor in many research work [6], [8]. In this study, an in-laboratory experiment based on the SCWT was developed to establish the ground truth of stress condition. A classifier is then trained based on the data collected in the in-laboratory experiment. The ECG signals of drivers collected in an in-car laboratory are predicted using the trained classifier to identify the stress state under different driving conditions, including the use of in-car navigation system.

In this methodology, the SCWT selected as the stressor in the in-laboratory experiment is to create a situation similar as that of real driving. To justify this, it is necessary to understand what stress is and what the types of stresses are.

B. STRESSES INDUCED BY SCWT VS. BY DRIVING
It is known that stresses are induced due to increased command upon human machinery; it may be seen as a relationship between people and the environment which demands more resources than that people have or endanger people’s well-being [19]. Under stresses produced by various factors, human responds in general in a stereotyped manner for the
objective to maintain homeostasis [20], i.e., the physiological response of human to different stressors fundamentally are similar. Even though, the effects of environmental factors to humans may be on physical or on mental well-being [21].

In this point of view, stressors are classified to physical stressor and mental stressor [22]. In driving stress related research [22], physical stresses are elicited by driving in cold or hot environment, while mental stresses are elicited by calculating simple arithmetic operation during driving, driving in a noisy environment or in a dark alley. In view of this, the stress that may be induced in this research by different GPS navigation modes or any events during the normal driving, such as turning, waiting, overtaking, all belongs to mental stress.

There are many classical in-laboratory stress protocols which have been proved to be effective in eliciting stress, and thus enabling the investigation of stress under controlled conditions [23]. Such stress protocols include Cold Pressor Test (CPT) [24], Trier Social Stress Test (TSST) [25], the SCWT [26], [27], N-back task [30], etc. The CPT is a test in which the participants are required to place their non-dominant hand in a box filled with ice-cold water for as long as possible. The CPT test is thought to elicit pain and physiological responses and is considered as a physical stressor. The TSST includes a mock job interview where the participant needs to give a free speech in front of an evaluating audience and a video camera; the participant meanwhile needs to solve a serial subtraction task to elicit higher level stresses. The SCWT is a cognitive task which requires the participants to name the printed colors of items shown on several cards [26], [27]. The incongruent color-word may result in a conflict between dominant (read the word) and non-dominant (name the color of the word) reactions and thus induce stress.

Both stresses elicited by TSST and SCWT are mental stress, but the TSST may somehow rely on the corporation of audiences. Thus, the SCWT is a good choice of stressors to induce mental stress.

Due to the stereotyped response of human beings to different types of stresses, and more importantly, due to the same attributes of the stresses induced by driving factors that we considered and that induced by the SCWT, we feel that it is justifiable to use the classifier trained by the data from the SCTW to predict the stress state during driving.

C. CONTROLLED VS. NATURAL ENVIRONMENT EXPERIMENTS

Besides the relevance between the two experiments, the in-laboratory experiment is conducted under a controlled condition, whereas the in-car experiment is conducted in a natural environment. In controlled condition, the testers mostly keep still, while in natural environment, there are confounding influence of motion. Such differences may impact on two aspects.

First, the ECG signal collected in natural environment may contain motion artifacts, including the body motions and car vibrations; and second, the driver’s muscle actions may contribute to the stress level, reflected in ECG signal.

For the first point of motion artifacts, the in-car experiment has minimized the body motion impact, for the driving activity constrains the motions of the testers only to braking, steering wheels, and slight turning of body above chest. Moreover, the artifacts have more impact on the ECG waveforms than on the R-peak detections. Mature detection algorithms [28], [29], by involving filtering and correlation techniques, are sufficiently robust in most cases to suppress noises and resist against artifacts caused by limited motions, especially when only R-peaks have to be detected. The research in [29] showed that both the precision and sensitivity of R-peak detection of ECG signal obtained during driving are higher than 99.2%.

Besides the body motion, car vibrates during driving. The vibration frequency of car in general is random, depending on many factors acting together. However, the phenomenon is dominated by the suspension natural frequency, which is in the range of 1-2 Hz [32]. This frequency range is not overlapping with the spectrum peak power of the QRS complex, typically ranging from 4-12 Hz [33].

For the second point of the impact of stresses induced by muscle activity on the changes of ECG signals, the research in [34] specially designed two tests to study the effects. Both tests showed that in driving tasks, the muscle activities have little effect on the stress activity detection.

Based on the above analysis and observations, we feel that the HRV features obtained from the natural environment driving experiment should be quite similar as that obtained from the controlled environment, e.g., the SCWT experiment.

III. IN-LABORATORY EXPERIMENT

To understand the relation between the HRV features and mental stress, an in-laboratory experiment is designed to collect testers’ ECG signal under both relaxed and stress states. HRV features of the ECG signals are extracted. Eighty percent of the data are used to train binary classifiers to classify the relaxed state and stress state, and the remaining 20% data are used for verification.

In this section, the details of the in-laboratory experiments are described. An overview of the experiment is followed by the descriptions of experiment subjects, equipment, and procedures.

A. EXPERIMENT OVERVIEW

In this experiment, ECG data of volunteers are collected under both relaxed state and stress state.

The stress of testers is induced by the SCWT. The SCWT consists of colors that are written in words but in the wrong color ink. The tester needs to state the color that the word is written in and ignore whatever the actual word is. For example, if you see the word “blue” but it’s written in red ink, the correct answer would be “red”. This game can date back to the 1930s that measures cognitive functioning. When taking the test, the testers are stressful because they must do...
their best to eliminate the interference from the words and answer as quickly as possible the correct color ink in a limited time duration. SCWT is therefore conventionally used as an effective stress elicitation [26].

During the test, ECG signals and video signals recording the facial expression of the subjects are collected. Four devices, i.e., two computers, an ECG monitor and a video camera, are used. Each test takes about 15 minutes.

B. SUBJECTS AND QUESTIONNAIRES
The study group consists of 19 volunteers (referred to as subjects in the study) between 18-24 years old. The numbers of male and female subjects are 12 and 7, respectively. Each subject was informed in detail about the study, and consents to having video and ECG signal recorded during the test were obtained prior to data collection.

A self-assessment questionnaire was conducted after the experiment. Subjects were asked to answer his/her subjective stress level during the test. The scale of the subjective stress measurement was indicated to be 10 for the highest stress and 1 for the lowest. Note that the self-assessment questionnaire was not used as a ground truth of stress state. It provides only additional information to exclude some extreme cases, as to be stated in the first paragraph of Section V.

C. EQUIPMENT AND SETUP
In this experiment, subjects take the SCWT on a desktop computer installed with the developed test. Meanwhile, ECG signals are acquired by a GE B30 monitor with three electrodes placed on the chest of the subject, as shown in the middle part of Fig. 1, where RA, LA and LL refer to right arm, left arm and left leg, respectively. The collected ECG data, through a cable, are transmitted to another computer for real time display and further processing. The overall system is shown in Fig. 1, where the left column is the screen shots of the desktop when the subjects are under the relaxed condition or engaged in the test.

D. PROCEDURES
The test goes through 3 functioning stages in the order of a preparation stage (30 seconds), a relaxed stage (150 seconds), and a stress stage (180 to 240 seconds). A 30-second break stage is inserted between every two adjacent functioning stages, allowing subjects to adjust and prepare for the coming stage. The procedure and durations of each stages are shown in Fig. 2. The main actions to be taken in each functioning stage are described as follows:

**Preparation stage:** Instructions are given during this stage prior to the formal test. The entire procedure of the test including the SCWT and relaxed stages is explained to the subject. The subject is asked to calm down and to get familiar with the user interface (UI).

Shown in Fig. 3, the UI in this stage contains a header on the top, a standard color bar on the left, and an information region on the right, surrounding the center blank region. The header shows the instruction to the subject. The standard color bar shows the 7 colors that will be used in the SCWT, and the information region shows the basic information about the test, such as the current test stage, the right answer number over the total test times, etc.

When the subject is ready, the computer program that will automatically go through the different stages is launched and meanwhile the ECG data acquisition system [9] is simultaneously started.

**Relaxed stage:** In this stage, the subject is relaxed by listening to a piece of music for 150-second duration. The music is slow and soft. The user interface (UI) in this stage is similar as that in preparation stage, except that a music icon is shown in the center, as shown in the top-left corner in Fig. 1.

**Stress stage:** In this stage, the subject takes the SCWT with increasing difficulty levels. The user interface (UI) of the
The most significant features in the time domains are the mean value of heart rate (mHR), the mean (ANN) and standard deviation (SDNN) of RR intervals, the number of RR interval that differ larger than 20ms (NN20) or 50ms (NN50) than its previous RR interval, the percentage of NN20 (PNN20) and NN50 (PNN50), the RMS difference between adjacent RR intervals (RMSSD) and the high order cumulant (cmmn) [8] calculated by $1/n \sum_{i=1}^{n} (NN_i - ANN)^a$, where $NN_i$ is the $i$-th RR interval and $a = 2, 3, 4$ is the order number.

**B. FREQUENCY DOMAIN FEATURES**

Frequency domain analysis is based on the power spectral density of RR-interval signal [36]. The features include total spectral power in low frequency domain (0.04-0.15 Hz), denoted as LF, in high frequency domain (0.15-0.5 Hz), denoted as HF, normalized low frequency (nLF) or high frequency (nHF) spectral power, difference between nLF and nHF, denoted as nLFHF, and the ratio of low frequency to high frequency spectral power denoted as LF/HF [35].

**C. NONLINEAR FEATURES**

Nonlinear features are extracted from the Poincare plot which is a graph of $NN_i$ on the x-axis versus $NN_{i+1}$ on the y axis [37], where $NN_i$ is the $i$-th RR interval. Several features are calculated based on the Poincare plot, including the standard deviation across the line of identity ($y = x$), denoted as $SD1$, the standard deviation along the line of identity, denoted as $SD2$, $C_{UP}$ defined as $SD1_{up}/SD1^2$, $C_{down}$ defined as $SD1^2_{down}/SD1^2$, and the autocorrelation coefficients of the RR intervals, denoted as $CorrCoef$. Among these features, $C_{UP}$ and $C_{down}$ denote the relative contribution of $SD1_{up}$ or $SD1^2_{down}$ to $SD1^2$, where $SD1_{up}$ and $SD1_{down}$ are the standard deviations of the points above or below the line of identity.

**V. CLASSIFIER TRAINING AND EVALUATION**

The data collected in Session III are reviewed before they are used in the classifier training. If the after-experiment self-evaluation of stress from the tester is too low, and meanwhile the correct answer rate of the stress stage is larger than 60/65, the subject is considered not in stress state, and the data are excluded from the training. Based on these criteria, the data of 13 subjects are selected for the classifier training, including 10 male and 3 female volunteers aging from 18 to 24 years old.

**A. PERFORMANCE PARAMETERS**

Three binary classifiers are used to recognize the stress state, i.e., SVM, $k$-NN and Random Forest (RF). In this paper, classifiers are implemented in Python based on Scikit-learn library [38], which includes a wide range of state-of-the-art machine learning algorithms. For SVM classifier, the radial basis function kernel is chosen with penalty parameter $C = 10$, radial basis function (RBF) kernel with $\gamma = 0.01$. Five-fold cross-validation [39] is used to calculate the performance parameters of precision, sensitivity, specificity, and

![FIGURE 4. The user interface of the stress stage in the in-laboratory experiment.](image)
accuracy, which are formulated by

\[
\text{Precision} = \frac{TP}{TP + FP} \times 100\%,
\]
\[
\text{Sensitivity} = \frac{TP}{TP + FN} \times 100\%,
\]
\[
\text{Specificity} = \frac{TN}{TN + FP} \times 100\%,
\]
and
\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \times 100\%,
\]

where \(TP\) stands for True Positive, denoting the number of the samples in the stress state and recognized as stress state, \(TN\) stands for True Negative, denoting the number of the samples in the relaxed state and recognized as relaxed state, \(FP\) stands for False Positive, denoting the number of the samples in the relaxed state but recognized as stress state, and \(FN\) stands for False Negative, denoting the number of the samples in the stress state but recognized as relaxed state.

In these 4 performance parameters, Precision denotes the ratio of the samples which are really in the stress state to all the samples recognized as stress state; the sensitivity denotes the ratio of the samples which are recognized as the stress state to all the samples in stress state; specificity denotes the ratio of the samples recognized as in relaxed state to all the samples actually in the relaxed state; and accuracy denotes the ratio of the right classified sample, including stress state and relax state, among all the samples.

### B. DETERMINATION OF CLASSIFIER PARAMETERS

As mentioned in Section V-A, 5-fold cross-validation is used in the classifier training and testing. In 5-fold cross-validation, data are separate into 5 portions. Four portions are used to train the classifiers and the remaining portion is used to test (or validate) the performance. Such training and testing are iterated 5 times, each time a different portion of data being used for the test. The 5-iteration averages of the 4 performance parameters are calculated, respectively.

In 5-fold cross-validation for ECG signals, data from subjects may either be mixed first and then separated to 5 portions [17] or be separated according to subjects to 5 portions [31]. In the former case, although the data used for training are different from those for testing, they may be from the same subjects. The latter case guarantees that the data from the same subjects will not appear in both training set and testing set, suggesting better generalization of the trained classifiers when the tested performances are at similar level. In our study, separation of the data according to subjects is used. More specifically, in each iteration of training and testing, the data from 2 or 3 subjects are purely used for testing and no data of these 2 or 3 subjects are used for training in the same iteration.

Different parameters of the classifiers influence the performance of the classifier. For \(k\)-NN classifier, several \(k\) values, which denotes the number of the nearest neighbor samples used for classification, set from 1 to 20 with step-size of 2, were tested. The performance results are shown Fig. 5. From Fig. 5, we can see that the average values of the performance parameters reach the largest at \(k = 3\), but the differences from the cases with other values are insignificant. Considering the increasing computational load with the increase of \(k\), \(k = 1\) is used in this study.

For SVM classifier, several \(C\) values, specifically 0.1, 1, 10, 100, and 1000, and several \(\gamma\) values in the RBF kernel, specifically 0.01, 0.001 and 0.0001, were tested. The results are shown in Table 1. From Table 1, we can see that all the four performance parameters increase with increasing values of \(C\) and \(\gamma\). The best results are shown in bold style in Table 1. However, larger values of \(C\) and \(\gamma\) may cause overfitting of the trained classifier [40]. Table 2 shows the case that both \(C\) and \(\gamma\) take the largest values of 1000 and 0.01, respectively. It can be seen that the performance parameters fluctuate significantly among the five-fold scheme, indicating that the generalization ability is poor. Thus, to tradeoff between the
TABLE 2. The precision, sensitivity, specificity, and accuracy for $C = 1000$ and $\gamma = 0.01$ for the verification of SVM.

| No. of Fold | Precision | Sensitivity | Specificity | Accuracy |
|-------------|-----------|-------------|-------------|----------|
| 1           | 0.955     | 0.9827      | 0.9866      | 0.9732   |
| 2           | 0.9387    | 0.9082      | 0.9063      | 0.8578   |
| 3           | 0.9953    | 0.9895      | 0.9908      | 0.9841   |
| 4           | 0.9900    | 0.9948      | 0.9909      | 0.9922   |
| 5           | 0.8101    | 0.8466      | 0.7938      | 0.7680   |
| **Average** | 0.9459    | 0.9444      | 0.9151      | 0.9337   |

TABLE 3. Performances of SVM, $k$-NN, and RF when different combinations of HRV features are used for training.

| Classifier | Precision | Sensitivity | Specificity | Accuracy |
|------------|-----------|-------------|-------------|----------|
| SVM        | 0.7539    | 0.8911      | 0.8612      | 0.7967   |
| $k$-NN    | 0.9672    | 0.9696      | 0.9539      | 0.9619   |
| RF         | 0.9689    | 0.9595      | 0.9379      | 0.9566   |

| Classifier | Precision | Sensitivity | Specificity | Accuracy |
|------------|-----------|-------------|-------------|----------|
| SVM        | 0.8785    | 0.7845      | 0.6595      | 0.7908   |
| $k$-NN    | 0.8511    | 0.8576      | 0.7878      | 0.8258   |
| RF         | 0.8717    | 0.8683      | 0.8015      | 0.8436   |

| Classifier | Precision | Sensitivity | Specificity | Accuracy |
|------------|-----------|-------------|-------------|----------|
| SVM        | 0.6998    | 0.8623      | 0.8325      | 0.7529   |
| $k$-NN    | 0.9430    | 0.9461      | 0.9195      | 0.9336   |
| RF         | 0.9400    | 0.9370      | 0.9054      | 0.9262   |

| Classifier | Precision | Sensitivity | Specificity | Accuracy |
|------------|-----------|-------------|-------------|----------|
| SVM        | 0.8916    | 0.8999      | 0.8474      | 0.8741   |
| $k$-NN    | 0.9692    | 0.9797      | 0.9697      | 0.9694   |
| RF         | 0.9816    | 0.9738      | 0.9600      | 0.9730   |

| Classifier | Precision | Sensitivity | Specificity | Accuracy |
|------------|-----------|-------------|-------------|----------|
| SVM        | 0.8292    | 0.9193      | 0.8873      | 0.8526   |
| $k$-NN    | 0.9686    | 0.9714      | 0.9551      | 0.9634   |
| RF         | 0.9549    | 0.9568      | 0.9330      | 0.9464   |

| Classifier | Precision | Sensitivity | Specificity | Accuracy |
|------------|-----------|-------------|-------------|----------|
| SVM        | 0.8153    | 0.8551      | 0.7911      | 0.8056   |
| $k$-NN    | 0.9599    | 0.9649      | 0.9474      | 0.9549   |
| RF         | 0.9415    | 0.9425      | 0.9121      | 0.9298   |

| Classifier | Precision | Sensitivity | Specificity | Accuracy |
|------------|-----------|-------------|-------------|----------|
| SVM        | 0.9418    | 0.949       | 0.9239      | 0.9347   |
| $k$-NN    | 0.9874    | 0.9894      | 0.9839      | 0.9860   |
| RF         | 0.9855    | 0.9626      | 0.9396      | 0.9673   |

Performance and the generalization ability to avoid overfit, $C$ equal to 10 and $\gamma$ equal to 0.01 are adopted in the SVM classifier.

**C. SELECTION OF HRV FEATURES**

Different combinations of HRV features are used to train the classifiers, and the results are shown in Table 3. Table 3 shows that when time domain features or nonlinear features are used alone, the $k$-NN performs the best, whereas RF performs the best when frequency domain features are used alone. Same as that in Table 1, the bold style in Table 3 highlights the best values for each parameter. With more features are combinedly used in training, the performance is in general improved for all classifiers, although there could be mild fluctuations. Among the 3 classifiers, when time domain, frequency domain and nonlinear features are all used, the $k$-NN classifier steadily outperforms the other two; the four performance parameters achieved are all higher than 98%.

**D. DETERMINATION OF WINDOW LENGTH FOR HRV FEATURE EXTRACTION FROM ECG SIGNAL**

In Session IV, we stated that the window duration to compute the HRV features is set to 60 seconds. This is determined by the performance parameters shown in Fig. 6. The classifier is trained with HRV features extracted from different lengths of windows.

Window lengths from 15s to 120s are tested. In the range from 15s to 30s, the window lengths are increased by a step-size of 5s, whereas from 30s to 120s, the window lengths are increased with a step-size of 10s. In both cases, the window slides by one RR interval for the adjacent computation. The figures in Fig. 6 shows that the performance with longer window length is better than those with shorter window length, although the performance parameters are not increased monotonically.

However, longer window could not localize the instants that the subject is in a specific state for a short period. In addition, longer window also goes against the real-time processing. To tradeoff between the performance and the time localization, a window duration of 60 seconds is selected.

Through the data and training above, it is verified that $k$-NN classifier surfaced as a good classifier in the stress state identification using HRV features. In a short summary, the HRV features are extracted based on overlapped windows with 60-second duration. The value of $k$ is chosen to be 1, and all the features are used in the training of $k$-NN classifier. The performance parameters obtained in the verification stage, including precision, sensitivity, specification, and accuracy, are all exceeding 98%.

In the next two sections, the in-car experiments are described, and the ECG data collected will be predicted by using the trained $k$-NN classifier.

**VI. IN-CAR EXPERIMENT**

The in-car experiment is conducted to collect ECG data of subjects who is driving car when GPS navigation is in use. These data were collected in the preliminary study earlier [18], and re-used in this study. By analyzing the obtained data using the trained $k$-NN classifier, the stress state induced due to the GPS navigation is studied. The experiment is described again for the completeness of the research.

**A. EXPERIMENT OVERVIEW**

The driving protocol was designed to consist a route over about 5 kilometers in a community. The route was planned to contain many turns and to pass through some points of interest in order to activate the GPS instructions. Drivers were selected based on their answers to a questionnaire, and the shortlisted drivers were scheduled to drive along the pre-designed route using their own cars.

During driving, three types of information were collected 1) ECG signals of drivers, 2) Audio signals recording sound...
inside the car, and 3) Video signals recording road conditions around the car. To collect these data, three devices, i.e., ECG monitor, DashCam and GPS, were installed on the car before driving. Each driving test took about 50 to 70 minutes dependent on road conditions.

B. SUBJECTS AND QUESTIONNAIRE
The study group, consisting of 38 drivers between 20-65 years old, was selected based on the following criteria through a pre-experiment questionnaire: holding a valid driver’s license, being able to use GPS in English, at least one year driving experience at the time of experiment, and not suffering from any previously diagnosed cardiac or respiratory disorders. Each subject was informed in detail about the study, and consents to having video and ECG signals recorded during the drive were obtained prior to data collection. Before beginning, instructions, such as obeying speed limits, turning off their own GPS, and mobile devices, to keep the drives consistent, were given.

C. EQUIPMENT AND SETUP
In this experiment, a B20 Patient Monitor of GE Healthcare with sampling frequency of 300Hz was used to record ECG signal. Similar as B30, this model records ECG signals from III lead electrodes attached on chest. The recorded ECG signals were transmitted through a cable to a notebook in real-time for further processing.

Besides the patient monitor to record the ECG signals, GPS navigation tool with pre-loaded map was installed to provide navigation instructions. The GPS was chosen in the criteria that it could provide the features of setting multiple destinations along a route, and customized settings of different types of voice alerts. To record the whole experimental environment, including the voice alert from the GPS navigation system and the traffic condition around the car, a DashCam video camera was also installed.

Since both the audio and video signals are collected by the DashCam, these two signals are automatically synchronized. On the other hand, both signals collected by the patient monitor and DashCam contain time stamps, and these two devices are synchronized before the test to ensure the data synchronization.

D. PROCEDURES
All drives were conducted in mid-morning or mid-afternoon when the traffic was light on road. The 38 subjects are divided into 2 groups. In the first group, with subjects from 1 to 11, each subject was asked to drive two rounds following GPS instructions, one round with higher density of instructions, including full-street-name alert, turning-distance warning, point-of-interest report, and “turn now” instruction, and the other with lower density of instructions, including only turning alerts (like “turn left” or “turn right”) without alerts of full street name, turning distance, or point of interest. In the second group, with subjects from 12 to 38, each subject was also asked to drive two rounds for a given route, one round with GPS instructions, and the other without. A 5-minute break is given between the 2-round driving in both groups.

ECG signals of the drivers, videos of the road conditions and audios of GPS instructions were recorded during driving.

FIGURE 6. The performance parameters for different window lengths in (a) SVM, (b) k-NN, and (c) RF.
TABLE 4. Percentage of stress samples during different driving events.

| Group                      | Subject | Wait Mark | Turn Mark | Traffic Mark | GPS Mark |
|----------------------------|---------|-----------|-----------|--------------|----------|
| First Group: High vs. Low GPS Instruction Intensity | 1       | 85%       | 85%       | 88%          | 81%      |
|                            | 2       | 63%       | 85%       | 82%          | 75%      |
|                            | 3       | 36%       | 87%       | 49%          | 67%      |
|                            | 4       | 56%       | 75%       | 68%          | 79%      |
|                            | 5       | 71%       | 77%       | 84%          | 78%      |
|                            | 6       | 55%       | 61%       | 59%          | 62%      |
|                            | 7       | 72%       | 81%       | 80%          | 69%      |
|                            | 8       | 76%       | 64%       | 59%          | 78%      |
|                            | 9       | 67%       | 87%       | 78%          | 90%      |
|                            | 10      | 64%       | 89%       | 57%          | 80%      |
|                            | 11      | 61%       | 71%       | 57%          | 75%      |

| Second Group: With vs. Without GPS Instruction | 13      | 82%       | 79%       | 72%          | 76%      |
|                                             | 14      | 62%       | 85%       | 72%          | 81%      |
|                                             | 15      | 63%       | 80%       | 83%          | 79%      |
|                                             | 16      | 69%       | 80%       | 86%          | 78%      |
|                                             | 17      | 57%       | 81%       | 54%          | 75%      |
|                                             | 18      | 84%       | 89%       | 90%          | 91%      |
|                                             | 19      | 51%       | 82%       | 49%          | 84%      |
|                                             | 20      | 59%       | 86%       | 95%          | 78%      |
|                                             | 21      | 57%       | 89%       | 98%          | 97%      |
|                                             | 22      | 79%       | 79%       | 81%          | 83%      |
|                                             | 23      | 64%       | 88%       | 89%          | 84%      |
|                                             | 24      | 56%       | 91%       | 87%          | 94%      |
|                                             | 25      | 85%       | 75%       | 78%          | 81%      |
|                                             | 26      | 61%       | 80%       | 67%          | 86%      |
|                                             | 27      | 68%       | 82%       | 91%          | 93%      |
|                                             | 28      | 69%       | 74%       | 77%          | 46%      |
|                                             | 29      | 62%       | 97%       | 88%          | 92%      |
|                                             | 30      | 57%       | 81%       | 89%          | 87%      |
|                                             | 31      | 73%       | 87%       | 72%          | 84%      |
|                                             | 32      | 67%       | 98%       | 96%          | 91%      |
|                                             | 33      | 64%       | 82%       | 80%          | 92%      |
|                                             | 34      | 45%       | 82%       | 84%          | 71%      |
|                                             | 35      | 79%       | 80%       | 88%          | 69%      |
|                                             | 36      | 98%       | 99%       | 100%         | 95%      |

Average 66% 82% 78% 81%

VII. DATA PROCESSING

The ECG signal collected, based on the recorded audios and videos, are labeled with different event marks, including turning, waiting for traffic lights, GPS alert, and traffic conditions, such as overtaking or passing-by other cars. Meanwhile, the ECG signals are processed with the R-peak detection algorithms [28], [29] to extract the RR intervals. HRV features are computed in the way introduced in Session IV. The 60-second windows are applied to the data segments centered at the time instant that we are interested to detect. The $k$-NN classifier trained in session V is applied to predict whether the interested time instant is in stress state or relaxed state.

Table 4 shows the prediction results of samples classified by events. The data of 3 subjects, specifically subjects 12, 17 and 20, which are invalid because the data were corrupted heavily by noises for different reasons, are not included. The entries in the table indicate the percentage of time instants that the subject is in stress state during each type of events.

We can see that most people experienced a larger time-percentage of stress state than relaxed state during turning, other traffic conditions and under GPS instructions. It implies that for most of the time, the subjects are highly focused. Even during waiting event, most subjects are stressful during more than half time.

The last row is the total percentage of time that the subjects are in stress state during the specific event.

The comparison shows that turning is the most stressful event among the four events for the subjects. This is consistent with our common experience because drivers face the most complicated traffic conditions when turning. GPS instructions are in the second position to induce stress, with a higher percentage of time for subjects in stress state than that of other traffic conditions. This is partially because the other traffic conditions include not only relatively difficult ones such as overtaking or changing lanes, but also the relatively simple ones, such as other cars’ passing-by in the same or opposite directions.

Last, it is noted that during waiting events, most people had more than half time being in stress state. This is reasonable because the ground truth of relaxed state is the time that subjects are listening to music. However, during waiting time, drivers have to keep alert for all the time and react quickly when necessary. Compared with the state of listening to music, certainly waiting time shows a certain level of stress.

Tables 5 and 6 show the percentage of samples predicted to be in stress state during the entire driving route under different GPS instruction modes.

The data in Table 5 compares the cases with GPS instructions and without GPS instructions. It shows that all subjects in more than half of the time are in stress state in either case. As to the difference between the cases with and without GPS instructions, the results show high personal discrimination, i.e., some people have similar percentage of stress.
TABLE 6. Percentage of stress time during the entire round of driving—comparison of low vs. high GPS instruction intensities.

| Subject | Without GPS | With GPS | Percentage of Difference |
|---------|-------------|----------|-------------------------|
| 1       | 67.2%       | 62.3%    | 7.29%                   |
| 2       | 60.6%       | 58.5%    | 3.47%                   |
| 3       | 75.4%       | 57.9%    | 23.21%                  |
| 4       | 60.3%       | 52.4%    | 13.10%                  |
| 5       | 61.8%       | 56.1%    | 5.22%                   |
| 6       | 61.3%       | 53.7%    | 12.40%                  |
| 7       | 71.2%       | 60.2%    | 15.45%                  |
| 8       | 63.9%       | 69.7%    | -8.32%                  |
| 9       | 57.3%       | 60.3%    | -4.98%                  |
| 10      | 64.4%       | 70.6%    | -6.87%                  |
| 11      | 69.0%       | 60.8%    | 11.88%                  |

The results obtained above are interesting because most people may hold the view that GPS can help people drive easier or alleviate stress level when driving. However, the results show that some people may need to concentrate longer when more GPS instructions are provided.

VIII. CONCLUSION

In this paper, we investigate drivers’ stress state when GPS navigation is in use during driving. To achieve this objective, two experiments are performed. First, an in-laboratory experiment is designed to elicit subjects’ stress state by taking the SCWT. The ECG signal of the subjects are collected, to establish the relation between the stress/relaxed states and HRV features extracted from ECG signal by training three binary classifiers. The best classifier, k-NN classifier, was applied to the data collected in the second in-car experiment, where the ECG data were collected when the test subjects were driving under different GPS instruction modes.

The result shows that most people are stressful for more than 50% time during the GPS instruction. This implies that people need to concentrate more during the GPS instructions. And for the stress state of the whole driving period, some people may experience longer stress period with more GPS instructions whereas some others may experience shorter. It implies that GPS navigation can alleviate the stress condition for some people, but not for all; for some other people, with more GPS instruction in the whole driving period, they need more time to focus and could cause more tiredness.
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