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Abstract—This paper examines the relevance of using game theory in modeling and solving some of the problems associated with resource allocation in computer systems. These problems involve many actors who constantly adapt their behavior to their environment. Game theory is used to model the behavior of these actors in order to understand the mechanism of an extended system by studying its performance. It is also used to define strategies and to get an idea of their effectiveness in order to study the consequences of certain events, etc. Game theory as a discipline is commonly listed as a branch of applied mathematics. Its objectives are multiple since it involves both capturing and observing behaviors to find out appropriate responses to changes in the environment and also to track patterns of balance in strategic situations where the gain of a player depends on the actions of all others.
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1 Introduction

Game theory is a field of widely studied optimization tools that tries to solve the problem of resource allocation. The objective of the algorithms derived from game theory is to converge to the equilibrium or the stable network. A large body of work on the game theory applied to telecommunications is listed. Game theory provides several types of approaches: Non-cooperative algorithms are fully distributed allowances and each decision is local[1]. Players are looking to solve local optimization and tend to converge to Nash equilibrium. The Nash equilibrium is a particular state of the system in which none of the participating players is of interest to make a change in its allocation. This equilibrium corresponds to a local minimum of the global optimization which is fundamental for the stability of the system. However, resources and power allocations problems are generally not convex, several Nash equilibrium may exist, and non-cooperative algorithms are then guaranteed to converge to the global minimum [2]. The general problem is separated into two non-cooperative subsets: one for the allocation of resources, a second for the power control and showing if Nash equilibrium exists for each game, then there is Nash equilibrium for the general problem [3]. The cooperative algorithms, allow reaching the point of equilibrium called "Nash Bargaining", which is
generally more efficient than the simple Nash equilibrium. This is due to a shared understanding of information. Competitive algorithms, that is to say, or decisions are sequentially taken by the players, allowing them to have knowledge of the game of others. This class of games achieves the Stackelberg equilibrium. The penalty concept allows the introduction of secondary utilities to encourage certain behaviors such as reducing the level of interference. The conditions of existence and uniqueness of Nash equilibrium in the power minimization problem under minimum capacity constraint when several parallel channels are available. It uses particularly, a distribution of powers in a water-filling for communication[4]. Game theory is generally used in static channels’ context and is iterative. Distributed allocations are then made either sequentially or simultaneously. However, in reality, the communication channels evolve over time. This makes use in a very dynamic unfavorable environment.

The rest of the paper is organized as follows: in Part 2 we detail the multi-antenna systems; Part 3 introduces the optimization of wireless systems; Part 4 explains the different theoretical approaches; Part 5 gives model and notations used throughout this paper; Part 6 describes the applications of resource allocation problems and methods of allowances; Part 7 is reserved to simulations and analysis of results and conclusions are given in part 8.

2 The multi-antenna systems

The third millennium is that of information and communications technology. It aims to trivialize the questions of communication and especially the ones related to mobility which was a challenge until then. Wireless technologies occupy a prominent place [5]. However, wireless networks were known by a capacity and quality of the received signal which was not very enviable in comparison with the cabled ones. This is partly due to frequency management and complexity of the environment in which the propagated signal must adapt. A direct sequence of this situation is the use of more or less complex signal processing techniques. This complexity impacts the implementation and the cost of services [6]. When systems have reduced complexity, solutions proposed on the market return less expensive because of the cost of implantation is more economical. With the demands of competition, research is increasingly oriented towards quality improvement of wireless network services with the introduction of multiple antenna systems. Multiple Input Multiple Output (MIMO) systems are among the most advanced modern communication technologies for increasing capacity and improving transmission quality. These are communication systems with multiple antennas both on transmission and reception. These systems are preceded by single antenna systems known under the terminology "point to point" or SISO (Single Input Single Output) and systems with antenna diversity reception only or SIMO (Single In Multiple Out) and systems having a diversity transmit only called MISO (Multiple Input Single Output) [7].
The particularity of MIMO systems is the association with time of the space parameter in the systematic establishment of the communication. The popularity of researches for this technique is explained by the fact that it has no financial impact on the operation or the acquisition of frequency bands. This is an important section of the business plan. It's more about the hardware and software aspects of a more complex way. The progress of research in this area is critical to there quired speed and quality of the signal received. We can subdivide into two groups: SDM space division multiplexing. The first aims to improve the quality of the received signal and the second increasing the capacity of the link. The combination of both is also possible [8].

Given the inter-symbol interference phenomenon (ISI: Inter-symbol interference) when transmitting at a high rate and the phenomenon of multipath, OFDM technology is a reference solutions. It has been for some time given a special attention.Because, it is shown that it overcomes the limit or cancels the effects related to interference and it also fights the inconvenience caused to Multi-path [9]. It consists of sending serial data simultaneously on subcarrier at a higher speed in a combination of modulation and multiplexing techniques. The combination of MIMO with OFDM is considered a promising solution for increasing the capacity of wireless communication systems and resistance to multipath phenomenon.
In this article, we discuss the case of wireless systems. Our concern was to show a comparison in terms of error rates based on different simulation results between some MIMO and SISO gain brought by multi-antenna systems [10]. The channel is considered a non-selective Rayleigh frequency channel and then we expanded the use of space-time codes in the case of frequency-selective channels with OFDM.

2.1 Digital communication system

Digital transmission of a signal in Figure 3 usually goes through three basic stages. These stages are: the source coding, channel coding and modulation. Source coding is a technique that can compress the information to be transmitted by reducing as much as possible any form of redundancy. Meanwhile, channel coding is intended to protect the information already compressed against the propagation of disturbances through the transmission medium. It is to replace the information to be transmitted by a message or a code which is less sensitive to noise [6].

The modulation is the third step. Its key role is generally adapting the signal at baseband to the transmission medium by bringing it to a higher frequency. It combines an analog signal to the digital input signal which may comprise one or more bits depending on the desired spectral efficiency. At the reception the inverse process of the emission is monitored. The first step is demodulation and channel decoding that ends by the source decoding [8]. It is easy to show the importance of the channel coding much more than the already compressed message if that is not fully restored and it would be degraded and lose its content or meaning.

The issue of performance arises and this is reflected in the introduction of control of the longest bit making information. Thus, the channel coding combines size information $K$, a size code $N$ usually larger. This led to the introduction of the concept of return on a channel coder.

The term performance is: $R = \frac{K}{N}$

There are two large channel coding categories which are the block coding and convolution coding. The fundamental difference between these coding categories is at the level of redundancy bits or symbols. They are calculated directly from the bits of information from the encoder input without considering the precedents in the case of block
codes. On the other hand, during the convolution coding, the coded bits depend both on the preceding bits and on the incoming bits. We will limit our area of interest at the channel coding. To stay within the limits of our theme, we will look precisely at the case of MIMO systems. We do not intend to do a thorough study of the issue, but our concern is limited to an introductory presentation followed by some simulations of space-time codes[8]. STC codes are an increasingly used technique in digital transmission in multiple antenna systems. Indeed, the quality of a link is associated with a maximum limit of bit error rate (BER). To reduce the BER, we can increase the signal to noise ratio by increasing the power of the transmitted signal. This requires an additional budget of implementation of the appropriate technology that must comply with the laws relating to electromagnetic compatibility and frequency management [11]. The voca-
tion of the space-time codes is to increase MIMO system transmission performance by introducing a form of redundancy while keeping bandwidth with a compromise on performance. It is useful to make a few reminders on the capacity of MIMO systems.

**Capacity.** Capacity is defined as the maximum transmission rate which can route a system for a given probability of error. The fundamental theoretical expression limits the capacity for transmission over a MIMO channel. These capabilities increase linearly with the number of antennas in the context of an ideal propagation. This shows the potential of a MIMO channel in terms of spectral efficiency. By appropriate processing, it is possible to reduce a MIMO channel to a set of mono-antennas. On channels, we consider the case of a Rayleigh process for modeling the propagation channel between a transmitting antennas and receiving antennas. We take the case of non-selective MIMO channels in frequency and de-correlated. The capacity of a MIMO system or the channel is known to the receiver and is not known to the sender which increases linearly with the minimum \( n \) between the number of \( N_t \) and \( N_r : n = \min(N_t, N_r) \) receiving transmit antennas [12].

The use of space-time codes in the block reduces overall capacity compared to the optimal value that should reach a MIMO system. The loss of capacity is also related to the level of the channel, the performance of the code and the number of antennas at the reception. The MIMO systems can be used to increase the diversity and the ability of systems, but there is a tradeoff between diversity and Capacity for a particular system. The adverse effects of the correlation between antennas on the earning capacity of multi-antenna systems were also studied. The correlation between antennas causes the change of the distributions of the various sub-channels so that the capacity increases linearly with the minimum number of antennas but with a slope of 10 to 20% less strong than for un-correlated channels [11]. In the non-coherent case, the capacity increases linearly with \( n(1 - n/T) \) with \( T = \min(N_t, N_r, T/2) \) where \( T \) designates the period of transmission of a code word. Assuming for the model of the MIMO channel as the power of each transmit antenna to be of \( n/N_r \), we can estimate the overall channel capacity, which we denote by \( C \), using the formula of the ability:

\[
C = \frac{N_t}{N_r} \sum_{i=1}^{N_t} \log_2 \left( 1 + \frac{P_i}{\sigma^2} \right)
\]  

(1)
Where $W$ symbolizes the bandwidth of each sub-channel, and represents the power received on the $i$-th sub-channel:

$$P_r = \frac{\lambda_i P}{N_i} \quad (2)$$

And $\sqrt{\lambda_i}$ is a singular value of the channel matrix denoted $H$. By defining $Q$ by:

$$Q = \begin{cases} HH^H, & N_r < N_i \\ H^H H, & N_r \geq N_i \end{cases} \quad (3)$$

The expression of the capacity by simple algebraic calculations can be in the form:

$$C = W \log_2 \det(I_n + \frac{P}{N_i \sigma^2} Q) \quad (4)$$

Knowing that the non-zero given values of $HH^H$ and $H^H H$ are the same, the respective values of the capacity of $H$ and $H^H$ channel matrix systems are equal. The channel coefficients are random variables. The capacity is expressed as an instantaneous channel capacity. The mean capacity of the channel is obtained by taking the mean [13].

Considering that $N_r = N_f = 1$ and $H = h = 1$, we find the Shannon formula of the channel capacity:

$$C = W \log_2 (1 + \frac{P}{\sigma^2}) \quad (5)$$

At high SNR, capacity grows logarithmically with SNR. In a MIMO system, the signal strength received by an antenna is given by:

$$P_a = N_t^2 \frac{P}{N_r} = N_r P \quad (6)$$

Where $P$ is the power transmitted by an antenna.

Since the rank of $H$ is equal to 1, there is only one signal received in the equivalent MIMO channel model, with the following power:

$$P_r = N_r N_f P \quad (7)$$

Thus, by applying the formula, we obtain for this channel configuration the expression of the capacity in the coherent case:
In such a system, the order of the diversity gain is $R$ in comparison with the mono-antenna case.

3 Optimizing Wireless Systems

The specificity of wireless systems lies not only in support of communication, electromagnetic waves, including resource management which is critical for performance, but also in user mobility that wireless communications makes it possible[14]. So there are several levels of optimization.

3.1 Wireless communication systems

The wireless term "includes all the networks including at least part of communications ensured by radio links. Wireless communications offer several advantages over wired communications. First, they allow user mobility, and secondly, their infrastructure is much lighter and faster to deploy. But their capacity is generally lower than that of wired networks. Therefore, wireless links are the critical points in the network, that is to say these are the connections that limit the flow of communications[15]. They constitute what is called the network bottlenecks and their good management depends on network performance. The most famous one is the mobile phone network which is also called cellular network. It includes a variety of technologies such as GSM, UMTS, LTE. But increasingly, cellular networks are used for wired communications applications including web applications, downloading files and streaming video. The result is a steady increase in observed rates on these networks in recent years [16]. In cellular networks, the wireless part is mainly used to connect users at the heart of the network which is wired, via a base station which we call generically an access point.

Wireless communications are also used for networking, relying exclusively on wireless links which have no prior infrastructure and allow the topology to change over time. This is called ad hoc networks of mobile which are used in many applications: they allow particularly quickly restore communications after a natural disaster [17].

Electromagnetic waves are the support for wireless communications. Unlike wired connections, electromagnetic waves propagate in all directions if there are no obstacles. Depending on the environment, the wave undergoes several changes mainly due to the phenomena of diffraction, reflection and attenuation. This results in high variability of the signal at a receiver even if it has a fixed location. The phenomenon associated with rapid variations in the signal is called fading, while the one that combines the slow variations is called shadowing and each resulting in a different physical phenomenon[18].

Several resources involved critically in wireless communications:
The frequencies used: in addition to the variability of the signal received from an antenna, several antennas can interfere if they transmit on close frequencies. The capacity of wireless networks is limited by the set of usable frequencies.

Mobile energy: Wireless communications require more energy than wired communications. Mobile phones are usually small devices with limited battery capacity[10]. This energy must be used wisely.

The resources of the access point: depending on the used multiplexing technology, resources (frequency, time, or codes) are shared between the various mobiles connected to the same access point.

Note that, unlike wired connections, sharing resources degrades the overall performance. For example, the flow of an access point is a function that is largely based on the number of users.

Mobility. The ability to maintain communication while moving is one of the main advantages of wireless communications. But it also represents a source of difficulty for network management. There are actually two types of mobility. On one hand, there are moving mobiles, and secondly, those who initiate or end a call. Mobility is inherently a random phenomenon that is added, but on a larger time scale, the random fluctuations of the wireless signal. In general, the fine modeling of wireless communication is very complex[8]. In addition to mobility, it is necessary to model the physical system, in particular the signal propagation in a given environment and also the interactions between the different protocols used for communications between layers. Added to this is the modeling of different types of applications supported by communications (telephony, data download ...). In this paper, we evaluate the quality of our solutions through simulations on simple models that allow us to analyze the sensitivity of results to certain parameters.

3.2 Control of wireless systems

The connection of a mobile network is the access point that involves firstly the user who decides to make a connection, and also the operator of the access point, which then handles the communication[14]. The operator has different means of action to better satisfy users requests.

User criteria: quality of service. The mobile’s quality of service is a subjective concept which actually depends on the user and the application being used. Often the quality of service includes several criteria[19]. For communications with strong time constraints, such as telephony, the time is paramount.

The criteria of the operators. The goal of operators is to best meet the quality of service of their customers. This involves managing network resources in an effective way[20]. The commonly used performance measures are the average residence time of mobiles, the probability that a mobile cannot connect to the network (due to saturation), or, the probability that the connection of a mobile communication stops. So, this dynamic criteria is based on time averages.

Means of action. The operator that manages a set of wireless access points is present on the network at different levels: For the construction and design of necessary
communications infrastructure [21]. This is done on a large time scale, the result is both a statistical study to anticipate demand and solving complex combinatorial problems to keep the best antennas (and also the frequencies used by the antennas) for the establishment of a pricing and differentiated services [19]. This is done by choosing an access point for communication with a mobile. Often, a mobile can connect via multiple antennas and that choice is managed automatically by the network. This allows distributing the load on all antennas which is a particular form of routing. The management of the choice of the access point is performed for each communication [22] by sharing an access point resources (frequencies, power ...). Resource management is done in the time scale of the transmission of a packet. Note that users can also intervene in the choice of the network to the access point including the choice of technology. The operator must encourage users to act in a manner that is generally effective.

4 Study of approaches

In this article we study the problem of the operator preferences optimization by choosing a mobile communications access point[23]. It is assumed that other means of action (sizing, pricing, resource management) are fixed.

4.1 Dynamic optimization or greedy approach

Optimization of operator preferences can be seen as a dynamic optimization problem with multiple criteria. We worked on dynamic optimization methods with constraints that are based on semi-Markov decision processes. The problem with these methods is that their complexity is exponential in the size of the system and they require knowledge and overall control of the system (the system state in every moment, mobility statistics ...). That's why we have compared them with greedy algorithms which means that these algorithms are based on optimizing a snapshot criterion which does not depend on a centralized controller[24]. We showed that if the system is not overloaded while optimizing the overall system throughput at every moment (or at least at each event), it gives nearly optimal performance in terms of average time of mobile phones. For the sake of consistency of the document, these results are not presented here. Nevertheless, we justify the approach that we develop in the following based on the instant optimization of system performance[25].

4.2 Game theory approach

Game theory analyzes the result of situations in which several organizations takes decisions to maximize their own interests. Game theory is at the interface of many disciplines including mathematics, economics, biology, and computer science. The theoretical result of a game depends on the modeling of the behavior of the players including the information they have. Player behavior is modeled by assumptions about rationality and also by the way they adapt to the repetition of the game (which is called “learning model ”). In routing problems, it is natural to model users by players seeking to
maximize their quality of service. The performances (instant) system depends solely on the result of the game[26]. The optimization problem of distributed performance is reflected here by building a game and the implementation of a learning model to show the outcome of the game corresponds to the optimal system performance. The originality of our approach is, it jointly considers construction (so-called incentive mechanism) and the apprenticeship model, as well as our knowledge and all items in the field of computing which are based on the theory of games. The typical example is the price of anarchy, in which it is taken for granted that the outcome of the game is Nash equilibrium. We also take into consideration in the learning models we offer, the possibility of their implementation in real systems. We include in our models random fluctuations that are inherent to wireless networks. In addition, due to the highly decentralized aspect of networks, it is impossible to ensure perfect synchronization of decision making by users. We also take into account the whole set in the analysis of our models [27].

5 Model and notations

Consider a general system that can be in several states (a way to share communication resources among multiple users, a different routing communication flow ...). The system status is partly controlled by an operator and by independent entities, which we call the players. The operator and the players have individual preferences when it comes to system status [28]. In general, the preference of the operator is linked to that of the players, for example, if the player preferences are given by values for each state and if the preference of the operator is the sum of these values. The general problem for the operator is to encourage players to act so as to maximize his preference. This requires the construction of an incentive mechanism[29].

![Fig. 4. Region of feasible uses for both players.](image)
The two main difficulties the operator may be facing are that he does not know the preferences of the players, this is called personal preferences, and secondly, it does not control the choice of the final state (but may nevertheless impose penalties). More formally, we denote $U$ the set of players and $\xi$ the set of states of the system [30]. To avoid problems of mechanisms implementation that we present, we assume that these sets are finished.

### 5.1 Preferences on the set of states

The operator and the players have preferences on the set $\xi$ of states. These preferences may take the form either of a total order on the states, or (which also implies a total order) a function which associates each states to a value. In the second case, preferences are called valuations. We denote by $v_u$ the valuation of the player $u$, and $V$ the valuation of the operator [31]. The assessments are therefore $\xi$ functions in $\sim$. It may be that the operator’s evaluation depends on the evaluation of players: if $V’ = \sum_{u \in U} v_u$.

In this case, the problem of choosing the state that maximizes $V$ is commonly known problem of social choice. The assessments can represent a monetary value, but also a physical quantity or more abstractly utility. We assume it is consistent to add and compare the valuations of the players. In the case of physical quantities, this means that the values are expressed in the same unit. Basically there are two situations: one, in which the preferences of the players are public, that is to say known to the operator, or preferences are completely private[32].

### 5.2 Construction of a mechanism

We stand here in the case of preferences given by valuations. The choice of the state in the set $\xi$ result of a two-step procedure. First, the operator sets the rules of a game, then, knowing the rules of the game, players act accordingly. The given rules of the game define a mechanism that is incentive if the game result is a state that maximizes the evaluation of the operator. We are in the following paragraph on what is meant by outcome of the game [33]. We detail how the game is defined by the operator in a general context. Note, however, that the possibilities of the operator are, according to the situations, subject to restrictions. First, it defines a set of $S_u$ shares for each player.

This set does not support a priori any restriction, for example it may be continuous. If $s_u$ denotes the action in $S_u$ chosen by the player $u$, an action profile is the data of an action for each player and is noted $s = (s_u)_{u \in U}$.

This belongs to all action profiles observed $S = \times_{u \in U} S_u$ then, the operator gives a choice function that each action profile, combines state. We denote by $f : S \to \xi$ this
choice function. Finally, for each player, the operator defines a penalty function $p_u : S \rightarrow \mathbb{R}$, so that the gain of player $u$ under the action profile $s$ is

$$c_u(s) = v_u(f(s)) - p_u(s) \quad (9)$$

If the penalty is negative, this means increasing the gain compared to the initial assessment of the state that has been selected by the choice function. The penalty function can be interpreted in different ways depending on the application: it can be a money transfer as a virtual quantity transmitted to the players so that they can act on the public interest[34]. We find that the gain function has a public part which is the penalty, and a part that can be private and therefore unknown to the operator, which is $v_u \circ f$. Therefore, the operator does not completely control the player winnings. Finally, the game constructed by the operator is defined by:

- The set of players $U$
- The sets of actions for each player $S_u$
- The gain functions for each player $c_u : S \rightarrow IR$

We must distinguish between the $s$ share and the corresponding profile $f(s)$ state. From the perspective of the players, what matters is their gain in the game and therefore the profile of action, but from the perspective of the operator it comes to the state. It is assumed here that the penalties imposed on players are not passed on to the operator, only its valuation $V$ account is passed[35].

**Result of the game:** The result of the game is a stock profile of the game. This profile action can be selected in different ways. Either the game is played once and only by one player: the forecast results are difficult in general, except in cases where there are dominant strategies. Either the game is repeated, or in this case, players adjust their action knowing rehearsals of the game. So there is a learning process that must be modeled and analyzed. In this case, the result of the game is the profile of actions which is asymptotically selected whether the learning process converges. In all cases, the result of the game depends on assumptions made prior to player behavior. Whether the game is played once or repeatedly, many models of player behavior predict under certain assumptions that the result will be Nash equilibrium. That is a profile action in which no player can win to modify its action unilaterally:

**Definition (Nash equilibrium):**

The action profile $s \in S$ is Nash equilibrium of the game $(U, S, (c_u)_{u \in U})$ if, for any player $u$ and any action $s'_u \in S_u$, we have

$$c_u(S_u, S_{-u}) \geq c_u(S'_u, S_{-u}) \quad (10)$$

The classic $-u$ rating means all players except $u$, and by abuse of notation, we write $s = (s_u, S_{-u})$ when we want to distinguish the action of the player $u$ (he is not moving from $s_u$ to the first position vector) [33].
Note that, Nash equilibrium is not necessarily a stable deviation of two or more players. However, it is assumed that players do not communicate and therefore cannot agree, or in other words form a coalition to jointly increase their gain. Finally note that, in general, there is no reason why the outcome of a game is Nash equilibrium. Firstly, because it does not necessarily exist, and secondly, even if one exists and it is unique, players can earn more by choosing another action.

### 5.3 Formulation of incentive problem

Finally, the problem of incentive is to construct a set as described above so that the result $S$ of the game (or all possible results), be such that the corresponding $f(s)$ state maximizes the evaluation $V$ of operator. Note that, if there is no constraint on the construction of the game, their operator can choose any state $e \in \zeta$ by setting $f(s) = e$ for all $s \in S$. But the operator does not necessarily know the optimal state, especially if it depends on private valuations of the players, or if the complexity makes it impossible to calculate [36]. On the other hand, in practical cases that we study later, if the operator chooses $f$ but the valuations are private and the set of states and stock profiles coincide, that is to say $\zeta = S$ and the function of choice is $f(s) = s$, it means that the selected state is the result of the game.

**Individual interest against collective interest:**

It is quite common that the individual interest does not lead to the choice of a state that maximizes the collective interest. We illustrate this in two classic examples in which $\zeta = S$. Let’s start with the example of the prisoner’s dilemma. The scenario is as follows; two suspects were arrested and questioned separately. They can either denounce one another, or not admit anything. In this game, the collective interest of the suspects is that none of them confess. However, tempting it is, individually, denouncing results in being released [37]. Here, the only Nash equilibrium is a possible outcome of the game (and even dominant strategy as we shall see) is the action profile or the two suspects complain which does not match the collective interest. If neither confesses, then each suspect assessed a minimum prison sentence. If both confess, then they pay the price of an average sentence, and if one complains, then the one who denounced is released while the other gets a heavy sentence (say 10 years).

**Table 1.** The Prisoners Dilemma

| Pris. I \ Pris. II | Deny | Confess |
|-------------------|------|---------|
| Deny              | 3,3  | 10,1    |
| Confess           | 1,10 | 6,6     |
The problem in this example is to find an incentive mechanism to achieve the optimum; condition in terms of social cost, by penalizing players based on action.

6 Application to resource allocation problems:

We give two cases of application in resource allocation problems. We assume here that the operator’s valuation is the sum of the evaluations of the players, that is to say

\[ V(s) = \sum_{i \in U} v_i(s) \]

Here, each player must choose one and only one resource among a set. This set is therefore all actions of each player [38]. A state of the system, or equivalently profile of shares, is the association of each player in a single resource. Given a shares \( s \) in profile \( m \) each resource has a load, we note that \( I_i(s) \) depends only on players who have chosen this resource[39]. Unlike congestion games, the load is not only the number of players who have chosen this resource, the characteristics of the players being taken into account here, the load is a binary vector \( I_i = (I_i^r)_{r \in C} \) such that \( I_i^r = 1 \) if \( u \) has chosen \( r \) and 0 if not. Finally, assume that the valuation of each player is a function that depends only on the load of the resource he has chosen. If the \( u \) player has selected the resource \( r \), so if \( s_u = r \), then the evaluation is \( v_u(s) = d_u^{r}(I_i(s)) \) or \( d_u^{r} \) is an arbitrary function. Note also that, unlike congestion games, the valuation is a function that can be specific to each player[40].

This particular game models the situation where mobiles have the choice to connect to a cell in a given set of cells. The evaluation of each mobile is a function of the quality of service it gets, the latter being for example flow or delay. To say that the valuation depends only on the load of the cell, it means that one does not take into account interference between different cells. This is justified if the cells are from different technologies or operating on separate frequency bands. In general, the quality of service depends not only on the number of online mobile, but also depends on the characteristics (priority, traffic intensity, to name a few) that are unique to each mobile.

Let \((\Phi, s_{-u})\) denote the profile of actions in the absence of player \( u \). The load on each resource in the absence of the player \( u \) is then written \((0, l^-_{-u})\) and \( v_i(\Phi, s_{-u}) = d^r_i(0, l^-_{-u}(s)) \). Finally, the choice of the function \( h_u(s_{-u}) = \sum_{i \in U} v_i(\Phi, s_{-u}) \) in equation \( p_u(s) = v_u(s) - V(s) + h_u(s_{-u}) \) gives

\[ p_u(s) = \sum_{i \in U} \delta_{iu}(s_{-u}) \]

(11)

Or \( \delta_{iu}(s_{-u}) = \{(v_i(\Phi, s_{-u}) - v_i(s)) \) is the difference of valuation for the player \( i \) without and with the player \( u \). In general it is a negative value for each resource that is
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divided into as many parts as the number of players who have chosen. Also note, that \( \delta_{i,u}(s_u) \) is the impact of player \( u \) on player \( i \).

For players who have not chosen the same resource as \( u \), the impact is zero, so that \( \delta_{i,u}(s_u) = 0 \). In the end, the penalty function is

\[
P_u(s) = \sum_{i=1}^{n} \delta_{i,u}(s_u)
\]

We see that the choice of the penalty function, that is to say, this function \( h \), only knows the evaluation of players who have chosen the same resource. The calculation of penalties can take place locally which is a gain in complexity. Take the example of mobile which must attach to cells. This result means that the calculation can be performed at each cell. If this were not the case, for example if one makes a choice, it should be that the cells can communicate with each other which is particularly complex if they are not of the same technology.

7 Simulation and analysis of the results

The main objective of the communication systems is to transmit the highest throughput possible with greater reliability. So, the transmission rate is associated with the channel capacity which is represented by a maximum number of data transmitted at any time. The reliability of the transmission, in turn, is associated with the error probability that is inversely related to the ratio signal/noise. To improve throughput and reliability, a simple solution is to increase the transmission power but in a multiuser environment, the power of parallel interference will increase. The second solution is to effectively change the data modulation type but it is necessary to increase the emission spectrum. The latest technique is to use multi-antenna systems that can transmit and receive which improves the reliability and the transmission rate while keeping the same spectrum and the same transmission power. These systems are widely used to MIMO (“Multiple Input Multiple-Output”).

In this section, we will start by recalling some results of the game theory that will characterize the capacity of multi-antenna systems. Investigated MIMO channels are characterized by the spatial correlation between the isotopic antennas that are linearly positioned in the antenna arrays for transmission and reception.

For game theory, we can measure the terminal MIMO channel capacities that are expressed as the maximum transmission rate that can be achieved for a low probability of error. We then present the capacity of systems using spatial diversity in reception and transmission in the case where the transmission channel is perfectly known to the receiver but unknown to the transmitter. We will examine the capabilities of both MIMO systems: those of spatial multiplexing MIMO system and those of the MIMO spatial temporal coding. Then, if the issuer knows perfectly the channel status information by the receiver return path, we can maximize the capacity of the MIMO channel or simplify the MIMO systems to reduce the complexity and consumption systems.
The essential purpose of the reception of multi-antenna system is to improve the reliability of the signal through a channel having a high fading. In other words, the spatial diversity reception reduces the effects of fading. In reception, the replies received from the same, more or less weakened signal on each antenna are combined. Because of the same information replicas, improved reliability at the reception can be obtained. In this section, we examine the ability of various structures of multi-antenna reception systems. Using multiple receiving antennas to fight against the fading channel, the receiver combines the received signals so as to increase the transmission quality.

Fig 5 illustrates a fundamental structure for the three combinations with a transmitting antenna and receiving antennas. The received signals are noisy by an additive white
Gaussian noise (AWGN). We are particularly interested in a transmission system with a carrier frequency 2GHz where a transmitter is fixed but a receiver is moving at a speed of 10 m / s in a randomly given direction. Because, we used a model based on the GSM model, the channel model parameters are: the number of clusters in transmission and reception are equal to 1, broadcasters’ numbers in each cluster are equal to 20, angular dispersions are uniform elevation. We will subsequently use these parameters in the simulations.

Figure 6 shows the outage capacity with a probability of outage of 10% based on added antennas at reception for some values of the signal to noise ratio. We see that the more SNR is, the more capacity is achieved. The SIMO system has the best performance among the three techniques studied. However, the use of multiple antennas at the base station in practice is easy to implement and allows to have the same spatial diversity gain of reception, provided that the receiver is able to separate the transmitted signals on the same channel. Otherwise, no diversity gain can be obtained. The capacity of the MISO systems increases slightly when some antennas are added in transmission as shown in Fig. 7. The ability approach that of the AWGN channel when the number of transmitting antennas tends to infinity.

In Fig. 6, the comparison of two multi-antenna systems structures (SIMO and MISO) and that of the conventional system (SISO) is presented in the context of the likelihood of success which is inverted to the probability of outage as we have explained. Indeed, if we examine the SISO during a transmission time we can find that its a capacity greater than 1 bps / Hz with 90% reliability. Figure 8 shows the comparison between two MIMO systems with and without the WF technique for different SNR. It is found that the optimal allocation of emission power improves capacity especially in low SNR. Otherwise, if the SNR is high, the WF can give more gain because the transmission power is much greater than the noise and then the transmitter evenly distributes power on antennas. But if you set the number of receiving antennas by varying the number of transmit antennas, we can see the important advantage if the number of transmit antennas is greater than the reception. These results are shown in Fig. 6.
The results presented in Fig. 8 illustrate the gains of the capacity of the MIMO system with WF compared to the MIMO system without the WF when the number of reception antennas is fixed. We can consider two cases: firstly, $N_r \leq N_t$, and on the other hand, $N_r > N_t$. If $N_r \leq N_t$, the trend of these results is similar to previous results. At low SNR, the MIMO system with WF can give a significant gain compared to that without the WF. But if the SNR increases, the gain will be reduced. However, in case $N_r > N_t$, there is a very significant gain. Since the rank of the $H$-channel matrix is $M = \min(N_r, N_t)$, the transmitter will select the best $M$-transmitting antennas and then distribute the power uniformly on each antenna for the WF in the hypothesis of a strong SNR. Otherwise, for the MIMO system without the WF, power is uniformly distributed over $N_r$ antennas. Thus there is a difference between the ergodic capacity of the MIMO channel with WF and the MIMO channel without WF, in case of high SNR.

Fig. 6 shows the capacity of 4x4 MIMO channel correlated with and without the WF based on the distance between the antennas. Due to the appearance of the spatial correlation on transmission and in reception, the coefficients of the channel become correlated. In the case of low SNR, WF technology always improves the ability even if there is a spatial correlation. However, in the case of a high SNR, the MIMO system with WF can increase the channel capacity when the correlation is very high. This is not the case when the channel is uncorrelated. In recent work, the growth of capacity earnings through the addition of receiver antennas is negligible if the total number of receiving antennas $N_R$ is far greater than the number of transmitting antennas. This can be explained by the fact that additional antennas do not provide independent communication channels but only increase the diversity order. Exploiting multiple antennas requires the implementation of multiple RF channels, which are relatively expensive. When it comes to reducing the cost, complexity and consumption of RF channels, many criteria for choosing receiving antennas and transmitting antennas have been proposed to minimize the probability of error and maximize capacity limits.
Conclusion

In this paper we study wireless systems in which mobile devices are autonomous in their choice of communication configurations. This independence in decision making may involve, the choice of the access technology to the system, the selection of the access point, the signal modulation, the frequency bands occupied, the power of the transmitted signal, etc. Typically, these configuration choices are made in order to maximize performance metrics specific to each terminal. Assuming that the terminals take their rational decisions to maximize their performance, game theory applies naturally to model the interactions between the decisions of different terminals. Specifically, the main objective of this article is to study the transmission power balance control strategies to satisfy the energy efficiency considerations. The framework for stochastic games is particularly suited to this problem and allows us to characterize the particular achievable performance area for all power control strategies that lead to a state of equilibrium.
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