Changes in mean and extreme precipitation scale universally with global mean temperature across and within climate models
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ABSTRACT: Projections of precipitation from global climate models are crucial for risk assessment and adaptation strategies under different emission scenarios, yet model uncertainty limits their application. Here, we assess inter-model differences by separating the response of precipitation to anthropogenic forcing within 21 individual, bias-adjusted CMIP6 models using a pattern filtering technique. The forced response of mean precipitation, the number of wet days and the intensity and frequency of daily extremes are identified using low-frequency component analysis. Inter-model agreement in the sign of local change is moderate across land areas, with better agreement for extreme metrics (90% of models agree on 51, 41, 61, 61% of land area, for each metric respectively). Differences in the average magnitude of local changes are also large but can be explained well by the magnitude of global surface warming, despite model differences in the sign of local change ($R^2$ of 0.81, 0.79, 0.69, 0.79). Moreover, we show that these temperature-precipitation scaling relationships can be identified robustly within individual climate models from inter-temporal changes in the detected forced response (median $R^2$ of 0.82, 0.82, 0.76, 0.87). Inter-model spread in these relationships is considerable (coefficient of variation of 22, 33, 26, 17%), thus diagnosing a source of the uncertainty in the magnitude of projected precipitation change. These results suggest that despite uncertainty in the sign of regional change, the magnitude of future precipitation changes is well constrained by temperature-scaling relationships both across and within models. They may offer a new avenue to constrain the magnitude of future projections.
1. Introduction

The hydrological cycle is likely to account for a considerable portion of the impacts of future climate change. Key aspects of social well-being, such as agricultural productivity (Liang et al. (2017)), flood damages (Davenport et al. (2021); Willner et al. (2018b)), social stability (Hsiang et al. (2013); von Uexkull et al. (2016)), and economic growth (Damania et al. (2020); Holtermann (2020); Kotz et al. (2022)) are closely linked to changes in precipitation. Climate models such as those in the Coupled Model Intercomparison Project (CMIP6; Eyring et al. (2016)) play a crucial role in providing projections of precipitation under different levels of greenhouse forcing at the regional and temporal detail necessary for assessment of these impacts (Warszawski et al. (2014)). These assessments are subsequently critical in informing policy decisions regarding both mitigation (Lange et al. (2020); Thiery et al. (2021)) and adaptation (Willner et al. (2018a); Boulange et al. (2021)). Given their crucial role in this process, a thorough understanding of CMIP projections is necessary, in particular of the extent and causes of inter-model discrepancies.

Components of precipitation change in response to greenhouse forcing can be broadly characterised as thermodynamic and dynamic (Emori and Brown (2005); Seager et al. (2010); Marvel and Bonfils (2013)), resulting from either the Clausius-Clapeyron relation between atmospheric temperature and water vapor content or from shifting atmospheric currents. The interplay of these mechanisms often determines the nature of projected changes for different precipitation characteristics, as well as the extent of inter-model uncertainty. For example, the intensity of daily precipitation extremes have undergone a near-global increase (Min et al. (2011); Zhang et al. (2013); Fischer and Knutti (2016); Chen and Sun (2017); Kirchmeier-Young and Zhang (2020); Madakumbura et al. (2021)) dominated by a thermodynamic contribution with small inter-model discrepancy (Pfahl et al. (2017)). Dynamical changes from atmospheric circulation cause only regional differences in the magnitude of these increases, but contribute the majority of the uncertainty between models (Pfahl et al. (2017)).

For seasonal and annual averages, thermodynamic processes are expected to lead to a "rich-get-richer" effect in which historical differences in regional precipitation are intensified (Seager et al. (2010); Marvel and Bonfils (2013)). However, across the tropics a weakening of the tropical circulation counteracts this effect (Vecchi and Soden (2007); Seager et al. (2010); Chadwick et al. (2013)) and the pattern of mean precipitation change is therefore largely determined by shifting...
atmospheric currents with large inter-model uncertainty (Chadwick et al. (2013); Ma and Xie (2013); Kent et al. (2015); Long et al. (2016)). Atmospheric dynamics have also been diagnosed as a prominent source of uncertainty in projections of mean precipitation in extra-tropical regions (Shepherd (2014); Fereday et al. (2018)). In general, changes to seasonal and annual averages are projected to be heterogeneous with large inter-model uncertainty, often even in the sign of regional change (Chadwick et al. (2016)).

With the aim of better constraining precipitation projections, we here provide an assessment of future changes across 21 bias-adjusted (Lange (2019, 2021)) members of the CMIP-6 ensemble. To assess characteristics of the distribution of precipitation with relevance to societal outcomes (Kotz et al. (2022)), we separately assess mean precipitation, the number of wet days, and the frequency and intensity of daily extremes (see Methods). We use a pattern-filtering technique (Wills et al. (2018)) to separate the time-varying response to anthropogenic forcing from internal variability within each model, allowing an assessment of individual model biases in the response of each precipitation characteristic. We find that despite large differences in the spatial pattern and sign of regional change, the average magnitude of local changes scales strongly with global mean 2-m temperature (GMT) change, both across and within models. This suggests that even when dynamic processes dominate, resulting in regionally heterogeneous changes with large inter-model uncertainty, the intensity of these changes can be related back to the underlying thermodynamic driver. These clear relations may help inform probabilistic assessments of the magnitude of regional precipitation change (Chadwick et al. (2016)), valuable while the dynamical atmospheric response and the resulting signs of regional change remain uncertain (Shepherd (2014)). Moreover, the identification of precipitation-temperature scaling relationships for individual climate models could be used to constrain multi-model projections by comparison to the relationships observed in the historical record.

2. Data and Methods

a. Bias-adjusted CMIP6 data

We use daily surface precipitation rates and daily 2-m temperature from 21 climate models participating in CMIP6. We choose models which provide output under both the historical (1850-2014) and the future (2015-2100) greenhouse forcing scenarios specified by SSP126 and SSP585.
Models are bias-adjusted and statistically down scaled to a common half-degree grid to reflect the historical distribution of daily precipitation and temperature using the trend-preserving method developed in the Inter-Sectoral Impact Model Intercomparison Project (ISIMIP) (Lange (2019, 2021); Cucchi et al. (2020); Lange et al. (2021)).

b. Precipitation indices

To assess characteristics of the distribution of daily precipitation with relevance to societal outcomes (Kotz et al. (2022)), we calculate four annual precipitation indices over land-areas at the grid-cell level: the annual mean precipitation (calculated over all days), the annual number of wet days, the annual daily maximum (Rx1) as a measure of the intensity of daily extremes, and the annual number of days exceeding the 99th percentile of the historical distribution (R>99p, historical percentiles calculated over all days from 1850-1950) as a measure of the frequency of daily extremes.

c. Separating the forced response from internal variability: low-frequency component analysis

Identifying the forced response of the climate system to anthropogenic influence is complicated by natural internal variability (Deser et al. (2012)), particularly on the multi-decadal time-scales over which averages are often used to characterise a forced response (Masson-Delmotte et al. (2021)). One approach to overcome this issue is to use large ensembles of a single climate model in which internal variability can be characterised and removed by initialising ensemble members from different initial conditions (Kay et al. (2015)). However, to consider the full range of structural model differences which can bias the forced response, a variety of climate models must be assessed. We do so using the multi-model ensemble CMIP6, and instead apply a pattern filtering technique to individual ensemble members to separate the forced response from internal variability. Low-frequency component analysis (LFCA) takes advantage of the different time-scales of the respective processes to identify the forced response to anthropogenic influence with accuracy comparable to single-model ensembles with up to 20 members (Wills et al. (2020)).

Here we provide a conceptual summary of LFCA and of its application to identifying the climatic response to anthropogenic forcing, please see Wills et al. (2018) for a more detailed introduction to and description of the method. LFCA is a form of linear-discriminant analysis which identifies
independent modes which can account for the greatest ratio of low-frequency to total variance. Given the longer time-scales over which changes due to greenhouse forcing evolve in comparison to those due to internal variability, this form of variance maximisation can accurately separate the two (Wills et al. (2018, 2020); Kotz et al. (2021)). Linear recombinations of the leading empirical-orthogonal-functions (EOFs) are found which maximise this variance ratio. We retain a sufficient number of EOFs to account for a minimum of 70% of the spatio-temporal variance, and define low-frequency variance as that following filtering with a 20-year low-pass Butterworth filter with reflecting boundary conditions. We use a lower cut-off frequency than Wills et al. (2018, 2020), due to the lower signal-to-noise ratio of the climate change signal in precipitation than temperature (Deser et al. (2014)), but recover consistent results under alternative filtering specifications. The resulting linear recombinations are independent, and ordered in terms of increasing frequency. They constitute both a "low-frequency component" (LFC) and "low-frequency pattern" (LFP); the LFC is a time-series which describes the temporal evolution of the specific spatial pattern encompassed by the LFP. We interpret the lowest-frequency component as the response to anthropogenic forcing, following Wills et al. (2020) and Kotz et al. (2021).

We apply low-frequency component analysis to the four precipitation indices and to annual mean temperature from 1950-2100 under the anthropogenic forcing of the historical period and both the SSP126 and SSP585 future scenarios, having first linearly interpolated to a 1-by-1 degree grid due to computational constraints. The forced change between two given time periods (usually between two decades) is then calculated as the product of the lowest-frequency LFP and the difference between temporal (usually decadal) averages of the corresponding LFC.

3. Results

a. The precipitation response to anthropogenic-forcing in individual climate models

We identify the response of mean daily precipitation, the number of wet days and the intensity and frequency of daily extremes to anthropogenic forcing (historical and SSP585) within individual CMIP6 climate models using low-frequency component analysis, the results of which are shown in Figs. 1 to 4 (for results under historical and SSP126 forcing see Figs. A1-4). For each precipitation index and for each model, the lowest-frequency component (LFC-1) exhibits a near-monotonic trend which closely follows the increasing concentrations of greenhouse gases in the
historical and SSP585 scenario. In Figs. 1 to 4 we show LFC-1 for each model overlain in comparison to the time-series of greenhouse gas concentrations. However, both the intensity and spatial pattern of the detected end-of-century forced change (1950-60 to 2090-2100) show clearer differences between models. Maps of the forced-change are displayed separately for each model to present the full heterogeneity of modelling bias. Moreover, by ordering models in terms of their GMT change (the area-weighted global average of the end-of-century forced change in annual mean 2-m temperature, estimated with LFCA), a dependence of the intensity of forced precipitation change on GMT change becomes visible. This dependence is explored more thoroughly in Section 3.c.

b. The spatial patterns of forced change - intermodel uncertainty

The spatial patterns of forced change in mean precipitation (Fig. 1) are similar to that identified by Masson-Delmotte et al. (2021), particularly in the ensemble mean (Fig. 5a). Increases across most of the global land mass contrast decreases across the Mediterranean basin, Central America, and the southern tips of South America, Africa and Australia. We find the response of the number of wet days (Figs. 2, 5b) to follow this pattern closely (see Fig. B1 for an explicit assessment) but with generally smaller increases and more wide-spread regional reductions. This difference may arise due to the expected shift to fewer light precipitation events under greenhouse forcing (Fischer and Knutti (2016)). As anticipated, the extreme indices exhibit spatial patterns with more homogeneous increases (Figs. 3, 4, 5c-d), although regional reductions are found, often corresponding to regions of large mean precipitation reduction (see Figs. B2 and B3). In the ensemble means (Figs. 5c-d), these regions (the Mediterranean Basin and Southern tip of Africa and South America) match those identified by Pfahl et al. (2017) as having large dynamical contributions which oppose the general thermodynamic increases in extreme precipitation. Increases in the frequency of daily extremes are particularly large, exceeding 200% in large regions of a number of models (Fig. 4), confirming the importance of assessing both the frequency and intensity of extremes for impact assessments (Myhre et al. (2019)).

Fig. 5 shows the ensemble mean change for each precipitation index, with regions stippled where less than 80% of models agree on the sign of change. Disagreement between models is often concentrated at the boundary between regional increases and decreases, likely where uncertainty
in the dynamic atmospheric response is large (Kent et al. (2015)). In the case of the extreme indices, this constitutes the Mediterranean basin, central America, southern Africa, central South America and Australia. The patterns of disagreement are similar for the other two indices, but are generally more widespread, particularly across North America, South-East Asia, and particularly for the number of wet days. We assess the extent of inter-model agreement in the spatial patterns of change using two metrics. Fig. 6a shows the percentage of land area on which models agree on the sign of change, as a function of the number of models in agreement. This metric shows best agreement for the extreme indices, for which 90% of models agree on approximately 61% of the land area. By comparison, 90% of models agree on only 51% and 41% of land area for the mean precipitation and the number of wet days respectively. Alternatively, we calculate centred pattern correlations (Santer et al. (1995)) between the forced changes of each index in unique pairs of climate models, shown in Fig. 6b. This is likely to capture differences in the relative magnitude of regional changes in addition to the sign of change. The frequency of daily extremes still shows the best inter-model agreement (median correlations of 0.70), but mean precipitation changes show similarly high values (median correlations of 0.69). Agreement in the number of wet days and in the intensity of daily extremes are lower (median correlations of 0.65 and 0.53).

Moreover, we briefly test the benefits of identifying the forced response using LFCA in comparison to standard temporal averages. Pattern correlations between models are significantly higher when precipitation changes are calculated after detection with LFCA (Fig. B4). Improvements are particularly large in the SSP126 scenario in which the climate change signal-to-noise ratio is smaller compared to SSP585 (see the percentage of total spatio-temporal variance explained by the lowest-frequency component in SSP585 vs SSP126 in Figs. 1-4 and A1-A4). This suggests that LFCA most considerably improves the detection of the forced response in the context of large internal variability relative to the magnitude of forced climate change.

c. The magnitude of forced change - temperature-precipitation scaling across models

Given the considerable inter-model uncertainty in the projected sign of regional precipitation change, particularly for the mean and the number of wet days, an assessment of the magnitude of future changes which implicitly accounts for these uncertainties may be helpful. For example, although differing shifts in atmospheric currents may lead to inter-model uncertainty in the sign
of regional precipitation change (Chadwick et al. (2014); Kent et al. (2015)), the magnitude of such changes may be more consistent between models (Chadwick et al. (2016)). We consider the land-averaged (excluding Antarctica) absolute percentage change as an indicator of the magnitude of change which is independent of the specific signs of regional change. By taking percentages before spatial averaging we focus on the magnitude of local change, arguably with most relevance from an impact perspective.

For each precipitation index, this metric varies considerably across models within a given forcing scenario but can be explained well by the extent of GMT change, Fig 7. Fitting exponential regressions to these changes accounts for a considerable amount of the variance across models and scenarios (81, 79, 69 and 79%, for each metric respectively). For comparison, we conduct a similar analysis without having taken absolute values, in which a smaller portion of precipitation change can be explained by GMT (66, 48, 66 and 75%, for each metric respectively), particularly for mean precipitation and the number of wet days (Fig. C1). This improvement when taking absolute values suggests that when shifting atmospheric currents contribute large uncertainty to the sign of regional precipitation change, the intensity of these dynamic changes can still be closely related to the underlying thermodynamic driver (see further discussion in section 4). Moreover, we also conduct a similar assessment taking percentage changes at the global rather than local level, (Figure C2), replicating the known scaling between net global precipitation and GMT change of approximately 2\%K\textsuperscript{−1} (Stephens and Ellis (2008)).

As a further conceptual analysis, we compare these temperature-precipitation scaling relationships to those anticipated due solely to the theoretical thermodynamic contribution of the Clausius-Clapeyron (CC) relation between water-vapour content and temperature. For mean precipitation and the intensity of daily extremes (Rx1) this should follow the near-surface water vapour scaling of 6.1\%K\textsuperscript{−1} (Bao et al. (2017)). The identified CMIP6 scalings are close to but slightly below this relation, at 5.7\%K\textsuperscript{−1} and 5.3\%K\textsuperscript{−1} respectively.

For the number of wet days and the frequency of daily extremes, we follow Fischer and Knutti (2016) to estimate a theoretical thermodynamic scaling. We apply the CC relation for a given GMT change to each day of the historical precipitation distribution (1850-1950) and then re-calculate the indices on the re-scaled distribution. For the frequency of daily extremes (R>99p), the scaling expected from the CC relation is considerably higher than for the mean and intensity of extremes,
14.8%K\(^{-1}\). The scaling identified within CMIP6 also shows higher values but falls short of the CC relation at 10.3%K\(^{-1}\). By contrast, the CC relation predicts a much weaker scaling of 1.8%K\(^{-1}\) for the number of wet days. The observed CMIP6 scaling is also weaker for this index compared to the others, but in this case is considerably larger than the theoretical scaling, 4%K\(^{-1}\). Moreover, we find that the observed CMIP6 scalings match more closely the theoretical CC relation when using GMT rather than land mean 2-m temperature change (compare to Fig. C3), intuitive given the dominant oceanic source of moisture for continental precipitation.

These theoretical expectations explicitly ignore dynamical contributions to precipitation change from shifting atmospheric currents, and more complex relationships between water-vapour content and precipitation rate and onset (Neelin et al. (2017)). It is interesting therefore that they provide a reasonable guide to the magnitude of scaling identified in the models. However, if thermodynamics control the net atmospheric moisture content, whereas atmospheric dynamics provide only regional redistribution of this moisture, then the application of these scalings at the global level may actually be reasonable. If moisture convergence in one region is balanced by divergence in another, then these effects would cancel out in a global average and the dominant global scaling would be determined by the thermodynamic process. The CC relation is most inaccurate for the number of wet days, likely due to the greater importance to this variable of changes to the more nuanced processes determining rainfall onset (Neelin et al. (2017)).

d. Temperature-precipitation scaling within individual models

There is considerable variance left unexplained in the scaling between forced temperature and precipitation changes across models and scenarios, suggesting that precipitation changes may scale with temperature at different rates in individual models. We test this hypothesis by assessing changes in the time-varying forced response of precipitation and temperature occurring over 25 year periods within individual climate models (identified with LFCA). This method reveals robust temperature-precipitation scaling relationships for each climate model which can explain a large proportion of the inter-temporal changes in precipitation, Figs. 8-11. When ordered in terms of GMT change, one sees that this scaling generally explains a greater proportion of variance in models with a larger GMT change, essentially due to the size of the climate change signal (see also Fig. D1).
On average, the rates at which precipitation scales with temperature change within individual models is consistent with that identified between models. However, there is considerable inter-model heterogeneity in these rates, the distribution of which is shown in Fig. 12. EC-Earth appears to be a consistent outlier, for mean precipitation and the intensity and frequency of daily extremes in particular. Excluding this model, we calculate coefficients of variation of 17-33% for these distributions, demonstrating that large inter-model uncertainty exists in the modelled rate at which precipitation changes scale with temperature. These inter-model differences in intra-model scaling rates are significant at the 10% level given our methodological uncertainty (estimated using 1000 bootstrapped replacements of inter-temporal changes) for between 47 and 64% of unique model pairs, see Fig. D2.

We find weak evidence that these differences in the scaling rate may depend on the equilibrium climate sensitivity (Fig. D3). There is, however, clear evidence for co-varying scaling rates across models between the mean precipitation and the number of wet days, and between the frequency and intensity of daily extremes, suggesting that common physical drivers underlie the model biases in these indices (Fig. D4). Weaker evidence for co-varying rates between mean precipitation and the daily extremes is also noted (Fig. D4).

4. Discussion

Here, we have applied LFCA to detect the transient response of multiple aspects of continental precipitation to anthropogenic forcing in individual CMIP6 climate models. There are large inter-model differences in the sign of local precipitation change, particularly for mean precipitation and the number of wet days (90% of models agree on only 51 and 41% of the global land mass), likely due to the uncertain contributions of shifting atmospheric currents (Kent et al. (2015)). However, we demonstrate that despite these differences, the average magnitude of local precipitation change scales strongly with GMT change across models (5.7, 4.0, 5.3 and 10.3$^\circ$C$^{-1}$ for mean precipitation, the number of wet days and the intensity and frequency of daily extremes, respectively). These results relate closely to that of Chadwick et al. (2016), but demonstrate precipitation-GMT scalings for the magnitude rather than extent of change, and across the global land mass rather than the tropics. Moreover, they complement previous understanding of the scaling between net continental
precipitation and GMT change ($2\% K^{-1}$, (Stephens and Ellis (2008))), by focusing instead on the average magnitude of local precipitation change.

That a better scaling is identified when taking the absolute value of local change suggests that even when the dynamic response of the atmospheric circulation dominates precipitation change and its uncertainty, the intensity of these changes can be clearly related back to the thermodynamic driver. This is particularly clear for mean precipitation and the number of wet days, for which the dynamical response is more dominant and the improvements larger when taking absolute values. The implied importance of the thermodynamic driver for the intensity of the dynamic response is intuitive given the strong dependence of shifting atmospheric circulation on changes to sea surface temperature and land-sea temperature-gradients (Deser and Phillips (2009); Chadwick et al. (2013, 2014); Ma and Xie (2013)). Moreover, it suggests a dominant role for these thermodynamically-mediated mechanisms of circulation change in comparison to those arising directly from CO2 radiative forcing (Bony et al. (2013); Shaw and Voigt (2015); Ceppi et al. (2018)). Further research which is beyond the scope of this work would be required to explicitly evaluate the roles of these mechanisms for precipitation change.

Furthermore, we demonstrate that these scaling-relations are robustly identifiable within individual climate models, by assessing inter-temporal changes in temperature and precipitation. There are clear biases between models in the rates of this scaling, thus diagnosing a source of the uncertainty in the magnitude of precipitation projections, one worth considering in future model development. Identification of these scaling-relations, in-spite of the large uncertainties in the sign of local change, considerably improves the utility of the CMIP6 precipitation projections. Biases in the modelling of the atmospheric response to forcing may persist for some time (Shepherd (2014)), and consequently so too will uncertainties in the sign of local change. While these remain, the here-identified temperature-precipitation relationships may help inform policy-relevant assessments by constraining the average magnitude of regional change under a given forcing scenario. On the one hand, the inter-model relationships (Fig. 7) may constrain projections when combined with best-estimates of the equilibrium climate sensitivity (Sherwood et al. (2020)). On the other hand, intra-model relationships (Figs. 8-11) may offer an opportunity to constrain ensemble projections by selecting models whose scaling better reflects those identified from the observational record. A recent assessment of changes in the frequency of extreme precipitation across Europe suggests that
models in CMIP-5 strongly under-estimate observed changes for a given level of warming (Myhre et al. (2019)). If few models can accurately reproduce the observed scaling then there may be justification for even correcting model projections on the basis of observations, as for example in O’Gorman (2012).
Fig. 1. The forced response of mean daily precipitation to historical (1950-2014) and future (SSP585, 2015-2100) anthropogenic forcing, detected in individual CMIP6 climate models with low-frequency component analysis. (a-u) The spatial pattern of the forced change from 1950-60 to 2090-2100 (the product of the lowest-frequency pattern with the difference between decadal averages of its corresponding component), expressed as a percentage of the historical climatology (1850-1950). Models are ordered (a-u and top-left to bottom-right) from lowest to highest projected global mean temperature increase. (v) The temporal evolution of the lowest-frequency components (LFC-1) are shown in grey with a 20-year Butterworth filtered time-series in black. Time series for each model are overlain due to their similarity. The concentration of greenhouse gases in the historical and SSP585 are rescaled and shown in red for comparison. The model name is indicated in the bottom of each panel, along with the percentage of total variance accounted for by LFC-1 in each model.
Fig. 2. The forced response of the number of wet days. As Fig. 1 but for the number of wet days.
Fig. 3. The forced response of the intensity of daily precipitation extremes. As Fig. 1 but for the annual maximum daily precipitation (Rx1).
Fig. 4. The forced response of the frequency of daily precipitation extremes. As Fig. 1 but for the annual number of days exceeding the 99th percentile of historical daily precipitation (R>99). Note the different color scale.
Fig. 5. The ensemble-mean forced change in mean daily precipitation (a), the number of wet days (b), and the intensity (c) and frequency (d) of daily extremes. Forced changes are calculated as displayed in Figs. 1-4 and expressed as a percentage of the historical climatology (1850-1950). Hatching indicates grid-cells in which less than 80% (17/21) of the models agree on the sign of change.
Fig. 6. The extent of inter-model agreement in the spatial pattern of forced precipitation change. (a) The land area on which models project the same sign of change as a function of the number of models in agreement. (b) Centred pattern correlations between the forced changes detected within individual CMIP6 models. Points show correlations between the 210 unique pairs of models, black and red lines show the median, 5th and 95th percentile of these correlations.
Fig. 7. The scaling of the average absolute local precipitation change with global mean temperature (GMT) across CMIP6 models and scenarios. Forced changes between 1950-1960 and 2090-2100 are calculated from the lowest-frequency component of each precipitation index (as in Figs. 1-4) and of annual mean temperature. Red and blue colors denote the SSP585 and SSP126 scenarios of future greenhouse forcing. Dashed lines show the expected response based on the theoretical Clausius-Clapeyron relation (in black) and the results of an exponential regression (in red). The statistics of the regression are displayed below and the 5th and 95th confidence intervals based on bootstrapped estimates of the regression (1000 climate model resamples with replacement) outlined in red. The Clausius-Clapeyron relation for the number of wet days and the frequency of daily extremes (R>99p) are estimated by scaling up each day of the historical precipitation distribution (1850-1950) by the given level of GMT change, and re-calculating each index, following Fischer and Knutti (2016). Individual estimates from this method are shown in grey, the black dashed-line showing the result of an exponential regression to these estimates. The scaling rate of these regressions are displayed in the figure legend.
Fig. 8. The scaling of the average absolute local change of mean daily precipitation with global mean temperature (GMT) change within individual CMIP6 climate models, identified from changes between pairs of non-overlapping decades separated by 25 years. Forced changes are calculated from the lowest-frequency component detected with low-frequency component analysis. Red and blue colors denote the SSP585 and SSP126 scenarios of future greenhouse forcing and in black the results of a least-squares exponential regression are shown. Models are ordered (a-u, top-left to bottom-right) from lowest to highest GMT change as in Fig. 1.
Fig. 9. As Fig. 8 but for changes in the number of wet days.
Fig. 10. As Fig. 8 but for changes in the intensity of daily extremes, measured as the annual maximum daily precipitation (Rx1).
Fig. 11. As Fig. 8 but for changes in the frequency of daily extremes, measured as the annual number of days exceeding the 99\textsuperscript{th} percentile of the historical distribution (R>99).
Fig. 12. Inter-model spread in the temperature-precipitation scaling relationships identified from the forced changes detected within individual CMIP6 models, for (a) mean precipitation, (b) the number of wet days and (c) the intensity (Rx1) and (d) frequency (R>99) of daily extremes. The mean, standard deviation, and coefficient of variation across models (excluding the prominent outlier ‘EC-Earth3’) are displayed with the mean denoted by the vertical dashed line.
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APPENDIX A

**Forced response under SSP126**

APPENDIX B

**Spatial pattern of forced change**
APPENDIX C

Inter-model temperature-precipitation scaling

APPENDIX D

Intra-model temperature-precipitation scaling
Fig. D1. The detected forced response of mean precipitation under historical and SSP126 scenario greenhouse forcing. As Fig. 1 but for SSP126.
Fig. D2. The detected forced response of the number of wet days under historical and SSP126 scenario greenhouse forcing. As Fig. 2 but for SSP126.
Fig. D3. The detected forced response of the intensity of daily precipitation extremes (Rx1) under historical and SSP126 scenario greenhouse forcing. As Fig. 3 but for SSP126.
Fig. D4. The detected forced response of the frequency of daily precipitation extremes (R>99p) under historical and SSP126 scenario greenhouse forcing. As Fig. 4 but for SSP126.
Fig. D5. Scatter plots between grid-cell forced changes in mean precipitation and the number of wet days for different members of the CMIP6 ensemble. Forced changes are calculated from the lowest-frequency component detected with low-frequency component analysis as in Fig. 1.
Fig. D6. Scatter plots between grid-cell forced changes in mean precipitation and the intensity of daily precipitation extremes (Rx1) for different members of the CMIP6 ensemble. Forced changes are calculated from the lowest-frequency component detected with low-frequency component analysis as in Fig. 1.
Fig. D7. Scatter plots between grid-cell forced changes in mean precipitation and the frequency of daily precipitation extremes (R>99p) for different members of the CMIP6 ensemble. Forced changes are calculated from the lowest-frequency component detected with low-frequency component analysis as in Fig. 1.
Fig. D8. Inter-model agreement in the spatial pattern of forced precipitation change when detected with either decadal averages or low-frequency component analysis (LFCA). Inter-model pattern correlations are calculated between the 210 unique pairs of models for forced changes in mean precipitation, the number of wet days and the intensity (Rx1) and frequency (R>99p) of daily extremes. Forced changes (1950-60 to 2090-2100) are calculated as the difference between either decadal averages of the raw data, or of the lowest-frequency component identified with LFCA, expressed as percentage changes of the historical climatology 1850-1950. The median and 5th and 95th percentiles of these pattern correlations are displaced as horizontal lines.
Fig. D9. Scaling between precipitation changes and GMT change without taking absolute values. As Fig. 7 but without taking absolute values of regional precipitation change.
Fig. D10. Scaling between net precipitation changes and GMT change. As Fig. 7 but without taking absolute values and taking percentages at the global, rather than local, level.
Fig. D11. Scaling between precipitation changes and land mean temperature change. As Fig. 7 but using land rather than global mean temperature change.
Fig. D12. Inter-model relationship between the $R^2$ of the intra-model precipitation-temperature scaling relationship and the extent of GMT change.
Fig. D13. Assessing the significance of inter-model differences in the intra-model temperature-precipitation scaling rate. A distribution of intra-model temperature-precipitation scaling rates are estimated for each model using boostrapped estimates of the regressions shown in Figs. 8-11 with 1000 replacements of inter-temporal changes. These distributions are shown with the central estimate for each climate model for forced changes in mean precipitation, the number of wet days and the intensity (Rx1) and frequency (R>99p) of daily precipitation. The mean intra-model scaling and the inter-model scaling (identified in Fig. 7) are shown as dashed horizontal lines in black and red respectively. Using these uncertainty distributions of the scaling rate of each model, we calculate that inter-model differences in the scaling rate are significantly non-zero at the 10% level for 47, 60, 58 and 64% of unique model pairs for mean precipitation, the number of wet days, Rx1 and R>99p respectively.
Fig. D14. Inter-model relationship between the intra-model rate of precipitation-temperature scaling and the extent of GMT change.
Fig. D15. Inter-model relationship between the intra-model rates of precipitation-temperature scaling for different precipitation indices, having removed the prominent outlier ‘EC-Earth3’.