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Compared with traditional networks, WSNs have more limited resources such as energy, communication, computing, and storage. The problem of how to achieve energy saving, extend network life cycle, and improve network performance under these limited resources has always been an issue of great interest in WSN research. However, existing protocols do not consider that sensor nodes within the BS threshold may not be clustered. These nodes can directly transmit data to the BS. This simplifies the cluster routing process of the entire WSN and saves more energy. This paper introduces an efficient, and energy-efficient, clustering and equalization routing protocol called the PSOLB-EGT protocol. This protocol introduces a new approach by combining improved particle swarm optimization (PSO) and evolutionary game theory (EGT) algorithms to address the problem of maximizing the network lifetime. The operation of the wireless sensor network is divided into an initialization phase and a data transmission phase. In the initialization phase of the wireless sensor network, the improved PSO algorithm is used to establish clusters and select CHs in areas other than the BS threshold. Entering the data transmission phase, we analyze this problem from the perspective of game theory. We use improved noncooperative evolutionary game theory to build models to solve the problem of the energy waste caused by routing congestion. The proposed PSOLB-EGT protocol is intensively experimented with a number of topologies in various network scenarios, and the results are compared with the well-known cluster-based routing protocols that include the swarm intelligence-based protocols. The obtained results prove that the proposed protocol has increased 9%, 8%, and 5% compared with the ABC-SD protocol in terms of network life, network coverage, and amount of data transmitted, respectively.

1. Introduction

A wireless sensor network (WSN) consists of a large number of microscale, low-power-consumption, and energy-constrained sensor nodes with information sensing, data processing, and wireless communication functions. With the continuous development of network technology and wireless communication technology, WSNs have been widely used in many fields such as the military, environmental monitoring, medical care, and industry.

WSNs are often deployed in hostile environments and need to continuously sense and transmit data unattended. Because a WSN has characteristics such as a large number of nodes, a wide geographical distribution, and a complex working environment, it is often not realistic to replace the battery to supplement energy after the completion of the layout. Therefore, one of the main challenges in WSNs is the energy consumption problem [1]. Usually, there are two ways to reduce network power consumption: One is to design the hardware equipment of the sensor network to have lower energy consumption, such as a low-power CPU or transmitter. The other is to use more reasonable energy-saving protocols such as a low-energy adaptive clustering hierarchy (LEACH) and the threshold-sensitive energy efficient sensor network protocol (TEEN) [2].

The main task of our study is to optimize the selection and formation of clusters at the initial stage by using an improved protocol. In the data transmission stage, we analyze this
problem from the perspective of game theory and use the improved noncooperative evolutionary game theory (EGT) to solve the routing problem of WSNs [3]. Our proposed method is based on a more reasonable network topology framework with a two-layer cluster structure. Before each round of communication, the improved particle swarm optimization (PSO) algorithm is adopted to reselect cluster-head nodes instead of randomly selecting cluster head (CH) patterns. The PSO algorithm is optimized to avoid local optimization and accelerate global convergence. Compared with previous protocols, this clustering protocol has the following advantages:

(i) It enables data aggregation at the CH to discard redundant and uncorrelated data. Thereby, it saves energy in the sensor nodes

(ii) Routing can be more easily managed because only the CH needs to maintain the local route setup of other CHs and thus requires little routing information. This in turn greatly increases the scalability of the network

(iii) It also saves communication bandwidth because the sensor nodes only communicate with their CH, thus avoiding redundant message exchanges between them

The purpose of the routing algorithm is to select the optimal path to reduce communication delays and energy consumption. Once the optimal set of CHs is elected in the clustering phase, the next step is to find the optimal routing tree from the CHs to the BS while minimizing the total cost. Calculating a desirable route is a challenging problem. Assuming that one path is better than any other path, this path may be used more frequently, which may cause nodes on this path to run out of energy faster [4].

1.1. Related Works. Previous studies have shown that the use of cluster-based layered protocols has broad application prospects for improving the energy efficiency of sensor nodes. In hierarchical routing, when sensor nodes perform multihop communication and data aggregation or fusion in the cluster area, the energy consumption of the sensor nodes is greatly reduced, thereby reducing the amount of information sent to the cluster [5].

LEACH was the first hierarchical routing protocol proposed for WSNs. Many subsequent hierarchical routing protocols are based on LEACH. The LEACH core algorithm consists of three steps [6]. First, CH nodes are randomly selected so that the energy load of the whole network is evenly distributed to each sensor node. Then, data fusion technology is used to reduce the amount of data sent. Finally, the goal of reducing network energy consumption and improving the overall network lifetime is achieved.

\[
T(n) = \begin{cases} 
    \frac{p}{1 - p \times \lfloor r \mod (1/p) \rfloor}, & \text{if } n \in G, \\
    0, & \text{otherwise},
\end{cases}
\]

where \( p \) is the probability that the current node becomes the cluster head, \( r \) is the current number of rounds, \( n \) represents a node, and \( G \) is the set of CH nodes that have not been elected in the past \( 1/p \) rounds. When \( r = 0 \), each node has the same probability \( p \) as the CH. Once a node is elected as the CH, it will not be elected as the CH node in the next \( 1/p \) round. After \( 1/p \) rounds, all nodes will be elected as the CH.

Although LEACH can effectively reduce the energy consumption of the entire network, it also has many defects. The most obvious shortcomings are as follows: (i) Each CH communicates with the BS in a single-hop mode. A CH node that is far away from the BS consumes a large amount of energy. (ii) The residual energy of the current node is not considered when selecting the CH. If the energy of the randomly selected CH is too low, it may accelerate node death and reduce network lifetime. (iii) The number of CH nodes in LEACH is usually 5% of the number of nodes. When the distribution density of the sensors varies, a fixed number of CHs cannot optimize the network overhead [7].

It is precisely because of the obvious defects of the LEACH protocol that many scholars are trying to optimize it. Some experts have achieved good results using fuzzy logic methods [8].

WSN routing protocols can be classified into active and reactive types according to different application modes. Active sensor networks continuously monitor surrounding physical phenomena and send monitoring data at a constant rate, while responsive sensor networks only transmit data when observed variables change.

TEEN, which is also based on the LEACH protocol, is the first hierarchical WSN routing protocol for responsive networks. TEEN works in the same way as LEACH, except that it only sends data after the sensor node detects relevant data [9].

After TEEN recluses each cluster area, the CH node needs to broadcast the following three parameters to the members of the cluster: (i) Feature value: this is the physical parameter of the data that the user cares about. (ii) Hard threshold (HT): this is the absolute threshold of the monitored data eigenvalue. When the characteristic value monitored by the node exceeds this threshold, the transmitter is started and reports this value to the CH node. (iii) Soft threshold (ST): this monitors the small range change threshold of the feature value to trigger the node to start the transmitter to report data to the CH.

By setting hard and soft thresholds, TEEN effectively reduces the amount of data sent and is more energy efficient than LEACH. It is suitable for environments that require real-time monitoring of changes. Monitors can also balance the accuracy and requirements of the system of monitoring data by setting different soft thresholds [10].

Although the TEEN protocol is more energy efficient than the LEACH protocol, TEEN still has the following disadvantages: (i) When the threshold has not been reached, the user will not be able to obtain information. (ii) The receiver of the CH node is always active. To receive data from member nodes at any time, the receiver increases the burden on the CH nodes to some extent.

Swarm intelligence optimization originates from a specific phenomenon of group movement in nature. By studying
substituting the position of each particle is a potential solution. By factoring the value of the iterations. Its value is set as follows:

\[ w_c = w_{\text{max}} - (w_{\text{max}} - w_{\text{min}}) \left( \frac{t}{T_{\text{max}}} \right), \] (3)

where \( T_{\text{max}} \) is the total number of iterations, \( t \) is the current iteration, \( w_{\text{max}} = 0.9 \), and \( w_{\text{min}} = 0.4 \). \( w_c \) is a linearly decreasing value. It decreases with the increase in the number of search rounds, which indicates that the effect of the inertial velocity of particles decreases gradually.

Traditional PSO algorithms do not have genetic and crossover operations, relying on the \( p_{\text{best}}(t) \) and \( g_{\text{best}}(t) \) of the particles to complete the search. It has the advantages of fewer parameters, simple structure, fast search speed, and easy convergence. However, due to the lack of dynamic adjustment of parameters, it can easily fall into a local optimum, resulting in low convergence precision.

People often refer to two important kinds of information in their decision-making process. The first is their own experience, and the second is the experience of others in the group. Similarly, in the process of foraging in birds, each bird’s initial state is in a random position, and the direction of flight is also random. However, over time, these initially random birds spontaneously organize into a colony by learning from each other, sharing information, and accumulating foraging experiences. Each bird remembers the best location it finds, which is called a local optimum. In addition, it can also remember that the optimal location searched so far in the flock is the global extreme value, which is called the global optimum. The foraging centers of the whole flock move toward the global optimum.

In the PSO model, each individual can be regarded as a particle, and the flock of birds as a swarm of particles. In a \( D \)-dimensional target space, for a group of \( M \) particles, the position of the \( i \)-th particle is expressed as \( x_{id} \). In other words, the position of each particle is a potential solution. By substituting \( x_{id} \) into the objective function, its adaptive value can be calculated and evaluated according to the size of the adaptive value. The best position experienced by individual particles is denoted as \( p_{\text{best}}(t) \), and the best position experienced by all particles in the whole population is denoted as \( g_{\text{best}}(t) \). The velocity of the \( i \)-th particle is expressed as \( v_{id} \). Standard PSO (SPSO) can be expressed with:

\[
v_{id}(t+1) = w \times v_{id}(t) + c_1 \times r_1 \times (p_{\text{best}}(t) - x_{id}(t)) + c_2 \times r_2 \times (g_{\text{best}}(t) - x_{id}(t)) \times x_{id}(t+1), \] (2)

where \( w \) is the inertia weight factor and parameters \( c_1 \) and \( c_2 \) are collectively referred to as learning factors and are, respectively, referred to as cognitive parameters and social parameters. \( r_1 \) and \( r_2 \) are random numbers in the range \([0, 1]\).

We usually use a linearly decreasing inertia weighting factor \( w \) to improve performance. At each update iteration, the value of \( w \) decreases linearly from approximately 0.9 to 0.4. Choosing the appropriate inertia weight \( w \) can provide a balance between global and local search, and it can result in finding a sufficiently optimal solution with fewer average iterations. Its value is set as follows:

\[
U(n, \beta m + (1 - \beta)n) > U(m, \beta m + (1 - \beta)n), \] (4)
for any $\beta \in (0, \alpha)$, then $n$ is called an ESS factor and $\alpha$ is the invasion bound, which is a constant associated with policy $m$. $\beta m + (1 - \beta)n$ is determined from groups that choose the ESS and groups that adopt a mutation strategy, and it belongs to a mixed group [13].

Replication dynamic theory analyzes the behavior of the whole group based on the principle of “survival of the fittest” in the theory of evolution and changes in the group behavior in the evolutionary game with this method. The expression that determines group behavior is as follows:

$$X(t) = \frac{dx}{dt} = X_i(t) \left[ (U_i(t) - \bar{U}(t)) \right], \quad (5)$$

where $X_i(t)$ represents the proportion of the number of individuals in the group choosing strategy $i$ at time $t$ in the whole group. $U_i(t)$ represents the benefit for individuals in the group who select strategy $i$ at time $t$. $\bar{U}(t)$ is the average benefit received by each individual in the group at time $t$ [14].

In this section, we review the game theory used to enhance energy conservation and extend the network lifetime. If the individuals who select strategy $i$ in the group obtain more benefits than the average utility of each individual in the group, then the proportion of individuals who select pure strategy $i$ will increase. Conversely, if the utility obtained by the individuals in the group choosing pure strategy $i$ is smaller than the average utility obtained by each individual in the group, the individuals will change their choice to other strategies accordingly [15, 16].

For a better solution, there must be a balance between the WSN energy consumption and the stability of the system. This motivated us to combine PSO and EGT into a new improved protocol. The reasons for the superior performance of the proposed hybrid PSO-EGT protocol over existing protocols are given in what follows.

1.2. Contributions. This paper proposes a CH selection algorithm for WSNs based on improved PSO search and finds the best data transfer path between CHs and the BS through EGT. The main contributions of this paper include the following:

(i) In clustering, the node within the distance threshold $D_0$ directly transmits data to the BS, which greatly reduces the energy consumption of the clustering and routing of these nodes

(ii) A model for calculating the optimal CH number is proposed. Instead of determining the number of CHs as the percentage of the total number of nodes in the past, the model determines the optimal cluster head number according to the actual parameters in the WSN working environment

(iii) In terms of routing, the working area of the WSN is sorted and planned into different concentric circles according to the threshold value $D_0$, and the routing is layered

(iv) When selecting the transmission path, the shortest path is changed from the previous simple choice to the path jointly determined by the shortest path, the residual power of the relay node, and congestion penalty factors

1.3. Organization. The rest of the paper is organized as follows: In Section 2, the energy and system models are introduced. Section 3 provides two algorithms (i.e., hybrid PSOLB and EGT) for the analysis and design of clustering and routing. The simulation results are presented in Section 4. Finally, Section 5 concludes this paper.

2. Energy and System Model

2.1. Energy Model. Generally, a wireless sensor network node is composed of four modules, i.e., an information sensing module, an information processing module, an information communication module, and an energy supply module. The information sensing module is responsible for collecting and transforming information about the perceived object. The information processing module is responsible for controlling the operation of the entire node and storing and transmitting the data it collects itself and the data sent by other nodes. The information communication module is responsible for communicating with other nodes, communicating via interactive control messages, and receiving and transmitting service data. The energy supply module is responsible for providing the sensor nodes with the energy required for operation, typically via a large capacity microbattery. It can be seen that each module needs to consume energy. Therefore, it is necessary to establish an energy model, also called an energy consumption model. In contrast to previous studies, we consider the energy consumption of each functional module of the wireless sensor node. The energy consumption model is shown in Figure 1. It can be seen that the energy consumption of the wireless sensor node is mainly determined by three modules. In this section, we will build an information sensing energy consumption model, an information processing energy consumption model, and an information communication energy consumption model. It is necessary to analyze the energy consumption of each module to establish the total energy consumption model of the node [17].

The energy consumption of the information sensing module is related to the power, sensing time, and sensing data quantity of the sensor. Generally, the sensing energy consumption $E_s$ for a node can be expressed as follows:

$$E_s = I_s + V_s + L_s + T_s, \quad (6)$$

where $I_s$ and $V_s$ represent the current and voltage when sensing, respectively; $L_s$ denotes the number of bits in the sensing data; and $T_s$ represents the sensing time.

The information processing energy consumption is mainly determined by the energy consumption per unit byte of information processing and the total amount of data to be processed. The calculation is shown in
The sensor processes data. In the same way, sent the current, voltage, and time for reading data when the sensor processes data. The energy consumption of sending information sending parts, i.e., the energy consumption of receiving information. The process of data communication is mainly composed of two parts, i.e., the energy consumption of receiving information and the energy consumption of sending information sending [18].

The energy consumption of sensor nodes during the process of data communication is mainly composed of two parts, i.e., the energy consumption of receiving information and the energy consumption of sending information sending [18].

Energy consumed by data transmission is

\[ E_{tx} = I_{tx} \times V_{tx} \times T_{tx} + I_{write} \times V_{write} \times T_{write} \]

where \( I \) is the total amount of data to be processed and \( E_{da} \) represents the energy required for processing one bit of data information. \( I_{read}, V_{read}, \) and \( T_{read} \), respectively, represent the current, voltage, and time for reading data when the sensor processes data. In the same way \( I_{write}, V_{write}, \) and \( T_{write} \), respectively, represent the current, voltage, and time for writing data when the sensor processes data.

The energy consumption of sensor nodes during the process of data communication is mainly composed of two parts, i.e., the energy consumption of receiving information and the energy consumption of sending information sending [18].

The amplification model is adopted in the communication mode; otherwise, the multipath attenuation model is adopted. When the transmission distance is less than the distance threshold \( d_{th} \), the free space energy consumption model is adopted in the communication mode; otherwise, the multipath attenuation model is adopted. \( d_{th} \) is a constant, and the value depends on the network environment.

\[ E_{tx} = I_{tx} \times V_{tx} \times T_{tx} + I_{write} \times V_{write} \times T_{write} \]

Thus, we can determine the total energy consumed by each sensor [19].

\[ E_{total} = E_s + E_p + E_{tx} + E_{rx}. \]

2.2. System Model. In this section, we assume a WSN consists of \( N \) nodes (\( H \) CH nodes and \( N-H \) non-CH nodes) and one BS. There is a set of sensors that are randomly distributed in a designated area. Once the deployment is complete, all sensor nodes become static nodes. In the model we propose, each sensor node can only be assigned to one cluster, and each CH node acts as the CH of exactly one cluster. Each node has local information, including its own unique ID, the CH node ID, the information collection and transmission round, the residual energy level, and the distance to its neighbors, etc. As discussed above, the entire operation of the WSN is divided into \( T \) rounds by time. In each round, a normal sensor node sends the monitored data to its cluster head. After receiving the data, the cluster head fuses the data to discard the redundant data and either sends the fused data directly to the BS or forwards it to the BS in multiple hops through other nodes (CH or member nodes) [20].

As shown in Figure 2, according to the general working principle of the WSN, this paper analyzes the initialization stage and data transmission stage. The focus is on optimizing the election of CHs and data transfer [21].

In this paper, the proposed PSO-EGT protocol is based on the classical LEACH protocol. The protocol uses a round as a unit; each round consists of an initialization phase and a data transmission phase for the purpose of reducing unnecessary energy consumption. The specific process of the two phases of each round is shown in Figure 2. The initialization phase is for calculating the optimal number of clusters, electing the CHs, and forming clusters. In the data transmission phase, the WSN performs data aggregation and data transmission and reception [22].

The proposed scheme, called the hybrid PSO-EGT protocol, is based on the common characteristics of both the PSO and EGT algorithms. In this paper, a centralized two-tier PSOLB-EGM protocol is proposed to solve the problem of clustering and routing in WSNs [23]. To implement the hybrid PSO-EGT protocol, the flows to be followed are shown in Figure 3.
The main task of the protocol in the initialization phase is to select the cluster head. First, a node must satisfy two conditions at the same time to become a candidate cluster head: the distance from the node to the BS is greater than the threshold. The residual energy of the node is greater than the average residual energy of all nodes.

The cluster head is selected using our improved PSOLB algorithm for candidate cluster head.

In the data transmission phase, nodes within the BS threshold directly transmit data to the BS. Nodes outside the BS threshold use the improved EGT algorithm to transmit data to the BS.

### 3. Algorithm Design and Implementation

#### 3.1. The PSOLB Algorithm and Parameter Setting

According to the energy consumption model of WSN, the energy consumption of nodes is affected by sensor data volume, sensor time, node distance, and other factors. Among these influencing factors, the first to be considered is the distance between sensors after clustering, that is, the compactness of clusters [24].

In many existing clustering algorithms, the number of CHs is usually fixed. The algorithm proposed in this paper takes into account that in an actual working environment, sensor node power, cluster number, and other factors are usually related to the size of the monitoring area, BS location, and number of sensor nodes. If there are too many CHs in the network, redundant CH nodes will consume more energy in the network. If the number of CH nodes in the network is too small, remote nodes will not be able to find suitable CHs to join, resulting in the loss of monitoring data and excessive network delay [25].

It is assumed that N sensor nodes are randomly arranged in a monitoring area of size M × M. Since the work of the CH node is mainly divided into receiving information, processing information, and sending information, the energy consumption
of a single CH node is the sum of the energy consumptions of the above three tasks. In the initial condition, we assume that the CH node is far from the BS. According to equations (8) and (12), we can determine the total energy consumption of the i-th CH node as follows:

\[
E_{\text{CH}_i} = E_{tx} + E_{rx} + E_{da} = (a \times l \times E_{\text{elec}}) + (l \times E_{\text{elec}} + l \times \epsilon_{mp} \times d_{\text{BS}}^{\text{to CH}}) + (a \times l \times E_{\text{da}}),
\]

where \(a = N/H\) represents the total number of nodes in the cluster (including one CH node and \(a - 1\) non-CH nodes), \(l\) represents the total amount of transmitted data, \(E_{\text{da}}\) is the energy consumption of data aggregation, and \(d_{\text{BS}}^{\text{to CH}}\) is the distance from the CH node to the BS [26].

Then, according to the Euclidean theorem, the distance between a CH and the BS can be expressed as follows:

\[
d_{\text{BS}} = \sqrt{x_1^2 + y_1^2}. \tag{12}
\]

The function of a non-CH node is to send perceived information. We assume that the distance between all non-CH nodes and CH nodes is within the threshold \(d_{th}\). The total energy consumption of the j-th non-CH node in the i-th cluster can be calculated by

\[
E_{\text{non-CH}_j} = l \times E_{\text{elec}} + l \times \epsilon_{ji} \times d_{\text{CH}_i}^{\text{to CH}_i}. \tag{13}
\]

Similarly, the distance between the j-th non-CH node and the i-th CH can be expressed as follows:

\[
d_{\text{CH}_i} = \sqrt{x_2^2 + y_2^2}. \tag{14}
\]

The expected distance from the CH node to the sink node is

\[
E(d_{\text{BS}}^{\text{to CH}}) = \int_{0}^{M} \int_{0}^{M} \left( \sqrt{x_1^2 + y_1^2} \right)^4 \rho(x_1, y_1) \, dx_1 \, dy_1,
\]

\[
= \int_{0}^{M} \int_{0}^{M} (x_1^2 + y_1^2) \rho(x_1, y_1) \, dx_1 \, dy_1, \tag{15}
\]

where \(\rho(x_1, y_1)\) is the network node density function. Similarly, we can determine the mathematical expectation of \(d_{\text{CH}_i}^{\text{to CH}_i}\).

\[
E(d_{\text{CH}_i}^{\text{to CH}_i}) = \int_{0}^{M} \int_{0}^{M} (x_2^2 + y_2^2) \rho(x_2, y_2) \, dx_2 \, dy_2
\]

\[
= \int_{0}^{M} \int_{0}^{M} (x_2^2 + y_2^2) \rho(x_2, y_2) \, dx_2 \, dy_2. \tag{16}
\]

The total energy consumption of the entire WSN can be obtained from equation (16).

\[
E_{\text{total}} = \sum_{j=1}^{H} \left( E_{\text{CH}_j} + \sum_{i=1}^{a-1} E_{\text{non-CH}_i} \right). \tag{17}
\]

According to equations (15) and (16), the expected value of the total energy consumption is

\[
E(E_{\text{total}}) = H \times E(E_{\text{CH}_j}) + (N - H) \times E(E_{\text{CH}_j}^{\text{non-CH}})
\]

\[
= H \times ((a \times l \times E_{\text{elec}}) + (l \times E_{\text{elec}} + l \times \epsilon_{mp} \times d_{\text{BS}}^{\text{to BS}}) + (a \times l \times E_{\text{da}}))
\]

\[
+ (N - H) \times ((l \times E_{\text{elec}} + l \times \epsilon_{ji} \times d_{\text{CH}_i}^{\text{to CH}_i})
\]

\[
= H \times (a \times l \times E_{\text{elec}}) + (l \times E_{\text{elec}} + l \times \epsilon_{mp} \times d_{\text{BS}}^{\text{to BS}}) + (a \times l \times E_{\text{da}})
\]

\[
+ (N - H) \times (l \times E_{\text{elec}} + l \times \epsilon_{ji} \times E(d_{\text{CH}_i}^{\text{to CH}_i})). \tag{18}
\]

We take the derivative of equation (18) with respect to \(H\) and set its derivative equal to zero, so that we can determine the optimal number of clusters containing the maximum lifetime of all nodes.

\[
\frac{dE(E_{\text{total}})}{dH} = 0. \tag{19}
\]

In contrast to the traditional PSO algorithm, we first propose that the best result of the last round particle search should be learned; this result is denoted as \(h_{\text{best}}\), and we assign the learning weight \(c_3\) to it [27].

\[
v_{id}(t + 1) = w \times v_{id}(t) + c_1 \times r_1 \times (p_{\text{best}}(t) - x_{id}(t))
\]

\[
+ c_2 \times r_2 \times (g_{\text{best}}(t) - x_{id}(t))
\]

\[
+ c_3 \times r_3 \times \Omega \times (h_{\text{best}}(t - 1) - x_{id}(t)),
\]

\[
\Omega = \begin{cases} 
1, & \text{if } h_{\text{best}}(t - 1) = p_{\text{best}}(t) \text{ or } g_{\text{best}}(t), \\
0, & \text{otherwise},
\end{cases}
\]

\[
x_{id}(t + 1) = x_{id}(t) + v_{id}(t + 1), \tag{20}
\]

where parameters \(c_1\) and \(c_2\) are collectively referred to as learning factors and are, respectively, referred to as cognitive parameters and social parameters. \(c_3\) is the learning factor of \(h_{\text{best}}\). \(r_1\) and \(r_2\) are the intelligent learning factor in this paper. Similarly, \(r_3\) is the intelligent learning factor of \(h_{\text{best}}\). \(\Omega\) is a control parameter. When \(h_{\text{best}}\) coincides with \(p_{\text{best}}\) or \(g_{\text{best}}\), \(\Omega = 0\), and \(c_3 \times r_3 \times \Omega \times (h_{\text{best}}(t - 1) - x_{id}(t))\) fails to prevent repeated learning of particles.

The PSOLB algorithm allows particles to learn from the best particles in the previous round of searching to avoid falling into a local optimization and to find the global optimization faster. Therefore, PSOLB can meet the requirements of the exploration and development of high-dimensional problems.

In each round, the particle updates its position through three extreme values (i.e., \(p_{\text{best}}\), the individual historical optimal solution; \(g_{\text{best}}\), the global historical optimal solution; and \(h_{\text{best}}\), the global optimal solution in the last round). The
position of the particle is the optimal solution of the distance and is the only criterion for evaluating the particle.

Another improvement to the standard PSO algorithm is to change the learning factors $c_1$, $c_2$ from fixed values to dynamic adaptive learning factors. In the basic PSO algorithm, $c_1$, $c_2$ have the ability of self-learning and learning from excellent individuals, so that these particles are close to the best points in the group or field. $c_1$ and $c_2$ regulate the maximum stride length of particles flying in the optimal direction of individuals or groups, respectively. When the learning factor is small, a particle may wander in a region far away from the target region. When the learning factor is large, the particle can move rapidly to the target region or even beyond the target region. Therefore, the values of $c_1$ and $c_2$ will affect the performance of the PSO algorithm [28]. The specific improvement methods are as given in Figure 4.

From Figure 4, we can see that in the proposed method, the learning factors $c_1$ and $c_2$ are no longer fixed values of at 2 but are dynamically estimated by the fitness function of the particles. We divide them into four levels. When the particle fitness is greater than $g_{\text{best}}$, this indicates that the particle is close to the optimal solution. At this point, we reduce the value of the particle learning factor $[0,1]$ and improve the local search ability in order to search for the optimal solution faster. When the fitness of a particle is low, the distance between the particle and the optimal solution is very far. We force particles to take steps out of the local area ($c_1$ and $c_2$ take larger values) to search for the best solution faster.

To overcome the shortcomings of the typical linear decrease strategy, the inertia weighting factor in this paper adopts the linear differential decrement method, and its expression is as follows:

$$\frac{dw}{dt} = -\frac{2\left(w_{\text{max}} - w_{\text{min}}\right)}{T_{\text{max}}} \times t,$$

$$w_t = w_{\text{max}} - \frac{T_{\text{max}}}{T_{\text{max}}^2} \times t^2,$$ 

where $t$ is the current number of search rounds, $T_{\text{max}}$ is the maximum number of search rounds, $w_{\text{max}}$ is the initial inertia weight value, and $w_{\text{min}}$ is the inertia weight value at the maximum number of search rounds. In this paper, $w_{\text{max}}$ and $w_{\text{min}}$ take values of 0.9 and 0.4, respectively. In the previous linear decrement strategy, the rate of decline of $w_t$ is linear. That is, the presearch and postsearch decline speeds of $w_t$ are the same. When $w_t$ adopts the differential decrement method, the trend of decreasing this value in the PSO algorithm in the early search is slower, and the global search ability is stronger. The downward trend in the search period accelerates, and the local search ability is strengthened. To some extent, the differential decrement method overcomes the limitations of the typical linear decrement strategy and accelerates the convergence of the PSO algorithm. The specific optimization results will be analyzed with the simulation experiment results.

After the optimal number of CHs is determined, the optimization protocol will take the CHs as the core and optimize the minimum energy consumption of the overall network and the maximum life cycle of the nodes.

To achieve the goal of saving energy, the following three values are minimized: the residual energy of non-CH nodes, the distance between non-CH nodes and CH nodes, and the number of hops from a CH to the BS in multihop mode.

The fitness function of the CH node can be expressed as

$$F_t = \mu_1 \times E_{\text{residual-non-CH}} + \mu_2 \times D_{\text{to CH}} + \mu_3 \times H_{\text{to BS}},$$

$$\mu_1 + \mu_2 + \mu_3 = 1,$$ 

where $\mu_1$, $\mu_2$, and $\mu_3$ are the control parameters of the three parts of the fitness function. In this protocol, the equivalent values of the three control parameters represent the same effect of the three influencing factors. $E_{\text{residual-non-CH}}$ is the sum residual energy of the non-CH nodes, and its expression is

$$E_{\text{residual-non-CH}}(t) = E_{\text{residual-non-CH}}(t-1) - \sum_{j=1}^{H} \sum_{i=1}^{a-1} E_{\text{non-CH}_j}(t),$$

where $H$ and $a$ are the number of CH nodes and the number of non-CH nodes in each CH group, respectively.
where \( E_{\text{non-CH}} \) is the energy consumption of the \( j \)-th non-CH node in the \( i \)-th cluster at time \( t \).

\[
D_{\text{to CH}} = \sum_{j=1}^{a} d_{\text{to CH},j},
\]

(24)

where \( d_{\text{to CH},j} \) is the distance from the \( j \)-th non-CH node to the \( i \)-th CH node.

\[
H_{\text{to BS}} = \sum_{j=1}^{H} H_{\text{to BS}},
\]

(25)

where \( H_{\text{to BS}} \) represents the number of hops from the \( i \)-th CH node to the BS in multihop mode. If the distance from the CH node to the BS is beyond the threshold \( H_{th} \), the information should be transmitted in multihop mode. Multihop mode is more energy consuming than the single-hop mode, so the number of such CH nodes should be minimized.

Because the CH node needs to undertake more work, the node with more residual energy has a greater chance of being selected as the CH node [29].

Moreover, in order to better complete the following tasks, the optimization protocol stipulates that only nodes with residual energy larger than the average residual energy have the opportunity to be selected as CH nodes. Before selecting CHs, we put the nodes with a residual energy greater than the average residual energy into a set \( \Phi = \{ E_{\text{residual}} \geq \overline{E}_{\text{residual}} \} \).

Then, the clustering results of each round are calculated by using the proposed PSOLB algorithm [30].

The BS will select the best CH node. Before each round, the WSN will complete the following steps:

(i) First, neighbor nodes are discovered: each node in the network broadcasts its own ID, residual energy, distance from the neighbor node, distance from the BS, and other information to neighbor nodes.

(ii) Second, neighbor node information is updated according to received data packets.

(iii) Third, the cluster configuration is broadcast: after the BS completes the network configuration, the BS uses flood broadcast again to transmit the configuration to all nodes. It broadcasts the packet containing the configuration. Each node that receives the packet changes its state to the CH node.

3.2. The EGT Algorithm. In a WSN, the choice of ideal routing is very challenging. If one path is better than the others, this may cause unbalanced competition between the paths. A well-behaved path may be used more frequently than other paths, resulting in a more crowded path and faster power consumption. Because of the limited energy resources, each node saves energy for its own benefit. Unbalanced competition between paths can lead to path congestion, higher latency, additional packet collisions, and shorter network lifetime [31].

In this section, we analyze the unbalanced competition problem for paths from the perspective of EGT, and we model the routing in a WSN as an evolutionary anticoordination routing game. Compared with classical game theory, EGT pays more attention to dynamic strategic changes. The decision-making process can be seen as a strategic evolution over time. The EGT algorithm can be divided into three steps for routing: the specific steps are as follows.

As shown in Figure 5, we simulate the layout of a WSN as a concentric circle. The innermost radius of the concentric circle is \( R \), where \( R = d_{th} = \sqrt{\frac{E_{fl,mp}}{E_{fl}}} \). Therefore, all nodes within this circular range can directly transmit data to the BS in the single-hop mode. No clustering is carried out in this region. Thus, the overall energy consumption of the WSN is saved. In the concentric circle with a radius of 2\( R \), the nodes transmit data to the mounting head. The CH transmits data to the innermost concentric circle node through multiple hops and then transmits the data to the BS. Similarly, nodes in the outer concentric circle area first transfer data to the CH in the region, and then the CH in turn transfers the data to nodes in the inner concentric circle, up to the BS [32].

The method of choosing a reasonable route in multihop mode is very important. First, the node establishes a list of all the neighbor nodes, which are arranged from near to far according to the distance from the node. Each node stores five pieces of information: the node ID, the distance from the node to the neighbor node, the distance from the neighbor node to the BS, the residual energy, and the bonus value.

In general, the most efficient way for a CH to transmit data in multihop mode is to find the shortest relay node. To ensure that the global shortest path can be found every time, we use the \( A^* \) algorithm to select the relay node. The \( A^* \) (A-star) algorithm is the most effective direct search method to solve the shortest path in a static road network, and it is also a common heuristic algorithm for many other problems [33].

\[
f(n) = g(n) + h(n),
\]

(26)

where \( f(n) \) is the cost estimation from the initial state to the target state via the state \( n \), \( g(n) \) is the actual cost from the initial state to the state \( n \) in the state space, and \( h(n) \) is the cost estimation of the optimal path from the state \( n \) to the target state.

Now that we know the distance from the node to the neighbor and the distance from the neighbor to the BS, we can calculate the shortest path from the current node to the BS.

As shown in Figure 6, in many cases, we will face the problem of routing, that is, two CH nodes will transmit data through the same relay node. The relay node will transfer a large amount of data. When a node is a relay node of multiple CH nodes at the same time, it may easily die because of excessive energy consumption, which is not conducive to a good lifetime for the entire WSN.

EGT is a powerful mathematical tool that models strategic interaction and analysis of competition, conflict, and cooperation with multiple entities.
In this section, EGT is selected to study routing congestion in the WSN. An evolutionary game does not require game participants to have complete rationality, but participants with limited rationality can make the whole group they compose reach equilibrium step by step through learning from each other [34].

It can be seen from the previous derivation that the difference form of the EGT replication dynamic process can be expressed by equation (5). In this paper, \( X_1(t) \) represents the proportion of CH nodes in the second concentric circle region that have node 1 selected as the relay node at the same time [35].

\[
X_1^A(t) = \frac{N_{\text{node } 1 \text{ as relay}}}{N_A},
\]

where \( N_{\text{node } 1 \text{ as relay}} \) represents the number of nodes that select node 1 as the relay node. \( N \) is the total number of nodes in the concentric circle area where node \( A \) is located.

\[
X_i^N(t) = \frac{N_{\text{node } i \text{ as relay}}}{N_A},
\]

where \( N_{\text{node } i \text{ as relay}} \) represents the number of nodes that selects node \( i \) as their relay node.

The utility function of node \( i \) at time \( t \) being selected as a relay node is expressed as

\[
U_i^N(t) = q_1 \times \frac{1}{E_{tx_i}} + q_2 \times \frac{E_{\text{residual non-CH } i}}{E_{\text{initial}}} - q_3 \times \frac{N_{\text{node } i \text{ as relay}} - 1}{N_{\text{node } i \text{ as relay}}},
\]

where \( E_{tx_i} \) represents the energy of data transmission through node \( i \): the shorter the transmission distance, the higher the benefit. \( E_{\text{residual non-CH } i} / E_{\text{initial}} \) is the percentage of the residual energy of relay node. \( E_{\text{initial}} \) is the initial energy of the node. The higher the percentage of residual energy, the higher the benefit. We encourage CH nodes to select nodes with high residual energy as the relay nodes. \((N_{\text{node } i \text{ as relay}} - 1)/N_{\text{node } i \text{ as relay}}\) is the penalty parameter. It can be seen from equation (27) that when more nodes select the same relay node at the same time, the penalty parameter increases exponentially. \( q_1, q_2, \) and \( q_3 \) are three weight values that can be adjusted according to actual conditions. In this section, we set the three weight values as follows:

\[
q_1 = q_2 = q_3 = 0.33,
\]

\[
X_i^N = \frac{dx}{dt} = \frac{N_{\text{node } i \text{ as relay}}}{N_{\text{located}}} \times (U_i^N(t) - U(t)) \times \frac{N_{\text{node } i \text{ as relay}}}{N_{\text{located}}} \times \left( q_1 \times \frac{1}{E_{tx_i}} + q_2 \times \frac{E_{\text{residual non-CH } i}}{E_{\text{initial}}} - q_3 \times \frac{N_{\text{node } i \text{ as relay}} - 1}{N_{\text{node } i \text{ as relay}}}ight) - U(t).
\]

where \( U(t) \) is the average utility function, and it is expressed by

\[
\bar{U}(t) = \sum_{N_{\text{relay}+1}} N_{\text{relay}+1} X_i^N(t) \times U_i^N(t).
\]

As seen from Figure 6, when the CH node \( A \) selects node 1 as the relay node, the revenue of the CH node is relatively large. When the utility value is greater than the average utility, the CH node \( A \) will not change its policy but will continue to
select node 1 as the relay node. When the CH node B also selects node 1 as the relay node, the utility values of CHs A and B are reduced. Therefore, CH A or B will change its policy and select another node as the relay node.

After several evolutions, the game will eventually converge to the evolutionary stable strategy ESS determined by the following equation.

\[ X^*_i = 0. \]  

### 3.3. Algorithm Convergence Analysis

After all CHs select a node as the relay node to transmit data, each CH evaluates its own utility according to its own utility function and then compares the obtained utility with the average utility of the group: if its own utility is smaller than the average utility of the group, it randomly chooses to access other relay nodes according to a certain probability; if not, it will keep the previous access network unchanged. See the appendix for a detailed description.

### 3.4. Analysis of Algorithm Time Complexity

Two important indicators to measure the performance of the optimization algorithm are the accuracy and the speed of the algorithm in solving the problem. The accuracy analysis of the PSOLB-EG protocol has been given in the previous sections. The speed of the algorithm is affected by the time complexity of the algorithm. Therefore, we will focus on the time complexity of each algorithm and give the overall time complexity of each algorithm.

Standard PSO algorithms include processes such as particle swarm initialization, search updates, and particle swarm updates. The computational complexity of the algorithm is \( O(N \times I \times D) \), where \( N \) is the number of particles, \( I \) is the maximum update algebra, and \( D \) is the target dimension. However, the protocol we propose is to cluster at nodes other than the BS threshold. The fixed learning factor value is changed to the adaptive value, which increases the comparison time \( O(\text{Neighbor} \times I \times D + \text{Neighbor} \times \text{Neighbor}) \) of the fitness function and the target value; \( \text{Neighbor} \) represents nodes other than the BS threshold and \( \text{Neighbor} \) represents the comparison time. In the same way, all the particles in the process of each round of search have learned the best results of the last round, so the total PSOLB time complexity is \( O(\text{Neighbor} \times I \times D + \text{Neighbor} \times (\text{Neighbor} + \text{Best})) \), where \( \text{Best} \) is the learning time of each particle. Because \( \text{Neighbor} \) is less than \( N \), the proposed protocol is less complex than the standard PSO algorithm.

In terms of data transmission routing, the time complexity of the general exhaustion algorithm is \( O(N_{\text{CH}} \times N_{\text{CH-neighbor}} \times N_{\text{multihop}}) \), where \( N_{\text{CH}} \) represents the number of cluster heads, \( N_{\text{CH-neighbor}} \) represents the number of neighbors of the cluster head, and \( N_{\text{multihop}} \) represents the number of hops from the cluster head to the BS. The proposed EGT algorithm establishes a cluster head route, and its time complexity becomes \( O(N_{\text{multihop}} \times N_{\text{upper}} \times N_{\text{multihop}}) \), where \( N_{\text{multihop}} \) represents the number of cluster heads outside the BS threshold, and \( N_{\text{upper}} \) represents the number of nodes in the upper layer. Because \( N_{\text{multihop}} < N_{\text{CH}} \) and \( N_{\text{upper}} < N_{\text{CH-neighbor}} \), the time complexity of the EGT algorithm is less than that of the general exhaustive algorithm.

Through the above analysis, the PSOLB algorithm takes slightly more time than the standard PSO algorithm, but it is better in terms of search accuracy, so the PSOLB algorithm is more energy efficient than the standard PSO algorithm. Regarding the routing algorithm, the EGT algorithm is superior to other search methods in solving accuracy and time. The overall PSOLB-EGT time complexity is superior to that of the standard PSO algorithm as well as the greedy routing algorithm and some other cluster routing algorithms. The above conclusions will be specifically analyzed in the simulation experiment.

### 3.5. Analysis of Algorithm Space Complexity

Space complexity is mainly used to measure the storage space occupied by the algorithm. We analyze the space complexity of the hybrid algorithm from two aspects: PSOLB algorithm and EGT algorithm. We assume that each population has \( N \) particles, the search space is \( D \)-dimensional, and there are a total of \( M \) populations. For the standard particle swarm algorithm, the storage space required to store the particle position and velocity is \( O(2NDM) \), and the space occupied by the \( p_{\text{best}} \) of each particle is \( O(ND) \), so the space complexity of the standard particle swarm algorithm is \( O(3NDM) \). For the PSOLB algorithm, in addition to the particle position, velocity, and storage space required, each particle needs to store the optimal position of the previous round, so the position space of \( O(NDM) \) needs to be increased. In addition, consider that the space for storing the dynamic learning step length is \( O(ND) \). Therefore, the total space complexity of the LB-PSO algorithm is \( O(4NDM + ND) \).

In the WSN data transmission stage, the space complexity of the EGT algorithm is as follows: assuming that the number of nodes within the BS threshold is \( V \), this part of the nodes directly transmits data to the BS, and its space complexity does not need to be calculated compared to the original algorithm. The current node uses the EGT algorithm to calculate the storage space of the fitness function value of each neighbor node as \( A \), the storage space for the average fitness of the remaining nodes is \( B \), and the storage space for the temporary variables of the improved EGT algorithm is \( C \). Then, the worst space complexity of the improved EGT algorithm is \( O((N - V) \times (A + B) + C) \). This has lower space complexity than the standard EGT algorithm.

Thus, it is the LB-PSO algorithm space rather than the standard PSO algorithm complexity that increases, but the EGT-improved algorithm reduces the complexity of the algorithm rather than the original space. Therefore, the space complexity of the hybrid algorithm is basically equivalent to the original standard algorithm.

### 4. System Simulation Analysis

In this section, we use numerical simulation to evaluate the performance of our algorithm PSOLB-EGT. Assume that the network coverage is 200 m x 200 m, where the BS coordinates are located at (100, 100), and 100 to 400 sensor nodes are randomly distributed. The simulation parameters used
in this paper, which accord with those in references [14, 16, 22], are shown in Table 1, and all simulation models and algorithms are coded in MATLAB 2015b.

To evaluate the performance of the algorithm, we compare the clustering and routing of the PSOLB-EGT protocol with those of PSO-C, ABC-SD, TPSO-CR, and JCR. TPSO-CR is a two-tier PSO algorithm which is proposed to solve the problem of clustering and routing in WSN [36]. The ABC-SD algorithm exploits the biologically inspired fast and efficient searching features of the Artificial Bee Colony metaheuristic to build low-power clusters [37]. JCR in terms of energy consumption is the clustered routing protocol proposed in 2016 [30, 31]. Since PSO-C does not include a multihop routing protocol, it adopts a greedy routing algorithm. In the greedy routing algorithm, every node is assumed to know its distance to neighbor nodes. CH selects its nearest neighbor node as a relay node [38].

In addition, we use energy consumption, lifetime, residual energy (number of surviving nodes), packet loss rate, and node capacity (throughput) as indicators in simulating and comparing the four protocols. The throughput capacity of the WSN refers to the total data rate (or the total number of data) sent on the network, that is, the data rate (or the number of data) sent by the CHs to the BS and the data rate (or the number of data) sent from the nodes to the CHs. The size of the throughput is often used in network protocols to indicate the performance of the network. Therefore, throughput is often used as one of the evaluation criteria for routing protocols [39].

In the scenario where the network model is uniformly distributed for \( N \) sensor nodes, Michael and Martin in [40] have deduced the upper and lower bounds of the capacity in the application case. When the number of nodes \( N \) in the network tends to infinity, the upper and lower boundaries coincide and the conclusion is that the capacity is \( \Theta(\log (N)) \). The throughput capacity of a single node is \( \Theta(\log (N)/N) \). For wireless sensor networks with limited node energy, throughput capacity and available throughput for a single node are important performance metrics [34, 35]. We will prove its importance in later simulations.

On the other hand, the node capacity of a WSN also refers to the ability of the node to forward the amount of data. An important cause of node congestion in WSNs is that the load is greater than the maximum capacity of the node. Usually the WSN node load refers to the amount of information that a node needs to forward at a certain moment. Since the WSN node is limited by hardware resources, the node has a fixed capacity, and if the load exceeds its capacity at a certain time, congestion will occur [41].

\[
\omega = \begin{cases} 
1, & \text{if } Co > Li = \sum_{k=1}^{k} L_{ki}, \\
0, & \text{otherwise},
\end{cases} \tag{34}
\]

\[
\eta = \frac{L_{i}}{C_{o}}, \tag{35}
\]

where \( Co \) represents the capacity of node \( i \), \( Li \) represents the load of node \( i \), \( k \) represents the number of all neighbor nodes of the node, \( l_{ki} \) indicates the amount of data transmitted by the neighbor node \( k \) to node \( i \), and \( \eta \) indicates the node capacity occupancy. In the subsequent simulation experiments, we will analyze node capacity in detail [42].

In the PSOLB-EGT protocol, congestion is solved by the following steps: establishing a list of next-hop spare relay nodes, detecting node congestion, establishing an alternate data transmission path, and restoring the original transmission path after congestion is released.

In the PSOLB-EGT protocol, congestion is solved by the following steps: establishing a list of next-hop spare relay nodes, node congestion detection, establishing an alternate data transmission path, and restoring the original transmission path after congestion is released.

As shown in Figure 6, we use equation (29) to calculate the utility function values for each possible relay node of the node and sort them accordingly. For example, the utility function values of the next-hop relay nodes of node \( A \) are arranged in the order of node 1 > node 2 > node

Table 1: Relay node status list.

| Node | Relay node list | \( \eta \) | Relay node status |
|------|----------------|--------|------------------|
| A    | 1              | 65%    | Live             |
| A    | 2              | 70%    | Live             |
| A    | 3              | 50%    | Live             |

Table 2: Relay node status list.

| Node | Relay node list | \( \eta \) | Relay node status |
|------|----------------|--------|------------------|
| A    | 1              | 0      | Dead             |
| A    | 2              | 70%    | Live             |
| A    | 3              | 50%    | Live             |

Table 3: Simulation input parameters.

| Parameters                        | Value   |
|-----------------------------------|---------|
| Sensor field region (m²)          | 200 * 200 |
| BS location                       | 100, 100 |
| Number of sensors                 | 100, 200, 300, 400 |
| Optimal number of clusters        | 5, 10, 15, 20 |
| Initial energy of the node (J)    | 200     |
| Data packet length (bits)         | 4096    |
| Energy data aggregation (nJ)       | 5       |
| Number of rounds                  | 2000    |
| Swarm size                        | 25      |
| Particle position                 | [0, 200] |
| Node capacity (kbits)             | 0.1     |
| \( E_{dec} \) (nJ/bit)            | 50      |
| \( E_{amp} \) (pJ/bit)            | 0.0012  |
| \( E_{br} \) (pl/bit)             | 10      |
| \( d_{th} \) (m)                  | 30      |
We establish a list of the next-hop relay node statuses for node A. As shown in Table 1, the utility function values of each possible successor node in the next hop of node A are sequentially sorted, and information about their node capacity occupancy, survival, etc. is displayed.

According to equations (33) and (35), it is judged whether the relay node in the list is congested. For example, node 1 is not congested and continues to be used as a relay node. If node 1 is congested, node A will automatically elect node 2 as the relay node.

In the next round of data transmission, if node 1 congestion is removed, node 1 continues to be used as the relay node. If a node consumes too much energy and dies, the node state changes from live to dead. As shown in Table 2, when relay node 1 dies, node A selects node 2 as the relay node.

To test our algorithm, we considered an initial population of 50 particles and let them evolve 2000 times. The parameters required for the experiment are shown in Table 3. The comparison of the energy consumption of various protocols under the same running cycle is shown in Figure 7. Clearly, the PSOLB-EGT protocol shows the best energy optimization results for the WSN.

We changed the position of the BS in the sensor layout area, as shown in Figure 8. When the BS was in different locations, the total energy consumption of the WSN was compared after running various protocols at the same time for 100 rounds. It can be observed that the PSOLB-EGT protocol is superior to existing protocols in all network scenarios. This is because the PSOLB-EGT protocol uses a more suitable path to transfer aggregate data from the CH to the BS.

We ran five protocols and found that the PSOLB-EGT protocol is superior to the other four protocols when comparing the change in the number of alive nodes in each protocol from 100 to 0. As shown in Figure 9, the PSOLB-EGT protocol is later than other protocols in terms of the first and last node death times. This shows that the protocol can effectively extend the life cycle of WSN.

For the same layout area, with an increase in the number of sensors, each protocol runs for 500 rounds, and we observe that the total residual energy also increases with the increase in the number of sensors. The comparison of residual energy of various protocols is shown in Figure 10.

Through the above simulation experiment, we can observe the following:

1. As shown in Figure 7, all other conditions being equal, the PSOLB-EGT protocol consumes less energy than the other four protocols when running the same rounds. It can be inferred that when WSN first started 100 rounds, the energy consumption gap of several protocols was small. As time goes by, the PSOLB-EGT protocol consumes less energy than other protocols.

2. The results in Figure 8 show that, by changing the location of the BS, the PSOLB-EGT protocol has better scalability than the other protocols.

3. The PSOLB-EGT protocol has greater advantages than the other four protocols in terms of the first death of nodes. Figure 9 shows that after WSN runs the PSOLB-EGT protocol, its first dead node appears.
later than other protocols. As the running time of WSN goes by, the node mortality and total running time of the entire WSN are better than those of other protocols.

(4) As the runtime increases, the data transmitted by the WSN continues to increase. Under the same conditions, the WSN uses the traditional algorithm and the improved PSOLB-EGT protocol to perform the node capacity experiment. From the perspective of the average occupancy rate of node capacity, according to the analysis of the experimental results in Figure 11, the other four algorithms increase the average occupancy rate of node capacity as the amount of communication data per unit time increases. The average occupancy rate of the node capacity of the PSOLB-EGT protocol changes slightly.

(5) Figure 12 shows the network throughput comparison between PSOLB-EGT and the other protocols. Throughput is defined here as the number of data packets successfully received at the BS during simulation time. The results represent an average of three different runs for each network size, and it is observed that PSOLB-EGT is superior to the other protocols in network throughput.

We implement all protocols to evaluate the rate of packet loss. It is clear from Figure 13 that in all the network scenarios considered, the packet loss rate of the PSOLB-EGT protocol is much lower than that of other protocols. These protocols generate high rates of data loss. This is due to the absence of hybrid-hop communication.

Simulation results in different environments show that the PSOLB-EGT protocol is superior to the existing network protocols in terms of data transmission energy.

We evaluated the number of unclustered sensors per round in each network protocol. The chart in Figure 14 shows the average number of unclustered sensors per round.

As shown in Figure 15, we analyze the node capacity congestion rates of the five protocols for increasing runtimes. In this paper, the total number of nodes successfully transmitting data to the aggregation point is used to describe the node capacity congestion rate of the network as the number of rounds changes. It only makes sense for the WSN to successfully transmit the data generated by the node to the aggregation point. The amount of data successfully delivered reflects the smoothness of the network to some extent. Therefore, the goal pursued by WSN routing is to consume as little energy as possible and transmit as much data as possible to the aggregation point. As seen from Figure 15, the algorithm we proposed has better node throughput capacity.

To verify the energy-saving effectiveness of the PSOLB clustering algorithm separately, we unified all five clustering algorithms (including PSOLB) with the greedy routing algorithm. The operating conditions of the five clustering algorithms are exactly the same. It can be seen from Figure 16 that after the same number of rounds of PSOLB, the remaining energy of the entire WSN is better than it is with any of the other four clustering algorithms. The main
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effect is that we use adaptive learning factors and optimization measures for the last round of optimal results. However, it can be seen that when the clustering algorithms of JCR and PSOLB use the greedy routing algorithm, the energy consumption of the entire WSN is accelerated.

5. Conclusion

In this paper, we use the improved PSO algorithm and EGT, respectively, to solve two well-known optimization problems of WSN, namely, selection of CHs and routing between the CHs and the receiver. Then, we propose a clustering and routing protocol called PSOLB-EGT. The protocol incorporates an improved CH selection algorithm based on PSO search, which has a better fitness function. Next, an improved routing algorithm based on EGT is proposed to transmit aggregate data from CHs to the receiver for large-scale WSNs. This algorithm uses a novel routing function. The simulation results show that the proposed protocol is superior to existing protocols in the network life cycle, network coverage, and packet transmission capacity [45].

The existing research still has many shortcomings to be further addressed. The prospects for follow-up work include the following:

The routing protocols and positioning techniques studied in this paper are limited to two-dimensional plane space, but three-dimensional space is more in line with the actual application environments. It is important to study the routing and positioning technology of 3D wireless sensors. Therefore, it is necessary to extend the scope of research from two-dimensional space to three-dimensional space and perform further research on clustering routing technology for 3D WSNs.

In addition, a node needs to obtain its own global geographic information when clustering. Therefore, the proposed protocol requires the node to be equipped with a positioning device such as GPS, which increases the hardware requirements of the node to some extent.

The clustering routing algorithm proposed in this paper only assumes that the nodes in the cluster can synchronously send and receive data after receiving the cluster head broadcast and sending data packets to the CH. The corresponding synchronization mechanism is not designed. Therefore, the problem of how to design a reliable and practical mechanism that can synchronize communication between nodes and reduce the communication overhead is a subject that needs to be further studied in sensor network applications.

In the future, we will further optimize the PSOLB-EGT protocol according to the experimental results to improve
the energy saving effect of the protocol. We will study the energy saving optimization of data fusion, another important part of WSNs.

Appendix

Proof of Convergence

When the dynamic process of node routing replication continues, there will be a certain moment when the net utility of each cluster in the same group is the same, and the net utility at this moment is the average net utility of each individual in the group. That is, individual players no longer adjust their strategies to improve their net utility. To calculate the information of each participant and obtain the average utility of the group, it is necessary to set up a central control entity to maintain the information of the participants in the system and inform the participants of the average utility of their group at that time.

According to formulas (29) and (30), $X_i^n = 0$, that is, the equilibrium point of the evolutionary game.

$$q_1 \left( \frac{1}{E_{\text{residual}}} + q_2 \frac{E_{\text{residual non-CH}}}{E_{\text{initiation}}} - q_3 (n_i - 1)\gamma^{-1} \sigma \right) = \left( \sum_{1}^{n} \frac{E_{\text{node}} n_i \times \delta_{n_i}}{N_{\text{all}}} \right)$$  \hspace{1cm} (A.1)

According to this equation (A.1), at this time, the fitness value of a single node is the average fitness value of all nodes in the WSN. That is, a single node no longer adjusts its own strategy to improve the fitness value, that is, the equilibrium point of the evolutionary game.
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