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Abstract

The paper contains an alternative proof of the celebrated $L^p$ estimates for differentially subordinate martingales established by Burkholder and Wang in the eighties and nineties. The approach links the validity of the estimate to the existence of a lower solution to a novel boundary value problem.

1. Introduction

Suppose that $(\Omega, \mathcal{F}, P)$ is a probability space, filtered by non-decreasing family $(\mathcal{F}_n)_{n \geq 0}$ of sub-$\sigma$-algebras of $\mathcal{F}$. Let $f = (f_n)_{n \geq 0}$, $g = (g_n)_{n \geq 0}$ be two martingales adapted to $(\mathcal{F}_n)$, taking values in a separable Hilbert space $H$ with the norm $|\cdot|$ and the scalar product denoted by $(\cdot, \cdot)$. Actually, we may and do assume that $H = \ell^2$. Assume further that $df = (df_n)_{n \geq 0}$, $dg = (dg_n)_{n \geq 0}$ are the difference sequences of $f$ and $g$, uniquely determined by the identities

$$f_n = \sum_{k=0}^{n} df_k, \quad g_n = \sum_{k=0}^{n} dg_k, \quad n = 0, 1, 2, \ldots .$$

Following Burkholder [8, 9], we say that $g$ is differentially subordinate to $f$, if we have

$$|dg_n| \leq |df_n|, \quad n = 0, 1, 2, \ldots ,$$

almost surely. For example, this is the case if $g$ is a transform of $f$ by a predictable real sequence $v = (v_n)_{n \geq 0}$, bounded in absolute value by 1. That is, for each $n$ we have $dg_n = v_n df_n$, $\|v_n\|_{L^\infty} \leq 1$ and $v_n$ is measurable with respect to $\mathcal{F}_{(n-1)\lor 0}$.

The problem of comparing the sizes of $f$ and $g$ under the differential subordination has been studied in depth in the literature: we refer the reader to the papers [9, 16] and the monograph [17] for the detailed description of this subject. We will concentrate on the following celebrated $L^p$-estimate, established by Burkholder in [8]. Here and below, we use the notation $\|f\|_{L^p} = \sup_{n \geq 0} \|f_n\|_{L^p}$ for the $p$th moment of a martingale $f$.

Theorem 1.1. Suppose that $1 < p < \infty$. Then for any martingales $f$, $g$ such that $g$ is differentially subordinate to $f$ we have

$$\|g\|_{L^p} \leq (p^* - 1) \|f\|_{L^p},$$

where $p^* = \max\{p, p'\}$ and $p' = p/(p - 1)$ is the harmonic conjugate to $p$. The constant $p^* - 1$ is the best possible.
This beautiful result has found many applications in various areas of mathematics, including harmonic analysis and geometric function theory. We refer the interested reader to [1, 2, 4, 6, 15] for more information.

Burkholder’s proof of (1.2) rests on the construction of an appropriate special function. Suppose that \( U : \mathbb{H} \times \mathbb{H} \to \mathbb{R} \) satisfies the following three conditions:

1° \( U(x, y) \leq 0 \) if \(|y| \leq |x|\),

2° \( U(x, y) \geq |y|^p - (p^* - 1)|x|^p \),

3° \((U(f_n, g_n))_{n \geq 0}\) is a supermartingale for any pair \((f, g)\) of differentially subordinate martingales.

Then (1.2) follows at once by observing that \( E[|g_n|^p - (p^* - 1)|f_n|^p] \leq EU(f_n, g_n) \leq EU(f_0, g_0) \leq 0 \) and letting \( n \to \infty \). Burkholder [9] proved that the function

\[
U(x, y) = p \left( 1 - \frac{1}{p^*} \right)^{p-1} (|y| - (p^* - 1)|x|)(|x| + |y|)^{p-1}
\]

has all the required properties. See also [8] for a related approach.

There is a dual method of proving (1.2), developed by Nazarov, Treil, and Volberg [13, 14], which is also based on the construction of a certain special function. Let us start with the case \( p = 2 \), in which the description is particularly easy. Namely, consider the function \( \mathbb{E}(x, z) = \frac{1}{2}(|x|^2 + |z|^2) \). This function satisfies the following analogues of the above properties 1°, 2°, and 3°:

1° \( \mathbb{E}(x, z) \geq |xz| \),

2° \( \mathbb{E}(x, z) \leq \frac{1}{2}(|x|^2 + |z|^2) \) (actually, the equality holds here),

3° For any pair \((f, h)\) of arbitrary martingales and any \( n \geq 1 \), we have

\[
\mathbb{E}B(f_n, h_n) \geq \mathbb{E}B(f_{n-1}, h_{n-1}) + E[|df_n||dh_n|].
\]

Let us stress here that the martingales \( f \) and \( h \) appearing in 3° are not related by any domination principle. These three conditions immediately give (1.2) (for \( p = 2 \)). Indeed, fix an arbitrary pair \((f, g)\) satisfying the differential subordination and let \( h \) be another martingale. By 1°, the inductive use of 3° and finally 2°, we get that for \( n = 0, 1, 2, \ldots \),

\[
E \sum_{k=0}^{n} |df_k||dh_k| \leq E(f_0, h_0) + E \sum_{k=1}^{n} |df_k||dh_k| \leq E(f_n, h_n) \leq \frac{1}{2}(E|f_n|^2 + E|h_n|^2).
\]

Consequently, by the orthogonality of martingale differences and the differential subordination of \( g \) to \( f \), we obtain

\[
E(g_n, h_n) = E \sum_{k=0}^{n} (dg_k, dh_k)
\leq E \sum_{k=0}^{n} |dg_k||dh_k| \leq E \sum_{k=0}^{n} |df_k||dh_k| \leq \frac{1}{2}(E|f_n|^2 + E|h_n|^2).
\]

By a standard homogenization argument, this gives \( E(g_n, h_n) \leq \|f_n\|_{L^2} \|h_n\|_{L^2} \) which implies the desired bound \( \|g_n\|_{L^2} \leq \|f_n\|_{L^2} \) by duality. There is a natural question whether this approach can be extended to other values of \( p \). This problem was studied by Nazarov and Treil [13]. For \( p > 2 \), they introduced the following function: for \( \zeta, \eta \in \mathbb{H}^2 \),

\[
\widetilde{\mathbb{B}}(\zeta, \eta) = |\zeta|^p + |\eta|^p + \begin{cases} |\zeta|^2|\eta|^{2-p} & \text{if } |\zeta|^p \leq |\eta|^p, \\ \frac{2}{p}|\zeta|^p + \left( \frac{2}{p'} - 1 \right)|\eta|^{p'} & \text{if } |\zeta|^p \geq |\eta|^p. \end{cases}
\]
They showed that $\tilde{B}$ satisfies appropriate versions of $1^\circ$, $2^\circ$, and $3^\circ$, which yields (1.2) with a suboptimal constant. Despite its non-optimality, this special function has found many applications in harmonic analysis and semigroup theory; see, for example, [10, 12]. A further improvement is due to Bañuelos and Osękowski [5], who identified the appropriate version of $\tilde{B}$ leading to the best constant $p^* - 1$ in the full range $1 < p < \infty$. Still, this version has four variables and the question remains. Can this approach be simplified to involve a function on $\mathbb{H}^2$, as in the above proof for the case $p = 2$? The purpose of this paper is to answer this question in the affirmative and provide the explicit formula for the corresponding special functions.

Actually, we will study the above topic in the more general, continuous-time setting. Suppose that $(\Omega, \mathcal{F}, \mathbb{P})$ is a complete probability space, equipped with a filtration $(\mathcal{F}_t)_{t \geq 0}$, such that $\mathcal{F}_0$ contains all the events of probability 0. Let $X = (X_t)_{t \geq 0}$, $Y = (Y_t)_{t \geq 0}$ be two $\mathbb{H}$-valued local martingales, which have right-continuous paths with limits from the left. That is, for almost all $\omega \in \Omega$, the functions $t \mapsto X_t(\omega)$ and $t \mapsto Y_t(\omega)$ are right-continuous on $[0, \infty]$ and have left-sided limit at each $t \in (0, \infty)$. The continuous-time extension of the differential subordination, which is due to Bañuelos and Wang (see [7, 18]), can be formulated as follows. The process $Y$ is differentially subordinate to $X$, if the difference $[(X, X)_t - (Y, Y)_t]$ is non-negative and non-decreasing. Here $[(X, Y)_t]$ denotes the quadratic variation between $X$ and $Y$: in the real-valued case, one defines the bracket $[X, Y]_t$ as the limit in probability

$$\limsup_{n \to \infty} \sum_{j=1}^{k_n} (X_{t_{j(n)}^n} - X_{t_{j-1(n)}^n}) (Y_{t_{j(n)}^n} - Y_{t_{j-1(n)}^n}),$$

where $(t_j^{(n)})_{j=0}^k$ is an arbitrary sequence of partitions $0 = t_0^{(n)} < t_1^{(n)} < t_2^{(n)} \ldots < t_{k_n}^{(n)} = t$ of $[0, t]$ with a diameter tending to 0. We extend the square bracket to the vector context by putting $[X, Y]_t = \sum_{j=1}^\infty [X^j, Y^j]$, where $X^j$ is the $j$th coordinate of $X$ (recall that we have assumed $\mathbb{H} = \ell^2$). We will also need the following two objects arising in stochastic analysis. Firstly, given an arbitrary local martingale $X$, the symbol $X^c$ will stand for the unique continuous local martingale part of $X$. This process satisfies

$$[X, X]_t = |X_0|^2 + [X^c, X^c]_t + \sum_{0 < s \leq t} |\Delta X_s|^2,$$

where $\Delta X_s = X_s - X_{s-}$ is the jump of $X$ at time $s$. Secondly, we define the total joint variation of two local martingales $X, Y$ by the same formula as in (1.5), but we replace $(X_{t_{j(n)}^n} - X_{t_{j-1(n)}^n})(Y_{t_{j(n)}^n} - Y_{t_{j-1(n)}^n})$ with $|X_{t_{j(n)}^n} - X_{t_{j-1(n)}^n}| |Y_{t_{j(n)}^n} - Y_{t_{j-1(n)}^n}|$. See [11, Chapters VI and VII] for the more detailed presentation of the above subject.

The notion of the differential subordination just introduced above is a generalization of (1.1). To see this, treat discrete-time sequences $f, g$ as continuous time processes, via $X_t = f([t])$ and $Y_t = g([t])$. Then the trajectories of $X$ and $Y$ are right-continuous and have limits from the left, since $t \mapsto [t]$ enjoys these properties. The difference

$$[X, X]_t - [Y, Y]_t = \sum_{k=0}^{[t]} (|df_k|^2 - |dg_k|^2)$$

is non-negative and non-decreasing if and only if (1.1) is valid.

It can be shown that essentially, all the results for discrete-time differentially subordinate (local) martingales carry over, with unchanged constants, to the continuous context: see the paper [18] and the monograph [16]. Roughly speaking, the transference can be described as follows. As we have seen above, Burkholder’s method of proving martingale inequalities involves the construction of a special function, satisfying appropriate size and concavity-type requirements. Once such a function is found, the continuous-time version follows from Itô’s formula and smoothing or stopping time arguments. In particular, this allowed Wang [18]...
to obtain the following extension of (1.2). Here and below, we use the notation $\|X\|_{L^p} = \sup \|X_\tau\|_{L^p}$, where the supremum is taken over all finite stopping times.

**Theorem 1.2.** Suppose that $X, Y$ are $\mathbb{H}$-valued local martingales such that $Y$ is differentially subordinate to $X$. Then for any $1 < p < \infty$ we have the sharp inequality
\[
\|Y\|_{L^p} \leq (p^* - 1)\|X\|_{L^p}. \tag{1.7}
\]

Our contribution is to present a dual approach to this $L^p$ bound, in the spirit described above in the discrete-time setup. Namely, using a certain special function of two variables, we will establish the following estimate, which is easily seen to imply (1.7) by duality arguments.

**Theorem 1.3.** Suppose that $X, Y, Z$ are $\mathbb{H}$-valued local martingales such that $Y$ is differentially subordinate to $X$. Then for any $1 < p < \infty$ we have the sharp inequality
\[
\|Y, Z\|_{L^1} \leq (p^* - 1)\|X\|_{L^p} \|Z\|_{L^{p'}}. \tag{1.8}
\]

The paper is organized as follows. Our approach, reducing (1.8) to the search for an appropriate function, is described in the next section. In Section 3 we provide the explicit formulas for the special functions and prove that they enjoy all the required properties. In the last part we present some informal steps which led us to the discovery of the special function.

2. On the approach

The purpose of this section is to show that the existence of a certain special function on $\mathbb{H}^2$, or rather $\mathbb{R}^d \times \mathbb{R}^d$, implies the validity of (1.8). Actually, all we need is an appropriate function defined on the first quadrant $(0, \infty)^2$. Namely, let $1 < p < \infty$ and $K > 0$ be fixed parameters. Suppose that $B : (0, \infty)^2 \to \mathbb{R}$ is a function of class $C^2$, which enjoys the following properties.

1° (Initial condition) We have $B(x, z) \geq xz$.

2° (Majorization) For any $x, z > 0$ we have
\[
B(x, z) \leq \frac{Kx^p}{p} + \frac{z^{p'}}{p'}. \tag{2.1}
\]

3° (Monotonicity) For any $x, z > 0$ we have
\[
\frac{B_{xx}(x, z)}{|B_{xz}(x, z)| + 1} \leq \frac{B_x(x, z)}{x} \quad \text{and} \quad \frac{B_{zz}(x, z)}{|B_{xz}(x, z)| + 1} \leq \frac{B_z(x, z)}{z}. \tag{2.2}
\]

4° (Concavity) For any $x, z > 0$ and any $h, k \in \mathbb{R}$,
\[
B_{xx}(x, z)h^2 + 2B_{xz}(x, z)hk + B_{zz}(x, z)k^2 \geq 2|h||k|. \tag{2.3}
\]

Several observations are in order. Firstly, we see that 1° and 2° are perfect analogues of the conditions 1°° and 2°° appearing in the Introduction. Furthermore, the requirements 3° and 4° should be treated as pointwise conditions related to 3°°. Next, note that if $B$ satisfies 4°, then we also have
\[
B_{xx}(x, z)h^2 - 2|B_{xz}(x, z)| |h||k| + B_{zz}(x, z)k^2 \geq 2|h||k| \tag{2.4}
\]
(simply plug $h := -\text{sgn}(B_{xz}(x, z)hk)h$ into (2.3)). Consequently, we get
\[
B_{xx}(x, z)h^2 - 2(|B_{xz}(x, z)| + 1)hk + B_{zz}(x, z)k^2 \geq 0 \tag{2.5}
\]
for all $h, k \in \mathbb{R}$, which forces the corresponding discriminant to be non-positive:
\[
B_{xx}(x, z)B_{zz}(x, z) \geq (|B_{xz}(x, z)| + 1)^2.
\]
Actually, it is easy to see that the implications can be reversed: the inequality (2.5), together with the inequality $B_{xx}(x, z) \geq 0$, implies the validity of (2.3).

We are ready to introduce the special function $\mathbb{B}$, the extension of $B$ to higher dimensions. Namely, given $d \geq 2$, define $\mathbb{B} : (\mathbb{R}^d \times \mathbb{R}^d) \setminus \{(x, z) : |x||z| = 0\} \to \mathbb{R}$ by $\mathbb{B}(x, y) = B(|x|, |y|)$. As we shall see, this object will lead us to the proof of (1.8). In what follows, $\mathbb{B}_x$ and $\mathbb{B}_z$ will denote the vectors of partial derivatives of $\mathbb{B}$ with respect to the variables $x_1, x_2, \ldots, x_d$, and $z_1, z_2, \ldots, z_d$, respectively. Furthermore, the symbol $D^2\mathbb{B}$ will stand for the Hessian matrix of $\mathbb{B}$ and $\langle \cdot, \cdot \rangle$ will be the scalar product in $\mathbb{R}^d$.

**Lemma 2.1.** If $B$ satisfies $3^o$ and $4^o$, then for any $x, z \in \mathbb{R}^d \setminus \{0\}$ and any $h, k \in \mathbb{R}^d$ satisfying $x + h \neq 0$ and $z + k \neq 0$, we have

$$\mathbb{B}(x + h, z + k) \geq \mathbb{B}(x, z) + \langle \mathbb{B}_x(x, z), h \rangle + \langle \mathbb{B}_z(x, z), k \rangle + |h||k|. \quad (2.6)$$

**Proof.** By continuity, we may assume that $x$ is not a multiple of $h$ and similarly that $z$ is not a multiple of $k$. That is, $x + th \neq 0$ and $z + tk \neq 0$ for all $t$. Consider the function $G(t) = \mathbb{B}(x + th, z + tk)$, given for $t \in \mathbb{R}$; then the assertion is equivalent to $G(1) \geq G(0) + G'(0) + |h||k|$. Observe that it is enough to show that $G''(t) \geq 2|h||k|$ for all $t$. Indeed, having proved this, we apply the mean value theorem to obtain $G(1) - G(0) - G'(0) = \frac{1}{2}G''(t_0)$ for some intermediate number $t_0 \in (0, 1)$, and the claim follows.

So, fix $t \in \mathbb{R}$. Setting $x' = (x + th)/|x + th|$, $z' = (z + tk)/|z + tk|$, and $w = (|x + th||z + tk|)$, we compute that

$$G''(t) = \langle D^2\mathbb{B}(x + th, z + tk)(h, k), (h, k) \rangle$$

$$= \langle D^2B(w)(\langle x', h \rangle, \langle z', k \rangle), (\langle x', h \rangle, \langle z', k \rangle) \rangle$$

$$+ B_z(w) \cdot \frac{|h|^2 - \langle x', h \rangle^2}{|x + th|} + B_z(w) \cdot \frac{|k|^2 - \langle z', k \rangle^2}{|z + tk|} \quad (2.7)$$

where

$$J_1 = \frac{|B_{zz}(w)|}{|B_{xz}(w)| + 1} B_{xx}(w) \langle x', h \rangle^2 + 2B_{xz}(w) \langle x', h \rangle \langle z', k \rangle + \frac{|B_{xz}(w)|}{|B_{xz}(w)| + 1} B_{zz}(w) \langle z', k \rangle^2,$$

$$J_2 = \left[ \frac{B_z(w)}{|x + th|} - \frac{B_{xz}(w)}{|B_{xz}(w)| + 1} \right] (|h|^2 - \langle x', h \rangle^2),$$

$$J_3 = \left[ \frac{B_z(w)}{|z + tk|} - \frac{B_{zz}(w)}{|B_{zz}(w)| + 1} \right] (|k|^2 - \langle z', k \rangle^2),$$

$$J_4 = \frac{B_{xx}(w)}{|B_{xz}(w)| + 1} |h|^2 + \frac{B_{xz}(w)}{|B_{xz}(w)| + 1} |k|^2.$$

Let us analyze the terms $J_1, J_2, J_3,$ and $J_4$. The first term is non-negative. To see this, note that $2B_{xz}(w) \langle x', h \rangle \langle z', k \rangle \geq -2|B_{xz}(w)| \langle x', h \rangle \langle z', k \rangle$, and hence, it is enough to show that

$$B_{xx}(w) \langle x', h \rangle^2 - 2(|B_{xz}(w)| + 1) |\langle x', h \rangle| |\langle z', k \rangle| + B_{zz}(w) \langle z', k \rangle^2 \geq 0.$$  

But this estimate follows directly from (2.4). The terms $J_2, J_3$ are also non-negative, which is an immediate consequence of $3^o$. Finally, observe that $J_4 \geq 2|h||k|$: if we rewrite this in the equivalent form

$$B_{xx}(w) |h|^2 - 2|B_{xz}(w)||h||k| + B_{zz}(w) |k|^2 \geq 2|h||k|,$$

we recognize (2.4) again. So, we have established the bound $G''(t) \geq 2|h||k|$ for all $t$. \qed
Remark 2.1. In particular, setting $t = 0$ in (2.7), we obtain the estimate
\[ \langle D^2 \mathbb{B}(x, z)(h, k), (h, k) \rangle \geq \frac{B_{xx}(x, z)}{|B_{xx}(x, z)| + 1} |h|^2 + \frac{B_{zz}(x, z)}{|B_{zz}(x, z)| + 1} |k|^2, \tag{2.8} \]
which will be useful later.

Here is the main result of this section, which links the special functions to the $L^p$ estimates for differentially subordinate (local) martingales.

Theorem 2.1. If there is a function $B : (0, \infty)^2 \to \mathbb{R}$ satisfying $1^\circ - 4^\circ$, then (1.8) holds, with $p^* - 1$ replaced by $K^{1/p}$.

Proof. By standard limiting arguments, it is enough to establish the desired estimate in the case when the processes take values in a finite- and at least two-dimensional subspace of $\mathbb{H}$. That is, we may set $\mathbb{H} = \mathbb{R}^d$ for some $d \geq 2$. Let $X = (X_t)_{t \geq 0}$, $Z = (Z_t)_{t \geq 0}$ be arbitrary local martingales with values in $\mathbb{R}^d$. We may restrict ourselves to the case $\|X\|_{L^p} \leq M < \infty$ and $\|Z\|_{L^\infty} < \infty$, since otherwise there is nothing to prove. Furthermore, we may and do assume that $X$ and $Z$ are bounded away from zero. Indeed, fix $\varepsilon > 0$ and consider the $\mathbb{R}^{d+1}$-valued processes $X^{\varepsilon}_t = (X_t, \varepsilon)$, $Y^{\varepsilon}_t = (Y_t, 0)$ and $Z^{\varepsilon}_t = (Z_t, \varepsilon)$ for $t \geq 0$. Then $X^{\varepsilon}$ and $Z^{\varepsilon}$ are bounded away from zero, and having proved the estimate
\[ \|\left[ Y^{\varepsilon}, Z^{\varepsilon} \right] \|_{L^1} \leq (p^* - 1)\|X^{\varepsilon}\|_{L^p} \|Z^{\varepsilon}\|_{L^{p^*}}, \]
we obtain the desired bound (1.8) by letting $\varepsilon \to 0$ and exploiting Lebesgue’s dominated convergence theorem (and the identity $[Y^{\varepsilon}, Z^{\varepsilon}] = [Y, Z]_{\infty}$).

For any integer $N$, consider the stopping time $T_N = \inf\{ t \geq 0 : \|Y, Z\|_t \geq N \}$. By properties of stochastic integrals, the processes $(\int_{0+}^t \mathbb{B}_x(X_s, Z_s) \cdot dX_s)_{t \geq 0}$ and $(\int_{0+}^t \mathbb{B}_z(X_s, Z_s) \cdot dZ_s)_{t \geq 0}$ are local martingales. Fix an arbitrary sequence $(\eta_n)_{n \geq 0}$ of stopping times which localizes these integrals and the processes $X$, $Z$. Fix $n$ and set $\tau_n = \eta_n \wedge T_N$. The application of Itô’s formula to the process $(\mathbb{B}(X_{\tau_n \wedge t}, Z_{\tau_n \wedge t}))_{t \geq 0}$ yields
\[ \mathbb{B}(X_{\tau_n \wedge t}, Z_{\tau_n \wedge t}) = I_0 + I_1 + I_2/2 + I_3, \tag{2.9} \]
where
\[ I_0 = \mathbb{B}(X_0, Z_0), \]
\[ I_1 = \int_{0+}^{\tau_n \wedge t} \mathbb{B}_x(X_s, Z_s) \cdot dX_s + \int_{0+}^{\tau_n \wedge t} \mathbb{B}_z(X_s, Z_s) \cdot dZ_s, \]
\[ I_2 = \int_{0+}^{\tau_n \wedge t} D^2\mathbb{B}(X_s, Z_s) d[X^c, Z^c]_s, \]
\[ I_3 = \sum_{0 < s \leq \tau_n \wedge t} \left[ \mathbb{B}(X_s, Z_s) - \mathbb{B}(X_s, Z_s) - \mathbb{B}_x(X_s, Z_s) \Delta X_s - \mathbb{B}_z(X_s, Z_s) \Delta Z_s \right]. \]
Recall that $\Delta X_s = X_{s+} - X_{s-}$ is the jump of $X$ at time $s$. Let us analyze the behavior of the above terms. Firstly, by $1^\circ$ and the differential subordination of $Y$ to $X$, we have
\[ I_0 \geq \|X_0\|_t \geq \|Y_0\|_t = \|Y, Z\|_t. \]
Next, we have $\mathbb{E}I_1 = 0$, by the properties of stochastic integrals. To deal with $I_2$, fix $0 \leq s_0 < s_1 \leq t$. For any $\ell \geq 0$, let $(\eta^\ell_i)_{0 \leq i \leq \ell}$ be a non-decreasing sequence of stopping times with $\eta^\ell_0 = s_0$, $\eta^\ell_{i+1} = s_1$ such that $\lim_{\ell \to \infty} \max_{0 \leq i \leq \ell} \|\eta^\ell_{i+1} - \eta^\ell_i\| = 0$. Keeping $\ell$ fixed, we apply, for each $i = 0, 1, 2, \ldots, i\ell$, the estimate (2.8) with $z = X_{s_0 -}, z = Z_{s_0 -}$ and $h = X^c_{s_{i-1}+} - X^c_{s_{i-1}+}$,
We sum the obtained $i_{\ell} + 1$ inequalities and let $\ell \to \infty$. As the result, we obtain the estimate
\[
\int_{s_0+}^{s_1} D^2\mathbb{E}(X_{s_0}, Z_{s_0}) d[X^c, Z^c]_s
\]
\[
\geq \int_{s_0+}^{s_1} \frac{B_{zz}(X_{s_0}, Z_{s_0})}{B_{zz}(X_{s_0}, Z_{s_0})} + 1 d[X^c, X^c]_s + \int_{s_0+}^{s_1} \frac{B_{zz}(X_{s_0}, Z_{s_0})}{B_{zz}(X_{s_0}, Z_{s_0})} + 1 d[Z^c, Z^c]_s
\]
where in the last passage we have used the differential subordination of $Y^c$ to $X^c$. By the Kunita-Watanabe inequality and the estimate (2.5), the latter expression is not smaller than $2 \int_{s_0+}^{s_1} d[Y^c, Z^c]_s = 2[Y^c, Z^c]_{s_1} - 2[Y^c, Z^c]_{s_0}$ and hence, approximating $I_2$ by Riemann sums, we obtain $I_2 \geq 2[Y^c, Z^c]_{\tau_n \wedge t} - 2[Y^c, Z^c]_0 = 2[Y^c, Z^c]_{\tau_n \wedge t}$. Finally, the term $I_3$ is handled with the use of (2.6): we get
\[
I_3 \geq \sum_{0 < s \leq \tau_n \wedge t} |\Delta X_s||\Delta Z_s| \geq \sum_{0 < s \leq \tau_n \wedge t} |\Delta Y_s||\Delta Z_s| \geq \sum_{0 < s \leq \tau_n \wedge t} \langle \Delta Y_s, \Delta Z_s \rangle.
\]
Plugging all these observations into (2.9) gives
\[
\mathbb{E}(X_{\tau_n \wedge t}, Z_{\tau_n \wedge t}) \geq |Y_0|Z_0| + I_1 + [Y^c, Z^c]_{\tau_n \wedge t} + \sum_{0 < s \leq \tau_n \wedge t} \langle \Delta Y_s, \Delta Z_s \rangle \bigg(2.10\bigg)
\]
where the last inequality is due to (1.6) (and polarization). The expressions above are integrable: by $1^o$ and $2^o$, we have
\[
0 \leq \mathbb{B}(X_{\tau_n \wedge t}, Z_{\tau_n \wedge t}) \leq K \frac{|X_{\tau_n \wedge t}|^p}{p} + \frac{|Z_{\tau_n \wedge t}|^{p'}}{p'},
\]
and the right-hand side is integrable, since $\|X\|_{L^p} < \infty$ and $\|Z\|_{L^{p'}} < \infty$ (see the beginning of the proof). Furthermore, by the very definition of $T_N$ and the differential subordination
\[
\|Y, Z\|_{\tau_n \wedge t} \leq \|Y, Z\|_{\tau_n \wedge t -} + |\Delta Y_{\tau_n \wedge t}| |\Delta Z_{\tau_n \wedge t}| \leq N + |\Delta X_{\tau_n \wedge t}| |\Delta Z_{\tau_n \wedge t}|,
\]
and the latter expression is integrable by the Young inequality and the $L^p / L^{p'}$-boundedness of $X$ and $Z$. Consequently, taking the expectation in (2.10), recalling that $\mathbb{E}I_1 = 0$, and applying the majorization condition $2^o$, we obtain
\[
\mathbb{E}[Y, Z]_{\tau_n \wedge t} \leq K \frac{|X|_{\tau_n \wedge t}|^p}{p} + \mathbb{E}[Z_{\tau_n \wedge t}]^{p'}_{p'} \leq K \frac{|X|_{L^p}}{p} + \frac{|Z|_{L^{p'}}}{p'},
\]
or, by a simple homogenization argument,
\[
\mathbb{E}[Y, Z]_{\tau_n \wedge t} \leq K^{1/p} \|X\|_{L^p} \|Z\|_{L^{p'}}.
\]
Letting $n \to \infty, t \to \infty, N \to \infty$ and using standard limit theorems, we get the desired estimate (1.8) (with $p^* - 1$ replaced by $K^{1/p}$).

As a by-product, we obtain the following interesting estimate for the total joint variation of $X$ and $Z$ (see Introduction for the definition of this object).

**Remark 2.2.** The above reasoning can be easily adapted to yield the estimate
\[
\mathbb{E}[X, Z]_{\infty} \leq K^{1/p} \|X\|_{L^p} \|Z\|_{L^{p'}}.
\]
Indeed, when handling the terms $I_2$ and $I_3$, skip all the arguments which involve the martingale $Y$ and the differential subordination.

An application. Before we proceed to the construction of appropriate special functions, let us say a few words about possible applications of the estimate (2.11). Suppose that $W = (W_t)_{t \geq 0}$ is a standard Brownian motion in $\mathbb{R}^d$ and let $H = (H_t)_{t \geq 0}, K = (K_t)_{t \geq 0}$ be two predictable processes also taking values in $\mathbb{R}^d$. Then the stochastic integrals

$$X_t = \int_0^t H_s \cdot dW_s, \quad Y_t = \int_0^t K_s \cdot dW_s, \quad t \geq 0,$$

are martingales and hence we have

$$\mathbb{E} \int_0^\infty |H_s||K_s|ds \leq K^{1/p} \mathbb{E}\|X\|_{L^p} \mathbb{E}\|Y\|_{L^{p'}} \leq \frac{K \|X\|_{L^p}}{p} + \frac{\|Y\|_{L^{p'}}}{p'}.$$

(2.12)

Now, consider arbitrary sufficiently regular functions $f \in L^p(\mathbb{R}^d)$ and $g \in L^{p'}(\mathbb{R}^d)$. Let $u_f$, $u_g$ stand for the corresponding heat extensions to the upper half-space: $u_f(t, x) = P_t f(x)$ and $u_g(t, x) = P_t g(x)$, where $(P_t)_{t \geq 0}$ is the semigroup with the kernel

$$p_t(x, y) = (2\pi t)^{-d/2} \exp(-|x - y|^2/2t), \quad x, y \in \mathbb{R}^d, t > 0.$$

Then $u_f, u_g$ satisfy the heat equation in the interior the halfspace and hence for any fixed $T > 0$ and $x \in \mathbb{R}^d$, the processes $X_{T,x} = (u_f(T-t, x + W_t))_{0 \leq t \leq T}$, $Y_{T,x} = (u_g(T-t, x + W_t))_{0 \leq t \leq T}$ are martingales. In addition, Itô’s formula yields the representations

$$X_{T,x} = u_f(T, x) + \int_0^T \nabla_x u_f(T-s, x + W_s) \cdot dW_s,$$

$$Y_{T,x} = u_g(T, x) + \int_0^T \nabla_x u_g(T-s, x + W_s) \cdot dW_s.$$

Thus, an application of (2.12) gives

$$\mathbb{E} \int_0^T |\nabla_x u_f(T-s, x + W_s)||\nabla_x u_g(T-s, x + W_s)|ds \leq \frac{K \mathbb{E}\|f(x + W_T)\|^p}{p} + \frac{\mathbb{E}\|g(x + W_T)\|^{p'}}{p'}.$$

Integrating both sides over $x \in \mathbb{R}^d$ (with respect to the Lebesgue measure) and using Fubini’s theorem, we obtain

$$\int_0^T \int_{\mathbb{R}^d} |\nabla_x u_f(T-s, x)||\nabla_x u_g(T-s, x)|dx ds \leq \frac{K \mathbb{E}\|f\|_{L^p(\mathbb{R}^d)}^p}{p} + \frac{\mathbb{E}\|g\|_{L^{p'}(\mathbb{R}^d)}^{p'}}{p'}.$$

Hence, changing the variables $s := T - s$ on the left, letting $T \to \infty$ and applying a homogenization argument, we get the Littlewood–Paley–type inequality

$$\int_0^\infty \int_{\mathbb{R}^d} |\nabla_x u_f(x, t)||\nabla_x u_g(x, t)|dx dt \leq K^{1/p} \mathbb{E}\|f\|_{L^p(\mathbb{R}^d)} \mathbb{E}\|g\|_{L^{p'}(\mathbb{R}^d)}.$$

By a simple approximation argument, this extends to general $f \in L^p(\mathbb{R}^d)$ and $g \in L^{p'}(\mathbb{R}^d)$, without any additional regularity assumptions. A similar reasoning, which exploits the Poisson semigroup instead of $(P_t)_{t \geq 0}$ and the stopped Brownian motion in $[0, \infty) \times \mathbb{R}^d$ instead of $((T-t, x + B_t))_{0 \leq t \leq T}$, yields the corresponding estimate

$$\int_0^\infty \int_{\mathbb{R}^d} 2y|\nabla v_f(x, y)||\nabla v_g(x, y)|dx dy \leq K^{1/p} \mathbb{E}\|f\|_{L^p(\mathbb{R}^d)} \mathbb{E}\|g\|_{L^{p'}(\mathbb{R}^d)},$$

where $v_f, v_g$ denote the Poisson extensions of $f$ and $g$ to the upper halfspace.
Similar inequalities hold for other semigroups including those arising from non-local operators. For example, consider the semigroup \((P_t)_{t \geq 0}\) arising from the process of a Lévy measure as \(\nu\) under the assumption in [3]. Then

\[
\int_{\mathbb{R}^d} \int_{0}^{\infty} \int_{\mathbb{R}^d} |P_t f(x + y) - P_t f(x)| |P_t g(x + y) - P_t g(x)| \, \nu(dy)dt \, dx
\]

\[
\leq K^{1/p} \|f\|_{L^p(\mathbb{R}^d)} \|g\|_{L^p(\mathbb{R}^d)}.
\]

For details on how the martingales arise in this case, see [3, pp. 470–471].

3. Explicit special functions

In the light of the reasoning from the previous section, the inequality (1.8) will follow if we construct a special function \(B\) with \(K = (p^* - 1)^p\). The case \(p = 2\) has already been dealt with in the Introduction. We consider the cases \(1 < p < 2\) and \(p > 2\) separately.

3.1. The case \(1 < p < 2\)

We start with the introduction of a certain auxiliary function.

**Lemma 3.1.** For any \(s \geq 0\), there is a unique positive number \(\varphi = \varphi(s)\) satisfying

\[
\varphi(s)(1 + \varphi(s))^{p-2} = p^{p-2}s.
\]

(3.1)

The resulting function \(\varphi : [0, \infty) \to [0, \infty)\) is of class \(C^\infty\) and satisfies

\[
\varphi'(s) = \frac{\varphi(s)(1 + \varphi(s))}{s(1 + (p-1)\varphi(s))}, \quad s > 0.
\]

(3.2)

In addition, we have \(\varphi(s) \geq s^{1/(p-1)}\) for \(s \leq (p-1)^{1-p}\) and \(\varphi(s) < s^{1/(1-p)}\) for \(s > (p-1)^{1-p}\).

**Proof.** The existence and uniqueness of \(\varphi(s)\) follows at once from the fact that the function \(\Phi(u) = u(1+u)^{p-2}\) satisfies \(\Phi(0) = 0\) and \(\Phi'(u) = (1+u)^{p-3}(1+(p-1)u) > 0\) for \(u > 0\) and \(\Phi(u) \to \infty\) as \(u \to \infty\). The differentiability of \(\varphi\) is an immediate consequence of standard theorems on implicit functions. To show the identity (3.2), it suffices to differentiate both sides of (3.1) and rearrange terms. To prove the final part of the lemma, we invoke the monotonicity property of \(\Phi\) described above. Namely, if \(s \leq (p-1)^{1-p}\), then we have

\[
\Phi(s^{1/(p-1)}) = s^{1/(p-1)}(1 + s^{1/(p-1)})^{p-2} \leq s^{1/(p-1)}((p-1)s^{1/(p-1)} + s^{1/(1-p)})^{p-2} = p^{p-2} s
\]

and hence \(\varphi(s) \geq s^{1/(p-1)}\). In the case \(s > (p-1)^{1-p}\), we just reverse the estimates in the above reasoning. \(\square\)

The central object, the special function \(B : (0, \infty)^2 \to \mathbb{R}\), is defined by

\[
B(x, z) = xz \left[ \frac{p-1}{p} \varphi(x^{1-p}z) + \frac{2-p}{p(p-1)} + \frac{1}{p(p-1)\varphi(x^{1-p}z)} \right].
\]

**Theorem 3.1.** The function \(B\) satisfies the conditions 1°–4° listed in the previous section.

**Proof of 1°.** This is easy: we have \(as + bs^{-1} \geq 2\sqrt{ab}\), for any \(a, b, s > 0\), so

\[
\frac{p-1}{p} \varphi(x^{1-p}z) + \frac{2-p}{p(p-1)} + \frac{1}{p(p-1)\varphi(x^{1-p}z)} \geq 2 - \frac{p}{p(p-1)} + \frac{2}{p} = \frac{1}{p-1} \geq 1.
\]

\(\square\)
Proof of 3° and 4°. As before, to keep the notation short, we will set \( s = x^{1-p}z \). We compute directly that
\[
B_x(x, z) = z \left[ \frac{p-1}{p} \varphi(s) + \frac{2-p}{p(p-1)} + \frac{1}{p(p-1)\varphi(s)} \right] + sz \left[ -\frac{(p-1)^2}{p} \varphi'(s) + \frac{\varphi'(s)}{p\varphi^2(s)} \right].
\]
The second expression on the right-hand side equals
\[
\frac{sz\varphi'(s)}{p\varphi^2(s)} (1 - (p-1)\varphi(s))(1 + (p-1)\varphi(s)) = \frac{z(1 + \varphi(s))(1 - (p-1)\varphi(s))}{p\varphi(s)},
\]
where the last equality is due to (3.2). Consequently,
\[
B_x(x, z) = \frac{(2-p)z}{p-1} + \frac{z}{(p-1)\varphi(s)}.
\]
Next, we see that
\[
B_{xx}(x, z) = \frac{x^{-p}z^2\varphi'(s)}{\varphi^2(s)}
\]
and, exploiting (3.2) again we have that,
\[
B_{xx}(x, z) = -\frac{p-2}{p-1} + \frac{1}{(p-1)\varphi(s)} - \frac{s\varphi'(s)}{(p-1)\varphi^2(s)}
\]
\[
= -\frac{p-2}{p-1} + \frac{1}{(p-1)\varphi(s)} - \frac{1 + \varphi(s)}{(p-1)\varphi(s)(1 + (p-1)\varphi(s))}
\]
\[
= -\frac{p-2}{p-1} + \frac{p-2}{(p-1)(1 + (p-1)\varphi(s))}
\]
\[
= \frac{(2-p)\varphi(s)}{1 + (p-1)\varphi(s)}.
\]
Finally, note that
\[
B_z(x, z) = x \left[ \frac{p-1}{p} \varphi(s) + \frac{2-p}{p(p-1)} + \frac{1}{p(p-1)\varphi(s)} \right] + x \left[ \frac{(p-1)s}{p} \varphi'(s) - \frac{s\varphi'(s)}{p(p-1)\varphi^2(s)} \right].
\]
By (3.2), the second term on the right-hand side equals
\[
\frac{x\varphi'(s)}{p(p-1)\varphi^2(s)}((p-1)\varphi(s) + 1)((p-1)\varphi(s) - 1) = \frac{x(1 + \varphi(s))(1 + (p-1)\varphi(s))}{p(p-1)\varphi(s)}.
\]
This, after some straightforward manipulations, yields \( B_z(x, z) = x\varphi(s) \). In addition, we immediately obtain \( B_{zz}(x, z) = x^{2-p}\varphi'(s) \).

We are now ready to check 3° and 4°. Note that
\[
\frac{B_{xzz}(x, z)}{|B_{xzz}(x, z)| + 1} - \frac{B_z(x, z)}{x} = z \left[ \frac{s\varphi'(s)(1 + (p-1)\varphi(s))}{\varphi^2(1 + \varphi)} - \frac{1 + (2-p)\varphi(s)}{(p-1)\varphi(s)} \right]
\]
\[
= \frac{(p-2)z(1 + \varphi(s))}{x(p-1)\varphi(s)} \leq 0
\]
and
\[
\frac{B_{zz}(x, z)}{|B_{zz}(x, z)| + 1} - \frac{B_z(x, z)}{z} = \frac{x}{z} \left[ \frac{s\varphi'(s)(1 + (p-1)\varphi(s))}{1 + \varphi} - \varphi(s) \right] = 0.
\]
Thus, 3° holds true. To check the concavity condition (2.3), note that $B_{xz}(x,z) \geq 0$, and hence, it is enough to check the discriminant inequality (2.5). This estimate reads

$$\frac{s^2(\varphi'(s))^2}{\varphi^2(s)} \geq \left( \frac{1 + \varphi(s)}{1 + (p-1)\varphi(s)} \right)^2,$$

and follows from (3.2): actually, both sides are equal. \qed

**Proof of 2°.** It remains to handle the majorization property, with $K = (p^* - 1)^p = (p - 1)^{-p}$. The claim is equivalent to

$$\frac{p - 1}{p} s \varphi(s) + \frac{2 - p}{p(p - 1)} s + \frac{s}{p(p - 1)} \varphi(s) - \frac{(p - 1)s^{p/(p-1)}}{p} \leq \frac{1}{p(p - 1)}$$

where, as previously, $s = x^{1-p}$. Denote the left-hand side of the above estimate by $L(s)$. Differentiating, we see that $L'(s) = B_\infty(s) - s^{1/(p-1)} = \varphi(s) - s^{1/(p-1)}$. Therefore, by the last part of Lemma 3.1, we conclude that $L$ attains its maximum at the point $(p-1)^{1-p}$. It remains to check that $L((p-1)^{1-p}) = p^{-1}(p-1)^{-p}$. This follows easily from the identity $\varphi((p-1)^{-p}) = s^{1/(p-1)}$, which can be verified directly in (3.1). \qed

**Remark 3.2.** The function $B$ can be extended to a continuous function on the closed quadrant $[0, \infty)^2$. Directly from the definition of $\varphi$, we infer that

$$\lim_{s \to 0} \frac{\varphi(s)}{s} = p^{-2} \quad \text{and} \quad \lim_{s \to \infty} \frac{\varphi(s)}{s^{1/(p-1)}} = p^{(p-2)/(p-1)},$$

which implies

$$\lim_{(x,z) \to (0,z_0)} B(x,z) = \lim_{(x,z) \to (0,z_0)} \frac{p - 1}{p} x z \varphi(x^{1-p} z) = \frac{p - 1}{p} x_0^{p/(p-1)} \lim_{(x,z) \to (0,z_0)} \frac{\varphi(x^{1-p} z)}{(x^{1-p} z)^{1/(p-1)}} = \frac{p - 1}{p} x_0^{p/(p-1)}$$

and

$$\lim_{(x,z) \to (x_0,0)} B(x,z) = \lim_{(x,z) \to (x_0,0)} \frac{x^p \cdot x^{1-p} z}{p(p - 1)\varphi(x^{1-p} z)} = \frac{x_0^p}{p^{p-1}(p - 1)}.$$

3.2. **The case $p > 2$**

We proceed in a similar manner, starting with an auxiliary function.

**Lemma 3.2.** For any $s \geq 0$, there is a unique number $\varphi = \varphi(s) \in [p-2, \infty)$ satisfying

$$p \left( 1 - \frac{1}{p} \right)^{p-1} (1 + \varphi(s))^{p-2} (\varphi(s) - p + 2) = s. \quad (3.3)$$

The resulting function $\varphi : [0, \infty) \to [p-2, \infty)$ is of class $C^\infty$ and satisfies

$$\varphi'(s) = \frac{(1 + \varphi(s))(\varphi(s) - p + 2)}{(p - 1)s(\varphi(s) - p + 3)}, \quad s > 0. \quad (3.4)$$

In addition, we have $\varphi(s) \geq s^{1/(p-1)}$ for $s \leq (p-1)^{p-1}$ and $\varphi(s) < s^{1/(1-p)}$ for $s > (p-1)^{p-1}$. 


The special function $B$ is given by

$$B(x, z) = \left(1 - \frac{1}{p}\right)x \left[\varphi(x^{1-p}z) + \frac{1}{\varphi(x^{1-p}z) - p + 2}\right].$$

In the light of the previous section, the inequality (1.8) will follow once we show the following.

**Theorem 3.3.** The function $B$ satisfies the conditions 1°–4°.

**Proof of 1°.** We have $s + s^{-1} \geq 2$ for any $s > 0$, so

$$\left(1 - \frac{1}{p}\right) \left[\varphi(x^{1-p}z) + \frac{1}{\varphi(x^{1-p}z) - p + 2}\right] \geq \left(1 - \frac{1}{p}\right)(2 + p - 2) = p - 1 \geq 1.$$ 

**Proof of 3° and 4°.** The calculation are similar to those in the case $1 < p < 2$. A direct differentiation combined with (3.4) yields

$$B_{xx}(x, z) = \frac{(p-1)^2x^{-p}z^2\varphi'(s)}{(\varphi(s) - p + 2)^2}$$

and, by (3.4),

$$B_{xz}(x, z) = \frac{p-1}{\varphi(s) - p + 2} - \frac{(p-1)s\varphi'(s)}{(\varphi(s) - p + 2)}$$

$$= \frac{p-1}{\varphi(s) - p + 2} - \frac{1 + \varphi(s)}{(\varphi(s) - p + 2)(\varphi(s) - p + 3)} = \frac{p-2}{\varphi(s) - p + 3}.$$ 

Moreover, arguing as above, we check that $B_z(x, z)$ equals

$$\left(1 - \frac{1}{p}\right)x \left[\varphi(s) + \frac{1}{\varphi(s) - p + 2}\right] + \left(1 - \frac{1}{p}\right)xz \left[\varphi'(s) - \frac{\varphi'(s)}{(\varphi(s) - p + 2)^2}\right] = x\varphi(s)$$

and hence $B_{zz}(x, z) = x^{2-p}\varphi'(s).$ Now we can establish 3°. We have

$$\frac{B_{xx}(x, z)}{|B_{xx}(x, z)|} + 1 - \frac{B_{xz}(x, z)}{x} = \frac{(p-1)x}{x(\varphi(s) - p + 2)} \left(\varphi(s) - p + 3\right) \left[\varphi(s) - p + 2\right) - 1] = 0$$

and

$$\frac{B_{xz}(x, z)}{|B_{xz}(x, z)|} + 1 - \frac{B_{zz}(x, z)}{z} = \frac{(2-p)x(\varphi(s) + 1)}{(p-1)x} \leq 0.$$ 

To check the concavity 4°, it is enough to verify the validity of (2.5) (since $B_{xx}(x, z) \geq 0$). However, we have

$$B_{xx}(x, z)B_{zz}(x, z) = \left(\frac{(p-1)s\varphi'(s)}{\varphi(s) - p + 2}\right)^2,$$

which, by (3.4), is equal to $\left(\frac{1 + \varphi(s)}{\varphi(s) - p + 2}\right)^2 = (|B_{xz}(x, z)| + 1)^2.$
Proof of $2^p$. We proceed as in the previous case. We let $K = (p^* - 1)^p = (p - 1)^p$ and note that the majorization is equivalent to

$$
\left(1 - \frac{1}{p}\right)s \left[\varphi(s) + \frac{1}{\varphi(s) - p + 2}\right] - \frac{p - 1}{p} s^{p/(p-1)} \leq \frac{(p - 1)^p}{p}.
$$

Denoting the left-hand side by $L(s)$, we compute that $L'(s) = B_z(1, s) - s^{1/(p-1)} = \varphi(s) - s^{1/(p-1)}$. By the last part of Lemma 3.2, $L$ attains its maximal value at $s = (p - 1)^{p-1}$. Since $\varphi((p - 1)^{p-1}) = p - 1$ (directly from (3.3)), we check that $L((p - 1)^{p-1}) = (p - 1)^p / p$, which establishes the desired majorization. \qed

Remark 3.4. As in the case $1 < p < 2$, one might wonder whether the function $B$ can be extended continuously to the whole $[0, \infty)^2$. The answer is affirmative. By (3.3), we easily check that

$$
\lim_{s \to 0} \frac{\varphi(s) - p + 2}{s} = \frac{p^{p-2}}{(p - 1)^{2p-3}} \quad \text{and} \quad \lim_{s \to \infty} \frac{\varphi(s)}{s^{1/(p-1)}} = \frac{p^{p-2}}{(p - 1)^{p-1}},
$$

which, by similar calculations to those in Remark 3.2, gives

$$
\lim_{(x, z) \to (0, z_0)} B(x, z) = \frac{p^{p-3}}{(p - 1)^{p-2}} z_0^{p/(p-1)}
$$

and

$$
\lim_{(x, z) \to (x_0, 0)} B(x, z) = \frac{(p - 1)^{2p-2}}{p^{p-1}} x_0^p.
$$

4. On the search of the Bellman function $B$

Now we will sketch some informal steps which lead to the discovery of the special functions $B$ (and the optimal constant $K = (p^* - 1)^p$); the reasoning will be based on a number of assumptions and guesses. A typical approach during the search for the Bellman function is to look at the concavity condition and assume its degeneracy. This usually gives rise to a corresponding second-order partial differential equation. Next, one exploits structural properties of a general solution of the equation and from this one aims to come up with a reasonable candidate for the special function. We consider the cases $1 < p < 2$ and $p > 2$ separately.

4.1. The case $1 < p < 2$

It is convenient to split the argumentation into a few steps.

Step 1. Additional assumptions. We will impose a few extra assumptions on the function $B$. Firstly, we guess that the partial derivative $B_{zz}$ is non-negative on the whole $(0, \infty)^2$. Our second assumption is that $B$ can be extended to a function $\tilde{B} : \mathbb{R}^2 \to \mathbb{R}$ satisfying $\tilde{B}(x, z) = \tilde{B}(\pm x, \pm z)$. Then, in particular, $\tilde{B}$ must satisfy

$$
\tilde{B}_{zz}(x, 0) = 0. \quad (4.1)
$$

Step 2. The Monge–Ampère equation. In our case, the concavity is governed by the inequality (2.5). Setting $C(x, z) = \tilde{B}(x, z) + xz$ and recalling the assumption $B_{zz} > 0$ for $x, z > 0$, we see that the condition degenerates if and only if $C$ satisfies the so-called Monge–Ampère equation

$$
C_{xx}(x, z)C_{zz}(x, z) = (C_{xz}(x, z))^2.
$$

From the general theory of such equations, we infer that the quadrant $(0, \infty)^2$ can be foliated, that is, split into a union of pairwise disjoint line segments along which $C$ is linear and the...
first-order partial derivatives of $C$ are constant. In what follows, we will assume that these segments have negative slope; see Figure 1 below.

Next, by 2°, we have

$$C(x, z) \leq xz + \frac{Kx^p}{p} + \frac{z^{p'}}{p'}.$$

(4.2) Note that the right-hand side enjoys the following homogeneity property: if we fix $\lambda > 0$ and multiply $x$ by $\lambda^{1/p}$ and $z$ by $\lambda^{1/p'}$, then the whole expression is multiplied by $\lambda$. It seems plausible to assume that the same is true for the left-hand side: $C(\lambda^{1/p}x, \lambda^{1/p'}z) = \lambda C(x, z)$. Finally, if $K$ is the optimal constant, then there should be a non-zero point $(x_0, z_0)$ at which both sides of (4.2) are equal; by the aforementioned homogeneity, such point gives rise to the whole ‘equality curve’ $\gamma = \{(x, z) : z = s_0x^{p-1}\}$, where $s_0 = z_0x_0^{1-p}$. Note that by (4.2), the first-order partial derivatives of the functions $C$ and $(x, z) \mapsto xz + Kx^p/z^{p'}/p'$ must match at each point from $\gamma$.

Step 3. The formula for $C$. Pick a point $(x, s_0x^{p-1})$ from the equality curve $\gamma$. Let $I$ be the line segment of the foliation passing through this point. If $\alpha = \alpha(x)$ is the slope of this segment, we may write

$$C(x + d, s_0x^{p-1} + \alpha d) = C(x, s_0x^{p-1}) + C_x(x, s_0x^{p-1})d + C_z(x, s_0x^{p-1})\alpha d.$$

But $C(x, s_0x^{p-1}) = x^p(s_0 + K/p + s_0^{p'/p'})$, since $(x, s_0x^{p-1}) \in \gamma$. Moreover, from the last sentence of the previous step, we know that $C_x(x, s_0x^{p-1}) = (K + s_0)x^{p-1}$ and $C_z(x, s_0x^{p-1}) = x + (s_0x^{p-1})^{p'/p'} - x(1 + s_0^{1/(p-1)})$. Furthermore, recall that $C_z$ is constant along $I$ and, by (4.1), $C_z(x, 0) = x$. Comparing the latter two expressions for $C_z$, we obtain that $I$ intersects the $x$-axis at the point $(x(1 + s_0^{1/(p-1)}), 0)$ and hence $\alpha = -s_0^{(p-2)/(p-1)}x^{p-2}$. Putting all the above facts together and calculating a little bit, we get the following explicit (or rather implicit) formula for $C$:

$$C(x + d, s_0x^{p-1} - s_0^{(p-2)/(p-1)}x^{p-2}d) = \left(s_0 + \frac{K}{p} + \frac{s_0^{p'}}{p'} \right)x^p + (K - s_0^{(p-2)/(p-1)})x^{p-1}d.$$
It remains to guess $K$ and $s_0$. To this end, plug $d = s_0^{1/(p-1)}x$ to obtain

$$C\left( x(1 + s_0^{1/(p-1)}), 0 \right) = \left( \frac{K}{p} + \frac{s_0^{p'}}{p'} + Ks_0^{1/(p-1)} \right) x^p$$

and hence, differentiating both sides with respect to $x$,

$$(1 + s_0^{1/(p-1)}) C_x\left( x(1 + s_0^{1/(p-1)}), 0 \right) = p\left( \frac{K}{p} + \frac{s_0^{p'}}{p'} + Ks_0^{1/(p-1)} \right) x^{p-1}.$$  

But $C_x(x(1 + s_0^{1/(p-1)}), 0) = C_x(x, s_0x^{p-1}) = (K + s_0)x^{p-1}$ (again, by the constancy of partial derivatives along the segments of foliation). Combining the last two observations, we get the equation

$$p\left( \frac{K}{p} + \frac{s_0^{p'}}{p'} + Ks_0^{1/(p-1)} \right) = (1 + s_0^{1/(p-1)})(K + s_0),$$

or, equivalently,

$$K = \frac{s_0^{(p-2)/(p-1)} + (2 - p)s_0}{p-1}.$$  

The right-hand side, considered as a function of $s_0$, attains its minimum $(p - 1)^{-p}$ at the point $(p - 1)^{1-p}$. Thus, it is natural to set $K = (p - 1)^{-p}$ and $s_0 = (p - 1)^{1-p}$ as these extremal values. This leads to the function $B$ studied in the previous section, but to check this, one has to carry out some lengthy calculations. We will give a brief sketch. The above analysis gives the formula for $C$, given implicitly as

$$C\left( x + d, \left( \frac{x}{p-1} \right)^{p-1} - \left( \frac{x}{p-1} \right)^{p-2} d \right) = p(p - 1)^{-p}x^p + p(p - 1)^{-p}(2 - p)x^{p-1}d.$$  

Set $X = x + d$ and $Z = \left( \frac{x}{p-1} \right)^{p-1} - \left( \frac{x}{p-1} \right)^{p-2}d$. One checks directly by (3.1) that

$$\varphi(X^{1-p}Z) = \frac{x + d - pd}{(x + d)(p-1)}.$$  

Furthermore, calculating a little bit, we get

$$C(X, Z) - XZ = XZ\left[ \frac{p-1}{p} \cdot \frac{x + d - pd}{(x + d)(p-1)} + \frac{2 - p}{p(p-1)} + \frac{1}{p(p-1)} \cdot \frac{(x + d)(p-1)}{x + d - pd} \right],$$

and it remains to note that the right-hand side is $B(X, Z)$.

4.2. The case $p > 2$

The reasoning is similar to that in the previous case, so we will be brief. We start with some additional assumptions on the partial derivatives of $B$. As previously, we work under the condition $B_{xx} \geq 0$ on $(0, \infty)^2$. Furthermore, we impose the vanishing requirement on one of the first-order derivatives: in contrast to the case $1 < p < 2$, now we assume that $B_x$ is zero on the $z$-axis: $B_x(0, z) = 0$. Next, we consider the function $C(x, z) = B(x, z) + xz$ and note that the degeneration of (2.5) can be rewritten as the Monge–Ampere equation $C_{xx}(x, z)C_{zz}(x, z) = (C_{zz}(x, z))^2$. We assume that the foliation is of the same shape as in the case $1 < p < 2$; see Figure 1. Next we repeat, word by word, the analysis which leads to the equality curve $\gamma$ and due to the assumption that $p > 2$, this time it is a graph of a convex function.
Some substantial differences occur when we turn to the identification of the explicit formula for $C$. As before, we fix a point $(x, s_0x^{p-1}) \in \gamma$, denote by $\alpha$ the slope of the corresponding leaf of foliation and write

$$C(x + d, s_0x^{p-1} + \alpha d) = C(x, s_0x^{p-1}) + C_x(x, s_0x^{p-1})d + C_z(x, s_0x^{p-1})\alpha d. \quad (4.3)$$

Now, we have $C(x, s_0x^{p-1}) = x^p(s_0 + K/p + s_0'/p')$ (because $(x, s_0x^{p-1}) \in \gamma$) and $C_x(x, s_0x^{p-1}) = (K + s_0)x^{p-1}$ and $C_z(x, s_0x^{p-1}) = x + (s_0x^{p-1})x^{p-1} = x(1 + s_0^{1/(p-1)})$.

Now, the assumption $B_x(0, z) = 0$ implies $C_x(0, z) = z$. Since $C_x$ is constant along the leaves of foliation, if we compare this to $C_x(x, s_0x^{p-1})$, we get that the line segment $I$ intersects the $z$ axis at the point $(0, (K + s_0)x^{p-1})$. Therefore, we have $\alpha = -Kx^{p-2}$. Plugging all this information into (4.3) gives

$$C(x + d, s_0x^{p-1} - Kx^{p-2}d) = \left( \frac{K}{p} + \frac{s_0'}{p'} + s_0 \right)x^p - (Ks_0^{1/(p-1)} - s_0)x^{p-1}d.$$

To guess $K$ and $s_0$, we compute the derivative $C_z$ along the $z$-axis. By the above formula for $C$, we have $C(0, (K + s_0)x^{p-1}) = \left( \frac{K}{p} + \frac{s_0'}{p'} + Ks_0^{1/(p-1)} \right)x^p$, and hence,

$$(K + s_0)C_z(0, (K + s_0)x^{p-1}) = \frac{p}{p-1} \left( \frac{K}{p} + \frac{s_0'}{p'} + Ks_0^{1/(p-1)} \right)x.$$

On the other hand, $C_z$ is constant along $I$, so $C_z(0, (K + s_0)x^{p-1}) = C_z(x, s_0x^{p-1}) = x(1 + s_0^{1/(p-1)})$. Combining this with the previous equation yields an identity which is equivalent to

$$K = \frac{s_0(p-1)}{s_0^{1/(p-1)} - p + 2}.$$

The right-hand side, considered as a function of $s_0 \in (p-2, \infty)$, attains its minimal value $(p-1)^p$ at the point $(p-1)^{p-1}$. Setting $K = (p-1)^p$, $s_0 = (p-1)^{p-1}$, once can check that the function $(x, z) \mapsto C(x, z) - xz$ is the special function we used in the Section 3. Indeed, substituting the above values of $K$ and $s_0$ into the formula for $C$, we get

$$C(x + d, ((p-1)x)^{p-1} - (p-1)^2((p-1)x)^{p-2}d) = p'((p-1)x)^p - p(p-2)((p-1)x)^{p-1}d.$$

If we set $X = x + d$ and $Z = ((p-1)x)^{p-1} - (p-1)^2((p-1)x)^{p-2}d$, we check directly from (3.3) that $\varphi(X^1-pZ) = (px - x - d)/(x + d)$ and

$$C(X, Z) - XZ = \left(1 - \frac{1}{p} \right)XZ \left[ \frac{px - x - d}{x + d} + \frac{px - x - d}{x + d} - p + 2 \right].$$

The right-hand side is precisely $B(X, Z)$ and this shows that the function we discovered coincides with that used in Section 3.
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