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Channel-state duality is a central result in quantum information science. It refers to the correspondence between a dynamical process (quantum channel) and a static quantum state in an enlarged Hilbert space. Since the corresponding dual state is generally mixed, it is described by a Hermitian matrix. In this article, we present a randomized channel-state duality. In other words, a quantum channel is represented by a collection of \( N \) pure quantum states that are produced from a random source. The accuracy of this randomized duality relation is given by \( 1/N \), with regard to an appropriate distance measure. For large systems, \( N \) is much smaller than the dimension of the exact dual matrix of the quantum channel. This provides a highly accurate low-rank approximation of any quantum channel, and, as a consequence of the duality relation, an efficient data compression scheme for mixed quantum states. We demonstrate these two immediate applications of the randomized channel-state duality with a chaotic 1-dimensional spin system.

Quantum channels are the most general framework for describing dynamical quantum processes, from the time evolution of closed or open quantum systems to quantum communications between distant parties, and error corrections on quantum computers. One of the most powerful methods for investigating quantum channels is the so-called channel-state duality [1–5]: For every quantum channel, there exists a quantum state corresponding to it. As a result, the dynamical information of the former can be fully encoded into the kinematic information of the latter [6]. Hitherto, channel-state duality has become a classic textbook result in quantum information science. It not only offers an elegant mathematical characterization of the structure of quantum channels [7, 8], but also has a profusion of implications and applications in various research areas, e.g., quantum process tomography [9, 10], non-local quantum correlations [11, 12], or non-Markovian quantum dynamics [13].

The dual state of a quantum channel “lives” in an enlarged bipartite Hilbert space. In other words, for a channel that accepts an input state from a Hilbert space of dimension \( d_a \), and outputs a state with dimension \( d_b \), its corresponding dual state is a bipartite quantum state with a Hilbert space dimension \( d = d_a \times d_b \). Additionally, the dual state is in general a mixed quantum state, and is therefore described by a density matrix—a Hermitian matrix of dimension \( d \times d \) dubbed the Choi matrix. The rank of this matrix is also referenced as the rank of the corresponding channel.

Although a quantum channel has a precise Choi matrix representation, efficiently finding its low-rank approximate [14–16] still remains a challenging problem. Such an approximation is highly desirable, because it can significantly reduce the complexity of describing and assessing the channel’s properties. On the other hand, as a consequence of the channel-state duality, this problem is equivalent to finding a low-rank matrix approximation of the channel’s Choi matrix. The latter problem is of importance on its own [17–20], which has relevance in areas even outside physics, such as engineering and data sciences.

In this article, we introduce a randomized channel-state duality. Instead of a single density matrix, we convert the channel to a set of \( N \) pure states in the Hilbert space of the same dimension \( d \) (Figure 1). These pure states are all produced from a random source of input. Here, the first moment of these pure states—averaged with respect to the probability distribution of the initial random input—creates an exact dual state (density matrix) of the quantum channel. Given that we employ \( N \) random pure state realizations, the average of these pure states serves as a good approximation of the exact density matrix, with a precision (quantified by the variance of a proper distance measure) given by a factor of \( 1/N \).

As a result, using \( N \) \( d \)-dimensional vectors, we can approximate the precise dual state with a high degree of accuracy. \( N \) is set to meet the desired precision. It is independent of, and much smaller than, the dimension \( d \) for large systems.
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FIG. 1. Channel-state duality. A quantum channel induced by the unitary evolution of an interacting spin chain system. The channel input is the state of the entire spin chain (blue), whose Hilbert space dimension is \( d_a \). The output is the reduced state of a subsystem (red), with dimension \( d_b \). Through channel-state duality, this channel can be represented by a (generally mixed) quantum state in a \( d_a \times d_b \)-dimensional Hilbert space, known as the Choi matrix. We show that the same channel can be described by a set of \( N \) pure quantum states (hence vectors) of the same dimension, generated from random sources. Here \( N \) determines the precision of the representation.
**Randomized dual states**

Let us start by formulating the conventional channel-state duality. A quantum channel is formally defined as a linear map \( \mathcal{X} : L(H^a) \rightarrow L(H^b) \) that transfers linear operators on Hilbert space \( H^a \) to \( H^b \), whose dimensions are respectively \( d_a \) and \( d_b \). \( \mathcal{X} \) is demanded to be completely positive and trace-preserving. These properties guarantee the existence of the operator sum representation [21] (Kraus representation) of channel \( \mathcal{X} \), i.e.,

\[
\mathcal{X}(\rho) = \sum_{k=1}^{r} M_k \rho M_k^\dagger, \quad \sum_{k} M_k^\dagger M_k = I. \tag{1}
\]

Here, \( I \) is the identity operator. The minimal value of \( r \) is the Kraus rank (or Choi rank) of \( \mathcal{X} \). To get the dual state of \( \mathcal{X} \), consider a maximally entangled state \( |\psi_k\rangle \) in the composed Hilbert space \( H_a \otimes H_b \), and apply \( \mathcal{X} \) to one of its subspace. This is also known as the Jamiołkowski-Choi isomorphism [22–24]:

\[
\mathcal{X} \rightarrow \sigma_X \equiv \mathbb{I} \otimes \mathcal{X} (|\phi^+\rangle \langle \phi^+|). \tag{2}
\]

Here, \( I \) is the identity map. The canonical maximally entangled state \( |\phi^+\rangle \equiv \sum_i |ii\rangle / \sqrt{d_a} \) is represented in the computational basis. This correspondence is illustrated in Fig. 2 a.

The dual state \( \sigma_X \)—known as the Choi matrix—is of dimension \( d = d_a \times d_b \). It fully characterizes quantum channel \( \mathcal{X} \), in the sense that any dynamical information of the channel can be extracted from the dual state alone. More precisely, for any Hermitian operators \( A \) and \( B \) that apply on \( H_a \) and \( H_b \), respectively, we have [1, 6]

\[
\text{tr} \left[ \mathcal{X}(A)B \right] = d_a \cdot \text{tr} \left[ \sigma_X A^\dagger \otimes B \right], \tag{3}
\]

where \( A^\dagger \) denotes the matrix transpose of \( A \) in the computational basis. Note that the rank of the Choi matrix is identical to the Kraus rank of the corresponding channel. Therefore, a low-rank (approximate) representation of the Choi matrix directly gives rise to a low-rank representation of the channel, and vice versa.

For the sake of transparency, let us present the randomized channel-state duality for a special type of channel. We will generalize it later to generic channel. Consider a channel \( \mathcal{X} \) induced by a unitary evolution \( \hat{U} \). The input Hilbert space \( H_a \) matches the full dimension of the unitary, while the output Hilbert space \( H_b \) is a subspace of \( H_a \) (Figure 1). \( \mathcal{X} \) can be formally define as

\[
\mathcal{X}(\rho) = \text{tr}_b [\hat{U} \rho \hat{U}^\dagger], \tag{4}
\]

where \( \text{tr}_b \) is the partial trace over the complement of \( H_b \). We then map \( \mathcal{X} \) to a pure state, i.e.,

\[
\mathcal{X} \rightarrow |\Psi\rangle \equiv \mathbb{I} \otimes \hat{U}^\dagger (|\phi^+\rangle \otimes |\psi\rangle). \tag{5}
\]

This transformation is illustrated in Fig. 2 b (blue shaded area). Here, \( |\phi^+\rangle \) is the canonical maximally entangled state in the bipartite Hilbert space \( H_b \otimes H_b \)—tensor product between the output Hilbert space and an ancillary Hilbert space of the same dimension. \( |\psi\rangle \) is a random state on the complement of \( H_b \). Note that the identity map applies on one subsystem of \( |\phi^+\rangle \). \( \hat{U}^\dagger \) applies to the other subsystem of \( |\phi^+\rangle \) together with \( |\psi\rangle \) Therefore, the resulting pure state has the same dimension \( d \) as the Choi matrix. We also assume that the initial state \( |\psi\rangle \) is drawn from an ensemble that forms a quantum state 2-design [25]. With respect to the probability distribution of the input ensemble, the first moment of the output state \( |\Psi\rangle \) is a density matrix

\[
\rho_{\mathcal{X}} \equiv \int d\psi \ |\Psi\rangle \langle \Psi|. \tag{6}
\]

Here, the integral is performed with respect to the probability measure of the initial random input state \( |\psi\rangle \).
This density matrix provides an exact characterization of channel $X$, similar to the Choi matrix, through,

$$\text{tr} [X(A)B] = d_a \cdot \text{tr} [\rho_X A \otimes B'] .$$ (7)

Therefore, we get a new channel-state duality with the exact dual state $\rho_X$.

Rigorous proof of the above duality relation is delegated to supplemental information. We now offer a more heuristic explanation: If one applies the standard Jamiołkowski-Choi isomorphism (2) not to $|\phi^+\rangle$, but to a maximally entangled state in a rotated basis other than the computational basis, i.e., $U^\dagger \otimes U^\dagger |\phi^+\rangle$, one gets a new transformation represented by a circuit diagram shown in Fig. 2 b including the grey shaded area. For an observer who only has access to the space of the final output states $|\Psi\rangle$, the reduced state of one subsystem of the bipartite maximally entangled state is indistinguishable from the maximally mixed state. Hence, one can replace the maximally entangled input state (grey area in Fig. 2 b) with the maximally mixed state, which can be further approximated by a collection of random pure states $|\psi_k\rangle$.

From this point of view, the exact density matrix $\rho_X$ is not special compared to the standard Choi matrix $\sigma_X$. In fact, as evidenced by their duality relations (3) and (7), they are connected by a global transpose, which is an anti-unitary operation. However, the crucial point is that one can approximate $\rho_X$ with $N$ realizations of the output pure state $|\Psi\rangle$, whose average serves as a good estimator of $\rho_X$:

$$\rho_X^{\text{est}} = \frac{1}{N} \sum_{k=1}^{N} |\Psi_k\rangle \langle \Psi_k|.$$ (8)

As will be seen, we can achieve a high accurate approximation with only a relatively small number $N$.

**Bounding the variance**

The idea underlying the above low-rank approximation is the typicality of quantum states among a random ensemble. In our case, expectation values of observables evaluated on a single random dual state realization $|\Psi\rangle$ are highly likely to be around the averaged values of many realizations (Figure 2 c). Quantitatively, the averaged distance between the exact dual state $\rho_X$ and the estimator $\rho_X^{\text{est}}$ with $N$ pure states can be bounded as (supplemental information)

$$\int d\psi \| \rho_X^{\text{est}} - \rho_X \|_2 \leq \sqrt{\frac{1}{N}}.$$ (9)

Here $\|X\|_2 \equiv \sqrt{\text{tr}XX^\dagger}$ is the Hilbert-Schmidt norm, and $d\psi \equiv \prod_k d\psi_k$. Moreover, the variance of the distance is suppressed by $N$ as well, i.e.,

$$\int d\psi \| \rho_X^{\text{est}} - \rho_X \|_2 \leq \frac{1}{N}.$$ (10)

This gives an upper bound $1/\sqrt{N}$ for the standard deviation of the distance. Since $\rho_X^{\text{est}}$, as the first moment of
generalize the randomized channel-state duality to generic quantum channels, $\mathcal{X} : L(H_a) \rightarrow L(H_b)$, note that $\mathcal{X}$ can be dilated to a unitary channel via the Stinespring dilation theorem [27]. Namely, the input Hilbert space is enlarged by an ancillary system, whose initial state is fixed to a pure state, denoted as $|0\rangle$. One can then generate the randomized dual states for this enlarged unitary channel. The duality relation (11) becomes

$$\text{tr} [\mathcal{X}(A)B] = d_U \cdot \int d\psi \langle \Psi | A \otimes B^t | \Psi \rangle,$$

where $d_U$ is the dimension of the dilated unitary. Let us decompose the dual state $|\Psi\rangle$ as

$$|\Psi\rangle = c_0 |0\rangle \otimes |\Phi\rangle + |\tilde{\Psi}\rangle,$$

where $|\Phi\rangle$ lives in the Hilbert space that support $A \otimes B$, and $|\tilde{\Psi}\rangle$ is orthogonal to $|0\rangle$. $c_0^2 = d_\rho / d_U$ is a normalization factor. With this, we recover the duality relation

$$\text{tr} [\mathcal{X}(A)B] = d_\rho \cdot \int d\psi \langle \Phi | A \otimes B^t | \Phi \rangle.$$

Note that $|\Phi\rangle$ has the same dimension as the the Choi matrix of $\mathcal{X}$. Their average forms an exact dual state $ho_\mathcal{X}$, which can be approximated with $N$ realizations of $|\Phi\rangle$. The choice of $c_0$ guarantees that $\rho_\mathcal{X}$
is normalized. To test this, consider the Ising spin system again. This time, the channel input and output are both chosen as subsystems of the entire spin chain (in this case, the channel dilation is already known, which is the unitary evolution of the entire system). Figure 3b shows the distance between the exact dual matrix and its approximates with various $N$. The scaling of the distance as well as the deviations follow our prediction.

Another benefit of using the randomized dual (pure) states is to consider their higher-order moments. In contrast to the first moment, which is approximate to the exact dual state of the channel, the higher-order moments contain information beyond the standard channel-state duality. This can be used to extract higher-order correlations of the quantum channel. For example, for the unitary induced channel studied in the previous section, when operator $B = \Pi_B$ is a rank-1 projector in the computational basis, the second-order average of the observables is

$$d_{\alpha}^2 \cdot \int d\psi d\psi' \left| \langle \Psi | A \otimes \Pi_B | \Psi' \rangle \right|^2 = \text{tr} \left[ (U A U^\dagger \Pi_B)^2 \right],$$

(21)

where the right-hand side is the out-of-time order correlation function [28, 29]. This quantity has been used to study information scrambling [30] and diagnose chaos [31] in quantum dynamics. Equation (21) provides a practical strategy for measuring the OTOC without driving the system through forward and backward evolution loops, similar to the approach in [32]. Implications of this observation, as well as general higher-order channel-state dualities, deserve further investigation.

Let us also remark on the randomness and typicality of quantum state ensembles, which is the primary mechanism behind the randomized channel-state duality. This phenomenon is not new to physicists. For example, it has been used to replace the equal a priori probability postulate in statistical physics [33, 34], derive universal behaviors of quantum chaotic systems [35–37], establish fundamental limitations of quantum machine learning [38, 39], or probe entanglement with randomized measurement [40]. Here, our findings suggest that one can employ randomness of quantum states passively as a resource to encode and process quantum information as well.
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\caption{Randomized channel-state duality for channel $X: L(H_a) \rightarrow L(H_b)$ induced by unitary $U$.}
\end{figure}

In this section, we prove that, for a quantum channel $X$ directly induced by unitary $U$, the first moment of the random dual states introduced in the main text is an exact dual state of the channel.

Let us first fix the convention. As illustrated in Fig. 1, the channel maps quantum states from Hilbert space $H_a$ of dimension $d_a$, to Hilbert space $H_b$ of dimension $d_b$. This is a unitary induced channel in the sense that the input dimension $d_a$ is the dimension of unitary, and $H_b$ is a subsystem of $H_a$. The channel is formally defined as

$$X(\rho) = \text{tr}_b \left[ U \rho U^\dagger \right],$$

where $\text{tr}_b$ is the partial trace over the complement of $H_b$, i.e., $H_c$. Equivalently, for Hermitian operators $A$ and $B$ that apply on $H_a$ and $H_b$, respectively,

$$\text{tr} \left[ X(A)B \right] = \text{tr} \left[ U \rho U^\dagger B \right],$$

For this channel, the random dual states are generated as

$$|\Psi\rangle = \mathbb{I} \otimes U^\dagger \left( |\phi^+\rangle \otimes |\psi\rangle \right),$$

where $\mathbb{I}$ is the identity map. $|\psi\rangle$ is a random state drawn from an ensemble that is a quantum state 2-design. $|\psi\rangle$ is a state on the complement of $H_b$, which is denoted as $H_c$ with dimension $d_c$. $|\phi^+\rangle \equiv \sum_i |ii\rangle / \sqrt{d_b}$ is the maximally entangled state in the computational basis that lives in $H_b \otimes H_b$—a tensor product space between the subsystem $H_b$ and an ancillary copy of $H_b$. 
The first moment of the random dual state $|\Psi\rangle$ reads

$$\rho_\mu = \int d\psi |\Psi\rangle\langle\Psi|,$$

where the integral is performed with respect to the measure of $|\psi\rangle$ in the initial random ensemble (in our case, a 2-design). Our aim is to establish an exact duality relation introduced in the main text, i.e.,

$$\text{tr} [\mathcal{X}(A)B] = d_a \cdot \text{tr} [\rho_\mu A \otimes B^t].$$

(5)

On the right hand side of the above equation, $\rho_\mu$ lives on the Hilbert space $H_a \otimes H_b$. Operator $A$ applies on $H_a$, and $B$ applies on the ancillary copy of $H_b$. This condition is equivalent to

$$\text{tr} [UAU^\dagger B^t] = d_a \cdot \int d\psi \langle\Psi|A \otimes B|\psi\rangle.$$

(6)

The right hand side of the above equation (besides the pre-factor $d_a$) is the average of the measurement value of observable $A \otimes B$ on $|\Psi\rangle$, denoted as

$$\mu_1 \equiv \int d\psi \langle\Psi|A \otimes B|\psi\rangle$$

(7)

$$= \int d\psi \text{tr} (|\psi\rangle\langle\psi| \otimes |\phi^+\rangle\langle\phi^+|UAU^\dagger \otimes B).$$

To evaluate this quantity further, note that the maximally entangled state $|\phi^+\rangle$ satisfies the invariance property

$$X \otimes Y |\phi^+\rangle = XY^t \otimes I |\phi^+\rangle = I \otimes YX^t |\phi^+\rangle,$$

(8)

where $I$ is the identity operator. This allows us to move operator $B$, which acts on the ancillary copy of $H_b$ system, to the subsystem $H_b$, i.e.,

$$I \otimes B |\phi^+\rangle = B^t \otimes I |\phi^+\rangle.$$

(9)

Hence, the average simplifies to

$$\mu_1 = \int d\psi \text{tr} (|\psi\rangle\langle\psi| \otimes |\phi^+\rangle\langle\phi^+|UAU^\dagger \otimes I).$$

(10)

Since $UAU^\dagger B^t$ only applies to $|\psi\rangle$ and one subsystem $H_b$ of the bipartite entangled state $|\phi^+\rangle \in H_b \otimes H_b$, only this subsystem is relevant in the above trace evaluation. We can then replace $|\phi^+\rangle$ with its reduced density of state on the subsystem $H_b$ that supports $UAU^\dagger B^t$, which is a maximally mixed state $I/d_b$. Therefore, $\mu_1$ further simplifies to

$$\mu_1 = \frac{1}{d_b} \int d\psi \text{tr} (|\psi\rangle\langle\psi|UAU^\dagger B^t).$$

(11)

We consider that the initial random input state $|\psi\rangle$ is generated from a fixed reference state $|0\rangle$ by random unitary $V$ that is drawn from a unitary 2-design ensemble, i.e., $|\psi\rangle = V|0\rangle$. $|\psi\rangle$ generated in this manner automatically form a quantum state 2-design. With this, we can replace the integral over $|\psi\rangle$ with an integral over $V$ with respect to its measure on the 2-design ensemble, i.e.,

$$\mu_1 = \frac{1}{d_b} \int dV V|0\rangle\langle0|V^\dagger UAU^\dagger B^t$$

$$= \frac{1}{d_a} \text{tr} (UAU^\dagger B^t),$$

(12)

where we used the first-order Haar average

$$\int dV V|0\rangle\langle0|V^\dagger = I/d_c.$$

(13)

Since $V$ is drawn from a unitary 2-design, its first moment average equal the Haar average. Note also that $d_c$ is the dimension of $V$, and $d_a = d_b d_c$. Hence, we obtain the desired channel-state duality

$$\text{tr} (UAU^\dagger B^t) = d_a \mu_1 = d_a \cdot \int d\psi \langle\Psi|A \otimes B|\psi\rangle = \text{tr} [\rho_\mu A \otimes B].$$

(14)
II. BOUNDING THE VARIANCE

In the previous section, we have established the exact channel-state duality for the first moment of the random dual states, 

\[ \rho_X = \int d\psi |\Psi\rangle \langle \Psi| \].

With \( N \) realizations of the pure random dual states \( |\Psi\rangle \), we achieve an estimate of the exact dual state, that is 

\[ \rho^\text{est}_X = \frac{1}{N} \sum_{k=1}^{N} |\Psi_k\rangle \langle \Psi_k| \approx \rho_X. \]

Here, we use two methods to quantify the accuracy of this approximation. One is via direct computation of the distance between the exact and the approximate states, the other is to quantify the variance of the observable expectation value predicted by \( \rho^\text{est}_X \). We first present the second approach.

A. Variance for observables

1. General upper bound

In this section, we derive a tight upper bound of the variance for observables. For Hermitian operators \( A \) and \( B \) that apply on \( H_a \) and \( H_b \), respectively, the duality relation reads 

\[ \text{tr} [\mathcal{X}(A) B_t] = d_a \cdot \int d\psi \langle \Psi| A \otimes B |\Psi\rangle. \] (15)

Here, \( \langle \Psi| A \otimes B |\Psi\rangle \) is the expectation value of \( A \otimes B \) for a single random dual state \( |\Psi\rangle \). It can be viewed as a random variable, whose average value equals the quantum channel prediction on the left-hand side of the above equation (upto a pre-factor \( d_a \)). We would like to quantify the variance of this random variable, i.e., 

\[ \sigma^2 = \int d\Psi |\langle \Psi| A \otimes B |\Psi\rangle|^2 - \left( \int d\Psi \langle \Psi| A \otimes B |\Psi\rangle \right)^2 \]

\[ = \mu_2 - \mu_1^2. \] (16)

Here, \( \mu_2 \) is defined as 

\[ \mu_2 = \int d\Psi |\langle \Psi| A \otimes B |\Psi\rangle|^2 \]

\[ = \int d\Psi \left[ \text{tr} (|\psi\rangle \langle \psi| \otimes |\phi^+\rangle \langle \phi^+| UA \dagger \otimes B) \right]^2. \] (17)

We would like to stress that, in the main text, we considered the random variable \( d_a \cdot \langle \Psi| A \otimes B |\Psi\rangle \), which differs from the convention here by a factor of \( d_a \). Therefore, the variance defined in the main text is the one considered here multiplied by \( d_a^2 \).

Let us evaluate this term first. With the same trick we used in the previous section, the bi-partite entangled state \( |\phi^+\rangle \in H_b \otimes H_b \) can be replaced by a maximally mixed state \( I/d_b \) on \( H_b \), i.e., 

\[ \mu_2 = \frac{1}{d_b^2} \int d\psi \left[ \text{tr} (|\psi\rangle \langle \psi| UA \dagger B^t) \right]^2. \] (18)

Let us write \( \mu_2 \) in a more convenient form 

\[ \mu_2 = \frac{1}{d_b^2} \int d\psi \text{ tr} (|\psi\rangle \langle \psi| UA \dagger B^t) \text{ tr} [|\psi\rangle \langle \psi|(UA \dagger B^t)^\dagger]. \] (19)

and decompose \( UA \dagger B^t \) as 

\[ UA \dagger B^t = \sum_k P_k \otimes Q_k B^t, \] (20)
where $P_k$ and $Q_k$ are Hermitian operators on $H_c$ and $H_b$, respectively. \{$P - k\}$ form an orthonormal frame, i.e.,

$$\text{tr} P_k P_k^\dagger = \delta_{k,k'}.$$  \hfill (21)

To see this, choose two orthonormal Hermitian frames $P_k$ and $\tilde{Q}_k$, and decompose $UAU^\dagger$ as

$$UAU^\dagger = \sum_{k,k'} c_{k,k'} P_k \otimes \tilde{Q}_k = \sum_k P_k \otimes \sum_{k'} c_{k,k'} \tilde{Q}_{k'}.$$  \hfill (22)

Since $A$ is Hermitian, $c_{k,k'}$ are real numbers. Therefore, $Q_k = \sum_{k'} c_{k,k'} \tilde{Q}_{k'}$ are Hermitian (but not orthonormal). With this decomposition, we can evaluate $\mu_2$ as

$$\mu_2 = \frac{1}{d_b^2} \int d\psi \sum_{k,k'} \text{tr} \left( |\psi\rangle \langle \psi | P_k \otimes Q_k B^\dagger \right) \text{tr} \left( |\psi\rangle \langle \psi | P_{k'} \otimes B^\dagger \tilde{Q}_{k'} \right) = \frac{1}{d_b^2} \sum_{k,k'} \text{tr} \left( |\psi\rangle \langle \psi | P_k \otimes Q_k B^\dagger \right) \text{tr} \left( |\psi\rangle \langle \psi | P_{k'} \otimes B^\dagger \tilde{Q}_{k'} \right) \hfill (23)$$

Again, via $|\psi\rangle = V|0\rangle$, we replace the integral over $|\psi\rangle$ with an integral over a unitary 2-design, which can be computed with the aid of the Weingarten function for Haar random unitaries. We put the resulting formula here:

$$\int dV V^\dagger X V Y V^\dagger Z V = \left[ \frac{\text{tr} X \text{tr} Z}{D^2 - 1} - \frac{\text{tr} (XZ)}{D(D^2 - 1)} \right] Y + \left[ \frac{\text{tr} (XZ) \text{tr} Y}{D^2 - 1} - \frac{\text{tr} X \text{tr} Z \text{tr} Y}{D(D^2 - 1)} \right] I,$$  \hfill (24)

where $X, Y$ and $Z$ are arbitrary operators. $D$ is the dimension of the unitary $V$. In our case, since $V$ is drawn from a unitary 2-design, its second moment average equals the above Haar average. Therefore,

$$\mu_2 = \frac{d_c}{d_b^2} \sum_{k,k'} \left( \text{tr} \int dV V|0\rangle \langle 0| V^\dagger P_k V|0\rangle \langle 0| V^\dagger P_{k'} \right) \text{tr} Q_k B^\dagger \text{tr} B^\dagger Q_{k'} = \frac{d_c}{d_b^2} \sum_{k,k'} \left( \text{tr} P_k P_{k'}^\dagger + \text{tr} P_k P_{k'} \right) \text{tr} Q_k B^\dagger \text{tr} B^\dagger Q_{k'} \hfill (25)$$

The second term in the parentheses of the above equation results in a quantity that is proportional to the square of $\mu_1$, i.e.,

$$\frac{1}{d_b^2 d_c(d_c + 1)} \sum_{k,k'} \text{tr} P_k P_{k'}^\dagger \text{tr} Q_k B^\dagger \text{tr} B^\dagger Q_{k'} = \frac{d_c}{d_c + 1} \frac{1}{d_b^2} \left[ \text{tr} \left( UAU^\dagger B^\dagger \right) \right]^2 = \frac{d_c}{d_c + 1} \mu_1^2.$$  \hfill (26)

where we have used $d_a = d_b d_c$. The first term in the parentheses can be bounded as

$$\frac{1}{d_b^2 d_c(d_c + 1)} \sum_{k,k'} \text{tr} P_k P_{k'}^\dagger \text{tr} Q_k B^\dagger \text{tr} B^\dagger Q_{k'} \leq \frac{d_b}{d_c} \frac{1}{d_c + 1} \sum_k \text{tr} P_k P_{k'}^\dagger \text{tr} \left[ Q_k B^\dagger (Q_k B^\dagger)^\dagger \right] \hfill (27)$$

In the second line of above equation, we have used the orthogonality of $\{P_k\}$, and the inequality is due to combining the two trace terms involving $B^\dagger$. Namely, for operator $X$,

$$\text{tr} X \text{tr} X^\dagger \leq D \cdot \text{tr} X X^\dagger,$$  \hfill (28)
where $D$ is the dimension of $X$. To establish this, note that the left-hand side is bounded in terms of the trace norm (nuclear norm) of $X$, i.e.,

$$\text{tr}X, \text{tr}X^\dagger \leq \text{tr}\sqrt{XX^\dagger} \equiv \|X\|_*,$$

(29)

and the right-hand side is the square of the Hilbert-Schmidt norm (Frobenius norm), i.e.,

$$\text{tr}XX^\dagger \equiv \|X\|_2^2.$$

(30)

These two norms satisfy

$$\|X\|_* \leq \sqrt{D} \cdot \|X\|_2.$$

(31)

Therefore, the variance becomes

$$\sigma^2 \leq \frac{1}{d_c + 1} \left\{ \frac{1}{d_a} \text{tr} \left[ (UAU^\dagger B^t (UAU^\dagger B^t)^\dagger - \frac{1}{d_a} \left[ \text{tr} (UAU^\dagger B^t) \right]^2 \right] \right\}.$$

(32)

Here, the term in the curly brackets can be interpreted as the intrinsic variance of the operator $UAU^\dagger B^t$ (evaluated with respect to a maximally mixed state $I/d_a$), defined as

$$\text{Var} \left[ UAU^\dagger B^t \right] \equiv \text{tr} \left[ UAU^\dagger B^t (UAU^\dagger B^t)^\dagger I/d_a \right] - \left[ \text{tr} (UAU^\dagger B^t I/d_a) \right]^2.$$

(33)

Therefore,

$$\sigma^2 \leq C \cdot \text{Var} \left[ UAU^\dagger B^t \right],$$

(34)

where $C = 1/(d_c + 1) < 1$. This is a general tight upper bound, in the sense that it can be saturated. For instance, when $A$ and $B$ are both identity operators, $\sigma^2 = 0$.

Note that the square of the mean, $\mu_1^2$, is interpreted as the expectation value of the same operator $UAU^\dagger B^t$, with respect to the maximally mixed state $I/d_a$, i.e.,

$$\mu_1^2 = \left[ \text{tr} (UAU^\dagger B^t I/d_a) \right]^2.$$

(35)

The “noise-to-signal” ratio, $\sigma^2/\mu_1^2$, is therefore determined by that of the operator $UAU^\dagger B^t$.

Since our protocol involves $N$ independent random states, we are interested in the “$N$-averaged” value:

$$\frac{1}{N} \sum_{k=1}^N \langle \Psi_k | A \otimes B | \Psi_k \rangle = \text{tr} \left[ \rho^\text{est}_k A \otimes B \right].$$

(36)

Here, $|\Psi_k\rangle$ are independent realizations of the random dual states. The overall variance $\sigma^2_N$ of the above quantity is therefore suppressed by a factor of $N$, i.e.,

$$\sigma^2_N = \frac{1}{N} \sigma^2 \leq \frac{C}{N} \text{Var} \left[ UAU^\dagger B^t \right].$$

(37)

As an example, consider a system with $n$ qubits. In this case, $d_a = 2^n$. As studied in the main text, $A$ is a rank-1 projector corresponding to the initial pure state of the system. $B$ is a single qubit Pauli operator. In this case, $d_c = 2^n - 1$. The bound of $\sigma^2$ reduces to

$$\sigma^2 \leq \frac{1}{d_c + 1} \frac{1}{d_a} \text{tr} \left[ (UAU^\dagger B^t (UAU^\dagger B^t)^\dagger \right] = \frac{1}{(d_c + 1)d_a} \leq \frac{2}{d_a^2}.$$

(38)

Again, in the main text, the considered random variable is $d_a \cdot \langle \Psi | A \otimes B | \Psi \rangle$, rather than $\langle \Psi | A \otimes B | \Psi \rangle$ studied here. Therefore, the above bound of $\sigma^2$ translates to $\sigma^2 \leq 2$ in the main text.
2. Rank-1 projectors

The upper bound of variance $\sigma^2$ can be improved for specific cases. In this section, we derive a tighter bound for the case when the operators $A$ and $B$ are rank-1 projectors ($B$ can be further relaxed to any positive operator).

Let us start with the expression of $\mu_2$ we have obtained in equation (25),

$$
\mu_2 = \frac{1}{d_b^2 d_c (d_c + 1)} \sum_{kk'} \left( \text{tr} P_k P_{k'}^\dagger + \text{tr} P_k \text{tr} P_{k'}^\dagger \right) \text{tr} Q_k B^t \text{tr} B^t Q_{k'}^\dagger,
$$

where $P_k$ and $Q_k$ are operators from the decomposition

$$
UAU^\dagger = \sum_k P_k \otimes Q_k.
$$

Suppose $UAU^\dagger = |s\rangle \langle s|$ is a rank-1 operator, we can decompose $|a\rangle$ in $H_c \otimes H_b$ as

$$
|s\rangle = \sum_i |i_c\rangle \otimes |i_b\rangle,
$$

where $|i_b\rangle$ is chosen as the the eigenbasis of $B$. $|i_c\rangle$ are states that are neither normalized nor orthogonal. We can then write $UAU^\dagger$ as

$$
UAU^\dagger = \sum_{i,j} |i_c\rangle \langle j_c| \otimes |i_b\rangle \langle j_b|.
$$

With this, one can identify that

$$
P_k = |i_c\rangle \langle j_c|, \quad Q_k = |i_b\rangle \langle j_b|.
$$

Here, $k$ is a label for the pair $(i, j)$. Since $i_b$ is the eigenbasis of $B$, the only terms that survive in $\mu_2$ is those terms that have $k = (i, i)$. For those $k$, we have

$$
\text{tr} P_k P_{k'}^\dagger \leq \text{tr} P_k \text{tr} P_{k'}^\dagger, \quad \text{tr} Q_k B^t \text{tr} B^t Q_{k'}^\dagger > 0,
$$

where latter is because $B$ is a positive operator as assumed. Therefore,

$$
\mu_2 \leq \frac{1}{d_b^2 d_c (d_c + 1)} \sum_{kk'} \text{tr} P_k \text{tr} P_{k'}^\dagger \text{tr} Q_k B^t \text{tr} B^t Q_{k'}^\dagger
$$

$$
= \frac{2}{d_b^2} \left[ \text{tr} (UAU^\dagger B^t) \right]^2 = 2\mu_1^2.
$$

Hence, the variance is bounded by the square of the mean, i.e.,

$$
\sigma^2 \leq \mu_1^2.
$$

This is a strong result: no matter how small the expectation value $|\mu_1|$ is, with $N$ realizations of the random dual states, we can always achieve a precision $\sigma \leq |\mu_1|/\sqrt{N}$.

B. Variance for the dual state

We now switch to directly bounding the distance (Hilbert-Schmidt) between the exact dual state $\rho_X$ and its estimate with $N$ pure random dual states $\rho_{\text{est}}^X$. It is convenient to evaluate the exact dual state further:

$$
\rho_X \equiv \int d\psi |\Psi\rangle \langle \Psi|
$$

$$
= \int d\psi U^\dagger |\phi^+\rangle \langle \phi^+| \otimes |\psi\rangle \langle \psi| U
$$

$$
= \int d\psi U^\dagger |\phi^+\rangle \langle \phi^+| \otimes \psi 0 \langle 0| V U^\dagger
$$

$$
= \frac{1}{d_c} U^\dagger (|\phi^+\rangle \langle \phi^+| \otimes I) U,
$$

$$
= 1.
$$
where in the last line we used again the first moment integral over Haar random unitaries. Note that, as illustrated in Fig. 1 in the first section, $|\phi^+\rangle \in H_b \otimes H_b$, $I$ is an identity operator on $H_c$, and the unitary $U$ applies on $H_a = H_b \otimes H_c$. With this expression, it is clear that

$$\rho_X^2 = \frac{1}{d_c} \rho_X.$$  

(48)

Another useful quantity is the average of the square of the difference between $\rho_X$ and $\rho_X^{\text{est}}$, i.e.,

$$\int d\psi \left( \rho_X^{\text{est}} - \rho_X \right)^2 \equiv \int d\psi_1 \cdots d\psi_N \left( \frac{1}{N} \sum_{i=1}^N |\Psi_i\rangle \langle \Psi_i| - \rho_X \right)^2,$$

which can be evaluated as

$$\int d\psi \left( \rho_X^{\text{est}} - \rho_X \right)^2$$

$$= \frac{1}{N^2} \sum_{i,j=1}^N \int d\psi_i d\psi_j |\Psi_i\rangle \langle \Psi_j| - \frac{1}{N} \sum_{i=1}^N \int d\psi_i |\Psi_i\rangle \rho_X - \frac{1}{N} \sum_{i=1}^N \int d\psi_i \rho |\Psi_i\rangle \langle \Psi_i| + \rho_X^2$$

$$= \frac{1}{N^2} \sum_{i,j=1}^N \int d\psi_i d\psi_j |\Psi_i\rangle \langle \Psi_j| - \rho_X^2$$

$$= \frac{1}{N} \sum_{i=1}^N \int d\psi_i |\Psi_i\rangle \langle \Psi_i| + \frac{1}{N^2} \sum_{i \neq j}^N \int d\psi_i d\psi_j |\Psi_i\rangle \langle \Psi_j| - \rho_X^2$$

$$= \frac{1}{N} \left( 1 - \frac{1}{d_c} \right) \rho_X.$$

With this, the averaged Hilbert-Schmidt distance between $\rho_X^{\text{est}}$ and $\rho_X$ can be bounded readily as

$$\int d\psi \| \rho_X^{\text{est}} - \rho_X \|_2$$

$$= \int d\psi_1 \cdots d\psi_N \left[ \text{tr} \left( \rho_X^{\text{est}} - \rho_X \right)^2 \right]^{1/2}$$

$$\leq \left[ \int d\psi_1 \cdots d\psi_N \text{tr} \left( \rho_X^{\text{est}} - \rho_X \right)^2 \right]^{1/2}$$

$$= \left[ \text{tr} \int d\psi_1 \cdots d\psi_N \left( \rho_X^{\text{est}} - \rho_X \right)^2 \right]^{1/2} \leq \sqrt{\frac{1}{N}}.$$  

(51)

Here, $\|X\|_2 \equiv \sqrt{\text{tr}XX^\dagger}$ is the Hilbert-Schmidt norm (Frobenius norm). In the third line we used the Hölder’s inequality, that is, for any measurable functions $f$ and $g$ on a measure space $S$ with measure $\mu$,

$$\int_S |fg| d\mu \leq \left( \int_S |f|^p d\mu \right)^{\frac{1}{p}} \left( \int_S |g|^q d\mu \right)^{\frac{1}{q}},$$

(52)

with $p, q \in [1, \infty]$ and $1/p + 1/q = 1$. Here, in our case,

$$f = \left[ \text{tr} (\rho_X^{\text{est}} - \rho_X) \right]^{1/2}, \quad g = 1, \quad p = q = 2.$$  

(53)

The variance of the the Hilbert-Schmidt distance can be bounded more directly as

$$\sigma^2 = \int d\psi \| \rho_X^{\text{est}} - \rho_X \|_2^2 - \left( \int d\psi \| \rho_X^{\text{est}} - \rho_X \|_2 \right)^2$$

$$\leq \int d\psi_1 \cdots d\psi_N \| \rho_X^{\text{est}} - \rho_X \|_2^2$$

$$= \int d\psi_1 \cdots d\psi_N \text{tr} \left( \rho_X^{\text{est}} - \rho_X \right)^2 \leq \frac{1}{N}.$$  

(54)
III. GENERAL CHANNELS

A general channel $\mathcal{X}: H_a \rightarrow H_b$ can be dilated to a unitary channel $U$, such that for Hermitian operators $A$ and $B$ that applies on $H_a$ and $H_b$, respectively,

$$\text{tr} [\mathcal{X}(A)B] = \text{tr} [U(A \otimes |0\rangle\langle 0|)U^\dagger B],$$

(55)

where $|0\rangle$ is a fixed state. This is illustrated in Fig. 2 (left). Since $A \otimes |0\rangle\langle 0|$ has the same dimensionality as the unitary $U$, we can use the method developed in the previous sections to generate random states $|\Psi\rangle$ (Fig. 2, right), which form an exact duality relation

$$\text{tr} [\mathcal{X}(A)B] = d_U \cdot \int d\psi \langle \Phi | A \otimes |0\rangle\langle 0| \otimes B^t |\Phi\rangle,$$

(56)

where $d_U$ is the dimension of $U$.

Let us decompose the random state $|\Psi\rangle$ as

$$|\Psi\rangle = c_0 |0\rangle \otimes |\Phi\rangle + |\tilde{\Psi}\rangle,$$

(57)

where $|\Phi\rangle$ lives in the Hilbert space that support $A \otimes B$, and $|\tilde{\Psi}\rangle$ is orthogonal to $|0\rangle$. $c_0^2 = d_a/d_U \leq 1$ is a normalization factor. With this, the duality relation can be rewritten as

$$\text{tr} [\mathcal{X}(A)B] = d_a \cdot \int d\psi \langle \Phi | A \otimes |0\rangle\langle 0| \otimes B^t |\Phi\rangle.$$

(58)

Therefore, our randomized duality relation is generalized to the generic channel $\mathcal{X}$, with the exact dual state

$$\rho_\mathcal{X} \equiv \int d\psi \langle \Phi | \Phi \rangle.$$

(59)

Note that the duality relation of $\rho_\mathcal{X}$ implies that it is a normalized state. This is the reason why we chose the convention $c_0^2 = d_a/d_U$. $\rho_\mathcal{X}$ is also the transpose of the Choi matrix of $\mathcal{X}$. If we approximate $\rho_\mathcal{X}$ with $N$ realizations of $|\Phi\rangle$,

$$\rho_\mathcal{X}^{\text{est}} = \frac{1}{N} \sum_k |\Phi_k\rangle\langle \Phi_k|,$$

(60)

the averaged Hilbert-Schmidt distance between $\rho_\mathcal{X}^{\text{est}}$ and $\rho_\mathcal{X}$ can be bounded in the same manner as in the previous section, i.e.,

$$\int d\psi \| \rho_\mathcal{X}^{\text{est}} - \rho_\mathcal{X} \|_2 \leq \sqrt{\frac{1}{N}}.$$

(61)
IV. BEYOND THE DUALITY — HIGHER ORDER CORRELATIONS

In the previous sections, we have established the exact channel-state duality, by evaluating the first moment of the random dual states for observables, i.e.,

$$\mu_1 = \int d\psi \langle \Psi | A \otimes B | \Psi \rangle .$$

(62)

In this section, we consider second order integral of the form

$$F = \int d\psi d\psi' |\langle \Psi | A \otimes B | \Psi \rangle'|^2 .$$

(63)

This quantity can be evaluate exactly as

$$F = \int d\psi d\psi' \text{tr} \left( A \otimes B |\psi\rangle \langle \psi| \otimes |\phi^+\rangle \langle \phi^+| B |\psi'\rangle \langle \psi'| \otimes |\phi^+\rangle \langle \phi^+| \right) .$$

(64)

Now, the two integrals can be performed seperately as

$$\int d\psi |\psi\rangle \langle \psi| = \frac{1}{d_c} I .$$

(65)

Therefore,

$$F = \frac{1}{d_c^2} \text{tr} \left( UAU^\dagger B^t |i\rangle \langle j| UAU^\dagger B^t |j\rangle \langle i| \right) .$$

(66)

Note that in the above expression, $UAU^\dagger B^t$ only applies on one subsystem of the maximally entangled state $|\phi^+\rangle$. Let us decompose $|\phi^+\rangle$ as

$$|\phi^+\rangle |\phi^+\rangle = \frac{1}{d_b} \sum_{i,j} |i,i\rangle \langle j,j| .$$

(67)

Then

$$F = \frac{1}{d_a^2} \sum_{i,j} \sum_{m,n} \text{tr} \left( UAU^\dagger B^t |i\rangle \langle j| UAU^\dagger B^t |m\rangle \langle n| \right) .$$

(68)

Compared to the definition of the out-of-time order correlator (OTOC) for operators $W$ and $V$, with respect to a quantum state $\rho$

$$F_\rho \equiv \text{tr} \left( U W U^\dagger V U^\dagger V \rho \right) .$$

(69)

$F$ can be viewed as an averaged OTOC for operators $W = A$ and $V = B^t |i\rangle \langle j|$ evaluated with respect to a thermal state at infinite temperature.

When $B = \Pi_B$ is a rank-1 projector in the computational basis—the basis of the maximally entangled state $|\phi^+\rangle$, $F$ simplifies to a single OTOC, i.e.,

$$F = \frac{1}{d_a^2} \text{tr} \left( UAU^\dagger \Pi_B UAU^\dagger \Pi_B \right) .$$

(70)