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Abstract

In this study, a layered parallel algorithm via fuzzy c-means (FCM) technique, called LP-FCM, is proposed in the framework of Map-Reduce for data clustering problems. The LP-FCM mainly contains three layers. The first layer follows a parallel data partitioning method which is developed to randomly divide the original dataset into several subdatasets. The second layer uses a parallel cluster centers searching method based on Map-Reduce, where the classic FCM algorithm is applied to search the cluster centers for each subdataset in Map phases, and all the centers are gathered to the Reduce phase for the confirmation of the final cluster centers through FCM technique again. The third layer implements a parallel data clustering method based on the final cluster centers. After comparing with some famous classic random initialization sequential clustering algorithms which include K-means, K-medoids, FCM and MinMaxK-means on 20 benchmark datasets, the feasibility in terms of clustering accuracy is evaluated. Furthermore, the clustering time and the parallel performance are also tested on some generated large-scale datasets for the parallelism.
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1. Introduction

Clustering problems have received a widespread concern as one of the most important data mining tasks in various areas. The underlying mechanism of clustering analysis is to partition a dataset into several sub-clusters according to some predefined distance measures \cite{1}. The data samples which belong to the same sub-cluster share the most similar feature values to each other, and the data samples coming to different sub-clusters are the most dissimilar \cite{2}. Numerous attempts have been made to establish a number of clustering algorithms. Considering from the view point of the statistics, the current clustering methods can be simply divided into two categories \cite{2}. The first category methods are not distribution-free approaches such as the expectation and maximization (EM) algorithm.
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[3, 4], and the fuzzy c-directions (FCD) algorithm [5]. The other category methods are
the distribution-free approaches such as K-means algorithm [6] and fuzzy c-means (FCM)
algorithm [7]. In view of the technical details of realizing clustering process [8], the exist-
ing clustering algorithms can be generally classified into five distinct categories including
partitioning-based clustering algorithms [6, 7, 9, 10, 11, 12], hierarchical-based clustering
algorithms [13, 14, 15, 16, 17], density-based clustering algorithms [18, 19, 20], grid-based
clustering algorithms [21, 22] and model-based clustering algorithms [3, 4, 23, 24]. In ad-
dition, there is also another category of fashionable approaches named ensemble clustering
[25, 26, 27].

In partitioning-based clustering algorithms, FCM is a classic and famous clustering
method based on dynamic partition process. Unlike other partitioning-based methods like
K-means [6], FCM is a soft clustering solution which applies fuzzy set theory to describe the
belonging grades of each sample allows the samples belonging to each class with different
grades. As FCM can be easily implemented, and can produce a reasonable result, it is
always a hot topic in data mining fields [28]. However, with quickly increasing data size
involved in many businesses, plenty of traditional clustering models including the famous
FCM algorithm cannot directly deal with large-scale datasets because of some issues like
memory restriction, time complexity and data’s complexity [29].

The FCM is one of the most powerful and well-known clustering algorithm. It is in-
evitably applying FCM to large-scale data clustering problems. To address the issues that
occur in many traditional machine learning methods, parallel or distributed computing
becomes a frequently-used and trustworthy mechanism [30]. The Map-Reduce based dis-
tributed platforms [31] such as Hadoop [32], Spark [33], etc., provide an effective parallel
computing solution for many data mining operations [34, 35]. Some proposed parallel clus-
tering approaches about FCM can be found in the following literatures. In 2007, [36] pre-
sented a parallel implementation for FCM cluster analysis by using a validity index named
PBM [37] to evaluate the quality of the partition. [38] investigated the parallelization of
FCM algorithm in the framework of Map-Reduce (MR-FCM), where two Map-Reduce jobs
are utilized in each iteration. Furthermore, [39] parallelized a fast fuzzy c-means method
(MR-FFCM) and focused on underwater image segmentation. The MR-FFCM developed
a two-layer distribution model to group large-scale images and employed an iterative Map-
Reduce process to optimize the clustering process. In 2017, [40] proposed a FCM model
to classify the sentiments of millions of English documents in Cloudera (a parallel network
environment).

The above mentioned parallel FCM approaches not only exhibit a good effectiveness
on large-scale data clustering, but also make an extensive and far-reaching influence in
real world applications. Nevertheless, there is a similar characteristic for these methods,
that is, applying the parallel computing technique to the local parts of the standard FCM
algorithm or each iterative process. Obviously, these parallel computing solutions need
to be performed on a real distribution computing platform which is usually constructed
based on a computer cluster. Although the computer cluster has become an efficient
method for most engineering and scientific computations, there are some communication
operations among those computers in the cluster. Thus, the communication cost cannot
be avoided in a real distribution computing platform. As the standard FCM algorithm is
an iterative procedure, the previous technique applying parallel computing to local parts
or each iterative process may lead to a lot of communication costs. Motivated by this, in
this study, a simple layered parallel clustering algorithm via FCM technique (LP-FCM)
is developed in the framework of Map-Reduce. Unlike applying parallel computing to
local parts or each iterative process, the proposed LP-FCM algorithm applies Map-Reduce
strategy to the whole of the standard FCM algorithm.

In the proposed LP-FCM algorithm, there are only three parallel computing operations
via Map-Reduce model and each operation can be simply treated as a data processing
layer. First, we develop a parallel data partitioning method at the first layer to randomly
partition an original dataset into several subdatasets. Then, the second layer designs a
cluster centers searching method (the processing procedure is somewhat similar to ensemble
clustering approach), where the classic FCM algorithm is employed to search cluster centers
in each Map phase. Each subdataset can produce a set of centers, and these centers are
gathered to a new dataset in Reduce phase. Meanwhile, the classic FCM algorithm is
applied to the new dataset again to confirm the final cluster centers. Finally, based on the
final cluster centers, a parallel data clustering method is organized as the third layer. In
this stage, the original samples are clustered in a parallel manner on the basis of the Euclid
distance between each of the samples and each of the final cluster centers.

The major contributions of the designed LP-FCM method can be summarized as two
aspects: (1) the proposed LP-FCM can achieve a good competitive clustering result by
comparing with other famous sequential traditional clustering algorithms; (2) the estab-
lished LP-FCM is a simple and effective method in addressing the memory restriction and
time-consuming problems that arise in large-scale data clustering problems.

This study is structured as follows. Section 2 provides some introductions about FCM
algorithm and Map-Reduce. In Section 3, the proposed LP-FCM algorithm is established.
Section 4 shows the experimental results. Finally, the conclusions are made in Section 5.

2. FCM algorithm and the framework of Map-Reduce

In this section, we provide a brief review about the basic knowledge of FCM algorithm
and Map-Reduce architecture.

2.1. FCM algorithm

FCM algorithm is one of the most popular clustering methods, which realizes the final
partitions through optimizing the basic c-means objective function. By using the simple
Picard iteration in the first-order conditions for stationary points, the nonlinear minimiza-
tion problem is resolved in FCM algorithm. Bezdek [7] has proven the convergence of FCM
algorithm. The FCM algorithm is subject to the principle that each data point belongs to
more than one cluster with different membership values ranging from $[0, 1]$. Additionally, the sum of the membership values for each data point must be equal to one $[2, 38]$.

Let $X = \{x_i\}_{i=1}^N$ be a collection of instances in $n$-dimensional vector space, and $c$ $(2 \leq c \leq N)$ denotes the number of clusters. An optimal $c$ partition is realized iteratively by minimizing the weighted sum of squared error objective function:

$$J = \sum_{i=1}^N \sum_{j=1}^c (u_{ij})^w d^2(x_i, c_j),$$

where $u_{ij} = u(x_i, c_j) \in [0, 1]$ is the degree of membership of $x_i$ belonging to the $j^{th}$ cluster, $w$ $(1 < w < \infty)$ is a fuzzification coefficient on each fuzzy membership, $c_j$ is the center of the $j^{th}$ cluster, and $d^2(x_i, c_j)$ is a square distance measure between the instance $x_i$ and the center $c_j$. The detailed iterative process can be obtained in Algorithm 1.

### Algorithm 1: The FCM algorithm.

**Input:** Weighted exponent of fuzzy membership $w$; threshold $\varepsilon$ used as a stopping criterion; dataset $X = \{x_i\}_{i=1}^N$.

**Output:** Updated centers $C$ and fuzzy partition matrix $U$.

1. Randomly initialize the fuzzy partition matrix $U = [u_{ij}(k)]$, where $k$ is the iterative times, $i = 1, 2, ..., N$, $j = 1, 2, ..., c$.

2. **while** true **do**

   3. Calculate the cluster centers with $U^k$:
      $$c_j = \frac{\sum_{i=1}^N u_{ij}(k)x_i}{\sum_{i=1}^N u_{ij}(k)}.$$  

   4. Update the membership matrix $U^{k+1}$ using:
      $$u_{ij}(k + 1) = \frac{1}{\sum_{k=1}^c \left( \frac{d(x_i, c_k)}{d(x_i, c_j)} \right)^{\frac{2}{w-1}}}.$$  

   5. if $\max_{ij} ||u_{ij}(k + 1) - u_{ij}(k)|| < \varepsilon$ **then**

   6. break.

7. **end**

8. **return** $C = \{c_1, c_2, ..., c_c\}$ and $U = [u_{ij}]$.

### 2.2. The framework of Map-Reduce

Map-Reduce is a very effective parallel computing model $[41, 31]$. The simply intent is to apply some parallel or distributed algorithm for some large-scale data mining operations in a cluster. The cluster may contains several computers or thousands of computers, where the Map-Reduce can be realized on different distributed computing platforms to resolve various real world problems $[38, 42, 43]$. There are many Map-Reduce based computing platforms. Hadoop is a famous one among this kinds of platforms, which is an open-source software for parallel computing or distributed computing with the ability of high reliability, scalability and fault tolerance $[32]$.

Hadoop can directly provide a very simple programming framework through applying Map-Reduce model to deal with large-scale datasets in a distributed computing way. As
an open-source software running in a cluster of computers, the primary principle is to complete a whole task in the manner of several parallel single subtasks. There are mainly two processing phases in a Map-Reduce job: Map and Reduce [44, 45]. The Map phase involves a Mapper function, and the Reduce phase involves a Reducer function, where these two functions need to be flexibly implemented by users according to their actual situations. Meanwhile, these two functions take some \(<key, value>\) pairs as the inputs and outputs. A brief illustration about Map-Reduce workflow can be found in Fig. 1.

![Figure 1: The detailed workflow of Map-Reduce.](image)

In general, the Mapper function processes the input data and produces some intermediate results in the Mapper phase. The Mapper function generates a list of intermediate \(<key, value>\) pairs from a stream of single \(<key, value>\) pair. The concrete form can be expressed as follows:

\[
\text{map} \ <key_1, value_1> \rightarrow \text{list} \ <key_2, value_2> . \tag{4}
\]

All the output intermediate \(<key, value>\) pairs are grouped by key before delivering to the Reducer function. Then, these intermediate results are fused as the inputs of the Reducer function during the Reducer phase. The Reducer function exports the final results (the form is also \(<key, value>\) pair) by virtue of aggregation computation. The processing procedure can be represented by the following formula:

\[
\text{reduce} \ <key_2, \text{list} (value_2)> \rightarrow <key_3, value_3> . \tag{5}
\]

3. The layered parallel clustering algorithm

We design a layered parallel algorithm via FCM technique, that is LP-FCM, for data clustering in this section. The proposed LP-FCM algorithm mainly contains three layers: the first layer applies a parallel data partitioning method to randomly divide the original
dataset into several subdatasets; the second layer presents a parallel cluster centers searching method based on the classic FCM algorithm; the third layer uses a parallel clustering data method in terms of the final cluster centers. All these three layers are parallel computing solutions in the framework of Map-Reduce. The main structure of LP-FCM method can be illustrated in Fig. 2. In what follows, we will elaborate the layers one by one.

Figure 2: The main structure of LP-FCM algorithm. (1) Layer 1 contains two Map-Reduce jobs. The first job divides the original data (large hollow cylinder) into several sub-datasets (medium hollow cylinders) and shuffles each sub-dataset. Finally, the randomized data (large light red cylinder) are formed. The second job divides the randomized data into several sub-datasets (medium light red cylinders) and split each sub-dataset into several small data sets (small blue cylinders). Finally, the small data sets with same key are combined into one sub-dataset (medium yellow cylinder); (2) Layer 2 applies FCM to each sub-dataset (medium yellow cylinder) to confirm the centers (green purple/red/green small circle). The centers are merged into a new dataset for applying FCM to determine the final centers. (3) Layer 3 labels each sample with the nearest center through calculating the distance between the sample and each center. Finally, the samples (small purple/red/green cylinder) belonging to the same category are gathered to a cluster (medium purple/red/green cylinder).

3.1. Layer 1: randomly partitioning data

In this layer, we develop a parallel data partitioning method to randomly divide a dataset into several subdatasets through applying Map-Reduce technique. As shown in
Fig. 2, the developed method mainly contains two Map-Reduce jobs. The first Map-Reduce job is a parallel data randomizing method, which is used to randomize the data samples, and the second Map-Reduce job is a parallel data partitioning method aiming to divide the randomized dataset into several subdatasets.

Firstly, in order to randomize a large-scale dataset in a parallel processing way, the first Map-Reduce job used in this layer considers two parameters in advance: the number of used Mappers and the number of random values in each Mapper. The first parameter determines the number of subsets by applying a distributed computing platform to the original dataset, and the other parameter determines the number of keys generated in each Mapper. Suppose the dataset $X$ can be divided into $m$ subsets $X_1, X_2, \ldots, X_m$, the number of random values used in each Mapper is $p$. In the Mapper phases, each sample in subset $X_j$ will be assigned a random integer value as the output key, and the output value is the sample. Then, the samples with the same key are gathered in the Reducer phase. Finally, depending on the assigned key, the samples are stored into some different places. The detailed data randomizing process can be found in the following Algorithm 2.

### Algorithm 2: A parallel randomizing data method.

**Input:** Dataset $X$; the number of random values $p$.

**Output:** A randomized data $\tilde{X}$.

1. **Initialize a Hadoop Job RandomizedDataJob:**
   - Set RandomizedDataMapper as the Mapper class.
   - Set RandomizedDataReducer as the Reducer class.

2. Suppose dataset $X$ can be partitioned into $m$ subsets: $X_1, X_2, \ldots, X_m$.

3. **In the $j$th RandomizedDataMapper:**
   - **Input:** Subset $X_j = \{x_i\}_{i=1}^N$, where $x_i$ is the $i^{th}$ instance.
   - **Output:** $(key, value) = (n_s, x_i)$, where $n_s (n_s \in [1, p])$ is a random integer value.
   - for each $x_i \in X_j$ do
     - Randomly generate an integer value $n_s (n_s \in [1, p])$.
     - **Mapper Output:** $(key, value) = (n_s, x_i)$.
   - end

4. **In the RandomizedDataReducer:**
   - **Input:** $(key, value) = (n_s, list(x_i(j)))$, where $j = 1, 2, \ldots, m$, $list(x_i(j))$ denotes the instances with the same key $n_s$.
   - **Output:** $(key, value) = (null, list(x_i(j)))$.
   - Store the instances $list(x_i(j))$ into $\tilde{X}$.
   - **Reducer Output:** $(key, value) = (null, list(x_i(j)))$.

5. return A randomized data $\tilde{X}$.

Then, the second Map-Reduce job in this layer is aimed to divide the randomized dataset into several subdatasets. There are also two parameters that need to be determined in advance. The first parameter is the number of used Mapper. The second parameter is the number of the partitioned subdatasets. If the number of used Mapper is $m$ and the number of the partitioned subdatasets is $\beta$, then this Map-Reduce job can divide a dataset into $\beta$ subdatasets through $m$ Mappers. The following Algorithm 3 illustrates the partitioning process in detail.
Algorithm 3: A parallel partitioning data method.

Input: Dataset $X$; the number of partitioned subdatasets $N$.
Output: Subsets $X^1, X^2, ..., X^N$.

1. Initialize a Hadoop Job $PartitionedDataJob$:
   Set $PartitionedDataMapper$ as the Mapper class.
   Set $PartitionedReducer$ as the Reducer class.

2. Suppose dataset $X$ can be partitioned into $m$ subsets: $X_1, X_2, ..., X_m$.

3. In the $j^{th}$ $PartitionedDataMapper$:
   Input: Subset $X_j = \{x_i\}_{i=1}^N$, where $x_i$ is the $i^{th}$ instance.
   Output: $(key, value) = (n_s, x_i)$, where $n_s = 1, 2, ..., N$.

4. for each $x_i \in X_j$ do
   Compute the remainder $n_s$ of $\frac{i}{X_j}$.
   Mapper Output: $(key, value) = (n_s + 1, x_i)$.
end

5. In the $PartitionedDataReducer$:
   Input: $(key, value) = (n_s, \text{list}(x_i(j)))$, where $j = 1, 2, ..., m$, $\text{list}(x_i(j))$ denotes the instances with the same key $n_s$.
   Output: $(key, value) = (null, \text{list}(x_i(j)))$.

6. Store the instances $\text{list}(x_i(j))$ into $X^{n_s}$.

7. Reducer Output: $(key, value) = (null, \text{list}(x_i(j)))$.

8. return Subdatasets $X^1, X^2, ..., X^N$.

3.2. Layer 2: searching cluster centers

Suppose dataset $X$ can be randomly partitioned into $m$ subdatasets through the first layer (Layer 1), in Layer 2, a parallel method based on FCM algorithm is established to search the cluster centers of dataset $X$ in the framework of Map-Reduce. As there are $m$ subdatasets, thus the needed number of Mappers is $m$. If the target number of clusters is $c$, then we firstly apply the classic FCM clustering method to each subdataset to confirm its $c$ cluster centers in each Mapper phase. All the cluster centers of subdatasets (the total number of centers is $m*c$) are delivered to the Reducer phase. These centers are gathered to produce a new small dataset $\hat{X}$. Furthermore, the classic FCM algorithm is applied to the new dataset $\hat{X}$ again and search the $c$ cluster centers, where these $c$ cluster centers are approximately regarded as the final cluster centers of dataset $X$.

The following Algorithm 4 shows the searching process of the final cluster centers in detail. It is easy to find that the data cluster centers of dataset $X$ are not directly generated by the classic FCM algorithm, but are produced through applying FCM to several subdatasets. The classic FCM algorithm, which is treated as a technique, is fused into the different processing phases of Map-Reduce model. This solution provides a simple way to endow the classic FCM with the ability to deal with large-scale data clustering problems.

3.3. Layer 3: clustering data

When the cluster centers $c_1, c_2, ..., c_c$ are confirmed, the dataset still needs to be partitioned into $c$ clusters in a parallel computing way following the mechanism of Map-Reduce. The number of Mappers is equal to the number of subsets of dataset $X$. In each Mapper
Algorithm 4: A parallel searching centers method.

Input: Dataset \( X \); the number of clusters \( c \).

Output: The final cluster centers \( c_1, c_2, \ldots, c_c \).

1. Initialize a Hadoop Job SearchCentersJob:
   1. Set SearchCentersMapper as the Mapper class.
   2. Set SearchCentersReducer as the Reducer class.

2. Suppose dataset \( X \) can be partitioned into \( m \) subsets: \( X_1, X_2, \ldots, X_m \).

3. In the \( j \)th SearchCentersMapper:
   1. Input: Subset \( X_j = \{x_i\}_{i=1}^N \), where \( x_i \) is the \( i \)th instance.
   2. Output: \((key, value) = (null, [c_1(X_j), c_2(X_j), \ldots, c_c(X_j)])\).

4. Apply the classic FCM method (Algorithm 1) on dataset \( X_j \) to confirm cluster centers \( c_1(X_j), c_2(X_j), \ldots, c_c(X_j) \).

5. Mapper Output: \((key, value) = (null, [c_1(X_j), c_2(X_j), \ldots, c_c(X_j)])\).

6. In the SearchCentersReducer:
   1. Input: \((key, value) = (null, list([c_1(X_j), c_2(X_j), \ldots, c_c(X_j)])), \) where \( j = 1, 2, \ldots, m \).
   2. Output: \((key, value) = (null, [c_1, c_2, \ldots, c_c])\).

7. Gather all centers and form a new dataset \( \hat{X} \).

8. Apply the classic FCM method (Algorithm 1) on dataset \( \hat{X} \) to confirm cluster centers \( c_1, c_2, \ldots, c_c \).

9. Reducer Output: \((key, value) = (null, [c_1, c_2, \ldots, c_c])\).

10. return \( c_1, c_2, \ldots, c_c \).

Algorithm 5: A parallel clustering data method.

Input: Dataset \( X \); the final cluster centers \( c_1, c_2, \ldots, c_c \).

Output: The final clusters \( X_1, X_2, \ldots, X_c \).

1. Initialize a Hadoop Job ClusterDataJob:
   1. Set ClusterDataMapper as the Mapper class.
   2. Set ClusterDataReducer as the Reducer class.

2. Suppose dataset \( X \) can be partitioned into \( m \) subsets: \( X_1, X_2, \ldots, X_m \).

3. In the \( j \)th ClusterDataMapper:
   1. Input: Subset \( X_j = \{x_i\}_{i=1}^N \), where \( x_i \) is the \( i \)th instance.
   2. Output: \((key, value) = (null, [X_1, X_2, \ldots, X_c])\).

3. for each \( x_i \in X_j \) do
   1. Compute Euclidean distance \( d(x_i, c_k) \), where \( k = 1, 2, \ldots, c \).
   2. Select \( k^* = \arg\min_k d(x_i, c_k) \) and store \( x_i \) to \( X_{k^*} \).
   3. Mapper Output: \((key, value) = (k^*, x_i)\).

4. end

5. return \( X_1, X_2, \ldots, X_c \).
3.4. The proposed LP-FCM clustering algorithm

On basis of the previous work, the layered parallel clustering algorithm via FCM technique (LP-FCM) is established in this section. The detailed pseudocode is given in Algorithm 6.

**Algorithm 6:** The proposed LP-FCM algorithm.

**Input:** Dataset $X$; the number of centers $c$.

**Output:** The final clusters $X_1, X_2, ..., X_c$.

1. Randomize the dataset $X$ by Algorithm 2 (Layer 1).
2. Partition $X$ into $m$ subdatasets $\{X_j\}_{j=1}^m$ by Algorithm 3 (Layer 1).
3. Search the final cluster centers $c_1, c_2, ..., c_c$ by Algorithm 4 (Layer 2).
4. Divide dataset $X$ into $c$ clusters $X_1, X_2, ..., X_c$ by Algorithm 5 (Layer 3).
5. return $X_1, X_2, ..., X_c$.

As shown in Algorithm 6, there are three layers or four steps in the pseudocode. First, the dataset $X$ is randomized and partitioned by Algorithm 2 and Algorithm 3, respectively. Then, we employ Algorithm 4 to search the final cluster centers. Finally, the dataset $X$ is divided into $c$ clusters $X_1, X_2, ..., X_c$ by Algorithm 5. All these steps are some parallel implementations in the framework of Map-Reduce. The proposed LP-FCM approach incorporates the classical FCM method to the procedure of Map-Reduce in a simple and specific way, which can effectively resolve some issues in dealing with large-scale data clustering for the traditional FCM algorithm.

3.5. Analysis of the time and space complexity

Suppose there are $n$ samples and each sample has $f$ attributes, the number of iterations is $k$, the number of clusters is $c$, it can be analyzed that the time and space complexity of the traditional FCM algorithm are $O(k \times c \times n \times f)$ and $O(n \times f)$, respectively. For the proposed LP-FCM algorithm, the time and space complexity is mainly related to the two phases of Map-Reduce. If the original dataset can be partitioned into $m$ subsets in Map phase, then the time complexity is $O(\frac{k \times c \times n \times f}{m})$ and the space complexity is $O(\frac{n \times f}{m})$. In the Reduce phase, as the number of gathered centers is $c \times m$, the time complexity is $O(k \times c \times c \times m \times f)$ and the space complexity is $O(k \times m \times f)$. Thus, the total time and space complexity of the proposed LP-FCM are $O(\frac{k \times c \times n \times f}{m}) + O(k \times c \times c \times m \times f)$ and $O(\frac{n \times f}{m}) + O(k \times m \times f)$, respectively. However, in practice, due to the reasons like a cluster system with heterogeneous hardware, slightly different data partition sizes, network latencies, etc, there are usually some communication costs in a cluster of computers, which is a challenging problem in parallel computing or distributed computing system.

4. Experimental studies

To assess the performance of the proposed LP-FCM approach, several numerical experimental studies are described. First, Section 4.1 covers some descriptions about the computing environment and the datasets used in the experiments. Then, in order to verify
the feasibility of the proposed LP-FCM algorithm, a comparative analysis on clustering accuracy with some famous random initialization clustering methods is offered in Section 4.2. Furthermore, Section 4.3 and Section 4.5 include some analysis about the parallelism in terms of the execution time and some evaluation indices on some generated datasets.

4.1. Computing environment and data sets

In this study, we implement the proposed LP-FCM algorithm with Java language based on the open source Hadoop distribution computing platform [32] (the version of software is 2.6.0), meanwhile, some data structures in WEKA [46] (the version of software is 3.6.9) are also utilized. All sequential methods are implemented on base of the statistics and machine learning toolbox in the platform of MATLAB (the version of software is R2015b). All the experiments related to the sequential modes are carried out on a machine with Intel Core i5-4590 3.30 GHZ, 8 GB RAM and Ubuntu 14.04.1 LTS (64 Bit) OS, and all experiments related to parallel modes are conducted on a small distribution computing cluster, where it mainly contains one host machine with Intel Core i5-4590 3.30 GHZ, 8 GB RAM, Ubuntu 14.04.1 LTS (64 Bit) OS and six servant machines with Intel Core i3 2.93 GHZ, 4 GB RAM, Ubuntu 14.04.1 LTS (64 Bit) OS.

The experiments totally employ 21 UCI benchmark datasets [47] to evaluate the sequential clustering algorithms and the proposed parallel clustering algorithm in this study. Specially, the samples with missing values are deleted from the original data sets. The detailed compositions related to these datasets are exhibited in Table 1. The first 20 datasets are mainly used to compare with some sequential clustering algorithms for the feasibility analysis, and the last dataset is aimed to test the parallelism.

| No. | Data sets    | Attributes | Class | Instances |
|-----|--------------|------------|-------|-----------|
| 1   | Banknote     | 4          | 2     | 1,372     |
| 2   | Blood        | 4          | 2     | 748       |
| 3   | Breast-cancer-w-o | 9      | 2     | 699       |
| 4   | Breast-cancer-w-d | 30     | 2     | 569       |
| 5   | Ecoli        | 7          | 8     | 366       |
| 6   | Fertility    | 9          | 2     | 100       |
| 7   | Glass        | 9          | 7     | 214       |
| 8   | Hayes-roth   | 4          | 3     | 160       |
| 9   | Heart-statlog| 13         | 2     | 270       |
| 10  | Iris         | 4          | 3     | 150       |
| 11  | Lenses       | 4          | 3     | 24        |
| 12  | Magic        | 10         | 2     | 19,020    |
| 13  | Messidor     | 19         | 2     | 1,151     |
| 14  | Skin         | 3          | 2     | 245,057   |
| 15  | Seeds        | 7          | 3     | 210       |
| 16  | Segment      | 19         | 2     | 2,310     |
| 17  | Sonar        | 60         | 2     | 208       |
| 18  | Waveform     | 40         | 3     | 5,000     |
| 19  | Wine         | 13         | 3     | 178       |
| 20  | Wilt         | 5          | 2     | 4,839     |
| 21  | Covertype    | 54         | 7     | 581,012   |
4.2. Comparisons with K-means, K-medoids, FCM and MinMaxK-means

In order to test the feasibility of the proposed LP-FCM algorithm, we compare it with several famous random initialization clustering methods: K-means [6], K-medoids [9], FCM [7] and MinMaxK-means [48]. The classic K-means, K-medoids and FCM are implemented by using the related functions in MATLAB toolboxes, where the parameter ‘Start’ is set as ‘sample’ (if exits) and others parameters are set as their defaults. The implementation of MinMaxK-means is also developed by Matlab codes, in which the parameters are used as their defaults.

During the experiments, all these clustering methods are executed 50 times for each benchmark dataset, and the real number of class labels is taken as the initial number of clusters. The clustering accuracies [28, 49] on all benchmark datasets are recorded in Table 2, where the values are the means values of 50 independent runs. Meanwhile, the number of processors used in the proposed LP-FCM approach is set as 3. The results marked with bold face denote that the current method is the best one among all methods on the corresponding dataset.

Table 2: The comparison of clustering accuracies on 20 data sets.

| Data sets    | K-means | K-medoids | FCM     | MinMaxK-means | LP-FCM |
|--------------|---------|-----------|---------|---------------|--------|
| Banknote     | 0.6122  | 0.5951    | 0.6093  | 0.6028        | 0.5994 |
| Blood        | 0.7247  | 0.7259    | 0.7072  | 0.7262        | 0.7005 |
| Breast-cancer-w-o | 0.9610 | 0.9580    | 0.9561  | 0.9213        | 0.9458 |
| Breast-cancer-w-d | 0.8541 | 0.8541    | 0.8541  | 0.8313        | 0.8660 |
| Ecoli        | 0.5397  | 0.5932    | 0.5107  | 0.5483        | 0.6393 |
| Fertility    | 0.6064  | 0.5312    | 0.5514  | 0.5876        | 0.6160 |
| Glass        | 0.4995  | 0.5349    | 0.4907  | 0.5015        | 0.5083 |
| Hayes-roth   | 0.4648  | 0.4294    | 0.3453  | 0.4606        | 0.4613 |
| Heart-statlog| 0.5899  | 0.6074    | 0.5926  | 0.5926        | 0.5984 |
| Iris         | 0.8340  | 0.8939    | 0.8933  | 0.8867        | 0.9335 |
| Lenses       | 0.4825  | 0.4975    | 0.4167  | 0.4725        | 0.4992 |
| Magic        | 0.6491  | 0.6168    | 0.5780  | 0.6392        | 0.5969 |
| Messidor     | 0.5065  | 0.5155    | 0.5325  | 0.5039        | 0.5585 |
| Skin         | 0.5513  | 0.5514    | 0.5511  | 0.5399        | 0.5382 |
| Seeds        | 0.8930  | 0.8952    | 0.8952  | 0.8952        | 0.8734 |
| Segment      | 0.6956  | 0.6935    | 0.6420  | 0.6645        | 0.5695 |
| Sonar        | 0.5450  | 0.5203    | 0.5529  | 0.5481        | 0.5704 |
| Waveform     | 0.5142  | 0.5768    | 0.5248  | 0.5162        | 0.5747 |
| Wine         | 0.6637  | 0.6820    | 0.6854  | 0.6685        | 0.6942 |
| Wilt         | 0.5200  | 0.5211    | 0.5015  | 0.5226        | 0.5012 |
| Avg.         | 0.6354  | 0.6397    | 0.6197  | 0.6315        | 0.6426 |
| (5/20)       | (5/20)  | (1/22)    | (3/20)  | (8/20)        |

From the values recorded in Table 2, we can intuitively find that, among these algorithms, the classic K-means, K-medoids, FCM, and MinMaxK-means methods achieve better performance on 5, 5, 1 and 3 datasets among 20 datasets, while the proposed LP-FCM algorithm can achieve 8 datasets among 20 datasets. According to the average of clustering accuracies on all these benchmark datasets, the proposed LP-FCM approach also obtains a similar result with other clustering algorithms.

Furthermore, in order to check whether there is a significant difference among these
clustering methods, we provide a statistical discussion on these computational results by
employing Friedman test [50]. In the Friedman test, the null-hypothesis is that the tested
indices are equivalent. At the significance level \( \alpha = 0.05 \), the critical value with 4 and
76 degrees of freedom is 2.4920, but the \( F_F \) derived from the Table 2 is 1.2748, which
is smaller than 2.4920. Thus, there is not a significant difference among these clustering
methods.

From the above discussions, the results deduce that the proposed LP-FCM method
can keep the same level of performance on clustering accuracy with some classic clustering
methods, which validates the feasibility of the proposed LP-FCM algorithm.

4.3. The execution time analysis

As the proposed LP-FCM algorithm is a parallel solution for clustering problems, it is
necessary to study the execution time. In this experiment, we examine the execution time
on Covertype dataset. The dataset contains 54 conditional attributes and one decision
attribute with 7 categories. The original Covertype dataset includes 581,012 instances,
however, to be able to clearly present the parallelism, we generate 6 datasets from the
original dataset by bootstrap technique [51] to test the execution time for data clustering.

In Table 3, the generated 6 datasets are described in detail.

| No. | Data sets        | Attributes | Class | Instances  |
|-----|------------------|------------|-------|------------|
| 1   | Covertype (25MB) | 54         | 7     | 202,621    |
| 2   | Covertype (50MB) | 54         | 7     | 405,242    |
| 3   | Covertype (75MB) | 54         | 7     | 607,863    |
| 4   | Covertype (100MB)| 54         | 7     | 810,484    |
| 5   | Covertype (125MB)| 54         | 7     | 1,013,105  |
| 6   | Covertype (150MB)| 54         | 7     | 1,215,726  |

The execution time of Algorithm 6 at six different processors is summarized in Table 4,
where the results with mark “—” denote that there is a memory warning in the experiment.
According to the values, it is obvious that, in most cases, the execution time of LP-
FCM algorithm presents a downtrend with the increasing number of the processors, which
reflects the efficiency of parallel solution in reducing execution time. Especially, for the
case of Covertype (25MB), the value with six processes is larger than the value with five
processes, which is unnatural comparing with other cases. The reason is that there is a
communication time existing among these processors. When the amount of data is smaller
and the number of processors is bigger, the communication time takes a large proportion
in the total execution time. In additional, when the amount of data is increased, the less
processors cannot deal with the dataset because of some memory restrictions, but this
issue can be resolved through utilizing more processors. Taking the case of Covertype
(100MB), when two processors are employed to deal with the dataset, a memory warning
is appeared. However, we can observe that the memory warning is disappeared when the
number of processors is raised to three or more.
### Table 4: The execution time (seconds) of LP-FCM.

| Data sets       | One       | Two       | Three      | Four       | Five       | Six        |
|-----------------|-----------|-----------|------------|------------|------------|------------|
| Covertype (25MB)| 947.278   | 530.862   | 392.053    | 343.638    | 323.866    | 346.952    |
| Covertype (50MB)| 1746.253  | 1020.711  | 788.154    | 672.986    | 568.792    |            |
| Covertype (75MB)| —         | 1503.130  | 1302.679   | 921.933    | 805.442    |            |
| Covertype (100MB)| —        | 2311.940  | 1735.194   | 1431.983   | 1193.799   |            |
| Covertype (125MB)| —       | —         | 2454.673   | 2037.295   | 1485.984   |            |
| Covertype (150MB)| —       | —         | —          | 2559.292   | 1776.333   |            |

#### 4.4. The comparison on reducing time between LP-FCM and MR-FCM

In order to further present the effectiveness of the proposed LP-FCM algorithm on reducing execution time, we make a comparison on execution time between LP-FCM and the parallel clustering algorithm MR-FCM [38]. The main similarity of the two methods is that both of them are the parallelization techniques of the classic FCM algorithm. The main difference is that the proposed LP-FCM algorithm applies parallel computing to the whole of the classic FCM approach, while the parallel MR-FCM algorithm applies parallel computing to local parts or each iterative process. The used datasets in the experiments are selected from Table 3.

Firstly, we fix the number of processors and employ the datasets Covertype (50MB), Covertype (50MB), Covertype (75MB), Covertype (100MB) in Table 3 to test the execution time. During the experiments, both of the two algorithms employ the same parameters, and are executed on the same cluster where the number of processors are set as 3. Through conducting the experiments under the same conditions, the values are obtained and displayed in Fig. 3. We can easily find that the proposed LP-FCM algorithm can evidently save the execution time comparing with the parallel MR-FCM algorithm.

![Figure 3: The execution time on different datasets.](image)

Then, we fix the data size (where the used dataset is Covertype (50MB)) and adjust the number of processors from 2 to 5. From the comparison of results as shown in Fig. 4, two conclusions can be easily summarized. (1) The execution time presents a downward trend with the increase in the number of processors. (2) The proposed LP-FCM parallel solution
has more advantages on execution time than the parallel MR-FCM clustering algorithm.

![Figure 4: The execution time on different processors.](image)

4.5. The parallel performance analysis

In addition, we also compute some evaluation indices such as Speedup, Scaleup and Sizeup [52] to further verify the parallel performance of the proposed LP-FCM algorithm. Speedup represents how much a parallel system with \( m \) processors is faster in time than a system with one processor. Scaleup means the ability of a parallel system with \( m \) processors to process \( m \) times data during the same original computing time. Sizeup measures how much longer time is consumed while dealing with \( m \) times original data than dealing with the original data in a given parallel system.

Here, we treat the dataset Covertype (25MB) as the original dataset in Table 3, and the datasets Covertype (50MB), Covertype (75MB), Covertype (100MB), Covertype (125MB) and Covertype (150MB) are respectively regarded as the corresponding times datasets of Covertype (25MB). The execution time has been recorded in Table 4. The definitions of Speedup and Sizeup require that the missing values must be known. Thus, in order to calculate smoothly, we only use dataset Covertype (25MB) to depict the performance of Speedup. From the tendency of the curve, we can obviously find that the Speedup is highly correlated to the number of processors. With the increase in number of processors, the Speedup is gradually increasing. However, the Speedup does not exhibit an increasing tendency. When the number of processor is five, the Speedup reaches the maximum. That reason is that there are more communication costs when the number of processors increases, and the communication costs take a bigger proportion in the total execution time.
Then, for the Scaleup performance, the following Fig. 6 depicts the tendency. According to the definition, the used datasets are 1 to 6 times of original data Covertype (25MB), and the number of processors is equal to the times for each case. In an ideal parallel system, Scaleup should be equal to 1. However, as the reason of communication cost among the processors, the Scaleup exhibits a downward tendency. Meanwhile, when the data and the processors increase, the Scaleup reduces slowly, or shows a fluctuation trend.

Furthermore, we also study the Sizeup performance of the proposed LP-FCM algorithm. During the experiment, the processors are fixed as 5 and 6, respectively. Meanwhile, the used datasets are 1 to 6 times of the original data Covertype (25MB), respectively. The detailed tendencies are summarized in Fig. 7. From the curves, the proposed approach shows a good Sizeup performance in the given parallel system.

5. Conclusions

In this study, a parallel algorithm named LP-FCM is proposed for data clustering problems. The LP-FCM clustering approach mainly contains three layers: randomly partitioning data, searching cluster centers and clustering data. All the layers are implemented in the framework of Map-Reduce. Especially, in the second layer, the famous FCM technique is fused to the different phases of Map-Reduce model. During the experimental studies, the
feasibility is evaluated by comparing with some traditional clustering algorithms, and the parallelism is examined through analyzing the execution time and some evaluation indices for parallel performance.

At last, it deserves to point out three aspects of this paper: (1) there are three layers in the proposed approach, where each layer can be treated as a processing step for other large-scale data mining algorithms. For example, the first layer can be regarded as a parallel data pre-processing step, and the second layer can be applied to confirm the parameters of fuzzy sets in a large-scale fuzzy system; (2) there are also other kinds of clustering algorithms such as density-based methods. The idea of effectively parallelize other cluster algorithms is also a meaningful theme.
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