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\section*{ABSTRACT}
The precise cosmological origin of globular clusters remains uncertain, a situation hampered by the struggle of observational approaches in conclusively identifying the presence, or not, of dark matter in these systems. In this paper, we address this question through an analysis of the particular case of NGC 6809. While previous studies have performed dynamical modeling of this globular cluster using a small number of available kinematic data, they did not perform appropriate statistical inference tests for the choice of best model description; such statistical inference for model selection is important since, in general, different models can result in significantly different inferred quantities. With the latest kinematic data, we use Bayesian inference tests for model selection and thus obtain the best fitting models, as well as mass and dynamic mass-to-light ratio estimates. For this, we introduce a new likelihood function that provides more constrained distributions for the defining parameters of dynamical models. Initially we consider models with a known distribution function, and then model the cluster using solutions of the spherically symmetric Jeans equation; this latter approach depends upon the mass density profile and anisotropy $\beta$ parameter. In order to find the best description for the cluster we compare these models by calculating their Bayesian evidence. We find smaller mass and dynamic mass-to-light ratio values than previous studies, with the best fitting Michie model for a constant mass-to-light ratio of $\Upsilon = 0.90^{+0.14}_{-0.14}$ and $M_{\text{dyn}} = 6.10^{+0.54}_{-0.88} \times 10^4 M_\odot$. We exclude the significant presence of dark matter throughout the cluster, showing that no physically motivated distribution of dark matter can be present away from the cluster core.
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\section{1 INTRODUCTION}
An unresolved problem of modern astrophysics is the question on the formation of star clusters. Current evidence can not conclusively identify whether globular clusters (GCs) contain any significant amounts of dark matter (hereafter DM) as a result of their formation history. Peebles (1984) stated, based on reasonable hypotheses, that we expect to find dark matter halos in two spatial scales, namely galaxies and globular clusters, thus suggesting that GCs form in their own DM halos. Several authors argued against this (e.g. Bradford et al. [2011], Conroy et al. [2011]), although it is quite possible that GCs were originally created in their DM halo that was subsequently stripped off by tidal forces (Bekki & Freeman [2003]) leaving a DM dominated core.

Recently, Ibata et al. [2013] performed a dynamical analysis of the globular cluster NGC 2419 using two different methods, namely models based upon probability distribution functions, and a new method for solving the spherically symmetric Jeans equation. Each approach had different results: one method predicted no DM component, while the other, which allows for much greater freedom of the cluster models, permitted a small DM core. Unfortunately the complexity of the latter method did not allow for a quantitative comparison between the two models, thus leaving this an open problem.

The purpose of the present work is two-fold: first we use the most comprehensive kinematic data published to date (Lane et al. [2010] hereafter LA10) in order to perform more accurate estimates of dynamic mass and dynamic mass-to-light ratios. Second, we address the question whether NGC 6809 (also known as M55) contains any significant amount of dark matter. For this, we model dynamically the cluster using several methods that demonstrate different freedom in...
the behavior of corresponding physical quantities. First we use models based on probability density functions (hereafter PDFs). We then model the cluster using solutions of the spherically symmetric Jeans equation.

Using these physically motivated models we aim to robustly determine the quantity of dark matter in NGC 6809. For all the above mentioned methods, we propose a new functional form for the likelihood which takes into account the full kinematic and spatial distribution of cluster members. This holds even in the case of the modeling based on solutions of the spherically symmetric Jeans equation. Finally we compare all methods, using Bayesian inference, in order to determine which model best describes the cluster, and quantify the presence of dark matter.

Our paper is organized as follows: in Section 2 we describe the data sets we are using, while in Section 3 we describe the creation of the synthetic brightness profile, the likelihood method, the model selection using Bayesian evidence, how we test for rotation, and the dynamical modeling of the cluster. In Section 4 we present our results, and our conclusions in Section 5.

2 DATA

NGC 6809 is a Galactic globular cluster that lies in the constellation of Sagittarius. It has a roughly spherically symmetric shape, and is at a distance $d \sim 5400$ pc from the Sun (Harris 1996). The full spatial extent of the cluster reaches out to $\sim 30$ pc and the coordinates of the cluster centre are $(x_c, y_c) = (294.98979^\circ, -30.96475^\circ)$ as described in the Wenger et al. (2000) catalogue.

In our analysis, we describe the data sets we are using, in order to determine which model best describes the cluster, and quantify the presence of dark matter. Our paper is organized as follows: in Section 2 we describe the creation of the synthetic brightness profile, the likelihood method, the model selection using Bayesian evidence, how we test for rotation, and the dynamical modeling of the cluster. In Section 4 we present our results, and our conclusions in Section 5.

3 DYNAMICAL MODELING

3.1 Synthetic Brightness Profile

Here we describe how we use the published reference values from TR93 in order to construct our SBP. For the creation of a probability distribution for the brightness values we followed the following procedure:

(i) Well within the radial region that corresponds to observational brightness estimates from TR93, we chose 35 radial positions $R_j$ in a uniform interval. Our choice of radial region was so as to avoid errors due to extrapolation from the reference King profile. Based on the adopted distance of NGC 6809, we use values $R \in [0.26, 20.80]$ pc.

(ii) For each position $R_j$, there corresponds a brightness value $J$ that depends on the defining parameters $\mu_V(0), r_c, c = \log_{10}(r_t/r_c)$ of the King brightness profile (Equation 1).

(iii) Each value of the sample is created from Equation 1, for a random value of the defining parameters $\mu_V(0), r_c, c = \log_{10}(r_t/r_c)$. These random values are drawn from a Gaussian probability distribution with mean $\mu$ equal to the best fitting reference value, and variance $\sigma$ equal to the uncertainty of the corresponding value.

(iv) From the sample of these $J$ values, we construct a normalized histogram that is equivalent to a probability distribution function $P_J(J)$. The index $j$ corresponds to the given position $R_j$.

From the sample of all these $J$ values, for all positions $R_j$, we construct the synthetic surface brightness profile from which we can draw random data sets and associated errors. With this approach we avoid any bias from assuming a reference King profile. Note that the distribution of values of the full brightness profile will be reflected in the uncertainty and distribution of parameter estimates for each model. Also, as it will become apparent in the next section, the brightness profile mainly constrains the mass-to-light ratio, and not the model parameters.
3.2 Likelihood Analysis

In this section we describe the construction of our likelihood function based on the data we use. We also give a short discussion on the motivation behind our formulation. In the following we will be using standard Bayesian approaches to model fitting and model selection; the reader is directed to standard texts such as Sivia & Skilling (2006) and Gregory (2010) but we reproduce the details here for completeness.

Let \( \theta \) represent the vector of parameters needed to fully describe a given assumed physical model. In the framework of the Bayesian interpretation, we are interested in the posterior probability distribution of these parameters, taking into account our full data set \( D = \{ D_B, D_K \} \):

\[
P(\theta | D) \propto P(\theta) \mathcal{L}(D | \theta)
\]

(2)

where \( D_B \) is the brightness data and \( D_K \) our kinematic data. \( P(\theta) \) represents the probability of our prior range for the set of variables, and \( \mathcal{L}(D | \theta) \) our likelihood model. For \( P(\theta) \) we consider a uniform prior range for all parameters, hence:

\[
P(\theta) = \prod_{k=1}^{N_{\text{params}}} \frac{1}{\Delta \theta_k}.
\]

(3)

\( N_{\text{params}} \) represents the total number of parameters and \( \Delta \theta_k \) the range of possible values for parameter \( k \). Our likelihood model must take into account both the brightness and kinematics data. Since these two datasets are mutually independent it follows:

\[
\mathcal{L}(D | \theta) = \mathcal{L}(D_B | \theta) \mathcal{L}(D_K | \theta) \equiv \mathcal{L}_B \cdot \mathcal{L}_K
\]

(4)

and

\[
\mathcal{L}_B = \prod_{j=1}^{N_{\text{rad}}} P_j (\mathcal{Y}^{-1} \Sigma(R_j))
\]

(5)

\[
\mathcal{L}_K = \prod_{i=1}^{N_t} f_i (R_i, v_{\text{los}}) .
\]

(6)

\( N_t \) is the total number of stars, \( N_{\text{rad}} \) the total number of radial positions for our synthetic brightness data and \( v_{\text{los}} \) the observed values of line-of-sight velocity. \( P_j (J) \) is the probability of the value of brightness \( J = \mathcal{Y}^{-1} \Sigma(R_j) \) in bin \( j \), as estimated by the normalized histogram of synthetic brightness values. The function \( f \) is an approximation to the exact projected distribution function convoluted with a Gaussian error \( \delta v \) in the velocity. It is in principle feasible to obtain the projected distribution function \( f(R_i, v_{\text{los}}) \) for each one of the considered models (even numerically).

However, for simplicity and consistency with the spherically symmetric Jeans equation solver \(^1\), we will use the following approximate form:

\[
f(R_i, v_{\text{los}}) \approx \frac{\Sigma(R_i)}{M_{\text{tot}}} \frac{\exp \left[ - \frac{(v_{\text{los}} - \langle v_{\text{los}} \rangle)^2}{2 \sigma_{\text{los}}^2(R_i) + (\delta v)^2} \right]}{\sqrt{2\pi (\sigma_{\text{los}}^2(R_i) + (\delta v)^2)}}
\]

(7)

\( \Sigma(R) \) is the projected mass density, \( M_{\text{tot}} \) the total mass of the system, effectively a normalization constant. \( \langle v_{\text{los}} \rangle \) is the systemic velocity of the cluster, \( v_{\text{los}} \) and \( \delta v \) the observed star velocity and its error. \( \sigma_{\text{los}}(R) \) is the theoretical form of the line-of-sight velocity dispersion for the model under consideration. Combining Equations (3) and (7) we get:

\[
\mathcal{L} = \prod_{i=1}^{N_t} \frac{\Sigma(R_i)}{M_{\text{tot}}} \frac{\exp \left[ - \frac{(v_{\text{los}} - \langle v_{\text{los}} \rangle)^2}{2 \sigma_{\text{los}}^2(R_i) + (\delta v)^2} \right]}{\sqrt{2\pi (\sigma_{\text{los}}^2(R_i) + (\delta v)^2)}} \prod_{j=1}^{N_{\text{rad}}} P_j \left( \frac{\Sigma(R_j)}{\mathcal{Y}} \right)
\]

(8)

where it should be clear that the index \( i \) refers to each individual cluster member, while index \( j \) refers to the position of each radial bin.

In order to estimate the highest likelihood values of the parameters \( \theta \) we employed a Markov Chain Monte Carlo (MCMC) algorithm, namely a “stretch move” as described in Goodman & Weare (2010). This method has the advantage of exploring the parameter space more effectively, thus avoiding problems where parameters are constrained around local maxima of the likelihood function. Our MCMC walks were run for sufficient autocorrelation time, so as to ensure that the distributions of parameters were stabilized around certain values.

We would like to stress the importance of using the complete projected probability distribution, exact or approximate, for the estimation of the model parameters. In the projected PDF lies information for both the spatial extent of the system, and the values of velocities. Out of few thousand stars from LA10, a subsample of these is characterized as cluster members. Despite the fact that this subset is not the complete cluster, it obeys the same normalized spatial distribution. Just like any random subsample of a normalized distribution should. Looking at our likelihood (Equation 5) the first product alone can constrain the set of parameters of the model dynamically, without making any use of the SB information. In the opposite case, where we would have used a likelihood of the form:

\[
\mathcal{L} = \prod_{i=1}^{N_t} \frac{\exp \left[ - \frac{(v_{\text{los}} - \langle v_{\text{los}} \rangle)^2}{2 \sigma_{\text{los}}^2 + (\delta v)^2} \right]}{\sqrt{2\pi (\sigma_{\text{los}}^2 + (\delta v)^2)}} \prod_{j=1}^{N_{\text{rad}}} P_j \left( \frac{\Sigma(R_j)}{\mathcal{Y}} \right)
\]

(9)

thus omitting the spatial distribution information \( \frac{\Sigma(R_i)}{M_{\text{tot}}} \), we would have performed a bias overestimating the importance of velocity values. This would be due to the higher number of terms in the left product compared to the number of brightness data. The second product of Equation 5 constrains mainly the mass-to-light ratio, having a small effect on the marginalized distributions of the rest of the model parameters.

Furthermore in tests we performed with synthetic data we observed that the MCMC walks were converging faster when we were using the full projected PDF (Equation 7). In this case the marginalized model parameter distributions had also smaller variance.

3.3 Bayesian Model Selection

In our present description, we use Bayesian model selection (Gregory 2010) and Nested Sampling (Skilling 2004, hereafter JS04), a method for estimating the Bayesian evidence for a given likelihood model. For completeness, we give a short introduction to these methods.

Let \( M_i \) represent each of the models used in our analysis (e.g. \( M_1 \equiv \text{Plummer with constant } \mathcal{Y} \) etc). Furthermore let \( I = M_1 + \cdots + M_n \) represent our hypothesis, that at
least one of the models is correct. Summation indicates logical “or”. Let \( \theta \) represent the total number of parameters for each model and \( D \) our data set. According to Bayes theorem the probability of the model parameters \( \theta \) given the data set of values is:

\[
p(\theta|D, M_\alpha, I) = \frac{p(\theta|M_\alpha, I)\mathcal{L}(D|\theta, M_\alpha, I)}{p(D|M_\alpha, I)}.
\]

(10)

\( p(\theta|M_\alpha, I) \) is the prior information on the parameters, \( \mathcal{L}(D|\theta, M_\alpha, I) \) is the likelihood as defined in Equation 8 and \( p(D|M_\alpha, I) \) is the normalization constant for the model \( M_\alpha \) under consideration. This constant plays an important role for model selection. Marginalizing over all parameters, for the set of competing hypotheses, the probability of a model given the data is:

\[
p(M_\alpha|D, I) = \frac{p(M_\alpha|I)p(D|M_\alpha, I)}{p(D|I)}
\]

(11)

Our level of ignorance of model choice suggests that \( p(M_\alpha|I) = p(M_\gamma|I) \) for any \( \alpha, \gamma \) combination (all models are equiprobable). Hence the relative ratio of probabilities of two models is:

\[
\frac{p(M_\alpha|D, I)}{p(M_\gamma|D, I)} = \frac{p(M_\alpha|I)p(D|M_\alpha, I)}{p(M_\gamma|I)p(D|M_\gamma, I)} = \frac{p(D|M_\alpha, I)}{p(D|M_\gamma, I)} = O_{\alpha\gamma}
\]

(12)

\( O_{\alpha\gamma} \) is defined as the odds ratio, and it quantifies the comparison of two competing models for the description of observables. \( p(D|I) \) is the normalization constant that does not participate in our calculations each time we compute the relative ratio of two models.

Nested Sampling, introduced by JS04, is an algorithm for the estimation of the normalization parameter \( p(D|M_\alpha, I) \). Following his terminology, the evidence \( Z_\alpha \) of model \( M_\alpha \) is given by:

\[
Z_\alpha = \int p(\theta|M_\alpha, I)\mathcal{L}(D|\theta, M_\alpha, I)d\theta
\]

(13)

and corresponds to the normalization constant \( p(D|M_\alpha, I) \). Making use of the prior mass \( dX = p(\theta|M_\alpha, I)d\theta \), an effective parameter transformation from \( \text{dim}(\theta) = n \) to \( \text{dim}(X) = 1 \), the above integral is simplified:

\[
Z_\alpha = \int_0^1 \tilde{\mathcal{L}}(D|X)dX
\]

(14)

In order to estimate this quantity and perform model selection we use MultiNest [Feroz & Hobson 2008, Feroz et al. 2007], This algorithm is designed for effective calculation of Bayesian evidence based on Skilling’s algorithm. It gives consistent results even in the case of multimodal likelihood functions.

Assuming we have a complete set of models, the following system of equations allows us to have an estimate for
the probability \( p(M|D, I) \) for each individual model:
\[
\sum_{a=1}^{N_M} p(M_a|D, I) = 1
\]
\[
p(M_1|D, I) = O_{12}
\]
\[
\vdots
\]
\[
p(M_{N_M}|D, I) = O_{1N_M}
\]
where \( N_M \) is the total number of models considered.

### 3.4 Cluster Rotation

It is important to consider whether NGC 6809 undergoes significant rotation and, if so, do we have to take this into account in our analysis. We consider the following modification of the likelihood (equation 8)
\[
\nu_{\text{los}} \rightarrow \nu_{\text{los}} + \omega \times \mathbf{R}
\]
where \( \omega \) is a vector representing angular rotation. The axis of rotation lies on the \( (\xi, \eta) \) plane of tangent coordinates and is defined by the angle \( \phi \) between the positive \( \xi \) direction and \( \omega = \omega \hat{r} \). That is, we add two additional parameters in the likelihood model, \( \omega, \phi \).

The criterion for the need to drop the assumption of spherical symmetry for the cluster, is going to be the relation \( \omega \), \( \phi \) is defined by the angle \( \phi \) between the positive \( \xi \) direction and \( \omega = \omega \hat{r} \). That is, we add two additional parameters in the likelihood model, \( \omega, \phi \).

The quantities that are finally tested against observational data are the projected mass density
\[
\Sigma(R) = 2 \int_{R}^{\infty} \rho(r)r dr
\]
and the line-of-sight velocity dispersion \( \sigma_{\text{los}}(R) \).

### 3.5 Models with a known Distribution Function

Here we give a short introduction of the mathematical formulation for the dynamical models we use. We consider three distinct models that describe with fair accuracy the brightness profiles and dynamics of globular clusters, namely Plummer (1911) \(^2\), King (1966) \(^3\) and Michie (1963) models. For each model, we consider two different functional forms for the mass-to-light-ratio; these are a constant \( \Upsilon(r) = \text{const} \) and a linear \(^4\) model with \( \Upsilon(r) = \Upsilon_a + r \Upsilon_b \). The latter of these two cases is not meant to be physical. This is because a negative slope \( \Upsilon_a < 0 \) would yield \( \Upsilon \leq 0 \) for some \( r > 0 \). However, a positive slope \( \Upsilon_a \) would indicate that the cluster is embedded in a dark matter halo. On the other hand, a large negative slope \( \Upsilon_a \) in combination with a high central value of mass-to-light ratio \( \Upsilon(r = 0) = \Upsilon_b \) could be suggestive of massive dark remnants in the core.

\(^2\) see also Dejonghe (1987)
\(^3\) It should be clear that \( \Upsilon_a \) is the slope of the mass-to-light ratio, and \( \Upsilon_b \) the intercept.

\(^4\) It is to be understood that when we mention energy or angular momentum this is per unit mass.

#### 3.5.1 Plummer Model

A general anisotropic Plummer model is defined from a probability distribution function that depends only on the energy per unit mass of the system \( f(\mathcal{E}) \). It is fully described by the set of parameters \((\rho_0, r_p, q)\). \( \rho_0 \) is the core density at the centre \( (r = 0) \), \( r_p \) is the characteristic Plummer radius, and \( q \) the anisotropy parameter. Here we only state the equations we used for consistency with units. For a full analytic description of Plummer models the reader should consult Dejonghe (1987).

Demanding the potential \( \Phi_P(r) \) to be consistent with the mass density through Poisson’s equation \( \nabla^2 \Phi_P = 4\pi G \rho(r) \) yields:
\[
\Phi_P(r) = -\frac{4\pi \rho_0^2 r_p^3}{3\sqrt{1+(r/r_p)^2}}
\]
(16)
\[
\rho(r) = \frac{\rho_0}{(1+r^2/r_p^2)^{3/2}}
\]
(17)
\[
\sigma_{\text{los}}^2(R) = \frac{\pi^2 G \rho_0 r_p^3 (12r_p^2 + (12q - 5q)R^2)}{32(6- q)(r_p^2 + R^2)^{3/2}}
\]
(18)

The quantities that are finally tested against observational data are the projected mass density
\[
\Sigma(R) = 2 \int_{R}^{\infty} \rho(r)r dr
\]
and the line-of-sight velocity dispersion \( \sigma_{\text{los}}(R) \).

#### 3.5.2 King and Michie Models

King and Michie models are derived from a distribution function that depends on energy \( \mathcal{E} \) and, in the case of Michie, also on angular momentum \( \mathcal{L} \). King is an isotropic model, i.e. the anisotropy parameter is \( \beta = 1 - \sigma_r^2/\sigma_\phi^2 = 0 \), therefore more restrictive. Michie allows a more general class of trajectories yet not completely arbitrary. The analysis for both probability distribution functions is very similar hence we follow a unified description for both.

King and Michie models are derived from the following PDFs:
\[
f_K(\mathcal{E}) = \begin{cases} \frac{\log \mathcal{E}}{(2\pi\sigma_K^2)^{3/2}} e^{-\mathcal{E}/\sigma_K^2} & \mathcal{E} < 0 \\ 0 & \mathcal{E} \geq 0 \end{cases}
\]
(19)
\[
f_M(\mathcal{E}, \mathcal{L}) = \begin{cases} \frac{\log \mathcal{E}}{(2\pi\sigma_M^2)^{3/2}} e^{-\mathcal{E}/\sigma_M^2} & \mathcal{E} < 0 \\ 0 & \mathcal{E} \geq 0 \end{cases}
\]
(20)

where \( f_{\alpha J}, \sigma_J, J \in \{K, M\} \) and \( r_\alpha \) are parameters to be determined from Bayesian likelihood methods.

Let \( r_t \) denote the tidal radius of the system, i.e. a position beyond which the mass density and all physical quantities of the system vanish. If \( \Phi(r) \) is the potential, by making use of an arbitrary additive constant to it’s definition, we may define as a new potential the difference:
\[
\Delta \Phi(r) = \Phi(r) - \Phi(r_t) = \Phi(r) - \Phi(r_t)
\]
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$\Psi = \Phi(r) - \Phi(r_t)$; now $\Psi$ vanishes at the tidal radius. Furthermore, in order to simplify our calculations, we introduce the transformation $w_J = -\Psi(r)/\sigma_J^2$, respectively for King and Michie models. Then:

$$E_J = \frac{v_r^2 + v_\theta^2}{2} - 2\sigma_J^2 w_J(r)$$

The following functions can be calculated analytically for both models with the use of Computer Algebra Systems (e.g. Maxima, Mathematica, Maple), as functions of radius $r$ and

\[ \text{"potential" } w(r): \]

\[ \rho(r, w) = 4\pi \int_{v_r = 0}^{\sqrt{2\sigma_J^2 w - v_\theta^2}} \int_{v_\theta = 0}^{\sqrt{2\sigma_J^2 w - v_\theta^2}} f(E, L) v_r dv_r dv_\theta \]

\[ \sigma_J^2(r, w) = \frac{4\pi}{\rho} \int_{v_r = 0}^{\sqrt{2\sigma_J^2 w - v_\theta^2}} \int_{v_\theta = 0}^{\sqrt{2\sigma_J^2 w - v_\theta^2}} v_r^2 f(E, L) v_r dv_r dv_\theta \]

\[ \sigma_J^2(r, w) = \frac{4\pi}{\rho} \int_{v_r = 0}^{\sqrt{2\sigma_J^2 w - v_\theta^2}} \int_{v_\theta = 0}^{\sqrt{2\sigma_J^2 w - v_\theta^2}} f(E, L) v_\theta^2 dv_r dv_\theta. \]

$v_r$ is the radial component of the velocity in spherical coordinates $(v_r, v_\theta, v_\phi)$ and $v_r^2 = v_\theta^2 + v_\phi^2$. In order to facilitate comparisons to the observed data, we convert these functions into a projected mass density and a line-of-sight velocity dispersion:

\[ \Sigma(R) = 2 \int_{r=R}^{r_t} \frac{\rho(r, w)r}{\sqrt{r^2 - R^2}} dr \]

\[ \sigma_{los}^2(R) = \frac{1}{2\Sigma(R)} \int_{r=R}^{r_t} \rho \left(2\sigma_J^2 v_r^2 + \sigma_J^2 R^2\right) \frac{dr}{r\sqrt{r^2 - R^2}} \]

---

6 Index $J \in \{K, M\}$, $K$ for King, and $M$ for Michie model.
A model is fully described once we assign values to its defining parameters and know the functional form of the “potential” \( w(r) \). The latter is achieved by solving Poisson’s equation numerically. To do this, we require two additional ‘“potential”’ \( w(r) \) it is very convenient to use the mass core density \( \rho_0 \) and the King core radius \( r_c \) defined by:

\[
\rho_0 = \left. \frac{\partial (\partial w)}{\partial r} \right|_{r=0}, \quad r_c = \left( \frac{9\sigma_f^2}{4\pi G \rho_0} \right)^{1/2}
\]

Then for the full description of a King or a Michie model we use the following set of parameters:

\[
\begin{align*}
(w_0, \rho_0, r_c) & \quad \text{King} \\
(w_0, \rho_0, r_c, r_a) & \quad \text{Michie}
\end{align*}
\]

Using the transformed potential \( w \), the Poisson equation is most conveniently written:

\[
\nabla^2 w(r) = -\frac{9}{r^2} \bar{\rho}(r, w), \text{ where } \bar{\rho}(r, w) = \frac{\rho(r, w)}{\rho_0}
\]

The steps followed for a full evaluation of a model are the following:

(i) Assign initial values to parameters, \((w_0, \rho_0, r_c)\) for King and \((w_0, \rho_0, r_c, r_a)\) for Michie models.

(ii) Subject to the initial conditions \( w(r=0) = w_0 \) and \( \frac{\partial w}{\partial r}|_{r=0} = 0 \) solve Poisson’s equation numerically, thus obtain \( w(r) \).

(iii) Quantities \( \rho(r), \sigma_r(r), \sigma_t(r) \) are fully determined upon knowledge of \( w(r) \). Hence also \( \Sigma(R) \) and \( \sigma^2_{\text{los}}(R) \) that will be used for comparison with observations.

3.6 Modeling based on solutions of the Spherically Symmetric Jeans Equation

In this approach, we consider that the stellar system, and a possible dark matter component are gravitationally bound, self supported and spherically symmetric. Furthermore we make the assumption that the system consists of a single stellar component, which is sufficiently accurate for our purposes here [King 1981]. Let \( \rho_* \) and \( \rho_\star \) be the mass densities respectively of stellar and dark matter. We describe the stellar component by a Plummer mass density, while for the dark matter one, we use a Navarro, Frenk and White (hereafter NFW) profile [Navarro et al. 1996]:

\[
\rho_\star(r) = \frac{r_\star^3 \rho_\star}{r(r_\star^2 + r^2)^2}.
\]

Then the spherically symmetric Jeans equation reads:

\[
\frac{1}{\rho} \frac{d}{dr} \left( \rho \sigma_r^2 \right) + \frac{2\beta}{r} \sigma_r^2 = -\frac{GM(r)}{r^2}
\]

where it must be clear that we make the assumption of linear addition of mass densities \( \rho = \rho_* + \rho_\star \). Then the kinematic quantities \( \sigma_r^2 \) and \( \beta = 1 - \sigma_r^2/(2\sigma_\star^2) \) describe the possibly compound structure as a whole.

\( \beta > 0 \) corresponds to radial anisotropic profile, while \( \beta < 0 \) to a tangential one.
Let \( \lambda_{\beta}(r) \) be the integrating factor in Equation 28, i.e.,
\[
\lambda_{\beta}(r) = \exp(2 \int (\beta/r) dr).
\]
Then \( \sigma^2_r(r) \) is given by:
\[
\sigma^2_r(r) = \frac{1}{\lambda_{\beta}(r)} \int_r^{\infty} \rho(s) \lambda_{\beta}(s) \frac{GM(s)}{s^2} ds \tag{29}
\]
where we have assumed that \( \sigma_r \to 0 \) as \( r \to \infty \). The connection with observables is performed through the line-of-sight velocity dispersion (resulting from both, stellar and dark matter distributions)
\[
\sigma^2_{los}(R) = \frac{2}{\Sigma(R)} \int_R^{\infty} \left( 1 - \beta(r) \frac{R^2}{r^2} \right) \frac{r \rho \sigma^2_r}{\sqrt{r^2 - R^2}} dr \tag{30}
\]
and the stellar projected mass density \( \Sigma_* \). The likelihood in this approach is written:
\[
\mathcal{L} = \prod_{i=1}^{N_*} \frac{\Sigma_*(R_i)}{M_{tot}} \exp(-\frac{(\sigma_{los}(v_{los}))^2}{2(\sigma^2_{los} + (\delta v)^2)}) \prod_{j=1}^{N_{bins}} P_j(\Sigma_*(R_j)) \tag{31}
\]
and the stellar projected mass density \( \Sigma_* \). The likelihood in this approach is written:
\[
\mathcal{L} = \prod_{i=1}^{N_*} \frac{\Sigma_*(R_i)}{M_{tot}} \exp(-\frac{(\sigma_{los}(v_{los}))^2}{2(\sigma^2_{los} + (\delta v)^2)}) \prod_{j=1}^{N_{bins}} P_j(\Sigma_*(R_j)) \tag{31}
\]
where again \( P_j(\Sigma_*(R_j)) \) is the probability of the value \( \Sigma_*(R_j) \) in the brightness histogram in position \( R_j \).

Since we do not know the form of the \( \beta \) anisotropy profile, we assume two distinct cases, a constant and a Plummer-like functional form:
\[
\beta_1 \equiv \text{const} \tag{32}
\]
\[
\beta_2(r) = \frac{q}{2} \frac{r^2}{r^2_\beta + r^2}. \tag{33}
\]

\( q \) and \( r_\beta \) are free parameters, different from the corresponding Plummer stellar profile, to be determined by our statistical analysis. \( q/2 \) is the limiting value we expect to find as \( r \to \infty \). The \( \beta_1 \) approximation defines a severe restriction on the system (making it less probable to exist), nevertheless it can reveal the existence of a dark matter component. On the other hand, guided by the Osipkov-Merritt form \( \beta(r) = r^2/(r^2_\beta + r^2) \) which is valid for a wide range of systems (see [Binney & Tremaine 2008]), we expect to have a better fit through the use of \( \beta_2(r) \).

4 RESULTS

4.1 Rotation

With the assumption of a Plummer model with constant or linear mass-to-light ratio \( \Upsilon \), we estimated the parameters \( (\omega, \phi) \). We quote the following values that are in accordance with results from LA10:
\[
\omega = -0.05 \pm 0.025 \text{ (km s}^{-1} \text{pc}^{-1})
\]
\[
\phi = 148.97 \pm 29.80 \text{ (deg)}
\]

In Fig. 7 we visualise our results where we plot the density map of the MCMC chains for parameters \( \omega \) and angle \( \phi \) as well as the direction of the rotation vector \( \omega \). We emphasise that in Fig. 7 the magnitude of \( \omega \) is magnified in order to be visible and does not account for the real magnitude of the vector which is small. The extent of our cluster is up to \( \sim 30 \) pc. Since the majority of cluster members are within \( \sim 20 \) pc we expect that rotation has no significant role in the gravitational acceleration \( (\frac{\omega}{2})^2 < 1.0 \) within \( 20 \) pc distance. Indeed, comparing this value with the potential values \( \Psi = -\sigma^2 w(r) \) for either a King or Michie model, it is significantly smaller. Hence we conclude there is no need to model the cluster with potential altered by rotation. Furthermore, due to axial symmetry the rotation effect will not change our estimate of the systemic velocity of the cluster, or any of the model parameters. In tests we performed, we recovered the same distributions of values for all the parameters, irrespective of whether we modified the likelihood according to Equation 32 or not.

4.2 Model Comparison using Bayesian Evidence

Based on the comparison estimated by MultiNest we report the following (see Table 1 and Fig. 5): The most favored models are the Michie Models. The least probable are the ones based on the solution of the spherically symmetric Jeans equation. In general all of the PDF based models appear to have significantly higher probability than the Jeans based models. However it should be clear that this is related to our choice of given mass models and anisotropy parameters, not to Jeans equations methods in general. For the case of the Michie model, there can be no clear distinction between the constant or linear mass-to-light ratio \( \Upsilon \). This follows from the fact that the two models have probability values within error bars in the same interval. In Table 1 we give the estimated values of the evidence log \( Z \) as well as the corresponding probability value of each model. In Fig. 6 we visualise these results by creating the box plot of the corresponding probabilities, both in normal (left panel) and

\[\]
where the Plummer model appears to give the best fit for the hinge (corresponds to the 25th percentile). Whiskers correspond to the lower hinge (defined as the 25th percentile) and the upper hinge (75th percentile). The edges of each box are the lower extrapolates to much further distances.

Comparing $\sigma_{los}$ fit among the various PDF models in Fig. 8 the Plummer model seems to give a better fit. However if we plot all of the line-of-sight values of velocities versus distance from the cluster centre (Fig. 9) we note two things: First the large uncertainty of errors in measurement in velocities dominates in the outer regions where there exist few data points, thus resulting in a large total $\sigma_{los}$. Second, the Plummer model extends much further than our last data points as seen in Fig. 9; this is in direct contrast with King or Michie models. Thus the Plummer model extrapolates out to possible structure beyond the last data points, something that Nested Sampling penalizes.

Table 1. Bayesian evidence

| Model          | $\log(Z) \pm \delta \log(Z)$ | $p \pm \delta p$ |
|---------------|-------------------------------|------------------|
| Plummer, $\Upsilon$: constant | $-5848.25 \pm 0.11$ | $(1.92 \pm 0.10) \times 10^{-10}$ |
| Plummer, $\Upsilon$: linear     | $-5846.09 \pm 0.12$ | $(16.70 \pm 1.60) \times 10^{-10}$ |
| King, $\Upsilon$: constant      | $-5852.81 \pm 0.11$ | $(9.75 \pm 1.00) \times 10^{-4}$ |
| King, $\Upsilon$: linear        | $-5834.66 \pm 0.09$ | $(1.52 \pm 0.10) \times 10^{-4}$ |
| Michie, $\Upsilon$: constant    | $-5826.51 \pm 0.10$ | $0.53 \pm 0.03$ |
| Michie, $\Upsilon$: linear      | $-5826.65 \pm 0.11$ | $0.47 \pm 0.03$ |
| Jeans, $\beta_1$               | $-5852.50 \pm 0.12$ | $(2.75 \pm 0.30) \times 10^{-12}$ |
| Jeans, $\beta_2$               | $-5851.06 \pm 0.11$ | $(1.16 \pm 0.13) \times 10^{-11}$ |

Left column: name of model. Middle: Bayesian evidence with uncertainty as estimated from MultiNest. Right column: relative probability of model, with quoted error, based on the assumption that at least one of the models is correct.

4.3 Models with a known Distribution Function

All of the PDF based models suggest that there is no significant amount of dark matter in NGC 6809. This result is valid for both a constant and a linear mass-to-light ratio. As expected the parameter marginalized distributions (Fig. 1 and 2) are the same irrespective of the choice of $\Upsilon(r)$. This verifies that they are constrained from the LA10 kinematic set and not the King reference brightness profile. Furthermore, for the case of the linear $\Upsilon(r)$, the slope is small, thus comparable to the case with constant $\Upsilon$. In Fig. 4 we plot the marginalized distributions of the $\Upsilon(r)$ various models.

The negative slope rejects any hypothesis for the cluster to be embedded in a DM halo. If there existed a DM halo surrounding the cluster, the mass-to-light ratio should increase with distance from the cluster centre, i.e. we should have a positive slope $\Upsilon_b$ for the linear $\Upsilon(r)$. Furthermore, the small value of mass-to-light ratio at $r = 0$, i.e. $\Upsilon_b$, rejects the possibility of a massive DM remnant in the core. For the best fitting Michie models, the constant mass-to-light ratio at $r = 0$ is $\Upsilon = 0.90^{+0.14}_{-0.14}$, while the linear $\Upsilon_b = 1.09^{+0.21}_{-0.18}$ within 1σ confidence interval. Both values suggest there is no significant dark matter core remnant. Even in a 95% confidence interval, the values again for Michie model are for constant $\Upsilon = 0.90^{+0.27}_{-0.25}$ and for the linear case at $r = 0$ $\Upsilon_b = 1.09^{+0.41}_{-0.33}$. The maximum likelihood values, for which we performed the fits lie well within the region of quoted uncertainty in Table 2.

Our mass estimates are close to the order of magnitude as estimated by LA10 and Krukiersi & Mieski (2007). Yet we find, within the error bars, a factor of 2 smaller value for the modal value of total mass, according to our best fitting model (Michie). Specifically LA10 quotes $1.4 \pm 0.5 \times 10^5 M_\odot$ while we find $6.00^{+0.59}_{-0.73} \times 10^4 M_\odot$, i.e. approximately half the modal value. This is due to the fact that LA10 used an isotropic Plummer model for the fit, and also because their parameter estimates took into account only the kinematic line-of-sight $v_{los}$, not the brightness. Furthermore, LA10 used a binning scheme that has the disadvantage of small number of data points, and also larger uncertainty due
Table 2. PDF based Models

| Model    | $w_0$        | $\rho_0(M_\bigodot pc^{-3})$ | $r_p(pc)$ | $r_c(pc)$ | $q$     | $r_a(pc)$ | $\Upsilon_a$ | $\Upsilon_b$ | Mass ($10^4 M_\bigodot$) |
|----------|--------------|-----------------------------|-----------|-----------|---------|-----------|-------------|-------------|---------------------|
| Plummer  | $126.87^{+13.36}_{-16.03}$ | $5.19^{+0.10}_{-0.18}$       | $-2.86^{+0.84}_{-3.90}$ | $-3.23^{+1.27}_{-3.39}$ | $-0.05^{+0.01}_{-0.01}$ | $1.24^{+0.19}_{-0.17}$ | $0.99^{+0.13}_{-0.13}$ | $7.05^{+0.50}_{-0.75}$ | $6.83^{+0.71}_{-0.60}$ |
| King     | $131.67^{+15.46}_{-12.88}$ | $4.97^{+0.12}_{-0.17}$       | $-3.23^{+1.27}_{-3.39}$ | $-0.05^{+0.01}_{-0.01}$ | $1.24^{+0.19}_{-0.17}$ | $0.99^{+0.13}_{-0.13}$ | $7.05^{+0.50}_{-0.75}$ | $6.83^{+0.71}_{-0.60}$ |
| Michie   | $4.91^{+0.17}_{-0.17}$        | $132.54^{+19.91}_{-19.91}$   | $3.55^{+0.20}_{-0.23}$   | $-0.04^{+0.02}_{-0.02}$ | $1.30^{+0.19}_{-0.19}$ | $0.90^{+0.14}_{-0.14}$ | $7.10^{+0.58}_{-0.70}$ | $7.10^{+0.65}_{-0.81}$ |
|          | $4.99^{+0.14}_{-0.17}$        | $139.75^{+23.36}_{-19.46}$   | $3.43^{+0.19}_{-0.23}$   | $-0.04^{+0.02}_{-0.02}$ | $1.30^{+0.19}_{-0.19}$ | $0.90^{+0.14}_{-0.14}$ | $7.10^{+0.58}_{-0.70}$ | $7.10^{+0.65}_{-0.81}$ |
|          | $4.84^{+0.23}_{-0.35}$        | $91.59^{+24.15}_{-14.50}$    | $4.24^{+0.74}_{-0.34}$   | $8.76^{+4.80}_{-1.50}$  | $0.90^{+0.14}_{-0.14}$ | $7.10^{+0.58}_{-0.70}$ | $7.10^{+0.65}_{-0.81}$ |
|          | $4.66^{+0.11}_{-0.42}$        | $101.64^{+21.58}_{-19.18}$   | $4.20^{+0.41}_{-0.60}$   | $8.46^{+5.00}_{-1.20}$  | $0.90^{+0.14}_{-0.14}$ | $7.10^{+0.58}_{-0.70}$ | $7.10^{+0.65}_{-0.81}$ |

Estimates of parameters for PDF based models within 1σ interval. For the mass of the Plummer model we took the limiting case where $r \to \infty$. For King and Michie models we estimated the mass contained up to the tidal radius of the system. We introduced $\Upsilon(r) = \Upsilon_a r + \Upsilon_b$, then for each model the first row corresponds to a constant mass-to-light ratio ($\Upsilon_a = 0$), while the second to a linear $\Upsilon(r)$.

to error propagation. We adopted the same isotropic Plummer profile and performed a calculation with our method and recovered the same mass value and Plummer radius $r_p$ as LA10. That is, the restriction to isotropy in the Plummer model reveals a slightly higher mass estimate and a significantly altered scale radius $r_p$. In Fig. 5 we give the marginalized distributions of Mass for each model. Finally in Fig. 6 we plot the $\beta$ anisotropy profiles of the models that correspond to the highest likelihood values. Despite the fact that the Plummer model can have radial or tangential $\beta$ anisotropy it demonstrates a tangentially anisotropic profile, in direct contrast with the best fitting Michie model, which is radially anisotropic.

Comparing our work to McLaughlin & van der Marel (2003), we find a significantly smaller $\Upsilon$; it is smaller than all their dynamical quoted values (ranging from a King fit $3.23^{+1.22}_{-1.14}$ to $2.83^{+1.25}_{-1.02}$ for a power-law model). There are several reasons for this:

(i) We use both isotropic (King) and anisotropic (Plummer, Michie, Jeans models) distributions while they use only isotropic ones.
(ii) We have a greater kinematic sample (they used ~20 values from Pryor et al. 1991 in comparison with 728 cluster members in the present work)
(iii) The uncertainties, as quoted from Trager et al. 1993, for our brightness model allow for a smaller mass-to-light ratio if the central brightness values are higher than the best fitting King model. However, our approach gives a unique modal value for each brightness point. That is any deviation from the brightness modal values reflects the need for the model to more accurately describe the line-of-sight velocity dispersion.
(iv) Our estimates of mass-to-light ratio are very close to those from Pryor et al. 1991 within the lowest error bound. The authors model the cluster based on a Michie model, but do not perform comparison of different models. Moreover they have different brightness profile and kinematic samples, and a different likelihood method for estimating parameters.
(v) $\Upsilon$ is estimated mainly from the brightness reference profile

8 $\beta > 0$ corresponds to radial anisotropic profile, while $\beta < 0$ to tangential.
Finally, LA10 quotes $\Upsilon = 2.0^{+0.9}_{-0.8}$, which in its lower bound is close to our predicted value. It is notable that we also find smaller value for $\Upsilon$ from the predicted value of canonical mass-to-light ratio [Kuijssen & Mieske (2009), the authors quote 2.03 $\pm$ 0.02.

Recently, Sollima et al. (2012) performed mass estimates for the same cluster, based on the same kinematic data set and using a substantially different method. Their estimates of mass and $\Upsilon$ are a little higher than ours, $\Upsilon = 1.6 \pm 0.2$ and $M_{\text{dyn}} \approx 1.6 \pm 0.1 \times 10^5 M_{\odot}$. The authors used a subsample of stars from Lane et al. (2010) for their kinematic data, namely stars satisfying $d < 2r_h$ in order to avoid overestimation of velocity dispersion due to tidal heating in the outskirts of the cluster. We would like to note that our best-fitting models, King or Michie, give a very small value for $\sigma_{\text{los}}$ in large distances, as seen in Fig. 4 and Fig. 5 thus penalizing such an effect.

4.4 Modeling based on spherically symmetric Jeans Equation

For both cases of distinct anisotropy $\beta$ parameters (e.g. Fig. 4), the marginalized PDF of the dark matter parameters tends to zero values ($r_t$ value is related to the form of spherically symmetric Jeans equation). In order to compare the masses of the stellar and dark matter population, we followed the following procedure: since the NFW dark matter profile does not possess a finite mass, we adopted a tidal radius far greater than the physical extent of the cluster, i.e. $r_t = 100$ pc. For the whole range of acceptable parameters from the MCMC walk we estimated the mass of the DM and stellar population up to the tidal radius $r_t$. In a 95% confidence interval the maximum value of dark matter mass in both cases does not exceed 150 $M_{\odot}$. The modal value for both cases of $\beta$ anisotropy assumptions is $\sim 2.5M_{\odot}$ something clearly negligible. We consider that it is much more likely this small amount of matter to result from observational constraints rather than a separate DM component, or that the assumption of linear addition of mass densities is not a viable one.

For the two distinct cases of $\beta$ functional forms, the $\beta_1=\text{const}$ is clearly least favored from Nested Sampling (see Table 1). For the case of the $\beta_2$ functional form, there is a degeneracy in values of the $q$ parameter. Actually $q \rightarrow -\infty$, suggesting that the model favors circular trajectories.

As mentioned previously, the Jeans models are the least favored from Bayesian evidence for the specific choices of anisotropy parameter $\beta$, thus we rule out the existence of any separate dark matter component. We should point out however that this analysis is different from the one followed in Ibata et al. (2013). The authors in their work did not assume a specific anisotropy profile and used a very large number of parameters that made inevitable the calculation of Bayesian evidence.

5 CONCLUSIONS

We modeled NGC 6809 using the most complete kinematic sample to date (Lane et al. 2010). We employed a variety of models in order to explore the possibility of a dark matter component. Namely models with a known distribution function and models that are evaluated through the use of the spherically symmetric Jeans equation. For our modeling we used the complete projected PDF, thus all of the kinematic data, and not a binning scheme in order to avoid error propagation and having to use a larger data set. This results, due to a higher number of data points, in more constrained parameter estimates. We note that our results will be improved with future precision photometry of the large-scale stellar population in NGC 6809. Additionally, we tested the cluster for rotation, using a Bayesian likelihood method finding a small value of angular velocity $\omega = -0.05 \pm 0.025 \text{ km s}^{-1} \text{ pc}^{-1}$, thus concluding it is not necessary to model the cluster with a rotating potential.

For the comparison of several models we used Nested Sampling, a method that estimates the Bayesian evidence between competing hypotheses. Model selection allows us to conclude, based on our hypothesis, if a DM component is present or not. We report from our methods as the most probable by orders of magnitude the Michie models. The least favorable are the models based on the solution of the Jeans spherically symmetric equation, that include a separate dark matter component. The corresponding probabilities are for the Michie of the order of $\sim 1.0$ while for the Jeans models of the order of $\sim 10^{-13}$.

The negative slope $\beta_a$ of the linear mass-to-light ratio excludes the existence of a DM halo surrounding the cluster. The most favorable models from Bayesian inference give the smallest mass estimate and smallest dynamical mass-to-light ratio. For a Michie model with constant $\Upsilon$ we find $M_{\text{dyn}} = 6.1^{+0.21}_{-0.88} \times 10^4 M_{\odot}$ and $\Upsilon = 0.90^{\pm0.14}_{\pm0.14} \sim 1.0$ in $1\sigma$ confidence interval. In a 95% confidence interval, the corresponding mass-to-light ratio is $\Upsilon = 0.90^{\pm0.25}_{\pm0.25}$ thus suggesting there is no dark matter component in NGC 6809.

For a Michie model with linear $\Upsilon$ we find ($1\sigma$ confidence interval) $M_{\text{dyn}} = 6.00^{+0.59}_{-0.48} \times 10^4 M_{\odot}$ and mass-to-light ratio at the origin ($r=0$) $\Upsilon_b = 1.09^{+0.22}_{-0.18}$. Again, at the 95% confidence interval, this is $\Upsilon_b = 1.09^{+0.41}_{-0.33}$, excluding a massive dark matter core remnant.

Our mass and dynamic mass-to-light ratio estimates are smaller than predictions from previous studies of NGC 6809, but are better constrained. Lane et al (2010) quotes $\Upsilon = 2.0^{+0.90}_{-0.86}$, while McLaughlin & van der Marel (2003) have estimates ranging from a King fit $\Upsilon = 3.23^{+1.42}_{-1.18}$ to $\Upsilon = 2.83^{+1.25}_{-1.02}$ for a power-law model. Both studies have a significantly higher modal value and a larger uncertainty than our estimates.
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