Automatic Pixel-Level Pavement Crack Recognition Using a Deep Feature Aggregation Segmentation Network with a scSE Attention Mechanism Module
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Abstract: Pavement crack detection is essential for safe driving. The traditional manual crack detection method is highly subjective and time-consuming. Hence, an automatic pavement crack detection system is needed to facilitate this progress. However, this is still a challenging task due to the complex topology and large noise interference of crack images. Recently, although deep learning-based technologies have achieved breakthrough progress in crack detection, there are still some challenges, such as large parameters and low detection efficiency. Besides, most deep learning-based crack detection algorithms find it difficult to establish good balance between detection accuracy and detection speed. Inspired by the latest deep learning technology in the field of image processing, this paper proposes a novel crack detection algorithm based on the deep feature aggregation network with the spatial-channel squeeze & excitation (scSE) attention mechanism module, which calls CrackDFANet. Firstly, we cut the collected crack images into 512 × 512 pixel image blocks to establish a crack dataset. Then through iterative optimization on the training and validation sets, we obtained a crack detection model with good robustness. Finally, the CrackDFANet model verified on a total of 3516 images in five datasets with different sizes and containing different noise interferences. Experimental results show that the trained CrackDFANet has strong anti-interference ability, and has better robustness and generalization ability under the interference of light interference, parking line, water stains, plant disturbance, oil stains, and shadow conditions. Furthermore, the CrackDFANet is found to be better than other state-of-the-art algorithms with more accurate detection effect and faster detection speed. Meanwhile, our algorithm model parameters and error rates are significantly reduced.
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1. Introduction

As an important part of the transportation hub, highways not only bear the heavy responsibility of transporting goods, but also concerns for the safety of transport personnel. However, due to natural or human factors, highways suffer from various damages. Among all kinds of pavement damage, cracks are the most common type and an early form of damage, which poses a latent threat to highway safety. To keep the pavement in good condition, it is an important task for the transportation and maintenance department to locate and repair the cracks in a timely way [1].

Manual crack detection methods are utterly dependent on the knowledge and experience of the inspection personnel, and these methods are very subjective, time-consuming, and labor-intensive. In addition, there are other crack detection techniques based on traditional image algorithms, such as edge detection [2,3] and image processing [4–6]. Although
the crack detection methods based on traditional image algorithms have achieved better results than manual crack detection methods, they didn’t consider complex noise, and have shortcomings of low detection accuracy and detection efficiency. The deficiencies of these algorithms can be attributed to the lack of reliable feature representation and the neglect of the interdependence between cracks.

In recent years, deep learning has become a research hotspot in the artificial intelligence field. Many researchers have successfully applied these technologies to pavement crack detection. Chen et al. applied a convolutional neural network and naïve Bayes data fusion (NB-CNN) to detect cracks. The advantage of this algorithm is that it can detect thin cracks, but it can only recognize the location of cracks, and cannot accomplish the accurate extraction of cracks [7]. Dung et al. proposed a crack detection algorithm based on the fully convolutional network (FCN) for concrete crack images segmentation, which can realize the pixel-level crack detection, but the crack detection accuracy is not high due to the complex noise interference [8]. Liu et al. used the U-Net to detect the concrete cracks, because the jump layer is used in the network, the crack features can be extracted more accurately, but the robustness of the model is not good [9]. Bang et al. proposed a pixel-level detection algorithm that uses the SegNet method to detect pavement cracks, which can detect cracks at the pixel-level. However, the max-pooling operation in the down-sampling process will cause information loss. Hence, for edge cracks and noise interference cracks, the crack detection effect is not good [10]. Most of these pavement crack detection networks do not use the global context information of cracks, and lack the ability to capture important crack pixel information to guide network training. This will cause the loss of crack feature details in the process of reducing the resolution of the feature map.

The attention mechanism can refine crack features and capture important crack pixel information to guide network training. In [11], the scSE attention mechanism module that combines the channel attention mechanism [12] and the spatial mechanism [13] was proposed. The scSE attention mechanism can enhance important information features while suppressing unimportant information features in space and channels. For this reason this paper applies the scSE attention mechanism to the crack detection problem.

In mainstream crack segmentation architectures, extracting more detailed crack features can obtain better crack detection results at the output of the network. Common structures include the multi-branch framework [14], feature pyramid [15], etc. However, these structures cannot accurately obtain the contextual information of the cracks. In order to improve the learning ability of the model and increase the receptive field, this paper introduces the feature reuse idea of the deep feature aggregation network (DFANet) [16] to extract crack features from different levels.

In actual conditions, there are mainly asphalt pavements and concrete pavements, which have different pavement roughness and porosity. Asphalt pavements are rougher and the background is more complex than in concrete pavements. As shown in Figure 1, pavement crack images have the features of uneven light intensity, complex topology, low contrast, complex texture, and extensive noise interference, etc. It poses a greater challenge to deep learning-based algorithms. Meanwhile, finding a good balance between detection speed and detection accuracy has become an essential issue in the crack detection.

To solve the above challenges, this paper remodeled the network architecture of DFANet, and integrated the scSE attention mechanism behind each encoder module, and proposed a novel pavement crack detection algorithm calls CrackDFANet. The CrackDFANet model integrates the advantages of the DFANet and the scSE attention mechanism, which reduces the model parameters while maintaining a good receptive field and enhancing the learning ability of the model. With all this it can find a good balance between detection speed and detection accuracy.
For pixel-level crack detection tasks, there are only two classes: cracks and non-cracks. When crack samples are seriously insufficient in the training set, the model may incorrectly classify part of the crack samples as non-crack samples, thereby reducing the accuracy of the model. Solutions can be summarized into three categories: data-level methods, algorithm-level methods and hybrid methods [17]. To address the problem, algorithm-level methods are applied in this work. These methods can modify the algorithm to consider category penalty and weight, or modify the decision threshold to reduce the deviation of negative category samples. This paper use the focal loss to solve the class imbalance problem [18]. The main contributions of this paper can be summarized as follows:

(1) This paper remodified the network architecture of DFANet, and integrated the scSE attention mechanism behind each encoder module, and the novel pavement crack detection algorithm calls CrackDFANet, which can make full use of the multi-scale receiving field to refine the crack detection results and extract the high-level features and low-level details of the crack. This allow us to achieve better results between detection speed and detection accuracy.

(2) The scSE attention mechanism was integrated to the DFANet, a set of weight coefficients are learned independently through the network, and the mechanism of “dynamic weighting” to emphasize the crack region of interest while suppressing the irrelevant background region. And the attention module can correlate the global information of the crack. In this way, it effectively improves the detection efficiency of the model and reduces the computational cost.

(3) The focal loss function can decrease the weight of easy-to-classify samples, and the model can focus on hard-to-classify samples during training. This paper uses the focal loss to solve the category imbalance problem.

The rest of the work is arranged as follows. Firstly, Section 2 reviews the common crack detection algorithms. Then Section 3 introduces the production process of the datasets of this paper and four common public datasets. Next, Section 4 detailly introduces the model of crack detection algorithm proposed in this paper. Section 5 carries out experimental verification and analysis of the proposed crack detection algorithm. Section 6 calculates the error rate. Finally, Section 7 summarizes the main work and conclusions of the paper.
2. Related Work

The pavement crack detection is essential for safe driving and transportation. For a long time, crack detection has received extensive concern by the academic and engineering circles in the world, and it has obtained some good research results. In this section, we will review and summarize some typical crack detection algorithms.

In this paper, the crack detection methods based on the non-deep learning technologies are called the traditional crack detection methods. These methods can classify into five types: (1) wavelet transform-based methods, (2) image thresholding-based methods, (3) traditional machine learning-based methods, (4) edge detection-based methods, (5) minimal path-based methods. These methods are successfully used for the crack detection, such as Gabor filters [19], histogram of oriented gradient (HOG) [20], local binary pattern (LBP) [21], and minimal path selection (MPS) [22]. Although these algorithms achieve better results than manual detection, it is essential to note that they are insufficient to differentiate between cracks and complex backgrounds in low-level images.

Recently, some deep learning technologies have been successfully used for crack detection and have achieved better detection results, such as object detection, image classification and image segmentation. The accuracy attained by the convolutional neural network (CNN) based networks has extremely surpassed the accuracy achieved by traditional crack detection methods [23–25]. Reference [26] used the object detection method to detect the location of cracks in pavement images. References [27,28] divided pavement crack images into smaller image blocks by using the road grid or sliding windows, and then used a CNN to recognize whether the image block includes a crack or not. In [29], the shallow CNN-based architecture for concrete crack detection was proposed. This model enabled the employment of deep learning algorithms using low-power computational devices for a hassle-free monitoring of civil structures. Le et al. proposed a crack detection algorithm based on a DL convolutional neural network, which achieved a good crack classification effect [30]. Ali et al. proposed a customized convolutional neural network for crack detection in concrete structures, which can achieve higher crack detection accuracy [31]. In [32], a two-stage data enhancement method was used to construct a CNN-based crack detector. The results show that the crack detector with two-stage data enhancement training on a small dataset has a better crack detection effect.

Although the methods above can accurately locate cracks, they cannot detect cracks at a pixel-level. For this reason, Huang et al. used the FCN for the crack detection and achieved high precision [33]. Zou et al. proposed an end-to-end deep convolutional neural network (DeepCrack) to realize the automatic detection of cracks by learning high-level characteristics of cracks. The method incorporates features of the multi-scale deep convolution learned in the hierarchical convolution stage to capture linear structures, which can achieve better detection results [34]. In reference [35], a lightweight end-to-end pixel by pixel classification network (SegNet) was used to detect cracks. In this work, SegNet used max-pooling indexes calculated in the pooling step of the encoder to implement non-linear up-sampling in the matching decoder, which doesn’t need to learn in the up-sample. The trained SegNet model can segment crack images in any size image with the help of sliding window scanning technology. Reference [36] showed that deeper backbone networks in FCN models and skip connections in U-Net both improved the performance of the crack detection. Li et al. combined generative adversarial network (GAN) with fully convolutional DenseNet (FC-DenseNet), and proposed a pavement crack detection method based on adversarial learning semi-supervised semantic segmentation. The improved algorithm can use a small number of labeled datasets to train a crack detection model with better robustness. However, when detecting relatively thin cracks, the effect is still not very satisfactory [37]. In [38], a block crack detection method was proposed, which divided the input image into block units, judged whether there were cracks in each block through the classifier, and then segmented the cracks from the classified blocks. This method can recognize the images of different sizes of cracks.
Most deep learning-based crack detection algorithms are not effective when detecting cracks with uneven intensity, complex noise interference, complex topology, etc. Meanwhile, due to the characteristics of the network themselves, the number of parameters is relatively large, and it is difficult to achieve a balance between crack detection speed and crack detection performance.

3. Data Collection

This section introduces the production process of datasets. To show that the algorithm proposed in this paper has good generalization ability, four public datasets are selected for the experimental analysis.

3.1. Our Datasets
3.1.1. Data Acquisition Process

In the two types of asphalt and concrete pavement, this paper selects sunny and cloudy weather conditions to take pavement crack images at different times of the day. Compared with the concrete pavement, the asphalt pavement is rougher and the background is more complex. As shown in Figure 2, an FDR-AX60 camera (SONY, Shanghai, China) was used to take 1000 crack images with a resolution of 3840 × 2160 pixels on five highways. Then the images captured by the camera were encoded and compressed through the image acquisition card, and stored in the memory of the computer to complete the collection of crack images.

![Figure 2. Crack image acquisition process.](image)

To ensure the diversity of crack images in the dataset, the crack datasets containing water stains, oil stains, parking lines, plant interference, pseudo cracks, etc. are collected at different lighting stages of the day. These crack images containing noise become training samples for network models, which can improve the robustness of the crack detection algorithm.

3.1.2. Data Augmentation and Annotation

The number of crack images collected in this paper is relatively small and the size is relatively large, it is not conducive to the training of the model. In addition, the insufficient number of datasets is likely to cause overfitting in the model training. Therefore, it is necessary to use the image preprocessing to enhance the collected crack images. Through the image enhancement, the number of images can be increased. The image enhancement methods in this paper include a clockwise rotation of 90° and 180°, horizontal flip, and random color jittering. Then randomly cut into the dataset of 512 × 512 pixels for model training. No data augmentation is used during the testing.
In addition, this paper used the open-sourced deep learning labeling tool LabelMe [39] to manually label the crack images at the pixel level. In the manual marking process, this paper classified and marked the cracks in the image, and then saved them in the x.json file containing the image itself and related annotations. The information in the x.json file was converted into label images and label visualization, and then converted into binary label images. This paper repeated the above labeling process, and finally used the Python program to generate the corresponding label images in batches. Partial image annotation results are shown in Figure 3.

![Figure 3. Examples of partially labeled images.](image-url)

As shown in Table 1, this paper selects 3320 crack images from our crack datasets for the training and verification of the deep learning model. Crack images include asphalt cracks and concrete cracks, and this dataset is more extensive. The training set, validation set, and test set are divided at a ratio of 6 : 2 : 2, of which 2000 images in the training set and 660 images in the verification set are used to train and optimize the model, and 660 images in the test set are used to verify the effect of the model.

| Image Description | Training Sets | Verification Sets | Test Sets |
|-------------------|---------------|--------------------|----------|
| Image size(pixels)| 512 × 512     | 512 × 512          | 512 × 512|
| Number of images  | 2000          | 660                | 660      |

3.2. Public Datasets

In order to further verify the effect of the CrackDFANet model on the public pavement crack dataset and reflect the generalization ability of the model, this paper selects four public pavement crack datasets for the experimental verification. The labels of all public datasets use the original label images. The characteristics of the dataset are shown in Table 2.

| Datasets     | Image Size (Pixels) | Number of Images |
|--------------|---------------------|------------------|
| GAPs384 [40] | 1920 × 1080         | 1969             |
| Crack500 [41]| 2000 × 1500         | 500              |
| AigleRN [22] | 768 × 512           | 269              |
| CFD [1]      | 480 × 320           | 118              |

4. Methods

For the purpose of obtaining more detailed characteristics of the input images to get better crack detection results in the output, we should acquire multi-layer semantic
information through different layers of the convolution operation. By this means, both high-level features and low-level details can be maintained. This paper uses the concept of DFANet [16] as the basic network backbone for the pavement crack detection. Furthermore, to enhance important information features, while suppressing unimportant information features in space and channels, and effectively improve the accuracy of crack detection, we integrated the scSE module to optimize the model. Thus, the proposed network structure is called CrackDFANet. In the work of DFANet, the authors used ImageNet pretrained network model to achieve comprehensive feature extraction. Since our crack detection is a pixel-level binary classification task, and we have enough training dataset including all kinds of noise interference, so the proposed CrackDFANet does not need pretrained network models. This section first introduces the CrackDFANet in detail, and then introduces the loss function and the training process of the model.

### 4.1. Overall Architecture of the Proposed Method

In this work, the crack detection is described as a binary classification task at pixel-level. Given a crack image, the designed method will generate a crack prediction image. Figure 4 shows the structure of the proposed CrackDFANet. The model structure is explained in detail below.

![Figure 4. The structure of CrackDFANet: the lightweight Xception network, scSE attention mechanism model, sub-network aggregation, sub-stage aggregation, and dual-path decoder for multi-level feature fusion.](image)

As shown in Figure 4, the CrackDFANet consists of five parts: (1) the lightweight backbone network, (2) the scSE attention mechanism module, (3) the sub-network aggregation module, (4) the sub-stage aggregation module, (5) the dual-path decoder. It has been proved that the deepwise separable convolution (a depthwise convolution followed by a pointwise convolution) is one of the most effective methods for real-time reasoning. Compared with the traditional convolution, the deepwise separable convolution reduces the computation cost and the number of parameters while maintaining similar (or slightly better) performance. We alter the Xception network [42] to the backbone framework. Depthwise separable convolution is used in the Xception network, which can reduce the
total amount of calculations and parameters while maintaining good performance. To pursue higher accuracy, we fuse the scSE attention mechanism module to recalibrate the output characteristics of each encoder block in both the spatial and the channel aspects. The sub-network aggregation module is centered on up-sampling the inputs from the previous backbone to the next backbone on the high-level feature graphs to refine the crack prediction results. From another point of view, the sub-network aggregation module can be viewed as a process of pixel classification from rough to fine. The sub-stage aggregation module is performed by assembling feature representations between the matching phases through “rough” part and “fine” part, which provides the receptive domain and high-dimensional framework details by connecting the layers with the same dimension. After these modules, a dual-path decoder made up of deconvolution and bilinear up-sampling operations is used to connect the outputs of each phase to obtain the crack detection results from rough to fine. The following describes the network structure in more detail:

4.1.1. Lightweight Backbone Network

The primary backbone is the lightweight Xception network, which makes some changes to crack detection tasks. In the first convolution, this paper only uses ordinary convolution with a convolution kernel of $3 \times 3$, and other convolutions use the deepwise separable convolution with a convolution kernel of $3 \times 3$. Table 3 summarizes the detailed architecture of the Xception model. For crack detection, it is not only necessary to provide dense feature representation, but also how to obtain effective semantic context information is also a problem. For this reason, we fuse the scSE attention mechanism module to simultaneously recalibrate the output characteristics of each code block in terms of space and channel, which can effectively improve the accuracy of crack detection.

Table 3. The detailed architecture of the Xception model ($3 \times 3$ means a depthwise separable convolution except “conv1”. In “conv1” stage, we only implement a $3 \times 3$ convolution layer).

| Stage | Kernel Size | Padding | Stride |
|-------|-------------|---------|--------|
| conv1 | $3 \times 3$ | 8       | 2      |
| enc2  | $3 \times 3$ | 12      | 4      |
| enc3  | $3 \times 3$ | 24      | 6      |
| enc4  | $3 \times 3$ | 48      | 4      |

4.1.2. The scSE Attention Mechanism Module

As shown in Figure 5, the essence of scSE module is the superposition of two attention mechanisms. After each backbone output U of the encoder enters the scSE module, it will enter two branches, the upper branch is called sSE branch. Through a $1 \times 1$ convolution operation, the branch obtains a weight matrix with the same length and width as the U. This matrix is multiplied with U to obtain the feature $U_{sSE}$ that is recalibrated in space. The following branch is called cSE branch. This branch first passes a maximum pooling operation to obtain a weight matrix with the same number of channels as the U. This matrix passes through two fully connected (FC) layers, the number of neurons in the first FC layer is half the number of channels (to reduce computational complexity). The number of the second FC layer is equal to the number of channels. After the activation function, the nonlinearity is added, and the matrix restored to the number of channels through the second FC layer is multiplied by U to obtain the characteristic $U_{cSE}$ recalibrated in the channel direction. Finally, merge the features recalibrated along the channel and the space
to output $U_{scSE}$. The scSE module can effectively enhance important information features and suppress unimportant information features in both the space and the channel, and can effectively improve the accuracy of crack detection.

\begin{equation}
Y = \phi_{n}(\phi_{n-1}(\cdots(\phi_{1}(X))))
\end{equation}

4.1.3. Sub-Network Aggregation Module

Sub-network aggregation accomplishes the association of high-level features at the network level. In this paper, our crack detection network architecture consists of a series of backbone networks, which provide the output of the prior backbone network to the next as input. From another point of view, sub-network aggregation can be viewed as a refining process. The backbone process is expressed as $y = \phi(x)$, and the output of encoder $\phi_{n}$ is the input of the encoder $\phi_{n+1}$. Therefore, the sub-network aggregate process can be expressed as:

\begin{equation}
\begin{aligned}
\mathbf{U} & = \mathbf{Y} = \phi_{n}((\phi_{n-1}(\cdots(\phi_{1}(X)))))
\end{aligned}
\end{equation}

4.1.4. Sub-Stage Aggregation Module

The focus of sub-stage aggregation is to fuse semantic and spatial information at the stage level among multiple networks. With the increase of network depth, the spatial details are gradually lost. Common methods, such as the U-shape, implement skipping connections to restore image details in the decoder module. Nevertheless, due to the lack of low-level features and spatial information in deeper encoder blocks, so they cannot judge a wide variety of objects and precise structural edges. The parallel branch design usages the original and reduced resolutions as input, and the output is the fusion of the results of large-scale and small-scale branches. However, this design lacks information interaction between parallel branches.

In this paper, sub-stage aggregation is used to combine features through the encoding period. Under the same depth of the sub-network, the different stages are fused. In more detail, the output of one stage in the prior sub-network contributes to the input of the matching stage position of the next sub-network.

For a unitary backbone network $\phi_{n}(x)$, a stage process can be defined as $\phi_{n}^{i}$. The previous stage in the backbone network is $\phi_{n-1}^{i}$. $i$ is the index of the stage. The sub-stage aggregation approach can be expressed as:

\begin{equation}
x_{n}^{i} = \begin{cases} 
x_{n}^{i-1} + \phi_{n}^{i}(x_{n}^{i-1}), & \text{if } n = 1 \\
x_{n}^{i-1} + \phi_{n}^{i}([x_{n}^{i-1}, x_{n-1}^{i}]), & \text{otherwise}
\end{cases}
\end{equation}
where $x_{n-1}^{i-1}$ is coming from:

$$x_{n-1}^{i-1} = x_{n-1}^{i} + \phi_{n-1}^{i}(x_{n-1}^{i-1}) \tag{3}$$

In our algorithm, the stage aggregation approach is to learn the residual formula of $[x_{n-1}^{i}, x_{n-1}^{i}]$ at the beginning of each stage. In case of $n > 1$, the input of the $i$th stage of the $n$th network is obtained by the output of the $i$th stage of the $(n - 1)$th network and the output of the $(i-1)$th stage of the $n$th network, and then the $i$th stage learns a residual representation of $[x_{n-1}^{i-1}, x_{n-1}^{i}]$. $x_{n-1}^{i-1}$ and $x_{n-1}^{i}$ have the same resolution, and we achieve the fusion characteristics of concatenation operation.

We always keep the features flowing from high resolution to low resolution. Equation (2) not only learns the $n$th feature maps, but also retains $(n - 1)$th features and receptive field. Meanwhile, Information flows can be transmitted over multiple networks.

4.1.5. The Dual-Path Decoder

After the crack feature is extracted by the encoder network, the corresponding decoder network needs to be used to restore the feature map to a binary image with the same size as the input image, so as to obtain the detection result of the crack. To improve the real-time reasoning ability of the CrackDFANet model, the decoder network in this paper is designed as an efficient feature up-sampling module, which combines the crack features from the low-level and high-level of the image.

In the decoder network of CrackDFANet, this paper uses convolution and bilinear up-sampling to directly fuse the high-level features and low-level details of the crack to form a simple decoder network. Since the encoder network of CrackDFANet is composed of three backbone networks, this paper first merges high-level features from the bottom of the three backbone networks, and then performs $4 \times$ bilinear up-sampling on these high-level features, and fuse them with the same spatial resolution. The low-level information of each backbone network is finally added with high-level features and low-level details, and $4 \times$ bilinear up-sampling is performed to obtain the final crack detection result. In the decoder module, to decrease the number of channels, a small number of convolution operations are used.

4.2. Loss Function

In the deep learning model, the loss function is the most crucial mathematic constituent part. The loss function is applied to measure the deviation between the predicted value and the true value [43]. Therefore, the loss function is usually defined as the objective function of the crack detection model optimization. What we should pay attention to is that compared with the non-crack pixels, crack pixels occupy a small part of the crack image. Hence, the definition of total loss may be affected by this class imbalance between the two categories of cracks and non-cracks. For this reason, this paper uses a novel loss function: focal loss (FL) solves the class imbalance problem [18]. The FL is modified on the basis of the standard cross-entropy loss. And the FL function can decrease the weight of easy-to-classify samples. Therefore, the model can center on hard-to-classify samples during training. The FL can be expressed as:

$$FL(p_t) = -\alpha_t(1 - p_t)^{\gamma} \log(p_t) \tag{4}$$

where the weight factor $\alpha_t = 0.25$, $(1 - p_t)^{\gamma}$ represents the modulation coefficient. $(1 - p_t)^{\gamma}$ is added, the loss obtained by the sample with a large prediction probability will be reduced, and the loss of the sample with a small prediction probability will become large, thereby strengthening the attention to the positive sample. The $p_t$ is defined as:

$$p_t = \begin{cases} p, & y = 1 \\ 1 - p, & y = 0 \end{cases} \tag{5}$$
where \( y \in \{0, 1\} \) is the ground truth class, \( p \in \{0, 1\} \) is the model’s estimated probability for label \( y = 1 \). \( t \in \{0, 1\} \) represents the category number, \( t = 0 \) denotes the background pixel, and \( t = 1 \) denotes the crack pixel.

The properties of focal loss are as follows:

1. When an example is misclassified. At this time, \( p_t \) is small, and then the modulation factor \((1 - p_t)\) is close to 1, and the loss is not affected. At this time, the model enhances the focus on positive samples. When \( p_t \to 1 \), the modulation factor \((1 - p_t)\) is close to 0, which indicates that the classification is true and the samples are easy to classify at this time, and the modulation coefficient \((1 - p_t)^{\gamma} \) will approach 0, that is, the sample contributes little to the total loss.

2. The focusing parameter \( \gamma (\gamma \geq 0) \) smoothly adjusts the proportion of the weight of the easy-to-divide samples to be reduced. Increasing \( \gamma \) can enhance the influence of modulation factors. \( \gamma = 2 \) in this paper.

### 4.3. Model Training and Optimization

To obtain a more robust crack segmentation model, this paper selects 2000 crack datasets, including water stains, oil stains, parking lines, plant disturbances, rough backgrounds, etc. as the training set, and 660 datasets as the validation set for the model training. These datasets contain asphalt crack images and concrete crack images. The training structure diagram is shown in Figure 6.

![Figure 6. A schematic of CrackDFANet trained for concrete crack detection.](image-url)

Meanwhile, this paper applies the Adam algorithm to optimize the model during model training. The Adam algorithm can calculate the adaptive learning rate of different parameters from the first-order and the second-order estimation of the loss function. In particular, the Adam algorithm combines the advantages of two stochastic gradient descent algorithms. The first is the AdaGrad algorithm, which adopts a specific learning rate for each parameter to improve the performance of the spare gradient. The second is the RMSProp algorithm, which adaptively assigns a learning rate to each parameter based on the average of the closest magnitude of the weighted gradient [44].
During the model training process, the model is saved every 10 epochs, and then each saved model is tested, as shown in Figure 7. The experimental results show that the model has the best detection effect when it is trained for 600 epochs. After training, the model appears over-fitting phenomenon, and the results of crack model detection become worse. Therefore, this paper chooses to train 600 epochs.

![Image Output at different epochs.](image)

Figure 7. Output at different epochs.

As shown in Figure 8, through 600 epochs iteration, a real-time crack segmentation model with good robustness is obtained. In this time, the loss of model training converges to 0.024.

![Loss curve during training.](image)

Figure 8. Loss curve during training iterations of CrackDFANet.

5. Experiment and Analysis

The previous section introduced the crack detection algorithm proposed in this paper. This section will verify and discuss the proposed algorithm through experiments. Firstly, we introduce the implementation details of the proposed CrackDFANet. Then we explain the evaluation criteria. Next, we introduce the compared methods. Finally, we analyze and discuss the experimental results.

5.1. Implementation Details

5.1.1. Computation Platform

All algorithms in this paper used Python 3 for programming. The algorithms were implemented by using the deep learning framework Pytorch. The experimental software
environment is Windows 10 operating system, and the hardware environment is an Intel®
Quad-Core™ i7-9750 CPU @ 3.6 GHz Processor, 16 GB RAM and an NVIDIA GeForce
GTX 1080Ti 16 GB GPU.

5.1.2. Parameter Settings

The hyperparameters include: the momentum is set to 0.9, and the weight decay is set
to 0.0001. The mini-batch stochastic gradient descent (MSGD) with a batch size of 8 is used
to update the network parameters. As a general configuration, the “poly” learning rate
strategy is applied where the initial rate is multiplied by \( \left(1 - \frac{\text{iter}}{\text{max}_\text{iter}}\right)^{\text{power}} \) with power
0.9, and the base learning rate is set as 0.001 [16].

5.2. Evaluation Criteria

For the crack segmentation task, the generally applied evaluation indexes are: precision (P), recall (R), F1, accuracy (ACC) and mean intersection over union (MIoU). Crack
pixels are defined as positive instances, while non-crack pixels are defined as false instances. According to the combination of ground truth and prediction, pixels are divided into four
types: true positive (TP), false positive (FP), true negative (TN) and false negative (FN), as
shown in Table 4.

| Ground Truth Case | Crack | Non-Crack |
|-------------------|-------|-----------|
| Crack             | True positive (TP) | False positive (FP) |
| Non-crack         | False negative (FN) | True negative (TN) |

Then, P, R, F1, ACC and MIoU can be defined as follows:

\[
P = \frac{TP}{TP + FP} \tag{6}
\]

\[
R = \frac{TP}{TP + FN} \tag{7}
\]

\[
F1 = \frac{2 \times P \times R}{P + R} \tag{8}
\]

\[
ACC = \frac{TP + TN}{TP + FN + TN + FP} \tag{9}
\]

\[
MIoU = \frac{1}{2} \left(\frac{TP}{TP + FN + FP} + \frac{TN}{TN + FP + FN}\right) \tag{10}
\]

5.3. Compared Methods

We compare the performance of CrackDFANet with FCN, SegNet, and U-Net crack
detection algorithms. Meanwhile, to solve the problem of class imbalance, the loss function
of all comparison methods in this paper chooses the focal loss. The following is a brief
description of the methods compared:

(1) FCN: We use FCN-8s to detect cracks by replacing the loss function with FL. The
hyperparameter settings are as follows: the base learning rate is set to \(1 \times 10^{-5}\), the
momentum is set to 0.99, and the weight decay is set to 0.0005. We train the FCN
model on our dataset.

(2) SegNet: This network can achieve end-to-end learning and crack segmentation by
using an encoder network and its corresponding decoder network. Except that the
basic learning rate is set to \(1 \times 10^{-6}\), the settings of other hyperparameters are the
same as those in FCN. We train the SegNet model on our dataset.
(3) U-Net: This network uses skip-layer in the encoder-decoder network for crack segmentation. Except that the basic learning rate is set to $1 \times 10^{-3}$, the settings of other hyperparameters are the same as those in FCN. We train the U-Net model on our dataset.

(4) CrackDFANet: The CrackDFANet model is trained on our dataset.

5.4. Experiment Results and Discussion

To verify the crack detection effect of the trained and validated model described in Section 4, we compared and analyzed FCN, SegNet, and U-Net crack detection algorithms on our dataset, GAPs384 dataset, Crack500 dataset, AigleRN dataset and CFD dataset, respectively. The following is a comparative analysis of the experimental results on five datasets. In addition, to further compare and analyze the advantages of the proposed crack detection method, we have carried out experiments in some special cases, that is, light interference, water stains, oil pollution, and shadow, etc. During the test phase, the hyperparameter settings of all algorithms are the same as the training process.

5.4.1. Results on Our Dataset

On our dataset, we perform the crack detection effect verification. As shown in Figure 9, the crack detection results of five typical input images of this method and the comparison method are given. The first column is the original crack image, the second column is the label image, and the next four columns are the output images of the comparison detection algorithm. The first four rows of images are concrete cracks, the latter one is asphalt cracks.

| Original images | Label images | FCN | SegNet | U-Net | Ours |
|-----------------|--------------|-----|--------|-------|------|
| ![Original images](image1.png) | ![Label images](image2.png) | ![FCN](image3.png) | ![SegNet](image4.png) | ![U-Net](image5.png) | ![Ours](image6.png) |
| ![Original images](image7.png) | ![Label images](image8.png) | ![FCN](image9.png) | ![SegNet](image10.png) | ![U-Net](image11.png) | ![Ours](image12.png) |
| ![Original images](image13.png) | ![Label images](image14.png) | ![FCN](image15.png) | ![SegNet](image16.png) | ![U-Net](image17.png) | ![Ours](image18.png) |
| ![Original images](image19.png) | ![Label images](image20.png) | ![FCN](image21.png) | ![SegNet](image22.png) | ![U-Net](image23.png) | ![Ours](image24.png) |
| ![Original images](image25.png) | ![Label images](image26.png) | ![FCN](image27.png) | ![SegNet](image28.png) | ![U-Net](image29.png) | ![Ours](image30.png) |

Figure 9. The visualization of detection results of compared methods on our dataset (from left to right: original images, label images, FCN, SegNet, U-Net, our detection results).
It can be seen from Figure 9 that all these algorithms can detect the crack region. However, for the thin crack and the crack image with noises, CrackDFANet obtains crack detection results close to the label image, while the other algorithms produce many false detections.

As shown in Table 5, we made a quantitative comparison of several deep learning-based crack detection algorithms. The MIoU of our crack segmentation algorithm is 0.8972, which is significantly higher than the other three crack segmentation algorithms. Meanwhile, our model parameter is 14.5 M, which is significantly reduced compared to other algorithms. The speed is an important factor in crack segmentation algorithms, and we try to compare crack segmentation models in the same state. In this paper, the speed of crack detection is measured by the frames per second (FPS). The detection speed of our crack segmentation algorithm reaches 64.5 FPS with 512 × 512 pixels. In other words, our algorithm takes 15.50 milliseconds to test an image. It can be seen that our algorithm has achieved a good balance between detection accuracy and detection speed. One way to obtain the model speed of the model is to summarize its calculations. We use floating point operations per second (FLOPs) to measure the computation speed of the model. From the experimental results in Table 5, it can be concluded that the calculation speed of our model is much faster than the speed of the other three comparison models.

### Table 5. The P, R, F1, ACC, MIoU and FPS of compared methods on our dataset (512 × 512 pixels).

| Methods | Detection Effect Evaluation Index |  |
|---------|----------------------------------|--|
|         | P      | R      | F1      | ACC    | MIoU   | Params  | FLOPs  | FPS (Milli-seconds/Image) |
| FCN     | 0.8201 | 0.7912 | 0.8054 | 0.8496 | 0.8297 | 250.8 M | 136.3 G | 14.7 (68.03)               |
| SegNet  | 0.8457 | 0.8068 | 0.7967 | 0.8896 | 0.8550 | 49 M    | 286.1 G | 21.1 (47.39)               |
| U-Net   | 0.9021 | 0.9115 | 0.9067 | 0.9021 | 0.8603 | 58 M    | 354.2 G | 17.0 (58.82)               |
| Ours    | 0.9418 | 0.9329 | 0.9373 | 0.9674 | 0.8972 | 14.5 M  | 3.8 G   | 64.5 (15.50)               |

### 5.4.2. Results on GAPs384 Dataset

To further verify the generalization ability of the CrackDFANet, we performed experimental verification on the public GAPs384 dataset (1920 × 1080 pixels). The crack images in this dataset are all asphalt cracks. Figure 10 shows the five most representative crack detection effects of different algorithms under the same conditions.

As shown in Figure 10, the topological structure of the images in the GAPs384 dataset is complex, and noise interference is massive, which poses greater challenges to various crack detection algorithms. Under this kind of complicated noise interference, our algorithm still shows good detection performance, and FCN, SegNet, and U-Net crack detection algorithms are very willing to erroneously detect, such as judging parking lines, oil pollution, and manhole covers as crack regions. This is because our detection algorithm recognizes crack characteristics through the sub-network aggregation and the sub-stage aggregation. Sub-network aggregation can be regarded as a rough-to-fine process of the pixel classification. Sub-stage aggregation is mainly the fusion of semantic and spatial information at the stage level from multiple networks. Meanwhile, we fuse the scSE attention mechanism module to simultaneously recalibrate the output characteristics of each code block in terms of space and channel. In this way, the crack characteristics can be refined multiple times, thereby achieving better detection results.

In Table 6, we performed a quantitative comparison on the GAPs384 dataset. Our algorithm has an MIoU of 0.8723, and a detection speed is 8.2 FPS at 1920 × 1080 pixels, which is higher than the other three deep learning-based crack detection algorithms under the same conditions.
Table 6. The P, R, F1, ACC, MIoU and FPS of compared methods on GAPs384 dataset (1920 × 1080 pixels).

| Methods     | P    | R    | F1   | ACC  | MIoU  | FPS (Milliseconds/Image) |
|-------------|------|------|------|------|-------|--------------------------|
| FCN         | 0.6879 | 0.6179 | 0.6510 | 0.8121 | 0.7257 | 1.9 (526.31)           |
| SegNet      | 0.6902 | 0.6738 | 0.6819 | 0.8542 | 0.7391 | 2.7 (370.37)           |
| U-Net       | 0.7092 | 0.6115 | 0.6567 | 0.8861 | 0.7294 | 2.2 (454.54)           |
| Ours        | 0.8980 | 0.7673 | 0.8275 | 0.9554 | 0.8723 | 8.2 (121.95)           |

5.4.3. Results on Crack500 Dataset

In addition, to further compare the detection performance of the algorithms, we carried out experimental verification on a public Crack500 dataset with larger image size (2000 × 1500 pixels). The crack images in this dataset are all asphalt cracks. Figure 11 shows five representative visual comparison results.

As shown in Figure 11, the texture of the cracks in the Crack500 dataset is complex, the contrast is low, and the characteristics of the cracks are not obvious. It is very apt to cause false detection. However, the experimental results show that in this complicated case, our crack detection algorithm still shows a good detection effect, in contrast, other compared algorithms have poor anti-interference ability, which shows that the CrackDFANet has better robustness and better detection effect under the same conditions.

To quantitatively compare the detection performance of various algorithms, we compute P, R, F1, ACC, MIoU and FPS on the Crack500 dataset. Table 7 shows the quantitative results. The results show that the CrackDFANet realizes best P, R, F1, ACC, MIoU and FPS and surpasses three other algorithms. This proves that the CrackDFANet has better generality than other comparison algorithms. Meanwhile, it shows that our detection algorithm improves the detection effect while increasing the detection speed.
Figure 11. The visualization of detection results of compared methods on Crack500 dataset (from left to right: original images, label images, FCN, SegNet, U-Net, our detection results).

Table 7. The P, R, F1, ACC, MIoU and FPS of compared methods on Crack500 dataset (2000 × 1500 pixels).

| Methods     | P     | R     | F1    | ACC   | MIoU  | FPS (Milliseconds/Image) |
|-------------|-------|-------|-------|-------|-------|--------------------------|
| FCN         | 0.6932| 0.6183| 0.6536| 0.7648| 0.7273| 1.3 (769.23)             |
| SegNet      | 0.7001| 0.6034| 0.6481| 0.7912| 0.7643| 1.8 (555.56)             |
| U-Net       | 0.7119| 0.6083| 0.6561| 0.8321| 0.7991| 1.5 (666.67)             |
| Ours        | 0.8890| 0.8521| 0.8701| 0.9237| 0.8753| 5.7 (175.44)             |

5.4.4. Results on AigleRN Dataset

In this set of comparative experiments, we conduct experimental analysis on the public AigleRN dataset, the size of the dataset is 768 × 512 pixels. The crack images in this dataset are all asphalt cracks, and cracks are generally thin and have low contrast, which is a challenging task for all detection algorithms.

The results of the AigleRN dataset are shown in Figure 12. Although FCN, SegNet, and U-Net can detect most the cracks in the image, but it still retains a lot of noises. In addition, due to the loss of information, some of the cracks detected are discontinuous. Meanwhile, they may hallucinate cracks that do not exist. Under the same conditions, the CrackDFANet can extract the edges of cracks in images, whether they contain some types of noise or not. This proves that our algorithm has better high interference capability and better detection effect.

The quantitative results of the experiment are shown in Table 8, CrackDFANet shows good results on most indicators. Specifically, the CrackDFANet demonstrates not only a higher detection accuracy but also faster detection speed, and it has better engineering application value.
The results of the AigleRN dataset are shown in Figure 12. Although FCN, SegNet, and U-Net can detect most the cracks in the image, but it still retains a lot of noises. In addition, due to the loss of information, some of the cracks detected are discontinuous. Meanwhile, they may hallucinate cracks that do not exist. Under the same conditions, CrackDFANet can extract the edges of cracks in images, whether they contain some types of noise or not. This proves that our algorithm has better high interference capability and better detection effect.

The quantitative results of the experiment are shown in Table 8. CrackDFANet shows good results on most indicators. Specifically, the CrackDFANet demonstrates not only a higher detection accuracy but also faster detection speed, and it has better engineering application value.

![Figure 12. The visualization of detection results of compared methods on AigleRN dataset (from left to right: original images, label images, FCN, SegNet, U-Net, our detection results).](image)

| Methods | Detection Effect Evaluation Index |
|---------|---------------------------------|
|        | P  | R  | F1  | ACC  | MIoU  | FPS (Milliseconds/Image) |
| FCN    | 0.7322 | 0.8752 | 0.7973 | 0.8524 | 0.7435 | 9.9 (101.01) |
| SegNet | 0.7685 | 0.7432 | 0.7656 | 0.8652 | 0.7647 | 13.7 (72.99) |
| U-Net  | 0.8656 | 0.8016 | 0.8323 | 0.8833 | 0.8213 | 11.4 (87.72) |
| Ours   | 0.8947 | 0.8283 | 0.8602 | 0.9234 | 0.8745 | 43.5 (22.99) |

5.4.5. Results on CFD Dataset

In this set of comparative experiments, we selected the public CFD dataset for experimental verification, the size of the dataset is 480 × 320 pixels. This dataset contains asphalt cracks and concrete cracks.

To further verify the generalization ability of the method, four methods are tested on CFD dataset. Results are shown in Figure 13. The noise interference of the CFD dataset is relatively small, and all methods can roughly detect the contour of the crack. It can be intuitively observed that our method is superior to other methods. Three other comparisons of crack detection algorithms based on deep learning do not perform well on edge cracks and web cracks. They may hallucinate cracks that do not exist. Through comparative analysis, our proposed algorithm still achieves good detection results. The predicted image is basically close to the label image.
To further verify the generalization ability of the method, four methods are tested on CFD dataset. Results are shown in Figure 13. The noise interference of the CFD dataset is relatively small, and all methods can roughly detect the contour of the crack. It can be intuitively observed that our method is superior to other methods. Three other comparisons of crack detection algorithms based on deep learning do not perform well on edge cracks and web cracks. They may hallucinate cracks that do not exist. Through comparative analysis, our proposed algorithm still achieves good detection results. The predicted image is basically close to the label image.

As shown in Table 9, compared with other crack detection methods, the CrackDFANet achieves the highest P, R, F1, ACC, MIoU, and FPS. The MIoU value of CrackDFANet reaches the highest 87.59%. The FPS of CrackDFANet is 111.3. In other words, it takes 8.98 milliseconds to detect an image. The performance improvement is mainly due to the use of the sub-network aggregation and the sub-stage aggregation. In addition, we fuse the scSE attention mechanism module to the lightweight Xception network, which can simultaneously recalibrate the output characteristics of each code block in terms of space and channel. In this way, the crack characteristics can be refined multiple times, thereby achieving better detection results.

| Methods   | Detection Effect Evaluation Index |
|-----------|----------------------------------|
|           | P         | R         | F1        | ACC      | MIoU     | FPS (Milliseconds/Image) |
| FCN       | 0.8228    | 0.8945    | 0.8572    | 0.9210   | 0.8110   | 25.4 (39.37)             |
| SegNet    | 0.8990    | 0.8947    | 0.8804    | 0.9320   | 0.8160   | 35.2 (28.41)             |
| U-Net     | 0.9070    | 0.8460    | 0.8710    | 0.9415   | 0.8289   | 29.3 (34.12)             |
| Ours      | 0.9729    | 0.9456    | 0.9590    | 0.9821   | 0.8759   | 111.3 (8.98)             |

5.4.6. Special Cases Discussion

To further compare and analyze the CrackDFANet and other deep learning-based several crack detection algorithms, we perform experiments in some special cases, i.e., light interference, parking line, water stains, oil stains, and shadow, etc. Figure 14 shows five representative results showing all methods. The second and third lines are asphalt crack images, and the rest are concrete crack images.
As shown in Figure 14, under the interference of complex noise, real cracks are surrounded by disturbing fake cracks. In this case, because the patterns between cracks and pseudo-cracks are similar, which is a challenging problem for all crack detection algorithms. Compared to the other crack detection algorithms, the CrackDFANet can produce clearer and better results, regardless of whether they contain some noises or not. For crack only images, light interference images, parking line images, water stains, plant disturbance images, oil stains, and shadow images, the CrackDFANet can accurately extract crack edges, and it is best to eliminate different types of noise. This shows that the CrackDFANet model is more resistant to noise interferes than FCN, SegNet and U-Net crack detection algorithms.

In addition, to further prove the performance of different methods, we draw the precision-recall curve (PR-curve) based on the precision and recall of various comparison methods on our dataset, GAPs384 dataset, Crack500 dataset, AigleRN dataset, and CFD dataset. As shown in Figure 15, CrackDFANet is the highest among other three comparison methods, which shows that the CrackDFANet has better crack detection effect and generalization ability.
Figure 15. Precision-recall curve on three group experiments: (a) our dataset, (b) GAPs384 dataset, (c) Crack500 dataset, (d) AigleRN dataset, (e) CFD dataset.

6. Error Rate

To compare the accuracy of different methods in crack detection, the error rate is introduced, that is, the ratio of the number of misclassified pixels to the total number of pixels in the image. The formula description is shown in Equation (11):

$$\text{Error rate} = \frac{N_{\text{error}}}{N_{\text{total}}} \times 100\%$$  (11)
where $N_{error}$ denotes the number of misclassification pixels, $N_{total}$ denotes the total pixel number of the images. The error rates of four algorithms are shown in Table 10.

Table 10. Error rate of various algorithms.

| Crack Images            | Error Rate (%) | FCN  | SegNet | U-Net | CrackDFANet |
|-------------------------|----------------|------|--------|-------|-------------|
| Crack-only              | 7.6            | 4.8  | 3.2    | 0.3   |              |
| Light interference      | 8.2            | 9.6  | 5.2    | 1.2   |              |
| Parking line            | 5.3            | 3.9  | 3.7    | 0.8   |              |
| Water stains            | 4.6            | 4.2  | 3.1    | 0.5   |              |
| Plant disturbances      | 6.3            | 4.6  | 3.3    | 0.7   |              |
| Oil pollution           | 8.3            | 6.6  | 5.8    | 0.6   |              |
| Shadow                  | 12.26          | 10.78| 9.48   | 1.0   |              |
| Mean value              | 5.75           | 6.35 | 4.83   | 0.73  |              |

The error rate of the CrackDFANet model on average is 0.73%, while for FCN, SegNet, and U-Net, it is 5.75%, 6.35%, and 4.83%, respectively. That is to say, the error rate of the CrackDFANet is obviously lower than that of the other three comparison methods. The CrackDFANet recognizes crack characteristics through the sub-network aggregation and the sub-stage aggregation. In this way, the crack characteristics can be refined multiple times. In addition, to pursue higher accuracy, we fuse the scSE attention mechanism module to recalibrate the output characteristics of each encoder block in both the spatial and the channel aspects. Based on the above analysis, the CrackDFANet algorithm can significantly reduce the error rate.

7. Conclusions

In this work, the CrackDFANet is proposed for the pavement crack detection. The main work and conclusions are as follows:

(1) Model validation performed on five different crack datasets, CrackDFANet records the MIoU of 0.8972 on our dataset. And the model processes in real-time (64.5 FPS) images with 512 × 512 pixels. At the same time, to further verify the generalization ability of the model, the model tests were performed on four public datasets: GAPs384, Crack500, AigleRN and CFD. Experimental results show that CrackDFANet achieves best P, R, F1, ACC, MIoU and FPS and surpasses FCN, SegNet, and U-Net crack detection algorithms.

(2) The CrackDFANet can get a good balance between detection accuracy and detection speed. Meanwhile, the parameters of the model are greatly reduced.

(3) Under the interference of light interference, parking line, water stains, plant disturbance, oil stains, and shadow conditions, the CrackDFANet has strong anti-interference ability, and has better robustness and generalization ability.

(4) To compare the accuracy of different algorithms in the crack detection, we calculated the error rate for different images. The experimental results show that the average error rate of our algorithm is 0.73%, which is significantly better than the other three comparison algorithms.

In future research, we will build a wider crack dataset and test our crack detection algorithm on more datasets.

Author Contributions: Conceptualization, W.Q.; methodology, W.Q.; validation, Q.L.; formal analysis, Q.L.; investigation, W.Q. and B.M.; resources, X.W. and G.L.; data curation, X.W. and B.M.; writing—original draft preparation, W.Q. and Q.L.; writing review and editing, X.W. and G.L.; visualization, Q.L.; supervision, X.W. and G.L.; project administration, G.L.; funding acquisition, G.L. All authors have read and agreed to the published version of the manuscript.
Funding: The research is jointly supported by the Key Research and Development Program of Shaanxi (2020ZDLGY09-03), the Key Research and Development Program of Guangxi (GK-AB20159032), the Fund of National Engineering and Research Center for Mountainous Highways (GSGZJ-2020-08), the Science and Technology Bureau of Xi’an project (2020KJRC0130) and the Open Fund of the Inner Mongolia Transportation Development Research Center (2019KFJ-006).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Shi, Y.; Cui, L.; Qi, Z.; Meng, F.; Chen, Z. Automatic road crack detection using random structured forests. IEEE Trans. Intell. Transp. Syst. 2016, 17, 3434–3445. [CrossRef]
2. Nguyen, H.-N.; Kam, T.-Y.; Cheng, P.-Y. An automatic approach for accurate edge detection of concrete crack utilizing 2D geometric features of crack. J. Signal Process. Syst. 2014, 77, 221–240. [CrossRef]
3. Abdel-Qader, I.; Abudayyeh, O.; Kelly, M.E. Analysis of edge-detection techniques for crack identification in bridges. J. Comput. Civ. Eng. 2003, 17, 255–265. [CrossRef]
4. Zhang, Y. The design of glass crack detection system based on image preprocessing technology. In Proceedings of the 2014 IEEE 7th Joint International Information Technology and Artificial Intelligence Conference, Chongqing, China, 20–21 December 2014; pp. 39–42.
5. Ni, T.; Zhou, R.; Gu, C.; Yang, Y. Measurement of concrete crack feature with android smartphone APP based on digital image processing techniques. Measurement 2020, 150, 107093. [CrossRef]
6. Choi, S.; Kim, K.; Park, S.H.; Lee, H.-J.; Yoon, J. Image processing algorithm for real-time crack inspection in hole expansion test. Int. J. Precis. Eng. Manuf. 2019, 20, 1139–1148. [CrossRef]
7. Chen, E.-C.; Jahanshahi, M.R. NB-CNN: Deep learning-based crack detection using convolutional neural network and Naïve Bayes data fusion. IEEE Trans. Ind. Electron. 2017, 65, 4392–4400. [CrossRef]
8. Dung, C.V. Autonomous concrete crack detection using deep fully convolutional neural network. Autom. Constr. 2019, 99, 52–58. [CrossRef]
9. Liu, Z.; Cao, Y.; Wang, Y.; Wang, W. Computer vision-based concrete crack detection using U-net fully convolutional networks. Autom. Constr. 2019, 104, 129–139. [CrossRef]
10. Bang, S.; Park, S.; Kim, H.; Kim, H. Encoder–decoder network for pixel-level road crack detection in black-box images. Comput. Aided Civ. Infrastruct. Eng. 2019, 34, 713–727. [CrossRef]
11. Roy, A.G.; Navab, N.; Wachinger, C. Concurrent spatial and channel ‘squeeze & excitation’in fully convolutional networks. In International Conference on Medical Image Computing and Computer-Assisted Intervention; Springer: Berlin/Heidelberg, Germany, 2018; pp. 421–429.
12. Hu, J.; Shen, L.; Sun, G. Squeeze-and-excitation networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Salt Lake City, UT, USA, 26 June–1 July 2018; pp. 7132–7141.
13. Woo, S.; Park, J.; Lee, J.-Y.; Kweon, I.S. Cham: Convolutional block attention module. In Proceedings of the European Conference on Computer Vision (ECCV), Munich, Germany, 8–14 September 2018; pp. 3–19.
14. Zhao, Hao; Qi, X.; Shen, X.; Shi, J.; Jia, J. Icnet for real-time semantic segmentation on high-resolution images. In Proceedings of the European Conference on Computer Vision (ECCV), Munich, Germany, 8–14 September 2018; pp. 405–420.
15. Zhao, Hao; Shi, J.; Qi, X.; Wang, X.; Jia, J. Pyramid scene parsing network. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Venice, Italy, 26 June–1 July 2017; pp. 2881–2890.
16. Li, H.; Xiong, P.; Fan, H.; Sun, J. DEANet: Deep Feature Aggregation for Real-Time Semantic Segmentation. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Seoul, Korea, 26 June–1 July 2019; pp. 9522–9531.
17. Johnson, J.M.; Khoshgoftaar, T.M. Survey on deep learning with class imbalance. J. Big Data 2019, 6, 1–54. [CrossRef]
18. Lin, T.-Y.; Goyal, P.; Girshick, R.; He, K.; Dollar, P. Focal loss for dense object detection. In Proceedings of the IEEE International Conference on Computer Vision, Venice, Italy, 22–29 October 2017; pp. 2980–2988.
19. Chanda, S.; Bu, G.; Guan, H.; Jo, J.; Pal, U.; Loo, Y.-C.; Blumenstein, M. Automatic bridge crack detection—a texture analysis-based approach. In IAPR Workshop on Artificial Neural Networks in Pattern Recognition; Springer: Berlin/Heidelberg, Germany, 2014; pp. 193–203.
20. Kapela, R.; Śniatała, P.; Turkot, A.; Rybarczyk, A.; Pożarycki, A.; Rydzewski, P.; Wyczalek, M.; Bloch, A. Asphalt surfaced pavement cracks detection based on histograms of oriented gradients. In Proceedings of the 2015 22nd International Conference Mixed Design of Integrated Circuits & Systems (MIXDES), Torun, Poland, 25–27 June 2015; pp. 579–584.
21. Hu, Y.; Zhao, C.-X. A novel LBP based methods for pavement crack detection. J. Pattern Recognit. Res. 2010, 5, 140–147. [CrossRef]
22. Amhaz, R.; Chambon, S.; Idier, J.; Baltazar, V. Automatic crack detection on two-dimensional pavement images: An algorithm based on minimal path selection. IEEE Trans. Intell. Transp. Syst. 2016, 17, 2718–2729. [CrossRef]
23. Szegedy, C.; Liu, W.; Jia, Y.; Sermanet, P.; Reed, S.; Anguelov, D.; Erhan, D.; Vanhoucke, V.; Rabinovich, A. Going deeper with convolutions. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Boston, MA, USA, 7–12 June 2015; pp. 1–9.

24. He, K.; Zhang, X.; Ren, S.; Sun, J. Deep residual learning for image recognition. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 27–30 June 2016; pp. 770–778.

25. Zhang, L.; Yang, F.; Zhang, Y.D.; Zhu, Y.J. Road crack detection using deep convolutional neural network. In Proceedings of the 2016 IEEE International Conference on Image Processing (ICIP), Phoenix, AZ, USA, 25–28 September 2016; pp. 3708–3712.

26. Wang, X.; Hu, Z. Grid-based pavement crack analysis using deep learning. In Proceedings of the 2017 4th International Conference on Transportation Information and Safety (ICTIS), Banff, AB, Canada, 8–10 August 2017; pp. 917–924.

27. Cha, Y.J.; Choi, W.; Büyükoztürk, O. Deep learning-based crack damage detection using convolutional neural networks. Comput. Aided Civ. Infrastruct. Eng. 2017, 32, 361–378. [CrossRef]

28. An, Y.-K.; Jang, K.; Kim, B.; Cho, S. Deep learning-based concrete crack detection using hybrid images. In Sensors and Smart Structures Technologies for Civil, Mechanical, and Aerospace Systems; International Society for Optics and Photonics: Orlando, FL, USA, 2018; p. 1059812.

29. Kim, B.; Yuvaraj, N.; Preethaa, K.S.; Pandian, R.A. Surface crack detection using deep learning with shallow CNN architecture for enhanced computation. Neural Comput. Appl. 2021, 1–17.

30. Le, T.-T.; Nguyen, V.-H.; Le, M.V. Development of Deep Learning Model for the Recognition of Cracks on Concrete Surfaces. Appl. Comput. Intell. Soft Comput. 2021, 1–10.

31. Huang, H.-W.; Li, Q.-T.; Zhang, D.-M. Deep learning based image recognition for crack and leakage defects of metro shield tunnel. Tunn. Undergr. Space Technol. 2018, 77, 166–176. [CrossRef]

32. Zhou, Y.; Gao, Z. Intelligent Recognition of Medical Motion Image Combining Convolutional Neural Network With Internet of Things. IEEE Access 2019, 7, 145462–145476. [CrossRef]

33. Hsieh, Y.-A.; Tsai, Y.J. Machine learning for crack detection: Review and model performance comparison. J. Comput. Civ. Eng. 2020, 34, 04020038. [CrossRef]

34. Li, G.; Wan, J.; He, S.; Liu, Q.; Ma, B. Semi-Supervised Semantic Segmentation Using Adversarial Learning for Pavement Crack Detection. IEEE Access 2020, 8, 51446–51459. [CrossRef]

35. Eisenbach, M.; Stricker, R.; Seichter, D.; Amende, K.; Debes, K.; Sesselmann, M.; Ebersbach, D.; Stockert, U.; Gross, H.-M. How to get pavement distress detection ready for deep learning? A systematic approach. In Proceedings of the 2017 International Joint Conference on Neural Networks (IJCNN), Anchorage, AK, USA, 14–19 May 2017; pp. 2039–2047.

36. Yang, F.; Zhang, L.; Yu, S.; Prokhorov, D.; Mei, X.; Ling, H. Feature pyramid and hierarchical boosting network for pavement crack detection. IEEE Trans. Intell. Transp. Syst. 2019, 21, 1525–1535. [CrossRef]

37. Chollet, F. Kception: Deep learning with depthwise separable convolutions. In Proceedings of the IEEE conference on computer vision and pattern recognition, Honolulu, HI, USA, 21–26 July 2017; pp. 1251–1258.

38. Zhou, Y.; Gao, Z. Intelligent Recognition of Medical Motion Image Combining Convolutional Neural Network With Internet of Things. IEEE Access 2019, 7, 145462–145476. [CrossRef]