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1. Introduction

Die casting is an important manufacturing process used when high production rates and complex geometries are required to be manufactured. Fig. 1 shows a typical schematic of the die assembly. The die is generally made out of steel consisting of two halves which are separated along the parting line and held in place by multiple ejector pins. Cooling lines are designed in the die to flow a coolant, typically water. The mold cavity is sprayed with a lubricant which helps to control the die temperature and also reduces the sticking of the molten metal to the die during the removal. Then the two die halves are closed and liquid metal is filled in the cavity. The flowing coolant maintains temperature of the die and extracts heat from the molten metal. After solidification, the two halves are separated by sliding along the ejector pins. The last step is shakeout in which the scrap (gates, runners etc.) are separated from the casting and the casting is further cooled to room temperature either by quenching in water or leaving open to air. Cycle times vary from a couple of seconds for small components weighing less than one ounce, to thirty seconds for a casting of several pounds. Aluminum, magnesium and zinc alloys are the most popular materials used in die casting. Die cast products are more commonly used in automotive and housing industries. Several complex processes involving a large number of process parameters affect the final product quality. Due to the recent advances in computing hardware and software, it is now possible to simulate the physics of
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these processes using numerical simulations. These simulations provide detailed flow and temperature histories and can be used to estimate the final product quality. Frequently, it is difficult to measure and tightly control the process parameters like initial melt temperature, mold temperature and alloy component concentration. However, they can have a significant impact on the process as well as the predicted product strength.

Temperature evolution and velocity distribution during solidification of pure metals and metal alloys has been analyzed by many researchers. [1] used a continuum mixture model to solve the momentum and energy equations and applied it to the solidification problem of a rectangular cavity filled with a binary aqueous solution [2]. From their work, it is clear that although the continuum formulation has a limitation of smearing the interface, it is more efficient than the multiple region method in which the governing equations are solved in each phase separately with appropriate interface conditions. Implementing multiple region method for a practical complex geometry with irregular interfaces is quite difficult and computationally expensive. Voller and Prakash [3] used the Darcy’s law of drag and the enthalpy method to model the mushy zone during solidification of a square cavity. Two vertical walls were held below and above the melting point and the horizontal walls were thermally insulated. The damping of velocities in the mushy zone due to Darcy’s law is clearly seen in the velocity vector plot. Vynnycky and Kimura [4] solved a similar problem on a rectangular enclosure analytically. They used an asymptotic approach to solve the non-dimensional momentum and energy equations for the case of the Rayleigh and Stefan numbers much larger and smaller than unity, respectively. Comparison with finite element transient numerical simulation showed that such an asymptotic simplification is possible. Bennett [5] used adaptive grid with local rectangular refinement (LRR) to model solidification with fluid flow in multiple rectangular geometries. The adaptive LRR grid needed half the storage and computational effort compared to the non-adaptive grid. Wang et al. [6] discussed a numerical model for melting in a rectangular cavity with natural convection at high Rayleigh number ($10^9$). They used the consistent update technique (CUT) algorithm with a multigrid solver. Plotkowski et al. [7] simulated analytically and numerically heat transfer and fluid flow for solidification in a rectangular cavity. They used scaling analysis to simplify the governing equations of the mixture model followed by an analytical solution and comparison with a finite volume solution for an Al-Cu binary alloy. Hu et al. [8] studied the three-dimensional phase change problem with natural convection using the Lattice Boltzmann method. They simulated melting in a cubical cavity and in cavities with inner rectangular cylinders and sphere. Cleary et al. [9] used smoothed particle hydrodynamics to model filling and solidification in high pressure die casting. They simulated practical industrial case studies like differential cover, an electronic housing and a door lock plate. Gau and Viskanta [10] performed experiments to understand the importance of natural convection during solidification and melting of pure metal. Quillet et al. [11] and Hachani et al. [12] reported the temperature distribution and macro-segregation of solute with an experimental solidification of a Tin based alloy in an ingot. Such experimental work is useful for calibration and validation of the numerical methods.

Solidification phenomena of die casting involves interplay between heat transfer and flow due to natural convection. All the references discussed above simulated solidification on rectangular or cuboidal geometries and hence, structured Cartesian grids were used. Practical die casting geometries are complex and thus, unstructured hexahedral elements are utilized in this work. Multiple algorithms are discussed in the literature to simulate fluid flow on unstructured grids [13–18]. Strategy implemented in this research is an extension of the work by [17] and [18]. Solution of the fluid flow and the pressure Poisson equation involves a significant computational effort. As the solidification problem proceeds, the volume of liquid zone deceases continuously and it is not necessary to solve for fluid flow in the solid zone. We therefore, have developed a consistent procedure to modify the coefficients of the discretized momentum and pressure Poisson equations in order to satisfy the mass continuity equation. Algebraic multigrid [19,20] and Krylov subspace solvers from the open source library HYPRE [21] are used to solve the linear systems of equations.

For die casting, the microstructure parameters like grain size and dendritic arm spacing are important as they affect the final product quality. Phase field modeling [22–24] is a popular method used to study the evolution of the microstructure during solidification. The phase field method simulates the growth of each dendrite and thus, it is computationally expensive
at the length scale of die cast products. In this research, an empirical relation from the work of [25] is used to estimate secondary dendritic arm spacing. There are various models [26–28] suggested for grain size estimation during solidification. Here, the isothermal crystal growth model [27] is used.

Use of deterministic simulations alone to analyze the engineering systems is incomplete due to the lack of precisely defined input data. Thus, there has been a growing interest [29–38] in coupling uncertainty propagation techniques with the deterministic numerical simulations to estimate the effects of stochastic variations in the input process parameters on the outputs. The polynomial chaos expansion is a popular method used to estimate the relation between input and output parameters. Stochastic Galerkin projection [29–31] and collocation [32–34] are two strategies to estimate the coefficients of the polynomial chaos expansion. Stochastic Galerkin method is an intrusive method since it requires solution of a new set of equations and thus, modification of the underlying deterministic code which becomes a significant additional effort. Hence, recently non-intrusive stochastic collocation methods have been developed which need multiple evaluations of the deterministic simulation at predefined collocation points obtained by sampling from the probability distribution function of the input parameters. Values of outputs estimated at these samples are then used to estimate the coefficients of the polynomial chaos expansion.

In this paper, the traditional fractional step approach is modified to deal with the additional terms in the Navier-Stokes equation due to solidification. The discretized system of equations is altered in a way so as to simulate only in the liquid zone thus, increasing computational efficiency. In order to incorporate the effects of stochastic variations in the input process parameters, a parameter uncertainty propagation module has been developed in conjunction with the deterministic simulations. The method of polynomial chaos expansion is used to estimate the relation between input and output parameters and stochastic collocation is used as a wrapper on the underlying deterministic simulation. The framework has been validated against published experimental results followed by demonstration for solidification of two complex geometries. The novelty lies in the overall idea of coupling uncertainty quantification and sensitivity analysis techniques with the numerical simulation of solidification during die casting. We have shown the importance and advantages of such a coupling for validation and process improvement.

2. Numerical model description

2.1. Governing equations

Solidification, heat transfer and fluid flow due to natural convection are modeled. It is assumed that there is no macro-segregation during solidification and the metal is solidified at nominal composition. It is further assumed that the solutes do not contribute to buoyancy and the flow is incompressible. Thus, the set of governing equations consists of the standard Navier-Stokes equations with additional terms for solidification [7]. They are:

\[ \nabla \cdot \mathbf{u} = 0 \]  
\[ \rho \frac{\partial \mathbf{u}}{\partial t} + \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{u}) = \nabla \cdot (\mu \nabla \mathbf{u}) - \nabla P - \frac{\mu}{K} \mathbf{u} - \mathbf{g} \rho \beta (T - T_{\text{ref}}) \]  
\[ K = \frac{\lambda^2 (1 - f_s)^3}{180 f_s^2} \]

Here, \( \mathbf{u} \) is the velocity vector, \( \rho \) is density, \( t \) is time, \( \mu \) is dynamic viscosity, \( \mathbf{g} \) is gravity vector, \( \beta \) is coefficient of thermal expansion, \( P \) is pressure, \( K \) is isotropic permeability of the dendritic array, \( \lambda \) is dendrite arm spacing and \( f_s \) is solid fraction.

To model the effects of natural convection, the Boussinesq approximation is used. This is a valid assumption for problems with moderate density variations in the domain. The fluid is modeled as a constant density fluid except for the additional buoyancy term \( -\mathbf{g} \rho \beta (T - T_{\text{ref}}) \) in the momentum Eq. (2) [39].

The Darcy drag term \( \frac{f_s \mu}{K} \) represents increased resistance to the flow in the mushy zone. We have used the Blake-Kozeny model (Eq. (3)) which estimates the isotropic permeability \( K \) of the dendritic array. In the liquid region, solid fraction is zero and permeability tends to infinity making the Darcy drag term to go to zero. When solid fraction is unity, permeability tends to zero and thus the coefficient of Darcy drag term goes to infinity. For stability, this coefficient is added to the diagonal term of the discretized momentum equations. As a result, the velocities in the solid region go to zero. In the mushy zone, the drag term reduces the velocities compared to the liquid zone.

The energy equation is written in terms of temperature as:

\[ \rho C_p \frac{\partial T}{\partial t} + \rho C_p \mathbf{u} \cdot \nabla T = \nabla \cdot (k \mathbf{u} \cdot \nabla T) + \rho L_f \frac{\partial f_s}{\partial t} \]

where,

\[ f_s(T) = \begin{cases} 
0 & \text{if } T > T_{\text{liq}} \\
1 & \text{if } T < T_{\text{sol}} \\
1 - \left( \frac{T - T_{\text{liq}}}{T_{\text{liq}} - T_{\text{sol}}} \right)^{1/\sigma_T} & \text{otherwise}
\end{cases} \]
Here, $T$ is temperature, $C_p$ is specific heat, $k$ is thermal conductivity, $L_f$ is latent heat of fusion, $k_p$ is partition coefficient, $T_f$ is freezing temperature and $T_{liq}$ is liquidus temperature. Note that the term dealing with advection of latent heat given by $\rho L_f (\nabla \cdot u)$ [7] goes to zero under the incompressibility assumption. To close the system, the Gulliver–Scheil Eq. (5) [40] for the solid fraction is used.

2.2. Solution algorithm

We have developed a new software OpenCast in an object oriented C++ environment. A finite volume method on a collocated grid is used to discretize the governing equations. The fractional step method [41], modified to account for the solidification is used to integrate the equations. First, the momentum Eq. (6) without the pressure gradient term is solved to estimate an intermediate velocity ($u^*$) field. The buoyancy and Darcy drag terms are included in this step. Second order accurate Crank–Nicolson scheme for the diffusion terms and the Adams–Bashforth scheme for the convection terms are used for temporal discretization. The coefficient of the drag term ($\frac{\mathbf{u}}{\rho}$) in the mushy zone is treated fully implicitly as:

$$\frac{\rho}{\Delta t} \left( u^* - u^n \right) + \frac{\mu}{K} u^* = -\text{Conv}(u^n, u^{n-1}) + \text{Diff}(u^*, u^n) + \text{Buoy}(T^n) \tag{6}$$

where, the operators $\text{Conv}$, $\text{Diff}$ and $\text{Buoy}$ represent the discretized convection, diffusion and buoyancy terms respectively. The full momentum equation is similarly discretized with an implicit pressure gradient term, given as:

$$\frac{\rho}{\Delta t} \left( u^{n+1} - u^n \right) + \frac{\mu}{K} u^* = -\text{Conv}(u^n, u^{n-1}) + \text{Diff}(u^*, u^n) - (\nabla p)^{n+1} + \text{Buoy}(T^n) \tag{7}$$

Subtracting Eq. (6) from (7) gives the velocity correction equation.

$$u^{n+1} = u^* - (\nabla p)^{n+1} \frac{\Delta t}{\rho} \tag{8}$$

Taking divergence of the velocity correction Eq. (8) and invoking the continuity constraint gives the equation for pressure:

$$\nabla \cdot \left( \frac{\nabla p}{\rho} \right)^{n+1} = \nabla \cdot u^* \frac{\Delta t}{\rho} \tag{9}$$

The overall solution algorithm to advance from time-step $n$ to $n+1$ is as follows:

1. Solve for $u^*$ using Eq. (6). Since the diffusion term is implicit, solution is obtained iteratively
2. Solve the pressure Poisson Eq. (9) iteratively to estimate $p^{n+1}$
3. Correct the velocities $(u^{n+1})$ using Eq. (8)
4. Solve the energy Eq. (4) together with solid fraction relation (Eq. (5)) to estimate temperature and solid fraction
5. Estimate micro-structure parameters such as grain size and yield strength using the empirical relations

In this work, we have used the fractional step method instead of the semi-implicit methods like SIMPLE, SIMPLER, PISO [42,43] etc. The fractional step method is computationally efficient when small time steps below unity Courant number are required from point of view. In this case, the temperature–time history is important to get the microstructure development during solidification.

2.3. Discretization on an unstructured grid

Practical die casting geometries are quite complex. Cartesian grids introduce high stair-casing errors near the boundaries. Thus, OpenCast uses unstructured grids with tetrahedral and hexahedral finite volumes. First, a tetrahedral mesh is generated using the open source software GMSH [44]. Tetrahedral elements have higher cross diffusion terms due to mesh skewness compared to hexahedral elements. Thus, we further use an open source tool TETHEX [45] to subdivide the tetrahedrons to hexahedrons.

The governing Eqs. (1), (2) and (4) can be written as a transport equation for a general scalar $\phi$:

$$\rho \frac{\partial \phi}{\partial t} + \nabla \cdot (\rho \mathbf{u} \phi) = \nabla \cdot (\Gamma \nabla \phi) + S_{\phi} \tag{10}$$

where, $\phi$ is any scalar field, $\Gamma$ is the diffusion coefficient, and $S_{\phi}$ is the source term.

Fig. 2 shows two adjacent hexahedral control volumes sharing a common face with vertices $V_1$, $V_2$, $V_3$ and $V_4$, $C_1$ and $C_2$ are cell centers and $f$ is the face center. $n$ is the unit vector normal to face and in an outward direction with respect to cell $C_1$. $d$ is the distance vector from $C_1$ to $C_2$. We use a collocated finite volume formulation with all the field variables stored at cell centers.
The surface integral of the diffusion term is approximated as a summation over all the six faces of the cell. The inner product of the normal and the face centered gradient at each face is split into two terms [17]:

\[
\hat{n} \cdot \nabla \phi_f = \left( \frac{\hat{d} \cdot \nabla \phi |_f}{\hat{n} \cdot \hat{d}} \right) - \left( \frac{\hat{d} \cdot \nabla \phi |_f}{\hat{n} \cdot \hat{d}} \right) = \left( \frac{\phi_{C_2} - \phi_{C_1}}{\hat{n} \cdot \hat{d}} \right) + \left( \hat{n} - \frac{\hat{d}}{\hat{n} \cdot \hat{d}} \right) \cdot \nabla \phi_f
\]

(11)

The first and second terms of Eq. (11) are direct and cross diffusion terms, respectively. For a structured grid, \( \hat{n} \) is parallel to \( \hat{d} \) and the cross diffusion term is identically zero as the direct diffusion term reduces to the central difference approximation of first derivative at face center.

In order to estimate the face centered gradient, the strategy used by [17] for two dimensional grids is extended. A local co-ordinate system is defined with \( \xi: (C_1C_2) \), \( \eta: (V_1V_2) \) and \( \zeta: (V_2V_4) \) (Fig. 2) as the three axes. \( x, y \) and \( z \) are the axes of the global frame of reference. The gradients in both these frames are related by the chain rule of differentiation.

\[
\begin{bmatrix}
\phi_\xi \\
\phi_\eta \\
\phi_\zeta \\
\end{bmatrix} =
\begin{bmatrix}
x_\xi & y_\xi & z_\xi \\
x_\eta & y_\eta & z_\eta \\
x_\zeta & y_\zeta & z_\zeta \\
\end{bmatrix}
\begin{bmatrix}
\phi_x \\
\phi_y \\
\phi_z \\
\end{bmatrix}
\]

(12)

where, the subscripts denote derivatives. The Jacobian matrix entries come from the co-ordinates of the cell centers and the vertices. Value of \( \phi \) at each vertex is estimated by averaging from the neighboring cells of the vertex. Thus, the face centered gradient \( \nabla \phi |_f = [\phi_x, \phi_y, \phi_z]^T \) is estimated by inverting the Jacobian matrix in Eq. (12) and multiplying by \( [\phi_\xi, \phi_\eta, \phi_\zeta]^T \).

The surface integral of the convection term is approximated as a summation over all the six faces of the cell. The face value of the field \( \phi \) is estimated by interpolating from the two neighboring cells which share the face. The volume flux passing through the face (\( \hat{n} \cdot \mathbf{u} \Delta A \)) satisfies the discrete continuity equation. The cross diffusion term has to be accounted for in the computation of the volume flux. The details are given in Section 2.4.3.

2.4. Special modifications in solidification regions

For solidification problems, some additional steps are needed in order to handle the extra terms such as the Darcy drag and the latent heat terms in the momentum and energy equations respectively. The velocities in the solid region should go to zero and in the mushy zone, velocities should be significantly lower than the fully liquid region. Simultaneously, the continuity equation has to be satisfied by the face velocities for each control volume. Thus, special care has to be taken in the solution process of the pressure Poisson equation and the velocity correction step.

Fig. 3 shows a typical distribution of phases during the solidification process. For ease of visualization, a two dimensional schematic is shown and the same idea has been generalized to three dimensions. The dotted line shows a solid-mushy zone interface. The control volumes (cells) on the left of the line are solid and on the right are either liquid or in mushy zone. Cells are labeled with tags S:Solid, LM: Liquid or Mushy. The S or LM tag is assigned to each cell based on the temperature at the previous time step and the liquidus and solidus temperatures of the alloy.
2.4.1. Momentum equation

As described in Section 2.2, the modified momentum Eq. (6) are solved to estimate the intermediate velocities ($\mathbf{u^*}$). After discretization, the Darcy drag coefficient ($\frac{C_D}{A}$) is added to the diagonal term of the linear equations. In the pure liquid region, this coefficient is zero and thus, it does not have any effect. In the mushy zone, it is finite and non-zero and thus, it acts like a resistance to the flow. In the fully solidified region, it is a large number and thus, the $\mathbf{u^*}$ tends to zero. From computational efficiency point of view, it is not necessary to solve for $\mathbf{u^*}$ in the solidified cells since it is zero. Therefore, at each time step, before solving the linearized system of equations, the matrix rows corresponding to solidified cells are removed. As these solidified cells are connected to the neighboring mushy or liquid zone cells, the rows corresponding to the neighboring cells have to be modified in a consistent manner. Consider the row corresponding to cell number 1 in Fig. 3:

$$[A_1, A_2, \ldots, A_{10}]\begin{bmatrix}\phi_1, \phi_2, \ldots, \phi_{10}\end{bmatrix}^T = [S_1, S_2, \ldots, S_{10}]^T$$

(13)

where, $\phi$ is any component of $\mathbf{u^*} = [u^*, v^*, w^*]$. Originally, $\phi_1$ is connected to all the neighboring cells from 2 to 10. But since cells 6, 7, 8 and 9 are solidified and their velocity is zero, those rows and columns are deleted from Eq. (13). Thus, the reduced row becomes:

$$[A_1, A_2, A_3, A_4, A_5, A_{10}]\begin{bmatrix}\phi_1, \phi_2, \phi_3, \phi_4, \phi_5, \phi_{10}\end{bmatrix}^T = [S_1, S_2, S_3, S_4, S_5, S_{10}]^T$$

(14)

2.4.2. Pressure poisson equation

Similar to the momentum equations, the matrix rows corresponding to solidified cells are deleted from the discrete pressure Poisson equation. But in this case, the rows of the neighboring liquid or mushy cells cannot be updated by just deleting the connections of the solid cells as Neumann boundary conditions have to be applied. For any solidified cell, incoming or outgoing flow through all of its faces should be made zero. This is achieved as follows. Each face is shared by exactly 2 cells (face owners). All the cells which share a common vertex with a face are known as its neighbors. The face centered gradient is computed using the values at all connected neighboring cells. For example, cell numbers 1 and 2 are the owners of face $F_1$ whereas, cells 1, 2, 3, 4, 5, 9 and 10 are its neighbors. The following cases arise for each face:

1. None of the neighbor cells is solidified: no change in the face centered gradient coefficient (eg. all the faces of cell number 3) is required
2. None of the owners are solidified but at least one neighbor cell is solidified: flow through the face is allowed but the face centered gradient coefficient has to be modified as the solidified cells are removed from the linear set of equation (eg. faces $F_1$ and $F_2$)
3. At least one owner is solidified: flow through the face is blocked; $\nabla P \cdot \bar{n} = 0$ thus, contribution of this face in the integrated diffusion term ($\oint_{\Gamma} \bar{n} \cdot \nabla P dS$) is zero (eg. faces $F_3$ and $F_4$)

Consider the face $F_2$ for modification of face centered gradient coefficient. Original coefficients for gradient computation at face $F_2$ which are valid if none of its neighbor cells are solid are given by:

$$\begin{bmatrix} \frac{\partial P}{\partial x} \\ \frac{\partial P}{\partial y} \end{bmatrix}_{F_2} \approx \begin{bmatrix} A_{y1} & A_{y2} & A_{y3} & A_{y4} & A_{y5} & A_{y6} & A_{y7} \\ A_{x1} & A_{x2} & A_{x3} & A_{x4} & A_{x5} & A_{x6} & A_{x7} \end{bmatrix} \begin{bmatrix} P_1 \\ P_2 \\ P_3 \\ P_4 \\ P_5 \\ P_6 \\ P_7 \end{bmatrix}$$

(15)
Since cell numbers 6 and 7 have solidified, their contribution has to be removed from Eq. (15). Thus, the last 2 columns are deleted and those coefficients are smeared equally in the remaining columns for ex., \( A_{x1} \) is modified to \( B_{x1} = A_{x1} + (A_{x6} + A_{x7})/5 \) and \( A_{y1} \) to \( B_{y1} = A_{y1} + (A_{y6} + A_{y7})/5 \). Since there are 5 cells remaining, the division by 5 is required. After modification, Eq. (15) becomes:

\[
\begin{bmatrix} \frac{\partial \bar{p}}{\partial x} \\ \frac{\partial \bar{p}}{\partial y} \end{bmatrix} \approx \begin{bmatrix} B_{x1} & B_{x2} & B_{x3} & B_{x4} & B_{x5} \\ B_{y1} & B_{y2} & B_{y3} & B_{y4} & B_{y5} \end{bmatrix} \begin{bmatrix} P_1 \\ P_2 \\ P_3 \\ P_4 \\ P_5 \end{bmatrix}
\]  

(16)

The steps for modification of the discretized pressure Poisson equation are as follows:

1. Identify the faces with none of the owners solidified but at least one neighbor cell is solidified and smear the coefficients as described above.
2. If at least one owner of the face is solidified, set all of its coefficients to zero.
3. Loop over all the cells:
   - If none of its face coefficients are modified, its coefficients do not change.
   - If at least one of its face coefficients is modified, re-assemble its coefficients.

These steps remove the contribution of the solidified cells carefully and reduce the computational effort significantly.

### 2.4.3. Face volume flux computation and velocity correction

The collocated finite volume formulation uses the face centered volume fluxes \( \hat{n} \cdot \mathbf{u} \Delta A \) in the continuity equation so as to avoid the checker-boarding of pressure. If there is an inconsistency in the numerical formulation of the pressure Poisson equation and the flux computations, there can be a gain or loss of mass and convergence problems. This section describes a consistent method used in the current code to handle solidification.

The volume flux is obtained by taking inner product of the velocity correction Eq. (8) at the face center with face normal and multiplying by face area:

\[
\hat{n} \cdot \mathbf{u}^{n+1} \Delta A|_f = \hat{n} \cdot \mathbf{u}^* \Delta A|_f - \hat{n} \cdot (\nabla P)^{n+1} \Delta A|_f \frac{\Delta t}{\rho}
\]  

(17)

\( \mathbf{u}^*|_f \) is estimated by averaging the cell values from the two owner cells of the face. \( \hat{n} \cdot (\nabla P)^{n+1} \Delta A|_f \) is computed exactly in the same way as the regular diffusion term by splitting it into direct diffusion and cross diffusion terms (Eq. (11) with \( \phi = P \)). The face centered pressure gradient required in the cross diffusion term is estimated by the modified coefficients (Eq. (16)). This volume flux estimate satisfying the discrete continuity equation to a specified tolerance is used in the convection term (Eq. (6)).

The cell centered velocities do not satisfy the discrete continuity equation. They are computed from Eq. (8) and cell centered pressure gradient is estimated by averaging the face centered gradients.

### 2.4.4. Latent heat term

The Gulliver–Scheil Eq. (5) which relates temperature with solid fraction is a non-linear model. The easiest way to numerically couple this with the energy equation is to model the Gulliver-Scheil equation fully explicitly as a source term. The problem with an explicit approach is that the source term destabilizes the discretized energy equation due to high magnitude of the latent heat coefficient. Thus, we use the source term linearization concept discussed by Patankar [42]. The nonlinear term is split into a linear term and a remainder. The linear term is modeled implicitly and the remainder term is treated explicitly. From numerical stability point of view, the coefficient of the linear term which is added to the diagonal of the matrix should be positive. If the coefficient and the remainder term are functions of the unknown (temperature in this case), the equation has to be solved iteratively till convergence. Similar approach is described by Voller and Swaminathan [46].

The latent heat term of the energy Eq. (4) when integrated over time and control volume gives:

\[
\int_{V} \int_{t} L_{f} \frac{\partial f_{s}}{\partial t} dV dt \approx L_{f} \Delta V (f_{s}^{m+1} - f_{s}^{old})
\]  

(18)

where, superscripts old and \( m \) denote last time-step value and iteration number respectively. The value of solid fraction in the subsequent iteration \( (f_{s}^{m+1}) \) can be estimated from its latest value \( (f_{s}^{m}) \) by a first order Taylor expansion:

\[
f_{s}^{m+1} \approx f_{s}^{m} + \left\{ \frac{df_{s}}{dT} \right\}^{m} [T_{p}^{m+1} - T_{p}^{m}]
\]  

(19)

Substituting Eq. (19) in (18) gives:
Hence, the negative $S_p$ and $S_c$ are functions of last iteration and last time-step values and thus can be computed first. Note that $S_p$ is always negative and when taken to the left hand side of the equation, it becomes positive and is thus added to the diagonal of the linear system matrix. Adding a positive term to the diagonal helps in stabilizing the system and speeds up convergence. Hence, this approach is found to be much better than the fully explicit method.

The Gulliver–Scheil Eq. (5) plotted in Fig. 4a for a typical aluminum alloy shows that there is a discontinuity at the solidus temperature. Thus, the derivative $\frac{df}{dT}$ cannot be computed. To deal with this difficulty, the original equation is modified by smearing the discontinuity near the solidus temperature:

$$
\int_V \int_t L_f \frac{\partial f}{\partial t} dV dt \approx L_f \Delta V \left( f_s^m + \left\{ \frac{df}{dT} \right\}_T \right)^m \left[ T_p^{m+1} - T_p^m \right] = S_p T_p^{m+1} + S_c
$$

(20)

$S_p$ and $S_c$ are functions of last iteration and last time-step values and thus can be computed first. Note that $S_p$ is always negative and when taken to the left hand side of the equation, it becomes positive and is thus added to the diagonal of the linear system matrix. Adding a positive term to the diagonal helps in stabilizing the system and speeds up convergence. Hence, this approach is found to be much better than the fully explicit method.

The Gulliver–Scheil Eq. (5) plotted in Fig. 4a for a typical aluminum alloy shows that there is a discontinuity at the solidus temperature. Thus, the derivative $\frac{df}{dT}$ cannot be computed. To deal with this difficulty, the original equation is modified by smearing the discontinuity near the solidus temperature:

$$
f_s(T) = \begin{cases} 
0 & \text{if } T > T_{liq} \\
1 & \text{if } T < T_{sol} - \epsilon \\
\hat{f}_s - (T - T_{sol} - \epsilon) \left( \frac{1-\hat{f}_s}{T_{sol} - \epsilon} \right) & \text{if } T_{sol} - \epsilon < T < T_{sol} + \epsilon \\
1 - \left( \frac{T - T_{sol} - \epsilon}{T_{liq} - T_{sol}} \right)^{T_{sol} - \epsilon} & \text{otherwise}
\end{cases}
$$

(21)

where, $\hat{f}_s = 1 - \left( \frac{T_{liq} - T_{sol}}{T_{liq} - T_{sol}} \right)^{T_{sol} - \epsilon}$ and $\epsilon$ is the width of linear smear which can be set to a reasonable value like 2 K. Thus, the derivative can be computed analytically. Fig. 4b and c plot the modified solid fraction relation and its derivative respectively.

The overall iterative procedure to obtain the variables at the new time step from values at the old time step can be summarized as:

1. Initialize: $T_p^0 = T_p^{old}$ and $f_s^0 = f_s^{old}$
2. Compute $S_p$ and $S_c$ using last iteration values ($T_p^m$ and $f_s^m$) by Eq. (20) and solve the linear system of equations to estimate next iteration value $T_p^{m+1}$
3. Update the solid fraction: $f_s^{m+1} = (1 - \lambda) f_s^m + \lambda f_s(T_p^{m+1})$ where, $0 < \lambda \leq 1$ is an under relaxation parameter (Note that $f_s(T_p^{m+1})$ is the solid fraction evaluated as a function of temperature at iteration $m + 1$)
4. Estimate the relative change between the successive iteration values of temperature and solid fraction

Fig. 4. Solid fraction temperature relation.
Repeat steps 2–4 until the relative change drops below a desired threshold. For the aluminum alloy used here, it is found that under relaxation is not required i.e., $\lambda = 1$ and the solution converges in 5–10 iterations.

2.5. Solver for linear systems

Typical die cast geometries have high aspect ratios i.e., thin cross sections compared to the lateral dimensions. It is found that single grid iterative solvers for the elliptic pressure Poisson equation converge slowly for such geometries. Hence, in this work a multigrid solver is used. The central idea of a multigrid solver is to solve the equations on multiple coarse grids and couple the corrections from all the grids through prolongation and relaxation. The high frequency component of the residual converges fast on the fine grids while the coarse grids are used to accelerate convergence of the low frequency residual. Thus, the coarse grid solutions are used to accelerate the convergence while maintaining the discretization accuracy of the solution at the finest level.

Geometric multigrid is a technique in which multiple levels of grids are generated physically and the matrix vector system is estimated by discretizing the governing equations at each level. The main benefit of this approach is that the matrices at all the levels are obtained directly from the governing equations and thus, good convergence is observed. The main drawback is that generating coarse grids for a complex geometry with unstructured elements is non-trivial. Algebraic multigrid (AMG) tries to address this problem by coarsening the matrix using heuristics based algorithms. This is a black box approach which does not need any physical grids at coarse levels.

The BoomerAMG routine along with Krylov solvers of the open source library HYPRE [21] developed at the Lawrence Livermore National Laboratory is used in our work. The AMG solver is observed to solve the modified momentum Eq. (6) and the energy Eq. (4) without difficulty. However, some consistency issues have been observed during the solution of the pressure Poisson Eq. (9) when extensive solidification happens. In complex geometries, as solidification proceeds, there can be disjoint pockets of metal which are yet to solidify. Fig. 5 shows an example of the disjoint regions formed near the end of solidification. The area with solid fraction of unity (red in Fig. 5b) is fully solidified and thus, has zero velocity and the pressure is also set to zero. The blue regions indicate liquid/mushy zones which are yet to solidify. These regions are solved with zero normal velocities on their boundaries. Each region is solved with Neumann pressure boundary conditions corresponding to fixed velocities on the boundary. We have checked that the sums of the local sources/sinks of the pressure Poisson equation for individual regions are zero. Thus, the pressure Poisson equation is well formulated whether solved sep-
arately for each domain or as a single linear system. As these pockets are far enough from each other, they are decoupled numerically in the discrete reduced pressure Poisson equation (Section 2.4.2). This is seen to cause convergence difficulties with AMG. The AMG solver has been coupled with a single grid BiCGSTAB solver, also from HYPRE, to be used when AMG is unable to solve the pressure Poisson equation. This issue arises towards the end of the simulation when only a few cells are liquid (for instance 20%). Thus, the reduced system is much smaller in size compared to the original problem and a single grid solver is reasonably well convergent.

2.6. Grain growth and mechanical properties models

Grain size and Secondary Dendrite Arm Spacing (SDAS) are two important parameters used to characterize the microstructure. OpenCast uses empirical relations from the literature for estimation of microstructure parameters and mechanical properties such as yield strength.

SDAS is predicted based on the empirical relationship proposed by Backer and Wang [25].

\[ SDAS = \lambda_2 = A_\lambda \left( \frac{\partial T}{\partial t} \right)^{B_1} \quad [\text{in } \mu \text{m}] \]  
(22)

The model parameters \( A_\lambda \) and \( B_1 \) are chosen to be 39.4 and -0.317, respectively based on the model for microstructure in aluminum alloys [25]. Material behavior of the die cast alloy is predicted in terms of 2% yield strength \( (\sigma_{0.2}) \) using empirical relationship proposed by Okayasu et al. [47].

\[ \sigma_{0.2} = A_\sigma \lambda_2^{-1/2} + B_\sigma \]  
(23)

Here, \( \sigma_{0.2} \) is in MPa, \( \lambda_2 \) (SDAS) is in \( \mu \)m, \( A_\sigma = 59.0 \) and \( B_\sigma = 120.3 \) [47].

Grain size estimation is based on the work of [27]. The grain growth rate is given by:

\[ \frac{dr}{dt} = \lambda_2 D_i \frac{2r}{2r} \]  
(24)

where, \( r \) is the grain size, \( D_i \) is the solute diffusion coefficient in the liquid and \( t \) is the time. The parameter \( \lambda_s \) is obtained by invariant size approximation:

\[ \lambda_s = \frac{-S}{2\pi^{0.5}} + \left( \frac{S^2}{4\pi} - S \right)^{0.5} \]  
(25)

\( S \) is given by

\[ S = \frac{2(C_l - C_0)}{C_s - C_l} \]  
(26)

where, \( C_l = C_0(1 - f_s)(k_s - 1) \) is solute content in the liquid, \( C_s = k_s C_l \) is solute content in the solid at the solid-liquid interface and \( C_0 \) is the nominal solute concentration. Thus, using the prescribed partition coefficient \( (k_s) \) and estimated solid fraction \( (f_s) \), Eqs. (24)–(26) are solved to get the final grain size.

2.7. Parameter uncertainty quantification

The final product quality in die casting is influenced by process parameters like alloy material properties, interface conditions at the mold, thermal boundary conditions etc. Due to the complexity of the process, accurate measurement and control of these parameters is difficult. Conventional deterministic simulations alone are not sufficient to estimate the effect of any stochastic variations on the product quality, thus parameter uncertainty quantification is important. From modeling point of view, parameter uncertainty quantification is a set of stochastic partial differential equations with variation in initial conditions, coefficients and boundary conditions. Stochastic variables are considered as dimensions of the problem in addition to space and time.

To estimate the relation between stochastic process parameters and output parameters, various methods have been proposed in the literature. A popular method is to use a linear combination of polynomial basis functions in the stochastic dimension to expand the output variables. Since orthogonality helps in convergence, orthogonal polynomials are used as basis functions. Wiener’s polynomial chaos [48] with Askey family of orthogonal polynomials leads to optimal convergence of the error. Xiu and Karniadakis [49] determined which polynomial leads to exponential convergence depending on the underlying probability distribution function that the stochastic variable follows. For instance, the Hermite polynomials are orthogonal with respect to the standard normal distribution as the weighting function. Hence, it is recommended to use Hermite polynomials as basis functions if the stochastic variable follows normal distribution. Using generalized polynomial chaos expansion developed by Xiu and Karniadakis [49], a second order random field \( (w) \) can be expanded by polynomial basis (Eq. (27)). For all practical purposes, the series is truncated to order \( n \).

\[ w(x, \xi(\theta)) = \sum_{l=0}^{\infty} W_l(x) \Psi_l(\xi(\theta)) \approx \sum_{l=0}^{n} W_l(x) \Psi_l(\xi(\theta)) \]  
(27)
where, \( w \) is the quantity of interest, \( \mathbf{x} \) is a vector of all the deterministic inputs including space and time (if applicable), \( \mathbf{\Psi}_i \) is the multi-dimensional orthogonal polynomial of order \( i \), \( \mathbf{\xi} \) is the random variable vector \( (\xi_1, \xi_2, \ldots, \xi_n) \) and \( \theta \) is an elementary event.

In this work, stochastic collocation method is used to estimate the deterministic coefficients of the polynomial chaos expansion. Collocation is a non-intrusive method and thus, modification of deterministic software is not necessary. It acts as a wrapper around existing deterministic software. The deterministic simulation is run at \( M \) sample points \((\mathbf{\xi}^m)\) and a condition \( w(x, \mathbf{\xi}^m) = w_{sim}(x, \mathbf{\xi}^m) \) is imposed. The right hand side comes from each deterministic simulation and left hand side from polynomial expansion. This gives \( M \) constraints written in a matrix vector form \([50]\). \( M > n + 1 \) ensures that the Vandermonde system (Eq. (28)) is overdetermined. Solving in the least-squares sense gives \( [w_0(x) \cdots w_n(x)]^T \).

\[
\begin{bmatrix}
\mathbf{\Psi}_0(\mathbf{\xi}^1) & \cdots & \mathbf{\Psi}_n(\mathbf{\xi}^1) \\
\vdots & \ddots & \vdots \\
\mathbf{\Psi}_0(\mathbf{\xi}^M) & \cdots & \mathbf{\Psi}_n(\mathbf{\xi}^M)
\end{bmatrix}
\begin{bmatrix}
w_0(x) \\
\vdots \\
w_n(x)
\end{bmatrix}
= 
\begin{bmatrix}
w_{sim}(x, \mathbf{\xi}^1) \\
\vdots \\
w_{sim}(x, \mathbf{\xi}^M)
\end{bmatrix}
\tag{28}
\]

Sample points \((\mathbf{\xi}^m)\) have to be chosen wisely for successive implementation of stochastic collocation method. For instance, uniformly distributed samples can lead to highly oscillatory basis functions and thus poor convergence. Thus, for one dimensional stochastic problems \([50]\), it is popular to choose roots of the basis orthogonal polynomial as sample points. For multiple stochastic dimensions, a simple idea is to use tensor product of the single dimensional samples. The problem with tensor products is that the number of samples grows exponentially with stochastic dimensions. Each sample corresponds to a deterministic simulation and thus the computational expense grows exponentially. Smolyak \([51]\) came up with an algorithm to reduce number of samples in multi-dimensional space maintaining the accuracy of the interpolation. In this research, sparse grid nodes are taken from the work of Heiss and Wünsch \([52]\). A MATLAB based tool UQLab developed by Marelli and Sudret \([53]\) is used for post processing the simulation outputs to estimate polynomial chaos coefficients and generate the response surfaces.

The strategy described above is quite general and can be applied to any numerical solution framework. In this case, the output variables (\( w \) of Eq. (27)) are temperature and microstructure parameters like grain size and dendritic arm spacing. The stochastic input parameters are boundary conditions, initial conditions and alloy and material properties. The polynomial chaos expansion with stochastic collocation is combined with the deterministic computational fluid flow and heat transfer solver to estimate the sensitivity and uncertainty propagation.

### 3. Validation with uncertainty

Due to the complexity of the die casting process, controlled experiments with accurate temperature measurements inside the casting during solidification are difficult. To validate our code, we have therefore used the experimental results of ingot solidification made of Sn–Bi alloy reported by Quillet et al. \([11]\). In their experiments, a \( 50 \times 60 \times 10 \) mm ingot is solidified by cooling one of the \( 60 \times 10 \) mm faces at a constant rate (5 K/min) and the remaining \( 5 \) faces are thermally insulated. Twenty five thermocouples on the ingot were used to measure temperatures during solidification. Due to the low cooling rate, natural convection velocities were significant and their effect can be seen from the curved contours of temperature. Thus, this validation study covers all the aspects of the software including heat transfer, natural convection and solidification.

As a first step, validation was attempted without incorporating the effects of uncertainty. Fig. 6a plots the experimental measurements of temperature from the 25 thermocouples as a function of time beginning from solidification. Fig. 6b is the computed plot assuming a constant conductivity at an averaged temperature, while Fig. 6 is the corresponding plot with temperature dependent thermal conductivity. It is seen that both the computed deterministic thermal histories do not compare well with the experimental data.

Local values of the thermo-physical properties such as thermal conductivity and density depend on grain structure. At the length scale of current simulation, it is not possible to predict the grain structure and hence the properties from first principles. Thus, there can be some uncertainty in the input properties. Also, when the alloy solidifies and cools, there is a thermal contraction. This creates a gap between the mold wall and the casting and adds thermal contact resistance, reducing the amount of heat extracted. Further, the experimental measurements are also subject to sensor noise. For example, the thermocouples used by Quillet et al. \([11]\) have a reported accuracy of 1K, thereby adding another uncertainty in the predictions. Thus, the validation must account for these uncertainties. We have therefore included the stochastic variation in the boundary conditions and material properties and propagated them using the stochastic collocation method. A confidence interval is estimated about the mean output parameters and the experimental and numerical predictions are compared within the confidence interval.

The specific heat plays a role only in the energy equation. When the energy equation is divided by product of density and specific heat, the thermal diffusivity \((\frac{k}{\rho C_p})\) is a coefficient of the diffusion term and the ratio \((\frac{C_p}{\rho})\) is the coefficient of the latent heat term. Thus, introducing uncertainty in any two parameters is sufficient. Hence, thermal conductivity and latent heat are chosen to introduce uncertainty. Additionally, density is also modeled as a stochastic quantity since it is a part of the momentum equations. Considering stochasticity in specific heat is not required as it does not add any new information.
to the problem. Uncertainty is therefore added only to wall temperature, latent heat, density and thermal conductivity. Since it is difficult to estimate the thermal contact resistance, the wall temperature is specified as a Dirichlet boundary condition by adding an offset to the cooling rate of 5 K/min. The offset is estimated from the experimental temperature plot (Fig. 6a). In order to take into account the errors in the temperature measurement, an uncertainty is added on top of the offset. All the four input stochastic parameters are assumed to follow a normal distribution with mean ($\mu_0$) and standard deviation ($\sigma_0$) as follows:

1. Wall temperature offset: $\mu_0 = 0$ C, $\sigma_0 = 0.5$ C
2. Latent heat: $\mu_0 = 60000$ J/kg, $\sigma_0 = 2\% \mu_0$
3. Density: $\mu_0 = 7300$ kg/m$^3$, $\sigma_0 = 2\% \mu_0$
4. Temperature dependent thermal conductivity: $\mu_0 = [61.282, 57.42, 30.1, 37.7]$ W/mK, $\sigma_0 = [2.5, 2.5, 2.5, 2.5]$ W/mK at temperature [273.2, 373.2, 573.2, 973.2] K

All the thermo-physical properties are estimated as a weighted average of individual properties of Sn and Bi taken from the online version of Kaye and Laby [54]. These uncertainties are propagated using the stochastic collocation method described in Section 2.7.

In order to make a comparison with the experimental data, the experimental temperature-time data plot (Fig. 6a) is digitized. Since it is difficult to distinguish between the 25 temperatures, the thermocouple with the highest temperature is used for validation. Stochastic collocation is done with three accuracy levels of sample points in order to study its convergence. For estimating the interpolation error, 60 Latin Hypercube samples are used as test points. Deterministic simulations and polynomial chaos give two independent estimates of the same output parameter at the test points. The non-dimensional error is defined as the root mean square difference of difference between these two estimates divided by the maximum value of the parameter. First column of Table 1 denotes the accuracy level of sample points. Accuracy level 1 integrates polynomials upto order $2l – 1$ exactly [52]. Second column is the number of sample points in two dimensional Smolyak sparse grid i.e., the number of deterministic simulations required ($M$ in Eq. (28)). The last column lists the non-dimensional RMS error in computation of the temperature. It can be seen that the error is of order $10^{-4}$ for all the accuracy levels and it decreases with increasing level thus, showing convergence. Hence, level 6 is used for validation.
The Polynomial-Chaos-Kriging (PCK) module of UQLab [53] is used to estimate the output (temperature–time history) as a function of the four input stochastic parameters. Kriging is a Gaussian process modeling tool based on stochastic interpolation algorithm to relate the inputs to outputs. PCK combines the polynomial chaos and kriging methods in a way that is more efficient than the individual methods.

Fig. 7 plots the maximum temperatures (with error bands) from OpenCast simulations and experiments [11] together with cooling, solidus and liquidus lines. A 2σ confidence interval about the mean is plotted as the simulation error band. Since the accuracy of experimental temperature measurement is 1 K [11], an experimental error band is plotted as ±1 K about the mean value. Before the solidification begins, the temperature drops at a rate similar to the cooling line (5 K/min). Thus, the temperature curve and cooling line are parallel. As mentioned before, an offset is added to the cooling line and set as a temperature boundary condition. For first 60 s, adding offset takes temperature above 250°C which is the initial temperature. Thus, to avoid heating, boundary temperature is limited to 250°C. That is the reason for the slight mismatch between the experimental and numerical estimates during the first 60 s. At the liquidus line, a plateau is observed in the temperature curve. This is due to the latent heat release inside the plate. In the region from 60 s to the mushy zone before solidus line, it can be seen that the experimental and numerical temperatures with error bars overlap. Near the solidus temperature, it can be seen that the numerical simulation shows a small kink in the temperature curve whereas, the experimental curve drops smoothly. We believe this may be due to the numerical smearing of the solid fraction temperature relation (Eq. (21)). This effect starts near the solidus line and continues for around 200 s beyond which again the curves overlap. Thus, except for the initial 60 s and near the solidus line, the agreement is good.

This study validates solidification with the fluid flow due to natural convection and heat transfer models implemented in OpenCast since all these phenomena occur in the experiments. It should however be noted that the microstructure parameters and yield stress empirical models are directly taken from the literature. Validation of these models is normally done by conducting solidification experiments.

4. Deterministic solidification results of realistic geometries

In order to demonstrate the utility of the developed software, some complex die casting geometries were simulated. Most of the die casting geometries have thin cross section and thus, the solidification times are of the order of s. For any geometry, before starting uncertainty quantification, simulations are performed for two cases: with and without natural convection and a comparison is made to assess the effect of natural convection. Table 2 lists down various outputs for the clamp geometry

| Output                              | With natural convection | Without natural convection |
|-------------------------------------|-------------------------|---------------------------|
| Total Solidification Time (s)       | 1.64                    | 1.64                      |
| Max SDAS (µm)                       | 10.30                   | 10.26                     |
| Max Grain Size (µm)                 | 18.34                   | 17.51                     |
| Min Yield Strength (MPa)            | 138.72                  | 138.75                    |

Table 2: Clamp geometry: comparison with and without natural convection.
Simulated with and without natural convection. The maximum and minimum are taken over the entire physical domain. The same outputs are used for uncertainty quantification in this work. It can be seen that the effect of natural convection is insignificant. Same thing is observed for the pulley geometry. Thus, simulating without natural convection is acceptable as it saves significant computational effort. Hence, in all the simulations of this section, natural convection was neglected. However, in other processes such as sand casting, natural convection can be important. Therefore, OpenCast is validated with natural convection so that it can be applied for simulation of other casting processes. Note that the validation is performed for a Sn–Bi alloy whereas, the subsequent results presented here are for an aluminum alloy. Aluminum alloys are the most common in die casting and thus, such an alloy is used for deterministic and stochastic simulations in this paper. For validation, it is difficult to measure temperatures inside the casting during solidification of die casting. Thus, we used experimental solidification data from the literature which was available for a Sn–Bi alloy. Since the focus of validation is on the temperature evolution with time, the alloy used is immaterial as long as appropriate material properties are specified in the simulation.

Fig. 8 shows the hexahedral grids of two selected geometries. Both the clamp and the pulley have approximately 300,000 control volumes each. Initially, the mould is filled with a liquid alloy at 1000 K and the walls are held at 500 K. Aluminum alloys with around 8–12% Silicon content are popular in die casting. Thus, for this simulation, an Al-10%Si binary alloy is chosen. The liquidus, solidus and freezing temperatures are taken from the phase diagram.

Fig. 9 plots the temperature contours for the clamp geometry along the mid-plane in Z-direction at different time-steps during the solidification. Fig. 10 shows the corresponding solid fraction contours. Fig. 11 plots micro-structure parameters SDAS, grain size and yield strength estimated using the previously described empirical models. As time progresses, the cooling rates and temperature gradients decrease. Hence, the regions with highest thickness or the core take longer time to solidify. The core regions typically have higher SDAS, grain size and lower yield strength as the grains have longer time to grow. Such trends are seen in Fig. 11. The pulley is axisymmetric in geometry and loading conditions. Thus, SDAS, grain size and yield strength are plotted only along the XY plane as shown in Fig. 12. Even for this case, the core region has higher SDAS and grain size and lower yield strength.
5. Uncertainty quantification results

The clamp geometry is subsequently used to study the effect of stochastic variation in the process parameters on the outputs. The process parameters which can be tuned in a die casting foundry are alloy composition (the solute percentage), initial melt temperature and the wall temperature. It is assumed that these three parameters follow normal distribution ($\mathcal{N}$) with the following means ($\mu_0$) and standard deviations ($\sigma_0$):

1. Solute concentration $C_0 \sim \mathcal{N}(\mu_0 = 10, \sigma_0 = 0.2$) wt %
2. Initial molten alloy temperature $T_{\text{init}} \sim \mathcal{N}(\mu_0 = 1000, \sigma_0 = 1\%\mu_0 = 10$) K
3. Wall temperature $T_{\text{wall}} \sim \mathcal{N}(\mu_0 = 500, \sigma_0 = 1\%\mu_0 = 5)$ K

Thermal properties like thermal conductivity, density and specific heat are estimated as a weighted linear combination of the properties of aluminum and silicon with solute concentration as the weight. Since there is a significant variation with temperature [54], temperature varying properties are used. Alloy properties are obtained from the Al–Si phase diagram [55]. The freezing and solidus temperatures are 660°C and 577°C, respectively. The solidus and liquidus curves can be approximated by straight lines. The partition coefficient can be estimated as the ratio of liquidus to solidus line slope [40]. The liquidus temperature is calculated from the liquidus line as a function of the solute concentration.

The impact of the three input parameters is studied on the following four outputs:

1. Total solidification time
2. Maximum SDAS
3. Minimum yield strength
4. Maximum grain size

where, the maximum or minimum is taken over the entire domain. The polynomial chaos method with stochastic collocation described in Section 2.7 is used for uncertainty propagation. The error due to stochastic interpolation is estimated using 60 Latin hypercube samples. Estimates of the same output are obtained from the complete simulation and the polynomial chaos expansion (PCE) independently. The difference between these quantities non-dimensionalized by their mean value is defined as the error. Since the errors in estimating all the four outputs reduce by using higher accuracy levels (Table 3), it can be seen that the collocation method has converged. The results presented correspond to the accuracy level 6. In order to get an idea of the interpolation error visually, both the simulation and PCE estimates can be plotted on the same graph.
In the hypothetical scenario of exact interpolation, all the points should lie on the $Y = X$ line. However, there is a deviation from the line because of the interpolation error. Fig. 13 shows plots for each of the four outputs. Each output is normalized by subtracting its mean and dividing by its standard deviation and thus, is non-dimensional. Most of the points follow the trend of the $Y = X$ line except some outliers. The outliers correspond to those random samples which are too far from the means of the input parameters. Table 3 and Fig. 13 prove that the polynomial chaos has converged and is accurate enough for further use.

A brief grid independence study is performed in order to make sure that the mesh resolution is sufficient and that the truncation errors are smaller than the uncertainty. Two unstructured hexahedral grids are chosen and the four outputs are evaluated. Table 4 shows that the difference between the coarse and fine grid estimates of all the four outputs is much smaller compared to the final stochastic variation in the outputs.

Sensitivity of each output with respect to each input can be easily estimated once an accurate polynomial chaos expansion is obtained. The sensitivity analysis tool of the software UQLAB [53] is used to estimate the total Sobol indices (Fig. 14). It can be seen that each output is highly sensitive only to one input parameter. Sensitivity is practically important as it gives an idea as to which input parameter should be tightly controlled. Thus, other parameters can be loosely controlled saving cost but yielding desired product quality at the same time. The amount of heat extracted from the wall is proportional to the temperature gradient near the wall and hence, solidification time is highly sensitive to the wall temperature. On the other hand, the microstructure parameters like SDAS, yield strength and grain size depend on the solute concentration. Thus, these three parameters are more sensitive to solute concentration than the wall and initial temperatures.

In the response surface (Fig. 15), the most important input is plotted on the $x$-axis. For solidification time response surface, the wall temperature ($x$-axis) and initial temperature ($y$-axis) are chosen. For other three outputs, solute concentration

---

**Table 4**
Clamp geometry: grid independence.

| Output                  | 334000 Elements | 551000 Elements |
|-------------------------|-----------------|-----------------|
| Total Solidification Time (s) | 2.40            | 2.42            |
| Max SDAS (μm)           | 13.43           | 13.53           |
| Max Grain Size (μm)     | 24.72           | 23.95           |
| Min Yield Strength (MPa)| 136.40          | 136.34          |

---

*Fig. 13.* Comparison of non-dimensional values ($\frac{\text{actual - mean}}{\text{std dev}}$) obtained from polynomial chaos expansion and actual numerical simulation estimates.
Fig. 14. Sensitivity of 4 outputs to 3 inputs.

Fig. 15. Response surfaces. (x-axis) and wall temperature (y-axis) are chosen. It can be seen that all the response surface contours are nearly vertical. This confirms that the output is most sensitive to the input parameter plotted on the x-axis. The maximum grain size contours are non-linear. This implies that the sensitivity varies locally in the input parameter space. For other three outputs, the contours are almost linear and thus, it can be concluded that the local sensitivity is similar everywhere and independent of the input parameter value.

6. Conclusions

This paper describes a numerical software framework OpenCast for simulations of solidification problems, including natural convection. Microstructure parameters and mechanical properties are estimated using published empirical relations. The flow equations are solved only in the liquid zone by modifying the coefficients of the discrete equations. The algebraic multigrid solver together with a Krylov subspace solver is used to solve the pressure Poisson equation. Complex geometries are meshed with unstructured hexahedral elements. Parameter uncertainty quantification is used as a wrapper over the deterministic simulations in order to assess the effect of stochastic variations in the inputs on the outputs.
The software is validated against published experimental results of solidification. This validation study shows the significance of stochastic analysis since it is observed that validation without uncertainty is unsuccessful. The validated software is used to simulate two practical die casting geometries. Sensitivity and uncertainty analysis is also performed. Sensitivity analysis shows that the product quality given by grain size and yield strength is highly sensitive to the solute concentration whereas, the productivity given by the solidification time is sensitive to the mold wall temperature. These results are practically useful as it gives an idea about the important input process parameters. The response surfaces show the variation of the outputs with the important input parameters. They can be used to get quick estimates of the outputs without running full deterministic simulations and also to get local sensitivities.

Although this paper demonstrates the ability of OpenCast to simulate die casting problems, it is a general purpose software. OpenCast can also be used to simulate other manufacturing processes such as sand casting, additive manufacturing, welding etc. The use of unstructured elements together with algebraic multigrid method adds complete flexibility to simulate arbitrary geometries. The coupling of uncertainty and sensitivity analysis tools enhance the power of the deterministic numerical method.
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