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Abstract
We establish a combination theorem for parafree groups. These groups were introduced by Baumslag in the sixties. One of the current motivations for a better understanding of their structure is that they show up naturally in connection with Remeslennikov’s conjecture on the profinite rigidity of free groups. In this article, we determine when the fundamental group of a finite graph of groups with cyclic edge groups is parafree.
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1 | INTRODUCTION

A group is said to be parafree if it is residually nilpotent and its quotients by the terms of its lower central series are the same as those of a free group. These groups were introduced by Baumslag [3], who also constructed first examples of nonfree parafree groups. From now on, we will assume that finite generation part of the definition of parafree groups.

Another motivation for studying parafree groups relates to the following central open problem in the theme of profinite rigidity, attributed to Remeslennikov [15, Question 12]: given a finitely
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generated residually finite group \( G \) with the same profinite completion as a free group \( F \), does it follow that \( G \cong F \)? The first author [12] showed that such \( G \) must be a parafree group.

Many known examples of parafree groups are isomorphic to amalgamated free products or HNN extensions of free groups over cyclic edge groups [6]. The purpose of this paper is to characterize when these constructions yield to parafree groups.

Our first result describes the exact circumstances under which an amalgamated free product with cyclic amalgam is parafree.

**Theorem 1.1.** Let \( U \) and \( V \) be finitely generated groups, \( 1 \neq u \in U \) and \( 1 \neq v \in V \). Consider the amalgamated free product \( W = U \ast_{u=v} V \). Then, \( W \) is parafree if and only if the following three conditions hold.

1. The groups \( U \) and \( V \) are parafree.
2. The element \( uv^{-1} \) is not a proper power in the abelianization of \( U \ast V \).
3. At least one of \( u \) or \( v \) is not a proper power in \( U \) or \( V \), respectively.

A particular case of Theorem 1.1, where \( U \) and \( V \) are free, follows from the work of Baumslag [4] and Azarov [1]. The case of HNN extensions with cyclic base groups is more intricate, and we obtain the following (less explicit) result.

**Theorem 1.2.** Let \( U \) be a finitely generated group, \( u \in U \setminus \{1\} \) and \( \alpha : \langle u \rangle \to U \) a monomorphism. Put \( v = \alpha(u) \). Consider the HNN extension \( W = U \ast_{\alpha} \). Then, \( W \) is parafree if and only if the following four conditions hold.

1. The group \( U \) is parafree.
2. The element \( uv^{-1} \) is not a proper power in the abelianization of \( U \).
3. At least one of \( u \) or \( v \) is not a proper power in \( U \).
4. The image of the element \( u \) is nontrivial in some finite nilpotent quotient of \( W \).

In the case where \( U \) is a parafree group with abelianization isomorphic to \( \mathbb{Z}^2 \), the last condition of the previous theorem can be replaced by a simpler one.

**Corollary 1.3.** Let \( U \) be a finitely generated group with \( r_{ab}(U) = 2 \), \( u \in U \setminus \{1\} \) and \( \alpha : \langle u \rangle \to U \) a monomorphism. Put \( v = \alpha(u) \). Consider the HNN extension \( W = U \ast_{\alpha} \). Then, \( W \) is parafree if and only if the following four conditions hold.

1. The group \( U \) is parafree.
2. The element \( uv^{-1} \) is not a proper power in the abelianization of \( U \).
3. At least one of \( u \) or \( v \) is not a proper power in \( U \).
4. The images of \( u \) and \( v \) in the abelianization of \( U \) generate a subgroup isomorphic to \( \mathbb{Z}^2 \).

It is tempting to try to formulate a general criterion for the fundamental group of a graph of groups with cyclic edge groups to be parafree. Combining Theorems 1.1 and 1.2, we derive the following result.

**Corollary 1.4.** Let \((G, \Gamma)\) be a graph of groups over a finite graph \( \Gamma \) and \( W = \pi_1(G, \Gamma) \) be its fundamental group. Assume that all vertex subgroups \( G(v) \) \( (v \in V(\Gamma)) \) are finitely generated and all edge
subgroups $G(e)$ ($e \in E(\Gamma)$) are cyclic. Then, $W$ is parafree if and only if the following four conditions hold.

1. All the vertex subgroups $G(v)$ ($v \in V(\Gamma)$) are parafree.
2. The abelianization of $W$ is torsion-free of rank

$$r_{ab}(W) = \sum_{v \in V(\Gamma)} r_{ab}(G(v)) - \sum_{e \in E(\Gamma)} r_{ab}(G(e)) + 1 - \chi(\Gamma),$$

where $\chi(\Gamma) = |V(\Gamma)| - |E(\Gamma)|$.
3. All the centralizers of nontrivial elements in $W$ are cyclic.
4. For each nontrivial edge subgroup of $G(e)$ ($e \in E(\Gamma)$), there is a finite nilpotent quotient of $W$ where the image of this edge subgroup is nontrivial.

It is relatively easy to see that the conditions presented in Theorems 1.1 and 1.2 are necessary for $W$ to be parafree, and they also imply that the quotients of $W$ by the terms of its lower central series are the same as those of a free group. The difficult part in the proofs of both theorems is to show that $W$ is residually nilpotent. We establish this as an application of recent methods developed in [12] which were used for constructing abstract subgroups of free pro-$p$ groups.

The paper is organized as follows. In Section 2, we describe the preliminary results which we use in the paper. Section 3 is devoted to construction of new examples of $D_{\mathbb{F}_pG}$-torsion-free $\mathbb{F}_pG$-modules. In Section 4, we prove Theorems 1.1 and 1.2 and their corollaries.

2 | PRELIMINARIES

2.1 | General notation for rings, groups, and pro-$p$ groups

All of our rings $R$ will be associative and unitary. All ring homomorphisms will map $1 \mapsto 1$. All $R$-modules are left $R$-modules, unless we say that we consider right $R$-modules.

Given a group $G$, we will denote by $G' = [G, G]$ its commutator subgroup and by $G_{ab} = G/G'$ its abelianization. The terms of the lower central series of $G$ are defined as $\gamma_1(G) = G$ and $\gamma_{n+1}(G) = [\gamma_n(G), G]$ if $n \geq 1$ and the terms of the $p$-lower central series of $G$ are defined as $G_{1, p} = G$ and $G_{n+1, p} = [G_{n, p}, G]G^p_{n, p}$ if $n \geq 1$. We recall that when $G$ is a finitely generated pro-$p$ group, the groups $\gamma_kG$ are closed normal subgroups of $G$.

We denote by $d(G)$ the minimal number of generators of a group $G$ and we put $r_{ab}(G) = d(G_{ab})$. Similarly, given a pro-$p$ group $G$, we denote by $d(G)$ the minimal number of topological generators of $G$, which also equals the dimension of its $p$-abelianization $G/[G, G]G^p$ as an $\mathbb{F}_p$-vector space.

As usual, we denote the free product in the category of pro-$p$ groups by $\mathbb{F}_p[G]$.

2.2 | Parafree groups

If $G$ is a group, we denote by $G_{\bar{p}}$ the pro-$p$ completion of $G$. In this paper, we will use the following characterization of parafree groups.
Proposition 2.1. Let $G$ be finitely generated residually nilpotent group. Then, $G$ is parafree if and only if $G_p$ is a free pro-$p$ group for every prime $p$. Moreover, a parafree group is residually-$p$ for every prime $p$.

Proof. A group is said to be weakly $p$-parafree if its quotients by the terms of its $p$-lower central series are the same as those of a free group. In these terms, a finitely generated $G$ will be parafree if and only if it is residually nilpotent and it is weakly $p$-parafree for every prime $p$. We know from [14, Corollary 2.9] that a finitely generated $G$ is weakly $p$-parafree if and only if it has free pro-$p$ completion. This proves the first claim. The second claim of the proposition follows from the fact that finitely generated torsion-free nilpotent groups are residually-$p$ for every prime $p$ [10, Theorem 2.1]. □

The following result provides a useful necessary condition for a group to be parafree.

Proposition 2.2. The centralizers of nontrivial elements of a parafree group are cyclic.

Proof. Let $A$ be the centralizer of a nontrivial element $u$ of a parafree group $G$. By [5, Theorem 4.2], we know that

(a) a two-generated subgroup of $G$ is free and
(b) an abelian subgroup of $G$ is cyclic.

Thus, by (a), $A$ is locally cyclic, and, by (b), $A$ is cyclic. □

2.3 | Group algebra and the augmentation ideal

Let $G$ be a group and $k$ a commutative ring. The group ring of $G$ over $k$ is denoted by $kG$. We denote by $I_G$ the augmentation ideal of $\mathbb{Z}G$ and by $kI_G = k \otimes \mathbb{Z}I_G$ the augmentation ideal of $kG$.

Given two groups $H \leq G$, we denote by $kI^G_H$ the left ideal of $kG$ generated by $kI_H$. Since $kG$ is a natural free right $kH$-module, it follows that the canonical map of $kG$-modules

$$kG \otimes_{kH} kI_H \longrightarrow kI^G_H$$

is an isomorphism.

2.4 | The fundamental groups of graphs of groups

We refer the reader to [8] for standard definitions and notions related to graph of groups and their fundamental groups.

By a graph of groups $(\mathcal{G}, \Gamma)$, we mean a connected graph $\Gamma = (V(\Gamma), E(\Gamma), \iota, \tau)$ together with a function $\mathcal{G}$ that assigns to each $v \in V(\Gamma)$ a group $\mathcal{G}(v)$, and to each $e \in E(\Gamma)$ a distinguished subgroup $\mathcal{G}(e)$ of $\mathcal{G}(\iota(e))$ and injective group homomorphism $t_e : \mathcal{G}(e) \rightarrow \mathcal{G}(\tau(e))$. The monomorphisms $t_e$ are called the edge functions.
In this paper, we work mostly with two particular cases: amalgamated free products and HNN extensions. The structure of the augmentation ideal of the group algebra of the fundamental group of a graph of groups is described in [7, Lemma 6]. We will describe this result in the cases that interest us.

**Proposition 2.3.** Let \( k \) be a commutative ring.

1. Let \( U \) and \( V \) be two groups, \( A \) a subgroup of \( U \) and \( \alpha : A \to V \) a monomorphism. Put \( W = U \star_A V \). Then, there exists an exact of sequence of \( kW \)-modules.

\[
0 \to kI_W^A \xrightarrow{\gamma} kI_W^U \oplus kI_W^V \xrightarrow{p} kI_W \to 0,
\]

where \( \gamma(a) = (a, -a) \) if \( a \in kI_A \) and \( p(b, c) = b + c \) if \( b \in kI_W^U \) and \( c \in kI_W^V \).

2. Let \( U \) be a group, \( A \) a subgroup of \( U \), and \( \alpha : A \to U \) a monomorphism. Put \( \bar{W} = U \star_{\alpha} = \langle U, t : tg = \alpha(g)t \text{ if } g \in A \rangle \). Then, there exists an exact of sequence of \( kW \)-modules.

\[
0 \to kI_W^{\alpha(A)} \xrightarrow{\gamma} kI_W^U \oplus kW \xrightarrow{p} kI_W \to 0,
\]

where \( \gamma(a) = (a(1-t), a) \) if \( a \in kI_W^{\alpha(A)} \) and \( p(b, c) = b + c(t-1) \) if \( b \in kI_W^U \) and \( c \in kW \).

The following proposition will be used several times in the paper.

**Proposition 2.4** [2, Corollary 1.14 and Proposition 1.20]. Let \( (H, \Delta) \) be a subgraph of groups of a graph of groups \( (G, \Gamma) \), that is,

1. \( \Delta \) is a connected subgraph of a finite connected graph \( \Gamma \);
2. \( H(v) \leq G(v) \) if \( v \in V(\Delta) \), \( H(e) \leq G(e) \) if \( e \in E(\Delta) \) and the edge functions of \( (H, \Delta) \) are the restrictions of the edge functions of \( (G, \Gamma) \).

Assume that

\[
H(e) = G(e) \cap H(\iota(e)) \text{ and } t_e(H(e)) = t_e(G(e)) \cap H(\tau(e)) \text{ if } e \in E(\Delta).
\]

Let \( \Delta_0 \) be a maximal subtree in \( \Delta \) and \( \Delta_0 \subseteq \Gamma_0 \) a maximal subtree in \( \Gamma \). Then, the canonical map between the fundamental groups of graphs of groups

\[
\pi_1(H, \Delta, \Delta_0) \to \pi_1(G, \Gamma, \Gamma_0)
\]

is injective.

### 2.5 The induced map between the augmentation ideals

Given a group homomorphism \( \bar{G} \to G \), we obtain an induced map between the augmentation ideals \( I_{\bar{G}} \to I_G \). Here we will explain how one can derive information from this induced map back to the initial group homomorphism.
Proposition 2.5. Let $\phi : \tilde{G} \to G$ be a surjective group homomorphism of kernel $K$. Suppose that the natural homomorphism of $kG$-modules
\[ \alpha : kG \otimes_{k\tilde{G}} kI_{\tilde{G}} \longrightarrow kI_G, \]
defined by the $k$-linear extension of $a \otimes b \mapsto a\phi(b)$, is an isomorphism. Then
\[ k \otimes_{\mathbb{Z}} K_{ab} = 0. \]

Proof. Observe that by Shapiro’s lemma
\[ k \otimes_{\mathbb{Z}} K_{ab} \cong H_1(K, k) \cong H_1(\tilde{G}, kG) = \text{Tor}_1^{kG}(kG, k). \]
Applying the right-exact functor $kG \otimes_{k\tilde{G}}$ to the exact sequence of left $k\tilde{G}$-modules
\[ 0 \to kI_{\tilde{G}} \to k\tilde{G} \to k \to 0, \]
we get the exact sequence
\[ 0 \to \text{Tor}_1^{kG}(kG, k) \to kG \otimes_{k\tilde{G}} kI_{\tilde{G}} \xrightarrow{\alpha} kG \to k \to 0. \]
Since $\alpha$ is injective, $\text{Tor}_1^{kG}(kG, k) = \{0\}$ and we are done. \qed

2.6 | $D$-torsion-free modules

Let $R \hookrightarrow D$ be an embedding of the ring $R$ into a division ring $D$. Let $M$ be an $R$-module. We say that $M$ is $D$-torsion-free if the canonical map $M \longrightarrow D \otimes_R M$ is injective.

The following provides a more flexible criterion for verifying whether a module is torsion-free.

Lemma 2.6 [12, Lemma 4.1]. Let $M$ be an $R$-module. Then $M$ is $D$-torsion-free if and only if there exists a $D$-module $N$ and an injective homomorphism of $R$-modules $M \hookrightarrow N$.

Given a homomorphism $R \to D$, where $D$ is a division ring, we define $D$-dimension of $M$ to be the dimension of the $D$-vector space $D \otimes_R M$. We denote it by $\dim_D M$.

Lemma 2.7 [12, Lemma 4.2]. Let $1 \to M_1 \to M_2 \to M_3 \to 0$ be an exact sequence of $R$-modules. Assume that

(1) $M_1$ and $M_3$ are $D$-torsion-free;
(2) $\dim_D M_1$ and $\dim_D M_3$ are finite; and
(3) $\dim_D M_1 + \dim_D M_3 = \dim_D M_2$.

Then $M_2$ is also $D$-torsion-free.

The following lemma will be used in the computation of $\dim_D M$. 
**Lemma 2.8** [12, Lemma 4.3]. Let $M$ be a $D$-torsion-free $R$-module of finite $D$-dimension. Let $L$ be a nontrivial $R$-submodule of $M$. Then $\dim_D(M/L) < \dim_D(M)$. Moreover, if $\dim_D L = 1$, then $\dim_D(M/L) = \dim_D M - 1$.

### 2.7 The universal division rings of fractions of the group algebra of a subgroup of a free pro-$p$ group

Let $\mathbb{F}$ be a finitely generated free pro-$p$ group. If $G$ is an abstract subgroup of $\mathbb{F}$, then it turns out that $\mathbb{F}_p G$ has a universal division ring of fractions, denoted by $D_{\mathbb{F}_p G}$. We will not give a formal definition of universal field of fractions that can be found in [13], but we will describe the main properties of the embeddings $\mathbb{F}_p G \subseteq D_{\mathbb{F}_p G}$, which we will use in this paper.

If $H$ is a subgroup of $G$, then the division closure of $\mathbb{F}_p H$ in $D_{\mathbb{F}_p G}$ is the universal division ring of fractions of $\mathbb{F}_p H$, and therefore, we will denote it by $D_{\mathbb{F}_p H}$.

If $N$ is a normal subgroup of $G$ such that $G/N \cong \mathbb{Z}$, then $\mathbb{F}_p G$ is a free $\mathbb{F}_p N$-module with the basis $\{t^i : i \in \mathbb{Z}\}$, where $t \in G$ and $Nt$ generates $G/N$. Thus, $\mathbb{F}_p G$ is isomorphic to a skew-polynomial ring $\mathbb{F}_p N[t^{\pm 1}, \sigma]$ with the indeterminate $t$ and coefficients in $\mathbb{F}_p N$. Here $\sigma$ is an automorphism of the ring $\mathbb{F}_p N$, induced from the automorphism of conjugation-by-$t$.

Let $R$ be a subring of $D_{\mathbb{F}_p G}$ generated by $D_{\mathbb{F}_p N}$ and $t$. It turns out that $\{t^i : i \in \mathbb{Z}\}$ is also a $D_{\mathbb{F}_p N}$-basis of $R$ (this is so called the Hughes-free property of the embedding $\mathbb{F}_p G \subseteq D_{\mathbb{F}_p G}$, see [9, 11]). Thus, $R$ is isomorphic to $D_{\mathbb{F}_p N}[t^{\pm 1}, \sigma]$.

The following result gives a lower bound for the $D_{\mathbb{F}_p G}$-dimension of $\mathbb{F}_p I_G$.

**Proposition 2.9** [12, Corollary 3.7 and the discussion afterward]. Let $G$ be a finitely generated dense subgroup of a free pro-$p$ group $\mathbb{F}$. Then $\dim_{D_{\mathbb{F}_p G}} \mathbb{F}_p I_G \geq d(\mathbb{F})$. Moreover, if $G$ is parafree and $\mathbb{F} = G\hat{p}$, then $\dim_{D_{\mathbb{F}_p G}} \mathbb{F}_p I_G = d(\mathbb{F})$.

The following result provides an important example of $D_{\mathbb{F}_p G}$-torsion-free-module.

**Proposition 2.10** [12, Proposition 4.8]. Let $\mathbb{F}$ be a free pro-$p$ group, $H \leq G \leq \mathbb{F}$ two subgroups of $\mathbb{F}$, and $A$ a maximal abelian subgroup of $H$. Then, the $\mathbb{F}_p G$-module $\mathbb{F}_p I_H^G / \mathbb{F}_p I_A^G$ is $D_{\mathbb{F}_p G}$-torsion-free.

### 2.8 Embeddings of abstract groups into free pro-$p$ groups

In this subsection, we detail a method introduced in [12] for ensuring that a map from an abstract group $\tilde{G}$ to a free pro-$p$ group is injective. We are particularly interested in the problem of producing families of parafree groups. Let $\tilde{G}$ be a candidate to being parafree, meaning that $\tilde{G}\hat{p}$ is free for every prime $p$. We want to study whether the canonical map $\tilde{G} \longrightarrow \tilde{G}\hat{p}$ is an embedding for some suitable prime $p$. This would establish the residual nilpotence of $\tilde{G}$ and we could conclude that $\tilde{G}$ is parafree.

**Proposition 2.11.** Let $\tilde{G}$ be a finitely generated group, $\mathbb{F}$ a finitely generated free pro-$p$ group, and $\phi : \tilde{G} \rightarrow \mathbb{F}$ a group homomorphism. Suppose that we have the following conditions.

1. The image $G = \phi(\tilde{G})$ is dense in $\mathbb{F}$.
(2) The $\mathbb{F}_p G$-module $\mathbb{F}_p G \otimes_{\mathbb{F}_p \tilde{G}} \mathbb{F}_p I_{\tilde{G}}$ is $D_{\mathbb{F}_p G}$-torsion-free and

$$\dim_{D_{\mathbb{F}_p G}} \mathbb{F}_p G \otimes_{\mathbb{F}_p \tilde{G}} \mathbb{F}_p I_{\tilde{G}} = d(F).$$

(3) The kernel of $\phi$ is free.

Then, the map $\phi$ is an embedding.

Proof. We will prove that the surjective map $\phi : \tilde{G} \to G$ verifies the assumption of Proposition 2.5 to deduce that $\ker \phi$ has trivial $p$-abelianization. Since $\ker \phi$ is free, the latter would imply that $\ker \phi = 1$ and the conclusion would follow.

It is clear that the natural homomorphism of $\mathbb{F}_p G$-modules

$$\mathbb{F}_p G \otimes_{\mathbb{F}_p \tilde{G}} I_{\tilde{G}} \to \mathbb{F}_p I_G,$$

defined by $a \otimes b \mapsto a\phi(b)$, is surjective. If it was not injective, naming its kernel by $L$ and naming $M = \mathbb{F}_p G \otimes_{\mathbb{F}_p \tilde{G}} I_{\tilde{G}}$, we would deduce, after applying Lemma 2.8,

$$d(F) = \dim_{D_{\mathbb{F}_p G}} M > \dim_{D_{\mathbb{F}_p G}} (M/L) = \dim_{D_{\mathbb{F}_p G}} (\mathbb{F}_p I_G),$$

which would contradict Proposition 2.9.

□

In the setting of our problem, that is, taking some $\tilde{G}$ with free pro-$p$ completion and studying whether $\tilde{G} \to \tilde{G}_p$ is injective, we make a few comments about the three conditions of Proposition 2.11. We take $G$ to be the image of $\tilde{G}$ inside $\tilde{G}_p$.

(1) The first condition will be naturally ensured.

(2) The second condition is the hardest part and requires the most technical arguments presented in Section 3.

(3) The third condition is natural from the point of view of the Bass–Serre theory. If we take $\tilde{G}$ to be the fundamental group of a graph of groups, and we ensure that $\ker \phi$ intersects trivially every vertex subgroup, then the ker $\phi$ will necessarily be free.

3 | EXAMPLES OF $D_{\mathbb{F}_p G}$-TORSION-FREE MODULES

In this section, we construct two families of examples of $D_{\mathbb{F}_p G}$-torsion-free modules. The first result is a slight generalization of [12, Proposition 4.10].

**Proposition 3.1.** Let $H_1$ and $H_2$ be two finitely generated subgroups of a finitely generated free pro-$p$ group $F$. Consider $A = H_1 \cap H_2$ and suppose that $A$ is a maximal abelian subgroup of $H_1$. Let $G = \langle H_1, H_2 \rangle$ and let

$$J = \{ (x, -x) : x \in \mathbb{F}_p I_A^G \} \leq \mathbb{F}_p I_{H_1}^G \oplus \mathbb{F}_p I_{H_2}^G.$$
Then, the $\mathbb{F}_p G$-module

$$M = \frac{\mathbb{F}_p I^G_{H_1} \oplus \mathbb{F}_p I^G_{H_2}}{J}$$

is $D_{\mathbb{F}_p G}$-torsion-free and

$$\dim_{D_{\mathbb{F}_p G}} M = \dim_{D_{\mathbb{F}_p G}} \mathbb{F}_p I^G_{H_1} + \dim_{D_{\mathbb{F}_p G}} \mathbb{F}_p I^G_{H_2} - 1.$$  

Before giving the proof, we shall make an observation. If $A$ is an abelian subgroup of $\mathbb{F}$, as occurs in the previous proposition, the universal division $\mathbb{F}_p A$-ring of fractions $D_{\mathbb{F}_p A}$ is the field of fractions $Q_{\text{ore}}(\mathbb{F}_p A)$ of the commutative domain $\mathbb{F}_p A$. Given a nontrivial ideal $I$ of $\mathbb{F}_p A$, we see that the $Q_{\text{ore}}(\mathbb{F}_p A)$-vector space $Q_{\text{ore}}(\mathbb{F}_p A) \otimes \mathbb{F}_p I$ is one-dimensional. This implies that

$$\dim_{D_{\mathbb{F}_p A}} I = \dim_{Q_{\text{ore}}(\mathbb{F}_p A)} Q_{\text{ore}}(\mathbb{F}_p A) \otimes \mathbb{F}_p I = 1. \quad (1)$$

**Proof of Proposition 3.1.** We consider the $\mathbb{F}_p G$-submodule of $M$ defined by

$$L = (\mathbb{F}_p I^G_A \oplus \mathbb{F}_p I^G_{H_2})/J.$$  

We want to apply Lemma 2.7 to the short exact sequence

$$0 \to L \to M \to M/L \to 0$$

of $\mathbb{F}_p G$-modules. Since $L \cong \mathbb{F}_p I^G_{H_2} \leq \mathbb{F}_p G$, then it is $D_{\mathbb{F}_p G}$-torsion-free and

$$\dim_{D_{\mathbb{F}_p G}} L = \dim_{D_{\mathbb{F}_p G}} \mathbb{F}_p I^G_{H_2}.$$  

By the observation (1),

$$1 = \dim_{D_{\mathbb{F}_p A}} \mathbb{F}_p I_A = \dim_{D_{\mathbb{F}_p G}} \mathbb{F}_p I^G_A = \dim_{D_{\mathbb{F}_p G}} J.$$  

So, it is clear, by Lemma 2.8, that

$$\dim_{D_{\mathbb{F}_p G}} M = \dim_{D_{\mathbb{F}_p G}} \mathbb{F}_p I^G_{H_1} + \dim_{D_{\mathbb{F}_p G}} \mathbb{F}_p I^G_{H_2} - 1 = \dim_{D_{\mathbb{F}_p G}} \mathbb{F}_p I^G_{H_1} + \dim_{D_{\mathbb{F}_p G}} \mathbb{F}_p I^G_{H_2} - 1.$$  

On the other side, the quotient $M/L$ is isomorphic to $\mathbb{F}_p I^G_{H_1}/\mathbb{F}_p I^G_A$, which is $D_{\mathbb{F}_p G}$-torsion-free by Proposition 2.10. Again, by Lemma 2.8,

$$\dim_{D_{\mathbb{F}_p G}} M/L = \dim_{D_{\mathbb{F}_p G}} \mathbb{F}_p I^G_{H_1} - \dim_{D_{\mathbb{F}_p G}} \mathbb{F}_p I^G_A = \dim_{D_{\mathbb{F}_p G}} \mathbb{F}_p I^G_{H_1} - 1.$$
Therefore, the short exact sequence $0 \to L \to M \to M/L \to 0$ of $\mathbb{F}_p G$-modules satisfies the requirements of Lemma 2.7; and the conclusion follows.

We now turn to the study of torsion-free modules that have the form of an augmentation ideal of a cyclic HNN extension.

Our point is to prove that a certain module, which may have the form

$$R^m / R(u_1, \ldots, u_m)$$

for some group ring $R$, is $D_R$-torsion-free. When extending this $R$-module with coefficients in a bigger ring, some $u_i$ may become invertible. The following elementary lemma simply studies this scenario, which we shall encounter many times.

**Lemma 3.2.** Let $R$ be a unital ring and $M$ be an $R$-module. Let $m_0 \in M$ and let $u$ be a unit of $R$. Then, there is an isomorphism of $R$-modules

$$\gamma : M \oplus R \to M$$

given by

$$\gamma(m, r) = m - ru^{-1}m_0,$$

with inverse

$$\gamma^{-1}(m) = (m, 0).$$

We can now state the second result of this section.

**Proposition 3.3.** Let $H \leq G$ be subgroups of $F$. Suppose that we can write $G = N \rtimes \langle t \rangle = \langle N, t \rangle$ for some $H \leq N \leq G$ and some $t \in G$. Let $u \in H$ be an element that generates a maximal abelian subgroup $\langle u \rangle$ in $H$ and suppose that $v = tut^{-1} \in H$. Then the $\mathbb{F}_p G$-module $M$ defined by

$$M = \mathbb{F}_p I^G_H \oplus \mathbb{F}_p G (v - 1 - t(u - 1), v - 1)$$

is $D_{\mathbb{F}_p G}$-torsion-free.

**Proof.** The proof is relatively long and, for convenience, it is divided in several intermediate claims.

Let $R$ be the subring of $D_{\mathbb{F}_p G}$ generated by $D_{\mathbb{F}_p N}$ and $t$. The structure of this ring is explained in Subsection 2.7.

**Claim 3.4.** The natural map

$$R \otimes_{\mathbb{F}_p G} M \to D_{\mathbb{F}_p G} \otimes_{\mathbb{F}_p G} M$$

is injective.
Proof. Since \( v \in H \), \( v^{-1} \) is invertible in \( D_{\mathbb{F}_p[N]} \) (and hence in \( R \)). Directly from the definition of \( M \), we can rewrite, using Lemma 3.2,

\[
R \otimes_{\mathbb{F}_p G} M \cong \frac{R \otimes_{\mathbb{F}_p[H]} I_H}{R(v - 1 - t(u - 1), v - 1)} \cong R \otimes_{\mathbb{F}_p G} F_p I_H.
\]

(2)

Similarly, \( D_{\mathbb{F}_p G} \otimes_{\mathbb{F}_p G} M \cong D_{\mathbb{F}_p G} \otimes_{\mathbb{F}_p G} F_p I_H \). Observe that

\[
R \otimes_{\mathbb{F}_p G} F_p I_H \cong R \otimes_{\mathbb{F}_p H} F_p I_H \text{ and } D_{\mathbb{F}_p G} \otimes_{\mathbb{F}_p G} F_p I_H \cong D_{\mathbb{F}_p G} \otimes_{\mathbb{F}_p H} F_p I_H.
\]

Since \( N \trianglelefteq G \) is normal, \( R \) is a right \( D_{\mathbb{F}_p[N]} \)-module. In particular, it is a right \( D_{\mathbb{F}_p[H]} \)-module. So, \( R \) is a direct \( D_{\mathbb{F}_p H} \)-summand of \( D_{\mathbb{F}_p G} \) and it follows directly that the map

\[
R \otimes_{\mathbb{F}_p H} F_p I_H \rightarrow D_{\mathbb{F}_p G} \otimes_{\mathbb{F}_p H} F_p I_H
\]

is injective. This proves the claim.

Claim 3.5. We have the following equality of subsets of \( D_{\mathbb{F}_p N} \otimes_{\mathbb{F}_p N} F_p I_N \):

\[
1 \otimes_{\mathbb{F}_p N} F_p I_N \cap D_{\mathbb{F}_p N} \otimes_{\mathbb{F}_p N} (u - 1) = 1 \otimes_{\mathbb{F}_p N} F_p N(u - 1).
\]

(3)

Proof. By assumption, \( \langle u \rangle \) is a maximal abelian subgroup of \( H \). By Proposition 2.10, the \( \mathbb{F}_p N \)-module

\[
M_0 = \frac{F_p I_N}{\mathbb{F}_p N(u - 1)}
\]

is \( D_{\mathbb{F}_p N} \)-torsion-free. This implies that the canonical map

\[
M_0 \rightarrow D_{\mathbb{F}_p N} \otimes_{\mathbb{F}_p N} M_0
\]

is injective. This gives the claim.

We denote by \( H^n \) the conjugation \( t^n H t^{-n} \) (which may not be the standard way). The \( H^n \) are also subgroups of \( N \) having \( \langle u^n \rangle \) as maximal abelian subgroup.

Claim 3.6. For all \( n \in \mathbb{Z} \), we have the following equality of subsets of \( D_{\mathbb{F}_p N} \otimes_{\mathbb{F}_p N} F_p I_G \):

\[
1 \otimes_{\mathbb{F}_p N} F_p t^n I_N \cap D_{\mathbb{F}_p N} \otimes_{\mathbb{F}_p N} t^n(u - 1) = 1 \otimes_{\mathbb{F}_p N} F_p t^n N(u - 1).
\]

(4)
Proof. The same way we had the equality (3), we can derive, for the same reasons,

\[
\left(1 \otimes \mathbb{F}_p^N(u - 1)\right)^m = 1 \otimes \mathbb{F}_p t^m (u^{l^m} - 1),
\]

and

\[
\left(1 \otimes \mathbb{F}_p I^N_H\right)^m = 1 \otimes \mathbb{F}_p t^m I_{H^{-m}}^N.
\]

As a consequence, applying the multiplication-by-\(t^n\) automorphism of \(D_{\mathbb{F}_p N} \otimes \mathbb{F}_p I_G^N\) to Equation (5), we get (4). □

Notice the following decomposition of \(\mathbb{F}_p N\)-modules

\[
\mathbb{F}_p I_G^N = \bigoplus_{n \in \mathbb{Z}} \mathbb{F}_p t^N I_{H}^n,
\]

which yields to the following decomposition of \(\mathbb{F}_p\)-vector spaces:

\[
D_{\mathbb{F}_p N} \otimes \mathbb{F}_p I_G^N \cong \bigoplus_{n \in \mathbb{Z}} D_{\mathbb{F}_p N} \otimes \mathbb{F}_p t^N I_{H}^n.
\]

Claim 3.7. We have the following equation of subsets of \(D_{\mathbb{F}_p N} \otimes \mathbb{F}_p I_G^N\):

\[
1 \otimes \mathbb{F}_p I_G^N \bigcap D_{\mathbb{F}_p N} \otimes \mathbb{F}_p G(v - 1 - t(u - 1)) = 1 \otimes \mathbb{F}_p G(v - 1 - t(u - 1)).
\]

Proof. Let us take an element \(w\) that belongs to the left-hand side. This element will have the form

\[
w = \sum_{k=n_1}^{n_2} c_k \otimes t^k(v - 1 - t(u - 1)), \text{ for some } c_k \in D_{\mathbb{F}_p N},
\]

and will also belong to \(1 \otimes \mathbb{F}_p I_H^N\). We rewrite

\[
w = c_{n_1} \otimes t^{n_1}(v - 1) + \sum_{k=n_1+1}^{n_2} (c_k \otimes t^k(v - 1) - c_{k-1} \otimes t^k(u - 1)) + c_{n_2} \otimes t^{n_2+1}(u - 1).
\]
Since $w \in 1 \otimes \mathbb{F}_p I_H^G$, we can look at the highest power $t^{n_2+1}$ to deduce that

$$c_{n_2} \otimes t^{n_2+1}(u - 1) \in 1 \otimes \mathbb{F}_p t^{n_2+1}I_H^N \bigcap \mathcal{D}_{\mathbb{F}_p N} \otimes t^{n_2+1}(u - 1).$$

By (4), this implies that

$$c_{n_2} \otimes t^{n_2+1}(u - 1) \in 1 \otimes \mathbb{F}_p t^{n_2+1}N(u - 1),$$

so $c_{n_2} \in \mathbb{F}_p N$. Let $n_1 + 1 \leq k \leq n_2$. Inspecting again the expression of $w$ at the component with power $t^k$, we have that

$$c_k \otimes t^k(v - 1) - c_{k-1} \otimes t^k(u - 1) \in 1 \otimes \mathbb{F}_p t^kI_H^N.$$

If we knew that $c_k \in \mathbb{F}_p N$, then it would follow that

$$c_{k-1} \otimes t^k(u - 1) \in 1 \otimes \mathbb{F}_p t^kN(u - 1),$$

By (4), this means that

$$c_{k-1} \otimes t^k(u - 1) \in 1 \otimes \mathbb{F}_p t^kN(u - 1),$$

and this implies that $c_{k-1} \in \mathbb{F}_p N$.

We have proven that if $c_k \in \mathbb{F}_p N$, for $n_1 < k \leq n_2$, then $c_{k-1} \in \mathbb{F}_p N$. Since we also know that $c_{n_2} \in \mathbb{F}_p N$, an inductive argument gives that $c_k \in \mathbb{F}_p N$ for every $k$, meaning that

$$w \in 1 \otimes \mathbb{F}_p N[t^\pm, \sigma](v - 1 - t(u - 1)) = 1 \otimes \mathbb{F}_p G(v - 1 - t(u - 1)).$$

This proves that

$$1 \otimes \mathbb{F}_p I_H^G \bigcap \mathcal{D}_{\mathbb{F}_p N} \otimes \mathbb{F}_p G(v - 1 - t(u - 1)) \subseteq 1 \otimes \mathbb{F}_p G(v - 1 - t(u - 1)),$$

one inclusion of (6). The reverse inclusion is trivial, so Equation (6) is proven. \qed

**Claim 3.8.** The natural map

$$\alpha : M \to R \otimes M$$

is injective.

**Proof.** As discussed during Subsection 2.7, there is a canonical isomorphism of $\mathbb{F}_p N$-modules

$$R \cong \mathcal{D}_{\mathbb{F}_p N}[t^{\pm 1}, \sigma] \cong \mathcal{D}_{\mathbb{F}_p N} \otimes \mathbb{F}_p N[t^\pm, \sigma] = \mathcal{D}_{\mathbb{F}_p N} \otimes \mathbb{F}_p G.$$
This extends to a canonical isomorphism of $\mathbb{F}_p N$-modules

$$
\psi : \frac{R \otimes \mathbb{F}_p I_H^G}{\mathbb{F}_p G(v - 1 - t(u - 1))} \rightarrow \frac{D_{\mathbb{F}_p N} \otimes \mathbb{F}_p I_H^G}{\mathbb{F}_p G(v - 1 - t(u - 1))}.
$$

Therefore, there is a commutative triangle of canonical $\mathbb{F}_p N$-homomorphisms

The canonical map $\eta$ is injective due to (6). Since $\psi$ is an isomorphism, this implies that $\alpha'$ is injective.

Let $(x, y) \in \mathbb{F}_p I_H^G \oplus \mathbb{F}_p G$ be such that $(x, y) + \mathbb{F}_p G(v - 1 - t(u - 1), v - 1)$ belongs to the kernel of $\alpha$. Then, $1 \otimes (x, y) = c \otimes (v - 1 - t(u - 1), v - 1)$ for some $c \in R$. Notice that

$$
1 \otimes x = c \otimes (v - 1 - t(u - 1)) \in \bigcap R \otimes \mathbb{F}_p G(v - 1 - t(u - 1)).
$$

From the injectivity of $\alpha'$, this implies that

$$
c \otimes (v - 1 - t(u - 1)) \in \bigcap R \otimes \mathbb{F}_p G(v - 1 - t(u - 1)),
$$

so $c \in \mathbb{F}_p G$ and then $(x, y) \in \mathbb{F}_p G(v - 1 - t(u - 1), v - 1)$. Thus, $\alpha$ is injective and the claim is demonstrated. $\square$

From Claims 3.8 and 3.4, we conclude that $M$ is $D_{\mathbb{F}_p G}$-torsion-free. $\square$

4 | PROOFS OF THE MAIN RESULTS

4.1 | Amalgamated products

Now we are ready to prove Theorem 1.1.

**Theorem 4.1.** Let $\overline{H}_1$ and $\overline{H}_2$ be finitely generated groups. Let $1 \neq u_1 \in \overline{H}_1$ and let $1 \neq u_2 \in \overline{H}_2$. Consider the following amalgamated product of cyclic amalgam:

$$
\overline{G} = \overline{H}_1 \ast_{u_1 = u_2} \overline{H}_2 \cong \frac{\overline{H}_1 \ast \overline{H}_2}{\langle (u_1 u_2^{-1}) \rangle}.
$$
Then, $\tilde{G}$ is parafree if and only if the three following conditions hold.

1. $\tilde{H}_1$ and $\tilde{H}_2$ are parafree.
2. The element $u_1 u_2^{-1}$ of $\tilde{H}_1 \ast \tilde{H}_2$ is not a proper power in the abelianization of $\tilde{H}_1 \ast \tilde{H}_2$.
3. There is at least one $i \in \{1, 2\}$ such that $u_i$ is not a proper power in $\tilde{H}_i$.

Remark. The condition (2) can be substituted by the condition

\[(2') r_{\text{ab}}(\tilde{G}) = r_{\text{ab}}(\tilde{H}_1) + r_{\text{ab}}(\tilde{H}_2) - 1.\]

The proof of the theorem shows that the condition (3) can be substituted by the condition.

\[(3') \text{All the centralizers of nontrivial elements in } \tilde{G} \text{ are cyclic.}\]

Proof. We first prove that the conditions are necessary. Let us assume that $\tilde{G}$ is parafree.

Both $\tilde{H}_1$ and $\tilde{H}_2$ are subgroups of $\tilde{G}$ and hence they are residually nilpotent. We want to show that, for all primes $p$, $\tilde{H}_1 p$ and $\tilde{H}_2 p$ are free. By Proposition 2.1, this would imply that $\tilde{H}_1$ and $\tilde{H}_2$ are parafree.

Fix a prime $p$. Recall that the rank of a pro-$p$ group $G$ equals the rank of its $p$-abelianization $G/[G, G]G^p$. From this, we observe that

\[d(\tilde{G}_p) \geq d(\tilde{H}_1 p) + d(\tilde{H}_2 p) - 1. \tag{7}\]

Consider the closure $\overline{H}_i$ of the image of $\tilde{H}_i$ under the canonical map $\tilde{G} \rightarrow \tilde{G}_p$. Since $\tilde{G}$ is parafree, $\tilde{G}_p$ is free pro-$p$, and so, both $\overline{H}_1$ and $\overline{H}_2$ are free pro-$p$, because any closed subgroup of a free pro-$p$ group is again free. Note that $\overline{H}_1$ and $\overline{H}_2$ generate $\tilde{G}$. Hence, the canonical map $f : \overline{H}_1 \coprod \overline{H}_2 \rightarrow \tilde{G}_p$ is onto.

Since $\tilde{G}$ is parafree, the images of $u_1$ and $u_2$ in $\tilde{G}_p$ are nontrivial. Therefore, $\ker f \neq \{1\}$. We also recall that the groups $\overline{H}_1 \coprod \overline{H}_2$ and $\tilde{G}_p$ are free pro-$p$. So, by the Hopfian property, for the surjection $f$ between free pro-$p$ groups to have nontrivial kernel, we must have

\[d(\tilde{G}_p) \leq d(\overline{H}_1 \coprod \overline{H}_2) - 1 = d(\overline{H}_1) + d(\overline{H}_2) - 1. \tag{8}\]

Moreover, since $\overline{H}_i$ is a quotient of $\overline{H}_i p$, $d(\overline{H}_i) \leq d(\overline{H}_i p)$. The latter observation in combination with (7) and (8) yields $d(\overline{H}_i) = d(\overline{H}_i p)$. The pro-$p$ group $\overline{H}_i$ is free, so the canonical map $\overline{H}_i p \rightarrow \overline{H}_i$ is an isomorphism. Hence, $\overline{H}_i p$ is free pro-$p$ and the first condition is proved.

The previous argument also shows that, for all primes $p$,

\[d(\tilde{G}_p) = d(\overline{H}_1 p) + d(\overline{H}_2 p) - 1, \]

and this implies the second condition.

Finally, suppose that $u_1 = v_1^{n_1}$ in $\overline{H}_1$, and that $u_2 = v_2^{n_2}$ in $\overline{H}_2$ with $n_1, n_2 \geq 2$. Since $u_i \neq 1$ and $\overline{H}_i$ is torsion-free, then $\langle v_i \rangle$ are infinite cyclic. Consider the subgroup $A$ generated by $v_1$ and $v_2$. By Proposition 2.4, $A$ is isomorphic to $\langle v_1 \rangle \ast v_1^{n_1} = v_2^{n_2} \langle v_2 \rangle$. This group is nonabelian and belongs to the centralizer of $u_1 = u_2$ in $\tilde{G}$. This contradicts Proposition 2.2. This shows that the third condition holds.
We now verify that the three given conditions are sufficient. There is a canonical isomorphism

\[ \tilde{G}_{ab} \cong \frac{\tilde{H}_{1ab} \oplus \tilde{H}_{2ab}}{u_1 - u_2}. \]  

(9)

From the fact that \( u_1 - u_2 \) is not a proper power in \( \tilde{G}_{ab} \), we see that \( \tilde{G}_{ab} \) is torsion-free of rank \( r_{ab}(\tilde{H}_1) + r_{ab}(\tilde{H}_2) - 1 \). Therefore, for any prime \( p \),

\[ d(\tilde{G}_{\hat{p}}) = d(\tilde{H}_{1\hat{p}}) + d(\tilde{H}_{2\hat{p}}) - 1. \]

Let us fix an arbitrary prime \( p \) from this point on. Consider the canonical map \( \phi : \tilde{G} \to \tilde{G}_{\hat{p}} \). We denote \( G = \phi(\tilde{G}) \).

**Claim 4.2.** The pro-\( p \) group \( \tilde{G}_{\hat{p}} \) is free.

**Proof.** Since \( \tilde{H}_1 \) and \( \tilde{H}_2 \) are para-free, the pro-\( p \) groups \( \tilde{H}_{1\hat{p}} \) and \( \tilde{H}_{2\hat{p}} \) are free. Thus, \( \tilde{G}_{\hat{p}} \) is a quotient of the free pro-\( p \) group \( \tilde{H}_{1\hat{p}} \coprod \tilde{H}_{2\hat{p}} \) by the closed normal subgroup generated by \( u_1u_2^{-1} \). Recall that an element \( u \) of a pro-\( p \) group \( G \) is primitive if and only if it is primitive in the \( p \)-abelianization \( G/[G,G]G^p \). By assumption, the element \( u_1u_2^{-1} \in H_1 \ast H_2 \) is primitive in the abelianization, so it must be primitive in its pro-\( p \) completion \( \tilde{H}_{1\hat{p}} \coprod \tilde{H}_{2\hat{p}} \). Hence, \( \tilde{G}_{\hat{p}} \) is free pro-\( p \).

\[ \square \]

**Claim 4.3.** The restrictions of \( \phi \) to each \( \tilde{H}_i \) are injective.

**Proof.** To check this claim, we consider each restriction

\[ \phi_i = \phi|_{\tilde{H}_i} : \tilde{H}_i \to H_i, \]

where \( H_i = \phi(\tilde{H}_i) \). The subgroups \( \tilde{H}_1 \) and \( \tilde{H}_2 \) of the free pro-\( p \) group \( \tilde{G}_{\hat{p}} \) are closed. Hence, they both are free pro-\( p \) groups.

Since the induced \( \phi_{i\hat{p}} : \tilde{H}_{i\hat{p}} \to \tilde{H}_i \) are surjective maps of free pro-\( p \) groups,

\[ d(\tilde{H}_{i\hat{p}}) \geq d(\tilde{H}_i), \quad \text{for all } i \in \{1, 2\}. \]

(10)

Furthermore, by the universal property of the coproduct, there is a continuous homomorphism

\[ f : \tilde{H}_1 \coprod \tilde{H}_2 \to \tilde{G}_{\hat{p}}, \]

which sends \( \tilde{H}_i \) to each corresponding copy in \( \tilde{G}_{\hat{p}} \). Notice that \( \text{Im} \, f \) contains both \( H_1 \) and \( H_2 \), so \( G \leq \text{Im} \, f \). Since \( G \) is dense in \( \tilde{G}_{\hat{p}} \), \( f \) is surjective. By assumption, the element \( u_1u_2^{-1} \in H_1 \ast H_2 \) is primitive in its abelianization. So, for some \( i \), \( u_i \) is nontrivial in the abelianization of \( G \), and hence, \( u_i \) is nontrivial in \( \tilde{H}_i \). In particular, \( u_1u_2^{-1} \) is a nontrivial element in the kernel of \( f \). Arguing exactly as we did in deriving equations (7) and (8), we conclude that the induced maps \( \phi_{i\hat{p}} : (\tilde{H}_i\hat{p}) \to H_{i\hat{p}} \) are isomorphisms. This implies that the surjections \( \phi_i \) are injective because the groups \( \tilde{H}_i \) are residually-\( p \).

\[ \square \]
Claim 4.4. The map \( \phi : \tilde{G} \longrightarrow \tilde{G}_{\tilde{p}} \) is injective.

Proof. We want to apply Proposition 2.11 to the map \( \phi : \tilde{G} \longrightarrow G \subseteq \tilde{G}_{\tilde{p}} \).

Notice first that, by Claim 4.3, the kernel of \( \phi \) intersects trivially the subgroups \( \tilde{H}_1 \) and \( \tilde{H}_2 \). Therefore, by the Bass–Serre theory, the kernel acts freely on a tree, and so, it is free.

We consider the corresponding \( \mathbb{F}_pG \)-module

\[
M = \mathbb{F}_p G \otimes_{\mathbb{F}_p \tilde{G}} \mathbb{F}_p I_{\tilde{G}}.
\]

Consider \( A = \langle \phi(u_1) \rangle \) and

\[
J = \{(x, -x) : x \in \mathbb{F}_p I_A \} \leq \mathbb{F}_p I_{H_1} \oplus \mathbb{F}_p I_{H_2}.
\]

Then, by Proposition 2.3(1),

\[
M \cong \frac{\mathbb{F}_p I_{H_1} \oplus \mathbb{F}_p I_{H_2}}{J}.
\] (11)

Note that we did not use the fact that \( G \) is an amalgamated product of \( H_1 \) and \( H_2 \) along the cyclic subgroup \( \langle \phi(u_1) \rangle \) (which, in fact, we do not know yet to be true). We derived the isomorphism of (11) applying Proposition 2.3(1) to the splitting of the group \( W = \tilde{G} \) to obtain the corresponding expression for its augmentation ideal \( \mathbb{F}_p I_{\tilde{G}} \). The expression for \( M \) is now derived from its very definition \( M = \mathbb{F}_p G \otimes_{\mathbb{F}_p \tilde{G}} \mathbb{F}_p I_{\tilde{G}} \).

Without loss of generality, we suppose that \( u_1 \) is not a proper power in \( \tilde{H}_1 \). By Claim 4.3, \( \tilde{H}_i \cong H_i \), so \( H_i \) (\( i = 1, 2 \)) are parafree and \( \phi(u_1) \) is not a proper power in \( H_1 \). Hence, \( A = \langle u_1 \rangle \) is a maximal abelian subgroup of \( H_1 \).

By Proposition 3.1, \( M \) is \( D_{\mathbb{F}_pG} \)-torsion-free with dimension

\[
\dim_{D_{\mathbb{F}_pG}} M = \dim_{D_{\mathbb{F}_pH_1}} \mathbb{F}_p I_{H_1} + \dim_{D_{\mathbb{F}_pH_2}} \mathbb{F}_p I_{H_2} - 1.
\]

In addition, by Proposition 2.9,

\[
\dim_{D_{\mathbb{F}_pH_1}} \mathbb{F}_p I_{H_1} + \dim_{D_{\mathbb{F}_pH_2}} \mathbb{F}_p I_{H_2} - 1 = d(H_1_{\tilde{p}}) + d(H_2_{\tilde{p}}) - 1 = d(\tilde{G}_{\tilde{p}}).
\]

It follows that \( \dim_{D_{\mathbb{F}_pG}} M = d(\tilde{G}_{\tilde{p}}) \). We can apply Proposition 2.11 to conclude that \( \phi : \tilde{G} \longrightarrow G \) is injective.

The last claim implies that \( \tilde{G} \) is residually nilpotent. Moreover, we already know that each \( \tilde{G}_{\tilde{p}} \) is free, so \( \tilde{G} \) is parafree by Proposition 2.1.

\[ \square \]

4.2 | HNN extensions

Now we prove Theorem 1.2.
Theorem 4.5. Let $\widetilde{H}$ be a finitely generated group. Let $u, v \in \widetilde{H} \setminus \{1\}$. Consider the following cyclic HNN extension of $\widetilde{H}$:

$$\widetilde{G} = \frac{\widetilde{H} \ast \langle t \rangle}{\langle \langle tu^{-1}v^{-1} \rangle \rangle}.$$ 

Then $\widetilde{G}$ is parafree if and only if the four following conditions hold.

1. The group $\widetilde{H}$ is parafree.
2. The element $uv^{-1}$ is not a proper power in $\widetilde{H}_{ab}$.
3. At least one of $u$ or $v$ is not a proper power in $\widetilde{H}$.
4. The image of the element $u$ is nontrivial in some finite nilpotent quotient of $\widetilde{G}$.

Remark. The condition (2) can be substituted by the condition

$$(2') r_{ab}(\widetilde{G}) = r_{ab}(\widetilde{H}).$$

The proof of the theorem shows that the condition (3) can be substituted by the condition

$$(3')$$

All the centralizers of nontrivial elements in $\widetilde{G}$ are cyclic.

Proof. First, let us show that the given conditions are necessary. Assume that $\widetilde{G}$ is parafree.

The group $\widetilde{H}$ is a subgroup of $\widetilde{G}$, and hence, it is residually nilpotent. We want to show that, for all primes $p$, $\widetilde{H}_p$ is free. By Proposition 2.1, this would imply that $\widetilde{H}$ is parafree.

Fix a prime $p$. Observe that

$$d(\widetilde{G}_p) \geq d(\widetilde{H}_p).$$

Consider the closure $\overline{H}$ of the image of $\widetilde{H}$ under the canonical map $\overline{G} \to \overline{G}_p$. Since $\overline{G}$ is parafree, $\overline{G}_p$ is free pro-$p$, and so $\overline{H}$ is also free pro-$p$. Note that $\overline{H}$ and $t$ generate $\overline{G}$. Hence, the canonical map $f : \overline{H} \coprod \mathbb{Z}_p \to \overline{G}_p$, which sends the generator 1 of $\mathbb{Z}_p$ to $t$, is onto.

Since $\overline{G}$ is parafree, the images of $u$ and $v$ in $\overline{G}_p$ are nontrivial. Therefore, $\ker f \neq \{1\}$. Thus, since the groups $\overline{H} \coprod \mathbb{Z}_p$ and $\overline{G}_p$ are free pro-$p$,

$$d(\overline{G}_p) \leq d(\overline{H}).$$

Since $\overline{H}$ is a quotient of $\overline{G}_p$, $d(\overline{H}) = d(\overline{G}_p)$, and since, $\overline{H}$ is free pro-$p$, the canonical map $\overline{H}_p \to \overline{H}$ is an isomorphism. Hence, $\overline{H}_p$ is free pro-$p$, and the first condition is proved.

The previous argument also shows that for all prime $p$,

$$d(\overline{G}_p) = d(\overline{H}_p).$$

This implies the second condition.

Now suppose that $u = w^{n_1}$ and $v = w^{n_2}$ in $\widetilde{H}$ with $n_1, n_2 \geq 2$. Since $u, v \neq 1$ and $\widetilde{H}$ is torsion-free, then $\langle w_i \rangle$ are infinite cyclic. Consider the subgroup $A$ of $\overline{G}$ generated by $w_1, w_2$, and $t$. By Proposition 2.4, $A$ is isomorphic to the HNN extension $A' = \langle w_1, w_2, t | tw_1^{n_1}t^{-1} = w_2^{n_2} \rangle$. The centralizer of $w_1^{n_1} = (t^{-1}w_2t)^{n_2}$ in $A'$ contains $w_1$ and $t^{-1}w_2t$, so it is not abelian. Thus, the centralizer
of $u$ in $\tilde{G}$ is not abelian. This contradicts Proposition 2.2. This shows that the third condition holds. The forth condition holds because $\tilde{G}$ is parafree.

Now we are going to verify that these four conditions are sufficient for $\tilde{G}$ to be parafree. First of all, it is clear that

$$\tilde{G}_{ab} \cong \frac{\tilde{H}_{ab}}{\langle u - v \rangle} \oplus \langle t \rangle.$$ 

From the fact that $u - v$ is not a proper power in $\tilde{H}_{ab}$, we see that $\tilde{G}_{ab}$ is torsion-free of the same rank as $\tilde{H}_{ab}$. Therefore, $d(\tilde{G}_{\tilde{p}}) = d(\tilde{H}_{\tilde{p}})$. In addition, we also see that $t$ is primitive in $\tilde{G}_{ab}$. Let us fix a prime $p$ such that the image of the element $u$ is nontrivial in some finite $p$-quotient of $\tilde{G}$. Consider the canonical map $\phi : \tilde{G} \rightarrow \tilde{G}_{\tilde{p}}$.

Claim 4.6. The pro-$p$ group $\tilde{G}_{\tilde{p}}$ is free and the element $\phi(t)$ is primitive in $\tilde{G}_{\tilde{p}}$.

Proof. The pro-$p$ group $\tilde{G}_{\tilde{p}}$ is the quotient of $\tilde{H}_{\tilde{p}} \coprod \mathbb{Z}_p$ by the closed subgroup generated by $tut^{-1}v^{-1}$. Since $\tilde{H}$ is parafree, $\tilde{H}_{\tilde{p}}$, is free pro-$p$. Thus $\tilde{H}_{\tilde{p}} \coprod \mathbb{Z}_p$ is free pro-$p$. Observe also that the element $tut^{-1}v^{-1}$ is primitive in $\tilde{H}_{\tilde{p}} \coprod \mathbb{Z}_p$ (since it is primitive in its $p$-abelianization). Hence, $\tilde{G}_{\tilde{p}}$ is free pro-$p$.

We name $H = \phi(\tilde{H})$.

Claim 4.7. The restriction of $\phi$ to $\tilde{H}$ is injective.

Proof. To verify this, consider the closed subgroup $\tilde{H} \leq \tilde{G}_{\tilde{p}}$. Since $\tilde{G}_{\tilde{p}}$ is free, the pro-$p$ group $\tilde{H}$ must be free. We notice that the epimorphism $\phi : \tilde{H} \rightarrow H$ induces a continuous epimorphism $\phi_{\tilde{p}} : \tilde{H}_{\tilde{p}} \rightarrow \tilde{H}$. In particular,

$$d(\tilde{H}_{\tilde{p}}) \geq d(\tilde{H}). \quad (12)$$

Furthermore, by the universal property of the coproduct, there is a continuous homomorphism

$$f : \tilde{H} \coprod \mathbb{Z}_p \rightarrow \tilde{G}_{\tilde{p}},$$

which sends $\tilde{H}$ to $\tilde{G}_{\tilde{p}}$, by inclusion; and $\mathbb{Z}_p$ to the cyclic pro-$p$ group generated by $\phi(t)$. Since the image of $f$ contains both $H$ and $\phi(t)$, it follows that $\text{Im } f$ contains $\phi(\tilde{G})$, so $f$ must be surjective. In addition, it has a nontrivial kernel; since $\phi(t)\phi(u)\phi(t)^{-1}\phi(v)^{-1} = 1$ and $\phi(u) \neq 1$, by assumption. Here we have used that the canonical map $\iota : \tilde{H} \ast \mathbb{Z}_p \rightarrow \tilde{H} \coprod \mathbb{Z}_p$ is injective.

This verifies that $f$ is a surjective and noninjective continuous homomorphism between free pro-$p$ groups. Hence,

$$d(\tilde{H}) + 1 = d(\tilde{H}) + d(\mathbb{Z}_p) = d\left( \tilde{H} \coprod \mathbb{Z}_p \right) > d(\tilde{G}_{\tilde{p}}).$$

This, in addition to (12), implies that $d(\tilde{H}_{\tilde{p}}) = d(\tilde{H})$. So, $\phi_{\tilde{p}} : \tilde{H}_{\tilde{p}} \rightarrow \tilde{H}$ is a continuous epimorphism between free pro-$p$ groups of the same rank, which implies that it is an isomorphism. Since $\tilde{H}$ is parafree, it is residually-$p$. Hence, $\phi$ is also injective. \hfill \square
Claim 4.8. The map \( \phi : \tilde{G} \rightarrow \tilde{G}_{\tilde{p}} \) is injective.

Proof. We denote \( G = \phi(\tilde{G}) \). We want to apply Proposition 2.11 to the map \( \phi : \tilde{G} \rightarrow G \subseteq \tilde{G}_{\tilde{p}} \). We already know, from Claim 4.6, that \( \tilde{G}_{\tilde{p}} \) is free. Notice also that, by Claim 4.7, the kernel of \( \phi \) intersects trivially the subgroup \( \tilde{H} \) of \( \tilde{G} \). A standard Bass–Serre-theoretic argument proves that the kernel is free.

We define a continuous homomorphism \( q : \tilde{G}_{\tilde{p}} \rightarrow \mathbb{Z}_p \) such that \( q(\phi(t)) = 1 \), and \( q(\phi(h)) = 0 \) if \( h \in \tilde{H} \). The restriction \( q_{|G} \) verifies that its kernel \( \ker q_{|G} \) contains \( H = \phi(\tilde{H}) \).

We now consider the \( \mathbb{F}_p G \)-module

\[
M = \mathbb{F}_p G \otimes_{\mathbb{F}_p \tilde{G}} \mathbb{F}_p I_{\tilde{G}}.
\]

We apply Proposition 2.3(2) in a similar way to how we obtained (11) to deduce the following isomorphism of \( \mathbb{F}_p \mathbb{G} \)-modules:

\[
M \cong \frac{\mathbb{F}_p I_{\tilde{H}} \oplus \mathbb{F}_p G}{\mathbb{F}_p G (\phi(v) - 1 - \phi(t)\phi(u) - 1), \phi(v) - 1}.
\]

Without loss of generality, we suppose that \( u \) is not a proper power in \( \tilde{H} \). Since \( \phi : \tilde{H} \rightarrow H \) is an isomorphism, \( H \) is parafree and \( \phi(u) \) is not a proper power in \( H \). From Proposition 2.2, we deduce that \( \langle \phi(u) \rangle \) is a maximal abelian subgroup of \( H \). By Proposition 3.3, this implies that \( M \) is \( D_{\mathbb{F}_p G} \)-torsion-free.

Using Lemma 3.2, similarly as in (2), we have the following isomorphisms of left \( D_{\mathbb{F}_p G} \)-modules:

\[
D_{\mathbb{F}_p G} \otimes_{\mathbb{F}_p G} M \cong D_{\mathbb{F}_p G} \otimes_{\mathbb{F}_p G} \mathbb{F}_p I_{\tilde{H}} \cong D_{\mathbb{F}_p G} \otimes_{\mathbb{F}_p H} \mathbb{F}_p I_H \cong D_{\mathbb{F}_p H} \otimes_{\mathbb{F}_p H} \mathbb{F}_p I_H.
\]

The combination of these isomorphisms with Proposition 2.9 yields to

\[
\dim_{D_{\mathbb{F}_p G}} M = \dim_{D_{\mathbb{F}_p H}} \mathbb{F}_p I_H = d(\tilde{H}_\tilde{p}) = d(\tilde{G}_\tilde{p}).
\]

We can apply Proposition 2.11 to conclude that \( \phi : \tilde{G} \rightarrow G \) is injective. \( \square \)

The last claim implies that \( \tilde{G} \) is residually nilpotent. Moreover, we already know that every pro-\( p \) completion \( \tilde{G}_{\tilde{p}} \) is free, so \( \tilde{G} \) is parafree by Proposition 2.1. \( \square \)

We are now ready to prove Corollary 1.3, where we the fourth condition of Theorem 4.5 is replaced by a very simple one.

Proof of Corollary 1.3. It is not hard to see that the four given conditions imply the conditions of 1.2. In fact, under these assumptions, the image of \( u \) is nontrivial in the abelianization of \( W \).

In order to prove that they are necessary, let us suppose that \( W \) is parafree. By Theorem 4.5, all the properties (1)–(3) hold. For the sake of a contradiction, we assume that (4) does not hold. Then, by (2), the image of \( uv^{-1} \) in \( U_{ab} \) generates a subgroup that contains both \( u \) and \( v \). So, there
exists \( c \in \mathbb{Z} \) such that \( u \equiv (uv^{-1})^c \mod [U, U] \). In addition, since \( U_\overline{\rho} \) is free of rank 2 and the image of \( uv^{-1} \) is primitive in \( U_\overline{\rho} \), we can denote by \( N \) the closed normal subgroup generated by \( uv^{-1} \) in \( U_\overline{\rho} \) and observe that \( U_\overline{\rho}/N \cong \mathbb{Z}_p \). Thus, \([U, U] \subseteq N\) and, in particular, \( u \in N\).

Denote by \( N_1 \) the closed normal subgroup of \( W_\overline{\rho} \) generated by \( uv^{-1} \). Then \( u \in N_1 \) by the previous argument. Now observe that \( uv^{-1} = [u^{-1}, t^{-1}] \). We are going to verify that \( u \in \bigcap_k \gamma_k W_\overline{\rho} = \{1\} \). This would result in the contradiction \( u = 1 \), finishing the proof. We proceed inductively to check the claim. The base of the induction is trivial because \( u \in \gamma_1 W_\overline{\rho} = W_\overline{\rho} \). If \( u \in \gamma_k W_\overline{\rho} \), then \( uv^{-1} = [u^{-1}, t^{-1}] \in [\gamma_k W_\overline{\rho}, W_\overline{\rho}] = \gamma_{k+1} W_\overline{\rho} \). Since \( \gamma_k W_\overline{\rho} \) is a closed normal subgroup of \( W_\overline{\rho} \), then \( N_1 \subseteq \gamma_{k+1} W_\overline{\rho} \) and hence \( u \in \gamma_{k+1} W_\overline{\rho} \), completing the inductive step. In conclusion, we have proven that \( 1 \neq u \in W \) is trivial in \( W_\overline{\rho} \), which gives the desired contradiction. \( \square \)

### 4.3 The fundamental group of graph of groups

In this subsection, we prove Corollary 1.4 from the introduction. Recall that this gives a general criterion for a graph of groups with cyclic edge groups to be parafree.

**Proof of Corollary 1.4.** First, we assume that \( W \) is parafree. We want to show that the four conditions of the corollary hold. The conditions (3) and (4) are a consequence of \( W \) being parafree. Now we show the conditions (1) and (2) arguing by induction on the number of edges \( |E(\Gamma)| \). If \( |E(\Gamma)| = 0 \), the claim is obvious.

Recall that every spanning tree of a simplicial graph \( \Gamma \) has \( |V(\Gamma)| - 1 \) edges, and hence, \( H_1(\Gamma; \mathbb{Q}) \) has rank \( 1 - \chi(\Gamma) \). This explains the contribution of the underlying graph to the abelian rank in equation (2) of Corollary 1.4.

Now we assume that we have proved that (1) and (2) hold if \( |E(\Gamma)| \leq n \) and we consider the case \( |E(\Gamma)| = n + 1 \). Let \( e \in E(\Gamma) \).

If \( \Gamma \setminus \{e\} = \Delta_1 \cup \Delta_2 \) is disconnected then, by Proposition 2.4,

\[
W \cong U \ast G(e) V, \text{ where } U \cong \pi_1(\mathcal{G}, \Delta_1) \text{ and } V \cong \pi_1(\mathcal{G}, \Delta_2).
\]

If \( G(e) = \{1\} \), then \( W \cong U \ast V \), and so, since \( W \) is parafree, \( U \) and \( V \) are also parafree. If \( G(e) \cong \mathbb{Z} \), then \( U \) and \( V \) are parafree by Theorem 4.1. Since \( |E(\Delta_1)|, |E(\Delta_2)| \leq n \), we can apply the induction. Thus, the four conditions of Corollary 1.4 hold for \( U \) and \( V \). This implies immediately that conditions (1) and (2) also hold for \( W \).

If \( \Gamma \setminus \{e\} = \Delta \) is connected, then, by Proposition 2.4,

\[
W \cong U \ast_{t_e} \text{ where } U \cong \pi_1(\mathcal{G}, \Delta).
\]

If \( G(e) = \{1\} \), then \( W \cong U \ast \mathbb{Z} \), and so, since \( W \) is parafree, \( U \) is also parafree. If \( G(e) \cong \mathbb{Z} \), then \( U \) is parafree by Theorem 4.5. Since \( |E(\Delta)| \leq n \), we can apply the induction. Thus, the four conditions of Corollary 1.4 hold for \( U \). This implies immediately that the conditions (1) and (2) hold also for \( W \).

Now we assume that the four conditions of the corollary hold. We want to show that \( W \) is parafree. We will argue by induction on the number of edges \( |E(\Gamma)| \). If \( |E(\Gamma)| = 0 \), the claim is obvious.
For the induction hypothesis, we suppose that we have shown that \( W \) is parafree if \(|E(\Gamma)| \leq n\) and we consider the case \(|E(\Gamma)| = n + 1\). Let \( e \in E(\Gamma) \).

If \( \Gamma \setminus \{e\} = \Delta_1 \cup \Delta_2 \) is disconnected and so \( \chi(\Gamma) = \chi(\Delta_1) + \chi(\Delta_2) - 1 \). Furthermore, by Proposition 2.4,

\[
W \cong U \ast_{G(e)} V, \text{ where } U \cong \pi_1(G, \Delta_1) \text{ and } V \cong \pi_1(G, \Delta_2).
\]

We have that

\[
r_{ab}(W) \geq r_{ab}(U) + r_{ab}(V) - r_{ab}(G(e)) \geq \\
\sum_{v \in V(\Delta_1)} r_{ab}(G(v)) - \sum_{f \in E(\Delta_1)} r_{ab}(G(f)) + 1 - \chi(\Delta_1) + \\
\sum_{v \in V(\Delta_2)} r_{ab}(G(v)) - \sum_{f \in E(\Delta_2)} r_{ab}(G(f)) + 1 - \chi(\Delta_2) - r_{ab}(G(e)) = \\
\sum_{v \in V(\Gamma)} r_{ab}(G(v)) - \sum_{f \in E(\Gamma)} r_{ab}(G(f)) + 1 - \chi(\Gamma).
\]

Since \( r_{ab}(W) = \sum_{v \in V(\Gamma)} r_{ab}(G(v)) - \sum_{f \in E(\Gamma)} r_{ab}(G(f)) + 1 - \chi(\Gamma) \), we obtain that

\[
r_{ab}(U) = \sum_{v \in V(\Delta_1)} r_{ab}(G(v)) - \sum_{f \in E(\Delta_1)} r_{ab}(G(f)) + 1 - \chi(\Delta_1),
\]

\[
r_{ab}(V) = \sum_{v \in V(\Delta_2)} r_{ab}(G(v)) - \sum_{f \in E(\Delta_2)} r_{ab}(G(f)) + 1 - \chi(\Delta_2) \text{ and}
\]

\[
r_{ab}(W) = r_{ab}(U) + r_{ab}(V) - r_{ab}(G(e)).
\]

Thus, \( U \) and \( V \) satisfy the four conditions of the corollary and, by the inductive hypothesis, they are parafree. If \( G(e) = \{1\} \), then \( W \cong U \ast V \), and so, \( W \) is parafree. If \( G(e) \cong \mathbb{Z} \), then \( W \) is parafree by Theorem 4.1 and the remark afterward.

If \( \Gamma \setminus \{e\} = \Delta \) is connected, then \( \chi(\Gamma) = \chi(\Delta) + 1 \) by Proposition 2.4,

\[
W \cong U \ast_{\{e\}} \text{ where } U \cong \pi_1(G, \Delta).
\]

We have that

\[
r_{ab}(W) \geq r_{ab}(U) - r_{ab}(G(e)) + 1 \geq \\
\sum_{v \in V(\Delta)} r_{ab}(G(v)) - \sum_{f \in E(\Delta)} r_{ab}(G(f)) + 1 - \chi(\Delta) - r_{ab}(G(e)) + 1 = \\
\sum_{v \in V(\Gamma)} r_{ab}(G(v)) - \sum_{f \in E(\Gamma)} r_{ab}(G(f)) + 1 - \chi(\Gamma).
\]
By assumption, \( r_{ab}(W) = \sum_{v \in V(\Gamma)} r_{ab}(G(v)) - \sum_{f \in E(\Gamma)} r_{ab}(G(f)) + 1 - \chi(\Gamma) \). So, we deduce that

\[
r_{ab}(U) = \sum_{v \in V(\Delta)} r_{ab}(G(v)) - \sum_{f \in E(\Delta)} r_{ab}(G(f)) - \chi(\Delta)
\]

and

\[
r_{ab}(W) = r_{ab}(U) - r_{ab}(G(e)) + 1.
\]

Thus, \( U \) satisfies the four conditions of the corollary and, by the inductive hypothesis, it is parafree. If \( G(e) = \{1\} \), then \( W \cong U \ast \mathbb{Z} \), and so, \( W \) is parafree. If \( G(e) \cong \mathbb{Z} \), then \( W \) is parafree by Theorem 4.5 and the remark afterward. \( \square \)
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