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Abstract

Objective: Given the increasing number of publicly available mental health apps, we need independent advice to guide adoption. This paper discusses the challenges and opportunities of current mental health app rating systems and describes the refinement process of one prominent system, the One Mind PsyberGuide Credibility Rating Scale (PGCRS).

Methods: PGCRS Version 1 was developed in 2013 and deployed for 7 years, during which time a number of limitations were identified. Version 2 was created through multiple stages, including a review of evaluation guidelines and consumer research, input from scientific experts, testing, and evaluation of face validity. We then re-reviewed 161 mental health apps using the updated rating scale, investigated the reliability and discrepancy of initial scores, and updated ratings on the One Mind PsyberGuide public app guide.

Results: Reliabilities across the scale’s 9 items ranged from −0.10 to 1.00, demonstrating that some characteristics of apps are more difficult to rate consistently. The average overall score of the 161 reviewed mental health apps was 2.51/5.00 (range 0.33–5.00). Ratings were not strongly correlated with app store star ratings, suggesting that credibility scores provide different information to what is contained in star ratings.

Conclusion: PGCRS summarizes and weights available information in 4 domains: intervention specificity, consumer ratings, research, and development. Final scores are created through an iterative process of initial rating and consensus review. The process of updating this rating scale and integrating it into a procedure for evaluating apps demonstrates one method for determining app quality.
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Introduction

Mental health apps: opportunities and challenges

The increasing availability of technologies, such as smartphones, affords opportunities to increase access to mental health care. These technologies are more crucial than ever in the era of COVID-19, when mental health concerns are increased and additional, unique barriers to care exist (such as physical distancing measures which limit contact with providers). An estimated 325,000 mobile health apps are available in the app marketplace, with at least...
10,000 of those for mental health. Consumer interest in mental health apps (MH apps) is growing; 64% of teens and young adults report using health apps, with many of those apps being related to mental health including sleep, meditation, stress, and substance use.

Despite reported interest, those wanting to use MH apps often have little help in selecting potentially effective products. The app stores only provide star ratings, and these user reviews correlate poorly with clinical utility. People who contribute app ratings are a self-selected sample likely to represent technologically-savvy users or those with a particularly negative or positive experience to share. App developers can also leave ratings for their own apps or pay others to do so and there is no way to distinguish genuine consumer ratings from those that are fraudulent.

While thousands of MH apps are available, it is well documented that few have been reviewed, researched, or vetted in any systematic way. In 2017, Firth and colleagues conducted a systematic search of seven databases and identified only 18 randomized controlled trials (RCTs) examining the effects of mental health interventions for depression delivered via smartphones. A similar study in the same year identified only nine RCTs for anxiety apps. While RCTs are the gold standard and would provide useful information for making choices, they are not available for every app, and the incentives for developers to complete trials are misaligned with incentives for researchers. Consumers now increasingly look to professionals and “trusted sources” for app recommendations which means that we need frameworks for rigorous evaluations.

Navigating the MH app marketplace: some potential solutions

In navigating the MH app marketplace, two common questions exist: “which apps are effective?” and “how does one distinguish a good app from a bad app?” Efforts to help people answer these questions can be broadly categorized into evaluation guidelines and app rating platforms. Evaluation guidelines, for example the Mobile App Rating Scale (MARS), the American Psychiatric Association’s App Evaluation Model, and Enlight, aim to guide the consumer through a number of questions to decide whether or not to proceed with using an app. However, these frameworks do not provide clear metrics to guide app choices. Even with the help of evaluation guidelines, consumers (even clinician consumers) generally do not have the time or qualifications to thoroughly evaluate apps. This is despite recent efforts to make these guidelines more streamlined or provide additional materials to support their use. These sorts of guidelines require careful consideration and evaluation of apps for security, credibility, and clinical efficacy, and so will be even more challenging for lay consumers, who generally want simpler information to make choices. Third-party quality reviews might fill this gap by providing information on the quality of an app at the point of download (e.g. on the app stores). In the absence of such a solution, independent app rating platforms for smartphone apps that produce scores can help consumers and clinicians distinguish high-quality apps. These include the Organization for the Review of Care & Health Applications (ORCHA), MindTools.io, Credible Mind, and One Mind PsyberGuide, but these too have drawbacks.

Improving existing solutions

Recent work by Carlo and colleagues demonstrated inconsistencies across different rating systems. They found low rating agreement for the most commonly downloaded MH and wellness apps by ORCHA, MindTools, and One Mind PsyberGuide. Ratings of credibility and evidence base demonstrated the most agreement, with ratings of user experience the least. Powell and colleagues also found poor inter-rater reliability using the same measures, particularly for ratings of effectiveness. This “inherent methodological subjectivity” must be acknowledged, and rating developments need to define criteria clearly to ensure consistency.

The One Mind PsyberGuide Credibility Rating Scale

One Mind PsyberGuide (hereafter “PsyberGuide”) is a non-profit organization providing reviews of digital tools (including both apps and web-based programs) for mental health and wellness. All reviews are publicly available at https://onemindpsyberguide.org/. In addition to narrative reviews by professionals, PsyberGuide reviews digital tools on three different metrics (shown in Figure 1) which map onto key considerations for service users to help them make informed decisions. Although all three metrics might affect user adoption and engagement, in this paper we focus only on the PsyberGuide Credibility Rating Scale (PGCRS). The other measures have been described and evaluated elsewhere. This paper describes the process of updating the PGCRS to better reflect the evidence and support backing MH apps.

The PGCRS is completed by a trained app reviewer for each tool. This rating is reviewed and discussed with a supervision team comprising two Master’s-level staff members and one PhD-level clinical psychologist. Final scores are based on discussion with the supervision team, and the maximum number of points possible for any tool is five.

The first version of the PGCRS (PGCRS 1.0) was created in 2013 and used for seven years, with some minor periodic updates. Informal feedback from consumers, developers, and researchers on key aspects of the original scale demonstrated that it did not capture all the
information that would be useful. Version 2 of the PGCRS (PGCRS 2.0) was developed to respond to these issues.

**Methods**

PGCRS 2.0 development followed a series of stages, outlined in Figure 2 and explained in more detail below.

**Stage 1: Discovery**

We reviewed available app rating frameworks, for example Enlight, the American Psychiatric Association App Evaluation Model, and ORCHA. We also reviewed consumer research to understand what additional consumer questions pertaining to issues of credibility were not addressed by PGCRS 1.0. Finally, we reviewed anecdotal feedback we have received on PGCRS 1.0 over the course of its implementation. The preliminary PGCRS 2.0 was then developed based on this evidence.

**Stage 2: Initial testing of PGCRS 2.0**

Three experienced raters, who had completed dozens of ratings using PGCRS 1.0, used PGCRS 2.0 to review 10 apps. This process produced further clarifications to the wording and criteria (for example adding examples to the anchors for clarity of purpose; see Appendix for full rating tool).

**Stage 3: Expert input**

PGCRS 2.0 was reviewed by the PsyberGuide Scientific Advisory Board, including all co-authors of this paper, to assess face validity. Based on their feedback we added items on indirect research evidence, development processes, efficacy of other products by the same development team, and the average value of consumer ratings. Details of the item changes from PGCRS 1.0 to PGCRS 2.0 based on these three stages are presented in the results.

**Stage 4: Training and testing**

Reviewers were three undergraduates and two graduates. They completed six weeks of training by an experienced team in digital mental health (including two graduate-level trained app reviewers and one clinical psychologist). During training they rated 15 training apps which involved downloading the assigned app, using it for a period of at least two hours across more than one day, and then producing an initial rating. Training apps were completed in batches of five. After each batch, reviewers and their supervisors met to review the initial scores, answer questions, and discuss the experience. In these meetings a consensus (final) score was determined for each of the 15 apps by resolving discrepancies through discussion.

To understand scoring differences between raters and the reliability of initial scores, discrepancies between the raters’ initial scores and the app’s consensus scores were examined. For each of the 15 training apps, consensus scores were subtracted from initial individual rater scores for each subscale. Inter-rater reliability of the initial scores was determined by calculating Krippendorff’s Alpha using the ‘R’ statistical computing tool script provided by Zapf and colleagues. Inter-rater reliability of the final scores could not be calculated because these scores were produced through a consensus process.

**Stage 5: Rating and review**

Once training was completed, reviewers used each of the remaining available apps from the PsyberGuide App Guide (N = 146) and completed the PGCRS 2.0 (one rating per tool). Final scores were completed using a
When all reviews were completed and approved, we examined the correlations between the app store star ratings and the PGCRS 2.0 scores, for tools that had a smartphone app available in either the Apple App Store or Google Play Store (N = 147). The star ratings (range 1 to 5) were obtained from the iOS and Android app stores using AppTrace, an analysis service which programmatically queries both iTunes and Google Play application programming interfaces (APIs). Mirroring the method used by Singh et al.\textsuperscript{5} we queried the cumulative star rating from all previous versions of the app, instead of the summary rating for the current version only which is presented in the app store. As noted by Singh et al.\textsuperscript{5} the rating from all versions represents a more stable estimate of an app’s perceived value. For multiplatform apps, we calculated a mean rating based on the iOS and Android star ratings. Because the PGCRS 2.0 accounts for consumer ratings, we ran two correlations: (1) app store star rating and total PGCRS 2.0 score, and (2) app store star rating and PGCRS 2.0 score, minus the consumer rating.

**Results**

**Stage 1–3: Discovery, initial testing, and expert input**

The main features assessed by the Scale, and changes from PGCRS 1.0 to PGCRS 2.0 (made in Stages 1–3 of development), are shown in Table 1. The full rating tool and scoring are provided in the Appendix.

**Stage 4: Training and testing**

To understand scoring differences between raters and reliability of initial scores, discrepancies between the raters’ initial scores and the app’s consensus scores were examined. Average discrepancies, standard deviation (SD), mean absolute error, and Krippendorff’s Alpha are presented in Table 2. Because only four reviewers completed the last batch of apps, Krippendorff’s Alphas are presented as ranges between the first 10 and last five apps.

**Stage 5: Rating and review**

Of the 177 tools listed on the PsyberGuide App Guide, 15 (9%) were identified as no longer available (e.g. had been removed from the app store) leaving 161 tools currently available to the public. For ratings using PGCRS 2.0, the average overall score for the 161 tools was 2.51 (range 0.33–5.00; SD = 1.23) and compared to PGCRS 1.0, 42% (n = 67) increased their score and 58% (n = 93) decreased. The average score change was small (−0.04) although some did show large changes (e.g. 2.24). Score changes...
were attributable most commonly due to the number and average score of consumer ratings and ongoing maintenance and updates (date of last software update), which regularly fluctuate.

Correlating app store scores and credibility scores
Spearman’s rho correlation coefficient was used to examine the relationship between app store star ratings and total PCGRS 2.0 final scores, and showed a small correlation, $r_s(145) = .18, p = 0.024$. We also examined the correlation between app store star ratings and PCGRS 2.0 scores minus the consumer rating item. There was no significant correlation between the two, $r_s(145) = .08, p = 0.268$.

Discussion
This paper reports on the development and face validity of PCGRS 2.0 and its application to all available digital tools for mental health and wellness listed on the PsyberGuide.
App Guide at onemindpsyberguide.org. During the review process, nearly a tenth of digital tools listed on PsyberGuide were identified as no longer available (and were moved to the “currently unavailable” section of the guide). This speaks to the rapidly changing marketplace in which consumers and clinicians search for suitable apps, supporting our view that app recommendations are vital, but also demonstrating the challenge of making these ratings current enough to enable consumer choices.

The final scale was reasonably reliable and provided a measure to assess the credibility of MH apps when completed by trained raters (i.e. undergraduate students) under supervision. It includes updated and additional items deemed important through a review of available frameworks, relevant literature, feedback from developers, and input from subject matter experts. We also chose specifically to embed factors identified in the literature as important to consumers, such as development processes and feasibility data, direct research evidence and evidence-based content, and clinical input in development.

Our rating process included reviewers producing initial scores using the PGCRS and then creating final scores through a consensus process with discussion and supervision. Even after training, ratings were regularly discussed in team meetings to allow opportunities to calibrate scores, provide ongoing supervision, and produce final scores. Reviewing the discrepancies between the raters’ initial scores and the app’s final (consensus) scores (Table 2) allowed us to identify those items requiring further discussion.

Using 0.667 as an acceptable level of reliability, five items had good reliability (items 2a, 3a, 3c, 4b, 4d) and four items had relatively low reliability (items 1a, 3b, 4a, 4c). Discrepancies for low reliability items were likely due to sparse or hard-to-find information; for example, 1) information on stakeholder or consumer involvement is not always readily available (item 4a), and 2) it is not always easy to track new products from the same development team, with frequent changes to company names, app names, and websites (item 4b). Items that required discussion included whether a development team could be counted as clinical input (item 4c). High reliability items were those where objective information was available on app stores or publicly available databases, for example, the number of consumer ratings (item 2a), direct research evidence (item 3a), and date of last software update (item 4d). In future these low reliability items will be refined to include more concrete anchors or examples. As it is emphasized now in app development the amount of clinical input or consumer involvement should become more transparent.

It was unsurprising that ratings showed poor correlations with app store star ratings, replicating previous research that star ratings are not predictive of app quality and that additional ratings beyond app store information are needed to guide consumer and clinician choices.

Although many app evaluation models and rating systems have been developed over the last decade, few have incorporated the views or needs of patients and consumers. Consumers are ultimately the end users of all MH apps, and factors which influence consumer adoption and use of apps do not necessarily align with the views of expert or academic groups. Wykes and Schueller propose that information consumers need to make app choices falls into four domains, which were derived from experimental studies, systematic reviews, and reports of patient concerns: (1) privacy and data security, (2) development characteristics, (3) feasibility data, and (4) benefits (the first concern is addressed by the PsyberGuide Transparency Rating, while concerns 2–4 are addressed by PGCRS 2.0 which is the focus of the current paper).

More work is needed to ensure that consumer perspectives are central to MH app choices and that we integrate both “bottom up” (consumer-informed) and “top down” (expert-driven) processes in evaluation.

Our efforts to re-rate all tools on the PsyberGuide App Guide demonstrate the importance of regular updating. Changes in scores reflect not only the updated scale, but also changes in information that informs the scores, such as additional research. This demonstrates the need for app

| Domain | 1 | 2 | 3 | 4 | 5 | 6 |
|---|---|---|---|---|---|---|
| Feature | a | a | a | b | c | a | b | c | d |
| Average Discrepancy | −0.26 | 0.00 | 0.00 | −0.14 | −0.09 | −0.17 | 0.07 | −0.17 | 0.00 |
| SD | 0.53 | 0.00 | 0.54 | 0.39 | 0.53 | 0.54 | 0.31 | 0.38 | 0.00 |
| Mean Absolute Error | 0.31 | 0.00 | 0.23 | 0.17 | 0.20 | 0.31 | 0.10 | 0.17 | 0.00 |
| Kripp. alpha | 0.42–0.62 | 1.00 | 0.63–0.77 | −0.39–0.15 | 0.63–0.67 | 0.10–0.18 | 0.68–0.81 | −0.10–0.19 | 1.00 |

Note: Feature numbers correspond to those listed in Table 1.
ratings to be nimble and regularly assess whether new information will affect those scores. As more MH apps become available, the challenge of keeping reviews up to date will grow more arduous. We agree with calls for continuous, real-time evaluation of apps to guide evaluation efforts.\textsuperscript{13,31} However, to date, there is no process through which third-party app evaluators can obtain real-world effectiveness data for multiple products, and in the absence of such an infrastructure, expert reviews which are regularly updated are likely the best current solution.

Echoing Powell and colleagues,\textsuperscript{9} we believe it is problematic to ask clinicians and patients to fend for themselves when evaluating apps. For app ratings to be truly informative and useful, they need to come from objective, unbiased, third-party reviewers, independent from commercial app development efforts. The necessity for independent app evaluation systems has only been heightened by COVID-19, due to both the increased need for digital supports for mental health\textsuperscript{3} and further loosening of FDA regulation in order to expand the availability of digital health therapeutic devices for patient and consumer use.\textsuperscript{32}

\textbf{Strengths and limitations}

The PGCRS 2.0 is a measure to determine app quality that is different to what is provided via the app stores and star ratings. However, it is worth noting some limitations of the current investigation and the scale. We have not carried out a measure validation study. No gold standard measure of app quality exists or is widely available. Therefore, we cannot validate the accuracy of the scale in predicting app quality. The clinical validity of the PGCRS would require examining whether it correlates with clinical benefits, but as of now, no repository of such information exists. Scores resulting from PGCRS 1.0 ratings have been shared in various studies and contexts,\textsuperscript{19,33} and by various organizations including the Anxiety and Depression Association of America and the International Obsessive Compulsive Disorder Foundation, suggesting acceptable face validity of the ratings. We have also responded to consumer feedback in the development of PGCRS 2.0. However, the only item that directly considers consumer input is item 2a (number of consumer ratings in the app store and the average star rating). Further considerations should be given to how to incorporate more informative consumer-driven approaches.

\textbf{Conclusion}

The PGCRS 2.0 presents one evaluative framework to quantify the quality of a MH app through the lens of credibility. This credibility metric includes considerations of research evidence (both direct and indirect), the developmental processes, intervention specificity, and consumer ratings. The credibility metric is meant to simplify and weight information available on MH apps in a manner such can be used by consumers – both professionals and non-professionals – to guide decision-making. The PGCRS underlies one aspect of the rating system used at PsyberGuide, which has been an influential system in rating apps, demonstrated through its use by various organizations. The process of updating the PGCRS from Version 1.0 to 2.0 also illustrates some important considerations as the field of digital mental health has developed. This includes incorporating indirect evidence given the growing evidence-base in this field and developmental processes. Although no system is perfect, this description and analysis helps demonstrate some of the strengths and limitations of this metric including highlighting the usefulness of embedding metrics into a consensus process. Better transparency around different evaluative frameworks used in this space will hopefully help drive the field forward and improve access to information that can help all stakeholders make informed decisions.
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Appendix

Full PsyberGuide Credibility Rating Scale (PGCRS 2.0)

| Domain                              | Feature                                      | Score | Criteria                                                                 |
|-------------------------------------|----------------------------------------------|-------|--------------------------------------------------------------------------|
| **(1) Intervention Specificity**   | a. Clarity of proposed goal                  | 2     | Product describes at least one mental health goal which is specific, measurable, achievable (e.g. reduce stress, reduce PTSD symptoms) |
|                                     |                                              | 1     | Product describes non-specific or hard to measure mental health goals (e.g. improve your life, improve your wellbeing)          |
|                                     |                                              | 0     | No clear goals                                                            |
| **(2) Consumer Ratings**           | a. Number/average ratings                    | 2     | Ratings exist from >1500 users with an average rating of 3.5+            |
|                                     |                                              | 1     | Ratings exist from 31–1500 users with an average rating of 3.5+         |
|                                     |                                              | 0     | Fewer than 30 user rating OR an average rating below 3.5               |
| **(3) Research**                   | a. Direct research evidence                  | 3     | Strong research support for the product (at least two between-group design experiments that show efficacy or effectiveness) |
|                                     |                                              | 2     | Some research support for the product (at least one experiment that shows efficacy or effectiveness)                          |
|                                     |                                              | 1     | Other research (e.g. single case designs, quasi-experimental methods demonstrating efficacy, or preliminary analyses)       |
|                                     |                                              | 0     | No research                                                               |
| b. Indirect research evidence      |                                              | 1     | The app uses evidence-based practices to achieve its goals              |
|                                     |                                              | 0     | The app does not use evidence-based practices to achieve its goals (or there are no goals described)                      |
| c. Research Independence & Review  |                                              | 2     | At least one research paper funded by government agency (e.g. NIH) OR non-profit organization OR two articles published in peer-reviewed journals |
|                                     |                                              | 1     | All research funded primarily by for-profit organizations or combined funding sources OR one article published in a peer-reviewed journal |
|                                     |                                              | 0     | No information about source of funding for the research AND No published, peer-reviewed papers                          |

(continued)
### Domain Feature Score Criteria

**Domain**

| Feature | Score | Criteria |
|---------|-------|----------|
| (4) Development a. Development processes | 1 | Pilot, feasibility and acceptability data OR evidence of stakeholder engagement in development |
| b. Efficacy of Other Products | 1 | Developer/development team has developed other mental health interventions delivered via technological medium which demonstrate efficacy |
| c. Clinical Input in Development | 1 | Clinical leader with mental health expertise involved in development |
| d. Ongoing maintenance & updates | 2 | The application has been revised within the last 6 months |
| | 1 | The application has been revised within the last 12 months |
| | 0 | The application has not been revised or was revised more than 12 months ago |

| Score | Criteria |
|-------|----------|
| 0 | No pilot, feasibility and acceptability data AND no evidence of stakeholder engagement |
| 0 | No other mental health technological interventions demonstrating efficacy have been developed by this team |
| 0 | No clinical leader with mental health expertise involved in development |

**Scoring Instructions**

*For mobile applications:* Assign a score for each feature. Add each feature score to obtain total score. No items need to be reverse coded. To normalize to a 5 point scale, divide total score by 3.

*For web-based tools:* Omit items 2a and 4d. Assign a score for each feature. Add each feature score to obtain total score. No items need to be reverse coded. To normalize to a 5 point scale, multiply total score by $\frac{5}{11}$.  

---

**DIGITAL HEALTH**