q2-longitudinal: Longitudinal and Paired-Sample Analyses of Microbiome Data
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ABSTRACT Studies of host-associated and environmental microbiomes often incorporate longitudinal sampling or paired samples in their experimental design. Longitudinal sampling provides valuable information about temporal trends and subject-population heterogeneity, offering advantages over cross-sectional and pre-post study designs. To support the needs of microbiome researchers performing longitudinal studies, we developed q2-longitudinal, a software plugin for the QIIME 2 microbiome analysis platform (https://qiime2.org). The q2-longitudinal plugin incorporates multiple methods for analysis of longitudinal and paired-sample data, including interactive plotting, linear mixed-effects models, paired differences and distances, microbial interdependence testing, first differencing, longitudinal feature selection, and volatility analyses. The q2-longitudinal package (https://github.com/qiime2/q2-longitudinal) is open-source software released under a 3-clause Berkeley Software Distribution (BSD) license and is freely available, including for commercial use.

IMPORTANCE Longitudinal sampling provides valuable information about temporal trends and subject/population heterogeneity. We describe q2-longitudinal, a software plugin for longitudinal analysis of microbiome data sets in QIIME 2. The availability of longitudinal statistics and visualizations in the QIIME 2 framework will make the analysis of longitudinal data more accessible to microbiome researchers.
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Time is an important component in many microbiome studies. Sampling microbial communities repeatedly over time provides information on their development (1), stability (2–4), or response to and recovery from a treatment or disturbance (5–7). The frequency and scale of longitudinal sampling can range from pre-post studies, in which individual subjects are sampled before and after treatment (8), to long-term observation studies lasting months or years. Such studies benefit from the use of dynamic analytical methods, which evaluate trends over time in relation to one or more variables, paired methods, which evaluate the magnitude of change within individual subjects, and random-effects models, which account for the variation inherent to complex biological systems (9).

To facilitate routine application of appropriate longitudinal methods in microbiome studies, we developed q2-longitudinal (https://github.com/qiime2/q2-longitudinal), a suite of bioinformatics tools for paired and longitudinal analyses. This software package is a plugin for the microbiome bioinformatics platform QIIME 2 (https://qiime2.org/)
and, thus, adopts the software architecture, multiple-user interfaces (including a graphical user interface), provenance tracking, and other user benefits offered by QIIME 2. This plugin includes several novel longitudinal analysis and plotting methods, described below. In addition, many of the analyses provided in q2-longitudinal wrap preexisting tools, streamlining their use and reducing the burden for users to install, run, and interpret. Other analyses adapt standard statistical approaches for microbiome data (nonparametric tests are used by default, but parametric equivalents are supported for some plugin actions). All analyses are provided as easy-to-use extensively unit-tested pipelines, outputting interactive, publication-ready plots and tables that are generated by q2-longitudinal, which adds additional value relative to using the underlying tools directly.

RESULTS AND DISCUSSION

The q2-longitudinal plugin is designed to facilitate streamlined analysis and visualization of longitudinal data sets, offering a range of tools for longitudinal and paired-sample analysis, including the nonparametric microbial interdependence test (10) and linear mixed-effects (LME) models (9) (Fig. 1). The implementation of interactive visualizations (as volatility plots) and supervised regression pipelines for identifying longitudinally volatile features in particular are novel offerings of this plugin, allowing users to quickly and interactively explore longitudinal data.

Volatility charts. The temporal stability or volatility of a metric between individual subjects or groups of subjects can be an important measurement, indicating periods of disruption, disease, or abnormal events. Microbial volatility, the variance in microbial abundance, diversity, or other metrics over time, can be a marker of ecosystem disturbance or disease (4, 11, 12) and hence provides another important metric for comparison between experimental groups. We can visualize these fluctuations using control charts, which show how a variable changes over time in individuals or groups.

FIG 1  Schematic overview of q2-longitudinal. Green boxes indicate QIIME 2 artifact files, labeled by the file type/format. Blue boxes indicate actions (the various functions available in q2-longitudinal), labeled by the function name. Lines indicate required inputs and outputs; dotted lines indicate optional inputs. All actions require sample metadata files, and feature tables (sample by observation matrices, e.g., of operational taxonomic units [OTUs], taxa, or sequence variant data) are optional inputs to a number of actions but required by the feature-volatility and “maturity-index” pipelines (red arrows for emphasis). Only some actions shown in this schematic are described in this work; see https://github.com/qiime2/q2-longitudinal or https://qiime2.org for more details on all actions available in q2-longitudinal. NMIT, Non-parametric Microbial Interdependence Test.
These charts display “control limits” 3 standard deviations above and below the mean and “warning limits” 2 standard deviations above and below the mean to identify observations that deviate substantially from the mean. Observations at these time points might indicate aberrant conditions, e.g., due to disturbance or even sample contamination. Spaghetti plots, illustrating the longitudinal trajectory of each individual, support visual assessment of individual subjects’ stability, identifying aberrant individuals and time points. Volatility charts, which combine the attributes of control charts and spaghetti plots, can be generated by using q2-longitudinal’s “volatility” visualizer (Fig. 1). This produces an interactive HTML-based visualization, allowing users to select which metric is plotted on the y axis, select which categorical sample metadata column is used to group (aggregate) individual samples into group averages at each time point, adjust color scheme and other plot formatting characteristics, and toggle error bars, control/warning limits, and “spaghetti” lines. See https://github.com/caporaso-lab/longitudinal-notebooks for a gallery of examples.

**Feature volatility.** A principal goal in longitudinal experiments is to determine how microbial communities (e.g., taxa, sequence variants, or other “features”) change over time. This may be, for example, in response to a treatment or during different stages of host development. The most common rudimentary way to do this is to simply examine the average relative compositions of species over time, e.g., as a bar plot or heatmap. In doing so, we see the most dominant taxa and their succession over time. This approach, however, is effective only for identifying the most abundant organisms, and longitudinal averages smooth the data, ignoring whether these features are actually associated with specific time points across individual subjects. Other approaches, such as looking at the magnitude of change in abundance between time points, are similarly blind to the temporal dependence of these organisms.

We implement a different approach in q2-longitudinal’s “feature-volatility” action, which uses machine learning regressors (random forests [13] by default) to learn the structure of the data and identify features (including low-abundance features) that are predictive of different states. Important features identified by these methods change over time, and their abundance is predictive of the specific time point when a sample is collected, indicating a temporal relationship. Importantly, feature importance does not imply statistical significance; this is intended as an exploratory method for identifying potentially relevant features for subsequent investigation, as illustrated below. The accuracy of the model itself can be assessed to determine how well these features differentiate time points. Only features from accurate models are likely to be temporally informative.

The feature-volatility action produces an interactive visualization of the longitudinal abundance, importance, and descriptive statistics for all important features (Fig. 2). The longitudinal abundance of each feature is plotted using volatility plots (as described above). In addition, feature importances, descriptive statistics, and other feature metadata are plotted as bar charts, guiding exploration of these features by comparing multiple feature characteristics. Users can select which features are plotted in the control charts either by using the “metric column” selection menu in the tool panel to the right of the plots or by clicking on the bar associated with that feature in the feature metadata bar plots. See https://github.com/caporaso-lab/longitudinal-notebooks for a gallery of examples.

**Longitudinal analysis of early-life microbiome development.** To demonstrate some of the methods currently available in q2-longitudinal, we present a reanalysis of data from the early childhood and the microbiome (ECAM) study (1). This study tracked the 16S rRNA gene microbiota compositions of 43 infants in the United States sampled at regular intervals from birth to 2 years of age and associations between antibiotic use, delivery mode, and predominant diet on microbiota composition and development. Here, we focus on novel methods implemented in q2-longitudinal, as well as other methods in q2-longitudinal, that draw new discoveries from the ECAM study data.
Identification of longitudinally volatile features. The original ECAM study focused primarily on particular taxa that were dominant in the childhood gut environment and were strongly associated with cesarean section (e.g., Bacteroides) and antibiotic use. Less attention was given to taxa associated with development of the childhood gut in general and to changes associated with early diet. To identify bacterial genera associated with early-life gut development and dietary modes, we applied q2-longitudinal’s feature-volatility action to the ECAM data set, showing that only a few genera constitute the most important features and can accurately predict a subject’s age (mean square error $= 11.78$, $R^2 = 0.79$) using a holdout set for model validation; the top 10 features comprise 75.3% of the total feature importance (from among 71 total important features used to train the final model) (Fig. 2). From among these, we focused on two genera to examine their abundance in relation to host age and diet: Bifidobacterium (Fig. 2A) and Faecalibacterium (Fig. 2B). These genera were chosen based on their relatively high importance, mean abundance, and cumulative average change (Fig. 2C). Bifidobacterium exhibited a period of increase in relative frequency from 0 to 6 months of life in all subjects and then decreased from 6 to 18 months of life (Fig. 2A). Faecalibacterium exhibited a stable, low average frequency during the first 6 months of life and then increased from 6 to 12 months in most subjects (Fig. 2B).

We used LME models via q2-longitudinal’s “linear-mixed-effects” action to test whether the relative abundances of these genera were impacted by time (age) and subject characteristics (see Materials and Methods for more information on LME). We fit three separate linear models to examine Bifidobacterium abundance between 0 to 6 and 6 to 18 months of life and Faecalibacterium between 6 to 12 months of life, since the trajectories appear approximately linear within each of these biologically sensible developmental phases (Fig. 2). Month, delivery mode, diet (predominantly breastfed or formula fed during the first 3 months of life), and sex were used as fixed effects; random intercepts...
subject identifier [ID]) and slopes (month of life) were applied as random effects. *Bifidobacterium* relative abundance at 6 months of life was significantly impacted by diet ($P = 0.009$), indicating higher relative abundance in dominantly breastfed children (by a factor of 0.33) (Table 1). A significant interaction was also observed between diet and delivery mode ($P = 0.009$) on *Bifidobacterium* relative abundance at 6 months of life (Table 1). However, no factors other than age ($P < 0.001$) significantly impacted *Bifidobacterium* relative abundance during months 0 to 6 (Table 2).

Faecalibacterium relative abundance was significantly associated with the interaction of age and delivery mode ($P = 0.021$), indicating that monthly growth in *Faecalibacterium* relative abundance was reduced by a factor of 0.014 in children delivered by cesarean section (Table 3). However, no other factor significantly impacted *Faecalibacterium* relative abundance, though diet exhibited a nearly significant effect at baseline ($P = 0.053$) (Table 3).

**Tracking temporal changes in subjects’ beta diversities.** Next, we sought to explore how beta diversity changed across time within and between groups in the ECAM study. q2-longitudinal contains multiple methods for visualizing and transforming longitudinal data, allowing us to examine individual trajectories in detail. In particular, first differences and first distances (see Materials and Methods for more details) enable inspection of individuals’ rates of incremental change between time points, an analysis not considered in the original ECAM study.

We applied first distances to examine how beta diversity (unweighted UniFrac distance [14] between successive samples collected from the same subject) changed over time in each subject in the ECAM study (Fig. 3). Results indicate that vaginally and cesarean section-delivered infants exhibit similar rates of phylogenetic transition (Fig. 3A). This was marked by a dramatic shift in the first month of life, followed by gradual stabilization in the rate of change but a very large degree of variance. These groups diverged only in the first month of life (when cesarean section-born infants exhibited a higher degree of change within individuals) and after 2 years of life (when sample sizes and statistical power were lower). Consistently with the close similarity

---

**TABLE 1** Linear mixed-effects model results for *Bifidobacterium* relative abundances between 6 and 18 months of life in the ECAM study$^a$

| Model     | Variable or parameter | Estimate | SE  | Z-score | $P$ value |
|-----------|-----------------------|----------|-----|---------|-----------|
| Fixed     | Intercept             | 0.465    | 0.101 | 4.579   | <0.001    |
|           | Delivery [T.vaginal]  | −0.114   | 0.097 | −1.181  | 0.238     |
|           | Diet [T.formula-dominant] | −0.33   | 0.126 | −2.612  | 0.009     |
|           | Sex [T.male]          | −0.064   | 0.086 | −0.743  | 0.457     |
|           | Delivery [T.vaginal]:diet [T.fd] | 0.46   | 0.177 | 2.605   | 0.009     |
|           | Month                 | −0.015   | 0.017 | −0.904  | 0.366     |
| Random    | Intercept (subject ID) | 0.037   | 0.132 |         |           |
|           | Slope (change per mo) | 0.012   | 0.02  |         |           |
|           | Covariance (intercept, time) | −0.004 | 0.228 |         |           |

$^a$Parameter estimate (coefficient), standard error, Z score, and $P$ value for each model parameter. Brackets indicate reference groups for interpreting fixed-effect estimates.

---

**TABLE 2** Linear mixed-effects model results for *Bifidobacterium* relative abundances between 0 and 6 months of life in the ECAM study$^a$

| Model     | Variable or parameter | Estimate | SE  | Z-score | $P$ value |
|-----------|-----------------------|----------|-----|---------|-----------|
| Fixed     | Intercept             | 0.113    | 0.037 | 3.025   | 0.002     |
|           | Delivery [T.vaginal]  | 0.058    | 0.033 | 1.735   | 0.083     |
|           | Diet [T.formula-dominant] | −0.056  | 0.037 | −1.486  | 0.137     |
|           | Sex [T.male]          | −0.029   | 0.036 | −0.827  | 0.408     |
|           | Month                 | 0.022    | 0.006 | 3.552   | <0.001    |
| Random    | Intercept (subject ID) | 0.006   | 0.019 |         |           |
|           | Slope (change per mo) | 0.001   | 0.002 |         |           |

$^a$Parameter estimate (coefficient), standard error, Z score, and $P$ value for each model parameter.
between delivery modes, an LME test indicates no significant differences between delivery modes, diet, or sex (data not shown).

The “first-distances” method also has a “baseline” parameter for calculating distance from a static time point (Fig. 3B). This can be a useful approach for assessing how a subject differs from the start/end of a study or from another static time point (e.g., to highlight fluctuations in community structure/composition related to a treatment) (Fig. 3B). This method accentuates the differences between vaginally and cesarean section-delivered infants during the first few months of life: cesarean section-delivered children exhibit greater phylogenetic change from baseline than do vaginally delivered children (Fig. 3B). Nevertheless, LME models indicate no significant differences between delivery modes, diet, or sex during this time period (testing months 0 to 6) or across the entire study period (2 separate tests [data not shown]).

Quantifying shared features across time. The first-distances method also allows us to track longitudinal change in the proportion of features that are shared between an individual’s samples. This can be performed by calculating pairwise Jaccard distance (the proportion of features that are not shared) between each pair of samples with QIIME 2’s “diversity” plugin and by using the “first-distances” method to extract distances between successive samples or from baseline. Furthermore, the baseline parameter in the first distances and first differences methods also provides the ability to track longitudinal change from a separate set of (nonlongitudinal) samples that are

### Table 3

| Model                     | Variable or parameter | Estimate | SE      | Z-score | P value |
|---------------------------|-----------------------|----------|---------|---------|---------|
| Fixed effects             | (Intercept)           | −0.049   | 0.039   | −1.271  | 0.204   |
|                           | Delivery [T.vaginal]  | −0.087   | 0.048   | −1.827  | 0.068   |
|                           | Diet [T.formula-dominant] | 0.028   | 0.014   | 1.939   | 0.053   |
|                           | Sex [T.male]          | −0.011   | 0.014   | −0.781  | 0.435   |
|                           | Month                  | 0.008    | 0.005   | 1.646   | 0.1     |
|                           | Month:delivery [T.vaginal] | 0.014   | 0.006   | 2.302   | 0.021   |
| Random effects            | Intercept (subject ID)| 0.008    | 0.082   |         |         |
|                           | Slope (change per mo) | 0.0      | 0.001   |         |         |
| Residual error            | Covariance (intercept, time) | −0.001  | 0.01    | 0.01    |         |

Parameter estimate (coefficient), standard error, Z score, and P value for each model parameter.
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**FIG 3** Volatility charts of longitudinal change in unweighted UniFrac distances between successive samples collected from the same subject (first distances) in the ECAM data set (A), distance from baseline for each subject (B), and Jaccard distance (proportion of features not shared) between children’s and their mothers’ stool microbiotas. Thick lines with error bars represent mean distance (± standard deviation) for vaginally and cesarean section-delivered subjects. Faded spaghetti lines represent the longitudinal trajectory for each individual subject. Horizontal lines represent the mean (solid midpoint) and 2 (dotted line) and 3 (dashed line) standard deviations from the mean computed across all samples. Sample sizes differ between subplots because some subjects are missing samples for a particular month, resulting in fewer subjects eligible for first differencing at that month and the subsequent time point. Note that x and y axis scales differ across the three plots to highlight difference in the scale that is most informative for each analysis.
linked to those samples. The ability to compare longitudinal samples to a set of static reference samples supports many different types of questions pertinent to longitudinal microbiome experiments, e.g., comparing similarity between the microorganisms of human patients or gnotobiotic animals receiving fecal microflora therapy and the compositions of donor samples (7), between fermentations and their inocula, or between intact and disturbed environments during recovery from disturbance.

We used first distances to track the number of shared features (Jaccard distance) between the stool microorganisms of infants and the stool microorganisms of their mothers near the time of birth in the ECAM data set (Fig. 3C). Jaccard distance between sequence variant profiles indicates that very few variants were shared with a child’s mother during the first year of life, but distance decreases into the second year of life, when a higher proportion of sequence variants were shared between mother-infant dyads (Fig. 3C). A LME test indicates a significant impact from diet \( (P < 0.001) \) and month of life \( (P < 0.001) \) on baseline Jaccard distance (Table 4). These results indicate that infants are born with various levels of similarity to their mothers and that initial dietary inputs alter this; formula feeding reduces baseline dissimilarity. As infants age, they accumulate more microbiota characteristics of an adult gut ecosystem, causing their gut microflora to more closely resemble that of their mothers.

Conclusions. Longitudinal designs for microbiome studies provide valuable information about temporal trends in biological activity. In addition, these designs allow investigators to distinguish between within- and between-subject variation, an important issue in characterizing heterogeneity in temporal patterns across experiments.

The q2-longitudinal plugin supports a variety of paired-sample and longitudinal tests relevant to studies of host-associated and environmental microorganisms. This includes methods for paired difference and distance testing, LME, microbial interdependence, analyses of volatility, and a variety of functions for generating interactive plots for data exploration and publication. Additional functions will be added to this plugin as they are developed (e.g., additional methods for quantifying longitudinal volatility and shared species counts), and we welcome collaboration from other developers who would like their methods accessible through q2-longitudinal (get in touch on the QIIME 2 Forum at https://forum.qiime2.org/). This plugin is included in QIIME 2, and installation instructions and tutorials can be accessed at https://qiime2.org or https://github.com/qiime2/q2-longitudinal.

**MATERIALS AND METHODS**

The q2-longitudinal package (https://github.com/qiime2/q2-longitudinal) is written in Python 3 and is accessible as a QIIME 2 plugin (https://qiime2.org). As a plugin for QIIME 2, users automatically have access to q2-longitudinal simply by installing QIIME 2 and can interact with the plugin using a variety of user interfaces (command line, Python API, and graphical user interfaces are included in the Core Distribution). The actions in this plugin utilize SciPy (https://scipy.org), NumPy (15), and pandas (16) for data manipulation and statistical testing, q2-sample-classifier (17) for supervised regression, Vega (18) for interactive HTML-based visualizations, and Matplotlib (19) and seaborn (https://zenodo.org/record/12710) for static plots. Tutorials and other information about the q2-longitudinal plugin are available at

---

**TABLE 4** Linear mixed-effects model results for Jaccard distances between stool bacterial compositions of infants between 0 and 34 months of age and their mothers near the time of birth.

| Model         | Variable or parameter | Estimate | SE    | Z-score | P value |
|---------------|------------------------|----------|-------|---------|---------|
| Fixed effects | (Intercept)            | 0.97     | 0.012 | 83.095  | <0.001  |
|               | Delivery [T.vaginal]   | -0.004   | 0.012 | -0.383  | 0.702   |
|               | Diet [T.formula-dominant] | -0.04   | 0.012 | -3.458  | 0.001   |
|               | Sex [T.male]           | 0.009    | 0.011 | 0.833   | 0.405   |
|               | Month                  | -0.006   | 0     | -12.063 | <0.001  |
| Random effects| Intercept (subject ID) | 0.001    | 0.007 |         |         |
|               | Slope (change per mo)  | 0.0      | 0     |         |         |
| Residual error| Covariance (intercept, time) | 0.0    | 0.0   |         |         |

\( ^{a} \)Parameter estimate (coefficient), standard error, Z score, and P value for each model parameter.
https://github.com/qiime2/q2-longitudinal. This package is released under a 3-clause BSD license and is freely available, including for commercial use.

We make extensive use of LME in this work and so will describe this method and some data transformations in more detail here.

**Feature-volatility action.** The feature-volatility action uses a supervised learning regressor to predict a continuous variable (e.g., age or time) as a function of feature composition (e.g., taxonomic composition). q2-longitudinal wraps q2-sample-classifier (17) to access multiple different scikit-learn (20) supervised learning regressors (random forests [13] by default).

1. Samples are randomly split into training and testing sets (4:1 ratio).
2. The training set is used to train a user-selected regressor.
   a. If “parameter-tuning” is true, cross-validated hyperparameter autotuning will be performed on the training set to select samples that optimize predictive accuracy. See q2-sample-classifier (17) for more details. If “parameter-tuning” is false, default parameters will be used; see scikit-learn (20) for details on default parameters for each regressor.
   b. Cross-validated recursive feature elimination is performed on the training set to select features that optimize predictive accuracy and eliminate noisy features. See q2-sample-classifier (17) for more details.
   c. Feature importance is extracted from the regression model. See scikit-learn (20) for details on each regressor.
3. The accuracy of the final optimized, trained model is determined by predicting values for the test set.
4. Interactive feature volatility plots are generated using Vega (18). These contain volatility plots of longitudinal abundance for each important feature, accompanied by bar charts comparing descriptive statistics (mean, median, variance, standard deviation, coefficient of variation, net average change, cumulative positive/negative change) for all features included in the final model.

**Linear mixed effects.** LME models examine the relationship between one or more independent variables (effects) and a single longitudinal response, where observations are made across dependent samples, e.g., in repeated-measures experiments. For example, a simple LME model may include an intercept and slope term as both fixed and random effects. The fixed intercept and slope can be interpreted as the regression line for the average subject, while the random effects reflect individual departures from the average line for each subject. This linear model can be written as \( Y_{ij} = X_{ij} \beta + Z_{ij} \gamma + \epsilon_{ij} \), where \( Y_{ij} \) is the \( j \)th measurement on the \( i \)th participant; \( X_{ij} \) is a \( P \times 1 \) vector of fixed-effect covariates that may include, e.g., time, group, gender, and their interactions; \( \beta \) is a \( P \times 1 \) vector of fixed-effect regression coefficients; \( Z_{ij} \) is a \( q \times 1 \) vector of fixed effects that typically includes a polynomial function of time; \( b_i \) is a \( q \times 1 \) vector of random effects that reflect individual departures from the overall population average effects (\( b_i \) is assumed to be multivariate normal, with a mean vector \( \mu \) and variance \( \Sigma \), where \( \Sigma \) is a \( q \times q \) matrix reflecting the covariances between the random effects); and \( \epsilon_{ij} \) are normally distributed error terms that have mean 0 and variance \( \sigma^2 \) and are assumed independent across individuals and time.

An attractive feature of the model is that it allows the investigator to explicitly model heterogeneity in the initial value and slope across subjects. This is important for longitudinal microbiome studies where we expect heterogeneity in the temporal pattern across individuals. Fixed effects are factors that may reflect group or time and assess the overall effect of the factor on the response. Random effects reflect variation in these effects across subjects. LME models are available in the linear-mixed-effects action in q2-longitudinal. All LME models described in this work for analysis of the ECAM data set used month of life, diet, delivery mode, and sex as fixed effects and random intercepts (subject ID) and slopes (month of life) as random effects. Initially, LME models were fit with all interactions between the main effects as fixed effects, and then insignificant terms were removed from the model to focus on main effects and significant interactions in the final model. Tables 1 to 4 list all factors used as fixed effects in the final model.

The linear-mixed-effects action in q2-longitudinal uses statsmodels’ “mixedlm” function to compute LME models (21). This function computes \( P \) values based on each variable’s Z-score estimate with respect to the standard normal distribution (two-tailed, alpha = 0.05).

**First differences/distances.** Another way to view time series data is by assessing how the rate of change differs over time. We can do this through calculating first differences, which represent the magnitude of change between successive time points for a given metric. If \( Y_t \) is the value of single metric \( Y \) at time \( t \), the first difference at time \( t \) is \( \Delta Y_t = Y_t - Y_{t-1} \). This calculation is performed at fixed intervals, so for each interval, \( \Delta Y_t \) is not calculated for subjects that are missing samples at time \( t \) or \( t - 1 \).

This transformation is performed in the “first-differences” method in q2-longitudinal. A similar method implemented in q2-longitudinal is first-distances, which instead identifies the beta diversity (between-sample) distances between successive samples from the same subject based on a distance matrix. The output of first-distances is particularly empowering, because it allows us to analyze longitudinal changes in beta diversity using actions that cannot operate directly on a distance matrix, such as linear mixed-effect models, or plotting with volatility charts.

**Difference/distance from baseline.** The first-differences and first-distances methods have an optional baseline parameter to instead calculate differences/distances from a static point (e.g., baseline or a time point when a treatment is administered): \( \Delta Y_t = Y_t - Y_{\text{baseline}} \).
Calculating baseline differences/distances can help tease apart noisy longitudinal data to reveal underlying trends in individual subjects or highlight significant experimental factors related to changes in diversity or other dependent variables. This baseline can theoretically also come from a separate subject or set of reference samples. For example, we use first-distances in the results section to compare children’s stool microbiotas to their mothers’ stool microbiotas; see the example notebooks (https://github.com/caporaso-lab/longitudinal-notebooks) for more details on usage.

Test data. We use study data from the ECAM study (1) to demonstrate the features of q2-longitudinal. Raw sequence data (study ID 10249) were downloaded from Qita (http://qiita.microbio.me) and analyzed with QIME 2. Raw sequences were quality filtered using DADA2 (22) to remove phix, chimeric, and erroneous reads. Sequence variants were aligned using MAFFT (23) and used to construct a phylogenetic tree using FastTree 2 (24). Beta diversity was estimated using unweighted UniFrac distance (14). All other analyses were performed using q2-longitudinal.

Data availability. Analysis data and notebooks used to generate all results in this study are available at https://github.com/caporaso-lab/longitudinal-notebooks.

ACKNOWLEDGMENTS
This project was funded in part by NSF award 1565100, The Partnership for Native American Cancer Prevention (NIH/NCI grants U54CA143924 and U54CA143925), and under the State of Arizona Technology and Research Initiative Fund (TRIF), administered by the Arizona Board of Regents, through Northern Arizona University. The study was supported in part by NIH grants R01DK110014 to H.L.

REFERENCES
1. Bokulich NA, Chung J, Battaglia T, Henderson N, Jay M, Li H, Lieber AD, Wu F, Perez-Perez GI, Chen Y, Schweizer W, Zheng X, Contreras M, Dominguez-Bello MG, Blaser MJ. 2016. Antibiotics, birth mode, and diet shape microbiome maturation during early life. Sci Transl Med 8:343ra82. https://doi.org/10.1126/scitranslmed.aad7121.
2. Gibbons SM, Kearney SM, Smillie CS, Alm EJ. 2017. Two dynamic regimes in the human gut microbiome. PLoS Comput Biol 13:e1005364. https://doi.org/10.1371/journal.pcbi.1005364.
3. Flores GE, Caporaso JG, Henley JB, Rideout JR, Domogala D, Chase J, Leff JW, Vázquez-Baeza Y, Gonzalez A, Knight R, Dunn RR, Fierer N. 2014. Temporal variability is a personalized feature of the human microbiome. Genome Biol 15:531. https://doi.org/10.1186/s13059-014-0531-y.
4. Gajer P, Brotman RM, Bai G, Sakamoto J, Schütte UME, Zhong X, Koenig SSK, Fu L, Ma ZS, Zhou X, Abdó Z, Fonney LJ, Ravel J. 2012. Temporal dynamics of the human vaginal microbiota. Sci Transl Med 4:133ra52. https://doi.org/10.1126/scitranslmed.3003605.
5. Dethlefsen L, Relman DA. 2011. Incomplete recovery and individualized responses of the human distal gut microbiota to repeated antibiotic perturbation. Proc Natl Acad Sci U S A 108(Suppl 1):4554–4561. https://doi.org/10.1073/pnas.1006781107.
6. DiGiuilio DB, Callahan BJ, McMurdie PJ, Costello EK, Lyell DJ, Robaczewska A, Sun CL, Goltsman DSA, Wong RJ, Shav G, Stevenson DK, Holmes SP, Relman DA. 2015. Temporal and spatial variation of the human microbiota during pregnancy. Proc Natl Acad Sci U S A 112:11060–11065. https://doi.org/10.1073/pnas.1502875112.
7. Kang D-W, Adams JB, Gregory AC, Borody T, Chittick L, Fasano A, Khorsut A, Geis E, Maldonado J, Johannson ME, Sollard E, Roux S, Sadowsky MJ, Lipson KS, Sullivan MB, Caporaso JG, Krajmalnik-Brown R. 2017. Microbiota transfer therapy alters gut ecosystem and improves gastrointestinal and autism symptoms: an open-label study. Microbiome 5:10. https://doi.org/10.1186/s40168-016-0022-7.
8. Pearson T, Gregory Caporaso J, Yellowhair M, Bokulich NA, Roe DJ, Wertheim BC, Linhart M, Martinez JA, Bilagody C, Hornstra H, Alberts DS, Lance P, Thompson PA. 2017. Lack of evidence that ursodeoxycholic acid’s effects on the gut microbiome influence colorectal adenoma risk. Nat Commun 8:343ra82. https://doi.org/10.1126/scitranslmed.aad7121.
9. Dethlefsen L, Relman DA. 2011. Incomplete recovery and individualized responses of the human distal gut microbiota to repeated antibiotic perturbation. Proc Natl Acad Sci U S A 108(Suppl 1):4554–4561. https://doi.org/10.1073/pnas.1006781107.
10. Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, Blondel M, Prettenhofer P, Weiss R, Dubourg V, Vanderplas J, Passos A, Cournapeau D, Brucher M, Huetron L, Duchesnay E. 2011. Scikit-learn: machine learning in Python. J Mach Learn Res 12:2825–2830.
11. Seabold S, Perktold J. 2010. Statsmodels: econometric and statistical modeling with Python, p 57–61. 9th Python in Science Conference. Scipy Conferences, Austin, TX.
12. Bokulich N, Dillon M, Bolyen E, Kaehler BD, Huttley GA, Caporaso JG. 2018. q2-sampleclassifier: machine-learning tools for microbiome classification and regression. J Open Source Softw 3:934. https://doi.org/10.21105/joss.00934.
13. Satyanarayan A, Wongsuphasawat K, Heer J. 2014. Declarative interaction design for data visualization, p 669–678. Proceedings of the 27th Annual ACM Symposium on User Interface Software and Technology (UIST ’14). Association for Computing Machinery, New York, NY.
14. Hunter JD. 2007. Matplotlib: a 2D graphics environment. Comput Sci Eng 9:90–95. https://doi.org/10.1109/MCSE.2007.55.
15. Seabold S, Perktold J. 2010. Statsmodels: econometric and statistical modeling with Python, p 57–61. 9th Python in Science Conference. Scipy Conferences, Austin, TX.
16. Callahan BJ, McMurdie PJ, Rosen MJ, Han AW, Johnson AJA, Holmes SP. 2016. DADA2: high-resolution sample inference from Illumina amplicon data. Nat Methods 13:581–583. https://doi.org/10.1038/nmeth.3869.
17. Callahan BJ, McMurdie PJ, Rosen MJ, Han AW, Johnson AJA, Holmes SP. 2016. DADA2: high-resolution sample inference from Illumina amplicon data. Nat Methods 13:581–583. https://doi.org/10.1038/nmeth.3869.
18. Callahan BJ, McMurdie PJ, Rosen MJ, Han AW, Johnson AJA, Holmes SP. 2016. DADA2: high-resolution sample inference from Illumina amplicon data. Nat Methods 13:581–583. https://doi.org/10.1038/nmeth.3869.
19. Callahan BJ, McMurdie PJ, Rosen MJ, Han AW, Johnson AJA, Holmes SP. 2016. DADA2: high-resolution sample inference from Illumina amplicon data. Nat Methods 13:581–583. https://doi.org/10.1038/nmeth.3869.
20. Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, Blondel M, Prettenhofer P, Weiss R, Dubourg V, Vanderplas J, Passos A, Cournapeau D, Brucher M, Huetron L, Duchesnay E. 2011. Scikit-learn: machine learning in Python. J Mach Learn Res 12:2825–2830.
21. Seabold S, Perktold J. 2010. Statsmodels: econometric and statistical modeling with Python, p 57–61. 9th Python in Science Conference. Scipy Conferences, Austin, TX.
22. Callahan BJ, McMurdie PJ, Rosen MJ, Han AW, Johnson AJA, Holmes SP. 2016. DADA2: high-resolution sample inference from Illumina amplicon data. Nat Methods 13:581–583. https://doi.org/10.1038/nmeth.3869.
23. Potok J, Kain H, Misawa J, Miyata T. 2002. MFFFT: a novel method for rapid multiple sequence alignment based on fast Fourier transform. Nucleic Acids Res 30:3059–3066. https://doi.org/10.1093/nar/gkf436.
24. Price MN, Dehal PS, Arkin AP. 2010. FastTree 2—approximately maximum-likelihood trees for large alignments. PLoS One 5:e9490. https://doi.org/10.1371/journal.pone.0009490.