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Abstract—In drug discovery, identifying drug-target interactions (DTIs) via experimental approaches is a tedious and expensive procedure. Computational methods efficiently predict DTIs and recommend a small part of potential interacting pairs for further experimental confirmation, accelerating the drug discovery process. Although it has been shown that fusing heterogeneous drug and target similarities can improve the prediction ability, the existing similarity combination methods ignore the interaction consistency for neighbour entities which is more crucial for the DTI prediction model. Furthermore, area under the precision-recall curve (AUPR) that emphasizes the accuracy of top-ranked pairs and area under the receiver operating characteristic curve (AUC) that heavily punishes the existence of low ranked interacting pairs are two widely used evaluation metrics in DTI prediction. However, the two metrics are seldom considered as losses within existing DTI prediction methods. This paper first proposes two matrix factorization (MF) methods that optimize AUPR and AUC using convex surrogate losses respectively, and then develops an ensemble MF approach takes advantage of the two area under the curve metrics by combining the two single metric based MF models. Both three proposed approaches incorporate a novel local interaction consistency aware similarity interaction method to generate fused drug and target similarities that preserve vital information from the more reliable view. Experimental results over five datasets under different prediction settings show that the proposed methods outperform various competitors in terms of the metric(s) they optimize. In addition, the validation on the top ranked novel predictions confirms the ability of our methods to discover potential new DTIs.
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1 INTRODUCTION

Identifying drug-target interactions (DTIs) is a key step of the drug discovery process [1]. However, the verification of DTIs via in vitro experiments is still costly and time-consuming. Computational approaches to predicting the affinities of drug-target pairs, reduce the number of candidate interactions for further experimental validation, expediting the discovery of new drugs.

There are two kinds of traditional computational methods for predicting DTIs. The first one is ligand-based methods, which compare the new query ligand and a set of known ligands with target proteins but perform poorly when the number of known ligands is insufficient [2]. The other one is docking-based methods that require 3D structures of protein targets to conduct the docking simulation, hence they cannot handle proteins whose structure information is unavailable, e.g., G-protein coupled receptors (GPCRs) [3].

In the last decade, there has been an increasing interest in predicting DTIs via chemogenomic computational methods due to their promising performance and capability to incorporate widely abundant biological data for both drugs and targets [4]. The prevalent chemogenomic computational methods usually rely on machine learning techniques, such as matrix factorization (MF) [5], kernel machines [6], network mining [7], and deep learning [8].

Nowadays, with the development of biological databases, the exploitation of diverse similarities retrieved from heterogeneous data sources leads to improvements in the accuracy of DTI prediction [7], [9], [10]. Similarity integration, also known as similarity fusion, is an effective strategy to handle multiple similarities. It is usually adopted in DTI prediction models as a pre-processing step, generating a combined similarity matrix that preserves crucial information across the different data aspects.

In addition, most DTI prediction models infer new DTIs based on the guilt-by-association assumption [7], i.e. similar drugs tend to interact with the same targets and vice versa. Therefore, the combined similarity should maximize the local interaction consistency: proximate drugs or targets in the combined similarity space should have similar interactions. However, existing similarity integration approaches either totally overlook the interaction information [7] or rely on global interaction consistency expressed as the alignment between the combined and ideal similarity derived from the interaction matrix [9], [11].

Furthermore, area under the precision-recall curve
(AUPR) and area under the receiver operating characteristic curve (AUC) are two crucial threshold-independent evaluation metrics in DTI prediction [12], where the threshold for whether to biologically validate a drug-target pair or not is decided by medicinal experts. AUPR severely penalizes highly ranked non-interacting pairs [13], encouraging the top part of the prediction list to contain more interacting pairs, which is crucial for the efficiency of further in vitro experiments. AUC on the other hand, emphasizes minimizing the number of lower ranked interacting pairs, which is also important for DTI prediction, because the low ranked pairs are usually excluded from experimental verification, leading to undiscovered drugs and drug side-effects [14].

Due to the importance of AUPR and AUC, optimizing these two metrics is expected to lead to better DTI prediction results. Although a few methods directly optimizing AUC (or ranking loss) do exist, they only work for limited settings, such as predicting interactions between candidate drugs and a specific target [15] or a fixed set of targets [16]. However, important practical applications, such as drug repositioning, require identifying the interactions of existing drugs with novel targets [17]. In addition, to the best of our knowledge, there is no DTI prediction method for optimizing AUPR.

MF, initially designed for recommendation systems, has been successfully applied to DTI prediction. Nevertheless, the square loss [18] and logistic loss [19] are mostly used in existing MF methods for DTI prediction. There are two MF approaches for the recommendation task that optimize user-based area under the curve metrics [20], [21]. However, they cannot be applied to DTI prediction, because they fail to handle the cold start issue present in DTI prediction [22] and their user-based metrics are unable to fully capture the information of the interaction matrix.

In this paper, we first present a novel similarity integration approach based on Local Interaction Consistency (LIC). Our approach linearly combines diverse similarities using a weighting strategy that not only retains crucial topology across diverse data aspects, but also explicitly emphasizes the similarity possessing the higher interaction consistency for proximate drugs and targets. Then, we derive two surrogate AUPR and AUC losses based on drug-target pairs, upon which two MF models for DTI prediction, namely MFAUPR and MFAUC, that optimize AUPR and AUC respectively, are proposed. Finally, we propose an ensemble MF approach, MF2A, that integrates MFAUPR and MFAUC. All three MF based models adopt LIC to aggregate multiple input similarities obtained from various sources, and determine the optimal decay coefficient within a faster selection process to infer reliable latent features of novel drugs and targets involved in the test pairs. Extensive experiments under four different prediction settings demonstrate the effectiveness of the proposed similarity integration and DTI prediction methods. Moreover, the practical ability of MF2A to predict novel DTIs is also verified by finding supportive evidence from online biological databases.

The remainder of this paper is structured as follows. In Section 2, related work is briefly reviewed. In Section 3, the problem formulation is introduced. In Section 4, the LIC and the three MF models are presented. The experimental results are discussed in Section 5. Finally, the conclusions are given in Section 6.

2 RELATED WORK

In this section, we briefly review representative DTI prediction methods, and summarize the losses they optimize. The prevalent similarity integration methods employed in the DTI prediction task are discussed as well.

Neighbourhood based methods utilize the information of neighbours to infer the unseen interactions. A simple solution is to compute a weighted average of the interaction profiles of neighbour drugs or targets as the predictions [23]. In [24], a set of super-targets are constructed by clustering similar targets to recover missing interactions, and a neighbourhood based multi-label classifier, namely MLkNN, is employed to perform prediction based on maximum a posteriori (MAP) rule. WkNNIR performs interaction recovery in both drug and target sides and exploits the local imbalance to distinguish the importance of drug and target spaces within its prediction function [25].

By treating drug and target similarities as kernels, kernel based classifiers could be applied to DTI prediction. RLS-avg [26] trains two kernel regularized least squares classifiers (RLS) for drug and target respectively, and combines the outputs of the two models as its final prediction. RLS-Kron [27] trains one Kronecker kernel based RLS, but the utilization of the Kronecker product of drug and target kernels leads to cubic computational complexity, which constrains its scalability. K SVM [6] is a Kronecker kernel based support vector machine (SVM) model optimizing the square hinge loss, which employs a generalized vec trick to accelerate the computation on the Kronecker product, yielding linear computational complexity. To handle diverse drug and target similarities (kernels), multiple kernel learning, which aims to obtain an optimal combination of kernels, is a prevalent strategy in kernel based methods. KRLSM [9] incorporates kernel integration and RLS-Kron training in a uniform framework. DRLSM [11] obtains optimal combined drug and target kernels that are aligned with the ideal kernel derived from the interaction matrix following the Hilbert–Schmidt Independence Criterion (HSIC), and then trains a dual Laplacian regularized RLS that incorporates the two optimal kernels to perform predictions.

MF DTI prediction methods find latent drug and target feature matrices, whose product is able to approximate the interaction matrix. Most MF methods employ square loss to assess the difference between the estimated and ground truth interaction matrices. GRMF [5] performs graph regularization on latent features to learn a manifold for label propagation in drug and target spaces. Neighbourhood based interaction replenishment pre-processing is used by GRMF to address the influence of possible missing interactions. MSCMF [18] ensures that similar drugs (targets) tend to be close in latent feature space by adding the low-rank decomposition regularization on the fused similarity matrix, which linearly combines multiple types of similarity. MLRE [28] is a multi-view low rank embedding method, which learns view-wise drug and target low-rank features in a common embedding space, and encourages the similarity of features across all views by co-regularized spectral clustering. NRLMF [19] combines logistic matrix factorization
with neighbourhood regularization in a unified framework, which essentially optimizes the logistic loss. Peska et al. [16] formulate DTI prediction as a per-drug ranking problem, i.e. an interacting target should be ranked higher than a non-interacting one for each drug, and propose a content alignment regularized Bayesian personalized ranking MF method (BRDTI), which utilizes the drug-wise ranking loss in its objective function.

A DTI dataset could be considered as a heterogeneous network, where drugs and targets are two kinds of nodes, and edges are represented by adjacency matrices containing DTIs, as well as drug and target similarities. Network diffusion techniques, such as network inference [29] and random walk [30], are applied on the DTI heterogeneous network to predict new DTIs. Apart from inferring unknown interactions on the DTI heterogeneous network directly, another solution is to learn low-dimensional drug and target embeddings that capture the topological structure of the network to facilitate the DTI prediction. In [7], [31], [32], path category based features, reflecting the statistics of six types of short paths going through the corresponding drug or target, are extracted. Luo et al. [33] proposed a DTI prediction pipeline called DTINet, which learns drug and target embeddings upon a heterogeneous network that incorporates diverse drug and target-related information via compact feature learning, and optimizes a projection matrix to map the drug and target embedding space to the output interaction space. NeoDTI [10] generates the drug and target features via neighbourhood information aggregation and single-layer neural network based nonlinear embedding transformation.

With the increasing popularity of deep learning, graph neural models are adopted for network based DTI prediction. GANDTI [34] utilizes an adversarially regularized graph autoencoder to learn drug and target representations that follow the Gaussian distribution. DTIP [8] leverages a feature-level attention based autoencoder and the bidirectional gated recurrent unit to derive the drug and target representations from a multiplex heterogeneous DTI network, and employs a convolutional neural network to predict unknown DTIs.

Some methods treat interaction prediction as a classification task, building binary or multi-label classifiers over standard or derived feature sets. EBiCTR [14] is an ensemble of bi-clustering trees trained on the reconstructed output space and dyadic (drug and target) feature space. Three tree-based multi-label classifiers that incorporate various label partition strategies to effectively capture the correlations among drugs and targets are proposed for DTI prediction in [35].

Regarding feature generation, molecular descriptors representing the characteristics of the chemical structure of drugs and protein descriptors illustrating the structural and physicochemical properties of the genomic sequence of targets are conventional artificially designed representations [36]. Recently, deep learning models are employed to learn more robust high-level representations from raw chemical structures of drugs and amino acid sequences of targets [37], [38].

Furthermore, we briefly summarize the losses that DTI prediction methods optimize. The square loss is the most commonly used by the majority of kernel [9], [11], [26], [27], MF [5], [18], [28], network [7], [10], [33], [34] and standard classification [14], [35] methods. In addition, the logistic (cross entropy) loss is employed by probability estimation methods [19] as well as deep learning models [8], [38], and hinge loss is optimized by SVM approaches [6]. However, these frequently-used losses are typically biased to non-interacting pairs that predominate the dataset, leading to failures in distinguishing interacting ones. The ranking loss or AUC based loss is a substitution, which is insusceptible to the frequency of interacting pairs via punishing inversely ranked interacting and non-interacting pairs [15], [16].

Lastly, we review similarity integration strategies used for DTI prediction. Similarity integration methods are model-agnostic, i.e. they could work with any prediction model that handles a single type of similarity, and enable to improve the computational efficiency of the prediction model via shrinking the dimension of the input space. The most intuitive solution, AVE [9], is to average multiple similarity matrices. Similarity Network Fusion (SNF) [7] aggregates various similarities via a non-linear fusion process. However, these two methods do not take interaction information into account. On the other hand, Kernel Alignment (KA) [9] explicitly exploits the interaction information by assigning a higher weight to a similarity matrix that is more aligned to the ideal similarity derived from the interaction matrix. HSIC [11] learns an optimally combined similarity that maximizes the dependence of the ideal interaction similarity via a HSIC-based kernel fusion framework. Both KA and HSIC utilize the similarity alignment or dependence on the whole space, without any emphasis on interaction consistency for neighbour drugs (targets).

3 Problem Formulation

We introduce the formulation of the DTI prediction problem, where input information are multiple drug and target similarities. Let $D = \{d_1, \ldots, d_n\}$ be a set of drugs and $T = \{t_1, \ldots, t_m\}$ be a set of targets, where $n_d$ and $n_t$ are the number of drugs and targets, respectively. Let $\{S^{d,h}_{i,j}\}_{h=1}^{m_d}$ be a set of drug similarity matrices, where $S^{d,h}_{i,j} \in \mathbb{R}^{n_d \times n_d}$ and $m_d$ is the number of drug similarity matrices. Similarly, let $\{S^{t,h}_{i,j}\}_{h=1}^{m_t}$ be a set of target similarity matrices, where $S^{t,h}_{i,j} \in \mathbb{R}^{n_t \times n_t}$ and $m_t$ is the number of target similarity matrices. The interactions between $D$ and $T$ are represented as a binary matrix $Y \in \{0, 1\}^{n_d \times n_t}$, where $Y_{ij} = 1$ denotes $d_i$ and $t_j$ interact with each other, and $Y_{ij} = 0$ otherwise. The DTI training set for $D$ and $T$ consists of $\{S^{d,h}_{i,j}\}_{h=1}^{m_d}$, $\{S^{t,h}_{i,j}\}_{h=1}^{m_t}$ and $Y$.

Let $(d_x, t_z)$ be a test pair, $\{S^{d,h}_{i,j}\}_{h=1}^{m_d}$ be a set of $n_d$-dimensional vectors storing the similarities between $d_x$ and $D$, and $\{S^{t,h}_{i,j}\}_{h=1}^{m_t}$ be a set of $n_t$-dimensional vectors storing the similarities between $t_z$ and $T$. A DTI prediction model predicts a real-valued score $Y_{xz}$ indicating the confidence of the affinity between $d_x$ and $t_z$. There are four prediction settings according to whether the drug and target involved in the test pair are included in the training set or not [22]:

- **S1**: predict the interaction between $d_x \in D$ and $t_z \in T$
- **S2**: predict the interaction between $d_x \notin D$ and $t_z \in T$
- **S3**: predict the interaction between $d_x \in D$ and $t_z \notin T$
- **S4**: predict the interaction between $d_x \notin D$ and $t_z \notin T$
where \( d_x \notin D \) \((t_z \notin T)\) is the new drug (target).

In this paper, given a matrix \( A \), \( A_i \) denotes its \( i \)-th row, and \( A_{ij} \) represents its element in \( i \)-th row and \( j \)-th column.

4 METHODS

We propose three MF based DTI prediction methods, namely MFAUPR, MFAUC and MF2A, that optimize AUPR, AUC and both these two metrics, respectively. All three methods follow the same workflow, which is shown in Fig. 1. In both training and predicting phases, the similarity integration is firstly conducted to combine multiple similarities into a fused one, which is then used to train the MF model or obtain the prediction of the test pair.

In this section, we first present a similarity integration approach that emphasizes similarities having more reliability based on the local interaction consistency. Then, the general formulation of MF model for DTI prediction is introduced, and three MF models are proposed. Lastly, we analyse the computational complexity of the proposed methods.

4.1 LIC based Similarity Integration

Multiple drug (target) similarities that capture relations between drugs (targets) in various aspects could be linearly combined into a new one as follows:

\[
S^\alpha = \sum_{h=1}^{m} w_h^\alpha S_h^\alpha, \text{ } \alpha \in \{d, t\}
\]

(1)

where \( w_h^\alpha \) is the weight of \( S_h^\alpha \), and the more important similarities are usually endowed with a larger weight. In this part, we propose a linear similarity integration method, termed LIC, which determines similarity weights according to the local interaction consistency.

Local imbalance, which was firstly introduced to assess the class discrepancy within local area [39], has been also found to be an effective measurement to estimate the quality of drug and target similarities in DTI prediction [25]. The local imbalance of a drug is defined as the proportion of its neighbours having different interactivity, which reflects the local interaction discrepancy of \( d_i \). Inspired by the concept of local imbalance, we propose a new measure to evaluate the local interaction consistency of similarities. Specifically, the local interaction consistency of a drug \( d_i \) for one of its interacting targets \( t_j \) based on the \( h \)-th drug similarity is defined as:

\[
B_{ij}^{d,h} = \frac{1}{\sum_{d_i \in N_{d_i}^{h}} S_{d_i}^{h}} \sum_{d_i \in N_{d_i}^{h}} S_{ij}^{h} \cdot \mathbb{1}[Y_{il} = Y_{ij}]
\]

(2)

where \( N_{d_i}^{h} \) denotes the \( k \)-nearest neighbours of \( d_i \), retrieved according to \( S_{ij}^{h} \) and \( \mathbb{1} \) is the indicator function that returns 1 if the input event is true and 0 otherwise. Compared to the local imbalance of \( d_i \) defined in [25], the similarity value \( S_{ij}^{h} \) is added in Eq.(2) to emphasize the importance of more similar drugs. Higher \( B_{ij}^{d,h} \) values reflect that \( d_i \) keeps higher interaction consistency in \( S_{ij}^{h} \), as more similar drugs of \( d_i \) interact with \( t_j \), which further indicates the larger reliability of \( S_{ij}^{h} \) for \( d_i \), regarding the interactivity with \( t_j \). Averaging the local interaction consistency of all drugs with respect to their corresponding interacting targets, we arrive at the local interaction consistency of \( S_{ij}^{h} \):

\[
LC_{ij}^{d,h} = \frac{1}{|P_i|} \sum_{(i,j) \in P_i} B_{ij}^{d,h}
\]

(3)

where \( P_i = \{(i,j)|Y_{ij} = 1\} \) is the set of all interacting drug-target pairs. Based on \( LC_{ij}^{d,h} \), we define the weight of \( S_{ij}^{h} \) as:

\[
w_h^d = \frac{LC_{ij}^{d,h}}{\sum_{i=1}^{m} LC_{ij}^{d,h}}
\]

(4)

where the denominator is a normalization term ensuring the sum of all weights to be 1. The weight of a target similarity \( w_h^d \) is calculated in the same way, except for replacing \( Y_{il} \) with \( Y_{il}^{-1} \) in Eq.(2) and substituting \( d \) with \( t \) in Eq.(2)-(4).

For a new drug (target), its merged similarities to train-test pairs. Based on \( LC_{ij}^{d,h} \), we define the weight of \( S_{ij}^{h} \) as:

\[
\bar{s}_{ij} = \sum_{h=1}^{m} w_h^\alpha S_{ij}^{\alpha,h}, \text{ } \alpha \in \{d, t\}
\]

(5)

4.2 MF for DTI Prediction

In DTI prediction, MF based approaches decompose the interaction matrix to obtain vectorized representations of drugs and targets, upon which the unseen interactions are predicted. As the LIC is applied in the first step, integrated
similarity matrices \((S^d\) and \(S^t\)) that captures the information of various similarities are used as the input of our MF models.

Formally, the MF method learns two \(r\)-dimensional low-rank latent features (embeddings) \(U \in \mathbb{R}^{n_d \times r}\) for drugs and \(V \in \mathbb{R}^{n_t \times r}\) (for targets) that approximate the training interaction matrix \(Y\) by minimizing the following objective:

\[
\min_{U,V} \mathcal{J} = \mathcal{L}(\hat{Y}, Y) + \mathcal{R}(U, V)
\]

\(\mathcal{L}(\hat{Y}, Y)\) is the loss function, \(\hat{Y} = \sigma(UV^T) \in \mathbb{R}^{n_d \times n_t}\) is the predicted interaction matrix, where \(\sigma\) is either the identity function \(\sigma_1\) for standard MF [5] or the element-wise logistic function \(\sigma_2\) for Logistic MF [19]. \(\mathcal{R}(U, V)\) concerns the regularization of the latent features and is defined as:

\[
\mathcal{R}(U, V) = \frac{\lambda_r}{2} \left(\|U\|_F^2 + \|V\|_F^2\right) + \frac{\lambda_d}{2} \text{tr}(U^T \Lambda^d U) + \frac{\lambda_t}{2} \text{tr}(V^T \Lambda^t V)
\]

where \(\lambda_r, \lambda_d, \lambda_t\) are regularization coefficients, while \(\Lambda^d\) and \(\Lambda^t\) are the graph Laplacians of the sparse drug and target similarity matrices, respectively. Following the sparsification process in [19], we obtain the sparse drug similarity matrix \(S'^d\) by retaining the \(k\)-largest similarities in each row of \(S^d\), i.e. \(S'^d_{ij} = S^d_{ij}\) if \(d_i \in N'^d_{j}\), where \(N'^d_{j}\) is \(k\) nearest neighbors (most similar drugs) of \(d_i\) based on \(S^d_{ij}\) and \(S'^d_{ij} = 0\) otherwise. The Laplacian matrix for \(S'^d\) is defined as \(\Lambda^d = L^d - \check{S}^d + \hat{S}^d - (\hat{S}^d)^T\), where \(L^d\) and \(\hat{S}^d\) are two diagonal matrices with diagonal elements \(\Lambda^d_{ii} = \sum_{j=1}^{m} \check{S}^d_{ij}\) and \(\hat{S}^d_{ij} = \sum_{i=1}^{m} \check{S}^d_{ij}\), respectively. The target sparse similarity matrix \(S'^t\) and its graph Laplacian \(\Lambda^t\) are computed in the same way. The first term in \(\mathcal{R}(U, V)\) applies Tikhonov regularization that prevents latent features from overfitting to the training data, while the last two terms apply graph regularization, which guarantees their local invariance [40], i.e. similar drugs (targets) are likely to have similar latent features.

Given a test drug-target pair \((d_x, t_x)\), the latent features of \(d_x\) and \(t_x\), denoted as \(U_x \in \mathbb{R}^r\) and \(V_x \in \mathbb{R}^r\) respectively, are obtained firstly. If \(d_x (t_x)\) is a training drug (target), its latent features are directly extracted from \(U (V)\), e.g. \(U_x\) is the \(x\)-th row of \(U\). For a new drug (target), we infer its latent features by linearly combining the embeddings of its \(k\)-nearest training drugs (targets) using the following equations:

\[
U_x = \frac{1}{\sum_{d_i \in N'^d_{x}} \check{S}^d_{xi}} \sum_{d_i \in N'^d_{x}} \eta_i^{-1} \check{S}^d_{xi} U_i
\]

\[
V_x = \frac{1}{\sum_{t_j \in N'^t_{x}} \check{S}^t_{xj}} \sum_{t_j \in N'^t_{x}} \eta_j^{-1} \check{S}^t_{xj} V_j
\]

where \(\eta_i (\eta_j)\) is the rank of \(d_i (t_j)\) among \(N'^d_{x} (N'^t_{x})\), e.g. \(\eta = 2\) if \(d_i\) is the second nearest neighbor of \(d_x\), \(\eta \in [0, 1]\) is the decay coefficient shrinking the weight of further neighbors, and \(\check{S}^d_{xi} (\check{S}^t_{xj})\) is the integrated similarity between the new drug \(d_x\) (target \(t_x\)) and the training drug \(d_i\) (target \(t_j\)). The decay coefficient is an important parameter for nearest neighbors aggregation [5], [25], which we use in Eq. (8) and (9) to obtain more reliable latent features for new drugs and targets, in contrast to [19]. Then, the MF model outputs its prediction with a specific instantiation of the \(\sigma\):

\[
\hat{Y}_{xz} = \begin{cases} U_x V_z^T, & \text{if } \sigma = \sigma_1 \\ (1 + \exp(-U_x V_z^T))^{-1}, & \text{if } \sigma = \sigma_2 \end{cases}
\]

4.3 MFAUPR

The computation of AUPR with linear interpolations on the precision-recall (PR) curve leads to overly-optimistic performance estimation [13]. Therefore, we employ the un-interpolated PR curve to compute AUPR. Given \(Y\) and its predictions \(\hat{Y}\), all predictions are firstly sorted in descending order. Let \(R_h = (i_h, j_h)\) be the index tuple of the \(h\)-th largest prediction. Based on the rank list \(R\), AUPR is computed as:

\[
\text{AUPR}(\hat{Y}, Y) = \sum_{h=1}^{n_d n_t} \frac{\text{Prec}_{R(h) \times \text{InRe}_{R(h)}}}{\text{Prec}_{R(h)}}
\]

where \(\text{Prec}_{R(h)} = \frac{1}{h} \sum_{i=1}^{h} Y_{R_i}\), \(\text{InRe}_{R(h)} = \hat{Y}_{R_i}/\psi(Y)\) is the incremental recall from rank \(h - 1\) to \(h\), and \(\psi(Y) = \sum_i \sum_j Y_{ij}\) denotes the summation of elements in \(Y\). The AUPR defined in Eq.(11) is also called Average Precision [41].

AUPR is hard to optimize directly, because it depends on the predictions obtained by the non-differentiable and non-smooth sorting operation. Histogram binning that assigns the predictions into several ordered groups to simulate the ranking process provides a differentiable substitution for the sorting operation [42], [43]. MFAUPR employs the histogram binning strategy to derive the approximate differential AUPR. To divide histogram bins easily, MFAUPR uses the element wise logistic function \(\sigma_2\) for predictions, i.e. \(\hat{Y}_{ij} = (1 + \exp(-U_i V_j^T))^{-1}\), to confine all predictions in the range of \((0, 1)\). The range of predictions is divided into \(n_b\) bins (intervals), and the \(h\)-th bin is \(b_h = [\min(b_h - \Delta, 0), \min(b_h - \Delta, 1)]\), where \(\Delta = 1/(n_b - 1)\) is the bin width and \(b_h = 1 - (h - 1)\Delta\) is the center of \(b_h\). It should be noted that \(b_1\) and \(b_M\) are half-sized bins.

The soft assignment function that returns the membership degree of a prediction to \(b_h\) is defined as:

\[
\delta(\hat{Y}_{ij}, h) = \max \left(1 - |\hat{Y}_{ij} - b_h|/\Delta, 0\right)
\]

where the closer \(\hat{Y}_{ij}\) is to \(b_h\), the higher the membership degree of \(\hat{Y}_{ij}\) to \(b_h\), and vice versa. \(\delta(\hat{Y}_{ij}, h)\) is a differentiable function [43] and its derivative w.r.t \(\hat{Y}_{ij}\) is:

\[

\nabla_{\hat{Y}_{ij}} \delta(\hat{Y}_{ij}, h) = -\frac{1}{\Delta} \text{sign}(\hat{Y}_{ij} - b_h)[|\hat{Y}_{ij} - b_h|/\Delta] - \Delta
\]

where \(\text{sign}(\cdot)\) is the sign function that returns 1 and -1 for positive and negative input values, respectively. Furthermore, we define the matrix version of \(\delta(\cdot, h)\) and its derivative as: \(\delta(\hat{Y}, h) \in \mathbb{R}^{n_d \times n_t}\) with \(\delta(\hat{Y}, h)_{ij} = \delta(\hat{Y}_{ij}, h)\) and \(\nabla\delta(\hat{Y}, h) \in \mathbb{R}^{n_d \times n_t}\) with \(\nabla\delta(\hat{Y}, h)_{ij} = \nabla_{\hat{Y}_{ij}} \delta(\hat{Y}_{ij}, h)\).

Based on the definition of the bin and soft assignment function, the differential approximations of the precision at
$\bar{b}_h$ and the increment of recall from $\bar{b}_{h-1}$ to $\bar{b}_h$ are defined as:
\[Prec'@h = \frac{\sum_{i=1}^h \psi(\delta(\hat{Y}, i) \odot Y)}{\sum_{i=1}^h \psi(\delta(\hat{Y}, i))} \quad (14)\]
\[InRe'@h = \frac{1}{\psi(Y')} \psi(\delta(\hat{Y}, h) \odot Y) \quad (15)\]
where $\odot$ is the element-wise product. The differential approximation of AUPR that accumulates the precision and incremental recall of every bin is:
\[AU PR' = \sum_{h=1}^{n_h} Prec'@h * InRe'@h \quad (16)\]

Based on Eq. (14)-(16), we obtain the AUPR based loss by ignoring the constant value $\psi(Y')$:
\[L_{AP} = - \sum_{h=1}^{n_h} \frac{\psi(\delta(\hat{Y}, h) \odot Y)}{\psi(Y')} \sum_{i=1}^h \psi(\delta(\hat{Y}, i) \odot Y) \quad (17)\]

Minimizing $L_{AP}$ is equivalent to maximizing $AU PR'$. By replacing $\hat{L}(\hat{Y}, Y)$ with $L_{AP}$, we define the optimization problem of MFAUPR as:
\[\min_{U,V} J_{AP} = L_{AP} + R(U, V) \quad (18)\]

Eq. (18) can be solved by alternating optimization [5, 19]. In each iteration, $U$ is firstly updated with fixed $V$, and then $V$ is updated with fixed $U$. For the sake of conciseness, we define the following variables: $\psi_h = \psi(\delta(\hat{Y}, h))$, $\psi_h = \psi(\delta(\hat{Y}, h) \odot Y)$, $\Psi_h = \sum_{i=1}^h \psi_i$, $\Psi_h = \sum_{h=1}^{n_h} \psi_i$, $Z_h = \nabla \delta(\hat{Y}, h) \odot Y \odot (1-Y)$, $Z_h = Y \odot Z_h$. The gradients of $L_{AP}$ w.r.t $U$ and $V$ are:
\[\nabla_U L_{AP} = \sum_{h=1}^{n_h} \frac{\psi_h}{(\Psi_h)^2} \left( \Psi_h \sum_{i=1}^h \frac{Z_h V}{Z_h} \right) \quad (19)\]
\[\nabla_V L_{AP} = \sum_{h=1}^{n_h} \frac{\psi_h}{(\Psi_h)^2} \left( \Psi_h \sum_{i=1}^h \frac{Z_i^\top U}{Z_i} \right) \quad (20)\]

According to Eq. (7), the gradients of the regularization term w.r.t $U$ and $V$ are:
\[\nabla_U R(U, V) = \lambda_r U + \lambda_d L^d U \quad (21)\]
\[\nabla_V R(U, V) = \lambda_r V + \lambda_i L^i V \quad (22)\]

The training process of MFAUPR is shown in Algorithm 1, where $\theta$ is the learning rate, $k$ is the number of neighbors for similarity sparsification and inferring latent features, and $C$ is the set of candidate values for $\eta$.

As we mentioned before, $\eta$ has crucial impact on the quality of the estimated latent features. In MFAUPR, instead of tuning $\eta$ as a hyper-parameter using grid search, which is time-consuming, the optimal $\eta$ for each prediction setting (e.g. $\eta$ is the optimal value for S2) is chosen based on the training set after solving Eq (18), as shown in Algorithm 2. Specifically, given an $\eta$ from $C$, we compute the pseudo latent features of training drugs and targets, which along with $U$ and $V$ are used to compute three prediction matrices under three assumed prediction settings (S2, S3 and S4) respectively (line 8, Algorithm 2), e.g. the estimated drug, $U'$, and target, $V$, latent features are used to make predictions for S2. Then, the AUPR of these prediction matrices are obtained. The above procedure is repeated for all $\eta$ candidates. For each setting, the $\eta$ whose prediction matrix achieves the highest AUPR is the optimal one. In prediction phase, the prediction setting of the test pair is identified, and the corresponding optimal $\eta$ is used to infer the latent features of the test drug and/or target.

**Algorithm 1: Training of MFAUPR**
\[\text{input : } Y, D, T, S^d, S^t, \theta, k, C \quad \text{output : } U, V, \eta_2, \eta_3, \eta_4 \quad 1\]
\[\text{Compute } L^d \text{ and } L^i \text{ based on sparsified } S^d \text{ and } S^t \quad 2\]
\[\text{Initialize } U \text{ and } V \text{ randomly; } \quad 3\]
\[\text{repeat } \quad 4\]
\[\frac{\nabla_U J_{AP} \leftarrow \nabla_U L_{AP} + \nabla_U R(U, V)}{\nabla_V J_{AP} \leftarrow \nabla_V L_{AP} + \nabla_V R(U, V)} \quad \text{5}\]
\[U \leftarrow U - \theta \nabla_U J_{AP} \quad \text{6}\]
\[V \leftarrow V - \theta \nabla_V J_{AP} \quad \text{7}\]
\[\text{until convergence; } \quad 8\]
\[\text{Choose } \eta_2, \eta_3, \eta_4 \text{ from } C \text{ using Algorithm 2; } \quad 9\]

**Algorithm 2: Choose Optimal $\eta$ for Various Settings**
\[\text{input : } Y, S^d, S^t, U, V, k, C \quad \text{output : } \eta_2, \eta_3, \eta_4 \quad 1\]
\[a_2, a_3, a_4 \leftarrow 0, 0, 0; \quad 2\]
\[U', V' \leftarrow 0, 0; \quad /* \text{pseudo latent features} */ \quad 3\]
\[\text{for } \eta \in C \text{ do } \quad 4\]
\[x \leftarrow 1 \text{ to } n_d \text{ do } \quad 5\]
\[\text{Compute } U_x' \text{ according to Eq. (8) with } \eta; \quad 6\]
\[z \leftarrow 1 \text{ to } n_t \text{ do } \quad 7\]
\[\text{Compute } V_z' \text{ according to Eq. (9) with } \eta; \quad 8\]
\[\hat{Y}^x \rightarrow \hat{Y}^x, \hat{Y}^z \rightarrow \sigma_2(U^x V_{z'}^\top), \sigma_2(U^x V_{z'}^\top), \sigma_2(U^x V_{z'}^\top); \quad 9\]
\[a \leftarrow 2 \text{ to } 4 \text{ do } \quad 10\]
\[a \leftarrow A U PR(\hat{Y}^i, Y); \quad 11\]
\[\text{if } a > a_i \text{ then } \quad 12\]
\[a_i, \eta_i \leftarrow a, \eta; \quad 13\]

### 4.4 MFAUC
Given $Y$ and its predictions $\hat{Y}$, AUC, which counts the proportion of tuples where the interacting pair has higher prediction than the non-interacting one, is defined as:
\[A U C(\hat{Y}, Y) = \frac{1}{|P|} \sum_{(i,j,h,l) \in P} [\hat{Y}_{ij} > \hat{Y}_{hl}] \quad (23)\]
where $P_0 = \{(i, j)|Y_{ij} = 0\}$ is the set of all non-interacting pairs, and $P = \{(i, j), (h, l)| (i, j) \in P_1, (h, l) \in P_0\}$ is the Cartesian product of $P_1$ and $P_0$. For simplicity, we use $(ij, hl)$ to denote $((i, j), (h, l))$ in sequel.
The maximization of the AUC metric is equivalent to the minimization of the following loss:

$$\mathcal{L}'_{AUC} = \sum_{(i,j,hl) \in P} [\hat{Y}_{ij} \leq \hat{Y}_{hl}]$$  \hspace{1cm} (24)

Although the discontinuous of indicator function would make the minimization of $\mathcal{L}_{AUC}$ render to the NP hard problem, we can derive a convex AUC loss which is consistent with Eq. (24) by replacing the indicator function with a convex surrogate function $\phi(\cdot)$ [44], [45]:

$$\mathcal{L}_{AUC} = \sum_{(i,j,hl) \in P} \phi(\zeta_{ijhl})$$  \hspace{1cm} (25)

where $\zeta_{ijhl} = \hat{Y}_{ij} - \hat{Y}_{hl}$. In MFAUC, $\phi$ is defined as the logistic loss function, i.e. $\phi(x) = \log(1 + \exp(-x))$, and its derivative is $\phi'(x) = -(1 + \exp(x))^{-1}$. Besides, the prediction of MFAUC is defined as $\hat{Y} = UV^T$. By replacing $\mathcal{L}(\hat{Y}, Y)$ with $\mathcal{L}_{AUC}$ defined in Eq. (25), we obtain the optimization problem of MFAUC:

$$\min_{U,V} \mathcal{J}_{AUC} = \mathcal{L}_{AUC} + R(U,V)$$  \hspace{1cm} (26)

Similar to MFAUPR, we solve the Eq. (26) by updating $U$ and $V$ alternatively. The gradient of $\mathcal{L}_{AUC}$ w.r.t $U_i$ is:

$$\nabla_{U_i} \mathcal{L}_{AUC} = \sum_{(i,j,hl) \in P} \phi'(\zeta_{ijhl})V_j - \sum_{(hl,i,j) \in P} \phi'(\zeta_{hlij})V_j$$  \hspace{1cm} (27)

Based on Eq. (28), the gradient of $\mathcal{L}_{AUC}$ w.r.t $U$ is defined as:

$$\nabla_U \mathcal{L}_{AUC} = \left[ (\nabla_{U_1} \mathcal{L}_{AUC})^T, \ldots, (\nabla_{U_{n_d}} \mathcal{L}_{AUC})^T \right]^T$$  \hspace{1cm} (29)

Similarly, the gradient of $\mathcal{L}_{AUC}$ w.r.t $V$ is:

$$\nabla_V \mathcal{L}_{AUC} = \left[ (\nabla_{V_1} \mathcal{L}_{AUC})^T, \ldots, (\nabla_{V_{n_t}} \mathcal{L}_{AUC})^T \right]^T$$  \hspace{1cm} (30)

MFAUC employs the AdaGrad algorithm [46] that adaptively chooses the update step based on previous gradients to diminish the influence of sampling on computing gradients of $\mathcal{L}_{AUC}$. The training of MFAUC is shown in Algorithm 3, where $\alpha$ denotes the element wise exponentiation with the exponent being $a$. Besides, in the $\eta$ selection procedure, predictions of MFAUC are defined as $\hat{Y}^2 = U'V^T$, $\hat{Y}^4 = UV^T$, $\hat{Y}^4 = UV^T$ (line 8, Algorithm 2) and the $\eta$ with best AUC is the optimal value.

### 4.5 MFA2A

Both AUPR and AUC play a vital role in DTI prediction, while MFAUPR and MFAUC only optimize one measure and ignore the other. To fully exploit both area under the curve metrics, MFA2A, as an ensemble of MFAUPR and MFAUC, integrates the predicted scores of the two MF models to obtain the final estimate for test drug-target pairs. Let $\hat{Y}_{xz}^{AP}$ and $\hat{Y}_{xz}^{AC}$ be the predicted scores of a test pair $(d_x,t_z)$ obtained by MFAUPR and MFAUC, respectively. The final prediction of $(d_x,t_z)$ is calculated as:

$$\hat{Y}_{xz} = \beta \hat{Y}_{xz}^{AP} + (1 - \beta) \sigma_2 \hat{Y}_{xz}^{AC}$$  \hspace{1cm} (32)

where $\beta \in [0,1]$ adjusts the importance of MFAUPR and MFAUC to the final output, and the logistic function $\sigma_2$ converts $\hat{Y}_{xz}^{AC}$ into the same scale of $\hat{Y}_{xz}^{AP}$, i.e. (0,1). The MFAUPR and MFAUC could be considered as two degenerate variants of MFA2A with $\beta = 0$ and $\beta = 1$, respectively.

### 4.6 Complexity Analysis

For LIC, the complexity of calculating the local interaction consistency of one drug similarity matrix is $O(n_d + k|P_1|)$, and the overall computational cost of the drug similarity integration is $O(m_d(n_d^2 + k|P_1|))$. Likewise, the complexity of combining target similarities is $O(m_t(n_t^2 + k|P_1|))$.

The computational cost of MFAUPR mainly depends on the calculation of the gradients of the objective function in each iteration of the optimization. The complexities of computing gradients of $\nabla_{U} \mathcal{L}_{AP}$, $\nabla_{V} \mathcal{L}_{AP}$ and $\nabla_{U} \mathcal{L}_{AC}$ and $\nabla_{V} \mathcal{L}_{AC}$ are $O(3m_d n_d n_t)$, $O(3m_t n_t n_d)$ and $O(3m_t n_t n_d)$, respectively. Considering that $n_t n_d n_t$ is usually larger than $n_d^2$ and $n_t^2$, the overall computational cost of MFAUPR is $O(3m_t n_t n_d)$. Regarding MFAUC, the complexity of calculating gradients of $\mathcal{L}_{AUC}$ is $O(3m_t n_d n_t)$, while the other steps have the same complexity with MFAUPR. Thus, the complexity of MFAUC is $O(r + \max\{n_d^2, n_t^2\})$. For MFA2A, as an ensemble of MFAUPR and MFAUC, its complexity is $O(r (n_d n_t + \max\{n_d^2, n_t^2\}))$.

### 5 Experiments

In this section, the dataset and evaluation protocol used in the empirical study are described firstly. Then the experimental results are presented to show the effectiveness of
proposed approaches. In addition, we investigate the convergence and parameter sensitivity of proposed MF models. Finally, the newly discovered interactions found by MF2A are reported.

5.1 Dataset

Two kinds of benchmark DTI datasets are used in this study. The first one is a collection of four golden standard datasets constructed by Yamanishi in 2007, of which each corresponds to a target protein family, namely Nuclear Receptors (NR), Ion Channel (IC), G-protein coupled receptors (GPCR), Enzyme (E) [23]. Because the interactions in these datasets were found 14 years ago, we update them by adding newly discovered interactions between drugs and targets in these datasets recorded in the last version of KEGG [47], DrugBank [48] and ChEMBL [49] databases. The second one is Luo’s dataset, including 1923 DTIs between 708 drugs and 1512 protein targets retrieved from DrugBank 3.0 [33], which is usually used to evaluate the performance of network based methods due to its larger scale [8], [10].

The characteristics of the updated golden standard and Luo’s datasets are shown in Table 1, where the Sparsity denotes the proportion of non-zero values (interacting pairs) in the interaction matrix.

| Dataset | #Drugs | #Targets | #Interactions | Sparsity |
|---------|--------|----------|---------------|----------|
| NR     | 54     | 26       | 166           | 0.118    |
| GPCR   | 223    | 95       | 1096          | 0.052    |
| IC     | 210    | 204      | 2331          | 0.054    |
| E      | 445    | 664      | 4256          | 0.014    |

Luo

| Dataset | #Drugs | #Targets | #Interactions | Sparsity |
|---------|--------|----------|---------------|----------|
| Tweet  | 708    | 1512     | 1923          | 0.002    |

Multiple types of similarities are used to describe drug and target properties in various aspects. For updated golden standard datasets, we select four drug similarities and four target similarities with the higher local interaction consistency from [9]. For drugs, one similarity is derived from chemical structure using SIMCOMP [50] algorithm, while the other three are computed based on AERS-freq, AERS-bit [51] and SIDER [52] drug side effects profiles. For targets, three similarities based on amino acid sequences are calculated by using Normalized Smith–Waterman (SW) score [53] and spectrum kernel with 3-mers length (SPEC-k3) and 4-mers length (SPEC-k4) [54], and the last one is the semantic similarity of gene ontology (GO) term annotation [55]. Supplementary Table S1 and Section S1 summarize the information and local interaction consistency of all drug and target similarities in [9].

The similarities for Luo’s dataset are obtained from [33]. Specifically, we employ four types of drug similarities based on chemical structure, drug-drug interactions, drug side effects and drug-disease associations, as well as three kinds of target similarities based on target protein sequence, target-target interactions and target-disease associations in our study. The drug-drug interactions, drug side effects, protein–protein interactions, and disease related associations are extracted from DrugBank [48], SIDER [52], HPRD [56], and Comparative Toxicogenomics Database [57], respectively.

5.2 Experimental Setup

Following [22], four types of cross validation (CV) are conducted to examine the methods in the corresponding four prediction settings. In S1, the 10-fold CV on pairs is used, where one fold of pairs are removed for testing. In S2 (S3), the 10-fold CV on drugs (targets) is applied, where one drug (target) fold along with their corresponding rows (columns) in Y are separated for testing. The 3×3-fold block-wise CV, which splits a drug fold and target fold along with the interactions between them for testing and uses interactions between remaining drugs and targets for training, is applied to S4. Furthermore, AUPR and AUC defined in Eq. (11) and (23) are used as evaluation measures.

The proposed three methods are compared with fifteen DTI prediction approaches, including:

- A neighbourhood based method: WkNNIR [25]
- A bi-clustering tree model: EBiCTR [14]
- Five MF methods optimizing various losses: NRLMF [19], GRMF [5], BRDTI [16], MSCMF [18] and MLRE [28]
- Three kernel methods: KSVM [6], KRLSM [9] and DRLSM [11]
- Five network based methods: DDR [7], DTINet [33], NeoDTI [10], GANDTI [34], DTIP [8]

The MF and kernel methods, along with DDR, are able to deal with all prediction settings. WkNNIR and EBiCTR are specifically designed to predict interactions involving new arriving drugs or/and targets (S2, S3, S4) and thus do not provide a direct way to handle S1. All network based methods, except for DDR, usually focus on predicting unseen interactions between known drugs and targets (S1). For comparing methods that can only handle a single type of drug and target similarity, namely WkNNIR, EBiCTR, NRLMF, GRMF, BRDTI and KSVM, the average of the corresponding multiple similarities are used as input.

The parameters of the comparing methods are set or chosen based on the suggestions in respective articles. The number of neighbours k is set as 5 in LIC, MFAUPR and MFAUC. For MFAUPR and MFAUC, learning rate θ=0.1, candidate decay coefficient set C={0.1,0.2,...,1.0}, the number of iterations is 100, the dimension of embedding features r is chosen from {50,100}, λd, λt and λr are chosen from {2−4,2−2,20,25}. The number of bins nb in MFAUPR is chosen from {11,16,21,26,31}, and the trade-off ensemble weight β in MF2A is chosen from {0,0.01,...,1.0}. The codes and datasets used in this study are available at https://github.com/intelligence-csd-auth-gr/DTI_MF2A.

5.3 Experimental Results

We firstly compare the proposed MFAUPR, MFAUC and MF2A with eleven competitors applicable to more than one prediction settings, namely neighbourhood, tree, MF and kernel based approaches as well as DDR, using the updated golden standard datasets. The results in terms of AUPR and AUC are shown in Tables 2 and 3 respectively, where the second last row lists the average ranks across all settings, and the marks ◦, • and ⋆ in the last row indicate whether
MFAUPR, MFAUC and MF2A are significantly better than the corresponding method respectively, according to the Wilcoxon signed-rank test with Bergman-Hommel’s correction [58] at 5% level on the results of all prediction settings.

At first, we focus on the proposed three MF methods. MFAUPR and MFAUC are the second-best methods, only outperformed by MF2A, and achieve significant wins to the other twelve comparing approaches in terms of the corresponding metric they optimize, respectively. This verifies that optimizing surrogate AUPR and AUC losses is more effective than leveraging other losses to distinguish interacting pairs from numerous non-interacting ones. However, they do not perform outstandingly in terms of the other metric (AUC for MFAUPR and AUPR for MFAUC), being the fifth method and even inferior to two competitors. This is an expected outcome, as MFAUPR and MFAUC optimize one metric and ignore the other, and optimizing AUPR is not always guaranteed to optimize AUC and vice versa [13]. MF2A is the best method in all prediction settings and significantly outperforms all other competitors, including MFAUPR and MFAUC, in terms of both evaluation metrics. The success of MF2A is mainly due to the ensembling of MFAUPR and MFAUC, which not only simultaneously optimizes both metrics but also combines two diverse models to reduce the prediction error.

Concerning the competitors, WkNNIR and GRMF are the third and fourth methods, following MF2A and MFAUPR, in terms of AUPR, and perform moderately in terms of AUC. This is because they exploit the more informative recovery interactions inferred from neighbourhoods, which essentially improves the importance of interacting pairs in the prediction model. On the other hand, EBICCTR that incorporates the matrix factorization based interaction reconstruction is worse than WkNNIR and GRMF. One possible reason for this outcome is that matrix factorization replenishes interactions in the global view, losing the local properties provided by the neighbourhood. NRLMF is the third best method in terms of AUC and achieves mediocre results in terms of AUPR, since it optimizes the logistic loss and imposes a higher weight on interacting pairs. The approaches that directly work on square loss without emphasizing interaction pairs, including DRLSM, KRLSM, MSCMF, MLRE, and DDR, are among the worst methods due to their bias to non-interacting pairs. KSVM and BRDTI are better than square loss-based methods in most cases. KSVM optimizes the square hinge loss, which relies on fewer boundary pairs and therefore is less sensitive to the global imbalanced class distribution than the square loss, especially when the amounts of interacting and non-interacting pairs near the hyperplane are similar. In addition, BRDTI achieves the third-best AUC result in S2, but performs worse in other settings. The drug-based ranking loss optimized by BRDTI formulates the ideal order of targets for each drug, which is suitable for S2 that aims to predict interactions between a fixed target set and new drugs. Nevertheless, random pairs are masked as the test set in S1, and interactions for new targets should be predicted in S3 and S4, leading to the incomplete per-drug target sequence used to train the model. Therefore, BRDTI collapses in those three settings.

Moreover, we compare the prediction performance of our approaches with five network based methods on Luo’s dataset. Table 4 lists the AUPR and AUC results, where only S1 is considered because most network based methods cannot handle other prediction settings. As can be seen, MF2A, MFAUPR and MFAUC are the top three methods in terms of AUPR, which achieve 21.2%, 17.3% and 11.3% improvements over the best competitor (NeoDTI), respectively. With respect to AUC, MF2A achieves the second best result, which is 1.5% lower than the best competitor DTIP. Nevertheless, DTIP performs worse in terms of AUPR, indicating that it heavily emphasizes the AUC performance at the cost of deteriorating the AUPR result. MFAUC and MF2A come next, outperforming the second best comparing method (DTINet) by 4.8% and 0.4%, respectively.

Overall, all the above experimental results confirm that MF2A achieves outstanding performance in terms of both AUPR and AUC. MFAUPR and MFAUC perform well in terms of the corresponding metric they optimize, but their performance declines in terms of the other metric.

### 5.4 Effectiveness of LIC

To validate the effectiveness of the proposed LIC, we compare it with four similarity integration approaches used in the DTI prediction task, such as AVE, KA [9], HSIC [11], and SNF [7]. In this experiment, the LIC embedded in MF2A is replaced by other similarity integration competitors, and the results in S4 are shown in Table 5.

As can be seen, LIC performs best in most cases, followed by KA and HSIC. This demonstrates that the local interaction consistency leveraged by LIC distinguishes high-quality similarities better than the global one leveraged by KA and HSIC. In addition, HSIC is the best method on the NR dataset that contains only tens of drugs and targets. This is because the local and global interaction consistency provide similar information in this small-sized dataset. AVE and SNF that totally ignore the interaction information are the two worst approaches. Furthermore, SNF is usually inferior to AVE. We speculate that the similarity with larger values, which dominates the similarity fusion procedure in SNF, may fail to supply enough beneficial information for DTI prediction. Similar results are also observed in the other three prediction settings (See supplementary Table S3).

### 5.5 Convergence and Parameter Analysis

In this section, we study the convergence and parameter sensitivity of proposed methods.

Figure 2 shows the convergence curves of MFAUPR and MFAUC on IC dataset in S1. The values of the objective functions drop sharply in the first 10 iterations and then gradually decrease to a stationary state, which demonstrates the convergence of the proposed methods.

Figure 3 presents the performance of proposed methods with various parameters settings on IC dataset in S1. With respect to the regularization coefficients in MFAUPR and MFAUC, the optimal values of $\lambda_d$ and $\lambda_t$ that relate to graph regularization are usually higher than the best option of $\lambda_r$ which controls Tikhonov regularization. This implies that graph regularization, which retains the similarity based topological structure in the latent feature space, is more important than the Tikhonov regularization that avoids...
In this section, we examine the ability of the best proposed approach, MF2A, to discover recently confirmed DTIs with a variant of MFAUPR that tunes \( \eta \) via grid search instead of Algorithm 2. In MFAUPR-\( \eta \), 10 models are trained for 10 \( \eta \) candidates respectively, and the \( \eta \) value that achieves the best AUPR on the test set is chosen. As shown in Figure 4, MFAUPR achieves similar performance with MFAUPR-\( \eta \) with more than 9.5 times speed-up in S2, S3 and S4 that involve predicting interactions for new drugs or targets. This demonstrates the effectiveness of our \( \eta \) selection strategy to pick up the ideal parameter setting. A similar phenomenon can be observed for MFAUC (See supplementary Figure S2).

5.6 Discovery of Novel Interactions

In this section, we examine the ability of the best proposed approach, MF2A, to discover recently confirmed DTIs that
are not recorded in current databases, are good candidates for validation in vitro experiments to check their biological efficiency and clinical meaning.

Table 6 lists the top 5 new DTIs found by MF2A from original golden standard and Luo’s datasets.

### 6 Conclusion

This work proposed a similarity integration method, LIC, which leverages the local interaction consistency based linear weighting to generate the combined similarity that enhances the utility of more reliable views. We further developed three MF based DTI prediction approaches, namely MFAUPR, MFAUC and MF2A, that optimize AUPR, AUC and both of these metrics, respectively. The three MF methods are able to handle multiple similarities input by incorporating LIC as a pre-processing step. Empirical studies demonstrate that MFAUPR and MFAUC outperform the state of the art in terms of the metric they optimize, and MF2A not only achieves the best results in terms of both AUPR and AUC, but also successfully predicts trustworthy new DTIs that are not reported in the original datasets. In addition, the superiority of LIC compared to the prevalent similarity integration methods is verified as well.

Current DTI datasets typically contain many drug-target pairs that actually interact, but have not yet been detected due to the complex and costly experimental verification process. Simply treating these missing DTIs as non-interacting pairs that actually interact, but have not yet been detected due to the complex and costly experimental verification process. Simply treating these missing DTIs as non-interacting
ones would lead to crucial information loss and the existence of noise in the data. In the future, we plan to extend our methods to handle missing interactions properly by incorporating a data imputation strategy.
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The higher the $LC_{tr}$ ($LC_{te}$), the more reliability of GIP-d for the training (test) drugs. The averaged $LC_{tr}$ and $LC_{te}$ across 10 folds are computed as the final reliability indicators. The computation of $LC_{tr}$ and $LC_{te}$ for GIP-t is in the similar way, except for using the 10-fold CV on targets instead of CV on drugs.

Supplementary Figure S1 shows the $LC_{tr}$ and $LC_{te}$ for GIP-d and GIP-t on the four golden standard datasets. In both drug and target aspects, $LC_{tr}$ is much higher than $LC_{te}$, indicating that although the GIP similarity has higher reliability for the training set, its reliability largely decreases for test data. This inconsistent reliability of GIP similarity for training and test data has a crucial impact on the proposed local interaction consistency based similarity integration method (LIC). LIC assigns a larger weight to the GIP similarity according to its higher reliability on the training set, which would overestimate the importance of GIP similarity for test data, as the similarity weights of training and test set are identical.

Furthermore, we compare the results of MF2A using multiple similarities with and without the GIP similarity. As shown in Table S2, the performance of MF2A deteriorates by adding the GIP similarity in most cases, demonstrating the detriment of the GIP similarity. Therefore, we do not use the GIP similarity in our study.

S2 Supplementary Results
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| Similarity Name | Computation method | Source          | NR    | GPCR  | IC    | E     | aveRank |
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| MIS-k4m2        | Mismatch kernel (k = 4, m = 2) | Sequences | 0.239 | 0.263 | 0.542 | 0.266 | 7.25   |
| PPI             | Shortest distance  | PPI network     | 0.293 | 0.073 | 0.171 | 0.149 | 8      |
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| SPEC-k4         | Spectrum kernel (k=4) | Sequences | 0.385 | 0.647 | 0.762 | 0.552 | 1.75   |

Supplementary Table S2: Predicting results of MF2A using the top four similarities with the highest local interaction consistency (Top4) and Top4 similarities plus the GIP similarity (Top4+GIP)

| Metric   | Setting | Similarities | S1 | Top4+GIP | S2 | Top4+GIP | S3 | Top4+GIP | S4 | Top4+GIP |
|----------|---------|--------------|----|----------|----|----------|----|----------|----|----------|
| AUPR     | NR      | 0.673        | 0.611 | 0.578  | 0.541 | 0.588  | 0.587 | 0.289  | 0.296 |
|          | GPCR    | 0.87         | 0.857 | 0.551  | 0.457 | 0.787  | 0.747 | 0.407  | 0.354 |
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|          | IC      | 0.909        | 0.98  | 0.828  | 0.77  | 0.967  | 0.964 | 0.776  | 0.713 |
|          | E       | 0.983        | 0.982 | 0.892  | 0.825 | 0.944  | 0.937 | 0.821  | 0.764 |

Supplementary Fig. S2: Comparison of MFAUC and MFAUC-GS on IC dataset, where MFAUC-GS is a variant of MFAUC that turns \( \eta \) via grid search, i.e. training 10 models for 10 \( \eta \) candidates respectively and choosing the one that achieves the best AUC on the test set.
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### Supplementary Table S3: Full results of MF2A with difference similarity integration methods in all prediction settings

|      | Ave | KA  | AUPR | HISC | SNF | LIC | AUC | Ave | KA  | HISC | SNF | LIC |
|------|-----|-----|------|------|-----|-----|-----|-----|-----|------|-----|-----|
| S1   |     |     |      |      |     |     |     |     |     |      |     |     |
| NR   | 0.655 | 0.665 | 0.665 | 0.611 | 0.673 | | | | | | | |
| GPCR | 0.868 | 0.869 | 0.87 | 0.853 | 0.87 | 0.977 | 0.978 | 0.977 | 0.972 | 0.978 |
| IC   | 0.941 | 0.941 | 0.942 | 0.939 | 0.943 | 0.988 | 0.989 | 0.989 | 0.986 | 0.989 |
| E    | 0.857 | 0.858 | 0.857 | 0.84 | 0.858 | 0.984 | 0.984 | 0.984 | 0.979 | 0.983 |
| AveRank | 3.75 | 2.63 | 2.38 | 5 | 1.25 | 3.25 | 1.75 | 2.75 | 5 | 2.25 |
| S2   |     |     |      |      |     |     |     |     |     |      |     |     |
| NR   | 0.555 | 0.569 | 0.562 | 0.518 | 0.58 | 0.832 | 0.834 | 0.831 | 0.802 | 0.833 |
| GPCR | 0.533 | 0.548 | 0.536 | 0.524 | 0.551 | 0.921 | 0.923 | 0.921 | 0.911 | 0.924 |
| IC   | 0.486 | 0.496 | 0.488 | 0.424 | 0.495 | 0.826 | 0.827 | 0.826 | 0.807 | 0.828 |
| E    | 0.392 | 0.406 | 0.395 | 0.37 | 0.422 | 0.885 | 0.885 | 0.885 | 0.861 | 0.892 |
| AveRank | 4 | 1.75 | 3 | 5 | 1.25 | 3.25 | 2 | 3.5 | 5 | 1.25 |
| S3   |     |     |      |      |     |     |     |     |     |      |     |     |
| NR   | 0.581 | 0.571 | 0.574 | 0.521 | 0.58 | 0.831 | 0.822 | 0.822 | 0.793 | 0.819 |
| GPCR | 0.78 | 0.777 | 0.784 | 0.778 | 0.787 | 0.959 | 0.961 | 0.959 | 0.962 | 0.96 |
| IC   | 0.863 | 0.863 | 0.863 | 0.852 | 0.863 | 0.967 | 0.967 | 0.967 | 0.963 | 0.967 |
| E    | 0.731 | 0.735 | 0.732 | 0.712 | 0.731 | 0.944 | 0.944 | 0.944 | 0.936 | 0.944 |
| AveRank | 2.75 | 3.13 | 2.38 | 4.75 | 2 | 2.63 | 2.5 | 2.88 | 4 | 3 |
| S4   |     |     |      |      |     |     |     |     |     |      |     |     |
| NR   | 0.294 | 0.294 | 0.297 | 0.238 | 0.259 | 0.658 | 0.649 | 0.66 | 0.622 | 0.649 |
| GPCR | 0.4 | 0.401 | 0.401 | 0.379 | 0.407 | 0.883 | 0.884 | 0.883 | 0.874 | 0.886 |
| IC   | 0.34 | 0.348 | 0.341 | 0.282 | 0.352 | 0.772 | 0.773 | 0.771 | 0.758 | 0.776 |
| E    | 0.213 | 0.225 | 0.215 | 0.218 | 0.235 | 0.813 | 0.817 | 0.816 | 0.802 | 0.821 |
| AveRank | 3.75 | 2.63 | 2.63 | 4.5 | 1.5 | 3.13 | 2.38 | 2.88 | 5 | 1.63 |

**Summary**

| Ave | KA  | HISC | SNF | LIC | Ave | KA  | HISC | SNF | LIC |
|-----|-----|------|-----|-----|-----|-----|------|-----|-----|
| 3.56 | 2.34 | 2.6 | 4.81 | 1.5 | 3.07 | 2.16 | 3 | 4.75 | 2.03 |