Determination of $\alpha_s$ in NNLO QCD using H1 jet cross-section measurements
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Abstract. Measurements of jet cross sections in neutral current deep-inelastic scattering (NC DIS) using data taken with the H1 detector at HERA are accomplished by the precision measurement of double-differential inclusive jet, dijet and trijet cross sections at low photon virtualities $5.5 < Q^2 < 80 \text{ GeV}^2$, and by extending previous inclusive jet measurements in the range $150 < Q^2 < 15000 \text{ GeV}^2$ to low transverse jet momenta $5 < P_T < 7 \text{ GeV}$. The strong coupling constant at the Z-boson mass, $\alpha_s(m_Z)$, is determined in next-to-next-to-leading order (NNLO) QCD using H1 inclusive jet and dijet cross section measurements. Complementary, $\alpha_s(m_Z)$ is determined together with parton distribution functions of the proton (PDFs) from jet and inclusive DIS data measured by the H1 experiment. The running of the strong coupling is tested at different values of the renormalisation scale and the results are found to be in agreement with the QCD expectations.

1 Introduction

Jet production in neutral current deep-inelastic scattering (NC DIS) at HERA is an important process to test perturbative calculations based on Quantum Chromodynamics (QCD), the theory of strong interactions. In the Breit frame, where the virtual photon and the proton collide head on, the jet production process always involves at least one strong vertex and, therefore, is well suited for a determination of the strong coupling $\alpha_s$.

The jet measurements program in NC DIS at HERA by the H1 collaboration is now completed, see [1] and references in [2]. The last piece of this scientific program [1], an extension of the measured range to low negative four-momentum transfer squared, $5.5 < Q^2 < 80 \text{ GeV}^2$, and, for previous inclusive jet measurements in the range $150 < Q^2 < 15000 \text{ GeV}^2$ [3], to low transverse jet momenta $5 < P_T < 7 \text{ GeV}$, is presented here together with the first determination [2] of the strong coupling constant at the Z-boson mass, $\alpha_s(m_Z)$, which is making use of recent calculations of jet production at next-to-next-to-leading order in QCD (NNLO) [4–7], applied to the H1 jet data. These NNLO calculations are also used for the first time for the determination of parton distribution functions of the proton (PDFs).

2 Jet production measurements at low $Q^2$

For the low-$Q^2$ analysis [1] the data sample was collected with the H1 detector at HERA in the years 2005 to 2007, where electron or positron$^2$ beams with an energy of $E_e = 27.6 \text{ GeV}$
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collided with protons of energy $E_p = 920\text{ GeV}$, resulting in a centre-of-mass energy of $\sqrt{s} = 319\text{ GeV}$. The integrated luminosity corresponds to 290 pb$^{-1}$. Double-differential cross sections of inclusive jet, dijet and trijet cross sections are obtained, extending the kinematic range of an earlier measurement both to lower momentum transfer, $5 < Q^2 < 80\text{ GeV}^2$, and to lower jet transverse momenta. The transverse momenta of jets in the Breit frame, $P^{\text{jet}}_T$, are required to exceed 4 GeV. Inclusive jet cross sections are measured in the jet transverse momenta range $4.5 < P^{\text{jet}}_T < 50\text{ GeV}$. Dijet cross sections are measured as a function of the average transverse momentum of the two jets with the highest $P^{\text{jet}}_T$ in an event, $\langle P^{\text{jet}}_T \rangle_2 = \frac{1}{2}(P^{\text{jet1}}_T + P^{\text{jet2}}_T)$, in the range $5 < \langle P^{\text{jet}}_T \rangle_2 < 50\text{ GeV}$, and trijet cross sections as a function of $\langle P^{\text{jet}}_T \rangle_3 = \frac{1}{3}(P^{\text{jet1}}_T + P^{\text{jet2}}_T + P^{\text{jet3}}_T)$ in the range $5.5 < \langle P^{\text{jet}}_T \rangle_3 < 40\text{ GeV}$. At large momentum transfer, $150 < Q^2 < 15\text{000 GeV}^2$, an extension of previously published inclusive jet cross section measurements to lower transverse jet momenta, $5 < P^{\text{jet}}_T < 7\text{ GeV}$, is presented.

The measured jet data are corrected for effects of detector acceptance, efficiency and resolution using a regularised unfolding [8]. A detector response matrix with elements $a_{ij}$ expressing the probability for an observable originating in the generated MC sample from an interval $i$ to be measured in an interval $j$, is determined using the average of the reweighted Djangoh [9] and Rapgap [10] MC simulations. Migrations from the ‘extended analysis phase space’ to the ‘measurement phase space’, are included via additional rows and columns in the detector response matrix. The resulting migration matrix, which takes into account statistical correlations between NC DIS, inclusive jets, dijet and trijet measurements, has a size of 3381 (on the hadron level) times 12 300 (on the detector level) elements. For the final cross sections on the hadron level, 320 unfolded values are used. For the final inclusive jet cross sections, 168 unfolded values are used to calculate the 48 data points. Respectively, 88 and 56 unfolded values are used to obtain the 48 dijet and 32 trijet data points.

The jet cross sections obtained are hadron level cross sections corrected for radiative QED effects. The cross section data point $k$ is calculated as

$$\sigma_k = c^\text{rad}_k \frac{n^{\text{unfolded}}_k}{\mathcal{L}},$$  

where $n^{\text{unfolded}}_k$ is the sum of the unfolded numbers of events in bins corresponding to the data point $k$, $c^\text{rad}_k$ denotes the correction for QED radiative effects, and $\mathcal{L}$ is an integrated luminosity.

The simultaneous unfolding of the inclusive NC DIS measurement together with the jet measurements, respecting all statistical correlations, allows for the determination of jet cross sections normalised to the inclusive NC DIS cross section. Normalised jet cross sections are defined as the ratio of the double-differential absolute jet cross section to the NC DIS cross section in the respective $Q^2$-bin $k_q$:

$$\sigma^\text{norm}_k = \frac{\sigma_k}{\sigma^\text{NC}_{k_q}}.$$  

Double-differential cross sections of the inclusive jet, dijet and trijets production are measured [1] as a function of $P^{\text{jet}}_T$, $\langle P^{\text{jet}}_T \rangle_2$ or $\langle P^{\text{jet}}_T \rangle_3$ at different values of $Q^2$.

Ratios of the inclusive jet cross section measurements to the NLO predictions are shown in figure 1. The bin at low $P^{\text{jet}}_T$ for $150 < Q^2 < 15\text{000 GeV}^2$ corresponds to the extension of the high-$Q^2$ measurements [3] to the region $5 < P^{\text{jet}}_T < 7\text{ GeV}$ [1]. The ratios are compared with the similar theory ratios of the theoretical predictions in NNLO [4–7] and in approximate NNLO corresponding to NLO supplemented with two-loop threshold corrections (aNNLO) [11, 12]. In general, the data are well described by the predictions within
experimental and theoretical uncertainties. The central values of the NLO and the aNNLO predictions are lower than the data in most bins, while the NNLO predictions have a tendency to lie above the data. At lower values of $Q^2$, NLO predicts harder $P_T^{\text{jet}}$-spectra than observed. The NNLO predictions give a good description of the $P_T^{\text{jet}}$-distributions. The aNNLO predictions provide a reasonable description of the shape of the $P_T^{\text{jet}}$-distributions.
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**Figure 1.** Ratio of inclusive jet cross section measurements to the NLO predictions as a function of $Q^2$ and $P_T^{\text{jet}}$. The new data are presented as full circles. The NNLO and aNNLO predictions are also shown.

A comparison of the ratio of the double-differential dijet cross sections to NLO predictions with the predictions in NNLO and in aNNLO is shown in figure 2 (left) as a function of $\langle P_T \rangle_2$ and $Q^2$. Within the scale uncertainties, the data are described well by the QCD predictions. However, the NNLO and aNNLO predictions provide a better description of the shapes than the NLO predictions.

The ratio of the double-differential trijet cross sections to NLO predictions as function of $\langle P_T \rangle_3$ and $Q^2$ is displayed in figure 2 (right). The NLO calculations give an overall good agreement with the data over the full phase space. However, a trend to undershoot the data at lower values of $\langle P_T \rangle_3$ and to overshoot them at higher values of $\langle P_T \rangle_3$ is observed, which is more pronounced at lower values of $Q^2$.

In order to obtain the normalised inclusive jet, dijet and trijet cross sections as defined in equation 2, cross sections for inclusive NC DIS are measured in the $Q^2$ bins for $0.2 < y < 0.6$. The relative experimental uncertainties of the normalised jet cross sections are of similar size as the ones of the absolute jet cross sections.
The cross sections for jet production have been measured by H1 at two different centre-of-mass energies using data from different periods of data taking. Inclusive jet and dijet cross sections measured in the range $5 < Q^2 < 15000 \text{GeV}^2$ and inelasticities $0.2 < y < 0.7$ are considered. Common to all data, jets are defined in the Breit frame using the $k_t$ clustering algorithm with a resolution parameter $R = 1$. The jet four-vectors are restricted to the pseudorapidity range $-1 < \eta^\text{jet} < 2.5$ in the laboratory frame. The data sets ‘300 GeV’, ‘HERA-I’ and ‘HERA-II’ correspond to different data taking periods and are subdivided into two kinematic ranges, the low-$Q^2$ ($Q^2 \lesssim 100 \text{GeV}^2$) and high-$Q^2$ ($Q^2 \gtrsim 150 \text{GeV}^2$) domains, where different components of the H1 detector were used for the measurement of the scattered lepton. In total 9 data sets of inclusive jet and dijet cross sections measured double-differentially as functions of $Q^2$ and the jet transverse momentum are used.

In order to avoid regions of phase space where the predictions exhibit an enhanced infrared sensitivity, the phase space definitions impose asymmetric cuts on the transverse momenta of the two leading jets. Such an asymmetric cut may also be obtained by choosing $\langle P_T \rangle$ larger than the minimum $P^\text{jet}_T$. For this reason, data points with $\langle P_T \rangle < 7 \text{GeV}$ are excluded from the HERA-I low-$Q^2$ data set.

The renormalisation $\mu_R$ and factorisation $\mu_F$ scales in this analysis are chosen to be

$$\mu_R^2 = \mu_F^2 = Q^2 + P^2_T,$$

where $P_T$ denotes $P^\text{jet}_T$ in the case of inclusive jet cross sections and $\langle P_T \rangle_2$ for dijets.

The ratios of inclusive jet and dijet cross sections to NNLO predictions are shown in figure 3 as a function of the scale value of the data point $\tilde{\mu}$.

### Theory

The cross sections for inclusive jet and dijet production for a given phase space interval $i$ are calculated as a convolution in the variable $x$ of the PDFs $f_i$ and perturbatively calculated...
partonic cross sections $\hat{\sigma}_{i,k}$, 

$$\sigma_i = \sum_{k=q,q\bar{q}} \int dx f_k(x, \mu_F) \hat{\sigma}_{i,k}(x, \mu_R, \mu_F) \cdot c_{\text{had},i},$$

(4)

where the sum runs over all parton flavours $k$. The calculations depend on the scales $\mu_R$ and $\mu_F$. The factors $c_{\text{had},i}$ account for non-perturbative effects (hadronisation corrections).

Both the $f_k$ and the $\hat{\sigma}_{i,k}$ are sensitive to the strong coupling. The partonic cross sections are given in terms of the perturbative expansion in orders of $\alpha_s(\mu_R)$ 

$$\hat{\sigma}_{i,k} = \sum_n \alpha_s^n(\mu_R) \hat{\sigma}_{i,k}^{(n)}(x, \mu_R, \mu_F).$$

(5)

The hard coefficients $\hat{\sigma}_{i,k}^{(n)}$ are calculated for the expansion up to $O(\alpha_s^n)$ taking into account properties of the jet algorithm in the integration over the phase space. The renormalisation scale dependence (‘running’) of the coupling satisfies the renormalisation group equation 

$$\mu_R^2 \frac{d\alpha_s}{d\mu_R^2} = \beta(\alpha_s).$$

(6)

The QCD beta-function $\beta$ is known at 4-loop accuracy. The strength of the coupling thus may be determined at an arbitrary scale, which is conventionally chosen to be the mass of the $Z$-boson.

The PDFs $f_k$ exhibit a dependence on $\alpha_s(m_Z)$, which can be schematically expressed as 

$$\mu_F^2 \frac{df}{d\mu_F^2} = \mathcal{P}(\alpha_s) \otimes f$$

(7)

with $\mathcal{P}$ being the QCD splitting kernels and the symbol ‘$\otimes$’ denoting a convolution. After fixing the $x$-dependence of the PDFs $f_k$ at a scale $\mu_0$ and setting $\mu_R = \mu_F$, the PDF at any factorisation scale $\mu_F$ is calculated as 

$$f(x, \mu_F, \alpha_s(m_Z)) = \Gamma(\mu_F, \mu_0, \alpha_s(m_Z)) \otimes f_{\mu_0}(x)$$

(8)
with \( \Gamma \) being the evolution kernel which obeys equation 7. It is here calculated in NNLO, i.e. in 3-loop accuracy [13, 14], with five active flavours.

The evolution starting scale is chosen to be \( \mu_0 = 20 \text{GeV} \). The PDFs at \( \mu_0 = 20 \text{GeV} \) are provided by the NNPDF3.1 PDF set [15] which was obtained with a nominal value of \( \alpha_s^{\text{PDF}}(m_Z) = 0.118 \).

### 3.1 The \( \alpha_s \)-fit of the jet data

The value of the strong coupling constant is determined in a fit of theory predictions to H1 jet cross sections with a single free fit parameter. The goodness-of-fit quantity, which is subject to the minimisation algorithm, is defined as

\[
\chi^2 = \sum_i \sum_j (\log \varsigma_i - \log \sigma_i) (V_{\text{exp}} + V_{\text{had}} + V_{\text{PDF}})^{-1}_{ij} (\log \varsigma_j - \log \sigma_j)
\]

where \( \varsigma_i \) are the measurements and \( \sigma_i \) the predictions. The covariance matrices express the relative uncertainties of the data \( (V_{\text{exp}}) \), hadronisation correction factors \( (V_{\text{had}}) \) and the PDFs \( (V_{\text{PDF}}) \). The underlying statistical model is that the logarithm of each measurement is normal-distributed within its relative uncertainty. Correlations of the uncertainties among the different data sets and running periods are taken into account. The hadronisation corrections and their uncertainties have been provided together with the jet cross section measurements. The PDF uncertainties are related to the respective PDF set.

In order to study the size of the uncertainties as a function of \( \tilde{\mu} \), the fits to inclusive jet and to dijet cross sections are performed using data points exceeding a given value \( \tilde{\mu}_{\text{cut}} \). The resulting uncertainties are displayed in figure 4 (left). The experimental uncertainties are smaller for lower \( \tilde{\mu} \) because more data are considered in the fit. In contrast, the scale uncertainties of the NNLO cross section predictions are decreasing with increasing \( \tilde{\mu} \). For \( \tilde{\mu} > 28 \text{GeV} \) the experimental and scale uncertainties are getting rather similar in size.

**Figure 4.** Left: Uncertainties of the \( \alpha_s \) fit as a function of \( \tilde{\mu}_{\text{cut}} \). Right: Results for \( \alpha_s(\mu_R) \) and \( \alpha_s(m_Z) \) for fits to data points arranged in groups of similar \( \mu_R \), compared to results from other experiments.
Results for the strong coupling

Running of the strong coupling as a function of the scale $\mu_R$ is tested performing fits to the H1 jet data points grouped into intervals of $\tilde{\mu}$ as it is indicated in figure 3. The $\alpha_s$-fit results are shown in figure 4 (right). The measured $\alpha_s(\mu_R)$ values demonstrate expected running of the strong coupling in the accessible range of approximately 7 to 90 GeV. The results are consistent with other determinations of $\alpha_s$ at NNLO accuracy [16–19] and at NLO at very high scale [20], which are also shown. The values of $\alpha_s(m_Z)$ obtained from the fits are displayed in the bottom panel of figure 4 (right) and good agreement between theory and data is found.

The $\alpha_s(m_Z)$ values obtained in the fits to the individual H1 inclusive jet and dijet data sets are shown in figure 5 (left). They are all found to be consistent. The $\chi^2/n_{\text{dof}}$ values of the fits are around unity indicating consistency of the individual data sets.

The value of $\alpha_s(m_Z)$ from ‘H1 inclusive jets’ and from ‘H1 dijets’ are also shown in figure 5 (left). They have a significantly reduced experimental uncertainty compared to the results for the individual data sets. The fit to H1 jets yields $\chi^2/n_{\text{dof}} = 0.98$ for 200 data points and $\alpha_s(m_Z) = 0.1143 (9)_{\text{exp}} (43)_{\text{th}}$. The $\alpha_s(m_Z)$ value obtained from H1 jet data restricted to $\tilde{\mu} > 28$ GeV is

$$\alpha_s(m_Z) = 0.1157 (20)_{\text{exp}} (6)_{\text{had}} (3)_{\text{PDF}} (2)_{\text{PDF}_{\text{ext}}} (3)_{\text{PDFset}} (27)_{\text{scale}}$$

with $\chi^2 = 63.2$ for 91 data points. Although the reduced number of data points leads to an increased experimental uncertainty, the scale uncertainty is found to be reduced significantly and all PDF related uncertainties essentially vanish. Therefore, this $\alpha_s(m_Z)$ determination is taken as the main result. This result as well as the results obtained from the inclusive jet and dijet data separately are consistent with the world average [21].

3.2 Simultaneous $\alpha_s$ and PDF determination

In a complementary approach denoted as ‘PDF+$\alpha_s$-fit’ in [2], a fit in NNLO accuracy is performed to determine $\alpha_s(m_Z)$ together with the non-perturbative PDFs. As input to the fit the H1 normalised inclusive jet and dijet cross sections are taken as well as the H1 polarised and unpolarised inclusive NC and charged current (CC) DIS cross section data sample identical to the one used in the H1PDF2012 PDF fit [22].

The PDFs are parametrised at a low starting scale $\mu_0$ which is below the charm-quark mass. Heavy-quark PDFs are generated dynamically and only light-quark PDFs and the gluon distribution have to be determined in the fit. The predictions for the inclusive DIS cross sections are calculated using structure function calculations in NNLO using the zero-mass variable flavour number scheme. For inclusive DIS predictions the scales $\mu_R^2$ and $\mu_F^2$ are set to $Q^2$ and for jet predictions to $Q^2 + P_T^2$.

For the PDF+$\alpha_s$-fit all data are restricted to the range $Q^2 > 10$ GeV$^2$ and for jet cross sections $\tilde{\mu}$ above two masses of the $b$-quark is required in addition. At the starting scale $\mu_0^2 = 1.9$ GeV$^2$ the following functional form is used for description of the parton densities in the proton

$$x f(x) |_{\mu_0} = f_A x^{s_A} (1-x)^{c_A} (1 + f_D x + f_E x^2),$$

where $f$ is one of $g$, $\tilde{u}$, $\tilde{d}$, $\tilde{U}$, $\tilde{D}$, denoting the density of the gluon, up-valence, down-valence, up-sea, down-sea, respectively. The strange sea is set to $\bar{s}(x) = f_s \bar{D}$, where $f_s = 0.4$. Parameters $f_D$ and $f_E$ are set to zero by default, but are added for specific flavours in order to improve the fit. The parameters $g_A$, $\bar{u}_A$ and $\bar{d}_A$ are constrained by sum rules. The parameter $\bar{U}_A$ is set equal to $\bar{D}_A (1 - f_s)$. The parameter $\bar{U}_B$ is set equal to $\bar{D}_B$. A total of 12 fit parameters are used to describe the PDFs.
Figure 5. Summary of $\alpha_s(m_Z)$ values obtained in the $\alpha_s$-fits to individual and multiple H1 jet data sets and in the H1PDF2017 NNLO PDF+$\alpha_s$-fit. The inner error bar indicate the experimental uncertainty and the outer error bars the total uncertainty. The results are compared to the world average and (right figure) to other NNLO $\alpha_s$ determinations from DIS data.

The uncertainty obtained from the fit comprises experimental uncertainties of the data and hadronisation uncertainties of the jet cross section predictions. The resulting uncertainty of $\alpha_s(m_Z)$ from the PDF+$\alpha_s$-fit is denoted as ‘exp,had,PDF’. The model uncertainty (‘mod’) is estimated as the quadratic sum of the differences of the nominal result to the resulting values of $\alpha_s$ when repeating the fit with alternative values of the input parameters. Parametrisation uncertainties (‘par’) are attributed by adding extra $f_D$ or $f_E$ parameters to the fit or by varying the starting scale or by addition of a more flexible functional form for the gluon, similar to the PDF parametrisation used for the HERAPDF2.0 [23] fit. In total eight parametric forms different from the default are considered. The scale uncertainty of $\alpha_s(m_Z)$ is determined by repeating fits with scale factors 0.5 and 2 applied to $\mu_R$ and $\mu_F$ simultaneously to all calculations involved.

The PDF+$\alpha_s$-fit differs from the $\alpha_s$-fit in the following aspects: the usage of normalised jet cross sections, the inclusion of NC and CC DIS cross sections and the low starting scale $\mu_0$ of the DGLAP evolution, thus assuming the validity of the running coupling and the PDF evolution down to lower scale values.

**Fit results and the value of $\alpha_s(m_Z)$**

The fit yields $\chi^2/n_{dof} = 1539.7/(1529 - 13)$, confirming good agreement between the predictions and the data. The resulting PDFs are able to describe 141 jet data points and the inclusive DIS data simultaneously. The value of $\alpha_s(m_Z)$ is determined to be

$$\alpha_s(m_Z) = 0.1142 (11)_{\text{exp,had,PDF}} (2)_{\text{mod}} (2)_{\text{par}} (26)_{\text{scale}}.$$


This value is consistent with the results of the $\alpha_s$-fits shown in figure 5, and with the world average. The $\alpha_s(m_Z)$ result is also compared in figure 5 (right) to values from the PDF fitting groups ABM [24], ABMP [25], BBG [26], HERAPDF [23], JR [27], NNPDF [28] and MMHT [29] and consistency is found. The result is consistent with other determinations and has a competitive experimental uncertainty.

**PDF parametrisation results**

The PDF and $\alpha_s(m_Z)$ parameters determined together in the PDF+$\alpha_s$-fit are denoted as H1PDF2017[NNLO], which is available in the LHAPDF [30] format with experimental, hadronisation and $\alpha_s(m_Z)$ uncertainties included. The gluon and singlet momentum distributions, $xg$ and $x\Sigma$, the latter defined as the sum of all quark and anti-quark densities, are compared to NNPDF3.1 at a scale $\mu_F = 20$ GeV in figure 6 (left) and their ratios to NNPDF3.1 are shown in figure 6 (middle). Within uncertainties, the gluons and singlet distributions obtained for H1PDF2017[NNLO] are in fair agreement with NNPDF3.1. Note that there are differences in the datasets used for the fits. For H1PDF2017[NNLO] only H1 data are considered, restricted to the range $Q^2 > 10$ GeV$^2$. For NNPDF3.1 the combined HERA DIS data [23] are used, starting from $Q^2 > 3.5$ GeV$^2$. Data from other processes and experiments are also included, but no DIS jet data.

![PDF+$\alpha_s$ fit](image)

**Figure 6.** Left: Gluon and singlet distributions at $\mu_F = 20$ GeV determined in the H1PDF2017[NNLO] PDF+$\alpha_s$-fit, as a function of the convolution variable $x$. The PDFs are compared to the NNPDF3.1 PDFs determined with values of $\alpha_s(m_Z)$ of 0.114 and 0.118. Middle: Ratios of distributions to NNPDF3.1. Right: Error ellipses of Hessian uncertainties at 68% confidence level of $\alpha_s(m_Z)$ and the gluon density $xg$ at $\mu_F = 20$ GeV and $x = 0.01$ as a result of two different PDF+$\alpha_s$-fits. The filled ellipse indicates the result of the H1PDF2017[NNLO] fit and the dashed line of a PDF+$\alpha_s$-fit with jet data excluded.

The impact of H1 jet data on PDF fits

The PDF+$\alpha_s$-fit is repeated with the normalised jet data excluded, i.e. only inclusive DIS data are considered. For this fit and the H1PDF2017[NNLO] fit the gluon distribution $xg(x,\mu_F)$ is evaluated at $\mu_F = 20$ GeV and $x = 0.01$ and its Hessian uncertainty together with its correlation coefficient with $\alpha_s(m_Z)$ are calculated. The resulting Hessian error ellipses are displayed in figure 6 (right) at a confidence level of 68%. Compared to the fit without jet data, the inclusion of jet data significantly reduces the uncertainties of $\alpha_s(m_Z)$ and $xg$, as well as their correlation. Also shown is the gluon distribution of NNPDF3.1 determined for different values of $\alpha_s(m_Z)$. At this particular choice of $x$ and $\mu_F$, the gluon density of
H1PDF2017 [NNLO] is found to be consistent with NNPDF3.1 in the range where $\alpha_s^{PDF}(m_Z)$ is close to the result of the H1PDF2017 [NNLO] fit.

The inclusion of jet data stabilises the gluon density determination and allows for a simultaneous determination of $xg$ and $\alpha_s(m_Z)$, with a precision on $xg$ competitive to global PDF fits obtained using fixed value of $\alpha_s^{PDF}(m_Z)$.

4 Summary

Measurements of the inclusive jet, dijet and trijet cross sections in NC DIS at HERA in the H1 experiment are accomplished by measurements at low $Q^2$ in the range $5.5 < Q^2 < 80 \text{ GeV}^2$ and by an extension of inclusive jet measurements at $150 < Q^2 < 15000 \text{ GeV}^2$ to low jet transverse momenta of $5 < P_T^{\text{jet}} < 7 \text{ GeV}$. The precision of the measurements is in the range of 6\% to 20\%, with the exception of the highest $P_T^{\text{jet}}$ bins. The jet cross sections normalised to the inclusive NC DIS cross sections are also obtained. The new jet measurements are fairly well described by the QCD calculations at NLO, NNLO and approximate NNLO (aNNLO) corrected for hadronisation effects.

The new NNLO QCD calculations for jet production cross sections in NC DIS are exploited for a determination of the strong coupling constant $\alpha_s(m_Z)$ using inclusive jet and dijet cross section measurements published by the H1 collaboration.

In the first approach H1 inclusive jet and dijet data are analysed. The cross section predictions account for the $\alpha_s$ dependence in the two components of the calculations, the partonic cross sections and the parton distribution functions (PDFs). The strong coupling constant is determined to be $\alpha_s(m_Z) = 0.1157(20)_{\text{exp}}(29)_{\text{th}}$, where the jet data are restricted to high scales $\mu > 28 \text{ GeV}$. Values of $\alpha_s(m_Z)$ determined from inclusive jet data or dijet data alone are found to be consistent with the main result. All results are found to be consistent with each other and with the world average value of $\alpha_s(m_Z)$. The running of the strong coupling constant is tested in the range of approximately 7 to 90 GeV and found to be consistent with the expectations.

In a second approach a combined determination of PDF parameters and $\alpha_s(m_Z)$ in NNLO accuracy is performed. In this fit all normalised inclusive jet and dijet cross sections published by H1 are analysed together with all inclusive NC and CC DIS cross sections determined by H1. Using the data with $Q^2 > 10 \text{ GeV}^2$, the value of $\alpha_s(m_Z)$ is determined to be $\alpha_s(m_Z) = 0.1142(28)_{\text{tot}}$. Consistency with the other results and the world average is found. The resulting PDF set H1PDF2017 [NNLO] is found to be in fair agreement with NNPDF3.1.

This is the first precision extraction of $\alpha_s(m_Z)$ from jet data at NNLO involving a hadron in the initial state. The NNLO calculations improve significantly the description of the data and reduce the dominating theoretical uncertainty on $\alpha_s(m_Z)$ in comparison to previously employed NLO calculations. All jet cross section measurements are found to be well described by the NNLO predictions. These NNLO calculations are employed for a PDF determination for the first time.
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