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Abstract

The van Est map is a map from Lie groupoid cohomology (with respect to a sheaf taking values in a representation) to Lie algebroid cohomology. We generalize the van Est map to allow for more general sheaves, namely to sheaves of sections taking values in a (smooth or holomorphic) $G$-module, where $G$-modules are structures which differentiate to representations. Many geometric structures involving Lie groupoids and stacks are classified by the cohomology of sheaves taking values in $G$-modules and not in representations, including $S^1$-groupoid extensions and equivariant gerbes. Examples of such sheaves are $\mathcal{O}^*$ and $\mathcal{O}^*(+D)$, where the latter is the sheaf of invertible meromorphic functions with poles along a divisor $D$. We show that there is an infinitesimal description of $G$-modules and a corresponding Lie algebroid cohomology. We then define a generalized van Est map relating these Lie groupoid and Lie algebroid cohomologies, and study its kernel and image. Applications include the integration of several infinitesimal geometric structures, including Lie algebroid extensions, Lie algebroid actions on gerbes, and certain Lie $\infty$-algebroids.
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Many geometric structures involving Lie groupoids and stacks are classified by sheaf cohomology with respect to sheaves more general than sheaves of sections taking values in a (smooth) representation; often what is needed are sheaves of sections taking values in (smooth or holomorphic) $G$-modules. These include rank one representations, $S^1$-groupoid extensions and equivariant gerbes. In particular, these structures are related to flat connections on line bundles and on gerbes, to group actions on principal bundles, to the prequantization of symplectic groupoids and higher representations of Lie groups, and to the basic gerbe on a compact simple Lie group. All of these examples have known infinitesimal descriptions, and the generalized van Est map will show how to obtain these infinitesimal descriptions from the global geometric structure. This paper generalizes work done by Brylinski, Crainic, Weinstein and Xu in [4], [5] and [24], respectively.

The van Est map, as defined in [5], is a “differentiation” map; its domain is the cohomology of a Lie groupoid $G$ with coefficients taking values in a (smooth) representation, and its codomain is the cohomology of a Lie algebroid $\mathfrak{g}$ with coefficients taking values in a (smooth) $\mathfrak{g}$-representation. The generalized van Est map will have as its domain the cohomology of a Lie groupoid with coefficients taking values in a (smooth or holomorphic) $G$-module, which are generalizations of representations, and were defined by Tu in [21]; the codomain of this generalized van Est map will be the cohomology of a generalized Deligne complex, which is a generalization of the Chevalley-Eilenberg complex.

The main theorem we prove determines the kernel and image of the van Est map up to a certain degree, depending on the connectivity of the source fibers of the groupoid. Applications include effective criteria for the integration of several infinitesimal geometric structures, including rank one representations, Lie algebroid extensions, Lie algebroid actions on gerbes, and certain Lie $\infty$-algebroids.

The results we prove help to compute not only the cohomology of sheaves on Lie groupoids,
and we define where

Definition 0.1.3 (see [8]). Given a (semi) simplicial manifold $Z^*$, $Sh(Z^*)$ has enough injectives, and we define

$$H^n(Z^*, S_\bullet) := R^n\Gamma_{inv}(S_\bullet),$$

where $\Gamma_{inv} : Sh(Z^*) \to Ab$ is given by $S_\bullet \mapsto Ker[\Gamma(S_0) \xrightarrow{\delta^*} \Gamma(S_1)]$. ■

Outline of Paper

The paper is organized as follows: section 0 is a brief review of simplicial manifolds, Lie groupoids and stacks, but it is important for setting up notation, results and constructions which will be used in the next sections. This section contains all of the results about stacks that are needed for this paper. Section 1 contains a review and a generalization of the Chevalley-Eilenberg complex. Section 2 is where we define the van Est map and prove the main theorem of the paper. The next sections of the paper concern applications of the main theorem, various new constructions of geometric structures involving Lie groupoids, and examples.

Notation: For the rest of the paper, we use the following notation: given a smooth (or holomorphic) surjective submersion $\pi : M \to X$, we let $O(M)$ denote the sheaf of smooth (or holomorphic) sections of $\pi$.
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0.1 Simplicial Manifolds

In this section we briefly review simplicial manifolds, sheaves on simplicial manifolds and their cohomology.

Definition 0.1.1. Let $Z^*$ be a (semi) simplicial manifold, i.e. a contravariant functor from the (semi) simplex category to the category of manifolds. A sheaf $S_\bullet$ on $Z^*$ is a sheaf $S_n$ on $Z^n$, for all $n \geq 0$, such that for each morphism $f : [n] \to [m]$ we have a morphism $S(f) : Z(f)^{-1}S_n \to S_m$, and such that $S(f \circ g) = S(f) \circ S(g)$. A morphism between sheaves $S_\bullet$ and $G_\bullet$ on $Z^*$ is a morphism of sheaves $u^n : S_n \to G_n$ for each $n \geq 0$ such that for $f : [n] \to [m]$ we have that $u^m \circ S(f) = G(f) \circ u^n$. We let $Sh(Z^*)$ denote the category of sheaves on $Z^*$. ■

Definition 0.1.2. Given a sheaf $S_\bullet$ on a (semi) simplicial manifold $Z^*$, we define $Z^n := Ker[\Gamma(S_n) \xrightarrow{\delta^n} \Gamma(S_{n+1})]$, $B^n := Im[\Gamma(S_{n-1}) \xrightarrow{\delta^n} \Gamma(S_n)]$, where $\delta^*$ is the alternating sum of the face maps, i.e.

$$\delta^* = \sum_{i=0}^{n} (-1)^i d_{n,i}^{-1},$$

where $d_{n,i} : Z^n \to Z^{n-1}$ is the $i$th face map. We then define the naive cohomology (see [10])

$$H^n_{naive}(Z^*, S_\bullet) := Z^n/B^n.$$
Remark 0.1.4. As usual, in addition to injective resolutions one can use acyclic resolutions to compute cohomology.

Remark 0.1.5 (see [8]). A convenient way to compute $H^*(Z^\bullet, S_\bullet)$ is to choose a resolution

$$0 \to S_\bullet \to A_0^0 \xrightarrow{\partial_0^0} A_1^1 \xrightarrow{\partial_1^1} \cdots$$

such that

$$0 \to S_n \to A_n^0 \xrightarrow{\partial_n^0} A_n^1 \xrightarrow{\partial_n^1} \cdots$$

is an acyclic resolution of $S_n$, for all $n \geq 0$, and then take the cohomology of the total complex of the double complex $C_p^q = \Gamma(A_p^q)$, with differentials $\delta^*$ and $\partial_p^q$.

The following theorem is a well-known consequence of the Grothendieck spectral sequence:

Theorem 0.1.6 (Leray Spectral Sequence). Let $f : X^\bullet \to Y^\bullet$ be a morphism of simplicial topological spaces, and let $S_\bullet$ be a sheaf on $X^\bullet$. Then there is a spectral sequence $E_2^{pq}$, called the Leray spectral sequence, such that $E_2^{pq} = H^p(Y^\bullet, R^qf_* (S_\bullet))$ and such that

$$E_2^{pq} \Rightarrow H^{p+q}(X^\bullet, S_\bullet).$$

0.2 Stacks

Here we briefly review the theory of differentiable stacks. A differentiable stack is in particular a category, and first we will define the objects of the category, and then the morphisms. All manifolds and maps can be taken to be in the smooth or holomorphic categories. The following definitions can be found in [2].

Definition 0.2.1. Let $G \Rightarrow G^0$ be a Lie groupoid. A $G$-principal bundle (or principal $G$-bundle) is a manifold $P$ together with a surjective submersion $P \xrightarrow{s} M$ and a map $P \xrightarrow{\rho} G^0$, called the moment map, such that there is a right $G$-action on $P$, i.e. a map $P \times G \to P$, denoted $(p, g) \mapsto p \cdot g$, such that

- $\pi(p \cdot g) = \pi(p)$
- $\rho(p \cdot g) = s(g)$
- $(p \cdot g_1) \cdot g_2 = p \cdot (g_1 g_2)$

and such that

$$P \xrightarrow{\rho \times \pi} G \times \pi P, \quad (p, g) \mapsto (p, p \cdot g)$$

is a diffeomorphism. ■

Definition 0.2.2. A morphism between $G$-principal bundles $P \to M$ and $Q \to N$ is given by a commutative diagram of smooth maps

$$
\begin{array}{ccc}
P & \xrightarrow{\phi} & Q \\
\downarrow & & \downarrow \\
M & \longrightarrow & N
\end{array}
$$

such that $\phi(p \cdot g) = \phi(p) \cdot g$. In particular this implies that $\rho \circ \phi(p) = \rho(p)$. ■
Definition 0.2.3. Let $G \rightrightarrows G^0$ be a Lie groupoid. Then we define $[G^0/G]$ to be the category of $G$-principal bundles, together with its natural functor to the category of manifolds (which takes a $G$-principal bundle to its base manifold). We call $[G^0/G]$ a (differentiable or holomorphic) stack.

Remark 0.2.4. Given a Lie groupoid $G \rightrightarrows G^0$, there is a canonical Grothendieck topology on $[G^0/G]$, hence we can talk about sheaves on stacks and their cohomology. What is most important to know for the next sections is that a sheaf on $[G^0/G]$ is in particular a contravariant functor
\[ F : [G^0/G] \to \text{Ab}. \]

See Section 3.3 for details.

0.3 Groupoid Modules

We now define Lie groupoid modules. Their importance is due to the fact that these are the structures which differentiate to representations; they will be one of the main objects we study in this paper.

Definition 0.3.1. Let $X$ be a manifold. A family of groups over $X$ is a Lie groupoid $M \rightrightarrows X$ such that the source and target maps are equal. A family of groups will be called a family of abelian groups if the multiplication on $M$ induces the structure of an abelian group on its source fibers, i.e. if $s(a) = s(b)$ then $m(a, b) = m(b, a)$.

Example 0.3.2. Let $A$ be an abelian Lie group and let $X$ be a manifold. Then $X \times A$ is naturally a family of abelian groups, with the source and target maps being the projection onto the first factor $p_1 : X \times A \to X$. This will be called a trivial family of abelian groups, and will be denoted $A_X$.

Example 0.3.3. One way of constructing families of abelian groups is as follows: Let $A$ be an abelian group, and let $\text{Aut}(A)$ be its automorphism group. Then to any principal $\text{Aut}(A)$-bundle $P$ we have a canonical family of abelian groups - it is given by the fiber bundle whose fibers are $A$ and which is associated to $P$. Families of abelian groups constructed in this way are locally trivial in the sense that locally they are isomorphic to the trivial family of abelian groups given by $\mathbb{A}^n$, for some $n$ (compare this with vector bundles).

Definition 0.3.4. (see [21]): Let $G \rightrightarrows G^0$ be a Lie groupoid. A $G$-module $M$ is a family of abelian groups together with an action of $G$ on $M$ such that for $a, b \in G^0$, $G(a, b) : M_a \to M_b$ acts by homomorphisms (here $G(a, b)$ is the set of morphisms with source $a$ and target $b$). If $M$ is a vector bundle $\mathbb{R}^n$, $M$ will be called a representation of $G$.

Example 0.3.5. Let $G \rightrightarrows G^0$ be a groupoid and let $A$ be an abelian group. Then $A_{G^0}$ is a family of abelian groups (see Example 0.3.2), and it is a $G$-module with the trivial action, that is $g \in G(x, y)$ acts by $g \cdot (x, a) = (y, a)$. We will call this a trivial $G$-module.

Example 0.3.6. Let $G = SL(2, \mathbb{Z})$, which is the mapping class group of the torus. Every $T^2$-bundle over $S^1$ is isomorphic to one with transition functions in $SL(2, \mathbb{Z})$, with the standard open cover of $S^1$ using two open sets. All of these are naturally $\Pi_1(S^1)$-modules since $SL(2, \mathbb{Z})$ is discrete. In particular, the Heisenberg manifold is a $\Pi_1(S^1)$-module. Explicitly, consider the matrix
\[
\begin{pmatrix}
1 & 1 \\
0 & 1
\end{pmatrix} \in SL(2, \mathbb{Z}).
\]

\(^1\)Here we are implicitly using the fact that the forgetful functor from the category of finite dimensional vector spaces to the category of simply connected abelian Lie groups is an equivalence of categories.
This matrix defines a map from $T^2 \to T^2$, and it corresponds to a Dehn twist. The total space of the corresponding $T^2$-bundle is diffeomorphic to the Heisenberg manifold $H_M$, which is the quotient of the Heisenberg group by the right action of the integral Heisenberg subgroup on itself, i.e. we make the identification

$$\begin{pmatrix} 1 & a & c \\ 0 & 1 & b \\ 0 & 0 & 1 \end{pmatrix} \sim \begin{pmatrix} 1 & a + n & c + k + am \\ 0 & 1 & b + m \\ 0 & 0 & 1 \end{pmatrix},$$

where $a, b, c \in \mathbb{R}$ and $n, m, k \in \mathbb{Z}$. The projection onto $S^1$ is given by mapping to $b$.

The fiberwise product associated to the bundle $H_M \to S^1$ is given by

$$\begin{pmatrix} 1 & a & c \\ 0 & 1 & b \\ 0 & 0 & 1 \end{pmatrix} \cdot \begin{pmatrix} 1 & a' & c' \\ 0 & 1 & b \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & a + a' & c + c' \\ 0 & 1 & b \\ 0 & 0 & 1 \end{pmatrix}.$$
0.4.2 Sheaves: Stacks to Lie Groupoids

Here we discuss how to obtain a sheaf on $B\bullet G$ from a sheaf on $[G^0/G]$, and we define the cohomology of a groupoid with coefficients taking values in a module.

Let $G \rightrightarrows G^0$ be a Lie groupoid and let $\mathcal{S}$ be a sheaf on $[G^0/G]$. Consider the object of $[G^0/G]$ given by

$$
\begin{array}{ccc}
P & \xrightarrow{\rho} & G^0 \\
\downarrow\pi & & \\
X & & \\
\end{array}
$$

We can associate to each open set $U \subset X$ the object of $[G^0/G]$ given by

$$
\begin{array}{ccc}
P|_U & \xrightarrow{\rho} & G^0 \\
\downarrow\pi & & \\
U & & \\
\end{array}
$$

We get a sheaf on $X$ by assigning to $U \subset X$ the abelian group $\mathcal{S}(P|_U)$.

Now for all $n \geq 0$, the spaces $B^nG$ are canonically identified with $G$-principal bundles, by identifying $B^nG$ with the object of $[G^0/G]$ given by

$$
\begin{array}{ccc}
B^{n+1}G & \xrightarrow{d_{1,1}\circ p_{n+1}} & G^0 \\
\downarrow d_{n+1,n+1} & & \\
B^nG & & \\
\end{array}
$$

(0.4.1)

where $p_{n+1}$ is the projection onto the $(n + 1)^{th}$ factor. Hence given a sheaf $\mathcal{S}$ on $[G^0/G]$ we obtain a sheaf on $B^nG$, for all $n \geq 0$, denoted $\mathcal{S}(B^nG)$, and together these form a sheaf on $B\bullet G$. Furthermore, given a $G$-module $M$ we have that

$$
\mathcal{O}(M)[G^0/G](G^0) \cong \mathcal{O}(M).
$$

Moreover, we have the following lemma:

**Lemma 0.4.1.** Let $M$ be a $G$-module. Then the sheaf on $B\bullet G$ given by $\mathcal{O}(M)[G^0/G](B\bullet G)$, is isomorphic to the sheaf of sections of the simplicial family of abelian groups given by

$$
B^*(G \ltimes M) \rightarrow B\bullet G.
$$

**Definition 0.4.2.** Let $G \rightrightarrows G^0$ be a Lie groupoid and let $M$ be a $G$-module. We define

$$
H^*(G, M) := H^*(B\bullet G, \mathcal{O}(M)[G^0/G](B\bullet G)).
$$

**Remark 0.4.3** (See [2]). Let $G \rightrightarrows G^0$ and $K \rightrightarrows K^0$ be Lie groupoids and let $\phi : G \rightarrow K$ be a Morita morphism. Then the pullback $\phi^*$ induces an equivalence of categories

$$
\phi^* : [K^0/K] \rightarrow [G^0/G].
$$

Furthermore, let $\mathcal{S}$ be a sheaf on $[G^0/G]$. Then the pushforward sheaf $\phi_*\mathcal{S} := \mathcal{S} \circ \phi^*$ is a sheaf on $[K^0/K]$ and we have a natural isomorphism

$$
H^*(B\bullet G, \mathcal{S}(B\bullet G)) \cong H^*(B\bullet K, \phi_*\mathcal{S}(B\bullet K)).
$$
0.5 Godement Construction for Sheaves on Stacks

Here we discuss a version of the Godement resolution for sheaves on stacks, and we show how it can be used to compute cohomology.

**Definition 0.5.1.** Let $G \Rightarrow G^0$ be a Lie groupoid and let $S$ be a sheaf on $[G^0/G]$. We define the Godement resolution of $S$ as follows: Consider the object of $[G^0/G]$ given by

$$
\begin{array}{c}
P \\
\rho \downarrow \\
G^0 \\
\pi \downarrow \\
X
\end{array}
$$

and consider the corresponding sheaf on $X$ (see Section 0.4.2), denoted by $S(X)$. We can then consider, for each $n \geq 0$, the $n$th sheaf in the Godement resolution of $S(X)$, denoted $G^n(S(X))$, and to $P$ we assign the abelian group $\Gamma(G^n(S(X)))$.

We can then consider, for each $n \geq 0$, the $n$th sheaf in the Godement resolution of $S(X)$, denoted $G^n(S(X))$, and to $P$ we assign the abelian group $\Gamma(G^n(S(X)))$. These define sheaves on $[G^0/G]$ which we denote by $G^n(S)$.

For a sheaf $S$ on $[G^0/G]$ we obtain a resolution by using $G^\bullet(S)$ in the following way:

$$
S \hookrightarrow G^1(S) \rightarrow G^2(S) \rightarrow \cdots
$$

The sheaves $G^n(S)$ are not in general acyclic on stacks, however the sheaves $G^n(S)(B^m G)$ are acyclic on $B^m G$ and hence can be used to compute cohomology (see Theorem 0.3.4 and Remark 0.1.5).

0.6 Examples

The constructions in the previous sections will be important in Section 2 when defining the van Est map; it is crucial that modules define sheaves on stacks in order to use the Morita invariance of cohomology. Here we exhibit examples of the constructions from the previous sections which will be used in Section 2.

**Proposition 0.6.1.** Let $f : Y \rightarrow X$ be a surjective submersion, and consider the submersion groupoid $Y \times_f Y \Rightarrow Y$. This groupoid is Morita equivalent to the trivial $X \Rightarrow X$ groupoid, hence their associated stacks, $[Y/(Y \times_f Y)]$ and $[X/X]$, are categorically equivalent.

We now describe the functor $f^* : [X/X] \rightarrow [Y/(Y \times_f Y)]$ which gives this equivalence:

An $X \Rightarrow X$ principal bundle is given by a manifold $N$ together with a map $\rho : N \rightarrow X$ (the $\pi$ map here is the identity map $N \rightarrow N$). To such an object, we let $f^*(N, \rho) = N \times_f Y$. This is a $Y \times_f Y$ principal bundle in the following way:

$$
\begin{array}{c}
N \times_f Y \\
\rho \downarrow \\
Y
\end{array}
\quad
\begin{array}{c}
\pi = p_1 \\
\downarrow \\
N
\end{array}
\quad
\begin{array}{c}
\rho \downarrow \\
Y
\end{array}
$$

The functors $f^*$ is an equivalence of stacks.

Now suppose we have a sheaf $S$ on the stack $[Y/(Y \times_f Y)]$, then we obtain a sheaf on $[X/X]$ by using the pushforward of $f$, i.e. to an object $(N, \rho) \in [X/X]$ we associate the abelian group $f_*S(N, \rho) := S(f^*(N, \rho))$. We then obtain a sheaf on the simplicial space $B^\bullet(X \Rightarrow X)$ as follows:

First note that $B^n(X \Rightarrow X) = X$ for all $n \geq 0$, so the sheaves are the same on all levels. Now let $U \hookrightarrow X$ be open. Then $(U, \iota) \in [X/X]$, so to this object we assign the abelian group $f_*S(U, \iota)$. 8
Proposition 0.6.2. Suppose $M$ is a $Y \times_f Y$-module and $f$ has a section $\sigma : X \to Y$. We then obtain a sheaf (and its associated Godement sheaves) on $[X/X]$, and in particular we obtain a sheaf (and its associated Godement sheaves) on $X \in [X/X]$, which we describe as follows:

We use the notation in Proposition 0.6.1. We have that $f^*(U, \iota) = (U, \iota) = Y \times_f Y$, $f^*|_U \to Y |_U \to Y$

We then see that $\Gamma_{inv}(\rho^*\mathcal{O}(M)) \cong \Gamma(\sigma|_U^*\mathcal{O}(M))$, hence the sheaf we get on $X$ is simply $\sigma^*\mathcal{O}(M)$.

Furthermore, the sheaves we get on $X$ by applying the Godement construction to $\mathcal{O}(M)|_{[Y/(Y \times_f Y)]}$ are simply $\mathcal{G}(\sigma^*\mathcal{O}(M))$.

Lemma 0.6.3. Suppose we have a sheaf $S$ on the stack $[Y/(Y \times_f Y)]$, then the associated Godement sheaves $\mathcal{G}^*(S)$ are acyclic.

Proof. This follows from the fact that $[Y/(Y \times_f Y)]$, is Morita equivalent to $[X/X]$, since cohomology is invariant under Morita equivalence of stacks, and the fact that the Godement sheaves on a manifold are acyclic.

Remark 0.6.4. Let $X$ be a manifold and let $X \rightrightarrows X$ be the trivial Lie groupoid. Let $S$ be a sheaf on $[X/X]$. Then we recover the usual cohomology:

$$H^*(B^*X, S(B^*X)) = H^*(X, S(X)).$$

This will be important in computing the cohomology of submersion groupoids, since they are Morita equivalent to trivial groupoids.

1 Chevalley-Eilenberg Complex for Modules

In this section we review the Chevalley-Eilenberg complex associated to a representation of a Lie algebroid. Then we generalize Lie algebroid representations to Lie algebroid modules and define their Chevalley-Eilenberg complex. These will be used in Section 2.

1.1 Lie Algebroid Representations

Definition 1.1.1. Let $\mathfrak{g} \to Y$ be a Lie algebroid, with anchor map $\alpha : \mathfrak{g} \to TY$, and recall that $\mathcal{O}(\mathfrak{g})$ denotes the sheaf of sections of $\mathfrak{g} \to Y$. A representation of $\mathfrak{g}$ is a vector bundle $E \to Y$ together with a map

$$\mathcal{O}(\mathfrak{g}) \otimes \mathcal{O}(E) \to \mathcal{O}(E), \ X \otimes s \mapsto L_X(s)$$

such that for all open sets $U \subset Y$ and for all $f \in \mathcal{O}_Y(U), X \in \mathcal{O}(\mathfrak{g})(U), s \in \mathcal{O}(E)(U)$, we have that

1. $L_{fX}(s) = f L_X(s)$,
2. $L_X(f s) = f L_X(s) + \alpha(X) f s$,
3. $L_{[X,Y]}(s) = [L_X, L_Y](s)$.
Definition 1.1.2. Let $E$ be a representation of $\mathfrak{g}$. Let $C^n(\mathfrak{g}, E)$ denote the sheaf of $E$-valued $n$-forms on $\mathfrak{g}$, i.e. the sheaf of sections of $\Lambda^n \mathfrak{g}^* \otimes E$. There is a canonical differential

$$d_{CE} : C^n(\mathfrak{g}, E) \to C^{n+1}(\mathfrak{g}, E), \ n \geq 0$$

defined as follows: let $\omega \in C^n(\mathfrak{g}, E)(V)$ for some open set $V$. Then for $X_1, \ldots, X_{n+1} \in \pi^{-1}(m), m \in V$, choose local extensions $\tilde{X}_1, \ldots, \tilde{X}_{n+1}$ of these vectors, i.e. choose

$$p \mapsto X_1(p), \ldots, p \mapsto X_{n+1}(p) \in \mathcal{O}(\mathfrak{g})(U),$$

for some open set $U$ such that $m \in U \subset V$, and such that $X_i(m) = \tilde{X}_i$ for all $1 \leq i \leq n+1$. Then let

$$d_{CE}\omega(X_1, \ldots, X_{n+1}) = \sum_{i<j} (-1)^{i+j} \omega([X_i, X_j], X_1, \ldots, \check{X}_i, \ldots, \check{X}_j, \ldots, X_{n+1})|_{p=m}$$

$$+ \sum_{i=1}^{n+1} (-1)^i L_{\tilde{X}_i}(\omega(X_1, \ldots, \check{X}_i, \ldots, X_{n+1}))|_{p=m}.$$

This is well-defined and independent of the chosen extensions. ■

1.2 Lie Algebroid Modules

We will now define Lie algebroid modules and define their Chevalley-Eilenberg complexes; these will look like the Chevalley-Eilenberg complexes associated to representations, except for possibly in degree zero (though representations will be seen to be special cases of Lie algebroid modules).

Definition 1.2.1. Let $\mathfrak{g} \to Y$ be a Lie algebroid, and let $M$ be a family of abelian groups, with Lie algebroid $\mathfrak{m}$ and exponential map $\exp : \mathfrak{m} \to M$. Then a $\mathfrak{g}$-module structure on $M$ is given by the following: a $\mathfrak{g}$-representation structure on $\mathfrak{m}$ (i.e. a morphism $\mathcal{O}(\mathfrak{g}) \otimes \mathcal{O}(\mathfrak{m}) \to \mathcal{O}(E), X \otimes s \mapsto L_X(s)$), together with a morphism of sheaves

$$\mathcal{O}(\mathfrak{g}) \otimes_{\mathcal{O}} \mathcal{O}(M) \to \mathcal{O}(\mathfrak{m}), X \otimes_{\mathcal{O}} s \mapsto \tilde{L}_X(s)$$

such that for all open sets $U \subset Y$ and for all $f \in \mathcal{O}_Y(U), X \in \mathcal{O}(\mathfrak{g})(U), s \in \mathcal{O}(M)(U), \sigma \in \mathcal{O}(\mathfrak{m})(U)$, we have that

1. $\tilde{L}_{fX}(s) = f \tilde{L}_X(s)$,
2. $\tilde{L}_{[X,Y]}(s) = (L_X \tilde{L}_Y - L_Y \tilde{L}_X)(s)$,
3. $\tilde{L}_X(\exp \sigma) = L_X(\sigma)$.

If $M$ is endowed with such a structure we call it a $\mathfrak{g}$-module. ■

Definition 1.2.2. Let $\mathfrak{g} \to X$ be a Lie algebroid and let $M$ be a $\mathfrak{g}$-module. We then define sheaves on $X$, called “sheaves of $M$-valued forms”, as follows: let

$$C^0(\mathfrak{g}, M) = \mathcal{O}(M),$$
$$C^n(\mathfrak{g}, M) = \mathcal{O}(\Lambda^n \mathfrak{g}^* \otimes M), \ n > 0.$$

Furthermore, for $s \in \mathcal{O}(M)(U)$, we define $d_{CE}\log f$ by $d_{CE}\log f(X) := \tilde{L}_X(s)$. We then have a cochain complex of sheaves given by

$$C^0(\mathfrak{g}, M) \xrightarrow{d_{CE}\log} C^1(\mathfrak{g}, M) \xrightarrow{d_{CE}} C^2(\mathfrak{g}, M) \xrightarrow{d_{CE}} \cdots.$$  \hspace{1cm} (1.2.1)

\footnote{Meaning in particular that $d_{CE}^2 = 0$.}

\footnote{Note that $\mathfrak{m}$ is just a vector bundle and the exponential map is given by the fiberwise exponential map taking a Lie algebra to its corresponding Lie group.}
Definition 1.2.3. The sheaf cohomology of the above complex of sheaves is denoted by $H^*(\mathfrak{g}, \mathcal{M})$.

Definition 1.2.4. Let $M, N$ be $\mathfrak{g}$-modules. A morphism $f : M \to N$ is a morphism of the underlying families of abelian groups such that the induced map $df : \mathfrak{m} \to \mathfrak{n}$ satisfies $\tilde{L}_X(f \circ s) = df \circ \tilde{L}_X(s)$, for all local sections $X$ of $\mathfrak{g}$ and $s$ of $M$.

Example 1.2.5. Here we will show that the notion of $\mathfrak{g}$-modules naturally extends the notion of $\mathfrak{g}$-representations. Let $E$ be a representation of $\mathfrak{g}$. By thinking of the fibers of $E$ as abelian groups it defines a family of abelian groups. The exponential map $E^\mathfrak{g} \to E$ is the identity, hence its kernel is the zero section and $E$ naturally defines a $\mathfrak{g}$-module where $d_{CE}\log = d_{CE}$. So the definition of a $\mathfrak{g}$-module and its Chevalley-Eilenberg complex recovers the definition of a $\mathfrak{g}$-representation and its Chevalley-Eilenberg complex given by Crainic in [5].

Example 1.2.6. The group of isomorphism classes of $\mathfrak{g}$-representations on complex line bundles is isomorphic to $H^1(\mathfrak{g}, \mathbb{C}^*_M)$, where $\mathbb{C}^*_M$ is the $\mathfrak{g}$-module for which $\tilde{L}_X s = d\log s(\alpha(X))$, for a local section $s$ of $\mathbb{C}^*_M$. The corresponding statement holds for real line bundles, with $\mathbb{C}^*_M$ replaced by $\mathbb{R}^*_M$.

Example 1.2.7. (Deligne Complex) Let $X$ be a manifold and $\mathfrak{g} = TX$. Then letting $M = \mathbb{C}^*_X$, we have that $\mathfrak{m} = \mathbb{C}_X$ naturally carries a representation of $TX$, i.e. where the differentials are the de Rham differentials. Letting $\exp : \mathfrak{m} \to M$ be the usual exponential map, it follows that $M$ is a $\mathfrak{g}$-module, and in fact the complex $(1.2.1)$ in this case is known as the Deligne complex.

For a less familiar example we have the following:

Example 1.2.8. Consider the space $S^1$ and the group $\mathbb{Z}/2\mathbb{Z} = \{-1, 1\}$. This group is contained in the automorphism groups of $\mathbb{Z}, \mathbb{R}$ and $\mathbb{R}/\mathbb{Z}$, hence we get nontrivial families of abelian groups over $S^1$ as follows (compare with Example 0.3.3): Let $A$ be any of the groups $\mathbb{Z}, \mathbb{R}, \mathbb{R}/\mathbb{Z}$. Now cover $S^1$ in the standard way using two open sets $U_0, U_1$, and glue together the bundles $U_0 \times A, U_1 \times A$ with the transition functions $-1, 1$ on the two connected components of $U_0 \cap U_1$. Denote these families of abelian groups by $\tilde{\mathbb{Z}}, \tilde{\mathbb{R}}, \tilde{\mathbb{R}}/\mathbb{Z}$ respectively. The space $\mathbb{R}$ is topologically the Möbius strip, and $\mathbb{R}/\mathbb{Z}$ is topologically the Klein bottle.

Next, there is a canonical flat connection on these bundles of groups which is compatible with the fiberwise group structures, hence these families of abelian groups are modules for $\Pi_1(S^1)$, the fundamental groupoid of $S^1$.

Furthermore, the $TS^1$-representation associated to the $TS^1$-module of $\tilde{\mathbb{Z}}$ is the rank 0 vector bundle over $S^1$, and the $TS^1$-representations associated to the $TS^1$-modules of $\tilde{\mathbb{R}}, \tilde{\mathbb{R}}/\mathbb{Z}$ are isomorphic to the Mobius strip, i.e. the line bundle obtained by gluing together $U_0 \times \mathbb{R}, U_1 \times \mathbb{R}$ using the same transition functions as discussed above. The Chevalley-Eilenberg differential, on each local trivialization $U_0 \times \mathbb{R}, U_1 \times \mathbb{R}$, is just the de Rham differential.

The cohomology groups are $H^i(TS^1, \tilde{\mathbb{R}}) = 0$ in all degrees, and

$$H^i(TS^1, \tilde{\mathbb{R}}/\mathbb{Z}) = \begin{cases} \mathbb{Z}/2\mathbb{Z}, & \text{if } i = 0 \\ 0, & \text{if } i > 0 \end{cases}.$$

Theorem 1.2.9. Suppose $G \Rightarrow G^0$ is a Lie groupoid. There is a natural functor

$$F : G\text{-modules} \to \mathfrak{g}\text{-modules}.$$

Furthermore, if $G$ is source simply connected then this functor restricts to an equivalence of categories on the subcategories of $G$-modules and $\mathfrak{g}$-modules for which $\exp : \mathfrak{m} \to M$ is a surjective submersion.
Proof.

1. For the first part, let $M$ be a $G$-module and for $x \in G^0$ let $\gamma : (-1,1) \to G(x,\cdot)$ be a curve in the source fiber such that $\gamma(0) = \text{Id}(x)$. We define

$$L_{\gamma(0)} r := \frac{d}{dt}_{t=0} r(x)^{-1} [\gamma(e)^{-1} \cdot r(t(\gamma(e)))]$$

for a local section $r$ of $\mathcal{O}(M)$. One can check that this is well-defined and that property 1 is satisfied. Now note that the action of $G$ on $M$ induces a linear action of $G$ on $m$, and we get a $g$-representation on $m$ by defining

$$L_{\gamma(0)} \sigma := \frac{d}{dt}_{t=0} \sigma(x)^{-1} [\gamma(e)^{-1} \cdot \sigma(t(\gamma(e)))]$$

for a local section $\sigma$ of $m$. With these definitions property 2 is satisfied.

Now note that this action of $G$ on $m$ preserves the kernel of $\exp : m \to M$. Let $\sigma$ be a local section of $m$ around $x$ such that $\exp \sigma = e$. Then

$$L_{\gamma(0)} \sigma = \frac{d}{dt}_{t=0} \sigma(x)^{-1} [\gamma(e)^{-1} \cdot \sigma(t(\gamma(e)))] ,$$

and since the $G$-action preserves the kernel of $\exp$, which is discrete, we have that

$$\gamma(e)^{-1} \cdot \sigma(t(\gamma(e))) = \sigma(x) ,$$

hence $L_{\gamma(0)}(\sigma) = 0$, therefore $L(\sigma) = \bar{L}(\exp \sigma) = 0$, from which property 3 follows. Since it can be seen that morphisms of $G$-modules induce morphisms of $g$-modules, this completes the proof.

2. For the second part, let $M$ be a $g$-module for which $\exp : m \to M$ is a surjective submersion, and suppose $G$ is source simply connected. Then in particular $m$ is a $g$-representation, and it is known that for source simply connected groupoids $\text{Rep}(G) \cong \text{Rep}(g)$, hence $m$ integrates to a $G$-representation. Property 3 implies that the $G$-action preserves the kernel of $\exp$, hence the action of $G$ on $m$ descends to $M$. More explicitly: let $g \in G(x,y)$ and let $m \in M_x$, i.e. the source fiber of $M$ over $x$. Let $\tilde{m} \in m_x$ be such that $\exp \tilde{m} = m$ and define

$$g \cdot m = \exp(g \cdot \tilde{m}) .$$

This is well-defined since the action of $G$ preserves the kernel of $\exp$. Hence the functor is essentially surjective. Now again using the fact that for source simply connected groupoids $\text{Rep}(G) \cong \text{Rep}(g)$, it follows that the functor is fully faithful, and since it is also essentially surjective, this completes the proof.

2 van Est Map

2.1 Definition

In this section we will discuss a generalization of the van Est map that appears in [5]. It will be a map $H^*(G,M) \to H^*(g,M)$, for a $G$-module $M$, which will be an isomorphism up to a certain degree which depends on the connectivity of the source fibers of $G$. Let us remark that one doesn’t need to know the details of the map to understand the main theorem of this paper, Theorem 2.4.3 and if the reader wishes they may skip ahead to Section 2.4.

Given a groupoid $G \rightrightarrows G^0$, $G$ naturally defines a principal $G$-bundle with the moment map
Theorem 2.1.4. There is an isomorphism

\[ Q : H^\ast(E^\ast G, \kappa^{-1} \mathcal{O}(M)) \to H^\ast(g, M). \]

**Proof.** Form the sheaf \( \kappa^{-1} \mathcal{O}(M) \) on \( E^\ast G \). This sheaf is not in general a sheaf on the stack \([G/(G \times G)]\), but it is resolved by sheaves on stacks in the following way:

\[ \kappa^{-1} \mathcal{O}(M)_\bullet \hookrightarrow \mathcal{O}(\kappa^\ast M)_\bullet \xrightarrow{\text{dlog}} \Omega^1_{\kappa \ast \bullet}(\kappa^\ast M)_\bullet \xrightarrow{\text{d}} \Omega^2_{\kappa \ast \bullet}(\kappa^\ast M)_\bullet \to \cdots. \]

\[ \Lambda^n T^*_G(\kappa^\ast M) \cong \Lambda^n T^*_G(t^\ast M) \]

(where \( t \) is the target map), and the latter are \((G \times G)\)-modules.
We let, for all $q \geq 0$,
\[ C^*_q := \mathcal{O}(\kappa^* M)_q \to \Omega^1_{\kappa q}(\kappa^* M) \to \Omega^2_{\kappa q}(\kappa^* M) \to \cdots, \tag{2.1.4} \]
We can then take the Godement resolution of $C^*_q$ and get a double complex for each $q \geq 0$:
\[ C^*_q \hookrightarrow \mathcal{G}^0(C^*_q) \to \mathcal{G}^1(C^*_q) \to \cdots. \]

All of the sheaves $\mathcal{G}^p(C^*_q)$ are sheaves on stacks, and it follows that these sheaves are acyclic (as sheaves on stacks) since $G \times G \Rightarrow G$ is Morita equivalent to a submersion groupoid, and Lemma 0.6.3. Hence $\mathcal{G}^p(C^*_q)$ can be used to compute cohomology (see Remark 0.1.4) and we have that
\[ H^*(E^* G, \kappa^{-1} \mathcal{O}(M)) \cong H^*(\text{Tot}(\Gamma_{\text{inv}}(\mathcal{G}^*(C^*_q)))) \]
Now we have that
\[ \Gamma_{\text{inv}}(\mathcal{G}^p(C^*_q)) = \Gamma(\mathcal{G}^p(i^* C^*_q)), \]
where $i : G^0 \to G$ is the identity bisection. Since all of the differentials in (2.1.4) preserve invariant sections, they descend to differentials on $\Gamma(G^*(i^* C^*_q))$, hence
\[ H^*(\text{Tot}(\Gamma_{\text{inv}}(\mathcal{G}^*(C^*_q)))) \cong H^*(g, M). \]

**Definition 2.1.5.** Let $M$ be a $G$-module. We define a map
\[ H^*(G, M) \to H^*(g, M) \]
given by the composition
\[ H^*(G, M) \xrightarrow{\kappa^{-1}} H^*(E^* G, \kappa^{-1} \mathcal{O}(M)) \xrightarrow{Q} H^*(g, M). \]
This is the van Est map; we denote it by $VE$.

**Remark 2.1.6.** Taking $M = C_{G^0}$ as a smooth abelian groups with the trivial $G$-action, the sheaves in the resolution of $\kappa^{-1} \mathcal{O}(M)$ in (2.1.3) are already acyclic (as sheaves on stacks). Hence our map coincides with the map
\[ H^*(G, M) \to H^*(E^* G, \kappa^{-1} \mathcal{O}(M)) \]
\[ = H^*(\Gamma_{\text{inv}}(\mathcal{O}(\kappa^* M)_0) \to \Gamma_{\text{inv}}(\mathcal{O}_{\kappa^* M}_0) \to \cdots) \to H^*(g, M), \]
which is the van Est map as described in [14].

### 2.2 van Est for Truncated Cohomology

In order to emphasize geometry on the space of morphisms rather than on the space of objects we perform a truncation. That is, we truncate the contribution of $G^0$ to $H^*(G, M)$ by considering instead the cohomology
\[ H^*(B^* G, \mathcal{O}(M)^0), \]
where $\mathcal{O}(M)^0_n = \mathcal{O}(M)_n$ for all $n \geq 1$, and where $\mathcal{O}(M)^0_0$ is the trivial sheaf on $G^0$, i.e. the sheaf that assigns to every open set the group containing only the identity.
We define

\[ H^*_0(G, M) := H^{*+1}(B^*G, \mathcal{O}(M)_0^*) \].

There is a canonical map

\[ H^*_0(G, M) \to H^{*+1}(G, M) \]

induced by the morphism of sheaves on \( B^*G \) given by \( \mathcal{O}(M)_0^* \to \mathcal{O}(M)_* \). Similarly, we can truncate \( M \) from \( H^*(g, M) \) by considering instead

\[ H^*_0(g, M) := H^{*+1}(0 \to C^1(g, M) \to C^2(g, M) \to \cdots) \].

Then in like manner there is a canonical map

\[ H^*_0(g, M) \to H^{*+1}(g, M) \]

induced by the inclusion of the truncated complex into the full one.

**Theorem 2.2.1.** There is a canonical map \( VE_0 \) lifting \( VE \), i.e., such that the following diagram commutes:

\[
\begin{array}{ccc}
H^*_0(G, M) & \xrightarrow{VE_0} & H^*_0(g, M) \\
\downarrow & & \downarrow \\
H^{*+1}(G, M) & \xrightarrow{VE} & H^{*+1}(g, M)
\end{array}
\]

where \( H^*_0 \) denotes truncated cohomology, as defined above.

**Proof.** Consider the “normalized” sheaf on \( E^*G \) given by \( \mathcal{O}((\kappa^*M)_*) \), where \( \mathcal{O}(\kappa^*M)_n = \mathcal{O}(\kappa^*M)_n \) for \( n \geq 1 \), and where \( \mathcal{O}(\kappa^*M)_0 \) is the subsheaf of \( \mathcal{O}(\kappa^*M)_0 \) consisting of local sections which are the identity on \( G^0 \). Then

\[ H^*(E^*G, \mathbb{G}^n((\kappa^*M)_*)) = 0 \],

and in particular, \( \mathbb{G}^n(\mathcal{O}(\kappa^*M)_*) \) is acyclic.

Now consider the sheaf \( \kappa^{-1}\mathcal{O}(M)_* \) on \( E^*G \) given by \( \kappa^{-1}\mathcal{O}(M)_n = \kappa^{-1}\mathcal{O}(M)_n \) for \( n \geq 1 \), and such that \( \kappa^{-1}\mathcal{O}(M)_0 \) is the subsheaf of \( \kappa^{-1}\mathcal{O}(M)_0 \) consisting of local sections which are the identity on \( G^0 \). Then there is a canonical embedding \( \kappa^{-1}\mathcal{O}(M)_0^* \to \kappa^{-1}\mathcal{O}(M)_* \), hence we get a map

\[ H^*(B^*G, \mathcal{O}(M)_0^*) \to H^*(E^*G, \kappa^{-1}\mathcal{O}(M)_*) \].

Now we have that the following inclusion is a resolution:

\[ \kappa^{-1}\mathcal{O}(M)_* \hookrightarrow \mathcal{O}(\kappa^*M)_* \to \Omega^1_{\kappa^*}(M) \to \Omega^2_{\kappa^*}(M) \to \cdots. \]

Then one can show that

\[ H^*(E^*G, \kappa^{-1}\mathcal{O}(M)_*) \to \Omega^1_{\kappa^*}(M) \to \Omega^2_{\kappa^*}(M) \to \cdots \equiv H^*(E^*G, 0 \to \Omega^1_{\kappa^*}(M) \to \Omega^2_{\kappa^*}(M) \to \cdots), \]

and since \( \Omega^1_{\kappa^*}(M) \to \Omega^2_{\kappa^*}(M) \to \cdots \) is a complex of sheaves on stacks, by a similar argument made when defining the van Est map in the previous section we get that

\[ H^{*+1}(E^*G, 0 \to \Omega^1_{\kappa^*}(M) \to \Omega^2_{\kappa^*}(M) \to \cdots) \cong H^*_0(g, M). \]
Then $VE_0$ is the map

$$H^0_0(G, M) = H^{*+1}(E^*G, \mathcal{O}(M)_0) \xrightarrow{\kappa^{-1}} H^{*+1}(E^*G, \mathcal{O}(M)_0)$$

$$\to H^{*+1}(E^*G, \kappa^{-1}\mathcal{O}(M)_0) \cong H^{*+1}(E^*G, \mathcal{O}(\kappa^* M)_0 \to \Omega^1_{\kappa^*}(M) \to \cdots)$$

$$\cong H^{*+1}(E^*G, 0 \to \Omega^1_{\kappa^*}(M) \to \cdots) \cong H^0_0(g, M).$$

\[ \square \]

**Remark 2.2.2.** The van Est map (including the truncated version) factors through a local van Est map defined on the cohomology of the local groupoid [see [14]], i.e., to compute the van Est map one can first localize the cohomology classes to a neighborhood of the identity bisection.

### 2.3 Properties of the van Est Map

In this section we discuss some properties of the van Est map; the main results pertain to its kernel and image.

Recall that given a sheaf $S_\bullet$ on a (semi) simplicial space $X_\bullet$, we calculate its cohomology by taking an injective resolution $0 \to S_\bullet \to I_0^\bullet \to I_1^\bullet \to \cdots$ and computing

$$H^*(\Gamma_{inv}(I_0^\bullet) \to \Gamma_{inv}(I_1^\bullet) \to \cdots).$$

By considering the natural injection $\Gamma_{inv}(I_0^\bullet) \hookrightarrow \Gamma(I_0^\bullet)$ we get a map

$$r: H^*(X^*_\bullet, S_\bullet) \to H^*(X^0_\bullet, S_0).$$

(2.3.1)

Similarly, for a cochain complex of abelian groups $A^0 \to A^1 \to \cdots$ there is a map

$$H^*(A^0 \to A^1 \to \cdots) \xrightarrow{\exp} H^*(A^0).$$

Using this, we have the following result, which gives an enlargement of diagram (2.2.1):

**Lemma 2.3.1.** The following diagram is commutative:

$$\begin{array}{ccc}
H^*(G^0_\bullet, \mathcal{O}(M)) & \xrightarrow{\delta^*} & H^*_0(G, M) \\
\downarrow & & \downarrow \text{VE}_0 \\
H^*(G^0_\bullet, \mathcal{O}(M)) & \xrightarrow{d_{CE}\text{Log}} & H^*_0(\mathfrak{g}, M)
\end{array}
\begin{array}{ccc}
\xrightarrow{\delta^*} & & \xrightarrow{\text{VE}} \\
\downarrow & & \downarrow \\
H^{*+1}(G, M) & \xrightarrow{\kappa^{-1}} & H^{*+1}(G^0_\bullet, \mathcal{O}(M))
\end{array}
\begin{array}{ccc}
\xrightarrow{\delta^*} & & \xrightarrow{\text{VE}} \\
\downarrow & & \downarrow \\
H^{*+1}(G^0_\bullet, \mathcal{O}(M)) & \xrightarrow{\delta^*} & H^{*+1}(G, M)
\end{array}
\begin{array}{ccc}
\xrightarrow{d_{CE}\text{Log}} & & \xrightarrow{\text{VE}} \\
\downarrow & & \downarrow \\
H^*_0(\mathfrak{g}, M) & \xrightarrow{\delta^*} & H^{*+1}(\mathfrak{g}, M)
\end{array}
\begin{array}{ccc}
\xrightarrow{\delta^*} & & \xrightarrow{\text{VE}} \\
\downarrow & & \downarrow \\
H^{*+1}(G^0_\bullet, \mathcal{O}(M)) & \xrightarrow{\delta^*} & H^{*+1}(G, M)
\end{array}$$

**Lemma 2.3.2.** Suppose that $X \xrightarrow{\sigma} Y$ is a surjective submersion with $(n-1)$-connected fibers, for some $n > 0$, and with a section $\sigma$. Consider an exact sequence of families of abelian groups on $Y$ given by

$$0 \to Z \to m \xrightarrow{\exp} M.$$

Let $\omega \in H^0(X, \Omega^n_\pi(\pi^*m))$ be closed (i.e., $\omega$ is a closed, foliated $n$-form on $X$) and suppose that

$$\int_{S^n(\pi^{-1}(y))} \omega \in Z \quad \text{for all } y \in Y \text{ and all } S^n(\pi^{-1}(y)),$$

(2.3.2)

where $S^n(\pi^{-1}(y))$ is an $n$-sphere contained in the source fiber over $y$. Let $[\omega]$ denote the class $\omega$ defines in $H^n(X, \pi^{-1}\mathcal{O}(m))$. Then $\exp [\omega] = 0$. 
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Proof. From Equation 2.3.2 we know that \( \exp \omega |_{\pi^{-1}(y)} = 0 \) for each \( y \in Y \), therefore since the source fibers of \( X \) are \((n - 1)\)-connected, by Theorem [A.1.8] we have that
\[
\exp [\omega] = \pi^{-1} \beta
\]
for some \( \beta \in H^n(Y, \mathcal{O}(M)) \). Since \( \pi \circ \sigma : Y \to Y \) is the identity this implies that
\[
\exp \sigma^{-1}[\omega] = \beta,
\]
but \( \sigma^{-1}[\omega] = 0 \) since \( \omega \) is a global foliated form. Hence \( \beta = 0 \), hence \( \exp [\omega] = 0 \).

\[\Box\]

**Corollary 2.3.3.** Suppose that \( G \hookrightarrow X \) is source \((n - 1)\)-connected for some \( n > 0 \). Consider an exact sequence of families of abelian groups on \( X \) given by
\[
0 \to Z \to \mathfrak{m} \xrightarrow{\exp} M.
\]
Let \( \omega \in H^0(C^0(g, m)) \) be closed (ie. it is a closed \( n \)-form in the Chevalley-Eilenberg complex) and suppose that
\[
\int_{S^n(s^{-1}(x))} \omega \in Z \text{ for all } x \in X \text{ and all } S^n(s^{-1}(x)), \tag{2.3.3}
\]
where in the above we have left translated \( \omega \) to a source-foliated \( n \)-form, and where \( S^n(s^{-1}(x)) \) is an \( n \)-sphere contained in the source fiber over \( x \). Let \( [\omega] \) denote the class \( \omega \) defines in \( H^n(E^*G, \kappa^{-1}m) \).

Then \( r(\exp ([\omega])) = 0 \), where \( r \) is as in Equation (2.3.7).

**Proof.** This follows directly from Lemma 2.3.2. \[\Box\]

### 2.4 Main Theorem

Before proving the main theorem of the paper, we will discuss translation of Lie algebroid objects: similarly to how one can translate Lie algebroid forms to differential forms along the source fibers, one can translate all Lie algebroid cohomology classes (eg. 1-dimensional Lie algebroid representations) to cohomology classes along the source fibers (in the case of a Lie algebroid representation, translation will result in a principal bundle with flat connection along the source fibers). We will describe it in degree 1, the other cases are similar.

**Definition 2.4.1.** Let \( G \hookrightarrow G^0 \) be a Lie groupoid and let \( M \) be a \( G \)-module. Let \( \{U_i\}_i \) be an open cover of \( G^0 \) and let \( \{h_{ij}, \alpha_i\}_{ij} \) represent a class in \( H^1(g, M) \) (here the \( h_{ij} \) are sections of \( M \) over \( U_i \cap U_j \)), and the \( \alpha_i \) are Lie algebroid 1-forms taking values in \( m \). Then on \( B^1G \) we get a class in foliated cohomology (foliated with respect to the source map), ie. a class in
\[
H^1(O(s^*M) \xrightarrow{dlog} \Omega^1(s^*M) \xrightarrow{d} \Omega^2(s^*M) \to \cdots), \tag{2.4.1}
\]
defined as follows: we have an open cover of \( B^1G \) given by \( \{t^{-1}(U_i)\}_i \). We then get a principal \( s^*M \)-bundle over \( B^1G \) given by transition functions \( t^*h_{ij} \) defined as follows: for \( g \in t^{-1}(U_{ij}) \) let
\[
t^*h_{ij}(g) := g^{-1} \cdot h_{ij}(t(g)). \tag{2.4.2}
\]
Similarly, we define foliated 1-forms \( t^*\alpha_i \) on \( t^{-1}(U_i) \) as follows: for \( g \in t^{-1}(U_i) \) with \( s(g) = x \), and for \( V_g \in T_g(s^{-1}(x)) \), let
\[
t^*\alpha_i(V_g) := g^{-1} \cdot \alpha_i(R_{g^{-1}}V_g),
\]
where \( R_{g^{-1}} \) denotes translation by \( g^{-1} \). Then the desired class is given by the cocycle \( \{t^*h_{ij}, t^*\alpha_i\}_i \) on the open cover \( \{t^{-1}(U_i)\} \). For each \( x \in G^0 \), by restricting the cocycle to \( s^{-1}(x) \) we also get a class in
\[
H^1(s^{-1}(x), O(M_x) \xrightarrow{dlog} \Omega^1 \otimes m_x \to \Omega^2 \otimes m_x \to \cdots).
\]
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Similarly, we can translate any class \( \alpha \in H^\bullet(\mathfrak{g}, M) \) to a class in

\[
H^\bullet(\mathcal{O}(s^* M) \xrightarrow{d_{\log}} \Omega^1(s^* M) \xrightarrow{d} \Omega^2(s^* M) \to \cdots),
\]

and we denote this class by \( t^* \alpha \). Furthermore, for each \( x \in G^0 \) we obtain as class in

\[
H^\bullet(s^{-1}(x), \mathcal{O}(M_x) \xrightarrow{d_{\log}} \Omega^1 \otimes m_x \to \Omega^2 \otimes m_x \to \cdots),
\]

and we denote this class by \( t^*_x \alpha \).

Alternatively, given a class \( \alpha \in H^\bullet_0(\mathfrak{g}, M) \), we can translate this to a class in

\[
H^\bullet(0 \to \Omega^1(s^* M) \xrightarrow{d} \Omega^2(s^* M) \to \cdots),
\]

and we denote this class by \( t^*_0 \alpha \). In this case the notation \( t^* \alpha \) will be used to mean the class obtained in in \( \ref{2.4.3} \) by first viewing \( \alpha \) as a class in \( H^\bullet(\mathfrak{g}, M) \).

**Proposition 2.4.2.** With the previous definition, we have the following commutative diagram:

\[
\begin{array}{ccc}
H^\bullet_0(\mathfrak{g}, M) & \xrightarrow{t^*_0} & H^\bullet+1(0 \to \Omega^1(s^* M) \xrightarrow{d} \cdots) \\
\downarrow & & \downarrow \\
H^\bullet+1(\mathfrak{g}, M) & \xrightarrow{t^*_x} & H^\bullet+1(\mathcal{O}(s^* M) \to \Omega^1(s^* M) \xrightarrow{d} \cdots)
\end{array}
\]

The importance of the previous definition is due to the fact that given a class in \( \alpha \in H^\bullet(\mathfrak{g}, M) \), the class \( t^* \alpha \) defines a class in \( H^\bullet(E^\bullet G, \kappa^{-1}\mathcal{O}(M)) \) (or if \( \alpha \in H^\bullet_0(\mathfrak{g}, M) \), then \( t^*_0 \alpha \) defines a class in \( H^\bullet(E^\bullet G, \kappa^{-1}\mathcal{O}(M)) \), see Section [2]. We are now ready to state and prove the main theorem of the paper:

**Theorem 2.4.3** (Main Theorem). Suppose \( G \to G^0 \) is source \( n \)-connected and that \( M \) is a \( G \)-module fitting into the exact sequence

\[
0 \to \mathfrak{m} \xrightarrow{\exp} M,
\]

where \( \mathfrak{m} \) is the Lie algebroid of \( M \). Then the van Est map \( V E : H^*(G, M) \to H^*(\mathfrak{g}, M) \) is an isomorphism in degrees \( \leq n \) and injective in degree \( (n + 1) \). The image of \( V E \) in degree \( (n + 1) \) are the classes \( \alpha \in H^{n+1}(\mathfrak{g}, M) \) such that for all \( x \in G^0 \), the translated class \( t^*_x \alpha \) (see Definition [2.4.1]) is trivial in

\[
H^{n+1}(s^{-1}(x), \mathcal{O}(M_x) \xrightarrow{d_{\log}} \Omega^1 \otimes m_x \to \Omega^2 \otimes m_x \to \cdots).
\]

The same statement holds for \( V E_0 : H^*_0(G, M) \to H^*_0(\mathfrak{g}, M) \) with a degree shift, that is: the truncated van Est map \( V E_0 : H^*_0(G, M) \to H^*_0(\mathfrak{g}, M) \) is an isomorphism in degrees \( \leq n - 1 \) and injective in degree \( n \). The image of \( V E_0 \) in degree \( n \) are the classes \( \alpha \in H^0_0(\mathfrak{g}, M) \) such that for all \( x \in G^0 \), the translated class \( t^*_x \alpha \) is trivial in

\[
H^{n+1}(s^{-1}(x), \mathcal{O}(M_x) \xrightarrow{d_{\log}} \Omega^1 \otimes m_x \to \Omega^2 \otimes m_x \to \cdots).
\]

In particular, let \( \omega \) be a closed Lie algebroid \( (n + 1) \)-form, ie.

\[
\omega \in \ker \left[ \Gamma(C^{n+1}(\mathfrak{g}, M)) \xrightarrow{d_{CE}} \Gamma(C^{n+2}(\mathfrak{g}, M)) \right].
\]
Then \([\omega] \in H^n_0(\mathfrak{g}, M)\) is in the image of \(VE_0\) if and only if
\[
\int_{S^{n+1}}^n \omega \in Z \quad \text{for all } x \in G^0 \text{ and all } S^{n+1}_x,
\]
where \(S^{n+1}_x\) in an \((n+1)\)-sphere contained in the source fiber over \(x\).

**Proof.** The statement regarding \(VE\) follows from the fact that
\[
H^*(\mathfrak{g}, M) = H^*(E^*G, \kappa^{-1}O(M)_*)
\]
and Theorem A.1.8. For the statement regarding \(VE_0\) we use the fact that
\[
H^*_0(\mathfrak{g}, M) \cong H^{*+1}(E^*G, \hat{\kappa^{-1}}O(M)_*)
\]
and the fact that the map
\[
H^{*+1}(E^*G, \kappa^{-1}O(M)_0) \to H^{*+1}(E^*G, \hat{\kappa^{-1}}O(M)_*)
\]
is an isomorphism in degrees \(\leq n - 1\) and is injective in degree \(n\). Furthermore, Theorem A.1.8 implies that
\[
H^*(B^*G, O(M)_0) \cong H^*(E^*G, \hat{\kappa^{-1}}O(M)_*)
\]
is an isomorphism in degrees \(\leq n - 1\) and is injective in degree \(n\), hence we get that the map
\[
H^*_0(G, M) \to H^*_0(\mathfrak{g}, M)
\]
is an isomorphism in degrees \(\leq n - 1\) and injective in degree \(n\). The statement regarding its image in degree \(n\) follows from Corollary 2.3.3.

**Example 2.4.4.** This is a continuation of Example 1.2.8. The source fibers of \(\Pi_1(S^1) \Rightarrow S^1\) are contractible, hence Theorem 2.4.3 shows that the cohomology groups are \(H^i(\Pi_1(S^1), \hat{\mathbb{R}}) = 0\) in all degrees, and
\[
H^i(\Pi_1(S^1), \mathbb{Z}/2) = H^{i+1}(\Pi_1(S^1), \mathbb{Z}/2) = \begin{cases} \mathbb{Z}/2, & \text{if } i = 0 \\ 0, & \text{if } i \neq 0 \end{cases},
\]
and this result agrees with the computation done in Example 1.2.8. We also have that \(\Pi_1(S^1)\) is Morita equivalent to the fundamental group \(\pi_1(S^1) \cong \mathbb{Z}\), and the associated \(\mathbb{Z}\)-modules are the abelian groups \(\mathbb{Z}, \mathbb{R}, \mathbb{R}/\mathbb{Z}\), where even integers act trivially and odd integers act by inversion.

One can also use this information to compute \(H^i(\Pi_1(S^1), \mathbb{Z})\) and indeed find that
\[
H^i(\Pi_1(S^1), \mathbb{Z}) = \begin{cases} \mathbb{Z}/2, & \text{if } i = 1 \\ 0, & \text{if } i \neq 1 \end{cases}.
\]

### 2.5 Groupoid Extensions and the van Est Map

To every extension
\[
1 \to A \to E \to G \to 1
\]
of a Lie groupoid \(G\) by an abelian group \(A\) (see A.3) one can associate a class in \(H^0_1(\mathfrak{g}, A)\) (where \(\mathfrak{g}\) is the Lie algebroid of \(G\)) in two ways: one is given by the extension class of the short exact sequence \(0 \to \mathfrak{a} \to \mathfrak{e} \to \mathfrak{g} \to 0\) determined by (2.5.1) and the other is given by applying the van Est map to the class in \(H^0_1(G, A)\) determined by (2.5.1). Here we will show that these two classes are the same.

\(^6\)For the case of smooth Lie groups, this seems to be shown in [22], although our proof is still different.
Theorem 2.5.1. Let $M$ be a $G$-module and consider an extension of the form

$$1 \to M \to E \to G \to 1$$

and let $\alpha \in H^1_0(G,M)$ be its isomorphism class. Then the isomorphism class of the Lie algebroid associated to $VE(\alpha) \in H^1_0(\mathfrak{g},M)$ is equal to the isomorphism class of the Lie algebroid $\xi$ of $E$.

Proof. Let $\{U_i\}_i$ be an open cover of $G^0 \to G$ on which there are local sections $\sigma_i : U_i \to E$ such that $\sigma$ takes $G^0 \to G$ to $G^0 \to E$. These define a class $\alpha \in H^1_0(G,M)$ by taking $g_{ij} = \sigma_i^{-1} \cdot \sigma_j$ on $U_i \cap U_j$, and where $h_{ijk} = \sigma_k^{-1} \cdot \sigma_i \cdot \sigma_j$ on $p_1^{-1}(U_i) \cap p_2^{-1}(U_j) \cap m^{-1}(U_k) \subset B^2G$. The sections $\sigma_{ii}$ induce a splitting of

$$0 \to m|_{U_i} \to \mathfrak{c}|_{U_i} \to \mathfrak{g}|_{U_i} \to 0,$$

which in turn gives a canonical closed 2-form $\omega \in C^2(\mathfrak{g}|_{U_i}, M)$, and the isomorphism given by $g_{ij} : E|_{U_i \cap U_j} \to E|_{U_i \cap U_j}$ induces an isomorphism $\mathfrak{c}|_{U_i \cap U_j} \to \mathfrak{c}|_{U_i \cap U_j}$ given by $g_{ij*}$ (i.e. the pushforward). Now the argument in Theorem 5 in [5] implies that $VE(\alpha_{ii}) = [\omega_i]$, and then one can check that $VE(\alpha)$ is the class given by $\{[\omega_i, g_{ij*}]\}_{ij}$. \qed

3 Applications

3.1 Groupoid Extensions and Multiplicative Gerbes

Here we describe applications of the main theorem (Theorem 2.4.3) to the integration of Lie algebroid extensions, to representations, and to multiplicative gerbes.

If we take $M = E$ to be a representation in Theorem 2.4.3 then $Z = \{0\}$ and we obtain the following result, due to Crainic (see [5]).

Theorem 3.1.1 ([5]). Suppose $G \rightrightarrows X$ is source $(n-1)$-connected and that $E$ is a $G$-representation. Then the van Est map $VE : H^*(G,E) \to H^*(\mathfrak{g}, E)$ is an isomorphism in degrees $\leq n-1$ and is injective in degree $n$. Furthermore, $\omega \in H^n(\mathfrak{g}, E)$ is in the image of $VE$ if and only if

$$\int_{S^n_x} \omega = 0 \quad \text{for all } x \in X \text{ and all } S^n_x,$$

where $S^n_x$ is an $n$-sphere contained in the source fiber over $x$.

Now we will prove a result about the integration of Lie algebroid extensions, which generalizes the above result in the $n = 2$ case. At least in the case where $M = S^1$ this is due to Crainic and Zhu (see [7]), but their proof is different.

Theorem 3.1.2. Consider the exponential sequence $0 \to Z \to \mathfrak{m} \twoheadrightarrow M$. Let

$$0 \to \mathfrak{m} \to \mathfrak{a} \to \mathfrak{g} \to 0$$

be the central extension of $\mathfrak{g}$ associated to $\omega \in H^2(\mathfrak{g}, \mathfrak{m})$. Suppose that $\mathfrak{g}$ has a simply connected integration $G \rightrightarrows X$ and that

$$\int_{S^2_x} \omega \in Z$$

for all $x \in X$ and $S^2_x$, where $S^2_x$ is a 2-sphere contained in the source fiber over $x$. Then $\mathfrak{a}$ integrates to a unique extension

$$1 \to M \to A \to G \to 1.$$
In particular, if \( G \) and \( M \) are Hausdorff then \( \mathfrak{a} \) admits a Hausdorff integration. \footnote{This generalizes a theorem proved by Crainic in [5], with a different proof.}

**Proof.** By Theorem 2.4.3 \( H^1_0(G, M) \) is isomorphic to the subgroup of \( H^1_0(\mathfrak{g}, M) \) which have periods in \( Z \) along the source fibers. Hence by Theorem 2.5.1 the Lie algebroid extension in (3.1.2) integrates to an extension of the form (3.1.3). Since in particular \( \mathbf{B}^1 A \) is a principal \( M \)-bundle over \( G \), it must be Hausdorff if \( G \) and \( M \) are.

**Remark 3.1.3.** Note that in fact a stronger result than the above theorem can be made. Suppose we have an extension

\[
0 \to m \xrightarrow{i} \mathfrak{a} \xrightarrow{\pi} \mathfrak{g} \to 0 ,
\]

where now \( m \) isn’t assumed to be abelian, so that \( M \) is a nonabelian module. However, suppose there is a splitting of (3.1.3) such that the curvature \( \omega \) takes values in the center of \( m \), denoted \( Z(m) \) (which we assume is a vector bundle). Then two things occur: First, let \( \sigma : \mathfrak{g} \to \mathfrak{a} \) denote the splitting. Then we get an action of \( \mathfrak{g} \) on \( \mathfrak{m} \) defined by \( \iota(L_X W) := [\sigma(X), i(W)] \), for \( X \in \Omega(\mathfrak{g}), W \in \Omega(m) \) (here we are defining \( L_X W \). One can check that this is in the image of \( \iota \) and so defines a local section of \( \Omega(m) \), and that this action is compatible with Lie brackets). Assume that this action integrates to an action of \( G \) on \( M \), making \( M \) into a (nonabelian) \( G \)-module.

The second thing that occurs is that we get a central extension given by

\[
0 \to Z(m) \to (Z(m) \oplus \mathfrak{g}, \omega) \to \mathfrak{g} \to 0 ,
\]

where \( \omega \) is the curvature of \( \sigma \), and \( \mathfrak{g} \) acts on \( Z(m) \) as above. The extension (3.1.6) is a reduction of (3.1.5) in the following sense: we can form the Lie algebroid \( Z(m) \oplus \mathfrak{m} \) and this Lie algebroid has a natural action of \( Z(m) \), and the quotient is isomorphic to \( m \). Similarly, we can form the Lie algebroid \( (Z(m) \oplus \mathfrak{g}, \omega) \oplus \mathfrak{m} \), and this Lie algebroid also has a natural action of \( Z(m) \), and the quotient is isomorphic to \( \mathfrak{a} \). Therefore, the extension (3.1.6) is associated to the extension (3.1.7) in a way that is analogous to the reduction of the structure group of a principal bundle.

Assume now that the extension (3.1.6) integrates to an extension

\[
1 \to Z(M) \xrightarrow{i} E \xrightarrow{\pi} G \to 1 ,
\]

where \( G \) is the source simply connected groupoid integrating \( \mathfrak{g} \). Then we can form the product Lie groupoid \( E \times_s M : \) the multiplication is given by

\[
(e,m)(e',m') = (ee', m(\pi(e)^{-1} \cdot m')) ,
\]

where \( t(e) = s(e') \). Similarly to the Lie algebroid extension case, the family of abelian groups \( Z(M) \) acts on the family of groups \( (Z(M) \times_s M , \mathfrak{a}) \), as well as on the Lie groupoid \( E \times_s M \), and the quotient of the former is isomorphic to \( M \), and the quotient of the latter integrates \( \mathfrak{a} \) in (3.1.6).

This gives us an extension

\[
1 \to M \to A \to G \to 1
\]

integrating (3.1.6). Therefore, if we can integrate (3.1.6) we can also integrate (3.1.5).

One should notice the similarity between the construction we’ve just described and the construction described in Lemma 3.6 in [7], in the special case of a regular Lie algebroid (ie. where the anchor map has constant rank), and where the extension is given by

\[
0 \to \ker(\alpha) \to \mathfrak{a} \xrightarrow{\alpha} \mathfrak{im}(\alpha) \to 0 ,
\]

Note that in fact a stronger result than the above theorem can be made. Suppose we have an extension

\[
0 \to m \xrightarrow{i} \mathfrak{a} \xrightarrow{\pi} \mathfrak{g} \to 0 ,
\]

where now \( m \) isn’t assumed to be abelian, so that \( M \) is a nonabelian module. However, suppose there is a splitting of (3.1.3) such that the curvature \( \omega \) takes values in the center of \( m \), denoted \( Z(m) \) (which we assume is a vector bundle). Then two things occur: First, let \( \sigma : \mathfrak{g} \to \mathfrak{a} \) denote the splitting. Then we get an action of \( \mathfrak{g} \) on \( \mathfrak{m} \) defined by \( \iota(L_X W) := [\sigma(X), i(W)] \), for \( X \in \Omega(\mathfrak{g}), W \in \Omega(m) \) (here we are defining \( L_X W \). One can check that this is in the image of \( \iota \) and so defines a local section of \( \Omega(m) \), and that this action is compatible with Lie brackets). Assume that this action integrates to an action of \( G \) on \( M \), making \( M \) into a (nonabelian) \( G \)-module.

The second thing that occurs is that we get a central extension given by

\[
0 \to Z(m) \to (Z(m) \oplus \mathfrak{g}, \omega) \to \mathfrak{g} \to 0 ,
\]

where \( \omega \) is the curvature of \( \sigma \), and \( \mathfrak{g} \) acts on \( Z(m) \) as above. The extension (3.1.6) is a reduction of (3.1.5) in the following sense: we can form the Lie algebroid \( Z(m) \oplus \mathfrak{m} \) and this Lie algebroid has a natural action of \( Z(m) \), and the quotient is isomorphic to \( m \). Similarly, we can form the Lie algebroid \( (Z(m) \oplus \mathfrak{g}, \omega) \oplus \mathfrak{m} \), and this Lie algebroid also has a natural action of \( Z(m) \), and the quotient is isomorphic to \( \mathfrak{a} \). Therefore, the extension (3.1.6) is associated to the extension (3.1.7) in a way that is analogous to the reduction of the structure group of a principal bundle.

Assume now that the extension (3.1.6) integrates to an extension

\[
1 \to Z(M) \xrightarrow{i} E \xrightarrow{\pi} G \to 1 ,
\]

where \( G \) is the source simply connected groupoid integrating \( \mathfrak{g} \). Then we can form the product Lie groupoid \( E \times_s M : \) the multiplication is given by

\[
(e,m)(e',m') = (ee', m(\pi(e)^{-1} \cdot m')) ,
\]

where \( t(e) = s(e') \). Similarly to the Lie algebroid extension case, the family of abelian groups \( Z(M) \) acts on the family of groups \( (Z(M) \times_s M , \mathfrak{a}) \), as well as on the Lie groupoid \( E \times_s M \), and the quotient of the former is isomorphic to \( M \), and the quotient of the latter integrates \( \mathfrak{a} \) in (3.1.6).

This gives us an extension

\[
1 \to M \to A \to G \to 1
\]

integrating (3.1.5). Therefore, if we can integrate (3.1.6) we can also integrate (3.1.5).

One should notice the similarity between the construction we’ve just described and the construction described in Lemma 3.6 in [7], in the special case of a regular Lie algebroid (ie. where the anchor map has constant rank), and where the extension is given by

\[
0 \to \ker(\alpha) \to \mathfrak{a} \xrightarrow{\alpha} \mathfrak{im}(\alpha) \to 0 ,
\]
where \( \alpha \) is the anchor map of \( a \). The obstruction to integration described there coincides with the obstruction given by Theorem 2.4.3 for the integration of (3.1.6), and we've shown that the vanishing of this obstruction is sufficient for the integration of (3.1.5), and hence of \( a \), to exist.

The above results concerned the degree 1 case in truncated cohomology. We will now apply the main theorem to the integration of rank one representations, which concerns degree 1 in nontruncated cohomology. First we make use of the following result:

**Proposition 3.1.4.** The group of isomorphism classes of representations of \( G \to G^0 \) on complex line bundles is isomorphic to \( H^1(\mathbb{G}, \mathbb{C}^*_G) \). The corresponding statement for real line bundles holds, with \( \mathbb{C}^*_G \) replaced by \( \mathbb{R}^*_G \). See Example 1.2.6.

The following statement is already known, we are just giving a cohomological proof.

**Theorem 3.1.5.** Let \( G \to G^0 \) be a source simply connected Lie groupoid. Then \( \text{Rep}(G, 1) \cong \text{Rep}(\mathfrak{g}, 1) \), where \( \text{Rep}(G, 1) \) and \( \text{Rep}(\mathfrak{g}, 1) \) are the categories of 1-dimensional representations, i.e., representations on line bundles.

**Proof.** This follows directly from Theorem 2.4.3, Example 1.2.6 and Proposition 3.1.4.

Now for the degree 2 case in truncated cohomology: we use the main theorem to give a proof of an integration result concerning the multiplicative gerbe on compact, simple and simply connected Lie groups (see [23]).

**Theorem 3.1.6.** Let \( G \) be a simply connected Lie group. Then for each \( \alpha \in H^2_0(\mathfrak{g}, \mathbb{R}) \) which is integral on \( G \), there is a class in \( H^2_0(G, S^1) \) integrating it.

**Proof.** It is well known that simply connected Lie groups are 2-connected, so Theorem 2.4.3 immediately gives the result.

### 3.2 Group Actions and Lifting Problems

In this section we apply Theorem 2.4.3 to study the problems of lifting projective representations to representations, and to lifting Lie group actions to principal torus bundles.

#### 3.2.1 Lifting Projective Representations

**Theorem 3.2.1.** Let \( G \) be a simply connected Lie group and let \( V \) be a finite dimensional complex vector space. Let \( \rho : G \to \text{PGL}(V) \) be a homomorphism. Then \( G \) lifts to a homomorphism \( \tilde{\rho} : G \to \text{GL}(V) \). If \( G \) is semisimple, this lift is unique.

**Proof.** We have a central extension

\[
1 \to \mathbb{C}^* \to \text{GL}(V) \to \text{PGL}(V) \to 1,
\]

and the corresponding Lie algebra extension splits: the Lie algebra of \( \text{PGL}(V) \) is isomorphic to \( \mathfrak{gl}(V)/\mathbb{C} \), where \( \lambda \in \mathbb{C} \) acts on \( X \in \mathfrak{gl}(V) \) by taking \( X \mapsto X + \lambda I \). The map

\[
\mathfrak{gl}(V)/\mathbb{C} \to \mathfrak{gl}(V), \quad X \mapsto X - \frac{\text{tr}(X)}{\dim(V)} I
\]

is a Lie algebra homomorphism. Therefore, since \( G \) is simply connected, Theorem 2.4.3 implies that the extension of \( G \) that we get by pulling back the extension given by (3.2.1) via \( \rho \) is trivial (since the pullback of a trivial Lie algebra extension is trivial). However, a trivialization of the pullback extension is the same thing as a lifting of the homomorphism \( \rho \) to a homomorphism \( \tilde{\rho} : G \to \text{GL}(V) \), hence such a lifting exists.
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Now for uniqueness: it is easy to see that the liftings of $\rho$ are a torsor for $\text{Hom}(G, \mathbb{C}^*)$, but again by Theorem 2.4.3 we have that $\text{Hom}(G, \mathbb{C}^*) \cong \text{Hom}(g, \mathbb{C})$, and the right side is 0 if $G$ is semisimple. Hence if $G$ is semisimple there is a unique lift.

**Remark 3.2.2.** One can also use the above method to give a proof of Bargmann’s theorem, that is, if $H^2(\mathfrak{g}, \mathbb{R}) = 0$, then every projective representation of a (infinite dimensional) Hilbert space lifts to a representation.

### 3.2.2 Lifting Group Actions to Principal Bundles

Now we will look at a different lifting problem, one involving compact, semisimple Lie groups. First let us remark the following well-known result:

**Lemma 3.2.3.** A compact Lie group is semisimple if and only if its fundamental group is finite.

Now the aim of the rest of this section is to prove the following result:

**Corollary 3.2.7.** Let $G$ be a compact, semisimple Lie group acting on a manifold $X$. Suppose $P \to X$ is a principal bundle for the $n$-torus $T^n$. Then the action of $G$ on $X$ lifts to an action of $G$ on $P[\pi_1(G)]$ (here $P[\pi_1(G)]$ is the principal $T^n$-bundle whose torsor over $x \in X$ is the product of the torsor over $x$ in $P$ with itself $[\pi_1(G)]$ times), and the lift is unique up to isomorphism (ie. any two lifts differ by a principal bundle automorphism).

In particular, if $G$ is compact and simply connected, then actions of $G$ on a manifold $X$ lift to all principal $T^n$-bundles over $X$.

**Example 3.2.5.** Consider the standard action of $SO(3)$ on $S^2$. We have that $\pi_1(SO(3)) = \mathbb{Z}/2\mathbb{Z}$, hence $|\pi_1(SO(3))| = 2$. Therefore, Theorem 3.2.4 implies that the action of $SO(3)$ on $S^2$ lifts to an action on all even degree principal $S^1$-bundles over $S^2$, in a unique way up to isomorphism. On the other hand, since $SU(2)$ is simply connected, its standard action on $S^2$ lifts to an action on all principal $S^1$-bundles over $S^2$, again in a unique way up to isomorphism.

Before proving Theorem 3.2.4, we will prove the following result, which is interesting in its own right and is related to the Riemann-Hilbert correspondence.

**Lemma 3.2.6.** Let $X$ be a connected manifold with universal cover $\tilde{X}$ and suppose that $\pi_k(X) = 0$ for all $2 \leq k \leq m$. Let $T^n \xrightarrow{\text{dlog}} \Omega^*$ be the Deligne complex. Then $H^k(\pi_1(X), T^n) \cong H^k(X, T^n \xrightarrow{\text{dlog}} \Omega^*)$ for all $2 \leq k \leq m$, and the following sequence is exact:

$$0 \to H^{m+1}(\pi_1(X), T^n) \to H^{m+1}(X, T^n \to \Omega^*) \to H^{m+1}(\tilde{X}, T^n \to \Omega^*).$$

(3.2.2)

**Proof.** We have that $\pi_1(X)$ is Morita equivalent to $\Pi_1(X)$, so by Morita invariance

$$H^*(\pi_1(X), T^n) \cong H^*(\Pi_1(X), T^n).$$

The result then follows from Theorem 2.4.3.

**Corollary 3.2.7.** Let $G$ be a connected Lie group and as usual let $B^1G$ be the underlying manifold. Then for every class $\alpha \in H^1(B^1G, T^n \to \Omega^*)$, we have that $\alpha^{[\pi_1(G)]} = 1$.

**Proof.** From Lemma 3.2.6 we have the well-known result that $H^1(B^1G, T^n \to \Omega^*) \cong H^1(\pi_1(G), T^n)$.

The latter is equal to $\text{Hom}(\pi_1(G), T^n)$, however every $f \in \text{Hom}(\pi_1(G), T^n)$ satisfies $f^{[\pi_1(G)]} = 1$, completing the proof.

---

*In particular, this result determines exactly when a flat connection on a gerbe integrates to an action of the fundamental groupoid on the gerbe.*
We now state a proposition that will be needed for the proof of Theorem 3.2.4 (for a proof of this proposition, see [4]).

**Proposition 3.2.8.** Let $G \Rightarrow X$ be a proper Lie groupoid (i.e., the map $(s,t) : G \to X \times X$ is a proper map). Let $E \to X$ be a representation of $G$. Then $H^k(G,E) = 0$ for all $k \geq 1$.

The key to proving Theorem 3.2.4 is the following lemma:

**Lemma 3.2.9.** Let $G$ be a compact, simply connected Lie group acting on a manifold $X$. Then $H^0_0(G \ltimes X, T^n_X) = 0$.

**Proof.** Since $G$ is compact the action is proper, hence $G \times X$ is a proper groupoid, hence from Proposition 3.2.8 we see that $H^k(G \times X, \mathbb{R}^n_X) = 0$ for all $k \geq 1$. This implies that $H^0_0(G \times X, \mathbb{R}^n_X) = 0$ for all $k \geq 2$. Since simply connected Lie groups are 2-connected, Theorem 2.4.3 implies that $H^0_2(G \times X, \mathbb{Z}^n_X) = 0$. Hence, from the short exact sequence $0 \to \mathbb{Z}^n \to \mathbb{R}^n \to T^n \to 0$, we get that $H^0_0(G \times X, T^n_X) = 0$. \hfill $\square$

We are now ready to prove Theorem 3.2.4 for simply connected groups.

**Lemma 3.2.10.** Let $G$ be a compact, simply connected Lie group acting on a manifold $X$. Suppose $P \to X$ is a principal bundle for the $n$-torus $T^n$. Then the action of $G$ on $X$ lifts to an action of $G$ on $P$, and the lift is unique up to isomorphism.

**Proof.** Consider the gauge groupoid of $P$ given by $\text{At}(P) := P \times P / T^n \to X$, where the action of $T^n$ is the diagonal action (here the source and target maps are the projections onto the first and second factors, respectively, and a morphism with source $x$ and target $y$ is a $T^n$-equivariant morphism between the fibers of $P$ lying over $x$ and $y$, respectively). The gauge groupoid fits into a central extension of $\text{Pair}(X)$, i.e.,

$$1 \to T^n_X \to \text{At}(P) \to \text{Pair}(X) \to 1. \quad (3.2.3)$$

A lift of the $G$-action to $P \to X$ is equivalent to a lift of the canonical homomorphism $G \times X \xrightarrow{(s,t)} \text{Pair}(X)$ to $\text{At}(P)$, which is equivalent to a trivialization of the central extension of $G \times X$ given by pulling back, via $(s,t)$, the central extension given by (3.2.3). From Lemma 3.2.9 we know that such a trivialization exists, hence the $G$-action lifts to $P$.

Uniqueness up to isomorphism follows from the fact that the isomorphism classes of different lifts are a torsor for the image of $H^1_0(G \times X, T^n)$ in $H^1(G \times X, T^n)$, and that the image is trivial follows from the exponential sequence $1 \to \mathbb{Z}^n \to \mathbb{R}^n \to T^n \to 1$, since both $H^1(G \times X, \mathbb{R}^n_X)$ and $H^0_0(G, \mathbb{Z}^n_X)$ are trivial (the former follows from Proposition 3.2.8, the latter follows from Theorem 2.4.3). \hfill $\square$

Now we can prove Theorem 3.2.4. One way of doing this is to look at the action of $\pi_1(G)$ on its universal cover, another way is the following:

**Proof of Theorem 3.2.4.** Let $\tilde{G}$ be the universal cover of $G$. From Lemma 3.2.10 we know that the corresponding action of $\tilde{G}$ on $X$ lifts to an action on $P$, giving us a class $\alpha \in H^1(G \times X, T^n)$ whose underlying principal bundle on $X$ is $P$. Hence after applying the van Est map we get a class $\text{VE}(\alpha) \in H^1(G \times X, T^n)$, whose underlying principal bundle on $X$ is also $P$.

After translating $\text{VE}(\alpha)$, we get a flat $T^n$-bundle on each source fiber of $G \times X$, i.e. for each $x \in X$ we get a flat $T^n$-bundle on $G$, which we denote by $P_{(G,x)}$. Then by Corollary 3.2.7 we have that $P_{\{x\}}^{\pi_1(G)}$ is trivial. However, $P_{\{x\}}^{\pi_1(G)} = \{x\}$ is the right translation of $\pi_1(G) \cdot \text{VE}(\alpha)$ (where the $\mathbb{Z}$-action is the natural one on cohomology classes), hence by Theorem 2.4.3 we get the existence of a lift of the $G$-action to $P_{\{x\}}^{\pi_1(G)}$. \hfill $\square$

Uniqueness follows from the same argument as in Lemma 3.2.10.
3.3 Quantization of Courant Algebroids

In this section we will discuss applications of our main theorem to the quantization of Courant algebroids, as discussed in [9].

Let $C$ be a smooth Courant algebroid over $X$ associated to a 3-form $\omega$, and suppose that it is prequantizable, that is $\omega$ has integral periods. Let $g$ denote an $S^1$-gerbe prequantizing $\omega$. Let $D \subset C$ be a Dirac structure. Then in particular, $D$ is a Lie algebroid, and as explained in [9] $g$ can be equipped with a flat $D$-connection, denoted $A$. This determines a class $[(g, A)] \in H^2(D, S^1_G)$. Suppose $D$ integrates to a Lie groupoid. We can then ask about the integrability of $[(g, A)]$, or in other words: does the action of $D$ on $g$ integrate to an action of the corresponding source simply connected groupoid on $g$? Here we give a class of examples that does integrate, and it relates to the basic gerbe on a compact, simple Lie group. (see [15], [20]).

Example 3.3.1. Let $G$ be a compact, simple Lie group with universal cover $\tilde{G}$, and let $\langle \cdot, \cdot \rangle$ be the unique bi-invariant 2-form which at the identity is equal to the Killing form. Associated to $\langle \cdot, \cdot \rangle$ is a bi-invariant and integral 3-form, called the Cartan 3-form, given at the identity by

$$\omega|_e = \frac{\langle [\cdot, \cdot], \cdot \rangle|_e}{2}.$$  

The Dirac structure in this case, called the Cartan-Dirac structure, is the action Lie algebroid $\mathfrak{g} \ltimes G$, where the action is the adjoint action of $\mathfrak{g}$ on $G$. From this there is a canonical class $\alpha \in H^2(\mathfrak{g} \ltimes G, S^1_{\tilde{G}})$, whose underlying gerbe on $G$ is called the basic gerbe. The source simply connected integration of $\mathfrak{g} \ltimes G$ is $\tilde{G} \ltimes G$, where the action of $\tilde{G}$ on $G$ is the one lifting the action of $G$ on itself by conjugation. Since the source fibers of $\tilde{G} \ltimes G$ are diffeomorphic to $\tilde{G}$, which is necessarily 2-connected, by Theorem 2.4.3 we have that

$$H^2(\tilde{G} \ltimes G, S^1_{\tilde{G}}) \overset{VE}{\cong} H^2(\mathfrak{g} \ltimes G, S^1_G).$$

Hence $\alpha$ integrates to a class in $H^2(\tilde{G} \ltimes G, S^1_{\tilde{G}})$.

To summarize, we have proven the following [see [15], [13]]:

Theorem 3.3.2 (Integration of Cartan-Dirac structures). Let $G$ be a compact, simple Lie group with universal cover $\tilde{G}$. Then the adjoint action of $\mathfrak{g}$ on the basic gerbe (where the action is given by the Cartan-Dirac structure) integrates to an action of $\tilde{G}$ on the basic gerbe.

3.4 Integration of Lie $\infty$-Algebroids

In this section we will discuss the integration and quantization of Lie $\infty$-algebroids. See [18] for more details. We consider Lie $\infty$-algebroids of the following form:

Let $\mathfrak{g}$ be a Lie algebroid and let $M \to X$ be a $\mathfrak{g}$-module. Let $\omega \in C^m(\mathfrak{g}, M)$ be closed, $n > 2$. We can define a two term Lie $(n-1)$-algebroid as follows: Let $\mathcal{L} = \mathfrak{m} \oplus \mathfrak{g}$ where $\mathfrak{m}$ has degree $2-n$ and $\mathfrak{g}$ has degree 0. Let all differentials be zero except for the degree 0 and degree $-n$ differentials. Define the degree 0 differential as follows: for $U$ an open set in $X$ and for $m_1, m_2 \in \mathcal{O}(\mathfrak{m})(U)$, $g_1, g_2 \in \mathcal{O}(\mathfrak{g})(U)$, let

$$[m_1 + g_1, m_2 + g_2]_0 = [g_1, g_2] + d_{CE}m_2(g_1) - d_{CE}m_1(g_2),$$

where $[g_1, g_2]$ is the Lie bracket of $g_1, g_2$ in $\mathfrak{g}$. Define the degree $2-n$ bracket by as follows: for $g_1, \ldots, g_n \in \mathcal{O}(\mathfrak{g})(U)$, let

$$[g_1, \ldots, g_n]_n = \omega(g_1, \ldots, g_n).$$
otherwise if any of inputs is in $\mathcal{O}(m)(U)$ let the bracket be zero. This defines a Lie $(n-1)$-algebroid.

Since the universal cover of a $k$-dimensional torus (for $k \geq 1$) is contractible, Theorem 2.4.3 gives us the following result, at the level of cohomology:

**Corollary 3.4.1.** All Lie $(n-1)$-algebroids associated to closed $n$-forms on the $k$-dimensional torus $T^k$ integrate to multiplicative $(n-2)$-gerbes.

We now apply the previous results to Lie $2$-algebras. As proved in [1], all Lie $2$-algebras are equivalent to ones of the form

$$V \rightarrow g,$$

(3.4.1)

where the only nonzero brackets are the degree 0 and $-1$ brackets, and where the degree $-1$ bracket is given by a closed 3-form. Furthermore, if $\omega, \omega'$ define equivalent Lie $2$-algebras, then $[\omega] = [\omega']$ in $H^3_0(g, V)$, implying that the map from Lie $2$-algebras to $H^3_0(g, V)$ is canonical. Since simply connected Lie groups are 2-connected, Theorem 2.4.3 can help us determine when a Lie 2-algebra integrates.

**Theorem 3.4.2.** Let $\mathcal{L}$ be a Lie $2$-algebra represented by the 3-form $\omega$. Let $G$ be the simply connected integration of $g$. Then if the periods $P(\omega)$ of $\omega$ form a discrete subgroup of $V$, then $\mathcal{L}$ integrates to a class in $H^2_0(G, V/P(\omega))$.

**Remark 3.4.3.** Note that in [12] it is shown that the obstruction to integrating a Lie $2$-algebra to a Lie $2$-group is that the periods of $\omega$ form a discrete subgroup of $V$, i.e. the obstruction is the same as the one in the above theorem. To explain this, we note the following: it is shown in [19] that to every class in $H^2_0(G, S^1)$ there corresponds an equivalence class of Lie $2$-groups. We expect that under this correspondence, Theorem 3.4.2 shows that the Lie $2$-algebras which satisfy the hypotheses of this theorem integrate to Lie $2$-groups.

### 3.5 van Est Map: Heisenberg Action Groupoids

In this section we will apply the tools developed in the previous sections to integrate a particular Lie algebroid extension and show that we get a Heisenberg action groupoid.

Consider the space $\mathbb{C}^2$ with divisor $D = \{xy = 0\}$. Then the 2-form

$$\omega = \frac{dx \wedge dy}{xy}$$

is a closed form in $C^2_0(T_{\mathbb{C}^2}(-\log D), \mathbb{C})$. The source simply connected integration of $T_{\mathbb{C}^2}(-\log D)$ is $\mathbb{C} \times \mathbb{C}$, where the action of $\mathbb{C}^2$ on itself is given by

$$(a, b) \cdot (x, y) = (e^a x, e^b y).$$

Since the source fibers are contractible Theorem 2.4.3 tells us that the central extension of $T_{\mathbb{C}^2}(-\log D)$ defined by $\omega$ integrates to an $\mathbb{C} \times \mathbb{C}$ central extension of $\mathbb{C}^2 \times \mathbb{C}^2$. We will describe the central extension here. First we will compute the integration of $\omega$; we define coordinates on $B^{\leq 2}(\mathbb{C} \times \mathbb{C} \times \mathbb{C} \times \mathbb{C})$ as follows:

$$(x, y) \in \mathbb{C}^2 = B^0(\mathbb{C} \times \mathbb{C} \times \mathbb{C} \times \mathbb{C}),$$

$$(a, b, x, y) \in \mathbb{C}^2 \times \mathbb{C}^2 = B^1(\mathbb{C} \times \mathbb{C} \times \mathbb{C} \times \mathbb{C}),$$

$$(a', b', a, b, x, y) \in B^2(\mathbb{C} \times \mathbb{C} \times \mathbb{C} \times \mathbb{C}).$$

On $X \backslash D$ the 2-form $\omega/2\pi i$ is the curvature of the Deligne line bundle associated to the holomorphic functions $x$ and $y$. 
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On $E^{* \leq 2}(\mathbb{C} \times \mathbb{C} \times \mathbb{C})$ we have coordinates

$$(a, b, x, y) \in E^0(\mathbb{C} \times \mathbb{C} \times \mathbb{C}),$$

$$(a', b', a, b, x, y) \in E^1(\mathbb{C} \times \mathbb{C} \times \mathbb{C}),$$

$$(a'', b'', a', b', a, b, x, y) \in E^2(\mathbb{C} \times \mathbb{C} \times \mathbb{C}),$$

where the map $\kappa : E^{* \leq 2}(\mathbb{C} \times \mathbb{C} \times \mathbb{C}) \to B^{* \leq 2}(\mathbb{C} \times \mathbb{C} \times \mathbb{C})$ is given by

$$(a, b, x, y) \mapsto (e^a x, e^b y),$$

$$(a', b', a, b, x, y) \mapsto (a', b', e^a x, e^b y),$$

$$(a'', b'', a', b', a, b, x, y) \mapsto (a'', b'', a', b', e^a x, e^b y).$$

When we right translate $\omega$ to $E^0(\mathbb{C} \times \mathbb{C})$ we get the fiberwise form $da \wedge db$. This is exact, with primitive $a db$. When we pullback $a db$ to $E^1(\mathbb{C} \times \mathbb{C})$ we get the fiberwise form $a' db'$, and this is exact, with primitive $a' b'$. When we pullback $a'b'$ to $E^2(\mathbb{C} \times \mathbb{C})$ we get the function $a'' b''$, and this is $\kappa^* a'b'$. So the cocycle integrating $\omega$ is $f(a', b', a, b, x, y) = a'b'$.

One can show that the central extension associated to this cocycle is an action groupoid of the complex Heisenberg group acting on $\mathbb{C} \times \mathbb{C}$, i.e. we have the following proposition:

**Proposition 3.5.1.** The logarithmic 2-form $\frac{dx \wedge dy}{xy}$ on $\mathbb{C}^2$ with divisor $xy = 0$ defines a Lie algebroid extension of $T_{\mathbb{C}^2}(-\log \{xy = 0\})$. This Lie algebroid extension integrates to an extension of $\mathbb{C}^2 \ltimes \mathbb{C}^2$ given by a Heisenberg action groupoid. More precisely, the extension is of the form

$$0 \to \mathbb{C}_{\mathbb{C}^2} \to H \ltimes \mathbb{C}^2 \to \mathbb{C}^2 \ltimes \mathbb{C}^2 \to 0,$$

where $H$ is the subgroup of matrices of the form

$$\begin{pmatrix}
1 & a & c \\
0 & 1 & b \\
0 & 0 & 1
\end{pmatrix}$$

for $a, b, c \in \mathbb{C}$, and the action on $\mathbb{C} \times \mathbb{C}$ is given by $(a, b, c) \cdot (x, y) = (e^a x, e^b y)$, where $(a, b, c)$ represents the above matrix.

### 4 The Canonical Module Associated to a Complex Manifold and Divisor

Given a complex manifold $X$ and a (simple normal crossings) divisor $D$, we construct a natural module for the Lie groupoid $\text{Pair}(X, D)$ (which is the terminal integration of $T_X(-\log D)$, the Lie algebroid whose sheaf of sections is the sheaf of sections of $T_X$ which are tangent to $D$). These are modules for which the underlying surjective submersion does not define a fiber bundle, and in particular the underlying family of abelian groups is not locally trivial. Generically the fiber will be $\mathbb{C}^*$, but over $D$ the fibers will degenerate to $\mathbb{C}^* \times \mathbb{Z}^k$, for some $k$ depending on the point $D$.

#### 4.1 The Module $\mathbb{C}^*_0(\mathbb{Z}^k)$

Here we will do a warm up example for the general case to come in the next section. More precisely, we will construct a family of abelian groups whose sheaf of sections is isomorphic to the sheaf of nonvanishing meromorphic functions with a possible pole or zero only at the origin, and
we will show that it is naturally a module for the terminal groupoid integrating $T_C(- \log \{0\})$, the Lie algebroid whose sheaf of sections is isomorphic to the sheaf of sections of $T C$ vanishing at the origin. This space was defined in \cite{11}.

Consider the action groupoid $C^* \ltimes C \rightrightarrows C$, where the action of $C^*$ on $C$ is given by

$$a \cdot x = ax.$$  

This is the terminal groupoid integrating $T_C(- \log \{0\})$. We will construct a module for this groupoid as follows: consider the family of abelian groups given by

$$C \times C^* \times \mathbb{Z} \xrightarrow{p} C.$$  

This family of abelian groups is a $C^* \times C$-module with action given by

$$(a, x) \cdot (y, y', i) = (ax, a^{-i}y, i).$$  

(4.1.1)

There is a submodule given by

$$C \times \mathbb{Z} \setminus \{(0, j) : j \neq 0\} \xrightarrow{p} C,$$

where the embedding into $C \times C^* \times \mathbb{Z}$ is given by $(x, j) \mapsto (x, x^{-j}, j)$, for $x \neq 0$, and $(0, 0) \mapsto (0, 1, 0)$. We can then form the quotient to get another module, denoted $C_C^*(*\{0\})$. Formally, we have the following:

**Definition 4.1.1.** We define the space $C_C^*(*\{0\})$ as

$$C_C^*(*\{0\}) := C \times C^* \times \mathbb{Z}/ \sim, \ (x, y, i) \sim (x, x^{-j}y, i + j), \ x \neq 0.$$  

Proposition 4.1.2. The space $C_C^*(*\{0\})$ is a complex manifold and there is a holomorphic surjective submersion $\pi : M \to C$ given by $\pi(x, y, i) = x$. The space $C_C^*(*\{0\})$ is a family of abelian groups with product defined by a

$$(x, y, i) \cdot (x', y', j) = (xy', i + j).$$

It is a $C^* \ltimes C$-module with action given by

$$(a, x) \cdot (x, y, i) = (ax, a^{-i}y, i),$$

and there is a short exact sequence of modules given by

$$0 \to C \times \mathbb{Z} \setminus \{(0, j) : j \neq 0\} \to C \times C^* \times \mathbb{Z} \to C_C^*(*\{0\}) \to 0.$$  

The fiber of $C_C^*(*\{0\})$ over a point $x \neq 0$ is isomorphic to $C^*$, and the fiber over $x = 0$ is isomorphic to $C^* \times \mathbb{Z}$.

**Proof.** We prove that it is a complex manifold. First we show that we can cover the space with charts whose transition functions are holomorphic. For each $i \in \mathbb{Z}$, we get a chart given by $C \times C^*$, taking $(x, y, i) \mapsto (x, y)$. On the intersection between the $i$ and $j$ coordinate systems, the transition function is given by $(x, y) \mapsto (x, x^{-j}y)$, which is holomorphic.

To prove the space is Hausdorff, we observe that away from $x = 0$, the space is just $C^* \times C^*$. Now take two points $(0, y, i), (x, y', j), x \neq 0$. We get disjoint neighborhoods of these points by choosing small enough neighborhoods $U_i, U_j$, such that the projections onto the $x$-coordinate are disjoint. Now given two distinct points $(0, y, i), (0, y', j)$, with $j > i$ we obtain two disjoint neighborhoods by choosing $x \in C$ such that $|x^{-j}y| > |y'|$, and then choosing small enough disks around $y, y'$. Now suppose we take two distinct points $(0, y, i), (0, y', i)$. We get two disjoint neighborhoods by choosing disjoint neighborhoods of $y, y' \in C^*$, and taking all $x \in C^*$. □
Proposition 4.1.3. The sheaf $\mathcal{O}(\mathbb{C}^*_C(*\{0\}))$ (where sections here are taken to be holomorphic) is isomorphic to the sheaf of meromorphic functions on $\mathbb{C}$ with poles or zeroes only at $x = 0$, denoted $\mathcal{O}^*(\{0\})$.

Proof. Consider the morphism of sheaves defined as follows: for an open set $U \subset \mathbb{C}$ and a holomorphic section $s(x) = (f(x), i)$ of $\mathbb{C}^*_C(*\{0\})$ over $U$, define a meromorphic function on $U$, with a possible pole/zero only at $x = 0$, by $x^if(x), x \in U$. This map is an isomorphism of sheaves.

Now to any $G$-module there is an associated $G$-representation, and the representation associated to $\mathbb{C}^*_C(*\{0\})$ is the trivial one, i.e. $m \cong \mathbb{C} \times \mathbb{C}$ with the projection map being the projection onto the first factor, and the action of $\mathbb{C}^* \ltimes \mathbb{C}$ is given by

$$(a, x) \cdot (x, y) = (ax, y).$$

We identify $m$ with points $(x, y, 0) \in \mathbb{C} \times \mathbb{C} \times \mathbb{Z}$, where the second $\mathbb{C}$ is identified with the Lie algebra of $\mathbb{C}^*$. The sheaf of sections of $m$ is naturally isomorphic to the sheaf of $\mathbb{C}$-valued functions on $\mathbb{C}$.

Proposition 4.1.4. The Chevalley-Eilenberg complex associated to $\mathbb{C}^*_C(*\{0\})$ is isomorphic to the complex

$$\mathcal{O}^*_C(*\{0\}) \overset{d\log}{\rightarrow} \Omega^1_{\mathbb{C}}(\log D).$$

Proof. We will compute $d_{CE} \log :$ consider the meromorphic function $x^nf(x), x \in U$, where $f$ is holomorphic and nonvanishing. We identify it with the local section of $\mathbb{C}^*_C(*\{0\})$ given by $s(x) = (x, f(x), n)$. Now the anchor map is given by

$$\alpha : \text{Lie}(\mathbb{C}^* \ltimes \mathbb{C}) \rightarrow T\mathbb{C}, \alpha(\partial_x, x) = x\partial_x.$$

Then we can compute that

$$L(\partial_x, x)s(x) = \frac{d}{dx} \Big|_{x=0} (x, e^{\epsilon x}f(e^{\epsilon x})f(x)^{-1}) = (x, n + xf'(x)f(x)^{-1}),$$

so $f$ differentiates to $d\log(x^nf)$, so that $d_{CE} \log$ corresponds to $d\log$ under the identification of sheaves used in Proposition 4.1.3. This completes the proof.

4.2 The Module $\mathbb{C}^*_X(*D)$ and $\text{Pair}(X, D)$

Here we will generalize the construction in the previous section to arbitrary complex manifolds and smooth divisors.

Proposition 4.2.1. Let $X$ be a complex manifold of complex dimension $n$, and let $D$ be a smooth divisor. Then there is a canonical family of abelian groups $\mathbb{C}^*_X(*D) \rightarrow X$ such that $\mathcal{O}(\mathbb{C}^*_X(*D))$ (where sections here are taken to be holomorphic) is isomorphic to $\mathcal{O}^*(\{0\})$, the sheaf of nonvanishing meromorphic functions with poles or zeroes only on $D$.

Proof. We can construct a family of abelian groups as follows: choose an open cover $\{D^n_i\}_i$ of $X$ by polydiscs (i.e. $D_i = \{z \in \mathbb{C} : |z| < 1\}$), with coordinates $(x_{i,1}, x_i) = (x_{i,1}, x_{i,2}, \ldots, x_{i,n})$ on $D^n_i$, in such a way that

$$D \cap D^n_i = \{x_{i,1} = 0\}. $$
Then on $\mathbb{D}_i^n$ form the family of abelian groups $\mathbb{D}_i^n \times \mathbb{C}^* \times \mathbb{Z}/ \sim$, where

$$(x_{i,1}, x_i, y, k) \sim (x_{i,1}, x_i, x_{i,1}^{-1}y, k + l) \text{ for } x_{i,1} \neq 0,$$

where the surjective submersion is given by the projection onto $(x_{i,1}, x_i)$, and where the product is given by

$$(x_{i,1}, x_i, y, k) \cdot (x_{i,1}, x_i, y', l) = (x_i, yy', k + l).$$

We can glue these families of abelian groups together in the following way: on $\mathbb{D}_i^n \cap \mathbb{D}_j^n$ we have a nonvanishing holomorphic function $g_{ij}$ satisfying $x_{j,1} = g_{ij} x_{i,1}$. Now let

$$(x_{i,1}, x_i, y, k) \sim (x_{j,1}, x_j, g_{ij}^{-k}y, k).$$

This gluing preserves the fiberwise group structure, hence we obtain a family of abelian groups, denoted

$$\mathbb{C}_X^*(\ast D) \xrightarrow{\sim} X.$$

As in the previous section, where this was done for $(X, D) = (\mathbb{C}, \{0\})$, the sheaf $\mathcal{O}(\mathbb{C}_X^*(\ast D))$ is isomorphic to $\mathcal{O}^*(\ast D)$. $\square$

**Proposition 4.2.2** (see [10]). There is a terminal integration of $T_X(\ast \log D)$ (denoted by $\text{denotedPair}(X, D)$), the Lie algebroid whose sheaf of sections is isomorphic to the sheaf of sections of $T_X$ which are tangent to $D$.

**Proof.** The terminal integration, $\text{Pair}(X, D)$, can be described locally as follows (here the notation is as in the previous proposition): the set of morphisms $\mathbb{D}_i^n \to \mathbb{D}_j^n$ is given by all

$$(a, x_j, x_{i,1}, x_i) \in \mathbb{C}^* \times \mathbb{D}_j^{n-1} \times \mathbb{D}_i^{n-1}$$

such that $(ax_{i,1}, x_j) \in \mathbb{D}_j^n$.

The source, target and multiplication maps are:

$$s(a, x_j, x_{i,1}, x_i) = (x_{i,1}, x_i) \in \mathbb{D}_i^n,$$
$$t(a, x_j, x_{i,1}, x_i) = (ax_{i,1}, x_j) \in \mathbb{D}_j^n,$$
$$(a', x_k, ax_{i,1}, x_j) \cdot (a, x_j, x_{i,1}, x_i)$$
$$= (a' a, x_k, x_{i,1}, x_i) \in \mathbb{C}^* \times \mathbb{D}_k^{n-1} \times \mathbb{D}_i^{n-1}.$$

The gluing maps on the groupoid are induced by the gluing maps on $X$, that is,

$$(a, x_j, x_{i,1}, x_i) \sim \left( \frac{g_{ij}(ax_{i,1})}{g_{ik}(x_{i,1})}, x_l, x_{k,1}, x_k \right)$$

if

$$(x_{i,1}, x_i) \in \mathbb{D}_i^n \sim (x_{k,1}, x_k) \in \mathbb{D}_k^n,$$
$$(ax_{i,1}, x_j) \in \mathbb{D}_j^n \sim (x_{i,1}, x_i) \in \mathbb{D}_i^n.$$

$\square$

**Proposition 4.2.3.** The morphism

$$d\log : \mathcal{O}^*(\ast D) \to \Omega_X^{1}(\log D) \quad (4.2.1)$$

endows $\mathbb{C}_X^*(\ast D)$ with the structure of a $T_X(\ast \log D)$-module, and this structure integrates to give $\mathbb{C}_X^*(\ast D)$ the structure of a $\text{Pair}(X, D)$-module.
Proof. Define an action of Pair\((X,D)\) on \(C_X^\ast(*D)\) as follows (the notation is as in the previous two propositions):

\[
(a, x_j, x_{i_1}, x_i) \cdot (x_{i_1}, x_i, y, k) = (ax_{i_1}, x_j, a^{-k}y, k).
\]

This is a well-defined action by fiberwise isomorphisms, and it indeed differentiates to the \(T_X(-\log D)\)-module defined by (4.2.1).

Essentially the same construction can be done in the case that \(D\) is a simple normal crossing divisor. In a neighborhood \(U\) of a simple crossing divisor which is biholomorphic to a polydisk, we can choose coordinates \(x = (x_1, \ldots, x_n)\) on \(D^n\) such that the simple normal crossing divisor is given by \(x_1 \cdots x_k = 0\). Then

\[
C_X^\ast(*D)|_{D^n} = D^n \times \mathbb{C}^* \times \mathbb{Z}^k / \sim, (x, y, i) \sim (x, x_{j_1}^{-m_{j_1}} \cdots x_{j_l}^{-m_{j_l}} y, i + m)
\]

away from \(x_{j_1} \cdots x_{j_l} = 0\), where \(j_1, \ldots, j_l \in \{1, \ldots, k\}\)

and where \(m_{j_1}, \ldots, m_{j_l}\) are the nonzero components of \(m \in \mathbb{Z}^k\).

Alternatively, it can locally be described as

\[
C_X^\ast(*\{x_1 = 0\}) \otimes C^\ast \cdots \otimes C^\ast \cdot C_X^\ast(*\{x_k = 0\}),
\]

where the \(C^\ast\)-action is the one induced by the action of \(C_U^\ast\) on \(C_X^\ast(*D)\), which comes from the embedding \(C_U^\ast \hookrightarrow C_X^\ast(*D)\).

To summarize this section, we have proven the following:

**Theorem 4.2.4.** Let \(X\) be a complex manifold and let \(D\) be a simple normal crossing divisor. There is a family of abelian groups

\[
C_X^\ast(*D) \xrightarrow{\pi} X
\]

whose sheaf of holomorphic sections is isomorphic to \(O_X^\ast(*D)\). Furthermore, there is a canonical action of Pair\((X,D)\) on \(M\) making it into a Pair\((X,D)\)-module, and this module structure integrates the canonical \(T_X(-\log D)\)-module structure on \(M\) induced by the morphism

\[
d\log : O_X^\ast(*D) \to \Omega_X^1(log D).
\]

## 5 Integration by Prequantization

In this section we describe an alternative approach to integration of classes in Lie algebroid cohomology that may sometimes be used, and which doesn’t directly involve the van Est map (more accurately, this method could be combined with the previous method). We call it integration by prequantization because in the case that the Lie algebroid is the tangent bundle and one is trying to integrate a 2-form \(\omega\), this method uses the line bundle whose first Chern class is the cohomology class of \(\omega\). We will first describe this method and then give some examples.

Suppose we have a \(G\)-module \(N\) and we are interested in integrating a class in the cohomology of the truncated complex, \(\alpha \in H_0^1(g, N)\). Now suppose we have a \(G\)-module \(M\) such that \(m = n\), and such that there is a map \(N \to M\) of \(G\)-modules which differentiates to the identity map on \(n\). In this case the morphism

\[
O(M) \xrightarrow{dc = d\log} C^1(g, M) \cong C^1(g, N)
\]

is...
induces a morphism

\[ H^*(G^0, \mathcal{O}(M)) \to H^*_0(\mathfrak{g}, N). \]

Then one can try lift \( \alpha \) to a class \( \hat{\alpha} \in H^*(G^0, \mathcal{O}(M)) \). If a lift can be found, then one can attempt to integrate \( \hat{\alpha} \) to a class in \( H^*_0(G, N) \) by showing that \( \delta^*\hat{\alpha} \) is in the image of the map \( H^*_0(G, N) \to H^*_0(G, M) \). If this succeeds then this class in \( H^*_0(G, N) \) integrates \( \alpha \). We can summarize this method with the following proposition:

**Proposition 5.0.1.** Let \( G \) be a Lie groupoid, and let \( N, M \) be \( G \)-modules with the same underlying Lie algebroids \( \mathfrak{n} \). Suppose further that there is a map of \( G \)-modules \( f : N \to M \) which differentiates to the identity on \( \mathfrak{n} \) (in particular this means that the Lie algebroids of \( N \) and \( M \) are the same as \( G \)-representations). The following diagram is commutative:

\[
\begin{array}{ccc}
H^*_0(G, N) & \xrightarrow{d_{CE, log}} & H^*_0(G, M) \\
\downarrow \quad f & & \quad \downarrow \delta^* \\
H^*(G^0, \mathcal{O}(M)) & \xrightarrow{V E_0} & H^*(G^0, \mathcal{O}(M)) \\
\end{array}
\]

**Example 5.0.2.** Let \( X \) be a manifold and let \( \omega \) be a closed 2-form which has integral periods. Then there is a class \( g \in H^1(X, \mathcal{O}^\ast) \) which lifts \( \omega \), i.e. a principal \( \mathbb{C}^\ast \)-bundle. We then have that \( \delta^*g \in H^1_0(\text{Pair}(X), \mathbb{C}^\ast_X) \) integrates \( \omega \).

**Example 5.0.3.** Consider the trivial \((\mathbb{C}^\ast \times \mathbb{C} \to \mathbb{C})\)-module \( \mathbb{C}^\ast_X \), and let \( \mathfrak{g} \) be its Lie algebroid. Consider the class in \( H^0_0(\mathfrak{g}, \mathbb{C}^\ast_X) \) given by \( \frac{dz}{z} \). This class is not in the image of

\[
\mathcal{O}_\mathbb{C} \xrightarrow{d_{log}} \mathcal{C}^1(\mathfrak{g}, \mathbb{C}^\ast_X).
\]

However, \( \mathbb{C}^\ast_X \hookrightarrow \mathbb{C}^\ast(\ast \{0\}) \) (where \( \mathbb{C}^\ast(\ast \{0\}) \) is as in the previous section), and they have the same Lie algebroids, and in addition the class \( \frac{dz}{z} \) is in the image of

\[
\mathcal{O}_\mathbb{C}^\ast(\ast D) \xrightarrow{d_{CE, log}} \mathcal{C}^1(\mathfrak{g}, \mathbb{C}^\ast_X),
\]

namely \( d_{log} z = \frac{dz}{z} \). We then have that \( \delta^*z(a, z) = a \), which is \( \mathbb{C}^\ast \)-valued. Hence the morphism \( (a, z) \mapsto a \) integrates \( \frac{dz}{z} \).

To get examples involving the integration of extensions, we have the following proposition:

**Proposition 5.0.4.** Let \( X \) be a complex manifold with smooth divisor \( D \), and let \( \Pi_1(X, D) \to X \) be the source simply connected integration of \( T_X(-\log D) \). Then the subgroup of classes in \( H^1_0(T_X(-\log D), \mathbb{C}_X) \) which are integral on \( X \setminus D \) embeds into \( H^1_0(\Pi_1(X, D), \mathbb{C}^\ast_X) \).

**Proof.** Let \( \omega \in H^0_0(T_X(-\log D), \mathbb{C}_X) \) be a class which is prequantizable, which means that it is in the image of the map

\[
H^1(X, \mathcal{O}^\ast_X(\ast D)) \to H^1_0(T_X(-\log D), \mathbb{C}_X).
\]

It is proved in [?] that this is equivalent to \( \omega \) being integral on \( X \setminus D \).

There is a short exact sequence of \( \Pi_1(X, D) \)-modules

\[
0 \to \mathbb{C}_X \xrightarrow{\delta^*} \mathbb{C}_X^\ast(\ast D) \xrightarrow{\eta} \mathbb{C}_X \to 0,
\]
Hence there is a unique lift of $\alpha$ which follows from the following: there is a morphism from the full subgroupoid over $D$, where the latter equality follows from the fact that $H\Pi_1$ is a bisection, so since the fibers of $\operatorname{ét}(\iota_*\mathcal{O}(Z_D))$ are discrete and the source fibers $\Pi_1(X, D)$ are connected, any such morphism must be identically 0. So we get the long exact sequence

$$0 \to H^0_0(\Pi_1(X, D), \mathcal{C}_X^\ast) \to H^1_0(\Pi_1(X, D), \mathcal{C}_X^\ast(*D)) \to H^0_1(\Pi_1(X, D), \mathcal{C}_X^\ast(*D)) \to H_0^0(\Pi_1(X, D), \iota_*\mathcal{O}(Z_D)) = 0.$$ 

Now $H^0_0(\Pi_1(X, D), \mathcal{C}_X^\ast(*D)) = 0$ since a morphism of groupoids must be 0 on the identity bisection, so since the fibers of $\operatorname{ét}(\iota_*\mathcal{O}(Z_D))$ are discrete and the source fibers $\Pi_1(X, D)$ are connected, any such morphism must be identically 0. So we get the long exact sequence

$$0 \to H^0_0(\Pi_1(X, D), \mathcal{C}_X^\ast) \to H^1_0(\Pi_1(X, D), \mathcal{C}_X^\ast(*D)) \to H^0_1(\Pi_1(X, D), \iota_*\mathcal{O}(Z_D)).$$

If we let $\alpha \in H^1(X, \mathcal{C}_X^\ast(*D))$, then $t^\ast \alpha - s^\ast \alpha \in H^0_1(\Pi_1(X, D), \mathcal{C}_X^\ast(*D))$, and

$$\pi(t^\ast \alpha - s^\ast \alpha) = t^\ast \pi(\alpha) - s^\ast \pi(\alpha) = 0,$$

where the latter equality follows from the fact that $\pi(\alpha)$ is a module for the full subgroupoid over $D$, which follows from the following: there is a morphism from the full subgroupoid over $D$ to $\Pi_1(D)$, and $\pi(\alpha)$ is a module for $\Pi_1(D)$ since $\pi(\alpha)$ is a local system.

Hence there is a unique lift of $\alpha$ to $H^0_0(\Pi_1(X, D), \mathcal{C}_X^\ast)$. Hence all of the prequantizable classes in $H^2(T_X(-\log D), \mathcal{C}_X)$ integrate to classes in $H^0_0(\Pi_1(X, D), \mathcal{C}_X^\ast)$.

What this proposition means is that any closed logarithmic 2-form on a complex manifold $X$ with smooth divisor $D$, which has integral periods on $X \setminus D$, defines a $\mathbb{C}^\ast$-groupoid extension of $\Pi_1(X, D)$.

**Example 5.0.5.** We can specialize to the case $X = \mathbb{P}^2$ and where $D$ is a smooth projective curve of degree $\geq 3$ and genus $g$ in $\mathbb{P}^2$. Then as proved in [11], the prequantizable subgroup of $H^0_0(T_{\mathbb{P}^2}(-\log D), \mathcal{C}_X^\ast)$ is isomorphic to $\mathbb{Z}^{2g}$. Hence $\mathbb{Z}^{2g} \to H^0_0(\Pi_1(\mathbb{P}^2, D), \mathcal{C}_{\mathbb{P}^2})$.

## Appendix

### A Derived Functor Properties

In this section we discuss some vanishing results for the derived functors of locally fibered maps. These results are particularly useful when using the Leray spectral sequence.

**Definition A.1.1.** A map $f : X \to Y$ between topological spaces is called locally fibered if for all points $x \in X$ there exists open sets $U \ni x$ and $V \ni f(x)$, a topological space $F$ and a homeomorphism $\phi : U \to F \times V$ such that the following diagram commutes:

$$
\begin{array}{ccc}
U & \xrightarrow{\phi} & F \times V \\
\downarrow{f} & & \downarrow{p_2} \\
V & & 
\end{array}
$$

**Example A.1.2.** If $X, Y$ are smooth manifolds and $f : X \to Y$ is a surjective submersion, then $f$ is locally fibered.

**Proposition A.1.3** (The Canonical Resolution). Let $M \to X$ be a family of abelian groups. Then there is a canonical acyclic resolution of $\mathcal{O}(M)$ that differs from the Godement resolution. It is given by the following: for a sheaf $\mathcal{S}$, let $\mathcal{G}^0(\mathcal{S})$ be the first sheaf in the Godement resolution of $\mathcal{S}$,
One can show that

\[ H^1(Y, \mathcal{O}(M)) \cong \mathcal{O}(M) \cong \mathcal{O}(M) \]

for \( n \geq 0 \), where \( \mathcal{G}^1(M) := \mathcal{O}(M) \). We then have the following acyclic resolution of \( \mathcal{O}(M) \):

\[ 0 \to \mathcal{O}(M) \to \mathcal{G}^0(M) \to \mathcal{G}^1(M) \to \cdots . \]

**Definition A.1.4** (see [3]). A continuous map \( f : X \to Y \) is called \( n \)-acyclic if it satisfies the following conditions:

1. For any sheaf \( S \) on \( Y \) the adjunction morphism \( S \to R^0f_*(f^{-1}S) \) is an isomorphism and \( R^i f_*(f^{-1}S) = 0 \) for all \( i = 1, \ldots, n \).
2. For any base change \( Y' \to Y \) the induced map \( f : X \times_Y Y' \to Y' \) satisfies property 1.

**Theorem A.1.5** (see [3], criterion 1.9.4). Let \( f : X \to Y \) be a locally fibered map. Suppose that all fibers of \( f \) are \( n \)-acyclic (ie. \( n \)-connected). Then \( f \) is \( n \)-acyclic.

**Corollary A.1.6.** Let \( f : X \to Y \) be a locally fibered map and suppose that all fibers of \( f \) are \( n \)-acyclic. Let \( M \) be a family of abelian groups. Then if

\[ \alpha \in R^{n+1}f_*(f^{-1}\mathcal{O}(M))(Y) \]

satisfies \( \alpha|_{f^{-1}(y)} = 0 \) for all \( y \in Y \) (note that \( \alpha|_{f^{-1}(y)} \in H^{n+1}(f^{-1}(y), f^{-1}M_y) \)), then \( \alpha = 0 \).

**Proof.** By Proposition [A.1.3] we have the following resolution of \( \mathcal{O}(M) \):

\[ 0 \to \mathcal{O}(M) \to \mathcal{G}^0(M) \to \mathcal{G}^1(M) \to \cdots . \]

Since \( f^{-1} \) is an exact functor, we obtain the following resolution of \( f^{-1}\mathcal{O}(M) \):

\[ 0 \to f^{-1}\mathcal{O}(M) \to f^{-1}\mathcal{G}^0(M) \to f^{-1}\mathcal{G}^1(M) \to \cdots . \] (A.1.1)

Hence,

\[ R^\bullet f_*(f^{-1}\mathcal{O}(M)) = R^\bullet f_*(f^{-1}\mathcal{G}^0(M) \to f^{-1}\mathcal{G}^1(M) \to \cdots ) . \]

One can show that \( \alpha|_{f^{-1}(y)} = 0 \) for all \( y \in Y \) \( \iff \alpha = 0 \) under the map induced by \( f^{-1}\mathcal{O}(M) \to f^{-1}\mathcal{G}^0(M) \), hence we obtain the result by using Theorem A.1.5.

**Theorem A.1.7.** Let \( f : X \to Y \) be a locally fibered map such that all its fibers are \( n \)-acyclic. Let \( M \to Y \) be a family of abelian groups. Then the following is an exact sequence for \( 0 \leq k \leq n+1 \):

\[ 0 \to H^k(Y, \mathcal{O}(M)) \to H^k(X, f^{-1}\mathcal{O}(M)) \]

\[ \to \prod_{y \in Y} H^k(f^{-1}(y), \mathcal{O}(f^*M|_{f^{-1}(y)})) . \]

In particular, \( H^k(Y, \mathcal{O}(M)) \to H^k(X, f^{-1}\mathcal{O}(M)) \) is an isomorphism for \( k = 0, \ldots, n \) and is injective for \( k = n+1 \).

**Proof.** This follows from the Leray spectral sequence (see section 0) and Corollary A.1.6.

Similarly, we can generalize this result to simplicial manifolds:
Theorem A.1.8. Let \( f : X^\bullet \to Y^\bullet \) be a locally fibered morphism of simplicial topological spaces such that, in each degree, all of its fibers are \( n \)-acyclic. Let \( M_\bullet \to Y^\bullet \) be a simplicial family of abelian groups. Then the following is an exact sequence for \( 0 \leq k \leq n+1 \):

\[
0 \to H^k(Y^\bullet, \mathcal{O}(M_\bullet)) \xrightarrow{f^{-1}} H^k(X^\bullet, f^{-1}\mathcal{O}(M_\bullet)) \\
\to \prod_{y \in Y^0} H^k(f^{-1}(y), \mathcal{O}((f^*M_0)|_{f^{-1}(y)})) .
\]

In particular, \( H^k(Y^\bullet, \mathcal{O}(M_\bullet)) \to H^k(X^\bullet, f^{-1}\mathcal{O}(M_\bullet)) \) is an isomorphism for \( k = 0, \ldots, n \) and is injective for \( k = n+1 \).

A.2 Lie Groupoids

In this section we briefly review some important concepts in the theory of Lie groupoids.

Definition A.2.1. A groupoid is a category \( G \rightrightarrows G^0 \) for which the objects \( G^0 \) and morphisms \( G \) are sets and for which every morphism is invertible. A Lie groupoid is a groupoid \( G \rightrightarrows G^0 \) such that \( G^0, G \) are smooth manifolds\(^1\) such that the source and target maps, denoted \( s, t \) respectively, are submersions, and such that all structure maps are smooth, i.e.

\[
i : G^0 \to G \\
m : G \times G \to G \\
inv : G \to G
\]

are smooth (these maps are the identity, multiplication/composition and inversion, respectively). A morphism between Lie groupoids \( G \to H \) is a smooth functor between them. \( \blacksquare \)

Definition A.2.2. Let \( G \rightrightarrows G^0, K \rightrightarrows K^0 \) be Lie groupoids. A Morita map \( \phi : G \to K \) is a map such that

1. \( \phi : G^0 \to K^0 \) is a surjective submersion
2. The following diagram is Cartesian

\[
\begin{array}{ccc}
G & \xrightarrow{(s,t)} & G^0 \times G^0 \\
\downarrow{\phi} & & \downarrow{\phi \times \phi} \\
K & \xrightarrow{(s,t)} & K^0 \times K^0
\end{array}
\]

We say that \( G, K \) are Morita equivalent groupoids if either:

1. there is a Morita map between \( G \to K \) or \( K \to G \)
2. there is a third groupoid \( H \) such that both \( G, H \) and \( H, K \) are Morita equivalent in the sense of 1.

Note that 1. is a special case of 2. In the case of 2. we say that \( G \leftarrow H \to K \) is a Morita equivalence. \( \blacksquare \)

\(^{10}\) See Section A.1 for more details.

\(^{11}\) We allow for the possibility that the manifolds are not Hausdorff, but all structure maps should be locally fibered.
Definition A.2.3. There is a functor
\[ \mathcal{B}^* : \text{groupoids} \to \text{simplicial spaces}, G \mapsto \mathcal{B}^* G, \]
where \( \mathcal{B}^0 G = G^0, \mathcal{B}^1 G = G, \) and
\[ \mathcal{B}^n G = G \times \ldots \times G, \]

the space of \( n \)-composable arrows. Here the face maps are the source and target maps for \( n = 1, \) and for \((g_0, \ldots, g_n) \in \mathcal{B}^{n+1} G,\)
\[ d_{n+1,0}(g_0 \ldots , g_n) = (g_1 \ldots , g_n), \]
\[ d_{n+1,i}(g_0 \ldots , g_n) = (g_0 \ldots , g_{i-1}g_i, \tilde{g}_i, \ldots , g_n), \ 1 \leq i \leq n \]
\[ d_{n+1,n+1}(g_0 \ldots , g_n) = (g_0 \ldots , g_{n-1}). \]

The degeneracy maps are \( \text{Id} : G^0 \to G \) for \( n = 0, \) and
\[ \sigma_{n-1,i}(g_0 \ldots , g_{n-1}) = (g_0 \ldots , g_{i-1}, \text{Id}(t(g_i)), \tilde{g}_i, \ldots , g_{n-1}), \ 0 \leq i \leq n-1 \]
\[ \sigma_{n-1,n}(g_0 \ldots , g_{n-1}) = (g_0 \ldots , g_{i-1}, \tilde{g}_i, \ldots , g_{n-1}, \text{Id}(s(g_{n-1}))). \]

A morphism \( f : G \to H \) gets sent to \( \mathcal{B}^* f : \mathcal{B}^* G \to \mathcal{B}^* H, \) which acts as \( f \) does for \( n = 0, 1, \) and
\[ \mathcal{B}^n f(g_0, \ldots , g_{n-1}) = (f(g_0), \ldots , f(g_{n-1})) \]
for \( n > 1. \) ■

A.3 Cohomology of Sheaves on Stacks

In this section we briefly review the Grothendieck topology and sheaves on a differentiable stack, as well as their cohomology. The following definitions are based on [2].

Definition A.3.1. We call a family of morphisms \( \{P_i \to P\}_{i} \) in \([G^0/G]\) a covering family if the corresponding family of morphisms on the base manifolds \( \{M_i \to M\}_{i} \) is a covering family for the site of smooth manifolds, i.e. a family of étale maps such that \( \prod_i M_i \to M \) is surjective. This defines a Grothendieck topology on \([G^0/G]\), thus we can now speak of sheaves on \([G^0/G]\), i.e. contravariant functors \( S : [G^0/G] \to \text{Ab} \) such that the following diagram is an equalizer for all covering families \( \{P_i \to P\}_{i} : \)
\[ S(P) \to \prod_i S(P_i) \rightrightarrows \prod_{i,j} S(P_i \times_P P_j). \]

A morphism between sheaves \( S \) and \( F \) is a natural transformation from \( S \) to \( F. \) ■

Definition A.3.2. Let \( S \) be a sheaf on \([G^0/G]. \) Define the global sections functor \( \Gamma : \text{Sh}([G^0/G]) \to \text{Ab} \) by
\[ \Gamma([G^0/G], S) := \text{Hom}_{\text{Sh}([G^0/G])}(Z, S), \]
where \( Z \) is the sheaf on \([G^0/G]\) which assigns to the object
\[ P \to G^0 \]
the abelian group \( H^0(M, Z). \) ■
Definition A.3.3. The global sections functor $\Gamma : \text{Sh}(G^0/G) \to \text{Ab}$ is left exact and the category of sheaves on $G^0/G$ has enough injectives, so we define $H^*([G^0/G], S) := R^*\Gamma(S)$. ■

Theorem A.3.4 (see [2]). Let $S$ be a sheaf on $G^0/G$. Then

$$H^*([G^0/G], S) \cong H^*(B^*G, S(B^*G)).$$

A.4 Abelian Extensions

Here we review abelian extensions and central extensions of Lie groupoids and Lie Algebroids.

Definition A.4.1. Let $M$ be a $G$-module for a Lie groupoid $G \rightrightarrows G^0$. A Lie groupoid extension of $G$ by $M$ is given by a Lie groupoid $E \rightrightarrows G^0$ and a sequence of morphisms

$$1 \to M \xrightarrow{\iota} E \xrightarrow{\pi} G \to 1,$$

such that $\iota$, $\pi$ are the identity on $G^0$; such that $\iota$ is an embedding and $\pi$ is a surjective submersion; such that if $m \in M$, $e \in E$ satisfy $s(m) = s(e)$, then $e\iota(m) = \iota(\pi(e))m e$; in addition, we require that $E \to G$ be principal $M$-bundle with respect to the right action. If $M$ is a trivial $G$-module then $E$ will be called a central extension. If $A$ is an abelian Lie group then associated to it is a canonical trivial $G$-module given by $A_{G^0}$, and by an $A$-central extension of $G$ we will mean an extension of $G$ by the trivial $G$-module $A_{G^0}$. Furthermore, there is a natural action of $M$ on $E$, and we assume that with this action $E$ is a principal $M$-bundle. ■

Definition A.4.2. Let $m$ be a $g$-representation for a Lie algebroid $g \to N$. A Lie algebroid extension of $g$ by $m$ is given by a Lie algebroid $e \to N$ and an exact sequence of the form

$$0 \to m \xrightarrow{\iota} e \xrightarrow{\pi} g \to 0,$$

such that $\iota$, $\pi$ are the identity on $N$, and such that if $X, Y$ are local sections over an open set $U \subset N$ of $m, e$, respectively, then $\iota(L_\pi(Y)X) = [Y, \iota(X)]$. If $m$ is a trivial $g$-module then $\iota$ will be called a central extension. Similarly to the previous definition, if $V$ is a finite dimensional vector space then associated to it is a canonical trivial $g$-module given by $N \times V$, and by a $V$-central extension of $g$ we will mean an extension of $g$ by the trivial $g$-module $N \times V$. ■

Proposition A.4.3 (see [2] and [11]). With the above definitions, $H^1_0(G, M)$ classifies extensions of $G$ by $M$, and $H^1_0(g, M)$ classifies extensions of $g$ by $m$.
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