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Abstract

We tackle the problem of predicting saliency maps for videos of dynamic scenes. We note that the accuracy of the maps reconstructed from the gaze data of a fixed number of observers varies with the frame, as it depends on the content of the scene. This issue is particularly pressing when a limited number of observers are available. In such cases, directly minimizing the discrepancy between the predicted and measured saliency maps, as traditional deep-learning methods do, results in overfitting to the noisy data. We propose a noise-aware training (NAT) paradigm that quantifies and accounts for the uncertainty arising from frame-specific gaze data inaccuracy. We show that NAT is especially advantageous when limited training data is available, with experiments across different models, loss functions, and datasets. We also introduce a video game-based saliency dataset, with rich temporal semantics, and multiple gaze attractors per frame. The dataset and source code are available at https://github.com/NVlabs/NAT-saliency.

1 Introduction

Humans can perceive high-frequency details only within a small solid angle, and thus, analyze scenes by directing their gaze to the relevant parts [15, 21]. Predicting a distribution of gaze locations (i.e., a saliency map) for a visual stimulus has widespread applications such as image or video compression [3] and foveated rendering [34, 35], among others. This has inspired an active area of research – visual saliency prediction. Early methods focused on low- or mid-level visual features [26, 27, 36], and recent methods leverage high-level priors through deep learning (DL) for saliency prediction and related tasks such as salient object detection [20, 25, 29, 37, 38, 40, 44, 45, 46, 50, 62, 65, 66].
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Figure 1: Motivation for noise-aware training (NAT). Frames from a video (DIEM [49] dataset) are shown with an overlay of the saliency maps reconstructed from the gaze data of 95 observers. The level of gaze consistency across observers varies with frame content, leading to different asymptotic values and convergence rates of the per-frame inter-observer consistency (IOC) curves. Consequently, the accuracy of the saliency maps reconstructed from gaze data varies across frames – especially when a limited number of observers (say, 5 observers) are available. This impedes traditional training that directly minimizes the discrepancy between predicted and measured maps. We introduce NAT to address this.

Given the improved accessibility of eye trackers [59], datasets for saliency prediction are captured by recording gaze locations of observers viewing an image or a video. These gaze locations are then used to estimate a per-frame/image saliency map. Generally speaking, the quality of the reconstructed saliency maps increases with the number of gaze samples. However, two factors make it particularly challenging to reconstruct high-quality maps for videos. First, since a single observer contributes only a few (typically one [49]) gaze locations per video frame, more observers are needed to capture sufficient per-frame gaze data for videos as compared to images (e.g., the CAT2000 dataset has on average ~333 fixations per image from 24 observers [11], while LEDOV has ~32 fixations per video frame from 32 observers [31]). Therefore, the cost associated with the creation of truly large-scale datasets with tens of thousands of videos can be prohibitively high. Second, for videos of dynamic scenes, it is hard to guarantee high accuracy of the reconstructed saliency maps across all frames from the gaze data of a fixed number of observers. This is because the gaze behavior consistency across observers depends on the scene content [63]: scenes that elicit a high consistency would require fewer observers to reconstruct accurate saliency maps than those for which the inter-observer consistency (IOC) in gaze behavior is low.

Fig. 1 shows 3 frames from a DIEM video [49] with 95-observer saliency map overlays and the per-frame IOC as a function of the number of observers used to reconstruct the saliency map [23, 24, 31]. A converged IOC curve indicates that additional observers do not add new information to the reconstructed saliency map and the captured number of observers (e.g., 95 in Fig. 1) are sufficient for accurate estimation of saliency [23, 24]. As is clear from these plots, when the number of available observers is small, the IOC curve differs from its asymptotic value by a varying amount for each frame. This leads to varying per-frame accuracy of the saliency map reconstructed from few observers. In such cases, traditional training methods, which minimize the discrepancy between the predicted and measured saliency, can lead to overfitting to the inaccurate saliency maps in the training dataset.

We address these issues by proposing a Noise-Aware Training (NAT) paradigm: we interpret the discrepancy \( d \) between the measured and predicted saliency maps as a random variable, and train the saliency predictor through likelihood maximization. We show that NAT avoids overfitting to incomplete or inaccurate saliency maps, weighs training frames based on their reliability, and yields consistent improvement over traditional training, for
different datasets, deep neural networks (DNN), and training discrepancies, especially when few observers or frames are available for training. Therefore, NAT ushers in the possibility of designing larger-scale video-saliency datasets with fewer observers per video, since it learns high-quality models with less training data.

Although existing datasets have been vital to advance video saliency research [31, 49], a significant portion of these datasets consists of almost-static content, as observed recently by Tangemann et al. [57]. Using these datasets for training and evaluation therefore makes it difficult to assess how saliency prediction methods fare on aspects specific to videos, such as predicting saliency on temporally-evolving content. Consequently, even an image-based saliency predictor can provide good results for existing video saliency datasets [57]. As a step towards designing datasets with dynamic content, we introduce the Fortnite Gaze Estimation Dataset (ForGED), that contains clips from game-play videos of Fortnite, a third-person-shooter game amassing hundreds of millions of players worldwide. With ForGED, we contribute a novel dataset with unique characteristics such as: fast temporal dynamics, semantically-evolving content, multiple attractors of attention, and a new gaming context.

2 Related work

Saliency prediction methods. In recent years, DL-based approaches have remarkably advanced video saliency prediction [8]. Existing works include (i) 3D CNN architectures that observe a short sub-sequence of frames [1, 28, 48]; (ii) architectures that parse one frame at a time but maintain information about past frames in feature maps (e.g., simple temporal accumulation or LSTMs [16, 22, 43, 61, 64]); or (iii) a combination of both [8]. Some methods also decouple spatial and temporal saliency through specific features, such as “object-ness” and motion in a frame [1, 28, 30], adopt vision transformers [46], or predict a compact spatial representations such as a GMM [52]. Overall, existing works largely focus on improving model architectures, output representations [52], and training procedures. In contrast, our NAT paradigm is broadly applicable across all these categories and it only modifies the loss function to account for the level of reliability of the measured saliency maps. We demonstrate the model-agnostic applicability of NAT through experiments on representative DNN architectures – we use ViNET [28] (2021 state-of-the-art that uses 3D CNN), TASED-Net [48] (a 3D CNN-based model), and SalEMA [43].

Metrics and measures of uncertainty for saliency. Popular metrics for training and evaluating saliency models include density-based functions (Kullback-Leibler divergence, KLD, correlation coefficient, CC, similarity, SIM [22]), and fixation-based functions (area under the ROC curve, AUC [11, 12], normalized scanpath saliency, NSS [12, 51, 53]). Fixation-based metrics evaluate saliency at the captured gaze locations, without reconstructing the entire map. We observed that when few locations on a small training set are available, models that directly optimize either type of function show suboptimal performance.

The adoption of correction terms on an incomplete probability distributions has been explored in population statistics [13, 24]. Adapting these concepts to gaze data is possible at low spatial resolutions [63]. However, at full resolution, gaze data tends to be too sparse to collect sufficient statistics in each pixel. IOC curves are also used to estimate the level of completeness of saliency maps [31], and the upper bounds on the performance of a saliency predictor [28, 69, 62, 23]. Such approaches provide an insight on level of accuracy and uncertainty in saliency maps, but depend on the availability of sufficient observers to estimate the full curves. In contrast, NAT is designed specifically for limited-data setting.
Video saliency datasets. Some datasets capture video saliency for specific content (like sports [54], movies [60], faces [47]), while others (like DHF1K [61], LEDOV [30], and DIEM [49]) do for everyday scenes [8]. We perform our experimental analysis using two of the largest datasets, DIEM and LEDOV, which also provide high-quality gaze annotations, and, more importantly, access to per-observer gaze data – a feature that is not available in the most popular DHF1K dataset, among other artifacts [57].

Videos with dynamic content are key to capturing and assessing video-specific saliency. However, existing datasets contain mostly-static content, which can be explained by image-based models [57]. Existing datasets with videos of highly-dynamic content are either constrained in visual content variety and real-time gaze capture (e.g., Atari-Head dataset [67]), or capture gaze data from only a single subject (such as a game player [8], or a driver [2]), limiting the accuracy of test-time evaluations. We therefore turn to game-play videos of Fortnite, with its rich temporal dynamics, to further evaluate video-specific saliency. ForGED features videos from Fortnite with gaze data from up to 21 observers per video frame, enabling an effective benchmark for training and evaluating video-specific saliency.

3 Noise-Aware Training (NAT)

The accuracy of the saliency maps in videos varies with frame content, especially when limited gaze data is available. The inaccuracy in the saliency maps can stem from errors in gaze measurements, such as inaccurate localization of Purkinje reflections or calibration issues in gaze tracker [18] – we term these measurement noise. Using an insufficient number of observers to estimate the probabilities in different sub-regions of the saliency map is another source of noise, which we term incomplete sampling. While the measurement noise can be partially alleviated with techniques such as temporal filtering [12], the best way to overcome both sources of noise is to capture sufficient data. Since this can be impractical, we now discuss our proposed strategy to effectively train a DNN for saliency prediction, accounting for the noise level in a measured saliency map (Fig. 2).

Let $x_i$ be the probability distribution of the ground-truth saliency map for the $i^{th}$ frame, reconstructed from sufficient gaze data (e.g., when the IOC curve is close to its asymptotic value). The traditional approach to train a saliency predictor (abbreviated as TT : traditional training) optimizes:

$$J^\text{ideal} = \sum_i d(\hat{x}_i, x_i),$$

Figure 2: Overview of NAT. For an input image, a saliency map is approximated from measured gaze data. This can result in a noisy/incomplete version of the GT saliency – especially when limited gaze data is available. Instead of training a DNN by directly minimizing the discrepancy, $d$, between the measured and predicted saliency (traditional training), with NAT we first estimate a distribution for $d$, $p(d)$, that quantifies the uncertainty in $d$ due to the inaccuracies in the measured saliency maps. We then train the DNN to optimize the likelihood of $d$. 

$$J^\text{ideal} = \sum_i d(\hat{x}_i, x_i),$$
where \( \hat{x}_i \) is the predicted saliency map, and \( d(\cdot, \cdot) \) is a discrepancy measure such as KLD, CC, NSS, or a mix of these. Since reconstructing an accurate \( x_i \) is challenging, the existing methods instead end up optimizing:

\[
J^{\text{real}} = \sum_i d(\hat{x}_i, \tilde{x}_i),
\]

where \( \tilde{x}_i \) is an approximation of the unobservable \( x_i \). We adopt the standard practice to estimate \( \tilde{x}_i \) from captured gaze data \([1, 23, 33]\): spatial locations are sampled from \( x_i \) during gaze acquisition, followed by blurring with a Gaussian kernel and normalization to obtain the probability density function (pdf) \( \tilde{x}_i \). This can also be seen as a Gaussian Mixture Model with equal-variance components at measured gaze locations. Let us denote this process of sampling spatial locations and reconstructing a pdf (“SR”) as:

\[
\tilde{x}_i = SR(x_i ; N),
\]

where \( N \) is the number of spatial locations sampled from \( x_i \) via gaze data capture. For videos, \( N \) is equivalently the number of observers.

Given that \( \tilde{x}_i \) can be prone to inaccuracies/noise, minimizing \( J^{\text{real}} \) during training can lead to noise overfitting and suboptimal convergence (see Supplementary Sec. 8). Instead of directly minimizing \( d(\hat{x}_i, \tilde{x}_i) \), our approach models the uncertainty in \( d(x_i, \tilde{x}_i) \) due to the noise in \( \tilde{x}_i \). We first estimate a probability density function for \( d(\hat{x}_i, \tilde{x}_i) \), denoted by \( p[d(x_i, \tilde{x}_i)] \), and then train the DNN for saliency prediction by maximizing the likelihood of \( d(x_i, \tilde{x}_i) \).

We interpret \( d(x_i, \tilde{x}_i) \) as Gaussian random variable with statistics \( \mathbb{E}[d(x_i, \tilde{x}_i)], \text{Var}[d(x_i, \tilde{x}_i)] \). We first consider an ideal case where \( x_i \) is available and therefore we can compute these statistics by sampling and reconstructing several realizations of \( \tilde{x}_i \) from \( x_i \) (Eq. 3; no gaze data acquisition needed), and then computing sample mean \( \mathbb{E}[d(x_i, \tilde{x}_i)] \) and variance \( \text{Var}[d(x_i, \tilde{x}_i)] \). The value of these statistics depends on the number of available gaze locations \( N \) used to reconstruct \( \tilde{x}_i \) and on the complexity of \( x_i \). For example, when \( x_i \) consists of a simple, unimodal distribution – e.g., when only one location in a frame catches the attention of all the observers – a small \( N \) is sufficient to bring \( \tilde{x}_i \) close to \( x_i \), which leads to low \( \mathbb{E}[d(x_i, \tilde{x}_i)] \) and \( \text{Var}[d(x_i, \tilde{x}_i)] \) values. Alternatively, for a complex multimodal \( x_i \), a larger \( N \) is required for \( \tilde{x}_i \) to converge to \( x_i \) and consequently, \( \mathbb{E}[d(x_i, \tilde{x}_i)] \) and \( \text{Var}[d(x_i, \tilde{x}_i)] \) are large when \( N \) is small (more discussion on this in Supplementary, Sec. 2).

Our NAT cost function is then defined as the following negative log likelihood:

\[
J_{\text{NAT}} = -\ln \prod_i p[d(\hat{x}_i, \tilde{x}_i)] = -\sum_i \ln\{p[d(\hat{x}_i, \tilde{x}_i)]\},
\]

that enables us to account for the presence of noise in the training data, for any choice of \( d \). If \( \mathbb{E}[d(x_i, \tilde{x}_i)] \) and \( \text{Var}[d(x_i, \tilde{x}_i)] \) are known, and assuming that \( d(x_i, \tilde{x}_i) \) is a Gaussian random variable, we can simplify Eq. 4 (see Supplementary, Sec. 1) to get:

\[
J_{\text{NAT}}^{\text{ideal}} = \sum_i \{d(\hat{x}_i, \tilde{x}_i) - \mathbb{E}[d(x_i, \tilde{x}_i)]\}^2 / \text{Var}[d(x_i, \tilde{x}_i)].
\]

We note that \( J_{\text{NAT}}^{\text{ideal}} \) penalizes \( \hat{x}_i \) that are far from \( \tilde{x}_i \), as in the traditional case. However, it also ensures that \( \hat{x}_i \) is not predicted too close to the noisy \( \tilde{x}_i \), which helps prevent noise overfitting (similar to discrepancy principles applied in image denoising \([1, 23]\)). The penalization is inversely proportional to \( \text{Var}[d(x_i, \tilde{x}_i)] \), i.e., it is strong for frames where \( \tilde{x}_i \) is a good approximation of \( x_i \). In contrast, \( \mathbb{E}[d(x_i, \tilde{x}_i)] \) and \( \text{Var}[d(x_i, \tilde{x}_i)] \) are large for multimodal, sparse \( \tilde{x}_i \) containing gaze data from only a few observers, since in such cases, \( \tilde{x}_i \) is not a good
approximation of \( x_i \). This prevents the NAT formulation from overfitting to such uncertain \( \tilde{x}_i \), by weakly penalizing the errors in \( \tilde{x}_i \) when compared to \( \tilde{x}_i \).

However, Eq. 5 cannot be implemented in practice, as \( x_i \) (and consequently \( \mathbb{E}[d(x_i, \tilde{x}_i)] \) and \( \text{Var}[d(x_i, \tilde{x}_i)] \)) is unknown. We only have access to \( \tilde{x}_i \), a noisy realization of \( x_i \). We therefore turn to approximating the statistics of \( d(x_i, \tilde{x}_i) \) as:

\[
\mathbb{E}[d(x_i, \tilde{x}_i)] \approx \mathbb{E}[d(\tilde{x}_i, \tilde{x}_i)], \quad \text{Var}[d(x_i, \tilde{x}_i)] \approx \text{Var}[d(\tilde{x}_i, \tilde{x}_i)]. \tag{6}
\]

Here, \( \tilde{x}_i = SR(\tilde{x}_i ; N) \) is the pdf obtained by sampling \( N \) spatial locations from \( \tilde{x}_i \), followed by blurring (\( N \) is also the number of gaze fixations sampled from \( x_i \) by real observers). The difference between how \( \tilde{x}_i \) is reconstructed from \( x_i \) and \( \tilde{x}_i \) from \( \tilde{x}_i \) is in the manner of obtaining the \( N \) spatial locations: the \( N \) spatial locations used to reconstruct \( \tilde{x} \) are obtained from human gaze when viewing the \( i^{th} \) frame; while for reconstructing \( \tilde{x}_i \), \( N \) spatial locations are sampled from the pdf \( \tilde{x}_i \). Multiple realizations of \( \tilde{x}_i \) are then used to estimate \( \mathbb{E}[d(\tilde{x}_i, \tilde{x}_i)] \) and \( \text{Var}[d(\tilde{x}_i, \tilde{x}_i)] \). Intuitively, the approximation in Eq. 6 holds because the level of consistency across multiple realizations of \( \tilde{x}_i \) would be low when \( \tilde{x}_i \) is complex (multimodal) with small \( N \) and indicates that the underlying GT saliency map \( x_i \) must also be complex. Similarly, a high consistency across multiple realizations of \( \tilde{x}_i \) points towards a reliable \( \tilde{x}_i \). Therefore, the spatial noise introduced by sampling from \( \tilde{x}_i \) serves as a proxy of the various noise introduced by the insufficient gaze-capturing process. We observe empirically that these approximations hold with a mean absolute percentage error of 10–21% on real cases (see Supplementary Sec. 4).

Using Eq. 6, the NAT formulation from Eq. 5 is modified to minimize:

\[
J_{\text{NAT}}^{\text{real}} = \sum_i \left\{ d(\tilde{x}_i, \tilde{x}_i) - \mathbb{E}[d(\tilde{x}_i, \tilde{x}_i)] \right\}^2 / \text{Var}[d(\tilde{x}_i, \tilde{x}_i)], \tag{7}
\]

where all the terms are now well-defined and a DNN can be trained using this cost function. When implementing Eq. 7, for numerical stability, a small offset of \( 5e^{-5} \) is applied to the denominator, and \( \mathbb{E}[d(\tilde{x}_i, \tilde{x}_i)] \) and \( \text{Var}[d(\tilde{x}_i, \tilde{x}_i)] \) are computed using 10 realization of \( \tilde{x}_i \).

Fig. 3 shows the mean and standard deviation of KLD(\( \tilde{x}_i | \tilde{x}_i \)) for some frames in ForGED, as estimated by Eq. 6. Frames with high consistency across several observers are considered more reliable for training – a feature that is exploited by NAT in Eq. 7.

### 4 The ForGED dataset

Videogames present an interesting and challenging domain for saliency methods – given their market value, dynamic content, multiple attractors of visual attention, and dependence of human gaze on temporal semantics. We therefore introduce ForGED, a video-saliency dataset with 480, 13-second clips of Fortnite game play annotated with gaze data from up to 21 observers per video. Compared to popular existing datasets such as LEDOV [2] and DIEM [23], ForGED provides higher dynamism and a video-game context, with the highest number of frames at a consistent 1080p resolution. We summarize the characteristics of each of the datasets used in our experiments in Tab. 1 and show typical ForGED frames in Fig. 3.

| Dataset          | Videos | Frames | Resolution | Max. Observers used for training | Total Obs. for testing | Content type                        | mean ± std. dev. of optical flow magnitude |
|------------------|--------|--------|------------|---------------------------------|------------------------|------------------------------------|-------------------------------------------|
| DIEM             | 84     | 240,015| 720p@50Hz  | 31                              | 51-219                 | everyday videos (shows, advs, etc.) | 9.31±33.85                               |
| LEDOV (ours)     | 538    | 179,336| ≥720p@24Hz | 32                              | 32                     | human/animal activities             | 4.09±8.65                                |
| ForGED (ours)    | 480    | 374,400| 1080p@60Hz | 5-15                            | 15-21                  | videogame (Fortnite)               | 27.26±39.08                               |

Table 1: Characteristics of video-saliency datasets, including the proposed ForGED dataset.
Figure 3: Typical frames from ForGED with gaussian-blurred gaze locations of specified number of observers overlaid in red. For each image, we also show $E[KLD(\tilde{x}_i || \tilde{x}_j)] \pm \text{Std}[KLD(\tilde{x}_i || \tilde{x}_j)]$. These quantities increase when the saliency map is sparse/multimodal and number of observers is small – a setting that reduces the reliability of a frame for training. ForGED images have been published with the permission from Epic Games.

**Dynamic content in ForGED.** To compare the dynamic content level of ForGED to those of LEDOV and DIEM, we use RAFT [58] to compute the mean and standard deviation of the magnitude of the optical flow on a random subset of 100,000 frames from the three datasets, at a uniform 1080p resolution and 30 fps framerate (Tab. 1). This is in ForGED approximately $3 \times$ that of DIEM and more than $6 \times$ larger than LEDOV, suggesting that objects move faster (on average) in ForGED. It also has the largest standard deviation suggesting a larger variety of motion magnitudes in ForGED.

**Gaze data acquisition and viewing behavior in ForGED.** To acquire ForGED, we first recorded 12 hours of Fortnite Battle Royale game-play videos from 8 players of varying expertise using OBS [1]. We then sampled 480 15-second clips to show to a different set of 102 participants with varying degree of familiarity with Fortnite. Each viewer was tasked with viewing a total of 48 clips, randomly sampled from the pool of 480, and interspersed with 3-second “intervals” showing a central red dot on grey screen [31] to ensure consistent gaze starting point for each clip (total 15-minute viewing time per viewer). Each participant viewed the video clips on a 1080p monitor situated approximately 80cm away, while their gaze was recorded with Tobii Tracker 4C at 90Hz. After analyzing the gaze patterns, we discarded the initial 2 seconds of each clip, when observers were mostly spending time to understand the context, to get a total of 374,400 video frames annotated with gaze data. Accumulating the gaze of all frames, we observe that ForGED presents a bias towards the frame center and top-right corner. This is because in Fortnite the main character and the crosshair lie at the screen center – making it an important region – and the mini-map on the top right corner attracts regular viewer attention to understand the terrain. Such a bias is uniquely representative of the observer behavior not only in Fortnite, but also in other third person shooting games with similar scene layouts. Further analysis of gaze data in ForGED, such as IOC curves, visual comparison of gaze data biases in ForGED, LEDOV and DIEM, are presented in the Supplementary, Sec. 3.

**5 Results**

We compare TT (Eq. 2) and NAT (Eq. 7) on three datasets (ForGED, LEDOV [30], and DIEM [25]) and three DNNs (ViNet [28], the state-of-the-art on DHF1K [61]; TASED-Net, a 3D-CNN-based architecture [48]; and SalEMA, an RNN-based architecture [43]). We further evaluate NAT against TT when density-based (e.g., KLD) or fixation-based (e.g., NSS) discrepancy functions are used as $d(\cdot, \cdot)$ in $J^\text{real}$ (Eq. 2) and $J_{\text{NAT}}^\text{real}$ (Eq. 7). We first evaluated
and improved the author-specified hyperparameters for ViNet, TASED-Net, and SalEMA, by performing TT (Eq. 2) on the entire LEDOV training set (see Tab. 2). We use the improved settings for our experiments (see Supplementary Sec. 6). We also verify that training on existing saliency datasets does not generalize to ForGED (Tab. 3c), given its novel content.

**Experimental setup:** We want to compare TT and NAT when training with different amounts of data and varying levels of accuracy/gaze-data completeness. We emulate small-size training datasets from LEDOV, DIEM, and ForGED by controlling the number of fixations, \( N \), used to reconstruct \( \tilde{x} \) in the training set and the number of training videos, \( V \), used. We report the performance evaluation of TT and NAT on test set for each \((V,N)\) value used for the training set.

The values for \( V \) and \( N \) are chosen to gradually increase the training dataset size and accuracy until the maximum \( V \) and/or \( N \) is reached. To reconstruct \( \tilde{x} \), we choose a kernel of size \( \sim 1^\circ \) viewing angle [8, 14, 24] and discuss alternative \( \tilde{x} \) reconstruction strategies [33, 35, 36] in Sec. 6 (and Sec. 7 in the Supplementary).

ForGED data are randomly split into 379 videos for training, 26 for validation, and 75 for testing. For LEDOV, we adopt the train / val / test split specified by the authors. DIEM contains gaze data from many observers on a few videos: we use 60 videos with fewest observers for training and evaluate on the remaining videos with \( 51 - 219 \) observers. Evaluation is performed on test-set maps reconstructed from the set of all the available observers, that is sufficiently large to lead to converged IOC curves even for multimodal maps (see supplementary video for ForGED test set multimodality); consequently, we also assume a negligible noise level in evaluation. We omit experimenting with DHF1K in favor of LEDOV which is similar in scope to DHF1K [27], but contains a larger number of observers (converged IOC curves), while DHF1K lacks accurate per-observer gaze data.

**Dataset type and size:** We compare NAT and TT on different dataset types, by training ViNet and TASED-Net on ForGED, LEDOV, and DIEM, and changing \( V \) and \( N \) to assess the performance gain of NAT as a function of the level of accuracy and completeness of the training dataset. Tab. 3a and 3b show the results for ViNet trained on ForGED and LEDOV, whereas Tab. 4a and 5a show the results for TASED-Net. With ViNet, we observe a consistent performance gain of NAT over TT. Although NAT is particularly advantageous when \( N \) and \( V \) are small, training on the entire LEDOV dataset (last row in Tab. 3a) also shows a significant improvement for NAT since, depending on their content, some frames can still have insufficient fixation data. With TASED-Net trained on ForGED, NAT consistently outperforms TT when the number of training videos is \( \leq 100 \), i.e., when noise overfitting may occur. Notably, NAT on 30 videos / 15 observers and 100 videos / 5 observers is comparable or superior to TT with 379 videos / 5 observers, which corresponds to \( \geq 3 \times \) saving factor in terms of the data required for training. Similar conclusions can be drawn for LEDOV (Tab. 5a) and DIEM (see Supplementary). We also test the case of practical importance of an unbalanced LEDOV dataset, with an uneven number of observers in the training videos. Since NAT, by design, accounts for the varying reliability of the gaze data in training frames, it significantly outperforms TT (last two rows of Tab. 5a).

**Table 2:** LEDOV test-set performance when trained (traditionally) with default and improved settings for ViNet [28], TASED-Net [48], and SalEMA [43].
train videos V | train obs. N | loss | KLD | CC | SIM | NSS | AUC-J | V
|-----------|-----------|-----|-----|----|-----|-----|-------|-
| 5        | TT        | 5.63 | 0.26 | 0.30 | 0.14 | 0.52 | N     |
| 5        | NAT       | 4.04 | 0.18 | 0.35 | 1.97 | 0.64 | N     |
| 15       | TT        | 2.41 | 0.09 | 0.41 | 2.30 | 0.79 | N     |
| 15       | NAT       | 1.32 | 0.52 | 0.47 | 2.46 | 0.83 | N     |
| 25       | TT        | 2.47 | 0.48 | 0.41 | 2.35 | 0.78 | N     |
| 25       | NAT       | 1.44 | 0.42 | 0.19 | 2.35 | 0.78 | N     |
| 30 - 32 (all) | TT   | 2.82 | 0.48 | 0.32 | 2.48 | 0.79 | N     |
| 30 - 32 (all) | NAT  | 1.86 | 0.44 | 0.22 | 2.46 | 0.79 | N     |
| 100      | 30 - 32 (all) | TT  | 2.05 | 0.53 | 0.23 | 2.76 | 0.78 | N     |
| 100      | 30 - 32 (all) | NAT | 1.00 | 0.58 | 0.50 | 3.05 | 0.69 | N     |
| 300      | 30 - 32 (all) | TT  | 0.87 | 0.61 | 0.54 | 3.17 | 0.83 | N     |
| 300      | 30 - 32 (all) | NAT | 0.77 | 0.71 | 0.57 | 3.96 | 0.89 | N     |
| 461 (all) | 30 - 32 (all) | TT  | 0.71 | 0.70 | 0.57 | 3.83 | 0.94 | N     |
| 461 (all) | 30 - 32 (all) | NAT | 0.71 | 0.70 | 0.57 | 3.83 | 0.94 | N     |

(a) ViNet on LEDOV, d = KLD

Table 3: NAT vs. TT on (a) LEDOV and (b) ForGED with ViNet architecture trained on different training dataset sizes, using d = KLD as discrepancy. Best metrics between NAT and TT are in bold. The last two rows in (a) show the training on the entire LEDOV dataset.

Training on existing large-scale video-saliency datasets shows poor generalization to ForGED since the videogame presents a very unique visual domain.

ForGED (Sec. 5), with a fixation-based metric (NSS), and on different datasets.
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DNN architectures: Tab. 5a-b compares NAT vs. TT when training two different DNNs (TASED-Net [48] and SalEMA [43]) on LEDOV, with KLD. As also observed earlier, NAT outperforms TT and the performance gap shrinks with increasing training data. The Supplementary (Sec. 5) shows results with SalEMA on ForGED.

6 Discussion and conclusions

NAT for images: Image-based saliency datasets (e.g., CAT2000 [10], SALICON [32]) have many fixations per image resulting in high-quality of the reconstructed saliency maps, as the accuracy rapidly increases with number of fixations (e.g., > 90% accuracy at 20 fixations [32]). It is nonetheless fair to ask if NAT is effective for image-saliency predictors.

| no. of fixations | loss | KLD↓ | CC↑ | SIM↑ | NSS↑ | AUC-J↑ |
|------------------|------|------|-----|------|------|--------|
| 5                | TT   | 3.986| 0.578| 0.337| 1.477| 0.764  |
|                  | NAT  | 1.672| 0.660| 0.611| 1.549| 0.817  |
| 15               | TT   | 2.877| 0.655| 0.589| 1.660| 0.795  |
|                  | NAT  | 1.437| 0.714| 0.640| 1.676| 0.831  |

Table 6: Evaluation on EML-Net.

Alternative methods to reconstruct \( \hat{x} \): Although reconstructing \( \hat{x} \) by blurring a binary map of fixations is prevalent practice [17, 31, 63], we experiment with another reconstruction strategy for \( \hat{x} \) using Gaussian KDE with a uniform regularization. The optimal KDE bandwidth and regularization weight is estimated by optimizing a gold-standard model [39, 57] (see Supplementary, Sec. 7). Experiments with TASED-Net on ForGED (\( N = 5, V = 30 \)) comparing TT with \( \hat{x} \) estimated using a fixed-size blur or KDE-based reconstruction, and NAT, show that while KDE improves TT, NAT still yields the best results (Tab. 7).

| \( \hat{x} \) for training | loss | KLD↓ | CC↑ | SIM↑ | NSS↑ | AUC-J↑ |
|---------------------------|------|------|-----|------|------|--------|
| 1° blur                    | TT   | 1.419| 0.536| 0.370| 3.042| 0.877  |
|                           | KDE  | 1.223| 0.573| 0.399| 3.271| 0.897  |
| 1° blur                    | NAT  | 1.172| 0.590| 0.428| 3.372| 0.908  |

Table 7: Methods for estimating \( \hat{x} \).

Limitations and future work: Although the test saliency maps of LEDOV, DIEM and ForGED are derived from several observers leading to converged IOC on average, per-frame inaccuracies of saliency maps can still add uncertainty about the conclusions one can draw. Adopting alternative strategies such as deriving metric-specific saliency from the probabilistic output of a saliency predictor [12, 41], can give a clearer understanding. Nonetheless, in our experiments all the metrics are generally in agreement about the ranking between TT and NAT: a strong evidence in favor of NAT [43]. NAT design principles can also be applied to saliency evaluation (not only training), where variable importance is given to each frame depending on its noise level.

Conclusion: Video gaze data acquisition is time-consuming and can be inaccurate. To reduce the impact of dataset size in the field of visual saliency prediction, we introduce NAT to account for the level of reliability of a saliency map. We also introduce a new dataset which offers a unique video-game context. We show consistent improvements for NAT over TT across a variety of experiments. The adoption of NAT has important practical implications, since it allows acquiring new datasets (or training on old ones) with less data, both in terms of videos and number of observers, without loss of quality.

1 Mouse clicks are used as proxy for gaze in SALICON.
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1 Derivation of NAT cost function (mentioned in Sec. 3)

We interpret \(d(x_i, \tilde{x}_i)\) as a random variable with Gaussian distribution, \(d(x_i, \tilde{x}_i) \sim G(\mu_i, \sigma_i^2)\), where \(\mu_i = E[d(x_i, \tilde{x}_i)]\) indicates its mean, whereas \(\sigma_i^2 = \text{Var}[d(x_i, \tilde{x}_i)]\) is its variance. When the predicted saliency map \(\hat{x}_i\) is optimal, i.e., when \(\hat{x}_i = x_i\), \(d(\hat{x}_i, \tilde{x}_i)\) has the same statistical distribution of \(d(x_i, \tilde{x}_i)\). Therefore, for a perfect saliency predictor, we can write \(d(\hat{x}_i, \tilde{x}_i) \sim G(\mu_i, \sigma_i^2)\). Note that, for our proposed noise-aware training (NAT), \(\mu_i\) and \(\sigma_i\) are assumed to be known, and therefore, \(\hat{x}_i\) is the only unknown. The likelihood of \(d(\hat{x}_i, \tilde{x}_i)\) is given by:

\[
p[d(\hat{x}_i, \tilde{x}_i)] = \frac{1}{\sqrt{2\pi \sigma_i}} e^{-\frac{(d(\hat{x}_i, \tilde{x}_i) - \mu_i)^2}{2\sigma_i^2}}.
\] (1)

Given our interpretation of \(d(\hat{x}_i, \tilde{x}_i)\), for a dataset containing \(N + 1\) saliency maps, the negative log likelihood is:

\[
J(\hat{x}_0, \hat{x}_1, \ldots, \hat{x}_N) = -\ln \prod_i \frac{1}{\sqrt{2\pi \sigma_i}} e^{-\frac{(d(\hat{x}_i, \tilde{x}_i) - \mu_i)^2}{2\sigma_i^2}} = \\
\sum_i -\ln \left( \frac{1}{\sqrt{2\pi \sigma_i}} e^{-\frac{(d(\hat{x}_i, \tilde{x}_i) - \mu_i)^2}{2\sigma_i^2}} \right) = \\
\sum_i \{ \ln(\sqrt{2\pi \sigma_i}) + \frac{(d(\hat{x}_i, \tilde{x}_i) - \mu_i)^2}{2\sigma_i^2} \}.
\] (2)

We want to train the saliency models to predict all the \(\{\hat{x}_i\}_{i=0\ldots N}\) that maximize the likelihood. Therefore, the optimization problem becomes:

\[
(\hat{x}_0, \hat{x}_1, \ldots, \hat{x}_N) = \arg\min_{(\hat{x}_0, \hat{x}_1, \ldots, \hat{x}_N)} J(\hat{x}_0, \hat{x}_1, \ldots, \hat{x}_N) = \\
\arg\min_{(\hat{x}_0, \hat{x}_1, \ldots, \hat{x}_N)} \sum_i \{ \ln(\sqrt{2\pi \sigma_i}) + \frac{(d(\hat{x}_i, \tilde{x}_i) - \mu_i)^2}{2\sigma_i^2} \}.
\] (3)

Upon simplification (removing the terms that do not depend on \((\hat{x}_0, \hat{x}_1, ..., \hat{x}_N)\), that are the only unknowns), we obtain:

\[
(\hat{x}_0, \hat{x}_1, \ldots, \hat{x}_N) = \arg\min_{(\hat{x}_0, \hat{x}_1, ..., \hat{x}_N)} \sum_i \frac{(d(\hat{x}_i, \tilde{x}_i) - \mu_i)^2}{\sigma_i^2}.
\] (4)

This leads to the formulation of the NAT cost function:

\[
J_{\text{NAT}}^{\text{ideal}} = \sum_i \left\{ \frac{(d(\hat{x}_i, \tilde{x}_i) - \mu_i)^2}{\sigma_i^2} \right\} = \sum_i \left\{ \frac{(d(\hat{x}_i, \tilde{x}_i) - \mathbb{E}[d(x_i, \tilde{x}_i)])^2}{\text{Var}[d(x_i, \tilde{x}_i)]} \right\}.
\] (5)
2 A toy example to motivate NAT (mentioned in Sec. 3)

Figure 1: A toy example to motivate NAT. Plots in (a) and (h) show the unimodal and multimodal 1D pdfs $x_i$ in dashed black lines – these are analogous to the true underlying 2D saliency maps for video frames / images. The measured (or training) saliency maps are reconstructed by first sampling “fixations” (red / blue circles in (a, h)) from $x_i$, then blurring (b, e, i, l), summing, and normalizing to obtain the resulting reconstructed saliency maps $\tilde{x}_i$ (d, g, j, m). When a limited number of observers is available (e.g., 3, in the red plots in (c,j)), the resulting reconstructed $\tilde{x}_i$ may differ in shape from $x_i$, e.g., due to random shifts, reconstruction errors, etc. Plots d, g, k, n show the expected value and standard deviation for multiple realizations of $\tilde{x}_i$, with respect to $x_i$. The deviation of $\tilde{x}_i$ from $x_i$ results in the statistics $E[KLD(x_i, \tilde{x}_i)]$ and $\text{Var}[KLD(x_i, \tilde{x}_i)]$ to be non-zero (as shown in the titles of plots d, g, k, n). Furthermore, as is evident from these plots, these statistics are larger when few observers are available and when $x_i$ has a complex shape (e.g., multimodal), which makes $x_i$ more susceptible to inaccurate approximation using $\tilde{x}_i$. The plots considered here for $x_i$ are: a Gaussian centered at $\mu = 50, \sigma = 5$; and a mixture with two components at $\mu = [25, 75], \sigma = 5$.

Assume that a method predicts the (unobservable) distribution $x_i$ exactly, that is $\hat{x}_i = x_i$. Because of measurement noise and incomplete sampling in $\tilde{x}_i$ (which is the the saliency map estimated from insufficient gaze data, i.e., the one typically used for training), $d(x_i, \tilde{x}_i) \neq 0$, even though the prediction is perfect. In this scenario, it would suboptimal to train a saliency predictor to minimize $d(x_i, \tilde{x}_i)$.

Let us consider a 1D toy example: Figs. 1(a,h) show two 1D ground-truth “saliency maps” (or pdfs) $x_i$, one unimodal, and one bimodal. We simulate the “1D gaze-data acquisition” by sampling 3 (red circles) or 30 (blue) spatial locations (or “gaze fixations”) from $x_i$. Following the de facto standard to generate saliency maps from single gaze locations, we
blur each fixation (Fig. 1(b)), and accumulate the resulting curves (Fig. 1(c)). This results in approximations, $\tilde{x}_i$, of the ground-truth saliency maps. The inaccurate positions of the modes in these estimated saliency maps mimics the measurement noise, while the finite number of 1D gaze fixations used to estimate these maps simulates incomplete sampling.

When few fixations are available, $\tilde{x}_i$ may be shifted with respect to $x_i$ (Fig. 1(c)), and the number of its modes may not match $x_i$ (Fig. 1(j)). Furthermore, when $x_i$ is multimodal, the mass of each mode in $\tilde{x}_i$ may be imprecisely estimated compared to $x_i$ (Fig. 1(j)). The standard deviation of 1000 random realizations of $\tilde{x}_i$ (Std[$\tilde{x}_i$]), which measures the uncertainty in $\tilde{x}_i$ (and therefore the quality of estimation of $x_i$ using $\tilde{x}_i$), decreases when a large number of fixations are used to reconstruct $\tilde{x}_i$ and remains high for a smaller number of fixations. This is shown as the light-blue / light-red shaded regions in Figs. 1(d, g, k, n), while the solid plot red / blue curve shows $E[\tilde{x}_i]$. Furthermore, the level of uncertainty is proportional to the complexity of the ground-truth saliency map: e.g., given 3 fixations to reconstruct $\tilde{x}_i$, the uncertainty is lower when the underlying ground-truth $x_i$ map is unimodal (Fig. 1(d)), and higher when $x_i$ is bimodal Fig. 1(k). We note that in Figs. 1(d, g, k, n), $E[\tilde{x}_i]$ still differs from $x_i$ because of the blurring operation used in the reconstruction of $\tilde{x}_i$ from sampled 1D locations from $x_i$. When the reconstruction process for $\tilde{x}_i$ is perfect (a topic of research beyond the scope of this work), such reconstruction errors would be eliminated. For our experiments, we adopt this standard reconstruction process.

The uncertainty in $\tilde{x}_i$ due to measurement noise and incomplete sampling results in uncertainty in accurately estimating $d(x_i, \tilde{x}_i)$. We now want to estimate the distribution $p[d(x_i, \tilde{x}_i)]$, where we model $d(x_i, \tilde{x}_i)$ as a Gaussian random variable. We compute $\text{KLD}(x_i, \tilde{x}_i)$ for 1,000 random realizations of $\tilde{x}_i$ and estimate $E[\text{KLD}(x_i, \tilde{x}_i)]$, Std[$\text{KLD}(x_i, \tilde{x}_i)$]. These are reported in the titles of Figs. 1(d, g, k, n). We use KLD as discrepancy function because of its wide adoption for saliency estimation, but the results presented here hold for other metrics as well.

We observe that:

- $E[\text{KLD}(x_i, \tilde{x}_i)] > 0$, i.e., $\text{KLD}(x_i, \tilde{x}_i)$ is biased. The source of the bias is twofold. First, $\text{KLD}(x_i, \tilde{x}_i) > 0$ because $E[\tilde{x}_i]$ is a smoothed version of $x_i$ (bias due to the choice of the method used to reconstruct $\tilde{x}_i$), independently from the number of observers. Second, $\tilde{x}_i$ is noisy (Std[$\tilde{x}_i$] > 0), which, especially for a limited number of observers, contributes with an additional bias to $\text{KLD}(x_i, \tilde{x}_i)$.

- Std[$\text{KLD}(x_i, \tilde{x}_i)$] > 0, and it tends to be smaller for a larger number of observers.

- For a given number of observers, $E[\text{KLD}(x_i, \tilde{x}_i)]$ and Std[$\text{KLD}(x_i, \tilde{x}_i)$] are larger for multimodal maps.

We conclude that, when $\tilde{x}_i$ is affected by measurement noise and incomplete sampling, the expected value and variance of the discrepancy $d(x_i, \tilde{x}_i)$ are not zero, depend on the number of observers, and are different for each frame. These properties, which also hold for 2D saliency maps recorded from real human observers, form the basis for the development and interpretation of NAT.

### 3 Gaze data analysis for ForGED (mentioned in Sec. 4)

**Observer consistency and ForGED dataset split.** As discussed in Sec. 1 of the main paper, IOC curve measures how well a saliency map reconstructed from gaze data of $N$ observers explains the gaze of a new observer as a function of $N$ [12, 16, 18]. A converged
Figure 2: Inter-observer consistency (IOC) curve computed on test-set frames of ForGED containing at least 19 observers. Each data point is an average of the IOC value for the given value of \( N \), with the average computed over multiple realizations across the frames. The fitted curve is shown with a solid line and indicates the diminishing amount of new information that gaze data from additional observers imparts, when \( N \) is sufficiently high.

IOC curve indicates that additional observers do not add significant new information to the reconstructed saliency map [31, 33]. A typical test of whether a dataset captures sufficient observers is to evaluate the level of convergence of the IOC curves on average across all frames at maximum value for \( N \) (sometimes by using curve-fitting and extrapolation [33]). To obtain the average IOC for ForGED, we sample 1 out of every 5 frames from ForGED test videos containing at least 19 observers – for a total of 1500 frames. For each frame, we compute the per-frame IOC curve with 20 random realizations for the subset of observers that constitute the \( N \) observers and the subset that constitutes the new observer whose gaze data is to be explained by the \( N \)-observer saliency map. All realizations of the IOC curves across all sampled frames are averaged to obtain the IOC curve shown in Fig. 2. As can be seen from Fig. 2, the gradient magnitude of the IOC curve is small at \( N = 17 \) (0.04). This further diminishes upon extrapolation to \( N = 21 \) observers to 0.02. Our test set therefore contains gaze data from up to 21 observers per video (median 17). As noted in the main paper (Limitations and Future Work in Sec. 6) - while on average the IOC curves across all evaluated datasets (LEDOV, DIEM, ForGED) show very small gradient at sufficiently high number of observers, the level of convergence for each frame may be different (content-dependent) and motivates the need for NAT. This also presents an interesting direction of future research to design noise-robust evaluation schemes. Note that, while the ForGED test dataset contains gaze data from a large number of observers (that ensures small gradients in the IOC curves at maximum available \( N \)), the ForGED training dataset consists of a larger number of videos but with gaze data from only 5 – 15 observers (the majority of the videos contain 5 observers). This setting simulates the scenario where training data with limited number of observers is available (the setting most suitable for NAT) – while the testing is always performed on more accurate saliency maps. The training-validation-test split for ForGED videos is 379 videos for training, 26 for validation, and 75 for testing. As already discussed in the main paper (and also shown in Sec. 5), for the different experiments enlisted in tables, the training dataset size is varied in terms of number of available training videos, \( V \), and number of observers, \( N \), used to reconstruct the saliency maps \( \tilde{x}_i \) per video – to demonstrate the performance gain of NAT for varying amount of training data.
Figure 3: Accumulated fixation density across gaze data from all observers across all frames in (a) ForGED (b) DIEM and (c) LEDOV.

Observer gaze behavior in ForGED. Given that the main character is placed at the center of the screen in Fortnite game, we observe an affinity towards center in the gaze behavior. Events such as combat, focused motion towards a location such as the horizon, attempts to pick up resources such as ammunitions lead to observer gaze behavior that follows the narrative of the game-play (e.g., viewers observe the opponent when the main character is in combat, viewers look towards the horizon when the main character is moving towards it). On the other hand, when a scene becomes relatively uneventful, such as when the main central character has been running towards the horizon for a few seconds, the observers’ gaze tends to become more exploratory – scanning the surroundings, or simply browsing the evolving scenery. Examples of all such scenes can be found in the supplementary video, Fig. 3 of the main paper, and Fig. 4 in this Supplementary document. Lastly, we accumulate all of the gaze locations captured on ForGED into a fixation density map (Fig. 3a) to assess the common viewing tendencies of observers. We also compare these for LEDOV and DIEM. As discussed in Sec. 4 of the main paper, due to the main character near the center of the frame, the aiming reticle at the center of the frame, and a guiding mini-map on the top right, observers look at these regions frequently. As compared to LEDOV and DIEM, such a behavior is uniquely representative of the observer behavior in third person shooting games such as Fortnite. In case of LEDOV and DIEM, we also observe a bias towards the center – but it tends to be more widespread as shown in Fig. 3.

4 Analysis of approximation in Eq. 6 (mentioned in Sec. 3)

To analyze the accuracy of Eq. 6 in the main paper, we select a subset of the video frames from the DIEM dataset that contains gaze data from more than 200 observers. Given the very large number of gaze fixations for these frames, we anticipate that the estimated human-saliency map $\tilde{x}_i$ is very close to ground-truth saliency $x_i$ for every such frame $i$ (as also confirmed by converged IOC curves for these frames). We therefore analyze the accuracy of Eq. 6 under the assumption that the > 200-observer gaze maps of these frames represent $x_i$. From these 200-observer gaze maps ($x_i$), we sample a certain number (denoted as $M$) of gaze fixation locations followed by blurring to compute $\tilde{x}_i$. Therefore, $\tilde{x}_i = SR(x_i; M)$. Then, we compute $\tilde{\tilde{x}}$ by sampling $M$ spatial locations as per the pdf $\tilde{x}$ followed by blurring. That is, $\tilde{x}_i = SR(\tilde{x}_i; M)$.

Using multiple realizations of $\tilde{x}$ and $\tilde{\tilde{x}}$, we estimate $\mathbb{E}[d(x, \tilde{x})]$, $\mathbb{E}[d(\tilde{x}, \tilde{\tilde{x}})]$, $\text{Var}[d(x, \tilde{x})]$, $\text{Var}[d(\tilde{x}, \tilde{\tilde{x}})]$. We find that the mean absolute percentage error (MAPE) in the approximation of $\mathbb{E}[d(x, \tilde{x})]$ (Eq. 6 in main paper) goes from 21% for $N = 5$, to 13% for $N = 15$, and down to 10% for $N = 30$. Similarly, MAPE in the approximation of $\text{Var}[d(x, \tilde{x})]$ (Eq. 6 in main paper) goes from 13% for $N = 5$, to 6% for $N = 15$, and down to 5% for $N = 30$. Note that a
large under/over-estimation of $\mathbb{E}[d(x,\tilde{x})]$ and $\text{Var}[d(x,\tilde{x})]$ in Eq. 6 (main paper) may lead to overfitting to noisy data or sub-optimal convergence respectively using Eq. 7 (main paper) for training. This would result in poor performance of NAT compared to traditional training – which, as shown by the results, is not the case.

5 Additional Results (mentioned in Sec. 5)

We now report the additional experiments performed to compare NAT (Eq. 6 in main paper) to traditional training (abbreviated as TT in this section; Eq. 2 in main paper). Furthermore, we show typical gaze maps obtained through TT and NAT compared to the ground truth for TASED on the ForGED dataset in Fig. 4.

5.1 Dataset type and size

In this section, we continue reporting the results from Sec. 5 of the main paper, where we compared NAT vs. TT for different dataset types and sizes. Table 1 compares the performance of TT to NAT on an additional dataset, the DIEM dataset [49], for the TASED architecture [48], and using KLD as discrepancy for training. As done throughout Sec. 5 of the main paper, the evaluation on test set of DIEM is performed on videos with gaze data from all of the available observers (in contrast to training, for which a subset of observers are used, see Table 1 in main paper). In case of DIEM dataset, given that only 84 videos are available, we use 30 or 60 videos for training and report the results on the remaining 24 videos, which are also used as validation set. The number of observers for these videos ranges from 51 to 219, which makes DIEM a very low-noise evaluation set [33]. Results on DIEM are consistent with those reported in the main paper, with NAT providing better metrics in evaluation when compared to TT when less training data (e.g., 30 videos) is available.

| train videos V | train obs. N | loss | KLD | CC | SIM | NSS | AUC-J |
|----------------|--------------|------|-----|----|-----|-----|-------|
| 30             | 5            | TT   | 0.641 | 0.698 | 0.391 | 3.530 | 0.922 |
|                |              | NAT  | 0.599 | 0.708 | 0.392 | 3.513 | 0.934 |
| 15             | TT           | 0.597 | 0.710 | 0.602 | 3.582 | 0.930 |
|                | NAT          | 0.583 | 0.718 | 0.607 | 3.627 | 0.932 |
| 31             | TT           | 0.576 | 0.724 | 0.614 | 3.663 | 0.925 |
|                | NAT          | 0.559 | 0.731 | 0.618 | 3.694 | 0.928 |
| 15             | TT           | 0.528 | 0.735 | 0.619 | 3.709 | 0.933 |
|                | NAT          | 0.518 | 0.737 | 0.616 | 3.639 | 0.940 |
| 31             | TT           | 0.485 | 0.757 | 0.639 | 3.795 | 0.933 |
|                | NAT          | 0.493 | 0.754 | 0.635 | 3.792 | 0.936 |

Table 1: Saliency metrics on DIEM, for TASED Net, training with KLD as discrepancy, and various number of training videos and observers. The best metrics between TT (Eq. 2 in main paper) and NAT are in bold.

5.2 Discrepancy functions

Table 2 shows NAT vs. TT using $d = -\text{NSS}$ on ForGED dataset. In Table 2, we notice that NAT overcomes TT in terms of NSS only for 2 or 5 observers, and 30 training videos. Recall that, by design, NSS optimizes the predicted saliency map only at the measured fixation locations. Consequently, when few fixations per frame are available for training, a high NSS
score may not generalize well to other evaluation metrics that evaluate different aspects of the quality of a predicted saliency map. This can be alleviated by additional regularization (such as using additional metrics as we do with $d = \text{KLD} - 0.1\text{CC} - 0.1\text{NSS}$ in Table 4b of the main paper and observe that high NSS scores generalize to good performance in terms of other metrics). In other words, for few-observer training, optimizing for NSS alone may not constrain the predicted saliency map sufficiently — which shows up as poor generalization to other metrics. This is what we observe in Table 2, where the regularizing effect of NAT leads to worse NSS values compared to TT; but, all of the other evaluation metrics indicate NAT to be better.

| train videos $V$ | train obs. $N$ | loss | $\text{KLD}^+$ | $\text{CC}^+$ | $\text{SIM}^+$ | $\text{NSS}^+$ | $\text{AUC-J}^+$ |
|-----------------|----------------|------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 30              | 2              | TT   | 2.005           | 0.362           | 0.302           | 3.032           | 0.788           |
|                 |                | NAT  | 1.408           | 0.528           | 0.371           | 3.163           | 0.887           |
|                 | 5              | TT   | 1.642           | 0.489           | 0.286           | 3.212           | 0.898           |
|                 |                | NAT  | 1.254           | 0.566           | 0.417           | 3.393           | 0.906           |
|                 | 15             | TT   | 1.518           | 0.506           | 0.401           | 3.672           | 0.826           |
|                 |                | NAT  | 1.155           | 0.608           | 0.435           | 3.552           | 0.913           |
| 100             | 2              | TT   | 1.328           | 0.563           | 0.383           | 3.783           | 0.899           |
|                 |                | NAT  | 1.206           | 0.584           | 0.426           | 3.413           | 0.906           |
|                 | 5              | TT   | 1.165           | 0.578           | 0.452           | 3.983           | 0.835           |
|                 |                | NAT  | 1.185           | 0.616           | 0.475           | 3.747           | 0.879           |
| 379             | 2              | TT   | 1.163           | 0.641           | 0.475           | 4.161           | 0.857           |
|                 |                | NAT  | 1.028           | 0.642           | 0.495           | 3.858           | 0.901           |
|                 | 5              | TT   | 1.093           | 0.683           | 0.491           | 4.381           | 0.815           |
|                 |                | NAT  | 1.006           | 0.658           | 0.512           | 3.928           | 0.892           |

Table 2: NAT vs. TT on ForGED for TASED, $d = -\text{NSS}$ (a fixation-based discrepancy), various number of training videos and observers. Best metrics for each pair of experiments in bold.

To further verify that NAT generalizes to different discrepancy functions, we train and
test TASED on LEDOV [31] with the fixation-based discrepancy function, \( d = -\text{NSS} \), and the combination of fixation and density-based discrepancy functions, \( d = \text{KLD} - 0.1\text{CC} - 0.1\text{NSS} \) (which is a popular discrepancy function used in video-saliency research [30, 31]). The test set for LEDOV is used for all reported evaluations on LEDOV dataset, which contains gaze data from 32 observers per video.

Table 3 shows NAT vs. TT (Eq. 2 in main paper) using \( d = -\text{NSS} \). For this specific experiment, with TT we observe that adopting RMSprop as the optimizer (as done for all experiments in the paper) shows very fast convergence to very high NSS values. While this property of fast and optimal convergence of discrepancy function has proven useful for all experiments in the paper (see Sec. 6 for details), for this specific experiment the solution provided by RMSprop optimization shows poor generalization to all other saliency metrics. This behavior is alleviated to some extent by switching RMSProp with Stochastic Gradient Descent (SGD) for TT – but at the cost of poor convergence in terms of NSS. To show this, in Table 3, we report two sets of experiments for TT for each size of training dataset (one with SGD and another with RMSprop). With NAT, however, we observe a consistent optimal convergence due to the regularizing effect of the NAT formulation that prevents overfitting to dataset noise.

We further observe that using additional terms with NSS in the discrepancy function, such as with \( d = \text{KLD} - 0.1\text{CC} - 0.1\text{NSS} \) overcomes some of the issues of training with NSS alone. Table 4, 5 show the comparison of TT vs. NAT for this combined discrepancy function. A high NSS performance in this case is well-correlated with good performance in terms of other metrics. Furthermore we note that the performance of NAT is superior to TT when less gaze data is available, with the gap between the two approaches closing in with more gaze data. Given our analyses of all of the experiments with various discrepancy functions and dataset types, our conclusion is that the performance of models trained with density-based discrepancy functions (e.g., KLD) is better for TT as well as NAT, with NAT showing consistent superior performance compared to TT.

| train videos | train obs. N | loss | KLD\(\downarrow\) | CC\(\downarrow\) | SIM\(\downarrow\) | NSS\(\uparrow\) | AUC\(\uparrow\) |
|--------------|--------------|------|---------------|-------------|-------------|-------------|-------------|
| 100          | 5            | TT, SGD | \(1.746\)     | 0.428       | 0.239       | 2.158       | 0.916       |
|              |              | TT, RMSprop | \(3.092\)     | 0.258       | 0.278       | 2.064       | 0.735       |
| 461          | 5            | TT, SGD | \(2.777\)     | 0.257       | 0.272       | 2.064       | 0.735       |
|              |              | TT, RMSprop | \(3.526\)     | 0.292       | 0.127       | 14.048      | 0.381       |

Table 3: Comparison of TT (Eq. 2 in main paper) vs. NAT on LEDOV testing set, for TASED Net, trained with \(-0.1\text{NSS}\) as discrepancy, and various number of training videos and observers. The best metric between each set of 3 experiments for a given dataset size (videos and observers) is in bold and the second-best is italicized. Given the strong overfitting behavior of NSS with TT using RMSprop for this particular set of experiments, we report TT optimized with SGD as well.

### 5.3 DNN architectures

To further verify that NAT works effectively on different DNN architectures, independently from the adopted dataset, we train SalEMA [31] on the ForGED dataset. We use KLD as the discrepancy function, with RMSprop as the optimizer with a learning rate equal to \(1e^{-5}\).
rather than Adam with learning rate $10^{-7}$ and binary cross entropy as discrepancy function, as suggested by the authors (an analysis of this hyperparameter choice is discussed later). Consistently with the other cases analyzed here, NAT outperforms TT, notably when the number of observers or videos is limited (Table 6).

### Table 5: Saliency quality metrics on DIEM testing set, for TASED Net, training with KLD-0.1CC-0.1NSS as discrepancy, and various number of training videos and observers. The best metrics between TT (Eq. 2 in main paper) and NAT are in bold.

| train videos V | train obs. N | loss | KLD↓ | CC↑ | SIM↑ | NSS↑ | AUC-J↑ |
|----------------|--------------|------|------|-----|------|------|-------|
| 30             | 30           | TT   | 1.632 | 0.446 | 0.261 | 2.269 | 0.871 |
|                |              | NAT  | 1.243 | 0.494 | 0.394 | 2.491 | 0.900 |
| 100            | 5            | TT   | 1.368 | 0.496 | 0.395 | 2.430 | 0.888 |
|                |              | NAT  | 1.149 | 0.540 | 0.423 | 2.782 | 0.921 |
| 461            | 5            | TT   | 1.401 | 0.534 | 0.388 | 2.638 | 0.902 |
|                |              | NAT  | 1.034 | 0.574 | 0.432 | 2.500 | 0.928 |
|                | 30           | TT   | 1.139 | 0.571 | 0.485 | 2.912 | 0.934 |
|                |              | NAT  | 0.852 | 0.626 | 0.513 | 3.451 | 0.937 |
|                | 30           | TT   | 0.913 | 0.626 | 0.513 | 2.745 | 0.910 |
|                |              | NAT  | 0.755 | 0.688 | 0.554 | 3.559 | 0.930 |

### Table 6: Saliency quality metrics on ForGED testing set, for SaLEMA, training with KLD as discrepancy, and various number of training videos and observers. The best metrics between TT (Eq. 2 in main paper) and NAT are in bold.

| train videos V | train obs. N | loss | KLD↓ | CC↑ | SIM↑ | NSS↑ | AUC-J↑ |
|----------------|--------------|------|------|-----|------|------|-------|
| 30             | 5            | TT   | 1.229 | 0.540 | 0.412 | 2.911 | 0.912 |
|                |              | NAT  | 1.187 | 0.559 | 0.428 | 3.050 | 0.915 |
| 100            | 15           | TT   | 1.214 | 0.544 | 0.420 | 2.972 | 0.916 |
|                |              | NAT  | 1.184 | 0.563 | 0.426 | 3.152 | 0.916 |
| 379            | 2            | TT   | 1.077 | 0.600 | 0.444 | 2.923 | 0.923 |
|                |              | NAT  | 1.071 | 0.599 | 0.447 | 3.274 | 0.926 |
|                | 15           | TT   | 1.054 | 0.601 | 0.447 | 3.248 | 0.926 |
|                |              | NAT  | 1.076 | 0.600 | 0.440 | 3.204 | 0.930 |
|                | 5            | TT   | 1.014 | 0.623 | 0.482 | 3.553 | 0.929 |
|                |              | NAT  | 1.019 | 0.623 | 0.471 | 3.526 | 0.930 |

### 6 Additional training details (mentioned in Sec. 5)

#### Hyperparameters for TASED training on LEDOV.
To ensure a fair comparison against traditional training and guarantee that the best performance are achieved for the given architecture and dataset, we first perform some hyperparameter tuning of TASED on LEDOV with traditional training (Eq. 2 in main paper). We found that using RMSprop with a learning rate of 0.001 for KLD optimization gives better performance than the default settings originally proposed for training on DHF1K (i.e., SGD with momentum 0.9 and learning rate 0.1 for decoder stepping down by a factor of 0.1 at iteration 750 and 950, and 0.001 for encoder),
as shown in Table 7 and in Fig. 5. Thus, we adopt RMSprop with a learning rate of 0.001 to train TASED for both traditional training and NAT in all the experiments. An exception to this rule is the traditional training with SGD reported in Table 3, where we adopt SGD with a learning rate of 0.0001 (any higher leads to training instabilities due to data noise) and momentum 0.9.

![Figure 5: Validation-set performance plots (KLD vs. training iterations) for the LEDOV dataset during training of TASED with KLD as loss function and LEDOV dataset using: SGD, initial learning rate 0.1 for decoder and 0.001 for encoder, momentum 0.9 (default used by authors); and RMSprop, learning rate 0.001. Based on this experiment, we choose RMSprop with a learning rate of 0.001 for our experiments.](image)

Hyperparameters for SalEMA training on LEDOV. We train SalEMA [43] on the full LEDOV dataset with the default choice for loss function and optimizer (Adam optimizer, binary cross entropy, with learning rate $10^{-7}$), and compare against the adoption of the RMSprop optimizer with KLD as the loss function and 2 learnings rates: $10^{-5}$ and $10^{-7}$ (see Table. 8). We train with LEDOV training set and we choose the best hyperparameter setting based on the LEDOV test-set performance for all of the experiments. *Original settings: SGD, initial learning rate 0.1 for decoder and 0.001 for encoder, momentum 0.9.

![Table 7: Performance on LEDOV for TASED trained traditionally using KLD with original settings, and those used in the main paper (RMSprop, learning rate 0.001) on the full LEDOV training set. We adopted the best hyperparameter setting (best metrics in bold) for all experiments. *Original settings: SGD, initial learning rate 0.1 for decoder and 0.001 for encoder, momentum 0.9.](image)

![Table 8: Performance comparisons on LEDOV test set for SalEMA trained with the original hyperparameter settings and the ones used in this paper (RMSprop optimizer with $10^{-5}$ learning rate) after training on LEDOV training set. Best metrics are in bold.](image)
Details of training EML-Net. We train EML-Net \cite{29} for image-saliency on our noisy version of SALICON train set \cite{32} (generated by randomly selecting a subset 5 or 15 fixations per image, see Sec. 6 in main paper). To do so, we select the ResNet50 backbone \cite{23}. Consistent with recommendations from authors, we train two versions of the encoder: first, we finetune starting from ImageNet-pretrained weights \cite{55}, and second, we finetune from Places365-pretrained weights \cite{68}. The two saliency models obtained from the encoder-training stage are input to the decoder-training pipeline to give the final image-saliency predictor for EML-Net approach. We adopt the EML discrepancy (which is a combination of KLD, CC and NSS losses described by authors) for training both traditionally (Eq. 2 in main paper) and using NAT. After searching through learning rates and optimizers, we find the author-specified choices to be most optimal: SGD with momentum with a learning rate of 0.01 at the beginning and multiplied by 0.1 after every epoch. We train both encoder and decoder for 10 epochs. After training, the best model for each experiment in Table 6 of the main paper is selected based on validation-set performance (using all available fixations on images in validation set), and submitted to SALICON benchmark for evaluation on the test set \cite{32}. Note that even though the training is performed on few-fixation images to simulate a noisy version of the SALICON dataset, the evaluation on test set and validation set contains all of the available fixations.

7 Alternative methods to estimate \( \tilde{x} \) (mentioned in Sec. 6)

In Sec. 6 of main paper, we discuss an alternative strategy using Gaussian kernel density estimation (KDE) with uniform regularizer to estimate \( \tilde{x} \) for training, instead of the common practice of blurring human gaze fixation locations using a Gaussian blur kernel of size approximately 1° viewing angle. We provide further details here. We estimate the optimal KDE bandwidth for each video frame, mixed with a uniform regularizer whose coefficient is also a parameter to be estimated. We do a per-frame estimation of optimal KDE bandwidth and mixing coefficient, to account for the general case where each frame can have a different variety of points of interest to attract gaze which cannot be explained with the optimal KDE bandwidth of another frame. The alternative to this is to estimate an optimal KDE bandwidth independent of the video frames, which amounts to the case of obtaining a universal Gaussian-blur kernel of a different size. In this case, the treatment of the underlying gaze data for obtaining the measured saliency maps, \( \tilde{x} \), remains the same, in principle, as our experiments with \( \sim 1° \) viewing-angle Gaussian-blur kernel (which amounts to 36 pixels and 1920 × 1080 resolution for ForGED). To demonstrate this for completeness, in Table 9, we show some of the results for TASED trained with ForGED and KLD as discrepancy. For this experiment, the training gaze maps are estimated using a Gaussian-blur kernel of size 27 pixels (at resolution 1920 × 1080), which amounts to \( \sim 0.75° \) viewing angle. We note in Table 9 that NAT outperforms traditional training, consistent with our experiments with \( \sim 1° \) viewing-angle Gaussian-blur kernel reported in the main paper.

To estimate the optimal bandwidth using KDE, we optimize a gold-standard model for saliency prediction, which predicts the probability of fixation for one observer, given the gaze data from the remaining observers for the video frame (leave-one-out cross-validation) \cite{39, 57}. We observe that, when gaze fixation locations are sparsely distributed across a frame, the optimal bandwidth for KDE is high, which would result is high-spread, almost-uniform saliency maps. Independent of the estimation strategy for \( \tilde{x} \), we posit that there is an underlying uncertainty / noise in the measured saliency map – which is accounted for during
Table 9: Performance comparisons on ForGED test set for TASED trained with KLD as discrepancy. Instead of computing gaze maps for train set with Gaussian blur kernel of size approximately 1° viewing angle (which amounts of 36 pixels at $1920 \times 1080$ resolution), we use a Gaussian blur kernel of size approximately 0.75° viewing angle (27 pixels). As we can see, the conclusion regarding the superior performance of NAT compared to traditional training applies independent of blur kernel size.

training using NAT, to obtain improved performance over traditional training.

Figure 6: Training-set and validation-set KLD as a function of training iterations for TASED trained on LEDOV (“GT” in the legend indicates “ground-truth”). In contrast to the traditional training (Eq.2 in main paper), NAT does not overfit.
Overfitting behavior with NAT (mentioned in Sec. 3)

Figure 6 shows the training and validation set performance (in terms of KLD) as a function of the training iteration when training TASED on LEDOV dataset with KLD discrepancy, for different number of observers and videos in the training set. For both the traditional approach (dashed orange line) and NAT (dashed purple line), the training-set curves decrease regularly, as expected in a smooth optimization process. However, the validation-set curves for traditional training (continuous orange line) quickly reach a minimum and then start diverging towards a higher asymptotic value, which is a clear sign of overfitting. On the other hand, the validation curves for NAT (continuous purple line) are always lower (suggesting better performance) and tend to stabilize around asymptotic values without growing anymore — a clear sign, in this case, that overfitting is avoided. Note that for the training-set curves (dashed lines), the human saliency map used for KLD computation is derived using the limited number of observers available during the specific training experiment. As an additional check for the overfitting behavior of traditional training, we plot the performance of training set when compared against human saliency maps obtained from all the observers available in the training videos (32). These are indicated with dash-dotted lines. For few-observer experiments, the performance of traditional training on all-observer evaluations gets worse with increasing iterations. On the contrary, the performance on validation set, training set, and all-observer training set do not generally show signs of overfitting for NAT. Only in few cases, NAT plots are unstable at the beginning of the training (see the peaks in the validation curves in the left most panels for 30 observers trainings), but then the curves stabilize to an asymptotic value. The only exception to this is represented by the upper right panel in the figure (2-observer training with 461 videos), where we believe that the slight increase in the validation-set performance value is due to the approximation introduced in NAT to make it computable in practice. We observed a similar behavior when training on other datasets.