Reconstruction of a Photonic Qubit State with Reinforcement Learning
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An experiment is performed to reconstruct an unknown photonic quantum state with a limited amount of copies. A semiquantum reinforcement learning approach is employed to adapt one qubit state, an “agent,” to an unknown quantum state, an “environment,” by successive single-shot measurements and feedback, in order to achieve maximum overlap. The experimental learning device herein, composed of a quantum photonic setup, can adjust the corresponding parameters to rotate the agent system based on the measurement outcomes “0” or “1” in the environment (i.e., reward/punishment signals). The results show that, when assisted by such a quantum machine learning technique, fidelities of the deterministic single-photon agent states can achieve over 88% under a proper reward/punishment ratio within 50 iterations. This protocol offers a tool for reconstructing an unknown quantum state when only limited copies are provided, and can also be extended to higher dimensions, multipartite, and mixed quantum state scenarios.

1. Introduction

Extracting information from an unknown quantum state is an important task in quantum information. For the most general way, the quantum state tomography has to measure the averages of a set of observables for reconstructing the density matrix. This method requires enough number of copies of the target state and will become unfeasible when the target system is large. Thereafter, many new approaches are proposed for reconstructing the unknown quantum state, such as the efficient tomography, which only requires unitary operations or local measurements, and the recent neural network tomography, which is based on restricted Boltzmann machines (RBM). In addition, inspired by fast developments in machine learning techniques, here we want to explore a semiautonomous strategy in experiments that can acquire information from another quantum system and adapt to it without external intervention.

Machine learning (ML), as a subtopic within artificial intelligence (AI) realm, has already become a powerful tool for data mining, pattern recognition, among others. Meanwhile, there are many recent works combining ML techniques with quantum information tools. These include expressing and witnessing quantum entanglement by artificial neural networks (ANN), analyzing and restructuring a quantum state by restricted Boltzmann machines (RBM), as well as detecting quantum change points, and learning Hamiltonians by...
Bayesian inference.[25,27,29,30] Meanwhile, many quantum ML algorithms have already been applied in different experimental systems, such as photonics[22] and nuclear magnetic resonance (NMR)[23] systems. Besides the above tasks, here, we focus on the topic of reinforcement learning (RL), of which the quantum versions have been recently proposed,[14,19,24,32–34] being inspired on RL algorithms existing since the beginning of AI. In this context, a quantum system, named “agent,” can learn how to behave correctly through interactions with a quantum “environment” state, and the “reinforcement” signals—rewards or punishments,[24] obtained from interactions between both.

In our quantum optical experiments, we explore whether a quantum state adapts onto another unknown quantum state via limited single-shot measurements, where only one photon is measured in each iteration, such that the “reinforcement” signal can be detected. The landmark principle that a single unknown quantum state cannot be cloned,[35] prevents one from exactly copying a quantum state in a single shot. However, here, we are interested in obtaining the largest amount of information from the unknown state with minimal resources, that is, with minimal number of identical copies, assisted by the RL algorithm.

In this work, we employ the semiquantum reinforcement learning (sQRL) protocol[36] introduced in ref. [34] to reconstruct an unknown quantum state without performing state tomography. In order to realize the single-shot measurement in this learning task, we build a pseudo on-demand single photon source by postselection method and a chopper.[30] Meanwhile, we also employ a register qubit to interact with the environment system via a controlled-NOT gate and avoid detecting the environment qubit directly. When the “reinforcement” signal is detected from the register system, we use it to determine the reward or punishment and calculate the unitary operation for the next learning step. In our experiment, we employ 50 iterations, namely, only consume 50 copies of photons of the environment system, and find the fidelities of the agent systems can reach over 88% under a proper reward/punishment ratio.

2. Semiquantum Reinforcement Learning Algorithm

In this section, we review the semiquantum reinforcement learning algorithm proposed in ref. [34]. In this work, we mainly focus on the case of reconstructing a qubit with minimal systems: the environment system (E), the register system (R), and the agent system (A), as shown in Figure 1a. We assume that the environment system (learning target) can be an arbitrary single-qubit state

\[
|E\rangle = \cos(\theta_R/2) |0\rangle + e^{i\phi_R} \sin(\theta_R/2) |1\rangle
\]  

(1)

while agent and register qubits are both initialized in \( |0\rangle \).

First, we interact the register with the environment system. This step is not necessary if one can measure the environment system directly. Here, we present a more robust method in which the measurements are performed on the register qubit, such that this can be achieved irrespective of whether the environment system is measurable or not. To realize this interaction, we perform a controlled-NOT (CNOT) gate with \( E \) as control and \( R \) as target, which produces the state

\[
|\psi\rangle = U^{\text{CNOT}}_{E,R} |E\rangle |0\rangle_R = \cos\left(\frac{\theta_E}{2}\right) |0\rangle_E |0\rangle_R + e^{i\phi_E} \sin\left(\frac{\theta_E}{2}\right) |1\rangle_E |1\rangle_R
\]

(2)

Then, we extract the information from the register qubit by measuring it on the basis \( |0\rangle, |1\rangle \). If we detect the signal in the \( |0\rangle \) state (the outcome \( m = 0 \)), it indicates that the agent state is similar to the environment state with probability \( p = \cos^2(\theta_E/2) \). On the contrary, if the signal is detected in the \( |1\rangle \) state (the outcome \( m = 1 \)), it means the agent state is opposed to the environment state with probability \( p = \sin^2(\theta_E/2) \).

According to the information above, we perform a corresponding action on the agent qubit. When the outcome is 0, we just do nothing, that is, \( U_{\Delta} = I \). However, when \( m = 1 \), we perform a partially random unitary operation \( U_{\Delta} = \hat{U}(\phi) \hat{U}(\theta) \) on the agent qubit. At i\text{th} iteration, \( \hat{U}(\phi) = e^{-i\phi} S_x^{(i)} \) and \( \hat{U}(\theta) = e^{-i\theta} S_y^{(i)} \) present the phase and amplitude operations along the direction of the spin of the agent. Here, \( S_x^{(i)} \) and \( S_y^{(i)} \) are the rotated Pauli matrix at i\text{th} iteration, and \( \phi, \theta \) are the random angles with a range \( \Delta \), which can be written as \( \phi, \theta \in [-\Delta/2, \Delta/2] \). The angle range is modified by a reward function, which is decided by the outcome of the last step: \( \Delta^{(i)} = [(1 - m^{(i-1)})\epsilon + m^{(i-1)}/\epsilon]\Delta^{(i-1)} \). Here, \( \epsilon (0 < \epsilon < 1) \) controls the reward and punishment ratios,
that is, the value of will be reduced when state |0⟩ is detected, and vice versa. In this step, the partially random unitary operation becomes \( U^{(i)} = U^{(i)} U^{(i-1)} \). This can be regarded as performing a unitary operation \( U^{(i)} \) along the reference axes obtained at \( i - 1 \) iteration, shown in Figure 1b.c.

The action of the operator \( U^{(i)} U^{(k-1)} \) over \( A \) is equivalent to the action of the operator \( U^{(i)} \) over \( E \), which changes the basis of the environment in order to perform the measurement process in the logical basis 0/1.

3. Experimental Section

The experimental setup is shown in Figure 2, which can be recognized as five parts: the generation of photon pairs by periodically poled KTP (PPKTP) crystal through the spontaneous parametric down-conversion (SPDC) process; the environment system that can provide many copies of the unknown quantum state; the register system which can interact with the environment; and the agent, which can generate deterministic single photons and be polarized at \( |H⟩ \) ( \( H \) and  \( V \) represent the horizontal and vertical polarizations, respectively), is equipped with a learning device that can adjust the polarization component and the relative phase of the photon. The PPKTP crystal is pumped by a 404 nm laser with horizontal polarization, and a pair of photons at 808 nm can be generated with horizontal and vertical polarization, respectively. A polarizing beam splitter (PBS) thereafter divides these two photons into different paths: one of them is sent to the environment system, and the other one to the register system. In the environment system, the photons are prepared in an unknown state in a black box. Then, a unitary operation, which is constituted by half-wave plate (HWP) and quarter-wave plate (QWP) and controlled by the measurement results adjusts the reference axis.\(^{[37]} \) The register qubit is prepared in state |H⟩ and interacts with the environment system by a CNOT gate.

Considering the  \( k \)th iteration, first, the photons in the environment system at an unknown state are prepared, as shown in Equation (1) in a black box. This time the unitary operation \( U^{(k-1)} \) is settled by \( (k - 1) \)th iteration. Then, the register qubit, which is prepared at |H⟩, interacts with the environment system by a CNOT gate\(^{[40,41]} \) (more details about the CNOT gate are shown in Appendix A). After this, the information are extracted by measuring the register qubit at \( \{|H⟩, |V⟩\} \) basis via a Wollaston prism, and we can obtain the outcomes \( m = 0 \) or \( m = 1 \). According to the measurement outcomes, the unitary operation \( U^{(k)} \) is calculated, including \( \theta \) and \( \phi \), on the classical computer and drive the learning device. Meanwhile, \( U^{(k)} \) is also operated for adjusting its reference axis and prepared for the next iteration. At the agent system, a deterministic single-photon source is fabricated based on the NaV N color-center defect in hexagonal boron nitride (hBN) flakes. More details about the single photon source are shown in Appendix B. A HWP and PBS initialize the single photons at |H⟩ and a learning device, which is controlled by the computer according to the “reinforcement” signal 0/1 equipped after that. After each iteration, the tomography setup can be used at the agent route to check the fidelity of the state at current step. It is worth note that during each iteration, only one photon is consumed. In this experiment, a chopper (working as a switch) and post-selection method are used to realize a pseudo-on-demand single photon source.\(^{[30]} \) That is, when a new iteration begins, the chopper is driven to switch on the register route, and select the first effective coincidence event to be the result.\(^{[30]} \)

Figure 2. Experimental setup. The photon pairs are generated from PPKTP by SPDC process, and work as environment system and register system, respectively. On the environment route, photons are randomly prepared and go through a unitary gate which is determined by the last iteration. On the register route, the chopper works as a switch for creating a pseudo-on-demand single photon source assisted by postselection. Then, the photons are prepared at |H⟩ and interact with the environment by a CNOT gate. After the interaction, we measure the register qubit and obtain the outcome “0” or “1”. (If we find the first event when chopper is switched on is the coincidence of “0” detector and “1” detector, we deem that the outcome at this iteration is “0”.) According to the outcome in the current iteration, we perform the action on the agent system as well as the environment system.
4. Results of the Adaptive Learning

For simplicity, we first try to reconstruct a quantum state without imaginary part, for example, $|E_1⟩ = \frac{1}{\sqrt{2}}(|H⟩ + |V⟩)$, and the experimental results of the semiquantum reinforcement learning progress are shown in Figure 3. We can observe that a relative larger reward/punishment ratio $\epsilon$ will cause a slower convergence speed. When $\epsilon = 0.80$, the fidelity converges at around $k = 36$. However, when $\epsilon = 0.50$, the fidelity converges at around $k = 6$, which is much earlier than the former case. In this situation, the agent can learn the information of the environment state successfully within 50 iterations. A typical example is shown in Figure 3, when the fidelity of the agent system can reach over 93% after 20 iterations for all $\epsilon$. We perform 20 identical learning experiments in total for this state and the average fidelity at the last iteration can reach 0.955 ± 0.047, 0.947 ± 0.045, 0.931 ± 0.074 at $\epsilon = 0.80$, 0.65, 0.50, respectively.[42,43]

Furthermore, in order to reveal the benefits or limitations of our sQRL protocol, we compare it with the standard quantum state tomography (QST) method, which plays as a benchmark here. We want to note that each iteration just consumes one photonic copy of the environment. Thus, to ensure the QST is performed with the same resources as we used in sQRL, we have to apply only a $k$ number of photons during the QST process, where $k$ denotes the learning step. Since there are in total three measurements that have to be performed in the QST process (more details about the QST process are shown in Appendix C), and each measurement should be provided with the same number of photon copies, we perform the QST every three steps. The corresponding results are shown in Figure 3, denoted by gray diamonds with error bars (the error bars are obtained by 20 independent experiments). The pale blue area shows a convergent period (with respect to $\epsilon = 0.5$) in which the fidelities obtained by sQRL results are better than the QST fidelity results. This exhibits that more information of the environment state can be extracted by the sQRL approach, and shows the advantages of sQRL in the case of small number of copies.

In order to prove the robustness of our sQRL protocol, we select other two quantum states for which an imaginary part is contained. Figure 4a,b shows the learning process for the environment state $|E_2⟩ = \frac{1}{\sqrt{2}}(|H⟩ + e^{i\pi/4}|V⟩)$ and $|E_1⟩ = 0.948|H⟩ + e^{0.890i}0.317|V⟩$, respectively. For these more general environment systems, the sQRL protocol can also successfully adapt the agent state to an ideal fidelity. The average fidelities obtained from 20 learning experiments are 0.886 ± 0.033, 0.882 ± 0.035, 0.860 ± 0.060 at $\epsilon = 0.80$, 0.65, 0.50, respectively for $|E_2⟩$; and 0.933 ± 0.044, 0.911 ± 0.052, 0.902 ± 0.046 at $\epsilon = 0.80$, 0.65, 0.50, respectively for $|E_1⟩$.[44] Besides, in these two cases, we find a relatively higher $\epsilon$ (i.e., $\epsilon = 0.80, 0.65$) will benefit the agent to learn more information from the environment (i.e., a higher fidelity can be obtained). Still, for these cases, we will compare them with QST results (shown as gray diamonds with error bars in Figure 4) under the same photonic copy resources. When the environment state is chosen as $|E_2⟩$, we find in all learning conditions (with all three different $\epsilon$), there is not a convergent period in which the fidelities obtained by sQRL can surpass the one get from QST (shown in Figure 4b). This reflects that the ability of the sQRL approach is sensitive to the initial state, namely, for some environment states, the advantage of the sQRL method is not apparent. Besides, we compare the fidelity under state $|E_1⟩$ when $\epsilon$ is set as 0.50 (which begins to converge at $k = 6$). We find the fidelity obtained by sQRL in this time can reach to a higher stage until $k = 18$ (each basis can be shared six photonic copy resources),
which shows that the advantage of the sQRL method is exhibited as well in this occasion.

5. Conclusions

In summary, a semiquantum reinforcement learning protocol is demonstrated that can make a quantum agent to adapt to an unknown environment qubit state. The environment system can provide a limited number of photonic copies, and the register qubit will interact with it by a CNOT gate. Then, we detect the register photons on $|\{H \rangle, |V \rangle \}$ basis by single-shot measurement, and obtain the “reinforcement” signal to decide reward or punishment for the next iteration. Based on the calculation results, we perform the unitary operations on both agent and environment systems. We can observe that, within 50 iterations, the agent can adapt to the three test environment systems with high fidelities under an appropriate reward/punishment ratio $\epsilon$. For example, we have shown cases for test states $|E_1 \rangle$ and $|E_1 \rangle$, for which a larger $\epsilon$ produces better results, at the expense of converging later. This is the well-known balance between exploration and exploitation in RL, namely, a larger $\epsilon$ produces larger exploration, with which the final fidelity can be larger, but also more fluctuations, such that the final fidelity is achieved later than with a smaller $\epsilon$. This is a standard characteristic present in reinforcement learning. Furthermore, we compare the sQRL with the QST method. We find that the advantages of the sQRL protocol can be exhibited in many situations, but the protocol is also sensitive to the initial environment state. This sQRL protocol can also be extended to higher dimensions (with multilevel gates[38]), multipartite (with multiquit gate[39]), and mixed quantum state situations, which will enable more applications in the quantum information and communication techniques.

Appendix A: Realization of CNOT Gate

Given that in our experiments the control qubit state is arbitrary $|\alpha H \rangle + |\beta V \rangle$, and the target qubit state is just $|H \rangle$, the CNOT gate is easy to be realized by only one PBS and one HWP. The target qubit state is transformed to be $(|H \rangle + |V \rangle)/\sqrt{2}$ after the HWP at 22.5°. Thus, the whole system can be written as $|\alpha HH \rangle + |\alpha HV \rangle + |\beta VH \rangle + |\beta VV \rangle)/\sqrt{2}$. We use the post-election approach here to select the coincidence event of the two outputs, such that the state $(|\alpha HHH \rangle + |\beta VVV \rangle)/\sqrt{2}$ is obtained, with success probability 1/2.$^{40,41}$

Appendix B: Brief Introduction of the hBN Material

The room-temperature single-photon source (SPS) is fabricated based on the hexagonal boron nitride (hBN) flakes performed with the nitrogen-ion irradiation and the high-temperature anneal treatments. The stable single NaV$_N$ defects in hBN can be generated and work as SPSs in the existing environment.$^{[45]}$ The SPS used in the experiment is excited and collected by the home-made confocal microscope with a NA=0.9 objective. The single-photon purity of the SPS is $g^{(2)}(0) = 0.045 \pm 0.045 \ll 0.5$, which indicates the remarkable quantum-emission property.

Appendix C: Quantum State Tomography in Experiment

For the environment state $|E_1 \rangle$ and choosing the reward/punishment ratio $\epsilon = 0.5$, we can find the fidelity begins to converge at $k = 6$. This means the agent already obtained the maximal information by consuming only six photons. Therefore, in order to guarantee the result obtained from QST method under same resource, we should provide only six photons in QST process.

In this situation, we divide the total number of photons (six photons) into three parts equally, and measure each two photons in the $|H \rangle/|V \rangle$ basis, $|H + V \rangle/|H - V \rangle$ basis, and $|H + iV \rangle/|H - iV \rangle$ basis. Based on the number of the counts in the $|H \rangle$ (or $|V \rangle$), $|H \pm V \rangle$, $|H \pm iV \rangle$ bases, we do a maximum-likelihood estimation to find the closest density matrix and calculate its fidelity.$^{[1]}$
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In the ideal case without experimental noise, we find that the average number of iterations (as for state $|E_1\rangle$) to reach the convergence is $k = 17, 9$, and $7$ for $\epsilon = 0.8, 0.65$, and $0.5$, respectively. These data are obtained by $20$ numerical simulations.

In these two cases (states $|E_2\rangle$ and $|E_3\rangle$), the average number of iterations to reach the convergence without experimental noise is $k = 27, 11$, and $9$ for $|E_2\rangle$ with $\epsilon = 0.8, 0.65$, and $0.5$, respectively; and $k = 26, 18$, and $9$ for $|E_3\rangle$ with $\epsilon = 0.8, 0.65$, and $0.5$, respectively. These data are obtained by $20$ numerical simulations.