Multi-label classification is a challenging task, particularly in domains where the number of labels to be predicted is large. Deep neural networks are often effective at multi-label classification of images and textual data. When dealing with tabular data, however, conventional machine learning algorithms, such as tree ensembles, appear to outperform competition. Random forest, being a popular ensemble algorithm, has found use in a wide range of real-world problems. Such problems include fraud detection in the financial domain, crime hotspot detection in the legal sector, and in the biomedical field, disease probability prediction when patient records are accessible. Since they have an impact on people’s lives, these domains usually require decision-making systems to be explainable. Random Forest falls short on this property, especially when a large number of tree predictors are used. This issue was addressed in a recent research named LionForests, regarding single label classification and regression. In this work, we adapt this technique to multi-label classification problems, by employing three different strategies regarding the labels that the explanation covers. Finally, we provide a set of qualitative and quantitative experiments to assess the efficacy of this approach.
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1 Introduction

Multi-label classification is a popular machine learning task, concerned with assigning multiple different labels to a single sample [1]. There are plenty of applications employing multi-label classification, such as semantic indexing [2] and object detection [3]. Multi-label classification has also proven useful in the predictive maintenance [4] and financial services [5] sectors, where tabular data are mainly used. When this sort of data is available, ensemble methods are typically outperforming other families of methods [6][7]. Ensembles, however, are intrinsically not explainable. This is an important weakness, as explainability is useful for the vast majority of ML applications, and a necessity when they impact human lives or incur economic costs [8][9].

This paper focuses on the explainability of random forest (RF) [10] models in the context of multi-label classification. There exists a lot of work on the explainability of RF for regression and single label classification tasks [11][12][13][14]. However, adapting these methods to multi-label tasks, where RF models find frequent use [15][16][17], is not straightforward. There are also techniques that have been specifically designed for multi-label tasks [18][19]. These are, however, independent of the explained model’s architecture, and therefore cannot exploit the specific properties of RF models to their benefit.
To address the lack of RF-specific explainability techniques for multi-label classification in the literature, we propose an extension of LionForests (LF) towards explaining multi-label classification decisions. We introduce three different strategies concerning the scope of the provided explanation (single label, predicted labelset, label subsets). We compare these strategies against similar state-of-the-art techniques, through a set of quantitative and qualitative experiments. The results highlight the conciseness of the explanations of the proposed approach.

The rest of this paper is organized as follows. Section 2 discusses relevant research, while Section 3 introduces important concepts of the LF method. Section 4 presents the three novel strategies for explaining multi-label RFs. The experimental procedure, along with the data sets used, and the results, are mentioned in Section 5. Finally, we conclude and propose future steps for this research in Section 6.

2 Related work

Explainability techniques can be classified into two categories, depending on their applicability to different types of models. Model-agnostic techniques ignore model structure and are therefore applicable to any ML model, whereas model-specific techniques are designed to interpret a certain family of models. The latter can either alter the model’s structure to achieve explainability, or simply leverage information from the architecture without affecting it. Another distinction is between global and local explainability techniques, with the former explaining the entire model and the latter focusing on particular predictions of instances.

We first discuss model-agnostic explainability methods, which could be applied to multi-label classification, with some modifications. The use of simpler surrogate models that mimic the behavior of more complex ones, while also being more interpretable, is a topic studied in the literature and can be applied in a multi-label setting as well. Surrogates are built based on the input and the produced output of the model, and can be used to provide both global and local interpretations.

LIME [20], the most well-known explainability technique, provides local interpretations for all types of models by estimating feature importance using perturbation methods. Similarly, Anchors [21] extracts rule-based interpretations using a slightly different perturbation approach. Another interesting technique, LORE [22], uses a genetic algorithm to generate neighbors, which are then used to train a decision tree that produces rule-based explanations. By constructing a decision tree to approximate the performance of complicated models, single tree approximations are used to simplify the prediction pattern of complex black-box models. TREPAN [23] approaches this task as an inductive learning problem, aiming to represent a complex model, such as a neural network, with symbolic knowledge. This is a rule learning task, according to RuleFit [24], in which each rule covers a small portion of the input space. RuleFit extracts rules from each decision tree to build a sparse linear model that incorporates both the original features and the retrieved rules, using decision trees as base learners for the various input variables. The final interpretation is based on feature importance.

We continue with explainability methods designed specifically for RF. A model-specific approximation technique for RF called DefragTrees [12] formulates the simplification of tree ensembles as a model selection problem. The aim of this work is to derive the simplest model possible that has similar performance to the whole ensemble. To do so, they employ a Bayesian model selection method to optimize the simplified model. InTrees [11], on the other hand, approaches the same problem by providing a framework for selecting and pruning specific rules from the entire ensemble, effectively summarizing the relevant rules into a new simpler and more interpretable learner that can be used for future predictions.

The RF explainability techniques discussed so far concern global explanations covering the whole model. We now move to local explanation methods. [25] introduces a local explainability method, which provides rule-based explanations exploiting feature importance. CHIRPS [13] extracts the relevant paths for an instance from each decision tree and filters them to reduce the complexity of the explanation. LionForests (LF) [14] provides explanations for the decisions of a random forest in the form of rules. A key advantage of LF is that it distills the interpretation from the knowledge already present in RF, while also providing complete explanations. This in turn means that these explanations are provided without any demerits in the model’s performance or complexity. LF can be used in binary or multi-class classification and regression problems.

Finally, we discuss RF explainability methods with a focus on visualization. iForest [26] supports the visualization of relevant paths by multi-dimensional projection. It further allows the summarization of those paths into a final one that can be used as an explanation. Another visualization tool that can provide a global overview of a random forest model in conjunction with local explanations is ExMatrix [27]. Both the global and local explanations provided by this method come in the form of a table.

We close the related work section with a method that has been designed specifically for multi-label classification, which is applicable to RF as well. MARLENA [18] is a model-agnostic approach that can provide local interpretations for...
black-box models by creating a neighborhood of similar instances to the one to be explained and training a decision tree. This approach is applicable to any black-box model and was evaluated mainly on health applications.

3 LionForests

This section introduces the fundamental concepts of LionForests (LF). The main step behind the interpretation extraction process of the technique, is the estimation of the minimum number of paths across the different estimators of the RF model that cover the examined instance. From each tree estimator, we extract one path responsible for the instance’s prediction. Then, the set of paths that positively vote for that instance is identified. Through feature and path reduction, as well as feature-range formulation upon those paths, LF builds the interpretation. The estimation of the minimum number of paths is not a straightforward task, especially since it needs to comply with LF’s main property, namely conclusiveness. This property requires the rules produced by an explainability technique to be free of misleading or erroneous elements.

Since a multi-label classification task can be decomposed into multiple binary classification tasks, one for each label, we will further discuss how LF computes the minimum number of paths for binary classification tasks. To better understand the following statements, we first need to mention Proposition 1 introduced in the original paper, which is pivotal in LF’s procedure.

**Proposition 1** An RF model with a set of trees \((T)\), casting \(|T|\) votes, always predicts class \(M\) if and only if class \(M\) has at least a quorum of votes or more, where quorum = \(\lfloor \frac{|T|}{2} \rfloor + 1\) out of \(|T|\) votes.

Proposition 1 states that the minimum number of paths needed for the RF model to maintain its original prediction is \(\lfloor \frac{|T|}{2} \rfloor + 1\). The validity of this statement is proved in the original paper. With that in mind, the minimum number of paths which cover the examined instance that LF tries to compute is actually the quorum based on Proposition 1.

Given the minimum number of paths, LF reduces the paths extracted from each RF decision tree using a sequence of procedures, obtaining the reduced set of paths extracted from the reduced trees \((T')\). In this order, they are a) reduction through association rules, b) reduction through clustering, and c) reduction by random selection. Each procedure serves a different purpose. Reduction by association rules and by clustering aim to reduce features by selecting paths with similar feature sets, whereas reduction by random selection reduces paths to the quorum.

Finally, after obtaining the reduced paths, LF identifies the common features and their ranges, merging them to obtain a single range for each feature, which we call feature-range. The lower (upper) bound of the combined range is the maximum (minimum) of the lower (upper) bounds found across all ranges. This step is called feature aggregation. When categorical features are present, LF performs OneHot encoding on them, effectively obtaining OneHot features equal to the number of possible values the initial one had.

These new OneHot features are handled based on the following principle: if a OneHot encoded feature is present in at least one path, with a value of 1, then the categorical feature it originates from is added to the final rule with the encoded feature as its value. For example, in a categorical feature regarding Country, if the examined instance has the value Greece, then the OneHot feature would be Country_Greece = 1. In this case, we would include in the final rule this statement Country=Greece. The reduced paths cannot contain any other OneHot encoded feature of Country with a value of 1, as that would mean that the path would not cover the instance. In contrast, if it is absent from all paths, this value of the categorical feature does not affect the outcome. In that case, LF searches for the other OneHot features originating from the same categorical one that have value of 0 and adds them to the rule as values of the original feature, which can affect the outcome. Following our example, if Country_Japan = 0, Country_United_States = 0 (or any other), appears in the reduced paths, and given that Country_Greece = 1 does not exist in any, these features are included in the final rule in the following form Country \(\neq\) [Japan, United States, ...]. This procedure is called categorical feature handling.

4 LionForest Multi-Label Explainability

In multi-label classification, predictions come in vectors of size \(|L|\), with \(L\) denoting the set of all labels. In this case, an explanation could concern: i) the set of positively predicted labels, \(L_p \subseteq L\), ii) subsets of it, \(L'_p \subseteq L_p\), or iii) each one of its individual labels, \(l \in L_p\). We propose three corresponding strategies that allow LF to output multi-label explanations, each calculating the quorum in a different way, based on the subset of \(L_p\) that we want our explanation to cover.
We also introduce an example, which will be used for all strategies. Consider an RF model with $|T| = 9$ estimators, that outputs its prediction concerning $|L| = 5$ labels for a given input. Based on the theory presented before, the quorum equals $\lfloor \frac{9}{2} + 1 \rfloor = \lfloor 5.5 \rfloor = 6$. For a given instance, RF predicts the following labelset $[0, 1, 0, 1, 1]$. From each $t \in T$ tree estimator, we extract the path and the prediction for this instance. Then, based on the strategy, we proceed to the appropriate reduction and eventually the formulation of the final rule interpretation. In Figure 1, the predicted labelsets from each $t$ tree are visible.

4.1 Explaining each predicted label separately

The first step of this strategy (LF-l) is the extraction of all paths regarding a decision from the tree predictors comprising the RF model. Then, for each predicted label $l \in L_p$, a multi-stage process takes place, which first identifies the paths that vote for its prediction. The next step is the reduction of $T$, as explained in Section 3, to the number denoted by the quorum, obtaining the minimum number of paths from $T'$ trees. The rule building steps remain the same as those in the original technique, namely feature aggregation and handling of categorical features. After formulating a rule for each predicted label $l$, we use these rules as an explanation for the examined instance.

In columns 2 to 4 (Per Label) in Figure 1, we can see how LF selects and reduces the paths to the quorum. It identifies the paths that voted for each of the three predicted labels (black and red font). If the number of paths exceeds the quorum, the LF reduction strategies are used to decrease them to the bare minimum (black font). Treating each label separately can result in smaller feature sets in the final interpretation. This is because LF has a greater number of possible paths to reduce to the minimum.

4.2 Explaining all the predicted labelset

This strategy is largely similar to the previous one, with the main difference being that instead of an iterative process for each label (LF-a), this time a single process is executed for the whole predicted labelset. This in turn means that LF must now identify the paths from the $T$ trees that include the whole predicted labelset in its prediction, greatly limiting the number of available paths to be reduced in the following step, if possible. Furthermore, during the path reduction step, each produced path set must cover the whole prediction, restricting the number of paths LF can safely remove to obtain $|T'|$. 

---

**Figure 1:** Running example. Greyed out predictions do not cover the examined label/labelset, whereas black and red do. The predictions whose paths were decreased are shown in red.

---

| Prediction: | Per Label: | All: | Frequent Set: |
|-------------|------------|------|--------------|
| RF: [0, 1, 0, 1, 1] | [0, 1, 0, 1, 1] | [0, 1, 0, 1, 1] | [0, 1, 0, 1, 1] |
| [0, 1, 0, 1, 1] | [0, 1, 0, 1, 1] | [0, 1, 0, 1, 1] | [0, 1, 0, 1, 1] |
| [1, 1, 1, 1] | [1, 1, 1, 1] | [1, 1, 1, 1] | [1, 1, 1, 1] |
| [0, 0, 0, 0, 0] | [0, 0, 0, 0, 0] | [0, 0, 0, 0, 0] | [0, 0, 0, 0, 0] |
| [0, 1, 0, 0, 1] | [0, 1, 0, 0, 1] | [0, 1, 0, 0, 1] | [0, 1, 0, 0, 1] |
| [0, 1, 0, 0, 1] | [0, 1, 0, 1, 1] | [0, 1, 0, 1, 1] | [0, 1, 0, 1, 1] |
| [0, 1, 0, 0, 0] | [0, 1, 0, 0, 0] | [0, 1, 0, 0, 0] | [0, 1, 0, 0, 0] |
| [0, 1, 0, 1, 1] | [0, 1, 0, 1, 1] | [0, 1, 0, 1, 1] | [0, 1, 0, 1, 1] |
| [1, 1, 0, 1, 1] | [1, 1, 0, 1, 1] | [1, 1, 0, 1, 1] | [1, 1, 0, 1, 1] |
| [0, 1, 0, 1, 1] | [0, 1, 0, 1, 1] | [0, 1, 0, 1, 1] | [0, 1, 0, 1, 1] |

8→5 6→5 7→5 6→5 6→5
It is worth noting that, due to the above conditions, the final rule obtained after applying the rule-building steps is very specific to the examined instance. There is a possibility that the number of recognized paths covering all predicted labels will be less than the quorum. This prevents us from further decreasing them, but also prohibits us from using them alone to form the final rule. In this scenario, regardless of their vote, we use all the paths.

Connecting this strategy with the running example of Figure 1, we focus on the third column, All. Only 6 paths include all the predicted labels at the same time. LF will use the reduction strategies to decrease those pathways to 5 (quorum). However, because there is so little room for reduction, the strategy’s effectiveness is limited, and therefore, we might not observe the desired feature reduction.

4.3 Explaining frequent label subsets

This strategy provides explanations for subsets (LF-p) of the predicted labelset that frequently appear inside the examined data set. These subsets are identified with the use of association rules and specifically the fpgrowth algorithm. Then, a process comparable to the one present in the first strategy is performed. For each subset, the paths that vote for all the labels present inside it are identified and then reduced to \( |T'| \), before the rule building steps that formulate the final rule for this subset are implemented. The final explanation for the frequent subsets is an aggregation of the rules built by the aforementioned process.

In case of larger labelsets, as well as a large set of predicted labels, the number of activated subsets can be very high. Therefore, the end-user is given an option to limit the number of subsets. Hence, if the activated subsets are \( X \) and the user asks for \( N < X \), the first \( N \) subsets and their explanation will be provided, ordered based on the support of the subset across the labelsets of the training data set.

In the example (Figure 1), the last column presents the explanation of one identified subset \([0, 1, 0, 1, 0]\) \( \subset [0, 1, 0, 1, 1] \), the paths which cover this set, and the removed path.

5 Experiments

This section summarizes the experiments that we carried out to compare the performance of our strategies to state-of-the-art techniques frequently used in the literature. To further the reliability of our results we performed a 10-fold cross validation and present the standard deviation of our showcased results in each table. We performed three distinct sets of experiments. The first compares our various strategies to each other, in order to gain insight into their effectiveness with multi-label data. The second focuses on techniques that explain the entire predicted labelset, pitting our second strategy against MARLENA, due to its relevance to our task, and two baselines: local (LS) and global (GS) tree surrogates. The third and final set compares our first strategy to Anchors and CHIRPS. Anchors was selected for its prominence in the literature, and CHIRPS for its similarity to our approach, concerning the per label experiments. Both techniques have been adjusted to provide explanations for each of the predicted labels. The code for these experiments is available in GitHub\(^1\) and DockerHub\(^2\).

5.1 Data sets

Here, we present the data sets used and the pre-processing steps we followed for each one of them. We selected four multi-label tabular data sets, whose main statistics can be found in Table 1. The values inside the parentheses concern the numbers after the pre-processing steps for each data set.

| ID | Dataset       | Instances | Features | Labels | Cardinality |
|----|---------------|-----------|----------|--------|-------------|
| D1 | Food Truck    | 407       | 21 (29)  | 12     | 2.29        |
| D2 | Water Quality | 1060      | 16       | 14     | 5.07        |
| D3 | Flags         | 194       | 19       | 7      | 3.39        |
| D4 | AI4I          | 10K (339) | 7 (6)    | 6 (4)  | 1.04        |

**D1: Food Truck.** This data set was compiled from the replies of 407 survey participants, concerning their food preferences, personal information, time of meal (input variables) and types of food trucks they eat from (target variables)\(\)\(^2\). We replaced missing values with the mean value across their column. Furthermore, four categorical

\(^1\)https://tinyurl.com/c5y8uxm4
\(^2\)https://tinyurl.com/2nh4zyj3
features were present. As such, two of them were handled as ordinal (gender and time of the day) and the rest were one-hot encoded (motivation and marital status). Finally, the data were min-max scaled.

**D2: Water Quality.** This scientific data set was used for modeling the quality of water in Slovenian rivers. It contains features like the water’s temperature, pH, and concentration of different chemicals. The target variables correspond to different water quality indicators [29]. The pre-processing was minimal only including min-max scaling.

**D3: Flags.** The third data set used in our experiments contains information about certain countries and their culture. The target variables concern the colors that are present on the flag of each country [30]. No pre-processing took place for this data set other than min-max scaling.

**D4: AI4I.** The last data set employed in our experiments is a synthetic predictive maintenance data set concerning the prediction of certain types of machine failures [4]. Aiming to emulate real predictive maintenance problems encountered in the industry, the data set contains features like temperature, torque, rotational speed of different machines to predict possible failures. There is a single categorical feature (type) inside the data set which we handle as ordinal, and a feature without information (product ID). We then min-max scale all features. Regarding the labels, there is a strong dependency between the first denoting whether there is a failure or not and the rest of the labelset, which are the types of failures. As such, we only keep the examples exhibiting some kind of failure, while removing the first. Finally, we also remove the final label which denotes a random failure, of which very few instances exist in the data set.

### 5.2 Quantitative experiments

In order to perform our quantitative experiments, we made use of four different metrics, each one covering a different aspect of a produced rule. Rule length (L) denotes the number of feature-ranges present inside the rule. Smaller lengths are easier for the end-user to comprehend but can also indicate that the explanation is problematic. Furthermore, expert users tend to prefer larger rules, due to their richer information [31]. It is worth noting that for techniques providing rules for each label or label subset separately, the final rule length is the sum of the lengths of those individual rules. Coverage (C) describes the average number of instances each rule satisfies. Precision (P) refers to the fraction of correctly covered instances among the ones covered by each rule. Higher values on both metrics correspond to better performance. Time response (T) describes the run time of the technique in seconds.

We first discuss the results of the comparison among our proposed strategies that can be seen in Table 2. The goal of this setup was to compare the length of the rules produced by each strategy, along with the time needed to produce them. As expected, the strategy providing one rule for the whole predicted labelset results in shorter rules and smaller run times. This can be seen in all four data sets, albeit the differences are minimal in the last one. The frequent pair strategy seems to be the one with the longest run times and lengthiest rules. Such outcome was anticipated, given that in most cases the number of frequent subsets present in a labelset is higher than the number of distinct labels comprising it.

| Datasets | Algorithm | L       | T       |
|----------|-----------|---------|---------|
| D1       | LF-a      | 20.33±0.70 | 6.25±0.96 |
|          | LF-l      | 30.06±3.47 | 10.30±0.86 |
|          | LF-p      | 44.71±9.04 | 11.33±1.16 |
| D2       | LF-a      | 16.37±0.40 | 0.92±0.04 |
|          | LF-l      | 57.64±5.11 | 1.37±0.11 |
|          | LF-p      | 153.34±16.76 | 2.87±0.29 |
| D3       | LF-a      | 18.24±0.49 | 1.05±0.10 |
|          | LF-l      | 62.58±5.24 | 5.66±0.40 |
|          | LF-p      | 111.72±7.32 | 7.38±0.48 |
| D4       | LF-a      | 4.92±0.46 | 1.38±0.30 |
|          | LF-l      | 5.04±0.48 | 1.41±0.31 |
|          | LF-p      | 5.04±0.48 | 1.41±0.30 |

The comparison regarding the techniques providing explanations for the whole predicted labelset can be seen in Table 3. Exploring each metric separately reveals that all four techniques evaluated have rather poor Coverage, with MARLENA having the best performance and LF-a having the worst. In terms of Precision, LF-a always achieves perfect precision due to its conclusiveness property, while both surrogate models surpass MARLENA. In all datasets, LF-a produces the lengthiest rules, while MARLENA produces the shortest. Finally, save for LF-a’s poor performance on the first dataset, there is no clear winner among the other local techniques in terms of time response.
The last set of experiments concerns explanations for each predicted label and can be seen in Table 4. This setup allows us to use single-label interpretation techniques like Anchors and CHIRPS. In all datasets, CHIRPS outperforms its competitors in terms of Coverage. The longest rules are provided by LF-1, while the shortest are provided by CHIRPS. In terms of precision, LF-1 works flawlessly, with Anchors ranking second with a small advantage over CHIRPS. Regarding the time response, LF-1 and CHIRPS produce similar results with small deviations. Anchors, on the other hand, requires a significant amount of computational resources, leading to longer time responses.

### 5.3 Qualitative experiments

Our qualitative experiments focus on the AI4I (D4) data set, as its small feature set makes it easier to present and analyze an example. The features available in this data set along with their ranges and the values of a sample instance can be found in Table 5.

#### Table 4: Comparison between techniques explaining each predicted label separately

| Dataset | Algorithms | C      | L      | P      | T      |
|---------|------------|--------|--------|--------|--------|
| D1      | LF-1       | 0.03±0.00 | 41.85±4.8 | 1.00±0.00 | 10.26±0.90 |
|         | Anchors    | 0.06±0.02 | 8.95±2.3  | 0.99±0.02 | 341.62±105.93 |
|         | CHIRPS     | 0.73±0.09 | 3.66±1.1  | 0.89±0.03 | 8.47±0.35  |
| D2      | LF-1       | 0.01±0.00 | 57.64±5.71 | 1.00±0.00 | 1.37±0.11  |
|         | Anchors    | 0.04±0.01 | 31.05±3.47 | 0.96±0.02 | 302.07±44.43 |
|         | CHIRPS     | 0.38±0.05 | 10.36±1.37 | 0.76±0.05 | 8.24±0.50  |
| D3      | LF-1       | 0.05±0.00 | 62.58±5.24 | 1.00±0.00 | 5.77±0.42  |
|         | Anchors    | 0.31±0.05 | 7.36±1.24  | 0.97±0.02 | 63.00±17.91 |
|         | CHIRPS     | 0.71±0.05 | 2.09±0.45  | 0.94±0.03 | 2.35±0.19  |
| D4      | LF-1       | 0.03±0.00 | 5.04±0.48  | 1.00±0.00 | 1.41±0.31  |
|         | Anchors    | 0.14±0.05 | 3.98±0.52  | 0.92±0.07 | 29.53±3.42  |
|         | CHIRPS     | 0.33±0.14 | 2.44±0.66  | 0.93±0.06 | 1.25±0.09  |

The last set of experiments concerns explanations for each predicted label and can be seen in Table 4. This setup allows us to use single-label interpretation techniques like Anchors and CHIRPS. In all datasets, CHIRPS outperforms its competitors in terms of Coverage. The longest rules are provided by LF-1, while the shortest are provided by CHIRPS. In terms of precision, LF-1 works flawlessly, with Anchors ranking second with a small advantage over CHIRPS. Regarding the time response, LF-1 and CHIRPS produce similar results with small deviations. Anchors, on the other hand, requires a significant amount of computational resources, leading to longer time responses.

#### 5.3 Qualitative experiments

Our qualitative experiments focus on the AI4I (D4) data set, as its small feature set makes it easier to present and analyze an example. The features available in this data set along with their ranges and the values of a sample instance can be found in Table 5.

#### Table 5: Dataset features, their ranges, and the values of a sample instance

| Feature             | Range          | Instance values |
|---------------------|----------------|-----------------|
| Type                | [1, 3]         | 3               |
| Air temperature [K] | [295.6, 304.4] | 300.7           |
| Process temperature [K] | [306.1, 313.7] | 310.2           |
| Rotational speed [rpm] | [1212, 2874]  | 1364            |
| Torque [Nm]         | [4.2, 76.2]    | 65.3            |
| Tool wear [min]     | [0, 251]       | 208             |
The first qualitative comparison found in Table 6 includes the rules produced by the different strategies of LF for the examined instance. As the quantitative experiments in Table 2 suggested, we can see that LF-a, the strategy explaining all predicted labels, provides the lengthier and more specific individual rule. When LF-l is employed, we can see that for the predicted label ‘OSF’, the rule is 2 feature-ranges smaller, while the rule regarding the predictions ‘PWF’ and ‘TWF’ are 1 feature-range smaller and have wider ranges. The third strategy, LF-p, produces rules explaining frequent label subsets. In this example, it produces a rule explaining the labels ‘PWF’ and ‘OSF’, a frequent labelset present in the prediction, and the rule is 1 feature-range smaller. Therefore, the user can choose between the available strategies based on their needs. We should mention that all these rules are conclusive, therefore, any change on the features between the given ranges, or any change on the features not appearing in the rules will not impact the prediction.

Continuing our comparisons, Table 7 presents the explanations given by GS, LS, and MA for the whole predicted labelset. These techniques provide rules that are substantially shorter and have broader feature-ranges than LF-a. However, the trade-off for these properties is the loss of conclusiveness. To support our claim, we perform three separate modifications on the values of the examined instance (one feature at a time), to demonstrate that the rules provided by the competitors do not account for these changes, in contrast to LF-a. GS does not contain a feature-range for Type modifications on the values of the examined instance. As the quantitative experiments in Table 2 suggested, we can see that LF-a, the strategy explaining all predicted labels, provides the lengthier and more specific individual rule. When LF-l is employed, we can see that for the predicted label ‘OSF’, the rule is 2 feature-ranges smaller, while the rule regarding the predictions ‘PWF’ and ‘TWF’ are 1 feature-range smaller and have wider ranges. The third strategy, LF-p, produces rules explaining frequent label subsets. In this example, it produces a rule explaining the labels ‘PWF’ and ‘OSF’, a frequent labelset present in the prediction, and the rule is 1 feature-range smaller. Therefore, the user can choose between the available strategies based on their needs. We should mention that all these rules are conclusive, therefore, any change on the features between the given ranges, or any change on the features not appearing in the rules will not impact the prediction.

Table 7: Example rules for the whole labelset

| Technique | Interpretation |
|-----------|----------------|
| GS        | If \( Air\ temperature \leq 301.4 \text{ and } Tool\ wear > 176.4 \text{ and } Torque > 65.2 \) then TWF PWF OSF |
| LS        | If \( \text{if and Tool wear > 188 and Torque > 48.4 and Type > 2.5 then TWF PWF OSF} \) |
| MARLENA   | If \( Air\ temperature \leq 303 \text{ and Rotational speed \leq 1382.4 \text{ and Type > 2.97 then TWF PWF OSF} \) |

Concluding our qualitative study, we present the rules provided by Anchors and CHIRPS in Table 8. We can see that Anchors provides rules of similar length to LF-l, compared to the significantly shorter ones of CHIRPS. Nevertheless, similarly to before, the shorter rules are inconclusive. Rules provided by CHIRPS have a lot of inaccuracies, with the most obvious being the empty rule for the ‘TWF’ prediction. We also spot few inaccuracies in the lengthier rules of Anchors. For example, the explanations for labels ‘TWF’ and ‘PWF’ suggest that values above 61.2 for Torque lead to predictions containing these 2 labels. However, increasing the value to 65 results in both not being predicted by the model. Contrarily, the rules provided by LF-l contain the correct feature ranges for Torque.
Table 8: Example rules per label

| Technique | Interpretation |
|-----------|----------------|
| Anchors   | If Air temperature $\leq 301.6$ and Type $> 2$ and Tool wear $> 207.5$ and Torque $> 61.2$ and Rotational speed $\leq 1365$ then TWF |
|           | If Torque $> 61.2$ and Air temperature $\leq 301.6$ and Type $> 2$ and 1326.5 $<$ Rotational speed $\leq 1365$ and 309.5 $<$ Process temperature $\leq 311.2$ then PWF |
|           | If Tool wear $> 207.5$ and Torque $> 61.2$ then OSF |
| CHIRPS    | If Air temperature $\leq 302.5$ and Torque $> 65$ then PWF |
|           | If Tool wear $> 176.5$ and Torque $> 65$ then OSF |

6 Conclusion

This paper proposed three different strategies that extend LF, so it can be used to provide explanations for multi-label classification problems as well. Each of these strategies, explain the predicted labelset from a different point of view, resulting in rules of different length for each one of them, as well as different time responses. All three, however, retain the conclusiveness property of the original technique, providing concise explanations.

This was validated by our experimental procedure, where all strategies achieve a Precision of 1 throughout all the different setups and data sets, something that no other competitor manages to reach. Having said that, our strategies tend to produce lengthier rules that cover a smaller portion of instances than the competitors, meaning they are more specific. This attribute is not necessarily a shortcoming, considering that expert users prefer longer, more informative explanations. In addition, the low rule length of the other techniques can be misleading, as they tend to provide even empty explanations as showcased in our qualitative experiments.

Some of the future steps of this research include the extension of the technique, so it can also be applied to multi target regression problems, in conjunction to an extensive experimental procedure including new competitors, more data sets and additional metrics. Furthermore, a user study to assess the quality of the rules the three different strategies produce, can be performed. Doing so, will allow us to obtain insight from different types of users about the strategies and their applicability in various domains. Finally, applying a similar strategy to produce explanations for other ensemble models can also be explored in another work.
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