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ABSTRACT

The class-imbalance issue is intrinsic to many real-world machine learning tasks, particularly to the rare-event classification problems. Although the impact and treatment of imbalanced data is widely known, the magnitude of a metric’s sensitivity to class imbalance has attracted little attention. As a result, often the sensitive metrics are dismissed while their sensitivity may only be marginal. In this paper, we introduce an intuitive evaluation framework that quantifies metrics’ sensitivity to the class imbalance. Moreover, we reveal an interesting fact that there is a logarithmic behavior in metrics’ sensitivity meaning that the higher imbalance ratios are associated with the lower sensitivity of metrics. Our framework builds an intuitive understanding of the class-imbalance impact on metrics. We believe this can help avoid many common mistakes, specially the less-emphasized and incorrect assumption that all metrics’ quantities are comparable under different class-imbalance ratios.
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1. INTRODUCTION

One of the intrinsic challenges in forecast problems is the fact that the events of interest are scarce. This scarcity results in a large skew in the data, a phenomenon known as the class-imbalance issue. This phenomenon seeks special treatments in order to avoid distorted analyses; magnified unfounded patterns and overly optimistic performances. Most of the existing treatments take place at two different levels. One is carried out at the data level, by changing the class distribution in order to create a balanced dataset [1, 2]. The other takes place at the model level, by adjusting the learning cost functions or the learning strategy [3]. Regardless of the approach taken, a test dataset should most closely mimic the actual characteristics of the data, including the scarcity of its classes. This takes us to the challenge of evaluating models’ performance given skew data. Understanding the impact of skewness of data on evaluation is crucial as a metric may ‘misjudge’ a model’s performance due to the imbalance of the data [4]. This raises two important questions: (1) which metrics are completely insensitive to the class-imbalance issue, and (2) how can we determine, or even better, quantify the sensitivity of a metric. While there seems to be a deep understanding of the former in the community (e.g., [5] among many), the latter seems to have attracted little attention.

This broad understanding of the impact is not complete without the ability to measure the magnitude of the impact. This missing piece of knowledge causes limitations to data-driven studies as researchers may immediately dismiss a performance evaluation metric due to its known class-imbalance sensitivity, despite the fact that it might capture the strengths and weaknesses of their models very well. Since the magnitude of this sensitivity is often unknown to the researchers, they will never know whether the impact of this sensitivity is negligible or significant. From a different perspective, knowing the exact impact is also beneficial for critiquing research articles. A fair and thorough assessment of a research study based on the written report is a challenging task. This is primarily due to the existence of several critical factors which are not explicitly presented to the reviewer. Knowing the sensitivity of the employed evaluation metric(s) can help in this direction and allows a more accurate and less subjective assessment of the study.

2. BACKGROUND

The Receiver Operating Characteristic (ROC) curve [6, 7] has been the predominant evaluation metric in almost all quantitative domains. It is simply a mapping of two variables, $tpr$
(true-positive rate, $\frac{tp}{p}$) and $fpr$ (false-positive rate, $\frac{fp}{n}$). The 2D space formed by $fpr$ and $tpr$ as the $x$ and $y$ axes, respectively, is called the ROC space. A very similar space (with a slight modification as discussed in Sec. 3) is illustrated in Fig. 1. A trained, supervised model $m_i$ with a specific returned confusion matrix is mapped to the point defined by its true-positive and false-positive rates, i.e., the point $(fpr_i, tpr_i)$ in this space. There are three special points in this space which are reserved for trivial classifiers: $(0, 0)$ represents the all-negative model—the model which classifies all samples as negative; $(1, 1)$ stands for the all-positive model—the one that classifies all samples as positive; and $(0, 1)$ points to the perfect model—the one that correctly classifies all positive and negative instances. The point $(1, 0)$ would also represent the perfect model if the class labels were reversed. In addition to these special points, any model whose corresponding point on the ROC space lies on the main diagonal (where $tpr = fpr$) has no discriminative skill, and therefore is called a no-skill model. These geometrical settings give ROC space the unique interpretability and intuitiveness that has made it so popular.

One of the direct benefits of defining the ROC space is to help find the optimal value of a model’s parameter $\theta$, e.g., a biomarker in diagnosis of a disease, or a hyper-parameter of a classifier. The simplest criterion for approaching this optimality problem is the distance from $(0, 1)$. The model closest to this point is considered to be the most effective and therefore, the corresponding $\theta$ is considered optimal. A similar but less popular criterion is to maximize the distance from the anti-diagonal line. This makes it possible for different models to be compared after they are stripped of the success they achieve by chance. When the vertical distance from the anti-diagonal line is employed, this criterion becomes a metric that is previously known as the Youden's $J$ index [8]. For probabilistic models ROC curve was utilized by setting different thresholds on the returned probabilities in order to obtain as many points as needed to form a curve in the ROC space. The Area Under the ROC Curve (AUC) of different models can then be used as a proxy for comparing probabilistic models’ overall performance [9, 10, 11]. This idea was expanded to Volume Under the ROC Surface (VUS) for multi-class problems [12]. A simpler expansion of this idea was by averaging AUC of all possible pairwise combination of the classes, known as micro averaging [13]. To overcome one of the shortcomings of ROC, which is its disregard for any a priori knowledge about the classification costs when comparing different models, ROC Convex Hull (ROCH) was introduced, based on the observation that the optimal model lies on the edge of the convex hull of the ROC curve [14]. This idea was also expanded to non-binary problems [15]. As pointed out in [16], AUC of different models are not comparable because its value depends on the cutoffs that themselves are related to the class imbalance of data. The cost space [17] and precision-recall space [18] are the proposed alternatives to mitigate the evaluation bias imposed by the class-imbalance of data.

Taking advantage of the intuitiveness of the ROC space, we devise our new metric that quantifies the sensitivity of deterministic metrics to the class imbalance.

3. METRIC SURFACES AND IMBALANCE SENSITIVITY

Relatively Identical Performances. As we reviewed in Sec. 2, any given confusion matrix can be mapped to a single point in the ROC space. This mapping, however, is non-injective. That is, for an arbitrary point in the ROC space, represented by a pair $(fpr, tpr)$, there are infinitely many corresponding binary confusion matrices. The confusion matrices in each of these families are practically identical except that they reflect the performance given different sample sizes and/or different class-imbalance ratios of data. For performance evaluation, however, only their relative values are meaningful. This relative form is $\langle \frac{tp}{p}, \frac{tn}{n}, \frac{fn}{n}, \frac{fp}{n} \rangle$ which, for a given imbalance ratio $r$, can be simplified to a function of only two variables, $tpr$ and $tnr$, and can be reformulated as $\langle tpr, 1−tpr, r·tnr, r(1−tnr) \rangle$. Since we want to introduce our sensitivity metric as a function of the imbalance ratio (hence independent of the sample size), we define this family of confusion matrices as follows: given a class-imbalance ratio $r$, we say two or more confusion matrices are relatively identical if and only if they are identical in their relative forms.

ROC as a Bounded Semi-metric Space. ROC can be seen as a bounded semimetric space [19]. Recall that a metric space is a set $X$ that is endowed with a distance metric $d$. And $d : X^2 \rightarrow \mathbb{R}$ is a distance metric if, and only if, for all $a, b, c \in X$ the following conditions hold: (1) $d(a, b) \geq 0$, (2) $d(a, b) = d(b, a)$, and (3) $d(a, b) \leq d(a, c) + d(c, b)$. A distance metric that does not necessarily hold the third condition (triangle inequality) is called a semimetric. In ROC space, $d$ can be the Euclidean distance between the points representing confusion matrices. In literature, using this distance metric, models’ performance is often measured with their distance from the perfect model, i.e., $(0, 1)$. In this study however, we do not explore the effectiveness of different distance metrics. Instead, we show that ROC’s geometrical setting allows mapping of an arbitrary metric (that is derived from a confusion matrix) to a unique surface in an expansion of this space.

Before we proceed, we need to make a small tweak in the ROC space to introduce symmetry. We alter ROC’s $x$ axis (representing $fpr$) with $tnr$ (i.e., $1−fpr$). In other words, we flip the ROC space horizontally. Although the flipped ROC remains topologically identical to ROC, this transformation plays a critical role. Because the origin of this space (i.e., $(0, 0)$) and the perfect model (i.e., $(1, 1)$) do not share an axis any more, and the perfect model is placed farthest from the origin, the flipped ROC can be expanded to higher dimensions addressing multi-class evaluation. By adding more dimen-
Fig. 2. The metric surface of $f_1$ score visualized in the contingency space. On the left, a contour plot is used to illustrate the surface whereas on the right, the surface’s 3D structure is visualized for comparison.

Fig. 3. Two metric surfaces of $f_1$ score are visualized in the contingency space. The top surface is formed assuming the imbalance ratio of 1:1, and the bottom surface is formed assuming the imbalance ratio of 1:49.

sions, the perfect model remains at the farthest place relative to the origin, which preserves the desirable spatial characteristic of the space. This is not possible in the ROC space. We call this flipped space the base contingency space (illustrated in Fig. 1).

**Contingency Space and Metric Surfaces.** Deterministic performance evaluation metrics (e.g., accuracy, $f_β$ score) are functions, $\mu : [0, 1]^2 \rightarrow \mathbb{R}$, that convert relatively identical confusion matrices (points in $[0, 1]^2$) to single values (in $\mathbb{R}$), and therefore provide easy-to-interpret quantities. Considering the base contingency space as the domain of such functions, and by re-scaling the range of these functions to $[0, 1]$, we can form a 3D space $[0, 1]^3$ in which each metric $\mu$ can be represented uniquely by the surface it forms. We refer to this 3D space as the Contingency Space, and call the surface corresponding to each metric a metric surface.

In Fig. 2, an example of such a metric surface is illustrated. The one on the left is the contour plot of the surface representing precision in the contingency space, and the one on the right is its actual 3D visualization. The color tones in the contour plot represent the third dimension, i.e., the models’ performance measured by the given metric. All plots in this paper are generated with the Python plotting library, matplotlib v3.1.2 [20].

**Imbalance Sensitivity.** Performance metrics are often sensitive to the class-imbalance ratio. The bivariate distribution of models’ performance, imposed by an imbalance-sensitive metric, changes as the imbalance ratio changes. The introduced contingency space captures this sensitivity very well. Fig. 3 provides an example of such a change for the metric $f_1$ score. In this figure, two surfaces are shown. The upper one corresponds to $f_1$ score with a 1:1 balance, whereas the lower one is generated with an imbalance ratio of 1:49. As we increase the imbalance ratio the surface warps quite drastically. As evident in this example, the $f_1$ score under this imbalance condition assigns high values only to models with very high $tpr$ values. For not-too-high values of $tpr$, on the other hand, the values of $tpr$ seem almost irrelevant to the $f_1$ score’s evaluation. For a balance case, however, both $tpr$ and $tnr$ values have roughly equal weights in determining models’ performance in terms of $f_1$ score. The difference between the two surfaces can only be attributed to the class-imbalance ratio. Inspired by this observation, we can quantify the degree of which a metric is sensitive to the class imbalance of data.

Let $\{D_i\}_{i=1}^n$ denote a set of $n$ subsets of the dataset $D$, each with an arbitrary imbalance ratio. Suppose the model $m$ performs identically across all $n$ subsets. That is, it classifies a fixed percentage of the positive and negative instances correctly for all subsets, yielding identical confusion matrices for all $n$ cases. We say a metric $\mu$ is imbalance agnostic if it returns a constant value as the model’s performance for all $n$ subsets. We shall formulate this condition by $\mu(m(D_i))_{i=1}^n = C$, where $C \in \mathbb{R}$ is a constant, and both $m$ and $\mu$ are considered to be functions; $m$ takes in a dataset and returns a confusion matrix, and $\mu$ takes in a confusion matrix and returns a numeric evaluation that reflects $m$’s performance.

While it might seem that an arbitrary metric does return a constant value as $m$’s performance on all $D_i$s, majority of the metrics in fact do not pass this condition. Accuracy is the most popular example of this kind. It is a function of the class-imbalance ratio. An example of an imbalance-agnostic metric, on the other hand, is recall ($\frac{tp}{p}$). Since it only measures the relative frequency of true positives, it is not a function of the imbalance ratio and therefore, it is imbalance agnostic.

Given the above definition, it should now be clear that metric surfaces of imbalance-agnostic metrics have a unique characteristic which is that they do not warp at all as the imbalance ratio increases. With this intuition, we can now quantify a metric’s sensitivity to the class imbalance by the magnitude its surface warps as a function of the imbalance ratio.

Let $C^f(\mu)$ and $C^r(\mu)$ denote the surfaces formed by the metric $\mu$, with the class-imbalance ratios $1:1$ and $1:x \ (x \neq 1)$, respectively. The class-imbalance sensitivity of $\mu$, denoted by $s^f_\mu$, is defined as the volume confined between $C^f(\mu)$ and
Class-imbalance sensitivity becomes conveniently a function of $r$. This is very useful as in many rare-event analyses, some potentially useful metrics are excluded only because they are not completely insensitive to the imbalance ratio. However, the imbalance ratio of the data might be small and therefore it may impact a sensitive metric only marginally. Knowing the degree of sensitivity as a function of the imbalance ratio makes a strong argument for avoiding such exclusions.

Note that the upper bound for the class-imbalance sensitivity is the volume of the (bounded) contingency space itself, which is equal to 1. Therefore, the class-imbalance sensitivity is desirably limited to the range $[0, 1]$. Also, it is worth mentioning that we can re-define the imbalance agnostic concept using this measure; a metric is imbalance agnostic if, and only if, $\forall \mu \in \mathbb{R}^+$, $s^r_{\mu} = 0$.

The plots of imbalance sensitivity for a few determinist performance metrics are shown in Fig. 4. The metrics accuracy ($\frac{tp+tn}{p+n}$), precision ($\frac{tp}{p'}$), recall ($\frac{tp}{t}$), and $f_1$ score ($2 \cdot \frac{tp}{2tp+fn+fp}$) need no explanation as they are very popular across many domains. In these formulas, $p$ and $n$ are the total number of positive and negative instances, and $p'$ represents the total number of instances classified as positive (whether correctly or incorrectly). $tss$ measures the difference between the probability of detection and the probability of false alarm, i.e., $tss = \frac{tp}{p'} - \frac{fp}{n'}$ [21]. The updated Heidke skill score ($hss$) [22] quantifies models’ performance by comparing their performance with the random-guess model, and is formulated as $hss = \frac{2(tp+tn) - (fn+fp)}{p(f(n+tn) + n(tp+fn))}$. Both $tss$ and $hss$ are popular metrics for rare-event classification tasks such as weather forecasting. Youden’s $J$ index, is defined as $\frac{tp+tn-fn fp}{(tp+fn)(fp+tn)}$ [8]. Recall’s sensitivity is indeed zero, in line with what we discussed above. Similarly, $tss$ and Youden’s $J$ index are imbalance agnostic. Precision appears to be the most sensitive one in our list, followed by $f_1$ score, accuracy, and $hss$, respectively.

Our proposed sensitivity measure reveals an interesting fact that sensitivity of metrics has a logarithmic growth. We have observed this pattern in several other metrics as well (e.g., Gilbert’s success ratio [23], Doolittle index [24]). We know that using imbalance sensitive metrics, two models’ performance are comparable if, and only if, the imbalance ratios of the data used for evaluation of the models are identical. What we further learn from this logarithmic behavior is that the sensitivity impact becomes less and less severe as the imbalance ratios increases, and therefore, the sensitive metrics become comparable again.

**Computational Complexity Analysis.** The time complexity of the class-imbalance sensitivity measure is constant. This can be broken down into two parts; representation of surfaces and computation of the volume confined between them. A metric surface can be represented by a square matrix with constant number of rows/columns, hence $O(1)$. To compute the imbalance sensitivity, we approximate the confined volume by the Riemann Sum i.e., $s^r_{\mu} = \sum_{i=1}^{P} \sum_{j=1}^{C} |c_{ij}(\mu) - c_{ij}'(\mu)|$. Again, since the size of these surfaces are irrelevant to the sensitivity of their corresponding metrics, this part is also $O(1)$.

### 4. CONCLUSION AND FUTURE WORK

In this study, we introduced the contingency space using which any metric that is derived from the confusion matrix can be mapped to a unique surface. If a metric’s surface does not transform as the class-imbalance ratio changes, the metric is not sensitive to the imbalance of data. Otherwise, if the surface warps, the degree of the impact is proportional to the degree of this change. As our future work, we believe tracking the learning progress of a model on the surface of each metric provides richer context for the performance evaluation analysis. Moreover, the contingency space is expandable to higher-dimensional spaces which could be directly used as a metric that measures models’ performance without having to aggregate multiple binary evaluations. We hope that the proposed measure assists researchers in finding the appropriate metrics they need for evaluation of their models.
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