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Abstract
This paper studies the bit error rate (BER) performance of an adaptive decode-and-forward (DF) relaying scheme for a cooperative wireless network operating on independent and identically distributed (i.i.d.) or independent and non-identically distributed (i.n.d.) Rayleigh fading channels. The considered network is with one source, $K$ relays, and one destination in which binary frequency-shift keying modulation is employed to facilitate noncoherent communications. A relay decodes and retransmits the received signal to the destination only if its decision variable is larger than the corresponding threshold. Depending on the availability of the information of whether a particular relay retransmits or remains silent, the destination combines the received signals from all the relays and the received signal from the source or only the received signals from the retransmitting relays and the received signal from the source to detect the transmitted information. The average end-to-end BERs are determined in closed-form expressions. The thresholds employed at the relays are investigated to minimize the end-to-end BERs. Analytical and simulation results are provided to validate our theoretical analysis. The obtained results show that the studied scheme improves the BER performance significantly compared to the previous proposed piecewise-linear (PL) scheme. In addition, the information of whether a particular relay retransmits or remains silent at the destination does not really improve the BER performance of the network.
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1 Introduction
Spatial diversity is a well-known technique to mitigate the fading effects in a wireless channel [1]. However, in some wireless applications, such as ad-hoc networks, implementing multiple transmit and/or receive antennas to provide spatial diversity might not be possible due to the size and cost limitations. Cooperative (or relay) diversity is attractive for such networks, i.e., networks with mobile terminals having single-antenna transceivers, since it is able to achieve spatial diversity. The basic idea is that a source node transmits information to the destination not only through a direct link but also through the relay links [2-9]. Cooperative protocols have been classified into three main groups: amplify-and-forward (AF), decode-and-forward (DF), and compress-and-forward (CF) [2,10]. With DF, relays decode the source's messages, re-encode, and retransmit to the destination. However, it is not simple to provide cooperative diversity with the DF protocol. This is due to possible retransmission of erroneously decoded bits of the message by the relays [2,5,6,11].

In recent years, much more research works have focused on noncoherent cooperative networks, i.e., the networks in which channel state information (CSI) is assumed to be unknown at the receivers (relays and destination) [12-16]. It is due to the fact that true values of the CSIs cannot actually be obtained in realistic systems. Differential phase-shift keying (DPSK), a popular candidate in noncoherent communications, has been studied for both AF and DF protocols in [12-15]. However, with the DF protocol in [13], the authors considered an ideal case that the relay is able to know exactly whether each decoded
symbol is correct or not. The works in [14,15] examine a very simple cooperative system with one source, one relay, and one destination node. A framework of noncoherent cooperative diversity for the DF protocol employing frequency-shift keying modulation, another popular modulation scheme in noncoherent communications, has been studied in [16]. The maximum likelihood (ML) demodulation was proposed to detect the signals at the destination. A suboptimal piecewise linear (PL) scheme was also proposed in [16] to eliminate the nonlinearity of the ML scheme. However, it should be mentioned that the closed-form BER approximations for both ML and PL schemes in [16] are not available for networks with more than one relays. Furthermore the BER performance with either ML or PL demodulation can still be limited by the error propagation phenomenon [8].

To address the issue of error propagation in noncoherent cooperative networks in [16], the work in [17] employs two different thresholds: one threshold is used at the relays to select retransmitting relays and the other threshold is used at the destination for detection. By utilizing the maximal ratio combining (MRC), the destination combines the signals from the retransmitting relays and the signal from the source to make the final decision. The results show that the proposed scheme can significantly improve the error performance. Unfortunately, the closed-form BER expressions are only available for the single-relay and two-relay networks [17]. As such, the optimal threshold values could not be found easily for networks with more than two relays. To overcome this limitation, reference [18] employs the selection combining, i.e., select a received signal with the largest decision variable, for the detection of the transmitted information. With this detection scheme, the average end-to-end BER is analytically determined in a closed-form expression with arbitrary number of relays. The scheme still significantly improves the BER performance compared to either ML or PL schemes. However, the work in [18] assumes that there is no direct link between the source and destination and the network operates on independent and identically distributed (i.i.d.) Rayleigh fading channels. Also, the theoretical analysis of the diversity order is not provided.

This work is concerned with a general network, i.e., a multiple-relay network operated on either i.i.d. or non-identically distributed (i.n.d.) Rayleigh fading channels. In particular, after receiving the signal in the first phase from the source, relay \( i \) decodes and retransmits or remains silent if its decision variable is larger than the corresponding threshold, \( \theta_{i,0} \). Otherwise, it remains silent. Two scenarios are considered: (i) the information of whether a particular relay decodes and retransmits or remains silent in the second phase is available at the destination. The destination combines the signals from all the relays and the signal from the source (scenario 1) or only the signals from the retransmitting relays and the signal from the source (scenario 2) to detect the transmitted information. The average BERs of the proposed schemes are computed in closed-form expressions. Using the derived BERs, the optimal threshold values are determined to minimize the average BERs of the networks. Furthermore, approximate thresholds that achieve a full-diversity order are derived. Numerical results verify that our obtained BER expressions are accurate. Moreover, our proposed scheme provides a superior performance under different channel conditions compared to the previous proposed piecewise-linear (PL) scheme in [16]. Since the information of whether a particular relay retransmits or remains silent does not really improve the BER performance of the network; the relays do not need to send such information to the destination to reduce the complexity of the network.

The remainder of this paper is organized as follows: Section 2 describes the system model; Section 3 presents the BER computation for scenario 1; the BER computation for scenario 2 is derived in Section 4; the optimal and approximate threshold values are discussed in Section 5; analytical and simulation results are presented in Section 6; finally, Section 7 concludes the paper.

2 System model

Consider a wireless network as illustrated in Figure 1, where \( K \) relays help one source node to communicate with its destination. Every node has only one antenna and operates in a half-duplex mode (i.e., a node cannot transmit and receive simultaneously). The \( K \) relays communicate with the destination over orthogonal channels and the DF protocol is employed at each relay. The source, relays, and destination are denoted and indexed by node 0, node \( i \), \( i = 1, \ldots, K \), and node \( K + 1 \), respectively.

Signal transmission from the source to destination is completed in two phases as follows: in the first phase, the source broadcasts a BFSK signal. In the baseband model, the received signals at node \( i \) are written as

\[
\gamma_{0,i,0} = (1 - x_0)\sqrt{E_0}h_{0,i} + n_{0,i,0},
\]

\[
\gamma_{0,i,1} = x_0\sqrt{E_0}h_{0,i} + n_{0,i,1},
\]

where \( h_{0,i} \) and \( n_{0,i,k} \) are the fading channel coefficients between node 0 and node \( i \) and the noise component at node \( i \), \( i = 1, \ldots, K + 1 \), respectively. \( E_0 \) is the average transmitted symbol energy of the source. In (1) and (2), the third subscript \( k \in \{0,1\} \) denotes the two frequency sub-bands used in BFSK signalling. Furthermore, the source symbol \( x_0 = 0 \) if the first frequency subband is used and \( x_0 = 1 \) if the second frequency subband is used.
Figure 1. A wireless relay network.

For the DF protocol, node $i$ decodes the signal received from the source and retransmits a BFSK signal to the destination. If node $i$ transmits in the second phase, the baseband received signals at the destination are given by

$$
y_{i,K+1,0} = (1 - x_i)\sqrt{E_i}h_{i,K+1} + n_{i,K+1,0},
$$

$$
y_{i,K+1,1} = x_i\sqrt{E_i}h_{i,K+1} + n_{i,K+1,1},
$$

where $E_i$ is the average transmitted symbol energy sent by node $i$ and $n_{i,K+1,k}$ is the noise component at the destination in the second phase. Note that if the $i$th relay makes a correct detection, then $x_i = x_0$. Otherwise $x_i \neq x_0$.

The channel between any two nodes is assumed to be Rayleigh flat fading, modeled as $CN(0, \sigma^2_{ij})$, where $i,j$ refer to transmit and receive nodes, respectively. The noise components at the relays and destination are modeled as i.i.d. $CN(0, N_0)$ random variables. The instantaneous received SNR for the transmission from node $i$ to node $j$ is $\gamma_{ij} = E_i|h_{ij}|^2/N_0$ and the average SNR is $\overline{\gamma}_{ij} = E_i\sigma^2_{ij}/N_0$. With Rayleigh fading, the probability distribution function (pdf) of $\gamma_{ij}$ is $f_{\gamma_{ij}}(\gamma_{ij}) = \frac{1}{\overline{\gamma}_{ij}}e^{-\gamma_{ij}/\overline{\gamma}_{ij}}$.

### 2.1 ML and PL schemes

A study [16] discusses a framework for ML detection in noncoherent cooperative communications in which the relays always decode and retransmit the received signals. After receiving $K + 1$ signals from the source and relays and assuming that the destination knows all the average SNRs of the relay-destination links, the ML detector for a noncoherent DF cooperative network can be shown to be [16]

$$
\sum_{i=1}^{K} f(t_i) + t_0 \geq 0,
$$

where $t_i = \frac{\overline{\gamma}_{i,K+1}}{1 + \overline{\gamma}_{i,K+1}}N_0 (|y_{i,K+1,0}|^2 - |y_{i,K+1,1}|^2)$,

$$
f(t_i) = \ln \frac{(1 - \epsilon_i)e^{t_i} + \epsilon_i}{\epsilon_i e^{t_i} + (1 - \epsilon_i)}, \quad i = 1, \ldots, K
$$

and $\epsilon_i$ is the average probability of error at node $i$ which is also assumed to be available at the destination. When the conventional envelope detector is used to detect BFSK signal at the $i$th relay, one has $\epsilon_i = 1/(2 + \overline{\gamma}_{0,i})$. Therefore, requiring to know all $\epsilon_i$ at the destination is equivalent to requiring the knowledge of all the average SNRs of source-relay links.

Though being optimal, the nonlinear behavior of (7) makes the implementation of the ML detector as well as its BER analysis very difficult. Therefore, a piecewise linear approximation to $f(t_i)$ is proposed in [16] to overcome these disadvantages. The approximation is as follows:

$$
f(t_i) \approx f_{PL}(t_i) = \begin{cases} -T_i, & t_i \leq -T_i \\
t_i, & -T_i \leq t_i \leq T_i \\
T_i, & t_i \geq T_i 
\end{cases}
$$

where $T_i = \ln[(1 - \epsilon_i)/\epsilon_i]$ and $\epsilon_i < 1/2$. The above approximation is shown in [16] to be very tight. Due to the linear behavior of the PL scheme, it is more amenable to practical implementation. Moreover, the error performances of the ML and PL schemes are very close. Therefore, the PL scheme shall be used as a benchmark to analyze the BER performance of our proposed scheme.

### 2.2 Previous adaptive relaying scheme

The proposed scheme in [17] is summarized as follows: after receiving the signal from the source, node $i$ decodes and retransmits a BFSK signal if the magnitude of the energy difference in two subbands $\theta_{0,i} = |y_{0,i,0}^2 - |y_{0,i,1}^2|$ satisfies $\theta_{0,i} > \theta_{th,i}^2$. If node $i$ transmits
in the second phase, the received signals at the destination in the two subbands are given as in (3) and (4). Otherwise, node \( i \) remains silent. In this case, the outputs in the two subbands are

\[
y_i, K+1, 0 = n_{i, K+1, 0},
\]

\[
y_i, K+1, 1 = n_{i, K+1, 1}.
\]

Then the destination compares the magnitude of the energy difference in the two subbands of each relay-destination link, i.e., \( \theta_{i, K+1} = |y_{i, K+1, 0}|^2 - |y_{i, K+1, 1}|^2 \) for \( i = 1, \ldots, K \), with the threshold \( \theta_{th} \) to decide a retransmitting relay. If \( \theta_{i, K+1} > \theta_{th} \), the destination marks the \( i \)th relay as a retransmitting relay. Otherwise it marks it as a silent relay.

Finally, the destination combines the signals from the retransmitting relays and the signal from the source to decode. Based on the available information at the destination, the optimum detector is of the following form [16]:

\[
\Lambda = \sum_{i=0}^{K} \frac{\overline{y}_{i, K+1}}{(\overline{y}_{i, K+1} + 1)N_0^2} (|y_{i, K+1, 0}|^2 - |y_{i, K+1, 1}|^2) \delta_i \geq 0, \quad 0,
\]

where \( \delta_i = 1 \) if node \( i \) is marked as a retransmitting relay, and \( \delta_i = 0 \) otherwise.

It is worth to mention again that the closed-form BER expressions were only available for the single-relay and two-relay networks for this scheme. As such, the important task of optimizing the threshold values has to rely on numerical search for networks with more than two relays.

### 2.3 Proposed scheme

The proposed scheme is illustrated in Figure 2. Different from the work in [17], this work does not assume that all the relays have the same average SNRs to the source and to the destination, i.e., i.i.d. Rayleigh fading channels. Therefore, \( K \) thresholds \( \{\theta_{th}^1, \theta_{th}^2, \ldots, \theta_{th}^K\} \) are employed. Similar to [17], if node \( i \) transmits in the second phase, the outputs in the two subbands are as in (3) and (4). Otherwise, the outputs in the two subbands are as in (9) and (10).

As mentioned earlier, this paper studies two different scenarios: (scenario 1) the information of whether a particular relay retransmits or remains silent in the second phase is unavailable at the destination. In this scenario, the destination combines the received signals from all the relays and the received signal from the source to detect the transmitted information, i.e., the detector is written as (11) where \( \delta_0 = \delta_1 = \cdots = \delta_K = 1 \), scenario 2) this scenario assumes that the destination knows exactly whether a particular relay transmits or remains silent in the second phase. Hence, the detector is also as (11) where \( \delta_i = 1 \) if node \( i \) is a retransmitting relay, and \( \delta_i = 0 \) otherwise. It is noted that the detector in [17] employs a threshold to mark whether a particular relay is a retransmitting relay or not. It is clear that the performance of the detector in [17] is always worse than the performance of the detector in scenario 1, but better than the performance of the detector in scenario 2. However, the complexity is inverse. On the other hand, the advantage of the detection in this study over the study in [17] is that it allows a closed-form BER expression for a general network with \( K \) relays.

In the next sections, we derive the average BERs for two scenarios under i.i.d. and i.n.d. Rayleigh fading channels. Using the derived BERs, the optimal thresholds are numerically found in Section 5.

### 3 BER analysis for scenario 1

Recall that scenario 1 assumes that the information of whether a particular relay retransmits or remains silent in the second phase is unavailable at the destination. The
detector is as (11) where \( \delta_0 = \delta_1 = \cdots = \delta_K = 1 \). To compute the average BER expression, the detector can be rewritten as

\[
\Lambda = \sum_{i=0}^{K} \frac{\mathcal{P}_{i,K+1}}{(\mathcal{P}_{i,K+1} + 1)N_0} |\gamma_{i,K+1,0}|^2
- \sum_{i=0}^{K} \frac{\mathcal{P}_{i,K+1}}{(\mathcal{P}_{i,K+1} + 1)N_0} |\gamma_{i,K+1,1}|^2 = X - Y \geq 0 \tag{12}
\]

We adopt the convention that i.i.d. fading channels means that all the relays have the same average SNRs to the source and to the destination, i.e., \( \mathcal{P}_{0,1} = \mathcal{P}_{0,2} = \cdots = \mathcal{P}_{0,K} = \gamma_1 \) and \( \mathcal{P}_{1,K+1} = \mathcal{P}_{2,K+1} = \cdots = \mathcal{P}_{K,K+1} = \gamma_2 \). Otherwise, the term ‘i.n.d. fading channels’ is used. In what follows, the average BERs for scenario 1 under i.i.d. and i.n.d. Rayleigh fading channels are derived.

### 3.1 i.n.d. fading channels

We assume that the set \( \mathcal{S}_{\text{relay}} = \{1, 2, \ldots, K\} \) of K relays are divided into three disjoint subsets \( \mathcal{Q}_C, \mathcal{Q}_I, \) and \( \mathcal{Q}_S \) where \( \mathcal{Q}_C, \mathcal{Q}_I, \) and \( \mathcal{Q}_S \) are the sets of relays that forward a correct bit, an incorrect bit, and remain silent in the second phase, respectively. The probability of occurrence of \( \{\mathcal{Q}_C, \mathcal{Q}_I, \mathcal{Q}_S\} \) can be computed as [17,18]

\[
P(\mathcal{Q}_C, \mathcal{Q}_I, \mathcal{Q}_S) = \prod_{i \in \mathcal{Q}_C \cup \mathcal{Q}_I} \left[ 1 - I_1(\theta_{i,1}, \mathcal{P}_{0,i}) \right] \prod_{i \in \mathcal{Q}_S} I_1(\theta_{i,1}, \mathcal{P}_{0,i}) \nonumber \\
\times \prod_{i \in \mathcal{Q}_C} \left[ 1 - I_2(\theta_{i,1}, \mathcal{P}_{0,i}) \right] \times \prod_{i \in \mathcal{Q}_I} I_2(\theta_{i,1}, \mathcal{P}_{0,i}) \nonumber \tag{13}
\]

where \( I_1(\theta_{i,1}, \mathcal{P}_{0,i}) \) is the probability that the magnitude of the energy difference in the two subbands at node \( i \) is smaller than the corresponding threshold, i.e., \( \theta_{0,i} < \theta_{1,1} \). It is given as [17,18]

\[
I_1(\theta_{i,1}, \mathcal{P}_{0,i}) = \frac{1 + \mathcal{P}_{0,i}}{2 + \mathcal{P}_{0,i}} \left( 1 - e^{-\theta_{0,i}/(1+\mathcal{P}_{0,i})} \right)
+ \frac{1}{2 + \mathcal{P}_{0,i}} \left( 1 - e^{-\theta_{0,i}} \right). \tag{14}
\]

On the other hand, \( I_2(\theta_{i,1}, \mathcal{P}_{0,i}) \) is the probability of error at node \( i, i = 1, \ldots, K \), given that the magnitude of the energy difference in the two subbands is larger than the threshold, i.e., \( \theta_{0,i} > \theta_{1,1} \). It is computed as [17,18]

\[
I_2(\theta_{i,1}, \mathcal{P}_{0,i}) = \frac{1}{1 - I_1(\theta_{i,1}, \mathcal{P}_{0,i})} \frac{e^{-\theta_{0,i}}}{2 + \mathcal{P}_{0,i}} \tag{15}
\]

The average BER of the network is equal to

\[
\text{BER}(\theta_{1,1}, \ldots, \theta_{1,k}) = \sum_{\mathcal{Q}_C \in \mathcal{S}_{\text{relay}}} \sum_{\mathcal{Q}_I \cap \mathcal{Q}_S = \emptyset, \mathcal{Q}_C \in \mathcal{S}_{\text{relay}}} \sum_{\mathcal{Q}_S} P(\mathcal{Q}_C, \mathcal{Q}_I, \mathcal{Q}_S) \text{BER}(\mathcal{Q}_C, \mathcal{Q}_I, \mathcal{Q}_S) \quad \tag{16}
\]

where the conditioned BER given \( \{\mathcal{Q}_C, \mathcal{Q}_I, \mathcal{Q}_S\} \) is found as (see Appendix 1)

\[
P(\mathcal{Q}_C, \mathcal{Q}_I, \mathcal{Q}_S) = \frac{A_1 D_1}{2 + \mathcal{P}_{0,k+1}} + \sum_{i \in \mathcal{Q}_C} D_1 B_{i,k+1} \mathcal{P}_{0,k+1} + \sum_{i \in \mathcal{Q}_C} A_1 E_i D_1 \mathcal{P}_{k+1} + 2 \mathcal{P}_{0,k+1} + \mathcal{P}_{0,k+1} + \mathcal{P}_{0,k+1}
+ \sum_{i \in \mathcal{Q}_C} \sum_{j \in \mathcal{Q}_I} C_{i,j} D_1 \mathcal{P}_{k+1} + \mathcal{P}_{0,k+1} + \mathcal{P}_{0,k+1} + \mathcal{P}_{0,k+1}
+ \sum_{i \in \mathcal{Q}_C} A_1 E_i \mathcal{P}_{k+1} + 2 \mathcal{P}_{0,k+1} + \mathcal{P}_{0,k+1} + \mathcal{P}_{0,k+1} + \mathcal{P}_{0,k+1}
+ \sum_{i \in \mathcal{Q}_C} \sum_{j \in \mathcal{Q}_I} C_{i,j} \mathcal{P}_{k+1} + \mathcal{P}_{0,k+1} + \mathcal{P}_{0,k+1} + \mathcal{P}_{0,k+1} + \mathcal{P}_{0,k+1}
\nonumber \tag{17}
\]

where

\[
A_1 = \prod_{i \in \mathcal{Q}_C} \left( 1 - \frac{\mathcal{P}_{0,k+1}}{\mathcal{P}_{0,k+1}} \right) \prod_{i \in \mathcal{Q}_I \cup \mathcal{Q}_S} \left( 1 - \frac{\mathcal{P}_{0,k+1}}{\mathcal{P}_{0,k+1}} \right) \nonumber \tag{18}
\]

\[
B_j = \left( 1 - \frac{\mathcal{P}_{0,k+1}}{\mathcal{P}_{j,k+1}} \right) \prod_{i \in \mathcal{Q}_C, i \neq j} \left( 1 - \frac{\mathcal{P}_{j,k+1}}{\mathcal{P}_{j,k+1}} \right)^{-1} \nonumber \tag{19}
\]

\[
C_j = \left( 1 - \frac{\mathcal{P}_{0,k+1}(1+\mathcal{P}_{j,k+1})}{\mathcal{P}_{j,k+1}} \right) \prod_{i \in \mathcal{Q}_C} \left( 1 - \frac{\mathcal{P}_{j,k+1}(1+\mathcal{P}_{j,k+1})}{\mathcal{P}_{j,k+1}} \right)^{-1} \nonumber \tag{20}
\]

\[
\prod_{i \in \mathcal{Q}_C, i \neq j} \left( 1 - \frac{\mathcal{P}_{j,k+1}}{\mathcal{P}_{j,k+1}} \right)^{-1} \nonumber \tag{20}
\]
\[ D_1 = \prod_{i \in \Omega_1} \left( 1 - \frac{\gamma_{i,L+1} (1 + \gamma_{i,0})}{\gamma_{i,0} + 1} \right)^{-1} \prod_{i \in \Omega_2 \cup \Omega_3} \left( 1 - \frac{\gamma_{i,L+1} (1 + \gamma_{i,0})}{\gamma_{i,0} + 1} \right)^{-1} \text{,} \quad (21) \]

\[ E_j = \left( 1 - \frac{\gamma_{0,K+1}}{\gamma_{j,K+1} (1 + \gamma_{j,0})} \right)^{-1} \prod_{i \in \Omega_2 \cup \Omega_3} \left( 1 - \frac{\gamma_{i,L+1} (1 + \gamma_{i,0})}{\gamma_{i,0} + 1} \right)^{-1} \text{.} \quad (22) \]

\[ F_j = \left( 1 - \frac{\gamma_{0,K+1} (1 + \gamma_{j,K+1})}{\gamma_{j,K+1} (1 + \gamma_{j,0})} \right)^{-1} \prod_{i \in \Omega_2} \left( 1 - \frac{\gamma_{i,L+1} (1 + \gamma_{i,0})}{\gamma_{i,0} + 1} \right)^{-1} \text{.} \quad (23) \]

### 3.2 i.i.d. fading channels

Since all the relays are assumed to have the same average SNRs to the source and to the destination, i.e., \( \gamma_{0,1} = \gamma_{0,2} = \cdots = \gamma_{0,K} = \gamma_1 \) and \( \gamma_{1,K+1} = \gamma_{2,K+1} = \cdots = \gamma_{K,K+1} = \gamma_2 \), all the relays employ the same threshold, i.e., \( \theta^{(i)}_{1} = \cdots = \theta^{(i)}_{K} = \theta^{(i)}_0 \). Similar to the previous section, three disjoint subsets \( \Omega_1, \Omega_2, \) and \( \Omega_3 \) are divided. Assume that \( |\Omega_1| = M, |\Omega_2| = N, \) and \( |\Omega_3| = L \) where \(|\Omega|\) denotes the cardinality of the set \(\Omega\). Clearly, \( K = M + N + L \). Using the moment-generating function (MGF) technique as in Appendix 1, the average BER of the network in this case can be computed as

\[ \text{BER}(\theta^{(i)}_0) = \sum_{M=0}^{K} \sum_{N=0}^{K-M} P(M, N, L) P(\varepsilon | M, N, L) \text{.} \quad (24) \]

where the probability of occurrence of \((M, N, L)\) is

\[ P(M, N, L) = \binom{K}{M} \binom{K-M}{N} \left[ 1 - I_1(\theta^{(i)}_0, \gamma_1) \right]^{M+N} \times \left[ 1 - I_2(\theta^{(i)}_0, \gamma_1) \right]^{M} \times I_1(\theta^{(i)}_0, \gamma_1) \]

\[ P(\varepsilon | M, N, L) = \frac{A_1 D_1}{2 + \gamma_0} + \sum_{l=0}^{M} B_l D_1 \left[ 1 - \frac{1 - \gamma_1}{\gamma_0 + (1 + \gamma_0) \gamma_2} \right]^{k+l} \]

\[ + \sum_{l=1}^{N} C_l D_1 \left[ 1 - \frac{1 - \gamma_1}{\gamma_0 + (1 + \gamma_0) \gamma_2} \right]^{k+l} \]

\[ + \sum_{l=1}^{L} A_l E \left[ 1 - \frac{\gamma_0}{\gamma_0 + \gamma_2} \right]^{s} \]

\[ A_1 = \left( 1 - \frac{\gamma_2}{\gamma_0} \right)^{-M} \left( 1 - \frac{\gamma_2}{\gamma_0 + \gamma_2} \right)^{-N-L} \text{,} \quad (27) \]

\[ B_l = \frac{\gamma_0^l}{(M-l)!} \frac{\gamma_1^{M-l}}{\gamma_2^{N-l}} \left[ 1 + (1 + \gamma_0) s \right]^{-1} \times \left( 1 + \frac{\gamma_2}{1 + \gamma_2} \right)^{-N-L} \quad (28) \]

\[ C_l = \frac{\gamma_0^l}{(N-l)!} \frac{\gamma_1^{N-l}}{\gamma_2^{L-l}} \left[ 1 + (1 + \gamma_0) s \right]^{-1} \times (1 + \gamma_2)^{-M-L} \quad (29) \]

\[ D_1 = \left( 1 - \frac{\gamma_2 (1 + \gamma_0)}{\gamma_0 (1 + \gamma_2)} \right)^{-M-L} \text{,} \quad (30) \]

\[ E_i = \frac{\gamma_0^i}{(N-i)!} \frac{\gamma_1^{N-i}}{\gamma_2^{L-i}} \left[ 1 + (1 + \gamma_0) s \right]^{-1} \times \left( 1 + \frac{\gamma_2}{1 + \gamma_2} \right)^{-M-L} \quad (31) \]

\[ F_i = \frac{\gamma_0^{i-M-L}}{(M + L - i)!} \frac{\gamma_1^{M+L-i}}{\gamma_2^{i}} \left[ 1 + (1 + \gamma_0) s \right]^{-1} \times \left( 1 + \gamma_2 \right)^{-N} \quad (32) \]
To summarize, the final expressions of the average BERs of the proposed adaptive relaying scheme for scenario 1 under i.n.d. and i.i.d. fading channels can be analytically computed by substituting all the related expressions into (16) and (24). Based on the average BERs, the optimal threshold values shall be chosen to minimize the average BER.

4 BER analysis for scenario 2

In this section, we derive the average BER for a $K$-relay network in which the destination exactly knows the information of whether a particular relay transmits or remains silent in the second phase. Similar to scenario 1, two different cases are considered: (i) the transmission is over i.n.d. Rayleigh fading channels, (ii) the transmission is over i.i.d. Rayleigh fading channels. The detector in (11) is rewritten as

$$\Lambda = \sum_{i=0}^{K-1} \frac{\mathcal{P}_{i,K+1}}{(\mathcal{P}_{i,K+1} + 1)N_0} |y_{i,K+1}|^2 \delta_i - \frac{\mathcal{P}_{i,K+1}}{(\mathcal{P}_{i,K+1} + 1)N_0} |y_{i,K+1}|^2 \delta_i = X - Y \geq 0,$$

where $\delta_i = 1$ if node $i$ is a retransmitting relay, and $\delta_i = 0$ otherwise.

4.1 i.n.d. fading channels

With three disjoint subsets $\Omega_C, \Omega_1$, and $\Omega_2$ defined in the previous section, the subset $\Omega_2$ is known at the destination. It is clear that the destination does not combine the received signals from the relays that belong to the subset $\Omega_2$. Therefore, the conditioned BER given $\{\Omega_C, \Omega_1, \Omega_2\}$ can be found by eliminating the subset $\Omega_2$ in (17). Similarly, $A_j, B_j, C_j, D_j, E_j,$ and $F_j$ are defined as in (18) to (23) but eliminating the subset $\Omega_2$ (see Appendix 2). Meanwhile, the probability of occurrence of $\{\Omega_C, \Omega_1, \Omega_2\}$ and the average BER of the network are computed as (13) and (16), respectively.

4.2 i.i.d. fading channels

Similar to Section 3.2, the average BER of the network and the probability of occurrence of $\{M, N, L\}$ are given in (24) and (25), respectively. Meanwhile, the conditioned BER given $\{M, N, L\}$ can be found by removing the $L$ component in (26) (see Appendix 3).

5 Optimal and approximate thresholds

The choice of the thresholds can strongly affect the BER performance. If the thresholds are either too large (relays rarely retransmit, i.e., the system degenerates to the source-destination channel) or too small (relays always retransmit, i.e., the retransmission of erroneously decoded bits makes the error performance worse), the performance of the network resembles that of a point-to-point system because in either case, the diversity order of the system is equal to one. Hence, one is interested in finding the optimal thresholds for the proposed relaying scheme. With the closed-form BERs obtained in the previous sections, the optimization problem for the i.n.d. fading channel case can be set up as follows:

$$\left(\hat{\theta}_{r,1}^{th}, \hat{\theta}_{r,2}^{th}, \ldots, \hat{\theta}_{r,K}^{th}\right) = \arg \min_{\{\theta_{r,1}^{th}, \theta_{r,2}^{th}, \ldots, \theta_{r,K}^{th}\}} \text{BER} \left(\theta_{r,1}^{th}, \theta_{r,2}^{th}, \ldots, \theta_{r,K}^{th}\right).$$ (34)

Meanwhile, the optimization problem for the i.i.d. fading channel case can be set up:

$$\hat{\theta}_{r}^{th} = \arg \min_{\theta_{r}^{th}} \text{BER} \left(\theta_{r}^{th}\right).$$ (35)

The above optimization problems can be solved by some optimization techniques such as the Lagrange method [19] since the average BER expressions have been set up. However, the exponential terms in the final BER expressions render closed-form solutions intractable. Therefore, the optimization problem in (34) or (35) is simply solved by using the MATLAB Optimization Toolbox command ‘fmincon’ designed to find the minimum of a given constrained nonlinear multivariable function. It should be noted that the average BERs formulated in the previous sections only require information on the average SNRs of the source-destination, source-relay, and relay-destination links. The optimization problems can therefore be solved off-line for typical sets of average SNRs and the obtained optimal threshold values are stored in a look-up table.

It is clear from (34) and (35) that a closed-form solution for optimal threshold values is very difficult, if not impossible, to find. Therefore, in what follows, we propose an approximate threshold $\theta_{t}^{th,*}$ and prove that by using those thresholds, the system can achieve the maximum diversity order of $(K + 1)$ for both scenarios.

**Theorem 1.** With or without the information of whether a relay retransmits in the second phase at the destination, the threshold $\theta_{t}^{th,*} = Q \log_{c} Y$ where $\gamma = E_0/N_0$ is sufficient for achieving a full diversity order of $K + 1$ for any $Q \geq K$ and a positive constant $c$.

**Proof.** Appendix 4

6 Simulation results

In this section, simulation results are provided to verify the analytical results derived in Sections 3 and 4. Furthermore, the performances with optimal thresholds are provided to illustrate the advantages of the proposed
scheme compared to other existing schemes. In all simulations, the noise components at the destination and relays are modeled as i.i.d. \(CN(0,1)\) random variables.

Figures 3 and 4 plot the average BERs at the destination for two scenarios and under different channel conditions. Specifically, the thresholds are arbitrarily chosen as \(\theta_{r,1} = \theta_{r,2} = \theta_{r,3} = 2\) for the three-relay network with scenario 1 in Figure 3, while they are set as \(\theta_{r,1} = \theta_{r,2} = 2\) for the two-relay network with scenario 2 in Figure 4. The channel variance of the network is denoted by \(\sigma^2\) where \(\sigma^2 = \{\sigma_{0,1}^2, \sigma_{0,2}^2, \sigma_{0,3}^2, \sigma_{K+1}^2, \sigma_{K+1}^2, \sigma_{K+1}^2, \sigma_{K+1}^2\}\). In both networks, the transmitted powers are set to be the same for the source and relays. The two figures clearly show that the received signals are reliable, hence limiting the error propagation. Hence, the BER performance of the system. Meanwhile, the relays in our proposed schemes are designed to be adaptive, i.e., decode and forward the received signals. Hence, the BER performance of the proposed scheme of scenario 1 achieves that of the two-threshold scheme. However, the performance of scenario 1 is a little bit worse than that of the two-threshold scheme as illustrated in Figure 6 when the relays are close to the destination, i.e., the source-relay links are poor. In this case, the relays likely remain silent in the second phase. It is also clear that the BER performance of scenario 2 is the best since the information of retransmitting relays is available at the destination. The figures also show that the BER difference between scenario 1 and scenario 2 is not much since the detector of scenario 1 only adds noise components from silent relays to the final decision form. It also explains why the BERs of two scenarios have the same slope as observed in Figures 5 and 6.

Finally, Figure 7 illustrates the usefulness of the proposed scheme where three-relay and four-relay networks are considered. It is seen from Figure 7 that the proposed scheme yields a much better BER performance than the PL scheme, especially at the high SNR region.

7 Conclusion

The paper studied the BER performance of an adaptive decode-and-forward relaying scheme in noncoherent cooperative networks with \(K+2\) nodes. BFSK is used to modulate the signals at both the source and the relays. The channels between any two nodes are Rayleigh fading. The studied scheme employs thresholds to select retransmitting relays. A relay decodes and retransmits if its decision
variable is larger than the corresponding threshold. Otherwise it remains silent. The average BERs for K-relay networks with i.i.d. and i.n.d. Rayleigh fading channels are derived for two different scenarios. Optimal thresholds are chosen to minimize the average BER. The full diversity are verified with approximate thresholds. Simulation results were provided to corroborate the analysis. Performance comparison reveals that the proposed scheme improves the error performance significantly compared to the previous proposed PL scheme.

Appendices

Appendix 1: conditional probability of error for case 1 of scenario 1

We first review pdf and MGF of some related random variables. When the transmitted bit at node i is ‘0’, the pdfs of two random variables $Z_{i,K+1,0}$ and $Z_{i,K+1,1}$, defined as $Z_{i,K+1,0} = \frac{\gamma_{i,K+1}}{\gamma_{i,K+1}+1}(y_{i,K+1})^2$ and $Z_{i,K+1,1} = \frac{\gamma_{i,K+1}}{\gamma_{i,K+1}+1}y_{i,K+1}$, are given, respectively, by [17]

$$f_{Z_{i,K+1,0}}(x) = \frac{1}{\gamma_{i,K+1}} e^{-x/\gamma_{i,K+1}}$$

$$f_{Z_{i,K+1,1}}(x) = \frac{1}{\gamma_{i,K+1}} + \frac{e^{-x(1+1/\gamma_{i,K+1})}}{\gamma_{i,K+1}}$$

So the MGFs of $Z_{i,K+1,0}$ and $Z_{i,K+1,1}$ are derived, respectively, as

$$M_{Z_{i,K+1,0}}(s) = \frac{1}{1 + \gamma_{i,K+1}s}$$

$$M_{Z_{i,K+1,1}}(s) = \frac{1}{1 + \gamma_{i,K+1}s(1+1/\gamma_{i,K+1})}$$

(38)

(39)

Recall that $\Omega_C$, $\Omega_I$, and $\Omega_S$ are the sets of relays that forward a correct bit, an incorrect bit, and remain silent in the second phase, respectively. The MGFs of X and Y in (12) are expressed, respectively, as

$$M_X(s) = (1 + \gamma_{0,K+1}s)^{-1} \prod_{i \in \Omega_C} (1 + \gamma_{i,K+1}s)^{-1}$$

$$\prod_{i \in \Omega_I \cup \Omega_S} \left(1 + \frac{\gamma_{i,K+1}}{1 + \gamma_{i,K+1}s}\right)^{-1}$$

(40)

$$M_Y(s) = (1 + \gamma_{0,K+1}s)^{-1} \prod_{i \in \Omega_I} (1 + \gamma_{i,K+1}s)^{-1}$$

$$\prod_{i \in \Omega_C \cup \Omega_S} \left(1 + \frac{\gamma_{i,K+1}}{1 + \gamma_{i,K+1}s}\right)^{-1}$$

(41)
Using partial fractions, (40) and (41) can be rewritten as

\[ M_X(s) = A_1 \left(1 + \frac{\gamma_{0,K+1}}{1 + \gamma_{l,K+1}}\right)^{-1} + \sum_{i \in \Omega_C} B_i \left(1 + \frac{\gamma_{l,K+1}}{1 + \gamma_{l,K+1}}\right)^{-1} \]

\[ + \sum_{i \in \Omega_C \cup \Omega_S} C_i \left(1 + \frac{\gamma_{l,K+1}}{1 + \gamma_{l,K+1}}\right)^{-1} \]  

(42)

\[ M_Y(s) = D_1 \left(1 + \frac{\gamma_{l,K+1}}{1 + \gamma_{l,K+1}}\right)^{-1} + \sum_{i \in \Omega_C} E_i \left(1 + \frac{\gamma_{l,K+1}}{1 + \gamma_{l,K+1}}\right)^{-1} \]

\[ + \sum_{i \in \Omega_C \cup \Omega_S} F_i \left(1 + \frac{\gamma_{l,K+1}}{1 + \gamma_{l,K+1}}\right)^{-1} \]  

(43)

where \( A_1, B_i, C_i, D_1, E_i, \) and \( F_i \) are defined in (18) to (23).

Taking the inverse Laplace transform of \( M_X(s) \) and \( M_Y(s) \), the pdfs of \( X \) and \( Y \) are, respectively,

\[ f_X(x) = \frac{A_1}{\gamma_{0,K+1}} e^{-\frac{x}{\gamma_{0,K+1}}} + \sum_{i \in \Omega_C} \frac{B_i}{\gamma_{l,K+1}} e^{-\frac{x}{\gamma_{l,K+1}}} \]

\[ + \sum_{i \in \Omega_C \cup \Omega_S} \frac{C_i (1 + \gamma_{l,K+1})}{\gamma_{l,K+1}} e^{-\frac{x + \gamma_{l,K+1}}{\gamma_{l,K+1}}} \]  

(44)

\[ f_Y(y) = \frac{D_1 (1 + \gamma_{0,K+1})}{\gamma_{l,K+1}} e^{-\frac{x + \gamma_{0,K+1}}{\gamma_{l,K+1}}} + \sum_{i \in \Omega_C} \frac{E_i}{\gamma_{l,K+1}} e^{-\frac{x + \gamma_{l,K+1}}{\gamma_{l,K+1}}} \]

\[ + \sum_{i \in \Omega_C \cup \Omega_S} \frac{F_i (1 + \gamma_{l,K+1})}{\gamma_{l,K+1}} e^{-\frac{x + \gamma_{l,K+1}}{\gamma_{l,K+1}}} \]  

(45)

Thus, the conditioned BER given \( \{\Omega_C, \Omega_i, \Omega_S\} \) can be computed as

\[ P(e | \Omega_C, \Omega_i, \Omega_S) = P(X < Y) \]

\[ = \int_0^{+\infty} \left( \int_0^y f_X(x) dx \right) f_Y(y) dy. \]  

(46)

By performing the integrals in (46), the conditioned BER given \( \{\Omega_C, \Omega_i, \Omega_S\} \) is found as in (17).

**Appendix 2: conditional probability of error for case 1 of scenario 2**

Similar to Appendix 1, the conditioned BER given \( \{\Omega_C, \Omega_i, \Omega_S\} \) for case 1 of scenario 2 is found as
\[ F_j = \left(1 - \frac{\bar{\gamma}_{0,k+1}(1 + \bar{\gamma}_{j,k+1})}{\bar{\gamma}_{j,k+1}(1 + \bar{\gamma}_{0,k+1})}\right)^{-1} \times \prod_{i \in \Omega_i} \left(1 - \frac{\bar{\gamma}_{0,k+1}(1 + \bar{\gamma}_{j,k+1})}{\bar{\gamma}_{j,k+1}(1 + \bar{\gamma}_{0,k+1})}\right)^{-1} \times \prod_{i \in \Omega_0 \cap k \neq j} \left(1 - \frac{\bar{\gamma}_{0,k+1}(1 + \bar{\gamma}_{j,k+1})}{\bar{\gamma}_{j,k+1}(1 + \bar{\gamma}_{0,k+1})}\right)^{-1}. \] (53)

**Appendix 3: conditional probability of error for case 2 of scenario 2**

The conditioned BER given \([M, N, L]\) for this case is found as

\[
P(\varepsilon | M, N, L) = \frac{A_1 D_1}{2 + \bar{\gamma}_0} + \sum_{i=1}^M B_i D_i \left(1 - \frac{\sum_{k=0}^{i-1}}{(1 + \bar{\gamma}_0)\bar{\gamma}_0(1 + \bar{\gamma}_2)^{2k+1}}\right) + \sum_{i=1}^M C_i D_i \left(1 - \frac{\sum_{k=0}^{i-1}}{(1 + \bar{\gamma}_0)\bar{\gamma}_0(1 + \bar{\gamma}_2)^{2k+1}}\right) + \sum_{i=1}^M E_i D_i \left(1 - \frac{\sum_{k=0}^{i-1}}{(1 + \bar{\gamma}_0)\bar{\gamma}_0(1 + \bar{\gamma}_2)^{2k+1}}\right) + \sum_{i=1}^M F_i D_i \left(1 - \frac{\sum_{k=0}^{i-1}}{(1 + \bar{\gamma}_0)\bar{\gamma}_0(1 + \bar{\gamma}_2)^{2k+1}}\right)
\]

where

\[
A_1 = \left(1 - \frac{\bar{\gamma}_2}{\bar{\gamma}_0}\right)^{-M} \left(1 - \frac{\bar{\gamma}_2}{\bar{\gamma}_0(1 + \bar{\gamma}_2)}\right)^{-N},
\]

\[
B_i = \frac{\bar{\gamma}_2^{-M}}{(M - i)!} \frac{\partial^{M-i}}{\partial s^{M-i}} \left[1 + \bar{\gamma}_0 s\right]^{-1} \times \left(1 + \frac{\bar{\gamma}_2}{1 + \bar{\gamma}_2} s\right)^{-N} \left|_{s = -1/\bar{\gamma}_2}\right.
\]

\[
C_i = \frac{\bar{\gamma}_2^{-N}}{(N - i)!} \frac{\partial^{N-i}}{\partial s^{N-i}} \left[1 + \bar{\gamma}_0 s\right]^{-1} \times (1 + \bar{\gamma}_2 s)^{-M} \left|_{s = -1/\bar{\gamma}_2}\right.
\]

\[
D_i = \left(1 + \frac{\bar{\gamma}_2(1 + \bar{\gamma}_0)}{\bar{\gamma}_0} s\right)^{-N} \left(1 + \frac{\bar{\gamma}_2(1 + \bar{\gamma}_0)}{\bar{\gamma}_0(1 + \bar{\gamma}_2)} s\right)^{-M},
\]

\[
E_i = \frac{\bar{\gamma}_2^{-N}}{(N - i)!} \frac{\partial^{N-i}}{\partial s^{N-i}} \left[1 + \frac{\bar{\gamma}_0}{1 + \bar{\gamma}_2} s\right]^{-1} \times \left(1 + \frac{\bar{\gamma}_2}{1 + \bar{\gamma}_2} s\right)^{-M} \left|_{s = -1/\bar{\gamma}_2}\right.
\]

\[
F_i = \frac{\bar{\gamma}_2^{-M}}{(M - i)!} \frac{\partial^{M-L-i}}{\partial s^{M-L-i}} \left[1 + \frac{\bar{\gamma}_0}{1 + \bar{\gamma}_2} s\right]^{-1} \times (1 + \bar{\gamma}_2 s)^{-N} \left|_{s = -1/\bar{\gamma}_2}\right.
\]

**Appendix 4: proof of theorem 1**

To simplify our derivation, we consider the i.i.d. case for both scenarios. Generalization of the analysis to the networks with arbitrary qualities of source-relay and relay-destination links is straightforward and thus omitted. In what follows, the events that no relay retransmits and at least one relay retransmits in the second phase are parameterized by \(\Theta = 1\) and \(\Theta = 2\), respectively. The average BER of the network with a given threshold \(\theta_r\) can be written as

\[
\text{BER}(\theta_r^0) = \sum_{i=1}^2 P(\varepsilon, \Theta = i) \quad (61)
\]

where \(P(\varepsilon, \Theta = i)\) is the average BER at the destination in the case \(\Theta = i\).

We verify Theorem 1 for scenario 2 first. Obviously \(P(\varepsilon, \Theta = 1)\) can be calculated as follows:

\[
P(\varepsilon, \Theta = 1) = \frac{1}{2 + \bar{\gamma}_0} \left( I_1(\theta_r^0, \theta_0^1) \right)^K.
\]

Since \(\theta_r^0 = Q \log c\gamma\) and

\[
\lim_{\gamma \to \infty} \frac{1}{Q \log^{(1)}(\gamma)} \gamma = Q \frac{\gamma_1}{\gamma} = Q \sigma_1^2,
\]

one has

\[
P(\varepsilon, \Theta = 1) = \left[ \frac{1}{2 + \bar{\gamma}_0} \right] \left[ \frac{1}{2 + \gamma_1} \right] \left[ 1 + S_1(\frac{Q}{\gamma}) \right]^K \triangleq \left( \frac{\gamma_1}{\gamma} \right)^K.
\]

On the other hand, \(P(\varepsilon, \Theta = 2)\) can be written as

\[
P(\varepsilon, \Theta = 2) = \sum_{i=1}^K P(\varepsilon | i) P(\Theta = 2 | i),
\]

(64)
where $P_{\Theta=2}(\epsilon|i)$ and $P_{\Theta=2}(i)$ denote the conditioned BER and case probability for the case that there are $i$ relays that transmit in the second phase. One has
\[
P_{\Theta=2}(i) = \binom{K}{i} \left( I_1(\theta_{2h}, \gamma_1) \right)^{K-i} \left( 1 - I_1(\theta_{2h}, \gamma_1) \right)^i \\
\leq \binom{K}{i} \left( I_1(\theta_{2h}, \gamma_1) \right)^{K-i} \triangleq \frac{(\log(\gamma))^K}{\gamma^{K-i}}. \tag{66}
\]
Furthermore, $P_{\Theta=2}(\epsilon|i)$ can be written as
\[
P_{\Theta=2}(\epsilon|i) = \sum_{k=0}^{i} P_{\Theta=2,j}(\epsilon|k)P_{\Theta=2,j}(k), \tag{67}
\]
where $P_{\Theta=2,j}(\epsilon|k)$ and $P_{\Theta=2,j}(k)$ denote the conditioned BER and case probability for the case that in $i$ retransmitting relays, $k$ relays decode the signal correctly. $P_{\Theta=2}(\epsilon|i)$ can be upper-bound as
\[
P_{\Theta=2}(\epsilon|i) \leq \sum_{k=1}^{i} P_{\Theta=2,j}(k) + P_{\Theta=2,j}(\epsilon|k=i) \tag{68}
\]
Note that $P_{\Theta=2,j}(\epsilon|k=i)$ is the probability of error when all $i$ retransmitting relays decode the signal correctly, thus
\[
P_{\Theta=2,j}(\epsilon|k=i) = \left( \frac{1}{\gamma} \right)^{i+1} \tag{69}
\]
and
\[
P_{\Theta=2,j}(k) = \binom{i}{k} \left( I_2(\theta_{2h}, \gamma_2) \right)^{i-k} \triangleq \frac{1}{\gamma^{Q+1}}. \tag{70}
\]
In summary, the average BER of the network is upper bounded on
\[
\text{BER}(\theta_{2h}) \leq \frac{(\log(\gamma))^K}{\gamma^{K+1}} + \sum_{i=1}^{K} \frac{(\log(\gamma))^{K-i}}{\gamma^{K-i}} \\
\times \left( \sum_{k=1}^{i} \left( \frac{1}{\gamma^{Q+1}} \right)^{i-k} + \left( \frac{1}{\gamma} \right)^{i+1} \right) \tag{71}
\]
where $Q \geq K$.

When $\gamma$ approaches infinity, one can ignore the term $\log \gamma$. Thus, the diversity order of $K+1$ can be achieved when $Q \geq K$, and the proof is complete with scenario 2. Now, we continue with scenario 1. The derivation of $P(\epsilon, \Theta = 2)$ in scenario 1 is similar to that in scenario 2, i.e., $P(\epsilon, \Theta = 2) \approx \frac{(\log(\gamma))^K}{\gamma^{K+1}}$. Hence, we need to prove that when $\gamma \rightarrow \infty$, $P(\epsilon, \Theta = 1)$ has a diversity order of $K+1$ for scenario 1.

Recall that the case $\Theta = 1$ happens when no relay retransmits in the second phase. Therefore, the conditional BER given $\Theta = 1$ can be computed by applying (26) with $M = N = 0$ and $L = K$. We thus obtain
\[
P(\epsilon|\Theta = 1) = \frac{A_1D_1}{2 + \gamma_0} + \sum_{i=1}^{L} C_iD_i \\
\times \left[ 1 - \sum_{k=0}^{i-1} \left( \frac{\gamma_0}{2} \right)^{i-1} \right] \\
+ \sum_{i=1}^{L} A_1F_i \left[ 1 - \left( \frac{\gamma_0}{2} \right)^{i-1} \right] \\
+ \sum_{i=1}^{L} \sum_{j=1}^{L} F_jC_i \left[ 1 - \left( \frac{i}{k} \right)^{j-1} \right] \tag{72}
\]
When $\gamma \rightarrow \infty$, one verifies that then $A_1 \triangleq 1$, $C_i \triangleq \frac{1}{\gamma^{i-1}}$, $D_1 \triangleq 1$, $F_i \triangleq \frac{1}{\gamma^{i-1}}$, so
\[
P(\epsilon|\Theta = 1) \leq \frac{A_1D_1}{2 + \gamma_0} + \sum_{i=1}^{L} C_iD_i + \sum_{i=1}^{L} A_1F_i \\
\times \left[ 1 - \left( \frac{\gamma_0}{2} \right)^{i-1} \right] \tag{73}
\]
Similarly, the probability of occurrence $\Theta = 1$ can be computed by applying (13) and becomes
\[
P(\epsilon, \Theta = 1) \triangleq \left( \frac{\log(\gamma)}{\gamma} \right)^{K+1}. \tag{74}
\]
Hence, $P(\epsilon, \Theta = 1) \approx \frac{(\log(\gamma))^K}{\gamma^{K+1}}$, so the theorem is proved.
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