Discriminating crops/weeds in an upland rice field from UAV images with the SLIC-RF algorithm
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ABSTRACT

In this study, we propose a method for discriminating crops/weeds in upland rice fields using a commercial unmanned aerial vehicles (UAVs) and red-green-blue (RGB) cameras with the simple linear iterative clustering (SLIC) algorithm and random forest (RF) classifier. In the SLIC-RF algorithm, we evaluated different combinations of input features: three color spaces (RGB, hue-saturation-brightness (HSV), CIE-L*a*b), canopy height model (CHM), spatial texture (Texture) and four vegetation indices (VI) (excess green [ExG], excess red [ExR], red-green vegetation index [GRVI] and color index of vegetation extraction [CIVE]). Among the color spaces, the HSV-based SLIC-RF model showed the best performance with the highest out-of-bag (OOB) accuracy (0.904). The classification accuracy was improved by the combination of HSV with CHM, Texture, ExG, or CIVE. The highest OOB accuracy (0.915) was obtained from the HSV+Texture combination. The greatest errors from the confusion matrix occurred in the classification between crops and weeds, while soil could be classified with a very high accuracy. These results suggest that the SLIC-RF algorithm developed in this study, rice and weeds can be discriminated by consumer-grade UAV images with acceptable accuracy to meet the needs of site-specific weed management (SWM) even in the early growth stages of small rice plants.

1. Introduction

Weed management is critical for agricultural production. Weeds compete with crops for resources (e.g., light, water, and nutrients) and introduce diseases that can cause yield loss (Liu & Bruch, 2020; Machado, 2007; Monaco et al., 1981). Weeds are unevenly distributed as patches across fields (Cardina et al., 1995; Dieleman & Mortensen, 1999; Gerhards et al., 1997; Johnson et al., 1996); however, conventional weed management relies on whole-field management (Ghanizadeh & Harrington, 2019; Llewellyn et al., 2004). SSWM with monitoring data has considerable potential economic and environmental benefits (Shaw, 2005). SSWM includes spraying only weed patches and/or adjusting herbicide applications according to weed distribution information (Lópe-Granados, 2011). Weed cover maps can be used for SSWM to make decisions regarding where the chemicals are needed most, least, or where they should not be used at all (Lan et al., 2010). Thus, timely detection of weed distribution can support cost reductions by facilitating precision application of inputs (Pedersen et al., 2006).

In Southeast Asia, the weeding method is rapidly shifting from manual weeding to the application of...
herbicide (Gianessi, 2013). In Laos, the widespread use of herbicide is remarkable not only in commercial farming, such as rubber (Sturgeon, 2013) and maize (Chaovanapoonpho & Somyana, 2018) plantations but also in upland rice farms managed by subsist smallholders (Asai et al., 2017). The primary reason for this shift in weeding style, irrespective of its high cost, is to compensate the labor shortage due to the increasing opportunities for employment in urban areas (Asai et al., 2017, Lestrelín et al., 2005). Therefore, SSWM is a key issue for profitable smallholder farms in Laos. Furthermore, timely weed detection could be expected to a key technical component for the breeding and development of new varieties. Laos has diverse genotypic resources of upland rice, but these resources have never been utilized for selection and breeding due to the lack of human resources and research infrastructure. High-throughput phenotyping techniques by UAVs were developed to estimate the varietal differences in plant growth with high accuracy (Kawamura et al., 2020). However, manual weeding is inevitable at any UAV flight time, and thus, the weed effect must be removed for image analysis. Thus, weeding imagery, i.e., timely weed detection and rice/weed discrimination, can reduce the weeding cost process and accelerate the breeding process when applied in combination with high-throughput phenotyping.

Recently, high spatial resolution images acquired by unmanned aerial vehicles (UAVs) have been adopted and performed suitably for the early weed detection of crops (Castaldi et al., 2017; Peña et al., 2015; Pérez-Ortiz et al., 2015). In many cases where weed detection is required, the optimal flight timing is early in the growth season when weeds and crops are in their seedling growth stage (López-Granados, 2011; Peña et al., 2013). However, in the early season, crop and weed seedlings usually show similar spectral signatures, making crop/weed classification difficult. Another issue is that the red-green-blue (RGB) color images vary with the illumination conditions in the field (Kim et al., 2008; Onyango & Marchant, 2001). To solve the color-based crop segmentation problem, there have been many attempts using various methods, including the use of different color spaces and RGB-based vegetation indices (VIs). Two of the most considerable color space models are HSV (hue, saturation, and intensity) and CIEL*a*b* (L* for illumination, a* for values from red to green, and b* for values from blue to yellow), which can be obtained by transformation functions from RGB images (Hamuda et al., 2016; A. Wang et al., 2019). The HSV and L*a*b* color spaces have been used by many studies in crop/weed segmentation research to adopt the color distribution to the outdoor environment (Bai et al., 2013; Hamuda et al., 2017). As another color-based approach, many RGB-based VIs have been proposed, such as excess green (ExG) (Woebebecke et al., 1995), excess red (ExR) (Meyer et al., 1999), green-red vegetation index (GRVI) (Motohka et al., 2010) and color index of vegetation extraction (CIVE) (Kataoka et al., 2003). These VIs are developed by aiming to emphasize the chromatic characteristics of vegetation (Hamuda et al., 2016). For example, ExG provides a clear contrast between plants and soil because green crops have larger green hue values than soil background (Woebebecke et al., 1995).

In UAV-based remote sensing data, better classification accuracy can be expected by object-based image analysis (OBIA) compared to traditional pixel-based image analysis (Peña et al., 2013). OBIA segments the high spatial resolution images into groups of adjacent pixels with homogenous spectral values and then use these groups, called ‘objects’, as the basic elements of classification analysis (Blaschke et al., 2014). OBIA techniques can combine spectral, topological, and contextual information from these objects to address difficult classification scenarios (Peña et al., 2013). Therefore, the combination of UAV imagery and OBIA addresses the major challenge of automating early weed detection in early season herbaceous crops (López-Granados et al., 2016; Peña et al., 2013). More recently, the superpixel technique (Ren & Malik, 2003) began to be extensively applied to high spatial resolution image segmentation due to its ability to generate uniform and homogenous regions that preserve most of the useful information (Beaulieu & Goldberg, 1989; Tremeau & Colantonio, 2000). Superpixels are irregular blocks of visually significant pixels that consist of adjacent pixels that are similar in color, texture, and brightness, among other factors. Currently, many superpixel algorithms are available via online sources, and these algorithms can be classified into two types. One type includes algorithms based on gradient ascent methods, such as the mean shift algorithm (Comaniciu & Meer, 2002), the watershed transform algorithm (Haris et al., 1998), and the simple linear iterative clustering (SLIC) algorithm (Achanta et al., 2012). The other type includes algorithms based on graph theory, such as the normalized cuts algorithm (Shi & Malik, 2000) and efficient graph-based image segmentation (Felzenszwalb & Huttenlocher, 2004). Among the algorithms above, SLIC exhibits a good balance between accuracy and computational efficiency. Therefore, this algorithm has been applied extensively to high spatial resolution remote sensing data (Cheng et al., 2015; Csilik, 2017; M. Wang et al., 2018).

To date, numerous classification methods have been developed and applied for weed mapping using UAV
images. Machine learning algorithms have emerged as accurate and efficient alternatives to conventional parametric algorithms, especially for high-dimensional and complex data (Rodriguez-Galiano et al., 2012). Among the numerous machine learning algorithms available, the random forest (RF) classifier has increasingly attracted the attention of researchers due to its generalized performance and fast operation speed (Belgiu & Drăguț, 2016; Rodriguez-Galiano et al., 2012). Classification accuracy could be enhanced by combining the RF classifier with OBIA (De Castro et al., 2018). In addition, previous studies have reported that weed detection from UAV images could be improved by adding auxiliary information layers, such as spatial texture and vegetation height estimated from UAV digital surface models (DSMs) (Yuba et al., 2020b; Zisi et al., 2018).

From the previous findings mentioned above, accurate weed detection from UAV images can be expected by the OBIA-RF algorithm combined with auxiliary information, but the recommended input feature will differ depending on the target plants, and there is no common set of features yet. Therefore, we evaluated the performance of OBIA-RF algorithms by comparing the input features for the discrimination of crops, weeds and soil background in an upland rice field using commercial grade UAV images. In OBIA, we used the SLIC superpixel technique to extract the input feature information for each object, which included three color spaces (RGB, HSV and L*a*b*) as the primary input feature and a DSM, spatial texture and four Vis (ExG, ExR, GRVI and CIVE) as auxiliary information. In addition, to demonstrate the applicability of the SLIC-RF algorithm to the detected spatial distribution map of crops and weeds, weed removal experiments were conducted in part of the upland rice field. We developed the SLIC-RF model in the weed removal test area and compared the predicted cover areas of weeds and rice plants.

2. Materials and methods

2.1. Experimental field and weed removal experiment

Laos is a country that contains one of the largest genetic resources of upland rice in the world (Appa Rao et al., 2006). This research was conducted in an experimental field at the Rice Research Center (RRC) of the National Agriculture and Forestry Research Institute (NAFRI) (18° 8'56.65"N, 102°44'9.78"E) in the central part of Viëntiane in Laos (Figure 1). The experimental field is located in a tropical climate (‘Aw’ in Köppen’s climate classification) with a hot, humid summer season. The mean annual temperature is 25.4°C, and the annual precipitation is 1622 mm. The soil type is characterized by clay loam (CL, 0–30 cm) and light clay (LIC, 40–60 cm). The target field was naturally infested with *Digitaria ciliaris* and *Ageratum conyzoides* L., and the weed species were mixed in the field.

Within the upland rice field, an experimental plot (27 m × 21 m = 567 m²) was installed to evaluate the timing of weed removal treatments in the rainy season (May to October) of 2019 (Figure 1). The plots, with a size of 7 m × 6 m, were laid out in a randomized complete block design with three replications (R1–R3) (Figure 2). To create the variation in weed density for UAV observation, we prepared the three weeding treatments (Figure 2(a)). For all treatments, the first weed removal was performed with hallow plowing at 5 days before sowing the rice (June 9). The second weeding before the UAV flight was conducted on July 10 for Treatment 1 (T1) and June 25 for Treatment 2 (T2) and no weeding was done for Treatment 3 (T3). UAV observations were performed on July 12. Thus, the time interval from the last weeding to the UAV flight was 1, 17 and 34 days for T1, T2 and T3, respectively. The second weeding was manually conducted, and weeding residues were carefully removed from the plot as much as possible.

On 13 June 2019, 5–10 seeds of rice were sown with a dibbling stick at a spacing of 25 cm × 25 cm. Rice was grown under rainfed upland conditions without the addition of water and fertilizer. Before experimental installation, the field was fallow for 3 years. Field preparation was performed with hallow plowing 5-day prior to sowing. Missing hills that did not germinate were replaced two weeks after sowing.

2.2. Overview of the methodology

Here, we present an overview of the research process using a flowchart (Figure 3) that summarizes five steps: (1) acquisition of UAV images, ground control points (GCPs), and ground-truth data; (2) generation of dense point clouds, DSMs, and ortho-mosaiced RGB images with 1-cm spatial resolution; (3) generation of color space images (RGB, HSV and L*a*b*), CHMs, texture images (spatial variety of the G band), and VI images (ExG, ExR, GRVI, and CIVE) from mosaic RGB images; (4) image segmentation and calculation of four statistical features within each segment for input layers (color spaces + DSM + Texture + Vis); and (5) calculation of RF classifier and generation of rice/weed spatial distribution maps.

The SLIC-RF algorithm used in the present study was developed originally by Yasuda (2018) for classifying
shrubs that invaded seminatural grasslands. In the original methods, the input features include topographic openness, which represents the dominance (positive) or enclosure (negative) of a landscape (Yokoyama et al., 2002). We used spatial texture (Zisi et al., 2018), CHM, and VIs instead of openness, and different combinations were tested.

2.3. UAV image and GCP acquisition in field

A small consumer UAV, the DJI Phantom 4 (DJI, Shenzhen, China), was used to capture the RGB images after sowing (22 June 2019, DAS = 9) and the initial growth stage (12 July 2019, DAS = 29). The UAV flights followed an autonomous flight plan using the ‘double grid’ mission in Pix4Dcapture (https://support.pix4d.com/hc/en-us/articles/115002496206) to ensure substantial overlap (i.e., 90% forward and 70% side), and the flight height was 20 m. The camera angle was set at 80° because a previous study reported that structure from motion (SfM)-based DSMs (or digital elevation models (DEMs)) derived from UAV images showed systematic broad-scale deformations, which are expressed as a central ‘doming’ (Rosnell & Honkavaara, 2012), and the systematic error could be reduced by collecting oblique imagery (James & Robson, 2014).

As GCPs, we placed five wooden boards (30 × 30 cm) at the four corners and at the center position of the field (Figure 1), and recorded their positions using a differential global positioning system (Geo7X, Trimble, Westminster, CO, USA). Using Trimble Pathfinder Office (Trimble Navigation Ltd., Sunnyvale, CA, USA), postprocessing was performed on the GCP data producing horizontal and vertical resolutions of <30 cm.

2.4. Dense point cloud, DSM, and RGB generation

Using commercial SfM software, Metashape Pro version 1.5.1 (Agisoft LLC, St. Petersburg, Russia), 3D dense point clouds, DSMs, and orthomosaic RGB images (1 cm spatial resolution) were constructed from images taken by the UAV based on the geographic coordinates of six GCPs (UTM 53N). The parameter settings applied in Metashape
Pro were similar to those applied in a previous study by Yuba et al. (2020a): ‘Highest’ accuracy in ‘Camera alignment’ and ‘Ultra high’ quality were used in the ‘Build point clouds’ processes. In the ‘Build point clouds’ process for generating 3D dense points clouds, ‘Mild depth filtering’ was used to achieve increased DSM accuracy (Holman et al., 2016). The DSM was generated by interpolating the dense point cloud data. An orthomosaic RGB image was constructed by orthorectification of the original RGB images with the ‘Mosaic’ blending mode. In building the orthomosaic image, the DSM data were used as the basis for estimating overlapping areas.

### 2.5. Input image layers

#### 2.5.1. Color spaces

Mosaicked RGB images were converted to HSV and L*a*b* color space images using MATLAB version 9.3 (MathWorks, Herborn, MA, USA) (Figure 4). The HSV color space uses a circular shape for the color layer as hue (H), a color purity for saturation (S), and a brightness for the value layer (V). In HSV images, brightness (V) is unrelated to the color information of the images. The L*a*b* color space includes one luminance layer (L*) and two color layers (a* and b*).

#### 2.5.2. Canopy height model (CHM)

Using DSMs, the CHM can be computed from the distance between the DSM at the ground level and the DSM of the vegetation (Kawamura et al., 2020; Van Iersel et al., 2018). The lower boundary of the DSM at the ground level can be easily determined by drone flights during either the presowing stage or early in the season before emergence (Bendig et al., 2013; Holman et al., 2016). In the present study, the DSMs at the ground level (DSMg) and canopy level (DSMcl) were generated with RGB images on 22 June 2019 (before emergence, DAS = 9), and 12 July 2019 (early growth stage, DAS = 29) (Figure

![Figure 2. Sowing, weeding and UAV flight dates in the weed experimental plot (a) and the plot design with an orthomosaic UAV image acquired on 12 July 2019 (b). R1–R3: Three replicates; T1–T3: Weed removal treatment date (July 10, June 25, and none); DAW: Days after weeding until UAV observation.](image-url)
The ground sample distance (GSD) and pixel size for DSM$_{t_0}$ and DSM$_{t_1}$ were 0.94 and 0.95 cm pix$^{-1}$, respectively. To calculate the DSM distance, DSM$_{t_1}$ was resampled to fit the DSM$_{t_0}$ pixels using the nearest-neighbor method based on the ‘resample’ function in the ‘raster’ package version 2.9–5 (Hijmans, 2014) using R software version 3.5.1 (R Core Team, 2018).

2.5.3. Spatial texture
The layers of spatial texture (Texture) information were created by applying a local variance filter (7 × 7 pixels) to the RGB image (Zisi et al., 2018). Spatial texture describes visual effects caused by spatial variation in tonal quality over relatively small areas (Anys & He, 1995). In the present study, a high discrimination ability of rice/weed plants was observed in the G band (Figure 6); therefore, this band was selected as an input feature for image classification.

2.5.4. Vegetation indices
VIs have been widely used in many agricultural applications. The VIs can be computed from visible bands (R, G, B) or combined multispectral bands. In this study, we used four RGB color-based VIs (Table 1): excess G (ExG) (Woebbecke et al., 1995), excess R (ExR) (Meyer et al., 1999), GRVI (Motohka et al., 2010) and CIVE (Kataoka et al., 2003).

2.6. SLIC superpixel image segmentation
SLIC superpixel image segmentation was performed using the second version of SLIC (SLICO) with $k = 10$ in the scikit-learn package (Pedregosa et al., 2011) of Python. In SLICO, only the parameter $k$ (initial clustering size) needs to be defined, while $m$ is adaptively refined for each superpixel. SLICO produces regularly shaped superpixels across the scene (Achanta et al., 2012), as shown in Figure 3. Schematic of the image counting procedure.
For the parameter $k$, we performed a preliminary analysis of the SLIC-RF model in the range of 5–15, and we selected $k = 10$ corresponding to the minimum error. In each object from the input layers, four statistical features, including the median (med), standard deviation (std), minimum (min), and maximum (max) values, were extracted. To discriminate the different types of areas in the upland field image, we set three classes: i) rice plants, ii) weed plants, and iii) soil class (including soil surface, dead plant materials and others). Spatial data points (rice, weeds and soil classes; $n = 500$ each) were generated in shape file format using ArcGIS version 10.6 (ESRI, Redlands, CA, USA). A spatial point data set of the input features (layers $\times$ 4 statistical features) was applied as the input features in RF classification.

### 2.7. RF classification

RF is an ensemble of numerous independent individual classification and regression trees (CARTs) (Breiman, 2001). The final response of RF is obtained by the output of all the decision trees involved. A more detailed overview of RF is given in Breiman (2001), and recent advances in the use of RF in remote sensing studies can be found in Belgiu & Drăguţ (2016).
We performed RF classification using the scikit-learn package (Pedregosa et al., 2011) in Python using input features from SLIC segmentation (see Figure 3). Initially, the data set was split into a training data set (80%) for building a model and a test (20%) data set for validating the accuracy of the model. Using the training data set, the RF model built a set of trees that were created by selecting a subset through a bagging approach, while the remaining subset, called the out-of-bag (OOB) sample, was used for internal cross-validation. The OOB sample data were used to compute the accuracies and error rates averaged overall predictions (Cutler et al., 2007) and estimate variable (feature) importance. The final output class was represented by the one with the maximum votes from the number of trees (ntree) used to grow the forest. In the present study, RF classification was performed with $ntree = 5000$.

In the RF procedure, there are two methods for assessing the importance of each input feature in the model (Cutler et al., 2007; Mellor et al., 2013). One is the mean decrease in accuracy (MDA), which is calculated as the normalized difference between the OOB accuracy of the original observations and the OOB accuracy of randomly permuted features (variables). Another measure is calculated by summing all the decreases in Gini impurity at each tree node split, normalized by the number of trees. We used Gini impurity to assess the importance of input features.

### 2.8. Input feature selection and classification accuracy

In feature selection, OOB accuracy was used in the training data set ($n = 1,200$) to compare the performance of OBIA-RF classifications using different features. The OOB
accuracy was calculated using the OOB error in the internal cross-validation process, which is defined as follows:

\[
\text{OOB accuracy} = 1 - \text{OOB error} \quad (1)
\]

where the OOB error is the fraction of the number of incorrect classifications over the total number of OOB samples. The OOB can be used to assess how well the RF model performs (Belgium & Drăguț, 2016).

In the final classification model with the selected features, the general accuracy and reliability were evaluated using the test data set \(n = 300\) with the overall accuracy (OA) and \(F\)-score. In addition, the classification performance in each category (rice, weed, and soil) was evaluated with the precision, recall, and confusion matrix. The OA, \(F\)-score, recall and precision are calculated by the following equations:

\[
\text{Overall accuracy (OA)} = \frac{tp}{N} \quad (2)
\]

\[
\text{Recall} = \frac{tp}{tp + fn} \quad (3)
\]

\[
\text{Precision} = \frac{tp}{tp + fp} \quad (4)
\]

\[
\text{ExG} = 2 \times \frac{G - R - B}{R + G + B} \quad (5)
\]

where \(tp, fn\) and \(fp\) are true positive, false negative and false positive, respectively. Recall (i.e., user accuracy) represents the proportion of trees that were classified as a specific class among all trees that truly belong to that class. Precision (i.e., producer accuracy) is the proportion of the examples that truly belong to a specific class among all those classified as that specific class. The \(F\)-score evaluates the relations between the data’s positive labels and those given by the classifier, which is the harmonic average of precision and recall (Sokolova & Lapalme, 2009). The closer the \(F\)-score is to 1, the better the classification performance.

### 2.9 Statistical analysis on weed treatment

The predicted areas covered by rice, weeds and soil from the UAV images using the SLIC-RF algorithm with selected input features were analyzed by one-way analysis of variance (ANOVA) to compare the weeding effects among the treatments (T1, T2 and T3). The treatment means were compared at the 5% level of probability using Tukey’s HSD test.

### 3. Results

#### 3.1 Input feature selection in the SLIC-RF model

##### 3.1.1 Color spaces

As the primary input feature in the SLIC-RF model, three color spaces (RGB, HSV and \(L^*a^*b^*\)) from UAV image captured at initial growth stage (12 July 2019, DAS = 29) were initially compared, as shown in Table 2. The number of input features was 12 (3 layers × 4 statistical features within objects). Based on the OOB accuracy, the highest classification accuracy was obtained with HSV (0.904). The OOB accuracy in \(L^*a^*b^*\) (0.886) also showed improvement over that in the original RGB (0.709). These results indicated that the HSV would be the best color space to use in the SLIC-RF procedure for discriminating rice/weed plants and soil in the upland rice field.

To assess the contributions of the input features to the classification accuracy, the importance of the input features (Gini impurity) based on RF procedures is illustrated in Figure 8. In the RGB-based SLIC-RF procedure, the three most important features were Rstd, Rmin and Gstd, while the blue color showed limited contribution to the classification. In the HSV-based SLIC-RF procedure, the five most important features were Smax, Vmin, Hmed, Hmax and Sstd. In the \(L^*a^*b^*\)-based SLIC-RF procedure, the five most important features were \(L^*\text{min}, a^*\text{min}, a^*\text{std}, L^*\text{std}\) and \(a^*\text{med}\), while \(b^*\) showed low importance in the classification.

##### 3.1.2 HSV combined with CHM, texture and VIs

HSV, as a primary input feature, was combined with the CHM, Texture and VIs in the SLIC-RF procedure for discriminating rice/weed plants and soil, and the OOB accuracy was compared (Table 3). When one additional input feature was added (Table 3), the OOB accuracy showed higher values for HSV+CHM (0.908), HSV+Texture (0.915), HSV+ExG (0.909) and HSV+CIVE (0.908) than when only HSV was used in the model (0.904 in Table 2), while lower values were obtained for HSV+ExR (0.899) and HSV+GRVI (0.902). Among the additional input features, the HSV+Texture-based SLIC-RF model had the highest classification accuracy (OOB accuracy = 0.915). Therefore, Texture was used as the second important input feature, and then the HSV+Texture was further combined with four VIs (ExG, ExR, GRVI and CIVE) (Table 3). When the second

| Features | Number of features | OOB accuracy |
|----------|--------------------|--------------|
| RGB      | 12                 | 0.709        |
| HSV      | 12                 | 0.904        |
| \(L^*a^*b^*\) | 12 | 0.886 |
HSV somewhat, tions.

Therefore, the feature showed additional -

Table 3. OOB accuracy of SLIC-RF classifications using HSV combined with CHM, Texture and VIs.

| Features          | Number of features | OOB accuracy |
|-------------------|--------------------|--------------|
| HSV + CHM         | 16                 | 0.908        |
| HSV + Texture     | 16                 | 0.915        |
| HSV + ExG         | 16                 | 0.909        |
| HSV + ExR         | 16                 | 0.899        |
| HSV + GRVI        | 16                 | 0.902        |
| HSV + CIVE        | 16                 | 0.908        |
| HSV and Texture combined with VIs | 20 | 0.912 |
| HSV + Texture + ExG | 20 | 0.911 |
| HSV + Texture + ExR | 20 | 0.911 |
| HSV + Texture + GRVI | 20 | 0.911 |
| HSV + Texture + CIVE | 20 | 0.910 |

additional input feature was added, the OOB accuracies showed decreased values in most combinations (0.910–0.912). These results indicated that the second additional feature did not improve the classification accuracy, and the HSV+Texture was the best combination of input features for the SLIC-RF models for the classification. Therefore, the HSV+Texture-based SLIC-RF model was used as the final model for further analysis.

Figure 9 presents the importance of the input features (Gini impurity) for all the combinations. Overall, Smax showed the highest contribution in all combinations. Although the order of the contributions changed somewhat, high contributions were also recognized in Vmin, Hmed and Hmax. The results confirmed that the HSV color space was the most important input feature for the SLIC-RF model to discriminate crop, weeds and soils. When the HSV was combined with auxiliary layers, CHM and Texture had limited or small contributions even though they showed better OOB accuracies. Meanwhile, the VIs, especially in ExG and CIVE, had relatively high contributions, but they did not dramatically improve the OOB accuracy.

3.2. Evaluation of the classification accuracy

On the final SLIC-RF model that used the selected input features (HSV+Texture), the classification accuracy was further evaluated using the test data set by comparing with the results of the model using only HSV (Table 4). The HSV+Texture-based model showed higher classification accuracy according to the OA (0.910) and F-score (0.906) than the HSV-based model (OA = 0.901, F-score = 0.900). Based on the recall and precision for each category, the most errors occurred in the classification between crops and weeds. For example, in the HSV-based model, 18 crops were misclassified as weeds, and this classification was slightly improved by the final model with the HSV+Texture combination. Soil could be classified with a very high recall (0.990) and precision (1.000) since soil has a strong color difference with green vegetation.

3.3. Spatial distribution map of rice plants and weeds

Figure 10 presents the spatial distributions of predicted rice plants and weeds from the SLIC-RF model applied to the HSV+Texture features from UAV images at the early growth stage in the upland rice field (29 DAS), and the mean proportions of percent coverage (%) in each treatment are summarized in Table 5. The weed distribution was not uniform and formed large patches in the T3
plots that had been left for 34 days (34 DAW) without weeding after plowing. The proportions of weed and soil cover areas showed significant differences in the weed removal treatments ($p < 0.05$; one-way ANOVA). The weed coverage significantly increased from 7.33% (T1, 1 DAW) to 44.35% (T3, 34 DAW) as the period after weeding increased. Accordingly, the soil coverage decreased from 72.08% (T1) to 26.02% (T3), while rice coverage exhibited no difference. These results suggest that rice plants were not affected by weeds at the initial growth stage, but weeds spread to the open space faster than rice without weeding. Accordingly, it is concerning that these impacts will affect rice growth.

4. Discussion

In this study, we applied the SLIC superpixel approach to UAV images and integrated the RF classifier to improve the classification accuracy when discriminating crops (rice plants), weeds and soils in an upland rice field. Recently, image segmentation has been an important step in UAV image information extraction and target detection (Dong et al., 2017). In addition, the RF algorithm is receiving increased attention in remote sensing research as a highly suitable approach for high-resolution image data classification (Ma et al., 2015). By combining SLIC and RF, further classification
improvements could be obtained (Csillik, 2017; Yasuda, 2018; Yuba et al., 2020b).

We initially compared the performance of the SLIC-RF model using different input features of three color spaces (RGB, HSV and L*a*b*) and then combined these features with CHM, Texture and four VIs (ExG, ExR, GRVI, CIVE). Among the color spaces, the HSV-based SLIC-RF model showed the highest classification accuracy (OOB accuracy = 0.904) (Table 2). In addition, improvements were found in the SLIC-RF model for HSV combined with auxiliary features (CHM, Texture, ExG, or CIVE) (Table 3). Overall, the best classification accuracy was obtained in the SLIC-RF model using HSV combined with Texture information (OOB accuracy = 0.915). These results are consistent with previous findings, which

![Spatial distribution map of rice plants and weeds predicted from UAV images at the initial growth stage (12 July 2019, DAS = 29) using the SLIC-RF algorithm in an upland field.](image)

**Figure 10.** Spatial distribution map of rice plants and weeds predicted from UAV images at the initial growth stage (12 July 2019, DAS = 29) using the SLIC-RF algorithm in an upland field.

**Table 4.** Confusion matrices of classifications using the SLIC-RF algorithm with selected input features: (a) HSV and (b) HSV + Texture.

| Classified as | Crop | Weed | Soil |
|---------------|------|------|------|
| **a) HSV** | | | |
| True class | Crop 82 | 18 | 0 | 0.820 |
| | Weed 11 | 89 | 0 | 0.780 |
| | Soil 1 | 0 | 99 | 0.990 |
| Precision | 0.872 | 0.832 | 1.000 |
| **b) HSV+Texture** | | | |
| True class | Crop 83 | 17 | 0 | 0.830 |
| | Weed 9 | 91 | 0 | 0.910 |
| | Soil 1 | 0 | 99 | 0.990 |
| Precision | 0.891 | 0.845 | 1.000 |

OA = 0.910; F-score = 0.906

Bold values correspond to the number of points correctly classified.

OA = 0.901; F-score = 0.900

Bold values correspond to the number of points correctly classified.

**Table 5.** Mean proportions of rice, weed and soil coverage (%) in each treatment.

| Coverage (%) | Rice | Weed | Soil |
|--------------|------|------|------|
| Treatment | 1 (1 DAW) | 20.59 | 7.33<sup>a</sup> | 72.08<sup>a</sup> |
| | 2 (17 DAW) | 23.06 | 21.11<sup>b</sup> | 55.84<sup>ab</sup> |
| | 3 (34 DAW) | 29.63 | 44.35<sup>b</sup> | 26.02<sup>b</sup> |

Different superscript capital letters in the same column demonstrate significant differences (p < 0.05; Tukey HSD). DAW: days after weeding.

We initially compared the performance of the SLIC-RF model using different input features of three color spaces (RGB, HSV and L*a*b*) and then combined these features with CHM, Texture and four VIs (ExG, ExR, GRVI, CIVE). Among the color spaces, the HSV-based SLIC-RF model showed the highest classification accuracy (OOB accuracy = 0.904) (Table 2). In addition, improvements were found in the SLIC-RF model for HSV combined with auxiliary features (CHM, Texture, ExG, or CIVE) (Table 3). Overall, the best classification accuracy was obtained in the SLIC-RF model using HSV combined with Texture information (OOB accuracy = 0.915). These results are consistent with previous findings, which
indicated that RF is a suitable approach for high-resolution UAV data classification (Ma et al., 2015) and that the combination of SLIC with auxiliary information layers improves classification accuracy (Csillik, 2017).

Previous studies investigated the best color spaces for image segmentation, but the recommended features differed depending on the target plants. García-Mateos et al. (2015) compared 11 color spaces for classifying soil and plants in lettuce (Lactuca sativa) cultures using images from outdoor fields and found that the L*a*b* color space achieved the best performance with *a* channels with 99.2% correct classification. Yuba et al. (2020b) compared RGB and HSV color UAV images in discriminating Pennisetum alopecuroides plants in a pasture, and the results showed improved discrimination accuracy in the HSV-based SLIC-RF classifier. In the present study, by assessing the importance of input features (Figures 8 and 9), the HSV feature was considered the most important variable influencing the discrimination of crops, weeds, and soils in the early growth stage of upland rice fields. The HSV color space is closely aligned with human color perception (Sobottka & Pitas, 1996) and is robust to illumination variations (Chaves-González et al., 2010). Thus, the HSV color space has been adopted for many studies on the segmentation of green vegetation from the soil background in images taken under outdoor field conditions (Hamuda et al., 2017; Yang et al., 2015). The CHM from UAV images is used as an essential agro-nomical parameter to assess plant growth in crop fields (Bendig et al., 2013; De Castro et al., 2018; Kawamura et al., 2020; Watanabe et al., 2017). In contrast, the CHM in the present study did not contribute, as we expected, to crop and weed discrimination (Figure 9). This finding might be because the plants were short (<50 cm) in the early growth stage, and the CHM exhibited small differences between crops and weeds. RGB-based VIs have been widely used and have performed very well on the segmentation of plants from the background (Meyer & Neto, 2008). Most VIs in the present study showed a greater contribution in the RF procedure than Texture (Figure 9) but there was no improvement in classification accuracy when combined with HSV. This result might be because the VIs overlapped with HSV with the same color information, and HSV had enough feature information to segment green vegetation from the soil background.

Further evaluation was performed in the SLIC-RF model with selected input features (HSV and HSV +Texture) in the test data set (Table 4). The results confirmed that the HSV+Texture-based SLIC-RF model could discriminate the crops and weeds in upland rice fields with good classification accuracy (OA = 0.910, F-score = 0.906) and outperformed the HSV-based model (OA = 0.901, F-score = 0.900). Based on the confusion matrix, the HSV-based model could almost perfectly discriminate between green vegetation (crops and weeds) and soils due to the large difference in the color information. Meanwhile, the greatest error was observed in the crop/weed classification, and this error was slightly improved by adding Texture information to HSV. These results were in agreement with previous findings that color alone is potentially inadequate for accurately discriminating crops and weeds, and further improvement can be expected by combining auxiliary information (De Castro et al., 2018; Hamuda et al., 2017). Accurate plant segmentation from background soil is important for crop monitoring in any field because mis-segmentation could seriously affect the accuracy of crop/weed detection (Hamuda et al., 2016). Our results confirmed that the HSV+Texture-based SLIC-RF model could accurately distinguish green vegetation (crops and weeds) from background soil information.

However, further improvements are required in crop/weed classification. An expected solution is adding other auxiliary information that follows the manually designed rules of the spatial distribution pattern of crops (Peña et al., 2013; Pérez-Ortiz et al., 2016; Pérez-Ruiz et al., 2015). For example, Peña et al. (2013) developed an automatic definition method for crop rows within a maize field and then discriminated the weed seedlings and crop plants based on their relative positions, indicating much improved accuracy in weed detection. Gao et al. (2018) developed a weed detection method by fusing pixels and OBIA for the RF classifier combined with a Hough transform algorithm for maize row detection. This study demonstrated accurate weed mapping results with 94.5% accuracy, which also illustrates the benefit of utilizing prior knowledge of a field setup (i.e., crop row detection). The application of a deep learning approach is another option to improve crop/weed classification (Huang et al., 2018). Guirado et al. (2017) reported that convolutional neural networks (CNNs) outperformed the OBIA method in Ziziphus lotus shrub detection using free high-resolution Google EarthTM images. Milioto et al. (2018) developed a CNN model using color indices and classified crops, weeds, and soil background with 91% accuracy. Huang et al. (2018) used a fully convolutional network (FCN) and transfer learning methods on UAV RGB images for weed cover mapping in rice fields, and the results achieved 93.5% OA and 88.3% weed recognition accuracy.

Using the HSV+Texture-based SLIC-RF model, we demonstrated the spatial distributions of crops and weeds in the weed experimental plot (Figure 10). The spatial distribution of weeds was not uniform, and weeds were distributed in patches between the crop
rows. The proportion of weed coverage increased with the increase in the period after weeding treatments from 7.33% (1 DAW) to 44.35% (34 DAW) (Table 5). The results clearly indicated that weeds would spread into the open space much faster than crops. Weed seedling populations are spatially and temporally heterogeneous within agricultural fields, and often occur in aggregated patches with different sizes or in stripes along the field borders and along the direction of crop rows (Cardina et al., 1995; Dieleman & Mortensen, 1999; Gerhards et al., 1997; Johnson et al., 1996). Timely monitoring for spatially heterogeneous weed distribution could be expected to support farmers in the design and implementation of SSWM in the early growth stage, which can reduce costs by facilitating precision application of inputs such as herbicides (Pedersen et al., 2006).

Our results confirmed that crops and weeds could be mapped with high classification accuracy using UAV images with the SLIC-RF approach. We used a consumer-grade RGB camera onboarded a small UAV platform (DJI Phantom 4 and camera for approximately 1,500 USD US), which is a great advantage for the practical application of weed monitoring in the early growth stage of upland rice fields in a cost-effective way. However, we note that the results in this research were based on a single UAV flight as a case study in the early growing stage of upland rice fields. At the time of UAV observation in this research, the crops and weeds were small and showed similar green colors. As crops grow over the field season, however, their phenology changes, as does that of the weeds (Xiao et al., 2013). The plant phenology results in changes in the spectral characteristics (color properties) of the crop and weed species (N. Wang et al., 2001). In addition, common crops are grown in many different varieties, each with their own unique phenology and physiology (Fan et al., 2016; Inoue et al., 1998; Lawless et al., 2005; Sakamoto et al., 2006; Viña et al., 2004). For practical application of our proposed method, this method should be further investigated to characterize the effect of crop-weed phenology on classification accuracy in different growth stages across different fields.

5. Conclusions

The present study applied an SLIC-RF algorithm on UAV images to discriminate and map crops, weeds and soil at the initial growth stage in an upland rice field. Based on the SLIC-RF model, we compared the following input features: three color spaces (RGB, HSV and L∗a∗b∗), CHM, Texture and four VIs (ExG, ExR, RGVI, CIVE) and their combinations. The main advantage of this study was the demonstration of a practical application for weed monitoring in the early growth stage of upland rice fields in a cost-effective way using commercial UAV and RGB cameras. The main conclusions were as follows:

(1) With the capability of providing high-resolution and detailed spatial structure information (i.e., the plant canopy structure of crops and weeds), low-cost UAVs integrated with RGB cameras are a promising tool to discriminate and map crops and weeds.

(2) UAV-derived high-resolution HSV color images and spatial variation (Texture) information were significant indicators for discriminating crops, weeds and soil. By combining the HSV with Texture information, the optimal classification accuracy was obtained in the SLIC-RF model (OA = 0.910, F-score = 0.906).

(3) A confusion matrix for the classification in the test data set was suggested: (i) misclassifications occurred mainly between crop and weed classes, and these were improved by adding Texture information to HSV, and (ii) soil could be accurately discriminated using only HSV since soil has a strong color difference with green vegetation.

(4) Spatial distribution maps of crops and weeds in the upland rice field demonstrated that weeds would spread to the open space faster than crops if weeding treatments were not performed.

Our findings illustrated the feasibility of UAV-based remote sensing technology in weed detection using a machine learning approach. Nevertheless, the SLIC-RF approach employed in this study should be further tested in the different growth stages across different fields, as well as in a variety of crop types.

Acknowledgments

This study was conducted as part of a project sponsored by the Japan International Research Center for Agricultural Sciences (JIRCAS) on the "Multiple use and value addition of the regional resources for sustainable improvement of productivity in the semi-mountainous villages in Indo-china" (JIRCAS-C3-1d). We are grateful to Mr. Katsumi Hasada of JIRCAS, Japan, and Dr. Koukham Vilayheuang of the Rice Research Center (RRC), NAFRI, Laos, for providing a botanical specimen in Laos to identify the weed plant. We also thank Ms. Alisala Dethvangsa, Ms. Bownoun Tansoukhang and Mr. Chanpheng Xaymany of the RRC, NAFRI, Laos, for their support in the field experiments.

Disclosure statement

No potential conflict of interest was reported by the authors.
References

Achanta, R., Sha, J., Smith, K., Lucchi, A., Fua, P., & Süsstrunk, S. (2012). SLIC superpixels compared to state-of-the-art superpixel methods. IEEE Transactions on Pattern Analysis and Machine Intelligence, 34(11), 2274–2281. https://doi.org/10.1109/TPAMI.2012.1.20

Anys, H., & He, D. C. (1995). Evaluation of textural and multipolarization radar features for crop classification. IEEE Transactions on Geoscience and Remote Sensing, 33(5), 1170–1181. https://doi.org/10.1109/36.469481

Arisa, H., Schiller, J.M., Boumphawan, C., & Jackson, M. (2006). Chapter 9: Diversity within the traditional rice varieties of Laos. (Eds.) Schiller J.M., Chanphengxay, M.B., Linquist B., Appa Rao S., In Rice in Laos. Los Baños (Philippines).

Asai, H., Soisouvanh, P., Sengxua, P., Kimura, K., Vongphuthine, B., & Ando, M. (2017). Labour-saving practices for the external expansion of Swidden agriculture forupland rice production in a mountain area of Laos. Tropical Agriculture and Development, 61(4):166–178. https://doi.org/10.11248/jsta.61.1.166

Bai, X. D., Cao, Z. G., Wang, Y., Yu, Z. H., Zhang, X. F., & Li, C. N. (2013). Crop segmentation from images by morphology modeling in the CIE L*a*b* color space. Computers and Electronics in Agriculture, 99(Suppl.C), 21–34. https://doi.org/10.1016/j.compag.2013.08.022

Beaulieu, J. M., & Goldberg, M. (1989). Hierarchy in picture segmentation: A stepwise optimization approach. IEEE Transactions on Pattern Analysis and Machine Intelligence, 11(2), 150–163. https://doi.org/10.1109/34.16711

Belgium, M., & Drăguț, L. (2016). Random forest in remote sensing: A review of applications and future directions. ISPRS Journal of Photogrammetry and Remote Sensing, 114, 24–31. https://doi.org/10.1016/j.isprsjprs.2016.01.011

Bendig, J., Bolten, A., & Bareth, G. (2013). UAV-based imaging for multi-temporal, very high resolution crop surface models to monitor crop growth variability. Photogrammetrie, Fernerkundung, Geoinformation, (2013(6)), 551–562. https://doi.org/10.1127/1432-8364/2013/0200

Blaschke, T., Hay, G. J., Kelly, M., Lang, S., Hofmann, P., Addink, E., Queiroz Feitosa, R., van der Meer, F., van der Werff, H., van Coillie, F., & Tiede, D. (2014). Geographic object-based image analysis - towards a new paradigm. ISPRS Journal of Photogrammetry and Remote Sensing, 87, 180–191. https://doi.org/10.1016/j.isprsjprs.2013.09.014

Breiman, L. (2001). Random Forests. Machine Learning, 45(1), 5–32. https://doi.org/10.1023/A:1010933404324

Cardina, J., Sparrow, D. H., & McCoy, E. L. (1995). Analysis of spatial distribution of common lambsquarters (Chenopodium album) in no-till soybean (Glycine max). Weed Science, 43(2), 258–268. https://doi.org/10.1017/S0043174500008157

Castaldi, F., Pelosi, F., Pascucci, S., & Casa, R. (2017). Assessing the potential of images from unmanned aerial vehicles (UAV) to support herbicide patch spraying in maize. Precision Agriculture, 18(1), 76–94. https://doi.org/10.1007/s11119-016-9468-3

Chao, A., & Somyan, W. (2018). Production efficiency of maize farmers under contract farming in Laos PDR. Kasetsart Journal of Social Sciences, 41(1), 104–109. https://doi.org/10.16116/kjss.2018.06.006

Chaves-González, J. M., Vega-Rodríguez, M. A., Gómez-Pulido, J. A., & Sánchez-Pérez, J. M. (2010). Detecting skin in face recognition systems: A colour spaces study. Digital Signal Processing, 20(3), 806–823. https://doi.org/10.1101/j.dsp.2009.10.008

Cheng, M. M., Mitra, N. J., Huang, X., Torr, P. H. S., & Hu, S. M. (2015). Global contrast based salient region detection. IEEE Transactions on Pattern Analysis and Machine Intelligence, 37(3), 569–582. https://doi.org/10.1109/TPAMI.2014.2345401

Comoñicu, D., & Meer, P. (2002). Mean shift: A robust approach toward feature space analysis. IEEE Transactions on Pattern Analysis and Machine Intelligence, 24(5), 603–619. https://doi.org/10.1109/34.1000236

Core Team, R. (2018). R: A language and environment for statistical computing. In R Foundation for Statistical Computing (version 3.5.1). R Foundation for Statistical Computing. https://doi.org/10.1007/978-3-540-74466-6

Csiszák, O. (2017). Fast segmentation and classification of very high resolution remote sensing data using SLIC superpixels. Remote Sensing, 9(3), 3. https://doi.org/10.3390/rs9030243

Cutler, D. R., Edwards, T. C., Beard, K. H., Cutler, A., Hess, K. T., Gibson, J., & Lawler, J. J. (2007). Random forests for classification in ecology. Ecology, 88(11), 2783–2792. https://doi.org/10.1890/07-0539.1

de Castro, A. I., Torres-Sánchez, J., Peña, J. M., Jiménez-Brenes, F. M., Csiszák, O., & López-Granados, F. (2018). An automatic random forest-OBIA algorithm for early weed mapping between and within crop rows using UAV imagery. Remote Sensing, 10(3), 2. https://doi.org/10.3390/rs10030285

Dieleman, J. A., & Mortensen, D. A. (1999). Characterizing the spatial pattern of abutilon theophrasti seedling patches. Weed Research, 39(6), 455–467. https://doi.org/10.1046/j.1365-3180.1999.00160.x

Dong, Z., Wang, M., & Li, D. (2017). A high resolution remote sensing image segmentation method by combining superpixels with minimum spanning tree. Acta Geodaetica et Cartographica Sinica, 46(6), 734–742. https://doi.org/10.11947/j.AGCS.2017.20160514

Fan, X., Kawamura, K., Lim, J., Yoshitoshi, R., Yuba, N., Lee, H. J., Kurokawa, Y., & Tsumiyama, Y. (2016). Spring growth stage detection in Italian ryegrass field using a ground-based camera system. Grassland Science, 62(3), 188–193. https://doi.org/10.1111/gra.12122

Felzenszwalb, P. F., & Huttenlocher, D. P. (2004). Efficient graph-based image segmentation. International Journal of Computer Vision, 59(2), 167–181. https://doi.org/10.1023/B:VISI.0000022288.19776.77

Gao, J., Liao, W., Nuyttens, D., Lootens, P., Vangeyte, J., Pižurica, A., He, Y., & Pieters, J. G. (2018). Fusion of pixel and object-based features for weed mapping using unmanned aerial vehicle imagery. International Journal of Applied Earth Observation and Geoinformation, 76(December2017), 43–53. https://doi.org/10.1016/j.jag.2017.12.012

García-Mateos, G., Hernández-Hernández, J. L., Escarabajal-Henarejos, D., Jaén-Terrones, S., & Molina-Martínez, J. M.
Kataoka, K., Inoue, M., Haris, M., Hamuda, R., Gerhards, A., Sensing rs9121220. Remote field Wooster, growth and https://doi.org/10.1371/journal.pone.0196302 unmanned
Proceedings tion 2014, (12), 1099–1105. https://doi.org/10.1002/ps. 3598

Guirado, E., Tabik, S., Alcaraz-Segura, D., Cabello, J., & Herrera, F. (2017). Deep-learning versus OBIA for scattered shrub detection with Google earth imagery: Ziziphus lotus as case study. Remote Sensing, 9(12), 1220. https://doi.org/10.3390/rs9121220

Hamuda, E., Glavin, M., & Jones, E. (2016). A survey of image processing techniques for plant extraction and segmentation in the field. Computers and Electronics in Agriculture, 125 (Suppl.C), 184–199. https://doi.org/10.1016/j.compag.2016.04.024

Hamuda, E., Mc Ginley, B., Glavin, M., & Jones, E. (2017). Automatic crop detection under field conditions using the HSV colour space and morphological operations. Computers and Electronics in Agriculture, 133 (Suppl.C), 97–107. https://doi.org/10.1016/j.compag.2016.11.021

Haris, K., Efstratiadis, S. N., & Maglaveras, N. (1998). Watershed-based image segmentation with fast region merging. Proceedings 1998 International Conference on Image Processing. ICIP98 (Cat. No.98CB36269), 3, 338–342. https://doi.org/10.1109/ICIP.1998.722711

Hijmans, R. J. (2014). Introduction to the ‘raster’ package. R: A Language and Environment for Statistical Computing, 2008, 1–27. http://www.r-project.org

Holman, F. H., Riche, A. B., Michalski, A., Castle, M., Wooster, M. J., & Hawkesford, M. J. (2016). High throughput field phenotyping of wheat plant height and growth rate in field plot trials using UAV based remote sensing. Remote Sensing, 8(12), 12. https://doi.org/10.3390/rs8121031

Huang, H., Deng, J., Lan, Y., Yang, A., Deng, X., & Zhang, L. (2018). A fully convolutional network for weed mapping of unmanned aerial vehicle (UAV) imagery. PLoS ONE, 13, 4. https://doi.org/10.1371/journal.pone.0196302

Inoue, Y., Moran, M. S., & Horie, T. (1998). Analysis of spectral measurements in paddie field for predicting rice growth and yield based on a simple crop simulation model. Plant Production Science, 1(4), 269–279. https://doi.org/10.1626/pps.1.269

James, M. R., & Robson, S. (2014). Mitigating systematic error in topographic models derived from UAV and ground-based image networks. Earth Surface Processes and Landforms, 39 (10), 1413–1420. https://doi.org/10.1002/esp.3609

Johnson, G. A., Mortensen, D. A., & Gotway, C. A. (1996). Spatial and temporal analysis of weed seedling populations using geostatistics. Weed Science, 44(3), 704–710. https://doi.org/10.1017/S0043174500094571

Kataoka, T., Kaneko, T., Okamoto, H., & Hata, S. (2003). Crop growth estimation system using machine vision. IEEE/ASME International Conference on Advanced Intelligent Mechatronics, AIM, 2, 1079–1083. https://doi.org/10.1109/AIM.2003.1225492

Kawamura, K., Asai, H., Yasuda, T., Khanthavong, P., Soisouvanh, P., & Phongchanmixay, S. (2020). Field phenotyping of plant height in an upland rice field in Laos using low-cost small unmanned aerial vehicles (UAVs). Plant Production Science, 1–14. https://doi.org/10.1080/1343943X.2020.1766362

Kim, C., You, B.-J., Jeong, M.-H., & Kim, H. (2008). Color segmentation robust to brightness variations by using B-spline curve modeling. Pattern Recognition, 41(1), 22–37. https://doi.org/10.1016/j.patcog.2007.04.011

Lan, Y., Thomson, S. J., Huang, Y., Hoffmann, W. C., & Zhang, H. (2010). Current status and future directions of precision aerial application for site-specific crop management in the USA. Computers and Electronics in Agriculture, 74(1), 34–38. https://doi.org/10.1016/j.compag.2010.07.001

Lawless, C., Semenov, M. A., & Jamieson, P. D. (2005). A wheat canopy model linking leaf area and phenology. European Journal of Agronomy, 22(1), 19–32. https://doi.org/10.1016/j.eja.2003.11.004

Lestrelin, G., Giordano, M., & Keohavong, B. (2005). When “conservation” leads to land degradation: Lessons from Ban Lak Sip, Laos. research report 91. International water management institute (Colombo) p. 25.

Liu, B., & Bruch, R. (2020). Weed Detection for Selective Spraying: a Review. Current Robotics Reports, 1(1), 19–26. https://doi.org/10.1007/s43154-020-00001-w

Llewellyn, R. S., Lindner, R. K., Pannell, D. J., & Powles, S. B. (2004). Grain grower perceptions and use of integrated weed management. Australian Journal of Experimental Agriculture, 44(10), 993–1001. https://doi.org/10.1071/EA03115

López-Granados, F. (2011). Weed detection for site-specific weed management: Mapping and real-time approaches. Weed Research, 51(1), 1–11. https://doi.org/10.1111/j.1365-3180.2010.00829.x

López-Granados, F., Torres-Sánchez, J., Serrano-Pérez, A., de Castro, A. I., Mesas-Carrascosa, F.-J.-J., & Peña, J.-M.-M. (2016). Early season weed mapping in sunflower using UAV technology: Variability of herbicide treatment maps against weed thresholds. Precision Agriculture, 17(2), 183–199. https://doi.org/10.1007/s11119-015-9415-8

Ma, L., Cheng, L., Li, M., Liu, Y., & Ma, X. (2015). Training set size, scale, and features in geographic object-based image analysis of very high resolution unmanned aerial vehicle imagery. ISPRS Journal of Photogrammetry and Remote Sensing, 102, 14–27. https://doi.org/10.1016/j.isprsjrs.2014.12.026

Machado, S. (2007). Allelopathic potential of various plant species on downy brome: Implications for weed control in wheat production. Agronomy Journal, 99(1), 127–132. https://doi.org/10.2134/agronj2006.0122

Mellor, A., Haywood, A., Stone, C., & Jones, S. (2013). The performance of random forests in an operational setting for large area sclerophyll forest classification. Remote Sensing, 5(6), 2838–2856. https://doi.org/10.3390/rs5062838

Meyer, G. E., Hindman, T. W., & Laksmi, K. (1999). Machine vision detection parameters for plant species identification. Photonics East (ISAM, VVDC, IEMB), 3543, 9. https://doi.org/10.1117/12.336896
Meyer, G. E., & Neto, J. C. (2008). Verification of color vegetation indices for automated crop imaging applications. *Computers and Electronics in Agriculture*, 63(2), 282–293. https://doi.org/10.1016/j.compag.2008.03.009

Milioto, A., Lottes, P., & Stachniss, C. (2018). Real-time semantic segmentation of crop and weed for precision agriculture robots leveraging background knowledge in CNNs. *Proceedings - IEEE International Conference on Robotics and Automation*, 2229–2235. https://doi.org/10.1109/ICRA.2018.8460962

Monaco, T. J., Grayson, A. S., & Sanders, D. C. (1981). Influence of four weed species on the growth, yield, and quality of direct-seeded tomatoes (*Lycopersicon esculentum*). *Weed Science*, 29(4), 394–397. https://doi.org/10.1017/S0043174500039874

Motohka, T., Nasahara, K. N., Oghma, H., & Tsuchida, S. (2010). Applicability of green-red vegetation index for remote sensing of vegetation phenology. *Remote Sensing*, 2(10), 2369. https://doi.org/10.3390/rs2102369

Onyango, C., & Marchant, J. (2001). Physics-based colour image segmentation for scenes containing vegetation and soil. *Image and Vision Computing*, 19(8), 523–538. https://doi.org/10.1016/S0262-8856(00)00097-4

Pedersen, S. M., Fountas, S., Have, H., & Blackmore, B. S. (2006). Agricultural robots—system analysis and economic feasibility. *Precision Agriculture*, 7(4), 295–308. https://doi.org/10.1007/s11119-006-9014-9

Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O., Blondel, M., Prettenhofer, P., Weiss, R., Dubourg, V., Vanderplas, J., Passos, A., Cournapeau, D., Brucher, M., Perrot, M., & Duchesnay, E. (2011). Scikit-learn: Machine learning in Python. *Journal of Machine Learning Research*, 12, 2825–2830. http://arxiv.org/abs/1201.0490

Peña, J. M., Torres-Sánchez, J., de Castro, A. I., Kelly, M., López-Granados, F., & Suarez, O. (2013). Weed mapping in early-season maize fields using object-based analysis of unmanned aerial vehicle (UAV) images. *PLoS ONE*, 8(10), e77151. https://doi.org/10.1371/journal.pone.0077151

Peña, J. M., Torres-Sánchez, J., Serrano-Pérez, A., de Castro, A. I., & López-Granados, F. (2015). Quantifying efficacy and limits of unmanned aerial vehicle (UAV) technology for weed seedling detection as affected by sensor resolution. *Sensors*, 15(3), 5609–5626. https://doi.org/10.3390/s150305609

Pérez-Ortiz, M., Peña, J. M., Gutiérrez, P. A., Torres-Sánchez, J., Hervás-Martínez, C., & López-Granados, F. (2015). A semi-supervised system for weed mapping in sunflower crops using unmanned aerial vehicles and a crop row detection method. *Applied Soft Computing*, 37, 533–544. https://doi.org/10.1016/j.asoc.2015.08.027

Pérez-Ortiz, M., Peña, J. M., Gutiérrez, P. A., Torres-Sánchez, J., Hervás-Martínez, C., & López-Granados, F. (2016). Selecting patterns and features for between- and within-crop row weed mapping using UAV-imagery. *Expert Systems with Applications*, 47, 85–94. https://doi.org/10.1016/j.eswa.2015.10.043

Pérez-Ruíz, M., Gonzalez-de-Santos, P., Ribeiro, A., Fernandez-Quintanilla, C., Peruzzi, A., Vieri, M., Tomic, S., & Agüera, J. (2015). Highlights and preliminary results for autonomous crop protection. *Computers and Electronics in Agriculture*, 110, 150–161. https://doi.org/10.1016/j.compag.2014.11.010

Ren, X., & Malik, J. (2003). Learning a classification model for segmentation. *Proceedings of the IEEE International Conference on Computer Vision*, 1, 10–17. https://doi.org/10.1109/iccv.2003.1238308

Rodriguez-Galiano, V. F., Ghimire, B., Rogan, J., Chica-Olmo, M., & Rigol-Sanchez, J. P. (2012). An assessment of the effectiveness of a random forest classifier for land-cover classification. *ISPRS Journal of Photogrammetry and Remote Sensing*, 67(1), 93–104. https://doi.org/10.1016/j.isprsjprs.2011.11.002

Rosell, T., & Honkavaara, E. (2012). Point cloud generation from aerial image data acquired by a quadrocopter type micro unmanned aerial vehicle and a digital still camera. *Sensors*, 12(1), 453–480. https://doi.org/10.3390/s120100453

Sakamoto, T., Van Nguyen, N., Ohno, H., Ishitsuka, N., & Yokozawa, M. (2006). Spatio-temporal distribution of rice phenology and cropping systems in the Mekong Delta with special reference to the seasonal water flow of the Mekong and Bassac rivers. *Remote Sensing of Environment*, 100(1), 1–16. https://doi.org/10.1016/j.rse.2005.09.007

Shaw, D. R. (2005). Remote sensing and site-specific weed management. *Frontiers in Ecology and the Environment*, 3(10), 526–532. https://doi.org/10.1890/1540-9295(2005)003[0526:RSASWM].2.0.CO;2

Shi, J., & Malik, J. (2000). Normalized cuts and image segmentation. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 22(8), 888–905. https://doi.org/10.1109/34.868688

Sobotkova, K., & Pitas, I. (1996). Face localization and facial feature extraction based on shape and color information. *IEEE International Conference on Image Processing*, 3, 483–486. https://doi.org/10.1109/icip.1996.560536

Sokolova, M., & Lapalme, G. (2009). A systematic analysis of performance measures for classification tasks. *Information Processing & Management*, 45(4), 427–437. https://doi.org/10.1016/j.ipm.2009.03.002

Sturgeon, J. C. (2013). Cross-border rubber cultivation between China and Laos: Regionalization by Akha and Tai rubber farmers. *Singapore Journal of Tropical Geography*, 34(1), 70–85. https://doi.org/10.1111/jtsg.12014

Tremseau, A., & Colantoni, P. (2000). Regions adjacency graph applied to color image segmentation. *IEEE Transactions on Image Processing*, 9(4), 735–744. https://doi.org/10.1109/83.841950

van Iersel, W., Straatsma, M., Addink, E., & Middelkoop, H. (2018). Monitoring height and greenness of non-woody floodplain vegetation with UAV time series. *ISPRS Journal of Photogrammetry and Remote Sensing*, 141, 112–123. https://doi.org/10.1016/j.isprsjprs.2018.04.011

Viña, A., Gitelson, A. A., Rundquist, D. C., Keydan, G., Leavitt, B., & Schepers, J. (2004). Monitoring maize (*Zea mays L.*) phenology with remote sensing. *Agronomy Journal*, 96(4), 1139–1147. https://doi.org/10.2134/agronj2004.1139

Wang, A., Zhang, W., & Wei, X. (2019). A review on weed detection using ground-based machine vision and image processing techniques. *Computers and Electronics in Agriculture*, 158, 226–240. https://doi.org/10.1016/j.compag.2019.02.005

Wang, M., Dong, Z., Cheng, Y., & Li, D. (2018). Optimal segmentation of high-resolution remote sensing image by combining superpixels with the minimum spanning tree. *IEEE Transactions on Geoscience and Remote Sensing*, 56(1), 228–238. https://doi.org/10.1109/TGRS.2017.2745507
Wang, N., Zhang, N., Dowell, F. E., Sun, Y., & Peterson, D. E. (2001). Design of an optical weed sensor using plant spectral characteristics. Transactions of the American Society of Agricultural Engineers, 44(2), 409–419. https://doi.org/10.13031/2013.4673

Watanabe, K., Guo, W., Arai, K., Takanashi, H., Kajiyama-Kanegae, H., Kobayashi, M., Yano, K., Tokunaga, T., Fujiwara, T., Tsutsumi, N., & Iwata, H. (2017). High-throughput phenotyping of sorghum plant height using an unmanned aerial vehicle and its application to genomic prediction modeling. Frontiers in Plant Science, 8, 421. https://doi.org/10.3389/fpls.2017.00421

Woebbecke, D. M., Meyer, G. E., Von Bargen, K., & Mortensen, D. A. (1995). Color indices for weed identification under various soil, residue, and lighting conditions. Transactions of the American Society of Agricultural Engineers, 38(1), 259–269. https://doi.org/10.13031/2013.27838

Xiao, D., Tao, F., Liu, Y., Shi, W., Wang, M., Liu, F., Zhang, S., & Zhu, Z. (2013). Observed changes in winter wheat phenology in the North China Plain for 1981-2009. International Journal of Biometeorology, 57(2), 275–285. https://doi.org/10.1007/s00484-012-0552-8

Yang, W., Wang, S., Zhao, X., Zhang, J., & Feng, J. (2015). Greenness identification based on HSV decision tree. Information Processing in Agriculture, 2(3–4), 149–160. https://doi.org/10.1016/j.inpa.2015.07.003

Yasuda, T. (2018). Semi-natural grassland vegetation mapping utilizing unmanned aerial vehicles and image analysis. Japanese Journal of Grassland Science, 64(1), 43–47. https://doi.org/10.14941/grass.64.43

Yokoyama, R., Shirasawa, M., & Pike, R. J. (2002). Visualizing topography by openness: A new application of image processing to digital elevation models. Photogrammetric Engineering and Remote Sensing, 68(3), 257–265.

Yuba, N., Kawamura, K., Yasuda, T., Lim, J., Yoshitoshi, R., Kurokawa, Y., & Maeda, T. (2020a). Counting of Pennisetum alopecuroides at heading stage in a grazed pasture using images from an unmanned aerial vehicle. Grassland Science, 66(4), 285–292. https://doi.org/10.1111/gra.12277

Yuba, N., Kawamura, K., Yasuda, T., Lim, J., Yoshitoshi, R., Watanabe, N., Kurokawa, Y., & Maeda, T. (2020b). Discriminating Pennisetum alopecuroides plants in a grazed pasture from unmanned aerial vehicles using object-based image analysis and random forest classifier. Grassland Science. https://doi.org/10.1111/gra.12288

Zisi, T., Alexandridis, T. K., Kaplanis, S., Navrozidis, I., Tamouridou, A. A., Lagopodi, A., Moshou, D., & Polychronos, V. (2018). Incorporating surface elevation information in UAV multispectral images for mapping weed patches. Journal of Imaging, 4(11), 132. https://doi.org/10.3390/imaging4110132