Assessing weak hydrogen binding on \( \text{Ca}^+ \) centers: An accurate many-body study with large basis sets
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Weak \( \text{H}_2 \) physisorption energies present a significant challenge to even the best correlated theoretical many-body methods. We use the phaseless auxiliary-field quantum Monte Carlo (AFQMC) method to accurately predict the binding energy of \( \text{Ca}^+–4\text{H}_2 \). Attention has recently focused on this model chemistry to test the reliability of electronic structure methods for \( \text{H}_2 \) binding on dispersed alkaline earth metal centers. A modified Cholesky decomposition is implemented to realize the Hubbard-Stratonovich transformation efficiently with large Gaussian basis sets. We employ the largest correlation-consistent Gaussian type basis sets available, up to \( \text{cc-pCV5Z} \) for \( \text{Ca} \), to accurately extrapolate to the complete basis limit. The calculated potential energy curve exhibits binding with a double-well structure.

PACS numbers: 64.70.K-, 71.15.-m, 61.50.Ks, 71.15.Nc.

I. INTRODUCTION

Clean energy economy has become an appealing worldwide endeavor because of its promise of environmental friendliness and economic security. Developing improved hydrogen fuel storage systems for fuel cell applications and finding new technologies for production of hydrogen from renewable sources are important components in achieving this goal. A major standing challenge is the lack of a method for efficient hydrogen storage and retrieval. In developing technologies for on-board hydrogen storage systems, the U.S. DOE has set a target capacity of 9 wt \% by year 2015. Physiosorption of hydrogen molecules is one mechanism under consideration for use in hydrogen storage. For operation at ambient temperatures, suitable storage media should have a binding strength of \( \sim 0.1 – 0.4 \text{ eV} \) per \( \text{H}_2 \). However, our current understanding of physisorption processes is still lacking. First-principles calculations could potentially play an important role in providing insight into the physics of physisorption and identifying suitable media and mechanisms. Achieving predictive accuracy for such weakly bound systems has been problematic, however, for the usually successful density functional theory (DFT) approach and even explicitly correlated methods.

Dispersed alkaline-earth metal systems have recently shown some promise as \( \text{H}_2 \) storage media\textsuperscript{4–11}. Attention has focused on a simple model chemistry to test the reliability of electronic structure methods in predicting the binding of \( \text{H}_2 \) on \( \text{Ca}^+ \) centers. (This is a simplified model which does not take into account the zero-point motion and entropy effects, which are important in modeling real hydrogen storage.) A common thread from these calculations is the prediction and characterization of a double-well potential energy curve (PEC) in the symmetric dissociation of \( \text{Ca}^+–4\text{H}_2 \). An outer van der Waals well is found in some of the correlated calculations, but not in the DFT calculations with standard local or semilocal exchange-correlation functionals\textsuperscript{2,4–10}. An inner well (Kubas complex\textsuperscript{12,13}) is found at shorter distances. Overbinding is found in local and semilocal DFT calculations, while explicitly correlated methods yield conflicting results regarding the magnitude of the binding or whether this inner well is even bound\textsuperscript{7,8,10}. Disagreement between the many-body calculations can be partly attributed to inadequate basis set convergence. The earliest calculation, using the second-order Møller-Plesset perturbation method (MP2), predicted an inner local minimum that is not bound. Ohk \textit{et al.} subsequently used MP2 with larger basis sets with an added correction from coupled cluster with singles and doubles and perturbative triples [CCSD(T)] to find both bound inner and outer wells. As we will show in Sec. III, however, the basis sets in Ref. \textsuperscript{8} were still too small for accurate extrapolation to the complete basis set (CBS) limit, due to neglect of (semi)core-valence correlation effects. The most recent many-body calculation used diffusion Monte Carlo (DMC) to find an unbound inner well and a barely bound outer well\textsuperscript{10}. The current status of theoretical work is clearly unsatisfactory, and the reasons for this need to be clarified and remedied.

The primary objectives of our work are to produce an accurate first-principle PEC of the \( \text{Ca}^+–4\text{H}_2 \) symmetric dissociation process and to clarify the key factors that control the accuracy for many-body calculations. The phaseless auxiliary-field quantum Monte Carlo (AFQMC) method\textsuperscript{14–15} with standardized Gaussian type orbital (GTO) basis\textsuperscript{16} hereafter designated as GTO-AFQMC\textsuperscript{14} is used to compute the PEC and to carefully extrapolate the result to the CBS limit. AFQMC has been applied to study a wide variety of material systems\textsuperscript{14–18,20–26}. Its accuracy has been shown to be similar to the gold-standard CCSD(T) method near equilibrium geometries and better for bond-breaking\textsuperscript{17,23,25,26}. The key features of AFQMC include: (1) low algebraic scaling with the system size \( \mathcal{O}(N^3) \), where \( N \) is the number of the one-particle basis functions; (2) ease of implementation on massively parallel supercomputers; (3) its wide applicability as an \textit{ab-initio} method in condensed matter physics and quantum chemistry. In the context of quantum chemistry, GTO-AFQMC uses the \textit{identical} basis and Hamiltonian of other standard methods, such as Hartree-Fock (HF), MP2, CCSD(T), and configuration interaction (CI).

In this paper we implement a significant technical improvement in GTO-AFQMC, which removes a computational bottleneck in the preprocessing and initialization step. This allows us to use very large basis sets to obtain accurate ground state energies at the CBS limit. This is made possible by the imple-
representation of a modified Cholesky decomposition (mCD) of the two-body interaction term in the Hamiltonian. Our GTO-AFQMC calculation with the aug-cc-pCV5Z basis set (827 GTOs) represents the largest many-body calculation in this system with GTOs to date.

The rest of this paper is organized as follows. The implementation of mCD together with relevant methodological details of AFQMC are presented in Sec. III. Accuracy and timing illustrations of AFQMC/mCD are also given. GTO-AFQMC calculations with the aug-cc-pCV5Z basis set of the two-body interaction term in the Hamiltonian. Our published results. We summarize and conclude in Sec. V.

II. GTO-AFQMC METHODOLOGICAL IMPROVEMENTS AND CALCULATION DETAILS

After a brief AFQMC overview, methodological improvements with GTOs are presented. The improvements remove a preprocessing bottleneck for computer time and memory, allowing the use of large GTO basis sets in AFQMC. This is achieved in an unbiased manner using mCD. Accuracy and timing illustrations are given, and the section concludes with the calculation details which are used in Sec. III.

A. AFQMC ground state projection

We briefly review the key features of the phaseless AFQMC method, which are relevant for the remainder of this section. Detailed descriptions of the method can be found in Refs. [14–18].

AFQMC stochastically evaluates the ground state of a many-body Hamiltonian \( H \) by means of importance sampled random walks in Slater-determinant space. The stochastically generated determinants are the samples of the ground-state many-body wave function \( |\Psi_0\rangle \). Although AFQMC is in principle an exact method, in practice the sign or complex phase problem arises, which must be controlled using some approximate means in order to prevent the exponential growth of the Monte Carlo variance. This is done with the phaseless approximation, which has been demonstrated to yield excellent agreement with both experimental and known exact results in a wide variety of molecules and extended systems. To date we have developed AFQMC methods with two basis sets: (1) plane waves with pseudopotentials, which are suitable for studying periodic systems, and (2) GTOs, which are widely employed for \textit{ab initio} quantum chemistry. In addition there have been many applications on lattice models (e.g., the Hubbard model) where the phaseless approximation reduces to the constrained path approximation due to the nature of the interaction. These systems typically have correlation energy as a significantly higher fraction of their total energy than in most molecules and solids. The high accuracy that has been achieved in these systems for both energy and correlation functions is thus encouraging for the prospect of AFQMC in real materials.

The electronic Hamiltonian \( H = \hat{K} + \hat{V} \) contains one-body \( \hat{K} = \sum_{ij} K_{ij} c_i^\dagger c_j^\dagger c_j c_i \) kinetic energy and external potential terms plus two-body electron-electron interaction terms, expressed here in a second quantized form. The fermionic creation operators \( c_i^\dagger \) are defined on a finite set of \( M \) orthonormal one-particle basis functions \( \{ \chi_i(\gamma) \} \).

The AFQMC method projects the ground state wave function \( |\Psi_0\rangle \) from a trial wave function \( |\Psi_T\rangle \), using a short-time Trotter-Suzuki decomposition

\[
e^{-\tau H} e^{-\tau \hat{V}} \rightarrow |\Psi_0\rangle, \tag{2}
\]

where the minus sign is just a notational convention, and additional one-body terms can arise from reordering the creation and destruction operators. We employ the Hubbard-Stratonovich (HS) transformation to rewrite the two-body projector as a multi-dimensional integral,

\[
e^{(1/2)\tau} \sum_{\gamma} \sigma_\gamma \right\lfloor_{\tau \rightarrow 0} = \prod_\gamma \int_{-\infty}^{\infty} d\sigma_\gamma \frac{e^{-\sigma_\gamma^2/2} e^{e^{\tau \sigma_\gamma}}} {\sqrt{2\pi}} . \tag{5}
\]

This integral over \( \{ \sigma_\gamma \} \) is evaluated stochastically in AFQMC. Both Eqs. (3) and (5) are exact in the limit \( \tau \rightarrow 0 \). We therefore have an exact reformulation of the original ground-state projector in terms of one-body projection operators \( \{ \tilde{v}_\gamma \} \) coupled with external auxiliary fields \( \{ \sigma_\gamma \} \) which, after integration, recovers the original two-body interactions.

B. Modified Cholesky decomposition

I. A potential computational bottleneck

The HS decomposition [Eq. (3)] of the two-body interaction term is a preprocessing step, which is done only once at the beginning of the calculation. The decomposition is not unique,
and this flexibility can be exploited to obtain better performance and/or accuracy of the AFQMC calculation. The two-body interaction matrix elements $V_{ijkl}$ in Eq. (1) are given by electron-electron Coulomb repulsion integrals (ERIs) in electronic structure calculations:

$$V_{ijkl} = \int dr_1 dr_2 \chi_i^*(r_1) \chi_j^*(r_2) \frac{e^2}{|r_1 - r_2|} \chi_i(r_1) \chi_k(r_2).$$

(6)

In our earlier implementation of GTO-AFQMC, we used the straightforward approach of diagonalizing the $M^2 \times M^2$ symmetric ERI supermatrix $V_{\mu(i,l),\nu(j,k)}$ where $\mu \equiv (i, l)$ and $\nu \equiv (j, k)$ are compound indices. (The dimension $M$ is reduced by a factor of two with GTOs as they are real-valued.) With the eigenvalues $\lambda_\gamma$ and eigenvectors $X_{\mu(i,l)}^\gamma$ of the real, symmetric $V_{\mu\nu}$ supermatrix, the HS one-body operators can be written as

$$\hat{v}_\gamma = \sqrt{-\lambda_\gamma} \sum_{i,l} X_{\mu(i,l)}^\gamma c_i^\dagger c_l. \quad (7)$$

In practice, only $O(M)$ of the eigenvalues are found to have magnitudes greater than $\sim 10^{-8} E_h$, so the remainder can be discarded. The direct diagonalization leads to an $O(M^6)$ scaling of computer time and $O(M^4)$ storage. While exact for any Hermitian two-body interaction, this approach clearly scales poorly with system size. The HS decomposition described above is a bottleneck for treating large systems. For special choices of the basis, such as planewaves, or for model systems, such as the on-site Hubbard model, the two-body interaction is easily written into the bilinear HS form of Eq. (4), with $O(M)$ terms. This and the diagonalization results above suggest that the information content in the two-body term is only $O(M)$ and that more efficient HS strategies could be devised for general basis sets in electronic structure calculations.

The underlying problem here is the sheer size of the two-body supermatrix, which plagues all ab initio quantum chemistry methods. A number of approaches have been devised to reduce the computer time and number of integrals that need to be stored. These include density fitting or other auxiliary basis methods resolution of Coulomb operator and mCD. We have chosen to implement the mCD to carry out the HS decomposition in AFQMC. The method, similar to planewave approaches, has a single threshold parameter $\delta$ which determines the maximum error in the Cholesky-expanded ERIs. For symmetric, positive semidefinite $V_{\mu\nu}$ supermatrices, this error can be reduced to zero, within machine precision, for sufficiently small $\delta$. In practice, our calculations use $\delta$ in the range $10^{-6}$ to $10^{-4} E_h$, depending on the target statistical accuracy in the AFQMC calculation, resulting in $N_{CD} \lesssim 7.5M$ Cholesky vectors. The algorithm and its performance are discussed next.

2. Implementation of Cholesky decomposition in AFQMC

The symmetric, positive semidefinite ERI supermatrix $V_{\mu\nu}$ is decomposed using a recursive mCD algorithm. Given $J$ Cholesky vectors $L_{\mu}^j (j = 1...J)$, $V_{\mu\nu}$ can be expressed as

$$V_{\mu\nu} = \sum_{j=1}^{J} L_{\mu}^j L_{\nu}^j + \Delta_{\mu\nu}^{(J)} \equiv V_{\mu\nu}^{(J)} + \Delta_{\mu\nu}^{(J)}, \quad (8)$$

where $\Delta_{\mu\nu}^{(J)}$ is the residual error at the $J$-th iteration. The $(J+1)$-th Cholesky vector is obtained from

$$L_{\mu}^{j+1} = \frac{\Delta_{\mu[\nu]}^{(J)}}{\sqrt{\Delta_{\mu[\nu]}^{(J)2} + \delta^2}}, \quad (9)$$

where $[\nu]_J$ indicates the index of the largest diagonal element, $\Delta_{\mu[\nu]}^{(J)}$, of the residual error matrix in the $J$-th iteration. A key point is that only a single column $\Delta_{\mu[\nu]}^{(j)}$ need to be computed and stored at any iteration. This iteration is repeated until $\Delta_{\mu[\nu]}^{(J)}$ is less than $\delta$. This procedure guarantees that all matrix elements of the residual matrix are less than $\delta$:

$$|V_{\mu\nu} - V_{\mu\nu}^{(N_{CD})}| = |\Delta_{\mu\nu}^{(N_{CD})}| \leq \delta, \quad (10)$$

where the number of Cholesky vectors corresponding to this $\delta$ is denoted by $N_{CD}$. Damped prescreening is applied in each iteration step to stabilize the mCD factorization.

Using the $N_{CD}$ Cholesky vectors, the decomposition in Eq. (3) becomes

$$\hat{V} = \frac{1}{2} \sum_{\gamma=1}^{N_{CD}} \left( \sum_{ij} L_{\mu(i,l)}^\gamma c_i^\dagger c_j \right) \left( \sum_{jk} L_{\nu(j,k)}^\gamma c_j^\dagger c_k \right) - \frac{1}{2} \sum_{\gamma=1}^{N_{CD}} \sum_{ij} L_{\mu(i,l)}^\gamma c_i^\dagger \left[ \sum_{jk} L_{\nu(j,k)}^\gamma c_j^\dagger c_k \right]$$

$$+ O(\delta), \quad (11)$$

where the extra one-body operator is also explicitly expressed in terms of the Cholesky vectors. The Cholesky vectors translate directly to the matrix elements of $\hat{v}_\gamma$ in Eq. (4):

$$\hat{v}_\gamma = \sqrt{-1} \sum_{il} L_{\mu(i,l)}^\gamma c_i^\dagger c_l, \quad (12)$$

and the number of auxiliary fields is just given by $N_{CD}$.

In this work the Cholesky vectors were generated “on the fly” within NWChem or MPQC. In GTO-AFQMC, the second-quantized expression for the Hamiltonian must be expressed with respect to orthogonalized GTOs. The mCD procedure [Eq. (3)] is carried out in the original GTO basis, and the resulting Cholesky vectors are then transformed to the orthogonalized basis.
In order to produce high-quality Cholesky vectors which satisfy the accuracy condition Eq. (10), it is imperative that the original ERIs used in the mCD recursive procedure be calculated to very high accuracy and precision. The \( V_{\mu\nu} \) supermatrix will not be strictly positive semidefinite (within machine precision) if there are errors in the calculated ERIs. In a test case with \( M = 180 \), we observe from direct diagonalization of \( V_{\mu\nu} \) that there are some negative eigenvalues of \( \mathcal{O}(-10^{-8}) \). In this case, the resulting Cholesky vectors would not properly reconstitute all the ERIs to within \( \mathcal{O} \) accuracy when \( \delta \) is driven below \( 10^{-8} \). In another test with \( M \sim 550 \), errors in the calculated ERIs smaller than \( 10^{-8} E_h \) lead to violation of Eq. (10) with \( \delta \) set to \( \mathcal{O}(10^{-6}) \).

### 3. GTO-AFQMC/mCD accuracy and timing illustrations

Table I compares the accuracy of GTO-AFQMC calculations using mCD with that using direct diagonalization (DD) of the \( V_{\mu\nu} \) supermatrix. For each \( \delta \) shown, we confirmed that all \( V_{\mu\nu} \) matrix elements are reproduced with error less than \( \delta \). Within statistical uncertainty, the QMC energies are equivalent whether we use DD or mCD with \( \delta \) ranging from \( 10^{-8} \) through \( 10^{-3} E_h \). For this system, the truncation bias of mCD scales as \( 2 \times 10^{-4} E_h \) when \( \delta \gtrsim 3 \times 10^{-3} E_h \). Figure 1 plots the error
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**Figure 1.** (Color online) AFQMC total energy error, \( E_{\text{mCD}}(\delta) - E_{\text{DD}} \), as a function of the mCD threshold parameter \( \delta \), where \( E_{\text{DD}} \) is the energy obtained from direct diagonalization of the Coulomb matrix (energies are given in Table I). The width of the gray line indicates the statistical uncertainty of \( E_{\text{DD}} \). The corresponding error (with respect to the UHF energy) of the trial wave function variational energy is also shown.

![Figure 2](image2.png)

**Figure 2.** (Color online) Log-log plots of wall clock times (seconds) vs. basis size \( M \), comparing DD (+) and mCD (▲) of the ERI supermatrix \( V_{\mu\nu} \). The DD is carried out with 8-thread OpenMP (see text). The mCD timing is obtained from a locally modified MPQC program, for fixed \( \delta = 10^{-6} \). No multithreading is used in the mCD calculations. The dashed (dash-dot) lines are linear regressions. The DD slope \( \sim M^{0.7} \) is consistent with the expected \( M^6 \) scaling, while mCD scales as \( \sim M^{1.1} \).

Table I. GTO-AFQMC total energies for several values of the mCD threshold parameter \( \delta \) for \( \text{Ca}^+ - 4\text{H}_2 \) (\( Z = 2.3 \text{Å} \) and \( \delta h_{\text{UHF}} = 0.7682 \text{Å}; \) see text), using the cc-pVTZ basis (\( M = 155 \)). A fixed Trotter time step \( \tau = 0.01E_h^{-1} \) was used for all the calculations. The total energy \( E_{\text{DD}} \), obtained from direct diagonalization of \( V_{\mu\nu} \), is presented for comparison; the eigenvalue cutoff is also shown. \( N_r \) is the corresponding number of auxiliary-fields. A full rank, symmetric, positive definite \( V_{\mu\nu} \) matrix would have required \( 155^2 = 24025 \) Cholesky vectors. All energies are in \( E_h \).

| \( \lambda_r \) > 2 \times 10^{-8} | \( E_{\text{DD}} \) | \( N_r \) |
|---|---|---|
| 10^{-8} | -681.42990(20) | 2280 |
| 10^{-6} | -681.43003(17) | 1120 |
| 10^{-5} | -681.42988(20) | 850 |
| 10^{-4} | -681.42977(18) | 643 |
| 10^{-3} | -681.42932(19) | 511 |
| 2 \times 10^{-3} | -681.42991(18) | 468 |
| 3 \times 10^{-3} | -681.43102(18) | 436 |
| 3.5 \times 10^{-3} | -681.42956(19) | 425 |
| 4 \times 10^{-3} | -681.39679(19) | 403 |
| 5 \times 10^{-3} | -681.39609(17) | 379 |

\( E_{\text{mCD}}(\delta) - E_{\text{DD}} \) from Table I. For comparison, the corresponding error in the UHF variational energy, computed using the same set of Cholesky vectors, is also shown and is seen to correlate very well with the AFQMC energies.
Our current mCD implementation still has much room for improvement for application to larger systems. The mCD for the preprocessing HS decomposition has not been parallelized. The sparsity of the Cholesky vectors has also not been exploited for the actual GTO-AFQMC calculations. The decomposition of the necessary \( V_{\mu \nu} \) matrix elements scales as \( O(M^3) \) in computer time and the memory required to store the Cholesky vectors also currently scales as \( O(M^3) \). Fully exploiting the sparse structure of the Cholesky vectors would further reduce the memory requirement to \( O(M^2) \) asymptotically for very large molecules.29

### C. \( \text{Ca}^+ - 4\text{H}_2 \) calculation details

As a model of the \( \text{Ca}^+ \) binding site in a hydrogen storage system, the PEC for symmetric dissociation of \( \text{Ca}^+ - 4\text{H}_2 \) was calculated as a function of the \( \text{Ca}^+ - \text{H}_2 \) lateral distance \( Z \) (see Fig. 3). For each value of \( Z \), the \( \text{H} - \text{H} \) distance \( d_{\text{H}-\text{H}} \) is optimized using MP2 with the cc-pCVTZ basis. The UHF wave function is used as the trial wave function \( \Psi_T \). GTO-AFQMC calculations were carried out using the correlation-consistent core-valence (cc-pCVxZ) basis set family for \( \text{Ca}^+27,28\) and cc-pVxZ for the H atoms. (This joint basis is subsequently denoted as “cc-pCVxZ”.) For some selected geometries, calculations were also carried out using a second basis set family denoted “aug-cc-pCVxZ”, which comprises the cc-pCVxZ functions for Ca and the diffuse aug-cc-pVxZ functions for the H atoms.

![Fig. 3. An illustration of the \( \text{Ca}^+ - 4\text{H}_2 \) model chemistry, containing one \( \text{Ca}^+ \) surrounded by four hydrogen molecules in a \( D_{4h} \) symmetric configuration.](image)

Extensive basis-set extrapolation tests were carried out to eliminate the errors from the use of finite GTO basis sets. Such tests have not been systematically reported in previous studies of the system. The best CBS extrapolation procedure separately treats the HF and correlation energies,

\[
E_{\text{HF}}(\infty) \approx E_{\text{HF}}(x) - B e^{-\alpha x},
\]

\[
E_{\text{corr}}(\infty) \approx E_{\text{corr}}(x) - \frac{C}{x^3},
\]

since correlation energy convergence is much slower than HF.49–52 Here \( x \) is the correlation consistent basis cardinal number. The HF CBS extrapolation requires calculations with a minimum of three basis sets, while the correlation energy CBS extrapolation requires at least two.

We examined errors from the Trotter time step \( \tau \) on basis set extrapolation in GTO-AFQMC. With core-valence basis sets, the absolute energy can vary significantly. At the SZ level, for example, the error in the absolute energy is as large as 20 \( mE_h \) for \( \tau = 0.01E_h^{-1} \). Binding energies, however, are less sensitive, since the \( \tau \to 0 \) extrapolation slope for a given basis set was found to be insensitive to the geometry of the system. Binding energies were therefore obtained using a finite time step of \( \tau = 0.01E_h^{-1} \). The validity of this approach was verified by computing energy differences obtained with separate \( \tau \to 0 \) extrapolations at representative geometries. For the valence-only basis sets, the total energies change insignificantly under \( \tau \to 0 \) extrapolation, and the calculations are always reported at \( \tau = 0.01E_h^{-1} \).

The PEC for the \( \text{Ca}^+ - 4\text{H}_2 \) binding energy is given by

\[
E_b(Z) = E_b^{\text{HF}}(Z) + E_b^{\text{corr}}(Z),
\]

where \( E_b^{\text{frag}} \) is the fragment total energy.

\[
E_b^{\text{frag}} = E_{\text{Ca}^+} + 4E_{\text{H}_2}.
\]

In our CBS extrapolation it is convenient to further decompose the binding energy into its HF and correlation contributions,

\[
E_b(Z) = E_b^{\text{HF}}(Z) + E_b^{\text{corr}}(Z),
\]

In this work the HF total energies are extrapolated using \( x \in \{3, 4, 5\} \) in \( E_b^{\text{HF}}(Z) \). The ansatz in Eq. (14) implies that \( E_b^{\text{corr}}(Z) \) varies linearly with respect to \( x^{-3} \),

\[
E_b^{\text{corr}}(Z, \infty) \approx E_b^{\text{corr}}(Z, x) - \frac{C'(Z)}{x^3} \equiv E_b^{\text{corr}}(Z, x) + \Delta E_b^{\text{corr}}(Z, x).
\]

\( C'(Z) \) is a \( Z \)-dependent CBS coefficient. Ideally we would perform AFQMC calculations at all geometries with two or more basis sets to obtain both \( E_b^{\text{corr}}(Z, \infty) \) and \( C'(Z) \) directly. Such a calculation would be unnecessarily expensive, especially at the largest cc-pCV5Z basis level \( (M = 627) \). Instead, AFQMC CBS parameters were obtained at several representative geometries \( (Z) \) using both the \( E_b^{\text{corr}}(Z, x) \) and \( C'(Z) \) directly. The ansatz in Eq. (14) implies that \( E_b^{\text{corr}}(Z) \) varies linearly with respect to \( x^{-3} \),

\[
E_b^{\text{corr}}(Z, \infty) \approx E_b^{\text{corr}}(Z, x) - \frac{C'(Z)}{x^3} \equiv E_b^{\text{corr}}(Z, x) + \Delta E_b^{\text{corr}}(Z, x).
\]

or, equivalently,

\[
C'_{\text{AFQMC}}(Z) \approx \rho C'_{\text{MP2}}(Z).
\]
The MP2 energies were computed using the cc-pCVTZ and cc-pCVQZ basis sets to obtain $C_{\text{MP2}}(Z)$, which determines $\rho$ and the final CBS estimate for the complete AFQMC PEC. We verified that this MP2-assisted approach accurately reproduced direct AFQMC extrapolations at selected geometries to within statistical errors.

Spectroscopic constants associated with the computed PEC were obtained from Morse fits,

$$E_b(Z) = E_0 + \frac{k}{2a^2} \left(1 - e^{-a(Z-Z_0)}\right)^2,$$

where $E_0$ is the well depth minimum, $Z_0$ the location of the well minimum, and $k$ is the one-dimensional harmonic spring constant.

III. RESULTS

In modeling the binding of H$_2$ molecules onto dispersed calcium centers, the convergence with respect to basis set is very delicate. This is illustrated by the all-electron Ca$^+$$-$4H$_2$ PECs in Fig. 4. The solid lines are Morse fits to GTO-AFQMC and MP2 binding energies calculated with the cc-pCVTZ basis set (see Sec. II C for computational details). The symmetric dissociation PECs are seen to exhibit a double-well structure. AFQMC results using larger (cc-pCVQZ and cc-pCV5Z) basis sets are shown at a few selected $Z$. The inner and outer wells show dramatically different rates of basis set convergence. The inner well does not exhibit binding at the cc-pCVQZ basis level. Thus careful extrapolation with the basis sets is required in these systems to reach the CBS limit.

We now show that the basis set must well represent the semicore Ca 3$s$ and 3$p$ states for accurate extrapolation. Figure 5 plots the total energies of Ca$^+$$-$4H$_2$ for correlated valence basis sets (cc-pV$x$Z and aug-cc-pV$x$Z) and correlated core-valence basis sets (cc-pCV$x$Z and aug-cc-pCV$x$Z), as a function of basis cardinal number [$x \in \{3, 4, 5\}$; see Eq. (14)]. The calculations are for $Z = 2.3$ Å, which is near the inner well minimum. With the core-valence basis sets, the energies show linear dependence on $x^{-3}$, consistent with the ansatz in Eq. (4), while the valence-only series do not. For reference and benchmark purposes, selected GTO-AFQMC total energies are tabulated in Table II.

The importance of proper core-valence treatment is also evident in the binding energies, as shown by Fig. 6 where results for both the inner- and outer-well regions are shown. For comparison, MP2 results are also shown for the inner-well region. The magnitude of core-valence effects is clearly larger in the inner-well region. This is due to the Kubas interaction involving Ca(3$d$) states. Since the spatial extent of the semicore Ca(3$s$,3$p$) is similar to the Ca(3$d$) states, core-valence effects are magnified in this region. The CBS extrapolation lowers the inner well minimum by nearly 0.4 eV compared to the cc-pCVTZ basis results. By contrast, the outer well depth is lowered by only < 0.1 eV. Even at the cc-pCV5Z level the binding energy is still ~ 0.05 eV higher than the CBS limit for the inner well, while at the outer well it has long converged. Figure 6 also shows that the CBS limit is relatively insensitive to the use of diffuse "aug" functions for the H atoms. These results emphasize that it is necessary to use larger core-valence correlation-consistent basis sets in many-body calculations for such weakly bound hydrogen storage systems with binding-site atoms containing semicore states.

In Figs. 5 and 6 we see that, with the cc-pCV$x$Z basis sets, even the total and binding energies follow the $x^{-3}$ scaling to a very good degree, which is the form for correlation ener-
TABLE II. All electron GTO-AFQMC Ca$^+$–4H$_2$ total energies (in $E_h$) for two geometries and two correlation-consistent core-valence basis sets. “Inner well” corresponds to $Z = 2.3$ Å and $d_{H-H} = 0.7682$ Å; “outer well” corresponds to $Z = 4.0$ Å and $d_{H-H} = 0.7362$ Å. The total energies of the isolated Ca$^+$ and H$_2$ fragments are also shown. The mCD method with $\delta = 10^{-5} E_h$ is used, unless otherwise noted. In all cases, bias from mCD is much smaller than the AFQMC statistical error, which are on the last two digits and are indicated in parentheses. All energies were extrapolated to the $\tau \to 0$ limit. CBS indicates the complete basis set extrapolated limit.

| Basis set | $M$ | $Z = 2.3$ Å | $Z = 4.0$ Å | $d_{H-H} = 0.7362$ Å |
|-----------|-----|-------------|-------------|----------------------|
| Basis family: cc-pCVxZ | $x = 3$ | 180 | $-681.61620(61)$ | $-681.62600(71)$ | $-676.93411(28)$ | $-1.17257(11)$ |
| | $x = 4$ | 358 | $-681.83561(74)$ | $-681.84005(76)$ | $-677.13904(45)$ | $-1.17384(18)$ |
| | $x = 5$ | 627 | $-681.9189(12)$ | $-681.92106(77)$ | $-677.21997(52)$ | $-1.17412(15)$ |
| CBS | $\infty$ | $-681.99706(10)$ | $-681.99954(84)$ | $-677.29517(52)$ | $-1.17447(17)$ |
| Basis family: aug-cc-pCVxZ | $x = 3$ | 252 | $-681.62437(79)$ | $-681.63180(89)$ | $-1.172826(83)$ |
| | $x = 4$ | 486 | $-681.8395(11)$ | $-681.84151(71)$ | $-1.17397(22)$ |
| | $x = 5$ | 827 | $-681.92056(80)$ | $-681.9213(10)$ | $-1.17434(12)$ |
| CBS | $\infty$ | $-682.00018(94)$ | $-681.99718(99)$ | $-1.17466(14)$ |

$^a$ $\delta = 10^{-5} E_h$

$^b$ $\delta = 10^{-4} E_h$

FIG. 6. (Color online) Top panels: The binding energy of Ca$^+$–4H$_2$ system near the inner well minimum ($Z = 2.3$ Å, $d_{H-H} = 0.7682$ Å) plotted against ($x^{-3}$), where $x$ is the correlation consistent basis cardinal number. Bottom panels: The binding energy near the outer well minimum ($Z = 4.0$ Å, $d_{H-H} = 0.7362$ Å).

gies, as shown in Eq. (14). This is so because the HF energy converges rapidly with the basis size, as indicated by Eq. (13). For example, the HF energy changes by roughly $-4 mE_h$ from cc-pCVTZ to the CBS limit across different $Z$ values, in contrast to a change in correlation energy of almost $-400 mE_h$. Similarly, the corresponding HF binding energy changes only by about $-1 mE_h$ ($-0.03$ eV). Thus, using the procedure described in Sec. II C the many-body results with core-valence correlation-consistent basis sets can be extrapolated to the CBS limit in a very robust fashion.

Table II shows the extrapolated binding energy results at two representative geometries. HF is qualitatively correct for the outer well, capturing more than half of the well depth. For the inner well, HF is unbound by a very large amount on the scale of interest, by more than 0.8 eV. Thus, consistent with the discussion above on the slow convergence of the Kubas complex, the binding of the inner well is dominated by electron correlation effects, which contribute almost 1 eV to the well depth.

Figure 7 presents the final Ca$^+$–4H$_2$ symmetric PEC from GTO-AFQMC calculations, after extrapolation to the CBS limit. The GTO-AFQMC binding energies from the aug-cc-pCVSZ basis set are shown at $Z = 2.3$ and 4.0 Å to indicate the effect of the extrapolation (recall Fig. 4). The extrapolation of the AFQMC results was done with the procedure described in Sec. II C assisted by MP2 CBS corrections. As mentioned, this procedure was verified by direct extrapolations of the AFQMC results at two representative geometries using the $x \in \{3, 4, 5\}$ series, as shown in Table III which gave completely consistent results. In addition, at multiple other geometries, extrapolations of the AFQMC results using
AFQMC statistical uncertainties. The PEC is shown as a function of \( Z \) versus the inner and outer well depths within the AFQMC statistical accuracy. The crossover between the two wells occurs at \( Z \sim 2.5 \text{ Å} \). Below we first comment further on possible sources of uncertainty.

A possible source of error in the PEC is the basis set superposition error (BSSE). For a finite basis, when two or more fragments are brought together, the resulting “molecule” enjoys additional degrees of freedom not present in the isolated fragments. This BSSE results in the artificial enhancement of the predicted binding energy. Counterpoise (CP) corrections represent an attempt to reduce the BSSE. In the Ca\(^{+}\)–4H\(_2\) system, the effect of the CP correction on HF energies is negligible even at the relatively small cc-pCVTZ basis level. For many-body calculations, we investigated the effect of the CP correction within MP2. The binding energy at the CBS limit was changed by \( \sim 0.02 \text{ eV} \) for the inner well, while the correction in the outer well is negligible. This estimate indicates that the effect of CP correction is within the statistical error of GTO-AFQMC and does not change our conclusions.

A second and related possible source of error is the basis set convergence, as discussed extensively in the previous two sections. This is a system which is particularly demanding in terms of reaching the CBS limit, as we have already shown. The consistency of our various cross-checks suggest that the errors from basis set extrapolation are captured in the indicated uncertainties in Fig. 7 and in Table IV. After we completed this work we were made aware of more recent core-valence basis sets by Iron and co-workers. They have been employed to determine spectroscopic constants for quantum defect calculations in calcium. We have tested these new basis sets, with and without the additional d functions, using MP2 on the Ca\(^{+}\)–4H\(_2\) binding energy at \( Z = 2.3 \text{ Å} \). We found that the binding energy results were consistent with those from the cc-pCV\(_x\)Z basis sets which we have employed in the present paper. For example, the binding energy at the 5Z level agreed to within 0.003 eV.

A third possible source of error is that our AFQMC method is not exact. The phaseless approximation is made to control the sign/phase problem, and as a result there is a systematic bias. The ground state energies calculated from the method is not exact. The phaseless approximation is made to control the sign/phase problem, and as a result there is a systematic bias. As mentioned, for a variety of benchmarks and applications, the systematic bias is shown to be very small, consistently reaching the level of accuracy of CCSD(T). For bond-stretching and bond-breaking, the method is shown to be more accurate than CCSD(T) for the present systems, internal checks by varying the form of the trial wave function indicate that the results are very robust.

We next compare our results with previous calculations. As discussed in the previous section, MP2 is seen to describe the system quite well. Due to its nonperturbative nature, AFQMC recovers more correlation energy compared to MP2. For ex-

### Table IV. Spectroscopic constants associated with the AFQMC inner and outer wells depicted in Fig. 7. These parameters were obtained by fitting a Morse curve to the two wells separately. The error bars shown in parentheses below include both the fitting and AFQMC statistical uncertainties.

| Quantity                  | Units | Inner well  | Outer well |
|---------------------------|-------|-------------|------------|
| Well depth minimum \( E_0 \) | eV    | -0.178(16)  | -0.1566(71) |
| Equilibrium distance \( Z_0 \) | Å     | 2.205(17)   | 3.375(41)  |
| Spring constant \( k \) | eV/Å\(^2\) | 13.0(22)    | 0.342(37)  |

The \( x \in \{3, 4\} \) series were done as further confirmation, which lead to statistically indistinguishable results at the CBS limit.

The corresponding MP2 results at the CBS limit are also shown. MP2 is seen to represent the double-well structure reasonably well (Figs. 4 and 7). However, there are some significant deviations from AFQMC. The MP2 inner well is more shallow: at the largest basis set (cc-pCV5Z), the MP2 inner-well binding energy is \( \sim 0.05 \text{ eV} \) smaller than AFQMC. The MP2 outer well, by contrast, is deeper and broader than that of AFQMC. This is perhaps not surprising, given the much stronger effect of electron correlation in the inner well region. We comment more on the MP2 results in Sec. IV.

The solid lines with gray shading in Fig. 7 represent Morse fits of the GTO-AFQMC binding energies at the CBS limit, where the width of the shading indicates the uncertainties in the fits. As mentioned, the two regions have separate Morse fits. The fitting uncertainty in the inner well is \( \lesssim 0.02 \text{ eV} \), and \( \lesssim 0.01 \text{ eV} \) for the outer well. Spectroscopic constants corresponding to the Morse fitted GTO-AFQMC CBS results are shown in Table IV. The two well minima have comparable well depths within the AFQMC statistical accuracy.

### IV. DISCUSSION

In the previous section, the GTO-AFQMC Ca\(^{+}\)–4H\(_2\) PEC was shown to have a double-well structure with weak binding of four H\(_2\) molecules. After extrapolation to the CBS limit, binding energies of \(-0.178(16)\) and \(-0.1566(71)\) eV were found at the respective minima of the inner and outer wells, essentially the same within statistical errors. The crossover between the two wells occurs at \( Z \sim 2.5 \text{ Å} \). Below we first comment further on possible sources of uncertainty.

A possible source of error in the PEC is the basis set superposition error (BSSE). For a finite basis, when two or more fragments are brought together, the resulting “molecule” enjoys additional degrees of freedom not present in the isolated fragments. This BSSE results in the artificial enhancement of the predicted binding energy. Counterpoise (CP) corrections represent an attempt to reduce the BSSE. In the Ca\(^{+}\)–4H\(_2\) system, the effect of the CP correction on HF energies is negligible even at the relatively small cc-pCVTZ basis level. For many-body calculations, we investigated the effect of the CP correction within MP2. The binding energy at the CBS limit was changed by \( \sim 0.02 \text{ eV} \) for the inner well, while the correction in the outer well is negligible. This estimate indicates that the effect of CP correction is within the statistical error of GTO-AFQMC and does not change our conclusions.

A second and related possible source of error is the basis set convergence, as discussed extensively in the previous two sections. This is a system which is particularly demanding in terms of reaching the CBS limit, as we have already shown. The consistency of our various cross-checks suggest that the errors from basis set extrapolation are captured in the indicated uncertainties in Fig. 7 and in Table IV. After we completed this work we were made aware of more recent core-valence basis sets by Iron and co-workers. They have been employed to determine spectroscopic constants for quantum defect calculations in calcium. We have tested these new basis sets, with and without the additional d functions, using MP2 on the Ca\(^{+}\)–4H\(_2\) binding energy at \( Z = 2.3 \text{ Å} \). We found that the binding energy results were consistent with those from the cc-pCV\(_x\)Z basis sets which we have employed in the present paper. For example, the binding energy at the 5Z level agreed to within 0.003 eV.

A third possible source of error is that our AFQMC method is not exact. The phaseless approximation is made to control the sign/phase problem, and as a result there is a systematic bias. The ground state energies calculated from the method is not guaranteed to be a variational upper bound. As mentioned, for a variety of benchmarks and applications, the systematic bias is shown to be very small, consistently reaching the level of accuracy of CCSD(T). For bond-stretching and bond-breaking, the method is shown to be more accurate than CCSD(T) for the present systems, internal checks by varying the form of the trial wave function indicate that the results are very robust.

We next compare our results with previous calculations. As discussed in the previous section, MP2 is seen to describe the system quite well. Due to its nonperturbative nature, AFQMC recovers more correlation energy compared to MP2. For ex-
ample, at the CBS limit, the AFQMC Ca$^+\!-\!4\text{H}_2$ total energies are $\sim 60\,\text{mE}_\text{h}$ lower at all geometries. Cancellation of errors greatly reduces the discrepancies in the corresponding binding energies. The high symmetry and absence of near-degeneracy in the Ca$^+\!-\!4\text{H}_2$ system also makes it easier for MP2 to perform well. The fourfold symmetric Ca$^+\!-\!4\text{H}_2$ system is in a half-filled, closed-shell configuration. Open-shell configurations and near degeneracies in other cases would be more challenging.

The CCSD(T)/CBS results of Ohk and co-workers also predict binding for both the inner and outer wells. However, Ohk et al. used valence-only correlation consistent basis sets, and only up to cc-pVQZ to find the CBS limit. As shown in the previous section, extrapolations with valence-only basis sets is problematic. Moreover, their crossover position is at $Z \sim 2.3\,\text{Å}$, while our AFQMC and MP2 crossovers are at $Z \sim 2.5\,\text{Å}$.

In comparing with the DMC results of Bajdich et al., we note that in general DMC is a highly accurate many-body method. Their prediction calculates an inner well that is not bound ($E_0 \sim 0.06\,\text{eV}$) and an outer well that is weakly bound ($E_0 \sim -0.07\,\text{eV}$). Their crossover position is more consistent with our PEC than with the results of Ohk et al. They used $Z = 4.6\,\text{Å}$ as representative of the unbound fragments. Our result suggests that at $Z = 4.6\,\text{Å}$ the Ca$^+\!-\!4\text{H}_2$ is still weakly bound with $E_b \sim -0.08\,\text{eV}$. Correcting the DMC PEC by this amount increases the DMC outer well binding strength to agree with AFQMC. The DMC inner well remains essentially unbound. The DMC calculations fixed $d_{\text{H}\!-\!\text{H}} = 0.77\,\text{Å}$, but our test calculations with AFQMC varying $d_{\text{H}\!-\!\text{H}}$ show that this only has a small effect on the binding energy, $< 0.01\,\text{eV}$. Thus, the most likely cause for the discrepancy on the inner well would appear to be the fixed-node error in DMC. The use of only triple-zeta quality basis sets in the trial wave functions of the DMC calculations may have contributed to increase this error.

V. SUMMARY

The phaseless auxiliary-field quantum Monte Carlo method was used to accurately predict the binding energy of Ca$^+\!-\!4\text{H}_2$, a model chemistry that has recently been used to test the reliability of electronic structure methods for H$_2$ binding on dispersed alkaline earth centers. A modified Cholesky decomposition is implemented to realize the Hubbard-Stratonovich transformation efficiently in AFQMC with large basis sets, which removes a memory and computational bottleneck. We employ the largest correlation consistent Gaussian-type basis sets available, up to cc-pCV5Z for Ca, to accurately extrapolate to the complete basis limit. The resulting potential energy curve exhibits binding with a double-well structure, with nearly equal binding energy minima of $\sim -0.18\,\text{eV}$. We showed that an accurate description of the inner well Kubas complex requires the use of the correlation-consistent core-valence basis set series cc-pCVxZ. While the model’s binding energy of $\sim -0.04\,\text{eV}/\text{H}_2$ falls short, in itself, of the targeted optimum design value by more than a factor of three, the results are encouraging for further study of larger, more realistic models as potential candidates for hydrogen storage media.

The results in this paper demonstrate that the phaseless AFQMC method can accurately treat the weakly bound systems of interest for hydrogen storage. This is consistent with earlier results on a variety of materials systems. As GTO-AFQMC continues to improve, it can be expected to treat larger, more realistic, nanoscale size systems, with the largest available GTO basis sets. We hope that the latest results will encourage the integration of the GTO-AFQMC method with quantum chemistry approaches, as a component of the community’s efforts for improving energy technologies.
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