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Abstract. Turán observed that logarithmic partial sums $\sum_{n \leq x} \frac{f(n)}{n}$ of completely multiplicative functions (in the particular case of the Liouville function $f(n) = \lambda(n)$) tend to be positive. We develop a general approach to prove two results aiming to explain this phenomena. Firstly, we show that for every $\varepsilon > 0$ there exists some $x_0 \geq 1$, such that for any completely multiplicative function $f$ satisfying $-1 \leq f(n) \leq 1$, we have

$$\sum_{n \leq x} \frac{f(n)}{n} \geq -\frac{1}{(\log \log x)^{1-\varepsilon}}, \quad x \geq x_0.$$ 

This improves a previous bound due to Granville and Soundararajan. Secondly, we show that if $f$ is a typical (random) completely multiplicative function $f : \mathbb{N} \to \{ -1, 1 \}$, the probability that $\sum_{n \leq x} \frac{f(n)}{n}$ is negative for a given large $x$, is $O(\exp(-\exp(\log x \cdot \log \log \log x)))$. This improves on recent work of Angelo and Xu.

1. Introduction

An immediate consequence of the celebrated Dirichlet's class number formula is that $L(1, \chi) > 0$ for any primitive real multiplicative character $\chi$ of modulus $q$. It thus follows that there exists some $x_0(q)$ which may depend on $q$ such that

$$\sum_{n \leq x} \frac{\chi(n)}{n} \geq 0, \quad \text{for all } x \geq x_0(q).$$

(1.1)

Establishing quantitative variants of (1.1) is a fundamental problem related to the existence of putative Siegel zeros. Such problems have origins in the work of Turán [14], who showed that if partial sums of the Liouville function satisfy

$$\sum_{n \leq x} \frac{\lambda(n)}{n} \geq 0, \quad \text{for all } n \geq 1,$$

(1.2)

then the Riemann hypothesis is true. Haselgrove [10] proved that, in fact (1.2) is false, with a rather amusing $x = 72, 185, 376, 951, 205$ being the smallest integer counterexample to (1.2) which was found in [3]. This naturally raises the question: why is this number so large?

On the other hand, as noted by Granville and Soundarajan [6], the above considerations combined with quadratic reciprocity imply there exist real Dirichlet $L$-functions with negative truncations

$$\sum_{n \leq x} \frac{\chi(n)}{n} < 0, \quad \text{for some } x \geq x_0,$$

(1.3)
for any large \( x_0 \geq 1 \). In particular, \( x_0 \) in (1.1) cannot be taken to be uniform with respect to \( q \) and one may ask how negative the sums in (1.1) can get.

To facilitate our discussion, as in [6], we let \( \mathcal{F}, \mathcal{F}_1 \) and \( \mathcal{F}_0 \) denote the set of multiplicative functions satisfying \(-1 \leq f(n) \leq 1, f(n) = \pm 1 \) and \( f(n) \in \{-1, 0, 1\} \) respectively. A quantitative form of the above question is to establish lower bounds for the quantities

\[
\delta(x) = \min_{f \in \mathcal{F}} \sum_{n \leq x} \frac{f(n)}{n}, \quad \delta_i(x) = \min_{f \in \mathcal{F}_i} \sum_{n \leq x} \frac{f(n)}{n}, \quad i \in \{-1, 0, 1\}.
\]

We clearly have

(1.4) \[
\delta(x) \leq \delta_0(x) \leq \delta_1(x),
\]

and a quadratic reciprocity argument yields

\[
\delta_0(x) = \min_{\chi \text{ quadratic character}} \sum_{n \leq x} \frac{\chi(n)}{n}.
\]

In [6], Granville and Soundararajan showed that for sufficiently large \( x \), we have

(1.5) \[
\delta(x) \geq -\frac{1}{(\log \log x)^{3/5}},
\]

and

\[
\delta_1(x) \leq -\frac{c}{\log x},
\]

and raised the question of improving these results. In view of (1.4), the latter furnishes upper and lower bounds for \( \delta, \delta_0, \delta_1 \), however understanding their asymptotic behaviour remains a mystery. Our first result gives the following improvement of (1.5).

**Theorem 1.1.** For any \( \varepsilon > 0 \) there exists \( x_0 \) such that if \( x \geq x_0 \), then

\[
\delta(x) \geq -\frac{1}{(\log \log x)^{1-\varepsilon}}.
\]

Another route to explain the positivity bias is to ask, given large \( x \), how likely it is for \( \sum_{n \leq x} \frac{f(n)}{n} \) to be negative for a typical (random) completely multiplicative function? To this end, we let \( (f(p))_{p \text{ prime}} \) to be a sequence of independent random variables taking values \( \pm 1 \) with probability \( 1/2 \) and put \( f(n) = \prod_{p^k || n} f^k(p) \) for all \( n \geq 1 \). Sign changes of partial sums of random multiplicative functions have been subject of a series of recent investigations, see [1], [2] and [12].

Exploring a connection to the Euler product approximation, Angelo and Xu [1] showed that if \( f \) is a random completely multiplicative function \( f : \mathbb{N} \to \{\pm 1\} \), the probability that \( \sum_{n \leq x} \frac{f(n)}{n} \) is negative for a given large \( x \), is extremely small, that is \( O(\exp(-\exp(\frac{\log x}{c \log \log x})) \)), for some absolute constant \( C > 0 \). Using a different approach we establish somewhat stronger result.
Theorem 1.2. Let $f : \mathbb{N} \rightarrow \{-1, 1\}$ be a random completely multiplicative function. Then for any large $x$, the probability that

$$\sum_{n \leq x} \frac{f(n)}{n} < 0,$$

is $O(\exp(-\exp(\log x \log \log \log x / c \log \log x)))$.

On the other hand, Granville and Soundararajan showed that for any large $x$, there is a function $f : \mathbb{N} \rightarrow \{-1, 1\}$, for which (1.6) holds (see [6]). Thus the probability of the event (1.6) is at least $\frac{1}{2\pi(x)}$. It remains an interesting open problem to determine the exact order of the above quantity. In this direction, we note it does not seem difficult to modify their argument to show (1.6) holds with probability $\frac{1}{2\pi(x)}$, for some $c < 1$.

1.1. Ideas of the proofs. Roughly speaking, both proofs start with a simple convolution identity (which is also used in [6] but not in [1]) and our improvements come from introducing bilinear structure to incorporate finer information on the distribution of $f$ on large primes $x^v \leq p \leq x$. More precisely, if $g(n) = \sum_{d|n} f(n)$ then

$$\sum_{n \leq x} \frac{f(n)}{n} = \frac{1}{x} \sum_{n \leq x} g(n) + \frac{1}{x} \sum_{n \leq x} f(n) \left\{ \frac{x}{n} \right\},$$

and crucially $g(n) \geq 0$ for all $n \geq 1$. The remaining task is to produce satisfactory lower and upper bounds for the first and second terms respectively. In the case of Theorem 1.1, one may proceed further and write as in Lemma 2.1,

$$\sum_{n \leq x} \frac{f(n)}{n} = \frac{1}{x} \sum_{n \leq x} g(n) + (1 - \gamma) \frac{1}{x} \sum_{n \leq x} f(n) + O \left( \frac{1}{\log^{1/5} x} \right).$$

To upper bound the second term we use Halász type estimates due to Hall and Tenenbaum (Lemma 2.3) and more recent bounds due to Granville, Harper and Soundararajan (Lemma 2.2). The key novelty in our approach lies in treating the lower bounds for the first sum. Here, rather than using a classical bound due to Hildebrand (as in [6]), we rely on a recent additive combinatorics result of Matomäki and Shao [13], which allows us to prove the main technical Proposition 3.3.

In order to prove Theorem 1.2, we notice that due to positivity

$$\frac{1}{x} \sum_{n \leq x} g(n) \geq \frac{1}{x} \sum_{p \leq x} (1 + f(p)),$$

and direct application of Bernstein’s inequality produces a simple lower bound $\frac{1}{x} \sum_{n \leq x} g(n) \gg \frac{1}{\log x}$ with an acceptable probability. We are thus left with estimating the probability of the event

$$\sum_{n \leq x} f(n) \left\{ \frac{x}{n} \right\} \ll \frac{x}{\log x}.$$
We do so by a direct application of the majorant principle and upper bounding very high moments of the unweighted partial sums $E|\sum_{n \leq x} f(n)|^{2q}$. The key observation here (see Proposition 5.2) is that since we are interested in the event when the partial sums are extremely large (in absolute value), it is more beneficial to work “close to the 1-line” rather than proceed, as in the work of Harper [9], to “1/2-line” (where the main interest is when partial sums have typical size around $\sqrt{x}$). This is accomplished by introducing bilinear structure and using bounds on the density of smooth numbers as well as Rankin’s trick to treat contribution of large primes.

We believe that Proposition 3.3 and Proposition 5.2 are of independent interest and could be useful in future investigations.

2. Preliminaries

Here we collect several key facts, based on the argument of Granville and Soundararajan [6]. The following is [6, Proposition 3.1].

**Lemma 2.1.** Let $f \in \mathcal{F}$ and define $g(n) = \sum_{d \mid n} f(d)$. Then

$$\sum_{n \leq x} \frac{f(n)}{n} = \frac{1}{x} \sum_{n \leq x} g(n) + (1 - \gamma) \frac{1}{x} \sum_{n \leq x} f(n) + O \left( \frac{1}{(\log x)^{1/5}} \right),$$

where $\gamma$ denotes Euler’s constant.

We will use a version of Halász’s theorem in the form given by Granville, Harper and Soundararajan [5].

**Lemma 2.2.** Let $f \in \mathcal{F}$ and define $M = M(x)$ by

$$\max_{|t| \ll \log x} \left| \frac{F(1 + 1/ \log x + it)}{1 + 1/ \log x + it} \right| = e^{-M(\log x)},$$

where $F(s) = \sum_{n=1}^{\infty} \frac{f(n)}{n^s}$. Then

$$\sum_{n \leq x} f(n) \ll (1 + M) e^{-M} x + \frac{(\log x)^{o(1)}}{(\log x)}.$$

A result of Hall and Tenenbaum [8] allows one to remove the dependence on $t$ in Lemma 2.2 at the cost of a worse upper bound.

**Lemma 2.3.** For any $f \in \mathcal{F}$ we have

$$\sum_{n \leq x} f(n) \ll x \exp \left( -\kappa \sum_{p \leq x} \frac{1 - f(p)}{p} \right),$$

with $\kappa = 0.32867$. 
3. Lower bounds for nonegative multiplicative functions

We next show how ideas from \[7, 13\] may be used to obtain lower bounds for the function \(g(n)\) defined in Lemma 2.1. The main result of this section is Proposition 3.3.

The following is due to Matomäki and Shao \[13, Hypothesis P\] which improves work of Granville, Koukoulopoulos and Matomäki \[7\].

**Lemma 3.1.** Fix \(\lambda \in (0, 1)\). If \(x\) is sufficiently large, \(u, v\) satisfy

\[
1 \leq u \leq v \leq \frac{\log x}{1000 \log \log x},
\]

and \(\mathcal{P}\) is a subset of the primes in \((x^{1/v}, x^{1/u}]\) with

\[
\sum_{p \in \mathcal{P}} \frac{1}{p} \geq \frac{1 + \lambda}{u},
\]

then there exists an integer \(k \in [u, v]\) such that

\[
\left| \left\{ (p_1, \ldots, p_k) \in \mathcal{P}^k : \frac{x}{2} \leq p_1 \cdots p_k \leq x \right\} \right| \geq \pi_v \frac{x}{v^k \log x},
\]

where \(\pi_v\) is a constant with \(\pi_v = v^{-o(v)}\) as \(v \to \infty\). If \(u\) is fixed and \(v \geq 1000u^2/\lambda^2\), one can take \(k \leq e^{-1/u}v\).

Our next result uses arguments in the spirit of \[11, pg. 218\].

**Lemma 3.2.** Let \(g\) be a nonnegative multiplicative function satisfying

\[
g(p^j) \leq j + 1,
\]

for each prime power \(p^j\). For any real numbers \(x, z \geq 1\), we have

\[
\sum_{n \leq x} \frac{g(n)}{n} \gg \exp \left( \sum_{p \leq z} \frac{g(p)}{p} \right) \left( 1 - C \exp \left( -\frac{\log x}{\log z} \right) \right),
\]

for some absolute constant \(C\).

**Proof.** Let \(\delta = \frac{1}{\log z}\), and consider

\[
\sum_{n \leq x} \frac{g(n)}{n} \geq \sum_{n \geq 1} \frac{g(n)}{n} - \sum_{n > x} \frac{g(n)}{n}
\]

\[
\geq \prod_{p \leq z} \left( 1 + \sum_{j \geq 1} \frac{g(p^j)}{p^j} \right) - \frac{1}{x^\delta} \sum_{n \geq 1} \frac{g(n)}{n^{1-\delta}}.
\]
By (3.1) we get
\[
\log \left( \sum_{\substack{n \geq 1 \\colon p|n \Rightarrow p \leq z}} \frac{g(n)}{n^{1-\delta}} \right) = \sum_{p \leq z} \frac{g(p)}{p} + O(1).
\]
This implies that for some absolute constant \( C \),

\[
\sum_{\substack{n \leq x \\colon p|n \Rightarrow p \leq z}} \frac{g(n)}{n} \gg \exp \left( \sum_{p \leq z} \frac{g(p)}{p} \right) \left( 1 - C \exp \left( -\frac{\log x}{\log z} \right) \right),
\]
and the result follows. \( \square \)

We are now in a position to establish the main result of this section.

**Proposition 3.3.** Let \( \varepsilon > 0 \) be sufficiently small, \( f \in \mathcal{F} \) and define \( g(n) = \sum_{d|n} f(d) \). For \( 0 < \delta < 1 \), let \( \mathcal{P}_\delta \) denote the set \( \mathcal{P}_\delta = \{ p \text{ prime } : f(p) \geq -\delta \} \), and suppose for some \( \frac{40000}{\varepsilon^2} \leq v \leq \frac{\log x}{1000 \log \log x} \),

we have
\[
\sum_{\substack{p \in \mathcal{P}_\delta \\colon x^{1/v} \leq p \leq x}} \frac{1}{p} \geq 1 + \varepsilon.
\]
Then
\[
\sum_{n \leq x} g(n) \gg \varepsilon^2 \left( \frac{1 - \delta}{v} \right)^{v(1+o(1))/\varepsilon} \exp \left( \sum_{p \leq x} \frac{f(p)}{p} \right) x.
\]

**Proof.** Let \( G = \sum_{n \leq x} g(n) \), and define
\[
\mathcal{A} = \mathcal{P}_{-1} \cap [1, x^{1/v}], \quad \mathcal{B} = \mathcal{P}_\delta \cap (x^{1/v}, x],
\]
so that
\[
G \geq \sum_{a \leq x^{2/5}} g(a) \sum_{b \leq x/a} g(b) \sum_{p \leq z} \frac{f(p)}{p}.
\]
If \( p \in \mathcal{P}_\delta \), then once again \( g(p^a) \geq 1 - \delta \), and hence
\[
G \geq \sum_{a \leq x^{2/5}} g(a) \sum_{b \leq x/a} (1 - \delta)^{\Omega(b)},
\]
where \( \Omega(n) \) counts the number of prime factors of an integer \( n \) with multiplicity.
Our next step is to apply Lemma 3.1 to the inner summation over \( b \). This requires verifying for each \( a \leq x^{\varepsilon/5} \) the lower bound

\[
\sum_{p \in \mathcal{P}_b} \frac{1}{p} \geq 1 + \frac{\varepsilon}{2}.
\]

By (3.2)

\[
\sum_{p \in \mathcal{P}_b, (x/a)^{\varepsilon} \leq p \leq x/a} \frac{1}{p} \geq \sum_{p \in \mathcal{P}_b, x^{1-\varepsilon/5} \leq p \leq x} \frac{1}{p} \geq 1 + \varepsilon - \sum_{p \in \mathcal{P}_b, x/a \leq p \leq x} \frac{1}{p},
\]

and for \( a \) satisfying \( a \leq x^{\varepsilon/5} \) we have

\[
\sum_{p \in \mathcal{P}_b, x/a \leq p \leq x} \frac{1}{p} \leq \log \log x - \log \log (x/a) + o(1)
\]

\[
\leq \log \log x - \log \log x^{1-\varepsilon/5} \leq \frac{\varepsilon}{4} + o(1),
\]

which combined with the above implies (3.5). Hence by Lemma 3.1, for each such \( a \), if \( v \) satisfies

\[
v \geq \frac{40000}{\varepsilon^2},
\]

there exists an integer \( k \leq \frac{\varepsilon}{e} \), such that

\[
\left| \left\{ (p_1, \ldots, p_k) \in \mathcal{P}_b^k : \frac{x}{2a} \leq p_1 \cdots p_k \leq \frac{a}{x} \right\} \right| \geq v^{o(v)} \frac{x}{v^k a \log x}.
\]

We see that

\[
\sum_{b \leq x/a \atop \substack{p \mid b \implies p \in B}} (1-\delta)^{\Omega(b)} \geq v^{o(v)} \left( \frac{1-\delta}{v} \right)^k \frac{x}{a \log x}
\]

\[
\geq \left( \frac{1-\delta}{v} \right)^{v(1+o(1))/e} \frac{x}{a \log x},
\]

and hence by (3.4)

\[
G \geq \left( \frac{1-\delta}{v} \right)^{v(1+o(1))/e} \frac{x}{\log x} \sum_{a \leq x^{1/5} \atop p \mid a \implies p \in A} \frac{g(a)}{a}.
\]

Recalling (3.3)

\[
\sum_{a \leq x^{1/5} \atop p \mid a \implies p \in A} \frac{g(a)}{a} = \sum_{a \leq x^{1/5}} \frac{g(a)}{a}.
\]
which combined with (3.6) and Proposition 3.3 yields
\[
\sum_{a \leq x^{1/5}}, p | a \Rightarrow p \in A \quad \frac{g(a)}{a} \geq \exp \left( \sum_{p \leq x^{1/4000}} \frac{g(p)}{p} \right) (1 + O(\varepsilon)).
\]

Assuming \( \varepsilon \) sufficiently small and using (3.7) gives the bound
\[
G \geq \left( \frac{1 - \delta}{v} \right)^{v(1+o(1))/e} \frac{x}{\log x} \exp \left( \sum_{p \leq x^{1/4000}} \frac{g(p)}{p} \right),
\]
and the result follows after noting
\[
\sum_{p \leq x^{1/4000}} \frac{g(p)}{p} \geq \sum_{p \leq x} \frac{g(p)}{p} + 2 \log \varepsilon + O(1) \geq \log \log x + \sum_{p \leq x} \frac{f(p)}{p} + 2 \log \varepsilon + O(1).
\]

\[\square\]

4. Proof of Theorem 1.1

Since we may assume
\[
\sum_{n \leq x} \frac{f(n)}{n} \leq -\frac{1}{(\log x)^{1/6}},
\]
Lemma 2.1 and Lemma 2.2 imply
\[
\sum_{n \leq x} \frac{f(n)}{n} \geq 2 \left( \frac{1}{x} \sum_{n \leq x} g(n) - C_0 \left| \sum_{n \leq x} f(n) \right| \right),
\]
and
\[
\sum_{n \leq x} \frac{f(n)}{n} \geq 2 \left( \frac{1}{x} \sum_{n \leq x} g(n) - C(1 + M)e^{-M} \right),
\]
for absolute constants \( C_0, C \) and
\[
\left| \frac{F(1 + 1/\log x + it)}{1 + 1/\log x + it} \right| = e^{-M}(\log x),
\]
for some \( |t| \ll \log x \). Let \( \varepsilon, \varepsilon_1, \varepsilon_2 > 0 \) be small and put
\[
\delta = 1 - \varepsilon_1, \quad v = (\log \log x)^{1-\varepsilon_2},
\]
and consider the set
\[
\mathcal{P}_\delta = \{ p \leq x : f(p) \geq -\delta \}. \]
We distinguish between

(4.5) \[ \sum_{x^{1/v} \leq p \leq x \atop p \in \mathcal{P}} \frac{1}{p} \leq 1 + \varepsilon, \]

and

(4.6) \[ \sum_{x^{1/v} \leq p \leq x \atop p \in \mathcal{P}} \frac{1}{p} > 1 + \varepsilon. \]

If (4.5) holds, then

\[ \Re \left( \sum_{p \leq x} \frac{1 - f(p)p^{-it}}{p} \right) \geq \Re \left( \sum_{x^{1/v} \leq p \leq x \atop p \notin \mathcal{P}_\delta} \frac{1 - f(p)p^{-it}}{p} \right) + O(1) \]

\[ \geq \Re \left( \sum_{x^{1/v} \leq p \leq x \atop p \notin \mathcal{P}_\delta} \frac{1 + p^{-it}}{p} \right) - \sum_{x^{1/v} \leq p \leq x \atop p \notin \mathcal{P}_\delta} \left| \frac{1 + f(p)}{p} \right| + O(1). \]

If \( p \notin \mathcal{P}_\delta \), then \( |1 + f(p)| \leq 1 - \delta \leq \varepsilon_1 \), and consequently

\[ \Re \left( \sum_{p \leq x} \frac{1 - f(p)p^{-it}}{p} \right) \geq \Re \left( \sum_{x^{1/v} \leq p \leq x \atop p \notin \mathcal{P}_\delta} \frac{1 + p^{-it}}{p} \right) - \varepsilon_1 \log v + O(1) \]

\[ \geq (1 - \varepsilon_1) \log v + O(1). \]

The above implies that

\[ \frac{1}{\log x} \left| \frac{F(1 + 1/\log x + it)}{1 + 1/\log x + it} \right| \ll \frac{1}{v^{1 - \varepsilon_1}}, \]

which combined with (4.2), (4.3) and (4.4) gives

(4.7) \[ \sum_{n \leq x} \frac{f(n)}{n} \geq - \frac{C}{(\log \log x)^{(1 - \varepsilon_1)(1 - \varepsilon_2)}}. \]

If (4.6) holds, then by (4.2) and Proposition 3.3

\[ \sum_{n \leq x} q(n) \gg \varepsilon^2 \left( \frac{1 - \delta}{v} \right)^{(1 + o(1))/\varepsilon} \log x \exp \left( - \sum_{p \leq x} \frac{1 - f(p)}{p} \right). \]

Recalling (4.4), we have

\[ \left( \frac{1 - \delta}{v} \right)^{(1 + o(1))/\varepsilon} \log x \geq \exp \left( \log \log x - v \log v \log \varepsilon_1 \right) \]

\[ \gg \exp \left( \log \log x - (\log \log x)^{1 - \varepsilon_1/2} \right) \gg (\log x)^{1 - o(1)}. \]
Upon applying Lemma 2.3 and (4.1) we deduce
\[
\sum_{n \leq x} \frac{f(n)}{n} \geq C_1 (\log x)^{1-o(1)} \exp \left( - \sum_{p \leq x} \frac{1 - f(p)}{p} \right) - C_2 \exp \left( -\kappa \sum_{p \leq x} \frac{1 - f(p)}{p} \right),
\]
for some absolute constants $C_1, C_2$. This implies
\[
\sum_{n \leq x} \frac{f(n)}{n} \geq -c \log \log x,
\]
and combined with (4.7) we complete the proof, after taking $\varepsilon_1, \varepsilon_2$ sufficiently small and $x$ sufficiently large.

5. Random multiplicative functions

Recall that $F_1$ denotes the space of completely multiplicative functions $f$ satisfying $f(p) = \pm 1$ for $p \leq x$. Let $\mu$ denote the counting measure on $F_1$.

**Corollary 5.1.** For any $M \gg 1$, there exists a constant $C$ such that
\[
\mu \left( \left\{ f \in F_1 : \left| \sum_{n \leq N} \left\{ \frac{x}{n} \right\} f(n) \right| \geq \frac{M}{\log x} \right\} \right) \leq \exp \left( - \exp \left( \frac{(\log \log \log x) \log x}{C \log \log x} \right) \right).
\]

Corollary 5.1 is a consequence of the following moment inequality.

**Proposition 5.2.** For any $y \leq x$, even integer $q$ and constant $C$, we have
\[
\mathbb{E} \left[ \left( \sum_{n \leq x} f(n) \right)^q \right] \ll \frac{x^q}{y^{q/2}} \exp \left( q \left( q \exp \left( - \frac{(\log \log \log x) \log x}{C \log \log x} \right) + 2 \log \log x \right) \right) + \left( \frac{x}{(\log x)^C} \right)^q.
\]

**Deduction of Theorem 1.2 from Corollary 5.1.** Recall that, if $g(n) = \sum_{d | n} f(n)$ then
\[
\sum_{n \leq x} \frac{f(n)}{n} = \frac{1}{x} \sum_{n \leq x} g(n) + \frac{1}{x} \sum_{n \leq x} f(n) \left\{ \frac{x}{n} \right\}.
\]

Upon applying Bernstein inequality, we have that
\[
\sum_{p \leq x} f(p) \leq -\frac{x}{2 \log x}
\]
with probability $O(\exp(- \frac{x}{100 \log x}))$. Since $g(n) \geq 0$ for all $n \geq 1$, we have that for large $x$,
\[
\sum_{n \leq x} g(n) \geq \frac{1}{x} \sum_{p \leq x} (1 + f(p)) \geq \frac{1}{5 \log x}
\]
with an acceptable probability $1 - O(\exp(- \frac{x}{100 \log x}))$. We are left to apply Corollary 5.1 with $M = 1/10$, say and the result follows.
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**Deduction of Corollary 5.1 from Proposition 5.2.** By the majorant principle, for any even integer $q$

$$\mathbb{E} \left[ \left( \sum_{n\leq x} \left\{ \frac{x}{n} \right\} f(n) \right)^q \right] \leq \mathbb{E} \left[ \left( \sum_{n\leq x} f(n) \right)^q \right].$$

Now, Corollary 5.1 follows from Proposition 5.2 by taking $y = (\log x)^A$ and $q = \exp \left( \frac{(\log \log \log x)(\log x)}{C \log \log x} \right)$ and applying Markov’s inequality.

**6. Proof of Proposition 5.2**

For $y \leq x$ define

$$\delta = \frac{\log y}{\log x}, \quad \varepsilon = \frac{\log \log \log x}{C \log \log x}.$$  \hspace{1cm} (6.1)

Partition summation over $n$ as

$$\sum_{n\leq x} f(n) = \sum_{x^\varepsilon < p | n} f(p) \sum_{\ell \leq x} f(\ell) f(n) = \sum_{j \leq \log x} \sum_{x^{\varepsilon} \leq p \leq x^\delta} \sum_{\ell \leq \ell^j + 1} f(\ell) f(n),$$

and apply Minkowski’s inequality and the majorant principle to obtain

$$\mathbb{E} \left[ \left( \sum_{n\leq x} f(n) \right)^q \right]^{1/q} \leq \sum_{j \leq \log x + 1} \mathbb{E} \left[ \left( \sum_{x^{\varepsilon} \leq p \leq x^\delta} f(n) \sum_{\ell \leq \ell^j + 1} f(\ell) \right)^q \right]^{1/q}. \hspace{1cm} (6.2)$$

Partition summation over $j$ into “small” and “large” in a natural fashion:

$$\mathbb{E} \left[ \left( \sum_{n\leq x} f(n) \right)^q \right]^{1/q} \leq S_1 + S_2,$$

with

$$S_1 = \sum_{j \leq \log x/2} \mathbb{E} \left[ \left( \sum_{x^{\varepsilon} \leq p \leq x^\delta} f(n) \sum_{\ell \leq \ell^j + 1} f(\ell) \right)^q \right]^{1/q}. \hspace{1cm} (6.3)$$

$$S_2 = \sum_{\log x/2 < j \leq \log x + 1} \mathbb{E} \left[ \left( \sum_{x^{\varepsilon} \leq p \leq x^\delta} f(n) \sum_{\ell \leq \ell^j + 1} f(\ell) \right)^q \right]^{1/q}. $$
Consider first $S_2$. Our plan is to bound inner summation trivially by using density of smooth numbers to establish a satisfactory bound. Indeed, there exists $j \geq \log x/2$ such that

$$S_2 \leq (\log x) \mathbb{E} \left[ \left( \sum_{n \leq x/e^j} f(n) \sum_{\ell \leq e^{j+1}} f(\ell) \right)^q \right]^{1/q}.$$ 

Define $\beta$ by $x^\beta = e^{j+1}$, so that $\beta \geq 1/2$. We have

$$\sum_{n \leq x/e^j} f(n) \sum_{\ell \leq e^{j+1}} f(\ell) \ll x^{1-\beta} \Psi(x^\beta, x^\epsilon),$$

where

$$\Psi(x, y) = \sum_{\substack{n \leq x \atop p | n \Rightarrow p \geq x^\epsilon}} 1.$$ 

This implies

(6.4) \hspace{1cm} S_2 \ll (\log x)x^{1-\beta} \Psi(x^\beta, x^\epsilon).$$

By a result of Canfield, Erdős and Pomerance [4], for $u = \frac{\log w}{\log z}$, we have

(6.5) \hspace{1cm} \psi(w, z) \leq \frac{w}{u^{1+o(1)}}, \text{ provided } u \leq x^{1-o(1)} \text{ and } u \to \infty.$$

We apply (6.5) with $w = x^\beta, z = x^\epsilon$. For this choice of parameters $u = \frac{\beta}{\epsilon}$, and we note that by (6.1) $u \to \infty$ and

$$u = \frac{\beta}{\epsilon} \leq \frac{C \log \log x}{\log \log \log x} \leq x^{C \log \log x / \log \log x} \leq x^{\epsilon/2}.$$

Combining (6.4) and (6.5) we get

$$S_2 \ll (\log x) \left( \frac{\epsilon^{1/\beta}}{\beta} \right) x \ll \frac{x}{(\log x)^{C/4}}.$$ 

Consequently, using (6.2)

(6.6) \hspace{1cm} \mathbb{E} \left[ \left( \sum_{n \leq x} f(n) \right)^q \right]^{1/q} \ll S_1 + \frac{x}{(\log x)^{C/4}}.$$

We now turn our attention to estimating $S_1$. With $\delta, \epsilon$ as in (6.1), another application of the majorant principle gives

$$S_1 \ll \frac{x}{y} \sum_{j \leq \log x/2} y^{j/(\log x)} \mathbb{E} \left[ \left( \sum_{n \leq x/e^j} \frac{f(n)}{n^{1-\delta}} \sum_{\ell \leq e^{j+1}} \frac{f(\ell)}{\ell} \right)^q \right]^{1/q},$$
and hence by applying majorant principle once again we arrive at

\[ S_1 \ll \frac{x}{y^{1/2}} \mathbb{E} \left[ \left( \sum_{\substack{p|n \Rightarrow x^e \leq p \leq x}} \frac{f(n)}{n^{1-\delta}} \sum_{\ell \Rightarrow p < x^e} f(\ell) \right)^q \right]^{1/q} \]

(6.7) \[ = \frac{x}{y^{1/2}} \mathbb{E} \left[ \left( \prod_{x^e \leq p \leq x} \left( 1 - \frac{f(p)}{p^{1-\delta}} \right)^{-1} \right)^q \right]^{1/q} \mathbb{E} \left[ \left( \prod_{p \leq x^e} \left( 1 - \frac{f(p)}{p} \right)^{-1} \right)^q \right]^{1/q}. \]

We next expand expectation as a product,

\[ \mathbb{E} \left[ \left( \prod_{x^e \leq p \leq x} \left( 1 - \frac{f(p)}{p^{1-\delta}} \right)^{-1} \right)^q \right] \leq \exp(O(q)) \mathbb{E} \left[ \left( \prod_{x^e \leq p \leq x} \left( 1 + \frac{f(p)}{p^{1-\delta}} \right)^q \right] \]

Observe that

\[ \mathbb{E} \left[ \left( \prod_{p \leq x} \left( 1 + \frac{f(p)}{p^{1-\delta}} \right) \right)^q \right] = \prod_{p \leq x} \frac{1}{2} \left( \left( 1 + \frac{1}{p^{1-\delta}} \right)^q + \left( 1 - \frac{1}{p^{1-\delta}} \right)^q \right). \]

\[ \prod_{x^e \leq p \leq x} \frac{1}{2} \left( \left( 1 + \frac{1}{p^{1-\delta}} \right)^q + \left( 1 - \frac{1}{p^{1-\delta}} \right)^q \right) \leq \prod_{x^e \leq p \leq x} \frac{\exp(q/p^{1-\delta}) + \exp(-q/p^{1-\delta})}{2} \]

\[ \leq \exp \left( \frac{q^2}{2x(1-2\delta)e} \right), \]

and therefore

\[ \mathbb{E} \left[ \left( \prod_{x^e \leq p \leq x} \left( 1 - \frac{f(p)}{p^{1-\delta}} \right)^{-1} \right)^q \right] \leq \exp \left( \frac{q^2}{2x^{1/2}} + O(q) \right). \]

After recalling (6.1), the latter yields

(6.8) \[ \mathbb{E} \left[ \left( \prod_{x^e \leq p \leq x} \left( 1 - \frac{f(p)}{p} \right)^{-1} \right)^q \right] \leq \exp \left( q^2 \exp \left( -\frac{(\log \log \log x)(\log x)}{4C \log \log x} \right) + O(q) \right). \]

We finally deduce the bound

\[ \mathbb{E} \left[ \left( \prod_{p \leq x^e} \left( 1 - \frac{f(p)}{p} \right)^{-1} \right)^q \right] \ll \exp \left( O(q) + q \sum_{p \leq x^e} \frac{1}{p} \right) \]

\[ \leq \exp \left( O(q) + q \log \log x \right). \]

Combining the above with (6.7) and (6.8), we get

\[ S_1 \ll \frac{x}{y^{1/2}} \exp \left( q \exp \left( -\frac{(\log \log x)(\log x)}{4C \log \log x} \right) + 2 \log \log x \right), \]

and the result follows from (6.6) after renaming the constant C.
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