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Data mining technology can analyze and mine university management data, provide more data support for university management, and play an important role in optimizing teaching quality, but these technologies are rarely applied to the work of university counselors. Based on this, this paper studies the construction and research of college counselors’ innovative work mode based on data mining technology. Based on the simple analysis of the impact of big data on the traditional working mode of counselors, this paper introduces the application of data mining commonly used in colleges and universities and puts forward the existing shortcomings. The innovative working mode of college counselors is designed. In the analysis of students’ daily behavior, the advantages of cluster analysis and support vector machine are used to analyze students’ consumption behavior. The Apriori algorithm is applied to the student achievement early warning management to improve the Apriori algorithm. Simulation results show that the proposed algorithm can shorten the running time, reduce the number of frequent item sets, and improve the classification accuracy.

1. Introduction

The development of Internet technology provides effective means for the management of college counselors and the communication between students and makes up for the shortcomings of the traditional counselor working mode. At present, big data in colleges and universities can promote full coverage of work, grasp the status of students at any time, and provide a lot of help for enriching educational means. The network itself also provides more educational ways for counselors and has a certain effect on cultivating students’ independent personality. At present, the data in the daily management of college counselors basically come from the campus network, and the working mode is constantly improving, but these data belong to shallow data analysis, and the association and information between data have not been mined and used. Apriori algorithm is the first association rule mining algorithm and the most classic algorithm. It uses the iterative method of layer by layer search to find the relationship between item sets in the database to form rules. The process includes connection (matrix-like operation) and pruning (deleting those unnecessary intermediate results). The concept of item set in this algorithm is item set. A set containing K items is a set of K items. The frequency of the item set is the number of transactions that contain the item set, which is called the frequency of the item set. If the item set meets the minimum support, it is called frequent item set [1].

Based on this background, this paper studies the construction and research of college counselors’ innovative work mode based on data mining technology, which is mainly divided into four chapters [2]. The first chapter briefly introduces the evaluation of college counselors’ work mode and the chapter of this study; Chapter 2 introduces the application of data mining technology in colleges and universities at home and abroad and summarizes the shortcomings of the current research [3]. The third chapter constructs the counselor working mode based on data mining technology, analyzes it from the perspectives of student behavior analysis and achievement early warning, and applies the data
mining algorithm. The fourth chapter simulates the behavior analysis and achievement early warning of the college counselor working mode constructed in this paper. The experimental results show that compared with the traditional algorithm, the improved algorithm proposed in this paper can improve the classification accuracy, shorten the running time, and provide more intuitive data for counselors [4].

The innovation of this paper is to combine the characteristics of cluster analysis and support vector machine, put forward a new clustering method to cluster analyze students’ daily consumption, and apply it to the support vector machine model. In the performance early warning design, we improve the shortcomings of the traditional Apriori algorithm, improve the pruning strategy in the optimization operation of the Apriori algorithm, reduce the number of candidate item sets, divide the large database into independent and irrelevant small databases, and shorten the operation time [5].

2. State of the Art

At present, colleges and universities at home and abroad have basically established their own campus network and been applied to teaching management, which provides a lot of convenience for teachers and students. How to use these campus data has become one of the hot topics. In the analysis of students’ learning behavior, Pang C et al. combined with the traditional clustering analysis algorithm and random forest algorithm to improve the traditional algorithm, combined with the human skeleton model to identify students’ classroom behavior in real time, and constructed the network topology model [6]. Bechter BE et al. used potential contour analysis methods to analyze students’ motivation in their research [7]. Yang Q et al. proposed a personalized course recommendation algorithm based on hybrid recommendation. The improved new Apriori algorithm is used to realize association rule recommendation. The user-based collaborative filtering algorithm is the main part of the algorithm, which solves the problems of data sparsity and cold start [8]. Cantabella M and others use the big data framework to implement statistics and association rule technology, so as to speed up the statistical analysis of data. The results obtained were demonstrated and evaluated using visual analysis technology to find the trends and defects of students’ use of LMS [9]. Liu N et al. in the study of College English score analysis, the College English test system software based on data mining mainly realizes the automatic generation of test papers by computer programs, sets the test time, automatically judges the test scores of candidates, and gives the scores on the spot [10]. Pan T uses Apriori algorithm to mine the hidden correlation between physical fitness indicators from college students’ sports data and identify the indicators closely related to college students’ physical fitness [11]. In the analysis of students’ psychological problems, Liu J and others used data mining technology to realize the dynamic management of psychological early warning data, monitor the psychology of high-risk groups in real time, and improve the accuracy and effectiveness of early identification and early warning of students’ psychological crisis [12]. Yang Zhao adopted the management measures of “standardization of data collection, diversification of data application, and institutionalization of data management” to improve the quality of education and teaching [13].

To sum up, we can see that there are many researches on data mining and university management at home and abroad. Almost all universities have realized information management in management, and the data needed for counselor work is also very sufficient, but these data often cannot provide more data support for management work. In data mining, clustering analysis and association rule-based algorithms related to data mining are emerging and improving. However, the application of data mining algorithm in colleges and universities is mostly reflected in the establishment of database, and the application of counselor working mode is obviously insufficient. Therefore, it is of great practical significance to study the construction of innovative work mode of college counselors based on data mining technology.

3. Methodology

3.1. Constructing the Innovative Working Mode of College Counselors. At present, information technology has been realized in the work of college counselors, which can record all the data of students in school. These data have the characteristics of multiple isomerization and a large number. In such an environment, the management of counselors and students’ behavior will be stored. These data can be mined and used to improve the traditional work model. The counselor’s work model covers many contents, such as work content and work means. This paper improves the work model from the technical point of view.

The improvement of counselor’s working mode is based on big data mining, which analyzes and processes students’ data, looks for key information, and converts this information into usable knowledge. At present, the amount of data provided by college counselors is huge and complex, so it is necessary to extract and filter the data to find association rules, as shown in Figure 1. In the design, it is also necessary to provide friendly interactive functions and interfaces for easy understanding.

Exchange and cooperate with colleges and universities in data collection. On the basis of ensuring data privacy, open the data structure. The collected information covers all-in-one card data, access control data, educational administration data, library data, etc. Most of these data are stored in CSV format. In data mining analysis, we need to rely on the fusion of multsource data, so we also need to purify when accessing. If the data of students’ economic status belongs to discrete data, other data can be imported directly. When the information of multiple databases is fused, the fused data will be affected by other factors, such as noise data and incomplete data. Only by ensuring the quality of data can we ensure the results of data mining and analysis. Therefore, the data needs to be processed to some extent. For wrong data, redundant data, and missing data, interpolation method and mean value method are used to ensure the integrity of the data. If there is a logical error in the data, it is directly treated as missing value.
3.2. Cluster Analysis of Student Behavior. The data sources used in the work of college counselors are diverse. These big data basically cover all the data of students in school. Only by carrying out targeted analysis on these data and extracting the effective characteristics between the data can we carry out the work better. The analysis of data changes covers static data and dynamic data. In addition to some structured data, these data also have a lot of unstructured processing. In terms of content, it includes students’ learning data and daily life data. Classifying data can provide important technical support for establishing innovation work model.

In the analysis of students’ daily living conditions, we use the short text data mining method to mine students’ family conditions and later text data, use the text information as keywords for analysis, find keywords with high correlation with economic grade, and then use machine learning algorithm for data mining analysis [14]. For language, vocabulary is an independent and meaningful element. At present, most word segmentation algorithms are based on word frequency statistics, which can meet the processing of natural language and analyze a large number of texts according to this method [15]. In the analysis of the importance of vocabulary, TF-IDF is used to evaluate, check the frequency and frequency of occurrence, and reflect the importance of vocabulary to the document. The formula is expressed as follows:

\[ w = \frac{n_{ij}}{\sum n_{kj}} \times \log \left( \frac{|D|}{|\{ j : t_i \in d_j \}|} \right), \]  

where \( n \) represents the number of words and \( D \) represents the number of files. This algorithm can filter out common words and retain important information. Chi square test is used to test the independence of independent words. After selecting a specific text, in order to ensure mutual independence, chi square test is carried out. The formula is:

\[ x^2 = \frac{N(ad - bc)^2}{(a + c)(a + b)(b + d)(c + d)}, \]

where \( N \) represents the number of documents. The larger the value, the more obvious the text belongs to this category. When analyzing the trajectory of students’ behavior, we need to consider not only the behavior of students in a certain period of time but also the number of times students appear in a certain place. If there are many times in a canteen, it shows that this position is very important for students. The behavior trajectory belongs to spatial change. The closer the time period is, the more it can reflect the behavior trajectory of students. In order to reflect the trajectory of students at different time points, we need to consider the difference of occurrence times, cross time period, and boundary value. In the calculation of student similarity, the cosine similarity calculation method is used, and the formula is expressed as:

\[ e_{t,p} = 1 \sum e_{it} f_{tp}(t), \]

where \( f \) represents the marginal effect function of students, \( f \) represents the number of occurrences, and the formula is:

\[ f_{tp}(t) = e^{\frac{1}{H(d-d_0)}}, \]
that all data are correctly classified. Construct decision discriminant function to ensure the expected value output is positive, and the others are negative. Suppose that the training sample set is represented by the hyperplane, and the classification interval is the largest; this surface is the optimal classification variable. At this time, the discriminant function is expressed as:

$$f(x) = \text{sgn} \left\{ (w^*x) + b^* \right\},$$  \hspace{1cm} (6)$$

where $b^*$ represents the classification threshold. Calculate the maximum value of the objective function with the formula:

$$\omega(\delta) = \sum_{j=1}^{n} \delta_j - \frac{1}{2} \sum_{i,j} \delta_i \delta_j y_i y_j (x_i \cdot x_j),$$  \hspace{1cm} (7)$$

If the sample cannot be linearly divided, it is calculated by nonlinear function, and the kernel function is selected. The formula is expressed as:

$$k(x, y) = \exp \left\{ -|x - y|^2 / \delta^2 \right\}.$$  \hspace{1cm} (8)$$

The kernel function maps the data to the high-dimensional space, solves the optimal classification hyperplane in the high-dimensional space, and obtains the objective function and classification function. The formula is expressed as:

$$w(\delta) = \sum_{i=1}^{n} \delta_i - \frac{1}{2} \sum_{i,j} \delta_i \delta_j y_i (x_i \cdot x_j),$$  \hspace{1cm} (9)$$

$$f(x) = \text{sgn} \left\{ \sum_{i=1}^{n} \delta_i^* y_i (x_i \cdot x) + b^* \right\}.$$  \hspace{1cm} (10)$$

3.3. Early Warning Model Based on Association Rule Algorithm

In the innovation of efficient counselor working mode, student behavior analysis and achievement early warning are necessary modules. In functional design, data storage and mining and achievement early warning need to be realized. According to the demand, the big data of colleges and universities can send data to the file system regularly and update it every other period of time. Therefore, spark platform can be used in data preprocessing and statistical analysis. After the data preprocessing is completed, part of the basic data is stored in the database, and the other part of the data is used to analyze the learning behavior of students. This part of the data is used as the initial data, then association rule analysis is carried out, and the analysis results are stored in the database. See Figure 2 for details.

The university database sharing platform collects students’ information, including all-in-one card data, educational administration data, library data, and other data. At present, this work can be carried out regularly and updated regularly. The amount of all-in-one card data and library storage data is relatively large, and the data of educational administration system and library system will be relatively small. If the data is not updated within a period of time, the updated data will not appear on the corresponding platform. The algorithm based on association rules is used in student learning early warning mining. The data to be analyzed mainly comes from the student learning behavior data in the data, and then the results are fed back to the system database.

At present, there are many association rule algorithms, such as multicycle mining algorithm, constraint-based
mining algorithm, and parallel algorithm, which are classical algorithms [16]. When selecting association rule algorithm, it needs to be analyzed in combination with the characteristics of the course. In the research, this paper mainly analyzes the situation of students’ learning early warning, and the data involved are related to their grades, including students’ class status, book borrowing, course grades, and other information. These data cover many aspects and have different attributes. Therefore, multidimensional association rules need to be used in data mining [17]. Among the discrete multidimensional association rule algorithms, Apriori algorithm is one of the classical algorithms. This paper is also based on this algorithm when mining student information.

Among many association rule mining algorithms, Apriori algorithm is one of the classical algorithms. The algorithm takes advantage of the properties of two frequent item sets. It is assumed that there are \( n \) frequent item sets and any other one is infrequent item set. In the mining process, it is necessary to find all frequent item sets and generate association rules according to this [18]. Compared with ALS algorithm, the most obvious disadvantage of Apriori algorithm is that the candidate set may grow exponentially in the mining process, it is necessary to find all frequent item sets and generate association rules according to this [18]. Compared with ALS algorithm, the most obvious disadvantage of Apriori algorithm is that the candidate set may grow exponentially in data mining. Apriori algorithm has strong scalability and applicability, but it also has its own defects. In the improvement of Apriori algorithm, the method based on matrix compression is used to assume that the frequent item sets have synchronization, and the properties can be inversely inferred [19]. The transaction matrix is formed by the transformation of the database, and the item sets are sorted according to the size. If the item sets are in the transaction, it is considered that \( D \) is 1; otherwise, it is 0. Such a transaction matrix is the transaction database, that is, the Boolean transaction matrix. After conversion, it is expressed as:

\[
M = \begin{bmatrix}
d_{11}, d_{12}, \cdots, d_{1n} \\
d_{21}, d_{22}, \cdots, d_{2n} \\
\vdots \\
d_{m1}, d_{m2}, \cdots, d_{mn}
\end{bmatrix}.
\]  

(11)

From this matrix, we can see that the item sets corresponding to \( m \) are \( I_m \), respectively. Any \( k \) rows in the transaction matrix \( M \) form an item set. The formula is:

\[
support(C_k) = \sum_{j=1}^{n} (d_{ij} \land d_{ij} \land \cdots \land d_{ij}).
\]  

(12)

When the \( K \) value is 1, the calculation formula of item set support is expressed as:

\[
support(C_1) = \sum_{j=1}^{n} (d_{ij}) (i = 1, 2, \cdots, m).
\]  

(13)

In the calculation process, candidate item sets will appear in each iteration, and the index relationship table is used to express the support. If the data set appears 4 times in the Boolean transaction matrix, the corresponding support is 4. Recalculate the pruned item set using Boolean transaction matrix [20]. With the increase of the amount of data, the number of item sets is large, which increases the difficulty of calculation. In order to reduce the computational complexity, the parallel processing of multithreaded operation is used. Divide the data based on certain standards to get different partitioned databases. This improved method can carry out parallel data mining and improve the mining efficiency. Divide and conquer the database to obtain an independent and irrelevant partitioned database, which is expressed as:

\[
D = \{ D_1, D_2, \cdots, D_n \},
\]  

where \( D \) stands for partitioned database, and all independent databases form a transaction database. For each partitioned database, the improved Apriori algorithm is used to analyze students’ behavior. The results of frequent item sets can be obtained, which are represented by \( L_k \). The final results are combined and expressed as:

\[
L = L_1 \cup L_2 \cup \cdots \cup L_n.
\]  

(15)

4. Result Analysis and Discussion

4.1. Simulation Analysis of Student Behavior. Different index data have different dimensions and need to be standardized. This paper uses the method of normalization to zero mean for processing. The daily consumption data of students are analyzed by clustering algorithm. The clustering results are used to filter the original data and discrete data, and the consumption data to be analyzed are selected. There are some occasional data in students’ daily consumption, which are not universal, and some data cannot reflect individual consumption, such as electricity and books. Therefore, select the data closely related to students in the student all-in-one card consumption data, such as supermarket, catering, and fruit consumption.

Cluster the students’ behavior data, establish the sample set of consumption data, calculate the sample similarity matrix and Laplace matrix, and calculate the eigenvalue. According to the consumption situation, the number of clusters is set to 4. Select the financial status from the existing list of students with financial difficulties for investigation. In the simulation analysis of the algorithm, the model based on support vector machine is affected by the selection of kernel function and has some changes. In order to more comprehensively analyze the impact of different characteristics on simulation, different types of data are selected for analysis, and different kernel function training models are adopted. The results are shown in Figures 3 and 4.

It can be seen from the data in the figure that clustering analysis using students’ daily consumption data can accurately analyze students with different economic conditions, and the accuracy is high. The choice of different kernel functions has a certain impact on the accuracy, but the overall difference is small. The prediction accuracy of RBF kernel function is the highest.
4.2. Simulation Analysis of Performance Early Warning. The effectiveness of this algorithm is verified before the simulation analysis of performance early warning. The same software and hardware platform is used for simulation analysis. The test data comes from the student achievement database, including 500 records, and each record contains multiple fields. In the test, two methods of fixed minimum support and transformed minimum support are used for the test. When the minimum support is set to 0.2, the number of candidate item set C1 is 37, the number of candidate item set C2 is 478, the number of candidate item set C3 is 1268, the number of candidate item set C4 is 684, the number of candidate item set C5 is 65, and the number of candidate item set C65 is 35. You can see that the candidate item set rises first and then decreases.

Test the running time of each algorithm under the same candidate item set. It can be seen from the figure that the running time of the traditional Apriori algorithm and the improved Apriori algorithm on the candidate item set C1 is basically the same. For other candidate item sets, the running time of the improved Apriori algorithm is significantly shorter than that of the traditional Apriori algorithm, which shows that the improved Apriori algorithm used in this paper can effectively shorten the running time of the item set (Figure 5).

In order to further analyze the performance of the improved algorithm, test the running time of each algorithm
**Figure 5:** Time to generate candidate item sets under different algorithms.

**Figure 6:** Support running time under different algorithms.

**Figure 7:** Early warning of students’ academic performance.
under different support. All algorithms run for 5 times and take the average value. The test results are shown in Figure 6. It can be seen from the data in the figure that the improved algorithm proposed in this paper can show advantages under different support degrees, indicating that the operation efficiency of the improved algorithm is significantly improved, and this advantage is more obvious with the reduction of support degrees.

In the application of the algorithm, the characteristic data is discretized and discretized according to the properties, value range, and characteristics of the characteristic attributes. Visual technology is used to analyze students’ grades and provide intuitive understanding for counselors and students. From Figure 7, we can see that students’ grades in all subjects are more than 60 points, and there is a significant gap between personal achievement and average score. Personal achievements in learning, introduction, e-commerce, and modernism are higher than average; personal achievements in English, e-commerce, sports, and computer are higher than average. The algorithm can accurately predict students’ academic performance.

As shown in Figure 7, the student’s performance is compared with the average level of the major. You can clearly see the comparison between the student’s performance and the average level of each subject, the counselor can clearly see the student’s learning status, and you can give early warning for backward subjects.

5. Conclusion

(1) It is processed by normalizing to zero mean. Clustering algorithm is used to analyze students’ daily consumption data. In view of the shortcomings of data mining algorithm, an optimization and improvement strategy is proposed, and the Apriori algorithm is optimized by combining clustering analysis with support vector machine

(2) Use the same software and hardware platform for simulation analysis. The test data comes from the student achievement database, including 500 records, each of which contains multiple fields. In the test, the fixed minimum support and the transformed minimum support are used to test. The running time of the traditional Apriori algorithm is basically the same as that of the improved Apriori algorithm on candidate item set C1. For other candidate item sets, the running time of the improved Apriori algorithm is significantly shorter than that of the traditional Apriori algorithm. The improved algorithm proposed in this paper can show advantages under different degrees of support, indicating that the operation efficiency of the improved algorithm has been significantly improved, and this advantage is more obvious with the reduction of support

(3) In the application of the method, the characteristic data is discretized and discretized according to the nature, value range, and characteristics of the characteristic attributes. Visual technology is used to analyze students’ grades and provide intuitive understanding for instructors and students. In data mining, the data capacity is huge, and the results are also very complex. Some noisy data may appear, which will affect the mining results. This aspect needs improvement
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