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Abstract

In reinforcement learning (RL), offline learning decoupled learning from data collection and is useful in dealing with exploration-exploitation tradeoff and enables data reuse in many applications. In this work, we study two offline learning tasks: policy evaluation and policy learning. For policy evaluation, we formulate it as a stochastic optimization problem and show that it can be solved using approximate stochastic gradient descent (aSGD) with time-dependent data. We show aSGD achieves $\tilde{O}(1/t)$ convergence when the loss function is strongly convex and the rate is independent of the discount factor $\gamma$. This result can be extended to include algorithms making approximately contractive iterations such as TD(0). The policy evaluation algorithm is then combined with the policy iteration algorithm to learn the optimal policy. To achieve an $\epsilon$ accuracy, the complexity of the algorithm is $\tilde{O}(\epsilon^{-2}(1-\gamma)^{-5})$, which matches the complexity bound for classic online RL algorithms such as Q-learning.

1 Introduction

Reinforcement learning (RL) is a fast developing area and has seen remarkable success in a wide range of applications. There are various RL algorithms tailored to different application contexts. When designing RL algorithms, we need to distinguish whether the data is collected online or offline. In the online setting, one can iteratively collect data by interacting with the environment, and then use the data to improve the policy, which can be applied to collect more data in the follow-up iterations. However, in some important applications such as autonomous driving and healthcare, online interaction can be infeasible, expensive, or undesirable [13]. In this context, it is more practical to use previously collected data, which is often referred to as the offline or complete off-policy setting. Offline RL is comparatively more challenging than online RL, and some of its theoretical properties are less understood than their online counterparts [26, 28, 33]. In this work, we focus on offline RL and show that under appropriate conditions, its complexity is similar to that of online RL.

We also distinguish between two RL tasks: policy evaluation and policy learning. Policy evaluation refers to the task of estimating the value function for a given policy. While this task can be of independent interests in many applications, it also serves as an intermediate step in many policy learning algorithms such as least-squares policy iteration [11] and proximal policy optimization [20]. In this work, we study the policy evaluation problem in the offline setting where data is generated by the underlying Markov chain following some prefixed behavior policy. Utilizing a stochastic optimization framework, we develop a stochastic gradient based learning algorithm and establish the corresponding finite-sample performance bound. Our development allows linear parameterization of the value function via feature functions which can be applied to problems with infinite states. We further establish complexity bound for the policy learning task based on policy iteration with approximated policy evaluation.
Lastly, we distinguish between two commonly used reward formulations in the non-episodic setting: long-run average reward and discounted reward. The long-run average reward is a more appropriate formulation in many applications [16, 27]. However, it has received much less attention than its discounted counterpart due to the lack contraction properties [24]. Our policy evaluation analysis provides a unified framework to both reward formulations, and the convergence rate can be independent of the discount factor.

1.1 Related literature and our contribution

Finite-time analysis Many RL algorithms, especially policy evaluation algorithms, can be viewed as gradient based updates [26]. In this context, tools from stochastic approximation has been applied to study the algorithm performance. For example, ordinary differential equation based methods have been applied to establish convergence of different algorithms [20, 6]. Recent works further develop finite-time performance bounds using drift based methods with properly constructed Lyapunov functions [22, 7]. See also [8, 9, 32] for finite-time analysis of two-time-scale algorithms.

Our first contribution is that we formulate the offline policy evaluation as a stochastic optimization problem and establish finite-time performance bound of a gradient descent based method that is independent of the discount factor. There are two challenges when applying the gradient descent framework. First, the data are not independent and identically distributed (i.i.d.). We overcome this challenge by utilizing suitable ergodicity properties of the underlying Markov processes. In particular, we extend the convergence analysis of stochastic gradient descent (SGD) to accommodate time-dependent data. Second, there are further gradient estimation errors beyond the stochastic noise. We explicitly characterize how the estimation error affects the convergence of the algorithm.

Several recent papers also study RL algorithms via the lens of SGD. The paper [14] shows how the gradient-based temporal difference (TD) algorithm can be viewed as a true gradient descent algorithm with a prima-dual saddle point objective function. Its performance analysis focuses on i.i.d. observations. The work [35] extends the algorithm and analysis from discounted reward formulation to long-run average reward, but still assumes i.i.d. observations. The paper [31] establishes finite-time performance bounds for online TD algorithms for discounted-reward using SGD-based arguments. Compared with these works, 1) our analysis can deal with long-run average reward formulation, 2) allows time-dependent data, 3) works in the offline setting, and 4) in the strongly convex or contraction case, achieves $\tilde{O}(1/T)$ convergence, which is better than the rate in [31, 35] and matches that in [4].

SGD with time-dependent data As an important intermediate step, our analysis also provides new complexity bounds for SGD running on time-dependent data. While this problem has been studied before by [1, 23], our results are different in the following sense. First, our results allow a more general notion of stochastic gradient or stochastic update direction, which is necessary for the analysis of the TD-SGD iteration and TD(0) iteration. Second, the earlier result assumes “oracle” (exact) stochastic gradient. We extend the result to allow further approximate errors of the stochastic gradient. Third, the bound in [1] requires some prior knowledge of the “regret”, i.e., equation (6) in [1], which may not be readily available in practice. In comparison, we have more explicit conditions and step-size requirements.

Online optimization algorithm Most existing algorithms that deal with long-run average reward in the offline setting operate on a fixed batch of data [15, 17, 34]. They estimate the ratio
of the steady-state occupancy measure under the behavior policy and the target policy. From the data processing perspective, our proposed optimization algorithm is online. In each iteration, we read one more data point and only update quantities related to the corresponding data point. The closest development to ours is [30], but it only establishes asymptotic convergence of the algorithm, while we also provide non-asymptotic performance bounds. Note that “online/offline” can have different meanings in RL and optimization. We study the convergence of an online optimization algorithm in offline RL.

Policy learning A direct application of our policy evaluation algorithm is to be combined with policy iteration to learn the optimal policy. For the discounted reward formulation, we show that when the loss function under the linear parametrization is convex, to achieve an \( \epsilon \)-accuracy, the total complexity is \( O(\epsilon^{-3}(1 - \gamma)^{-1}) \). When the loss function is strongly convex or the stochastic update direction satisfies a contraction property on average, the total complexity is \( O(\epsilon^{-5}(1 - \gamma)^{-2}) \). The later complexity bound matches that of online Q-learning algorithms [18].

1.2 Problem Setting
We consider a Markov decision process (MDP), \( \mathcal{M} = (\mathcal{S}, \mathcal{A}, r, P, \gamma) \) where \( \mathcal{S} \) is the state space, \( \mathcal{A} \) is the action space, \( r(s, a) \) is the random reward when the agent is in state \( s \in \mathcal{S} \) and selects action \( a \in \mathcal{A} \). \( P(s' | s, a) \) is the probability of transition to state \( s' \) in the next epoch given the current state \( s \) and taken action \( a \), \( \gamma \in (0, 1] \) is the discount factor. With a little abuse of notation, we also denote \( P(r | s, a) \) as the probability of receiving reward \( r \) given the current state \( s \) and taken action \( a \). We assume that given \( (s, a) \), \( s' \) and \( r \) are independent.

A policy \( \pi \) is a mapping from each state \( s \in \mathcal{S} \) to a probability measure over the actions in \( \mathcal{A} \). Specifically, we write \( \pi(a | s) \) as the probability of taking action \( a \) when the agent is in state \( s \). We denote \( \mathbb{E}_\pi^s \) as the expectation of functionals of the underlying Markov process under policy \( \pi \) starting from state \( s \) and \( \text{var}_\pi^s \) as the corresponding variance.

For policy evaluation, given a target policy \( \pi \), we want to compute the cumulative discounted reward starting from an initial state \( s \), which is given by

\[
V_\pi^\gamma(s) = \mathbb{E}_\pi^s \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) \right]
\]

where \( \gamma < 1 \). For some applications, it is more reasonable to consider the long-run average reward and the average value bias function, which take the form

\[
\bar{r}_\pi = \lim_{T \to \infty} \frac{1}{T} \mathbb{E}_\pi^s \left[ \sum_{t=1}^{T} r(s_t, a_t) \right], \quad \bar{V}_\pi(s) = \mathbb{E}_\pi^s \left[ \sum_{t=0}^{\infty} r(s_t, a_t) - \bar{r}_\pi \right].
\]

Note that \( \bar{r}_\pi \) does not depend on the initial state. It is well known that the long-run average reward can be viewed as a singular limit of the discounted reward as \( \gamma \to 1 \) [5], i.e., \( \lim_{\gamma \to 1} (V_\pi^\gamma(s) - r_\pi/(1 - \gamma)) = \bar{V}_\pi(s) \). Thus, we also refer to the long-run average case as the \( \gamma = 1 \) case.

We consider the offline setting where we have access to a sequence of previously collected data: \((s_t, a_t, r_t, s_{t+1})_{0 \leq t \leq T}\). The data is generated by the underlying Markov chain under a behavior policy \( b \). In particular, \( a_t \sim b(a | s_t) \) and \( s_{t+1} = s'_t \). Note that \( b \) can be different from the target policy \( \pi \).

We also introduce the following notations that are used throughout our subsequent development. For a given policy \( \pi \), let \( P^\pi \) denote the transition kernel of the Markov chain under
We define the “unified” Bellman operator as

\[ P^\pi(s, s') = \sum_a \pi(a|s)P(s'|s, a), \; s, s' \in \mathcal{S}. \]

Under suitable ergodicity condition, this Markov chain has a stationary distribution, which we denote as \( \mu^\pi \). For a given measure \( \mu \) on \( \mathcal{S} \), we denote \( \mathbb{E}_\mu f = \sum_{s \in \mathcal{S}} \mu(s)f(s) \) and \( \text{var}_\mu f = \sum \mu(s)(f(s) - \mathbb{E}_\mu f)^2 \). For two probability measures \( \mu \) and \( \nu \), we denote \( \|\mu - \nu\|_{TV} \) as the total variation distance between \( \mu \) and \( \nu \).

We use two notions to quantify the convergence rate of the Markov chain to stationarity: mixing time and spectral gap. Consider a generic Markov chain \( s_t \) with transition kernel \( P \) and stationary distribution \( \mu \).

**Definition 1.** The Markov chain has a mixing time \( \tau < \infty \) if for any \( s_0 \in \mathcal{S} \),

\[ \|P(s_\tau \in \cdot | s_0) - \mu(\cdot)\|_{TV} \leq 1/4. \]

The mixing time exists for irreducible and aperiodic Markov chains [12].

**Definition 2.** The Markov chain has a spectral gap \( \lambda \) if for any \( \mu \)-measurable function \( f \), \( \text{var}_\mu Pf \leq (1 - \lambda)^2 \text{var}_\mu f \).

For a finite-state Markov chain, if the largest two eigenvalues of \( P \) are 1 and \( \rho \in \mathbb{R}^+ \), then it has a spectral gap \( \lambda = 1 - \rho \).

For a vector \( \theta \in \mathbb{R}^d \), we denote \( \|\theta\| \) as its Euclidean norm and \( \|\theta\|_\infty \) as its supremum norm. For a matrix \( A \), we define \( \|A\| = \sup_{x \neq 0} \|Ax\|/\|x\| \). We also define \( e_i \) as a unit vector whose \( i \)-th element is equal to 1, i.e., the \( i \)-th basis vector, \( I \) as the identity matrix, and \( 1 \) and \( 0 \) as vectors with all elements equal to 1 and 0 respectively.

Lastly, given two sequences of nonnegative real numbers \( \{a_n\}_{n \geq 1} \) and \( \{b_n\}_{n \geq 1} \), we define \( b_n = O(a_n) \) and if there exist some constants \( C \) such that \( b_n \leq Ca_n \). We use \( \tilde{O} \) when we ignore the logarithmic factors in \( O \).

## 2 Main Methodologies and Algorithms

In this section, we introduce our main algorithm for policy evaluation. The algorithm is based on applying SGD to a properly formulated stochastic optimization problem.

### 2.1 A unified loss function for policy evaluation

Policy evaluation can be formulated as finding a solution to the Bellman equation. Traditionally, the Bellman equation is discussed separately for the discounted (\( \gamma < 1 \)) and long-run average (\( \gamma = 1 \)) formulations. In particular, the Bellman operator for the discounted reward takes the form

\[ V^\pi_\gamma(s) = \mathbb{E}_\pi^s [r + \gamma V^\pi_\gamma(s')] = \sum_a \sum_r \pi(a|s)P(r|s, a)r + \gamma \sum_a \sum_{s'} \pi(a|s)P(s'|s, a)V^\pi_\gamma(s'). \]

When \( \gamma = 1 \), the Bellman operator for the long-run average reward takes the form

\[ \bar{V}^\pi(s) = \mathbb{E}_\pi^s [r - \bar{r} + \bar{V}^\pi(s')] = \sum_a \sum_r \pi(a|s)P(r|s, a)r - \bar{r} + \sum_a \sum_{s'} \pi(a|s)P(s'|s, a)\bar{V}^\pi(s'). \]

We define the “unified” Bellman operator as

\[ V^\pi(s) = \sum_a \sum_r \pi(a|s)P(r|s, a)r - \bar{r} + \gamma \sum_a \sum_{s'} \pi(a|s)P(s'|s, a)V^\pi(s'), \]

(3)
where we set $\bar{r} = 0$ in the discounted version and $\gamma = 1$ in the long-run average version. Such unification will make our discussion simpler.

Modern RL applications have large state spaces, so solving Proposition 1 in practice often involves parameterizing the function space of $V^\pi$ \cite{25, 29}. One popular choice is to find a feature function $\varphi : S \rightarrow \mathbb{R}^d$, such that $V^\pi_\varphi (s) = \varphi(s)^T \theta$, where $\theta$ is a $d$-dimensional vector. Following this idea, we introduce another average-reward feature vector $\zeta$ when $\gamma = 1$, so that $\bar{r}_\varphi = \zeta^T \theta$. $\zeta$ is chosen such that $\zeta \perp \varphi(s)$ for all $s$, since it is used to approximate $\bar{r}$. When $\gamma < 1$, we can simply set $\zeta = 0$. We assume there exists $\theta^*$ such that $V^\pi_{\theta^*}$ solves the Bellman equation \cite{30}.

We also define

$$
\xi^\pi(s) = \sum_a \sum_{s'} \pi(a|s)P(r|s,a)r, \quad \phi^\pi(s) = \mathbb{E}_{s'}\varphi(s') = \sum_a \sum_{s'} \pi(a|s)P(s'|s,a)\varphi(s')
$$

(4)

as the oracle conditional average reward and feature after transition respectively. Note that both $\xi^\pi$ and $\phi^\pi$ require knowledge of the transition probabilities. Thus, algorithms using them require certain estimations. This can introduce extra estimation errors and will be discussed in more details in Section 2.2. It is worth pointing out that if $S$ is finite, we can choose $\varphi$ and $\zeta$ as one-hot functions for each state, this parameterization is the same as the tabular formulation \cite{19}. We provide more details about the tabular parameterization and associated algorithms in the appendix.

Following the parametrization above, we consider the loss

$$
L(\theta, s) = \frac{1}{2} \mathbb{E}_{s}^\pi[r] - \bar{r}_\theta + \gamma \mathbb{E}_{s'}[V^\pi_\varphi(s')] - V^\pi_\varphi(s))^2 = \frac{1}{2}(\xi^\pi(s) + (-\zeta + \gamma \phi^\pi(s) - \varphi(s))\varphi^\pi(s))^2.
$$

Recall that $b$ is the policy under which the data is collected, i.e., the behavior policy, and $\pi$ is the policy we want to evaluate. Let $\mu^b$ the invariant measure of the MDP under policy $b$ and define

$$
l(\theta) := \mathbb{E}_{\mu^b} L(\theta, s).
$$

(5)

As we will show next, solving the Bellman equation is equivalent to finding the minimizer of the stochastic optimization problem $\min_{\theta} l(\theta)$.

**Proposition 1.** $V^\pi_{\theta^*}$ solves the Bellman equation \cite{30} if and only if $\theta^*$ is a minimizer of $l(\theta)$.

2.2 Policy evaluation with stochastic gradient descent

We consider applying gradient descent to solve $\min_{\theta} l(\theta)$. Note that

$$
\nabla l(\theta) = \sum_s \mu^b(s) (\xi^\pi(s) + (-\zeta + \gamma \phi^\pi(s) - \varphi(s))^T \theta) (-\zeta + \gamma \phi^\pi(s) - \varphi(s))
$$

(6)

There are two issues when evaluating $\nabla l(\theta)$ in practice. First, we do not have direct access to the oracle conditional average reward and feature after transition, i.e., $\xi^\pi$ and $\phi^\pi$ respectively. Instead, we approximate them using the corresponding sample averages. In particular, we estimate the transition probabilities via

$$
\hat{p}_t(s'|s) = \sum_a \pi(a|s) \frac{\sum_{j \leq t} 1_{s_j = s, a_j = a, s_{j+1} = s'}}{\sum_a \sum_{j \leq t} 1_{s_j = s, a_j = a}}, \quad \hat{p}_t(r|s) = \sum_a \pi(a|s) \frac{\sum_{j \leq t} 1_{s_j = s, a_j = a}}{\sum_a \sum_{j \leq t} 1_{s_j = s, a_j = a}}.
$$

(7)

Then, the conditional average reward and feature after transition can be estimated via $\hat{\xi}^\pi_t(s) = \sum_{s'} r \hat{p}_t(s'|s) \phi^\pi_t(s')$ and $\hat{\phi}^\pi_t(s) = \sum_{s'} \hat{p}_t(s'|s) \varphi(s')$ respectively.
The second issue is the computational complexity of $\nabla l(\theta)$. When $|S|$ is large, summing over all possible values of $s$ as in (6) can be prohibitive. In this case, it is natural to consider SGD. Classic SGD requires having access to i.i.d. data [10]. We start with the classic setting to derive the SGD updates and show later it works for time-dependent data under proper conditions as well.

Let $z = (s, a, r, s')$. We refer to a vector $g(\theta, z)$ as a stochastic gradient for $l$ if

$$
\tilde{g}(\theta) := \sum_{s, a, r, s'} \mu_b(s) b(a|s)p(s'|a, s)p(r|a, s)g(\theta, z) = \nabla l(\theta).
$$

For notational simplicity, we let $\delta(\theta, s) = (\xi(\theta) + (-\zeta + \gamma \phi(\theta))(s) - \varphi(s))$. Next we discuss two specific forms of stochastic gradient. The first is the gradient of $L(\theta, s)$ and takes the form

$$
g(\theta, z) = g(\theta, s) = \delta(\theta, s)(-\zeta + \gamma \phi(\theta) - \varphi(s)). \tag{8}
$$

The second one is a generalization of GTD2 [26] and takes the form

$$
g(\theta, z) = \frac{\pi(a|s)}{b(a|s)} \delta(\theta, s)(-\zeta + \gamma \varphi(s') - \varphi(s)). \tag{9}
$$

The validity of (9) is verified in the following Lemma.

**Lemma 1.** The gradient in (9) is a stochastic gradient of $l(\theta)$

Compared to online RL, offline RL needs to deal with the distribution shift since $\pi$ is different from $b$ [13]. For (9), we impose the additional weight $\pi(a|s)/b(a|s)$ to address this issue. Note that $\pi$ cannot be too far from $b$, e.g., $\pi$ cannot take actions that are never taken by $b$.

Using either one of the two stochastic gradient formulations, we arrive at an SGD algorithm: $\theta_{t+1} = \theta_t - \eta_t \hat{g}_t(\theta_t, z_t)$, where $\eta_t$ is the step size and $\hat{g}_t$ is the sample average approximation of $g$ where we replace $\xi^+$ and $\phi^+$ with $\hat{\xi}_t^+$ and $\hat{\phi}_t^+$ respectively. In what follows, we refer to SGD updates based on (8) as direct-SGD and SGD updates based on (9) as TD-SGD. The details of the algorithm is summarized in Algorithm 1. For the simplicity of analysis, we add an extra projection step at each iteration, i.e., we use projected SGD [21]. Mathematically, this operation is denoted by a mapping $P_\mathcal{C}$ where $\mathcal{C}$ is a properly defined convex set and

$$
P_\mathcal{C}(\theta) = \arg \min_{\theta' \in \mathcal{C}} \|\theta - \theta'\|,
$$

i.e., the projection onto the set $\mathcal{C}$. In practice, $\mathcal{C}$ is usually picked as a large box region where the true parameter has to be inside.

Note that when $s_t$’s are i.i.d. draws from $\mu^b$, and $a_t, s'_t$ are generated using policy $b$, $z_t$’s are i.i.d.. However, in practice, it is more often the case that $z_t = (s_t, a_t, r_1, s'_t)$ are generated from the underlying Markov chain with $s_{t+1} = s'_t$. In this case, $z_t$’s are time-dependent.

From the data processing perspective, to update Algorithm 1 based on direct-SGD or TD-STD, one does not need access to $\{z_t, s \neq t\}$. For the two stochastic gradient formulations (8) and (9), the theoretical analysis for (9) is more evolved. In addition, implementing (9) requires knowledge of $b(a|s)$, which may not be readily available in some applications. On the other hand, updates according to (9) resemble the standard TD algorithm and are sparse if $\varphi$ and $\zeta$ are sparse.
2.3 Strong convexity, contraction, and TD(0)

The linear parameterization ensures that \(l(\theta)\) is a convex function. With certain choices of the feature vectors \(\varphi\) and \(\zeta\), \(l(\theta)\) can be strongly convex. Strong convexity usually leads to better convergence rate. In particular, one theoretical advantage of strong convexity is that the gradient descent direction is also a contraction direction towards \(\theta^*\) on average.

**Definition 3.** A vector field \(\bar{g}(\theta)\) generates a c-contraction towards \(\theta^*\) if \(\langle \theta - \theta^*, \bar{g}(\theta) \rangle \geq c\|\theta - \theta^*\|^2\) and \(\bar{g}(\theta^*) = 0\).

Other algorithms can also iterates along stochastic directions which is contractive on average. A popular one as we will explain next is temporal difference learning (TD(0)) \[25\]. In offline policy evaluation, we still consider iterations of the form \(\theta_{t+1} = \theta_t - \eta_t \bar{g}(\theta_t, z_t)\). However, \(g\) now takes the form

\[
g(\theta, z_t) = - \frac{1}{\mu^b(s_t)} \frac{\pi(a_t|s_t)}{b(a_t|s_t)} (r_t - \zeta^T \theta + \gamma \varphi(s_{t+1})^T \theta - \varphi(s_t)^T \theta) (\varphi(s_t) + \zeta) \tag{10}
\]

Comparing to online TD(0), (10) requires additional weight adjustment, i.e., \(\frac{1}{\mu^b(s_t)} \frac{\pi(a_t|s_t)}{b(a_t|s_t)}\), to account for the distribution shift. The actual algorithm is given in Algorithm 1 as well. Since TD(0) does not require knowledge of \(\xi^t\) and \(\phi^t\), it can be easier to implement than direct-SGD or TD-SGD. However, it does require knowledge of the invariant measure \(\mu^b\). If \(\mu^b\) is not known, we can estimate it using the sample average, i.e., \(\hat{\mu}^b_t(s) = \frac{1}{t} \sum_{t=1}^T 1_{s_t = s}\). We denote \(\bar{g}_t(\theta, z_t)\) as an approximation of \(g(\theta, z_t)\) by replacing \(\mu^b(s)\) with \(\hat{\mu}_t^b(s)\).

**Algorithm 1:** Policy evaluation with feature functions

**Input:** Data sequence \(z_t = (s_t, a_t, r_t, s'_t)\), sampling policy \(b\), evaluation policy \(\pi\), feature functions \(\varphi, \zeta\), discount factor \(\gamma \in (0, 1]\), feasibility set \(C\), initial parameter \(\theta_0 \in C\)

**Output:** Value function \(V^\pi(s) = \varphi(s)^T \theta_T\) (and average reward \(\bar{r} = \zeta^T \theta_T\))

for \(t = 1\) to \(T\) do

- Update \(\bar{g}_t(\theta_t, z_t)\) according to direct-SGD \[8\], TD-SGD \[9\], or TD(0) \[10\] using sample average approximation.
- Set \(\theta_{t+1} = \theta_t - \eta_t \bar{g}_t(\theta_t, z_t)\).
- Apply \(P_C\) to \(\theta_{t+1}\).

end

Return \(\theta_T = \frac{1}{T+1} \sum_{t=0}^T \theta_t\).

In TD(0), we note that

\[
\bar{g}(\theta) := \sum_{s, a, r, s'} \mu^b(s)b(s,a)p(s'|s,a)p(r|s,a)g(\theta, z) = - \sum_s (\xi^T(s) + (-\zeta + \gamma \varphi^T(s) - \varphi(s)^T \theta)(\varphi(s) + \zeta). \tag{11}
\]

It is worth mentioning that \(\bar{g}\) is not the gradient of \(l\) anymore. Thus, we only refer to direct-SGD and TD-SGD as SGD-based updates. We next show that both SGD and TD(0) can induce a contraction on average in its updating direction. Let

\[
D = \sum_s \varphi(s)^T \varphi(s) - \gamma \varphi(s) \phi^\pi(s)^T + \zeta \zeta^T.
\]

We define \(A \succeq B\) if \(A - B\) is positive semi-definite.
Lemma 2. In direct-SGD and TD-SGD, \( g \) is a c-contraction if \( l \) is c-strongly convex, i.e., \( \nabla^2 l \succeq cI \). In TD(0), \( \hat{g} \) is a c-contraction if \( \frac{1}{2}(D+D^T) \succeq cI \).

From Lemma 2, the contraction property depends on the choice of features. To gain insights into this, we investigate a simplified case where the state space if finite and \( S = \{s_1, \ldots, s_{|S|} \} \).

When \( \gamma < 1 \), the conditions in Lemma 2 hold with standard tabular parameterization:

**Proposition 2.** When \( \gamma < 1 \), under the tabular parameterization, i.e., \( \varphi(s_i) = e_i \), the conditions in Lemma 2 hold with \( \nabla^2 l \succeq \min_s \mu^0(s)(1-\gamma)^2I \) and \( \frac{1}{2}(D+D^T) \succeq (1-\gamma)I \).

When \( \gamma = 1 \), the standard tabular parameterization no longer satisfies the conditions in Lemma 2. In particular, when \( \gamma = 1 \), \( V^T(s) \) is not uniquely identifiable. We can fix the issue by imposing constraints on the basis as demonstrated in the following proposition.

**Proposition 3.** When \( \gamma = 1 \), we set \( \zeta = e_{|S|} \) and consider the following feature specifications:

1. Suppose \( \mu^0(s_{|S|}) > 0 \). Set \( \varphi(s_i) = e_i, i = 1, \ldots, |S| - 1 \), and \( \varphi(s_{|S|}) = 0 \). Then, the conditions in Lemma 2 hold with \( \nabla^2 l \succeq \min_s \mu^0(s)(1-p)^2I \) and \( \frac{1}{2}(D+D^T) \succeq (1-p)I \) where \( p = \|\hat{P}^T\| \) and \( P^\tau \) is an \( |S| \times |S| \) matrix with the first \( |S| - 1 \) columns the same as the first \( |S| - 1 \) columns of \( P^\tau \), while the last column is zero.

2. Suppose \( P^\tau \) has a spectral gap \( \lambda \). Let \( U \in \mathbb{R}^{|S| \times (|S|-1)} \) with orthonormal column vectors that are orthogonal to \( \bar{1} \). Set \( \varphi(s_i)^T = [u_i, 0] \) where \( u_i \) is the \( i \)-th row of \( U \). Then, the conditions in Lemma 2 hold with \( \nabla^2 l \succeq \min_s \mu^0(s)\lambda^2I \) and \( \frac{1}{2}(D+D^T) \succeq \lambda I \).

## 3 Finite-time analysis for Algorithm 1

In this section, we study the convergence rate for the proposed policy evaluation algorithms. We also conduct convergence analysis for general aSGD and approximate stochastic contraction with time-dependent data.

### 3.1 Approximate stochastic gradient or contraction for dependent data

We first consider a generic approximate stochastic iterative algorithm, which can be taken out of the context of policy evaluation. For a given convex feasibility set \( C \), we consider the iterates

\[
\theta_{t+1} = P_C(\theta_t - \eta_t \hat{g}_t(\theta, z_t)),
\]

where \( z_t, t = 0, 1, \ldots \), is the data sequence and \( \hat{g}_t \) is an approximation of a properly defined stochastic gradient or contraction (see Assumption 2). To study the convergence of (12), we need to impose some regularity conditions on the data generating process and our estimation procedure.

First, we assume the data sequence comes from an ergodic Markov process:

**Assumption 1.** \( z_t \) is an ergodic Markov chain on some Polish space \( Z \) with a stationary distribution \( \mu \). There exists a finite mixing time \( \tau < \infty \).

Second, we define the notion of an oracle stochastic gradient or contraction. In practice, we often needs further approximation of the oracle, i.e., \( \hat{g}_t \) in (12). We refer to (12) as an approximate stochastic gradient or contraction in the following sense:

**Assumption 2.** There is an accurate stochastic movement \( g(\theta, z_t) \) with \( \hat{g}(\theta) := \sum_z \mu(z) g(\theta, z) \). There exists a stochastic sequence \( e_t \) with \( \mathbb{E} e_t^2 < \infty \) such that \( ||g(\theta, z_t) - \hat{g}_t(\theta, z_t)|| \leq e_t \).
Theorem 1. Under Assumptions 1 – 3, if \( \hat{g}(\theta) = \nabla l(\theta) \) as an oracle stochastic gradient and iterates according to (12) as aSGD. If \( \hat{g}(\theta) \) is a \( c \)-contraction according to Definition 3, we refer to \( g(\theta, z_t) \) as an oracle stochastic contraction. Note that when \( l(\theta) \) is strongly convex and \( \hat{g}(\theta) = \nabla l(\theta) \), \( g(\theta, z_t) \) is both a stochastic gradient and a stochastic contraction.

Lastly, we assume the projection set is compact and the associated gradients are bounded and smooth.

Assumption 3. \( \theta^* \in C \). There exist constants \( C_0, C_1 > 0 \), such that

\[
\|\hat{g}\|_{\infty}, \|\hat{g}_t\|_{\infty}, \|g_t\|_{\infty} \leq C_0, \quad C \subset \{\|\theta\| \leq C_1\}.
\]

There exists \( G > 0 \), such that \( g(\theta, z) \) is \( G \)-Lipschitz continuous in \( \theta \) on \( C \) for any \( z \in Z \).

The requirement that \( C \) is in a ball of radius \( C_1 \) is achievable for a properly chosen \( C_1 < \infty \). Note that \( C_1 \) in general needs to increase with the dimension of \( \theta \), which may further depend on the dimension of \( z_t \).

Theorem 1. Under Assumptions 4 - 3 if \( \hat{g}(\theta) = \nabla l(\theta) \), the average of iterates \( \bar{\theta}_T = \frac{1}{T} \sum \theta_t \) from iteration (12) satisfies

\[
\mathbb{E}(\bar{\theta}_T) - l(\theta^*) = O \left( \frac{1}{T} \left( \tau \log T \sum_{t=0}^T \eta_t + \frac{1}{\eta_T} \sum_{t=0}^T \mathbb{E}e_t \right) \right),
\]

where \( O \) hides a polynomial of \( C_0, C_1, \) and \( G \). If we fix \( \eta_t = \eta_0 t^{-1/2} \) for some \( \eta_0 > 0 \), and assume \( \tau = O(1) \) and \( \mathbb{E}e_t = O(1/T) \), then we can further simplify the bound to \( \mathbb{E}(\bar{\theta}_T) - l(\theta^*) = O \left( \log T \sqrt{T} \right) \).

When the average movement \( \bar{g} \) is a \( c \)-contraction, we can further improve the convergence rate in Theorem 1 from \( O(1/\sqrt{T}) \) to \( O(1/T) \). This require us to set the step size as follows: \( \eta_1 \in [1/c, 2/c] \) and for \( t \geq 1 \),

\[
\eta_{t+1} = \exp \left( -\frac{1}{2 t} \right) \eta_t.
\]

Note that in practice we may not know the exact value of \( c \) but rather a lower bound \( c_0 \leq c \). Then, it suffices to set the step sizes as in (13) with \( c \) replaced by \( c_0 \).

Theorem 2. Under Assumptions 7 - 3, if \( \bar{g} \) is a \( c \)-contraction, and with the choice of step sizes defined in (13), the iterates according to (12) satisfy

\[
\mathbb{E}\|\bar{\theta}_T - \theta^*\|^2 = O \left( \frac{s^2 (\log T)^3}{T} \right) + \frac{1}{T} \sum_{t=1}^T \mathbb{E}e_t^2,
\]

where \( O \) hides a polynomial of \( C_0, C_1, \) and \( G \). If we have \( \tau = O(1) \) and \( \mathbb{E}e_t^2 = O(1/T) \), we can further simplify the bound to \( \mathbb{E}\|\bar{\theta}_T - \theta^*\|^2 = O \left( (\log T)^3 / T \right) \).

We make several observations from Theorems 1 and 2. First, when \( \bar{g} = \nabla l \), aSGD has the same convergence rate as the oracle SGD as long as the estimation error \( \mathbb{E}e_t^2 = O(1/t) \). Note that \( \mathbb{E}e_t^2 = O(1/t) \) is the standard error bound for sampling-based estimators, including the sample-average estimator in (4). Second, using Markovian data sequence has the same convergence rate as i.i.d. data as long as the underlying Markov chain is ergodic with mixing time \( \tau = O(1) \).

In particular, \( O(1/\sqrt{T}) \) and \( O(1/T) \) are the convergence rate for standard SGD for convex and strongly convex loss functions respectively 24.
3.2 Application to policy evaluation

In this subsection, we demonstrate how the results developed in Section 3.1 can be applied to policy evaluation, i.e., Algorithm 1.

We first note that in practice, it is reasonable to assume that the rewards are properly bounded. Since $\varphi(s)$ and $\zeta$ are basis vectors, they are usually bounded as well.

Assumption 4. $\theta^* \in C$. There exist constants $\tilde{C}_0, \tilde{C}_1 > 0$, such that $|r| < \tilde{M}$ with probability 1, $\|\zeta\|_{\infty}, \|\varphi\|_{\infty} \leq \tilde{C}_0$, and $C \subset \{\theta : \|\theta\| \leq \tilde{C}_1\}$.

We also impose an ergodicity assumption on the data collecting policy $b$. These assumptions are typically assumed in the literature (see, for example, [26, 4]).

Assumption 5. The data collecting policy $b$ generates an irreducible ergodic chain on $S$. There exists a mixing time $\tau < \infty$.

Lastly, we assume the estimators for the transition probability and invariance measure are reasonably accurate, which can be achieved by standard sample-average estimators.

Assumption 6. There exists a stochastic sequence $\tilde{e}_t$ such that the estimator of the transition probability $\hat{p}_t$ and invariance probability $\hat{\mu}_b$ satisfy $\|\hat{p}_t(\cdot|s_t) - p(\cdot|s_t)\|_{\infty} \leq \tilde{e}_t$, $|1/\hat{\mu}_b(s_t) - 1/\mu_b(s_t)| \leq \tilde{e}_t$, and $E\tilde{e}_t^2 = O(1/t)$.

We can verify that under Assumptions 4 - 6, Assumptions 1 - 3 hold for Algorithm 1. This gives the following finite-time performance bound.

Theorem 3. Suppose $\pi(a|s) \leq C\mu_b(s)b(a|s)$ for some $C > 0$. Under Assumptions 4 – 6, the SGD-based updates in Algorithm 1 solves the offline policy evaluation problem with

$$E\{(\hat{\theta}_T) - l(\theta^*) = O\left(\log T / \sqrt{T}\right).$$

If $l(\theta)$ is strongly convex, with the choice of step sizes defined in (13), we further have

$$E\|\hat{\theta}_T - \theta^*\|^2 = O\left((\log T)^3 / T\right), \quad E(l(\hat{\theta}_T) - l(\theta^*)) = O\left((\log T)^3 / T\right).$$

If $g$ in $TD(\theta)$ is a contraction, the $TD(\theta)$-based update in Algorithm 1 solves the offline policy evaluation problem with rate (14).

It is worth pointing out that having a low $l(\hat{\theta}_T)$ value only indicates that $V_{\hat{\theta}_T}$ fits the Bellman equation (3) well. However, it is a priori unclear whether $V_{\hat{\theta}_T}$ is close to the exact value function $V^\pi := V_\pi$. The next result addresses this problem assuming the Markov process under policy $\pi$ has a spectral gap and the distribution shift from $\mu^\pi$ to $\mu_b$ is not large.

Theorem 4. Suppose $P^\pi$ has a spectral gap $\lambda > 0$ and $\mu^\pi(s) \leq C\mu_b(s)$ for some $C \in (0, \infty)$.

1. If $\gamma < 1$, we have

$$\sum a \mu^\pi(s)(V^\pi(s) - V_\theta(s))^2 \leq \frac{C}{(1 - \gamma(1 - \lambda))^2(l(\theta) - l(\theta^*)).$$

2. If $\gamma = 1$, we have

$$\min a \sum a \mu^\pi(s)(V^\pi(s) + a - V_\theta(s))^2 + (r^\pi - \bar{r})^2 \leq \frac{C}{\lambda^2(l(\theta) - l(\theta^*)).$$

The challenge imposed by the distribution shift can be seen by the requirement that $\mu^\pi(s) \leq C\mu_b(s)$. In particular, we note from Theorem [3] that the loss function $l(\theta)$ is only a good indicator of the accuracy of $V^\pi$ if $C$ is of a reasonable size.
4 Policy iteration with approximated policy evaluation

Policy iteration is a standard way to handle the policy learning task. It can also be implemented in the offline setting. Policy evaluation is an important subroutine in policy iteration. Given our results in Theorem 3, we next discuss how our estimates can be integrated with policy iteration. Since the convergence rate of policy iteration is only studied for the discounted case, i.e., $\gamma < 1$, (see [3, 2]), we restrict our discussion to this setting as well.

Policy iteration iteratively updates the policy according to

$$\tilde{\pi}_{k+1} = \arg \max_{\pi \in \Pi} \mathbb{E}_s^\pi r(s, a) + \gamma \mathbb{E}_s^\pi \sum_{s'} V_{\tilde{\pi}_k}(s')P(s, s'),$$

where $\Pi$ denote the space of admissible policies. We assume the optimal policy $\pi^*$ in $\Pi$. In general, we note quantities related to the optimal policy with a superscript $*$. For example, the optimal value function is $V^*$, the stationary distribution of the underlying Markov chain under the optimal policy is $\pi^*$.

When $V_{\pi^*}$ can be evaluated exactly and $\gamma < 1$, it is well known that policy iteration has linear convergence. However, in practice, we only have access to an estimate of $V_{\pi^*}$, which we denote as $\tilde{V}_{\pi_k}$. Define the one step policy iteration with approximated policy evaluation as

$$\pi_{k+1} = \arg \max_{\pi \in \Pi} \mathbb{E}_s^\pi r(s, a) + \gamma \mathbb{E}_s^\pi \sum_{s'} \tilde{V}_{\pi_k}(s')P(s, s').$$

(15)

We next develop a general error bound for iteration based on (15). Classic error bounds for policy iteration with approximated policy evaluation is based on the $l_\infty$ norm [2], which is not compatible with Theorem 3. We use the $\mu^*$-$l_1$ norm instead.

**Theorem 5.** Suppose the policy evaluation error at the $k$-th iteration satisfies

$$\mathbb{E} \sum_s \mu^*(s)|V_{\pi_k}(s) - \tilde{V}_{\pi_k}(s)| \leq \epsilon_k,$$

(16)

where the expectation is taken over the randomness in policy evaluation. In addition, suppose $\mu^*(s) \leq C \mu_{\pi_k+1}(s) \leq C^2 \mu_{\pi_k}(s)$ for some $C \in (0, \infty)$. Then,

$$\mathbb{E} \sum_s \mu^*(s)(V^*(s) - V_{\pi_k}(s)) \leq C^2 \sum_s \mu^*(s)(V^*(s) - V_{\pi_0}(s)) + \frac{\sum_{k=1}^K K^{k-1}C^2 \epsilon_k}{1 - \gamma}.$$

Based on Theorem 5, we can quantify the complexity of policy iteration with approximated policy evaluation via Algorithm 1. Given any accuracy level $\epsilon > 0$, we consider the error requirement $\mathbb{E} \sum_s \mu^*(s)(V^*(s) - V_{\pi_k}(s)) = \epsilon$.

**Corollary 1.** Consider policy iteration (15) with approximate policy evaluation subroutine Algorithm 1. Suppose Assumptions 2 and 3 hold. In addition, assume $\pi(a|s) \leq C \mu^h(s)b(a|s)$ and $\mu^h(s) \leq C \mu^h(s)$ for some $C > 0$. Then, for any given $\epsilon > 0$, SGD-based updates achieve an $\epsilon$-accuracy with an overall sampling complexity

$$O\left(\frac{\log(1/\epsilon)^2 \log(1/(1 - \gamma))}{(1 - \gamma)^2 \epsilon^4}\right).$$

If $l$ is strongly convex in SGD-based updates or $\tilde{g}$ is a $c$-contraction in TD(0), we can achieve an $\epsilon$-accuracy with an overall sampling complexity

$$O\left(\frac{\log(1/\epsilon)^2 \log(1/(1 - \gamma))}{(1 - \gamma)^2 \epsilon^2}\right).$$
5 Conclusion

In this paper, we demonstrate how to apply stochastic optimization techniques to develop and analyze offline RL algorithms. We derive finite-time performance bounds for SGD-based updates and TD(0) for offline policy evaluation with time-dependent data. These bounds are independent of the discount factor and can be applied to both discounted reward and long-run average reward formulations. Our development also extends convergence results for SGD and stochastic contraction with time-dependent data.
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For a finite-state MDP, we assume the states are indexed as $s_1, \ldots, s_{|S|}$. The feature vectors are one-hot vectors in $\mathbb{R}^{|S|+1}$, i.e.,

$$\varphi(s_i) = e_i$$

and $\zeta = e_{|S|+1}$. Given $\theta \in \mathbb{R}^{|S|+1}$, the value function and long-run average rewards are given by $V_\pi^\theta(s_i) = \theta_i$, and $\bar{r}_\theta = 1_{\gamma=1}|S|+1$ respectively. With this parameterization, the oracle conditional average feature is simply the transition probability under $\pi$, i.e.,

$$[\varphi^*(s)]_i = \mathbb{P}_\pi^*(s' = s_i) = \sum_a \pi(a|s)P(s_i|s,a),$$

where $[x]_i$ denotes the $i$-th component of a vector $x$.

Algorithms 2, 3 and 4 summarize the direct-SGD, TD-SGD and TD(0) updates for the tabular parameterization respectively. It can be seen that both TD-SGD and TD(0) feature sparse updates of the value functions.

### B Proof of the auxiliary results

#### B.1 Proof of Proposition 1

**Proof.** We note that

$$l(\theta) = \sum_s \mu(s) L(\theta, s).$$
Algorithm 2: Tabular policy evaluation with direct-SGD

**Input:** Data sequence $h_t = (s_t, a_t, r_t)$, sampling policy $b$, evaluation policy $\pi$, discount factor $\gamma \in (0, 1]$, initial values $V_0^\pi$ (and $\bar{r}_0$)

**Output:** Value function $\bar{V}_T(s)$ (and average reward $\bar{R}_T$)

for $t = 1$ to $T$ do
  
  Update $\hat{\mu}_t(s_t)$ and calculate
  
  $\delta_t(\theta_t, s_t) = \sum_s r \hat{\mu}_t(r|s_t) - \bar{r}_t + \gamma \sum_{s'} \hat{\mu}_t(s'|s_t)V_t(s') - V_t(s_t)$

  if $\gamma = 1$ then
    
    Update $\bar{r}_{t+1} = \bar{r}_t + \eta \hat{\delta}_t$;
  
  else
    
    $\bar{r}_{t+1} = 0$
  
end

  Update $V_{t+1}(s_t) = V_t(s_t) + \eta \hat{\delta}_t(\theta_t, s_t)(1 - \gamma \hat{\mu}_t(s_t|s_t))$

for $s' \neq s_t$ do
  
  Update $V_{t+1}(s') = V_t(s') - \gamma \eta \hat{\delta}_t(\theta_t, s_t)\hat{\mu}_t(s'|s_t)$;

end

Apply $P_\pi$ to $V_{t+1}(s)$’s and $\bar{r}_{t+1}$.

Return $\bar{V}_T(s) = \frac{1}{T+1} \sum_{t=0}^T V_t(s)$ and $\bar{R}_T = \frac{1}{T+1} \sum_{t=0}^T \bar{r}_t$.

Algorithm 3: Tabular policy evaluation via TD-SGD

**Input:** Data sequence $h_t = (s_t, a_t, r_t)$, sampling policy $b$, evaluation policy $\pi$, discount factor $\gamma \in (0, 1]$, initial values $V_0^\pi$ (and $\bar{r}_0$)

**Output:** Value function $\bar{V}_T(s)$ (and average reward $\bar{R}_T$)

for $t = 1$ to $T$ do
  
  Update $\hat{\mu}_t(s_t)$ and calculate
  
  $\delta_t(\theta_t, s_t) = \sum_s r \hat{\mu}_t(r|s_t) - \bar{r}_t + \gamma \sum_{s'} \hat{\mu}_t(s'|s_t)V_t(s') - V_t(s_t)$

  if $\gamma = 1$ then
    
    Update $\bar{r}_{t+1} = \bar{r}_t + \eta \hat{\delta}_t$;
  
  else
    
    $\bar{r}_{t+1} = 0$
  
end

  Update $V_{t+1}(s_t) = V_t(s_t) + \eta \hat{\delta}_t(\theta_t, s_t)(1 - \gamma \hat{\mu}_t(s_t|s_t))$

Update $V_{t+1}(s_{t+1}) = V_t(s_{t+1}) - \gamma \eta \hat{\delta}_t(\theta_t, s_t)$

Apply $P_\pi$ to $V_{t+1}(s)$’s and $\bar{r}_{t+1}$.

Return $\bar{V}_T(s) = \frac{1}{T+1} \sum_{t=1}^T V_t(s)$ and $\bar{R}_T = \frac{1}{T+1} \sum_{t=1}^T \bar{r}_t$. 
Algorithm 4: Tabular policy evaluation via TD(0)

Input: Data sequence $h_t = (s_t, a_t, r_t)$, sampling policy $b$, evaluation policy $\pi$, discount factor $\gamma \in (0, 1]$, initial values $V_0^\pi$ (and $\bar{r}_0$)

Output: Value function $V_T(s)$ (and average reward $\bar{R}_T$)

for $t = 1$ to $T$ do
  Update $\mu^b(s_t)$
  Compute $\delta_t = -\frac{1}{\mu^b(s_t)} \pi(a_t|s_t) (r_t - \bar{r}_t + \gamma V_t(s_{t+1}) - V_t(s))$
  if $\gamma = 1$ then
    Update $\bar{r}_{t+1} = \bar{r}_t - \eta_t \delta_t$;
  else
    $\bar{r}_{t+1} = 0$
  end
  Update $V_{t+1}(s_t) = V_t(s_t) - \eta_t \delta_t$
  Apply $P_\pi$ to $V_{t+1}(s)$’s and $\bar{r}_{t+1}$.
end

Return $V_T(s) = \frac{1}{T} \sum_{t=1}^T V_t(s)$ and $\bar{R}_T = \frac{1}{T} \sum_{t=1}^T \bar{r}_t$.

$L$ is quadratic in $\theta$ and

$$L(\theta, s) = \frac{1}{2} (\xi^\pi(s) + (-\zeta + \gamma \phi^\pi(s) - \varphi(s))^T \theta)^2 \geq 0.$$

When $V_0^\pi$ solves the Bellman equation, the lower bound $0$ is achieved. Meanwhile, if $\theta^*$ is a minimizer of $l(\theta)$,

$$\xi^\pi(s) + (-\zeta + \gamma \phi^\pi(s) - \varphi(s))^T \theta = 0,$$

which implies that $V_0^\pi$ solves the Bellman equation.

B.2 Proof of Lemma

Proof. Note that

$$\sum_{s, a, s'} \mu^b(s) b(a|s) p(s'|a, s) \frac{\pi(a|s)}{b(a|s)} (\xi^\pi(s) + (-\zeta + \gamma \phi^\pi(s) - \varphi(s))^T \theta) (-\zeta + \gamma \varphi(s') - \varphi(s))$$

$$= \sum_s \mu^b(s) (\xi^\pi(s) + (-\zeta + \gamma \phi^\pi(s) - \varphi(s))^T \theta) (-\zeta + \gamma \sum_{a, s'} \pi(a|s) p(s'|s, a) \varphi(s') - \varphi(s))$$

$$= \sum_s \mu^b(s) (\xi^\pi(s) + (-\zeta + \gamma \phi^\pi(s) - \varphi(s))^T \theta) (-\zeta + \gamma \phi^\pi(s) - \varphi(s))$$

$$= \sum_s \mu^b(s) \nabla L(\theta, s) = \nabla l(\theta).$$

B.3 Proof of Lemma 2

Proof. For SGD-based updates, the result is based on the definition of strong convexity. In particular, there exists some $\tilde{\theta}$ between $\theta$ and $\theta^*$, such that

$$(\theta - \theta^*, \tilde{g}(\theta) - \tilde{g}(\theta^*)) = (\theta - \theta^*)^T \nabla^2 l(\tilde{\theta})(\theta - \theta^*).$$

In addition, note that

$$\nabla^2 l(\theta) = \sum_s \mu^b(s)(-\zeta + \gamma \phi^\pi(s) - \varphi(s))(-\zeta + \gamma \phi^\pi(s) - \varphi(s))^T,$$

which is independent of $\theta$. Thus,

$$(\theta - \theta^*)^T \nabla^2 l(\tilde{\theta})(\theta - \theta^*) \geq c\|\theta - \theta^*\|^2.$$

For TD(0),

$$\tilde{g}(\theta) = \sum_{s,a,r,s'} \mu^b(s)b(s|a)p(s'|s,a)p(r|s,a)g(\theta, z)$$

$$= -\sum_s (\xi^\pi(s) + (-\zeta + \gamma \phi^\pi(s) - \varphi(s))(\varphi(s) + \zeta)).$$

It is easy to check that $\tilde{g}(\theta^*) = 0$ since $V_{\theta^*}$ solves the Bellman equation. Next,

$$(\theta - \theta^*, \tilde{g}(\theta)) = (\theta - \theta^*, \tilde{g}(\theta) - \tilde{g}(\theta^*))$$

$$= -\sum_s (\gamma \phi^\pi(s) - \varphi(s) - \zeta) (\theta - \theta^*)(\varphi(s) + \zeta)$$

$$= -(\theta - \theta^*)^T \left( \sum_s (\varphi(s) + \zeta) (\gamma \phi^\pi(s) - \varphi(s) - \zeta) \right) (\theta - \theta^*)$$

$$= (\theta - \theta^*)^T D(\theta - \theta^*)$$

$$= \frac{1}{2} ((\theta - \theta^*)^T D(\theta - \theta^*) + (\theta - \theta^*)^T D^T(\theta - \theta^*))$$

$$\geq c\|\theta - \theta^*\|^2.$$

\[\square\]

B.4 Proof of Proposition 2

Proof. When $\gamma < 1$, $\zeta = 0$. Under the tabular parameterization,

$$\nabla^2 l = (I - \gamma \pi^\pi)^T \left( \sum_i \mu^b(s_i)e_i e_i^T \right) (I - \gamma \pi^\pi).$$

Since $(\sum_i \mu^b(s_i)e_i e_i^T) \succeq \min_s \mu^b(s)I$ and $\|\pi^\pi\| \leq 1$,

$$\nabla^2 l \succeq \min_s \mu^b(s)(I - \gamma \pi^\pi)^T (I - \gamma \pi^\pi) \succeq \min_s \mu^b(s)(1 - \gamma)^2 I.$$

Next, note that under the tabular parameterization, $D = I - \gamma \pi^\pi$. Then, for any vector $v$,

$$v^T D v = \|v\|^2 - \gamma v^T \pi^\pi v.$$

Since $\|\pi^\pi\| \leq 1$,

$$v^T D v \geq (1 - \gamma)\|v\|^2.$$

\[\square\]
B.5 Proof of Proposition 3

Proof. We first introduce a few notations. In both cases,
\[ \nabla^2 l = \sum_s \mu^h(s)(\phi^s(s) - \varphi(s))(\phi^s(s) - \varphi(s))^T + e_{[S]}e_{[S]}^T. \]

**Case 1.** Recall that \( \tilde{P}^\pi \) be an \(|S| \times |S|\) matrix with the first \(|S| - 1\) columns the same as the first \(|S| - 1\) columns of \( P^\pi \), while the last column is zero. Then \( \phi^s(s_i) = (P^\pi)^T e_i, i = 1, \ldots, |S| \).

\[ \nabla^2 l(\theta) = \sum_{i=1}^{(|S|-1)} \mu^h(s_i)((\tilde{P}^\pi)^T e_i - e_i)((\tilde{P}^\pi)^T e_i - e_i)^T + \mu^h(s_{|S|})((\tilde{P}^\pi)^T e_{|S|})^T e_{|S|}^T \tilde{P}^\pi + e_{|S|}e_{|S|}^T. \]

We next show that \( \| \tilde{P}^\pi \| < 1 \). Suppose \( \| \tilde{P}^\pi \| = p \) and \( v \) is the largest left eigenvector of \( \tilde{P}^\pi \) i.e. \( (\tilde{P}^\pi)^T v = pv \). Since \( P^\pi \) has all entries being non-negative, by Perron-Frobenius theorem, all entries of \( v \) are non-negative, and so are \( (\tilde{P}^\pi)^T v \) and \( (P^\pi)^T v \). Then, \( (P^\pi)^T v \) is larger than or equal to \( (\tilde{P}^\pi)^T v \) component wise. This implies that \( \|(P^\pi)^T v\| \leq \|v\|^2 \). Since \( \| \tilde{P}^\pi \| \leq 1, p \leq 1 \). Next, suppose \( p = 1 \). Then, \( v = (P^\pi)^T v \). Since \( P^\pi \) is ergodic, \( v \) is a multiple of \( \mu^\pi \). Meanwhile, because \( v = (P^\pi)^T v, v_{|S|} = 0 \). This contradicts that \( \mu^\pi(s_{|S|}) > 0 \). Thus, \( p < 1 \). This further implies that \( v^T (\nabla^2 l(\theta)) v \geq \min_s \mu^h(s)(1 - p)^2 \|v\|^2 \).

For \( D \), note that
\[ D = \sum_{i,j \neq |S|} (e_i e_j^T - P^\pi(i,j)e_i e_j^T + e_{|S|}e_{|S|}^T). \]

For any vector \( v \), let \( \tilde{v} \) be the same as \( v \) except that the last component is replaced by 0. Then,
\[ v^T D v = \|v\|^2 - \tilde{v}^T \tilde{P}^\pi \tilde{v}. \]

Since \( \| \tilde{P}^\pi \| = p < 1 \), we have \( v^T D v \geq (1 - p) \|v\|^2 \).

**Case 2.** Let \( \tilde{U} = (U, 0) \in \mathbb{R}^{[S]|S| \times |S|} \). Note that \( \varphi(s_i) = \tilde{U}^T e_i := \tilde{u}_i \). Thus,
\[ \nabla^2 l = \sum_s \mu^h(s)(\phi^s(s) - \varphi(s))(\phi^s(s) - \varphi(s))^T + e_{[S]}e_{[S]}^T. \]

\[ = \sum_s \mu^h(s_i) \left( \sum_j P^\pi(i,j)\tilde{u}_j - \tilde{u}_i \right) \left( \sum_j P^\pi(i,j)\tilde{u}_j - \tilde{u}_i \right)^T + e_{[S]}e_{[S]}^T \]

\[ = \sum_s \mu^h(s_i) (\tilde{U}^T (P^\pi)^T e_i - \tilde{U}^T e_i)(\tilde{U}^T (P^\pi)^T e_i - \tilde{U}^T e_i)^T + e_{[S]}e_{[S]}^T \]

\[ = \tilde{U}^T (I - P^\pi)^T \left( \sum_s \mu^h(s_i) e_i e_i^T \right) (I - P^\pi) \tilde{U} + e_{[S]}e_{[S]}^T. \]

Since \( P^\pi \) is the transition matrix and it has a spectral gap \( \lambda \), the largest eigenvalue of \( P^\pi \) is 1, which is simple due to ergodicity. Let \( \rho \) be the eigenvalue of \( P^\pi \) with the second largest norm,
which has to be less than 1. We next show that \(|\rho| \leq 1 - \lambda\). To see this, first note that \(P^\pi 1 = 1\).

Next, let \(v \perp 1\) be an eigenvector of \(P^\pi\) with \(P^\pi v = \rho v\). Note that

\[
(P^\pi)^k v = \rho^k v \quad \text{and} \quad (\mu^\pi)^T (P^\pi)^k v = (\mu^\pi)^T v = 0.
\]

Then,

\[
2 \log |\rho| = \lim_{k \to \infty} \frac{1}{k} \log \|\rho^k v\|^2 = \lim_{k \to \infty} \frac{1}{k} \log \|P^\pi k v\|^2 = \lim_{k \to \infty} \frac{1}{k} \log \sum_s |(P^\pi)^k v(s) - (\mu^\pi)^T (P^\pi)^k v|^2 \leq \lim_{k \to \infty} \frac{1}{k} \log \frac{\var_{\mu^\pi}([P^\pi]^k v]}{\min_s \mu^\pi(s)} = \lim_{k \to \infty} \frac{1}{k} \log \frac{(1 - \lambda)^2 \var_{\mu^\pi}[v]}{\min_s \mu^\pi(s)} = 2 \log (1 - \lambda).
\]

Based on the above observation, for any \(v \perp 1\), \(\| (P^\pi - I) v \| \geq \lambda \| v \|\). Next, for any vector \(q\), we decompose it into \(q = \tilde{q} + q_{\|S\|} e_{\|S\|}\). Set \(v = \tilde{U} q = \tilde{U} \tilde{q}\), which satisfies \(v \perp 1\) and \(\|v\| = \|\tilde{q}\|\). Then,

\[
q^T \sum_s \mu^\pi(s) (\phi(s) - \varphi(s)) (\phi(s) - \varphi(s))^T q + q^T e_{\|S\|} e_{\|S\|}^T q = v^T (P^\pi - I)^T \left( \sum_s \mu^\pi(s) e_i e_i^T \right) (P^\pi - I) v + q_{\|S\|}^2 \geq \min_{s_i} \mu^\pi(s_i) \lambda^2 \|v\|^2 + q_{\|S\|}^2 \geq \min_{s_i} \mu^\pi(s_i) \lambda^2 \|q\|^2.
\]

For \(D\), note that

\[
D = \sum_{i,j \notin \|S\|} u_i u_i^T - P^\pi (i,j) u_i u_j^T + e_{\|S\|} e_{\|S\|}^T = \sum_{i,j \notin \|S\|} \tilde{U}^T e_i e_i^T \tilde{U} - P^\pi (i,j) \tilde{U}^T e_i e_j^T \tilde{U} + e_{\|S\|} e_{\|S\|}^T = \sum_{i,j} \tilde{U}^T e_i e_i^T \tilde{U} - P^\pi (i,j) \tilde{U}^T e_i e_j^T \tilde{U} + e_{\|S\|} e_{\|S\|}^T = \tilde{U}^T \tilde{U} - \tilde{U}^T P^\pi \tilde{U} + e_{\|S\|} e_{\|S\|}^T = I - \tilde{U}^T P^\pi \tilde{U}.
\]

For any vector \(q = \tilde{q} + q_{\|S\|} e_{\|S\|}\), \(v = \tilde{U} q\) satisfies \(v \perp 1\) and \(\|v\| = \|\tilde{q}\|\). Then,

\[
q^T D q \geq \|q\|^2 - (1 - \lambda) \|\tilde{q}\|^2 \geq \lambda \|q\|^2.
\]
C Proof of Theorem 1

Recall that \( l(\theta) \) is the loss function that we try to minimize. \( g(\theta, z) \) is an oracle stochastic gradient, i.e., \( \sum_{z} g(\theta, z) \mu(z) := \hat{g}(\theta) = \nabla l(\theta) \). \( \hat{g}(\theta, z) \) is an approximate stochastic gradient with \( \| \hat{g}(\theta, z) - g(\theta, z) \| \leq \epsilon_t \). Define \( \eta_{m:n} = \sum_{t=m}^{n-1} \eta_t \) and \( \eta_{m:n} = 0 \).

Before we prove the main results, we first present a few auxiliary lemmas.

**Lemma 3.** Under Assumption 1, take \( \tau = \lceil \| \log \epsilon / \| \log 2 \| \rceil \). Then,
\[
\| \mathbb{P}_\mu(z_{\tau}, \cdot) - \mu(\cdot) \|_{TV} \leq \epsilon,
\]
and
\[
| \mathbb{E}_t(\hat{g}(\theta_t) - g(\theta_t, z_{t+\tau_t}, \theta_t - \theta^*)) | \leq 2C_0 \epsilon_1. \]

**Proof.** For any function \( f \) with \( \| f \| \leq 1 \), we define \( f_0(z) := f(z) - \sum_{z'} \mu(z') f(z') \). Note that \( \sum_{z} \mu(z) f_0(z) = 0 \) and \( |f_0(z)| \leq 1 \). We also define \( f_1(s) := \mathbb{E}_s f_0(z_t) \). Note that
\[
\sum_{z} \mu(z) f_1(z) = \sum_{z} \mu(z) \mathbb{P}_z(z_{t+\tau_t} = z') f_0(z') = \sum_{z'} \mu(z') f_0(z') = 0
\]
and
\[
|f_1(z)| = \left| \sum_{z'} (\mathbb{P}_z(z_{t+\tau_t} = z') - \mu(z')) f_0(z') \right| \leq \frac{1}{2}.
\]
We can repeat the above procedure and define a sequence as \( f_k(z) := \mathbb{E}_z [f_0(z_{k\tau})] \). Next, we show that \( |f_k| \leq \frac{1}{2^k} \). This is true when \( k = 0 \). For \( k \geq 1 \), suppose \( |f_{k-1}| \leq \frac{1}{2^{k-1}} \) for any \( z \in Z \). Then, we have
\[
\sum_{s} \mu(z) f_{k}(z) = \sum_{s} \mu(z) \mathbb{P}_z(s_{k\tau_t} = z') f_0(z') = \sum_{z'} \mu(z') f_0(z') = 0,
\]
and
\[
|f_k(s)| = \left| \sum_{z'} (\mathbb{P}_z(z_{k\tau_t} = z') - \mu(z')) f_{k-1}(z') \right| \leq \frac{1}{2} \sup_{z'} |f_{k-1}(z')| \leq \frac{1}{2^k}.
\]
Let \( n = \lceil \| \log \epsilon / \| \log 2 \| \rceil \). Then,
\[
f_n(z) = \mathbb{E}_z f(z_{\tau_n}) - \sum_{z'} \mu(z') f(z') \quad \text{and} \quad |f_n(z)| \leq \frac{1}{2^n} \leq \epsilon.
\]
Since \( f \) is any function with \( \| f \| \leq 1 \), we have \( \| \mathbb{P}_\mu(z_{\tau_n}, \cdot) - \mu(\cdot) \|_{TV} \leq \epsilon \).

Next
\[
|\mathbb{E}_t(\hat{g}(\theta_t) - g(\theta_t, z_{t+\tau_t}, \theta_t - \theta^*))|
\leq \sum_{z'} (\mu(z') - \mathbb{P}_z(z_{t+\tau_t} = z')) g(\theta_t, z') \| \theta_t - \theta^* \| \quad \text{by Cauchy-Schwarz inequality}
\leq C_0 \| \theta_t - \theta^* \| \leq 2C_0 \epsilon.
\]
Lemma 4. Under Assumptions the stochastic iterates from satisfy
\[ \|\theta_{t+n} - \theta_t\| \leq C_0 \eta_{t:t+n}. \]

In addition,
\[ |\langle g(\theta_t, z_{t+n}) - g(\theta_{t+n}, z_{t+n}), \theta_t - \theta^*\rangle| \leq 2GC_1 \eta_{t:t+n}. \]

Proof. By the convexity of \( C \),
\[ \|\theta_{t+1} - \theta_t\| \leq \|\eta \hat{g}_t(\theta_t, z_t)\| \leq C_0 \eta_t. \]

Then,
\[ \|\theta_{t+n} - \theta_t\| \leq \sum_{k=t}^{t+n-1} \|\theta_{k+1} - \theta_k\| \leq C_0 \eta_{t:t+n}. \]

Next,
\[ |\langle g(\theta_t, z_{t+n}) - g(\theta_{t+n}, z_{t+n}), \theta_t - \theta^*\rangle| \leq \|\theta_{t+n} - \theta_t\| \|\theta_t - \theta^*\| \text{ by Cauchy-Schwarz inequality} \]
\[ \leq 2GC_1 \leq 2GC_0 \eta_{t:t+n}. \]

Proof of Theorem. By the convexity of \( C \) and the fact that \( \theta^* \in C \), we have
\[ \|\theta_{t+1} - \theta^*\|^2 \leq \|\theta_t - \theta^* - \eta \hat{g}_t(\theta_t, z_t)\|^2 \]
\[ = \|\theta_t - \theta^*\|^2 + 2\eta \langle \hat{g}_t(\theta_t, z_t), \theta^* - \theta_t \rangle + \eta^2 \|\hat{g}_t(\theta_t, z_t)\|^2 \]
\[ \leq \|\theta_t - \theta^*\|^2 + 2\eta \langle \hat{g}_t(\theta_t, z_t), \theta^* - \theta_t \rangle + C_0^2 \eta^2. \]

Therefore,
\[ \langle \hat{g}_t(\theta_t, z_t), \theta^* - \theta_t \rangle \geq \frac{1}{2\eta_t} \|\theta_{t+1} - \theta^*\|^2 - \|\theta_t - \theta^*\|^2 - \frac{1}{2} \eta_t C_0^2. \]

Next, by the convexity of \( l \) and that \( \hat{g} \) is a gradient of \( l \)
\[ l(\theta^*) - l(\theta_t) \geq \langle \hat{g}(\theta_t), \theta^* - \theta_t \rangle \]
\[ = \langle \hat{g}_t(\theta_t, z_t), \theta^* - \theta_t \rangle + \langle \hat{g}(\theta_t) - \hat{g}_t(\theta_t, z_t), \theta^* - \theta_t \rangle \]
\[ \geq \frac{1}{2\eta_t} \|\theta_{t+1} - \theta^*\|^2 - \|\theta_t - \theta^*\|^2 - \frac{1}{2} \eta_t C_0^2 + \langle \hat{g}(\theta_t) - \hat{g}_t(\theta_t, z_t), \theta^* - \theta_t \rangle. \]

This leads to
\[ \sum_{t=1}^{T} l(\theta_t) - l(\theta^*) \]
\[ \leq \sum_{t=1}^{T} \left( \frac{1}{2} - \frac{1}{2\eta_{t-1}} \right) \|\theta_t - \theta^*\|^2 + \frac{1}{2} C_0^2 \eta_{1:(T+1)} + \sum_{t=1}^{T} \langle \hat{g}(\theta_t) - \hat{g}_t(\theta_t, z_t), \theta_t - \theta^* \rangle \]
\[ \leq \frac{1}{\eta T} C_1^2 + \frac{1}{2} C_0^2 \eta_{1:(T+1)} + \sum_{t=1}^{T} \langle \hat{g}(\theta_t) - \hat{g}_t(\theta_t, z_t), \theta_t - \theta^* \rangle. \]
We next establish an appropriate bound for \(\langle \hat{g}(\theta_t) - \hat{g}(\theta_t, z_t), \theta_t - \theta^* \rangle\). We first decompose

\[
\langle \hat{g}(\theta_t) - \hat{g}(\theta_t, z_t), \theta_t - \theta^* \rangle
\]

\[
= \langle g(\theta_t, z_t) - \hat{g}(\theta_t, z_t), \theta_t - \theta^* \rangle + \langle g(\theta_{t+\tau}, z_{t+\tau}) - g(\theta_{t+\tau}, z_t), \theta_t - \theta^* \rangle
\]

\[
+ \langle g(\theta_{t+\tau}, z_{t+\tau}) - g(\theta_t, z_{t+\tau}), \theta_t - \theta^* \rangle + \langle \hat{g}(\theta_t) - g(\theta_t, z_{t+\tau}), \theta_t - \theta^* \rangle
\]

We bound each of term in the decomposition. For (a), we have

\[
|\langle g(\theta_t, z_t) - \hat{g}(\theta_t, z_t), \theta_t - \theta^* \rangle| \leq \|g(\theta_t, z_t) - \hat{g}(\theta_t, z_t)\|\|\theta_t - \theta^*\| \leq 2C_1 \epsilon_t.
\]

For (c), by Lemma [4]

\[
|\langle g(\theta_t, z_{t+\tau}) - g(\theta_{t+\tau}, z_{t+\tau}), \theta_t - \theta^* \rangle| \leq 2GC_0 C_1 T \tau_\epsilon.
\]

For (d), by Lemma [5]

\[
|\mathbb{E}_t \langle \hat{g}(\theta_t) - g(\theta_t, z_{t+\tau}), \theta_t - \theta^* \rangle| \leq 2C_0 C_1 \epsilon.
\]

Lastly, for (b), taking the sum over \(t\), we have

\[
\sum_{t=1}^{T} \langle g(\theta_t, z_{t+\tau}) - g(\theta_{t+\tau}, z_t), \theta_t - \theta^* \rangle \leq \sum_{t=1}^{T} \langle g(\theta_t, z_t), \theta_t - \theta^* \rangle + \sum_{t=1}^{T} \langle g(\theta_{t+\tau}, z_{t+\tau}), \theta_t - \theta^* \rangle
\]

\[
\leq C_0 \sum_{t=T+1}^{T} C_0 \tau_\epsilon t - \tau_\epsilon + 2C_0 C_1 \tau_\epsilon + 2C_0 C_1 \epsilon
\]

\[
\leq C_0 \tau_\epsilon \eta_{1:(T+1)} + 4C_0 C_1 \tau_\epsilon.
\]

Thus,

\[
\mathbb{E} \sum_{t=1}^{T} \langle \hat{g}(\theta_t) - \hat{g}(\theta_t, z_t), \theta_t - \theta^* \rangle \leq 2C_1 \sum_{t=1}^{T} \mathbb{E}_t \tau_\epsilon + C_0^2 \tau_\epsilon \eta_{1:(T+1)} + 4C_0 C_1 \tau_\epsilon + 2GC_0 C_1 \tau_\epsilon \eta_{1:(T+1)} + 2C_0 C_1 T \epsilon
\]

Putting the bounds for (a) – (d) together, we have

\[
\mathbb{E} \sum_{t=1}^{T} (l(\theta_t) - l(\theta^*)) = \sum_{t=1}^{T} (\mathbb{E}_t l(\theta_t) - l(\theta^*))
\]

\[
\leq \frac{1}{\eta T} C_1^2 + \eta_{1:(T+1)} \left( \frac{1}{2} C_0^2 + C_0^2 \tau_\epsilon + 2GC_0 C_1 \tau_\epsilon \right) + 4C_0 C_1 \tau_\epsilon + 2C_0 C_1 \epsilon + 2C_1 \sum_{t=1}^{T} \mathbb{E}_t
\]

For \(\theta_T = \frac{1}{T} \sum_{t=1}^{T} \theta_t\), by the convexity of \(l\), we have

\[
\mathbb{E} l(\theta_T) - l(\theta^*) \leq \frac{1}{T} \mathbb{E} \sum_{t=1}^{T} [l(\theta_t) - l(\theta^*)]
\]

\[
\leq \frac{1}{T \eta T} C_1^2 + \frac{1}{T} \eta_{1:(T+1)} \left( \frac{1}{2} C_0^2 + C_0^2 \tau_\epsilon + 2GC_0 C_1 \tau_\epsilon \right) + 4C_0 C_1 \tau_\epsilon + 2C_0 C_1 \epsilon + 2C_1 \sum_{t=1}^{T} \mathbb{E}_t.
\]
Set $\epsilon = 1/T$. Then, $\tau_\epsilon = O(\tau \log T)$ and

$$E_l(\hat{\theta}_T) - l(\theta^*) = O\left(\frac{1}{T} \left(\tau \log T \sum_{t=1}^{T} \eta_t + \frac{1}{\eta_T} + \sum_{t=1}^{T} E_{e_t}\right)\right).$$

\[\Box\]

### D Proof of Theorem 2

We first present some auxiliary results about our choice of the stepsize in (13).

**Lemma 5.** For the stepsize defined in (13), we have

1. $\exp\left(-\frac{1}{2} c \eta_{k,T}\right) \eta_t = \exp\left(-\frac{1}{2} c \eta_{k,T}\right) \eta_k$ for all $k, t \leq T$
2. $\eta_t = \Theta(1/t)$
3. $\exp(-c \eta_{k,T}) = \Theta(1/T)$

**Proof.** For Claim 1, we note that for any $k \in \mathbb{N},$

$$\eta_T = \exp\left(-\frac{1}{2} c \eta_{T-1}\right) \eta_{T-1}
= \exp\left(-\frac{1}{2} c \sum_{t=k}^{T-1} \eta_t\right) \eta_k \text{ by iteration.}$$

For Claim 2, for the upper bound, we note that if $\eta_t \leq \frac{2}{ct}$, which is true when $t = 1$,

$$\eta_{t+1} \leq \frac{2}{ct} \exp\left(-\frac{1}{2t}\right) \text{ as } f(x) = x \exp(-\frac{1}{2}cx) \text{ is increasing on } [0, 2/c]$$

$$\leq \frac{2}{ct} \frac{t}{t+1} \text{ as } \exp(1/t) > 1 + 1/t$$

$$= \frac{2}{c(t+1)}.$$

For the lower bound, if $\eta_t \geq \frac{1}{ct}$, which is true when $t = 1$,

$$\eta_{t+1} \geq \frac{1}{ct} \exp\left(-\frac{1}{2t}\right) \text{ as } f(x) = x \exp(-\frac{1}{2}cx) \text{ is increasing on } [0, 2/c]$$

$$\geq \frac{1}{ct} \frac{t}{t+1} \text{ as } \exp(\frac{1}{2t}) \leq 1 + \frac{1}{t} \text{ for } t \geq 1$$

$$= \frac{1}{c(t+1)}.$$

For Claim 3, since $\exp(-c \eta_{k,T}) \eta_t = \eta_T, \exp(-c \eta_{k,T}) = \eta_T / \eta_t$.

\[\Box\]

**Proof of Theorem 2** We first note that by the convexity of $C$,

$$\|\theta_{t+1} - \theta^*\|^2 \leq \|\theta_t - \eta_t \hat{g}(\theta_t, z_t) - \theta^*\|^2$$

$$\leq \|\theta_t - \theta^*\|^2 - 2(\theta_t - \theta^*, \hat{g}(\theta_t, z_t)) \eta_t + C_T^2 \eta_t^2.$$
Next, we consider the following decomposition of \( \hat{g}(\theta_t, z_t) \):
\[
\hat{g}(\theta_t, z_t) = \left[ g(\theta_t, z_t) - g(\theta_t, z_t) \right] + \left[ g(\theta_t, z_t) - g(\theta_{t+\tau}, z_{t+\tau}) \right] + \left[ g(\theta_{t+\tau}, z_{t+\tau}) - g(\theta_t, z_t) \right]
\]
\[
+ \left[ g(\theta_t, z_{t+\tau}) - \hat{g}(\theta_t) \right] + \hat{g}(\theta_t).
\]

Next, we bound the inner product of each part with \( \theta^* - \theta_t \) except part (b). (Part (b) will be treated separately) For (e), since \( \hat{g} \) is a c-contraction,
\[
-\langle \hat{g}(\theta_t), \theta_t - \theta^* \rangle \leq -c\|\theta_t - \theta^*\|^2.
\]

For (a),
\[
-\langle \hat{g}(\theta_t, z_t) - g(\theta_t, z_t), \theta_t - \theta^* \rangle \leq \frac{1}{c} \|\hat{g}(\theta_t, z_t) - g(\theta_t, z_t)\|^2 + \frac{1}{4c}\|\theta_t - \theta^*\|^2 \\
\leq \frac{1}{c}\epsilon_t^2 + \frac{1}{4c}\|\theta_t - \theta^*\|^2.
\]

For (c), by Lemma 4
\[
||\theta_{t+\tau} - \theta_t|| \leq C_0\epsilon_t||\theta_{t+\tau} - \theta_t|| \leq C_0\epsilon_t\eta_t.
\]

Then,
\[
-\mathbb{E}_t \langle g(\theta_{t+\tau}, z_{t+\tau}) - g(\theta_t, z_{t+\tau}), \theta_t - \theta^* \rangle \\
\leq \frac{1}{c}\mathbb{E}_t \|g(\theta_{t+\tau}, z_{t+\tau}) - g(\theta_t, z_{t+\tau})\|^2 + \frac{4}{4c}\|\theta_t - \theta^*\|^2 \\
\leq \frac{1}{c}G^2C_0^2\epsilon_t^2 + \frac{1}{4c}\|\theta_t - \theta^*\|^2.
\]

For (d), by Lemma 3
\[
-\mathbb{E}_t \langle g(\theta_t, z_{t+\tau}) - \hat{g}(\theta_t), \theta_t - \theta^* \rangle \leq \frac{1}{c} \|\mathbb{E}_t g(\theta_t, z_{t+\tau}) - \nabla l(\theta_t)\|^2 + \frac{1}{4c}\|\theta_t - \theta^*\|^2 \\
\leq \frac{1}{c}C_0^2\epsilon_t^2 + \frac{1}{4c}\|\theta_t - \theta^*\|^2.
\]

Putting together the bounds for parts (a), (c), (d), (e), we have
\[
\mathbb{E}_t \|\theta_{t+1} - \theta^*\|^2 \leq \left( 1 - \frac{1}{2c}\eta_t \right) \|\theta_t - \theta^*\|^2 + \frac{2}{c}(\eta_t C_0^2\epsilon_t^2 + G^2C_0^2\epsilon_t^2 + \eta_t \epsilon_t^2) + C_0^2\eta_t^2 \\
- 2\eta_t \mathbb{E}_t \langle g(\theta_t, z_t) - g(\theta_{t+\tau}, z_{t+\tau}), \theta_t - \theta^* \rangle.
\]
By iteration, we have

\[ \mathbb{E}\|\theta_T - \theta^*\|^2 \leq \exp\left( -\frac{1}{2}c\eta_{0:T}\right)\|\theta_0 - \theta^*\|^2 \]

\[ + 2 \sum_{t=0}^{T-1} \exp\left( -\frac{1}{2}c\eta_{t+1:T}\right) (\eta_t C_0^2 \epsilon^2 + \eta_t \mathbb{E}\epsilon_t^2 + C_0^2 \eta_t^2) \]

\[ + \sum_{t=0}^{T-1} \exp\left( -\frac{1}{2}c\eta_{t+1:T}\right) C_0^2 \eta_t^2 \]

\[ - 2 \sum_{t=0}^{T-1} \exp\left( -\frac{1}{2}c\eta_{t+1:T}\right) \eta_t \mathbb{E}_t (g(\theta_t, z_t) - g(\theta_{t+\tau_0}, z_{t+\tau_0}), \theta_t - \theta^*) \]

Lastly, we develop a proper bound for (f). Note that the summation can be re-arranged as

\[ - 2 \sum_{t=\tau_0}^{T-1} \exp\left( -\frac{1}{2}c\eta_{(t+1):T}\right) \eta_t (\theta_t - \theta^*) - \exp\left( -\frac{1}{2}c\eta_{(t+1-\tau_0):T}\right) \eta_{t-\tau_0} (\theta_{t-\tau_0} - \theta^*) \]

\[ - 2 \sum_{t=0}^{\tau_0-1} \exp\left( -\frac{1}{2}c\eta_{(t+1):T}\right) \eta_t (g(\theta_t, z_t), \theta_t - \theta^*) \]

\[ + 2 \sum_{t=T-\tau_0}^{T-1} \exp\left( -\frac{1}{2}c\eta_{(t+1):T}\right) \eta_t (g(\theta_{t+\tau_0}, z_{t+\tau_0}), \theta_t - \theta^*) \]

Since

\[ \eta_t = \exp\left( -\frac{1}{2}c\eta_{(t+1-\tau_0):t}\right) \eta_{t-\tau_0}, \]

for (f1), we have

\[ - \left| \exp\left( -\frac{1}{2}c\eta_{(t+1):T}\right) \eta_t (\theta_t - \theta^*) - \exp\left( -\frac{1}{2}c\eta_{(t+1-\tau_0):T}\right) \eta_{t-\tau_0} (\theta_{t-\tau_0} - \theta^*) \right| \]

\[ = - \left| \exp\left( -\frac{1}{2}c\eta_{(t+1):T}\right) \eta_t (\theta_t - \theta_{t-\tau_0}, g(\theta_t, s_t)) \right| \]

\[ \leq C_0^2 \tau_0^4 \exp\left( -\frac{1}{2}c\eta_{(t+1):T}\right) \eta_t^2, \]

where the last step follows from the fact that \( \|g\| \leq C_0 \) and

\[ \|\theta_t - \theta_{t-\tau_0}\| \leq C_0 \eta_t \tau_0 \leq C_0 \exp\left( \frac{1}{2}c\eta_{(t+1-\tau_0):t}\right) \eta_{t-\tau_0} \leq C_0 \frac{t}{t - \tau_0 + 1} \eta_t \tau_0 \leq C_0 \tau_0^2 \eta_t. \]

For (f2), since \( \exp\left( -\frac{1}{2}c\eta_{(t):T}\right) \eta_t = \eta_T \), we have

\[ - \sum_{t=0}^{\tau_0-1} \exp\left( -\frac{1}{2}c\eta_{(t+1):T}\right) \eta_t (g(\theta_t, z_t), \theta_t - \theta^*) \leq 2C_0 C_1 \tau_0 \eta_T \]
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Similarly, for (f3), we have
\[
\left| \sum_{t=T-\tau_t}^{T-1} \exp\left( -\frac{1}{2} c \eta_{(t+1):T} \right) \eta_t g(\theta_{t+\tau_t}, z_{t+\tau_t}, \theta_t - \theta^*) \right| \leq 2C_0 C_1 \tau_t \eta_t
\]

In summary,
\[
E\|\theta_T - \theta^*\|^2 \\
\leq \exp\left( -\frac{1}{2} c \eta_{(t+1):T} \right) \|\theta_0 - \theta^*\|^2 + \frac{2}{c} \sum_{t=0}^{T-1} \exp\left( -\frac{1}{2} c \eta_{(t+1):T} \right) \left( \eta_t C_0^2 \tau_t^2 + \eta_t E \tau_t^2 + G^2 C_0^2 \right)
\]

Moreover, if \( \tau_t = \frac{2}{c} \), we have
\[
E\|\theta_T - \theta^*\|^2 \leq \frac{1}{T} \|\theta_0 - \theta^*\|^2 + \frac{2}{c} \sum_{t=1}^{T} \left( \frac{2C_0}{cT} \tau_t^2 + \frac{2}{cT} E \tau_t^2 + G^2 C_0^2 \right)
\]

Set \( \epsilon = 1/\sqrt{T} \). Then, \( \tau_t = O(\tau \log T) \) and
\[
E\|\theta_T - \theta^*\|^2 \leq O\left( \frac{\epsilon^2 T}{T} \right) = O\left( \frac{1}{T} \right).
\]

Moreover, if \( \tau = O(1) \) and \( E \tau_t^2 = O\left( \frac{1}{T} \right) \), we have
\[
E\|\theta_T - \theta^*\|^2 \leq O\left( \frac{(\log T)^3}{T} \right).
\]

\( \square \)

### E Proof of Theorem 3

Before we prove Theorem 3, we first prove an auxiliary lemma.

**Lemma 6.** Suppose Assumptions 2-7 hold, and \( \pi(s|a) \leq C \mu^b(s)b(s|a) \) for some \( C > 0 \).

1. \( z_t = (s_t, a_t, r_t, s_{t+1}) \) is an ergodic sequence on \( S \times A \times S \) with
\[
\mu(s, a, s') = \mu^b(s)b(a|s)p(s'|s, a)p(r|s, a)
\]
and the mixing time \( \tau + 1 \).
2. There exists a stochastic sequence \( e_t \) with \( \mathbb{E} e_t < \infty \)

\[
\| \hat{g}(\theta_t, z_t) - g(\theta_t, z_t) \|_\infty \leq e_t.
\]

3. There exists \( C_0 > 0 \) such that

\[
\| \nabla l \|_\infty, \| \hat{g} \|_\infty, \| g \|_\infty \leq C_0.
\]

In addition, there exists \( G > 0 \), such that \( g(\theta, z) \) is \( G \)-Lipschitz continuous in \( \theta \) on \( \mathcal{C} \) for any \( z \in \mathcal{S} \times \mathcal{A} \times \mathcal{S} \).

Proof. For the first claim, fix any function \( f \) on \( Z \) with \(|f| \leq 1\). Let

\[
h(s) = \mathbb{E}[f(s_0, a, r, s_1)|s_0 = s] = \sum_{a, r, s'} f(s, a, r, s') b(a|s)p(s'|s, a)p(r|s, a).
\]

Note that \(|h| \leq 1\) and

\[
\mu f = \sum_{s, a, s'} \mu^b(s)b(a|s)p(s'|s, a)p(r|s, a)f(s, a, r, s') = \sum_s \mu^b(s)h(s).
\]

Next,

\[
|\mathbb{E}[f(z_{t+1})|z_0] - \mu f| = |\mathbb{E}[f(z_{t+1})|s_1] - \mu f|
\]

\[
= \left| \mathbb{E}[\mathbb{E}[f(z_{t+1})|s_{t+1}]|s_1] - \mu f \right|
\]

\[
= |\mathbb{E}[h(s_{t+1})|s_1] - \mu^b h| \leq \frac{1}{4}.
\]

For the second claim, recall that

\[
\hat{\delta}_t(\theta, s) = \xi^\pi(s) + (-\zeta + \gamma \bar{\phi}^\pi(s) - \varphi(s))^T \theta.
\]

Then,

\[
|\hat{\delta}_t(\theta, s)| \leq \hat{C}_0 + 3\hat{C}_0 \hat{C}_1
\]

and

\[
\hat{\delta}_t(\theta, s) - \hat{\delta}_t(\theta, s)
\]

\[
= \sum_{a, r} r(\hat{p}_t(r|s, a) - p(r|s, a)) \pi(a|s) + \gamma \sum_{a, s'} (\hat{p}_t(s'|s, a) - p(s'|s, a)) \pi(a|s) \varphi(s')^T \theta
\]

\[
\leq \hat{C}_0 \hat{e}_t + \hat{C}_0 \hat{C}_1 \hat{e}_t = (\hat{C}_0 + \hat{C}_0 \hat{C}_1) \hat{e}_t.
\]

Under direct-SGD,

\[
\hat{g}_t(\theta, z) - g(\theta, z) = \gamma \hat{\delta}_t(\theta, s) \sum_{s, a, s'} (p(s'|a, s) - \hat{p}_t(s'|a, s)) \pi(a|s) \varphi(s')
\]

\[
+ (\hat{\delta}_t(\theta, s) - \hat{\delta}_t(\theta, s))(-\zeta + \gamma \bar{\phi}^\pi(s) - \varphi(s))
\]

\[
\leq (\hat{C}_0 + 3\hat{C}_0 \hat{C}_1) \hat{C}_0 \hat{e}_t + 3\hat{C}_0 (\hat{C}_0 + \hat{C}_0 \hat{C}_1) \hat{e}_t = \hat{C}_0^2 (4 + 6\hat{C}_1) \hat{e}_t.
\]

Under TD-SGD,

\[
\hat{g}_t(\theta, z) - g(\theta, z) = (\hat{\delta}_t(\theta, s) - \hat{\delta}_t(\theta, s)) \frac{\pi(a|s)}{b(a|s)} (-\zeta + \gamma \varphi(s') - \varphi(s))
\]

\[
\leq 3C \hat{C}_0 (\hat{C}_0 + \hat{C}_0 \hat{C}_1) \hat{e}_t.
\]
Under TD(0),
\[
\hat{g}_t(\theta, z) - g(\theta, z) = \left( \frac{1}{\mu^b(s)} - \frac{1}{\hat{\mu}^b(s)} \right) \pi(a|s) \frac{b(a|s)}{b(a|s)} (r + (-\zeta + \gamma \varphi(s') - \varphi(s))^T \theta) (\varphi(s) + \zeta) \\
\leq C(\tilde{\mathcal{C}} + 3\tilde{\mathcal{C}}\tilde{C}_1)2\tilde{C}_0\tilde{C}_1.
\]
For the third claim, we first note that
\[
|\delta(\theta, s)| = |\xi^*(s) + (-\zeta + \gamma \varphi(s'))^T \theta| \leq \tilde{C}_0 + 3\tilde{C}_0\tilde{C}_1.
\]
Under direct-SGD,
\[
\|g(\theta, z)\| = |\delta(\theta, s)| - \zeta + \gamma \varphi(s') - \varphi(s)\| \leq (\tilde{C}_0 + 2\tilde{C}_0\tilde{C}_1)3\tilde{C}_0
\]
Similarly, \(\|\hat{g}_t(\theta, z)\| \leq (M_0 + 2M_0\tilde{C}_1)3M_0\) and
\[
\|\nabla l(\theta)\| \leq \sum_{s,a,s'} \mu^b(s)b(a|s)p(s'|s,a)g(\theta, (s, a, r, s')) \leq (\tilde{C}_0 + 2\tilde{C}_0\tilde{C}_1)3\tilde{C}_0.
\]
Next, note that
\[
\|g(\theta_1, z) - g(\theta_2, z)\| = \|\delta(\theta_1, s) - \delta(\theta_2, s)(-\zeta + \gamma \varphi(s') - \varphi(s))\| \\
= \|(-\zeta + \gamma \varphi(s') - \varphi(s))((\theta_1 - \theta_2))\| \leq (M_0 + 2M_0\tilde{C}_1)3\tilde{C}_0
\]
Similarly, \(\|\hat{g}_t(\theta, z)\| \leq (\tilde{C}_0 + 2\tilde{C}_0\tilde{C}_1)3\tilde{C}_0\tilde{C}_0\) and \(\|\hat{\hat{g}}(\theta)\| \leq (\tilde{C}_0 + 2\tilde{C}_0\tilde{C}_1)3\tilde{C}_0\).
Next, note that
\[
\|g(\theta_1, z) - g(\theta_2, z)\| = \|\delta(\theta_1, s) - \delta(\theta_2, s)(-\zeta + \gamma \varphi(s') - \varphi(s))\| \\
= \|\pi(a|s) b(a|s) (-\zeta + \gamma \varphi(s') - \varphi(s))\| \leq (\tilde{C}_0 + 2\tilde{C}_0\tilde{C}_1)3\tilde{C}_0\tilde{C}_0.
\]
Under TD(0),
\[
\|g(\theta, z)\| = \frac{\pi(a|s)}{\mu^b(s)b(a|s)} (r + (-\zeta + \gamma \varphi(s') - \varphi(s))^T \theta) \|\varphi(s) + \zeta\| \\
\leq C(\tilde{C}_0 + 3\tilde{C}_0\tilde{C}_1)2\tilde{C}_0\tilde{C}_1
\]
Similarly, \(\|\hat{g}_t(\theta, z)\| \leq C(\tilde{C}_0 + 3\tilde{C}_0\tilde{C}_1)2\tilde{C}_0\) and \(\|\hat{\hat{g}}(\theta)\| \leq C(\tilde{C}_0 + 3\tilde{C}_0\tilde{C}_1)2\tilde{C}_0\).
Next, note that
\[
\|g(\theta_1, z) - g(\theta_2, z)\| = \frac{\pi(a|s)}{\mu^b(s)b(a|s)} (r + (-\zeta + \gamma \varphi(s') - \varphi(s))^T \theta) \|\varphi(s) + \zeta\| \\
\leq 6C\tilde{C}_0\tilde{C}_0\|\theta_1 - \theta_2\|.
\]
Proof of theorem 3. With the linear parameterization of the value function, the loss function $l(\theta)$ defined in (5) is convex. In addition, from Lemma 6 under Assumptions 4–6, Assumptions 1–3 hold. Thus, Theorem 1 holds with $Ee_t = O(1/\sqrt{T})$, i.e.,

$$\mathbb{E}l(\theta_T) - l(\theta^*) = O\left(\log T / \sqrt{T}\right).$$

If $l(\theta)$ is strongly convex, $\tilde{g}$ for the SGD-based updates is a c-contraction by Lemma 2. Then, by Lemma 6 Theorem 2 holds with $\mathbb{E}e_t^2 = O(1/t)$, i.e.,

$$E\|\theta_T - \theta^*\|^2 = O((\log T)^3/T).$$

By strong convexity of $l$ and boundlessness of $\tilde{g}$, we further have $E(l(\tilde{\theta}_T) - l(\theta^*)) = O\left((\log T)^3/T\right)$. Similarly, for the TD(0) update, if $\tilde{g}$ is a c-contraction, Theorem 2 holds with $E[e_t^2] = O(1/t)$. □

F Proof of Theorem 4

Proof. Note that because $l(\theta^*) = 0$,

$$l(\theta) - l(\theta^*) = \sum \mu^l(s) \frac{1}{2} \left( (\gamma \phi^\pi(s) - \varphi(s))^T (\theta - \theta^*) \right) .$$

Let $f(s) = (\theta - \theta^*)^T \varphi(s) = V_\theta(s) - V^\pi(s)$ and $\chi = (\theta - \theta^*)^T \zeta = r_0 - \bar{r}$. Note that because

$$P^n f(s) = \sum s' P^n(s, s')(\theta - \theta^*)^T \varphi(s') = (\theta - \theta^*)^T \phi^\pi(s),$$

$$l(\theta) - l(\theta^*) = \frac{1}{2} \sum \mu^l(s) (-\chi + \gamma P^n f(s) - f(s))^2 \geq \frac{1}{2C} \sum \mu^\pi(s) (-\chi + \gamma P^n f(s) - f(s))^2 .$$

Let $\bar{f} = \sum \mu^\pi(s) f(s)$. Then,

$$\sum \mu^\pi(s) (\gamma P^n f(s) - f(s) - \chi)^2 \geq \sum \mu^\pi(s) (\gamma (P^n f(s) - \bar{f}) - (f(s) - \bar{f}) - ((1 - \gamma)f + \chi))^2$$

$$= \sum \mu^\pi(s) (\gamma P^n f(s) - \bar{f}) - (f(s) - \bar{f}) - ((1 - \gamma)f + \chi))^2$$

$$= \var_{\mu^\pi}(f) + 2\gamma \var_{\mu^\pi}(P^n f) - 2\gamma \cov_{\mu^\pi}(f, P^n f) + ((1 - \gamma)f + \chi)^2$$

$$\geq \var_{\mu^\pi}(f) + 2\gamma \var_{\mu^\pi}(P^n f) - 2\gamma \sqrt{\var_{\mu^\pi}(f)^2 \var_{\mu^\pi}(P^n f) + ((1 - \gamma)f + \chi)^2}$$

If we let $b = \sqrt{\var_{\mu^\pi}(f)}$, since the function $h(x) = \gamma^2 x^2 - 2\gamma x b$ is decreasing on $[0, b/\gamma]$ and

$$\var_{\mu^\pi}(P^n f) \leq (1 - \lambda)^2 \var_{\mu^\pi}(f)$$

(because $\lambda$ is the spectral gap of $P^n$),

$$l(\theta) - l(\theta^*) \geq \frac{1}{2C} \left( \var_{\mu^\pi}(f)(1 - \gamma(1 - \lambda))^2 + ((1 - \gamma)f + \chi)^2 \right).$$

When $\gamma < 1$, $\chi = 0$ and

$$l(\theta) - l(\theta^*) \geq \frac{1}{2C} \left( \var_{\mu^\pi}(f)(1 - \gamma(1 - \lambda))^2 + (1 - \gamma)^2 f^2 \right).$$

Then,

$$\sum \mu^\pi(s)(V^*(s) - V_\theta(s))^2 = \var_{\mu^\pi}(f) + f^2 \leq \frac{2C}{(1 - \gamma(1 - \lambda))^2} (l(\theta) - l(\theta^*)).$$
When $\gamma = 1$, 
\[ l(\theta) - l(\theta^*) \geq \frac{1}{2C} (\varphi_{\mu^*}(f) \lambda^2 + \chi^2). \]

Then, 
\[
\min_a \sum_s \mu(\pi)(V^\pi(s) + a - V_0(s))^2 + (\hat{r} - \check{r})^2
\leq \sum_s \mu(\pi)(V^\pi(s) - \mu^*(V^\pi - V_0(s) + \mu^*V_0)^2 + (\hat{r} - \check{r})^2
= \varphi_{\mu^*}(f) + \eta^2 \leq \frac{2C}{\lambda^2}(l(\theta) - l(\theta^*)).
\]

\[ \square \]

**G  Proof of Theorem 5**

*Proof.* To simplify the notation, we write $\pi = \pi_k$ and $\sigma = \pi_{k+1}$. Let 
\[ D^\pi(s) = |V^\pi(s) - \bar{V}^\pi(s)|. \]

We also define some notations for the transition probabilities. Let $\check{r}(s, a) = \sum_r rP(s|s, a)$ and $\check{E}r(s) = \sum \pi(a)|r(s, a)$. Let $P_k^\sigma(s, s')$ denote the probability of transitioning from $s$ to $s'$ after applying policy $\sigma$ for $k$ time units. Let $P_{k, l}^\sigma(s, s')$ denote the probability of transitioning from $s$ to $s'$ after applying $\sigma$ for the first $k - 1$ units of time and $\pi$ for the last epoch. Denote $V_{m, \sigma}^\pi$ as value function if we apply $\sigma$ for the first $m$ units of time and then $\pi$ thereafter, i.e.,
\[ V_{m, \sigma}^\pi(s) = \sum_j \gamma^j \sum_{s, a, j} P_j^\pi(s, s_1) \pi(a|s, j) r(s, a) + \gamma^m \sum s_m V^\pi(s_m) P_{m, 1}^\sigma(s, s_m). \]

Note that
\[ V_{m, \sigma}^\pi(s) = \sum_a \sigma(a|s) \check{r}(s, a) + \gamma \sum s' V_{m-1}^\sigma(s') P_m^\sigma(s, s'). \]

We will next show that
\[ V_{m-1}^\sigma(s) \leq V_m^\sigma(s) + \gamma \sum s' D^\pi(s') (P_{m-1, 1}^\sigma(s, s') + P_m^\sigma(s, s')). \quad (17) \]

First,
\[
V^\pi(s) = \check{E}r(s) + \gamma \sum s' V^\pi(s') P^\pi(s, s')
\leq \check{E}r(s) + \gamma \sum s' \bar{V}^\pi(s') P^\pi(s, s') + \gamma \sum s' D^\pi(s') P^\pi(s, s')
\leq \check{E}r(s) + \gamma \sum s' \bar{V}^\pi(s') P^\pi(s, s') + \gamma \sum s' D^\pi(s') P^\pi(s, s')
\]
by the optimality of $\sigma$ under $\bar{V}^\pi$
\[
\leq \check{E}r(s) + \gamma \sum s' V^\pi(s') P^\pi(s, s') + \gamma \sum s' D^\pi(s') (P^\pi(s, s') + P^\sigma(s, s'))
= V_1^\sigma(s) + \gamma \sum s' D^\pi(s')(P^\pi(s, s') + P^\sigma(s, s')).
\]
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Second, suppose the claim (17) holds for $m - 1$.

$$V^\sigma_m(s) = \mathbb{E}^\sigma r(s) + \gamma \sum_{s'} V^\sigma_{m-1}(s') P^\sigma(s, s')$$

$$\leq \mathbb{E}^\sigma r(s) + \gamma \sum_{s'} \left[ V^\sigma_m(s') + \gamma m \sum_{s''} D^\sigma(s'')(P^\sigma_{m-1,1}(s', s'') + P^\sigma_m(s', s'')) \right] P^\sigma(s, s')$$

$$= V^\sigma_{m+1}(s) + \gamma m+1 \sum_{s''} (P^\sigma_{m,1}(s, s'') + P^\sigma_{m+1}(s, s'')) D^\sigma(s'').$$

We have thus proved (17).

Since $V^\sigma(s) = \lim_{m \to \infty} V^\sigma_m(s)$, $V^\sigma_m(s) \leq V^\sigma(s) + \Delta^\pi(s)$, where

$$\Delta^\pi(s) = \sum_{m=1}^\infty \gamma m \sum_{s'} (P^\sigma_{m,1}(s, s') + P^\sigma_{m+1}(s, s')) D^\sigma(s').$$

Then,

$$V^\sigma(s) - V^\sigma(s) \leq V^\sigma_1(s) - V^\sigma(s) + \Delta^\pi(s)$$

$$= \mathbb{E}^\sigma r(s) + \gamma \sum_{s'} V^\sigma(s') P^\pi(s, s') - \left( \mathbb{E}^\sigma r(s) + \gamma \sum_{s'} V^\pi(s') P^\sigma(s, s') \right) + \Delta^\pi(s)$$

$$\leq \mathbb{E}^\sigma r(s) + \gamma \sum_{s'} V^\pi(s') P^\pi(s, s') - \mathbb{E}^\pi r(s) - \gamma \sum_{s'} \hat{V}^\pi(s') P^\sigma(s, s')$$

$$+ \gamma \sum_{s'} D^\pi(s') P^\pi(s, s') + \Delta^\pi(s)$$

By the optimality of $\sigma$ under $\hat{V}^\pi$

$$\leq \gamma \sum_{s'} (V^\pi(s') - V^\pi(s')) P^\pi(s, s') + \gamma \sum_{s'} D^\pi(s') P^\pi(s, s') + \gamma \sum_{s'} D^\pi(s') P^\pi(s, s') + \Delta^\pi(s).$$

For $\gamma < 1$, because $\mu^\pi(s') = \sum_s \mu^\pi(s) P^\pi(s, s')$,

$$\sum_s \mu^\pi(s) [V^\pi(s) - V^\sigma(s)] \leq \gamma \sum_s \mu^\pi(s) [V^\pi(s) - V^\pi(s)] + \gamma \sum_s \mu^\pi(s) D^\pi(s)$$

$$+ \gamma \sum_s \sum_{s'} \mu^\pi(s) P^\pi(s, s') D^\pi(s') + \sum_s \mu^\pi(s) \Delta^\pi(s).$$

Lastly, since $\mu^\pi \leq C \mu^\sigma \leq C^2 \mu^\pi$, we have

$$\mathbb{E} \sum_s \mu^\pi(s) D^\pi(s) \leq C^2 \mathbb{E} \sum_s \mu^\pi(s) D^\pi(s) \leq C^2 \epsilon_k$$

and

$$\mathbb{E} \sum_{s'} \sum_s \mu^\pi(s) P^\pi(s, s') D^\pi(s') \leq C^2 \mathbb{E} \sum_{s'} \sum_s \mu^\pi(s) P^\pi(s, s') D^\pi(s')$$

$$= C^2 \mathbb{E} \sum_{s'} \mu^\pi(s') D^\pi(s') \leq C^2 \epsilon_k.$$
Moreover,

$$\mathbb{E} \sum_s \mu^\pi(s) \Delta^\pi(s) = \mathbb{E} \sum_s \mu^\pi(s) \sum_{m=1}^\infty \gamma^m \sum_{s'} P^\pi_{m,1}(s, s') D^\pi(s')$$

$$+ \mathbb{E} \sum_s \mu^\pi(s) \sum_{m=1}^\infty \gamma^m \sum_{s'} P^\pi_{m+1}(s, s') D^\pi(s'),$$

where

$$\mathbb{E} \sum_s \mu^\pi(s) \sum_{s'} P^\pi_{m,1}(s, s') D^\pi(s') \leq C \mathbb{E} \sum_s \mu^\pi(s) P^\pi_{m,1}(s, s') D^\pi(s')$$

$$\leq C^2 \mathbb{E} \sum_{s'} \sum_s \mu^\pi(s) P^\pi(s, s') D^\pi(s')$$

$$= C^2 \mathbb{E} \sum_{s'} \mu^\pi(s') D^\pi(s') \leq C^2 \epsilon_k$$

and

$$\mathbb{E} \sum_s \mu^\pi(s) \sum_{s'} P^\pi_{m+1}(s, s') D^\pi(s') \leq C \mathbb{E} \sum_s \mu^\pi(s) P^\pi_{m+1}(s, s') D^\pi(s')$$

$$= C \mathbb{E} \sum_{s'} \mu^\pi(s') D^\pi(s') \leq C^2 \epsilon_k.$$

Then,

$$\mathbb{E} \sum_s \mu^\pi(s) [V^\pi(s) - V^\pi_0(s)] \leq \gamma \mathbb{E} \sum_s \mu^\pi(s) [V^\pi_0(s) - \hat{V}^\pi_0(s)] + \left(2\gamma + \frac{2\gamma}{1 - \gamma}\right) C^2 \epsilon_k.$$

The final claim can be obtained through Gronwall’s inequality.

\[\square\]

**H Proof of Corollary 1**

**Proof.** Let \(\epsilon\) denote the target accuracy level. In particular, we would like to find an appropriate sample size \(T\) (number of iterations in policy evaluation) and number of policy updates \(K\) (number of iterations in policy iteration), such that

$$\mathbb{E} \sum_s \mu^\pi(s) [V^\pi(s) - V^\pi_K(s)] = \epsilon. \quad (18)$$

From Theorem 5 we have

$$\mathbb{E} \sum_s \mu^\pi(s) [V^\pi(s) - V^\pi_K(s)] \leq \gamma^K \mathbb{E} \sum_s \mu^\pi(s) [V^\pi_0(s) - V^\pi_0(s)] + \sum_{k=1}^K \gamma^{K-k} C^2 \epsilon_k$$

where

$$\epsilon_k = \mathbb{E} \sum_s \mu^\pi_k(s) [V^\pi_k(s) - \hat{V}^\pi_k(s)].$$
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Then, to achieve an $\epsilon$ accuracy as defined in (18), we need $\gamma^K = C\epsilon$ and $\epsilon_k = C\epsilon(1 - \gamma)^2$. This implies that we require

$$K = O\left(\frac{\log \epsilon}{\log \gamma}\right) = O\left(\frac{\log(1/\epsilon)}{1 - \gamma}\right).$$

In addition, under Assumptions 4 – 5, Theorems 1 and 4 indicate that $\epsilon^2_k = O(\log T/\sqrt{T})$. Thus, we require

$$T = O\left(\frac{\log(1/\epsilon) \log(1/(1 - \gamma))}{(1 - \gamma)^4 \epsilon^4}\right).$$

In this case, the total complexity is

$$TK = O\left(\frac{\log(1/\epsilon)^2 \log(1/(1 - \gamma))}{(1 - \gamma)^6 \epsilon^4}\right).$$

If $\hat{g}$ is a $c$-contraction, Theorems 2 indicates that $\epsilon^2_k = O((\log T)^2/T)$. Then,

$$T = O\left(\frac{\log(1/\epsilon) \log(1/(1 - \gamma))}{(1 - \gamma)^4 \epsilon^2}\right).$$

In this case, we achieve an improved complexity of

$$TK = O\left(\frac{\log(1/\epsilon)^2 \log(1/(1 - \gamma))}{(1 - \gamma)^4 \epsilon^2}\right).$$

\[\square\]