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Abstract

In this work we address the Multiscale Spectral Generalized Finite Element Method (MS-GFEM) developed in [I. Babuška and R. Lipton, Multiscale Modeling and Simulation 9 (2011), pp. 373–406]. We outline the numerical implementation of this method and present simulations that demonstrate contrast independent exponential convergence of MS-GFEM solutions. We introduce strategies to reduce the computational cost of generating the optimal oversampled local approximating spaces used here. These strategies retain accuracy while reducing the computational work necessary to generate local bases. Motivated by oversampling we develop a nearly optimal local basis based on a partition of unity on the boundary and the associated A-harmonic extensions.

1. Introduction

Modern science and technology demand increasingly efficient methods for solution of multiscale heterogeneous problems. These problems arise in structural analysis for aerospace and infrastructure or naturally in the study of biological or geological structures. The primary computational challenge in all of these problems is due to the extreme degrees of freedom associated with parameterizing material heterogeneity. Multiscale numerical methods provide one way to solve this problem by invoking local and independent computations that enable a global solve involving a drastically reduced number of degrees of freedom.

A typical and important example is local stress analysis inside an epoxy fiber reinforced composite structure. Here the fibers have a diameter on the order of 10 microns and are densely distributed within an epoxy filler. A critical numerical analysis of such a problem is only possible on massively parallel computers. Hence a special and very parallelizable numerical method is needed. This paper addresses such a method. In this computational investigation we work with the generalized finite element method (GFEM) introduced in [4] and expanded on in [2], [7], and [41]. This approach is a partition of unity method (PUM) [4], which utilizes the results of many independent and local computations carried out across the computational domain. Essentially this is a domain decomposition and the computational domain is partitioned into an overlapping collection of preselected subsets $\omega_i, i = 1, 2, ...m$. Finite-dimensional approximation spaces $V_{\omega_i}$ are constructed over each subset using local information. In this paper the finite dimensional space of local solutions to the problem is first solved over a slightly larger domain $\omega_i^*$ and generates the finite dimensional space $V_{\omega_i^*}$. In the second step we restrict the solutions to the smaller set (patch) $\omega_i \subset \subset \omega_i^*$. In this way the local space $V_{\omega_i}$ is now given by the restriction of elements in $V_{\omega_i^*}$ to $\omega_i$. This way of generating the local basis is called oversampling. As is the case in all GFEM schemes, each subspace is computed independently and the full global solution is obtained by solving a global (macro) system which can be orders of magnitude smaller than the system corresponding to a direct application of the finite element method (FEM) to the full structure.
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In this paper we carry out numerical investigations using optimal local bases introduced in \cite{ref5} and \cite{ref6}. These bases are proved to have the best approximation properties over all local bases constructed by oversampling A-harmonic functions \cite{ref5}, \cite{ref6}. Here an A-harmonic function \( v \) satisfies

\[
\text{div}(A(x)\nabla v) = 0 \text{ on } \omega^* ,
\]

where \( A(x) \) is a given \( L^\infty \) coefficient satisfying the usual coercivity and boundedness conditions. The \( N \)-dimensional optimal local basis is shown to be the span of the first \( N \) eigenfunctions associated with the singular values of the restriction operator used in the oversampling. These local bases have been theoretically proved to have approximation error that asymptotically approaches an exponential decay with the dimension of the approximation space \((\cite{ref5} \text{ and } \cite{ref6})\). The convergence result applies to any elastic or conductivity tensor field with \( L^\infty \) coefficients satisfying coercivity and boundedness conditions. The associated scheme introduced in \cite{ref5} and \cite{ref6} is the Multiscale-Spectral GFEM (MS-GFEM) and has global approximation error that converges exponentially asymptotically in the energy norm.

As discussed above the ultimate motivation behind the MS-GFEM and its exponential convergence rate is its potential for use in large parallel implementations. The method has two essential parts. A. Parallel construction of the local non-polynomial shape functions leading to an exponential approximation of the actual solution in the energy norm. Here we note that each local basis is defined over separate patches and can be computed independently on separate processors using local memory. B. Efficient parallel solution of the global system of linear algebraic equations. This part is made efficient noting that global basis vectors associated with each patch are only influenced by immediate neighboring patches and a Schwartz alternating method \cite{ref9}, \cite{ref30} can be applied as a preconditioner for an exponentially convergent iterative scheme. The current paper concentrates on A while B is discussed in section \( \ref{sec8} \) and its details will be presented in a forthcoming paper. Another very expensive aspect of large implementations is mesh generation. Here the GFEM allows each patch to be meshed independently.

In this work we provide a numerical implementation of MS-GFEM and our aim is threefold. We focus on a simple two patch domain decomposition to illustrate 1) contrast independent convergence of the local basis and global basis, 2) new methods for inexpensively generating local basis functions, and 3) identification of alternate local bases with good approximation properties. The computational domain is composed of heat conducting particles included within a connected second heat conducting phase. The connected phase is often referred to as the matrix phase. Computations are carried out here for a large range of contrasts between particle and matrix conductivities. For inclusions that do not touch and have smooth boundary our computations show that the MS-GFEM approximations converge exponentially and independently of the contrast between phases in the preasymptotic regime. This is consistent with the simulations given in \cite{ref42} for a medium with separated holes. This is also consistent with the more recent numerical investigation carried out for scalar and elastic problems using the optimal local basis functions in \cite{ref43}. The theoretical proof of contrast independent exponential convergence for MS-GFEM applied to heterogeneous elastic and conduction problems is given in a forthcoming publication.

The primary numerical work in generating the best local basis is not in the solution of the eigenvalue problem but in the numerical generation of the local A-harmonic subspace used to construct the optimal local basis. In section \( \ref{sec6} \) we introduce a method to reduce the computational cost of generating optimal local basis functions. We investigate the inexpensive construction of A-harmonic subspaces for numerically generating the optimal local basis. The optimal \( N \)-dimensional approximation space is given by the span of the optimal local basis given by the first \( N \) eigenfunctions associated with the largest \( N \) singular values of the restriction operator acting on A-harmonic functions. These eigenfunctions are seen to define the Kolmogorov \( n \)-width \cite{ref5} and are referred to as the \( n \)-width eigenfunctions.

We explore the use of discrete A-harmonic extensions of hat functions defined on the boundary of \( \omega^* \) necessary to generate these eigenfunctions numerically. Here we are motivated by the fact that longer wavelength boundary data applied to \( \partial \omega^* \) penetrates further into the subdomain \( \omega \) than short wavelength “oscillatory” boundary data \cite{ref8} and \cite{ref31}. In light of the exponential decay of the \( n \)-width eigenfunctions it becomes clear that the space spanned by the lower \( n \)-width modes are generated by linear combinations of A-harmonic extensions of low frequency or slowly changing boundary data. A-harmonic extensions of more oscillatory boundary data decay faster into the domain and thus contribute only to the higher \( n \)-width modes. Thus we use the A-harmonic extension of a collection of hat functions with a relatively large support set that taken together form a partition of unity on the boundary. Here the support of the boundary data
2. Problem Formulation

2.1. Variational Formulation of the Problem

To fix ideas we consider the scalar problem over a bounded domain $\Omega \subset \mathbb{R}^2$ with piecewise $C^1$-boundary given by

$$- \text{div}(A(x) \nabla u(x)) = f(x), \quad x \in \Omega$$

(2)

with Neumann boundary conditions prescribed on the boundary $\partial \Omega_N \subset \partial \Omega$

$$n \cdot A(x) \nabla u(x) = g(x), \quad x \in \partial \Omega_N,$$

(3)

where $n$ is the unit outer normal vector, and Dirichlet boundary conditions on $\partial \Omega_D \subset \partial \Omega$

$$u(x) = h(x), \quad x \in \partial \Omega_D,$$

(4)

given by hat functions can extend over tens or hundreds of boundary nodes associated with the discrete
A-harmonic extension of the boundary data. Our numerical experiments reveal the size of support of the
boundary hat function that can be used for accurate yet inexpensive computation of the optimal local basis.
It turns out that the number of independent boundary hat functions can be roughly the same as the number
of discrete $n$-width basis functions needed for a good approximation. The numerical experiments presented
in Section 6 show that this method retains accuracy while effectively reducing the computational work
necessary to generate local bases. Motivated by our results in section 6 we use the A-harmonic extensions of
the independent boundary hat functions restricted to the subdomain $\omega$ as elements of a local basis. In Section
7 we find that the relative global error of solution using these as local shape functions in an oversampled-
GFEM scheme developed here while not as small still remains comparable to that of our MS-GFEM. This
can be deduced from the numerical experiments of Section 6 that show that for a given number of local
basis functions the span of this type of local basis is “nearly the same” as the span of the $n$-widths used in
MS-GFEM. In forthcoming work we illustrate this reason in rigorous mathematical terms for scalar problems
in terms of Tchebycheff approximations.

Related recent work is motivated by the theory of low rank approximations based on randomized SVD
[27] or rSVD. The work [15] outlines a reduction of the dimension of the space used to generate $n$-width
eigenfunctions numerically by sampling randomly generated basis functions. Another strategy [14] provides
a method based on rSVD for choosing boundary data and using their A-harmonic extensions as a sub optimal
basis and demonstrating a nearly exponential decay in the expected value of the error. In a recent independent
development the numerical investigations [45] show that local bases constructed by A-harmonically extending
traces of harmonic polynomials deliver exponential decay of the error.

We conclude the introduction noting that there are several other strategies to reduce the computational
work for multiscale numerical implementations. One way to address multiscale computation is to exploit
the local periodicity or stochasticity of a macrostructure and use of homogenization theory [11]. These
methods include the original Multiscale FEM [28] and the variational multiscale method [29]. In the absence
of local structure one can consider approaches to numerical homogenization for rough coefficients (i.e., $L^\infty$
coefficients); however, the lack of local structure naturally degrades the efficiency and convergence rates.
Nevertheless the size of the global solve can be reduced and several methods have been proposed for $L^\infty$
coefficients that offer significant dimension reduction. There is a huge literature and a variety of methods have
been introduced. These methods include upscaling based on harmonic coordinates and elliptic inequalities
[38], [39], elliptic solvers based on H-matrices [10, 26], explicit solution of local computations through Bayesian
numerical homogenization [37], dimension reduction methods based on global changes of coordinates and
MS-FEM for upscaling porous media flows [22], [23], the heterogeneous multiscale methods [19], [20], [24],
and an adaptive coarse scale–fine scale projection method [36]. Additional contemporary methods include
numerical homogenization based on the flux norm for $L^\infty$ coefficients [12], rough polyharmonic splines [13],
subgrid upscaling methods [11] and global Galerkin projection schemes for problems with $L^\infty$ coefficients and
homogeneous Dirichlet boundary data [35]. For a coarse mesh of diameter $H$ local bases that deliver order
$H$ convergence with $O((\log(1/H))^{d+1}$ approximation functions are developed in [32]. For comparison the
method presented here and in [5], [6], show that the coarse mesh can be fixed arbitrarily and for a given
relative error $\tau$ one needs $O((\log(1/\tau))^{d+1} n$-width approximation functions.
such that $\partial \Omega_D \cap \partial \Omega_N = \emptyset$ and $\overline{\partial \Omega_D} \cup \overline{\partial \Omega_N} = \partial \Omega$. Here $A(x)$ is the $2 \times 2$ conductivity matrix with rough coefficients $a_{ij}(x) \in L^\infty(\Omega)$, and satisfies the standard ellipticity and boundedness conditions

$$0 \leq \alpha v \cdot v \leq A(x)v \cdot v \leq \beta v \cdot v < \infty, \forall x \in \Omega \text{ and } v \in \mathbb{R}^2.$$  

The unique weak solution of $2$ belongs to the convex space

$$H^1_D(\Omega) = \{u \in H^1(\Omega) : u = h \text{ on } \partial \Omega_D\},$$

and satisfies

$$B(u,v) = F(v)$$

for all $v$ in the energy space

$$H^1_{0D} = \{v \in H^1(\Omega) : v = 0 \text{ on } \partial \Omega_D\},$$

where

$$B(u,v) = \int_{\Omega} A(x) \nabla u \cdot \nabla v \, dx \text{ and } F(v) = \int_{\Omega} f v \, dx + \int_{\partial \Omega_N} g v \, ds.$$  

The energy norm is given by $\|u\|_{E(\Omega)} = (B(u,u))^{1/2}$.

2.2. MS-GFEM

In this paper the numerical solution to $7$ is computed using MS-GFEM. We outline the a priori convergence estimates and motivation for the method. To illustrate the ideas we consider a computational domain $\Omega \subset \mathbb{R}^2$ containing smooth inclusions separated by a prescribed minimum distance. The MS-GFEM is a version of GFEM $[4]$ and is a domain decomposition given by a partition of unity of overlapping subdomains. Over each subdomain a local approximation space of shape functions is constructed that is adapted to the coefficient of the PDE restricted to the subdomain. In MS-GFEM the local shape functions are characterized by an optimal local approximation space obtained from oversampling. The local computations associated with construction of local approximation spaces are independent and can be performed in parallel. The resulting global stiffness matrix can be several orders of magnitude smaller than the stiffness matrix obtained by applying FEM directly $[5]$.

We begin by describing the partition of unity. Let $\{\omega_i\}_{i=1}^m$ be a collection of open sets covering the domain $\Omega$ such that $\bigcup_{i=1}^N \omega_i = \Omega$ and let $\phi_i \in C^1(\omega_i)$, $i = 1, \ldots, m$, be a partition of unity subordinate to the open covering. Here the maximum number of sets $\omega_i$ that any point $x$ in $\Omega$ can belong to is at most $\kappa$. The partition of unity functions satisfy the following properties:

$$0 \leq \phi_i \leq 1, \quad i = 1, \ldots, N,$$

$$\phi_i(x) = 0, \quad x \in \Omega \setminus \omega_i, \quad i = 1, \ldots, N,$$

$$\sum_{i} \phi_i(x) = 1 \quad \forall x \in \Omega,$$

$$\max_{x \in \Omega} |\phi_i(x)| \leq C_1, \quad i = 1, \ldots, N,$$

$$\max_{x \in \Omega} |
abla \phi_i(x)| \leq \frac{C_2}{\text{diam}(\omega_i)}, \quad i = 1, \ldots, N,$$

where $C_1$ and $C_2$ are bounded positive constants and diam$(\omega_i)$ is the diameter of the set $\omega_i$. The partition of unity functions are chosen to be flat-topped so that local approximation spaces are linearly independent and for ensuring good conditioning of the global stiffness matrix $[25]$.

Now we describe the construction of the optimal local approximation spaces that characterize the MS-GFEM method. These spaces are constructed through oversampling and are spanned by spectral bases given in terms of the eigenspaces of a restriction operator on A-harmonic functions described below, see $[3]$ and $[4]$. To construct the local bases first let $\{\omega^*_i\}_{i=1}^N$ be a second collection of open sets such that each $\omega_i$ is contained within the larger open set $\omega^*_i$. For interior domains we require $\text{dist}(\partial \omega^*_i \cap \partial \Omega) > 0$. For $\omega_i$ touching the boundary of $\Omega$, i.e., $\partial \omega_i \cap \partial \Omega \neq \emptyset$, we require $\text{dist}(\partial \omega^*_i \cap \Omega, \partial \omega_i \cap \Omega) > 0$. In what follows we will refer to the subdomains $\omega_i$ and $\omega^*_i$ as patches. The local approximations are constructed from a local
affine space spanned by a particular solution (see equation (11) below) and a local approximation space $V_{\omega_i}^{m_i}$. Here the dimension of the local approximation space is denoted by $m_i$. On each subdomain $\omega_i$ the local approximation space is created by first constructing a finite dimensional space of functions on $\omega_i$ denoted by $V_{\omega_i}^{m_i}$ and then restricting them to $\omega_i$ to form the approximation space $V_{\omega_i}^{m_i}$. In MS-GFEM the local shape functions describing a basis for $V_{\omega_i}^{m_i}$ are the eigenfunctions associated with the singular values of the restriction operator (see section 2.3) acting on A-harmonic functions, i.e., functions $\chi_i$ with Dirichlet data on $\partial \omega_i$ or Neumann data on $\partial \omega_i$ but not both. The construction of A-harmonic approximation spaces for boundary patches are described in detail in [5] and [6]. For interior and boundary patches with Neumann data the local approximation space is augmented with the constant functions. In all cases the dimension of the local approximation space is denoted by $m_i$. The global approximation space is constructed from the local approximation spaces and is defined by

$$V^N = \left\{ \sum_{i=1}^N \phi_i \xi_i : \xi_i \in V_{\omega_i}^{m_i} \right\},$$

(10)

and one verifies as in [3] that $V^N$ is a subspace of the energy space $H^1_D(\Omega)$. The boundary data [3], [4], and the right hand side of (2) are satisfied by local particular solutions. These solutions $\chi_i \in H^1(\omega_i^*)$ are defined by

$$- \text{div}(A(x)\nabla \chi_i(x)) = f(x), \quad x \in \omega_i^*,$$

(11)

with Dirichlet data $\chi_i = 0$ on $\partial \omega_i^*$ for interior patches. For boundary patches sharing non-homogeneous Neumann data $\chi_i$ the particular solutions $\chi_i$ also satisfy the boundary data [3] and $\chi_i = 0$ on $\partial \omega_i^* \cap \Omega$. For boundary patches sharing non-homogeneous Dirichlet data the particular solutions $\chi_i = \chi_i^R + \chi_i^D$ where $\chi_i^R$ solves (11) with $\chi_i^R = 0$ on $\partial \omega_i^*$ and $\chi_i^D$ satisfies the boundary data [4] on $\partial \omega_i^* \cap \partial \Omega$ and homogeneous Neumann data on $\partial \omega_i^* \cap \Omega$ and (11) with $f = 0$. The global particular solution $u^G$ is then defined by pasting together the local particular solutions, i.e.,

$$u^G = \sum_{i=1}^N \phi_i \chi_i,$$

(12)

The finite dimensional approximate solution of (7) is posed over the convex space $K^N = V^N + u^G$. The problem becomes a variational inequality over the convex space $K^N$. We seek a solution $u \in V^N$ to the following problem for all $v \in V^N$

$$B(u^G, v) = F(v) - B(u^F, v).$$

(13)

The MS-GFEM approximate solution to (7) is given by $u_0 = u^G + u^F$ and

$$u_0 = \arg \min \left\{ \| u - w \|_{\mathcal{E}(\Omega)} : w \in V^N \right\}$$

(14)

follows from Galerkin orthogonality. The existence of a unique solution $u_0 \in K^N$ follows from the standard theory of variational inequalities see, e.g., [17]. Given any function $u$ in $H^1_D(\Omega)$ and trial field $u_T = \sum_{i=1}^N \phi_i \xi_i + u^F$ a nontrivial calculation following the proofs of Theorems 3.2 and 3.3 of [3] shows that if the local error on every $\omega_i$ satisfies

$$\| u - (\xi_i + \chi_i) \|_{\mathcal{E}(\omega_i)} \leq \epsilon_i \| u \|_{\mathcal{E}(\omega_i)} \leq \epsilon_i \| u \|_{\mathcal{E}(\Omega)},$$

(15)
for some $\xi_i$ in $V_{\omega}^m$, and local particular solution $\chi_i$, then the global (i.e., total) approximation error of the trial field is bounded by
\[
\|u - u_T\|_{L^2(\Omega)} \leq (\kappa)^{1/2} C \left( \sum_{i=1}^{N} \epsilon_i^2 \right)^{1/2} \|u\|_{L^2(\Omega)},
\]
where $C > 0$ is independent of $u$ in $H^1_0(\Omega)$. Now from Galerkin minimality \[14\] together with \[16\] we see that the global error of the Galerkin solution $u_0$ is controlled by the local errors, this is the hallmark of the GFEM method. The calculations behind \[15\] and \[16\] for MS-GFEM are provided in the appendix for completeness. In the next section we show how to construct optimal finite dimensional local approximation spaces to produce local approximations $\xi_i$ that satisfy \[15\] when the local particular solution $\chi_i$ is given.

2.3. Optimal Local Approximation Spaces and MS-GFEM

We now describe the optimal local approximation spaces developed in \[5\] and \[6\]. We begin by restricting attention to a single subdomain $\omega$ and omit the subscript. The oversampling problem is defined over the larger subdomain $\omega^* \supset \omega$. The space of A-harmonic functions $H_A(\omega^*)$ is the space defined as
\[
H_A(\omega^*) = \{ v \in H^1(\omega^*) : B(v, w) = 0 \text{ for all } w \in H^1_0(\omega^*) \}.
\]
Note we can add a constant function to any function in $H_A(\omega^*)$ and still satisfy \[17\]. Hence we consider the quotient space made up of all equivalence classes of functions in $H_A(\omega^*)$ that are the same up to a constant and denote this as $H_A(\omega^*)/\mathbb{R}$. Elements $u$ of $H_A(\omega^*)/\mathbb{R}$ restricted to $\omega$ can be approximated using an optimal local spectral basis \[5\] and \[6\]. The restriction operator $P$ is defined by $P u(x) = u(x)$ for $x$ in $\omega$. The restriction is a compact map from $H_A(\omega^*)/\mathbb{R}$ into $H_A(\omega)/\mathbb{R}$ and the optimal local basis on $\omega$ is given by the span of the eigenfunctions $\{\xi_j\}_{j=1}^{\infty}$ associated with the singular values $\{\lambda_j\}_{j=1}^{\infty}$ of the restriction operator
\[
P^* P \xi_j = \lambda_j \xi_j,
\]
see \[5\]. This space provides local shape functions and we see that MS-GFEM is a spectral approximation method. The optimal local approximation space is given by the span of the spectral basis and denoted by
\[
V_{\omega}^m = \text{span}\{\xi_1, \xi_2, \ldots, \xi_m\}.
\]

The optimality of this oversampling space is seen from the theory of Kolmogorov $n$-widths, \[40\]. The best accuracy of approximation over all $n$-dimensional subspaces $S(n) \subset H_A(\omega)/\mathbb{R}$ of a function $u \in H_A(\omega^*)/\mathbb{R}$ is measured by the Kolmogorov $n$-width as
\[
d_n(\omega, \omega^*) = \inf_{S(n)} \sup_{u \in H_A(\omega^*)/\mathbb{R}} \inf_{v \in S(n)} \frac{\|P u - v\|_{L^2(\omega)}}{\|u\|_{L^2(\omega^*)}},
\]
and most importantly $d_n(\omega, \omega^*) = \sqrt{\lambda_{n+1}}$. Thus the square root of the $n^{th}$ eigenvalue gives the approximation error incurred when approximating the A-harmonic part of the solution using $V_{\omega}^m$. The optimal subspace achieving the infimum of \[19\] for $n = m$ is written as $V_{\omega}^m$ and is defined as the span of the first $m$ eigenfunctions satisfying \[18\], see \[40\]. These eigenfunctions can be computed explicitly and are characterized by the following theorem.

**Theorem 1** \[5\], Theorem 3.2. The optimal approximation space is given by $V_{\omega}^m = \text{span}\{\xi_1, \ldots, \xi_m\}$, where $\xi_j = P \phi_j$ and $\lambda_j$ and $\phi_j$ are the largest $m$ eigenvalues and corresponding eigenfunctions that satisfy
\[
(\phi_j, \delta)_{L^2(\omega)} = \lambda_j (\phi_j, \delta)_{L^2(\omega^*)} \quad \forall \delta \in H_A(\omega^*).
\]
The functions $\{\phi_j\}_{j=1}^{\infty}$ form a complete orthonormal set in $H_A(\omega^*)/\mathbb{R}$.

**Definition 1.** The optimal local basis $\{\xi_j\}_{j=1}^{m}$ is referred to as the “$n$-width” functions or spectral basis and $V_{\omega}^m = \text{span}\{\xi_1, \xi_2, \ldots, \xi_m\}$ as the spectral subspace.

An asymptotically exponential decay of the $n$-widths $\sqrt{\lambda_{n+1}}$ for $n = m$ is proved in \[5\].
Theorem 2. The accuracy has nearly exponential decay for $m$ sufficiently large, i.e., for any small $\epsilon$ one has
\[
d_m(\omega, \omega^*) = \sqrt{\lambda_{m+1}} \leq e^{-m^{\frac{1}{4}m^{-\frac{1}{4}}}}.
\]  
It follows that for $u_A \in H_A(\omega^*)$ there exists $\xi \in V_{\omega}^m$ such that
\[
\|u_A - \xi\|_{\mathcal{E}(\omega)} \leq \sqrt{\lambda_{m+1}} \|u_A\|_{\mathcal{E}(\omega^*)}.
\]

Now for a solution $u$ of (2) in $H^1(\Omega)$ we construct a trial $u_T$ with a $\xi_i$ on each $\omega_i^*$ such that (15) holds. Here we will write $\lambda_{m+1}$ to correspond to domain $\omega_i^*$. Note first that for any $\chi_i$ and element $\xi_i \in V_{\omega_i}^m$, we have
\[
u - (\xi_i + \chi_i) = (u - \chi_i) - \xi_i,
\]
where $u - \chi_i$ is A-harmonic. Thus from Theorem 2 we can choose a $\xi_i$ such that
\[
\|u - \chi_i - \xi_i\|_{\mathcal{E}(\omega_i)} \leq \sqrt{\lambda_{m+1}} \|u - \chi_i\|_{\mathcal{E}(\omega_i^*)}.
\]

Now note from [11] that for interior patches
\[
\|\chi_i\|^2_{\mathcal{E}(\omega_i^*)} = \int_{\omega_i^*} A(x) \nabla \chi_i \cdot \nabla \chi_i \, dx
\]
\[
= \int_{\omega_i} f \chi_i \, dx = \int_{\omega_i} A(x) \nabla u \cdot \nabla \chi_i \, dx \leq \|u\|_{\mathcal{E}(\omega_i)} \|\chi_i\|_{\mathcal{E}(\omega_i^*)},
\]
so
\[
\|\chi_i\|_{\mathcal{E}(\omega_i)} \leq \|u\|_{\mathcal{E}(\omega_i)}.
\]
and a simple calculation shows
\[
\|u - \chi_i\|_{\mathcal{E}(\omega_i)} \leq 2 \|u\|_{\mathcal{E}(\omega_i)}.
\]

From this we get
\[
\|u - \chi_i - \xi_i\|_{\mathcal{E}(\omega_i)} \leq \epsilon_i \|u\|_{\mathcal{E}(\omega_i^*)}.
\]
with $\epsilon_i = 2\sqrt{\lambda_{m+1}}$. Proceeding in the same way for boundary patches sharing Neumann data we note $u - \chi_i$ is A-harmonic and choose $\xi_i$ to obtain
\[
\|u - \chi_i - \xi_i\|_{\mathcal{E}(\omega_i)} \leq \epsilon_i \|u\|_{\mathcal{E}(\omega_i^*)},
\]
with $\epsilon_i = 2\sqrt{\lambda_{m+1}}$. For Dirichlet data similarly $u - \chi_i$ is A-harmonic and we may choose $\xi_i$ to obtain
\[
\|u - \chi_i - \xi_i\|_{\mathcal{E}(\omega_i)} \leq \epsilon_i \|u\|_{\mathcal{E}(\omega_i^*)},
\]
with $\epsilon_i = 2\sqrt{\lambda_{m+1}}$. These calculations are provided in the Appendix for completeness. The global error estimate (6) now follows from (27), (28), and (29). Therefore it is evident that the a priori estimates showing asymptotic exponential accuracy are obtained when using the optimal local bases in the construction of the global approximation space $V_N^\omega$. The global error on $\Omega$ is controlled by the local errors and we have an a priori asymptotic exponential decay of the MS-GFEM approximation. The numerical experiments given here show an immediate exponential decay of the $n$-widths for this class of coefficients, see section 4.6. The numerical experiments also show that the global approximation error is exponentially decaying independent of contrast, see sections 4.4.

We summarize noting that the $n$-width eigenfunctions are the optimal oversampled approximation functions and are computed for the particular geometry and microstructure $\Omega$. They carry information about the local fields and allow for a drastic reduction in the dimension of the global stiffness matrix. The total computational complexity of this method is the same as a direct application of the FEM method and is of the same order as the number of inclusions in the domain $\Omega$, see [6]. But now most all of the work is done in parallel and offline. This results in a global solve given by the inversion of a matrix that is orders of magnitude smaller than the total number of inclusions.
3. Computational Method

We outline the implementation of the MS-GFEM algorithm and describe the construction of the global stiffness matrix, particular solutions, and right hand side. Recall that we wish to solve using the optimal local bases pasted together over the computational domain $\Omega \subset \mathbb{R}^2$. As data we are given a matrix of material properties $A(x)$ together with Neumann and Dirichlet boundary conditions specified over the boundary of $\Omega$. We begin by first creating a standard finite element mesh on the entire domain $\Omega$ which will be used in all computations. Future implementations will use independent meshes over each patch $\omega_i$ enhancing the parallel nature of the local computations.

The steps in the MS-GFEM algorithm are:

1. Define a covering of $\Omega$ by square patches $\{\omega_i\}_{i=1}^N$ and expand each patch $\{\omega_i^*\}_{i=1}^N$ such that $\omega_i \subset \omega_i^*$. We use the following notations. Let $\mathcal{H} = \{E_\alpha\}_{\alpha=1}^{n_\alpha}$ be a finite element mesh of $\Omega$, with elements $E_\alpha$, which conforms to the boundaries of each patch $\omega_i$ and $\omega_i^*$, $i = 1, \ldots, N$. The piecewise bilinear and quadratic shape functions are denoted $H_k(\alpha)$ where $\alpha = (\alpha_1, \alpha_2)$ are coordinates on the reference element and $x = (x_1, x_2)$ are the Cartesian coordinates on the domain $\Omega$. The map $\alpha_e : E_e \to \mathbb{R}^2$ is the change of coordinates map from the $e$-th element $E_e$ to the reference element $\square$. We begin by generating a discrete A-harmonic solution space $S_n^e(\omega_i^*) \subset H_A(\omega_i^*)$ of A-harmonic FEM solutions of

\[
\begin{cases}
- \text{div}(A(x)\nabla w(x)) = 0 & \text{for } x \in \omega_i^* \\
w(x) = h_i(x) & \text{for } x \in \partial \omega_i^*.
\end{cases}
\]

Here $h_i(x)$ is the $k$-th hat function defined by $h_i^k = 1$ at the $k$-th boundary node on $\partial \omega_i^* \cap \Omega$ and $h_i^k = 0$ at all other boundary nodes. Here $1 \leq k \leq n_i$. For boundary patches, $\partial \omega_i^* \cap \partial \Omega \neq \emptyset$, only hat functions corresponding to interior nodes, $\partial \omega_i^* \cap \partial \Omega$, are used as boundary data, and $h_i^k(x)$ satisfies homogeneous Neumann data on $\partial \omega_i^* \cap \partial \Omega_N$ and homogeneous Dirichlet data on $\partial \omega_i^* \cap \partial \Omega_D$. We write the $k$-th A-harmonic function over $\omega_i^*$ as

\[
w_i^k(x) = \sum_{e=1}^{n_{el}} \sum_{l,e}^{n_{el}} w_{l,e}^k H_l(\alpha_e(x)),
\]

where $w_{l,e}^k$ is the vector of nodal values at the $e$-th element, $1 \leq e \leq n_{el}$, contained in $\omega_i^*$, with $w_{l,e}^{k,l}$ the component at the $l$-th node, $1 \leq l \leq n_{en}$.
3.2. Construction of Local Spectral Bases, $V_{m_i}^{\omega_i}$

Now we construct the spectral basis that delivers the local approximation with optimal approximation properties. We introduce the span $V_{m_i}^{\omega_i} = \{ \xi_1^{m_i}, \ldots, \xi_{m_i}^{m_i} \}$, where the $\xi_j^i$ are the eigenfunctions corresponding to the $m_i$ largest eigenvalues of

$$Q_i x = \lambda P_i x.$$  \hfill (33)

Here the entries of the matrices $Q_i$ and $P_i$ are given as

$$Q_{ij}^k = (w_i^j, w_i^k)_{\xi(\omega_i)} = \int_{\omega_i} A \nabla w_i^j \cdot \nabla w_i^k \, dx = \int_{\partial \omega_i} (n \cdot A \nabla w_i^j) w_i^k \, ds, \hfill (34)$$

$$P_{ij}^k = (w_i^j, w_i^k)_{\xi(\omega_i^*)} = \int_{\omega_i^*} A \nabla w_i^j \cdot \nabla w_i^k \, dx = \int_{\partial \omega_i^*} (n \cdot A \nabla w_i^j) w_i^k \, ds, \hfill (35)$$

where we have used $S_{\omega_{i}}^n$ as an approximate basis for $H_A(\omega_i^*)$ in the local spectral problems defined by (20). These functions give the discrete approximation to the spectral matrices may be computed by

$$\{ \xi_1^{m_i}, \ldots, \xi_{m_i}^{m_i} \} \equiv \{ \xi_1^{m_i}, \ldots, \xi_{m_i}^{m_i} \}$$

Thus, the q-th, $1 \leq q \leq m_i$, eigenfunction over $\omega_i^*$ is written as

$$\xi_q^i(x) = \sum_{k=1}^{m_i} \xi_{q,k}^i w_i^k(x), \hfill (36)$$

with coefficients $x_k = \xi_{q,k}^i$. Here the eigenfunctions are listed as $\{ \xi_1^1, \xi_2^1, \ldots, \xi_{m_i}^1 \}$, where the corresponding eigenvalues are listed in descending order $1 > \lambda_1^1 \geq \lambda_2^1 \geq \cdots \lambda_{m_i}^1 > 0$ ($P_i$ and $Q_i$ are symmetric positive definite).

Combining (32) and (36) gives the $n$-width functions written in terms of the underlying finite element discretization

$$\xi_q^i(x) = \sum_{e=1}^{n_i} \sum_{k=1}^{m_i} \sum_{l=1}^{n_{el}} \xi_{q,k}^i w_{i,e}^{k,l} H_l(\alpha_e(x)).$$

The entries of the spectral matrices (34) may be computed quickly by rewriting the middle integrals in (34) as

$$Q_{ij}^k = \int_{\omega} A \nabla w_i^j \cdot \nabla (v_\omega + \tilde{w}^k) \, ds$$

$$P_{ij}^k = \int_{\omega^*} A \nabla w_i^j \cdot \nabla (v_{\omega^*} + \tilde{w}^k) \, ds$$

where $w^k = v_\omega + \tilde{w}^k$ on $\omega$ with $v_\omega \in H_0^1(\omega)$ vanishing on $\partial \omega$ and $w^k = v_{\omega^*} + \tilde{w}^k$ with $v_{\omega^*} \in H_0^1(\omega^*)$ vanishing on $\partial \omega^*$. In the finite element discretization $\tilde{w}^k$ is zero on all nodes in the interior of $\omega$ and $\tilde{w}^k = w^k$ on nodes lying on $\partial \omega$. Similarly $\tilde{w}^k$ is zero on all nodes interior to $\omega^*$ and $\tilde{w}^k = w^k$ on nodes lying on $\partial \omega^*$. Then the spectral matrices may be computed by

$$Q_{ij}^k = \int_{\omega} A \nabla w_i^j \cdot \nabla (\tilde{w}^k) \, ds$$

$$P_{ij}^k = \int_{\omega^*} A \nabla w_i^j \cdot \nabla (\tilde{w}^k) \, ds$$

where the integrand is nonzero only on elements away from the boundary. This follows since $H_0^k(\omega) \perp H_0^0$ in the $\|\cdot\|_p$-norm by definition. This integral reduces the number of elements to be integrated over from quadratic to linear in two dimensions and cubic to quadratic in three dimensions. The reduction in memory usage is the same, allowing for a much larger FEM mesh to be used underneath these computations.
3.3. Global Stiffness Matrix and Right Hand Side

Using the bases for the local trial fields \(V_{\omega_i}^{m_i}\), the global trial field \(V^N\) is defined as in \([10]\) by

\[
V^N = \text{span}\{\phi_i \xi_i^q : 1 \leq i \leq N, 1 \leq q \leq m_i, \text{ and } \xi_i^q \in V_{\omega_i}^{m_i}\}.
\]

The local spaces \(V_{\omega_i}^{m_i}\) are augmented by the constant functions for interior patches or patches with Neumann boundary conditions. For boundary patches on which Dirichlet boundary conditions are enforced, \(\partial \omega_i \cap \partial \Omega_D \neq \emptyset\), constant functions need not be added to \(V_{\omega_i}^{m_i}\). The Galerkin discretization defined by \([13]\) gives the matrix equation \(Gx = r\) where the stiffness matrix \(G\) is defined entrywise by

\[
G_{ijqr} = (\phi_i \xi_i^q, \phi_j \xi_j^r)_{E(\Omega)}.
\]

Likewise, the right hand side of \([13]\) is written entrywise as

\[
r_{ijq} = F(\phi_i \xi_i^q) - B(u^F, \phi_i \xi_i^q) = \int_{\Omega} f \phi_i \xi_i^q dx + \int_{\partial \Omega_N} g \phi_i \xi_i^q dS - \int_{\Omega} u^F \phi_i \xi_i^q dx.
\]

With \(Gx = r\) defined as above, solving for \(x\) gives the A-harmonic part of the solution \([38]\). The approximate solution to \([2]\) is given by

\[
u_0 = u^G + u^F = \sum_{i=1}^{N} \sum_{q=1}^{m_i} x_i^q \phi_i \xi_i^q + \sum_{i=1}^{N} \phi_i \chi_i
\]

for local particular solutions \(\chi_i\) as in \([11]\).

4. Numerical Implementation for a Benchmark Problem

For the implementation of the MS-GFEM algorithm multiple partial differential equations must be solved. It should be noted that any method to solve PDEs may be used, here we use the finite element method. The problem domain \(\Omega\) has an underlying finite element mesh and overlapping patches \(\omega_i\) to which the mesh conforms. All computations are performed over the finite elements. A concrete numerical example of the MS-GFEM algorithm is demonstrated below.

4.1. Problem Formulation

All computations in this work are done on the same rectangular domain with 100 separated circular inclusions with small variations in radii (figure \([1]\)). For demonstration of the numerical implementation we consider the following problem.

\[
\begin{cases}
- \text{div}(A(x_1, x_2) \nabla u(x_1, x_2)) = 0, (x_1, x_2) \in \Omega \\
u(x_1, x_2) = 0, (x_1, x_2) \text{ on the left of } \partial \Omega \\
u(x_1, x_2) = 1, (x_1, x_2) \text{ on the right of } \partial \Omega \\
n \cdot A \nabla u(x_1, x_2) = 0, (x_1, x_2) \text{ on the top and bottom of } \partial \Omega.
\end{cases}
\]

Dirichlet boundary conditions are applied on the left and right of the domain while the top and bottom have homogeneous Neumann boundary conditions. The matrix material has property \(A_1\) and the inclusion material has property \(A_2\). They are given as

\[
A_1 = \begin{pmatrix} \alpha & 0 \\ 0 & \alpha \end{pmatrix}, \quad A_2 = \begin{pmatrix} \beta & 0 \\ 0 & \beta \end{pmatrix}.
\]

In the section \([5]\) we will study a large range of material contrasts given by the ratio \(\alpha/\beta\). For the purpose of illustration we shall take \(\alpha = 1\) and \(\beta = 100\) in this section.
4.2. Mesh Selection

All computations in this work are performed on the same rectangular domain. Here we will compare the accuracy of the MS-GFEM implementation to the standard FEM method. In order to compare the methods we select the underlying mesh used for the MS-GFEM method by solving for the standard FEM solution for the same problem over progressively finer meshes for the highest contrast used in our study. The FEM error for a given mesh is measured using the a posteriori estimate

$$
\epsilon_h^2 = \frac{\|u_h/2\|^2 - \|u_h\|^2}{\|u\|^2} \frac{1}{1 - 2^{-2\gamma}},
$$

(41)

where we use bilinear elements and assume $$\epsilon_h^2 = Ch^{2\gamma}$$ for $$\frac{1}{2} \leq \gamma \leq 1$$ (see [6]). Here the a posteriori estimate (41) is standard and we have chosen $$\gamma = \frac{1}{2}$$. The finest mesh which gives an acceptable FEM solution over all material contrasts will be the same one used for comparison of the MS-GFEM method with the FEM method. Here we will carry out the study for contrasts ranging from $$1/1000$$ to $$1000$$. From Table 1 we choose the finest mesh with 1,560,058 elements as the common mesh in which to compare MS-GFEM solutions. The a posteriori estimate for the FEM using finer and finer mesh seeds is shown in figure 2. For the purposes of this study we denote the FEM solution with the finest mesh as the overkill solution for a given contrast and denote this solution by $$u$$. The MS-GFEM solution will now be computed over this same mesh. The following subsections describe the MS-GFEM implementation.

| # Elements | Log(# Elements) | 100:1 | 200:1 | 1000:1 | 1:100 | 1:200 | 1:1000 |
|------------|----------------|-------|-------|--------|-------|-------|--------|
| 6686       | 3.825          | -     | -     | -      | -     | -     | -      |
| 24187      | 4.384          | -0.94312 | -0.94368 | -0.94418 | -0.64733 | -0.64384 | -0.64103 |
| 95017      | 4.978          | -1.20170 | -1.20145 | -1.20129 | -0.93778 | -0.93424 | -0.93140 |
| 388189     | 5.589          | -1.48816 | -1.48767 | -1.48730 | -1.23698 | -1.23345 | -1.23061 |
| 1560058    | 6.193          | -1.78071 | -1.78001 | -1.77948 | -1.54125 | -1.53772 | -1.53489 |

4.3. Construction of Partition of Unity

The domain is a $$20 \times 10$$ rectangle with 100 circular inclusions with small variation in radii. To fix ideas we work with a two patch covering $$\{\omega_1, \omega_2\}$$ of $$\Omega$$ by a rectangular patch $$\omega_1 = 12 \times 6$$ and a rectangular annulus $$\omega_2 = 20 \times 10 - 8 \times 4$$. The expanded patches are defined as $$\omega_1^* = 16 \times 8$$ and $$\omega_2^* = 20 \times 10 - 4 \times 2$$. The covering is shown in Figure 3.

To construct the partition of unity function $$\phi_1$$ over $$\omega_1$$, the overlap between $$\omega_1$$ and $$\omega_2$$ is determined and split into two sets as shown in Figure 4. On $$\omega_1 - \omega_2$$ (the $$8 \times 4$$ green rectangle on the bottom left of Figure 3)
the partition of unity function is 1, outside $\omega_1$ it is 0. On the overlap shown on the left of Figure 3, $\phi_1$ is linear. On the corners of the overlap, shown on the right, it is bilinear. The values of $\phi_1$ are computed at the nodes and after that interpolated to the integration points using the finite element shape functions. The partition of unity function $\phi_2$ is then just $\phi_2 = 1 - \phi_1$. The partition of unity functions and their derivatives are shown in Figure 5.

4.4. Local Particular Solutions

We find the local particular solutions $\chi_1$ and $\chi_2$ over $\omega_1^*$ and $\omega_2^*$, respectively. On boundaries of the patches $\partial\omega_1^*$ which do not coincide with the outer boundary $\partial\Omega$ we enforce $\chi_1 = 0$ and on boundaries which coincide with outer boundaries the given boundary conditions in (40) are applied. Since the PDE is homogeneous and the boundary data is homogeneous Dirichlet data, $\chi_1 \equiv 0$. For $\omega_2^*$ the problem becomes

\[
\begin{align*}
- \text{div}(A \nabla \chi_2(x_1, x_2)) &= 0, \ (x_1, x_2) \in \omega_2^* \\
-n \cdot A \nabla \chi_2(x_1, x_2) &= 0, \ (x_1, x_2) \in \partial\omega_2^* \cap \Omega \\
\chi_2(x_1, x_2) &= 0, \ (x_1, x_2) \text{ on the left side of } \partial\omega_2^* \cap \partial\Omega_D \\
\chi_2(x_1, x_2) &= 1, \ (x_1, x_2) \text{ on the right side of } \partial\omega_2^* \cap \partial\Omega_D \\
-n \cdot A \nabla \chi_2(x_1, x_2) &= 0, \ (x_1, x_2) \in \partial\omega_2^* \cap \partial\Omega_N.
\end{align*}
\]

(42)

The particular solution $\chi_2$ is shown in Figure 6. The finite element analysis for $\chi_2$ is used in the assembly of the right hand side, see (40).

4.5. Construction of Local Solution Spaces $S_{\omega_1^*}^{n_1}$

Next we generate the local spaces $S_{\omega_1^*}^{n_1}$ and $S_{\omega_2^*}^{n_2}$. Here we use as boundary data the piece wise linear hat functions defined on $\partial\omega_1^*$. Taken together these piece wise linear functions form a partition of unity on $\partial\omega_1^*$. To make an element of $S_{\omega_1^*}^{n_1}$ we consider each of the $1 \leq j \leq n_1$ nodes on $\partial\omega_1^*$. For each node we solve the discrete Dirichlet problem

\[
\begin{align*}
- \text{div}(A \nabla w_1^j(x, y)) &= 0, \ (x, y) \in \omega_1^* \\
w_1^j(x, y) &= 1, \text{ on the } j\text{-th node of } \partial\omega_1^* \\
w_1^j(x, y) &= 0, \text{ every other node on } \partial\omega_1^*.
\end{align*}
\]

(43)
the collection of $A$-harmonic functions constructed this way gives the basis for $S^1_{\omega^*_{1}}$. On $\omega^*_{1}$, $S^2_{\omega^*_{2}}$ consists of functions corresponding to hat functions on $\partial \omega_{2}^* \cap \Omega$ as boundary data. Homogeneous Dirichlet and Neumann conditions are enforced on $\partial \omega_{2}^* \cap \partial \Omega_D$ and $\partial \omega_{2}^* \cap \partial \Omega_N$, respectively. For each of the $1 \leq j \leq n_2$ nodes on $\partial \omega_{2}^* \cap \Omega$ the following problem is solved.

$$\begin{cases} - \text{div}(A \nabla w_j^2(x, y)) = 0, & (x, y) \in \omega_{2}^* \\ w_j^2(x, y) = 1, & \text{on the } j\text{-th node of } \partial \omega_{2}^* \cap \Omega \\ w_j^2(x, y) = 0, & \text{every other node on } \partial \omega_{2}^* \cap \Omega \\ w_j^2(x, y) = 0, & (x, y) \in \partial \omega_{2}^* \cap \partial \Omega_D \\ -n \cdot A \nabla w_j^2(x, y) = 0, & (x, y) \in \partial \omega_{2}^* \cap \partial \Omega_N. \end{cases}$$  

(44)

Figure 7 shows two computed functions $w_j^i(x, y)$ over $\omega_{1}^*$ and $\omega_{2}^*$. The figure shows that the functions $w_j^i(x, y)$ are localized and decay rapidly away from the boundary when the hat function used as boundary data has support of only one node. We note that if we consider broader hat functions with support over several boundary nodes instead of just one node then the associated solutions of (43) and (44) have energy densities that extend and are nonzero further inside $\omega_{1}^*$ and $\omega_{2}^*$. To see this we provide a computation using a hat function with support over 301 nodes on the boundary of $\omega_{1}^*$ and 101 nodes on the boundary of $\omega_{2}^*$ instead of one node, results are shown in Figure 8. In section 6 we investigate the use of hat function boundary data with different support to generate the local solution spaces. In this approach we pick a collection of hat functions all of the same width and taken together form a partition of unity on the boundary. It is clear that using fewer boundary datum reduces the number of problems to solve in generating $S^i_{\omega^*_{i}}$. However the interesting observation found in section 6 is that the reduction of the number of boundary datum used in generating the space done in this way does not significantly effect the convergence rate of the spectral basis. This is because $A$-harmonic extensions of boundary data with large support on the boundary have energy that decays slowly into the domain relative to $A$-harmonic extensions of boundary data with small support sets, see Figures 7 and 8 and [8] and [31]. We say that solutions with slow energy decay penetrate into the domain.

In conclusion the equations (43) and (44) will be solved using bilinear or quadratic FEM, the functions
Figure 5: The partition of unity functions $\phi_1$ (top left), $\phi_2$ (top right), and the derivatives with respect to $x_1$ (bottom left) and $x_2$ (bottom right) over $\Omega$.

Figure 6: The particular solution $\chi_2$ displayed on $\omega_2^*$. Here $\chi_1 \equiv 0$ since $\omega_1^*$ is an interior domain ($\partial \Omega \cap \partial \omega_1^* = \emptyset$) and the PDE has 0 right hand side.

$w^j_i$ are saved at the nodes of the underlying finite element mesh and represented by finite element shape functions and the stiffness matrices $P_i$ and $Q_i$ are assembled.

4.6. Construction of Local Spectral Bases

Now we use $S_{\omega_i}^n$ to construct the local spectral basis with span given by the space $V_{\omega_i}^{m_i} = \text{span} \{\xi^1_i, \ldots, \xi^{m_i}_i\}$, where the $\xi^j_i$ are the eigenfunctions corresponding to the $m_i$ largest eigenvalues of

$$Q_i x = \lambda P_i x$$

(45)

with entries of $P$ and $Q$ defined as in (34) and (35). For this study the integration is performed over the domain rather than the boundary using the underlying finite elements, and, due to symmetry, only for the entries $j \geq k$. Equation (34) is written as

$$\int_{\omega_i} A \nabla w^j_i \nabla w^k_i \, dx = \sum_{e=1}^{N^e_{\omega_i}} (w^j_{i,e})^T K_e w^k_{i,e},$$

(46)

where $T$ denotes the transpose, $N_{\omega_i}^e$ is the number of elements in patch $\omega_i$, $w^j_{i,e}$ and $w^k_{i,e}$ are the vectors of nodal values of the functions $w^j_i$ and $w^k_i$ at the element $e$, and $K_e$ is the element stiffness matrix. The integral over $\omega_i^*$ is computed by adding (46) to the integral over the set $\omega_i^* - \omega_i$. The summation is done in parallel using OpenMP. To ensure that the matrix $P_i$ is positive definite, each row $j$ of $P_i$ and $Q_i$ is normalized by $P_{jj}^{ij}$.

The generalized eigenvalue problems are then solved using routines from the Intel® Math Kernel Library (MKL). The problems are reduced to standard symmetric eigenvalue problems. In the following description
The eigenvalues for the two patches are shown in Figure 9. Eigenfunctions corresponding to eigenvalues which are smaller than $10^{-12}$ are discarded. One can see in the graph on the right that the eigenvalues come in pairs, due to symmetry, except for the first one of $\omega_2^*$. Figure 10 shows $\xi_1^4$, $\xi_1^8$, $\xi_2^1$, and $\xi_2^6$. In addition to the local spectral basis functions, $V_{\omega_1^*}^{m_1}$ is augmented by the constant functions.

4.7. Solving the Global System, $G\mathbf{x} = \mathbf{r}$

The global stiffness matrix and right hand side entries, (37) and (39), are computed using integration on the underlying finite element mesh similarly to (46) using the saved element stiffness matrices from the particular solution runs. The constructions of the global stiffness matrix and right hand side are performed in parallel using OpenMP. The global system $G\mathbf{x} = \mathbf{r}$ is solved using the Pardiso solver from the Intel® MKL. The solution vector $\mathbf{x}$ is used to recover $u^G$ as in (38). The solution $u^G$ is shown in Figure 11 (left).
Figure 9: Log plot of eigenvalues for $\omega_1$ (left) and $\omega_2$ (right) for conductivity in the matrix 100 and in the fibers 1.

Figure 10: Local spectral basis functions $\xi_1^1$ (top left) and $\xi_7^1$ (top right) over $\omega_1^*$ and $\xi_1^2$ (bottom left) and $\xi_6^2$ (bottom right) over $\omega_2^*$.

The particular solution $u^F$ over the whole domain $\Omega$ consisting of the particular solutions over the patches glued together with the partition of unity functions is shown in Figure 11 (right). The final solution is then recovered from $u_0 = u^G + u^F$ shown in Figure 12 (left). The solution provided directly by a finite element method is displayed in Figure 12 (right) for comparison with the MS-GFEM solution. The MS-GFEM computed solution has energy $\|u_0\|^2_{E(\Omega)} = 0.799227$. The FEM, “overkill,” solution has energy given by $\|u\|^2_{E(\Omega)} = 0.799227$. The relative error of the MS-GFEM solution compared to the FEM solution is given by

$$\frac{\|u - u_0\|^2_{E(\Omega)}}{\|u\|^2_{E(\Omega)}} = 2.52 \times 10^{-5}.$$

5. Contrast Independent Convergence Study

In this section we present numerical results indicating that the MS-GFEM converges to the “overkill” FEM solution at an exponential rate that is independent of contrast between material properties of the matrix and the inclusions. To demonstrate the contrast independent convergence rate we consider again problem \[40\]. We compute the MS-GFEM solution $u_0$ for different material contrasts between the matrix and inclusion materials. We adopt the convention $A : B$ where the first number is the matrix conductivity and the number following the colon is the inclusion conductivity. We carry out the simulation for 1:1, 1:1.5, 1:2, 1:10, 1:100, 1:200, and 1:1000 and 1.5:1, 2:1, 10:1, 100:1, 200:1, and 1000:1. All errors are computed
relative to the FEM “overkill” solution $u$ for each choice of contrast. The relative error with respect to the energy norm is computed as

$$ E = \frac{\|u_0 - u\|^2_{L^2(\Omega)}}{\|u\|^2_{L^2(\Omega)}}. $$

(50)

Tables 2 and 3 show the relative errors of the MS-GFEM solution $u_0$ computed across contrasts. The number of spectral basis functions from $\omega_1$ and $\omega_2$ used in computing $u_0$ are listed under their respective headings in the tables.

| $\omega_1$ | $\omega_2$ | 1000 : 1 | 200 : 1 | 100 : 1 | 10 : 1 | 2 : 1 | 1.5 : 1 | 1 : 1 |
|-----------|------------|----------|--------|--------|-------|-------|--------|-------|
| 5         | 2          | 1.25E-01 | 1.25E-01 | 1.24E-01 | 1.23E-01 | 1.08E-01 | 1.01E-01 | 8.98E-02 |
| 10        | 4          | 2.64E-02 | 2.61E-02 | 2.58E-02 | 2.29E-02 | 1.81E-02 | 1.58E-02 | 2.52E-02 |
| 15        | 6          | 6.11E-03 | 6.04E-03 | 5.98E-03 | 6.60E-03 | 7.80E-03 | 6.86E-03 | 1.75E-03 |
| 20        | 8          | 1.86E-03 | 1.85E-03 | 1.86E-03 | 3.35E-03 | 3.73E-03 | 2.78E-03 | 1.65E-03 |
| 25        | 10         | 1.05E-03 | 1.06E-03 | 1.08E-03 | 1.72E-03 | 2.18E-03 | 1.74E-03 | 1.28E-03 |
| 30        | 12         | 2.23E-04 | 2.83E-04 | 3.60E-04 | 1.31E-03 | 1.56E-03 | 1.08E-03 | 3.58E-04 |
| 35        | 14         | 8.79E-05 | 1.19E-04 | 1.64E-04 | 8.61E-04 | 1.10E-03 | 7.30E-04 | 5.33E-05 |
| 40        | 16         | 3.20E-05 | 4.63E-05 | 7.06E-05 | 4.82E-04 | 6.61E-04 | 4.43E-04 | 4.12E-05 |
| 45        | 18         | 2.72E-05 | 3.69E-05 | 5.43E-05 | 3.35E-04 | 4.15E-04 | 2.63E-04 | 2.77E-05 |
| 50        | 20         | 2.42E-05 | 3.04E-05 | 4.30E-05 | 2.37E-04 | 1.94E-04 | 1.23E-04 | 1.22E-05 |
| 55        | 22         | 2.42E-05 | 2.75E-05 | 2.86E-05 | 1.19E-04 | 9.26E-05 | 5.48E-05 | 6.89E-06 |
| 60        | 24         | 2.51E-05 | 2.49E-05 | 2.55E-05 | 4.39E-05 | 4.18E-05 | 2.87E-05 | 6.70E-06 |
| 65        | 26         | 2.68E-05 | 2.57E-05 | 2.52E-05 | 3.52E-05 | 2.53E-05 | 1.69E-05 | 6.25E-06 |
| 70        | 28         | 2.81E-05 | 2.67E-05 | 2.59E-05 | 2.59E-05 | 2.04E-05 | 1.46E-05 | 5.91E-06 |

Table 2: Relative error versus dimension of spectral basis for different contrasts computed over a mesh of 1,560,058 elements. Here the A-harmonic local space $S_{n_i}^{\omega_i}$ is generated by hat functions defined on $\partial \omega_i^*$ of width 1 node.

In Figure 13 the log of the relative errors is plotted against the dimension of the spectral basis for inclusions with conductivity 1 and matrix with conductivity 1, 2, 10, 20, 50, 100, and 1000. Figure 14 shows the same for inclusions with conductivity 1, 1.1, 1.3, 1.5, 2, 10, 100, 200, and 1000, and matrix...
Table 3: Relative error versus dimension of spectral basis for different contrasts computed over a mesh of 1,560,058 elements. Here the A-harmonic local space $S_n^{i\omega}$ is generated by hat functions defined on $\partial \omega_i^*$ of width 1 node.

| $\omega_1$ | $\omega_2$ | 1 : 1000 | 1 : 200 | 1 : 100 | 1 : 10 | 1 : 2 | 1 : 1.5 | 1 : 1 |
|-----------|-----------|--------|-------|-------|------|------|-------|-----|
| 5         | 2         | 2.89E+00 | 1.23E+00 | 8.49E-01 | 2.16E-01 | 8.01E-02 | 8.11E-02 | 8.98E-02 |
| 10        | 4         | 1.39E+00 | 6.08E-01 | 4.34E-01 | 1.17E-01 | 2.94E-02 | 2.35E-02 | 2.52E-02 |
| 15        | 6         | 8.48E-01 | 4.40E-01 | 3.31E-01 | 9.30E-02 | 1.52E-02 | 9.46E-03 | 1.75E-03 |
| 20        | 8         | 2.09E-01 | 1.09E-01 | 6.83E-02 | 1.17E-02 | 5.28E-03 | 3.35E-03 | 1.65E-03 |
| 25        | 10        | 2.87E-02 | 1.48E-02 | 1.12E-02 | 8.01E-03 | 3.13E-03 | 1.98E-03 | 1.28E-03 |
| 30        | 12        | 4.05E-03 | 3.52E-03 | 3.42E-03 | 4.34E-03 | 1.85E-03 | 1.14E-03 | 3.58E-04 |
| 35        | 14        | 2.57E-03 | 2.52E-03 | 2.52E-03 | 2.57E-03 | 1.12E-03 | 6.99E-04 | 5.33E-05 |
| 40        | 16        | 9.46E-04 | 9.65E-04 | 1.01E-03 | 1.29E-03 | 7.21E-04 | 4.31E-04 | 4.12E-05 |
| 45        | 18        | 5.21E-04 | 4.72E-04 | 4.32E-04 | 4.81E-04 | 3.61E-04 | 2.43E-04 | 2.77E-05 |
| 50        | 20        | 4.55E-04 | 3.93E-04 | 3.66E-04 | 2.66E-04 | 1.31E-04 | 8.51E-05 | 1.22E-05 |
| 55        | 22        | 5.59E-05 | 3.18E-04 | 2.04E-04 | 8.73E-05 | 5.36E-05 | 6.89E-06 | 
| 60        | 24        | 3.40E-05 | 6.34E-05 | 1.67E-04 | 5.33E-05 | 3.06E-05 | 6.70E-06 | 
| 65        | 26        | 2.63E-05 | 3.33E-05 | 3.86E-05 | 4.86E-05 | 2.81E-05 | 1.78E-05 | 6.25E-06 |
| 70        | 28        | 2.50E-05 | 2.24E-05 | 2.33E-05 | 3.37E-05 | 1.83E-05 | 1.22E-05 | 5.91E-06 |

Table 4: Relative errors versus dimension of spectral basis of the MS-GFEM solution using quadratic finite elements on a mesh with 388,189 elements and 1,156,882 nodes. Here the A-harmonic local space $S_n^{i\omega}$ is generated by hat functions defined on $\partial \omega_i^*$ of width 3 nodes.

| $\omega_1$ | $\omega_2$ | 1000 : 1 | 100 : 1 | 1 : 1 | 1 : 100 | 1 : 1000 |
|-----------|-----------|--------|-------|------|-------|----------|
| 5         | 2         | 1.25E-01 | 1.24E-01 | 9.03E-02 | 8.02E-01 | 2.75E-00 |
| 10        | 4         | 2.64E-02 | 2.59E-02 | 2.49E-02 | 2.45E-01 | 7.74E-01 |
| 15        | 6         | 6.08E-03 | 5.97E-03 | 1.74E-03 | 1.40E-01 | 3.80E-01 |
| 20        | 8         | 1.85E-03 | 1.83E-03 | 1.63E-03 | 5.84E-02 | 2.11E-01 |
| 25        | 10        | 1.03E-03 | 1.05E-03 | 1.48E-03 | 1.32E-02 | 2.07E-02 |
| 30        | 12        | 2.08E-04 | 2.87E-04 | 3.71E-04 | 4.74E-03 | 5.50E-03 |
| 35        | 14        | 8.32E-05 | 1.23E-04 | 3.92E-05 | 2.44E-03 | 3.19E-03 |
| 40        | 16        | 3.19E-05 | 5.88E-05 | 3.79E-05 | 7.73E-04 | 7.48E-04 |
| 45        | 18        | 1.97E-05 | 3.93E-05 | 3.02E-05 | 3.06E-04 | 3.89E-04 |
| 50        | 20        | 9.85E-06 | 2.56E-05 | 1.57E-05 | 2.87E-04 | 3.66E-04 |
| 55        | 22        | 2.98E-06 | 9.70E-06 | 3.23E-06 | 2.45E-04 | 3.45E-05 |
| 60        | 24        | 1.45E-06 | 6.43E-06 | 2.54E-06 | 4.27E-05 | 2.29E-05 |
| 65        | 26        | 7.42E-07 | 4.22E-06 | 1.81E-06 | 1.96E-05 | 1.03E-05 |
| 70        | 28        | 6.05E-07 | 2.37E-06 | 1.04E-06 | 1.04E-05 | 7.39E-06 |

Table 4: Relative errors versus dimension of spectral basis of the MS-GFEM solution using quadratic finite elements on a mesh with 388,189 elements and 1,156,882 nodes. Here the A-harmonic local space $S_n^{i\omega}$ is generated by hat functions defined on $\partial \omega_i^*$ of width 3 nodes.
with conductivity 1. These figures show the exponential convergence of the error seen with respect to the dimension of the local approximation space. Here the contrast between matrix and inclusions is seen to not influence the convergence rate.

Next we increase the order of finite elements to quadratic to see what effect it has on the rate of convergence of the relative error versus dimension of the local spectral bases. The relative errors of the MS-GFEM solution using quadratic finite elements on a mesh with 388,189 elements and 1,156,882 nodes are now used. The spectral bases are now generated by an A-harmonic approximation space $S_{\omega^*}^m$ with boundary data given by hat functions defined on $\partial\omega^*$ that are supported over three boundary nodes. The convergence rates for the associated MS-GFEM for several different contrasts between matrix and particles are displayed in Figure 15. The convergence rate for MS-GFEM using quadratic elements is also compared to the convergence rate for MS-GFEM using linear elements in Figure 15. The simulations show that the change of element type has no effect on the convergence rates associated with the dimension of the local spectral basis up to a dimension of about fifty. Beyond fifty the convergence rate of MS-GFEM using linear elements the convergence rate goes to zero, whereas the convergence rate for MS-GFEM with quadratic elements continues to converge exponentially with dimension of up to eighty. The relative error decreases below $10^{-5}$ for all cases using spectral bases of dimension greater than seventy. Here the convergence for MS-GFEM using linear elements flattens and is zero after dimension fifty due to the linear FEM approximation error incurred in the generation of the discrete A-harmonic spaces $S_{\omega^*}^m$.

5.1. Eigenvalue Decay and Size of Oversampling Domain

The key feature of MS-GFEM is the construction of optimal local solution spaces through oversampling. The size of the oversampled patch $\omega^*$ as compared to $\omega$ has a direct impact on the decay rate of the eigenvalues.
which bound the local errors (cf. Theorem 2). We investigate the size of the oversampling domain \( \omega^* \) relative to the domain \( \omega \) used in approximation. We first consider oversampling domain \( \omega^* \) given by a disk of radius \( R \) and the smaller concentric disk \( \omega \) of radius \( \rho \), \( R > \rho \). We look at the A-harmonic space of solutions of (9) with a homogeneous coefficient \( A(x) = I \) for \( \omega_i^* = \omega^* \). A straightforward calculation shows that the \( n \)-width eigenvalues are given by

\[
\lambda_n = \left( \frac{\rho}{R} \right)^{2n}.
\] (51)

Now keeping in mind that the earlier numerical results given here for particle composites illustrate the contrast independent convergence of the MS-GFEM, and so the \( n \)-width eigenvalues should also be independent of contrast. Therefore we argue that a relationship like \( \lambda_n = \left( \frac{\rho}{R} \right)^{2n} \) should also hold for the heterogeneous case. Our computations show that this is approximately true. To illustrate the point we consider rectangular domains with coefficient matrix \( A(x) \) associated with particle composites as in Figure 1 with contrast 1 in the matrix and 1000 in the inclusions. We denote by \( \rho \) and \( R \) the longest side lengths of \( \omega \) and \( \omega^* \), respectively. Figure 16 shows the decay of the \( n \)-width eigenvalues with respect to the ratio \( \rho/R \) for three values 16/18, 12/18, and 6/18. We see from these simulations that there is good agreement between the formula (51) given by the solid lines and the numerically computed convergence rate given by the data points.

6. Reduction of Computational Work by Penetration; an Effective Computation of Finite Dimensional Subspaces of \( H_A(\omega_i^*) \)

The primary numerical work in generating the best local basis is not in the solution of the eigenvalue problem but in the numerical generation of the local A-harmonic subspace over which the eigenvalue problem is solved. Numerically generating the A-harmonic subspaces \( S_{\omega_i^*}^n \subset H_A(\omega_i^*) \) can be computationally expensive for fine meshes. Defining the boundary data as in (51) with a single boundary element for the support of the hat function \( h_i^j \) results in as many problems to solve as there are boundary nodes on \( \partial \omega_i^* \). Most importantly,
Figure 16: Log plot of eigenvalues for different subdomains $\omega_1$ holding $\omega_1^*$ fixed. In this case the side lengths of $\omega_1$ are proportionately changed. Conductivity 1 in matrix and 1000 in inclusions. Eigenfunctions generated with 19-node width hat functions as boundary data for $H_A(\omega^*)$.

we see from Figure 7 that the resulting function $w^j_i$ given by the A-harmonic extension of the boundary hat functions with support over one boundary element has very small support and gradient inside $\omega^*$. However for A-harmonic extensions of boundary hat functions having 301 nodes as support we see from Figure 8 that the support of this function penetrates further into $\omega^*$. This is the phenomenon of penetration where A-harmonic extensions of boundary data with less oscillation have a gradient that penetrates further into $\omega^*$, than A-harmonic extensions of more oscillatory boundary data, see [8] and [31]. In light of the exponential decay of the $n$-width eigenfunctions in the energy norm over $\omega$ it becomes clear that the space spanned by the lower $n$-width modes are generated by linear combinations of A-harmonic extensions of coarse boundary data, i.e., boundary hat functions of large support. This motivates the usage of significantly wider hat functions on the boundary such that their A-harmonic extension will have significant variation that penetrates into $\omega$. This means that less functions need to be used for the computation of the local space $S^m_{\omega^*}$, if we use boundary data given by hat functions having support over several boundary nodes.

We see from Theorem 2 that the local error controlled by the $n$-width eigenvalues, decay at worst exponentially so the number of local spectral basis functions $\xi^j_i$ can be reduced with little effect on the error. For the example of section 4 the eigenvalues decay rapidly, see Figure 9, and the 100-th and 50-th eigenvalues dip below $10^{-15}$ for $\omega_1$ and $\omega_2$, respectively. Therefore only a handful of the associated $n$-width eigenfunctions need to be used in the local approximation spaces to achieve excellent accuracy; the rest can be discarded.

Thus if we want to approximate $M$ dimensional local subspaces using $n$ spectral basis functions ($n < M$) we are motivated to use $M$ wider boundary boundary hat functions and their A harmonic extensions. This results in fewer problems to solve and smaller spectral matrices in (33) since the number of A-harmonic functions $w^j_i$ can be of the same order of wide hat functions used for boundary data. This gives a strategy for reducing the computational work in computing the local basis and for computing the spectral basis.

When the number of boundary hat functions is reduced from $N$ to $M$ by defining boundary hat functions with larger support then the computational time for constructing $S^m_{\omega^*}$ is reduced by a factor of $M/N$. The time for computing each entry of the matrices (34) and (35) is approximately the same. Due to symmetry of the matrices, only the upper triangular part and the diagonal need to be computed. If $N$ hat functions
were used then $N(N+1)/2$ entries have to be computed. If that number is reduced to $M$ then
\[ M(M + 1) = N\rho(N\rho + 1) \]
entries have to be computed, where $\rho = M/N$. For large values of $N$
\[ M(M + 1) \sim N^2\rho^2 \]
and the computational time for generating the matrices is reduced by a factor of $M^2/N^2$. The number of hat functions used for each successive widening progresses as \{N, N/2, N/3, N/4, \ldots\}. For example, if the support of the hat functions is increased from 1 to 3 nodes, then the total number of boundary value problems \[31\] to solve is $M = N/2$ and the time to fill the spectral matrices is about 1/4 the time as with single node hat functions. We illustrate these observations with the following example.

We solve the problem \[40\] as before on the domain shown in Figure 1 using hat functions with varying widths to generate the local solution spaces $S^n_i$. We label solutions $u_k$, $k = 1, 3, 5, 7, 9, \ldots$, where $k$ represents the number of nodes in the support of the hat function used as boundary data for problem \[31\].

The matrix material has conductivity $A_1$ and the inclusion material has conductivity $A_2$. We compute solutions to \[40\] using two different sets of material properties. For Case 1
\[ A_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 100 & 0 \\ 0 & 100 \end{pmatrix} \]
and for Case 2 we reverse the material properties to
\[ A_1 = \begin{pmatrix} 100 & 0 \\ 0 & 100 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \]

The relative error of the final solutions $u_k$ as compared to the “overkill” FEM solution $u$ is computed with respect to the energy norm as
\[ E_k = \frac{\|u_k - u\|^2_{L^2(\Omega)}}{\|u\|^2_{L^2(\Omega)}}. \]

The relative global errors versus the support of the hat functions used to generate the local approximation spaces are reported in Table 5 and are graphed in Figure 17. The result is that the global error is insensitive to the support of the local hat functions up to a width of twenty five nodes. Here the “Error 1” column lists the relative error for a matrix of conductivity 1 and inclusion of conductivity 500. The “Error 2” column lists the relative errors for a matrix of conductivity 500 and inclusion of conductivity 1. The table also shows the size of the spectral matrices $P$ and $Q$ and the number of eigenfunctions used in the computation of $u_k$.

In this example the error \[52\] is seen to be constant, see Figure 17, while the size of the spectral matrices decays rapidly for the first few sets of wider hat functions. The number of eigenfunctions selected for the computation begins decreasing after widening the boundary hat functions beyond 9 nodes. Collecting these observations, we conclude that this method of generating the local A-harmonic space $S^n_i$ is an effective method to reduce computational costs while maintaining acceptable error tolerance.

7. Span of Hat Functions Used Directly as Local Approximation Space

In the last section we exploited the penetration of fields inside $\omega_i^*$ obtained by A-harmonically extending hat functions of large support on the boundary. Motivated by this we investigate the direct use of such functions as local approximations on $\omega_i \subset \omega_i^*$. We call the GFEM method using these “oversampled” local basis the oversampled-GFEM. We investigate the decay rate of the global error using oversampled-GFEM. Here we prescribe hat functions on the boundary $\partial \omega_i^*$ and compute their A-harmonic extensions into $\omega_i^*$ as in \[43\] and \[44\]. Then the basis for the local approximation space is given by the restriction of these functions to $\omega_i \subset \omega_i^*$. As in the last section we take the hat functions on the boundary as elements of a partition of unity on the boundary of $\omega_i^*$. We try coarser to finer boundary partitions of unity to generate our
| #  | Error 1       | Error 2       | Eigenvalue | Eigenvalue | System Size | System Size | Number of Eigenfunctions | Number of Eigenfunctions |
|----|---------------|---------------|------------|------------|-------------|-------------|-------------------------|-------------------------|
| 1  | 4.185E-05     | 5.004E-05     | 384        | 961        | 124         | 49          |                         |                         |
| 3  | 4.147E-05     | 5.007E-05     | 1920       | 481        | 124         | 49          |                         |                         |
| 5  | 4.135E-05     | 5.002E-05     | 1280       | 321        | 124         | 49          |                         |                         |
| 7  | 4.120E-05     | 5.003E-05     | 960        | 241        | 124         | 49          |                         |                         |
| 9  | 4.122E-05     | 5.008E-05     | 768        | 193        | 124         | 49          |                         |                         |
| 11 | 4.109E-05     | 4.998E-05     | 640        | 161        | 124         | 49          |                         |                         |
| 13 | 4.113E-05     | 5.001E-05     | 548        | 138        | 124         | 49          |                         |                         |
| 15 | 4.108E-05     | 4.984E-05     | 480        | 121        | 124         | 49          |                         |                         |
| 17 | 4.108E-05     | 4.984E-05     | 426        | 107        | 124         | 49          |                         |                         |
| 19 | 4.109E-05     | 4.969E-05     | 384        | 97         | 124         | 49          |                         |                         |
| 21 | 4.077E-05     | 4.951E-05     | 349        | 88         | 123         | 49          |                         |                         |
| 23 | 4.124E-05     | 4.950E-05     | 320        | 81         | 123         | 49          |                         |                         |
| 25 | 4.126E-05     | 4.936E-05     | 295        | 74         | 123         | 47          |                         |                         |

Table 5: Relative error for global MS-GFEM solutions using hat functions with different numbers of boundary nodes for support. The first column indicates the number of nodes in the support of the hat functions. The first error is measured in the energy norm for when the matrix material has conductivity 1 and the inclusions 100, and the second errors are when the conductivities are switched. Also the size of the spectral matrices P and Q (number of hat functions used), and the number of local spectral basis functions used in the approximation (chosen such that $10^{-12} \leq \lambda \leq 1$).

Figure 17: Plot of MS-GFEM relative global error versus the number of nodes in the support of the boundary hat functions used to generate the local spaces $S_{\omega}^{n} \subset H_{A}(\omega_{1}^{*})$. Here the two cases of matrix to inclusion conductivities of 100 to 1 and 1 to 100 are shown.

local subspace for the **oversampled-GFEM**. We find as we increase the number of basis elements by refining the boundary partition of unity we generate global approximate solutions with accuracy that are nearly exponentially decreasing with the dimension of the local basis. Tables 6, 7, and 8 provides a comparison of the relative global error obtained using the same dimension of local approximation space given by $m_{i}$ for the oversampled-GFEM and $V_{\omega}^{m_{i}}$ for the MS-GFEM. Each table addresses a different material contrast. Here we are comparing with MS-GFEM that use n-width eigenfunctions generated from a local high dimensional approximation space $S_{\omega}^{n}$ with $n_{i} >> m_{i}$ that is spanned by A-harmonic extensions of hat functions with support over one boundary element. The tables show that for all contrasts the MS-GFEM does better than oversampled-GFEM at reducing the relative error in the global approximation as the number of bases elements are decreased. However as the dimension of the local approximating space for oversampled-GFEM and MS-GFEM is reduced we see that the oversampled-GFEM delivers global solutions with relative error
comparable to MS-GFEM. This numerical study is carried out for the matrix-inclusion composite with contrasts 1 : 100 and 100 : 1, 1 : 500 and 500 : 1, and 1 : 1000 and 1000 : 1. Here the coarseness of the hat function A-harmonic local basis used in the oversampled-GFEM is measured by the support of the boundary hat functions, see Tables 6, 7, and 8. The relative error versus total degrees of freedom given in Tables 6, 7, and 8 are plotted in Figure 18. Here the top left chart in Figure 18 shows the exponential decay of oversampled-GFEM with respect to global degrees of freedom for different material contrasts and the top right chart displays the exponential decay of MS-GFEM with respect to global degrees of freedom for different contrasts. The bottom left chart in Figure 18 plots oversampled-GFEM together with MS-GFEM and their decay with global degrees of freedom for different matrix conductivity’s and particle conductivity unity. Note that both MS-GFEM and oversampled-GFEM converge exponentially with respect to the global degrees of freedom for all contrasts but MS-GFEM gives the most rapid decrease in approximation error with respect to global degrees of freedom.

| Hat Widths | ω₁ | ω₂ | GFEM   | MS-GFEM | GFEM   | MS-GFEM |
|------------|----|----|--------|---------|--------|---------|
| 69         | 109| 28 | 2.89e-05 | 2.91e-05 | 4.63e-05 | 2.25e-05 |
| 99         | 76 | 20 | 1.11e-04 | 2.75e-05 | 1.50e-04 | 4.34e-05 |
| 129        | 59 | 15 | 1.51e-04 | 3.14e-05 | 1.57e-04 | 1.61e-04 |
| 159        | 48 | 13 | 7.28e-04 | 5.03e-05 | 5.19e-04 | 4.90e-04 |
| 189        | 40 | 11 | 7.38e-04 | 1.11e-04 | 2.07e-04 | 1.21e-04 |
| 219        | 34 | 9  | 2.74e-03 | 3.73e-04 | 3.64e-03 | 7.74e-03 |
| 249        | 30 | 8  | 4.40e-03 | 1.15e-03 | 5.73e-03 | 9.77e-03 |
| 279        | 27 | 7  | 5.55e-03 | 4.52e-03 | 1.17e-02 | 1.36e-02 |
| 309        | 24 | 7  | 1.29e-02 | 4.72e-03 | 7.85e-03 | 1.63e-02 |
| 339        | 22 | 6  | 1.34e-02 | 4.88e-03 | 1.11e-02 | 3.80e-02 |
| 369        | 20 | 6  | 1.22e-02 | 5.02e-03 | 1.28e-02 | 6.86e-02 |
| 399        | 19 | 5  | 2.66e-02 | 1.57e-02 | 1.53e-02 | 1.09e-01 |
| 499        | 15 | 4  | 3.50e-02 | 1.64e-02 | 4.93e-02 | 3.53e-01 |
| 599        | 12 | 4  | 2.04e-02 | 1.86e-02 | 8.39e-02 | 3.94e-01 |

Table 6: Relative global errors for oversampled-GFEM and MS-GFEM, both computed and compared to the FEM overkill solution (relative energy norm error). Contrasts 100:1 and 1:100. The columns ω₁, ω₂ are the number of shape functions used in the corresponding subdomain. The local spaces $S^n_i$ are composed of elements obtained by A-harmonically extending boundary hat functions containing a single-node.

8. Iterative solution implementation

The prime motivation behind the MS-GFEM and its contrast independent exponential convergence rate is its potential use in large parallel implementations. As expressed in the introduction the method has two essential parts. A. Parallel construction of local shape functions leading to the exponential approximation of the actual solution in the energy norm. Here each local basis is defined over separate patches and is computed independently on separate processors using local memory. B. Efficient parallel solution of the global system of linear algebraic equations. Recall that we have the partition of unity $\{\phi_i\}_{i=1}^N$ subordinate to the overlapping patches $\omega_i$, with $\Omega = \bigcup_{i=1}^N \omega_i$ and $\sum_{i=1}^N \phi_i = 1$. We consider the span $V^m_{\omega_i}$ of $n$-width functions $\xi_j^i$, $j = 1, \ldots, m_i$ defined on $\omega_i$ restricted to $\omega_i^*$. Set $V^{m_i, *}_{\omega_i} = \phi_i V^m_{\omega_i}$ and the global approximation space is

$$V^N = \sum_{i=1}^N V^{m_i, *}_{\omega_i}. \tag{53}$$

We use the partition of unity structure of the global approximation $V^N$ space to iteratively solve the global problem applying the Schwarz method for overlapping domains. Because each patch overlaps only with its
Table 7: Relative global errors for oversampled-GFEM and MS-GFEM, both computed and compared to the FEM overkill solution (relative energy norm error). Contrasts 500:1 and 1:500. The columns $\omega_1, \omega_2$ are the number of shape functions used in the corresponding subdomain. The local spaces $S_{n_i}^{\omega_i}$ are composed of elements obtained by $\lambda$-harmonically extending boundary hat functions containing a single-node.

Table 8: Relative global errors for oversampled-GFEM and MS-GFEM, both computed and compared to the FEM overkill solution (relative energy norm error). Contrasts 1000:1 and 1:1000. The columns $\omega_1, \omega_2$ are the number of shape functions used in the corresponding subdomain. The local spaces $S_{n_i}^{\omega_i}$ are composed of elements obtained by $\lambda$-harmonically extending boundary hat functions containing a single-node.

neighbours we can develop an iterative scheme that can be implemented in parallel. Proceeding in this way we arrive at the preconditioned Richardson iteration

$$B_N(x^{n+1} - x^n) + Gx^n = r_N, \quad n = 0, 1, \ldots, x^0 \in \mathbb{R}^N,$$  

where $B_N$ is taken to be an additive two level Schwartz preconditioner [33], [44]. This scheme is implemented in parallel and the iteration process converges exponentially. Here we will assume a fixed number of cores per patch. For this implementation the time for convergence is anticipated to be constant for a fixed ratio
between the size of the problem and the number of cores, so it weakly scales with the number of cores used in the computation \[15\]. This iterative method will be addressed in detail in a forthcoming paper.

9. Conclusions

The MS-GFEM numerical method is shown to be a viable method for the computation of local fields in heterogeneous materials with any contrast between material properties. A full implementation of the method along with the theoretical foundation of the method were discussed. A method for dramatically reducing computational costs in computing local trial fields given by the $n$-width functions was presented along with numerical results supporting the method. We remark that A-harmonic extensions with long wavelength boundary data when restricted to subdomains have energies on these subdomains that decay slower than short wavelength data as the subdomain boundary moves away from where the data is prescribed, see \[8\] and \[31\]. Motivated by this fact we have proposed to use A-harmonic extensions of boundary partitions of unity where the boundary hat functions have large support as local bases. Our numerical investigations show that local basis generated this way provide nearly exponential decay in the relative global error as the dimension of the approximation space is increased. Use of these bases provides a further reduction in computational cost. In future work the implementation of MS-GFEM discussed here will be further parallelized for use on large scale computers. For much larger problems with many patches greater savings from computational costs are anticipated by using coarser hat functions on the boundary to generate local approximation spaces. We finish by noting that in \[13\] related work has been recently carried out showing the contrast independence of the local spectral basis functions on their domains and that the global solutions converge exponentially
in the $L^2$ norm. There it is found that the local $n$-width basis functions outperform all other contemporary choices of local trial fields constructed by oversampling.

10. Appendix

For completeness we show how to estimate the local error for patches that share a common boundary with the computational domain. For patches with Neumann boundary data \( \mathcal{U} = \{ v \in H^1(\omega_i^\ast) : v = 0 \text{ on } \partial \omega_i^\ast \cap \Omega \} \). The local particular solution $\chi_i$ of (11) with (3) solves the equivalent variational problem: $\chi_i \in \mathcal{U}$ and

$$
\int_{\omega_i^\ast} A(x) \nabla \chi_i \cdot \nabla v \, dx = \int_{\omega_i^\ast} v f \, dx + \int_{\partial \omega_i^\ast} \nu g \, ds,
$$

(55)

for all $v$ in $\mathcal{U}$. Next observe that the actual solution $u$ also solves

$$
\int_{\omega_i^\ast} A(x) \nabla u \cdot \nabla v \, dx = \int_{\omega_i^\ast} v f \, dx + \int_{\partial \omega_i^\ast} \nu g \, ds,
$$

(56)

for all $v$ in $\mathcal{U}$ so

$$
\int_{\omega_i^\ast} A(x) \nabla \chi_i \cdot \nabla v \, dx = \int_{\omega_i^\ast} A(x) \nabla u \cdot \nabla v \, dx
$$

(57)

for all $v$ in $\mathcal{U}$. On choosing $v = \chi_i$ in (57) and applying Cauchy's inequality we get

$$
\| \chi_i \|_{\mathcal{E}(\omega_i^\ast)} \leq \| u \|_{\mathcal{E}(\omega_i^\ast)},
$$

(58)

and as before a simple calculation shows

$$
\| u - \chi_i \|_{\mathcal{E}(\omega_i^\ast)} \leq 2 \| u \|_{\mathcal{E}(\omega_i^\ast)}.
$$

(59)

and (59) follows.

For Dirichlet boundary data on $\partial \omega_i^\ast \cap \partial \Omega$ we use linearity and write $\chi_i = \chi_i^R + \chi_i^D$, where $\chi_i^R \in H^1_0(\omega_i^\ast)$ solves

$$
\int_{\omega_i^\ast} A(x) \nabla \chi_i^R \cdot \nabla v \, dx = \int_{\omega_i^\ast} v f \, dx,
$$

(60)

for all $v$ in $H^1_0(\omega_i^\ast)$, and $\chi_i^D = u$ on $\partial \omega_i^\ast \cap \partial \Omega$, where $n \cdot A(x) \nabla \chi_i^D = 0$ on $\partial \omega_i^\ast \cap \Omega$, and solves

$$
\text{div}(A(x) \nabla \chi_i^D) = 0,
$$

(61)

in $\omega_i^\ast$. To conclude we will show that

$$
\| \chi_i^D \|_{\mathcal{E}(\omega_i^\ast)} \leq \| u - \chi_i^R \|_{\mathcal{E}(\omega_i^\ast)} \leq 2 \| u \|_{\mathcal{E}(\omega_i^\ast)}.
$$

(62)

This follows from

$$
\| \chi_i^D \|_{\mathcal{E}(\omega_i^\ast)}^2 = \inf \left\{ \| w \|_{\mathcal{E}(\omega_i^\ast)}^2 : w \in \mathcal{A}_{ad} \right\}
$$

(63)

where $\mathcal{A}_{ad} = \{ w \in H^1(\omega_i^\ast), \text{div}(A(x) \nabla w) = 0, \text{ in } \omega_i^\ast, w = u \text{ on } \partial \omega_i^\ast \cap \partial \Omega \}$

To see (63) write any $w \in \mathcal{A}_{ad}$ as $\chi_i^D + \delta$, $\delta = w - \chi_i^D$ to observe $(\chi_i^D, \delta)_{\mathcal{E}(\omega_i^\ast)} = 0$ so

$$
\| \chi_i^D \|_{\mathcal{E}(\omega_i^\ast)}^2 \leq \| w \|_{\mathcal{E}(\omega_i^\ast)}^2 = \| \chi_i^D \|_{\mathcal{E}(\omega_i^\ast)}^2 + \| \delta \|_{\mathcal{E}(\omega_i^\ast)}^2
$$

(64)

and since $u - \chi_i^R \in \mathcal{A}_{ad}$ the first inequality of (62) follows. Note as before $\| \chi_i^R \|_{\mathcal{E}(\omega_i^\ast)} \leq \| u \|_{\mathcal{E}(\omega_i^\ast)}$ and together with the triangle inequality this gives the second inequality of (62). On collecting results we conclude using the triangle inequality that

$$
\| \chi_i \|_{\mathcal{E}(\omega_i^\ast)} = \| \chi_i^D + \chi_i^R \|_{\mathcal{E}(\omega_i^\ast)} \leq 3 \| u \|_{\mathcal{E}(\omega_i^\ast)}.
$$

(65)
and as before a simple calculation shows
\[ \|u - \chi_i\|_{\mathcal{E}(\omega_i^*)} \leq 2\sqrt{5}\|u\|_{\mathcal{E}(\omega_i^*)}. \] (66)

and (30) follows.

For completeness we finish by showing that (15) implies (16). Our calculation follows Theorem 3.3 and remarks 3.4 and 3.5 of [3]. We expand
\[
\|u - u_T\|_{\mathcal{E}(\Omega)}^2 = \int_{\Omega} A\nabla(u - u^T) \cdot \nabla(u - u^T) \, dx
\]
\[
= \int_{\Omega} A\nabla(\sum_{i=1}^{N} \phi_i(u - \xi_i - \chi_i)) \cdot \nabla(\sum_{i=1}^{N} \phi_i(u - \xi_i - \chi_i)) \, dx
\]
\[
= \int_{\Omega} A(\sum_{i=1}^{N} k_i) \cdot (\sum_{i=1}^{N} k_i) \, dx
\] (67)

with
\[ k_i = [\nabla \phi_i(u - \xi_i - \chi_i) + \phi_i \nabla(u - \xi_i - \chi_i)]. \] (68)

It follows that
\[
\|u - u_T\|_{\mathcal{E}(\Omega)}^2 \leq 2 \int_{\Omega} A(\sum_{i=1}^{N} \nabla \phi_i(u - \xi_i - \chi_i)) \cdot (\sum_{i=1}^{N} \nabla \phi_i(u - \xi_i - \chi_i)) \, dx
\]
\[
+ 2 \int_{\Omega} A(\sum_{i=1}^{N} \phi_i \nabla(u - \xi_i - \chi_i)) \cdot (\sum_{i=1}^{N} \phi_i \nabla(u - \xi_i - \chi_i)) \, dx
\]
\[
\leq 2\kappa \sum_{i=1}^{N} \int_{\omega_i} A \nabla \phi_i(u - \xi_i - \chi_i) \cdot \nabla \phi_i(u - \xi_i - \chi_i) \, dx
\]
\[
+ 2\kappa \sum_{i=1}^{N} \int_{\omega_i} A \phi_i \nabla(u - \xi_i - \chi_i) \cdot \phi_i \nabla(u - \xi_i - \chi_i) \, dx
\]
\[
\leq C(\kappa \sum_{i=1}^{N} \|u - \xi_i - \chi_i\|_{L^2(\omega_i)}^2 + \kappa \sum_{i=1}^{N} \|u - \xi_i - \chi_i\|_{\mathcal{E}(\omega_i)}^2)
\] (69)

where for isotropic material properties $A(x) = I a(x)$ we have $\|u\|_{L^2(\omega_i)}^2 = (\int_{\omega_i} a w^2 \, dx)^{1/2}$. For interior patches and patches on the boundary with Neumann data the local spaces $V^{m_i}_{\omega_i}$ contain constant functions and we can choose them so that the weighted Poincaré inequality holds
\[ \|u - \xi_i - \chi_i\|_{L^2(\omega_i)}^2 \leq C\|u - \xi_i - \chi_i\|_{\mathcal{E}(\omega_i)}^2 \] (70)

for a constant $C$ independent of $u - \xi_i - \chi_i$ and $\omega_i$. We also have a similar inequality for boundary patches associated with Dirichlet data as $\xi_i = 0$ and $u - \chi_i = 0$ for points on $\partial \omega_i \cap \partial \Omega_D$. This observation together with (69), (28), (29) and (30) shows that (15) implies (16).
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