Does the inclusion of electronic polarisability lead to a better modelling of peptide aggregation?†
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Simulating the process of amyloid aggregation with atomic detail is a challenging task for various reasons. One of them is that it is difficult to parameterise a force field such that all protein states ranging from the folded through the unfolded to the aggregated state are represented with the same level of accuracy. Here, we test whether the consideration of electronic polarisability improves the description of the different states of Aβ16-22. Surprisingly, the CHARMM Drude polarisable force field is found to perform worse than its unpolarisable counterpart CHARMM36m. Sources for this failure of the Drude model are discussed.

1 Introduction

The aggregation of the amyloid-β peptide (Aβ) into amyloid fibrils is one of the defining features of Alzheimer’s disease. In order to understand the molecular basis of that disease, one has to elucidate the aggregation process of Aβ. To this end, a multitude of experimental methodologies as well as molecular dynamics (MD) simulations are applied to this problem.1 However, the results of biomolecular MD simulations depend sensitively on the force field used to model the system in question.2 We and others demonstrated this problem for both monomeric Aβ3 and amyloid aggregation where the fragment Aβ16-22 was used as a test case.4-6 This peptide has the sequence KLVFFAE, containing the hydrophobic residues 17–21 which play a major role in the aggregation of Aβ,7,8 and it is known to aggregate into amyloid fibrils with an antiparallel β-sheet architecture.9 The conclusion of the various force field evaluations was that the accurate modelling of peptide aggregation requires a reliable representation of the monomeric peptide structures and a fine balance between the peptide–peptide and peptide-water interactions. These two conditions are currently best realized in the CHARMM36m (C36m) force field.10

A shortcoming of C36m and the other typical protein force fields is that they are not able to capture the effects of electronic polarisation, as they are non-polarisable force fields that assign point charges to the atoms which are unchangeable during a simulation.11 With such a static charge distribution, the atoms cannot respond to the changes in the local electric field. However, peptides undergoing self-assembly encounter changes in the dielectric constants of their surroundings as they pass from the aqueous solution phase with a high dielectric constant to the aggregated state which is characterised by lower dielectric constants. Therefore, our assumption is that the accurate modelling of such systems requires the inclusion of electronic polarisability, which is accomplished with polarisable force fields like the CHARMM-Drude (C-Drude) force field.12 It allows for electronic polarisability via induced dipoles, which are realised through so-called Drude particles that are connected via harmonic springs to the polarisable non-hydrogen atoms and carry point charges of opposite sign, but same magnitude as their parent atoms. This, however, implies an increased computational cost as both the simulated system size almost doubles and a smaller timestep for integrating the equations of motion must be used, which is one of the reasons that thus far prevented the widespread use of polarisable force fields. Nonetheless, thanks to methodological advancements this started to change.13-14 For instance, with regard to Aβ, the C-Drude 2013 force field15 has been employed to study the unfolding dynamics of the Aβ17-25 fragment16 and the stability of an Aβ42 fibrillar structure.17

Here, we address the question whether polarisatable force fields are indeed better at modelling the process of peptide aggregation than their non-polarisable counterparts. To this end, we apply the C-Drude 2019 force field18 to the dimerisation of Aβ16-22. As aggregation pathways are tightly coupled to the conformations of the aggregating entities, we also assess the performance of C-Drude to model the Aβ16-22 monomer. As a reference, we apply the C36m force field to the same problems and use experimental observations to judge the simulation results.7-9

2 Materials and methods

2.1 Simulation details

2.1.1 Construction of initial peptide models. The initial peptide structures were generated with PyMol19 in a fully-
extended configuration, similar to our previous work.\textsuperscript{a} The N- and C-termini were capped using the ACE and NME residues, respectively. The protonation states of the K16 and E22 residues were set to be $+1$ and $-1$, respectively. The initial structures for the dimers were created using PyMol and two monomers were placed at a random relative configuration with a minimum distance of 4 nm between their centers of mass.

### 2.1.2 CHARMM-Drude simulations

The initial structures were processed for the C-Drude simulations using CHARMM-GUI Drude Prepper.\textsuperscript{26} Each monomer and dimer structure was solvated and the resulting systems were energy-minimised for 5000 steps using the steepest descent method, followed by equilibration MD simulations for 100 ps using a time step of 0.5 fs at a pressure of 1 bar and a temperature of 310 K, which were regulated via a Monte Carlo barostat and a Langevin thermostat, respectively. During the equilibration phase, the peptide backbone and side-chain atoms were restrained using harmonic potentials with spring constants of 400.0 kJ mol$^{-1}$ nm$^{-2}$ and 40.0 kJ mol$^{-1}$ nm$^{-2}$, respectively. The subsequent production simulations were generated at 1 bar and 310 K using the same barostat and thermostat settings without restraints on the peptide atoms and with a time step of 1 fs. In all MD simulations, the Drude particles were kept at 1 K using the dual-Langevin thermostat\textsuperscript{26} and all bonds involving hydrogen atoms were constrained with the SHAKE algorithm.\textsuperscript{22} A hard-wall constraint was used to prevent displacements larger than 0.02 nm between the Drude particles and their parent atoms to prevent a polarization catastrophe. Electrostatic interactions were calculated using the particle mesh Ewald (PME) method in conjunction with periodic boundary conditions and a cut-off of 1.2 nm applied to the short-range electrostatic interactions calculated in real space.\textsuperscript{21,24} The van der Waals interactions were calculated applying a switching function between 1.0 and 1.2 nm. All systems utilized the SWM4-NDP water model.\textsuperscript{25} To test the influence of NaCl, simulations without salt and with 150 mM NaCl were performed; the latter employed the latest models available in C-Drude.\textsuperscript{26-28} The C-Drude simulations were performed using OpenMM v. 7.5.\textsuperscript{29}

### 2.1.3 CHARMM36m simulations

For the $\text{A}_{16-22}$ monomer we exploited existing C36m simulations\textsuperscript{2} and for the dimer we took the same initial structures as used for the C-Drude simulations. The initial structures were minimised for 5000 steps using the steepest descent method. Afterwards, the systems were equilibrated for 100 ps at a temperature of 310 K using a velocity-rescaling thermostat and a pressure of 1 bar using a Parrinello-Rahman barostat.\textsuperscript{28} Afterwards, the production MD runs were performed. Periodic boundary conditions were applied in the simulations. The van der Waals interactions were switched to zero between 1.0 nm to 1.2 nm using a force-switch algorithm. Electrostatic interactions were calculated using the PME method with a 1.2 nm real-space cutoff for the electrostatic interactions.\textsuperscript{21,24} In all simulations the TIP3P water model was employed\textsuperscript{28} and NaCl was added at a concentration of 150 mM. The C36m simulations were performed using GROMACS v. 2021.2.\textsuperscript{31,33}

### 2.1.4 List of simulations

The production simulations are generally composed of $3 \times 1 \mu$s simulations per system; only the C-Drude simulations of the dimer with salt were limited to $3 \times 900$ ns. All production runs involved a frame-saving frequency of 10 ps. ESI Table S1\textsuperscript{†} summarizes the simulation details performed in this work. The trajectory files are made publicly available at the Zenodo repository; the digital object identifiers of the database entries are given in the ESI.\textsuperscript{†}

### 2.2 Analysis of the simulations

#### 2.2.1 Visualisation

The MD trajectories were visualised with Visual Molecular Dynamics (VMD),\textsuperscript{34} which was also used to create figures of the three-dimensional peptide structures.

#### 2.2.2 Analysis of the monomer simulations

We computed the peptide–ion contacts using MDTraj\textsuperscript{16} by applying a 0.5 nm distance cut-off between the $C_\alpha$ atoms of $\text{A}_{16-22}$ and the ions. In addition, we evaluated the radial distribution functions (RDFs) of Na$^+$ around the carbonyl-oxygen using the GROMACS command gmx rdf with a binning of 0.002 nm. This gives the radial distributions $\rho(r)$, the integration of which yields the cumulative sums of Na$^+$ around the carbonyl oxygens: $n_{\text{Na}^+} = \int_0^r \rho(r)r^2dr$ where $r_c$ is the cutoff distance; this integration can also be accomplished with the gmx rdf command in combination with its -cn option. The volume density of the sodium ions around $\text{A}_{16-22}$ was calculated using VMD.\textsuperscript{34}

The secondary structure assignment has been performed using an in-house script which uses the backbone torsion angles $\phi$ and $\psi$. Here, an amino acid is assumed to adopt a $\beta$-strand conformation if the $(\phi, \psi)$ pairs are within the polygon with vertices at $(−180°, 180°), (−180°, 126°), (−162°, 126°), (−162°, 108°), (−144°, 108°), (−144°, 90°), (−50°, 90°), and (−50°, 180°). An amino acid is assumed to adopt an $\alpha$-helical conformation if the $(\phi, \psi)$ pairs are within the polygon with the vertices at $(−90°, 0°), (−90°, −54°), (−72°, −54°), (−72°, −72°), (−36°, −72°), (−36°, −18°), (−54°, −18°), and (−54°, 0°). All other $(\phi, \psi)$ pairs are assigned as random coil.\textsuperscript{26}

Peptide–water hydrogen bonds were computed using MDA-analysis\textsuperscript{37,38} by applying a 0.35 nm distance cut-off between the donor and acceptor atoms and a $\pm 30°$ angle cut-off for the deviation of the donor-hydrogen-acceptor angle from linearity. In addition, various RDFs of water around selected peptide groups were evaluated and the resulting distributions integrated to obtain hydration numbers, $n_{\text{H}_2\text{O}}$. To this end, the same tools as applied to the RDF calculations involving Na$^+$ were used.

The translational diffusion constant ($D$) of the peptide was calculated using the Einstein relation,

$$D = \frac{1}{2d} \lim_{t \to \infty} \frac{d}{dt} \langle (\vec{r}(t) - \vec{r}(0))^2 \rangle$$  \hspace{1cm} (1)

where $d$ is the dimension of the system, $\vec{r}(t)$ and $\vec{r}(0)$ are the particle positions at time $t$ and time zero. The angle brackets denote average over time. The quantity in the square brackets is the mean squared displacement (MSD). The MSD was determined using rolling windows with a length of $\tau = 20$ ns time and a lag time of $\sigma = 20$ ns, i.e., the next window started where the...
previous finished. We arrived at this window length and lag time from calculating the normalized autocorrelation function of the squared displacement (SD),

$$R_{SD}(\tau, \sigma) = \frac{\langle SD(\tau, 0)SD(\tau, \sigma) \rangle}{\langle SD(\tau, 0)SD(\tau, 0) \rangle}$$

(2)

for different values of $\sigma$ (ESI Fig. S1†). For the independent sampling of the squared displacement, the autocorrelation function should converge to a finite value, which only occurred for non-overlapping time windows. We then calculated the diffusion constants as the slopes of the linear region of the window-averaged MSD curves between 5 and 15 ns (ESI Fig. S2†). The reported values are averages of the three independent runs and the errors correspond to the standard error of the mean. We further corrected the finite size effects on the translational diffusion constant as

$$D_0 = D + \frac{3k_B T}{6\pi\eta L}$$

(3)

where $D_0$ is the diffusion constant of the infinitely large system, $\xi = 2.837297$ is a dimensionless constant, $\eta$ is the solvent viscosity, $T$ is the temperature, $k_B$ is the Boltzmann constant, and $L$ is the size of the simulation box.

2.2.3 Transition networks for the dimers. We constructed the transition networks (TNs) using the concatenated $A\beta_{16-22}$ dimer trajectories obtained with C-Drude and C36m, respectively. To quantify the network, we used the oligomer size, spatial orientation of the two peptides, and the peptide-average number of residues involved in $\beta$-strand conformation. We defined a dimer whenever the distance between any two atoms from the respective peptides was less than 0.5 nm. We quantified the spatial orientation of the dimers using the polar and nematic order parameters $P_1$ and $P_2$, respectively, allowing to distinguish between parallel (+1), antiparallel (-1), and disordered (0) states:

$$f(x) = \begin{cases} 
1, & \text{if } P_2 \geq 0.7 \text{ and } P_1 \geq 0.7 \\
-1, & \text{if } P_2 \geq 0.7 \text{ and } P_1 \leq 0.4 \\
0, & \text{otherwise}
\end{cases}$$

The secondary structure was calculated using the backbone $\phi$ and $\psi$ angles as explained for the monomer and the results were averaged over both peptides. We used the ATTRANET script, which is available at https://github.com/strodel-group/ATTRANET, for calculating the networks. The resulting networks are visualized using Gephi v0.92.41

3 Results and discussion

3.1 Peptide–ion interactions

The analysis of the monomer simulations with C-Drude revealed a strong binding of Na$^+$ to $A\beta_{16-22}$. This is demonstrated by the average number of sodium ions that are within a distance of 0.5 nm from the C$_\alpha$ atoms of the peptide residues (Fig. 1A). The Na$^+$ ions of the C-Drude model interact with $A\beta_{16-22}$ almost 100 times more frequently than in the case of C36m, which is confirmed by the radial distributions of Na$^+$ around the carbonyl-oxygen atoms that are shown in Fig. 1B for K16 and E22 taken as examples. Integrating these radial distributions yields the cumulative sums of Na$^+$ around the carbonyl-oxygen atoms (shown in ESI Fig. S3† for K16 and E22) and till a distance of 0.35 nm, which only includes the directly bound Na$^+$, one obtains the numbers shown in Table S2.† Summing up these numbers, we find that about 1.855 Na$^+$ (out of 12) are on average bound to CO of the peptide backbone with C-Drude, while this number is only 0.014 (out of 13 Na$^+$) with C36m. These numbers are a lower bound for the number of peptide-bound Na$^+$ as they ignore the ion binding to other parts of the peptide, such as the termini and side chains. In the case of E22, binding to the side chain is of particular relevance, which can be seen from the volumetric isosurface of the sodium ions around the $A\beta_{16-22}$ peptide and their radial distributions for the side chains of K16 and E22 (ESI Fig. S4†). Therefore, about 2 Na$^+$ (out of 12 in total) are bound to $A\beta_{16-22}$ when modelled with C-Drude, whereas this number is only $\approx$ 0.02 (out of 13 Na$^+$) for C36m.

In order to assess which of the two peptide–Na$^+$ binding predictions better reflects reality, we referred to experimental findings. For instance, using conductivity measurements it was shown for RNase A, a protein with 124 residues, that one protein molecule binds one to two Na$^+$ ions.42 However, a direct comparison to the current study is difficult. The salt concentrations in the cited experimental work on RNase A was only 1 mM to 45 mM, which is 3 to 100 times less than the concentration of 150 mM used in our simulations. Thus, the higher salt concentrations in our work might lead to higher Na$^+$ binding. This, on the other hand, is not supported by the work on RNase A as the sodium-ion binding to RNase binding did not increase much beyond NaCl concentrations of 25 mM. Another complicating fact is the different size of the two proteins, with RNase A having about 18 times more residues than $A\beta_{16-22}$ and 9 times more negatively charged residues, which play an important role in Na$^+$ binding.43 Based on this one might expect an order of magnitude fewer Na$^+$ being bound to $A\beta_{16-22}$ than to RNase A, suggesting that C-Drude overestimates the sodium-ion binding to the peptide. This is supported by a study by Abelein et al. who performed a series of $^{15}$N-heteronuclear single quantum spectra (HSQC) of $A\beta_{1-40}$ at 0, 50, 100, and 150 mM NaF to characterize the effect of ionic strength on the amyloid-$\beta$ peptide.44 They observed only minute changes to the chemical shift spectra indicating that no significant Na$^+$ binding occurred on an intermediate exchange rate. This result is further verified by other MD studies of $A\beta$ that found no significant Na$^+$ binding,45–48 which is in line with our C36m results.

A large accumulation of ions around protein surfaces has been previously reported for C-Drude.49 Although the ion–protein interactions have been updated in the C-Drude 2019 force field48 used here, we still find a strong Na$^+$ accumulation around the $A\beta_{16-22}$ peptide. The overestimation of ion–peptide interactions with C-Drude is limited to the cation, as the numbers of bound Cl$^-$ are similar, yet still somewhat larger with C-Drude (Fig. 1A).
3.2 Structure of the monomeric Aβ₁₆–₂₂ peptide

Next, we assess the secondary structure adopted by the monomeric Aβ₁₆–₂₂ peptide, where we considered the possibility that the overestimated Na⁺–peptide binding in the C-Drude simulations can affect the peptide structure and therefore repeated the 3×1 μs simulations without NaCl being added. We determined the secondary structure based on the ϕ and ψ angles of the peptide backbone. This allows us to separate random coil structures into extended structures falling into the β-basin of the Ramachandran space and more collapsed random coil structures, which is not possible if one uses a method that assigns secondary structures based on hydrogen bonds (H-bonds). Independent of the force field and whether or not NaCl is present, monomeric Aβ₁₆–₂₂ prefers to adopt extended β-strand conformations (Fig. 1C). However, with C-Drude the β-strand propensity is ≈15% less than with C36m. Instead, Aβ₁₆–₂₂ has an increased tendency for ϕ and ψ to adopt conformations that fall into the α-helix basin. With a helix propensity of about 20%, C-Drude stabilises helices in Aβ₁₆–₂₂ more than other force fields do.5,6 This gives rise to more intrapeptide contacts between residues that are further away from each other, including the K16–E22 salt bridge, as the contact map analysis in ESI Fig. S5† reveals.

The removal of NaCl has no effects on the structural preferences of the peptide modelled by C-Drude. This is different from the results of Ngo et al. who found that Drude polarisable ions induced conformational changes in model peptides, as opposed to the CHARMM non-polarisable ion models that had no effects.49 Their observation was with the C-Drude 2013 force field, while we used the revised C-Drude 2019 force field, where the effects caused by the ions are already smaller despite the still too strong Na⁺–peptide binding.

3.3 Peptide–water interactions

A consequence – or cause – of the altered secondary structure propensities are changes in the number of H-bonds that formed between the peptide and water (Fig. 1D). For all of the residues, C36m predicts more H-bonds than C-Drude does, in particular for K16 where more than twice as many H-bonds are modelled with C36m, which explains the higher preference for intrapeptide contacts found with C-Drude. However, in the absence of NaCl the H-bond numbers obtained with C-Drude are very similar to those obtained with C36m (with salt). K16 is the only residue where the difference remains quite large. To understand the sources of the disparate H-bond propensities, we distinguished between the peptide residues acting as hydrogen...
donor (via backbone NH or side-chain NH$_3^+$ groups, dashed areas in Fig. 1D) or as hydrogen acceptor (via backbone CO or side-chain COO$^-$ groups, solid areas in Fig. 1D). Two observations can be made. First, if C-Drude was applied in the presence of NaCl, it is the number of H-bonds where the peptide provides the hydrogen acceptor that is being reduced compared to C36m and also C-Drude without salt. This implies that Na$^+$ and H$_2$O compete for interaction with CO and COO$^-$. This is supported by the radial distributions of the H atoms of water around the O atoms of E22 (ESI Fig. S6†). For both the backbone and side chain, the radial distributions with C-Drude (with NaCl) are smaller than for C36m (with salt), while it was the other way round for $\rho(r)$ of Na$^+$ with respect to CO of E22 (Fig. 1B). This changes in the C-Drude simulation without NaCl; here the radial distribution with respect to CO of E22 is similar to that from the C36m simulation and even higher for the COO$^-$ group. However, the latter finding only applies to the first peak of $\rho(r)$ (ESI Fig. S6†), while the second peak with C36m is higher and appears at a smaller distance. Surprisingly, the difference in the heights of the peaks cancel each other for C-Drude without salt and C36m, leading to the same number of H-bonds.

The second finding is that in the case of K16, the number of H-bonds with K16 serving as hydrogen donor is larger for C36m than for C-Drude, independent of whether or not NaCl was included in the simulation. This difference is also reflected in the corresponding radial distributions of the O atoms of water around the NH group of the backbone and the NH$_3^+$ group of the side chain of K16 (ESI Fig. S7†). Importantly, we observe that the location of the first minimum of $\rho(r)$, corresponding to the end of the first solvation shell, is shifted to surprisingly larger distances with C-Drude compared to with C36m: to ≈ 0.37 nm versus ≈ 0.27 nm for the backbone NH and to ≈ 0.27 nm versus ≈ 0.23 nm for the side-chain NH$_3^+$. These results in coordination numbers, calculated from the volume integrals of the RDFs, of $n_{\text{H}_2\text{O}} = 2.2$ with C-Drude and $n_{\text{H}_2\text{O}} = 0.9$ with C36m around NH and $n_{\text{H}_2\text{O}} = 5.1$ with C-Drude and $n_{\text{H}_2\text{O}} = 1.3$ with C36m around NH$_3^+$. That is, C-Drude yields a higher hydration around the K16, which is in line with a recent report[9] but is contrary to our H-bond results. However, at the cutoff distance of 0.35 nm applied during the H-bond analysis, C-Drude yields fewer number of water molecules around the NH group (1.8 for C-Drude and 1.9 for C36m), whereas the same number of water molecules results for the NH$_3^+$ group (4.2 for both force fields). The considerably smaller number of H-bonds between K16 acting as H-bond donor and water seen for C-Drude can thus not be explained by the larger distance between K16 and the first solvation shell adopted in this force field. However, it can be concluded that the first solvation shell around the NH group of K16 is not correctly modelled with C-Drude, as the NH–water distance is too large. This seems to be a particular effect of the positively charged residue causing this, because for F19, E22 and also the C-terminal capping group, the radial distributions of water around NH are very similar for C36 and C-Drude (Fig. S7†). Moreover, these distributions are not affected by the presence of NaCl.

In addition to the general hydration when testing for the existence of H-bonds, one also needs to analyse the donor(D)–H–acceptor(A) angles. Since this might further explain the different H-bond numbers generated by C-Drude and C36m for the water–Aβ$_{16–22}$ interactions, we calculated the probability distribution of the D–H–A angle at the cutoff D–A distance of 0.35 nm (ESI Fig. S8†). An H-bond is typically assumed to be present when this angle deviates less than 30° from linearity, which is indicated by a dashed line for 150° in ESI Fig. S8†. Because of symmetry, only the results between 0 and 180° are shown. In the case of the peptide providing the acceptor groups, the distribution profiles are very similar, with a higher density obtained with C36m and C-Drude without NaCl compared to C-Drude with NaCl for angles >100° and a lower one for C36m compared to both C-Drude with and without NaCl for angles below 100°. Therefore, the smaller H-bond numbers modelled with C-Drude (with NaCl) for the peptide residues as acceptors have two causes: a generally lower hydration around CO and COO$^-$ groups as well as a preference of D–H–A angles deviating considerably from linearity. Both can be explained to a large extent by Na$^+$ occupying the same position that the H atoms of H$_2$O would like to fill. The larger deviation from linearity also plays a role for the H-donating NH and NH$_3^+$ groups of the peptide, where the N–H–OH$_2$ angles around 100° are considerably more populated when C-Drude (with and without NaCl) was applied, while the C-Drude angle probability is decreased for >rb150° but also for ≈ 50°. Since in these cases the different H-bond numbers could neither be explained by the presence of Na$^+$ nor the general hydration levels, the conclusion is that there seem to be problems with the orientation of the Drude particle representing the lone pairs of the water oxygen atom in the N–H···OH$_2$ H-bonds, explaining the smaller number of H-bonds counted in these cases.

Finally, we analysed the effects of the water model and the peptide–water interactions on the translational diffusion constant of monomeric Aβ$_{16–22}$ (Table 1), which was reported to have an experimental value $0.353 \times 10^{-5}$ cm$^2$ s$^{-1}$.[9] The predictions from the C-Drude simulations are closer to the experimental value. This is mainly due to the fact that the viscosity of the SWM4-NDP water model is closer to the real water viscosity than that of the CHARMM-modified TIP3P water model. The presence of NaCl does not alter the translational diffusion constant predicted by the C-Drude force field. When correcting for the differently underestimated viscosities of the water models by scaling the translational diffusion constants by 1/2.81 for C36m and by 1/1.29 for C-Drude,[25,52] C36m predicts a diffusion constant that is closer to the experimental value. This suggests that C36m provides a better description of the peptide–water interactions. Nonetheless, the overestimation of the peptide’s translational diffusion when TIP3P is used as a water model is likely to have an impact on the aggregation speed of Aβ$_{16–22}$, which requires further investigation.

3.4 Dimerisation of Aβ$_{16–22}$

We now turn our attention to the dimerisation of Aβ$_{16–22}$. In our previous study we analysed this process in detail based on a 10 μs MD simulation that employed a variant of the C36m force field that employs increased protein–water interactions.[52] To
elucidate the aggregation pathway we calculated Markov state models and transition networks (TNs), finding the latter to reveal more information. Therefore, we apply the same analysis method here. For building the TNs, we characterised the conformation of each MD snapshot using three descriptors: (i) the oligomer size (1 or 2), (ii) the nematic order parameter of the alignment of the two Aβ16-22 peptides with respect to each other (−1 for antiparallel, 0 for disordered, and 1 for parallel), (iii) the peptide-averaged number of residues in β-strand configuration based on ϕ and ψ (from 0 to 7). The resulting TNs are shown in Fig. 2A and B for C-Drude and C36m, respectively. Both TNs contain a few nodes that represent unbound monomers of different secondary structure, reproducing the structural preferences seen for the single peptide (Fig. 1C). With C36m, there are more monomers that adopt extended structures. Interestingly, these are the monomer states that preferentially associate and form an initial dimer state, which is represented by node (2, 0, 7) where the β-strands are not properly aligned yet. This state evolves to antiparallel β-sheets, which are contained in nodes (2, −1, 6) and (2, −1, 5). This observation agrees with our previous findings and is consistent with the antiparallel β-sheet architecture of Aβ16-22 fibrils. The antiparallel alignment is achieved by hydrophobic interactions between residues L17–A21 and salt bridges between K16 and E22. These terminal salt bridges can stabilise an off-register β-sheet, as the representative dimer structures in Fig. 2B show. However, the longer simulations in our previous study revealed that these off-register β-sheets eventually transform into in-register β-sheets that are compatible with the fibril structure.

The dimers and aggregation pathways found with C-Drude are largely different from those produced by C36m (Fig. 2A). C-Drude yields mostly disordered dimers without alignment between the peptides and without β-sheet formation. As for the

|                | $D_0$ (×10⁻⁵ cm² ns⁻¹) | $D_0$ (with salt and without salt) |
|----------------|------------------------|----------------------------------|
| CHARM-M-Drude  | 0.260 ± 0.002 [0.202 ± 0.002] |                                  |
| CHARM-M-Drude NS| 0.267 ± 0.009 [0.208 ± 0.007] |                                  |
| CHARMM36m      | 0.870 ± 0.010 [0.309 ± 0.004] |                                  |

Table 1 The translational diffusion constants $D_0$ for the Aβ16-22 monomer from the C-Drude (with and without salt) and CHARMM36m simulations. The values in square brackets are scaled translational diffusion constants, obtained by dividing with 2.81 (0.90 mPa s/0.32 mPa s) for CHARMM36m and 1.29 (0.90 mPa s/0.70 mPa s) for C-Drude to correct for the underestimated solvent viscosity of the underlying water models.
monomer, the polarisable force field predicts a lower tendency for extended structures. As a result, node (2, 0, 4) corresponds to the most populated state. The representative structure for that node and the one for node (2, 0, 3) show that not many interpeptide contacts are formed in these dimers, especially not between the hydrophobic residues that are known to be of high importance for the aggregation of \(\alpha\)-brills.\(^7\) Moreover, there were also almost no interpeptide salt bridges established between K16 and E22. Due to the missing hydrophobic and salt–bridge interactions, hardly any \(\beta\)-sheets were formed. The two states where (antiparallel) \(\beta\)-sheets are present, (2, –1, 4) and (2, –1, 5), are only marginally populated and the \(\beta\)-sheets are off-register by 2 or 3 residues.

In order to check if the strong Na’ binding modelled by C-Drude affects the aggregation behavior, we run an additional 3 \(\times\) 1 \(\mu\)s dimer simulations for the C-Drude force field without the presence of NaCl. The resulting TN (ESI Fig. S9) shows that also without the presence of the sodium ions, the C-Drude force field predicts disordered dimers. This result suggests that the discrepancies of the aggregation behaviour of the \(\alpha\)-brillar peptide modelled with the C-Drude force field from that simulated with C36m and also from the experimental observations originate from the protein and water force field parameters but not from the too strong Na’ binding.

4 Conclusions

The question we set out to answer was whether the inclusion of electronic polarisation in the force field would increase the accuracy of the modelling of amyloid aggregation. Based on the experimental data that is available for the structures of the \(\alpha\)-brillar \(\alpha\)-brillar amyloid fibrils\(^8\) and the intermediates aggregates,\(^*\) our conclusion is that C-Drude does not provide a correct model of the \(\alpha\)-brillar monomer and its dimerisation. Bera et al. followed the assembly of \(\alpha\)-brillar over time using circular dichroism (CD) spectroscopy.\(^*\) The initial peptide structure is a random coil conformation, which agrees to our findings made with C36m for the monomer. Even though we assigned this as a \(\beta\)-strand as the \(\alpha\)-brillar peptide adopts a mostly extended random coil structure, there is no \(\beta\)-sheet present in the monomer.\(^22\) The CD spectrum of \(\alpha\)-brillar is devoid of \(\alpha\)-helical traces, also during the aggregation process,\(^*\) which renders the C-Drude model of \(\alpha\)-brillar as less accurate than that of C36m. The results of Bera et al. further show that the complete transition from random coil to \(\beta\)-sheet is a slow process, taking hours,\(^*\) which suggests that C36m may overestimate the amyloid aggregation speed by predicting \(\alpha\)-brillar to almost directly develop into an antiparallel \(\beta\)-sheet. The higher aggregation rate is thought to be linked to the increased translational diffusion of \(\alpha\)-brillar modelled by C36m, a known problem of the TIP3P water model used together with C36m (Table 1).\(^23\) On the other hand, the Thioflavin T (ThT) fluorescence assay of \(\alpha\)-brillar amyloid aggregation shows that this process takes place without a lag time because there is already substantial ThT fluorescence present at time zero.\(^*\) This indicates that a certain amount of amyloid fibrils are formed instantly, while the transformation of all peptides into the amyloid fold requires hours.

Based on these various considerations we conclude that C36m provides a better model of \(\alpha\)-brillar and its aggregation than C-Drude does. This conclusion is further supported by the fact that with C36m the aggregation end product, i.e., \(\alpha\)-brillar fibrils are stable when being simulated. In our previous study, where we tested different nonpolarisable force fields for their ability to simulate the aggregation of \(\alpha\)-brillar, the force fields that failed to model the dimerisation of \(\alpha\)-brillar into an antiparallel \(\beta\)-sheet, also failed in modelling stable fibrillar structures.\(^9\) Nonetheless, it remains to be shown whether or not C-Drude is able to model the fibrillar \(\alpha\)-brillar structure. Though we anticipate problems there, given that C-Drude overestimates the helical propensity of \(\alpha\)-brillar, while not being successful in simulating the formation of hydrophobic contacts and salt bridges between the peptides. On the other hand, this expectation might also be wrong as in the context of 1,3,5-trisamidocyclohexane self-assembly into long ordered fibers, it has been found that while the C-Drude force field failed to model the dimerisation of this molecule, the simulations that started from pre-ordered fibrils yielded stable structures.\(^24\) Nonetheless, a further simulation study that also identified shortcomings of the C-Drude force field should be mentioned.\(^25\) In that study, the reorganisation energies between stable structures of the serine dipeptide were determined with C-Drude and compared to the respective quantum mechanical energies. C-Drude was not successful to correctly model the peptide’s structural preferences.\(^55\) We can therefore conclude that the inability of C-Drude to correctly capture the behaviour of \(\alpha\)-brillar as a monomer and dimer is not limited to this peptide. Further studies using preformed \(\alpha\)-brillar fibrils and other peptides will be required to fully understand C-Drude’s capability of modelling aggregation.

In summary, in its current state, the C-Drude force field is not suitable yet for modelling the aggregation of the \(\alpha\)-brillar peptide. A main problem of this force field that we identified here is an overbinding of Na’, which leads to an underestimation of the H-bonding with water when water and Na’ compete for the same interaction sites at the peptide. For the positively charged K16 there seems to be a problem of the orientation of the lone pairs of the oxygen atom of water with respect to the NH3+ group, leading to an underreporting of H-bonds that is independent of the presence of Na’. Moreover, for both charged peptide residues, we spotted deviations between C-Drude and C36m with regard to the preferred distances between the respective side-chain terminal and water. The reduced H-bond propensity between peptide and water gives rise to more intrapeptide residue–residue contacts and in turn affects the structures of the \(\alpha\)-brillar aggregates.

However, this is not to say that the inclusion of electronic polarisation is the culprit here: C-Drude contains further energy terms (atomic polarisability and Thole screening factors)\(^30\) that could also influence the delicate balance between the peptide–water and peptide–peptide interactions. We are still convinced that only the inclusion of polarisability will lead to an improved description of peptide aggregation, but several rounds of rep-arameterisations are expected to be required to obtain a polarisable force field that can accurately model the different protein
forms, such as folded and unfolded proteins, as well as conformational transitions, including protein folding and aggregation.
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