Constraints from de Sitter metastability in heterotic string compactifications

Dirk Rathlev

Institut für Theoretische Physik, Universität Zürich, CH-8057 Zürich, Switzerland

Abstract

We study the possibility of obtaining metastable de Sitter vacua of heterotic string theory compactified on a Calabi-Yau threefold which are classical and simple in the Kähler moduli sector of the theory. For this, we exploit a known necessary condition on the Kähler potential in $\mathcal{N} = 1$-supergravity, which we, under the assumption that only moduli fields contribute to supersymmetry breaking, express in terms of a tensorial eigenvalue problem for the Calabi-Yau triple intersection tensor. For three-dimensional moduli spaces we are able to identify the discriminant of the Calabi-Yau intersection tensor in the analysis, generalizing a known result for two-dimensional moduli spaces. We also discuss explicit examples and possible generalizations.
1 Introduction

A major challenge of realistic model building in string theory is the construction of theories with supersymmetry breaking metastable de Sitter vacua in their low-energy effective supergravity descriptions. Such models are desirable as they provide a simple explanation for the accelerated expansion of the universe convincingly suggested by cosmological measurements. Unfortunately, de Sitter vacua are notoriously difficult to obtain in a string theoretic setting. It has been made clear by the formulation of several no-go theorems (see for example [1–5]) why naive attempts of obtaining de Sitter models necessarily have to fail in many cases.

A natural possibility is to generate a tiny positive cosmological constant via various types of small corrections to a leading-order Minkowski vacuum [6–11]. However, these attempts are often facing difficulties controlling higher-order contributions. A promising alternative approach is to start with an anti de Sitter vacuum and then ‘uplift’ this vacuum to a de Sitter vacuum by adding additional hard supersymmetry breaking contributions [12–14]. These additional contributions however often complicate the supergravity description of models obtained in this way.

Despite significant progress in overcoming the difficulties of both the approaches sketched above (see for example [15, 16]), it still appears useful – from a model building as well as from a conceptual point of view – to study situations where de Sitter vacua arise naturally at the leading order in the low-energy effective supergravity description. This has for example been done for a broad range of type II string models in Ref. [17–22]. A more general program to identify and study the main obstacles for the appearance of metastable de Sitter vacua has been started in [23]. It has been found that the critical parameter is the average mass of the sGoldstinos, which is not allowed to become negative. This result directly excludes leading order de Sitter vacua in situations where only the dilaton or a single Kähler modulus contributes to supersymmetry breaking, confirming the earlier result in [24]. The more general case where the moduli space can be factorized into one-dimensional submanifolds and thus the Kähler potential is given by

\[ K = -\sum_i n_i \log (T^i + \bar{T}^i), \quad \sum_i n_i = 3 \]  

(1.1)

is also excluded by the same constraint. This analysis has been extended to two contributing Kähler moduli, spanning a non-trivial two-dimensional scalar manifold, in the case of compactifications of heterotic string theory as well as orientifold compactifications of type
IIb string theory in [25,26]. The result of the analysis is an explicit topological constraint on the Calabi-Yau compactification manifold, which has to be fulfilled for metastable de Sitter vacua to exist. The main goal of this paper is to determine how much of this analysis can be carried over to the more general case where \( p > 2 \) Kähler moduli contribute to supersymmetry breaking. We only consider the case of heterotic compactifications. Most of the corresponding results for orientifold compactifications of type IIb string theory can be easily obtained by exploiting the duality between these two theories, which in this case simply amounts to a sign change of the relevant quantity \( \omega \) defined in Eq. (2.32) (see for example the appendix of [27]).

This paper is organized as follows. In Section 2 we briefly recall the constraint on the Kähler potential in metastable de Sitter \( \mathcal{N} = 1 \) supergravity coming from the Goldstino multiplet. In the low-energy effective supergravity theory obtained from heterotic string theory compactified on a Calabi-Yau threefold, this constraint can be encoded in the sign of a homogeneous function called \( \omega \). Section 3 studies the properties of \( \omega \) and reformulates the task of determining its sign as a tensorial eigenvalue problem. This formulation is exploited to extend the known result for two-dimensional moduli spaces to the three-dimensional situation. We then apply the results of Section 3 to the study of three-dimensional examples in Section 4. We conclude in Section 5.

## 2 Metastability in Supergravity

We start by briefly reviewing the strategy developed in [23,25–29] to study the existence of metastable vacua with a non-negative cosmological constant in \( \mathcal{N} = 1 \) supergravity. We assume that vector multiplets do not play a significant role in supersymmetry breaking and therefore only consider the chiral multiplets.

The Lagrangian of \( n \) chiral multiplets is completely specified by a single real function \( G \) of the superfields \( \Phi^i \) and their conjugates \( \bar{\Phi}^i \). This function can be decomposed as \( G = K + \ln |W|^2 \), with the real Kähler potential \( K \) and the holomorphic superpotential \( W \). The scalar fields \( \phi^i \) and \( \bar{\phi}^i \) span a Kähler manifold with metric

\[
g_{i\bar{j}} = K_{i\bar{j}} = \partial_i \partial_{\bar{j}} K = \frac{\partial^2 K}{\partial \phi^i \partial \bar{\phi}^j}.
\]

The scalar potential is given by

\[
V = e^G \left( G_i G_i - 3 \right),
\]

where \( G_i = \partial_i G \). The vacuum condition then reads

\[
e^G \left( G_i + G_k \nabla_i G_k \right) + G_i V = 0,
\]
where $\nabla_i$ denotes the Kähler-covariant derivative. The corresponding mass squared matrix is given by the vacuum expectation value of the Hessian of the scalar potential:

$$M^2 = \begin{pmatrix} V_{ij} & V_{ij} \\ V_{ij} & V_{ij} \end{pmatrix}. \quad (2.4)$$

Here and in the following we omit the $\langle \ldots \rangle$-brackets for quantities evaluated at the vacuum. Using Eq. (2.2) and Eq. (2.3), the entries of $M^2$ can be worked out and are given by (see [26])

$$V_{ij} = e^G \left( G_{ij} + \nabla_i G_k \nabla_j G^k - R_{ijmn} G^m G^n \right) + \left( G_{ij} - G_i G_j \right) V, \quad (2.5)$$

$$V_{ij} = e^G \left( 2\nabla_i G_j + G^k \nabla_i \nabla_j G_k \right) + (\nabla_i G_j - G_i G_j) V, \quad (2.6)$$

where $R_{ijmn}$ is the Riemann tensor of the Kähler geometry. For the vacuum to be metastable, the mass matrix in Eq. (2.4) has to be positive definite. A necessary condition for this to be the case is that the upper-left block $V_{ij}$ is positive definite. We now consider the projection of this block onto the direction of the Goldstino $G^i = g^{ij} \partial_j G$ in the space of chiral fermions to isolate the contribution of the Goldstino multiplet to the mass matrix:

$$\lambda := e^{-G} V_{ij} G^i G^j. \quad (2.7)$$

This is a positive combination of eigenvalues of $V_{ij}$ and should therefore be positive if $M^2$ is a positive definite matrix. Using Eq. (2.5) and Eq. (2.3) to calculate $\lambda$ more explicitly, one finds [23]

$$\lambda = 2g_{ij} G^i G^j - R_{ijmn} G^i G^j G^m G^n. \quad (2.8)$$

The superpotential in string compactifications is usually quite complicated due to all sorts of non-perturbative contributions and classical background effects. Thus, we will think of the superpotential as generic, which can in principle be tuned to a suitable value. The vacuum expectation value of $G^i$ does depend on the superpotential and hence can be varied by varying $W$. The coefficients in $\lambda$ however depend only on the Kähler geometry and thus the condition

$$\max_{G^i} \{ \lambda \} = \max_{G^i} \left\{ 2g_{ij} G^i G^j - R_{ijmn} G^i G^j G^m G^n \right\} ^{\frac{1}{2}} > 0 \quad (2.9)$$

for the existence of a supersymmetry breaking metastable vacuum does only depend on the Kähler potential $K$ and gives a constraint on possible Kähler potentials in viable theories.

The cosmological constant in supergravity theories is given by the vacuum expectation value $V$ of the scalar potential. To incorporate the requirement of a non-negative
cosmological constant, it is useful to rewrite $\lambda$ as (see again [26])

$$\lambda = -\frac{2}{3}e^{-G}V\left(e^{-G}V + 3\right) + \sigma \quad (2.10)$$

with

$$\sigma = \left[\frac{2}{3}g_{ij}g_{mn} - R_{ijmn}\right]G^i G^j G^m G^n. \quad (2.11)$$

The sign of $\sigma$ does only depend on the direction of $G^i$, not on its length. Assume there is a vector $G^i$ such that $\sigma(G^i) > 0$. By rescaling $G^i \rightarrow rG^i$ one can always achieve $V(rG^i) = 0$ (i.e. a Minkowski vacuum) at which $\sigma(rG^i) > 0$ and thus $\lambda(rG^i)$ is still positive. By rescaling $r$ a bit further, one gets $V(rG^i) > 0$ and – if the change in $r$ is small enough – $\lambda(rG^i) > 0$ still holds, proving that the condition for the existence of a metastable de Sitter vacuum is satisfied. Conversely, if $\sigma < 0$ for all directions of $G^i$, $\lambda$ can never be made positive as long as $V(G^i) > 0$ holds. In summary:

$$V > 0 \text{ and } \lambda > 0 \text{ is possible } \Leftrightarrow \sigma > 0 \text{ is possible.} \quad (2.12)$$

Hence, a necessary condition for the existence of metastable de Sitter vacua is completely encoded in the sign of $\sigma$.

As an example, we briefly sketch the argument given in Ref. [23] to exclude classical metastable de Sitter vacua for the Kähler potential in Eq. (1.1). The Riemann tensor in this case is completely diagonal and its entries are given by

$$R_{iii} = g_{ii}g_{ii}R_i, \quad (2.13)$$

where $R_i$ is the scalar curvature of the $i$-th one-dimensional submanifold, given by

$$R_i = \frac{K_{iii}}{K_{ii}^2} - \frac{K_{ii}K_{iii}}{K_{ii}^3} = \frac{2}{n_i}. \quad (2.14)$$

Parameterizing the Goldstino vector $G^i$ such that $G_i G^i = \Theta_i^2$, where $\Theta_i$ are real numbers satisfying $\sum_i \Theta_i^2 = 1$, we obtain

$$\sigma = \frac{2}{3} - \sum_i R_i \Theta_i^4. \quad (2.15)$$

Extremizing $\sigma$ under the constraint $\sum_i \Theta_i^2 = 1$ gives for its maximum

$$\sigma_{\text{max}} = \frac{2}{3} - \frac{1}{\sum_i R_i^{-1}} = \frac{2}{3} - \frac{2}{\sum_i n_i}, \quad (2.16)$$

which vanishes in the no-scale case $\sum_i n_i = 3$, thus proving that metastable de Sitter vacua do not exist.
2.1 Compactifications of heterotic string theory

We will study compactifications of heterotic string theory on Calabi-Yau manifolds in the following. The low-energy limits of these theories are known to give $\mathcal{N} = 1$-supergravity models [30] and we can therefore use the constraint described above to restrict their admissible Kähler potentials. We will assume that only moduli fields participate significantly in supersymmetry breaking. This assumption has attracted some phenomenological interest recently, in particular in type IIb models [31,32]. Nonetheless it should eventually be dropped to make the analysis more universal. Work in that direction has been done in [33] by the addition of matter fields to the analysis. It has been found that the study of metastability can (under some assumptions) be decomposed into two ‘orthogonal’ parts and one of these only involves the moduli fields. Thus, the assumption in this paper is justified in the sense that the results are directly applicable to a subset of the generalized problem.

As another simplification we will also neglect bundle moduli and their interplay with the metric moduli. Under this assumption, the moduli space parameterizing the deformations of the Calabi-Yau manifold $Y_6$ consists of the deformations of the complex structure and the deformations of the Kähler form. Locally, the moduli space then factorizes as

$$\mathcal{M}_{CY} = \mathcal{M}^{ks} \times \mathcal{M}^{cs}, \tag{2.17}$$

where the first factor consists of the Kähler structure deformations and the second one of the complex structure deformations. Remarkably, it turns out that both $\mathcal{M}^{ks}$ and $\mathcal{M}^{cs}$ are itself Kähler manifolds, not only when they are combined to give $\mathcal{M}_{CY}$ [34].

We will assume that only Kähler moduli contribute to supersymmetry breaking. Note that, as complex structure moduli and Kähler moduli are interchanged by mirror-symmetry (see for example [35]), the analysis for the case where only complex structure moduli take part in supersymmetry breaking would be identical.

The classical volume of the Calabi-Yau manifold $Y_6$ is denoted by $\mathcal{V}$. It holds [34]

$$\mathcal{V} = \frac{4}{3} \int_{Y_6} J \wedge J \wedge J, \tag{2.18}$$

where $J$ is the Kähler $(1,1)$-form. $J$ is a harmonic form and can therefore be written as $J = v^i w_i$, where $w_i$, $i = 1, \ldots, h^{1,1}$ is a basis of the $H^{1,1}$-cohomology group of $Y_6$. In string theory compactifications an additional geometric structure arises, a real two-form $B = b^i w_i$, which is connected to the metric by supersymmetry. As argued in [34], natural local coordinates on the moduli space $\mathcal{M}^{ks}$ are given by $T^i = v^i + i b^i$ and the classical
The volume can be written as

$$V = \frac{1}{6} d_{ijk} \left( T^i + T^i \right) \left( T^j + T^j \right) \left( T^k + T^k \right).$$

(2.19)

The symmetric rank-3 tensor $d_{ijk}$ is defined by

$$d_{ijk} := \int_{Y_6} w_i \wedge w_j \wedge w_k,$$

(2.20)

and consists of the (real) Calabi-Yau triple intersection numbers.

In the large-volume limit, i.e. if the volume of the Calabi-Yau is large compared to the string scale, the Kähler potential of $\mathcal{M}^{ks}$ is simply given by

$$K = - \log V.$$

(2.21)

Note that in particular the dimension of the moduli space $\mathcal{M}^{ks}$ (which we will call $p$ throughout this article) is given by the $(1,1)$-Betti number of the Calabi-Yau manifold $Y_6$:

$$p := \dim \mathcal{M}^{ks} = \dim H^{1,1}(Y_6).$$

(2.22)

The computation of the Kähler metric and the Riemann tensor can be found in [26] and the result reads

$$g_{ij} = - \frac{V_{ij}}{V} + \frac{V_i V_j}{V^2} = e^K d_{ijk} K^k + K_i K_j$$

(2.23)

$$R_{ijmn} = g_{ij} g_{mn} + g_{in} g_{mj} - e^{2K} d_{imp} g^{pq} d_{qjn}$$

(2.24)

with

$$K^i = - \left( T^i + \overline{T^i} \right)$$

(2.25)

$$K_i = - \frac{1}{2} e^K d_{ijk} \left( T^j + T^j \right) \left( T^k + \overline{T^k} \right).$$

(2.26)

Note that we dropped the bar above indices referring to derivatives with respect to a complex-conjugated quantity. As the Kähler potential only depends on real fields, every derivative can be thought of as a derivative w.r.t. a real quantity.

As can be directly checked using e.g. Eq. (2.25), Eq. (2.26) and Eq. (2.19), the supergravity theory satisfies the no-scale property:

$$K_i K^i = 3.$$

(2.27)
In models satisfying the no-scale property it always holds that $\sigma(K^i) = 0$. It turns out to be useful to exploit the specialty of the $K^i$-direction by explicitly decomposing the Goldstino direction $G^i$ into a part parallel to $K^i$ and a part $N^i$ orthogonal to $K^i$:

$$G^i = \alpha K^i + N^i.$$  \hspace{1cm} (2.28)

Using the no-scale property Eq. (2.27), the projector onto the orthogonal complement of $K^i$ is given by

$$P^{ij} = g^{ij} - \frac{1}{3} K^i K^j.$$  \hspace{1cm} (2.29)

The function $\sigma$ defined in Eq. (2.11) can be decomposed into a negative-semidefinite part and a part which only involves the orthogonal direction $N^i$ (in fact this also works in a much broader class of models, see for example [26] for the general discussion):

$$\sigma = -2s_i s^i + \omega,$$  \hspace{1cm} (2.30)

where $s^i$ and $\omega$ are given by

$$s^i = \alpha N^i + \overline{\alpha} N^i - \frac{1}{2} \epsilon^K P^{ij} d_{jmn} N^m \overline{N}^n,$$  \hspace{1cm} (2.31)

$$\omega = \left( -\frac{4}{3} g_{ij} g_{mn} + \frac{1}{3} g_{im} g_{jn} + \frac{1}{2} \epsilon^{2K} d_{ijn} P^{pq} d_{qmn} + \epsilon^{2K} d_{imp} P^{pq} d_{qjn} \right) N^i \overline{N}^j N^m \overline{N}^n.$$  \hspace{1cm} (2.32)

The term $-2s_i s^i$ is always non-positive and thus a necessary condition for the positivity of $\sigma$ is the positivity of $\omega$. The computation and analysis of $\omega$ is the main goal of this study. It can be shown (see [36]) that the positivity of $\omega$ and the positivity of $\sigma$ are actually equivalent conditions in this case, at least for $p = 2$- and $p = 3$-dimensional moduli spaces.

Physically acceptable points $K^i = -\left(T^i + \overline{T}\right)$ on the moduli space have to satisfy three conditions:

$$\mathcal{V}(K^i) > 0,$$  \hspace{1cm} (2.33)

$$g(K^i) > 0,$$  \hspace{1cm} (2.34)

$$\max_{N^i, N^i K_i = 0} \omega(K^i, N^i) > 0,$$  \hspace{1cm} (2.35)

where the first condition states the positivity of the volume of the Calabi-Yau threefold $Y_6$, the second ensures the positivity of the kinetic energy of the moduli fields (which is also connected to the positivity of the spacetime metric of the compactified dimensions) and the third condition is the metastability condition. Note that Eq. (2.34) and Eq. (2.35)
are invariant under $K^i \to -K^i$ while Eq. (2.33) changes its sign. Thus, to determine the physically acceptable regions of the moduli space, it is sufficient to only solve Eq. (2.34) and Eq. (2.35) and then swap the overall orientation of $K^i$ if necessary to also solve Eq. (2.33). Note also that one eigenvalue of $g_{ij}$ is always positive due to Eq. (2.27) and hence $g_{ij}$ is positive definite if and only if $g_{ij} n^i_\alpha n^j_\alpha > 0$ for an orthogonal basis $n^i_\alpha$, $\alpha = 1, \ldots, p - 1$, of the orthogonal complement of $K^i$. This gives $p - 1$ constraints and together with Eq. (2.35) there is a total of $p$ conditions to be satisfied. We will in the following assume that the points satisfying $g > 0$ have already been identified and only study the additional constraint coming from $\omega > 0$.

3 Metastability analysis of heterotic compactifications

To check if $\omega$ can be positive for a suitable Goldstino direction $G^i = \alpha K^i + N^i$, its global maximum as a function of the orthogonal direction $N^i$ has to be determined. Since $\omega$ is a homogeneous function of $N^i$, we can assume that $N^i$ is normalized: $N^i N_i = 1$.

To proceed, we fix an arbitrary real orthonormal basis of the subspace orthogonal to $K^i$, i.e. a set of $p - 1$ vectors $n^i_\alpha$ satisfying

$$K^i n^i_\alpha = 0, \quad n^i_\alpha n^j_\beta = \delta_{\alpha\beta}, \quad n^i_\alpha = n^i_\alpha \quad \text{for} \quad \alpha, \beta = 1, \ldots, p - 1. \quad (3.1)$$

In terms of these basis vectors, the projector $P^{ij}$ onto the orthogonal complement of $K^i$ can be written as

$$P^{ij} = \sum_{\alpha=1}^{p-1} n^i_\alpha n^j_\alpha. \quad (3.2)$$

A general unit vector $N^i$ orthogonal to $K^i$ can be parameterized as

$$N^i = \sum_{\alpha=1}^{p-1} c^{i\alpha} c_\alpha n^i_\alpha \quad (3.3)$$

with real phases $\varphi_\alpha$ and real $c_\alpha$ satisfying

$$\sum_{\alpha=1}^{p-1} c^2_\alpha = 1. \quad (3.4)$$
With Eq. (3.2) and Eq. (3.3) \( \omega \) in Eq. (2.32) can be written as

\[
\omega = -\frac{4}{3} + \frac{1}{3} \left| \sum_{\alpha} c_{\alpha}^2 e^{2i\varphi_{\alpha}} \right|^2 + \frac{1}{2} \sum_{\beta\gamma} \left( \sum_{\alpha} c_{\beta} c_{\gamma} D_{\alpha\beta\gamma} e^{i(\varphi_{\beta} - \varphi_{\gamma})} \right)^2 \\
+ \sum_{\alpha} \left| \sum_{\beta\gamma} c_{\beta} c_{\gamma} D_{\alpha\beta\gamma} e^{i(\varphi_{\beta} + \varphi_{\gamma})} \right|^2
\]

\[
\omega = -\frac{4}{3} + \frac{1}{3} \sum_{\alpha\beta} c_{\alpha}^2 c_{\beta}^2 \cos(2\varphi_{\alpha\beta}) \\
+ \sum_{\alpha\beta\gamma\delta\eta} c_{\beta} c_{\gamma} c_{\delta} c_{\eta} D_{\alpha\beta\gamma} D_{\alpha\delta\eta} \left[ \frac{1}{2} \cos(\varphi_{\beta\delta} - \varphi_{\gamma\eta}) + \cos(\varphi_{\beta\delta} + \varphi_{\gamma\eta}) \right],
\]

where we defined the symmetric rank 3 tensor

\[
D_{\alpha\beta\gamma} := e^K d_{ijk} n_{\alpha}^i n_{\beta}^j n_{\gamma}^k
\]

and used the abbreviation \( \varphi_{\beta\delta} := \varphi_{\beta} - \varphi_{\delta} \).

We will in the following assume that \( N^i \) is real, i.e. that all complex phases \( \varphi_{\alpha} \) vanish. This assumption is fully justified for \( p < 4 \): For \( p = 2 \), only a global phase is present in \( \omega \), which drops out immediately. For \( p = 3 \), it can be verified (see appendix A) that it is safe to set the complex phases \( \varphi_{\alpha} \) to zero in the sense that it does not spoil the validity of the positivity analysis in this case. With vanishing complex phases, \( \omega \) simplifies to

\[
\omega = -1 + \frac{3}{2} \sum_{\alpha\beta\gamma\delta\eta} c_{\beta} c_{\gamma} c_{\delta} c_{\eta} D_{\alpha\beta\gamma} D_{\alpha\delta\eta} = -1 + \frac{3}{2} \sum_{\alpha=1}^{p-1} D_{\alpha NN}^2.
\]

Here and in the following we use an extension of the abbreviation in Eq. (3.6):

\[
D_{uvw} := e^K d_{ijk} u^i v^j w^k
\]

for vectors \( u^i, v^i \) and \( w^i \), while a subscript \( \alpha \) on the left-hand side stands for a contraction with \( n^i_\alpha \).

The vector \( N^i \) in Eq. (3.3) can also be parameterized by \( p - 2 \) angles \( \vartheta_{\beta} \) (e.g. using spherical coordinates). \( N^i \equiv N^i(\vartheta_{\beta}) \) can be supplemented with \( p - 2 \) additional unit vectors \( N^i_2, \ldots, N^i_{p-1} \) such that \( \{N^i, N^i_\alpha\} \) forms an orthonormal frame orthogonal to \( K^i \). The projector \( P^{ij} \) in Eq. (3.2) can then be expressed as

\[
P^{ij} = N^i N^j + \sum_{\alpha=2}^{p-1} N^i_\alpha N^j_\alpha \equiv \sum_{\alpha=1}^{p-1} N^i_\alpha N^j_\alpha.
\]
where we defined $N^i_1 \equiv N^i$. This amounts to the substitution $n^i_\alpha \to N^i_\alpha$ in Eq. (3.7), i.e.

$$\omega = -1 + \frac{3}{2} \sum_{\alpha=1}^{p-1} D^2_{NN\alpha \alpha},$$

(3.10)

The derivative of $N^i_\alpha$ w.r.t. one of the $p - 2$ angles parameterizing $N^i$ (and thus all $N^i_\alpha$) is again orthogonal to $K^i$ (because $K^i$ does not depend on any of these angles) and we can write

$$\partial_{\alpha} N^i_\gamma \equiv \frac{\partial}{\partial \theta_{\alpha}} N^i_\gamma = \sum_{\gamma=2}^{p-1} a_{\alpha \gamma} N^i_\gamma,$$

(3.11)

$$\partial_{\alpha} N^i_\beta \equiv \frac{\partial}{\partial \theta_{\alpha}} N^i_\beta = -a_{\alpha \beta} N^i_\beta + \sum_{\gamma=2}^{p-1} a_{\alpha \beta \gamma} N^i_\gamma \quad \text{for} \quad \beta \geq 2,$$

(3.12)

with some matrix $a_{\alpha \gamma}$ and tensor $a_{\alpha \beta \gamma}$ of coefficient functions whose precise form depend on the parameterization of $N^i$. The tensor $a_{\alpha \beta \gamma}$ is antisymmetric in its last two indices (as can be seen via integration by parts):

$$a_{\alpha \beta \gamma} = -a_{\alpha \gamma \beta}.$$

(3.13)

Using Eq. (3.11), Eq. (3.12) and Eq. (3.13), a short calculation shows that a critical point of $\omega$ has to satisfy

$$\sum_{\beta=2}^{p-1} D_{NN\alpha \beta} \left[ \delta_{\alpha \beta} D_{NN} + D_{NN\alpha \beta} \right] = 0, \quad \alpha = 2, \ldots, p - 1.$$

(3.14)

Consequently, a subset of the critical points of $\omega$ is given by the solutions of

$$D_{NN\alpha \beta} = 0, \quad \beta = 2, \ldots, p - 1,$$

(3.15)

i.e. by the critical points of $D_{NNN}$ (cf. Eq. (3.11)). We denote these critical points by $\vec{v}_j$, $j = 1, \ldots, q_c$ and proceed by assuming that the global maximum of $\omega$ is indeed contained in this set of critical points. This assumption can be explicitly verified in the three-dimensional case (see Sect. B in the appendix). At the critical points given by Eq. (3.15), $\omega$ reads

$$\omega = -1 + \frac{3}{2} D^2_{NNN}.$$
3.1 Tensorial eigenvalue formulation

We will show that solving Eq. (3.15) is equivalent to solving the tensorial eigenvalue problem

\[ e^K d_{ijk} v^i v^k = \lambda I_{ijk} v^i v^k, \quad i = 1, \ldots, p, \]  

(3.17)

where

\[ I_{ijk} = \frac{1}{3} (K_i g_{jk} + K_j g_{ki} + K_k g_{ij}) . \]  

(3.18)

A nonzero vector \( v^i \) is called a tensorial eigenvector of \( e^K d_{ijk} \) if there exists a \( \lambda \in \mathbb{C} \) (the corresponding tensorial eigenvalue) such that \( v^i \) solves Eq. (3.17). The role of the determinant in linear (matrix) eigenvalue problems is now played by the discriminant (which is therefore sometimes called the hyperdeterminant\(^1\)) \( \Delta [d_{ijk}] \), defined as the minimal-degree homogeneous polynomial in the tensor components \( d_{ijk} \) which satisfies

\[ \Delta [d_{ijk}] = 0 \iff \exists v^i \neq 0 : d_{ijk} v^i v^k = 0. \]  

(3.19)

These properties fix the discriminant uniquely up to a normalization. The normalization is typically chosen such that

\[ \Delta [E_{ijk}] = 1, \]  

(3.20)

where \( E_{ijk} = \delta_{ij} \delta_{jk} \) is the unit tensor. Closed form expressions for the discriminant are known for small \( p \) (see e.g. Eq. (3.36) for \( p = 2 \) and Ref. [37] for \( p = 3 \)). Formulas to systematically compute discriminants for larger \( p \) can be found in Ref. [38], but the resulting expressions are extremely lengthy.

The discriminant is an invariant of \( d_{ijk} \), meaning that under the transformation \( d_{ijk} \rightarrow d'_{ijk} = d_{lmn} U^i_l U^j_m U^k_n \) with some \( p \times p \)-matrix \( U \) the discriminant transforms as

\[ \Delta [d_{ijk}] \rightarrow \Delta [d'_{ijk}] = (\det U)^\frac{2}{3} \deg \Delta [d_{ijk}] \Delta [d_{ijk}], \]  

(3.21)

where

\[ \deg \Delta [d_{ijk}] = p \cdot 2^{p-1} \]  

(3.22)

denotes the degree of the discriminant in the tensor entries \( d_{ijk} \). Equation (3.19) implies that all tensorial eigenvalues are roots of the characteristic polynomial.

\[ \Delta [e^K d_{ijk} - \lambda I_{ijk}] = 0. \]  

(3.23)

\(^1\)This hyperdeterminant should however not be confused with the Cayley hyperdeterminant, which usually differs from the discriminant by factors of other invariants.
Together with Eq. (3.20) this implies that up to normalization the discriminant is equal to the product of all tensorial eigenvalues:

$$\Delta \left[ I_{ijk} \right] \cdot \prod_{n=1}^{p-2p-1} \lambda_n = \Delta \left[ e^K d_{ijk} \right], \quad \text{(3.24)}$$

where $\lambda = \lambda_n$ are the solutions of Eq. (3.17).

We now prove the following statement: If $N^i$ satisfies

$$D_{NNN} = e^K d_{ijk} N^i N^j N^k \text{ extremal, } N_i K^i = 0, \ N_i N^i = 1 \quad \text{(3.25)}$$

then three solutions of the eigenvalue problem

$$e^K d_{ijk} v^j v^k = \lambda I_{ijk} v^j v^k, \quad \text{(3.26)}$$

with the right-hand side defined in Eq. (3.18), are given by

$$v^i = \alpha K^i + N^i, \quad \text{(3.27)}$$

where

$$\alpha^2 = \frac{1 - \lambda}{6 + 9\lambda} \quad \text{(3.28)}$$

$$D_{NNN} = 2\alpha(\lambda - 1) \quad \text{(3.29)}$$

$$\Rightarrow D_{NNN}^2 = 4 \frac{(1 - \lambda)^3}{6 + 9\lambda}. \quad \text{(3.30)}$$

Conversely, solutions of the eigenvalue problem of the form $v^i = \alpha K^i + N^i$ give critical points of $D_{NNN}$ satisfying Eq. (3.29).

Eq. (3.28) and Eq. (3.29) are obtained by plugging the ansatz in Eq. (3.27) into the eigenvector equations and multiplying these with $K^i$ and $N^i$ respectively. To prove that $v^i$ actually solves the eigenvector problem, we introduce a Lagrange multiplier $\mu$ to implement the constraint $N_i K^i = 0$ and consider the function

$$f(N^i, \mu) = \frac{D_{NNN} - \mu I_{ijk} N^i N^j N^k}{(N_i N^i)^{3/2}}. \quad \text{(3.31)}$$

Extremizing this function is equivalent to extremizing $D_{NNN}$ under the constraints in Eq. (3.25).

Differentiating with respect to $N^i$ gives

$$0 = \frac{\partial}{\partial N^i} f = 3 \frac{N_i N^i e^K d_{ijk} N^j N^k - N_i D_{NNN} - N_i N^i \mu I_{ijk} N^j N^k + \mu N_i I_{ijk} N^i N^j N^k}{(N_i N^i)^{5/2}}$$

$$= 3 \left[ e^K d_{ijk} N^j N^k - N_i D_{NNN} - I_{ijk} N^j N^k \right], \quad \text{(3.32)}$$
where in the second line we used both constraints from Eq. (3.25) and $\mu = 1$, which follows from multiplying the first line with $K^i$.

Multiplication of $e^K d_{ijk} v^j v^k$ with an arbitrary vector $n^i$ orthogonal to $K^i$ and use of Eq. (3.32), (3.27) and (3.29) gives

$$e^K d_{ijk} n^i v^j v^k \overset{(3.27)}{=} 2 \alpha n^i N_i + e^K d_{ijk} n^i N^j N^k \overset{(3.32)}{=} n^i N_i (2 \alpha + D_{NNN}) \overset{(3.29)}{=} n^i N_i 2 \alpha \lambda \overset{(3.27)}{=} \lambda I_{ijk} n^i v^j v^k, \quad (3.33)$$

which proves the claim.

The converse statement is proven by deducing Eq. (3.32) from Eq. (3.33).

3.2 $p = 2$-dimensional moduli spaces

The two-dimensional case $p = 2$ has been studied in Ref. [26]. If $p = 2$, the subspace orthogonal to $K^i$ is 1-dimensional and the (up to orientation) only real unit vector orthogonal to $K^i$ is

$$N^i = \frac{1}{\sqrt{3 \det g}} \begin{pmatrix} K_2 \\ -K_1 \end{pmatrix}. \quad (3.34)$$

The orthogonal part $N^i$ contains no free parameters and no extremization needs to be performed. $\omega$ can be obtained directly by a somewhat tedious calculation. The result is

$$\omega = \frac{9}{8} e^{4K} \frac{\Delta[d_{ijk}]}{\det g^3}, \quad (3.35)$$

where $\Delta[d_{ijk}]$ is a homogeneous polynomial in the intersection numbers defined by the formula

$$\Delta[d_{ijk}] := d^2_{111} d^2_{222} + 4d_{111} d^3_{122} + 4d_{222} d^3_{112} - 3d^2_{112} d^2_{122} - 6d_{111} d_{222} d_{112} d_{122}. \quad (3.36)$$

This polynomial is the discriminant of the homogeneous polynomial $f(x^1, x^2) = d_{ijk} x^i x^j x^k$. Note that the usual definition of the discriminant of a binary cubic includes an additional factor of $-27$.

In physical regions of the moduli space, $\det g > 0$ has to hold. In these regions, $\omega$ is positive if and only if the discriminant $\Delta[d_{ijk}]$ is positive.

The same result can be found by using the tensorial eigenvalue problem in Eq. (3.26). Note that in the $p = 2$-dimensional case, $N^i$ in Eq. (3.27) is fixed by Eq. (3.34) and
together with $K^i$ it spans the whole vector space. Thus, Eq. (3.27), Eq. (3.28) and Eq. (3.29) completely specify all tensorial eigenvectors with non-vanishing orthogonal component. The eigenvalues are given by the solutions of Eq. (3.30) (where now $D_{NNN} \equiv D_{111}$) and their product satisfies

$$\prod_{i=2}^{4} \lambda_i = 1 - \frac{3}{2} D_{111}^2 = -\omega. \quad (3.37)$$

There is one additional eigenvalue

$$\lambda_1 = -\frac{2}{3} \quad (3.38)$$

with an eigenvector in $K^i$-direction:

$$e^K d_{ijk} K^j K^k = -2 K_i = -\frac{2}{3} I_{ijk} K^j K^k, \quad (3.39)$$

where we used Eq. (2.26) and the definition of $I_{ijk}$ in Eq. (3.18). Using Eq. (3.24), we find

$$\frac{2}{3} (-\omega) = \prod_{i=1}^{4} \lambda_i = \frac{\Delta [e^K d_{ijk}]}{\Delta [I_{ijk}]]. \quad (3.40)$$

Using Eq. (3.36) to calculate the discriminant of $I_{ijk}$ gives

$$\Delta [I_{ijk}] = \frac{4}{3} \det g^3, \quad (3.41)$$

which back in Eq. (3.40) reproduces the result in Eq. (3.35).

### 3.3 $p = 3$-dimensional moduli spaces

We now consider the three-dimensional situation. To simplify the notation, we explicitly parameterize $N^i$ by

$$N^i = \cos \vartheta n_1^i + \sin \vartheta n_2^i \quad (3.42)$$

with real orthonormal vectors $n_1^i$ and $n_2^i$ as in Eq. (3.1). The real unit vector $N_2^i$ orthogonal to $K^i$ and $N^i$ is then given by

$$M^i := N_2^i = -\sin \vartheta n_1^i + \cos \vartheta n_2^i = \frac{\partial}{\partial \vartheta} N^i. \quad (3.43)$$
According to Eq. (3.14), a local extremum of \( \omega \) has to satisfy

\[
D_{NNM}(D_{NNN} + D_{NMM}) = 0,
\]

i.e. either

\[
D_{NNM} = 0
\]

or

\[
D_{NNN} + D_{NMM} = 0
\]

holds. It can be explicitly checked (the argument can be found in Section B in the appendix) that the second possibility, which is in fact a linear equation in \( \tan \vartheta \), can be discarded in the positivity analysis, as the corresponding critical point is not the global maximum of \( \omega \). Hence, we are left with the task of determining the solutions of

\[
D_{NNM}(\vartheta) = 1 - \frac{1}{3} \frac{\partial}{\partial \vartheta} D_{NNN} = 0,
\]

i.e. finding the critical points of \( D_{NNN}(\vartheta) \). This equation is cubic in \( \tan \vartheta \). Its solutions can be determined analytically, though the explicit results unfortunately are not very illuminating. The tensorial eigenvalue formulation derived in Section 3.1 however turns out to be more suitable for studying the properties of the critical points of \( \omega \).

3.3.1 A product formula

We now exploit the formulation of the maximization problem for \( \omega \) in terms of the tensorial eigenvalue problem Eq. (3.26) to obtain the generalization of Eq. (3.35) in the \( p = 3 \)-dimensional case. For this, we explicitly identify all tensorial eigenvalues specified by Eq. (3.17).

As in the two-dimensional case, one eigenvalue is always given by

\[
\lambda_1 = -\frac{2}{3}
\]

with an eigenvector in \( K^i \)-direction:

\[
e^K d_{ijk} K^j K^k = -2 K_i = -\frac{2}{3} I_{ijk} K^j K^k.
\]

The other eigenvalues are given by the solutions of

\[
D_{NNN}^2 = \frac{4}{3} \frac{(1 - \lambda)^3}{3\lambda + 2},
\]
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where $D_{NNN}$ is evaluated at one of its three critical points. For every critical point of $D_{NNN}$, this equation gives three tensorial eigenvalues. If the critical point is real, exactly two of them will be complex and the third will be real. In addition, we have $D_{NNN}^2 > \frac{2}{3}$ and thus $\omega > 0$ if and only if the real eigenvalue is negative. The product of the three eigenvalues from the $j$-th critical point $\lambda_{3j+1}, \lambda_{3j+2}, \lambda_{3j+3}$ satisfies

$$\prod_{i=1}^{3} \lambda_{3j+i} = 1 - \frac{3}{2}D_{NNN}^2(\vartheta_j) = -\omega(\vartheta_j) \quad \text{for} \quad j = 1, 2, 3. \quad (3.51)$$

The three critical points of $D_{NNN}$ give 9 eigenvalues via Eq. (3.50) and together with the one in Eq. (3.48) we found 10 eigenvalues. Thus, the characteristic polynomial in Eq. (3.23) is of degree 10. However, the discriminant is of degree 12 in the tensor components and we must conclude that the right-hand side $I_{ij}$ is (doubly) degenerated:

$$\Delta [I_{ij}] = 0. \quad (3.52)$$

This spoils the validity of Eq. (3.24), which we otherwise could have used to derive a generalization of Eq. (3.35). To repair this flaw, the eigenvalue problem Eq. (3.17) has to be regularized, i.e. we have to replace the tensor on the right-hand side:

$$I_{ij} \rightarrow I_{ij}^\varepsilon = I_{ij} + \varepsilon \delta I_{ij} \quad (3.53)$$

such that for $\varepsilon > 0$

$$\Delta [I_{ij}^\varepsilon] \neq 0. \quad (3.54)$$

One possibility is

$$\delta I_{ij} = E_{ij} = \delta_{ij} \delta_{jk}. \quad (3.55)$$

This substitution deforms the eigenvalues found above only by terms of order $\varepsilon$ but introduces two additional eigenvalues. These can be calculated by an expansion in $\varepsilon$ for the eigenvector $v^i$ and the eigenvalue $\lambda$ of the form

$$v^i = \alpha K^i + \beta n_1^i + \gamma n_2^i, \quad (3.56)$$

$$\alpha = \varepsilon \alpha_1 + \mathcal{O}(\varepsilon^2), \quad \beta = \pm i\gamma + \varepsilon \beta_1 + \mathcal{O}(\varepsilon^2), \quad \lambda = \frac{H}{\varepsilon} + \mathcal{O}(\varepsilon^0). \quad (3.57)$$

Plugging Eq. (3.56) into the eigenvector equations gives for the product of the two new eigenvalues

$$\lambda_2 \lambda_3 = |\lambda_2|^2 = \frac{(D_{111} - 3D_{122})^2 + (D_{222} - 3D_{112})^2}{\varepsilon^2 |C_1 + C_2|^2} + \mathcal{O}(\varepsilon^{-1}), \quad (3.58)$$
where

\[
|iC_1 + C_2|^2 = \left| \sum_{j=1}^{3} (i n_{j1} + n_{j2}) \right|^2.
\]

(3.59)

Putting everything together and using Eq. (3.24) we finally find

\[
\prod_{j=1}^{3} \omega(\vartheta_j) = -\frac{\prod_{i=4}^{12} \lambda_i}{\lambda_1 \lambda_2 \lambda_3}
\]

\[
= \frac{3}{2} e^{12K} \Delta [d_{ijk}] \frac{|iC_1 + C_2|^2}{(D_{111} - 3D_{122})^2 + (D_{222} - 3D_{112})^2} \left[ \lim_{\varepsilon \to 0} \varepsilon^2 \Delta [I_{ijk}] \right],
\]

(3.60)

where \( \vartheta_j \) are the three critical points of \( D_{NNN} \).

It remains to compute the quantity \( \lim_{\varepsilon \to 0} \left[ \varepsilon^{-2} \Delta [I_{ijk}] \right] \). This can be done either via a brute-force approach using the explicit expressions for the discriminant derived in [37] or via a perturbative expansion for the eigenvectors of \( I_{ijk}^\varepsilon \). In either way, one finds for the leading order result in \( \varepsilon \)

\[
\Delta [I_{ijk}] = \varepsilon^2 \frac{43}{3} |iC_1 + C_2|^2 \det g^6 + \mathcal{O}(\varepsilon^3),
\]

(3.61)

which gives

\[
\prod_{j=1}^{3} \omega(\vartheta_j) = \frac{243}{128} \frac{e^{12K} \Delta [d_{ijk}]}{\det g^6 (D_{111} - 3D_{122})^2 + (D_{222} - 3D_{112})^2}.
\]

(3.62)

Equation (3.62) is the three-dimensional generalization of the two-dimensional result Eq. (3.35). Unfortunately, it has less predictive power as it is only a statement about the product of a subset of the critical points of \( \omega \), though we know that this subset contains the global maximum. However, one important conclusion can be drawn, namely

\[
\Delta [d_{ijk}] > 0 \quad \Rightarrow \quad \omega = -1 + \frac{3}{2} \left( D_{NNN}^2 + D_{NNM}^2 \right) > 0
\]

(3.63)

at at least one critical point of \( \omega \), providing that \( g > 0 \) is satisfied. Note however that the converse does not necessarily hold: for negative \( \Delta [d_{ijk}] \) either one or all critical points of \( \omega \) on the left-hand side of Eq. (3.62) can be negative and the number of negative critical points may even vary on the moduli space.

To verify Eq. (3.62) and to study the possible existence of a converse of Eq. (3.63) we performed a numerical study. Note that the discriminant \( \Delta [d_{ijk}] \) can be written as (see [37])

\[
\Delta [d_{ijk}] = T^2 [d_{ijk}] - S^3 [d_{ijk}],
\]

(3.64)
Figure 1: $S - T$-plane showing the metastability classification of $10^4$ randomly generated heterotic string models. Note that there are no purely negative points.

where $S[d_{ijk}]$ and $T[d_{ijk}]$ denote the Aronhold invariants\(^2\), well-known invariants of cubic polynomials in three dimensions of degree $4$ and $6$ in the tensor components respectively (see [39] for a modern exposition).

A numerical code has been used to randomly generate sets of intersection numbers and to classify the resulting models as either purely positive, meaning that every physical point on the moduli space fulfills $\max \theta \omega(\theta) > 0$ or as partially positive, meaning that only a subset of the physical points allow for a positive $\omega$. In the generic case, $S \neq 0$, $T \neq 0$, $\Delta \neq 0$, no model has been found which would qualify for a purely negative classification, i.e. which does not allow metastable de Sitter vacua at all. Plotting all generated models in the $S - T$-plane (see Fig. 1) shows the correctness of Eq. (3.63) and demonstrates that its converse does not hold: all generated models with $\Delta[d_{ijk}] < 0$ allow metastable de Sitter vacua at a proper subset of the moduli configurations satisfying the basic requirement $g > 0$.

\(^2\)In the literature, $S$ is sometimes defined with an additional factor of $\frac{1}{4}$. 
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### 3.4 Higher-dimensional moduli spaces

The result in the last section can in principle be generalized to arbitrary $p$; the explicit calculations however become quite involved and have not yet been carried out completely. In this section we briefly sketch the steps required for a generalization of Eq. (3.62) and anticipate the final result.

In the three-dimensional case, we found three families of tensorial eigenvalues: One eigenvalue $\lambda_1 = -\frac{2}{3}$ corresponding to an eigenvector in $K^i$ direction, nine eigenvalues corresponding to critical points of $\omega$ via Eq. (3.30) and two eigenvalues introduced by the regularization in Eq. (3.53). The same families exist in the general case: We have one eigenvalue $\lambda_1 = -\frac{2}{3}$ with an eigenvector in $K^i$ direction, $3q_c = 3(2^{p-1} - 1)$ eigenvalues corresponding to the critical points of $\omega$ in Eq. (3.15) via Eq. (3.30) and $q_r = (p-3)2^{p-1} + 2$ eigenvalues introduced by the regularization of the right-hand side. In total the number of eigenvalues is equal to the degree of the discriminant $p \cdot 2^{p-1}$, see Eq. (3.22). In complete analogy to the three-dimensional case one can derive a product formula for the values of $\omega$ evaluated at a subset of its critical points. It reads

$$
\prod_{j=1}^{q_c} \omega(\vec{\vartheta}_j) = A_p \Delta \left[ e^K d_{ijk} \right],
\quad (3.65)
$$

where $\vec{\vartheta}_j$ denotes the solutions of Eq. (3.15) and $A_p$ is a function which has not been calculated yet. It is defined by

$$
A_p = \frac{2}{3} \left[ \lim_{\varepsilon \to 0} \varepsilon^{q_r} \Delta \left[ f_{ijk} \right] \right]^{p \cdot 2^{p-1}} \prod_{j=2+3q_c}^{q_r} \mu_j^{-1},
\quad (3.66)
$$

where the product in the last factor contains all eigenvalues introduced by the regularization via $\lambda_j = \varepsilon \mu_j$ (cf. Eq. (3.57)).

Ref. [36] contains a partial argument why $A_p > 0$ should hold. Pending the completion of that argument, we can again draw the conclusion that

$$
\Delta [d_{ijk}] > 0 \quad \Rightarrow \quad \max_\vartheta \omega > 0
\quad (3.67)
$$

holds in every physical region of the moduli space.

### 4 Explicit examples

Using the machinery developed above, we now study three important classes of examples in more detail.
4.1 Perturbations around zero eigenvalues

The eigenvalue problem Eq. (3.17) is in general difficult to solve explicitly. Often feasible however is the determination of zero eigenvectors, i.e. solving the problem for $\lambda = 0$, which exist if and only if the discriminant of $e^K d_{ijk}$ vanishes. In this case, $\omega$ vanishes at the corresponding critical point and it may be of interest to take subleading contributions to the intersection tensor into account.

Let $v_0^i$ denote a zero eigenvector:

$$e^K d_{ijk} v_0^j v_0^k = 0. \tag{4.1}$$

We now determine the solutions of the perturbed problem in which

$$d_{ijk} \to d_{ijk} + \varepsilon c_{ijk} \tag{4.2}$$

to leading order in the small parameter $\varepsilon$. Plugging the ansatz

$$v^i = v_0^i + \varepsilon v_1^i, \quad \lambda = \varepsilon \mu \tag{4.3}$$

into the eigenvector equations (3.17) and multiplying with $v_0^i$ we find

$$\mu = e^K c_{ijk} v_0^j v_0^k \frac{v_1^i}{I_{ijk} v_0^j v_0^k}. \tag{4.4}$$

Expanding Eq. (3.50) in $\varepsilon$, we obtain

$$D_{NNN}^2 = \frac{2}{3} \left( 1 - \frac{9}{2} \varepsilon \mu \right) + \mathcal{O}(\varepsilon^2) \tag{4.5}$$

and thus for the corresponding $\omega$

$$\omega = -1 + \frac{3}{2} D_{NNN}^2 = -\frac{9}{2} \varepsilon \mu + \mathcal{O}(\varepsilon^2). \tag{4.6}$$

As an example, we consider $p = 3$ and the simple factorizing volume

$$\mathcal{V} = -d_{123} K^1 K^2 K^3. \tag{4.7}$$

This model has three vanishing eigenvalues with eigenvectors

$$w_1^i = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad w_2^i = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \quad w_3^i = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \tag{4.8}$$

\[\text{Footnote: For simplicity, we assume that the zero eigenspace (or rather zero eigenvariety) is locally one-dimensional. If this is not the case, the zero eigenvector $v_0^i$ is fixed by the condition that the linear system of equations specifying $v_1^i$ has a solution.}\]
and \( \omega \) therefore vanishes at the corresponding critical points:

\[
\omega(\vartheta_1) = \omega(\vartheta_2) = \omega(\vartheta_3) = 0. \tag{4.9}
\]

If we perturb the model as in Eq. (4.2), we can use Eq. (4.4) and Eq. (4.6) to obtain

\[
\omega(\vartheta_1) = -e^{\frac{9}{2}K} \frac{c_{111}}{K_1 g_{11}}, \quad \omega(\vartheta_2) = -e^{\frac{9}{2}K} \frac{c_{222}}{K_2 g_{22}}, \quad \omega(\vartheta_3) = -e^{\frac{9}{2}K} \frac{c_{333}}{K_3 g_{33}}. \tag{4.10}
\]

### 4.2 Diagonal intersection numbers for \( p = 3 \)

The next case we are going to study are \( p = 3 \)-dimensional models with purely diagonal intersection numbers, i.e. \( d_{iii} \neq 0 \) and all other \( d_{ijk} \) vanish.

In this case \( V_{ij} = \partial_i \partial_j V \) is diagonal and it holds

\[
\det g = -\frac{1}{2} e^{3K} d_{111} d_{222} d_{333} K^1 K^2 K^3. \tag{4.11}
\]

We choose orthonormal basis vectors orthogonal to \( K^i \) by

\[
n_1^i = \frac{1}{\sqrt{C_{12}}} \begin{pmatrix} K_2 \\ -K_1 \\ 0 \end{pmatrix}, \tag{4.12}
\]

and

\[
n_2^i = \sqrt{\frac{\det g}{3}} \varepsilon^{ijk} K_j n_{1k}, \tag{4.13}
\]

where \( C_{12} \) is a normalization constant given by

\[
C_{12} = \frac{1}{4} e^{3K} d_{111} d_{222} K^1 K^2 (d_{111}(K^1)^3 + d_{222}(K^2)^3). \tag{4.14}
\]

With these choices we have \( D_{122} = 0 \). If \( N^i \) is parameterized as in Eq. (3.42), the critical points of \( D_{NNN} \) are given by the solutions of

\[
\frac{1}{3} \frac{\partial}{\partial \vartheta} D_{NNN} = -\cos^2 \vartheta \sin \vartheta D_{111} + \left( \cos^3 \vartheta - 2 \cos \vartheta \sin^2 \vartheta \right) D_{112} + \left( 2 \cos^2 \vartheta \sin \vartheta - \sin^3 \vartheta \right) D_{122} + \cos \vartheta \sin^2 \vartheta D_{222} = 0. \tag{4.15}
\]

For vanishing \( D_{122} \), one solution is given by \( \vartheta = \pi/2 \), i.e. \( \omega \) has a critical point at \( N^i = n_2^i \). It can be checked by a direct calculation that choosing \( n_1^i \) different from Eq. (4.12) as

\[
\frac{1}{\sqrt{C_{23}}} \begin{pmatrix} 0 \\ K_3 \\ -K_2 \end{pmatrix} \quad \text{or} \quad \frac{1}{\sqrt{C_{13}}} \begin{pmatrix} K_3 \\ 0 \\ -K_1 \end{pmatrix}. \tag{4.16}
\]
also results in $D_{122} = 0$ and therefore gives the other two critical points of $\omega$. In total, we find

$$
\omega(\vartheta_1) = \frac{-9e^{-2K}}{(K^3)^3d_{333}[d_{111}(K^1)^3 + d_{222}(K^2)^3]} = \frac{9}{32}e^{10K}d_{222}^2 (d_{111}d_{222}K^1K^2)^4 C_{12} \det g^3 > 0 \tag{4.17}
$$

$$
\omega(\vartheta_2) = \frac{-9e^{-2K}}{(K^2)^3d_{222}[d_{111}(K^1)^3 + d_{333}(K^3)^3]} = \frac{9}{32}e^{10K}d_{222}^2 (d_{111}d_{333}K^1K^3)^4 C_{13} \det g^3 > 0 \tag{4.18}
$$

$$
\omega(\vartheta_3) = \frac{-9e^{-2K}}{(K^1)^3d_{111}[d_{222}(K^2)^3 + d_{333}(K^3)^3]} = \frac{9}{32}e^{10K}d_{111}^2 (d_{222}d_{333}K^2K^3)^4 C_{23} \det g^3 > 0 \tag{4.19}
$$

At all three critical points $\omega$ is always positive as long as $g > 0$ holds.

### 4.3 Partially factorizing models for $p = 3$

Another $p = 3$-dimensional example which can be treated in more detail is given by a volume factorizing as

$$
V = -\frac{1}{6}d_iK^i d_{jk}K^j K^k, \tag{4.20}
$$

where $d_i$ is a vector and $d_{jk}$ is a symmetric non-degenerated matrix. $d_{ijk} = d_{i}(d_{jk})$ has two vanishing tensorial eigenvalues and by Eq. (3.50) $\omega$ therefore has to vanish at two of its critical points:

$$
\omega(\vartheta_1) = \omega(\vartheta_2) = 0. \tag{4.21}
$$

To make this more explicit, we can choose coordinates such that

$$
d_i = \begin{pmatrix} d_1 \\ 0 \\ 0 \end{pmatrix}. \tag{4.22}
$$

Then the corresponding zero eigenvectors are easily computed to be

$$
v_\pm = C_\pm \begin{pmatrix} -d_{23} \pm \sqrt{d_{23}^2 - d_{22}d_{33}} \\ 0 \\ d_{22} \end{pmatrix}, \tag{4.23}
$$

where $C_\pm$ are normalization constants.

We now derive an expression for $\omega(\vartheta_3)$ which depends only on the scalar product of $v_+$ and $v_-$. For this, choose $C_\pm$ such that $v_\pm$ satisfies $g_{ij}v_\pm^iv_\pm^j = 1$. Note that $v_\pm$ are unit
vectors only if they are real, because their norm is given by $\sqrt{g_{ij} v^i_\pm v^j_\pm}$. Then it holds (due to $v^i_\pm$ being zero eigenvectors of $d_{ijk}$) that

$$1 = g_{ij} v^i_\pm v^j_\pm = e^K d_{ijk} v^i_\pm v^j_\pm K^k + (v^i_\pm K_i)^2 = (v^i_\pm K_i)^2.$$  \hspace{1cm} (4.24)

This implies (possibly after changing the orientation) that

$$v^i_\pm = \frac{1}{3} K^i + \sqrt{\frac{2}{3}} u^i_\pm,$$  \hspace{1cm} (4.25)

where $u^i_\pm$ are normalized vectors orthogonal to $K^i$. According to Eq. (3.27) the vectors $u^i_\pm$ are the extremizers of $\omega$ corresponding to the critical points in Eq. (4.21). Now we make the ansatz

$$v^i = \alpha K^i + \beta v^i_+ + \gamma v^i_-$$  \hspace{1cm} (4.26)

for the eigenvalue problem Eq. (3.17). Plugging $v^i$ into the eigenvector equations gives

$$-2\alpha^2 K_i + 2\alpha e^K d_{ijk} K^j (\beta v^k_+ + \gamma v^k_-) + 2\beta\gamma e^K d_{ijk} v^i_+ v^j_+ v^k_-
= \lambda \left(3\alpha^2 K_i + 6\alpha \beta (\eta K_i + v^i_+ + v^i_-) + 2 \alpha\gamma (\frac{2}{3} K_i + v^i_+ + v^i_-) + \beta^2 \left(\frac{2}{3} v^i_+ + \frac{1}{3} K_i\right)
+ \gamma^2 \left(\frac{2}{3} v^i_- + \frac{1}{3} K_i\right) + \frac{2}{3} \beta\gamma (\eta K_i + v^i_+ + v^i_-)\right),$$  \hspace{1cm} (4.27)

where we defined

$$\eta := g_{ij} v^i_+ v^j_-.$$  \hspace{1cm} (4.28)

By multiplying with $K^i$, $v^i_+$ and $v^i_-$ we obtain the system of equations

$$-6\alpha^2 - 4\alpha (\beta + \gamma) + 2\beta\gamma (\eta - 1)
= \lambda \left(9\alpha^2 + 6\alpha (\beta + \gamma) + \frac{5}{3} (\beta^2 + \gamma^2) + \frac{2}{3} \beta\gamma (2 + 3\eta)\right)$$  \hspace{1cm} (4.29)

$$-2\alpha^2 + 2\alpha\gamma (\eta - 1)
= \lambda \left(3\alpha^2 + \frac{10}{3} \alpha\beta + \frac{2}{3} \alpha\gamma (2 + 3\eta) + \beta^2 + \frac{1}{3} \gamma (\gamma + 2\beta) (2\eta + 1)\right)$$  \hspace{1cm} (4.30)

$$-2\alpha^2 + 2\alpha\beta (\eta - 1)
= \lambda \left(3\alpha^2 + \frac{10}{3} \alpha\gamma + \frac{2}{3} \alpha\beta (2 + 3\eta) + \gamma^2 + \frac{1}{3} \beta (\beta + 2\gamma) (2\eta + 1)\right).$$  \hspace{1cm} (4.31)
This system has a solution with a (potentially) real \( \lambda \), where \( \beta = \gamma \) and \( \alpha \) and \( \lambda \) are given by relatively complicated expressions. Fortunately, the \( \omega \) corresponding to this eigenvalue simplifies considerably and is given by

\[
\omega(\vartheta_3) = -27\eta \frac{(\eta - 1)^2}{(1 + 3\eta)^3}.
\] (4.32)

Because \( v_\pm^i K_i = 1 \) it always holds that \( \eta > -1/3 \) and therefore

\[
\omega(\vartheta_3) > 0 \quad \Leftrightarrow \quad \eta < 0.
\] (4.33)

We can now compute \( \eta = g_{ij} v_+^i v_-^j \) for \( v_\pm \) defined in Eq. (4.23) and then use Eq. (4.32) to obtain

\[
\omega(\vartheta_3) = \frac{1}{2} e^{7K} \left( d_{133} d_{122} - d_{123}^2 \right)^2 \det d_{ij} \frac{(d_i K^i)^3}{\det g^3}.
\] (4.34)

The quantity \( 4(d_{133} d_{122} - d_{123}^2)^2 \) turns out to be the first Aronhold invariant \( S = S[d_{ijk}] \), the degree-4 invariant of cubic polynomials in three dimensions we used at the end of Section 3.3.1 to express the discriminant \( \Delta[d_{ijk}] \) in terms of simpler invariants. By performing arbitrary rotations to eliminate the restriction in Eq. (4.22) and using the invariance of \( S \), \( \det g \) and \( \det d_{ij} \) under these rotations, it follows that the general formula has to be

\[
\omega(\vartheta_3) = \frac{1}{8} e^{7K} S[d_{ijk}] \det d_{ij} \frac{(d_i K^i)^3}{\det g^3}.
\] (4.35)

Since in the special coordinate system considered above \( S \) can be written as the square of a real number, it has to be positive in this class of models. Using

\[
e^{-K} = \mathcal{V} = -\frac{1}{6} d_i K^i d_{jk} K^j K^k,
\] (4.36)

it follows that

\[
\omega(\vartheta_3) = \frac{3}{4} e^{6K} S[d_{ijk}] \frac{\det d_{ij}}{d_{jk} K^j K^k} \frac{(d_i K^i)^2}{\det g^3}.
\] (4.37)

In particular, if \( d_{ij} \) is positive or negative definite, the factor \( \frac{\det d_{ij}}{d_{jk} K^j K^k} \) is always positive and \( \omega \) is negative. If \( d_{ij} \) is indefinite, the sign of this factor constitutes a simple and direct constraint on the allowed values of \( K^i = -(T^i + \overline{T}^i) \).
5 Conclusion

In this paper we studied constraints on moduli spaces of heterotic string compactifications imposed by the required existence of metastable classical de Sitter vacua, assuming that only moduli fields participate in supersymmetry breaking. We concentrated on three-dimensional moduli spaces and gave the generalization of the two-dimensional result Eq. (3.35), which has first been derived in [26], in Eq. (3.62). This equation encodes a rather non-trivial result: If the sign of a degree-12 invariant – the discriminant – of the Calabi-Yau intersection tensor is positive, the metastability condition is automatically satisfied on all physically acceptable points on the moduli space. Numerical studies suggest that if the discriminant is negative, metastable de Sitter vacua still exist in the generic case, but only for a restricted set of moduli configurations. As briefly discussed in section 3.4, generalizations of Eq. (3.62) seem to exist for arbitrary-dimensional moduli spaces, raising the question of the existence of a more intuitive interpretation of the discriminant.

We also studied specific examples of three-dimensional moduli spaces. For moduli spaces with dimension $p > 2$, the metastability analysis is difficult to carry out explicitly and the result in general depends on non-topological properties of the Calabi-Yau, in this case its Kähler structure (cf. Eq. (4.10) and Eq. (4.37) and the numerical result in Fig. 1).

This complication already appears in the three-dimensional case. While the reduction of the problem from Eq. (3.5) to Eq. (3.47) essentially reduces the problem to the task of finding the roots of a cubic polynomial, the extraction of meaningful results has not yet been successful in the general case. On the other hand, the class of Calabi-Yaus studied in Section 4.3 constitutes a promising candidate for further studies: It naturally generalizes the class of factorizable models, i.e. models with a volume of the form

$$V = -\frac{1}{6} K^r d_{ab} K^a K^b,$$  \hspace{1cm} (5.1)

where $a, b$ run from 2 to $p$, while not suffering from the fact that factorizable models do not allow metastable de Sitter vacua without invoking higher-order corrections or additional tree-level contributions [26].
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A The complex phase

In this appendix we demonstrate that for \( p = 3 \)-dimensional moduli spaces of heterotic string models the phases \( \varphi_1 \) and \( \varphi_2 \) in Eq. (3.5) can safely be set to zero in the metastability analysis. To see this, we parameterize \( N^i \) as in Eq. (3.3) and write \( \omega \) as

\[
\omega = -\frac{3}{2} + \frac{3}{2} c_1^4 C_{1111} + \frac{3}{2} c_2^4 C_{2222} + 6 \left( c_1^3 c_2 C_{1112} + c_1 c_2^3 C_{1222} \right) \cos(\varphi_1 - \varphi_2) \\
+ c_1^2 c_2^2 \left[ C_{1122} + 5 C_{1212} + (2 C_{1112} + C_{1212}) \cos(2 \varphi_1 - 2 \varphi_2) \right],
\]  
(A.1)

where

\[
C_{\beta\gamma\delta\eta} := \sum_{\alpha=1}^2 D_{\alpha\beta\gamma} D_{\alpha\delta\eta} + \frac{1}{3} \delta_{\beta\gamma} \delta_{\delta\eta}.
\]  
(A.2)

By swapping the sign of \( c_1 \), the term \( c_1^3 c_2 C_{1112} + c_1 c_2^3 C_{1222} \) can always be made a positive contribution to \( \omega \), which is maximal if \( \varphi_1 - \varphi_2 = 0 \). The term proportional to \( 2C_{1112} + C_{1212} \) can potentially give a negative contribution, which can be reduced (or even turned to a positive one) if the complex phases do not vanish. Hence, we find that the global maximum of \( \omega \) in the three-dimensional case \( p = 3 \) can only have a non-vanishing (non-global) phase \( \varphi_1 - \varphi_2 \) if

\[
2C_{1122} + C_{1212} = \frac{2}{3} + D_{112}^2 + D_{122}^2 + 2D_{111}D_{122} + 2D_{112}D_{222} < 0.
\]  
(A.3)

The quantity \( D_{122} \) changes sign if the vectors \( n_i^1 \) and \( n_i^2 \) are rotated into each other by \( \pi \), implying that we can choose a basis \( n_i^1, n_i^2 \) such that \( D_{122} = 0 \). In this basis, Eq. (A.3) reads

\[
\frac{2}{3} + D_{112}^2 + 2D_{112}D_{222} < 0.
\]  
(A.4)

This is only fulfilled if

\[
-D_{222} - \sqrt{D_{222}^2 - \frac{2}{3}} < D_{112} < -D_{222} + \sqrt{D_{222}^2 - \frac{2}{3}}.
\]  
(A.5)

In particular, it has to hold that

\[
D_{222}^2 > \frac{2}{3},
\]  
(A.6)

implying that \( \omega(c_1 = 0, c_2 = 1, \varphi_\alpha = 0) > 0 \). Thus, if the global maximum of \( \omega \) is attained at \( \varphi_1 - \varphi_2 \neq 0 \), there will always be another critical point of \( \omega \) with \( \varphi_1 - \varphi_2 = 0 \) at which \( \omega \) is still positive. Finally, a global phase \( \varphi_1 = \varphi_2 \) always drops out of \( \omega \), proving the claim.
Discarding the fourth critical point

After restricting to $p = 3$ and setting the complex phases to zero, we found four critical points of $\omega$ as a function of $\vartheta$. We now show that, as has been claimed in Section 3.3, that one of these, namely the one given by Eq. (3.46), can be discarded a priori in the search for the global maximum of $\omega$. As in the last section, we use the freedom in choosing $n^i_1$ and $n^i_2$ to set $D_{122} = 0$. Then by explicitly solving Eq. (3.46) for the critical point $\vartheta = \vartheta_4$ and plugging the result back into $\omega$ we find

$$\omega(\vartheta_4) = -1 + \frac{3}{2} \left[ D_{N,NN}(\vartheta_4) + D_{N,NM}(\vartheta_4) \right] = -1 + \frac{3}{2} \frac{D_{112}^2 (D_{112} + D_{222})^2 + D_{111}^2 D_{222}^2}{D_{111}^2 + (D_{112} + D_{222})^2}. \tag{B.1}$$

To prove that this can never constitute the global maximum of $\omega$, we have to show that

$$\max_{\vartheta \in [0, 2\pi]} D_{N,NN}(\vartheta) \geq \frac{D_{112}^2 (D_{112} + D_{222})^2 + D_{111}^2 D_{222}^2}{D_{111}^2 + (D_{112} + D_{222})^2}, \tag{B.2}$$

where

$$D_{N,NN} = \cos^3 \vartheta D_{111} + 3 \cos^2 \vartheta \sin \vartheta D_{112} + \sin^3 \vartheta D_{222}. \tag{B.3}$$

We abbreviate $x = \tan \vartheta$, $\lambda = D_{111}/D_{112}$ and $\mu = D_{222}/D_{112}$. If $|\mu| \geq 1$, setting $\vartheta = \pi/2$ shows the claim. If $|\lambda| \geq 1$, we can set $\vartheta = 0$ and are done. Let us thus assume that $|\lambda| < 1$ and $|\mu| < 1$. Then

$$\frac{D_{112}^2 (D_{112} + D_{222})^2 + D_{111}^2 D_{222}^2}{D_{111}^2 + (D_{112} + D_{222})^2} = D_{112}^2 + \frac{D_{111}^2 (D_{222}^2 - D_{112}^2)}{D_{111}^2 + (D_{112} + D_{222})^2} < D_{112}^2 \tag{B.4}$$

and the claim follows if there is an $x$ such that

$$\frac{1}{(1 + x^2)^3} (\lambda + 3x + \mu x^3)^2 \geq 1. \tag{B.5}$$

An extremum in $x$ of the left-hand side of Eq. (B.5) must satisfy

$$\lambda + 3x_0 + \mu x_0^3 = (1 + x_0^2) \left( \frac{1}{x_0} + \mu x_0 \right). \tag{B.6}$$

This equation is in fact only quadratic in $x_0$ and is solved by

$$x_0 = \frac{-\lambda \pm \sqrt{\lambda^2 - 4\mu + 8}}{2(2 - \mu)}. \tag{B.7}$$
Taking the ‘+’ solution if $\lambda \geq 0$ and the ‘−’ solution if $\lambda < 0$ we see that (by concavity of the square root)

$$x_0^2 \leq \frac{1}{2 - \mu}, \quad (B.8)$$

so

$$\frac{1}{1 + x_0^2} \geq \frac{2 - \mu}{3 - \mu}. \quad (B.9)$$

The next step is to show that $\left(\frac{1}{x_0} + \mu x_0\right)$ grows monotonically for $0 \leq \lambda \leq 1$. This can be seen from

$$\frac{\partial}{\partial \lambda} \left(\frac{1}{x_0} + \mu x_0\right) = \left(-\frac{1}{x_0^2} + \mu\right) \frac{\partial}{\partial \lambda} x_0 > 0, \quad (B.10)$$

because

$$\frac{\partial}{\partial \lambda} x_0 = \frac{1}{2(2 - \mu)} \left(\frac{\lambda}{\sqrt{\lambda^2 + \varepsilon^2}} - 1\right) < 0 \quad (B.11)$$

with $\varepsilon^2 = 8 - 4\mu > 0$ and

$$-\frac{1}{x_0^2} + \mu \leq 2\mu - 2 < 0. \quad (B.12)$$

This finally gives for $0 \leq \lambda \leq 1$

$$\frac{1}{(1 + x_0^2)^3} (\lambda + 3x_0 + \mu x_0^3)^2 \geq \frac{1}{1 + x_0^2} \left(\frac{1}{x_0} + \mu x_0\right)^2 \quad (B.13)$$

$$\geq \frac{2 - \mu}{3 - \mu} \left(\frac{1}{x_0} + \mu x_0\right)^2 \quad (B.14)$$

$$\geq \frac{2 - \mu}{3 - \mu} \left(2 - \mu + 2\mu + \frac{\mu^2}{2 - \mu}\right) \quad (B.15)$$

$$= \frac{4}{3 - \mu} > 1. \quad (B.16)$$

The calculation for $\lambda < 0$ is analogous. Alternatively, the claim follows by substituting $x \to -x$ in Eq. (B.5).
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