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Abstract

Single virus epidemics over complete networks are widely explored in the literature as the fraction of infected nodes is, under appropriate microscopic modeling of the virus infection, a Markov process. With non-complete networks, this macroscopic variable is no longer Markov. In this paper, we study virus diffusion, in particular, multi-virus epidemics, over non-complete stochastic networks. We focus on multipartite networks. In companying work [1], we show that the peer-to-peer local random rules of virus infection lead, in the limit of large multipartite networks, to the emergence of structured dynamics at the macroscale. The exact fluid limit evolution of the fraction of nodes infected by each virus strain across islands obeys a set of nonlinear coupled differential equations, see [1]. In this paper, we develop methods to analyze the qualitative behavior of these limiting dynamics, establishing conditions on the virus micro characteristics and network structure under which a virus persists or a natural selection phenomenon is observed.
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I. INTRODUCTION

This paper studies the macroscopic scale dynamics of a multi-virus epidemics or diffusion over large stochastic non-complete networks of agents. Questions of interest include when a virus persists, when among multiple strains of virus we observe survival of the fittest, or what is the distribution of the fraction
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of infected agents over the various strains of virus in the network. These are well studied when the network is complete, i.e., any agent interacts directly with any other agent, and a vast body of literature describes the dynamics of the fraction of infected nodes by nonlinear ordinary differential equations (ODEs) that are arrived at through conservation or full mixing arguments, [2]. These nonlinear ODEs can also be rigorously derived because the fraction of infected nodes in the complete network is a Markov process under the standard independence assumptions on the peer-to-peer (microscopic) infection process, and the resulting macroscopic or global behavior of the epidemics is the fluid limit of this Markov process as the size of the complete network grows to infinity, see [3], [4]. When the network is not complete, the fraction of network infected nodes is no longer Markov and studying the network global or macroscopic behavior is a major challenge. Attempts to overcome these difficulties make unsupported or unrealistic assumptions like the independence of the (random) states of infection of neighboring agents, [5]. In [1], we derive, from a basic microscopic SIS – susceptible-infected-susceptible – infection model and without making unrealistic simplifying assumptions, the mean field ODEs describing the global behavior of epidemics for a class of non-complete stochastic networks, namely, multipartite networks. The resulting mean field equations are nonlinear coupled ODEs. This paper studies the qualitative behavior of these mean field ODEs, i.e., the stability of their equilibria dynamics, to establish the emergent network macroscopic behaviors. Their coupled nonlinear behavior defies the use of Lyapunov methods. We develop a new methodology that upper- and lower-bounds the limiting dynamics of the stochastic network by the much simpler to analyze dynamics of first order nonlinear systems. We consider single- and multi-virus epidemics and arbitrary regular multipartite networks. This paper, together with [1], derives rigorously from basic peer-to-peer principles of diffusion the characterization of the global diffusion or infection behavior in multipartite networked systems in the limit of large systems. We believe this to be the first microscopic-to-macroscopic study that goes beyond complete networked systems to obtain the exact impact of a non-complete topology on global infection and diffusion dynamics.

Summary of the paper. Section II sets-up the model of microscopic epidemics, describes the multipartite network topology, and recalls the mean field equations in [1] governing the limiting dynamics. Section III establishes the qualitative behavior of the limiting dynamics for single and bi-viral epidemics in a bipartite network. Section IV extends these results to arbitrary general regular multipartite networks. Concluding remarks are in Section V.

II. Problem Setup

This section presents the underlying stochastic network model for the peer-to-peer virus infection and the mean field equations describing the macroscopic epidemics dynamics in the limit of large networks.
established in [1].

The environment where actions take place is a network modeled as an undirected simple graph (no self-loops) \( G = (V, E) \), where \( V \subset \mathbb{N} \) is the set of nodes and \( E = \{ \{i, j\} : i, j \in V \text{ and } i \neq j \} \) is the set of edges. We write \( i \sim j \) if \( i \) and \( j \) are neighbors, i.e., \( \{i, j\} \in E \). The number of nodes is \( |V| = N \).

On this network, the infection or diffusion process \( \left( X^N(t) \right) \) is the microstate of the network that collects the state of each node \( i \in V \) for every \( t \geq 0 \).

A. Microscopic infection model: Susceptible-infected-susceptible (SIS)

We assume that all stochastic processes are supported in a single probability space \((\Omega, \mathcal{F}, \mathbb{P})\).

State: With single virus, the microstate of the network is an \( N \)-dimensional vector state \( X^N(t) \) where its \( i \)-th component \( X^N_i(t, \omega) \) at time \( t \geq 0 \) and for the realization \( \omega \in \Omega \) can be in one of two states, i.e., it is binary valued: \( X^N_i(t, \omega) = 1 \) if node \( i \) is infected (or contaminated), and \( X^N_i(t, \omega) = 0 \) if it is healthy. These are the only two possible states. For \( K \) multiple strains of virus, the microstate is a \( N \times K \) matrix \( X^N(t) \in \{0, 1\}^{N \times K} \) where the rows index the nodes and the columns index the strains. A node \( i \in V \) is infected with strain \( k \in \{1, \ldots, K\} \) at time \( t \geq 0 \), if \( X^N_{ik}(t) = 1 \), and we say that node \( i \) is \( k \)-infected. Node \( i \in V \) is healthy at time \( t \geq 0 \), if \( X^N_{ik}(t) = 0 \) for all \( k \in \{1, \ldots, K\} \). The microstate is the mapping \( X^N \) summarized as:

\[
X^N : \mathbb{R}_+ \times \Omega \longrightarrow \{0, 1\}^{N \times K}, \quad (t, \omega) \longmapsto X^N(t, \omega).
\]

Local exclusion principle: At any \( t \geq 0 \), a node may only be infected by a single strain. If a node \( i \) infected by strain \( k_1 \) heals at time \( t = t^* \geq 0 \), it may be infected by strain \( k_2 \) at \( t^+ > t^* \). The rows in the microstate \( X^N(t) \) are either zero rows or have a single nonzero entry, which is a 1.

Actions: We assume a susceptible-infected-susceptible (SIS) model. When a node is infected, it is a matter of time to either contaminate its one-hop peers or to heal. We describe both the time for infection and for healing as independent exponentially distributed random variables. More specifically, each node has \( 1 + K \) independent clocks, one for healing and the other \( K \) clocks for the corresponding \( k \)-infection. Once a node is \( k \)-infected, all clocks, for healing and for \( k \)-infection, are activated and will ring after exponentially distributed random times. If the healing clock of an infected node rings first, say the healing clock of infected node \( i \) rings, node \( i \) heals. If the clock for the \( k \)-infection of any of the infected nodes rings first, say for infected node \( i \), node \( i \) infects a uniformly randomly chosen neighbor with virus strain \( k \). If the chosen peer is already infected (with any strain), by the local exclusion principle, the network microstate \( (X^N(t)) \) stays unchanged. Thus, our building block is a sequence of independent,
identical, exponentially distributed random variables \( T^c_n \sim \text{Exp} (\gamma_k) \) (superindex \( c \) for contamination) and \( T^h_n \sim \text{Exp} (\mu_k) \) (superindex \( h \) for healing). The parameters \( \gamma_k \) and \( \mu_k \) are the rates of \( k \)-infection and healing, indexed by the underlying strains. A strain of virus is characterized by a pair \((\gamma_k, \mu_k)\) and two strains 1 and 2 are different if \((\gamma_1, \mu_1) \neq (\gamma_2, \mu_2)\). Figure 1 illustrates the dynamics for a two

![Figure 1: Viral strains are characterized by transmission and healing rates. Once the clock for infection rings, a neighbor is randomly picked to be infected, unless it is already infected. The bottom left picture emphasizes the local exclusion principle.](image)

virus infection and the local exclusion principle--an infected node is not infected by another virus before healing first.

From the microscopic description of the law of evolution, the microstate \((X^N(t))\) is a Markov process. For a single virus with parameters \((\gamma, \mu)\), the generic entry \(Q(X^N(t), X^N(t) + v)\) of its transition rate matrix \(Q^N \in \mathbb{R}^{2^N \times 2^N}\) is:

\[
Q(X^N(t), X^N(t) + e_i) = \gamma \sum_{j \sim i} X^N_j(t) \frac{1}{d_j}, \quad i \text{ healthy}
\]

\[
Q(X^N(t), X^N(t) - e_i) = 0, \quad i \text{ healthy}
\]

\[
Q(X^N(t), X^N(t) + e_i) = 0, \quad i \text{ infected}
\]

\[
Q(X^N(t), X^N(t) - e_i) = \mu, \quad i \text{ infected}
\]

\[
Q(X^N(t), X^N(t) - v) = 0, \quad ||v||_1 > 1,
\]

where \(d_j\) is the degree or number of neighbors of node \(j\) and \(e_i \in \mathbb{R}^N\) is the canonical vector with all entries equal to zero except the \(i\)th entry that is 1. For \(K\)-virus, the rate \(Q^N\) is a tensor; its generic
element is a straightforward generalization of the generic entry of the rate matrix \( Q^N \) for a single virus. In the sequel, we usually consider explicitly the single virus epidemics, but still refer to \( Q^N \) as the rate or rate matrix, even if we study a \( K \)-virus epidemics.

**Network macrostate**: The rate matrix \( Q^N \) is too large even for moderate size networks. To address this curse of dimensionality, we rely on low-dimensional network state statistics \( Y = f(X) \), where \( f : \mathbb{R}^{N \times K} \rightarrow \mathbb{R}^M \) is a measurable function and \( M << N \). The stochastic process \( Y = (Y^N(t)) \) is referred to as a macrostate of the network. One macrostate of particular interest throughout this paper is the fraction of infected nodes of strain \( k \):

\[
Y^N_k(t) = \sum_{i=1}^{N} X^N_{ik}(t), \quad \bar{Y}^N_k(t) = \frac{Y^N_k(t)}{N},
\]

where \( Y^N_k(t) \) and \( \bar{Y}^N_k(t) \) represent the number and fraction, respectively, of nodes infected by strain \( k \) in the \( N \)-network at time \( t \), \( t \geq 0 \). For single virus, we write \( Y^N = (Y^N(t)) \) and \( \bar{Y}^N = (\bar{Y}^N(t)) \), dropping the superindex \( N \) when clear from the context.

**Example 1 (Complete network)** For a complete network, each node can infect any other node. For single virus, the transition rate of \( (Y^N(t)) \) depends solely on itself, e.g., [6], and this macrostate is Markov. To study its dynamics, we need its one-dimensional transition rate instead of the transition rates for the full \( 2^N \) microstate. We have:

\[
\begin{align*}
Q(Y^N(t), Y^N(t) + 1) &= \gamma Y^N(t) (N - Y^N(t)) \\
Q(Y^N(t), Y^N(t) - 1) &= \mu Y^N(t).
\end{align*}
\]

Complete networks are well studied in the micro-to-macro network diffusion. For instance, Reference [4] considers a multiclass flow of packets on a complete network. Starting from its microscopic statistics, it shows that the empirical distribution of nodes across the possible configurations of packets at each node \( (\bar{Y}^N(t)) \) is Markov, then it proves that the process converges weakly to the solution of an ordinary differential equation (ODE) as the number of nodes grows large, and provides the qualitative analysis of the resulting ODE.

To handle arbitrary topologies is much more challenging because, for a general network topology, the macrostate process \( (Y^N(t)) \) is not Markov as we show with the following example.

**Example 2 (Arbitrary network)** Consider the two microstate configurations in Figure 2 for a single virus cycle network \( C_6 \), where the darkened (colored) nodes represent infected nodes. We show that the rates
Figure 2: Two distinct microstates for a single virus cycle network $C_6$ with the same number of infected nodes, but leading to different cross-transition rates.

to increase the number of infected nodes process $(Y^N(t))$ are coupled with the microstate $(X^N(t))$. Indeed, the clustered configuration on the right yields a lower rate as the potential infections can come only from its boundary nodes, whereas in the configuration on the left, any neighbor of an infected node can be contaminated. In words, the rates at time $t$ are not uniquely determined by $Y^N(t)$ and depend on the microstate, or, more formally, they are not adapted to the natural filtration, the $\sigma$-algebra $\sigma (Y^N(s), s \leq t)$.

Example 2 shows that the dynamics in arbitrary networks are much more challenging than in complete networks. Reference [5] considers non complete topologies, bypassing the coupling problem illustrated in Example 2 by replacing the exact rates of transition of the microstate $(X^N(t))$ by their average. If the states of the nodes, i.e., the scalar entries of the microstate, were independent processes, the approximation would be accurate for large networks. But this is not the case as the authors themselves point out. Similar approaches replacing rates by their averages are standard with non complete networks. Another example, representative of many epidemics and diffusion macroscopic studies, is [7] that adopts it by neglecting the correlation among infected nodes when studying SIS epidemics in scale free networks.

In summary, the curse of dimensionality has been studied under one of the following settings:

1) **Bottom up over a complete network.** From the microstatistics of the diffusion, the low-dimensional process $(Y^N(t))$ is shown to be Markov--see [4], [3].

2) **Bottom up with relaxation.** Since the network topology is arbitrary, $(Y^N(t))$ is no longer Markov.

The non-Markovianity is bypassed by relaxing the micro model--neglecting correlations among microstates, or estimating bounds on the rates, see for example [5], [8].

3) **Prescribed mean field models.** The dynamics of virus diffusion as a function of global topological features are designed at the macroscale assuming average rates and neglecting correlations among nodes, see [7], [2], [9] for several models common in the literature.

To go beyond complete networks, we introduce multipartite networks in the next Subsection II-B and, in Subsection II-C, the mean field virus dynamics derived in [1].
B. Multipartite Networks

Multipartite networks may model networks of cities or local area networks connected by gateways.

Definition 3 (Multipartite network) A network $G = (V, E)$ is multipartite if there exists a partition $V = \{V_1, \ldots, V_M\}$ of $V$ such that $\{a, b\} \notin E$ for any $a, b \in V_i$ for any $i \in \{1, \ldots, M\}$. Moreover, the following condition holds true. With $i \neq j$:

$$u \in V_i, v \in V_j, u \sim v \Rightarrow w \sim r, \forall w \in V_i, r \in V_j.$$ 

When $M = 2$, the multipartite network has only two islands and is called bipartite. 

In the sequel, $V$ is partitioned as $V = \{V_1, \ldots, V_M\}$. The elements $V_i$ of the partition are islands or supernodes. The size of each island $V_i$ is its cardinality $N_i = |V_i|$. The vector $N = (N_1, \ldots, N_M)$ stacks the sizes $N_i$ of all $M$ islands. If the islands are evenly sized, $N = |V_i|, \ 1 \leq i \leq M$, the multipartite network is symmetric. By definition 3, if two nodes of different islands $U$ and $V$ are connected, then any node of $U$ is connected with any node of $V$. In this case, we say $U$ and $V$ are connected, writing $U \sim V$. This abstracts the supernetwork or supergraph topological structure of the islands. Figure 3 depicts a symmetric multipartite network.

![Figure 3](image)

Figure 3: Multipartite network: supernetwork of inter-islands; no intra-island communication.

Definition 4 (Superneighborhood) The superneighborhood of $U$ is

$$\mathcal{N}(U) = \{ V \in V : V \sim U \}.$$ 

The degree of island $U$ in the supernetwork, or superdegree of $U$, is $d_U = |\mathcal{N}(U)|$.

A multipartite network is regular if all islands have the same superdegree.

We adapt the SIS microscopic model of diffusion described in the previous Subsection II-A to multipartite networks. We define the binary tensor or hypermatrix microprocess $(X^N(t))$ as collecting the
state of each node over time in the multipartite network. The entry \( X_{ijk}^N(t) = 1 \) if node \( i \) at island \( j \) is infected at time \( t, t \geq 0 \), with virus strain \( k \in \{1, 2, \cdots, K\} \), and \( X_{ijk}^N(t) = 0 \) if the node \( i \) of island \( j \) is healthy or infected with a different strain. If only one strain of virus is present in the network, then, for notational simplicity, we suppress the extra index \( k \) and write simply \( X_{ij}^N(t) \). Our SIS microscopic infection model of diffusion is set at the node level and goes as follows. Once a node \( i \) in island \( U \) is \( y \)-infected, it transmits the infection to a randomly chosen node in a randomly chosen neighbor island \( V \) after an exponentially distributed random time \( T_{UV}^c \sim \text{Exp} \left( \gamma_{UV}^y \right) \), if at that time the node is still infected. If the chosen node at island \( V \) is already infected, then nothing happens. Also, an \( y \)-infected node heals after a random time \( T_h \sim \text{Exp} \left( \mu^y \right) \). All time service random variables are assumed to be independent and have support in a single probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \).

**Example 5 (Bipartite network)** We compute the rate to increase the process \((Y^N(t))\) of the total number of infected nodes for each of the two microstate configurations in Figure 4. The darkened (colored) nodes represent the infected nodes. Let \((Y_i^N(t)), i = 1, 2,\) be the stochastic process\(^1\) counting the number of infected individuals in each island \( i \in \{1, 2\} \) and \((Y^N(t)) = (Y_1^N(t), Y_2^N(t))\). We compute the rate \(Q^N(Y^N(t), Y^N(t) + e_i), i = 1, 2,\) at which the population of infected nodes increases by one unit. For the left configuration in Figure 4:

\[
Q^N(Y^N(t), Y^N(t) + e_1) = \gamma Y_2^N(t) \frac{(N_1 - Y_1^N(t))}{N_1} = \frac{4}{3} \gamma, \quad (1)
\]

\[
Q^N(Y^N(t), Y^N(t) + e_2) = \gamma Y_1^N(t) \frac{(N_2 - Y_2^N(t))}{N_2} = \frac{1}{3} \gamma, \quad (2)
\]

where \( e_i \) is the canonical vector–ith entry equal to 1 and zero at the remaining entries. The rate at which

\(^1\)The components of \((Y^N(t))\) are now subindexed by the islands and not by the virus strains as in the previous subsection.
the total population of infected notes \( Y^N \) increases is the sum of these two rates:

\[
\frac{5}{3} \gamma = \frac{4}{3} \gamma + \frac{1}{3} \gamma.
\]

This is the value indicated on the left of Figure 4. For the configuration on the right of Figure 4, a similar calculation shows that the population of infected nodes increases at the rate of \( 3 \gamma \). The two rates are different, and so, like for Example 2, \( Y^N \) is not Markov.

This Example shows that the number of infected nodes \((Y^N(t)) = (Y^N_1(t) + \ldots + Y^N_M(t))\) that is a Markov process for a complete network fails to be Markov in the multipartite network case. But Example 5 has more structure than Example 2. The two rates in (1) and (2) do NOT depend explicitly on the microstate \((X^N(t))\); they depend only on the macrostate \((Y^N(t)) = (Y^N_1(t), Y^N_2(t))\). If we computed the rate to reduce the infected population by one (healing only at time \(t\)), we would arrive at a similar conclusion—the rates depend only on the process \((Y^N(t))\). That is, the rate process \((Y^N(t))\) is adapted to its natural filtration, and the vector process \((Y^N(t)) = (Y^N_1(t), Y^N_2(t))\) is now Markov. This example illustrates intuitively that we can expect to derive a low-dimensional macrostate that is Markov for the bipartite network or further multipartite networks.

C. Mean Field Dynamics

Consider a single virus spread in a multipartite network with \( M \) islands, with \( N_i \) being the size (number of nodes) of island \( i \). Let: 1) \((Y^N_i(t))\) be the stochastic process counting the number of infected individuals in island \( i \) for \( i = 1, \ldots, M \), and \((Y^N(t)) = (Y^N_1(t) \ldots Y^N_M(t))\) be the corresponding macrostate vector; and 2) \( \bar{Y}^N_i(t) = \frac{Y^N_i(t)}{N_i} \) and \( \bar{Y}^N(t) = \left( \bar{Y}^N_1(t) \ldots \bar{Y}^N_M(t) \right) \) be the corresponding normalized macrostates and vector of normalized macrostates. The \( M \)-dimensional vectors \((Y^N(t))\) and \( \bar{Y}^N(t) \) collect the quantities of interest regarding the global behavior of the stochastic network. Since the number of islands in the network \( M << N \), these vectors are low dimensional, being potential candidates to be the macrostate of the network.

Reference [1] shows that \((Y^N(t))\) and \( \bar{Y}^N(t) \) are Markov and that \( \bar{Y}^N(t) \) in the limit of large networks converges weakly to the solution of the following coupled differential equations, \( i = 1, \ldots, M \):
information through the rate $\gamma_{ji}$ and the relative size parameter $\alpha_{ji}$. Without loss of generality (wlog), we take $\mu = 1$. We drop the bar in the rate parameter, referring to $\gamma_{ji}$ as $\gamma_{ji}$.

The solution to the $M$ equations (3) is in vector form $y(t) = (y_1(t) \cdots y_M(t))$ and the path solution is $(y(t))$. The path solution from initial condition $y(0) = y_0$ is $(y(t, y_0))$. The function $y : [0, +\infty) \times [0, 1]^M \to [0, 1]^M$ is also referred to as the flow of ODEs (3).

For the general bi-viral epidemics over a multipartite network, Reference [1] further shows that the limiting dynamics for the fraction of infected nodes for the two strains of virus converges weakly, under the Skorokhod topology in the space of càdlàg sample paths, to the solution of the coupled vector of $2M$ differential equations, $i = 1, \cdots, M$:

$$\frac{d}{dt} y_i(t) = \left( \sum_{j \sim i} \gamma^y_{ji} y_j(t) \right) (1 - x_i(t) - y_i(t)) - y_i(t)$$  \hspace{1cm} (4)

$$\frac{d}{dt} x_i(t) = \left( \sum_{j \sim i} \gamma^x_{ji} x_j(t) \right) (1 - x_i(t) - y_i(t)) - x_i(t),$$  \hspace{1cm} (5)

where $y_i(t)$ and $x_i(t)$ are the limiting fractions of infected nodes by virus strains $y$ and $x$ in island $i$; and $\gamma^y_{ji} = \gamma_{ji} \times \alpha_{ji}$ and $\gamma^x_{ji} = \gamma_{ji} \times \alpha_{ji}$ are the effective infection rates from island $j$ to island $i$. In (4) and (5), wlog $\mu_1 = \mu_2 = 1$. Similarly to the single virus epidemics, the path solution to (4)-(5), for the two viral strains, is $(y(t), x(t))$. Solutions parameterized by the initial conditions $(y_0, x_0)$ are represented by $(y(t, (y_0, x_0)), x(t, (y_0, x_0)))$. We drop the over bars on the rates.

These limiting dynamics are derived in [1]. The next Section studies the qualitative behavior of the $M$ ODEs (3) for single virus and of the $2M$ ODEs (4) and (5) for the bi-virus case.

III. MACROSCOPIC MODEL – BIPARTITE NETWORKS

We investigate the macroscopic behavior of epidemics by studying qualitatively the dynamics of the limiting vector process $(y(t))$. We build our results in steps. This section focus on bipartite networks considering single virus epidemics in Subsection III-A and multi-virus epidemics in Subsection III-B; preliminary results were presented in [10]. We then extend the analysis of single and bi-virus epidemics to regular multipartite networks under multi-virus epidemics in Section IV.

We derive conditions on the parameters of the microscopic SIS virus model and on the network structure for a macroscopic behavior to emerge in the stochastic large network—a strain perpetuates, or a survival of the fittest is observed. For a bipartite network, these questions translate into the dynamics of the density of infected nodes in each island per strain. The mean field dynamics are characterized by a
nonlinear system of coupled ODEs, see for example (3), that are derived in [1] as fluid limit dynamics from the local peer-to-peer diffusion model, as we discussed in Subsection II-C.

The qualitative analysis of dynamical systems comprises characterizing their attractors and basins of attraction. In general, this is achieved by either Lyapunov theory or numerical simulations. For the coupled nonlinear equations (3) or (4)–(5), a Lyapunov function is not readily available. Instead, we explore the monotonous property of our system of coupled nonlinear ODEs. We state it for the single virus bipartite structure of the mean field dynamical system. We rely on the following observation that captures a special nonlinear equations (3) or (4)–(5), a Lyapunov function is not readily available. Instead, we explore the monotonous property of our system of coupled nonlinear ODEs. We state it for the single virus bipartite network and the set of ODEs (3).

Consider two isomorphic copies $B_1$ and $B_2$ of the same bipartite network infected by the same virus. If at time $t_1$, the bipartite network $B_1$ presents a higher degree of infection $z(t_1) = (z_1(t_1), z_2(t_1))$ on both islands when compared to the infection level $y(t_1) = (y_1(t_1), y_2(t_1))$ in $B_2$, then the epidemics state of $B_1$ will dominate the state of $B_2$ for all future times, i.e., $z(t) \geq y(t)$ for all $t \geq t_1$. In particular, if the initial states of islands 1 and 2 are given by $z(0) = (z_1(0), z_2(0))$ and $y(0) = (y_1(0), y_2(0))$ with $z_1(0) \geq y_1(0)$ and $z_2(0) \geq y_2(0)$ then, the infection rate $(y(t))$ for $B_2$ is upperbounded by the infection rate $(z(t))$ for $B_1$ for all $t \geq 0$. More generally, this property holds for regular multipartite networks and will be particularly explored to establish survival of the fittest: at most the strongest strain persists in the network and the remaining weaker ones necessarily die out. This turns out to be a crucial observation since for the symmetric bipartite network $(N_1 = N_2)$ with symmetric initial conditions, $y_1(0) = y_2(0) = y_0$, the induced solution $(y(t, y_0)) = (y(t, (y_0, y_0)), y(t, (y_0, y_0)))$ can be easily characterized, and it can be used to bound the solutions of more general infection regimens.

**Preliminary Notation.** We summarize the main notation used throughout this section: $(n)_i(t)$: $n$th derivative of the fraction of $y$-infected nodes at island $i$ at time $t$, $t \geq 0$; $\mathcal{N}(i)$: represents the 1-hop neighborhood of island $i$; $\mathcal{N}^2(i)$: represents the 2nd order neighborhood of $i$, that is, $j \in \mathcal{N}^2(i)$ if and only if the shortest path connecting $i$ and $j$ (a.k.a. geodesic) has a length of 2 hops; $j \in \mathcal{N}^n(i)$: if and only if there exists $k \in \mathcal{N}^{n-1}(i)$ with $j \sim k$, i.e., the geodesic connecting $i$ and $j$ comprises $n$ hops; $x \leq y \in \mathbb{R}^n$: means $y - x \in \mathbb{R}^n_+$; $x \wedge y$: equal to $x$ if $x < y$ or equal to $y$ in $\mathbb{R}$, otherwise; $\phi(t, \phi_0)$: represents the solution of ordinary differential equation $\dot{y} = F(y)$ as a flow $\phi: \mathbb{R}_+ \times D \rightarrow D$, representing the state of the system at time $t$ with initial state $\phi_0$; $1_n \in \mathbb{R}^n$: vector with all entries equal to one. The subindex may be omitted whenever there is no room for ambiguity; and $\Delta_n$: simplex in $\mathbb{R}^n$ defined as $\Delta_n = \{ v \in \mathbb{R}^n_+ : \langle v, 1_n \rangle \leq 1 \}$, where $\langle \cdot, \cdot \rangle$ is the standard Euclidean inner product of vectors.
A. Bipartite network: Single virus

This Section considers single virus epidemics in a bipartite network. A graph is bipartite when the number of islands in the multipartite network is two. We first define a bipartite symmetric configuration that will be explored through the rest of this section.

**Definition 6 (Symmetric configuration)** The single virus epidemics in a bipartite network has a symmetric configuration if and only if: 1) Symmetric network, \( \alpha_{12} = \alpha_{21} \) (islands have asymptotically the same size,) that is, \( \gamma_{12} = \gamma_{21} \); 2) Normalized healing rate \( \mu = 1 \).

We rewrite (3) for the symmetric configuration. The limiting rates of infection \((y_1(t))\) and \((y_2(t))\) of occupancy in islands 1 and 2, respectively, are given by:

\[
\frac{d}{dt}y_1(t) = \gamma y_2(t)(1 - y_1(t)) - y_1(t) \quad (6)
\]

\[
\frac{d}{dt}y_2(t) = \gamma y_1(t)(1 - y_2(t)) - y_2(t). \quad (7)
\]

The solution \((y(t)) = (y_1(t), y_2(t))\) to (6)-(7) with initial condition \(y_0 \in [0,1]^2\) exists and is unique since the dynamics are (globally) Lipschitz over the domain \(D = [0,1] \times [0,1]\). Note that the set \(D\) is invariant with respect to the dynamics, that is, if \(y(0) = (y_1(0), y_2(0)) \in D\) then, \(y(t, y(0)) \in D, \forall t \geq 0\). This follows of course from the underlying physical system, and it is easily established from the (ODE) limiting dynamics. The fact that \(D\) is compact further implies that the solutions are defined for all \(t, t \geq 0\).

We determine the qualitative behavior of the coupled system of two nonlinear ODEs (6)-(7), i.e., their critical points and corresponding basins of attraction. There are two critical points: \(y^{(\text{eq1})} = \left(1 - \frac{1}{\gamma}, 1 - \frac{1}{\gamma}\right)\) and \(y^{(\text{eq2})} = 0\). We will show \(y^{(\text{eq})}\) is a global attractor if \(\gamma > 1\), otherwise \(y_{1,2}(t) \to 0\).

In words, the \(y\)-virus survives if \(\gamma > 1\), otherwise, it eventually dies out.

The next Theorem reveals a monotone aspect of the dynamical system (6)-(7) that will be further explored in a more general setting – an upper-bound on the initial conditions is preserved by the flow of the dynamical system (6)-(7) through all time \(t \geq 0\).

**Theorem 7** Let \((y(t, y(0)))_{t \geq 0}\) be the solution of (6)-(7) with initial condition \(y(0) \in D\). Then,

\[y(0) \leq y_0 \in D \Rightarrow y(t, y(0)) \leq y(t, y_0), \quad \forall \ t \geq 0.\]

**Proof:** If \(y(0) = y_0\) then, by uniqueness \(y(t, y(0)) = y(t, y_0)\) for all \(t \geq 0\), and the result holds. Now, let \(y(0) \leq y_0\) with \(y(0) \neq y_0\). Define \(T = \inf\{t : t \geq 0, y(t, y(0)) \notin y(t, y_0)\}\) and
assume that $T < +\infty$. Since the flow is continuous and uniqueness is preserved for all $t \geq 0$, then, $y_1(T, y(0)) = y_1(T, y_0)$ and $y_2(T, y(0)) < y_2(T, y_0)$ (up to a relabeling.) Observe from equations (6)-(7) that $\dot{y}_1(T, y(0)) < \dot{y}_1(T, y_0)$. Therefore,

$$\exists \epsilon_1 > 0 : y_1(t, y(0)) < y_1(t, y_0), \; \forall \; T < t < T + \epsilon_1.$$ 

Moreover,

$$y_2(T, y(0)) < y_2(T, y_0) \Rightarrow \exists \epsilon_2 > 0 : y_2(t, y(0)) < y_2(t, y_0), \; \forall \; T < t < T + \epsilon_2.$$ 

Thus, we conclude that $y(T + \epsilon, y(0)) \leq y(T + \epsilon, y_0)$, where $\epsilon = \epsilon_1 \wedge \epsilon_2$. This contradicts the definition of $T$ and the assumption that it is finite. 

Before completing the analysis for the bipartite single virus case, we consider the simple case where the initial infection rates are the same, i.e., $y_1(0) = y_2(0) = y(0) = y_0$. Then, we claim, $y_1(t, (y_0, y_0)) = y_2(t, (y_0, y_0)), \; \forall \; t \geq 0$. Indeed, if $(z(t))$ is solution of

$$\frac{d}{dt} z(t) \begin{bmatrix} 1 \\ 1 \end{bmatrix} = \gamma z(t) \begin{bmatrix} 1 - z(t) - z(t) \end{bmatrix} \begin{bmatrix} 1 \\ 1 \end{bmatrix},$$

it is easy to check that $z(t) \to 0$ if $\gamma \leq 1$, and that $z(t) \to 1 - \frac{1}{\gamma}$ if $\gamma > 1$, regardless of the initial conditions.

The next Theorem builds on Theorem 7 to complete the analysis for the bipartite single virus case, namely, it implies that, if $\gamma > 1$, then the virus survives, otherwise, it dies out.

**Theorem 8** Let $(y(t, y_0))$ be the solution of (6)-(7) with $y_0 \neq 0$. Then,

$$\gamma > 1 \Rightarrow y(t) \to \begin{pmatrix} 1 - \frac{1}{\gamma} \\ 1 - \frac{1}{\gamma} \end{pmatrix},$$

$$\gamma \leq 1 \Rightarrow y(t) \to 0.$$ 

**Proof:** First, assume $y(0) = y_0 > 0$ and $\gamma > 1$. Choose $\epsilon > 0$ so that $y_0 > \epsilon 1_2 > 0$. From Theorem 7, $y(t, y_0) \geq y(t, \epsilon 1_2), \; \forall \; t \geq 0$. Thus,

$$\lim_{t \to \infty} \inf y(t, y_0) \geq \lim_{t \to \infty} y(t, \epsilon 1_2) = \left(1 - \frac{1}{\gamma}\right) 1_2.$$ 

The last equality follows from the asymptotics of (8). Similarly, we upperbound the solution by $y(t, y_0) \leq y(t, 1_2), \; \forall \; t \geq 0$. Thus

$$\lim_{t \to \infty} \sup y(t, y_0) \leq \left(1 - \frac{1}{\gamma}\right) 1_2.$$
Now, assume \( y_1(0) = 0 \) and \( y_2(0) > 0 \). Then, \( \dot{y}_1(0) = \gamma y_2(0) > 0 \). Therefore, by the same argument as in the proof of Theorem 7, there exists \( T > 0 \) so that \( (y(t, y_0)) > 0, \forall \ 0 < t < T \). Choose, \( t_0 \in (0, T) \).

Then, \( y(t, y_0) = y(t - t_0, y(t_0)), \forall \ t \geq t_0 \). Since \( y(t_0) > 0 \),

\[
\lim_{t \to \infty} y(t, y_0) = \lim_{t \to \infty} y(t - t_0, y(t_0)) = \left( 1 - \frac{1}{\gamma} \right) 1_2.
\]

The argument repeats for \( \gamma \leq 1 \).

Alternatively, we can prove Theorem 8 by defining the error function

\[
w(y) := \frac{1}{2} (y_1 - y_2)^2 \geq 0,
\]

which, for all time \( t, t \geq 0 \) and any solution \( (y(t)) \) of (6)-(7), leads to

\[
\frac{d}{dt} w(y(t)) = (y_1(t) - y_2(t)) (\gamma (y_2(t) - y_1(t)) - (y_1(t) - y_2(t)))
\]

\[
= -(y_1(t) - y_2(t))^2 (\gamma + 1) \leq 0,
\]

In words, \( w \) is a Lyapunov function for the attractor given by the set of configurations where islands are evenly infected, i.e., the straight line \( r = \{(y_1, y_2) \in \mathbb{R}^2 : y_1 = y_2\} \cap D \). Since the set \( D \) is compact and the singleton \( \{(1 - \frac{1}{\gamma}, 1 - \frac{1}{\gamma})\} \) is the maximally invariant subset of the straight line \( r \) for the dynamics (6)-(7), Theorem 8 follows.

It is not clear how to extend this alternative proof to Theorem 8 to the more general cases of two virus or over multipartite networks. Therefore, in the following Sections, we explore the monotonicity property of the dynamical system to analyze these more general cases, starting in the next Subsection, by extending the analysis to bi-viral infection in bipartite networks.

**B. Bipartite Network: Bi-viral Epidemics**

Consider two viruses \( x \) and \( y \), and \( x_i(t), y_i(t) \) be the fractions of \( x \)- and \( y \)-infected nodes at island \( i \), \( i = 1, 2 \), at time \( t \geq 0 \) for the limiting dynamics. We consider the symmetric configuration in Definition 6 with micro infection parameters \( \gamma^x \) and \( \gamma^y \) for the virus \( x \) and \( y \). We write (4)-(5) for the bi-virus epidemics for a bipartite symmetric configuration, \( i, j = 1, 2, i \neq j \):

\[
\frac{d}{dt} y_i(t) = \gamma^y y_j(t) (1 - y_i(t) - x_i(t)) - y_i(t)
\]

\[
\frac{d}{dt} x_i(t) = \gamma^x x_j(t) (1 - y_i(t) - x_i(t)) - x_i(t).
\]
From the exclusion principle, the sets of $x$- and $y$-infected nodes in island $i$ are disjoint with $0 \leq y_1(t) + x_i(t) \leq 1$, $\forall t \geq 0$ and $i = 1, 2$. The invariant domain is $\mathcal{D} = \Delta_2 \times \Delta_2$.

\[
\Delta_2 = \{ (x, y) \in \mathbb{R}^2 : x, y \geq 0 \land x + y \leq 1 \},
\]

the simplex in $\mathbb{R}^2$. In Subsection III-A, the solutions symmetrically initialized—namely, $y_1(0) = y_2(0)$—were easily characterized, and any solution was appropriately lower/upper bounded by such easy solutions, from which we determined the long term behavior of any solution. We extend this to bi-virus. We start by extending Theorem 7.

**Theorem 9** Let $(z(t, z(0)))_{t \geq 0}$ solve (10)-(11) where $z(0) = (x(0), y(0)) \in \mathcal{D}$, $y(0) = (y_1(0), y_2(0))$, $x(0) = (x_1(0), x_2(0))$. Then, $\forall t \geq 0$, $x_0 = (x_{01}, x_{02})$, $y_0 = (y_{01}, y_{02}) \in \Delta_2$, $x(t) = (x_1(t), x_2(t))$, $y(t) = (y_1(t), y_2(t))$, and $z_0 = (x_0, y_0)$:

\[
y(0) \leq y_0 \text{ and } x(0) \geq x_0 \Rightarrow y(t, z(0)) \leq y(t, z_0) \text{ and } x(t, z(0)) \geq x(t, z_0).
\]

**Proof:** Of course, if $y(0) = y_0$ and $x(0) = x_0$ (i.e., $z(0) = z_0$), then, by uniqueness, $z(t, z(0)) = z(t, z_0)$, $\forall t \geq 0$, and the Theorem holds. Let us further assume that $y(0) \neq y_0$. Similarly to the proof of Theorem 7, define

\[
T = \inf \{ t : t \geq 0, y(t, y(0)) \not\leq y(t, y_0) \text{ or } x(t, x(0)) \not\geq x(t, x_0) \}.
\]

Assume $T < \infty$. Then, with $i \neq j$, $i, j \in \{1, 2\}$, we have one of the two configurations below:

\[
y_i(T, z(0)) = y_i(T, z_0) \text{ and } y_j(T, z(0)) < y_j(T, z_0) \quad (12)
\]

\[
x_i(T, z(0)) = x_i(T, z_0) \text{ and } x_j(T, z(0)) > x_j(T, z_0). \quad (13)
\]

Without loss of generality, choose configuration (12) with $i = 1$ and $j = 2$.

**Case 1:** If $x_1(T, z(0)) + y_1(T, z(0)) < 1$, then, from (10) and (11), we have

\[
\dot{y}_1(T, z(0)) < \dot{y}_1(T, z_0).
\]

Therefore,

\[
\exists \epsilon_1 > 0 : y_1(t, z(0)) < y_1(t, z_0), \quad \forall T < t < T + \epsilon_1.
\]

Also,

\[
y_2(T, z(0)) < y_2(T, z_0) \Rightarrow \exists \epsilon_2 > 0 : y_2(t, z(0)) < y_2(t, z_0), \quad \forall T < t < T + \epsilon_2.
\]
Thus,

\[ y(t, z(0)) \leq y(t, z_0), \forall \ T < t < T + \epsilon \]

with \( \epsilon = \epsilon_1 \land \epsilon_2 \). In the same way, we can conclude that for some \( \alpha > 0 \):

\[ x(t, z(0)) \geq x(t, z_0), \forall \ T < t < T + \alpha. \]

**Case 2:** If \( x_1(T, z(0)) + y_1(T, z(0)) = 1 \), then, for all \( t \in (T, T + \epsilon) \):

\[ \dot{x}_1(T, z(0)) + \dot{y}_1(T, z(0)) = -(x_1(T) + y_1(T)) < 0 \Rightarrow \exists \epsilon > 0: x_1(t, z(0)) + y_1(t, z(0)) < 1. \]

From case 1, we reach a contradiction on \( T \), and the Theorem is proved.

Figure 5 depicts geometrically Theorem 9 as the monotonous property in Theorem 9 is equivalent to the invariance of the set given by the Cartesian product of the dark (colored) triangles in Figure 5.

![Figure 5: Phase space of the augmented dynamical system](image)

Figure 5: Phase space of the augmented dynamical system \((\bar{x}_1(t), x_1(t), \bar{y}_1(t), y_1(t), \bar{x}_2(t), x_2(t), \bar{y}_2(t), y_2(t))\)

Similarly to as done in the previous subsection, given any initial condition

\[ (x_1(0), x_2(0), y_1(0), y_2(0)) > 0, \]

we may choose \( \bar{x}_1(0) = \bar{x}_2(0) = \max\{x_1(0), x_2(0)\} \) and \( \bar{y}_1(0) = \bar{y}_2(0) = \min\{y_1(0), y_2(0)\} \). In this case, \((\bar{x}_1(t), \bar{x}_2(t), \bar{y}_1(t), \bar{y}_2(t))\) is solution of the reduced system

\[ \begin{align*} 
\dot{\bar{x}}_1(t) \mathbf{1}_2 &= (\gamma^x \bar{x}(t) (1 - \bar{x}(t) - \bar{y}(t)) - \bar{x}(t)) \mathbf{1}_2 \quad (15) \\
\dot{\bar{y}}_1(t) \mathbf{1}_2 &= (\gamma^y \bar{y}(t) (1 - \bar{x}(t) - \bar{y}(t)) - \bar{y}(t)) \mathbf{1}_2. \quad (16) 
\end{align*} \]
Remark that these equations (15) and (16) represent the dynamics of bi-viral epidemics over a complete network as studied in [6]. Therefore, if \( \gamma^x > \gamma^y \)

\[
\lim_{t \to \infty} \tilde{x}_1(t) = \left( 1 - \frac{1}{\gamma^x} \right) \\
\lim_{t \to \infty} \tilde{x}_2(t) = \left( 1 - \frac{1}{\gamma^x} \right) \\
\lim_{t \to \infty} \tilde{y}_1(t) = 0 \\
\lim_{t \to \infty} \tilde{y}_2(t) = 0,
\]

regardless of the initial conditions. Also, choosing \( \tilde{x}_1(0) = \tilde{x}_2(0) = \min\{x_1(0), x_2(0)\} \) and \( \tilde{y}_1(0) = \tilde{y}_2(0) = \max\{y_1(0), y_2(0)\} \), we have

\[
\lim_{t \to \infty} \tilde{x}_1(t) = \left( 1 - \frac{1}{\gamma^x} \right) \\
\lim_{t \to \infty} \tilde{x}_2(t) = \left( 1 - \frac{1}{\gamma^x} \right) \\
\lim_{t \to \infty} \tilde{y}_1(t) = 0 \\
\lim_{t \to \infty} \tilde{y}_2(t) = 0.
\]

Therefore, since (from Theorem 9) \( \tilde{x}_i(t) \leq x_i(t) \leq \tilde{x}_i(t) \) and \( \tilde{y}_i(t) \leq y_i(t) \leq \tilde{y}_i(t) \), \( \forall \ t \geq 0 \), then

\[
\lim_{t \to \infty} x_1(t) = \left( 1 - \frac{1}{\gamma^x} \right) \\
\lim_{t \to \infty} x_2(t) = \left( 1 - \frac{1}{\gamma^x} \right) \\
\lim_{t \to \infty} y_1(t) = 0 \\
\lim_{t \to \infty} y_2(t) = 0.
\]

The case when \( x_i(0) = 0 \) or \( y_i(0) = 0 \) for some \( i = 1, 2 \) is treated similarly as in the proof of Theorem 7, in that there exists \( \delta > 0 \) so that \( x_i(t) > 0 \) for all \( t \in (0, \delta) \) and \( i = 1, 2 \) as long as \( x_1(0) > 0 \) or \( x_2(0) > 0 \). Otherwise, \( (x_1(0), x_2(0)) = 0 \) is an equilibrium point (no virus of type \( x \) in the system) and \( (x_1(t), x_2(t)) = 0 \) for all \( t \geq 0 \). Figure 6 illustrates the possibility of bounding any configuration by simpler symmetric well-characterized configurations. Such bounds are preserved for all \( t, t \geq 0 \) as established in Theorem 9.
IV. MACROSCOPIC BEHAVIOR – REGULAR MULTIPARTITE NETWORKS

This Section extends the results on the macroscopic behavior for bipartite networks in Section III to arbitrary regular multipartite networks. We recall that a multipartite network is regular if the superdegree is the same for every island in the supernetwork. Subsection IV-A considers single virus infection, while Subsection IV-B analyzes the epidemics of multiple virus strains. The focus is again on the qualitative dynamics of the vector process \( (y(t)) \) of the fractions of infected nodes in each island by each virus in the asymptotic limit of large multipartite networks.

A. Regular Multipartite Network: Single Virus

We study a single virus in a regular multipartite network. Wlog, we consider the symmetric configuration in Definition 6 where all islands of the multipartite network have the same size and the inter rates of infection are equal, \( \gamma_{ij} \equiv \gamma, 1 \leq i, j \leq M, i \neq j \). In a multipartite network, whenever a node from one island connects to a node from another island, then any node from the first island connects to any node in the second island. The mean field dynamics of a single virus epidemics over a large symmetric configuration regular multipartite network with \( M \) islands is obtained by specializing (3) to the symmetric configuration. We get the \( M \) coupled nonlinear ordinary differential equations, \( i = 1, \ldots, M \): 

\[
\frac{d}{dt} y_i(t) = \left( \gamma \sum_{j \neq i} y_j(t) \right) (1 - y_i(t)) - y_i(t) F_i(y). \tag{17}
\]

We define the vector field \( \mathbf{F}(y) = (F_1(y), \ldots, F_M(y)) \). The next two Theorems are crucial to establishing the main result of this subsection in Theorem 13 and, moreover, they reveal the qualitative impact of the
super-topology on the regularity of the solutions. Namely, they state that the degree of infection at island \( j \) has an impact on the fraction of infected nodes at island \( i \), \( n \)-hops away from \( j \), through perturbations of its \( n \)-th (or higher than \( n \)) order derivative.

**Theorem 10** Let \( y_i(t) = 0 \) and \( y_j(t) = 0 \), \( \forall j \in \bigcup_{l=1}^{n} \mathcal{N}^l(i) \) for some time \( t \geq 0 \). Then,

\[
^{(\ell)} y_i(t) = 0, \quad 0 < \ell \leq n,
\]

that is, if there are no infected islands within a neighborhood up to order \( n \) of island \( i \), then all derivatives of \( y_i(t) \) up to order \( n \) are zero.

**Proof:** We apply induction on the order \( n \).

**Step 1:** For \( n = 1 \):

\[
\dot{y}_i(t) = \left( \gamma \sum_{q \sim i} y_q(t) \right) (1 - y_i(t)) - y_i(t) = 0.
\]

**Step 2:** **Induction step.** We assume that Theorem 10 holds for \( n - 1 \) and prove it holds for order \( n \). By algebraic and reordering manipulations, we can show:

\[
^{(n)} y_i(t) = \left( \gamma \sum_{k \sim i}^{(n-1)} y_k(t) \right) - \sum_{\ell=0}^{n-1} \binom{n-1}{\ell} y_i(t) \left( \sum_{q \sim i}^{(n-1-\ell)} y_q(t) \right) - \binom{n-1}{1} y_i(t)
\]

holds for all \( n \in \mathbb{N} \). We analyze now each term. First, note that from the induction hypothesis \( ^{(\ell)} y_i(t) = 0 \) for all \( l = 1, \ldots, n - 1 \).

**A:** Since by assumption \( y_j(t) = 0 \), \( \forall j \in \bigcup_{l=1}^{n} \mathcal{N}^l(i) \), then, if \( k \in \mathcal{N}(i) \), by induction, \( ^{(\ell)} y_k(t) = 0 \) for all \( l = 1, \ldots, n - 1 \). Therefore, \( \gamma \sum_{k \sim j}^{(n-1)} y_k(t) = 0 \), i.e., term A is zero.

**B:** By assumption, \( y_i(t) = 0 \), and by induction, for all \( l = 1, \ldots, n - 1 \), \( ^{(\ell)} y_i(t) = 0 \), hence term B is zero.

**C:** Term C is zero, since by induction \( ^{(n-1)} y_i(t) = 0 \).

The next Theorem states that higher order moments are sensitive to further away infected islands–island \( i \) located \( n \)-hops away from island \( j \), affects only the \( n \)-th-order derivative of \( j \).

**Theorem 11** Let \( y_i(t) > 0 \) and \( y_j(t) = 0 \), \( \forall j \neq i \) for some time \( t \geq 0 \). Then, \( \forall \ell < n \)

\[
 j \in \mathcal{N}^n(i) \Rightarrow ^{(n)} y_j(t) > 0 \quad \text{and} \quad ^{(\ell)} y_j(t) = 0.
\]
By Theorem 11, when island $i$ is the only infected island in the network, infection at island $j$ $n$-hops away from $i$ is perturbed only through its $n$th-order derivative $y^{(n)}_j(t)$.

**Proof:** Again,

$$y^{(n)}_j(t) = \left( \gamma \sum_{k \sim j} y^{(n-1)}_k(t) \right) - \sum_{\ell=0}^{n-1} \left( \begin{array}{c} n-1 \\ \ell \end{array} \right) (t^{(\ell)} y_j(t)) - \sum_{q \sim j} \gamma y^{(n-1)}_q(t) - y^{(n)}_j(t).$$

Now, we apply induction on the number of hops $n$.

**Step 1:** For $n = 1$, we have that $j \in \mathcal{N}(i)$ and

$$\dot{y}_j(t) = \left( \gamma \sum_{k \sim j} y_k(t) \right) (1 - y_j(t)) - y_j(t) = \gamma \sum_{k \sim j} y_k(t).$$

Therefore, $\gamma \sum_{k \sim j} y_k(t) > 0$ and term $A$ is strictly positive.

**Step 2:** **Induction step.** Assume assertion (19) holds for $n - 1$. We consider successively the terms $A$, $B$, and $C$.

- **A:** By definition, $j \in \mathcal{N}^n(i) \Rightarrow \exists k \in \mathcal{N}^{n-1}(i) : j \sim k$. From the induction hypothesis, $y^{(n-1)}_k(t) > 0$. Therefore, $\gamma \sum_{k \sim j} y^{(n-1)}_k(t) > 0$ and term $A$ is strictly positive.

- **B:** From Theorem 10, for $j \in \mathcal{N}^n(i)$, $(t^{(\ell)} y_j(t)) = 0$, $\forall \ell = 1, \ldots, n - 1$, and, thus, term $B$ is zero.

- **C:** From Theorem 10, for $j \in \mathcal{N}^n(i)$, $(t^{(n-1)} y_j(t)) = 0$, and term $C$ is zero.

Therefore, $y^{(n)}_j(t) > 0$ with $(t^{(\ell)} y_j(t)) = 0$, $\forall \ell < n$, and the Theorem is proved.

Theorems 10 and 11 reveal the impact of the super-topology on the inter-dependence among the geometric aspects (e.g., derivative, curvature) of the infected populations across the islands, namely, a perturbation on the infected population of an island $i$ will perturb its immediate neighbors by perturbing their first derivatives. In general, for an $n$-hop geodesic connecting $i$ and $j$, we have that perturbations on $y_i(t)$ only affect the $n$th order curvature $y^{(n)}_j(t)$ in $j$.

Next, we extend Theorem 7 to regular multipartite networks, confirming that the state of infection of a regular multipartite network with a dominant initial degree of infection dominates the state of infection of other equivalent regular networks across the whole time $t$, $t \geq 0$.

**Theorem 12** Let $(y(t))$ be the limiting macrostate in a regular multipartite network. Then,

$$y(0) \leq y_0 \Rightarrow y(t, y(0)) \leq y(t, y_0), \quad \forall t \geq 0.$$
Proof: We show the invariance with respect to the dynamics (17) of the set
\[ B = \{(y, \bar{y}) \in \mathbb{R}^{2M} : y_i \geq \bar{y}_i, i = 1, \ldots, M\} \cap [0,1]^{2M}. \]

Let \((y(t,y_0),y(t,y(0)))\) be the solution of
\[ \frac{d}{dt}(y(t),z(t)) = (F(y(t)),F(z(t))). \]  

(20)

Then, it is enough to investigate the decoupled augmented vector field \(\bar{F}(y,\bar{y}) = (F(y),F(\bar{y}))\) over the boundary of \(B\) to establish that once started there, the solution \((y(t,y_0),y(t,y(0)))\) never escapes the set \(B\), i.e., \(y(t,y_0) \geq y(t,y(0))\) for all \(t, t \geq 0\), if \(y_0 \geq y(0)\). The set \(B\) is depicted in Figure 7 as the Cartesian product of triangles and one has to assure that no solution components can leave the triangular regions. Let \(t > 0\) be such that:

Case 1: \(y_i(t) = 1, 0 < \bar{y}_i(t) < 1:\)
\[ F_i(y(t)) = \frac{d}{dt}y_i(t) = -y_i(t) = -1 < 0 \]

Case 2: \(\bar{y}_i(t) = 0, 0 < y_i(t) < 1:\)
\[ F_i(\bar{y}(t)) = \frac{d}{dt}\bar{y}_i(t) = \gamma \sum_{j \sim i} y_j(t) > 0 \]

Case 3: \(0 \leq y_i(t) = \bar{y}_i(t) \leq 1:\)
\[
\begin{align*}
F_i(y(t)) &= \frac{d}{dt}y_i(t) = \left(\gamma \sum_{j \sim i} y_j(t)\right)(1 - y_i(t)) - y_i(t) \\
F_i(\bar{y}(t)) &= \frac{d}{dt}\bar{y}_i(t) = \left(\gamma \sum_{j \sim i} \bar{y}_j(t)\right)(1 - \bar{y}_i(t)) - \bar{y}_i(t) \\
&= \left(\gamma \sum_{j \sim i} \bar{y}_j(t)\right)(1 - y_i(t)) - y_i(t). \\
\end{align*}
\]

(21)

If \(y_j(0) \geq \bar{y}_j(0), \forall \ j \in \mathcal{N}(i)\), with strict inequality for at least some \(j \in \mathcal{N}(i)\), then \(F_i(y(0)) = \dot{y}_i(0) > \dot{\bar{y}}_i(0) = F_i(\bar{y}(0))\) and, therefore, from Theorem 19 and the analyticity of the vector field \(F\) (thus, the analyticity of the solutions), we have \(y_j(t) > \bar{y}_j(t)\) for all \(t \in (0, \epsilon)\) for some \(\epsilon > 0\) small enough.

More generally, if \(y_j(0) = \bar{y}_j(0), \forall \ j \in \cup_{l=0}^{n-1}\mathcal{N}(i)\) for some \(n \geq 2\) with \(y_j(0) > \bar{y}_j(0)\) for some \(j \in \mathcal{N}(i)\) with \(l \geq n\) then, from Theorem 11 it follows that \(y_j(0) > \bar{y}_j(0)\) and, thus, Theorem 19 yields \(y_j(t) > \bar{y}_j(t)\) for all \(t \in (0, \epsilon)\) for some \(\epsilon > 0\) small enough. Otherwise, if \(y_j(0) = \bar{y}_j(0), \forall \ j,\) then, both \((y(t))\) and \((\bar{y}(t))\) obey the same differential equation with a Lipschitz continuous vector field over the
compact domain \( B \). The solution is thus unique and \( y_j(t) = \tilde{y}_j(t), \quad \forall \ t \geq 0 \). Figure 7 depicts the main idea of the proof.

![Figure 7: Illustration of an orbit of the augmented system. The set \( B \) is invariant, which implies that if \( y(0) \leq \bar{y}(0) \) then \( y(t, y(0)) \leq \bar{y}(t, \bar{y}(0)), \quad \forall \ t \geq 0 \).](image)

We state the main Theorem of the subsection on the ultimate condition on the microscopic parameter \( \gamma \) that leads to the persistence of the virus in a \( d \)-regular multipartite network.

**Theorem 13** Let the multipartite network be \( d \)-regular, i.e., each island is connected with \( d \) other islands and let \( \gamma \) be the inter-island transmission rate of the virus. If \( \gamma > 1 \) and \( y(0) \neq 0 \) then,

\[
(y_i(t)) \to \left( 1 - \frac{1}{d\gamma} \right), \quad \forall \ i = 1, \ldots, M,
\]

otherwise, \((y(t)) \to 0\).

**Proof:** Let \( y_i(0) > 0 \) and \( \tilde{y}_j(0) := \min \{y_i(0) : i = 1, \ldots, M\}, \quad \forall \ j = 1, \ldots, M \). From Theorem 12, \( \bar{y}(t) := y(t, \bar{y}(0)) \leq y(t, y(0)) =: y(t), \quad \forall \ t \geq 0 \). Moreover, the solution of

\[
\dot{\bar{y}}(t)1_M = [d\gamma \bar{y}(t) (1 - \bar{y}(t)) - \bar{y}(t)]1_M
\]

with \( \bar{y}(0) = \min_{i=1,\ldots,M} \{\tilde{y}_i(0)\} \), is a solution to (17), where \( 1_M \in \mathbb{R}^M \) is the vector of ones and \( d \) is the degree of the regular super-network. Now, note that equation (22) captures the dynamics of the complete network. Thus,

\[
\bar{y}_i(t) \to \left( 1 - \frac{1}{d\gamma} \right), \quad \forall \ i = 1, \ldots, M.
\]

Therefore,

\[
\lim_{t \to +\infty} y_j(t) \geq \lim_{t \to +\infty} \bar{y}_j(t) = \left( 1 - \frac{1}{d\gamma} \right), \quad \forall \ j.
\]

It is left to prove the case where \( y_j(0) = 0 \) for some \( j \). We assume the worst scenario where \( y_i(0) > 0 \) and \( y_j(0) = 0, \quad \forall \ j \neq i \). Let \( j \in \mathcal{N}(i) \). Then, from Theorem 11, \( y_{j}^{(k)}(0) > 0, \quad y_{j}^{(m)}(0) = 0, \quad \forall \ m < k \). Theorem 19 yields \( y_j(t) > \bar{y}_j(t) \) for all \( t \in (0, \epsilon) \) for some \( \epsilon > 0 \) small enough. Now, \( y_j(T^*) > 0, \quad \forall \ j \)
for some $T^* \in (0, \epsilon)$. Then, from the previous case (where we assumed $y_i(0) > 0, \forall i$) we obtain that $y_j(t) \rightarrow \left(1 - \frac{1}{\gamma d}\right), \forall j$.

In this Subsection, we provided a qualitative analysis of the mean field dynamics of the vector process $(y(t))$ over a regular multipartite network with equal sized islands. We proved in Theorems 10 and 11 that the population in island $j \in N^n(i)$ affects the dynamics of $y_i$ via its $n$th derivative, which connects the geometry of solutions with the underlying super-topology of the network. Then, we proved that lower/upperbounds on the initial conditions are preserved by the flow of our dynamics, i.e., $y(0) \geq y_0 \Rightarrow y(t, y(0)) \geq y(t, y_0)$ for all $t \geq 0$. Then, we can squeeze any solution by symmetric well-characterized solutions to conclude that the virus resilience equilibrium state is a global attractor if $\gamma > 1$. Otherwise, if $\gamma \leq 1$, then 0 is a global attractor state. In the next Subsection, we extend the analysis for the bi-viral case.

**B. Regular Multipartite Network: Multi-virus**

In this Subsection, we study the limiting dynamics of the spread of multiple strains of virus in a regular multipartite network starting by a bi-virus epidemics. We assume the symmetric configuration in Definition 6 where all islands have the same size and, therefore, the inter-island infection rates for each virus $x$ and $y$ are the same across the network, i.e., $\gamma^x_{ij} \equiv \gamma^x, \gamma^y_{ij} \equiv \gamma^y, \forall i \sim j$. We are particularly interested in determining the conditions to obtain a survival of the fittest type of phenomenon. The mean field dynamics for a bi-viral epidemics in a symmetric regular multipartite network are obtained from (4)-(5) by specializing them to a symmetric regular supernetwork:

$$\frac{d}{dt} y_i(t) = \left(\gamma^y \sum_{j \sim i} y_j(t)\right) (1 - x_i(t) - y_i(t)) - y_i(t) := F^y_i (y(t), x(t)), i = 1, \cdots, M \quad (23)$$

$$\frac{d}{dt} x_i(t) = \left(\gamma^x \sum_{j \sim i} x_j(t)\right) (1 - x_i(t) - y_i(t)) - x_i(t) := F^x_i (y(t), x(t)), i = 1, \cdots, M \quad (24)$$

where we defined the vector field $F : [0, 1]^{2M} \rightarrow \mathbb{R}^{2M}$ as $F = (F^y_1, \ldots, F^y_M, F^x_1, \ldots, F^x_M)$. The next Theorem is in line with Theorem 10 for single-virus spread and states that if two isomorphic regular super-networks $B_1$ and $B_2$ are evenly infected in a $n$-neighborhood around a supernode $i$, then the derivatives of $y_i$ and $x_i$ for the network $B_1$ coincide with the corresponding derivatives of $\tilde{y}_i$ and $\tilde{x}_i$ for the network $B_2$ up to an order $n$. 
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Theorem 14 Let $y_i(0) = \tilde{y}_i(0)$ and $x_i(0) = \tilde{x}_i(0)$. Let $\mathcal{N}^n(i) = \bigcup_{\ell=1}^{n} \mathcal{N}^\ell(i)$. Then:

\[
\begin{cases}
    y_k(0) = \tilde{y}_k(0) \\
    x_k(0) = \tilde{x}_k(0)
\end{cases}
\forall k \in \mathcal{N}^n(i) \implies

\begin{cases}
    y_i(0) = \tilde{y}_i(0) \\
    x_i(0) = \tilde{x}_i(0)
\end{cases}
\forall \ell \leq n.
\]

Proof: We apply induction on $n$. For $n = 1$,

\[
\frac{d}{dt} y_i(t) = \left( \gamma y \sum_{j \sim i} y_j(t) \right) (1 - x_i(t) - y_i(t)) - y_i(t)
\]

\[
\frac{d}{dt} \tilde{y}_i(t) = \left( \gamma \sum_{j \sim i} \tilde{y}_j(t) \right) (1 - \tilde{x}_i(t) - \tilde{y}_i(t)) - \tilde{y}_i(t).
\]

Note that $\tilde{y}_j(0) = y_j(0)$, $\forall j \in \mathcal{N}(i)$ and $x_i(0) = \tilde{x}_i(0)$. By inspection, $\dot{y}_i(0) = \dot{\tilde{y}}_i(0)$ and (by assumption) $y_i(0) = \tilde{y}_i(0)$. Also, $x_i(0) = \tilde{x}_i(0)$. 

Now, assume Theorem 14 holds for \( n - 1 \). We establish that it holds for \( n \). We have:

\[
\left(\begin{array}{l}
\frac{(n)}{y_i(0)} = \left( \gamma^n \sum_{j \sim i} \left( \frac{(n-1)}{y_j(0)} \right) \right) (1 - y_i(0) - x_i(0)) \right.
\end{array}\right)_{A}
\]

\[ - \sum_{\ell=1}^{n-1} \binom{n-1}{\ell} \left( \frac{(n-1)}{y_i(0)} \right) \left( \gamma^n \sum_{q \sim i} \left( \frac{(n-1-\ell)}{y_q(0)} \right) \right) - \left( \frac{(n-1)}{y_i(0)} \right)_{C}
\]

\[ \left. - \sum_{\ell=1}^{n-1} \binom{n-1}{\ell} \left( \frac{(n-1)}{x_i(0)} \right) \left( \gamma^n \sum_{j \sim i} \left( \frac{(n-1-\ell)}{y_j(0)} \right) \right) \right)_{D}
\]

\[ \left(\begin{array}{l}
\frac{(n)}{\bar{y}_i(0)} = \left( \gamma^n \sum_{j \sim i} \left( \frac{(n-1)}{\bar{y}_j(0)} \right) \right) (1 - \bar{y}_i(0) - \bar{x}_i(0)) \right.
\end{array}\right)_{A}
\]

\[ - \sum_{\ell=1}^{n-1} \binom{n-1}{\ell} \left( \frac{(n-1)}{\bar{y}_i(0)} \right) \left( \gamma^n \sum_{q \sim i} \left( \frac{(n-1-\ell)}{\bar{y}_q(0)} \right) \right) - \left( \frac{(n-1)}{\bar{y}_i(0)} \right)_{C}
\]

\[ \left. - \sum_{\ell=1}^{n-1} \binom{n-1}{\ell} \left( \frac{(n-1)}{\bar{x}_i(0)} \right) \left( \gamma^n \sum_{j \sim i} \left( \frac{(n-1-\ell)}{\bar{y}_j(0)} \right) \right) \right)_{D}
\]

Recall the assumption

\[
\left\{ \begin{array}{c}
y_k(0) = \bar{y}_k(0) \quad \forall \; k \in \mathcal{N}^{(n)}(i).
\end{array} \right.
\]

By induction, \( \forall \; j \in \mathcal{N}(i), \forall \ell = 1, \ldots, n - 1, \left( \frac{(n)}{y_j(0)} \right) = \left( \frac{(n)}{\bar{y}_j(0)} \right), \left( \frac{(n)}{x_j(0)} \right) = \left( \frac{(n)}{\bar{x}_j(0)} \right) \) and also \( \left( \frac{(n)}{y_k(0)} \right) = \left( \frac{(n)}{\bar{y}_k(0)} \right), \forall \; \ell \leq n - 1 \). Therefore, by inspection, we conclude that the terms \( A, B, C, \) and \( D \) for both equations (25) and (26) match together, and, thus, \( \left( \frac{(n)}{y_j(0)} \right) = \left( \frac{(n)}{\bar{y}_j(0)} \right) \). By symmetry, we also have that \( \left( \frac{(n)}{x_j(0)} \right) = \left( \frac{(n)}{\bar{x}_j(0)} \right) \), and we conclude the proof of the Theorem.

The next Theorem states that, if two regular multipartite systems have the same degree of infection at each island, except at some island \( j, n \)-hops away from island \( i \), then there will be a mismatch between the \( n \)th-order derivative of the fraction of infected nodes at island \( i, y_i \) and \( \bar{y}_i \), in the two networks.
**Theorem 15** Let \( y_i(0) = \bar{y}_i(0) \) and \( x_i(0) = \bar{x}_i(0) \)

\[
\begin{cases}
  y_k(0) = \bar{y}_k(0) \\
  x_k(0) = \bar{x}_k(0)
\end{cases} \quad \forall \ k \in \mathcal{N}^{n-1}(i).
\]

Also, let

\[
\begin{cases}
  y_k(0) \geq \bar{y}_k(0) \\
  x_k(0) \leq \bar{x}_k(0)
\end{cases} \quad \forall \ k \in \mathcal{N}^n(i) \setminus \{m\}
\]

with strict inequality \( y_m(0) > \bar{y}_m(0) \) for some \( m \in \mathcal{N}^n(i) \). Then, \( y_i(0) > \bar{y}_i(0) \).

**Proof:**

We apply induction on the number of hops \( n \).

**Case 1:** For \( n = 1 \), from the assumptions of the Theorem, we conclude \( \dot{y}_i(0) > \dot{\bar{y}}_i(0) \) since

\[
\dot{y}_i(0) = \left( \gamma y \sum_{j \sim i} y_j(0) \right) (1 - x_i(0) - y_i(0)) - y_i(0) > \left( \gamma \bar{y} \sum_{j \sim i} \bar{y}_j(0) \right) (1 - x_i(0) - \bar{y}_i(0)) - \bar{y}_i(0) = \dot{\bar{y}}_i(0).
\]

**Case 2:** **Induction step.** Assume that Theorem 15 holds for \( n - 1 \) and let us prove that it holds for \( n \).

We consider successively the terms \( A, B, C, \) and \( D \) in equations (25) and (26).

**A:** Note that for some \( j \in \mathcal{N}(i) \) we have that \( m \in \mathcal{N}^{(n-1)}(j) \) where \( m \) is defined in the assumptions of the Theorem. Thus, by the induction hypothesis, we have \( \left( \frac{n-1}{n} \right) y_j(0) > \left( \frac{n-1}{n} \right) \bar{y}_j(0) \), and, hence, the term \( A \) in equation (25) is greater than its counterpart in equation (26).

**B** and **C:** It should be now clear that these terms match together between equations (25) and (26).

**D:** From Theorem 14, it follows that \( \left( \frac{n}{n} \right) x_j(0) = \bar{x}_j(0) \) for all \( \ell = 1, \ldots, n - 1 \) and thus, term \( D \) is the same for both equations.

Therefore, \( \left( \frac{n}{n} \right) y_j(0) > \left( \frac{n}{n} \right) \bar{y}_j(0) \) and the Theorem is proved.

The next Theorem is an extension of the monotonous property for a single virus spread established in Theorem 12 to the bi-viral epidemics case: appropriate bounds on the initial conditions are preserved by the flow of the dynamical system (23)-(24).

**Theorem 16** If \( y(0) \leq y_0, x(0) \geq x_0 \) then, \( y(t, z(0)) \leq y(t, z_0), x(t, z(0)) \geq x(t, z_0) \), where we define
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\( z(t) := (x(t), y(t)) \) and \( z_0 := (x_0, y_0) \).

**Proof:** Assume that \( y(0) \neq y_0 \) or \( x(0) \neq x_0 \), otherwise, from uniqueness, the solutions are equal. Define

\[
T = \inf \{ t : t \geq 0, y(t, z(0)) \nless y(t, z_0) \text{ or } x(t, z(0)) \nless x(t, z_0) \}.
\]

Assume that \( T < \infty \). Then, for \( i, j \in \{1, \ldots, M\} \) with \( i \neq j \), we have one of the following:

\[
y_i(T, z(0)) = y_i(T, z_0) \text{ and } y_j(T, z(0)) < y_j(T, z_0) \quad (30)
\]
\[
x_i(T, z(0)) = x_i(T, z_0) \text{ and } x_j(T, z(0)) > x_j(T, z_0) \quad (31)
\]

Wlog, choose configuration (30) and assume \( j \in \mathcal{N}^n(i) \) is the closest island to \( i \) where we have strict inequality \( y_j(T, z(0)) < y_j(T, z_0) \).

**Case 1:** If \( x_1(T, z(0)) + y_1(T, z(0)) < 1 \), then, from equations (23) and (24), and from Theorem 15 we have

\[
y_i^{(n)}(T, z(0)) < y_i^{(n)}(T, z_0).
\]

Therefore, from Theorem 19 in the Appendix, we have that

\[
\exists \epsilon_1 > 0 : y_1(t, z(0)) < y_1(t, z_0), \quad \forall \ T < t < T + \epsilon_1.
\]
Also,

\[ y_j(T, z(0)) < y_j(T, z_0) \Rightarrow \exists \epsilon_2 > 0 : y_j(t, z(0)) < y_j(t, z_0), \quad \forall \ T < t < T + \epsilon_2. \]

Thus,

\[ y(t, z(0)) \leq y(t, z_0), \quad \forall \ T < t < T + \epsilon \]

with \( \epsilon = \epsilon_1 \wedge \epsilon_2 \). Similarly, we have that

\[ x(t, z(0)) \geq x(t, z_0), \quad \forall \ T < t < T + \alpha \]

for some \( \alpha > 0 \).

**Case 2:** If \( x_1(T, z(0)) + y_1(T, z(0)) = 1 \), then,

\[ \dot{x}_1(T, z(0)) + \dot{y}_1(T, z(0)) = -(x_1(T) + y_1(T)) < 0 \Rightarrow \exists \ \epsilon > 0 : x_1(t, z(0)) + y_1(t, z(0)) < 1, \]

for all \( t \in (T, T + \epsilon) \). In any case, we reach a contradiction on the definition of \( T \), and the Theorem is proved.

Now, through similar arguments as in the previous Subsections, one can bound any solution by symmetrically initialized solutions, leading to the next Theorem.

**Theorem 17** Let \((x(t), y(t))\) be solution of the following bi-viral limiting dynamics over a regular multipartite network:

\[
\begin{align*}
\frac{d}{dt} y_i(t) & = \left( \gamma^y \sum_{j \sim i} y_j(t) \right) \left( 1 - x_i(t) - y_i(t) \right) - y_i(t) \\
\frac{d}{dt} x_i(t) & = \left( \gamma^x \sum_{j \sim i} x_j(t) \right) \left( 1 - x_i(t) - y_i(t) \right) - x_i(t).
\end{align*}
\]

Let \( \gamma^x > \gamma^y \). If \( \gamma^x > \frac{1}{d} \) then,

\[
\begin{align*}
x(t) & \rightarrow \left( 1 - \frac{1}{\gamma^x d} \right) 1_M \\
y(t) & \rightarrow 0
\end{align*}
\]

otherwise \( x(t) \rightarrow 0 \) and \( y(t) \rightarrow 0 \).
Proof: We first consider the solutions symmetrically initialized, \( y(0) = \alpha_1 \mathbf{1}_M \) and \( x(0) = \alpha_2 \mathbf{1}_M \), which turn out to be also solutions for the reduced system:

\[
\begin{align*}
\frac{d}{dt} y(t) \mathbf{1}_M &= (\gamma^y y(t) (1 - x(t) - y(t)) - y(t)) \mathbf{1}_M \\
\frac{d}{dt} x(t) \mathbf{1}_M &= (\gamma^x x(t) (1 - x(t) - y(t)) - x(t)) \mathbf{1}_M.
\end{align*}
\]

The equations also describe the dynamics of diffusion of two virus in a complete network explored in Reference [6]. Thus, if \( \gamma^x > \gamma^y \) with \( \gamma^x > \frac{1}{d} \), we have

\[
\begin{align*}
x(t) &\to \left(1 - \frac{1}{\gamma^x d}\right) \mathbf{1}_M \\
y(t) &\to 0
\end{align*}
\]

otherwise, if \( \gamma^x \leq \frac{1}{d} \), \( x(t) \to 0 \) and \( y(t) \to 0 \).

For general solutions other than symmetrically initialized, a bound argument squeezes any solution by these simpler ones, resorting to Theorem 16 similarly to as done for the bipartite network with two virus spread.

The next Theorem finally states that among many distinct strains of virus in a symmetric regular multipartite network, only the strongest strain eventually survives and all the remaining weaker ones die out. The ODE (34) is the corresponding meanfield dynamics obtained from the peer-to-peer rules of infection in the limit of large networks,[1]. In what follows, we refer to \( y_{ik}(t) \) as the fraction of \( k \)-infected nodes at island \( i \) at time \( t \geq 0 \).

**Theorem 18** Let \((y(t))\) be solution of the following multi-virus limiting dynamics over a symmetric \( d \)-regular multipartite network:

\[
\frac{d}{dt} y_{ik}(t) = \left( \gamma^k \sum_{j \sim i} y_{jk}(t) \right) \left( 1 - \sum_{\ell=1}^{K} y_{i\ell}(t) \right) - y_{ik}(t).
\]

Let \( k^* \) be the most virulent strain, i.e., \( \gamma^{k^*} > \gamma^k \) for all \( k \neq k^* \). Define \((y_k(t)) = (y_{1k}(t), \ldots, y_{Mk}(t))\), as collecting the fraction of \( k \)-infected nodes across islands. If \( \gamma^{k^*} > \frac{1}{d} \) then, for all \( k \neq k^* 
\frac{d}{dt} y_{k^*}(t) &\to \left(1 - \frac{1}{\gamma^{k^*} d}\right) \mathbf{1}_M \\
y_{k}(t) &\to 0
\end{align*}
\]

otherwise, if \( \gamma^{k^*} \leq \frac{1}{d} \), then, \( y(t) \to 0 \)
Proof: First, it is easy to check that if \((y(t))\) is solution of the ODE (34) and if \(y_k(0) = 0\) for some \(k \in \{1, \ldots, K\}\) then, \(y_k(t) = 0\) for all time \(t \geq 0\). In words, if a virus strain is not present in the network at time \(\bar{t} \geq 0\) then, it will remain extinct for all future times \(t \geq \bar{t}\). Now, let

\[
\begin{cases}
    y_{k^*}(0) \geq \tilde{y}_{k^*}(0) \\
    \sum_{k \neq k^*} y_k(0) \leq \tilde{y}_{i_k}(0)
\end{cases}
\]

The inequalities above are preserved by the dynamics

\[
\begin{cases}
    y_{k^*}(t) \geq \tilde{y}_{k^*}(t) \\
    \sum_{k \neq k^*} y_k(t) \leq \tilde{y}_{i_k}(t)
\end{cases}
\]

for all \(t \geq 0\), where \((y(t))\) and \((\tilde{y}(t))\) are solutions of (34) with initial conditions \(y(0)\) and \(\tilde{y}(0)\) obeying inequalities (35). We can establish this fact through similar invariance type of arguments as, for instance, in the proof of Theorem 16: let \(T\) be the hitting time to invalidate any of the inequalities in equation (36), assume that \(T < \infty\) and reach a contradiction (we do not repeat the steps here). Let \(\hat{k}\) be the second strongest strain, i.e., \(\gamma^k < \gamma^{\hat{k}} < \gamma^{k^*}\) for all \(k \neq \hat{k}\) and \(k \neq k^*\). For any initial condition \(y(0) = y_0 \in [0,1]^{M \times K}\), we can choose \(\tilde{y}(0) \in [0,1]^{M \times K}\), with \(\tilde{y}_k(0) \neq 0\), if \(k = k^*\) or \(k = \hat{k}\) and, \(\tilde{y}_k(0) = 0\) otherwise, so that \(y(0)\) and \(\tilde{y}(0)\) obey inequalities (35). In this case,

\[
\begin{cases}
    y_{k^*}(t) \geq \tilde{y}_{k^*}(t) \rightarrow \left(1 - \frac{1}{\gamma^{k^*} d}\right) 1 \\
    \sum_{k \neq k^*} y_k(t) \leq \tilde{y}_{i_k}(t) \rightarrow 0
\end{cases}
\]

from Theorem 17 and since \((\tilde{y}_{k^*}(t), \tilde{y}_{i_k}(t))\) is solution of (32)-(33), that is, \((\tilde{y}_{k^*}(t), \tilde{y}_{i_k}(t))\) refers to the evolution of two strains \(k^*\) and \(\hat{k}\) and from Theorem 17 the strongest \(k^*\) may survive and the weaker one \(\hat{k}\) dies out.

Similarly, by considering the weakest strain \(w\), i.e., \(\gamma^w < \gamma^k\) for all \(k \in \{1, \ldots, K\}\), the inequalities (35)-(36) can be reverted,

\[
\begin{cases}
    y_{k^*}(0) \leq \tilde{y}_{k^*}(0) \\
    \sum_{k \neq k^*} y_k(0) \geq \tilde{y}_w(0)
\end{cases} \Rightarrow \begin{cases}
    y_{k^*}(t) \leq \tilde{y}_{k^*}(t) \rightarrow \left(1 - \frac{1}{\gamma^{k^*} d}\right) 1 \\
    \sum_{k \neq k^*} y_k(t) \geq \tilde{y}_w(t) \rightarrow 0
\end{cases}
\]

To sum up, for any initial condition \(y(0)\), we can choose \(\tilde{y}(0), \tilde{y}(0) \in [0,1]^{M \times K}\) so that

\[
\tilde{y}_{k^*}(t) \leq y_{k^*}(t) \leq \tilde{y}_{k^*}(t) \\
\tilde{y}_w(t) \leq \sum_{k \neq k^*} y_k(t) \leq \tilde{y}_{\hat{k}}(t)
\]
for all \( t \geq 0 \) and thus,

\[
y_{k^*}(t) \to \left(1 - \frac{1}{\gamma_{k^*}}\right) 1
\]

\[
\sum_{k \neq k^*} y_k(t) \to 0.
\]

It is easy to check that the set \([0, 1]^{M \times K}\) is invariant under the dynamics (34). The Theorem is now proved.

V. CONCLUDING REMARKS

There are three issues in determining the macroscopic behavior in stochastic networks: 1) finding a Markovian macrostate, i.e., low dimensional functionals of the microstate \( X^N(t) \) that are Markov; 2) deriving the equations for the dynamics of the macrostate in the limit of large networks—the mean field dynamics of the macrostate; and 3) studying the qualitative dynamics of the mean field. The first and second items are dealt with in [1]; the third is our concern here.

We analyzed the limiting (in the number of nodes) dynamics of a virus spreading in a regular multipartite network. Our method to derive the qualitative analysis of such coupled nonlinear dynamical system is not Lyapunov theory nor numerical simulations based. Instead, we explored a monotonous structure of the system, upper/lower bounding by simpler solutions any solution of the mean field equations. Our main conclusions for symmetric generic regular multipartite networks are:

1) **Virus Resilience**: If \( \gamma > \frac{1}{d} \), the virus persists in the network; otherwise, it dies out.

2) **Natural Selection–Survival of the Fittest**: Only one strain (the most virulent one) survives, the remaining weaker ones die out; if \( \gamma_{k^*} > \gamma_{k} \) for all \( k \neq k^* \) with \( \gamma_{k^*} > \frac{1}{3} \), then virus \( k^* \) persists in the network and all the remaining strains die out.

For general multipartite networks, the break of symmetry may defy natural selection; this is bing pursued in our current research.

APPENDIX

Theorem 19 Let \( f : (0, +\infty) \to \mathbb{R} \) be an analytic function. If for some \( T \in \mathbb{R} \) we have \( f(T) > 0 \), \( \frac{(k)}{(m)} f(T) = 0 \), \( \forall m = 0, 1, \ldots, k - 1 \) and \( k \geq 1 \) then, there exists \( \epsilon > 0 \) such that \( f(t) > 0 \) for all \( t \in (T, T + \epsilon) \).

**Proof**: Without loss of generality, assume \( T = 0 \). Since \( f \in C^\omega(\mathbb{R}) \) then,

\[
f(t) = f(0) + f(0)t + \frac{(k)}{2} f(0) t^2 + \ldots + f(0) t^k + r(t) = f(0) + \left( f(0) + \frac{r(t)}{t^k} \right) t^k,
\]
with \( \frac{|r(t)|}{tk} \to 0 \) as \( t \to 0 \). Choose \( \delta \) such that \( \frac{|r(t)|}{tk} < \frac{f(0)}{2}, \forall \ t \in (0, \delta) \). Then,

\[
\begin{align*}
(\kappa) \quad \frac{f(0) + \frac{r(t)}{tk}}{tk} > 0, \forall \ t \in (0, \delta).
\end{align*}
\]

Then,

\[
\begin{align*}
f(t) &= f(0) + \left( \frac{f(0) + \frac{r(t)}{tk}}{tk} \right) tk > 0, \forall \ t \in (0, \delta).
\end{align*}
\]
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