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ABSTRACT. The Nernst-Planck-Navier-Stokes system models electrodiffusion of ions in a fluid. We prove
global existence of solutions in bounded domains in three dimensions with either blocking (no-flux) or uniform
selective (special Dirichlet) boundary conditions for ion concentrations. The global existence of strong solu-
tions is established for initial conditions that are sufficiently small perturbations of steady state solutions. The
solutions remain close to equilibrium in strong norms. The main two steps of the proof are (1) the decay of the
sum of relative entropies (Kullback-Leibler divergences) and (2) the control of $L^2$ norms of deviations by the
sum of relative entropies.

1. INTRODUCTION

We study the Nernst-Planck-Navier-Stokes (NPNS) system, which models electrodiffusion of ions in a
fluid, in the presence of boundaries. Ions suspended in a fluid are advected by the fluid flow and by an
electric potential, which results from both an applied potential on the boundary and the distribution of
charges carried by the ions. In addition, ionic diffusion is driven by their own concentration gradients. In
turn, fluid flow is forced by the electrical field created by the ions. Such a situation is of interest from
both a physical and engineering point of view, and a rigorous understanding of the underlying electrokinetic
phenomena is essential to applications, which include nanofluidic devices, water filtering, and chemical
mixing (see [9], [11] for further discussions).

The full NPNS system described above is given by

\begin{equation}
\partial_t c_i = \nabla \cdot \left( -uc_i + D_i \nabla c_i + z_i D_i c_i \nabla \Phi \right),\ i = 1, \ldots, N \tag{1}
\end{equation}

\begin{equation}
-\varepsilon \Delta \Phi = \rho \tag{2}
\end{equation}

\begin{equation}
\rho = \sum_{i=1}^{N} z_i c_i \tag{3}
\end{equation}

\begin{equation}
\nabla \cdot u = 0 \tag{5}
\end{equation}

where $c_i$ denote ionic concentrations, $z_i$ denote the corresponding valences, $u \in \mathbb{R}^3$ is fluid velocity, $\rho$ is
pressure, $\Phi$ is electric potential, and $\rho$ is charge density. Our spatial domain is an open bounded set with
smooth boundary, $\Omega \subset \mathbb{R}^3$, and we consider boundary conditions

\begin{equation}
u|_{\partial \Omega} = 0 \tag{6}
\end{equation}

\begin{equation}\Phi|_{\partial \Omega} = W \tag{7}
\end{equation}

together with either blocking (no-flux) boundary conditions:

\begin{equation}(\nabla c_i + z_i c_i \nabla \Phi)|_{\partial \Omega} \cdot n = 0,\ i = 1, \ldots, N, \tag{8}\end{equation}
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or with uniform selective boundary conditions:

\[ c_i|_{S_i} = \gamma_i, \quad (\nabla c_i + z_i e c_i \nabla \Phi)_{|\partial \Omega \setminus S_i} \cdot n = 0, \quad i = 1, \ldots, M \tag{9} \]

\[ (\nabla c_i + z_i e c_i \nabla \Phi)_{|\partial \Omega} \cdot n = 0, \quad i = M + 1, \ldots, N \tag{10} \]

where \( \gamma_i(x) \) are time independent positive smooth functions, and \( S_i \subset \partial \Omega \) are boundary portions. In this latter case, we require additionally that

\[ (\log \gamma_i(x) + z_i W(x))|_{S_i} = \log Z_i^{-1}, \quad i = 1, \ldots, M \tag{11} \]

with each \( Z_i > 0 \) constant on \( S_i \). In the absence of this additional condition, we refer to the boundary conditions as “general selective”.

The Dirichlet boundary conditions for \( u \) and \( \Phi \) correspond to no slip for the momentum and a fixed potential on the boundary, respectively. Blocking boundary conditions correspond to no penetration of ions across the boundary. In the case of general selective boundary conditions, the Dirichlet conditions for \( c_i \) \( (i = 1, \ldots, M) \) represent boundaries (say, membranes) that allow controlled permeation of ions across portions \( (S_i \subset \partial \Omega) \) of the boundary.

Above, \( z_i \in \mathbb{R} \) are the ionic valences, and we require that there exist \( i, j \in \{1, \ldots, N\} \) such that \( z_i < 0 < z_j \). The \( D_i \)'s are positive constant diffusivities, \( \epsilon > 0 \) represents (and is proportional to) the Debye length squared, \( \nu > 0 \) is kinematic viscosity, \( k_B \) is Boltzmann’s constant, and \( T_K \) is (absolute) temperature. The potential \( \Phi \) has been rescaled so that \( \frac{k_B T_K}{e} \Phi \) is the electrical potential, where \( e \) is elementary charge. Similarly, \( \rho \) has been rescaled so that \( e \rho \) is the electrical charge density.

**Remark 1.1.** The Dirichlet boundary conditions above generalize the “uniformly selective” boundary conditions of [6] where \( \gamma_i > 0 \) and \( W|_{S_i} \) were required to be each constant.

Several analytical studies have been done for the Nernst-Planck-Poisson-Boltzmann system both coupled to and uncoupled to the Navier-Stokes equations. The uncoupled system is considered in [1], [2], [4], where existence and long-time asymptotics are studied. The coupled system in two dimensions is considered in [3] where Robin boundary conditions for the electric potential are considered, and global existence and stability are shown. In [11], global existence of weak solutions is shown in two and three dimensions for homogeneous Neumann boundary conditions on the potential. In [10], homogeneous Dirichlet boundary conditions on the potential are considered, and global existence of weak solutions is shown in two dimensions for large initial data and in three dimensions for small initial data (small perturbations and small initial charge). In [13], the authors study the system coupled to compressible fluid flow in the whole space \( \mathbb{R}^3 \) and obtain local well-posedness for large data and global well-posedness and time-decay rates for small data.

This paper builds upon the work done in [6], where in particular global existence of strong solutions to the NPNS system in bounded domains was established for two dimensions with large initial data, not just for blocking boundary conditions but also for selective (Dirichlet) boundary conditions on the concentrations, and (inhomogeneous) Dirichlet data for the potential. Given that the Navier-Stokes equations form a subsystem of the NPNS system, analogous results in three dimensions are currently out of reach. The difficulty in 3D does not rest only with the Navier-Stokes problem. The global existence of smooth solutions to the Nernst-Planck system without fluid or with fluid obeying zero Reynolds number equations (Stokes flow) is in general open. In this paper, we consider the full system without restricting to Stokes flow, and we prove global existence of strong solutions in three dimensions for small perturbations away from equilibrium, with either blocking or uniform selective boundary conditions for ion concentrations and Dirichlet boundary conditions for the electric potential.

### 2. Preliminaries

#### 2.1. Boltzmann Steady States. Poisson-Boltzmann Equations.

The Boltzmann (steady) states are defined as

\[ c_i^*(x) = (Z_i)^{-1} e^{-z_i \Phi^*(x)} \tag{12} \]
where \( Z_i > 0 \) are constants, possibly depending on \( \Phi^* \). The function \( \Phi^* \) is the solution to the semilinear elliptic equation

\[-\varepsilon \Delta \Phi^* = \rho^* \]  

(13)

with

\[ \rho^* = \sum_{i=1}^{N} z_i c_i^* \]  

(14)

and boundary condition (7). Given a trace \( W \in W^{2,p}(\partial \Omega) \), the existence and uniqueness of solutions to (12)-(14) (the Poisson-Boltzmann equations) in \( W^{2,p}(\Omega) \) is known (see e.g. [6]) and follows from classical semilinear elliptic theory, using variational methods. In particular, \( \Phi^* \in W^{1,\infty}(\Omega) \) if \( p > 3 \).

We note that \( c_i^*, \Phi^* \), together with \( u \equiv 0 \), are steady state solutions of the Nernst-Planck-Navier-Stokes system.

**Remark 2.1.** In the introduction we required that there exist \( i, j \in \{1, \ldots, N\} \) such that \( z_i < 0 < z_j \). This condition is required to establish boundedness properties of \( \Phi^* \) (see [6]). This condition does not play a further role in our analysis.

**Remark 2.2.** From the definition, it is clear that \( c_i^*, i = 1, \ldots, N \) are strictly positive quantities. Since these variables represent ion concentrations, their nonnegativity is necessary for them to carry physical meaning. From the equations of the NPNS system, it may not be immediately obvious that \( c_i, i = 1, \ldots, N \), will remain nonnegative given \( c_i(x,0) \geq 0 \). However, they do indeed remain nonnegative for as long as they are regular, as shown in [6]. Thus, nonnegativity of these quantities are assumed throughout in this paper.

### 2.2. Energy Functional

The following energy functional was introduced in [6].

\[ \mathcal{E} = \mathcal{E}(c_i, \Phi; c_i^*, \Phi^*) = \int_{\Omega} \left[ \sum_{i=1}^{N} E_i c_i^* + \frac{\varepsilon}{2} |\nabla (\Phi - \Phi^*)|^2 \right] dx \]  

(15)

where \( E_i \) is defined as

\[ E_i = \frac{c_i}{c_i^*} \log \left( \frac{c_i}{c_i^*} \right) - \frac{c_i}{c_i^*} + 1. \]  

(16)

The term \( \sum_i E_i c_i^* \) is the sum of relative entropies (or Kullback-Leibler divergences) relative to fixed Boltzmann states. Relative entropy is a common tool in the literature of probability and information theory; its use in the analysis of scalar PDEs (e.g. Fokker-Planck equations) is also well-established. The use of a sum of relative entropies is not common.

Below we state a slight generalization of the result of [6] that gives the NPNS system a dissipative structure and is the main ingredient for controlling growth of solutions.

**Theorem 2.3.** Given a solution to the NPNS system with blocking or uniform selective boundary conditions, let \( \mathcal{E} \) be defined with arbitrary \( Z_i > 0 \), \( i = 1, \ldots, N \) in the blocking case and with constant \( Z_i^{-1} = (\gamma_i(x)e^{z_i W(x)})|_{\partial \Omega}, i = 1, \ldots, M \) and arbitrary \( Z_i > 0 \), \( i = M + 1, \ldots, N \) in the uniform selective case. Then the relation

\[ \frac{d}{dt} \left[ \frac{1}{2 k_B T K} \int_{\Omega} |u|^2 dx + \mathcal{E} \right] = -\mathcal{D} - \frac{\nu}{k_B T K} \int_{\Omega} |\nabla u|^2 dx \leq 0 \]  

(17)

holds for all \( t > 0 \), where

\[ \mathcal{D} = \sum_{i=1}^{N} D_i \int_{\Omega} c_i \left| \frac{\nabla \delta \mathcal{E}}{\delta c_i} \right|^2 dx. \]  

(18)

The quantities \( \frac{\delta \mathcal{E}}{\delta c_i} \) are densities of the first variations of \( \mathcal{E} \). A computation shows that

\[ \frac{\delta \mathcal{E}}{\delta c_i} = \log \left( \frac{c_i}{c_i^*} \right) + z_i (\Phi - \Phi^*) = \log c_i + z_i \Phi + \log Z_i \]  

(19)
where the second equality follows from the definition of $c_i^*$ (12).

**Remark 2.4.** The choice of normalizing constants $Z_i^{-1} = (\gamma_i(x)e^{z_iW(x)})|_{\partial\Omega}$ in the case of uniform selective boundary conditions ensures that $c_i^*$, defined with this normalizing constant, satisfies the prescribed Dirichlet boundary conditions (9).

**Proof.** Let $\Gamma_i$ be smooth time-independent positive functions, and let $\Phi^*$ be a smooth time independent function that obeys

$$\Phi^*|_{\partial\Omega} = W. \quad (20)$$

Let us denote by $\mu_i$ the electro-chemical potential

$$\mu_i = \log c_i + z_i\Phi \quad (21)$$

and by $\mu_i^*$ its analogue

$$\mu_i^* = \log \Gamma_i + z_i\Phi^*. \quad (22)$$

We note that the Nernst-Planck equations read

$$(\partial_t + u \cdot \nabla)c_i = D_i \text{div} (c_i \nabla \mu_i). \quad (23)$$

We multiply each of the equations (23) by

$$\log \left( \frac{c_i}{\Gamma_i} \right) + z_i(\Phi - \Phi^*) = \mu_i - \mu_i^* \quad (24)$$

and integrate in $\Omega$. On the right hand side we have

$$D_i \int_\Omega \text{div} (c_i \nabla \mu_i)(\mu_i - \mu_i^*) = -D_i \int_\Omega c_i \nabla \mu_i \cdot \nabla (\mu_i - \mu_i^*) dx + D_i \int_{\partial\Omega} c_i(\mu_i - \mu_i^*)(n \cdot \nabla \mu_i) dS. \quad (25)$$

Blocking boundary conditions are precisely $n \cdot \nabla \mu_i = 0$. If we select $\Gamma_i$ such that

$$\Gamma_i(x)|_{S_i} = \gamma_i(x)|_{S_i} \quad (26)$$

for $i = 1, \ldots, M$ in the case of selective boundary conditions, then, in view of the fact that $\Phi - \Phi^*$ vanish at the boundary and the fact that $\log \left( \frac{c_i}{\Gamma_i} \right)$ vanish at $S_i$ for $i = 1, \ldots, M$, we have that the boundary contribution in (25) vanishes. We have not used the condition (\Pi), nor did we use any relation between $\Phi^*$ and $\Gamma_i$. We have thus, for general selective or blocking boundary conditions

$$D_i \int_\Omega \text{div} (c_i \nabla \mu_i)(\mu_i - \mu_i^*) \leq -\frac{D_i}{2} \int_\Omega c_i|\nabla \mu_i|^2 dx + \frac{D_i}{2} \int_\Omega c_i|\nabla \mu_i^*|^2 dx. \quad (27)$$

In order to compute the left hand side we observe that

$$((\partial_t + u \cdot \nabla)c_i) \left( \log \left( \frac{c_i}{\Gamma_i} \right) \right) = (\partial_t + u \cdot \nabla) \left( c_i \log \left( \frac{c_i}{\Gamma_i} \right) - c_i \right) + c_i u \cdot \nabla \log \Gamma_i \quad (28)$$

and thus we have, after summing in $i$

$$\sum_{i=1}^N \int_\Omega ((\partial_t + u \cdot \nabla)c_i)(\mu_i - \mu_i^*) dx \\
= \sum_{i=1}^N \int_\Omega \left[ ((\partial_t + u \cdot \nabla) \left( c_i \log \left( \frac{c_i}{\Gamma_i} \right) - c_i \right) + c_i u \cdot \nabla \log \Gamma_i + ((\partial_t + u \cdot \nabla)\rho)(\Phi - \Phi^*) \right] \quad (29)$$

where we used $\sum_{i=1}^N z_i c_i = \rho$. We introduce $\rho^*$ defined for the purpose of this proof as

$$\rho^* = -\epsilon \Delta \Phi^* \quad (30)$$

without any connection to $\Gamma_i$. Then we note that

$$(\partial_t \rho)(\Phi - \Phi^*) = (\partial_t(\rho - \rho^*))(\Phi - \Phi^*). \quad (31)$$
Now \( \rho - \rho^* = -\varepsilon \Delta (\Phi - \Phi^*) \) by (30), and \( \Phi - \Phi^* \) vanishes at the boundary by (20), and therefore, from (29) we obtain

\[
\sum_{i=1}^{N} \int_{\Omega} \left( (\partial_t + u \cdot \nabla) c_i \right) \left( \mu_i - \mu_i^* \right) dx \\
= \frac{d}{dt} \int_{\Omega} \sum_{i=1}^{N} \left( c_i \log \left( \frac{c_i}{\Gamma_i} \right) - c_i \right) + \frac{\varepsilon}{2} |\nabla (\Phi - \Phi^*)|^2 \] dx \\
+ \int_{\Omega} \sum_{i=1}^{N} c_i u \cdot \nabla \log (\Gamma_i + z_i \Phi^*) dx + \int_{\Omega} (u \cdot \nabla) \rho (\rho u \cdot \nabla \Phi^* + \Phi^* u \cdot \nabla \rho)]
\]

where we added and subtracted \( \sum_{i=1}^{N} c_i u \cdot \nabla z_i \Phi^* = \rho u \cdot \nabla \Phi^* \). In view of the fact that \( \rho u \cdot \nabla \Phi^* + \Phi^* u \cdot \nabla \rho = \nabla \cdot (u \rho \Phi^*) \) and the fact that \( u \cdot n \) vanishes at the boundary, the left hand side is

\[
\sum_{i=1}^{N} \int_{\Omega} ((\partial_t + u \cdot \nabla) c_i) (\mu_i - \mu_i^*) dx \\
= \frac{d}{dt} \int_{\Omega} \sum_{i=1}^{N} \left( c_i \log \left( \frac{c_i}{\Gamma_i} \right) - c_i \right) + \frac{\varepsilon}{2} |\nabla (\Phi - \Phi^*)|^2 \] dx \\
+ \int_{\Omega} \sum_{i=1}^{N} c_i u \cdot \nabla \mu_i^* dx + \int_{\Omega} (u \cdot \nabla) \rho \Phi dx.
\]

Putting together the sum of (27) and (33) we have

\[
\frac{d}{dt} \mathcal{E}_0 = \int_{\Omega} \rho u \cdot \nabla \Phi dx - \sum_{i=1}^{N} D_i \int_{\Omega} c_i \nabla \mu_i^* \cdot \nabla (\mu_i - \mu_i^*) dx \\
= \int_{\Omega} \rho u \cdot \nabla \Phi dx - \sum_{i=1}^{N} D_i \int_{\Omega} c_i \nabla |\nabla \mu_i|^2 dx \\
+ \sum_{i=1}^{N} D_i \int_{\Omega} c_i \nabla |\nabla \mu_i|^2 dx - \int_{\Omega} \sum_{i=1}^{N} c_i u \cdot \nabla \mu_i^* dx.
\]

where

\[
\mathcal{E}_0 = \int_{\Omega} \left[ \sum_{i=1}^{N} \left( c_i \log \left( \frac{c_i}{\Gamma_i} \right) - c_i \right) + \frac{\varepsilon}{2} |\nabla (\Phi - \Phi^*)|^2 \right] \] dx
\]

We have used only the facts that \( \Gamma_i \mid_{S_i} = \gamma_i \) for \( i = 1, \ldots, M \), i.e. (26) and (20). Now the term \( \int_{\Omega} \rho u \cdot \nabla \Phi dx \) is precisely the term needed to cancel the work of electrical forces in the Navier-Stokes energy balance. We obtain

\[
\frac{d}{dt} \left[ \frac{1}{2k_B T_K} \int_{\Omega} |u|^2 dx + \mathcal{E}_0 \right] = -\frac{\nu}{k_B T_K} \int_{\Omega} |\nabla u|^2 dx - \sum_{i=1}^{N} D_i \int_{\Omega} c_i \nabla \mu_i \cdot \nabla (\mu_i - \mu_i^*) dx \\
+ \int_{\Omega} \sum_{i=1}^{N} D_i \int_{\Omega} c_i |\nabla \mu_i|^2 dx \\
- \sum_{i=1}^{N} D_i \int_{\Omega} c_i |\nabla \mu_i|^2 dx - \int_{\Omega} \sum_{i=1}^{N} c_i u \cdot \nabla \mu_i^* dx.
\]

This inequality is true for any choices of \( \Gamma_i \) with \( \Gamma_i(x) \mid_{S_i} = \gamma_i(x) \) for \( i = 1, \ldots, M \), and \( \Phi^* \) with \( \Phi^*(x) \mid_{\partial \Omega} = W(x) \). No relation (11) is needed, nor is the Poisson-Boltzmann equation (13) required. We note that

\[
\frac{\delta \mathcal{E}_0}{\delta c_i} = \mu_i - \mu_i^*.
\]

In the case of uniform selective boundary conditions we put

\[
\Gamma_i = Z_i^{-1} e^{-z_i \Phi^*}
\]

and observe that the condition (11) implies that \( \Gamma_i \mid_{S_i} = \gamma_i \), i.e. (26) holds. In this case

\[
\mu_i^* = \log Z_i^{-1}
\]

are constant in space, \( \nabla \mu_i^* = 0 \), and thus

\[
\frac{d}{dt} \left[ \frac{1}{2k_B T_K} \int_{\Omega} |u|^2 dx + \mathcal{E}_0 \right] = -\frac{\nu}{k_B T_K} \int_{\Omega} |\nabla u|^2 dx - \sum_{i=1}^{N} D_i \int_{\Omega} c_i |\nabla \mu_i|^2 dx.
\]

Remarkably, the Poisson-Boltzmann equation is not needed. If it is satisfied, then \( \Gamma_i = c_i^* \). This concludes the proof. \( \square \)
2.3. **Local Existence.** We state below the local existence result given in [6].

**Theorem 2.5.** Let \( \Omega \subset \mathbb{R}^d \), \( d = 2, 3 \) be an open bounded domain with smooth boundary. Let \( z_i \in \mathbb{R} \), \( 1 \leq i \leq N \) and let \( \varepsilon > 0 \), \( D_i > 0 \), \( i = 1, \ldots, N \). Let \( p = 2q > 2d \). Then for \( c_i(0) \geq 0 \) given in \( W^{2,q}(\Omega) \), \( i = 1, \ldots, N \), \( W \in W^{2,p}(\partial\Omega) \), and \( u_0 \in (W^{1,p}(\Omega))^d \cap \{ \nabla \cdot u = 0 \} \), there exists \( T_0 > 0 \) depending only on the parameters of the of problem \( \varepsilon, D_i, z_i, \nu, \Omega, \) the initial energy \( \mathcal{E}(t = 0) \) and on the norms \( \|c_i(0)\|_p \), \( \|W\|_{W^{2,p}} \), \( \|u_0\|_{W^{1,2}} \) such that there exists a unique strong solution of the NPNS system in \( \Omega \times [0, T_0) \) for either blocking or uniform selective boundary conditions, satisfying

\[
\sup_{0 \leq t < T_0} \|c_i(t)\|_p \leq 3\|c_i(0)\|_p.
\]

In two dimensions, it suffices to establish uniform bounds for \( \|c_i\|_p \) to obtain global existence. In three dimensions, in addition to uniform bounds for \( \|c_i\|_p \), we must verify or impose certain smallness conditions on initial velocity and forcing to guarantee global regularity for the Navier-Stokes subsystem.

3. **Global Existence for Small Perturbations (Blocking)**

In this section we consider blocking boundary conditions and establish global existence of strong solutions for the NPNS system under a small perturbation condition. For initial conditions close enough to the steady state solutions (Boltzmann states + fluid at rest), we control the solutions for long time to guarantee that blow up does not occur and the local existence and uniqueness theorem guarantees global existence.

3.1. **The set-up.** As stated in Theorem 2.3 for blocking boundary conditions, the dissipation relation (17) holds for arbitrary normalizing constants \( Z_i > 0 \) in the definition of \( c_i^* \). We exploit this freedom by selecting

\[
Z_i = \left( \int_{\Omega} c_i(x, 0) \, dx \right)^{-1} \int_{\Omega} e^{-z_i \Phi^*} \, dx.
\]

We observe that from (4), (6) and (8), we have

\[
\frac{d}{dt} \int_{\Omega} c_i(x, t) \, dx = 0 \Rightarrow \int_{\Omega} c_i(x, t) \, dx = \int_{\Omega} c_i(x, 0) \, dx, \quad t \geq 0.
\]

Then, as a consequence for our choice of \( Z_i \), we have

\[
\int_{\Omega} (c_i(x, t) - c_i^*(x)) \, dx = 0, \quad t \geq 0.
\]

This relation justifies the application of Poincaré’s inequalities and certain Gagliardo-Nirenberg interpolation inequalities to the function \( c_i - c_i^* \). Similar inequalities will be used for the function \( \nabla(\Phi - \Phi^*) \), whose integral also vanishes due to Dirichlet boundary conditions.

The choice of \( Z_i \) yields the correct Boltzmann states because in the blocking case, ionic concentrations are conserved (42), and we expect long-time behavior \( c_i \to c_i^* \) (see [6]).

For future reference, we state below the consequence of the dissipation relation (17):

\[
\frac{1}{2k_BT_K} \|u(t)\|_2^2 + \mathcal{E}(t) \leq \frac{1}{2k_BT_K} \|u_0\|_2^2 + \mathcal{E}(0), \quad t \geq 0.
\]

As we will frequently refer to the quantity on the right hand side of the inequality, we shall label it

\[
E_K := \frac{1}{2k_BT_K} \|u_0\|_2^2 + \mathcal{E}(0).
\]

Now we may state the main result which gives global existence in three dimensions for small perturbations.
Theorem 3.1. Let Ω ⊂ \mathbb{R}^3 be an open bounded domain with smooth boundary. Let \( z_i \in \mathbb{R}, i = 1, ..., N \) (such that there exist \( i, j \) with \( z_i < 0 < z_j \)), and let \( \varepsilon > 0, D_i > 0, i = 1, ..., N \). Let \( p = 2q > 6 \), and suppose the following initial data are given: \( c_i(0) \geq 0 \) in \( W^{2,q}(\Omega), i = 1, ..., N \), \( W \in W^{2,p}(\partial \Omega) \), and \( u_0 \in (W^{1,p}(\Omega))^3 \cap \{ \nabla \cdot u = 0 \} \). Furthermore, assume that the following smallness conditions for the initial data are satisfied:

\[
E_K \leq \min\{\delta_1, \delta_3\} \\
\sum_{i=1}^{N} \|c_i(0) - c_i^*\|^2 \leq \delta_2 \\
\|\nabla u_0\|_2 \leq \zeta_1
\]

where the constants \( \delta_1, \delta_2, \delta_3, \zeta_1 \) (see (70), (71), (87)) depend on the parameters of the problem, boundary data and initial concentrations. Then there exists a unique strong solution of the NPNS system (1)-(7) with blocking boundary conditions (8) in \( \Omega \times [0, \infty) \).

3.2. Proof of Theorem 3.1. The proof follows from Theorem 2.5 and the a priori uniform estimates proven below. Our primary and ultimate goal is to uniformly control \( c_i \) in \( L^p (p > 6) \).

3.2.1. Uniform \( \mathcal{L}^\infty(\mathcal{L}^2) \) bounds for \( c_i \). Smallness condition. Bounds on \( \Phi \). We employ a Grönwall-type argument for the quantity \( \|c_i - c_i^*\|^2_2 \).

Starting from (1) and using the time independence of \( c_i \) and the relation

\[
\nabla c_i^* = -z_i c_i^* \nabla \Phi^*
\]

which follows from the definition (12), we obtain, after adding and subtracting like terms, the following:

\[
\partial_t (c_i - c_i^*) = \nabla \cdot (-u(c_i - c_i^*) - uc_i^*) + D_i \nabla (c_i - c_i^*) + z_i D_i (c_i - c_i^*) \nabla (\Phi - \Phi^*) + z_i D_i c_i^* \nabla (\Phi - \Phi^*) + z_i D_i (c_i - c_i^*) \nabla \Phi^*.
\]

Multiplying (46) by \( c_i - c_i^* \) and integrating by parts, we obtain

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |c_i - c_i^*|^2 \, dx + D_i \int_{\Omega} |\nabla (c_i - c_i^*)|^2 \, dx = I_1 + I_2 + I_3 + I_4 + I_5
\]

where

\[
I_1 = \int_{\Omega} (c_i - c_i^*) u \cdot \nabla (c_i - c_i^*) \, dx \\
I_2 = \int_{\Omega} c_i^* u \cdot \nabla (c_i - c_i^*) \, dx \\
I_3 = - \int_{\Omega} z_i D_i (c_i - c_i^*) \nabla (\Phi - \Phi^*) \cdot \nabla (c_i - c_i^*) \, dx \\
I_4 = - \int_{\Omega} z_i D_i c_i^* \nabla (\Phi - \Phi^*) \cdot \nabla (c_i - c_i^*) \, dx \\
I_5 = - \int_{\Omega} z_i D_i (c_i - c_i^*) \nabla \Phi^* \cdot \nabla (c_i - c_i^*) \, dx
\]
Above, the constants $C_{elliptic}$ regularity and Hölder, Young’s, and interpolation inequalities: No boundary terms occur due to no-slip and blocking boundary conditions. Now we bound each term using

\[ I_1 = \frac{1}{2} \int_{\Omega} u \cdot \nabla(c_i - c_i^*)^2 \, dx = -\frac{1}{2} \int_{\Omega} (\nabla \cdot u)(c_i - c_i^*)^2 \, dx = 0 \]

\[ I_2 \leq \|c_i^*\|_\infty \|u\|_2 \|\nabla(c_i - c_i^*)\|_2 \]

\[ \leq \epsilon' D_i \|\nabla(c_i - c_i^*)\|_2^2 + C_{2,i} \frac{\|c_i^*\|^2_\infty}{D_i} \|u\|_2^2 \]

\[ I_3 \leq D_i z_i ||c_i - c_i^*||_3 ||\nabla(\Phi - \Phi^*)||_0 ||\nabla(c_i - c_i^*)||_2 \]

\[ \leq C_{3,i} D_i z_i [\epsilon^{-1} ||\nabla(c_i - c_i^*)||_2^2 + \|c_i - c_i^*\|^3_2 \|\rho - \rho^*\|_2] \]

\[ \leq C_{3,i} D_i \max_j z_j [\epsilon^{-1} ||\nabla(c_i - c_i^*)||_2^2 + \|c_i - c_i^*\|^3_2 (\Sigma_{j=1}^N |c_j - c_j^*|^2_2)^{\frac{2}{3}}] \]

\[ \leq \epsilon' D_i \|\nabla(c_i - c_i^*)\|_2^2 + C_{3,i} \frac{D_i \max_j z_j}{\epsilon^4} (\Sigma_{j=1}^N |c_j - c_j^*|^2_2)^3 \]

\[ I_4 \leq D_i z_i ||c_i^*||_\infty ||\nabla(\Phi - \Phi^*)||_2 ||\nabla(c_i - c_i^*)||_2 \]

\[ \leq \epsilon' D_i ||\nabla(c_i - c_i^*)||_2^2 + C_{4,i} D_i z_i [\|c_i^*\|^2_\infty ||\nabla(\Phi - \Phi^*)||_2^2] \]

\[ I_5 \leq D_i z_i ||\nabla \Phi^*||_\infty ||c_i - c_i^*||_2 ||\nabla(c_i - c_i^*)||_2 \]

\[ \leq C_{5,i} D_i z_i [\|\nabla \Phi^*\|_\infty ||c_i - c_i^*||_2^2 + ||\nabla(c_i - c_i^*)||_2^2] \]

\[ \leq \epsilon' D_i ||\nabla(c_i - c_i^*)||_2^2 + C_{5,i} D_i z_i [\|\nabla \Phi^*\|_\infty^5 ||c_i - c_i^*||_1^2] \]

Above, the constants $C_{j,i}, j = 2, 3, 4, 5$, which may differ from line to line, are ultimately nondimensional. We take $\epsilon' = 1/8$ and return to (47), resulting in the following differential inequality:

\[ \frac{d}{dt} \sum_{i=1}^N \|c_i - c_i^*\|_2^2 + D^- \sum_{i=1}^N ||\nabla(c_i - c_i^*)||_2^2 \leq F(t) + H \left( \sum_{i=1}^N \|c_i - c_i^*\|_2^2 \right)^3 \]

where

\[ D^- = \min_i \{D_i\} \]

\[ D^+ = \max_i \{D_i\} \]

\[ \check{C} = \max_{j,i} \{C_{j,i}\} \]

\[ z = \max_i z_i \]

\[ F(t) = 2N\check{C} \left( \beta_1 \|u\|_2^2 + \beta_2 ||\nabla(\Phi - \Phi^*)||_2^2 + \beta_3 \max_i ||c_i - c_i^*||_1^2 \right) \]

\[ H = 2N\check{C} \frac{D^+ z^8}{\epsilon^4} \]

\[ \beta_1 = \frac{\max_i ||c_i^*||_\infty^2}{D^-} \]

\[ \beta_2 = D^+ z^2 \max_i ||c_i^*||_\infty^2 \]

\[ \beta_3 = D^+ z^5 ||\nabla \Phi^*||_\infty^5. \]
One final application of Poincaré’s inequality on (48) gives us the form of the inequality that we will work with:

\[
\frac{dw}{dt} \leq F(t) - C\Omega D^- w + Hw^3 \tag{59}
\]

where we have set \(w(t) := \sum_{i=1}^N \|c_i(t) - c_i^*\|_2^2\), and \(C\Omega\) is a constant depending on the geometry of \(\Omega\), with dimensions of inverse length squared.

Looking at the terms that comprise \(F(t)\), we see that if we are able to bound \(\max_i \|c_i(t) - c_i^*\|_2^2\) above by a constant multiple of \(E_K\), then \(F(t)\) itself may be bounded above by a constant multiple of \(E_K\). Indeed, we have the following inequality.

**Lemma 3.2.** (Csiszar-Kullback inequality, see e.g. [7]) Let \(f, g \in L^1(\Omega)\) satisfy \(f \geq 0\), \(g > 0\) and \(\int_\Omega f \, dx = \int_\Omega g \, dx = \alpha\). Then

\[
\|f - g\|_1^2 \leq C\alpha \int_\Omega \left( f \log \left( \frac{f}{g} \right) - f + g \right) \, dx \tag{60}
\]

for \(C > 0\) independent of \(f, g\).

Taking \(f = c_i^*\) and \(g = c_i\) from the lemma, we have

\[
\max_i \|c_i - c_i^*\|_2^2 \leq C \max_i \|c_i(0)\|_1 \max_i \int_\Omega E_i c_i^* \, dx \leq C \max_i \|c_i(0)\|_1 E_K. \tag{61}
\]

Thus, we have the following bound that follows from the definition of \(F(t)\) and from (43), (61):

\[
F(t) \leq \tilde{F} \cdot E_K := 2NC \max\{2\beta_1 k_B T_K, 2\beta_2 / \varepsilon, C\beta_3 \max_i \|c_i(0)\|_1\} E_K \tag{62}
\]

uniformly in time.

**Proposition 3.3.** Let \(w(t) = \sum_{i=1}^N \|c_i(t) - c_i^*\|_2^2\). Suppose the following smallness conditions are satisfied:

\[
E_K \leq \delta_1, \tag{63}
\]

\[
w(0) \leq \delta_2 \tag{64}
\]

where the constants \(\delta_1\) and \(\delta_2\) are given below in (70), and (71). Then \(w(t)\) is bounded above uniformly in time by \(\tilde{w}\), given below in (65).

**Proof.** As long as

\[
w(t) \leq \sqrt{\frac{C\Omega D^-}{2H}} = \tilde{w} \tag{65}
\]

we have from (59) and (62)

\[
\frac{dw}{dt} \leq \tilde{F} E_K - \lambda w \tag{66}
\]

with

\[
\lambda = \frac{C\Omega D^-}{2} \tag{67}
\]

which results in

\[
w(t) \leq w(0)e^{-\lambda t} + \frac{\tilde{F}}{\lambda} E_K, \tag{68}
\]

and therefore, if

\[
w(0) + \frac{\tilde{F}}{\lambda} E_K < \sqrt{\frac{C\Omega D^-}{2H}} \tag{69}
\]

then (65) holds for all time. This is achieved for instance if

\[
E_K \leq \frac{1}{8\sqrt{2}} \left( C\Omega D^- \right)^{3/2} H^{-1/2} \tilde{F}^{-1} = \delta_1 \tag{70}
\]
and

\[ w(0) \leq \frac{1}{4\sqrt{2}} \left( C_\Omega D^- \right)^{\frac{1}{2}} H^{-\frac{1}{2}} = \delta_2. \]  

(71)

Two consequences of the uniform \( L^\infty(L^2) \) bounds on \( c_i \), which follow from Sobolev imbeddings and elliptic regularity, are

\[
\| \nabla \Phi(t) \|_6 \leq \Gamma_1
\]

(72)

\[
\| \Phi(t) \|_\infty \leq \Gamma_2
\]

(73)

where \( \Gamma_1 \) and \( \Gamma_2 \) are independent of time.

3.2.2. Uniform \( L^\infty(L^p) \) bounds for \( c_i \) for \( 1 \leq p \leq \infty \). Using the fact that \( c_i \in L^\infty(L^2) \), it is possible to inductively establish uniform \( L^\infty(L^p) \) for all \( p \), both finite and infinite. The following Moser-type iteration was done in [3] and [4].

For \( k = 2, 3, \ldots \), multiply \((\ref{eq:4})\) by \( c_i^{2k-1} \) and integrate by parts to obtain

\[
\frac{1}{2k} \frac{d}{dt} \int_\Omega c_i^{2k} \, dx = -(2k - 1) \int_\Omega -c_i^{2k-1}(u \cdot \nabla c_i) + D_i c_i^{2k-2} |\nabla c_i|^2 + D_i z_i c_i^{2k-1} (\nabla \Phi \cdot \nabla c_i) \, dx
\]

\[
= -\frac{2k - 1}{k} D_i \int_\Omega |\nabla c_i|^2 \, dx - d \frac{2k - 1}{k} \int_\Omega z_i c_i^{k} (\nabla \Phi \cdot \nabla c_i^{k}) \, dx. \tag{74}
\]

Now we estimate the second integral on the right by interpolation,

\[
\int_\Omega z_i c_i^{k} (\nabla \Phi \cdot \nabla c_i^{k}) \, dx \leq |z_i| \| \nabla \Phi \|_6 \| \nabla c_i^{k} \|_2 \| c_i^{k} \|_3
\]

\[
\leq \epsilon \| \nabla c_i^{k} \|_2^2 + C_k \| c_i^{k} \|_2^2
\]

where \( C_k \) is a constant depending on \( \epsilon, z, \Gamma_1, \) and \( \Omega \), with dimensions of inverse length squared. Thus returning to \((\ref{eq:4})\), we see that for an appropriate choice of \( \epsilon \), we end up with

\[
\frac{d}{dt} \| c_i^{k} \|_2^2 + D_i \| \nabla c_i^{k} \|_2^2 \leq C(k) D_i d_\Omega^{-2} \| c_i^{k} \|_2^2 \tag{75}
\]

where we have factored out \( d_\Omega^{-2} (d_\Omega := \text{diameter of } \Omega) \) from the coefficient to make \( C(k) \) nondimensional. It is important to note that the manipulations (a finite number of applications of multiplying/adding rational functions of \( k \)) leading to the constant \( C(k) > 0 \) are such that \( C(k) \) displays at most polynomial growth with respect to \( k \). In particular, there exist nondimensional constants \( C', m \), depending on \( \Omega, z, \) and \( \Gamma_1 \), but independent of \( k \) such that \( C(k) \leq C'k^m \) for all \( k \geq 2 \). To go one step further, we may add, say, \( k^m \) to \( C(k) \) without affecting the direction of the inequality in \((\ref{eq:4})\) so that

\[
k^m \leq C(k) \leq C'k^m, \quad (C'' = C' + 1). \tag{76}
\]

Next, again from interpolation, we have

\[
\| c_i^{k} \|_2^2 \leq \epsilon d_\Omega^2 \| \nabla c_i^{k} \|_2^2 + C_\epsilon d_\Omega^{-3} \| c_i^{k} \|_1^2. \tag{77}
\]

Then for appropriate \( \epsilon = \epsilon(k) \), \((\ref{eq:4})\) and \((\ref{eq:5})\) give us

\[
\frac{d}{dt} \| c_i^{k} \|_2^2 \leq -D_i d_\Omega^{-2} \| c_i^{k} \|_2^2 + C(k) D_i d_\Omega^{-5} \| c_i^{k} \|_1^2 \tag{78}
\]

where \( C(k) \) is modified from before, but still exhibits at most polynomial growth with respect to \( k \) (and without loss of generality still satisfies \((\ref{eq:6})\)).

Now we define

\[
S_k := \max \{ d_\Omega^2 \| c_i(0) \|_\infty, d_\Omega^{-\frac{3}{2}} \sup_{t \geq 0} \| c_i \|_k \}, \quad k = 1, 2, 3, \ldots \tag{79}
\]
which may, a priori, allow for infinite values.

To proceed by induction, we assume that for some $k$, $S_k$ is finite. Then from (78), a Grönwall argument with integrating factor $e^{tD_d\Omega^2}$ gives

\[
\|c_i^k\|_2 \leq e^{-tD_d\Omega^2} \|c_i^k(0)\|_2 + C(k)d^{\alpha-3}_\Omega S_k^2 \leq d^3_\Omega \|c_i(0)\|_\infty + C(k)d^{\alpha-3}_\Omega S_k^2
\]

\[
\Rightarrow d^{\beta-3}_\Omega \|c_i\|_{2k} \leq d^{\beta}_\Omega \|c_i(0)\|_2 + C(k)S_k^2 \leq d^{\beta}_\Omega \|c_i(0)\|_\infty + C'' k^{-m} S_k^2 \leq 2C'' k^{-m} S_k^2
\]

\[
\Rightarrow d^{\beta-\frac{3}{\alpha}}_\Omega \|c_i\|_{2k} \leq (2C'')^\frac{1}{\alpha} k^\frac{m}{\alpha} S_k
\]

(80)

Thus recursively, we see that $S_k < \infty$ for all finite $k$, and since $(2C'')^\frac{1}{\alpha} k^\frac{m}{\alpha} S_k \geq d^3_\Omega \|c_i(0)\|_\infty$ we have the relation

\[
S_{2k} = \max\{d^3_\Omega \|c_i(0)\|_\infty, d^{\beta-\frac{3}{\alpha}}_\Omega \sup_{t \geq 0} \|c_i\|_{2k}\}
\]

\[
\leq \max\{d^3_\Omega \|c_i(0)\|_\infty, (2C'')^\frac{1}{\alpha} k^\frac{m}{\alpha} S_k\}
\]

\[
= (2C'')^\frac{1}{\alpha} k^\frac{m}{\alpha} S_k
\]

for all $k$. Setting $k = 2^j$, we see that

\[
S_{2^{j+1}} \leq (2C'')^\frac{1}{\alpha} 2^{j^m} 2_{\alpha\alpha} S_{2^j}
\]

(81)

and thus for any $J \in \mathbb{N}$, we have

\[
S_{2^J} \leq (2C'')^\alpha 2^\beta S_2
\]

(82)

where $\alpha := \sum_{j=1}^\infty \frac{1}{2^j} \beta < \infty$ and $\beta := \sum_{j=1}^\infty \frac{j}{2^{j+1}} \beta < \infty$. Since we know that $S_2$ is finite, letting $J \to \infty$ completes the proof of the claim that $\|c_i\|_\infty$ is uniformly bounded in time, and in fact we have

\[
\|c_i\|_\infty \leq (2C'')^\alpha 2^\beta C_3 S_2 =: \Gamma_\infty
\]

(83)

with $\Gamma_\infty$ independent of time.

3.2.3. Global regularity for Navier-Stokes subsystem. For small initial data, classical results (e.g. [5], [8]) show the existence of strong solutions for small initial data and small forcing for Navier-Stokes equations.

To proceed, we first apply the Leray projection onto the momentum equation [4]

\[
\partial_t u + \nu Au + B(u, u) = -(k_B T_K)P(\rho \nabla \Phi) =: Pf.
\]

(84)

Above $P$ is the Leray projection operator from $L^2(\Omega)$ onto $H = L^2(\Omega) \cap \{\nabla \cdot u = 0\}$, and $A = P(-\Delta)$ is the Stokes operator, and $B(u, v) = \mathbb{P}(u \cdot \nabla v)$ (see [5]). It is well known that conditions

\[
\|\nabla u_0\|_2 \leq \zeta_1
\]

\[
\sup_{t \geq 0} \|P f\|_2 \leq \zeta_2
\]

result in the global existence and uniqueness of strong solutions of Navier-Stokes equations, i.e. solutions which belong to $L^\infty(0, T; H^1(\Omega)) \cap L^2(0, T; \mathcal{D}(A))$. A direct application of the these results is not possible because in them the forces $f(t)$ are given. But the proof of the results (see for instance the proof of Theorem 9.3 in [5]) can be adapted verbatim for our coupled system, as long as we can verify independently conditions (86).

The fact that (86) is satisfied is due to the remarkable feature of the electrical forcing, which, in steady state is a pure gradient. Indeed, in view of the definition of the Boltzmann states (12), (14) $\rho^s \nabla \Phi^s = \dots$
\[ -\nabla(\sum_i c_i^*) \text{ is a pure gradient, and hence vanishes under } \mathcal{P}. \text{ Thus we obtain,} \]

\[ \|\mathcal{P}(\rho \nabla \Phi)\|^2_2 = \|\mathcal{P}(\rho \nabla \Phi - \rho^* \nabla \Phi^*)\|^2_2 \]

\[ \leq 2\|\rho \nabla (\Phi - \Phi^*)\|^2_2 + 2\|\rho - \rho^*\|^2_2 \]

\[ \leq 2\|\rho\|_\infty^2 \|\nabla (\Phi - \Phi^*)\|^2_2 + 2\|\nabla \Phi^*\|_\infty^2 \|\rho - \rho^*\|_\infty \|\rho - \rho^*\|_1 \]

\[ \leq \max \left\{ \frac{2\|\rho\|_\infty^2}{\varepsilon} E_K, 2C_1^4 N \|\nabla \Phi^*\|_\infty \|\rho - \rho^*\|_\infty (\max_i \|c_i(0)\|_1)^2 E_K^2 \right\} \]

\[ =: \max \{ B_1 E_K, B_2 E_K^2 \} \]

where the last inequality follows from (43) and (61). Thus we see that for

\[ E_K \leq \min \left\{ \frac{\zeta_2^2}{B_1 k_B^2 T_K^2}, \frac{\zeta_4^3}{B_2 k_B^4 T_K^1} \right\} =: \delta_3 \] (87)

condition (86) is satisfied. Thus with \( \delta_1, \delta_2, \delta_3, \zeta_1 \) given by (70), (71), (87) and (85), the proof of Theorem 3.1 is complete.

4. Global Existence for Small Perturbations (Uniform Selective)

In this section, we consider uniform selective boundary conditions and prove the following result, which extends Theorem 3.1.

**Theorem 4.1.** Let \( \Omega \subset \mathbb{R}^3 \) be an open bounded domain with smooth boundary. Let \( z_i \in \mathbb{R}, i = 1, \ldots, N \) (such that there exist \( i, j \) with \( z_i < 0 < z_j \)), and let \( \varepsilon > 0, D_i > 0, i = 1, \ldots, N \). Let \( p = 2q > 6 \), and suppose the following initial data are given: \( c_i(0) \geq 0 \) in \( W^{2,q}(\Omega), i = 1, \ldots, N, W \in W^{3,p}(\partial \Omega) \), and \( u_0 \in (W_0^{1,p}(\Omega))^3 \cap \{ \nabla \cdot u = 0 \} \). Furthermore, assume that the following smallness conditions for the initial data are satisfied:

\[ E_K \leq \min \{ \delta_1', \delta_3' \} \]

\[ \sum_{i=1}^N \|c_i(0) - c_i^*\|_2^2 \leq \delta_2' \]

\[ \|\nabla u_0\|_2 \leq \zeta_1 \]

where the constants \( \delta_1', \delta_2', \delta_3', \zeta_1 \) depend on the parameters of the problem, boundary data and initial charges, and \( c_i^* \) are defined with normalizing constants \( Z_i^{-1} = (\gamma_i(x)e^{z_i W(x)})|_{\partial \Omega} \) for \( i = 1, \ldots, M \), and \( Z_i > 0 \) arbitrary for \( i = M + 1, \ldots, N \). Then there exists a unique strong solution of the NPNS system (9)-(11) with uniform selective boundary conditions (9)-(11) in \( \Omega \times [0, \infty) \).

**4.1. Proof of Theorem 4.1** The main goal is the same as for the blocking case - to establish uniform \( L^p \) bounds on \( c_i \) for \( p > 6 \) and then to apply the local existence theorem.

4.1.1. Uniform \( L^\infty(L^2) \) bounds for \( c_i \). Smallness condition. Bounds on \( \Phi \). The initial estimates in the proof of uniform \( L^\infty(L^2) \) bounds for \( c_i \) follow with little modification from the blocking boundary condition case. Relation (47) is obtained without change (uniform selective boundary conditions with our choice of normalizing constants \( Z_i \) ensure that no boundary terms appear from integration by parts). Estimates for \( I_1, I_2, I_3 \) (i.e. the estimates that do not require interpolation) are unchanged. For \( I_4 \) and \( I_5 \), slight technical modifications are required because interpolation inequalities for \( c_i - c_i^* \), which is now neither zero trace nor
zero mean in general, produce extra terms. Thus for \( I_3 \) and \( I_5 \), we have

\[
I_3 \leq \sum_{i=1}^{N} \|c_i - c_i^*\|^2 + \sum_{i=1}^{N} \|\nabla(c_i - c_i^*)\|^2 \leq K(t) + G \left( \sum_{i=1}^{N} \|c_i - c_i^*\|^2 \right)^2 + H \left( \sum_{i=1}^{N} \|c_i - c_i^*\|^2 \right)^3
\]

where

\[
K(t) = 2N\tilde{C} \left( \beta_1 \|u\|^2 + \beta_2 \|\nabla(\Phi - \Phi^*)\|^2 \right) + \beta_3 \max_{i} \|c_i - c_i^*\|^2
\]

\[
G = 2N\tilde{C}^2 \frac{D^+ z^4}{dQz^2}
\]

\[
\tilde{C}_3 = \max_{i} \{ C_{3,i} \}
\]

\[
\beta_3' = D^+ (dQz^2) \|\nabla\Phi^*\|^2_\infty + z^5 \|\nabla\Phi^*\|^5_\infty
\]

and all other constants remain unchanged from the blocking case. Then, an application of Poincaré’s inequality finally gives us

\[
\frac{d}{dt} \sum_{i=1}^{N} \|c_i - c_i^*\|^2 + D^{-} \sum_{i=1}^{N} \|\nabla(c_i - c_i^*)\|^2 \leq K(t) - C_\Omega D^- w + Gw^2 + Hw^3
\]

where \( w \) is defined as before. The goal is once again to control the size of \( K(t) \) with that of \( E_K \). However, Lemma 3.2 is not applicable as we no longer have zero mean in general. At this point it becomes necessary to invoke a slightly more involved result, referred to as the generalized Csiszar-Kullback inequality [12].

**Lemma 4.2.** Suppose \((\Omega, \Sigma, \mu)\) is a measure space and \( \mu \) is a probability measure. Furthermore, assume \( g \in L^1(d\mu) \) is strictly positive a.e. and \( \|g\|_1 = 1 \). Then for all \( f \in L^1(d\mu) \) such that \( f \geq 0 \) a.e., we have the inequality

\[
0 \leq (1 + \|f - g\|_1)(\log(1 + \|f - g\|_1) - 1) + 1 \leq \int_{\Omega} f \log \left( \frac{f}{g} \right) - f + g \, d\mu.
\]

It is clear that by scaling, upon modifying (94) accordingly, we may relax the assumptions that \( \mu(\Omega) = 1 \) and \( \|g\|_1 = 1 \). Then, from Lemma 4.2 taking \( f = c_i \) and \( g = c_i^* \) we find that while \( \|c_i - c_i^*\|_1 \) is not bounded above by \( E_K \) as straightforwardly as in (61), it is nonetheless true that for all \( \epsilon > 0 \) there exists \( \delta > 0 \) such that

\[
E_K \leq \delta \Rightarrow \max_{i} \sup_{t \geq 0} \|c_i - c_i^*\|_1 \leq \epsilon
\]
and this is sufficient for our needs. We may then conclude using (443) and (95) that for any \( \epsilon > 0 \) there exists \( \delta_1' = \delta_1'(\epsilon) \) such that
\[
E_K \leq \delta_1' \Rightarrow \sup_{t \geq 0} K(t) \leq \epsilon. \tag{96}
\]

Then, as before, as long as
\[
Gw + Hw^2 \leq \frac{1}{2} C_\Omega D^{-}
\]
we have that
\[
\frac{dw}{dt} \leq \epsilon - \lambda w \tag{98}
\]
with \( \lambda = \frac{1}{2} C_\Omega D^{-} \) as before, and hence
\[
w(t) \leq w(0) + \frac{\epsilon}{\lambda} \tag{99}
\]
Then, as before, there exists \( \delta_2' > 0 \) such that by taking
\[
w(0) \leq \delta_2' \tag{100}
\]
and \( \epsilon \) small enough, we guarantee that the inequality (99) implies (97) and consequently there exists \( \tilde{w} > 0 \) such that
\[
\sup_{t \geq 0} w(t) \leq \tilde{w}. \tag{101}
\]

A consequence of the uniform \( L^\infty(L^2) \) bound, which follows from (88), is
\[
\int_{t_0}^{t_0+\tau} \|\nabla c_i(t)\|_2^2 dt \leq \chi_2(1 + \tau), \ i = 1, \ldots, N
\]
where \( \chi_2 \) depends on initial conditions, boundary data, and parameters of the system, but is independent of \( t_0 \).

Lastly we remark that now we also have at our disposal the bounds (72), (73).

4.1.2. Local uniform \( L^\infty(L^p) \) bounds for \( c_i \) for \( 1 \leq p < \infty \). It is at this step that the analysis largely differs from that in the blocking case. As a preliminary step before showing uniform \( L^\infty(L^p) \) bounds, we start by showing local uniform bounds (see (109)). We first proceed similarly to the start of subsection 3.2.2. Integrating (1) against \( c_i^{k-1} - (c_i^*)^{k-1} \) \((k \geq 3)\) we obtain
\[
\frac{1}{k} \frac{d}{dt} \int_\Omega c_i^k - kc_i(c_i^*)^{k-1} dx = - \int_\Omega (uc_i + Di \nabla c_i + z_i D_i c_i \nabla \Phi) \cdot \nabla c_i^{k-1} dx \nonumber \\
= - \int_\Omega (uc_i + Di \nabla c_i + z_i D_i c_i \nabla \Phi) \cdot \nabla (c_i^*)^{k-1} dx 
\]
\[
\leq - D_i \frac{4(k - 1)}{k^2} \int_\Omega |\nabla c_i^b| \|\nabla \Phi\|_6 \|\nabla c_i^b\|_2 \nonumber \\
+ \alpha_k (1 + \|\nabla c_i\|_2^2) \tag{103}
\]
where \( \alpha_k \) depends on \( k \), bounds on \( c_i^* \), uniform \( L^\infty(L^2) \) bounds on \( u, c_i \) and \( \nabla \Phi \), and parameters of the system. The second integral in the last inequality is estimated using H\( \ddot{\text{l}} \)der inequality, interpolation and (72):
\[
\int_\Omega c_i^b \nabla \Phi \cdot \nabla c_i^b dx \leq \|c_i^b\|_3 \|\nabla \Phi\|_6 \|\nabla c_i^b\|_2 \tag{104}
\]
\[
\leq \epsilon \|\nabla c_i^b\|_2^2 + C_k \|c_i^b\|_2^2. \tag{105}
\]
Then, choosing \( \epsilon \) appropriately and possibly modifying \( \alpha_k \), we obtain from (103) after rearranging:
\[
\frac{d}{dt} \|c_i^b\|_2^2 + \|\nabla c_i\|_2^2 \leq \alpha_k (\|c_i^b\|_2^2 + \|\nabla c_i\|_2^2) + \frac{d}{dt} G(t) + 1 \tag{106}
\]
where we have defined
\[ G(t) := \int_{\Omega} c_i(t)(c_i^*)^{k-1} \, dx. \] (107)

Then, setting \( X(t) := \|c_i^*\|_2^2 \) and using (102), we use a Grönwall argument with integrating factor \( e^{-\alpha_k t} \) and restricting ourselves to the time range \((t_0, t_0 + \tau)\):
\[
\frac{d}{dt}(X(t)e^{-\alpha_k t}) = e^{-\alpha_k t}(X'(t) - \alpha_k X(t)) \leq \alpha_k e^{-\alpha_k t_0}(\|\nabla c_i\|_2^2 + \frac{d}{dt}G(t) + 1)
\]
\[
\Rightarrow X(t_0 + \tau)e^{-\alpha_k (t_0 + \tau)} \leq X(t_0)e^{-\alpha_k t_0} + \alpha_k e^{-\alpha_k t_0}(2\chi_2(1 + \tau) + G(t_0 + \tau) - G(t_0))
\]
\[
\Rightarrow X(t_0 + \tau) \leq A_k(X(t_0) + 1)e^{(1 + \alpha_k)\tau} \tag{108}
\]

where in the last implication we used the fact that \( G(t) \) is bounded independent of time and the inequality \( \tau \leq e^\tau \), and \( A_k \) depends on bounds on \( G, \alpha_k \) and \( \chi_2 \). Thus we have shown that for each \( k \geq 3 \), there exists a constant \( B_k \) independent of \( t_0 \) such that
\[
\sup_{t_0 \leq t \leq t_0 + \tau} \|c_i(t)\|_k \leq e^{B_k(1 + \tau)}(1 + \|c_i(t_0)\|_k). \tag{109}
\]

4.1.3. Local uniform \( L^1(L^6) \) bounds for \( c_i \). The local uniform bound (102), together with the embedding \( H^1(\Omega) \hookrightarrow L^6(\Omega) \) gives us
\[
\int_{t_0}^{t_0 + \tau} \|c_i\|_6 \, dt \leq \eta_6(1 + \tau) \tag{110}
\]
with \( \eta_6 \) not depending on \( t_0 \).

4.1.4. Uniform \( L^\infty(L^p) \) bounds for \( c_i \) for \( p \leq 18 \). It turns out that with the following uniform Grönwall lemma, the bounds (109) and (110) give us uniform \( L^\infty(L^6) \) bounds (this lemma is also used extensively in [6] for essentially the same purpose).

**Lemma 4.3.** (Uniform Grönwall Lemma) Let \( r : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) be nondecreasing, and suppose that \( 0 \leq f(t) \in L^1_{loc}([0, T]) \) satisfies, for all \([t_0, t_0 + \tau] \subset [0, T]\),
\[
\sup_{t_0 \leq t \leq t_0 + \tau} f(t) \leq r(f(t_0))e^{c_1(1 + \tau)} \tag{111}
\]
\[
\int_{t_0}^{t_0 + \tau} f(t) \, dt \leq c_2(1 + \tau) \tag{112}
\]
with constants \( c_1, c_2 > 0 \) independent of \( t_0 \). Then there exists \( c_r > 0 \), depending on \( \tau \) and \( f(0) \), such that
\[
\sup_{0 \leq t \leq T} f(t) \leq c_r. \tag{113}
\]

**Remark 4.4.** In the lemma above, \( \tau \) is a fixed time increment and the dependence of \( c_r \) on \( \tau \) should not be mistaken with dependence on time (i.e. \( T \)). That is, (113) is indeed a uniform in time bound.

**Proof.** (adapted from [6]) Taking \( t_0 = 0 \) and replacing \( \tau \) with \( \tau/2 \) in (112), Chebyshev’s inequality tells us
\[
\mu(\{t \in [0, \tau/2] : f(t) \geq 4c_2(1 + \tau)/\tau \}) \leq \tau/4 \tag{114}
\]
where \( \mu \) is the Lebesgue measure on \( \mathbb{R} \). Since \( \{t \in [0, \tau/2] : f(t) \geq 4c_2(1 + \tau)/\tau \} \) has strictly less than full measure on \( [0, \tau/2] \), there exists \( t_0 \in [0, \tau/2] \) such that
\[
f(t_0) \leq \frac{4c_2(1 + \tau)}{\tau}. \tag{115}
\]
With this value of \( t_0 \), the local uniform bound (111) tells us in particular that
\[
\sup_{\frac{\tau}{2} \leq t \leq \tau} f(t) \leq r \left( \frac{4c_2(1 + \tau)}{\tau} \right) e^{c_1(1+\tau)}.
\] (116)

We can repeat the preceding procedure on the interval \([\tau/2, \tau]\): there exists \( t_0 \in [\tau/2, \tau] \) such that (115) holds with the same bound. Then (116) holds on \([\tau, 3\tau/2]\) with the same bound. Thus, inductively, by adjoining time intervals of length \( \tau/2 \), we obtain
\[
\sup_{\frac{\tau}{2} \leq t \leq T} f(t) \leq r \left( \frac{4c_2(1 + \tau)}{\tau} \right) e^{c_1(1+\tau)}.
\] (117)

where the right hand side does not depend on \( T \). Finally, by adding estimate (111) with \( t_0 = 0 \) we obtain
\[
\sup_{0 \leq t \leq T} f(t) \leq c_r.
\] (118)

with
\[
c_r = \left( r(f(0)) + r \left( \frac{4c_2(1 + \tau)}{\tau} \right) \right) e^{c_1(1+\tau)}
\] (119)

Applying the lemma to (109) (with \( k = 6 \)) and (110), we obtain
\[
\sup_{t \geq 0} |c_i|_6 \leq \sigma_6
\] (120)

with \( \sigma_6 \) independent of time. We have the following consequence: returning to (106), we see by taking \( k = 6 \) that
\[
\int_{t_0}^{t_0 + \tau} \|
abla c^3_i \|^2_2 \, dt \leq \eta_6'(1 + \tau)
\] (121)

and by the embedding \( H^1(\Omega) \hookrightarrow L^6(\Omega) \), we have for \( p \leq 18 \)
\[
\int_{t_0}^{t_0 + \tau} \|c_i\|_p \, dt \leq \eta_p(1 + \tau)
\] (122)

with constants \( \eta_p \) independent of \( t_0 \).

**Remark 4.5.** We actually get local uniform \( L^6(L^p) \) bounds from the embedding, but we will just be needing the weaker bound (122).

Then, with (122) and (109), we again apply Lemma 4.3 to obtain for \( p \leq 18 \),
\[
\sup_{t \geq 0} |c_i|_p \leq \sigma_p
\] (123)

with \( \sigma_p \) independent of time.

4.1.5. **Uniform \( L^\infty(L^p) \) bounds for \( c_i \) for \( 1 \leq p < \infty \).** With (123), we can return to (106) and obtain bounds of the form
\[
\int_{t_0}^{t_0 + \tau} \|
abla c^2_i \|^2_2 \, dt \leq \eta_p'(1 + \tau)
\] (124)

for \( p \leq 18 \). Then Sobolev embedding gives us bounds of the form (122) for larger \( p \) (specifically for \( p \) up to \( p = 54 \)). Thus together with (109), we can repeat the above process indefinitely, obtaining bounds (122) and (123) for successively larger \( p \). Ultimately we obtain for all \( p < \infty \),
\[
\sup_{t \geq 0} |c_i|_p \leq \sigma_p
\] (125)

with \( \sigma_p \) independent of time.
4.1.6. **Global regularity for Navier-Stokes subsystem.** As in the blocking case, we would like to show that \( \|P(\rho \nabla \Phi)\|_2 \) can be made small uniformly in time, given small initial conditions. Proceeding slightly differently from before, we have from interpolation and elliptic regularity,

\[
\|P(\rho \nabla \Phi)\|_2 = \|P(\rho \nabla \Phi - \rho^* \nabla \Phi^*)\|_2 \\
\leq \|\rho \nabla (\Phi - \Phi^*)\|_2 + \|(\rho - \rho^*) \nabla \Phi^*\|_2 \\
\leq C(\|\rho\|_3 \|\nabla (\Phi - \Phi^*)\|_6 + \|\rho - \rho^*\|_2) \\
\leq C\|\rho - \rho^*\|_2
\]

where the final \( C \) depends on uniform bounds on \( \rho \), bounds on \( \nabla \Phi^* \), and \( \varepsilon \). Then, in order to conclude, it suffices to note that there exists \( \delta'_3 > 0 \) such that

\[
E_K \leq \delta'_3 \Rightarrow k_B T_K \|P(\rho \nabla \Phi)\|_2 \leq \zeta_2
\]

where \( \zeta_2 \) is from (86). Thus with smallness constants \( \delta'_1, \delta'_2, \delta'_3, \zeta_1 \) defined by (96), (100), (130), (85), the proof of Theorem 4.1 is complete.

5. **Conclusion**

We have shown global existence of strong solutions to the three dimensional Nernst-Planck-Navier-Stokes system in a bounded domain with initial data that are sufficiently small perturbations of steady state solutions (Boltzmann state and zero fluid velocity). The result is shown for both blocking (no-flux) and uniform selective (special Dirichlet) boundary conditions for ionic concentrations. The solutions remain for all time close to the equilibrium solutions in strong norms. The main two steps of the proof are (1) the decay of the sum of relative entropies (Kullback-Leibler divergences) and (2) the control of \( L^2 \) norms of deviations by the sum of relative entropies.

**Acknowledgment.** The work of PC was partially supported by NSF grant DMS-1713985.

**References**

[1] P. Biler. Existence and asymptotics of solutions for a parabolic-elliptic system with nonlinear no-flux boundary conditions. Nonlinear Analysis Vol. 19, No. 12, 1992, pp.1121-1136

[2] P. Biler. The Debye system: existence and large time behavior of solutions. Nonlinear Analysis Vol. 23, No. 9, 1994, pp.1189-1209

[3] D. Bothe, A. Fischer, J. Saal. Global well-posedness and stability of electrokinetic flows. SIAM Journal on Mathematical Analysis Vol. 46, No. 2, 2014, pp.1263-1316

[4] Y.S. Choi, R. Lui. Multi-dimensional electrochemistry model. Archive for Rational Mechanics and Analysis Vol. 130, No. 4, 1995, pp.315-342

[5] P. Constantin, C. Foias, Navier Stokes equations, Chicago U. Press, Chicago, 1988.

[6] P. Constantin, M. Ignatova. On the Nernst-Planck-Navier-Stokes system. Archive for Rational Mechanics and Analysis Vol. 232, No. 3, 2018, pp.1379-1428

[7] T.M Cover, J.A. Thomas. Elements of Information Theory. 2nd ed., Wiley, 2006.

[8] H. Fujita, T. Kato. On the Navier-Stokes initial value problem, I, Archive for Rational Mechanics and Analysis Vol. 16, No. 4, 1964, pp. 269-315

[9] I. Rubinstein. Electro-Diffusion of Ions, SIAM Studies in Applied Mathematics, SIAM, Philadelphia 1990

[10] R. Ryham. Existence, uniqueness, regularity and long-term behavior for dissipative systems modelling electrohydrodynamics. arXiv:0910.4973v1, 2009

[11] M. Schmuck. Mathematical Models and Methods in Applied Sciences Vol. 19, No. 6, 2009, pp.993-1015

[12] A. Unterreiter, A. Arnold, P. Markowich, G. Toscani. On Generalized Csiszar-Kullback inequalities. Monatshefte fur Mathematik Vol. 131, No. 3, 2000, pp.235-253

[13] Y. Wang, C. Liu, Z. Tan. Well-posedness on a new hydrodynamic model of the fluid with the dilute charged particles. Journal of Differential Equations Vol. 262, No. 1, 2017, pp.68-115
