Phosphoproteomics data-driven signalling network inference: does it work?
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Abstract

The advent in high throughput global phosphoproteome profiling has led to wide phosphosite coverage and therefore the need to predict kinase substrate associations from these datasets. However, for multiple substrates, the regulatory kinase is unknown due to biased and incomplete interactome databases. In this study we compare the performance of six pairwise measures to predict kinase substrate associations using a purely data driven approach on publicly available dynamic time resolved and perturbation phosphoproteome data using mass spectrometry profiling. First, we validated the performance of these measures using as a reference both a literature-based phosphosite-specific protein interaction network and a predicted kinase substrate (KS) interactions set. The overall performance in predicting kinase-substrate associations using pairwise measures across both database-derived and predicted interactomes was poor. To expand into the wider interactome space, the performance of these measures was evaluated against a network compiled from pairs of substrates regulated by the same kinase (substrate-substrate associations). Similar to the kinase substrate predictions, a purely statistical approach to predict substrate-substrate associations was also poor. However, the addition of a sequence similarity filter for substrate-substrate associations led to a boost in performance and to the inference of statistically significant substrate-substrate associations. Our findings imply that the use of a filter to reduce the search space, such as a sequence similarity filter, can be used prior
to the application of network inference methods to reduce noise and boost the signal. We also find that the current gold standard for reference sets is not adequate for evaluation as it is limited and context-agnostic. Therefore, there is a need for additional evaluation methods that have increased coverage and take into consideration the context-specific nature of kinase substrate associations.

**Introduction**

Signalling networks orchestrate the cell’s responses to changes in their environment via stimuli-induced post translational modifications (PTMs) and are often deregulated in disease, including cancer, diabetes and other disorders\(^1\). Unravelling the connectivity of cell signalling networks can enable the understanding of the underlying mechanisms at play.

Protein phosphorylation is the best studied PTM regulating cell signalling networks and is mediated by protein kinases that transfer the \(\gamma\)-phosphate from ATP to Ser, Thr or Tyr residue sites on the substrate. Over 500 kinases have been identified in human cells\(^2\), many of which are able to phosphorylate multiple proteins and sites within the same protein.

Current knowledge about downstream targets of kinases follows a Pareto optimal power law in which 20% of the kinases accounts for 87% of substrates in the compiled interactome databases\(^3\). These databases are geared towards well-studied kinases resulting in an inherent bias in which certain kinases are over-represented in pathway annotations\(^4\). In addition, there is limited coverage of kinase substrate binding due to the difficulty in capturing interactions that are transient in nature by affinity purification methods or Y2H assays\(^5\). Finally, kinase substrate interactions depend on the cell state, type, mutation background and environmental context. As such, even if all putative kinase-substrates were characterised, it is impossible to systematically characterise signalling networks across all potential contexts. There is thus a need for data-driven kinase-substrate regulatory network inference from unbiased context-specific whole-cell data, such as mass spectrometry-based global phosphoproteomics data.

To explore the wider kinome space, several kinase substrate prediction methods have been developed based on amino acid position specific scoring matrices (PSSMs) of annotated substrates\(^6\), neural networks that combine probabilistic network from the STRING database (NetworkIN)\(^7\) or the use of Bayesian additive regression trees that incorporate kinase substrate edge prediction with the kinase mode of regulation (activating or inhibiting) on the phosphosite\(^8\). More recently prediction methods have evolved to incorporate a wider kinome space using knowledge graph-based embeddings of kinase consensus sites across individual kinases, kinase groups and families\(^9\). This supervised learning approach utilises predictive models that generate
probabilistic scores for each prediction. These approaches rely on prior knowledge and therefore assessing the performance of these methods poses a challenge as vast regions of the signalling network remain unexplored. High throughput phosphoproteome profiling via mass spectrometry workflows have led to increased global coverage with the identification of phosphosites exceeding 30,000 per experiment\textsuperscript{10}. As they depict a relatively unbiased snapshot of a cell’s signalling state, they are, in theory, an excellent starting point for deriving data-driven and context-specific signalling networks.

Indeed, several methods have been developed, largely based on approaches already used in gene regulatory network inference from transcriptomics data. These fall in 6 different categories: pairwise association measures\textsuperscript{11,12}, linear regression\textsuperscript{13}, ordinary differential equations\textsuperscript{14}, ensemble approaches\textsuperscript{15,16} and Bayesian networks\textsuperscript{17}. These methods have been typically developed for specific datasets and whether they are generally suitable for phosphoproteomics data-driven network inference remains an open question. The HPN DREAM challenge benchmarked many methods for the task of inferring a causal network using dynamic RPPA (reverse phase protein array) datasets across different cell lines and perturbations (addition of inhibitor)\textsuperscript{12}. The challenge\textsuperscript{18} concluded that the best performing methods generally take advantage of prior knowledge networks. However, RPPA data is limited compared to global phosphoproteomics, in that there are much fewer phosphosites that are profiled, and all lie in the ‘well studied’ space of cell signalling given that there are available antibodies for them. Therefore, the networks that are inferred based on this data are limited in their coverage of the global cell signalling networks.

In this study we explore the potential of pairwise association and statistical dependency measures to derive unbiased signalling networks from global phosphoproteomics datasets, i.e., networks that don’t depend on the availability of prior knowledge pathways. We focus on six pairwise and non-parametric model-based measures that are commonly used or form the basis for many other methods for data-driven inference of signalling networks from global phosphoproteomics datasets. These consist of Pearson, Spearman and Kendall correlation, mutual information, Gaussian graphical model (GGM) and FunChiSq (Methods)\textsuperscript{19}. We provide a systematic comparison of the performance of these measures on both time series and perturbation global phosphoproteomics datasets to predict kinase-substrate associations and substrate-substrate associations (phosphosite substrates regulated by the same kinase) using a purely data driven approach (Figure 1).
Figure 1: Workflow of study. We used human drug perturbation and dynamic phosphoproteome datasets and evaluated the ability of 6 metrics to identify kinase substrate associations and substrate-substrate associations. For the latter a positive edge is formed between pairs of substrates that are regulated by the same kinase. A phosphosite-specific interactome was compiled from Omnipath, PhosphositePlus and PhosphoElm. The performance of six different measures of association were evaluated on 1:1 associations for time series and drug perturbation datasets, and time lagged associations for time series datasets. This was done using AUC, precision recall and an enrichment of the number of true positives (TPs) in the top 20% of predictions.
Results

Simulation-based analysis suggests that number and timing of phosphoproteomics samples is critical for network inference method performance

As a first step, to set the baseline of performance for the datasets we performed a simulation study. For this, we generated synthetic data using a multivariate vector autoregressive model based on the Raf signalling pathway from Sachs et al 2005\(^{20}\), comprising 19 edges and 11 nodes (Figure 2A). The synthetic data was simulated with varying lengths of duration and sampled intermittently across different time intervals (t=1,2,3,4 timepoints). The performance of the six measures mentioned above were evaluated in this study to recover the underlying network.

Overall, we found that the AUC for all methods improves as the number of time points in the synthetic data increases (Figure 2B), as expected and in line with prior published analyses\(^{21}\). The curse of dimensionality (CoD), wherein a large number of proteins/genes are measured for each sample and there are more variables (nodes in the network) than timepoints, confounds the performance of any association measure. The CoD is inherent in the synthetic data at smaller time points (t=4,6,8) however the AUC performance begins to plateau after t=20, once the number of samples exceeds the number of proteins.

In addition, intermittent sampling was performed on synthetic datasets with 100 time points (Figure 2C). The data was either sampled every 1,2,3, or 4 time points for each of the 10,000 synthetically generated datasets with 100 time points. We observed a steep reduction in performance as the lag between the sampled time points increases. At lags of 3 and 4, the AUC value for all methods is close to or less than 0.5. More frequent sampling results in higher AUC values.

The same analysis was applied to time lagged data to generate pairwise associations between pairs of samples from t = 1, ..., n-1 and t = 2, ..., n where n is the length of the simulated time series datasets (Figure S1). Despite the underlying time dependency from the model that generates the data, all six measures were unable to recapitulate the underlying network. Increasing the length of the time series had no effect in detecting time lagged associations, similarly intermittent sampling of time points generated AUC value close to 0.5.
For the simulated datasets, GGM had the highest performance. The GGM removes spurious connections due to the conditional dependence assumption which removes the effect of all other variables to generate highly related pairwise associations. However, it should be noted that the data is simulated as a Gaussian process and therefore the GGM's top performance in this analysis is unsurprising.

**Figure 2: Results of kinase substrate relationship predictions on simulated data**

A. RAF signalling pathway from Sachs et al 2005\(^\text{20}\) used to generate synthetic data from a multivariate autoregressive model B. 10,000 datasets are generated with varying lengths of duration. The box plot shows the distribution of the AUC scores for each of the predictors across varied lengths of time C. Synthetically generated data with time series length of 100, is sampled intermittently every 1, 2, 3, or 4 time intervals. The distribution of AUC for each of the measures is compared across the different time intervals.

**Data-driven prediction of kinase-substrate associations**

We next predicted kinase-substrate associations by applying these six measures on publicly available phosphoproteomics datasets. In total 17 datasets were compiled from 11 published papers that were acquired using label-free, TMT, SILAC or iTRAQ MS based quantification\(^\text{22-32}\) (Methods; **Table S1**). For the 13 time series phosphoproteome datasets, the number of sampled time points varied from four to ten. In addition, there were 4 drug perturbation datasets compiled from two studies\(^\text{29,33}\). Only differentially expressed phosphosites were used in this analysis (p value<0.05; log\(_2\) fold change > 2; Methods & **Table S1**) and evaluation results are presented only where 5 or more true positive associations were available. Three metrics were used to evaluate the performance of the six measures. Area under the curve (AUC), ratio of the area under the
precision recall curve/baseline (AURPC/baseline) and Fisher's exact odds ratio of true positive enrichment (TP) within the top 20% of the predictions.

Each of the performance metrics were initially evaluated against an interactome-derived phosphosite specific S/T kinase substrate gold network (Methods). In general, the performance was poor with no method surpassing a mean AUC of 0.6 for the S/T phosphorylation predictions. The best performing measure in detecting direct 1:1 S/T kinase substrate associations is GGM with mean AUC ~0.6), mean log_{10}(AUPRRC/baseline) =~0.7, and mean odds ratio of TP enrichment in top 20% hits=2.5. (Figure 3A, Figure S2A & S3A). All methods performed slightly worse on the perturbation datasets than the time series ones, except for the FunChiSq method which performed better, though still close to random. For Y kinase substrate association predictions, the average performance is similar to that of the S/T ones, however there is a more bimodal distribution, whereby 2 datasets (Reddy et al 2016 - 10nmol, Vemulapalli et al 2021 - DMSO) consistently perform relatively well with AUCs around 0.7 whereas the rest mostly perform worse than random (Figure 3B & S2B, S3B). Here the GGM, Kendall, Pearson and Spearman methods performed similarly with Kendall slightly outperforming the other methods.

For time lagged S/T kinase substrate associations the FunChiSq method was the best performer (~0.6, ~0.6, ~2 respectively for the evaluation metrics; Figure 3A, Figure S2A & S3A), while GGM performed close to random. For time lagged Y phosphorylation predictions, the performance was generally random or worse than random, except for one dataset that had a higher percentage of true positives among the possible associations (Redd et al 2016 - 10nmol) and achieved an AUC of 0.7 with the Pearson correlation metric (Table S2).

One of the caveats of this analysis is the low number of true positive interactions in many datasets. This meant that very few datasets were suitable for evaluation (Table S2). We hypothesised that increasing the number of true positives could help us better evaluate the performance of these methods by including additional datasets and putative positive points. We thus compiled kinase substrate networks from two machine learning methods that specialise in predicting kinase substrate associations at the phosphosite level (NetworKin^{34} and Selphi2.0^{35}). These predictions were combined with the gold interactome to expand the potential space for evaluation, allowing us to include 2 additional datasets in the evaluation of S/T kinase substrate association predictions.
Figure 3: Evaluation results of kinase-substrate predictions. A. AUC distribution profile of S/T kinase substrate associations evaluated against database derived phosphosite specific interactions. B. AUC distribution profile of S/T kinase substrate associations evaluated against the interactome and machine learning generated kinase substrate predictions. C. AUC distribution profiles of Y kinase substrate associations evaluated against database derived interactome. D.
AUC distribution profile of Y kinase substrate associations evaluated against the interactome and machine learning generated kinase substrate predictions.

Using the lenient cutoff for the machine learning-inferred interactions (0.5), the 2 additional datasets (Schmutz et al 2013 and Koksal et al 2018) performed relatively well with the best AUCs being 0.8 with Spearman and Kendall correlation method and 0.63 with the Pearson correlation method respectively. However, the remaining datasets showed on average slightly reduced performance (Figure 3C, S2E, S3E), including the perturbation datasets, probably due to the relatively high level of noise expected to be included in predicted kinase-substrate associations. There was no effect on the performance of the Y kinase substrate association predictions (Figure 3D, S2F, S3F).

**Data-driven predicting substrates regulated by the same S/T kinase**

Given the small number of true positives in kinase substrate association networks, we then asked whether predicting substrate phosphosites regulated by the same kinase would yield better performance. Pairs of substrates regulated by the same kinase were combined to form a substrate-substrate association network (Figure 1). The compiled gold phosphosite specific interactome for S/T phosphosites has 36,034 interactions, whilst the Y phosphosite interactome is limited to 6,641 interactions. For most datasets there were not sufficient Y phosphosites to evaluate the methods, so we decided to focus on S/T phosphosites.

We found that a purely statistical association-based prediction of substrate-substrate associations performs similarly to the kinase-substrate predictions above, with maximum mean AUCs achieved by GGM, Kendall and Spearman associations (~0.6). The performance on the time lagged exercise or the perturbation datasets was random (Figure 4A, S5A, S6A).

We next sought to reduce the space of false positives using our knowledge that kinases tend to recognise sites that are more similar in sequence, often matching specific motifs. By comparing the sequence similarity between known interactions and random pairs we found a small but significant increase for substrates of S/T kinases from a median of 0.142 to a median of 0.166 (Figure S7A). We thus filtered all predicted association networks by setting the association score of any substrate pairs that had a sequence similarity of less than 0.166 to 0 and evaluating them as predicted negatives.
Figure 4: Evaluation results of substrate-substrate predictions

A. AUC distribution profile of substrate-substrate associations evaluated against database derived phosphosite specific interactions

B. AUC distribution profile of substrate-substrate associations evaluated against the interactome and machine learning generated substrate-substrate predictions

C. AUC distribution profiles of substrate-substrate associations with a sequence similarity filter evaluated against
database derived interactome D. AUC distribution profiles of substrate-substrate associations with a sequence similarity filter evaluated against database derived interactome combined with ML derived substrate-substrate predictions.

The application of sequence similarity significantly boosts the performance in generating direct substrate-substrate associations (AUCs ~0.7-0.85), with all datasets becoming statistically significant based on the permutation analysis across all three-evaluation metrics (Figure 4B, S5B, S6B). The best performance here was achieved by mutual information and the FunChiSq metrics, which had been the worst performers thus far. Some AUCs achieved greater than 0.85 (Table S2). In fact, using the sequence similarity filtered network without any association metric and evaluating the match to the gold interactome gave the best performance across datasets (Figures 4C-D and Figures S5 & S6 B, D, F). This brings to question the value of the association measures for identifying regulatory relationships. However, even across high, medium, or low scoring associations, the difference in sequence similarity between true positives and true negatives was the same. Despite the expectation that high sequence similarity is associated with high pairwise associations this is clouded by large numbers of false positives (Figure S7C&D). This means that regardless of how correlated or statistically associated two substrates are, the sequence similarity is equally likely to predict them as associated in all datasets and conditions. Given that the gold set itself is agnostic to context/conditions, the sequence similarity filter can be used to identify the starting network on which association methods can be applied to identify condition/context-specific associations, while reducing the search space and thus the number of false positives.

**Discussion**

A cell’s response to cell communication and external perturbation is highly context specific and is regulated by cell signalling processes. Our current understanding of these processes is based on biased and context-agnostic annotated pathways which are not accurately representative. Network inference from global phosphoproteomics data is an attractive way to extract condition-specific and relatively unbiased signalling networks.

In this study, we performed a systematic comparison of measures commonly used as the basis of most network inference methods to detect kinase substrate relationships, and pairwise substrate associations regulated by the same kinase using dynamic and perturbation
phosphoproteome datasets. The goal was not to be comprehensive but to identify advantages and disadvantages of different approaches and suggest the best strategies for using them.

To create a baseline of our expectation, we started with a simulated study on synthetic data that demonstrated the known potential pitfalls of inferring associations with time series data. In particular, the length of the time series determines the performance accuracy, and intermittent sampling across the simulated data makes it difficult to recover the connections from the underlying network especially when the sampled intervals increase. This highlights the importance of time point selection when it comes to dynamic phosphoproteome profiling. Curiously, trying to identify statistical associations using a time lagged strategy was difficult both in the simulated data and in real datasets. From a biological point of view, this might be because phosphorylation reactions occur at varied timescales and the sampled timepoints don’t always reflect these reactions. In particular, tyrosine phosphorylation occurs within seconds to minutes of cell stimulation\(^{36}\), whilst serine/threonine phosphorylation occurs over slightly longer and more varied timescales (minutes rather than seconds).

Despite the incomplete coverage and limited ground truth to evaluate the phosphoproteomics datasets, we based the evaluation of the metrics on a gold set extracted from prior knowledge databases. Although FunChiSq was one of the best performing measures in the DREAM challenge, we found that it does not perform well in predicting associations from global phosphoproteomics datasets and is consistently the worst performing measure. Mutual information is also a poor performer for smaller time series lengths although this effect is minimised as the sample length increases in the simulated data at least. Both measures require the data to be discretized, and this is challenging for datasets that have smaller numbers of samples, due to information loss in which differences/patterns between data points can become obscured once discretized. GGM, Kendall, Pearson and Spearman correlations were typically performing similarly with GGM often performing marginally better. Throughout the study time series datasets tended to perform similarly or better than perturbation datasets, implying that collection of time series might be preferable for network inference studies.

There were instances in which the performance of certain datasets was acceptable, however overall, the performance of all metrics was poor. AUCs were in the 0.6 range and approximate \(\log_{10}\) AUPR/baseline ratio of 0.7 for S/T kinase substrate predictions and only marginally higher than zero for Y kinase substrate predictions. Whilst true positive interactions were indeed
associated with higher scores of associations, it was clouded by the overwhelming number of false positive hits. This is because most of these association metrics don’t necessarily reflect causal relationships, even though it is expected that if they indeed are causal, they will also have high association scores. A major consideration is also the suitability of the prior knowledge-derived gold dataset that is commonly used in the evaluation of network inference methods. We observed that the majority of phosphosites had very low numbers of true positives available for discovery which resulted in only 4-5/13 of our time series datasets being used in the evaluation. This reflects the vast dark space of the human signalling networks, and makes evaluating connectivity using noisy phosphoproteome datasets challenging as it is impossible to know whether high scoring associations are indeed true or false positives. This was true even when we attempted to generate networks of correlated putative kinase substrates: whilst we were able to increase the number of true positives available for evaluation, the potential false positives also increased subsequently. Using machine learning based predicted kinase substrate relationships to extend our gold set resulted in the inclusion of additional datasets in the evaluation that performed relatively well, but the introduction of the noise of these predicted sets, mostly reduced the performance of datasets that already had a high coverage of true positives.

The introduction of a sequence similarity filter between associated substrates, enhanced the performance leading to AUCs in the order of 0.8 or even higher. This was only possible for S/T kinase substrates as there was no shift in the distribution of the sequence similarity of Y kinase substrates (Figure S7A&B), possibly due to lack of extensive motif specificity or alternative substrate specificity strategies through e.g. SH2 domains.

The FunChiSq and mutual information were top performing metrics in par with the sequence similarity filter as a sole measure. A possible hypothesis for this boost in performance could be due to the inefficiency of the metrics as sole measures in predicting substrate-substrate associations (Figure 4A&B), both MI and FunChiSq perhaps become non-redundant once the filter is applied. MI and FunChiSq are discretized measures of association and rely on many samples to work effectively. In order to estimate the joint distribution for MI, the underlying distribution needs to be sampled extensively especially for a ‘plug-in’ MI estimator based on the frequency of discretized samples. Insufficient number of samples leads to overestimation of MI and therefore introduces a bias in the estimate of statistical dependency between two variables. Although the number of samples was limited for time series datasets (approximately 4-8 samples) in this study, the number of samples for perturbation data was higher on the scale of
approximately 40-60 samples across the 4 datasets. However, the performance did not improve for the perturbation datasets, and the AUC distribution remained around 0.5 (Fig 4A&B).

Recently, a method that performs dual data and phosphosite motif clustering showed promising results in network inference from phosphoproteomics data\cite{42}. This corroborates the value of introducing a sequence similarity-based feature in network inference strategies and highlights the importance of reducing the noise in a dataset before applying network inference methods. In addition, efforts have recently been made to identify the substrate recognition motifs for all kinases\cite{43,44}, which will further improve our ability to reduce noise and match kinases to the correct substrates. Additional ways to reduce noise in the dataset could include filters to include phosphosites that are predicted to be functional\cite{45}, and introducing very strict p-value and fold-change cut-offs for the identification of differentially abundant phosphosites. Interestingly the filtered sequence similarity metric as a sole measure performed better than in combination with an association metric. This reveals an additional issue with the current ways of evaluating these methods using prior knowledge gold sets, as they are context-agnostic and represent a sum of putative relationships that have been observed in vastly different cell types, stimuli, and other conditions. Therefore, any method to identify associations in each phosphoproteomics dataset assumes that these associations exist if the relevant proteins are there, regardless of the conditions. However, this assumption is not always true and could contribute towards the apparent poor performance of the methods.

Indeed, we found that the sequence similarity filter metric was similar across all levels of association scores (Fig S7C&D), even though true positives tend to have higher such scores. Thus, it seems suitable to combine association metrics that provide the data-specific context, with strategies to reduce noise such as such functionality, sequence similarity or motif-based filtering to extract data driven and context specific kinase-substrate networks from phosphoproteomics datasets.

In conclusion, network inference approaches based on the six association metrics evaluated in this study doesn't perform well when used as a sole measure when evaluated against prior knowledge-derived gold sets of kinase substrate relationships. However, methods that can a priori reduce the noise and boost the signal, such as a sequence similarity filter boosts the performance substantially.
A major issue when evaluating these methods is the sparsity of the gold set. There are several efforts underway to shed light on the dark space of kinase substrate regulatory networks \cite{3,8,35,43,44,46,47}, which should largely mitigate the limitation of low coverage in prior knowledge-derived gold sets to evaluate network inference methods. However, these gold sets will remain context agnostic, making it difficult to identify the true performance of network inference methods. There is thus a need for approaches that combine performance metrics on more comprehensive gold sets, with evaluation based on orthogonal datasets.

**Figure legends**

**Figure 1: Workflow of study.** We used human drug perturbation and dynamic phosphoproteome datasets and evaluated the ability of 6 metrics to identify kinase substrate associations and substrate-substrate associations. For the latter a positive edge is formed between pairs of substrates that are regulated by the same kinase. A phosphosite-specific interactome was compiled from Omnipath, PhosphositePlus and PhosphoElm. The performance of six different measures of association were evaluated on 1:1 associations for time series and drug perturbation datasets, and time lagged associations for time series datasets. This was done using AUC, precision recall and an enrichment of the number of true positives (TPs) in the top 20% of predictions.

**Figure 2: Results of kinase substrate relationship predictions on simulated data**

A. RAF signalling pathway from Sachs et al 2005\cite{20} used to generate synthetic data from a multivariate autoregressive model B. 10,000 datasets are generated with varying lengths of duration. The box plot shows the distribution of the AUC scores for each of the predictors across varied lengths of time C. Synthetically generated data with time series length of 100, is sampled intermittently every 1, 2, 3, or 4 time intervals. The distribution of AUC for each of the measures is compared across the different time intervals.

**Figure 3: Evaluation results of kinase-substrate predictions**

A. AUC distribution profile of S/T kinase substrate associations evaluated against database derived phosphosite specific interactions B. AUC distribution profile of S/T kinase substrate associations evaluated against the interactome and machine learning generated kinase substrate predictions C. AUC distribution profiles of Y kinase substrate associations evaluated against database derived interactome D. AUC distribution profile of Y kinase substrate associations evaluated against the interactome and machine learning generated kinase substrate predictions.
Figure 4: Evaluation results of substrate-substrate predictions. 

A. AUC distribution profile of substrate-substrate associations evaluated against database derived phosphosite specific interactions. 

B. AUC distribution profile of substrate-substrate associations evaluated against the interactome and machine learning generated substrate-substrate predictions. 

C. AUC distribution profiles of substrate-substrate associations with a sequence similarity filter evaluated against database derived interactome. 

D. AUC distribution profiles of substrate-substrate associations with a sequence similarity filter evaluated against database derived interactome combined with ML derived substrate-substrate predictions.
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Materials & Methods

Selection of datasets and methods to evaluate

We selected the kinase substrate association methods to evaluate in this study as follows: The most commonly utilised pairwise expression measure omic-wide is Pearson correlation, which is used to generate co-expression networks of functionally relevant proteins/genes\textsuperscript{12,48}. Rank based Spearman and Kendall correlation were found to be the best performing measures in identifying co-expressed genes from the same pathway and were therefore selected as a comparative measure in this analysis\textsuperscript{49}. Mutual information-based methods aim to capture nonlinear dependence and have been shown to perform well in recapitulating gene networks\textsuperscript{50,51} and frequently used to reconstruct gene regulatory networks. FunChiSq is a more recently derived directional statistical test of association based on the asymptotic null chi-squared distribution\textsuperscript{52}. As part of the HPN-DREAM challenge\textsuperscript{18}, FunChiSq was highly ranked in detecting protein associations from RPPA experimental data as well as the top performer in predicting associations from simulated model data. Finally, the partial correlation based Gaussian graphical model (GGM) is able to detect the association of two genes/proteins given this pair are conditionally dependent on the remaining genes/proteins in the data\textsuperscript{53}.

All phosphoproteome datasets were selected based on being derived from human cell lines to ensure wider interactome coverage, and sufficient number of samples for evaluation of associations. For dynamic time series datasets, the data needed to be sampled across 4 or more time points, the perturbation datasets used in this analysis had sufficient samples for evaluation. Both the time series and perturbation datasets were filtered for log2 fold change in expression in relation to control or t=0.

Data processing

Individual datasets (phosphoproteome and proteome) were processed differently depending on the MS profiling approach used. TMT datasets were column median and row mean normalized to minimise batch effect variations across the replicates. SILAC datasets were normalised to control samples as ratios. Label free datasets were available pre-processed. In addition, some of the published datasets did not have replicates whilst other datasets only included the average intensity across the replicates. The detailed explanation on data processing specific to each dataset is provided in Table S1.
Post-processing batch effects for data with biological or technical replicates were tested using the procedures outlined in Nusinow et al 2020\textsuperscript{54} (PCA, Hierarchical clustering and linear models). Datasets that exhibited batch effects post-processing were not included in this analysis. Dynamic phosphoproteome datasets with time points that exceeded 1 hour were normalized to the corresponding proteome as phosphoproteome to proteome ratios.

The spline based linear mixed model (LMMS package in R) package in R was used to identify differentially expressed phosphosites across time series datasets. Only datasets from human cell lines or patients were analysed in this study.

Differential expression analysis was performed using the \textit{lmmsDE} function in R for datasets that include replicates\textsuperscript{55}, where a linear mixed model spline is fit to the data and compared to a null model that fits to the intercept. The function returns Benjamini-Hochberg corrected p-values and an adjusted p-value threshold of 0.05 was used to filter for significant profiles. The phosphosites across replicates were averaged and an additional fold change (FC) filter to each phosphosite response is applied in which phosphosite log2 ratios to t=0 has at least one time point with |log2 FC| > 2. Published datasets that only included the average phosphosite signal or datasets with no replicates were filtered with |log2 FC| > 2.

Two perturbation datasets were also used as a comparison. The published perturbation datasets from Wilkes et al 2015 and Hijazi et al 2020\textsuperscript{29,35} were already pre-processed as log2 ratios with respect to controls and each phosphosite in each condition has an associated p-value. The perturbation datasets were filtered based on the following: each phosphosites that had 20% or more p-values<0.05 and 2 or more phosphosites with |log2 FC| > 2.

\textbf{Association measures}

Pearson correlation coefficients are computed from continuous data and capture linear associations. Given two time series $x = (x_1, \ldots, x_k)$ and $y = (y_1, \ldots, y_k)$ each of length $k$, the Pearson correlation coefficient between these variables is:

\[
\text{Pearson}(x, y) = \frac{1}{k} \sum_{i=1}^{k} (x_i - \overline{x})(y_i - \overline{y}) \frac{1}{\sqrt{\frac{1}{k} \sum_{i=1}^{k} (x_i - \overline{x})^2}} \frac{1}{\sqrt{\frac{1}{k} \sum_{i=1}^{k} (y_i - \overline{y})^2}}
\]

(1)

\[
\overline{x} \text{ and } \overline{y} \text{ are the empirical means of } x \text{ and } y \text{ respectively.}
\]
Kendall’s Tau association is a non-parametric rank-based measure between two variables that is able to capture nonlinear dependencies. Given \(x_i\) and \(y_i\) are unique, any pair of observations \((x_i, y_i)\) and \((x_j, y_j)\) are classified as concordant if the ranks of both elements agree, i.e., \(rg(x_i) = rg(x_j)\) and \(rg(y_i) = rg(y_j)\) (\(rg(\cdot)\) denotes the rank), and are discordant if they do not agree. The number of concordant and discordant pairs is then employed to calculate the Kendall association score:

\[
Kendall(x, y) = \frac{\text{Nro concordant} - \text{Nro discordant}}{\binom{n}{2}} \tag{2}
\]

Spearman correlation coefficient is a non-parametric rank correlation score between two variables. Spearman correlation is obtained by calculating the Pearson correlations between the rank of the variables:

\[
\text{Spearman}(x, y) = \frac{\frac{1}{k} \sum_{i=1}^{k} (rg(x_i) - \overline{rg(x)})(rg(y_i) - \overline{rg(y)})}{\left( \sqrt{\frac{1}{k} \sum_{i=1}^{k} (rg(x_i) - \overline{rg(x)})^2} \right) \left( \sqrt{\frac{1}{k} \sum_{i=1}^{k} (rg(y_i) - \overline{rg(y)})^2} \right)} \tag{3}
\]

Mutual information is a non-parametric measure of linear or non-linear association derived from information theory. Both \(x\) and \(y\) variables are discretized, where \(p(x=i, y=j)\) is the joint probability of \(x\) and \(y\). Given that variables \(x\) and \(y\) are discretized in \(r\) levels the MI between these variables can be defined as:

\[
\text{MI}(x, y) = \sum_{i=1}^{r} \sum_{j=1}^{r} P(x = i, y = j) \log \frac{P(x = i, y = j)}{P(x = i)P(y = j)} \tag{4}
\]

The functional Chi-squared test is a more recent measure of non-parametric causal dependency based on the normalized Chi-square test\(^{19,52}\). Each time series is first discretized by 1d k-means clustering using the Ckmeans.1d.dp function from the Ckmeans.1d.dp package in R\(^{56}\). A contingency table is generated and used as an input into the fun.chisq.test function that generates a normalized chi square statistic as a measure of pairwise dependence. This is the only non-symmetric measure used in this study that is able to detect a directional association as it is based on the asymptotic null chi-square distribution.
In the context of relevance networks, a \( n \times n \) matrix represents all the interactions between \( n \) nodes, and the entries are computed as either Pearson\((m_i, m_j)\), Kendall\((m_i, m_j)\), Spearman\((m_i, m_j)\), and \( M(m_i, m_j) \).

All the above measures are pairwise associations, however a Graphical Gaussian model (GGMs) is a multivariate approach with the assumption that the data is normally distributed. This forms the basis of undirected probabilistic graphical models with conditional dependencies across all the variables. GGMs are based on a (stable) estimation of the covariance matrix under the assumption that the data derives from a multivariate distribution. The element \( C_{ik} \) of the covariance matrix \( C \) is related to the correlation coefficient between nodes \( X_i \) and \( X_k \). A high correlation coefficient between two nodes may indicate a direct interaction, an indirect interaction, or a joint regulation by a common (possibly unknown) factor. However, only the direct interactions are used to generate associations. The strengths of these direct interactions are measured by the partial correlation coefficient \( \rho_{ik} \), which describes the correlation between nodes \( X_i \) and \( X_k \) conditional on all the other nodes in the network.

Based on the theory of normal distributions, the matrix \( \rho \) of partial correlation coefficients \( \rho_{ik} \) is the inverse of the covariance matrix \( C \), \( C^{-1} \) (with elements \( C^{-1}_{ik} \)):

\[
\rho_{ik} = - \left( \frac{C^{-1}_{ik}}{\sqrt{C^{-1}_{ii} C^{-1}_{kk}}} \right) \quad (5)
\]

The covariance matrix is estimated using a regularized shrinkage approach outlined in Shaefer et al 2004\(^{53} \).

Direct (1:1) and time lagged associations (one unit of time) were generated for time series data, and only direct (1:1) associations were generated for the perturbation datasets.

**Simulation analysis**

In order to assess the performance of the various measures used in this study on a controlled dataset and to evaluate the effect of the number and timing of samples collected, a multivariate model with fixed coefficients was used to generate dynamic synthetic data. The model assumes that the data is sampled from a white noise Gaussian process. An example of a set of equations
used to describe a simple three node network for nodes A, B and C \( (X_A \rightarrow X_B \ , \ X_A \rightarrow X_C \ , \ X_B \rightarrow X_C) \) is shown below:

\[
\begin{align*}
X_A^t &= \omega_A X_A^t + \epsilon_A \\
X_B^t &= \omega_B X_B^t + \omega_{AB} X_A^t + \epsilon_B \\
X_C^t &= \omega_C X_C^t + \omega_{AC} X_A^t + \omega_{BC} X_B^t + \epsilon_C
\end{align*}
\] (6)

The strength of an interaction is defined by \( \omega \) and the added noise to the simulated data is defined by \( \epsilon \). The data simulated in this paper is based on the Raf signalling pathway from Sachs et al 2005\(^{20} \), which has 11 nodes and 19 edges (Figure 2A). The general linear Gaussian distribution function used to generate the simulated data is based on the following equation:

\[
X_i \sim N \left( \sum_k \omega_{ik} X_k, \sigma^2 \right) \] (7)

in which \( N(.) \) denotes the normal distribution and the sum extends over all parents of node \( X_i \), \( X_k \) represents the interacting node, with \( \omega_{ik} \) representing the strength of an interaction between the interacting nodes whilst \( \sigma^2 \) represents noise that has been added to the data.

**Evaluation of performance**

The first adjacency matrix is phosphosite specific at the substrate level and consists of kinase uniprot id’s and substrate Uniprot id’s with the phosphorylation site and is compiled from PhosphositePlus\(^{57} \), Omnipath\(^{58} \) and PhosphoElm\(^{59} \).

The adjacency matrix was filtered for kinase-substrate interactions only, in which an interaction in the adjacency matrix has an entry of 1 or 0 for tyrosine kinase phosphosite rows that intersect with tyrosine phosphosites only, the remaining entries in the row are set to NA. Similarly, serine/threonine kinases have an entry of 1 (if this interaction exists in the interactome) or 0 (true negative) at the intersection to serine/threonine phosphosite substrates. Non-kinase - non-kinase interactions were assigned NAs in the adjacency matrix and were not included in the final evaluation. Performance of each association method was evaluated using receiver operating curve (ROC) precision recall (AUROC) and enrichment of true positives in top 20% predictions using Fisher’s exact test.
To overcome the limitations of understudied regions of the interactome, a kinase substrate network was compiled from two machine learning algorithms using the phosphosites across all the datasets used in this study. NetworKin from KinomeXplorer\textsuperscript{34} uses a naive bayes approach that combines consensus sequence motifs of kinases and their binding domains based on a model derived probabilistic score\textsuperscript{7} with a string database protein proximity score to generate a final score that represents how likely the phosphorylation interaction would occur. These predictions were combined with kinase substrate predictions from SELPHI2, an algorithm with increased coverage of kinases compared to NetworKin\textsuperscript{35}. This method utilises a random forest model that uses position weight matrices for the kinases compiled from PhosphositePlus\textsuperscript{57}, coexpression from human atlas and GTEx, co-phosphorylation from CPTAC breast cancer samples and kinase inhibition profiles across different cell lines\textsuperscript{33}. In addition, this method uses features from the phosphosite functional score from Ochoa et al 2019\textsuperscript{45} to generate kinase substrate predictions with a probability score of how likely the kinase will phosphorylate the substrate. There were two probabilistic cut-offs used to generate two networks for each datasets at probability cut-off $>0.5$ and $>0.8$ (high confidence network).

Since phosphosites regulated by the same kinase have been shown to cluster together\textsuperscript{60}, substrate-substrate interactions were generated to account for associations between pairs of substrates regulated by the same kinase. These associations were compiled using the same interactome databases and machine learning derived predictions as described above.

**Sequence Similarity calculations**

Phosphosites regulated by the same kinase have been shown to cluster together in time series phosphoproteome datasets\textsuperscript{60}. This could be due to multiple substrates in close proximity to the kinase, but also due to the specificity of certain kinases to its substrate phosphosites. In order to test kinase specificity to substrates, substrate phosphosites compiled from the interactome were divided into two groups: Y phosphopeptides and S/T phosphopeptides. TP interactions are generated by pairwise combinations of the substrates regulated by the same kinase, and TN interactions are generated from substrate phosphosite pairs that are not known to be regulated by the same kinase (Fig S7A&B).

The sequence similarity between the substrate phosphopeptides across both sets (TPs and TNs) are calculated using the parSeqSim function from the protr package in R\textsuperscript{61}, based on the BLOSUM62 substitution matrix using a local alignment of pairs of sequence peptides each of length 15 amino acids long. The distribution of sequence similarity between pairs of substrate
phosphopeptides was compared across TP and TN interactions. For Y phosphopeptides there was an overlap between the distributions of sequence similarity, however for S/T phosphopeptide pairs there was a shift to the right in the distribution of sequence similarity for TP interactions. Based on the median of the TP distribution, a 0.166 cut-off was applied to filter pairs of substrate substrate S/T associations based on their sequence similarity. The values that are filtered out are assigned a value of 0 and evaluated as a TN.

**Significance Testing**

To assess the performance of different evaluation methods compared to a null hypothesis, an edge list that consisted of row column indices, an interaction column (1/0) and a measure of association between the indexed phosphosites was generated. The association measure column was randomly sampled without replacement 10,000 times to generate 10,000 randomly sampled networks. The performance of these randomly sampled networks was evaluated using the same procedures as the original datasets. A distribution of AUC values was generated for each of these randomly sampled edge lists that correspond to a dataset, measure and adjacency matrix (for e.g Biggelaar et al 2014 - Pearson correlation - S/T kinase substrate adjacency matrix). A p-value was generated using the following equation:

\[ p-value = \frac{(Number \ of \ randomly \ sampled \ AUC \ values > AUC \ for \ dataset)}{10,000} \]
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