EEG and fMRI Correlates of Insight: A Pilot Study
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Abstract: Insight is described as the sudden solution of a problem and is contrasted with an analytical, step-by-step approach. Traditionally, insight is thought to be associated with activity of the right hemisphere, whereas analytical solutions are thought to be associated with activity of the left hemisphere. However, empirical evidence as to the localization of insight-related brain activity is mixed and inconclusive. Some studies seem to confirm the traditional view, whereas others do not. Moreover, results of EEG and fMRI studies frequently contradict each other. In this study, EEG and fMRI data were recorded while subjects performed the remote association test and for each solved problem were asked to report whether the solution was reached analytically or insightfully. The data were analyzed in a 16-second fragment preceding the subject’s response. Source localization techniques were used in the analysis of EEG data. Based on EEG data, insightful as compared to analytical problem solving was accompanied by high-frequency synchronization in semantic cortical areas of the left hemisphere 10–12 s before the subject’s response. Based on fMRI data, however, insightful solutions were accompanied by increased activity in frontal and temporal regions of the right hemisphere. The results are interpreted in terms of different cognitive processes involved in insightful problem solving, which could be differently reflected in EEG and fMRI data.
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1. Introduction

Insight is described as a feeling of sudden comprehension that can point to the solution to a problem [1–3]. This feeling is usually accompanied by confidence in the correctness of the solution and often really indicates the correct answer, although occasionally the insight solution might be incorrect [4]. This phenomenon is repeatedly described in the memoirs of prominent representatives of creative professions [5] and quite early became a component of theoretical models of creativity. Thus, according to Wallace’s theory, the process of the emergence of a creative idea goes through four stages—preparation (accumulation of necessary information), incubation (a period when conscious attention is not directed to solving a problem), insight (a creative idea flashes in the mind), and verification (a creative idea undergoes verification) [6]. However, insight as a form of cognition is not limited to creative thinking and may occur in a number of domains, including the understanding of a joke or metaphor, the identification of an object in an ambiguous or blurry picture, or a realization about oneself [7].

The study of insight in the laboratory is obviously fraught with difficulties. This is particularly true for the study of the brain’s underpinning of insight, which requires
accurate timing of the psychological event being studied. It is unlikely that subjects will be able to find a creative solution and experience insight at a strictly defined time. As Dietrich and Kanso [8] put it, “the prospect of looking for creativity in the brain must seem like trying to nail jelly to the wall”. This is probably why the existing data on fMRI and EEG correlates of insight are quite contradictory. A significant part of these studies was aimed at testing one of several popular hypotheses in the field of creativity and insight. According to one hypothesis, the right temporal-parietal cortex and, in particular, the right superior temporal gyrus (STG), plays a special role in insight [9,10]. Although several studies do indicate the special role of the rSTG in the occurrence of insight [10–13], even more studies do not confirm this hypothesis [14–20]. Some studies, on the contrary, indicate the special role of the left hemispheric brain regions, in particular the left STG, both in the occurrence of insight and in other stages of creative thinking [19].

In some EEG studies of insight, an increase of alpha power in the frontal, parietal, and temporal regions was noted [11,13], which is interpreted as evidence of decreased activity of consciousness. However, this contradicts fMRI and PET data indicating activation of the frontal and temporoparietal regions during insight [8], since an increase of alpha power usually correlates with a decrease in blood flow in the corresponding areas of the cortex [21,22]. In other studies, an insight-related decrease in alpha power and an increase in delta, theta, beta and gamma power are described [10,14,15]. One of the few well-reproduced findings in the study of insight is the involvement of the STG [10–13,19,20], which is not surprising, given the role of this region in verbal processes. This finding, however, refers to only one experimental paradigm—the remote associations test (RAT) [23].

In general, existing data give a rather controversial picture of brain activity accompanying the occurrence of insight. One might think that insight is only the culmination of a series of brain states and processes that operate on different time scales [7]. Accordingly, creativity and insight are not uniquely associated with any one mental process or brain area [8]. Because the timing of insight is uncertain, it is important to investigate the dynamics of brain activity in the period preceding and accompanying the occurrence of insight. This was our main motivation in this study. Besides, we aimed to compare results obtained using the analysis of source-level EEG and fMRI data. In contrast with most published studies of insight, in which the resting state was used as a reference state [10,14,17], in this study we aimed to compare insight and analytical solutions not only with each other, but also with trials in which no solution was found. Due to the uncertainty of the existing evidence, we did not aim to test any specific hypothesis and considered our study as a pilot one. We used RAT as an experimental paradigm because it is considered a classic task for studying insight and gives the most reproducible results. To distinguish between insight and non-insight solutions, we used the subjects’ self-reports, which, despite all the well-known shortcomings, are perhaps the only reliable source of information about the internal feelings that accompany insight [9,24,25].

2. Materials and Methods
2.1. Participants

EEG and fMRI data were collected in different cities (Novosibirsk and Moscow, respectively). Sixty-three undergraduate and postgraduate students and staff members participated in the EEG study (31 females, mean age 26.3, SD 10.3, all right-handed) and 10 subjects participated in the fMRI study (4 females, mean age 29, SD 2, all right-handed). All participants received a monetary reward for their participation. Exclusion criteria were major medical illness and history of seizures or substance abuse. The study conforms with World Medical Association Declaration of Helsinki. The EEG study was approved by the Institute of Physiology and Basic Medicine ethical committee. The fMRI study was approved by the Ethics Committee of the National Research Center “Kurchatov Institute”. All participants gave written informed consent.
2.2. Stimuli and Task

EEG and fMRI experimental tasks were the same. We used a Russian version of the RAT [23,26]. The task is a trio of words, for which one needs to find a fourth word that forms a stable phrase with each of the three words. For example, the word “fire” connects the three cue words “smoke”, “sword”, and “set”, by forming the phrases “no smoke without fire”, “consign to fire and sword”, and “set to fire”. Problem solving was divided into three stages: preparatory (first attempt), incubation, and post-incubation (second attempt). As an incubation task, a five-minute audio recording of an excerpt from the Russian translation of S. Lem’s book *The Magellanic Cloud* was used. At the first stage after the instructions, there was a training series with three tasks, after which eight tasks were presented in a random order (30 s per task, or until the answer). The subjects were asked to press the space bar as soon as they thought they found the right solution. In addition, in order to identify differences between solutions that come in the form of insight, or are achieved using an analytical approach, the subjects were given the following instruction: “In relation to each solved problem, we would like to know whether this solution appeared in the form of insight, or was achieved through consistent analytical steps. The feeling of insight (‘Aha!’) is characterized by the suddenness and ‘obviousness’ of the decision. You may not know how it appeared, but you are relatively confident in its correctness without the need for verification. The right word appeared suddenly, and you immediately realized that this is the correct answer. In contrast, the analytical way to the solution comes step by step, and at each step there is a need to compare the result with the previous steps and the original task. As an example, imagine a lamp that either flashes instantly, immediately illuminating everything around it, or it warms up very slowly. In the case of each decision, we ask you to express your subjective opinion—whether it was ‘insightful’ or ‘analytical’. There can be no right or wrong answer—just focus on your intuition.” An important question is the choice of a reference state, which is used as a kind of “baseline” against which the changes in brain activity related to problem solving are analyzed. Indeed, it is interesting to compare insight and analytical solutions not only with each other, but also with a reference state. Obviously, the choice of the reference state has a great influence on the effects revealed by comparison. In most published studies of insight, the resting state was used as a reference state [9,13,16]. In this study, we chose as the reference state the trials in which the subjects searched but did not find a solution.

2.3. EEG Data Acquisition and Analysis

EEG was recorded using 127 electrodes mounted in the Quik-Cap128 NSL according to the extended International 10-5 system and Brain Products (Gilching, Germany) amplifiers with a 0.1–100 Hz analog band-pass filter. The electrooculogram was recorded simultaneously. The sampling rate was set at 1000 Hz. A fronto-central electrode was used as the ground and Cz as the reference. Electrode impedances were kept at or below 5 kilo-ohms. EEG data were recomputed to the average reference offline and artifact corrected using independent component analysis via the EEGlab toolbox (http: \ //www.sccn.ucsd.edu/eeglab/ (accessed on 26 December 2020)). To identify differences in brain activity that accompany decisions that come in the form of insights and are achieved using the analytical approach, all available trials were used, including training as well as pre- and post-incubation periods. The analysis was carried out using the within-subject approach, which required the identification of a group of subjects who had at least two insightful and two analytical solutions during the experiment. We used a 16-second EEG fragment preceding the space-bar pressing, which was divided into eight 2-second epochs and submitted to source localization using eLORETA in five standard frequency bands (delta 1–4 Hz, theta 4–8 Hz, alpha 8–12 Hz, beta 12–30 Hz, and gamma 30–45 Hz). The insight–analytic comparison was made for each of the eight epochs using a nonparametric analog of the paired samples *t*-tests as implemented in the sLORETA package at a confidence level of *p* < 0.05. Given the pilot nature of the study, no correction for multiple tests was made. In addition, both variants of problem solving were compared with trials...
in which the problem was not solved, using a 16-second EEG recording preceding the appearance of the message “time is up”. In addition to the current source density (CSD), connectivity estimates in the five frequency bands were also analyzed. Lagged phase synchronization (LPS \[27\]) was chosen for connectivity estimation. It is defined as the phase synchronization between two signals after the instantaneous zero phase contribution has been partialled out. Such a correction is necessary because zero phase synchronization is often due to non-physiological effects, such as volume conduction and low spatial resolution \[28\]. Connectivity measures were averaged across the five frequency bands.

To identify connectivity at the source level, one needs to select regions of interest (ROI) between which connectivity measures are calculated. They can be determined on the basis of empirical data in the centers of the identified activation clusters, or on the basis of literature, in theoretically relevant areas of the brain. Here we used a mixed approach. First, the default mode network (DMN) centers, which, according to existing data \[29,30\], take part in cognitive processes related to the search for creative solutions, were chosen: medial prefrontal cortex (MPFC: $-1, 49, -2$), posterior cingulate cortex (PCC: $-5, -53, 41$), and left LPC: $-45, -71, 35$) and right (RPC: $45, -71, 35$) parietal cortex \[31\]. In addition, the centers of seven clusters were used, in which the data analysis revealed significant differences in the current source density when comparing insight and analytical solutions (see the Results section). For each ROI, the data were averaged within a sphere centered at the corresponding point with a diameter of 10 mm.

2.4. FMRI Data Acquisition and Analysis

MRI data were obtained from 10 healthy subjects (6 men and 4 women, mean age 29, SD 2, all right-handed without neurological symptoms). Informed consent was obtained from each participant. Permission to undertake this experiment was granted by the local Ethics Committee of the National Research Center “Kurchatov Institute” (Protocol No.10 from 1 August 2018).

The MRI data were acquired using a 3 Tesla SIEMENS Magnetom Verio MR tomograph. The T1- weighted sagittal 3D magnetization-prepared rapid gradient echo (MPRAGE) sequence was acquired for anatomical scans with the following imaging parameters: 176 slices, $TR = 1900 \text{ ms}$, $TE = 2.21 \text{ ms}$, slice thickness = 1 mm, voxel size $1 \times 1 \times 1 \text{ mm}^3$, flip angle $= 9^\circ$, inversion time $= 900 \text{ ms}$, and FOV $= 250 \times 218 \text{ mm}^2$. Functional MRI data were acquired as ultrafast T2*-weighted echo-planar images (EPIs) by using a 32-channel MRI head coil with the following parameters: 51 slices, $TR = 1100 \text{ ms}$, $TE = 24 \text{ ms}$, MB = 3, iPAT = 2, slice thickness $= 2 \text{ mm}$, flip angle $= 90^\circ$, and FOV $= 192 \times 192 \text{ mm}^2$. The ultrafast fMRI protocol was obtained from the Center for Magnetic Resonance Research, Department of Radiology, University of Minnesota. Additionally, the GFM (gre_field_map) MRI scan mode was used to take into account the inhomogeneity of the magnetic field of the tomograph and correct artifacts associated with this. Field map imaging was performed with a double-echo spoiled gradient echo sequence (gre_field_map; $TR = 580.0 \text{ ms}$, $TE = 4.92/7.38 \text{ ms}$, voxel size: $2 \times 2 \times 2 \text{ (0.6-mm gaps)}$, flip angle $90^\circ$) that generated a magnitude image and 2 phase images.

The fMRI and anatomical MRI data were pre-processed using Statistical Parametric Mapping (SPM12; Wellcome Trust Centre for Neuroimaging, London, UK; available free at http://www.fil.ion.ucl.ac.uk/spm/software/spm12/(accessed on 26 December 2020)) based on Matlab 2016a. After importing the Siemens DICOM files into the SPM NIFTI format, the center of anatomical and functional data was manually set to the anterior commissure for each subject. Broccoli’s algorithm has been used to correct motor artifacts \[32\]. The head movement parameter was less than 0.5 mm after the correction. Motion parameters were recalculated in the realignment step and were then included as additional regressors in the general linear model (GLM) analysis \[33\]. Spatial distortions of the EPIs resulting from motion-by-field inhomogeneity interactions were reduced using the
FieldMap toolbox implemented in SPM12. Next, slice-timing correction for fMRI data was performed (the correction of the hemodynamic response in space and then in time to avoid pronounced motion artifacts). Anatomical MPRAGE images were segmented using the segmentation algorithm implemented in SPM, and both anatomical and functional images were normalized into the ICBM stereotactic reference frame (MNI (Montreal Neurological Institute) coordinates, Montreal, QC, Canada) using the warping parameters obtained from segmentation. Anatomical data were segmented into 3 possible tissues (grey matter, white matter, cerebrospinal fluid). The “fslmaths” function in the FSL module was used to normalize the intensity to 10,000 [34]. The MELODIC ICA module of the FSL program was used for hand classification of fMRI ICA noise components and removal of physiological and motor artifacts [35]. Functional data were smoothed using a Gauss function with an isotropic kernel of 6 mm FWHM.

Next, for each subject, data were modeled using fixed effects analysis. Regressors were formed using onsets and durations of psychological events of interest and convolving them with the canonical hemodynamic response function. Specifically, the following events were modelled using box-car functions: (1) n seconds before the subject’s response in insight trials with duration 1 s (regressor 1); (2) the time period starting from the beginning of the trial (i.e., the onset of task presentation) and ending n seconds prior to button press in insight trials (regressor 2); and (3) the 45 s during which the subjects attempted but failed to solve the problem in unsuccessful trials (regressor 3). After model estimation, the following contrasts were evaluated in each subject: (1) regressor 1 > regressor 2; and (2) regressor 1 > regressor 3. The second level analysis was performed using the one sample $t$-test and setting the height threshold at $p < 0.001$ and cluster size > 10 voxels. In the beginning, the study of the insight dynamics was carried out. The contrast was the following: (1) n seconds before the subject’s response in insight trials with duration 1 s (regressor 4); and (2) the time period starting from the beginning of the trial (i.e., the onset of task presentation) and ending n seconds prior to button press in insight trials (regressor 5). The first level analysis was performed using the $t$-test and setting the height threshold at $p < 0.001$.

3. Results

3.1. Behavioral Results

Before incubation, of the eight presented tasks, an average of 2.8 were solved (range from 0 to 7). After incubation, the average proportion of solved problems, from the number of those repeatedly presented, was 0.86 (range from 0 to 3). On average, 143 correct solutions were marked as insight and 104 as analytical. Among the wrong decisions, 80 were marked as insight and 171 as analytical. The paired samples $t$-test showed that the first difference was marginally significant ($t = 1.71, p = 0.093$), and the second one was significant ($t = -3.12, p = 0.003$). The difference between the number of correct and incorrect decisions separately for insight ($m = 0.98, SD = 2.4$) and analytical ($m = -1.05, SD = 2.7$) solutions was also calculated. This indicator was significantly higher when the solution was described as insight ($t = 4.58, p < 0.001$). The average time to solve the problem with insight was 10.2 (SD = 6.2) seconds, and analytically 11.9 (SD = 6.1) seconds. The difference was significant ($t = -2.26, p = 0.026$).

3.2. EEG Analysis

Comparison of the analytical solution with the lack of a solution revealed a single significant effect in 2–4 s before the end of the trial. This effect was found in the delta frequency range in the occipital cortex (MNI coordinates of the cluster center: $x = 40, y = -90, z = 5$, Brodmann area (BA) 19, corrected $p = 0.026$). CSD was higher in the solution than in the absence of a solution. Comparison of the insight solution with the lack of a solution revealed a number of effects in different frequency ranges and at different time intervals. For 12–14 s before the end of the trial, an increase in CSD during the insight solution, compared with the absence of a solution, was detected in the delta range in the
right postcentral gyrus (65, -30, 20, BA 40, p = 0.022). For 10–12 s before the end of the trial, in the beta range, an increase in CSD in the left occipital cortex was detected (−30, −90, 20, BA 19, p = 0.013). For 8–10 s before the end of the trial, an increase in CSD in the beta range (−40, −30, 35, BA 2, p = 0.015) was observed in the left sensorimotor cortex. For 6–8 s before the end of the trial, a similar effect was observed in the alpha (−30, −25, 45, BA 3, p = 0.035) and gamma (−55, −25, 50, BA 2, p = 0.035) bands. The latest marginal effect was detected in 2–4 s before the end of the trial in the alpha (40, −45, 35, BA 40, p = 0.08) and beta (40, −20, 65, BA 4, p = 0.08) ranges. In this case, the CSD was higher in the absence of a solution than in the insight solution (Figure 1).

Figure 1. EEG data. Significant effects revealed when contrasting insight with no solution trials in each of the eight 2-second epochs preceding the button press, or the appearance of the “time out” sign (the time in seconds before the end of the trial is indicated). The images are presented in neurological convention. Hot tints show regions in which current source density was higher in insight than in no solution trials, while cool tints show the opposite effect.
The effects identified by comparing the insight solution with the analytical one are shown in Figure 2. Already in 14–16 s before pressing the key, the insight solutions, in comparison with the analytical ones, were accompanied by an increase in delta activity in the PCC (10, −65, 10, BA 30, \( p = 0.017 \)). Then (12–14 s), increased delta activity was observed in the right inferior frontal gyrus (45, 35, 15, BA 46, \( p = 0.038 \)). For 10–12 s before pressing the key, increased beta and gamma activity was observed in the left insula (−35, −15, 20, BA 13, \( p = 0.021 \)), and in the left superior (−50, −15, 5, BA 22, Wernicke zone, \( p = 0.021 \)) and inferior (−55, −35, 20, BA 20, \( p = 0.021 \)) temporal gyri. For 6–8 s, delta activity was increased in the left middle frontal gyrus (−25, 30, 45, BA 8, \( p = 0.005 \)). Finally, in 4–6 s, reduced delta activity was observed in the PCC (−5, −55, 5, BA 30, \( p = 0.034 \)) for the insight, as compared to analytical solution. In the last 4 s before pressing the key, there were no differences.

Figure 2. EEG data. Significant effects revealed when contrasting insight with analytical solution in each of the eight 2-second epochs preceding the button press. The images are presented in neurological convention. Hot tints show regions in which current source density was higher in insight than in analytical solution trials, while cool tints show the opposite effect.
We additionally analyzed connectivity between the identified activation centers and the centers of the DMN using the LPS measures. Comparison of insight with the absence of a solution revealed a greater connectivity in the former case between the PCC and the right inferior frontal gyrus in the delta range in 8–10 s before the end of the trial ($p = 0.040$). Comparison of insight with analytical solution in the same period revealed a greater connectivity in the former case between the right inferior frontal gyrus and the MPFC in the delta range ($p = 0.038$). Comparison of insight with analytical solution in the period of 14–16 s revealed a lower connectivity during insight between the left insula and the left STG in theta range ($p = 0.025$) (Figure 3).

**Figure 3.** EEG data. Significant effects revealed when contrasting insight with no solution or analytical solution trials using connectivity measures. (A) Insight $>$ no solution at 8–10 s before the end of the trial (delta band); (B) insight $>$ analytical solution at 8–10 s before the end of the trial (delta band); (C) insight $>$ analytical solution at 14–16 s before the end of the trial (theta band). The images are presented in neurological convention. Red lines show connections that are stronger in insight trials, while blue lines show the opposite effect.
3.3. FMRI Analysis

Figure 4 shows examples of the activation dynamics of brain neural networks for two subjects (S1 and S2) in insight processes according to the fMRI data. Dynamics had an individual character. Similar behavior was observed in the activity of the prefrontal and temporoparietal areas 3 or more seconds before the subject’s reaction.

![fMRI data. Individual analysis (two subjects: S1 and S2) of the brain activity when contrasting insight with previous moment at various N sec (p = 0.001). The color indicates the values of the T-statistics: warm tones, positive; cold, negative.](image)

Individual statistical maps were used to visually compare the homogeneity of brain activity under two conditions during insight (n = 1 s before the subject’s response) in contrast to: condition 1, the previous moment from the start of the task presentation; and condition 2, the moments of unsuccessful solution of tasks (45 s per task). Individual statistical maps were similar and all subjects were selected for group analysis. The results of group analysis are presented for condition 1 in Figure 5 (p = 0.001, cluster size > 10 voxel) and Table 1 (p = 0.001, cluster size > 3 voxel), and for condition 2 in Figure 6 (p = 0.001, cluster size > 10 voxel) and Table 2 (p = 0.001, cluster size > 10 voxel). Both contrasts showed the activation and deactivation of neural networks in the right and left hemispheres (Tables 1 and 2). The activation of brain neural networks was observed in the precuneus, the anterior cingulate cortex (ACC), and the brainstem. The obtained data show that insight processes are activated mainly in the right hemisphere in frontal and temporal regions, as well as in associative precuneus regions, in the ACC and paracingulate cortex, in internal hippocampus structures and in insular cortex of the left hemisphere. It is interesting that the cerebellar structures of the left hemisphere are also involved in the insight process.
Figure 5. fMRI data. Group analysis of the brain activity when contrasting insight with previous moment at n = 1 s (p = 0.001, cluster size > 10 voxel). The activation and deactivation of brain neural networks are presented in Table 1. The color indicates the values of the T-statistics: warm–positive, cold–negative.

Table 1. fMRI data. The activation and deactivation of brain neural networks when contrasting insight with previous moment at n = 1 s (p = 0.001, cluster size > 3 voxel) for the right (r) and left (l) hemisphere (a, anterior division; p, posterior division; to, temporopolar part).

| №  | Cluster   | N Active Voxels in Cluster | Anatomical ROI                  | N Active Voxels in ROI | Peak MNI-Coordinates, mm | Peak T-Value | Peak p-Value |
|----|-----------|-----------------------------|---------------------------------|------------------------|--------------------------|--------------|--------------|
| 1  | 34        | TP r (Temporal Pole)        | 34                              | X Y Z                  | 5.4                      | 0.0002       |
| 2  | 9         | aPaHCr (Para-hippocampal Gyrus) | 1                              | 28 –6 –28              | 5.8                      | 0.0001       |
| 3  | 11        | pPaHCr (Para-hippocampal Gyrus) | 11                             | 30 –30 –18             | 7.2                      | 2.65 x 10^-3 |
| 4  | 36        | IC l (Insular Cortex)       | 30                              | X Y Z                  | 5.7                      | 0.0001       |
| 5  | 4         | TP r (Temporal Pole)        | 4                               | 40 16 –20              | 4.8                      | 0.0005       |
| 6  | 3         | PP l (Planum Polare)        | 3                               | –46 0 –16              | 4.4                      | 0.0008       |
| 7  | 6         | Brainstem                  | 6                               | –8 –32 –12            | 5.5                      | 0.0002       |
| 8  | 173       | pSTG r (Superior Temporal Gyrus) | 88                             | 60 –20 –4              | 6.5                      | 5.26 x 10^-3 |
| 9  | 7         | Thalamus r                 | 1                               | 12 –32 –4              | 6.6                      | 5.25 x 10^-3 |
| 10 | 6         | OP r (Occipital Pole)       | 6                               |                       |                          |              |
| 11 | 10        | tsMTG r (Middle Temporal Gyrus) | 5                              | 62 –40 4              | 5.3                      | 0.0003       |
| 12 | 10        | pSMG r (Supramarginal Gyrus) | 6                              |                       |                          |              |
| 13 | 10        | PaCIG r (Paracingulate Gyrus) | 8                              | –14 46 6              | 4.9                      | 0.0004       |
| 14 | 3         | ICC l (Intracalcarine Cortex) | 3                              | –16 –74 10             | 4.9                      | 0.0004       |
| 15 | 16        | PaCIG l (Paracingulate Gyrus) | 7                              | 10 42 12              | 4.8                      | 0.0005       |
| 16 | 6         | AC (Cingulate Gyrus)        | 9                              |                       |                          |              |
| 17 | 28        | FP r (Frontal Pole)         | 28                              | 28 52 20              | 5                       | 0.0004       |
| 18 | 17        | AG r (Angular Gyrus)        | 17                              | 62 –48 24              | 4.4                      | 0.0008       |
| 19 | 14        | PaCIG l (Paracingulate Gyrus) | 14                             | –6 40 32              | 5.9                      | 0.0001       |
| 20 | 4         | Precuneus (Precuneus Cortex) | 4                              | 16 –46 42             | 5.1                      | 0.0003       |
| 21 | 7         | SFG l (Superior Frontal Gyrus) | 7                              | –10 16 60             | 4.9                      | 0.0004       |
| 22 | 5         | FOrb r (Frontal Orbital Cortex) | 5                              | 26 30 –14             | –5.1                     | 0.0003       |
| 23 | 7         | PreCG l (Precentral Gyrus)  | 7                              | –6 –26 58             | –5.8                     | 0.0001       |
Figure 6. fMRI data. Group analysis of the brain activity when contrasting insight with the moments of unsuccessful solution of tasks at n = 1 s (p = 0.001, cluster size > 10 voxel). The activation and deactivation of brain neural networks are presented in Table 2. The color indicates the values of the T-statistics: warm tones, positive; cold, negative.

Table 2. fMRI data. The activation and deactivation of brain neural networks when contrasting insight with the moments of unsuccessful solution of tasks at n = 1 s (p = 0.001, cluster size > 3 voxel) for the right (r) and left (l) hemisphere (a, anterior division; p, posterior division; to, temporooccipital part).

| Cluster | N Active Voxels in Cluster | Anatomical ROI | N Active Voxels in ROI | Peak MNI-Coordinates, mm | Peak T-Value | Peak p-Value |
|---------|----------------------------|----------------|------------------------|--------------------------|--------------|--------------|
| 1       | 27                         | TP r (Temporal Pole) | 27                     | X: 38, Y: 20, Z: -38     | 5.4          | 0.0002       |
| 2       | 3                          | Cereb1 l (Cerebellum Crus1) | 3                     | X: -36, Y: -60, Z: -36   | 4.9          | 0.0004       |
| 3       | 28                         | TP r (Temporal Pole) | 28                     | X: 54, Y: 8, Z: -24      | 5.5          | 0.0002       |
| 4       | 6                          | Cereb1 l (Cerebellum Crus1) | 6                     | X: -14, Y: -74, Z: -28   | 4.7          | 0.0005       |
| 5       | 11                         | aPaHC r (Parahippocampal Gyrus) | 2                    | X: 28, Y: -6, Z: -28     | 6.7          | 4.69 × 10^{-5} |
| 6       | 6                          | aPaHC r (Parahippocampal Gyrus) | 1                    | X: 30, Y: -14, Z: -26    | 6.1          | 8.75 × 10^{-5} |
| 7       | 7                          | aPaHC l (Parahippocampal Gyrus) | 2                    | X: -28, Y: -4, Z: -26    | 5.3          | 0.0002       |
| 8       | 7                          | Hippocampus l | 6                     | X: -24, Y: -8, Z: -24    | 5.1          | 0.0003       |
| 9       | 6                          | pPaHC l (Parahippocampal Gyrus) | 1                    | X: -20, Y: -24, Z: -20   | 5            | 0.0004       |
| 10      | 20                         | aSTG1 (Superior Temporal Gyrus) | 3                    | X: -46, Y: -2, Z: -16    | 6            | 0.0001       |
| 11      | 32                         | pPaHC r (Parahippocampal Gyrus) | 19                   | X: 30, Y: -28, Z: -16    | 7.6          | 1.74 × 10^{-5} |
| 12      | 9                          | pMTG r (Middle Temporal Gyrus) | 9                     | X: 60, Y: -10, Z: -20    | 5.9          | 0.0001       |
| 13      | 64                         | IC l (Insular Cortex) | 13                   | X: -32, Y: 16, Z: -18    | 6.3          | 7.09 × 10^{-5} |
| 14      | 9                          | FOrb1 (Frontal Orbital Cortex) | 51                   | X: 46, Y: 14, Z: -18     | 5            | 0.0004       |
| 15      | 18                         | Brainstem | 17                   | X: -8, Y: -32, Z: -12    | 6.4          | 5.92 × 10^{-5} |
| 16      | 8                          | Hippocampus l | 8                     | X: -24, Y: -26, Z: -12   | 5.9          | 0.0001       |
| 17      | 6                          | aSTG r (Superior Temporal Gyrus) | 5                    | X: 60, Y: 0, Z: -16      | 4.4          | 0.0008       |
Table 2. Cont.

| №   | Cluster | N Active Voxels in Cluster | Anatomical ROI | N Active Voxels in ROI | Peak MNI-Coordinates, mm | Peak T-Value | Peak p-Value |
|-----|---------|-----------------------------|-----------------|------------------------|--------------------------|--------------|-------------|
| 18  | 18      | Brainstem                   | 3               | 10                     | −28                      | −12          | 5           | 0.0004      |
| 19  | 240     | pSTG r (Superior Temporal Gyrus) | 120            | 60                     | −24                      | −2           | 7.2         | 2.58 × 10⁻⁵ |
| 20  | 10      | Thalamus r                  | 2               | 12                     | −32                      | −4           | 6.9         | 3.63 × 10⁻⁴ |
| 21  | 5       | Brainstem                   | 8               | 12                     | −32                      | −4           | 5.5         | 0.0002      |
| 22  | 17      | FP r (Frontal Pole)         | 17              | 58                     | 56                       | −2           | 6           | 0.0001      |
| 23  | 39      | OP r (Occipital Pole)       | 39              | −98                    | 14                       | 6.7          | 4.227 × 10⁻⁵|
| 24  | 22      | toMTG r (Middle Temporal Gyrus) | 9               | 62                     | −40                      | 4            | 5.6         | 0.0002      |
| 25  | 5       | pSTG r (Supramarginal Gyrus) | 13              | 62                     | −40                      | 4            | 4.8         | 0.0005      |
| 26  | 9       | ICC l (Intralcalcarine Cortex) | 9               | −14                    | −74                      | 8            | 6           | 5.91 × 10⁻⁵ |
| 27  | 7       | PaCG l (Paracingulate Gyrus) | 7               | −14                    | 46                       | 6            | 5.5         | 0.0002      |
| 28  | 26      | PaCG r (Paracingulate Gyrus) | 13              | 10                     | 42                       | 12           | 5.1         | 0.0003      |
| 29  | 5       | AC (Cingulate Gyrus)        | 13              | 10                     | 42                       | 12           | 5           | 0.0003      |
| 30  | 11      | AC (Cingulate Gyrus)        | 5               | −4                     | 36                       | 18           | 5           | 0.0002      |
| 31  | 9       | SFG r (Superior Frontal Gyrus) | 2               | 8                     | −88                      | 22           | 4.8         | 0.0005      |
| 32  | 37      | Precuneous (Precuneous Cortex) | 3               | −4                     | −76                      | 28           | 5.9         | 0.0001      |
| 33  | 21      | pSMG r (Supramarginal Gyrus) | 1               | 50                     | −46                      | 26           | 7.2         | 5.42 × 10⁻⁵ |
| 34  | 7       | AG r (Angular Gyrus)        | 20              | 50                     | −46                      | 26           | 5.3         | 0.0002      |
| 35  | 51      | FP r (Frontal Pole)         | 5               | −20                    | 44                       | 22           | 4.8         | 0.0005      |
| 36  | 15      | SFG r (Superior Frontal Gyrus) | 1               | 14                     | 54                       | 26           | 6.5         | 5.62 × 10⁻⁵ |
| 37  | 24      | AG r (Angular Gyrus)        | 15              | 62                     | −50                      | 22           | 4.6         | 0.0006      |
| 38  | 3       | SFG1 (Superior Frontal Gyrus) | 1               | −6                     | 40                       | 32           | 5.9         | 0.0001      |
| 39  | 14      | PaCG1 (Paracingulate Gyrus)  | 23              | −6                     | 40                       | 32           | 4.5         | 0.0008      |
| 40  | 9       | sLOC r (Lateral Occipital Cortex) | 3               | 44                     | −64                      | 34           | 4.5         | 0.0008      |
| 41  | 26      | SFG r (Superior Frontal Gyrus) | 6               | 26                     | 28                       | 48           | 4.6         | 0.0006      |
| 42  | 10      | MidFGR r (Middle Frontal Gyrus) | 3               | 26                     | 28                       | 48           | 4.6         | 0.0006      |
| 43  | 8       | PreCG l (Precentral Gyrus)   | 8               | −6                     | −26                      | 58           | −7.8        | 0.00001     |
| 44  | 4       | PostCG r (Postcentral Gyrus) | 4               | 16                     | −32                      | 74           | −4.5        | 0.0008      |

4. Discussion

Our task in this study was to identify the dynamics of brain activity in the period preceding and accompanying the occurrence of insight. Due to the uncertainty of the existing data, we did not set ourselves the task of testing any hypothesis and considered our study as a pilot one. Identified effects have three components of information: time of occurrence, frequency range, and localization in the brain. In this study, contrary to most published studies, we used as a reference state the trials in which the subjects searched but did not find a solution. An interesting result of this choice is that the detected brain activity during analytical decisions is minimally different from the brain activity in unsuccessful trials. This suggests that in most unsuccessful trials, subjects used an analytical strategy to find a solution as well.

It should also be noted that most of the incorrectly solved problems were also solved by the analytical method. Since analytical solutions on average require more time, one might think that in many cases it was either not found (unsuccessful trials) or announced that the solution was ready without a sufficient check of its correctness (incorrectly solved problems). Insight solutions, on average, were faster, and the subjects had more time to check their correctness. The only difference between brain activity in analytical decisions and brain activity in unsuccessful trials was detected in the visual cortex in 2 s before the spacebar pressing. It can be assumed that this effect reflects a state of “return” to reality (including the switching on of visual perception) and preparation for pressing the key after the solution is found.

Brain activity accompanying insight decisions was significantly different from that in unsuccessful trials, and in trials where an analytical strategy was used. Interestingly, a significant number of effects when comparing insights with both the analytical solution and
unsuccessful trials were detected in the delta range, which is associated with motivational processes and with attention to motivationally significant stimuli. In addition, delta activity is traditionally associated with a decrease in conscious perception and correlates with processes occurring at the unconscious level [36,37]. Effects in the delta frequency range have also been described in other studies of insight [15]. Unfortunately, the delta range is often not included in the analysis by researchers who aim to identify effects in the alpha, beta, and gamma ranges.

The earliest effect when comparing insight and non-insight decisions is an increase in delta activity in the PCC, which is one of the DMN hubs and according to existing data is involved in cognitive processes related to the search for creative solutions [29,30,38]. In the same period, a reduced (compared to analytical decisions) connectivity between the left insula and the left STG in theta frequency range was revealed. This combination can be interpreted as a reduced (compared to analytical decisions) search in the memory of the desired word at the conscious level and the initiation of the search process at the subconscious level. At the next stage, increased delta activity is observed in the lateral prefrontal cortex associated with working memory and executive control. One might think that all of these effects reflect activity prior to insight. The insight itself is probably associated with high-frequency activity in the cortical areas of the left hemisphere participating in semantic processes (left STG (Wernicke zone) and inferior temporal gyrus) and emotional support of insight (insula) in the 10–12 s period. Immediately after this period (8–10 s), there is an increase in connectivity in the delta range between the DMN centers (MPFC and PCC) and the right inferior frontal gyrus, which is involved in the detection of important signals in the information flow. Then (6–8 s), increased delta activity is observed in the left middle and inferior frontal gyri, in a region that partially overlaps with the Broca’s area and participates in semantic analysis of verbal information [39,40]. This “post-insight” activity in the delta range probably reflects the verification of the correctness of the solution, possibly even silent “pronunciation” of the found word. Then (4–6 s), reduced delta activity in the PCC probably reflects the cessation of the search for a solution. This interpretation is certainly speculative, but it is in good agreement with existing data.

The fMRI study of the insight state dynamics also showed that the change in the brain neural network state begins 3 or more seconds before the subject’s response. Neural network activity has different individual dynamic profiles; in most cases, there is a decrease in the activity of the dorsal-medial prefrontal cortex (DMPFC) with an increase or persistence of activity in the temporal and parieto-occipital regions (Figure 4). DMPFC are associated with goal-direction and selective memory retrieval, while the bilateral IFG and insular cortex, inferior parietal lobules (IPL), and precuneus are elements of the semantic memory network [41].

According to fMRI data, insight is associated with activation of the precuneus and ACC (DMN regions), the insular cortex in the left hemisphere, and a number of frontal and temporal regions. In contrast to EEG data, the activation of the frontal and temporal regions was more pronounced in the right than in the left hemisphere (see Tables 1 and 2). Also, the fMRI data showed an important role of the hippocampus and parahippocampal cortex in insight. These observations are consistent with data from earlier works [9,38,41]. A new fact was the discovery of insight-related activation in the left cerebellum, which requires further verification.

Thus, in ours, as in many other studies [10–13,19,20], the role of the STG and high-frequency beta and gamma activity in insight-related processes in solving RAT problems is revealed. On the whole, these effects show distinct differences in the dynamics of brain activity during insight and analytical solutions and confirm the effectiveness of the within-subject approach to experimental design and data analysis. Also in line with previous publications, we observed a kind of “dissociation” between EEG and fMRI data with the former highlighting the involvement of the left temporal regions and the latter pointing at the role of the right frontal and temporal areas. The reason for this apparent
inconsistency needs further investigation. However, it should be noted that fMRI and EEG evidence do not have to coincide, because they reflect very different processes in the brain. fMRI BOLD signal correlates with energy-consuming processes, whereas large-scale synchronization of EEG oscillations may occur without much energy consumption [42]. Large-scale synchronization, particularly of gamma oscillations, has been linked with subjective awareness and conscious perception (e.g., [43,44]). One may speculate that insight-related right-hemispheric processes captured by fMRI data are mostly associated with unconscious stages, whereas the burst of gamma activity in the left STG captured by EEG data reflects the moment of conscious awareness of the found solution.

This study has a number of limitations. First of all, it has to be acknowledged that most of our interpretations of our findings are highly speculative. This is inevitable because so far the phenomenon of insight eludes all attempts to pin it down in terms of both “objective” measuring and exact timing. We think, however, that if we want to study such fuzzy constructs as insight at all, even speculative interpretations may help to canalize the future research in some direction or another. As a limitation of the experimental design, it should be noted that the classification of insight and non-insight trials was based on self-reports, which, of course, are subject to error. However, other methods described in the literature are associated with no fewer potential sources of errors, and self-reports in this case are considered the most reliable source of information [9,24,25]. The second potential limitation may be that the instruction given to the subjects did not emphasize that the space bar should be pressed as soon as possible after the solution was found. This may explain why the effects were found relatively far from the moment of fixing the readiness of the solution. The third limitation is the small sample size of our fMRI study, which, therefore, should be considered preliminary and in need of further verification. The fourth limitation is that EEG and fMRI data were collected in different subjects and in different laboratories. The observed differences between EEG and fMRI experiments could have partially resulted from this as well as from differences inherent in EEG and fMRI data acquisition procedures. Ideally, simultaneous EEG and fMRI recordings in the same subjects are necessary in order to reveal method-specific effects. Finally, it has to be acknowledged that although the reported findings do show meaningful differences in brain underpinning of insight versus analytical problem solving, they ultimately do not shed much light on the concrete neuronal mechanisms of either insightful or analytic reasoning, which reflects critical shortcomings in the current level of understanding of cognitive mechanisms of problem solving.

Summing up, comparison of the two ways of solving RAT problems, which were classified by the subjects as “insight” or “analytical”, revealed a number of differences both at the behavioral level and at the level of brain activity. Insight solutions were faster on average and correct in more cases. Brain activity during analytical solving was minimally different from that in the absence of a solution, which suggests the presence of an analytical method in the latter case. Brain activity during insight was significantly different from that in unsuccessful trials, and in trials where an analytical strategy was used. In the early stages, differences are mainly detected in the delta frequency range in the cortical areas related to the DMN and executive control network. Brain activity, presumably associated with the occurrence of an insight, was detected in beta and gamma ranges in the cortical areas of the left hemisphere, which are involved in semantic and emotional processing. On the whole, the revealed effects show distinct differences in the dynamics of brain activity during insight and analytical problem solving.
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