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Abstract

We study global in time existence versus blow-up in finite time of solutions to the Cauchy problem for the porous medium equation with a variable density $\rho(x)$ and a power-like reaction term posed in the one dimensional interval $(-R, R)$, $R > 0$. Here the weight function is singular at the boundary of the domain $(-R, R)$, indeed it is such that $\rho(x) \sim (R - |x|)^{-q}$ as $|x| \to R$, with $q \geq 0$. We show a different behavior of solutions depending on the three cases when $q > 2$, $q = 2$ and $q < 2$.

2010 Mathematics Subject Classification: 35B44, 35B51, 35K57, 35K59, 35K65.

Keywords: Porous medium equation; global existence; blow-up; sub-supersolutions; comparison principle; bounded domains.

1 Introduction

We are concerned with global existence and blow-up of nonnegative solutions to the Cauchy parabolic problem

\[
\begin{aligned}
\left\{ \begin{array}{l}
\rho(x)u_t = (u^m)_{xx} + \rho(x)u^p \\
u = u_0
\end{array} \right. & \quad \text{in } (-R, R) \times (0, \tau) =: D_\tau \\
u = u_0 & \quad \text{in } (-R, R) \times \{0\},
\end{aligned}
\]

where $m > 1$, $p > 1$, $\tau > 0$, $R > 0$. Let us also set $D_\infty =: D$.

We always assume that

(i) $u_0 \in L^\infty((-R, R))$, $u_0 \geq 0$ in $(-R, R)$;
(ii) $\rho \in C((-R, R))$, $\rho > 0$ in $(-R, R)$.

The problem of global solvability of nonlinear evolution problems, such as problem (1.1), or more generally its counterpart in dimension $N \geq 2$, has attracted a lot of interest. We say that a problem is globally solvable in time if it admits a bounded solution for any $t \in (0, +\infty)$. On the contrary, we say that the solution to a given problem blows up in finite time when there exists a time $S > 0$ such that

\[
\|u(t)\|_\infty \longrightarrow +\infty \quad \text{as } t \to S^-.
\]

Problem (1.1), with $R = 1$ and homogeneous Dirichlet boundary conditions, has been introduced in [24] as a mathematical model of evolution of plasma temperature. Here, $u$ is
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the temperature, $\rho(x)$ is the particle density and $\rho(x)u_p$ represents the volumetric heating of plasma. In \cite{22, 23, 24}, the authors explain that the interest in thermal waves arises in plasma physics in various laboratory and terrestrial situations where the ambience is at rest but cannot be considered homogeneous. Although, they only study the simpler case of problem \eqref{1.4} without the reaction term. They assume that $\rho$ is a positive and smooth function. Let

$$M = \int_{-\infty}^{+\infty} \rho(x) \, dx,$$

then the authors investigate the behavior of solutions for both the cases of $M < \infty$ and $M = \infty$ showing remarkable differences between them. Only some remarks for the case of problem \eqref{1.4} with non-zero reaction term are made in \cite[Section 4]{24}. Moreover, in \cite[Introduction]{24} a more general source term of the type $A(x)u_p$ has also been considered; however, then the authors do not treat this case.

Strictly related to the latter, is the inhomogeneous porous medium equation in higher dimension space

$$\rho(x)u_t = \Delta u^m, \quad \text{in } \Omega \times (0, +\infty) \quad (m > 1), \quad \text{(1.2)}$$

where $\Omega$ is a domain of $\mathbb{R}^N$. Equation \eqref{1.2} with the choices $\Omega \equiv \mathbb{R}^N$ and $\rho$ that decays at infinity as a negative power of $|x|$, is the most studied case, see e.g. \cite{4, 5, 13, 14, 15, 16, 18, 19, 20, 21, 37, 38, 39, 42}. Moreover, in \cite{36} for $N \geq 3$, assuming that $\rho(x) \sim |x|^{-q}$, it is proved that equation \eqref{1.2}, for any bounded initial datum $u_0$, has infinitely many very weak solutions if $q > 2$ whereas it admits a unique very weak solution if $q \leq 2$. This different behavior of solutions determines $q = 2$ as a threshold value. Concerning well-posedness of degenerate parabolic problems with possibly singular coefficients, we also refer the reader to \cite{33, 35, 34} and references therein.

Equation \eqref{1.2} can be further generalized to the following weighted PME

$$\rho_\nu(x)u_t = \text{div}[\rho_\mu(x)\nabla (u^m)], \quad \text{in } \Omega \times (0, +\infty) \quad (m > 1), \quad \text{(1.3)}$$

where $\rho_\nu$ and $\rho_\mu > 0$ are two weights independent of the time variable. With no claim of generality, we refer the reader e.g. to \cite{11}. Depending on the behavior of $\rho_\nu$ and $\rho_\mu$ as $|x| \to \infty$, existence and uniqueness and the asymptotic behavior of energy solutions for large times have been addressed.

We also recall the well known semilinear heat equation defined as follows

$$u_t = \Delta u + u^p \quad \text{in } \Omega \times (0, T), \quad \text{(1.4)}$$

where $T > 0$, $\Omega$ is a possibile unbounded domain of $\mathbb{R}^N$ and $p > 1$. In particular, we mention the pioneering work by Fujita \cite{7} where global existence and blow-up of solutions to the Cauchy problem associated to \eqref{1.4} is investigated when $\Omega \equiv \mathbb{R}^N$. It is shown that

- finite time blow-up occurs for all nontrivial nonnegative initial data, for any $1 < p \leq 1 + \frac{2}{N};$
- global existence of solutions for sufficiently small initial data, for any $p > 1 + \frac{2}{N}.$

The value $p_c = 1 + \frac{2}{N}$ is usually referred to as the Fujita exponent. We remark that the critical case $p = p_c$ was left open by Fujita, it was proved later in \cite{12}.
Closely related to problem (1.1) it is the the following Cauchy problem
\[
\begin{cases} 
\rho(x)u_t = \Delta u^m + \rho(x)u^p & \text{in } \mathbb{R}^N \times (0, \tau) \\
u = u_0 & \text{in } \mathbb{R}^N \times \{0\},
\end{cases}
\] (1.5)
where \(m > 1, p > 1, \tau > 0, \ N \geq 3\). The issue of existence of global in time solutions versus blow-up in finite time for problem (1.5) has been addressed in [29, 30, 31]. The authors consider a positive and continuous weight function \(\rho(x)\) such that, for some \(\varepsilon > 0, 0 < k_1 \leq k_2 < +\infty\) and \(q \geq 0\)
\[
k_1 |x|^{-q} \leq \rho(x) \leq k_2|x|^{-q} \text{ for } |x| > 1. \tag{1.6}
\]
In [29], for \(q \in [0, 2)\), the following results have been established.

- **(29, Theorem 2.1)** If \(p > \overline{p}\), for a certain \(\overline{p} = \overline{p}(k_1, k_2, q, m, N) > m\) and if the initial datum is sufficiently small, then solutions exist globally in time. Observe that \(\overline{p} = m + \frac{2 - q}{N - q}\) when \(k_1 = k_2\).

- **(29, Theorem 2.4)** For any \(p > 1\), for all sufficiently large initial data, solutions blow-up in finite time.

- **(29, Theorem 2.6)** For \(1 < p < m\), for any non trivial initial data, solutions blow-up in finite time.

- **(29, Theorem 2.7)** If \(m < p < \overline{p}\), for a certain \(p = \overline{p}(k_1, k_2, q, m, N) \leq \overline{p}\), then, for any non trivial initial data, solutions blow-up in finite time, under specific extra assumptions on \(\rho\).

\[
p = \overline{p} \text{ when } k_1 = k_2.
\]

Such results extend those stated in [40] for problem (1.5) with \(\rho \equiv 1, m > 1, p > 1\) (see also [8]).

Now, assume that (1.6) holds with \(q \geq 2\). In [30] the following results have been showed.

- **(30, Theorem 2.1)** If \(q = 2\) and \(p > m\), then, for sufficiently small initial data, solutions exist globally in time.

- **(30, Theorem 2.2)** If \(q = 2\) and \(p > m\), then, for sufficiently large initial data, solutions blow-up in finite time.

- **(30, Theorem 2.3)** If \(q > 2\), then, for any \(p > 1\), for sufficiently small initial data, solutions exist globally in time.

Problem (1.5) has also been considered in [9, 10]. The authors assume \(\rho\) to be such that the Sobolev and the Poincaré inequalities hold. They consider initial data belonging to suitable \(L^q\) spaces for a finite \(q > 1\) and they show global existence of solutions corresponding to such data with a smoothing effect on these solutions for the two cases \(1 < p < m\) and \(1 < m < p\).

Furthermore, problem (1.5) has also been investigated in [26, 27]. More precisely, they consider a class of double-nonlinear operators among which equation (1.5) is included. They show that, (see [26 Theorem 1]) if \(\rho(x) = |x|^{-q}\) with \(q \in (0, 2)\), for any \(x \in \mathbb{R}^N \setminus \{0\}\),
\[
p > m + \frac{2 - q}{N - q},
\]
the initial datum $u_0$ is nonnegative and
\[
\int_{\mathbb{R}^N} \{u_0(x) + [u_0(x)]^q\} \rho(x)dx < \delta,
\]
for some $\delta > 0$ small enough and $\bar{q} > \frac{N}{2}(p - m)$, then there exists a global solution of problem (1.5). In addition, a smoothing estimate holds. On the other hand, if $\rho(x) = |x|^{-q}$ or $\rho(x) = (1 + |x|)^{-q}$ with $q \in [0, 2)$, for any initial datum $u_0 \not\equiv 0$ and
\[
p < m + \frac{2 - q}{N - q},
\]
then blow-up prevails, in the sense that there exist $\theta \in (0, 1), R > 0, T > 0$ such that
\[
\int_{B_R} [u(x,t)]^\theta \rho(x)dx \to +\infty \quad \text{as} \quad t \to T^-.
\]
Such results have also been generalized to more general initial data, decaying at infinity with a certain rate (see [27]).

1.1 Outline of our results

In what follows, we assume that the function $\rho = \rho(x)$, which is usually referred to as a variable density, satisfies the following assumption:

\[
\text{for some } \varepsilon_0 > 0, \quad 0 < c_1 \leq c_2 < +\infty, \quad q \geq 0,
\]
\[
c_1 (R - |x|)^{-q} \leq \rho(x) \leq c_2 (R - |x|)^{-q} \quad \text{for } R - \varepsilon_0 < |x| < R.
\]

We shall investigate separately the following three different cases depending on the exponent $q \geq 0$ of $(H2)$. We say that the decaying rate of $1/\rho(x)$ as $|x| \to R$ is

- Fast if $q > 2$, \quad (Case 1);
- Critical if $q = 2$, \quad (Case 2);
- Slow if $0 \leq q < 2$, \quad (Case 3).

We can summarize our results as follows. Assume $(H2)$ with $q > 2$.

- For $p > m > 1$ and for suitable, sufficiently small, initial data $u_0 \in L^\infty((-R, R))$, we show the existence of global solutions $u$ such that $u \in L^\infty((-R, R) \times (0, \tau))$ for each $\tau > 0$, (see Theorem 2.1).
- For any $p > 1$ and $m > 1$, if $u_0$ is large enough, then the solution to problem (1.1) blows up in a finite time, (see Theorem 2.2).
- If $1 < p < m$, then for any $u_0 \not\equiv 0$, solutions to problem (1.1) blow-up in finite time, (see Theorem 2.3).

Observe that in the latter case, a phenomenon similar to the Fujita phenomenon arises. Here the role of the critical exponent $p_c$ is covered by $p_c = m$.

On the other hand, if we assume $(H2)$ with $q = 2$, then we show that
• For any \( p > m \), if \( u_0 \) is sufficiently large, then solutions to problem (1.1) blow-up in finite time, (see Theorem 2.4).

• For any \( p > m \), if \( u_0 \) has compact support and it is small enough, then, under suitable assumptions on \( c_1 \) and \( c_2 \), there exist global in time solutions to problem (1.1), which belong to \( L^\infty((−R, R) \times (0, +\infty)) \), (see Theorem 2.5).

Now, assume \( (H2) \) with \( 0 \leq q < 2 \). In Theorem 2.6 we show that

• For \( 1 < p < m \) and for suitable initial data \( u_0 \in L^\infty((−R, R)) \), we show the existence of global solutions belonging to \( L^\infty((−R, R) \times (0, \tau)) \) for each \( \tau > 0 \).

• For \( p > m > 1 \), if \( u_0 \) satisfies a suitable decaying condition as \( |x| \to R \), then problem (1.1) admits a solution in \( L^\infty((−R, R) \times (0, +\infty)) \).

The proofs mainly rely on suitable comparison principles and properly constructed sub- and supersolutions, which crucially depend on the behavior near the boundary of the interval \((−R, R)\) of the density function \( \rho(x) \). More precisely, they are of the type

\[
\begin{align*}
    w(x,t) &= C\zeta(t) \left[ 1 - \frac{s(x)}{a} \eta(t) \right]^{\frac{m-1}{m}} \\
    &\quad \text{for any } (x,t) \in (-R, R) \times [0,T),
\end{align*}
\]

for suitable functions \( s(x) \), \( \zeta = \zeta(t) \), \( \eta = \eta(t) \) and constants \( C > 0, a > 0 \). The paper is organized as follows. In Section 2 we state our main results, in Section 3 we give the precise definitions of solutions, we discuss uniqueness of solution depending on the rate of explosion of \( \rho(x) \) as \( |x| \to R \) and we recall some auxiliary results. In Section 4 we prove Theorem 2.1 and Theorem 2.2, which concern the case of fast decaying rate, i.e., \( q > 2 \). The results obtained for the critical case \( q = 2 \), (that is, Theorems 2.4, 2.5) are proved in Section 5. Finally, in Section 6 Theorem 2.6 of the slow decaying rate, \( 0 \leq q < 2 \), is proved.

2 Statements of the main results

Observe that, in view of \( (H2)\)-(ii), there exist \( \rho_1, \rho_2 \in (0, +\infty) \) with \( \rho_1 \leq \rho_2 \) such that

\[
    \rho_1 \leq \rho(x) \leq \rho_2 \quad \text{for all } x \in [-R + \varepsilon_0, R - \varepsilon_0].
\]

2.1 Case 1: fast decaying rate

In what follow we assume that \( (H2) \) holds with

\[
    q > 2.
\]

We introduce the parameter \( b \in \mathbb{R} \) which is defined as follows

\[
    b := q - 2,
\]

The first result concerns the global existence of solutions to problem (1.1), for any \( m > 1 \) and \( p > m \). For some \( \varepsilon > 0 \), let

\[
    s(x) := \begin{cases} 
        \frac{(R - |x|)^{-b}}{2\varepsilon^b + 1} & \text{if } R - \varepsilon < |x| \leq R \\
        \frac{b|x|^2}{2\varepsilon^b + 1} & \text{if } x \in [-R + \varepsilon, R - \varepsilon].
    \end{cases}
\]
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Theorem 2.1. Let assumptions \( (H1) \) and \( (H2) \) with \( q > 2 \) be satisfied. Moreover assume that
\[
\frac{c_2}{c_1} < m + \frac{m - 1}{b}.
\] (2.4)
Suppose that
\[ p > m > 1, \]
and that \( u_0 \) is small enough. Then problem (1.1) admits a global solution \( u \in L^\infty(D_\tau) \) for any \( \tau > 0 \). More precisely, if \( C > 0 \) is sufficiently small, \( T > 0, \) \( a > 0 \) with
\[
\omega_0 \leq \frac{C^{m-1}}{a} \leq \omega_1,
\]
for suitable \( 0 < \omega_0 < \omega_1, \)
\[
\alpha = \frac{1}{p - 1}, \quad \beta = \frac{p - m}{p - 1},
\]
\[
u_0(x) \leq CT^{-\alpha} \left[ 1 - \frac{s(x)}{a} T^{-\beta} \right]^{-\frac{1}{m-1}} \text{ for any } x \in (-R, R),
\] (2.6)
then problem (1.1) admits a global solution \( u \), which satisfies the bound from above
\[
u(x,t) \leq C(T + t)^{-\alpha} \left[ 1 - \frac{s(x)}{a} (T + t)^{-\beta} \right]^{-\frac{1}{m-1}} \text{ for any } (x,t) \in D.
\] (2.7)
The precise choice of parameters \( C > 0, T > 0, a > 0 \) in Theorem 2.1 is discussed in Remark 4.2 below.
The next result concerns the blow-up of solutions in finite time, for every \( p > 1 \) and \( m > 1, \) provided that the initial datum is sufficiently large.

Theorem 2.2. Let assumptions \( (H1) \) and \( (H2) \) with \( q > 2 \). For any
\[
p > 1, \quad m > 1,
\]
and for any \( T > 0, \) if the initial datum \( u_0 \) is large enough, then the solution \( u \) of problem (1.1) blows up in a finite time \( S \in (0, T], \) in the sense that
\[
\|u(t)\|_\infty \to \infty \text{ as } t \to S^-.
\] (2.8)
More precisely, we have the following three cases
(a) Let \( p > m. \) If \( C > 0, \) \( a > 0 \) are large enough, \( T > 0, \)
\[
u_0(x) \geq CT^{-\frac{1}{p-1}} \left[ 1 - \frac{s(x)}{a} T^{\frac{m-p}{p-1}} \right]^{-\frac{1}{m-1}} \text{ for any } x \in (-R, R),
\] (2.9)
then the solution \( u \) of problem (1.1) blows up and satisfies the bound from below
\[
u(x,t) \geq C(T - t)^{-\frac{1}{p-1}} \left[ 1 - \frac{s(x)}{a} (T - t)^{\frac{m-p}{p-1}} \right]^{-\frac{1}{m-1}} \text{ for any } (x,t) \in D_S.
\] (2.10)
(b) Let \( p < m. \) If \( \frac{C^{m-1}}{a} > 0 \) and \( a > 0 \) are big enough, \( T > 0 \) and (2.3) holds, then the solution \( u \) of problem (1.1) blows up and satisfies the bound from below (2.10).
(c) Let \( p = m. \) If \( \frac{C^{m-1}}{a} > 0 \) and \( a > 0 \) are big enough, \( T > 0 \) and (2.3) holds, then the solution \( u \) of problem (1.1) blows up and satisfies the bound from below (2.10).
Observe that if $u_0$ satisfies (2.9), then
\[
\text{supp } u_0 \supseteq \left\{ x \in (-R, R) : s(x) < a T^{\frac{p-m}{p-1}} \right\}.
\]

From (2.10) we can infer that
\[
\text{supp } u(\cdot, t) \supseteq \left\{ x \in (-R, R) : s(x) < a(T - t)^{\frac{p-m}{p-1}} \right\} \quad \text{for all } t \in [0, S).
\]

We remark that the supports of $u_0$ and $u(\cdot, t)$ for any $t > 0$, are nonempty if one choses
\[
0 < \varepsilon_0 = \varepsilon < \frac{b}{b + 2} R,
\]
where $\varepsilon_0$ and $\varepsilon$ are introduced in (H2) and (2.3) respectively. This choice is always admissible.

Then the constants $c_1$ and $c_2$ in assumption (H2) will be fixed accordingly. The choice of the parameters $C > 0$, $T > 0$ and $a > 0$ is discussed in Remark 4.5.

**Theorem 2.3.** Let assumptions (H1) and (H2) with $q > 2$ be satisfied. Suppose that
\[
1 < p < m,
\]
and that $u_0 \in C((-R, R)), u_0(x) \neq 0$. Then, for any sufficiently large $T > 0$, the solution $u$ of problem (1.1) blows up in a finite time $S \in (0, T]$, in the sense that
\[
\|u(t)\|_{\infty} \to +\infty \quad \text{as } t \to S^-.
\]
More precisely, the bound from below (2.10) holds, with $b, C, a, \varepsilon$ as in Theorem 2.2-(b).

**2.2 Case 2: critical decaying rate**

In what follows we assume that (H2) holds with
\[
q = 2.
\]
Moreover, observe that, due to (H1), assumption (2.1) holds.

The first result concerns the global existence of solutions to problem (1.1) for $p > m$. Let $\delta$ be a positive constant then we state the following theorem.

**Theorem 2.4.** Assume that (H1) and (H2) for $q = 2$ hold. Furthermore, suppose that
\[
p > m,
\]
and that $u_0$ is small enough and has compact support. Then problem (1.1) admits a global solution $u \in L^\infty((-R, R) \times (0, +\infty))$.
More precisely, for any $\delta > 0$, if $C > 0$ and $a > 0$ are small enough and
\[
u_0(x) \leq C T^{-\frac{1}{p-1}} \left[ 1 - \frac{(R - |x|)^{-\delta}}{a} T^{-\frac{p-m}{p-1}} \right]_+ \quad \text{for any } x \in (-R, R),
\]
then problem (1.1) admits a global solution $u \in L^\infty(\mathbb{R}^N \times (0, +\infty))$. Moreover,
\[
u(x, t) \leq C(T + t)^{-\frac{1}{p-1}} \left[ 1 - \frac{(R - |x|)^{-\delta}}{a} (T + t)^{-\frac{p-m}{p-1}} \right]_+ \quad \text{for any } (x, t) \in (-R, R) \times (0, +\infty).
\]
Observe that if $u_0$ satisfies (2.12), then

$$\text{supp } u_0 \subseteq \{ x \in (-R, R) : (R - |x|)^{-\delta} \leq a T^{\frac{p-m}{p-1}} \}.$$  

From (2.13) we can infer that

$$\text{supp } u(\cdot, t) \subseteq \{ x \in (-R, R) : (R - |x|)^{-\delta} \leq a(T + t)^{\frac{p-m}{p-1}} \} \quad \text{for all } t > 0.$$  

The choice of the parameters $C > 0, T > 0$ and $a > 0$ is discussed in Remark 5.2.

The next result concerns the blow-up of solutions in finite time, for every $p > m > 1$, provided that the initial datum is sufficiently large.

Let

$$t(x) := \begin{cases} 
\log(R - |x|) & \text{if } x \in (-R, -R + \varepsilon) \cup (R, R - \varepsilon), \\
\frac{(R - \varepsilon)^2 - |x|^2 + \log(\varepsilon)|2\varepsilon(R - \varepsilon)|}{2\varepsilon(R - \varepsilon)} & \text{if } x \in [-R + \varepsilon, R - \varepsilon].
\end{cases}$$

**Theorem 2.5.** Let assumptions (H1) and (H2) with $q = 2$ hold. For any $p > m$ and for any $T > 0$, if the initial datum $u_0$ is large enough, then the solution $u$ of problem (1.1) blows up in a finite time $S \in (0, T]$, in the sense that

$$\|u(t)\|_{\infty} \to \infty \text{ as } t \to S^-.$$  

(2.14)

More precisely, if $C > 0$ and $a > 0$ are large enough, $T > 0$,

$$u_0(x) \geq CT^{-\frac{1}{q}} \left[ 1 - \frac{t(x)}{a} \frac{1}{T^{\frac{p-m}{p-1}}} \right]^{\frac{1}{m-1}}_+, \quad \text{for any } x \in (-R, R),$$  

(2.15)

then the solution $u$ of problem (1.1) blows up and satisfies the bound from below

$$u(x, t) \geq C(T - t)^{-\frac{1}{q}} \left[ 1 - \frac{t(x)}{a} (T - t)^{\frac{p-m}{p-1}} \right]^{\frac{1}{m-1}}_+, \quad \text{for any } (x, t) \in D_S.$$  

(2.16)

Observe that if $u_0$ satisfies (2.15), then

$$\text{supp } u_0 \supseteq \{ x \in (-R, R) : t(x) < a T^{\frac{p-m}{p-1}} \}.$$  

From (2.16) we can infer that

$$\text{supp } u(\cdot, t) \supseteq \{ x \in (-R, R) : t(x) < a(T - t)^{-\frac{p-m}{p-1}} \} \quad \text{for all } t \in [0, S).$$  

(2.17)

The choice of the parameters $C > 0, T > 0$ and $a > 0$ is discussed in Remark 5.4.
2.3 Case 3: slow decaying rate

In what follows we assume that (H2) holds with

\[ 0 \leq q < 2. \]

The next result concerns the global existence of solutions to problem (1.1) for any \( p > 1 \) and \( m > 1 \), \( p \neq m \). Let us introduce the parameter \( d \in \mathbb{R} \) such that

\[ 0 < d < \min \{ 2 - q, 1 \}. \quad (2.18) \]

**Theorem 2.6.** Let assumptions (H1) and (H2) be satisfied with \( 0 \leq q < 2 \). Suppose that \( 1 < p < m, \) or \( p > m \geq 1 \), and that \( u_0 \) is small enough. Then problem (1.1) admits a global solution \( u \in L^\infty(D_\tau) \) for any \( \tau > 0 \). More precisely, we have the following cases.

(a) Let \( 1 < p < m \). If \( C > 0 \) is big enough, \( T > 1, \alpha > 0, \) then problem (1.1) admits a global solution \( u \), which satisfies the bound from above

\[ u(x,t) \leq C(T + t)^\alpha (R - |x|)^{\frac{d}{m}} \text{ for any } (x,t) \in D. \quad (2.20) \]

(b) Let \( p > m \geq 1 \). If \( C > 0 \) is small enough, \( T > 0 \) and (2.19) holds with \( \alpha = 0 \), then problem (1.1) admits a global solution \( u \in L^\infty(D) \), which satisfies the bound from above (2.20) with \( \alpha = 0 \).

Note that in Theorem 2.6 we do not require that \( \text{supp } u_0 \) is compact.

The choice of the parameters \( C > 0, T > 0 \) and \( a > 0 \) is discussed in Remark 5.4.

3 Preliminaries and well-posedness results

In this section we give the precise definition of solutions of problem (1.1) and we address well-posedness of problem (1.1) depending on the exponent \( q \geq 0 \) of assumption (H2). Furthermore, we recall some auxiliary results that will be used in the subsequent sections.

Throughout the paper we deal with very weak solutions to problem (1.1) according to the following definition.

**Definition 3.1.** Let \( I := (-R,R), u_0 \in L^\infty(I) \) with \( u_0 \geq 0 \). Let \( \tau > 0, p > 1, m > 1 \). By a solution to problem (1.1) in \( I \times (0,\tau) \) we mean any nonnegative function \( u \in L^\infty(I \times (0,S)) \), for any \( S < \tau \) such that

\[ - \int_0^\tau \int_I \rho(x)u_0 \, dx \, dt \leq \int_I \int_0^\tau \rho(x)u(x,t) \varphi(x,0) \, dx \, dt + \int_0^\tau \int_I u^m \varphi_{xx} \, dx \, dt + \int_0^\tau \int_I \rho(x)u^p \varphi \, dx \, dt \]

for any \( \varphi \in C^\infty_c(\mathbb{T} \times [0,\tau]), \varphi \geq 0, \varphi(-R,t) = \varphi(R,t) = 0 \) for any \( t \in [0,\tau] \). Subsolutions (respectively supersolutions) of (1.1) are defined replacing “=” by “\( \leq \)” (respectively “\( \geq \)”) in equality (3.1).
For every $0 < \delta < R$, define $I_\delta = (-R + \delta, R - \delta)$. Observe that

$$I_\delta \rightarrow I \quad \text{as} \quad \delta \rightarrow 0.$$ 

Then we consider the auxiliary problem

$$
\begin{cases}
  u_t = \frac{1}{\rho(x)} (u^m)_{xx} + u^p & \text{in } I_\delta \times (0, \tau) \\
  u = 0 & \text{on } \{-R_\delta, R_\delta\} \times (0, \tau) \\
  u = u_0 & \text{in } I_\delta \times \{0\}.
\end{cases}
$$

(3.1)

Proposition 3.2. Let hypothesis (H1) be satisfied. Then there exists a solution $u$ to problem (3.1) with

$$\tau \geq \tau_\delta := \frac{1}{(p - 1)\|u_0\|_{L^\infty(I_\delta)}^{p-1}}.$$

The proof of Proposition 3.2 can be found in [29, Proposition 3.3]. Moreover, the following comparison principle for problem (3.1) holds (see [1] for the proof).

Proposition 3.3. Let assumption (H1) holds. If $u$ is a subsolution of problem (3.1) and $v$ is a supersolution of (3.1), then

$$u \leq v \quad \text{a.e. in } I_\delta \times (0, \tau).$$

Proposition 3.4. Let hypotheses (H1) be satisfied. Then there exists a solution $u$ to problem (1.1) with

$$\tau \geq \tau_0 := \frac{1}{(p - 1)\|u_0\|_{L^\infty((-R,R))}^{p-1}}.$$

Moreover, $u$ is the minimal solution, in the sense that for any solution $v$ to problem (1.1) there holds

$$u \leq v \quad \text{in } (-R, R) \times (0, \tau).$$

The proof of the latter statement is the same of [29, Proposition 3.5]. Concerning uniqueness of solution to problem (1.1), we state the following Propositions.

Proposition 3.5. Let assumption (H2) be satisfied with

$$q \geq 2.$$

Then there exists at most one bounded solution $u$ to problem (1.1).

Proposition 3.6. Let hypothesis (H2) be satisfied with

$$q < 2.$$

If there exists a supersolution $V > 0$ of problem

$$\frac{1}{\rho} V_{xx} = -1$$

$$\lim_{|x| \rightarrow R} V(x) = 0,$$

(3.2)

then there exist infinitely many solutions $u$ of problem (1.1) that belong to $L^\infty((-R, R) \times (0, T))$, for some $T > 0$. In particular, for any $c > 0$, there exists a solution $u_c$ of problem (1.1) such that

$$\lim_{|x| \rightarrow R} \frac{1}{T} \int_0^T u_c^m(x, t) \, dt = c.$$
The proofs of Propositions 3.5, 3.6 can be proved by standard methods (for a complete proof see for instance [28, Propositions 1.7.1, 2.5.1]).

In conclusion, we can state the following two comparison results for the solution to problem (1.1), which will be used in the sequel.

**Proposition 3.7.** Let hypothesis (H1) be satisfied. Let \( \bar{u} \) be a supersolution to problem (1.1). Then, if \( u \) is the minimal solution to problem (1.1) given by Proposition 3.4, then

\[
    u \leq \bar{u} \quad \text{a.e. in } (-R, R) \times (0, \tau).
\]

(3.3)

In particular, if \( \bar{u} \) exists until time \( \tau \), then also \( u \) exists at least until time \( \tau \).

**Proof.** For any \( \delta > 0 \), \( u \) is a supersolution to problem (3.1). Hence, by Proposition 3.2,

\[
    u_\delta \leq u \quad \text{in } I_\delta \times (0, \tau).
\]

By passing to the limit as \( \delta \to 0 \), we obtain (3.3) which ensures that \( u \) does exist at least up to time \( \tau \), by definition of maximal existence time.

**Proposition 3.8.** Let hypothesis (H1) be satisfied. Let \( u \) be a solution to problem (1.1) for some time \( \tau = \tau_1 > 0 \) and \( \underline{u} \) a subsolution to problem (1.1) for some time \( \tau = \tau_2 > 0 \). Suppose also that \( \text{supp } u|_{D_S} \) is compact for every \( S \in (0, \tau_2) \).

Then

\[
    u \geq \underline{u} \quad \text{in } (-R, R) \times (0, \min\{\tau_1, \tau_2\}).
\]

(3.4)

**Proof.** For a fixed \( S < \min\{\tau_1, \tau_2\} \), we can take \( \delta > 0 \) sufficiently small that

\[
    \text{supp } u|_{D_S} \subset I_\delta \times [0, S].
\]

Then \( u \) and \( \underline{u} \) are a super- and a subsolution, respectively, to problem (3.1). Hence

\[
    u \geq \underline{u} \quad \text{in } I_\delta \times (0, S).
\]

By passing to the limit as \( \delta \to 0 \), due to the arbitrariness of \( S \), we obtain (3.4).

In what follows we also consider solutions of equations of the form

\[
    u_t = \frac{1}{\rho(x)}(u^m)_{xx} + u^p \quad \text{in } I \times (0, \tau),
\]

(3.5)

where \( I \subseteq (-R, R) \) is an open interval. Solutions are meant in the sense of Definition 3.1 where the nonnegative test functions \( \varphi \in C_0^\infty(\overline{I} \times [0, \tau]) \) are such that \( \varphi|_{\partial I} = 0 \) for any \( t \in [0, \tau) \).

We now recall the following well-known criterion, that will be used in the sequel. Let \( I \subseteq \mathbb{R} \) be an open interval. Suppose that \( I = I_1 \cup I_2 \) with \( I_1 \cap I_2 = \emptyset \), and that \( \Sigma := \partial I_1 \cap \partial I_2 \) is of class \( C^1 \). Let \( \eta \) be the unit outwards normal to \( I_1 \) at \( \Sigma \). Let

\[
    u = \begin{cases} 
        u_1 & \text{in } I_1 \times [0, \tau), \\
        u_2 & \text{in } I_2 \times [0, \tau),
    \end{cases}
\]

(3.6)

where \( \partial_t u \in C(I_1 \times (0, \tau)), u_1^m \in C^2(I_1 \times (0, \tau)) \cap C^1(\overline{I_1} \times (0, \tau)), \partial_t u_2 \in C(I_2 \times (0, \tau)), u_2^m \in C^2(I_2 \times (0, \tau)) \cap C^1(\overline{I_2} \times (0, \tau)).

Lemma 3.9. Let assumption $[H1]$ be satisfied.

(i) Suppose that

$$
\partial_u u_1 \geq \frac{1}{\rho} (u_1^m)_{x} + u_1^p \quad \text{for any } (x,t) \in I_1 \times (0,\tau),
$$

$$
\partial_u u_2 \geq \frac{1}{\rho} (u_2^m)_{x} + u_2^p \quad \text{for any } (x,t) \in I_2 \times (0,\tau),
$$

$$
u_1 = u_2, \quad \frac{\partial u_1^m}{\partial n} \geq \frac{\partial u_2^m}{\partial n} \quad \text{for any } (x,t) \in \Sigma \times (0,\tau).$$

Then $u$, defined in (3.10), is a supersolution to equation (3.5), in the sense of Definition 3.7 with $I_R$ replaced by $I$.

(ii) Suppose that

$$
\partial_u u_1 \leq \frac{1}{\rho} (u_1^m)_{x} + u_1^p \quad \text{for any } (x,t) \in I_1 \times (0,\tau),
$$

$$
\partial_u u_2 \leq \frac{1}{\rho} (u_2^m)_{x} + u_2^p \quad \text{for any } (x,t) \in I_2 \times (0,\tau),
$$

$$
u_1 = u_2, \quad (u_1^m)_x \leq (u_2^m)_x \quad \text{for any } (x,t) \in \Sigma \times (0,\tau).$$

Then $u$, defined in (3.10), is a subsolution to equation (3.5), in the sense of Definition 3.7 with $I_R$ replaced by $I$.

The proof of Lemma 3.9 is the same as the proof of [29] Lemma 3.1 for the special case $N = 1$.  

4 Proofs of Theorems 2.1, 2.2 and 2.3

Let us consider the function

$$
w(x,t) := \begin{cases} 
    u(x,t) & (x,t) \in (-R,-R+\varepsilon) \times (0,T), \\
    v(x,t) & (x,t) \in [-R+\varepsilon,R-\varepsilon] \times (0,T), \\
    u(x,t) & (x,t) \in (R-\varepsilon,R) \times (0,T); 
\end{cases}$$

$$
u(x,t) := C\zeta(t) [F(x,t)]_{x}^{-\frac{1}{m-1}};$$

$$
v(x,t) := C\zeta(t) [G(x,t)]_{x}^{-\frac{1}{m-1}};$$

where

$$
F(x,t) := 1 - \frac{(R-|x|)^{-b}}{a} \eta(t);$$

$$
G(x,t) := 1 - \left[ \frac{2\varepsilon - b(R-\varepsilon)}{2\varepsilon^{b+1} + b|x|^2} + \frac{b|x|^2}{2\varepsilon^{b+1}(R-\varepsilon)} \right] \eta(t);$$

for suitable positive $\zeta$ and $\eta$ and for $C > 0$, $a > 0$, $b$ as in [22,23]. Observe that, for any $(x,t) \in [(-R,-R+\varepsilon) \cup (R-\varepsilon,R)] \times (0,T)$, we have

$$
u_t = C \zeta' F_{x}^{-\frac{1}{m-1}} - \frac{1}{m-1} C \zeta F_{x}^{-\frac{1}{m-1}} (R-|x|)^{-b} a \eta';$$

$$
= C \zeta' F_{x}^{-\frac{1}{m-1}} + \frac{1}{m-1} C \zeta F_{x}^{-\frac{1}{m-1}} \eta' - \frac{1}{m-1} C \zeta F_{x}^{-\frac{1}{m-1}} \eta'.$$

(4.5)
\[ (u^m)_{xx} = -C^m \zeta^m \frac{m}{(m-1)} \frac{b}{a} (R-|x|)^{-b-2} \eta \left( \frac{bm}{m-1} + 1 \right) F_{m-1}^{\frac{1}{m-1}} + C^m \zeta^m \frac{m}{(m-1)^2} \frac{b^2}{a} (R-|x|)^{-b-2} \eta F_{m-1}^{\frac{1}{m-1}}. \] (4.6)

On the other hand, for any \((x,t) \in [-R+\varepsilon, R-\varepsilon] \times (0,T)\)

\[ v_t = C \zeta' G_{m-1}^{\frac{1}{m-1}} + \frac{1}{m-1} C \zeta \left( \frac{m-1}{m-2} \right) \eta' - \frac{1}{m-1} C \zeta G_{m-1}^{\frac{1}{m-1}} \eta'. \] (4.7)

\[ (v^m)_{xx} = -C^m \zeta^m \frac{m}{(m-1)} \varepsilon^{-b-1} \eta \frac{b}{R-\varepsilon} G_{m-1}^{\frac{1}{m-1}} + C^m \zeta^m \frac{m}{(m-1)^2} \varepsilon^{-2b-2} \frac{b^2}{(R-\varepsilon)^2} \frac{a^2 \eta^2}{\varepsilon} G_{m-1}^{\frac{1}{m-1}}. \] (4.8)

### 4.1 Proof of global existence for the fast decaying rate

We want to construct a suitable family of supersolutions of equation

\[ u_t = \frac{1}{\rho(x)} (u^m)_{xx} + u^p \quad \text{in} \quad (-R, R) \times (0, +\infty) =: D. \] (4.9)

For this purpose, we set,

\[ \tilde{u}(x,t) \equiv u(x,t) \quad \text{for all} \quad (x,t) \in D. \] (4.10)

for \(w\) as in (4.1) and \(\zeta, \eta \in C^1([0, +\infty) \times [0, +\infty)).\) Moreover, we define

\[ A := \{(x,t) \in [(-R, -R + \varepsilon) \cup (R - \varepsilon, R)] \times (0, +\infty) : 0 < F(x,t) < 1\}; \] (4.11)

and

\[ \bar{\sigma}(t) := \zeta' \frac{\zeta}{m-1} \eta' \frac{m}{a} \frac{c_1}{c_2} \left( \frac{bm}{m-1} + 1 \right) \eta; \]
\[ \bar{\lambda}(t) := \zeta \frac{\eta}{m-1} \eta' \frac{m}{a} \frac{b^2}{c_1^2} \eta; \]
\[ \bar{\sigma}_0(t) := \zeta' \frac{\zeta}{m-1} \eta' \frac{m}{a^2} \frac{b^2}{c_1^2} \varepsilon^{-b-1} \eta; \]
\[ \bar{\lambda}_0(t) := \zeta' \frac{\eta}{m-1} \eta' \frac{m}{a^2} \frac{b^2}{c_1^2} \varepsilon^{-2b-2} \eta. \] (4.12)

for \(c_1, c_2\) as in (4.2).

**Proposition 4.1.** Let \(\zeta, \eta \in C^1([0, +\infty); [0, +\infty)), \zeta' \leq 0.\) Assume \(H^2, (2.1), (2.3)\) and that

\[ \eta < a \varepsilon^b \min \left\{ 1, \frac{(m-1) \rho_1}{b} \frac{\varepsilon}{\rho_2 R - \varepsilon} \right\}; \] (4.13)

\[ -\frac{\eta'}{\eta^2} \geq C_{m-1} \frac{m}{m-1} \frac{b^2}{c_1}; \] (4.14)

\[ \zeta' + \frac{C_{m-1}}{a} \zeta \frac{m}{m-1} \frac{b}{c_2} \left( \frac{bm}{m-1} + 1 \right) \frac{c_1}{c_1(m-1)} \eta - C_{m-1} \frac{\zeta^2}{\eta} \geq 0; \] (4.15)

\[ -\frac{\eta'}{\eta^3} \geq C_{m-1} \frac{m}{m-1} \frac{b^2 \varepsilon^{-2b-2}}{a \rho_1}; \] (4.16)

\[ \zeta' + \frac{C_{m-1}}{a} \zeta \frac{m}{m-1} \frac{b \varepsilon^{-b-1}}{\rho_2 (R - \varepsilon)} \frac{1}{a \rho_1 (m-1)} \eta - C_{m-1} \frac{\zeta^2}{\eta} \geq 0. \] (4.17)

Then \(\bar{u}\) defined in (4.2) is a supersolution of equation (4.9).
Proof of Proposition 4.1. Let $\mathbf{u}$ be as in (4.10) and $A$ as in (4.11). In view of (4.5), (4.6), for any $(x,t) \in A$,
\[
u_t - \frac{1}{\rho} (u^m)_{xx} - u^p = C F^{\frac{1}{m-1}} \left\{ F \left[ \zeta' + \frac{\zeta}{m-1} \eta' \right. \right.
\left. + \frac{(R - |x|)^{-b-2}}{\rho} C^{m-1} \frac{m}{m-1} \frac{b}{a} \left( \frac{b m}{m-1} + 1 \right) \eta \right] \right.
\left. \left. - \frac{\zeta}{m-1} \eta' \right. \right. + \frac{(R - |x|)^{-b-2}}{\rho} C^{m-1} \frac{m}{m-1} \frac{b^2}{a} \eta \right. \right. - C^{p-1} \zeta^p F^{\frac{p+m-2}{m-1}} \right\}. \tag{4.18}
\]

Due to assumption (H2), for any $R - \varepsilon < |x| \leq R$, we have
\[
\frac{(R - |x|)^{-b-2}}{\rho} \geq \frac{1}{c_1}, \quad \frac{(R - |x|)^{-b-2}}{\rho} \geq \frac{1}{c_2}. \tag{4.19}
\]

By combining (4.18) and (4.19) we obtain
\[
u_t - \frac{1}{\rho} (u^m)_{xx} - u^p \geq C F^{\frac{1}{m-1}} \left\{ F \left[ \zeta' + \frac{\zeta}{m-1} \eta' \right. \right.
\left. + \frac{C^{m-1}}{a} \frac{m}{m-1} \frac{b}{c_2} \left( \frac{b m}{m-1} + 1 \right) \eta \right] \right.
\left. \left. - \frac{\zeta}{m-1} \eta' \right. \right. + \frac{C^{m-1}}{a} \frac{m}{m-1} \frac{b^2}{c_1} \eta \right. \right. - C^{p-1} \zeta^p F^{\frac{p+m-2}{m-1}} \right\}. \tag{4.20}
\]

By using the functions $\bar{\sigma}, \bar{\lambda}, \bar{\gamma}$ introduced in (4.12), (4.20) reads
\[
u_t - \frac{1}{\rho} (u^m)_{xx} - u^p \geq C F^{\frac{1}{m-1}} \left\{ \bar{\sigma}(t) F - \bar{\lambda}(t) - \bar{\gamma}(t) F^{\frac{p+m-2}{m-1}} \right\}. \tag{4.21}
\]

For each $t > 0$, define
\[
\varphi(F) := \bar{\sigma}(t) F - \bar{\lambda}(t) - \bar{\gamma}(t) F^{\frac{p+m-2}{m-1}}, \quad F \in (0, 1).
\]

Then $u$ is a supersolution of
\[
u_t - \frac{1}{\rho} (u^m)_{xx} - u^p = 0 \quad \text{for any } (x,t) \in A,
\]
if and only if, for each $t > 0$,
\[
\varphi(F) \geq 0 \quad \text{for any } 0 < F < 1.
\]

Observe that $\varphi(F)$ is concave in the variable $F$, hence the latter reduces to the system
\[
\left\{ \begin{array}{l}
\varphi(0) \geq 0 \\
\varphi(1) \geq 0,
\end{array} \right.
\]

for each $t > 0$ which is equivalent to
\[
\left\{ \begin{array}{l}
-\bar{\lambda}(t) \geq 0 \\
\bar{\sigma}(t) - \bar{\lambda}(t) - \bar{\gamma}(t) \geq 0.
\end{array} \right.
\]
The latter system is guaranteed by (4.14), (4.15) and (2.4). Thus, we have proved that

\[ u_t - \frac{1}{\rho}(u^m)_{xx} - u^p \geq 0 \quad \text{in } A. \]

Since \( u^m \in C^1([(-R, R) \setminus (-R + \varepsilon, R - \varepsilon)] \times (0, +\infty)) \), in view of Lemma 3.9 (i) (applied with \( I_1 \times (0, +\infty) = A, I_2 \times (0, +\infty) = [(-R, R) \setminus (-R + \varepsilon, R - \varepsilon)] \times (0, +\infty) \setminus A, u_1 = u, u_2 = 0, u = \bar{u}) \), we can deduce that \( \bar{u} \) is a supersolution of equation

\[ u_t - \frac{1}{\rho}(u^m)_{xx} - u^p = 0 \quad \text{in } [(-R, R) \setminus (-R + \varepsilon, R - \varepsilon)] \times (0, +\infty), \]

in the sense of Definition 3.1. Now, observe that, due to (??) and (4.13)

\[ 0 < G < 1 \quad \text{for all } (x, t) \in (-R + \varepsilon, R - \varepsilon) \times (0, +\infty). \]

By arguing as before, in view of (2.2), (4.7), (4.8), (4.12), for any, \((x, t) \in (-R + \varepsilon, R - \varepsilon) \times (0, +\infty)\), we have

\[ v_t - \frac{1}{\rho}(v^m)_{xx} - v^p \geq CG^{\frac{1}{p'}} - 1 \left\{ \sigma_0(t)G - \overline{\lambda}_0(t) - \gamma(t)G^{\frac{n-m-2}{m-1}} \right\}. \quad (4.22) \]

For each \( t > 0 \), set

\[ \psi(G) := \sigma_0(t)G - \overline{\lambda}_0(t) - \gamma(t)G^{\frac{n-m-2}{m-1}}, \quad G \in (0, 1). \]

Our goal is to verify that, for each \( t > 0 \),

\[ \psi(G) \geq 0 \quad \text{for any } G \in (0, 1). \]

Similarly to the latter computation, we obtain the conditions

\[
\begin{cases}
-\overline{\lambda}_0(t) \geq 0 \\
\sigma_0(t) - \overline{\lambda}_0(t) - \gamma(t) \geq 0,
\end{cases}
\]

which are guaranteed by (4.14), (4.16) and (4.17). Hence we have proved that

\[ v_t - \frac{1}{\rho}(v^m)_{xx} - v^p \geq 0 \quad \text{for all } (x, t) \in (-R + \varepsilon, R - \varepsilon) \times (0, +\infty). \]

Now observe that \( \bar{u} \in C(D) \) and \( \bar{u}^m \in C^1(D) \). In conclusion, we can apply Lemma 3.9 (i) with \( I_1 \times (0, +\infty) = D \setminus [(-R + \varepsilon, R - \varepsilon) \times (0, +\infty)], I_2 \times (0, +\infty) = (-R + \varepsilon, R - \varepsilon) \times (0, +\infty), u_1 = u, u_2 = v, u = \bar{u}. \) Hence we deduce that \( \bar{u} \) is a supersolution of equation

\[ u_t - \frac{1}{\rho}(u^m)_{xx} - u^p = 0 \quad \text{in } D, \]

in the sense of Definition 3.1.

\[ \square \]

**Remark 4.2.** Let \( p > m \).

In Theorem 2.7 the precise hypotheses on the parameters \( C > 0, a > 0 \) and \( T > 0 \) are the following:

\[ \alpha, \beta \text{ as in (2.5)}; \]

\[ T^\beta > \frac{\varepsilon^{-b}}{a} \max \left\{ 1, \frac{\rho_2}{\rho_1} \frac{b}{m-1} \frac{R - \varepsilon}{\varepsilon} \right\}; \quad (4.23) \]
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By the definition of \( \alpha \) accordingly fixed.

**Proof.** Let \( \omega := \frac{C^{m-1}}{a} \). Since \( p > m \) the left-hand sides of (4.24) and (4.25) are positive. In view of (2.4) we can fix \( \omega > 0 \) such that (4.24) and (4.25) hold and so \( a > 0 \) is accordingly fixed.

**Lemma 4.3.** Conditions (4.23) - (4.27) in Remark 4.2 can be satisfied simultaneously.

**Proof.** Let \( \omega := \frac{C^{m-1}}{a} \). Since \( p > m \) the left-hand sides of (4.24) and (4.26) are positive. In view of (2.4) we can fix \( \omega > 0 \) such that (4.24) and (4.26) hold and so \( a > 0 \) is accordingly fixed.

**Proof of Theorem 2.1.** We prove Theorem 2.1 by means of Proposition 4.1. Due to Lemma 4.3 we can assume than condition (4.23) - (4.27) hold. Set

\[
\omega \min \left\{ \frac{m}{m-1} b \left[ \frac{1}{c_2} \left( \frac{b m}{m-1} + 1 \right) - \frac{b}{c_1(m-1)} \right] ; \frac{m}{m-1} b \left[ \frac{\varepsilon^{-b-1}}{\rho_2(R - \varepsilon)} - \frac{b \varepsilon^{-2b-2}}{a \rho_1(m-1) T^{-\beta}} \right] \right\} > \frac{1}{p-1}.
\]

Finally, we can take \( C > 0 \) sufficiently small that (4.25) and (4.26) hold and so \( a > 0 \) is accordingly fixed.

Then conditions (4.24), (4.26), (4.28) and (4.29) read

\[
\beta(T + t)^{-\beta - 1} \geq \frac{C^{m-1}}{a} \frac{m}{m-1} (T + t)^{-\alpha(m-1) \frac{b^2}{c_1}} ;
\]

\[
-\alpha(T + t)^{-\alpha - 1} + C^{m-1} \frac{m b}{a} \left[ \frac{1}{c_2} \left( \frac{b m}{m-1} + 1 \right) - \frac{b}{c_1(m-1)} \right] (T + t)^{-\alpha(m-1) \frac{b^2}{c_1}} ;
\]

\[
-\alpha(T + t)^{-\alpha - 1} + C^{m-1} \frac{m b}{a} \left[ \frac{\varepsilon^{-b-1}}{\rho_2(R - \varepsilon)} - \frac{b \varepsilon^{-2b-2}}{a \rho_1(m-1) T^{-\beta}} \right] (T + t)^{-\alpha(m-1) \frac{b^2}{c_1}} ;
\]

By the definition of \( \alpha \) and \( \beta \) given in equation (2.5), (4.28), (4.29), (4.30), (4.31) become

\[
\frac{p-m}{p-1} \geq \frac{C^{m-1}}{a} \frac{m}{m-1} \frac{b^2}{c_1} ;
\]

\[
\frac{p-m}{p-1} \geq \frac{C^{m-1}}{a} \frac{m}{m-1} \frac{b^2}{c_1} ;
\]

\[
\frac{p-m}{p-1} T^\beta \geq \frac{C^{m-1}}{a} \frac{m}{m-1} \frac{b^2}{c_1} ;
\]

\[
\frac{p-m}{p-1} T^\beta \geq \frac{C^{m-1}}{a} \frac{m}{m-1} \frac{b^2}{c_1} ;
\]

\[
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\]
\[
\frac{C^{m-1}}{a^{m-1}} b \varepsilon^{-b-1} \left[ \frac{1}{\rho_2 (R - \varepsilon)} - \frac{b \varepsilon^{-b-1}}{a \rho_1 (m - 1) T^{-\beta}} \right] \geq C^{p-1} + \frac{1}{p - 1}.
\]

Therefore, (4.14), (4.15), (4.16) and (4.17) follow from conditions (4.24), (4.25), (4.26) and (4.27). Furthermore, condition (4.13) is verified due to assumption (4.23). The conclusion follows from Propositions 4.1 and 3.7.

\[\square\]

4.2 Proof of blow-up for the fast decaying rate

We want to construct a suitable family of subsolution of equation

\[
u_t - \frac{1}{\rho(x)} (u^m)_{xx} - u^p = 0 \quad \text{in} \quad (-R, R) \times [0, T) =: D_T.
\]

(4.32)

For this purpose, we set,

\[u(x, t) \equiv w(x, t) \quad \text{for all} \quad (x, t) \in D_T.
\]

(4.33)

where \(w\) has been defined in (4.1), (4.2), (4.3) and (4.4) with \(\zeta, \eta \in C^1([0, T); [0, +\infty))\). Furthermore, we assume that \(\varepsilon \in (4.4)\) is such that

\[0 < \varepsilon < \frac{b}{b + 2}R,
\]

(4.34)

and then we set, without lost of generality, \(\varepsilon_0 = \varepsilon \in (H2)\). Observe that consequently \(c_1\) and \(c_2\) will chance accordingly. Now, we define

\[S_1 := \{(x, t) \in [(-R, -R + \varepsilon) \cup (R - \varepsilon, R)] \times (0, T) : 0 < F(x, t) < 1\};
\]

(4.35)

\[S_2 := \{(x, t) \in (-R + \varepsilon, R - \varepsilon) \times (0, T) : 0 < G(x, t) < 1\};
\]

with \(F, G\) as in (4.4) and

\[
\begin{align*}
\zeta(t) &:= \zeta' + \frac{\zeta}{m - 1} \eta' + \frac{C^{m-1}}{a} \zeta^m \frac{m}{m - 1} c_1 \left( \frac{b m}{m - 1} + 1 \right) \eta; \\
\Delta(t) &:= \frac{\zeta}{m - 1} \eta' + \frac{C^{m-1}}{a} \zeta^m \frac{m}{(m - 1)^2} c_2 \eta; \\
\gamma(t) &:= C^{p-1} \varepsilon^p; \\
\zeta_0(t) &:= \zeta' + \frac{\zeta}{m - 1} \eta' + \frac{C^{m-1}}{a} \zeta^m \frac{m(m + 1)}{(m - 1)^2} \frac{b}{\rho_1} \frac{1}{R - \varepsilon} \eta; \\
\Delta_0(t) &:= \frac{\zeta}{m - 1} \eta' + \frac{C^{m-1}}{a} \zeta^m \frac{m}{(m - 1)^2} \frac{2b}{\rho_2} \frac{1}{R - \varepsilon} \eta; \\
K &:= \left( \frac{m - 1}{p + m - 2} \right)^{\frac{m + p - 2}{p - 1}} - \left( \frac{m - 1}{p + m - 2} \right)^{\frac{m + p - 2}{p - 1}} > 0.
\end{align*}
\]

(4.36)

Proposition 4.4. Let \(T \in (0, \infty)\), \(\zeta, \eta \in C^1([0, T); [0, +\infty))\). Assume that (4.34) holds and let \(\zeta, \Delta, \gamma, \zeta_0, \Delta_0, K\) be defined in (4.36). Assume that, for all \(t \in (0, T)\),

\[
K[\zeta(t)]^{\frac{m + p - 2}{p - 1}} \leq \Delta(t)[\gamma(t)]^{\frac{m + p - 2}{p - 1}},
\]

(4.37)

\[
(m - 1) \zeta(t) \leq (p + m - 2) \gamma(t),
\]

(4.38)

\[
K[\zeta_0(t)]^{\frac{m + p - 2}{p - 1}} \leq \Delta_0(t)[\gamma(t)]^{\frac{m + p - 2}{p - 1}},
\]

(4.39)

\[
(m - 1) \zeta_0(t) \leq (p + m - 2) \gamma(t).
\]

(4.40)

Then \(u\) defined in (4.33) is a weak subsolution of equation (4.32).
Proof of Proposition 4.4. Let $u$ be as in (4.33) and $S_1, S_2$ as in (4.35). In view of (4.5) and (4.6), for all $(x,t) \in B_1$ we have

$$\begin{align*}
  u_t - \frac{1}{\rho}(u^m)_{xx} - u^p
  &= CF^{m-1} \left\{ F \left[ \zeta' + \frac{\zeta \eta'}{m-1} + \frac{(R - |x|)^{-b-2}}{\rho(x)} \right] 
  - \frac{\zeta \eta'}{m-1} + \frac{C^m - 1}{a} \zeta^m \frac{m}{m-1} \frac{b}{c_1} \right\}.
  \end{align*}$$

(4.41)

Due to assumption (H2), for any $R - \varepsilon < |x| \leq R$, we have

$$\frac{(R - |x|)^{-b-2}}{\rho} \leq \frac{1}{c_2}, \quad -\frac{(R - |x|)^{-b-2}}{\rho} \leq -\frac{1}{c_1}.
$$

(4.42)

By combining (4.41) and (4.42) we obtain

$$\begin{align*}
  u_t - \frac{1}{\rho}(u^m)_{xx} - u^p
  &\leq CF^{m-1} \left\{ F \left[ \zeta' + \frac{\zeta \eta'}{m-1} + \frac{C^m - 1}{a} \zeta^m \frac{m}{m-1} \frac{b}{c_1} \right] 
  - \frac{\zeta \eta'}{m-1} + \frac{C^m - 1}{a} \zeta^m \frac{m}{m-1} \frac{b^2}{c_2} \right\}.
  \end{align*}$$

(4.43)

By using the functions $\sigma, \Delta, \gamma$ introduced in (4.36), (4.43) becomes

$$u_t - \frac{1}{\rho}(u^m)_{xx} - u^p \leq CF^{m-1} \left\{ \sigma(t) F - \Delta(t) - \gamma(t) F^\frac{p+m-2}{m+1} \right\}.
$$

We set, for each $t \in (0,T)$,

$$\varphi(F) := \sigma(t) F - \Delta(t) - \gamma(t) F^\frac{p+m-2}{m+1}.
$$

Our goal is to find suitable $C, a, \zeta, \eta$ such that, for each $t \in (0,T)$,

$$\varphi(F) \leq 0 \quad \text{for any } F \in (0,1).
$$

To this aim, we impose that

$$\sup_{F \in (0,1)} \varphi(F) = \max_{F \in (0,1)} \varphi(F) = \varphi(F_0) \leq 0,
$$

for some $F_0 \in (0,1)$. We have

$$\frac{d\varphi}{dF} = 0 \iff \sigma(t) - \frac{p + m - 2}{m-1} \gamma(t) F^\frac{p+m-3}{m+1} = 0
\iff \sigma(t) = \frac{p + m - 2}{m-1} \gamma(t) F^\frac{p+m-3}{m+1}.
$$

Then

$$\varphi(F_0) = K \frac{\sigma(t) F_0^\frac{p+m-2}{p-1}}{\gamma(t)^\frac{m}{p-1}} - \lambda(t),
$$

with $K = K(m,p)$ as in (4.36). By hypotheses (4.37) and (4.38), for each $t \in (0,T)$,

$$\varphi(F_0) \leq 0, \quad F_0 \leq 1.
$$

(4.44)
So far, we have proved that
\begin{equation}
    u_t - \frac{1}{\rho(x)}(u^m)_{xx} - u^p \leq 0 \quad \text{in} \quad S_1. \tag{4.45}
\end{equation}

Furthermore, since \( u^m \in C^1(\{(-R, R) \setminus (-R + \varepsilon, R - \varepsilon)\} \times (0, T)) \), due to Lemma 3.9 (applied with \( I_1 \times (0, T) = S_1, I_2 \times (0, T) = \{(-R, R) \setminus (-R + \varepsilon, R - \varepsilon)\} \setminus S_1, u_1 = u, u_2 = 0, u = u) \), it follows that \( u \) is a subsolution to equation
\begin{equation}
    u_t - \frac{1}{\rho(x)}(u^m)_{xx} - u^p = 0 \quad \text{in} \quad \{(-R, R) \setminus (-R + \varepsilon, R - \varepsilon)\} \times (0, T),
\end{equation}
in the sense of Definition 3.1.

Now, by the same arguments used to obtain (4.45), in view of (4.39) and (4.40) we can infer that
\( v_t - \frac{1}{\rho(x)}(v^m)_{xx} - v^p = 0 \) in \( \{(-R, R) \setminus (-R + \varepsilon, R - \varepsilon)\} \times (0, T), \)

in the sense of Definition 3.1. Now, observe that \( 0 < \varepsilon \leq |R| \), due to Lemma 3.9 (applied with \( 0 < \varepsilon \leq |R| \), \( R = u,v \)) yields, for all \( (x, t) \in S_2 \),
\begin{equation}
    v_t - \frac{1}{\rho(x)}(v^m)_{xx} - v^p \leq CG_{m-1} \left\{ \begin{array}{l}
    \frac{\zeta + \frac{\zeta}{m-1}}{m-1} + \frac{C^{m-1} m(m+1)}{a} \frac{b}{(m-1)^2} \frac{\varepsilon^{b-1}}{\rho_1} - \frac{\zeta}{m-1} \frac{\eta}{m-1} + \frac{C^{m-2} m}{(m-1)^2} \frac{b}{R - \varepsilon} \frac{\varepsilon^{b-1}}{\rho_2} \frac{\eta}{R - \varepsilon} - C^{m-1} \frac{\zeta}{\rho_1} \frac{\eta}{\rho_2} \frac{\varepsilon^{b-1}}{R - \varepsilon} \\
    \frac{2b}{\rho_2} \frac{\varepsilon^{b-1}}{\rho_2} \frac{\eta}{R - \varepsilon} - C^{m-1} \frac{\zeta}{\rho_1} \frac{\eta}{\rho_2} \frac{\varepsilon^{b-1}}{R - \varepsilon} \end{array} \right\}. \tag{4.46}
\end{equation}

Now, by the same arguments used to obtain (4.45), in view of (4.39) and (4.40) we can infer that
\begin{equation}
    v_t - \frac{1}{\rho(x)}(v^m)_{xx} - v^p \leq 0 \quad \text{for any} \quad (x, t) \in S_2. \tag{4.47}
\end{equation}
Moreover, since \( v^m \in C^1((-R + \varepsilon, R - \varepsilon) \times (0, T)) \), in view of Lemma 3.9 (applied with \( I_1 \times (0, T) = S_2, I_2 \times (0, T) = \{(-R, R) \setminus (-R + \varepsilon, R - \varepsilon)\} \setminus S_2, u_1 = v, u_2 = 0, u = v) \), we get that \( v \) is a subsolution to equation
\begin{equation}
    v_t - \frac{1}{\rho(x)}(v^m)_{xx} - v^p = 0 \quad \text{in} \quad (-R + \varepsilon, R - \varepsilon) \times (0, T), \tag{4.48}
\end{equation}
in the sense of Definition 3.1.

Now, observe that \( u \in C(D_T) \); indeed,
\begin{equation}
    u = v = C\zeta \left[ 1 - \frac{\varepsilon^{-b}}{\rho_1} \right] \frac{\eta}{\rho_1} \quad \text{in} \quad (-R + \varepsilon, R - \varepsilon) \times (0, T). \tag{4.49}
\end{equation}
Moreover,
\begin{equation}
    (u^m)_x = (v^m)_x
\end{equation}
\begin{equation}
    = -C^{m} \zeta \frac{m b \varepsilon^{-b-1} \eta(t)}{m-1} a \left[ 1 - \frac{\varepsilon^{-b}}{\rho_1} \right] \frac{\eta}{\rho_1} \quad \text{in} \quad (-R + \varepsilon, R - \varepsilon) \times (0, T). \tag{4.49}
\end{equation}

In conclusion, in view of (4.45) and Lemma 3.9 (applied with \( I_1 \times (0, T) = D_T \setminus \{(-R + \varepsilon, R - \varepsilon) \times (0, T)\}, I_2 \times (0, T) = \{(-R + \varepsilon, R - \varepsilon) \times (0, T)\}, u_1 = u, u_2 = v, u = u) \), we can infer that \( u \) is a subsolution to equation (4.32), in the sense of Definition 3.1. \( \square \)

**Remark 4.5.** Let \( \omega := \frac{C^{m-1}}{a} \). In Theorem 2.2 the precise choice of the parameters \( C > 0, a > 0, T > 0 \) are the following.

\begin{align*}
\text{Remark 4.5.} & \quad \text{Let} \; \omega := \frac{C^{m-1}}{a}. \quad \text{In Theorem 2.2 the precise choice of the parameters} \; C > 0, a > 0, T > 0 \; \text{are the following.} \\
\end{align*}
(a) Let $p > m$. We require that

\[
K \left[ \frac{1}{m-1} + \omega \frac{m}{m-1} c_1 \left( \frac{bm}{m-1} + 1 \right) \right]^{\frac{p+m-2}{p-1}} \leq C^{m-1} \left[ \frac{\omega^2}{m-1} \frac{p-m}{p-1} \right];
\]

\[
1 + \frac{bm}{c_1} \left( \frac{bm}{m-1} + 1 \right) \leq (p + m - 2) C^{p-1};
\]

\[
K \left[ \frac{1}{m-1} + \omega \frac{\varepsilon^{-b-1} m(m+1)}{\rho_1 (m-1)^2 R - \varepsilon} \right]^{\frac{p+m-2}{p-1}} \leq \frac{C^{m-1}}{m-1} \left[ \frac{\omega^2}{m-1} \frac{2b}{m-1 R - \varepsilon} + \frac{p-m}{p-1} \right];
\]

\[
1 + \frac{1}{\rho_1} \frac{m(m+1)}{m-1} \varepsilon^{-b-1} \frac{b}{R - \varepsilon} \leq (p + m - 2) C^{p-1}.
\]

(b) Let $p < m$. We require that

\[
\omega > \frac{(m - p)(m - 1)}{b(p - 1)m} \max \left\{ \frac{c_2}{b}, \frac{(R - \varepsilon) \rho_2}{2 \varepsilon^{-b-1}} \right\};
\]

\[
a \geq \frac{K(m-1)}{\omega} \max \left\{ \frac{1}{m-1} + \omega \frac{m}{m-1} c_1 \left( \frac{bm}{m-1} + 1 \right)^{\frac{p+m-2}{p-1}}, \right. \]

\[
\left. \frac{1}{m-1} + \omega \frac{\varepsilon^{-b-1} m(m+1)}{\rho_1 (m-1)^2 R - \varepsilon} \right]^{\frac{p+m-2}{p-1}} \frac{\rho_1}{\rho_2} \frac{2b}{m-1 R - \varepsilon} + \frac{p-m}{p-1};
\]

\[
(p + m - 2) (a \omega)^{\frac{p-1}{m-1}} \geq \max \left\{ 1 + \omega \frac{b m}{c_1} \left( \frac{bm}{m-1} + 1 \right), \right. \]

\[
1 + \frac{1}{\rho_1} \frac{m(m+1)}{m-1} \varepsilon^{-b-1} \frac{b}{R - \varepsilon} \}.
\]

(c) Let $p = m$. We require that $\omega > 0$,

\[
a \geq \frac{K(m-1)^2}{mb \omega^2} \max \left\{ \frac{c_2}{b} \left[ \frac{1}{m-1} + \omega \frac{m}{m-1} c_1 \left( \frac{bm}{m-1} + 1 \right) \right]^2, \right. \]

\[
\left. \frac{\rho_2}{\varepsilon^{-b-1}} \frac{R - \varepsilon}{2} \left[ \frac{1}{m-1} + \omega \frac{\varepsilon^{-b-1} m(m+1)}{\rho_1 (m-1)^2 R - \varepsilon} \right]^2 \right\};
\]

\[
\frac{\rho_2}{\varepsilon^{-b-1}} \frac{R - \varepsilon}{2} \left[ \frac{1}{m-1} + \omega \frac{\varepsilon^{-b-1} m(m+1)}{\rho_1 (m-1)^2 R - \varepsilon} \right]^2 \}
\]

Lemma 4.6. All the conditions of Remark 4.5 can hold simultaneously.

Proof. (a) We take any $\omega > 0$, then we select $C > 0$ big enough (therefore, $a > 0$ is also fixed, due to the definition of $\omega$) so that \((4.50), (4.53)\) hold.

(b) We can take $\omega > 0$ so that \((4.54)\) holds, then we take $a > 0$ sufficiently large to guarantee \((4.55)\) and \((4.56)\) (therefore, $C > 0$ is also fixed).

(c) For any $\omega > 0$, we take $a > 0$ sufficiently large to guarantee \((4.57)\) (thus, $C > 0$ is also fixed).
Proof of Theorem 2.2. We now prove Theorem 2.2 by means of Proposition 4.4. In view of Lemma 4.6 we can assume that all the conditions in Remark 4.5 are fulfilled. Set
\[ \zeta(t) = (T-t)^{-\alpha}, \quad \eta(t) = (T-t)^{\beta} \]
and
\[ \alpha = \frac{1}{p-1}, \quad \beta = \frac{m-p}{p-1}. \]
Then
\[ \sigma(t) = \left[ \frac{1}{m-1} + \frac{C^{m-1}}{a(m-1)C_1} \left( \frac{bm}{m-1} + 1 \right) \right] (T-t)^{-\frac{m}{p-1}}, \]
\[ \Delta(t) := \left[ \frac{m-p}{(m-1)(p-1)} + \frac{C^{m-1}}{a} \frac{m}{(m-1)^2 C_2} b^2 \right] (T-t)^{-\frac{m}{p-1}}, \]
\[ \gamma(t) := C^{p-1} (T-t)^{-\frac{m}{p-1}}. \]

Let \( p > m \). Conditions (4.50) and (4.51) imply (4.37) and (4.38), whereas (4.52) and (4.53) imply (4.39) and (4.40). Hence, by Propositions 4.4 and 3.8 the thesis follows in this case.

Let \( p < m \). Conditions (4.54), (4.55) and (4.56) imply (4.37), (4.38), (4.39) and (4.40). Hence, by Propositions 4.4 and 3.8 the thesis follows in this case, too.

Finally, let \( p = m \). Condition (4.57) implies (4.37), (4.38), (4.39) and (4.40). Hence, by Propositions 4.4 and 3.8 the thesis follows in this case, too. The proof is complete.

We can now prove Theorem 2.3 by means of Theorem 2.2.

Proof of Theorem 2.3. Since \( u_0 \neq 0 \) and \( u_0 \in C((-R, R)) \), there exists \( \nu > 0 \) and \( I \subset (-R, R) \) such that
\[ u_0(x) \geq \nu, \quad \text{for all } x \in I. \]

Without loss of generality, we can assume that \( I = (-r_0, r_0) \), for some \( r_0 > 0 \). Let \( \underline{u} \) be the subsolution of problem (1.1) considered in Theorem 2.2 (with \( a > 0 \) and \( C > 0 \) properly fixed). We can find \( T > 0 \) sufficiently big such that
\[ C T^{-\frac{1}{p-1}} \leq \nu, \]
\[ a T^{-\frac{m-p}{p-1}} \leq \min \left\{ \left( R - r_0 \right)^{-b} \frac{b r_0^a}{2 c^{b+1} (R-\varepsilon)} + \frac{2 \varepsilon - b (R-\varepsilon)}{2 \varepsilon^{b+1}}, \right\}. \]

From inequalities in (4.58), we can deduce that
\[ \underline{u}(x,0) \leq u_0(x) \quad \text{for any } x \in (-R, R). \]

Hence, by Theorem 2.2 and the comparison principle, the thesis follows.

5 Proofs of Theorems 2.4 and 2.5

5.1 Proof of global existence for the critical decaying rate

We assume \((H1)\) and \((H2)\) with \( q = 2 \). We aim to construct a suitable family of supersolutions to
\[ u_t - \frac{1}{\rho(x)} (u^m)_{xx} - u^p = 0 \quad \text{in } (-R, R) \times [0, +\infty) =: D, \]
Hence, we define, for all \((x, t) \in D\),
\[
\bar{u}(x, t) := C\zeta(t) \left[ 1 - \left( \frac{R - |x|}{a} \right)^{-\delta} \right]^\frac{1}{\eta}, \tag{5.2}
\]
for some \(\delta > 0\), \(\eta, \zeta \in C^1([0, +\infty); [0, +\infty))\) and \(C > 0\), \(a > 0\).

Let us set
\[
F(x, t) := 1 - \frac{(R - |x|)^{-\delta}}{a} \eta(t),
\]
and define
\[
A := \{(x, t) \in D \setminus \{(0,0) \times (0, +\infty)\} | 0 < F(x, t) < 1\}. \tag{5.3}
\]
For any \((x, t) \in A\), we have:
\[
\bar{u}_t = C\zeta F^\frac{1}{m-1} + C\zeta \frac{1}{m-1} \eta F^\frac{1}{m-1} - C\zeta \frac{1}{m-1} \eta \zeta F^\frac{1}{m-1}, \tag{5.4}
\]
\[
(\bar{u}^m)_{xx} = -\delta \frac{C_m}{a^2} \zeta^m \left( \frac{m}{(m-1)^{2}}(R - |x|)^{-2\delta - 2} \eta \zeta F^\frac{1}{m-1} \right)
- \delta(\delta + 1) \frac{C_m}{a} \zeta^m \left( \frac{m}{m-1} \eta \zeta F^\frac{1}{m-1} \right). \tag{5.5}
\]
We also define
\[
\bar{\sigma}(t) := \zeta' + \frac{1}{m-1} \frac{\eta'}{\eta} - \frac{\delta(\delta + 1)}{c_2} \frac{C_m}{a} \zeta^m \frac{m}{m-1} \eta - C^{p-1} \zeta^p, \tag{5.6}
\]
\[
\bar{\lambda}(t) := \frac{1}{m-1} \frac{\eta'}{\eta}, \quad \bar{\gamma}(t) := C^{p-1} \zeta^p.
\]

**Proposition 5.1.** Let \(\zeta = \zeta(t), \eta = \eta(t) \in C^1([0, +\infty); [0, +\infty))\). Let \(\bar{\sigma}, \bar{\lambda}, \bar{\gamma}\) be as defined in (5.6). Assume \((H1), (H2)\) with \(q = 2\) and that, for all \(t \in (0, +\infty), \)
\[
\eta' \leq 0 \tag{5.7}
\]
and
\[
\zeta' + \frac{\delta(\delta + 1)}{c_2} \frac{C_m}{a} \zeta^m \frac{m}{m-1} \eta - C^{p-1} \zeta^p \geq 0. \tag{5.8}
\]
then \(\bar{u}\) defined in (5.2) is a supersolution of equation (5.1).

**Proof of Proposition 5.1.** Let \(\bar{u}\) be as in (5.2) and \(A\) as in (5.3). In view of (5.4) and (5.5), for any \((x, t) \in S,\)
\[
\bar{u}_t - \frac{1}{\rho} (\bar{u}^m)_{xx} - \bar{u}^p = C\zeta F^\frac{1}{m-1} + C\zeta \frac{1}{m-1} \eta F^\frac{1}{m-1} - C\zeta \frac{1}{m-1} \eta \zeta F^\frac{1}{m-1}
+ \frac{\delta}{\rho} \frac{C_m}{a^2} \zeta^m \left( \frac{m}{(m-1)^{2}}(R - |x|)^{-2\delta - 2} \eta \zeta F^\frac{1}{m-1} \right)
+ \frac{\delta(\delta + 1)}{\rho} \frac{C_m}{a} \zeta^m \left( \frac{m}{m-1} \eta \zeta F^\frac{1}{m-1} \right). \tag{5.9}
\]
Thanks to hypothesis \((H2)\) with \(q = 2\), we have
\[
\frac{(R - |x|)^{-2\delta - 2}}{\rho} \geq \frac{(R - |x|)^{-2\delta - 2 + 2}}{c_2} \geq 0, \quad \text{for all} \ x \in (-R, R), \tag{5.10}
\]
\[
\frac{(R - |x|)^{-2\delta - 2}}{\rho} \geq \frac{(R - |x|)^{-2\delta - 2 + 2}}{c_2} \geq \frac{R^{-\delta}}{c_2} \quad \text{for all} \ x \in (-R, R),
\]
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From (5.9) and (5.10) we get,

\[ \bar{u}_t - \frac{1}{\rho}(\bar{u}^m)_{xx} - \bar{u}^p \geq C F^{\frac{1}{m-1}} \left\{ F \left[ \zeta' + \zeta \frac{1}{m-1} \frac{\eta'}{\eta} + \delta(\delta + 1) \frac{C^{m-1}}{c_1} R^{-\delta} \zeta^m \frac{m}{m-1} \eta \right] ight. \]

(5.11)

\[- \zeta \frac{1}{m-1} \frac{\eta'}{\eta} - C^{p-1} \zeta^p F^{\frac{p+m-2}{m-1}} \}

From (5.11) and (5.6), we have

\[ \bar{u}_t - \frac{1}{\rho}(\bar{u}^m)_{xx} - \bar{u}^p \geq C F^{\frac{1}{m-1}} \left[ \bar{\sigma}(t) F - \bar{\lambda}(t) - \bar{\gamma}(t) F^{\frac{p+m-2}{m-1}} \right]. \]

(5.12)

For each \( t > 0 \), set

\[ \varphi(F) := \bar{\sigma}(t) F - \bar{\lambda}(t) - \bar{\gamma}(t) F^{\frac{p+m-2}{m-1}}, \quad F \in (0, 1). \]

By arguing as in the proof of Proposition 4.1 we get, for any \( t > 0 \), the conditions

\[ \varphi(0) \geq 0, \quad \varphi(1) \geq 0. \]

(5.13)

These are equivalent to

\[- \bar{\lambda}(t) \geq 0, \quad \bar{\sigma}(t) - \bar{\lambda}(t) - \bar{\gamma}(t) \geq 0, \]

that is

\[- \frac{\zeta}{m-1} \frac{\eta'}{\eta} \geq 0, \quad \zeta' + \frac{\delta(\delta + 1)}{c_1} R^{-\delta} \zeta^m \frac{m}{m-1} \eta - C^{p-1} \zeta^p \geq 0, \]

which are guaranteed by (5.9) and (5.10). Hence we have proved that

\[ \bar{u}_t - \frac{1}{\rho}(\bar{u}^m)_{xx} - \bar{u}^p \geq 0 \quad \text{in \( A \).} \]

Now observe that

\[ \bar{u} \in C((-R, R) \times [0, +\infty)), \]

\[ \bar{u}^m \in C^1((-R, R) \setminus \{0\}) \times [0, +\infty)), \]

and by the definition of \( \bar{u} \),

\[ \bar{u} \equiv 0 \] in \((-R, R) \setminus \{0\}) \times (0, +\infty]) \setminus A. \]

Hence, by Lemma 3.9 (applied with \( I_1 \times (0, +\infty) = A \), \( I_2 \times (0, +\infty) = [((-R, R) \setminus \{0\}) \times (0, +\infty)] \setminus A \), \( u_1 = \bar{u}, \ u_2 = 0, \ u = \bar{u} \)), \( \bar{u} \) is a supersolution of equation

\[ \bar{u}_t - \frac{1}{\rho}(\bar{u}^m)_{xx} - \bar{u}^p = 0 \quad \text{in } [((-R, R) \setminus \{0\}) \times (0, +\infty)] \]

in the sense of Definition 3.1. Thanks to a Kato-type inequality, since

\[ \frac{\partial \bar{u}^m}{\partial |x|}(0, t) \leq 0, \]

we can infer that \( \bar{u} \) is a supersolution of equation (5.1) in the sense of Definition 3.1.
Remark 5.2. Let 
\[ p > m, \]
and \( \omega := \frac{C^{m-1}}{a} \). In Theorem 2.4 the precise hypothesis on parameters \( C > 0, \omega > 0, T > 0 \) is the following:
\[
\omega \frac{\delta(\delta + 1)}{c_2} \frac{m}{m - 1} R^{-\delta} \geq C^{p-1} + \frac{1}{p - 1}.
\]
(5.14)

Observe that the latter hypothesis is guaranteed if one first fixes \( \omega > 0 \), and then one takes \( C > 0 \) so small that (5.14) holds (and so \( a > 0 \) is accordingly fixed).

Proof of Theorem 2.5. We prove Theorem 2.5 by means of Proposition 5.1. Observe that condition (5.11) in Remark 5.2 is fulfilled. Set
\[ \zeta(t) = (T + t)^{-\alpha}, \eta(t) = (T + t)^{-\beta}, \text{ for all } t > 0. \]
Consider conditions (5.9), (5.10) of Proposition 5.1 with this choice of \( \zeta(t) \) and \( \eta(t) \). Therefore we obtain
\[ \beta(T + t)^{\alpha - 1} \geq 0 \]
and
\[
-\alpha(T + t)^{-\alpha - 1} + C^{m-1} \frac{m}{a} \frac{\delta(\delta + 1)}{c_2} R^{-\delta}(T + t)^{-\alpha m - \beta}
- C^{p-1}(T + t)^{-\alpha p} \geq 0.
\]
(5.16)
We take
\[ \alpha = \frac{1}{p - 1}, \beta = \frac{p - m}{p - 1}. \]
(5.17)
Due to (5.17), (5.15) and (5.16) become
\[ \frac{p - m}{p - 1} \geq 0 \]
(5.18)
\[
\frac{C^{m-1}}{a} \frac{m}{m - 1} \frac{\delta(\delta + 1)}{c_2} R^{-\delta} \geq C^{p-1} + \frac{1}{p - 1}.
\]
(5.19)
Therefore, (5.9) is verified due to the hypotheses \( p > m \) and (5.10) follows from assumption (5.14). Thus the conclusion is obtained by Propositions 5.1 and 3.7.

5.2 Proof of blow-up for the critical decaying rate

Suppose \( (H1) \) and \( (H2) \) with \( q = 2 \). To construct a suitable family of subsolution to
\[ u_t - \frac{1}{\rho(x)}(u^m)_{xx} - u^p = 0 \text{ in } (-R, R) \times [0, T) =: D_T, \]
(5.20)
we define
\[ u(x, t) := \begin{cases} u(x, t) & \text{in } (-R, -R + \varepsilon) \cup (R - \varepsilon, R) \times (0, T), \\ v(x, t) & \text{in } [-R + \varepsilon, R - \varepsilon] \times (0, T), \end{cases} \]
(5.21)
where
\[ u(x, t) := C\zeta(t) \left[ 1 - \frac{\log(R - |x|)}{a} \eta(t) \right]^{\frac{m-1}{2 \varepsilon}}, \]
(5.22)
\[ v(x, t) := C\zeta(t) \left[ 1 - \frac{(R - \varepsilon)^2 - |x|^2 + \log(\varepsilon)}{2 \varepsilon(R - \varepsilon)} \eta \right]^{\frac{m-1}{2 \varepsilon}}. \]
(5.23)
Proposition 5.3. Let $p > m > 1$. Let $T \in (0, \infty)$, $\zeta, \eta \in C^1([0, T]; [0, +\infty))$. Let $\sigma, \Delta, \gamma, \sigma_0, K$ be defined in (5.28). Assume that, for all $t \in (0, T)$,

$$
\sigma(t) > 0, \quad K[\sigma(t)]^{\frac{p+m-2}{p-1}} \leq \Delta(t) \gamma(t)^{\frac{m-1}{p-1}},
$$

(5.30)

$$(m-1)\sigma(t) \leq (p+m-2)\gamma(t).$$

(5.31)

$$
\sigma_0(t) > 0, \quad K[\sigma_0(t)]^{\frac{p+m-2}{p-1}} \leq \Delta(t) \gamma(t)^{\frac{m-1}{p-1}},
$$

(5.32)

$$(m-1)\sigma_0(t) \leq (p+m-2)\gamma(t).$$

(5.33)

Then $w$ defined in (5.21) is a subsolution of equation (5.20).
Proof of Proposition 5.3. Let \( u \) be as in (5.22) and \( B_1 \) as in (5.29). In view of (5.24), (5.25), we obtain, for all \((x, t) \in S_1\),
\[
 u_t - \frac{1}{\rho} (u^m)_{xx} - u^p
 = C \zeta' F^{-\frac{1}{m-1}} + C\zeta \frac{1}{m-1} \eta' F^{-\frac{1}{m-1}} - C\zeta \frac{1}{m} \frac{1}{\eta} F^{-\frac{1}{m-1}} - \frac{1}{\rho (R - |x|)^2} \frac{C_m m}{(m-1)^2} \zeta^{m-1} \frac{m}{m-1} \rho^2 F^{-\frac{1}{m-1}}
 - \frac{1}{\rho (R - |x|)^2} \frac{C_m m}{m-1} \eta F^{-\frac{1}{m-1}} - C \zeta^p F^{-\frac{p}{m-1}},
\]
where, in view of hypotheses (5.28) with \( q = 2 \), we have used that
\[
 -\frac{1}{\rho (R - |x|)^2} \leq -\frac{1}{c_2}, \quad \text{for all} \quad x \in (-R, -R + \varepsilon) \cup (R - \varepsilon, R).
\]
Thanks to (5.28) and (5.34),
\[
 u_t - \frac{1}{\rho} (u^m)_{xx} - u^p \leq CF^{-\frac{1}{m-1}} \varphi(F),
\]
where
\[
 \varphi(F) := \sigma(t) F - \Delta(t) - \gamma(t) F^{\frac{p+m-2}{p-1}}.
\]
Due to (5.35), our goal is to find suitable \( C > 0 \), \( a > 0 \), \( \zeta, \eta \) such that
\[
 \varphi(F) \leq 0, \quad \text{for all} \quad F \in (0, 1).
\]
Arguing as in the proof of Proposition 4.4, the latter reduces to the system
\[
 \varphi(F_0) = K \frac{\sigma(t)}{\gamma(t)} F^{-\frac{p+m-2}{p-1}} - \Delta(t) \leq 0,
\]
\[
 0 < F_0 = \left[ \frac{m-1}{p+m-2} \frac{\gamma(t)}{\sigma(t)} \right]^{\frac{p-1}{m-1}} \leq 1,
\]
where the coefficient \( K = K(m, p) \) has been defined in (5.28). By hypotheses (5.30) and (5.31), (5.37) is verified, hence we have proved that
\[
 u_t - \frac{1}{\rho(x)} (u^m)_{xx} - u^p \leq 0 \quad \text{in} \quad S_1.
\]
Furthermore, since \( u^m \in C^1((-R, -R + \varepsilon) \cup (R - \varepsilon, R)] \times [0, T)\), due to Lemma 3.9 (applied with \( I_1 \times (0, T) = S_1, I_2 \times (0, T) = \{((-R, -R + \varepsilon) \cup (R - \varepsilon, R)] \times (0, T) \setminus S_1, u_1 = u, u_2 = 0, u = u\), it follows that \( u \) is a subsolution to equation
\[
 u_t - \frac{1}{\rho} (u^m)_{xx} - u^p = 0 \quad \text{in} \quad {(-R, -R + \varepsilon) \cup (R - \varepsilon, R]} \times (0, T),
\]
in the sense of Definition 3.1.

Now we consider \( v \) as in (5.23). Due to (5.26) and (5.27), we have, for all \((x, t) \in B_2\),
\[
 v_t - \frac{1}{\rho} (v^m)_{xx} - v^p
 \leq CG^{-\frac{1}{m-1}} \left\{ G \left[ \zeta' + \zeta \frac{\eta'}{m-1} \frac{1}{\eta} - \frac{C_m m}{m-1} \frac{\eta}{\rho^2} \frac{m}{m-1} \rho \right] - \zeta' \frac{\eta'}{m-1} - C \zeta^p G^{-\frac{p+m-2}{m-1}} \right\},
\]
(5.39)
where we have used that, in view of (2.11)
\[-\frac{1}{\rho(x)} \leq -\frac{1}{\rho_2} \quad \text{for all } x \in [-R + \varepsilon, R - \varepsilon].\]

Due to (5.28) and (5.39),
\[v_t - \frac{1}{\rho}(v^m)_{xx} - v^p \leq CG^{\frac{1}{m-1}} \psi(G), \quad (5.40)\]

where
\[\psi(G) := g_0(t)G - \lambda(t) - \gamma(t)G^{\frac{m+1}{m-1}}. \quad (5.41)\]

Now, by the same arguments used to obtain (5.33), in view of (5.32) and (5.33) we can infer that
\[\psi(G) \leq 0 \quad 0 < G \leq 1.\]

Hence, due to (5.40), we have proved that
\[v_t - \frac{1}{\rho}(v^m)_{xx} - v^p \leq 0 \quad \text{for any } (x,t) \in S_2. \quad (5.42)\]

Moreover, by Lemma 3.9, \(v\) is a subsolution of equation
\[v_t - \frac{1}{\rho}(v^m)_{xx} - v^p = 0 \quad \text{in } (-R + \varepsilon, R - \varepsilon) \times (0,T), \quad (5.43)\]

in the sense of Definition 3.1. Now, observe that \(w \in C((-R, R) \times [0,T]),\) indeed,
\[u = v = C \zeta(t) \left[1 - \log(\varepsilon) \frac{\eta(t)}{a}\right]^{\frac{m-1}{m}} \quad \text{in } \{R - \varepsilon, -R + \varepsilon\} \times (0,T).\]

Moreover, \(u^m \in C^1((-R, R) \times [0,T]),\) indeed, see its definition in (5.21), for any \(t \in [0,T)\)
\[(u^m)_x(R - \varepsilon, t) = (v^m)_x(R - \varepsilon, t) = C^m \zeta(t)^m \frac{m}{m-1} \varepsilon \left[1 - \log(\varepsilon) \frac{\eta(t)}{a}\right]^{\frac{m-1}{m}},\]
\[(u^m)_x(-R + \varepsilon, t) = (v^m)_x(-R + \varepsilon, t) = -C^m \zeta(t)^m \frac{m}{m-1} \varepsilon \left[1 - \log(\varepsilon) \frac{\eta(t)}{a}\right]^{\frac{m-1}{m}}.\]

Hence, by Lemma 3.9 again, \(u\) is a subsolution to equation (5.20) in the sense of Definition 3.1.

\[\square\]

**Remark 5.4.** Let \(p > m,\)

and assumptions (H1) and (H2) with \(q = 2\) be satisfied. Let define \(\omega := \frac{C^{m-1}}{a}.\) In Theorem 2.3 the precise hypotheses on parameters \(C > 0, a > 0, \omega > 0\) and \(T > 0\) is the following.

\[
\max \left\{ 1 - \frac{C^{m-1}}{a} \frac{m}{c_2} : 1 - \frac{C^{m-1}}{a} \frac{m}{\rho_2} \varepsilon(R - \varepsilon) \right\} \leq (p + m - 2)C^{p-1}, \quad (5.44)
\]

\[
K \max \left\{ \left[ \frac{1}{m-1} - \frac{C^{m-1}}{a} \frac{m}{m-1} \frac{1}{c_2} \right]^{\frac{m+2}{p-1}} \left[ \frac{1}{m-1} - \frac{C^{m-1}}{a} \frac{m}{m-1} \varepsilon(R - \varepsilon) \frac{1}{\rho_2} \right]^{\frac{m+2}{p-1}} \right\}
\leq \frac{p - m}{(m - 1)(p - 1)} C^{m-1}. \quad (5.45)
\]
Lemma 5.5. All the conditions in Remark 5.4 can hold simultaneously.

Proof. We can take \( \omega > 0 \) such that
\[
\omega_0 \leq \omega \leq \omega_1
\]
for suitable \( 0 < \omega_0 < \omega_1 \) and we can choose \( C > 0 \) sufficiently large to guarantee (5.44) and (5.45) (so, \( a > 0 \) is fixed, too).

Proof of Theorem 2.5. We now prove Theorem 2.5, by means of Proposition 5.3. In view of Lemma 5.5 we can assume that all conditions of Remark 5.4 are fulfilled. Set
\[
\zeta = (T - t)^{-\alpha}, \quad \eta = (T - t)^\beta, \quad \text{for all} \quad t > 0,
\]
where
\[
\alpha := \frac{1}{p - 1}, \quad \beta := \frac{p - m}{p - 1}.
\]
Then the coefficients in (5.28) read
\[
\sigma(t) = \frac{1}{m - 1} \left[ 1 - \frac{C^{m-1} m}{a c_2} (T - t)^{-\frac{p}{p-1}} \right],
\]
\[
\lambda(t) = \frac{p - m}{(m - 1)(p - 1)} (T - t)^{-\frac{p}{p-1}},
\]
\[
\gamma(t) = C^{p-1}(T - t)^{-\frac{p}{p-1}},
\]
\[
\sigma_0(t) = \frac{1}{m - 1} \left[ 1 - \frac{C^{m-1} m}{a \rho_2 \epsilon(R - \epsilon)} \right] (T - t)^{-\frac{p}{p-1}}.
\]

Let \( p > m \). Condition (5.44) implies (5.30), (5.31), while condition (5.45) implies (5.32), (5.33). Hence by Propositions 5.3 and 3.8 the thesis follows.

6 Proof of Theorem 2.6

We assume (H1), (H2) for \( 0 \leq q < 2 \) and let \( d \) be as in (2.18). In order to construct a suitable family of supersolutions of
\[
u_t - (u^m)_{xx} \frac{1}{\rho} - u^p = 0,
\]
we define, for all \( (x, t) \in (-R, R) \times (0, +\infty) \),
\[
w(x, t) := C \zeta(t)(R - |x|)^{\frac{d}{d-2}};
\]
where \( \zeta \in C^1([0, +\infty); [0, +\infty)) \) and \( C > 0 \).

For any \( (x, t) \in \left[ (-R, R) \setminus \{0\} \right] \times (0, +\infty) \), we have:
\[
w_1 = C \zeta' \left( R - |x| \right)^{\frac{d}{d-2}}.
\]
\[
(w^m)_{xx} = d (d - 1) C^m \zeta^m \left( R - |x| \right)^{d-2}.
\]

Proposition 6.1. Let \( \zeta = \zeta(t) \in C^1[0, +\infty); [0, +\infty)) \), \( \zeta' \geq 0 \). Assume (H1), (2.18), (H2) for \( 0 \leq q < 2 \), and that
\[
d(d - 1) \delta C^m \zeta^m - R^{\frac{m d}{d-2}} C^p \zeta^p \geq 0.
\]
Then \( w \) defined in (6.2) is a supersolution of equation (6.1).
Here $\delta > 0$ is defined as
\[
\delta := \min \left\{ \frac{1}{c_2}, \frac{R^{1-q}}{c_2} \right\}.
\] (6.6)

Proof of Proposition 6.1. In view of (6.3) and (6.4) we get, for any $(x, t) \in \left((-R, R) \setminus \{0\}\right) \times (0, +\infty)$,
\[
w_t - \frac{1}{\rho} (w^m)_{xx} - w^p = C\zeta'(R - |x|)\frac{d}{\rho} + d(d - 1)C^m \zeta_m \left(\frac{R - |x|^{d-2}}{\rho}\right) - C^p \zeta_p (R - |x|)^{\frac{d}{m}}.
\] (6.7)

Thanks to hypothesis (H2) and (2.18) we have
\[
\frac{(R - |x|)^{d-2}}{\rho} \geq c_1 (R - |x|)^{d-2+q} \geq \delta,
\] (6.8)

where $\delta$ is defined in (6.6). Furthermore, since $\zeta' \geq 0$, from (6.7) and (6.8) we get
\[
w_t - \frac{1}{\rho} (w^m)_{xx} - w^p \geq d(d - 1) \delta C^m \zeta_m - \frac{R^d}{m} C^p \zeta_p.
\] (6.9)

Hence we get the condition
\[
d(d - 1) \delta C^m \zeta_m - \frac{R^d}{m} C^p \zeta_p \geq 0,
\] (6.10)
which is guaranteed by (2.18) and (6.5). Hence we have proved that
\[
w_t - \frac{1}{\rho} (w^m)_{xx} - w^p \geq 0 \quad \text{in} \quad \left((-R, R) \setminus \{0\}\right) \times (0, +\infty).
\]

Now observe that, setting $|x| =: r$,
\[
w \in C\left((-R, R) \times [0, +\infty)\right),
\]
\[
w^m \in C^1\left([(-R, R) \setminus \{0\}] \times [0, +\infty)\right),
\]
\[(w^m)_{r}(0, t) \leq 0.
\]

Hence, thanks to a Kato-type inequality we can infer that $w$ is a supersolution to equation (6.1) in the sense of Definition 3.1. \hfill \Box

 Remark 6.2. Let
\[
0 \leq q < 2
\]
and assumption (H2) be satisfied. In Theorem 2.6 the precise hypotheses on parameters $\alpha$, $C > 0$, $T > 0$ are the following.

(a) Let $p < m$. We require that
\[
\alpha > 0, \quad d(d - 1) \delta C^m T^{\alpha(m-p)} \geq \frac{R^d}{m} C^p.
\] (6.11)

(b) Let $p > m$. We require that
\[
\alpha = 0, \quad d(d - 1) \delta C^m \geq \frac{R^d}{m} C^p.
\] (6.12)
Lemma 6.3. All the conditions in Remark 6.2 can hold simultaneously.

Proof. Let $0 \leq q < 2$.

(a) Observe that, due to (2.18), the left hand side of (6.11) is positive. Therefore, we can select $C > 0$ sufficiently large to guarantee (6.10).

(b) Observe that, due to (2.18), the left hand side of (6.11) is positive. Therefore, we can choose $C > 0$ sufficiently small to guarantee (6.12).

Proof of Theorem 2.6. In view of Lemma 6.3 we can assume that all conditions in Remark 6.2 are fulfilled. Set

$$\zeta(t) = (T + t)^\alpha, \quad \text{for all } t \geq 0.$$ 

Let $p < m$. Inequality (6.5) reads

$$d(d - 1) \delta C^m(T + t)^{\alpha m} - R^{p-1} C^p(T + t)^{\alpha p} \geq 0 \quad \text{for all } t > 0.$$ 

This latter is guaranteed by (6.10), for $T > 1$. Hence, by Propositions 6.1 and 3.4 the thesis follows in this case.

Let $p > m$. Condition (6.12) is equivalent to (6.5). Hence, by Propositions 6.1 and 3.4 the thesis follows in this case too. The proof is complete.
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