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Abstract: In this paper a simplified hardware implementation of a CNN softmax-like layer is proposed. Initially the softmax activation function is analyzed in terms of required numerical accuracy and certain optimizations are proposed. A proposed adaptable hardware architecture is evaluated in terms of the introduced error due to the proposed softmax-like function. The proposed architecture can be adopted to the accuracy required by the application by retaining or eliminating certain terms of the approximation thus allowing to explore accuracy for complexity trade-offs. Furthermore, the proposed circuits are synthesized in a 90 nm 1.0 V CMOS standard-cell library using Synopsys Design Compiler. Comparisons reveal that significant reduction is achieved in area × delay and power × delay products for certain cases, respectively, over prior art. Area and power savings are achieved with respect to performance and accuracy.

Keywords: softmax; convolutional neural networks; VLSI; deep learning

1. Introduction

Deep neural networks (DNN) have emerged as a means to tackle complex problems such as image classification and speech recognition. The success of DNNs is attributed to the big data availability, the easy access to enormous computational power and the introduction of novel algorithms that have substantially improved the effectiveness of the training and inference [1]. A DNN is defined as a neural network (NN) which contains more than one hidden layer. In the literature, a graph is used to represent a DNN, with a set of nodes in each layer, as shown in Figure 1. The nodes at each layer are connected to the nodes of the subsequent layer. Each node performs processing including the computation of an activation function [2]. The extremely large number of nodes at each layer impels the training procedure to require extensive computational resources.

A class of DNNs are the convolutional neural networks (CNNs) [2]. CNNs offer high accuracy in computer-vision problems such as face recognition and video processing [3] and have been adopted in many modern applications. A typical CNN consists of several layers, each one of which can be convolutional, pooling, or normalization with the last one to be a non-linear activation function. A common choice for normalization layers is usually the softmax function as shown in Figure 1. To cope with increased computational load, several FPGA accelerators have been proposed and have demonstrated that convolutional layers exhibit the largest hardware complexity in a CNN [4–15]. In addition to CNNs, hardware accelerators for RNNs and LSTMs have also been investigated [16–18]. In order to implement a CNN in hardware, the softmax layer should also be implemented with low complexity. Furthermore, the hidden layers of a DNN can use the softmax function when the model is designed to choose one among several different options for some internal variable [2]. In particular,
neural turing machines (NTM) [19] and differentiable neural computer (DNC) [20] use softmax layers within the neural network. Moreover, softmax is incorporated in attention mechanisms, an application of which is machine translation [21]. Furthermore, both hardware [22–28] and memory-optimized software [29,30] implementations of the softmax function have been proposed. This paper, extending previous work published in MOCAST2019 [31], proposes a simplified architecture for a softmax-like function, the hardware implementation of which is based on a proposed approximation which exploits the statistical structure of the vectors processed by the softmax layers in various CNNs. Compared to the previous work [31], this paper uses a large set of known CNNs, and performs extensive and fair experiments to study the impact of the applied optimizations in terms of the achieved accuracy. Moreover the architecture in [31] is further elaborated and generalized by taking into account the requirements of the targeted application. Finally, the proposed architecture is compared with various softmax hardware implementations. In order for the softmax-like function to be implemented efficiently in hardware, the approximation requirements are relaxed.

The remainder of the paper is organized as follows. Section 2 revisits the softmax activation function. Section 3 describes the proposed algorithm and Section 4 offers a quantitative analysis of the proposed architecture. Section 5 discusses the hardware complexity of the proposed scheme based on synthesis results. Finally, conclusions are summarized in Section 6.

![Figure 1. A typical deep learning network.](image)

### 2. Softmax Layer Review

CNNs consist of a number of stages each of which contains several layers. The final layer is usually fully-connected using ReLU as an activation function and drives a softmax layer before the final output of the CNN. The classification performed by the CNNs is accomplished at the final layer of the network. In particular, for a CNN which consists of \( i + 1 \) layers, the softmax function is used to transform the real values generated by the \( i \)th CNN layer to possibilities, according to

\[
f_j(z) = \frac{e^{z_j}}{\sum_{k=1}^{n} e^{z_k}}, \tag{1}\]

where \( z \) is an arbitrary vector with real values \( z_j, j = 1, \ldots, n \), generated at the \( i \)th layer of the CNN and \( n \) is the size of the vector. The \( (i + 1) \)st layer is called the softmax layer. By applying the logarithm function to both sides of (1), it follows that
\[
\log(f_j(z)) = \log \left( \frac{e^{z_j}}{\sum_{k=1}^{n} e^{z_k}} \right) 
= \log(e^{z_j}) - \log \left( \sum_{k=1}^{n} e^{z_k} \right) 
= z_j - \log \left( \sum_{k=1}^{n} e^{z_k} \right). 
\]

In (4), the term \( \log \left( \sum_{k=1}^{n} e^{z_k} \right) \) is computed as
\[
\log \left( \sum_{k=1}^{n} e^{z_k} \right) = \log \left( \sum_{k=1}^{n} e^{m} e^{z_k} \right) 
= \log(e^{m} \sum_{k=1}^{n} e^{z_k}) 
= \log(e^{m} + \log \left( \sum_{k=1}^{n} e^{-m} e^{z_k} \right)) 
= m + \log \left( \sum_{k=1}^{n} e^{z_k} \right),
\]

where \( m = \max_k(z_k) \). From (4) and (8) it follows that
\[
\log(f_j(z)) = z_j - m - \log \left( \sum_{k=1}^{n} e^{z_k} \right) 
= z_j - m + \log \left( \sum_{k=1}^{n} e^{z_k} - 1 \right) + 1 
= z_j - (m + \log(Q + 1)),
\]

where \( Q = \sum_{k=1}^{n} e^{z_k} - 1 = \sum_{k=1}^{n} e^{z_k} - 1 + 1 = \sum_{k=1}^{n} e^{z_k} \).

Due to the definition of \( m \), it holds that
\[
\begin{align*}
z_j &\leq m \Rightarrow z_j - m \leq 0 \Rightarrow e^{z_j - m} \leq 1 \Rightarrow \\
\sum_{k=1}^{n} e^{z_k - m} &\leq \sum_{k=1}^{n} e^{z_k} - m \Rightarrow \\
Q + 1 &\leq n \Rightarrow \frac{Q}{n-1} \leq 1 \Rightarrow Q' \leq 1,
\end{align*}
\]

where \( Q' = \frac{Q}{n-1} \). Expressing \( Q \) in terms of \( Q' \), (11) becomes
\[
\log(f_j(z)) = z_j - m - \log \left( (n-1)Q' + 1 \right).}

The next section presents the proposed simplifications for (16) and the derivative architecture for the softmax-like hardware implementation.

3. Proposed Softmax Architecture

Equation (15) involves the distance of the maximum component from the remainder of the components of a vector. As $Q' \approx 0$, the differences in $z_i$s increase and $z_j \ll m$. On the contrary, as $Q' \rightarrow 1$ the differences in $z_i$s are eliminated. Based on this observation, a simplifying approximation can be obtained, as follows. The third term in the right hand side of (16), \( \log \left( (n-1)Q' + 1 \right) \), can be roughly approximated by 0. Hence, (16) is approximated by

\[
\log(\hat{f}_j(z)) \approx z_j - m. \tag{17}
\]

Furthermore, this simplification substantially reduces hardware complexity as described below. From (17), it follows that

\[
\hat{f}_j(z) = e^{z_j - \max_k(z_k)}. \tag{18}
\]

**Theorem 1.** Let $\arg \max_z f_j(z) = q$ and $\arg \max_z \hat{f}_j(z) = r$ be the decisions obtained by (1) and (18), respectively. Then $q = r$.

**Proof.** Due to the softmax definition, it holds that

\[
\max f_j(z) = \max \left( \frac{e^{z_q}}{\sum_{k=1}^{n} e^{z_k}} \right) \Rightarrow z_q = \max_k(z_k). \tag{20}
\]

For the case of the proposed function (18), it holds that

\[
\max \hat{f}_j(z) = \max \left( e^{z_r - \max_k(z_k)} \right) \Rightarrow z_r = \max_k(z_k). \tag{22}
\]

From (20) and (22), it is derived that $z_q = z_r$. Hence, $\arg \max_z f_j(z) = \arg \max_z \hat{f}_j(z) \Rightarrow q = r$.

**Corollary 1.** It holds that $\hat{f}_j(z) = \sum_{k=1}^{n} e^{z_k - m}$.

**Proof.** Proof is trivial and is omitted.

Theorem 1 states that the proposed softmax-like function and the actual softmax function always derive the same decisions. The proposed softmax-like approximation is based on the idea that the softmax function is used during training to target an output $y$ by using maximum-log likelihood [2]. Hence, if the correct answer has already the maximum input value to the softmax function then \( \log \left( (n-1)Q' + 1 \right) \approx 0 \) will roughly alter the output decision due to the exponent function used in term $Q'$. In general, $\sum_j \hat{f}_j(z) > 1$, since the sequence $\hat{f}_j(z)$ cannot be denoted as a probability density function. For models where the normalization function is required to be a pdf, a modified approach can be followed, as detailed below.
According to the second approach, from (11) and (12) it follows:

\[
\log(\hat{f}_j(z)) = z_j - m - \log\left(\sum_{k=1}^{n} e^{m_k - m} + 1\right)
\]

(23)

\[
= z_j - m - \log\left(\sum_{k=1}^{p} e^{m_k - m} + \sum_{k=p+1}^{n} e^{m_k - m} + 1\right)
\]

(24)

\[
= z_j - m - \log\left(\sum_{k=1}^{p} e^{m_k - m} + \sum_{k=p+1}^{n} e^{m_k - m}\right)
\]

(25)

\[
= z_j - m - \log(Q_1 + Q_2),
\]

(26)

with \(Q_1 = \sum_{k=1}^{p} e^{m_k - m}\), where \(M_1 = \{m_1, \ldots, m_p\} = \{m_k : k = 1, \ldots, p\}\) are chosen to be the top \(p\) maximum values of \(z\). For the quantity \(Q_2\), it holds \(Q_2 = \sum_{k=p+1}^{n} e^{m_k - m}\), with \(M_2 = \{m_{p+1}, \ldots, m_n\} = \{m_k : k = p + 1, \ldots, n\}\) being the remainder values of the vector \(z\), i.e., \(M_1 \cup M_2 = \{z_1, \ldots, z_n\}\).

A second approximation is performed as

\[
\log(Q_1) = \log\left(\sum_{k=1}^{p} e^{m_k - m} - 1 + 1\right) \approx \sum_{k=1}^{p} e^{m_k - m} - 1.
\]

(27)

\[
Q_2 \approx 0.
\]

(28)

From (26)–(28), it derives that

\[
\log(\hat{f}_j(z, p)) \approx z_j - m - \sum_{k=1}^{p} e^{m_k - m} + 1
\]

(29)

\[
\hat{f}_j(z, p) = e^{z_j - m - \sum_{k=1}^{p} e^{m_k - m} + 1}
\]

(30)

Equation (30) uses parameter \(p\) which defines the number of additional terms used. By properly selecting \(p\), then it holds that \(\sum_{j} \hat{f}_j(z, p) \approx 1\) and (30) approximates pdf better than (18). This is derived from the fact that in a real life CNN, the \(p\) maximum values are those that contribute to the computation of the softmax since all the remainder values are close to zero.

**Lemma 1.** It holds \(\hat{f}_j(z, p) = \hat{f}_j(z)\) when \(p = 1\).

**Proof.** By definition, it holds that when \(p = 1\) then \(m_1 = m\), since the \(p = 1\) maximum value \(m_1\) is identified as the maximum \(m\). Hence, by substituting \(p = 1\) in (30), it derives that
From a hardware perspective, (18) and (30) can be performed by the same circuit which implements the exponential function. The contributions of the paper are as follows. Firstly, the quantity \( \log \left( (n-1)Q + 1 \right) \) is eliminated from (16), implying that the target application requires decision making. Secondly, further mathematical manipulations are proposed to be applied to (30), in order to approximate the outputs as pdf i.e., probabilities that sum to one. Thirdly, the circuit for the evaluation of \( e^x \) is simplified, since

\[
\begin{align*}
    z_j - m & \leq 0 \Rightarrow z_j - m \leq m \\
    e^{z_j - m} & \leq 1
\end{align*}
\]

and

\[
\begin{align*}
    z_j - m - \sum_{k=1}^{p} e^{m_k - m} + 1 & < 0 \Rightarrow \\
    e^{z_j - m - \sum_{k=1}^{p} e^{m_k - m} + 1} & < 1
\end{align*}
\]

Figure 2 depicts the various building blocks of the proposed architecture. More specifically, the proposed architecture is comprised of the block which computes the maximum \( m \), i.e., \( m = \max_k(z_k) \). The particular computation is performed by a tree which generates the maximum by comparing the elements by two, as shown in Figure 3. The depicted tree structure generates \( m = \max_k(z_k) \), \( k = 0, 1, \ldots, 7 \). Notation \( z_{ij} \) denotes the maximum of \( z_i \) and \( z_j \), while \( z_{ijk} \) denotes the maximum of \( z_{ij} \) and \( z_k \). The same architecture is used to compute the top \( p \) maximum values of \( z_k \).s. For example, \( Z_{01} \), \( Z_{21} \), \( Z_{45} \) and \( Z_{67} \) are the top four maximum values and \( m = \max_k(z_k) \) is the maximum.

Subsequently, \( m \) is subtracted from all the component values \( z_k \) as dictated by (17). The subtraction is performed through adders, denoted as \( \bigoplus \) in Figure 2, using two’s complement representation for the input negative values \( -m \). The obtained differences, also represented in two’s complement, are used as inputs to a LUT, which performs the proposed simplified \( e^x \) operation of (18), to compute the final vector \( \hat{f}_j(z) \) as shown in Figure 2a. Additional \( p \) terms are added and subsequently each output \( \hat{f}_j(z) \) through (30) generates the final value for the softmax-like layer output as shown in Figure 2b. For the hardware implementation of the \( e^x \) function, an LUT is adopted the input of which is \( x = z_j - m \). The LUT size increases on the larger range of \( e^x \). Our proposed hardware implementation is simpler than other exponential implementations which propose CORDIC transformations [32], use floating-point representation [33], or LUTs [34]. In (33), the \( e^x \) values are restricted to the range \( (0, 1] \) and the derived LUT size significantly diminishes and leads to simplified hardware implementation.
Furthermore, no conversion from the logarithmic to the linear domain is required, since \( f_j(z) \) represents the final classification layer.

The next section quantitatively investigates the validity and usefulness of employing \( f_j(z) \), in terms of the approximation error.

![Tree structure for the computation of \( \max(z_k) \), \( k = 0, 1, \ldots, 7 \). Notation \( z_{ij} \) denotes the maximum of \( z_i \) and \( z_j \) while \( z_{ijkl} \) denotes the maximum of \( z_{ij} \) and \( z_{kl} \).](image)

**Figure 2.** Proposed softmax-like layer architecture. The circuit \( \max(z_k), k = 0, 1, \ldots, n \) computes the maximum value \( m \) of the input vector \( z = [z_1 \times z_n]^T \). Next \( m \) is subtracted by each \( z_k \), as described in (17). (a) Proposed softmax-like architecture with \( p = 1 \). Each output \( \hat{f}_j(z) \) through (18) generates the final value for the softmax-like layer output. (b) Proposed softmax-like architecture. The notation \( \circ \) denotes negation. Additional \( p \) terms are added and subsequently each output \( \hat{f}_j(z) \) through (30) generates the final value for the softmax-like layer output.

![Tree structure for the computation of \( \max(z_k) \), \( k = 0, 1, \ldots, 7 \). Notation \( z_{ij} \) denotes the maximum of \( z_i \) and \( z_j \) while \( z_{ijkl} \) denotes the maximum of \( z_{ij} \) and \( z_{kl} \).](image)

**Figure 3.** Tree structure for the computation of \( \max(z_k) \), \( k = 0, 1, \ldots, 7 \). Notation \( z_{ij} \) denotes the maximum of \( z_i \) and \( z_j \) while \( z_{ijkl} \) denotes the maximum of \( z_{ij} \) and \( z_{kl} \).
4. Quantitative Analysis of Introduced Error

This section quantitatively verifies the applicability of the approximation introduced in Section 2, for certain applications, by means of a series of Examples.

In order to quantify the error introduced by the proposed architecture, the mean square error (MSE) is evaluated as

$$\text{MSE} = \frac{1}{n} \sum (f_j(z) - \hat{f}_j(z))^2,$$

where $\hat{f}_j(z)$ and $f_j(z)$ are the expected and the actually evaluated softmax output, respectively.

As an illustrative example, denoted as Example 1, Figure 4 depicts the histograms of component values in test vectors used as inputs to the proposed architecture, selected to have specific properties detailed below. The corresponding parameters are evaluated by using the proposed architecture for the case of a 10-bit fixed-point representation, where 5 bits are used for the integer and 5 bits are allocated to the fractional part. More specifically, the vector in Figure 4a contains $n = 30$ values, for which it holds that $z_j = 5, j = 1, \ldots, 11, z_j = 4.99, j = 12, \ldots, 22$ and $z_j = 5, j = 23, \ldots, 30$. For this case the softmax values obtained by (1) are

$$f_j(z) = \begin{cases} 0.0343, & j = 1, \ldots, 11 \\ 0.0314, & j = 12, \ldots, 22 \\ 0.0347, & j = 23, \ldots, 30. \end{cases}$$

From a CNN perspective, the softmax layer output generates similar values, where possibilities are all around 3%, and hence classification or decision cannot be made with high confidence. By using (18), the modified softmax values are

$$\hat{f}_j(z) = \begin{cases} 0.9844, & j = 1, \ldots, 11 \\ 0.8906, & j = 12, \ldots, 22 \\ 1, & j = 23, \ldots, 30. \end{cases}$$

The statistical structure of the vector is characterized by the quantity $Q' = 0.9946$ of (15). The estimated MSE = 0.8502 dictates that the particular vector is not suitable as an alternative to softmax input in terms of CNN performance, i.e., the obtained classification is performed with low confidence. Hence although the proposed approximation in (18) demonstrates large differences when compared to (1), neither is applicable in CNN terms.

Consider the following Example 2. The component values for vector $z$ in Example 2 are

$$z_j = \begin{cases} 3, & j = 1 \\ 6, & j = 2 \\ 4, & j = 3 \\ 2, & j = 4 \\ < 1, & j = 5, \ldots, 30, \end{cases}$$

the histogram of which is shown in Figure 4b. In this case, the statistical structure of the vector demonstrates $Q' = 0.0449$ and MSE = 0.0018. The feature of vector $z$ in Example 2 is that it contains three large different component values close to each other, namely $z_1 = 3, z_2 = 6, z_3 = 4, z_4 = 2$ and all other components are smaller than 1. The softmax output in (1) for the values in the particular $z$ are

$$f_j(z) = \begin{cases} 0.0382, & j = 1 \\ 0.7675, & j = 2 \\ 0.1039, & j = 3 \\ 0.0141, & j = 4 \\ < 0.005, & j = 5, \ldots, 30. \end{cases}$$
By using the proposed approximation (18), the obtained modified softmax values are

\[
\tilde{f}_j(z) = \begin{cases} 
0.0469, & j = 1 \\
1, & j = 2 \\
0.1250, & j = 3 \\
0.0156, & j = 4 \\
0, & j = 5, \ldots, 30.
\end{cases}
\]

Equations (41) and (42) show that the proposed architecture chooses component \( z_2 \) with value 1 while the actual probability is 0.7675. This means that the introduced error of \( \text{MSE} = 0.0018 \) can be negligible depending on the application, dictated by \( Q = 0.0449 \ll 1 \).

In the following, tests using vectors obtained from real CNN applications are considered. More specifically, in an example shown in Figure 5, the vectors are obtained from image and digit classification applications. In particular, Figure 5a,b depict the values used as input to the final softmax layer, generated during a single inference for a VGG-16 imagenet image classification network for 1000 classes and a custom net for MNIST digit classification for 10 classes. Quantity \( Q' \) can be used to determine whether the proposed architecture is appropriate for application on vector \( z \) before evaluating the MSE. It is noted that MSE for the example of Figure 5a and MSE for the example of Figure 5b are of the orders of \( 10^{-13} \) and \( 10^{-5} \), respectively which renders them as negligible.

![Figure 4](image1.png)

**Figure 4.** Values obtained from Examples 1 and 2. (a) \( Q' = 0.9946, \text{MSE} = 0.8502 \). (b) \( Q' = 0.0449, \text{MSE} = 0.0018 \).

![Figure 5](image2.png)

**Figure 5.** Values obtained from imagenet image classification for 1000 classes and a custom net for MNIST digit classification for 10 classes. (a) \( Q' = 0.001, \text{MSE} = 1.5205e-05 \). (b) \( Q' = 0.1111, \text{MSE} = 6.0841 \times 10^{-13} \).
Subsequently, the proposed method is applied on the ResNet-50 [35], VGG-16, VGG-19 [36], InceptionV3 [37] and MobileNetV2 [38] CNNs, for 1000 classes with 10000 inferences of a custom image data set. In particular, for the case of ResNet-50, Figure 6a,b depict the histograms of the MSE and $Q'$ values, respectively. More specifically, Figure 6a demonstrates that the MSE values are of magnitude $10^{-3}$ with 8828 of the values be in the interval $[2.18 \times 10^{-28}, 8.16 \times 10^{-4}]$. Furthermore, Figure 6b shows that the $Q'$ values are of magnitude $10^{-2}$ with 9096 of them be in the interval $[0.000270]$. Furthermore, Table 1a–e depict actual softmax and the proposed method softmax-like values obtained by executing inference on the CNN models for six custom images. The values are sorted from left to right with the maximum value on the left side. Furthermore, the inferences $a \ldots f$ and $a' \ldots f'$ denote the same custom image as input to the model. More specifically, Table 1a demonstrates values from six inferences for the ResNet-50 model. It is shown that for the case of inference $a$ the maximum obtained values are $f_1(z) = 0.75371140$ and $\hat{f}_1(z) = 1$, for $f_j(z)$ and $\hat{f}_j(z)$, respectively. Other values are $f_2(z) = 0.027212996$, $f_3(z) = 0.018001331$, $f_4(z) = 0.014599146$, $f_5(z) = 0.014546203$ and $\hat{f}_2(z) = 0.03515625$, $\hat{f}_3(z) = 0.0234375$, $\hat{f}_4(z) = 0.0185546875$, $\hat{f}_5(z) = 0.0185546875$, respectively.

Hence, as shown by colorally 1, the maximum takes the value ‘1’ and the remainder of the values follow the values obtained by the actual softmax function. Similar analysis can be obtained for all the inferences $a \ldots f$ and $a' \ldots f'$ for each one of the CNNs. Furthermore, the same class is outputted from the CNN in both cases for each inference.

For the case of VGG-16, Figure 7a depicts the histogram of the MSE values. It is shown that the values are of magnitude $10^{-3}$ and 8616 are in the interval $[1.12 \times 10^{-34}, 7.26 \times 10^{-4}]$. Figure 7b demonstrates histogram for the $Q'$ values with magnitude of $10^{-2}$ and more than 8978 values are in the interval $[0, 0.00247]$. Table 1b demonstrates that in the case of the $e$ and $e'$ inference the top values are 0.51182884 and 1, respectively. The second top values are 0.18920843 and 0.369140625, respectively. In this case, the decision is made with a confidence of 0.51182884 for the actual softmax value and 1 for the softmax-like value. Furthermore, the second top value is 0.369140625 which is not negligible when compared to 1 and hence denotes that the selected class is of low confidence. The same conclusion derives for the case of the actual softmax value. Furthermore, for the case of $a - f$ and $a' - f'$ inferences, the values obtained by Figure 8b are close to the actual pdf softmax outputs. In particular, for the $d$ and $d'$ cases, the top 5 values are 0.747070313, 0.10941570, 0.065981410, 0.018329350, 0.012467328 and 0.747070313, 0.110351563, 0.06640625, 0.017578125, 0.01171875, respectively. It is shown that values are similar. Hence, depending the application, an alternative architecture, as shown in Figure 2b can be used to generate pdf softmax values as outputs.

![Figure 6](image-url)

Figure 6. Values obtained from imagenet image ResNet-50 net classification for 1000 classes.
(a) Histogram of the MSE values. (b) Histogram of the $Q'$ values.

Moreover, Figure 8a,b depict graphically the values for the actual softmax and the proposed softmax-like output for inferences A and B, respectively, for the case of the VGG-16 CNN for the output classification. Furthermore, Figure 8c–f depict values for the architectures in Figure 2a,b, respectively.
It is shown that in the case of Figure 2a, the values demonstrate a similar structure. In case of Figure 2b, values are similar to the actual softmax outputs.

Similar analysis can be performed for the case of VGG-19. In particular, Figure 9a demonstrates that MSE is of magnitude $10^{-3}$ and 8380 values are in the interval $[2.49 \times 10^{-34}, 6.91 \times 10^{-4}]$. In Figure 9b 8380 values are in the interval $[0, 0.00192]$. For the case of InceptionV3, histograms in Figure 10a,b demonstrate MSE and $Q'$ values the 9194 and 9463 of which are in the intervals $[2.62 \times 10^{-25}, 7.08 \times 10^{-4}]$ and $[0, 0.003]$, respectively. For the MobileNetV2 network, Figure 11a,b demonstrate MSE and $Q'$ values the 8990 and 9103 of which are in the intervals $[2.48 \times 10^{-25}, 1.05 \times 10^{-3}]$ and $[1.55 \times 10^{-7}, 0.004]$, respectively. Furthermore, Table 1c–e derive similar conclusions as in the case of VGG-16.

![Figure 7](image7.png)

**Figure 7.** Values obtained from imagenet image VGG-16 net classification for 1000 classes. (a) Histogram of the MSE values. (b) Histogram of the $Q'$ values.

![Figure 8](image8.png)

**Figure 8.** Cont.
Figure 8. Actual and proposed approximation softmax values for two inferences, namely A and B, for the VGG-16 CNN. (a) Actual softmax values for inference A. (b) Actual softmax values for inference B. (c) Proposed approximation softmax values for inference A based on architecture of Figure 2a and (18). (d) Proposed approximation softmax values for inference B based on architecture of Figure 2a and (18). (e) Proposed approximation softmax values for inference A based on architecture of Figure 2b and (30) with \( p = 10 \). (f) Proposed approximation softmax values for inference B based on architecture of Figure 2b and (30) with \( p = 10 \).

Figure 9. Values obtained from imagenet image VGG-19 net classification for 1000 classes. (a) Histogram of the MSE values. (b) Histogram of the \( Q' \) values.

Figure 10. Values obtained from imagenet image inceptionV3 net classification for 1000 classes. (a) Histogram of the MSE values. (b) Histogram of the \( Q' \) values.
In general, in all cases identical output decisions are obtained for the actual softmax and the softmax-like output layer for each one of the CNNs.

![Figure 11](image1.png)

**Figure 11.** Values obtained from imagenet image MobileNetV2 net classification for 1000 classes. (a) Histogram of the MSE values. (b) Histogram of the $Q'$ values.

Considering the impact of the data wordlength representation, let $(l, k)$ denote the fixed-point representation of a number with $l$ integral and $k$ fractional bits. Figure 12a,b depict histograms for the MSE values obtained for the case of 1000 inferences by the VGG-16 CNN. It is shown that the case $w = (6, 2)$ demonstrates the smaller MSE values. The reason for this is that the maximum value of the inputs in the softmax layer is 56 for all the 1000 inferences, and hence the value of 6 for the integral part is sufficient.

![Figure 12](image2.png)

**Figure 12.** Histograms for the MSE values for various data wordlengths for the case of 1000 inferences in the VGG-16 CNN. (a) Histograms for the MSE values for (3, 2) and (4, 2) data wordlength. (b) Histograms for the MSE values for (5, 2) and (6, 2) data wordlength.
Summarizing, it is shown that the proposed architecture suits well for the final stage of a CNN network as an alternative to implementing the softmax layer stage, since the MSE is negligible. Next, the proposed architecture is implemented in hardware and compared with published counterparts.

Table 1. Top-5 softmax values for six indicative inferences for each model. The actual softmax values and the proposed method values are obtained by (1) and (18), respectively. For the VGG-16 CNN, values obtained by (30) are also presented.

(a) ResNet-50.

| Inference | Top-5 Softmax Values |
|-----------|----------------------|
|           | (1)                  |
| a         | 0.75371140 0.272212996 0.018001331 0.014599146 0.014546203 |
| b         | 0.99992204 4.0420113×10^{-5} 8.1600538×10^{-6} 5.8431901×10^{-6} 2.5279753×10^{-6} |
| c         | 0.36263093 0.13568024 0.090758167 0.063106202 0.061747193 |
| d         | 0.93937486 0.011348955 0.010892190 0.0068663955 0.0043140189 |
| e         | 0.98696542 0.0090351542 0.0010830049 0.00068612932 0.00025251327 |
| f         | 0.99833566 0.0015795525 4.6098357×10^{-5} 2.1246454×10^{-5} 1.0724646×10^{-5} |

(18)

| Inference | Top-5 Softmax Values |
|-----------|----------------------|
|           | (18)                 |
| a         | 0.03515625 0.0234375 0.0185546875 0.0185546875 |
| b         | 0.3740234375 0.25 0.173828125 0.169921875 |
| c         | 0.01171875 0.0107421875 0.0068359375 0.00390625 |
| d         | 0.0087890625 0.0009765625 0 0 |
| e         | 0.0009765625 0 0 0 |

(b) VGG-16.

| Inference | Top-5 Softmax Values |
|-----------|----------------------|
|           | (1)                  |
| a         | 0.9999309 2.3484120×10^{-6} 9.8677640×10^{-7} 4.2830493×10^{-7} 3.1285174×10^{-7} |
| b         | 0.99389344 0.0014656042 0.00072381413 0.00062438881 0.00028156079 |
| c         | 0.94363135 0.02138771 0.0087750498 0.0048793879 0.004790565 |
| d         | 0.73901427 0.10941570 0.065981410 0.018329350 0.012467328 |
| e         | 0.51182884 0.18920843 0.1042682 0.055410255 0.030226296 |
| f         | 0.59114474 0.40821150 0.00043615574 0.00017272410 1.3683101×10^{-5} |

(18)

| Inference | Top-5 Softmax Values |
|-----------|----------------------|
| a         | 0.009765625 0 0 0 |
| b         | 0.0234375 0.0087890625 0.0048828125 0.0048828125 |
| c         | 0.1474609375 0.0888671875 0.0244140625 0.0166015625 |
| d         | 0.369140625 0.1962890625 0.107421875 0.05859375 |
| e         | 0.6904296875 0 0 0 |

(30)
Inference | Top-5 Softmax Values
--- | ---
(a) VGG-19. | 
| \(a\) | 0.99204987 | 0.0035423702 | 0.0018605839 | 0.00044701522 | 0.00035935538 |
| \(b\) | 0.99999964 | \(2.9884677 \times 10^{-7}\) | \(1.5874324 \times 10^{-11}\) | \(1.5047866 \times 10^{-11}\) | \(9.9192204 \times 10^{-13}\) |
| \(c\) | 0.99405837 | 0.0013178071 | 0.00071631809 | 0.00040839455 | 0.00027133274 |
| \(d\) | 0.74559504 | 0.15503055 | 0.010651816 | 0.0081892628 | 0.0075844983 |

(b) InceptionV3. | 
| \(a\) | 0.98136926 | 0.0006719174 | 0.00022632803 | 0.00020886297 | 0.00018680355 |
| \(b\) | 0.52390230 | 0.17270486 | 0.12838276 | 0.0024479097 | 0.0017230138 |
| \(c\) | 0.61721277 | 0.042022489 | 0.038270507 | 0.011870607 | 0.0036431390 |
| \(d\) | 0.96187764 | 0.0011140818 | 0.00084153039 | 0.00069097377 | 0.00045776321 |
| \(e\) | 0.99643219 | 0.0005808767 | 0.00015713122 | \(5.3965716 \times 10^{-5}\) | \(4.0285959 \times 10^{-5}\) |
| \(f\) | 0.45723280 | 0.41415739 | 0.00078048115 | 0.00071852183 | 0.00068869896 |

(c) MobileNetV2. | 
| \(a\) | 0.81305408 | 0.014405688 | 0.012406061 | 0.0091119893 | 0.0077789603 |
| \(b\) | 0.95702046 | 0.0042284634 | 0.0040278519 | 0.0020813416 | 0.00098748843 |
| \(c\) | 0.49231452 | 0.02277684 | 0.020905942 | 0.018753875 | 0.018386556 |
| \(d\) | 0.60401917 | 0.29827181 | 0.015593613 | 0.010511264 | 0.0038427035 |
| \(e\) | 0.97501647 | 0.0032496843 | 0.0014790110 | 0.0008857667 | 0.00076536590 |
| \(f\) | 0.87092900 | 0.022609057 | 0.0044059716 | 0.0023696721 | 0.0014177967 |

(d) MobileNetV2. | 
| \(a\) | 0.017578125 | 0.0146484375 | 0.0107421875 | 0.008798062 |
| \(b\) | 0.00390625 | 0.0009765625 | 0.0009765625 | 0.0009765625 | 0.0009765625 |
5. Hardware Implementation Results

This section describes implementation results obtained by synthesizing the proposed architecture outlined in Figure 2. Among several authors reporting results on CNN accelerators, [22–24] have recently published works focusing on hardware implementation of the softmax function. In particular, in [23], a study based on stochastic computation is presented. Geng et al. provide a framework for the design and optimization of softmax implementation in hardware [25]. They also discuss operand bit-width minimization, taking into account application accuracy constraints. Du et al. propose a hardware architecture that derives the softmax function without a divider [25]. The approach relies on an equivalent softmax expression which requires natural logarithms and exponentials. They provide detailed evaluation of the impact of the particular implementation on several benchmarks. Li et al. describe a 16-bit fixed-point hardware implementation of the softmax function [27]. They use a combination of look-up tables and multi-segment linear approximations for the approximation of exponentials and a radix-4 Booth–Wallace-based 6-stage pipeline multiplier and modified shift-compare divider.

In [24], the architecture demonstrates LUT-based computations that add complexity and exhibits 444,858 $\mu$m$^2$ area complexity by using 65-nm standard-cell library. For the same library the architecture in [25] reports 640,000 $\mu$m$^2$ area complexity with 0.8 $\mu$W power consumption at a 500 MHz clock frequency. The architecture in [28] reports 104,526 $\mu$m$^2$ area complexity with 4.24 $\mu$W power consumption at a 1 GHz clock frequency. The proposed architecture in [26] demonstrates power consumption and area complexity of 1.8 $\mu$W and 3000 $\mu$m$^2$, respectively at a 500 MHz clock frequency with UMC 65 nm standard cell library. In [27], it is reported 3.3 GHz and 34,348 $\mu$m$^2$ frequency and area complexity at 45 nm technology node. Yuan [22] presented an architecture for implementing the softmax layer. Nevertheless there is no discussion of the implementation of the LUTs and there are no synthesis results. Our proposed softmax-like function differs from the actual softmax function due to the approximation of the quantity $\log\left(\frac{(n-1)Q+1}{n}\right)$, as discussed in Section 3. In particular, (18) approximates the softmax output as a decision making application and not as a pdf function. The proposed softmax-like function in (30) approximates outputs as pdf function, depending on the number of $p$ terms used. As $p \rightarrow n$, (30)→ actual softmax function. The hardware complexity reduction derives from the fact that a limited number, $p$, of $z,s$ contribute to the computation of the softmax function. Summarizing, we compare both architectures depicted in Figure 2a,b with [22] to quantify the impact of $p$ on the hardware complexity. Section 4 shows that the softmax-like function suits well in a CNN. For a fair comparison we have implemented and synthesized both architectures, our proposed and [22], by using a 90 nm 1.0 V CMOS standard-cell library with Synopsys Design Compiler [39].

Figure 13 depicts the architecture obtained from synthesis where the various building blocks, namely maximum evaluation, subtractor and the simplified exponential LUTs that perform in parallel, are shown. Furthermore registers have been added at the circuits inputs and outputs for applying the delay constraints. Detailed results are depicted in Table 2a–c for the proposed softmax-like of Figure 2a, the [22] and the proposed softmax-like of Figure 2b layer with size 10, respectively. Furthermore, results are plotted graphically in Figure 14a,b where area vs. delay and power vs. delay are depicted, respectively. Results demonstrate that substantially area savings are achieved with no delay penalty. More specifically, for a 4 ns delay constraint the area complexity is 25,597 $\mu$m$^2$ and 43,576 $\mu$m$^2$ in case of architectures in Figure 2b and [22], respectively. For the case where the pdf output is not significant, the area complexity reduction can be 17,293 $\mu$m$^2$ for the architecture on Figure 2a. Summarizing, depending on the application and the design constraints there is a trade-off between the additional $p$ terms used for the evaluation of the softmax output. As we increase the value of the parameter $p$, then the actual softmax value is better approximated while hardware complexity increases. When $p = 1$, then the hardware complexity is minimized while softmax output approximation diverges.
Table 2. Area, delay and power consumption for the 10-class softmax layer output of a convolutional neural network (CNN).

(a) Architecture of Figure 2a.

| Delay (ns) | Area (µm²) | Power (µw) |
|-----------|------------|------------|
| 2.93      | 16,891     | 1611.6     |
| 3.43      | 17,293     | 1423.7     |
| 3.95      | 15,550     | 1070.5     |
| 4.42      | 15,788     | 936.8      |
| 4.94      | 15,084     | 812.4      |
| 5.47      | 15,349     | 503.5      |

(b) Architecture in [22].

| Delay (ns) | Area (µm²) | Power (µw) |
|-----------|------------|------------|
| 3.99      | 43,576     | 3228.2     |
| 5.19      | 32,968     | 1695.1     |
| 6.45      | 25,445     | 871.8      |
| 7.95      | 26,358     | 714.4      |
| 9.44      | 25,846     | 624.9      |
| 10.41     | 26,154     | 570.2      |

(c) Architecture of Figure 2b with $p = 5$.

| Delay (ns) | Area (µm²) | Power (µw) |
|-----------|------------|------------|
| 3.42      | 27,615     | 1933.2     |
| 3.92      | 25,597     | 1576.3     |
| 4.91      | 23,654     | 1216.4     |
| 5.42      | 21,458     | 1050.6     |
| 6.45      | 20,251     | 838.6      |
| 7.94      | 20,147     | 636.1      |
6. Conclusions

This paper proposes hardware architectures for implementing the softmax layer in a CNN with substantially reduced reduction in area \times delay and power \times delay product, respectively, for certain cases. A family of architectures that can approximate the softmax function have been introduced and evaluated, each member of which is obtained through a design parameter $p$, which controls the number of terms employed for the approximation. It is found that a very simple approximation using $p = 1$, suffices to deliver accurate results in certain cases, even though the derived approximation is not a pdf. Furthermore, it has been demonstrated that for image and digit classification applications, the proposed architecture suits ideally as it achieves MSEs of the order of $10^{-13}$ and $10^{-5}$, respectively, which are considered low.
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