Multispectral Palmprint Recognition Using a Hybrid Feature
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Abstract—Personal identification problem has been a major field of research in recent years. Biometrics-based technologies that exploit fingerprints, iris, face, voice and palmprints, have been in the center of attention to solve this problem. Palmprints can be used instead of fingerprints that have been of the earliest of these biometrics technologies. A palm is covered with the same skin as the fingertips but has a larger surface, giving us more information that the fingertips. The major features of the palm are palm-lines, including principal lines, wrinkles and ridges. Using these lines is one of the most popular approaches towards solving palmprint recognition problem. Another robust feature is the wavelet energy of palms. In this paper, we used a hybrid of these two features. Moreover, multispectral analysis is applied to improve the performance of the system. Main steps of our approach are: extracting principal lines and computing wavelet transform of the palm, computing block-based power of the resulting images as features, and finally making decision using a combination of the two features and a nearest neighbor criterion. The proposed method shows a best accuracy rate of 99.53% and an average accuracy of 98.8% on a database of 6000 palm samples.

Index Terms—Palmprint, identification, wavelet and principal line.

I. INTRODUCTION

The great progress in the use of many applications in different areas, such as public security needs automatic personal identification. The traditional tools for obtaining personal ID are password and ID cards, which are widely used today. However, besides common problems with memorizing passwords and keeping an ID card, they are exposed to being disclosed or stolen, threatening the security. Today, the area of personal identification is exploiting computer-aided systems as a safer and more robust method and biometrics is one of the most reliable features that can be used in computer-aided personal recognition. Inconvenience with using the traditional methods caused a rapid increase in the application of biometrics. The commonplace biometric features are fingerprints [1], facial features [2], iris patterns [3,4], speech patterns [5], hand geometry [6,7], and palmprints [8]. Palmprints provide a number of privileges over other biometric features, making them an appropriate choice for identification applications:

1) First, they are more economical as palmprint images can be easily obtained using inexpensive CCD cameras.
2) Second, they are robust as hand features do not change significantly over time.
3) Finally, hand-based access systems work well in extreme weather and illumination conditions.

One kind of hand-biometric technology is palmprint identification which is relatively new biometrics due to its stable characteristics [9].

There are several useful features in a palm image that can be categorized in the following groups:

1) Line features, like principal lines, wrinkles and ridges;
2) Geometric features, like size of the palms, angle between principal lines, etc.

Line structure feature, which includes principal lines and wrinkles, is one of the most popular methods in palmprint recognition. Most palmprints show three principal lines: heart line, head line and life line. These lines are shown in Fig.1.

Although line structure features are very useful in palmprint recognition, systems that work based on these features face some problems:

1) In some cases principal lines and wrinkles are not enough to discriminate palms since there are many palms with similar line features. Fig.2 illustrates two palms with similar line pattern.
2) The lines (principal lines and major wrinkles) are difficult to be extracted because some palmprints are very unclear; samples for this kind of palmprints are shown in Fig.3.

Because of these problems there is a lot of space for improving the online palmprint systems in the aspects of accuracy and capability of spoof attacks [10]. One useful way to overcome these problems and improve the accuracy of palmprint-
identification can be multispectral imaging [11, 12, 13], which captures an image in a variety of spectral bands (in palmprint recognition usually four spectral bands are used). Each spectral band highlights specific features of the palm and helps us collect more information to improve the accuracy of palmprint systems. So far, many approaches have been proposed for palmprint recognition. Kong [8] made a survey of this technique and divided the approaches into several different categories. There are some texture-based approaches (most of which used statistical methods for feature extraction), like Wavelet Transform (WT). Han [14] used a Wavelet-based Image Fusion method for palmprint recognition. There are also some line-based approaches. Palm lines including principal lines and wrinkles are very useful features of palmprint [8]. X. Wu [15] proposed some line features and used them for palmprint matching. Some other methods used “Image coding” approaches. W. Jia [16] used Robust line orientation code for palmprint verification. Some other coding methods are used for palmprint recognition, such as Palm Code, Fusion Code, Competitive Code, Ordinal Code [17]. In the past decade, some appearance-based approaches were studied [18]. And these approaches were also applied to biometrics including palmprint recognition.

As discussed before, there are some problems in palm line extraction. The origin of these problems lies in the similarity of the principal lines, reducing discrimination capability between different palms. To overcome these problems we propose a hybrid feature that uses both principal lines and the weak lines. This hybrid feature is based on the following two features:

1) Principal lines and their energy in different locations of the palm.
2) Wavelet transform of palm image that can help us detect the small differences between different palms.

The first feature is based on the principal lines and their energy in different locations of the palms. This feature can easily distinguish between palmprints with different principal lines, and is explained in Section.II.A. The second feature is based on Wavelet transform of the palm images. As we know wavelet is sensitive to differences between two images, so the second feature can detect the partial differences between palms which have similar patterns of principal lines (for example the difference in thin wrinkles). This method is explained in Section.II.B. Systems exploiting each of these features achieve high accuracy rates, but the overall accuracy can be further improved using a combination of the features in a “hybrid system”. In Section.II.C we explained how to combine them in a proper way. Section.III reports some experimental results and Section.IV provides some conclusions.

II. PALMPRINT FEATURES

Multispectral methods require different samples of the same object in order to make a better decision. In this paper we assume that in image acquisition section four images of each palm sample are acquired using four CCDs. These images are then preprocessed and the Regions of Interest (ROI) for each of them are extracted. Provided these RIOs features are defined to represent each palm. Basically we employ two parallel classification paths, each working on its own set of features, and the final decision is concluded upon the results of the two paths. The two features used in this paper are palm-line power and wavelet power. The basic idea is to divide a palm image into a number of blocks and the power in these blocks is used as features. Suppose that the image is divided to J blocks of size M by N. The Power in the $ij^{th}$ block is defined to be:

$$p^{(ij)} = \frac{1}{MN} \sum_{m=M_i}^{M_i+1} \sum_{n=N_j}^{N_j+1} p(m,n)^2$$

(1)

Where p(m,n) is the value of palm image at point (m,n).

A. PALM LINE EXTRACTION

Palm of every hand includes lines and wrinkles that are exclusive to that hand. These lines are used in the palmprint identification literature for classification purposes, but the problem is that extracting a whole line is difficult. Many methods are proposed to extract lines, such as Canny edge detection method [19], designing masks to compute first and second order derivatives of palm images, thresholding palm images to form binary edge images and then applying Hough transform to extract the parameters of the six lines with highest densities [20], and some others. Here we do not aim to extract lines precisely, instead, we extract the region around each principal line and major wrinkle of the palm that contains the main characteristics of the palm. Line extraction process can be divided into the following steps:

1) Smooth palm image with a Gaussian filter;
2) Extract edges of the lines;
3) Compute second order derivative of the palm;
4) Mask the second order derivative image using the dilated version of the edge image;
5) Divide the resulting image into T×T non-overlapping blocks;
6) Compute power in each block and construct $T \times T$ feature vector.

In the first step, palm image must be smoothed in order to reduce the effect of noise and to eliminate weak palm lines that do not capture our interest. The best method for smoothing images is applying a Gaussian filter to them. The discrete 2D Gaussian filter is defined to be:

$$G(m, n) = \frac{1}{2\pi \sigma^2} e^{-\frac{(m-\mu_x)^2 + (n-\mu_y)^2}{2\sigma^2}}$$  (2)

Using linear filtering to apply this function to palm image, values of the Gaussian function are arranged in a matrix, called a mask. The result of applying this mask, $G$, to the original image, $I$, at point $(m,n)$ can be computed using the following expression:

$$P(m, n) = \sum_{s=-a}^{a} \sum_{t=-b}^{b} M(s, t) I(m + s, n + t)$$  (3)

The above filtering scheme has a number of parameters to be set; the Gaussian function has zero mean and a variance of 1 which was determined experimentally. Moreover, mask size, $a$ and $b$, is another parameter to be set, here we used a square mask of size $7 \times 7$ ($a=b=3$), which was also experimentally chosen. Fig.4 depicts the smoothed image.

With the smoothed image available, edges of the principal lines must be extracted. Here, among many available different edge detection methods, Sobel was chosen. Although Canny edge detection method is very popular, it tends to connect otherwise separate pieces of lines resulting in a fully connected set of lines that do not demonstrate major features of the palm. Using Sobel provides the advantage that only edges of the major lines are detected and minor lines are discarded. After applying Sobel mask, there will also be isolated points that need to be eliminated. To remove them, a neighborhood approach was pursued: for every nonzero pixel consider a neighborhood of 3 by 3 pixels, if the number of adjacent nonzero pixels is less than 3 discard it. This post-processing demonstrates significant efficacy in discarding irrelevant isolated points. In the third step, second order derivative of the palm image is computed. Pixels with positive values are kept, since pixels of the palm at principal line locations have darker values than their surrounding pixels and usually second order derivative has its maximum values at these points. Fig.5 depicts the result of this step.

In the forth step, palm lines are extracted from resulting images of the previous two steps: a binary image containing edges and a grayscale image of the second derivative values. Fig.6 depicts the result of this step. To combine these two images, morphological dilation is used to expand the region around edges and then the two images are simply multiplied, resulting in an image containing major lines and wrinkles. In steps five and six, after these lines are extracted from images, each image is divided into a number of blocks and average energy in each of these blocks is computed. These numbers representing power of image in each of these blocks is then used as features. Extracting line features from each of the spectrums we get four vectors of features. Fig.7 represents the result of our line extraction method. As can be seen not all of the lines are extracted and for those that are extracted, the final lines are not necessarily connected. But these lines are actually enough, because they give the overall structure of the palm lines. After extracting the palm lines, we should find the palm-line power features. As previously mentioned, there are 500
different palms in the database. Suppose that the palmprints’ matrices are named from $P_1$ to $P_{500}$. For each palm, there are 12 sample images in four spectrum bands (red, green, blue, NIR). Putting all of these twelve sample images in a row vector we get $P_i$, which can be written as:

$$P_i = [P_{i1}|P_{i2}|...|P_{i12}] \quad \text{for} \quad i = 1 : 500 \quad (4)$$

Any of the $P_{ij}$s consists of four images in four different spectrums. We represent the red, green, blue and NIR elements with $R_{ij}, G_{ij}, B_{ij}$ and $N_{ij}$ matrices. So $P_{ij}$ can be shown as:

$$P_{ij} = [R_{ij}|G_{ij}|B_{ij}|N_{ij}] \quad (5)$$

Each of $R_{ij}, G_{ij}, B_{ij}, N_{ij}$ is a 128 by 128 matrix, so $P_{ij}$ is a 128 by 512 matrix. After extracting palmlines, we divide each of $R_{ij}, G_{ij}, B_{ij}, N_{ij}$ to 4 by 4 non-overlapping blocks. So each of these matrices is divided into 1024 sub-matrices. We number these sub-matrices from 1 to 1024 as it is shown in Fig.8.

|   | 33 | ... | 993 |
|---|----|-----|-----|
| 2 | 34 | ... | 994 |
|   |    |     |     |
| 32 | 64 | ... | 1024 |

Fig. 8. matrix numbering

After that, we reform the $R_{ij}$ using the following equation:

$$R_{ij} = [R^{(1)}_{ij}, R^{(2)}_{ij}, ..., R^{(1024)}_{ij}] \quad (6)$$

Now, for each $R^{(k)}_{ij}$ the power of pixels’ illumination needs to be computed. The power allocated to each $R^{(k)}_{ij}$ can be calculated using the following equation:

$$f^{(k)}_{ij} = \frac{1}{16} \sum_{p(m,n) \in R^{(k)}_{ij}} p(m,n)^2 \quad (7)$$

Where $p(m,n)$ is the value of image at point $(m,n)$. So the palmline feature vector for each $R_{ij}$ is a row vector with 1024 elements as shown below:

$$f(R_{ij}) = [f^{(1)}_{ij}, f^{(2)}_{ij}, ..., f^{(1024)}_{ij}] \quad (8)$$

Now, we have the feature vectors $R_{ij}$. The feature of $G_{ij}, B_{ij}$ and $N_{ij}$ can also be extracted using the above method. The feature vector for each palmprint has 4048 elements as shown below:

$$f(P_{ij}) = [f(R_{ij})|f(G_{ij})|f(B_{ij})|f(N_{ij})] \quad (9)$$

In the training section, we use 6 samples from each palmpoint and find the feature vector of each of them, then the attributed feature vector to each palm can be found by averaging on these 6 feature vectors. For example, if we select the first 6 samples as training samples, we can find the feature vector for $P_{ij}$ using the following equation:

$$f(P_{ij}) = \frac{1}{6} \sum_{k=1}^{6} f(P_{ij}) \quad (10)$$

To identify a sample $P_x$, feature vector of the sample is extracted and then the euclidean distance of this vector to each of the 500 feature vectors in the palmprint data base is computed. We show the distance of $P_x$ from $P_j$ with $d^L_{xj}$ where $L$ indicates the line feature. So :

$$d^L_{xj} = \| f(P_x) - f(P_j) \| \quad (11)$$

$d^L_{xj}$ will be used in the final decision function.

B. Discrete Wavelet Transform

The Discrete Wavelet Transform (DWT) is used in a variety of signal processing applications, such as video compression [21], Internet communications compression [22] and object recognition [23]. Unlike the Fourier transform, whose basic functions are sinusoids, wavelet transform is based on small waves, called wavelets, of varying frequency and limited duration [24]. This transform is discrete in time and scale. In other words, the DWT coefficients may have real floating point values, but the time and scale values used to index these coefficients are integers. DWT can efficiently represent some signals, especially ones that have localized changes. Consider the example of representing a unit impulse function with the Fourier transform, which needs an infinite amount of terms because we are trying to represent a single quick change with sum of sinusoids. However, the wavelet transform can represent this short-term signal with only a few terms [24].

Although used in many fields, including mathematics, physics and image processing the terminology was different. In the late 1980s, Stephane Mallat unified the work into one topic, called Multiresolution Theory [25]. As the name implies Multiresolution theory is concerned with representation and analysis of signals in more than one resolution, based on the idea that some features may go undetected in one resolution while in another resolution they may be easily spotted. Multiresolution theory incorporates and unifies techniques from a variety of disciplines, including subband coding from signal processing, quadrature mirror filtering in digital speech recognition, and pyramidall image processing [26]. One powerful, but conceptually easy structure for representing images at more than one resolution is image pyramids, which is a collection of decreasing resolution images in the form of a pyramid. With the 1 by 1 image at the summit of the pyramid and the highest resolution image at the base of the pyramid, the image at the J-th level has a resolution of 2J by 2J. Normally P levels of the pyramid are used in processes. In image processing, wavelet transforms are used to create such pyramids. An image pyramid is shown in Fig.9.

One dimensional DWT can be viewed as a pair of FIR filters, a lowpass filter and a highpass filter, each followed by a downsampler as depicted in fig.10. For the special case of Daubechies wavelets, these lowpass and highpass filters are FIR filters with 4 coefficients resulting in the following lowpass and highpass filters:

$$LPF : h_0 = az^0 + bz^{-1} + cz^{-2} + dz^{-3}$$
Fig. 9. Image Pyramid

$$HPF : h_1 = d z^0 - c z^{-1} + b z^{-2} - a z^{-3}$$

Where, for example, for db2 the coefficients are $a = -0.1294$, $b = 0.2241$, $c = 0.8365$, and $d = 0.4830$. Here we used db1 which is equivalent to Haar wavelet with the following coefficients:

$$d = 0, c = 0, b = a = 0.7071 = \frac{1}{\sqrt{2}}$$

Fig. 10. A one dimensional wavelet transform

Applying discrete wavelet transform to images (or to 2D data) can be accomplished in one of the two ways; either by applying the low- and high-pass filters along rows of the data, then applying each of these filters along the columns of the previous results as depicted in fig.11, or by applying four matrix convolutions, one for each lowpass/highpass, horizontal/vertical combination (i.e., low-horizontal low-vertical, low-horizontal high-vertical, etc.).

Xiang-Qian Wu proposed a method for wavelet-based feature extraction based on this property of wavelets that they preserve lines in horizontal, vertical and diagonal directions[27]. In this approach wavelet of the palm image is computed in a number of levels. They showed that three levels decomposition results in the best performance. Here, we use this method to extract features from our ROIs. Wavelet features are global features and do not describe spatial characteristics of the palm. In order to deal with this problem detail images are divided into $S*S$ non-overlapping blocks and the power of each block is computed. Using this scheme an overall of $S*S$ features are extracted from each image. If J levels of decomposition is applied, each feature vector has a length of $J*3*S*S$, where 3 comes from the number of detail images[27]. Using Daubechies ‘db1’ wavelet with 3 levels of decomposition for palm images from each of the four spectrums the method can be summarized in the following steps:

1) Decompose palm image to 3 levels using wavelet transform;
2) Divide each detail image into $S\times S$ non-overlapping blocks;
3) Compute power of each block and construct $3\times3\times S\times S$ dimensional vector.

In the training phase, 4 of such vectors are obtained for different spectrums of each palm image. These vectors are saved in the template. This template will then be used in the recognition phase to find the most similar palm to a given input. Fig.12 depicts a 3-level wavelet decomposition result.

Fig. 11. One level of 2D wavelet transform using FIR filters

Fig. 12. (a) palm image (b) 3-level wavelet decomposition

After computing the wavelet transform of the palmprints, features must be extracted. As for palm line features, first we form $P_i$ and $P_{ij}$ using the equations (4) and (5). Therefore, we have the following equations:

$$P_i = [P_{i1}|P_{i2}|...|P_{i,12}] \quad \text{for} \quad i = 1 : 500$$

$$P_{ij} = [R_{ij}|G_{ij}|B_{ij}|N_{ij}]$$
After that, the wavelet elements for all $R_{ij}, G_{ij}, B_{ij}$ and $N_{ij}$ must be found. For each of them there will be 9 wavelet elements which can be divided into 64 blocks. After calculating the average energy in each of these blocks we put them in a 64 by 9 matrix. Each column in this matrix is the blocks’ energy of one wavelet element. For example for $R_{ij}$ we have $w_{R_{ij}}^{(1)}, w_{R_{ij}}^{(2)}, \ldots, w_{R_{ij}}^{(9)}$, and each of the $W_{R_{ij}}^{(k)}$ is a column vector with 64 elements.

Now for each $w_{R_{ij}}^{(k)}$ we transpose it and set all the $w_{R_{ij}}^{(k)}$ in a row vector and name it the wavelet feature vector of $R_{ij}$ and display it with $w_{R_{ij}}$, so $w_{R_{ij}}$ is a row vector with 576 elements.

\[
\begin{align*}
\text{After extracting the wavelet feature of } R_{ij}, \text{ The feature of } G_{ij}, B_{ij} \text{ and } N_{ij} \text{ can be extracted in the same way. The feature vector of } P_{ij} \text{ can be extracted using the following equation :} \\
\quad & w_{P_{ij}} = [w_{R_{ij}}^{(1)} | w_{R_{ij}}^{(2)} | \ldots | w_{R_{ij}}^{(9)}] \\
\quad & \quad (13)
\end{align*}
\]

In the training section, we use 6 samples from each palmprint and find the feature vector of all of them, then the attributed wavelet feature vector to each palm can be found by averaging on these 6 wavelet feature vectors. For example, if we select the first 6 samples as training samples, feature vector for $P_{ij}$ can be extracted using the following equation:

\[
\begin{align*}
\quad & w_{(P_{ij})} = \frac{\sum_{j=1}^{6} w_{P_{ij}}}{6} \\
\quad & \quad (14)
\end{align*}
\]

For test a sample like $P_{x}$ we can act like palm line feature section. First, we find it’s wavelet feature vector and after that we find its euclidean distance with wavelet feature vectors of all 500 palmprints. We show the distance between $P_{x}$ and $P_{j}$ with $d^{W}_{xj}$ where $W$ represent the wavelet feature. So:

\[
\begin{align*}
\quad & d^{W}_{xj} = \| w_{(P_{x})} - w_{(P_{j})} \| \\
\quad & \quad (15)
\end{align*}
\]

$d^{W}_{xj}$ will be used in the final decision function.

C. Identification Decision Function

In our multispectral system, every time a person puts his hand on the palm sensor a set of images in four spectrums are taken: red, green, blue and infrared. To train the system for each individual, a number of these sets are required, four to six sets. Images in each of these sets are first passed to feature extraction sub-system resulting in eight feature vectors. In order to compensate for the effect of noise and misplacement of the palms, images of each spectrum are averaged over different sets and saved in the template. Now, to identify each new palm, feature vectors are first computed. Final decision is taken in three steps:

1) Compute average distance over four spectrums of the palm among palm line features.
2) Compute average distance over four spectrums of the palm among wavelet features.
3) Find the class with least over all distance.

In the first and second steps, simply euclidean distance of the new palm feature vectors with those representing each class in the template is computed. After the two previous steps we have two feature vectors $d^{L}_{xj}$ and $d^{W}_{xj}$. These features probably have different mean and variance, to make the decision fair we first normalize these distances. The normalized distance of palm lines and palm wavelets is computed using the following equation:

\[
\begin{align*}
\quad & d^{L}_{xj} \text{(normal)} = \frac{d^{L}_{xj}}{d^{L}_{xj} \text{(ave)}} \\
\quad & \quad (16) \\
\quad & d^{W}_{xj} \text{(normal)} = \frac{d^{W}_{xj}}{d^{W}_{xj} \text{(ave)}} \\
\quad & \quad (17)
\end{align*}
\]

The winning class will be chosen upon the sum of these two normalized distances. So the decision function depends on both of these distances and can be defined as:

\[
DF(x,j) = d^{L}_{xj} \text{(normal)} + d^{W}_{xj} \text{(normal)}
\]

For each $P_{x}$ the identified image will be $P_{k}$ if $k$ minimizes the above decision function. In other words $x$ is $k$ if and only if:

\[
k = \text{argmin}_{j=1:500} \{ DF(x,j) = d^{L}_{xj} \text{(normal)} + d^{W}_{xj} \text{(normal)} \}
\]

The averaging scheme has the advantage that it can moderate distortions that might occur in each individual spectrum and result in safer decisions.

III. RESULTS

Our palmprint identification algorithm is tested on a database \cite{28} containing 6000 palmprints captured from 500 different palms. Each palm was sampled 12 times within different times. So there are $12 \times 500 = 6000$ groups of palmprint images. Every group contains 4 palm images collected at the same scene under 4 different illuminations, including Red, Green, Blue and NIR (Near Infra-Red). The resolution of these images is $128 \times 128$. Correct identification takes place when the palmprint is classified into a palm image whose label is same as the label of this palmprint and misidentification takes place when the palmprint is classified into a category whose label is different from the label of this palmprint.

In our first experiment, half of the images from each group are used as training samples (in this experiment, the first six samples in each palm image are selected for training) and the remaining images are used as test samples. In all of the 3000 palmprints in the database, 14 samples were misidentified; So the identification accuracy is about 99.53%.

To make the experiment fair, we design another test. For each palmprint we select six samples randomly as training samples and test on the other samples. We repeat this test ten times and compute the final accuracy rate by averaging on the accuracy rate of each experiment. So, the number of test
samples in this experiment is 30000. In this experiment an accuracy rate of about 98.8% is attained. Another experiment is done to examine the effect of training samples on the accuracy rate (in all of these experiments we select the training samples randomly and repeat the test ten times). In the previous experiment, the number of training set samples and test samples for each palm were equal, in this experiment we reduce the number of the training samples to 5 and 4 and find out that the accuracy rate reduces a little, so this algorithm is robust to decline in the number of training samples. Therefore we can decide about a palmprint with less information. The result of this experiment is shown in Table I.

### IV. Conclusion

This paper proposed a hybrid feature for palmprint recognition. This feature consists of two different features, which one of them is sensitive to the major difference between different palms and the other one is sensitive to the partial difference between similar palmprints. By using this hybrid feature, our algorithm is able to identify palmprints with similar line patterns and unclear palmprints. This algorithm calculates two normal distances for each palmprint one of them is sensitive to the major difference between different palms and the other one is sensitive to the partial difference between similar palmprints. These distances are combined in a decision function and the final decision is based on this decision function. The proposed algorithm has some advantages over previous method. First it has a high accuracy rate, second it is flexible to the number of training samples and it is able to identify palmprints with a smaller number of training samples. In the future we will focus on the palmprints verification. This hybrid feature can be modified to be consistent with verification.
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**Table I**

| Number of training samples | Number of test samples | Accuracy of Principal line method | Accuracy of Wavelet method | Accuracy of proposed method |
|-----------------------------|------------------------|----------------------------------|---------------------------|----------------------------|
| 6                           | 30000                  | 94.58%                           | 98.39%                    | 98.88%                     |
| 5                           | 30000                  | 93.87%                           | 98.25%                    | 98.45%                     |
| 4                           | 40000                  | 93.22%                           | 97.81%                    | 98.08%                     |