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Abstract

We develop and implement a new type of global earthquake forecast. Our forecast is a perturbation on a smoothed seismicity (Relative Intensity) spatial forecast combined with a temporal time-averaged (“Poisson”) forecast. A variety of statistical and fault-system models have been discussed for use in computing forecast probabilities. An example is the Working Group on California Earthquake Probabilities, which has been using fault-based models to compute conditional probabilities in California since 1988. This WGCEP model is based on defining model earthquake faults, and assigning probabilities to various rupture scenarios. The results of these calculations are used as inputs to damage and loss models used to compute earthquake insurance rates. Another example of a forecast is the Epidemic-Type Aftershock Sequence (ETAS), which is based on the Gutenberg-Richter (GR) magnitude-frequency law, the Omori aftershock law, and Poisson statistics. In a more recent paper, we have taken a different approach. The idea is based on the observation that GR statistics characterize seismicity for all space and time. Small magnitude event counts (quake counts) are used as “markers” for the approach of large events. More specifically, if the GR b-value = 1, then for every 1000 M>3 earthquakes, one expects 1 M>6 earthquake. So if ~1000 M>3 events have occurred in a spatial region since the last M>6 earthquake, another M>6 earthquake should be expected soon. In physics, event count models have been called natural time models, since counts of small events represent a physical or natural time scale characterizing the system dynamics. In a previous paper, we used conditional Weibull statistics to convert event counts into a temporal probability for a given fixed region. In the present paper, we dispense with a fixed region, and develop a method to compute these Natural Time Weibull (NTW) forecasts on a global scale, using an internally consistent method, in regions of arbitrary shape and size. We develop and implement these methods on a modern web-service computing platform, which can be found at www.openhazards.com and www.quakesim.org. We also discuss constraints on the User Interface (UI) that follow from practical considerations of site usability. Among the results we find that the Japan region is at serious risk for a major (M>8) earthquake over the next year or two, a result that also follows from considering completeness of the Gutenberg-Richter relation.
1. Introduction

1.1 Background. The Working Group on California Earthquake Probabilities [1] computes the official earthquake forecast for the state of California. This is a (primarily) fault-based forecast that relies on crustal deformation, paleo-seismology, seismicity, and related data, to produce a model for use in earthquake insurance and formulation of building codes. In the past, the methods of computation have used several types of statistical distributions, including Poisson, log-normal, and Brownian Passage Time (Evans et al., 1993; Matthews et al., 2002) to convert fault-recurrence times into earthquake probabilities.

Expert elicitation is used as a method to construct and weight logic trees for the forecast selection process ([1]; Field et al., 2009). The first working group report was published in 1988, and the most recent report was published in 2009 (Field et al., 2009). The fault-based forecast is particularly useful for models of structural damage and loss developed by the commercial companies EQECAT, RMS, and AIR, as well as the HAZUS model available from FEMA. A characteristic common to all the WGCEP models is that a forecast of this type requires several years of effort by large numbers of scientists and engineers to produce. Future forecast methods may adopt alternative approaches as well, with the development and use of topologically realistic numerical earthquake simulations (e.g., Rundle et al., 2005; also ref. [1]).

A group using a somewhat similar approach is the Global Earthquake Model [2]. This group has adopted an approach similar to the WGCEP with the intention of creating a global, primarily fault-based model. They have developed a similar model called the “OpenQuake” model that is based on the OpenSHA model of Field et al. (2009).

Another type of earthquake forecast model is a “smoothed seismicity” model in which earthquake seismicity is smoothed in space to produce probabilities for spatial earthquake location occurrence (Rundle et al., 1997; 2002, 2003; Shcherbakov et al., 2005). Applications of this idea are the ETAS and BASS models that assume large earthquake probabilities are a function of the rate of small earthquake activity. Examples of these types of models are the ETAS (2005, 2006, 2007), BASS (Holliday et al., 2005, 2006, 2007) and STEP (Gerstenberger et al., 2005) models, which are statistical models utilizing the Omori and Gutenberg-Richter laws. Rundle et al. (2011) have shown that
this assumption is difficult to substantiate with standard tests of forecast accuracy and reliability.

In our previous paper (Rundle et al., 2012) we adopted the basic theoretical framework of repairable systems analysis and lifetime distributions (Xie and Lai, 1996; also ref [3]). We regard earthquake faults as components of a repairable system that is subject to continual stressing. These systems fail but are repairable in the sense that faults heal, only to fail again in the future due to the repeated increase of plate tectonic stresses. We also explicitly assume that earthquakes in a region are correlated with a correlation length $\xi$ as has been seen in observations (Jaume and Sykes, 1999; Jaume, 2000; Hainzl et al., 2000; Zoller et al., 2001). Within this framework, we must compute expressions for the lifetime of the components. Once this is done, we can compute the earthquake (failure) probability of seismically active regions.

1.2 “Forecast” vs. “Prediction”. Although dictionaries often list these terms as synonyms, we distinguish between a “forecast” and a “prediction” with the following terminology:

- A “prediction” is a deterministic statement about a future event that can be validated or falsified with a single observation.
- A “forecast” is a probabilistic statement about a future event that requires multiple observations to establish a confidence level.

In what follows below, we consider only earthquake forecasts. We do not focus on the question of precursors (e.g., Mogi, 1969; Kanamori, 1981; Bufe and Varnes, 1993; Wyss et al., 1996; Bowman and Sammis, 2004; Yen et al., 2006; Huang, 2006; Kossobokov, 2006; Mignan and Giovambattista, 2008; Huang, 2008; Hardebeck et al., 2008; Shearer and Lin, 2009; Greenhough et al., 2009; Rundle et al., 2011). Rather, we focus on the idea of smoothed seismicity models (Tiampo et al., 2002; Rundle et al., 2002; Chen et al., 2005; Chen and Wu, 2006; Kawamura et al., 2013).
1.3 Synopsis of Method. The forecast localization method (Rundle et al., 2012) we describe below can be regarded as a Natural Time Weibull (NTW) space-time perturbation on a spatial Relative Intensity (RI) forecast combined with a temporal time-averaged or “Poisson” forecast (Rundle et al., 2002, 2003; Holliday et al, 2005, 2006, 2007).

- We start with a square “pixel” located at $x_i$ and consider a time $t$, around which we construct a large circle of radius $R(x_i,t)$ according to rules described below (Figure 1). The circle of radius $R(x_i,t)$ corresponds to the regional area as described in Rundle et al. (2012).
- The RI piece of the forecast probability for the pixel at $x_i$ and at time $t$ is implemented by a factor $\rho(x_i,t)$ in equation (16) below. This factor allocates forecast weight to the location at $x_i$ in proportion to the level of historic small earthquake activity there in relation to the total small earthquake historic activity within $R(x_i,t)$.
- The time-averaged (“Poisson”) large earthquake rate of activity is given by a factor $\Omega(x_i)$. The average number of large earthquakes over the future (forecast) time interval $\Delta t$ is then $n_L = \Omega_i \Delta t$ within the circle of radius $R(x_i,t)$.

The perturbation to the RI-Poisson forecast is $\Psi_i(x_i,t,\Delta t)$ and is defined in equation (18) below. The overall lifetime exponent $h_i[t,\Delta t]$ at the pixel at $x_i$ and at time $t$ is given by:

$$h_i[t,\Delta t] = \begin{aligned} & \text{[RI factor]} \\
& \times [\text{Number Large Earthquakes in } \Delta t] \\
& \times [\text{ NTW perturbation }] \end{aligned} \quad (1)$$

The probability of a large earthquake occurring on one of a group of pixels is then:
The method of construction of the NTW perturbations explicitly assumes that the seismic activity is spatially correlated across the pixels with a correlation length $\xi$.

2. Natural Time Weibull Forecast Method

There is a need for a forecast method that accounts both for the current rate of activity, as well as the time since the last major earthquake. This is the natural time Weibull Method (“NTW”: Rundle et al., 2012). The NTW method computes conditional (Bayesian) probabilities based on “filling in” the Gutenberg-Richter magnitude-frequency relation:

$$ f_\mu = 10^a \cdot 10^{-bm} $$

where $f_\mu$ is the frequency (e.g., number per year) of events having magnitude larger than $m$, and $a$ and $b$ are constants (Scholz, 2002).

The NTW method is a “quake count” method. For example, suppose that the last large earthquake was an $m_L = 6$ event, and suppose further example that $b = 1$. The NTW method operates as follows:

- With $b = 1$ the GR relation implies that for every large earthquake with magnitude $m_L$, there are an average $N = 10^{6b(m_L-m_S)}$ smaller events with magnitude $m_S$. For $m_L \geq 6$ and $b=1$, there are 1000 $3 \leq m_S < 6$ small earthquakes.
- If 1000 small earthquakes $3 \leq m_S < 6$ earthquakes have occurred since the last large earthquake, the stable GR relation implies that another $m_L \geq 6$ earthquake is required to occur in the relatively near future if the observed GR relation is to continue to be valid.
Weibull statistics are then used to convert the quake count into a probability. We note that Weibull statistics are one of the most common statistical distributions used to describe lifetime and failure (Ebeling, 1997; [3]).

Another way to describe this idea is that a system characterized by a statistically stable scaling distribution may temporarily develop a deficiency of large events, since the small events are far more frequent. Eventually, the distribution must be “filled in” by the occurrence of a large event, thereby restoring the statistics for the number of large events relative to the number of small events.

Small events can therefore be used as a kind of “clock” that marks the “natural time” between the large events. This Quake Count method is a variation of the natural time hypothesis, and has been discussed in connection with earthquakes (King, 1989; Varotsos et al., 2005; Holliday et al., 2006).

In the previous paper (Rundle et al., 2012), we applied this method, together with backtesting algorithms, to large regions, for example, California and Nevada. In the present paper, we describe a method to spatially localize the NTW forecast to arbitrarily chosen geographic regions.

2.1 Weibull Probability – Time Domain

The goal is to compute the probability of a large event occurring within a time interval $\Delta t$ from the present in an arbitrarily defined spatial region. In the calendar time domain, the cumulative Weibull probability for the system to fail at or before time $t$ is defined by:

$$ P(t) = 1 - \exp \left[ - \left( \frac{t}{\tau} \right)^\kappa \right] $$

(4)
Here $\tau$ is a time scale, and $\kappa$ is a constant exponent. The Weibull law is used because it is probably the equation most widely used to describe the statistics of failure in engineered systems (Ebeling, 1997; [3]).

The Weibull law has mean $\langle t \rangle = \tau \Gamma[(\kappa+1)/\kappa]$, where $\Gamma[\cdot]$ is the gamma function, and variance $\sigma_t^2 = \tau^2 \left\{ \Gamma[(\kappa+2)/\kappa] - \left( \Gamma[(\kappa+1)/\kappa] \right)^2 \right\}$. Note that $\kappa = 1$ corresponds to a Poisson probability.

2.2 Weibull Probability – Natural Time or Event Count Domain

On the other hand, in the quake count (QC) or natural time (NT) domain, the Weibull law (Evans et al., 1993; also ref. [3]) is defined by a temporal scale constant $N = \langle N \rangle / \Gamma[(\beta+1)/\beta]$. Transforming equation (4) to the natural time domain, with parameters $N$, $\beta$, we have:

$$P(n) = 1 - \exp \left\{ - \left( \frac{n}{N} \right)^\beta \right\} \quad (5)$$

where $n$ is the number of small earthquakes ($m_S$) since the last large earthquake ($m_L$). Equation (5) is the probability of that a large earthquake will occur when $n$ or fewer small earthquakes have occurred.

The goal is to use equation (5) in a forward-looking ("predictive") sense. Therefore we use the conditional (Bayesian) form of the Weibull probability law (5):

$$P(\Delta n | n) = 1 - \exp \left\{ - \left( \frac{n + \Delta n}{N} \right)^\beta + \left( \frac{n}{N} \right)^\beta \right\} \quad (6)$$

Here $P(\Delta n | n)$ is a conditional probability. $P(\Delta n | n)$ is conditioned on the observation that $n$ small earthquakes $m_S$ have occurred since the last large earthquake having
magnitude larger than $m_L$. $P(\Delta n \mid n)$ is the probability that the next large earthquake will occur when an additional $\Delta n$ or fewer small earthquakes have occurred.

As discussed in our previous paper Rundle et al. (2012), an important problem is to relate the natural time interval $\Delta n$ to a calendar time interval $\Delta t$. The most logical assumption for small time intervals $\Delta t$ is to set:

$$\Delta n = \omega \Delta t$$  \hspace{1cm} (7)

where $\omega$ is the Poisson rate of small earthquakes $m_S$. Equation (7) is the (unconditional) maximum likelihood estimate for the number of small earthquakes occurring during a time interval $\Delta t$ under a Poisson or Gaussian assumption for earthquake probabilities in time (Bevington and Robinson, 1992).

Combining (6) and (7) we find:

$$P(\Delta n \mid n) = 1 - \exp \left\{ - \frac{(n + \omega \Delta t)}{N} \right\} + \left( \frac{n}{N} \right)^\beta$$  \hspace{1cm} (8)

All of the quantities in (8) are observable, an important qualification on the method.

Using equation (8), Rundle et al. (2012) showed that validated probabilities for large, fixed geographical regions could be computed. Regions were chosen for the validations that had at least 6 to 8 large earthquakes in the catalog since 1980, and data for all events were downloaded from the ANSS catalog [4].

For California, the catalog is complete down to about $m_S \geq 3.0$, whereas for the world, the completeness level is generally about $m_S \geq 4.5$ back to about 1980, although in some locations, completeness level can be larger, perhaps $m_S \geq 5.0$. Magnitudes used for “large” earthquakes were California, $m_L \geq 6.0$, and for the world, $m_L \geq 7.0$. 
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Probabilities were validated by means of the Reliability/Attributes test as well as the Receiver Operating Characteristic test. It was found that in general, $\beta \approx 1.4$. Because the California data is the best in the world, we set $\beta = 1.4$ globally. Testing of this assumption will be ongoing indefinitely (Rundle et al., 2013). Results of these calculations, the time series of probability for California, and Reliability/Attributes and ROC tests are shown in Figures 2-4 and Table 1.

There is a distinct need to develop a method for computing conditional probabilities for arbitrary geographic regions, and this is the problem we address now.

3. Localizing NTW Probabilities

Figure 4 illustrates the basic approach. We first consider the question of computing an exceedence probability for large events, i.e., the probability that the next large earthquake $m \geq m_L$ will occur within a time $\Delta t$ from now, conditioned on the previous occurrence of a large earthquake $m \geq m_L$ in the region.

3.1 Definitions and Components. The basic ingredients of the localization method are as follows:

- We consider a world-wide earthquake catalog, such as the ANSS catalog, beginning at a time $t_0$, and continuing up to a present time $t$.
- We partition (“tile”) the world into $6.48 \times 10^6$ cells or pixels of size $0.1^\circ \times 0.1^\circ$ (we neglect the cells within $10^\circ$ latitude of the north and south poles).
- At each of the pixels used world-wide (“$i^{th}$ pixel”), extend (“grow”) a circle outwards until it contains at least 300 small earthquakes and at least 5 large earthquakes having the target magnitude $m_L$ (Figure 1). Radius of the circle is denoted by $R(x_i,t)$. This region will be used to determine the time averaged (“Poisson”) rate $\Omega_i(m_L)$ of earthquakes having magnitude $m \geq m_L$. 
For a seismically active location, $R(x_i,t)$ can be small, of the order of kilometers or tens of kilometers. For less active regions, $R(x_i,t)$ is limited by assumption to radii of a maximum of 1800 km.

Since small earthquake seismicity tends to be highly clustered in space, it is not generally possible to use the same number of small earthquakes for each pixel.

The pixel that is at the center of the large circle will be termed the “central pixel.”

The most recent of these large earthquakes will be used as the reference time from which to begin counting small earthquakes.

The fraction of small earthquakes $m \geq m_S$ contained within the large circle, occurring in the central pixel (pixel $i$) between $(t_0, t)$ will be referred to as $\rho(x_i, t) = \rho_i(t)$.

The Poisson rate of small earthquakes $m \geq m_S$ within the large circle centered on pixel $i$ is denoted by $\omega_i$. Note that the Poisson rate is the number of such small earthquakes over the long time interval covered by the catalog. In this case, the time interval is from 1980 up to the present day.

The Gutenberg-Richter $b$-value of the small earthquakes $m \geq m_S$ occurring within the large circle is denoted by $b_i$.

The number of small earthquakes since the last large earthquake within the large circle will be denoted by $n_i(t)$.

Within the large circle centered on pixel $i$, the number $N_i$ of small earthquakes having magnitude $m_S \leq m < m_L$ corresponding to 1 large earthquake of magnitude $m_L$ is $N_i = 10^{b_i(m_L - m_S)}$.

Given the Gutenberg-Richter $b$-value of the small earthquakes $m \geq m_S$, we note that the expected Poisson rate $\Omega_i$ for the large earthquakes $m \geq m_L$ within the large circle is:

$$\Omega_i = \frac{\omega_i}{N_i} = \omega_i 10^{-b_i(m_L - m_S)}$$

Note that in many parts of the world, catalog completeness issues may imply that $\Omega_i$ can be more accurately determined than $\omega_i$, while also noting that $b$-values can be determined relatively well from recent magnitude-frequency data (see the discussion in section 3.4).
As a result, a better strategy is to use the observed rate of large earthquakes directly and extrapolate these to small earthquake rates if needed.

We note that if the previous conditions of 5 large earthquakes within 1800 km radius is not possible, then determine the largest value of $m_L$ for which it is possible and its associated circle radius $R(x_i,t)$. Then use the GR relation to extrapolate:

$$\Omega_i(m) = \Omega_i(m_L) \cdot 10^{b(m_L-m)} , \quad m > m_L$$

---

Given an optimal value of exponent $\beta$, we compute the lifetime factor (exponent of the probability) by the method of Rundle et al. (2012):

$$H_i[n_i, \Omega_i\Delta t, m \geq m_L] = \left( \frac{n_i}{N_i} + \Omega_i\Delta t \right)^\beta - \left( \frac{n_i}{N_i} \right)^\beta$$

---

**3.2 Effects of More Distant Earthquakes.** There is a problem which is involved with accounting for the effects of more distant earthquakes, both small and large, outside the circle of radius $R(x_i,t)$. In models of the earthquake process published in the recent past (Klein et al., 2000), it has been pointed out that earthquakes are spatially correlated with a correlation length roughly equal to the size of the largest earthquake in the region. In the present work, we assume that this distance is about 400 km, which is a typical source dimension for large and great earthquakes.

The method by which these more distant earthquakes are incorporated into the algorithm is by the use of the correlation function. We adopt the simplest method, noting that the correlation function $C(r)$ for a mean field system in $d = 2$ dimensions is (Goldenfeld, 1992):

$$C(r) = e^{-r/\xi}$$

where $r$ is radial distance and $\xi$ is the correlation length. Note that $C(r) \leq 1$. 

---
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We use the \( d = 2 \) dimensional correlation function since the distances between the large earthquakes are usually to be significantly than their depths, which are often crustal depths < 30 km or so. In other words, if depth \( \ll \xi \), then the \( d = 3 \) dimensional correlation function is well approximated by (12). In addition, depth data in the global catalogs are less reliable than latitude-longitude position. Future work (Rundle et al., 2013) will explore the effects of using the \( d = 3 \) dimensional correlation function.

We use (12) in the following way. Note that for small earthquakes \( m_L > m \geq m_S \), if the location \( x_s \) of the small earthquake is inside the circle of radius \( R(x_i, t) \), i.e., \( r = |x_s - x_i| > R(x_i, t) \), we increment the sum \( n_i(t) \) by:

\[
n_i(t) \rightarrow n_i(t) + 1 \quad \text{for} \quad r \leq R(x_i, t) \tag{13}
\]

However, for small events outside the circle of radius \( R(x_i, t) \), i.e., \( r \geq R(x_i, t) \), we increment the sum \( n_i(t) \) by:

\[
n_i(t) \rightarrow n_i(t) + e^{-(r-R)/\xi} \quad \text{for} \quad r \geq R(x_i, t) \tag{14}
\]

In words, a more distant small earthquake increases the event count, but not by as much as such a small earthquake within the range of correlation.

Likewise, for large earthquakes for which \( m \geq m_L \), one might expect that the overall total stress level in the earth has declined, and that such an event decreases the likelihood of another such event. Within the radial distance \( r \leq R(x_i, t) \):

\[
n_i(t) \rightarrow 0 \quad \text{for} \quad r \leq R(x_i, t) \tag{15}
\]

Outside the radial distance \( r \geq R(x_i, t) \), we again use (12) to incorporate this aspect of the model:

\[
n_i(t) \rightarrow n_i(t) \times \left( 1 - e^{-(r-R)/\xi} \right) \quad \text{for} \quad r \geq R(x_i, t) \tag{16}
\]
In words, a large distant earthquake decreases the small \( n_i(t) \) event count, but not by as much as a large event within the range \( r \leq R(x_i,t) \) for which \( n_i(t) \to 0 \) following the large earthquake.

### 3.3 Spatial and Temporal Correction Factors.

\( H_i[n_i, \Omega_i \Delta t, m \geq m_L] \) must be computed from some initial time \( t_0 \) up to the current time \( t \) using only prior catalog data. This means that all quantities appearing in \( H_i[n_i, \Omega_i \Delta t, m \geq m_L] \), including the Poisson rate, are implicitly functions of time \( t \).

We must account for the idea that only a fraction \( \rho_i \) of the small earthquake activity within the large circle is associated with the spatial pixel of interest. In addition, we should also recognize that the lifetime factor \( H_i[n_i, \Omega_i \Delta t, m \geq m_L] \) must be consistent with the constraint of an observable time averaged ("Poisson") rate of large earthquakes within the large circle of radius \( R(x_i,t) \). We therefore determine a time-dependent correction factor \( f_i(t) \) for each pixel.

We first define \( n_L \equiv \Omega_i \Delta t \), the average number of large events within the forecast time interval \( \Delta t \) of the target magnitude \( m \geq m_L \) within the circle of radius \( R(x_i,t) \). We note that \( n_L \) can be determined either by extrapolation from small magnitude earthquakes using the Gutenberg-Richter relation, or directly from the large magnitude events themselves. We have found that in general, determining \( n_L \) directly from the number of large magnitude events seems to be the best approach. This is because the catalogs are more likely to be complete at the large magnitude level than at the small magnitude level.

Then the normalization is defined to be:

\[
n_L = f_i(t) \frac{1}{(t-t_0)} \int_{t_0}^{t} H_i[n_i(t'), \Omega_i(t') \Delta t, m \geq m_L] \, dt' \quad (17)
\]

so that:
\[ f_i(t) = \frac{n_L}{(t - t_0) \int_{t_0}^{t} H_i[n_i(t'),\, \Omega_i(t')\Delta t, m \geq m_L] \, dt'} \]  

(18)

We define:

\[ h_i[t, \Delta t] = \rho_i(t) \, f_i(t) \, H[n_i, \, \Omega_i \Delta t, m \geq m_L] \]  

(19)

The factor \( \rho_i(t) \) allocates a fraction of the lifetime factor to the pixel \( x_i \) corresponding to the historical fraction \( \rho_i(t) \) of the small earthquake seismicity that occurs within the circle of radius \( R(x_i,t) \) centered at \( x_i \). In other words, \( \rho_i(t) \) is the total number of historical small events in the central pixel at time \( t \) divided by the total number of historical small events within the circle of radius \( R(x_i,t) \).

The factor \( f_i(t) \) makes the lifetime factor consistent with the long term average ("Poisson") rate of large earthquake activity in the region within \( R(x_i,t) \). We may alternately write equation (18) as:

\[ h_i[t, \Delta t] = \rho_i(t) \, n_L(x_i) \, \Psi(x_i, t, \Delta t) \]  

(20)

where:

\[ \Psi(x_i, t, \Delta t) = \frac{\int_{t_0}^{t} H_i[n_i(t'),\, \Omega_i(t')\Delta t, m \geq m_L] \, dt'}{1 - \int_{t_0}^{t} H_i[n_i(t'),\, \Omega_i(t')\Delta t, m \geq m_L] \, dt'} \]  

(21)

Equation (21) is the NTW contribution to the overall lifetime factor \( h_i[t, \Delta t] \) and may be regarded as a time-dependent perturbation on the time averaged rate \( \Omega_i \) of large earthquakes within \( R(x_i,t) \).

The NTW probability for a large earthquake occurring at the pixel located at \( x_i \) within \( \Delta t \) after time \( t \) is then:
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\[ P(\Delta t | x_i, t) = 1 - \exp\left\{ -h_i(t, \Delta t) \right\} \]  

(22)

By construction, the probability for a large earthquake occurring in any of the subset \( \{x_i\} \) of pixels is:

\[ P(\Delta t | x_i, t) = 1 - \exp\left\{ -\sum_i h_i(t, \Delta t) \right\} \]  

(23)

The assumptions involved in going from equation (22) to (23) are that:

- The circle of radius \( R(x_i, t) \) is large enough so that \( h_i(t, \Delta t) \) does not depend sensitively on details of its size. We have conducted a series of trials with varying \( R(x_i, t) \) that lend support to this assumption.

- The lifetime factor of large earthquake occurrence within the subset of pixels \( \{x_i\} \) is proportional to the fraction of small earthquakes that occur within \( \{x_i\} \) relative to the total number that occur within \( R(x_j, t) \). This latter assumption finds support from the RELM test of earthquake occurrence that has been reported elsewhere.

Note that the model explicitly assumes that seismic activity is spatially correlated with a correlation length \( \xi \), and that the contribution to the exponent from the pixel at \( x_i \) is \( h_i(t, \Delta t) \).

3.4 Global Data Issues. Our goal is to produce a method that is valid world-wide. As a result, a major constraint on the efficacy of the method is variation in the quality of the data with location. For example, the quality of the data is highest in the United States, specifically California. Here the data catalogs are generally complete (at least in southern California) back to 1932 down to magnitudes of about \( m \geq 3.0 \). However, even though these early events may be included in the catalog, details of their source parameters such as locations magnitude determinations have improved substantially in the modern era (since about 1990).
By contrast, the global digital network has only been in place for a decade or two, and has been upgraded with more stations over the years since its establishment in 1986 [5]. A number of global locations are poorly covered even today by these stations, particularly in areas of Asia including China, India and the middle east, such as Pakistan, Iran, and Iraq. Since our method uses data back to 1980 to determine event counts, this lack of completeness in the small events of the global catalog is a serious problem. A manifestation of this problem is that average (“Poisson”) rates of large event activity that is extrapolated from historic small earthquake rates is generally too small in many regions of southern Asia and the middle east. However, global events larger than $m \geq 6$, have been generally observed during the last 30 years and are present in the catalog.

The computation of large earthquake average (“Poisson”) rates in these deficient regions must be improved. One strategy to do so is to draw circles having larger radii $R(x_i, t)$ that contain a sample of large magnitude earthquakes $m \geq m_L$. Typically we prefer to use at least 5 large earthquakes in these cases. The most recent of these 5 large earthquakes remains the reference event for counting small events.

We note that Gutenberg-Richter plots, which are often used to judge the completeness of a catalog, are often not useful for this purpose in our application. If most of the events in the catalog come from the last 5 years or so, which is often the case, a log frequency-magnitude GR diagram may appear linear due to the recent events. However, it could still have major data gaps at earlier time periods which precludes backtesting or other “retrocasting” that requires small event data at these earlier time periods.

4. Forecast Validation and Verification.

In a previous paper we discussed the issue of backtesting, validation and verification. Since we are dealing with a forecast here, we use validation and verification tests that have a substantial provenance, as discussed previously (Green and Swets, 1966; Winkler and Murphy, 1968; Murphy, 1973; Mason, 1982; Murphy and Daan, 1985; Hsu and Murphy, 1986; Murphy and Winkler, 1987; Murphy, 1988; Kharin and Zwiers, 2003;
Mason, 2004; Atger, 2004; Joliffe and Stephenson, 2005; Casati et al., 2008; Rundle et al., 2012; see also note [6]).

There are two important parameters to be determined by backtesting, specifically the exponent $\beta$ and the correlation length $\xi$. In Rundle et al. (2012) we also discussed another parameter $\alpha$ multiplying the average ("Poisson") rate, but the requirement that the lifetime factor be regarded as a perturbation on the time averaged ("Poisson") rate removes this parameter from consideration. In what follows, we also choose $\xi = 400$ km uniformly. Theoretical considerations (Klein et al., 2000) imply that $\xi$ should be approximately the source dimension of the largest earthquake in the region. For California, this linear dimension is indeed about 400 km, but for other parts of the world, particularly subduction zones, this value may be different. However, for purposes of simplicity, we adopt the convention that $\xi = 400$ km worldwide.

For now this leaves us the task of determining $\beta$ from backtests. In Rundle et al. (2012) we used Reliability/Attributes (R/A) tests and Receiver Operating Characteristic (ROC) tests to determine a value $\beta \approx 1.4$ for both the fixed California-Nevada region, as well as the Japan region. In the R/A test, one uses the Briar score, together with measures of reliability error, resolution and skill. In the ROC test, one uses the ROC curve as well as integrals such as the Area Skill Score. Bootstrap error analyses can be used to estimate confidence levels (Efron and Tibshirani, 1993).

Results of these are presented in Table 1 for the California-Nevada region, for two time periods. The first time period is for 1980-2012.95 (the most recent $m_L \geq 6$ earthquake was about 150 km SW of San Diego on December 16, 2012). The second time period is for 1995-2012.95. As explained in Rundle et al. (2012), we terminate the bootstrap analysis on the last large earthquake to occur, since any further forecast data will necessarily be counted as a false alarm by the testing procedures. The two initial dates account for, in the first case (1980), the onset of somewhat reliable analog data. The second intial date (1995) corresponds to the date at which the network in the California-Nevada was entirely digital, with uniform reporting standards.
As can be seen in the time series in Figure 2, occurrence of the $m_L \geq 6$ occurred at values of maximum values of probability of about 50% until 1995, after which the maximum value of probability is observed to be about 60%. The smaller values of probability may result from either incompleteness of the catalog (missing events) at the small event magnitudes. Another possibility is the underestimation of the magnitude of the small events. In either case, $n_i(t)$ would tend to be too small at the time the large earthquake occurred, therefore leading to a lower value of peak probability.

In further spot testing at various locations around the world, we continue to find that $\beta \approx 1.4$ represents a broad, flat minimum in the Briar reliability error. We will defer further consideration of these continuing and ongoing validation/verification activities to future publications (Rundle et al., 2013).

5. User Interface

One of the challenges (Rundle et al., 2013) in forecasting research is to present the information in usable form. To date, forecast information is typically presented in journal articles that are appropriate for archival purposes. However, earthquake forecasting information is dynamic, and requires a platform that allows computation, updating and independent analysis in real time. For that reason, we have encoded the methods described here into an open access online platforms [7-9]. A User Interface (UI) includes a toolset that allows retrieval of forecast information world-wide (“viewer tool”) for display onscreen via the standard web browsers.

The general workflow is as follows. Every evening at about midnight east coast time, catalog feeds are downloaded and combined to form the input data. These feeds are primarily the ANSS catalog and the USGS 30-day real time feed. Other data feeds may be used as appropriate. Since the ANSS catalog is not always updated in real time, and since our goal is to provide a real time forecast, we need to ensure that the catalog is in fact updated daily. When combining the catalogs, event IDs are checked to eliminate the possibility of including multiple listings of the same event.
The methods described in the foregoing discussion are then applied to compute the lifetime factor $h_i(t, \Delta t)$ at pixels of $0.1^\circ$ as discussed above following the download of the data. These lifetime factors are then assigned as tags to each screen pixel, and also used to construct a KML file for displaying the forecast on screen. Since the NTW lifetime factor is nonzero only at pixels where seismicity exists, about 4% of the earth’s surface, the NTW forecast by itself has sharp spatial boundaries. However, some of this sharpness can be due to errors in location of the catalog data.

As a result, we invoke a spatial smoothing of the lifetime factors, typically a Gaussian smoothing over radial distances of about $0.2^\circ$. In addition, where recent activity has been low, but previous activity has been high, the average “Poisson” rate is not negligible. The forecast that is finally displayed on the screen is therefore a combination, or ensemble forecast consisting of 80% NTW and 20% smoothed BASS (ETAS) forecast (Holliday et al., 2007). We have found that this combination of validated forecasts provides adequate spatial smoothing consistent with uncertainty in global earthquake locations, while at the same time providing enhanced aftershock probability in a region while maintaining the great majority of the NTW forecast probability.

A second important issues is the need for a rapid response time in a web-based forecast. Users will typically wait for periods of only seconds for a response from a query. While this is not important for research data, it is nevertheless important if the idea is to increase practical utility of the data. For that reason, we have made several choices in the architecture of the site that emphasize speed of response.

An example is the forecast timeseries tool. This tool must parse many gigabytes of data to return a timeseries for the selected region. In addition, most web browsers have a relatively small time out setting. So if the results are to be delivered to users via a browser, the amount of data delivered cannot be unlimited. As a result, we limit the timeseries to a past interval of only 5 years rather than the 32+ years of total data. In
addition, the selected region is also generally limited to about $3 \times 10^4$ km$^2$ for the same reason, unless the user chooses to reset the wait time on their browser.

To use these tools, the user navigates to the page [9]. The user can then invoke selection tools (radio buttons) to locate a circular region anywhere on the planet with arbitrary radius, or a polygon selection allowing regions of arbitrary shape. The system then sums the lifetime exponents for all of the pixels in the selection region, and computes and displays the probabilities in tabular form. The table appears in the lower left corner of the viewer page listing the forecast probabilities for various time periods into the future (1 month, 1 year, 3 years) and for various magnitude levels ($m \geq 5$, $m \geq 6$, $m \geq 7$, $m \geq 8$).

If the selected region is small enough, one can also display the forecast probability timeseries by clicking on the button labeled “Forecast Timeseries”. If the selected region is too large (radius > 100 km or so), the browser will typically time out after waiting 60-120 seconds and a “no data” warning will be displayed. It is possible to increase the time out period for some browsers, but not for all. These practical considerations do not, of course, apply for research or offline forecast computations.

6. Results and Discussion

Figures 2-4 show updated plots of regional forecasts for California-Nevada and for Japan, together with results from the R/A and ROC backtests. Earlier versions of these plots appeared in our previous paper (Rundle et al., 2012). Note that the backtests are carried out for time periods from 1980 to 2012.95 = December 16, 2012, the time of occurrence of the latest earthquake. As discussed, this is because the time period following the latest large earthquake will always be counted as a false alarm, since no large earthquake has as yet occurred.

Screen shots from [7,9] are shown in Figures 5-8. Figures 5 and 7 are maps of California and Japan, respectively, displaying selection circles, together with contours of
the NTW forecast. The circular selection region in California has a radius of 100 km, while the selection region for Japan has a radius of 150 km. For California, we show in Figure 6 the time-dependent nature of the forecast probabilities for $m_L \geq 6.0$ events in the selection circle of Figure 5 over the course of the 5+ years since January 1, 2008.

One can observe sudden decreases in the forecast due to the occurrence of nearby earthquakes having $m_L \geq 6.0$. These events outside the circular selection region influence the probability of large events inside the selection region via the influence of the exponential term in equation (16). Sudden increases in probability are generally due to aftershocks of the large nearby earthquakes occurring either in the circular selection region itself, or farther away, influencing the probability via the exponential term in equation (14). Figure 8 shows a similar timeseries plot of forecast probability for the circular selection region centered on Tokyo, Japan.

A User Interface of the type described here provides a means of discovery that has not previously been available. Referring to the Japan example, we can see that computed forecast probabilities for a large or great earthquake in the next 1-3 years are quite high, as can be seen from the viewer site, and are shown in Table 3, even for events having $m \geq 8.0$. We may ask whether these probabilities are reasonable, inasmuch as the great $m = 9.1$ earthquake on March 11, 2011 in Tohoku might be presumed to have relieved the regional stress level and therefore decreased the likelihood of another great earthquake.

To answer this question, recall that the NTW method simply presumes that over time, the Gutenberg-Richter relation will be complete at all magnitude levels. If there has been a large number of small earthquakes, and a relative deficiency of large earthquakes, then it seems reasonable to expect that this deficiency will be filled in. When the next large or great earthquake occurs is determined by the accumulation of future earthquakes in the selected region. We estimate the accumulation rate by the Poisson rate of small earthquakes and scale this small earthquake rate to the expected accumulation rate of large earthquakes to convert from natural or event count time to calendar time.
To make this point more clearly about Japan, Figure 9 shows the Gutenberg-Richter relation for the 150 km circular region around Tokyo, for all events just after the March 11, 2011 earthquake up to the present (June 12, 2013). It can be seen that the number of earthquakes larger than $m_L \geq 6.0$ falls below the scaling line that has been fit to the small magnitude earthquake distribution. There is an obvious deficiency of earthquakes $m_L \geq 6.0$, meaning that larger earthquakes are needed to complete the linearity of the Gutenberg-Richter relation.

Finally, we comment on the debate regarding whether great earthquakes trigger other great earthquakes globally, possibly leading to the apparent clustering of such great events that has recently been observed since about 2004. This can be interpreted as two possibly unrelated phenomena, causality and correlation. On the one hand, there is the problem of whether great earthquakes trigger, or cause other great earthquakes by some as yet poorly understood physics. On the other hand, there is the problem of whether the clustering represents the synchronization of some global processes, or whether it arises from purely random events.

Shearer and Stark (2011) have discussed these ideas and conclude that the statistical evidence for such triggering or even anomalous clustering is weak. Van der Elst et al. (2013) examine additional data on great earthquakes from 1998-2011 and conclude that large earthquakes do not appear to cause an increase in rate of other large earthquakes elsewhere on the planet. They also estimate that a smaller catalog completeness level down to $m \geq 2.0$ is necessary for the International Seismic Center (ISC) catalog to resolve the question of whether regional triggering exists.

All of these conclusions are based on statistical analysis of the available catalog data, which is necessarily incomplete in important respects. The basic problem is the fact that the instrumental record is very short compared to the average recurrence time of such great earthquakes, so we are confined to the statistics of small samples.
The debate about triggering is a conversation about whether one great earthquake deterministically causes another great earthquake elsewhere on the planet. The NTW model only considers the accumulation of events in a region making up the Gutenberg-Richter relation, and does not assume any form of triggering. If no increase in small earthquake rates from distant great earthquakes occurs, then there will be no change in the Gutenberg-Richter relation and no local change in the probability of great earthquakes. NTW therefore implies nothing about causality or synchronization, it is only based on statistically completing the Gutenberg-Richter relation over time.
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Appendix

Probability Inversions and Magnitude Bands. We have found that in many locations in the world, problems with data quality lead to spurious results if a simple exceedance are computed. A manifestation of this is that apparent forecast “inversions” can occur, whereby forecast probabilities for $m_L \geq 7$ events may be larger than forecast probabilities for $m_L \geq 6$, for example, obviously a non-physical result. One strategy to deal with this problem is to compute a forecast in a band of large earthquake magnitudes $m_L \in [M_1, M_2]$, where $M_2 > M_1$, rather than computing an exceedance forecast for $m_L \geq M$.

To compute a forecast for a magnitude band $[M_1, M_2]$, we observe that the numbers $N_1$ and $N_2$ of small earthquakes $m$ corresponding to larger earthquakes $M_1$ and $M_2$ are:

\[ N_1 = 10^b(M_1 - m) \tag{22} \]
\[ N_2 = 10^b(M_2 - m) \]

The difference between these two numbers:

\[ N^* = N_2 - N_1 = 10^b(M_2 - m) - 10^b(M_1 - m) \]
\[ \quad = 10^{-bm} \left[ 10^{bM_2} - 10^{bM_1} \right] \tag{23} \]

is a characteristic (reference) number of small earthquakes associated with this band of large magnitudes.

If we do some simple manipulations, we can put this into the desired form.

First define:

\[ 10^{bM^*} = 10^{bM_2} - 10^{bM_1} \tag{24} \]
Then we see from (9) that:

\[ N^* = 10^{b(M^*-m)} \]  

(25)

It is then easy to find that:

\[ M^* = M_1 + (1/b) \log_{10}(10^{b \Delta M} - 1) \]  

(26)

The number \( N^* \) and the large magnitude \( M^* \) are then characteristic of the band from \( M_1 \) to \( M_2 \), where \( \Delta M = M_2 - M_1 \).

To implement this additional feature of forecasting within a magnitude band centered on the magnitude \( m_j \), we use the definition as in (9):

\[ H_i[n_i, \omega_i \Delta t, m_j] = \left( \frac{n_i + \omega_i \Delta t}{N_i^*} \right) - \left( \frac{n_i}{N_i^*} \right)^\beta \]  

(27)

and proceed as previously. To compute an exceedance forecast for \( m \geq m_L \) rather than within a magnitude band \( m_j \in [M_j, M_{j+1}] \), we sum over all bands for which \( m_j \geq m_L \):

\[ H_i[n_i, \omega_i \Delta t, m \geq m_L] = \sum_j H_i[n_i, \omega_i \Delta t, m_j] \]  

(28)

Since all of the \( H_i[n_i, \omega_i \Delta t, m_j] \geq 0 \), we are guaranteed that there will be no forecast “inversions” of the type described above.
Notes.

[1] www.wgcep.org; http://pubs.usgs.gov/of/2007/1437/
[2] www.globalearthquakemodel.org
[3] NIST/SEMATECH e-Handbook of Statistical Methods, http://www.itl.nist.gov/div898/handbook/
   Weibull: http://www.itl.nist.gov/div898/handbook/apr/section1/apr162.htm
[4] NCEDC http://www.ncedc.org/cnss/catalog-search.html
[5] http://pubs.usgs.gov/fs/2011/3021/
[6] CAWCR, http://www.cawcr.gov.au/projects/verification/
[7] www.openhazards.com
[8] www.quakesim.org
[9] www.openhazards.com/viewer
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