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A thermal gradient and/or a chemical potential gradient in a conducting medium can lead to an electric field, an effect known as thermoelectric effect or Seebeck effect. In the context of heavy-ion collisions, we estimate the thermoelectric transport coefficients for quark matter within the ambit of the Nambu-Jona Lasinio (NJL) model. We estimate the thermal conductivity, electrical conductivity, and the Seebeck coefficient of hot and dense quark matter. These coefficients are calculated using the relativistic Boltzmann transport equation within relaxation time approximation. The relaxation times for the quarks are estimated from the quark-quark and quark-antiquark scattering through in-medium meson exchange within the NJL model.

I. INTRODUCTION

Heavy-ion collision experiments conducted at particle accelerators allow us to study the properties of fundamental constituents of nature, such as quarks and gluons. Experiments at Relativistic Heavy Ion Collider (RHIC) and Large Hadron Collider (LHC) indicate the formation of such a deconfined medium of quarks and gluons. The partonic medium so produced, behaves like a strongly interacting liquid with a small value of shear viscosity ($\eta$) to entropy density ($s$) ratio ($\eta/s$), cools down with expansion, undergoes a transition to the hadronic phase and finally free streams to the detector. One of the successful descriptions of the bulk evolution of such strongly interacting matter has been through relativistic hydrodynamics. Transport coefficients are important input parameters that enter in such a dissipative hydrodynamic description as well as in transport simulations that have been used to describe the evolution of such matter produced in a heavy-ion collision.

Hydrodynamic studies of the heavy-ion collisions suggest that the medium produced has a very small ratio of shear viscosity to entropy density ($\eta/s$)\[^{11,13}\]. It is amongst the smallest of known materials suggesting the quark-gluon plasma (QGP) formed is the most perfect fluid. The value of this ratio estimated from experiments is also found to be close to the conjectured KSS bound on the value of $\eta/s$\[^{13}\]. Just like shear viscosity determines the response to transverse momentum gradients there are other transport coefficients such as bulk viscosity, electrical conductivity, etc. which determine the response of the system to other such perturbations. Bulk viscosity \[^{4–9}\] determines the response to bulk stresses. It scales with the conformal anomaly ($\frac{\eta}{s} \sim \frac{\eta}{s}$) and is expected to be large near the phase transition as inferred from lattice calculations \[^{10,11}\]. The effect of such a large bulk viscosity to entropy ratio have been investigated on the particle spectrum and flow coefficients \[^{12,13}\]. Electrical conductivity ($\sigma_{el}$) \[^{14–32}\] is also important as the heavy-ion collisions may be associated with large electromagnetic fields. The magnetic field produced in non-central collisions has been estimated to be of the order of $\sim m^2$ at RHIC energy scales \[^{33,40}\]. Such magnetic fields are amongst the strongest magnetic fields produced in nature and can affect various properties of the strongly interacting medium. They may also lead to interesting CP-violating effects such as chiral magnetic effect etc \[^{41}\]. In a conducting medium, the evolution of the magnetic field depends on the electrical conductivity. Electrical conductivity modifies the decay of the magnetic field substantially in comparison with the decay of the magnetic field in vacuum. Hence the estimation of the electrical conductivity of the strongly interacting medium is important regarding the decay of the magnetic field produced at the initial stage of heavy ion collision. These transport coefficients have been estimated in perturbative QCD and effective models \[^{19,42–61}\]. At finite baryon densities, the other transport coefficient that is relevant is the coefficient of thermal conductivity and has been studied in \[^{62,63}\] both in the hadronic matter as well as partonic matter.
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In the present investigation, we focus on the thermoelectric response of the strongly interacting quark matter produced in a heavy-ion collision. It is well known from condensed matter systems that in a conducting medium, a temperature gradient can result in the generation of an electric current known as the Seebeck effect. Due to a temperature gradient, there is a non-zero gradient of charge carriers leading to the generation of an electric field. A measure of the electric field produced in such a conducting medium due to a temperature gradient is the Seebeck coefficient which is defined as the ratio of the electric field to the temperature gradient in the limit of vanishing electric current. Seebeck effect has been extensively studied in condensed matter systems such as superconductors, quantum dots, high-temperature cuprates, superconductor-ferromagnetic tunnel junctions, low dimensional organic metals,\textsuperscript{[64–72]} Such a phenomenon could also be present in the thermal medium created in heavy-ion collisions. It may further be noted that, in condensed matter systems a temperature gradient is sufficient for thermoelectric effect as there is only one type of dominant charge carriers in these systems. In the strongly interacting medium produced in heavy-ion collisions, on the other hand, both positive and negative charges contribute to transport phenomena. For vanishing baryon chemical potential (quark chemical potential) with equal numbers of particles and antiparticles there is no net thermoelectric effect. A finite baryon chemical potential (quark chemical potential) is required for the thermoelectric effect to be observed. The strongly interacting matter at finite baryon density can be produced in low energy heavy-ion collisions at finite, e.g. at FAIR and NICA. Along with the temperature gradient, we also consider a gradient in the baryon (quark) chemical potential to estimate the Seebeck coefficient of the partonic medium. The gradient in the chemical potential has effects similar to the temperature gradient. Using Gibbs Duhem relation for a static medium one can express gradient in the baryon (quark) chemical potential to a gradient in temperature. Effect of the chemical potential gradient significantly affects the thermoelectric coefficients as has been demonstrated in Ref.\textsuperscript{[72]} for hadronic system.

Seebeck effect in the hadronic matter has been investigated previously by some of us within the framework of the Hadron resonance gas model\textsuperscript{[73, 74]} However, the Hadron resonance gas model can only describe the hadronic medium at chemical freezeout whereas one expects deconfined partonic medium at the early stages of the heavy-ion collisions. In this investigation, we estimate the thermoelectric behavior of the partonic medium within the framework of the NJL model. Seebeck coefficient has also been estimated for the partonic matter including effects of a magnetic field within a relaxation time approximation in Refs.\textsuperscript{[75, 76]} However, this has been attempted with the relaxation time estimated within perturbative QCD which may be valid only for asymptotically high temperatures. Further, it ought to be mentioned that, the vacuum structure of QCD remain nontrivial near the critical temperature region with nonvanishing values for the quark-antiquark condensates associated with chiral symmetry breaking as well as Polyakov loop condensates associated with the physics of statistical confinement\textsuperscript{[77–80]}. Indeed, within the ambit of the NJL model, it was shown that the temperature dependence of viscosity coefficients exhibits interesting behavior of phase transition with the shear viscosity to entropy ratio showing a minimum while the coefficient of bulk viscosity showing a maximum at the phase transition\textsuperscript{[77, 78, 81]} The crucial reason for this behavior was the estimation of relaxation time using medium dependent masses for the quarks as well as the exchanged mesons which reveal nontrivial dependence before and after the transition temperature. This motivates us to investigate the behavior of thermoelectric transport coefficients within the NJL model which takes into account the medium dependence of quark and meson masses. This model has been used to study different transport properties of quark matter at high temperatures\textsuperscript{[6, 51, 81, 82]} and high densities\textsuperscript{[83–90]}. We organize the paper in the following manner. In Sec. (II), we discuss the Boltzmann equation within relaxation time approximation to have the expressions for the different thermoelectric transport coefficients when the quasi-particles have a medium dependent masses. In Sec. (III) we discuss thermodynamics and estimation of relaxation time within the two flavor NJL model. In Sec. (IV) we present the results of different transport coefficients. Finally, we give a possible outlook of the present investigation and conclude in Sec. (V).

II. BOLTZMANN EQUATION IN RELAXATION TIME APPROXIMATION AND TRANSPORT COEFFICIENTS

Within a quasiparticle approximation, a kinetic theory treatment for the calculation of transport coefficient can be a reasonable approximation that we shall be following similar to that in Refs.\textsuperscript{[5, 6, 45, 46, 91, 92]} The plasma can be described by a phase space density for each species of particle. Near equilibrium, the distribution function can be expanded about a local equilibrium distribution function for the quarks as,

\[ f(x, p, t) = f^{(0)}(x, p) + \delta f(x, p, t), \]
where the local equilibrium distribution function \( f^{(0)} \) is given as

\[
f^{(0)}(\mathbf{x}, \mathbf{p}) = \left[ \exp \left( \beta \mathcal{E}(\mathbf{p}) \right) \right]^{-1}.
\]  

(1)

Here, \( u^\mu = \gamma_u(1, \mathbf{u}) \), is the flow four-velocity, where \( \gamma_u = (1 - \mathbf{u}^2)^{1/2} \); \( \mu \) is the chemical potential associated with a conserved charge. Here \( \mu \) denotes the quark chemical potential and \( \beta = 1/T \) is the inverse of temperature. Further, \( p^\mu = (E, \mathbf{p}) \) is the particle four momenta, single particle energy \( E = \sqrt{\mathbf{p}^2 + M^2} \) with \( p = |\mathbf{p}| \). \( M \) is the mass of the particle which in general is medium dependent. The departure from the equilibrium is described by the Boltzmann equation,

\[
\frac{df_a(x, p, t)}{dt} = \frac{\partial f_a}{\partial t} + \frac{dx^i}{dt} \frac{\partial f_a}{\partial x^i} + \frac{dp^i}{dt} \frac{\partial f_a}{\partial p^i} = C^a[f],
\]

(2)

where we have introduced the species index ‘\( a \)’ on the distribution function. The right-hand side is the collision term which we shall discuss later. The left-hand side of the Boltzmann equation involves the trajectory \( x(t) \) and the momentum \( p(t) \). This trajectory, in general, not a straight line as the particle is moving in a mean-field, which, in general, can be space-time dependent. The velocity of the particle ‘\( a \)’ is given by

\[
\frac{dx^i}{dt} = \frac{\partial E_a}{\partial p_a^i} = \frac{p_a^i}{E_a} = v_a^i.
\]

Next, the time derivative of momentum, the force, in presence of an electric field (\( \mathcal{E} \)), magnetic field (\( \mathbf{B} \)) and a mean field dependent mass can be written as

\[
\frac{dp^i}{dt} = - \frac{\partial E_a}{\partial x^i} + q_a(\mathcal{E}^i + \epsilon^{ijk} v_j B_k).
\]

The time derivatives of \( \mathbf{x} \) and \( \mathbf{p} \) can be substituted on the left-hand side of the Boltzmann equation Eq.\( \text{(2)} \) and the same reduces to

\[
\frac{\partial f_a}{\partial t} + v^i \frac{\partial f_a}{\partial x^i} + \frac{\partial f_a}{\partial p^i} \left( -M_a \frac{\partial M_a}{\partial x^i} + q_a(\mathcal{E}^i + \epsilon^{ijk} v_j B_k) \right) = C^a[f].
\]

(3)

For the collision term on the right-hand side, we shall be limiting ourselves to \( 2 \to 2 \) scatterings only. In the relaxation time approximation the collision term for species \( a \), all the distribution functions are given by the equilibrium distribution function except the distribution function for particle \( a \). The collision term, to first order in the deviation from the equilibrium function, will then be proportional to \( \delta f_a \), given the fact that \( C^a[f^{(0)}] = 0 \) by the principle of local detailed balance. In that case, the collision term is given by

\[
C[f] = - \frac{\delta f_a}{\tau_a},
\]

(4)

where, \( \tau_a \), the relaxation time for particle ‘\( a \)’. In general relaxation time is a function of energy. We shall discuss more about it in the subsequent subsection where we estimate it within the NJL model. Returning back to the left-hand side of Eq.\( \text{(3)} \), we keep up to the first order in gradients in space-time. The left-hand side of the Boltzmann equation Eq.\( \text{(3)} \), is explicitly small because of the gradients and we, therefore, may replace \( f_a \) by \( f_a^{(0)} \). While the spatial derivative of the distribution function is given by,

\[
\frac{\partial f_a^{(0)}}{\partial x^i} = - f_a^{(0)}(1 - f_a^{(0)}) \partial_i (\beta E_a - \beta \mu_a) = - f_a^{(0)}(1 - f_a^{(0)}) \left( \frac{E_a}{T^2} \partial_i T + \beta \frac{M_a}{E_a} \frac{\partial M_a}{\partial x^i} - \partial_i (\beta \mu_a) \right),
\]

(5)

here \( \mu_a = b_a \mu, \) \( b_a \) being the quark number, i.e. \( b_a = 1 \) for quarks and \( b_a = -1 \) for antiquarks. The momentum derivative of the equilibrium distribution function is given by,

\[
\frac{\partial f_a^{(0)}}{\partial p^i} = - \frac{1}{T} f_a^{(0)}(1 - f_a^{(0)}) v_a^i.
\]

(6)
Substituting Eqs. (6) and (5) in the Boltzmann equation Eq. (3) for the static case (where the distribution function is not an explicit function of time) in the absence of magnetic field we have

\[-f_a^{(0)}(1 - f_a^{(0)}) \left[ v_i^a \left( -\frac{1}{T_e} \partial_i T E_a - \partial_i (\beta \mu_a) \right) + q_a \beta v_i^a \mathcal{E}_i \right] = \frac{\delta f_a}{\tau_a}. \tag{7}\]

The spatial gradients of temperature and chemical potential can be related using momentum conservation in the system and Gibbs Duhem relation. Momentum conservation in a steady-state leads to \( \partial_i P = 0 \) (\( P \), being the pressure) \[93\]. Using Gibbs Duhem relation, the pressure gradient can be written as, with the enthalpy \( \omega = \epsilon + P \),

\[\partial_i P = \frac{\omega}{T} \partial_i T + T n_q \partial_i (\mu/T) \tag{8}\]

which vanishes in steady-state. \( n_q \) denotes the net quark number density and \( \epsilon \) is the energy density. The above equation relates the spatial gradient of temperature to the spatial gradients in chemical potential as,

\[\partial_i \mu = \left( \mu - \frac{\omega}{n_q} \right) \frac{\partial_i T}{T}. \tag{9}\]

Using Eq. (9) and Eq. (7), \( \delta f_a \), the deviation of the distribution function is given as,

\[\delta f_a = \frac{\tau_a f_a^0 (1 - f_a^0)}{T} \left[ q_a v_a \cdot \mathcal{E} - \left( E_a - b_a \frac{\omega}{n_q} \right) \frac{v_a \cdot \nabla T}{T} \right]. \tag{10}\]

The nonequilibrium part of the distribution function gives rise to transport coefficients. The electric current is now given as,

\[J = \sum_a g_a \int \frac{d^3 p_a}{(2\pi)^3} q_a v_a \delta f_a \]

\[= \sum_a g_a q_a^2 \int \frac{d^3 p_a}{(2\pi)^3} v_a^2 \tau_a f_a^0 (1 - f_a^0) \mathcal{E} \]

\[-\sum_a g_a q_a \int \frac{d^3 p_a}{(2\pi)^3} \tau_a \left( E_a - b_a \frac{\omega}{n_q} \right) f_a^0 (1 - f_a^0) v_a \nabla T. \tag{11}\]

In Eq. (11) we have used \( v_i^a v_a^j = \frac{1}{3} v_a^2 \delta^{ij} \) as because the integrand only depends on the magnitude of momenta. Further, the sum is over all flavors including antiparticles. The degeneracy factor \( g_a = 6 \) corresponding to color and spin degrees of freedom. \( b_a \) is the quark number i.e. \( b_a = \pm 1 \) for quarks and antiquarks respectively.

Next, we write down the heat current \( I \) associated with the conserved quark number. For a relativistic system, thermal current arises corresponding to a conserved particle number. The thermal conduction due to quarks arises when there is energy flow relative to enthalpy \[93\]. Therefore the heat current is defined as \[93\],

\[T^i = \sum_a T_a^{0i} - \frac{\omega}{n_q} \sum_a b_a J_q^i. \tag{12}\]

Here, \( n_q \) is the net quark number density. The energy flux is given by \( T_a^{0i} \), the spatio-temporal component of energy-momentum tensor \( (T^\mu_\nu) \)[93].

\[T_a^{0i} = g_a \int \frac{d^3 p_a}{(2\pi)^3} p_i^a f_a. \tag{13}\]

While, quark current is given \( J_q^i \) is given by

\[J_q^i = g_a \int \frac{d^3 p_a}{(2\pi)^3} p_i^a f_a b_a, \tag{14}\]

Clearly, the contribution to the energy flux and quark current vanishes arising from the equilibrium distribution function \( f_a^{(0)} \) due to symmetry consideration and it is only the nonequilibrium part \( \delta f_a \) that contribute to the energy.
flux and quark current in Eqs. (13) and Eq. (14) respectively. Substituting the expression for $\delta f_a$ from Eq. (10) in Eq. (12), the heat current $I$ is given as,

$$I = \sum_a \frac{g_a}{3T} \int \frac{d^3p_a}{(2\pi)^3} f_a^0(1-f_a^0) c^2 T_a \left[ q_a \left( E_a - b_a \frac{\omega}{n_q} \right) \mathcal{E} - \left( E_a - b_a \frac{\omega}{n_q} \right)^2 \frac{\nabla T}{T} \right]$$  \hspace{1cm} (15)

The Seebeck coefficient $S$ is defined by setting the electric current $\mathbf{J} = 0$ in Eq. (11) so that the electric field becomes proportional to the temperature gradient i.e.

$$\mathcal{E} = S \nabla T.$$  \hspace{1cm} (16)

Therefore the Seebeck coefficient for the quark matter in the presence of a gradient in temperature and chemical potential can be expressed as,

$$S = \frac{\sum_a \frac{g_a}{3T} \int \frac{d^3p_a}{(2\pi)^3} \tau_a (1-f_a^0)(E_a - b_a \frac{\omega}{n_q})}{T \sum_a \frac{g_a}{3T} \int \frac{d^3p_a}{(2\pi)^3} \tau_a (1-f_a^0)}$$  \hspace{1cm} (17)

The denominator of the Seebeck coefficient in the above may be identified as $T \sigma_{el}$, where the electrical conductivity $\sigma_{el}$ is given by $\frac{g_a}{3T} \int \frac{d^3p_a}{(2\pi)^3} \frac{\tau_a}{(1-f_a^0)}$.

$$\sigma_{el} = \frac{\sum_a \frac{g_a}{3T} \int \frac{d^3p_a}{(2\pi)^3} \frac{\tau_a}{(1-f_a^0)}}{T \sum_a \frac{g_a}{3T} \int \frac{d^3p_a}{(2\pi)^3} \tau_a (1-f_a^0)}$$  \hspace{1cm} (18)

which may be identified from Eq. (11). Let us note that, while the denominator of the Seebeck coefficient is positive definite, the numerator is not so as it is linearly dependent on the electric charge of the species as well as on the difference $(E_a - b_a \frac{\omega}{n_q})$. This makes the Seebeck coefficient not always positive definite. This is also observed in different condensed matter systems.

In terms of the electrical conductivity and the Seebeck coefficient, the electric current Eq. (11) can be written as

$$\mathbf{J} = \sigma_{el} \mathcal{E} - \sigma_{el} S \nabla T.$$  \hspace{1cm} (19)

In a similar manner, the heat current as given in Eq. (15) can be written as,

$$I = T \sigma_{el} S \mathcal{E} - \kappa_0 \nabla T,$$  \hspace{1cm} (20)

where, $\kappa_0$, the thermal conductivity can be written as $\frac{g_a}{3T^2} \int \frac{d^3p_a}{(2\pi)^3} \tau_a \left( \frac{p_a}{E_a} \right)^2 \frac{\tau_a}{(1-f_a^0)} (1-f_a^0)$.

Using Eqs. (19) and (20), we can express the heat current $(I)$ in terms of electric current $(\mathbf{J})$ in the following way,

$$I = TS \mathbf{J} - (\kappa_0 - T \sigma_{el} S^2) \nabla T.$$  \hspace{1cm} (22)

From Eq. (22) we can identify the Peltier coefficient $(\Pi)$ and thermal conductivity $(k)$ in the presence of nonvanishing Seebeck coefficient as,

$$\Pi = TS, \quad k = \kappa_0 - T \sigma_{el} S^2.$$  \hspace{1cm} (23)

Note that the relation between the Peltier coefficient $(\Pi)$ and the Seebeck coefficient as given in Eq. (23) can be considered as the consistency relation. Also, note that the thermal conductivity in the absence of any thermoelectric effect as given in Eq. (21) matches with the expression of the thermal conductivity as reported in [93]. The Seebeck coefficient $(S)$, thermal conductivity $(\kappa_0)$, and the electrical conductivity $(\sigma_{el})$ depend upon, the estimation of the relaxation time as well as the quark masses that goes into the distribution functions through the single-particle energies and are medium dependent. We estimate these quantities in the Nambu-Jona-Lasinio model which is described in the next section.
We model the partonic medium using the two flavor Nambu-Jona-Lasinio (NJL) model and estimate the thermodynamic quantities, the quasi particle masses in the medium and the relaxation time. The two flavour NJL model with u and d quarks, can be described by the following Lagrangian

\[ \mathcal{L} = \bar{\psi}(i\gamma^a - m_a)\psi + G \left[ (\bar{\psi}\psi)^2 + (\bar{\psi}i\gamma^5\tau\psi)^2 \right]. \]  

Here, \( \psi \) is the doublet of u and d quarks; \( m_a \) is the current quark mass matrix which is diagonal with elements \( m_u \) and \( m_d \) and we take them to be same as \( m_0 \) assuming isospin symmetry; \( \tau \) are the Pauli matrices in the flavor space; \( G \) is the scalar coupling. NJL model is a QCD inspired effective model which incorporates various aspects of the chiral symmetry of QCD. The NJL model Lagrangian as given in Eq. (24) is symmetric under the chiral symmetry group \( SU(2)_V \times SU(2)_A \times U(1)_V \). The thermodynamic quantities e.g., pressure (\( P \)), energy density (\( \epsilon \)) and the number density (\( n_q \)) can be obtained once we know the thermodynamic potential of the NJL model. In a grand canonical ensemble, the thermodynamic potential \( \Omega \) or equivalently the pressure \( P \) can be expressed as,

\[ P = \frac{(M-m_0)^2}{4G} - \frac{2N_cN_f}{(2\pi)^3} \int dtk \log (1 + e^{-\beta(E-\mu)}) \]  

Here in the integrals \( dk \) denotes \( d^3k \). In the above, \( N_c = 3 \) is the number of colors and \( N_f = 2 \) is the number of flavors, \( E = \sqrt{k^2 + M^2} \) is the single particle energy with ‘constituent’ quark mass \( M \) which satisfies the self consistent gap equation

\[ M = m_0 + \frac{2N_cN_f}{(2\pi)^3} \int d^3k \frac{M}{\sqrt{k^2 + M^2}} (1 - f^{(0)} - \bar{f}^{(0)}). \]  

In the above equations \( f^{(0)} = (1+\exp(\beta\omega_-))^{-1} \) and \( \bar{f}^{(0)} = (1+\exp(\beta\omega_+))^{-1} \) are the equilibrium distribution functions for quarks and antiquarks respectively and we have written \( \omega_{\pm}(k) = E(k) \pm \mu \) with \( k \equiv |k| \). The energy density \( \epsilon \) is given by,

\[ \epsilon = \frac{2N_cN_f}{(2\pi)^3} \int dtkE(k)(1 - f^{(0)} - \bar{f}^{(0)}) + \frac{(M-m_0)^2}{4G}, \]  

so that enthalpy \( \omega = \epsilon + P \) is also defined once the solution to the mass gap equation Eq.(24) is known. In these calculations, we have taken a three momentum cutoff \( \Lambda \) for the for calculations of integrals not involving the Fermi distribution functions. The net number density of quarks \( n_q \) is given as

\[ n_q = \frac{2N_cN_f}{(2\pi)^3} \int d^3k f^{(0)} - \bar{f}^{(0)}. \]  

This completes the discussion on the all the bulk thermodynamic quantities defined for NJL model which enters in the definitions for Seebeck coefficient, electrical conductivity and thermal conductivity.

Next we discuss the estimation of relaxation time and as mentioned earlier we consider two particle scattering processes only. For a process \( a+b \rightarrow c+d \), the relaxation time for the particle a i.e. \( \tau_a(E_a) \) is given by

\[ \tau_a^{-1}(E_a) \equiv \tilde{\omega}(E_a) = \frac{1}{2E_a} \sum_b \int d\pi_b W_{ab} f^{(0)}_b(E_b), \]  

where, the summation is over all species other than the particle “a”. Further, in Eq. (29), we have introduced the notation \( d\pi_i = \frac{d^3p_i}{(2\pi)^3E_i} \) and \( W_{ab} \) is the dimensionless transition rate for the processes with \( a, b \) as the initial states. \( W_{ab} \) which is Lorentz invariant and a function of the Mandelstam variable \( s \) can be given by,

\[ W_{ab}(s) = \frac{1}{1+\delta_{ab}} \int d\pi_e d\pi_d (2\pi)^4 \delta(p_a + p_b - p_c - p_d)|M|^2 |_{ab \rightarrow cd}(1 - f_{c}^{(0)}(p_c))(1 - f_{d}^{(0)}(p_d)). \]  

In the expression of \( W_{ab} \) the Pauli blocking factors have been considered. The quantity \( W_{ab} \) can be related to the cross sections of various scattering processes. In the present case within the NJL model, the quark-quark, quark-antiquark and antiquark-antiquark scattering cross sections are calculated to order \( 1/N_c \) which occur through the \( \pi \).
and $\sigma$ meson exchanges in “$s$” and “$t$” channels. The meson propagators that enters into the scattering amplitude is calculated within the random phase approximation and includes their masses and the widths. The mass of the meson is estimated from the pole of the meson propagator at vanishing three momentum i.e.,

$$1 - 2G \text{Re}\Pi_{\hat{m}}(M_{\hat{m}},0) = 0.$$  \hfill (31)

where $\hat{m}$ denotes $\sigma, \pi$ for scalar and pseudoscalar channel mesons, respectively. Polarization function in the corresponding mesonic channel is expressed as $\Pi_{\hat{m}}$. The explicit expressions for $\text{Re}\Pi_{\hat{m}}$ and the imaginary part $\text{Im}\Pi_{\hat{m}}$ is given in Ref.\cite{81} and we do not repeat here.

While, the relaxation time is energy dependent, one can also define an energy independent mean relaxation time by taking a thermal average as,

$$\tilde{\omega}_a \equiv \tilde{\tau}_a^{-1} = \frac{1}{n_a} \int \frac{d^3p_a}{(2\pi)^3} f_a^{(0)}(E_a) \tilde{\omega}_a(E_a) \equiv \sum_b n_b \tilde{W}_{ab},$$ \hfill (32)

to get an estimate of the average relaxation time. In the above equation, the sum is over all the particles other than ‘$a$’;

$$n_a = \int \frac{d^3p_a}{(2\pi)^3} f_a^{(0)}(E_a),$$

is the number density of the species “$a$” apart from the degeneracy factor. Here, $\tilde{W}_{ab}$ is the thermal-averaged transition rate given as

$$\tilde{W}_{ab} = \frac{1}{n_an_b} \int d\pi_a d\pi_b f(E_a)f(E_b)W_{ab}.$$  \hfill (33)

For the case of two flavors, there are 12 different processes but the corresponding matrix elements can be related using i-spin symmetry, charge conjugation and crossing symmetries with only two independent matrix elements. We have chosen them, as in Refs.\cite{81, 92}, to be the processes $u\bar{u} \rightarrow u\bar{u}$ and $ud \rightarrow ud$. The explicit expressions for the matrix elements are given in Refs.\cite{81, 92}. In the meson propagators we have kept both the mass and the width of the meson resonances which are medium dependent. It is important to mention that while the matrix elements of different scattering processes are related, the thermal-averaged rates are not. This is because the thermal averaged rates involve also the thermal distribution functions for the initial states along with the Pauli blocking factors for the final states.

IV. RESULTS

The two flavor NJL model as given in Eq.(24) has three parameters, the four fermions coupling $G$, the three momenta cut off ($\Lambda$) to regularize the momentum integral in vacuum and the current quark mass $m_0$. These values are adjusted to fit the physical values of the pion mass ($m_{\pi} = 135$ MeV), the pion decay constant ($f_{\pi} = 94$ MeV) and the value of the quark condensate in vacuum, $\langle \bar{u}u \rangle = \langle \bar{d}d \rangle = (-241 \text{ MeV})^3$. We have considered here the value of the parameters as $m_0 = 5.6$ MeV, $\Lambda = 587.9$ MeV and $GA^2 = 2.44$ \cite{96}. This leads to the constituent quark mass for $u$ and $d$ type quarks, $M = 397$ MeV in vacuum ($T = 0, \mu = 0$).

To analyze the variation of different transport coefficients with temperature and quark chemical potential, we have first plotted in the left plot of Fig. (1), the constituent quark masses ($M$) as a function of temperature ($T$) for different values of the quark chemical potential ($\mu$). The constituent quark mass ($M$) results as a solution to the gap equation, Eq.(26). Constituent quark masses for $u$ and $d$ quarks are the same and they are related to the quark-antiquark condensate $\langle \bar{\psi}\psi \rangle$. In the right plot of Fig. (1), we have plotted $dM/dT$ with temperature for different values of the chemical potential. For the range of temperature and chemical potential considered here the chiral transition is a smooth crossover. The chiral crossover temperature may be defined by the position of the peak in the variation of $dM/dT$ with temperature. For $\mu = 0$, 100 and 200 MeV, the corresponding chiral crossover temperatures turns out to be $\sim 188$ MeV, 180 MeV and 153 MeV respectively. It is expected that with an increase in chemical potential the crossover temperature decreases. Note that we have considered here the values of the chemical potential which are lower than the chemical potential corresponding to the speculated critical endpoint of the quark-hadron phase transition in the QCD phase diagram.
FIG. 1: Left plot: temperature dependence of the masses of constituent quarks ($M$) for different chemical potentials. Right plot: variation of $dM/dT$ with temperature for different chemical potentials. The nonmonotonic variation of $dM/dT$ with a peak structure indicate the pseudo critical temperature for the chiral transition. Note that for the NJL model parameter set and the range of temperature and chemical potential considered here the chiral transition is a smooth crossover.

In Fig. (2) we have plotted the meson masses $M_\pi$ and $M_\sigma$ as a function of temperature for different values of chemical potential as solutions of Eq.(31). Note that pions are pseudo-Goldstone modes, therefore in the chiral symmetry broken phase pion mass varies weakly. But $M_\sigma$ decreases rapidly near the crossover temperature. At higher temperatures, $M_\sigma$ and $M_\sigma$, being chiral partners, become approximately degenerate and increase with temperature. Further one can define a characteristic temperature, the “Mott temperature” ($T_M$) where the pion mass becomes twice that of quark mass i.e. at Mott temperature $M_\sigma(T_M) = 2M(T_M)$. The Mott temperatures for $\mu=0$, 100 and 200 MeV turns out to be $\sim 198$ MeV, 192 MeV and 166 MeV respectively. As we shall see later it is the Mott temperature that becomes relevant while estimating the relaxation times of the quarks using thermal scattering rates of the quarks through meson exchange.

In Fig. (3), we show the variation of average relaxation time as defined in Eq.(32), for quarks (solid lines) and antiquarks(dashed lines) with temperature for different chemical potentials. Let us note that the relaxation time of given particle ‘a’, as shown in Eq.(32), depends both on the scattering rates $\bar{W}_{ab}$ as well as on the number density $n_b$ of the particles other than ‘a’ in the initial state i.e. number density of scatterers. It turns out that, for the scattering processes considered here, the process $ud \rightarrow ud$ through charged pion exchange in the s-channel gives the largest contribution to the scattering rate $\bar{W}_{ab}$ as compared to other channels. As mentioned earlier, by crossing symmetry arguments, this also means that the $ud \rightarrow ud$ scattering rate also contribute dominantly to the thermally averaged scattering rate.

Let us discuss first the behaviour of the relaxation time below the Mott temperature $T_M$. Below $T_M$, the average scattering rate is suppressed mostly due to thermal distribution with large constituent quark masses apart from the suppression from the sigma meson propagators with large $M_\sigma$ in the scattering amplitudes. As one approaches $T_M$ from lower temperature, the scattering rates become larger as the constituent quark mass decreases leading to a
decrease of the relaxation time for quarks as well as antiquarks. Further, as the chemical potential increases, the densities of antiquarks gets suppressed leading to larger relaxation time for quarks compared to antiquarks. This is what is observed for the behaviour of relaxation time as a function of $T$ and $\mu$ in Fig. 4 below the Mott temperature.

Above $T_M$, the meson propagator develops a pole in the s-channel leading to an enhancement of the scattering rate. However, at large temperature beyond $T_M$, there will be a suppression due to the large meson masses which increase with temperature. This results in a maximum scattering rate at $T_M$ or a minimum in the average relaxation time as generically seen in Fig. 4.

At finite quark chemical potentials, beyond the Mott temperature, the quark-antiquark scattering still contributes dominantly to the scattering $\tilde{W}_{ab}$. However, at finite densities, there are few antiquarks as compared to quarks so that the quarks have fewer antiquarks to scatter off. This leads to a smaller cross-section giving rise to a larger relaxation time for quarks compared to $\mu = 0$ case. Due to the enhancement of quark densities at finite $\mu$, the cross-section for quark-quark scattering becomes larger resulting in a smaller relaxation time for the quarks compared to the case at vanishing chemical potential below the Mott temperature. The antiquark relaxation time, on the other hand, is always smaller compared to $\mu = 0$ case as there are more quarks to scatter off at finite chemical potential.

In the left plot of Fig. 4 we show the behavior of normalized electrical conductivity $\sigma_{el}/T$ with temperature for different values of chemical potential. The generic behavior of relaxation time of Fig. 3 is reflected in the behavior of electrical conductivity, having a minimum at Mott transition temperature. Apart from this, it is also

FIG. 2: Variation of $\sigma$ and $\pi$ meson masses with temperature for different values of the chemical potentials. The solid lines correspond to $M_\sigma$ while the dashed lines correspond to pion masses, $M_\pi$. 
observed that $\sigma_{el}/T$ increases with chemical potential. This is because the contribution to the electrical conductivity arises dominantly from quarks rather than antiquarks at finite chemical potential, as the antiquark contribution gets suppressed due to the distribution function. This apart, there is an enhancement of the relaxation time at finite $\mu$ beyond the Mott transition. Both, due to an increase of dominant charge carrier density and an increase in relaxation time with $\mu$ lead to enhancement of electrical conductivity beyond the Mott temperature. On the other hand, below the Mott temperature, although the relaxation time decrease with chemical potential for a given temperature, the increase in the quark number density makes the coefficient of electrical conductivity increasing with chemical potential. Further, in the high-temperature range i.e. for temperatures much greater than the constituent quark mass $M$, $\sigma_{el}/T$ as given in Eq.(18), can be shown to be $\sigma_{el}/T \sim T\tau \exp(\mu/T)$. Therefore for a temperatures larger than the $T_M$, $\sigma_{el}/T$ increase with temperature essentially due to increase in relaxation time. Further, at high temperatures it increases with chemical potential due to the factor of $\exp(\mu/T)$ as seen in Fig.(4).

In the right plot of Fig.(4) we show the variation of the normalized thermal conductivity ($\kappa_0/T^2$) with temperature. The ratio shows again a nonmonotonic variation with temperature. The origin of such behavior again lies with the variation of relaxation time with temperature. Beyond the Mott temperature, the thermal conductivity increases sharply with temperature. This can be understood as follows. For large temperatures, when quark masses can be neglected, it can be easily shown that the enthalpy to the net quark number density ratio behaves as $\omega/n_q \sim$
FIG. 4: Left plot: Variation of normalized electrical conductivity ($\sigma_{el}/T$) with temperature for different values of the chemical potential. Right plot: Variation of normalized thermal conductivity ($\kappa_0/T^2$) with temperature for different values of the chemical potential.

$T \coth(\mu/T)$. Further, in the expression of the thermal conductivity as in Eq. (21), $(E - \omega/n_q)^2 \sim (\omega/n_q)^2$, due to the fact that single-particle energy ($E$) is much smaller than enthalpy per particle i.e. $\omega/n_q$. Therefore, the variation of the normalized thermal conductivity with temperature and chemical potential is essentially determined by the variation of relaxation time, $\omega/n_q$, and the distribution function with temperature and/or chemical potential. It can be shown as earlier, in the high-temperature limit the normalized thermal conductivity, $\kappa_0/T^2$ can be approximately expressed as, $\kappa_0/T^2 \sim T \tau \exp(\mu/T)(\coth(\mu/T))^2$. Thus, beyond $T_M$, the increasing behavior of $\kappa_0/T^2$ determines the increasing behavior of $\sigma_{el}/T$ and $\kappa_0/T^2$ with temperature. On the other hand for $\mu << T$, $\coth(\mu/T) \sim T/\mu$ in the leading order. Therefore in the high-temperature limit, $\kappa_0/T^2$ decreases with chemical potential.

We next show the behavior of the Seebeck coefficient as a function of temperature for different values of quark chemical potential in the left plot of Fig. 5. This coefficient, which is dimensionless, decreases monotonically with temperature. The variation of the Seebeck coefficient with temperature can be understood as follows. First, it may be noted that this coefficient is a ratio of two quantities each of which is proportional to the relaxation time. When we consider the relaxation time as the average relaxation time, the ratio becomes independent of the average relaxation time. Further, at finite chemical potential quark contribution to the Seebeck coefficient is dominant compared to the antiquark contribution. Therefore, contrary to the nonmonotonic variation of $\sigma_{el}/T$ and $\kappa_0/T^2$ with temperature, where the nonmonotonic variation has its origin stemming from the behavior of relaxation time with temperature, the variation of the Seebeck coefficient is not expected to be nonmonotonic. Further, unlike other transport coefficients, the positivity of the Seebeck coefficient is not guaranteed. This is because in the expression of the Seebeck coefficient as given in Eq. (17), the integrand in the numerator has the factor which is linear in $(E_n - b_n \omega/n_q)$. Therefore for the quarks, this factor becomes $(E - \omega/n_q)$, and the single-particle energy $E$ is much smaller than $\omega/n_q$. Therefore, the term $(E - \omega/n_q)$ is negative which makes the Seebeck coefficient negative. However, it is important to note that the expression of thermal conductivity also contains a term $(E - \omega/n_q)$, but it comes as a square. Therefore, the coefficient of thermal conductivity is positive definite. In condensed matter system, the Seebeck coefficient can be both positive and negative, e.g. for electron and holes the Seebeck coefficients are of opposite sign. Further, for a bipolar medium with multiple charge carriers the sign of the Seebeck coefficient depends on the range of temperature considered [95]. Similar to the case of thermal conductivity, one can do an analysis regarding the behavior of the Seebeck coefficient in
In the present investigation, we have estimated the Seebeck coefficient in a hot and dense partonic medium modeled by the Nambu-Jona-Lasinio model. Here, we have considered thermoelectric effect arising from a temperature gradient as well as a gradient in the chemical potential. Apart from the Seebeck coefficient, we have also estimated electrical conductivity, thermal conductivity, and Lorenz number associated with the WiedemannFranz law. Although electrical conductivity and thermal conductivity always remain positive, the Seebeck coefficient is negative for the range of temperature and chemical potential considered here. Also the variation of electrical conductivity and thermal conductivity with temperature and quark chemical potential is intimately related to the variation of the relaxation time with temperature and chemical potential. But the variation of the Seebeck coefficient and the Lorenz number are not sensitive to the variation of relaxation time with temperature and quark chemical potential.

In the presence of thermoelectric effects in a conducting medium, the temperature gradient can be converted into an electrical current and vice versa. Seebeck coefficient represents the efficiency of any conducting medium to convert a temperature gradient into an electrical current. Therefore, for a nonvanishing Seebeck coefficient, the electrical
current as well as the heat current get modified. The electrical current in the presence of Seebeck effect becomes, \( \mathbf{J} = \sigma_{el} \mathbf{E} - \sigma_{el} S \nabla T \). It is important to note that the electrical conductivity \( \sigma_{el} \) is always positive due to the contributions of both the particles and the antiparticles. Positivity of the electrical conductivity can be shown using entropy production i.e. second law of thermodynamics. By demanding that in the presence of electromagnetic field \( T \partial_{\mu} s^{\mu} \geq 0 \), where \( s^{\mu} \) is the entropy current, it can be shown that the electrical conductivity is positive definite \[97\]. For a negative Seebeck coefficient in the presence of a positive temperature gradient the electric current gets enhanced. Therefore, the net electric current increases if the electric current due to the thermoelectric effect and the electric current due to the external electric field contributes constructively. The thermal conductivity in the presence of the thermoelectric effect also gets modified. In the presence of a nonvanishing Seebeck coefficient, the net thermal conductivity is given as \( \kappa = \kappa_0 - T \sigma_{el} S^2 \), indicating the nonvanishing value of the Seebeck coefficient reduces the effective thermal conductivity. It is important to note that the thermal conductivity is required to be positive for the theory to be consistent with the second law of thermodynamics, i.e., \( T \partial_{\mu} s^{\mu} \geq 0 \). Using the formalism of viscous hydrodynamics and viscous magnetohydrodynamics positivity of the electrical conductivity and the thermal conductivity has been shown explicitly \[93, 97\]. But the contributions to the entropy current coming from the thermoelectric effects are not considered in these investigations. Therefore in the context of entropy production in the viscous hydrodynamics and magnetohydrodynamics, it will be interesting to study the effects of thermoelectric coefficients.

Thermoelectric coefficients could also be relevant in the context of the spin Hall effect (SHE). Spin Hall effect is an important ingredient for the generation of spin current and it is a key concept in spintronics. In the generation of spin current, spin Hall effect plays an important role. In spin Hall effect an electric field induces a transverse spin current perpendicular to the direction of the electric field. Spin Hall effect has been investigated recently in a hot and dense nuclear matter in the context of heavy-ion collisions \[98\]. It has been argued that due to SHE, a spin current will be produced proportional to the electric field. This also means external electric field \( \mathbf{E} \) will induce a local spin polarization and the spin polarization distribution function of fermions (antifermions) in momentum space will feature a dipole distribution. Therefore, there will be a spin flow in the plane transverse to the direction of the electric field. Observation of spin Hall effect may open a new direction in the exploration of the many body quantum effects in hot and dense nuclear matter. However, the life-time of the electric field originating in heavy-ion collisions may be of a small value of order 1 fm. Therefore, the idea of the observation of the spin Hall effect becomes speculative. However, due to the presence of nonvanishing thermoelectric coefficients, any temperature gradient as well as a gradient in the chemical potential can give rise to an effective electric field which may contribute to the spin Hall effect. Therefore a detailed analysis of the thermoelectric property of the hot and dense matter produced in a heavy ion collision experiment could be relevant for spin Hall effect and needs further investigation.
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