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Abstract—LiDAR-based 3D scene perception is a fundamental and important task for autonomous driving. Most state-of-the-art methods on LiDAR-based 3D recognition tasks focus on single frame 3D point cloud data, and the temporal information is ignored in those methods. We argue that the temporal information across the frames provides crucial knowledge for 3D scene perceptions, especially in the driving scenario. In this paper, we focus on spatial and temporal variations to better explore the temporal information across the 3D frames. We design a temporal variation-aware interpolation module and a temporal voxel-point refiner to capture the temporal variation in the 4D point cloud. The temporal variation-aware interpolation generates local features from the previous and current frames by capturing spatial coherence and temporal variation information. The temporal voxel-point refiner builds a temporal graph on the 3D point cloud sequences and captures the temporal variation with a graph convolution module. The temporal voxel-point refiner also transforms the coarse voxel-level predictions into fine point-level predictions. With our proposed modules, the new network TVSN achieves state-of-the-art performance on SemanticKITTI and SemantiPOSS. Specifically, our method achieves 52.5% in mIoU (+5.5% against previous best approaches) on the multiple scan segmentation task on SemanticKITTI, and 63.0% on SemanticPOSS (+2.8% against previous best approaches).
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1 INTRODUCTION

LiDAR 3D point clouds contain a series of points to represent the surrounding information. Nowadays, the sensing accuracy of LiDAR devices fulfills the requirement of real-world applications. Compared to 2D images, 3D point cloud data delivers far more accurate depth/distance information. The advantages attract many researchers into the area of 3D point cloud scene perception. As a fundamental task of 3D scene perception, semantic segmentation on the 3D point cloud predicts the labels of each point in the point cloud.

A typical 3D point cloud semantic segmentation model predicts the label of each point in a single frame. Single frame based methods solely rely on geometric information and other features within the frame. To improve the performance of single frame methods, the recent approaches like RPVNet [1] and AF2-S3Net [2] adopt very large models and require very high computational resources, which may indicate that the cost to improve point cloud segmentation performance is quite high with only spatial information from a single frame. In real world applications, LiDAR point cloud data is collected as a sequence of point cloud frames, which can be considered as 4D point clouds. In a 4D point cloud sequence, temporal information plays a crucial role in scene perception, especially in complex outdoor scenes. Besides, processing 4D point cloud sequences is closer to human behavior since we are constantly receiving data with our eyes. Our brain will also take previous frames to help us understand the scene for the current moment. Comparing to 3D point cloud semantic segmentation, there are two main advantages in 4D point cloud semantic segmentation.

• Firstly, multi-frame point clouds sequences contains temporal information compared to single frame point cloud data. By utilizing both temporal and spatial information, we can produce more accurate predictions and handle some complex tasks.

Fig. 1. A visualization of temporal information. We illustrate two corresponding point cloud frames in the same location. In blue area, the spatial coherence represents the similarity of the area in two frames. In red area, the temporal variation represents the differences in two frames.
Secondly, segmentation models can produce more robust predictions with temporal information from neighboring frames, and it encourages consistent predictions across frames.

Accordingly, 4D point cloud semantic segmentation is a promising research area in scene perception.

However, the performance of existing point cloud sequence methods [3], [4] is barely satisfying. We rethink the relationship between the spatial and temporal information in the 3D scenario to improve the existing methods. To extract temporal information, existing 3D point cloud sequence works [3], [5], [6] utilize the similarity of local features in corresponding frames, which is called spatial coherency. However, only utilizing the spatial coherence limits the performance of 4D point cloud segmentation methods. As shown in Figure 1 when there are some moving objects in the region, the features of the moving objects and the region on the object trajectory may change dramatically in the consecutive frames. We define the changes of local regions in consecutive frames as temporal variation. The temporal variation reflects the motion information for both objects and environments.

To this end, we propose two modules, i.e., temporal variation-aware interpolation and temporal voxel-point refiner, to exploit spatial coherence and temporal variation. Firstly, the temporal variation-aware interpolation is designed to exploit spatial coherence and temporal variation in local regions and perform the interpolation. This module improves the network performance, especially on moving objects. Secondly, we propose a simple yet effective temporal voxel-point refiner to capture detailed temporal information on the point level. In this module, to associate the local features across the corresponding frames, we build a directed temporal graph on each point of the corresponding frames. We also design a temporal graph convolution to capture the temporal information and propagate the information on the temporal graph. Furthermore, as shown in Figure 2 the geometric details in each voxel are missing in the volumetric-based structure. Temporal voxel-point refiner rebuilds the missing details with the geometric details from the previous frame. We design a two-stage training pipeline to approach our network with high efficiency.

In summary, our contributions are:

- We propose a novel spatial temporal point cloud segmentation network for efficient and robust segmentation by utilizing temporal information across frames.
- We design a temporal variation-aware interpolation module to accurately fuse the information from previous frames with the current frame by capturing the spatial coherence and temporal variation of local regions in neighbouring frames.
- We propose a lightweight temporal voxel-point refiner to capture fine-level temporal information by building a temporal graph across frames and recover the details lost during data voxelization. In our design, the temporal voxel-point refiner improves the performance of 4D point cloud segmentation with a low computation cost.
- Our method achieves a significant improvement and outperforms all previous methods on SemanticKITTI [7] and SemanticPOSS [8]. In particular, our method achieves an mIOU score of 52.5% (+5.5% with previous best approaches) on the test set of SemanticKITTI [7] and 63.0% on SemanticPOSS.

A preliminary version of our paper, which is denoted as SpSequenceNet, is published in [3]. Compared to SpSequenceNet, we have made three key improvements:

1) We propose the temporal variation-aware interpolation module, an improved version of the cross-frame temporal interpolation in SpSequenceNet.
The temporal variation-aware interpolation captures the local differences of the features between the previous frame and the current frame to improve feature quality.

2) We propose a temporal voxel-point refiner to dig in more temporal information and generate point level detailed features. The temporal voxel-point refiner builds a temporal graph on the 4D point clouds and propagates the information along the time dimension with a graph convolution. The temporal voxel-point refiner also transforms the voxel-level features to the point level features to recover the missing details during the voxelization. Our temporal voxel-point refiner improves the performance with a low computation requirement.

3) We improve the backbone network and design a new training pipeline for our proposed methods. The new backbone network and training pipeline significantly outperform our old version.

2 RELATED WORK

2.1 3D Point Cloud Segmentation

Point clouds contain rich environment information, which can benefit the 3D semantic segmentation for the robotic systems. With the increase of dimension and huge amount of points, high quality feature extraction and low computation requirement are the keys in the 3D point cloud semantic segmentation. Therefore, many recent works achieve great improvements on both the precision and efficiency of 3D point cloud segmentation. In this section, we discuss three types of methods, projection-based methods, volumetric-based methods and point-based methods.

Projection-based Method. Projection-based methods process the huge amount of points with the real-time requirement. Projection-based methods project the 3D point cloud data onto one or more 2d planes. For example, in multi-view approaches [9], [10], point clouds are projected onto several images from different viewpoints. In spherical approaches [11], [12], each point cloud is projected onto one spherical plane. Then, they apply a 2D network on the projected plane. As stated in Section 1, the distortion of objects and the fuzzy of the projections limits the performance of these projection-based method, which is also the key area in the recent works [13], [14].

Volumetric-based methods. Volumetric-based methods are extensions of dense convolution to reduce the computation requirement for the sparse 3D point cloud. A common way is to discretize the coordinates of points and index the discrete coordinates with a tree-based index [15], [16], [17] or a hash table [18], [19]. Then, the convolutions are only applied on the transformed points based on the offset and the index. With a good choice of index algorithm, volumetric-based methods can reach a good performance with an acceptable speed. Nevertheless, the discretization highly affects the performance of volumetric-based methods, and also leads to some deviations during the inference step. To solve this problem, AF2-S3Net [2] extracts the point features with an additional encoder and decoder modules. In SPVNAS [20], they also design a sparse point-voxel convolution to fuse the point features and voxel features.

Point-based methods. Inspired by Pointnet [21], there is a popular trend to adapt point-based method to 3D perception task, like 3D semantic segmentation and 3D scene flow. To capture the detail structure of point clouds, point-based methods apply a k nearest neighbours on every points. Then, there are three major methods to generate high quality features of local structures. Firstly, Pointnet-like methods [22], [23], [24] design MLP structures to capture geometric structures with the colors and coordinates. Secondly, point convolution [25], [26], [27] design a convolution operation on the continuous coordinate system. Thirdly, graph-based methods [28] set every points as nodes and the relationship between points as edges. Then, graph-based methods [28] captures the local structure features with a graph neural network. In conclusion, point-based methods have good capabilities at capturing the local geometric features. However, due to the high computation requirement of nearest neighbor searching, point-based methods are hard to process large scale data.

2.2 4D Point Cloud Segmentation

As a promising area for real-world applications, 4D point cloud segmentation analyzes the scene along the space and time dimensions. There are only a few methods working in 4D segmentations, and this area is yet under-investigated.

MinkowskiUNet [19] generalizes a formulation of sparse convolution in higher dimensions. They also investigate 4D sparse convolutions for 4D point cloud segmentation. As 4D sparse convolution requires high computation and memory costs, they propose a tesseract 4D convolution and achieves similar performance with lower computations. However, similar to the 3D convolution methods in 2D videos, the 4D convolution has efficiencies in 4D point cloud segmentation.

Some other methods combine the features from multiple frames to extract the temporal information. SpSequenceNet [3] adapts a 3D sparse unet and proposes two cross-frame modules to fuse the spatial and temporal information. The principle of cross-frame modules is the spatial coherence of two corresponding frames. Temporal-LidarSeg [4] design a projection-based structure to combine the information in a sequence of point clouds. Furthermore, they propose a ConvGRU to maintain a temporal memory. ConvGRU propagates the information from previous frames to the current inference step. ConvGRU relies on spatial coherence for propagation. However, similar to some assumptions [29], [30] in video object segmentation, the temporal information contains coherence and variation. We summarize the temporal information as spatial coherence and temporal variation. Only using spatial coherence limits the performance of previous works on the segmentation task. Furthermore, as stated in Section 1, there are some drawbacks in the backbone structures of both volumetric-based and spherical projection methods.

Subsequently, we also explore more works in the video object segmentation. One recent novel work is space-time memory, STM [30]. STM proposes a memory mechanism to maintain the information of target objects from previous frames. For each iteration, STM applies an attention-based matching to search the pixels of the potential target object. However, the basic structure of STM has rooms for better
performance and STM can not search multiple target objects. Hence, there are several improved methods [30], [31], [32], [33]. One method is FEELVOS [29]. FEELVOS designs a local matching and a global matching to extract the object features with the local information. On the other hand, there are several differences between 3D point cloud segmentation and 2D video objects segmentation. Firstly, there are a few predefined objects in the first frame of 2D videos while 4D point cloud semantic segmentation is a general task without any additional information. Furthermore, the number of objects in a 4D point cloud is more than the number in a 2D video. This difference reduces the value of global-wise matching, like the memory mechanism. Secondly, as the accuracy of point coordinates, compared to 2D video, 4D point clouds contain more spatial and temporal information and consume more computation racecourses, which increases the difficulties of balancing the performance and speed in the 4D point cloud segmentation methods.

### 3 Temporal Variation Sequence Network

In this section, we firstly revisit SpSequenceNet. Then, we introduce our new temporal variation-aware interpolation and present a temporal voxel-point refiner to remap the voxelized prediction of the main network to the point-style prediction. We introduce the new backbone network and the training pipeline designed for our proposed modules. We also illustrate the structure of our proposed network in Figure [3].

#### 3.1 Method Overview

The LiDAR sensor of robotic systems collects a sequence of 3D point clouds $P$. For the $t$-th frame, 3D point cloud $P^t$ is represented with a coordinate set $C^t$ and a feature set $F^t$. Note that $F^t$ is typically a set of RGB features (RGB-D camera), remission features (LiDAR sensor) or high dimension features processed by some learning modules. Then, we predict the labels for each point $p^t_i$. Here $p^t_i$ represents the $i$-th point at $C^t$, $C^t \in C$. $p^t_i$ contains two parts, the coordinate $c^t_i$ and the feature $f^t_i$.

To tackle the 4D point cloud segmentation task, SpSequenceNet designs a two-branch sparse U-Net to extract the features of $P^t$ and $P^{t-1}$. Then, SpSequenceNet applies two cross-frame modules, which are cross-frame global attention and temporal variation-aware interpolation, to extract temporal information. Cross-frame global attention gathers global information of $P^{t-1}$ to generate a channel-wise attention mask. The attention mask guides the $P^t$ branch to generate high-quality features of $P^t$. Cross-frame local interpolation searches the nearest neighbours of the point $p^t_i$ in the previous frames $P^{t-1}$. Then, cross-frame local interpolation aggregates all the nearest neighbours with a weighted sum based on an approximate Euclid distance. The interpolated features are related to the local context information of $c^t_i$ in $P^{t-1}$. Based on the spatial coherence, cross-frame local interpolation fuses the interpolated features and the features of the target point with a simple multiple layer perceptron module. Afterwards, the decoder predicts the labels of $P^t$ with the features from previous modules.

However, the performance of SpSequenceNet is limited by the simple spatial-temporal model and the backbone network. The modules proposed in SpSequenceNet are unable to capture the variation features, especially for the high-speed objects. In the experiment of SpSequenceNet, the local temporal features benefit the environment objects and low speed objects, like buildings and moving-person, and the improvement of the moving objects is below expectation. Furthermore, the backbone network of...
(a) Cross-frame Local Interpolation in our SpSequenceNet

(b) temporal variation-aware interpolation

SpSequenceNet is a simplified 7-layer submanifold sparse convolution U-Net \[18\]. According to the results reported by SpSequenceNet, the feature quality of the backbone network is lower than most of the novel backbone networks, like KPConv \[26\].

To improve the performance of SpSequenceNet, we design a temporal variation-aware interpolation module to replace the cross-frame local interpolation for a better network performance on the moving objects. In the temporal variation-aware interpolation module, we explore the usage of temporal variation information in 4D point cloud segmentation. The experimental results in Table 4 show the temporal variation information improves the segmentation quality for the moving objects. Then, we design a lightweight structure, temporal voxel-point refiner, to capture the temporal variation on the point level. The temporal voxel-point refiner builds a directed graph between two corresponding frames, and uses a graph convolution to propagate the label information from the previous frame to the current frame. The directed graph associates the label information of the objects in corresponding frames to model the spatial coherence and temporal variation. Moreover, voxelization transforms the continuous point coordinates into the discrete space while the transformation drops the geometric details of continuous point coordinates in every voxels. The temporal voxel-point refiner rebuilds the details with point level information of previous frames. Ultimately, we adapt a MinkowskiUNet as the backbone of our work. MinkowskiUNet has shown promising results in many works. Recently, they updated a more efficient version with a GPU-based hash table, making MinkowskiUNet capable of large-scale tasks. Motivated by these findings, we reimplement the backbone network with MinkowskiUNet.

3.2 Temporal Variation-aware Interpolation

Cross-frame local interpolation in SpSequenceNet generates an interpolated feature to represent the local information of the previous point cloud frame in the exact location of the current point cloud frame. Then, cross-frame local interpolation concatenates the interpolated features and the features in the current point cloud frame as the input of the next module. However, the experimental results of cross-frame local interpolation show the improvement on moving objects is lower than expected. In our observation, the local features change drastically when the objects move fast. The dynamic feature variation information is valuable for class recognition, especially for moving objects. To this end, we modify the cross-frame local interpolation module to capture more temporal variation information between two corresponding point cloud frames. We show a comparison between the cross-frame local interpolation (SpSequenceNet) and the temporal variation-aware interpolation in Figure 4.

**Neighbor Selection and Distance Weights.** Following the SpSequenceNet, we search \(k\) nearest neighbours of the tar-
Fig. 5. **A simple example of the temporal voxel-point refiner.** Blue points and yellow points belong to two classes. $\diamond$ indicates the coordinates of target points in Frame $t - 1$. The temporal voxel-point refiner build a temporal graph between the point clouds $P^t$ and $P^{t-1}$. Then, based on the temporal graph, we adjust the voxel predictions to the point predictions.

![Temporal Voxel-Point Refiner Diagram](image)

get point $p^t_i$ in the previous point cloud frame with the same approximate Euclid distance in SpSequenceNet.

$$
P^{t-1,i} = C^t \cdot (C^t)^T + C^{t-1} \cdot (C^{t-1})^T - 2 \odot C^t \cdot (C^{t-1})^T \frac{\gamma^2}{\gamma^2}.
$$

Here, $\odot$ is an element-wise multiplication. $D^{t-1,i}$ is an approximate Euclid distance for the coordinate set $C^t$ and $C^{t-1}$. As the temporal variation-aware interpolation generates high level temporal features, the coordinate set $C^t$ and $C^{t-1}$ are voxelized to represent the position of points in the sparse tensor. As the dimension of our input tensor is close to $128 \times 128 \times 128$, the values of each dimension in $C^t$ and $C^{t-1}$ belong to $[0, 128]$. The hyperparameter $\gamma$ of the approximate Euclid distance is set as 128 to normalized the distance matrix. Based on $D^{t-1,i}$, we search the $k$ nearest neighbour set $P^{t-1}_i$ of the target point $p^t_i$. $P^{t-1}_i$ also contains two parts, coordinates $\hat{C}^{t-1}_i$ and features $\hat{F}^{t-1}_i$. Then, an interpolation weight of each point in $P^{t-1}_i$ is formulated as:

$$
w^{t-1}_{j,i} = (\alpha - \min(d_{j,i}^{t-1}, \alpha)) \ast \beta,
$$

where $j$ is the index of nearest neighbour point in the previous frame. $d_{j,i}^{t-1}$ is the approximate Euclid distance between $c^t_i$ and $\hat{c}^{t-1}_{j,i} \in \hat{C}^{t-1}_i$. $\alpha$ and $\beta$ are hyppy parameters. For $\alpha$ and $\beta$, we follow the original setting in SpSequenceNet, which are 0.5 and 2.

**Temporal Variation-aware interpolation.** With the nearest neighbour set and the interpolation weight, we use the features of previous frames and the feature $f^t_i$ of target point to generate the interpolation points. Compared to our version, the cross-frame local interpolation only use the features of previous frames. As stated in Section 3.1, the temporal variation is related to the difference of local regions in different frame. We calculate the difference of the feature $f^t_i$ of target point and the features $\hat{f}^{t-1}_{j,i}$ of nearest neighbors to represent the temporal variation. Then, the variation-aware features $\hat{v}^{t-1}_{j,i}$ are formulated as following:

$$
\hat{v}^{t-1}_{j,i} = ReLU(mlp([\hat{f}^{t-1}_{j,i}, f^t_i - \hat{f}^{t-1}_{j,i}])).
$$

Here we concatenate $\hat{f}^{t-1}_{j,i}$ and $f^t_i - \hat{f}^{t-1}_{j,i}$ as the input of the multi-layer perceptron. Afterward, we aggregate all the features $\hat{v}^{t-1}_{j,i}$ to generate the interpolated feature $h^t_{i}$, which is formulated as:

$$
h^t_i = \sum_j w^{t-1}_{j,i} \odot \hat{v}^{t-1}_{j,i}.
$$

$\odot$ is an element-wise multiplication, and $w^{t-1}_{j,i}$ is the distance weights from previous step. $k$ is the number of nearest neighbours from the previous step. Then, we concatenate the interpolated feature $h^t_i$ and $f^t_i$ together as the input of the decoder.

### 3.3 Temporal Voxel-Point Refiner

Recent works [1], [2] in 3D point cloud segmentation shows the point level details are valuable for the segmentation task. Inspired by these observations, we dig in the usage of point level details to capture the spatial coherence and
temporal variation. As our backbone network is a volumetric network, voxelization discretizes the point coordinates and drops the point level details. To further make use of point level details, we design a lightweight graph neural network to extract spatial and temporal information. We build a directed temporal graph on two corresponding point cloud frames. For each point in the current frame, we search k nearest neighbours in the previous frame. The directed edges of the directed temporal graph are from k nearest neighbours in the previous frame to the point in the current frame. Then, a temporal graph convolution is designed to propagate the information of each node to the next frame. For each propagation step, we refine the predictions of current frame for better segmentation quality. We also show an explanation in Figure 5.

**Temporal Graph Building.** We build an oriented graph on the previous and current frames to model spatial and temporal information. For each point \( p_t \), we compute a k nearest neighbour sub-graph in the previous frame. In the k nearest neighbour sub-graph, the nodes are the nearest neighbours \( \hat{P}_{t-1} \) and the target point \( p_t \). The edges are directed connections from the nearest neighbours to the target point \( p_t \). We show a visualization of the temporal graph in Figure 7. The oriented temporal graph propagates the spatial and temporal information along the sequence. The extraction of motion details in each small region relies on the the spatial and temporal information from previous frames. Furthermore, the point level sub-graph contains the geometric details of the points from previous frame. The local geometric details improves the performance of network on small objects.

**Temporal Graph Convolution.** After building the temporal graph, we design a temporal graph convolution to update the predictions of target point \( p_t \) with the information from previous frame. We show the structure of the temporal voxel-point refiner in Figure 7. For each sub-graph, we compute edge weights \( e_j^{t-1} \) for the nearest neighbours \( \hat{P}_{t-1} \). Firstly, a relative position weight \( d_j^{t-1} \) is computed as following:

\[
\Delta c_j^{t-1,t} = \tanh(c_j^{t-1} - c_j^t), \\
d_j^{t-1} = 1 - |\Delta c_j^{t-1,t}|. 
\] (5)

Here, \( d_j^{t-1} \) is a three-dimension vector, representing the relative position weights for \( x, y, \) and \( z \) dimensions. The relative position weights \( d_j^{t-1} \) belong to \((0, 1] \). With this setting, the relative position weight \( d_j^{t-1} \) helps to encode a location-sensitive edge weight for the temporal graph convolution. Then, we generate an edge weight \( e_j^{t-1} \), which is formulated as

\[
e_j^{t-1} = \tanh(mlp(d_j^{t-1})),
\] (6)

where the output dimension of \( mlp \) function is the same as the dimension of the target point features \( f_t \). Then, we aggregate all the features of nodes together to update the network output \( \hat{l}_t \) of the target point. In this aggregation step, we use the predictions \( y_j^{t-1} \) as the features of neighbours. Another option is to use the output features \( \hat{f}_j^{t-1} \) before the final prediction layer as the features of neighbours. With comparison between two options, our current implementation requires less memory and computation costs to update the temporal graph. Afterwards, we generate the adjusted features of nodes with the edge weight \( e_j^{t-1} \), the
target feature \( y_j^1 \) and the features of nodes. To aggregate the adjusted features of nodes, we define the temporal graph convolution by applying a channel-wise maximum function on the adjusted features. In particular, the updated features \( f_{ci}^t \) are:

\[
f_{ci}^t = f_{ci}^t + \mathcal{M}(e_{j}^{t-1} \odot mlp([y_j^{t-1}, y_i^t - y_j^{t-1}])).
\]  

(7)

\( \mathcal{M} \) is a channel-wise maximum function, \( \odot \) is an element-wise multiplication, and \( y_j^t \) is the class probability of the target point \( p_j^t \) from the network. Then, with the updated features \( f_{ci}^t \), we finetune the final outputs:

\[
l_i^t = f_{ci}^t + mlp(l_i^t),
\]  

(8)

where \( l_i^t \) is the raw predictions without softmax layer from the sparse convolution U-Net.

Our temporal voxel-point refiner utilizes the temporal information and the point coordinates efficiently. Compared to other methods described in Section 4, our temporal voxel-point refiner avoids using an encoder-decoder structure for fusing point and voxel features, and only requires 33k parameters to achieve a significant improvement. Furthermore, directly setting the features of neighbours \( \hat{P}_i^t \) with the predictions \( L_{i-1}^t \) requires low memory and computation costs. In our implementation, the averaging inference time of the temporal voxel-point refiner is around 3ms when the amount of input data is around 200k points.

3.4 Two-Stage Training

As the input of the temporal voxel-point refiner requires the predictions from previous frames, the traditional batch training shows some disadvantages. We design a two-stage training pipeline to train our network to obtain a robust model.

Single-frame Pre-training. Similar to image-based methods, an excellent pre-trained model affects the performance and stabilizes the training of the main framework. We pretrain our backbone network as a single frame backbone network on the multiple frame task of SemanticKITTI. Although several labels are related to motion status in multiple frame tasks, the backbone network can still capture some motion status. In our practice, the pre-trained model reduces the training time in the next step.

Multi-frame Training. We follow the SpSequenceNet to train our two-branch network. Initially, we align the current frame and previous frame in the same coordinate system with the pose information. Then, a random rotation with the same random seed is applied to the current and previous frames. Unlike SpSequenceNet, we also apply a random point dropping to accelerate the training process in the multi-frame training stage. The random dropping reduces the computational resources and does not bring a performance degradation. Afterwards, we train our network with a standard training framework.

Temporal Voxel-point Refiner Training. The temporal voxel-point pipeline requires the predictions from the previous frame. However, in our practice, the overfitting problem is caused by directly training the temporal voxel-point refiner with the ground truth from the previous frame. Furthermore, it requires a massive computation racecourse to simultaneously train the temporal voxel-point refiner and the main network. Therefore, we only train the temporal voxel-point refiner in the current stage. Initially, we load the best model from the previous stage and freeze all the parameters of the main network. Then, during the training phase, we use the ground truth as the input when it is the first time for this frame to be loaded. Afterwards, the predictions are the pseudo prediction for the next training step of this frame. Note that we use the first frame \( P^0 \) itself as the previous frame \( P^{-1} \) of \( P^0 \), and the pseudo prediction of \( P^0 \) is the prediction of \( P^0 \) from the multi-frame training stage. The training of the temporal voxel-point refiner converges rapidly.

Training detail. As the point numbers of each class are unbalanced, a focal loss is used to restrain the effect of data unbalance. Then, we minimize the focal loss with an Adam optimizer. We use a standard desktop with a single Nvidia RTX 3090. Single-frame pre-training of a 34-layer backbone network takes about two days, and multi-frame training of the 34-layer model takes more than six days. Then, training a temporal voxel-point refiner requires about two days.

4 Experiments

We evaluate our model on the multiple scan segmentation task on two outdoor sequence point cloud datasets, SemanticKITTI [7] and SemanticPOSS [8]. For SemanticKITTI, we follow the official split and evaluate our experiments on the test split (Section 4.1) and the validation split (Section 4.2). For the point clouds in SemanticKITTI, the voxelization unit is \( \text{0.05m} \) and the size of one voxelized point cloud is around \( 3000 \times 3000 \times 1000 \). For SemanticPOSS, we use data part 3 (500 frames) as the test dataset. SemanticPOSS contains a high amount of small objects. Furthermore, as the data collection device of SemanticPOSS is a 40-line LiDAR, the point cloud resolution is lower than the resolution in KITTI [37] (128-line LiDAR). Therefore, small objects and lower resolution increase the challenge in segmentation. For the point clouds in SemanticPOSS, the voxelization unit is \( \text{0.1m} \). For better performance, we also finetune the main network trained with the model of SemanticKITTI.

4.1 Comparison

The Multiple Scan Task of SemanticKITTI. We show results on the multiple scan segmentation test set of SemanticKITTI in Figure 2. Our method clearly outperforms all existing methods in terms of mIoU, which is 9.4% higher than SpSequenceNet and 5.5% higher than TemporalLidarSeg. Compared to other 4D semantic segmentation networks, our method approach significantly improves performances on most small or moving objects. For example, our performances on moving people, bicyclists and motorcyclists are more than 10% higher than other methods.

SemanticPOSS. Similar to the experiment of semanticKITTI, we apply a two-stage training on the semanticPOSS. We also report the training results for Backbone-34+TVI and Backbone-34+TVI+TVPR. Compared to other novel structures, the performance of our method is 2.8% higher than JS3C-Net [36]. Without the temporal voxel-point refiner, Backbone-34+TVI achieves a 1.7%
improvement. Note that KPConv [26], RandLA-Net [35] and PointNet++ [22] are designed for single-frame scenarios and use one frame per iteration. JS3C-Net is designed to solve both semantic segmentation and scene completion. Furthermore, JS3C-Net align corresponding 70 frames and inference based on location in the aligned frames.

### 4.2 Ablation Experiments

As shown in Table 3, we apply an ablation study on the validation dataset of SemanticKITTI. Then, we also analyze the effects of the temporal voxel-point refiner with some selected classes, which is demonstrated in Figure 3.

The backbone network. We adapt MinkowskiUNet to implement a new version of SpSequenceNet as the backbone network of our method. The performance of SpSequenceNet with MinkowskiUNet-34 (backbone 34) is 7.6% higher than SpSequenceNet and 0.5% higher than MinkowskiUNet-34. Note that MinkowskiUNet-34 is a 34 layer 3D UNet. Furthermore, the performance of Backbone-14 is 6.9% higher than SpSequenceNet, and 2.5% higher than MinkowskiUNet-14.

**Backbone+TVI.** Here we modify the cross-frame local interpolation with our proposed temporal variation-aware interpolation in the backbone network. The temporal variation-aware interpolation achieves a 0.7% improvement for backbone-14 and a 0.8% improvement for backbone-34. In our experiment, we try two versions of TVI with 5 neighbours and 7 neighbours. However, similar to the report in SpSequenceNet, more neighbours do not significantly benefit the performance of the backbone network. To balance the computation and the precision, we use 5 as the number of nearest neighbours in this experiment.

**Backbone+TVI+TVPR.** The temporal voxel-point refiner has a minimum 1.5% improvement. The temporal voxel-point refiner extracts the details of points and captures more temporal information on the point level. Similar information is not considered in backbone+TVI. Therefore, the temporal voxel-point refiner shows a significant improvement.

### 4.3 Qualitative Results

Figure 3 shows some visualized results from SemanticKITTI. We compare our proposed method with SpSequenceNet. In frame $t_1$, $t_2$ and $t_3$, SpSequenceNet fails to segment the environment classes. Furthermore, in frame $t_0$, frame $t_2$ and frame $t_3$, some small objects (i.e., moving car) are classified as multiple other classes by SpSequenceNet. By comparison, our Backbone-34+TVI shows the capability to capture high-quality features. Furthermore, in frame $t_3$, TVI captures
the moving status of objects and achieves a better performance. Then, the temporal voxel-point refiner improves the smoothness of the prediction and shows a higher capability to capture the moving and non-moving objects. In frame $t_0$, the temporal voxel-point refiner adjusts the prediction of the car in the blue circle as a parked car while other methods segment the same area with both the parked car and moving car. The quantitative and qualitative results clearly verify the effectiveness of the proposed methods.

Besides, we also demonstrate several examples of small objects in Figure 9. In frame $t_0$ and frame $t_1$, Backbone-34+TVI predicts inconsistent results for the same objects. The inconsistent result is a common problem in the volumetric-based method, attributed to the detail loss. During the voxelization step, the details of small objects are missing and increase the difficulties of feature extraction for the volumetric-based method. As a result, our temporal voxel-point refiner efficiently improves the performance of the volumetric-based methods, which can be verified in the result of Backbone-34+TVI+TVPR. In frame $t_2$ and frame $t_3$, Backbone-34+TVI also fails to segment the motion status of the objects. In our observation, the deviation from the voxelization, the alignment of two frames and the downsampling during the sparse network blurs the motion information between two corresponding frames. Therefore, the deviation limits the ability for cross-frame local interpolation and temporal variation-aware interpolation. Consequently, our temporal voxel-point refiner propagates the motion sta-
Fig. 9. Qualitative results for small object.

Table 4

|              | mIoU | car   | person | bicycle | moving-car | moving-person | moving-bicyclist |
|--------------|------|-------|--------|---------|------------|----------------|------------------|
| Backbone-34  | 51.5 | 93.8  | 24.1   | 29.4    | 71.4       | 54.8           | 90.2             |
| Backbone-34+TVI | 52.3 | 94.4  | 18.1   | 28.0    | 73.6       | 55.7           | 90.7             |
| Backbone-34+TVI+TVPR | 53.8 | 94.2  | 20.0   | 40.4    | 78.3       | 57.1           | 94.7             |

An analysis for temporal variation modules.

tus at a point-to-point level, reducing the deviation effects. We can verify the effectiveness of the temporal voxel-point refiner with a better performance about the moving classes in frame \( t_2 \) and \( t_3 \).

5 Conclusion

In this paper, we have presented a spatial-temporal network to improve the 4D perception ability. To further dig into the usage of temporal information, we propose a temporal variation-aware interpolation module to capture more variation information between corresponding frames. Furthermore, we design a temporal voxel-point refiner with a temporal graph structure to capture the temporal variation and spatial coherence. The temporal voxel-point refiner can also reduce the error from the voxelization. The experiments have shown that each component of our method is highly effective and we achieve state-of-the-art results on SemanticKITTI and SemanticPOSS.
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