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Abstract

Given multiple point clouds, how to find the rigid transform (rotation, reflection, and shifting) such that these point clouds are well aligned? This problem, known as the generalized orthogonal Procrustes problem (GOPP), has found numerous applications in statistics, computer vision, and imaging science. While one commonly-used method is finding the least squares estimator, it is generally an NP-hard problem to obtain the least squares estimator exactly due to the notorious nonconvexity. In this work, we apply the semidefinite programming (SDP) relaxation and the generalized power method to solve this generalized orthogonal Procrustes problem. In particular, we assume the data are generated from a signal-plus-noise model: each observed point cloud is a noisy copy of the same unknown point cloud transformed by an unknown orthogonal matrix and also corrupted by additive Gaussian noise. We show that the generalized power method (equivalently alternating minimization algorithm) with spectral initialization converges to the unique global optimum to the SDP relaxation, provided that the signal-to-noise ratio is high. Moreover, this limiting point is exactly the least squares estimator and also the maximum likelihood estimator. In addition, we derive a block-wise estimation error for each orthogonal matrix and the underlying point cloud. Our theoretical bound is near-optimal in terms of the information-theoretic limit (only loose by a factor of the dimension and a log factor). Our results significantly improve the state-of-the-art results on the tightness of the SDP relaxation for the generalized orthogonal Procrustes problem, an open problem posed by Bandeira, Khoo, and Singer in 2014.

1 Introduction

Suppose we observe $n$ noisy copies $\{A_i\}_{i=1}^n$ of a common unknown point cloud $A \in \mathbb{R}^{d \times m}$ transformed by unknown orthogonal matrices $\{O_i\}_{i=1}^n$.

$$A_i = O_i A + \sigma W_i, \quad 1 \leq i \leq n,$$

where $A \in \mathbb{R}^{d \times m}$ consists of $m$ data points in $\mathbb{R}^d$ and $W_i \in \mathbb{R}^{d \times m}$ is the additive Gaussian noise. How to recover the underlying point cloud $A$ and corresponding orthogonal matrices $\{O_i\}_{i=1}^n$? This problem, known as the generalized orthogonal Procrustes problem, has found many applications in statistics [24, 51], computer vision [10, 39, 41], and imaging science [8, 19, 29, 45, 48, 49].

One common approach to solve this generalized orthogonal Procrustes problem (GOPP) is finding the least squares estimator. However, it turns out that finding the globally optimal least squares estimator is an NP-hard problem in general. In this work, we will study the convex relaxation (semidefinite programming relaxation) [8, 6, 57] of this challenging nonconvex problem and also the performance of the generalized power method [12, 20, 36, 37, 35, 34, 64] to estimate the $A$ and $O_i$. In particular, we will focus on the following key questions:

---
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When is the convex relaxation tight?

Here the tightness means the solution to the convex relaxation exactly equals the least square estimator \([6, 33, 57, 58, 63]\), also informally known as “relax but no need to round”. In other words, we are interested in understanding when a seemingly NP-hard problem can be solved by an algorithm of polynomial time complexity. This is motivated by an interesting numerical phenomenon: the tightness of convex relaxation holds if the noise level is small. In fact, it is conjectured there exists a threshold for the noise level below which the tightness of convex relaxation holds in [8] by Bandeira, Khoo, and Singer as an open problem in 2014. In the author’s earlier work \([34]\), it is shown that \(\sigma \lesssim \sqrt{\frac{m}{d + \sqrt{m}}}\) suffices to ensure the tightness of the SDP (semidefinite program) relaxation. However, this theoretical bound does not match the current numerical simulations since the experiments indicate that the more plausible threshold should be \(\sigma \lesssim \sqrt{\frac{n}{\sqrt{nd} + \sqrt{m}}}\) (modulo a log factor). As a result, the first question this manuscript tries to answer is to give a more precise characterization of this threshold.

As the SDP relaxation is usually computationally expensive, it is more favorable to use efficient first-order nonconvex methods such as the generalized power method. As the original least squares problem is highly nonconvex, we cannot always expect the generalized power method to find the least squares estimator. Thus it is natural to ask

When can the generalized power method recover the global optimal solution?

Numerical simulations indicate a similar phenomenon: if the noise is small, then the generalized power method indeed recovers the SDP solution, which is also the global optimal least squares estimator. Therefore, we are interested in understanding why the generalized power method with a proper initialization enjoys the global convergence even for this nonconvex problem. The core variable is the signal-to-noise ratio (SNR): it is widely believed that the stronger the noise, the harder the problem. We will study how the answers to these two aforementioned questions depend on the signal-to-noise ratio. We aim to find out the maximum level of noise which allows the tightness of the SDP relaxation and the global convergence of the generalized power methods \([6, 37, 64]\).

1.1 Related works

The generalized orthogonal Procrustes problem (GOPP) has been studied under many different settings. For its broad applications, we refer the interested readers to \([25, 24, 51, 10, 59, 41, 8, 19, 29, 45, 48, 49]\) and the reference therein. Our work will mainly focus on the optimization approaches in finding the least squares estimator of the GOPP. More precisely, finding the least squares estimator can be finally reduced to solving following optimization program with orthogonality constraints:

\[
\max_{O_i \in O(d)} \sum_{i,j} \text{Tr}(C_{ij} O_j O_i^\top) \tag{1.1}
\]

where \(C_{ij} = A_i A_j^\top \in \mathbb{R}^{d \times d}\) is the “cross-covariance” between the \(i\)th and \(j\)th point clouds, and

\[
O(d) := \{ R \in \mathbb{R}^{d \times d} : RR^\top = R^\top R = I_d \} \tag{1.2}
\]

is the set of all \(d \times d\) orthogonal matrices. The program in this form \((1.1)\) (as well as its famous special case \(d = 1\)) is a well-known NP-hard problem in general and has been widely studied \([1, 7, 23, 50, 60]\). Due its nonconvexity, a global optimal solution is often hard to obtain. Here we briefly review several popular approaches in dealing with \((1.1)\).

Convex relaxation is arguably one of the most popular and powerful methods. One common way of relaxing \((1.1)\) is to generalize the famous Goemans-Williamson relaxation \([23]\) for graph max-cut \((d = 1)\) to \(d \geq 2\) by considering semidefinite program (SDP) with block diagonal constraints \([7, 11, 42]\). After solving the relaxation, one would find an approximate solution via rounding with solid theoretical guarantees \([7, 23, 40]\). Our work follows a different route by studying the tightness of the SDP relaxation: in many practical applications, we see that
the SDP relaxation is sufficient to produce the global optimal solution to the original program. In other words, the rounding procedure is not necessary sometimes in examples including synchronization [8, 23, 33, 57, 63, 64], community detection [1], signal processing and machine learning [5, 16, 18]. However, the tightness is not free lunch as it usually holds when the noise in the input data is relatively small. Therefore, our goal is to identify the maximum noise level for the tightness to hold.

On the other hand, despite the success of convex relaxation and the recent progresses of general SDP solvers [52, 54, 61], solving large-scale SDPs could be still highly expensive and even computationally prohibitive in practice. Therefore, efficient first-order iterative methods are often preferred [11, 14, 13, 62, 60]. In the past few years, there are significant progresses in developing nonconvex approaches with theoretical guarantees for various problems in signal processing and machine learning. The recent advances in the provably convergent nonconvex methods roughly fall into two categories: (a) Showing that the optimization landscape is benign, i.e., the objective function has only one local optimum (which is also global) and there are no other “spurious” local optima [11, 15, 13, 22, 33, 39, 63]; (b) Construct a smart initialization for the algorithm and then show that the first-order method produces a sequence of iterates which converge to the global optimum [17, 20, 28, 36, 37, 38]. Our work follows the second idea: we will first perform spectral initialization and then show that the first-order method will enjoy linear global convergence to the global optima. In particular, we will focus on the studying the convergence of the generalized power method (GPM). The GPM has been successfully applied to several related problems, especially group synchronization [12, 20, 35, 36, 37, 64]: once the initialization is sufficiently close to the global optima, one can obtain the global convergence of the GPM. Our work benefits greatly from the recent popular leave-one-out technique [38, 64] in analyzing the convergence of our algorithm. In particular, the first step of our algorithm is the spectral initialization which needs a block-wise error bound on the singular vectors of a spiked rectangle matrix. This block-wise error bound is made possibly by the leave-one-out technique in obtaining an $\ell_\infty$-norm and block-wise error bound of the eigenvector perturbation [3, 32, 64].

The generalized Procrustes problem is closely related to the orthogonal group synchronization problem [5, 21, 41, 44, 57, 65]. The $O(d)$ synchronization asks to recover a set of group elements $O_i \in O(d)$ from their noisy pairwise measurements:

$$O_{ij} := O_iO_j^{-1} + E_{ij}, \quad (i, j) \in E$$

(1.3)

where each $O_i$ is orthogonal, $E_{ij}$ is additive noise (it also can be multiplicative noise), and $E$ is the edge set of all observed pairwise measurements. One benchmark statistical model for $O(d)$ synchronization is: each noise $E_{ij}$ is an independent random matrix (such as Gaussian random matrix) for all $i < j$. The GOPP is similar to the group synchronization in the sense that the pairwise measurement $C_{ij} = A_iA_j^\top$ contains the information about $O_i$ and $O_j$. However, the most obvious difference is that the noise between two point clouds $A_i$ and $A_j$ is not independent of the edge unlike the benchmark group synchronization model (1.3) with additive independent noise on edges [1, 2, 6, 57, 64]. This difference in the setup results in significant technical difference in the convergence analysis of the generalized power method from the previous works [12, 20, 35, 36, 37, 64].

We conclude this section by summarizing the main contribution of our work. By using the leave-one-out technique, we successfully analyze the convergence of the generalized power method in the generalized orthogonal Procrustes problem. In particular, we show that the generalized power method converges linearly to a limiting point which is equal to the least squares estimator and also corresponds to the optimal solution to the SDP relaxation, if the noise strength $\sigma$ satisfies $\sigma \lesssim \sqrt{n}/(\sqrt{d}(\sqrt{md} + \sqrt{m} + 2\sqrt{n}\log n))$ (modulo the constants, log-factor and condition number). As a result, our result provides a near-optimal sufficient condition for the tightness of the SDP relaxation in terms of information-theoretic bound and resolves the open problem proposed by Bandeira, Khoo, and Singer in [8].
1.2 Organization of our paper

Our paper will proceed as follows. In Section 2, we will introduce the basics of the generalized orthogonal Procrustes problem and several optimization formulations including semidefinite relaxation and generalized power method. Section 3 will focus on the main theoretical results in this paper and Section 4 will present several numerical experiments to complement our theory. The proof will be presented in Section 5.

1.3 Notations

We denote vectors and matrices by boldface letters \( \mathbf{x} \) and \( \mathbf{X} \) respectively. For a given matrix \( \mathbf{X} \), \( \mathbf{X}^\top \) is the transpose of \( \mathbf{X} \) and \( \mathbf{X} \succeq 0 \) means \( \mathbf{X} \) is symmetric and positive semidefinite. Let \( I_n \) be the identity matrix of size \( n \times n \). For two matrices \( \mathbf{X} \) and \( \mathbf{Y} \) of the same size, their inner product is

\[
\langle \mathbf{X}, \mathbf{Y} \rangle := \text{Tr}(\mathbf{X}^\top \mathbf{Y}) = \sum_{i,j} X_{ij} Y_{ij}.
\]

Let \( \| \mathbf{X} \| \) be the operator norm, \( \| \mathbf{X} \|_* \) be the nuclear norm, and \( \| \mathbf{X} \|_F \) be the Frobenius norm. We denote the \( i \)th largest and the smallest singular value of \( \mathbf{X} \) by \( \sigma_i(\mathbf{X}) \) and \( \sigma_{\text{min}}(\mathbf{X}) \) respectively. We let \( O(d) := \{ \mathbf{O} \in \mathbb{R}^{d \times d} : \mathbf{R}^\top \mathbf{R} = \mathbf{R} \mathbf{R}^\top = I_d \} \) be the set of all \( d \times d \) orthogonal matrices. For a non-negative function \( f(\mathbf{x}) \), we write

\[
f(\mathbf{x}) \lesssim g(\mathbf{x}) \quad \text{and} \quad f(\mathbf{x}) = O(g(\mathbf{x}))
\]

if there exists a positive constant \( C_0 \) such that

\[
f(\mathbf{x}) \leq C_0 g(\mathbf{x}) \quad \text{for all} \quad \mathbf{x}.
\]

2 Preliminaries

Suppose we observe a set of \( n \) noisy point clouds in \( \mathbb{R}^d \) transformed by an unknown orthogonal matrix \( \mathbf{O}_i \in O(d) \):

\[
\mathbf{A}_i = \mathbf{O}_i \mathbf{A} + \sigma \mathbf{W}_i \quad \text{(2.1)}
\]

where \( \mathbf{W}_i \) is the additive Gaussian noise and \( m \geq d \). Without loss of generality, we assume the underlying orthogonal matrix \( \mathbf{O}_i \) is \( I_d \) for all \( 1 \leq i \leq n \). Then the model becomes

\[
\mathbf{A}_i = \mathbf{A} + \sigma \mathbf{W}_i, \quad \mathbf{A} \in \mathbb{R}^{d \times m}
\]

and we can write the observed data into the signal-plus-noise form:

\[
\mathbf{D} := \mathbf{Z} \mathbf{A} + \sigma \mathbf{W} \in \mathbb{R}^{nd \times m}, \quad \mathbf{Z}^\top := [I_d, \cdots, I_d] \in \mathbb{R}^{d \times nd} \quad (2.2)
\]

where \( \mathbf{W} \in \mathbb{R}^{nd \times m} \) is a Gaussian random matrix.

The key question is: how to recover \( \mathbf{O}_i \) and \( \mathbf{A} \) from \( \mathbf{A}_i \) (equivalently \( \mathbf{D} \))? One commonly-used approach is finding the least squares estimator of \( \mathbf{O}_i \) and \( \mathbf{A} \) by minimizing

\[
\min_{\mathbf{O}_i \in O(d), \mathbf{A} \in \mathbb{R}^{d \times m}} \sum_{i=1}^n \| \mathbf{A}_i - \mathbf{O}_i \mathbf{A} \|_F^2. \quad (2.3)
\]

Under the additive Gaussian noise, the least squares estimator exactly matches the maximum likelihood estimator. It is easy to see that (2.3) is a nonconvex program due to the orthogonality constraints. Note that (2.3) involves two variables \( \mathbf{O}_i \) and \( \mathbf{A} \). In fact, we can remove \( \mathbf{A} \) by first fixing \( \mathbf{O}_i \). By assuming \( \mathbf{O}_i \) is known, (2.3) is a convex function over \( \mathbf{A} \) and minimizing it gives

\[
\hat{\mathbf{A}} = \frac{1}{n} \sum_{i=1}^n \mathbf{O}_i^\top \mathbf{A}_i. \quad (2.4)
\]

By substituting \( \hat{\mathbf{A}} \) back into (2.3), the objective function (2.3) is equivalent to maximizing a generalized quadratic form with orthogonality constraints

\[
\max_{\mathbf{O}_i \in O(d)} \sum_{i<j} \langle \mathbf{C}_{ij}, \mathbf{O}_i \mathbf{O}_j^\top \rangle, \quad \text{where} \quad \mathbf{C}_{ij} = \mathbf{A}_i \mathbf{A}_j^\top \quad (P)
\]
which gives (1.1). An equivalent formulation is given by
\[
f(O) = \left\langle C, OO^T \right\rangle = \|D^T O\|_F^2, \quad C := DD^T \in \mathbb{R}^{nd \times nd}
\] (2.5)
where
\[
O^T = [O_1^T, \cdots, O_n^T] \in O(d)^\otimes n, \quad D^T = [A_1^T, \cdots, A_n^T] \in \mathbb{R}^{m \times nd}. \tag{2.6}
\]

From now on, we will focus on recovering the orthogonal matrices \(O_i\) by solving (P) and then use the estimator of \(O_i\) to reconstruct \(A\) via (2.4).

### 2.1 Semidefinite programming relaxation
The nonconvex program (P) is a famous NP-hard problem in general. One approach to tackle it is to use the semidefinite program (SDP) relaxation by using the fact that \(OO^T \succeq 0\), \([OO^T]_{ii} = O_i O_i^T = I_d\).

As a result, the SDP relaxation of (P) is
\[
\max \left\langle C, G \right\rangle \text{ such that } G \succeq 0, \ G_{ii} = I_d, \tag{SDP}
\]
where \(OO^T\) is replaced by \(G \in \mathbb{R}^{nd \times nd}\). It is a natural generalization of the Goemans-Williamson relaxation \(d = 1\) of the graph max-cut problem [23] to \(d \geq 2\). This SDP with block-diagonal constraints has been found in several applications include group synchronization [11, 57, 46]. Many off-the-shelf SDP solvers [52, 54, 61] can find the global optimal solution to (SDP) directly for a relatively small size program. In general, one cannot expect the solution to the relaxation (SDP) is equal to that to (P). However, numerical experiments in [34] indicate that the (SDP) relaxation yields the global optimal solution to (P) for \(\sigma \lesssim \sqrt{n/(\sqrt{nd} + \sqrt{m} + 2\sqrt{n \log n})}\), i.e., when the noise level is small compared with the signal strength. Therefore, one core component of our work is to justify the tightness of (SDP) under the high SNR (signal-to-noise ratio) regime, i.e., for relatively small \(\sigma\).

### 2.2 Generalized power method and alternating minimization algorithm
As discussed briefly in the introduction, it is computationally prohibitive to solve a large-scale SDP directly, which is the major roadblock towards practical applications. Thus we aim to develop efficient first-order methods which achieve similar performance as the SDP does while also enjoying solid theoretical guarantees. Inspired by the recent progresses of the generalized power method (GPM) in group synchronization [12, 36, 37, 35], we apply the GPM to the generalized orthogonal Procrustes problem.

The generalized power method can be also viewed as the conditional gradient method with a specific stepsize [36]. Note that by dropping the orthogonality constraints in (P), the gradient of \(f(O)\) in (2.5) is
\[
\nabla f(O) = 2 CO.
\]

Given the current iterate \(S^t \in O(d)^\otimes n\), we update the next iterate by
\[
S^{t+1} := \arg\max_{O \in O(d)^\otimes n} \langle O, CS^t \rangle = \sum_{i=1}^n \arg\max_{O_i \in O(d)} \langle O_i, [CS^t]_{ii} \rangle.
\]

We can view this updating scheme as one-step power iteration followed by projection step. In fact, it is not hard to find the explicit form of \(S^{t+1}\) by using the singular value decomposition: the \(i\)th \(d \times d\) block \(S^{t+1}_i\) of \(S^{t+1}\) is given by
\[
S^{t+1}_i = \mathcal{P}([CS^t]_{ii}), \quad 1 \leq i \leq n,
\]
where
\[
\mathcal{P}(X) := UV^T \tag{2.7}
\]
The global minimizer is given by

$$P(X) := \arg\min_{Q \in O(d)} \|X - Q\|_F^2.$$  

By the definition of $P(\cdot)$, it has multiple choices of $U$ and $V$ if the input matrix is rank deficient. In this case, it suffices to pick one specific choice of left/right singular vectors. In particular, if $X$ is invertible, then

$$P(X) = (XX^\top)^{-1/2}X = X(X^\top X)^{-1/2}.$$  

In summary, the GPM aims to recover the hidden orthogonal matrices iteratively by using

$$S^{t+1} = P_n(CS^t)$$  

where $P_n(\cdot)$ is an operator from $\mathbb{R}^{nd \times d}$ to $O(d)^{\otimes n}$, i.e.,

$$P_n(X) := \begin{bmatrix} P(X_1) \\ \vdots \\ P(X_n) \end{bmatrix}$$  

which applies $P$ operation to each $d \times d$ block, where $X_i$ is the $i$th $d \times d$ block of $X \in \mathbb{R}^{nd \times d}$.

In fact, the GPM is essentially nonconvex and thus a carefully chosen initialization would help the convergence. Here we initialize the algorithm by using spectral method: first compute the top $d$ left singular vectors $U$ of $D$ in (2.6) and then round each $d \times d$ block to an orthogonal matrix,

$$S^0 = P_n(U).$$  

As a nonconvex program, we cannot hope that the global convergence always holds as there is still the risk of getting stuck at local optima or at other fixed points. Remarkably, several previous numerical experiments in [34] indicates that the generalized power method with spectral initialization would converge to the global optimal solution, provided that the noise level is relatively small. As a result, the major theoretical question is obtaining the convergence of the generalized power method with spectral initialization.

To discuss the convergence of the generalized power method, we need to introduce a distance on $\mathbb{R}^{nd \times d}$ which is invariant to a global orthogonal transform since the solutions to $\mathbb{P}$ are equivalent if they are multiplied right by a common orthogonal matrix. To resolve this ambiguity, we define a distance between two matrices in $\mathbb{R}^{nd \times d}$ by

$$d_F(X, Y) := \min_{Q \in O(d)} \|X - YQ\|_F.$$  

The global minimizer is given by $Q = P(Y^\top X)$ and

$$d_F(X, Y) = \sqrt{\|X\|_F^2 + \|Y\|_F^2 - 2\langle X, YQ \rangle} = \sqrt{\|X\|_F^2 + \|Y\|_F^2 - 2\|Y^\top X\|_F}.$$
where \( \| \cdot \|_* \) denotes the nuclear norm and \( \mathcal{P}(\cdot) \) is defined in (2.7). In particular, if we let \( X \) and \( Y \) be in \( O(d)^{\otimes n} \), then
\[
d_F(X, Y) = \sqrt{2nd - 2\| Y^\top X \|_*}
\]
since \( \| X \|_F = \sqrt{nd} \) holds for \( X \in O(d)^{\otimes n} \).

## 3 Main results

Now we are ready to introduce our first main result. The proof of the global convergence of the GPM relies on spectral initialization, i.e., computing the top \( d \) left singular vectors \( U \) of \( D \) in (2.6) and then round each \( d \times d \) block \( U_i \) of \( U \) to an orthogonal matrix. As a by-product, we first provide a block-wise error bound for the spectral estimation of \( O \) in (2.6).

**Theorem 3.1.** Suppose we observe \( A_i = O_iA + \sigma W_i, 1 \leq i \leq n, \) with \( A \in \mathbb{R}^{d \times m} (m \geq d) \) and additive Gaussian noise \( W_i \). The spectral estimator \( S^0 \in O(d)^{\otimes n} \) in (2.9) of \( O \in O(d)^{\otimes n} \) satisfies
\[
\min_{Q \in O(d)} \max_{1 \leq i \leq n} \| S^0_i - O_iQ \| \lesssim \frac{\sigma \kappa^2}{\sigma_{\min}(A)} \left( \sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n} \right) \sqrt{n}
\]
with probability at least \( 1 - O(n^{-\gamma+2}) \) if
\[
\sigma \lesssim \frac{\sigma_{\min}(A)}{\kappa^4} \cdot \frac{\sqrt{n}}{\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n}}, \quad \kappa := \frac{\sigma_{\max}(A)}{\sigma_{\min}(A)}.
\]

Here we implicitly require the smallest singular value \( \sigma_{\min}(A) \) of \( A \) is strictly positive, i.e., \( A \) is rank-\( d \) and \( m \geq d \). This result is a natural generalization of the \( \ell_\infty \)-norm singular vector perturbation bound to the block-wise error bound [3]. Note that applying Davis-Kahan [21] or Wedin [59] type perturbation argument for singular vectors gives an \( \ell_2 \)-norm bound:
\[
\min_{Q \in O(d)} \| U - OQ \| \lesssim \frac{\sigma \sqrt{n} \| W \|}{\sigma_d(D)} \lesssim \frac{\sigma(\sqrt{nd} + \sqrt{m})}{\sigma_{\min}(A)}
\]
where we choose to normalize the top \( d \) left singular vectors \( U \in \mathbb{R}^{nd \times d} \) of \( D \) as \( U^\top U = nI_d \) and \( \sigma_d(D) \) is the \( d \)th largest singular value of \( D \) which satisfies
\[
\sigma_d(D) \geq \sigma_d(ZA) - \sigma \| W \| \geq \sqrt{n} \sigma_{\min}(A) - \sigma(\sqrt{nd} + \sqrt{m}) \gtrsim \sqrt{n} \sigma_{\min}(A)
\]
under
\[
\sigma \lesssim \frac{\sqrt{n} \sigma_{\min}(A)}{\sqrt{nd} + \sqrt{m}}.
\]

Theorem 3.1 implies that the error incurred by the additive Gaussian random noise is evenly distributed to each block. Also it means the spectral method provides an initialization \( S^0 \) which is sufficiently close to the ground truth signal \( O \) blockwisely.

Note that the spectral initialization in general does not yield the exact maximum likelihood estimator to \( [P] \). Thus we will start from this initial guess (2.9) and apply the generalized power method (GPM). Our second main result is the global linear convergence of the generalized power method with spectral initialization to the least squares estimator (also the maximum likelihood estimator) of the orthogonal matrices \( O \). In fact, the tightness of the SDP relaxation is a by-product of the global convergence of the GPM.

**Theorem 3.2.** Suppose we observe \( A_i = O_iA + \sigma W_i, 1 \leq i \leq n, \) with \( A \in \mathbb{R}^{d \times m} \) and additive Gaussian noise \( W_i \). With probability at least \( 1 - O(n^{-\gamma+2}) \), the sequence \( \{ S^t \}_{t \geq 0} \) from (GPM) converges to a unique fixed point \( S^\infty \) linearly
\[
d_F(S^t, S^\infty) \leq \rho d_F(S^0, S^\infty)
\]
where $\rho < 1$ is a constant and the initialization is $S^0 = P_n(U)$ with the top $d$ left singular vectors $U \in \mathbb{R}^{nd \times d}$ of $D \in \mathbb{R}^{nd \times m}$, provided that
\[
\sigma \lesssim \frac{\sigma_{\min}(A)}{\kappa^4} \frac{\sqrt{n}}{\sqrt{d} \sqrt{\log n}}.
\]
Moreover, $S^\infty$ is the unique global maximizer to $[P]$ (modulo a global orthogonal transform) and $S^\infty(S^\infty)^\top$ is the unique global maximizer to the (SDP) relaxation.

Here are a few remarks on the Theorem 3.2. First, it provides a sufficient condition on the tightness of the SDP relaxation: solving (SDP) suffices to produce the global optimal solution to the original program $[P]$. Moreover, one does not need to solve the SDP directly using a standard SDP solver; instead, using efficient generalized power method would give the exact global optimal solution. In fact, the SDP relaxation and generalized power method have quite similar empirical performance, as shown in our numerical experiments in Section 4.

The main difference of this work from the author’s earlier work [34] is the improvement on the bound of $\sigma$. In [34], it has been shown that $\sigma \lesssim \sigma_{\min}(A)/(\kappa^4 \sqrt{d} \sqrt{\log n})$ is needed to ensure the tightness of this bound essentially requires the additive noise in each point cloud is smaller than its signal strength. Therefore, the bound on $\sigma$ is nearly independent of the number of point clouds $n$. Instead, the new bound (3.2) integrates the information of all pairwise point clouds: as the sample size $n$ gets larger, the right hand side of (3.2), i.e., maximum allowable noise level, increases
\[
\sigma \lesssim \frac{\sigma_{\min}(A)}{\kappa^4} \frac{1}{\sqrt{d} \sqrt{m/n} \sqrt{2\gamma \log n}}
\]
as $m/n$ decreases, which means the tightness of the SDP relaxation and the global convergence of the (GPM) hold in the presence of stronger noise than the bound given in [34].

One natural question is about the optimality of (3.2). It has been shown in many applications that if the signal strength is stronger than the noise, it is possible to recover a meaningful solution [1, 3, 12, 20, 47, 64]. In our case where the data matrix $D = ZA + \sigma W$ is in the signal-plus-noise form, we would expect that the tightness of the SDP relaxation and the convergence of the GPM hold
\[
\frac{\sqrt{n} \|A\|}{\sigma \|W\|} > 1 \iff \sigma < \frac{\sqrt{n} \|A\|}{\|W\|}.
\]
Note that $\|W\| \lesssim \sqrt{nd} + \sqrt{m}$ and thus we hope that
\[
\sigma \lesssim \frac{\sqrt{n} \|A\|}{\sqrt{nd} + \sqrt{m}}
\]
is needed to yield a nontrivial recovery of $\{O_i\}_{i=1}^n$ via the GPM with spectral initialization. In fact, if we assume $A$ is partially orthogonal, i.e., $AA^\top = I_d$, then it is believed that the information-theoretic bound for the detection these signals should be $\sigma \approx \sqrt{n}/(\sqrt{nd} + \sqrt{m})$ [9, 27, 43, 44]. Our result differs from this near-optimal bound by a factor of $\sqrt{d}$, condition number $\kappa$, and a log term. Numerical simulations in Section 4 indicate that the presence of $\sqrt{d}$ and condition number $\kappa$ in (3.2) do not seem necessary. Hence, we conjecture that the tightness of the SDP relaxation would hold if
\[
\sigma \lesssim \frac{\sqrt{n} \sigma_{\min}(A)}{\sqrt{nd} + \sqrt{m} + c\sqrt{\log n}}
\]
for some constant $c$ with high probability.

The next main theorem characterizes the estimation blockwise error bound of least squares estimator $S_1^\infty$ to the true planted orthogonal matrix $O_i$, and also the estimation error $\hat{A}$ of the hidden point cloud $A$ up to a global orthogonal transform.

\footnote{While the result [44] holds for more general noise, it is suboptimal when applied to additive Gaussian noise.}
Theorem 3.3. The limiting point $S^\infty$ from the (GPM) satisfies
\[
\min_{Q \in O(d)} \max_{1 \leq i \leq n} \|S^\infty_i - Q\|_F \leq \frac{\kappa^2 \sigma \sqrt{d(\sqrt{n}d + \sqrt{m} + 2\sqrt{2}n \log n)}}{\sqrt{n}},
\]
\[
\min_{Q \in O(d)} \left\| \frac{1}{n} \sum_{i=1}^{n} S^\infty_i A_i - QA \right\|_F \leq \frac{\kappa^2 \sigma \sqrt{d(\sqrt{n}d + \sqrt{m} + 2\sqrt{2}n \log n)}}{\sqrt{n}},
\]
with probability at least $1 - O(n^{-\gamma+2})$ provided that
\[
\sigma \leq \frac{\sigma_{\min}(A)}{\kappa^4} \cdot \frac{\sqrt{n}}{\sqrt{d(\sqrt{n}d + \sqrt{m} + 2\sqrt{2}n \log n)}}.
\]

Theorem 3.3 indicates that the estimation error of each orthogonal matrix is approximately of the same order.

We conclude this section with a few possible future directions. One major problem is the possible sub-optimality of (3.2) which differs from the information-theoretic limit by a factor of $\sqrt{d}$. Similar to many other low-rank matrix recovery problems [35, 38] via nonconvex approaches, the dependence on the rank of the planted signal (Here the rank equals $d$) is typically suboptimal. To overcome this issue, one may need to come up with a sharper convergence analysis. In our case, it would be the characterization of the contraction mapping induced by the generalized power method under operator norm instead of Frobenius norm (2.10). In fact, in our work, the major technical bottleneck arises in Lemma 5.5: it is unclear to how to establish the Lipschitz continuity for the operator $P_n(\cdot)$ under operator norm $d_2(X, Y) := \min_{Q \in O(d)} \|X - YQ\|_F$ instead of $d_F(\cdot, \cdot)$ in (2.10). Another interesting problem would be how to find the exact critical threshold for the tightness of the SDP relaxation as our current analysis relies on the GPM to understand the output of the convex relaxation. However, it is very likely that there is still a performance gap (despite this gap could be small, as shown in Section 4) between the GPM and convex relaxation, which cannot be fully characterized by our current methods. The similar issues also can be found in phase synchronization [6, 64] and orthogonal group synchronization [35] since the ground truth rotation is not usually the global optimal solution to the SDP relaxation. We leave these problems to the future works.

4 Numerics

This section is devoted to a few numerical experiments which complement our theoretical results.

4.1 Performance comparison between (SDP) relaxation and (GPM)

Our theory on the tightness of the (SDP) relaxation is established via the global convergence of the generalized power method (GPM). Therefore, it is natural to ask if there is a performance gap between these two different approaches in obtaining the global optimal solution to (P). To answer this question, we set the underlying data matrix $A$ as $AA^\top = I_d$ and $O_i = I_d$ in (2.1), and rescale the noise strength $\sigma$ as
\[
\sigma = \frac{\eta \sqrt{n}}{\sqrt{nd} + \sqrt{m}}, \quad \eta > 0.
\]

The noise parameter $\eta$ ranges from 0 to 1.2, and the dimension factor $(m, n, d)$ is fixed. For the tightness of (SDP) relaxation, we use the SDPNAL+ solver [61, 52] to obtain the (SDP) solution exactly and then check if the resulting SDP solution is exactly rank $d$, i.e., the SDP solution produces the global solution to (P). For the convergence of the (GPM), we simply initialize the algorithm with spectral method (2.9), followed by the generalized power iteration. Then once the iterates stabilize or reach the maximum number of iterations, we certify the global optimality of the (GPM) solution via the duality theory in convex optimization, more precisely, in Theorem 5.12.
Figure 1 gives the comparison between the SDP relaxation (SDPR) and the GPM: both the SDPR and GPM successfully produce the tight SDP solution for $\eta < 0.6$, and then the probability of tightness rapidly decays to 0 as $\eta$ increases from 0.6 to 0.9. In conclusion, we can see that the SDPR outperforms the GPM marginally but their overall performances are highly similar.

4.2 Global convergence of the GPM

Our next experiment aims to verify if our bound (3.2) on $\sigma$ in Theorem 3.2 has the optimal scaling, i.e., $\sigma \lesssim \sqrt{n}/(\sqrt{d} (\sqrt{d n} + \sqrt{m} + \sqrt{2} \sqrt{n \log n}))$ with probability at least $1 - O(n^{-\gamma+1})$. We set different $(d, n, m)$ in the experiment, and the noise level $\eta$ varies from 0 to 1.2. For each set of $(d, n, m, \eta)$, we run 20 experiments and calculate the proportion of the global convergence of the GPM.

Figure 2 presents the simulation experiments with various choices of $(d, n, m)$. We can see that the phase transition boundary between the black region (failure) and the white one (success) is quite sharp. In particular, we find the phase transition boundary is approximately

$$\sigma \approx 1.89 \sqrt{n} / (\sqrt{d} (\sqrt{d n} + \sqrt{m} + 2 \sqrt{n \log n}))$$

instead of $\sigma \approx \eta^* \sqrt{n}/(\sqrt{d} (\sqrt{d n} + \sqrt{m}))$ for some constant $\eta^*$. This means our theoretical bound (3.2) differs from the empirical phase transition boundary by a dimension factor $\sqrt{d}$ and a constant factor.

4.3 Dependence on the condition number

Note that our bound on $\sigma$ depends on the condition number $\kappa$ of $A$ in Theorem 3.2, i.e., for larger $\kappa$, we allow lower noise level for the tightness of (SDP) and the convergence of (GPM). In order to check whether this dependence on $\kappa$ is necessary, we perform the following simulation: we simulate $A$ whose condition number ranges $\kappa$ from 1 to 10. In particular, we always let $\sigma_{\min}(A) = 1$. Then we apply the generalized power method to this synthetic dataset and see if this algorithm with spectral initialization would have the global convergence. For each pair of $(\kappa, \eta)$ with $1 \leq \kappa \leq 10$ and $0 \leq \eta \leq 2$, we run 20 experiments and calculate how many instances have the global convergence of the GPM.

The result is given in Figure 3: the boundary between the success (tightness holds) and failure stays almost constant (i.e., around $\eta \approx 1$) with respect to the condition number $\kappa$. This
Figure 2: Phase transition for the tightness/global convergence of the GPM. Black region: the tightness of the GPM fails; white region: the tightness holds. Top: the parameters $(m, d)$ are fixed and $n$ varies; Bottom: the parameters $(n, d)$ are fixed and $m$ varies. The phase transition occurs approximately around the red dashed curve $\sigma = 1.89\sqrt{n}(\sqrt{nd} + \sqrt{m} + 2\sqrt{n \log n})$.

Figure 3: Dependence of $\sigma$ on the condition number $\kappa$. 
indicates almost no dependence of $\sigma$ (i.e., equivalently $\eta$) on $\kappa$, and also that the appearance of $\kappa$ in (3.2) is likely an artifact of the proof. We expect that $\sigma$ may only depend on the smallest singular value $\sigma_{\min}(A)$ of $A$, instead of on $\kappa$.

5 Proofs

The convergence proof of the GPM for the generalized orthogonal Procrustes problem is inspired by the leave-one-out techniques used in group synchronization problem [33, 64]. Due to the inherent setting difference in these two problems, the technical parts differ. The major difference is the construction of the basin of attraction and also different types of additive noise. In our proof, it is more convenient to write the data matrix $C = DD^\top$ in (2.5) into the signal-plus-noise form:

$$C = \frac{ZAA^\top Z^\top}{\text{signal}} + \frac{\sigma WA^\top Z^\top + \sigma ZAW^\top + \sigma^2 WW^\top}{\text{noise}}$$

where $D = ZA + \sigma W \in \mathbb{R}^{nd \times m}$ is given in (2.2).

Similar to [33, 64], we decompose the generalized power method into a composition of two operations:

$$S^{k+1} = T(S^k)$$

where $T := \mathcal{P}_n \circ \mathcal{L}$ with $\mathcal{P}_n$ defined in (2.8) and

$$\mathcal{L} : \mathbb{R}^{nd \times d} \to \mathbb{R}^{nd \times d}, \
\mathcal{L}S := \frac{CS}{n\|A\|^2}.$$ 

5.1 An overview of the convergence analysis: the basin of attraction and leave-one-out technique

To show the global convergence of the GPM, it suffices to understand $T$. In particular, it would be ideal to have $T$ as a contraction mapping and then linear convergence follows directly. However, this is unclear yet except if the noise is sufficiently small as shown in [33]. Instead, we will show that if $S^0$ is initialized in a basin of attraction, i.e., sufficiently close to the ground truth, $\{S^t\}_{t \geq 0}$ is a Cauchy sequence in the basin of attraction under the metric $d_F(\cdot, \cdot)$ in (2.10). Then we argue that the limiting point $S^\infty$ and $S^\infty(S^\infty)^\top$ must be the global maximizer to (P) and (SDP) respectively.

Throughout our analysis, we will use the noise matrix $\Delta$:

$$\Delta := WA^\top Z^\top + ZAW^\top + \sigma WW^\top \in \mathbb{R}^{nd \times nd}$$

and then $C = ZAA^\top Z^\top + \sigma \Delta$. In addition, we assume that $\sigma$ satisfies $\sigma\|W\| \leq \sqrt{n}\|A\|$ which holds automatically under (3.2) and then

$$\|\Delta\| \leq 2\sqrt{n}\|A\|\|W\| + \sigma\|W\|^2 \leq 3\sqrt{n}\|A\|\|W\|.$$ 

The basin of attraction is defined by

$$\mathcal{N}_\epsilon := \{S \in O(d)^{\otimes n} : d_F(S, Z) \leq \epsilon \sqrt{nd}\},$$

$$\mathcal{N}_{\epsilon, \infty} = \left\{S \in O(d)^{\otimes n} : \max_{1 \leq i \leq n} \|W_i W^\top S\|_F \leq \xi \sqrt{d(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n})^2} \right\},$$

where we set $\epsilon, \xi$, and $\gamma$ as

$$\epsilon = \frac{1}{32\kappa^2 \sqrt{d}}, \quad \xi = 6, \quad \gamma \geq 2.$$ 

The first set $\mathcal{N}_\epsilon$ consists of all matrices $S$ in $O(d)^{\otimes n}$ which are $\epsilon$-close to the ground truth $Z$. For any $S \in \mathcal{N}_\epsilon$, we actually have

$$d^2_F(S, Z) = 2nd - 2\|Z^\top S\|_F^2 = 2 \sum_{k=1}^d (n - \sigma_k(Z^\top S)) \leq \epsilon^2 nd \implies \sigma_{\min}(Z^\top S) \geq n(1 - \epsilon^2 d/2)$$

(5.6)
since \( \sigma_k(Z^\top S) \leq n \) for all \( 1 \leq k \leq d \).

The motivation of introducing \( N_{\epsilon} \) and \( N_{\epsilon,\infty} \) is that if \( S \in N_{\epsilon} \cap N_{\epsilon,\infty} \), then
\[
\max_{1 \leq i \leq n} \sigma \| \Delta_i^\top S \|_F \leq n \tag{5.7}
\]
provided that \( \sigma \) satisfies (3.2) where \( \Delta_i \) is the \( i \)th block column of \( \Delta \)
\[
\Delta_i = WA^\top + ZAW_i^\top + \sigma WW_i^\top \in \mathbb{R}^{nd \times d}. \tag{5.8}
\]
The condition (5.7) is crucial since it ensures for any two elements in \( N_{\epsilon} \cap N_{\epsilon,\infty} \), their distance shrinks after applying \( T \) to them, as shown in Lemma 5.19.

We will later show that the whole sequence from the GPM will stay in \( N_{\epsilon} \cap N_{\epsilon,\infty} \). The difficulty comes from keeping the iterates \( S^t \) in \( N_{\epsilon,\infty} \), i.e., \( \| W_iW^\top S^t \|_F \lesssim \sqrt{d(\sqrt{nd} + \sqrt{m})^2} \) modulo the log factor, due to the statistical dependence of \( W_i \) on \( W^\top S^t \). Let’s take a quick look at the upper bound of \( \| W_iW^\top S^t \|_F \), by ignoring the possible logarithmic terms for the time being. Note that for the Gaussian random matrices \( W_i \) and \( W \in \mathbb{R}^{nd \times m} \), we have
\[
\| W_i \| \lesssim \sqrt{m + \sqrt{d}}, \quad \| W \| \lesssim \sqrt{nd + \sqrt{m}}
\]
and
\[
\| W^\top S^t \| \leq \| W \| \| S^t \| \lesssim \sqrt{n(\sqrt{nd} + \sqrt{m})}, \quad S^t \in O(d)^\infty.
\]
Suppose \( Y \in \mathbb{R}^{m \times d} \) is a matrix independent of \( W_i \), then we would expect
\[
\| W_iY \|_F \leq \sqrt{d}\| W_iY \| \lesssim d\| Y \|
\]
which is implied by classical results on Gaussian random matrix, see Lemma 5.1 and Corollary 5.2. If \( W^\top S^t \) was independent of \( W_i \) (which is of course not), then we would have proven \( \| W_iW^\top S^t \|_F \lesssim \sqrt{d(\sqrt{nd} + \sqrt{m})^2} \). However, due to the statistical dependence of \( W_i \) on \( W^\top S^t \), we cannot apply the concentration inequality of Gaussian matrix directly to get a tight bound. On the other hand, using a naive bound on \( \| W_iW^\top S^t \|_F \) gives
\[
\| W_iW^\top S^t \|_F \leq \| W_i \| \| W \| \| S^t \|_F \lesssim \sqrt{nd(\sqrt{d} + \sqrt{m})(\sqrt{nd} + \sqrt{m})} \tag{5.9}
\]
where \( \| W_i \| \) and \( \| W \| \) are given by (5.14) and (5.15). Comparing this bound with \( N_{\epsilon,\infty} \), we can see that it differs by a factor of \( \sqrt{m} \).

Therefore, to control \( \| W_iW^\top S^t \|_F \) tightly, the main challenge is to show that \( W_i \) and \( W^\top S^t \) are “nearly” independent. This is made possibly by the leave-one-out technique: the idea is to replace \( W^\top S^t \) with \( (W^{(i)})^\top S^{i,t} \) where \( S^{i,t} \) is the GPM sequence from the data matrix
\[
C^{(i)} = D^{(i)}(D^{(i)})^\top, \quad D^{(i)} = ZA + \sigma W^{(i)} \tag{5.10}
\]
where the \( j \)th block of \( W^{(i)} \) is
\[
W^{(i)}_j = \begin{cases} W_j, & j \neq i, \\ 0, & j = i. \end{cases} \tag{5.11}
\]
The noise \( W \) and \( W^{(i)} \) only differ by its \( i \)th block \( W_i \). The strategy to approximate \( \| W_iW^\top S^t \|_F \) via decomposing \( W^\top S^t \) into
\[
\| W_iW^\top S^t \|_F \leq \| W_i(W^{(i)})^\top S^{i,t} \|_F + \| W_i \left( W^\top S^t - (W^{(i)})^\top S^{i,t} \right) \|_F.
\]
Then since \( W_i \) and \( (W^{(i)})^\top S^{i,t} \in \mathbb{R}^{m \times d} \) are independent, conditioned on \( \| (W^{(i)})^\top S^{i,t} \| \leq \sqrt{n}\| W^{(i)} \| \), Corollary 5.2 implies that
\[
\| W_i(W^{(i)})^\top S^{i,t} \|_F \lesssim \sqrt{nd}\| W^{(i)} \| \lesssim \sqrt{nd(\sqrt{nd} + \sqrt{m})}.
\]
For the second term in the estimation of \( \| W_i W^\top S^t \|_F \), we try to bound it by
\[
\| W_i \left( W^\top S^t - (W^{(i)})^\top S^{i,t} \right) \|_F \leq \| W_i \| \| W^\top S^t - (W^{(i)})^\top S^{i,t} \|_F \\
\leq \| W_i \| \left( \| W^\top (S^t - S^{i,t}) \|_F + \| (W - W^{(i)})^\top S^{i,t} \|_F \right).
\]
We can see that if \( S^t \) and \( S^{i,t} \) are close, then the second term is also small.

Our proof will heavily rely on the following useful facts about Gaussian random matrix, the proof of which can be found in [56, Theorem 2.26], [55, Theorem 7.3.1], and [30, Chapter 1].

**Lemma 5.1.** For an \( n \times m \) \( X \) with independent \( N(0,1) \) entries, then
\[
E \| X \| \leq \sqrt{n} + \sqrt{m}
\]
and
\[
P(\| X \| - E \| X \| \geq t) \leq 2 \exp(-t^2/2).
\]

A simple and useful corollary of Lemma 5.1 is written as follows.

**Corollary 5.2.** For any matrix \( Y \in \mathbb{R}^{m \times p} \) which is either independent of \( X \) or deterministic where \( X \) is an \( n \times m \) Gaussian random, we have
\[
\| XY \| \leq \| Y \| (\sqrt{n} + \sqrt{r} + t)
\]
with probability at least \( 1 - 2 \exp(-t^2/2) \) where \( r = \text{rank}(Y) \leq \min\{m, p\} \).

The proof follows directly from using the economical SVD of \( Y \) and then applying Lemma 5.1. An immediate application of Lemma 5.1 and Corollary 5.2 to the Gaussian noise matrices \( W_i \) and \( W \) gives
\[
\max_{1 \leq i \leq n} \| W_i \| \leq \sqrt{d} + \sqrt{m} + \sqrt{2\gamma \log n},
\]
\[
\| W \| \leq \sqrt{nd} + \sqrt{m} + \sqrt{2\gamma \log n},
\]
\[
\max_{1 \leq i \leq n} \| W^{(i)} \| \leq \sqrt{nd} + \sqrt{m} + \sqrt{2\gamma \log n},
\]
\[
\max_{1 \leq i \leq n} \| W_i A^\top \| \leq (2\sqrt{d} + \sqrt{2\gamma \log n}) \| A \|,
\]
with probability at least \( 1 - 10n^{-\gamma+1} \) for \( \gamma > 1 \).

### 5.2 Contraction mapping

This section is devoted to proving \( T = P_n \circ L \) in (5.2) is a contraction mapping which is similar to [35]. The proof consisting of showing that \( L \) is a contraction mapping and \( P_n \) is Lipschitz on \( N_\epsilon \cap N_{\xi,\infty} \).

**Lemma 5.3** (\( L \) is a contraction mapping). For \( X \) and \( Y \) in \( N_\epsilon \), we have
\[
d_F(LX, LY) \leq \left( 2\epsilon \sqrt{d} + \frac{3\sigma \| W \|}{\sqrt{n} \| A \|} \right) d_F(X, Y).
\]

Under \( \epsilon = 1/(32\kappa^2 \sqrt{d}) \), (3.2), and (5.15), we have
\[
d_F(LX, LY) \leq \frac{1 - \epsilon^2 d}{2\kappa^2} d_F(X, Y).
\]
Proof: Let $Q = \mathcal{P}(Y^\top X)$ be the orthogonal matrix which satisfies $d_F(X, Y) = \|X - YQ\|_F$. It holds that
\[
d_F(\mathcal{L}X, \mathcal{L}Y) \leq \frac{1}{n\|A\|^2} \|ZAA^\top Z^\top (X - YQ) + \sigma\Delta(X - YQ)\|_F \\
\leq \frac{1}{\sqrt{n}} \|Z^\top (X - YQ)\|_F + \frac{\sigma}{n\|A\|^2} \|\Delta(X - YQ)\|_F \\
= \left(2\epsilon\sqrt{d} + \frac{3\sigma\|W\|}{\sqrt{n}\|A\|}\right) d_F(X, Y)
\]
where Lemma 4.5 in [35] gives
\[
\|Z^\top (X - YQ)\|_F \leq 2\epsilon\sqrt{nd} \cdot d_F(X, Y)
\]
and (5.4) gives $\|\Delta\| \leq 3\sqrt{n}\|A\||\|W\||$. Under $\epsilon = 1/(32\kappa^2\sqrt{d})$, (5.2), and (5.15),
\[
2\epsilon\sqrt{d} + \frac{3\sigma\|W\|}{\sqrt{n}\|A\|} \leq \frac{1}{16\kappa^2} + \frac{3\sigma(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma\log n})}{\sqrt{n}\|A\|} \leq 1 - \frac{\epsilon^2 d}{2\kappa^2}
\]
where
\[
\sigma \lesssim \frac{\sigma_{\text{min}}(A)}{\kappa^2} \cdot \frac{\sqrt{n}}{\sqrt{d}(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma\log n})},
\]
which gives (5.18). \qed

Lemma 5.4. For any two $d \times d$ matrices $X$ and $Y$,
\[
\|\mathcal{P}(X) - \mathcal{P}(Y)\| \leq \frac{2\|X - Y\|}{\sigma_{\text{min}}(X) + \sigma_{\text{min}}(Y)}
\]
and
\[
\|\mathcal{P}(X) - \mathcal{P}(Y)\|_F \leq \frac{2\|X - Y\|_F}{\sigma_{\text{min}}(X) + \sigma_{\text{min}}(Y)}.
\]

Lemma 5.4 implies that $\mathcal{P}()$ is a Lipschitz continuous function over square matrices whose smallest singular value is bounded away from 0. Its original proof can be found in [31] and another proof is in [35].

Lemma 5.5. For any $X$ and $Y \in \mathbb{R}^{nd \times d}$, then
\[
d_F(\mathcal{P}_n(X), \mathcal{P}_n(Y)) \leq \frac{2d_F(X, Y)}{\min_{1 \leq i \leq n} \{\sigma_{\text{min}}(X_i) + \sigma_{\text{min}}(Y_i)\}}
\]
where $X^\top = [X_1^\top, \ldots, X_n^\top] \in \mathbb{R}^{d \times nd}$ and $Y^\top = [Y_1^\top, \ldots, Y_n^\top] \in \mathbb{R}^{d \times nd}$.

Proof: The proof directly follows from applying Lemma 5.4 to each $d \times d$ block of $X$ and $Y$. \qed

In order to show that $\mathcal{T}$ is a contraction mapping, it suffices to show that each block $[\mathcal{L}X]_i$ with $X \in \mathcal{N}_\epsilon \cap \mathcal{N}_\kappa$, has smallest singular value bounded away from 0 and then combine Lemma 5.3 with Lemma 5.5.

Proposition 5.6. For any $S \in \mathcal{N}_\kappa$, we have
\[
\|\Delta^\top_i S\| \leq 3\sqrt{nd}(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma\log n})\|A\|.
\]
In addition, if $S \in \mathcal{N}_\epsilon \cap \mathcal{N}_\kappa$, it holds that
\[
\sigma_{\text{min}}([\mathcal{L}S]_i) \geq \frac{1 - \epsilon^2 d}{\kappa^2}
\]
provided that
\[ \sigma \leq \frac{e^2d}{6\kappa^2} \cdot \frac{\sqrt{n}\|A\|}{\sqrt{d(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n})}}. \]

As a result, for any \( X \) and \( Y \in \mathcal{N}_\epsilon \cap \mathcal{N}_{\xi,\infty} \), we have
\[ d_F(T(X), T(Y)) \leq \frac{\kappa^2}{1 - e^2d} \left( 2e\sqrt{d} + 3\sigma\|W\|\sqrt{n}\|A\| \right) d_F(X, Y) \leq \frac{1}{2} d_F(X, Y) \tag{5.21} \]
by combining Lemma 5.5 with (5.20) and (5.18).

**Proof:** For the \( i \)th block column \( \Delta_i \) in (5.8) of \( \Delta \), we have
\[ \Delta_i^\top S = (WA^\top + ZAW_i^\top + \sigma W_iW_i^\top)^\top S = AW^\top S + W_iA^\top Z^\top S + \sigma W_iW_i^\top S. \]
Then it holds that
\[ \|\Delta_i^\top S\|_F \leq \|AW^\top S + W_iA^\top Z^\top S + \sigma W_iW_i^\top S\|_F \]
\[ \leq \sqrt{d}(\|A\|\|W\|\|S\| + \|W_iA^\top\|\|Z^\top S\|) + \sigma\|W_iW_i^\top S\|_F \]
\[ \leq \sqrt{nd}(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma \log n})\|A\| + n\sqrt{d}(2\sqrt{d} + \sqrt{2\gamma \log n})\|A\| \]
\[ + 3\sqrt{nd}(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma \log n})\|A\| \]
where \( S \in \mathcal{N}_{\xi,\infty} \), \( \xi = 6 \), \( \epsilon\sqrt{d} \leq 1/(32\kappa^2) \), and
\[ \sigma \leq \frac{e^2d\sqrt{n}\|A\|}{6\kappa^2\sqrt{d}(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma \log n})}, \]
and Lemma 5.1 and Corollary 5.2 imply
\[ \|W\| \leq \sqrt{nd} + \sqrt{m} + \sqrt{2\gamma \log n}, \]
\[ \max_{1 \leq i \leq n} \|W_iA^\top\| \leq (2\sqrt{d} + \sqrt{2\gamma \log n})\|A\| \]
hold with probability at least \( 1 - O(n^{-\gamma+1}) \). As a result, we have
\[ \sigma\|\Delta_i^\top S\|_F \leq \frac{e^2d \cdot \sqrt{n}\|A\|}{6\kappa^2\sqrt{d}(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma \log n})} \cdot 3\sqrt{nd}(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma \log n})\|A\| \leq \frac{e^2d\|A\|^2}{2\kappa^2}. \]

For each block of \( \mathcal{L}S \) where \( S \in \mathcal{N}_\epsilon \), we have
\[ |\mathcal{L}S|_i = \frac{1}{n\|A\|^2} (AA^\top Z^\top S + \sigma \Delta_i^\top S) \]
and for \( 1 \leq i \leq n \), it holds that
\[ \sigma_{\min}(|\mathcal{L}S|_i) \geq \frac{\kappa^2}{n} \sigma_{\min}(Z^\top S) - \frac{\sigma\|\Delta_i^\top S\|}{n\|A\|^2}. \]
Suppose that \( S \in \mathcal{N}_\epsilon \), then
\[ \sigma_{\min}(Z^\top S) \geq n \left( 1 - \frac{e^2d}{2} \right) \]
and thus
\[ \sigma_{\min}(|\mathcal{L}S|_i) \geq \frac{1}{\kappa^2} \left( 1 - \frac{e^2d}{2} \right) - \frac{e^2d}{2\kappa^2} \geq 1 - \frac{e^2d}{\kappa^2} \]
which gives (5.20).
Now combining (5.20) with Lemma 5.5 leads to

\[
d_F(T(X), T(Y)) \leq \frac{2}{\min_{1 \leq i \leq n} \sigma_{\min}(LX_i) + \sigma_{\min}(LY_i)} d_F(LX, LY)
\]

\[
\leq \frac{\kappa^2}{1 - \epsilon^2 d} \cdot d_F(LX, LY)
\]

\[
\leq \frac{\kappa^2}{1 - \epsilon^2 d} \left(2\epsilon\sqrt{d} + \frac{3\sigma||W||}{\sqrt{n}||A||}\right) d_F(X, Y)
\]

for any \( X \) and \( Y \) in \( \mathcal{N}_c \cap \mathcal{N}_\xi,\infty \). \( \square \)

### 5.3 Convergence analysis via leave-one-out technique

Before we analyze the evolution of the GPM, we first show that the spectral estimator \( S^0 \) belongs to \( \mathcal{N}_c \cap \mathcal{N}_\xi,\infty \) and is also close to \( S^{i,0} \), i.e., the spectral estimator associated with the data matrix \( D^{(i)} \) (or equivalently \( C^{(i)} \)) in (5.10).

**Lemma 5.7 (Initialization).** The spectral initialization (2.9) produces \( S^0 \) such that

\[
\min_{Q \in O(d)} \max_{1 \leq i \leq n} \|S^0_i - Q\| \leq \frac{120\kappa^2\sigma(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n})}{\sqrt{n}\sigma_{\min}(A)}
\]

Moreover, we have

\[
d_F(S^0_i, Z) \leq \frac{\epsilon\sqrt{nd}}{2}, \tag{5.22}
\]

\[
d_F(S^0_i, S^{i,0}) \leq \epsilon\sqrt{d}, \quad \forall 1 \leq i \leq n, \tag{5.23}
\]

\[
\|W_iW^\top S^0\|_F \leq \frac{\epsilon}{\gamma n} \sqrt{d(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n})^2}, \tag{5.24}
\]

with probability at least \( 1 - O(n^{-\gamma+1}) \)

provided that

\[
\sigma \lesssim \frac{\sigma_{\min}(A)}{\kappa^4} \cdot \frac{\sqrt{n}}{\sqrt{d(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n})}}.
\]

We leave the proof of the initialization step in Section 5.4. Next, we will argue that in the first \( T \) steps (for simplicity, we set \( T = n \)), the auxiliary sequence \( S^{i,t} \) is close to \( S^i \) for all \( 1 \leq i \leq n \), and moreover \( S^i \) stays in \( \mathcal{N}_c \cap \mathcal{N}_\xi,\infty \). We need the following lemma to achieve this goal.

**Lemma 5.8.** For \( 0 \leq t \leq T \) and \( 1 \leq i \leq n \), we have

\[
\|W_i(W^{(i)})^\top S^{i,t}\| \leq (2\sqrt{d} + \sqrt{2\gamma \log n})(W^{(i)})^\top S^{i,t} \leq \sqrt{n}(2\sqrt{d} + \sqrt{2\gamma \log n})(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma \log n}), \tag{5.25}
\]

\[
\|W_i(W^{(i)})^\top S^{i,t}\|_F \leq \sqrt{n}d(2\sqrt{d} + \sqrt{2\gamma \log n})(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma \log n}), \tag{5.26}
\]

with probability at least \( 1 - O(T \cdot n^{-\gamma+1}) \).

The inequalities (5.25) and (5.26) follow directly from applying Corollary 5.2 and the independence between \( W_i \) and \( (W^{(i)})^\top S^{i,t} \).

Now we are ready to show that \( S^i \in \mathcal{N}_c \cap \mathcal{N}_\xi,\infty \) in the first \( T \) steps with high probability by using the leave-one-out technique.
Lemma 5.9. Conditioned on \([5.26]\), we have

\[
d_F(S^i, S^{i,t}) \leq \epsilon \sqrt{d}, \quad \forall 1 \leq i \leq n,
\]

(5.27)

\[
\|W_iW^\top S^i\|_F \leq \frac{\xi}{2} \sqrt{d} (\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n})^2,
\]

(5.28)

\[
d_F(S^i, Z) \leq \frac{\epsilon \sqrt{nd}}{2},
\]

(5.29)

for 1 \(\leq t \leq T\) with high probability provided that

\[
\sigma \leq \delta \|A\| \cdot \frac{\sqrt{n}}{\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n}}, \quad \delta \leq \frac{(1 - \epsilon^2 d)\epsilon}{12}.
\]

(5.30)

Given \(S^t \in \mathcal{N}_t \cap \mathcal{N}_{t,\infty}\), Proposition 5.6 implies

\[
d_F(S^{k+1}, S^t) \leq \frac{1}{2} d_F(S^t, S^{t-1}) \leq 2^{-t} d_F(S^1, S^0)
\]

for 1 \(\leq t \leq T\).

Remark 5.10. Note that the condition on \(\sigma\) in (5.30) is equivalent to requiring

\[
\sigma \leq \frac{(1 - \epsilon^2 d)\epsilon \sqrt{d} \|A\|}{12\kappa^2} \cdot \frac{\sqrt{n}}{\sqrt{d} (\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n})}
\]

and therefore (3.2) since \(\epsilon^2 d \leq 1/(32\kappa^2)\).

Proof: We prove (5.27), (5.29) by induction. Note that the statements hold automatically for \(t = 0\). Now we assume (5.27), (5.29) hold for \(t \leq k\), we are about to prove the same hold for \(t = k + 1\).

**Step 1: Proof of** \(S^{i,k} \in \mathcal{N}_t \cap \mathcal{N}_{t,\infty}\) **for** \(1 \leq i \leq n\).

Combining (5.29) with (5.27) immediately implies

\[
d_F(S^{i,k}, Z) \leq d_F(S^k, Z) + d_F(S^k, S^{i,k}) \leq \frac{\epsilon \sqrt{nd}}{2} + \epsilon \sqrt{d} \leq \epsilon \sqrt{nd}.
\]

Let \(Q = \mathcal{P}((S^{i,k})^\top S^{i,k})\) and \(d_F(S^k, S^{i,k}) = \|S^k - S^{i,k}Q\|_F\). Then

\[
\|W_iW^\top S^{i,k}\|_F \leq \|W_iW^\top S^k\|_F + \|W_iW^\top (S^k - S^{i,k}Q)\|_F
\]

\[
\leq \frac{1}{2} \xi \sqrt{d} (\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n})^2 + \|W_i\| \|W\| d_F(S^k, S^{i,k})
\]

\[
\leq \frac{1}{2} \xi \sqrt{d} (\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n})^2 + (\sqrt{d} + \sqrt{m} + \sqrt{2\gamma n \log n})\sqrt{d}
\]

\[
= \left( \frac{\xi}{2} + \epsilon \right) \sqrt{d} (\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n})^2
\]

\[
\leq \xi \sqrt{d} (\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n})^2
\]

if \(\xi \geq 2\epsilon\). Therefore, Proposition 5.6 implies

\[
\sigma_{\min} (\mathcal{L} S^{i,k}) \geq \frac{1 - \epsilon^2 d}{\kappa^2}, \quad \forall 1 \leq \ell \leq n.
\]

**Step 2: Proof of** (5.27).

Define

\[
\mathcal{L}^{(i)} = \frac{C^{(i)}}{n \|A\|^2}
\]
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where $C(i)$ is defined in [5.10]. Then we have $S^{i,k+1} = P_n(L^{(i)} S^{i,k})$

Now applying Lemma 5.3 gives

$$d_f(S^{k+1}, S^{i,k+1}) \leq \frac{\kappa^2}{1 - \epsilon^2 d} \cdot d_f(L S^k, L^{(i)} S^{i,k})$$

since both $S^k$ and $S^{i,k}$ belong to $N_i \cap N_{i,\infty}$, and $\sigma_{\min}(L^{(i)} S^{i,k})$ and $\sigma_{\min}(L^{(i)} S^{i,k})$ are at least \((1 - \epsilon^2 d)/\kappa^2\) for $1 \leq \ell \leq n$. To control $d_f(S^{k+1}, S^{i,k+1})$, it suffices to estimate $d_f(L S^k, L^{(i)} S^{i,k})$:

$$d_f(L S^k, L^{(i)} S^{i,k}) \leq d_f(L S^k, L S^{i,k}) + d_f(L S^{i,k}, L^{(i)} S^{i,k})$$

$$\leq \frac{1 - \epsilon^2 d}{2\kappa^2} \cdot d_f(S^k, S^{i,k}) + d_f(L S^{i,k}, L^{(i)} S^{i,k}).$$

where the first term is bounded by Lemma 5.3. For the second term above, we have

$$d_f(L S^{i,k}, L^{(i)} S^{i,k}) \leq \|(L - L^{(i)}) S^{i,k}\|_F$$

$$= \frac{\sigma}{\sqrt{n}} \|A\|^2 \left( Z A (W - W^{(i)})^\top + (W - W^{(i)})(Z A)^\top \right) S^{i,k}$$

$$+ \frac{\sigma^2}{\sqrt{n}} \|A\|^2 \left( W W^\top - W^{(i)}(W^{(i)})^\top \right) S^{i,k}$$

where

$$W W^\top - W^{(i)}(W^{(i)})^\top = W(W - W^{(i)})^\top + (W - W^{(i)})(W^{(i)})^\top.$$

Now we look at each block of $(L - L^{(i)}) S^{i,k}$:

$$n\|A\|^2 \|(L - L^{(i)}) S^{i,k}\|_F$$

$$= \left\{ \begin{array}{ll} \sigma A W_i S^{i,k} + \sigma^2 W_i W_i^\top S^{i,k}, & \ell \neq i, \\ \sigma A W_i^\top S^{i,k} + \sigma^2 W_i W_i^\top S^{i,k} + \sigma W_i A^\top Z S^{i,k} + \sigma^2 W_i (W^{(i)})^\top S^{i,k}, & \ell = i. \end{array} \right.$$

As a result, we have

$$n\|A\|^2 \|(L - L^{(i)}) S^{i,k}\|_F \leq \sigma \|Z A W_i^\top S^{i,k}\|_F + \sigma \|W_i A^\top Z S^{i,k}\|_F$$

$$+ \sigma^2 \|W_i W_i^\top S^{i,k}\|_F + \sigma^2 \|W_i (W^{(i)})^\top S^{i,k}\|_F$$

$$\leq 2\sigma n \sqrt{d} (2\sqrt{d} + \sqrt{2} \log n) \|A\| + 2\sigma^2 \sqrt{d} \left( \sqrt{n d} + \sqrt{m} + \sqrt{2\gamma n \log n} \right)^2$$

$$\leq 2n \sqrt{d} (2\sqrt{d} + \sqrt{2} \log n) \|A\| + \delta \frac{\|A\|}{\kappa^2} \cdot \frac{\sqrt{n d} + \sqrt{m} + \sqrt{2\gamma n \log n}}{n}$$

$$+ \frac{2\delta^2 n \sqrt{d} \|A\|^2}{\kappa^4} \leq 6\delta n \sqrt{d} \|A\|^2$$

where $\delta < 1$ and

$$\sigma \leq \frac{\delta \|A\|}{\kappa^2} \cdot \frac{\sqrt{n d} + \sqrt{m} + \sqrt{2\gamma n \log n}}{n}$$

hold under the assumption.

Here Lemma 5.1 and Corollary 5.2 indicate that the following estimates hold with probability at least $1 - O(T \cdot n^{-\gamma+1})$:

$$\|Z A W_i^\top S^{i,k}\| \leq \sqrt{n} (2\sqrt{d} + \sqrt{2} \log n) \|A\|,$$

$$\|W_i A^\top Z S^{i,k}\| \leq n (2\sqrt{d} + \sqrt{2} \log n) \|A\|,$$

$$\|W_i W_i^\top S^{i,k}\| \leq (\sqrt{n d} + \sqrt{m} + \sqrt{2\gamma \log n} ((\sqrt{m} + \sqrt{d} + \sqrt{2\gamma \log n}),$$

$$\|W_i (W^{(i)})^\top S^{i,k}\| \leq \sqrt{n} (2\sqrt{d} + \sqrt{2} \log n) ((\sqrt{m} + \sqrt{d} + \sqrt{2\gamma \log n}),$$

where $W_i$ and $(W^{(i)})^\top S^{i,k} \in \mathbb{R}^{m \times d}$ are independent Gaussian matrices, and $\|(W^{(i)})^\top S^{i,k}\| \leq \sqrt{n} (\sqrt{m} + \sqrt{d} + \sqrt{2\gamma \log n})$.  
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Therefore, we have

\[ \| (\mathcal{L} - \mathcal{L}^{(i)}) S^{i,k} \|_F \leq \frac{1}{n\|A\|^2} \cdot \frac{6\delta\sqrt{d}}{\kappa^2} \cdot \| A \|^2 = \frac{6\delta\sqrt{d}}{\kappa^2}. \]

Under

\[ \delta \leq \frac{(1 - \epsilon^2 d)\epsilon}{12}, \]

we have

\[ d_F(\mathcal{L} S^k, \mathcal{L}^{(i)} S^{i,k}) \leq \frac{1 - \epsilon^2 d}{2\kappa^2} d_F(S^k, S^{i,k}) + d_F(\mathcal{L} S^{i,k}, \mathcal{L}^{(i)} S^{i,k}) \]

\[ \leq \frac{(1 - \epsilon^2 d)\epsilon\sqrt{d}}{2\kappa^2} + 6\delta\sqrt{d} \]

\[ \leq \frac{1 - \epsilon^2 d}{2\kappa^2} \cdot \epsilon\sqrt{d}. \]

Then we have

\[ d_F(S^{k+1}, S^{i,k+1}) \leq \frac{\kappa^2}{1 - \epsilon^2 d} d_F(\mathcal{L} S^k, \mathcal{L}^{(i)} S^{i,k}) \leq \epsilon\sqrt{d}. \]

**Step 3: Proof of (5.28), i.e., \( S^{k+1} \in \mathcal{N}_{\xi_{\infty}} \).**

Next we proceed to show that \( S^{k+1} \in \mathcal{N}_{\xi_{\infty}} \) which follows from (5.27) and (5.26). Let \( Q = \mathcal{P}( (S^{k+1})^\top S^{k+1} ) \) be the orthogonal matrix such that \( d_F(S^{k+1}, S^{i,k+1}) = \| S^{k+1} - S^{i,k+1} Q \|_F \).

For any \( 1 \leq i \leq n \), we have

\[ \| W_i W_i^T S^{k+1} \|_F \leq \| W_i (W_i^T S^{k+1} - (W^{(i)})^T S^{i,k+1} Q) \|_F + \| W_i (W^{(i)})^T S^{i,k+1} \|_F \]

For the second term above, (5.26) gives \( \| W_i (W^{(i)})^T S^{i,k+1} \|_F \leq \sqrt{d}(\sqrt{m} + \sqrt{d} + 2\gamma n \log n)^2 \).

We will focus on the first term which can be decomposed into

\[ \| W_i^T S^{k+1} - (W^{(i)})^T S^{i,k+1} Q \|_F \leq \| W_i^T (S^{k+1} - S^{i,k+1} Q) \|_F + \| (W - W^{(i)})^T S^{i,k+1} Q \|_F \]

\[ \leq \| W_i \| \cdot d_F(S^{k+1}, S^{i,k+1}) + \| W_i \|_F \]

Then

\[ \| W_i (W^T S^{k+1} - (W^{(i)})^T S^{i,k+1} Q) \|_F \]

\[ \leq \| W_i \| \left( \| W_i \| d_F(S^{k+1}, S^{i,k+1}) + \| W_i \|_F \right) \]

\[ \leq \sqrt{d}(\sqrt{d} + \sqrt{d} + 2\gamma n \log n) \left( \sqrt{m}d + \sqrt{m} + 2\gamma \log n \right) \]

\[ \leq (\epsilon + 1)\sqrt{d}(\sqrt{m}d + \sqrt{m} + 2\gamma \log n)^2 \]

where \( d_F(S^{k+1}, S^{i,k+1}) \leq \epsilon\sqrt{d} \) follows from (5.27).

Now combining these estimates above leads to

\[ \| W_i W_i^T S^{k+1} \|_F \leq (\epsilon + 1)\sqrt{d}(\sqrt{m}d + \sqrt{m} + 2\gamma \log n)^2 + \sqrt{d}(\sqrt{m}d + \sqrt{m} + 2\gamma \log n)^2 \]

\[ \leq (\epsilon + 2)\sqrt{d}(\sqrt{m}d + \sqrt{m} + 2\gamma \log n)^2 \]

\[ \leq \frac{\xi}{2}\sqrt{d}(\sqrt{m}d + \sqrt{m} + 2\gamma \log n)^2 \]

where \( \xi = 6 > 2(\epsilon + 2) \).

**Step 4: Proof of (5.29), i.e., \( S^{k+1} \in \mathcal{N}_\xi \).**

Finally, we show that \( d_F(S^{k+1}, Z) \leq \epsilon\sqrt{nd} \). Now we invoke Lemma 5.4 to estimate \( d_F(S^{k+1}, Z) \).

Note that for \( AA^\top \succ 0 \), we have

\[ \mathcal{P}_n \left( \frac{ZAA^\top}{\|A\|^2} \right) = Z, \quad \sigma_{\min} \left( \frac{ZAA^\top}{\|A\|^2} \right) = \sigma_{\min} \left( \frac{AA^\top}{\|A\|^2} \right) \geq \frac{1}{\kappa^2}. \]
Also we have $\sigma_{\min}([LS^k]_i) \geq (1 - \epsilon^2 d)/\kappa^2$, which follows from $S^k \in \mathcal{N}_\epsilon \cap \mathcal{N}_{\xi,\infty}$ and (5.20). Then

$$d_F(S^{k+1}, Z) = d_F\left(\mathcal{P}_n(\mathcal{L}S^k), \mathcal{P}_n\left(\frac{ZAA^\top}{\|A\|^2}\right)\right) \leq \frac{\kappa^2}{1 - \epsilon^2 d/2} \cdot d_F\left(\mathcal{L}S^k, \frac{ZAA^\top}{\|A\|^2}\right).$$

Let $Q = \mathcal{P}(Z^\top S^k)$ and we have

$$d_F\left(\mathcal{L}S^k, \frac{ZAA^\top}{\|A\|^2}\right) \leq \frac{1}{\|A\|^2} \left\|ZAA^\top \left(Z^\top S^k - nQ\right) + \sigma \Delta S^k\right\|_F$$

\[ = \frac{1}{\sqrt{n}} \left\|Z^\top S^k - nQ\right\|_F + \sigma \frac{\sqrt{d}}{\sqrt{n}} \frac{\|\Delta\|}{\|A\|^2}.\]

Note that

$$\|Z^\top S^k - nQ\|_F \leq d^2_F(S^k, Z) \leq \epsilon^2 nd, \quad \|\Delta\| \leq 3\sqrt{n}\|A\||W\|$$

which follow from (5.29) and (5.3). We have

$$d_F(S^{k+1}, Z) \leq \frac{\kappa^2}{1 - \epsilon^2 d/2} \cdot d_F\left(\mathcal{L}S^k, \frac{ZAA^\top}{\|A\|^2}\right) \leq \frac{\kappa^2}{1 - \epsilon^2 d/2} \left(\epsilon^2 \sqrt{nd} + \sigma \frac{\sqrt{d}}{\sqrt{n}} \frac{3\sqrt{n}\|A\||W\|}{\|A\|^2}\right) \leq \frac{\kappa^2}{1 - \epsilon^2 d/2} \left(\epsilon^2 \sqrt{nd} + \frac{3\sigma\|W\|}{\epsilon\sqrt{n}\|A\|}\right) \epsilon \sqrt{nd}.$$ 

Note that $\|W\| \leq \sqrt{nd} + \sqrt{m} + \sqrt{2\gamma \log n}$. Then it holds

$$\epsilon^2 \frac{3\sigma\|W\|}{\epsilon\sqrt{n}\|A\|} \leq 1 - \epsilon^2 d/2 \Rightarrow d_F(S^{k+1}, Z) \leq \epsilon \sqrt{nd}.$$ 

provided that $\epsilon = 1/(32\kappa^2\sqrt{d})$ and

$$\sigma \leq \frac{\epsilon\sqrt{d}}{6\kappa^2} \frac{\sqrt{n}\|A\|}{\sqrt{d}(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n})} \Rightarrow \frac{3\sigma\|W\|}{\epsilon\sqrt{n}\|A\|} \leq \frac{1}{2\kappa^2}.$$ 

Then

$$d_F(S^{k+1}, Z) \leq \frac{\kappa^2}{1 - \epsilon^2 d/2} \cdot \frac{1 - \epsilon^2 d/2}{\kappa^2} \epsilon \sqrt{nd} = \epsilon \sqrt{nd}. \blacksquare$$

**Lemma 5.11.** Conditioned on the fact that for any $0 \leq t \leq n$,

$$\|W_tW^\top S^t\|_F \leq \frac{\xi}{2} \sqrt{d}\left(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n}\right)^2,$$

$$d_F(S^t, S^{i,t}) \leq \epsilon \sqrt{d}, \quad \forall 1 \leq i \leq n,$$

$$d_F(S^t, Z, t) \leq \frac{\epsilon \sqrt{nd}}{2},$$

we have $S^t \in \mathcal{N}_\epsilon \cap \mathcal{N}_{\xi,\infty}$ and

$$d_F(S^t, S^{t-1}) \leq \frac{1}{2} d_F(S^{t-1}, S^{t-2}) \leq 2^{-t+1} d_F(S^1, S^0)$$

for all $t \geq 0$. 
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Proof: We will prove the statement by induction. Suppose for \( t \leq n + k \) is true, we will prove it is also true for \( t = n + k + 1 \). Note that this is true for \( k = 0 \): Lemma 5.9 implies \( d_F(S^{t+1}, S^t) \leq 2^{-1}d_F(S^t, S^{t-1}) \) for \( 0 \leq t \leq n \) since \( \{S^t\}_{t=0}^n \in \mathcal{N}_e \cap \mathcal{N}_{\xi, \infty} \).

Then
\[
d_F(S^{n+k+1}, S^{n+k}) \leq \frac{1}{2}d_F(S^{n+k}, S^{n+k-1}) \leq 2^{-k}d_F(S^n, S^{n-1})
\]
since \( S^t \in \mathcal{N}_e \cap \mathcal{N}_{\xi, \infty} \) for \( t \leq n + k \).

We start with showing that \( d_F(S^{n+k+1}, S^n) \leq d_F(S^n, S^{n-1}) \):
\[
d_F(S^{n+k+1}, S^n) \leq \sum_{\ell=0}^{k} d_F(S^{n+\ell+1}, S^{n+\ell}) \leq \sum_{\ell=0}^{k} 2^{-\ell-1}d_F(S^n, S^{n-1}) \leq d_F(S^n, S^{n-1}).
\]

Also Lemma 5.9 implies that
\[
d_F(S^{n+k+1}, S^n) \leq 2^{-n+1}d_F(S^1, S^0) \leq 2^{-n+1}\epsilon \sqrt{nd}
\]
where \( d_F(S^1, S^0) \leq d_F(S^1, Z) + d_F(S^0, Z) \leq \epsilon \sqrt{nd} \).

Note that
\[
d_F(S^{n+k+1}, Z) \leq d_F(S^{n+k+1}, S^n) + d_F(S^n, Z)
\]
\[
\leq d_F(S^n, S^{n-1}) + \frac{\epsilon \sqrt{nd}}{2}
\]
\[
\leq 2^{-n+1} \epsilon \sqrt{nd} + \frac{\epsilon \sqrt{nd}}{2}
\]
\[
\leq \epsilon \sqrt{nd},
\]
which gives \( S^{n+k+1} \in \mathcal{N}_e \).

We proceed to show \( S^{n+k+1} \in \mathcal{N}_{\xi, \infty} \): by letting \( Q = P((S^n)^T S^{n+k+1}) \), for any \( 1 \leq i \leq n \), it holds that
\[
\|W_i W^T S^{n+k+1}\|_F \leq \|W_i W^T (S^{n+k+1} - S^n Q)\|_F + \|W_i W^T S^n\|_F
\]
\[
\leq \|W_i\|_F \|W\|_F d_F(S^{n+k+1}, S^n) + \|W_i W^T S^n\|_F
\]
(5.14) and (5.15)
\[
\leq (\sqrt{m} + \sqrt{d} + \sqrt{2\gamma \log n})(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma \log n})2^{-n+1}\epsilon \sqrt{nd}
\]
\[
+ \frac{1}{2} \xi \sqrt{d}(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n})^2
\]
\[
\leq \xi \sqrt{d}(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma n \log n})^2
\]
where \( 2^{-n+1}\epsilon \sqrt{m} \leq \epsilon < \xi \) which gives \( S^{n+k+1} \in \mathcal{N}_{\xi, \infty} \).

Then using Proposition 5.6 leads to
\[
d_F(S^{t+1}, S^t) \leq \frac{1}{2}d_F(S^t, S^{t-1}) \leq 2^{-t+1}d_F(S^1, S^0)
\]
for \( t \leq n + k + 1 \) and thus for all \( t \) by induction. \( \square \)

The global optimality of the SDP relaxation is characterized by the following theorem.

**Theorem 5.12.** The matrix \( X = SS^T \) with \( S \in O(d)^{\otimes n} \) is a global optimal solution to (SDP) if there exists a block-diagonal matrix \( \Lambda \in \mathbb{R}^{nd \times nd} \) such that
\[
CS = AS, \quad \Lambda - C \succeq 0.
\]
(5.31)

In addition, if \( \Lambda - C \) is of rank \( (n - 1)d \), then \( X \) is the unique global maximizer.

This optimality condition can be found in several places including [33, Proposition 5.1] and [43, Theorem 7]. The derivation of Theorem 5.12 follows from the standard routine of duality theory in convex optimization.
Proof of Theorem 3.2 and 3.3. First, following from Lemma 5.11 we have 
\( d_F(S^t, S^{t-1}) \leq 2^{-t+1}d_F(S^t, S^0) \). It is easy to see that \( \{S^t\}_{t \geq 0} \) is a Cauchy sequence under \( d_F(\cdot, \cdot) \) on the closed and compact set \( O(d)^{\otimes n} \). More precisely, for any \( t' > t \), we have
\[
d_F(S^t, S^{t'}) \leq \sum_{\ell=0}^{t'-t-1} d_F(S^{t+\ell}, S^{t+\ell+1}) \leq \sum_{\ell=0}^{t'-t-1} 2^{-\ell}d_F(S^{t+1}, S^t) \leq 2d_F(S^{t+1}, S^t)
\]
which converges to 0 as \( t \to \infty \). Therefore, there exists a unique limiting point \( S^\infty \). Note that \( \{S^t\} \) belong to the compact set \( N_\epsilon \cap N_{\xi, \infty} \), and so is \( S^\infty \). Now we will show that \( S^\infty \) is also a fixed point of the nonlinear mapping \( T \).
\[
d_F(T(S^\infty), S^\infty) \leq d_F(T(S^\infty), T(S^t)) + d_F(S^{t+1}, S^\infty)
\]
\[
\leq \frac{3}{2}d_F(S^{t+1}, S^\infty) \to 0
\]
as \( t \to \infty \) since \( \{S^t\} \) is a Cauchy sequence. As a result, we have \( d_F(T(S^\infty), S^\infty) = 0 \) holds and it implies \( T(S^\infty) = S^\infty Q \) for some orthogonal matrix \( Q \).

Now we will show \( Q = I_d \). Note that we have \( S^\infty \in N_\epsilon \cap N_{\xi, \infty} \), and thus \( \sigma_{\min}(\|L S^\infty\|_i) > 0 \) for all \( 1 \leq i \leq n \), following from (5.20). It immediately holds
\[
\mathcal{P}(\|L S^\infty\|_i) = (\|L S^\infty\|_i, \|L S^\infty\|_i) = 0 \text{ holds and } S^\infty Q
\]
which equals
\[
L S^\infty = A S^\infty Q
\]
for some block diagonal matrices \( A \) whose \( i \)th diagonal block \( A_{ii} \) equals \((\|L S^\infty\|_i, \|L S^\infty\|_i)^{1/2}\) and \( A_{ii} > 0 \). Then
\[
(S^\infty)^T L S^\infty = A_{ii} S^\infty Q \implies (S^\infty)^T L S^\infty = \sum_{i=1}^{n}(S^\infty)^T A_{ii} S^\infty Q
\]
with \((S^\infty)^T A_{ii} S^\infty > 0 \).

Direct computation gives that
\[
(S^\infty)^T L S^\infty = \frac{1}{n\|A\|^2}(S^\infty)^T (Z A A^T Z^T + \sigma \Delta) S^\infty
\]
and then
\[
\lambda_{\min}((S^\infty)^T L S^\infty) \geq \frac{\lambda_{\min}(A A^T)}{n\|A\|^2}\sigma_{\min}(Z^T S^\infty) - \frac{\sigma\|\Delta\|}{\|A\|^2}
\]
\[
\geq \frac{n}{\kappa^2} \left( 1 - \frac{\epsilon^2 d^2}{2} \right)^2 - \frac{3\sigma\sqrt{n}\|W\|}{\|A\|}
\]
\[
\geq \frac{n}{\kappa^2} \left( 1 - \frac{\epsilon^2 d^2}{2} \right)^2 - \frac{3\sigma\sqrt{n}(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma \log n})}{\|A\|} > 0
\]
under (5.15) and
\[
\sigma \leq \frac{(1 - \epsilon^2 d^2/2)^2\|A\|}{3\kappa^2} \frac{\sqrt{n}}{\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma \log n}}.
\]
The only orthogonal matrix which makes
\[
(S^\infty)^T L S^\infty = \sum_{i=1}^{n}(S^\infty)^T A_{ii} S^\infty Q
\]
hold for two strictly positive semidefinite matrices \((S^\infty)^T L S^\infty\) and \(\sum_{i=1}^{n}(S^\infty)^T A_{ii} S^\infty\) must be \(I_d\).
Now we can conclude that the limiting point satisfies

$$\mathcal{T}(S^\infty) = S^\infty$$

which also implies \((\Lambda - \mathcal{L})S^\infty = 0\). The linear convergence of \(S^t\) to \(S^\infty\) follows directly from \([5.21]\):

$$d_F(S^\infty, S^t) = d_F(\mathcal{T}(S^\infty), \mathcal{T}(S^{t-1})) \leq \frac{1}{2}d_F(S^\infty, S^{t-1}) \leq \cdots \leq 2^{-t}d_F(S^\infty, S^0)$$

since all \(\{S^t\}_{t\geq 0}\) are in \(\mathcal{N}_r \cap \mathcal{N}_{\epsilon, \infty}\).

Now to argue \(S^\infty(S^\infty)^\top\) is the unique global optimal solution to the SDP, it suffices to show that \(\Lambda - \mathcal{L} \succeq 0\) with \(\mathcal{L} = C/\|u\|^2\) and the \((d+1)\)-th smallest eigenvalue is strictly positive, according to Theorem \([5.12]\). Remember that \(\lambda_{\min}(\Lambda_{ii}) \geq (1 - \epsilon^2d)/\kappa^2\) since \(\Lambda_{ii} = [LS^\infty_i][LS^\infty_i]^\top\) holds with \(\sigma_{\min}([LS^\infty_i]/\kappa) \geq (1 - \epsilon^2d)/\kappa^2\). It suffices to show that for any unit vector \(u\) which is perpendicular with all \(d\) columns of \(S^\infty\), we have \(u^\top(\Lambda - \mathcal{L})u > 0\). First,

\[
u^\top C u \leq u^\top(ZAA^\top Z^\top + \nu \Delta) u \leq \|A\|^2\|ZA^\top u\|^2 + \|A\|^2\|ZQ - S^\infty\|u\|^2 + \|A\|\nu^2 d + 3\sqrt{n}\|A\|\|W\|
\]

where \(Q = \mathcal{P}(Z^\top S^\infty)\). Thus

\[
u^\top \mathcal{L} u = \frac{1}{n\|A\|^2} \|u\|_2^2 \nu^\top \mathcal{L} u \leq \epsilon^2 d + \frac{3\nu^\top W}{\sqrt{n}\|A\|}
\]

for any unit vector \(u\) with \(u^\top S^\infty = 0\). In conclusion, we have

\[
u^\top(\Lambda - \mathcal{L}) u \geq \lambda_{\min}(\Lambda) - \max_{\|u\|_2 = 1, u^\top S^\infty = 0} u^\top \mathcal{L} u \geq 1 - \epsilon^2 d - \bar{\epsilon} \nu^2 d + 3\nu^\top W
\]

where \(\epsilon = 1/(32\kappa^2)\). We need to have

\[rac{3\nu^\top W}{\sqrt{n}\|A\|} \leq 0.9 \Rightarrow \sigma \leq \frac{0.3\|A\|}{\kappa^2} \cdot \frac{\sqrt{n}}{\sqrt{nd} + \sqrt{m} + \sqrt{2}\gamma \log n}
\]

to ensure the \((d+1)\)-th smallest eigenvalue of \(\Lambda - \mathcal{L}\) is strictly positive. As a result, \(S^\infty(S^\infty)^\top\) is the unique optimal solution to the SDP relaxation.

For the proof of Theorem \([3.3]\) i.e., the blockwise error bound of \(S^\infty\), it suffices to consider

\[
\left\|\mathcal{L}S_i - \frac{AA^\top}{n\|A\|^2} Z^\top S^\infty\right\|_F \leq \left\|\frac{1}{n\|A\|^2} (AA^\top Z^\top S^\infty + \sigma \Delta^\top S^\infty) - \frac{AA^\top}{n\|A\|^2} Z^\top S^\infty\right\|_F \leq \frac{\sigma \sqrt{n}\|A\|^2}{nd}\|\Delta^\top S^\infty\|_F \leq \frac{6\sqrt{d}(\sqrt{nd} + \sqrt{m} + \sqrt{2}\gamma \log n)}{\sqrt{n}\|A\|}
\]

Note that

\[
\sigma_{\min}\left(\frac{AA^\top}{n\|A\|^2} Z^\top S^\infty\right) \geq \sigma_{\min}(Z^\top S^\infty) \geq \frac{1 - \epsilon^2 d}{\kappa^2}
\]
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which follows from $S^\infty \in \mathcal{N}_i \cap \mathcal{N}_{i,\infty}$, \[\text{(5.6)}\] and \[\text{(5.20)}\]. Now we let
\[
Q := P_n \left( \frac{AA^T}{n\|A\|^2} Z^\top S^\infty \right).
\]
Then applying Lemma \[\text{5.4}\] gives
\[
\|S_i^\infty - Q\|_F = \|P(|LS^\infty|_i) - Q\|_F
\]
\[
\leq \frac{\kappa^2}{1 - \epsilon^2 d} \left\| |LS^\infty|_i - \frac{AA^T}{n\|A\|^2} Z^\top S^\infty \right\|_F
\]
\[
\leq \frac{6\kappa^2}{(1 - \epsilon^2 d)\|A\|} \cdot \frac{\sigma \sqrt{d(n d + \sqrt{m} + \sqrt{2\gamma n \log n})}}{\sqrt{n}}
\]
where $\sigma_{\min}(|LS^\infty|_i) \geq (1 - \epsilon^2 d)/\kappa^2$.

Finally, we will estimate $\min_{R \in O(d)} \|\hat{A} - RA\|_F$: it holds
\[
\min_{R \in O(d)} \left\| \hat{A} - RA \right\|_F \leq \left\| \frac{1}{n} (S^\infty)^\top D - Q^\top A \right\|_F
\]
\[
\leq \left\| \left( \frac{1}{n} Z^\top S^\infty - Q \right)^\top A \right\|_F + \frac{\sigma}{n} \|W^\top S^\infty\|_F
\]
where $D = ZA + \sigma W$ and
\[
\hat{A} = \frac{1}{n} \sum_{i=1}^{n} (S_i^\infty)^\top A_i = \frac{1}{n} (S^\infty)^\top D.
\]

Note that
\[
\|Z^\top S^\infty - nQ\|_F = \|Z^\top (S^\infty - ZQ)\|_F \leq \sqrt{n}\|S^\infty - ZQ\|_F
\]
\[
\leq n \max_{1 \leq i \leq n} \|S_i^\infty - Q\|_F
\]
\[
\leq \frac{6n\kappa^2}{(1 - \epsilon^2 d)\|A\|} \cdot \frac{\sigma \sqrt{d(n d + \sqrt{m} + \sqrt{2\gamma n \log n})}}{\sqrt{n}}.
\]

Thus
\[
\min_{R \in O(d)} \left\| \hat{A} - RA \right\|_F \leq \left\| \left( \frac{1}{n} Z^\top S^\infty - Q \right)^\top A \right\|_F + \frac{\sigma}{n} \|W^\top S^\infty\|_F
\]
\[
\leq \frac{\|A\|}{n} \cdot \frac{6n\kappa^2}{(1 - \epsilon^2 d)\|A\|} \cdot \frac{\sigma \sqrt{d(n d + \sqrt{m} + \sqrt{2\gamma n \log n})}}{\sqrt{n}}
\]
\[
+ \frac{\sigma}{n} \cdot \sqrt{d(n d + \sqrt{m} + \sqrt{2\gamma n \log n})}
\]
\[
\leq \frac{8\kappa^2 \sigma \sqrt{d(n d + \sqrt{m} + \sqrt{2\gamma n \log n})}}{\sqrt{n}}.
\]

\[
\Box
\]

**5.4 Initialization**

The initialization step follows from an important result on singular value/vector perturbation \[\text{[59]}\] by Wedin, which generalizes the sin $\theta$ theorem for the eigenvector/eigenvalue perturbation of Hermitian matrices in \[\text{[21]}\].
**Theorem 5.13** (The generalized sin θ theorem, see (3.11) in [59].) For a symmetric matrix \( A \) and its perturbed matrix \( A_P = A + E \), let \((U, V, \Sigma)\) and \((U_E, V_E, \Sigma_E)\) be the top \( k \) singular left/right vectors and values of \( A \) and \( A_E \) respectively. Then it holds that

\[
\| (I - U_E U_E^T) U U^T \| \leq \frac{1}{\delta} \cdot \max \{ \| (I - U_E U_E^T) E V V^T \|, \| (I - V E V_E^T) E^T U U^T \| \},
\]

\[
\| (I - V E V_E^T) V V^T \| \leq \frac{1}{\delta} \cdot \max \{ \| (I - U_E U_E^T) E V V^T \|, \| (I - V E V_E^T) E^T U U^T \| \},
\]

where \( \sigma_{\min}(U \Sigma V^T) \geq \alpha + \delta \) and \( \| A_E - U_E \Sigma E V_E^T \| \leq \alpha \).

It is a classical result that

\[
\| U E - U R \| \leq 2 \| (I - U E U_E^T) U \| = 2 \| (I - U E U_E^T) U U^T \|
\]

where \( R = \mathcal{P}(U E U_E^T) \). Sometimes, it is also convenient to use the following variant of the Wedin’s theorem:

\[
\frac{1}{2} \min_{R \in O(d)} \| U E - U R \| \leq \frac{1}{\delta} \cdot \max \{ \| E V \|, \| E^T U \| \} \leq \frac{\| E \|}{\delta}, \tag{5.32}
\]

\[
\frac{1}{2} \min_{R \in O(d)} \| V E - V R \| \leq \frac{1}{\delta} \cdot \max \{ \| E V \|, \| E^T U \| \} \leq \frac{\| E \|}{\delta}. \tag{5.33}
\]

Now we will present the proof of Lemma 5.7.

**Proof of Lemma 5.7 and Theorem 3.1.** The spectral method first computes the top \( d \) left singular vectors of \( D \) and round them to orthogonal matrices, as introduced in (2.9). Let \((U, V, \Sigma)\) be the top \( d \) left/right singular vectors and singular values of \( D \in \mathbb{R}^{nd \times m} \) in (2.2) where \( U \in \mathbb{R}^{nd \times d}, \Sigma \in \mathbb{R}^{d \times d}, \) and \( V \in \mathbb{R}^{m \times d} \). Then it holds that

\[ U = D V \Sigma^{-1} = (Z A + \sigma W)V \Sigma^{-1}. \]

Let the SVD of \( A \in \mathbb{R}^{d \times m} \) be \( A = U_0 \Sigma_0 V_0^T \) where \( U_0 \in \mathbb{R}^{d \times d}, \Sigma_0 \in \mathbb{R}^{d \times d}, \) and \( V_0 \in \mathbb{R}^{m \times d} \) with \( m \geq d + 1 \). Then we know that the SVD of \( Z A \) is

\[ Z A = \left( \frac{1}{\sqrt{n}} Z U_0 \right) \cdot \sqrt{n} \Sigma_0 \cdot V_0^T. \]

We treat \( D = Z A + \sigma W \) as a noisy copy of \( Z A \).

Our strategy is to approximate \( U \) by using \( D V_0 R \Sigma^{-1} \) where \( R = \mathcal{P}(V_0^T V) \). Then

\[ U - D V_0 R \Sigma^{-1} = D(V - V_0 R) \Sigma^{-1} = (Z A + \sigma W)(V - V_0 R) \Sigma^{-1}. \]

To estimate the \( i \)th block \( U_i \) of \( U \) by that of \( D V_0 R \Sigma^{-1} \), we have

\[
\| U_i - (A + \sigma W_i) V_0 R \Sigma^{-1} \| \leq \| (A + \sigma W_i) (V - V_0 R) \Sigma^{-1} \|
\leq \| (A \| \| V - V_0 R \| + \sigma \| W_i (V - V_0 R) \| \) \| \Sigma^{-1} \|
\]

where the \( i \)th block of \( D V_0 R \Sigma^{-1} \) is \( (A + \sigma W_i) V_0 R \Sigma^{-1} \).

We will show later in this section, i.e., Lemma 5.14, that

\[
\| \Sigma^{-1} \| \leq \frac{2}{\sqrt{n} \sigma_{\min}(A)}, \quad \| \Sigma \| \leq 2 \sqrt{n} \| A \|
\]

\[
\| V - V_0 R \| \leq \frac{4 \sigma (\sqrt{nd} + \sqrt{m} + \sqrt{2} \gamma \log n)}{\sqrt{n} \sigma_{\min}(A)},
\]

\[
\max_{1 \leq i \leq n} \| W_i (V - V_0 R) \| \leq \frac{3 (\sqrt{m} + \sqrt{d} + \sqrt{2} \gamma \log n)}{4} \max_{1 \leq i \leq n} \| U_i \| + \frac{5 (2 \sqrt{d} + \sqrt{2} \gamma \log n)}{2}.
\]
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With these estimations at hand, each block of $U - DV_0R\Sigma^{-1}$ is bounded by
\[
\|U_i - (A + \sigma W_i)V_0R\Sigma^{-1}\| \leq (\|A\|\|V - V_0R\| + \sigma\|W_i(V - V_0R)\|)\|\Sigma^{-1}\|
\leq 4\sigma(\sqrt{n} \sqrt{d} + \sqrt{m} + \sqrt{2\gamma \log n}) \cdot \frac{2\kappa}{\sqrt{n}} + \frac{3\sigma(\sqrt{m} + \sqrt{d} + \sqrt{2\gamma \log n})}{2\sqrt{n}\sigma_{\text{min}}(A)} \cdot \max_{1 \leq i \leq n} \|U_i\|
+ \frac{5\sigma(2\sqrt{d} + 2\sqrt{2\gamma \log n})}{2\sqrt{n}\sigma_{\text{min}}(A)}
\leq \sigma(\sqrt{n} \sqrt{d} + \sqrt{m} + \sqrt{2\gamma \log n}) \left(\frac{3}{2} \max_{1 \leq i \leq n} \|U_i\| + 18\kappa \right).
\]
Then we have
\[
\|U_i - AV_0R\Sigma^{-1}\| \leq \|U_i - (A + \sigma W_i)V_0R\Sigma^{-1}\| + \sigma\|W_iV_0R\Sigma^{-1}\|
\leq \sigma(\sqrt{n} \sqrt{d} + \sqrt{m} + \sqrt{2\gamma \log n}) \left(\frac{3}{2} \max_{1 \leq i \leq n} \|U_i\| + 22\kappa \right)
\] (5.34)
where
\[
\|W_iV_0R\Sigma^{-1}\| \leq \frac{2\|W_iV_0\|}{\sqrt{n}\sigma_{\text{min}}(A)} \leq \frac{2(\sqrt{d} + \sqrt{2\gamma \log n})}{\sqrt{n}\sigma_{\text{min}}(A)}
\leq \left(\frac{\sqrt{n} \sqrt{d} + \sqrt{m} + \sqrt{2\gamma \log n}}{\sqrt{n}\sigma_{\text{min}}(A)}\right) \cdot \frac{4}{n}
\]
holds with probability at least $1 - n^{-\gamma + 1}$, following from Corollary 5.2 and the fact that $W_iV_0 \in \mathbb{R}^{d \times d}$ is a Gaussian random matrix.

**Part 1: Proof of (5.22).**

Under the assumption on $\sigma$, we can see from (5.34) that
\[
\max_{1 \leq i \leq n} \|U_i\| \leq 2\|AV_0R\Sigma^{-1}\| \leq 2\|A\|\|\Sigma^{-1}\| \leq \frac{4\kappa}{\sqrt{n}}
\]
since (5.34) gives
\[
\max_{1 \leq i \leq n} \|U_i\| \leq \frac{24\kappa(\sqrt{n} \sqrt{d} + \sqrt{m} + \sqrt{2\gamma \log n})}{\sqrt{n}\sigma_{\text{min}}(A)} \max_{1 \leq i \leq n} \|U_i\| + \|AV_0R\Sigma^{-1}\|
\]
and $\max_{1 \leq i \leq n} \|U_i\| \geq 1/\sqrt{n}$.

Now we can conclude from (5.34) that
\[
\|U_i - AV_0R\Sigma^{-1}\| \leq \frac{28\kappa(\sqrt{n} \sqrt{d} + \sqrt{m} + \sqrt{2\gamma \log n})}{n\sigma_{\text{min}}(A)}.
\] (5.35)

Note that $S^0 = \mathcal{P}_n(U)$. To obtain a bound of $d_F(S^0, Z)$, it suffices to control $\|\mathcal{P}(U_i) - \mathcal{P}(AV_0R\Sigma^{-1})\|$ by using Lemma 5.4. For the smallest singular value of $AV_0R\Sigma^{-1}$, we have
\[
\sigma_{\text{min}}(AV_0R\Sigma^{-1}) = \sigma_{\text{min}}(U_i\Sigma_0R\Sigma^{-1}) \geq \sigma_{\text{min}}(\Sigma_0)\sigma_{\text{min}}(\Sigma^{-1}) \geq \frac{\sigma_{\text{min}}(A)}{2\sqrt{n}\|A\|} = \frac{1}{2\sqrt{n\kappa}}.
\]
By letting $Q = \mathcal{P}(AV_0R\Sigma^{-1})$, Lemma 5.4 implies that
\[
\|S^0_i - Q\| = \|\mathcal{P}(U_i) - \mathcal{P}(AV_0R\Sigma^{-1})\|
\leq \frac{2}{\sigma_{\text{min}}(AV_0R\Sigma^{-1})} \cdot \|U_i - AV_0R\Sigma^{-1}\|
\leq \frac{112\kappa^2(\sqrt{n} \sqrt{d} + \sqrt{m} + \sqrt{2\gamma \log n})}{\sqrt{n}\sigma_{\text{min}}(A)}
\]

which gives the proof of Theorem 3.1.

Therefore, we have
\[ \|S_0^i - Q\| \leq \epsilon \implies d_F(S_0^i, Z) \leq \epsilon \sqrt{nd} \]
under the assumption that
\[ \sigma \leq \frac{\sqrt{d} \sigma_{\min}(A)}{112\kappa^2} \cdot \frac{\sqrt{n}}{\sqrt{d(\sqrt{nd} + \sqrt{m} + 2\gamma n \log n)}} \]  
(5.36)
where \( \epsilon \sqrt{d} = 1/(32\kappa^2) \).

**Part 2: Proof of (5.23) and (5.24)**

Now we need to prove that \( d_F(S_0^i, S_{i,0}^i) \leq \epsilon \sqrt{d} \) where \( S_0 = P_n(U) \) and \( S_{i,0}^i = P_n(U^{(i)}) \).

From (5.35) and \( \sigma_{\min}(AV_0R\Sigma^{-1}) \geq (2\sqrt{n})^{-1} \), we have
\[ \sigma_{\min}(U_i) \geq \sigma_{\min}(AV_0R\Sigma^{-1}) - \|U_i - AV_0R\Sigma^{-1}\| \geq \frac{1}{4\sqrt{n}\kappa} \]
under the assumption on \( \sigma \) in (5.36). As a result, applying Lemma 5.5 gives
\[ d_F(S_0^i, S_{i,0}^i) \leq 8\sqrt{n}\kappa\|U - U^{(i)}Q_U^{(i)}\|_F \]
\[ \leq \frac{448\kappa^3\sigma(\sqrt{nd} + \sqrt{m} + 2\gamma n \log n)}{\sqrt{n}\sigma_{\min}(A)} \leq \epsilon \sqrt{d} \]
where \( Q_U^{(i)} = P((U^{(i)}\top U)^{\top}) \).

Here the bound on \( \|U - U^{(i)}Q_U^{(i)}\| \) is given by Lemma 5.14.

\[ \|U - U^{(i)}Q_U^{(i)}\|_F \leq \frac{12\sigma(\sqrt{m} + \sqrt{d} + 2\gamma n \log n)}{\sqrt{n}\sigma_{\min}(A)} \max_{1 \leq i \leq n} \|U_i\| + \frac{4\sigma(2\sqrt{d} + 2\gamma n \log n)}{\sqrt{n}\sigma_{\min}(A)} \]
\[ \leq \frac{56\kappa\sigma(\sqrt{nd} + \sqrt{m} + 2\gamma n \log n)}{n\sigma_{\min}(A)} \]
where \( \max_{1 \leq i \leq n} \|U_i\| \leq 4\kappa/\sqrt{n} \).

Finally, \( S_0^0 \in N_{\xi, \infty} \) follows exactly from the argument of Step 3 in Lemma 5.9; it says that if \( d_F(S_0^i, S_{i,0}^i) \leq \epsilon \sqrt{d} \), then \( S_0^0 \in N_{\xi, \infty} \) with \( \xi > 2(\epsilon + 2) \). \( \square \)

**Lemma 5.14.** Suppose \( (U, V, \Sigma), (U^{(i)}, V^{(i)}, \Sigma^{(i)}) \), and \( (U_0, V_0, \Sigma_0) \) are the top \( d \) left/right singular vectors and singular values of the data matrix \( D = ZA + \sigma W \in \mathbb{R}^{d \times m} \), \( D^{(i)} = ZA + \sigma W^{(i)} \in \mathbb{R}^{d \times m} \) (defined in (5.10)), and \( A \in \mathbb{R}^{d \times m} \) respectively. Then conditioned on (5.14), (5.15), and (5.16), we have
\[ \|\Sigma^{-1}\| \leq \frac{2}{\sqrt{n}\sigma_{\min}(A)}, \quad \|\Sigma\| \leq 2\sqrt{n}\|A\| \]
\[ \|V - V_0R\| \leq \frac{4\sigma(\sqrt{nd} + \sqrt{m} + 2\gamma n \log n)}{\sqrt{n}\sigma_{\min}(A)}, \]
\[ \max_{1 \leq i \leq n} \|W_i(V - V_0R)\| \leq \frac{3(\sqrt{m} + \sqrt{d} + 2\gamma n \log n)}{4} \max_{1 \leq i \leq n} \|U_i\| + \frac{5(2\sqrt{d} + 2\gamma n \log n)}{2}, \]
\[ \max_{1 \leq i \leq n} \|U - U^{(i)}Q_U^{(i)}\| \leq \frac{12\sigma(\sqrt{m} + \sqrt{d} + 2\gamma n \log n)}{\sqrt{n}\sigma_{\min}(A)} \max_{1 \leq i \leq n} \|U_i\| + \frac{4\sigma(2\sqrt{d} + 2\gamma n \log n)}{\sqrt{n}\sigma_{\min}(A)}, \]
where \( R = P(V_0\top V) \) and \( Q_U^{(i)} = P((U^{(i)}\top U)^{\top}) \) with probability at least \( 1 - O(n^{-\gamma + 1}) \) under the assumption
\[ \sigma \leq \frac{\sqrt{n}\sigma_{\min}(A)}{16(\sqrt{nd} + \sqrt{m} + 2\gamma n \log n)}. \]
Proof of Lemma 5.14. We divide the proof into three parts.

Part 1: Estimation of $\|\Sigma^{-1}\|$ and $\|\Sigma\|$.  
By Weyl’s theorem, it holds that 

$$ \|\sigma_i(\Sigma) - \sqrt{n}\sigma_i(A)\| \leq \sigma\|W\| \leq \frac{\sqrt{n}\sigma_{\min}(A)}{2}, \quad 1 \leq i \leq d,$$

where (5.14) gives $\|W\| \leq \sqrt{n}\delta + \sqrt{m} + 2\gamma\log n$. Note that $\Sigma$ is a $d \times d$ positive semidefinite matrix consisting of the top $d$ singular values of $D$. We have $2^{-1}\sqrt{n}\sigma_{\min}(A)I_d \preceq \Sigma \preceq 2\sqrt{n}\sigma_{\max}(A)I_d$ and

$$ \|\Sigma^{-1}\| \leq \frac{2}{\sqrt{n}\sigma_{\min}(A)}, \quad \|\Sigma\| \leq 2\sqrt{n}\|A\|. \quad (5.37) $$

Part 2: Estimation of $\|V - V_0R\|$. We estimate $\|V - V_0R\|$ by using (5.33). Note that Weyl’s theorem again implies

$$ \sigma_{d+1}(D) \leq \sigma\|W\|, \quad \sigma_d(ZA) = \sqrt{n}\sigma_{\min}(A).$$

We set $\alpha = \sigma\|W\|$ and $\delta = \sqrt{n}\sigma_{\min}(A) - \sigma\|W\|$ in (5.33). This results in

$$ \|V - V_0R\| \leq 2\sigma \max\{\|WV_0\|, n^{-1/2}\|W^TZU_0\|\} $$

where $ZA$ has its SVD as $n^{-1/2}ZU_0 \cdot n^{1/2}\Sigma_0 V_0$ and $U_0 \in \mathbb{R}^{d\times d}$ is the left singular vectors of $A$. Since $WV_0 \in \mathbb{R}^{m\times d}$ and $n^{-1/2}W^TZU_0 \in \mathbb{R}^{m\times d}$ are both Gaussian random matrix, Lemma 5.2 gives

$$ \|WV_0\| \leq \sqrt{nd} + \sqrt{d} + \sqrt{2\gamma\log n}, \quad n^{-1/2}\|W^TZU_0\| \leq \sqrt{m} + \sqrt{d} + \sqrt{2\gamma\log n} \quad (5.38) $$

with probability at least $1 - 2n^{-\gamma}$. Thus combining these estimates with (5.37) leads to

$$ \|V - V_0R\| \leq \frac{4\sigma(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma\log n})}{\sqrt{n}\sigma_{\min}(A)}.$$ 

Part 3: Leave-one-out technique for $\|W_i(V - V_0R)\|$. 
Note that $V - V_0R$ are not statistically independent of $W_i$ since $V$ is the top $d$ right singular vectors of $D = ZA + \sigma W$. We use the leave-one-out technique to approximate $V - V_0R$ by using the counterpart of $V(i)$. Apparently, $(U^{(i)}, V^{(i)})$ is independent of $W_i$ since $W^{(i)}$ does not contain $W_i$. 

Denote 

$$ Q^{(i)} = \mathcal{P}((V^{(i)})^TV), \quad R^{(i)} = \mathcal{P}(V_0^TV^{(i)}).$$

We decompose $V - V_0R$ into three components and estimate each of them individually:

$$ \|W_i(V - V_0R)\| \leq \|W_i(V - V^{(i)}Q^{(i)})\| + \|W_i(V^{(i)} - V_0R^{(i)})\| + \|W_iV_0(R^{(i)}Q^{(i)} - R)\| =: T_1 + T_2 + T_3.$$ 

We start with $T_2$ and $T_3$ which are easier to estimate. For $T_2$, Corollary 5.2 implies that

$$ \|W_i(V^{(i)} - V_0R^{(i)})\| \leq (2\sqrt{d} + \sqrt{2\gamma\log n})\|V^{(i)} - V_0R^{(i)}\|, \quad \forall 1 \leq i \leq n,$$

with probability least $1 - n^{-\gamma+1}$. 

Using the same argument in Part 1 gives an estimation of $\|V^{(i)} - V_0R^{(i)}\|:

$$ \|V^{(i)} - V_0R^{(i)}\| \leq \frac{4\sigma(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma\log n})}{\sqrt{n}\sigma_{\min}(A)} \quad (5.39)$$

holds with probability at least $1 - 2n^{-\gamma+1}$ where $R^{(i)} = \mathcal{P}(V_0^TV^{(i)})$. 
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Combining it with (5.39), we have
\[ T_2 \leq \frac{4\sigma(2\sqrt{d} + \sqrt{2}\gamma \log n)(\sqrt{n}d + \sqrt{m} + \sqrt{2}\gamma \log n)}{\sqrt{n}\sigma_{\text{min}}(A)}, \] (5.40)
with probability at least 1 − 3n−γ+1.

For \( T_3 \), we have
\[ T_3 \leq 2\|W_iV_0\| \leq 2(2\sqrt{d} + \sqrt{2}\gamma \log n) \] (5.41)
with probability at least 1 − n−γ+1, following from Corollary 5.2.

Finally, we focus on \( T_1 \). Since \( T_1 \leq \|W_i\|\|V - V^{(i)}Q^{(i)}\| \), it suffices to control \( \|V - V^{(i)}Q^{(i)}\| \).
For the distance between \( V \) and \( V^{(i)}Q^{(i)} \), we apply Wedin’s theorem by treating \( D \) as a perturbation of \( D^{(i)} \) in (5.10). In fact, the same argument to the distance between the left singular vectors \( U \) and \( U^{(i)} \) of \( D \) and \( D^{(i)} \). Then we know that
\[ \sigma_{d+1}(D) \leq \sigma_W, \quad \sigma_d(D^{(i)}) \geq \sqrt{n}\sigma_{\text{min}}(A) - \sigma_W \]
and thus it is natural to set \( \alpha = \sigma_W \) and \( \delta = \sqrt{n}\sigma_{\text{min}}(A) - 2\sigma_W \) in Theorem 5.13. Then (5.32) and (5.33) give
\[
\max \left\{ \|V - V^{(i)}Q^{(i)}\|, \|U - U^{(i)}Q^{(i)}_U\| \right\} \\
\leq \frac{2\sigma \max \{\|(W - W^{(i)})V^{(i)}\|, \|(W - W^{(i)})^\top U^{(i)}\|\}}{\sqrt{n}\sigma_{\text{min}}(A) - 2\sigma_W} \\
\leq \frac{4\sigma(\|W_iV^{(i)}\| + \|W_i^\top U^{(i)}_i\|)}{\sqrt{n}\sigma_{\text{min}}(A)}
\]
where \( Q^{(i)}_U = \mathcal{P}(U^{(i)}_i)U^{(i)} \) is orthogonal and \( \sqrt{n}\sigma_{\text{min}}(A) \geq 4\sigma_W \).

Note that \( V^{(i)} \) is a \( m \times d \) matrix with orthogonal columns and \( U^{(i)}_i \in \mathbb{R}^{d \times d} \) is the \( i \)th \( d \times d \) block of \( U^{(i)} \). With probability at least 1 − 2n−γ+1, Corollary 5.2 gives
\[
\|W_iV^{(i)}\| \leq 2\sqrt{d} + \sqrt{2}\gamma \log n, \quad \|W_i^\top U^{(i)}_i\| \leq (\sqrt{m} + \sqrt{d} + 2\sqrt{2}\gamma \log n)\|U^{(i)}_i\|
\]
for all \( 1 \leq i \leq n \). As a result, under the assumption on \( \sigma \), we have
\[
\max \left\{ \|V - V^{(i)}Q^{(i)}\|, \|U - U^{(i)}Q^{(i)}_U\| \right\} \\
\leq \frac{4\sigma}{\sqrt{n}\sigma_{\text{min}}(A)} \left( (\sqrt{m} + \sqrt{d} + 2\sqrt{2}\gamma \log n)\|U^{(i)}_i\| \right),
\]
(5.42)
From the equation above, we have
\[
\|U^{(i)}_i\| - \|U_i\| \leq \frac{4\sigma}{\sqrt{n}\sigma_{\text{min}}(A)} \left( (\sqrt{m} + \sqrt{d} + 2\sqrt{2}\gamma \log n)\|U^{(i)}_i\| \right).
\]
Under \( \sigma \leq \sqrt{n}\sigma_{\text{min}}(A)/(16(\sqrt{nd} + \sqrt{m} + \sqrt{2}\gamma n\log n)) \), the equation above leads to
\[
\|U^{(i)}_i\| \leq 2\|U_i\| + \frac{8\sigma(2\sqrt{d} + \sqrt{2}\gamma \log n)}{\sqrt{n}\sigma_{\text{min}}(A)} \leq 2\|U_i\| + \frac{1}{\sqrt{n}}.
\]
Note that \( U^\top U = \sum_{i=1}^n U_i^\top U_i = I_d \), and then \( \max \|U_i\| \geq 1/\sqrt{n} \). Then we have
\[
\|U^{(i)}_i\| \leq 3 \max_{1 \leq i \leq n} \|U_i\|.
\]
By substituting the estimation of \( \|U^{(i)}_i\| \) into (5.42), we have an upper bound of \( T_1 \) as well as \( \|U - U^{(i)}Q^{(i)}_U\| \):
\[
\max \left\{ \|V - V^{(i)}Q^{(i)}\|, \|U - U^{(i)}Q^{(i)}_U\| \right\} \\
\leq \frac{4\sigma}{\sqrt{n}\sigma_{\text{min}}(A)} \left( 3(\sqrt{m} + \sqrt{d} + 2\sqrt{2}\gamma \log n) \max_{1 \leq i \leq n} \|U_i\| \right) + (2\sqrt{d} + 2\sqrt{2}\gamma \log n)
\]
(5.43)
and
\[ T_1 \leq \|W_i\| \|V - V^{(i)}Q^{(i)}\| = (\sqrt{m} + \sqrt{d} + \sqrt{2\gamma \log n}) \|V - V^{(i)}Q^{(i)}\|. \tag{5.44} \]

As a result, combining (5.44), (5.40), and (5.41) together gives
\[
\max_{1 \leq i \leq n} \|W_i(V - V_0R)\| \leq T_1 + T_2 + T_3 \\
\leq \frac{12\sigma(\sqrt{m} + \sqrt{d} + \sqrt{2\gamma \log n})^2}{\sqrt{n}\sigma_{\min}(A)} \max_{1 \leq i \leq n} \|U_i\| + \frac{4\sigma(2\sqrt{d} + 2\sqrt{2\gamma \log n})(\sqrt{m} + \sqrt{d} + \sqrt{2\gamma \log n})}{\sqrt{n}\sigma_{\min}(A)} \\
+ \frac{4\sigma(2\sqrt{d} + 2\sqrt{2\gamma \log n})(\sqrt{nd} + \sqrt{m} + 2\gamma \log n)}{\sqrt{n}\sigma_{\min}(A)} + 2(2\sqrt{d} + \sqrt{2\gamma \log n}) \\
\leq \frac{3(\sqrt{m} + \sqrt{d} + \sqrt{2\gamma \log n})}{4} \max_{1 \leq i \leq n} \|U_i\| + \frac{5(2\sqrt{d} + 2\sqrt{2\gamma \log n})}{2}
\]
where \( \sigma \leq \sqrt{n}\sigma_{\min}(A)/(16(\sqrt{nd} + \sqrt{m} + \sqrt{2\gamma \log n})) \).
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