Image Analysis Method of Substation Equipment Based on Convolutional Neural Network
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1. Introduction

Since the 20th century, computer technology has contributed to a great improvement in the way all sectors of society produce. The traditional way of manually manning substations has been made possible by the continuous advancement of automation technology, which has made it possible for unmanned substations, and through which companies hope to change the current backward status quo of substations. In this social environment, video monitoring systems have received widespread attention, and more and more people are devoted to the study of video monitoring, which has become a hot research topic today.

Substation video surveillance systems need to detect and identify specific targets in the surveillance video taken by inspection robots [1], and the analysis of specific targets to predict and understand the significance of their behavior. At its core, it analyses the behavior of targets and events by processing the original video image through a series of algorithms such as feature extraction [2], image segmentation, image target detection and tracking, and image classification and recognition. In order to improve these hardships, we need to improve the operational efficiency and quality of substation equipment. Robot-based automatic inspections are implemented to fix the video images collected by robots. Tracking and identification can then understand the operating status of each equipment in the substation and improve the safety and reliability of the operation and maintenance of the substation.

Existing video image target detection and tracking algorithms have a low accuracy rate due to poor image quality from a distance, the complexity of the outdoor environment, and the presence of multiple interferences [3]. Therefore, the existing video surveillance system cannot be effective for video content analysis, understanding, processing, providing solutions to complex power problems, and meeting the security requirements of today’s unattended substations. In summary, the power...
system is in urgent need of basic and applied theories based on intelligent image tracking and image recognition of substation equipment.

Power equipment condition detection includes infrared detection technology, dissolved gas analysis in oil, and partial discharge detection methods. A large number of empirical studies have shown that most electrical equipment will show temperature changes when faults occur [4]. Infrared inspection technology is the only way to reveal the operating status of power equipment through visualization of equipment temperature information and can be used for nonstop, regular, or real-time inspection of power equipment, with noncontact, fast, and safe features. The current substation equipment infrared image analysis is still mainly manual, the influence of human factors in this method is large, and there is the problem of low efficiency of image analysis. Due to the limitations of infrared detection technology itself and the complexity of power equipment, the operation status of power equipment can no longer be judged by infrared detection technology alone. With the development of artificial intelligence and computer image recognition technology, the combination of substation equipment and image processing technology has become a new breakthrough [5].

The field of artificial intelligence has evolved rapidly over the past decade, with deep learning [6] (DL) being one of the fastest growing machine learning methods. DL is formed by using multiple simple neurons to form a multilayer network and adjusting the input according to the nonlinear relationship between the input and output. DL is essentially a complex function that extracts features [7] from an input sample and reflects its power. In recent years, DL has led to many research results in areas such as video tracking and video recognition [8]. When DL is integrated into the remote video monitoring system of substations to automatically track and identify the status of video monitoring equipment, it can greatly improve the accuracy of automatic equipment status identification, realize the automatic detection function of substations, ensure the operation of substations, and improve maintenance efficiency. On the other hand, in the complex outdoor environment, various interferences may occur, resulting in blurred and otherwise inaccurate video from the substation. Deep learning technology has strong feature extraction ability in image recognition and has strong generalisation ability. Therefore, in this study, DL was combined with image processing technology and category detection and pointer reading of substation images was introduced. The theoretical and applied research on image tracking in substations and image recognition based on DL and image feature extraction is of great research importance and has many potential applications.

As early as 1989, LeCun et al. published a study on CNNs and named the structure LeNet5 [9], which has a very high recognition rate for image figures. However, due to the small number of layers, this model structure did not show good recognition results for image data with many image features. However, with the improvement of computer hardware, multilayer CNNs and DL have become a current research hotspot. The network structure has greatly reduced the complexity of the network structure and reduced the requirements for hardware, making the network model accessible to an increasing number of people and facilitating its widespread dissemination. Multilevel CNN model can use images directly as outputs, avoiding the complex process of feature extraction [10] and data reconstruction found in image processing algorithms. CNN is a multilayer perceptron especially designed for the recognition of two-dimensional shapes and has highly undistorted characteristics for the translation, rotation, scaling, and offset of objects in images.

DL is a CNN with hidden layers. In supervised learning, as long as the sample data are manually labelled [11, 12], the deep CNN can automatically extract features from a specific target in the substation image according to the labelling, recognise, analyse, and understand the target, achieve remote intelligent inspection instead of manual inspection to transcribe meter values, analyse the status of a specific monitoring object on-site, and upload the results of the analysis (standard information, pictures, or video information). The results of the analysis (standard information, pictures, or video information) are uploaded to the unified video monitoring platform of the power grid to meet the requirements for monitoring the safety and production of individual meters in smart substations.

The use of CNN methods for target identification is subject to interference from many sources, and the inaccuracy of one parameter may lead to a significant reduction in the final recognition rate, with too many uncontrollable factors. Therefore, can we consider combining CNN methods with other machine learning algorithms, reducing the requirement for neural network tuning, allowing for a certain amount of error in the neural network, and by combining several algorithms, even higher recognition results can be achieved. In this study, CNNs are introduced to the processing of substation equipment images, combining them with traditional image processing methods for feature extraction, classification, and recognition of substation equipment images. The research focuses on the expansion of the image sample set, the automatic training method based on recognition rate, and the voting strategy based on integrated learning, which not only improves the training efficiency of the model but also increases the recognition rate, and the proposed method is of high practicality.

2. CNN Models

2.1. Model Introduction. As an important branch of machine learning, DL has broken the bottleneck in the development of artificial intelligence based on the construction of multilayer machine learning models and learning more effective features through massive data and has promoted technological development in many fields. The idea of DL was first introduced by Geoffrey Hinton [13].

In the 1980s, the LeNet5 network model was proposed. Due to the limitations of the computer hardware level at that time, the number of layers of the LeNet5 model was limited. When working with complex image recognition, the recognition effect of the model is not good. With the computer hardware available at the time, algorithms such as support
vector machines (SVMs) performed better than CNNs. However, shallow machine learning algorithms have their limitations, as they have fewer parameters than DL, and this has led to a major bottleneck in the accuracy of the shallow algorithms, which has prevented them from being used on a large scale.

However, technology has always been developing, and after entering the 21st century, computer hardware has been developed rapidly, with the emergence of various high-performance CPUs and GPUs, which has paved the foundation for the development of DL. High-performance computer hardware solves the problem of computation, and excellent CNN algorithms solve the problem of algorithms. As a result, CNNs have grown exponentially. The number of network layers is also increasing, successfully achieving better and better results in image recognition, speech recognition, financial prediction, and judgement. In the 2012 ImageNet competition, deep CNNs were a hit in the field of image recognition, surpassing the SVM algorithm by a huge margin and attracting great attention from scholars at home and abroad.

CNNs [14, 15] are an important algorithm in DL, whose main features are reflected in three aspects: (1) having local awareness, using local connections between adjacent neurons instead of full connections, i.e., having convolutional layers that perform convolutional operations with the data. (2) Using weight sharing and greatly reducing the parameters required for training. (3) Using pooling operations to achieve dimensionality reduction and reduce the occurrence of overfitting. This makes the network more tractable and robust. Based on the above characteristics, CNNs have gained extensive attention, research, and application in image classification problems. LeNet-5 CNN has an excellent performance in classifying MNIST handwritten digital dataset [16, 17], which opened a new phase of CNN in the field of image classification, and since then, AlexNet [18], VGGNet [19], GoogleNet [20] and other CNNs have been proposed, which have made great progress in image classification and recognition.

2.2. Model Structure

2.2.1. The LetNet-5 Model. The convolutional neural network is mainly composed of an input layer, a convolutional layer, a pooling layer, a fully connected layer, and an output layer. The neural network is to alternately connect several convolutional layers and pooling layers, that is, a convolutional layer is connected to a pooling layer, and the pooling layer is connected to a convolutional layer. The network structure of the convolutional neural network model LetNet-5 is shown in Figure 1.

The convolutional layer is the core component of a CNN and consists of a series of convolutional kernels. The convolutional operation is as follows:

\[
C_{p,j}^{(l)} = f \left( \sum_{l \in M_{j}^{(l-1)}} \sum_{(u,v) \in M_{l}} W_{j(u,v)}^{(l)} \otimes X_{p,j}^{(l-1)} (x + u, y + v) + b_{j}^{(l)} \right),
\]

where \( C_{p,j}^{(l)} \) is the feature image prime value of the \( p \) training sample in layer \( l \), \( W_{j(u,v)}^{(l)} \) denotes the convolution kernel in layer \( l \), \( u \) and \( v \) are its step size, \( b_{j}^{(l)} \) is the bias, \( X_{p,j}^{(l-1)} \) is the feature map in layer \( l - 1 \), \( M_{j}^{(l-1)} \) is the input mapping in layer \( l - 1 \), and \( l \) is the current layer activation function.

The output of the convolutional needs to be nonlinearly mapped by excitation functions such as sigmoid, tanh, and ReLU. The sigmoid and tanh functions are similar and are expressed as follows:

\[
f(x) = \frac{1}{1 + e^{-x}}.
\]

\[
tanh(x) = \frac{2}{1 + e^{-2x}} - 1.
\]

The images of these two functions are shown in Figure 2.

As can be seen in Figure 2, the tanh function converges more quickly than the sigmoid function. Both activation functions suffer from soft saturation, i.e., when the input falls into the saturation zone, it tends to cause the gradient to disappear, thus making the model training slower. The ReLU function is more expressive than the above activation functions, and the gradient of the non-negative interval of ReLU is constant, which can overcome the problem of gradient disappearance, thus maintaining the convergence speed of the model in a stable state. Therefore, the ReLU excitation function is widely used in CNNs with the expression \( f(x) = \max(0, x) \) and its image is shown in Figure 3.

The pooling layer is located in the middle of successive convolutional layers and its main role is to reduce the amount of image data, while ensuring that local features do not change. It speeds up CNN training and also prevents overfitting. Max pooling calculates the maximum value of a local region in the feature map and uses this value as the pooled result. Average pooling is the calculation of the average of the image regions and takes this as the resultant value.

The CNN training has two stages: the forward propagation of the signal and the backward propagation of the error. First, the network weights are initialised and the input infrared image data are passed through convolutional, pooling, and fully connected layers to obtain the output value. The backward propagation refers to the construction of the error function, when the degree of error between the output value and the target value exceeds the set threshold, the error is propagated backwards into the network, and the network weights parameters are adjusted according to the loss function and gradient descent method for another training until the end of training, and its training process is shown in Figure 4.

2.2.2. Underfitting and Overfitting. Fitting is the process of taking some discrete data and adjusting the parameters of the function through an algorithm to minimise the sum of the distance between the fitted function value and the data points. The resultant function has the smallest distance between the point set and these discrete data. The effect of underfitting is that the recognition effect of the trained
Figure 1: CNN structure.

Figure 2: Images of sigmod and tanh functions. (a) Sigmod. (b) Tanh.

Figure 3: ReLU excitation function image.
model in the training set and the test set is not good. There are two methods to solve the problem of underfitting, one is to increase the amount of data, and the other is to reduce the complexity of the designed neural network.

Overfitting is manifested by the fact that as the number of training sessions increases, the trained model performs very well in the training set but flattens out in the test set. The reason for this is the inappropriateness of supervised learning, where the backpropagation algorithm iterates backwards to modify the parameters and learn features such as noise as if they were correct. However, the effect of these noisy features should actually be reduced.

3. Data Processing

Most of the traditional instrumentation type recognition projects are pointer recognition for a certain type of instrumentation community, or require manual selection of a certain type of instrumentation and then inputting image data for reading. But for intelligent substations and inspection robots, this type of method is not applicable, the inspection robot cannot automatically get the type of instrumentation equipment, and manual operation is too cumbersome. Therefore, we need the inspection robot to “learn” how to recognise which type of instrument the image data collected is, so that the image data can be recognised using the appropriate template and data.

In the present day, computer hardware is developing very fast and is sufficient to support the computational load of deep neural networks in multiple layers. In recent years, the results of DL in the field of image recognition are well known, so in this study, we will use deep neural networks to identify the type of substation equipment from the image data collected by the inspection robot.

3.1. Data Set Expansion. Deep neural networks have a strong fitting capability due to their deeper neural network layers. If the training set is small, it will lead to an overfitting condition, which will inevitably lead to weak generalisation. The results are often unsatisfactory when testing instrumentation data that is in outdoors and a highly variable environment.

However, in the case of outdoor smart substations, there are safety hazards or environmental factors that prevent us from obtaining sufficient data sets. To solve the problem of inadequate data sets, this study uses background replacement, rotation, affine, translation, and noise addition to expand the image data set.

3.1.1. Image Background Replacement. The backgrounds and environments, in which instrumentation devices are located, vary little. In order to achieve the diversity and complexity of the image background, the replacement of the background of the instrumentation equipment is achieved by means of image processing. The image augmentation method of background replacement is used for several reasons:

1. The background replacement requires a large amount of calculation and has a high success rate, which can lead to a high time complexity if the initial trial data volume is large.
2. After the background replacement, the instrument is placed at randomly chosen coordinates, and a richer amount of data can be obtained.
3. The manual workload is greatly reduced due to the smaller amount of data and the manual screening of the meter scene replacement if errors occur.

Figure 5 shows the replacement effect after the resolution of the background image was modified to 1000 * 1000.

3.1.2. Image Panning and Expansion. The position, in which the meter is located in the data captured by the inspection robot, is uncertain. When we manually capture image data, we often shoot the meter data in the centre of the image, which is not desirable for later generalisation to identify the input data of the inspection robot. We therefore need to manually perform a translation transform for the dataset so that the meters will exist anywhere in the image, not only expanding the dataset but also enabling the final neural network model to be generalised much more.

The translation transform is a simple transformation where all points on an image are moved horizontally along the x and vertically along the y according to a given offset, and is given by

\[
\begin{aligned}
x &= x_0 + \Delta x, \\
y &= y_0 + \Delta y.
\end{aligned}
\]
The equation can be expressed in terms of matrix transformations:

\[
\begin{bmatrix}
  x' \\
  y \\
  1
\end{bmatrix} = \begin{bmatrix}
  1 & 0 & \Delta x & 0 \\
  0 & 1 & \Delta y & 0 \\
  0 & 0 & 1 & 1
\end{bmatrix} \begin{bmatrix}
  x_0 \\
  y_0 \\
  1
\end{bmatrix} .
\] (4)

After panning, the choice was made to use white to fill in the excess panned out in order to reduce the distracting elements in the image; in practice, black would cause a greater amount of noise.

3.1.3. Image Rotation Expansion. The instrument can be panned to one side by a translation transformation, but there is no guarantee that the instrument will be at a particular position in the graph when the inspection robot is actually collecting data. If the devices in the image dataset used are all at a particular location, then the deep neural network model trained using this dataset will not be available for some of the images acquired by the inspection robot. The CNN model may not achieve accurate recognition, i.e., the depth model does not have excellent generalisation capabilities. In order to make the training model have better generalisation ability and solve the impact of insufficient data sets on model training, image rotation and translation methods are used to analyse the data. At the same time, it can increase the diversity of samples and effectively increase the generalisation ability of training results.

Each image is rotated and transformed to expand the dataset by a factor of eight, which greatly expands the dataset, and after translation and rotation, the positions of the substation images are present at various locations in the image, increasing the diversity of the dataset.

4. Experimental Results and Analysis

4.1. Experimental Preparation

4.1.1. Network Structure and Parameter Setting. The issue regarding the choice of convolutional kernel size in each convolutional layer is different for different classes of substation equipment images. A large convolutional kernel can easily extract the overall features of the instrument but ignore some detailed features, while a small convolutional kernel, in contrast, can extract detailed feature information but may ignore the overall information of the instrument. The main problem in the structural design is the confirmation of the hidden layer structure, and the relevant parameters designed in this process include the convolution kernel. The size of the feature maps, the size of the pooling kernel, the number of iterations, and the number of batches are influencing factors.

The pixel values of the normally acquired image data are relatively high, but for recognition, such high precision image data are not required and are very consuming in terms of training difficulty and time spent. Therefore, if the image data are uniformly sized at 128 * 128 when inputting the acquired data, the main features will be preserved and the training speed will be significantly increased.

4.1.2. Selection of the Number of Feature Maps. The number of feature maps in the hidden layer \( n \) means that the image uses \( n \) different \( N \times N \) convolution kernels during the convolution machine operation or \( nM \times M \) pooling kernels during pooling. In general, the number of feature maps is chosen based on personal experience, but for those using the software, it is not possible to set the number of different layers for each type of image data through experience. Therefore, in this study, the number of feature maps in the convolution and pooling layers are selected automatically from the experimental results, thus avoiding the complicated operation of the staff and improving the recognition rate reduction due to inexperience.

4.1.3. Initialisation of Weights. The initialization operations are first performed on the weight matrices in the convolutional and fully connected layers. The multiple iterations of a deep neural network are designed to continuously modify the values in this weights matrix, and therefore, the initialization of weights affects the final recognition rate. If
the range of variation in the initialization of the weights is too large, it will result in more iterations being required to achieve optimal recognition. In this study, the set range of the aggregated weights is \([-1, 1]\), and all values in the weight matrix of \(N \times N\) are taken randomly from this range. Because the range is small, the number of iterations required is not too large, which greatly improves the speed of computation and achieves the “optimal solution” as quickly as possible.

### 4.1.4. Selection of the Activation Function

The activation function used in this study is ReLU, which is a modified version of ReLU, and is used to solve the problem of necrosis. The main difference with ReLU is that instead of having a value of 0 when \(x < 0\), it becomes \(ax\), where \(a\) is a smaller value, in this study \(a = 0.15\).

\[
ReLU(x) = \begin{cases} 
  x, & x > 0, \\
  ax, & x \leq 0.
\end{cases}
\]

\[ (5) \]

### 4.2. Parameter Settings

The parameter settings of the CNN in the study are listed in Table 1.

For the above parameters, the model is randomly reset each time it is executed, and the parameters are saved. If the result of this training does not reach the set recognition rate, it will be reset once again and with different parameters than previously saved until the recognition results reach the set threshold. The neural network model can therefore be applied to the training of any type of substation image data.

### 4.3. Experimental Results

The experimental dataset consisted of 8000 image data and a total of 47 runs of the neural network structure with different parameters.

The relationship between the recognition rate of the CNN model used and the number of different iterations is listed in Table 2.

A visual comparison of the recognition rate of the CNN for different numbers of iterations of the substation equipment image is shown in Figure 6. In Figure 6, the best recognition rate of the substation equipment image is achieved when the number of iterations is 8.

In this training process, the recognition rate of the training set and the recognition rate of the test set are listed in Table 3.

A comparison of the recognition rate data between the training set and the test set for nine different iterations of the substation equipment images is shown in Figure 7.

It can be seen that at iteration number 1, the recognition rate of the image is too low and the model is not performing as it should at this point and there is no value in the study at this point. The recognition time data for single images with iterations 5–9 are listed in Table 4.

A visual comparison of the recognition times of the training and test sets for a single image at different numbers of iterations is shown in Figure 8.

### 4.4. Result Analysis and Recognition Rate Optimization

The maximum number of iterations was set to 9. However, in some structures, 9 iterations did not reach the optimal number of iterations for the structure, and the training time increased significantly as the number of iterations increased. The model running time and the model recognition accuracy are comprehensively considered. When the number of iterations is set to 9, the recognition accuracy of the model is
the best and the running time at this time has less impact on the model. The main idea of integrated learning [21, 22] is to build three neural network structures with high performance and diversity and to combine the three learners to recognise images through a voting strategy. High performance means that each neural network has a relatively high recognition rate, without using multiple “weak learners” for learning.

The voting strategy is often used for prediction of classification problems, and the core idea is that the few follow the many. The prediction category is assumed to have \( N \) classes, and after using multiple neural network models with different parameters to make predictions, the final classification category is based on the one with the highest number of identified classes.

After training the neural network 47 times with different structures, the three neural network models with the highest recognition rates were selected among them and their recognition data are listed in Table 5. Each neural network was experimented five times and the average value was selected as the final result.

The five recognition results for the three neural network models are shown in Figure 9.

The average recognition rates of the three models were 98.7\%, 98.6\%, and 98.4\%, respectively. Using the voting method strategy to combine the three results, the recognition rate data under five experiments are listed in Table 6. Where time conditions allow and the computer configuration is high, an attempt to increase the upper limit of the number of iterations should result in even higher recognition rates. Integrated learning refers to the construction and combination of multiple learners to complete a learning task, sometimes referred to as multiclassifier systems, committee-based learning, etc., and can often achieve significantly better generalisation performance than a single learner. This method is particularly effective for ”weak learners.”

As seen in Table 6, the most this recognition rate reached 99.4\%. As the computer configuration increases, the upper limit of the number of iterations is also increased, and the use of the voting method strategy further improves the

Table 3: Recognition rate data of the training set and test set for different number of iterations of substation equipment images.

| Number of iterations | Train score (%) | Test score (%) |
|----------------------|-----------------|---------------|
| 1                    | 93.5            | 94.5          |
| 2                    | 97.2            | 98.1          |
| 3                    | 97.3            | 97.2          |
| 4                    | 97.6            | 97.5          |
| 5                    | 98.1            | 97.2          |
| 6                    | 97.9            | 97.4          |
| 7                    | 96.7            | 96.2          |
| 8                    | 98.6            | 97.8          |
| 9                    | 98.3            | 97.4          |

Table 4: Comparison of recognition times (s) for individual images.

| Number of iterations | Train score | Test score |
|----------------------|-------------|------------|
| 5                    | 0.24        | 0.21       |
| 6                    | 0.26        | 0.23       |
| 7                    | 0.27        | 0.24       |
| 8                    | 0.29        | 0.25       |
| 9                    | 0.30        | 0.27       |

Table 5: Five times recognition results of the three neural network models.

| Category | Model 1 (%) | Model 2 (%) | Model 3 (%) |
|----------|-------------|-------------|-------------|
| 1        | 98.7        | 98.6        | 98.4        |
| 2        | 98.6        | 98.7        | 98.5        |
| 3        | 98.8        | 98.5        | 98.3        |
| 4        | 98.7        | 98.5        | 98.3        |
| 5        | 98.7        | 98.7        | 98.5        |
5. Conclusion

Due to the complexity of the current substation environment, the variety of existing equipment and the presence of multiple interferences make the accuracy of image processing algorithms low. This study applies convolutional neural networks to the analysis of substation equipment images, using image translation and rotation methods to expand the sample set and replace the image background. Experiments are carried out on substation equipment images acquired by inspection robots, using automatic training methods for neural networks and an integrated learning voting strategy for substation equipment image recognition. The proposed method improves the training efficiency of the model and achieves a higher recognition rate of 99.4%. The proposed method is ideal for substation image recognition experiments, but there are more factors that may interfere with the recognition of real devices.
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