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ABSTRACT As renewable energy sources such as wind are connected to the grid on a large scale, the safe and stable operation of the power system is facing challenges and the demand for flexibility is becoming increasingly prominent. In recent years, with the advancement of Vehicle-to-Grid (V2G) technology, electric vehicles (EVs) have become a non-negligible flexibility resource for the power system and an emerging path to solve the renewable energy consumption problem. To address the problem of wind farms’ difficulty in making profits in the power market, this paper considers the cooperation between wind farms and EV aggregators and uses the levelable characteristics of EVs charging load to ease the anti-peak characteristics of wind power. Given this, this paper proposes a cooperation mode between the wind farm and the Electric Vehicle (EV) aggregator, constructs a cooperation income and income distribution model, and solves the model using the Asynchronous Advantage Actor-Critic (A3C) reinforcement learning algorithm. Finally, based on the simulation analysis of historical data, the following conclusions are drawn: (1) the cooperation between the wind farm and the EV aggregator can effectively mitigate the negative impact of the anti-peak characteristics of wind power on profitability and achieve an increase in overall economic benefits; (2) the income distribution based on the Shapley value method ensures that the respective income of the wind farm and the EV aggregator increase after cooperation, which is conducive to the promotion of the willingness of both parties to cooperate; (3) the A3C reinforcement learning algorithm is applied to solve the model with good convergence to achieve fast and continuous intelligent pricing decisions for EV aggregators, thus optimizing the charging schedule of EVs promptly.

INDEX TERMS Electric vehicle aggregator, wind farm, A3C algorithm, charging service pricing.

I. INTRODUCTION

With the increasing depletion of fossil energy and the increasing seriousness of climate and environmental problems, the traditional energy production and consumption methods are unsustainable, and the large-scale development and utilization of renewable energy have become an important strategy for sustainable energy development in many countries. Australia plans to achieve 100% renewable energy supply by 2050; the European Union will reduce greenhouse gas emissions by 2030 from the original 40% to 55%; the United States is committed to achieving carbon-free power generation by 2035 and “100% clean energy consumption” by 2050 [1]–[3]. China is committed to achieving carbon neutral by 2060, and a high percentage of renewable energy connected to the grid will be an important feature of China’s future power system [4].

However, due to the uncontrollable power output, the current renewable energy consumption in China faces a severe situation, such as the intermittent and anti-peak characteristics of wind power, which brings challenges to the safe and stable operation of the power system and puts forward higher requirements for power system flexibility [5], [6]. In recent years, as electric vehicles (EVs) are connected to the grid on a large scale, the energy storage characteristics of their on-board batteries have gradually been emphasized as an
developed a comprehensive model from the perspective of profits or providing ancillary services to the grid. Zhang et al. [17] developed a cost-effective pricing methodology for charging services. The costs and profits of EV aggregators and developed a swarm optimization and interior point method for solving. \(\text{et al.} \quad [19] \) proposed an intelligent optimization model for a VPP containing wind turbines and EVs, solved it using linear programming, and the data simulation showed that the model has better economic efficiency for participation in the power market. Massive research has also been conducted on the co-dispatching method of EVs and wind turbines. Kou et al. [16] proposed a hierarchical stochastic control model for EVs and wind power synergy in the microgrid to achieve supply and demand power balance. Zhu et al. [17] developed a joint scheduling model and solved it using an improved multi-objective decomposition-based evolutionary (IMOEA/D) algorithm. Zhao et al. [18] proposed an economic dispatch model for wind turbines and EVs and developed the IPPSO algorithm based on improved particle swarm optimization and interior point method for solving. Korkas et al. [19] proposed an intelligent optimization method based on multi-modal approximate dynamic programming (MM-ADP) to achieve optimal charging and discharging vehicle scheduling for grid-connected charging stations.

Based on economics, the realization of the collaborative dispatch of EVs and wind turbines is inseparable from the pricing decision of charging services for EV customers [20]. Li and Ouyang [21] studied the factors influencing the pricing of charging services, such as financial subsidies, operating costs, and charging revenues. Zhuang et al. [22] analyzed the costs and profits of EV aggregators and developed a cost-effective pricing methodology for charging services. Wu et al. [23], Tushar et al. [24], Yang et al. [25] studied the dynamic pricing problem of EV aggregators from a game-theoretic perspective, achieving goals such as maximizing profits or providing ancillary services to the grid. Zhang et al. [26] developed a comprehensive model from the perspective of customer satisfaction to derive a time-sharing pricing strategy for different types of customers. Chen et al. [27] proposed a dynamic pricing model based on the clustering algorithm that considers unknown information such as grid voltage distribution dynamics and actual random arrival and departure times of EVs. Nie et al. [28] proposed a new smart city modeling approach based on EV travel charging networks, applying a multi-area adaptive pricing scheme to effectively solve the problems posed by complex transportation networks and large-scale EV integration.

Therefore, this paper focuses on the problem that wind power is not profitable in the power market due to its anti-peak characteristics, and considers the cooperation between the wind farm and the EV aggregator and the pricing of EV charging services, and researches how the two parties cooperate and allocate their income to reduce the negative impact of wind power’s anti-peak characteristics and achieve economic benefits and the willingness of both parties to cooperate; how the EV aggregator make dynamic pricing decisions for charging services, thereby optimize the charging schedule of EVs promptly and maximize the income of cooperation. Asynchronous Advantage Actor-Critic (A3C) is a kind of reinforcement learning algorithm based on probability selection, which includes data perception ability. It has been widely used in the field of decision making due to its characteristics of fast decision-making speed, strong robustness, asynchronous parallel processing and so on [29]–[31]. Therefore, in a future where a high percentage of renewable energy and EVs are connected to the power system, this paper can provide a reference for cooperation between EVs and wind power, and even renewable energy, as well as for pricing decisions for EV aggregators.

The possible innovations of this paper are listed as follows: (1) A cooperation mode between the wind farm and the EV aggregator is proposed, in which the wind farm is given...
priority to supply power to EVs, and the remaining power is traded in the power market; the EV aggregator guides customers to charge in an orderly manner through pricing to ease the negative impact of the anti-peak characteristics of wind power on profitability.

(2) An income allocation model is constructed based on the Shapley value method. Under the goal of maximizing cooperative income, the income is redistributed to the wind farm and the EV aggregator at the micro level to promote the willingness of both parties to cooperate.

(3) The A3C reinforcement learning algorithm is applied to the pricing decision of the EV aggregator to achieve fast and continuous pricing decisions for EV charging services, reflecting the foresight of AI application to solve pricing problems.

The rest of this paper is organized as follows. In Section 2, the cooperation mode between the wind farm and the EV aggregator is proposed, and the income and income distribution model are constructed. In Section 3, the A3C reinforcement learning algorithm is applied to EV charging service pricing. In Section 4, a case study is conducted to demonstrate the effectiveness of the proposed cooperation model and the A3C reinforcement learning algorithm. Section V draws the main conclusions and indicates the next research direction.

II. MODEL FORMULATION

A. PROBLEM DESCRIPTION

Wind power has anti-peak characteristics, i.e. wind power often peaks at night, when the system load is low, the power is oversupplied and the market electricity price is low [15]. Therefore, wind farms are at a competitive disadvantage in the power market, and with the intermittent and uncontrollable nature of wind power, it is more difficult for wind farms to achieve profitability. To promote wind power consumption, many countries implement higher feed-in tariffs than market tariffs for wind farms. But in the long run, the higher cost of power generation goes against the principle of the economics of power system operation and hinders the effective allocation of power resources by the market.

To solve the above problem, we design a cooperation mode between the wind farm and the EV aggregator by using the levelable charging load characteristics of EVs to ease the anti-peak characteristics of wind power. As shown in Figure 1, the wind farm gives priority to supply power to the EV aggregator, and sells leftover to the power market; the EV aggregator provides charging services for the EVs, and charges power purchase costs plus service fees; finally, the wind farm and the EV aggregator share the cooperation income.

B. INCOME CALCULATION MODEL

1) NON-COOPERATIVE INCOME CALCULATION

The study in this paper focuses on the cooperative income of the wind farm and the EV aggregator, so the generation cost of the wind farm is not considered. The wind farm sells all of its power in the power market when it does not cooperate with the EV aggregator, so the non-cooperative wind farm’s income can be calculated as follows:

$$R_{\text{wind}} = \sum_{t=1}^{T} P_m^t Q_w^t$$  \hspace{1cm} (1)

where $R_{\text{wind}}$ represents the income of the non-cooperative wind farm; $P_m^t$ is market electricity price at time $t$; $Q_w^t$ is...
electricity sold by the wind farm in the power market at time $t$.

Likewise, this paper considers only the electricity purchase cost of the EV aggregator. When the EV aggregator is non-cooperative, it purchases electricity from the grid and then sells to EV customers at the retail price of power purchase costs plus service fees. Thus, the income of the non-cooperative EV aggregator can be calculated as follows:

$$R_{EV} = \sum_{t=1}^{T} \left( (P'_g + P'_s) Q'_{EV} - P'_g Q'_{EV} \right) = \sum_{t=1}^{T} P'_g Q'_{EV}$$  \hspace{1cm} (2)$$

where $R_{EV}$ represents the income of the non-cooperative EV aggregator; $P'_g$ is the price for EV aggregator purchasing electricity from the grid at time $t$; $P'_s$ is the additional service rate charged by the EV aggregator at time $t$; $Q'_{EV}$ is the charging load of EVs at time $t$.

2) COOPERATIVE INCOME CALCULATION

When the wind farm and the EV aggregator cooperate, the wind farm gives priority to supply power to EVs and sells the remaining power in the power market; the EV aggregator guides EV customers to orderly charging by pricing the service fee. Therefore, the income of the cooperation between the wind farm and the EV aggregator can be calculated as follows:

$$R_{co} = \sum_{t=1}^{T} \left( (P'_g + P'_s) (Q'_{EV} + \Delta Q') \right)$$

$$+ P_m \left( Q'_w - Q'_{EV} - \Delta Q' \right)$$  \hspace{1cm} (3)$$

where $R_{co}$ represents the income of the cooperation between the wind farm and the EV aggregator; $\Delta Q'$ is the amount of change in charging load for the demand response of the EV customers to the charging service pricing at time $t$.

EV customers adjust their charging demand based on the change in the sum of EV aggregator service fees and power purchase costs. EV charging demand has a large degree of uncertainty and regularity; the uncertainty comes from the randomness of charging time and charging power of individual EV customer, and the regularity comes from the overall trend of charging demand of large-scale EVs. In this paper, the charging uncertainty of individual EV customer is not considered, and based on the price elasticity of demand theory of microeconomics [20], EV customers’ charging demand in period $T$ is adjusted as in follows:

$$E = \begin{bmatrix}
e_{11} & e_{12} & \cdots & e_{1n} \\
e_{21} & e_{22} & \cdots & e_{2n} \\
\cdots & \cdots & \cdots & \cdots \\
e_{n1} & e_{n2} & \cdots & e_{nn}
\end{bmatrix} \hspace{1cm} (4)$$

$$T = nt \hspace{1cm} (5)$$

The elasticity coefficients are described as follows:

$$e_{ij} = \begin{cases} \frac{\Delta Q'_i}{Q'_i} & \text{if } i = j \\ \frac{\Delta Q'_i}{Q'_i} & \text{if } i \neq j \end{cases} \hspace{1cm} (6)$$

In this paper, we introduce value function [32] to study the relationship between charging pricing and load, and use customers’ load data and charging price changes to estimate unknown parameters to calculate the elasticity coefficients $e_{ij}$. Based on the price elasticity matrix shown in equation (4), the amount of change in charging demand by EV customers, i.e., the amount of change in electricity sold by the EV aggregator $\Delta Q$ in period $T$, can be calculated as follows:

$$\Delta Q = \begin{bmatrix} \Delta Q_1 \\ \Delta Q_2 \\ \vdots \\ \Delta Q_t \\ \vdots \\ \Delta Q_n \end{bmatrix} = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ Q_1 & 0 & \cdots & 0 \\ 0 & Q_2 & \cdots & 0 \\ \vdots & \vdots & \cdots & \vdots \\ 0 & 0 & \cdots & Q_n \end{bmatrix} \times \begin{bmatrix} \Delta P_1/P'_{11} \\ \Delta P_2/P'_{12} \\ \vdots \\ \Delta P_n/P'_{1n} \end{bmatrix} \hspace{1cm} (7)$$

C. INCOME OPTIMIZATION MODEL

This paper aims to maximize the income of cooperation between the wind farm and the EV aggregator, so the income optimization model is described as follows:

$$\max \Delta R = R_{co} - (R_{wind} + R_{EV}) \hspace{1cm} (8)$$

$$\text{s.t. } \sum_{t=1}^{T} Q'_{EV} = \sum_{t=1}^{T} (Q'_{EV} + \Delta Q') \hspace{1cm} (9)$$

$$\sum_{t=1}^{T} P'_s (Q'_{EV} + \Delta Q') \leq \sum_{t=1}^{T} P'_s Q'_{EV} \hspace{1cm} (10)$$

$$P_{smin} \leq P'_s \leq P_{smax} \hspace{1cm} (11)$$

$$Q_{EVmin} \leq Q'_{EV} + \Delta Q' \leq Q_{EVmax} \hspace{1cm} (12)$$

The objective function (8) is the maximization of the incremental income of the wind farm and the EV aggregator when they cooperate compared to their respective non-cooperation. Constraint (9) is that the total charging load of EVs remains unchanged during period $T$, to ensure the daily driving demand of EV customers. Constraint (10) is to ensure that the cost of EV customers does not increase, to prevent merchants from pricing arbitrarily to increase their profits. Constraint (11) is to set the upper and lower price limits for the service fee at time $t$. Constraint (12) is to set upper and lower limits for the charging load of EVs at time $t$.

In this paper, we choose the maximization of incremental income of cooperation between the wind farm and the EV aggregator as the objective function instead of the maximization of cooperative income, which raises the efficiency of
solving the model and also argues the necessity of cooperation between them more adequately. Meanwhile, setting the constraints that the total charging load remains unchanged and the charging cost of customers does not increase is conducive to arguing that the increase of cooperation income comes from the improvement of economic efficiency, rather than harming customers’ charging demand and interests. Also, setting the upper and lower limits for service fees and charging load is based on the actual situation of price regulation and the limited number of the EV aggregator’s charging piles.

The incremental income optimization problem after the cooperation between the wind farm and the EV aggregator is essentially the EV aggregator’s pricing decision problem for charging services to EV customers i.e., the EV aggregator guides the orderly charging of EVs i.e., adjusting $\Delta Q$, by deciding on the service fee pricing $P_s$ to EV customers, to optimize the incremental income of cooperation between the two. Since $P_s$ is not a continuous variable, and there is no linear relationship between the incremental income $\Delta R$ and the decision variable $P_s$, the incremental income optimization problem of cooperation between the wind farm and the EV aggregator studied in this paper is nonconvex and nonlinear.

**D. INCOME DISTRIBUTION MODEL**

In the cooperation between the wind farm and the EV aggregator, how the cooperation income is distributed is directly related to the conclusion of their cooperation. In this paper, the Shapley value method is applied to study the income distribution problem of cooperation between the wind farm and the EV aggregator. The Shapley value method is an equitable distribution method for m-player cooperation. Its core idea is to distribute the income of the participants according to their contributions to the alliance, and the more the contributions, the more the income [33].

Let a subset $S \subseteq M$ of any non-empty set $M = d[1, 2, \ldots, m]$ of participants, called alliance. Use the Shapley value method to calculate the income $\varphi$ assigned to the participant $i$, as follows:

\[
\varphi_i = \sum_{S} \omega(|S|) (\nu(S) - \nu(S-\{i\}))
\]  
(13)

\[
\omega(|S|) = \frac{(m - |S|)!(|S| - 1)!}{m!}
\]  
(14)

where $|S|$ is the number of participants in subset $S$; $\nu(S)$ is the income of the alliance that includes participant $i$; $\nu(S-\{i\})$ is the income of the alliance that does not include participant $i$; $\omega(|S|)$ is the weighting factor; $m!$ is the number of possible permutations of all participants in the cooperation.

Denote the EV aggregator and the wind farm as 1 and 2, respectively, and $m = 2$. $\nu(1)$ and $\nu(2)$ represents the respective non-cooperative income of the EV aggregator and the wind farm, $\nu(\{1, 2\})$ denotes the total cooperative income of them. Equations (13) and (14) calculate the respective income allocated to the wind farm and the EV aggregator when they cooperate can be obtained.

**III. A3C REINFORCEMENT LEARNING ALGORITHM**

Since the objective function of this paper to maximize the incremental income of cooperation between the wind farm and the EV aggregator is nonconvex and nonlinear, the algorithmic complexity of solving the global optimum is exponential (NP-hard). Despite the difficulty in solving the global optimum, nonconvex optimization problems can generally be solved by intelligent optimization algorithms such as genetic algorithm and pattern search for relatively optimal solutions. However, traditional intelligent optimization algorithms are only suitable for solving static planning problems, i.e., the environment is static in the decision process. In the research scenario of this paper, the environment in which the EV aggregator is located is dynamic, i.e., the wind power output and market electricity price are dynamically and continuously updated, which cannot be accurately modeled. Therefore, it is difficult to realize the continuous dynamic pricing decision of the EV aggregator with traditional intelligent optimization algorithms. This is where reinforcement learning, which can make dynamic decisions without modeling the environment, comes into play. Reinforcement learning only requires an agent to find the relatively optimal policy based on the reward value changes through continuous interaction with the environment after defining the reward function. Therefore, in this paper, the incremental income optimization problem of the EV aggregator cooperation with the wind farm through successive dynamic pricing decisions is suitable to be solved by reinforcement learning methods.

Compared with general reinforcement learning, Asynchronous deep reinforcement learning is an integrated algorithm that combines the perceptual capabilities of deep learning for high-dimensional data with the decision-making capabilities of reinforcement learning [29], [34], [30]. Among the asynchronous deep reinforcement learning methods, A3C performs best for task control in all types of action spaces, merging two types of reinforcement learning algorithms based on values (Q-learning) and action probabilities (Policy Gradients). A3C’s optimization model based on reward value and its ability to rapidly process high-dimensional data can quickly guide the EV aggregator in pricing service fees based on wind power output forecast information and market electricity price information, optimize the charging schedule for EVs promptly, and increase the income from the cooperation between the EV aggregator and the wind farm.

**A. ALGORITHM PRINCIPLE**

Reinforcement learning algorithms are methods by which an agent learns through “trial and error”, i.e., it interacts with its environment to obtain reward and punishment information and thereby adjusts its behavior. A3C is a reinforcement learning algorithm based on Actor-Critic, whose agent consists of two parts: Actor is responsible for generating actions and interacting with the environment; Critic is responsible for evaluating the Actor’s performance and guiding the Actor’s actions in the next stage.
Compared with Actor-Critic, the optimization of A3C is reflected in the 3 aspects: optimization of network structure, asynchronous training framework, and optimization of Critic evaluation points. First, A3C optimizes the network structure by putting the two networks Actor and Critic together, i.e., unified input state $S$, Critic output state value $V$, and Actor output corresponding policy $\pi$.

Second, A3C builds an asynchronous training framework, which consists of a global network and $n$ worker threads, both of which contain Actor and Critic parts. Each thread interacts with the environment individually to obtain the empirical data, and these threads run independently without interfering with each other. After each thread has interacted with the environment for a certain amount of data, it calculates the gradients of the loss function of the neural network in its thread, but these gradients do not update the neural network in its thread but go to update the global network, i.e., the $n$ threads respectively update the parameters of the global network using the accumulated gradients. The public part of the network model is to be optimized, while the network models in the threads are mainly used to interact with the environment.

Finally, A3C uses N-step sampling to accelerate convergence with an advantage function expressed as:

$$A(S, t) = R_t + \gamma R_{t+1} + \ldots + \gamma^{n-1} R_{t+n-1} + \gamma^n V(S') - V(S)$$  \hspace{1cm} (15)$$

For the loss function of Actor and Critic, A3C and Actor-Critic are the same, with one optimization being the addition of the entropy term of the policy $\pi$ with coefficient $c$ in the loss function of the Actor-Critic policy function, i.e., the gradient update of the policy parameters compared with Actor-Critic is optimized as:

$$\theta = \theta + \alpha \nabla_{\theta} \log \pi_{\theta}(s_t, a_t) A(S, t) + c \nabla_{\theta} H(\pi(S_t, \theta))$$  \hspace{1cm} (16)$$

In this paper, we study how the EV aggregator cooperating with the wind farm can conduct service fee pricing to guide customers to charge in an orderly manner, thereby increasing the income from the cooperation. Therefore, the agent in reinforcement learning is mainly the EV aggregator, which contains both Actor and Critic parts. Based on the scenario of cooperation between the wind farm and the EV aggregator in the power market, the input states $S$ of Actor and Critic include wind power output $Q_w$ and market electricity price $P_m$, the corresponding policy $\pi$ output by Actor is the service fee pricing by EV aggregator $P_s$, and the state value $V$ output by Critic is the incremental income $\Delta R$ in period $T$ for the cooperation between the wind farm and the EV aggregator.

**B. ALGORITHM FLOW**

The asynchronous training framework of the A3C algorithm for the research scenario in this paper is shown in Figure 2, where the Agent within each thread interacts with the Environment, i.e., the Actor selects a policy (service fee $P_s$) based on a probability distribution, the Critic evaluates the Actor’s policy, then the Actor adjusts the probability distribution of the policy based on the Critic’s evaluation value; the Environment inputs the policy adopted by the agent, and outputs the reward obtained by the agent (the incremental income of cooperation $\Delta R$ in period $T$) and the state in period $T+1$ (wind power output $Q_w$ and market electricity price $P_m$). The agent of each thread is trained independently, the gradients of network parameters are calculated in parallel, and the network parameters are updated; finally, the network parameters of each thread are updated to the global network asynchronously to eliminate the correlation between training data and achieve better and faster convergence of the algorithm.

Since A3C is asynchronous and multi-threaded, the specific algorithm flow for each thread is shown in Table 1.
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TABLE 1. Algorithm flow for each thread.

| Algorithm flow: |
|----------------|
| 1. Input: global network’s parameters \( \theta, \omega \); this thread’s parameters \( \theta', \omega' \); global shared iteration rounds \( T \); global maximum of iterations rounds \( T_{\text{max}} \); the maximum length of the single iteration time series in the thread \( t_{\text{max}} \); the state feature dimension \( n \); the action set \( A \); the step size \( \alpha, \beta \); the entropy coefficient \( c \); the decay factor \( \gamma \). |
| 2. Update time series \( t = t + 1 \). |
| 3. Reset the amount of gradient updating for Actor and Critic: \( d\theta = 0, d\omega = 0 \). |
| 4. Synchronize parameters from the global network to the neural network in this thread: \( \theta = \theta', \omega = \omega' \). |
| 5. \( t_{\text{max}} = t \), initialized state \( s_t \). |
| 6. Select out action \( a_t \) based on the policy \( \pi(a_t | s_t; \theta') \). |
| 7. Execute action \( a_t \) to get reward \( r_t \) and new state \( s_{t+1} \). |
| 8. \( t = t + 1 \). |
| 9. If \( s_t \) is terminated, or \( t - t_{\text{max}} = t_{\text{max}} \), then go to step 10, otherwise, go back to step 6. |
| 10. Compute \( Q(s_t, t) \) for the last time-series position \( s_t \): |
| \[ Q(s_t, t) = \begin{cases} 0 & \text{terminal state} \\ Q(s_{t+1}) & \text{& none terminal state, bootstrapping} \end{cases} \] |
| 11. for \( i \in \{1, 2, \ldots, t_{\text{max}}\} \): |
| 1) Calculate \( Q(s_t, i) \) for each moment \( Q(s_t, i) = r_t + \gamma Q(s_{t+1}, i + 1) \). |
| 2) Accumulate local gradient updates for Actor: |
| \[ d\theta = d\theta + \nabla_{\theta} \log \pi(a_t | s_t; \theta') Q(s_t, i) V(s_{t+1}, \omega') + c \nabla_{\theta} H(\pi(s_t, \theta')) \] |
| 3) Accumulate local gradient updates for Critic: |
| \[ d\omega = d\omega + \nabla_{\omega} \left( \frac{\partial Q(s_t, i)}{\partial \omega} V(s_{t+1}, \omega') \right) \] |
| 12. Update parameters of the global network: |
| \[ \theta = \theta - \alpha d\theta, \omega = \omega - \beta d\omega \] |
| 13. If \( T > T_{\text{max}} \), the algorithm flow ends and outputs global network’s parameters \( \theta, \omega \); otherwise, go back to step 4. |

TABLE 2. The A3C algorithm parameters setting.

| parameters | symbols | numerical |
|------------|---------|-----------|
| global shared iteration rounds | \( T \) | 2000 |
| global maximum of iterations rounds | \( T_{\text{max}} \) | 150 |
| the maximum length of the single iteration time series in the thread | \( t_{\text{max}} \) | 150 |
| the state feature dimension | \( n \) | 0.01 |
| the step size | \( \alpha \) | 0.002 |
| the step size | \( \beta \) | 0.007 |
| the entropy coefficient | \( c \) | 0.005 |
| the decay factor | \( \gamma \) | 0.99 |

FIGURE 3. Search process.

electricity price data, etc., to verify the feasibility of the cooperation mode proposed and the validity of the model. Meanwhile, the EV aggregator in the region purchases electricity from the grid on a peak-to-valley tariff, with the peak hour (13:00-22:00) tariff being RMB 1289.3/MWh, the flat hour (8:00-13:00 and 22:00-1:00) tariff being RMB 873.1 /MWh, and the valley hours (1:00-8:00) tariff being RMB 457/MWh; the service fee charged by the EV aggregator is a fixed price of RMB 500/MWh. Besides, due to the limited number of charging piles of EV aggregator, the charging power range for accessing EVs per moment is 0~7000MWh; for price regulation, the pricing range of service fee for EV aggregator is set at 0~1000 RMB/MWh.

The optimization process of the A3C reinforcement learning algorithm is realized through the joint optimization of Actor and Critic neural networks. It takes about 30 seconds per episode to train the Actor and Critic neural networks, but the agent can output the decision in less than 1 second according to the environment after the training is completed. We use the A3C algorithm to solve the model, simulate the above real data, train 2000 episodes, which takes about 17 h. The training of each episode consists of 150d data, the batch size is 32, the number of hidden nodes of the neural network is 500. The simulation environment is Intel core i7-8700@3.20GHz, 6 cores and 12 threads, memory 16GB, software configuration Python 3.7.0, TensorFlow 2.2.0.

Table 2 shows the A3C algorithm parameters setting.

B. RESULTS ANALYSIS

1) EVALUATION OF ALGORITHM CONVERGENCE

To compare and analyze the convergence of the A3C algorithm, we performed simulations using the Policy Gradient (PG) algorithm and the Deep Q-Learning (DQN) algorithm based on the same data. Figure 3 shows the convergence of the three types of reinforcement learning algorithms, i.e., the learning capability of the agent and its obtained reward value, which in this paper refers to the pricing decision capability of the EV aggregator and the income of cooperation with the wind farm. It can be seen that in the same training time, the DQN algorithm has the highest initial reward value in the first episode, but the subsequent growth space is small and the training is inefficient; the subsequent growth of the PG algorithm is significant but fluctuates greatly and does not converge at the highest point, and the training effect is unstable.; and the reward value of the A3C algorithm that finally converges is the highest. When simulating with the A3C algorithm, the reward value of the agent also fluctuates a lot and even appears negative, but this is because of the large random factor added at the beginning of training to expand the action range of the policy network. after 750 episodes,
the reward value of the agent tends to grow steadily, and the growth rate slows down. Finally, it converges to a stable level after 1500 episodes. It is proved that the A3C reinforcement learning algorithm has a good convergence ability to solve the model.

2) EFFECT ANALYSIS OF COOPERATION MODE

This paper analyzes the effect of the proposed cooperation mode between the wind farm and the EV aggregator in terms of three changes in pricing strategies of EV aggregator, charging behavior of EV customers, and the amount of electricity sold by the wind farm in the power market.

The original pricing of the aggregator to EV customers is to add a fixed service fee to the cost of electricity purchase, while the application of the A3C algorithm is to dynamically adjust the pricing of service fees according to the price of electricity sold by the wind farm in the power market, to guide EV customers to charge in an orderly manner and increase cooperation income. The dynamic pricing of a typical day is selected to compare with the original pricing as shown in Figure 4. After applying the A3C algorithm to dynamically adjust the service fee pricing, the original fixed service fee becomes time-sharing pricing, thus exacerbating the peak-to-valley difference in the retail pricing of EV aggregator charging services.

According to the price elasticity of demand theory of microeconomics, after the EV aggregator changes the pricing of charging service, customers will adjust their EV charging demand accordingly. A typical daily charging load of customers is selected as shown in Figure 5. After the EV aggregator applies the A3C algorithm to adjust the service fee pricing, customers tend to increase the charging load from 1:00 to 7:00 and decrease the charging load from 12:00 to 21:00, which is in line with the economic principle that customers charge more when the price is lower in the valley hours and less when the price is higher in the peak hours, proving the validity of applying the A3C algorithm pricing.

The levelable charging load characteristics of EVs are used to ease the anti-peak characteristics of wind power, which is the basis for cooperation between the wind farm and the EV aggregator. The electricity sales and market price of the wind farm in the power market on a typical day are shown in Figure 6. After dynamic pricing by EV aggregator, from 1:00 to 8:00, the power market price is low, and wind power sales in the power market tend to decrease; from 12:00 to 22:00, the power market price is high, and wind power sales in the power market tend to increase. The negative impact of wind power’s anti-peak characteristics on income is mitigated, which proves the effectiveness of the cooperation mode proposed in this paper.

3) RESULT ANALYSIS OF INCOME DISTRIBUTION

The increase of income is a prerequisite for the willingness to cooperate between the wind farm and the EV aggregator. A comparison of the total income of cooperation and non-cooperation is shown in Figure 7, which shows that the total income of cooperation is higher than the total income of non-cooperation every day.

The Shapley value method is used to allocate the total cooperative income between the wind farm and the EV aggregator, and the income shared by the wind farm and the EV aggregator is compared with their non-cooperative income, respectively. As shown in Figure 8, after their cooperation, the income shared by the wind farm is higher compared to its non-cooperative income, and the income shared by the EV aggregator is higher compared to its non-cooperative income.

Finally, Table 3 gives specific values for the respective and total income of the wind farm and the EV aggregator for 150 days in the non-cooperative and cooperative scenarios. Overall, the respective income and total income increase.
significantly after their cooperation compared to their operating independently. It is calculated that the income of the wind farm increases by 55.26%, the income of the EV aggregator increases by 26.49%, and the total income increases by 36.18% after the cooperation.

In summary, the increase in the total income from the cooperation argues for the necessity of cooperation between the wind farm and the EV aggregator from the perspective of maximizing economic benefits. The increase in the respective income shows the feasibility of cooperation between the wind farm and the EV aggregator, which is profitable can lead to the willingness of both parties to cooperate.

V. CONCLUSION

In this paper, a cooperation mode between the wind farm and the EV aggregator is proposed to address the problem that wind power is not profitable in the power market due to its anti-peak characteristics. Next, the cooperative income optimization and income distribution model is built. Then, the A3C reinforcement learning algorithm is applied to solve the model, i.e., to price EV charging services. Finally, a typical region in China is selected as a case sample. The main conclusions drawn are as follows:

1. The cooperation mode between the wind farm and the EV aggregator proposed in this paper is feasible. The cooperation mode makes use of the levelable characteristics of EV charging load to effectively ease the anti-peak characteristics of wind power and realize the improvement of economic benefits, which is in line with the development trend of the power system under energy transition and provides a reference for the cooperation between EV and renewable energy.

2. The income distribution based on the Shapley value method ensures reasonable income for the wind farm and the EV aggregator, i.e., based on the increase in cooperation income, the increase in their respective income is also achieved, which is conducive to the willingness of both parties to cooperate from the perspective of maximizing individual income.

3. The A3C reinforcement learning algorithm solves the model with good convergence, stability, and timeliness. The algorithm extracts high-dimensional data information features of wind power output and power market, and hands over to the agent to execute multi-action optimization decision to realize intelligent pricing decision of EV aggregator charging service and optimize charging schedule of EVs in time.

The research in this paper focuses on the cooperation mode between the wind farm and the EV aggregator, income distribution and pricing decision behavior of the EV aggregator, and the discharging behavior of EVs is not considered in the model for the time being. In the next research, V2G technology of EVs will be introduced to further explore the cooperation between EVs and renewable energy sources such as wind power and PV as well as the coordination of internal interests.
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