The SU(N) Heisenberg model on the square lattice: a continuous-N quantum Monte Carlo study

K. S. D. Beach
Department of Physics, University of Alberta, Edmonton, Alberta, Canada T6G 2G7

Fabien Alet, Matthieu Mambrini, and Sylvain Capponi
Université de Toulouse; UPS; Laboratoire de Physique Théorique (IRSAMC); F-31062 Toulouse, France and CNRS; LPT (IRSAMC); F-31062 Toulouse, France
(Dated: September 22, 2009)

A quantum phase transition is typically induced by tuning an external parameter that appears as a coupling constant in the Hamiltonian. Another route is to vary the global symmetry of the system, generalizing, e.g., SU(2) to SU(N). In that case, however, the discrete nature of the control parameter prevents one from identifying and characterizing the transition. We show how this limitation can be overcome for the SU(N) Heisenberg model with the help of a singlet projector algorithm that can treat N continuously. On the square lattice, we find a direct, continuous phase transition between Néel-ordered and crystalline bond-ordered phases at $N_c = 4.57(5)$ with critical exponents $z = 1$ and $\beta/\nu = 0.81(3)$.

I. INTRODUCTION

The field of quantum magnetism encompasses a large variety of physical phenomena that are of current experimental and theoretical interest. These include competition between interactions (frustration), ordering in conventional or unconventional magnetic states, and the existence of fractionalized excitations. In two dimensions, where some of the most unusual physics occurs, there is a conspicuous absence of methods for studying the behaviour of quantum magnets with high precision. On the analytical side, neither the powerful methods devised for dimension $d = 1$ (bosonization, conformal field theory) nor the mean-field methods exact in high $d$ are available. On the numerical side, simulations are difficult because of the enormous size of the Hilbert space and, for stochastic methods, because of the fatal “sign problem.”

One way to relax these strong methodological constraints is to decrease the role of quantum fluctuations. For instance, considering the classical limit of magnets with large spin $S$ eases analytical studies. This limit, however, very often misses the important competition between the instabilities existing only at the quantum level. An alternative route—one that preserves the quantum fluctuations—is to enlarge the symmetry of the model, e.g., by extending the SU(2) spin symmetry to SU(N). This has proved very useful in the past, as the $N \to \infty$ limit often allows for an exact analytical treatment. Methods to study $1/N$ corrections are also available, although they cannot fully capture the exact details of what happens at finite $N$. The advantage of SU(N) models over classical ones is that they naturally allow for quantum states of matter (such as valence bond solids) by construction, even if the off-diagonal elements of the Hamiltonian are suppressed in the large-$N$ limit.

Using this technique, and building on previous work[1] Read and Sachdev[2] have studied in detail the SU(N) generalization of the Heisenberg Hamiltonian on the square lattice. For sufficiently large $N$, the system spontaneously breaks lattice translation symmetry to form a valence bond crystal (VBC). For small $N$ (including the standard SU(2) model at $N = 2$), the ground-state is antiferromagnetically ordered. The details of the phase diagram and of the VBC depend on the representation of the generators of the SU(N) algebra considered: for the case of square Young tableaux with $n$ columns, a direct phase transition between the Néel and VBC states is predicted to occur at the (mean-field) value $N/n \sim 5.26$.

In a technical breakthrough, Kawashima and coworkers[3,4,5] extended a quantum Monte Carlo (QMC) loop algorithm designed for SU(2) models to the SU(N) case (for all integer $N$ and for all single-row Young tableaux). Studying the square lattice case with this exact numerical method, they found for $n = 1$ that the $N = 4$ model is Néel ordered, whereas the $N = 5$ model supports VBC order. This confirmed the analytical large-$N$ predictions, but because of the discrete nature of the algorithm, these studies could not rule out an intermediate phase between $N = 4$ and 5. Even if this (possibly spin-liquid) phase does not exist, it is impossible to obtain a precise value for the critical parameter $N_c$ separating the two phases and to ascertain the nature of the phase transition at $N_c$.

In this paper, we describe a quantum Monte Carlo algorithm, formulated in the total singlet basis, that can treat the parameter $N$ continuously (in the manner of analytical, large-N techniques). Applying this approach to the square-lattice SU(N) Heisenberg model, we find that there is a direct transition occurring at $N_c = 4.57(5)$ between the Néel and VBC columnar phases. The transition is found to be second order, with critical exponents $z = 1$ and $\beta/\nu = 0.81(3)$. At the end of the paper we discuss the implications of finding a second-order quantum phase transition between states with incompatible symmetries and the possible connection to the deconfined quantum criticality (DQC) scenario[6].
II. MODEL HAMILTONIAN

Our starting point is the SU(\(N\)) generalization of the quantum Heisenberg model:

\[
H = -J \sum_{\langle i,j \rangle} H_{ij} = \frac{J}{N} \sum_{\langle i,j \rangle} \sum_{\alpha, \beta=1}^{N} J^\alpha_\beta(i) J^\beta_\alpha(j).
\]  (1)

Here, the exchange coupling \(J = 1\) sets the energy scale, and \(\langle i,j \rangle\) denotes nearest-neighbor sites \(i\) and \(j\). The generators of the SU(\(N\)) algebra, \(J^\alpha_\beta\), satisfy the anticommutation relation

\[
[J^\alpha_\beta(i), J^\gamma_\delta(j)] = \delta_{ij} (\delta_\alpha_\delta J^\gamma_\beta(i) - \delta_\alpha_\beta J^\gamma_\delta(i)).
\]  (2)

We consider the “quark-antiquark” model, taking the fundamental representation of the generator on one sublattice (a single-box Young tableau) and its conjugate \((N - 1)\) boxes in one column) on the other. The fusion rule for the two representations is depicted graphically in Fig. I(a).

If we describe the fundamental representation using a basis \(|\alpha\rangle\) with \(\alpha = 1, 2, \ldots, N\), then the conjugate representation has states \(|\tilde{\alpha}\rangle\) that are fully antisymmetrized tensor products of the form

\[
|\tilde{\alpha}\rangle = \frac{1}{\sqrt{(N-1)!}} \sum_{\alpha_2, \ldots, \alpha_N} \epsilon^{\alpha, \alpha_2, \ldots, \alpha_N} |\alpha_2, \ldots, \alpha_N\rangle.
\]  (3)

An SU(\(N\)) singlet formed between spins at sites \(i\) and \(j\) in opposite sublattices is the maximally entangled state

\[
|\phi\rangle_{ij} = \frac{1}{\sqrt{N}} \sum_{\alpha=1}^{N} |\alpha\rangle_i |\tilde{\alpha}\rangle_j = \frac{1}{\sqrt{N!}} \sum_{\alpha_1, \ldots, \alpha_N} \epsilon^{\alpha_1, \alpha_2, \ldots, \alpha_N} |\alpha_1\rangle_i |\alpha_2, \ldots, \alpha_N\rangle_j.
\]  (4)

Equation (1) can be understood as an operator that performs a local singlet projection \(H_{ij} = -\frac{1}{N} J^\alpha_\beta(i) J^\beta_\alpha(j)|\phi\rangle_{ij}\langle\phi|\) across all links of the square lattice.

The SU(\(N\)) Heisenberg model can alternatively be written as an SU(2) system with spin \(S = (N - 1)/2\) moments interacting via higher-order exchange processes. An exact mapping connects the conventional SU(2) spin operators to the SU(\(N\)) generators as follows:

\[
S^+ = \sum_{\alpha=1}^{N-1} \sqrt{\alpha(N - \alpha)} J^\alpha_{\alpha+1},
\]  (5)

\[
S^- = \sum_{\alpha=1}^{N-1} \sqrt{\alpha(N - \alpha)} J^\alpha_{\alpha+1},
\]  (6)

\[
S^z = \frac{1}{2} \sum_{\alpha=1}^{N} (N + 1 - 2\alpha) J^\alpha_{\alpha+1}.
\]  (7)

The Hamiltonian can then be expressed in terms of

\[
H_{ij} = \prod_{l=1}^{2S} \left[ 1 - 2 \left( \frac{S(S+1) + S_i \cdot S_j}{l(l+1)} \right) \right].
\]  (8)

III. BOND BASIS

Consider the subspace formed by bipartite valence bond (VB) states, in which two spins \(S\) in opposite sublattices form a VB by coupling pairwise in a singlet, formally given in the \(S^z\) basis by

\[
|\phi\rangle_{ij} = \frac{1}{\sqrt{2S+1}} \sum_{m=-S}^{S} (-1)^{m-S} |m\rangle_i \otimes |m\rangle_j.
\]  (9)

[cf. Eq. (4)]. For general \(S\), this subspace does not span the full SU(2) singlet manifold, but only the subspace of states that are also SU(2S + 1) symmetric.

For bipartite valence bonds, we can impose a VB orientation convention such that the overlap between any two states is positive. This basis is nonorthogonal, and the overlap between two VB states is

\[
\langle v_1 | v_2 \rangle = \frac{(2S+1)^N}{N_v},
\]  (10)

where \(N_v\) is the number of loops formed by superimposing the two VB states \(|v_1\rangle\) and \(|v_2\rangle\), and \(N_v\) is the number of VBs in each state (or, equivalently, half the number of lattice sites). This is a simple generalization of the well-known overlap rule for \(S = 1/2\).
The Perron-Frobenius theorem tells us that on a bipartite, finite lattice the SU($N$) symmetric Hamiltonian (1) admits a unique ground state. This state is an SU($N$) singlet, which can be expressed in the bipartite VB basis.

The operator $H_{ij}$ obeys the rules $H_{ij}|\phi\rangle_{ij} = |\phi\rangle_{ij}$ and $H_{ij}|\phi\rangle_{il} = \frac{1}{N} |\phi\rangle_{ij}|\phi\rangle_{kl}$. As a consequence, the action of $H_{ij}$ on VB states is extremely simple and consists of the bond rearrangements depicted in Fig. 1(b). We exploit this fact to simulate the SU($N$) model, noting that the VB projector QMC (Ref. 10) developed for $N = 1/2$ works with precisely such update rules. For the sake of completeness, we describe this method (emphasizing the few details that differ) in Sec. IV.

What remains is to determine how to compute observables. It is well-known in the $S = 1/2$ case that most observables can be written in terms of estimators based on the overlap loops. For instance, the spin correlator $\langle v_1| S_i \cdot S_j |v_2 \rangle / \langle v_1|v_2 \rangle = (3/4) \epsilon_{ij}$ if spins $i$ and $j$ belong to the same loop, 0 otherwise. Here $\epsilon_{ij} = 1$ if $i$ and $j$ are on the same sublattice, $-1$ otherwise. We have generalized these rules for the spin $S$ case, and the resulting nonvanishing loop diagrams are given in Fig. 2 alongside the value of their contribution.

We now make our key observation: since the update rules, the Monte Carlo weights, and the estimators have analytical expressions in $N$ (or $S$, via $N = 2S + 1$), simulations can be performed for arbitrary, continuous values of $N$. Formally, this can be understood as an analytic continuation from integer to real $N$. This is a great advantage over other QMC techniques, which are restricted to half-integer and integer $S$. Large-$N$ analytical techniques can also treat continuous values of $N$, but our numerical technique allows for an exact treatment of the Hamiltonian, in contrast to the mean-field approximation inherent to the large-$N$ approach.

IV. NUMERICAL METHOD

A. Quantum Monte Carlo algorithm

We employ an efficient Monte Carlo algorithm that is an extension of the VB projector scheme introduced by Sandvik. The idea is to sample the ground state via the power method by applying $(-H)^M$ (for fixed $M$ sufficiently large) to an arbitrary valence bond trial state:

$$|\psi_0\rangle = \lim_{M \to \infty} (-H)^M |\varphi_T\rangle.$$ \hspace{1cm} (11)

For the purpose of sketching out the algorithm, it is convenient to rewrite Eq. (1) in a form that explicitly indexes the bonds that are acted upon:

$$-H/J = \sum_{\langle ij \rangle} H_{ij} = \sum_b H_b.$$ \hspace{1cm} (12)

We make the equivalence $H_b = H_{i(b),j(b)}$, where $b$ labels all the nearest-neighbour bonds on the square lattice. We now expand the powers of the Hamiltonian as

$$(-H)^M = \left( \sum_b H_b \right)^M = \sum_{\{b_1, b_2, \ldots, b_M\}} \prod_{k=1}^{M} H_{b_k}.$$ \hspace{1cm} (13)

Each sequence $\{b_1, b_2, \ldots, b_M\}$ corresponds to the process in which $|\varphi_T\rangle$ is acted on by local singlet projectors to give the propagated VB state $|\varphi_M\rangle$:

$$|\varphi_M\rangle = H_{b_M} \ldots H_{b_2} H_{b_1} |\varphi_T\rangle.$$ \hspace{1cm} (14)

The sum over all possible sequences in Eq. (13) is evaluated stochastically. For the SU($N$) model, the weight of each sequence is simply the product of the $1/N$ factors (with $N = 2$ for $S = 1/2$) that appear as a result of the bond rearrangements [see Fig. 1(b)] induced by the $H_b$’s. The most basic Monte Carlo move then consists of replacing a few $H_b$’s at random. Such changes are accepted or rejected depending on the ratio of the weight before and after the move.

To compute observables, two such sequences are generated with an additional factor in the sampling weight corresponding to the overlap of the two propagated states. For the SU($N$) model, this is computed according to Eq. (10). The observables can then be measured using the loop estimators of Fig. 2 (see Sec. IV B).

The spin gap $\Delta_s$, the energy difference between the first triplet excited state and the singlet ground state, can be computed using the same triplet propagation technique introduced for the $S = 1/2$ case. Working with
a single propagation sequence, we reinterpret the initial VB trial state as containing one triplet bond; the only difference in the propagation rules is that the triplet is annihilated by \( H_b \) when acted on directly [i.e., the coefficient 1 in the first rule of Fig. 1(b) is replaced by 0]. Looking at the statistics of the states that are not annihilated during the full propagation, one can easily compute the spin gap \( \Delta_s \). We refer the reader to Refs. [8] and [10] for more details.

To accelerate the convergence of the algorithm with respect to \( M \), it is useful to sample a valence bond trial state that is a superposition of all valence bond configurations \( v \) with amplitude \( \varphi_T(v) \):

\[
|\varphi_T\rangle = \sum_v \varphi_T(v)|v\rangle.
\]  

There is no restriction on the trial state other than that \( \varphi_T(v) \) be real and nonnegative and that ratios \( \varphi_T(v_2)/\varphi_T(v_1) \) be easy to compute for small changes in configuration \( v_1 \rightarrow v_2 \). In this work, we make use of a simple RVB trial state\([11]\) in which the weight \( \varphi_T(v) = \prod_{i,j} h_{ij} \) is a product of individual bond amplitudes \( h_{ij} = 1/r_{ij}^p \), that fall off algebraically as a function of the bond length. The trial state is thus characterized by a single exponent \( p \), which is a free parameter in our simulations. To ensure that our results are fully converged (i.e., that \( M \) has been chosen sufficiently large) and do not show any residual dependence on the choice of \( p \), we have carried out the ground state projection starting from four different RVB trial states (two magnetically ordered and two disordered) corresponding to \( p = 2.7, 3.0, 3.5, \) and \( 5.0 \), and have checked that all observables converge to the same values.

We should point out that the updates are simple and sign-problem-free only because \( H_{ij} \), appearing in Eqs. [1] and [8], is a pure, local-singlet projector. Our algorithm does not apply to general spin-S Hamiltonians. In any case, the bipartite VB states do not form a basis for the singlet sector of general spin-S models.

### B. Calculation of observables

The quantities of interest at the transition are the staggered magnetization

\[
M = \frac{1}{L^2} \sum_r (-1)^{r_x+r_y} S_r,
\]

its Binder cumulant

\[
U = 1 - \frac{3\langle M^4 \rangle}{5\langle M^2 \rangle^2},
\]

and the dimer order parameter \( D = (D_x, D_y) \), whose two components

\[
D_a = \frac{1}{L^2} \sum_r (-1)^{r_x} S_r \cdot S_{r+\hat{e}_a} \quad (a = x, y)
\]

are directed along the square lattice vectors \( \hat{e}_x \) and \( \hat{e}_y \).

The measurements \( \langle M^2 \rangle, U, \) and \( \langle D^2 \rangle \) are carried out using the two- and four-point rules shown in Fig. 2. For instance, using the same techniques as in Ref. [8] we obtain the following estimators:

\[
\frac{\langle \varphi_M^4 | \varphi_M \rangle}{\langle \varphi_M | \varphi_M \rangle} = S(S+1) \sum \alpha L_{\alpha}^2
\]

and

\[
\frac{\langle \varphi_M | M^4 \rangle}{\langle \varphi_M | \varphi_M \rangle} = -\frac{1}{3} [S(S+1)+2S^2(S+1)^2] \sum \alpha L_{\alpha}^4 + \frac{4}{3} S(S+1) \sum \alpha L_{\alpha}^2 + \frac{5}{3} S^2(S+1)^2 \sum \alpha L_{\alpha}^4,
\]

where the sum on \( \alpha \) runs over all loops formed by the overlap \( \langle \varphi_M | \varphi_M \rangle \) of the two propagated states, and \( L_{\alpha} \) is the size of a given loop.

### V. RESULTS

We proceed by presenting our results for the square lattice SU(\( N \)) model. Figure 3 shows the square of the staggered magnetization and its Binder cumulant. It is apparent that in the thermodynamic limit a dome of antiferromagnetic order survives for \( 1 < N < N_c \) with \( N_c \) between 4 and 5. The Binder cumulant \( U \) vanishes on the large-\( N \) side of the transition and appears to have a crossing point at \( N \approx 4.3 \), which drifts rightward as \( L \) increases. We do not have data on sufficiently large systems to ascertain that the crossing is stable and can be unambiguously identified as the critical point. As we will see, a finite-size scaling analysis provides a better estimate of \( N_c \).

The destruction of the Néel order is driven by the gradual elimination of singlet pairs that are correlated over long distances. In the large-\( N \) phase, the singlets are predominantly short-ranged and form domains of columnar ordering (see Fig. 4). On small lattices, these ordered domains are weak and they are almost equally distributed among the four degenerate configurations. This can be seen in the ring-like structure of the probability distribution \( P(D_a, D_y) \), shown in Fig. 5, that appears for \( N > N_c \). Previous work\([12]\) established the existence of VBC order for \( N \geq 5 \), but could not determine whether it was of columnar \( \langle D \rangle \sim (0, \pm D, 0) \) or plaquette \( \langle |D| \rangle \sim (\pm D, \pm D, 0) \) symmetry. Our results suggest the former. There does not appear to be a true U(1) degeneracy, as suggested in Ref. [8]. Instead, it seems that there is an additional length scale \( \xi_{\text{VBC}} \) much larger than the spin correlation length \( \xi \). For \( \xi < L < \xi_{\text{VBC}} \), there is merely an effective U(1) degeneracy.
FIG. 3: (Top-left panel) Square of the staggered magnetization \( M = \frac{1}{L^2} \sum_{x,y} (-1)^{x+y} S_x \) as a function of \( N \) for systems up to linear size \( L = 48 \) (lines are guides to the eyes). (Top-right panel) The Binder cumulant \( U \) measures the kurtosis of the staggered magnetization with respect to a purely Gaussian distribution. It vanishes in the limit \( L \to \infty \) in the absence of antiferromagnetic order. (Bottom panel) A histogram of the magnetic observable is shown for values of \( N \) spanning the transition. The distribution has a single peak.

FIG. 4: (Color online) Snapshots of typical VB configurations for a system of size \( L = 32 \). Short, nearest-neighbour bonds are drawn with a line; long bonds are indicated by circles (whose area is proportional to bond length) at their end points. For \( N < N_c \), many long bonds stretch across the system. For \( N > N_c \), short bonds dominate. The shaded (pink) area marks a crystal domain with columnar bond order.

FIG. 5: (Color online) Density plots of histograms \( P(D_x, D_y) \) of the \( x \)- and \( y \)-components of the dimer order parameter \((L = 32)\). On the magnetic side of the transition (e.g., \( N = 4.5 < N_c \)), the distribution is characterized by a central peak. On the VBC side, the distribution is ring-like but develops additional weight along the main axes as \( N \) is increased.

A finite-size scaling analysis of the magnetization and dimer order parameters suggests a continuous transition defined by a single critical value \( N_c \) and a single set of critical exponents (see Fig. 6). The data are not sufficiently sensitive to fix the exponent \( \nu \) precisely, and the unusual behaviour of the Binder cumulant—its negative region and strong subleading corrections—makes it unreliable for obtaining an independent estimate of \( \nu \). Reasonable fits seem to be achievable for a range of values \( 0.75 \lesssim \nu \lesssim 1 \). On the other hand, the ratio \( \beta/\nu \) is relatively stable. Repeating our fitting procedure for \( M^2 \) and \( D^2 \) independently with 3000 bootstrap samples, we conclude that both quantities vanish simultaneously and continuously at \( N_c = 4.57(5) \) with \( \beta/\nu = 0.81(3) \). Note that the anomalous dimension \( \eta = 2\beta/\nu - 1 = 0.63(4) \) is at least an order of magnitude larger than what would be expected from either the three-dimensional \( O(3) \) or \( Z_4 \) universality classes.

In Fig. 7 we plot the spin gap as a function of \( 1/L \) in the region \( 4 \leq N \leq 5 \). For \( N \) large enough, the data converges to a nonzero value in the thermodynamic limit. On the other hand, for the smallest \( N \), the gap clearly vanishes. A linear extrapolation in \( 1/L \) (dashed lines in Fig. 7) reveals that the gap closes at \( N \approx 4.6 \), in good agreement with the value \( N_c = 4.57(5) \) derived from the order parameters. An unconstrained power-law fit yields a slope 1.02(10), confirming that the dynamical critical exponent of the phase transition is \( z = 1 \).

As is the case for any finite-lattice simulation, we cannot completely rule out an extremely weak first-order transition. Nonetheless, we have taken great care to ex-
amine the transition for signs of first-order character and have concluded that it is almost certainly continuous. We have generated energy and order parameter histograms with extremely good statistics close to the transition and have found no evidence of a bimodal character. See, e.g., the distribution of the staggered magnetization, shown in the bottom panel of Fig. 3, which is single-peaked and evolves smoothly across the transition.

One point of concern was that the Binder cumulant has a small region around the transition where it drops below zero. This is sometimes a signature of a first-order transition or of a distribution with a complicated multi-peaked structure. The histograms discussed above rule out the latter: the negative \( U \) seems merely to correspond to a region in which the distribution of the magnetic order parameter is super-Gaussian (excess kurtosis). Another important observation relates to how the negative region evolves with system size. For first-order phase transitions, one typically observes very large negative values of the Binder cumulant that increase in magnitude with the system size. This has been explained phenomenologically by Vollmayr et al.\(^\text{12}\) For the transition observed here, the opposite is true: not only are the values only slightly negative, but a careful examination shows that the height of the dip begins to saturate starting around \( L = 28 \). In addition to the depth of the negative region being bounded, its width also vanishes in the thermodynamic limit. Finally, it is also worth pointing out that the behaviour of the SU(\( N \)) transition reported in this work bears little resemblance to the transition in models whose Néel-VBS transition is known to be first-order (e.g., Ref. \(^\text{13}\)), which is marked by strong hysteresis effects even at small lattice sizes. These observations suggest to us that the behaviour is only a finite-size effect.

VI. CONCLUSION

In conclusion, we have introduced an algorithm to simulate Heisenberg SU(\( N \)) models (for the representation with a single row and column on one sublattice and its conjugate on the other) on any bipartite lattice. It is formulated in the total singlet sector and allows for efficient computation with arbitrary, continuous values of \( N \). For the square-lattice model, we find a second-order phase transition between a Néel and VBC columnar state at \( N_c = 4.57(5) \). Constructing a Ginzburg-Landau theory for this phase transition is not simple from the symmetry point of view, as the external parameter \( N \) of the SU(\( N \)) symmetry is tuned artificially to unphysical values in our numerics. Naively, the ingredients seem similar to those encountered in DQC points\(^\text{7,14}\), a continuous Néel-VBC transition, driven by an external parameter that favors short VBs of the VBC over the long VBs needed for magnetic ordering. Strictly speaking, the arguments of Ref. \(^\text{7}\) do not apply here, since they rely heavily on Berry phase effects specific to \( S = 1/2 \). Hence, our results are not directly related to those of Refs. \(^\text{7,14}\). The large-\( N \) techniques of Ref. \(^\text{2}\) do predict a continuous transition from Néel order to disorder, but the ground state degeneracy can only be computed for integer \( N \). We hope that our numerical results for the critical exponents encourage others to pursue extended analytical calculations: the only available estimates of exponent\(^\text{13}\) are for representations with \( n \gg 1 \) and do not go beyond order \( 1/N \).

Finally, we note that the algorithm presented here can be applied with minor modifications to the case of one-dimensional Heisenberg models with another generalized symmetry, namely SU(2)_k. This open the door to the
numerical study of topological quantum liquids, as found in Ref. [16].

During the completion of this work, a more efficient algorithm for the $N = 2$ case was proposed by Sandvik and Evertz. [17] This algorithm performs nonlocal moves by flipping spins around the loops in a mixed spin-VB representation of the projection. It is straightforward to generalize this algorithm to the SU$(N)$ case for integer $N$, as has been done in Ref. [18]. One of us [19] has recently shown that an algorithm for real $N$ can be constructed using a loop representation of the SU$(N)$ model matrix elements similar to the one presented in Ref. [20]. Early results obtained with this algorithm are in agreement with those presented in this work.
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