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Abstract

Let \( PG(r, q) \) be the \( r \)-dimensional projective space over the finite field \( GF(q) \). A set \( \mathcal{X} \) of points of \( PG(r, q) \) is a cutting blocking set if for each hyperplane \( \Pi \) of \( PG(r, q) \) the set \( \Pi \cap \mathcal{X} \) spans \( \Pi \). Cutting blocking sets give rise to saturating sets and minimal linear codes and those having size as small as possible are of particular interest. We observe that from a cutting blocking set obtained in [20], by using a set of pairwise disjoint lines, there arises a minimal linear code whose length grows linearly with respect to its dimension. We also provide two distinct constructions: a cutting blocking set of \( PG(3, q^3) \) of size \( 3(q+1)(q^2+1) \) as a union of three pairwise disjoint \( q \)-order subgeometries and a cutting blocking set of \( PG(5, q) \) of size \( 7(q+1) \) from seven lines of a Desarguesian line spread of \( PG(5, q) \). In both cases the cutting blocking sets obtained are smaller than the known ones. As a byproduct we further improve on the upper bound of the smallest size of certain saturating sets and on the minimum length of a minimal \( q \)-ary linear code having dimension 4 and 6.
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1 Introduction

Let \( q = p^h \), where \( p \) is a prime and \( h \) is a positive integer. Let \( PG(r, q) \) be the \( r \)-dimensional projective space over the finite field \( GF(q) \). We will denote by \( (X_1, X_2, \ldots, X_{r+1}) \) the homogeneous projective coordinates of a point of \( PG(r, q) \). A set \( \mathcal{X} \) of points of \( PG(r, q) \) is said to be a \( t \)-fold blocking set if every hyperplane \( \Pi \) of \( PG(r, q) \) meets \( \mathcal{X} \) in at least \( t \) points.

Definition 1.1. A set of points \( \mathcal{X} \subset PG(r, q) \) is a cutting blocking set, if for each hyperplane \( \Pi \) of \( PG(r, q) \), the set \( \Pi \cap \mathcal{X} \) spans \( \Pi \), i.e., \( \Pi \cap \mathcal{X} \) is not contained in any hyperplane of \( \Pi \).

A cutting blocking set is said to be minimal if it is minimal with respect to set theoretical inclusion. If \( \mathcal{X} \) is a cutting blocking set, then any hyperplane \( \Pi \) of \( PG(r, q) \) is spanned by \( \Pi \cap \mathcal{X} \).
and hence $|\Pi \cap \mathcal{X}| \geq r$ and $\mathcal{X}$ is an $r$--fold blocking set. The term cutting blocking set has been coined recently in [9], see also [11, Proposition 3.3], but such a substructure has been investigated earlier by several authors. In [13] a cutting blocking set is referred to as an $r$--fold strong blocking set, whereas in [20] a cutting blocking set is called a generator set. In [13], some pointsets of $\text{PG}(r,q)$, called $\rho$--saturating sets, were studied.

**Definition 1.2.** A set $Y$ of points of $\text{PG}(r,q)$ is said to be $\rho$--saturating if for any point $P \in \text{PG}(r,q)$ there exist $\rho+1$ points of $Y$ spanning a subspace of $\text{PG}(r,q)$ containing $P$, and $\rho$ is the smallest value with such property.

In particular the authors pointed out that, by embedding $\text{PG}(r,q)$ in $\text{PG}(r,q^r)$, a cutting blocking set of $\text{PG}(r,q)$ is an $(r-1)$--saturating set of $\text{PG}(r,q^r)$ [13, Theorem 3.2]. In this context, saturating sets of the smallest size are interesting as extremal objects and $s_q(r,\rho)$ denotes the smallest size of a $\rho$--saturating set of $\text{PG}(r,q)$. For more recent results on $\rho$--saturating sets of $\text{PG}(r,q)$ the reader is referred to [14, 16]. In [20] the authors, by investigating an idea introduced in [23], studied lines of $\text{PG}(r,q)$ that are said to be higgledy--piggledy arrangement.

**Definition 1.3.** Let $L$ be a lineset of $\text{PG}(r,q)$. The lines of $L$ are said to be in higgledy--piggledy arrangement if the set of points covered by the lines of $L$ forms a cutting blocking set.

Of particular interest is to look for the smallest size that a set consisting of lines in hyggledy--piggledy arrangement may have. It is not difficult to show that in $\text{PG}(2,q)$ this number is three and it is known that in $\text{PG}(3,q)$ the smallest set of lines in higgledy--piggledy arrangement has to contain four (pairwise disjoint) lines; see [20]. In $\text{PG}(4,q)$, if $q$ is large enough, it is possible to find a set of six pairwise disjoint lines in higgledy--piggledy arrangement [3, Proposition 12]. More generally, it is known that a set of lines of $\text{PG}(r,q)$ in higgledy--piggledy arrangement has to contain at least $\lceil \frac{r}{2} \rceil + r$ lines, if $q \geq \lfloor \frac{r}{2} \rfloor + r$, and that there is a set of $2r - 1$ pairwise disjoint lines with the required property whenever $q > 2r - 1$; see [20, Theorem 14, Theorem 20, Theorem 24]. It follows that if $q > 2r - 1$, there exists a cutting blocking set in $\text{PG}(r,q)$ of size at most $(2r - 1)(q + 1)$. Thus

$$\frac{r}{e}q + \frac{r - 1}{2} \leq s_q(r, r - 1) \leq (2r - 1)(q + 1),$$

which improves on the known upper bounds for the size of the smallest saturating set. In the previous formula the lower bound arises from [16, Lemma 4.0.1] and $e$ is the Euler's number.

Here we deal with cutting blocking sets. The main achievements of this paper are summarized in the following theorem.

**Main Theorem.** (i) In $\text{PG}(3,q^3)$ there exists a minimal cutting blocking set of size $3(q + 1)(q^2 + 1)$.

(ii) In $\text{PG}(5,q)$ there exists a minimal cutting blocking set of size $7(q + 1)$.

The paper is organized as follows. In Section 2 we construct a minimal cutting blocking set of $\text{PG}(3,q^3)$ of size $3(q + 1)(q^2 + 1)$ obtained by glueing together three suitable pairwise disjoint
$q$–order subgeometries. In Section 3 we show that there is a set of seven lines of $\text{PG}(5, q)$ in higgledy-piggledy arrangement. There arises a minimal cutting blocking set of $\text{PG}(5, q)$ of size $7(q + 1)$. As a byproduct we obtain the following improvements on the upper bound of the smallest size of a 2–saturating set of $\text{PG}(3, q^9)$ and of a 4–saturating set of $\text{PG}(5, q^5)$:

$$\frac{3}{e} q^3 + 1 \leq s_{q^d}(3, 2) \leq 3(q + 1)(q^2 + 1),$$

$$\frac{5}{e} q + 2 \leq s_{q^d}(5, 4) \leq 7(q + 1).$$

### 1.1 Minimal and covering linear codes

The concepts of cutting blocking set and saturating set are of interest not only from a geometrical point of view, but they also have applications in coding theory. For a vector $u = (u_1, \ldots, u_n) \in \text{GF}(q^n)$, its support is the set $\text{supp}(u) = \{ i \mid u_i \neq 0 \}$ and the Hamming weight $w(u)$ of $u$ is the cardinality of its support. The Hamming distance on $\text{GF}(q^n)$ is defined as $d(u, v) = |\text{supp}(u - v)|$, for every pair of vectors $u, v \in \text{GF}(q)$. A $q$–ary linear code of dimension $k$ and length $n$, or an $[n, k]_q$ code, $C$ is a $k$–dimensional vector subspace of $\text{GF}(q)^n$. The elements of $C$ are called codewords. A generator matrix of $C$ is a matrix whose rows form a basis of $C$ as a vector space over $\text{GF}(q)$. The minimum distance of $C$ is $d = \min\{w(u) \mid u \in C, u \neq 0\}$. Let $u, v \in \text{GF}(q)^n$. The vector $u$ is $\rho$–covered by $v$ if $d(u, v) \leq \rho$. The covering radius of a code $C$ is the smallest integer $\rho$ such that every vector of $\text{GF}(q^n)$ if $\rho$–covered by at least one codeword of $C$. If $d$ or $\rho$ are needed, then $C$ is said to be an $[n, k, d]_q$ code or an $[n, k]_q \rho$ code. The weight distribution of $C$ is the sequence $A_0(C), \ldots, A_n(C)$, where $A_i(C) = |\{u \in C \mid w(u) = i\}|$. For $u = (u_1, \ldots, u_n), v = (v_1, \ldots, v_n) \in \text{GF}(q)^n$, let $u \cdot v = \sum_{i=1}^{n} u_i v_i$ be the Euclidean inner product between $u$ and $v$. For a code $C$, its dual code is $C^\perp = \{v \in \text{GF}(q)^n \mid v \cdot c = 0, \forall c \in C\}$. The dimension of the dual code $C^\perp$ or the codimension of $C$ is $n - k$. Any matrix which is a generator matrix of $C^\perp$ is called a parity check matrix of $C$. If $C$ is a linear $[n, k]_q \rho$ code, with parity check matrix $N$, its covering radius is the smallest $\rho$ such that every $v \in \text{GF}(q)^{n-k}$ can be written as a linear combination of at most $\rho$ columns of $N$. For an introduction to coverings of vector spaces over finite fields and to the concept of code covering radius, see [12].

The representatives of the points of a saturating set of $\text{PG}(r, q)$ can be considered as columns of a parity check matrix of a $q$–ary linear code of codimension $r + 1$. In particular, a $\rho$–saturating set of $\text{PG}(r, q)$ of size $n$ corresponds to a parity check matrix of an $[n, n - (r + 1)]_q (\rho + 1)$ code; see [13] and references therein.

Let $C$ be an $[n, k]_q$ linear code with generator matrix $M$. The code $C$ is called non–degenerate if there is no $i$, with $1 \leq i \leq n$, such that $u_i = 0$, for all $u \in C$. A non–zero codeword $u \in C$ is called minimal if every codeword $u' \in C$, with $\text{supp}(u') \subseteq \text{supp}(u)$ is a multiple of $u$ and $C$ is minimal if all its codewords are minimal. A minimal code $C$ is called reduced if for every $i$, with $1 \leq i \leq n$, the code obtained by deleting the same $i$–th coordinate in each codeword is not minimal.

A projective $[n, r + 1, d]_q$ system $Z$ is a set of $n$ points (counted with multiplicity) of $\text{PG}(r, q)$.
that do not all lie on a hyperplane and such that

\[ d = n - \max\{|H \cap Z| : H \text{ hyperplane of } \text{PG}(r, q)\}. \]

There is a well–known correspondence between non–degenerate \([n, r + 1, d]_q\) linear codes and projective \([n, r + 1, d]_q\) systems. Indeed, the points of \(\text{PG}(r, q)\) represented by the columns of a generator matrix \(M\) of an \([n, r + 1, d]_q\) code form a set of \(n\) points (counted with multiplicity) of \(\text{PG}(r, q)\). Viceversa, the code generated by the matrix having the representatives of the points of a projective \([n, r + 1, d]_q\) system \(Z\) as columns, gives an \([n, r + 1, d]_q\) linear code. Moreover, for any non–zero vector \(u = (u_1, u_2, \ldots, u_{r+1}) \in \text{GF}(q)^{r+1}\), the hyperplane of \(\text{PG}(r, q)\) with equation \(u_1X_1 + u_2X_2 + \cdots + u_{r+1}X_{r+1} = 0\) contains \(|Z| - w\) points of \(Z\) if and only if the codeword \(uM\) has weight \(w\). For more details the reader is referred to [33].

In this setting it has been established a correspondence between \([n, r + 1, d]_q\) minimal linear codes and projective \([n, r + 1, d]_q\) systems that are cutting blocking sets. Furthermore reduced minimal \([n, r + 1, d]_q\) linear codes are equivalent to minimal cutting blocking sets of \(\text{PG}(r, q)\) of size \(n\); see [11, Theorem 3.4] and [32, Theorem 14].

In the context of minimal codes, one of the main issue is to provide explicit constructions of families of minimal codes of short length for a given dimension and in particular to construct minimal codes whose length grows linearly with respect to their dimension; see [11, Problem 2], [2], and [32, Open Problem 24]. In this regard, if \(m(r + 1, q)\) denotes the minimum length of a minimal \(q\)–ary linear code having dimension \(r + 1\), from the construction of \(2r - 1\) pairwise disjoint lines of \(\text{PG}(r, q)\), \(q > 2r - 1\), in hyggledy–piggledy arrangement provided in [20], the following upper bound can be derived:

\[ r(q + 1) \leq m(r + 1, q) \leq (2r - 1)(q + 1). \]

The lower bound in the previous formula follows from [2, Theorem 2.14]. Moreover, from the constructions of cutting blocking sets presented here, we obtain the following improvements:

\[ 3(q^3 + 1) \leq m(4, q^3) \leq 3(q + 1)(q^2 + 1), \quad \text{see Theorem 2.26} \]
\[ 5(q + 1) \leq m(6, q) \leq 7(q + 1), \quad \text{see Proposition 3.16} \]

### 2 Cutting blocking sets from subgeometries

In this section we construct a cutting blocking set of \(\text{PG}(3, q^3)\) of size \(3(q + 1)(q^2 + 1)\) obtained by gluing together three suitable pairwise disjoint \(q\)–order subgeometries.

#### 2.1 Clubs and Splashes of \(\text{PG}(1, q^3)\)

Here we consider certain pointsets of \(\text{PG}(1, q^3)\), called clubs and splashes. These sets have been investigated by several authors [5, 6, 7, 8, 18, 21, 28, 30, 31]. Before recalling their definitions and summarizing some of their properties, we mention the following well known results.

**Lemma 2.1** ([15]). In \(\text{PG}(2, q^3)\), let \(\pi_0\) be a \(q\)–order subplane and let \(H\) be the stabilizer of \(\pi_0\) in \(\text{PGL}(3, q^3)\). The group \(H\) has three orbits on the points of \(\text{PG}(2, q^3)\):
• $\pi_0$;

• $\mathcal{O}_2'$ consisting of the $q(q^2 - 1)(q^2 + q + 1)$ points of $\text{PG}(2, q^3)$ lying on exactly one extended subline of $\pi_0$;

• their complement $\mathcal{O}_3'$ of size $q^3(q - 1)(q^2 - 1)$.

The group $H$ has three orbits on the lines of $\text{PG}(2, q^3)$:

• the $q^2 + q + 1$ extended sublines of $\pi_0$;

• $\mathcal{L}_2'$ consisting of the $q(q^2 - 1)(q^2 + q + 1)$ lines of $\text{PG}(2, q^3)$ intersecting $\pi_0$ in one point;

• their complement $\mathcal{L}_3'$ of size $q^3(q - 1)(q^2 - 1)$ formed by lines disjoint from $\pi_0$.

Let $\ell_1 \in \mathcal{L}_2'$, $\ell_2 \in \mathcal{L}_3'$. Let $R_1$ be a point of $\mathcal{O}_2'$, where $r$ is the unique extended subline of $\pi_0$ containing $R_1$, and let $R_2$ be a point of $\mathcal{O}_3'$. In geometric terms, a club of $\text{PG}(1, q^3)$ can be defined in two distinct ways.

i) By extension. By extending the sublines of $\pi_0$ to lines of $\text{PG}(2, q^3)$ and intersecting these with the line $\ell_1$, one obtains a club of $\ell_1$ with head $\ell_1 \cap \pi_0$.

ii) By projection. By projecting the points of $\pi_0$ from $R_1$ onto a line $m$ not containing $R_1$, one obtains a club of $m$ with head $m \cap r$.

A club has the following properties.

• All clubs of $\text{PG}(1, q^3)$ are projectively equivalent.

• A club of $\text{PG}(1, q^3)$ contains $q(q + 1)$ $q$–order sublines.

• Through two non–head points there passes exactly one $q$–order subline and it contains the head point. Two distinct $q$–order sublines of a club have at most a point in common distinct from the head point.

• Let $\mathcal{C}$ be a club with head point $T$. The unique $q$–order subline determined by two non–head points and $T$ is contained in $\mathcal{C}$.

• A $q$–order subline of a club arises either from the sublines of $\pi_0$ through a point of $\pi_0$ or from a subline of $\pi_0$ according as the club is obtained by extension or by projection, respectively.

Similarly, it is possible to define geometrically a splash of $\text{PG}(1, q^3)$ in two equivalent ways.

i) By extension. By extending the sublines of $\pi_0$ to lines of $\text{PG}(2, q^3)$ and intersecting these with the line $\ell_2$, one obtains a splash of $\ell_2$.

ii) By projection. By projecting the points of $\pi_0$ from $R_2$ onto a line $m$ not containing $R_2$, one obtains a splash of $m$.  
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A splash has the following properties.

- All splashes of $\text{PG}(1, q^3)$ are projectively equivalent.

- A splash of $\text{PG}(1, q^3)$ contains $2(q^2 + q + 1)$ $q$-order sublines divided into two equally sized families, say $\mathcal{F}_1$ and $\mathcal{F}_2$.

- A $q$-order subline of a family arises either from the extended sublines of $\pi_0$ through a point of $\pi_0$ or from a subline of $\pi_0$ according as the splash is obtained by extension or by projection, respectively. A $q$-order subline of the opposite family arises either from the extended sublines of $\pi_0$ of a dual subconic of $\pi_0$ or from a subconic of $\pi_0$ according as the splash is obtained by extension or by projection, respectively.

- Two distinct sublines of the same family meet in one point, whereas sublines of different families have in common 0, 1 or 2 points. Through two points there is exactly one $q$-order subline of each family.

- Let $s$ be a fixed $q$-order subline of $\mathcal{F}_1$. Among the $q$-order sublines of $\mathcal{F}_2$ there are $q + 1$ meeting $s$ in one point, $q(q + 1)/2$ meeting $s$ in two points, and $q(q - 1)/2$ disjoint from $s$.

- The stabilizer of a splash in $\text{PGL}(2, q^3)$ is a group of order $2(q^2 + q + 1)$ and it acts transitively on its $2(q^2 + q + 1)$ $q$-order sublines.

In the remaining part of this subsection we prove further properties regarding splashes of $\text{PG}(1, q^3)$ that will be used in the paper.

Let $r_1$ be the canonical $q$-order subline of $\text{PG}(1, q^3)$ and let $K = \text{PGL}(2, q)$ be the stabilizer of $r_1$ in $\text{PGL}(2, q^3)$. Let $x \in \text{GF}(q^3) \setminus \text{GF}(q)$ and let

$$\mathcal{S}_x = \{(z - z^q, xz^q - x^qz) \mid z \in \text{GF}(q^3) \setminus \{0\}\} = \{(t^q - t, xt - x^qt^q) \mid t \in \text{GF}(q^3) \setminus \{0\}\}.$$

Since the projectivity of $\text{PGL}(2, q^3)$ induced by

$$\begin{pmatrix} x & 1 \\ x^q & 1 \end{pmatrix}$$

maps $\mathcal{S}_x$ to the splash $\{(z, z^q) \mid z \in \text{GF}(q^3) \setminus \{0\}\}$, we have that $\mathcal{S}_x$ is a splash of $\text{PG}(1, q^3)$. The stabilizer of $\mathcal{S}_x$ in $\text{PGL}(2, q^3)$ is generated by

$$\left\{ \begin{pmatrix} \xi x - \xi x^q \\ -x^q(\xi - \xi^q) \\ \xi^q x - \xi^q x^q \end{pmatrix} \mid \xi \in \text{GF}(q^3) \setminus \{0\} \right\} \text{ and } \begin{pmatrix} -1 \\ x + x^q \\ 1 \end{pmatrix}. $$

If $z \in \text{GF}(q)$ or $z = x + a$, where $a \in \text{GF}(q)$, then $(z - z^q, xz^q - x^qz)$ is a point of $r_1$. Hence $r_1$ is a $q$-order subline of $\mathcal{S}_x$. Let $\mathcal{F}_1$ denote the family of $q$-order sublines of $\mathcal{S}_x$ containing $r_1$ and let $\mathcal{F}_2$ be the opposite family. Thus

$$\mathcal{F}_1 = \{r_\xi : \xi \in \text{GF}(q^3) \setminus \{0\}\}, \quad \mathcal{F}_2 = \{r'_\xi : \xi \in \text{GF}(q^3) \setminus \{0\}\},$$

where

$$r_\xi = \{((\xi(x + a) - \xi^q(x^q + a), x\xi(x^q + a) - x^q\xi(x + a)) \mid a \in \text{GF}(q)\} \cup \{(\xi - \xi^q, x\xi^q - x^q\xi)\},$$

$$r'_\xi = \{((\xi^q(x^q + a) - \xi(x + a), x\xi(x + a) - x^q\xi(x^q + a)) \mid a \in \text{GF}(q)\} \cup \{(\xi^q - \xi, x\xi - x^q\xi)\}.$$
Lemma 2.2. Let $r'_\xi$ be a $q$-order subline of $\mathcal{F}_2$ such that $|r'_\xi \cap r_1| = i$, $0 \leq i \leq 2$. Then there is a subgroup of $K$ if order $q + 1 - i$ fixing $r'_\xi$.

Proof. Let $r'_\xi \in \mathcal{F}_2$ such that $|r'_\xi \cap r_1| = 1$.

- If $r'_\xi \cap r_1 = \{(0, 1)\}$, then $\xi \in \text{GF}(q)$ and $r'_\xi = r'_1$, where

  $$r'_1 = \{R_a = (1, -a - x - x^q) \mid a \in \text{GF}(q)\} \cup \{R = (0, 1)\}.$$  

Consider the subgroup $\{\gamma_c : c \in \text{GF}(q)\}$ of $K$ of order $q$ fixing $R$, where $\gamma_c$ is induced by the matrix

$$\begin{pmatrix} 1 & 0 \\ c & 1 \end{pmatrix},$$

for some $c \in \text{GF}(q)$. Then $\gamma_c(R_a) = R_{a - c}$ and $\gamma_c$ fixes $r'_1$.

- If $r'_\xi \cap r_1 = \{(1, b)\}$, for a fixed $b \in \text{GF}(q)$, then $\xi = \frac{1}{x + b}$ and

  $$r'_\xi = r'_{(x+b)^{-2}} = \{R_a \mid a \in \text{GF}(q)\} \cup \{R = (x + x^q + 2b, b^2 - x^{q+1})\},$$

where

$$R_a = (x^{q+1} + a(x + x^q) + 2ab - b^2, (2b - a)x^{q+1} + b^2(x + x^q) + ab^2).$$

Consider the subgroup $\{\gamma_c : c \in \text{GF}(q)\}$ of $K$ of order $q$ fixing $R_b$, where $\gamma_c$ is induced by the matrix

$$\begin{pmatrix} 1 - bc & c \\ -b^2c & 1 + bc \end{pmatrix},$$

for some $c \in \text{GF}(q)$. Let $\gamma_c \neq id$, i.e., $c \neq 0$. Then $\gamma_c(R) = R_{bc^{-1}}$ and, for $a \neq b$, we have that $\gamma_c(R_a)$ equals $R$ or $R_{a-bc(a-b)}^{-1}$, according as $c = (a - b)^{-1}$ or $c \neq (a - b)^{-1}$. Hence $\gamma_c$ fixes $r'_{(x+b)^{-2}}$.

Suppose that $r'_\xi$ is such that $|r'_\xi \cap r_1| = 2$.

- If $r'_\xi \cap r_1 = \{(0, 1), (1, b)\}$, for a fixed $b \in \text{GF}(q)$, then $\xi = (x + b)^{-1}$ and $r'_\xi = r'_{(x+b)^{-1}}$, where

  $$r'_{(x+b)^{-1}} = \{R_a = (a - b, x^{q+1} + b(x + x^q) + ab) \mid a \in \text{GF}(q)\} \cup \{R = (1, b)\}.$$  

Let $\Gamma$ be the subgroup of $K$ of order $q - 1$ fixing both $R$ and $R_b$ induced by the subgroup of $\text{GL}(2, q)$ given by

$$\left\{ \begin{pmatrix} c & 0 \\ (c - d)b & d \end{pmatrix} : c, d \in \text{GF}(q), cd \neq 0 \right\}.$$  

A member of $\Gamma$, say $\gamma_c$, is induced by the following matrix

$$\begin{pmatrix} 1 & 0 \\ (1 - c)b & c \end{pmatrix},$$

for some $c \in \text{GF}(q) \setminus \{0\}$. Then $\gamma_c(R_a) = R_{a-bc}^{-1}$ and $\gamma_c$ fixes $r'_{(x+b)^{-1}}$.  
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• If \( r'_c \cap r_1 = \{(1, b_1), (1, b_2)\} \), for two fixed elements \( b_1, b_2 \in \text{GF}(q) \), then \( \xi = \frac{1}{(x+b_1)(x+b_2)} \).

In this case the subline \( r'_c = r'_{(x+b_1^{-1})(x+b_2)^{-1}} \) turns out to be

\[
\{ R_a \mid a \in \text{GF}(q) \} \cup \{ R = (x + x^q + b_1 + b_2, b_1 b_2 - x^{q+1}) \},
\]

where

\[
R_a = (x^{q+1} + a(x + x^q) + a(b_1 + b_2) - b_1 b_2, (b_1 + b_2 - a)x^{q+1} + b_1 b_2(x + x^q + a)).
\]

Let \( \Gamma \) be the subgroup of \( K \) of order \( q-1 \) fixing both \( R_{b_1} \) and \( R_{b_2} \) induced by the subgroup of \( \text{GL}(2, q) \) given by

\[
\left\{ \begin{pmatrix} c & d \\ -db_1 b_2 & c + d(b_1 + b_2) \end{pmatrix} : c, d \in \text{GF}(q), (c + b_1 d)(c + b_2 d) \neq 0 \right\}.
\]

A non-trivial projectivity of \( \Gamma \), say \( \gamma_c \), is induced by the following matrix

\[
\begin{pmatrix} c & 1 \\ -b_1 b_2 & c + b_1 + b_2 \end{pmatrix},
\]

for some \( c \in \text{GF}(q) \setminus \{-b_1, -b_2\} \). Then \( \gamma_c(R) = R_{-c} \) and \( \gamma_c(R_a) \) equals \( R \) or \( R_{\frac{ac + b_1 b_2}{b_1 + b_2 - a}} \), according as \( c = a - b_1 - b_2 \) or \( c \neq a - b_1 - b_2 \). Hence \( \gamma_c \) fixes \( r'_{(x+b_1)^{-1}(x+b_2)^{-1}} \).

Assume that \( r'_c \) is such that \( |r'_c \cap r_1| = 0 \). Let \( s_1, s_2 \) be elements of \( \text{GF}(q) \) such that the polynomial \( f(X) = X^2 + s_1 X + s_2 \) is irreducible over \( \text{GF}(q) \). This means that there exists \( u \in \text{GF}(q^2) \setminus \text{GF}(q) \) such that \( f(u) = f(u^q) = 0 \) and hence \( u^{q+1} = s_2, u + u^q = -s_1 \). In this case \( \xi = \frac{1}{(x+u)(x+u^q)} \) and

\[
r'_c = r'_{(x+u)^{-1}(x+u^q)^{-1}} = r'_{\frac{1}{(x+u)(x+u^q)}} = \{ R_a \mid a \in \text{GF}(q) \} \cup \{ R = (x + x^q - s_1, s_2 - x^{q+1}) \},
\]

where

\[
R_a = (x^{q+1} + a(x + x^q) - as_1 - s_2, -(s_1 + a)x^{q+1} + s_2(x + x^q + a)).
\]

Let \( \Gamma \) be the subgroup of \( K \) of order \( q+1 \) induced by the subgroup of \( \text{GL}(2, q) \) given by

\[
\left\{ \begin{pmatrix} c & d \\ -s_2 d & c - s_1 d \end{pmatrix} : c, d \in \text{GF}(q), (c, d) \neq (0, 0) \right\}.
\]

A non-trivial projectivity of \( \Gamma \), say \( \gamma_c \), is induced by the following matrix

\[
\begin{pmatrix} c & 1 \\ -s_2 & c - s_1 \end{pmatrix},
\]

for some \( c \in \text{GF}(q) \). Then \( \gamma_c(R) = R_{-c} \) and \( \gamma_c(R_a) \) equals \( R \) or \( R_{\frac{ac + s_1}{u - s_1}} \), according as \( c = a + s_1 \) or \( c \neq a + s_1 \). Hence \( \gamma_c \) fixes \( r'_{(x+u)^{-1}(x+u^q)^{-1}} \).

Lemma 2.3. No non-trivial projectivity of \( K \) fixes \( S_x \).
Proof. Let $\gamma$ be the projectivity of $K$ associated with the matrix
\[
\begin{pmatrix}
  a & b \\
  c & d
\end{pmatrix} \in \text{GL}(2, q).
\]
Then
\[
\gamma(t^q - t, xt - x^q t^q) = -\left( (bx^q - a)t^q - (bx - a)t, \frac{c - dx^q}{bx - a}(bx - a)t - \frac{c - dx}{bx^q - a}(bx^q - a)t^q \right).
\]
Hence $\gamma(S_x) = S_{\frac{c - dx}{bx - a}}$. Hence $S_x \neq \gamma(S_x)$ unless $b = c = 0$ and $a = d$, i.e., $\gamma$ is the identity. 

**Proposition 2.4.** Let $S$ be a splash of $\text{PG}(1, q^3)$ and let $s, s'$ be two $q$–order sublines of $S$ such that $|s \cap s'| = 1$. Then $s'$ belongs to the opposite family of $s$ if and only if $s'$ is stabilized by a subgroup of order $q$ of $\text{Stab}_{\text{PGL}(2, q^3)}(s)$.

**Proof.** Since $\text{PGL}(2, q^3)$ is transitive on its splashes and the stabilizer of $S$ in $\text{PGL}(2, q^3)$ is transitive on its $q$–order sublines, we may assume w.l.o.g. that $S = S_x$ and that $s = r_1$. If $s'$ belongs to the opposite family of $s$, then, from Lemma 2.2, we have that there exists a subgroup of order $q$ of $\text{Stab}_{\text{PGL}(2, q^3)}(s)$ fixing $s'$. Viceversa, if $s'$ belongs to the same family as $s$, we claim that no non–trivial element of $\text{Stab}_{\text{PGL}(2, q^3)}(s)$ fixes $s'$. Assume on the contrary that there exists such a projectivity $\gamma$. Then from Lemma 2.3 we have that $S \neq \gamma(S)$, where $s, s'$ are two $q$–order sublines of both $S$ and $\gamma(S)$, contradicting [S Theorem 5.2].

**Theorem 2.5.** There are $q^3 - q$ splashes of $\text{PG}(1, q^3)$ through a $q$–order subline.

**Proof.** Let $s$ be a $q$–order subline. In $\text{PG}(1, q^3)$, there are $(q - 1)(q + 1)^2(q^2 + 1)$ $q$–order sublines intersecting $s$ in exactly one point. Let $B$ denote the set of such sublines. It can be easily checked that a subgroup of order $q$ of $\text{Stab}_{\text{PGL}(2, q^3)}(s)$ acts on points of $\text{PG}(1, q^3)$ by fixing a point $P$ of $s$ and by forming $q^2$ orbits of size $q$. Moreover, each of these orbits of size $q$ together with $P$ gives rise to a $q$–order subline of $\text{PG}(1, q^3)$. Therefore there is a subset $B'$ of $B$ consisting of $(q^2 - 1)(q + 1)$ $q$–order sublines that are stabilized by a subgroup of order $q$ of $\text{Stab}_{\text{PGL}(2, q^3)}(s)$.

Let us count in two ways the couples $(Z, s')$, where $Z$ is a splash of $\text{PG}(1, q^3)$ containing $s$ and $s'$ is a further $q$–order subline of $Z$ belonging to the same family of $s$. From Proposition 2.4, $s'$ belongs necessarily to $B \setminus B'$. Hence $s'$ can be chosen in $q^2(q + 1)(q^2 - 1)$ ways, and from [S Theorem 5.2], a splash containing $s$ and a further $q$–order subline $s'$ belonging to the same family of $s$ is uniquely determined. Hence on the one hand the number of these couples equals $q^2(q + 1)(q^2 - 1)$. On the other hand, if $z$ denotes the number of splashes of $\text{PG}(1, q^3)$ containing $s$, we have that the number of these couples equals $z(q^2 + q)$. Therefore $z = q^3 - q$, as required.

We are ready to prove the main result of this subsection.

**Theorem 2.6.** Let $S_1, S_2$ be two distinct splashes of $\text{PG}(1, q^3)$ having a $q$–order subline $s$ in common. Then $S_1, S_2$ share a $q$–order subline belonging to the opposite family of $s$. 
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Proof. We may assume w.l.o.g. that $S_1 = S_x$, where $x$ is a fixed element of $GF(q^3) \setminus GF(q)$ and that $s = r_1$. Let $s'$ be a $q$-order subline of $S_x$ belonging to the opposite family of $s$. From Lemma 2.2 there is a subgroup $\Gamma_{s'}$ of $K$ of order $q + 1 - i$ fixing $s'$, where $|s \cap s'| = i$. Note that from Lemma 2.3 a non-trivial element $\gamma$ of $\Gamma_{s'}$ maps $S_x$ to a splash of PG$(1,q^3)$ distinct from $S_x$. Hence $\gamma(S_x)$ will share with $S_x$ both $s$ and $s'$. In particular $|S_x^{\Gamma_{s'}}| = q + 1 - i$. Moreover if $s', s''$ are two distinct $q$-order sublines of $S_x$ belonging to the opposite family of $s$, then $S_x^{\Gamma_{s'}} \cap S_x^{\Gamma_{s''}} = \{S_x\}$, otherwise if $S \in S_x^{\Gamma_{s'}} \cap S_x^{\Gamma_{s''}}$ and $S \neq S_x$, then $S$ would contain $s, s'$ and $s''$ and hence would share with $S_x$ at least $3q - 2$ points, contradicting [28, Theorem 23]. Since $s'$ can be chosen in $q + 1, q(q + 1)/2$ or $q(q - 1)/2$ ways according as $|s \cap s'|$ equals 1, 2 or 0, we have that there are $(q - 1) \cdot (q + 1) + (q - 2) \cdot q(q + 1)/2 + q \cdot q(q - 1)/2 = q^3 - q - 1$ splashes of PG$(1,q^3)$ distinct from $S_x$ such that each of them shares with $S_x$ the $q$-order subline $s$ and a further $q$-order subline belonging to the opposite family of $s$. The result now follows from Theorem 2.3. \qed

2.2 On the number of points covered by a special lineset of PG$(2,q^3)$

In PG$(2,q^3)$, with the same notation used in Lemma 2.1, let $\pi_0$ be a $q$-order subplane and let $\ell$ be a line of $L'_3$. The line $\ell$ contains $q^2 + q + 1$ points of $O'_2$ and $q^3 - q^2 - q$ points of $O'_3$. Moreover $\ell \cap O'_2$ is a splash $S$ of $\ell$ obtained by extending the $q^2 + q + 1$ sublines of $\pi_0$. Let $F_1$ be the family of $q$-order sublines of $S$ arising from the extended sublines of $\pi_0$ of certain dual subconics of $\pi_0$ and let $F_2$ be the family of $q$-order sublines of $S$ arising from the extended sublines of $\pi_0$ through a point of $\pi_0$. Let $s$ be a fixed element of $F_1$ and let $D$ be the set of extended sublines of the dual subconic of $\pi_0$ which gives rise to $s$. Then $D$ consists of $q + 1$ extended sublines of $\pi_0$ such that through a point of PG$(2,q^3)$ there pass at most 2 lines of $D$ and through a point of $s$ there is exactly one line of $D$. Moreover two distinct lines of $D$ meet in a point of $\pi_0$. There are other $q^2(q + 1)$ lines of PG$(2,q^3)$ having at least a point in common with both $s$ and $\pi_0$. Let $E$ denote the set of such lines. In particular a line of $E$ has exactly one point in common with both $s$ and $\pi_0$, i.e., $E \subset L'_2$. Through a point of $s$ there are $q^2$ lines of $E$ and through a point of $\pi_0$ there are $q + 1, q$ or $q - 1$ lines of $E$, according as there pass 0, 1 or 2 lines of $D$, respectively. A line of $D$ contains $q + 1$ points of $\pi_0$ and $q^3 - q$ points of $O'_2$, whereas a line of $E$ contains one point of $\pi_0$, $q^2$ points of $O'_2$ and $q^3 - q^2$ points of $O'_3$. The main aim of this subsection is to bound the number of points of PG$(2,q^3)$ lying on at least a line of $E$. The following result [7, Lemma 5.6] will be useful.

Lemma 2.7 ([7]). Let $r_1, r_2$ be lines of PG$(2,q^3)$ and $b$ be a $q$-order subline of $r_2$ disjoint from $r_1$. Then each $q$-order subline of $r_1$, disjoint from $r_2$, is the projection of $b$ from exactly one point not on $r_1 \cup r_2$.

Lemma 2.8. Through a point on a line of $D$ and not lying on $\pi_0 \cup s$, there passes at most one line of $E$.

Proof. Assume by contradiction that there is a point $P$ on a line $r \in D$, with $P \notin \pi_0 \cup s$, such that there are two lines of $E$, say $t_1, t_2$, passing through $P$. Let $T_i = t_i \cap \pi_0$, $i = 1, 2$. The line
$t$ obtained by joining $T_1$ and $T_2$ is an extended subline of $\pi_0$. Let $R = t \cap r$. Let $\mathcal{C}_i$ be the set $t_i \cap (\mathcal{O}_2' \cup \pi_0)$. Since $|t_i \cap \pi_0| = 1$, it follows that $\mathcal{C}_i$ is a club of $t_i$ with head point $T_i$, $i = 1, 2$. In particular $\mathcal{C}_i$ is obtained by extending the sublines of $\pi_0$. Let $Q_i = t_i \cap s$ and let $m_i$ be the unique line of $\mathcal{D}$ through $Q_i$, $i = 1, 2$. Note that the club $\mathcal{C}_i$ contains a unique $q$–order subline passing through $T_i, P, Q_i$, $i = 1, 2$. Since every $q$–order subline of $\mathcal{C}_i$ arises from the extended sublines through a point of $\pi_0$, we have that the lines $t, m_i, r$ form a pencil and $R = t \cap r \cap m_i$, $i = 1, 2$. It follows that $m_1, m_2$ and $r$ are three lines of $\mathcal{D}$ through the point $R \in \pi_0$, contradicting the fact that through a point of $\text{PG}(2, q^3)$ there pass at most two lines of $\mathcal{D}$.

**Lemma 2.9.** Through a point of $\mathcal{O}_2'$ not lying on a line of $\mathcal{D}$, there pass at most three lines of $\mathcal{E}$.

**Proof.** Let $P$ be a point of $\mathcal{O}_2'$, let $r$ be the extended subline of $\pi_0$ containing $P$ and let $R = r \cap \ell$. Since $P$ does not lie on a line of $\mathcal{D}$, we have that $r \notin \mathcal{D}$ and hence $R \notin s$. By projecting $\pi_0$ from $P$ onto $\ell$ we get a club $\mathcal{C}$ of $\ell$ with head point $R$. Since $R \notin s$, the $q$–order subline $s$ is not contained in $\mathcal{C}$. From [23] Theorem 8, we have that $|s \cap \mathcal{C}| \leq 3$. This means that there are at most three lines of $\mathcal{E}$ passing through the point $P$.

**Proposition 2.10.** Let $A, B$ be two distinct points of $s$. There are at most $(q - 1)(q^2 - q + 1)$ points of $\mathcal{O}_2'$, not lying on a line of $\mathcal{D}$, and contained in two lines of $\mathcal{E}$ passing through $A$ and $B$.

**Proof.** Let $A$ and $B$ be two points of $s$, such that there are two lines of $\mathcal{E}$, say $\ell_A$ and $\ell_B$, where $A \in \ell_A, B \in \ell_B, \ell_A \cap \ell_B = P \in \mathcal{O}_2'$ and $P$ does not lie on a line of $\mathcal{D}$. Note that there is a unique $q$–order subline $s'$ of $\mathcal{S}$ distinct from $s$ and containing $A$ and $B$. In particular $s'$ belongs to the opposite family of $s$. Let $r_P, r_A$ and $r_B$ be the extended sublines of $\pi_0$ containing $A, B$ and $P$, respectively. Then $r_A, r_B \in \mathcal{D}$ and $r_P \notin \mathcal{D}$. Let $T = r_A \cap r_B \in \pi_0$, $T_A = \ell_A \cap \pi_0$, $T_B = \ell_B \cap \pi_0$ and let $m$ be the extended subline of $\pi_0$ passing through $T_A$ and $T_B$. Thus by projecting $m \cap \pi_0$ from $P$ onto $\ell$ the subline $s'$ is obtained. Furthermore an extended subline of $\pi_0$ through $T$ meets $\mathcal{S}$ in a point of $s'$.

We claim that $T \notin r_P$. Assume by contradiction that $T \in r_P$. If $T \notin m$, then by projecting the $q$–order subline $m \cap \pi_0$ from $T$ onto $\ell$ we get $s'$. On the other hand $s'$ is also obtained by projecting $m \cap \pi_0$ from $P$ onto $\ell$, where $P \neq T$, contradicting Lemma 2.7. Hence $T \in m$ and $m \cap \ell = R \in s'$. Since $P$ projects $m \cap \pi_0$ onto $s'$, we infer that the line joining $R$ with $P$ meets $\pi_0$ in a point of $m$. It follows that $P \in m = \langle T_A, T_B \rangle$ and $\ell_A = \langle T_A, P \rangle = \langle T_B, P \rangle = \ell_B$, a contradiction.

We deduce that $T \notin r_P$ and $r_P \cap \ell \in \mathcal{S} \setminus (s \cup s')$. By projecting $\pi_0$ from $A$ onto $r_P$ we get a club $\mathcal{C}_A$ of $r_P$ with head point $T_1 = r_A \cap r_P$. Similarly, by projecting $\pi_0$ from $B$ onto $r_P$ we get a club $\mathcal{C}_B$ of $r_P$ with head point $T_2 = r_B \cap r_P$. Since $T \notin r_P$, it follows that $T_1 \neq T_2$. Also $r_P \cap \pi_0$ is a $q$–order subline of both $\mathcal{C}_A, \mathcal{C}_B$ and $P \in \mathcal{C}_A \cap \mathcal{C}_B$. Hence $|\mathcal{C}_A \cap \mathcal{C}_B| \geq q + 2$. We want to show that $r_P$ contains $q - 1$ points of $\mathcal{O}_2'$ contained in two lines of $\mathcal{E}$ passing through $A$ and $B$. To this end it is enough to prove that $|\mathcal{C}_A \cap \mathcal{C}_B| = 2q$. Let $\bar{r}$ be the $q$–order subline of $r_P$ determined by $T_1, T_2, P$. Then $\bar{r}$ is a $q$–order subline of both $\mathcal{C}_A$ and $\mathcal{C}_B$. Since $\bar{r} \cap (r_P \cap \pi_0) = \{T_1, T_2\}$, we have that $|\mathcal{C}_A \cap \mathcal{C}_B| \geq 2q$. On the other hand if $Z$ were a point of $(\mathcal{C}_A \cap \mathcal{C}_B) \setminus (\bar{r} \cup (r_P \cap \pi_0))$, then the
unique q-order subline of \( r_P \) determined by \( Z, T_1, T_2 \) would lie in \( C_A \cap C_B \) and \( |C_A \cap C_B| \geq 3q - 2 \), contradicting \[28\] Theorem 23. Therefore \( |C_A \cap C_B| = 2q \).

We have seen that if there exists a point \( P \in O'_2 \) not lying on a line of \( D \) and contained in two lines of \( E \) passing through \( A \) and \( B \), then \( r_P \cap \ell \in S \setminus (s \cup s') \) and \( r_P \) contains \( q - 1 \) points with such a property. Since \( |S \setminus (s \cup s')| = q^2 - q + 1 \), the result follows.

**Proposition 2.11.** Let \( q > 2 \). There is a set \( I \) consisting of \( q^2 \) points of \( O'_3 \) such that through a point of \( I \) there are \( q + 1 \) lines of \( E \).

**Proof.** Let \( r \) be an extended subline of \( \pi_0 \) with \( r \notin D \). Then \( \bar{r} = r \cap \pi_0 \) is a q-order subline. From Lemma \[2.7\], there is a unique point \( R \) of \( PG(2, q^3) \) with \( R \notin r \cup \ell \) such that the q-order subline \( s \) is obtained by projecting \( \bar{r} \) from \( R \) onto \( \ell \). If \( R \) were in \( \pi_0 \), then every extended subline of \( \pi_0 \) passing through \( R \) would lie in \( D \), contradicting the fact that through a point of \( \pi_0 \) there pass at most two lines of \( D \). If \( R \) were in \( O'_2 \), then either \( R \) would lie on a line of \( D \), contradicting Lemma \[2.8\] or \( R \) would not lie on a line of \( D \), contradicting Lemma \[2.9\] whenever \( q > 2 \).

**Corollary 2.12.** If through a point of \( O'_3 \setminus I \) there pass three lines of \( E \), then the points in common between these three lines and \( \pi_0 \) are not collinear.

**Proof.** Assume that there is a point \( P \in O'_3 \) such that through \( P \) there are three lines of \( E \), say \( t_1, t_2, t_3 \), and that the three points \( T_i = t_i \cap \pi_0 \), \( 1 \leq i \leq 3 \), are collinear. Let \( Q_i = t_i \cap \ell \) and note that \( Q_i \in s \), \( 1 \leq i \leq 3 \). Then the q-order subline of \( \pi_0 \) containing \( T_1, T_2, T_3 \) is projected from \( P \) onto the unique q-order subline of \( \ell \) containing \( Q_1, Q_2, Q_3 \), namely \( s \). The extended subline \( r \) containing \( T_1, T_2, T_3 \) cannot belong to \( D \). Otherwise let \( R = r \cap \ell \) and the line joining \( P \) and \( R \) meets \( \pi \) in a point of \( r \cap \pi_0 \), i.e., \( P \in r \), a contradiction. It follows that \( P \in I \).

**Proposition 2.13.** Through a point of \( O'_3 \) not lying in \( I \), there pass at most three lines of \( E \).

**Proof.** Let \( P \) be a point of \( O'_3 \setminus I \). By projecting \( \pi_0 \) from \( P \) onto \( \ell \), we get a splash \( S' \) of \( \ell \). If \( S = S' \), then there are \( q + 1 \) lines of \( PG(2, q^3) \) passing through \( P \) and meeting both \( s \) and \( \pi_0 \) at least one point and hence \( P \in I \), which is not the case. Hence \( S \neq S' \). Assume by contradiction that there are at least four lines of \( E \) through the point \( P \). Then \( |s \cap S'| \geq 4 \). By \[28\] Theorem 8], it follows that \( s \) is a q-order subline of \( S' \) as well. Since \( S \) and \( S' \) have in common \( s \), from Theorem \[2.6\] we have that \( S \) and \( S' \) have a further q-order subline \( s' \) in common and \( s' \) belongs to the opposite family of \( s \). From Corollary \[2.12\] if we consider \( s \) as a q-order subline of \( S' \), then \( s \) is obtained by projecting the points of a subconic of \( \pi_0 \) from \( P \) onto \( \ell \). Hence, when \( s' \) is considered as a q-order subline of \( S' \), it is obtained by projecting a subline \( \bar{r} \) of \( \pi_0 \) from \( P \) onto \( \ell \). Similarly, since \( s \), as a q-order subline of \( S \), arises from the extended sublines of a dual subconic of \( \pi_0 \), we have that when \( s' \) is considered as a q-order subline of \( S \), it is obtained by extending the sublines of \( \pi_0 \) through a point \( T \) of \( \pi_0 \). Let \( r \) be the line of \( PG(2, q^3) \) such that \( r \cap \pi_0 = \bar{r} \) and let \( R = r \cap \ell \). If \( T \) were on \( r \), then \( R \) would belong to \( s' \) and the line \( m \) joining \( R \) with \( P \) would meet \( \pi_0 \) at a point of \( \bar{r} \). Hence \( m = r \) and \( P \in O'_2 \), a contradiction. Therefore \( T \notin r \) and in particular \( T \notin \bar{r} \). It follows that \( s' \) is obtained by projecting \( \bar{r} \) from \( T \) onto \( \ell \).
On the other hand, the number of these couples turns out to be 2 (Proposition 2.15). Therefore we have that 2 does not lie on a line of $\mathcal{D}$.

The results achieved in Lemma 2.8, Lemma 2.9, Proposition 2.11 and Proposition 2.13 can be summarized in the following theorem.

**Theorem 2.14.** Through a point of $\text{PG}(2, q^3)$, $q > 2$, not lying in $\pi_0 \cup s$, there pass 0, 1, 2, 3 or $q + 1$ lines of $\mathcal{E}$. In the last case, we get the $q^2$ points of $\mathcal{I} \subset \mathcal{O}_3'$.

Let $z_i$ denote the number of points $P \in \mathcal{O}_3'$ such that there are $i$ lines of $\mathcal{E}$ through $P$, $i = 2, 3, q + 1$ and let $z'_j$ be the number of points $P \in \mathcal{O}_3^\prime \setminus s$ such that there are $j$ lines of $\mathcal{E}$ through $P$, $j = 2, 3$. We have that $z_{q+1} = q^2$. Let us count in two ways the pairs $(r, r')$, where $r, r' \in \mathcal{E}$ and $r \cap r' \in (\mathcal{O}_2' \cup \mathcal{O}_3') \setminus s$. For a fixed $r \in \mathcal{E}$, let $R = r \cap \pi_0$. There are $q^3 - q + i$ lines of $\mathcal{E}$ intersecting $r$ in a point of $(\mathcal{O}_2' \cup \mathcal{O}_3') \setminus s$ according as through the point $R$ there pass $i$ lines of $\mathcal{D}$, $i = 0, 1, 2$. There are $q + 1$ points of $\pi_0$ incident with one line of $\mathcal{D}$, $q(q + 1)/2$ points of $\pi_0$ incident with 2 lines of $\mathcal{D}$ and $q(q - 1)/2$ points of $\pi_0$ on no line of $\mathcal{D}$. Hence on the one hand the number of these couples equals

$$\frac{q(q - 1)}{2} \cdot (q + 1) \cdot (q^3 - q) + \frac{q(q + 1)}{2} \cdot (q - 1) \cdot (q^3 - q + 2) + q \cdot (q + 1) \cdot (q^3 - q + 1).$$

On the other hand, the number of these couples turns out to be $2(z_2 + z'_2) + 6(z_3 + z'_3) + q^2q(q + 1)$. Comparing these two quantities, we have that

$$z_2 + z'_2 + 3(z_3 + z'_3) = \frac{q^2(q + 1)(q^3 - 2q + 1)}{2}. \tag{2.1}$$

Analogously, let us count in two ways the pairs $(r, r')$, where $r, r' \in \mathcal{E}$ and $r \cap r' \in \mathcal{O}_2' \setminus s$. Let $r, r' \in \mathcal{E}$, with $r \neq r'$ and let $P = r \cap r'$. First note that from Lemma 2.8 if $P \in \mathcal{O}_2' \setminus s$, then $P$ does not lie on a line of $\mathcal{D}$. Moreover from Proposition 2.10 for two fixed points $A, B \in s$, there are at most $(q - 1)(q^2 - q + 1)$ points $P \in \mathcal{O}_2' \setminus s$ such that $r \cap s = A$, $r' \cap s = B$ and $r \cap r' = P$. Therefore we have that $2z'_2 + 6z'_3 \leq (q - 1)(q^2 - q + 1) \cdot q(q + 1)$, that is

$$z'_2 + 3z'_3 \leq \frac{(q^3 - q)(q^2 - q + 1)}{2}. \tag{2.2}$$

**Proposition 2.15.** If $q \geq 5$, then $z_2 + 2z_3 > q^5 - 2q^3$.

**Proof.** Taking into account (2.1) and (2.2), we have that $z_2 + 2z_3 \geq (q^3 - q)(q^3 - 1)/2$. On the other hand, from Corollary 2.12 we have that the value $z_3$ cannot exceed the number of triangles of $\pi_0$, that is $q^3(q + 1)(q^2 + q + 1)/6$. Hence

$$z_2 + 2z_3 \geq \frac{(q^3 - q)(q^3 - 1)}{2} - z_3 \geq \frac{(q^3 - q)(q^3 - 1)}{2} - \frac{q^3(q + 1)(q^2 + q + 1)}{6} = \frac{2q^6 - 2q^5 - 5q^4 - 4q^3 + 3q}{6} > q^5 - 2q^3,$$

whenever $q \geq 5$. \qed
2.3 Cutting blocking sets of \( \text{PG}(3, q^3) \) as union of three \( q \)-order subgeometries

Let \( \text{PG}(3, q^3) \) be the three-dimensional projective space over \( \text{GF}(q^3) \).

**Lemma 2.16.** A plane of \( \text{PG}(3, q^3) \) shares with a \( q \)-order subgeometry of \( \text{PG}(3, q^3) \) either one point or \( q + 1 \) points of a \( q \)-order subline or \( q^2 + q + 1 \) points of a \( q \)-order subplane.

**Proof.** Let \( \Sigma \) be a \( q \)-order subgeometry of \( \text{PG}(3, q^3) \), let \( P \) be a point of \( \Sigma \) and let \( \pi \) be a plane of \( \text{PG}(3, q^3) \) such that \( \pi \cap \Sigma \) is a \( q \)-order subplane of \( \pi \), with \( P \notin \pi \). A plane \( \sigma \) of \( \text{PG}(3, q^3) \) containing \( P \) intersects \( \pi \) in a line \( r \) and \( |\sigma \cap \Sigma| \) equals 1, \( q + 1 \) or \( q^2 + q + 1 \), according as \( r \cap \pi_0 \) equals 0, 1 or \( q + 1 \), respectively. From Lemma 2.1 there are \( q(q^2 - 1)(q^2 + q + 1) \) lines intersecting \( \pi_0 \) in one point and \( q^3(q - 1)(q^2 - 1) \) lines disjoint from \( \pi_0 \). Hence apart from the \( (q + 1)(q^2 + 1) \) planes of \( \text{PG}(3, q^3) \) intersecting \( \Sigma \) in a \( q \)-order subplane, there are \( q(q^2 + q + 1)(q^4 - 1) \) planes of \( \text{PG}(3, q^3) \) meeting \( \Sigma \) in a \( q \)-order subline and \( q^3(q^2 - 1)(q^4 - 1) \) planes of \( \text{PG}(3, q^3) \) having in common with \( \Sigma \) exactly one point.

We will refer to a line or a plane of \( \text{PG}(3, q^3) \) intersecting a \( q \)-order subgeometry \( \Sigma \) in \( q + 1 \) or \( q^2 + q + 1 \) points as a line or a plane of \( \Sigma \), respectively. Let \( \Sigma_1 = \text{PG}(3, q) \) be the canonical \( q \)-order subgeometry embedded in \( \text{PG}(3, q^3) \). Let \( G = \text{PGL}(4, q) \) be the stabilizer of \( \Sigma_1 \) in \( \text{PGL}(4, q^3) \) and let \( \iota \) be the collineation of order three of \( \text{PG}(3, q^3) \) fixing pointwise \( \Sigma_1 \).

**Lemma 2.17.** The group \( G \) has three orbits on points of \( \text{PG}(3, q^3) \):

- \( \Sigma_1 \);
- \( \mathcal{O}_2 \) of size \( q(q^2 + q + 1)(q^4 - 1) \) consisting of points lying on exactly one line of \( \Sigma_1 \);
- \( \mathcal{O}_3 \) of size \( q^3(q^2 - 1)(q^4 - 1) \).

**Proof.** Let \( \pi \) be a plane of \( \Sigma_1 \) and let \( G_\pi \) be the stabilizer of \( \pi \) in \( G \). The group \( G \) is transitive on the \( (q + 1)(q^2 + 1) \) planes of \( \Sigma_1 \), hence the three \( G_\pi \)-orbits on points of \( \pi \) give rise to \( \Sigma_1 \), \( \mathcal{O}_2 \), \( \mathcal{O}_3 \). To compute their size, note that two planes of \( \Sigma_1 \) have in common \( q + 1 \) points of \( \Sigma_1 \) and \( q^3 - q \) points of \( \mathcal{O}_2 \) and that a point of \( \mathcal{O}_2 \) lies on exactly \( q + 1 \) planes of \( \Sigma_1 \).

Note that a point \( P \in \text{PG}(3, q^3) \setminus \Sigma_1 \) belongs to \( \mathcal{O}_2 \) or \( \mathcal{O}_3 \) according as the points \( P, P^\iota, P^{\iota^2} \) span a line or a plane of \( \Sigma_1 \), respectively.

**Lemma 2.18.** The group \( G \) has five orbits on lines of \( \text{PG}(3, q^3) \):

- \( \mathcal{L}_1 \) of size \( (q^2 + 1)(q^2 + q + 1) \) consisting of lines of \( \Sigma_1 \). A line of \( \mathcal{L}_1 \) has \( q + 1 \) points in common with \( \Sigma_1 \) and \( q^3 - q \) points in common with \( \mathcal{O}_2 \);
- \( \mathcal{L}_2 \) of size \( q(q + 1)(q^2 + q + 1)(q^4 - 1) \) consisting of lines meeting \( \Sigma_1 \) in one point and contained in a plane of \( \Sigma_1 \). A line of \( \mathcal{L}_2 \) consists of one point of \( \Sigma_1 \), \( q^2 \) points of \( \mathcal{O}_2 \) and \( q^3 - q^2 \) points of \( \mathcal{O}_3 \);
- \( \mathcal{L}_3 \) of size \( q^3(q^2 - 1)(q^4 - 1) \) consisting of lines meeting \( \Sigma_1 \) in one point and not contained in a plane of \( \Sigma_1 \). A line of \( \mathcal{L}_3 \) has one point in common with \( \Sigma_1 \) and \( q^3 \) points in common with \( \mathcal{O}_3 \);
Lemma 2.19. Let \( \ell \) be a line of \( \Sigma_1 \) containing \( \ell \) just as \( \ell \in L_2 \cup L_4 \) or \( \ell \in L_3 \cup L_5 \). Moreover, if \( \ell \in L_2 \cup L_4 \), then \( |\ell \cap \Sigma_1| = 1 \), whereas if \( \ell \in L_3 \cup L_5 \), then \( |\ell \cap \Sigma_1| = 0 \). It follows that if \( \ell \in L_2 \) there are \( q^2 \) planes of \( \text{PG}(3, q^3) \) containing \( \ell \) and meeting \( \Sigma_1 \) in \( q + 1 \) points, whereas if \( \ell \in L_3 \) there are \( q^2 + q + 1 \) planes of
On the other hand, since there are other \( \ell \) of \( \Sigma_1 \) containing \( \ell \). Through \( \ell \) there pass \( q^3 \) planes distinct from \( \pi \) and \( |\Sigma_1 \setminus \pi| = q^3 \). Since every plane has at least a point in common with \( \Sigma_1 \), we have that necessarily every plane through \( \ell \) distinct from \( \pi \) has exactly one point in common with \( \Sigma_1 \). If \( \ell \in \mathcal{L}_5 \), from the proof of Lemma 2.18, \( \ell \) is contained in a unique hyperbolic quadric \( \mathcal{H} \) of PG(3, \( q^3 \)) such that \( \mathcal{H} \cap \Sigma_1 \) is a hyperbolic quadric of \( \Sigma_1 \). Hence there are at least \( q + 1 \) planes containing \( \ell \) and meeting \( \Sigma_1 \) in \( q + 1 \) points. On the other hand, since there are other \( q^3 - q \) planes through \( \ell \) and \( |\Sigma_1 \setminus (\Sigma_1 \cap \mathcal{H})| = q^3 - q \), every other plane through \( \ell \) has to share with \( \Sigma_1 \) exactly one point. \( \square \)

Let \( S \) be a Singer group of \( \Sigma_1 \). Then \( S \) is a subgroup of order \( (q + 1)(q^2 + 1) \) of a Singer group \( \bar{S} \) of PG(3, \( q^3 \)). Let \( \bar{S}' \) be the unique subgroup of \( \bar{S} \) of order \( (q^2 - q + 1)(q^3 - q^2 + 1) \). Thus a non-trivial element of \( \bar{S}' \) maps \( \Sigma_1 \) to a \( q \)-order subgeometry of PG(3, \( q^3 \)) distinct from \( \Sigma_1 \). Since \( S \) acts regularly on the points of PG(3, \( q^3 \)) and \( \bar{S} = \langle S, \bar{S}' \rangle \), we have that necessarily these \( (q^2 - q + 1)(q^3 - q^2 + 1) \) \( q \)-order subgeometries so obtained are pairwise disjoint. Hence they form a partition \( \mathcal{P} \) of the points of PG(3, \( q^3 \)) into \( q \)-order subgeometries. Since \( S \) is a subgroup of \( G \), it follows that a \( q \)-order subgeometry of \( \mathcal{P} \) and distinct from \( \Sigma_1 \) consists either of points of \( O_2 \) or of points of \( O_3 \). In particular there are \( q^3(q - 1)(q^2 - 1) \) members of \( \mathcal{P} \) consisting of points of \( O_3 \) and hence \( q^4 - q \) members of \( \mathcal{P} \) formed by points of \( O_2 \). Recall the following results.

Lemma 2.20 ([11]). No plane of PG(3, \( q^3 \)) meets two distinct members of \( \mathcal{P} \) in \( q^2 + q + 1 \) points.

Lemma 2.21 ([19], [22]). Under the action of \( S \), the lines of \( \mathcal{L}_1 \) are partitioned into \( q + 1 \) orbits:

- one orbit consisting of \( q^2 + 1 \) pairwise disjoint lines;
- \( q \) orbits \( \mathcal{R}_1, \ldots, \mathcal{R}_q \) each of size \( (q + 1)(q^2 + 1) \). Through a point of \( \Sigma_1 \) there pass \( q + 1 \) lines of \( \mathcal{R}_i \) no three in a plane of \( \Sigma_1 \) and a plane of \( \Sigma_1 \) contains \( q + 1 \) lines of \( \mathcal{R}_i \) no three through a point.

Note that if two lines of \( \Sigma_1 \) meet, then necessarily their intersection point belongs to \( \Sigma_1 \). Let \( \ell \) be a line of \( \mathcal{R}_1 \) and let \( L \) be a point of \( \ell \cap O_2 \). Set \( \Sigma_2 = L^S \). We will show that there exists a \( q \)-order subgeometry of \( \mathcal{P} \) consisting of points of \( O_3 \) that together with \( \Sigma_1 \cup \Sigma_2 \) forms a cutting blocking set.

Proposition 2.22. There are exactly \( (q^3 + q^2 + 1)(q + 1)(q^2 + 1) \) lines of PG(3, \( q^3 \)) having at least a point in common with \( \Sigma_1 \) and \( \Sigma_2 \). In particular \( (q + 1)(q^2 + 1) \) of these are lines of \( \Sigma_1 \) and \( q^2(q + 1)(q^2 + 1) \) are lines of \( \mathcal{L}_2 \) meeting both \( \Sigma_1 \) and \( \Sigma_2 \) in one point.

Proof. Since \( |\Sigma_2| = |L^S| = |\ell^S| = |\mathcal{R}_1| \) and the unique line of \( \mathcal{R}_1 \) through \( L \) is \( \ell \), necessarily \( \ell \) meets \( \Sigma_2 \) in \( L \). Hence every line of \( \mathcal{R}_1 \) has exactly one point in common with \( \Sigma_2 \). Moreover no other line of \( \Sigma_1 \) may have a point in common with \( \Sigma_2 \). Therefore a line of PG(3, \( q^3 \)) not belonging to \( \mathcal{R}_1 \) and having at least a point in common with \( \Sigma_1 \) and \( \Sigma_2 \) belongs to either \( \mathcal{L}_2 \) or \( \mathcal{L}_4 \). Let \( \pi \) be a plane of \( \Sigma_1 \) with \( \ell \subset \pi \). Since there are exactly \( q + 1 \) lines of \( \mathcal{R}_1 \) contained in \( \pi \) and every line of \( \mathcal{R}_1 \) has exactly one point in common with \( \Sigma_2 \), we have that \( |\pi \cap \Sigma_2| \geq q + 1 \). From Lemma 2.20 we have that \( \pi \cap \Sigma_2 \) consists of \( q + 1 \) points of a \( q \)-order subline, say \( s \).
Through the point $L$ of $s$ there pass $q^2$ lines of $L_2$ that are contained in $\pi$. Varying the plane $\pi$ among the $q + 1$ planes of $\Sigma_1$ containing $\ell$, we have that there are $q^2(q + 1)$ lines of $L_2$ through $L$ meeting both $\Sigma_1$ and $\Sigma_2$ in one point. Since $q^3 + q^2 = |\Sigma_1 \setminus \ell|$, we have that every line through $L$ distinct from $\ell$ and intersecting $\Sigma_1$ in at least one point has exactly one point in common with $\Sigma_1$. Since $\Sigma_2 = L^S$, it follows that there are exactly $q^2(q + 1)^2(q^2 + 1)$ lines of $L_2$ meeting both $\Sigma_1$ and $\Sigma_2$ in one point. □

**Corollary 2.23.** A line of $\Sigma_2$ is disjoint from $\Sigma_1$.

From Proposition 2.22 the $(q + 1)(q^2 + 1)$ lines of $R_1$ have $q + 1$ points in common with $\Sigma_1$ and one point in common with $\Sigma_2$ and there is a subset of $L_2$, say $R$, consisting of $q^2(q + 1)^2(q^2 + 1)$ lines meeting both $\Sigma_1$ and $\Sigma_2$ in exactly one point. Let $\pi$ be a plane of $\Sigma_1$. From the proof of Proposition 2.22 we have that $\pi \cap \Sigma_2$ is a $q$–order subline, say $s$. There are $q + 1$ lines of $R_1$ contained in $\pi$ and the set $D$ of these $q + 1$ lines consists of the extended sublines of a dual subconic of $\pi \cap \Sigma_1$; see 22. Moreover there are $q^2(q + 1)$ lines of $R$ contained in $\pi$; let $E$ be the set of these lines. Note that $D \cup E$ is the set of lines of $\pi$ having at least a point in common with both $s$ and $\pi \cap \Sigma_1$.

**Lemma 2.24.** If $r_1$ and $r_2$ are two distinct lines of $R_1 \cup R$ such that $r_1 \cap r_2 \in O_3$, then the plane spanned by $r_1$ and $r_2$ is a plane of $\Sigma_1$.

**Proof.** Since no point of $O_3$ lies on a line of $R_1$, we have that $r_1, r_2 \in R$. Moreover $|\Sigma_1 \cap O_3| = |\Sigma_2 \cap O_3| = 0$ and hence $r_1 \cap r_2 \notin \Sigma_1 \cup \Sigma_2$. Since $r_i \in L_2$, $i = 1, 2$, there is a plane of $\Sigma_1$, say $\pi_i$, containing $r_i$, $i = 1, 2$. Assume by contradiction that $\sigma = \langle r_1, r_2 \rangle$ is not a plane of $\Sigma_1$. Then $\pi_1 \neq \pi_2$ and $r_1 \cap r_2 \in \pi_1 \cap \pi_2$, a contradiction since two planes of $\Sigma_1$ meet in a line of $\Sigma_1$, which contains no point of $O_3$. □

**Proposition 2.25.** There exists a point $P \in O_3$ such that $P$ is not contained in a line of $R_1 \cup R$.

**Proof.** Since no point of $O_3$ lies on a line of $R_1$, we have that if a point of $O_3$ lies on some line of $R_1 \cup R$ then such a line belongs to $R$. From Lemma 2.24 if $P \in O_3$ and if $r_1$ and $r_2$ are two distinct lines of $R$ such that $P = r_1 \cap r_2$, then $r_1$ and $r_2$ are contained in a plane of $\Sigma_1$. Therefore, by Theorem 2.14 through a point of $O_3$, there pass $0, 1, 2, 3$ or $q + 1$ lines of $R$. Fix a plane of $\Sigma_1$, say $\pi$, and let $z_i$ denote the number of points $Q \in O_3 \cap \pi$ such that there are $i$ lines of $R$ through $Q$, $i = 2, 3, q + 1$. Since $S$ is transitive on planes of $\Sigma_1$ and two distinct planes of $\Sigma_1$ have no point of $O_3$ in common, we have that there are exactly $z_i(q + 1)(q^2 + 1)$ points of $O_3$ such that there are $i$ lines of $R$ through $Q$, $i = 2, 3, q + 1$. In the last case, since $z_{q+1} = q^2$, the points of $O_3$ contained in the $q + 1$ lines of $R$ are exactly $q^2(q + 1)(q^2 + 1)$ and every plane of $\Sigma_1$ contains $q^2$ of these points. Since a line of $R$ contains $q^3 - q^2$ points of $O_3$, it follows that the number of points of $O_3$ lying on at least one line of $R$ equals

$$
(q^3 - q^2)|R| - q \cdot z_{q+1}(q + 1)(q^2 + 1) - z_2(q + 1)(q^2 + 1) - 2 \cdot z_3(q + 1)(q^2 + 1)\\
= (q + 1)(q^2 + 1)(q^6 - q^4 - q^3 - z_2 - 2z_3),
$$
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which is smaller than \(|O_3| = (q + 1)(q^2 + 1)(q^6 - q^5 - q^4 + q^3)|\), since \(z_2 + 2z_3 > q^5 - 2q^3\), whenever \(q \geq 5\), by Proposition 2.15. If \(q \leq 4\), then some computations performed with Magma \([10]\] confirm the statement.

By Proposition 2.25 there is a point \(P \in O_3\) with the property that no line of \(PG(3, q^3)\) having at least a point in common with \(\Sigma_1\) and \(\Sigma_2\) passes through \(P\). Let \(\Sigma_3 = P^S\).

**Theorem 2.26.** The set \(\Sigma_1 \cup \Sigma_2 \cup \Sigma_3\) is a cutting blocking set of \(PG(3, q^3)\) of size \(3(q + 1)(q^2 + 1)\).

**Proof.** First observe that no line of \(PG(3, q^3)\) has at least a point in common with each of the subgeometries \(\Sigma_1\), \(\Sigma_2\) and \(\Sigma_3\). Assume on the contrary that \(\ell\) is a line of \(R_1 \cup R\) having a point \(R\) in common with \(\Sigma_3\). Since \(\Sigma_3 = P^S\), there is a projectivity \(\gamma\) of \(S\) mapping \(R\) to \(P\) and hence \(\ell \cap \gamma\) is a line of \(R_1 \cup R\) containing \(P\), contradicting the fact that no line of \(R_1 \cup R\) passes through \(P\).

Let \(\Pi\) be a plane of \(PG(3, q^3)\). Then \(|\Pi \cap \Sigma_i| \geq 1\) and hence \(|\Pi \cap (\Sigma_1 \cup \Sigma_2 \cup \Sigma_3)| \geq 3\). Suppose by contradiction that \(\Sigma_1 \cup \Sigma_2 \cup \Sigma_3\) is not a cutting blocking set of \(PG(3, q^3)\). Hence there is a plane \(\Pi\) of \(PG(3, q^3)\) such that the points of \(\Pi \cap (\Sigma_1 \cup \Sigma_2 \cup \Sigma_3)\) are on a line, say \(r\). It follows that \(|\Pi \cap (\Sigma_1 \cup \Sigma_2 \cup \Sigma_3)| \geq 3\) and \(r\) is a line of \(PG(3, q^3)\) having at least one point in common with each of the subgeometries \(\Sigma_1\), \(\Sigma_2\) and \(\Sigma_3\); a contradiction.

**Proposition 2.27.** The cutting blocking set \(\Sigma_1 \cup \Sigma_2 \cup \Sigma_3\) of \(PG(3, q^3)\) is minimal.

**Proof.** Since \(S\) acts transitively on \(\Sigma_i\), it is enough to prove that through a point of \(\Sigma_i\), there is a plane of \(PG(3, q^3)\) intersecting each of the three relevant subgeometries in exactly one point. Let \(r\) be a line of \(R\). Then \(|r \cap \Sigma_1| = |r \cap \Sigma_2| = 1\) and \(|r \cap \Sigma_3| = 0\). Since \(r \in L_2\), from Lemma 2.19 there are \(q^2 + 1\) planes through \(r\) intersecting \(\Sigma_1\) in at least \(q + 1\) points. Similarly, from Lemma 2.19 we deduce that there are at most \(q^2 + q + 1\) planes through \(r\) having in common at least \(q + 1\) points with \(\Sigma_2\) and at most \(q + 1\) planes through \(r\) intersecting \(\Sigma_3\) in at least \(q + 1\) points. Taking into account Lemma 2.16 we have that there are at least \(q^3 + 1 - (q^2 + 1) - (q^2 + q + 1) - (q + 1) = q^3 - 2(q^2 + q + 1)\) planes through \(r\) having exactly one point in common with each of the subgeometries \(\Sigma_1\), \(\Sigma_2\) and \(\Sigma_3\). Hence if \(q \geq 3\), we are done. If \(q = 2\), Magma computations \([10]\] show the assertion.

**Proposition 2.28.** To the set \(\Sigma_1 \cup \Sigma_2 \cup \Sigma_3\) there corresponds a \([3(q + 1)(q^2 + 1), 4]_{q^3}\) reduced minimal linear code with possible weights \(3q^3 + 3q^2 + 3q\), \(3q^3 + 3q^2 + 2q\), \(3q^3 + 3q^2 + q\), \(3q^3 + 3q^2\), \(3q^3 + 3q^2 + q\) and \(3q^3 + 2q^2 + q\).

**Proof.** It is enough to observe that, from Lemma 2.16 and Lemma 2.20 a plane of \(PG(3, q^3)\) can intersect the set \(\Sigma_1 \cup \Sigma_2 \cup \Sigma_3\) in \(3\), \(q + 3\), \(2q + 3\), \(3q + 3\), \(q^2 + 2q + 3\) or \(q^2 + q + 3\) points.

### 3 Cutting blocking sets from lines in hyggledy–piggledy arrangement

In \(PG(3, q)\) let \(\ell_1, \ell_2, \ell_3\) three pairwise skew lines. There are \(q + 1\) lines meeting \(\ell_i\), \(1 \leq i \leq 3\), in one point. These lines form a *regulus*, say \(R\) and are contained in a hyperbolic quadric \(Q^+(3, q)\).
Let $\mathcal{R}^0$ denote the opposite regulus of $\mathcal{R}$. It follows that a set of lines of $\text{PG}(3,q)$ in hyggledy–piggledy arrangement has to contain at least four elements. Let $r$ be a line external to $\mathcal{Q}^+(3,q)$. Then the set $\mathcal{B}$ consisting of the $4(q+1)$ points of $\ell_1 \cup \ell_2 \cup \ell_3 \cup r$ forms a cutting blocking set, see for instance [20, Example 9], [13] Theorem 3.7.

**Proposition 3.1.** In $\text{PG}(3,q)$, $q > 2$, the cutting blocking set $\mathcal{B}$ is minimal.

**Proof.** Let $P \in r$ and let $\sigma$ be the plane spanned by $P$ and a line $s$ of $\mathcal{R}^0 \setminus \{\ell_1, \ell_2, \ell_3\}$. Then $\sigma$ meets the hyperbolic quadric $\mathcal{Q}^+(3,q)$ in two lines, one of which is $s$ and the other one, say $s'$, belongs to $\mathcal{R}$. Note that $\ell_i \cap \sigma \in s'$, $i = 1, 2, 3$, and hence $((\mathcal{B} \setminus \{P\}) \cap \sigma) = s' \neq \sigma$. If $P \in \ell_i$, let $Q$ be the hyperbolic quadric obtained by considering the regulus of $\text{PG}(3,q)$ containing the lines $\ell_j, \ell_k$ and $r$, where $\{i,j,k\}$ is a permutation of $\{1,2,3\}$. By repeating the same argument, interchanging $\mathcal{Q}^+(3,q)$ with $Q$, $r$ with $\ell_i$ and $\ell_1, \ell_2, \ell_3$ with $\ell_j, \ell_k$, $r$, we have that $\mathcal{B} \setminus \{P\}$ is not a cutting blocking set.

**Proposition 3.2.** The code associated with the minimal cutting blocking set of Proposition 3.1 is a $[4(q+1),4]_q$ reduced minimal linear code with weights $3q$ and $4q$ and weight distribution $A_{3q} = 4(q^2 - 1)$ and $A_{4q} = (q^2 - 3)(q^2 - 1)$.

**Proof.** It is enough to observe that there are exactly $4(q+1)$ planes containing one of the four relevant lines and hence meeting $\mathcal{B}$ in $q+4$ points and that the remaining $(q^2 - 3)(q+1)$ planes meet $\mathcal{B}$ in four points.

In $\text{PG}(r,q)$, let $\mathcal{C} = \{(1,t,\ldots,t^{r-1},t^r) \mid t \in \text{GF}(q)\} \cup \{(0,0,\ldots,0,1)\}$ be the normal rational curve of $\text{PG}(r,q)$. Then $\mathcal{C}$ consists of $q+1$ points of $\text{PG}(r,q)$ no $k+2$ of which in a $k$–space of $\text{PG}(r,q)$. Also, for each point $P$ of $\mathcal{C}$ there is a distinguished line $t_P$ passing through $P$, that is the tangent to $\mathcal{C}$ at $P$, where $t_P = \langle P, P' \rangle$, $P' = (0,1,2t,\ldots,(n-1)t^{n-2},nt^{n-1})$ if $P \neq (0,0,\ldots,0,1)$, and $P' = (0,0,\ldots,1,0)$ if $P = (0,0,\ldots,0,1)$. Moreover no two tangent lines to $\mathcal{C}$ have a point in common (cf. [20, Lemma 6.31]). For further properties of the normal rational curve we refer the reader to [26, Section 6.5]. The following result has been proved in [20, Theorem 20].

**Theorem 3.3** ([20]). If $p > r$ and $q > 2r - 1$, then arbitrary $2r-1$ distinct tangent lines to $\mathcal{C}$ constitute a set of lines of $\text{PG}(r,q)$ in hyggledy–piggledy arrangement.

**Remark 3.4.** From the construction of Fancsali and Sziklai, there arises a cutting blocking set of $\text{PG}(r,q)$ of size $(2r-1)(q+1)$. However the cutting blocking set so obtained is in general not minimal. For instance in $\text{PG}(4,11)$ with the aid of Magma [10] it is possible to see that suitably selecting six tangent lines to $\mathcal{C}$, a minimal cutting blocking set of $\text{PG}(4,11)$ is obtained.

**Problem 3.5.** Determine the minimum number of lines tangent to a normal rational curve in $\text{PG}(r,q)$ such that the set of points covered by these lines forms a minimal cutting blocking set.

Assume that $p > r$ and that $q > 2r - 1$. Let $\bar{S}$ be the set of points covered by $2r - 1$ arbitrarily chosen tangent lines to $\mathcal{C}$. Let $S$ be a pointset such that $S \subseteq \bar{S}$ and $S$ is a minimal cutting blocking set.
Proposition 3.6. A hyperplane of PG(r, q) contains at most r − 2 lines that are tangent to C.

Proof. By induction on r. Let r = 3. Since no two lines tangent to C have a point in common, a plane of PG(3, q) contains at most one tangent line to C. Assume that the result holds true for r − 1. Let C be a normal rational curve of the projective space PG(r, q) equipped with homogeneous projective coordinates X_1, . . . , X_{r+1}. Suppose by contradiction that a hyperplane H of PG(r, q) contains r − 1 lines tangent to C. Denote by P a point of C ∩ H, where t_P, the line tangent to C at P, is contained in H. Let Γ be a hyperplane of PG(r, q) such that P ∉ Γ. From Lemma [26, Theorem 6.30], we may assume that P = (0, 0, . . . , 0, 1). By projecting the q points of C \ {P} and the line t_P from P onto Γ : X_{r+1} = 0, we obtain the normal rational curve C' = {(1, t, . . . , t^{r−1}, 0) | t ∈ GF(q)} ∪ {(0, 0, . . . , 1, 0)} of Γ. On the other hand, by projecting from P onto Γ the line tangent to C at a point R, R ≠ P, we get the line ⟨R, R'⟩ that is tangent to C' at R, where R = (1, t, . . . , t^{r−1}, 0) and R' = (0, 1, . . . , (r−1)t^{r−2}, 0). Observe that by projecting the r − 1 tangent lines to C contained in H we get r − 2 lines that are tangent to C' and are contained in the (r−2)−space H ∩ Γ ⊂ Γ, a contradiction.

Proposition 3.7. Let p > r and q > 2r − 1. The code associated with the minimal cutting blocking set S is a [[|S|, r + 1]_q reduced minimal linear code, where |S| ≤ (2r − 1)(q + 1) and minimum distance d ≥ |S| − (r−2)q−2r+1.

Proof. The statement follows from Proposition 3.6.

3.1 Lines of PG(5, q) in higgledy–piggledy arrangement

Let PG(2, q^2) be the Desarguesian projective plane. Its underlying vector space V(3, q^2) can be considered as a 6-dimensional vector space V(6, q) via the inclusion GF(q) ⊂ GF(q^2). Each point in PG(2, q^2) corresponds to a 1-dimensional vector subspace in V(3, q^2) which in turn corresponds to a 2-dimensional vector subspace in V(6, q), i.e., a line of PG(5, q). Extending this map from (subsets of) points of PG(2, q^2) to subsets of points of PG(5, q) we obtain a map φ : PG(2, q^2) → PG(5, q), called field reduction map.

The set D = {φ(P) | P ∈ PG(2, q^2)} is a Desarguesian line–spread of PG(5, q). The incidence structure whose points are the elements of D and whose lines are the solids of PG(5, q) joining two distinct elements of D, is isomorphic to PG(2, q^2). A degenerate Hermitian curve of rank 2 of PG(2, q^2) is a cone having as vertex a point and as base a Baer subline. In what follows we will refer to a degenerate Hermitian curve of rank 2 as a degenerate Hermitian curve. Let Π be a solid of PG(5, q) and let φ^{-1}(Π) = {P ∈ PG(2, q^2) : |φ(P) ∩ Π| ≥ 1}. Then either Π contains q^2 + 1 lines of D and φ^{-1}(Π) is a line of PG(2, q^2) or there is exactly one line ℓ of D in Π and φ^{-1}(Π) is a degenerate Hermitian curve H of PG(2, q^2). Note that to such a degenerate Hermitian curve there correspond q + 1 solids of PG(5, q), say Π_i, 1 ≤ i ≤ q + 1, such that Π_i ∩ Π_j = ℓ, if i ≠ j, and \bigcup_{i=1}^{q+1} Π_i = \bigcup \{φ(P) | P ∈ H\}.

Lemma 3.8. Let P be a set of points of PG(2, q^2) not on a line of PG(2, q^2) and not on a degenerate Hermitian curve of PG(2, q^2). Then L = {φ(P) | P ∈ P} is a set of lines of PG(5, q) in higgledy–piggledy position.
Proof. Assume by contradiction that the lines of $\mathcal{L}$ are not in higgledy–piggledy position. Then there would exist a solid $\Pi$ of $\text{PG}(5, q)$ meeting every line of $\mathcal{L}$ and $\mathcal{P}$ would be contained in $\phi^{-1}(\Pi)$, a contradiction. \qed

In $\text{PG}(2, q^2)$, consider the set $\mathcal{P}$ consisting of the following four points:

$$P_1 = (1, 0, 0), \ P_2 = (0, 1, 0), \ P_3 = (0, 0, 1), \ P_4 = (1, 1, 1).$$

There is a unique Baer subplane of $\text{PG}(2, q^2)$ containing the four points of $\bar{\mathcal{P}}$, namely the canonical Baer subplane $\pi$.

**Lemma 3.9.** There are exactly $q^3 + 4q^2 + 1$ degenerate Hermitian curve containing the four points of $\bar{\mathcal{P}}$.

*Proof.* Let $\mathcal{H}$ be a degenerate Hermitian curve containing the four points of $\bar{\mathcal{P}}$ and let $V$ be its vertex. Assume first that $V \in \pi$. If $V \notin \{(0, 1, 1), (1, 0, 1), (1, 1, 0)\}$, then at least three of the lines of $\mathcal{H}$ meet $\pi$ in a Baer subline. In this case the $q + 1$ lines of $\mathcal{H}$ have all $q + 1$ points in common with $\pi$. Hence $\pi \subset \mathcal{H}$ and $\mathcal{H}$ is uniquely determined by $V$. If $V \in \{(0, 1, 1), (1, 0, 1), (1, 1, 0)\}$, then either $\pi \subset \mathcal{H}$ and $\mathcal{H}$ is uniquely determined or $\mathcal{H}$ intersects $\pi$ in the two lines through $V$ whose union contains the four points of $\bar{\mathcal{P}}$ and there are $3q$ choices for $\mathcal{H}$. Assume now that $V \notin \pi$. In this case $\pi \not\subset \mathcal{H}$ and $\mathcal{H} \cap \pi$ is a quadric. Since the quadric $\mathcal{H} \cap \pi$ contains at least four points no three on a line, we have that either $\mathcal{H} \cap \pi$ consists of two intersecting Baer sublines of $\pi$ containing the four points of $\pi$ or $\mathcal{H} \cap \pi$ is a non–degenerate Baer conic $\bar{\mathcal{C}} \subset \pi$. In the former case $V$ lies on a line secant to $\bar{\mathcal{P}}$ and for a fixed $V$ there is a unique $\mathcal{H}$. Hence there are $6(q^2 - q)$ degenerate Hermitian curves of this type. In the latter case, from [17, Corollary 6.2], we have that $V \in \mathcal{C}$, where $\mathcal{C}$ is the unique non–degenerate conic of $\text{PG}(2, q^2)$ such that $\mathcal{C} \cap \pi = \bar{\mathcal{C}}$, and for a fixed $V$ there is a unique $\mathcal{H}$. Since there are $q - 2$ of such non–degenerate conics, it follows that there are $(q - 2)(q^2 - q)$ degenerate Hermitian curves of this type. \qed

The degenerate Hermitian curves of the previous lemma are listed and described below.

- $q^2 + q + 1$ degenerate Hermitian curves of type

$$X_1^q X_2 - X_1 X_2^q = 0,$$

$$a(X_1^q X_2 - X_1 X_2^q) - (X_1^q X_3 - X_1 X_3^q) = 0, \ a \in \text{GF}(q), \ (3.1)$$

$$b(X_1^q X_2 - X_1 X_2^q) - a(X_1^q X_3 - X_1 X_3^q) + X_2^q X_3 - X_2 X_3^q = 0, \ a, b \in \text{GF}(q).$$

They contain $\pi$ and their vertices lie in $\pi$.

- $3q$ degenerate Hermitian curves of type

$$X_1^q X_3 - \alpha X_1 X_3^q - X_2^q X_3 + \alpha X_2 X_3^q = 0,$$

$$X_1^q X_2 - \alpha X_1 X_2^q + \alpha X_2^q X_3 - X_2 X_3^q = 0,$$

$$X_1^q X_2 - \alpha X_1 X_2^q - X_1^q X_3 + \alpha X_1 X_3^q = 0, \ \alpha \in \text{GF}(q^2) \setminus \{1\}, \ \alpha^{q+1} = 1. \ (3.2)$$

They meet $\pi$ in $2q + 1$ points and their vertices belong to $\{(0, 1, 1), (1, 0, 1), (1, 1, 0)\}$. 
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\[ 6(q^2 - q) \text{ degenerate Hermitian curves of type} \]
\[
(1 - \alpha^3)X_1^2X_2 - (1 - \alpha)\alpha^qX_1X_2^q - (1 - \alpha^q)X_1^qX_3 + (1 - \alpha)X_1X_3^q = 0, \\
(1 - \alpha)\alpha^qX_1^2X_2 - (1 - \alpha^q)\alpha X_1X_2^q + (1 - \alpha^q)X_2^qX_3 - (1 - \alpha)X_2X_3^q = 0, \\
(1 - \alpha)\alpha^qX_1^2X_3 - (1 - \alpha^q)\alpha X_1X_3^q - (1 - \alpha)X_2^qX_3 + (1 - \alpha^q)X_2X_3^q = 0, \tag{3.3}
\]
\[
\alpha^{q+1}(X_1^2X_2 - X_1X_2^q) - \alpha^qX_1^3X_3 + \alpha X_1X_2^qX_3 + \alpha^qX_2^qX_3 - \alpha X_2X_3^q = 0, \\
\alpha^qX_1^2X_2 - \alpha X_1X_2^q - \alpha^{q+1}(X_1^qX_3 - X_1X_3^q) + \alpha X_2^qX_3 - \alpha^qX_2X_3^q = 0, \\
\alpha X_1^3X_2 - \alpha^qX_1X_2^q + \alpha^qX_1X_3^q + \alpha^{q+1}(X_2^qX_3 - X_2X_3^q) = 0, \alpha \in \text{GF}(q^2) \setminus \text{GF}(q). \tag{3.4}
\]

They meet \( \pi \) in \( 2q + 1 \) points and their vertices are not in \( \pi \) and on some line secant to \( \bar{P} \).

\bullet \quad (q - 2)(q^2 - q) \text{ degenerate Hermitian curves of type} \]
\[
(1 - \delta)t^qX_1^qX_2 - (1 - \delta)tX_1X_2^q - (1 - \delta)tX_1X_3 - (1 - \delta)X_1X_3^qX_3 + (1 - \delta)tX_2^qX_3 - (1 - \delta)X_2X_3^q = 0, \\
\delta \in \text{GF}(q) \setminus \{0, 1\}, t \in \text{GF}(q^2) \setminus \text{GF}(q). \tag{3.4}
\]

They meet \( \pi \) in \( q + 1 \) points and their vertices are not in \( \pi \) and on \( q - 2 \) non-degenerate conics of PG(2, \( q^2 \)).

**Lemma 3.10.** There exists at least a degenerate Hermitian curve of PG(2, \( q^2 \)) passing through six points.

**Proof.** Consider a set of six points of PG(2, \( q^2 \)). If there were not four points out of the six points no three on a line, then these six points would lie on at most three concurrent lines and hence on at least a degenerate Hermitian curve of PG(2, \( q^2 \)). Thus we may assume that there are four points no three of them on a line and, by the action of PGL(3, \( q^2 \)), that these four points are those of \( \bar{P} \). Let \( P \) and \( Q \) be the remaining two points. If at least one of the points \( P \) and \( Q \) lies in \( \pi \), then there will be at least one degenerate Hermitian curve of type \( [3.1] \) containing the six points. Assume that \( P, Q \notin \pi \) and let \( \ell_P \) and \( \ell_Q \) be the lines of PG(2, \( q^2 \)) containing \( P \) and \( Q \), respectively, and meeting the Baer subplane \( \pi \) in \( q + 1 \) points. Then \( |\ell_P \cap \ell_Q \cap \pi| \geq 1 \). In this case the degenerate Hermitian curve of type \( [3.1] \) having as vertex a point of \( \ell_P \cap \ell_Q \) and containing \( \ell_P \) and \( \ell_Q \) will contain the six points. \( \Box \)

**Corollary 3.11.** A set of points of PG(2, \( q^2 \)) not contained in a degenerate Hermitian curve of PG(2, \( q^2 \)) has at least seven points.

### 3.1.1 Seven lines of PG(5, \( q \)) in higgledy–piggledy arrangement

In this section we obtain a set of seven points of PG(2, \( q^2 \)) not contained in a degenerate Hermitian curve of PG(2, \( q^2 \)) and hence, as a by product, a set of seven lines of PG(5, \( q \)) in higgledy–piggledy arrangement.
Let $G$ be the group of projectivities of order three generated by

\[
\begin{pmatrix}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{pmatrix}.
\]

Then the group $G$ fixes $P_1$ and permutes in a unique orbit the remaining three points of $\bar{P}$. Note that since the group $G$ fixes $\bar{P}$, then the set of degenerate Hermitian curves of each of the four types described above is preserved by $G$.

Let $P_5 = (1, x, \xi x)$, with $x \in GF(q) \setminus \{0\}, \xi \in GF(q^2)$ and let

\[ P_{x, \xi} = \bar{P} \cup P^G_5, \quad \text{where} \quad P^G_5 = \{(1, x, \xi x), (\xi x, 1, x), (x, \xi x, 1)\}. \tag{3.5} \]

Our aim is to determine the existence of $x$ and $\xi$ such that $|P_{x, \xi}| = 7$ and no degenerate Hermitian curve containing $\bar{P}$ contains $P_{x, \xi}$. Let $H$ be a degenerate Hermitian curve containing $\bar{P}$. Assume first that $H$ is defined by one of the Equations of (3.1) for some $a, b \in GF(q)$. Straightforward calculations show that if

\[ x^3 \neq 1 \text{ and } \xi^q \neq \xi, \tag{3.6} \]

then $P_{x, \xi} \not\subset H$. Let $H$ be defined by one of the equations of (3.2) for some $\alpha \in GF(q^2) \setminus \{1\}$, with $\alpha^{q+1} = 1$ or by one of the equations of (3.3) for some $\alpha \in GF(q^2) \setminus GF(q)$. In this case it can be seen that if either

\[ x \neq \pm 1 \text{ and } \xi \notin \left\{ \frac{\alpha - x}{x(\alpha - 1)} \mid \alpha^{q+1} = 1, \alpha \neq \pm 1 \right\} \cup \left\{ \frac{-1}{\alpha^q(1 + x)} \mid \alpha^{q+1} + \alpha^q + \alpha = 0, \alpha \neq 0, -2 \right\}, \tag{3.7} \]

or

\[ q \text{ is odd, } x = -1 \text{ and } \xi \notin \left\{ \frac{1 + \alpha}{1 - \alpha} \mid \alpha^{q+1} = 1, \alpha \neq \pm 1 \right\}, \tag{3.8} \]

then $P_{x, \xi} \not\subset H$. Assume now that either Conditions (3.6) and (3.7) or (3.6) and (3.8) hold true and that $H$ is given by Equation (3.4), for some $\delta \in GF(q) \setminus \{0, 1\}$ and $t \in GF(q^2) \setminus GF(q)$. Put

\[
\begin{align*}
A & := A(\delta, t) = t^q (1 - \delta - (1 - \delta t)x), \\
B & := B(\delta, t) = 1 - \delta t - (1 - \delta t)x, \\
C & := C(\delta, t) = \delta (t^q - t), \\
D & := D(\delta, t) = t - t^q, \\
E & := E(\delta, t) = (t - x)(1 - \delta t^q).
\end{align*}
\]

Suppose that $P_{x, \xi} \subset H$, then the following equations are satisfied.

\[
\begin{align*}
\xi^q E - \xi E^q - C - D &= 0 \\
\xi^q A - \xi A^q + C &= 0 \\
\xi^q B - \xi B^q + D &= 0.
\end{align*}
\tag{3.9}
\]

Note that $A + B + E = (x - 1)(\delta t^{q+1} + (\delta - 1)(t^q + t) - 1) \in GF(q)$ and hence summing up the three equations we get $(\xi^q - \xi)(x - 1)(\delta t^{q+1} + (\delta - 1)(t^q + t) - 1) = 0$. Moreover $A \neq 0$, since
Let \( t \in \text{GF}(q^2) \setminus \text{GF}(q) \). Then the previous system can be rewritten as follows:

\[
\begin{cases}
\delta t^{q+1} + (\delta - 1)(t^q + t) - 1 = 0 \\
\xi^q = (\xi A^q - C)/A \\
\xi (A^q B - AB^q) + AD - BC = 0.
\end{cases}
\]  

(3.10)

Note that \( A^q B - AB^q = 0 \) yields \( AD - BC = 0 \). Also, \((A^q B - AB^q, AD - BC) = (0, 0)\) if and only if \( A = -\delta B \), i.e.,

\[\delta xt^{q+1} + (1 - \delta - x)t^q + \delta ((\delta - 1)x - \delta) t + \delta = 0.\]

**Lemma 3.12.** For every \( x \in \text{GF}(q) \setminus \{0\} \) such that \( x^3 \neq 1 \), there are no \( \delta \in \text{GF}(q) \setminus \{0, 1\} \) and \( t \in \text{GF}(q^2) \setminus \text{GF}(q) \) such that

\[
\begin{cases}
\delta t^{q+1} + (\delta - 1)(t^q + t) - 1 = 0 \\
\delta xt^{q+1} + (1 - \delta - x)t^q + \delta ((\delta - 1)x - \delta) t + \delta = 0.
\end{cases}
\]  

(3.11)

Proof. By multiplying the first equation by \( x \) and by subtracting the second equation from it, we get

\[
\begin{cases}
\delta t^{q+1} + (\delta - 1)(t^q + t) - 1 = 0 \\
((1 + x)\delta - 1) t^q + \delta^2(1-x) + 2\delta x - x) t - x - \delta = 0.
\end{cases}
\]  

(3.11)

If \( x \neq -1 \) and \( \delta = 1/(x + 1) \), then from the second equation of (3.11) we have that \( t = \frac{(x+1)^3}{1-x} \in \text{GF}(q) \), a contradiction. Hence, from [25, Corollary 1.24], the second equation of (3.11) admits solutions in \( t \) if and only if \( \frac{\delta^2 (1-x) + 2\delta x - x}{1 - (1 + x)\delta} = -1 \), i.e., \( \delta^2 - \delta + 1 = 0 \). Therefore assume that \( q \not\equiv -1 \pmod{3} \) and \( \delta^2 = \delta - 1 \). In this case (3.11) reads

\[
\begin{cases}
t^{q+1} = -\delta \\
t^q + t = 1 - \delta,
\end{cases}
\]  

which in turn is equivalent to the following quadratic equation in \( t \)

\[t^2 + (\delta - 1)t - \delta = 0.\]  

(3.12)

If \( q \) is odd, (3.12) has one or two solutions according as \( \delta = -1 \) or \( \delta \neq -1 \) and these solutions are in \( \text{GF}(q) \). If \( q \) is even, note that \( \frac{\delta}{\delta + 1} = \frac{\delta^2 + 1}{\delta^2 + 1} = 1 \), where \( \text{Tr}_{q^2|2}(1) = 0 \), since \( q \not\equiv -1 \pmod{3} \). It follows that (3.12) has two solutions and these solutions are in \( \text{GF}(q) \). The proof is now complete.

By Lemma 3.12 we can assume \( A^q B - AB^q \neq 0 \) and so (3.10) reads

\[
\begin{cases}
\delta t^{q+1} + (\delta - 1)(t^q + t) - 1 = 0 \\
\xi = \frac{BC - AD}{A^q B - AB^q}.
\end{cases}
\]  

(3.13)

Note that if \( \omega = (\bar{x}, \bar{\xi}, \bar{\delta}, t) \) is a solution of (3.13) then

\[
\omega' = \left( \bar{x}, \bar{\xi}, \frac{\bar{\delta} - 1}{\bar{\delta}}, \frac{1 - \bar{\delta} t}{1 - \bar{\delta} t} \right) \quad \text{and} \quad \omega'' = \left( \bar{x}, \bar{\xi}, \frac{1}{1 - \bar{\delta}}, \frac{1 - \bar{\delta} t}{1 - \bar{\delta} t} \right)
\]
are solutions of (3.13) too. Also, \( \omega = \omega' \) yields \((1 - \delta)t^2 + \delta t - 1 = ((1 - \delta)t + 1)(t - 1) = 0 \) and \( t \in \text{GF}(q) \), a contradiction. Similarly, if \( \omega = \omega'' \) or \( \omega' = \omega'' \), then \( \delta t^2 - t + 1 - \delta = (\delta t - 1 + \delta)(t - 1) = 0 \) or \( \delta^2 t^2 - (\delta^2 + 1)t + 1 = (\delta^2 t - 1)(t - 1) = 0 \) and \( t \in \text{GF}(q) \), a contradiction. Let

\[
\Sigma = \{(\delta, t) \in (\text{GF}(q) \setminus \{0, 1\}, \text{GF}(q^2) \setminus \text{GF}(q)) \mid \delta t^{q+1} + (\delta - 1)(t^q + t) - 1 = 0\}.
\]

It is readily seen that \( |\Sigma| \leq q^2 \).

**Theorem 3.13.** There exist \((x, \xi) \in \text{GF}(q) \setminus \{0, 1\} \times \text{GF}(q^2) \setminus \text{GF}(q)\) such that \( \mathcal{P}_{x, \xi} \) is a set of seven points and no degenerate Hermitian curve of PG(2, \( q^2 \)) contains it.

**Proof.** Fix \( x \in \text{GF}(q) \setminus \{0\} \), with \( x^3 \neq 1 \). We show the existence of an element \( \xi \in \text{GF}(q^2) \setminus \text{GF}(q) \) such that no degenerate Hermitian curve containing \( \mathcal{P} \) contains \( \mathcal{P}_{x, \xi} \), where \( \mathcal{P}_{x, \xi} \) is defined as in (3.5). Since Condition (3.6) is satisfied, taking into account Condition (3.7) or (3.8), we have that the number of values that \( \xi \) cannot assume is at most \( \frac{|\Sigma|}{3} - 2q \) if \( q \) is even and \( \frac{|\Sigma|}{3} - 2(q - 1) \) if \( q \) is odd. Indeed,

\[
\left| \left\{ \frac{\alpha - x}{x(\alpha - 1)} \mid \alpha^{q+1} = 1, \alpha \neq \pm 1 \right\} \right| = \begin{cases} q - 1 & \text{if } q \text{ is odd,} \\ q & \text{if } q \text{ is even,} \end{cases}
\]

and, if \( x \neq -1 \),

\[
\left| \left\{ \frac{-1}{\alpha^{q}(1 + x)} \mid \alpha^{q+1} + \alpha^q + \alpha = 0, \alpha \neq 0, -2 \right\} \right| = \begin{cases} q - 1 & \text{if } q \text{ is odd,} \\ q & \text{if } q \text{ is even.} \end{cases}
\]

Since in both cases the number of forbidden values for \( \xi \) is less than \( q^2 - q \), we have the assertion. \( \square \)

**Proposition 3.14.** Let \( \mathcal{P}_{x, \xi} \) be defined as in Theorem 3.13. No three points of \( \mathcal{P}_{x, \xi} \) are on a line of PG(2, \( q^2 \)).

**Proof.** Assume by contradiction that three points of \( \mathcal{P}_{x, \xi} \) are on a line of PG(2, \( q^2 \)). Then the determinant of the 3 \( \times \) 3 matrix whose rows are the coordinates of these points must be zero. Straightforward computations show that either \( \xi \) belongs to \( \text{GF}(q) \) or \( x \in \{0, 1\} \) and we have a contradiction from (3.16), or one of the following possibilities occurs:

\[
x^2 \xi^2 - x(x + 1)\xi + x^2 - x + 1 = 0, \quad (3.14)
\]

\[
\xi^2 = \frac{1}{x}. \quad (3.15)
\]

If (3.14) were satisfied, then either \( q \not\equiv -1 \pmod{3} \) and \( \xi \) should be in \( \text{GF}(q) \) or \( q \equiv -1 \pmod{3} \) and \( \xi \) should be equal to \( \frac{\alpha - x}{x(\alpha - 1)} \) for some \( \alpha \in \text{GF}(q^2) \setminus \text{GF}(q) \), with \( \alpha^2 - \alpha + 1 = 0 \) (and hence \( \alpha^{q+1} = 1 \)). From (3.6), (3.7), (3.8), in both cases we have a contradiction.

Suppose that (3.15) is satisfied. Then \( q \) has to be odd and \( x \) is non-square in \( \text{GF}(q) \). Let \( x \neq -1 \), otherwise \( q \equiv -1 \pmod{4} \) and as before \( \xi = \frac{1 + \alpha}{1 - \alpha} \), for some \( \alpha \in \text{GF}(q^2) \setminus \text{GF}(q) \), with \( \alpha^2 = -1 \) (and hence \( \alpha^{q+1} = 1 \)). We will show that there exists a degenerate Hermitian curve given by (3.3) containing \( \mathcal{P}_{x, \xi} \) and hence contradicting Theorem 3.13. Note that \( \xi^q = -\xi \). From
From (3.17), by using (3.18), it follows that if the latter case occurs, then

\[ \delta \]

By substituting (3.20) in Equation (3.19), after some calculations, we get

\[ (3.9) \], this implies that \( A + A^q \neq 0 \) and \( B + B^q \neq 0 \), otherwise \( C = 0 \) or \( D = 0 \), contradicting the fact that \( t \in GF(q^2) \setminus GF(q) \) and \( \delta \neq 0 \). From the second equation of (3.10), we have that

\[ \xi = \frac{C}{A + A^q} \]

where

\[ t \]

as \( x \) is a solution of (3.13). Moreover

\[ t^q + 1 = \frac{2(x + \delta)}{F(\delta)} \]

(3.17)

Equation (3.16) gives

\[ 2(x + \delta) + (t + t^q)F(\delta) = 0, \]

where \( F(\delta) = \delta^2(x - 1) - \delta(3x + 1) + x + 1. \)

Let \( x = -\delta \). Thus \( F(\delta) = F(-x) = (x + 1)(x^2 + x + 1) \neq 0 \), since \( x \neq -1 \) and \( x^3 \neq 1 \). It follows that \( t^q = -t \) and, from the first equation of (3.10), \( t^q + 1 = -\frac{1}{x} \). Therefore \( \xi = \frac{t + t^q}{2} = t \), where \( t^2 = \frac{1}{x} \) and \( (x, \xi, -x, \xi) \) is a solution of (3.13). Let \( x \neq -\delta \). Thus \( F(\delta) \neq 0 \). Moreover

\[ t + t^q = \frac{-2(x + \delta)}{F(\delta)}, \]

(3.18)

Observe that, from (3.17), \( t - t^q = \frac{2(x + \delta)}{F(\delta)} + 2t \) and by substituting it together with (3.17) into Equation (3.16), we have

\[ x^2 F(\delta)^2 + 2tx F(\delta)(x + \delta) + x(x + \delta)^2 = (F(\delta) + (x + \delta)(x - \delta x + \delta))^2. \]

(3.19)

From (3.17), by using (3.18), it follows that

\[ t^2 = \frac{-2t(2x + 1) + 2(\delta - 1)(x + \delta) + F(\delta)}{\delta F(\delta)}. \]

(3.20)

By substituting (3.20) in Equation (3.19), after some calculations, we get

\[ \delta^{-1} \frac{x(x + \delta)(x^2 - 1)(\delta - 1)}{x} \left( \delta - \frac{x + 1}{x} \right) \left( \delta - \frac{1}{x + 1} \right) = 0, \]

(3.21)

that is \( \delta = \frac{x + 1}{x} \) or \( \delta = \frac{1}{x + 1} \). In the former case \( \left( x, \xi, \frac{x + 1}{x}, \frac{x + \sqrt{7}}{x + 1} \right) \) is a solution of (3.13), whereas if the latter case occurs, then \( \left( x, \xi, \frac{1}{x + 1}, \frac{(x + 1)(-1 + \sqrt{7})}{x - 1} \right) \) is a solution of (3.13).

By construction the seven points obtained are left invariant by a group of order three.

**Theorem 3.15.** Let \( P_{x, \xi} \) be defined as in Theorem 3.13. The set \( \phi(P_{x, \xi}) = \{ \phi(P) \mid P \in P_{x, \xi} \} \) consists of seven lines of \( PG(5, q) \) in higgledy–piggledy arrangement.
Let $B$ be the set of $7(q+1)$ points of $\text{PG}(5,q)$ on the seven mutually skew lines $\ell_i$, $1 \leq i \leq 7$, constructed in the previous theorem.

**Proposition 3.16.** The set $B$ is a minimal cutting blocking set of $\text{PG}(5,q)$.

**Proof.** We only need to show the minimality of $B$. Let $P$ be a point of $B$ and let $\ell_k$ be the line containing $P$, for a fixed $k \in \{1, \ldots, 7\}$. By Lemma 3.10 there are $q+1$ solids of $\text{PG}(5,q)$, $\Pi_i$, $1 \leq i \leq q+1$, such that each of the lines $\ell_j$, $1 \leq j \leq 7$, $j \neq k$, has at least one point in common with $\Pi_i$, $1 \leq i \leq q+1$. Moreover, from Theorem 3.15, $|\ell_k \cap \Pi_i| = 0$, $1 \leq i \leq q+1$. Let $\Gamma_i$ be the hyperplane spanned by $\Pi_i$ and $P$. Then there are at most six indices $i_1, \ldots, i_6$ such that $\Gamma_i \cap B \not\subset \Pi_i$. Hence if $q > 5$, there exists a hyperplane $\Gamma_{i'}$, $1 \leq i' \leq q+1$, $i' \notin \{i_1, \ldots, i_6\}$, such that $\Gamma_{i'} \cap B \subset \Pi_{i'}$. If $q \leq 5$, then some computations performed with Magma [10] confirm the statement.

**Proposition 3.17.** To the set $B$ there corresponds a $[7(q+1), 6]_q$ reduced minimal linear code with weights $5q$, $6q$ and $7q$ and weight distribution $A_{5q} = 21(q^2 - 1)$, $A_{6q} = 7(q^2 - 5)(q^2 - 1)$ and $A_{7q} = (q^4 - 6q^2 + 15)(q^2 - 1)$.

**Proof.** A hyperplane $\Gamma$ of $\text{PG}(5,q)$ contains exactly $q^2 + 1$ lines of the Desarguesian line–spread $D$ of $\text{PG}(5,q)$ and they are contained in a unique solid, say $\Pi$, where $\phi^{-1}(\Pi)$ is a line, say $\ell$, of $\text{PG}(2,q^2)$. From Proposition 3.14 $|\ell \cap \mathcal{P}| \leq 2$ and hence at most two lines out of the seven lines $\{\ell_i \mid 1 \leq i \leq 7\}$ are contained in $\Gamma$. In particular, there are 21 lines of $\text{PG}(2,q^2)$ meeting $\mathcal{P}$ in two points, $7(q^2 - 5)$ lines of $\text{PG}(2,q^2)$ intersecting $\mathcal{P}$ in one point and the remaining $q^4 - 6q^2 + 15$ lines do not share any point with $\mathcal{P}$. Hence there are $21(q+1)$ hyperplanes $\Gamma$ of $\text{PG}(5,q)$ such that $|\Gamma \cap B| \leq 2(q+1)+5$, $7(q^2 - 5)(q+1)$ hyperplanes $\Gamma$ of $\text{PG}(5,q)$ such that $|\Gamma \cap B| = (q+1)+6$ and $(q^4 - 6q^2 + 15)(q+1)$ hyperplanes $\Gamma$ of $\text{PG}(5,q)$ such that $|\Gamma \cap B| = 7$.
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