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ABSTRACT

Combined HERA data on charm production in deep-inelastic scattering have previously been used to determine the charm-quark running mass \( m_c(m_c) \) in the \( \overline{\text{MS}} \) renormalisation scheme. Here, the same data are used as a function of the photon virtuality \( Q^2 \) to evaluate the charm-quark running mass at different scales to one-loop order, in the context of a next-to-leading order QCD analysis. The scale dependence of the mass is found to be consistent with QCD expectations.

© 2017 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license ([http://creativecommons.org/licenses/by/4.0](http://creativecommons.org/licenses/by/4.0)). Funded by SCOAP3.

1. Introduction

The Standard Model of particle physics is based on Quantum Field Theory, which can provide predictions that rely on a perturbative approach. In the \( \overline{\text{MS}} \) renormalisation scheme of perturbative quantum chromodynamics (pQCD), the values of all basic QCD parameters depend on the scale \( \mu \) at which they are evaluated. The most prominent example is the scale dependence, i.e. running, of the strong coupling constant \( \alpha_s \), a by now well established property of pQCD. It has, for example, been determined from measurements of hadronic event shapes or jet production at \( e^+e^- \) colliders [1,2], and from measurements of jet production at HERA [3], Tevatron [4] and LHC [5].

The scale dependence of the mass \( m_Q \) of a heavy quark in the \( \overline{\text{MS}} \) scheme can likewise be evaluated perturbatively, using the renormalisation group equation

\[
\mu^2 \frac{d}{d\mu^2} m_Q(\mu) = m_Q(\mu) \gamma_{m_Q}(\alpha_s),
\]

which is governed by the mass anomalous dimension \( \gamma_{m_Q}(\alpha_s) \) known up to five-loop order [6] in perturbation theory. The running of the \( \overline{\text{MS}} \) beauty-quark mass has already been successfully investigated from measurements at the LEP \( e^+e^- \) collider [7]. Heavy-flavour production in deep-inelastic scattering (DIS) at HERA is particularly sensitive to heavy-quark pair production at the kinematic threshold. A recent determination of the beauty-quark mass \( m_b(m_b) \) [8] by the ZEUS experiment at HERA was reinterpreted as a measurement of \( m_c(\mu = 2m_b) \) using the solution of Eq. (1) at one loop. The comparison [9–11] of this result with the measurements from LEP and the PDG world average [12,13] shows consistency with the expected running of the beauty-quark mass.

An explicit investigation of the running of the charm-production mass has not been performed yet. Combined HERA measurements [14] on charm production in deep-inelastic scattering have already been used for several determinations of the charm-quark mass \( m_c(\mu = m_c) \) in the \( \overline{\text{MS}} \) renormalisation scheme [14–18]. Fig. 1 shows the measured reduced cross section for charm production [14] as a function of the Bjorken variable \( x_B \) in 12 bins of photon virtuality \( Q^2 \) in the range 2.5 GeV\(^2 < Q^2 < 2000 \) GeV\(^2 \). In this paper, these data are used to investigate the running of the charm-quark mass with the same treatment of the uncertainties of the combination as in Ref. [14]. The fixed flavour number scheme (FFNS) is used at next-to-leading order (NLO) with \( n_f = 3 \) active flavours. This scheme gives a very good description of the charm data [14,19], as shown in Fig. 1. Calculations of next-to-next-to-leading order corrections with massive coefficient functions [18, 19] have not yet been completed, and are therefore not used in this paper.

2. Principle of the \( m_c(\mu) \) determination

The theoretical reduced cross section for charm production is obtained from a convolution of charm-production matrix elements with appropriate parton density functions (PDFs). The latter are obtained from inclusive DIS cross sections, which include a charm contribution. Thus both, matrix elements and PDFs, depend on the value of the charm-quark mass. The scale dependence of the charm-quark mass is evaluated by subdividing the charm-cross-section data [14] into several subsets corresponding to different individual scales, as indicated by different rows in Fig. 1. In contrast, in the evaluation of the PDFs, data spanning a large scale range such as the inclusive HERA DIS data [20,21] must be used in order to get significant PDF constraints. A subdivision into individual scale ranges is thus not possible for the PDF determination. On the other hand, it has been established that, apart from the strong constraint which the charm measurements impose on the charm-quark mass [14], their influence on a combined PDF fit of both inclusive and charm data is small [21]. Therefore, the PDFs extracted from inclusive DIS can be used for investigations of charm-quark properties, provided that the same charm-quark mass is used throughout, recognising that there is some correlation between the mass and PDF extractions is induced. The influence of this correlation on the determination of the charm-quark mass running is minimised as described in section 4.

To obtain the charm-quark mass at different scales, the charm data are subdivided into six kinematic intervals according to the virtuality of the exchanged photon. Each measurement in a given range in \( Q^2 \), as listed in Table 1 and shown in Fig. 1, is performed with charm data originating from collisions at a typical scale of \( \mu = \sqrt{Q^2 + 4m_c^2} \). The actual scale used for each interval is defined according to

\[
\log \mu = \log \left( \sqrt{Q^2 + 4m_c^2} \right),
\]

where the brackets indicate the logarithmic average of the considered range. The resulting value for each \( Q^2 \) range is also listed in Table 1.

Technically, a value of \( m_c(m_c) \) is extracted separately from a fit to each interval. The value of \( m_c(m_c) \) is obtained assuming the running of both \( \alpha_s \) and \( m_c \) as predicted by QCD. To that end, Eq. (1) is solved using the one-loop dependence on the scale \( \mu \), as relevant
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16 Supported by the Ministry of Education of the Czech Republic under the project PG01-1CIG/033.
17 Supported by the Swiss National Science Foundation.
in a NLO calculation, as

$$m_Q(\mu) = m_Q(m_Q) \times \left( \frac{\alpha_s(\mu)}{\alpha_s(m_Q)} \right)^{c_0},$$

where $c_0 = 4/(11-2n_f/3) = 4/9$ as appropriate for QCD with $n_f = 3$ for the number of light quark flavours. Equation (3) is used to evaluate the mass running in all results of this work.

Expanded and truncated to leading order in powers of $\alpha_s$, this can also be expressed in the form (not used here)

$$m_Q(\mu) = m_Q(m_Q) \left( 1 + \frac{\alpha_s(\mu)}{\alpha_s(m_Q)} \log \left( \frac{\mu^2}{m_Q^2} \right) + O(\alpha_s^2) \right).$$

This illustrates that the scale dependence is logarithmic and justifies the logarithmic average in Eq. (2).

According to Eq. (3) the mass has actually been determined at the scale $\mu$, and was extrapolated to the scale $m_c$ when expressed as $m_c(m_c)$. If each determination of $m_c(\mu)$ is reinterpreted in terms of a value of $m_c(\mu)$ using Eq. (3), the mass determinations

![Fig. 1. Reduced cross section for charm production in deep-inelastic scattering (14) as a function of the Bjorken scaling variable $x_B$ for different values of photon virtuality $Q^2$ (points). The measurements are grouped into six subsets in $Q^2$, as indicated by the six rows, and detailed in Table 1. The curve shows the global NLO QCD fit for $m_c(m_c) = 1.26$ GeV described in the text.](https://doi.org/10.1111/j.1365-2966.2001.00540.x)
are reverted to their unextrapolated value, and the effect of the initial assumption of QCD running on the interpretation of their value is minimised for the final result.

3. QCD predictions and systematic uncertainties

QCD predictions for the reduced charm cross sections are obtained at NLO in pQCD \((O(α_s^3))\) using the OPENQCDRAD package [22] as available in HERAFitter\(^\text{18}\) [20,23]. These predictions are based on the ABM implementation [24] of charm cross-section calculations in the 3-flavour FFNS. The renormalisation and factorisation scales are always taken to be identical. In the calculations, the same settings and parametrisations are chosen as those used for the earlier measurement of \(m_c(m_c)\) [14]. In addition, scale variations were applied as in Ref. [15]. For all explicit calculations of charm-quark mass running, an implementation of the one-loop formula [25], Eq. (3), is used, which is consistent with that used implicitly in OPENQCDRAD.

These predictions are fitted to the data. The fit uncertainty \(δ_\text{fit}^{\text{exp}}\) is determined by applying the criterion \(Δχ^2 = 1\) with the same formalism as in Ref. [14]. It contains the experimental uncertainties, the extrapolation uncertainties and the uncertainties of the default PDF parametrisation. In the result, there is uncertainties attributed to the choices of extra model parameters, additional variations of the PDF parametrisation and uncertainties on the perturbative QCD parameters as listed in terms of \(δ_1\) to \(δ_7\) below.

The following additional parameters are used in the calculations, presented with the variations performed to estimate their systematic uncertainties:

- \(δ_1\): Mέ running mass of the beauty quark, \(m_b(m_b) = 4.75\) GeV, varied within the range \(m_b(m_b) = 4.3\) GeV to \(m_b(m_b) = 5.0\) GeV, to be consistent with [14];
- \(δ_2\): strong coupling constant \(α_s^{\text{NLO}}(M_Z) = 0.105 \pm 0.002\), corresponding to \(α_s^{\text{NLO}}(M_Z) = 0.116 \pm 0.002\), as in [14];
- \(δ_3\): strangeness suppression factor \(f_s = 0.31\), varied within the range \(f_s = 0.23\) to \(f_s = 0.38\), as in [14];
- \(δ_4\): evolution starting scale \(Q_0^2 = 1.4\) GeV\(^2\), varied to \(Q_0^2 = 1.9\) GeV\(^2\), as in [14];
- \(δ_5\): minimum \(Q^2\) of inclusive data in the fit \(Q^2_{\text{min}}\). For the PDF extraction, the minimum \(Q^2\) of the inclusive data was set to \(Q^2_{\text{min}} = 3.5\) GeV\(^2\) and varied to \(Q^2_{\text{min}} = 5\) GeV\(^2\), as in [14];
- \(δ_6\): the parametrisation of the proton structure is described by a series of FFNS variants of the HERAPDF1.0 PDF set [20] at NLO, evaluated for the respective charm-quark mass, for \(α_s^{\text{NLO}}(M_Z) = 0.105 \pm 0.002\), consistent with \(δ_2\).
- \(δ_7\): renormalisation and factorisation scales \(μ_f = μ_r = \sqrt{Q^2 + 4m_Q^2}\) \(m_Q = μ\), varied simultaneously up (upper value) or down (lower value) by a factor of two for the massive quark (charm and beauty) parts of the calculation, as in [15].

The numerical values for each bin are given in Table 2. The dominant uncertainties are those arising from \(δ_\text{fit}^{\text{exp}}\), followed by those from the scale variations \(δ_7\).

4. Results

In order to minimise the correlated contribution from inclusive charm to the mass determinations, and in particular from the implicit charm-mass scale dependence therein, a set of PDFs in the 3-flavour FFNS is extracted from a QCD fit to inclusive DIS HERA data [20]. This extraction uses exactly the same setup that used in a previous publication [14], but allows for different charm-quark masses. The charm-quark mass as a function of scale is then extracted from a fit to the charm data only. When this analysis was originally performed [10,11], the inclusive HERA II DIS data [21] were not yet available. The use of the earlier inclusive data [20] has been retained for several reasons. Firstly, all systematic uncertainties can be treated exactly as in the corresponding previous global \(m_c(m_c)\) determination [14]. Secondly, the newer and more precise inclusive data are more strongly sensitive [17] to the assumed charm-quark mass and its running than the earlier inclusive data. This is actually counterproductive for the purpose of this paper in which the cross-correlations to the inclusive data, which cannot be subdivided into scale intervals, need to be minimised. Thirdly, the uncertainties on the determination of charm-quark mass running arising from the PDF uncertainties are already small (Table 2) compared to other uncertainties. For the purpose of this paper, the conceptual advantage of minimising the mass-related correlations between the charm and inclusive data sets therefore outweighs the potential gain from a higher PDF precision.

For each charm-quark mass hypothesis, predictions for the reduced charm cross sections are obtained using the corresponding PDF and are compared to one of the six subsets of the charm data listed in Table 1 and shown in Fig. 1. The Mέ running mass

---

\(^{18}\) Recently renamed xFitter.
of the charm quark is varied within the range \( m_c(m_c) = 1 \, \text{GeV} \) to \( m_c(m_c) = 1.5 \, \text{GeV} \) in several steps. The \( \chi^2 \) distribution of this comparison is used to extract the value of the charm-quark mass \( m_c(m_c) \). An example of such a distribution for the first \( Q^2 \) interval is shown in Fig. 2, together with a parabolic fit. The minimum yields the measured charm-quark mass, while the fit uncertainty is obtained from \( \Delta \chi^2 = 1 \). The corresponding distributions for the other intervals can be found in Ref. [10]. A global fit to the complete charm data set for \( m_c(m_c) = 1.26 \, \text{GeV} \), the central value obtained from the earlier global \( m_c(m_c) \) analysis [14], is shown as a curve in Fig. 1 for comparison. The data are well described.

The values of \( m_c(m_c) \) extracted for each of the subsets of charm data are shown in Fig. 3 and listed in Table 1 as a function of the corresponding scale \( \mu \), together with their uncertainties. The breakdown of the uncertainties into individual sources is summarised in Table 2. The values of \( m_c(m_c) \) determined in the different subsets agree well within uncertainties with each other, with the value from the global analysis quoted above, and with the independent PDG world average\(^{19} \) of \( 1.275 \pm 0.025 \, \text{GeV} \) [12].

In order to test the stability of the \( m_c(m_c) \) determination, the default analysis procedure is cross-checked with an alternative method. For each \( Q^2 \) interval a simultaneous PDF fit of the charm data from this interval and the full inclusive DIS data is performed. From the total \( \chi^2 \) obtained by these fits, the \( \chi^2 \) of the corresponding fits to the inclusive data only, is subtracted. These differences are then used for the determination of \( m_c(m_c) \) by a \( \chi^2 \) scan in the same way as for the standard procedure. Despite the more direct cross-correlation of the \( \chi^2 \) from the charm sample with that from the inclusive sample in this method, the difference between the results of both methods is found to be negligible [10], i.e. smaller than the width of the line in Fig. 2. This indicates that the residual effect of the cross-correlation is small.

In the final step, the values of \( m_c(m_c) \) are consistently translated back to \( m_c(\mu) \) assuming the running of \( m_c \) and \( m_c \) as predicted by the QCD framework (Eq. (3)). The resulting values of \( m_c(\mu) \) are included in Table 1. The fractional contributions of the uncertainties for the individual sources (before the translation) are the same as those for \( m_c(m_c) \) as listed in Table 2, with the exception of the scale-variation uncertainties \( \delta \gamma \) as discussed below.

In Fig. 4, the resulting scale dependence of \( m_c(\mu) \) is shown together with the world average of \( m_c(m_c) \) and the expectation for the evolution of \( m_c(\mu) \) within the NLO QCD framework. The data are well described by the theoretical expectations. The running of the charm-quark mass as a function of the scale \( \mu \) is clearly visible, if the independent PDG point obtained mainly from low scale QCD lattice calculations is included.

No scale variations are shown in Fig. 4. In addition to the scale uncertainties, \( \delta \gamma \), extracted from the fit, these would correspond to a variation in scale of the horizontal axis of the figure and/or a shift of the points along the expected scale-dependence curve, which are difficult to represent graphically. Furthermore, they are strongly correlated point by point, such that the shape of the dis-

\(^{19} \) The PDG2012 [12] value is used since it does not yet contain the result from [14] in the average, and is thus an independent value. The latest PDG2016 [13] value only differs very slightly from it.
tribution will stay essentially unchanged. In any case it is clear from Fig. 3 that their effect is not dominant.

Overall, this result is a nontrivial consistency check of the charm-quark mass running. It is conceptually similar to the procedure of extracting the running of $\alpha_s(\mu)$ from jet production at different transverse energy scales [3–5] or at different $e^+e^-$ centre-of-mass energies [1,2].

5. Conclusions

The running of the charm-quark mass $m_c(\mu)$ in the \( \overline{\text{MS}} \) scheme is evaluated for the first time, using the combined reduced-cross-section charm data from HERA. It is found to be consistent with the expectation from QCD. Within the limited scale range of each subset of the charm data used for the determination of $m_c(\mu)$, the running of the charm-quark mass is implicitly assumed as part of the QCD theory input. Therefore this determination is not fully unbiased. However, the implicit bias of each individual $m_c(\mu)$ value is much smaller than the bias of the earlier extractions of a single $m_c(m_t)$ value from the complete data set. Furthermore, the PDG value of $m_c(m_t) = 1.275 \pm 0.025$ GeV indicated in Figs. 3 and 4 is mainly obtained from lattice gauge theory and time-like processes at scales in the vicinity of the charm-quark mass, at which its value is displayed. Therefore the comparison to this independent value is an important verification of the running of $m_c$, one of the basic features of QCD, at the same level as earlier evaluations of the running of $m_t$ or of the running of $\alpha_s$.
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