Numerical simulation of surface diffusion motion and its application in MEMS fabrication
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Abstract. Surface diffusion motion has been proposed as a new technique, called Silicon Migration Technology (SiMiT) for the fabrication of Micro-Electro-Mechanical System (MEMS) devices. Using this new technology, the integration of MEMS-CMOS can be achieved without the “sacrificial-structural” layers and “release-etch” procedure, which are necessary in traditional approaches. However, numerical simulation of surface diffusion process is still a challenging task due to the stiffness nature and the topological changes during the process. In this paper, we adopted a high-order explicit level-set method based on the total variation diminishing Runge-Kutta (TVD-RK) method, a high-order scheme for distance computation. An efficient smoothing scheme is proposed to increase the numerical stability and an adaptive time marching scheme is developed to accelerate the simulation. Experimental investigation of shape transformation of silicon trenches is carried out to verify the accuracy of the numerical scheme. Results show that numerical simulation results match quite well with experimental ones, which suggests the accuracy and reliability of the numerical simulation in the application of MEMS design.

1. Introduction

MEMS devices have been widely used in a variety of fields, including, but not limited to, fluidics, robotics control, biomedical industry and optical displays [1-11]. However, monolithic integration of MEMS with driving, controlling, and signal processing electronics is necessary in the manufacture procedure to achieve miniaturization and improve the performance, which is still a challenging task. Traditional MEMS-CMOS integration approach can be categorized into pre-CMOS, intra-CMOS and post-CMOS [12; 13]. In pre-CMOS process, the MEMS structures are released by a wet etch after the completion of the standard CMOS processes. This process is made complicated by the need of a planarization step and the thickness of the MEMS structures is constrained by the lithographical limit. The dimension limit also exists in the intra-CMOS process. High cost and the need for dedicated manufacturing foundries limit the application of pre-CMOS and intra-CMOS [12]. In the post-CMOS process, careful selection of a release-etchant with good selectivity between the structural and sacrificial layers is required [14; 15]. The necessary of “sacrificial-structural” layers and “release-etch” procedure for the traditional integration approaches increases process complexity and limits device packing density. To solve this issue, recently, a new technique based on surface diffusion of silicon is
proposed and utilized in the integration of MEMS-CMOS without a sacrificial layer etch [16-18]. A buried cavity sealed with a silicon cover-diaphragm is first formed. The electronic devices, both on and off the diaphragm, are next fabricated. With a sealed cavity, the issues of material- and process-incompatibility inherently present in earlier integration schemes are largely avoided.

This new technique, however, has not been widely used because of a lack of fundamental understanding of the phenomenon and a lack of design tools. To understand the phenomenon, predict the evolution of the micro structures and guide the experiments, we developed an efficient and accurate numerical method based on level-set method to investigate the silicon migration process. The level-set method was first proposed by Osher and Sethian [19] to represent interfaces implicitly. The most significant advantage of the level-set method lies in its ability to capture topological changes, such as merging or breaking, in a natural way. This method has been widely applied in a variety of areas including, but not limited to, multi-fluid flows [20-22], image process [23-25], film and crystal growth [26; 27]. Recently, it has been extended to modeling surface diffusion motion [28-31].

Direct simulation of surface diffusion is tough due to the stiffness nature of the governing equation. In [28], Smereka proposed a semi-implicit scheme in which the stiff linear part is extracted and treated implicitly, while the nonlinear part is treated explicitly. This method was further enriched by adding the gradient information to obtain the subgrid resolution [29]. In [30], Bruchon proposed a mixed K/Δ₂K formulation to stabilize the numerical scheme. However, for these methods, the temporal accuracy is only first-order. The extension to higher-order scheme is yet to be developed. In addition, reinitialization and extension procedures are necessary, which may cause error accumulation, when solved using standard PDE-based method.

In this paper, a high-order level-set method is proposed for the simulation of surface diffusion motion. Experiments are also conducted by investigating silicon annealing under high temperature. Good agreement with experimental results suggests the accuracy and reliability of the numerical simulation in the application of MEMS design.

2. Methodologies
In this paper, the high-order level-set method proposed in [31] is adopted for the simulation of the surface diffusion process. For efficient consideration, a smooth procedure different from [31] is adopted and an adaptive time scheme is also utilized to further increase the efficiency. Finally, the experimental setup is presented.

2.1. Physical model
Moving interfaces can be described in the following form by the Lagrangian representation

\[ \frac{dX}{dt} = V_n \mathbf{n} \]  

(1)

where \( X \) represents the evolving surface; \( V_n \) is the normal velocity; \( \mathbf{n} \) is the unit normal vector. The normal velocity via surface diffusion is given by [32]

\[ V_n = B \Delta_2 \kappa \]  

(2)

where \( \kappa \) is the mean curvature; \( B \) is a material constant that is proportional to the surface diffusivity and surface tension; \( \Delta_2 \), the surface laplacian, is the so-called Laplace-Beltrami operator.

Eqs. (1) and (2) can be solved directly by front tracking method [33], through discretizing the interfaces, calculating the normal velocity and evolving the interfaces. However, this method suffers from the difficulty in handling complex topological changes such as pinch-off and merging. In this paper, an implicit-interface method (level-set method) is used instead to solve the surface diffusion problem.
2.2. High-order level-set method

The level-set method was proposed by Osher and Sethian [19] as an implicit fronting tracking method and recently, it has been extended to surface diffusion simulation [28-30]. In order to improve the accuracy and capture complex topologic changes, a high-order level-set method is developed in [31] to perform reinitialization and extension. The high-order scheme basically consists of four steps (as shown in Figure 1): (1) polynomial construction; (2) sampling the interface; (3) closest point calculation; (4) velocity calculation.

![Figure 1](image)

**Figure 1.** (a) Piecewise polynomial representation of the interface; (b) Sample the interface into a cloud of points; (c) Find the closest point by Newton’s method.

As the velocity is only defined on the interface, for any point \( x \) in the simulation domain, the velocity is set as the velocity of its closest point \( cp(x) \) on the interface, which is calculated using the polynomial representation of the level-set function within the cell containing \( cp(x) \). In this way, the velocity extension is performed automatically, as the velocity is evaluated at the closest point on the interface.

2.3. Smoothing procedure

For surface diffusion motion, the velocity involves forth derivatives of the level-set function, which is prone to the numerical error. In addition, the high-order closest point algorithm is essentially entirely geometric, which results in a noisy velocity field. To ensure the stability of the numerical scheme, an accurate and smooth velocity field is required. In this work, the following regularization is adopted for the smoothing of curvature and normal velocity:

\[
\kappa^s - (\beta_k \Delta t) \Delta \kappa^s = \kappa^0
\]

\[
v_n^s + (\beta_v \Delta t) \Delta^2 v_n^s = v_n^0
\]

where \( \kappa^0 \) and \( v_n^0 \) are the curvature and normal velocity calculated by the method discussed previously, \( \kappa^s \) and \( v_n^s \) are the smooth curvature and normal velocity after the regularization, \( \Delta t \) is the time step and \( \beta_k \) and \( \beta_v \) are positive constants. In this work, a constant value 0.5 for both \( \beta_k \) and \( \beta_v \) is used for all the simulations. Finally, the level-set function will be updated by third order total variation diminishing Runge-Kutta scheme [34]. This scheme can guarantee that no spurious oscillations are produced as a consequence of the higher order accurate temporal discretization as long as no spurious oscillations are produced with the forward Euler building block [35].

2.4. Adaptive time step

In this work, instead of using a constant time step, we developed an adaptive time scheme based on the maximum of the normal velocity. The basic principle of the choice of the adaptive time is to guarantee that within one-time step, the interfaces will not move more than one grid cell. This choice will
prevent large time steps when the interfaces change significantly and allow large time steps when the change of the interfaces is smooth, which can help to capture the interface accurately and efficiently. This kind of adaptive scheme is especially useful for capturing topological changes. For example, when there is no topological change, the interface will usually change smoothly and can be captured using a larger time step. When topological change happens (merging or self-splitting), sharp corners will appear, which renders significantly large velocity, and a smaller time step is required.

To determine the time step, we first obtain the maximum of the normal velocity $v_{n\ max}$ and then calculate $\tau^* = \alpha \frac{\Delta x}{v_{n\ max}}$. The time step is set to be

$$\Delta t = \begin{cases} 
\tau_{\ min} & \text{if } \tau^* < \tau_{\ min} \\
\tau^* & \text{if } \tau_{\ min} \leq \tau^* \leq \tau_{\ max} \\
\tau_{\ max} & \text{if } \tau^* > \tau_{\ max}
\end{cases}$$

where $\alpha$ is used to control the time step, $\tau_{\ min}$ and $\tau_{\ max}$ are used to prevent the time step from being too small or too large. In our simulations, $\alpha = 0.1$, $\tau_{\ min} = 10^{-6}$ and $\tau_{\ max} = 10^{-2}$. All these quantities are in non-dimensional form and the corresponding equation is given by Eq. (6) and you can also refer to [31] for more information. Here we should notice that even though this kind of choice violates the CFL restriction ($\Delta t \sim \Delta x^4$), the numerical is still stable, because high-frequency oscillations can be filtered out by the regularization (Eqs. (3) and (4)).

2.5. Experimental setup

Experimental investigation of shape transformation of silicon trenches during annealing is also studied. Conventional 100mm p-type silicon wafer is used in this study. An array of trenches (Figure 2 (a)) is first fabricated using a deep reactive-ion etcher (DRIE). Then heat-treatment is carried out at 1150 °C in argon at the atmospheric pressure to form the final cavity (Figure 2 (c)). By varying the initial configuration (parameterized by the array period $p$, the diameter $d$ and the depth $h$), final cavities with different sizes and locations can be obtained. Interested readers can refer to [17; 18; 36] for more information.

![Figure 2. Schematic drawings (top row) and scanning-electron micrographs (bottom row) illustrating the experimental procedure for creating the buried cavity using surface diffusion mechanism.](image)

![Figure 3. Top and cross-section view of the initial shape of the trench array.](image)

3. Results and discussion

In this part, we studied temporal evolution of 3D rectangular trench arrays both numerically and experimentally. The initial configuration of the trench is illustrated in Figure 3. $p$, $d$ and $h$ are set to be 2.56, 1.89 and 5.2 separately. The comparison of trench profiles between the numerical and experimental results at different time is shown in Figure 4. Figure 4 (a) and (c) show the interface cut
by three planes: two vertical planes at the boundary and the center and one inclined plane with 45° from the vertical plane. In Figure 4 (b) and (d), the symbols represent numerical results for the location of the interface cut by the planes as shown in Figure 4 (a) and (c), separately. The background figures in Figure 4 (b) and (d) show the SEM images of sectional profiles of the trenches annealing after 4 min and 20 min. It is shown that if the bottom part of the interface is cut from an inclined plane with 45° from the vertical plane, the numerical results match quite well with the experimental results. This is actually due to the fact that in the experiment, it is very hard to guarantee that the cutting plane of the cross-section is vertical, as is shown in Figure 5. It is obvious that in the bottom part, the cutting plane is not vertical.

![Figure 4. Comparison of trench profiles between numerical and experimental results. (a) and (b) are the results at $t = 4\text{min}$; (c) and (d) are the results at $t = 20\text{min}$. (a) and (c) are numerical results. The background figures in (b) and (d) are experimental results and the symbols are numerical results for the location of the interface cut by the planes shown in (a) and (c).](image)

By comparison between numerical and experimental results, the surface diffusion coefficient can also be estimated. The numerical time in Figure 4 is 0.038 and 0.195 separately. Level-set equation can be written in the following form by choosing characteristic length $L$ and time $T$,

$$\frac{\partial \phi}{\partial t} + \frac{BT}{L^4} \nabla^2 \phi = 0$$

(6)

For numerical simulation, we choose $\frac{BT}{L^4}$ to be one without loss of generalization. From dimensional analysis, we can obtain that

$$B_{\exp} = B_{sim} \frac{L_{\exp}^4 \Delta t_{exp}}{L_{sim}^4 \Delta t_{sim}} = 1 \times \frac{1\mu m^4}{1} \times \frac{0.195 - 0.038}{(20 - 4)\text{min}} = 1.6354 \times 10^{-4} \mu m^4/s$$

(7)

The obtained parameter $B$ is the same order with the estimated value from physical parameters in [33].

The efficiency of the adaptive time step is also studied. Figure 6 shows the time step as a function of the evolution time in the simulation of periodic 3D trench array. Initially, the time step is very small because of the corners existing in the initial trench array. Then the time step becomes larger and larger as the interface becomes smoother and smoother until the self-splitting topological change happens at
the top of the trench. Before the splitting moment, the time step drops and after the splitting, the time step increases gradually. Before the second topological change (merging) happens, the interface is smooth and thus, the time step is larger. At the moment of merging, sharp corners are formed near the merging points and thus, the time step is dropped suddenly. After the merging, the time step begins to increase again. Thus, the adaptive time scheme can adjust the time step according to the smoothness of the interface and thus the simulation can be performed more efficiently without significant loss of accuracy.

![Figure 5](image.png)

**Figure 5.** Top view of the cross-section of the experimental result.

![Figure 6](image.png)

**Figure 6.** Time step as a function of the evolution time in the simulation of periodic 3D trench array.

4. Summary

In this paper, a high-order level-set method is adopted for the simulation of surface diffusion. A smoothing procedure and adaptive time marching scheme are proposed to increase the numerical efficiency. The shape evolution of silicon trenches during annealing is investigated both numerically and experimentally. Good agreement with experimental results also suggests the accuracy and reliability of the numerical simulation in the application of MEMS design.
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