Joint analysis of anisotropic power spectrum, bispectrum and trispectrum: application to N-body simulations
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Abstract. We perform for the first time a joint analysis of the monopole and quadrupoles for power spectrum, bispectrum and integrated trispectrum (i-trispectrum) from the redshift space matter field in N-body simulations. With a full Markov Chain Monte Carlo exploration of the posterior distribution, we quantify the constraints on cosmological parameters for an object density of $n_p = 5 \times 10^{-4} \left(h \text{Mpc}^{-1}\right)^3$, redshift $z = 0.5$, and a covariance corresponding to a survey volume of $V_{\text{survey}} = 25 \left(h^{-1}\text{Gpc}\right)^3$, a set up which is representative of forthcoming galaxy redshift surveys. We demonstrate the complementarity of the bispectrum and i-trispectrum in constraining key cosmological parameters. In particular, compared to the state-of-the-art power spectrum (monopole plus quadrupole) and bispectrum (monopole) analyses, we find 1D 68% credible regions smaller by a factor of $(72\%, 78\%, 72\%, 47\%, 46\%)$ for the parameters $(f, \sigma_8, f_{\text{nl}}, \alpha_\parallel, \alpha_\perp)$ respectively. This work motivates the additional effort necessary to include the redshift-space anisotropic signal of higher-order statistics in the analysis and interpretation of ongoing and future galaxy surveys.
1 Introduction

The matter distribution statistical properties at large scales provide a unique window to both constrain key cosmological parameters and test cosmological models. A key approach to study these large scale structures (LSS) properties is to trace the matter distribution by measuring galaxy redshifts and angular positions in the sky. This is the target of current and future LSS surveys (e.g., DESI\(^1\) [1]; Euclid\(^2\) [2]; PFS\(^3\) [3]; SKA\(^4\) [4]; LSST\(^5\) [5] and WFIRST\(^6\) [6]).

In the last thirty years the two-point correlation function in configuration space \([7]\) and its Fourier counterpart, the power spectrum, have been the main statistical tools used to interpret LSS data. Both kind of analyses have produced unprecedented constraints on

---

\(^1\)http://desi.lbl.gov\n\(^2\)http://sci.esa.int/euclid/\n\(^3\)http://pfs.ipmu.jp\n\(^4\)https://www.skatelescope.org\n\(^5\)https://www.lsst.org/\n\(^6\)https://www.cosmos.esa.int/web/wfirst
cosmological models using only late-time (low redshifts) observations. Nevertheless, two-point statistics are not optimally suited to capture mode-coupling or non-Gaussianities: for this, higher-order statistics are usually employed.

The study and analysis of three-point statistics has long been recognised as a promising avenue [8–18] motivating further developments in recent years including improving the theoretical modelling by adding loop corrections [19–25]. Originally, the bispectrum—the three-point correlation function Fourier space counterpart—was introduced to break the degeneracies between bias and cosmological parameters [26, 27]. Recently however, it has been shown to generally add significant constraining power when combined with the power spectrum [28–31]. In particular the bispectrum shows promising potential in constraining neutrinos masses [32–36], detecting specific signatures of general relativity and relativistic effects [37–41], and measuring baryonic acoustic oscillations (BAO) [42, 43], as it is also the case for the three-point correlation function [44, 45]. Moreover, when considering primordial non-Gaussianities, three-point statistics are essential in lifting degeneracies with other cosmological parameters [46–50].

Also in weak-lensing analyses the three-point correlation function and the bispectrum have been widely studied in the literature since the first seminal works [51–53]. More recent works focused on determining their added constraining potential with respect to two-point statistics [33, 54–58], together with application on data [59].

Currently only the isotropic bispectrum signal has been used to constrain cosmological parameters from galaxy surveys data (see e.g, [60, 61] for the SDSSIII BOSS survey). Modelling of the anisotropic component has been proposed in several works [62, 63], including studying its impact in terms of additional signal [64] and tighter parameter constraints [65, 66].

At the next higher-order level, the trispectrum—the four-point correlation function connected part in Fourier space—has been successfully modelled in detail and measured in the context of the cosmic microwave background (CMB) fluctuations [67–79]. In LSS studies it has received less attention [80–83], because of the difficulties implied by both modelling and measuring the signal in three dimensions. That is the reason why trispectrum applications to real and simulated data are scarce in the literature [84–86].

Of particular interest is the trispectrum describing the non-Gaussian mode coupling inducing contributions to the power spectrum covariance matrix [87–90]. In terms of modelling, the effective field theory formalism was applied to the trispectrum by [91] and calibrated recently at 1-loop by [92]; an angular coordinates formalism has been recently introduced by [93]. In the presence of a primordial trispectrum, the correction to the non-Gaussian linear bias was derived in [94].

CMB analyses have proved the trispectrum constraining power for primordial non-Gaussianities, with implications in confirming or ruling out single/multi field inflation models [95]. Since the late-time 3D matter field trispectrum contains by definition more modes than the primordial 2D CMB counterpart, as pointed out by [80], the LSS trispectrum can be a powerful tool in deriving late-time constraints on primordial non-Gaussianity.

An estimator for an integrated version of the 3D LSS trispectrum was proposed first by [96] and in [97] we measured and modelled its isotropic signal in both real and redshift space. By measuring the "i-trispectrum" and its covariance matrix from the Quijote simulations suite [98] and through a Fisher forecast approach, we proved its potential in improving primordial non-Gaussianity constraints.

In this work for the first time the anisotropic redshift space power spectrum, bispectrum
Table 1. Volumes, number of tracers, expected signal to noise ratio and observed redshift intervals for current and future LSS clustering surveys: BOSS + eBOSS, DESI [99] and PFS.

and i-trispectrum statistics are considered together in a single, joint data-vector. After modelling and measuring all quantities from simulations up to the quadrupole level, we quantify the additional constraining power of each term and their complementarity with a full Markov Chain Monte Carlo exploration of the posterior of the relevant cosmological parameters.

For this analysis to be relevant for current and future galaxy clustering data-sets in terms of statistical error and signal-to-noise, we randomly sub-sample the matter particles in the simulations down to an object density of \( n_p = 5 \times 10^{-4} (h \text{Mpc}^{-1})^3 \), together with re-scaling the covariance matrix to simulate an effective volume of \( 25 (h^{-1}\text{Gpc})^3 \). As a reference in Table 1 we report observed volume, number of tracers, expected signal to noise and redshift range for BOSS + eBOSS\(^7\), DESI [99] and PFS\(^8\) surveys.

The rest of the paper is organised as follows. The methodology is presented in Section 2, where the simulations (2.1), the theoretical models for the statistics (2.2), the chosen model’s parameters (2.3) and the multipole expansion (2.4) are described. We conclude this section with a brief recap of the estimator used to measure all the data-vector terms (2.5), a formalism review for both signal-to-noise ratio and Fisher forecasts analysis (2.6), and the analysis description (2.7).

In Section 3 the results are reported starting with testing the fit quality for each term’s model against the average measurements from the simulations (3.1). A preliminary study of the additional constraining power given by each individual statistic is performed in terms of signal-to-noise ratio and Fisher forecasts in Section 3.2.

The forecasts accuracy is compared to a standard MCMC sampling of the parameters posterior distribution for the possible data-vector’s combinations in Section 3.3. We conclude in Section 4.

2 Methodology

After describing the N-body simulations used throughout the paper, the adopted theoretical model for the statistics we use is presented here. The modelling of the power spectrum and bispectrum multipoles is taken from the literature and reported here for completeness. The (real space) i-trispectrum was presented in [97] but the i-trispectrum multipoles are presented here for the first time.

For preliminary assessment of the constraining power of the statistics considered, we resort to the signal-to-noise ratio and to Fisher-based forecasts; these well-known method-
ologies are also reported in this section for completeness. In the results section we resort to Monte Carlo Markov Chains (MCMCs) and adopt the publicly available code [100]; this is a widely used tool and we refer the readers to the reference for further information.

2.1 Simulations

We measure the statistics of interest from the 8000 realisations of the QUIJOTE N-body simulations suite [98]. Such a large number of realisations is necessary to accurately estimate the covariance matrix for the full data-vector including power spectrum, bispectrum and i-trispectrum multipoles. In this work the largest data-vector considered has 3615 elements.

In each simulation cubic box of side $L = 1 \, h^{-1} \text{Gpc}$, 512$^3$ dark matter particles evolve from the initial conditions at $z = 127$ (set using 2LPT [101–103]) down to $z = 0$ through gravitational collapse. Our analysis is focused on the snapshot at redshift $z = 0.5$. In terms of clustering properties, [98] shows an agreement between the power spectra measured from simulations with 512$^3$ (fiducial) and 1024$^3$ (high-resolution) with differences below the 2% level up to $k = 0.7 \, h/\text{Mpc}$ at $z = 0.5$. This accuracy shows that the adopted size of the box is well suited to our application which stops at much larger scales.

The simulations cosmology of the QUIJOTE suite is a flat $\Lambda$CDM model (consistent with the latest CMB constraints [104]). Specifically, the matter and baryon density parameters are $\Omega_m = 0.3175$, $\Omega_b = 0.049$, and the dark energy equation of state parameter is $w = -1$; the reduced Hubble parameter is $h \equiv H_0/(100 \, \text{km s}^{-1}\text{Mpc}^{-1}) = 0.6711$ ($H_0$ is the Hubble constant), the late-time dark matter fluctuations amplitude parameter is $\sigma_8 = 0.834$, the scalar spectral index is $n_s = 0.9624$, and neutrinos are massless, i.e. $M_{\nu} = 0.0 \, \text{eV}$.

2.2 Theoretical modelling

The galaxy power spectrum model is computed using standard perturbation theory at two loops (2LPT) together with the TNS correcting factors [105, 106], using the same code from [60]:

\[
P_g(k, \mu) = D_{\text{FoG}}^P(k, \mu, \sigma_P) \times \left\{ P_{g, \delta \delta}(k) + 2 f \mu^2 P_{g, \delta \theta}(k) + f^2 \mu^4 P_{g, \theta \theta}(k) \right. \\
+ b_1^3 A^{\text{TNS}}(k, \mu, f/b_1) + b_1^4 B^{\text{TNS}}(k, \mu, f/b_1) \} ,
\]  

(2.1)

where $D_{\text{FoG}}^P(k, \mu, \sigma_P)$ is the Lorentzian damping function, parametrised by $\sigma_P$, to model the "Fingers of God" (FoG) effect due to redshift space distortions; $P_{g, \delta \delta}$, $P_{g, \delta \theta}$ and $P_{\theta \theta}$ are the galaxy density, galaxy density - velocity divergence and velocity divergence power spectra, respectively; $A^{\text{TNS}}$ and $B^{\text{TNS}}$ encode the coupling between Kaiser and FoG effects [105]. Finally, $\mu$ is the cosine of the angle between the $k$-vector $k$ and the line of sight, while $b_1$ is the linear bias parameter and $f$ is the linear growth rate.

For both galaxy bispectrum and trispectrum we use the non-linear matter density power spectrum $P_{\delta \delta}$ as input, which is given at 2-loops order by [107, 108]:

\[
P_{\delta \delta} = P_{\text{lin}} + 2P_{\delta \delta}^{(13)} + 2P_{\delta \delta}^{(15)} + 2P_{\delta \delta}^{(24)} + P_{\delta \delta}^{(33)} .
\]  

(2.2)

$P_{\text{lin}}$ is the linear matter power spectrum, for which we use the CLASS code output [109]. For each term $P_{\delta \delta}^{(ij)}$, $i$ and $j$ correspond to the perturbation expansion’s order for each of the two $\delta$’s.
Inspired by the findings of [110] which improve the performance and extend the regime of validity of the second-order perturbation theory (SPT) model for the bispectrum without increasing the computational time, we fit, for bispectrum and i-trispectrum separately, the coefficients of the tree-level-inspired kernels for the density and velocity divergence fields to the QUIJOTE simulations, as explained in Appendix A. In particular, we fit the parameters \((f_1, f_2, f_3, g_1, g_2, g_3)\), hence the acronym FPT:

\[
F^{(2)}_{\text{FPT}}[k_a, k_b] = f_1 \frac{5}{7} + f_2 \frac{1}{2} \hat{k}_{a} \cdot \hat{k}_{b} \left( \frac{k_a}{k_{b}} + \frac{k_{b}}{k_{a}} \right) + f_3 \frac{2}{7} \frac{(k_a \cdot k_b)^2}{k_a^2 k_b^2}
\]

\[
G^{(2)}_{\text{FPT}}[k_a, k_b] = g_1 \frac{3}{7} + g_2 \frac{1}{2} \hat{k}_{a} \cdot \hat{k}_{b} \left( \frac{k_a}{k_{b}} + \frac{k_{b}}{k_{a}} \right) + g_3 \frac{4}{7} \frac{(k_a \cdot k_b)^2}{k_a^2 k_b^2}.
\]

The standard perturbation theory kernels derived in the Einstein-de Sitter Universe approximation are recovered when the six coefficients are set equal to unity.

In future analyses a potential route to extend the validity regime of the theoretical model for the bispectrum would be to use the "Effective Field Theory of LSS" formalism [111–115] for the bispectrum as done in [116, 117]: recently both real space bispectrum [118] and trispectrum [92] models were calibrated in the EFT of LSS formalism at 1-loop order. For our present application, however, we would need the redshift-space counterpart of these results. The redshift space kernels \(Z^{(1)}\), \(Z^{(2)}\) are obtained from the \(F^{(2)}\) and \(G^{(2)}\) kernels, see Equation B.1 in Appendix B. Hence the models for galaxy bispectrum and trispectrum are the tree-level-like expressions:

\[
B_{\text{FPT}}(k_1, k_2, k_3) = 2Z^{(1)}_{\text{FPT}}[k_1] Z^{(1)}_{\text{FPT}}[k_2] Z^{(2)}_{\text{FPT}}[k_1, k_2] P(k_1) P(k_2)
+ \text{ 2 permutations},
\]

\[
T_{\text{FPT}}(k_1, k_2, k_3, k_4) = 4P(k_1)P(k_2)Z^{(1)}_{\text{SPT}}[k_1] Z^{(1)}_{\text{SPT}}[k_2]
\times \left\{ Z^{(2)}_{\text{FPT}}[k_1, -k_{13}] Z^{(2)}_{\text{FPT}}[k_2, k_{13}] P(k_{13})
+ Z^{(2)}_{\text{FPT}}[k_1, -k_{14}] Z^{(2)}_{\text{FPT}}[k_2, k_{14}] P(k_{14}) \right\}
+ 5 \text{p.}
+ 6 Z^{(1)}_{\text{SPT}}[k_1] Z^{(1)}_{\text{SPT}}[k_2] Z^{(1)}_{\text{SPT}}[k_3] Z^{(3)}_{\text{FPT}}[k_1, k_2, k_3] P(k_1)P(k_2)P(k_3)
+ 3 \text{p.},
\]

where in the above expression \(P \equiv P_{\delta \delta}\) while "FPT/SPT" stands for fitted/standard perturbation theory kernels.

Detecting imprints of primordial non-Gaussianity (PNG) on the galaxy density field is one of the main purposes for including higher-order statistics in LSS analyses. In this work we consider the local type PNG signature present in both matter bispectrum and i-trispectrum,

\footnote{This is a simplified functional form compared to [110], but, as we will show, it is sufficient for our purpose. Differently from [110] we did not check the redshift dependence of the fitted parameters \((f_1, f_2, f_3, g_1, g_2, g_3)\) since it is beyond the purpose of this work.}
which is usually parameterised by \( f_{\text{nl}} \) e.g., \([46, 119]\). These are, at first order in \( f_{\text{nl}} \),

\[
B_{\text{PNG}}(k_1, k_2, k_3) = Z^{(1)}(k_1)Z^{(1)}(k_2)Z^{(1)}(k_3) \frac{M(k_1)}{M(k_2)M(k_3)} \frac{2f_{\text{nl}}}{c^2} P(k_2)P(k_3) + \text{cyc.}
\]

\[
T_{\text{PNG}}(k_1, k_2, k_3, k_4) = \frac{f_{\text{nl}}}{c^2} Z^{(1)}(k_1)Z^{(1)}(k_2)Z^{(1)}(k_3) \left\{ \begin{array}{l}
4 \frac{M(k_1)}{M(k_2)} P(k_2)P(k_3) P(|k_4 + k_3|) Z_{\text{FPT}}^{(2)}[-k_3, k_3 + k_4] + 5 \text{p.} \\
+ 2 \frac{M(|k_3 + k_4|)}{M(k_1)M(k_2)} P(k_1)P(k_2)P(k_3) Z_{\text{FPT}}^{(2)}[k_3 + k_4, -k_3] + 2 \text{p.} \end{array} \right\} \\
+ 3 \text{p.} \tag{2.5}
\]

where \( M_k = \frac{3}{5} k^2 T_k D_+/(\Omega_m H_0^2) \), with \( D_+ \) being the growth factor and \( T_k \) the power spectrum transfer function. For a more extensive description and derivation please see appendix E of \([97]\).

For simplicity, we do not include here the scale dependent bias effect induced by a local \( f_{\text{NL}} \) \([120, 121]\) which appears primarily in the power spectrum at large scales. Corresponding contributions arising from the multivariate bias expansion are present also in the bispectrum \([122–124]\) and trispectrum \([94]\).

### 2.3 Choice of model’s parameters

After calibrating the \( F^{(2)} \) and \( G^{(2)} \) kernels, their coefficients are kept fixed. The model includes cosmological and "nuisance" parameters. Assuming locality in Lagrangian space, tracers bias is parametrised at third order by \( b_1, b_2, b_3 \) \([125]\), the standard bias parameters. The tidal bias is given by \( b_3 = -4/7(b_1 - 1) \) together with the third order non local bias being \( b_{3, \text{nl}} = (32/315)(b_1 - 1) \) \([126–128]\). For dark matter particles all these bias parameters are expected to be zero (beside \( b_1 = 1 \)), however we keep them free to vary to emulate the parameter space considered when fitting biased tracers. \( \sigma_P \), \( \sigma_B \) and \( \sigma_T \) are the phenomenological fingers-of-God damping parameters \([97]\). Finally \( A_n \) parameterises deviations from Poissonian shot-noise as done for example in the BOSS analysis of the bispectrum monopole \([61]\) (see Equation C.3). The above seven parameters should be seen as nuisance parameters.

Cosmological information is captured by \( f, \sigma_8, \alpha_{\|}, \alpha_{\perp} \) and \( f_{\text{nl}} \). \( f \) is the growth rate defined as the logarithmic derivative of the growth factor with respect to the scale factor \( d \ln D_+/d \ln a \). \( f_{\text{nl}} \) is the amplitude of local PNG whose imprint on bispectrum and i-trispectrum was described in Section 2.2.

We take into account the Alcock-Paczynski dilation effect \([129]\) through the scaling parameters \( \alpha_{\|} = k_{\|}/p_{\|}, \alpha_{\perp} = k_{\perp}/p_{\perp} \), which relates the measured wave-vector \( k \) for a particular cosmology with the corresponding true wave-vector \( p \). These scaling parameters deviate from unity when the cosmology used to transform redshifts into co-moving distances is different from the true one. Such spurious anisotropy \( (\alpha_{\|}/\alpha_{\perp} \neq 1) \) and isotropic change of scale \( (\alpha_{\|}\alpha_{\perp}^2 \neq 1) \) allow us to set constraint the cosmological parameters when interpreted for a specific cosmological model. In this paper we always work with the measured true co-moving position, and therefore we always expect these scaling parameters to be unity, but we allow them to vary in the model, emulating the actual fit one should perform on real data. For simplicity we work with true underlying template and do not account for the usual horizon
scale dependence within the $\alpha$’s definition, which would account for the relative shift of the BAO peak-position on the data with respect to the template used.

The reason for this choice, in particular $\alpha_{\parallel}, \alpha_{\perp}$ (and $f$) instead of $\Omega_m, h, w$ etc., is that in LSS clustering analyses a necessary step, even before measuring the statistics from the data, is to convert the object’s measured redshifts into distances. To do so, a fiducial cosmology has to be assumed. After that, it is customary to adopt a fixed template, corresponding to that of the fiducial cosmology, for the real space matter power spectrum and bispectrum (and thus trispectrum). Hence the robust physical quantities that can be extracted from the data are the Alcock-Paczyński parameters, (and $f$ and $\sigma_8$), see e.g., [130] and [131].

2.4 Multipoles expansion

Before reporting the expression for the multipoles, recall that the Alcock-Paczyński effect also modifies the angles between the $k$-vectors and the line of sight. Given the cosines $\mu$ and $\eta$ of the angles between the line of sight and $k$ and $p$ respectively, the conversion is given by [61]

\begin{align*}
p &= \frac{k}{\alpha_{\perp}} \left[ 1 + \mu^2 \left( F^{-2} - 1 \right) \right]^{\frac{1}{2}} \\
\eta &= \frac{\mu}{F} \left[ 1 + \mu^2 \left( F^{-2} - 1 \right) \right]^{-\frac{1}{2}},
\end{align*}  

(2.6)

where $F \equiv \alpha_{\parallel}/\alpha_{\perp}$.

The same expansion in terms of Legendre polynomials, $\mathcal{L}_\ell$, is applied to power spectrum, bispectrum and i-trispectrum. Here we will only use $\ell = 0$ for the monopole and $\ell = 2$ for the quadrupole. We do not include the hexadecapole signal because the "discrete $\mu$" binning effect described in [132] becomes dominant, given the size of the simulations boxes. The Legendre polynomials are computed as a function of the cosine of the angle between a given $k$-vector and the line of sight. We thus obtain,

\begin{align*}
P^{(\ell)}(k) &= \frac{(2\ell + 1)}{2\alpha_{\parallel}^2 \alpha_{\perp}^2} \int_{-1}^{+1} d\mu \mathcal{L}_\ell(\mu) P(p, \eta)  \\
B^{(\ell, i)}(k_1, k_2, k_3) &= \frac{(2\ell + 1)}{8\pi \alpha_{\parallel}^2 \alpha_{\perp}^2} \int_{-1}^{+1} d\mu_1 \int_{0}^{2\pi} d\phi \mathcal{L}_\ell(\mu_1) B(p_1, p_2, p_3, \eta_1, \eta_2),
\end{align*}  

(2.7)

(2.8)

where $\mu_i$ with $i = 1, 2, 3$ is the cosine of the angle between the $i$-th $k$-vector and the line of sight. In the above equation, we choose to use $\mu_1$ and $\phi$ to integrate over all the possible triangle orientations with respect to the line of sight. The azimuthal angle $\phi$ around $k_1$, is defined by $\mu_2 \equiv \mu_1 \cos \theta_{12} - \sqrt{1 - \mu_1^2} \sqrt{1 - \cos \theta_{12}^2} \cos \phi$ (see [17]).

Equation 2.8 is used to compute the bispectrum multipoles such as $B^{(\ell_1)} \equiv B^{(000)}$, $B^{(\ell_2)} \equiv B^{(000)}$ and $B^{(\ell_3)} \equiv B^{(000)}$. When all possible multipoles of the same order $\ell$ are included in the data-vector, the shorter $B^{(0,\ell)}$ notation is used (monopole plus all the $\ell$-multipoles).

Similarly to the power spectrum case, and for the same reasons, also for the bispectrum we only use the quadrupole to probe the anisotropic signal. Nevertheless in future analyses and for larger volumes, significant additional information can be harvested if higher multipoles are included in the data-vector, as we have recently shown in [66].
Analogously, and following closely [97], we write the i-trispectrum multipole expansion as:

\[
\mathcal{T}^{(\ell_i)}(k_1, k_2, k_3, k_4) = \frac{1}{3} \sum_{k_1, k_2, k_3, k_4} \frac{2\ell + 1}{16\pi^2 \Delta D a^2} \int_{D_{\text{min}}}^{D_{\text{max}}} dD \int_{-1}^{1} d\mu_D \int_0^{2\pi} d\phi_{12} \int_0^{2\pi} d\psi \times \mathcal{L}_\ell(\mu_i) \mathcal{T}^a(p_1, p_2, p_3, p_4, D, \eta_D, \phi_{12}, \psi),
\]  

(2.9)

where also for the i-trispectrum multipoles expansion \( i = 1, 2, 3, 4 \) and \( i \) highlights which angle between a particular \( k \)-vector and the line of sight has been used, giving for example \( \mathcal{T}^{(\ell_1)} \equiv \mathcal{T}^{(0000)} \), \( \mathcal{T}^{(\ell_2)} \equiv \mathcal{T}^{(0000)} \), \( \mathcal{T}^{(\ell_3)} \equiv \mathcal{T}^{(0000)} \) and \( \mathcal{T}^{(\ell_4)} \equiv \mathcal{T}^{(0000)} \). As for the bispectrum, also for the i-trispectrum the short notation \( \mathcal{T}^{(0,\ell)} \) is used to indicate the monopole plus all the multipoles of order \( \ell \).

\( D \) is one of the two diagonals of the quadrilaterals, defined by \( D + k_1 + k_2 = 0 \) or \( D - k_3 - k_4 = 0 \). The angle \( \psi \) describes the "folding" of the quadrilateral around the diagonal \( D \). In other words, the angle between the two planes defined by the two triangles \( D + k_1 + k_2 = 0 \) and \( D - k_3 - k_4 = 0 \). The angle \( \phi_{12} \) determines the rotation of the triangle \( D + k_1 + k_2 = 0 \) away from the \( xz \)-plane (see Figure 1 of [97]). Finally \( \mu_D \) is the cosine of the angle between the diagonal, \( D \), and the line of sight. By varying \( \psi, \phi_{12}, \mu_D \), it is possible to span all the possible orientations of the quadrilateral with respect to the line of sight. Equation 2.9 is the natural extension beyond the monopole of Equation 2.7 in [97].

The multi-dimensional integral in Equation 2.9 requires a computational time for the i-trispectrum data-vector which is too long to be suitable for parameter inference through MCMC sampling. To overcome this obstacle, in Appendix B we present a decomposition of the integrand such that the dependence on certain combinations of cosmological parameters can be factorised out of the integrals. We then pre-compute the individual multi-dimensional integrals corresponding to each of these terms on a three-dimensional grid, sampling the relevant range for the remaining parameters that cannot be factorised: \((\alpha_\parallel, \alpha_\perp, \sigma_T)\).

This stratagem (which we call \( \mathcal{T} \)-Expreso) allows us to instantly evaluate the i-trispectrum model (approximately \( \sim 2800 \) times faster than computing \( \mathcal{T}^{(0,2)} \) with the standard approach) for arbitrary values of the remaining parameters \((b_1, b_2, b_3, f, \sigma_8, f_{\text{nl}}, A_n)\). More details are given in Appendix B.

To model the shot-noise contribution, we proceed similarly to what done in [97] and account for deviations from Poissonian statistics by including a free amplitude parameter \( A_n \) which is the same for all the statistics, as done in the BOSS analyses [61, 133]. More details and tests on the accuracy of this prescription are presented in Appendix C.

### 2.5 Estimators: measuring \( P, B, \mathcal{T} \)

In order to measure the signal from synthetic data in cubic boxes, we use the same estimators and procedure presented in [97]. Given a cubic box filled with a distribution of dark matter particles, the first step consist in applying redshift space distortions to each particle by shifting its position along the chosen line of sight (\( z \)-axis in our case) by

\[
r_{z'} = r_z + \frac{v_z}{H(z)}(1 + z),
\]

(2.10)

where \( z \) is the particle’s redshift and \( H \) is the Hubble parameter evaluated at \( z \).
The overdensity field in configuration space is then obtained by a mass assignment procedure [134, 135] which distributes each particle’s contribution onto a three-dimensional discrete grid. After this step the corresponding overdensity field in Fourier space is computed through discrete Fast Fourier Transform algorithms (FFT) [136].

The estimators for power spectrum, bispectrum and i-trispectrum are based on the ones introduced by [62, 137] which were also used in [138]. In particular the performance of the trispectrum estimator is discussed in details in [97]. The only additional step required for this analysis was to modify the quantity defined in equation (2.9) of [97] by adding the Legendre polynomials to estimate the multipoles of the over-density field. This, which is the inverse Fourier transform of the density field over a shell of radius \( k \) and thickness \( \Delta k \) for each 3D pixel of the simulation box, becomes

\[
I_k(x) = \int_k^{k+\Delta k} dq (2\pi)^3 \delta_q e^{-i x q} \Rightarrow I_k^{(\ell)}(x) = \int_k^{k+\Delta k} dq (2\pi)^3 L_\ell(\mu) \delta_q e^{-i x q},
\]

(2.11)

with \( \mu \) being the cosine of the angle between the wave-vector \( q \) and the line of sight.

For both power spectrum and bispectrum multipoles, the shot-noise is estimated from each individual catalogue and subtracted from the statistics measurements. For the i-trispectrum we found less noisy to compute analytically the shot-noise term and subtract it afterwards from each catalogue measurements. More details are given in Appendix C.

### 2.6 Signal-to-noise ratio and Fisher formalism

The standard procedure to derive parameter constraints involves sampling the multidimensional parameter posterior distributions through Markov chain Monte Carlo (MCMC) algorithms. In this application the full data-vector is composed of the power spectrum monopole and quadrupole, the bispectrum monopole and quadrupoles and the trispectrum monopole and quadrupoles, and we are interested in estimating the additional statistical power offered by the less explored statistics i.e., the trispectrum and/or bispectrum multipoles.

A full exploration with MCMC is not straightforward or fast: the likelihood evaluation gets increasingly computationally expensive as higher-order correlators are included in the data-vector. For this reason we find useful to obtain a preliminary (approximate) estimate of the additional constraining power provided by the new terms of data-vector by looking at the cumulative signal-to-noise ratio (S/N).

The average \( \langle S/N \rangle \) is computed as a function of the maximum \( k \)-value, using the data-vector measurements \( \hat{d}_i \) from each realisation (indicated by the index \( i \)) and the corresponding covariance matrix \( \text{Cov}_d \) estimated from the whole set of \( N_{\text{sim}} \) simulations (see Section 2.7 below for more details on estimation of the covariance matrix):

\[
\langle S/N \rangle = \frac{1}{N_{\text{sim}}} \sum_{i=1}^{N_{\text{sim}}} \sqrt{\hat{d}_i^\top \text{Cov}_d^{-1} \hat{d}_i},
\]

(2.12)

where the measured data-vectors \( \hat{d} \) has a varying cut-off scale \( k_{\text{max}} \).

Given a theoretical model description of the data-vector, \( d_{\text{th}}(\theta_i) \), with dependence on model parameters \( \theta_i \), the Fisher information matrix is the Hessian matrix of the associated log likelihood, \( L \), with the derivatives taken with respect to the model parameters,

\[
F_{ij} = \left\langle \frac{\partial^2 L}{\partial \theta_i \partial \theta_j} \right\rangle_{\theta_{\text{true}}},
\]

(2.13)
where $\theta_{ml}$ indicates that the derivatives are evaluated at the likelihood maximum.

When estimating the minimum errors for each parameter in a multi-parameter case analysis, this is given by the square root of the corresponding Fisher information inverse matrix element $\Delta \theta_{\text{min}}^2 = \sqrt{F^{-1}_{ii}}$ [139].

Using the data-vector’s covariance matrix and its derivatives with respect to the model parameters, each element of the Fisher information matrix can be computed as

$$F_{ij} = \frac{\partial d_{\text{th}}^i}{\partial \theta_i} \text{Cov}^{-1} \frac{\partial d_{\text{th}}^j}{\partial \theta_j},$$

since here (as in most Fisher forecasts and in most LSS studies) we adopt a Gaussian likelihood with fixed covariance matrix (see e.g., [140, 141]). For a recent Fisher forecast study using data-vector’s derivatives estimated from measurements on synthetic data exploring the additional constraining power provided by the bispectrum monopole, especially regarding neutrino mass constraints see [35].

The Fisher matrix estimate of parameters errors is well known to be an approximation, but we also find it useful to explore a variety of data-vector choices which would be prohibitive or requiring much more effort to explore through MCMC sampling.

### 2.7 Analysis set-up

We consider different combinations of the full data-vector including multipoles of the power spectrum, bispectrum and i-trispectrum:

$(P^{(0)}, P^{(2)}, B^{(0)}, B^{(200)}, B^{(020)}, B^{(002)}, T^{(0)}, T^{(200)}, T^{(0200)}, T^{(0020)}, T^{(0002)})$ which in short notation is labelled as $(P^{(0,2)}, B^{(0,2)}, T^{(0,2)})$.

The improvements offered by the less explored statistics (bispectrum and trispectrum multipoles) on the constraints for the set of parameters $(b_1, b_2, b_3, f, \sigma_8, f_{nl}, \alpha_{\parallel}, \alpha_{\perp}, \sigma_P, \sigma_B, \sigma_T, A_n)$ is the target of our analysis. In terms of scale range we use

- power spectrum: $k_{\min}(P^{(0)}) = 0.04 \, h\, \text{Mpc}^{-1}$, $k_{\min}(P^{(2)}) = 0.06 \, h\, \text{Mpc}^{-1}$
  and $k_{\max}(P^{(0,2)}) = 0.13 \, h\, \text{Mpc}^{-1}$;

- bispectrum: $k_{\min}(B^{(0,2)}) = 0.04 \, h\, \text{Mpc}^{-1}$ and $k_{\max}(B^{(0,2)}) = 0.12 \, h\, \text{Mpc}^{-1}$;

- i-trispectrum: $k_{\min}(T^{(0,2)}) = 0.04 \, h\, \text{Mpc}^{-1}$ and $k_{\max}(T^{(0,2)}) = 0.12 \, h\, \text{Mpc}^{-1}$;

For both bispectrum and i-trispectrum we choose a $k_{\max} = 0.12 \, h\, \text{Mpc}^{-1}$ as a compromise between minimum scale necessary to constrain the fingers-of-God parameters ($\sigma_B, \sigma_T$) and the theoretical model ability to well fit the data. With these settings, the power spectrum, bispectrum and i-trispectrum data-vector reaches a dimension of 3615 elements.

The box is discretised in $256^3$ grid cells, and we consider a bin size of $\Delta k = 1.1 \times k_f$, where $k_f = 0.00625 \, h\, \text{Mpc}^{-1}$ is the fundamental frequency of the simulations boxes.

Each simulation is randomly sub-sampled down to a number density of $n_p = 5 \times 10^{-4} \, (h\, \text{Gpc}^{-3})^3$, to be in a realistic density-regime scenario. Having the fully sampled and sub-sampled density for each realisation allows us to test the shot-noise subtraction procedure on each catalogue.

We account for shot-noise (allowing for deviations from Poisson statistics through the free parameter $A_n$) by subtracting it from the measured signal, as described in Appendix C.

The covariance matrix is estimated from 8000 realisations, which is not significantly larger than the size of the full data-vector, yielding well known shortcomings [142]. To account
for this we proceed as follows. When looking at the signal-to-noise ratio and performing Fisher forecasts, where, as described in Section 2.6, the relevant quantity is an estimate of the 1D 68% credible region from the inverse of the covariance matrix, we apply the Hartlap factor correction [142]. We have checked that the accuracy of the above correction is sufficient for the purposes of this work when resorting to the (S/N) and Fisher forecasts. On the other hand, when sampling the parameters posterior through MCMC, we adopt the Sellentin and Heavens prescription to modify the likelihood [143]. This correction is indeed more accurate especially in the tails of the posterior distribution. Both approaches are described in Appendix D.

The obtained covariance matrix is suitably re-scaled (divided by a factor of $25$) in order to simulate a survey volume of $25 \, (h^{-1}\text{Gpc})^3$. With this choice of volume, redshift ($z = 0.5$), and the above settings for the shot-noise we realistically match the specs of current and near-future spectroscopic clustering data-sets.

When running MCMC sampling we assume a Gaussian likelihood together with employing flat uninformative priors on the constrained parameters. In particular the prior ranges for the different parameters are $b_1 : [0.7, 1.3]$, $b_2 : [-0.5, 0.5]$, $b_3 : [-0.8, 0.8]$, $f : [0.5, 1]$, $\sigma_8 : [0.5, 1]$, $\alpha_\parallel : [0.96, 1.04]$, $\alpha_\perp : [0.96, 1.04]$, $\sigma_P : [2, 7]$, $\sigma_B : [2, 9]$, $\sigma_T : [3.5, 6.5]$, $f_{nl} : [-1000, 1000]$ and $A_n : [-0.6, 0.6]$.

It is important to note that we neglect here the effect that the PNG parameter $f_{nl}$ has on the scale dependent halo bias [120, 121]. It is well known that the non-Gaussian halo bias offers a very promising avenue to constrain $f_{nl}$ from the measurement of the power spectrum of biased tracers. However, not only it cannot be tested on the available simulations (as they are dark matter only and we do not consider halo catalogs) but also it exploits a different physical mechanism and requires a good understanding of the tracer’s bias behaviour as function of mass (see e.g., [144]). In future applications it is reasonable (and wise) to keep the pure clustering analysis and the halo bias analysis of $f_{nl}$ separated as to offer a consistency check and only combine the constraints on the parameter later. For this reason we leave the inclusion of non-Gaussian halo bias to future work. In what follows, when comparing the $f_{nl}$ constraints obtained for the extended and baseline data-vectors this caveat should be kept in mind.

3 Results

3.1 Performance of the analytical model in describing the simulated data

Before investigating the additional information content captured by the anisotropic redshift space bispectrum and i-trispectrum, we check the performance of the analytical model in fitting the data up to the chosen $k_{\text{max}}$. As measured data-vector we consider the mean of the complete set of 8000 simulations’ measurements. This significantly reduces the cosmic variance uncertainty (the corresponding volume being 8000 $(h^{-1}\text{Gpc})^3$). Figure 1 shows for each statistics the theoretical model computed for the set of parameters corresponding to the best-fit values obtained in the analysis of Section 3.3 –see sec 3.3 for details– and the measured data-vector.

The error-bars correspond to a survey volume of $V_{\text{survey}} = 25 \, (h^{-1}\text{Gpc})^3$. Even though the measured data-vector is the average of 8000 simulations, we re-scale the covariance only by a factor of 25 (recall that each simulations has a volume of 1 $(h^{-1}\text{Gpc})^3$). This is a much larger error than the one corresponding to the mean of 8000 simulations, but it is of the same order of magnitude to what expected from current and future galaxy clustering surveys. For these settings, the largest data-vector’s fit including monopoles and quadrupoles for all the
Figure 1. Measurements (mean of the 8000 simulations, points), 1σ error (rescaled to simulate a single realisation with observed volume equal to 25 (h⁻¹Gpc)³) and theoretical models (continuous lines) for the monopoles and quadrupoles terms of power spectrum, bispectrum and i-trispectrum. In the quadrupoles of both bispectrum and i-trispectrum, some configurations are omitted to avoid redundancy (see text for more details). The triangles configuration in the x-axis are ordered as in [66] and the skew-quadrilaterals as in [97]. The theoretical model has been computed using the best-fit parameters derived from the analysis in Section 3.3.
Figure 2. Same as Figure 1 but showing the ratios between the theoretical model and the mean of the measurements for each statistics. The errorbars are rescaled to simulate a single realisation with volume $25 \,(h^{-1}\text{Gpc})^3$. The black dashed line corresponds to unity for each ratio.

statistics, returns a $\chi^2 \simeq 1295$ for $N_{\text{dof}} = 3612 - 13$ (12 parameters plus using the mean of the realisation), which correspond to a reduced $\chi^2_{\text{red}} \simeq 0.36$. If we would have used as effective
volume the one expected for the DESI survey (Table 1) \( V_{\text{survey}} = 65 (h^{-1}\text{Gpc})^3 \), the resulting reduced \( \chi^2 \) would have been \( \chi^2_{\text{red}} \simeq 0.94 \). Analogously, Figure 2 shows the ratios between the model and measurement of each statistic.

Even with sub-percent relative error-bars, the power spectrum monopole model fits the data up to the adopted \( k_{\text{max}} \). The same is true for the power spectrum quadrupole. All the bispectrum multipoles show a good fit which starts worsening when reaching the maximum \( k \), as it can be clearly seen in the top right rows of Figure 2. The i-trispectrum model accurately describes the measured signal for both monopole and quadrupole terms.

In both Figures 1 and 2 some configurations are omitted in the bispectrum and i-trispectrum quadrupoles data-vectors. For example to avoid redundancy, the bispectrum quadrupole for the triangle \((k_a, k_a, k_b)\) will be considered only in \( B^{(200)} \) and \( B^{(002)} \), not in \( B^{(020)} \). Similarly for the i-trispectrum a quadrilateral \((k_a, k_b, k_c)\) will appear in \( T^{(2000)} \), \( T^{(0020)} \) and \( T^{(0002)} \) but not in \( T^{(0200)} \).

In the i-trispectrum data-vector some quadrilateral configurations have been excluded \( a\text{-priori} \) because after a first iteration of the kernel fitting procedure described in Appendix A, the difference between model and mean measurement was uncomfortably high (above 15\%). The form of the fitting function adopted can not yield an unbiased fit to these specific configurations. In practice this selection excludes 125 (out of 740) quadrilateral configurations in the i-trispectrum data-vector. Furthermore all the symmetric quadrilateral configurations of the kind \((k_a, k_b, k_b, k_b)\) and \((k_a, k_a, k_a, k_a)\) have not been considered to avoid the (dominant) contribution of unconnected terms while also limiting the dimension of the data-vector. The potential loss of constraining power resulting from this selection highlights the importance of improving the i-trispectrum theoretical modelling for future applications.

3.2 Preliminary results: (S/N) and Fisher forecasts

From the set of measurements on the simulations, it is straightforward to compute the cumulative signal-to-noise ratio as a function of \( k_{\text{max}} \) for the different statistics combinations without requiring any analytical modelling. This is displayed in Figure 3 where we use equation 2.12 for the different statistics (with the adjustments described in Section 2.7 to match realistic effective volume and noise). The average signal to noise, \( \langle S/N \rangle \), from the simulation set is shown up to \( k_{\text{max}} = 0.114 \, h/\text{Mpc} \). The error-bar is the corresponding (S/N) \( \text{rms} \) derived from computing the (S/N) for each of the 8000 simulations.

From Figure 3 it is clear that both bispectrum quadrupoles and i-trispectrum (monopole and quadrupoles) increase the total signal, with a greater effect as \( k_{\text{max}} \) increases. Moreover these two terms of the full data-vector prove to be complementary: by looking at the joint \((P^{(0,2)}, B^{(0,2)}, T^{(0)})\) data-vector’s signal on can appreciate that its corresponding (S/N) is larger than both the (S/N) ratios for \((P^{(0,2)}, B^{(0,2)})\) and \((P^{(0,2)}, B^{(0)}, T^{(0)})\). Moreover, Figure 3 shows that the i-trispectrum quadrupoles contain additional information with respect to the other statistics, motivating the effort done in this work to both measure and model this signal. As described in Section 2.7, these results are for up to a minimum scale with \( k_{\text{max}} = 0.12 \, h/\text{Mpc} \) at \( z = 0.5 \), including modes only up to mildly non-linear regime where our model is still able to well describe the features of the different statistics as reported in Section 3.1 and shown in Figures 1 and 2. The aim of ongoing and future work is to extend the bispectrum [21, 25, 49, 110, 118, 133] and i-trispectrum [92] modelling up to more non-linear scales, as it is done for example in the case of the power spectrum by the TNS model [105].

A first estimate of how this additional signal, encoded into both bispectrum and i-trispectrum multipoles, translates in terms of parameter constraints, can be studied through
Figure 3. The average cumulative signal-to-noise ratio, $\langle S/N \rangle$, for data-vectors corresponding to different combinations of the relevant statistics is shown as a function of $k_{\text{max}}$, together with the standard deviation of $\langle S/N \rangle$ estimated from the 8000 simulations. The $\langle S/N \rangle$ corresponds to that expected from realistic choices of effective volume and shot-noise, see Section 2.7. Seven $k_{\text{max}}$ values are represented: $k_{\text{max}} = (0.0725, 0.0795, 0.0864, 0.0934, 0.1003, 0.1072, 0.1140) \ h \text{Mpc}^{-1}$. In the plot, for clarity points are artificially slightly shifted from their exact $k$-value. This figure shows that including up to all the i-trispectrum quadrupole terms significantly increases the $\langle S/N \rangle$, with the gain becoming larger for greater values of $k_{\text{max}}$. It is very interesting to notice that the addition of the trispectrum monopole to the data-vector $[P^{(0,2)}B^{(0)}]$ yields an increment of $\langle S/N \rangle$ comparable or larger than the one obtained by including all the bispectrum quadrupoles terms. Moreover, when considering the data-vector $[P^{(0,2)}B^{(0,2)}T^{(0)}]$, the complementarity between the information captured by the trispectrum monopole and bispectrum quadruples becomes evident.

Using the analytical models given in equations 2.7, 2.7 and 2.9 to numerically compute the derivatives for the both the set of nuisance ($b_1, b_2, b_3, \sigma_P, \sigma_B, \sigma_T, A_n$) and cosmological ($f, \sigma_8, f_{nl}, \alpha_{||}, \alpha_{\perp}$) parameters, the 1D 68% credible regions can be forecasted using equation 2.14. These are displayed in Figure 4. The marginalised $1\sigma$ parameter constraints convey a message in good agreement with what first observed in terms of signal-to-noise ratio. In addition to the complementarity between bispectrum and i-trispectrum, the Fisher forecasts highlight the impact of the i-trispectrum in improving the constraints on the primordial non-Gaussianity amplitude parameter $f_{nl}$, similarly to what already reported in [97] but with the substantial difference of considering a much larger (and therefore more degenerate) parameter space. Even if to a smaller degree, also the quadrupole of the bispectrum is sensitive to the primordial non-Gaussianity amplitude parameter: as previously discussed in [66], at the
bispectrum level, redshift space distortions have different functional forms for the primordial and gravitational terms.

The constraints for the bias parameters $b_1$, $b_2$ and $b_3$ benefit in a similar fashion from all the terms of the joint data-vector. For the cosmological parameters $f$ and $\sigma_8$ both i-trispectrum monopole and bispectrum quadrupoles tighten the marginalised 1D 68% credible intervals when added to the data-vector, proving their complementarity. The anisotropic bispectrum seems to be the most sensitive statistics to variation of the Alcock-Paczyński parameters $\alpha_\parallel$ and $\alpha_\perp$.

The forecasted 1D 68% credible interval for the local primordial non-Gaussianity param-
eter $f_{nl}$ is significantly reduced when the i-trispectrum monopole is added. It further shrinks, even if less substantially, when both bispectrum and i-trispectrum quadrupoles are added to the data-vector. All the relative improvements on the forecasted parameters constraints are reported in Table 2.

3.3 MCMC sampling

Using the same data-vector combinations of $P^{(0,2)}$, $B^{(0,2)}$ and $T^{(0,2)}$, we run MCMCs to derive the parameters multi-dimensional posterior distribution. As in the previous section, the covariance matrix is estimated from 8000 simulations and renormalised to simulate a volume of $25 \ (h^{-1}\text{Gpc})^3$.

In Figure 5 the marginalised 1-2D posterior distributions for the cosmological parameters are displayed, while the improvements on the constraints with respect to the baseline data-vector $[P^{(0,2)}, B^{(0)}]$ are reported in Table 2. As expected, the improvements computed by the MCMC analysis are slightly smaller than those obtained using the Fisher formalism in Section 3.2. Nevertheless, there are no qualitative differences: the different statistics effects, when added to the joint data-vector, follow the same trend. The complementarity in terms of information content between bispectrum and i-trispectrum multipoles is confirmed by the MCMC analysis\textsuperscript{10}.

These findings clearly indicate that future analyses targeting primordial non-Gaussianity should prioritise including in their data-vector the isotropic i-trispectrum over the bispectrum quadrupoles. When $T^{(0)}$ is added to the baseline data-vector, it halves the 1D 68% credible interval for $f_{nl}$, while including the bispectrum quadrupoles reduces it only by 10%. In [66] using a calibrated analytical covariance matrix, we reported a similar effect for the bispectrum quadrupoles, with a maximum improvement of 28.5% when also including all the bispectrum hexadecapole terms. With the $T$-Expreso technique of Appendix B, including $T$ in an MCMC is computationally cheaper than including the bispectrum multipoles, providing a strong motivation for using the i-trispectrum to constrain $f_{nl}$.

The cosmological parameters most frequently constrained by galaxy clustering analyses, $(f, \sigma_8)$ benefit in similar measure from the inclusion of $B^{(0,2)}$ and $T^{(0,2)}$. Confirming the Fisher forecasts results, we conclude that the anisotropic components of both bispectrum and i-trispectrum are mostly sensitive to the Alcock-Paczynski parameters $(\alpha_\parallel, \alpha_\perp)$.

The promising i-trispectrum quadrupoles signal strength, detected in the (S/N) study of Section 3.2 and Figure 3, translated into a strong reduction ($\sim 60\%$ on average) of the 1D 68% credible regions for all the cosmological parameters of interest $(f, \sigma_8, f_{nl}, \alpha_\parallel, \alpha_\perp)$.

In Figure 6 the results derived from repeating the analysis fixing $f_{nl} = 0$ are reported. In Appendix E Table 4 the constraints and relative improvements are compared to the case with $f_{nl}$ free to vary. From both figure and table, it is clear that reducing the degeneracy level in the posterior distribution, by removing the $f_{nl}$ parameter, does not alter the results in any significant way.

4 Conclusions

For the first time, we have presented and assessed the potential of a joint analysis of the anisotropic signal in redshift space of power spectrum, bispectrum and i-trispectrum.

\textsuperscript{10}This was not granted from the Fisher formalism analysis results, where the forecasted marginalised 1σ intervals are derived under the approximation of the parameter space being only linearly degenerate.
Figure 5. 1-2D 68% credible regions of the marginalised posterior distributions for the cosmological parameters, obtained using the different statistics combination (for the full plot including also the nuisance parameters see Figure 12 in Appendix E). We progressively added to the joint data-vector (initially power spectrum monopole and quadrupole plus bispectrum monopole): i-trispectrum monopole or bispectrum quadrupoles, both $\mathcal{T}^{(0)}$ and $B^{(2)}$, and finally also the i-trispectrum quadrupoles. The black dashed lines correspond to the true values of the model parameters given by the simulations cosmology presented in Section 2.7. Recall that the kernel $Z^{(2)}$ was separately calibrated for bispectrum and i-trispectrum using in both cases the monopole and quadrupoles terms together as data-vectors ($B^{(0,2)}$ and $\mathcal{T}^{(0,2)}$), as described in Appendix A. This explains the small bias (within the 1D 68% credible regions) with respect to the true simulations parameters present when only the bispectrum or i-trispectrum monopoles are considered.

To make this study as relevant as possible for its application to forthcoming datasets, these statistics were measured from 8000 N-body dark matter simulations at redshift $z = 0.5$. The catalogues were randomly down-sampled to replicate a realistic object density
| \( \Delta \theta \) | \( P^{(0,2)} B^{(0)} \) | \( P^{(0,2)} B^{(0)} T^{(0)} \) | \( P^{(0,2)} B^{(0,2)} \) | \( P^{(0,2)} B^{(0,2)} T^{(0)} \) | \( P^{(0,2)} B^{(0,2)} T^{(0,2)} \) |
|----------|----------------|----------------|----------------|----------------|----------------|
| \( f \) | 0.140 (0.090) | 42.8 (48.8) | 46.4 (66.8) | 57.7 (70.4) | 71.9 (76.5) |
| \( \sigma_8 \) | 0.078 (0.062) | 52.3 (64.1) | 40.6 (71.5) | 62.3 (77.8) | 78.2 (85.1) |
| \( f_{nl} \) | 536 (282) | 49.1 (44.4) | 9.5 (9.5) | 55.1 (48.6) | 71.7 (68.7) |
| \( \alpha_\parallel \) | 0.036 (0.022) | 13.9 (10.6) | 30.6 (37.2) | 34.2 (39) | 46.8 (47.7) |
| \( \alpha_\perp \) | 0.032 (0.018) | 14.3 (14.5) | 29.1 (35.8) | 33 (39.2) | 46.3 (46.3) |
| average improvement | 31.3 (36.5) | 32.1 (44.2) | 44.6 (55) | 61 (64.9) |

Table 2. Comparison between the 1D 68\% credible regions obtained through MCMC sampling and the forecasted ones derived through the Fisher formalism for each statistics combination. In both cases the covariance was re-scaled to simulate a volume of \( V_{\text{survey}} = 25 \, (h^{-1}\text{Gpc})^3 \) and corrected to account for the limited number of simulations available through the prescription described in Appendix D. This table focuses on the cosmological parameters \((f, \sigma_8, f_{nl}, \alpha_\parallel, \alpha_\perp)\), together with their average improvements reported on the last line. In Appendix E, Table 3 the corresponding results for the nuisance parameters \((b_1, b_2, b_3, \sigma_P, \sigma_B, \sigma_T, A_n)\) are reported.

The covariance matrix employed in the likelihood evaluation was re-scaled to simulate a survey volume of \( V_{\text{survey}} = 25 \, (h^{-1}\text{Gpc})^3 \). Building on the previous work presented in [97], we measured and modelled the anisotropic components of both bispectrum and i-trispectrum in redshift space. For the latter, a pipeline (\( T\)-Expreso) was developed to massively speed up the calculation of the i-trispectrum theoretical model, making it possible to include the i-trispectrum in cosmological parameter inference via MCMCs.

A phenomenological model for the bispectrum and trispectrum in the mildly non-linear regime including the shot-noise contributions was presented (see Figures 1, 2 and Appendixes A, C). This model performs sufficiently well for not biasing the recovery of cosmological parameters from an effective survey volume of \( \sim 25 (h^{-1}\text{Gpc})^3 \). However, there is room for improvement: simple modifications or recalibrations of second-order SPT-like kernels fail to reproduce the signal of squeezed or flattened configurations even in the mildly non-linear regime [145, 146].

Using only the measurements from the simulations, Figure 3 demonstrates in terms of cumulative signal-to-noise ratio the extra-information contained in both bispectrum and i-trispectrum multipoles. More importantly, it shows their complementarity.

An extensive parameter set was chosen for the analysis. The nuisance parameters \((b_1, b_2, b_3, \sigma_P, \sigma_B, \sigma_T, A_n)\) are necessary to describe the bias relation, the finger-of-God damping and deviations from a Poisson-like shot-noise. The cosmological parameters \((f, \sigma_8, f_{nl}, \alpha_\parallel, \alpha_\perp)\) encode most of the information that clustering analyses aim to probe in a robust way.
Figure 6. Same as Figure 5 but for $f_{nl} \equiv 0$. The improvements in parameters constraints obtained by adding bispectrum and i-trispectrum multipoles to the data-vector follow the same trend and have similar magnitude as in the full (twelve parameters) case. The quantitative comparison is reported in Table 4 in Appendix E.

The inclusion of the i-trispectrum is particularly effective when considering primordial non-Gaussianity. This recovers what we described first in [97], with the substantial difference of considering a much more degenerate parameter space. Indeed both i-trispectrum monopole and quadrupoles considerably tighten the forecasted 1D 68% for the primordial non-Gaussianity of the local type amplitude parameter $f_{nl}$, with the caveat that the scale-dependent non-Gaussian halo bias effect has been neglected. It is well known that the halo bias offers an independent route to constrain $f_{nl}$ from the power spectrum of biased tracers. Nevertheless, should the proposed clustering analysis be safely extended to larger $k$’s, it may provide constraints on $f_{nl}$ competitive with those obtained from current CMB experiments.
[79], even without resorting to the scale-dependent halo bias signal. This further highlights the synergy of these different approaches.

The quadrupoles of both bispectrum and i-trispectrum notably enhance the constraints on the Alcock-Paczynski parameters. The constraints on the growth rate \( f \) and dark matter clustering amplitude normalisation \( \sigma_8 \) similarly benefit from the addition of bispectrum and i-trispectrum multipoles.

The 1-2D marginalised posterior distributions (sampled through MCMC) for the cosmological parameters are presented in Figure 5, while in Appendix E Figure 12 the full parameters set is shown. Table 2 reports the 1D 68% credible regions for the parameters derived with the baseline data-vector \([P^{(0,2)}B^{(0)}]\) together with the relative improvements obtained by adding the bispectrum quadrupoles and i-trispectrum multipoles. Figure 6 and Table 4 displays the results derived when fixing \( f_{\text{nl}} = 0 \).

When also considering \( f_{\text{nl}} \) as a free parameter, the sensitivity of the anisotropic bispectrum and i-trispectrum statistics to the different parameters can be summarised as:

- \( \alpha_\parallel \) and \( \alpha_\perp \) are better constrained by both anisotropic bispectrum and i-trispectrum (\( \sim 30\% \) when adding \( B^{(2)} \) and \( \sim 46\% \) when also adding \( T^{(2)} \));
- \( f \) and \( \sigma_8 \) constraints are considerably improved by the inclusion of \( B^{(2)} \) as well as \( T^{(0,2)} \), reaching 1D 68\% credible regions smaller by \( \sim 72\% \) for \( f \) and \( \sim 78\% \) for \( \sigma_8 \) compared to the baseline data-vector;
- \( f_{\text{nl}} \) degeneracy with other parameters is largely alleviated by both the i-trispectrum monopole and quadrupoles, with a global improvement in the 1D 68\% credible region of \( \sim 72\% \).

The PNG constraints improvement due to the i-trispectrum can be understood by noticing in Equation 2.5 the different "response" of \( B \) and \( T \) to \( f_{\text{nl}} \). While the signal in the bispectrum is purely primordial, in the i-trispectrum there is a coupling between primordial non-Gaussianity and gravitational evolution, encoded in real space by the kernel \( F^{(2)} \). In [97] (figure 4 page 17) we saw that for the bispectrum the relative impact of the primordial term with respect to the gravitational one decreased as \( k \) increased, for the i-trispectrum this remained approximately constant over the whole range of configurations (and hence scales). Compared to the bispectrum primordial term, in redshift space the presence of the kernel \( Z^{(2)} \) also implies a more complex dependence of the i-trispectrum on the PNG signal via the skew-quadrilateral orientation with respect to the line of sight. In [66] we found a similar effect, where inclusion of the redshift-space bispectrum anisotropic signal yields an improvement of the \( f_{\text{nl}} \) constraints, with a maximum error reduction of \( \sim 30\% \) when also the hexadecapole terms were added to the data-vector. In comparison Table 2 shows that only adding the i-trispectrum monopole to the baseline data-vector improves the 1D 68\% credible region for \( f_{\text{nl}} \) by \( \sim 49\% \).

It is important to consider that to achieve an error improvement of \( x\% \) (as defined in Table 2) using only the baseline statistics and without increasing the \( k_{\text{max}} \), the survey volume would have to be increased by \( \sim (1 - x/100)^{-2} \). Hence the improvement in constraints could be quantified with an equivalent volume increase \( (V_{\text{eq}}) \). For data-vectors given by different combinations of our statistics, the average improvement on the cosmological parameters reported in Table 2, with respect to the baseline \([P^{(0,2)}B^{(0)}] \) case, is:

- \( \sim 31\% \) and \( V_{\text{eq}} \approx 2.1V_{\text{obs}} \) for \([P^{(0,2)}B^{(0)}T^{(0)}] \) (29\% and \( V_{\text{eq}} \approx 2V_{\text{obs}} \) with \( f_{\text{nl}} \) fixed);
• 32% and \( V_{eq} \approx 2.2 V_{obs} \) for \( [P^{(0,2)}B^{(0,2)}] \) (36% and \( V_{eq} \approx 2.4 V_{obs} \) with \( f_{nl} \) fixed);

• 45% and \( V_{eq} \approx 3.3 V_{obs} \) for \( [P^{(0,2)}B^{(0,2)}T^{(0)}] \) (44% and \( V_{eq} \approx 3.2 V_{obs} \) with \( f_{nl} \) fixed);

• 61% and \( V_{eq} \approx 6.6 V_{obs} \) for \( [P^{(0,2)}B^{(0,2)}T^{(0,2)}] \) (56% and \( V_{eq} \approx 5.2 V_{obs} \) with \( f_{nl} \) fixed).

We find (see Figure 6 and Table 4 in Appendix E) that fixing \( f_{nl} \) to zero or leaving it as a free parameter does not significantly change the constraints (improvements trend or magnitude) for the other parameters.

The analysis presented here is still idealised in two main aspects: i) realistic surveys are not perfect boxes, their survey geometry is shaped by selection and window functions, ii) galaxies inhabit halos, and theirs sampling of the underlying dark matter distribution is not a Poisson process as simulated here. Nevertheless we do not expect that the extra layer of complications introduced by these effects would impact our findings in any significant way. Window, selection function and shot-noise affect all statistics and a lot of work in the community and in survey collaborations is going into correctly modelling and accounting for these effects. These real world effects may affect the signal to noise of a given statistics (especially when shot-noise is high), but should not significantly alter the gain (i.e. relative effect) of including anisotropic bispectrum and i-trispectrum to the more traditional data-vector. A much bigger problem would have been if the higher-order statistics here considered were dominated by the shot-noise for an object density similar to the one of current or future surveys. Here we proved that this was not the case.

We conclude with a reflection. To date, most of the cosmological constraints from galaxy surveys have been obtained from a single summary statistics, the power spectrum. In this case, to reduce error-bars on cosmology one must increase the survey volume or increase the \( k_{max} \). The sky coverage of deep, state-of-the-art galaxy redshift surveys has increased steadily over the past decade, from \( \sim 10^3 \) square degrees of 2dF or WiggleZ to \( \sim 10^4 \) square degrees of SDSS or BOSS [147–149]. The current (and next) generation of galaxy redshift surveys cover most\(^\text{11}\) of the observable volume in their targeted redshift range. However when the volume at a given redshift can not be further increased, if mildly-non-linear scales are included, it is important to consider that key cosmological information percolates to higher-order statistics. The analysis of higher-order statistics, especially in redshift space, is much more challenging and, for this reason, not as mainstream. We have shown that higher-order statistics can be modelled reliably and robustly and that cosmological constraints can be improved drastically by considering the anisotropic signal in redshift space of the bispectrum and i-trispectrum: adding these statistics to the baseline data-vector reduces statistical error on the recovered cosmology as much as would increasing quite significantly the survey volume. The result of this work motivates pursuing the measurement and interpretation of these statistics from observations despite the added challenges.
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Figure 8. Comparison between the SPT and FPT best-fit models for the bispectrum multipoles.

A Second order SPT kernels fitting

In order to extend the validity of both bispectrum and i-trispectrum models, we fitted the coefficients of the second-order standard perturbation theory real space kernels of Equation 2.3 separately for bispectrum and trispectrum. The six parameters \((f_1, f_2, f_3, g_1, g_2, g_3)\) (one set...
for the bispectrum and another set for the trispectrum) are defined so that when they are all equal to unity, the standard perturbation theory kernels derived in the Einstein-de Sitter Universe approximation are recovered. To fit these parameters we used as data-vector the mean of the 8000 measurements for both the bispectrum and i-trispectrum multipoles, \( B^{(0,2)} \) and \( T^{(0,2)} \). The covariance was estimated from the same set of simulations. The theoretical model was computed setting the cosmological parameters to their true values corresponding to the ones used to create the simulations (see Section 2.1 for more details). In the i-trispectrum case the fitted \( F^{(2)} \) and \( G^{(2)} \) have been used for both \( Z^{(2)} \) and \( Z^{(3)} \).

In Figure 7 the 1-2D marginalised posterior distributions for the fitted parameters are shown. The bispectrum best-fit values for the six-parameters are \( f_1 = 0.778 \), \( f_2 = 0.540 \), \( f_3 = 1.269 \), \( g_1 = 0.650 \), \( g_2 = 1.458 \), \( g_3 = 0.632 \) while for the i-trispectrum are \( f_1 = 0.913 \), \( f_2 = 0.803 \), \( f_3 = 0.902 \), \( g_1 = 0.233 \), \( g_2 = 0.126 \), \( g_3 = 0.127 \). Without this simple prescription and using the standard perturbation theory kernels, the resulting theoretical model would have provided a poor fit to the data, as can be seen in Figure 8 where the best-fit resulting models for SPT (dotted lines, \( f_i = g_i = 1 \) for \( i = 1, 2, 3 \)) and FPT (solid lines) are compared. Especially for the i-trispectrum we can see that for all the multipoles the ratio between theory and average measurement oscillates as a function of the skew-quadrilateral configuration. The same features are present also for the bispectrum but are less prominent. We also found that using SPT kernels even with a lower \( k_{\text{max}} = 0.09 \) hMpc\(^{-1} \) would have resulted in recovering biased best-fit parameters with respect to the true ones corresponding to the simulations cosmology. This does not happen with the suitably calibrated FTP kernels as seen in Section 3.3.

B Speeding up the evaluation of the i-trispectrum model: factorisation and grid pre-calculation (\( T\text{-Expreso} \))

The evaluation of the multi-dimensional integral given in Equation 2.9 for several quadrilaterals is too computationally expensive and time consuming to be suitable for sampling the parameters posterior with a MCMC. To bypass this technical bottle-neck we split the integrand of Equation 2.9 into terms such that the dependence on different parameters combinations can be factorised out. The various integrals can be suitably pre-computed on a grid, of reduced dimensionality, scanning the remaining parameters. In the case of the real space kernels fitting step described in Appendix A, the i-trispectrum integrand can be decomposed in a total of 35 different integrals depending on different combinations of the parameters \((f_1, f_2, f_3, g_1, g_2, g_3)\). Since we fit the kernels with the model computed at the true cosmology of the simulations, the grid is one-dimensional and the different integrals need to be pre-computed only as a function of \( \sigma_T \).

The same procedure was followed to compute the theoretical model for the i-trispectrum as a function of the bias parameters \((b_1, b_2, b_3, b_s, b_{G_2}, b_{G_3}, b_{\Gamma_3})\) and the cosmological parameters \((f, \sigma_8, f_{\text{nl}})\). The redshift space kernels dependence on different combinations of the bias parameters \(b_1, b_2, b_3, b_s, b_{G_2}, b_{G_3}, b_{\Gamma_3}\) and the growth rate \(f\) is \((\sigma_8, B \text{ for } B \text{ and } T \text{ acts only as a renormalisation of the matter power spectrum in Equations 2.4})\):
\[ Z^{(1)}[\mathbf{k}] = b_1 + f \, \mu^2, \]
\[ Z^{(2)}[\mathbf{k}_1, \mathbf{k}_2] = b_1 \, F^{(2)}[\mathbf{k}_1, \mathbf{k}_2] + f \mu_1^2 \, G^{(2)}[\mathbf{k}_1, \mathbf{k}_2] + \frac{b_2}{2} + \frac{b_3}{2} \, S^{(2)}[\mathbf{k}_1, \mathbf{k}_2] \]
\[ + \frac{b_1 \mu^2}{2} \left[ \mu_1^2 + \mu_2^2 + \mu_1 \mu_2 \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right) \right] + f^2 \left[ \mu_1^2 \mu_2^2 + \frac{\mu_1 \mu_2}{2} \left( \mu_1^2 \frac{k_1}{k_2} + \mu_2^2 \frac{k_2}{k_1} \right) \right], \]
\[ + b_1 f \left\{ F^{(2)}[\mathbf{k}_2, \mathbf{k}_3] \left[ \mu_1^2 + \mu_1 \mu_2 \frac{k_{23}}{k_1} \right] + G^{(2)}[\mathbf{k}_2, \mathbf{k}_3] \left[ \mu_2^2 + \mu_1 \mu_2 \frac{k_{23}}{k_1} \right] \right\} \]
\[ + f^2 G^{(2)}[\mathbf{k}_2, \mathbf{k}_3] \left( 2 \mu_1^2 \mu_2^2 + \mu_1 \mu_2 \frac{k_{23}}{k_1} + \mu_1 \mu_2 \frac{k_{23}}{k_1} \right) \]
\[ + \left( 2 b_2 + 4 b_3 S_2 \right) \left[ \mathbf{k}_2, \mathbf{k}_3 \right] F^{(2)}[\mathbf{k}_2, \mathbf{k}_3] \]
\[ + \frac{b_2 f}{2} \left( \mu_1^2 + \mu_1 \mu_2 \frac{k_{23}}{k_1} + b_3 f \, S^{(2)}[\mathbf{k}_2, \mathbf{k}_3] \left( \mu_1^2 + \mu_1 \mu_2 \frac{k_{23}}{k_1} \right) \right) \]
\[ + b_1 f^2 \left[ \mu_1^2 \mu_3^2 + \mu_1 \mu_2 \mu_3 \frac{k_3}{k_1} + \mu_1 \mu_2 \mu_3 \frac{k_2}{k_1} + \frac{1}{2} \left( \mu_1 \mu_2 \frac{k_3}{k_1} + \mu_1 \mu_2 \frac{k_2}{k_1} + \mu_2 \mu_3 \frac{k_1}{k_2 k_3} \right) \right] \]
\[ + f^3 \left[ \mu_1^2 \mu_2^2 \mu_3^2 + \frac{3}{2} \left( \mu_1 \mu_2 \mu_3^2 \frac{k_3}{k_1} + \mu_1 \mu_2 \mu_3^2 \frac{k_2}{k_1} + \mu_2 \mu_3 \mu_1^2 \frac{k_1^2}{k_2 k_3} \right) \right] \]
\[ + b_3 + b_{G_2} G_2 \left[ \mathbf{k}_2, \mathbf{k}_3 \right] + b_{G_3} G_3 \left[ \mathbf{k}_1, \mathbf{k}_2, \mathbf{k}_3 \right] + b_{\Gamma_3} \Gamma_3 \left[ \mathbf{k}_1, \mathbf{k}_2, \mathbf{k}_3 \right]. \] 

(B.1)

\( F^{(3)} \) and \( G^{(3)} \) are the third order SPT kernels for the over-density and velocity divergence fields, while \( S^{(2)}[\mathbf{k}_a, \mathbf{k}_b] = (k_a k_b)^2 / (k_a k_b)^2 - 1 / 3 \). The third order bias parameters \( (b_{G_2}, b_{G_3}, b_{\Gamma_3}) \) and related kernels are given in [125], assuming local bias in Lagrangian space these parameters can be expressed in terms of \( b_1, b_2 \) and \( b_3 \) as for \( b_3 = -\frac{4}{7} (b_1 - 1) \) [126, 127].

Considering the two terms making up the gravitational collapse component of the trispectrum, one proportional to \( \propto Z^{(1)} Z^{(1)} Z^{(2)} Z^{(2)} \) and the other to \( \propto Z^{(1)} Z^{(1)} Z^{(1)} Z^{(3)} \), we find that they can be decomposed into 56 terms, each of them proportional to a different combination of the bias parameters and \( f \). For the primordial non-Gaussian signal contained in the i-trispectrum there are a total of 18 different integrals that can be pre-computed in the same way.

As a short notation each term will be labelled using only the specific parameters combination in front of it, for example \( b_1 f \). To differentiate between terms belonging to different kernels we will write, \( b_1 f \) for \( Z_3 \)’s terms and \( b_1 \bar{f} \) for \( Z_3 \). Then a decomposition for the trispectrum gravitational component reads (analogously to what done in [150] for the bispectrum):
\[ T^n (k_1, k_2, k_3, k_4) = b_1^2 \bar{c}_1^2 + b_1^2 \bar{c}_1 \]
\[ + 2 b_1^2 \bar{b}_1 \bar{f} + 2 b_1 f \bar{b}_1^2 + b_1^2 \bar{f} + 3 b_1^2 f \bar{b}_1 \]
\[ + 2 b_1^2 \bar{b}_1 \bar{f} + 2 b_1^2 f \bar{b}_1^2 + 4 b_1 f \bar{b}_1 b_1 f + b_1^2 \bar{f} + 3 b_1^2 f \bar{b}_1 f \]
\[ + 2 f^2 \bar{b}_1 \bar{f} + 2 b_1 f \bar{f}^2 + f^3 \bar{b}_1 + 3 b_1 f^2 \bar{f} + f^2 \bar{f}^2 + f^3 \bar{f} \]
\[ + 2 f^2 \bar{f}^2 + f^3 \bar{f}^2 \]
\[ + 2 b_1^2 \bar{b}_1 \bar{f} \bar{f}^2 + 2 b_1 f (b_1 \bar{f})^2 + b_1^2 f^3 \bar{b}_1 \bar{f}^2 \]
\[ + b_1^2 f^2 + f^2 (b_1 \bar{f})^2 + 4 b_1 f \bar{b}_1 f \bar{f}^2 + 3 b_1^2 f \bar{f}^3 + 3 b_1 f^2 \bar{b}_1 f^2 \]
\[ + 2 f^2 b_1 \bar{f} + 2 f^2 \bar{f} b_1 \bar{f} + 2 b_1 f \bar{f}^2 + f^3 b_1 \bar{f} + 3 b_1 f^2 \bar{f}^3 \]
\[ + b_1^2 \bar{f}^2 + f^2 \bar{f}_1 f + 4 b_1 f \bar{b}_1 f \bar{f} + 3 b_1^2 f \bar{f}^3 + 3 b_1 f^2 \bar{b}_1 \bar{f}^2 \]
\[ + 2 b_1^2 \bar{f} \bar{f}^2 + 2 f^2 b_1 \bar{f} \bar{f} + 4 b_1 f \bar{b}_1 f \bar{f}^2 + 3 b_1^2 f \bar{f}^3 + 3 b_1 f^2 \bar{b}_1 \bar{f} \bar{f} \]
\[ + 2 f^2 \bar{b}_1 b_1 f + 4 b_1 f b_1 f \bar{f}^2 + 3 b_1^2 f \bar{f}^2 + 3 b_1 f^2 b_1 \bar{f} \]
\[ + 2 b_1^2 \bar{b}_1 \bar{f} + 4 b_1 f \bar{b}_1 f \bar{f} + 3 b_1^2 f \bar{f}^2 + 3 b_1 f^2 \bar{b}_1 \bar{f} \bar{f} \]
\[ + 2 f^2 b_1 \bar{f} + 2 f^2 \bar{f} b_1 \bar{f} + 2 b_1 f \bar{f}^2 + f^3 b_1 \bar{f} + 3 b_1 f^2 \bar{f}^3 \]
\[ + b_1^2 \bar{f}^2 + f^2 \bar{f}_1 f + 4 b_1 f \bar{b}_1 f \bar{f} + 3 b_1^2 f \bar{f}^3 + 3 b_1 f^2 \bar{b}_1 \bar{f}^2 \]
\[ + 2 b_1^2 \bar{b}_1 \bar{f} + b_1^2 \bar{b}_1 \bar{f} + b_1^2 \bar{b}_1 \bar{f} \]
\[ + 2 b_1^2 \bar{b}_1 \bar{f} + 4 b_1 f \bar{b}_1 \bar{f} + 3 b_1^2 f \bar{f}^2 + 2 b_1^2 f \bar{f}^2 + 3 b_1 f^2 \bar{b}_1 \bar{f} \]
\[ + 2 b_1^2 \bar{b}_1 \bar{f} + b_1^2 \bar{b}_1 \bar{f} + 2 b_1 \bar{f} b_1 \bar{f} + b_1^3 \bar{b}_1 \bar{f} \]
\[ + b_1^2 \left( b_1 \bar{f} \right)^2 + b_1^2 b_1 \bar{f} \]
\[ + 2 f^2 \bar{b}_1 \bar{f}^2 + f^3 b_1 \bar{f} + 2 f^2 \bar{b}_1 \bar{f}^2 \]
\[ + 2 f^2 \bar{f} b_1 f \bar{f} + f^3 b_1 \bar{f} + 2 f^2 \bar{f} b_1 f \bar{f} + f^3 b_1 \bar{f} \]
\[ + 2 f^2 b_1 \bar{f} \bar{f}^2 + 2 f^2 b_1 \bar{f} \bar{f}^2 + f^3 b_1 \bar{f} \bar{f}^2 + 3 b_1 f^2 \bar{f} \bar{f} \]
\[ + 2 b_1^2 \bar{b}_1 \bar{f} + b_1^2 \bar{b}_1 \bar{f} + 2 b_1^2 \bar{b}_1 \bar{f} + 2 b_1 \bar{f} \bar{b}_1 \bar{f} + b_1^3 \bar{b}_1 \bar{f} \]
\[ + f^2 \bar{f}^2 + f^3 \bar{f}^3 \]
\[ + b_1^2 b_2^2 + 2 b_1^2 b_2 \bar{b}_s + b_1^2 \bar{b}_s^2 \]
\[ + f^2 \bar{b}_2^2 + 2 f^2 b_2 \bar{b}_s + f^2 \bar{b}_s^2 \]
\[ + 2 b_1 f \bar{b}_2^2 + 4 b_1 f \bar{b}_2 \bar{b}_s + 2 b_1 f \bar{b}_s^2 \]
\[ + b_1 \left( \bar{b}_2 + \bar{b}_3 + \bar{b}_4 \right) \]
\[ + f^3 \left( \bar{b}_2 + \bar{b}_3 + \bar{b}_4 \right) \]
\[ + 3 b_1 f \left( \bar{b}_2 + \bar{b}_3 + \bar{b}_4 \right) \]
\[ + 3 b_1 f^2 \left( \bar{b}_2 + \bar{b}_3 + \bar{b}_4 \right) \]
\[ + b_3 \left( \bar{b}_2 + \bar{b}_3 + \bar{b}_4 \right) \], \quad (B.2)
where for the sake of shortness some similar terms have been written on the same line with simply a larger spacing. The primordial trispectrum term decomposition reads:

\[
T_{\text{PNG}}(k_1, k_2, k_3, k_4) = b_1^2 b_1 + b_1^2 \hat{f} + b_1^2 b_2 + b_1^2 b_3 + b_1^2 \hat{b}_1 + b_1^2 \hat{f}^2 \\
+ f^3 b_1 + f^3 \hat{f} + f^3 b_2 + f^3 \hat{b}_3 + f^3 \hat{f} + f^3 \hat{f}^2 \\
+ 3b_1^2 f b_1 + 3b_1^2 \hat{f} + 3b_1^2 f b_2 + 3b_1^2 \hat{b}_3 + 3b_1^2 f b_1 \hat{f} + 3b_1^2 \hat{f}^2 \\
+ 3b_1 f^2 b_1 + 3b_1 f^2 \hat{f} + 3b_1 f^2 b_2 + 3b_1 f^2 \hat{b}_3 + 3b_1 f^2 b_1 \hat{f} + 3b_1 f^2 \hat{f}^2 .
\]

The grid of pre-computed integrals is three-dimensional since both Alcock-Paczynski parameters and trispectrum FoG parameter \(\sigma_T\) cannot be factorised as for the bias parameters, being coupled with the angular dependence of the \(k\)-vectors with the line of sight. For \(\alpha_\parallel\) and \(\alpha_\perp\) the grid spans the interval \([0.96, 1.04]\) while for \(\sigma_T\) the range is \([3.5, 6.5]\). Of course, for a practical application to real data where the best fit parameters are not known a priori, these ranges and grid sampling would need to be extended. In the specific case of this analysis, having to compute more than 70 integrals for the monopole and quadrupoles of each of the 700 quadrilaterals at every node of the grid, the range and number of grid points for each parameter was chosen as small as possible to save computational time. This corresponded to computing all the terms for \(9^3 = 729\) nodes.

### C Shot-noise terms

It is well known that the power spectrum, bispectrum and i-trispectrum of discrete distributions have additional "shot noise" contributions, which as often refereed to as \(P_{\text{SN}}\), \(B_{\text{SN}}\) and \(T_{\text{SN}}\) respectively. For Poisson shot noise these terms’ expressions (e.g., [80]) are proportional to powers of \(1/n_p\) where \(n_p\) denotes the number density of tracers, or, in this case particles.

To account for the shot-noise contribution in all the measured statistics, we followed two separate approaches both based on corrections given in the literature e.g., [80]. For both power spectrum and bispectrum the shot-noise was directly measured from each individual simulation and subsequently subtracted from the measured \(n\)-point correlator in Fourier space:

\[
\hat{P}^{(0)}(k) = \langle \delta^{(0)}(k) \delta^{(0)}(k) \rangle - \frac{1}{n_p},
\]

\[
\hat{P}^{(2)}(k) = \langle \delta^{(2)}(k) \delta^{(0)}(k) \rangle ;
\]

\[
\hat{B}^{(0)}(k_1, k_2, k_3) = \langle \delta^{(0)}(k_1) \delta^{(0)}(k_2) \delta^{(0)}(k_3) \rangle - \left( \hat{P}^{(0)}(k_1) + \hat{P}^{(0)}(k_2) + \hat{P}^{(0)}(k_3) \right) \frac{1}{n_p} + \frac{1}{n_p^2} 
\]

\[
\hat{B}^{(200)}(k_1, k_2, k_3) = \langle \delta^{(2)}(k_1) \delta^{(0)}(k_2) \delta^{(0)}(k_3) \rangle - \hat{P}^{(2)}(k_1) \frac{1}{n_p} .
\]

For the i-trispectrum, the shot-noise correction contains terms proportional to the bispectrum which in turns depends on the possible values of the skew-quadrilateral diagonal \(D\). Instead of using the average value of \(D\) as done in [97], we opted for the more precise choice of using
an analytical expression, integrating over all the possible values of $D$:

$$\hat{T}^{(0)}(k_1, k_2, k_3, k_4) = \langle \delta^{(0)}(k_1) \delta^{(0)}(k_2) \delta^{(0)}(k_3) \delta^{(0)}(k_4) \rangle - \frac{1}{3} \sum_{k_1, k_2, k_3, k_4} \frac{1}{16\pi^2 \Delta D} \int_{D_{\text{min}}}^{D_{\text{max}}} dD \int_{-1}^{+1} d\mu_D \int_0^{2\pi} d\phi_{12} \int_0^{2\pi} d\psi \times \left\{ \frac{1}{n_p} (B(k_1, k_2, k_3 + k_4) + 5 \text{ p.}) + \frac{1}{n_p^2} (P(k_1) + 3 \text{ p.} + P(k_1 + k_2) + 5 \text{ p.}) + \frac{1}{n_p^3} \right\} \times L_2(\mu_1) \right.$$  

$$\hat{T}^{(2000)}(k_1, k_2, k_3, k_4) = \langle \delta^{(2)}(k_1) \delta^{(0)}(k_2) \delta^{(0)}(k_3) \delta^{(0)}(k_4) \rangle - \frac{1}{3} \sum_{k_1, k_2, k_3, k_4} \frac{1}{16\pi^2 \Delta D} \int_{D_{\text{min}}}^{D_{\text{max}}} dD \int_{-1}^{+1} d\mu_D \int_0^{2\pi} d\phi_{12} \int_0^{2\pi} d\psi \times L_2(\mu_1) \right.$$  

$$\hat{T}^{(0)}(k_1, k_2, k_3, k_4) = \langle \delta^{(0)}(k_1) \delta^{(0)}(k_2) \delta^{(0)}(k_3) \delta^{(0)}(k_4) \rangle - \frac{1}{3} \sum_{k_1, k_2, k_3, k_4} \frac{1}{16\pi^2 \Delta D} \int_{D_{\text{min}}}^{D_{\text{max}}} dD \int_{-1}^{+1} d\mu_D \int_0^{2\pi} d\phi_{12} \int_0^{2\pi} d\psi \times L_2(\mu_1) \right.$$  

$\text{(C.2)}$

Notice that, in real data analysis situation, a more flexible approach would consist in using an analytical prescription for the shot-noise correction of all the statistics, recomputing it at each likelihood evaluation as already done for the theoretical model of each statistics.

To check the accuracy of the shot-noise subtraction from the measurements, we measure the same statistics from the simulations at full-density. Using all the dark matter particles available, the average density is $\sim 1000$ larger and hence the shot-noise correction is negligible with respect to the signal. In Figures 9, for the bispectrum, and 10, for the i-trispectrum, the difference between the statistics measured on the down-sampled and full-density simulations, before shot-noise subtraction is shown in blue. In orange the same differences are displayed after the shot-noise removal from the measurements. these figures show that the adopted shot-noise prescription is satisfactory in reproducing the signal as measured from the full-density simulations.

In the modelling for the different terms, to account for deviations from Poissonian shot-noise we included the parameter $A_n$ in the following way:

$$P \rightarrow P + \frac{A_n}{\alpha_\parallel \alpha_\perp} \times P_{\text{SN}}$$

$$B \rightarrow B + \frac{A_n}{\alpha_\parallel^2 \alpha_\perp} \times B_{\text{SN}}$$

$$T \rightarrow T + \frac{A_n}{\alpha_\parallel \alpha_\perp^2} \times T_{\text{SN}} \right.$$  

$\text{(C.3)}$
Figure 9. Difference for the bispectrum multipoles between measurements on the full density and randomly undersampled simulations (0.037% of the original number of particles). Two cases are shown: before (blue) and after (orange) shot-noise term subtraction. The blue dots and orange triangles represent the mean of the differences for the 8000 simulations while the error-bars correspond to the standard deviation of the difference for each quadrilateral. Especially for the bispectrum monopole subtracting the shot-noise has a not-negligible impact in correctly measuring the statistic.

where the expressions for $P_{SN}$, $B_{SN}$ and $T_{SN}$ can be obtained by looking at the terms on the right hand sides of Equations C.1 and C.2 proportional to powers of $n_p$.

D Sellentin-Heavens vs. Hartlap correction

It is well known that if the covariance for a data-vector of size $p$ is estimated by a set of $n$ simulations (or realisations) where $n > p$, the estimated covariance will be approximated, the
approximation being increasingly better in the regime where \( n \gg p \). Several corrections have been proposed to account for this, the most widely used being the Hartlap correction [142]. Reference [143] on the other hand is the definitive treatment on this issue, demonstrating

---

**Figure 10.** Same as Figure 9 but for the i-trispectrum case. Also in this case subtracting the shot-noise term as described in equation C.2 allows to recover from the undersampled catalogues compatible measurements of the i-trispectrum with the ones obtained using the full density catalogues.
that the full form of the likelihood need to be corrected (SH). Here we briefly review the two approaches and show the correspondence between the two corrections to the level of the curvature of the likelihood at its maximum. In Section 3.2 when implementing the (S/N) estimate and the Fisher matrix forecasts we use the Hartlap correction, while in Section 3.3 when performing MCMCs we correct the likelihood by implementing SH. This appendix motivates this choice.

According to the Hartlap prescription, if the numerically-estimated covariance is $\Sigma$, then its inverse needs to be corrected by the factor $a_H = (n - p - 2)/(n - 1)$. In practice the correction is applied to the Likelihood or the $\chi^2$ as:

$$\ln L = C - \frac{a_H}{2} \chi^2,$$

(D.1)

where $C$ denotes a constant. For $n \gg p$, $a_H \rightarrow 1$.

Note that since the correction is a constant factor that does not depend on the theory model, the parameters values etc. the Hartlap correction just re-scales the covariance by $1/a_H$, and this just re-scales the errors by $1/\sqrt{a_H}$. For example when doing Fisher matrix-based error forecasts with numerically estimated covariances, by applying the Hartlap correction, the errors will be re-scaled by $1/\sqrt{a_H}$, which for $n \gg 1$ and $n \gg p$ gives

$$a_H \approx 1 - \frac{p}{n} \quad \text{and thus} \quad \frac{1}{\sqrt{a_H}} \approx 1 + \frac{p/2}{n},$$

(D.2)

Hence errors become bigger compared to the naive estimate.

In the SH approach [143], the correction is to the likelihood and is given by\(^{12}\): \(\text{Ln } L = C' - \frac{n}{2} \ln \left[1 + \frac{\chi^2}{(n-1)}\right],\)

(D.3)

where $C'$ is a constant. Note that it seems that the explicit dependence on $p$ has disappeared (but read on).

One could be tempted to apply this correction to Fisher-based forecasts considering that the Fisher matrix, $F_{ij}$, is given by the second derivative of the log-likelihood evaluated at the maximum.

$$F_{ij} = \frac{n}{2} \left(\frac{\partial^2 \chi^2}{(n-1)(n-1 + \chi^2)}\right)_{\text{max}}.$$

(D.4)

So if we can say that at the maximum likelihood $\chi^2 = p$ then for Fisher the SH correction becomes:

$$a_{SH} = \frac{n}{(n-1)(1+p/(n-1))} = \frac{n}{(n-1 + p)} \rightarrow_{n \gg 1} \frac{n}{p + n} \sim \frac{1}{1 + p/n},$$

(D.5)

and the explicit dependence on $p$ has reappeared.

In analogy to the Hartlap case, for $p \gg n$ we obtain that:

$$\frac{1}{\sqrt{a_{SH}}} \sim 1 + \frac{p}{2n}.$$

(D.6)

\(^{12}\)For a clear and succinct summary see https://www.imperial.ac.uk/people/a.heavens/research.html under "The Hartlap Correction"
In general:
\[ \frac{a_{SH}}{a_H} = \left( 1 - \frac{p + 2}{n} \right) \left( 1 + \frac{p}{n - 1} \right), \]
which is always \( \leq 1 \).

In the regime where \( n \gg 1 \) and \( p \gg 2 \), because this is the challenging regime, where not necessarily \( n \gg p \) but still \( p/n < 1 \), we can write:
\[ \frac{a_{SH}}{a_H} \sim \left( 1 - \frac{p}{n} \right) \left( 1 + \frac{p}{n} \right) = \left( 1 - \left( \frac{p}{n} \right)^2 \right). \]

In rescaling the Fisher-estimated errors the quantity that matters is
\[ \sigma_{SH}/\sigma_H = \sqrt{\frac{a_H}{a_{SH}}} \sim 1 + \frac{1}{2} \left( \frac{p}{n} \right)^2, \]
if \( p/n \) sufficiently smaller than 1. This simply says that the curvature of the SH likelihood is larger than for a Gaussian likelihood, it however does not mean that the 1,2 or 3 \( \sigma \) errors are smaller: the SH distribution is more peaked at the core and has broader wings than the Gaussian Hartlap approximation. [151] shows that the 1-sigma confidence level of Hartlap and the full SH likelihood are actually quite similar. However the (correct) SH likelihood yields larger errors at the 2 \( \sigma \) level and beyond.

For this reason we use the Hartlap correction for the Fisher and signal-to-noise calculations but we use the correct SH likelihood for the MCMC runs.

We worry that for the highest \( k_{\text{max}} \) the number of simulations we have does not put us safely in the \( n \ll p \) regime. So we estimate the data-vector’s covariance using both 2000 and 8000 simulations and apply then the two different corrections to the inverse matrix. In Fig. 11 the dark coloured points are relative to the \((S/N)\) computed from the covariances estimated using only 2000 different realisations. The transparent points correspond to the same quantities but with the covariance estimated from 8000 simulations. Looking at the data-vector containing the trispectrum quadrupoles (green) which corresponds to the largest data-vector case, it is clear that even in this case the number of simulations is sufficient to yield a reliable estimate of the \( S/N \).

E Additional material

In Table 3 are reported the 1D 68% credible regions for the nuisance parameters together with the relative improvement on constraints due to the addition of bispectrum and i-trispectrum multipoles to the data-vector.

Table 4 compares the constraints and relative improvements for both cases of \( f_{nl} \) kept constant to zero and for \( f_{nl} \) free to vary. In terms of constraints improvements, reducing the parameter space, does not affect the impact of adding bispectrum and i-trispectrum multipoles to the data-vector.

In Figure 12 the full parameters set marginalised 1-2D posterior distributions are shown for the case including \( f_{nl} \) free to vary.
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