Probing Semantic Grounding in Language Models of Code with Representational Similarity Analysis
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\textbf{Abstract.} Representational Similarity Analysis is a method from cognitive neuroscience, which helps in comparing representations from two different sources of data. In this paper, we propose using Representational Similarity Analysis to probe the semantic grounding in language models of code. We probe representations from the CodeBERT model for semantic grounding by using the data from the IBM CodeNet dataset. Through our experiments, we show that current pre-training methods do not induce semantic grounding in language models of code, and instead focus on optimizing form-based patterns. We also show that even a little amount of fine-tuning on semantically relevant tasks increases the semantic grounding in CodeBERT significantly. Our ablations with the input modality to the CodeBERT model show that using bimodal inputs (code and natural language) over unimodal inputs (only code) gives better semantic grounding and sample efficiency during semantic fine-tuning. Finally, our experiments with semantic perturbations in code reveal that CodeBERT is able to robustly distinguish between semantically correct and incorrect code.
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1 Introduction

Recent development in deep neural network-based (DNN) language modeling has brought in great advancements in various data-driven artificial intelligence (AI) technologies. With the increasing scale of data repositories, the usage of language models in various data-driven AI applications has increased as well. This has brought in a new paradigm of \textit{Language-Model-as-a-Service} \cite{17}. Under this paradigm, language models trained on huge web data are available as cloud platforms, and enable natural language interfaces to various AI applications, as well as provide rich features for various downstream applications such as sentiment analysis, question answering, text completion, etc.
Recent efforts in building AI-based assistive technologies in code and software has seen development of big code datasets and repositories \cite{7,9,15}. Hence, in parallel to the progress in developing DNN language models for natural language, there has been a recent spurt in developing language models for code (LMC) \cite{6,2,5,18}. Representations obtained from LMCs are used as features for a variety of downstream applications such as code search, code translation, code refinement, bug detection, data wrangling, querying databases, etc. Traditionally, the representations from language models are either evaluated against downstream tasks (extrinsic evaluation), or are probed for specific knowledge (intrinsic evaluation). A robust language model of code is ideally expected to capture the actual meaning of the code text (semantics) and not just its surface level form-based statistical patterns. As the underlying code repository and databases become large and complex, semantic grounding becomes quite important to avoid spurious outcomes.

Auto-regressive LMCs like Codex (GPT-3) \cite{5} can be probed for such semantic grounding with code-generation tasks as shown in Figure 1. This can either be achieved by generating code for a given natural language description and testing it against input-output (IO) specifications \cite{3}, or by generating the correct return sequences for a given function \cite{5}. These methods though complete from a semantic evaluation perspective, pose several limitations. Firstly, these are extrinsic evaluation methods which only focus on generating form-level tokens, which does not guarantee true semantic grounding \cite{4}. Secondly, for tasks not involving code-generation and for the tasks that involve scaling to large code
databases, the representations obtained from a LMC are more important than the its ability to generate code and text (Figure 1). Hence, intrinsic evaluation methods become necessary for evaluating the semantic grounding under such settings. Finally, for encoder-only models like CodeBERT [6], code-generation is not technically feasible, which is a requirement for testing semantic grounding against IO specifications.

In this work we propose using Representational Similarity Analysis (RSA) [10] to probe the semantic grounding in the representations from LMCs. Unlike the other previous intrinsic evaluation methods, RSA is a method from cognitive neuroscience which offers a flexible intrinsic evaluation setting which is agnostic to various properties of the representations like their source, size, structure, modality, etc. Hence, RSA becomes a good choice to evaluate the representations obtained from LMCs against a ground truth semantic representation. In this work we probe CodeBERT with RSA. We use a code’s natural language description as its ground truth semantic representation. Through our experiments we show how RSA can be utilized to evaluate various aspects of research and development in using LMCs for various data-driven code intelligence tasks. Specifically, we aim to use RSA-based semantic grounding evaluation to study the following:

1. The localization of semantic knowledge in different layers of CodeBERT.
2. The impact of size of the fine-tuning datasets on the semantic grounding in CodeBERT.
3. The impact of modality of code repositories (unimodal vs. bimodal) on the semantic grounding in CodeBERT.
4. The robustness of CodeBERT model against semantic perturbations in the code.

2 Background

Recent progress in deep learning based transformer language modeling has resulted in development of various language models of code (LMCs). LMCs can be broadly classified into two categories: auto-regressive models and encoder-only models. Auto-regressive models like PL-BART [2], Codex (GPT-3) [5], and CodeT5 [18] are pre-trained to generate code and text. Whereas, encoder-only models like CodeBERT [6] are pre-trained to encode representations of code, and do not generate any code or text. Depending on their category and their neural architecture, the LMCs are pre-trained with a variety of pre-training objectives by using huge multimodal (natural language and programming language) datasets [7,15].

LMCs have various data-driven applications in programming and software engineering. These include natural language based code search [9], code translation and refinement [13], code repair and bug detection [13], and natural language interfaces to databases [19]. Representations from pre-trained LMCs are used to enable such applications in practical deployments. LMCs are usually fine-tuned
with a relatively smaller dataset for the target downstream application before deployment. This process is usually quite resource-heavy in terms of data annotation costs and fine-tuning computing costs. Hence, getting an estimate of optimal amount of fine-tuning for robust deployments is very important. LMCs are usually evaluated against standard tasks and benchmarks [13,9]. While most such recent LMCs show great performance on such benchmarks, the true code understanding capabilities of these models are still being tested with semantically challenging extrinsic evaluation settings [3,5]. We extend such semantic evaluations into the intrinsic evaluation paradigm by probing the representations from these LMCs for semantic grounding.

Representational Similarity Analysis (RSA) is a method from cognitive neuroscience, originally invented to compare representations of neural and physiological data and signals from different sources [11,10]. Recent work in natural language processing research has focused on using RSA for various interpretability studies with language models. Previously, RSA has been used to ground neural representations from language models to that in the human brain [8]. RSA has also been used to probe contextual semantic and syntactic information in language models [1,12]. RSA has also been proved to be quite useful in studying the effect of fine-tuning on natural language models [14]. Given the versatility of the RSA method, and its successful application in evaluating natural language models, it becomes a great choice to perform intrinsic evaluation of LMCs.

3 Experimental Setup

In this section we describe the setup required for our experiments. We discuss the details of the dataset used in our experiments in Section 3.1. Whereas, the description of our RSA-based probing approach is explained in Section 3.2. Finally, we discuss our experiments and their outcomes in Section 4.

3.1 Dataset

We use the IBM CodeNet dataset [15] for all our experiments. The dataset comprises 4000 coding problems with submissions in multiple programming languages. The problem descriptions in the dataset can be used as a natural language (NL) modality. Whereas, the code submissions to these problems can be used as a programming language (PL) modality. Hence each sample in the dataset can be viewed as a NL-PL pair. The dataset is available in the form of web files (HTML) for problem descriptions and spreadsheet files for problems and code submissions related metadata. While the original CodeNet dataset comprises of code samples from over 50 programming languages, we only focus on the six programming languages supported by CodeBERT as shown in Table 1. We sub-sample and clean the CodeNet dataset as per the requirements for our RSA-based semantic grounding probing experiments.

To generate the test data, we filter out 255 problems such that each problem has a correct submission, and a wrong submission in each of the six programming
languages under consideration: Go, Java, JavaScript, PHP, Python, and Ruby. In order to generate the training data, we filter out 808 problems (708: Training, 100: Validation), such that each problem has at least one correct submission for each of the six programming languages. Given the noisy metadata files from the CodeNet dataset, we manually extract the problem descriptions from the raw problem description web files in the dataset. The extracted set of problem descriptions is multilingual (non-English descriptions) in nature. We translate all the problem descriptions to English using an off the shelf translation tool: DeepL. The translations obtained from DeepL are manually checked for any errors. The final dataset statistics are shown in Table 1. The test data split is used to perform the RSA-based probing for semantic grounding in CodeBERT. On the other hand the training data split is used to fine-tune the CodeBERT model, in order to inspect the role of fine-tuning on its semantic grounding. The original IBM CodeNet dataset can be found [here]. Our cleaned and modified version of the IBM CodeNet dataset will be available on request.

### 3.2 Representational Similarity Analysis (RSA)

Given \( N \) natural language description - code snippet pairs (NL-PL): we first obtain the code representations \( \{C_k\} \) from the code snippets with CodeBERT. Similarly, we obtain the semantic representations \( \{S_k\} \) from the natural language descriptions with BERT, where \( k \in [1, N] \). For ablation purposes, we extract code representations under two different input settings: Unimodal (PL-only) and Bi-modal (NL and PL) as supported by the CodeBERT model. Next, we construct the individual representational geometries \( G \in \mathbb{R}^{N \times N} \) for \( \{C_k\} \) and \( \{S_k\} \) by computing the pairwise dissimilarities between all the samples in the dataset:

\[
G_C = \{1 - \text{similarity}(C_i, C_j)\} \quad (1)
\]

\[
G_S = \{1 - \text{similarity}(S_i, S_j)\} \quad (2)
\]

where, \( i, j \in [1, N] \)

---

Table 1: The number of NL-PL sample pairs across the six programming languages used by CodeBERT in the final dataset. *JS: JavaScript
The final representational similarity score \( RS \) between the code and semantic representations can then be obtained by finding the similarity between the two representational geometries:

\[
RS(C,S) = \text{similarity}(G_C, G_S)
\]

A higher \( RS \) value can then be interpreted as higher semantic grounding in the representations of code. We use Spearman correlation coefficient as the similarity measure while calculating the pair-wise dissimilarities between the samples, as well as the similarities between the two representational geometries. We obtain statistically significant similarity scores throughout our experiments with correlation p-values < 0.05. A schematic overview of using RSA with representations from the CodeBERT model is shown in Figure 2. While Figure 2 shows Unimodal setting with CodeBERT (PL-only), we perform RSA with Bi-modal setting as well (NL and PL).

4 Experiments

Previous work in language model probing has tried to analyze various semantic knowledge localization trends in the layers of a language model [16].

Localization studies aim to find out which layer and parameters of a neural network capture the maximum amount of specific knowledge.
understand the model dynamics, as well as in selecting the best representations for downstream applications. Hence, we first begin by evaluating the semantic grounding in the pre-trained CodeBERT model with the default bimodal input setting. We perform RSA with all 13 representations from the pre-trained CodeBERT model. We use the Correct code samples from the Test split of the data here. We observe that the semantic grounding is consistently low for the pre-trained model (Figure 3x0) across all the layers and programming languages with no particular localization trends. This indicates that the pre-trained CodeBERT model shows low levels of semantic understanding for code data, and directly using the representations from the pre-trained model in downstream practical applications might not yield robust performance. Taking this into consideration, we probe various practically motivated aspects of semantic grounding in LMCs:

### 4.1 Semantic Fine-tuning

We start our experiments by evaluating layer-wise representational similarity scores for CodeBERT model. We visualize the extent of similarity and representative semantic grounding through heatmap plots as shown in Figure 3. We plot a separate heatmap for each of the six programming languages used by CodeBERT. The X-axis of each heatmap represents the layer of the CodeBERT

---

6 Embedding (layer 0) + Encoder blocks (layer 1-12)
model. The Y-axis of each heatmap represents the amount of fine-tuning data used to induce semantic knowledge in the CodeBERT model. The heatmap gradient represents the RSA similarity score, which is representative of the amount of semantic grounding as discussed in Section 3.2.

Firstly, we observe that the pre-trained CodeBERT model does not show significantly low semantic grounding across all the layers and programming languages (as seen in the first row of each heatmap). Since the original pre-training tasks used by the CodeBERT model do not induce enough semantic knowledge in its representations as seen in Figure 3, we evaluate how the amount of downstream semantic fine-tuning affects the model’s semantic grounding. We divide the training data of each programming language into six splits, where number of samples are increased in the power of 2 at every step: x0, x1, x2, x4, x8, x16, and x32. We use the NL-PL pairs in the training data to fine-tune the model on the semantically relevant task of semantic code search - one of the major downstream applications of code representations. We observe that fine-tuning the model helps with inducing semantic grounding in the representations (Figure 3). Even fine-tuning on a very small number of samples, significantly increases the semantic grounding. Most of the semantic grounding is localized in the deeper layers of the model (right half of the heatmaps), which is similar to that of previous natural language models [16]. We also observe that the semantic grounding peaks at the pre-final layer. This shows that using representations from the final-layer or from the pre-trained model might not be optimal for data-driven downstream code applications. This also reveals that large multimodal datasets of NL-PL code samples are not required to induce high levels of semantic grounding in the CodeBERT model.

4.2 Input Modality

Under practical settings, code repositories can either be unimodal or bimodal in nature. Hence, most LMCs support bimodal NL and PL inputs. Here, we inspect the role of input modality in semantic grounding. Following the fine-tuning done with bimodal data as described in Section 4, we repeat the fine-tuning process with unimodal data. We visualize the effect of input modality on the semantic grounding in CodeBERT model with line-chart plots shown in Figure 4 and Figure 5. We plot separate sub-plots for each of the six programming languages used by CodeBERT. The X-axis of each sub-plot represents the amount of fine-tuning data used to induce semantic knowledge in the CodeBERT model. The Y-axis of each sub-plot represents the similarity score, which is representative of the amount of semantic grounding as discussed in Section 3.2. We report the scores for four layers for each of the six programming languages: \{1, 4, 8, 12\} - each of which has a separate color-coded trajectory in each of the sub-plots.

We observe that both unimodal and bimodal inputs show increasing semantic grounding in representations with fine-tuning in the deeper layers (8 and 12) as seen in Figure 5 and Figure 4 respectively. On the other hand, similar to earlier findings early layers (1 and 4) do not show any significant semantic grounding. Hence, even without natural language descriptions, the deeper layers
Fig. 4: RSA similarity scores after fine-tuning the CodeBERT model with Bi-modal (NL and PL) input.

Fig. 5: RSA similarity scores after fine-tuning the CodeBERT model with Uni-modal (PL-only) input.
of the model seem to capture code semantics up to some extent by just looking at the code text.

We also observe that representations from bimodal inputs hold significantly more semantic grounding (as high as 500% in languages like Java) than those from unimodal inputs (Figure 6). Hence, augmenting code repositories with natural language descriptions and comments can help in developing better downstream applications with LMC representations. Bimodal inputs also show better sample efficiency (Figure 4), where the performance peaks with significantly less amount of fine-tuning as compared to unimodal input which keeps on increasing with an increasing amount of fine-tuning data, while still showing lesser semantic grounding than bimodal input (Figure 5).

4.3 Semantic Perturbations

While all our previous experiments are conducted with the Correct code samples from the Test split of data, in this section we focus on using Incorrect code samples which are semantically perturbed. Under practical settings, evaluating a code against test specifications provides a complete and strict evaluation of code semantics, where even a small change in code semantics shows error in the outputs. While this is possible with code generation models, intrinsically evaluating code representations is not possible with such a setting. In an attempt to enable such strict evaluation under an intrinsic setting, we compare the representational similarity scores for Correct and Incorrect submissions in the dataset under a unimodal (PL-only) setting. Using a unimodal setting ensures that cues from the natural language modality do not help the model capture semantics, and its true understanding of code semantics is tested. Overall, we observe that CodeBERT rightly shows significantly higher semantic grounding for Correct submissions as compared to Incorrect ones across all fine-tuning checkpoints and languages (Figure 7).
Further, we inspect the effect of fine-tuning on the similarity scores for both Correct and Incorrect submissions. Here, we use unimodal representations from the best performing layer 11 (Figure 3). We visualize the semantic grounding trends in CodeBERT model for Correct as well as Incorrect submissions with line-chart plots as shown in Figure 8. We plot separate sub-plots for each of the six programming languages used by CodeBERT. The X-axis of each sub-plot represents the amount of fine-tuning data used to induce semantic knowledge in the CodeBERT model. The Y-axis of each sub-plot represents the similarity score.

We observe that with fine-tuning, the semantic grounding unexpectedly increases equally for both Correct and Incorrect submissions. This might suggest that similar to other language models, CodeBERT might be optimizing the code search task stochastically on surface-level forms, and not on the code meaning \cite{4}. For example, Figure 9 shows a Correct and an Incorrect submission to the same problem. Both the submissions only differ on a single line of code perturbation (highlighted), but produce semantically different outputs. While active research is still trying to overcome such issues, this can be bypassed by using stricter ground-truth semantic representations derived from code structures like control flow graphs, data flow graphs, etc. and function specifications. Overall, CodeBERT consistently achieves more semantic grounding for Correct submissions over the Incorrect submissions across all the six programming languages and amounts of fine-tuning data. This suggests that while CodeBERT is unable...
to penalize Incorrect code samples for semantic perturbations, it is able to robustly differentiate between semantically correct and perturbed code samples by assign relatively lower semantic grounding to the Incorrect samples. This forms an intrinsic evaluation alternative to the standard practice of evaluating against test specifications in an extrinsic evaluation setting.

Input: 4,eagle,english,house,english

Output: "No" Output: "Yes"

Fig. 9: Example for Correct (left) and Incorrect (right) code samples from the CodeNet dataset with minor surface-level difference (highlighted) in form. (Problem ID: p03261 ; Submission ID: s272963690 (left) s331881266 (right)

5 Conclusion and Future Directions

In this work we propose using Representational Similarity Analysis to probe the semantic grounding in language models of code (LMC). Through our experiments with the pre-trained CodeBERT model we show that current pre-training methods do not induce semantic grounding in LMCs. We also show that fine-tuning on semantically relevant tasks helps induce semantic grounding in LMCs, which is localized in the deeper layers of a LMC. Overall, our experiments show that the representations from the pre-final layer of a LMC are most rich in semantic knowledge. Our ablations with the input modalities reveal that different modalities of inputs show different types of semantic grounding and sample efficiency in LMCs, where even a relatively small number of fine-tuning examples is enough to obtain semantically robust performance in downstream applications.
Our experiments with semantically perturbed Incorrect code samples show that CodeBERT optimizes on form, and not on the meaning. However, it robustly assigns relatively lower semantic grounding to the Incorrect code samples as compared to the Correct ones across various programming languages and experimental settings.

While in the current work we use natural language descriptions as the ground truth semantic representation, in future more formal semantic representations like program structure and specifications can be used as the ground truth semantic representations. It is also quite imperative to study how insights obtained from RSA-based probing for semantic grounding translates to performance in practical deployments of downstream applications.

6 Reproducibility

We perform all our experiments on NVIDIA RTX A2000 GPU and Intel(R) Xeon(R) Gold 5120 CPU. In order to ensure reproducibility and facilitate future research, we plan to release our code and dataset publicly post-publication of the paper. The code and data will be made available on request until publication.
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