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Abstract—Parkinson’s Disease (PD) is a neurological disorder that affects facial movements and non-verbal communication. Patients with PD present a reduction in facial movements called hypomimia which is evaluated in item 3.2 of the MDS-UPDRS-III scale. In this work, we propose to use facial expression analysis from face images based on affective domains to improve PD detection. We propose different domain adaptation techniques to exploit the latest advances in face recognition and Face Action Unit (FAU) detection. The principal contributions of this work are: (1) a novel framework to exploit deep face architectures to model hypomimia in PD patients; (2) we experimentally compare PD detection based on single images vs. image sequences while the patients are evoked various face expressions; (3) we explore different domain adaptation techniques to exploit existing models initially trained either for Face Recognition or to detect FAUs for the automatic discrimination between PD patients and healthy subjects; and (4) a new approach to use triplet-loss learning to improve hypomimia modeling and PD detection. The results on real face images from PD patients show that we are able to properly model evoked emotions using image sequences (neutral, onset-transition, apex, offset-transition, and neutral) with accuracy improvements up to 5.5% (from 72.9% to 78.4%) with respect to single-image PD detection. We also show that our proposed affective-domain adaptation provides improvements in PD detection up to 8.9% (from 78.4% to 87.3% detection accuracy).
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1 INTRODUCTION

Parkinson’s Disease (PD) is a neurological disorder characterized by motor and non-motor impairments that affects between 1 and 2 percent of people over 65 years old [7]. Motor deficits include bradykinesia, rigidity, postural instability, tremor, and dysarthria; and non-motor deficits include depression, anxiety, sleep disorders, and slowing of thought. Besides the extensive list of symptoms, most patients with PD exhibit also difficulties to express emotions or specific expressions on their faces. Possible signs of those abnormalities include less range of facial muscle movement, wider opening of eyes, half-open mouth, and slower blinking. All of these phenomena in their facial expression are grouped in the literature and called hypomimia [5], which is the result of motor impairments at the facial muscles level. It is typically not noticed in early stages of PD, but once there is a significant deterioration, orofacial movements are highly reduced which can result in expressionless faces, with a very limited capability to smile, to express other emotions or feelings like happiness, sadness, anger, fear, disgust, and surprise [13]. The main effect of these impairments is in difficulties with non-verbal communication which also produces social isolation in a mid to long term.

Clinical evaluation of PD patients is mainly performed by expert neurologists according to the Movement Disorder Society - Unified Parkinson’s Disease Rating Scale (MDS-UPDRS) [22]. This scale is the global standard for the clinical evaluation of PD patients and it considers both motor and non-motor symptoms. Items of the MDS-UPDRS scale range between 0 and 4, where 0 means completely healthy and 4 means completely impaired. Section III in MDS-UPDRS has a maximum value of 132 and covers motor examination including facial expression in one item. According to the guidelines given by the Movement Disorder Society, the five levels of the item where hypomimia is evaluated can be used to assess facial expressions in PD patients [22]. The following list indicates the correspondence between possible values of the item and their meaning in terms of facial expression evaluation:

0) Normal: Normal facial expression.
1) Slight: Minimal masked facies manifested only by decreased frequency of blinking.
2) Mild: In addition to decreased eye-blink frequency, masked facies present in the lower face as well, namely fewer movements around the mouth, such as less spontaneous smiling, but lips not parted.
3) Moderate: Masked facies with lips parted some of the time when the mouth is at rest.
4) Severe: Masked facies with lips parted most of the time when the mouth is at rest.

Neurological evaluation highly depends on the clinician’s expertise, which causes variability and possible bias in the rating procedure. Therefore, the development of computerized systems to objectively support the evaluation of the disease progression is now growing in importance. There are several contributions in the state of the art where computerized systems are introduced to evaluate different aspects of Parkinson’s patients including speech [35, 34], gait [20, 12], handwriting [45, 9, 16, 11], hands movement [49], and facial expression [4]. Among all, facial expression and hypomimia seem to be the least covered. Facial Expression Recognition (FER) refers to the evaluation of the capability of PD patients to effectively recognize different expressions or emotions when watching at faces. Facial Expressivity Evaluation (FEE) refers to the capability of the patient to produce different facial expressions or emotions. Both aspects have a very important role in social
interaction and non-verbal communication. The first one has been studied for several decades mainly by psychologists in different works and the main findings are summarized in a relatively recent study [3]. On the other hand, FEE has become a popular field among engineers and computer scientists, which opens space for research in different applications related to Affective computing.

During the past two decades, the Affective computing community has made great advances in developing novel technologies to model facial expressions and emotional information [39, 32, 42]. One of the goals of affective technologies is to create computational models with the ability to recognize, interpret, and process human emotions, making human-computer interaction more useful. Sentiment analysis and affective computing have been continuously studied since the 20th century, helping in the development of computer vision systems [10, 31, 26], in the creation of entertainment [41], and in the development of systems to aid different areas of medicine including neurology [52, 28, 37].

Our work is focused on the study of FEE in PD patients, the main aim is to consider videos collected from patients to evaluate their capability to produce specific emotions and to compare such a capability with respect to healthy subjects using recent advances in Affective domains.

2 Related Works

One of the earliest studies about FEE in PD patients was conducted in 2004 by Simons et al. [46]. The authors evaluated the capability of 19 PD patients and 25 healthy subjects to pose and imitate different facial expressions. Videos with social interactions were used to evoke emotional responses in the patients faces. The videos were manually analyzed and the participants’ expressiveness was rated according to subjective rating scales, objective facial measurements, and self-questionnaires. The objective measurement was based on the facial action coding system presented in [19], where the facial expression is decomposed according to specific facial muscle movements like rising eyebrows and wrinkling the nose. The results of the study indicated that patients with PD have reduced capability to produce spontaneous facial expressions in all experimental situations. Two years later in [6], the authors presented a work where expressivity and bradykinesia were studied. The authors hypothesized that intentional facial expressions are slowed (bradykinetic) and with less movement in PD patients than in healthy controls. This hypothesis was basically inspired in other intentional movements performed by PD patients, e.g., walking, where bradykinesia is also observed. Digitized videos were evaluated frame-by-frame and the entropy in temporal changes of pixel intensity was measured [44]. The authors found that PD patients had reduced entropy compared to healthy controls, and were significantly slower in reaching a peak expression ($p < 0.0001$), which is directly associated to bradykinesia.

In 2016 Almutiry et al. [2] presented perhaps the only longitudinal study about FEE in PD patients. A total of 8 subjects (4 PD and 4 healthy controls) participated in the study. Patients were recorded for five days per week (once per day) during six weeks while controls were recorded for five days within one week. Participants were requested to produce specific facial expressions while being recorded. The authors used two classical feature extraction methods to localise 27 facial features: Active Appearance Model (AAM) and Constrained Local Model (CLM). The results suggested that PD patients exhibit less movement than controls, which confirms the observations made ten years earlier by Bowers et al. [6].

In 2017, Gunnery et al. [27] studied the coordination of movements across regions of the face in 8 PD patients (4 female). They used the facial action coding system [19, 14] to measure spontaneous facial expressions. The number of activated frames per action unit and their intensity was manually labeled. Correlations were computed for activation values obtained across different regions of the face. The results showed that as severity of facial expression deficit increased, there was a decrease in number, duration, intensity, and co-activation of facial muscle action. In the same year, Bandini et al. [4] classified emotions expressed by 17 PD patients (13 male) and equal number of healthy controls (6 male). Different emotions were evaluated including happiness, anger, disgust, and sadness. Different areas of the face were modeled with 49 landmarks [50, 24], including: eyes, eyebrows, mouth, and nose. A total of 20 features were extracted to define a linear combination of specific reference points. Acted and imitated facial expressions were considered. An SVM was trained to automatically detect different emotions expressed by participants. The results with imitated expressions showed higher accuracies for healthy controls in most of the emotions. The only case where the PD patients displayed an expression better than the healthy subjects was sadness. When acted expressions were evaluated, the authors found also higher accuracies for healthy subjects than for PD patients.

Other contributions in the topic of FEE in PD include the study of Kang et al. [30]. The authors evaluated whether deficiencies in the orofacial movements of PD patients occur in spontaneous and voluntary expressions. Muscular activation (related with specific regions in the face) were studied considering electro-myography signals. Data from the East Asian Dynamic Facial Expression Stimuli (EAD-FES) database was used [33]. A group with 20 PD patients and 20 healthy controls was evaluated; the authors report limitations of patients to express emotions spontaneously, although the observed dynamics in the movement of the face are similar across all subjects. The study also highlighted the deterioration in the patient’s quality of life due to the presence of “masked face”, affecting social and psychological aspects and increasing their risk to develop depression-related symptoms.

More recently, in another line of work, Grammatikopoulou et al. [25] analyzed facial expressions from images captured with smartphones. Geometric features of the face were extracted and stored in the cloud. A total of 34 participants were recruited, 23 with PD and 11 healthy controls. Patients were divided into three groups according to the facial expression score of the MDS-UPDRS-III scale. The authors extracted two feature sets: one by using the Google Face API and the other one using the Microsoft Face API [23]. The feature sets were composed by reference points on the faces, then two linear regression models were
developed (one per feature set) to estimate two different values of the Hypomimia Severity index, namely HSi1 and HSi2. These two indexes were used to classify between Parkinson’s patients and healthy people. The reported sensitivity and specificity values were 0.79 and 0.82, respectively for HSi1 while 0.89 and 0.73 for HSi2. In 2020 Sonawane and Sharma [48] presented a review of automatic techniques and the use of machine learning in detecting emotional facial expressions in PD patients. The authors show that the use of deep learning in this field has not been adequately addressed yet in the classification between healthy people and PD patients. Also, they conducted a pilot experiment based on the use of one CNN from scratch for masked faces detection. The pilot experiment shows that deep learning-based models can be very useful to perform the classification.

2.1 Contributions of this Work

As shown in the literature review, there is a lack of work in the field of FEE for modeling hypomimia in Parkinson’s Disease (PD) patients with latest affective models including deep learning techniques. One of the main reasons for this lack of deep approaches is the absence of large scale databases with Parkinson’s Disease patients. In contrast, Face Recognition and Affective Computing research communities have made great efforts to release databases with millions of samples. In this work, we propose to use facial expression analysis and Affective domains to improve the PD detection. We propose different domain adaptation techniques [18] [47] to exploit the latest developments in face recognition and Face Action Unit (FAU) detection [43].

The main contributions of this paper are: (1) a novel framework to exploit deep face architectures to model hypomimia in PD patients; (2) we experimentally compare PD detection based on single images vs. image sequences while the patients are evoked various face expressions; (3) we explore different domain adaptation techniques to exploit existing models initially trained either for Face Recognition or to detect FAUs for the automatic discrimination between PD patients and healthy subjects; and (4) a new approach to use triplet-loss learning to improve hypomimia modeling and PD detection.

3 EXPERIMENTAL FRAMEWORK

Let’s assume that $w_{FR}$ is a model trained for Face Recognition tasks and the representation $x_{FR}$ is a feature vector generated by the model (typically from the last layers of a Convolutional Neural Network) from an input face image. This representation $x_{FR}$ is learned to describe the face image in a projected space where faces from the same person remain closer than faces from different persons. Similarly, models and representations can be trained for different tasks such as Affect recognition ($w_{AF}$) (e.g., in the form of facial gestures) or Parkinson’s Disease detection ($w_{PD}$). Domain adaptation refers to methods that serve to adapt a representation $x_A$ trained for the domain A to a new domain B (typically a domain with similar characteristics to A but less information to train). The resulting representation $x_B$, adapted from $x_A$, is expected to perform better than a representation trained from scratch for the domain B.

We propose an experimental framework where Affective features are explored at different levels (or domains). The list of domains and the corresponding underlying hypotheses to be explored are presented below. (See also Figure 1).

Face Recognition Domain (Level 1). Our acquisition protocol introduces emotional tasks including evoked emotional states (smiling, anger, and surprise) and coordinated face gestures (right eye wink, left eye wink):

- Hypothesis (H1): evoked responses intensify the features necessary to model hypomimia in Parkinson’s patients. The representation $x_{FR}$ can be improved by incorporating different facial gestures during the acquisition protocol.

- Experiment: we evaluate the performance of PD detection for different sequences of face gestures using pre-trained Face Recognition models ($w_{FR}$ trained with VGGFace2 [8]).

Affective Domain (Level 2). We propose to improve the learned Face Recognition representations ($x_{FR}$) for Parkinson Detection by incorporating an Affective domain adaptation $w_{AF}$ training process:

- Hypothesis (H2): automatic detection of hypomimia is improved when features from the emotion domain are incorporated to the representations. The representation $x_{AF}$ performs better for Parkinson Detection than the representation $x_{FR}$.

- Experiment: the pre-trained models ($w_{FR}$) are adapted to the Affective domain ($w_{AF}$) using the EmotioNet database [15] and FAU detection. Both, the performance of $x_{FR}$ and $x_{AF}$ are evaluated for Parkinson Detection.

Parkinson Domain (Level 3). We evaluate the performance obtained by representations $x_{PD}$ trained with Healthy and Parkinson patients and the Triplet Loss function:

- Hypothesis (H3.1): similarity learning functions designed to enhance the Parkinson features can serve to improve the capability to detect hypomimia. Experiment: the Affective model ($w_{AF}$) is adapted to the Parkinson domain using the Triplet Loss function and the FacePark-GITA database (see Section 3.1.3 for details).

The best performing facial representations are also used to classify patients with different levels of neurological impairment according to the MDS-UPDRS-III scores:

- Hypothesis (H3.2): facial representations learned in previous models have information to identify and evaluate different levels of neurological impairment in Parkinson’s Disease patients.

- Experiment: models created to represent hypomimia are used to evaluate three different neurological states according to the MDS-UPDRS-III scores.

Details of the methods implemented to validate all hypotheses are presented in Section 3.2.
3.1 Databases

Three different databases are considered in this work. VGGFace2 [8] and EmotioNet [15] which are popular for Face Recognition and Face Action Unit detection, respectively. The third one is a new database composed by PD patients and healthy subjects. It contains face videos of patients suffering from Parkinson’s disease and age-matched healthy controls. This new corpus is called FacePark-GITA. Details of each database are presented below.

3.1.1 Face Recognition Domain: VGGFace2

This database comprises more than 3.31 million faces from 9,131 different subjects. An average of 362.6 images per subject are included [8]. The images were downloaded from Google Image Search. The corpus has large variations in pose, age, lighting, ethnicity, and profession. This database is popular in the Face Recognition community and it has been extensively used to train competitive recognition models [40, 29].

3.1.2 Affective Domain: EmotioNet

This database was originally introduced by researchers from the Ohio State University who released the EmotioNet Challenge in 2017 [15]. This database contains one million facial expression images collected from the Internet. A total of 950,000 images were annotated by the automatic Action Unit (AU) detection model presented in [15], and the remaining 50,000 images were manually annotated by experts. A total of 12 AUs are included in the corpus.

3.1.3 Parkinson Domain: FacePark-GITA

The database was created by GITA Lab. The recording of patients is still ongoing and the most updated version of the corpus contains video recordings of 24 healthy participants and 30 PD patients. The videos were recorded at 30 frames per second in non-controlled environment conditions, i.e., light conditions and the background were not controlled prior the recording and differ among participants. PD patients were diagnosed by a neurologist expert and were

Table 1: Demographic and clinical information of the participants included in the FacePark-GITA database.

|                  | PD patients | Healthy participants |
|------------------|-------------|----------------------|
| # of Participants| 18          | 12                   |
| # of Participants| 12          | 12                   |
| # of Participants| 12          | 12                   |
| Age [years]      | 70.2 ± 10.4 | 67.4 ± 10.9          |
| Age range [years]| 52 – 90    | 53 – 87              |
| t [years]        | 8.7 ± 5.4  | 15.6 ± 17.3          |
| t range [years]  | 2 – 20     | 1 – 45               |
| MDS-UPDRS-III    | 35.4 ± 13.9| 29.7 ± 12.3          |
| MDS-UPDRS-III    | 16 – 65    | 15 – 54              |
| H&Y              | 2.3 ± 0.5  | 2.5 ± 0.5            |
| H&Y range        | 2 – 3      | 2 – 3                |

MDS-UPDRS: Movement Disorder Society - Unified Parkinson’s Disease Rating Scale. H&Y: Hoehn & Yahr scale. t: Years since diagnosis
evaluated according to the MDS-UPDRS-III scale and the Hoehn and Yahr scale (H&Y) [21]. A summary of the clinical and demographic information is presented in Table 1. All participants gave written informed consent. The study is in accordance with the Declaration of Helsinki and it was approved by the Ethical Research Committee at the University of Antioquia.

The participants of this study were asked to produce different facial expressions while being recorded. A total of five video-task recordings are included: right eye wink, left eye wink, smile, anger, and surprise. The average duration of each video is 6 seconds. Patients have an average age of 69 years old and healthy subjects were chosen with a similar range of age. Possible bias introduced by age or gender were discarded via a chi-square statistical test ($p = 0.44$) and a Welch’s t-test ($p = 0.15$), respectively.

3.2 Methods

3.2.1 Face Recognition pre-trained model

In this work we employ the ResNet50 architecture [29], with 50 layers and 25.6M parameters. This model is used to generate an initial face representation.
was originally proposed for general image recognition tasks and later it was retrained with the VGGFace2 database [8] for Face Recognition. The model is used as feature extractor by removing the final decision layer. For each face image, the model generates a $1 \times 2048$ feature vector.

In our experiments we apply Transfer Learning (TL) [38] to adapt from one domain to another (e.g. from Face Recognition to the Affective domain). TL are methods where weights from a model originally learned for one task are used as initialization before adjusting the model for a different task. One of the transfer learning techniques consists in freezing intermediate and initial layers to retain their capability to extract general characteristics and retrain the last layers closer to the network output. Re-training of those last layers allows to adapt the original feature space for the new task. These methods are suitable for problems where data is scarce and end-to-end learning approaches fail to find the optimal feature space. The number and size of available databases to model hypomimia in patients suffering from PD are very small (typically less than 100 subjects and less than 1,000 images in total), so we expect that TL techniques will be very useful here to adapt to the Parkinson domain from the Face Recognition domain, where massive datasets are available for learning (millions of images).

### 3.2.2 Face Action Unit detection models

In addition to the ResNet50 Face Recognition model, in this work we employ two deep neural networks trained from scratch for Face Action Unit (FAU) detection. The architectures employed are based on the popular VGG and ResNet models [53, 43]. The details of the two models are described below:

**VGG-8**: This model contains 8 convolutional layers divided into groups of 2 layers. Each group is followed by a Max pooling layer. Convolutional layers apply a variety of filters to the images and Max-Pooling layers reduce the size of the filtered images. Additionally, dropout is used in the regularization layers to randomly discard neurons in the model and make it less prone to overfitting. The final part of the architecture has a total of 6 convolutional layers (fully-connected) before the decision layer. The number of neurons per layer is 1024, 512, 256, 128, 64, and 32. The number of parameters of this model is 295,448.

**ResNet-7**: The ResNet model is composed of a total of 7 residual blocks. Each block can be defined as an identity-block or a conv-block. The identity-blocks are the standard blocks used in ResNet, they have a set of convolutional filters and a shortcut connection which bypasses these blocks. This block has the same input and output dimensions. Conv-blocks are the block types where the input and output dimensions do not match. The difference with the identity-block is a convolutional layer in the shortcut to the output. The benefit of these architectures is that in traditional architectures by having a high amount of layers in the training, the problem of error degradation appears. ResNet models with their previous layer shortcut connections are effective in solving this problem [29]. The number of parameters of this model is 366,026.

### 3.2.3 Affective Triplet Loss

Due to the limited number of samples in the FacePark-GITA database, for the Parkinson domain adaptation we opted for a Triplet Loss learning approach. The Triplet Loss function consists in applying a linear transformation over the data before taking the distance among samples. Given a training data set $S = \{(x_i, y_i)\}$ with inputs $x_i \in \mathbb{R}^d$ and discrete class labels $y_i \in \mathbb{Z}$, the goal is to find a transformation to the input data such that reduces the distance between pairs from the same class while increases the distance between pairs from different classes. The Mahalanobis distance defined in Equation 1 is the similarity measure used in this work.

$$d_M^2(x_i, x_j) = (x_i - x_j)^T M (x_i - x_j)$$  \hspace{1cm} (1)

where $M$ is a positive semi-defined symmetric matrix that can be decomposed as $M = T^T T$, where $T$ denotes a linear transformation matrix. Equation 1 can be rewritten as:

$$d_M^2(x_i, x_j) = \|T(x_i - x_j)\|_2^2 = \|x'_i - x'_j\|_2^2$$  \hspace{1cm} (2)

The linear transformation $T$ can be generalized as $\Phi(x_i)$, where $\Phi$ indicates a kernel function. The resulting distance metric is as follows:

$$d_M^2(x_i, x_j) = \|\Phi(x_i) - \Phi(x_j)\|_2^2$$  \hspace{1cm} (3)

The process to determine the transformed vector $\Phi(x_i)$ requires to find a transformation that makes the intra-class distance smaller than the inter-class distance. The general rule which is applied over the data set consists in the following triplets $S_T$:

$$S_T = \{(x^a, y^a), (x^n, y^n), (x^p, y^p) | y^a = y^p, y^a \neq y^n\}$$  \hspace{1cm} (5)

where $a, p$ are samples belonging to the same class, and $n$ is a sample from a different class. In our Parkinson detection experiments, the number of classes is two (healthy and Parkinson). However, we propose to introduce an additional restriction in the triplet. In our experiments, $a, p$ belong to the same class, but present different face expression. In this way, we introduce facial gestures into the learning objective. The generation of the triplet $S_T$ can be seen as a data augmentation technique. The high number of possible combinations of three elements in a dataset enriches the training process, especially when low number of samples are available. The triple loss function to be minimized is defined as:

$$\mathcal{L} = \sum_{S_T} [d_M^2(x^a, x^p) - d_M^2(x^a, x^n) + \alpha]_+$$  \hspace{1cm} (6)

where $[z]_+ = \max(z, 0)$, and $\alpha \geq 0$ is the minimum margin required between classes.

### 3.3 Classification and Parameter Optimization

The automatic classification between healthy people and PD patients is performed using Support Vector Machines (SVMs). The classification of patients with different degree of impairment is performed using SVMs
4 EXPERIMENTS AND RESULTS

FacePark-GITA includes 5 videos for each participant. Each video corresponds to a different facial expression: smile, anger, surprise, left eye wink, and right eye wink. Five frames per video-task were extracted with the software Affectiva. The curve of valence provided by the software is used as the criterion to select the following sequence of five images/frames per participant on each expression: (i) Neutral; (ii) transition from Neutral to the Apex (i.e., onset); (iii) Apex; (iv) transition from the Apex to Neutral (i.e., offset); and (v) Neutral. The sequence of images and their direct relation with the valence curve are illustrated in Figure 2.

4.1 Experiment 1: Face Recognition Domain

4.1.1 PD detection based on single face images

Individual frames corresponding to each valence level shown in Figure 2 are considered to evaluate whether specific frames provide relevant information to discriminate between PD patients and healthy subjects. Feature vectors are obtained from the last layer of the ResNet-50 model (see Section 3.2.1). Table 2 summarizes the results.

Table 2: Results of the classification using a single image from the extracted image sequence.

| S.E. | Kernel* | Accl [%] | Sens [%] | Spec [%] | F1 [%] |
|------|---------|----------|----------|----------|--------|
| Neutral | C=1e+01; γ=1e-04 | 69.0 ± 10.1 | 74.0 ± 11.6 | 63.0 ± 9.7 | 67.8 ± 10.1 |
| Apex | C=1e+01; γ=1e-04 | 70.0 ± 9.1 | 84.4 ± 7.4 | 53.3 ± 24.0 | 61.0 ± 18.6 |
| Onset | C=1e+01; γ=1e-04 | 71.4 ± 3.2 | 88.6 ± 7.0 | 50.0 ± 9.0 | 63.1 ± 6.6 |
| Offset | C=1e+01; γ=1e-04 | 71.6 ± 5.2 | 79.5 ± 3.3 | 61.9 ± 13.5 | 68.6 ± 8.2 |
| Neutral | C=1e-03 | 70.8 ± 9.6 | 77.3 ± 10.2 | 63.0 ± 9.7 | 69.3 ± 9.7 |
| Apex | C=1e-03 | 70.8 ± 9.1 | 83.7 ± 7.3 | 55.7 ± 21.6 | 63.8 ± 16.3 |
| Onset | C=1e-02 | 72.9 ± 4.2 | 88.6 ± 7.8 | 53.4 ± 7.7 | 66.1 ± 5.9 |
| Offset | C=1e-01 | 72.8 ± 4.3 | 81.5 ± 4.5 | 61.9 ± 13.5 | 69.2 ± 7.9 |

*Column with optimal hyper-parameters.

Note that there is almost no difference among the accuracies obtained with the frames of each expression stage.

1. https://www.affectiva.com/
4.2 Experiment 2: Affective Domain

This experiment intends to incorporate information from the Affective domain to improve Parkinson’s Disease (PD) detection. In this case the EmotioNet database is used to create an appropriate facial representation space. The first step consists in selecting AUs that provide suitable information to perform the automatic classification between PD patients and healthy subjects. We selected a subset of AUs according to [14] adequate for the facial expressions included in the recording tasks of the FacePark-GITA database. Figure 3 shows the set of selected AUs.

4.2.1 Adaptation from Face Recognition models

The process to adapt the convolutional models from one domain to another consists in freezing different percentages of the layers and retraining the remaining portion. The data with the selected AUs from the EmotioNet dataset are used here to retrain the models. In this case we evaluate three percentages of layers frozen during the retraining of the ResNet50 model (originally trained for Face Recognition): freezing 50% (Freeze 50), freezing 75% (Freeze 75), and freezing 100%. Note that the freezing 100% model is taken as the Baseline and corresponds to the case where no affective information is incorporated ($x_{FR}$). After the convolutional layers, a fully connected layer is added for the classification of the 8 selected AUs (see Figure 3). The result of the retraining process and its performance to classify the AUs is shown in Table 4 in terms of AUC and EER values. The accuracy varies depending of the FAU and the percentage of layers frozen. The FAUs numbers 6, 12, and 25 reached accuracies around 90%, while the rest of the FAUs achieved performances around 80%.

The representations $x_{AF}$ obtained by the retrained models are further used to classify between PD patients and healthy subjects of the FacePark-GITA corpus. The results obtained with the Freeze 75 and Freeze 50 models are shown in Table 5 and Table 6, respectively. The results for the Baseline model correspond to those previously shown in Table 3. Optimal hyper-parameters found in the 5-fold cross-validation process are also included in every experiment.

Note that the Freeze 75 exhibits higher accuracies than the Freeze 50, indicating that considerable information from the Face Recognition domain is still useful to obtain good results in the classification between PD patients and healthy subjects. More interestingly, note that the best accuracy obtained with the Freeze 75 model in Table 5 (87.3%) is 8.9% higher than the best result obtained when only a Face Recognition model is considered (Table 3). This result supports our second hypothesis (H2), the idea of incorporating information from the Affective domain to the Face Recognition domain to improve detection of hypomimia in PD patients. The benefits of including information of the Affective domain are also shown in Figure 4, where the ROC curves obtained with the Freeze 75, Freeze 50, and Baseline models are presented.

Note that the models used until this point of the study are based on architectures originally trained for Face Recognition tasks (ResNet50). Now we want to evaluate the importance of this initialization based on a Face Recognition training processes.
The previous scenario studied the performance of pre-trained models with high number of parameters learned from the Face Recognition domain after adaptation to the Affective domain. In this section we will train FAU detection models from scratch. ResNet50 requires to optimize more than 20M parameters. Conversely, the VGG-8 and ResNet-7 architectures proposed in Section 3.2.2 require the optimization of 295,448 and 366,026 parameters respectively.

### 4.2.2 Training Affective models from scratch

The previous scenario studied the performance of pre-trained models with high number of parameters learned from the Face Recognition domain after adaptation to the Affective domain. In this section we will train FAU detection models from scratch. ResNet50 requires to optimize more than 20M parameters. Conversely, the VGG-8 and ResNet-7 architectures proposed in Section 3.2.2 require the optimization of 295,448 and 366,026 parameters respectively.
Figure 5: Comparison between PD classification ROC curves obtained using the NOnAOffN sequence in the Freeze 75, ResNet-7 and VGG-8.

Table 9: PD classification results using the ResNet-7 model.

| Sequence   | Kernel* | Acc[%] | Sens[%] | Spec[%] | F1[%] |
|------------|---------|--------|---------|---------|-------|
| NOnA       | C=1e+03, γ=1e-04 | 73.0 ± 9.5 | 75.9 ± 18.7 | 69.7 ± 17.8 | 68.9 ± 12.3 |
| AOffN      | C=1e+01, γ=1e-02 | 73.4 ± 9.9 | 81.7 ± 15.6 | 63.6 ± 8.9 | 70.5 ± 9.5 |
| NOnAOffN   | C=1e+03, γ=1e-04 | 78.8 ± 6.4 | 79.3 ± 9.8 | 78.2 ± 12.8 | 77.6 ± 6.7 |
| NOnA       | C=1e-02 | 74.1 ± 6.9 | 82.2 ± 19.4 | 64.5 ± 11.4 | 69.3 ± 6.1 |
| AOffN      | C=1e-02 | 72.4 ± 10.8 | 84.2 ± 16.5 | 58.2 ± 8.6 | 68.1 ± 9.6 |
| NOnAOffN   | C=1e-01 | 78.3 ± 7.3 | 80.1 ± 10.6 | 76.2 ± 10.1 | 77.3 ± 7.4 |

First three rows: Gaussian kernel. Last three rows: Linear kernel.
*Column with optimal hyper-parameters.

Table 10: PD classification results of classification with the Triplet 75 model.

| Sequence   | Kernel* | Acc[%] | Sens[%] | Spec[%] | F1[%] |
|------------|---------|--------|---------|---------|-------|
| NOnA       | C=1e+01, γ=1e-04 | 85.2 ± 7.4 | 87.6 ± 5.8 | 82.5 ± 12.6 | 84.5 ± 8.2 |
| AOffN      | C=1e+01, γ=1e-04 | 86.0 ± 6.1 | 91.4 ± 6.9 | 79.5 ± 7.1 | 84.9 ± 6.2 |
| NOnAOffN   | C=1e+01, γ=1e-04 | 86.0 ± 9.0 | 92.1 ± 6.9 | 78.7 ± 13.4 | 84.5 ± 10.1 |
| NOnA       | C=1e-01 | 84.4 ± 6.6 | 87.2 ± 4.4 | 78.9 ± 13.3 | 83.4 ± 7.6 |
| AOffN      | C=1e-01 | 85.9 ± 5.9 | 90.3 ± 6.4 | 78.7 ± 7.1 | 84.0 ± 6.1 |
| NOnAOffN   | C=1e-01 | 86.1 ± 9.5 | 91.4 ± 7.5 | 79.9 ± 13.5 | 85.0 ± 10.5 |

First three rows: Gaussian kernel. Last three rows: Linear kernel.
*Column with optimal hyper-parameters.

Table 11: PD classification results of classification with the Triplet 50 model.

| Sequence   | Kernel* | Acc[%] | Sens[%] | Spec[%] | F1[%] |
|------------|---------|--------|---------|---------|-------|
| NOnA       | C=1e+01, γ=1e-04 | 78.9 ± 5.5 | 84.3 ± 10.9 | 72.4 ± 11.3 | 76.7 ± 6.1 |
| AOffN      | C=1e+01, γ=1e-04 | 73.2 ± 8.7 | 69.1 ± 16.9 | 78.3 ± 4.0 | 72.2 ± 8.3 |
| NOnAOffN   | C=1e+02, γ=1e-04 | 75.8 ± 11.8 | 77.4 ± 15.5 | 74.3 ± 16.2 | 74.2 ± 10.5 |
| NOnA       | C=1e-01 | 80.7 ± 6.6 | 86.4 ± 13.2 | 73.9 ± 11.8 | 78.3 ± 7.4 |
| AOffN      | C=1e-01 | 76.3 ± 8.7 | 79.1 ± 17.4 | 73.3 ± 7.4 | 74.5 ± 8.6 |
| NOnAOffN   | C=1e-01 | 77.1 ± 10.2 | 83.0 ± 10.7 | 69.9 ± 19.8 | 73.9 ± 13.2 |

First three rows: Gaussian kernel. Last three rows: Linear kernel.
*Column with optimal hyper-parameters.

Table 8 and Table 9 show the results obtained when the aforementioned models, created with the reduced architectures, are used to discriminate between PD patients and healthy subjects. Note that no additional training is performed with data from Parkinson’s disease patients. The best results are obtained when the ResNet-7 architecture is considered with features extracted from the NOnAOffN sequence. Although 78.3% could be considered a good accuracy, it is still far from the best result obtained with the ResNet50 Freeze 75 model (87.3%) in Table 5, indicating that the FAU domain is missing certain features present in the Face Recognition domain.

Figure 5 shows three ROC curves where results with Freeze 75, ResNet-7, and VGG-8 are compared. The superiority of the Freeze 75 model is clearly observed, supporting the advantages of initializing the models using the Face Recognition domain.

4.3 Experiment 3: Parkinson Domain (PD Detection)

The triplet loss function is explored for learning in this experiment with the aim to evaluate whether the classification performance of PD patients vs. Healthy Control (HC) subjects can be improved with respect to previous experiments. The triplet loss function modifies the original representation space such that the inter-class separability is increased while the intra-class separability is reduced. The modified feature vectors are called *embedded vectors*.

4.3.1 Triplet Loss in Face Recognition models adapted to the Affective domain

The Freeze 75 and Freeze 50 models are trained with the triplet loss function strategy and two new models are obtained, namely Triplet 75 and Triplet 50, respectively. The FacePark-GITA database is divided into a 5-fold partition for the training of each Triplet model and the SVM classifier. The classification results obtained when using the embedded vectors are shown in Table 10 for the Triplet 75 model, and in Table 11 for the Triplet 50 model.

Note that the Triplet 75 model exhibits better accuracy (86.0%) than the Triplet 50 (80.7%). Since the best accuracies in the previous experiments with the Freeze 75 and Freeze 50 models were 87.3% and 83.1%, these new results obtained with the triplet loss strategy likely indicate that the embedding approach does not provide advantages over the use of transfer learning and freezing of layers. This observation is also supported in the fact that the number of parameters to be optimized has not been reduced, so in principle, there is no reason for using the triplet loss function in these two scenarios.

4.3.2 Triplet Loss in FAU detection trained from scratch

In this experiment the VGG-8 and ResNet-7 models are retrained considering the triplet loss function, creating two new models, namely Triplet-VGG8 and Triplet-ResNet7, respectively. These new models are used to extract embedded vectors for further classification between PD patients and healthy subjects. The results obtained with the Triplet-VGG8 and Triplet-ResNet7 embedded vectors are shown in Table 12 and Table 13, respectively.

Note that there is an improvement in both models compared to those based on VGG-8 and ResNet-7 where the triplet loss function was not applied. In the first case the improvement is around 5.1% (from 67.6% to 72.7%) and in the second case is around 3.6% (from 78.8% to...
82.4%). These results partially validate our third hypothesis (H3) indicating that loss functions designed to learn from the PD domain serve to improve the performance of PD classification. It is not only interesting to highlight the improvement achieved when using the triplet loss function, but also to note that the best result obtained with the Triplet-ResNet7 model is competitive compared to the best accuracy previously obtained with the Freeze 75 model.

Although the accuracy in the second one is 4.9% above the first one, Freeze 75 requires 17,815,520 more parameters to be optimized than Triplet-ResNet7, which might indicate a better generalization capability. Further experiments with additional data are required to validate this hypothesis.

PCA is now used to create a 2D representation of the feature spaces learned in previous experiments. Figure 6 shows the feature spaces and the distribution of the classification scores. The figure shows a superior discrimination capability of the $x_{AF}$ feature space (ResNet50 adapted to the FAU domain). The representation obtained by the Triplet-ResNet7 model shows a larger margin between classes but the misclassification errors decrease the performance.

### 4.4 Experiment 4: Parkinson Domain (PD Impairment Estimation)

Given the promising results obtained with the above presented experiments in the automatic discrimination between PD patients and healthy subjects, especially with the Freeze 75 and the Triplet-ResNet7 models, with accuracies of 87.3% and 82.4%, respectively, we want to evaluate in this section the suitability of those models to discriminate between three different degrees of impairment: mild (PD-1), intermediate (PD-2), and severe (PD-3). These three groups are defined considering the scores of the MDS-UPDRS-III provided by the expert neurologist. The mild group includes patients with scores in the range from 0 to 23, the intermediate group is defined for patients with scores between 23 and 33, and the severe group for patients with scores greater than 33. Figure 7 shows the distribution of the MDS-UPDRS-III scores for the three groups of patients.

The tri-class classification experiments are performed considering the feature vectors extracted with the Freeze 75 model on the NOnAOOffN sequence, and the Triplet-ResNet7 model on the NOnA sequence. Optimization of hyper-parameters is performed as indicated in Section 3.3.
The confusion matrices and results obtained with the Freeze 75 and the Triplet-ResNet7 models are shown in Table 14 and Table 15, respectively. Values of accuracy, F1 score, and κ index are included in the bottom part of each table. These results show that the Freeze 75 model is better than the Triplet-ResNet7. There is a difference of 4% points in the accuracy, and 0.07 in the F1 score when using the SVM.

The accuracies obtained are around 43% for a problem with three classes (33% random chance). These results are far to be optimal but suggest there is certain useful information in the models that can help to estimate the degree of impairment (our fourth hypothesis H4). Figure 8 shows the projected space. Note that there is a relatively clear separability between mild and severe patients. In the middle between these two groups there are samples of the intermediate group, which are not accurately classified but clearly appear in between, which likely indicates that the proposed approach is able to find a trend regarding the neurological state of the patients.

5 Discussion and Conclusion

This study presents a novel approach where deep learning methods are used to model hypomimia in PD patients. Videos with the face of people while evoking emotions are considered for the study. Frames of the recorded videos are segmented in different stages during the production of evoked emotions: neutral, onset-transition, apex, offset-transition, and neutral. This approach exhibits improvements of up to 5.5% in accuracy (from 72.9% to 78.4%) with respect to classical approaches where single frames are considered. These results suggest that dynamics information is more suitable to model hypomimia in PD patients. We are aware of the fact that the presented approach does not completely exploit the video dynamics; however, the incorporation of frames in different stages during the production of emotions shows to be a good and computationally affordable approach.

Later, information from the Affective domain is incorporated in the model by means of transfer learning methods. Transfer learning was performed considering the complete architecture of a base model previously trained with massive data and then freezing some layers to fine-tune the remaining layers with the smaller emotion data. Results freezing 75% and 50% of the layers are reported. The results show that the Affective domain adaptation provides an improvement of 8.9%, from 78.4% to 87.3% of accuracy in PD detection. These results confirm that domain adaptation via transfer learning methods is a good strategy to model hypomimia in PD patients. Considering the good results and also the fact that only up to four images per participant are considered in the experiments, we believe that this work is a step forward in the development of inexpensive computational systems suitable to model and quantify problems of PD patients to express emotions.

With the aim of finding lighter approaches suitable to be
used in portable devices, other experiments with reduced architectures like VGG-8 and ResNet7 were also addressed, however, the results were not as good as before, the maximum achieved accuracies in this case were 67.6% and 78.8%, respectively. These results were further improved up to 72.7% and 82.4% when the triplet loss strategy is considered for training the VGG-8 and ResNet7 models, respectively.

Finally, the neurological state of the patients was evaluated considering the best approach found in the classification experiments. The patients were grouped into three groups according to their MDS-UPDRS-III scores and a tri-classification strategy showed a maximum classification accuracy of 44% (F1=0.45).

Future work includes more sophisticated methods to integrate the information provided by the full video sequences, including video tracking of facial features. We will also investigate multiple classifier approaches to combine the information provided by face videos for PD detection and PD impairment estimation with other sources of information [17], like speech, gait, handwriting [16], and human-computer interaction signals [1].
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