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ABSTRACT
In order to identify the mental load of operators under repetitive high-precision tasks effectively, 36 subjects were recruited in this study. The fine tasks on the electronic assembly line were simulated in the laboratory, and operators’ behavioural performance (completion time, error rate) and the changes of Oxyhaemoglobin (O₂Hb) in prefrontal channels 2, 8, 12, 17, 20 and 21 of the brain were characteristic factors for mental load recognition. A model of recognition of mental load state of operators based on BP neural network was constructed and the fatigue state of operators was divided into four levels. Finally, the recognition rate of the mental load state of operators was 86.81% by combining the experimental data. The combination of behavioural performance indicators and physiological measurement indicators can effectively identify mental work state of operators, which provides a new idea for classification and recognition of mental load state of operators under repetitive high-precision operation tasks, and provides a reference for the establishment of effective labour organization.
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1. INTRODUCTION
With highly mechanized and automated manufacturing workshops of today, although modern equipment can complete the majority of manual operations, numerous repetitive and high-precision manual assembly operations persist, including precision assembly of armature parts [1] and precision parts assembly with small tolerance range [2]. While the automated machinery requires operators to maintain high attention and invest significant cognitive resources; it also requires them to possess better finger control ability to ensure precise pickup, movement, and manipulation of objects from a place [3,4], thereby resulting in a significant upsurge in the mental and physical load of operators during the task.

To date, many studies have investigated the physical load of operators in repetitive high-precision tasks. Reportedly, high repeatability and precision tasks decrease the variability of operators [5], thereby increasing of the physical load of operators. However, manufacturing enterprises upgraded operation tools and auxiliary equipment to decrease static operation and reduce the physical load of operators [6]. Nevertheless, in repetitive high-precision tasks, the mental load remains a concern that cannot be overlooked. Of note, the excessive mental load could decrease production efficiency and reaction sensitivity, resulting in human error [7]. Therefore, it is necessary to predict the mental load of operators in the process of repetitive high-precision tasks.

In recent years, neural networks are mostly used in data prediction and state recognition. Among them, BP neural network is the most widely used neural network [8]. Mingzhou Liu [9] used BP neural network to establish a fatigue prediction model based on drivers’ facial and hand features. Liuye Yao [10] used BP neural network to predict the fatigue caused by stereo vision. BP neural network has the function of nonlinear mapping, and on this basis, it can learn, organize, and adapt itself [11]. Therefore, this paper used a three-layer BP neural network to establish a predictive model of operators’ mental load.

Compared with previous studies, this paper focused on the mental load of operators under repetitive high-precision tasks, and used functional near-infrared spectroscopy (fNIRS) to measure the changes of O₂Hb in
the prefrontal lobe of operators during tasks, which is real-time and objective. At the same time, based on BP neural network, the task performance indicators and physiological data indicators of operators were combined to build a recognition model of mental load state of operators under repetitive and high-precision tasks. In this paper, the participants were required to complete the jack experiment with high repeatability and high precision in the laboratory, which was similar to the assembly of precision instrument parts in the electronic factory, with consistency and typicality. In the process of experiment, the operators’ jack time, jack error rate, and the changes of O$_2$Hb in the prefrontal lobe were recorded. Combined with BP neural network, the repetitive and high-precision tasks recognition model was constructed to identify mental load state of operators.

2. MATERIAL AND METHODS

2.1. Participants

Before the formal experiment, we enrolled 36 participants aged 21-26 (23.81±1.41). All participants had normal or corrected-to-normal vision, were right-handed, and had no physical disorder. In addition, all participants were asked to get sufficient sleep, not use drugs or drink alcohol, tea, or coffee, and refrain from strenuous upper body exercise or other fatiguing activities. Notably, all participants were informed about the objectives and conditions of the experiment, and written informed consent was obtained from all. This study was conducted in compliance with the principles and guidelines of the Declaration of Helsinki and all participants were assured of getting a certain reward.

2.2. Experimental equipment

During the experiment, Nikon cameras were used to record videos of participants completing repetitive high-precision tasks for subsequent behavioural data analysis. At the same time, the prefrontal cortex was monitored by fNIRS, and the change of O$_2$Hb in each channel was recorded.

2.3. Experimental task

In this study, repetitive high-precision tasks on the assembly line of the electronic factory were designed to simulate the jack experiment. In the jack experiment, participants were to use their right hand to hold tweezers to insert 100 small needles into the holes with a 1.5-mm diameter on the metal plate. During the task, participants had to follow the jack sequence from left to right, from top to bottom, and each needle had to be inserted into the bottom of the small hole, and participants did not rest during the experiment. If participants dropped a needle intentionally or unintentionally, they had to pick up the small needle with tweezers and insert it into the corresponding holes. Furthermore, participants were asked to try their best to minimize the total time of completion. And, fNIRS was used to monitor the prefrontal cortex of the participants’ brain in real time, and participants were not allowed to talk or do other unrelated matters.

3. ESTABLISHMENT OF MENTAL LOAD RECOGNITION MODEL

3.1. Determination of mental load identification factors

Previous studies have shown that the performance of operators can effectively reflect the mental load of operators [12]. Therefore, this paper analyzed the validity of the objective evaluation index of mental load in the process of tasks, and found that the two objective evaluation indexes of jack time and jack error rate had good discriminative validity. At the same time, the fNIRS data of 12 prefrontal cortex channels were analyzed. The results showed that prefrontal cortex channels 2, 8, 12, 17, 20 and 21 was significantly activated during the experiment, which affected the mental load of operators during the experiment. Channel 2 corresponds to the subfrontal cortex, channels 8, 12 to the medial prefrontal cortex, and channels 17, 20 and 21 to the dorsolateral prefrontal cortex. The sub frontal cortex is the main emotion control area in the prefrontal cortex, which participates in many cognitive and emotional regulation functions in the jack experiment; the medial prefrontal cortex mainly participates in cognitive functions such as working memory, which is responsible for temporarily storing the memory content; the dorsolateral prefrontal cortex is an important area associated with central execution domain, which mainly monitors tasks and allocates the consumption of cognitive resources, is highly sensitive to changes in mental load. Therefore, the eight indicators of jack time, jack error rate and O$_2$Hb changes of prefrontal channel 2, 8, 12, 17, 20 and 21 could effectively evaluate the mental load of participants in the repetitive high-precision tasks.

3.2. Extract the principal components

The feasibility test was performed on 36 participants and a total of 144 sets of data in four experimental stages. The KMO statistic was 0.768>0.600, and the Bartlett sphere test was statistically significant (P=0.000<0.010). The characteristic roots of the two principal components F1 and F2 were 3.327 and 1.291 respectively. The variance contribution rates of F1 and F2 were 41.584% and 28.274%. Therefore, this paper selected two principal components to comprehensively identify and evaluate the mental load of operators.
3.3. Comprehensive evaluation model of mental load

Before the comprehensive evaluation of the mental load of operators, it was necessary to determine the primary weight model of the mental load evaluation, as shown in Equation (1).

\[ \begin{align*}
F_1 &= a_{11}x_1 + a_{21}x_2 + \cdots + a_{k1}x_k \\
F_2 &= a_{12}x_1 + a_{22}x_2 + \cdots + a_{k2}x_k \\
&\vdots \\
F_p &= a_{1p}x_1 + a_{2p}x_2 + \cdots + a_{kp}x_k
\end{align*} \]

(1)

In Equation (1), \( F_p \) represents the obtained \( p \)-th principal component; \( a_{ij} \) represents the coefficient in the primary weight model, and the specific calculation formula was shown as Equation (2):

\[ a_{ij} = \frac{\theta_{ij}}{\sqrt{\lambda_j}} \]  

(2)

In Equation (2), \( \theta_{ij} \) represents the initial factor load of the \( j \)-th principal component corresponding to the \( i \)-th index; \( \lambda_j \) represents the characteristic root of the \( j \)-th principal component, and the primary weight model was calculated. Then, the weighted average of the variance contribution rate of two indicators in the principal component analysis was used to obtain the weight of each indicator. Finally, normalize the index weights to obtain the normalized comprehensive index system model of mental load was as Equation (3):

\[ F = -0.067x_1 + 0.059x_2 + 0.237x_3 + 0.166x_4 + 0.200x_5 + 0.120x_6 + 0.129x_7 + 0.156x_8 \]

(3)

After obtaining the comprehensive index system model, the time index, error rate index and \( O_2Hb \) index of 144 sets of data of 36 subjects in the four experimental stages were normalized and brought into the mental load comprehensive index evaluation model, and the mental load values of four experimental stages were obtained, as shown in Figure 1.

4. RECOGNITION MODEL OF MENTAL LOAD STATE BASED ON BP NEURAL NETWORK

4.1. Model establishment

The mental load of operators in four experimental stages was analysed. The results showed that there were significant differences among the four levels of mental load. Therefore, this paper divided the mental load of operators under repetitive high-precision tasks into four levels, and the four mental load levels were used as the output items of the network to construct the BP neural network model of operators’ mental load state under repetitive high-precision tasks. BP neural network does not need to construct equations in advance to indicate the relationship between independent variables and dependent variables. It can independently learn the mapping mode from input variables to output variables during the simulation process [13].

Based on the establishment of the BP neural network recognition model of operators’ mental load under repetitive high-precision tasks, the following indicators of the network model needed to be determined: (1) Number of input neurons: 8; (2) Number of network layers: 3 layers; (3) Number of hidden layer neurons: 9; (4) Number of output neurons: 4; (5) Transfer function selection: tanSig function; (6) Training function selection: trainlm function; (7) Expected error determination: 0.0001.

4.2. Training and testing of the network model

In this paper, about 3/4 of the 36 participants, that is, 104 groups of data in four experimental stages were collected as training samples, and the 8 indexes of 26 participants were input into the BP neural network mental load prediction model, which was trained by MATLAB, as shown in Figure 2.

Before the neural network training and testing, the data should be normalized in the neural network, with 1000 as the maximum number of iterations and the learning rate of 0.01. Using MATLAB programming, the samples were trained and tested for many times. Based on the above steps, samples’ mental load level was predicted, as shown in Figure 3 and Figure 4, the recognition rate of training samples’ mental load level reached 89.43%, the recognition rate of testing samples’ mental load level reached 80%, and the recognition rate of total samples’ mental load level reached 86.81%. It can
be considered that the BP neural network has basically achieved the expected effect, and can be used to objectively identify the mental load state of operators under repetitive and high-precision tasks, which overcame the subjectivity of using scale as the evaluation index of mental load of operators in the past.

Figure 3 Error map of testing set.

Figure 4 Error distribution histogram of training set and testing set.

5. CONCLUSION

(1) The main component was used as the characteristic parameter of BP neural network recognition model by principal component analysis. The objectivity of operators’ mental load level recognition was further improved, and the subjective factor involved in the former subjective scale evaluation of legal person as parameter factor was overcame.

(2) The model of mental load state prediction based on BP neural network was constructed based on the recognition factors of operators’ behavioral performance and O2Hb concentration in six channels of prefrontal lobe of brain under repetitive high-precision tasks. The model was verified by experimental data. The recognition rate of mental load reached 86.81%, which proved the accuracy and effectiveness of the recognition model.

(3) Under repetitive and high-precision tasks, the mental load of operators is closely related to the behavioral performance. The enterprise managers should always pay attention to whether the operators are overloaded or not, and establish a reasonable rest system based on the identification model of the mental load state to reduce the mental load, stabilize the working efficiency and realize high efficiency production.
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