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Abstract—In this article, we propose an energy-efficient data gathering scheme for wireless sensor network called Sleep-Route, which splits the sensor nodes into two sets – active and dormant (low-power sleep). Only the active set of sensor nodes participate in data collection. The sensing values of the dormant sensor nodes are predicted with the help of an active sensor node. Virtual Sensing Framework (VSF) provides the mechanism to predict the sensing values by exploiting the data correlation among the sensor nodes. If the number of active sensor nodes can be minimized, a lot of energy can be saved. The active nodes’ selection must fulfill the following constraints - (i) the set of active nodes are sufficient to predict the sensing values of the dormant nodes, (ii) each active sensor nodes can report their data to the sink node (directly or through some other active node(s)). The goal is to select a minimal number of active sensor nodes so that energy savings can be maximized.

The optimal set of active node selection raise a combinatorial optimization problem, which we refer as Sleep-Route problem. We show that Sleep-Route problem is NP-hard. Then, we formulate an integer linear program (ILP) to solve the problem optimally. To solve the problem in polynomial time, we also propose a heuristic algorithm that performs near optimally.

I. BACKGROUND

Since Sleep-Route works in conjunction with VSF, we provide an overview of VSF in this section. Every sensor node in a WSN senses a physical parameter at a predefined interval and transmits this data to the sink node. Usually, the data collected from various sensors show correlation among themselves – some sensors are highly correlated while some are less correlated. Let us take the example in Fig. 1 if two sensors a and d are reporting highly correlated data, the data of d can be predicted (with high accuracy) from the data of a, without actually sensing the physical parameter by d. d can be kept dormant and can save energy. VSF proposes to save energy by exploiting this correlation for wireless sensor nodes [8]. This situation can occur when sensors use energy harvesting wherein some nodes harvest energy for a short duration and die after using that energy[6]. To predict the sensor data, a virtual sensor (VS) is created for each physical sensor (PS) at the sink as shown in Fig. 1. A VS instructs its associated PS on its state and activity for the forthcoming sensing intervals.

From the datasets collected from real-deployment [1], [2], [3], it is found that physical parameter values (e.g., ambient temperature, humidity, etc.) do not change abruptly over a short time span. Therefore, these values have correlation with their immediate past values (temporal correlation). Hence, VSF exploits temporal as well as spatial correlations in the data collected from the sensors to fine-tune the prediction. In active mode, all the circuits of a sensor node such as microprocessor, radio, sensor, clock, etc., remains switched on. As a result, the sensor node spends higher energy in active mode. On the other hand, most of the circuits of a sensor node remain switched off in dormant state, and the energy consumption is minimal. To perform any operation, a sensor node has to be in active mode and it is imperative that number of active nodes should be minimized. In order to keep the sensor network alive for a longer period, energy consumption of the sensor nodes in the network needs to be balanced over time. Thus, state of the nodes switch between dormant and active after certain number of sensing intervals.

The VSF does not assume any a priori knowledge about the sensor data statistics. It captures the correlation amongst sensors on the fly, monitors the change in the correlation, and adapts dynamically. To accomplish this, the data collection period is divided into three phases – training period, operational period and revalidation period as shown in Fig. 2.

During the training period, all nodes remain active and report their sensed data for certain sensing intervals (data samples) to the sink node. Using these samples, the sink node creates a temporal correlation based predictor for each node. The temporal predictor used by the VSF is a transversal filter, which is created by mean-square error method. Further, these
training samples are exploited to find correlated node pairs. For each node in a pair, a separate spatial correlation based predictor is created. VSF uses linear regression to find a spatial predictor.

At the beginning of the operational period, each sensor is informed about its operating state (i.e. active/dormant) by the sink node. If a node becomes dormant during the operational period, the virtual sensor uses a hybrid filter (combination of the temporal and spatial predictor) to predict the sensed value. It is hard, if not impossible, to find the accuracy of the predicted values at VS of a dormant sensor vis-à-vis the values if the sensor would have been active. To tackle this, the dormant nodes become active again for a small duration after each operational period. During this period, called revalidation period, all the sensor nodes become active and report their sensed data to the sink node. Then, the sink node checks the correlations amongst the sensors and readjust the parameters of the prediction model for the virtual sensors if required. This ensures higher prediction accuracy in the next operational period. If the sink node identifies a large drift in the correlation pattern – in turn predicted values – during revalidation, another training period is initiated. Otherwise, before resuming another operational period after the revalidation period, the sink node picks a new set of active nodes in order to balance the energy expenditure by each sensor node.

II. PROBLEM DESCRIPTION

In a large WSN, the VSF provides a mechanism to find correlations amongst nodes, and classify highly correlated nodes into “groups”. We refer to such a group as constellation. The constellation of nodes, formed by VSF, has fundamental difference with traditional clustering technique, where sensors are clustered based on their geographical collocation. VSF, however, can put any two nodes into the same constellation if they are highly correlated irrespective of their geographical location. One representative node generating data from a constellation is enough to predict the data of other nodes in that constellation. Therefore, VSF selects m nodes to be active if there are m constellations while keeping the remaining nodes as dormant. However, VSF fails if these active nodes are isolated i.e., they are not in the communication range of the sink and a multihop path to the sink cannot be built due to many dormant nodes.

For m constellations, there can be exponentially many combinations of active nodes, each with at least m active nodes. The immediate challenge is to select a particular combination of active nodes representing m constellations. We aim to select the one that requires least amount of energy to report their data to the sink. This is to reduce the overall energy consumption of the WSN in order to increase the network lifetime. A combination of active nodes with more than m active nodes, but least energy consuming should be preferred over a combination with lesser number of active nodes but consuming more energy. Therefore, it is required to find a set of active nodes that requires minimum energy to report their data to the sink, which also satisfies the following conditions – (a) they form a connected graph, i.e., all of them can reach the sink node; (b) every constellation has at least one representative sensing node so that the data for all the dormant nodes within that constellation can be predicted with a tolerable error bound. We term this optimization problem as Sleep-Route.

We formulate the problem with following considerations: (i) All sensor nodes are homogeneous, i.e., they all have same transmission range and same energy consumption for various operations (sensing, transmit, receive, etc.,) in active/dormant node. (ii) The network is denoted as a node-weighted undirected graph G = (S, L), where S is the set of all sensor nodes in the network and L is the set of existing links. (iii) The nodes are associated with non-zero cost (node-weighted), which is defined by their energy consumption based on their mode of operation. If node i and j are in active and dormant mode, their energy consumptions are denoted as e_a(i) and e_d(j) respectively. (iv) A link between node i and node j exists if they are within their transmission range. The link cost is defined by the energy consumption for transmitting one packet from node i to j, and denoted by e_l(i, j). For simplicity, we assume that e_l(i, j) = e_l(j, i). With this background, we now provide a formal definition of the sleep-route problem.

Definition 1. Sleep-Route problem: Given a node-weighted undirected graph G = (S, L) and a collection of m sets S_i such that S_i ∩ S_j = φ, ∀i ≠ j and ∪_{i=1}^{m} S_i = S, find the minimum cost subgraph G' = (A, L'). That is, \[ \sum_{i \in A} e_a(i) + \sum_{(i,j) \in L'} e_l(i, j) \] is minimum, such that (i) A is connected, and (ii) A includes at least one node from each S_i, i.e., S_i ∩ A ≠ φ, ∀i.

III. TIME-COMPLEXITY AND SOLUTION OF SLEEP-ROUTE PROBLEM

In this section, first, we discuss the time-complexity of the problem. We found that the Sleep-Route problem is NP-hard. To find a optimal solution for the problem, we formulate the problem as an Integer Linear Program (ILP). Then, we provide a heuristic algorithm, which finds a near optimal solution in polynomial time. Let’s first prove the NP-hardness of the problem.

Theorem 1. Sleep-Route (decision) problem is NP-complete. The optimization version of Sleep-Route is NP-hard.

Proof: It is easy to show that Sleep-Route ∈ NP, since a nondeterministic algorithm needs only to find a subgraph A and then verify in polynomial time that (i) it includes at least one node from each constellation (complexity is O(n)), and (ii) it is connected (complexity of DFS is O(n)). Therefore, Sleep-Route (decision) problem is NP.

To show that Sleep-Route is NP-hard, we reduce the problem into the node-weighted Group Steiner Tree (GST) problem. The classical Steiner tree problem is defined as:

Definition 2 (Steiner Tree (ST) problem). Given a graph G = (S, L) with all links have non-zero cost (weight) and a set A ⊆ S, find the minimum-cost tree that spans nodes in A.

This is one of the first problem shown to be NP-hard by Karp [4]. A Group Steiner Tree is a generalized version of the Steiner tree problem.

Definition 3 (Group Steiner Tree (GST) problem). Given a graph G = (S, L) with non-zero link cost, and a collection
S_1, S_2, ..., S_m \text{ of node sets called groups. Find a minimum-cost connected subgraph of G that contains at least one node from each group.} 

Being a generalized version of the Steiner Tree problem, the Group Steiner Tree (GST) problem is also NP-hard [3]. A general node-weighted Steiner Tree problem is an extension of the classical Steiner Tree problem, where nodes have non-zero cost.

We map the WSN in Sleep-Route into a graph in GST. For each sensor node \( s \in S \), they are the nodes in the graph in GST. The constellations in Sleep-Route are the groups of nodes in GST. The links and their respective weights are calculated based on the energy consumed to deliver one packet through that link, thus, are the same for both Sleep-Route and GST. Similarly, the node weights are calculated based on the energy consumed by a node for being active and sensing. Thus, the transformed graph becomes a graph in Sleep-Route problem. There is a one-to-one mapping between the Sleep-Route problem and the node-weighted GST problem. As a result, a "yes-instance" of GST, will always reply "yes" for Sleep-Route. Similarly, Sleep-Route will never reply a "yes" to a "no-instance" in GST. Therefore, the decision version of Sleep-Route is NP-complete as this is the case for GST. By default, the optimization problem then becomes a NP-hard problem.

A. Integer Programming Formulation of Sleep-Route

As the Sleep-Route problem is NP-hard, we propose a heuristic algorithm. To show how well the heuristic performs, we try to find an optimal solution using Integer Linear Programming (ILP) for smaller problems. Though ILP provides a heuristic algorithm. To show how well the heuristic performs, we try to accommodate this aspect in our design. If the packet delivery probability between node \( i \) and \( j \) is denoted as \( P_d(i,j) \), then the link cost in (1) is modified as,

\[
e_l(i,j) = \begin{cases} 
  e_{tx}(i) + e_{rv}(j)/P_d(i,j), & \text{if } l(i,j) = 1; \\
  \infty & \text{otherwise}.
\end{cases}
\]

We assume that there is only one sink node \( (s_0) \) in the WSN and it is a special node with unlimited or sufficiently enough resources. The sink node is always active, i.e., \( x_a(0) = 1 \) to receive the data. Thus, its energy consumption is not considered while minimizing the energy consumption of the whole network. The constellations of nodes are represented using a matrix. Suppose, \( C \) is the constellation matrix. At the end of a training period, VSF creates the constellation matrix, where \( c(i,j) \) (and also \( c(j,i) \)) is associated with the correlation between the sensed data of nodes \( i \) and \( j \). If the correlation is above certain threshold, the nodes are assigned to the same constellation i.e., \( c(i,j) = 1 \), and \( c(i,j) = 0 \) otherwise. VSF provides the constellations of sensor nodes available in a WSN. The sink node forms a constellation containing only itself. A small WSN and its constellations are shown in Fig. 3a and Table Ia respectively.

The optimal subgraph, i.e., the set of active nodes (A) and also the links connecting them to the sink \((L')\), need to be changed over time. Otherwise, one set of active nodes will drain their energy, and these nodes will become unavailable soon. As a result, the network might become disconnected. To avoid such a situation, a better approach would be to balance the energy consumption amongst all the nodes within the network. To achieve this, the nodes with more residual energy should be preferred to be selected as active node. Thus, we calculate the weight of a sensor node \( i \) as,

\[
e_a(i) = e_{active} + e_{sense} + (E_{res} - e_{res}(i)),
\]

where \( e_{active} \) is the energy required for any node to be active, \( e_{res}(i) \) is the residual energy of \( i \), and \( E_{res} \) is the maximum residual energy over all the sensor nodes in the network \( \{\max_{k \in S} \left \{ e_{res}(k) \right \} \} \). Clearly, the sensor node with more residual energy will have smaller value of \( e_a \) (because of smaller value of \( E_{res} - e_{res}(i) \)). As a result, it will be preferred to be selected over a sensor node with relatively less residual energy, i.e., larger \( e_a \). At the beginning of every operational period (see Fig. 2), a new optimal subgraph (new set of active nodes and links) are selected. By incorporation the residual energy of a sensor node in calculating its active cost, we ensure fairness in energy consumption among the sensor nodes.

Now, considering there is total \( n + 1 \) nodes in the WSN including the sink node, the minimization problem for Sleep-Route is defined as,

\[
\min \sum_{i=1}^{n} e_a(i) x_a(i) + \sum_{i=0}^{n-1} \sum_{j=i+1}^{n} e_l(i,j) x_l(i,j)
\]
Fig. 3: (a) A WSN with 9 sensing nodes having three constellations of sensor nodes (marked with different colors); (b) a set of active nodes, but not every constellation are represented; (b) a set of connected active nodes representing all the constellations; (d) another set with minimum number of connected active nodes, which also represents all the constellations.

TABLE I: Constellation Matrix and its transformations.

|    | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|----|---|---|---|---|---|---|---|---|---|---|
| 0  | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1  | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| 2  | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| 3  | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| 4  | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 |
| 5  | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 |
| 6  | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 0 |
| 7  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| 8  | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| 9  | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 |

subject to:

\[
\sum_{i=0}^{n-1} \sum_{j=i+1}^{n} x_l(i,j) = \sum_{i=0}^{n} x_a(i) - 1 \tag{5}
\]

\[
\sum_{i=0}^{n} \sum_{j=i+1}^{n} x_l(i,j)v(i,j) \leq \sum_{i=0}^{n} x_a(i)\left(v(i) - 1\right), \tag{6}
\]

for all possible binary vector \(v\) of length \((n + 1)\).

\[
2x_l(i,j) \leq x_a(i) + x_a(j), \quad \forall i, \forall j \tag{7}
\]

\[
\sum_{i=0}^{n} x_a(i)c(i,j) \geq 1, \quad \forall j \tag{8}
\]

To maintain connectivity, for each node in \(A\), there should be at least one active link adjacent to it. In fact the minimum number of links that connects a set of nodes forms a tree. If there are \(k\) nodes in \(A\), then there should be \(k-1\) links in \(L'\). Constraint (5) ensures this cardinality condition. But \(k-1\) links does not always ensure connectivity (in case of cycles). To remove any cycle from the graph, all the sub-tours need to be eliminated. If \(A'\) represents any subset of sensor nodes and \(E(A')\) represents the links among the sensor nodes in \(A'\), then \(\sum_{e \in E(A')} c \leq |A'|-1\) ensures no possible sub-tour. To select a subset of sensor nodes, a vector \((|v| = n + 1)\) is used, where \(v(i) = 1\) represents \(i \in A'\), and \(v(i) = 0\) otherwise. Considering \(v(0) = 1\) (for the sink node), there can be \(2^n\) possible vectors representing all possible subsets of sensor nodes, and for each subset, sub-tour needs to be eliminated (constraint (6)).
The requirement of forming a connected tree amongst selected active nodes cannot be guaranteed by constraints (5) and (6). To ensure that all the active nodes are connected, the end points of every selected link, i.e., both the nodes connected via the link have to be in the active set of nodes. The constraint (7) ensures that if \((i, j) \in L'\), then its end points are also in \(A\). However, the opposite is not true, i.e., even if a sensor node is in \(A\), all of its existing links may not be in \(L'\).

The final constraint (8) ensures that every constellation has at least one active node as representative. However, in some cases more than one node can be selected to be active in order to maintain connectivity. Let us take an example to clarify whether (8) can satisfy the criteria. Suppose, \(x_a = \begin{bmatrix} 1 & 1 & 1 & 0 & 1 & 1 & 0 & 0 \end{bmatrix}^T\) represents the decision vector for sensing nodes (Fig. 3b). According to the L.H.S. of (8), this decision vector transforms the constellation matrix as shown in Table 1b. As the sum of the elements of each columns are greater than 1, this decision vector fulfills the criteria of representing each constellation by at least one active node. On the other hand, a decision vector like \(x_a = \begin{bmatrix} 1 & 1 & 1 & 0 & 0 & 1 & 0 & 0 \end{bmatrix}^T\), cannot fulfill the criteria (shown in Table 1c). As there is no representation from the constellation with sensor node 4, 5 and 7, it becomes an invalid decision vector (Fig. 3c). A better choice of active set of nodes is shown in Fig. 3d, which also satisfies the representation criteria (Table 1d).

**B. Solution by Heuristic**

As the number of constraints (3) grow exponentially with the number of sensor nodes, a solution by ILP is not feasible. To solve the Sleep-Route problem in polynomial time, we propose a heuristic algorithm. The heuristic algorithm uses approximation at two stages. At first, we reduce the general graph into a tree. Then, we select a set of active nodes based on some criteria such that all the constellations are represented. During the node selection process, we might select more than one active node from each constellation to maintain connectivity. A node is selected as active, its parent node must be active to ensure connectivity. The child-parent relationship is derived from the tree formed during the first phase of the heuristic.

To find a tree, we have used the Dijkstra’s algorithm, where a shortest path is found from any sensor node to the sink node. By shortest path, we refer to the minimum cost path to send a packet from the sensor node to the sink node. The shortest path algorithm removes some of the links from the adjacency matrix (i.e., the link cost is set to \(\infty\)) and ensures that every node has exactly one parent node.

After forming the tree, a set of active nodes is selected (based on some criteria) representing all the constellations of the network. Additional sensor nodes can be selected such that every node’s parent node is also in the active set of nodes. Then, all such links are selected for whom both the end points (sensor nodes) are selected to be active. This ensures all the constraints (5-8). The optimality depends on the criteria to select the active node.

We first employ a randomized selection of active nodes (Algorithm 1). The algorithm takes the global set of sensor nodes (\(S\)) and partition them into two subsets - active (\(A\)) and dormant (\(D\)). First, the algorithm removes the sink node from the global set (\(S\)) and adds it to the active set (\(A\)) (line 2.3). Then, the algorithm starts removing a sensing node (\(s\)) randomly from the remaining sensor nodes of the global set. The recently selected node is then added to the active set. To ensure connectivity, its parent node (also the parent’s parent) is also need to be assigned to the active set. We define a recursive algorithm to decide a node’s state (Algorithm 2). First, the selected node is removed from \(S\) and assigned to \(A\) (line 1-2). Then we find the parent node of \(s\) (line 3). If the parent node is not already assigned to the active set, we recursively call the algorithm to assign it to the active set (line 4-6). Next, all the sensor nodes that belongs to the same constellation with \(s\), are removed from the global set and added to the dormant set (line 7-12). The algorithm (Algorithm 1) continues, until the global set becomes empty.

**Algorithm 1** A randomized algorithm for selecting a subset sensor nodes as active.

```
Input: Set of all sensors in the network (\(S\)), set of all existing link (\(L\)), the sink node (\(s_0\)), and the constellation matrix (\(C\)).
Output: Two sets of nodes - Active (\(A\)) and Dormant (\(D\)).
1: \([S, L] \leftarrow \text{shortestPathTree}(S, L)\);
2: \(S \leftarrow S - s_0\);
3: \(A \leftarrow A + s_0\);
4: \(D \leftarrow \phi\);
5: while isNotEmpty(\(S\)) do
  6:     randomly select a sensor node \(s\) from \(S\);
  7:     \(\text{markNodeState}(s)\);
8: end while
```

**Algorithm 2** markNodeState: It assigns a sensor node (and its parent) to the active set(\(A\)), and all the sensor nodes that belongs to the same constellation to the dormant set (\(D\)).

```
1: \(S \leftarrow S - s\);
2: \(A \leftarrow A + s\);
3: \(s' \leftarrow \text{parent}(s)\);
4: if \(s'\) is in \(S\) then
  5:     \(\text{markNodeState}(s')\);
6: end if
7: for all \(\hat{s} = 1 : n\) do
  8:     if \(c(s, \hat{s}) = 1\) AND \(\hat{s}\) is in \(S\) then
  9:         \(S \leftarrow S - \hat{s}\);
 10:        \(D \leftarrow D + \hat{s}\);
11: end if
12: end for
```

Even though the randomized algorithm tries to select one active node per constellation and ensures availability of a path from each sensing node to the sink node, it does not guarantee the minimum cost active set of nodes. There are two reasons - first, the random selection of sensing nodes imposes more number of active nodes (to maintain connectivity); second, the optimal set of nodes, i.e., the sensor nodes with minimum active cost might not be selected. To solve these issues, we employ a deterministic algorithm that follows a greedy approach.

Instead of selecting the sensing nodes randomly, the greedy algorithm uses selection probability for each sensor node based on their active cost (See\(\phi\) for active cost calculation). The node
with minimum active cost is assigned the highest selection probability. If a node has the highest selection probability among the remaining nodes in S, it is assigned to the active set. The node assignment is the same as the previous (Algorithm 2). As the heuristic algorithm does not consider the link cost and node cost together, while assigning the state, an optimal solution might not be found. To find the possible worst-case performance of the heuristic, we have tried another version of the node selection criteria, where a node with lowest selection probability is assigned to the active set. The number of active nodes selected using the deterministic algorithm is lower than for the randomized algorithm. The results shown in the next section confirms this and the overall energy consumption is much closer to the integer programming solution as compared to the randomized algorithm.

IV. EVALUATION

Various relevant parameters and energy costs for a Tmote sky node are listed in Table III. In our evaluation, we measured energy consumption by all the sensor nodes during the operational period (Fig. 2). As mentioned earlier, a new subset of active nodes are selected before every operational period. We have fixed the length of an operational period to 620 s. Even though we did not assume any particular MAC protocol, the duty cycling is fixed to 5% for the active nodes. So, if a node is assigned as active, the minimum energy consumption by the sensor node for the period is: $T_p \times d_{cycle} \times e_{active} + T_p \times (1 - d_{cycle}) \times e_{sleep} = (620 \times 0.05 \times 4.898 + 620 \times 0.95 \times 0.144) \text{ mJ} = 236.654 \text{ mJ}$, where $T_p$ is the duration of the operational period, $d_{cycle}$ is the duty-cycling of active nodes, $e_{active}$ is the energy required for a node to be active, and $e_{sleep}$ is the energy spent by a node in dormant mode. Please note that this cost does not include any communication and sensing cost. In contrast, a sensor node in dormant mode consumes only $(620 \times 0.144) \text{ mJ} = 89.28 \text{ mJ}$ during the operational period.

The existence of an edge between two nodes is decided based on the link quality between two nodes. The link quality is decided based on the successful packet delivery probability ($p_d$). Thus, we require $1/p_d$ transmissions to deliver a packet successfully. We have used $p_d$ to find the cost of an edge to decide the shortest path tree (See 2).

Lifetime of a WSN can be defined in many ways, e.g., until the first node dies (runs out of battery), until the remaining alive nodes cannot communicate with the sink, etc. In this work, we define a deployment lifetime as ‘until all the sensor nodes belonging to a particular constellation dies’. Under this assumption, we show the effectiveness of the Sleep-Route scheme in extending lifetime of a WSN.

As discussed earlier, the ILP formulation for Sleep-Route has exponential number of constraints. As a result, when the number of sensor nodes is large, an optimal Sleep-Route solution via ILP is not feasible. Thus, we have evaluated the heuristic algorithm in comparison with the ILP when applied on the WSN shown in Fig. 3. First, we ran the experiment for 100 operational periods. The optimal set of active nodes and links are calculated via ILP before every operational period. Similarly, the active set of nodes is calculated based on the heuristic algorithm. As mentioned earlier, after forming the shortest path tree, the active set of nodes is selected based on three criteria - random selection of active nodes (RS), active node selection based on maximum selection probability (Max-SP), and active node selection based on minimum selection probability (Min-SP). For each of these methods, the total energy consumption in the whole network is calculated. Additionally, we have calculated the energy consumption, (i) if all the sensor nodes are active and report their data to the sink node by forming a collection tree, and (ii) data is collected based on the LMS-based method described by Santini et al. [7].

For all the schemes, the cumulative energy consumption after 100 operational periods is shown in Fig. 4. Please note that the LMS-based scheme restricts data transmission by a node if the sensed data can be predicted by the sink with a tolerable error bound. Due to this, we assumed that only 2 out of 9 sensor nodes report their data in each sensing interval. These 2 nodes are selected randomly. The remaining 7 nodes differ data transmissions, and hence saving in energy. As expected, the Sleep-Route solution (ILP as well as

| Parameter                        | Value         |
|----------------------------------|---------------|
| Initial energy at every sensor node | 100 J         |
| Message size                     | 128 B         |
| Transmission power               | 5 dBm         |
| Energy cost for sending a message | 250 µJ        |
| Energy cost for receiving a message | 400 µJ        |
| Energy cost for sensing temperature | 20.30 µJ     |
| Energy cost in active mode       | 4.898 mW      |
| Energy cost in sleeping mode     | 0.144 mW      |
the heuristics) requires less energy than LMS-based method. Out of three heuristic approaches, the Max-SP based method should perform the best. However, it seems that the Min-SP based method performs exceptionally well. Even if the total energy consumption by Min-SP based heuristic is less than Max-SP based heuristic, the lifetime of the WSN is drastically reduced by Min-SP based heuristic (Fig. 5).

The Sleep-Route scheme tries to rotate the set of active nodes by considering the residual energy available in each sensor node. Otherwise, some sensor nodes might die early, which eventually may lead to shorter lifetime. The selection probability tries to impose this behavior on the selection of nodes, i.e., the sensor node with more residual energy has higher chance of getting selected. However, selecting nodes with minimum selection probability, i.e., less residual energy can impose more burden on some nodes. As a result the lifetime of a WSN can be decreased in spite of the fact that the overall energy consumption at every operational period is less. Fig. 5 supports this argument.

V. CONCLUSION

We define the Sleep-Route problem that arises in a WSN consists of spatio-temporally correlated sensor nodes. We prove that the problem is NP-hard. Using a polynomial time greedy-approach based heuristic algorithm, we solve the problem near optimally. The solution improves the lifetime of a WSN. In future, we plan to evaluate our algorithm on a real sensor deployment. Further it is interesting to consider situation where some nodes could be powered by mains power[9]. This is an interesting extension.
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