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Abstract

Image Segmentation has been an active field of research as it has a wide range of applications, ranging from automated disease detection to self-driving cars. In recent years, various research papers proposed different loss functions used in case of biased data, sparse segmentation, and unbalanced dataset. In this paper, we introduce SemSegLoss, a python package consisting of some of the well-known loss functions widely used for image segmentation. It is developed with the intent to help researchers in the development of novel loss functions and perform an extensive set of experiments on model architectures for various applications. The ease-of-use and flexibility of the presented package have allowed reducing the development time and increased evaluation strategies of machine learning models for semantic segmentation. Furthermore, different applications that use image segmentation can use SemSegLoss because of the generality of its functions. This wide range of applications will lead to the development and growth of AI across all industries.
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Introduction

In recent years, Deep Learning has transformed multiple industries ranging from software to manufacturing. The medical community has also benefited from Deep Learning. There have been multiple innovations in disease classification, for example, lesion segmentation using U-Net and cancer detection using SegNet. Image segmentation is one of the crucial contributions of the deep learning community. Image Segmentation can be defined as a classification task on the pixel level. An image consists of various pixels, and these grouped pixels define different elements in an image. A method of classifying these pixels into elements is called semantic image segmentation. The choice of loss/objective function is critical while designing complex image
segmentation-based deep learning architectures as they instigate the learning process of the algorithm. Therefore, since 2012, researchers have experimented with various domain-specific loss functions to improve the model’s performance on their datasets. This paper has introduced SemSegLoss, a python-based package consisting of some well-known loss functions widely used for image segmentation. Our implementation is available at GitHub: https://GitHub.com/shruti-jadon/Semantic-Segmentation-Loss-Functions.

Table 1: Types of Semantic Segmentation Loss Functions [8]

| Type                      | Loss Function                                                                 |
|---------------------------|-------------------------------------------------------------------------------|
| Distribution-based Loss   | Binary Cross-Entropy[28]                                                       |
|                           | Weighted Cross-Entropy[18]                                                    |
|                           | Balanced Cross-Entropy[26]                                                    |
|                           | Focal Loss[12]                                                                |
|                           | Distance map derived loss penalty term[3]                                     |
| Region-based Loss         | Dice Loss[22]                                                                 |
|                           | Sensitivity-Specificity Losshashemi2018asymmetric                              |
|                           | Tversky Loss[21]                                                              |
|                           | Focal Tversky Loss[1]                                                         |
|                           | Log-Cosh Dice Loss[8]                                                         |
| Boundary-based Loss       | Hausdorff Distance loss[11]                                                   |
|                           | Shape aware loss[6]                                                           |
| Compounded Loss           | Combo Loss[24]                                                                |
|                           | Exponential Logarithmic Loss[25]                                               |

1. Impact Overview

SemSegLoss have a wide variety of application ranging from medicine to self-driving. While creating an optimal deep learning model, it is crucial to select the correct objective function (also known as loss functions). Therefore, it is crucial to have such frameworks that facilitate the research and development of these objective functions. However, to our knowledge, no other package provides a collection of loss functions for semantic segmentation. For this reason, all current researchers in this area are forced to spend hours searching for implementations or write their code. This process slows down the research of labs and sometimes hinders the experiment range. The main objective of SemSegLoss is to provide an easy way to experiment with
various objective functions and determine the best possible approach, i.e.,
selecting loss function, which is giving the best performance and optimizing
in fewer steps.

Furthermore, current segmentation-based loss functions are developed
mainly by researchers with extensive knowledge of deep learning, linear al-
gebra, and optimization. Nevertheless, thanks to the ease of use of SemSe-
gLoss, more users will start research in this area. One of the strengths of this
framework is that it is entirely written in Python, a programming language
with an easy-to-understand syntax. In recent years a majority of machine
learning-related development happened in Python. Moreover, it is also easy
to modify or extend with not already implemented functionalities. Addition-
ally, Python’s flexibility facilitates the integration with modules written in
other programming languages. SemSegLoss is a recently developed python
package. It has received recognition from various researchers on GitHub.
Simultaneously, SemSegLoss has been used to:

1. **Create Novel Loss Functions**: SemSegLoss GitHub repo has been
   used to set-up the experiments for the claims of novel proposed loss
   functions such as Tilted Cross Entropy\cite{23} loss function, Mixed focal
   loss function\cite{27}, and Soft Segmentation Loss Function\cite{4}

2. **Perform Segmentation based experiments**: SemSegLoss code im-
   plementation is easy to follow which allowed applications to use the
code implementation of loss functions for their segmentation based
experiments. For example, cardiac function assessment in embryonic
zebrafish\cite{15}, analyzing natural disaster aftermath from satellite images
\cite{16}, and wildfire detection\cite{14}

In all listed use-cases, the results obtained using SemSegLoss GitHub code
implementation have provided researchers the ability to do choose the correct
loss function to improve the models’ performance.

2. **Functionalities and key features**

   SemSegLoss currently has twelve widely used loss functions classified into
four types as shown in table\cite{11}. If end-users want to analyze the efficiency of
segmentation model architecture, they can use the diverse implementation
of baseline Binary Cross-Entropy loss to Focal Tversky loss. Apart from
the loss functions, the framework can also evaluate the model performance
using different statistical analyses such as precision, recall, specificity, and
Dice Coefficient. Using the SemSegLoss package, any programmer can exper-
iment with loss functions and analyze the results using performance-based
functionalities.
3. Conclusions and further development

SemSegLoss package provides easy-to-use loss functions to analyze and experiment with different approaches when developing an efficient segmentation-based model. Researchers and developers can take advantage of this package due to its simplicity. We intend to add more advanced loss function techniques such as Correlation Maximized, Structural Similarity Loss, and Distance map derived loss penalty term for medical-based image segmentation in future versions. We are also planning to upload the SemSegLoss package to PyPI to facilitate its distribution and use.
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**Required Metadata**

**Current code version**
| Nr. | Code metadata                                      | Details                                                                 |
|-----|---------------------------------------------------|-------------------------------------------------------------------------|
| C1  | Current code version                              | v.1.1                                                                   |
| C2  | Permanent link to code/repository used for this code version | For example: https://GitHub.com/shruti-jadon/Semantic-Segmentation-Loss-Functions |
| C3  | Permanent link to Reproducible Capsule            | https://codeocean.com/capsule/1815956/tree                              |
| C4  | Legal Code License                                | MIT                                                                     |
| C5  | Code versioning system used                       | git                                                                    |
| C6  | Software code languages, tools, and services used | Python                                                                 |
| C7  | Compilation requirements, operating environments & dependencies |                                                                         |
| C8  | If available Link to developer documentation/manual |                                                                         |
| C9  | Support email for questions                       | sjadon@umass.edu                                                     |

Table 2: Code metadata