Multi-Site Technical and Clinical Performance Evaluation of Quantitative Imaging Biomarkers from 3D FDG PET Segmentations of Head and Neck Cancer Images
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Abstract

Quantitative imaging biomarkers (QIBs) provide medical image-derived intensity, texture, shape, and size features that may help characterize cancerous tumors and predict clinical outcomes. Successful clinical translation of QIBs depends on the robustness of their measurements. Biomarkers derived from Positron Emission Tomography (PET) images are prone to measurement errors due to differences in image processing factors such as the tumor segmentation method used to define volumes of interest over which to calculate QIBs. This study illustrates a new Bayesian statistical approach to characterize the robustness of QIBs to different processing factors. Study data consist of 22 QIBs measured on 47 head and neck tumors in ten PET/CT scans segmented manually and with semi-automated methods used by seven institutional members of the NCI Quantitative Imaging Network (QIN). QIB performance is estimated and compared across institutions with respect to measurement errors and power to recover statistical associations with clinical outcomes. Analysis findings summarize the performance impact of different segmentation methods used by QIN members. Robustness of some advanced biomarkers was found to be similar to conventional markers, such as maximum SUV; while others were clearly less robust. Such similarities support current pursuits to better characterize disease and predict outcomes by developing QIBs that utilize more imaging information and are robust to different processing factors. Nevertheless, in order to ensure reproducibility of QIB measurements and measures of association with clinical outcomes, errors due to segmentation methods need to be reduced.
1. **Introduction**

Quantitative imaging biomarkers (QIBs) provide medical image-derived intensity, texture, shape, and size features that have potential use in the characterization of disease and prediction of clinical outcomes. In the evolving field of radiomics, large numbers of potentially informative novel and diverse QIBs are extracted and studied for the personalization of disease treatment, particularly in oncology (1, 2). Examples of single-institution-based studies of imaging biomarkers include brain cancer (3, 4), head and neck cancer (5-8), lung cancer (9-13), nasopharyngeal carcinoma (14), prostate cancer (15, 16), and sarcoma (17). Other research has focused on performance of QIBs across multiple institutions, such as the analysis provided by Castelli et al. regarding the predictive value of quantitative FDG PET in 45 studies of head and neck cancer (18).

Despite the growing body of radiomics research and the established use of some imaging biomarkers, such as metabolic tumor volume (MTV), few new QIBs have been adopted for clinical decision making. Cancer Research UK and the European Organisation for Research and Treatment of Cancer, with NCI involvement, recently convened a consensus group to make recommendations for accelerating the clinical translation of imaging biomarkers. To that end, the group published a roadmap for navigating three main domains through which biomarker development passes: 1) discovery, 2) validation, and 3) qualification (19). In general, discovery is the process of identifying biomarkers associated with a disease or disease outcome of interest in a limited patient population; whereas, validation and qualification are formal assessments of biomarker performance and clinical utility in a broader population. Biomarker validation can be further divided into the two complimentary tasks of *technical validation* and *clinical validation*, which focus on the quality of measured biomarker values and measured associations with disease, respectively. The third, qualification domain involves establishment of the fitness of biomarkers for specific clinical applications. Application of appropriate
statistical methods is essential for the development of new, clinically applicable QIBs. In particular, this process requires proper statistical estimation of measurement accuracy and precision for each of technical and clinical validation and proper statistical design and analyze of clinical trials for establishment of clinical utility.

In this paper, we utilize a new statistical approach for technical and clinical validation of QIBs derived from head and neck cancer FDG PET scans to investigate the impact of tumor segmentation variability across multiple institutions on the estimation of study power to design clinical trials (20). The approach utilizes a hierarchical Bayesian model to estimate systematic and random QIB measurement errors and simultaneously estimate the effects of these errors on study power to predict clinical outcomes. Specifically, our study is focused on 22 radiomic QIBs that were previously investigated regarding their ability to predict outcome in head and neck cancer treatment (21). The QIBs are derived from lesion segmentation resulting from an FDG PET/CT segmentation challenge involving seven institutional members of the NCI Quantitative Imaging Network (QIN) (22, 23). All participating QIN members routinely utilize different approaches for lesion segmentation. Thus, the network provides an ideal setting within which to study the impact of segmentations on radiomic QIBs across methods and institutions. While our work focuses on errors due to different segmentation tools, the utilized statistical methods are broadly applicable to other settings in which scanner, operator, or other image source differences contribute to QIB measurement errors.

Application to FDG PET imaging is of substantial interest for QIB development, because it is an established imaging approach for the quantification of cancer tumor burden (24-26). QIB extraction from FDG PET images involves several steps, including image acquisition and reconstruction. Additionally, for many QIBs, a segmentation of all tumors is required for calculating QIB values. Tumors may be segmented in a number of ways. Standard clinical practice is manual segmentation by trained experts (e.g., radiation oncologists). Alternatively, a number of segmentation tools have been
developed to help decrease human effort and increase segmentation consistency. These tools range from semi-automated to fully automated (27). Although QIBs derived from tumor segmentations can be profoundly impacted by variation and bias in segmentation methods, existing studies provide little insight into the impacts of different methods on derived QIBs. In this work, we study this relevant issue.

Errors in PET-derived QIBs have been studied previously, primarily in terms of repeatability and reproducibility. Traverso et al. performed a systematic review of 41 full-text articles to assess consensus regarding the robustness of commonly utilized radiomics QIBs for PET, CT, and MRI. The authors encountered error metric reporting of intraclass correlation coefficient (ICC) in 14 studies, correlation coefficient in 12, and various other descriptive statistics in 9 (28). Bailly et al. assessed variability of QIBs in relation to their dependence on different PET/CT reconstruction methods with coefficient of variation and percent deviation (29). Dice coefficient, ICC, and confidence interval halfwidths were used by Altazi et al. to evaluate PET CT radiomics features in cervical cancer patients (30). Kalpathy-Cramer et al. (31) report concordance correlation coefficients for assessment of radiomic features from lung nodules in a multi-institutional study. Lu et al. summarized reliability of radiomic features across image acquisition settings with $R^2$ (32). While the aforementioned studies utilize univariate or ANOVA-based statistics to estimate error, there are very few examples of simultaneous estimation of systematic and random errors. Beichel et al. did employ linear mixed effects regression to compare quality and variability of tumor volume measurements from the same QIN PET segmentation challenge analyzed herein (33).

However, the Bayesian approach utilized in this study more generally analyzes the impact of all segmentation approaches simultaneously, provides estimates of study power, and includes 22 radiomics features and, therefore, illustrates a new statistical approach for QIB validation and qualification.

Our Bayesian statistical approach and QIN challenge application are described in the following section. Thereafter, analysis results are given to offer comparisons of measurements from challenge
participants. Finally, a discussion is provided of the results and their implications for the current and future state of radiomics biomarker assessment and development.

2. Methodology

2.A. Quantitative Imaging Biomarkers

QIBs were derived from FDG PET/CT scans of patients with head and neck squamous cell carcinoma acquired at the University of Iowa Hospitals and Clinics (UIHC). Scans were collected, curated, and uploaded to TCIA (34) (collection: QIN-HEADNECK (35)) as part of the NCI Quantitative Imaging Network (22). A QIN segmentation challenge was conducted in which a subset of ten diverse pre-treatment scans with combined 47 lesions were segmented manually by three experienced radiation oncologists at the UIHC and by the following QIN sites: Columbia University Medical Center, H Lee Moffitt Cancer Center and University of South Florida, Memorial Sloan Kettering Cancer Center, Simon Fraser University (Canada), University of Pittsburgh, University of Iowa, and University of Washington Medical Center. Sites were allowed to use segmentation tools of their choosing. Tools included both commercially available software and academic, in-house developed segmentation algorithms. De-identified summaries of the methods are given in Table 1. Further details of the challenge scanner acquisition and segmentation methods as well as evaluations of segmentation performance are given by Beichel et al (33).

Fifty-seven head and neck tumors in the ten PET/CT scans were segmented with seven different methods by the challenge participants. Each scan was segmented twice with a time interval between initial and repeat segmentation. A challenge coordinator at the University of Iowa collected the segmentations and derived 22 QIBs with the 3D Slicer software for medical image informatics, image processing, and three-dimensional visualization (36). The QIBs derived from lesion segmentations are summarized in Table 2 and include five of the most commonly used clinical biomarkers and 17
Biomarkers available from the PET-IndiC extension (37) for 3D Slicer, which were assessed in the context of outcome prediction by Beichel et al. (21). The PET-IndiC QIBs are generally designed to characterize SUV uptake patterns within segmented lesions by utilizing descriptive statistics.

Statistical analysis focused on the quantification of random and systematic differences in QIB measurements across segmentation methods. For each method, descriptive means and standard deviations were computed on the population of segmented images. Agreement between and variability within the methods was estimated with a Bayesian regression modeling approach (20). This approach was taken to ensure that statistical inferences accounted for the study design, which included biomarkers derived from eight different segmentation methods applied to a common set of 47 lesions, manual segmentation performed by three different operators, semi-automated segmentations performed by one operator each, and two segmentations performed per operator and lesion. Briefly, the statistical modeling of biomarker measurement $b_{i,j,k}$ for lesion $i$, operator $j$, and segmentation $k$ is composed of the following series of mean and variance components:

$$b_{i,j,k} \sim N(\mu_{i,j}, \sigma^2_e)$$

$$\mu_{i,j} \sim N(\mu_i, \sigma^2_{\mu})$$

$$\mu_i \sim N(\mu, \sigma^2_{\mu})$$

Biomarker measurements from multiple readers and/or multiple segmentations of the same lesion are averaged together as $\mu_i$. Within-lesion variance is $\sigma^2_e = \sigma^2_{e_i} + \sigma^2_{e_{\mu}}$ for the multiple readers and segmentations of manual segmentation and is $\sigma^2_e = \sigma^2_{e_\mu}$ for the single reader and multiple segmentations of other methods. Between-lesion variance is $\sigma^2_{\mu}$. The modeled means and variances are allowed to vary by segmentation method, denoted later with a subscript $m$. Thus, application of the Bayesian model to the data provided estimates of mean differences between methods as well as differences in between and within-lesion variability. Systematic mean differences were assessed
relative to manual segmentation, the current standard for image segmentation of head and neck cancer.

Systematic differences were estimated as the relative biases in population mean QIB measurements from semi-automated methods compared to manual segmentation; i.e.,

$$\text{Relative Bias}_m = \frac{\mu_m - \mu_0}{\mu_0},$$

where $\mu_m$ is the biomarker mean for method $m$ such that $m = 0$ is manual segmentation. Agreement was estimated with the concordance index (c-index) (38, 39). C-index is a non-parametric, rank-based performance metric that can be interpreted as the probability a randomly selected pair of lesions will have QIB measurements with the same ordered on both segmentation methods being compared. Values of 1 and 0.5 represent perfect and chance concordance, respectively. Relative between-lesion variability was estimated with intra-class correlation coefficient (ICC) and coefficient of total variation (wCV), respectively. ICC is defined as the variance in biomarker values between lesions relative to the total variance and is calculated as

$$\text{ICC}_m = \frac{\sigma^2_{m_t}}{\sigma^2_{m_t} + \sigma^2_{m_w}},$$

where $\sigma^2_{m_t}$ and $\sigma^2_{m_w}$ are between and within-lesion variances for method $m$. Within-lesion variance is also known as repeat error and is the variability observed from repeated measurements on the same lesion. ICC values close to 1 indicate small repeat error relative to the total error. wCV is defined as total variability relative to the population mean and has the form

$$\text{wCV}_m = \frac{\sigma^2_{m_t} + \sigma^2_{m_w}}{\mu_m}.$$
a binary outcome and then to assess the degree to which QIBs from other segmentation methods can recover the true relationship. Specifically, probability ($\pi$) of a hypothetical binary outcome was defined in terms of a logistic relationship with manually segmented QIBs, such that

$$\log\left(\frac{\pi_i}{1-\pi_i}\right) = \beta_0 + \beta_1 x_i,$$

where $x_i$ is a QIB for lesion $i$. The $\beta$ regression coefficients were chosen for the simulation study to reflect 50% prevalence of the outcome and an odds ratio ($OR$) of 2 for a one standard deviation increase in the manually-segmented QIBs. Samples of 100 and 500 randomly selected lesions with their associated QIBs ($x_i$) were generated, outcome probabilities ($\pi_i$) calculated, and disease outcomes ($y_i$) simulated according the Bernoulli probability distribution

$$y_i \sim Bernoulli(\pi_i).$$

Then, logistic regression models were fit using the QIBs measured with other (semi-automated) methods to estimate statistical power to recover the true $OR$ of 2, a result useful for the determination of sample size in designing clinical trials. Also estimated from the simulations were the method-specific biases ($Bias(OR_m) = OR_m - OR$), variances ($Var(OR_m)$), and root mean squared error

$$(RMSE_m = \sqrt{Bias(OR_m)^2 + Var(OR_m)})$$

as a combination of estimation accuracy and precision. Lower bias, variance, and error indicate better estimation of the true $OR$ value.

3. **Results**

For descriptive comparisons, QIB means and standard deviations were computed over the measurements obtained from each segmentation method applied to the population of head and neck tumors included in the QIN challenge. The distributions of these method-specific population statistics are summarized with boxplots in Figure 1 and Figure 2. In the plots, QIB values are displayed on the log
scale to depict distributional variability relative to their different measurement scales. Distributions of the population means show how similar the methods are on average with respect to their QIB measurements. Accordingly, method means are most similar for the Max, Peak, and Mean clinical QIBs and similarly for the RMS, First Quartile, Median, Third Quartile, and Upper Adjacent PET-IndiC QIBs. Similarities among the methods in the overall variability of their QIB measurements can be gauged by the distribution plots of population standard deviations. As with the population means, methods are most similar for the Max and Peak clinical QIBs. Otherwise, more dissimilarities are observed among the other clinical and PET-IndiC QIBs. Also noteworthy, are the mean and standard deviation dissimilarities apparent in MTV measurements, indicating sensitivity of volumetric measurements to segmentation method.

Distributions of between and within method variability are summarized in Figure 3 and Figure 4 with ICC and wCV, respectively. The ICC plots show the agreement of semi-automated segmentation methods with manual segmentation. Consistent with the population plots, there is near perfect (ICC = 1) agreement among all methods for Max and Peak. High degrees of agreement are seen for Mean, Std, RMS, First Quartile, Median, Third Quartile, and Upper Adjacent. Q1 – Q4 Distributions exhibit very poor agreement; whereas the remaining QIBs have fairly good agreement. Within-method variability as measured by wCV tends to be low for many of the QIBs that have high agreement. Notable exceptions are MTV and TLG and several of the PET-IndiC QIBs that have moderate ICC but high wCV.

Results of simulation studies are summarized in Figure 5 and Figure 6 for N = 100 hypothetical binary clinical outcomes. As described in the methods, outcomes were repeatedly simulated based on an OR = 2 for QIBs from manual segmentation. Bias, variability, and power were then calculated for ORs estimated with QIBs derived from the other semi-automated segmentation methods. As such, manual segmentation defines the true relationship between QIBs and clinical outcomes, and the results quantify the quality of estimates that can be obtained with the other methods. Taking into account
both estimation bias and variability, RMSE values plotted in Figure 5 show relatively low error for Upper Adjacent, RMS, Third Quartile, Mean, Glycolosis Q4, Max, and Peak. Statistical power to detect effects of the QIBs, at the 5% level of significance, is summarized in the heatmap of Figure 6. The QIBs and methods in the heatmap are ordered according to similarity measures from hierarchical clustering of their powers. Dendrogram clusterings of the two are displayed to the top and right of the heatmap. Power is generally inversely related to RMSE. Overall, the effects of clinical QIBs were less affected by segmentation method than the PET-IndiC QIBs. With respect to methods, QIB measurements from segmentation Method 2 are most similar to manual segmentation. After that, the grouping of Methods 3 and 7 are most similar to Method 2. Method 4 produced the outlying values depicted as individual dots on the boxplots discussed previously and has the lowest power. Accordingly, a clinical trial planning to use segmentation Method 4 would require a larger sample size for most of the QIBs. Likewise, within a method, study power would vary depending on the biomarker for which a trial is being designed.

Based on the previously discussed measures of agreement, variability, and power; hierarchical clustering was used to identify QIB groupings for which the impact of segmentation was either low, moderate, high, or extreme. Table 3 presents the clustering results and summarizes performance measures aggregated over the seven semi-automated segmentation methods. Coefficients of variation computed from the segmentation-specific population means were 7.8%, 7.3%, 53.8%, and 27.7% in the low, moderate, high, and extremely impacted biomarker groups, respectively. Agreements to manual segmentation as measured by absolute relative biases were 6.7%, 13.2%, 52.0%, and 51.1%. The extreme group stood apart from the other as having comparatively poor ICC of 0.603 and power of 26.9%. Average ICC for the low through highly impacted groups were markedly better at 0.993, 0.966, and 0.892; and powers were 85.1%, 78.1%, and 67.7%.
4. Discussion

4.A. Segmentation Impact on QIBs

In this work, a unified Bayesian modeling approach was applied to estimate QIB measurement errors and their effects on statistical power. It enables quantification and comparison of the effects of different tumor segmentation methods on the panel of 22 QIBs. Clinical QIBs have long been used in clinical research and practice to characterize disease and to assess disease progression. A widely used example is the RECIST criteria for defining tumor response in clinical trials in terms of change in imaged tumor size (40, 41). Improvements in and increasing access to medical imaging have fueled interest in other, more advanced QIBs indicated in the panel of PET-IndiC QIBs. Unfortunately, QIB measurements are subject to errors from multiple sources, including scanner makes and models, settings, reconstruction algorithms, segmentation methods, and biologic variability. Our approach enables to illustrate the effects of segmentation methods on random and systematic differences as well as statistical power.

Segmentation of tumors defines volumes of interest within which voxel intensities are utilized to calculate various QIBs that quantify different properties of tumors. Typically, manual and semiautomated tumor segmentation approaches—as used within this work—are subject to various degrees and types of variation in generated VOIs. An example for tumor segmentation differences between QIN sites is depicted in Figure 7. Intuition would suggest that segmentation methods have less of an effect on QIBs whose calculations are less dependent on accurate VOI definition. Indeed, several new segmentation methods have been motivated by the insensitivity of biomarkers extracted from them. For instance, Echegaray et al. (42, 43) propose “core samples” and “digital biopsy” segmentation methods for which several intensity and texture features were shown to be consistent with a reference standard. In our comparison of multiple segmentation methods, QIB quantile measures (Max, Peak,
First Quartile, Median, Third Quartile, and Upper Adjacent) extracted primarily from interior voxel intensities have particularly high agreement of the population means and relatively high agreement of the population standard deviations, high ICC, low wCV, low RMSE, and high power. The measurements of mean-based QIBs (Mean, Std, RMS, and RA) also exhibit relatively high degrees of reliability. However, such relative simple QIBs might not be able to capture desirable characteristics of tumors like texture. The remaining QIBs, which more broadly utilize the VOI for QIB calculation, are more affected by the segmentation method, but might provide relevant information. Thus, it is imperative to study the impact of tumor segmentation variability on subsequent predictive modeling. For example, to discover a relationship between a QIB and outcome, more samples might be needed for a segmentation approach that is more prone to segmentation variability compared to a method with less variability.

Consequently, our technical performance assessments were designed to assess impact on QIB measurements, because ultimate interest is often on QIB performance in the prediction of clinical outcomes, also known as clinical performance. To address clinical performance, our Bayesian approach provides simulation study results to characterize the effect of segmentation on the ability to recover associations between QIBs and a hypothetical clinical outcome. Many of the quantile measures that had good technical performance also had good clinical performance; i.e., low RMSE and high power. A few exceptions were the lower power of Median, First Quartile, and RA. In addition, the low statistical power and high variation across segmentation methods for MTV is noteworthy, because many studies propose to utilize MTV for outcome prediction.

Typically, segmentation methods are only evaluated regarding their segmentation performance. Our statistical analysis approach enables the selection of methods regarding their suitability for specific QIBs. Method 4 stands out as having noticeably lower power than the other methods. In general, power varies differentially across QIBs and methods, which helps to explain why a QIB may be identified as
statistically significant in one research setting but not in another when different segmentation methods are employed.

4.B. Implications

The illustrated statistical approach can aid QIB development by providing estimates of technical and clinical performance for biomarker validation and of statistical power for clinical trial design. The application considered involves development of QIBs derived from different semi-automated segmentation methods. Such computer-aided analysis of medical images has the potential to advance the development of QIBs by decreasing the time needed to extract them and by increasing the consistency of their measurements. Image analysis methods are advancing rapidly with several semi-automated tools currently available for the segmentation and quantification of FDG PET images. Given the range and freedom of choices that exist, understanding the effects of different tools on the technical and clinical performance of QIBs derived from them is essential. To that end, the technical and clinical performance analysis results provided by the present study represent a baseline and provides a starting point for future improvements in imaging biomarker quantification. Furthermore, our analysis explores performance within a multi-site (QIN challenge) setting in which different segmentation tools are employed. Results show degrees of systematic and random differences between sites that highlight the need for improved consistency of segmentation tool algorithms and their application. Multiple courses of action should be considered to improve consistency. Tool application guidelines and training are important at the user-level. Additionally, tool consistency could be improved with application-specific method development and benchmarking against publicly available and clinically relevant data sets.

Improved consistency of computer-aided tools would increase the utility of QIBs for disease characterization and response assessment. This is particularly relevant for multi-center clinical trials and the field of radiomics in general where images may be processed quantitatively by different operators.
and at different institutions. Future adoption of standards for tool development and statistical assessment as well as reduced requirements for user operability would benefit image analysis in such de-centralized applications. The current state, however, is quite heterogeneous with respect to technologies, operators, and assessments.

4.C. Limitations

The QIN challenge data analyzed in this study has some notable limitations. First, its scope is limited to the effect of segmentation method only on QIB measurements. Other factors such as scanner type, settings, and reconstruction algorithm will also affect the measurements. All images were obtained at the same institution so as to reduce the effects of image acquisition differences on results obtained in the QIN challenge. Second, the challenge results may not generalize non-head and neck cancers, since stability of biomarker measurements has been observed to differ across cancer types (44). These two limitations are characteristic of the data source and not the statistical approach, which can be applied to estimate measurement error and predictive performance in other settings were additional sources of measurement error are present. Third, there is no absolute ground truth segmentation for head and neck tumors. Instead, manual segmentation was used as a surrogate ground truth, or reference standard, for the calculation of agreement (C-Index) and for the simulation studies to estimate RMSE and statistical power. To mitigate variability in this reference standard, manual segmentations were performed by three expert radiation oncologists at two separate time points and combined to derive reference QIB measurements for each tumor. Fourth, a synthetic simulation study was conducted to assess clinical performance rather than utilizing actual clinical outcomes from patients. The advantage of this approach is that the true relationship between QIBs and simulated outcomes is known and can thus be used to estimate RMSE and power. Moreover, simulation is a valid and commonly used approach for the design of clinical trials. The disadvantage is that the statistical model
employed in the simulation may not fully reflect the complexities of true relationships between QIBs and clinical outcomes.

4.D. Conclusions

In summary, QIBs are becoming increasingly important in the characterization, treatment, and prognostication of disease. Clinical markers such as maximum SUV and tumor volume have a long history of use. The simplicity of their calculations lend themselves well to widespread adoption. However, that simplicity may limit their utility as prognostic indicators. Thus, there is interest in more advanced markers that utilize texture, shape, and intensity information from imaged tumors. Such features can be more prone to measurement errors due to differences in segmentation methods or other image acquisition or processing steps. The utilized statistical approach can help quantify QIB measurement error in real-world (e.g. multi-institutional) settings for which they are being developed. Results from the approach could be used to prioritize QIBs that are less sensitive to measurement error, to identify standardizations needed in the process by which QIBs are derived, or to determine statistical power for clinical trial design. For example, our finding that PET-IndiC features Std, RMS, First/Third Quartile, Upper Adjacent and RA have technical performance similar to maximum SUV and tumor volume suggest that these more advance markers can be measured as reliably and precisely as standard clinical makers. Over all of the markers analyzed, we observed a wide range of performances and thus conclude that errors due to segmentation methods need to be reduced. Therefore, we recommend establishment of reference imaging dataset collections and reference segmentations against which segmentation methods can be benchmarked and tuned to ensure harmonization of QIBs. The presented findings summarize the current state of QIB variability and systematic differences due to segmentation methods used by NCI QIN members. Moreover, the statistical analysis of technical and clinical QIB performance offers an approach that could be used in the future to develop QIBs in other disease and imaging settings.
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Figure Legends

Figure 1. Boxplots showing the distribution of QIB means calculated for each of the eight segmentation methods over the population of 47 lesions.

Figure 2. Boxplots showing the distribution of the QIB standard deviations calculated for each of the eight segmentation methods over the population of 47 lesions.

Figure 3. Boxplots showing the distribution of intra-class correlation coefficients (ICC) across segmentation methods.

Figure 4. Boxplots showing the distribution of QIB within-method coefficients (wCV) of variability across segmentation methods.

Figure 5. Boxplots of QIB root mean squared error (RMSE) comparing method specific odds ratios estimated from hypothetical binary clinical outcomes simulated from QIB relationships defined by manual segmentations. RMSE is calculated as the square root of the estimated odds ratio bias squared plus its variance.

Figure 6. Heatmap summary of method-specific powers to detect odds ratio (OR) associations between hypothetical binary clinical outcomes simulated from relationships defined by manual segmentation. QIBs and methods are ordered according to the similarity of their powers as measured by hierarchical clustering.

Figure 7. Example head and neck PET/CT segmentations of a cancerous lymph node. (a) Guidance image provided to challenge participants indicating to segment a lesion (2) located next to a large primary tumor (X), which should be excluded in the segmentation. Substantial differences in derived quantitative imaging biomarkers can result from segmentation methods that leak into the primary tumor (d and h) or fail to distinguish the lymph node from the primary (e).
## Tables

*Table 1. Methods used to segment tumors and derive quantitative imaging biomarkers in the QIN segmentation challenge.*

| Method   | Description                                              | Operator(s)                        |
|----------|----------------------------------------------------------|------------------------------------|
| Manual   | Manual segmentation                                       | 3 Radiation oncologists            |
| 1        | In-house software based on active contour segmentation    | PhD research scientist              |
| 2        | In-house software utilizing a graph-based optimized       | Radiation oncologist               |
|          | segmentation                                             |                                    |
| 3        | Commercial software package Mirada Medical RTx            | Imaging physicist                  |
| 4        | Combination of commercial software packages VCAR and      | Medical physics postdoc            |
|          | PMOD                                                     |                                    |
| 5        | Commercial software package MIM                          | Imaging physicist                  |
| 6        | Commercial software package PMOD                         | Image analyst                      |
| 7        | In-house software based on 3D level-set segmentation      | Medical image analysis graduate     |
|          |                                                          | student                            |
Table 2. Descriptions of the quantitative imaging biomarkers compared in the QIN segmentation challenge.

| QIB       | Description (unit)                                                                 | Type \(^a\) |
|-----------|------------------------------------------------------------------------------------|-------------|
| Max       | Maximum value in region of interest (SUV)                                          | C           |
| Peak      | Maximum average gray value that is calculated from a 1 cubic centimeter sphere placed within the region of interest (45) (SUV) | C           |
| Mean      | Mean value in region of interest (SUV)                                             | C           |
| MTV       | Volume of region of interest (ml)                                                  | C           |
| TLG       | Total lesion glycolysis (ml)                                                       | C           |
| Min       | Minimum value in region of interest (SUV)                                          | I           |
| Std       | Standard deviation in region of interest (SUV)                                     | I           |
| RMS       | Root-mean-square value in region of interest (SUV)                                 | I           |
| First Quartile | 25th percentile value in region of interest (SUV)                                  | I           |
| Median    | 50th percentile value in region of interest (SUV)                                  | I           |
| Third Quartile | 75th percentile value in region of interest (SUV)                                | I           |
| Upper Adjacent | First value in region of interest not greater than 1.5 times the interquartile range (SUV) | I           |
| Q1 Distribution | Percent of gray values that fall within the first quarter of the grayscale range within the region of interest (%) | I           |
| Q2 Distribution | Percent of gray values that fall within the second quarter (%)                    | I           |
| Q3 Distribution | Percent of gray values that fall within the third quarter (%)                    | I           |
| Q4 Distribution | Percent of gray values that fall within the fourth quarter (%)                   | I           |
| Glycolysis Q1 | Lesion glycolysis calculated from the first quarter of the grayscale range within the region of interest (ml) | I           |
| Glycolysis Q2 | Lesion glycolysis calculated from the second quarter (ml)                         | I           |
| Glycolysis Q3 | Lesion glycolysis calculated from the third quarter (ml)                          | I           |
| Glycolysis Q4 | Lesion glycolysis calculated from the fourth quarter (ml)                         | I           |
| SAM       | Standardized added metabolic activity (46) (ml)                                    | I           |
| RA        | Rim average; mean of uptake in a 2-voxel-wide rim region around region of interest (SUV) | I           |

\(^a\) C = common clinical biomarkers, I = biomarkers provided by the 3D Slicer PET-IndiC extension
| QIB by Segmentation Impact | Population Mean CV | Average Absolute Relative Bias | Average wCV | Average ICC | Average Power |
|----------------------------|-------------------|-------------------------------|------------|------------|---------------|
| Low                        |                   |                               |            |            |               |
| Max                        | 0.060             | 0.039                         | 0.033      | 0.996      | 0.866         |
| Peak                       | 0.068             | 0.048                         | 0.019      | 0.997      | 0.864         |
| Std                        | 0.146             | 0.139                         | 0.096      | 0.988      | 0.822         |
| Upper Adjacent             | 0.039             | 0.041                         | 0.042      | 0.993      | 0.854         |
| Group Mean (SD)            | 0.078 (0.047)     | 0.067 (0.049)                 | 0.048 (0.033)| 0.993 (0.004)| 0.851 (0.020) |
| Moderate                   |                   |                               |            |            |               |
| Mean                       | 0.063             | 0.143                         | 0.061      | 0.975      | 0.829         |
| RMS                        | 0.058             | 0.126                         | 0.057      | 0.980      | 0.839         |
| First Quartile             | 0.085             | 0.176                         | 0.078      | 0.947      | 0.727         |
| Median                     | 0.070             | 0.144                         | 0.067      | 0.967      | 0.788         |
| Third Quartile             | 0.049             | 0.098                         | 0.054      | 0.984      | 0.841         |
| RA                         | 0.111             | 0.106                         | 0.072      | 0.940      | 0.660         |
| Group Mean (SD)            | 0.073 (0.022)     | 0.132 (0.029)                 | 0.065 (0.009)| 0.966 (0.018)| 0.781 (0.074) |
| High                       |                   |                               |            |            |               |
| MTV                        | 0.559             | 0.370                         | 0.367      | 0.910      | 0.703         |
| TLG                        | 1.054             | 1.542                         | 0.528      | 0.861      | 0.623         |
| Glycolysis Q1              | 0.380             | 0.333                         | 0.414      | 0.891      | 0.677         |
| Glycolysis Q2              | 0.269             | 0.248                         | 0.371      | 0.910      | 0.726         |
| Glycolysis Q3              | 0.284             | 0.254                         | 0.341      | 0.920      | 0.747         |
| Glycolysis Q4              | 0.479             | 0.392                         | 0.454      | 0.915      | 0.700         |
| SAM                        | 0.559             | 0.370                         | 0.367      | 0.910      | 0.703         |
| Group Mean (SD)            | 0.538 (0.281)     | 0.52 (0.459)                  | 0.409 (0.064)| 0.892 (0.031)| 0.677 (0.063) |
| Extreme                    |                   |                               |            |            |               |
| Min                        | 0.232             | 0.672                         | 0.108      | 0.894      | 0.434         |
| Q1 Distribution            | 0.459             | 1.191                         | 0.268      | 0.521      | 0.237         |
| Q2 Distribution            | 0.176             | 0.148                         | 0.149      | 0.389      | 0.113         |
| Q3 Distribution            | 0.318             | 0.339                         | 0.180      | 0.556      | 0.198         |
| Q4 Distribution            | 0.198             | 0.203                         | 0.253      | 0.655      | 0.362         |
| Group Mean (SD)            | 0.277 (0.115)     | 0.511 (0.431)                 | 0.192 (0.068)| 0.603 (0.188)| 0.269 (0.129) |
Figures

Figure 1. Boxplots showing the distribution of QIB means calculated for each of the eight segmentation methods over the population of 47 lesions.
Figure 2. Boxplots showing the distribution of the QIB standard deviations calculated for each of the eight segmentation methods over the population of 47 lesions.
Figure 3. Boxplots showing the distribution of intra-class correlation coefficients (ICC) across segmentation methods.
Figure 4. Boxplots showing the distribution of QIB within-method coefficients (wCV) of variability across segmentation methods.
Figure 5. Boxplots of QIB root mean squared error (RMSE) comparing method specific odds ratios estimated from hypothetical binary clinical outcomes simulated from QIB relationships defined by manual segmentations. RMSE is calculated as the square root of the estimated odds ratio bias squared plus its variance.
Figure 6. Heatmap summary of method-specific powers to detect odds ratio (OR) associations between hypothetical binary clinical outcomes simulated from relationships defined by manual segmentation. QIBs and methods are ordered according to the similarity of their powers as measured by hierarchical clustering.
Figure 7. Example head and neck PET/CT segmentations of a cancerous lymph node. (a) Guidance image provided to challenge participants indicating to segment a lesion (2) located next to a large primary tumor (X), which should be excluded in the segmentation. Substantial differences in derived quantitative imaging biomarkers can result from segmentation methods that leak into the primary tumor (d and h) or fail to distinguish the lymph node from the primary (e).
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Table S1. Method-specific QIB means (standard deviations) for the population of segmented head and neck tumors.

| QIB          | Manual  | 1       | 2       | 3       | 4       | 5       | 6       | 7       |
|--------------|---------|---------|---------|---------|---------|---------|---------|---------|
| Max          | 6.6 (4.0) | 6.7 (4.0) | 6.5 (4.0) | 6.7 (4.0) | 7.7 (4.1) | 6.6 (4.0) | 6.9 (4.1) | 6.5 (4.0) |
| Peak         | 6.1 (3.4) | 6.2 (3.4) | 6.2 (3.4) | 6.1 (3.4) | 7.3 (3.3) | 6.0 (3.5) | 6.2 (3.4) | 6.4 (3.3) |
| Mean         | 4.0 (1.4) | 4.4 (2.3) | 4.2 (1.6) | 4.5 (1.7) | 4.6 (2.1) | 4.5 (2.3) | 4.6 (2.4) | 4.9 (2.3) |
| MTV          | 11 (15) | 9.7 (6.3) | 8.8 (13.4) | 8.5 (14.0) | 31 (33) | 6.3 (5.9) | 8.4 (8.6) | 4.6 (7.2) |
| TLG          | 57 (137) | 52 (60) | 51 (131) | 50 (137) | 135 (179) | 36 (59) | 51 (99) | 31 (80) |
| Min          | 1.86 (0.51) | 2.8 (1.1) | 2.97 (0.86) | 3.36 (0.97) | 3.4 (1.3) | 2.44 (0.89) | 2.6 (1.1) | 4.1 (1.6) |
| Std          | 1.00 (0.82) | 0.88 (0.76) | 0.87 (0.85) | 0.78 (0.79) | 0.98 (0.82) | 0.88 (0.71) | 1.05 (0.79) | 0.64 (0.74) |
| RMS          | 4.1 (1.6) | 4.5 (2.4) | 4.4 (1.7) | 4.6 (1.8) | 4.7 (2.2) | 4.6 (2.4) | 4.7 (2.5) | 5.0 (2.3) |
| First Quartile | 3.29 (0.91) | 3.7 (1.8) | 3.5 (1.1) | 3.8 (1.2) | 3.8 (1.5) | 3.9 (1.8) | 3.8 (1.8) | 4.4 (1.8) |
| Median       | 3.9 (1.2) | 4.3 (2.1) | 4.1 (1.4) | 4.3 (1.5) | 4.3 (1.9) | 4.5 (2.2) | 4.5 (2.4) | 4.9 (2.1) |
| Third Quartile | 4.6 (1.8) | 5.0 (2.7) | 4.8 (2.0) | 4.9 (2.1) | 5.1 (2.6) | 5.1 (2.7) | 5.3 (2.9) | 5.4 (2.7) |
| Upper Adjacent | 6.4 (3.3) | 6.6 (4.1) | 6.3 (3.5) | 6.4 (3.5) | 7.0 (4.3) | 6.6 (4.0) | 7.0 (4.1) | 6.5 (4.0) |
| Q1 Distribution | 16 (12) | 24.9 (4.7) | 36.4 (8.6) | 40 (12) | 55 (16) | 13.0 (5.1) | 22.6 (4.9) | 40.0 (9.5) |
| Q2 Distribution | 36.4 (7.2) | 40.9 (2.6) | 31.2 (5.7) | 30.8 (3.2) | 23.1 (9.1) | 36.2 (3.7) | 37 (2) | 27.5 (2.9) |
| Q3 Distribution | 34.5 (9.8) | 24 (3) | 21.5 (7.7) | 20.9 (5.5) | 12.6 (6.5) | 35.3 (4.9) | 28 (3) | 18.8 (6.1) |
| Q4 Distribution | 14.5 (6.5) | 10.2 (3.1) | 10.8 (4.4) | 8.7 (4.3) | 11 (13) | 16 (5) | 13.1 (3.1) | 14 (6) |
| Glycolysis Q1 | 11 (56) | 9.9 (11.0) | 20 (69) | 23 (85) | 67 (76) | 3.5 (5.5) | 7.8 (14.0) | 12 (37) |
| Glycolysis Q2 | 25 (75) | 21 (22) | 17 (46) | 15 (39) | 32 (34) | 14 (24) | 18 (35) | 9.2 (24.1) |
| Glycolysis Q3 | 18 (35) | 14 (18) | 13 (35) | 11 (28) | 19 (22) | 13 (21) | 17 (34) | 7.5 (22.0) |
| Glycolysis Q4 | 8.3 (16.0) | 7.1 (9.7) | 6.4 (16.1) | 4.9 (12.9) | 9.5 (12.3) | 6.4 (11.6) | 9 (19) | 3.8 (8.6) |
| SAM          | 34 (174) | 28 (54) | 29 (124) | 27 (195) | 64 (72) | 18 (56) | 27 (75) | 17 (69) |
| RA           | 2.76 (0.75) | 2.5 (0.9) | 2.47 (0.71) | 3.1 (0.9) | 2.37 (0.76) | 3.2 (1.1) | 2.53 (0.91) | 2.9 (1.0) |
Table S2. Summary mean (standard deviation) measures of QIB agreement and variability calculated across segmentation methods.

| QIB          | Agreement with Manual Segmentation | Variability |
|--------------|------------------------------------|-------------|
|              | Abs Relative Bias | C-Index | Correlation | ICC   | wCV   |
| Max          | 0.039 (0.060) | 0.917 (0.042) | 0.977 (0.036) | 0.996 (0.004) | 0.033 (0.022) |
| Peak         | 0.048 (0.075) | 0.910 (0.050) | 0.970 (0.046) | 0.997 (0.005) | 0.019 (0.024) |
| Mean         | 0.143 (0.055) | 0.874 (0.018) | 0.939 (0.032) | 0.975 (0.027) | 0.061 (0.032) |
| MTV          | 0.500 (0.778) | 0.722 (0.096) | 0.734 (0.304) | 0.838 (0.131) | 0.390 (0.201) |
| TLG          | 0.370 (0.586) | 0.799 (0.081) | 0.853 (0.194) | 0.910 (0.077) | 0.367 (0.186) |
| Min          | 0.672 (0.307) | 0.666 (0.022) | 0.607 (0.088) | 0.894 (0.101) | 0.108 (0.058) |
| Std          | 0.139 (0.113) | 0.841 (0.027) | 0.923 (0.035) | 0.988 (0.011) | 0.096 (0.057) |
| RMS          | 0.126 (0.050) | 0.887 (0.018) | 0.955 (0.027) | 0.980 (0.021) | 0.057 (0.030) |
| First Quartile | 0.176 (0.083) | 0.816 (0.019) | 0.848 (0.061) | 0.947 (0.064) | 0.078 (0.043) |
| Median       | 0.144 (0.064) | 0.863 (0.019) | 0.898 (0.050) | 0.967 (0.039) | 0.067 (0.037) |
| Third Quartile | 0.098 (0.043) | 0.900 (0.018) | 0.949 (0.032) | 0.984 (0.016) | 0.054 (0.028) |
| Upper Adjacent | 0.041 (0.038) | 0.914 (0.021) | 0.964 (0.029) | 0.993 (0.005) | 0.042 (0.025) |
| Q1 Distribution | 1.191 (0.829) | 0.590 (0.045) | 0.576 (0.314) | 0.521 (0.268) | 0.268 (0.161) |
| Q2 Distribution | 0.148 (0.128) | 0.516 (0.051) | 0.168 (0.411) | 0.389 (0.335) | 0.149 (0.080) |
| Q3 Distribution | 0.339 (0.193) | 0.573 (0.078) | 0.420 (0.400) | 0.556 (0.316) | 0.180 (0.086) |
| Q4 Distribution | 0.203 (0.126) | 0.626 (0.059) | 0.619 (0.226) | 0.655 (0.197) | 0.253 (0.132) |
| Glycolysis Q1 | 1.542 (2.476) | 0.751 (0.077) | 0.787 (0.247) | 0.861 (0.102) | 0.528 (0.258) |
| Glycolysis Q2 | 0.333 (0.197) | 0.784 (0.074) | 0.833 (0.201) | 0.891 (0.097) | 0.414 (0.245) |
| Glycolysis Q3 | 0.248 (0.183) | 0.798 (0.058) | 0.871 (0.137) | 0.910 (0.068) | 0.371 (0.206) |
| Glycolysis Q4 | 0.254 (0.152) | 0.805 (0.046) | 0.883 (0.118) | 0.920 (0.070) | 0.341 (0.213) |
| SAM          | 0.392 (0.598) | 0.797 (0.085) | 0.846 (0.210) | 0.915 (0.076) | 0.454 (0.282) |
| RA           | 0.106 (0.034) | 0.800 (0.025) | 0.794 (0.081) | 0.940 (0.065) | 0.072 (0.042) |
Table S3. Summary mean (standard deviation) measures of bias, standard deviation, and root mean squared error in odds ratio estimates calculated across segmentation methods based simulation studies in which a true odds ratio of 2 was defined on manual segmentation QIBs and a hypothetical binary clinical outcome.

| QIB          | Sample Size = 100 | Sample Size = 500 |          |          |          |
|--------------|-------------------|-------------------|----------|----------|----------|
|              | Bias              | Standard Deviation| Root Mean Squared Error | Bias    | Standard Deviation| Root Mean Squared Error |
| Max          | 0.074 (0.069)     | 0.550 (0.030)     | 0.559 (0.032) | -0.003 (0.063) | 0.310 (0.009) | 0.316 (0.006) |
| Peak         | 0.102 (0.057)     | 0.567 (0.016)     | 0.578 (0.021) | 0.019 (0.055) | 0.322 (0.008) | 0.326 (0.011) |
| Mean         | -0.400 (0.155)    | 0.286 (0.084)     | 0.516 (0.044) | -0.434 (0.143) | 0.169 (0.047) | 0.478 (0.096) |
| MTV          | -0.294 (0.207)    | 0.516 (0.122)     | 0.610 (0.187) | -0.358 (0.210) | 0.306 (0.077) | 0.482 (0.193) |
| TLG          | -0.076 (0.137)    | 0.563 (0.113)     | 0.581 (0.123) | -0.146 (0.133) | 0.329 (0.068) | 0.375 (0.096) |
| Min          | -0.800 (0.074)    | 0.131 (0.035)     | 0.812 (0.066) | -0.810 (0.070) | 0.085 (0.021) | 0.815 (0.067) |
| Std          | 0.060 (0.116)     | 0.581 (0.068)     | 0.592 (0.082) | -0.016 (0.103) | 0.332 (0.036) | 0.345 (0.039) |
| RMS          | -0.343 (0.146)    | 0.315 (0.082)     | 0.490 (0.025) | -0.379 (0.134) | 0.184 (0.045) | 0.435 (0.081) |
| First Quartile | -0.567 (0.159)   | 0.219 (0.082)     | 0.624 (0.088) | -0.591 (0.148) | 0.131 (0.045) | 0.611 (0.123) |
| Median       | -0.484 (0.170)    | 0.252 (0.089)     | 0.569 (0.073) | -0.513 (0.158) | 0.151 (0.048) | 0.545 (0.120) |
| Q1 Distribution | -0.347 (0.154)  | 0.309 (0.084)     | 0.492 (0.030) | -0.383 (0.143) | 0.182 (0.044) | 0.438 (0.089) |
| Q2 Distribution | -0.173 (0.130)  | 0.403 (0.070)     | 0.458 (0.033) | -0.227 (0.117) | 0.231 (0.035) | 0.341 (0.045) |
| Q3 Distribution | -0.657 (0.191)  | 0.343 (0.131)     | 0.763 (0.123) | -0.690 (0.172) | 0.219 (0.072) | 0.732 (0.146) |
| Q4 Distribution | -0.927 (0.134)  | 0.257 (0.033)     | 0.963 (0.131) | -0.944 (0.130) | 0.167 (0.020) | 0.959 (0.129) |
| Third Quartile  | -0.664 (0.304)   | 0.446 (0.108)     | 0.835 (0.192) | -0.706 (0.285) | 0.279 (0.058) | 0.774 (0.242) |
| Upper Adjacent  | -0.491 (0.271)   | 0.433 (0.187)     | 0.715 (0.109) | -0.539 (0.248) | 0.267 (0.109) | 0.635 (0.156) |
| Glycolysis Q1    | 0.090 (0.153)    | 0.886 (0.497)     | 0.901 (0.498) | -0.026 (0.171) | 0.466 (0.175) | 0.487 (0.191) |
| Glycolysis Q2    | 0.202 (0.502)    | 0.980 (1.019)     | 1.022 (1.114) | 0.050 (0.314) | 0.531 (0.499) | 0.567 (0.552) |
| Glycolysis Q3    | 0.233 (1.079)    | 1.172 (1.904)     | 1.300 (2.118) | 0.059 (0.764) | 0.533 (0.729) | 0.709 (0.929) |
| Glycolysis Q4    | 0.585 (1.948)    | 1.666 (3.212)     | 1.880 (3.691) | 0.298 (1.346) | 0.733 (1.244) | 0.992 (1.716) |
| SAM            | 0.151 (0.314)    | 0.889 (0.775)     | 0.918 (0.816) | 0.019 (0.191) | 0.464 (0.330) | 0.490 (0.342) |
| RA             | -0.405 (0.188)   | 0.343 (0.112)     | 0.567 (0.031) | -0.441 (0.172) | 0.207 (0.062) | 0.509 (0.093) |