Impact of magnetic field on giant dipole resonance of $^{40}$Ca using the EQMD model
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By taking into account the magnetic field in the extended quantum molecular dynamics model (EQMD), we analyzed its effects on giant dipole resonance (GDR) by studying the responses and strengths of the dipole moments. The selected system is the $^{40}$Ca nucleus which is excited through the Coulomb interaction by $^{16}$O. Particle acceleration term in Liénard-Wiechert potential is discussed which, however, has small impact on magnetic field. The peak energy, strength and width of GDR, temperature, and angular momentum of $^{40}$Ca as a function of beam energy are investigated. It is found that the magnetic field enhances the peak energy, strength and width of GDR which is not only due to the temperature effects but also due to the enhancement of the angular momentum of nucleus. At beam energy $E > 200$ MeV/nucleon, magnetic field maintains a constant value for the strength of GDR. The work sheds light on examining important roles of the magnetic field on nuclear structure in low-intermediate energy heavy-ion collisions.

PACS numbers: 25.70.-z, 24.10.Lx, 21.30.Fe

I. INTRODUCTION

The electric and magnetic fields generated in heavy-ion collisions as well as their effects on observable are of research interests for some times [1]. The strongest magnetic field in the universe could be produced in ultra-relativistic heavy-ion collisions by theoretical prediction [2, 3]. Some observational effects and its properties for this strong field have been discussed in relativistic heavy-ion collisions [4–8], but less discussed in low-intermediate energy domain [9–13]. Even though the magnetic field is weaker in this energy region in contrast to ultra-relativistic collisions, but its lifetime is longer, its roles on nuclear structure or reaction should be further surveyed.

Giant resonances (GR) are resonance states built in the nucleus [14], which are of particular importance because they provide reliable information about the bulk behavior of nuclear many-body systems [15, 16]. One of the best-known modes of giant resonances is isovector giant dipole resonance (IVGDR) in which neutrons and protons move collectively relative to each other in a nucleus. IVGDR is an excellent tool for systematical investigation on collective properties of nuclei because it can give crucial clues to understand nuclear structure and collective dynamics. Furthermore, IVGDR can also give rise to a dynamic electric-dipole (E1) moment [17], which reflects asymmetry information in nuclear equation of state (EoS) [18–22]. Experimentally, the IVGDR can be induced by various ways such as photoabsorption [23–26], inelastic scattering [27, 28] as well as ultra-peripheral Coulomb excitation [29] etc., and the data can be fitted using the Lorentzian curve from which the key parameters consisting of the peak energy, the width, and the peak strength can be extracted. The peak energy is a good probe of the symmetry energy $E_{sym}$ around and below the saturation density [19], and it can also provide direct information about nuclear size and the EoS [14, 20] as well as the shear viscosity [30–33]. Meanwhile, it is well established that the width and peak splitting can be taken as a direct experimental tool to measure the nuclear deformation [34–37].

Most studies of GRs are built on the ground state of nuclei. In Ref. [38], however, it is conjectured that GRs could be built on other nuclear states and their characteristics would not depend on the detailed microscopic structure which gives rise to the enthusiasm to study the properties of GRs built on excited states. In addition, the IVGDR is considered to be one of the most useful tools to study properties of rotating nuclei at finite temperature [39]. The resonance properties of IVGDR, such as peak energy, width and peak strength, are investigated as a function of temperature, contributing on understanding of the symmetry energy term in the nuclear equation of state [40, 41].

Several microscopic approaches have been employed to study giant resonances such as separable random-phase-approximation (SRPA) [42, 43], time-dependent Skyrme-Hartree-Fock (TSHF) method [44, 45], relativistic quasi-particle random phase approximation (RQRPA) [46–48] and some transport models, for instance, Boltzmann-Uhlenbeck-Uehling (BUU) model [49–51] and quantum molecular dynamics (QMD) model [36]. Among them, the extended quantum molecular dynamics (EQMD) model [52] which was improved based upon the spirit of QMD has been successfully applied to investigate IVGDR [53, 54].

A variety of experimental and theoretical studies have been carried out by far, but there are a few discussions about the Coulomb excitation, especially in the excited states. Besides, the impact of magnetic field is seldom investigated at low and intermediate energy heavy-ion reaction which is far from pion production energies [10]. So the aim of this paper is to study the effect of electro-
of all nucleons [52] as
\[ \Psi = \prod_i \varphi(r_i), \]
where \( \varphi(r_i) = \left( \frac{\nu_i + \nu_i^*}{2\pi} \right)^{3/4} \exp\left[-\frac{\nu_i^2}{2} (r_i - R_i)^2 + i \frac{\hbar}{\mu} P_i \cdot r_i \right], \]
where \( R_i \) and \( P_i \) are the centers of position and momentum of the \( i \)-th wave packet, respectively. The Gaussian width \( \nu_i \) is introduced as
\[ \nu_i = \frac{1}{\lambda_i} + i \delta_i, \]
where \( \lambda_i \) and \( \delta_i \) are dynamical variables in the process of initialization.

The energy-minimum state is considered as the ground state of initial nucleus. At the first step, a random configuration is given to each nucleus. Furthermore, under the time-dependent variation principle (TDVP) [62], propagation of each nucleon can be described as [52]
\[ \dot{\mathbf{R}_i} = \frac{\partial H}{\partial P_i} + \mu_R \frac{\partial R_i}{\partial \mathbf{R}_i}, \quad \dot{P}_i = -\frac{\partial H}{\partial R_i} + \mu_P \frac{\partial H}{\partial P_i}, \]
\[ \frac{3\hbar}{4} \lambda_i = -\frac{\partial H}{\partial \delta_i} + \mu_\lambda \frac{\partial H}{\partial \lambda_i}, \quad \frac{3\hbar^2}{4} \delta_i = -\frac{\partial H}{\partial \delta_i} + \mu_\delta \frac{\partial H}{\partial \delta_i}, \]
where \( H \) is the expected value of the Hamiltonian, and \( \mu_R, \mu_P, \mu_\lambda \) and \( \mu_\delta \) are various friction coefficients. During the friction cooling process, these coefficients are negative, making the system go to its local energy minimum point [36]. In contrast, in the subsequent nuclear reaction simulation stage, these coefficients are zero to maintain the energy conservation of the system [63].

As a consequence, the expected value of Hamiltonian can be expressed as
\[ H = \left< \Psi \left\{ \sum_i -\frac{\hbar^2}{2m} \nabla_i^2 - \hat{T}_{\text{zero}} + \hat{H}_{\text{int}} \right\} \Psi \right>, \]
\[ = \sum_i \frac{P_i^2}{2m} + \frac{3\hbar^2(1 + \lambda_i^2 \delta_i^2)}{4m\lambda_i} - T_{\text{zero}} + H_{\text{int}}, \]
where the first, second and third term are the center momentum of the wave packet, the contribution of the dynamic wave packet, and the zero point center-of-mass kinetic energy \(-T_{\text{zero}}\), respectively. The first term can be expressed as \( \langle \hat{P}_i^2 \rangle / 2m \), the second term can be treated as \( \left( \langle \hat{P}_i^2 \rangle - \langle \hat{P}_i \rangle^2 \right) / 2m \), and the form of the third term can be found in details in Ref. [52].

For the effective interaction \( H_{\text{int}} \), it consists of the Skyrme potential, the Coulomb potential, the symmetry energy, and the Pauli potential as follows
\[ H_{\text{int}} = H_{\text{Skyrme}} + H_{\text{Coulomb}} + H_{\text{Symmetry}} + H_{\text{Pauli}}. \]
The form of Skyrme interaction is the simplest, written as
\[ H_{\text{Skyrme}} = \frac{\alpha}{2\rho_0} \int \rho^2(r) d^3r + \frac{\beta}{(\gamma + 1)\rho_0^\gamma} \int \rho^{\gamma + 1}(r) d^3r, \]
where \( \alpha = -124.3 \text{ MeV}, \beta = 70.5 \text{ MeV}, \) and \( \gamma = 2, \) which can be obtained by the fits to the ground state properties of finite nuclei.

A phenomenological repulsive Pauli potential is introduced to prevent nucleons with the same spin-S and...
isospin-$I$ to come close to each other in the phase space, which can be presented as

$$H_{\text{Pauli}} = \frac{e_p}{2} \sum_i (f_i - f_0) \theta(f_i - f_0),$$  \hspace{1cm} (8)

$$f_i = \sum_j \delta(S_i, S_j) \delta(I_i, I_j) |\langle \phi_i | \phi_j \rangle|^2,$$  \hspace{1cm} (9)

where $f_i$ is the overlap of the $i$-th nucleon with other nucleons having the same spin and isospin, $\theta$ is the unit step function, and $e_p = 15$ MeV is a coefficient denoting strength of the Pauli potential. For the other two parameters, we take $f_0 = 1.0$ and $\mu = 1.3$. And the symmetry potential can be written as

$$H_{\text{Symmetry}} = \frac{C_S}{2 \rho_0} \sum_{i,j \neq i} \int [2 \delta(I_i, I_j) - 1] \rho_i(r) \rho_j(r) d^3r,$$  \hspace{1cm} (10)

where $C_S$ is the symmetry energy coefficient which is 25 MeV in this work.

**B. Liénard-Wiechert potential**

Liénard and Wiechert proposed that the electromagnetic potential of a moving particle can be obtained from a scalar potential field $\phi$ and a vector potential field $A$ by Lorentz gauge respectively as follows [64]

$$\phi(r, t) = \frac{1}{4\pi \varepsilon_0} \left( \frac{q}{(1 - \mathbf{n} \cdot \mathbf{v}_s/c)| \mathbf{r} - \mathbf{r}_s|} \right) \mu_0,$$  \hspace{1cm} (11)

$$A(r, t) = \frac{\mu_0}{4\pi} \left( \frac{q \mathbf{v}_s}{(1 - \mathbf{n} \cdot \mathbf{v}_s/c)| \mathbf{r} - \mathbf{r}_s|} \right) \mu_0,$$  \hspace{1cm} (12)

where $\varepsilon_0$ and $\mu_0$ are the dielectric constant and permeability in vacuum, the speed of light is $1/\sqrt{\varepsilon_0 \mu_0}$, and $q$ is the charge of the particle. $\mathbf{n}$ is the unit vector represented by $(\mathbf{r} - \mathbf{r}_s)/|\mathbf{r} - \mathbf{r}_s|$, and $\mathbf{v}_s$ and $\mathbf{r}_s$ are the velocity and position of the particle at time $t_s$, respectively. The potential field $\phi(r, t)$ and $A(r, t)$ at $t = t_s + |\mathbf{r} - \mathbf{r}_s|/c$ which is excited by particle $q$ at $t_s$ is called the Liénard-Wiechert potential and often referred as the retarded potential.

The electromagnetic field generated by moving charged particles can be expressed as

$$e \mathbf{E}(r, t) = \frac{e^2}{4\pi \varepsilon_0 c} \sum_n \frac{Z_n}{(c \mathbf{R}_n - \mathbf{R}_n \cdot \mathbf{v}_n)^3} \left\{ (c^2 - v_n^2)(\mathbf{R}_n - \mathbf{R}_n \cdot \mathbf{v}_n) + (\mathbf{R}_n \cdot \mathbf{a}_n)(c^2 \mathbf{R}_n - c \mathbf{R}_n \cdot \mathbf{v}_n) \right\},$$  \hspace{1cm} (13)

$$e \mathbf{B}(r, t) = \frac{e^2}{4\pi \varepsilon_0 c} \sum_n \frac{Z_n}{c (c \mathbf{R}_n - \mathbf{R}_n \cdot \mathbf{v}_n)^3} (c^2 - v_n^2)(\mathbf{v}_n \times \mathbf{R}_n) + c \mathbf{R}_n (\mathbf{R}_n \cdot \mathbf{a}_n) (\mathbf{v}_n \times \mathbf{R}_n),$$  \hspace{1cm} (14)

where $Z_n$ and $\mathbf{a}_n$ is the number of charges and acceleration on the particle $n$, respectively; and $\mathbf{R}_n = \mathbf{r} - \mathbf{r}_n$, where $\mathbf{r}_n$ and $\mathbf{v}_n$ are the position and velocity of the particle $n$ at retarded time $t_n = t - |\mathbf{r} - \mathbf{r}_n(t)|/c$, respectively. In particular, the charge constant $q$ is multiplied on the Eq. (15) and the Eq. (16), so that the right sides of them contain the fine structure constant $\alpha = e^2/(4\pi) = 1/137$ ($\varepsilon_0 = \hbar = c = 1$). If we ignore the acceleration of charged particles, the electromagnetic field can be simplified as [3, 9]

$$e \mathbf{E}(r, t) = \frac{e^2}{4\pi \varepsilon_0} \sum_n \frac{Z_n}{c (c \mathbf{R}_n - \mathbf{R}_n \cdot \mathbf{v}_n)^3} (c \mathbf{R}_n - c \mathbf{R}_n \cdot \mathbf{v}_n),$$  \hspace{1cm} (15)

$$e \mathbf{B}(r, t) = \frac{e^2}{4\pi \varepsilon_0 c} \sum_n \frac{Z_n}{c (c \mathbf{R}_n - \mathbf{R}_n \cdot \mathbf{v}_n)^3} \mathbf{v}_n \times \mathbf{R}_n, $$  \hspace{1cm} (16)

In the non-relativistic approximation, that is, $v \ll c$, the Eq. (15) and the Eq. (16) can be further simplified as

$$e \mathbf{E}(r, t) = \frac{e^2}{4\pi \varepsilon_0} \sum_n Z_n \mathbf{e}_n \frac{\mathbf{R}_n}{R_n^3},$$  \hspace{1cm} (17)

$$e \mathbf{B}(r, t) = \frac{e^2}{4\pi \varepsilon_0 c} \sum_n Z_n \frac{\mathbf{v}_n \times \mathbf{R}_n}{R_n^3}. $$  \hspace{1cm} (18)

For self-consistency, we use the original Coulomb potential of the EQMD model for the electric field part,
expressed as
\[
H_{\text{Coulomb}} = \frac{e^2}{2} \sum_i \sum_{i \neq j} Z_i Z_j \frac{1}{r_{ij}} \text{erf} \left( \frac{r_{ij}}{\sqrt{4L}} \right),
\] (19)
where
\[
r_{ij} = |\mathbf{r}_i - \mathbf{r}_j|,
\] (20)
and the magnetic field can be obtained from the Eq. (14) or Eq. (16) for making a comparison.

With the Eq. (16), we displayed time evolution of the magnetic field at different beam energies. For an example, Fig. 1(a) shows time evolution of the magnetic field at the central point \((0,0,0)\) produced in \(^{16}\text{O} + ^{40}\text{Ca}\) collision process at 100 MeV/nucleon and impact parameter of 7.13 fm. One can see that the maximum strength of the magnetic field reaches \(2.75 \times 10^{15}\) Gauss (in Lorentz units, \(1\)) MeV \(\approx 5.11 \times 10^{13}\) Gauss) at \(\sim 60\) fm/c for 100 MeV/nucleon collision and the lifetime of the magnetic field can extend to \(\sim 120\) fm/c. By integrating over the time evolution of the magnetic field, we can get the magnetic field integral as a function of beam energy as shown in Fig. 1(b), from which we observed an almost linear correlation.

C. GDR algorithm

Macroscopic description of IVGDR by the Goldhaber-Teller model [65] is applied to calculate GDR [66, 67] from the nuclear phase space obtained by the EQMD model. There are two ways to calculate IVGDR spectrum, the one is to give the nucleus a boost to obtain the dipole oscillation, the another is to simulate a Coulomb excitation with a nucleus [54]. In this work, we chose the latter one.

We get the initial state wave function \(\Psi(0)\) of nucleus by the EQMD model and let \(^{16}\text{O}\) interact with the target nucleus \(^{40}\text{Ca}\) at some energies and an impact parameter 7.13 fm, which is the sum of radii of \(^{40}\text{Ca}\) and \(^{16}\text{O}\). Besides, the process to obtain the evolution of excited wave function to the final state is described in Ref. [52] in details.

The dipole moments of the system in the coordinate space \(D_G(t)\) and momentum space \(K_G(t)\) can be written as [36, 53, 54, 58, 68]
\[
D_G(t) = \frac{NZ}{A} [R_Z(t) - R_N(t)],
\] (22)
\[
K_G(t) = \frac{NZ}{Ah} \left[ \frac{P_Z(t)}{Z} - \frac{P_N(t)}{N} \right],
\] (23)
where \(R_Z(t)[P_Z(t)]\) and \(R_N(t)[P_N(t)]\) are the center-of-mass of the protons and neutrons in the coordinate (momentum) space, respectively, \(A\) is the sum of mass numbers of the target and projectile nuclei, \(N\) and \(Z\) are the neutron and proton numbers of the compound system, respectively. \(K_G(t)\) is the canonically conjugate momentum of \(D_G(t)\) [53].

The \(\gamma\)-emission probability of nuclear system at photon energy \(E_\gamma = \hbar \omega\) can be derived from Eq. (22) as
\[
\frac{dP}{dE_\gamma} = \frac{2e^2}{3\pi \hbar c^3 E_\gamma} |D''(\omega)|^2,
\] (24)
where \(D''(\omega)\) is obtained from the Fourier transform of the second derivative of \(D_G(t)\) with respect to time, i.e.,
\[
D''(\omega) = \int_{t_1}^{t_2} D'_G(t)e^{i\omega t} dt.
\] (25)
Considering the lifetime of GDR excitation, we take
the final state at $t_2 = 200$ fm/c, which corresponds with the lifetime of GDR excitation.

III. RESULTS AND DISCUSSION

A. Impacts on GDR of $^{40}$Ca

We discuss ultra-peripheral collision case (here it means $b = 7.13$ fm) of $^{40}$Ca and $^{16}$O, and focus on the GDR analysis for excited $^{40}$Ca. Many previous studies [53, 54] have shown the existence of $\alpha$-cluster structure in $^{16}$O. For simplicity, we only consider $^{16}$O whose nucleons are distributed by the Woods-Saxon distribution without any $\alpha$-clusters. The electromagnetic fields come from the $^{40}$Ca and $^{16}$O interactions. In our simulations, more than 90% of $^{40}$Ca remain complete, and the following results have excluded the events that $^{40}$Ca undergoes fragmentation. First of all, we check the dipole moment $D_G(t)$ and $\gamma$-emission probability for $^{40}$Ca with definitions in Eqs. (22) and (24) which are shown in Fig. 2. Seeing from Fig. 2 (a), dipole moment $D_G(t)$ seems not to be affected by the magnetic field. However, one can see that $\gamma$-emission probability is slightly affected by the magnetic field and the peak value increases a little bit.

By Gaussian fitting to the GDR spectrum, the peak energy $E_\gamma^c$, the strength $(dP/dE_\gamma)^c$, and the width $\Gamma_\gamma^c$ can be quantitatively extracted. In Eq. (14), particle acceleration is considered. One could notice that accelerated charged particles emit EM waves and lose their energies. As shown in Fig. 3, one can see that when particle acceleration is taken into account, energy position and strength of the GDR decrease and the width of the GR becomes wider. However, such effects are small. So we neglect particle acceleration effect in the following calculations.

Fig. 4 (a) shows the comparison between our calculations and the experimental data from Ref. [69, 70]. The value of $E_\gamma^c$ is fitted to the data around 100 MeV/nucleon. As incident energy increases, $E_\gamma^c$ increases and is higher than the data when $E > 200$ MeV/nucleon. And one can notice that for all of peak energy, strength and width of GDR spectrum, they are enhanced when the magnetic field is switched on. In addition, one can see that the width decreases with the increasing of incident energy when the incident energy is less than 200 MeV/nucleon but keeps stable as incident energy further increases.
Also the gap is different between the cases for more and for less than 250 MeV/nucleon. Such a different trend could be related to different effects of the magnetic field generated by the projectile on the target.

B. Impacts on temperature and angular momentum of ⁴⁰Ca

In Fig. 4, we find that the magnetic field enhances the peak energy, strength and width of GDR spectrum. As we know, here the GDR mode is based on the excited state of the nucleus. Therefore here we check the excitation energy of target nucleus ⁴⁰Ca. Fig. 5(a) displays the incident energy dependence of temperature which is obtained by \(E^* = kT^2\), where \(E^* = (E_{\text{total}} - E_{\text{ground}})/A\) is the calculated excitation energy per nucleon [71]. The level density parameter \(k\) is taken as 1/8 and \(A\) represents the mass number of ⁴⁰Ca [72]. Since we are just focusing on ultra-peripheral collision, the higher the incident energy is, the shorter the interaction time between ⁴⁰Ca and ¹⁶O is, and then the lower the excitation energy of ⁴⁰Ca is. Thus, the \(T\) of ⁴⁰Ca decreases with the increasing of incident energy. However, the influence of magnetic field on the temperature differs from the results of GDR width as shown in Fig. 4(c). It indicates that something affected by the magnetic field other than temperature, such as rotation of nucleus, caused the different trend of the width [39]. Thus we check the angular momentum of nucleus, which can be calculated by \(J = \sum \mathbf{r}_i \times \mathbf{p}_i\) where \(i\) represents each nucleon [73, 74] under the center of mass system of ⁴⁰Ca, and obtain the results as shown in Fig. 5(b). One can see that the dependence of \(y\)-component of angular momentum \(J_y\) on incident energy with magnetic field is higher than that one without magnetic field. As in Refs. [39, 75], the width of GDR increases with angular momentum of nucleus. So here the enhancement of \(J_y\) by magnetic field could be related to the results in Fig. 4(c). Also, combining Fig. 5(a) and Fig. 5(b), we found that the magnetic field reduces \(T\) and increases \(J_y\) below 250 MeV/nucleon. While above 250 MeV/nucleon, the magnetic field increases both of \(T\) and \(J_y\) that could explain why the enhancement of width of GDR becomes larger above 250 MeV/nucleon as shown in Fig. 4. One can also notice that for the low beam energy, the angular momentum is large even without magnetic field. So in low energy region, it may be not only vibrational mode for GDR but also mixed modes due to rotation that determine the width of the GDR. In this case, it is hard to extract a pure vibrational mode for GDR. However, as beam energy increases, the
angular momentum becomes small which would reduce such a mixed mode effect. Thus it could be the reason for the fact that at higher beam energy region, the energy position of the “GDR” is close to the experimental result. Note that the experimental data corresponds to the case with only the electric field.
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FIG. 6. The dependences of peak energy (a), strength (b) and width of GDR spectrum (c) on temperature for 40Ca in the cases without or with magnetic field.

C. Correlation between the GDR and temperature

Considering that the GDR with finite temperature is an interesting issue [75], we plot temperature dependence of GDR variables in Fig. 6. It is clear to see that for Eγ, it decreases as the temperature increases. Actually, in analogy with a classical oscillator with a friction force, the higher the temperature, the greater the probability of two-body dissipation, which means that the frequency of collective motion is reduced [31, 76], thus the Eγ is decreased. Certainly, for Γγ, it increases with temperature, which is consistent with the results in Refs. [77, 78]. Additionally, the enhancement of two-body dissipation reduces the available phase space of the Γγ resulting in the decrease of the (dP/dEγ)γ at higher T [33]. For the magnetic field dependence at different temperatures, we can refer to Fig. 5(a). Moreover, the magnetic field does not only affect temperature but also angular momentum of nucleus as shown in Fig. 5(b). Thus the magnetic effect on GDR indicates a mechanism of mixture of temperature and angular momentum effects.

IV. CONCLUSION

In summary, by taking into account the magnetic field in the extended quantum molecular dynamics model (EQMD), we analyzed its effects on GDR of 40Ca through the Coulomb excitation process of 16O + 40Ca collision. We found that the magnetic field enhances the peak energy, strength and width of GDR spectrum. By checking the effects on temperature and angular momentum, we found that magnetic field increases the angular momentum of 40Ca. Thus how the magnetic field acts on angular momentum and nucleus shape evolution is an interesting issue and should be explored in future study. As for the correlation between the GDR and temperature for excited 40Ca under electric and magnetic fields, the peak energy and strength decreases with the increasing of temperature, but the width enhances, which is in overall agreement with other theoretical work. The current work sheds light on resurveying the magnetic field effects on nuclear collective excitation in low-intermediate energy heavy-ion collisions.
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