Unraveling the relationship between exposed surfaces and the photocatalytic activity of Ag₃PO₄: an in-depth theoretical investigation
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Over the years, the possibility of using solar radiation in photocatalysis or photodegradation processes has attracted remarkable interest from scientists around the world. In such processes, due to its electronic properties, Ag₃PO₄ is one of the most important semiconductors. This work delves into the photocatalytic activity, stability, and reactivity of Ag₃PO₄ surfaces by comparing plane waves with projector augmented wave and localized Gaussian basis set simulations, at the atomic level. The results indicate that the (110) surface, in agreement with previous experimental reports, displays the most suitable characteristics for photocatalytic activity due to its high reactivity, i.e. the presence of a large amount of undercoordinated Ag cations and a high value work function. Beyond the innovative results, this work shows a good synergy between both kinds of DFT approaches.

1. Introduction

Yi et al.’s seminal work was the first to shed light on the outstanding performance of silver phosphate (Ag₃PO₄) as a photocatalyst for water splitting. The calculated electronic absorption spectrum showed the material’s semiconductor nature, with an indirect bandgap of 2.36 eV and a direct transition of 2.45 eV. This proved that silver phosphate is a very attractive material for visible light absorption applications. The interest in Ag₃PO₄ increased due to its suitability as a photocatalyst in organic photodegradation processes. This topic has received remarkable attention from the scientific community around the world due to the high contamination of water resources by several kinds of pollutants. Thus, in this context, Ag₃PO₄ has been extensively investigated. It is noteworthy that the highly positive reduction potential observed for the top of the valence band (VB) vs. normal hydrogen electrode (NHE), approximately 2.9 eV, shows that the material is suitable as a photocatalyst for oxygen evolution in the aqueous medium. Unfortunately, the positive oxidation potential of the bottom of the conduction band (CB) vs. NHE suggests that the bulk crystal suffers photo corrosion, resulting in the formation of metallic Ag films on the surface, thus undermining its stability and lifespan. Yet, Ag₃PO₄ displays visible-light-induced antibacterial activity, albeit concomitant with photodegradation.

The measurement of oxygen evolution over time by an Ag₃PO₄ electrode in a silver nitrate solution under visible-light irradiation attested that Ag₃PO₄ shows the best performance compared to BiVO₄- and WO₃-electrodes, which are broadly acknowledged light-sensitive semiconductors for O₂ evolution under the same conditions. Moreover, Ag₃PO₄ also presents the highest rate of decomposition of methylene blue under light irradiation in comparison to other materials such as BiVO₄ and TiO₂-N₂. These relevant results increased the interest of the scientific community so as to have a detailed understanding of Ag₃PO₄’s exceptional electronic structure and develop a number of approaches to improve its stability and photocatalytic activity. Very recently, Li et al. have discussed and summarized the progress in the field, namely Ag₃PO₄ used as a photocatalyst, as well as the barriers that should be overcome prior to practical application.

Exposing specific crystalline surfaces via controlled synthesis leads to enhancing the photoelectric and photocatalytic activities of several known materials. In this context, Raudoniene et al. reported a simple chemical solution-based synthesis route to prepare uniform, shape-controllable Ag₃PO₄ crystals. Guo et al. synthesized concave rhombic dodecahedra structures with different morphologies and photocatalytic activity. Bi et al. developed a method to obtain single-crystalline Ag₃PO₄ with rhombic dodecahedron and cube morphologies. The former refers to the predominance of (110) surfaces while favoring the (100) direction results...
in cube shapes. The results suggest that the rate of photocatalytic degradation of methyl orange and rhodamine B was sensitive to these different morphologies. The rhombic dodecahedron crystals with (110) facets exhibited the highest efficiency on the process and both morphologies led to a fascinating improvement for dye degradation compared to the conventional Ag₃PO₄ morphology. Other experimental studies also point out the (110) surface as the main responsible for the high catalytic activity of this material.⁴⁴–⁴⁷

Although these scientific contributions point out that the geometrical distribution of crystal surfaces plays a critical role in determining photocatalytic activities, adequate theoretical studies on Ag₃PO₄ surfaces and bulk are still lacking. Thus, this work performs a broad ab initio simulation framed within the density functional theory (DFT) through the combination of the results obtained from plane waves with the projector augmented wave method and localized Gaussian basis set. The results obtained provide new insights, at the atomic level, into the photocatalytic activity, stability, and reactivity of Ag₃PO₄ surfaces.

The difference in the photocatalytic performance of Ag₃PO₄ surfaces is rationalized in terms of (i) the surface energy values of the exposed surfaces; (ii) charge separation capability through the comparison of the effective masses of photo-generated electrons and holes; (iii) morphology, wherein an analysis of the coordination of the surface’s topmost atoms is used to assess proclivity toward the establishment of new bonds; and (iv) concentration of charge, in which a work function is employed to ascertain the preferential direction for the migration of charge among the crystal’s facets. Lastly, a deeper study of the electronic properties of each surface is carried out to provide a deep understanding of the difference in their photocatalytic activity.

2. Computational details and model systems

Ag₃PO₄ has a body-centered cubic structure (BCC) with space symmetry group number 218,⁴⁸ in which PO₄²⁻ groups present regular tetrahedrons with the P⁵⁺ located at the vertices and center positions of the unit cell, while the six Ag⁺ cations are distributed among twelve sites of twofold symmetry.

In this work, two different theoretical methodologies based on the DFT were applied in order to describe the electronic and structural properties of bulk Ag₃PO₄. The first one of them was a plane-wave method. The second one used a non-truncated description of atoms from localized Gaussian functions applied in atomic orbitals linear combination. Both methodologies were based on periodic models constructed according to crystalline data available in the Inorganic Crystallographic Database (ICSD) ID 14000.

The computational simulations based on a plane-wave method were carried out on the Vienna ab initio Simulation Package (VASP),⁴⁹,⁵⁰ using three different approaches for the description of the exchange–correlation interactions: the Perdew–Burke–Ernzerhoff (PBE)̂⁵¹ functional, the PBE revision for solids (PBEsol)⁵² and the PBE allied to Grimmes’s D3 dispersion corrections (PBE+D3).⁵³ In all simulations, the projector augmented wave (PAW) method⁵⁴ was used to represent the interactions of the core–valence electrons. The valence electrons (Ag 4d⁵⁰⁵s¹, P 3s²³p⁵, and O 2s²²p⁴) were explicitly treated with a plane-wave basis set expansion with a cutoff of 550 eV. The atomic relaxations were carried out through the conjugated-gradient (CG) algorithm. All calculations were deemed fully converged when all the residual forces were below 0.005 eV Å⁻¹ and the total energy difference between successive steps was below 10⁻⁵ eV. The Gaussian smearing method⁵⁶,⁵⁷ was applied with a smearing width of 0.01 eV. A 5 × 5 × 5 gamma-centered Monkhorst–Pack mesh⁵⁸ was used to sample the reciprocal space for the bulk calculations (15 × 15 × 15 for the density of states and charge calculations). The PBE functional is well-known to fail to reproduce the exact bandgap for semiconductor materials because of its deficient modeling of the actual exchange–correlation hole, which amounts to an excessive delocalization of the wavefunction.⁵⁹ To amend that, PBE+U calculations were also performed and an additional on-site Coulomb term (Hubbard U)⁶⁰ was added to those states which were expected to be more localized—both the Ag 4d states (U = 16.01 eV) and O 2p states (U = 10.93 eV). These values yielded reliable representations of the electronic structures, guaranteeing the agreement between theoretical and experimental data. In particular, for surface models, we adopted a slab model for the description of the most common Ag₃PO₄ surfaces.⁶¹–⁶³ The relaxed bulk unit cell was extended in turn along with the [100], [110], and [111] directions, maintaining the crystal stoichiometry. The cell vectors were shifted accordingly and a vacuum of 15 Å along the z-axis was created in each case. The thickness convergence with the number of layers was achieved using slabs with 8, 10, and 12 formula units for the (100), (110) and (111) surfaces comprising superficial areas of 36.29, 51.32, and 62.86 Å², respectively. Dipole corrections along the vacuum direction were added to counter the electric dipole resulting from the asymmetrical character of the slabs. Monkhorst–Pack k-point sets of 3 × 3 × 1, 5 × 5 × 1, and 5 × 5 × 1 were used for the (100), (110), and (111) slabs, respectively.

On the other hand, the simulations based on a localized description of atoms were performed on CRYSTAL⁶⁰ software using SCF convergence truncated in 10⁻⁸ hartree and Monkhorst–Pack method⁶⁶,⁶⁷ for k-points analysis defined as 8 × 8 × 8. This high parameterization guarantees the highest reliability level for our results and keeps the calculation parameter similar to that employed on the plane-wave method. In particular, the Ag, P, and O atoms were described by HAYWSC-311d31G,⁶⁸ 85-21d1G,⁶⁹ and 8-411 (ref. 64 and 65) basis set, respectively. The exchange–correlation interactions were treated according to PBE, PBE0, and B3LYP functional. Besides, a Grimme correction to the description of van der Waals interactions was employed together with the B3LYP hybrid functional, which presents the best description of the system.

The structural features and electronic properties from the density of states (DOS), band structure (BS), and charge carrier mobility for the bulk Ag₃PO₄ were discussed for all models.
3. Results and discussions

3.1. Ag₃PO₄: bulk properties

First, the bulk phase of Ag₃PO₄ was investigated. It has a cubic symmetry (space group 218), in which each Ag cation was fourfold coordinated with oxygen atoms and the P cations are neighboured by four O anions composing a tetrahedral cluster. The unit cell consists of two formula units, amounting to sixteen atoms. The results are presented in Table 1. For the plane-wave approach, the best results were obtained from the addition of dispersion corrections (D3) to the PBE functional, as evidenced by minor relative error. Therefore, long-range interactions between the atoms can be said to play a crucial role in the determination of the Ag₃PO₄ crystal structures. It is also important to highlight that the PBE+D3 simulation presented the best description among all theoretical levels applied in this study. The structural results for the three-dimensional Gaussian basis set, considering all the applied exchange–correlation functionals, were in agreement with other experimental reports for Ag₃PO₄. In particular, the PBE0 was more efficient in the description of the lattice parameters. However, the B3LYP functional can better minimize the system’s total energy, presenting the best description for optical properties. Therefore, a new structural optimization was performed allaying the B3LYP hybrid functional to Grimme’s correction, obtaining a better description of the structural parameters. The improvement in lattice parameters points to the B3LYP+Grimme combination as the best option for the three-dimensional Gaussian basis set approach. Therefore, the plane-wave and Gaussian basis sets with dispersion descriptions were the best descriptions to represent the long-range van der Waals interactions. Such representation played a crucial role independent of the DFT approach to determine the Ag₃PO₄ structure.

Once the structural properties were predicted, the next steps consisted of the calculations of the electronic properties. The results obtained from the plane-wave approach are presented in Fig. 1. An analysis of the results renders that the PBE functional leads to a thoroughly inadequate description of the bandgap, presenting largely underestimated values. The addition of Hubbard’s (U) potential to the Ag 4d and O 2p states improved the bandgap value, making it close to the experimental results. However, the bandgap was still slightly underestimated. In particular, the use of a large Hubbard term displaced most of Ag 4d states at the VB to lower energy values, amounting to O 2p states becoming the main contributors to the VB composition. These results are opposite to those observed in the existing literature and the other functionals employed in this work (Fig. 1 and 2). The artificial change in the composition of the VB impetrated by the Hubbard U term can be expected to lead to an artificial modification of the band structure’s curvature, which should impair the obtaining of accurate effective masses. This downside of using Hubbard’s terms has been identified before for Ag₃PO₄ and is further confirmed in this study.

Fig. 2 shows the DOS and BS profiles of Ag₃PO₄ from the Gaussian basis set. The contribution of Ag, O, and P atoms occurs in the 4d 5s, 2s 2p, and 3s 3p orbitals, respectively. From DOS, the Ag atoms present a higher contribution to VB and CB. The O atoms contribute significantly for VB and CB, while the P atoms exhibit low participation in the band-gap region. In the case of the band structure profiles, a singular bottleneck at the K symmetry point was observed for all functionals. This unexpected behavior was created by the bands’ degeneration at this point. All three-dimensional basis set calculations suggest an indirect bandgap between the M and G symmetry points. Yet, only the hybrid functional presents a good description of the bandgap. The best results were the B3LYP and B3LYP+Grimme approaches. The prediction of DOS projection, BS profiles, and bandgaps by localized Gaussian basis sets and functionals were similar.

The optical and photocatalytic properties were also calculated. The optical property shows the possibilities for electronic excitation through bandgap values. The bandgap analyzed the most was the region between VB and CB because it represents the lowest energetic value for electronic excitation. Experimental measurements reported that the bandgap for Ag₃PO₄ was in the visible range (1.6 eV to 3.3 eV). The PBE functional underestimated the bandgap expressively, while other functionals overestimated this quantity either slightly (B3LYP and B3LYP+Grimme) or remarkably (PBE0). Such results show the high influence of the correlation factor included in the PBE0, B3LYP, and B3LYP+Grimme to describe the bandgap adequately.

The valence (VB) and conduction band (CB) edge potentials for Ag₃PO₄ were calculated for all functionals tested in this work considering the electronic states of interest. The PBE functional underestimated the CB edge significantly, while the B3LYP and B3LYP+Grimme functionals provided more accurate results. The CB edge was better described by the PBE0 and B3LYP+Grimme functionals, presenting similar results. The PBE functional overestimated the VB edge, while the B3LYP and B3LYP+Grimme functionals provided more accurate results. The VB edge was better described by the B3LYP and B3LYP+Grimme functionals, presenting similar results. The PBE functional overestimated the VB edge, while the B3LYP and B3LYP+Grimme functionals provided more accurate results.

Table 1: Theoretical results for Ag₃PO₄ obtained from DFT simulations based on plane-wave or localized Gaussian basis sets using different exchange–correlation approaches. The relative error was calculated based on experimental results reported by Durif et al.²

| Method                  | Lattice parameter (Å) | Relative error (%) |
|-------------------------|-----------------------|--------------------|
| Plane-wave              |                       |                    |
| PBE                     | 6.10                  | 1.19               |
| PBEsol                  | 5.97                  | 0.92               |
| PBE+D3                  | 6.02                  | 0.922              |
| PBE+U                   | 6.10                  | 1.19               |
| PBE                     | 6.13                  | 1.76               |
| PBE0                    | 6.08                  | 0.97               |
| B3LYP                   | 6.16                  | 2.31               |
| B3LYP+Grimme            | 6.06                  | 0.63               |

These results are opposite to those observed in the existing literature and the other functionals employed in this work (Fig. 1 and 2).
and presented in Table 2. The values were computed using well-known equations and they agree with theoretical and experimental results. Thus, all calculated VB edge potentials are more positive than O₂/H₂O (1.23 V), being the driving force for oxidizing H₂O to produce O₂ or to oxidize pollutants. At the same time, the values for CBM potential of Ag₃PO₄ indicate that the material cannot reduce H⁺ to H₂ (0 V).

**Fig. 1** DOS projection and BS profiles obtained by PBE (a), PBEsol (b), PBE+D3 (c), and PBE+U (d) from plane-wave methods. The regions in color and the unfilled regions represent the VB and CB, respectively. In the BS, the last VB and the first CB energy levels are highlighted in green.
The photocatalytic activity was discussed in terms of the recombination ratio for the charge carriers obtained through the effective mass method. Such analysis is based on the ratio between the electron ($e^-$) and hole ($h^+$) masses, mathematically represented in eqn (1), where $m^*$ is the effective mass of the charge carrier, $k$ is the wave vector, $\hbar$ is the reduced Planck
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recombination is inhibited, increasing the potential of the material to redox reactions. Meanwhile, values near 1 are related to highly unstable charge carriers. Moreover, the individual values of effective mass must be evaluated as well, since overly high values hamper the charge mobility, decreasing its ability to migrate from bulk to surface and take part in redox reactions. The effective masses ($m^*$) between holes and electrons were determined through a parabolic fitting of the band structure around the immediate vicinity in the reciprocal space (maximum distance of 0.1 Å) of the valence band maximum (VBM) and conduction band minimum (CBM), respectively ([eqn (2))]. 

$$
\nu = \hbar k/m^* 
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(1) 

$$
 m^* = \hbar^2 \left(\frac{dE}{dk^2}\right)^{-1} 
$$
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Both plane-wave and localized Gaussian basis set results (Table 3) indicate that there is a considerable difference between the hole and electron effective masses. This feature is fundamental in order to calculate an efficient separation of photogenerated charge carriers for a successful photocatalyst. 

Firstly, it is important to highlight that all methods employed yielded consistent results for effective masses. The addition of the Hubbard term in the plane-wave method ensured bandgap values closer to the experimental one. However, it also represented the band’s curvature inadequately, so the high values for the Hubbard term on Ag 4d states can be considered an artificial result causing a decrease in these electronic states. The large contribution showed on top of the VB is opposite to other functionals (Fig. 2). This change in the VB composition resulted in a deep modification on the band’s curvature, clarifying the discrepancy of the calculated effective mass from Hubbard term and other functionals. 

Consequently, the effective mass values obtained by the PBE+U method were not reliable, which is consistent with the poor electronic description of Ag₃PO₄ highlighted by Kahk et al. The results for optical and photocatalytic properties indicate that the PBE0, B3LYP, and B3LYP+Grimme functionals represent the bulk phase of Ag₃PO₄ adequately. In general, the results suggest that Ag₃PO₄ material in bulk form presents good optical and photocatalytic properties for its application in several electronic and optoelectronic devices.

Regarding the structural features from the plane-wave, it is noteworthy that the best representation was given by the PBE+D3 approach. However, this functional provided a poor description of the bandgap, as previously mentioned. The localized Gaussian basis sets using the B3LYP+Grimme approach rendered an adequate description of the structural 

| Method | VB edge potential (V) | CB edge potential (V) | VB edge potential* (V) | CB edge potential* (V) | VB edge potentialb (V) | 
|--------|----------------------|----------------------|----------------------|----------------------|----------------------|
| Plane-wave | PBE | 1.54 | 1.37 | 2.67 | 0.24 | 2.90 |
| | PBEsol | 1.60 | 1.31 | | | |
| | PBE+D3 | 1.54 | 1.37 | | | |
| | PBE+U | 2.65 | 0.27 | | | |
| Localized Gaussian basis sets | PBE | 1.72 | 1.20 | | | |
| | PBE0 | 2.94 | –0.02 | | | |
| | B3LYP | 2.73 | 0.18 | | | |
| | B3LYP+Grimme | 2.72 | 0.19 | | | |

* Theoretical results obtained from DFT/PBE0 approaches using plane-wave methods. Experimental results for VB vs. normal hydrogen electrode (NHE).

Table 3 Theoretical results for bandgap and effective mass for Ag₃PO₄ obtained from DFT simulations based on plane-wave or localized Gaussian basis sets using different exchange–correlation approaches 

| Method | Bandgap (eV) | $m^*_h/m_o$ | $m^*_e/m_o$ | $m^*_o/m^*_e$ |
|--------|--------------|--------------|--------------|--------------|
| Plane-wave | PBE | 0.17 (M–G) | 1.98 | 0.39 | 5.08 |
| | PBEsol | 0.29 (M–G) | 2.05 | 0.41 | 5.02 |
| | PBE+D3 | 0.17 (M–G) | 1.98 | 0.39 | 5.08 |
| | PBE+U | 2.38 (M–G) | 2.77 | 0.46 | 6.02 |
| Localized Gaussian basis sets | PBE | 0.52 (M–G) | 0.31 | 0.10 | 3.10 |
| | PBE0 | 2.97 (M–G) | 0.29 | 0.11 | 2.64 |
| | B3LYP | 2.55 (M–G) | 0.30 | 0.11 | 2.73 |
| | B3LYP+Grimme | 2.53 (M–G) | 0.29 | 0.11 | 2.64 |
properties. As evidenced by the results described in the previous section, Grimme’s correction including van der Waals interactions played a fundamental role in the description of the structural features of Ag₃PO₄.

3.2. Ag₃PO₄ surface investigation

In order to provide a better understanding of the behavior observed through experimental efforts, a theoretical study on the surfaces of Ag₃PO₄ was required, especially since the structural stability of each surface is strongly related to its photocatalytic activity. Therefore, in this work, the surfaces were evaluated from DFT calculations using plane-wave basis sets as implemented in VASP. Thus, the surface stability was directly determined from the surface energy ($E_{\text{surf}}$), calculated for each termination ($i = Z^+$ or $Z^-$) of the slab (eqn (3)). The cleavage energy ($E_{\text{cleav}}^i$) is the energy connected to the cleavage of the solid when the surface is created; the relaxed energy ($E_{\text{relax}}^i$) is the relaxed slab energy. Since the surface investigation was performed in two different quantum codes, some differences were observed in the calculation. For VASP surfaces, the macroscopic dipole was canceled by dipole correction (DIPOL and LDIPOL options) and the structural relaxation was carried out considering only the two first layers of $Z^+$ (up termination) and the last two terminations of $Z^-$ (down termination). The other layers fixed represented the bulk effect. Meanwhile, the simulations performed in CRYSTAL canceled the macroscopic dipole through a simple methodology based on slab size increase followed by the relaxation of both terminations, assuming that only the outer layers can relax, while the core layers reproduce the bulk positions.\(^{77,78}\)

$$E_{\text{surf}} = E_{\text{cleav}}^i + E_{\text{relax}}^i$$ (3)

As reported by Kahk et al.,\(^{34}\) Ag₃PO₄ suffers photocorrosion when it acts as a photocatalyst. In this context, the exposure of the most stable termination can be expected to prolong the overall photocatalytic lifespan of the material. Likewise, the terminations with high surface energy are harder to be exposed in crystal morphologies because the crystal reconstruction impairs the photocatalytic lifespan. The values of surface energy ($E_{\text{surf}}$) and coordination number for the polarized terminations ($Z^+$, $Z^-$) from plane-wave are reported in Table 4. The calculated surface energies indicate that the $Z^+$ termination of the (110) surface presents the lowest energy, while the (100) surfaces present high-energy values for both $Z^+$ and $Z^-$ terminations, followed by the $Z^-$ termination of the (111) surface. The $Z^+$ termination is the most stable among the surfaces evaluated. Therefore, it can be expected that the $Z^+$ termination of the (110) surface should be more easily exposed in the crystal morphology, showing high resistance to the reconstruction process. This result highlights the fact that the (110) facet overall might be a promising one.

In order to connect the high energy surface with the crystal reconstruction effect, we analyzed the local coordination of the atoms at the exposed layers of the surface. Such misscoordination is a molecular region with high photocatalytic potential for the activation of adsorbate molecules.\(^{32,79}\) The low coordination numbers indicate a higher tendency of the non-coordinated atoms to interact with approaching molecules aiming to complete the coordination number and, consequently, balance such deficiency (presence of O vacancies). Thus, the full-relaxed structure of all surfaces can be analyzed to determine the surface availability for the activation of general reactions. In Table 4, the Ag atoms in the $Z^+$ termination of the (110) surface are in two-coordinated sites with two O vacancies ($V_O$), that is, they are grouped in [AgO₂] clusters. The $Z^+$ terminations of the (111) and (100) surfaces, on the other hand, [AgO₃] and [AgO₄] clusters, respectively. In the latter, the coordination of Ag atoms is complete as in the bulk. The $Z^+$ (110) termination, in turn, can be said to be the most promising one because of the combination of high stability and high reactive potential.

Given the fact that this study focuses on the photocatalytic potential of Ag₃PO₄, the electronic properties of surfaces are an important aspect to delve into. The results from the plane-wave methodology show conductor-type bandgaps for the (100), (110), and (111) surfaces. Such results have a low connection with the behavior reported experimentally. Similarly, the localized Gaussian basis set approach was not able to obtain converged models due to the high macroscopic moment on the surfaces. Thus, in order to present some valuable information about the photocatalytic potential of Ag₃PO₄ in different directions, we performed effective mass calculations for charge carriers considering the $k$-points along the [100], [110] and [111] directions in the bulk. The results are reported in Table 5 and they show the [110] orientation as the preferable one due to its effective masses, which presented the lowest results.

A comparative analysis of the electrostatic potential of the different surfaces of a crystal was employed to estimate the charge carrier transfer and elucidate the tendencies of the carriers’ concentration throughout the crystalline structure, making it possible to state which facets are the most indicated to act as oxidative and reductive centers.\(^{80}\) The work function ($\phi$) can be calculated as the difference between the potential converged at the vacuum ($E_{\text{vac}}$) and the Fermi level ($E_f$) (eqn (4)).

$$\phi = E_{\text{vac}} - E_f$$ (4)

| Termination | $E_{\text{surf}}^i$ (J m⁻²) | Coordination number |
|-------------|----------------------------|--------------------|
| (100)       |                            |                    |
| $Z^+$       | 1.85                       | 4                  |
| $Z^-$       | 2.67                       | 2                  |
| (110)       |                            |                    |
| $Z^+$       | 0.36                       | 2                  |
| $Z^-$       | 1.32                       | 4                  |
| (111)       |                            |                    |
| $Z^+$       | 1.21                       | 4                  |
| $Z^-$       | 2.38                       | 2                  |
The calculated $\phi$ for the $Z^{+}$ terminations suggests that the (100) surface presents the highest work function (7.679 eV), while the (110) and (111) surfaces have similar values (5.412 eV and 5.570 eV, respectively). Thus, it can be expected that the photogenerated electrons migrate preferentially to the (110) and (111) surfaces, becoming promising reductive centers throughout the crystal. On the other hand, the holes can be expected to be found in the (100) facet, which is an oxidative center. Hence, the work function analyses suggested the occurrence of a charge gradient throughout the crystal, promoting the migration of the hole (positive) and electron (negative) carriers to distinct facets. Such migration activates some chemical reactivity on specific surfaces. Over time, this should give rise to an internal electric field after electronic excitation, which contributes to the charge separation.

Finally, we notice that the results of this work may serve as a starting point to rationalize the formation of metallic Ag nanostructures and thick film on Ag$_3$PO$_4$ surfaces induced by electron beam and femtosecond laser irradiation.

4. Conclusions

This study depicts a broad ab initio simulation within the framework of the density functional theory using a combination of results obtained from both a plane-waves basis set with projector augmented wave method and localized Gaussian basis sets. In summary, both methodologies represent the properties of Ag$_3$PO$_4$ in the bulk phase adequately. The structural features were better represented by PBE+D3 (PAW approach) and by the B3LYP hybrid functional including the Grimme correction (localized Gaussian basis sets). The electronic properties were better represented by B3LYP and PBE+U simulations. In particular, the results evidence that the Hubbard addition in PBE simulations carried out through the PAW method did not successfully represent the bands’ curvature. Finally, all analyses for Ag$_3$PO$_4$ bulk on charge carriers’ stability suggest a good photocatalytic activity.

For Ag$_3$PO$_4$ surfaces, the calculated surface energies indicate that the $Z^{+}$ termination of the (110) surface presents the lowest energy. The (100) surfaces present high-energy values for both $Z^{+}$ and $Z^{-}$ terminations, followed by the (111) surface cut. In particular, the $Z^{+}$ termination is the most stable among the surfaces evaluated. Therefore, the $Z^{+}$ termination of the (110) surface can be expected to be more easily exposed in the crystal morphology, showing high resistance to the reconstruction process. From the coordination number of cations in the surface, the $Z^{+}$ (110) termination can be said to be the most promising one because of the combination of high stability and high reactive potential together with good values of work functions.

Finally, the combination of two different methods in the description of atoms in DFT may prove to be very useful, offering good reliability of results at a very exciting computational cost. In this context, we highlight the low cost of localized Gaussian basis set to investigate the bulk properties and the high efficiency of plane-wave methods in VASP code to evaluate high polar surfaces, as that observed in Ag$_3$PO$_4$.
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