Robust Tracking Using Particle Filter with a Hybrid Feature
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SUMMARY This paper presents a novel method for robust object tracking in video sequences using a hybrid feature-based observation model in a particle filtering framework. An ideal observation model should have both high ability to accurately distinguish objects from the background and high reliability to identify the detected objects. Traditional features are better at solving the former problem but weak in solving the latter one. To overcome that, we adopt a robust and dynamic feature called Grayscale Arranging Pairs (GAP), which has high discriminative ability even under conditions of severe illumination variation and dynamic background elements. Together with the GAP feature, we also adopt the color histogram feature in order to take advantage of traditional features in resolving the first problem. At the same time, an efficient and simple integration method is used to combine the GAP feature with color information. Comparative experiments demonstrate that object tracking with our integrated features performs well even when objects go across complex backgrounds.
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1. Introduction

Tracking is a topic of great interest in a wide variety of computer vision applications, ranging from video compression to mobile robot navigation. Tracking real-world objects is a challenging task due to the presence of noise, occlusion, clutter, dynamic background elements and confusing background colors. Various of tracking algorithms have been proposed and implemented to overcome these difficulties, such as mean shift [1], Kalman filter [2], and particle filters [3].

Among these algorithms, the particle filter has attracted considerable attention in recent years because of its powerful ability to deal with general non-linear and non-Gaussian problems. In the framework of a particle filter, one of the most important parts is the observation model. The commonly used observation models built for particle filtering tracking are edge-based [4], color-based [5], [6], and contour-based features [7]. However, algorithms relying on only one feature are less robust and suffer from various limitations in complex scenarios. The color feature is robust to noise and partial occlusion but suffers from illumination changes and the presence of confusing background colors. The edge and contour features are more robust to illumination variation compared to the color feature but are much sensitive to background clutter.

Some researchers have focused on utilizing different features together for effective tracking, such as a combination of the above features [8], [9], so that each feature can compensate each other for the weaknesses of the others. Generally, ideal features for tracking should meet the following requirements: high ability to accurately distinguish objects from the background, and high reliability to identify the detected objects. The often mentioned features are more effective in handling temporal situations than spatial relationships; hence, they are weak in distinguishing objects from the background. Furthermore, they describe the absolute properties (for example, the color, edge, or shape) of individual objects without consideration of the correlations between objects and the background.

To overcome this problem, we utilize a novel robust feature called Grayscale Arranging Pairs (GAP) [10], [11], which was originally proposed for background subtraction. Compared with other background subtraction methods, the GAP feature builds a more accurate and robust background model that is flexible enough to handle different sets of complex conditions. In this study, we improve the GAP feature to make it suitable for object tracking. Because of the outstanding performance of the GAP feature in extracting the foreground from the background, it has high sensitivity in distinguishing objects from the background, even in a complex environment (such as conditions with severe illumination changes and dynamic backgrounds). It makes use of both temporal information and global spatial information by considering stable relationships of intensity among multiple point pairs. Moreover, it represents the relative properties between objects and environment, which varies according to the positions of objects. Thus, the GAP feature provides better discrimination in many situations where a simple feature (such as the color feature) may fail, for example, under similar background conditions.

Together with the GAP feature, we also utilize the color histogram feature [6], which has been widely utilized and
is good at realizing performance to identify objects. Color provides robust and high performance in the description of objects, but it is weak in discriminating foreground objects from the background. However, this weakness can be compensated well by the GAP feature.

In this work, we introduce a hybrid observation model to integrate the GAP feature and color histogram feature in a static camera environment. The model produces a good representation of the discrimination capabilities between objects and the background, and discernment capabilities on an object itself. The two main contributions of this paper are: first, a robust and dynamic feature called GAP is adopted for object tracking which to remedy the defects of other features; second, we integrate the GAP feature with the color feature in a simple and effective manner, resulting good quality of tracking.

The remainder of the paper is structured as follows: Section 2 discusses related works and the function of particle filter. Section 3 introduces a hybrid features for tracking, including the GAP feature and the color histogram feature. Section 4 describes experiments used to validate the algorithm. Section 5 contains concluding remarks.

2. Related Works

2.1 Tracking Algorithms

In this section we focus on various observation models and techniques for object tracking based on particle filter. Many algorithms have been proposed for object tracking relying on a single feature, which is chosen according to the applications. Color distribution is robust to noise and partial occlusion and is proposed in many works [5], [6], [12]. Nummario [6] used an adaptive particle filter based on the color histogram feature. Pérez [5] also proposed a particle filter based on the color histogram feature that introduced an interesting extension to multiple-part modeling, incorporation of background information, and multiple target tracking. A discriminant-EM algorithm, proposed in [12], formulates the non-stationary color tracking problem as a transductive learning problem. Gaussian mixture models are used in this algorithm to model color distributions. Edge is another good choice for tracking tasks. The histogram of oriented gradients (HOG) [4] is an example of the technology based on histograms of edge orientations. In addition, other characteristics such as texture and contour are employed to represent objects [7].

However, using a single cue for tracking is insufficient to deal with a wide variety of environmental conditions. Recently, because of the many advantages of integrating features for tracking, several publications have described multiple features for tracking. Pérez et al. [8] introduced generic mechanisms for data fusion by using a particle filter based on layer sampling. This method searches sequentially in each direction rather than the entire space and hence is efficient in the case where the state space can be partitioned for searching. Spengler and Schiele[13] integrated multiple cues and proposed self-adaptation of each cue during tracking. In [14], Lipton et al. used shape and color information to detect and track multiple people and vehicles in a cluttered scene and monitor activities over a large area and extended time periods. Wang et al. [9] used on-line feature evaluation of a combined feature set for object tracking. Some researchers also integrated color information with motion direction and other information, which provides good tracking results [15].

2.2 Particle Filter

2.2.1 Basic Concept

Particle filters, also known as Sequential Monte Carlo methods, are sophisticated model estimation techniques based on statistical simulation. Let \( x_{t-1} \) denote the state of a tracked object at time \( t - 1 \), \( z_{t-1} \) be an observation at \( t - 1 \), and \( z_{1:t-1} \) denote a set of all observations up to \( t - 1 \). From a Bayesian viewpoint, all interesting information about the target’s state \( x_{t-1} \) is encompassed by its posterior \( p(x_{t-1}|z_{1:t-1}) \). During tracking, this posterior is recursively estimated as the new observation \( z_t \) arrives, which is realized in two major stages: prediction (1) and update (2):

\[
p(x_t|z_{1:t-1}) = \int p(x_t|x_{t-1})p(x_{t-1}|z_{1:t-1})dx_{t-1}. \tag{1}
\]

\[
p(x_t|z_{1:t}) \propto p(z_t|x_t)p(x_t|z_{1:t-1}). \tag{2}
\]

Recursions (1) and (2) for the posterior require a specification of a dynamic motion model that describes the state evolution \( p(x_t|x_{t-1}) \) and a model that evaluates the likelihood of any state given the observation \( p(z_t|x_t) \).

2.2.2 Dynamic Motion Model

The state vector of a single object typically consists of kinematic and regional parameters. In this paper, in order to provide a comprehensive representation of the target, we have represented the target shape by an ellipse region. We have employed a first order motion model in order to predict the target’s position in subsequent frames. Therefore, the state vector has been defined to include the position and size of the ellipse region of the target object in the image, as well as its velocity and changes in size. Thus, the state of our tracker is defined as

\[
x_t = \{u_t, v_t, U_t, V_t, u_{\dot{t}}, v_{\dot{t}}, \dot{c}_t\}, \tag{3}
\]

where the components \( \{u_t, v_t, U_t, V_t\} \) specify the static part of the state, including the locations \( (u_t, v_t) \) and lengths of half axes \( (U_t, V_t) \) of particles, while the components \( \{u_{\dot{t}}, v_{\dot{t}}, \dot{c}_t\} \) specify the dynamic part describing the velocity \( (u_{\dot{t}}, v_{\dot{t}}) \), and the scale change factor \( \dot{c}_t \) of the particles. Hence the dynamic motion model is denoted as the following update equation

\[
x_t = Ax_{t-1} + W_{t-1}. \tag{4}
\]
where $A$ defines the deterministic component of the model and $W_{t-1}$ is a multivariate Gaussian random variable. Since we use the first order model, $A$ describes a region with constant velocity and scale change. $W_{t-1}$ includes the unknown dynamic components (e.g., acceleration) and the components that we may not be able to include in the model [16].

2.2.3 Likelihood Function

The posterior $p(x_{t-1}|z_{1:t-1}) \approx \{x^{(m)}_{t-1}, w^{(m)}_{t-1}\}_{m=1, \ldots, M}$ at time $t - 1$ is estimated by a cloud of $M$ weighted particles with the state $x^{(m)}_{t-1}$ and the respective weight $w^{(m)}_{t-1}$. At time $t$, the particles are first re-sampled according to their weights. Then, they are propagated according to the dynamic model in (4) to obtain a representation of the prediction $p(x|z_{1:t-1})$. Finally, a weight is assigned to each particle according to the likelihood function $w^{(m)}_{t} \propto p(z|x^{(m)}_{t})$. All weights are normalized to sum to one, and the posterior at time $t$ is approximated by a new weighted particle set $p(x|z_{t}) \approx \{x^{(m)}_{t}, w^{(m)}_{t}\}_{m=1, \ldots, M}$. The procedure of determining likelihood is based on feature similarity. The features of the target region are compared with those of other candidate particle regions extracted in the last frame. In this paper, we will introduce a hybrid feature for determining likelihood. The details of the likelihood function will be introduced in Sect. 3.

2.2.4 State Estimation

As mentioned above, at each time $t$, a new set of the weighted $M$ particle samples $\{x^{(m)}_{t}, w^{(m)}_{t}\}_{m=1, \ldots, M}$ is obtained. Then from this set of weighted samples, the current state $\hat{x}_{t}$ can be estimated as the weighted mean

$$\hat{x}_{t} = \sum_{m=1}^{M} w_{t}^{(m)} x_{t}^{(m)}.$$  \hspace{1cm} (5)

3. Observation Models

The traditional features used in observation models consider only the information of features based on pixel attributes such as color, typically over the object region, ignoring the spatial relationship among pixels. This makes them weak in distinguishing between objects and the complex environment, such as conditions with illumination variation and confusing background. To resolve these problems, we adopt the GAP feature, which considers a correlative relationship among pixels in both time and space domains. It has very high sensitivity in discriminating objects from the background. Furthermore, it has good ability to resist the influence of illumination changes and most cases of dynamic backgrounds. Moreover, to make use of the good performance of traditional features in the description of objects, we utilize one of the most effective features—the color histogram feature. Thus, by adopting two features simultaneously, we can make full use of the advantages of both, thereby realizing better performance.

3.1 Likelihood Based on GAP

The concept of the GAP operator was first proposed in [10], [11] for background subtraction. When the intensity of a pixel varies mainly due to the background fluctuation (illumination variations, waving leaves, and camera vibration), it is difficult to predict its temporal variation. However, the problem becomes simple by using point pairs with a stable relationship. Based on such consideration, the GAP feature makes use of the properties of stable point pairs, showing a strong performance in resisting the influence of environmental fluctuations.

Compared with other background subtraction methods, the GAP feature has two advantages. First, it is more robust to the influence of severe illumination changes and background motion. Some approaches use background models built by historical judgments of each pixel. Although pixel correlations are considered in the modeling, other approaches typically use information between neighboring pixels or pixel blocks, whereas, the GAP feature shows that useful pixel correlations are not limited to neighboring pixels or pixel blocks. Using both temporal and spatial information, the GAP feature utilizes point pairs with a constant intensity difference throughout the entire image, so that illumination variance and some background motion, such as common conditions of swaying leaves, repetitive camera jitter, and slow moving clouds, can be well tolerated. Second, the GAP feature has higher accuracy. It utilizes multiple point pairs, rather than a single point pair, since multiple point pairs distributed dispersely in the spatial domain can eliminate errors caused by a single point pair and provide more robust and credible information for classification.

Because of the outstanding performance in extracting the foreground from the background, GAP has higher sensitivity than other background subtraction methods for distinguishing objects from the background. In addition, the common features describe the absolute properties (for example, the color, edge, or shape) of an individual object without considering the correlations between the objects and the background. A core part of the GAP feature varies according to the positions of objects in environment, which represents the relative properties between objects and environment.

The GAP feature denotes the probability of one pixel belonging to the foreground. In our framework, unlike many traditional methods which consider the history states of a pixel to decide whether it belongs to the foreground, we do this by considering the relationship between this pixel and several statistically chosen reference pixels. For a target pixel $P$, suppose we have $N$ positive reference pixels which statistically have higher intensity than $P$, and $N$ negative reference pixels which statistically have lower intensity than $P$ (refer to [11] for the details of statistically choosing the reference pixels). In a new frame, $P$ is classified as the background when its intensity is normal: lower than those of the positive reference pixels and higher than those
of the negative reference pixels; contrarily, \( P \) is classified as the foreground when its intensity is abnormal: higher than those of the positive reference pixels or lower than those of the negative reference pixels. In details, two probabilities that concern whether \( P \) belongs to the foreground are calculated as follows: positive probability \( \xi^+ = n^+ / N \) (The number \( n^+ / N \) denotes that the intensity of \( P \) is higher than that of \( n^+ \) out of \( N \) positive reference pixels) and negative probability \( \xi^- = n^- / N \) (The number \( n^- / N \) denotes that the intensity of \( P \) is lower than that of \( n^- \) out of \( N \) negative reference pixels). These two probabilities compose the GAP feature, and \( 0 \leq \xi^\pm \leq 1 \). The GAP feature is shown in Fig. 1 for a vivid view.

In the framework of target tracking, in an off-line operation, we first decide the locations of the reference pixels using training images. Then, in the on-line operation, for each pixel, we can obtain the positive probability \( \xi^+ \) and the negative probability \( \xi^- \) of the GAP feature by using the above steps for each input frame. The GAP feature is a characteristic of each pixel. In the first frame, when the target model is designed, we can calculate the histogram of the GAP feature of pixels included in the model region. Since we used the fixed target model, the histogram of the GAP feature for the target model is constant among the tracking. Then, in a new frame, when the particle is produced, the histogram of the GAP feature can be calculated in the same manner. The histograms of the particle and the target model can be used to calculate similarity. Here we adopt a histogram with the \( u \)-bin (\( u \in \{-U, \cdots, -1, 1, \cdots, U\} \)), and \( 2U \) is the total number of bins) to represent the GAP feature.

The procedure for building the histogram of the GAP feature is shown in Fig. 2. For the convenience of the explanation, in this paper, we define \( L^+ \) which has the same function as that of \( \xi^+ \), and is given as

\[
L^+ = \begin{cases} 
\pm(1 - \xi^+) \cdot U & (\xi^+ < 1), \\
\pm 1 & (\xi^+ = 1),
\end{cases}
\]

where we use the top integral function for easy of calculation. Here, \( U \) denotes the half number of bins in the histogram.

In the next step, histograms of \( L^+ \) and \( L^- \) in the particle region are calculated independently. Then, normalized histograms are produced to obtain an equal treatment in each particle region. Finally, the normalized histograms of \( L^+ \) and \( L^- \) are attached together simply to form the histogram of the GAP feature. The histogram of the GAP feature in the state \( x_t \) is denoted as \( F_{\text{GAP}} \) and can be calculated using the equation

\[
F_{\text{GAP}}^{(u)} = \gamma \cdot \left( \sum_{L^- = -U}^{1} \frac{h(L^-)}{A} \delta(L^- - u) + \sum_{L^+ = 1}^{U} \frac{h(L^+)}{A} \delta(L^+ - u) \right),
\]

where \( A \) is the number of pixels in each region for normalization, \( \delta \) is the Kronecker delta function, \( h \) is the histogram function and \( \gamma \) is used to ensure that \( \sum_{u=-U}^{U} F_{\text{GAP}}^{(u)} = 1 \).

Figure 2 (a) shows an example of the histogram of the GAP feature for a walker. \( L^+ \) shows the relatively brighter parts of objects compared to the background and \( L^- \) shows the relatively darker parts. \( L^+ \) and \( L^- \) act together to distinguish objects from the background. The smaller value between \( L^+ \) and \( L^- \) indicates the probability of the pixels being foreground pixels. As the value \( \min(|L^+|, |L^-|) \) approaches 1, the probability that the pixels are foreground pixels increases. \( P_1 \) is an example of a foreground pixel of the walker. As expected, \( L^+(P_1) = +8 \) and \( L^-(P_1) = -1 \) (in our experiment, \( U = 8 \)). Figure 2 (b) shows another case where the particle circle does not include any walker. In this case, given \( P_2 \) for example, we get \( L^+(P_2) = +7, L^-(P_2) = -8 \), which indicates that the probability that the pixel is a foreground pixel is low.

In the case with \( M \) particles, at time \( t \), we denote \( F_{\text{GAP}}^* = \{F_{\text{GAP}}^{(u)}\}_{u=-U, \cdots, U} \) as the target GAP feature model and \( F_{\text{GAP}}(x_t^{(m)}) \) as the candidate GAP feature model with a hypothesized state \( x_t^{(m)} \) of each particle. The likelihood between \( F_{\text{GAP}}^* \) and \( F_{\text{GAP}}(x_t^{(m)}) \) can be measured by the Bhattacharyya distance

\[
\rho_{\text{GAP}}(x_t^{(m)}) = \left( 1 - \sum_{u=-U}^{U} \frac{F_{\text{GAP}}^*(u) F_{\text{GAP}}(x_t^{(m)}/u)}{1} \right)^{1/2}.
\]
3.2 Likelihood Based on Color Histogram

Color provides many cues and it achieves robustness to non-rigidity, rotation and partial occlusion of objects. We utilize the HSV color space to make the algorithm less sensitive to illumination changes, which is more robust than the RGB representation. The bin index $b(y_i)$ assigns the color at the location $y_i$ to the corresponding bin. To increase the reliability when boundary pixels of an object are occluded, we use a weighting function $k(r)$ in which pixels that are far from the region center are assigned smaller weights. Then, the color feature $F_{\text{color}} = \{F_{\text{color}}^{(v)}\}_{v=1}^V$ at the center point $y$ of state $x_t$ is calculated as

$$F_{\text{color}}^{(v)} = f \sum_{i=1}^A k\left( \frac{y - y_i}{A} \right) b(y_i) - v, \quad (9)$$

where $A$ is the number of pixels in the region, and $f$ is a normalization constant ensuring $\sum_{v=1}^V F_{\text{color}}^{(v)} = 1$.

The similarity of color histograms between the template and the current frame is also computed using the Bhattacharyya distance. The likelihood of the color feature can be denoted as $\rho_{\text{color}}(x_t^{(m)})$ in the state $x_t^{(m)}$, which is calculated similarly using the formulation in Eq. (8).

3.3 Likelihood Integration

In recent years, several methods for multiple feature integration have been proposed. One of the popular approaches used to obtain feature fusion is linear combination, possibly because it yields a simple weight formula and achieves good results. Thus, we propose a simple combination based on the linear combination of the computed likelihoods for each feature. In our approach, we use the properties of both color histogram feature and GAP feature mentioned above. Under the assumption that they are independent, in the state $x_t^{(m)}$, the overall likelihood is the sum of the likelihoods of the separate features, in our case color and GAP, as shown in the following equation:

$$\rho(x_t^{(m)}) = \alpha \cdot \rho_{\text{GAP}}(x_t^{(m)}) + (1 - \alpha) \cdot \rho_{\text{color}}(x_t^{(m)}), \quad (10)$$

where $\alpha$ is a parameter to adjust the proportion between two features. Then we use a Gaussian filter with variance $\sigma$, so that samples with high weights can be chosen several times, while others with relatively low weights can not be chosen at all. The weights after filtering are denoted as

$$w_t^{(m)} = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{\rho_t^{(m^2)}}{2\sigma^2}}. \quad (11)$$
The higher the score of $w_i^{(m)}$, the better the match between the candidate particle and tracking target.

4. Experiments

In this section, we present the results of experiments on real video sequences and examine the robustness of the proposed algorithm to several challenging conditions of environment in the situations where other algorithms may fail. Five challenging sequences are used in both qualitative and quantitative analyses for evaluating our tracking algorithm, namely the CAVIAR sequence [17], the OTCBVS-BENCH sequence [18], the PETS sequence [19], the i-LIDS hard sequence [20], and the Karl-Wilhelm sequence [21]. They are taken from both indoor and outdoor scenes and vary with respect to viewpoint, illumination condition, and type of occlusion, demonstrating the robustness of our approach. The proposed method has been implemented in MATLAB and tested on a 3.2 GHz PC with 6 GB memory. The number of particle samples processed in the experiments is 100. The main parameters in all the experiments are set to be the same. In the likelihood integration, the value $\sigma$ is set as 0.5. The setting of other parameters in the particle filter framework, such as $\sigma$ in the Gaussian filter and $A$ and $W$ in the motion model, can be found in Ref. [22].

4.1 Result Visualization

To give a vivid view of how our hybrid-feature-based likelihood expresses better than the color-based likelihood, Fig. 3 shows the visualization results in one frame of the OTCBVS-BENCH sequence. To make it easier for us to observe the comparison results, the locations of particles with both hybrid-feature-based likelihood and color-based likelihood are considered to be the same. As a result, the weights of particles have a direct effect on the performance of tracking. The red circles in Fig. 3 denote high weights at the center point of the particles (the value of likelihood is larger than 0.65), while green ones denote low weights. As expected, the particle weights of hybrid-feature-based likelihood have larger differentiation around the true target state. In the color-based case, a group of particles with high weights are found on the wall by mistake, resulting in an incorrect orientation of particles at the next sampling step. Once particles appear by mistake, the mistake will increase with time. It is exactly the characteristic of the GAP feature making the tracking results are not affected by the confusing background. As shown in Fig. 3 (b), particles on the wall, whose color is similar to that of the target, have low weights. Such distribution of weights can assure correct of particle orientation.

4.2 Quantitative Comparison

We selected three sequences for quantitative comparison. The groundtruth of the CAVIAR sequence is available in [17]. The OTCBVS-BENCH and PETS2001 Database 3 sequences do not have a groundtruth in description of target regions. To obtain the true target locations of the OTCBVS-BENCH and PETS sequences, we manually inspected 60 sample images from the OTCBVS-BENCH sequence and 100 samples from the PETS sequence and selected an ellipse region containing the target for both sequences. Three particle-filter-based tracking algorithms are compared with the proposed method. One is the traditional standard color-based method [6]. The other one is a combination of color feature and the Mixture of Gaussian (MoG) method, which is one of the commonly used background subtraction techniques [23]. The third tracking algorithm is proposed by Khan et al. using MCMC-based particle filter [24]. Because the software package used by this method is available on the website [25], we directly used the results obtained by the software package for the comparison experiments. The trajectory is not shown in the result in cases where the tracker thinks that the target disappears from the scene.

In the CAVIAR sequence, two men walk, split, and meet with the third man in an entrance lobby under strong partial illumination. The crossing of the two men and the large changes in body size and shape are also challenges in this sequence with images 288 × 384 pixels in size. The top row in Fig. 4 shows the groundtruth of this dataset. The second row shows the tracking results of the standard color-based particle filter. The third row shows the tracking results with particle filter using color and MoG features. The fourth row shows the results obtained by using the method of Khan et al. The result in which no tracking trajectory is shown denotes the loss of targets in the current frame. The bottom row shows the tracking result using the proposed method. It shows that our tracker can follow the target consistently, despite the complex environment. In Frame #23, the two men intersect and one is occluded by the other. The color-based method, the combination of the MoG and color-based method, and the proposed method can handle this situation.
Fig. 4 Experimental results in CAVIAR sequence.

well. However, Khan’s method does not show any trajectory of the target object. This is because Khan’s method cannot efficiently deal with overlapped objects. In this frame, the target man is obscured by another man; hence, the tracker thinks that the target has already disappeared. Then, one man goes into a very bright area from a dark area and stops near another man for a while. Because of the sudden change in illumination, the color-based particle filter fails in tracking in Frame #95. Since MoG algorithm is weak in the sudden illumination changes, the method using a combination of MoG and color-based particle filter also fails. The results of Khan’s method show that after separation of the two men, the tracker believes that the target object has reap- peared and therefore continues to track it. However, the tracker incorrectly tracks the second man instead of the target man. Our method can still continue tracking the target correctly since it is robust to situations of illumination variation. In Frame #200, Frame #259, and Frame #309, the walking man goes through large scale and shape changes and the partial changes in illumination caused by the shadows of window ledges. Nevertheless, the tracking results obtained by the proposed method were good, smooth, and satisfied the groundtruth.

Figure 5 shows the OTCBVS-BENCH sequence, which is captured in an outdoor environment with occlusions by branches and large changes in body shape. The image size is 240 × 320 pixels. Groundtruth is shown in the first row. In the results obtained by the method that combines color and MoG features and the color-based method alone, after Frame #114, the object is totally lost as it gradually disappears behind the branches. The results of Khan’s method show that the object can be tracked successfully in Frame #24, Frame #90, Frame #114, and Frame #144. However, the method fails to track the object in Frame #162. However, in our tracking result, since the person is not completely occluded and because the proposed method is more
robust, the object could be tracked successfully.

Figure 6 shows some sample images from the PETS sequence with the presence of confusing background colors. The size of the image is 240 × 320. At the beginning of the sequence, the man wearing dark clothes walks on the light-colored ground shown in Frame #007. Then, he turns right and goes past the parked car that has a dark color similar to that of the person. This process is shown in Frame #127 and Frame #196, in which it is very difficult to distinguish the person from the car. Under this condition, all of the other three methods fail, but the proposed method succeeds. In Frame #235 and Frame #298, the person moves away from the parked car so that the shape of his body can be seen clearly. Since the time for which the person is indistinguishable is too long, the color-based method does not track the target successfully. The accuracy of the MoG algorithm is not as high as that of the GAP feature when discriminating objects from confusing backgrounds. Therefore, the combined MoG and color-based particle filter method fails in tracking objects. Khan’s method is also inadequate because it does not deal well with confusing backgrounds.

In the experiments, we use the accuracy rate (list in Table 1) to reflect the tracking performance. Successful tracking is indicated by a position error that is smaller than 10 (in pixels). In all sequences, the accuracy rate of our proposed method is much higher than that of color-based method, MoG and color based method and Khan’s method. Since the MoG algorithm cannot properly deal with environmental fluctuations, incorrect background subtraction results would mislead the combined feature, resulting in tracking results that are less accurate than those of the traditional color-based method. The tracking results of the position error curve are also shown in Fig. 7. In Khan’s method, for the results in which the object is lost, we use the length of the diagonal line of the input image as a substitute for the largest position error. It can be seen that the position error
of the proposed method is smaller than that of the other three methods tracking throughout almost the entire tracking process.

We also included four additional experiments. Two of them are traffic scenes with rapidly moving cars, shown in Fig. 8(a). The different viewing angles and scale changes make the experiment even more difficult. In the i-LIDS hard sequence, the camera vibrates slightly in the beginning frames and moving cars are under severely changing illumination conditions. The Karl-Wilhelm sequence has heavy fog, which causes low visibility. In both cases, the target cars can be tracked accurately by our proposed method. Figure 8(b) shows two other experiments from databases PETS2006 and PETS2009 having intersected objects. In the PETS2006 sequence, two medium-sized men intersect with each other. The PETS2009 sequence shows another example involving much smaller objects. The target object intersects three other objects in Frame #15, Frame #41 and

Table 1  Quantitative comparison (the successful tracking is that the position error is smaller than 10 (in pixels)).

|                | CAVIAR Mean Pos. Err. | Accur. |
|----------------|-----------------------|--------|
| Color-based method  | 43.98                | 20.65% |
| MoG+color-based method | 84.41               | 15%    |
| Khan’s method    | 346.19               | 9.3%   |
| Proposed method  | 7.80                 | 71.94% |

|                | OTCBVS-BENCH Mean Pos. Err. | Accur. |
|----------------|----------------------------|--------|
| Color-based method  | 17.15                  | 47.46% |
| MoG+color-based method | 33.26                | 47.46% |
| Khan’s method    | 83.15                  | 79.66% |
| Proposed method  | 2.10                   | 100%   |

|                | PETS2001 Mean Pos. Err. | Accur. |
|----------------|-------------------------|--------|
| Color-based method  | 17.00                   | 40%    |
| MoG+color-based method | 22.38                 | 42%    |
| Khan’s method    | 348.31                 | 13%    |
| Proposed method  | 4.76                   | 97%    |

Fig. 6  Experimental results in PETS sequence.
Fig. 7 Position error curves (in Khan’s method, for the results in which the object is lost, we use the length of the diagonal line of the input image as a substitute for the largest position error): (a) Results in CAVIOR sequence; (b) Results in OTCBVS-BENCH sequence; (c) Results in PETS sequence.

Fig. 8 Other experimental results: (a) traffic scenes, (b) scenes with intersected objects.
Frame #51 respectively. In case of Frame #15 and Frame #51, the intersected objects and the target object are dark in color, while in the case of Frame #41, the intersected object has a contrasting light color. For each case, in addition to the intersection frame, we also show the frames before and after intersection in the same interval. The experimental results show that the proposed method can track the intersected object smoothly. This is because we use the hybrid feature, and even similar objects have differences (in either the GAP feature or the color feature) that may not be detected by the human eye. Although the detected shape is sometimes not identical to that of the target object, the error rate is within the acceptable range. However, in some special cases where the objects are almost the same, our proposed method may fail to track the objects.

4.3 Parameter Discussion

The significant parameter in the proposed method is the integrating factor $\alpha$. The parameter $\alpha$ is utilized to adjust the proportion between two features ranging from 0 to 1. According to our experiments, $\alpha$ is insensitive and it achieves a good performance for a large range of changes. However, for different databases, $\alpha$ is varied to obtain an optimal value. A large $\alpha$ shows a higher reliability of the GAP feature, while a small $\alpha$ shows a higher reliability of the color feature.

We tested the performance using different values of $\alpha$ in the CAVIAR sequence (shown in Fig. 4), and the results are shown in Fig. 9. To simplify the comparison of results, we calculated the mean and variance of the position errors in Table 2 and Fig. 10. In Fig. 9, it is shown that for a large range of changes (from 0.3 to 0.95), the position error curves under different values of $\alpha$ are similar and difficult to distinguish, and the differences of mean position errors recorded in Table 2 are small (smaller than 2). Figure 10 shows that the mean position error curve with different values of $\alpha$ is almost a horizontal line, and the lowest point in the curve is 0.9. This is because in this particular sequence, the GAP feature is more reliable than the color feature. However, in other sequences, such as situations involving large differences between the object and the background or rich color information, the lowest point will appear with small values of $\alpha$. Because of the insensitivity of $\alpha$, although the position of the lowest point appears differently at different sequences, other positions that are far from the lowest point can achieve similar performances. Thus, the range of $\alpha$ is large. For simplicity, in this paper, we set $\alpha = 0.5$ in all the examples.

5. Conclusions

In this paper, we proposed an efficient and robust particle-filter-based object tracking algorithm. The observation model in the particle filtering framework is built with two different types of features: the color histogram feature, which has high ability to accurately identify the detected object, and the GAP feature, which has high sensitivity in discriminating between the background and the objects. In addition, improved robustness is achieved by a simple and efficient integration algorithm that allows for compensation of multiple features for object tracking. Experimental results have demonstrated that the proposed tracking algorithm consistently provides more precise tracking compared to the other methods.
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