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Abstract: Leaf wetness duration (LWD) has rarely been measured due to lack of standard protocol. Thus, empirical and physical models have been proposed to resolve this gap. Although the physical model provides robust performance in diverse conditions, it requires many variables. The empirical model requires fewer variables; nevertheless, its performance is specific to a given condition. A universal LWD estimation model using fewer variables is thus needed to improve LWD estimation. The objective of this study was to develop emulators of the LWD estimation physical model for use as universal empirical models. It is assumed that the Penman–Monteith (PM) model determines LWD and can be employed as a physical model. In this study, a simulation was designed and conducted to investigate the characteristics of the PM model and to build the emulators. The performances of the built emulators were evaluated based on a case study of LWD data obtained in South Korea. It was determined that a machine learning algorithm can properly emulate the PM model in LWD estimations based on the simulation. Moreover, the poor performances of some emulators that use wind speed may have been due to the limitation of wind speed measurement. The accuracy of the anemometer is thus critical to estimating LWD using physical models. A deep neural network using relative humidity and air temperature was found to be the most appropriate emulator of those tested for LWD estimation.
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1. Introduction

Leaf wetness (LW) and leaf wetness duration (LWD) are important parameters in plant disease epidemiology [1]. LWD is the extent of time in which free water exists on the surface of plant tissue. Many studies have reported that LW and plant diseases resulting from bacteria and fungi are strongly correlated in temperatures that are favorable to infection [2,3]. This relation has been widely used to predict the development of plant diseases and to support decision making in agriculture management [4–6].

As LWD is a non-standard meteorological variable approved by the World Meteorological Organization (WMO), it is not widely measured. Hence, several methods have been proposed to estimate LWD using the standard meteorological variables. Moreover, many physical and empirical models have been suggested to estimate LWD using these variables [7–11]. Physical and empirical models have respective positive and negative aspects. The physical models have the advantage of being applied in diverse geographical areas and environmental conditions. When the many input variables that are required in the physical model are available, the physical models can accurately estimate LWD. However, these input variables, which include cloud cover, albedo, and net radiation, are frequently inaccessible. Additionally, the results of these models are very sensitive to input variable changes [12].
Some empirical models, e.g., the relative humidity (RH)-threshold-based model, dew point depression model, classification and regression tree model, and neural network model, have been proposed to overcome the limitations of the physical models [13–16]. The empirical model inherently fits the dataset used in developing that model. Thus, to estimate LWD in other regions, the model should be calibrated by using a dataset obtained from the region of interest. Hence, the empirical model provides a limited LWD estimation when the observed LWD data are unavailable owing to a lack of calibration.

If the meteorological and LW data that represent various environmental conditions are available, the empirical model provides robust performance under different environmental conditions. This model can be developed by using such datasets. In reality, however, these datasets are difficult to obtain on account of several factors, such as a lack of standard protocols for measuring LW as well as insufficient availability of LW and LWD data. Nonetheless, LW data can be generated by the physical models using meteorological data. If the meteorological data can represent the characteristics of the diverse environmental conditions, the generated LW data can have similar characteristics. The empirical model developed by the generated LW and meteorological data may provide consistent performance for estimating LW and LWD in many regions in the world. Furthermore, the efficiency of the empirical model may be high since the required input data in the empirical model can be customized by users. Hence, the empirical model can improve the accessibility of LWD data in regions where the data are scarce. The empirical model based on the generated data is considered an emulator of the physical model because the data are generated by the physical model.

In this paper, emulators of the physical model for LWD estimation are proposed as universal empirical models. The Penman–Monteith (PM) model is employed as the physical model for LWD estimation. The possible ranges of the input variables in the PM model for cultivating vegetation are investigated. Combinations of the input variables are selected based on these possible ranges, and the LW data are generated through their combination. LW estimation is a binary classification problem. Several machine learning (ML) algorithms are employed for modeling the relation between the input variable and LW. A simulation study is designed and conducted to investigate the PM model characteristics and to build the emulators. The performances of the built emulators are evaluated based on a case study of LWD data obtained in South Korea. The emulators built in this study will enhance our ability to estimate LW and LWD. Particularly, the emulators may be a good alternative to estimating LWD in regions with scarce data. In addition, the simulation results will improve our application of the PM model for LWD estimation.

The remainder of this paper is organized as follows. In Section 2, the theoretical background of this study, including the PM model, ML algorithms, and evaluation measures, is described. The design and results of the simulation for developing emulators using generated data are presented in Section 3. As the emulators are developed based on generated data, the performances of emulators should be evaluated based on real-world data. In Section 4, the case study for assessing the performances of emulators based on real-world data and its results are described. Finally, in Section 5, the discussion and conclusions are presented.

2. Theoretical Background
2.1. Penman–Monteith Model for LW Estimation

The PM model predicts the occurrence of wetness on a leaf surface based on latent heat flux (LE), which can indicate moisture condensation in air on a free surface [17]. This model can predict LW in any place where the required meteorological observations are accessible because it is based on the physical mechanism of the LW occurrence. Sentelhas et al. [18] showed that the PM model provides good performance and has high applicability owing to low spatial variation in different environments. In addition, data on the air temperature at the leaf level are not required to predict LW. Moreover, any vegetation type can be applicable in the PM model, unlike other LW estimation models based on a physical
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mechanism. This factor is also a limitation of the PM model that requires additional modification for vegetation characteristics. The PM model can predict LW on a mock leaf for each interval of time [19]. Therefore, the PM model was employed as a universal LWD estimation model in the current study. The equation of LE in the PM model is given in Equation (1).

\[
LE = -sR_n + \left[\frac{1200(e_s - e_a)}{(r_a + r_b)}\right]
\]

where \(s\), \(R_n\), \(e_s\), \(e_a\), \(r_b\), and \(r_a\) are the slope of the saturation vapor pressure curve (hPa), net radiation of the mock leaf (W/m²), saturated vapor pressure at the weather station air temperature (hPa), actual air vapor pressure (hPa), boundary layer resistance for heat transfer, and boundary layer resistance for wind speed (WS, m/s), respectively. \(R_n\) can be calculated by Equation (2) [20,21].

\[
R_n = \frac{(ns - nl)}{24}
\]

\[
s = 100(1 - ab)SW
\]

\[
l = (4.901e - 07)\frac{R_s}{R_{so}} \left(0.34 - 0.14\left(\frac{e_a}{10}\right)^{0.5}\right)(T + 237.3)^4
\]

where \(ns\), \(nl\), SW, \(T\), \(ab\), and \(\frac{R_s}{R_{so}}\) are the net short-wave radiation (W/m²), net long-wave radiation (W/m²), short-wave radiation (W/m²), air temperature (°C), albedo (or canopy reflection), and relative short-wave radiation (RSR), which is the ratio of solar radiation (\(R_s\)) to clean-sky solar radiation (\(R_{so}\)) and is limited to being \(\leq 1\), respectively. Moreover, \(e_s\), \(e_a\), and \(s\) are given by Equations (5)–(7), respectively [20].

\[
e_s = 6.108 \exp\left(\frac{17.27T}{T + 237.2}\right)
\]

\[
e_a = 6.108 \exp\left(\frac{17.27T_d}{T_d + 237.2}\right)
\]

\[
s = \frac{4098 \left(0.6108 \exp\left(\frac{17.27T}{T + 237.2}\right)\right)}{(T + 237.3)^2}
\]

where \(T_d\) is the dew point temperature (°C). \(T_d\) is converted using the relative humidity (RH) by Equation (8) [20].

\[
T_d = \left(\frac{RH}{100}\right)^{0.125} (112 + 0.9T) + 0.1T - 112
\]

here, \(r_b\) can be calculated by Equation (9).

\[
r_b = 307\left(\frac{D}{WS}\right)^{0.5}
\]

where \(D\) is the effective dimension of the mock leaf (m). \(r_a\) is given by Equation (10).

\[
r_a = \frac{\ln[(Z_s - d)/(Z_0)]}{0.4WS^*}
\]

where \(Z_s\), \(d\), \(Z_0\), and \(WS^*\) are the height of the wetness sensor (m), displacement height (0.5 \(Z_c\)), roughness length (0.13 \(Z_c\)), and friction velocity (m/s), respectively. \(Z_c\) is the crop height. For LE estimates at the weather station, where the wetness sensor is at the same level as the \(T\), RH and WS sensors, the boundary layer resistance for WS is not required in Equation (1). In the current study, Equation (1) is used to predict LE since the levels of
T, RH and WS sensors are different. When LE is greater than zero, LW is predicted at the specific time.

2.2. Candidate ML Algorithms of the PM Emulator for LW Prediction

The ML algorithm can be a good alternative for emulating the PM model for LW estimation. It is a binary classification problem because the ML algorithm has been broadly employed as the solution to the classification problem [22–24]. In the current study, the extreme learning machine (ELM), random forest (RF), support vector machine (SVM), and deep neural network (DNN) were tested for use in the candidate algorithms of the PM emulator. Since these models showed good performance in estimating LW and LWD in other studies [14,25,26], they were expected to produce good performances for emulating the PM model. Brief descriptions of these algorithms are presented in the following subsections.

2.2.1. Extreme Learning Machine

ELM is a single-layer feed-forward network with input weights and biases that are randomly created [27]. Unlike traditional neural networks, the ELM can be trained in a single iteration owing to adoption of the randomized input weight and bias. It can be expressed by the following equation:

\[ Y = H\beta \] (11)

where \( Y, \beta, \) and \( H \) are the labels, the weight matrix between the hidden layer and the output layer, and the output vector of the hidden layer, respectively. It is called nonlinear feature mapping.

\[ H = f_a(XW + B) \] (12)

where \( f_a(\cdot) \), \( W \), \( B \), and \( X \) are the activation function, input weight matrix, hidden layer bias, and input feature, respectively. The sigmoid function \( (f_a(x) = \frac{1}{1 + \exp(-x)}) \) is used as the activation function in the ELM. As the weights \( (W) \) and bias \( (B) \) are randomly generated, and the activation function \( (f_a(\cdot)) \) is known in the ELM, \( H \) is a deterministic variable from the dataset. Hence, only \( \beta \) needs to be found in the ELM.

In the ELM, finding the appropriate output weight set is an important task, as it is in a traditional artificial neural network. Finding the weights in the ELM can be considered as fitting a linear regression model using ordinary least squares. Ridge regression is employed to attenuate the multi-collinearity in the dataset by adding a norm of parameters in the parameter estimation of the regression model [28]. The ELM model also adopts this methodology in finding the output weights. The ELM attempts to achieve better generalization performance by reaching not only the smallest training error but also the smallest norm of output weights. This minimization problem can take the form of ridge regression or regularized least squares as follows [29]:

\[ \min \frac{1}{2} \| \beta \|^2 + \frac{C}{2} \| H\beta - Y \|^2 \] (13)

where the first term of the objective function is an \( l^2 \) norm regularization term that controls the complexity of the model. The second term indicates the training error associated with the learned model. \( C > 0 \) is a tuning parameter. The ELM gradient equation can be analytically solved, and the closed-form solution can be written as the following:

\[ \hat{\beta} = \left( H^TH + \frac{1}{C}I \right)^{-1} H^TY \] (14)

where \( I \) is an identity matrix.
2.2.2. Random Forest

RF has been frequently employed as a classifier in classification problems [30,31]. RF was proposed by Breiman [32] and uses bagging to build a number of decision trees. Thus, the RF consists of several simple decision trees. Each decision tree in the RF is grown using randomly selected samples. Subsequently, the nodes in each tree use randomly selected input features. The RF has two major characteristics: (1) randomness and (2) ensemble learning.

Random sampling of the entire dataset and the random selection of features led to RF randomness in this study. Every decision tree that was a simple classifier was built with randomness. The features in the dataset were randomly sampled and replaced to create a subset that was used to train one decision tree. At each node, the optimal split rule was determined using the randomly selected feature from the candidate features. Approximately two-thirds of the data were selected as the training subset. The features were also randomly selected without being replaced. The dataset that was not included in the training subset was deemed out-of-bag, and it assessed the appropriateness of the decision trees and the importance of the features.

The ensemble learning method in the RF means that all individual decision trees in the collection of decision trees (called an ensemble) contribute to the final prediction. A training subset is created after the random selection step. The classification and regression tree, although not pruned, was used in this study to construct a single decision tree. To grow K number of trees in the ensemble, this process (resampling a subset and training an individual tree) was repeated K times. The final predicted label was the most frequent label among the predicted labels of all individual trees. The “Ranger” library in the R package was used to construct the RF model [33].

2.2.3. Support Vector Machine

SVM is applied as a classifier for several classification problems in various fields [34]. SVM was developed for solving classification problems based on mathematics, unlike other machine learning algorithms, such as ELM, RF, and the gradient boosting machine (GBM). For example, for linear classification problems, every procedure in the SVM can be proved on a mathematical basis. SVM was developed for building classifiers that maximize the margin, that is, the distance between any two groups. The distance between two groups is determined by the distance between the support vectors, that is, the nearest vector to another group. In the current study, ν-SVM was employed for the SVM algorithm [35]. To find the hyperplane for maximizing the margin between the support vectors, the following optimization problem with its constraints had to be solved.

\[
\begin{align*}
\min_{\mathbf{W}, \xi, \rho} & \quad \frac{1}{2} \| \mathbf{w} \|^2 - \nu \rho + \frac{1}{n} \sum_{i=1}^{n} \xi_i \\
\text{subject to} & \quad y_i (\Theta(\mathbf{X}_i) \mathbf{W} + b) \geq \rho - \xi_i, \quad i = 1, \ldots, n \\
& \quad \xi_i \geq 0, \quad \rho \geq 0
\end{align*}
\]

where \( \nu, \xi_i, \) and \( \Theta(\cdot) \) are the respective regularization constant ranging from 0 to 1, the slack variable for the \( i \)th data point, and the kernel function that is the radial basis function \( (\Theta(x_i, x_j) = \exp \left( -\frac{\|x_i - x_j\|^2}{2\sigma^2} \right) \) ). The ν-SVM for the LW prediction model was implemented using the “e1071” library in R.

2.2.4. Deep Neural Network

DNN is a multiple-hidden layer feed-forward network. The main difference between a shallow neural network (ELM in this study) and DNNs is the number of hidden layers in the network. The deep hidden layer of the DNN allows for the emulation of a complex function relation between the input and output with the extraction of the complicated feature structure. In this study, the sigmoid function was used for the activation function.
of the DNN model. Four hidden layers were adopted for the employed DNN model, and each of these hidden layers had a different number of nodes. The structure of the DNN model was manually optimized. Although there are many methods for optimizing hyperparameters [36,37], they are not employed in the current study due to the limited computation resources. In addition, layer normalization was adopted after the second, third, and fourth hidden layers. Layer normalization improves the accuracy of the trained DNN model [38]. The Adam algorithm with a mini-batch was used to train the DNN model [39]. The “Pytorch” library in Python was used to implement the DNN model and train the DNN algorithm [40].

2.3. Input Variable Sets for Emulators Based on the PM Model

A primary goal of emulators based on the PM model is to increase the accessibility of LWD data. To this end, the number of required variables in the LWD estimation should be smaller than those in the PM model. In terms of the PM model used in this study, it required eight variables, including meteorological (RH, WS, T, and SW), instrumental (Zs), and environmental variables (D, ab, and RSR). Although SW is one of the important meteorological variables in the occurrence mechanism of LW, it is frequently unobserved in weather sites and stations. It is a priori to restrict use of SW in the emulator of LW estimation for increasing the LW estimation accessibility. Hence, SW was not used in the tested emulators in this study.

In addition, calculating ab and RSR is difficult for the hourly temporal scale that is needed in LW estimation. These two variables were thus not considered in the emulator input variable. RH, WS, T, Zs, and D were employed for the input variable of the emulators. As Zs (instrument height that is equivalent to crop height), and D (effective dimension of the mock leaf) can be easily obtained from the target vegetation type, they were selected as the input variables. Hence, the combinations of RH, WS, and T with Zs and D became the input variable sets of the emulators. For reference, the same input variable sets that were used in the PM model were also tested. They indicated the maximum capacity of the emulators. Thus, eight variable sets were employed for the input variable sets of the emulators in the current study. They are summarized in Table 1.

| Model # | Input Variables |
|---------|-----------------|
| 1 (M1)  | RH, WS, T, SW, Zs, D, ab, RSR |
| 2 (M2)  | RH, WS, T, Zs, D |
| 3 (M3)  | RH, WS, Zs, D |
| 4 (M4)  | RH, T, Zs, D |
| 5 (M5)  | WS, T, Zs, D |
| 6 (M6)  | RH, Zs, D |
| 7 (M7)  | WS, Zs, D |
| 8 (M8)  | T, Zs, D |

2.4. Evaluation Measures

To evaluate the performances of the proposed LW prediction models, accuracy (ACC), recall, precision, and F1 score (F) were employed and calculated as follows:

\[
ACC = \frac{TP + TN}{TP + TN + FP + FN} \tag{18}
\]

\[
Recall = \frac{TP}{TP + FN} \tag{19}
\]

\[
Precision = \frac{TP}{TP + FP} \tag{20}
\]

\[
F = 2 \cdot \frac{Precision \cdot Recall}{Precision + Recall} \tag{21}
\]
where \( TP, TN, FP, \) and \( FN \) indicate the numbers of true positive (correct estimation for wetness), true negative (correct estimation for dryness), false positive (incorrect estimation for wetness), and false negative (incorrect estimation for dryness), respectively. The root mean square error (RMSE), Pearson correlation (Cor), mean absolute error (MAE) and mean bias (MBE) were employed as evaluation criteria for the LWD. The RMSE and MAE are presented as follows:

\[
RMSE = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (E_i - O_i)^2}
\]

\[
MAE = \frac{1}{m} \sum_{i=1}^{m} |E_i - O_i|
\]

where \( E_i, O_i, \) and \( m \) are the \( i \)th LWD estimation, \( i \)th LWD observation, and the number of datasets, respectively. The Pearson correlation can be calculated as follows:

\[
Cor = \frac{\sum_{i=1}^{n} (E_i - \bar{E})(O_i - \bar{O})}{\sqrt{\sum_{i=1}^{n} (E_i - \bar{E})^2 \sum_{i=1}^{n} (O_i - \bar{O})^2}}
\]

where \( \bar{E} \) and \( \bar{O} \) are means of LWD estimation and observation, respectively. The MBE is given as follows:

\[
MBE = \frac{1}{n} \sum_{i=1}^{n} (E_i - O_i)
\]

where \( E_i, O_i, \) and \( n \) are \( i \)th LWD estimation, \( i \)th LWD observation, and dataset number, respectively.

3. Simulation Study for Building Emulators Using Generated Data

Because ML algorithms emulate a PM model, LW data that are generated by the PM model should be used to train the ML algorithms instead of the observed LW datasets. Thus, the emulators were basically built based on the simulation conducted in this study. The simulation study was designed and carried out for building the emulators of the PM model. Subsequently, a sensitivity analysis for the PM model was performed based on the simulation. Finally, the performances of the emulators were evaluated. Detailed information on the simulation design, as well as the results of the sensitivity analysis and performance evaluation, is presented in the following subsections.

3.1. Simulation Design

The training and test datasets for the ML algorithms consisted of the LW data generated by the PM model. As LW data are determined in accordance with the input variable values, the ranges of these values should represent various environmental conditions to retain the generality of the emulators in LW estimation. Hence, determining the range of input variables in the PM model is critical to successfully building the emulators. In the current study, the ranges for the meteorological variables were considered under the meteorological conditions in which agricultural vegetation can be cultivated. The values of RH, T, SW, and WS ranged from 10 to 100%, \(-5\) to 35 \(^\circ\)C, 0 to 300 W/m\(^2\), and 0.01 to 14 m/s, respectively. These ranges covered almost all meteorological conditions in which agricultural vegetation can be cultivated. For the environmental and instrumental variables, the ranges of \( Z_s, D, ab, \) and RSR were 0.5 to 10 m, 0.02 to 0.4 m, 0.1 to 0.2, and 0.5 to 1, respectively. These ranges represented the characteristics of vegetation widely cultivated in agricultural fields. The specific values of the input variables used in the LW generation are presented in Table 2. The number of input data in the PM model that were used for calculating the LW was the combined number of the input variable values. Hence, 54,311,468 input data were employed. The input data could represent various environmental conditions, even those that may seldom occur in the real world. Here, 100,000 data were randomly selected for the training datasets. In these datasets, the numbers of wet and dry
data were the same to balance the dataset, and all input data, including the training data, were used for the test data.

Table 2. Ranges of input variable values for the Penman–Monteith (PM) model in the simulation study.

| Variables                          | Values                      |
|------------------------------------|-----------------------------|
| Relative humidity (RH, %)          | 10, 20, 30, 40, 50, 60, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100 |
| Air temperature (T, °C)            | -5, -4, -3, -2, -1, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35 |
| Short wave (SW, W/m²)              | 0, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 300 |
| Wind speed (WS, m/s)               | 0.01, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 6, 8, 10, 12, 14 |
| Height of the wetness sensor (Zs, m)| 0.5, 0.75, 1, 1.25, 1.5, 1.75, 2, 5, 10 |
| Effective dimension (D, m)         | 0.02, 0.04, 0.06, 0.08, 0.1, 0.12, 0.14, 0.16, 0.18, 0.2, 0.3, 0.4 |
| Albedo (ab)                        | 0.1, 0.2 |
| Relative shortwave radiation (RSR) | 0.5, 0.6, 0.7, 0.8, 0.9, 1 |

The ML algorithms for hyper-parameters were optimized based on ACC for the test dataset. The value providing the highest accuracy was selected as the hyper-parameter value. The ELM hyper-parameters were the respective numbers of hidden nodes and tuning parameters. When they were 400 and 1, respectively, the ELM’s accuracy was the highest among the tested values (100 to 400 for the number of hidden nodes and 0.5 to 5 for those of the tuning parameters) for the hyper-parameter set and all input variable sets. The number of trees was a hyper-parameter in the RF. The RF with 500 trees led to the largest ACC among the tested values (50 to 1000) for all input variable sets. The hyper-parameter for the SVM was ν. The employed ν values differed depending on the input variable sets. Those in SVM for M1 to M8 were 0.01, 0.35, 0.4, 0.6, 0.7, 0.7, and 0.9, respectively. Unlike other ML algorithms, as shown above, the optimizing hyper-parameters of DNN was manually selected owing to the excessive number of hyper-parameter combinations and the lack of a method to tune the hyper-parameters. The DNN had three hidden layers with 100, 1000, and 100 nodes, respectively. Layer-normalization was adopted in each hidden layer. The mini-batch size and the number of epochs were 1000 and 1000, respectively.

The structure of the employed DNN model is presented in Figure 1. The learning rate and weight decay are 0.01 and 10⁻⁶, respectively. The same hyper-parameters were employed for the different input variable sets in DNN.

Figure 1. Structure of deep neural network (DNN) model for the leaf wetness (LW) estimation emulator based on the PM model.
3.2. Sensitivity Analysis of PM Model and Performance Evaluation Results

The input data used in this study showed the LW behavior in accordance with the PM model input variable. This is because the input data represented various environmental conditions. To improve our understanding of LW estimation in the PM model, the sensitivity of input variables to LW estimation was roughly analyzed. As the systematical approach for investigating the sensitivity of the model was not employed, the results of sensitivity analysis in this study cannot fully present the sensitivity of the input variables for the PM model. The wetness proportions corresponding to specific input variable values were calculated and are presented in Figure 2. Based on the sensitivity analysis results, the wetness occurrence in the PM model was dominated by the meteorological variables. The largest change in the wetness proportion was demonstrated in SW (See Figure 2d). The three largest wetness proportion changes are observed in RH, WS, and SW. T may have produced the smallest impact on the wetness occurrence among the meteorological variables based on the PM model. Of the environmental and instrumental variables, RSR and D led to large changes in the wetness proportion within the tested variable ranges. Moreover, ab and $Z_s$ may have slightly influenced the wetness occurrence.

For a more detailed comparison, the impacts of the input variable on wetness were investigated. The mean slope of the wetness proportion in the PM model was considered to be the indicator representing the magnitude of the impact on the wetness. All input variables were calculated from the generated dataset. The mean slope estimates are presented in Figure 3a. It is shown that, based on the mean slope estimates, D, RSR, and $ab$ have large values owing to the scales of these variables. To attenuate the scale effects on the input variable in the impact assessment, the expected total wetness proportion changes were calculated by multiplying the mean slope of the wetness proportion to the variable range.
For example, the mean slope value for RH and its range were approximately 0.264 and 90, respectively. The expected total change in the wetness proportion for RH was 23.7%. This means that the RH within the range could change by 23.7% in terms of the wetness proportion. Since this index represents the available change in the wetness proportion within a given range, the value of this index may account for the magnitude of impact on the wetness proportion within the given range. The expected total changes in the wetness proportion are presented in Figure 3b. The largest value of the expected total change is shown by SW, while WS and RH lead the second and third largest values for this index. The values of the expected total change for T, RSR, and D range from 5% to 10%, whereas ab and Zs lead to small changes in the wetness proportion within the range. Based on the sensitivity analysis results, SW, WS, and RH are the three most important input variables for determining the wetness occurrence in the PM model. T is also an important variable, although it has a smaller influence than the other meteorological variables.

Despite the influence of the environmental and instrumental variables on determining wetness, the meteorological variables were more important for this purpose in the PM model. To evaluate the LW estimation performance for the built emulators, the ACCs of the emulators built by the ML algorithm with different input variable sets were identified and are listed in Table 3. Overall, SVM and DNN outperform the other ML algorithms, such as ELM and RF, in emulating the PM model. The differences between the ACCs of the employed ML algorithm become smaller when the number of input variables decreases. When the input variable that is the same as that of the PM model is used for the SVM and DNN, their ACCs are higher than 99%. For the M2 for which the input variable is set without SW, ab, and RSR, the SVM and RF provide higher ACC than the ELM and RF. The algorithm leading the highest ACC is SVM. For the M3, the ELM accuracy is the highest. As the number of input variables decreases, the emulator ACCs decrease. Unlike the sensitivity analysis results, the RH is apparently the most critical variable for determining the leaf wetness based on the ACC results for the emulators. When the RH is removed from the input variable set, the ACCs of the emulators largely decrease compared to the M2.
As shown in the results of the sensitivity analysis, T is the least important among T, WS, and RH. The smallest ACC decrease is shown when T is not used for the emulator input variable set compared to the other variables (see M2 and M3).

Table 3. Accuracies of emulators built by machine learning (ML) algorithm with different input variable sets. Note that the bold number indicates the largest accuracy among different models with the same input variable set.

| Algorithms | M1    | M2    | M3    | M4    | M5    | M6    | M7    | M8    |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|
| ELM (E)    | 0.9537| 0.8332| 0.8178| 0.7112| 0.6978| 0.6898| 0.6701| 0.6078|
| RF (R)     | 0.9357| 0.8167| 0.7974| 0.7100| 0.6919| 0.6854| 0.6637| 0.6001|
| SVM (S)    | 0.9937| 0.8415| 0.8163| 0.7181| 0.6938| 0.6911| 0.6715| 0.6012|
| DNN (D)    | 0.9927| 0.8393| 0.8168| 0.7145| 0.6985| 0.6922| 0.6731| 0.6020|

4. Case Study for Evaluation Based on Real-World Data

Although the PM model shows good performance and generality for LWD estimation, it has a limited ability to estimate LW and LWD because it mimics the real world. Thus, the results of a simulation study cannot represent the LW and LWD characteristics in the real world because they are based on the datasets generated by the PM model. Hence, to investigate the performances of the emulators in LWD estimation, they should be evaluated based on the observed LWD and meteorological variable data. In addition, the simulation results can demonstrate the performances of the emulators for LW estimation. Both accurate LW estimation and LWD estimation performance are important.

Hence, the performance of LWD estimation for the tested emulators should be investigated. As LWD is a continuous event, it needs to generate continuous meteorological variables for LWD generation based on the PM model. Simulating LWD by the PM model is difficult owing to the difficulties in generating realistic weather. A case study with real-world data is mandatory to assess the performance of LWD estimation for emulators. Therefore, in this study, a case study was conducted to evaluate the performances of the tested emulators. Brief descriptions of the case study data and results are presented in the following subsections.

4.1. Data Description

The observed data, including LWD, T, RH, SW, and WS, were obtained from the Gyeonggi-do Agricultural Research & Extension Services of the Rural Development Administration. T and RH were measured at a 1.5 m height above the ground. Instruments for measuring short-wave radiation, WS, and LW were installed at a 2 m height above the ground. LW data were measured using two adjacent flat plate sensors (Model 237, Campbell Scientific) that were faced north at a 45° angle to the horizontal plane. Two LW sensors were used to detect the wetness and dryness conditions on a mock leaf. When any LW sensor detected wetness, the wetness was used for the LW data at the given moment. Weather data measured at eight farms, including those of apple, grape, and pear, as well as rice paddies, were employed. The data and location information are presented in Table 4 and Figure 4, respectively. The temporal resolution of all data was hourly. The observed meteorological and LW data can be downloaded from the Gyeonggi-do Agricultural Research & Extension Services (https://nongupepi.gg.go.kr/). In this study, LWD is defined as the sum of LW from 0 to 23 h. The observed data from 2009 to 2017 were used, except for 2013 owing to a large amount of missing data from that year. Proportions of dryness and wetness for observed LW data are approximately 75% and 25%, respectively. The statistics of the observed meteorological variables are presented in Table 5. The ranges of RH, T, SW, and WS are 10–100%, −26–37 °C, 0–1028 W/m², and 0–10 m/s, respectively. These ranges were apparently and adequately broad to cover various conditions of LW generations. Thus, these observed data were appropriate for identifying the characteristics of the emulators for LW and LWD estimation.
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Table 4. Meteorological site data.

| Site | Latitude (Degree) | Longitude (Degree) | Elevation (m) | Farm Type      |
|------|------------------|--------------------|--------------|----------------|
| 1    | 37.221           | 127.039            | 45           | Rice field     |
| 2    | 37.039           | 126.864            | 24           | Rice field     |
| 3    | 37.012           | 127.306            | 34           | Rice field     |
| 4    | 37.217           | 126.702            | 6            | Grape orchard  |
| 5    | 37.350           | 127.625            | 57           | Apple orchard  |
| 6    | 37.844           | 127.502            | 68           | Rice field     |
| 7    | 37.600           | 127.251            | 65           | Pear orchard   |
| 8    | 38.036           | 127.201            | 101          | Apple orchard  |

Table 5. Statistics of observed meteorological variables.

| Statistics       | T    | RH   | SW   | WS   |
|------------------|------|------|------|------|
| Mean             | 10.0 | 67.6 | 160.4| 1.1  |
| Standard deviation| 11.8 | 22.3 | 239.6| 1.3  |
| Minimum          | −26.2| 10.0 | 0.0  | 0.0  |
| Median           | 10.5 | 70.3 | 2.8  | 0.5  |
| Maximum          | 36.9 | 100.0| 1027.9| 10.0 |

4.2. Results

DNN and SVM were selected because they showed good accuracy based on the simulation results. Models #2–#8 for DNN and SVM were employed for the PM model emulators. For a comparison, LW and LWD were estimated by using the PM model. In that estimation, ab and RSR were 0.2 and 1, respectively. The performances of LW estimation for the emulators using the DNN and SVM algorithms were assessed in terms of the accuracy, precision, recall, and F1 score. The boxplots of these evaluation measures for the given sites are presented in Figure 5.
Figure 5. Accuracy, precision, recall, and F1 score of leaf wetness duration (LWD) estimates by employed models. Note Table 2. D8 and S2–S8 indicate DNN-based models #2–#8 and SVM-based models #2–#8, respectively.

Unlike the simulation results, the results of some of the emulators, e.g., M4 and M6, including RH and excluding WS, are better than that of the PM model. These emulators outperform the other emulators and the PM model. The other emulators show similar performances, as demonstrated by the simulation results. The highest mean accuracy value for LW estimation is observed in D4, that is, DNN with M4 (0.847). S6 and D6 provide the second and third highest accuracies (0.842 and 0.840) among the employed models. The mean accuracy for the PM model is the fifth highest; its value is approximately 0.752. The D4, D6, S4, and S6 models provide higher precision than the other models, while PM and the other models show higher recall values than the D4, D6, S4, and S6 models. With respect to the F1 score, D4 model has the largest F score. Those of the other emulators are lower than that of the PM model.
Although the emulator performance for LW estimation can indicate the LWD estimation performance, their performances differ. Thus, the performances of the employed emulators for estimating LWD were evaluated based on the Pearson correlation, RMSE, MAE, and MBE. The boxplots of these evaluation measures for all employed sites, emulators, and the PM model are presented in Figure 6. Overall, D4, D6, S4, and S6 show good performances. Additionally, they provide better LWD estimation performance than the PM model. Based on the Pearson correlation of the LWD estimation, D3, D4, D6, S2, S3, S4, and S6 lead to higher values than the PM model. D4, D6, S4, and S6 have smaller values of RMSE and MAE than the PM model, whereas the other emulators do not. D4, D6, S4, and S6 underestimate LWD, whereas the others overestimate LWD.

Figure 6. Correlation, RMSE, MAE, and MBE of LWD estimates by employed models. Note that D2–D8 and S2–S8 indicate DNN-based models #2 to #8 and SVM-based models #2–#8, respectively.
5. Discussion

Based on the results of the simulation and case studies, it can be concluded that the ML algorithm can properly emulate the PM model in LW and LWD estimations. The emulators that use the M2 input variable set realize ~84% ACC of the PM model for LW estimation. In the case of the M3 input variable, the emulators can realize ~81% ACC of the PM model. Although the emulators cannot copy the PM model perfectly, the performance of the emulators may be good. Thus, these emulators may be good alternatives to estimate LW in which limited meteorological variables are available. In the case study for the LWD data in South Korea, the emulators provide comparable performances to the PM model for estimating LW and LWD. For LW estimation, the emulators using M2 and M3 show similar performances to the PM model. Additionally, some emulators that use RH for input variable realize better performances than the PM model in the case study for LW and LWD estimations.

In the current study, 32 combinations using four ML algorithms and eight input variable sets are tested for the emulator of the PM model. Of the 32 combinations, the DNN using M4 (D4) is considered to be the most appropriate combination of the ML algorithm and input variable set. This DNN is the best emulator based on the results of the case study; it uses RH and T for input variables. D4 realizes better LW and LWD estimations for the employed LWD observations. However, the results of the case study are only valid for the LWD observations used in this study. Environmental conditions and the main generating mechanisms for LW differ depending on locations. Hence, the results of the case study would be different in other locations. Wilks and Shen [13] suggested an RH-threshold-based model for LWD estimation. Some studies reported that the RH-threshold model realizes a good performance in various regions; however, the model needs to be calibrated [12,41,42]. Park et al. [25] reported that the RH-threshold-based LWD estimation model led to the best performance except for the ones based on ML. In addition, Gao et al. [43] showed that an RH-threshold-based LWD estimation model would be the best model among the LWD estimation models tested in their study because it uses only one variable to estimate LWD. As the RH-threshold-based LWD estimation model performs well for many regions, there is a high possibility that D4 may provide a good performance in other regions.

Sensitivity analysis of the PM model for input variables may represent the magnitude of importance given for an input variable in the LW estimation of the PM model. The results of the sensitivity analysis are consistent with another study [43]. According to the results of the sensitivity analysis, SW and WS may be critical variables for determining the occurrence of wetness. This result indicates that D2, D3, S2, or S3 may be the best emulator among the tested emulators in the case study if the results of the sensitivity analysis are correct. However, D4, which does not use SW and WS, is the best emulator in the case study. This leads to the inference that there is a discrepancy between the results of the simulation and case studies.

Increments of magnitude for SW and WS lead to a decrease in the LW frequency, while increasing RH leads to an increment of the LW frequency. The RH value governs the occurrence of wetness, and WS suppresses the existence of wetness on the surface. As shown in Figure 5, D4 and D6 have high precisions, while their recalls are low, and they have negative bias (see Figure 6). These results imply that D4 and D6 using RH determine wetness when the probability of wetness occurrence is significantly high. By contrast, wetness is estimated in D2 and D3 using WS when the probability of wetness occurrence is low. Hence, the recalls of D2 and D3 are higher than D4 and D6. As high WS suppresses the occurrence of wetness, overestimating the wetness of D2 and D3 may indicate that the value of the WS data is considered smaller than the actual value in the PM model. This can be caused by two reasons: (1) the WS interpolation scheme in the PM model is inappropriate for the data used in the case study and (2) measuring accuracy of the used WS data is poor. As LW was consistently overestimated for all sites, the interpolation scheme does not work properly. The WMO recommended that the measuring accuracy
of the WS data is less than ±0.5m/s [44,45]. As shown in Figure 3, wetness proportion is drastically changed from 0 to 1 m/s. As the WS in this range plays a critical role in estimating LW, the limited measurement accuracy of WS also limits the accuracy of LW estimation. Hence, the poor performances of D2 and D3 for LW and LWD estimation may be as a result of the limitations of WS measurement. To improve LWD estimation using meteorological variables, WS data with high accuracy should be employed. This discussion highlights that the use of many meteorological variables elevates the uncertainty in LW and LWD estimation. For example, Gao et al. [43] reported that an RH-threshold-based LWD estimation model provided a comparable performance to an ML-based LWD estimation model using a large number of input variables. Hence, parsimony is strongly recommended in developing LWD estimation models using meteorological variables.

Some emulators of the PM model provided better performance in LW and LWD estimation than the PM model based on the results of the case study. Based on the results of the simulation study, the PM model would be better than the emulators. As mentioned in the previous paragraph, the wind speed data have large uncertainty in LW estimation. Other meteorological observations also have uncertainty. The ab and RSR in the PM model were indirectly obtained. In this study, the value of ab was obtained based on the type of vegetation. However, ab is changed depending on the season. Even this value can be changed based on the condition of the leaf surface. Therefore, this uncertainty of parameters in the PM model can propagate errors in the LW estimation of the physical model. Thus, the results of the case study can be changed by the quality of the observed data.

Using the same hyperparameters for input variable sets can lead to a decrease in performance of the ML algorithm. In this study, when a regularization such as the layer normalization and mini-batch was not adopted, the performances of the emulators by DNN showed large differences depending on the input variable set. However, when the regularization method was applied and the number of layers and nodes was large enough, the performances of emulators with different hyperparameters were very similar. Their performances were not the same, but the difference between them would be so small as to be neglectable. Regularization tunes the strengths of the node and this provides good performance with a structure with a large complexity. So, even if different input variable sets are employed in the DNN, the emulators can provide good performances because the structure of the DNN is complex enough. Since the regularization was employed in the current study, we employed the same hyperparameters, which can lead to good performance for different input variable sets, to emulators with different input variable sets. Therefore, the performance of the emulators in the DNN is not the best and these can become better by tuning hyperparameters.

6. Conclusions

This study developed emulators of the PM model using ML techniques and investigated the performance of emulators based on simulation and case studies. The following conclusions can be made from the current study:

(1) The emulators for the physical model can be applicable for LW and LWD estimation. The emulators using RH, WS, T, Z_s, and D provide approximately 84% ACC of the PM model for LW estimation. In addition, the emulators using RH, WS, Z_s, and D provide approximately 81% ACC of the PM model.

(2) Some emulators that use RH for input variable realize better performances than the PM model in the case study for LW and LWD estimations. The emulator using RH, T, Z_s, and D leads to the best performance based on the case study. The discrepancy between the simulation and case studies may be induced by the uncertainty in the observed data.

(3) DNN and SVM algorithms can be good techniques for emulating the PM model in LW and LWD estimation. The two techniques provide slightly better performances
than other used ML algorithms, particularly in applications with a larger number of input variables.
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