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Abstract—A clock synchronizing circuit for repeaterless low swing interconnects is presented in this paper. The circuit uses a delay locked loop (DLL) to generate multiple phases of the clock, of which the one closest to the center of the eye is picked by a phase detector loop. The picked phase is then further fine tuned by an analog voltage controlled delay to position the sampling clock at the center of the eye. A clock domain transfer circuit then transfers the sampled data to the receiver clock domain with a maximum latency of three clock cycles. The proposed synchronizer has been designed and fabricated in 130 nm UMC MM CMOS technology. Post layout simulations show that the synchronizer consumes 1.5 mW from a 1 V supply, at a data rate of 4 Gbps in this technology.

Index Terms—Current mode interconnects, Low swing interconnect, repeater insertion, clock data recovery, Mesochronous synchronizers.

I. INTRODUCTION

It has been well established that the performance of digital processing systems is limited by the throughput and power consumption of global interconnects [1]–[4]. Repeater insertion alleviates this problem to some extent, but it increases the power consumption of the link, while also bringing in additional constraints in placement and routing. These limitations have resulted in a lot of interest in repeaterless low swing interconnects, with equalization at the transmitter [5]–[7] or receiver [8] or both [9], to improve the speed, while keeping the power consumption low. The receiver circuit for low swing interconnects is a comparator which converts the received low swing signal to CMOS levels. To keep the power consumption and latency low, regenerative clocked comparators are used [2], [10], [11].

While low swing interconnects help maximize the throughput of long interconnects, the latency of the interconnects is still high and can be as high as multiple cycles. This is the case even for transmission line based interconnects that operate at the theoretical minimum latency [12]. Conventional repeater inserted interconnects use synchronizing flip-flops at section lengths less then the critical path delay of the full chip to maintain synchronization [13]. Inserting synchronizing flip-flops along a low swing line will however mean that the improvements offered by repeaterless links will not be leveraged to full potential. Hence, a clock re-timing circuit that ensures that the data is sampled at the center of the eye is required. Further, the resolved data should be transferred to the receiver clock domain with an appropriate synchronizer. This problem, despite being serious, has not received much attention in the literature.

Fig. 1 shows a block diagram of a typical low swing interconnect system. Here, $\phi_{Tx}$ is the transmitter clock, $\phi_{Rx}$ is the receiver clock, and $\phi_d$: retimed sampling clock. $((n + \alpha) \times T)$: Repeaterless interconnect delay, where $n \in \mathbb{Z}^{\geq 0}$, $\alpha \in \mathbb{R}$ & $\alpha < 1$, $T$: system clock period.

Source Sense

Interconnect

$((n + \alpha) \times T)$

Destination

Sense Amplifier

Clock

Domain

Transfer

$\phi_{Tx}$

$\phi_d$

Clock Retimer

$\phi_{Rx}$

Fig. 1: Block diagram of a repeaterless low swing interconnect system. $\phi_{Tx}$: Transmitter clock, $\phi_{Rx}$: Receiver clock, $\phi_d$: retimed sampling clock. $((n + \alpha) \times T)$: Repeaterless interconnect delay, where $n \in \mathbb{Z}^{\geq 0}$, $\alpha \in \mathbb{R}$ & $\alpha < 1$, $T$: system clock period.
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sampling clock. The negative feedback minimizes the error, resulting in the sampling clock position at the center of the eye. Lee et al. in [9] report a source synchronous link that uses a digitally controlled delay line in the clock path at the receiver, which is trained in calibration mode before the interconnect is used. For calibration, 0.5 unit interval delay is inserted at the transmitter and a pattern toggling between 1 and 0 is sent. The receiver clock delay is then swept to find the crossing over of the data and clock edges, and after completion of training, the 0.5 unit interval delay is removed. This however means that the technique cannot be extended to adaptive synchronizers. Also, the accuracy is limited by the phase quantization error. If a conventional phase detector like the Alexander phase detector is used, the delay line should be initialized to the center of the range, due to its finite range. While infinite phase delay can be accomplished using phase interpolators as reported in [16], the circuit is predominantly analog and complex, making it likely to suffer from mismatch in scaled technologies. Another limitation of analog circuits is that their state cannot be easily saved for fast initialization on subsequent power ups.

In this work, we present a fast automatic synchronizer that is adaptive and does not have the limitations mentioned above. The circuit is built around a DLL that generates multiple phases of the clock. A phase detector loop picks the DLL phase closest to the center of the eye. In order to reduce the phase quantization error, an analog delay line is used to fine tune the selected clock phase so as to position it at the center of the data eye. A similar concept has been used for clock synthesis in [17], [18], in which a coarse DLL generates multiple phases of the clock, which are delayed by multiple delay lines or interpolated to obtain the clock of the correct phase. However these techniques are reported for clock synthesis and not for clock and data recovery, and either use multiple VCDL’s [17] or use digital fine tuning which causes jitter due to dithering. The proposed technique uses a much simpler implementation with only one VCDL.

Once sampled, the data must then be transferred to the receiver clock domain. Serial synchronizers with two or more flip-flops are typically used for such clock domain transfers [19], which however bring a penalty in latency. In the design described here, using one of the phases of the DLL, a low latency clock domain transfer to the receiver clock domain has been implemented.

The paper is organized as follows. Section II describes the architecture of the clock synchronizer. Clock domain transfer, from the sampling clock domain to the receiver clock domain, is described in section III. Jitter analysis is presented in section IV which is followed by a discussion on implementation and results in Section V. Section VI concludes this paper. Appendix A discusses an anomaly in DLL based clock recovery circuits using the Alexander phase detector.

II. CLOCK RECOVERY CIRCUIT

Fig. 3(a) shows a block diagram of the proposed clock synchronizing circuit. It consists of a coarse tuning loop and a fine tuning loop. The main component of fine tuning loop is a voltage controlled delay line (VCDL) that provides a controllable delay to the clock. The main component of the coarse tuning loop is a DLL that generates multiple phases of the clock, of which the one closest to the center of the data eye is picked by the control loop. Since the system is of the first order, the loop filter is a single capacitor, as shown between the fine and coarse tuning loops in Fig. 3(a).

Operation of the circuit starts with the fine tuning loop trying to get the clock to the center of the data eye, by delaying the clock using the VCDL. If the entire VCDL range is spent before lock is achieved (which is identified by the control voltage exceeding preset bounds), the coarse tuning loop is woken up to pick the next phase of the DLL as the source clock and the control voltage is reset to lie within the window. This process repeats until the phase closest to the center of the eye is selected and the VCDL range is sufficient to lock the clock to the exact center of the eye. Referring to Fig. 3(a) the input low swing data first goes to a phase detector. The UP and DN pulses from the phase detector are averaged using a weak charge pump. The averaged control voltage \( V_c \) then modulates the delay of the VCDL. The VCDL source clock comes from the coarse tuning loop, and is one of the phases of the DLL. The VCDL is designed to have a range greater than 1 phase step of the DLL.

In the coarse tuning loop, a window comparator senses the control voltage \( V_c \) and if it exceeds a predetermined range
(which is the range of the control voltage for the VCDL in the fine tuning loop), it triggers the logic block. The logic block is an FSM that generates the Enable and UP/DN signals for the one hot ring counter (shown in Fig. 4(b)). The state of the ring counter is used to select one of the phases of the clocks generated by the DLL. The direction in which the ring counter counts depends on whether the control voltage exceeds the upper threshold or is below the lower threshold of the window comparator. Whenever the window thresholds are crossed, a secondary strong charge pump resets the control voltage ($V_c$) to bring it within the window. When the control voltage is within the window thresholds, the digital circuits retain their state by de-asserting the Enable signal.

Fig. 4(a) shows the trajectory of the control voltage from start-up to lock condition. Fig. 4(b) shows the progression of the ring counter from reset state to locked state. Fig. 5 shows the simulated eye diagram of the data and the clock after lock has been achieved. Fig. 6 shows the diagram of the window comparator and the logic which controls the strong charge pump. The comparators used in this circuit are traditional static comparators [20]. The comparators trip when the control voltage crosses the preset thresholds. The clock for this circuit is obtained by dividing the system clock by a factor $K$. The clock is divided to make the speed acceptable for the digital logic and the strong charge pump, in addition to saving power. The ring counter is enabled only if any one of the comparator's outputs is high. This happens only when the control voltage is not within the allowed range. The $UP/DN$ signal for the ring counter, and $UP_{strong}$ & $DN_{strong}$ signals for the strong charge pump are derived from the comparator outputs. When $V_c$ is more than the upper threshold ($V_H$), $UP/DN$ is high. At this time the upper flip-flop is enabled. On the next clock after this event, the ring counter counts down and in order to bring $V_c$ within the window, the $DN_{strong}$ signal for the strong charge pump is asserted. Once the loop filter capacitor discharges sufficiently so that $V_c$ is within the window comparator thresholds, the comparator outputs go low. This resets the flip-flops and de-asserts Enable. Depending on the chosen clock division ratio $K$, the strong charge pump is designed such that this exercise is completed in one cycle, taking into consideration the time taken by the comparators to resolve. Similar process follows when $V_c$ is less than the lower threshold ($V_L$), when the ring counter counts up. The ring counter state can be captured in a snapshot register and used to initialize the counter for locking the loop quickly at subsequent power up.
III. CLOCK DOMAIN TRANSFER

Once the data has been sampled with a synchronized clock and converted to CMOS levels, it should be re-timed to the receiver clock domain. Typically, multi flip-flop serial synchronizers are used for this. Since multiple clock phases are already available in the design described here, the clock domain transfer can be performed with a single flip-flop that is clocked with an intermediate phase. Fig. 7 shows the serial synchronizer along with the clock domain transfer flip-flop. Here the DLL generates $N$ phases of the clock. The clock recovery system selects the phase closest to the center of the data ($\phi_n$) and delays it appropriately, to generate $\phi_d$ such that it is positioned at the center of the eye. The retimed data from the phase detector is available at this phase $\phi_d$. The receiver samples the data at the receiver clock which is $\phi_{Rx}$ (which is same as $\phi_0$ of the DLL). The flip-flop DFF$_i$ should be clocked with a phase that will guarantee that no flip-flop samples during a data transition. $\phi_i$ is selected as

$$\phi_i = \phi_{(n+2 - \frac{N}{2})}$$

if $n + 2 > \frac{N}{2}$ otherwise.

Fig. 8 shows the sampling clocks for the worst case latency, for an example case that uses an 8 phase DLL ($N = 8$). One can see that $\phi_{(n+2 - \frac{N}{2})} \sim \phi_0$. Using $\phi_0$ simplifies the implementation in two ways. First, it reduces the load on the DLL and switch matrix. In addition, it also compensates for the delay introduced by the clock buffers from switch matrix output to the phase detector’s clock input, with the delay.
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Fig. 7: Clock domain transfer from sampling clock \( \phi_d \) to receiver clock \( \phi_{R_x} \) (same as \( \phi_0 \) of the DLL). \( \phi_i \) - clock of intermediate phase between \( \phi_d \) and \( \phi_{R_x} \).

Introduced in generating \( \phi_0 \) from \( \phi_d \).

Here, an assumption that a flip-flop sampling a valid data input is able to resolve its output in time \( T_{setup} \) is made. Since pipelined microprocessors generally have a logic depth of more than 5 NAND gates, this assumption is not very demanding. The reason for choosing \( \phi_i = \phi_{(n+2-\frac{N}{2})} \) for \( n + 2 > \frac{N}{2} \) comes from the fact that the fine tuning loop of the clock recovery system could delay the sampling clock by at most 2 phase steps of the DLL. This is because the VCDL is overdesigned for two phase steps so as to meet the range requirements across process corners. This is explained later in section \( \text{V} \) when discussing the VCDL. The total latency of the above synchronizer is at most 3 clock cycles. The phase detector takes 2 clock cycles (as will be explained in section \( \text{V} \)) and the following DFF’s output is sampled half a clock cycle later. Under the worst conditions the third flip-flop in the chain will introduce another half a clock cycle delay. This makes the total latency \( \leq 3T \).
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Fig. 8: Illustration of the timing diagram of clock phase recovery system with clock domain transfer, under the worst case latency.

IV. JITTER ANALYSIS

Clock recovery circuits that use the data transitions to estimate the correct sampling phase are generally sensitive to the jitter in the received data. The jitter in the received data comes due to the phase noise in the transmitter clocks which is random in nature, and due to ISI in the channel, which is deterministic. Also, wander in the clock generating oscillators results in low frequency jitter. Typically, clock recovery circuits are required to tolerate small amplitude of high frequency jitter (typically under 0.1 unit interval (UI)) and large amplitude of low frequency jitter (up to 0.5 UI or more). However, the synchronizer for the application of repeaterless on-chip interconnect system discussed in this paper, does not need to be tolerant to the low frequency jitter. This is because the transmitter and the receiver share the same clock source albeit in arbitrary phase relationship. To verify this the synchronizer was tested with a low frequency jitter of 1 MHz frequency and 0.5 UI amplitude. In order to reduce the simulation time, first, extracted layout of the DLL alone was simulated with an input clock having low frequency jitter, which confirmed that the DLL clock phases tracked the low frequency jitter. Then the full loop of the synchronizer with the schematic level netlists and an ideal DLL model was simulated. Fig. 9 shows the eye diagram of the received data with jitter, and the control voltage \( V_c \) for this simulation. As the low frequency jitter is correlated between the transmitter and the receiver, the control voltage does not have to track it.

High frequency jitter which is generated in the clock distribution networks due to thermal noise in transistors and power
supply noise will however not be common to the transmitter and receiver. This high frequency jitter is however filtered out by the filter capacitor in the synchronizer circuit. Fig. 10 shows the eye diagram and control voltage for a sinusoidal jitter of an amplitude of 0.1 UI at a frequency of 50 MHz. The circuit was also simulated for high frequency uncorrelated jitter of 50 MHz and 200 MHz for 10 µs with various jitter amplitudes. The circuit has no errors even for jitter amplitudes as high as 0.4 UI.

In conclusion for an acceptable level of low frequency jitter tolerance, the DLL in the synchronizer must be designed with a loop bandwidth that is more as compared to the expected low frequency jitter in the clock generating PLL.

V. IMPLEMENTATION DETAILS AND RESULTS

A. Implementation Details

The clock synchronizer has been designed in 130 nm UMC MM CMOS technology, with a supply voltage of 1.2 V. The window comparator thresholds in the coarse tuning loop were \( V_{DD}/4 \) and \( 3V_{DD}/4 \). The comparator is tested for an input slope of 1 µA/200 fF. Fig. 11 shows the simulated response of the comparator under these test conditions. The comparators resolve in about 6 ns after the input crosses the threshold. A clock division ratio \( (K) \) of 16 was used for the coarse tuning loop.

The Alexander bang bang phase detector was used as the phase detector. Fig. 12 shows the diagram of the phase detector used in the design. Sense-amplifier based clocked comparators [21] were used and were followed with another flip-flop clocked by the same clock. This is done because the sense-amplifier comparator can take more than half a clock cycle to resolve, and for proper generation of the \( UP \) and \( DN \) pulses the comparator is required to resolve in less than half a clock cycle. It is interesting to note that in the case when the Alexander phase detector is used to recover only the phase of received clock from the data, the loop can sometimes remain stuck with the wrong edge at the center of the eye diagram. This is a rare phenomenon and occurs only when certain conditions are met. This effect is discussed in Appendix I.

Fig. 13 shows the circuit diagram of the charge pump, which is the well known active amplifier charge pump circuit [22], modified to add the strong current source and sink, which injects current into the loop filter capacitor along with the weak current sources. \( DN \), \( DN \), \( UP \) and \( UP \) are driven by the fine tuning loop and \( UP_{strong} \) and \( DN_{strong} \) are driven by the coarse tuning loop. The strong charge pump is designed to be 16 times the strength of the weak charge pump. The weak charge pump is of 1 µA. The loop filter capacitor is a MIMCAP of 200 fF. The geometries of the transistors in the charge pump are as follows.
The extra transistors $M_2$ and $M_3$ are used to disable the weak charge pump when the strong charge pump is active. This is done so as to prevent the weak current source (sink) and strong current sink (source) from forming a path from VDD to GND, which would push the transistors to their linear region. The opamp used is a traditional single stage differential amplifier.

Fig. 13 shows the implementation of the VCDL of the fine tuning loop. The delay cells are current starved inverters, with the current sources in parallel with diode connected transistors which act as bleeder resistors as shown. Two stages are used in cascade to get the required tuning range. Fig. 15 shows the range of delays for the allowed range of control voltages across different process corners. The system does not impose any linearity requirement on the VCDL. However, the transfer characteristics must be monotonic. The VCDL must be designed to have a range of greater than 1 phase step of the DLL. In order to meet this requirement the VCDL must be overdesigned. When designed for a range of 1 phase step in the fastest corner, the VCDL has a range of 2 phase steps under typical process parameters. A DLL of 10 phases was implemented. Linear delay cells reported in [23] are used, with a precharge phase detector. The complete synchronizer has an area of $76 \mu m \times 80 \mu m$. Fig. 16 shows a photograph of a bare die of the fabricated chip.

**B. Results and Comparisons**

The control voltage $V_c$ of the synchronizer and the control voltage of the DLL that generates the multiple phases of the clock, were buffered with internal opamps and brought out on pins for testing. The status of the ring counter in the receiver is also encoded and brought out on pins. The transmitter in the test circuit was a 15 bit PRBS with a low swing transmitter. A short interconnect is used between the transmitter and receiver. For testing the receiver’s phase tracking, the transmitter’s clock is deliberately shifted using an inverter based delay line, with a programmable tap.
The fabricated chip was tested at a frequency of 1.3 GHz, and the power consumption of the complete synchronizer was 1.4 mW off a 1.2V supply. The chip was found to lie in the FNSP (fast N, slow P) corner. The clock was generated using a three stage inverter ring oscillator, whose frequency was controlled by modulating its supply. No duty cycle correction circuit was included. The tracking of the phase detector was confirmed by deliberately shifting the clock phase of the transmitter and observing the control voltage of the circuit. Fig. 17 shows the trajectory of the control voltage ($V_c$) when the introduced phase shift in the transmitter does not need a DLL phase increment or decrement. Fig. 18 shows the trajectory of the control voltage when the introduced phase shift in the transmitter needs DLL phase decrements for achieving lock. Once lock is achieved, it was observed that the circuit remains locked over long periods of time, which was tested by monitoring the lock over a period of up to 30 minutes.

The circuit was also tested with supply voltage fluctuations by adding a $50 \text{MHz} \pm 80 \text{mV}$ sine wave to the supply voltage. Fig. 19 shows the supply voltage as observed on an oscilloscope along with an inset of the circuit used to add a sine wave over the DC supply. Fig. 20 shows the trajectory of the control voltage for the measurement under these conditions.

Fig. 17: Measured trajectory of $V_c$ with an introduced phase shift in the transmitter clock that does not need a DLL increment/decrement. The upper waveform is the transmitter phase shift clock.

Fig. 18: Measured trajectory of $V_c$ with an introduced phase shift in the transmitter clock that needs DLL phase decrements. The upper waveform is the transmitter phase shift clock.

Fig. 19: Waveform showing the supply voltage modulated with a $50 \text{MHz}, \pm 80 \text{mV}$ sine wave. Inset is the circuit used to generate the modulated supply.

Fig. 20: Measured trajectory of $V_c$ with supply modulated with a $50 \text{MHz}, \pm 80 \text{mV}$ sine wave. The upper waveform is the transmitter phase shift clock.

To confirm scalability of the architecture, the synchronizer was also designed and simulated in TSMC 65 nm CMOS technology, for a data rate of 4 Gbps. The clock division ratio ($K$) of 32 was used for deriving the clock for the coarse tuning loop. Rest of the implementation details are identical to the 130 nm implementation. From layout extracted simulations, the power consumption was found to be 1.5 mW drawn from a 1 V supply. The area of the synchronizer is $48 \mu \text{m} \times 50 \mu \text{m}$.

Table I compares the performance of previously reported clock synchronizers for repeaterless interconnects with the presented design. As seen from Table I, the proposed synchronizer for repeaterless low swing interconnects is the only one for on-chip interconnects that is adaptive and does not have phase
quantization error. Also, to the best of the authors knowledge, this is the only work which discusses clock domain transfer to receiver clock domain for low swing interconnects.

VI. Conclusion

This paper presents a clock synchronizing circuit for repeaterless low swing on-chip interconnect. The circuit uses a coarse and a fine correction loop, and permits the lock state of the coarse correction loop to be saved and recalled on subsequent power up, for quick locking. A low latency clock domain transfer then transfers the data to the receiver clock domain. The circuits have been designed and tested in CMOS 130 nm technology. Further, to verify the scalability the circuit, the circuit was also designed and simulated in CMOS 65 nm technology.

APPENDIX A

False Edge Locking in DLL Based CDR Loops using the Alexander Phase Detector

The Alexander phase detector is widely used for measuring the phase difference between data and clock, as required in clock and data recovery circuits [15]. The circuit diagram of the phase detector is shown in Fig. 12. This phase detector samples the data at two points per bit period to make a decision whether the clock is leading or lagging the data. Fig. 21 shows the sampling instants when the clock is late and early.

Fig. 21: The sampling instants of the Alexander phase detector.

The UP and DN signals are then derived from the three consecutive samples A, B and C as

\[ \text{DN} = B \oplus C \]
\[ \text{UP} = A \oplus B \]

This evaluation is performed on the active edge of the clock, and the last three consecutive samples are used. The UP and DN signals are then integrated using a charge pump that controls the clock frequency/phase. The negative feedback loop brings the clock to the center of the eye.

When certain, albeit unlikely, conditions are met the Alexander phase detector can lock to the wrong edge at the center of the eye. This happens when the frequencies of the data and the clock are exactly equal, and the phase of the clock is exactly \( \pi \) radians offset from the center of the eye and the data has a 50% activity. Under such conditions the phase detector can lock to the correct edge either by increasing the relative phase by \( \pi \) radians, or by reducing the relative phase by \( \pi \) radians. Theoretically, the phase detector can take infinite time to choose one solution over the other [25]. Fig. 22 shows the sampling instants for various data transition permutations, when the data and clock have a phase error of \( \pi \) radians. As seen in Fig. 22(a), if sample C resolves to the same values as A and B no corrective action is performed. If however, C is not equal to A and B, then the phase detector asserts a DN signal. Similarly if this is followed with pattern shown in Fig. 22(c), only if A resolves unequal to B and C, the phase detector asserts an UP signal. Since the deciding samples are taken within the metastability window of the comparators, these can occur with equal probability nullifying each other. The case in Fig. 22(b) can also cause an additional case where A and C resolve to a value different from sample at B. This causes the phase detector to assert both UP and DN, which results in no change on the control voltage. However, this case was not observed in simulations, but it is possible in principle. The above conditions can cause the net result such that the phase detector is stuck at the wrong edge.

Generally the randomness in the data and system noise is sufficient to get the phase detector out of this zone. False locking happens when the phase detector’s correct sampling edge is within the meta-stability window of the comparator under the initial conditions. Since the meta-stability window increases after layout, the inertia of staying locked at the false edge is higher when layout extracted circuits are tested. Fig. 23 shows the control voltage (\( V_c \)) waveform when the phase detector is locked to the wrong edge.

The simulation was performed on pre-layout (schematic) circuit netlist. It is seen that around 0.7 \( \mu s \) simulation time, the randomness of the data pushes the clock edge out of the unstable equilibrium zone of the loop and lock to correct edge is achieved in the subsequent 0.6 \( \mu s \).
It may be noted that this phenomenon, in principle, can also occur when the phase detector is used for frequency and phase locking. However, the sweeping of the clock edge across the data edge due to the difference in the clock and data frequency; the required phase detector gain; and the required data sequence to hold the phase detector at the wrong edge; frequency; the required phase detector gain; and the required data sequence to hold the phase detector at the wrong edge; make its probability of occurrence extremely remote.

This problem is not expected to be severely limiting, as noise will eventually bring the system out of the unstable equilibrium. This problem if at all occurs, will only occur the first time around. Once correct lock is achieved, and the state is saved, this false lock will never occur, as the recalled state brings the loop state very close to the correct lock. By using phase detectors that sample the data at more than two times per bit period [26], one can eliminate the probability of the first time occurrence as well.
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