HistoTransfer: Understanding Transfer Learning for Histopathology
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Abstract—Advancement in digital pathology and artificial intelligence has enabled deep learning-based computer vision techniques for automated disease diagnosis and prognosis. However, WSIs present unique computational and algorithmic challenges. WSIs are gigapixel-sized, making them infeasible to be used directly for training deep neural networks. Hence, for modeling, a two-stage approach is adopted: Patch representations are extracted first, followed by the aggregation for WSI prediction. These approaches require detailed pixel-level annotations for training the patch encoder. However, obtaining these annotations is time-consuming and tedious for medical experts. Transfer learning is used to address this gap and deep learning architectures pre-trained on ImageNet are used for generating patch-level representation. Even though ImageNet differs significantly from histopathology data, pre-trained networks have been shown to perform impressively on histopathology data. Also, progress in self-supervised and multi-task learning coupled with the release of multiple histopathology data has led to the release of histopathology-specific networks. In this work, we compare the performance of features extracted from networks trained on ImageNet and histopathology data. We use an attention pooling network over these extracted features for slide-level aggregation. We investigate if features learned using more complex networks lead to gain in performance. We use a simple top-k sampling approach for fine-tuning framework and study the representation similarity between frozen and fine-tuned networks using Centered Kernel Alignment. Further, to examine if intermediate block representation is better suited for being learned [2]. These limitations have increased the interest in an end-to-end training framework using WSIs [3]–[5]. Therefore, several recently proposed frameworks follow a two-stage modeling approach where patch-level feature extraction is performed followed by an independent aggregation approach for obtaining WSI prediction.

Generally, approaches use a patch encoder followed by either a machine learning model or mathematical aggregation such as mean or max pooling for slide-level prediction. The patch encoder can be trained in both supervised or unsupervised settings. With the supervised training set-up, patch-level labels are required for training. Most proposed approaches utilize a Multiple-Instance Learning (MIL) based set-up to train on noisy labels under the mathematical assumption that all the patches from a positive WSI are positive, which may not be true. Alternatively, these approaches require pathologists to annotate the complete slide at the cellular level for patch-level labels. Another commonly used approach employs unsupervised methods such as autoencoder for learning patch representation. However, these methods do not guarantee that discriminative features for normal and diseased tissues are being learned [2].

In this paper, we focus on a transfer learning based approach (Fig 1). Further, we extend the training by fine-tuning our encoder in an end-to-end framework. We use a top-k sampling approach for fine-tuning the network learned in the transfer learning stage. Prior approaches have demonstrated that fine-tuning the base architecture in conjunction with the aggregate...
gation modules can lead to better-optimized models [5]. In contrast, the framework recently proposed in [6] aggregates the representation generated by ImageNet pre-trained network and has shown to perform competitively with other approaches. This raises 3 primary questions which we address in this work:

1) How much does the selection of pre-trained networks impact the performance of the framework? We experiment with ResNet, DenseNet, and EfficientNet architectures pre-trained on ImageNet data. Moreover, we use publicly available self-supervised learning and multi-task learning models trained on multiple histopathology data to compare if domain-specific encoder improves performance.

2) Can we fine-tune the patch encoder further and consequently improve the performance of the end-to-end framework?

3) Raghu et al. [7] and Ke et al. [8] have demonstrated that popularly used architectures developed for 1000-class ImageNet data can be pruned or replaced with a smaller model for binary or multi-class medical imaging problems. Also, it is well understood that, in the deeper networks, as we reach the classification layer, the representation becomes more domain-specific. To investigate this and examine if later blocks of ImageNet architecture can be removed without affecting the performance, we extract intermediate block representation from ResNet18 and DenseNet121 and use it with our transfer learning architecture for the classification task.

II. RELATED WORK

A. Histopathology Pre-Trained Encoder

Ciga et al. [9] used a contrastive self-supervised learning method for training on 60 histopathology dataset images to develop a domain-specific encoder. They demonstrated that linear classifiers trained on top of their encoder features perform better than ImageNet pre-trained networks, boosting task performance up to 7.5% in accuracy on out-of-domain histopathology datasets. We use their publicly released ResNet18 weights in our transfer learning experiments for comparison. Mormont et al. [10] used multi-task learning as a way of pre-training models for developing histopathology-specific classification models. They used data from over 22 publicly available histopathology classification tasks with over 81 classes and 900k images for training their model. They reached similar conclusions as observed in the [9], domain-specific pre-trained encoder benefits max in feature extraction tasks. However, fine-tuning can recover the lack of specificity of the ImageNet pre-trained encoder and gives comparable performance to the domain-specific encoder. We use their publicly released weights of ResNet50 and DenseNet121 for comparison.

B. Transfer Learning

Ke et al. [8] experimented with different ImageNet pre-trained architecture on Chest X-ray classification task. They found no correlation between the ImageNet performance and chest x-ray performance, concluding that improvements observed on ImageNet may not be directly transferable to medical imaging tasks. However, they found a significant boost in performance associated with ImageNet pre-training against models without any pre-training. Further, they demonstrated that final blocks of pre-trained models could be truncated without observing a statistically significant drop in performance. Owing to the unique problems of big size in histopathology data compared to other medical imaging problems, we extend their work with our transfer learning approach to study the relationship between ImageNet and Histopathology performance. On retinal fundus and chest x-ray images, Raghu et al. [7] evaluated the performance of smaller simpler convolutional architectures against standard ImageNet models concluding that smaller models perform comparably to bigger models, and ImageNet performance is not indicative of medical performance. Using SVCCA for computing representation similarity, they investigated hidden representation similarity between randomly initialized, pre-trained, and fine-tuned encoder concluding that pre-training does affect the hidden representation and standard ImageNet models do not change significantly through the fine-tuning process.

III. METHODS

A. Background

For digital pathology classification problems, WSIs (W) of patients are available along with their disease labels. Typically, a WSI is in dimensions ranging from $50k \times 50k$ to $100k \times 100k$ pixels, making it computationally infeasible to use them for training directly. Hence, using the Otsu thresholding approach and sliding window approach, patches containing substantial tissue area (> 50%) of desirable size are extracted. As we approach this problem with the MIL set-up, we assume at least one of the patches extracted from the diseased slide contains diseased features, while a normal slide has all healthy patches.

For experimentation, we divide our training into 2 stages:

1) Transfer Learning Training (2) Fine-tuning.

B. Transfer Learning Architecture

We use a pre-trained encoder for extracting patch representation followed by the weighted-average aggregation approach proposed in Ilse et al. [11] for aggregating the patch-level representation to WSI-level representation (Fig 1). We use a two-layered neural network to compute weights for each patch in the WSI for aggregation modules. Using a frozen pre-trained encoder allows us to use all patch representation for training attention aggregation modules without any computational limitations. In each training epoch, the aggregation module is trained for generating differentiable WSI representation.

C. Fine-tuning Architecture

We can not use all the patches for fine-tuning the encoder in an end-to-end learning framework due to computational limitations. Therefore, we extend the model developed in the transfer learning step by sampling top-k attended patches
based on the weights assigned by the attention module. Using top-k sampled patches, we fine-tune the architecture along with the encoder trained in the previous step. Further, the similarity between hidden block representation in frozen and fine-tuned models using centered kernel alignment (CKA) to study where the most update is happening [12].

IV. EXPERIMENTS AND RESULTS

A. Data and Model Description

We performed our experiments on two binary classification datasets - a gastrointestinal dataset and a breast cancer dataset. The gastrointestinal dataset contains 413 high-resolution WSIs obtained from digitizing 124 H&E stained duodenal biopsy slides at 40× magnification. These biopsies were from children who went endoscopy procedures at the University of Virginia Hospital. There were 63 children with Celiac Disease (CD) and 61 healthy children (with histologically normal biopsies). A 65%-15%-20% split was used to split data for training, validation, and testing. Patches with at least 50% tissue area of size $512 \times 512$ were extracted from each WSI. The other dataset used in our study was the publicly available CAMELYON16 dataset [13] for breast cancer metastasis detection containing 270 train WSIs and 129 test WSIs. Patches of size $512 \times 512$ at 20× magnification were extracted.

B. Transfer Learning Experiment

Using our transfer learning architecture, we investigated if the performance gains observed with ResNet, DenseNet, and EfficientNet architectures on ImageNet are transferable to Histopathology data. Table I demonstrates that there is no gain may not be directly transferable to medical image datasets.

C. Histopathology Encoder vs ImageNet Encoder

For evaluating encoder trained on histopathology, we only used the gastrointestinal dataset as the Camelyon dataset was part of the training set in both the references [9], [10]. We observed that encoders trained using both self-supervised learning and multi-task learning on histopathology data lead to superior performance resulting in higher AUC in our transfer learning architecture. This satisfies the observation from [10] that domain-specific encoders perform better for feature extraction than ImageNet encoders. And we suggest that these publicly available weights should be used for weight initializations in histopathology-specific tasks. Further, to check if by fine-tuning the ImageNet encoder, we can recover the lack of specificity of ImageNet features, we fine-tune DenseNet121 and ResNet18 initialized using ImageNet.

D. Finetuning Experiment

We use the aggregation module developed in transfer learning architecture and extract the top 64 patches for each WSI for fine-tuning the base encoder without computational limitations. Using the transfer learning architecture as the initialization, we train the whole architecture end-to-end while updating the parameters of our base encoder with a learning rate of $1e^{-5}$. As shown in Table III we significantly improved the AUC on the Camelyon dataset while achieving minor improvements in the gastrointestinal dataset. For the gastrointestinal dataset, we could not recover the difference observed between ImageNet initialization and multi-task learning initialization. We hypothesize this is happening because domain-specific encoders are superior for histopathology classification tasks, and we require either patch-level annotations or a larger WSI dataset for recovering the difference. Further, using CKA, we

| Model     | Gastro AUC | Camelyon AUC | ImageNet Acc@1 |
|-----------|------------|--------------|----------------|
| ResNet18  | 90.3       | 76.5         | 69.8           |
| ResNet54  | 90.8       | 71.9         | 73.3           |
| ResNet50  | 88.4       | 71.9         | 76.1           |
| DenseNet121 | 91.1    | 79.9         | 74.4           |
| DenseNet169 | 90.8     | 75.0         | 75.6           |
| EfficientNetB0 | 86.6   | 72.5         | 76.3           |
| EfficientNetB1 | 90.0   | 76.9         | 78.8           |
| EfficientNetB2 | 87.8   | 69.3         | 79.8           |
| EfficientNetB3 | 90.5   | 69.9         | 81.1           |

| Model     | Training Strategy       | Gastro AUC |
|-----------|-------------------------|------------|
| ResNet18  | ImageNet Training       | 90.3       |
| ResNet18  | Histopathology Self-Supervised Learning | 93.7 |
| DenseNet121 | ImageNet Training    | 91.1       |
| DenseNet121 | Histopathology Multi-task Learning | 93.1 |
| ResNet50  | ImageNet Training       | 88.4       |
| ResNet50  | Histopathology Multi-task Learning | 90.6 |

| Data       | Model       | Frozen AUC | Fine Tune AUC |
|------------|-------------|------------|---------------|
| Gastro     | ResNet18    | 90.3       | 91.3          |
| Camelyon   | ResNet18    | 76.5       | 84.5          |
| Gastro     | DenseNet121 | 91.1       | 92.9          |
| Camelyon   | DenseNet121 | 79.9       | 89.0          |
study the block-wise representation of the encoders to understand the fine-tuning step. Both ResNet18 and DenseNet121 consist of 4 blocks; we extract representation at each of these blocks and compute the similarity between frozen encoder representation and fine-tuned encoder representation.

### E. Truncated Architecture

We observed that relatively maximum change in representation is happening in the later blocks (Fig 2), aligning with the understanding that initial layers of deep architectures learn more general representation, and as we move towards penultimate layers, more task-specific patterns are learned. Motivated by these findings and conclusions from the [8] highlighting that bigger models can be pruned without significantly impacting the performance. We examined if blocks of these deeper architectures can be truncated without affecting the performance. We pruned blocks of ResNet18 and DenseNet121 and reported the performance using transfer learning architecture (Table IV). We found that removing the final block (minus 1) in both the models does not impact our performance, and there is a small drop when we remove both blocks 3 and 4 (minus 2). This aligns with our observations from similarity analysis that later blocks in the deep models learn domain-specific features and can be pruned without significantly impacting the performance of the feature extraction step resulting in a parameter-efficient model and higher-resolution class activation map visualizations (CAM) for interpretability.

### V. Discussion

In this paper, we conclude that gains observed in the ImageNet dataset using bigger models are not transferable to histopathology datasets. Smaller models like ResNet18 and DenseNet121 tend to perform better than their larger counterparts. We demonstrated that domain-specific encoders trained on multiple histopathology datasets result in superior features for classification tasks than their ImageNet trained counterparts and should be used for weight initialization in histopathology tasks. The performance can be further improved by fine-tuning the base encoder on top-attended patches. Using CKA, we systematically studied the representational similarity between frozen and fine-tuned encoders and performed block pruning, concluding that later blocks of our encoder can be removed for feature extraction without impacting the performance of the model leading to a parameter-efficient model and higher resolution CAMs.
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