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Abstract. We consider the population of critical points generated from the critical point of the master function with no variables, which is associated with the trivial representation of the affine Lie algebra $A_2^{(2)}$. We describe how the critical points of this population define rational solutions of the equations of the mKdV hierarchy associated with $A_2^{(2)}$.
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1. Introduction

Let $\mathfrak{g}$ be a Kac-Moody algebra with invariant scalar product $(\cdot, \cdot)$, $\mathfrak{h} \subset \mathfrak{g}$ Cartan subalgebra, $\alpha_0, \ldots, \alpha_N$ simple roots. Let $\Lambda_1, \ldots, \Lambda_n$ be dominant integral weights, $k_0, \ldots, k_N$ nonnegative integers, $k = k_0 + \cdots + k_N$.

Consider $\mathbb{C}^n$ with coordinates $z = (z_1, \ldots, z_n)$. Consider $\mathbb{C}^k$ with coordinates $u$ collected into $N + 1$ groups, the $j$-th group consisting of $k_j$ variables,

$$u = (u^{(0)}, \ldots, u^{(N)}), \quad u^{(j)} = (u_1^{(j)}, \ldots, u_{k_j}^{(j)}).$$

The master function is the multivalued function on $\mathbb{C}^k \times \mathbb{C}^n$ defined by the formula

$$\Phi(u, z) = \sum_{a<b} (\Lambda_a, \Lambda_b) \ln(z_a - z_b) - \sum_{a,i,j} (\alpha_j, \Lambda_a) \ln(u_i^{(j)} - z_a) + \sum_{j<j'} \sum_{i,i'} (\alpha_j, \alpha_{j'}) \ln(u_i^{(j)} - u_{i'}^{(j')}) + \sum_{j < i'} \sum (\alpha_j, \alpha_j') \ln(u_i^{(j)} - u_{i'}^{(j')}),$$

with singularities at the places where the arguments of the logarithms are equal to zero.

Examples of master functions associated with $\mathfrak{g} = \mathfrak{sl}_2$ were considered by Stieltjes and Heine in 19th century, see [Sz]. Master functions were introduced in [SV] to construct integral representations for solutions of the KZ equations, see also [V1, V2]. The critical points of master functions with respect to $u$-variables were used to find eigenvectors in the associated Gaudin models by the Bethe ansatz method, see [BF, RV, V3]. In important cases the algebra of functions on the critical set of master functions is closely related to Schubert calculus, see [MTV].

In [ScV, MV1] it was observed that the critical points of master functions with respect to the $u$-variables can be deformed and form families. Having one critical point, one can construct a family of new critical points. The family is called a population of critical points. A point of the population is a critical point of the same master function or of another master function associated with the same $\mathfrak{g}, \Lambda_1, \ldots, \Lambda_n$ but with a different integer parameters $k_0, \ldots, k_N$. The population is a variety isomorphic to the flag variety of the Kac-Moody algebra $\mathfrak{g}$, Langlands dual to $\mathfrak{g}$, see [MV1, MV2, F].

In [VW], it was discovered that the population originated from the critical point of the master function associated with the affine Lie algebra $\widehat{\mathfrak{sl}}_{N+1}$ and the parameters $n = 0, k_0 = \cdots = k_N = 0$ is connected with the mKdV integrable hierarchy associated with $\widehat{\mathfrak{sl}}_{N+1}$. Namely, that population can be naturally embedded into the space of $\widehat{\mathfrak{sl}}_{N+1}$ Miura opers so that the image of the embedding is invariant with respect to all mKdV flows on the space of Miura opers. For $N = 1$, that result follows from the classical paper by M. Adler and J. Moser [AM].

In this paper we prove the analogous statement for the twisted affine Lie algebra $A_2^{(2)}$.

In Section 2 and 3 we follow the paper [DS] by V. Drinfeld and V. Sokolov and review the Lie algebras of types $A_2^{(2)}, A_2^{(1)}$ and the associated mKdV hierarchies.

In Section 4 formula (4.1), we introduce our master functions associated with $A_2^{(2)}$,

$$\Phi(u; k_0, k_1) = 2 \sum_{i<i'} \ln(u_i^{(0)} - u_{i'}^{(0)}) + 8 \sum_{i<i'} \ln(u_i^{(1)} - u_{i'}^{(1)}) - 4 \sum_{i,i'} \ln(u_i^{(0)} - u_{i'}^{(1)}).$$
Following [MV1, MV2, VW], we describe the generation procedure of new critical points starting from a given one. We define the population of critical points generated from the critical point of the function with no variables, namely, the function corresponding to the parameters $k_0 = k_1 = 0$. That population is partitioned into complex cells $\mathbb{C}^m$ labeled by finite sequences $J = (j_1, \ldots, i_m)$, $m \geq 0$, of the form $(0, 1, 0, 1, \ldots)$ or $(1, 0, 1, 0, \ldots)$. Such sequences are called basic.

In Sections 5 to every basic sequence $J$ we assign a map $\mu^J : \mathbb{C}^m \to \mathcal{M}(A_2^{(2)})$ of that cell to the space $\mathcal{M}(A_2^{(2)})$ of Miura opers of type $A_2^{(2)}$. We describe some properties of that map. In Section 6, we formulate and prove our main result. Theorem 6.1 says that for any basic sequence, the variety $\mu^J(\mathbb{C}^m)$ is invariant with respect to all mKdV flows on $\mathcal{M}(A_2^{(2)})$ and that variety is point-wise fixed by all flows $\frac{\partial}{\partial t_r}$ with index $r$ greater than $3m + 1$.

In the next papers we plan to extend this result to arbitrary affine Lie algebras.

2. Kac-Moody algebra of types $A_2^{(2)}$ and $A_2^{(1)}$

In this section we follow [DS] Section 5.

2.1. Kac-Moody algebra of type $A_2^{(2)}$.

2.1.1. Definition. Consider the Cartan matrix of type $A_2^{(2)}$,

$$A_2^{(2)} = \begin{pmatrix} 0 & \alpha & 0 \\ \alpha & 0 & \beta \\ 0 & \beta & 0 \end{pmatrix} = \begin{pmatrix} 2 & -1 \\ -4 & 2 \end{pmatrix}. $$

The diagonal matrix $D = \text{diag}(d_0, d_1) = \text{diag}(4, 1)$ is such that $B = DA = \begin{pmatrix} 8 & -4 \\ -4 & 2 \end{pmatrix}$ is symmetric. The Kac-Moody algebra $\mathfrak{g} = \mathfrak{g}(A_2^{(2)})$ of type $A_2^{(2)}$ is the Lie algebra with canonical generators $e, h, f \in \mathfrak{g}$, $i = 0, 1$, subject to the relations

$$[e, f] = \delta_{i,j} h_i, \quad [h, e] = a_{i,j} e_j, \quad [h, f] = -a_{i,j} f_j, \quad \text{for } i \neq j,$$

$$(\text{ad} e_i)^1 a_{i,j} e_j = 0, \quad (\text{ad} f_i)^1 a_{i,j} f_j = 0, \quad 2h_0 + h_1 = 0,$$

see this definition in [DS] Section 5. More precisely, we have

$$[h_0, e_0] = 2e_0, \quad [h_0, e_1] = -e_1, \quad [h_1, e_0] = -4e_0, \quad [h_1, e_1] = 2e_1,$$

$$[h_0, f_0] = -2f_0, \quad [h_0, f_1] = f_1, \quad [h_1, f_0] = 4f_0, \quad [h_1, f_1] = -2f_1,$$

$$(\text{ad} e_0)^2 e_1 = 0, \quad (\text{ad} e_1)^5 e_0 = 0, \quad (\text{ad} f_0)^2 f_1 = 0, \quad (\text{ad} f_1)^5 f_0 = 0.$$

The Lie algebra $\mathfrak{g}$ is graded with respect to the standard grading, $\deg e = 1, \deg f = -1$, $i = 0, 1$. Let $\mathfrak{g}^i = \{x \in \mathfrak{g} \mid \deg x = j\}$, then $\mathfrak{g} = \bigoplus_{j \in \mathbb{Z}} \mathfrak{g}^j$.

Notice that $\mathfrak{g}^0$ is the one-dimensional space generated by $h_0, h_1$. Denote $\mathfrak{h} = \mathfrak{g}^0$. Introduce elements $\alpha_0, \alpha_1$ of the dual space $\mathfrak{h}^*$ by the conditions $\langle \alpha_j, h_i \rangle = a_{i,j}$ for $i, j = 0, 1$. More precisely,

$$\langle \alpha_0, h_0 \rangle = 2, \quad \langle \alpha_1, h_1 \rangle = 2, \quad \langle \alpha_0, h_1 \rangle = -4, \quad \langle \alpha_1, h_0 \rangle = -1.$$
2.1.2. **Realizations of** \(\mathfrak{g}\). Consider the complex Lie algebra \(\mathfrak{gl}_3\) with standard basis \(e_{i,j}, i, j = 1, 2, 3\).

Let \(w = e^{\pi i/3}\). Define the *Coxeter automorphism* \(C : \mathfrak{sl}_3 \to \mathfrak{sl}_3\) of order 6 by the formula

\[
e_{1,2} \mapsto w^{-1}e_{2,3}, \quad e_{2,3} \mapsto w^{-1}e_{1,2}, \quad e_{2,1} \mapsto we_{3,2}, \quad e_{3,2} \mapsto we_{2,1}.
\]

Denote \((\mathfrak{sl}_3)_j = \{x \in \mathfrak{sl}_3 \mid Cx = w^j x\}\). Then

\[
(\mathfrak{sl}_3)_0 = \langle e_{1,1} - e_{3,3} \rangle, \quad (\mathfrak{sl}_3)_1 = \langle e_{2,1} + e_{3,2}, e_{1,3} \rangle, \quad (\mathfrak{sl}_3)_2 = \langle e_{1,2} - e_{2,3} \rangle, \\
(\mathfrak{sl}_3)_3 = \langle e_{1,1} - 2e_{2,2} + e_{3,3} \rangle, \quad (\mathfrak{sl}_3)_4 = \langle e_{2,1} - e_{3,2} \rangle, \quad (\mathfrak{sl}_3)_5 = \langle e_{1,2} + e_{2,3}, e_{3,1} \rangle.
\]

The twisted Lie subalgebra \(L(\mathfrak{sl}_3, C) \subset \mathfrak{sl}_3[\xi, \xi^{-1}]\) is the subalgebra

\[
L(\mathfrak{sl}_3, C) = \oplus_{j \in \mathbb{Z}} \xi^j \otimes (\mathfrak{sl}_3)_j \mod 6.
\]

The isomorphism \(\tau_C : \mathfrak{g} \to L(\mathfrak{sl}_3, C)\) is defined by the formula

\[
e_0 \mapsto \xi \otimes e_{1,3}, \quad e_1 \mapsto \xi \otimes (e_{2,1} + e_{3,2}), \\
f_0 \mapsto \xi^{-1} \otimes e_{3,1}, \quad f_1 \mapsto \xi^{-1} \otimes (2e_{1,2} + 2e_{2,3}), \\
h_0 \mapsto 1 \otimes (e_{1,1} - e_{3,3}), \quad h_1 \mapsto 1 \otimes (-2e_{1,1} + 2e_{3,3}).
\]

Under this isomorphism we have \(\mathfrak{g}^j = \xi^j \otimes (\mathfrak{sl}_3)_j\).

Define the *standard automorphism* \(\sigma_0 : \mathfrak{sl}_3 \to \mathfrak{sl}_3\) of order 2 by the formula

\[
e_{1,2} \mapsto e_{2,3}, \quad e_{2,3} \mapsto e_{1,2}, \quad e_{2,1} \mapsto e_{3,2}, \quad e_{3,2} \mapsto e_{2,1}.
\]

Let \((\mathfrak{sl}_3)_{0,j} = \{x \in \mathfrak{sl}_3 \mid \sigma_0 x = (-1)^j x\}\). Then

\[
(\mathfrak{sl}_3)_{0,0} = \langle e_{1,1} - e_{3,3}, e_{1,2} + e_{2,3}, e_{2,1} + e_{3,2} \rangle, \quad (\mathfrak{sl}_3)_{0,1} = \langle e_{1,2} - e_{2,3}, e_{2,1} - e_{3,2}, e_{1,3}, e_{3,1} \rangle.
\]

The twisted Lie subalgebra \(L(\mathfrak{sl}_3, \sigma_0) \subset \mathfrak{sl}_3[\lambda, \lambda^{-1}]\) is the subalgebra

\[
L(\mathfrak{sl}_3, \sigma_0) = \oplus_{j \in \mathbb{Z}} \lambda^j \otimes (\mathfrak{sl}_3)_{0,j} \mod 2.
\]

The isomorphism \(\tau_0 : \mathfrak{g} \to L(\mathfrak{sl}_3, \sigma_0)\) is defined by the formula

\[
e_0 \mapsto \lambda \otimes e_{1,3}, \quad e_1 \mapsto 1 \otimes (e_{2,1} + e_{3,2}), \\
f_0 \mapsto \lambda^{-1} \otimes e_{3,1}, \quad f_1 \mapsto 1 \otimes (2e_{1,2} + 2e_{2,3}), \\
h_0 \mapsto 1 \otimes (e_{1,1} - e_{3,3}), \quad h_1 \mapsto 1 \otimes (-2e_{1,1} + 2e_{3,3}).
\]

Define the *standard automorphism* \(\sigma_1 : \mathfrak{sl}_3 \to \mathfrak{sl}_3\) of order 4,

\[
e_{1,2} \mapsto i e_{2,3}, \quad e_{2,3} \mapsto i e_{1,2}, \quad e_{2,1} \mapsto i^{-1} e_{3,2}, \quad e_{3,2} \mapsto i^{-1} e_{2,1},
\]

where \(i = \sqrt{-1}\). Let \((\mathfrak{sl}_3)_{1,j} = \{x \in \mathfrak{sl}_3 \mid \sigma_0 x = i^j x\}\). Then

\[
(\mathfrak{sl}_3)_{1,0} = \langle e_{1,3}, e_{3,1}, e_{1,1} - e_{3,3} \rangle, \quad (\mathfrak{sl}_3)_{1,1} = \langle e_{1,2} - e_{2,3}, e_{2,1} + e_{3,2} \rangle, \\
(\mathfrak{sl}_3)_{1,2} = \langle e_{1,1} - 2e_{2,2} + e_{3,3} \rangle, \quad (\mathfrak{sl}_3)_{1,3} = \langle e_{2,1} - e_{3,2}, e_{1,2} + e_{2,3} \rangle.
\]

The twisted Lie subalgebra \(L(\mathfrak{sl}_3, \sigma_1) \subset \mathfrak{sl}_3[\mu, \mu^{-1}]\) is the subalgebra

\[
L(\mathfrak{sl}_3, \sigma_1) = \oplus_{j \in \mathbb{Z}} \mu^j \otimes (\mathfrak{sl}_3)_{1,j} \mod 4.
\]
The isomorphism $\tau_1 : g \to L(\mathfrak{sl}_3, \sigma_1)$ is defined by the formula
\[
e_0 \mapsto 1 \otimes e_{1,3}, \quad e_1 \mapsto \mu \otimes (e_{2,1} + e_{3,2}),
\]
\[
f_0 \mapsto 1 \otimes e_{3,1}, \quad f_1 \mapsto \mu^{-1} \otimes (2e_{1,2} + 2e_{2,3}),
\]
\[
h_0 \mapsto 1 \otimes (e_1,1 - e_{3,3}), \quad h_1 \mapsto 1 \otimes (-2e_{1,1} + 2e_{3,3}).
\]

The composition isomorphism $L(\mathfrak{sl}_3, \sigma_0) \to L(\mathfrak{sl}_3, C)$ is given by the formula $\lambda^m \otimes e_{k,l} \mapsto \xi^{3m+k-l} \otimes e_{k,l}$. The composition isomorphism $L(\mathfrak{sl}_3, \sigma_0) \to L(\mathfrak{sl}_3, \sigma_1)$ is given by the formula $\lambda^m \otimes e_{k,l} \mapsto \mu^{2m+1-k} \otimes e_{k,l}$.

**Remark.** The standard automorphisms $\sigma_0, \sigma_1$ correspond to the two vertices of the Dynkin diagram of type $A_2^{(2)}$, see [DS, Section 5].

2.1.3. *Element $\Lambda$.*** Denote by $\Lambda$ the element $e_0 + e_1 \in g$. Then $\mathfrak{j} = \{x \in g \mid [\Lambda, x] = 0\}$ is an Abelian Lie subalgebra of $g$. Denote $\mathfrak{j}^j = \mathfrak{j} \cap g^j$, then $\mathfrak{j} = \oplus_{j \in \mathbb{Z}} \mathfrak{j}^j$. We have $\dim \mathfrak{j}^j = 1$ if $j = 1, 5 \mod 6$ and $\dim \mathfrak{j}^j = 0$ otherwise.

If $g$ is realized as $L(\mathfrak{sl}_3, C)$, then the element $\xi^{6m+1} \otimes (e_{2,1} + e_{3,2} + e_{1,3})$ generates $\mathfrak{j}^{6m+1}$ and the element $\xi^{6m-1} \otimes (e_{1,2} + e_{2,3} + e_{3,1})$ generates $\mathfrak{j}^{6m-1}$.

If $g$ is realized as $L(\mathfrak{sl}_3, \sigma_0)$, then the element $\lambda^{m} \otimes (e_{2,1} + e_{3,2}) + \xi^{2m+1} \otimes e_{1,3}$ generates $\mathfrak{j}^{6m+1}$ and the element $\lambda^{m} \otimes (e_{2,1} + e_{3,2}) + \xi^{2m-1} \otimes e_{3,1}$ generates $\mathfrak{j}^{6m-1}$.

**Lemma 2.1.** For any $m \in \mathbb{Z}$, the elements
\[
(\tau_C)^{-1}(\xi^{6m+1} \otimes (e_{2,1} + e_{3,2} + e_{1,3})), \quad (\tau_0)^{-1}(\lambda^{2m} \otimes (e_{2,1} + e_{3,2}) + \xi^{2m+1} \otimes e_{1,3})
\]
of $\mathfrak{j}^{6m+1}$ are equal. Similarly, the elements
\[
(\tau_C)^{-1}(\xi^{6m-1} \otimes (e_{1,2} + e_{2,3} + e_{3,1})), \quad (\tau_0)^{-1}(\lambda^{2m} \otimes (e_{2,1} + e_{3,2}) + \lambda^{2m-1} \otimes e_{3,1})
\]
of $\mathfrak{j}^{6m-1}$ are equal. □

Denote the elements $(\tau_C)^{-1}(\xi^{6m+1} \otimes (e_{2,1} + e_{3,2} + e_{1,3})), (\tau_C)^{-1}(\xi^{6m-1} \otimes (e_{1,2} + e_{2,3} + e_{3,1}))$ of $g$ by $\Lambda_{6m+1}$ and $\Lambda_{6m-1}$, respectively. Notice that $\Lambda_1 = e_0 + e_1 = \lambda$.

We set $\Lambda_j = 0$ if $j \neq 1, 5 \mod 6$.

**Lemma 2.2.** Let us consider the elements $\xi^{6m+1} \otimes (e_{2,1} + e_{3,2} + e_{1,3}), \xi^{6m-1} \otimes (e_{1,2} + e_{2,3} + e_{3,1})$ as $3 \times 3$ matrices,
\[
A_{6m+1} = \begin{pmatrix}
0 & 0 & \xi^{6m+1} \\
\xi^{6m+1} & 0 & 0 \\
0 & \xi^{6m+1} & 0
\end{pmatrix}, \quad A_{6m-1} = \begin{pmatrix}
0 & \xi^{6m-1} & 0 \\
\xi^{6m-1} & 0 & 0 \\
0 & 0 & \xi^{6m-1}
\end{pmatrix},
\]
respectively. Then $A_{6m+1} = (A_1)^{6m+1}$ and $A_{6m-1} = (A_1)^{6m-1}$.

Similarly, let us consider the elements $\lambda^{2m} \otimes (e_{2,1} + e_{3,2}) + \xi^{2m+1} \otimes e_{1,3}, \lambda^{2m} \otimes (e_{2,1} + e_{3,2}) + \lambda^{2m-1} \otimes e_{3,1}$ as $3 \times 3$ matrices,
\[
B_{6m+1} = \begin{pmatrix}
0 & 0 & \lambda^{2m+1} \\
\lambda^{2m} & 0 & 0 \\
0 & \lambda^{2m} & 0
\end{pmatrix}, \quad B_{6m-1} = \begin{pmatrix}
0 & \lambda^{2m} & 0 \\
0 & 0 & \lambda^{2m} \\
\lambda^{2m-1} & 0 & 0
\end{pmatrix},
\]
respectively. Then $B_{6m+1} = (B_1)^{6m+1}$ and $B_{6m-1} = (B_1)^{6m-1}$. □

2.2. *Kac-Moody algebra of type $A_2^{(1)}$.***
2.2.1. **Definition.** Consider the Cartan matrix of type $A_2^{(1)}$,

$$A_2^{(1)} = \begin{pmatrix} a_{0,0} & a_{0,1} & a_{0,2} \\ a_{1,0} & a_{1,1} & a_{1,2} \\ a_{2,0} & a_{2,1} & a_{2,2} \end{pmatrix} = \begin{pmatrix} 2 & -1 & -1 \\ -1 & 2 & -1 \\ -1 & -1 & 2 \end{pmatrix}. $$

The Kac-Moody algebra $g(A_2^{(1)})$ of type $A_2^{(1)}$ is the Lie algebra with canonical generators $E_i, H_i, F_i \in g$, $i = 0, 1, 2$, subject to the relations

$$[E_i, F_j] = \delta_{i,j} H_i, $$

$$[H_i, E_j] = a_{i,j} E_j, 
\quad [H_i, F_j] = -a_{i,j} F_j, $$

$$(\text{ad } E_i)^{1-a_{i,j}} E_j = 0, 
\quad (\text{ad } F_i)^{1-a_{i,j}} F_j = 0, $$

$$H_0 + H_1 + H_2 = 0,$$

see this definition in [DS, Section 5]. The Lie algebra $g(A_2^{(1)})$ is graded with respect to the standard grading, $\deg E_i = 1, \deg F_i = -1, i = 0, 1, 2$. Let $g(A_2^{(1)})^j = \{ x \in g(A_2^{(1)}) | \deg x = j \}$, then $g(A_2^{(1)}) = \bigoplus_{j \in \mathbb{Z}} g(A_2^{(1)})^j$.

For $j = 0, 1, 2$, we denote by $n_j \subset g(A_2^{(1)})$ the Lie subalgebra generated by $F_i, i \in \{0, 1, 2\}, i \neq j$. For example, $n_0$ is generated by $F_1, F_2$.

2.2.2. **Realizations of $g(A_2^{(1)})$**. Consider the Lie algebra $\mathfrak{sl}_3[\lambda, \lambda^{-1}]$. The isomorphism $\tau_0^{(0)} : g(A_2^{(1)}) \to \mathfrak{sl}_3[\lambda, \lambda^{-1}]$ is defined by the formula

$$E_0 \mapsto \lambda \otimes e_{1,3}, 
\quad E_1 \mapsto 1 \otimes e_{2,1}, 
\quad E_2 \mapsto 1 \otimes e_{3,2}, $$

$$F_0 \mapsto \lambda^{-1} \otimes e_{3,1}, 
\quad F_1 \mapsto 1 \otimes e_{1,2}, 
\quad F_2 \mapsto 1 \otimes e_{2,3}, $$

$$H_0 \mapsto 1 \otimes (e_{1,1} - e_{3,3}), 
\quad H_1 \mapsto 1 \otimes (e_{2,2} - e_{1,1}), 
\quad H_2 \mapsto 1 \otimes (e_{3,3} - e_{2,2}).$$

Let $\epsilon = e^{2\pi i / 3}$. Define the Coxeter automorphism of type $A_2^{(1)}$, $C^{(1)} : \mathfrak{sl}_3 \to \mathfrak{sl}_3$ of order 3 by the formula

$$e_{1,2} \mapsto \epsilon^{-1} e_{1,2}, 
\quad e_{2,3} \mapsto \epsilon^{-1} e_{2,3}, 
\quad e_{2,1} \mapsto \epsilon e_{2,1}, 
\quad e_{3,2} \mapsto \epsilon e_{3,2}. $$

Denote $(\mathfrak{sl}_3)^{(1)}_j = \{ x \in \mathfrak{sl}_3 | C^{(1)} x = \epsilon^j x \}$. Then

$$\mathfrak{sl}_3^{(1)} = \langle e_{1,1} - e_{2,2}, e_{2,2} - e_{3,3} \rangle, 
\quad (\mathfrak{sl}_3)^{(1)}_1 = \langle e_{2,1}, e_{3,2}, e_{1,3} \rangle, 
\quad (\mathfrak{sl}_3)^{(1)}_2 = \langle e_{1,2}, e_{2,3}, e_{3,1} \rangle.$$ The twisted Lie subalgebra $L(\mathfrak{sl}_3, C^{(1)}) \subset \mathfrak{sl}_3[\xi, \xi^{-1}]$ is the subalgebra

$$L(\mathfrak{sl}_3, C^{(1)}) = \bigoplus_{j \in \mathbb{Z}} \xi^j \otimes (\mathfrak{sl}_3)^{(1)}_j \mod 3.$$ The isomorphism $\tau_{C^{(1)}} : g(A_2^{(1)}) \to L(\mathfrak{sl}_3, C^{(1)})$ is defined by the formula

$$E_0 \mapsto \xi \otimes e_{1,3}, 
\quad E_1 \mapsto \xi \otimes e_{2,1}, 
\quad E_2 \mapsto \xi \otimes e_{3,2}, $$

$$F_0 \mapsto \xi^{-1} \otimes e_{3,1}, 
\quad F_1 \mapsto \xi^{-1} \otimes e_{1,2}, 
\quad F_2 \mapsto \xi^{-1} \otimes e_{2,3}, $$

$$H_0 \mapsto 1 \otimes (e_{1,1} - e_{3,3}), 
\quad H_1 \mapsto 1 \otimes (e_{2,2} - e_{1,1}), 
\quad H_2 \mapsto 1 \otimes (e_{3,3} - e_{2,2}).$$ Under this isomorphism we have $g(A_2^{(1)})^j = \xi^j \otimes (\mathfrak{sl}_3)^{(1)}_j$. 
The composition isomorphism \( \mathfrak{sl}_3[\lambda, \lambda^{-1}] \rightarrow \mathfrak{L}(\mathfrak{sl}_3, C^{(1)}) \) is given by the formula \( \lambda^m \otimes e_{k,l} \mapsto \xi^{3m+k-l} \otimes e_{k,l} \).

2.2.3. **Element \( \Lambda^{(1)} \)**. Denote by \( \Lambda^{(1)} \) the element \( E_0 + E_1 + E_2 \in \mathfrak{g}(A_2^{(1)}) \). Then \( \mathfrak{z}(A_2^{(1)}) = \{ x \in \mathfrak{g}(A_2^{(1)}) \mid \mathfrak{z}(A_2^{(1)}) \} = \{ x \in \mathfrak{g}(A_2^{(1)}) \mid \mathfrak{z}(A_2^{(1)}) \} = \mathfrak{z}(A_2^{(1)}) \). Denote \( \mathfrak{z}(A_2^{(1)}) \) by \( \mathfrak{z}(A_2^{(1)}) \) and \( \mathfrak{z}(A_2^{(1)}) \) by \( \mathfrak{z}(A_2^{(1)}) \). We have \( \dim \mathfrak{z}(A_2^{(1)}) = 1 \) if \( j \neq 0 \mod 3 \) and \( \dim \mathfrak{z}(A_2^{(1)}) = 0 \) otherwise. If \( \mathfrak{g}(A_2^{(1)}) \) is realized as \( \mathfrak{sl}_3[\lambda, \lambda^{-1}] \) or \( \mathfrak{L}(\mathfrak{sl}_3, C^{(1)}) \), then a basis of \( \mathfrak{z}(A_2^{(1)}) \) is formed by the matrices \( (\Lambda^{(1)})^j \) with \( j \neq 0 \mod 3 \).

Let \( \mathfrak{g}(A_2^{(1)}) \) be realized as \( \mathfrak{sl}_3[\lambda, \lambda^{-1}] \). Consider \( \Lambda^{(1)} = e_{2,1} + e_{3,2} + \lambda \otimes e_{1,3} \) as a \( 3 \times 3 \) matrix depending on the parameter \( \lambda \). Let \( T = \sum_{j=0}^m T_j \) be a formal series with \( T_j \in \mathfrak{g}(A_2^{(1)}) \).

Denote \( T^+ = \sum_{j=0}^n T_j, T^- = \sum_{j<0} T_j. \)

By [DS] Lemma 3.4, we may represent \( T \) uniquely in the form \( T = \sum_{j=-\infty}^m b_j (\Lambda^{(1)})^j, b_j \in \text{Diag}, \) where Diag \( \subset \mathfrak{g} \) is the space of diagonal \( 3 \times 3 \) matrices. Denote \( (T)^+_\Lambda = \sum_{j=0}^n b_j (\Lambda^{(1)})^j, (T)^-\Lambda = \sum_{j<0} b_j (\Lambda^{(1)})^j. \)

**Lemma 2.3.** We have \( (T)^+_\Lambda = T^+, (T)^-\Lambda = T^-, b_0 = T^0. \)

**Proof.** The isomorphism \( \iota : \mathfrak{sl}_3[\lambda, \lambda^{-1}] \rightarrow \mathfrak{L}(\mathfrak{sl}_3, C^{(1)}) \) is given by the formula \( \lambda^m \otimes e_{k,l} \mapsto \xi^{3m+k-l} \).

We have \( \iota(b_0) = \iota(b_1 e_{1,1} + b_2 e_{2,2} + b_3 e_{3,3}) = 1 \otimes (b_1 e_{1,1} + b_2 e_{2,2} + b_3 e_{3,3}) \in \mathfrak{g}(A_2^{(1)})^0, \)

\[ \iota(b_1 \Lambda^{(1)}) = \iota((b_1 e_{1,1} + b_2 e_{2,2} + b_3 e_{3,3})(e_{2,1} + e_{3,2} + \lambda e_{1,3})) = \iota(b_1 \lambda e_{1,3} + b_2 e_{2,1} + b_3 e_{3,2}) = \xi \otimes (b_1 e_{1,3} + b_2 e_{2,1} + b_3 e_{3,2}) \in \mathfrak{g}(A_2^{(1)})^1, \]

\[ \iota(b_1 \Lambda^{(1)} - b_1 \Lambda^{(1)}) = \iota(b_1 e_{1,1} + b_2 e_{2,2} + b_3 e_{3,3})(e_{1,2} + e_{2,3} + \lambda^{-1} e_{3,1}) = \xi \otimes (b_1 e_{1,2} + b_2 e_{2,3} + b_3 e_{3,1}) \in \mathfrak{g}(A_2^{(1)})^{-1}. \]

Similarly one checks that \( \iota(b_j (\Lambda^{(1)})^j) \in \mathfrak{g}(A_2^{(1)})^j \) for any \( j. \)

Let us consider the elements \( F_0, 2F_1 + 2F_2 \) as the \( 3 \times 3 \) matrices \( \lambda^{-1} e_{3,1}, 2e_{1,2} + 2e_{2,3}, \) respectively.

**Lemma 2.4.** Let \( \lambda \in \mathbb{C}. \) Then

\[
\begin{align*}
e^{9F_0} &= 1 + g e_{3,3}(\Lambda^{(1)})^{-1}, & e^{g(2F_1+2F_2)} &= 1 + 2g(e_{1,1} + e_{2,2})(\Lambda^{(1)})^{-1} + 2g^2 e_{1,1}(\Lambda^{(1)})^{-2}. \end{align*}
\]

**Lemma 2.5.** We have \( (\Lambda^{(1)})^{-1} = e_{1,2} + e_{2,3} + \lambda^{-1} e_{3,1}, \) and

\[
e_{i+1,i+1} \Lambda^{(1)} = \Lambda^{(1)} e_{i,i}, & e_{i,i} (\Lambda^{(1)})^{-1} = (\Lambda^{(1)})^{-1} e_{i+1,i+1} \]

for all \( i, \) where we set \( e_{4,4} = e_{1,1}. \)

**2.2.4. Lie algebra \( \mathfrak{g}(A_2^{(2)}) \) as a subalgebra of \( \mathfrak{g}(A_2^{(1)}) \).** The map \( \varrho : \mathfrak{g}(A_2^{(2)}) \rightarrow \mathfrak{g}(A_2^{(1)}) \),

\[
e_0 \mapsto E_0, & e_1 \mapsto E_1 + E_2, & f_0 \mapsto F_0, & f_1 \mapsto 2F_1 + 2F_2, \]

realizes the Lie algebra \( \mathfrak{g}(A_2^{(2)}) \) as a subalgebra of \( \mathfrak{g}(A_2^{(1)}) \). This embedding preserves the standard grading and \( \varrho(\Lambda) = \Lambda^{(1)}. \) We have \( \varrho(\mathfrak{z}(A_2^{(2)})) \subset \mathfrak{z}(A_2^{(1)}). \)

If there is no confusion, we will consider \( \mathfrak{g}(A_2^{(2)}) \) as a subalgebra of \( \mathfrak{g}(A_2^{(1)}). \)
3. mKdV Equations

3.1. mKdV equations of type $A_2^{(2)}$. Denote by $B$ the space of complex-valued functions of one variable $x$. Given a finite dimensional vector space $W$, denote by $B(W)$ the space of $W$-valued functions of $x$. Denote by $\partial$ the differential operator $\frac{d}{dx}$.

Consider the Lie algebra $\mathfrak{g}$ of the formal differential operators of the form $c\partial + \sum_{i=-\infty}^{n} p_i$, $c \in \mathbb{C}$, $p_i \in B(g^i)$. Let $U = \sum_{i=0}^{\infty} U_i$, $U_i \in B(g^i)$. If $L \in \mathfrak{g}$, define

$$e^{adU}(L) = L + [U, L] + \frac{1}{2!}[U, [U, L]] + \ldots .$$

The operator $e^{adU}(L)$ belongs to $\mathfrak{g}$. The map $e^{adU}$ is an automorphism of the Lie algebra $\mathfrak{g}$. The automorphisms of this type form a group.

If elements of $\mathfrak{g}$ are realized as matrices depending on a parameter as in Section 2.1.2 then $e^{adU}(L) = e^{U}Le^{-U}$.

A Miura oper of type $A_2^{(2)}$ is a differential operator of the form

$$L = \partial + \Lambda + V$$

where $\Lambda = \epsilon_0 + \epsilon_1 \in \mathfrak{g}$ and $V \in B(g^0)$. Any Miura oper of type $A_2^{(2)}$ is an element of $\mathfrak{g}$. Denote by $\mathcal{M}(A_2^{(2)})$ the space of all Miura opers of type $A_2^{(2)}$.

**Proposition 3.1** ([DS, Proposition 6.2]). For any Miura oper $L$ of type $A_2^{(2)}$ there exists an element $U = \sum_{i=0}^{\infty} U_i$, $U_i \in B(g^i)$, such that the operator $L_0 = e^{adU}(L)$ has the form

$$L_0 = \partial + \Lambda + H,$$

where $H = \sum_{j<0} H_j$, $H_j \in B(g^j)$. If $U, \tilde{U}$ are two such elements, then $e^{adU}e^{-ad\tilde{U}} = e^{adT}$, where $T = \sum_{j<0} T_j$, $T_j \in g^j$.

Let $L, U$ be as in Proposition 3.1. Let $r = 1, 5 \text{ mod } 6$. The element $\phi(\Lambda_r) = e^{-adU}(\Lambda_r)$ does not depend on the choice of $U$ in Proposition 3.1.

The element $\phi(\Lambda_r)$ is of the form $\sum_{i=-\infty}^{n} \phi(\Lambda_r)^i$, $\phi(\Lambda_r)^i \in g^i$. We set $\phi(\Lambda_r)^+ = \sum_{i=0}^{n} \phi(\Lambda_r)^i$, $\phi(\Lambda_r)^- = \sum_{i<0} \phi(\Lambda_r)^i$.

Let $r \in \mathbb{Z}_{>0}$ and $r = 1, 5 \text{ mod } 6$. The differential equation

$$\frac{\partial L}{\partial t_r} = [\phi(\Lambda_r)^+, L]$$

is called the $r$-th mKdV equation of type $A_2^{(2)}$.

Equation (3.2) defines a vector field $\frac{\partial}{\partial t_r}$ on the space $\mathcal{M}(A_2^{(2)})$ of Miura opers. For all $r, s$, the vector fields $\frac{\partial}{\partial t_r}$, $\frac{\partial}{\partial t_s}$ commute, see [DS, Section 6].

**Lemma 3.2** ([DS]). We have

$$\frac{\partial L}{\partial t_r} = -\frac{d}{dx} \phi(\Lambda_r)^0.$$
3.2. mKdV equations of type $A_2^{(1)}$. A Miura oper of type $A_2^{(1)}$ is a differential operator of the form

$$\mathcal{L} = \partial + \Lambda + V$$

where $\Lambda = E_0 + E_1 + E_2 \in \mathfrak{g}(A_2^{(1)})$ and $V \in \mathcal{B}(\mathfrak{g}(A_2^{(1)}))^0$. Denote by $\mathcal{M}(A_2^{(1)})$ the space of all Miura ops of type $A_2^{(1)}$.

**Proposition 3.3** ([DS Proposition 6.2]). For any Miura oper $\mathcal{L}$ of type $A_2^{(1)}$ there exists an element $U = \sum_{i<0} U_i, U_i \in \mathcal{B}(\mathfrak{g}(A_2^{(1)}))^i$, such that the operator $\mathcal{L}_0 = e^{adU}(\mathcal{L})$ has the form

$$\mathcal{L}_0 = \partial + \Lambda + H,$$

where $H = \sum_{j<0} H_j, H_j \in \mathcal{B}(\mathfrak{g}(A_2^{(1)}))^j$. If $U, \bar{U}$ are two such elements, then $e^{adU} e^{-ad\bar{U}} = e^{adT}$, where $T = \sum_{j<0} T_j, T_j \in \mathfrak{g}(A_2^{(1)})^j$.

Let $\mathcal{L}, U$ be as in Proposition 3.3. Let $r \neq 0 \mod 3$. The element $\phi((\Lambda^{(1)})^r) = e^{-adU}((\Lambda^{(1)})^r)$ does not depend on the choice of $U$ in Proposition 3.3.

The element $\phi((\Lambda^{(1)})^r)$ is of the form $\sum_{i=-\infty}^n \phi((\Lambda^{(1)})^r)^i, \phi((\Lambda^{(1)})^r)^i \in \mathfrak{g}(A_2^{(1)})^i$. We set $\phi((\Lambda^{(1)})^r)^+ = \sum_{i=0}^n \phi((\Lambda^{(1)})^r)^i, \phi((\Lambda^{(1)})^r)^- = \sum_{i<0} \phi((\Lambda^{(1)})^r)^i$.

Let $r \in \mathbb{Z}_{>0}$ and $r \neq 0 \mod 3$. The differential equation

$$(3.5) \quad \frac{\partial \mathcal{L}}{\partial r} = [\phi((\Lambda^{(1)})^r)^+, \mathcal{L}]$$

is called the $r$-th mKdV equation of type $A_2^{(1)}$.

Equation (3.5) defines a vector field $\frac{\partial}{\partial r}$ on the space $\mathcal{M}(A_2^{(1)})$ of Miura ops of type $A_2^{(1)}$. For all $r, s$, the vector fields $\frac{\partial}{\partial r}, \frac{\partial}{\partial s}$ commute, see [DS Section 6].

3.3. Comparison of mKdV equations of types $A_2^{(2)}$ and $A_2^{(1)}$. Consider $\mathfrak{g}(A_2^{(2)})$ as a Lie subalgebra of $\mathfrak{g}(A_2^{(1)})$, see Section 2.2.4. Let $\mathcal{L}$ be a Miura oper of type $A_2^{(2)}$. Then $\mathcal{L}$ is a Miura oper of type $A_2^{(1)}$.

**Lemma 3.4.** Let $r = 1, 5 \mod 6, r > 0$. Let $\mathcal{L}^{A_2^{(2)}}(t_r)$ be the solution of the $r$-th mKdV equation of type $A_2^{(2)}$ with initial condition $\mathcal{L}^{A_2^{(2)}}(0) = \mathcal{L}$. Let $\mathcal{L}^{A_2^{(1)}}(t_r)$ be the solution of the $r$-th mKdV equation of type $A_2^{(1)}$ with initial condition $\mathcal{L}^{A_2^{(1)}}(0) = \mathcal{L}$. Then $\mathcal{L}^{A_2^{(2)}}(t_r) = \mathcal{L}^{A_2^{(1)}}(t_r)$ for all values of $t_r$. \(\square\)

**Proof.** The element $U$ in Proposition 3.3 which is used to construct the mKdV equation of type $A_2^{(2)}$ can be used also to construct the mKdV equation of type $A_2^{(1)}$. \(\square\)

3.4. KdV equations of type $A_2^{(1)}$. Let $\mathcal{B}((\partial^{-1}))$ be the algebra of formal pseudodifferential operators of the form $a = \sum_{i \in \mathbb{Z}} a_i \partial^i$, with $a_i \in \mathcal{B}$ and finitely many terms with $i > 0$. The relations in this algebra are

$$\partial^k u - u \partial^k = \sum_{i=1}^\infty k(k-1) \cdots (k-i+1) \frac{d^i u}{dx^i} \partial^{k-i}$$
for any $k \in \mathbb{Z}$ and $u \in \mathcal{B}$. For $a = \sum_{i \in \mathbb{Z}} a_i \partial^i \in \mathcal{B}((\partial^{-1}))$, define $a^+ = \sum_{i > 0} a_i \partial^i$.

Denote $\mathcal{B}[\partial] \subset \mathcal{B}((\partial^{-1}))$ the subalgebra of differential operators $a = \sum_{i = 0}^{m} a_i \partial^i$ with $m \in \mathbb{Z}_{\geq 0}$. Denote $\mathcal{D} \subset \mathcal{B}[\partial]$ the affine subspace of the differential operators of the form $L = \partial^3 + u_1 \partial + u_0$.

For $L \in \mathcal{D}$, there exists a unique $L^3 = \partial + \sum_{i \leq 0} a_i \partial^i \in \mathcal{B}((\partial^{-1}))$ such that $(L^3)^3 = L$. For $r \in \mathbb{N}$, we have $L^3 = \partial^r + \sum_{i = -\infty}^{r-1} b_i \partial^i$, $b_i \in \mathcal{B}$. We set $(L^3)^+ = \partial^r + \sum_{i = 0}^{r-1} b_i \partial^i$.

For $r \in \mathbb{Z}_{> 0}$, the differential equation

$$\frac{\partial L}{\partial t_r} = [L, (L^3)^+]$$

is called the $r$-th KdV equation of type $A_2^{(1)}$.

Equation (3.6) defines flows $\frac{\partial}{\partial t_r}$ on the space $\mathcal{D}$. For all $r, s$ the flows $\frac{\partial}{\partial t_r}$ and $\frac{\partial}{\partial t_s}$ commute, see [DS].

3.5. Miura maps. Let $\mathcal{L} = \partial + \Lambda + V$ be a Miura oper of type $A_2^{(1)}$ with $V = \sum_{k=1}^{3} v_k e_k, k = 1, 2, 3 \ v_k = 0$. For $i = 0, 1, 2$, define the scalar differential operator $L_i = \partial^3 + u_{i,1} \partial + u_{0,i} \in \mathcal{D}$ by the formula

$$L_0 = (\partial - v_3)(\partial - v_2)(\partial - v_1), \ L_1 = (\partial - v_1)(\partial - v_3)(\partial - v_2), \ L_2 = (\partial - v_2)(\partial - v_1)(\partial - v_3).$$

Theorem 3.5 ([DS Proposition 3.18]). Let a Miura oper $\mathcal{L}$ satisfy the $mKdV$ equation (3.5) for some $j$. Then for every $i = 0, 1, 2$, the differential operator $L_i$ satisfies the KdV equation (3.6).

We define the $i$-th Miura map by the formula

$$m_i : \mathcal{M}(A_2^{(1)}) \to \mathcal{D}, \ \mathcal{L} \mapsto L_i,$$

see (3.7).

For $i = 0, 1, 2$, an $i$-oper is a differential operator of the form

$$\mathcal{L} = \partial + \Lambda + V + W$$

with $V \in \mathcal{B}(g(A_2^{(1)})^0)$ and $W \in \mathcal{B}(n^{-})$. For $w \in \mathcal{B}(n^{-})$ and an $i$-oper $\mathcal{L}$, the differential operator $e^{\text{ad}_w}(\mathcal{L})$ is an $i$-oper. The $i$-opers $\mathcal{L}$ and $e^{\text{ad}_w}(\mathcal{L})$ are called $i$-gauge equivalent. A Miura oper is an $i$-oper for any $i$.

Theorem 3.6 ([DS Proposition 3.10]). If Miura oper $\mathcal{L}$ and $\tilde{\mathcal{L}}$ are $i$-gauge equivalent, then $m_i(\mathcal{L}) = m_i(\tilde{\mathcal{L}})$.

4. Critical points of master functions and generation of pairs of polynomials

In this section we follow [MV1, MV2, VW]. For functions $f(x), g(x)$, we denote

$$\text{Wr}(f, g) = f(x)g'(x) - f'(x)g(x)$$

the Wronskian determinant.
4.1. Master function. Choose a pair of nonnegative integers \( k = (k_0, k_1) \). Consider variables \( u = (u_i^j) \), where \( j = 0, 1 \), and \( i = 1, \ldots, k_j \). The master function \( \Phi(u; k) \) is defined by the formula

\[
\Phi(u, k) = 2 \sum_{i < i'} \ln(u_i^0 - u_{i'}^0) + 8 \sum_{i < i'} \ln(u_i^1 - u_{i'}^1) - 4 \sum_{i < i'} \ln(u_i^0 - u_{i'}^1).
\]

The product of symmetric groups \( \Sigma_k = \Sigma_{k_0} \times \Sigma_{k_1} \) acts on the set of variables by permuting the coordinates with the same upper index. The function \( \Phi \) is symmetric with respect to the \( \Sigma_k \)-action.

A point \( u \) is a critical point if \( d\Phi = 0 \) at \( u \). In other words, \( u \) is a critical point if

\[
\begin{align*}
\sum_{i' \neq i} 2 \frac{u_i^0 - u_{i'}^0}{u_i^0 - u_{i'}^1} - \sum_{i' = 1}^{k_1} 4 \frac{u_i^0 - u_i^{1(1)}}{u_i^0 - u_i^{1(1)}}, & = 0, \quad i = 1, \ldots, k_0, \\
\sum_{i' \neq i} 8 \frac{u_i^{1(1)} - u_{i'}^{1(1)}}{u_i^{1(1)} - u_{i'}^0} - \sum_{i' = 1}^{k_0} 4 \frac{u_i^{1(1)} - u_i^0}{u_i^{1(1)} - u_i^0}, & = 0, \quad i = 1, \ldots, k_1.
\end{align*}
\]

The critical set is \( \Sigma_k \)-invariant. All orbits have the same cardinality \( k_0!k_1! \). We do not make distinction between critical points in the same orbit.

Remark. The master functions \( \Phi(u, k) \) for all vectors \( k \) are associated with the Kac-Moody algebra with Cartan matrix \( \begin{pmatrix} 2 & -4 \\ -1 & 2 \end{pmatrix} \), which is dual to the Cartan matrix \( A_2^{(2)} \), see [SV, MV1, MV2].

4.2. Polynomials representing critical points. Let \( u = (u_i^j) \) be a critical point of the master function \( \Phi \). Introduce the pair of polynomials \( y = (y_0(x), y_1(x)) \),

\[
y_j(x) = \prod_{i=1}^{k_j} (x - u_i^j).
\]

Each polynomial is considered up to multiplication by a nonzero number. The pair defines a point in the direct product \((\mathbb{C}[x])^2\). We say that the pair \( y = (y_0(x), y_1(x)) \) represents the critical point \( u = (u_i^j) \).

It is convenient to think that the pair \( y^0 = (1, 1) \) of constant polynomials represents in \((\mathbb{C}[x])^2\) the critical point of the master function with no variables. This corresponds to the case \( k = (0, 0) \).

We say that a given pair \( y \in (\mathbb{C}[x])^2 \) is generic if each polynomial \( y_j(x) \) of the pair has no multiple roots and the polynomials \( y_0(x) \) and \( y_1(x) \) have no common roots. If a pair represents a critical point, then it is generic, see (4.2). For example, the pair \( y^0 \) is generic.

4.3. Elementary generation. The pair is called fertile if there exist polynomials \( \tilde{y}_0, \tilde{y}_1 \in \mathbb{C}[x] \) such that the following two equations are satisfied,

\[
\mathrm{Wr}(y_0, \tilde{y}_0) = y_1^4, \quad \mathrm{Wr}(y_1, \tilde{y}_1) = y_0.
\]
These equations can be written as

\[(4.5) \quad \text{Wr}(y_j, \bar{y}_j) = \prod_{i \neq j} y_i^{-a_{i,j}}, \quad j = 0, 1.\]

For example, the pair \(y^0\) is fertile and \(\bar{y}_0 = x + c_1, \bar{y}_1 = x + c_2\), where \(c_1, c_2\) are arbitrary numbers.

Assume that a pair of polynomials \(y = (y_0, y_1)\) is fertile. Equation \(\text{Wr}(y_0, \bar{y}_0) = y_1^4\) is a first order inhomogeneous differential equation with respect to \(\bar{y}_0\). Its solutions are

\[(4.6) \quad \bar{y}_0 = y_0 \int \frac{y_1^4}{y_0^2} \, dx + cy_0,\]

where \(c\) is any number. The pairs

\[(4.7) \quad y^{(0)}(x, c) = (y_0(x, c), y_1(x)) \in (\mathbb{C}[x])^2\]

form a one-parameter family. This family is called the \emph{generation of pairs from \(y\) in the 0-th direction}. A pair of this family is called an \emph{immediate descendant} of \(y\) in the 0-th direction.

Similarly, equation \(\text{Wr}(y_1, \bar{y}_1) = y_0\) is a first order inhomogeneous differential equation with respect to \(\bar{y}_1\). Its solutions are

\[(4.8) \quad \bar{y}_1 = y_1 \int \frac{y_0}{y_1^2} \, dx + cy_1,\]

where \(c\) is any number. The pairs

\[(4.9) \quad y^{(1)}(x, c) = (y_0(x), \bar{y}_1(x, c)) \in (\mathbb{C}[x])^2\]

form a one-parameter family. This family is called the \emph{generation of pairs from \(y\) in the 1-st direction}. A pair of this family is called an \emph{immediate descendant} of \(y\) in the 1-st direction.

**Theorem 4.1 \([\text{MV1}]\).**

(i) A generic pair \(y = (y_0, y_1)\) represents a critical point of a master function if and only if \(y\) is fertile.

(ii) If \(y\) represents a critical point, then for any \(c \in \mathbb{C}\) the pairs \(y^{(0)}(x, c)\) and \(y^{(1)}(x, c)\) are fertile.

(iii) If \(y\) is generic and fertile, then for almost all values of the parameter \(c \in \mathbb{C}\) both pairs \(y^{(0)}(x, c)\) and \(y^{(1)}(x, c)\) are generic. The exceptions form a finite set in \(\mathbb{C}\).

(iv) Assume that a sequence \(y_i, i = 1, 2, \ldots\) of fertile pairs has a limit \(y_\infty\) in \((\mathbb{C}[x])^2\) as \(i\) tends to infinity.

(a) Then the limiting pair \(y_\infty\) is fertile.

(b) For \(j = 0, 1\), let \(y^{(j)}_\infty\) be an immediate descendant of \(y_\infty\). Then for \(j = 0, 1\), there exist immediate descendants \(y^{(j)}_i\) of \(y_i\) such that \(y^{(j)}_\infty\) is the limit of \(y^{(j)}_i\) as \(i\) tends to infinity.

4.4. Degree increasing generation. Let \(y = (y_0, y_1)\) be a generic fertile pair of polynomials. For \(j = 0, 1\), define \(k_j = \deg y_j\).

The polynomial \(\bar{y}_0\) in (4.4) is of degree \(k_0\) or \(\bar{k}_0 = 4k_1 + 1 - k_0\). We say that the generation \((y_0, y_1) \rightarrow (\bar{y}_0, y_1)\) is \emph{degree increasing} in the 0-th direction if \(\bar{k}_0 > k_0\). In that case \(\deg \bar{y}_0 = \bar{k}_0\) for all \(c\).
We say that the formations to \(J = (0, 1, \ldots, j_0)\) of type \(A_2^{(2)}\). We start with the vector \(k^0 = (0, 0)\) and a sequence \(J = (j_1, j_2, \ldots, j_m)\) of integers, where \(J = (0, 1, 0, 1, 0, 1, \ldots)\) or \(J = (1, 0, 1, 0, 1, 0, \ldots)\). We apply the corresponding degree transformations to \(k^0\) and obtain the sequence of vectors \(k^0, k^{(j_1)} = w_{j_1} k^0, k^{(j_1, j_2)} = w_{j_2} w_{j_1} k^0, \ldots\)

\[ k^j = w_{j_m} \ldots w_{j_2} w_{j_1} k^0. \]

We say that the vector \(k^j\) is generated from \((0, \ldots, 0)\) in the direction of \(J\).
4.6. Multistep generation. Let \( J = (j_1, \ldots, j_m) \) be a basic sequence. Starting from \( y^0 = (1, 1) \) and \( J \), we construct by induction on \( m \) a map

\[
Y^J : \mathbb{C}^m \to (\mathbb{C}[x])^2.
\]

If \( J = \emptyset \), the map \( Y^0 \) is the map \( \mathbb{C}^0 = (pt) \to y^0 \). If \( m = 1 \) and \( J = (j_1) \), the map \( Y^{(j_1)} : \mathbb{C} \to (\mathbb{C}[x])^N \) is given by one of the formulas \((4.11)\) or \((4.13)\) for \( y = y^0 \) and \( j = j_1 \).

More precisely, equation \( \text{Wr}(y_0, \tilde{y}_0) = y^4_1 \) takes the form \( \text{Wr}(1, \tilde{y}_0) = 1 \). Then \( \tilde{y}_{0,0} = x \) and

\[
Y^{(0)} : \mathbb{C} \to (\mathbb{C}[x])^2, \quad c \mapsto (x + c, 1).
\]

By Theorem \([4.1]\) all pairs in the image are fertile and almost all pairs are generic (in this example all pairs are generic). Similarly, equation \( \text{Wr}(y_1, \tilde{y}_1) = y_0 \) takes the form \( \text{Wr}(1, \tilde{y}_1) = 1 \). Then \( \tilde{y}_{1,0} = x \) and

\[
Y^{(1)} : \mathbb{C} \to (\mathbb{C}[x])^2, \quad c \mapsto (1, x + c).
\]

Assume that for \( \bar{J} = (j_1, \ldots, j_{m-1}) \), the map \( Y^{\bar{J}} \) is constructed. To obtain \( Y^J \) we apply the generation procedure in the \( j_m \)-th direction to every pair of the image of \( Y^{\bar{J}} \). More precisely, if

\[
Y^{\bar{J}} : \bar{c} = (c_1, \ldots, c_{m-1}) \mapsto (y_0(x, \bar{c}), y_1(x, \bar{c})) \tag{4.17}
\]

then

\[
Y^J : C^m \to (\mathbb{C}[x])^2, \quad (\bar{c}, c_m) \mapsto (y_{0,0}(x, \bar{c}) + c_my_0(x, \bar{c}), y_{1}(x, \bar{c})) \quad \text{if } j_m = 0, \tag{4.18}
\]

\[
Y^J : C^m \to (\mathbb{C}[x])^2, \quad (\bar{c}, c_m) \mapsto (y_0(x, \bar{c}) + c_my_0(x, \bar{c}), y_{1,0}(x, \bar{c}) + c_my_1(x, \bar{c})) \quad \text{if } j_m = 1,
\]

see formulas \((4.10)\), \((4.12)\). The map \( Y^J \) is called the generation of pairs from \( y^0 \) in the \( J \)-th direction.

**Lemma 4.4.** All pairs in the image of \( Y^J \) are fertile and almost all pairs are generic. For any \( c \in \mathbb{C}^m \) the pair \( Y^J(c) \) consists of monic polynomials. The degree vector of this pair equals \( k^J \), see \((4.16)\).

**Lemma 4.5.** The map \( Y^J \) sends distinct points of \( \mathbb{C}^m \) to distinct points of \((\mathbb{C}[x])^2\).

**Proof.** The lemma is easily proved by induction on \( m \).
Example. If \( J = (0,1) \), then
\[
Y^{(0)}(c_1) = (x + c_1, 1), \quad Y^{(0,1)}(c_1, c_2) = (x + c_1, (x + c_1)^2 + c_2 - c_1^2).
\]
If \( J = (1,0) \), then
\[
Y^{(1)}(c_1) = (1, x + c_1), \quad Y^{(1,0)}(c_1, c_2) = ((x + c_1)^4 + c_2 - c_1^2, x + c_1).
\]

The set of all pairs \((y_0, y_1) \in (\mathbb{C}[x])^2\) obtained from \(y^0 = (1, 1)\) by generations in all degree increasing directions is called the \emph{population of pairs} generated from \(y^0\), c.f. [MV1].

5. Critical points of master functions and Miura opers

5.1. Miura oper associated with a pair of polynomials, [MV2]. Define a map
\[
\mu : (\mathbb{C}[x])^2 \to \mathcal{M}(A_2^{(2)}),
\]
which sends a pair \( y = (y_0, y_1) \) to the Miura oper \( \mathcal{L} = \partial + \Lambda + V \) with
\[
V = \ln'(\frac{y_1^2}{y_0}) h_0,
\]
where for a function \( f(x) \) we denote \( \ln'(f(x)) = \frac{f'(x)}{f(x)} \). We say that the Miura oper \( \mu(y) \) is \emph{associated to the pair of polynomials} \( y \). For example,
\[
\mathcal{L}^0 = \partial + \Lambda
\]
is associated to the pair \( y^0 = (1, 1) \).

We have
\[
\langle \alpha_0, V \rangle = \ln'(\frac{y_1^2}{y_0}), \quad \langle \alpha_1, V \rangle = \ln'(\frac{y_0}{y_1^2}).
\]
Equations (5.1) can be written as
\[
\langle \alpha_j, V \rangle = \ln'\left(\prod_{i=0}^{1} y_i^{-\alpha_{i,j}}\right),
\]
see [MV2].

5.2. Deformations of Miura opers of type \( A_2^{(2)} \), [MV2].

Lemma 5.1 ([MV2]). Let \( \mathcal{L} = \partial + \Lambda + V \) be a Miura oper of type \( A_2^{(2)} \). Let \( g \in \mathcal{B} \). Let \( f_j, j \in \{0,1\} \), be one of canonical generators of \( g(A_2^{(2)}) \), see Section 2.1.4. Then
\[
e^{\text{ad } g f_j(\mathcal{L})} = \partial + \Lambda + V - gh_j - (g' - \langle \alpha_j, V \rangle g + g^2)f_j.
\]

Corollary 5.2 ([MV2]). Let \( \mathcal{L} = \partial + \Lambda + V \) be a Miura oper. Then \( e^{\text{ad } g f_j(\mathcal{L})} \) is a Miura oper if and only if the scalar function \( g \) satisfies the Ricatti equation
\[
g' - \langle \alpha_j, V \rangle g + g^2 = 0.
\]

Let \( \mathcal{L} = \partial + \Lambda + V \) be a Miura oper with \( V = vh_0 \). Assume that the functions \( v \) is a rational functions of \( x \). For \( j \in \{0,1\} \), we say that \( \mathcal{L} \) is \emph{deformable in the} \( j \)-th direction if equation (5.4) has a nonzero solution \( g \), which is a rational function.
Theorem 5.3 ([MV2]). Let the Miura oper $\mathcal{L} = \partial + \Lambda + V$ be associated with a pair of polynomials $y = (y_0, y_1)$. Let $j \in \{0, 1\}$. Then $\mathcal{L}$ is deformable in the $j$-th direction if and only if there exists a polynomial $\tilde{y}_j$ satisfying equation (4.5). Moreover, in that case any nonzero rational solution $g$ of the Ricatti equation (5.4) has the form $g = \ln'(\tilde{y}_j/y_j)$ where $\tilde{y}_j$ is a solution of equation (4.5). If $g = \ln'(\tilde{y}_i/y_i)$, then the Miura oper

\begin{equation}
  e^{\text{ad} y_i}(\mathcal{L}) = \partial + \Lambda + V - gh_j
\end{equation}

is associated the pair $y^{(j)}$, which is obtained from the pair $y$ by replacing $y_j$ with $\tilde{y}_j$.

Proof. Write (5.4) as

\begin{equation}
  g'/g + g = \ln'\left(\prod_{j=0}^1 y_i^{-a_{i,j}}\right).
\end{equation}

If $g$ is a rational function, then $g \to 0$ as $x \to \infty$ and all poles of $g$ are simple. Moreover, the residue of $g$ at any point is an integer. Hence $g = c'/c$ for a suitable rational function $c(x)$. Then

\begin{equation}
  c = \int \prod_{j=0}^1 y_j(x)^{-a_{i,j}} dx
\end{equation}

and equation (4.5) has a polynomial solution $\tilde{y}_j = -cy_j$. Conversely if equation (4.5) has a polynomial solution $\tilde{y}_i$, then the function $c$ in (5.7) is rational. Then $g = c'/c$ is a rational solution of equation (5.4).

Let $g = \ln' c = \ln'(\tilde{y}_i/y_i)$, where $\tilde{y}_i$ is a solution of (4.5). Then

\begin{equation}
  e^{\text{ad} y_i}(\mathcal{L}) = \partial + \Lambda + V - \ln'(\tilde{y}_j/y_j)h_j
\end{equation}

and

\begin{equation}
  \langle \alpha_k, V \rangle - \langle \alpha_k, h_j \rangle \ln'(\tilde{y}_j/y_j) = \ln'\left(\prod_{i=0}^1 y_i^{-a_{i,k}}\right) - a_{j,k} \ln'(\tilde{y}_j/y_j) = \ln'\left(y_j^{-a_{j,k}} \prod_{i=0, i \neq j} y_i^{-a_{i,k}}\right).
\end{equation}

Note that if equation (5.4) has one nonzero rational solution $g = c'/c$ with rational $c(x)$, then other nonzero (rational) solutions have the form $g = c'/(c + \text{const})$.

5.3. Miura opers associated with the generation procedure. Let $J = (j_1, \ldots, j_m)$ be a basic sequence, see Section 4.5. Let $Y^J : \mathbb{C}^m \to (\mathbb{C}[x])^2$ be the generation of pairs from $y^0$ in the $J$-th direction. We define the associated family of Miura opers by the formula:

\begin{equation}
  \mu^J : \mathbb{C}^m \to \mathcal{M}(A_2^{(2)}), \quad c \mapsto \mu(Y^J(c)).
\end{equation}

The map $\mu^J$ is called the generation of Miura opers from $L^0$ in the $J$-th direction.

For $\ell = 1, \ldots, m$, denote $J_{\ell} = (j_1, \ldots, j_\ell)$ the beginning $\ell$-interval of the sequence $J$. Consider the associated map $Y^{J_{\ell}} : \mathbb{C}^\ell \to (\mathbb{C}[x])^2$. Denote

\begin{equation}
  Y^{J_{\ell}}(c_1, \ldots, c_\ell) = (y_0(x, c_1, \ldots, c_\ell, \ell), y_1(x, c_1, \ldots, c_\ell, \ell)).
\end{equation}
Introduce
\begin{align}
(5.8) \quad g_1(x, c_1, \ldots, c_m) &= \ln'(y_{j_1}(x, c_1, 1)), \\
\quad g_\ell(x, c_1, \ldots, c_m) &= \ln'(y_{j_\ell}(x, c_1, \ldots, c_\ell, \ell)) - \ln'(y_{j_\ell}(x, c_1, \ldots, c_{\ell-1}, \ell - 1)),
\end{align}
for \( \ell = 2, \ldots, m \). For \( c \in C^m \), define \( U'^{(\ell)}(c) = \sum_{i<0} U'^{(\ell)}(c)_i, (U'^{(\ell)}(c))_i \in B(g^i) \), depending on \( c \in C^m \), by the formula
\begin{align}
(5.9) \quad e^{-a U'^{(\ell)}(c)} = e^{a \text{ad}_{g_m}(x,c)f_{\ell m}} \cdots e^{a \text{ad}_{g_1}(x,c)f_{11}}.
\end{align}

**Lemma 5.4.** For \( c \in C^m \), we have
\begin{align}
(5.10) \quad \mu'^{(\ell)}(c) &= e^{-a U'^{(\ell)}(c)}(L^0)
\end{align}
and
\begin{align}
(5.11) \quad \mu'^{(\ell)}(c) &= \partial + \Lambda - \sum_{\ell=1}^m g_\ell(x,c)h_{j_\ell}.
\end{align}

**Proof.** The lemma follows from Theorem 5.3.

**Corollary 5.5.** Let \( r > 0 \) and \( r = 1, 5 \mod 6 \). Let \( c \in C^m \). Let \( \frac{\partial}{\partial t_r}|_{\mu'^{(\ell)}(c)} \) be the value at \( \mu'^{(\ell)}(c) \) of the vector field of the \( r \)-th mKdV flow on the space \( \mathcal{M}(A_2^{(2)}) \), see (3.2). Then
\begin{align}
(5.12) \quad \frac{\partial}{\partial t_r}|_{\mu'^{(\ell)}(c)} = -\frac{\partial}{\partial x}(e^{-a U'^{(\ell)}(c)}(\Lambda_r))_0.
\end{align}

**Proof.** The corollary follows from (3.2) and (5.10).

We have a natural embedding \( \mathcal{M}(A_2^{(2)}) \hookrightarrow \mathcal{M}(A_2^{(1)}) \). Let \( m_i : \mathcal{M}(A_2^{(1)}) \rightarrow D, L \mapsto L_i \), be the Miura maps defined in Section 3.5 for \( i = 0, 1 \). Below we consider the composition of the embedding and a Miura map.

Denote \( \tilde{j} = (j_1, \ldots, j_{m-1}) \). Consider the associated family \( \mu'^{\tilde{j}} : C^{m-1} \rightarrow \mathcal{M}(A_2^{(2)}) \). Denote \( \tilde{c} = (c_1, \ldots, c_{m-1}) \).

**Lemma 5.6.** For all \( (\tilde{c}, c_m) \in C^m \), we have \( m_1 \circ \mu'^{\tilde{j}}(\tilde{c}, c_m) = m_1 \circ \mu'^{\tilde{j}}(\tilde{c}) \) if \( j_m = 0 \) and we have \( m_0 \circ \mu'^{\tilde{j}}(\tilde{c}, c_m) = m_0 \circ \mu'^{\tilde{j}}(\tilde{c}) \) if \( j_m = 1 \).

**Proof.** The lemma follows from formula (5.10) and Theorem 8.6.

**Lemma 5.7.** If \( j_m = 0 \), then
\begin{align}
(5.13) \quad \frac{\partial \mu'^{\tilde{j}}}{\partial c_m}(\tilde{c}, c_m) &= -a \frac{y_1(x, \tilde{c}, m - 1)^4}{y_0(x, \tilde{c}, c_m, m)^2} h_0
\end{align}
for some \( a \in C^\infty \). If \( j_m = 1 \), then
\begin{align}
(5.14) \quad \frac{\partial \mu'^{\tilde{j}}}{\partial c_m}(\tilde{c}, c_m) &= -a \frac{y_0(x, \tilde{c}, m - 1)}{y_1(x, \tilde{c}, c_m, m)^2} h_1
\end{align}
for some \( a \in C^\infty \).
Proof. Let \( j_m = 0 \). Then \( y_0(x, \tilde{c}, c_m, m) = y_{0,0}(x, \tilde{c}) + c_m y_0(x, \tilde{c}, m - 1) \), where \( y_{0,0}(x, \tilde{c}) \) is such that

\[
\text{Wr}(y_0(x, \tilde{c}, m - 1), y_{0,0}(x, \tilde{c})) = a \ y_1(x, \tilde{c}, m - 1)^4,
\]

for some \( a \in \mathbb{C}^\times \), see (4.10). We have \( g_m = \ln'(y_0(x, \tilde{c}, c_m, m)) - \ln'(y_0(x, \tilde{c}, m - 1)) \).

By formula (5.11), we have

\[
\frac{\partial \mu'}{\partial c_m}(\tilde{c}, c_m) = - \frac{\partial g_m}{\partial c_m}(\tilde{c}, c_m) \ h_0
\]

and

\[
\frac{\partial g_m}{\partial c_m}(\tilde{c}, c_m) = \frac{\partial}{\partial c_m} \left( \frac{y_{0,0}'(x, \tilde{c}) + c_m y_0'(x, \tilde{c}, m - 1)}{(y_{0,0}(x, \tilde{c}) + c_m y_0(x, \tilde{c}, m - 1))^2} \right) = \frac{\text{Wr}(y_{0,0}(x, \tilde{c}), y_0(x, \tilde{c}, m - 1))}{(y_{0,0}(x, \tilde{c}) + c_m y_0(x, \tilde{c}, m - 1))^2} = \frac{a y_1(x, \tilde{c}, m - 1)^4}{y_0(x, \tilde{c}, c_m, m)^2}.
\]

This proves formula (5.13). Formula (5.14) is proved similarly.

Let us describe the kernels of the differentials of the Miura maps \( m_i, i = 0, 1 \), restricted to Miura opers of type \( A_2(2) \). A Miura oper \( \mathcal{L} = \partial + \Lambda + v h_0 \) of type \( A_2(2) \) is mapped to the differential operator \((\partial + v)\partial(\partial - v) = \partial^3 - (2v' + v^2)\partial - (v'' + vv')\) by the Miura map \( m_0 \) and to the differential operator \((\partial - v)(\partial + v)\partial = \partial^3 + (v' - v^2)\partial\) by the Miura map \( m_1 \). The derivative maps are

\[
d m_0 : \quad X h_0 \mapsto -(2X' + 2vX)\partial - (X'' + vX' + v'X),
\]

\[
d m_1 : \quad X h_0 \mapsto (X' - 2vX)\partial,
\]

where \( x \in \mathcal{B} \).

Lemma 5.8. Assume that \( \mathcal{L} \) is associated to a pair \((y_0, y_1)\), that is, \( v = \ln' \left( \frac{y_1}{y_0} \right) \). Then the kernel of \( d m_0 \) at \( \mathcal{L} \) is one-dimensional and is generated by the function \( \frac{y_1}{y_0} h_0 \). Also the kernel of \( d m_1 \) at \( \mathcal{L} \) is one-dimensional and is generated by the function \( \frac{y_1}{y_0} h_0 \).

Proof. We have \( X \in \ker d m_0 \) if and only if \( X' + vX = 0 \). This implies the first statement. Similarly, \( X \in \ker d m_1 \) if and only if \( X' - 2vX = 0 \). This implies the second statement. \( \square \)

6. Vector fields

6.1. Statement. Let \( r > 0 \) and \( r = 1, 5 \mod 6 \). Recall that we denote by \( \frac{\partial}{\partial x_r} \) the \( r \)-th mKdV vector field on the space \( \mathcal{M}(A_2(2)) \) of Miura opers of type \( A_2(2) \). We also denote by \( \frac{\partial}{\partial x_r} \) the \( r \)-th mKdV vector field of type \( A_2(1) \) on the space \( \mathcal{M}(A_2(1)) \) of Miura opers of type \( A_2(1) \). We have a natural embedding \( \mathcal{M}(A_2(2)) \hookrightarrow \mathcal{M}(A_2(1)) \). Under this embedding the vector \( \frac{\partial}{\partial x_r} \) on \( \mathcal{M}(A_2(2)) \) equals the vector field \( \frac{\partial}{\partial x_r} \) on \( \mathcal{M}(A_2(1)) \) restricted to \( \mathcal{M}(A_2(2)) \), see Section 3.3.

We also denote by \( \frac{\partial}{\partial x_r} \) the \( j \)-th KdV vector field on the space \( \mathcal{D} \), see Section 3.4.

For a Miura map \( m_i : \mathcal{M} \to \mathcal{D}, \mathcal{L} \mapsto L_i \), denote by \( d m_i \) the associated derivative map \( T \mathcal{M}(A_2(1)) \to T \mathcal{D} \). By Theorem 3.3 we have \( d m_i : \frac{\partial}{\partial x_r} \big|_\mathcal{L} \mapsto \frac{\partial}{\partial x_r} \big|_{L_i} \).
Fix a basic sequence \( J = (j_1, \ldots, j_m) \). Consider the associated family \( \mu^J : \mathbb{C}^m \to \mathcal{M}(A_2^{(2)}) \) of Miura opers. For a vector field \( \Gamma \) on \( \mathbb{C}^m \), we denote by \( \frac{\partial \mu^J}{\partial t_r} \) the derivative of \( \mu^J \) along the vector field. The derivative is well-defined since \( \mathcal{M}(A_2^{(2)}) \) is an affine space.

**Theorem 6.1.** Let \( r > 0 \) and \( r = 1, 5 \mod 6 \). Then there exists a polynomial vector field \( \Gamma_r \) on \( \mathbb{C}^m \) such that

\[
\frac{\partial}{\partial t_r}\big|_{\mu^J(c)} = \frac{\partial \mu^J}{\partial \Gamma_r}(c)
\]

for all \( c \in \mathbb{C}^m \). If \( m \) is even and \( r > 3m \), then \( \frac{\partial}{\partial t_r}\big|_{\mu^J(c)} = 0 \) for all \( c \in \mathbb{C}^m \) and, hence, \( \Gamma_r = 0 \). If \( m \) is odd and \( j_1 = j_m = 0 \), then for \( r > 3m - 2 \) we have \( \frac{\partial}{\partial t_r}\big|_{\mu^J(c)} = 0 \) for all \( c \in \mathbb{C}^m \) and, hence, \( \Gamma_r = 0 \). If \( m \) is odd and \( j_1 = j_m = 1 \), then for \( r > 3m + 1 \) we have \( \frac{\partial}{\partial t_r}\big|_{\mu^J(c)} = 0 \) for all \( c \in \mathbb{C}^m \) and, hence, \( \Gamma_r = 0 \).

**Corollary 6.2.** The family \( \mu^J \) of Miura opers is invariant with respect to all mKdV flows of type \( A_2^{(2)} \) and is point-wise fixed by flows with \( r > 3m + 1 \).

6.2. **Proof of Theorem 6.1 for** \( m = 1 \). If \( m = 1 \), then \( J = (0) \) of \( J = (1) \).

Let \( J = (0) \). Then

\[
\mu^J(c_1) = e^{g_1F_0}L^0e^{-g_1F_0} = (1 + g_1e_{3,3}L^{-1})L^0(1 - g_1e_{3,3}L^{-1}) = \partial + \Lambda + g_1(e_{3,3} - e_{1,1}) = \partial + \Lambda - g_1h_0,
\]

where \( g_1 = \frac{1}{x+c_1} \). By formula (5.12),

\[
\frac{\partial}{\partial t_r}\big|_{\mu^J(c_1)} = -\frac{\partial}{\partial x}(1 + g_1e_{3,3}L^{-1})\Lambda(1 - g_1e_{3,3}L^{-1})^0.
\]

It follows from Lemma 2.5 that \( \frac{\partial}{\partial t_r}\big|_{\mu^J(c_1)} = 0 \) for \( r > 1 \) and hence \( \Gamma_r = 0 \). For \( r = 1 \), we have \( \frac{\partial}{\partial t_1}\big|_{\mu^J(c_1)} = -\frac{\partial}{\partial x}g_1h_0 = \frac{1}{(x+c_1)^2}h_0 \).

Hence \( \Gamma_1 = -\frac{\partial}{\partial c_1} \). Theorem 6.1 is proved for \( m = 1 \), \( J = (0) \).

Let \( J = (1) \). Then

\[
\mu^J(c_1) = e^{ad_{g_1}(2F_1+2F_2)}(L^0) = \partial + \Lambda - g_1h_1,
\]

where \( g_1 = \frac{1}{x+c_1} \). By formula (5.12),

\[
\frac{\partial}{\partial t_r}\big|_{\mu^J(c_1)} = -\frac{\partial}{\partial x}((1 + g_1(e_{1,1} + e_{2,2})L^{-1} + 2g_1^2e_{1,1}L^{-2}) \times \\
\Lambda(1 - g_1(e_{1,1} + e_{2,2})L^{-1} + 2g_1^2e_{1,1}L^{-2})^0.
\]

It follows from Lemma 2.5 that \( \frac{\partial}{\partial t_1}\big|_{\mu^J(c_1)} = 0 \) for \( r > 4 \) and hence \( \Gamma_r = 0 \). For \( r = 1 \), we have \( \frac{\partial}{\partial t_1}\big|_{\mu^J(c_1)} = \frac{1}{(x+c_1)^2}e_{1,1} - e_{3,3} \). On the other hand, \( \frac{\partial}{\partial c_1}\mu^J(c_1) = -\frac{\partial}{\partial c_1}h_1 = \frac{1}{(x+c_1)^2}h_1 \). Hence \( \Gamma_1 = -\frac{1}{2}\frac{\partial}{\partial c_1} \). Theorem 6.1 is proved for \( m = 1 \), \( J = (1) \).
6.3. Proof of Theorem 6.1 for \( m > 1 \).

Lemma 6.3. If \( m \) is even and \( r > 3m \), then \( \frac{\partial}{\partial r} \bigg|_{\mu_j'(c)} = 0 \) for all \( c \in \mathbb{C}^m \) and, hence, \( \Gamma_r = 0 \).
If \( m \) is odd and \( j_1 = j_m = 0 \), then for \( r > 3m - 2 \) we have \( \frac{\partial}{\partial r} \bigg|_{\mu_j'(c)} = 0 \) for all \( c \in \mathbb{C}^m \) and, hence, \( \Gamma_r = 0 \). If \( m \) is odd and \( j_1 = j_m = 1 \), then for \( r > 3m + 1 \) we have \( \frac{\partial}{\partial r} \bigg|_{\mu_j'(c)} = 0 \) for all \( c \in \mathbb{C}^m \) and, hence, \( \Gamma_r = 0 \).

Proof. The vector \( \frac{\partial}{\partial r} \bigg|_{\mu_j'(c)} \) equals the right hand side of formula (5.12). By Lemmas 2.4 and 2.5 the right hand side of (5.12) is zero if \( r \) is as described in the lemma.

We prove the first statement of Theorem 6.1 by induction on \( m \). Assume that the statement is proved for \( J = \{j_1, \ldots, j_{m-1}\} \). Let

\[
Y^J : \tilde{c} = (c_1, \ldots, c_{m-1}) \mapsto (y_0(x, \tilde{c}), y_1(x, \tilde{c}))
\]
be the generation of pairs in the \( J \)-th direction. Then the generation of pairs in the \( J \)-th direction is

\[
Y^J : \mathbb{C}^m \mapsto (\mathbb{C}[x])^2, \quad (\tilde{c}, c_m) \mapsto (\ldots, y_{j_m,0}(x, \tilde{c}) + c_m y_{j_m}(x, \tilde{c}), \ldots),
\]
see (1.17) and (4.18). We have \( g_m = \ln'(y_{j_m,0}(x, \tilde{c}) + c_m y_{j_m}(x, \tilde{c})) - \ln'(y_{j_m}(x, \tilde{c})) \), see (5.8).

By the induction assumption, there exists a polynomial vector field \( \Gamma_{r,J} = \sum_{i=1}^{m-1} \gamma_i(\tilde{c}) \frac{\partial}{\partial c_i} \) on \( \mathbb{C}^{m-1} \) such that

\[
(6.2) \quad \frac{\partial}{\partial t_r} \bigg|_{\mu_j'(\tilde{c})} = \frac{\partial \mu_j^J}{\partial \Gamma_{r,J}}(\tilde{c})
\]
for all \( \tilde{c} \in \mathbb{C}^{m-1} \).

Theorem 6.4. There exists a scalar polynomial \( \gamma_m(\tilde{c}, c_m) \) on \( \mathbb{C}^m \) such that the vector field \( \Gamma_r = \Gamma_{r,J} + \gamma_m(\tilde{c}, c_m) \frac{\partial}{\partial c_m} \) satisfies (6.1) for all \( (\tilde{c}, c_m) \in \mathbb{C}^m \).

The first statement of Theorem 6.1 follows from Theorem 6.4.

6.4. Proof of Theorem 6.4.

Lemma 6.5. If \( j_m = 1 \), then for all \( (\tilde{c}, c_m) \in \mathbb{C}^m \), we have

\[
(6.3) \quad dm_0 \bigg|_{\mu_j'(\tilde{c}, c_m)} \left( \frac{\partial}{\partial t_r} \bigg|_{\mu_j'(\tilde{c}, c_m)} - \frac{\partial \mu_j^J}{\partial \Gamma_{r,J}}(\tilde{c}, c_m) \right) = 0,
\]
If \( j_m = 0 \), then for all \( (\tilde{c}, c_m) \in \mathbb{C}^m \), we have

\[
(6.4) \quad dm_1 \bigg|_{\mu_j'(\tilde{c}, c_m)} \left( \frac{\partial}{\partial t_r} \bigg|_{\mu_j'(\tilde{c}, c_m)} - \frac{\partial \mu_j^J}{\partial \Gamma_{r,J}}(\tilde{c}, c_m) \right) = 0.
\]

Proof. The proof of this lemma is the same as the proof of Lemma 5.5 in [VW].

Let \( j_m = 1 \). By Lemma 6.5 the vector \( \frac{\partial}{\partial t_r} \bigg|_{\mu_j'(\tilde{c}, c_m)} - \frac{\partial \mu_j^J}{\partial \Gamma_{r,J}}(\tilde{c}, c_m) \) lies in the kernel of the map \( dm_0 \bigg|_{\mu_j'(\tilde{c}, c_m)} \). By Lemma 5.8 this kernel is generated by \( \frac{h_0(\tilde{x}, \tilde{c}, c_m-1)}{h(\tilde{x}, \tilde{c}, c_m)} \). By Lemma 5.7 we
have $\frac{\partial \mu^j}{\partial \delta_{\nu}}(\bar{c},c_m) = a \frac{y_0(x,\bar{c},m-1)}{y_1(x,\bar{c},c_m,m^2)} h_0$ for some $a \in \mathbb{C}^\times$. Hence there exists a number $\gamma_m(\bar{c},c_m)$ such that $\frac{\partial}{\partial \nu} \mu^j(\bar{c},c_m) = \Gamma_{r,j} \gamma_m(\bar{c},c_m) \frac{\partial}{\partial \delta_{\nu}}$.

Let $j_m = 0$. By Lemma 5.5, the vector $\frac{\partial}{\partial \nu} \mu^j(\bar{c},c_m) = \frac{\partial \mu^j}{\partial \Gamma_{r,j}}(\bar{c},c_m)$ lies in the kernel of the map $d\Gamma_{1}(\mu^j(\bar{c},c_m))$. By Lemma 5.8, this kernel is generated by the polynomial $\frac{y_1(x,\bar{c},m-1)}{y_0(x,\bar{c},c_m,m^2)} h_0$.

By Lemma 5.7, we have $\frac{\partial \mu^j}{\partial \delta_{\nu}}(\bar{c},c_m) = a \frac{y_1(x,\bar{c},c_m,m^2)}{y_0(x,\bar{c},c_m,m^2)} h_0$ for some $a \in \mathbb{C}^\times$. Hence there exists a number $\gamma_m(\bar{c},c_m)$ such that $\frac{\partial}{\partial \delta_{\nu}} \mu^j(\bar{c},c_m) = \Gamma_{r,j} \gamma_m(\bar{c},c_m) \frac{\partial}{\partial \delta_{\nu}}$.

**Proposition 6.6.** The function $\gamma_m(\bar{c},c_m)$ is a polynomial on $\mathbb{C}^m$.

**Proof.** The proof is similar to the proof of Proposition 5.9 in [VW].

Let $g = x^d + \sum_{i=0}^{d-1} A_i(c_1,\ldots,c_m)x^i$ be a polynomial in $x, c_1,\ldots,c_m$. Denote $h = \ln g$ the logarithmic derivative of $g$ with respect to $x$. Consider the Laurent expansion of $h$ at $x = \infty$, $h = \sum_{i=1}^{\infty} B_i(c_1,\ldots,c_m)x^{-i}$.

**Lemma 6.7.** All coefficients $B_i$ are polynomials in $c_1,\ldots,c_m$.

The vector $Y = \frac{\partial}{\partial \nu} \mu^j(\bar{c},c_m)$ is a $3 \times 3$ diagonal matrix depending on $x, c_1,\ldots,c_m$, $Y = Y_1(\nu_{1,1} - \nu_{3,3})$ where $Y_1$ is a scalar function.

**Lemma 6.8.** The function $Y_1$ is a rational function in $x, c_1,\ldots,c_m$ which has a Laurent expansion of the form $Y_1 = \sum_{i=1}^{\infty} B_i(c_1,\ldots,c_m)x^{-i}$ where all coefficients $B_i$ are polynomials in $c_1,\ldots,c_m$.

The vector $Y = \frac{\partial \mu^j}{\partial \Gamma_{r,j}}(\bar{c},c_m)$ is a $3 \times 3$ diagonal matrix depending on $x, c_1,\ldots,c_m$, $Y = Y_1(\nu_{1,1} - \nu_{3,3})$ where $Y_1$ is a scalar function.

**Lemma 6.9.** The function $Y_1$ is a rational function of $x, c_1,\ldots,c_m$ which has a Laurent expansion of the form $Y_1 = \sum_{i=1}^{\infty} B_i(c_1,\ldots,c_m)x^{-i}$ where all coefficients $B_i$ are polynomials in $c_1,\ldots,c_m$.

Let us finish the proof of Proposition 6.6. The function $\gamma_m(\bar{c},c_m)$ is determined from the equation

$$\frac{\partial}{\partial \nu} \mu^j(\bar{c},c_m) - \frac{\partial \mu^j}{\partial \Gamma_{r,j}}(\bar{c},c_m) = a_1 \gamma_m(\bar{c},c_m) \frac{y_0(x,\bar{c},m-1)}{y_1(x,\bar{c},c_m,m^2)} h_0$$

if $j_m = 1$ and from the equation

$$\frac{\partial}{\partial \nu} \mu^j(\bar{c},c_m) - \frac{\partial \mu^j}{\partial \Gamma_{r,j}}(\bar{c},c_m) = a_2 \gamma_m(\bar{c},c_m) \frac{y_1(x,\bar{c},c_m,m^2)}{y_0(x,\bar{c},c_m,m^2)} h_0$$

if $j_m = 0$. Here $a_1, a_2$ are nonzero complex numbers independent of $\bar{c},c_m$.

The function $\frac{y_0(x,\bar{c},m-1)}{y_1(x,\bar{c},c_m,m^2)}$ has the Laurent expansion of the form $\sum_{i=1}^{\infty} B_i(c_1,\ldots,c_m)x^{-i}$ and the first nonzero coefficient $B_i$ of this expansion is 1 since the polynomials $y_0, y_1$ are monic polynomials. Hence $\gamma_m$ is a polynomial if $j_m = 1$. Similarly, the function $\frac{y_1(x,\bar{c},c_m,m^2)}{y_0(x,\bar{c},c_m,m^2)}$ has the Laurent expansion of the form $\sum_{i=1}^{\infty} B_i(c_1,\ldots,c_m)x^{-i}$ and the first nonzero coefficient $B_i$ of this expansion is 1 since the polynomials $y_0, y_1$ are monic polynomials. Hence $\gamma_m$ is a polynomial if $j_m = 0$.

**Theorem 6.1** is proved.
6.5. Critical points and the population generated from $y^0$.

**Theorem 6.10 (MV3).** If a pair of polynomials $(y_0, y_2)$ represents a critical point of the master function (4.1) for some parameters $k = (k_0, k_1)$, then $(y_0, y_1)$ is a point of the population of pairs generated from $y^0$.
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