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We develop a theory of interaction effects in graphene superlattices, where tunable superlattice periodicity can be used as a knob to control the gap at the Dirac point. Applied to graphene on hexa-boron-nitride (G/h-BN), our theory predicts substantial many-body enhancement of this gap. Tunable by the moiré superlattice periodicity, a few orders of magnitude enhancement is reachable under optimal conditions. The Dirac point gap enhancement can be much larger than that of the minibands opened by Bragg scattering at principal superlattice harmonics. This naturally explains the conundrum of large Dirac point gaps recently observed in G/h-BN heterostructures and their tunability by the G/h-BN twist angle.
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Opening up a band gap in graphene promises to unlock a host of tantalizing new physics [1,2]. It will also enable its technological adoption [3]. Recent attempts to open a gap at the Dirac point (DP) can be broadly classified into two principal strategies: (a) spontaneous excitonic gap from electron-electron interactions [4,5] and (b) inducing a-B sublattice asymmetry through an external potential (e.g., substrate) [6–12]. However, unlike bilayer graphene where (a) succeeds, the vanishing density of states in monolayer graphene suppresses interaction effects. Furthermore, it is experimentally challenging to create a commensurate potential on the lattice scale without generating disorder. So far, neither of these approaches alone has succeeded.

Here, we propose a synergistic approach that relies on strength drawn from combining (a) and (b). As we will see, fully in line with the adage ‘the whole is greater than the sum of its parts’ the interaction-enhanced Bragg scattering by a relatively weak superlattice potential can lead to large gap values. We show that enhancements can be substantial under realistic conditions. Further, the enhancement is tunable by superlattice wavelength, opening the doorway to engineering interaction effects in graphene.

Here we apply these ideas to G/h-BN superlattices [12–15]. Recent measurements found diverging resistance at DP in a G/h-BN system [16–18]. The insulating state at DP is observed despite the extreme cleanness of the system and when long-range disorder due to charge puddles is screened by gates. Curiously, the large gaps (of order 300 K) depended on twist angle [17]. This was unanticipated by noninteracting models [12]. As we show, these observations are explained naturally by our approach.

The dependence on the twist angle arises because this angle controls the periodicity of G/h-BN moiré patterns (Fig. 1 inset). The wavelengths in moiré superlattices can be as long as 100 atomic distances, depending on both the lattice mismatch and twist angle between graphene and h-BN, \( \lambda_0(\theta) = \lambda_0 \delta/(\theta^2 + \delta^2)^{1/2} \) [6,12]. In turn, the wave-length \( \lambda \) controls the DP gap \( \Delta_0 \) enhancement via renormalization group (RG) flow (Fig. 1). As a result, \( \Delta_0 \) can be tuned by \( \theta \). Our RG approach predicts a power-law scaling

\[
\Delta_0(\theta) \propto \left[ \frac{\lambda_0(\theta)}{\lambda_0} \right]^\gamma,
\]

giving a strong dependence on the twist angle \( \theta \). Here \( a = 1.42 \, \text{Å} \) is the carbon spacing and the value \( \gamma \) is estimated below [see Eq. (15)]. The twist angle-dependent \( \Delta_0 \) is consistent with recent experimental observations [17]. Our estimates, based on a one-loop RG, show that DP gap values as large as \( \Delta_0 \approx 5-40\,\text{meV} \) can be realized. The large enhancement predicted by RG originates from the fact that the DP gap arises at third order in a weak superlattice potential. While this suppresses the bare gap value, it also triples the scaling exponent \( \beta \) describing the interaction-induced enhancement [see Eqs. (10) and (11)].

The RG approach complements, in an important way, existing \textit{ab initio} calculations for commensurate and lattice-matched graphene heterostructures. Recently, gaps at DP arising from the sublattice asymmetry of SiC [7–9] and h-BN [10] have been predicted; substrate-induced gaps were observed in epitaxial graphene on SiC [11]. Interaction-enhanced gaps were also analyzed in a commensurate structure [19]. However, experimentally realistic graphene heterostructures are incommensurate and lattice mismatched with relevant superlattice length scales that exceed the atomic scale by almost 2 orders of magnitude. Such large registrations are beyond the capability of \textit{ab initio} techniques, which are typically limited to cell sizes of tens of atoms. On the other hand, the RG approach is ideally suited for describing long wavelength behavior. In this work, we set out to understand the interplay of interactions and incommensurability. While we focus on G/h-BN systems, our approach applies equally to other closely matched substrates such as SiC.
can exceed the side gaps opened by Bragg scattering at principal superlattice harmonics; see Fig. 1.

Because of long-period spatial oscillations in the moiré superlattice, the RG flow proceeds in two separate stages: stage 1 describing renormalization at length scales up to the moiré wavelength $\lambda < \lambda_0$ and stage 2 describing length scales $\lambda > \lambda_0$. The length scale at which the RG terminates is controlled by the screening length which is set by the distance to the gates when those are metallic, as in Ref. [20], or by the screening length in the gate if the latter is realized by a proximal graphene layer, as in Ref. [21]. Stage 1 acts as a “booster,” generating an enhancement of energy gaps which is much greater than that of carrier velocity. In stage 2, the growth of the side gap $\Delta_1$ stalls whereas the gap $\Delta_0$ continues to grow. As illustrated in Fig. 1, the gap $\Delta_0$ can eventually overtake $\Delta_1$ even if the latter starts with a larger microscopic bare value. This unusual hierarchy of energy scales $\Delta_0 > \Delta_1$ can serve as a telltale sign of interaction-assisted gap opening.

Turning to the analysis, since the moiré superlattice period is much larger than the lattice constant $\lambda_0 \gg a$, states in valleys $K$ and $K'$ are effectively decoupled. Hence, we can describe each valley by a continuum Hamiltonian with a pseudospin dependence reflecting $A$-$B$ sublattice modulation and an oscillatory position dependence reflecting the superlattice periodicity:

$$H_0 = \begin{pmatrix} u_{11} f(\mathbf{x}) & v p_+ + u_{12} f(\mathbf{x}) \\ v p_- + u_{21} f(\mathbf{x}) & u_{22} f(\mathbf{x}) \end{pmatrix}. \tag{2}$$

$$f(\mathbf{x}) = 2 \sum_{s=1,2,3} \cos(b_s x + \phi_s), \tag{3}$$

$p_\pm = p_+ \pm i p_3$. Here, $b_s \ (s = 1, 2, 3)$ are three Bravais vectors of the triangular superlattice oriented at $60^\circ$ angles relative to each other. Introducing pseudospin Pauli matrices $\sigma_{1,2,3}$ and adding long-range interactions, we write

$$\mathcal{H} = \int d^2x \sum_{i=1}^N \psi_i^\dagger(\mathbf{x}) \left[ v \sigma \cdot \mathbf{p} + m_3(\mathbf{x}) \sigma_3 + m_0(\mathbf{x}) \right] \psi_i(\mathbf{x}) + \frac{1}{2} \int d^2x d^2x' \frac{\epsilon^2}{|\mathbf{x} - \mathbf{x}'|} n(\mathbf{x}) n(\mathbf{x}'), \tag{4}$$

where $m_3 = \frac{1}{2}(u_{11} - u_{22}) f(\mathbf{x})$ and $m_0 = \frac{1}{2}(u_{11} + u_{22}) f(\mathbf{x})$. Here, $N = 4$ is the number of spin or valley flavors, and $n(\mathbf{x}) = \sum_{j=1,\ldots,N} \psi_i^\dagger(\mathbf{x}) \psi_j(\mathbf{x})$ is particle density. The off-diagonal terms $u_{12}$ and $u_{13}$, which describe a gauge-field coupling generated by strain, can be incorporated in the $v \sigma \mathbf{p}$ term. However, ab initio studies [22] indicate that it is a small contribution compared to $u_{11}$ and $u_{22}$.

The amplitude of sublattice modulation can be inferred from ab initio calculations [10] predicting $6(u_{11} - u_{22}) \approx 53$ meV for the equal-period case, $b = 0$. This gives amplitudes $m_3$ of individual Bragg harmonics which are more than 20 times smaller than the kinetic energy at the
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Bragg vector $e_0 = \frac{1}{2} h v |b| = 150$ meV estimated for the largest superlattice period $\lambda_0 = 14$ nm [23]. Hence, we can employ perturbation theory in the small ratio $m_3/e_0$.

The RG analysis of this Hamiltonian predicts that the $m_3$ harmonics grow under RG, whereas the $m_0$ harmonics do not grow (see below). Therefore, even if the microscopic values $m_3^{(0)}$ and $m_0^{(0)}$ are comparable, the band gaps will be dominated by the $m_3$ harmonics. We can therefore estimate the band gap opening at the edge of the superlattice Brillouin zone as $\Delta_1 = 2m_3$.

Importantly, the interaction with the superlattice leads to gap opening at DP. While a single $m_3$ harmonic is sign changing and cannot give rise to a gap by itself, $\langle e^{ibx} \rangle = 0$, a combination of three different harmonics can open up a gap at DP. Choosing triplets of harmonics with the sum of their wave vectors adding up to zero $b_i + b_j + b_k = 0$, third-order perturbation theory in $m_3$ yields a constant sublattice-asymmetric term [24]

$$H_0' = \sum_{\pm b_i, \pm b_j} m_3 \sigma_3 \frac{1}{v^* b_i} m_3 \sigma_3 \frac{1}{v^* b_j} m_3 \sigma_3 = -\frac{1}{2} \Delta_0 \sigma_3,$$

(5)

where $\Delta_0 = 12m_3^3/(v |b|)^2$ [the corresponding self-energy is shown in Fig. 2(a)]. Contributions similar to $H_0'$ can also arise when two out of three $m_3 \sigma_3$ terms are replaced by $m_0$ harmonics. However, since these harmonics do not grow under the RG (see below), these contributions are small. Since $m_3 \ll e_0$, the predicted numerical value is small $\Delta_0 \ll \Delta_1$ (a similar observation was made in Ref. [6]). However, as we find shortly, the gap $\Delta_0$ undergoes a giant boost due to interaction effects, growing faster than $\Delta_1$. As a result, the physical values $\Delta_0$ and $\Delta_1$ become comparable.

We describe the effect of interactions on the terms $m_0$ and $m_3$ in Eq. (4) using the RG approach developed in Refs. [25–27]. There are two distinct flavors of RG, a weak-coupling approach and a large-$N$ approach [5]. The weak-coupling RG, which uses $e^2/hv \ll 1$ as an expansion parameter, does not account for screening of the Coulomb interaction and features logarithmic enhancements. The large-$N$ RG, in contrast, describes strong coupling, fully accounts for screening, and produces power-law enhancements (see below). The two approaches differ quantitatively, yet they lead to qualitatively similar results. Here, we present detailed results for the more realistic large-$N$ approach.

We first treat the $m_0$ and $m_3$ terms in Eq. (4) as spatially uniform, ignoring their $x$ dependence. The approach is valid over the range of length scales $a < \lambda \approx \lambda_0$. Larger length scales $\lambda \approx \lambda_0$ will be analyzed below. Renormalization is found by dressing the $m_0$ and $m_3$ vertices in Feynman diagrams with vertex corrections and analyzing the corresponding log-divergent contributions. The vertex correction for the $m_0$ term is canceled by a corresponding contribution to the Green’s function residue, owing to the Ward identity that follows from gauge invariance. This can be seen more explicitly by analyzing the self-energy

$$\Sigma(\epsilon, p) = -\int d\epsilon' d^2p' \frac{V(\epsilon', p') G(\epsilon - \epsilon', p - p')}{{(2\pi)}^3} (6)$$

with $G(\epsilon, p) = 1/(i\epsilon - v \sigma \cdot p - m_3 \sigma_3 - m_0)$, and $V$ representing the dynamically screened interaction

$$V(\epsilon, p) = \frac{V_0(p)}{1 - NV_0(p) \Pi(\epsilon, p)}, \quad V_0(p) = \frac{2\pi e^2}{\kappa |p|}.$$  

(7)

Renormalization of the $m_0$ coupling, at linear order in $m_0$, is described by the quantity $\partial_{\epsilon} \Sigma + \partial_p \Sigma$ which vanishes due to the form of $G(\epsilon, p)$.

We note that the cancellation of log-divergent contributions due to the Ward identity does not apply to reducible diagrams. The latter generates a vertex correction giving an effective dielectric constant $\tilde{\kappa} = [1 - NV_0(p) \Pi(\epsilon, p)]/\kappa$, which describes intrinsic screening of the $m_0$ vertex by interband and intraband polarization.

Since the $m_3$ vertex is distinct from the $m_0$ vertex, we expect that log-divergent contributions do not cancel. As a result, electrons become “colored”; i.e., their coupling to the moiré superlattice potential is dominated by pseudospin-dependent interactions. The renormalization of $m_3$ was analyzed in Ref. [19], giving a scaling exponent $\beta = 16/\pi^2 N$ which is 2 times larger than the value $\beta_v = 8/\pi^2 N$ found for velocity renormalization in Ref. [27]. This leads to RG flow equations for the $m_3$ coupling and velocity:

$$\frac{dm_3}{d\xi} = \beta m_3, \quad \frac{dv}{d\xi} = \beta v, \quad \frac{2\pi}{\lambda_0} < |p| < p_0.$$  

(8)

where $\xi = \ln(p_0/|p|)$ is the RG time parameter, with $p_0 \sim 2\pi/a$ the UV cutoff. Interestingly, the relation $\beta = 2\beta_v$ also holds in the weak-coupling approach. The RG flow [Eq. (8)] predicts a power-law enhancement to the $m_3$ harmonic and velocity for $a < \lambda < \lambda_0$:

$$m_3 = (\lambda/a)^{\beta} m_3^{(0)}, \quad v = (\lambda/a)^{\beta} v^{(0)}.$$  

(9)

Similarly, renormalization of $\Delta_0 \propto m_3^3/v^2$ is obtained by adding the contributions shown in Figs. 2(b) and 2(c):

$$\frac{d\Delta_0}{d\xi} + \frac{3\Delta_0}{\delta \sigma \sigma m_3} - 2\Delta_0 \frac{\delta \sigma \sigma m_3}{\delta \sigma \sigma m_3} = \int d\epsilon' d^2p' \left[ \frac{V(\epsilon', p')}{(2\pi)^3} \left[ \frac{V(\epsilon', p')}{(ie' - v \sigma p')^2} - \frac{2V(\epsilon', p')}{(ie' - v \sigma p')^2} \right] \right]$$

$$=(3\beta - 2\beta_v) \ln p_0 \left| \frac{p}{p_0} \right|.$$  

(10)

where we integrate over $|p| \leq p' \leq p_0$. Taking $N$ to be large, we find the value $32/\pi^2 N$ which is 2 times larger than the exponent $\beta$ found in Ref. [19] and 4 times larger.
giving from a one-loop RG, we shall leave proximate character of the scaling dimensions obtained from initial value [Eq. (5)], the physical values for not yet understood. Yet, even a modest change in $v_j$ the Coulomb interaction. (b) Vertex renormalization and far faster than loop RG result gap enhancement due to interactions.

A tenfold increase in $\Delta_1$ translates into a 100-fold increase in $\Delta_0$; see Fig. 1. Thus, despite a handicap due to a small initial value [Eq. (5)], the physical values for $\Delta_0$ and $\Delta_1$ are in the same ballpark.

For the sake of generality, and acknowledging an approximate character of the scaling dimensions obtained from a one-loop RG, we shall leave $\beta$ and $\beta_v$ unspecified in the analytic expressions. An attempt to experimentally determine scaling exponents was made recently in Ref. [28], where a systematic change of the period of quantum oscillations with carrier density was interpreted in terms of Fermi velocity renormalization, giving a value $\beta_v = 0.5$--0.55, which is considerably larger than the one-loop RG result $\beta_v = (8/\pi^2) N = 0.2$. This discrepancy is not yet understood. Yet, even a modest change in $\beta_v$ may strongly impact the RG flow for the gap. Indeed, the enhancement factor $\Delta_0(\lambda_0)/\Delta_0(0)$ is of order 50 for $\beta_v = 0.2$ and grows exponentially as $\beta_v$ increases. Since the $\beta_v$ value is probably underestimated by a one-loop RG, we pick a conservative value $\beta_v = 0.3$ for the plots in Fig. 1, giving $\beta = 2\beta_v = 0.6$ (with the superlattice period $\lambda_0 = 14$ nm). This suffices to illustrate the dramatic character of gap enhancement due to interactions.

We note that the large gap enhancement in Eq. (11) stems predominantly from the combinatorial factor of 3 in the exponent $3\beta - 2\beta_v$. This factor reflects the general structure of coupling to superlattice, which generates the bare DP gap at third order in the coupling $m_3$. We therefore expect that, while the exponent $\beta$ value may change due to two-loop RG corrections, the exponent in Eq. (11) will remain large enough to generate substantial gap enhancement.

At length scales larger than $\lambda_0$, renormalization is suppressed by spatial oscillations in the $m_3$ term. In this regime, $m_3$ stops flowing and the gap $\Delta_1$ stays constant, as shown by the horizontal line in Fig. 1 (stage 2). In contrast, because the effective Hamiltonian $H_0'$ is x independent, modes with $|p| < (2\pi/\lambda_0)$ continue to provide an enhancement to the gap at DP, giving

$$\Delta_0(\lambda > \lambda_0) = (\lambda/\lambda_0)^\beta \Delta_0(\lambda_0).$$

The RG flow of $\Delta_0$ at stage 2 is described by the scaling exponent $\beta$ which is smaller than the value $3\beta - 2\beta_v$ found for stage 1. Nevertheless, the growth of $\Delta_0$ at stage 2 is still faster than that of velocity. As illustrated in Fig. 1, $\Delta_0$ can grow by several orders of magnitude, reaching $\Delta_1$ for large enough $\lambda$. For the parameters chosen in Fig. 1, $\Delta_0$ (red line) overtakes $\Delta_1$ (blue line), eventually making the gap at DP the largest gap in the system.

Renormalization of all the parameters in the system, including velocity $v$ and the gap $\Delta_0$, terminates either at an effective screening length set by the proximal gate or at a length scale generated self-consistently through a gap opening at DP. In the first case, the effective screening length is determined by the distance to the gate or by the screening length for the gate, whichever is larger. In the second case, realized for systems with remote gates or when the screening length is very large, RG terminates at a self-consistently defined length scale, $\lambda_\ast$, controlled by the gap opened at DP

$$\lambda_\ast = 2\pi/q_\ast, \quad \hbar q_\ast = \Delta_0(\lambda_\ast)/v(\lambda_\ast),$$

where the $\lambda$ dependence is obtained from RG flow. A similar approach was employed in Refs. [29,30] to estimate interaction-enhanced gaps opened at DP in chiral metallic carbon nanotubes. Under realistic conditions, as discussed above, we expect $\Delta_0 \ll \epsilon_0 = \hbar v|b|$. Hence, the self-consistent length scale satisfies $\lambda_\ast \gg \lambda_0$. In this case, plugging the dependence from Eqs. (9) and (12), we find $(\lambda_\ast/\lambda_0)^{2\beta - \beta_v} = \hbar v(\lambda_0)/[\lambda_0 \Delta_0(\lambda_0)]$, giving

$$\Delta_0(\lambda_\ast) = \left(\frac{\hbar v(\lambda_0)}{\lambda_0 \Delta_0(\lambda_0)}\right)^{\beta/(1 + \beta - \beta_v)} \Delta_0(\lambda_0) \propto \left(\frac{\lambda_0}{\lambda_\ast}\right)^\gamma.$$

$\gamma = 3\beta - 2\beta_v - (\beta(1 + 3\beta - 3\beta_v))/1 + \beta - \beta_v$. The predicted power-law dependence $\Delta_0$ vs moiré wavelength $\lambda_0$ [Eq. (14)] can be used to directly probe the effects of interactions. Setting $\beta = 2\beta_v$ (see discussion above), the expression for the scaling exponent simplifies as

$$\gamma = 4\beta_v - \frac{2\beta_v(1 + 3\beta_v)}{1 + \beta_v} = \frac{\beta(2 - \beta)}{2 + \beta}.$$
For $\beta = (16/\pi^2 N) = 0.4$ (a lower bound for the exponent), we find $\gamma = 0.27$. This produces a characteristic angle-dependent gap [see Eq. (1)].

The predicted scaling [Eq. (1)] can be tested by comparing the gap values measured in $G/h$-BN systems with different twist angles, similar to the method used in Ref. [23] for replica Dirac peaks. Renormalization effects are maximized for structures with near-perfect crystal axis alignment, such as those in recent experiments [17, 18, 31]. Indeed, as illustrated in Fig. 1(a) $\Delta_0$ can be enhanced by a factor of up to $10^3$. A conservative estimate of the superlattice harmonic $n^{(0)}_3 = \frac{1}{73} (53 \text{ meV})$ [10], would yield a gap as large as $\Delta_0 \approx 5-40 \text{ meV}$ [using Eq. (14) and $\beta = 2\beta_v = 0.4-0.6$]. This is close to recently observed gap values [16–18].

Besides the large gap values, interactions generate an anomalous hierarchy of gap sizes ($\Delta_0 > \Delta_1$) and a strong dependence of the gap $\Delta_0$ on the twist angle [Eq. (1)]. These effects provide clear experimental signatures for the proposed scenario. The effective interaction strength can be tuned by adjusting the superlattice wavelength, which is done by rotating the $G$ layer relative to the BN layer. This opens the doorway for realizing and exploring tunable interaction effects in graphene superlattices.
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