Spectroscopy of a driven solid-state qubit coupled to a structured environment
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We study the asymptotic dynamics of a driven spin-boson system where the environment is formed by a broadened localized mode. Upon exploiting an exact mapping, an equivalent formulation of the problem in terms of a quantum two-state system (qubit) coupled to a harmonic oscillator which is itself Ohmically damped, is found. We calculate the asymptotic population difference of the two states in two complementary parameter regimes. For weak damping and low temperature, a perturbative Floquet-Born-Markovian master equation for the qubit-oscillator system can be solved. We find multi-photon resonances corresponding to transitions in the coupled quantum system and calculate their line-shape analytically. In the complementary parameter regime of strong damping and/or high temperatures, non-perturbative real-time path integral techniques yield analytic results for the resonance line shape. In both regimes, we find very good agreement with exact results obtained from a numerical real-time path-integral approach. Finally, we show for the case of strong detuning between qubit and oscillator that the width of the $n$-photon resonance scales with the $n$-th Bessel function of the driving strength in the weak-damping regime.
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I. INTRODUCTION

Currently, we witness an impressive progress in realizing coherent quantum dynamics of macroscopic solid state devices. Very recently, experimental results on the quantum dynamics of a superconducting flux qubit coupled to a read-out SQUID have been reported. The flux qubit consists of a superconducting ring with three Josephson junctions and, in the proper parameter regime, it forms a quantum mechanical macroscopic two-state system (TSS). An external time-dependent driving force controls the state of the TSS. A SQUID couples inductively to the qubit and, together with an external shunt capacitance, it can be modeled as a harmonic oscillator (HO). Due to the coupling of the SQUID to the surrounding environment, the harmonic oscillator is (weakly) damped. The state of the qubit can be inferred from the state of the SQUID. The experiment provides spectroscopic data on the different transition frequencies of the coupled TSS-HO device. Moreover, Rabi oscillations involving different pairs of quantum states of the device have been revealed, including the so-termed red and blue sideband transitions between energy states of the coupled TSS-HO system.

Heading for a comprehensive detailed understanding, a quantitative modeling which includes the effects of time-dependent driving, decoherence and dissipation is required. Our description goes beyond the well-known Jaynes-Cummings model, by avoiding the strong rotating-wave approximation and by including a microscopic model for the environment. A generic theoretical model for studying the environmental effects on a driven TSS is the driven spin-boson model, where the TSS tunneling splitting is denoted by $\Delta$. The environment is characterized by a spectral density $J(\omega)$. The widest used form is that of an Ohmic spectral density, where $J(\omega)$ is proportional to the frequency $\omega$. It mimics the effects of an unstructured Ohmic electromagnetic environment. In the classical limit this leads to white noise and all transitions in the system are damped equally. However, if the environment for the qubit is formed by a quantum measuring device which itself is damped by Ohmic fluctuations, the simple description as an Ohmic environment might become inappropriate. In particular, the SQUID-detector being well described as a HO can equally well be considered as a (broadened) localized mode of the environment influencing the qubit as the central quantum system. In this picture, the plasma resonance at frequency $\Omega_p$ of the SQUID gives rise to a non-Ohmic effective spectral density $J_{\text{eff}}(\omega)$ for the qubit with a Lorentzian peak at the plasma frequency of the detector.

The effects of such a structured spectral density on decoherence have been investigated in several theoretical works in various limits. The role of the external driving being in resonance with the symmetric TSS at zero temperature has been studied in Ref. within a numerical flow
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The interplay between the external driving and the dynamics of the coupled TSS-HO system yields to additional multi-photon transitions, which can be explained only by considering the spectrum of the coupled system. These resonances have recently been observed experimentally. If the time-scale of the HO does not play a role, the multi-photon resonances occur in the driven qubit solely, which happens when the driving frequency (or integer multiples of it) matches the characteristic energy scales of the qubit. Such multi photon resonances can be experimentally detected in an ac-driven flux qubit by measuring the asymptotic occupation probabilities of the qubit, as the dc-field is varied. In these experiments the resonances were obtained by matching the frequency of the ac-field with the qubit energy levels only, where the detector energy levels did not play a role. These qubit resonances, which have also been theoretically investigated within a Bloch equation formalism in Ref. 17, could be explained in terms of intrinsic transitions in a driven spin-boson system with an unstructured environment.

In this paper, we provide a comprehensive theoretical description of the driven spin-boson system in the presence of a structured environment with one localized mode. Upon making use of the equivalence of this generic model with the model of a driven TSS coupled to an Ohmically damped HO, we first consider the experimentally most interesting case of low temperature and weak damping of the HO while the coupling between the TSS and the HO is kept arbitrary. In this regime, a Floquet-Born-Markov master equation can be established for the driven TSS-HO system. A restriction to the most relevant energy states allows the analytical calculation of the asymptotic TSS time-averaged population $P_\infty$, including the explicit shape of the resonance peaks and dips. We furthermore consider the case of strong damping and/or high temperature which is the complementary parameter regime. An analytic real-time path-integral approach within the non-interacting blip approximation for the driven TSS with the Lorentzian-shaped spectral density allows to analytically determine $P_\infty$ as well. We compare the results obtained from closed analytic expressions with those of numerically exact real-time QUAPI calculations in both parameter regimes and find a very good agreement validating our analytical approaches. Finally, we consider the weakly damped TSS with the localized mode in the limit of large HO frequencies. Then, the localized mode acts as a high-frequency cutoff and the usual Ohmically damped driven TSS is recovered. For this case, we employ an approximation valid for large driving frequencies and obtain a simple expression for the resonance line shapes for multi-photon transitions. Most importantly, we find that the width of the $n$-photon resonance scales with the $n$-th ordinary Bessel function. Parts of our results have been published in a short work in Ref. 18.

The paper is organized as follows: In Sec. II we present the theoretical model. Then, we treat the regime of weak damping and low temperatures in Sec. III. The complementary regime of strong damping is investigated in Sec. IV. The subsequent Sec. V contains the limit when the localized mode provides a high-frequency cut-off for the bath, and Sec. VI the discussion of the results and the conclusions. Details of the specific evaluation of rate coefficients are presented in Appendix A. In Appendix B an expansion used in the strong coupling regime is elaborated in detail.

II. THE DRIVEN QUBIT COUPLED TO A MACROSCOPIC DETECTOR

The driven TSS is described by the Hamiltonian

$$H_Q(t) = -\frac{\hbar \Delta}{2} \sigma_x - \frac{\hbar \epsilon(t)}{2} \sigma_z,$$

where $\sigma_i$ are Pauli matrices, $\hbar \Delta$ is the tunnel splitting, and $\epsilon(t) = \epsilon_0 + s \cos(\Omega t)$ describes the combined effects of a time-dependent driving and the static bias $\epsilon_0$. In the absence of ac-driving ($s = 0$), the level splitting of the isolated TSS is given by

$$\hbar \nu = \hbar \sqrt{\epsilon_0^2 + \Delta^2}.$$  

The detector can be associated as part of the TSS environment as a localized mode. This gives the spin-boson Hamiltonian $H_{SB}$ reading

$$H_{SB}(t) = H_Q(t) + \frac{1}{2} \sigma_z \hbar \sum_k \lambda_k \dot{b}_k \dot{b}_k + \sum_k \hbar \tilde{\omega}_k b_k \dot{b}_k + \sum_k \hbar \omega_k b_k \dot{b}_k.$$
Here $b_k$ and $b_k^\dagger$ are annihilation and creation operators of the $k$-th bath mode with frequency $\omega_k$. The presence of the detector determines the shape of the spectral density. Following Ref. 10, the dc-SQUID can be modeled as an effective inductance which is shunted with an on-chip capacitance. This gives rise to the effective spectral density

$$J_{\text{eff}}(\omega) = \sum_k \delta(\omega - \omega_k) + \frac{2\alpha\omega\Omega_p^2}{(\Omega_p^2 - \omega^2)^2} \left(1 + \frac{2\pi\kappa\omega\Omega_p}{\Omega_p^2 - \omega^2} \right)^2$$

(4)

of the bath having a Lorentzian peak of width $\gamma = 2\pi\kappa\Omega_p$ at the characteristic detector frequency $\Omega_p$. It behaves Ohmically at low frequencies with the dimensionless coupling strength $\alpha = \lim_{\omega \to 0} J_{\text{eff}}(\omega)/2\omega$. The qubit dynamics is described by the reduced density operator $\rho(t)$ obtained by tracing out the bath degrees of freedom. The relevant observable which corresponds to the experimentally measured switching probability is the population difference $\langle \sigma_z(t) \rangle = \exp(\frac{-\gamma}{2})$, i.e., $\frac{\partial}{\partial t} \langle \sigma_z(t) \rangle = \frac{\gamma}{2} \langle \sigma_z(t) \rangle$. The quasi-energy $\varepsilon_\alpha$ is an eigenvalue with Floquet state $|\phi_\alpha(t)\rangle$. Both Floquet states correspond to the same physical state. Because of their periodicity both the Floquet states and the Hamiltonian can be written as a

III. WEAK COUPLING: FLOQUET-BORN-MARKOV MASTER EQUATION

If the coupling between the HO and the bath is weak, i.e., $\kappa \ll 1$, we can choose an approach in terms of a Born-Markov master equation in an extended Floquet description. For a self-contained discussion, we shortly introduce below the required formalism of the Floquet theory. The interested reader can find more details in the review in Ref. 3.

A. Floquet formalism and Floquet-Born-Markovian master equation

For systems with periodic driving it is convenient to use the Floquet formalism that allows to treat periodic forces of arbitrary strength and frequency. It is based on the fact that the eigenstates of a periodic Hamiltonian $H(t) = H(t + 2\pi/\Omega)$ are of the form

$$|\phi_\alpha(t)\rangle = e^{-i\varepsilon_\alpha t/\hbar} |\phi_\alpha(0)\rangle, \quad \varepsilon_\alpha = \frac{\Omega^2}{2\kappa}.$$  

(8)

with the Floquet states $|\phi_\alpha(t)\rangle$ being periodic in time (as is the Hamiltonian) and $\varepsilon_\alpha$ are called the Floquet or quasi-energies. They can be obtained from the eigenvalue equation

$$\left(H(t) - i\hbar \frac{\partial}{\partial t}\right) |\phi_\alpha(t)\rangle = \varepsilon_\alpha |\phi_\alpha(t)\rangle.$$ 

(9)

If the quasi-energy $\varepsilon_\alpha$ is an eigenvalue with Floquet state $|\phi_\alpha(t)\rangle$, so is $\varepsilon_\alpha + \omega_\Omega$ with Floquet state $\exp(i\hbar\Omega t/\hbar) |\phi_\alpha(t)\rangle$. Both Floquet states correspond to the same physical state. Because of their periodicity both the Floquet states and the Hamiltonian can be written as a
Here, we have defined the density matrix elements $\langle a|\mathcal{H}_{\text{QO}}|b\rangle = \sum_{n} (H_{\text{QO}}^{(n-k)})_{ab} + n\hbar \delta_{ab} \delta_{nm}$. (12)

This allows us to define the Floquet Hamiltonian $\mathcal{H}_{\text{QO}} \equiv \mathcal{H}_{\text{QO}}(t) - i\hbar \frac{\partial}{\partial t}$ in matrix form with the matrix elements $\langle an|\mathcal{H}_{\text{QO}}|bm\rangle = (H_{\text{QO}}^{(n-m)})_{ab} + n\hbar \delta_{ab} \delta_{nm}$. (12)

In the notation $|an\rangle$, $a$ refers to a basis in which to express the Hamiltonian $\mathcal{H}_{\text{QO}}(t)$, while $n$ refers to the Fourier coefficient. The eigenvectors of $\mathcal{H}_{\text{QO}}$ are the coefficients $\phi^{(n)}_\alpha$.

The dynamics of the system coupled to a harmonic bath is conveniently described by an equation of motion for the density matrix $\rho$. Driving effects can be captured in an elegant way by formulating the equation of motion in the basis of Floquet states defined in Eq. (13). For weak coupling to the environment, it is sufficient to include dissipative effects to lowest order in $\kappa$. Within this approximation, a Floquet-Born-Markov master equation has been established. We average the $2\pi/\Omega$-periodic coefficients of the master equation over one period of the driving, assuming that dissipative effects are relevant only on timescales much larger than $2\pi/\Omega$. This yields equations of motion for the reduced density matrix $\rho_{\alpha\beta}(t) = \langle \phi_\alpha(t)|\rho(t)|\phi_\beta(t) \rangle$ of the form

$$\dot{\rho}_{\alpha\beta}(t) = -\frac{i}{\hbar}(\varepsilon_\alpha - \varepsilon_\beta)\rho_{\alpha\beta}(t) + \sum_{\alpha',\beta'} L_{\alpha\beta,\alpha',\beta'}(t)\rho_{\alpha',\beta'}(t),$$

(13)

with the dissipative transition rates

$$L_{\alpha\beta,\alpha',\beta'} = \sum_n \left( N_{\alpha\alpha',n} + N_{\beta\beta',n} \right) X_{\alpha\alpha',n} X_{\beta\beta',-n}$$

$$-\delta_{\beta\alpha'} \sum_{\beta',n} N_{\beta\beta',n} X_{\beta\beta',n} X_{\beta\alpha',-n}$$

$$-\delta_{\alpha\beta} \sum_{\alpha',n} N_{\alpha\alpha',n} X_{\alpha\alpha',n} X_{\alpha\beta',-n}.$$

(14)

Here, we have defined $X_{\alpha\beta,n} = \sum_k \langle \phi^{(k)}_\alpha|B + B^\dagger|\phi^{(k+n)}_\beta \rangle$, $N_{\alpha\beta,n} = N_{\alpha\beta,n} \equiv \langle \varepsilon_\alpha - \varepsilon_\beta + n\hbar \Omega \rangle$, and

$$N(\varepsilon) = \frac{\kappa}{2\hbar} \left( \coth \left( \frac{\varepsilon}{2k_B T} \right) - 1 \right).$$

(15)

We have neglected the weak quasi-energy shifts, which are of first order in the coupling to the environment. In the sequel, we will see from a comparison with exact numerical results that this approximation is well justified. In order to be able to solve Eq. (13), it is necessary to determine the Floquet quasi-energies $\varepsilon_\alpha$ and Floquet states $|\phi^{(n)}_\alpha \rangle$. How they can be determined perturbatively, is shown in the following subsection.

### B. Van Vleck perturbation theory

First, we have to specify the basis for the Floquet Hamiltonian according to Eq. (12). For the TSS+HO Hamiltonian $\mathcal{H}_{\text{QO}}$, we use the basis $|an\rangle$ defined via the single particle product state $|a\rangle = |g/e\rangle$ with $|g/e\rangle$ being the ground/excited state of the qubit, $|m\rangle$ the HO eigenstate, and $n$ the corresponding Fourier index. In detail, this implies that we can divide the Hamiltonian into a diagonal part

$$(\mathcal{H}_{\text{QO}})_{gmn,gmn} = \hbar[-\nu/2 + m\Omega + n\Omega],$$

$$(\mathcal{H}_{\text{QO}})_{emn,emn} = \hbar[\nu/2 + m\Omega + n\Omega],$$

(16)

and an off-diagonal part

$$(\mathcal{H}_{\text{QO}})_{an,bk} = V_{an,bk},$$

for $a \neq b, n \neq k$, (17)

which has non-zero elements. They read

$$V_{g(e)ln,g(e)mn} = (\sqrt{m+1}\delta_{l,m+1} + \sqrt{l+1}\delta_{l+1,m})\hbar g \varepsilon_0 / \nu,$$

$$V_{g(e)ln,g(e)mn} = (\sqrt{m+1}\delta_{l,m+1} + \sqrt{l+1}\delta_{l+1,m})\hbar g \Delta / \nu,$$

$$V_{g(e)mn,g(e)mk} = -(\delta_{k,n+1} + \delta_{k+1,n})\hbar s \varepsilon_0 / 4\nu,$$

$$V_{g(e)mn,g(e)mk} = -(\delta_{k,n+1} + \delta_{k+1,n})\hbar s \Delta / 4\nu.$$

(18)

In the remainder of this section we will assume that the elements of $V$ are small compared to the diagonal elements of $\mathcal{H}_{\text{QO}}$, which is justified if the coupling $g$ between TSS and HO and the driving amplitude $s$ are small.
compared to the other energy scales, i.e., $s, g \ll \Omega, \nu, \Omega_p$. This is the case in realistic experimental devices. The Fourier index $n$ ranges from $-\infty$ to $\infty$ and $m$ from 0 to $\infty$. The eigenvalues of the Floquet Hamiltonian following from Eqs. 17 and 18 have to be calculated numerically for a particular cut-off $n_{max}$ and $m_{max}$. In Fig. 2, the numerically obtained quasi-energy spectrum is shown as a function of the static bias $\varepsilon_0$ for the case $m_{max} = 4$ and $|n_{max}| = 8$. We find that for some values of the bias $\varepsilon_0$ avoided crossings of the quasi-energy levels occur when two diagonal elements of $H_{QO}$ have approximately the same values, i.e., when the condition

$$E_{an,bm} := (H_{QO})_{an,an} - (H_{QO})_{bm,bm} = 0 + O(V^2)(19)$$

is fulfilled. It follows from Eq. (18) that this happens when at least one of the two conditions

$$\nu = n\Omega \pm m\Omega_p + O(V^2),$$

$$n\Omega = m\Omega_p + O(V^2),$$

is fulfilled. At these avoided crossings the Floquet spectrum has quasi-degeneracies and as a consequence there are transitions between the different Floquet states. As it turns out below, this results in resonant peaks/dips in the stationary averaged population difference $P_\infty$, cf. Fig. 2.

Since we are interested in describing the resonance line shape for $P_\infty$, we have to determine the quasi-energies and Floquet states around a resonance, i.e., around an avoided crossing. For this, we use an approach which is perturbative in $V$. The unperturbed Hamiltonian is diagonal and, close to an avoided crossing, (nearly) degenerate. An appropriate perturbative method is the Van Vleck perturbation theory suitable for Hamiltonians for which the unperturbed spectrum has groups of (nearly) degenerate eigenvalues, well separated in energy space. An example of such a spectrum is shown in Fig. 3. This method defines a unitary transformation which transforms the Hamiltonian into an effective block-diagonal one. The effective Hamiltonian then has the same eigenvalues as the original Hamiltonian, with the quasi-degenerate eigenvalues in one common block.

The effective Hamiltonian can be written as

$$H_{\text{eff}} = e^{iS}H_{QO}e^{-iS}. \quad (21)$$

In Ref. 7, it is shown how to obtain $S$ systematically for every order in the perturbation. The small parameter is $V/\Delta E_2$ (see Fig. 3). Eigenvalues within one block can be arbitrarily close. This means that we can also use the expansion at resonance. We derive the expressions up to the second order in the perturbation. Two different cases are relevant: For the case when $(H_{QO})_{an,an}$ and $(H_{QO})_{bm,bm}$ are not nearly degenerate we find

$$iS_{an,bm}^{(1)} = \frac{V_{an,bm}}{E_{an,bm}},$$

$$iS_{an,bm}^{(2)} = \sum_{c,k} \frac{V_{an,ck}V_{ck,bm}}{2E_{bn,an}} \left( \frac{1}{E_{ck,an}} + \frac{1}{E_{ck,bm}} \right),$$

(22)

where the superscript indicates the order of perturbation theory. For the second case when $(H_{QO})_{an,an}$ and $(H_{QO})_{bm,bm}$ are nearly degenerate, we find $iS_{an,bm}^{(1)} = iS_{an,bm}^{(2)} = 0$.

In turn, the matrix elements of the $n$-th order term $H_{\text{eff}}^{(n)}$ of the effective Hamiltonian can be calculated, again for both cases. When $(H_{QO})_{an,an}$ and $(H_{QO})_{bm,bm}$ are not nearly degenerate, we find $H_{\text{eff}}^{(1)}_{an,bm} = H_{\text{eff}}^{(2)}_{an,bm} = 0$. For the second case, when $(H_{QO})_{an,an}$ and $(H_{QO})_{bm,bm}$ are nearly degenerate, one finds

$$(H_{\text{eff}}^{(1)})_{an,bm} = V_{an,bm},$$

$$(H_{\text{eff}}^{(2)})_{an,bm} = \frac{1}{2} \sum_{c,k} V_{an,ck}V_{ck,bm} \left( \frac{1}{E_{an,ck}} + \frac{1}{E_{bn,ck}} \right).$$

(23)

Since the effective block-diagonal Hamiltonian consequently only has $2 \times 2$ blocks, it is easy to diagonalize it. To obtain the eigenvectors of the original Floquet Hamiltonian (see Eqs. 17,18), the inverse of the transformation defined in Eq. 21 has to be performed on the eigenvectors. There is an infinite number of quasi-energy levels and Floquet states. However, because the eigenvalues $\varepsilon_\alpha$ and $\varepsilon_\alpha + n\hbar\Omega$ represent the same physical state, only one of them has to be considered. Still there is an
infinite number of levels because the Hilbert space of the HO Hamiltonian is infinite dimensional. Nevertheless, for practical calculations, only the relevant HO levels have to be taken into account. When there is a resonance between the states \(|e/g, 0, n\rangle\) and \(|e/g, l, n + k\rangle\), then at least the first \(l\) levels of the HO play a role. Higher levels can be omitted if one is interested in low temperatures, which is commonly the case, since for low temperatures their occupation number will be very small.

C. Line shape of the resonant peak/dip

To obtain the line shape of the resonant peak/dip in \(P_{\infty}\), we have to determine the stationary solution of Eq. \(13\). Depending on the number \(n_{max}\) of Floquet states taken into consideration, this might be considerably difficult. One facilitation might arise due to symmetries, i.e., elements of \(L_{\alpha\beta,\alpha'\beta'}\) being of the same size. Another possibility appropriate at low temperatures might be to neglect some of the dissipative transition rates. Moreover, a further possible approximation can be applied for \(\rho_{\alpha\beta}(\infty)\), if \(\varepsilon_\alpha\) and \(\varepsilon_\beta\) are not nearly-degenerate eigenvalues. In that case \(\varepsilon_\alpha - \varepsilon_\beta\) in Eq. \(13\) is much larger than the coefficients \(L_{\alpha\beta,\alpha'\beta'}\), since the coupling to the Ohmic environment is assumed to be weak. This, in turn, allows to make the partial secular approximation by setting \(\rho_{\alpha\beta}(\infty) = 0\). After the reduced density matrix in the Floquet basis is known, it is straightforward to calculate \(P_{\infty}\).

D. Example: The first blue sideband

As an example we will derive an analytical expression for the resonant dip at \(\nu \approx \Omega - \Omega_p\) which is called the first blue sideband. For this case, the matrix elements \((\mathcal{H}_{QO})_{g0n+1,g0n+1}\) and \((\mathcal{H}_{QO})_{e1n,e1n}\) are nearly degenerate, i.e.,

\[-\nu/2 + (n + 1)\Omega \approx \nu/2 + \Omega_p + n\Omega. \tag{24}\]

As the resonance occurs between two states which differ only by one oscillator quantum, we only take into account one excited level of the oscillator. We expect that this is a reasonable approximation for not too strong driving and low temperatures. The validity of this approximation will be checked against numerically exact results in the end. The elements of the transformation matrix \(S\) follow as \(S_{g0n+1, e1n} = S_{e1n, g0n+1} = 0\), while the remaining elements can be calculated straightforwardly using Eq. \(22\) and they will not be given here explicitly.

Since we include one HO excited energy level, we have four physically different eigenstates. Hence, we can express \(\mathcal{H}_{QO}\) in the basis \(\{|e, 1, -1\rangle, |g, 0, 0\rangle, |g, 1, 0\rangle, |e, 0, 0\rangle\}\). Performing the transformation defined in Eq. \(21\), we obtain the effective Hamiltonian in this basis as

\[
H_{\text{eff}} = \hbar \begin{pmatrix}
\frac{\nu}{2} + \Omega_p - \Omega + W_1 & -\Delta_1 & -\nu/2 + W_2 & 0 \\
-\Delta_1 & 0 & 0 & 0 \\
-\nu/2 + W_2 & 0 & 0 & 0 \\
0 & 0 & 0 & \nu/2 + W_4
\end{pmatrix}, \tag{25}
\]

The matrix elements are calculated using Eq. \(26\). They read

\[
\Delta_1 = \frac{\Delta_0 g_0 s [\Omega^2 + \Omega_p^2 + \nu(-\Omega + \Omega_p)]}{4 \nu(\Omega - \Omega_p) \Omega_p (\nu + \Omega_p)},
\]

\[
W_1 = -W_2 = \frac{\varepsilon_0 g^2}{\nu^2 \Omega_p} + \frac{\Delta_2 g^2}{\nu^2 (\nu + \Omega_p)} + \frac{\Delta_2 s^2}{8 \nu (\nu^2 - \Omega^2)} + \frac{\Delta_2 s^2}{8 \nu (\nu^2 - \Omega^2)},
\]

\[
W_3 = -W_4 = \frac{\varepsilon_0 g^2}{\nu^2 \Omega_p} - \frac{\Delta_2 g^2}{\nu^2 (\nu - \Omega_p)} - \frac{\Delta_2 s^2}{8 \nu (\nu^2 - \Omega^2)} - \frac{\Delta_2 s^2}{8 \nu (\nu^2 - \Omega^2)}.
\tag{26}
\]

The eigenvalues of the Hamiltonian \(25\) are the relevant quasi-energies, and they are readily obtained by diagonalization as

\[
\frac{\varepsilon_{1/2}}{\hbar} = -\frac{\nu}{2} + \frac{\delta}{2} \left(1 \mp \sqrt{1 + \frac{\Delta_1^2}{\delta^2}}\right) - W_1,
\]

\[
\frac{\varepsilon_3}{\hbar} = -\nu/2 + \Omega_p + W_3,
\]

\[
\frac{\varepsilon_4}{\hbar} = \nu/2 + W_4. \tag{27}
\]

From these formulas it follows that \(\delta = \nu - \Omega + \Omega_p + 2W_1\) is a measure of how far the system is off resonance. For \(\delta = 0\), the quasi-energies \(\varepsilon_1\) and \(\varepsilon_2\) show an avoided crossing of size \(\hbar \Delta_1\). Note that Eq. \(13\) implies that \(\Delta_1\) is the Rabi frequency at the blue sideband.

The eigenvectors, which are the Floquet states, of the \(4 \times 4\) effective block-diagonal matrix in Eq. \(25\) are easily obtained by performing the corresponding inverse trans-
formation. We find, with \( \tan \theta = 2|\Delta_1|/\delta \), the eigenstates

\[
|\phi_1\rangle = e^{-iS}[\sin(\theta/2)e^{-i\Delta t}|e, 1\rangle + \cos(\theta/2)|g, 0\rangle],
\]

\[
|\phi_2\rangle = e^{-iS}[\cos(\theta/2)e^{-i\Delta t}|e, 1\rangle - \sin(\theta/2)|g, 0\rangle],
\]

\[
|\phi_{3,4}\rangle = e^{-iS}|g, e/1, 0\rangle.
\]

We have used the inverse transformation of Eq. (10) to illustrate the time-dependence explicitly. Next, we calculate the rates given in Eq. (14) up to second order in \( V \).

The quasi-energies \( \varepsilon_1 \) and \( \varepsilon_2 \) are quasi-degenerate. To be definite, we assume a partial secular approximation: We set almost all off-diagonal elements of \( \rho \) to zero but keep \( \rho_{12}(\infty) \) and \( \rho_{21}(\infty) = \rho_{12}(\infty) \) different from zero. This allows to simplify the master equation (13). The stationary solutions are determined by the conditions

\[
0 = \sum_\beta L_{\alpha\alpha,\beta\beta}|\phi_\beta\rangle \langle \phi_\beta| + (L_{\alpha\alpha,12} + L_{\alpha\alpha,21})\text{Re}[\rho_{12}(\infty)],
\]

\[
0 = -\frac{i}{\hbar} (\varepsilon_1 - \varepsilon_2)\rho_{12}(\infty) + \sum_\alpha L_{12,\alpha\alpha}\rho_{\alpha\alpha}(\infty)
+ L_{12,12}\rho_{12}(\infty) + L_{12,21}\rho_{12}(\infty).
\]

It is most convenient to use the symmetry properties of the corresponding rates which are specified for this particular example in the Eqs. (A1) in Appendix A. In turn, there are eight independent rates associated to all possible transitions. They are explicitly given in the Eqs. A2.

First we consider the rates exactly at resonance \( \delta = 0 \). Since then \( \sin^2(\theta/2) = \cos^2(\theta/2) = 1/2 \), all rates contain a term which is of zeroth order in \( V \). If we neglect the small second order terms, we find

\[
L_{22,44} = L_{11,44} - L_{33,22} = L_{33,11} = -L_{33,21} = N(h\Omega_p),
\]

\[
L_{22,33} = L_{11,33} = L_{44,22} = L_{44,11} = L_{44,21} = -L_{21,33} = N(-h\Omega_p),
\]

\[
L_{11,21} = L_{22,21} = L_{21,22} = L_{21,11} = \frac{1}{2} [N(h\Omega_p) - N(-h\Omega_p)],
\]

\[
L_{12,12} = -N(-h\Omega_p) - N(h\Omega_p).
\]

Solving Eq. (29) together with (30) finally yields

\[
\rho_{11}(\infty) = \rho_{22}(\infty) = \frac{N(-h\Omega_p)N(h\Omega_p)}{[N(-h\Omega_p) + N(h\Omega_p)]^2},
\]

\[
\rho_{33}(\infty) = \frac{N(h\Omega_p)^2}{[N(-h\Omega_p) + N(h\Omega_p)]^2},
\]

\[
\rho_{44}(\infty) = \frac{N(-h\Omega_p)^2}{[N(-h\Omega_p) + N(h\Omega_p)]^2},
\]

\[
\rho_{12}(\infty) = 0.
\]

Eventually, this gives the simple result at resonance, \( \delta = 0 \),

\[
P_\infty = -\frac{\varepsilon_0}{\nu} \tanh \left( \frac{h\Omega_p}{2k_B T} \right) + O(V^2),
\]

which implies a complete inversion of population at low temperatures! We will discuss the physics of this in section A1. Note that no further assumption on the temperature was made while deriving this formula.

Next we will derive an expression for the peak shape around the resonance. For this, we assume low temperatures, i.e., \( k_BT/\hbar \ll \Omega_p, \Omega, \nu \). This allows us to set \( N(h\Omega_p) = N(h\Omega) = N(h\nu) = 0 \). Far enough away from resonance, it is appropriate to assume that \( \rho_{12}(\infty) \approx \rho_{21}(\infty) \approx 0 \), and \( \sin(\theta/2) \approx \theta/2 \). Thus, it follows from Eq. (A1) that there are only four independent rates in this case, namely \( L_{44,22} \), \( L_{22,44} \), \( L_{44,11} \) and \( L_{11,44} \). Within our approximations, we find that \( L_{22,44} = O(V^3) \). So only three rates are relevant which read

\[
L_{44,22} = 2\cos^2(\theta/2) \approx 2,
\]

\[
L_{11,44} = 2L_\Omega(\varepsilon_{1.4,0}) \cos^2(\theta/2) \approx \frac{8\Delta_1^2g^2\Omega_p^2}{(\nu - \Omega_p^2)^2},
\]

\[
L_{44,11} = 2\sin^2(\theta/2) \approx \theta^2/2 \approx 2\Delta_1^2/\delta^2,
\]

where the quantity \( L_\Omega \) is given in Appendix A. Note that \( L_{44,22} \gg L_{44,11}, L_{11,44} \). In this limit we find for the asymptotic density matrix elements

\[
\rho_{11}(\infty) = \frac{L_{11,44}}{L_{11,44} + L_{44,11}},
\]

\[
\rho_{22}(\infty) = \rho_{33}(\infty) = 0,
\]

\[
\rho_{44}(\infty) = 1 - \rho_{11}(\infty),
\]

which gives the central result

\[
P_\infty = \frac{\varepsilon_0}{\nu} \frac{L_{11,44} - L_{44,11}}{L_{11,44} + L_{44,11}} + O(V^2)
\]

\[
\approx \frac{\varepsilon_0}{\nu} \left( 1 - \frac{2\Delta_1^2v^2(\nu^2 - \Omega_p^2)^2}{\Delta_2^4v^4(\nu^2 - \Omega_p^2)^4 + 4\Delta_1^4g^2\Omega_p^2}\right).
\]

A comparison between the result of this formula and different numerical results, including those of an exact numerical ab-initio real-time QUAPI calculation,24,25,26 is shown in Fig. 4. For the QUAPI-simulations, we have used the optimized parameters26 \( \Delta t = 0.23/\Delta, M = 12 \) and \( K = 1 \). Moreover, we have applied an exponential cut-off for the Ohmic bath with a cut-off frequency \( \omega_c = 10\Delta \) (since we are considering long-time stationary results, the explicit shape of the cut-off is irrelevant). Note that the picture of the TSS+HO being the central quantum system which is coupled to an Ohmic environment is particularly suited for QUAPI since the coherent dynamics of the central quantum system is treated exactly. A very good agreement, even near resonance, is found among all the used numerical schemes.

E. Results and discussion

To get a qualitative understanding of the results it is important to realize how the rates \( \lambda_{\alpha\beta,\alpha'\beta'} \) are formed.
All Floquet states are superpositions of the four unperturbed states $|g, 0\rangle$, $|g, 1\rangle$, $|e, 0\rangle$, $|e, 1\rangle$. The rates $L_{\text{osc}}$, $L_q$, $L_{q, \text{osc}}$ defined in Eq. (12) describe the time scales of the transitions between the different unperturbed states.

In this discussion these will be called the basic transition rates. If we want to calculate the rates $L_{\alpha\beta', \beta'''}$ which describe transitions between different Floquet states, we have to multiply the basic rates by the square of the amplitudes in the superpositions. For example the Floquet state $|\phi_1\rangle$ consists of an unperturbed state $|e, 1\rangle$ with amplitude $\sin(\theta/2)$, and $|g, 0\rangle$ with amplitude $\cos(\theta/2)$. The rate $L_{44,11}$ describing the dissipative transition from $|\phi_1\rangle$ to $|\phi_4\rangle$ has a term which is the basic transition rate from $|e, 1\rangle$ to $|e, 0\rangle$ ($L_{\text{osc}}$) multiplied by $\sin^2(\theta/2)$, and a term which is the product of the basic transition rate from $|g, 0\rangle$ to $|e, 0\rangle$ ($L_q$) and $\cos^2(\theta/2)$. In this qualitative explanation we can neglect the amplitudes of the other states in $|\phi_1\rangle$ and $|\phi_4\rangle$ which are $O(V^2)$.

Now we consider the rates at resonance. Here, the amplitudes $\sin(\theta/2)$ and $\cos(\theta/2)$ are equal and we only have to consider the largest basic rate which is $L_{\text{osc}}$. The dominant transition from $|\phi_4\rangle$ to $|\phi_4\rangle$ is via the basic transition from $|e, 1\rangle$ to $|e, 0\rangle$ and it is fast (both amplitude in the superposition and rate $L_{\text{osc}}$ are of order one). The same holds for the transitions between $|\phi_2\rangle$ to $|\phi_4\rangle$. There will also be a transition between $|\phi_3\rangle$ and $|\phi_1\rangle$, $|\phi_2\rangle$ via the basic transition between $|g, 1\rangle$ and $|g, 0\rangle$. Since only the decay of the oscillator plays a role, the stationary state is a thermally equilibrated mixture between $|e/g, 1\rangle$ and $|e/g, 0\rangle$ which is described by Eq. (12).

Away from resonance, the amplitude $\sin(\theta/2)$ becomes small ($\sim \Delta$) implying that other basic transitions start to play a role. The transition from $|\phi_2\rangle$ to $|\phi_4\rangle$ is still dominated by the basic transition from $|e, 1\rangle$ to $|e, 0\rangle$ with large amplitude $\cos(\theta/2)$. Within our assumption of low temperatures used to derive Eq. (18), the state $|\phi_2\rangle$ is weakly populated after long times. The same holds for $|\phi_1\rangle$. Between $|\phi_1\rangle$ and $|\phi_4\rangle$ two basic transitions are important. The first is a transition from $|e, 1\rangle$ to $|e, 0\rangle$ with large rate (i.e., fast) but low amplitude ($\sin(\theta/2)$) (i.e., rare). For low temperatures, this rate describes transitions from $|\phi_1\rangle$ to $|\phi_4\rangle$ and it dominates $L_{44,11}$ in Eq. (18). The other basic transition occurs via the unperturbed states $|e, 0\rangle$ and $|g, 0\rangle$. The basic rate $L_q$ is small, but it has a large amplitude ($\cos(\theta/2)$). For low temperatures this mechanism causes transitions from $|\phi_4\rangle$ to $|\phi_1\rangle$ and it is the dominant part of $L_{11,44}$. The stationary state is described by the ratio of the rates as described by Eq. (18). Note that since both rates scale with $g^2$ the final result does not depend on $g$, for small $g$. For other resonances we find a different eigenvalue splitting and the peak shape will depend on $g$.

We will now try to give a more physical insight in the nature of this resonance. First consider the case when $T = 0$ and we are exactly on resonance. The driving induces transitions from $|g, 0\rangle$ to $|e, 1\rangle$ while the direct coupling of the HO to the environment will cause a fast decay of the population from $|e, 1\rangle$ to $|e, 0\rangle$. This transition from $|g, 0\rangle$ to $|e, 0\rangle$ via driving and decay has to compete with the decay from $|e, 0\rangle$ to $|g, 0\rangle$, but the last process is much slower because the TSS is not directly coupled to the environment. So all the population is in $|e, 0\rangle$ and there is a complete inversion of population. For $T \neq 0$ there will be a thermal equilibrium between ground and excited state of the oscillator.

When the system is not exactly at resonance the driving induced transitions are much slower $\propto g^2$ and the decay of the oscillator is still fast. This means that the transition from $|g, 0\rangle$ to $|e, 0\rangle$ is slower than at resonance. The time associated with the decay from $|e, 0\rangle$ to $|g, 0\rangle$ is also $\propto g^2$ and the ratio of the time scales of the two processes gives the ratio of the populations of $|e, 0\rangle$ and $|g, 0\rangle$ (at $T = 0$, for higher $T$ the states $|g/e, 1\rangle$ are also populated). This ratio is independent of $g$ and so is $P_\infty$.

A similar analysis can be performed for the first red sideband at $\nu = \Omega + \Omega_p$. At resonance it yields $P_\infty = \frac{\nu}{\nu^2} \log\frac{\nu B}{\Delta} + O(V^2)$, which is very close to thermal equilibrium for low $T$.

For the resonance at $\nu = \Omega_p$, only the oscillator is excited. After having traced it out, we expect just thermal equilibrium given by $P_\infty = \frac{\nu}{\nu^2} \tanh\left(\frac{\nu}{\nu B} T\right)$.

IV. STRONG COUPLING: NIBA

In the complementary regime of large environmental coupling and/or high temperatures it is convenient to employ model (a), and it is appropriate to treat the system’s dynamics within the noninteracting-blip approximation (NIBA)\(\text{a}\). The NIBA is non-perturbative in the coupling $a$ but perturbative in the tunneling splitting $\Delta$. It is a good approximation for sufficiently high temperatures and/or dissipative strength, or for symmetric systems. Within the NIBA and in the limit of large driving frequencies $\Omega \gg \Delta$, one finds

$$P_\infty = \frac{\kappa_0^{-1}(0)}{\kappa_0^{-1}(0)}, \quad \text{(36)}$$

![FIG. 4: $P_\infty$ vs $\epsilon_0$ (in units of $\Delta$) around the peak at $\nu = \Omega - \Omega_p$. The solid lines are the analytical prediction for (a) $g = 0.05\Delta$, (b) $g = 0.2\Delta$, (c) $g = 0.4\Delta$. The triangles are the results of a Floquet-Bloch-Redfield simulation, cf. Eq. (13), with one (upward) triangles and two (downward) triangles HO levels taken into account. The circles in (b) are the results from a QUAPI simulation with six HO levels (see text). We choose $s = 2\Delta$, $\Omega = 10\Delta$, $\kappa = 0.014$, $k_B T = 0.1h\Delta$.](image)
Here,
\[
k_0'(0) = \Delta^2 \int_0^\infty d\hbar(t) \sin(\varepsilon_0 t) J_0 \left( \frac{2s}{\Omega} \sin \Omega \frac{1}{2} \right),
\]
\[
k_0^\pm(0) = \Delta^2 \int_0^\infty d\hbar(t) \cos(\varepsilon_0 t) J_0 \left( \frac{2s}{\Omega} \sin \Omega \frac{1}{2} \right),
\]
with \( J_0 \) being the zeroth order Bessel function. Dissipative effects of the environment are captured by the terms
\[
h^+(t) = e^{-Q'(t)} \cos[Q''(t)],
\]
\[
h^-(t) = e^{-Q'(t)} \sin[Q''(t)].
\]
Here, \( Q'(t) \) and \( Q''(t) \) are the real and imaginary parts of the bath correlation function
\[
Q(t) = \int_0^\infty \frac{d\omega}{\omega^2} J(\omega) \cosh(\omega\beta/2) - \cosh[\omega(\beta/2 - it)] \sinh(\omega\beta/2).
\]
For the peaked spectral density given in Eq. (41) one finds
\[
Q'(t) = Q'_1(t) - e^{-\Gamma_1}[Y_1(\Omega_p t) + Y_2(\Omega_p t)],
\]
\[
Q''(t) = A_1 - e^{-\Gamma_1}[A_1 \cos(\Omega_p t) + A_2 \sin(\Omega_p t)].
\]
Here, \( \beta = \hbar/k_B T, \Gamma = \pi \kappa \Omega_p, \Omega_p^2 = \Omega^2 - \Gamma^2 \)
\[
Q'_1(t) = Y_1 + \alpha \Omega_p [\frac{\sinh(\beta \Omega_p t)}{2\Omega_p} + \frac{\sin(\beta t)}{2\Gamma}]
\]
\[
- \frac{4\Omega_p^2}{\beta} \sum_{n=1}^{\infty} \frac{1}{(\Omega_p^2 + \nu_n^2)^2 - 4\Gamma^2 \nu_n^2},
\]
where \( \nu_n = 2\pi n/\beta. \) Moreover, \( C = \cosh(\beta \Omega_p) - \cos(\beta \Gamma), \)
\( CY_1/2 = \mp A_{1/2} \sinh(\beta \Omega_p) - A_{1/2} \sin(\beta \Gamma), \)
\( A_2 = \alpha \pi (\Gamma^2 - \Omega_p^2)/(2\Omega_p), \) \( A_1 = \pi \alpha. \) As follows from Eq. (39), \( Q' \) and \( Q'' \) display damped oscillations with frequency \( \Omega_p \) (cf. Fig. 1b) which are not present for a pure Ohmic spectrum. It is the interplay between these oscillations and the driving field which induces the extra resonances in \( P_\infty. \)

To proceed, we rewrite the kernels \( k_0^\pm(0) \) in a more convenient form. In the integrand of Eq. (37) the functions \( \cos[Q''(t)], \sin[Q''(t)] \) and \( e^{-Q'(t)} + Q'_1(t) \) oscillate with frequency \( \Omega_p \) and we can expand them as
\[
\cos[Q''(t)] = \sum_{m=-\infty}^{\infty} [D_m \cos(m \Omega_p t) + E_m \sin(m \Omega_p t)],
\]
\[
\sin[Q''(t)] = \sum_{m=-\infty}^{\infty} [F_m \cos(m \Omega_p t) + G_m \sin(m \Omega_p t)],
\]
\[
e^{-Q'(t)} + Q'_1(t) = \sum_{m=-\infty}^{\infty} [H_m \cos(m \Omega_p t) + K_m \sin(m \Omega_p t)].
\]
(41)
The coefficients \( D_m, E_m, F_m, G_m, H_m \) and \( K_m \) are time dependent and they are given in Appendix B. Inserting these expansions into Eq. (37), and also using the Fourier representation of \( J_0 \) \( (\sin \frac{\beta t}{2}), \) we find
\[
k_0^\pm(0) = \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \Delta^2 \int_0^\infty \frac{dt}{\omega} e^{-Q'(t)} f^\pm_{mn}(t).
\]
Here, \( \varepsilon_{mn} = \varepsilon_0 - m \Omega_p - n \Omega \), and
\[
f^\pm_{mn}(t) = \text{Re}[c^\pm_{mn}(t) \cos(\varepsilon_{mn} t) \pm \text{Im}[c^\mp_{mn}(t) \sin(\varepsilon_{mn} t)]],
\]
\[
c^\pm_{mn} = J^2_n \left( \frac{s}{\Omega} \right) J_m(e^{-\Gamma_1 \Omega_p} \sin(m \phi) \pm \text{Im}[c^\mp_{mn}(t) \sin(\varepsilon_{mn} t)].
\]
(43)
with \( J_n \) being a Bessel function of order \( n \), and
\[
\omega_1 = \sqrt{(A_1 - i Y_1)^2 + (A_2 - i Y_2)^2},
\]
\[
\tan \phi = \frac{A_2 - i Y_2}{A_1 - i Y_1}.
\]
(44)
Thus, from Eq. (13), we expect resonances when \( \varepsilon_{mn} = 0. \)
In the limit \( \Gamma / \Omega_p \ll 1 \) and for not too large \( T \) (i.e., \( \cos(\beta \Gamma) \ll \cosh(3 \beta \Omega_p) \)), we find that
\[
\tan(m \phi) \approx i \tanh \left( \frac{m \beta \Omega_p}{2} \right).
\]
(45)
Inserting this into Eq. (39), we obtain
\[
\text{Im}[c^\pm_{mn}(t)] = c_{mn}^- = c_{mn}^+.
\]
(46)
If the environmental mode is enough localized (i.e., the integrand of Eq. (37) is only damped after several oscillations), we expect that the sum in Eq. (42) is dominated by the coefficient of \( \cos \varepsilon_{mn} t \) if \( \varepsilon_{mn} = 0. \) This means that
\[
f^+_{mn}(t) \approx \text{Re}[c^+_{mn}(t)],
\]
\[
f^-_{mn}(t) \approx \tan \left( \frac{m \beta \Omega_p}{2} \right) \text{Re}[c^+_{mn}(t)].
\]
(47)
which leads to
\[ P_\infty = \tanh \left( \frac{m\beta \Omega_p}{2} \right). \]  

Without driving we only have terms with \( n = 0 \) and \( \epsilon_{m0} = 0 \) implies that \( \epsilon_0 = m\Omega_p \). In that case Eq. (48) gives the NIBA thermal equilibrium value. Hence, in order to find resonances we need to apply driving. For “conventional” resonances at \( \epsilon_0 = n\Omega \), we put \( m \to 0 \) and we find \( P_\infty \approx 0 \), as predicted for unstructured environments. Finally, for \( \epsilon_0 = n\Omega \pm m\Omega_p \), we recover \( P_\infty \approx \pm \tanh(m\beta \Omega_p/2) \), as was also found within the Floquet-Born-Markov approach, cf. (62). Results of a numerical evaluation of \( P_\infty \) are shown in Fig. 14, along with the NIBA result (43), as well as the exact ab-initio real-time QUAPI method (24, 25, 26). Resonance dips are observed at \( \epsilon_0 = \Omega \), \( \epsilon_0 = \Omega - \Omega_p \), and \( \epsilon_0 = \Omega - 2\Omega_p \). For \( k_B T \ll \hbar \Omega_p \), we also find the first red sideband at \( \epsilon_0 = \Omega + \Omega_p \), see inset (a).

V. LIMIT \( \Omega_p \gg \nu \)

In the limit when the frequency \( \Omega_p \) of the HO is much larger than the effective TSS level splitting \( \nu \), the peak in the spectral density at \( \Omega \) acts as a high-frequency cut-off for an effective Ohmic bath, see Eq. (3). In other words, the oscillations in the correlation functions, see Sec. XIV, which occur on a time-scale \( \Omega^{-1} \) are very fast and can be averaged out when only the long-time dynamics is of interest and short-time effects are not considered. In this limit, the standard driven and Ohmically damped spin-boson model (19, 20) is recovered. In the regime of weak damping \( \alpha \ll 1 \), the stationary population difference \( P_\infty \)

This result can be simplified upon observing that the second term in the numerator is small if the driving is not too large, since then \( \Delta_n^2 \ll \Delta_0^2 \). Moreover, we are interested in the regime \( \epsilon_0 \gg \Delta \) which is the saturation regime implying that \( \nu \approx \epsilon_0 \) and at low temperatures. Then, away from the resonance point at \( n\Omega \approx \epsilon_0 \), the second term in the denominator in Eq. (51) can be neglected and one recovers the standard result, if one uses that \( \Delta_0 \approx \Delta \) which is fulfilled for weak driving. It reads

\[ P_\infty^{(n)}(\epsilon_0) = \frac{\epsilon_0^2 \Delta_0^2 (\epsilon_0^2 + \Delta_0^2 - \epsilon_n^2) \mathcal{J}_{\text{Ohm}}(\vartheta_0)}{\Delta_0^2 \epsilon_n^2 (\epsilon_n^2 + \Delta_0^2 - \epsilon_n^2) \mathcal{J}_{\text{Ohm}}(\vartheta_0) \coth \frac{\hbar \vartheta_0}{2k_B T} - \Delta_0^2 \epsilon_0^2 (\epsilon_0^2 + \Delta_0^2 - \epsilon_n^2) \mathcal{J}_{\text{Ohm}}(\vartheta_n) \coth \frac{\hbar \vartheta_n}{2k_B T}}. \]  

(51)

has been determined within the assumption of large driving frequencies \( \Omega \gg \Delta \ldots \) upon using analytic real-time path integral methods in Ref. (27). In this Section, we use this high-frequency approximation of Ref. (27) as a starting point, and derive a closed simple analytic expression for the peak shape of the “common” multi-photon resonance. Most importantly, we find the scaling of the width of the \( n \)-photon resonance as the \( n \)-th Bessel function \( J_n(s/\Omega) \). This scaling behavior has been observed experimentally in superconducting flux qubit devices (28).

The central issue in finding a closed analytic expression for \( P_\infty \) is to find the roots \( \vartheta_n \) of the pole equation (27).

\[ \prod_{n=-\infty}^{+\infty} (\epsilon_n - \vartheta^2) + \sum_{n=0}^{\infty} \Delta_n^2 \prod_{n=-\infty}^{+\infty} (\epsilon_n - \vartheta^2) = 0. \]

(49)

Here, \( \epsilon_n = \epsilon_0 - n\Omega \) is the photon-induced bias and \( \Delta_n = \left| J_n(s/\Omega) \right| \Delta \) is the field-dressed tunneling splitting of the TSS, where \( J_n(x) \) is the \( n \)-th ordinary Bessel function. Considering the \( n \)-photon resonance, we numerically find that, up to extremely high numerical precision, the roots of Eq. (49) are given by

\[ \vartheta_0 = \sqrt{\epsilon_0^2 + \Delta_0^2}, \]
\[ \vartheta_{n\neq 0} = \sqrt{\epsilon_n^2 + \Delta_0^2}, \]
\[ \vartheta_{k\neq n, 0} = \epsilon_k. \]

(50)

Plugging Eqs. (50) in the expressions for \( P_\infty \) given in Ref. (27), see Eqs. (6) and (7) therein, we find a closed expression for the lineshape of the \( n \)-photon resonance to be

\[ n \Omega \approx \epsilon_0, \] **one finds a Lorentzian line shape, i.e.,**

\[ P_\infty^{(n)}(\epsilon_0) = \frac{\Delta_n^2 (\epsilon_0 - n\Omega)^2}{\Delta_0^2 (\epsilon_0 - n\Omega)^2 + 2 \epsilon_n^2 \Delta_0^2 k_B T / \hbar}. \]

(53)

where we have expanded the second coth term in the denominator (see Eq. (51)) up to lowest order in the argument, which is appropriate since \( \vartheta_n \) is small at resonance (and at low temperature). The linewidth of the Lorentzian peak can be calculated as the full width at half maximum (FWHM)

\[ \Delta \epsilon^{(n)} = 2 \sqrt{2n\Omega \left( \frac{\Delta_n}{\Delta_0} \right)^2 \left( \frac{k_B T}{\hbar} \right)^2 + \left( \frac{\Delta_n}{\Delta_0} \right)^4 \left( \frac{k_B T}{\hbar} \right)^2}. \]

(54)
Note that this result obtained from the high-frequency approximation is independent of the damping constant. Moreover, the leading term is the first term under the square root in Eq. (54). Note furthermore that for the case of infinitesimal driving, the FWHM is not correctly reproduced by Eq. (54) since it would approach zero. However, as it is known from NMR within a treatment in terms of the Bloch equation, in this case, the FWHM is dominated by the dephasing rate \( \Gamma \), i.e.,

\[
\Delta \varepsilon (n) = 2 \sqrt{\frac{\Delta_0^2 + 2 n \Omega k_B T}{\hbar}}.
\]

However, as it is known from NMR within a treatment in terms of the Bloch equation, in this case, the FWHM is dominated by the dephasing rate \( \Gamma \), i.e.,

\[
\Delta \varepsilon (n) = 2 \sqrt{\frac{\Delta_0^2 + 2 n \Omega k_B T}{\hbar}}.
\]

As follows from Eq. (56), the FWHM of the n-photon resonance scales with the n-th ordinary Bessel function, i.e., \( \Delta \varepsilon (n) \sim J_n(\pi \Omega / \hbar) \) as also confirmed by experimental measurements.28

VI. CONCLUSIONS

In conclusion we have investigated the problem of a quantum mechanical driven two-state system being coupled to a structured environment which has a localized mode at a frequency \( \Omega_p \) but behaves Ohmically at low frequencies. We have studied two complementary parameter regimes of weak and strong coupling to the environment. The interplay of the driving and the localized mode gives additional features like resonant peaks/dips in the asymptotic averaged population difference \( P_\infty \). We have calculated analytically the lineshape of the resonances in various parameter regimes and have obtained simple closed expressions for the particular example of the first blue sideband. We also include the discussion of how the results are generalized for any sideband. Moreover, we have elaborated the limit when the localized mode acts as a high-frequency cut-off. Then, the full width at half maximum of the n-photon resonance has been shown to scale with the n-th ordinary Bessel function.

Our model finds as well applications in the field of cavity quantum electrodynamics (CQED) with solid state structures. Most interestingly, the strong coupling limit of CQED could be reached in superconducting electrical circuits, with perspective applications ahead.

Finally, we note that a related experiment has been reported recently by Wallraff et al.29 There, a qubit was realized in the form of a Cooper pair box which couples to a single mode of a cavity which is damped. The properties of the TSS-HO were probed spectroscopically by measuring the transmission of the resonator. In other words, a driven HO was considered while the TSS was kept static. In contrast to that system, here, the TSS was time-dependent while the HO is treated as static.
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APPENDIX A: SYMMETRY PROPERTIES FOR THE DISSIPATIVE RATES FOR THE FIRST BLUE SIDEBAND

In order to evaluate the stationary averaged population difference \( P_\infty \), the rate coefficients \( L_{\alpha \beta, \alpha' \beta'} \) have to be determined explicitly. For example of the resonance at \( \nu \approx \Omega - \Omega_p \) (first blue sideband) considered in this work, we find that the rate coefficients fulfill the symmetry relations

\[
L_{11,22} = L_{22,11} = L_{33,44} = L_{44,33} = 0, \quad L_{11,11} = -(L_{33,11} + L_{44,11}),
\]

\[
L_{22,22} = -(L_{33,22} + L_{44,22}), \quad L_{33,33} = -(L_{11,33} + L_{44,33}),
\]

\[
L_{44,44} = -(L_{11,44} + L_{22,44}), \quad L_{12,12} = (L_{22,22} + L_{11,11})/2, \quad L_{11,33} = L_{44,22},
\]

\[
L_{22,33} = L_{44,11}, \quad L_{33,22} = L_{11,44}, \quad L_{33,11} = L_{22,44}, \quad L_{22,21} = L_{21,21},
\]

\[
L_{11,21} = L_{21,12}, \quad L_{44,21} = -L_{21,33}, \quad L_{33,21} = -L_{21,44}, \quad L_{22,12} = L_{22,21},
\]

\[
L_{11,12} = L_{11,21}, \quad L_{44,12} = L_{44,21}, \quad L_{33,21} = L_{33,12}, \quad L_{12,21} = 0.
\]

As a consequence, there are eight independent rates given by

\[
L_{11,22} = L_{22,11} = L_{33,44} = L_{44,33} = 0, \quad L_{11,11} = -(L_{33,11} + L_{44,11}),
\]

\[
L_{22,22} = -(L_{33,22} + L_{44,22}), \quad L_{33,33} = -(L_{11,33} + L_{44,33}),
\]

\[
L_{44,44} = -(L_{11,44} + L_{22,44}), \quad L_{12,12} = (L_{22,22} + L_{11,11})/2, \quad L_{11,33} = L_{44,22},
\]

\[
L_{22,33} = L_{44,11}, \quad L_{33,22} = L_{11,44}, \quad L_{33,11} = L_{22,44}, \quad L_{22,21} = L_{21,21},
\]

\[
L_{11,21} = L_{21,12}, \quad L_{44,21} = -L_{21,33}, \quad L_{33,21} = -L_{21,44}, \quad L_{22,12} = L_{22,21},
\]

\[
L_{11,12} = L_{11,21}, \quad L_{44,12} = L_{44,21}, \quad L_{33,21} = L_{33,12}, \quad L_{12,21} = 0.
\]
\[ L_{44,22} = 2L_{\text{osc}}(\epsilon_{4,2,-1}) \cos^2 \left( \frac{\theta}{2} \right) + 2L_q(\epsilon_{4,2,0}) \sin^2 \left( \frac{\theta}{2} \right) - L_{q,\text{osc}}(\epsilon_{4,2,-1}) \sin \theta, \]
\[ L_{22,44} = 2L_{\text{osc}}(\epsilon_{2,4,1}) \cos^2 \left( \frac{\theta}{2} \right) + 2L_q(\epsilon_{2,4,0}) \sin^2 \left( \frac{\theta}{2} \right) - L_{q,\text{osc}}(\epsilon_{2,4,1}) \sin \theta, \]
\[ L_{44,11} = 2L_{\text{osc}}(\epsilon_{4,1,-1}) \sin^2 \left( \frac{\theta}{2} \right) + 2L_q(\epsilon_{4,1,0}) \cos^2 \left( \frac{\theta}{2} \right) + L_{q,\text{osc}}(\epsilon_{4,1,-1}) \sin \theta, \]
\[ L_{11,44} = 2L_{\text{osc}}(\epsilon_{1,4,1}) \sin^2 \left( \frac{\theta}{2} \right) + 2L_q(\epsilon_{1,4,0}) \cos^2 \left( \frac{\theta}{2} \right) + L_{q,\text{osc}}(\epsilon_{1,4,1}) \sin \theta, \]
\[ L_{21,22} = \frac{1}{2} \left( L_{\text{osc}}(\epsilon_{3,2,0}) - L_q(\epsilon_{3,2,-1}) - L_{\text{osc}}(\epsilon_{4,2,1}) + L_q(\epsilon_{4,2,0}) \right) \sin \theta + \frac{1}{2} \left( L_{q,\text{osc}}(\epsilon_{3,2,0}) - L_{q,\text{osc}}(\epsilon_{4,2,1}) \right) \cos \theta, \]
\[ L_{21,11} = \frac{1}{2} \left( L_{\text{osc}}(\epsilon_{3,1,0}) - L_q(\epsilon_{3,1,-1}) + L_{\text{osc}}(\epsilon_{4,1,1}) - L_q(\epsilon_{4,1,0}) \right) \sin \theta + \frac{1}{2} \left( L_{q,\text{osc}}(\epsilon_{3,1,0}) - L_{q,\text{osc}}(\epsilon_{4,1,1}) \right) \cos \theta, \]
\[ L_{21,44} = \frac{1}{2} \left( L_{\text{osc}}(\epsilon_{1,4,1}) + L_{\text{osc}}(\epsilon_{2,4,1}) - L_q(\epsilon_{1,4,0}) - L_q(\epsilon_{2,4,0}) \right) \sin \theta + \frac{1}{2} \left( L_{q,\text{osc}}(\epsilon_{1,4,1}) + L_{q,\text{osc}}(\epsilon_{2,4,1}) \right) \cos \theta, \]
\[ L_{21,33} = \frac{1}{2} \left( L_q(\epsilon_{3,1,1}) + L_q(\epsilon_{3,2,1}) - L_{\text{osc}}(\epsilon_{1,3,0}) - L_{\text{osc}}(\epsilon_{2,3,0}) \right) \sin \theta - \frac{1}{2} \left( L_{q,\text{osc}}(\epsilon_{1,3,0}) + L_{q,\text{osc}}(\epsilon_{2,3,0}) \right) \cos \theta, \]

with

\[ L_{q}(\varepsilon_{klm}) = \langle e, 1, 0 | e^{iS}X e^{-iS} | g, 1, 0 \rangle^2 N(\varepsilon_{klm}) = \langle e, 0, 0 | e^{iS}X e^{-iS} | g, 0, 0 \rangle^2 N(\varepsilon_{klm}) = \frac{4g^2 A^2(\Omega_p^2 - \Omega_\nu^2)^2 N(\varepsilon_{klm})}{\nu^2(\nu^2 - \Omega_p^2)^2}, \]
\[ L_{\text{osc}}(\varepsilon_{klm}) = \langle g, 1, 0 | e^{iS}X e^{-iS} | g, 0, 0 \rangle^2 N(\varepsilon_{klm}) = \langle e, 1, 0 | e^{iS}X e^{-iS} | e, 0, 0 \rangle^2 N(\varepsilon_{klm}) = \left( \frac{4g^2 A^2(\Omega_p^2 - \Omega_\nu^2)^2}{\Omega_p^2(\nu^2 - \Omega_\nu^2)^2} + 1 \right) N(\varepsilon_{klm}), \]
\[ L_{q,\text{osc}}(\varepsilon_{klm}) = -2\langle e, 1, -1 | e^{iS}X e^{-iS} | g, 1, 0 \rangle \langle g, 1, 0 | e^{iS}X e^{-iS} | g, 0, 0 \rangle N(\varepsilon_{klm}) = 2\langle g, 0, 1 | e^{iS}X e^{-iS} | e, 0, 0 \rangle \langle e, 0, 0 | e^{iS}X e^{-iS} | e, 1, 0 \rangle N(\varepsilon_{klm}) \]
\[ = \frac{\Delta(\varepsilon_0 g S(\Omega + \Omega_p)^2 + 2\Omega_p^2 + \nu(-\Omega + \Omega_p)) N(\varepsilon_{klm})}{2\nu(\nu - \Omega)(\nu - \Omega_p)(\Omega + \Omega_p)(\nu + \Omega_p)}, \]
\[ N(\varepsilon_{klm}) = N(\varepsilon_k - \varepsilon_1 + m\Omega). \quad (A2) \]

Note that \( L_{\text{osc}} \) is the rate containing the zeroth order term in \( g \) and \( s \). It is related to the transition between two states differing by one oscillator quantum. This decay is of zeroth order (hence fast) because the oscillator is coupled directly to the environment. Moreover, \( L_q \) gives the rate for transitions between the excited and ground state of the TSS with the HO remaining in the same state, and \( L_{q,\text{osc}} \) is related to the transition where both the qubit and the oscillator exchange energy with the environment. Note that this transition is induced by the driving and involves one photon.

**APPENDIX B: COEFFICIENTS FOR THE KERNELS \( k_\ell^\pm(0) \)**

In Sec. [IV] we have introduced an expansion of the oscillating functions given in Eq. [IV]. In this appendix we summarize the corresponding coefficients for completeness.

For the expansion of \( \cos[Q''(t)] \), we find

\[ D_{2m+1} = (-1)^m \sin(A_1)J_{2m+1}(A) \cos[(2m+1)X], \]
\[ D_{2m} = (-1)^m \cos(A_1)J_{2m}(A) \cos(2mX), \]
\[ E_{2m+1} = (-1)^m \sin(A_1)J_{2m+1}(A) \sin[(2m+1)X], \]
\[ E_{2m} = (-1)^m \cos(A_1)J_{2m}(A) \sin(2mX), \quad (B1) \]

where we have introduced

\[ A = e^{-\Gamma t} \sqrt{A_1^2 + A_2^2}, \]
\[ \sin X = A_2/\sqrt{A_1^2 + A_2^2}. \quad (B2) \]

In the same way, the expansion of \( \sin[Q''(t)] \) gives

\[ F_{2m+1} = (-1)^{m+1} \cos(A_1)J_{2m+1}(A) \cos[(2m+1)X], \]
\[ F_{2m} = (-1)^m \sin(A_1)J_{2m}(A) \cos(2mX), \]
\[ G_{2m+1} = (-1)^{m+1} \cos(A_1)J_{2m+1}(A) \sin[(2m+1)X], \]
\[ G_{2m} = (-1)^m \sin(A_1)J_{2m}(A) \sin(2mX). \quad (B3) \]
Finally, we find for the coefficients of \( \exp [Q(t) - Q_1(t)] \)

\[
H_m = I_m(Y) \cos (mV), \\
K_m = I_m(Y) \sin (mV),
\]

(B4)

where we have introduced

\[
Y = e^{-\Gamma t} \sqrt{Y_1^2 + Y_2^2}, \\
\tan V = \frac{Y_2}{Y_1}.
\]

(B5)

Here, \( I_m \) is the modified Bessel function of the first kind of order \( m \).
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