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Abstract

It was recently observed that the $(1 + (\lambda, \lambda))$ genetic algorithm can comparably easily escape the local optimum of the jump functions benchmark. Consequently, this algorithm can optimize the jump function with jump size $k$ in an expected runtime of only $n^{(k+1)/2}k^{-k/2}e^{O(k)}$ fitness evaluations (Antipov, Doerr, Karavaev (GECCO 2020)). To obtain this performance, however, a non-standard parameter setting depending on the jump size $k$ was used.

To overcome this difficulty, we propose to choose two parameters of the $(1 + (\lambda, \lambda))$ genetic algorithm randomly from a power-law distribution. Via a mathematical runtime analysis, we show that this
algorithm with natural instance-independent choices of the distribution parameters on all jump functions with jump size at most \( n/4 \) has a performance close to what the best instance-specific parameters in the previous work obtained. This price for instance-independence can be made as small as an \( O(n \log(n)) \) factor. Given the difficulty of the jump problem and the runtime losses from using mildly suboptimal fixed parameters (also discussed in this work), this appears to be a fair price.

1 Introduction

The \((1 + (\lambda, \lambda))\) genetic algorithm \(((1 + (\lambda, \lambda)) \text{ GA})\) is a still fairly simple evolutionary algorithm proposed at GECCO 2013 (journal version [DDE15]). Through a combination of mutation with a high mutation rate and crossover with the parent as repair mechanism, it tries to increase the speed of exploration without compromising in terms of exploitation. The mathematical analyses on OneMax [DDE15, DD18] and easy random satisfiability instances [BD17] showed that the new algorithm has a moderate advantage over classic evolutionary algorithms (EAs). Some experimental results [GP14, MB17] also suggested that this algorithm is promising.

More recently, a mathematical analysis on jump functions showed that here the \((1 + (\lambda, \lambda))\) GA with the right parameter setting outperforms the classic algorithms by a much wider margin than on the simpler problems regarded before. One drawback of this result is that the choice of the parameters is non-trivial. In particular, (i) one needed to deviate from the previous recommendation to connect the mutation rate \( p \) and the crossover bias \( c \) to the population size \( \lambda \) via \( p = \frac{1}{n} \) and \( c = \frac{1}{\lambda} \), and (ii) the optimal parameters depended heavily on the difficulty parameter \( k \) of the jump functions class. While also many sub-optimal parameter values gave an improvement over classic algorithms, the non-trivial influence of the parameters on the algorithm performance still raises the question if one can (at least partially) relieve the algorithm designer from the task of choosing the parameters.

In this work, we make a big step forward in this direction. We deduce from previous works that taking mutation rate \( p \) and crossover bias \( c \) equal can be a good idea when making progress is difficult (these parameters were found suitable in the last stages of the OneMax optimization process and to cross the fitness valley of jump functions). Parameterizing \( p = c = \sqrt{s/n} \), we obtain that an offspring after mutation and crossover has an expected Hamming distance of \( s \) from the parent. Hence the parameter \( s \), in a similar manner as the mutation rate in a traditional mutation-based algorithm,
quantifies the typical search radius of the \((1 + (\lambda, \lambda))\) GA. With this (heuristic) reduction of the parameter space, it remains to choose suitable values for this search radius and for the offspring population size \(\lambda\).

The last years have seen a decent number of self-adjusting or self-adapting parameter choices (e.g., [LS11, MS15, DL16, DXY16, DDK18, DGWY19, DWY18], see also the survey [DD20]) including a self-adjusting choice of \(\lambda\) for the \((1 + (\lambda, \lambda))\) GA optimizing OneMax [DDE15, DD18] and easy random SAT instance [BD17]. In all these successful applications of dynamic parameter settings, the characteristic of the optimization process changes only slowly over time, which enables the algorithm to adjust to the changing environment. We are therefore not too optimistic that these ideas work well on problems like jump functions, which show a sudden change from easy OneMax-style optimization to a difficult-to-cross fitness valley.

For this reason, we preferred a random choice of the parameters. The work [DLMN17] has demonstrated that a random choice (from a heavy-tailed distribution) of the mutation rate for the \((1 + 1)\) EA optimizing jump functions can give very good results. Hence trying this idea for our parameter \(s\) is very natural. There is less a-priori evidence that a random choice of the value for \(\lambda\) is a good idea, but we have tried this nevertheless. We note that the recent work [ABD20] showed that the \((1 + (\lambda, \lambda))\) GA with a heavy-tailed choice of \(\lambda\) and the previous recommendation \(p = \frac{2}{n}\) and \(c = \frac{1}{\lambda}\) has a good performance on OneMax, but it is not clear to us why this should indicate also a good performance on jump functions, in particular, with our different choice of \(p\) and \(c\).

We conduct a mathematical runtime analysis of the \((1 + (\lambda, \lambda))\) GA with heavy-tailed choices of \(s\) and \(\lambda\) (the heavy-tailed \((1 + (\lambda, \lambda))\) GA for short) from a broad range of power-law distributions. It shows that for a power-law exponent \(\beta_s > 1\) for the choice of \(s\) and a power-law exponent \(\beta_\lambda\) equal to two or slightly above, a very good performance can be obtained. The resulting runtimes are slightly higher than those stemming from the best, instance-specific static parameters, but still much below the runtimes of classic evolutionary algorithms.

While undoubtedly we have obtained parameters that work uniformly well over all jump functions, we also feel that our choices of the power-law exponent are quite natural, so that the name parameterless \((1 + (\lambda, \lambda))\) GA might be justified. There is not much to say on the choice of \(s\), where apparently all power-laws (with exponent greater than one, which is a very natural assumption for any use of a power-law) give good results. For the choice of \(\lambda\), we note that the cost of one iteration of the \((1 + (\lambda, \lambda))\) GA is \(2\lambda\) fitness evaluations. Hence \(2E[\lambda]\) is the cost of an iteration with a random choice of \(\lambda\). Now any power-law exponent \(\beta_\lambda > 2\) gives a constant value for
The larger $\beta_\lambda$ is, the more the power-law distribution is concentrated on constant values. For constant $\lambda$, however, the $(1 + (\lambda, \lambda))$ GA cannot profit a lot from the intermediate selection step, and thus shows a behavior similar to classic mutation-based algorithms. For this reason, choosing a power-law exponent rather close to two appears to be a natural choice. Based both on this informal argument and our mathematical results, for a practical application of our algorithm we recommend to use $\beta_\lambda$ slightly above one, say 1.1, and $\beta_\lambda$ slightly above two, say 2.1.

The asymptotically best choice of $\beta_\lambda$ (in the sense that the worst-case price for being instance-independent is lowest) is obtained from taking $\beta_\lambda = 2$. Since this alone would give an infinite value for $E[\lambda]$, one needs to restrict the range of values this distribution is defined on. To obtain an $O(nk^{\beta_\lambda-1})$ price of instance-independence, a generous upper bound of $2^n$ is sufficient. To obtain our best price of instance-independence of $O(n \log n)$, a similar trick is necessary for the choice of $s$, namely taking $\beta_s = 1$ and capping the range at the (trivial) upper bound $s \leq n$. While we think that these considerations are interesting from the theoretical perspective as they explore the limits of our approach, we do not expect these hyperparameter choices to be useful in many practical applications. We note the runtime of the $(1 + 1)$ EA with heavy-tailed mutation rate was shown [DLMN17] to exceed the instance-specific best runtime of the $(1 + 1)$ EA by a factor of $\Theta(n^{\beta-0.5})$. Hence a power-law exponent $\beta$ as low as possible (but larger than one) looks best from the theoretical perspective. In contrast, in the experiments in [DLMN17], no improvement was seen from lowering $\beta$ below 1.5.

The remainder of this paper is structured as follows. In the following preliminaries section, we introduce the jump functions benchmark and the heavy-tailed $(1 + (\lambda, \lambda))$ GA along with some relevant previous works. Section 3 contains the heart of this work, a mathematical runtime analysis of the heavy-tailed $(1 + (\lambda, \lambda))$ GA on jump functions. In Section 4, we show via an elementary computational analysis that the $(1 + (\lambda, \lambda))$ GA with fixed parameters is very sensitive to missing the optimal parameter values. This suggests that the small (polynomial) price of our one-size-fits-all solution is well invested compared to the performance losses stemming from missing the optimal static parameter values.

## 2 Preliminaries

In this section we collect all necessary definitions and tools, which we use in the paper. We only use standard notation such as the following. By $\mathbb{N}$ we denote the set of positive integers. We write $[a..b]$ to denote an integer
interval including its borders and \((a..b)\) to denote an integer interval excluding its borders. For \(a, b \in \mathbb{R}\) the notion \([a..b]\) means \([\lceil a\rceil..\lfloor b\rfloor]\). For the real-valued intervals we write \([a, b]\) and \((a, b)\) respectively. For any probability distribution \(\mathcal{L}\) and random variable \(X\), we write \(X \sim \mathcal{L}\) to indicate that \(X\) follows the law \(\mathcal{L}\). We denote the binomial law with parameters \(n \in \mathbb{N}\) and \(p \in [0, 1]\) by \(\text{Bin}(n, p)\).

2.1 Jump Functions

The family of jump functions is a class of model functions based on the classic \textit{OneMax} benchmark function. \textit{OneMax} is a pseudo-Boolean function defined on the space of bit-strings of length \(n\), which returns the number of one-bits in its argument. More formally,

\[
\text{OneMax}(x) = \text{OM}(x) = \sum_{i=1}^{n} x_i.
\]

The \textsc{Jump}_k function with jump size \(k\) is then defined as follows.

\[
\text{Jump}_k(x) = \begin{cases} 
\text{OM}(x) + k, & \text{if } \text{OM}(x) \in [0..n-k] \cup \{n\}, \\
 n - \text{OM}(x), & \text{if } \text{OM}(x) \in [n-k+1..n-1]. 
\end{cases}
\]

A plot of \textsc{Jump}_k is shown in Figure 1. Different from \textit{OneMax}, this function has a fitness valley which is hard to cross for the many EAs. For example, the \((\mu + \lambda)\) EA and \((\mu, \lambda)\) EA for all values of \(\mu\) and \(\lambda\) need an expected time of \(\Omega(n^k)\) to optimize \textsc{Jump}_k \cite{DJW02, Doe20}. With a heavy-tailed mutation operator, the runtime of the \((1 + 1)\) EA can be lowered by a \(k^{\Theta(k)}\) factor, so it remains \(\Theta(n^k)\) for \(k\) constant. Better runtimes have been shown for algorithms using crossover and other mechanisms, see \cite{JW02, FKK+16, DFK+16, DFK+18, RA19, WVHM18}, though in our view only the \(O(n^{k-1})\) runtime in \cite{DFK+18} stems from a classic algorithm with natural parameters.

2.2 Power-Law Distribution

We say that a random variable \(X \in \mathbb{N}\) follows a power-law distribution with parameters \(\beta\) and \(u\) if

\[
\Pr[X = i] = \begin{cases} 
C_{\beta,u}i^{-\beta}, & \text{if } i \in [1..u], \\
0, & \text{else},
\end{cases}
\]
OneMax
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Figure 1: Plot of the \( \text{Jump}_k \) function. As a function of unitation, the function value of a search point \( x \) depends only on the number of one-bits in \( x \).

where \( C_{\beta,u} = (\sum_{j=1}^{u} j^{-\beta})^{-1} \) is the normalization coefficient. We write \( X \sim \text{pow}(\beta,u) \) and call \( u \) the upper limit of \( X \) and \( \beta \) the power-law exponent. We note that if \( \beta > 1 \), then \( \Pr[X = i] = \Theta(1) \) for any integer \( i = \Theta(1) \). At the same time the distribution is heavy-tailed, which means that we have a decent (only inverse polynomial instead of negative-exponential) probability that \( X = i \) for any super-constant \( i \leq u \). If \( \beta > 2 \), then we also have \( E[X] = \Theta(1) \). These properties are easily seen from the following estimates of the partial sums of the generalized harmonic series, which we will frequently need in this work.

Lemma 1. For all positive integers \( a \) and \( b \) such that \( b \geq a \) and for all \( \beta > 0 \), the sum \( \sum_{i=a}^{b} i^{-\beta} \) is

- \( \Theta((b+1)^{1-\beta} - a^{1-\beta}) \), if \( \beta \in [0,1) \),
- \( \Theta(\log(\frac{b+1}{a})) \), if \( \beta = 1 \), and
- \( \Theta(a^{1-\beta} - (b+1)^{1-\beta}) \), if \( \beta > 1 \).

This lemma is easily shown by approximating the sums via integrals. It gives the following estimates for the normalization coefficient \( C_{\beta,u} \) of the power-law distribution and for the expected value of \( X \sim \text{pow}(\beta,u) \).

Lemma 2. The normalization coefficient \( C_{\beta,u} = (\sum_{j=1}^{u} i^{-\beta})^{-1} \) of the power-law distribution with parameters \( \beta \) and \( u \) is

- \( \Theta(u^{\beta-1}) \), if \( \beta \in [0,1) \),
- \( \Theta(1/ \log(u + 1)) \), if \( \beta = 1 \), and
Lemma 3. The expected value of $X \sim \text{pow}(\beta, u)$ is

- $\Theta(1)$, if $\beta > 1$.
- $\Theta(u)$, if $\beta \leq 1$,
- $\Theta(u^{2-\beta})$, if $\beta \in (1, 2)$,
- $\Theta(\log(u + 1))$, if $\beta = 2$, and
- $\Theta(1)$, if $\beta > 2$.

2.3 The Heavy-Tailed $(1 + (\lambda, \lambda))$ GA

We now define the heavy-tailed $(1 + (\lambda, \lambda))$ GA as motivated in the introduction. The main difference from the standard $(1 + (\lambda, \lambda))$ GA is that at the start of each iteration the mutation rate $p$, the crossover bias $c$, and the population sizes $\lambda_m$ and $\lambda_c$ for the mutation and crossover phases are randomly chosen as follows. We sample $s \sim \text{pow}(\beta_s, u_s)$ and take $p = c = (\frac{s}{n})^{1/2}$. The population sizes are chosen via $\lambda_m = \lambda_c = \lambda \sim \text{pow}(\beta_\lambda, u_\lambda)$. Here the upper limits $u_\lambda$ and $u_s$ can be any positive integers and the power-law exponents $\beta_\lambda$ and $\beta_s$ can be any non-negative real numbers. We call these parameters of the power-law distribution the hyperparameters of the heavy-tailed $(1 + (\lambda, \lambda))$ GA and we give recommendations on how to choose these hyperparameters in Section 3.1. The pseudocode of this algorithm is shown in Algorithm 1. We note that it is not necessary to store the whole offspring populations, since only the best individual has a chance to be selected as mutation or crossover winner. Hence also large values for $\lambda$ are algorithmically feasible.

The few existing results for the $(1 + (\lambda, \lambda))$ GA with static parameters show the following: With optimal static parameters, the algorithm optimizes OneMax in time roughly $O(n \sqrt{\log n})$ [DD18]. With a suitable fitness dependent parameter choice or a self-adjusting parameter choice building on the one-fifth rule, this runtime can be lowered to $O(n)$. Due to the weaker fitness-distance correlation, only slightly inferior results have been shown in [BD17] for sufficiently dense random satisfiability instances in the planted solution model (and the experiments in [BD17] suggest that indeed the algorithm suffers from the weaker fitness-distance correlation). A runtime analysis [ADK19] on LeadingOnes gave no better runtimes than the classic $O(n^2)$ bound, but at least it showed that also in the absence of a good fitness-distance correlation the $(1 + (\lambda, \lambda))$ GA can be efficient by falling back to the optimization behavior of the $(1 + 1)$ EA.
**Algorithm 1:** The heavy-tailed \((1 + (\lambda, \lambda))\) GA maximizing a pseudo-Boolean function \(f\).

1. \(x \leftarrow \text{random bit string of length } n\);
2. \textbf{while not terminated do}
   3. Choose \(s \sim \text{pow}(\beta_s, u_s)\);
   4. \(p \leftarrow (\frac{s}{n})^{1/2}\);
   5. \(c \leftarrow (\frac{s}{n})^{1/2}\);
   6. Choose \(\lambda \sim \text{pow}(\beta_\lambda, u_\lambda)\);
   7. **Mutation phase:**
      8. Choose \(\ell \sim \text{Bin}(n, p)\);
      9. for \(i \in [1..\lambda]\) do
         10. \(x^{(i)} \leftarrow \text{a copy of } x\);
         11. Flip \(\ell\) bits in \(x^{(i)}\) chosen uniformly at random;
      12. end
      13. \(x' \leftarrow \arg\max_{z \in \{x^{(1)}, \ldots, x^{(\lambda)}\}} f(z)\);
   14. **Crossover phase:**
      15. for \(i \in [1..\lambda]\) do
         16. Create \(y^{(i)}\) by taking each bit from \(x'\) with probability \(c\) and from \(x\) with probability \(1 - c\);
      17. end
      18. \(y \leftarrow \arg\max_{z \in \{y^{(1)}, \ldots, y^{(\lambda)}\}} f(z)\);
      19. if \(f(y) \geq f(x)\) then
         20. \(x \leftarrow y\);
      21. end
22. end

We use the following language (also for the standard \((1 + (\lambda, \lambda))\) GA with fixed values for \(p, c, \lambda_m, \lambda_c\)). We denote by \(T_I\) and \(T_f\) the number of iterations and the number of fitness evaluations performed until some event holds (which is always specified in the text). If the algorithm has already reached the local optimum, then we call the mutation phase \textit{successful} if all \(k\) zero-bits of \(x\) are flipped to ones in the mutation winner \(x'\). We also call an offspring of the mutation phase \textit{good} if it has all \(k\) zero-bits flipped. If the algorithm has not reached the local optimum, then we call the mutation phase \textit{successful} if \(x'\) contains a one-bit not present in \(x\). In this case we call an offspring \textit{good} if it has at least one zero-bit flipped to one and does not lie in the fitness valley of \(\text{JUMP}_k\). We call the crossover phase \textit{successful} if the crossover winner has a greater fitness than \(x\). The \textit{good} offspring in the crossover phase is the one which has a better fitness than \(x\).
To estimate the probability of a true progress in one iteration we use the following lemma, which can easily be deduced from Lemmas 3.1 and 3.2 in [ADK20].

**Lemma 4.** Let $\lambda_m = \lambda_c = \lambda$ and $p = c = (\frac{s}{n})^{1/2}$ with $s \in [k..2k]$. If the current individual $x$ of the $(1 + (\lambda, \lambda))$ GA is in the local optimum of $\text{JUMP}_k$, then the probability that the algorithm finds the global optimum in one iteration is at least $e^{-\Theta(k)} \min\{1, (\frac{k}{n})^{k}\lambda^2\}$.

### 2.4 Wald’s Equation

Since not only the number of iterations until the optimum is found is a random variable, but also the number of fitness evaluations in each iteration, we shall use the following version of Wald’s equation [Wal45] to estimate the number of fitness evaluations until the optimum is found.

**Lemma 5.** Let $(X_t)_{t \in \mathbb{N}}$ be a sequence of non-negative real-valued random variables with identical finite expectation. Let $T$ be a positive integer random variable with finite expectation. If for all $i \in \mathbb{N}$ event $(T \geq i)$ is independent of $(X_t)_{t=i}^{+\infty}$, then

$$E\left[\sum_{i=1}^{T} X_i\right] = E[T]E[X_1].$$

### 3 Heavy-Tailed Parameters: Runtime Analysis

In this section we conduct a rigorous runtime analysis for our heavy-tailed $(1 + (\lambda, \lambda))$ GA optimizing jump functions with jump size $k \in [2..n^4]$. We cover the full spectrum of the algorithm’s hyperparameters $\beta_s, u_s, \beta_\lambda, u_\lambda$. For large ranges of the hyperparameters, in particular, for natural values like $\beta_s = \beta_\lambda = 2 + \epsilon$ and $u_s = u_\lambda = \infty$, we observe a performance that is only a little worse than the one with the best instance-specific static parameters. This price of instance-independence can be brought down to an $O(n \log(n))$ factor. Taking into account the effect of failing to guess the optimal parameters shown in Section 4, this is a fair price for a one-size-fits-all algorithm.

Since a typical optimization process on jump functions consists of two very different regimes, we analyze separately the difficult regime of going from the local optimum to the global one (Section 3.1) and the easy ONE-MAX-style regime encountered before that (Section 3.2).
3.1 Escaping the Local Optimum

The time to leave the local optimum (necessarily to the global one) is described in the following theorem and Table 1. We will see later that unless \( \beta \lambda < 2 \), and this is not among our recommended choices, or \( k = 2 \), the time to reach the local optimum is not larger than the time to go from the local to the global optimum. Hence for \( \beta \lambda \geq 2 \), the table also gives valid runtime estimates for the complete runtime.

**Theorem 6.** Let \( k \in [2..\frac{n}{2}] \). Assume that we use the heavy-tailed \((1 + (\lambda, \lambda))\) GA (Algorithm 1) to optimize \( \text{JUMP}_k \), starting already in the local optimum. Then the expected number of the fitness evaluations until the optimum is found is shown in Table 1, where \( p_s \) denotes the probability that \( s \in [k..2k] \). If \( u_s \geq 2k \), then \( p_s \) is

- \( \Theta((\frac{k}{u_s})^{1-\beta_s}) \), if \( \beta_s \in [0,1) \),
- \( \Theta(\frac{1}{\ln(u_s)}) \), if \( \beta_s = 1 \), and
- \( \Theta(k^{\beta_s-1}) \), if \( \beta_s > 1 \).

Before the proof we distill the following recommendations on how to set the parameters of the power-law distributions from Theorem 6.

**Distribution of \( \lambda \):** We note that when guessing \( u_\lambda \) right (depending on \( k \)), and only then, then good runtimes can be obtained for \( \beta_\lambda < 2 \). Since we aim at a (mostly) parameterless approach, this is not very interesting. When \( \beta_\lambda > 3 \), we observe a slow runtime behavior similar to the one of the \((1 + 1)\) EA with heavy-tailed mutation rate [DLMN17]. This is not surprising since with this distribution of \( \lambda \) typically only small values of \( \lambda \) are sampled. We profit most from the strength of the heavy-tailed \((1 + (\lambda, \lambda))\) GA when \( \beta_\lambda \) is close to two. If it is larger than two, then each iteration has an expected constant cost, so we can conveniently choose \( u_\lambda = \infty \) without that this can have a negative effect on the runtime. This is a hyperparameter setting we would recommend as a first, low-risk attempt to use this algorithm. Slightly better results are obtained from using \( \beta_\lambda = 2 \). Now a finite value for \( u_\lambda \) is necessary, but the logarithmic influence of \( u_\lambda \) on the runtime allows to be generous, e.g., taking \( u_\lambda \) exponential in \( n \). Smaller values lead to minimally better runtimes as long as one stays above the boundary \((\frac{n}{k})^{k/2}\), so optimizing here is risky.

**Distribution of \( s \):** The distribution of \( s \) is less critical as long as \( u_s \geq 2k \). Aiming at an algorithm free from critical parameter choices, we therefore recommend to take \( u_s = n \) unless there is a clear indication that only short moves in the search space are necessary. Once we decided on \( u_s = n \), a
Depending on what jump sizes we expect to encounter, taking $\beta_O$ to an optimum in one iteration when the current individual $x$ is already in the local optimum takes to optimize $\beta_X$. The probability $p_s = \Pr[s \in [k..2k]]$, to ease reading we only state $F(\beta_X, u_X) = E[T_f]P_s$. By taking $\beta_s = 2 + \varepsilon$ or $\beta_s = 2 \wedge u_s = n$, one obtains $p_s = k^\varepsilon$ or $p_s = O(\log n)$. Using $\beta_s = 2$ and an exponential $u_X$ gives the lowest price of an $O(n \log n)$ factor for being independent of the instance parameter $k$. We also advertise the slightly inferior combination $\beta_s = 2 + \varepsilon$ and $u_s = +\infty$ as for $\beta_s > 2$ each iteration has a constant expected cost and $u_s$ has no influence on the runtime (if chosen large enough). If $\beta_s \geq 2$ and $k \geq 3$, then the times stated are also the complete runtimes starting from a random initial solution.

| $\beta_s$  | $E[T_f]P_s$ if $u_X < (\frac{n}{k})^{k/2}$ | $E[T_f]P_s$ if $u_X \geq (\frac{n}{k})^{k/2}$ |
|----------------|-------------------------------------------------|-------------------------------------------------|
| (0, 1)         | $e^{\Theta(k)} \frac{1}{u_X} (\frac{n}{k})^k$ | $u_X e^{\Theta(k)} / (1 + \ln \left(u_X \left(\frac{n}{k}\right)^{k/2}\right))$ |
| (1, 2)         | $e^{\Theta(k)} \ln(u_X+1) \left(\frac{n}{k}\right)^k$ | $e^{\Theta(k)} u_X^{2-\beta} \left(\frac{n}{k}\right)^{k/2(\beta-1)}$ |
| (2, 3)         | $e^{\Theta(k)} \frac{1}{u_X} (\frac{n}{k})^k$ | $e^{\Theta(k)} \ln(u_X) \left(\frac{n}{k}\right)^{k/2}$ |
| $> 3$          | $e^{\Theta(k)} \frac{1}{\ln(u_X+1)} \left(\frac{n}{k}\right)^k$ | $e^{\Theta(k)} \left(\frac{n}{k}\right)^k / \ln \left(\left(\frac{n}{k}\right)^k\right)$ |

$\beta_s$ value below one is not interesting (apart from very particular situations). Depending on what jump sizes we expect to encounter, taking $\beta_s = 1$ leading to an $O(\log n)$-factor contribution of $s$ to the runtime or taking $\beta_s = 1 + \varepsilon$, $\varepsilon > 0$ but small, leading to an $O(k^\varepsilon)$-factor contribution to the runtime are both reasonable choices.

**Proof of Theorem 6.** Let $F$ be the event that the algorithm finds the global optimum in one iteration when the current individual $x$ is already in the local optimum. The probability $P$ of this event is at least

$$P \geq p_{(F,s)}p_s,$$

where $p_{(F,s)} = \Pr[F \mid s \in [k..2k]]$ and $p_s = \Pr[s \in [k..2k]]$. The expected number of iterations $T_f$ until we find the optimum is therefore

$$E[T_f] = \frac{1}{P} \leq \frac{1}{p_{(F,s)}p_s}.$$
In each iteration the heavy-tailed \((1 + (\lambda, \lambda))\) GA performs \(2\lambda\) fitness evaluations (where \(\lambda\) is chosen from a power-law distribution at the start of the iteration). Using Wald’s equation (Lemma 5) we compute the expected runtime \(T_f\) in terms of fitness evaluations from \(T_I\).

\[
E[T_f] = E[T_I]E[2\lambda] = \frac{E[2\lambda]}{P} \leq \frac{2E[\lambda]}{p_{(F|s)}p_s}.
\]

In the remainder of the proof we estimate how \(E[\lambda], p_{(F|s)}\), and \(p_s\) depend on the hyperparameters of the algorithm.

The expected value of \(\lambda\) is

\[
E[\lambda] = \sum_{i=1}^{u_\lambda} p_\lambda(i) i = C_{\beta_\lambda, u_\lambda} \sum_{i=1}^{u_\lambda} i^{1-\beta_\lambda},
\]

where \(p_\lambda(i) = \Pr[\lambda = i]\). We compute the conditional probability of \(F\) as

\[
p_{(F|s)} = \sum_{i=1}^{u_\lambda} p_\lambda(i)p_{(F|s, \lambda)}(i),
\]

where \(p_{(F|s, \lambda)}(i) = \Pr[F | s \in [k..2k] \land \lambda = i]\). Note that event \(\lambda = i\) does not depend on the choice of \(s\). By Lemma 4 we have

\[
p_{(F|s, \lambda)}(i) \begin{cases} \left(\frac{k}{n}\right)^k i^2 e^{-\Theta(k)}, & \text{if } i \leq \left(\frac{n}{k}\right)^{k/2}, \\ e^{-\Theta(k)}, & \text{else}. \end{cases}
\]

We consider two cases of the size of \(u_\lambda\) relative to \(k\) and \(n\). First, if \(u_\lambda < \left(\frac{n}{k}\right)^{k/2}\), then we have

\[
p_{(F|s)} \geq \sum_{i=1}^{u_\lambda} C_{\beta_\lambda, u_\lambda} i^{-\beta_\lambda} \left(\frac{k}{n}\right)^k i^2 e^{-\Theta(k)} = C_{\beta_\lambda, u_\lambda} e^{-\Theta(k)} \left(\frac{k}{n}\right)^k \sum_{i=1}^{u_\lambda} i^{2-\beta_\lambda}.
\]

Hence, we have

\[
E[T_f] = \frac{C_{\beta_\lambda, u_\lambda} \sum_{i=1}^{u_\lambda} i^{1-\beta_\lambda}}{p_s C_{\beta_\lambda, u_\lambda} e^{-\Theta(k)} \left(\frac{k}{n}\right)^k \sum_{i=1}^{u_\lambda} i^{2-\beta_\lambda}} = p_s^{-1} e^{\Theta(k)} \left(\frac{k}{n}\right)^k \sum_{i=1}^{u_\lambda} i^{1-\beta_\lambda} \sum_{i=1}^{u_\lambda} i^{2-\beta_\lambda}.
\]

In the second case, if \(u \geq \left(\frac{n}{k}\right)^{k/2}\), we have

\[
p_{(F|s)} \geq \sum_{i=1}^{\lceil (\frac{n}{k})^{k/2} \rceil} C_{\beta_\lambda, u_\lambda} i^{-\beta_\lambda} \left(\frac{k}{n}\right)^k i^2 e^{-\Theta(k)} + \sum_{i=\lceil (\frac{n}{k})^{k/2} \rceil + 1}^{u_\lambda} C_{\beta_\lambda, u_\lambda} i^{-\beta_\lambda} e^{-\Theta(k)}
\]

\[
= C_{\beta_\lambda, u_\lambda} e^{-\Theta(k)} \left(\frac{k}{n}\right)^k \sum_{i=1}^{\lceil (\frac{n}{k})^{k/2} \rceil} i^{2-\beta_\lambda} + \sum_{i=\lceil (\frac{n}{k})^{k/2} \rceil + 1}^{u_\lambda} i^{-\beta_\lambda}.
\]
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Table 2: The values of $S_1$, $S_2$ and $S_0$ used in the proof of Theorem 6.

| $\beta \lambda$ | $S_1$ | $S_2$ | $S_0$ if $u_\lambda > \left( \frac{n}{k} \right)^{k/2}$ |
|------------------|-------|-------|-----------------------------------------------|
| $[0, 1]$         | $\Theta(u_\lambda^{2-\beta \lambda})$ | $\Theta \left( \left( \min \{ u_\lambda, \left( \frac{n}{k} \right)^{k/2} \} \right)^{3-\beta \lambda} \right)$ | $\Theta \left( u_\lambda^{1-\beta \lambda} - \left( \frac{n}{k} \right)^{k(1-\beta \lambda)/2} \right)$ |
| $= 1$            | $\Theta(\log(u_\lambda))$ | $\Theta \left( \log(\min \{ u_\lambda, \left( \frac{n}{k} \right)^{k/2} \}) \right)$ | $\Theta \left( \left( \frac{n}{k} \right)^{k(1-\beta \lambda)/2} - u_\lambda^{1-\beta \lambda} \right)$ |
| $(1, 2)$         | $\Theta(1)$ | $\Theta(1)$ | $\Theta(\log(\min \{ u_\lambda, \left( \frac{n}{k} \right)^{k/2} \}))$ |
| $(2, 3)$         | $\Theta(1)$ | $\Theta(1)$ | $\Theta(1)$ |
| $> 3$            | $\Theta(1)$ | $\Theta(1)$ | $\Theta(1)$ |

Therefore,

$$E[T_f] \leq \frac{2E[\lambda]}{p_s(F|s) p_s} \leq \frac{e^{\Theta(k)} \sum_{i=1}^{u_\lambda} i^{1-\beta \lambda}}{p_s \left( \left( \frac{k}{n} \right)^k \sum_{i=1}^{\left( \frac{n}{k} \right)^{k/2}} i^{2-\beta \lambda} + \sum_{i=\left( \frac{n}{k} \right)^{k/2}+1}^{u_\lambda} i^{1-\beta \lambda} \right)}.$$ 

Viewing these two cases together, we obtain

$$E[T_f] \leq \frac{e^{\Theta(k)} S_1}{p_s \left( \left( \frac{k}{n} \right)^k S_2 + S_0 \right)}, \quad (1)$$

where

- $S_1 := \sum_{i=1}^{u_\lambda} i^{1-\beta \lambda}$,
- $S_2 := \sum_{i=1}^{\min \{ \left( \frac{n}{k} \right)^{k/2}, u_\lambda \}} i^{2-\beta \lambda}$, and
- $S_0 := \sum_{i=\left( \frac{n}{k} \right)^{k/2}+1}^{u_\lambda} i^{1-\beta \lambda}$ if $u_\lambda > \left( \frac{n}{k} \right)^{k/2}$ and $S_0 := 0$ otherwise.

Table 2 shows the estimates of $S_1$, $S_2$ and $S_0$, which follow from Lemma 1. We also note that the estimates for $p_s = C_{\beta, u_s} \sum_{i=k}^{2k} i^{1-\beta}$ follow from Lemmas 1 and 2. We omit these elementary calculations. Putting these estimates into (1) proves the theorem. \hfill $\square$
3.2 Reaching the Local Optimum

In this section we show that the heavy-tailed choice of parameters lets the \((1 + (\lambda, \lambda))\) GA reach the local optimum relatively fast. Without proof, we note that if \(\beta_\lambda \geq 2\) and \(k \geq 3\), then the time to reach the local optimum is not larger than the time to go from the local to the global optimum. For a set of hyperparameters giving the best price for instance-independence, we now show an \(O(n^2 \log^2(n))\) time bound for reaching the local optimum.

**Theorem 7.** Let \(u_\lambda = 2^\Theta(n), \beta_\lambda = 2, u_s = \Theta(n),\) and \(\beta_s = 1\). Then the expected runtime until the heavy-tailed \((1 + (\lambda, \lambda))\) GA reaches the local optimum of Jump\(_k\) starting in a random string is at most \(O(n^2 \log^2(n))\) fitness evaluations. For greater \(\beta_\lambda\) and any \(u_\lambda\) this runtime is at most \(O(n \log^2(n))\). In both cases with \(\beta_s > 1\) and any \(u_s \in \mathbb{N}\) the runtime is reduced by a \(\Theta(\log(n))\) factor.

**Proof.** We prove the theorem only for \(\beta_\lambda = 2\) and \(\beta_s = 1\), since for other hyperparameter values the arguments are identical. By Lemma \(\Box\) the probability \(p_{s,\lambda}\) to choose \(s = 1\) and \(\lambda = 1\) is

\[p_{s,\lambda} = C_{\beta_s, u_s} 1^{(-1)} C_{\beta_\lambda, u_\lambda} 1^{(-2)} = \Theta \left( \frac{1}{\log(n)} \right).\]

With \(s = 1\) and \(\lambda = 1\) the algorithm essentially performs an iteration of the \((1 + 1)\) EA with mutation rate \(\frac{1}{n}\), since there is no selection of the mutation winner and each bit of the crossover offspring is flipped with probability \(\sqrt{\frac{1}{n}} = \frac{1}{\sqrt{n}}\). Therefore, if the algorithm has not reached the local optimum, then the probability \(P\) to have a true progress in one iteration is at least

\[P \geq p_{s,\lambda} \frac{n - i}{n},\]

where \(i\) is the current fitness of \(x\). Therefore, by Lemma \(\Box\) the expected number of iterations until the algorithm reaches the local optimum is at most

\[E[T_I] \leq \sum_{i=0}^{n-k-1} \frac{n}{p_{s,\lambda}(n-i)} \leq \Theta(\log(n)) \cdot n \cdot O(\log(n)) = O(n \log^2(n)).\]

Since by Lemma \(\Box\) the expected number of fitness evaluations per iteration is \(\Theta(u_\lambda) = \Theta(n)\), by Wald’s equation (Lemma \(\Box\)) we have

\[E[T_f] = E[T_I] E[2\lambda] \leq O(n \log^2(n)) \cdot \Theta(n) = O(n^2 \log^2(n)).\]
4 Static Parameters

In [ADK20] it was shown that the \((1 + (\lambda, \lambda))\) GA can solve \textsc{Jump}_k in \((\frac{n}{k})^{k/2}e^{O(k)}\) fitness evaluations when it starts in the local optimum. This is, if we ignore the \(e^{O(k)}\) factor, the square root of the runtime of the best mutation-based algorithms [DLMN17]. However, such an upper bound can be obtained only by setting the parameters of the algorithm to values which depend on the jump size \(k\). In this section we show that a deviation from these instance-specific optimal parameters setting significantly increases the runtime. The consequence is that when the parameter \(k\) is unknown, we are not likely to choose a good static parameter setting.

To analyze the negative effect of a wrong parameter choice we use the precise expression of the probability \(P\) to go from the local to the global optimum in one iteration, which is

\[
P = \sum_{\ell=0}^{n} p_{\ell} p_{m}(\ell) p_{c}(\ell),
\]  

(2)

where \(p_{\ell}\) is the probability to choose \(\ell\) bits to flip, \(p_{m}(\ell)\) is the probability of a successful mutation phase conditional on the chosen \(\ell\), and \(p_{c}(\ell)\) is the probability of a successful crossover phase conditional on the chosen \(\ell\) and on the mutation being successful.

Since \(\ell \sim \text{Bin}(n, p)\), we have \(p_{\ell} = \binom{n}{\ell}p^{\ell}(1-p)^{n-\ell}\). The probability of a successful mutation depends on the chosen \(\ell\). If \(\ell < k\), then it is impossible to flip all \(k\) zero-bits, hence \(p_{m}(\ell) = 0\). For larger \(\ell\) the probability to create a good offspring in a single application of the mutation operator is \(q_{m}(\ell) = \binom{n-k}{\ell-k}/\binom{n}{\ell}\). If \(\ell \in [k + 1..2k - 1]\) any good offspring occurs in the fitness valley and has a worse fitness than any other offspring that is not good. Hence, in order to have a successful mutation we need all \(\lambda_{m}\) offspring to be good. Therefore, the probability of a successful mutation is \((q_{m}(\ell))^{\lambda_{m}}\). For \(\ell = k\) and \(\ell \geq 2k\) we are guaranteed to choose a good offspring as the winner of the mutation phase if there is at least one. Therefore, the mutation phase is successful with probability \(p_{m}(\ell) = 1 - (1 - q_{m}(\ell))^{\lambda_{m}}\).

In the crossover phase we can create a good offspring only if \(\ell \geq k\). For this we need to take all \(k\) bits which are zero in \(x\) from \(x'\), and then take all \(\ell - k\) one-bits which were flipped from \(x\). The probability to do so in one offspring is \(q_{c}(\ell) = \binom{k}{(1-c)\ell-k}\). Since we create \(\lambda_{c}\) offspring and at least one of them must be superior to \(x\), the probability of the successful crossover phase is \(p_{c}(\ell) = 1 - (1 - q_{c}(\ell))^{\lambda_{c}}\).
Putting these probabilities into (2) we obtain

\[
P = \binom{n}{k} p^k (1 - p)^{n-k} \left( 1 - \left( 1 - \binom{n}{k} \right)^{-1} \right) \left( 1 - (1 - c^k) \lambda_c \right)
+ \sum_{\ell=k+1}^{2k-1} \binom{n}{\ell} p^\ell (1 - p)^{n-\ell} \left( \frac{\binom{n-k}{\ell-k}}{\binom{n}{\ell}} \right)^{\lambda_m} \left( 1 - (1 - c^k(1-c)^{\ell-k}) \lambda_c \right)
+ \sum_{\ell=2k}^{n} \binom{n}{\ell} p^\ell (1 - p)^{n-\ell} \left( 1 - \left( 1 - \frac{\binom{n-k}{\ell-k}}{\binom{n}{\ell}} \right)^{\lambda_m} \right) \left( 1 - (1 - c^k(1-c)^{\ell-k}) \lambda_c \right).
\]

Via this expression for \( P \) we compute the expected runtime in terms of iterations as \( E[T_I] = P^{-1} \) and the expected runtime in terms of fitness evaluations as \( E[T_f] = (\lambda_m + \lambda_c) P^{-1} \). It is hard estimate precisely the probability \( P \) and thus the expected runtime. Therefore, to show the critical influence of the parameters on the runtime, we compute \( E[T_f] \) precisely for \( n = 2^{20} \) and \( k \in \{2^2, 2^4, 2^6\} \) and for different parameter values. We fix \( \lambda_m = \lambda_c = \sqrt{\frac{k}{n}} \) and take \( p = 2^\delta \sqrt{\frac{k}{n}} \) and \( c = 2^{-\delta} \sqrt{\frac{k}{n}} \) for all \( \delta \in [-\log_2(\sqrt{\frac{k}{n}}), \log_2(\sqrt{\frac{k}{n}})] \); these limits for \( \delta \) guarantee that both \( p \) and \( c \) do not exceed 1. Note that we preserve the invariant \( pcn = k \), since otherwise the expected Hamming distance between \( x \) and any crossover offspring (the “search radius” of the \( (1+(\lambda,\lambda)) \) GA) is not \( k \), which makes it even harder to find the global optimum. These values (for \( \delta = 0 \)) were suggested in [ADK20] (based on an asymptotic analysis, so constant factors were ignored). The results of this computation are shown in Figure 2.

As one can see, there is a relatively small interval where losses in runtime are of a small constant factor (for \( \delta = -1 \) the runtime is even slightly better), but generally the runtime is increased by a \( \Theta(2^{|\delta|k}) \) factor. Therefore, in order to solve \( \text{JUMP}_k \) effectively with the \( (1+(\lambda,\lambda)) \) GA using the static parameters, one has to guess the value of \( k \) with a small relative error. In practice when we optimize some \( \text{JUMP} \)-like problem we usually cannot tell in advance the size of jump which we must perform to escape local optima. Therefore, the general recommendation is to prefer the choice of the parameters from a power-law distribution to (well-tuned) static parameters.
Figure 2: The ratio of the runtime with disturbed parameters to the runtime with the parameters suggested in [ADK20]. The left plot shows the full picture for all considered values of $\delta$. The right plot shows in more detail a smaller interval around the best values.

5 Conclusion

In this work, we proposed a variant of the $(1 + (\lambda, \lambda))$ GA with a heavy-tailed choice of both the population size $\lambda$ and the search radius $s$. To the best of our knowledge, this is the first time that two parameters of an EA are chosen in this manner. Our mathematical runtime analysis showed that this algorithm with suitable, but natural choices of the distribution parameters can optimize all jump functions in a time that is only mildly higher than the runtime of the $(1 + (\lambda, \lambda))$ GA with the best known instance-specific parameter values.

We are optimistic that the insights gained on the jump functions benchmark extend, at least to some degree, also to other non-unimodal problems. Clearly, supporting this hope with rigorous results is an interesting direction for future research. From a broader perspective, this work suggests to try to use heavy-tailed parameter choices for more than one parameter simultaneously. Our rigorous results indicate that the prices for ignorant (heavy-tailed) choices of parameters simply multiply. For a small number of parameters with critical influence on the performance, this might be a good deal.
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