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This article analyses the evolution of COVID-19 and early government responses to the pandemic in eight South American countries. To this aim, this study explores indicators which trace the progression of the pandemic and analyses factors related of state capacity which impacted on the early response of governments of implementing restrictive policies of social distancing associated with a suppression strategy. The pressure on the health systems is evaluated with early projections of the growth-phase of the epidemic, which is incorporated as an indicator in the analysis of early interventions based on Cox proportional hazards models. The results indicate that fiscal expenditure on health, regional and local government capacity, and pressure on the health system accelerate government response with stringent interventions. A counter-intuitive finding is that the economic strength of a country delays these types of reactions. The effect of these interventions is something that should be studied in greater depth, considering, for example, sociocultural factors. Lastly, only cases such as Uruguay and Paraguay show some signs of having the pandemic relatively under control by mid-May, while Brazil and Peru face very adverse scenarios. In this context, considering the characteristics of the states in the region and the level of informal employment, it will be a public policy challenge to keep the equilibrium between restrictive measures and the economic and social problems which these responses imply in the medium term.

1. Introduction

The new coronavirus SARS-CoV-2, which causes the disease COVID-19, has generated unprecedented socioeconomic disruption on a global scale. On March 11, 2020, the World Health Organisation (WHO) declared it a pandemic. By that point, the outbreak had already reached more than a hundred countries with over a hundred thousand cases worldwide. Most European countries and the United States, as seen in the second half of March, had to deal with the accelerated growth of infections and enormous pressure on their health systems. A growing number of patients needed beds in intensive care units (ICU), and the propagation rate of the disease could reach its peak with demand over the ICU bed capacity in many countries (Adolph, Amano, Bang-Jensen, Fullman, & Wilkerson, 2020; Sun, Chen, & Viboud, 2020).

Whereas in Europe and the United States, cases started to grow exponentially, in South America, there was a small margin to take drastic measures against the pandemic and attempt to contain the infection. The countries of South America started to register their first cases between the end of February and the beginning of March. Paradoxically, even though Brazil registered the first cases in the region, President Jair Bolsonaro has persistently rejected social distancing recommendations made by international and Brazilian organisms, going as far as to declare on several occasions that the pandemic is just a light flu. By contrast, the Argentinian president, Alberto Fernández, considered this pandemic a severe threat to his country. On March 19, he addressed the nation, after meeting with all the governors, to announce a presidential decree imposing obligatory social isolation, accepting the adverse effects this would have on the country’s economy.

These two examples can be associated with the strategies of mitigation and suppression, respectively. Both are fundamental strategies of non-pharmaceutical intervention in the context of government responses considering the absence of a vaccine for the virus (Ferguson et al., 2020). As long as mitigation seeks to slow down the propagation of the virus, reducing pressure on the health system, suppression attempts to reduce epidemic growth to a
minimum, in line with the strategy followed by New Zealand. Whichever the approach, social distancing appears to be the only way of stopping infection and reducing pressure on health systems given that since neither a vaccine for the virus nor a proven treatment exist yet, the rate of reproduction of the virus is quite high, and the existence of asymptomatic or light cases, which are infection vectors, makes it tremendously challenging to trace the chain of infection (Adolph et al., 2020; Bai et al., 2020; Niu & Xu, 2020).

This study pursues to answer the question: What factors impacted on early government responses to COVID-19 in South America? To this end, we explore non-pharmaceutical interventions related with measures of social distancing, closure of schools, workplaces, public transport and restrictions on meetings and national and international travel in eight South American countries: Argentina, Bolivia, Brazil, Chile, Colombia, Paraguay, Peru, and Uruguay. This article identifies the factors that have impacted on the early government response to the pandemic in these cases, specifically measures associated with the suppression strategy. This is relevant since these are cases which, although historically have shown a weaker state capacity, over the past few decades their state has become strengthened in different ways. The latter is evidence of the heterogeneity among countries and within their civil services. Moreover, these cases had a window of opportunity of approximately two weeks since the first cases until the WHO declared the outbreak a pandemic and the European countries showed signs of collapse and implemented significant suppression measures. In this context, the governments of the region had to decide whether to follow the European model of emergency closures in a scenario of high uncertainty, weaker social protection networks, and a higher level of informal employment.

2. State capacity and crisis management

The development of the state capacity in Latin America during the twentieth century is usually associated with historical processes (Luna, 2020; Mahoney, 2010), as well as with socioeconomic inequalities and lack of trust in institutions (Centeno, 2009; Grassi & Memoli, 2016). State capacity is related with the idea of infrastructural power, which in turn is associated with the control exercised by a state, the ability to implement public policies and to enforce the established norms (Soifer & von Hau, 2008; see also Mann, 1993; Soifer, 2015).

Although Latin America has lagged historically in terms of the development and consolidation of its states, the unusual recent economic growth in the region has implied an expansion of infrastructural and public services. The case of Peru is an excellent example of poverty reduction and the increase of state capacity in recent years (Dargent, Feldmann, & Luna, 2017; Luna, 2020). However, this economic boom not only powered the formal economy but is also associated with a significant expansion of informal markets, often linked to illegal activities like, for example, in the cases of Bolivia, Peru, and Paraguay (Dewey, 2012; Luna, 2020). In this context, although the Latin American states today possess comparatively greater infrastructural capacity, there are warning signs of their being overwhelmed at a local level. This due to their incapacity to retain the monopoly of the use of force and adequately provide public goods and services to the population (Luna, 2020).

State capacity has three dimensions, making its measurement complex. Some capacities are related with the size of budgets and government bureaucracies, while on the other hand, the impact of state action in areas such as tax collection or indicators of specific policies are also relevant (Bull, 2020). For example, Hanson and Sigman (2013) analyse half a century of state capacity in Latin America and position Chile and Uruguay as leaders in the region, followed by Brazil and Bolivia. However, it is important to bear in mind that not only there are discrepancies among countries, and there are also profound differences between the public services within one country and in its regions (Bull, 2020; Gingerich, 2012).

Crisis, for their part, can be understood as a threat to the core values or functions of a social system, which generates high levels of uncertainty and requires immediate corrections (Christensen, Laegreid, & Rykkja, 2016; Rosenthal, Charles, & Hart, 1989). These corrections are related to the management of and response to specific crises like natural disasters, terrorist attacks or, in this case, a pandemic. Christensen et al. (2016) understand crisis management as a combination of legitimacy and capacity conditioned by the scale of the crisis and its level of uncertainty. Legitimacy, for its part, is interwoven with citizen expectations about the management of the crisis. These expectations condition the perception of government actions; therefore, the coincidence or discord between expectations and responses is an intricate link between capacity and legitimacy (Schneider, 2011). On the other hand, capacity can be understood as state or administrative capacity, although strictly speaking both are involved. Administrative capacity may be a somewhat vague concept, but it can be divided into at least four components which allow for a more direct measurement: (i) delivery capacity, related with the provision of public goods; (ii) regulatory capacity associated with state control and supervision of different sectors; (iii) coordination capacity for joint state action; and (iv) analytical capacity to evaluate risks and vulnerabilities (Lodge & Wegrich, 2014).

This study focuses on the three dimensions of administrative capacity, which should be most strongly linked to the crisis: delivery, coordination, and analysis. First, delivery capacity is related to the provision of public goods; in this case, the capacity of health systems to deal with the epidemic. Consequently, certain variables are used which reflect investment in state capacity in health, understanding investment as the assignment of scarce resources, whether they be monetary, technical or political to improve a specific area (Brieva, 2018). Coordination capacity, on the other hand, is evaluated with respect to the coordination between the central administration, and regional and local governments. In general, the literature tends to indicate that a key element in crisis management is the existence of a certain level of decentralisation for better response, maintaining a balance which implies not diluting responsibilities at the central level (Boin, 2008; Boin, Ekengren, & Rhinard, 2014; Christensen et al., 2016). Lastly, analytical capacity is related to the evaluation of risk and vulnerability in crises, which eventually permits better decisions to be taken.

The effect of variables related to the above dimensions in the early response by governments in South America is evaluated. As mentioned previously, non-pharmaceutical interventions can be grouped into two main types: mitigation and suppression (Ferguson et al., 2020). Both strategies can be evaluated according to the basic reproduction number \( R_0 \), which indicates the number of infections produced by one single case. When the value is below one, the outbreak is under control; hence, it is a useful measure for evaluating the response of health systems (Cori, Ferguson, Fraser, & Cauchemez, 2013; Thompson et al., 2019). The mitigation strategy seeks to reduce propagation speed without completely interrupting transmission. Consequently, its objective is to reduce \( R_0 \) to the minimum without it falling below one and build herd immunity in the population. On the other hand, the suppression strategy seeks to reduce \( R_0 \) to less than one to eliminate transmission.

The government responses are assessed in relation with the suppression approach and the implementation of social distancing measures, the closure of schools, workplaces and public transport, the cancellation of public events, restrictions on meetings and movement within countries, as well as international travel controls. These interventions are in line with those mentioned in stud-
ies such as Ferguson et al. (2020), Adolph et al. (2020), Toshkov, Yesilkagit, and Carroll (2020), as well as those compiled by Hale et al. (2020) with the Oxford COVID-19 Government Response Tracker (OxCGRTR).

3. Methods

3.1. Data

The Center for Systems Science and Engineering at the Johns Hopkins University COVID-19 Dataset is used to measure confirmed cases, recovered, and deaths (CSSE, 2020). This information enables us to calculate the incidence, epidemic curves, and serial interval distribution (SI). The latter is the time between infection and the onset of symptoms in a new case. In addition, government responses are measured with the OxCGRTR, developed by the Blavatnik School of Government at the University of Oxford, which permits to track the stringency of measures such as the closure of schools, non-essential businesses, stay at home requirements, among others (Hale et al., 2020).

This data is integrated with a code programmed available in the Supplementary material for Argentina, Bolivia, Brazil, Chile, Colombia, Paraguay, Peru, and Uruguay. This data set incorporates information from other sources like Our World in Data, a project coordinated by the Martin Programme on Global Development at the University of Oxford (Roser et al., 2020), from the Health Information Platform for the Americas of the Pan American Health Organization (PAHO, 2019), from the V-Dem project (Coppedge et al., 2020), World Bank, 2018 indicators (World Bank, 2018; see also Piburn, 2018). In this way, it is possible to codify different variables for the analyses.

3.2. Proportional hazards models and early projections

The econometric strategy is based on stratified, pooled Cox proportional hazards models to evaluate the early response of governments in the region, specifically concerning the implementation of suppression strategies between February 26 ($t_0$) and April 30 ($t_1$). On the one hand, critical strategies related to the closure of schools, non-essential workplaces, stay at home requirements, and the implementation of strict policies on testing and contact tracing are evaluated. These measures are also used in descriptive analysis. Furthermore, the econometric models incorporate other interventions such as the cancellation of public events, restrictions on gatherings, public transport closure, restrictions on movement and international travel controls, in particular, bans on high-risk regions and border closure. Since the early response is evaluated with respect to the implementation of suppression strategies, the more stringent decisions are considered, specifically explicit prohibitions and their implementation at a national level. Measures not implemented before $t_1$ are treated with administrative censure.

This study evaluates the effect of variables associated with three dimensions of administrative capacity: delivery, coordination, and analysis. These variables are controlled by GDP per capita of each country, constant in dollars (World Bank, 2018). First, delivery is evaluated according to Current Health Expenditure (CHE) per capita controlled by purchasing power parity (PPP) with information from PAHO, 2019. The second dimension is evaluated with the V-Dem division of power index, which is based on a scale between zero and one, where the highest values are related to cases where local and regional governments are elected and operate without relevant restrictions.

Finally, analytical capacity is measured with three variables. First, the number of confirmed cases at the end of the third week of March is used. This date is critical since the week before the WHO had declared COVID-19 a pandemic and governments found themselves pressured to take decisions. Second, the number of hospital beds per 1,000 people is taken from PAHO, 2019. Although this can also be related to the delivery, it is used as a foresight indicator and analysis capacity. Third, a projected burden index is used to measure pressure on health systems (see González, Munoz, Moya, & Kiwi, 2020).

The projected burden index is calculated using confirmed cases * 0.15 divided by the number of ICU beds * 0.25. Hereby, when the index equals one, the limits of the health system have been reached. The weightings correspond to 15% of cases that could require intensive care (Hopman, Allegrenzi, & Mehtar, 2020; Liew, Siow, MacLaren, & See, 2020) and a 75% of ICU beds occupancy according to OECD indicators (González et al., 2020). The number of cumulative cases is estimated with early projections simulated until April 30 based on information from the third week of March. The effective reproduction number ($R_t$) and a maximum likelihood estimation with a SI parametrised with a Gamma distribution $\mu = 7.5$ and $\sigma = 3.4$, following the Wuhan cases study of Li et al. (2020), are used. Based on that information, 1,000 Bayesian simulations of $R_t$ are carried out, and the epidemic curves are projected until the end of April, which implies carrying out a total of 48,000 simulations per country and 384,000 in total.

Consequently, the time of response $t_0$ is observed for the $i$th interventions of the $j$th strata according to its type, where $\sum_{j=1}^J$ and $J = 11$ within $n = 8$ countries. The country-level is used as clusters to adjust standard errors. The proportional hazards model is extended to include variables. If $X_k$ denotes a $k$th variable for $i$, the intervention rate is given by:

$$\lambda(t_i; X_1, \ldots, X_k) = \lambda_0(t_i) \exp \left[ \sum_{k=1}^m \beta_k X_k + e_k \right]$$ (1)

In the equation, $\lambda_0(t)$ is the baseline hazard, which is calculated from an estimate of the cumulative hazard $\Lambda_0(t)$ and a baseline survivor function. The baseline hazard is stratified across the pooled interventions in $J_m$ strata, similar to the analysis of responses by Adolph et al. (2020). Furthermore, the tied interventions are controlled by the Efron method, and the maximum of events per predictor variable rule is used (Vittinghoff & McCulloch, 2006). Therefore, three different models are fitted according to the above equation alternating the value of $k$ with different variables to test the analytical capacity.

---

1. In the case of Uruguay, there is a problem with the data of confirmed cases on April 12, but this only involves 2.87% of the total analysed. On the other hand, initially, Venezuela and Ecuador were considered interesting cases since they are the countries with the least state capacity in the region (Hanson & Sigman, 2013). However, Venezuela was excluded because it does not have updated information for measuring administrative capacity. Ecuador was also omitted since it presented a data mismatch of 9.89% in confirmed cases.

2. $R_0$, on the one hand, is the number of expected cases on average in a homogeneous population and is affected by susceptible people, the density of the population, infectiousness, among other factors. On the other hand, $R_t$ is the number of people that can be infected by a case at any specific time, and it is affected by the contact between confirmed cases and susceptible ones, behaviour, and interventions (Aronson, Brassey, & and Mahtani, 2020).

3. Available in the appendices are the figures per country (Fig. 2) which contrast confirmed cases and early projections with additional information about the most relevant suppression strategies implemented and their expected effects according to three-weeks term since the intervention pointed by Ferguson et al. (2020). This projection method is used because, in March, the epidemic was still in an early growth-phase in the region. For intermediate and advanced stages, it is recommendable, for instance, to use each component of a log-incidence model to measure correctly the growth and the decay-phase of the epidemic, respectively.
It is relevant to note that a key indicator associated with the analytical capacity variables is confirmed cases, which in the context of this ongoing crisis could be inaccurate and generate biased models since a number of reasons. For instance, cross-national differences in testing and tracing policies, inappropriate laboratory conditions or lack of personnel or reagents. This could be associated with an endogeneity effect since testing and contact tracing are measures evaluated in the analysis. In order to address this, a fourth model is fitted in which these policies are extracted from the pool and used to create new clusters. Accordingly, $\sum_{j=1}^{J}$ and $J = 9$ within two groups $(n = 2)$. Analogously to the previous models, the group-level is used to adjust standard errors.

Finally, a number of statistical tests are applied to check the models. First, the proportional hazards assumption (PHA) is tested (Box-Steffensmeier & Jones, 2004), and the C-Index is calculated. This index, in this case, indicates the proportion of all pairs of countries for which the prediction trends adequately which government will adopt a specific intervention first (Harrell, Lee, & Mar, 1996; see also Adolph et al., 2020). Subsequently, AIC and VIF are calculated and reported in the models. After that, additional tests are carried out to measure the influential cases with Schoenfeld residuals and non-linearity with Martingale ones (Therneau, Grambsch, & Fleming, 1990). The former is available in the Supplementary material.

4. Results

4.1. An early outlook of the pandemic in South America

The third week of March was key in the regional context since governments started to take decisions to stop the pandemic. In Brazil, for instance, three weeks had already passed since the first case, and more than 700 cases had been registered. Additionally, an $R_c$ of 3.203 had been verified, surpassed at that time only by Chile and Uruguay with 3.273 and 3.243, respectively. At the other extreme, the first infections in Uruguay and Bolivia were registered just over a week before, and the realities they reflected were highly dissimilar. Uruguay with more than 100 cases and Bolivia with fewer than 20. At this point, Bolivia boasted the lowest $R_c$ of the countries analysed, at 1.542.

For that reason, although in South America the differences in timing are not substantial, each case is at a different point in time along the epidemic curve, which is also conditioned by demographic and socioeconomic disparities, and state and detection capacities. Fig. 1 shows an early outlook of the evolution of the pandemic in the region with the focus on confirmed cases, deaths, recovered, and the current burden index adjusted for recovered cases. It is important to note that COVID-19 confirmed cases data is undoubtedly inaccurate in the context of this ongoing crisis; therefore, this indicator should be considered as underestimated. Furthermore, some countries have bought mechanical ventilators and expanded their ICU capacity over the last weeks, which although may be relatively marginal in an early stage, it is relevant to bear in mind that it is not reflected in this measurement.4

Four categories of cases can be identified based on three key characteristics associated with the management of the pandemic: (i) central measures of the suppression strategy such as the closure of schools, non-essential businesses, and stay at home requirements; (ii) testing policy; and (iii) contact tracing. In the first category, the only country that features is Paraguay, which has promoted a strict suppression strategy, implementing in the third week of March the closure of schools, workplaces, and stay at home instructions. Moreover, it has stringent testing and case tracing policy. This is reflected in the low incidence of cases registered in mid-May and in how well its health system is holding out. Although at the beginning of May it registered an $R_c$ of approximately five, Paraguay managed to reduce it rapidly and at the moment shows signs of having controlled the pandemic with just over 105 cases and 1.5 deaths per million population.

The second category pertains to cases that combine suppression strategies with a consistent testing policy. This is the case of Chile and Colombia. In Chile, schools and universities were closed in mid-March, and teleworking was promoted. Colombia, for its part, implemented similar measures with just a few days of delay in the restrictions of workplaces. Furthermore, both countries have implemented a consistent testing policy, which allows us to assume that, like in Paraguay, there is not a significant underestimation of infections.5 Although both countries also promote a policy of contact tracing, this is not as effective as an early response since they implemented stricter measures between the end of March and beginning of April, when tracing the chain of infection transmission was already complex. Despite these efforts, both countries register a significant number of cases, and their health systems are practically overwhelmed, although $R_c$ remains stable at below two. For instance, Chile is the second country in cases per million inhabitants above 1,900 in mid-May.

In the third category are Argentina and Peru. Both countries implemented stringent suppression strategies and stay at home requirements in the third week of March. Strictly speaking, far more extreme measures than the abovementioned countries. However, in both countries, testing is laxer, and contact tracing presents the same problem of late response as in Chile and Colombia. For example, Argentina was performing 2.1 tests per 1,000 population on May 15 and Peru around 2.8. This leads one to assume that infections are moderately underestimated.

On the one hand, Argentina has not shown signs of being a complex case due to its reduced number of infections and moderate pressure on its health system, although its $R_c$ increased slightly in May, reaching 1.682 by the end of the second week. Peru, on the other hand, despite having managed to reduce its $R_c$ to close to one during May, is one of the most worrying cases due to the cumulative incidence and the immense pressure on the health system. In mid-May Peru had shown the worst indicators adjusted per population in the region: more than 2,400 cases and around 68 deaths per million people.

Finally, in the fourth category are the countries that did not implement stringent suppression strategies or promote strict testing and tracing policies. Therefore, it is possible to assume a more considerable underestimation of confirmed cases. In this group, we find Bolivia, Uruguay, and Brazil. However, there are substantial differences among the three countries. Although Bolivia and Uruguay have not promoted exhaustive testing and case traceability policies, both implemented school closures in mid-March and the closure of non-essential workplaces was promoted at the end of March in Bolivia. Despite the low number of cases and that the $R_c$ containment in Bolivia has been relatively effective, the weakness of the health system is a problem. Moreover, Bolivia had carried out only 0.8 tests per 1,000 inhabitants on May 15. Uruguay, for its part, is one of the most successful cases in the region accord-

4 In the appendices, there are figures for each country, showing the $R_c$ between February 26 and May 15 (Fig. 3). Moreover, there is tabular data updated to mid-May with information about cases and deaths per million people, as well as tests performed per 1,000 inhabitants based on Roser et al., 2020 data (Table 2).

5 This indicator should be contrasted with the number of tests per people. While Chile is the most remarkable case of testing policy in the region and worldwide with 17.9 per 1,000 people in mid-May, Colombia and Paraguay just performed about 3.6 and 2.6, respectively. Moreover, the differences across countries in the number of tests could be associated with their detection capacities in terms of laboratory conditions, qualified personnel, and reagents stocks.
ing to these indicators with almost nine tests per 1,000 population in mid-May, as well as just over 200 cases and approximately five deaths per million people.

On the other hand, Brazil is the only country in the region that has not systematically implemented at the national level any key suppression policy or clear strategies of detection and tracing of infections. This is evident in evaluating almost any indicator, the possible overwhelm of its health system, as well as the confirmed cases and deaths per million inhabitants: over 950 and about 65, respectively.

With regards to the strict implementation of other measures at a national level, all countries, except for Brazil, have combined different measures. The cancellation of public events was implemented transversally during March, but the strict limiting of gatherings has not been applied in Chile and Uruguay. Closure of public transport has only been implemented in Argentina, Bolivia and, at the beginning of May, in Peru. The restriction of internal movement, for its part, has been more transversal, except for Chile, whose implementation has been late and ineffective. The only measures adopted by all of the countries during March, including Brazil, concern the international travel controls with bans on high-risk regions and border closure.

4.2. Determinants of suppression strategies

Table 1 presents the four Cox proportional hazards models fitted. Models I and II use confirmed cases and hospital capacity as variables related to analytical capacity. In both cases, only the number of confirmed cases is a significant variable that delays the implementation of suppression interventions, which suggests that this information is not good enough for decision-making.6

On the other hand, by using the projected burden index as an indicator of the analytical capacity in models III and IV, this has a significant statistical effect which accelerates the government response in stringent interventions. It is relevant to remember that model IV extracts from the pooled interventions, both testing and contact tracing policies and uses them to generate clusters and adjust standards errors in order to control endogeneity.

The well-known hazard ratio, which is obtained from the exponentiated coefficients, in this case, operates as a response ratio if the other covariates are held constant. For instance, the projected burden index increases the response by a factor of $e^{b} = 1.031$ ($p = 0.000$ and CI 95%: 1.016 to 1.047), this is 3.1% and 3.5% by a unit of the index in model III and IV, respectively. Moreover, in model III, public expenditure on health ($e^{b} = 5.045 + 01$, $p = 0.001$, and CI 95% = 5.016e + 00 to 5.075e + 02) and more autonomous regional and local governments ($e^{b} = 2.639 + 04$, $p = 0.000$, and CI 95% = 3.358e + 02 to 2.074e + 06) are also related significantly to more rapid interventions, but with higher degrees of uncertainty. Similarly, model IV confirms the findings with slight differences in $b$ coefficients: an increase of 8.1% in expenditure on health and 16.5% in the division of power.

The GDP per capita, on the other hand, turns out to be a factor which delays the implementation of suppression measures by 98.6% by logged unit of GDP in model III ($e^{b} = 1.446e−02$, $p = 0.000$, and CI 95%: 1.558e−03 to 1.341e−01). This finding is

6 In an alternative analysis of model II, ICU beds were used instead of hospital capacity and very similar coefficients were obtained, but the PHA test was not meet.
confirmed in model IV with 99% by logged unit of GDP ($e^b = 9.876 \times 0.000, \ p = 0.000, \ \text{and CI } 95\%: 5.484 \times 0.000$ to $1.778 \times 0.000$). These results are counter-intuitive since the more prosperous countries should be more prepared to shoulder economic costs by adopting strict measures in the management of the crisis. However, in the cases analysed this tends to function inversely, which should possibly be analysed in contrast with sociocultural and ideological variables.

5. Conclusion

As from the third week of March, most of the South American countries implemented a number of measures in an effort to halt the pandemic. Although some indicators are undoubtedly underestimated, especially confirmed cases, it is possible to note some trends such as heterogeneity in the growth-phase of the crisis in the region. Some countries, like Uruguay and Paraguay, have managed to contain the pandemic relatively successfully, while others appear to be overwhelmed by COVID-19 like Brazil and Peru. Apart from this heterogeneity in the evolution of the epidemic, state capacity and, in particular, analytical capacity associated with the adequate evaluation of pressure on the health system, are identified as significant factors for the rapid implementation of suppression strategies. Nevertheless, for as long as there is not a vaccine, this may be a risk. Keeping the equilibrium between the adverse economic effects associated with paralysing a country and stringent interventions may be a complex challenge for governments in the region over the coming months.
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Appendix A

See Figs. 2 and 3 and Table 2.

### Table 1

|                     | Model I          | Model II         | Model III        | Model IV         |
|---------------------|------------------|------------------|------------------|------------------|
| Log CHE per capita  | $-1.044 \ (0.980)$ | $-1.044 \ (1.374)$ | $3.921 ^{***} \ (1.620)$ | $4.238 ^{***} \ (1.707)$ |
| Division of power index | $-0.429 \ (1.475)$ | $-0.889 \ (1.625)$ | $10.181 ^{***} \ (3.651)$ | $11.863 ^{***} \ (3.889)$ |
| Confirmed cases (third week) | $-0.003 \ (0.001)$ | $-0.003 \ (0.001)$ | $-0.003 ^{***} \ (0.204)$ | $-0.003 ^{***} \ (0.012)$ |
| Hospital beds (per 1,000 people) | $0.155 \ (1.475)$ | $0.155 \ (1.137)$ | $0.155 \ (1.204)$ | $0.155 \ (1.137)$ |
| Burden index        | $0.031 ^{***} \ (0.001)$ | $0.031 ^{***} \ (0.001)$ | $0.031 ^{***} \ (0.001)$ | $0.031 ^{***} \ (0.001)$ |
| Log GDP per capita  | $0.710 \ (0.937)$ | $1.224 \ (1.137)$ | $-4.237 ^{***} \ (1.504)$ | $-4.618 ^{***} \ (3.889)$ |
| Log-Rank            | $15.925 ^{***}$ | $16.107 ^{***}$ | $15.974 ^{***}$ | $19.459 ^{***}$ |
| AIC                 | $164.503$ | $165.931$ | $167.703$ | $149.699$ |
| C-Index             | $0.703$ | $0.716$ | $0.716$ | $0.752$ |
| PHA Test            | $0.125$ | $0.089$ | $0.199$ | $0.172$ |
| VIF                 | $1.164$ | $1.180$ | $1.120$ | $1.120$ |
| Events              | $53$ | $53$ | $53$ | $49$ |
| N                   | $88$ | $88$ | $88$ | $72$ |
| Log Likelihood      | $-78.252$ | $-77.965$ | $-79.852$ | $-70.850$ |

*shape p < 0.1; **shape p < 0.05; ***shape p < 0.01.
Source: Author’s calculations from February 26 to April 30, 2020, based on Coppedge et al., 2020; CSSE, 2020; Hale et al., 2020; PAHO, 2019; 2018 data.
Appendix B. Supplementary data

Supplementary data associated with this article can be found, in the online version, at https://doi.org/10.1016/j.worlddev.2020.105180.
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