Phase-Matching Quantum Cryptographic Conferencing
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Quantum cryptographic conferencing (QCC) holds promise for distributing information-theoretic secure keys among multiple users over long distance. Limited by the fragility of Greenberger-Horne-Zeilinger (GHZ) state, QCC networks based on directly distributing GHZ states at long distance still face big challenge. Another two potential approaches are measurement device independent QCC and conference key agreement with single-photon interference, which was proposed based on the post-selection of GHZ states and the post-selection of W state, respectively. However, implementations of the former protocol are still heavily constrained by the transmission rate $\eta$ of optical channels and the complexity of the setups for post-selecting GHZ states. Meanwhile, the latter protocol cannot be cast to a measurement device independent prepare-and-measure scheme.

Combining the idea of post-selecting GHZ state and recently proposed twin-field quantum key distribution protocols, we report a QCC protocol based on weak coherent state interferences named phase-matching quantum cryptographic conferencing, which is immune to all detector side-channel attacks. The proposed protocol can improve the key generation rate from $O(\eta^N)$ to $O(\eta^{N-1})$ compared with the measurement device independent QCC protocols. Meanwhile, it can be easily scaled up to multiple parties due to its simple setup.

PACS numbers: 03.65.Ud, 03.67.HK, 03.67.-a

I. INTRODUCTION

Quantum network [1–10], aimed at realizing quantum information tasks among multiple parties, is playing more and more important roles in burgeoning quantum information processing including quantum computing [11], quantum communication [12] and quantum metrology [13]. Quantum Cryptographic Conferencing (QCC) network [14–19], which distributes information-theoretic secure keys among multiple parties over long distance, is one of the most promising applications in quantum information science. With the rapid development of quantum information processing, QCC network is of great potential to improve the security of the communications in networks. For example, QCC network can be used to broadcast message to users securely. So far, several protocols are proposed to realize QCC networks. The first protocol is based on the predistribution of multi-party entanglement states [14–16]. These presentations require the predistribution of Greenberger-Horne-Zeilinger (GHZ) entanglement state [20], which is initially introduced to verify Bell’s theorem [21, 22]. Though great endeavours have been made to improve preparation of multipartite GHZ states [23–29], the low intensity and fragility of the GHZ states make its applying to practical QCC network facing big challenge within current technology. The second protocol is measurement device independent QCC (MDI-QCC) which is based on the post-selection of GHZ state [17]. Once a successful detection event occurs, a GHZ state is shared among multiple parties [30]. Thus, multiple parties can distribute secret key bits among them by the post-selected entanglement states. Further, the measurement device can be controlled by an untrusted third party, Eve. Therefore, according to the measurement device independent quantum key distribution (MDI-QKD) idea [31] (see also [32]), it is immune to all detector side-channel attacks. Combined with decoy-state method [33], MDI-QCC network is promised more reasonably to be realized in experiments within current technology. The third protocol is the conference key agreement with single photon interference (single-photon CKA) [18], which is based on post-selection of the W state [34]. However, the single-photon CKA protocol cannot be cast to a MDI prepare-and-measure scheme. Meanwhile, the signal pulses cannot be substituted by coherent states, and the local qubits have to resort to quantum memories. Thus, the feasibility of single-photon CKA requires further investigation [18].

Recently, twin-field quantum key distribution (TF-QKD) and phase-matching quantum key distribution (PM-QKD) [35–44] are reported to overcome the repeater-less rate-distance limit [45] of quantum key distribution (QKD). By introducing single-photon interference, these protocols achieve key generation rates scaling with the square-root of the channel transmittance $O(\sqrt{\eta})$ which exceeds the rate-distance limit without quantum repeaters. Here $\eta$ is the transmission rate of the optical channel between two users. At the same time, their measurement device can be controlled by an untrusted third party, which is also immune to all detector side-
there might be small-scale interference between \( \eta \) and \( \eta \), similar to the TF-QKD protocol, the key generation rate is superior compared with MDI-QCC networks based on GHZ and tor side-channel attacks. Owing to its simpler setup structure, the measurement device can be untrusted, it is immune to all detection of \( \eta \)th measurement branch. \( D_L(D_R) \): the left (right) detector of the second measurement branch. \( D_{L_{m-1}}(D_{R_{m-1}}) \): the left (right) detector of the \( (N-1) \)th measurement branch. BS: Beam Splitter. FC: Fiber Channel.

channel attacks [31]. These new types of QKD protocols have also been realized [46–50] and shown to extend the distance of perfect interference of \( \eta \) parties. It is demonstrated that the small-scale \( N' \) -party PM-QCC can still be realized securely with key generation rates scaling with \( \eta^{N'-1} \).

II. PM-QCC NETWORK

Supposing that \( N \) parties \( P_1, P_2, \cdots, P_N \) plan to conduct a quantum cryptographic conference task, see Fig. 1. They can encode their random bits in their phase randomized coherent pulses. The encoded coherent pulses are sent to the untrusted third party, Eve, who is supposed to perform interference measurements. The \( N \) -party PM-QCC network works as follows:

Step.1 Preparation: Party \( P_1 \) randomly generates one bit \( k_1 \in \{0, 1\} \) and one coherent pulse with a random phase \( \phi_1 \in [0, 2\pi) \). Then, he encodes the random bit to the coherent pulse and get a phase randomized coherent pulses \( |e^{i(\phi_1+\pi k_1)}\rangle \). Similarly, parties \( P_2, \cdots, P_N \) prepare their phase randomized coherent pulses \( |e^{i(\phi_2+\pi k_2)}\rangle, \cdots, |e^{i(\phi_N+\pi k_N)}\rangle \), respectively.

As shown in Fig. 1, the settings for \( P_1, P_N \) are different from that for \( P_2, \cdots, P_{N-1} \) in the experimental setup. Thus, the intensities of the weak coherent pulses used by parties \( P_1, P_N \) are set to be \( \mu_1, \mu_N \in \{\pi \tau > \pi \tau > \pi \tau > \cdots > 0\} \), while the intensities for parties \( P_2, \cdots, P_{N-1} \) are set to be \( \mu_t \in \{\mu > \nu > \omega > \tau > \cdots > 0\} \) \((2 \leq t \leq N-1)\). The pulses with intensity \( \mu \) are used as signal pulses and the pulses with intensities \( \{\nu, \omega, \tau, \cdots, 0\} \) are used as decoy pulses.

Step.2 Measurement: All the parties send their pulses directly to the untrusted third party Eve. Design, by an honest Eve splits each pulse of parties \( P_2, \cdots, P_{N-1} \) into two separated coherent pulses using 50 : 50 beam splitters (BS1) to perform interference measurements as shown in Fig. 1. Eve measures the received pulses and records measurement results. Here, successful detection events are defined as coincidence clicks of \( N-1 \) measurement branches, within which only one detector clicks.

Step.3 Announcement: Eve announces measurement results for successful detection events. Then, all the parties announce their random phases \( \phi_1, \phi_2 \cdots \phi_N \) and their randomly chosen intensities \( \mu_1, \mu_2, \cdots, \mu_N \), respectively.

Step.4 Sifting: When a successful detection event is announced by Eve, the \( N \) parties \( P_1, P_2, \cdots, P_N \) keep their random bits \( k_1, k_2 \cdots k_N \), respectively. A successful detection event is one of \( 2^{N-3} \) coincident click events in the set \( \{D_{D_1}D_{D_2} \cdots D_{D_{N-1}}, D_{R_1}D_{R_2} \cdots D_{R_{N-1}}, \cdots, D_{R_1}D_{R_2} \cdots D_{R_{N-1}}\} \). Here, \( D_{D_{m}}(D_{R_{m}}) \) means that only the detector \( D_{D_{m}}(D_{R_{m}}) \) clicks in the \( m \)th measurement branch. According to Eve’s announcements, they cooperate to flip their bits to make their encoded phases the same with that of events \( D_{D_1}D_{D_2} \cdots D_{D_{N-1}} \). Then, \( P_1, P_2, \cdots, P_N \) keep their random bits only when the phase-matching conditions are satisfied: \( |\phi_1 - \phi_2| = 0 \) or \( \pi \).
Step 5. **Parameter estimation and key distillation**: The above steps are repeated enough times to distill the raw key bits. From the data set generated by the signal pulses, the users can directly estimate the gate $Q_D$ and marginal quantum bit error rates (QBER) $E_{\mu_1,\mu_2}$, $E_{\mu_1,\mu_2}$, $\cdots$, $E_{\mu_1,\mu_2}$ from the measurement results. From the data set generated by the decoy pulses, the users can estimate the phase error $E_{\mu_1}^X$ according to decoy-state methods (see Appendix D for details). Finally, they distill private key bits by performing error correction and privacy amplification on the raw key.

For the coherent pulse interference measurement on the $l$-th ($1 \leq l \leq N-1$) measurement branch, there would be only one detector click if the encoded phases of two pulses with equal intensities are matched, i.e., $D_{L_l}$ (or $D_{R_l}$) would click if $\Delta \phi_{l} = |\phi_{l} + \pi k_l - (\phi_{l+1} + \pi k_{l+1})| = 0$ (or $\pi$). This is vital in the security of PM-QCC network.

In the above $N$-party PM-QCC network, the random phases $\phi_1$, $\phi_2$, $\cdots$, $\phi_N$ that $P_1$, $P_2$, $\cdots$, $P_N$ attach to their pulses are continuous. Thus, the precise phase-matching condition $|\phi_m - \phi_{m+1}| = 0$ or $\pi$ is hard to realize. Moreover, we suppose that the lasers of $P_1$, $P_2$, $\cdots$, $P_N$ are perfectly locked which is also impractical in experiments. To overcome these problems, we introduce the phase-compensation method [35, 36] that can help to conduct phase matching and phase reference. For an arbitrary party $P_m$, the phase interval $[0, 2\pi)$ is cut into $M$ slices $\{\Delta_{j_m}\}$ with $0 \leq j_m \leq M-1$, $\Delta_{j_m} = \frac{2\pi}{M} j_m$ ($j_m = 1$).

In the **Announcement** step, what $N$ parties $P_1$, $P_2$, $\cdots$, $P_N$ announce are their phase slice indexes $j_1$, $j_2$, $\cdots$, $j_N$ instead of their exact phases $\phi_1$, $\phi_2$, $\cdots$, $\phi_N$, respectively. Then, in the **Sifting** step, party $P_m$ and $P_{m+1}$ only need to compare their slices indexes, $j_m + j_{m+1} - j_{m+1}$ (mod $M = 0$ or $M/2$, where $j_{m+1} \in \{0, 1, \ldots, M-1\}$) is an adjusted slice index to compensate the deviation of phase reference for parties $P_m$ and $P_{m+1}$.

In practice, $j_{m+1}$ can be determined in the **Parameter estimation** step by minimizing the QBER. Although there will be intrinsic misalignment errors in the sifting induced by the coarse split of the phase interval, this makes phase-sifting practical without affecting the security [36].

### III. SECURITY ANALYSIS

Without loss of generality, we consider an entanglement-based protocol that party $P_m$ prepares entanglement states between his virtual qubits and his WCPs instead of directly preparing WCPs (see Appendix B for detail). Thus, its security analysis applies to the entanglement distillation argument [16, 53, 54]. Following the entanglement distillation argument [53, 54], to generate a sequence of almost perfect secure key bits, parties $P_1$, $P_2$, $\cdots$, $P_N$ only need to share a sequence of almost perfect GHZ states in term of monogamy of entanglement [55, 56]. Therefore, what we are facing now is to distill almost perfect GHZ states [51].

As described in Step 4, when phase matching condition is satisfied, encoded random bits are kept. Without loss of generality, the phases are supposed to be $\phi_1 = \phi_2 = \cdots = \phi$. In Fig. 2(a), the WCP with random phase $\phi$ of party $P_l$ arriving at the 50 : 50 beam splitter BS1 is split into two WCPs with
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the same encoded phases.

$$|\psi(\phi+\pi k_2)\sqrt{\mu}^{\text{BS1}}|\psi(\phi+\pi k_2)\sqrt{\mu/2}^{\text{BS2}}|\psi(\phi+\pi k_2)\sqrt{\mu/2}^{\text{BS3}},$$

(3)

where $\phi + \pi k_2$ is the encoded phase of party $P_2$. The WCPs from party $P_2$ is split into two branches to interfere with $P_1$ and $P_3$ respectively. Similarly, WCPs from parties $P_3, \ldots, P_{N-1}$ are split. The third party, Eve, performs interference measurement for all $N$ parties. Now, the protocol is equivalent to that of Fig. 2(b).

Let us consider the entanglement based protocol of PM-QCC (see Appendix B). Once there is a success detection event, virtual qubits in $N$ parties are entangled together. After the distillation protocol (see Appendix A), perfect GHZ states are shared between $N$ parties. Finally, they can generate secret key bits from the distillation of the GHZ state [15–17].

The corresponding key generation rate is

$$R_{N=\text{party}} = \frac{2}{M} \sum_{\mu=2}^{N-1} Q_\mu [1 - f \cdot \max \{H(E_{\mu,P_1P_2}^Z), \ldots, H(E_{\mu,P_1P_N}^Z) \} - H(E_{\mu}^X)],$$

(4)

where $H(x) = -x \log_2(x) - (1-x) \log_2(1-x)$ is the binary entropy function. The $E_{\mu,P_1P_m}^Z$ ($2 \leq m \leq N$) is the marginal QBER of parties $P_1$ and $P_m$ and can be estimated from Eve’s measurement results directly. The $E_{\mu}^X$ is the phase error rate which is an intrinsic error of the protocol and can be estimated with the help of the decoy-state method in experiments (see Appendix C and D). The $Q_\mu$ is the overall gain, and $\frac{2}{M}$ is induced by phase post-selection in the phase compensation method which can be optimized according to the experimental parameters [35, 36].

As shown in Eq. 4, there is a prefactor $(\frac{2}{M})^{N-1}$ which is induced by the phase post-selecting process in the key generation rate. It might cause descending in key generation rate when the number of user increases. According to Appendix B, the PM-QCC protocol is still secure even when the phase choices in the signal pulses are announced before Eve’s measurement if one can estimate the phase error accurately. Thus, the phase compensation method just provides a practical and secure way to align the phases for signal pulses. Then, if one can realize accurate and secure phase reference in his (or her) lab, the PM-QCC protocol can be improved to a version PM-QCC* without phase post-selection in signal pulses (see Appendix E for detail). It has also been demonstrated in new variants for TF-QKD and PM-QKD protocols [38, 39, 42–44]. In the PM-QCC*, the factor $(\frac{2}{M})^{N-1}$ can be improved to 1, and the key generation rate is

$$R_{N=\text{party}} = Q_\mu [1 - f \cdot \max \{H(E_{\mu,P_1P_2}^Z), \ldots, H(E_{\mu,P_1P_N}^Z) \} - H(E_{\mu}^X)].$$

(5)

where $Q_\mu$ is the overall gain, $E_{\mu,P_1P_2}^Z, E_{\mu,P_1P_3}^Z, \ldots, E_{\mu,P_1P_N}^Z$ are marginal QBERs and $E_{\mu}^X$ is the phase error rate. Need to note that the signal pulses from the parties can no longer be regarded as photon number states since the phase randomization for signal pulses has been cancelled out in the PM-QCC* protocol. Thus, the above mentioned decoy states discussion for the PM-QCC protocol becomes unsuitable for the PM-QCC* protocol, and more delicate decoy-state method is required to evaluate the phase error rate in the signals (see Appendix E) [40, 42, 43]. For example, as in [42], the estimation of phase error rate is converted to the estimation of the yields for the photon number state, which can be estimated using phase randomized decoy states. Thus, the phase randomized decoy states with different intensities can in principle be used to constraint the phase error rate $E_{\mu}^X$ tightly and we leave it for further studies.

FIG. 3. Key generation rate $R$ of three-party PM-QCC, three-party PM-QCC* (without phase post-selection in signal pulses) and MDI-QCC network versus transmission distance $L$. The simulation result is obtained with parameters from Ref. [17] that the dark-count rate $p_d = 1 \times 10^{-7}$, the loss rate of the channel $\alpha = 0.02 \text{dB/km}$, the detection efficiency $\eta_d = 93\%$, the error correction efficiency $f = 1.16$, the misalignment error for MDI-QCC $\epsilon_{\text{MDI}} = 1.5\%$ and the phase misalignment error for PM-QCC* $\epsilon_{\text{PM}} = 1.5\%$. The number of phase slices $M$ for PM-QCC is optimized at different transmission distances.

FIG. 4. Key generation rate $R$ for 3-party PM-QCC, 3-party PM-QCC with four decoy states (0,0,0,0) and 4-party PM-QCC versus transmission distance $L$. Parameters adopted in simulation are derived from Ref. [57]: the dark-count rate $p_d = 7.2 \times 10^{-8}$, the loss rate of the channel $\alpha = 0.2 \text{dB/km}$, the detection efficiency $\eta_d = 65\%$, the error correction efficiency $f = 1.16$. 

### Table

| Distance L (km) | Key generation rate R (per pulse) |
|----------------|---------------------------------|
| 0              | Three-party PM-QCC              |
| 10             | Three-party PM-QCC*             |
| 20             | Three-party MDI-QCC             |

### Figure 3

- **Key generation rate $R$ of three-party PM-QCC, three-party PM-QCC* (without phase post-selection in signal pulses) and MDI-QCC network versus transmission distance $L$.**
- Simulation results are obtained with parameters from Ref. [17]: dark-count rate $p_d = 1 \times 10^{-7}$, loss rate $\alpha = 0.02 \text{dB/km}$, detection efficiency $\eta_d = 93\%$, error correction efficiency $f = 1.16$, misalignment error for MDI-QCC $\epsilon_{\text{MDI}} = 1.5\%$, and phase misalignment error for PM-QCC* $\epsilon_{\text{PM}} = 1.5\%$. Number of phase slices $M$ for PM-QCC is optimized at different transmission distances.

### Figure 4

- **Key generation rate $R$ for 3-party PM-QCC, 3-party PM-QCC with four decoy states (0,0,0,0) and 4-party PM-QCC versus transmission distance $L$.** Parameters adopted in simulation are derived from Ref. [57]: dark-count rate $p_d = 7.2 \times 10^{-8}$, loss rate $\alpha = 0.2 \text{dB/km}$, detection efficiency $\eta_d = 65\%$, error correction efficiency $f = 1.16$. 

---

**Key generation rate $R$ of three-party PM-QCC, three-party PM-QCC* (without phase post-selection in signal pulses) and MDI-QCC network versus transmission distance $L$.** The simulation result is obtained with parameters from Ref. [17] that the dark-count rate $p_d = 1 \times 10^{-7}$, the loss rate of the channel $\alpha = 0.02 \text{dB/km}$, the detection efficiency $\eta_d = 93\%$, the error correction efficiency $f = 1.16$, the misalignment error for MDI-QCC $\epsilon_{\text{MDI}} = 1.5\%$ and the phase misalignment error for PM-QCC* $\epsilon_{\text{PM}} = 1.5\%$. The number of phase slices $M$ for PM-QCC is optimized at different transmission distances.

**Three-party PM-QCC**
- Simulation results are obtained with parameters from Ref. [17]: dark-count rate $p_d = 7.2 \times 10^{-8}$, loss rate $\alpha = 0.2 \text{dB/km}$, detection efficiency $\eta_d = 65\%$, error correction efficiency $f = 1.16$. 

---

**Appendix C and D**: The error correction efficiency $f$ might cause descending in key generation rate when the number of user increases. According to Appendix B, the PM-QCC protocol is still secure even when the phase choices in the signal pulses are announced before Eve’s measurement if one can estimate the phase error accurately. Thus, the phase compensation method just provides a practical and secure way to align the phases for signal pulses. Then, if one can realize accurate and secure phase reference in his (or her) lab, the PM-QCC protocol can be improved to a version PM-QCC* without phase post-selection in signal pulses (see Appendix E for detail). It has also been demonstrated in new variants for TF-QKD and PM-QKD protocols [38, 39, 42–44]. In the PM-QCC*, the factor $(\frac{2}{M})^{N-1}$ can be improved to 1, and the key generation rate is $R_{N=\text{party}} = Q_\mu [1 - f \cdot \max \{H(E_{\mu,P_1P_2}^Z), \ldots, H(E_{\mu,P_1P_N}^Z) \} - H(E_{\mu}^X)].$ (5)

Where $Q_\mu$ is the overall gain, $E_{\mu,P_1P_2}^Z, E_{\mu,P_1P_3}^Z, \ldots, E_{\mu,P_1P_N}^Z$ are marginal QBERs and $E_{\mu}^X$ is the phase error rate. Need to note that the signal pulses from the parties can no longer be regarded as photon number states since the phase randomization for signal pulses has been cancelled out in the PM-QCC* protocol. Thus, the above mentioned decoy states discussion for the PM-QCC protocol becomes unsuitable for the PM-QCC* protocol, and more delicate decoy-state method is required to evaluate the phase error rate in the signals (see Appendix E) [40, 42, 43]. For example, as in [42], the estimation of phase error rate is converted to the estimation of the yields for the photon number state, which can be estimated using phase randomized decoy states. Thus, the phase randomized decoy states with different intensities can in principle be used to constraint the phase error rate $E_{\mu}^X$ tightly and we leave it for further studies.
IV. PERFORMANCE OF PM-QCC NETWORK

Without loss of generality, the channels between party $P_m$ and measurement station are supposed to be symmetric. To show the performance of PM-QCC network, we consider the 3-party PM-QCC network, 3-party PM-QCC* network and compare our protocol with MDI-QCC network [17] using the following experimental parameters: the intrinsic fiber channel loss $\alpha = 0.2 \text{ dB/km}$, detection efficiency of threshold single-photon detector $\eta_d = 93\%$, dark-count rate $p_d = 10^{-7}$, error correction efficiency $f = 1.16$, misalignment error for MDI-QCC $\epsilon^{\text{MDI}} = 1.5\%$ and phase error for PM-QCC* $\epsilon^{\text{PM-QCC*}} = 1.5\%$. As shown in Fig. 3, one can see that the key generation rate of PM-QCC can be well beyond that of MDI-QCC around $L = 80 \text{ km}$. The key rate is improved by approximately 2 orders of magnitude around $L = 200 \text{ km}$.

For the PM-QCC* without phase-matching condition in signal pulses, the key generation can be well beyond that of MDI-QCC around $L = 12 \text{ km}$. This improvement mainly comes from the fact that the key generation rate of the presented PM-QCC network can be improved to scale with $\eta^{-1}$, whereas that of MDI-QCC network scales with $\eta^{-1}$ (see Appendix F).

| $R$ (bits per pulse) | $L$ (km) | $\mu$ | $M$ |
|---------------------|----------|-------|-----|
| $2.6989 \times 10^{-7}$ | 50       | 0.1333 | 13  |
| $1.6277 \times 10^{-8}$ | 80       | 0.1299 | 13  |
| $2.5332 \times 10^{-9}$ | 100      | 0.1291 | 13  |
| $2.2928 \times 10^{-11}$ | 150      | 0.1263 | 13  |
| $2.6206 \times 10^{-14}$ | 200      | 0.1239 | 17  |

To demonstrate the scalability and the decoy-state method of PM-QCC network, we simulate the PM-QCC network at $N = 3$ parties with infinite decoy states and four decoy states ($N > \omega > \tau > 0$). With experimental parameters given in [57] that detection efficiency $\eta_d = 65\%$, dark-count rate $p_d = 7.2 \times 10^{-8}$, the performance of PM-QCC network at $N = 3$ parties are presented in Fig. 4. The longest transmission distance between one user and the measurement station of PM-QCC is beyond $200 \text{ km}$ at $N = 3$ parties. Remarkably, the longest transmission distance between two users is over $400 \text{ km}$ by special arrangement. The optimized weak coherent states $\mu$ and phase slice number $M$ for given parameters at $N = 3$ are presented in Table I. Meanwhile, the key generation rate for 3-party PM-QCC with four decoy states is optimized over $\mu, \nu, \omega$ and $\tau$ for given parameters and $M = 13$. For example, the key generation rate is $R = 1.7327 \times 10^{-11}$ (bits per pulse) at $L = 150 \text{ (km)}$ with $\mu = 0.104815, \nu = 0.0204583, \omega = 0.0182017$, $\tau = 9.27216 \times 10^{-5}$. Furthermore, we simulate the PM-QCC at $N = 4$ parties, and the simulation results are present in Fig. 4.

According to the above discussion, it is feasible to realize the PM-QCC network for three and even more parties with current experimental technology. Meanwhile, the PM-QCC* without phase post-selection in signal pulses (see Appendix E) can be realized with further optimization and accurate phase reference in a long distance.

Practically, there might be interferences of only $N'$ parties ($N'$ parties are near-neighbor connected, and $2 \leq N' \leq N$) instead of perfect interference of $N$ parties. In this case, according to Step 1 of the PM-QCC network, the weak coherent pulses prepared by parties at broken points are $|\sqrt{\mu}/2$ (the encoded phase is omit here). While, as shown in Fig. 1, the intensities of weak coherent pulses arriving at the third party are equal in an interference branch. Therefore, higher amounts of weak coherent pulses are lost during the transmission for broken points compared with that for unbroken points. It is demonstrated that the secure reduced small-scale PM-QCC networks can also be constructed among $N'$ parties with key generation rate $R_{\text{reducedPM-QCC}} \propto \eta^{-1}$ (see Appendix G for detail).

V. CONCLUSION AND OUTLOOK

Based on the multiparty weak coherent pulses interference, we present a new protocol named as phase matching quantum cryptographic conferencing (PM-QCC) network that can distribute information-theoretic secure keys among $N$ parties. In the merit of simpler setup, the PM-QCC network can be conveniently generalized to $N$ parties and can go beyond the existing QCC networks. Firstly, similarly to the MDI-QCC network, the PM-QCC network is immune to all detector side-channel attacks since the measurement device can be untrusted. Secondly, compared with the MDI-QCC networks based on the GHZ analyzer, the PM-QCC can be more easily extended to multiple users due to simpler setup structure. Thirdly, the key generation rate of the presented PM-QCC network can be improved to scale with $\eta^{-1}$, whereas that of MDI-QCC network scales with $\eta^{-1}$. Fourthly, considering practical cases that small-scale interferences between $N'$ parties instead of perfect interferences of $N$ parties, the small-scale $N'$-party PM-QCC can still be realized. Finally, based on the setup of the PM-QCC network, GHZ state distribution networks can be constructed directly, which may be of great potential for other implementations in quantum information science.

During the preparation of this manuscript, a related work based on the post-selection of W state [34] has been reported in Ref. [18] which is named as conference key agreement with single-photon interference (single-photon CKA). Compared with the single-photon CKA, the proposed protocol is an essentially different protocol. Specifically, the proposed protocol is a MDI prepare-and-measure scheme, while, the single-photon CKA cannot be cast to a MDI prepare-and-measure scheme in which all the parties have to measure their local qubits and trust the measurement results. Meanwhile, the signal qubits sent to the measurement station cannot be replaced by coherent states, and the local qubits have to resort to quantum memories in the single-photon CKA. Thus, the feasibility of the single-photon CKA requires further investigation [18].
VI. ACKNOWLEDGMENTS

We acknowledge Feihu Xu for insightful discussion. This work has been supported by the Chinese Academy of Science, the National Fundamental Research Program, the National Natural Science Foundation of China (Grants No.11575174, No.11374287, No.11574297, No.11875173, and No.11674193), the National Key R&D Program of China (Grants No.2017YFA0303900 and No.2017YFA0304004), the Anhui Initiative in Quantum Information Technologies, as well as the Zhongguancun Haihua Institute for Frontier Information Technology.

Appendix A: Distillation of GHZ State

Inspired by the quantum key distribution protocol based on entanglement distillation [53, 54], multi-party quantum conference key distribution protocols based on entanglement distillation are proposed to securely distribute random bits between multiple users [15–17]. The security of phase matching quantum cryptographic conferencing network (PM-QCC) is based on the distillation of N-qubit GHZ state [51]

\[ |\Phi^+\rangle = \frac{1}{\sqrt{2}} (|00\cdots0\rangle + |11\cdots1\rangle)_N, \quad (A1) \]

which is stabilized by a group of stabilizer generators,

\[
\begin{align*}
S_0 &= X X X X \cdots X, \\
S_1 &= Z Z I I \cdots I, \\
S_2 &= Z I Z I \cdots I, \\
S_3 &= Z I I Z \cdots I, \\
& \vdots \\
S_{N-1} &= Z I I I \cdots Z,
\end{align*}
\]

where \( X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \), \( Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \), \( I = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \) are Pauli matrices. The corresponding N-qubit GHZ state basis is

\[ |\Psi_{j,i_2\cdots i_{N-1}}\rangle = \frac{1}{\sqrt{2}} (|0i_1i_2\cdots i_{N-1}\rangle + (-1)^j|1i_1i_2\cdots i_{N-1}\rangle), \quad (A3) \]

where \( j, i_m \in \{0,1\}, 1 \leq m \leq N-1, \bar{i}_m \) is logical negation of \( i_m \). If \( j = 1 \) (\( i_m = 1 \)), the basis vector is the \(-1\) eigenvalue of \( S_0 \) (\( S_m \)). It means that there is a phase error (bit error) to the original GHZ state. Thus, \( j \) (or \( i_m \)) is also called phase (or amplitude) bit.

Using the multipartite hashing method [51], the yield of distillation of the pure N-qubit GHZ state is

\[
D = 1 - \max \{ H(E^Z_{\mu,P_1P_2}), H(E^Z_{\mu,P_1P_3}), \cdots, H(E^Z_{\mu,P_1P_N}) \} - H(E^X_{\mu}), \quad (A4)
\]

where \( E^Z_{\mu,P_1P_m} \) represents the bit flip error rate of parties \( P_1 \) and \( P_m \) corresponding to the stabilizer \( S_{m-1} \). The \( E^X_{\mu} \) is the phase flip error corresponding to the stabilizer \( S_0 \).

\[ H(x) = -x \log_2 x - (1-x) \log_2 (1-x) \] is the binary entropy function.

Appendix B: Security Analysis for PM-QCC

Without loss of generality, we consider an entanglement based version that party \( P_m \) (\( 1 \leq m \leq N \)) prepares entanglement states between virtual qubits and his WCPs instead of directly preparing WCPs. Thus, its security analysis applies to the entanglement distillation argument [16, 53, 54]. As shown in Fig. 5(a), there is a virtual qubit at each party

\[ |+\rangle = \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle). \]
The party $P_m$ prepares an entanglement state using a control phase gate $C_{\phi} = |0\rangle\langle 0| + |0\rangle\langle 1| U_{\pi} |1 U_{\pi}$ between the virtual and weak coherent pulse (WCP) that

$$|\Psi\rangle_m = \frac{1}{\sqrt{2}} [ |0\rangle e^{i\phi} \sqrt{\mu_m} + |1\rangle e^{i(\phi+\pi)} \sqrt{\mu_m}], \quad (B1)$$

where $U_{0(\pi)}$ will attach a phase of 0 ($\pi$) to the WCP. Without loss of generality, the phases of parties $P_1, P_2, \ldots, P_N$ are supposed to be $\phi_1 = \phi_2 = \cdots = \phi_N = \phi$. The WCPs are sent to untrusted third party, Eve, to perform interference measurements with other parties. While, the virtual qubits are kept at each party. As is stated in the main text, the WCP with random phase $\phi$ of party $P_m$ passing through the 50 : 50 beam splitter BS1 is split into two WCPs with the same encoded phases.

$$|e^{i(\phi+\pi_k_m)} \sqrt{\mu}\rangle_{BS1} \rightarrow |e^{i(\phi+\pi_k_m)} \sqrt{\mu/2}\rangle \otimes |e^{i(\phi+\pi_k_m)} \sqrt{\mu/2}\rangle, \quad (B2)$$

where $\phi + \pi k_m$ is the encoded phase of party $P_m$. The protocol is the equivalent entanglement based protocol of Fig. 2(b). Since the neighbor WCPs are of the same intensity, the only difference is their phases. Thus, the WCPs in each branch can be regarded as from one virtual WCP source $|e^{i\phi} \sqrt{\mu}\rangle$, and the protocol is straightforwardly equivalent to that in Fig. 5(b). In the protocol of Fig. 5(b), the $N$-party state evolves as

$$|+\rangle_{P_1} |+\rangle_{P_2} \cdots |+\rangle_{P_N} \sum_{n_1=0}^{\infty} \frac{e^{-\mu/2} (e^{i\phi} \sqrt{\mu C_{\phi}})^{n_1}}{n_1!} \sum_{n_2=0}^{\infty} \frac{e^{-\mu/2} (e^{i\phi} \sqrt{\mu C_{\phi}})^{n_2}}{n_2!} \cdots \sum_{n_{N-1}=0}^{\infty} \frac{e^{-\mu/2} (e^{i\phi} \sqrt{\mu C_{\phi}})^{n_{N-1}}}{n_{N-1}!} |\text{vac}\rangle$$

$$\rightarrow \sum_{n_1,n_2,\ldots,n_{N-1}=0}^{\infty} \frac{e^{-\mu/2} (\mu)^{n_1}}{n_1!} \left( \frac{e^{-i\phi} \sqrt{\mu C_{\phi}} + e^{i\phi} \sqrt{\mu N_{\phi}}}{\sqrt{2}} \right)^{n_{N-1}} |\text{vac}\rangle$$

$$\rightarrow \frac{1}{2^{N/2}} \sum_{n_1,n_2,\ldots,n_{N-1}=0}^{\infty} e^{-\mu (N-1)/2} (\mu)^{n_1} (\mu)^{n_2} (\mu)^{n_{N-1}} |0\rangle \cdots |0\rangle \left( \frac{e^{i\phi} \sqrt{\mu} L_{\phi} + e^{i\phi} \sqrt{\mu} L_{\phi}}{\sqrt{2}} \right)^{n_{N-1}} |\text{vac}\rangle (B3)$$

where $C_{\phi}^i$ is the creation operator of the $i$-th virtual source, $|\text{vac}\rangle$ is the vacuum state, $\sqrt{P_{\text{even}}}$ and $\sqrt{P_{\text{odd}}}$ are normalized coefficients of pure state $|\text{even}\rangle_\mu$ and $|\text{odd}\rangle_\mu$, (see Eq. B11 to Eq. B13), $p_{1}^{\dagger}, p_{2L}^{\dagger}, p_{2R}^{\dagger}, \cdots$ are the creation operator of the corresponding path mode after the BS1s. The BSs act as

$$BS = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.$$
where $L_i^\dagger (R_i^\dagger)$ means the output path mode to detector $D_{L_1} (D_{R_1})$ for branch 1 in Fig. 5(b). Then, we have

$$p_1^\dagger + \frac{(-1)^i p_2^\dagger}{{\sqrt 2 }} \xrightarrow{{\text{BS}}} \begin{cases} L_i^\dagger & \text{if } i_1 = 0, \\ R_i^\dagger & \text{if } i_1 = 1. \end{cases} \quad (B5)$$

Thus, when $i_1 = 0$ only detector $D_{L_1}$ clicks, while when $i_1 = 1$ only detector $D_{R_1}$ clicks. From Eq. B3, once there is a success coincidence event that only one detector clicks in each branch, a GHZ state of $N$ parties is post-selected successfully such that

$$|\Psi_{j_1i_2\cdots i_{N-1}}\rangle = \frac{1}{{\sqrt 2 }}[[0i_1i_2\cdots i_{N-1}\rangle$$

$$+ (-1)^j|i_1i_2\cdots i_{N-1}\rangle],$$

where, $j = n_1 + n_2 + \cdots + n_{N-1}$. One can obtain the phase error correlation immediately

$$e^{\chi}_{n_1n_2\cdots n_{N-1}} = \begin{cases} 1, & \text{for } j \in \text{odd}, \\ 0, & \text{for } j \in \text{even}. \end{cases} \quad (B7)$$

The phase error rate is determined by different photon number components. Note that similar phase-error property is shown in a improved analysis of PM-QKD [58]. When $n_1 + n_2 + \cdots + n_{N-1} \in \text{odd}$, $e^{\chi}_{n_1n_2\cdots n_{N-1}} = 1$ and when $n_1 + n_2 + \cdots + n_{N-1} \in \text{even}$, $e^{\chi}_{n_1n_2\cdots n_{N-1}} = 0$. Using the correlation of Eq. B7 and Eq. B3, the total phase error rate $E^\chi_{\mu}$ can be estimated as

$$E^\chi_{\mu} = p_{\text{odd}} \frac{Y^\text{odd}}{Q_{\mu}}, \quad (B8)$$

where $Y^\text{odd}$ is the overall yield for odd number component, and $Q_{\mu}$ is the overall gain of signal pulses.

Following the entanglement distillation argument [53, 54], to generate a sequence of almost perfectly secure key bits, $P_1$, $P_2$, $\cdots$, $P_N$ only need to share a sequence of almost perfect GHZ states in term of monogamy of entanglement [55, 56]. From Eq. A4, the key generation rate of the PM-QCC network is

$$R_{\text{N-party}} = \left(\frac{2}{M}\right)^{N-1} Q_{\mu} [1 - f \cdot \max\{H(E^\chi_{\mu, P_1P_2}), H(E^\chi_{\mu, P_1P_3}), \cdots, H(E^\chi_{\mu, P_1P_N})\} - H(E^\chi_{\mu})], \quad (B9)$$

where $\left(\frac{2}{M}\right)^{N-1}$ is the prefactor induced by phase post-selection which can be optimized according to the experimental parameters [35, 36].

What is counter-intuitive in the security analysis of the phase-matching protocol is that parties $P_1$, $P_2$, $\cdots$, $P_N$ will announce their random phases $\phi_1$, $\phi_2$, $\cdots$, $\phi_N$ after Eve’s announcements of his measurement results. If the phases are not announced by $P_1$, $P_2$, $\cdots$, $P_N$, the weak coherent pulses can be regarded as the mixture of different photon number states in which their phases are meaningless to the untrusted party, Eve. While, after the announcement, their pulses can no longer be regarded as the mixture of photon number states. Here, we will show that the PM-QCC protocol is secure against the phase announcements.

Firstly, the random phases are announced after Eve’s announcements. Thus, Eve’s announcement strategies cannot depend on parties $P_1$, $P_2$, $\cdots$, $P_N$’s phase information.

Secondly, the security analysis is based on entanglement distillation. After the phase announcement, one can still distill perfect GHZ states which are decoupled from Eve according to the monogamy of entanglement. Specifically, let us consider the Beam splitting attack as an example in which Eve manages to get the key information using the announced phases.

In the Beam splitting attack, Eve can modulate transmission rates of the channels. For example, she using a beam splitter with transmission rate $\eta$ to simulate a lossy channel. The reflection signal beams are intercepted to Eve’s registers, then the transmission beams are sent to interferometer through perfect channels. After the phase announcements, Eve would extract some information from the intercepted beams according to the phase announcements. From Eq. B3, we know that the state arriving at the detectors can be sort to $n_1 + n_2 + \cdots + n_{N-1} \in \text{even}$ or odd. Without loss of generality, we consider only the components that would result in the detection events $D_{L_1}D_{L_2}\cdots D_{L_{N-1}}$ in Eq. B3. The correlated components are

$$\frac{1}{{\sqrt 2 }}([00\cdots 0] + |11\cdots 1\rangle)\sqrt{P_{\text{even}}(\text{even})}_{\mu}$$

$$+ \frac{1}{{\sqrt 2 }}([00\cdots 0] - |11\cdots 1\rangle)\sqrt{P_{\text{odd}}(\text{odd})}_{\mu}, \quad (B10)$$

where

$$P_{\text{even}}(\text{even})_{\mu} = \sum_{n_1 + n_2 + \cdots + n_{N-1} \in \text{even}} \frac{e^{-(N-1)\mu/2} (\mu)^{n_1+n_2+\cdots+n_{N-1}-1}}{n_1!n_2!\cdots n_{N-1}!} \frac{1}{{\sqrt 2 }}\left\{ [p_1^\dagger + (-1)^i p_2^\dagger]^{n_1} \right\}$$

$$\times \frac{1}{{\sqrt 2 }}\left\{ [(-1)^i p_{2\mu}^\dagger + (-1)^{2i} p_{3\mu}^\dagger]^{n_2} \cdots \right\} \frac{1}{{\sqrt 2 }}\left\{ [(-1)^{n_{N-1}} p_{(N-1)\mu}^\dagger + (-1)^{\eta(n_{N-1})} p_{N\mu}^\dagger]^{n_{N-1}} \right\} |\text{vac}\rangle, \quad (B11)$$

$$p_{\text{even}} = \sum_{n_1 + n_2 + \cdots + n_{N-1} \in \text{even}} \frac{e^{-(N-1)\mu} (\mu)^{n_1+n_2+\cdots+n_{N-1}-1}}{n_1!n_2!\cdots n_{N-1}!}; \quad (B12)$$

$$p_{\text{odd}} = 1 - p_{\text{even}} = e^{-(N-1)\mu} \cosh [(N-1)\mu]$$

(B13)

with $i_1 = i_2 = \cdots = i_{N-1} = 0$ for Eq. B10. Here, we omit the phase because Eve’s announcement strategy cannot dependent on $\phi$. 


When the phases are not announced, $\ket{\text{even}}_\mu (\ket{\text{odd}}_\mu)$ is a mixture of photon number states from Eve’s perspective after the phase randomization. While, if the phases are announced, $\ket{\text{even}}_\mu (\ket{\text{odd}}_\mu)$ can no longer be regarded as a mixture of photon number states. Considering the Beam splitting attack using beam splitters with transmission rate $\eta$, the Eq. B10 can be rewritten as

$$
\begin{align*}
1/\sqrt{2}[&\ket{00\cdots0} \sqrt{(1-\eta)\mu/2} \ket{0} \cdots \sqrt{(1-\eta)\mu/2} \ket{0} ] \\
+ &\ket{11\cdots1} \sqrt{(1-\eta)\mu/2} \cdots \sqrt{(1-\eta)\mu/2} \ket{0} ] \\
+ &\sqrt{1/2}[\ket{00\cdots0} \sqrt{(1-\eta)\mu/2} \ket{0} \cdots \sqrt{(1-\eta)\mu/2} \ket{0} ] \\
- &\ket{11\cdots1} \sqrt{(1-\eta)\mu/2} \cdots \sqrt{(1-\eta)\mu/2} \ket{0} ] & (B14)
\end{align*}
$$

where $\ket{\text{even}}_\mu (\ket{\text{odd}}_\mu)$ interferes before phase announcements, and cannot be used for eavesdropping. $\sqrt{P_{\text{odd}}}$ is the normalization coefficient for pure state $\ket{\text{odd}}_\mu$, and similar for other coefficients. While, $\ket{\text{even}}_{(1-\mu)}$ and $\ket{\text{odd}}_{(1-\mu)}$ are intercepted by Eve, and can not be decoupled from private qubits after phase announcements. Further, one can derive

$$
\begin{align*}
\sqrt{P_{\text{even}}}(1-\eta)\mu \ket{\text{even}}_{(1-\mu)} & \sqrt{P_{\text{even}}}(1-\eta)\mu \ket{\text{even}}_\mu \\
+ &\sqrt{P_{\text{odd}}}(1-\eta)\mu \ket{\text{odd}}_{(1-\mu)} \sqrt{P_{\text{even}}}(1-\eta)\mu \ket{\text{odd}}_\mu \\
= &\sqrt{P_{\text{even}}}(1-\eta)\mu \ket{\text{odd}}_{(1-\mu)} \sqrt{P_{\text{even}}}(1-\eta)\mu \ket{\text{odd}}_\mu \\
+ &\sqrt{P_{\text{even}}}(1-\eta)\mu \ket{\text{odd}}_{(1-\mu)} \sqrt{P_{\text{even}}}(1-\eta)\mu \ket{\text{even}}_\mu \\
= &\sqrt{P_{\text{even}}} \sqrt{P_{\text{odd}}}(1-\eta)\mu \ket{\text{odd}}_{(1-\mu)} \sqrt{P_{\text{even}}}(1-\eta)\mu \ket{\text{odd}}_\mu \\
+ &\sqrt{P_{\text{even}}} \sqrt{P_{\text{odd}}}(1-\eta)\mu \ket{\text{odd}}_{(1-\mu)} \sqrt{P_{\text{even}}}(1-\eta)\mu \ket{\text{even}}_\mu \\
= &\sqrt{P_{\text{even}}} \sqrt{P_{\text{odd}}}(1-\eta)\mu \ket{\text{odd}}_{(1-\mu)} \sqrt{P_{\text{even}}}(1-\eta)\mu \ket{\text{odd}}_\mu & (B15)
\end{align*}
$$

From Eq. B8, the phase error is estimated for coherent states with intensity $\mu$. Meanwhile, as shown in Eq. B15, the phase error after the phase announcement can also be estimated by Eq. B8. This means that the phase error induced by the phase announcement has been estimated in Eq. B8, and can be corrected during the entanglement distillation protocol according to Eq. B9. Thus, the PM-QCC protocol is secure against the phase announcements.

Furthermore, supposing that we can estimate the phase error accurately in Eq. B8, the PM-QCC protocol is still secure even when the phase choices in the signal pulses are announced before Eve’s measurement according to Eq. B15. Thus, the phase compensation method just provides a practical and secure way to align phases for signal pulses, and the PM-QCC protocol can be improved to a version without phase post-selection in signal pulses (see Appendix E for detail).

**Appendix C: Parameter Estimation for PM-QCC**

Experimentally, the overall gain $Q_d$ and marginal bit error rates (QBER) $E^Z_{d \mu}, P_{d \mu}, P_{d \mu}, \ldots, E^Z_{d \mu}$ can be directly estimated from the announced results. However, the phase error $E^\mu_{d \mu}$ can not be measured directly in experiments. We can adopt the decoy-state method to estimate the phase error rate $E^\mu_{d \mu}$.

As shown in Fig. 5(b), supposing the phase matching condition $|J_m + J_k - J_{m+1}| \mod M = 0$ or $M/2$ is satisfied, the click events in each branch are independent. In branch 1, the gain $Q_{\mu, 1}$ and the QBER $E^\mu_{d \mu}$ can be estimated as

$$
\begin{align*}
Q_{\mu, 1} &= P(D_{L_1}) + P(D_{R_1}), \\
E^\mu_{z < 1} &= P(D_{L_1}) + P(D_{R_1}) & (C1)
\end{align*}
$$

where $P(D_{L_1})$ means the probability that only detector $D_{L_1}$ clicks in branch 1, $P(D_{R_1})$ means the probability that only the detector $D_{R_1}$ clicks in branch 1. Because of the independence between the detection events of each branch when the phases are matched, the the gain and QBERs for other branches can be estimated as $Q_{\mu, 1} = Q_{\mu, 1}$ and $E^\mu_{d \mu} = E^\mu_{d \mu}$ (2 $\leq t \leq N - 1$). Thus, the overall gain $Q_{\mu}$ and the marginal QBER $E^Z_{d \mu}$ between parties $P_1$ and $P_{m}$ are

$$
\begin{align*}
Q_{\mu} &= (Q_{\mu, 1})^{N-1} = P_{d \mu} P_{d \mu} + P_{d \mu} P_{d \mu}, & (C2a)
\end{align*}
$$

$$
\begin{align*}
E^Z_{d \mu} &= \sum_{k=0}^{N-2} C_m^{2k+1} (E^Z_{d \mu})^{2k+1} (1 - E^\mu_{d \mu})^{m-2k-2}, & (C2b)
\end{align*}
$$
where $C_m^{2k+1}$ is the Binomial coefficient, $|x|$ is the Floor function, $Y_0^{\text{odd}}$ ($Y_1^{\text{even}}$) is the overall yield for odd (even) photon number component. With the help of decay-state method, we can estimate $p_{\text{odd}}Y_0^{\text{odd}}$ from Eq. C2a (see Appendix D for detail). Then, the phase error rate $E_{\mu}^{D}$ can be estimated by Eq. B7 and Eq. B8.

Without loss of generality, one can derive the gain $Q_{\mu,1}$ and the QBER $E_{\mu}^{Z,1}$ for branch 1 [36] when the phase matching condition $|j_1 + j_2| \mod M = 0$ or $M/2$ and $k_1 = k_2 = 0$. Supposing the phase reference deviation $\phi_0$ is constrained to $\phi_0 \in [-\pi/M, \pi/M)$ with the help of the phase-compensation method, the phase of parties $P_1$ and $P_2$ are uniformly distributed on $\phi_1 \in [\frac{2\pi}{M}j_1, \frac{2\pi}{M}(j_1 + 1))$ and $\phi_2 \in [\frac{2\pi}{M}j_1 + \phi_0, \frac{2\pi}{M}(j_1 + 1) + \phi_0)$. To be simple and consistent with Ref. [36], we take $j_1 = 0$. Thus,

$$\phi_1 \in [0, \frac{2\pi}{M}),$$
$$\phi_2 \in (\phi_0, \frac{2\pi}{M} + \phi_0). \quad (C3)$$

As shown in Fig. 5, the evolution of the encoded state of parties $P_1$ and $P_2$ in branch 1 is

$$|e^{i\phi_1} \sqrt{|\eta^{\mu/2}}\rangle_{P_1} \otimes |e^{i\phi_2} \sqrt{|\eta^{\mu/2}}\rangle_{P_2} \xrightarrow{\text{BS}} |\sqrt{|\eta^{\mu/2}}(e^{i\phi_1} - e^{i\phi_2})\rangle_{R_1}. \quad (C4)$$

where the transmission efficiency $\eta$ consists of channel losses and detection efficiencies. From Eq. C4, the pulses hitting detectors $D_{L_1}$ and $D_{R_1}$ are independent. The probabilities of click and non-click events for $D_{L_1}$ and $D_{R_1}$ can be directly calculated that

$$P(L_1) = (1 - p_d) \exp(-\eta \mu \cos^2 \frac{\phi_0}{2}),$$
$$P(L_1) = 1 - P(L_1),$$
$$P(R_1) = (1 - p_d) \exp(-\eta \mu \sin^2 \frac{\phi_0}{2}),$$
$$P(R_1) = 1 - P(R_1). \quad (C5)$$

where $P(L_1)$ ($P(L_1)$) is the click (non-click) probability of detector $D_{L_1}$, $P(R_1)$ ($P(R_1)$) is the click (non-click) probability of detector $D_{R_1}$ and $\phi_0 = \phi_2 - \phi_1$. The successful detection probabilities for branch 1 are

$$P(D_{L_1}) = P(L_1)P(R_1),$$
$$P(D_{R_1}) = P(L_1)P(R_1), \quad (C6)$$

respectively. Then, the gain $Q_{\mu,1}$ of branch 1 is [36]

$$Q_{\mu,1} = P(D_{L_1}) + P(D_{R_1}) \approx 1 - e^{-\eta \mu} + 2p_d e^{-\eta \mu}, \quad (C7)$$

where the approximation is obtained by ignoring $\sin^2 \frac{\phi_0}{2}$ with a small $\phi_0$ and ignoring the higher order term $p_d(1 - e^{-\eta \mu} + 2p_d e^{-\eta \mu})$. For given $\phi_0$, the QBER is [36]

$$E_{\mu}^{Z,1}(\phi_0) = \frac{P(D_{R_1})}{P(L_1) + P(D_{R_1})} \approx \frac{e^{-\eta \mu}}{Q_{\mu,1}}(p_d + \eta \mu \sin^2 \frac{\phi_0}{2}). \quad (C8)$$

where the approximation is obtained by taking $e^{\eta \mu \sin^2 \frac{\phi_0}{2}} \approx 1 + \eta \mu \sin^2 \frac{\phi_0}{2}$ with a small $\phi_0$ and ignoring the higher order term $p_d(p_d + \eta \mu \sin^2 \frac{\phi_0}{2})$. From Eq. C3 and $\phi_0 \in [-\pi/M, \pi/M)$, the QBER $E_{\mu}^{Z,1}$ is of the form

$$E_{\mu}^{Z,1} = \frac{M}{2\pi} \int_{-\pi}^{\pi} d \phi_0 \int_{-\pi}^{\pi} d \phi_0 f(\phi_0)E_{\mu}^{Z,1}(\phi_0) \quad (C9)$$

where $e_\delta = \frac{\pi}{M} - \frac{M^2}{2} \sin^3 \frac{\pi}{M}$. Here, $f(\phi_0)$ is the probability distribution of $\phi_0$ for given $\delta_0$.

$$f(\phi_0) = \begin{cases} (\frac{M}{2\pi})^2[\phi_0 + (\frac{\pi}{M} - \phi_0)], & \phi_0 \in [\phi_0 - \frac{\pi}{M}, \phi_0), \\ (\frac{M}{2\pi})^2[\phi_0 - (\frac{\pi}{M} + \phi_0)], & \phi_0 \in [\phi_0, \phi_0 + \frac{\pi}{M}). \end{cases} \quad (D1)$$

**Appendix D: Decoy states analysis for PM-QCC**

As stated in the main text, the signal pulses with intensity $\mu$ are only used to estimate the gain $Q_\mu$ and marginal quantum bit error rates (QBER) $E_{\mu}^{Z}P_1P_2, E_{\mu}^{Z}P_2P_1, \cdots, E_{\mu}^{Z}P_NP_N$. The phase error $E_{\mu}^{X}$ are estimated from decoy pulses in intensity set $\{\nu, \omega, \tau, \cdots, 0\}$. The phase choices and intensities of the users are announced after Eve’s announcement. Eve’s attacks are independent of signal pulses and decoy pulses. Thus, the decoy states can be used to estimate the phase error $E_{\mu}^{X}$ in the signal pulses.

Considering the decoy pulses, the virtual sources in each branch of the protocol of Fig. 5(b) are simultaneously randomized if the phase-matching conditions are satisfied: $|\phi_1 - \phi_2| = 0$ or $\pi, |\phi_2 - \phi_3| = 0$ or $\pi, \cdots, |\phi_{N-1} - \phi_N| = 0$ or $\pi$. For simplicity, we take $N = 3$ and $\phi_1 = \phi_2 = \cdots = \phi_N = \theta$, the virtual source under phase-matching condition is [58]

$$\frac{1}{2\pi} \int_{0}^{2\pi} d \phi |e^{i\phi} \sqrt{\mu}c_1|e^{i\phi} \sqrt{\mu}c_2|e^{i\phi} \sqrt{\mu}c_3|e^{i\phi} \sqrt{\mu}c_4| = \sum_P P_{2\mu}(k)|k\rangle\langle k|, \quad (D1)$$

where $P_{2\mu}(k) = e^{-2\mu(2\mu)^k}$ is the probability of generating $k$ photons in the virtual source, $|k\rangle = \frac{1}{\sqrt{k+1}}|\text{vac}\rangle$ and $k = n_1 + n_2$ is the total photon number of branch 1 and branch 2. Then the overall $Q_\mu$ (Eq. C2a) and phase error rate $E_{\mu}^{X}$ (Eq. B8) are turn to be

$$Q_\mu = \sum_k P_{2\mu}(k) \cdot Y_k, \quad (D2a)$$
\[ E^X_{\mu} = \sum_{k \text{ odd}} P_{2\mu}(k) \frac{Y_k}{Q_\mu}, \]
\[ = 1 - \sum_{k \text{ even}} P_{2\mu}(k) \frac{Y_k}{Q_\mu}, \]
\[ = 1 - e^{-2\mu} \left( \frac{Y_0}{Q_\mu} \right) - e^{-2\mu} \left( \frac{(2\mu)^2}{2} \right) \frac{Y_2}{Q_\mu} - \cdots, \quad (D2b) \]
\[ \leq 1 - e^{-2\mu} \left( \frac{Y_0}{Q_\mu} \right) - e^{-2\mu} \left( \frac{(2\mu)^2}{2} \right) \frac{Y_2}{Q_\mu}, \]
\[ \leq E^X_{\mu} \leq 1 - e^{-2\mu} \left( \frac{Y_0}{Q_\mu} \right) - e^{-2\mu} \left( \frac{(2\mu)^2}{2} \right) \frac{Y_2}{Q_\mu}, \]

where \( Y_k \in [0, 1] \) is the yield when \( k \) photon are generated in the virtual source and \( Y^L_2 \) is the lower bound of the yield when 2 photons are generated in the virtual source. \( E^X_{\mu} \) is the upper bound of the phase error rate. The first inequality is obtained by setting high-order terms including \( Y_4, Y_6, \cdots \) to 0. The second inequality is obtained by substituting \( Y_2 \) with its lower bound \( Y^L_2 \). From Eq. D2, one can obtain a set of overall gain with different decoy states which can be used to estimation the Yield \( Y_k \). For 3-party PM-QCC protocol, four decoy states with intensities \( \left\{ v > \omega > \tau > 0 \right\} \) are adopted to estimate the \( Y^L_2 \) using the Gaussian elimination method [44, 59].

\[ e^{2v} Q_v = Y_0 + 2vY_1 + \left( \frac{(2v)^2}{2} \right) Y_2 + \frac{(2v)^3}{6} Y_3 + \frac{(2v)^4}{4!} Y_4 + \cdots, \]
\[ e^{2\omega} Q_\omega = Y_0 + 2\omega Y_1 + \left( \frac{(2\omega)^2}{2} \right) Y_2 + \frac{(2\omega)^3}{6} Y_3 + \frac{(2\omega)^4}{4!} Y_4 + \cdots, \]
\[ e^{2\tau} Q_\tau = Y_0 + 2\tau Y_1 + \left( \frac{(2\tau)^2}{2} \right) Y_2 + \frac{(2\tau)^3}{6} Y_3 + \frac{(2\tau)^4}{4!} Y_4 + \cdots, \]
\[ Q_0 = Y_0, \]

where \( Q_v, Q_\omega, Q_\tau \) and \( Q_0 \) are overall gains for different decoy states. From Eq. D3, one can cancel out the terms of \( Y_0, Y_1 \) and \( Y_3 \) with the Gaussian elimination method and generate an equation given by

\[ G = G_2 \cdot Y_2 + G_4 \cdot Y_4 + G_5 \cdot Y_5 + \cdots, \quad (D4) \]

where

\[ G = [2(2\omega)^3 - 2v(2\omega)^3][2\tau(e^{2\omega} Q_\omega - Q_0) - 2\omega(e^{2\tau} Q_\tau - Q_0)] - [2\tau(2\omega)^3 - 2\omega(2\tau)^3][2\omega(e^{2\tau} Q_\tau - Q_0) - 2v(e^{2\omega} Q_v - Q_0)], \quad (D5a) \]
\[ G_2 = \frac{[2(2\omega)^3 - 2v(2\omega)^3][2\tau(2\omega)^2 - 2\omega(2\tau)^2] - [2\tau(2\omega)^3 - 2\omega(2\tau)^3][2\omega(2v)^2 - 2v(2\omega)^2]}{2}, \quad (D5b) \]
\[ G_4 = \frac{[2(2\omega)^3 - 2v(2\omega)^3][2\tau(2\omega)^4 - 2\omega(2\tau)^4] - [2\tau(2\omega)^3 - 2\omega(2\tau)^3][2\omega(2v)^4 - 2v(2\omega)^4]}{4!}, \quad (D5c) \]

Since \( v > \omega > \tau > 0 \), one can see that \( G, G_2 > 0 \) while \( G_4, G_5, \cdots < 0 \) by simple calculation. Thus, the lower bound \( Y^L_2 \) is obtained by setting \( Y_4 = Y_5 = \cdots = 0 \) from Eq. D4 since \( Y_k \in [0, 1] \) (see [60] for reference).

\[ Y^L_2 = \frac{2[2(2\omega)^3 - 2v(2\omega)^3][2\tau(e^{2\omega} Q_\omega - Q_0) - 2\omega(e^{2\tau} Q_\tau - Q_0)] - [2\tau(2\omega)^3 - 2\omega(2\tau)^3][2\omega(e^{2\tau} Q_\tau - Q_0) - 2v(e^{2\omega} Q_v - Q_0)]}{[2\omega(2v)^3 - 2v(2\omega)^3][2\tau(2\omega)^2 - 2\omega(2\tau)^2] - [2\tau(2\omega)^3 - 2\omega(2\tau)^3][2\omega(2v)^2 - 2v(2\omega)^2]}. \quad (D6) \]

The upper bound of the phase error rate is

\[ E^{X, U}_{\mu} = 1 - e^{-2\mu} \frac{Y_0}{Q_\mu} - e^{-2\mu} \left( \frac{(2\mu)^2}{2} \right) \frac{Y_2}{Q_\mu}, \quad (D7) \]

Thus, the lower bound of the key generation rate for 3-party
PM-QCC is

\[ R_{1\text{-party}} \geq R_{1\text{-party}}^L = \left( \frac{2}{M} \right)^2 Q_\mu \left[ 1 - f \cdot \max \{ H(E_{\mu, i}^Z, p_i) \} \right] \]

\[ H(E_{\mu, i}^Z, p_i) = H(E_{\mu, i}^Z) - H(E_{\mu, i}^X) \]

The above decoy-state method can be directly generalized to \( N \geq 4 \) parties PM-QCC protocols. When it comes to \( N \geq 4 \) parties, more linear constraints are needed to tightly estimate the phase error rate \( E_{\mu}^X \) shown in Eq. D10b. Specifically, based on the structure of the N-party GHZ state, there are more than two interference branches in the virtual protocol of Fig. 5(b). If some of the branches have no photons, the corresponding yield \( Y_k \) will be rather small. Thus, in order to obtain a tight upper bound of \( E_{\mu}^X \) with Eq. D2b, one need more decoy states to estimate the high-order terms of the yield \( Y_k \) with the Gaussian elimination method shown from Eq. D3 to D6. Here, we shown the main steps to conduct the presented decoy-state method as follows:

Step.1 For N-party PM-QCC protocol, the randomized virtual source under phase-matching condition \( \phi_1 = \phi_2 = \cdots = \phi_N = \phi \) is

\[ \frac{1}{2\pi} \int_0^{2\pi} d\phi |e^{i\phi} \sqrt{M}|c_1 \cdots |e^{i\phi} \sqrt{M}|c_{N-1} \langle e^{i\phi} \sqrt{M}|c_1 \cdots |e^{i\phi} \sqrt{M}|c_{N-1} \rangle \]

\[ = \sum_{k} P_{(N-1)\mu} (k) |k \rangle \langle k |, \]

where \( P_{(N-1)\mu} (k) = e^{-(N-1)\mu \frac{|(N-1)\mu|^k}{k!}} \) is the probability of generating \( k \) photons in the virtual source, \( |k \rangle = \left[ \frac{\sqrt{N-1} \cdot C_n + C_n^2 + \cdots + C_n^{k-1}}{\sqrt{k!}} \right] |vac \rangle \) and \( k = n_1 + n_2 + \cdots + n_{N-1} \) is the total photon number of all the branches.

Step.2 Then the overall \( Q_\mu \) (Eq. C2a) and phase error rate \( E_{\mu}^X \) (Eq. B8) are turn to be

\[ Q_\mu = \sum_{k} P_{(N-1)\mu} (k) \cdot Y_k, \]

\[ E_{\mu}^X = \sum_{k \text{ odd}} P_{(N-1)\mu} (k) \frac{Y_k}{Q_\mu}, \]

\[ = 1 - \sum_{k \text{ even}} P_{(N-1)\mu} (k) \frac{Y_k}{Q_\mu}, \]

\[ = 1 - e^{-(N-1)\mu} \frac{Y_0}{Q_\mu} - e^{-(N-1)\mu} \frac{[(N-1)\mu]^2}{2} \frac{Y_2}{Q_\mu} - \ldots, \]

\[ \leq 1 - e^{-(N-1)\mu} \frac{[(N-1)\mu]^2}{2} \frac{Y_2}{Q_\mu} - \ldots, \]

\[ -e^{-(N-1)\mu} \frac{[(N-1)\mu]^2}{2} \frac{Y_2}{Q_\mu} \]

where \( N_\text{cut} \) is the cut number to bound the phase error rate, and \( N_\text{cut} = N - 1 \) (N) if \( N \) is odd (even).

Step.3 The Gaussian elimination method shown in Eq. D3 to D6 is adopt to estimate the lower bounds \( Y_2^L, \ldots, Y_{N_\text{cut}}^L \). To estimate the high-order terms \( Y_k^L \), one only need to add extra linear constraints to Eq. D3 by adding extra decoy states, say \( \{ \nu, \omega, \tau, \ldots, 0 \} \), to construct Eq. D4. Then, one can directly obtain the high-order terms \( Y_k^L \) from Eq. D4.

Step.4 With the lower bounds \( Y_2^L, \ldots, Y_{N_\text{cut}}^L \), one can obtain the upper bound of the phase error rate \( E_{\mu}^{X,U} \) according to Eq. D10b.

Definitely, from the view of linear program, to well bound the yield \( Y_{N_\text{cut}}, N_\text{cut} + 1 \) linear constraints is needed using the Gaussian elimination method. Thus, the number of decoy states increases linearly with the communication parties \( N \) in the presented decoy-state method. On the other hand, if one adopts the decoy-state estimation using the data when different parties send out different intensities, one can generate more decoy-state constraints of Eq. D3. In this case, when the number of parties \( N \) gets larger, the number of constraints also increases. This has already been studied in quantum key distribution, for example, see [42, 44]. From this point of view, when \( N \) gets larger, one may not need more decoy states for each party. We remark that, similar problems have been solved in a different scenario in [61] where few decoy-state settings are enough to generate a good estimation of the yield that each of the \( N \) parties send out one photon. Thus, with more advanced decoy-state method, it is possible to reduce the required decoy-state number for each party.

Appendix E: PM-QCC* without phase post-selection in the signal pulses

As stated in Appendix B, supposing that we can estimate the phase error accurately, the PM-QCC protocol is still se-
cure even when the phase choices in the signal pulses are announced before Eve’s measurement. Without loss of generality, the phase choices for signal pulses of party $P_i$ can be set to $\phi_i = 0$. The PM-QCC* without phase post-selection in the signal pulses run as follows:

**Step.1 Preparation:** The pulses are divided to be signal mode with intensity $\mu$ and decoy mode with intensities $\{\nu, \alpha, \tau, \cdots, 0\}$. In the signal mode, Party $P_1$ randomly generates one bit $k_1 \in \{0, 1\}$ and a coherent pulse $|\sqrt{\mu_1}|$. Then, he encodes the random bit to the coherent pulse and get a encoded coherent pulses $|e^{i\phi_1} / \sqrt{\mu_1}|$. Similarly, parties $P_2, \cdots, P_N$ get encoded coherent pulses $|e^{i\phi_k} / \sqrt{\mu_k}|$, respectively. In the decoy mode, party $P_1$ randomly generates one bit $k_1 \in \{0, 1\}$ and a coherent pulse with random phase $\phi_1 \in [0, 2\pi)$. Then, he encodes the random bit to the coherent pulse and get a phase randomized coherent pulses $|e^{i(\phi_1 + \pi_k)} / \sqrt{\mu_1}|$. Similarly, parties $P_2, \cdots, P_N$ prepare their phase randomized coherent pulses $|e^{i(\phi_k + \pi_k)} / \sqrt{\mu_k}|$, respectively.

As shown in Fig. 1, the experimental setup is asymmetric for parties $P_1, P_N$ and $P_2, \cdots, P_{N-1}$. Thus, the intensities of the weak coherent pulses for parties $P_1, P_N$ are set to be $\mu_1, \mu_N \in \{\nu, \mu < \eta\}$, while the intensities for parties $P_2, \cdots, P_N$ are set to be $\mu_k \in \{\mu < \nu \alpha \tau \cdots 0\}$ ($2 \leq k \leq N-1$) for signal and decoy pulses. The pulses corresponding with intensity $\mu$ are signal pulses and the pulses corresponding with intensities $\{\nu, \alpha, \tau, \cdots, 0\}$ are used as decoy pulses.

**Step.2 Measurement:** Same as PM-QCC.

**Step.3 Announcement:** Same as PM-QCC.

**Step.4 Sifting:** Same as PM-QCC.

**Step.5 Parameter estimation and Key distillation:** The above steps are repeated enough times to distill the raw key bits. From the data set generated by the signal pulses, the users can directly estimate the gain $Q_{\mu,i}^s$ and marginal quantum bit error rates (QBER) $E_{\mu,i}^{Z_{s}}, E_{\mu,i}^{Z_{\mu,P_1P_2}}, \cdots, E_{\mu,i}^{Z_{\mu,P_1P_N}}$ from the measurement results. From the data set generated by the decoy pulses, the users can estimate the phase error $E_{\mu,i}^{X}$ according to decoy-state methods. Finally, they distill private key bits by performing error correction and privacy amplification on the raw key.

According to Appendix D, the decoy states are simultaneously randomized under phase-matching condition, and the above mentioned decoy-state method can be directly used to estimate the phase error $E_{\mu,i}^{X}$ in signal mode for the PM-QCC protocol. However, in the PM-QCC* protocol the signal pulses from the parties can no longer be regarded as photon number states since the phase randomization for signal pulses has been cancelled out. Thus, the above decoy state discussion becomes unsuitable for the PM-QCC* protocol, and more delicate decoy-state method is required to evaluate the phase error rate in the signals [40, 42, 43]. For example, as in [42], the estimation of phase error rate is converted to the estimation of the yields for the photon number state, which can be estimated using phase randomized decoy states. Thus, the phase randomized decoy states with different intensities can in principle be used to constrain the phase error rate $E_{\mu,i}^{X}$ tightly and we leave it for further studies. The gain $Q_{\mu,i}^s$ is

$$Q_{\mu,i}^s = Q_{\mu,i},$$  

the QBER is

$$E_{\mu,i}^{Z_{s}} = \frac{P(D_{R_1})}{P(D_{R_1}) + P(D_{R_2})} = (1 - p_d)(e^{-\eta_1(1-e_d)(1 - \eta_1)}),$$

where $e_d$ is the phase misaligned error for signal mode during the phase reference. From the Eq. C2a, Eq. C2b and Eq. B8, the overall gain, Marginal QBERs and phase error are

$$Q_{\mu}^s = Q_{\mu},$$

$$E_{\mu,i}^{Z_{s}} = \sum_{k=0}^{N-1} \sum_{c_{\mu,i}^{Z_{s}},k=0}^{\nu} C_{c_{\mu,i}^{Z_{s}},k}^{2k+1} (1 - E_{\mu,i}^{Z_{s}})^{m-2k-2},$$

$$E_{\mu,i}^{X} = E_{\mu,i}.$$

According to a former discussion on PM-QKD [40], one can simply suppose that a sufficient parameter estimation can be made by a complete characterization of Eve’s measurement operators. As a result, the estimated phase error rate $E_{\mu,i}^{X}$ is equal to the detected fraction of the odd photon number component in the infinite-key regime. Then, the key generation rate for PM-QCC protocol without phase-matching condition in signal modes is

$$R_{\mu,i}^{\text{key}} = Q_{\mu}^s \left[1 - f \cdot \max \left( H(E_{\mu,i}^{Z_{s}}, P_{\mu,i} P_{\mu}), H(E_{\mu,i}^{Z_{s}}, P_{\mu,i} P_{\mu}), H(E_{\mu,i}^{Z_{s}}, P_{\mu,i} P_{\mu}) \right) \right].$$

**Appendix F: Comparison with MDI-QCC**

We compare the performance of PM-QCC with that of MDI-QCC in Ref. [17] when $N = 3$. The key rate of MDI-QCC in simulation is

$$R_{\mu,i}^{\text{MDI-QCC}} = Q_{\mu}^{\text{MDI}} (1 - H(e_{111}^{B}) - H(E_{\mu,i}^{Z_{s}})), \quad (F1)$$

where $E_{\mu,i}^{Z_{s}} = \max \left(H(E_{\mu,i}^{Z_{AB}}), H(E_{\mu,i}^{Z_{AC}})\right)$., $Q_{\mu}^{\text{MDI}}(E_{\mu,i}^{Z_{s}})$ is the gain (QBER) of the Z basis, $Q_{\mu}^{\text{MDI}}(E_{\mu,i}^{Z_{s}})$ is the gain of single photon component, $e_{111}^{B}$ is the single photon QBER of the X basis,
\( f \) is the error correction efficiency and \( H(x) = -x \log_2(x) - (1 - x) \log_2(1 - x) \) is the binary entropy function.

From Eq. C2a, one can obtain that \( Q_{\mu} \propto \eta^{-N-1} \), where \( \eta = e^{-\alpha L/10} \) is the transmission rate of the optical channel, \( \alpha \) is the corresponding loss rate, \( L \) is the distance from each party to the measurement station. Thus, the key generate rate \( R_{\text{PM-QCC}} \propto \eta^{-N-1} \). Nevertheless, in measurement device independent quantum cryptographic conﬁrming (MDI-QCC) \([17]\), one can calculate that \( \hat{Q}^{2} \propto \eta^{2} \) when dark-count rate \( p_d = 0 \). Intuitively, \( N \) photons are coincidentally detected by \( N \) different detectors for \( N \)-party MDI-QCC networks based on the GHZ state analyzer \([30]\) with coincidence probability \( P_{\text{coinc}} \propto \eta^{N} \). Then, we obtain that \( R_{\text{MDI-QCC}} \propto \eta^{N} \) according to Eq. F1. Therefore, the presented PM-QCC can improve the key generation rate from \( O(\eta^{N}) \) to \( O(\eta^{-N-1}) \).

\[
\begin{align*}
&\text{TABLE II. The performance for the reduced 3-party PM-QCC network shown in Fig. 6(a). The key generation rate } R, \\
&\text{mean photon number } \mu \text{ and phase slice number } M \text{ are optimized with } p_d = 7.2 \times 10^{-8}, \eta_d = 65\%. \ f = 1.16 \text{ and } \alpha = 0.2 \text{ dB/km at different transmission distance } L. \\
&\begin{array}{cccc}
R_{\text{reduced 3-party}} \text{ (bits per pulse)} & L (\text{Km}) & \mu & M \\
1.7060 \times 10^{-7} & 50 & 0.1059 & 13 \\
1.6152 \times 10^{-9} & 100 & 0.1032 & 13 \\
\end{array}
\end{align*}
\]

Without loss of generality, we consider the interference of parties \( P_1 \) and \( P_3 \) as shown in Fig. 6(b). The virtual entanglement based PM-QKD protocol with a virtual weak coherent state source \( |e^{i\theta} \sqrt{\nu_1} \rangle \) is shown in Fig. 6(c). For the above small-scale PM-QCC network and PM-QKD protocol, the average number of photons for parties at the boundary are not equal. The weak coherent pulses after encoding of parties \( P_1 \) and \( P_3 \) are \( |e^{i\theta} \sqrt{\nu_1} \rangle \) and \( |e^{i\theta} \sqrt{\nu_2} \rangle \), respectively, with \( \mu_1 = \mu + \mu_0 \) and \( \mu_2 = \frac{\mu}{2} \). As shown in Fig. 6(b), the weak coherent states arriving for interference are equal, i.e. \( |e^{i\theta} \sqrt{\nu_1} \sqrt{\nu_2} \rangle \) and \( |e^{i\theta} \sqrt{\nu_1} \sqrt{\nu_2} \rangle \) with \( \eta \mu_0 = \eta \mu_0 = \frac{\mu}{2} \). According to Eq. C4 \(-\) C9, the gain and QBER of this branch with asymmetric average number of photons are equal to the original branch.

\[
\begin{align*}
Q_{\mu_{1}}' & = Q_{\mu_{1}} \quad \quad \quad \quad \text{(G1)} \\
E_{\mu_{1}, 1}' & = E_{\mu_{1}, 1} \quad \quad \quad \quad \text{(G2)}
\end{align*}
\]

Meanwhile, higher amounts of weak coherent pulses are lost during the transmission. This will result in a lower key generation rate for small-scale PM-QCC network or PM-QKD protocol, which is embodied in the estimation of \( E_{\mu_{1}} \) from Eq. B8. Specifically, we present the performance of the reduced 3-party PM-QCC network from 5-party PM-QCC network shown in Fig. 6(a) in Table. II. In practice, the coherent pulses and phase slices \( M \) might be pre-optimized for bigger PM-QCC network, and the key generation rate for the reduced 3-party PM-QCC network might decrease to a lower level compared with the results in Table. II. However, according to Eq. G1, the gain of this asymmetric branch still scales with \( Q_{\mu_{1}}' \propto \eta \). Thus, a key generation rate scales with \( R_{\text{reduced PM-QCC}} \propto \eta^{-N-1} \) can also be obtained according to Eq. B9 for the \( N' \) parties PM-QCC network.

Therefore, the \( N \)-party PM-QCC network can be reduced to small-scale PM-QCC networks and PM-QKD protocols when there are only parts of the \( N \) parties are interfered altogether.

---
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