PARABOLIC CARPETS
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Abstract. We introduce and study a family of non-conformal and non-uniformly contracting iterated function systems. We refer to the attractors of such systems as parabolic carpets. Roughly speaking they may be thought of as nonlinear analogues of self-affine carpets which are allowed to have parabolic fixed points. We compute the $L^q$-spectrum of a class of weak Gibbs measures supported on parabolic carpets as well as the box dimensions of the carpet itself.
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1. Introduction

1.1. Parabolic carpets and parabolic IFSs. Fractals generated by hyperbolic conformal dynamical systems are among the most well-understood and well-studied objects in fractal geometry. Examples include self-similar sets and self-conformal sets. There are two key generalisations where the resulting dynamical systems and associated fractals become much more complicated and give rise to many new features. The first approach is to drop the conformality assumption. The simplest examples of such systems are self-affine sets, where the defining maps can distort space by different amounts in different directions. Self-affine carpets, e.g. those studied by Bedford-McMullen [1,11], are the simplest example of self-affine sets, but nevertheless give rise to a host of interesting properties. The second approach is to drop the hyperbolicity assumption. This gives rise to parabolicity, which appears in many contexts, including: parabolic Cantor sets, parabolic Julia sets and limit sets of Kleinian groups. Perhaps the simplest examples are invariant sets for parabolic interval maps such as the Manneville-Pomeau system but, again, many technical difficulties and new phenomena arise in this setting. Our idea in this paper is to blend these approaches, studying for the first time, parabolic non-conformal systems.

We say that a map \( h \) on \([0, 1]\) is a contraction if, for all distinct \( x, y \in [0, 1] \), \(|h(x) - h(y)| < |x - y|\). Throughout we assume \( h \) is differentiable and use one-sided derivatives at the end points without explicitly drawing attention to it. The important feature of our definition of contraction is that parabolic points are allowed. We say \( p \in [0, 1] \) is a parabolic point for differentiable \( h \) if \( h(p) = p \) and \(|h'(p)| = 1\). Clearly if \( h \) is a differentiable contraction then it has at most one parabolic point.

Consider a set of (at least two) contractions \( \{S_i\}_{i \in I} \) acting on \( X \) (which will either be \([0, 1]^2\) or \([0, 1])\). We refer to such a collection as a parabolic IFS. Let \( \Sigma = I^\infty \) be the space of all infinite words over \( I \) and, for \( i = i_1i_2 \cdots \in \Sigma \) and \( n \in \mathbb{N} \), define \( i|n = i_1 \cdots i_n \) and

\[
S_{i|n} = S_{i_1} \circ \cdots \circ S_{i_n}.
\]

Then define a map \( \Pi : \Sigma \to X \) by

\[
\{\Pi(i)\} = \bigcap_{n=1}^{\infty} S_{i|n}([0, 1]^2).
\]
The fact that the maps are contractions ensures that $\Pi$ is well-defined since, for all $i \in \Sigma$, $\Pi(i) \in X$ is a single point. The attractor of a parabolic IFS is then defined by

$$F = \Pi(\Sigma).$$

We will be interested in measures supported on attractors of parabolic IFSs. Consider a Borel probability measure $\mathbb{P}$ supported on $\Sigma$ where $\Sigma$ is equipped with the product topology. Let $\mathcal{I}^*$ denote the set of all finite words with digits in $\mathcal{I}$. For $i \in \mathcal{I}^*$ we write $[i]$ for the cylinder consisting of all infinite words starting with $i$. Our basic assumption will be that $\mathbb{P}$ satisfies the weak quasi-Bernoulli property: there exists a sequence $(c_n)_{n \in \mathbb{N}}$ of positive real numbers satisfying

$$\lim_{n \to \infty} c_n = 1$$

such that for all $i_1 \in \mathcal{I}^{n_1}, \ldots, i_k \in \mathcal{I}^{n_k}$,

$$c_{n_1}^{-1} \cdots c_{n_k}^{-1} \leq \frac{\mathbb{P}([i_1] \cdots [i_k])}{\mathbb{P}([i_1]) \cdots \mathbb{P}([i_k])} \leq c_{n_1} \cdots c_{n_k}. \quad (1.1)$$

This includes the class of weak Gibbs measures, see for instance [6]. If $c_n$ can be taken to be a uniform constant over all $n \in \mathbb{N}$, then we say that $\mathbb{P}$ has the quasi-Bernoulli property. Apart from assuming that $\mathbb{P}$ satisfies (1.1), we will also need to assume that when $\mathbb{P}$ is restricted to a certain ‘induced subsystem’, $\mathbb{P}$ has the quasi-Bernoulli property. We delay the discussion of this until §2.3. Note that our measures are not necessarily invariant under the left-shift. Now,

$$\mu = \mathbb{P} \circ \Pi^{-1}$$

is a Borel probability measure supported on $F$. We refer to such measures as weakly quasi-Bernoulli measures.

Consider an IFS $\{S_i\}_{i \in \mathcal{I}}$ acting on $[0, 1]^2$ where the maps are given by $S_i(x, y) := (f_i(x), g_i(y))$ and:

A1 there exists $\alpha_f, \alpha_g > 0$ such that for all $i \in \mathcal{I}$, $f_i$ are $C^{1+\alpha_f}$ contractions on $[0, 1]$ and $g_i$ are $C^{1+\alpha_g}$ contractions on $[0, 1]$.

A2 for all $i \in \mathcal{I}$, $f_i, g_i$ have non-vanishing derivative on $[0, 1]$.

A3 for all $i, j \in \mathcal{I}$, if $f_i((0, 1)) \cap f_j((0, 1)) \neq \emptyset$, then $f_i \equiv f_j$ and if $g_i((0, 1)) \cap g_j((0, 1)) \neq \emptyset$, then $g_i \equiv g_j$. In particular if $f_i((0, 1)) \cap f_j((0, 1)) \neq \emptyset$ and $g_i((0, 1)) \cap g_j((0, 1)) \neq \emptyset$ then $i = j$. (This forces the open set condition and also imposes a grid like structure on the IFS, similar to Bedford-McMullen carpets for example.)

We call attractors of parabolic IFSs satisfying A1, A2 and A3 parabolic carpets.

The projections of parabolic carpets onto their coordinate axes will be important in our analysis. This is a common feature of self-affine carpets and is a consequence of cylinder sets becoming increasingly long and thin. For this reason we are led to consider parabolic Cantor sets. The definition is similar but we keep them separate for clarity. Consider an IFS $\{h_i\}_{i \in \mathcal{I}}$ acting on $[0, 1]$ where:

A1' there exists $\alpha_h > 0$ such that for all $i \in \mathcal{I}$, $h_i$ are $C^{1+\alpha_h}$ contractions on $[0, 1]$.

A2' for all $i \in \mathcal{I}$, $h_i$ has non-vanishing derivative on $[0, 1]$.

A3' for all $i, j \in \mathcal{I}$, if $h_i((0, 1)) \cap h_j((0, 1)) \neq \emptyset$, then $i = j$.

We call attractors of parabolic IFSs satisfying A1’, A2’ and A3’ parabolic Cantor sets. In particular, if the attractor is not the whole interval then it is a topological Cantor set. Parabolic Cantor sets have been studied before in various contexts, sometimes with slightly different assumptions, see for example [5,6,9,14].
Figure 1. Three parabolic carpets. Left: the IFS is constructed from the product of a Manneville-Pomeau system $x \mapsto f_\alpha(x)$ with parameter $\alpha = 0.9$ (see (2.8)) and the tripling map $y \mapsto 3y \text{ mod } 1$. Centre: a parabolic variant on the right-angled Sierpiński triangle. The maps are all $C^2$ and the bottom left map is $x \mapsto (\sqrt{1 + 8x} - 1)/4$ in both coordinates. In particular, $(0,0)$ is a double parabolic fixed point. Right: this set is invariant under the product of two Manneville-Pomeau systems with different parameters.

1.2. Dimensions of sets and measures. We write $\dim_H$ and $\dim_B$ to denote the Hausdorff and box dimension respectively. For a general compactly supported Borel probability measure $\mu$ on $\mathbb{R}^d$, the $L^q$-spectrum of $\mu$ is a function parametrised by $q \geq 0$ which measures coarse fluctuations in the measure. This is captured by studying the growth rate of the moments

$$D^q_\delta(\mu) = \sum_{Q \in \mathcal{Q}_\delta} \mu(Q)^q$$

where $\mathcal{Q}_\delta$ is the collection of closed cubes in a $\delta$-mesh imposed on $\mathbb{R}^d$ oriented with the coordinate axes and we adopt the convention that $0^0 = 0$. Note that for $q = 0$ this is the number of $\delta$-cubes intersecting the support of the measure.

Formally, for $q \geq 0$ the upper and lower $L^q$-spectrum of $\mu$ are defined to be

$$\tau^U_\mu(q) = \lim_{\delta \to 0} \frac{-\log D^q_\delta(\mu)}{-\log \delta}$$

and

$$\tau^L_\mu(q) = \lim_{\delta \to 0} \frac{-\log D^q_\delta(\mu)}{-\log \delta}$$

respectively. If these two values coincide we define the $L^q$-spectrum of $\mu$, denoted by $\tau_\mu(q)$, to be the common value. The $L^q$-spectrum encodes lots of information about the measure and its support. For example, $\tau_\mu(0)$ and $\tau^U_\mu(0)$ coincide with the upper and lower box dimensions of the support of $\mu$. When it exists $-\tau_\mu'(1)$ gives the Hausdorff dimension of $\mu$ and the Legendre transform of $\tau_\mu$ provides an upper bound for the (increasing part of the) multifractal spectrum of $\mu$. If the multifractal formalism holds, then the Legendre transform of $\tau_\mu$ and the increasing part of the multifractal spectrum of $\mu$ coincide.

1.3. Notation. We write $A \lesssim B$ to mean there exists a constant $c > 0$ such that $A \leq cB$. We define $\gtrsim$ in an analogous way and $A \approx B$ will mean $A \lesssim B$ and $A \gtrsim B$. If we want to
emphasise that the constant $c$ depends on a parameter $w$, then we will write, for example, $A \lesssim_w B$. Sometimes it will be important to keep track of constants and so we will not exclusively use this notation. When we do use it, it will be to make arguments cleaner by suppressing constants which do not play an important role.

We write $|X|$ to denote the diameter of a non-empty set $X \subseteq \mathbb{R}^d$. This is not to be confused with the absolute value $|x|$ of a real number $x$.

### 1.4. A first example.

While we do not consider negative $q$ in this paper (as is often the case), in this short section we show that the behaviour of the $L^q$-spectrum as $q \to -\infty$ for quasi-Bernoulli measures on parabolic Cantor sets is very different from the hyperbolic case. In some sense this motivates further study of the $L^q$-spectrum in the parabolic setting. Given a Borel probability measure $\nu$ supported on compact set $X$ let

$$D_\nu(-\infty) = \liminf_{r \to 0} \sup_{x \in X} \frac{\log \nu(B(x,r))}{\log r}.$$  

It can be shown that

$$D_\nu(-\infty) = \lim_{q \to -\infty} \frac{\tau_\nu(q)}{-q}$$

if $\tau_\nu$ is appropriately extended to allow negative values of $q$, see [4, Proposition 4.2]. The quantity $D_\nu(-\infty)$ is also known as the (lower) box dimension of $\nu$, recently introduced in [4]. For quasi-Bernoulli measures $\nu$ supported on hyperbolic Cantor sets, it is straightforward to show that $D_\nu(-\infty) < \infty$. On the other hand, in the parabolic case $D_\nu(-\infty)$ is always infinite.

**Proposition 1.1.** Suppose $\mathbb{P}$ is a measure on $\Sigma$ such that there exists $\theta \in (0,1)$ such that, for all sufficiently large $n$ and all $i \in \mathcal{I}^n$, $\mathbb{P}([i]) \leq \theta^n$. In particular, quasi-Bernoulli measures satisfy this property. If $\mu = \mathbb{P} \circ \Pi^{-1}$ is the associated measure on a parabolic Cantor set which has a parabolic fixed point, then $D_\nu(-\infty) = \infty$.

**Proof.** Suppose $h_i$ has a parabolic fixed point and let $i_n = ii \cdots i \in \mathcal{I}^n$. For large $n$ consider a ball $F \cap B(x,r) \subseteq h_{i_n}(F)$ with $r \approx |h_{i_n}(F)|$. Then

$$\frac{\log \mu(B(x,r))}{\log r} \geq \frac{n \log \theta}{\log |h_{i_n}(F)|} \to \infty$$

as $n \to \infty$ since $|h_{i_n}(F)|$ must go to zero sub-exponentially since $h_i$ has a parabolic fixed point. This proves the claim. To see why quasi-Bernoulli measures satisfy this decay condition, choose an integer $N$ such that

$$\max_{j \in \mathcal{I}^N} \mathbb{P}([j]) \leq 1/(3c).$$

where $c$ is the constant from the quasi-Bernoulli property. This can be done since $\mathbb{P}$ clearly has no atoms. Then for arbitrary $i \in \mathcal{I}^n$ we can write $i = jj'$ for some $j'$ with length equal to $kN$ for some integer $k \geq 0$ and some $i'$ with length less than $N$. Then by the quasi-Bernoulli property

$$\mathbb{P}([i]) \leq \mathbb{P}([j']) \leq c^k \left( \max_{j \in \mathcal{I}^N} \mathbb{P}([j]) \right)^k \leq 3^{-k} \leq 2^{-n/N}$$

for $n$ sufficiently large, proving the desired condition with $\theta = 2^{-1/N}$. \qed
Note that in the above proof we only used one side of the quasi-Bernoulli property and so the result also holds for submultiplicative measures, such as Käenmäki measures.

1.5. Results and organisation. We end this section by giving a heuristic version of our main results and describing the organisation of the paper. Roughly speaking, we will prove the following.

Theorem. Suppose \( \mu \) is a weakly quasi-Bernoulli measure on a parabolic Cantor set or parabolic carpet. Suppose there is a large uniformly hyperbolic subsystem which has good distortion properties and such that the measure restricted to this system is quasi-Bernoulli. Then \( \tau_\mu(q) \) is given by the minimal root of a natural pressure function.

In the case of parabolic Cantor sets, a precise version of this result is given in Theorem 4.1 and in the parabolic carpets case this is Theorem 6.1.

The paper is organised as follows. In \( \S \) we introduce the uniformly hyperbolic subsystem mentioned in the heuristic result above and discuss relevant distortion estimates as well as a further assumption on our measures. In \( \S \) we introduce the natural pressure function in the setting of parabolic Cantor sets and provide conditions under which the root of the pressure coincides with the critical exponent of a related ‘zeta function’, which is the main technical result underpinning Theorem 4.1. In \( \S \) we prove Theorem 4.1. In \( \S \) we introduce the natural pressure function in the setting of parabolic carpets and provide conditions under which the root of the pressure coincides with the critical exponent of a related ‘zeta function’, which is the main technical result underpinning Theorem 6.1. In \( \S \) we prove Theorem 6.1. In \( \S \) we discuss possible directions for future investigation.

2. Preliminaries

2.1. Uniformly hyperbolic induced subsystem. The following lemma establishes that the IFSs we consider necessarily generate a uniform contraction.

Lemma 2.1. First consider an IFS \( \{h_i\}_{i \in \mathcal{I}} \) generating a parabolic Cantor set in \([0,1]\). Then \( \{h_i\}_{i \in \mathcal{I}^*} \) contains a map \( h_{i_0} \) such that \( \|h'_{i_0}\|_\infty < 1 \).

Secondly, consider an IFS \( \{S_i\}_{i \in \mathcal{I}} \) generating a parabolic carpet in \([0,1]^2\). Suppose that the parabolic carpet is not contained in a vertical or horizontal line. Then \( \{S_i\}_{i \in \mathcal{I}^*} \) contains a map \( S_{i_0} = (f_{i_0}, g_{i_0}) \) such that \( \|f'_{i_0}\|_\infty < 1 \) and \( \|g'_{i_0}\|_\infty < 1 \). Note that if the parabolic carpet is contained in a vertical or horizontal line, then it is really a parabolic Cantor set and we can apply the first result.

Proof. Since by definition a parabolic Cantor set is not a single point, there must exist \( i, j \in \mathcal{I} \) such that the (unique) fixed points of \( h_i \) and \( h_j \) are distinct. By the chain rule,

\[
\sup_{x \in [0,1]} |h'_{i,j}(x)| = \sup_{x \in [0,1]} |h'_i(h_j(x))| \cdot |h'_j(x)|.
\]

By continuity of derivatives the supremum is attained at some \( x \in [0,1] \). Therefore, a necessary condition for this supremum to equal 1 is that \( x \) is the fixed point of \( h_j \) and \( h_j(x) = x \) is the fixed point of \( h_i \) which is impossible.
If a parabolic carpet is not contained in a vertical or horizontal line, then there must exist $i, j \in \mathcal{I}$ such that the (unique) fixed points of $S_i$ and $S_j$ are not contained in a common vertical or horizontal line. By the chain rule

$$\sup_{x \in [0,1]} |f'_{i,j}(x)| = |f'_i(f_j(x))| \cdot |f'_j(x)|.$$  

By continuity of derivatives the supremum is attained at some $x \in [0,1]$. Therefore, a necessary condition for this supremum to equal 1 is that $x$ is the fixed point of $f_j$ and $f_j(x) = x$ is the fixed point of $f_i$ but this is not possible since the fixed points of $S_i$ and $S_j$ are not contained in a common vertical line. A similar argument works for $g_{i,j}$ and the result follows. □

Without loss of generality, we will assume $i_0 \in \mathcal{I}$. A useful consequence of the existence of $i_0$ from the previous lemma is that we have uniform contraction (hyperbolicity) on the subsystem of all words ending in $i_0$. That is,

$$\rho := \sup_{j \in \mathcal{I}} \|h'_{j,i_0}\|_\infty < 1.$$  

The analogous statements also hold for the families $\{f_i\}$ and $\{g_i\}$ and we assume the same $\rho$ works for all three families. This is an immediate consequence of the chain rule since

$$\|h'_{j,i_0}\|_\infty \leq \|h'_{j}\|_\infty \|h'_{i_0}\|_\infty \leq \|h'_{i_0}\|_\infty < 1.$$  

Once a hyperbolic index $i_0 \in \mathcal{I}$ is understood, we define

$$\mathcal{I}_\infty := \{j i_0 : j \in (\mathcal{I} \setminus \{i_0\})^* \cup \{i_0\}\}. \quad (2.2)$$

In order to study the parabolic Cantor sets and parabolic carpets, we will study the ‘induced’ uniformly hyperbolic infinite IFSs $\{h_i\}_{i \in \mathcal{I}_\infty}$ and $\{S_i\}_{i \in \mathcal{I}_\infty}$ respectively.

2.2. Distortion estimates. We have the tempered distortion property on the full alphabet $\mathcal{I}$, see e.g. [5, Lemma 3].

**Lemma 2.2.** There exists a sequence $p_n \to 0$ such that, for all $x, y \in [0,1]$ and $i \in \mathcal{I}^n$,

$$\left| \frac{h'_i(x)}{h'_i(y)} \right| \leq e^{np_n}.$$  

Moreover, without loss of generality we can assume that $e^{np_n}$ is increasing with $n$. The same result holds for the families $\{f_i\}$ and $\{g_i\}$ and we choose $p_n$ to work for all three simultaneously.

**Proof.** By the chain rule and A1’

$$\log \sup_{x,y \in [0,1]} \max_{i \in \mathcal{I}^n} \left| \frac{h'_i(x)}{h'_i(y)} \right| \leq \sum_{k=0}^{n-1} \max_{i_1, \ldots , i_k} \sup_{u, v \in h_{i_1} \ldots i_k([0,1])} \max_{i \in \mathcal{I}} \log |h'_i(u)| - \log |h'_i(v)| \lesssim \sum_{k=0}^{n-1} d_k^{\alpha h}$$

which, setting

$$p_n = \alpha \sum_{k=0}^{n-1} d_k^{\alpha h},$$

Therefore, the result follows.
(for an appropriate constant $c$) completes the proof since $d_k \to 0$ as $k \to \infty$. In the above we used the fact that the derivatives $h_i'$ are non-vanishing and that log is Lipschitz on $[\epsilon_0, 1]$ for $\epsilon_0 > 0$.

On the induced alphabet $I_\infty$ we will require the bounded distortion property. The following lemma, which is similar to [2, Lemma 3(b)], gives conditions under which the induced IFSs satisfy bounded distortion.

Lemma 2.3. Suppose

\[ \sum_{i \in I_\infty} |h_i([0, 1])|^{\alpha h} < \infty. \]  

(2.3)

Then there exists $1 < C < \infty$ such that for all $i \in I_\infty^*$ and all $x, y \in [0, 1]$,

\[ \frac{|h_i'(x)|}{|h_i'(y)|} \leq C. \]

The analogous statement holds for the family $\{f_i\}$ under the assumption that $\sum_{i \in I_\infty} |f_i([0, 1])|^{\alpha f} < \infty$ and for the family $\{g_i\}$ under the assumption that $\sum_{i \in I_\infty} |g_i([0, 1])|^{\alpha g} < \infty$. For these latter two conditions, abusing notation slightly, we only sum over $i \in I_\infty$ which give rise to distinct $f_i$ and $g_i$ respectively. We assume the same $C$ works for all three families simultaneously.

Proof. By A1’, there exists $C_h > 0$ such that for all $i \in I$, and $x, y \in [0, 1]$, $|f_i'(x) - f_i'(y)| \leq C_h |x - y|^\alpha h$. By A2’ there exists $a > 0$ such that $\inf_{i \in I} \inf_{x \in [0, 1]} |h_i'(x)| \geq a$. We begin by showing that there exists $C_0 > 0$ such that for all $i \in I_\infty$ and all $x, y \in [0, 1]$,

\[ \left| \log \left( \frac{h_i'(x)}{h_i'(y)} \right) \right| \leq C_0 |x - y|^\alpha h. \]  

(2.4)

Let $i = i_1 \ldots i_n$ where each $i_j \in I$. Then by the chain rule

\[ \left| \log \left( \frac{h_i'(x)}{h_i'(y)} \right) \right| \leq \sum_{k=1}^{n} \left| \log \left( \frac{h_{i_k}'(h_{i_{k+1} \ldots i_n}(x))}{h_{i_k}'(h_{i_{k+1} \ldots i_n}(y))} \right) \right| \]

\[ = \sum_{k=1}^{n} \log \left( 1 + \frac{|h_{i_k}'(h_{i_{k+1} \ldots i_n}(x)) - h_{i_k}'(h_{i_{k+1} \ldots i_n}(y))|}{|h_{i_k}'(h_{i_{k+1} \ldots i_n}(y))|} \right) \]

\[ \leq \sum_{k=1}^{n} \frac{|h_{i_k}'(h_{i_{k+1} \ldots i_n}(x)) - h_{i_k}'(h_{i_{k+1} \ldots i_n}(y))|}{|h_{i_k}'(h_{i_{k+1} \ldots i_n}(y))|} \]

\[ \leq \frac{C_h}{a} \sum_{k=1}^{n} |h_{i_{k+1} \ldots i_n}(x) - h_{i_{k+1} \ldots i_n}(y)|^{\alpha h}. \]  

(2.5)

The words $\{i_1 \ldots i_n, i_2 \ldots i_n, \ldots, i_n\}$ are distinct words in $I_\infty$ therefore (2.5) implies that for all $i \in I_\infty$ and $x, y \in [0, 1]$,

\[ \left| \log \left( \frac{h_i'(x)}{h_i'(y)} \right) \right| \leq \frac{C_h}{a} \sum_{i \in I_\infty} |h_i([0, 1])|^{\alpha h} =: C' < \infty \]  

(2.6)

by (2.3).
By (2.6) and the mean value theorem, for all \( i \in \mathcal{I}_\infty \) and \( x, y \in [0, 1] \),
\[
|h_4(x) - h_4(y)| \leq e^{C'} |h_4([0, 1])| |x - y|.
\] (2.7)
To see this, fix \( i \in \mathcal{I}_\infty \) and \( x, y \in [0, 1] \). By the mean value theorem there exist \( \theta, \theta' \in [0, 1] \)
such that \( |h_4([0, 1])| = |h_4'(\theta)| \) and \( |h_4(x) - h_4(y)| = |h_4'(\theta')| |x - y| \). Thus by (2.6)
\[
|h_4(x) - h_4(y)| = \frac{|h_4'(\theta')|}{|h_4'(\theta)|} |h_4([0, 1])| |x - y| \leq e^{C'} |h_4([0, 1])| |x - y|,
\] verifying (2.7). Plugging (2.7) into (2.5) and using (2.3) again yields (2.4).

To see this, fix \( i = i_1 \ldots i_\nu \in \mathcal{I}_\infty^\nu \), where each \( i_j \in \mathcal{I}_\infty \). Then by the chain rule and (2.4),
\[
\left| \log \left( \frac{h_1'(x)}{h_1'(y)} \right) \right| \leq \sum_{k=1}^\nu \log \left( \frac{h_1'(h_{i_{k+1} \ldots i_\nu}(x))}{h_1'(h_{i_{k+1} \ldots i_\nu}(y))} \right)
\] \[
\leq C_0 \sum_{k=1}^\nu |h_{i_{k+1} \ldots i_\nu}(x) - h_{i_{k+1} \ldots i_\nu}(y)|^{\alpha_h}
\] \[
\leq C_0 \sum_{k=0}^{\nu-1} \rho^{\alpha_h k} \leq \frac{C_0}{1 - \rho^{\alpha_h}}
\] by (2.1), completing the proof of the lemma. \( \square \)

We briefly discuss condition (2.3). In the case that a parabolic Cantor set satisfies A1’ for \( \alpha_h = 1 \) (i.e. each map \( h_i \) is \( C^{1+L_p} \)) then (2.3) is immediate, indeed \( \sum_{i \in \mathcal{I}_\infty} |h_1([0, 1])| \leq 1 \) by A3’. So if \( \alpha_h = 1 \), Lemma (2.3) holds without any additional assumption. Similarly, for any parabolic carpet which satisfies A1 for \( \alpha_f = \alpha_g = 1 \), Lemma 2.3 holds without any additional assumption. This includes the case when all the maps in the IFS are \( C^2 \), see the central image in Figure 1. Condition (2.3) also holds for many genuinely \( C^{1+\alpha} \) IFSs including, for example, IFSs generated by the Manneville-Pomeau system, see Figure 1. Given a parameter \( \alpha \in (0, 1) \), the Manneville-Pomeau map \( f_\alpha : [0, 1] \to [0, 1] \) is given by
\[
f_\alpha(x) = \begin{cases} 
 x + 2^\alpha x^{1+\alpha} & 0 \leq x \leq 1/2 \\
 2x & 1/2 < x \leq 1 
\end{cases}
\] (2.8)
The inverse branches of \( f_\alpha \) form a parabolic \( C^{1+\alpha} \) IFS on \([0, 1]\) coded by \{1, 2\}. In particular, the right most branch is hyperbolic and choosing \( i_0 \) corresponding to this map we can verify condition (2.3) by a simple calculation. Indeed,
\[
\sum_{i \in \mathcal{I}_\infty} |h_1([0, 1])|^{\alpha_h} = 1/2 + \sum_{n=1}^{\infty} \left( f_\alpha^{-(n-1)}(1/2) - f_\alpha^{-n}(1/2) \right)^{\alpha_h} \leq \sum_{n=1}^{\infty} n^{-(1+\alpha)} < \infty.
\]

2.3. Almost quasi-Bernoulli property. For our main results, we will require that our measure \( P \) is weakly quasi-Bernoulli, and that restricted to \( \mathcal{I}_\infty^* \), \( P \) is quasi-Bernoulli, i.e. there exists a constant \( c \geq 1 \) such that for all \( i, j \in \mathcal{I}_\infty^* \)
\[
c^{-1} \leq \frac{P(ij)}{P(i)P(j)} \leq c.
\] (2.9)
For concision, if $P$ has the property that it is weakly quasi-Bernoulli on $\mathcal{I}$ and quasi-Bernoulli on $\mathcal{I}_\infty$ in the sense of (2.9), we say that $P$ and $P \circ \Pi^{-1}$ are almost quasi-Bernoulli. Clearly any quasi-Bernoulli measure (examples of which include Bernoulli measures and Gibbs measures for Hölder continuous potentials) is almost quasi-Bernoulli. However, the class of almost quasi-Bernoulli measures also include many other measures which are natural to study in the parabolic setting, which are not quasi-Bernoulli e.g. the acip for the Manneville-Pomeau system (2.8).

3. Topological pressure for parabolic Cantor sets

Given $s \in \mathbb{R}$ and $q \geq 0$, we define the topological pressure by

$$P(s, q) = \lim_{n \to \infty} \left( \frac{\sum_{i \in I_n} P([i])^q \| h_i' \|_s^s}{n} \right)^{\frac{1}{n}}.$$ 

We can show that for fixed $s, q$, $P(s, q)$ is well-defined.

**Lemma 3.1.** Suppose $P$ is weakly quasi-Bernoulli. For all $s \in \mathbb{R}$ and $q \geq 0$, $P(s, q)$ exists.

**Proof.** We tackle the case that $s \geq 0$, the other case is similar. Let $N \in \mathbb{N}$ be sufficiently large that $(\sum_{i \in I_N} \Phi^q(i))^{\frac{1}{N}} < \liminf_{n \to \infty} (\sum_{i \in I_n} P([i])^q \| h_i' \|_s^s)^{\frac{1}{n}} + \varepsilon$, noting that $N$ can be taken arbitrarily large. By (1.1)

$$\left( \sum_{i \in I_n} P([i])^q \| h_i' \|_s^s \right)^{\frac{1}{n}} \leq c_N^q \left( \sum_{i \in I_n} P([i])^q \| h_i' \|_s^s \right)^{\frac{1}{n}}$$

$$\leq \left( \liminf_{n \to \infty} \left( \sum_{i \in I_n} P([i])^q \| h_i' \|_s^s \right)^{\frac{1}{n}} + \varepsilon \right)$$

recalling that $c_N$ has the property that $\frac{c_N}{N} \to 1$ as $N \to \infty$. Hence

$$\limsup_{k \to \infty} \left( \sum_{i \in I_{N^k}} P([i])^q \| h_i' \|_s^s \right)^{\frac{1}{N^k}} \leq c_N^q \left( \liminf_{n \to \infty} \left( \sum_{i \in I_n} P([i])^q \| h_i' \|_s^s \right)^{\frac{1}{n}} + \varepsilon \right).$$

The proof in the case where $s \geq 0$ is complete by observing that

$$\limsup_{k \to \infty} \left( \sum_{i \in I_{N^k}} P([i])^q \| h_i' \|_s^s \right)^{\frac{1}{N^k}} = \limsup_{N \to \infty} \left( \sum_{i \in I_N} P([i])^q \| h_i' \|_s^s \right)^{\frac{1}{N}}.$$ 

□

It is straightforward to verify that, for a fixed $q \geq 0$, $P(s, q)$ is continuous and non-increasing in $s$. In the hyperbolic setting the next step is to identify the ‘unique root’ of the pressure, that is, a value $s_0 = s_0(q)$ such that $P(s_0, q) = 1$. However, this does not have to exist in the parabolic setting. Indeed, for a parabolic Cantor set the pressure is easily seen to satisfy $P(s, 0) \geq 1$ for all $s \in \mathbb{R}$. This can be shown directly by just considering iterates of a single
map with a parabolic fixed point. In this case: if there is a root, then there are infinitely many roots.

Since Lemma 2.2 ensures that for all $i \in \mathcal{I}^n$

$$e^{-np} \|h'_i\|_\infty \leq \inf_{x \in [0,1]} |h'_i(x)| \leq \|h'_i\|_\infty$$

we may replace $\|h'_i\|_\infty$ by $\inf_{x \in [0,1]} |h'_i(x)|$ (or any intermediate value) in the definition of pressure without changing the value of the limit. For example, we may use $|h_i([0,1])|$, which is the length of the $n$th level construction interval associated with $i$.

**Lemma 3.2.** Given any measure on a parabolic Cantor set, $P(1,q) \leq 1$ for all $q \geq 0$.

**Proof.** Using A3', for all $n$ the sets

$$\{h_i((0,1)) : i \in \mathcal{I}^n\}$$

are pairwise disjoint and contained in $(0,1)$. Therefore, for all $q \geq 0$

$$P(1,q) \leq P(1,0) = \lim_{n \to \infty} \left( \sum_{i \in \mathcal{I}^n} |h_i([0,1])| \right)^{\frac{1}{n}} \leq 1$$

as required. \qed

The previous lemma allows us to define a function $\gamma : [0,\infty) \to \mathbb{R}$ by

$$\gamma(q) := \inf\{s > 0 : P(s,q) \leq 1\}.$$  

We will now provide criteria under which $\gamma(q)$ may also be realised as the critical exponent $\delta(q)$ of the zeta function

$$\zeta(s,q) := \sum_{n=1}^{\infty} \sum_{i \in \mathcal{I}^n} P([i])^q \|h'_i\|_s^s.$$  

By Lemma 2.1 (see also (2.1)), there exists $i_0 \in \mathcal{I}^*$, such that $h_{i_0}$ is a uniform contraction (hyperbolic) and $\{h_{ji_0} : j \in \mathcal{I}^*\}$ are a set of uniform contractions (2.1). Since $\delta_\mathcal{I} = \delta_{\mathcal{I}_k}$ and $\gamma_\mathcal{I} = \gamma_{\mathcal{I}_k}$ for all $k$, without loss of generality we can assume $i_0 \in \mathcal{I}$.

Recall that we defined

$$\mathcal{I}_\infty := \{j \in \mathcal{I} \setminus \{i_0\}^* \} \cup \{i_0\}.$$  

**Proposition 3.3.** For an almost quasi-Bernoulli measure on a parabolic Cantor set which satisfies $\sum_{i \in \mathcal{I}_\infty} |h_i([0,1])|^{|i_0|} < \infty$, we have $\gamma(q) = \delta(q)$ for all $q \geq 0$. In particular, this holds for all $C^2$ or $C^{1+\text{Lip}}$ parabolic Cantor sets.

Throughout the rest of this section, fix $q \geq 0$. Given a digit set $\mathcal{J} \subset \mathcal{I}^*$ let $\gamma_{\mathcal{J}}$ denote the minimal root of the pressure $P_{\mathcal{J}}(s,q) = \lim_{n \to \infty} \left( \sum_{i \in \mathcal{J}_n} P([i])^q \|h'_i\|_s^s \right)^{\frac{1}{n}}$ and $\delta_{\mathcal{J}}$ denote the critical exponent of the zeta function $\zeta(s,q) = \sum_{n=1}^{\infty} \sum_{i \in \mathcal{J}_m} P([i])^q \|h'_i\|_s^s$. Observe that $\gamma_{\mathcal{J}} \leq \delta_{\mathcal{J}}$ for any finite or countable set $\mathcal{J} \subset \mathcal{I}^*$.

We denote

$$\mathcal{I}_N := \mathcal{I}_\infty \cap \left( \bigcup_{m=1}^{N} \mathcal{I}^m \right).$$
The proof of Proposition 3.3 will follow from four lemmas where we show that:

(i) $\delta_I = \delta_{I\infty}$,  
(ii) $\delta_{I\infty} = \gamma_{I\infty}$,  
(iii) $\gamma_{I\infty} = \sup_N \gamma_{I_N}$,  
(iv) $\sup_N \gamma_{I_N} = \gamma_I$.

In the proofs that follow we’ll assume that $\delta_I < \infty$, but one can easily see that the proofs also imply $\gamma_I = \infty$ if $\delta_I = \infty$.

**Lemma 3.4** (Proof of (ii)). $\delta_{I\infty} = \gamma_{I\infty}$.

*Proof.* From the root test, $P_{I\infty}(s,q) \geq 1$, for $s < \delta_{I\infty}$, and $P_{I\infty}(s,q) \leq 1$, for $s > \delta_{I\infty}$. Therefore, $\delta_{I\infty}$ is a root of $P_{I\infty}(\cdot,q)$. By (2.1), $\|h'_i\|_\infty \leq \rho^\epsilon$ for any $i \in T_n^\infty$. This implies that $P_{I\infty}(\cdot,q)$ has a unique root. Indeed,

$$\sum_{i \in T_n^\infty} \mathbb{P}([i])^q \|h'_i\|_\infty^{\gamma_{I\infty} + \epsilon} \leq \rho^{n\epsilon} \sum_{i \in T_n^\infty} \mathbb{P}([i])^q \|h'_i\|_\infty^{\gamma_{I\infty}}.$$  

In particular, $P_{I\infty}(\gamma_{I\infty} + \epsilon, q) \leq \rho^\epsilon P_{I\infty}(\gamma_{I\infty}, q) = \rho^\epsilon < 1$. Therefore $\delta_{I\infty}$ is the unique root of $P_{I\infty}(\cdot,q)$, that is, $\gamma_{I\infty} = \delta_{I\infty}$ as required. \hfill $\square$

**Lemma 3.5** (Proof of (i)). $\delta_I = \delta_{I\infty}$.

*Proof.* Since $T_n^\infty \subseteq T^*$, we have $\delta_{I\infty} \leq \delta_I$. We claim that there exists a sequence $D_n$ such that $\lim_{n \to \infty} D_n^\frac{1}{n} = 1$ and

$$\mathbb{P}([i])^q \|h'_i\|_\infty^s \leq D_n \mathbb{P}([ii_0])^q \|h'_{i_1}\|_\infty^s$$

for all $i \in T_n^\infty$. Indeed, for any $i \in T_n^\infty$,

$$\frac{\mathbb{P}([ii_0])^q \|h'_{i_1}\|_\infty^s}{\mathbb{P}([i])^q \|h'_i\|_\infty^s} \geq c^{-q} \mathbb{P}([i_0])^q e^{-|s|npn} \|h'_{i_0}\|_\infty^s$$

by the weak quasi Bernoulli property (1.1) and the chain rule followed by the tempered distortion property (Lemma 2.2). This proves the claim. Therefore

$$\zeta_I(s,q) = \sum_{n=1}^{\infty} \sum_{i \in T_n^{i_1=1_0}} \mathbb{P}([i])^q \|h'_i\|_\infty^s + \sum_{n=1}^{\infty} \sum_{i \in T_n^{i_1 \neq 1_0}} \mathbb{P}([i])^q \|h'_i\|_\infty^s \\ \leq \zeta_{I\infty}(s,q) + \sum_{n=1}^{\infty} D_n \sum_{i \in T_n^{i_1 \neq 1_0}} \mathbb{P}([ii_0])^q \|h'_{i_1}\|_\infty^s.$$  \hfill (3.1)

If $s > \delta_{I\infty}$, then $\zeta_{I\infty}(s,q) < \infty$ and (as seen in proof of Lemma 3.4)

$$\lim_{n \to \infty} \left( \sum_{i \in T_n^{i_1 \neq 1_0}} \mathbb{P}([ii_0])^q \|h'_{i_1}\|_\infty^s \right)^\frac{1}{n} \leq P_{I\infty}(s,q) < 1.$$

Since $\lim_{n \to \infty} D_n^\frac{1}{n} = 1$, the right hand side of (3.1) is summable for $s > \delta_{I\infty}$ by the root test. In particular $\delta_I \leq \delta_{I\infty}$. \hfill $\square$

**Lemma 3.6** (Proof of (iii)). $\gamma_{I\infty} = \sup_N \gamma_{I_N}$.
Proof. Since $I_N \subseteq I_\infty$, clearly $\sup_N \gamma_{I_N} \leq \gamma_{I_\infty}$. Therefore it is sufficient to show that for all $\varepsilon > 0$ there exists $N \in \mathbb{N}$ such that $\gamma_{I_N} > \gamma_{I_\infty} - \varepsilon$. Recall that by Lemma 2.3, the family \{h_1\}_{1 \in I_\infty}$ satisfies the bounded distortion property, which will be crucial for this proof.

Fix $\varepsilon > 0$ and write $s = \gamma_{I_\infty} - \varepsilon$. Let $1 < \lambda < P_{I_\infty}(\gamma_{I_\infty} - \varepsilon, q)$ and choose $n$ sufficiently large that

$$\left( \sum_{1 \in I_N} P([i])^q \| h_1^s \|_\infty^s \right)^{\frac{1}{n}} > \frac{\lambda + P_{I_\infty}(\gamma_{I_\infty} - \varepsilon, q)}{2}$$

and

$$\left( \frac{1}{c^q C|s|} \right)^{\frac{1}{n}} > \frac{1}{\lambda}$$

where $C$ is the constant from Lemma 2.3 and $c$ is the constant from (2.9). Since

$$\lim_{N \to \infty} \left( \sum_{1 \in I_N} P([i])^q \| h_1^s \|_\infty^s \right)^{\frac{1}{n}} = \left( \sum_{1 \in I_N} P([i])^q \| h_1^s \|_\infty^s \right)^{\frac{1}{n}} > \frac{\lambda + P_{I_\infty}(\gamma_{I_\infty} - \varepsilon, q)}{2} > \lambda,$$

we can choose $N$ sufficiently large that

$$\left( \sum_{1 \in I_N} P([i])^q \| h_1^s \|_\infty^s \right)^{\frac{1}{n}} > \lambda.$$

For all $i_1, \ldots, i_k \in I_N$, Lemma 2.3 and (2.9) guarantee

$$P([i_1, \ldots, i_k])^q \| h_1^s \|_\infty^s \geq c^{-k} C^{-|s|} \cdot \lambda \cdot P([i_1])^q \| h_1^s \|_\infty^s \cdot \ldots \cdot P([i_k])^q \| h_1^s \|_\infty^s.$$

In particular,

$$P_{I_N}(s, q) = \lim_{k \to \infty} \left( \sum_{1 \in I_N^k} P([i])^q \| h_1^s \|_\infty^s \right)^{\frac{1}{n^k}} \geq \left( \frac{1}{c^q C|s|} \right)^{\frac{1}{n}} \left( \sum_{1 \in I_N} P([i])^q \| h_1^s \|_\infty^s \right)^{\frac{1}{n}} > \frac{1}{\lambda} \cdot \lambda = 1.$$

In particular $\gamma_{I_N} > \gamma_{I_\infty} - \varepsilon$, completing the proof of (iii).

Lemma 3.7 (Proof of (iv)), $\sup_N \gamma_{I_N} = \gamma_I$.

Proof. Note that since $\gamma_I \leq \delta_I = \sup_N \gamma_{I_N}$ by (i-iii) above, it is sufficient to prove that $\sup_N \gamma_{I_N} \leq \gamma_I$. Let $N \in \mathbb{N}$. Suppose $\gamma_I \geq 0$. Then by submultiplicativity and (1.1)

$$\left( \sum_{1 \in I_N^k} P([i])^q \| h_1^s \|_\infty^s \right)^{\frac{1}{N^k}} \leq \left( \sum_{1 \in I_N^k} P([i])^q \| h_1^s \|_\infty^s \right)^{\frac{1}{N^k}} \leq \left( \sum_{1 \in I_N^k} P([i])^q \| h_1^s \|_\infty^s \right)^{\frac{k}{N^k}} \leq c_{N^k}^q \left( \sum_{1 \in I_N} P([i])^q \| h_1^s \|_\infty^s \right)^{\frac{1}{N^k}}.$$
Since \( \lim_{\ell \to \infty} c_{N\ell}^{1/N\ell} = 1 \),
\[
P_{I_N}(\gamma_I) \frac{1}{N\ell} = \lim_{\ell \to \infty} \left( \sum_{i \in I_N^{\ell}} P([i])^q \| h'_i \|_{\infty}^q \right) \leq \lim_{\ell \to \infty} \left( \sum_{i \in I_N^{\ell}} P([i])^q \| h'_i \|_{\infty}^q \right) = P_I(\gamma_I) = 1.
\]

In particular \( P_{I_N}(\gamma_I) \leq 1 \) and so \( \gamma_{I_N} \leq \gamma_I \), completing the proof in the case \( \gamma_I \geq 0 \). If \( \gamma_I < 0 \), then we may replace
\[
P([i])^q \| h'_i \|_{\infty}^q = P([i])^q \sup_{x \in [0,1]} |h'_i(x)|^{\gamma_I}
\]
by
\[
P([i])^q \inf_{x \in [0,1]} |h'_i(x)|^{\gamma_I}
\]
in which case we recover submultiplicativity. Moreover, by Lemma 2.2 this does not change the value of the pressure \( P_{I_N}(\gamma_I) \) or \( P_I(\gamma_I) \) and so the proof goes through as above. \( \square \)

4. \( L^q \)-spectrum of almost quasi-Bernoulli measures on parabolic Cantor sets

We are now ready to state our main contribution to the dimension theory of parabolic Cantor sets. This is an important stepping stone towards our main result, Theorem 6.1, which concerns parabolic carpets.

**Theorem 4.1.** If \( \mu \) is an almost quasi-Bernoulli measure on a parabolic Cantor set \( F \) for which
\[
\sum_{i \in I_{\infty}} |h_1([0,1])|^q < \infty
\]
for all \( q \geq 0 \). Moreover, \( \dim_B F = \dim_H F = \gamma(0) \). In particular, these results hold for all \( C^2 \) or \( C^{1+\text{Lip}} \) parabolic Cantor sets.

4.1. **Proof of upper bound for \( \tau_\mu \) in Theorem 4.1.** Let \( q \geq 0 \) and \( s > \gamma(q) \). Given \( 0 < \delta < 1 \) define the \( \delta \)-stopping \( S_\delta := \{ i \in I^* : |h_1([0,1])| \leq \delta < |h'_i([0,1])| \} \) where \( i^- \) is obtained from \( i \) by removing the final symbol in \( I \). Note that (using A2) \( |h_1([0,1])| \approx \delta \) for \( i \in S_\delta \). Then
\[
\delta^s D_\delta^q(\mu) \approx \delta^s \sum_{i \in S_\delta} P([i])^q \approx \sum_{i \in S_\delta} P([i])^q |h'_i([0,1])|^s \leq \sum_{n=1}^{\infty} \sum_{i \in I^n} P([i])^q \| h'_i \|_{\infty}^s < \infty
\]
by Proposition 3.3.
4.2. Proof of lower bound for $\tau_\mu$ in Theorem 4.1. Let $q \geq 0$ and $s < \gamma(q)$. Choose $N$ sufficiently large such that $s < \gamma_N < \gamma(q)$ where $\gamma_N = \gamma_{\mathcal{I}_N}$ is the root of the pressure (for our fixed $q$) associated with the hyperbolic subsystem $\mathcal{I}_N$. We can choose such an $N$ by Proposition 3.3. Given $0 < \delta < 1$ define $S_\delta^N := \{ i \in (\mathcal{I}_N)^* : |h_1([0, 1])| \leq \delta < |h_1-([0, 1])|\}$. This time $\bar{i}$ is obtained from $i$ by removing the final symbol in $\mathcal{I}_N$. Note that $|h_1([0, 1])| \approx N^s \delta$ for $i \in S_\delta^N$.

Then

$$\delta^s D_\delta^q(\mu) \approx N \delta^s \sum_{i \in S_\delta^N} P([i])^q$$

$$\approx N \sum_{i \in S_\delta^N} P([i])^q |h_1([0, 1])|^s$$

$$\approx \sum_{i \in S_\delta^N} c^q C^3|s|P([i])^q |h_1([0, 1])|^s$$

where $c$ is the constant from (2.9) and $C$ is the constant from Lemma 2.3, recalling that we may apply bounded distortion to the subsystem $\mathcal{I}_N$. To complete the proof we show the final term is bounded (strictly) below by 1. Suppose to the contrary that

$$\sum_{i \in S_\delta^N} c^q C^3|s|P([i])^q |h_1([0, 1])|^s \leq 1. \quad (4.1)$$

Therefore, using (2.9) and Lemma 2.3 (three times), for all $i \in (\mathcal{I}_N)^*$,

$$\sum_{j \in S_\delta^N} c^q C^3|s|P([i,j])^q |h_1([0, 1])|^s \leq \sum_{j \in S_\delta^N} \left( c^q C^3|s|P([i])^q |h_1([0, 1])|^s \right) \left( c^q C^3|s|P([j])^q |h_1([0, 1])|^s \right)$$

$$\leq c^q C^3|s|P([i])^q |h_1([0, 1])|^s. \quad (4.2)$$

Let $k \geq 1$ be a very large integer. We approximate words of length $k$ by compositions of words in $S_\delta^N$ by defining

$$S_\delta^{N,k} = \{ i_1 \ldots i_m : \forall l = 1, \ldots, m, i_l \in S_\delta^N, \exists i_{l+1} \in S_\delta^N \text{ s.t. } |i_1 \ldots i_m| \leq k < |i_1 \ldots i_m i_{m+1}| \}.$$ 

Then, by iteratively applying (4.2), and then (4.1),

$$\sum_{i \in S_\delta^{N,k}} c^q C^3|s|P([i])^q |h_1([0, 1])|^s \leq 1. \quad (4.3)$$

For all $i \in (\mathcal{I}_N)^k$ we can write $i = i_1 i_2$ for some $i_1 \in S_\delta^{N,k}$ and $i_2 \in \mathcal{I}_N^*$ with $|i_2| \leq \delta$. Therefore

$$\sum_{i \in (\mathcal{I}_N)^k} c^q C^3|s|P([i])^q |h_1([0, 1])|^s \leq \sum_{i \in S_\delta^{N,k}} c^q C^3|s|P([i])^q |h_1([0, 1])|^s \leq 1$$

by (4.3) which proves (letting $k \to \infty$ while keeping $\delta$ fixed) that $s \geq s_N$, a contradiction.

4.3. Theorem 4.1 dimensions of parabolic Cantor sets. The fact that $\dim_B F = \gamma(0)$ is immediate. The fact that this value also coincides with the Hausdorff dimension of $F$ follows from Proposition 3.3 since, writing $F_N \subseteq F$ for the attractor of the hyperbolic IFS $\{h_i\}_{i \in \mathcal{I}_N}$,

$$\dim_H F \geq \sup_N \dim_H F_N = \sup_N \dim_B F_N = \sup_N \gamma_{\mathcal{I}_N}(0) = \gamma(0).$$
Moreover, we will prove this for the singular value function $\Phi$.

**Proof.**

5.1. **Singular values and singular value function.** For $i \in \mathcal{I}^*$ define

$$\underline{\alpha}_1(i) := \max_{x \in [0,1]} \max\{|f'_i(x)|, |g'_i(x)|\} \quad \text{and} \quad \underline{\alpha}_2(i) := \max_{x \in [0,1]} \min\{|f'_i(x)|, |g'_i(x)|\}.$$  \hspace{1cm} (5.1)

Note that if $i \in \mathcal{I}^n$ then

$$\underline{\alpha}_1(i) := \min_{x \in [0,1]} \max\{|f'_i(x)|, |g'_i(x)|\} \leq \underline{\alpha}_1(i) \leq e^{n_p} \min_{x \in [0,1]} \max\{|f'_i(x)|, |g'_i(x)|\} = e^{n_p} \underline{\alpha}_1(i)$$

and

$$\underline{\alpha}_2(i) := \min_{x \in [0,1]} \min\{|f'_i(x)|, |g'_i(x)|\} \leq \underline{\alpha}_2(i) \leq e^{n_p} \min_{x \in [0,1]} \min\{|f'_i(x)|, |g'_i(x)|\} = e^{n_p} \underline{\alpha}_2(i).$$ \hspace{1cm} (5.2)

For $q \geq 0$, let $t(i,q) := \tau_{i\mu}(q)$ where $\tau_i$ is the projection in the direction of the longer side of $S_i([0,1]^2)$. Crucially by Theorem 4.1, $t(i,q)$ exists. Let $t_f(q) = \tau_{i\mu}(q)$ where $\tau_1$ corresponds to projection to the $x$ axis and $t_g(q) = \tau_{i2\mu}(q)$ where $\tau_2$ corresponds to projection to the $y$ axis. So for all $i \in \mathcal{I}^*$, $t(i,q) \in \{t_f(q), t_g(q)\}$.

For $s \in \mathbb{R}$ and $q \geq 0$, the constant

$$T(s, q) = |s| + 2 \max\{|t_f(q)|, |t_g(q)|\} \geq 0 \hspace{1cm} (5.3)$$

will naturally appear in several places, especially when we apply Lemma 5.2.

**Lemma 5.1.** Fix $q \geq 0$ and $s \in \mathbb{R}$. Suppose $\mathbb{P}$ is weakly quasi-Bernoulli and let $\Phi^{s,q} : \mathcal{I}^* \to \mathbb{R}$ be any singular value function of the form

$$\Phi^{s,q}(i) = \mathbb{P}(\{i\})^q \alpha_1(i)^{t(i,q)} \alpha_2(i)^{s-t(i,q)} \hspace{1cm} (5.4)$$

where $\alpha_1(i) \leq \alpha_1(i) \leq \underline{\alpha}_1(i)$ and $\alpha_2(i) \leq \underline{\alpha}_2(i) \leq \underline{\alpha}_2(i)$. Then there exists an increasing sequence of positive numbers $(C_n)_{n \in \mathbb{N}}$ such that for any $i_1 \in \mathcal{I}^{n_1}, \ldots, i_k \in \mathcal{I}^{n_k}$:

- (i) if $s < t_f(q) + t_g(q)$ then
  $$\Phi^{s,q}(i_1 \ldots i_k) \leq C_{n_1} \cdots C_{n_k} \Phi^{s,q}(i_1) \cdots \Phi^{s,q}(i_k),$$
- (ii) if $s = t_f(q) + t_g(q)$ then
  $$C_{n_1}^{-1} \cdots C_{n_k}^{-1} \Phi^{s,q}(i_1) \cdots \Phi^{s,q}(i_k) \leq \Phi^{s,q}(i_1 \ldots i_k) \leq C_{n_1} \cdots C_{n_k} \Phi^{s,q}(i_1) \cdots \Phi^{s,q}(i_k),$$
- (iii) if $s > t_f(q) + t_g(q)$ then
  $$\Phi^{s,q}(i_1 \ldots i_k) \geq C_{n_1}^{-1} \cdots C_{n_k}^{-1} \Phi^{s,q}(i_1) \cdots \Phi^{s,q}(i_k).$$

Moreover, $\lim_{n \to \infty} C_n^{\frac{1}{n}} = 1$.

**Proof.** We will prove this for the singular value function $\Phi^{s,q}(i) = \mathbb{P}(\{i\})^q \alpha_1(i)^{t(i,q)} \alpha_2(i)^{s-t(i,q)}$ where $\alpha_1(i)$ denotes the length of the longer side of $S_i([0,1]^2)$ and $\alpha_2(i)$ denotes the length of the shorter side of $S_i([0,1]^2)$, noting that these definitions satisfy the assumptions of the lemma. The result for other singular value functions will then follow from (5.1) and (5.2).
For \( i \in \mathcal{I}^* \) let \( w(i) \) denote the width of \( S_i([0,1]^2) \) and \( h(i) \) denote the height of \( S_i([0,1]^2) \). Without loss of generality we can assume that \( w(1) \ldots i_k > h(1) \ldots i_k \), so that \( t(i_1 \ldots i_k, q) = t_f(q) \).

For \( s \leq t_f(q) + t_g(q) \), notice that by Lemma 2.2 and (2.9)

\[
\frac{\Phi^s q(i_1 \ldots i_k)}{\Phi^{s,q}(i_1) \ldots \Phi^{s,q}(i_k)} = \frac{\mathbb{P}([i_1 \ldots i_k])^q w(i_1 \ldots i_k)^t_f(q) h(i_1 \ldots i_k)^{s-t_f(q)}}{\mathbb{P}([i_1])^q \alpha_1(i_1)^{t(1,q)} \alpha_2(i_1)^{s-t(1,q)} \ldots \mathbb{P}([i_k])^q \alpha_1(i_k)^{t(1,q)} \alpha_2(i_k)^{s-t(1,q)}}
\leq c_n^q e^{-T(s,q)(n_1p_1+\ldots+n_kp_k)} \frac{w(i_1)^{t_f(q)} h(i_1)^{s-t_f(q)} \ldots w(i_k)^{t_f(q)} h(i_k)^{s-t_f(q)}}{\alpha_1(i_1)^{t(1,1)q} \alpha_2(i_1)^{s-t(1,1)} \ldots \alpha_1(i_k)^{t(1,1)q} \alpha_2(i_k)^{s-t(1,1)}}
= c_n^q e^{-T(s,q)(n_1p_1+\ldots+n_kp_k)} \prod_{1 \leq j \leq k; w(i_j) < h(i_j)} \left( \frac{h(i_j)}{w(i_j)} \right)^{s-t_f(q)-t_g(q)}
\leq c_n^q e^{-T(s,q)(n_1p_1+\ldots+n_kp_k)}
\]

since \( s \leq t_f(q) + t_g(q) \).

Similarly, for \( s \geq t_f(q) + t_g(q) \)

\[
\frac{\Phi^s q(i_1 \ldots i_k)}{\Phi^{s,q}(i_1) \ldots \Phi^{s,q}(i_k)} = \frac{\mathbb{P}([i_1 \ldots i_k])^q w(i_1 \ldots i_k)^t_f(q) h(i_1 \ldots i_k)^{s-t_f(q)}}{\mathbb{P}([i_1])^q \alpha_1(i_1)^{t(1,q)} \alpha_2(i_1)^{s-t(1,q)} \ldots \mathbb{P}([i_k])^q \alpha_1(i_k)^{t(1,q)} \alpha_2(i_k)^{s-t(1,q)}}
\geq c_n^{-q} e^{-T(s,q)(n_1p_1+\ldots+n_kp_k)} \frac{w(i_1)^{t_f(q)} h(i_1)^{s-t_f(q)} \ldots w(i_k)^{t_f(q)} h(i_k)^{s-t_f(q)}}{\alpha_1(i_1)^{t(1,1)q} \alpha_2(i_1)^{s-t(1,1)} \ldots \alpha_1(i_k)^{t(1,1)q} \alpha_2(i_k)^{s-t(1,1)}}
= c_n^{-q} e^{-T(s,q)(n_1p_1+\ldots+n_kp_k)} \prod_{1 \leq j \leq k; w(i_j) < h(i_j)} \left( \frac{h(i_j)}{w(i_j)} \right)^{s-t_f(q)-t_g(q)}
\geq c_n^{-q} e^{-T(s,q)(n_1p_1+\ldots+n_kp_k)}
\]

since \( s \geq t_f(q) + t_g(q) \). Taking \( C_n := c_n^{\frac{1}{q}} e^{T(s,q)p_n} \) gives the result, noting that \( \lim_{n \to \infty} C_n^\frac{1}{n} = 1 \)

since \( p_n \to 0 \) and \( \lim_{n \to \infty} c_n^\frac{1}{n} = 1 \). \( \square \)

5.2. Pressure: existence and basic properties. Define the pressure function \( P : \mathbb{R} \times [0, \infty) \to [0, \infty) \) by

\[
P(s,q) := \lim_{n \to \infty} \left( \sum_{i \in \mathcal{I}^n} \mathbb{P}([i])^q \alpha_1(i)^{t(1,q)} \alpha_2(i)^{s-t(1,q)} \right)^\frac{1}{n}.
\]

Lemma 5.2. For all \( s \in \mathbb{R} \) and \( q \geq 0 \) the pressure \( P(s,q) \) exists.

Proof. We begin by fixing \( s \geq t_f(q) + t_g(q) \) (the case where \( s < t_f(q) + t_g(q) \) will be similar) and let \( \Phi^{s,q} \) denote the singular value function. Fix \( \varepsilon > 0 \). Let \( N \in \mathbb{N} \) be sufficiently large
By A3, for all $t$ such that $(\sum_{i \in \mathcal{I}^k} \Phi^{s,q}(i))^{\frac{1}{N}} > \limsup_{n \to \infty} (\sum_{i \in \mathcal{I}^n} \Phi^{s,q}(i))^{\frac{1}{N}} - \varepsilon$, noting that $N$ can be taken arbitrarily large. By Lemma 5.1,

$$
\left( \sum_{i \in \mathcal{I}^N} \Phi^{s,q}(i) \right)^{\frac{1}{N}} \geq C_N^{-\frac{1}{N}} \left( \sum_{i \in \mathcal{I}^N} \Phi^{s,q}(i) \right)^{\frac{1}{N}} \geq C_N^{-\frac{1}{N}} \left( \limsup_{n \to \infty} \left( \sum_{i \in \mathcal{I}^n} \Phi^{s,q}(i) \right)^{\frac{1}{N}} - \varepsilon \right)
$$

recalling that $C_N$ has the property that $C_N^{-\frac{1}{N}} \to 1$ as $N \to \infty$. Hence

$$
\liminf_{k \to \infty} \left( \sum_{i \in \mathcal{I}^N} \Phi^{s,q}(i) \right)^{\frac{1}{N}} \geq C_N^{-\frac{1}{N}} \left( \limsup_{n \to \infty} \left( \sum_{i \in \mathcal{I}^n} \Phi^{s,q}(i) \right)^{\frac{1}{N}} - \varepsilon \right).
$$

The proof in the case where $s \geq t_f(q) + t_g(q)$ is complete by observing that

$$
\liminf_{k \to \infty} \left( \sum_{i \in \mathcal{I}^N} \Phi^{s,q}(i) \right)^{\frac{1}{N}} = \liminf_{N \to \infty} \left( \sum_{i \in \mathcal{I}^N} \Phi^{s,q}(i) \right)^{\frac{1}{N}}.
$$

If $s < t_f(q) + t_g(q)$ the proof is similar except we choose $N$ such that $(\sum_{i \in \mathcal{I}^N} \Phi^{s,q}(i))^{\frac{1}{N}} < \liminf_{n \to \infty} (\sum_{i \in \mathcal{I}^n} \Phi^{s,q}(i))^{\frac{1}{N}} + \varepsilon$, and use the “almost” submultiplicativity of $\Phi^{s,q}$ instead. □

By the tempered distortion property (in particular (5.1) and (5.2)) we can replace $\overline{\alpha}_1(i)$ and $\overline{\alpha}_2(i)$ by $\underline{\alpha}_1(i)$ and $\underline{\alpha}_2(i)$ (or any intermediate value) without affecting the definition of the pressure, which is easily seen since for all $q \geq 0$ and $s \in \mathbb{R}$:

$$
e^{-p_n T(s,q)} \left( \sum_{i \in \mathcal{I}^n} \underline{\alpha}_1(i)^{l(1,q)} \underline{\alpha}_2(i)^{s-l(1,q)} \right)^{\frac{1}{n}} \leq \left( \sum_{i \in \mathcal{I}^n} \overline{\alpha}_1(i)^{l(1,q)} \overline{\alpha}_2(i)^{s-l(1,q)} \right)^{\frac{1}{n}} \leq e^{p_n T(s,q)} \left( \sum_{i \in \mathcal{I}^n} \underline{\alpha}_1(i)^{l(1,q)} \underline{\alpha}_2(i)^{s-l(1,q)} \right)^{\frac{1}{n}}
$$

and $p_n \to 0$. So we know that, provided the pressure for one of these singular value functions exists, all of them exist and coincide, i.e. the minimal roots also coincide with $s_0$.

It is immediate that for a fixed $q \geq 0$, $P(s,q)$ is decreasing and continuous as a function of $s$. In the hyperbolic setting the next step is to identify the ‘unique root’ of the pressure, that is, a value $s_0$ such that $P(s_0,q) = 1$. However, as we saw above, this does not have to exist in the parabolic setting, even in the setting of $\mathbb{R}$.

**Lemma 5.3.** For any measure on a parabolic carpet, $P(2,q) \leq 1$ for all $q \geq 0$.

**Proof.** By A3, for all $n$ the sets

$$\{S_i((0,1)^2) : i \in \mathcal{I}^n\}$$
are pairwise disjoint and contained in \((0,1)^2\). Moreover, for all \(i \in \mathcal{I}^n, t(i,0) \leq 1\) and therefore
\[
\alpha_1(i)^{t(i,1)-t(i,0)} \leq \alpha_1(i) \leq e^{2n\rho} \mathcal{L}^2(S_i((0,1)^2))
\]
by Lemma 2.2 where \(\mathcal{L}^2\) denotes 2-dimensional Lebesgue measure. Therefore
\[
P(2,q) \leq P(2,0) = \lim_{n \to \infty} \left( \sum_{i \in \mathcal{I}^n} \alpha_1(i)^{t(i,0)} \alpha_2(i)^{t(i,0)} \right)^{1/n}
\]
\[
\leq \lim_{n \to \infty} e^{2n\rho} \left( \sum_{i \in \mathcal{I}^n} \mathcal{L}^2(S_i((0,1)^2)) \right)^{1/n}
\]
\[
\leq \mathcal{L}^2((0,1)^2) = 1
\]
as required.

The previous lemma allows us to define a function \(\beta : [0, \infty) \to \mathbb{R}\) by
\[
\beta(q) := \inf \{ s > 0 : P(s,q) \leq 1 \}.
\]

We will eventually show that \(\beta(q)\) gives the \(L^q\)-spectrum of \(\mu\) but in order to do that we need to first show that \(\beta\) can also be realised as the critical exponent of a certain zeta function. This is the content of the next subsection.

5.3. Coincidence of minimal root of pressure and critical exponent. For the rest of this section, fix \(q \geq 0\). Write
\[
s_0 := \inf \{ s > 0 : P(s,q) \leq 1 \}.
\]
We will now give criteria under which the critical exponent \(\delta_\Phi\) of the zeta function
\[
\zeta_\Phi(s,q) := \sum_{n=1}^{\infty} \sum_{i \in \mathcal{I}^n} \Phi(i)
\]
also coincides with \(s_0\) for any choice of singular value function \(\Phi\) that satisfies Lemma 5.1.

By Lemma 2.1 (see also (2.1)), there exists \(i_0 \in \mathcal{I}^*\), such that \(S_{i_0}\) is a uniform contraction (hyperbolic) and \(\{S_{ji_0} : j \in \mathcal{I}^*\}\) is a set of uniform contractions (hyperbolics) i.e. there exists \(\rho < 1\) such that
\[
\sup_{j \in \mathcal{I}^*} \alpha_1(ji_0) \leq \rho. \tag{5.5}
\]
Since \(\delta_T = \delta_T^k\) and \(s_T = s_T^k\) for all \(k\), without loss of generality we can assume that \(k = 1\).

Recall that we defined
\[
\mathcal{I}_\infty := \{ ji_0 : j \in (\mathcal{I} \setminus \{i_0\})^* \} \cup \{i_0\}.
\]

Proposition 5.4. Let \(\mu = P \circ \Pi^{-1}\) be an almost quasi-Bernoulli measure on a parabolic carpet satisfying
\[
\sum_{i \in \mathcal{I}_{\infty}} |f_i([0,1])|^{\alpha_f} < \infty \quad \text{and} \quad \sum_{i \in \mathcal{I}_{\infty}} |g_i([0,1])|^{\alpha_g} < \infty
\]
and let \(\Phi\) satisfy 5.4. Then \(\delta_\Phi = s_0\). In particular, this holds for all parabolic carpets where the maps \(f_i,g_i\) are \(C_1^{1+\text{Lip}}\) or \(C^2\).
Throughout this section the singular value function $\Phi^{\ast,q}(i) = \mathbb{P}(i)|^q\alpha_1(i)^{(1,q)}\alpha_2(i)^{s-t(1,q)}$ is fixed (where $\alpha_1(i)$ denotes the length of the longer side of $S_1([0,1]^2)$ and $\alpha_2(i)$ denotes the length of the shorter side of $S_1([0,1]^2)$) but we will be considering the pressure and zeta functions of several different digit sets. Given a digit set $J$, let $s_J$ denote the minimal root of the pressure $P_J(s,q) = \lim_{n\to\infty} \left( \sum_{i\in J^n} \Phi^{s,q}(i) \right)^{1/n}$ and $\delta_J$ denote the critical exponent of the zeta function $\zeta(s,q) = \sum_{n=1}^{\infty} \sum_{i\in J^n} \Phi(i)$. Observe that for any finite or countable set $J \subset \mathcal{I}$, we have that $s_J \leq \delta_J$.

Denote
\[ I_N := I_\infty \cap \left( \bigcup_{m=1}^{N} \mathcal{I}^m \right). \]

Similarly to the proof of Proposition 3.3 \[ \text{the proof of Proposition 5.4 will follow from four lemmas where we will show that:} \]

(i) $\delta_I = \delta_{I_\infty}$, 
(ii) $\delta_{I_\infty} = s_{I_\infty}$, 
(iii) $s_{I_\infty} = \sup_N s_{I_N}$, 
(iv) $\sup_N s_{I_N} = s_I$,

although due to the non-conformality the proofs will be more involved.

Again, in the proofs that follow we’ll assume that $\delta_I < \infty$, but one can easily see that the proofs also imply $s_I = \infty$ if $\delta_I = \infty$.

**Lemma 5.5** (Proof of (ii)). $\delta_{I_\infty} = s_{I_\infty}$.

*Proof.* By the root test, $P_{I_\infty}(s,q) \geq 1$, for $s < \delta_{I_\infty}$, and $P_{I_\infty}(s,q) \leq 1$, for $s > \delta_{I_\infty}$. Therefore, $\delta_{I_\infty}$ is a root of $P_{I_\infty}(\cdot,q)$. By (5.5), $\alpha_1(i) \leq \rho^n$ for any $i \in I_{\infty}^n$. This implies that $P_{I_\infty}(\cdot,q)$ has a unique root. To see this, observe
\[ \sum_{i \in I_{\infty}^n} \Phi^{s_{I_\infty}+\varepsilon,q}(i) \leq \rho^n \sum_{i \in I_{\infty}^n} \Phi^{s_{I_\infty},q}(i). \]

In particular, $P_{I_\infty}(s_{I_\infty}+\varepsilon,q) \leq \rho^{\varepsilon} P_{I_\infty}(s_{I_\infty},q) = \rho^{\varepsilon} < 1$. Therefore $\delta_{I_\infty}$ is the unique root of $P_{I_\infty}$, that is, $s_{I_\infty} = \delta_{I_\infty}$ as required. \[ \square \]

**Lemma 5.6** (Proof of (i)). $\delta_I = \delta_{I_\infty}$.

*Proof.* Since $I_{\infty}^n \subseteq I^n$, we have $\delta_{I_\infty} \leq \delta_I$. We claim that there exists a sequence $D_n$ such that $\lim_{n\to\infty} D_n = 1$ and $\Phi^{s,q}(i) \leq D_n \Phi^{s,q}(i)_{i_0}$ for all $i \in I^n$. Indeed, for all $i \in I^n$,
\[ \frac{\mathbb{P}(i0)\alpha_1(i10)^{t(i10,q)}\alpha_2(i10)^{s-t(i10,q)}}{\mathbb{P}(i)\alpha_1(i)^{t(i,q)}\alpha_2(i)^{s-t(i,q)}} \geq c_n^{-q} e^{-T(s,q)q} \frac{\alpha_1(i)}{\alpha_2(i)}^{t(i10,q)-t(i,q)}, \]

where $T(s,q) \geq 0$ is the constant from (5.3). For this we need to use (1.1), Lemma 2.2, super- and submultiplicativity of $\overline{\alpha}_1$ and $\overline{\alpha}_2$ respectively and the fact that $\alpha_1(jk) \geq \overline{\alpha}_1(j)\overline{\alpha}_2(k)$ and $\alpha_2(jk) \leq \overline{\alpha}_1(j)\overline{\alpha}_2(k)$ for all words $j,k \in I^*$. Precisely which estimates we apply depend on the signs of $s-t(\cdot,q)$ and $t(\cdot,q)$.

If $t(i10,q) - t(i,q) \geq 0$ then we are done. Otherwise, observe that
\[ \Phi_1(i0)\Phi_2(i) \leq \Phi_2(i)\Phi_1(i0). \]
Hence
\[
\left( \frac{\alpha_2(i)}{\alpha_1(i)} \right)^{t(1,q) - t(1\bar{i},q)} \geq \left( e^{-np_n \frac{\alpha_2(i)}{\alpha_1(i)}} \right)^{t(1,q) - t(1\bar{i},q)} \geq \left( e^{-2np_n \frac{\alpha_2(i_0)}{\alpha_1(i_0)}} \right)^{t(1,q) - t(1\bar{i},q)} = \left( e^{-2np_n \frac{\alpha_2(i_0)}{\alpha_1(i_0)}} \right)^{|t_f(q) - t_g(q)|}
\]
which proves the claim.

Therefore
\[
\zeta_I(s, q) = \sum_{n=1}^{\infty} \sum_{i \in I_n} \Phi^{s,q}(i) + \sum_{n=1}^{\infty} \sum_{i \in \mathcal{I}^n_{1_n \neq i_0}} \Phi^{s,q}(i)
\leq \zeta_{I_\infty}(s, q) + \sum_{n=1}^{\infty} D_n \sum_{i \in \mathcal{I}^n_{1_n \neq i_0}} \Phi^{s,q}(ii_0). \tag{5.6}
\]

If \( s > \delta_{I_\infty} \) then \( \zeta_{I_\infty}(s, q) < \infty \). Moreover, as seen in the proof of Lemma 5.5,
\[
\lim_{n \to \infty} \left( \sum_{i \in \mathcal{I}^n_{1_n \neq i_0}} \Phi^{s,q}(ii_0) \right)^{\frac{1}{n}} \leq P_{I_\infty}(s, q) < 1
\]
and since \( \lim_{n \to \infty} D_n^{\frac{1}{n}} = 1 \) we have that the right hand side of (5.6) is summable for \( s > \delta_{I_\infty} \).
In particular \( \delta_I \leq \delta_{I_\infty} \). \( \square \)

**Lemma 5.7** (Proof of (iii)). \( s_{I_\infty} = \sup_N s_{I_N} \).

*Proof.* Since \( \mathcal{I}_N \subseteq \mathcal{I}_\infty \), clearly \( \sup_N s_{I_N} \leq s_{I_\infty} \). Therefore it is sufficient to show that for all \( \varepsilon > 0 \) there exists \( N \in \mathbb{N} \) such that \( s_{I_N} > s_{I_\infty} - \varepsilon \). Recall that the family \( \{S_i\}_{i \in \mathcal{I}_\infty} \) satisfies the bounded distortion property (2.3) (in both coordinates) and \( P \) is quasi-Bernoulli on \( \mathcal{I}_\infty^* \) in the sense of (2.9), both of which will be crucial for this proof.

Fix \( \varepsilon > 0 \) and write \( s = s_{I_\infty} - \varepsilon \). Let \( 1 < \lambda < P_{I_\infty}(s_{I_\infty} - \varepsilon, q) \) and choose \( n \) sufficiently large that
\[
\left( \sum_{i \in \mathcal{I}_N} \Phi^{s,q}(i) \right)^{\frac{1}{n}} > \frac{\lambda + P_{I_\infty}(s_{I_\infty} - \varepsilon, q)}{2}
\]
and
\[
\left( \frac{1}{3cnC^{2T(s,q)+2|t_f(q) - t_g(q)|}} \right)^{\frac{1}{n}} > \frac{1}{\lambda}
\]
Since \( \lim_{N \to \infty} \left( \sum_{i \in \mathcal{I}_N} \Phi^{s,q}(i) \right)^{\frac{1}{n}} = \left( \sum_{i \in \mathcal{I}_\infty} \Phi^{s,q}(i) \right)^{\frac{1}{n}} > \frac{\lambda + P_{I_\infty}(s_{I_\infty} - \varepsilon, q)}{2} > \lambda \), we can choose \( N \) sufficiently large that
\[
\left( \sum_{i \in \mathcal{I}_N} \Phi^{s,q}(i) \right)^{\frac{1}{n}} > \lambda.
\]
For each \( i \in \mathcal{I}_N^* \) either:
(a) $\max_x |f'_1(x)| < \min_x |g'_1(x)|$, or 
(b) $\max_x |g'_1(x)| < \min_x |f'_1(x)|$ or 
(c) $\alpha_2(i) \leq \alpha_1(i) \leq C^2 \alpha_2(i)$. (i.e. in this category we either have $\min_x |f'_1(x)| < \max_x |g'_1(x)| < \max_x |f'_1(x)|$ or $\min_x |g'_1(x)| < \max_x |f'_1(x)| < \max_x |g'_1(x)|$, then apply bounded distortion property (2.3) potentially twice).

Hence we can choose $\Gamma \subset \mathcal{I}_N$ such that

$$\sum_{i \in \Gamma} \Phi^{s,q}(i) \geq \frac{1}{3} \sum_{i \in \mathcal{I}_N} \Phi^{s,q}(i)$$

and all $i \in \Gamma$ belong to the same category (a), (b) or (c). We claim that if $i_1, \ldots, i_k \in \Gamma$, then $\Phi^{s,q}(i_1 \ldots i_k) \geq C_k^{-k} \Phi^{s,q}(i_1) \ldots \Phi^{s,q}(i_k)$ where $C_k \coloneqq c^k C^{2T(s,q)+2|t(j,q)|-t(p(q))}$. To see this, first assume all $i \in \Gamma$ belong to either category (a) or (b). Then since $\overline{\sigma}_1$ and $\overline{\sigma}_2$ are supermultiplicative and $\overline{\sigma}_1$ and $\overline{\sigma}_2$ are submultiplicative on $\Gamma$ we can bound below

$$\frac{\mathbb{P}([i_1 \ldots i_k])^{q} \alpha_1(i_1) \ldots \alpha_k(i_1 \ldots i_k) t(i_1 \ldots i_k)}{\mathbb{P}([i_1])^{q} \alpha_1(i_1) t(i_1) \alpha_2(i_1 \ldots i_k) s-t(i_1 \ldots i_k, q)} \geq c^{-kq} C^{-k T(s,q)} \prod_{k=1}^{k} \frac{\alpha_1(i_1) t(i_1 \ldots i_k, q) \alpha_2(i_1 \ldots i_k) s-t(i_1 \ldots i_k, q)}{\alpha_1(i_1) t(i_1, q) \alpha_2(i_1 \ldots i_k) s-t(i_1, q)}.$$

We are done since $t(i_1 \ldots i_k, q) = t(i_j, q)$ for all $1 \leq j \leq k$.

On the other hand, if all $i \in \Gamma$ belong to category (c) then

$$\frac{\mathbb{P}([i_1 \ldots i_k])^{q} \alpha_1(i_1) \ldots \alpha_k(i_1 \ldots i_k) t(i_1 \ldots i_k, q)}{\mathbb{P}([i_1])^{q} \alpha_1(i_1) t(i_1, q) \alpha_2(i_1 \ldots i_k) s-t(i_1 \ldots i_k, q)} \geq c^{-kq} \prod_{j=1}^{k} \frac{\alpha_1(i_j) t(i_1 \ldots i_k, q) \alpha_2(i_1 \ldots i_k) s-t(i_1 \ldots i_k, q)}{\alpha_1(i_j) t(i_1, q) \alpha_2(i_1 \ldots i_k) s-t(i_1, q)} \geq c^{-kq} C^{-k T(s,q) + 2 \max(|t(j)|, |t(q)|) \prod_{j=1}^{k} \frac{\alpha_1(i_j) t(i_1 \ldots i_k, q) \alpha_2(i_1 \ldots i_k) s-t(i_1 \ldots i_k, q)}{\alpha_1(i_j) t(i_1, q) \alpha_2(i_1 \ldots i_k) s-t(i_1, q)}} \geq c^{-kq} C^{-2k T(s,q) \prod_{j=1}^{k} \frac{\alpha_1(i_j) t(i_1 \ldots i_k, q) \alpha_2(i_1 \ldots i_k) s-t(i_1 \ldots i_k, q)}{\alpha_1(i_j) t(i_1, q) \alpha_2(i_1 \ldots i_k) s-t(i_1, q)}}.$$

For each $j$ such that $t(i_1 \ldots i_k, q) - t(i_j, q) \geq 0$ the $j$th term in the product above is $\geq 1$. On the other hand, if $t(i_1 \ldots i_k, q) - t(i_j, q) < 0$ then, since $\alpha_2(i) \geq C^{-2} \alpha_1(i)$, we have

$$\left( \frac{\alpha_2(i_j)}{\alpha_1(i_j)} \right)^{t(i_1, q) - t(i_1 \ldots i_k, q)} \geq C^{-2|t(j,q)|-t(q)|} \geq C^{-2|t(j,q)|-t(q)|},$$

which completes the proof of the claim.
In particular
\[ P_{\mathcal{I}_N}(s, q) = \lim_{k \to \infty} \left( \sum_{i \in \mathcal{I}_N^k} \Phi^{s, q}(i) \right)^{\frac{1}{nk}} \geq \lim_{k \to \infty} \left( \sum_{i \in \mathcal{I}_N^k} \Phi^{s, q}(i) \right)^{\frac{1}{nk}} \]
\[ \geq \left( \sum_{i \in \mathcal{I}} \Phi^{s, q}(i) \right)^{\frac{1}{nk}} \]
\[ \geq \left( \frac{1}{3C_*} \right)^{\frac{1}{nk}} \left( \sum_{i \in \mathcal{I}_N^k} \Phi^{s, q}(i) \right) > \frac{1}{\lambda} \cdot \lambda = 1. \]

In particular \( s_{\mathcal{I}_N} > s = s_{\mathcal{I}_N} - \varepsilon \), completing the proof of (iii). \( \square \)

**Lemma 5.8** (Proof of (iv)). \( \sup_N s_{\mathcal{I}_N} = s_{\mathcal{I}}. \)

**Proof.** Note that since \( s_{\mathcal{I}} \leq \delta_{\mathcal{I}} = \sup_N s_{\mathcal{I}_N} \) by the conditions (i-iii) above, it is sufficient to prove that \( \sup_N s_{\mathcal{I}_N} \leq s_{\mathcal{I}} \). We first prove this under the assumption that \( s_{\mathcal{I}} \leq t_f(q) + t_g(q) \).

Let \( N \in \mathbb{N} \). Then by almost submultiplicativity of the singular value function,
\[ \left( \sum_{i \in \mathcal{I}_N} \Phi^{s, q}(i) \right)^{\frac{1}{nk}} \leq \left( \sum_{i \in \mathcal{I}_N^{k+1}} \Phi^{s, q}(i) \right)^{\frac{1}{nk}} \leq \left( \left( \sum_{i \in \mathcal{I}_N} \Phi^{s, q}(i) \right)^k C_N \right)^{\frac{1}{nk}} \]
\[ = C_N \left( \sum_{i \in \mathcal{I}_N} \Phi^{s, q}(i) \right)^{\frac{1}{nk}}. \]

Hence
\[ P_{\mathcal{I}_N}(s, q)^{\frac{1}{Nk}} = \lim_{\ell \to \infty} \left( \sum_{i \in \mathcal{I}_N^\ell} \Phi^{s, q}(i) \right)^{\frac{1}{Nk}} \leq \lim_{\ell \to \infty} \left( \sum_{i \in \mathcal{I}_N^\ell} \Phi^{s, q}(i) \right)^{\frac{1}{Nk}} = P_{\mathcal{I}}(s, q) = 1. \]

In particular \( P_{\mathcal{I}_N}(s, q) \leq 1 \) hence \( s_{\mathcal{I}_N} \leq s \), completing the proof in the case where \( s_{\mathcal{I}} \leq t_f(q) + t_g(q) \).

Next, we prove that \( \sup_N s_{\mathcal{I}_N} \leq s_{\mathcal{I}} \) in the case where \( s_{\mathcal{I}} > t_f(q) + t_g(q) \), so the singular value function is only almost supermultiplicative (this is the harder case). For a contradiction we assume that \( s_{\mathcal{I}} < s_{\mathcal{I}_N} \) for some \( N \in \mathbb{N} \). Then we can choose \( C > 1 \) and \( n_0 \in \mathbb{N} \) such that
\[ \left( \sum_{i \in \mathcal{I}_N} \Phi^{s, q}(i) \right)^{\frac{1}{n_0}} \geq C, \quad (5.7) \]
for all $n \geq n_0$. Choose $\varepsilon > 0$ sufficiently small such that $C^\frac{1}{N}(1 - \varepsilon) > 1$. Note that there exists $M \in \mathbb{N}$ such that for all $m \geq M$,

$$
\left( \sum_{i \in I^m} \Phi^{s_L,q}(i) \right)^{\frac{1}{m}} \geq 1 - \varepsilon.
$$

(5.8)

Given $i \in I^k_N$, write $|i| = l$ if $i \in I^l$ and note that for any $i \in I^k_N$, $k \leq |i| \leq Nk$. Now, observe that for any $k \in \mathbb{N}$,

$$
\sum_{i \in I^{Nk}_i} \Phi^{s_L,q}(i) \geq \sum_{i \in I^{Nk}_i, |i|=Nk} \sum_{i \in I^{Nk}_i, |i|=Nk-1} \Phi^{s_L,q}(i) +
+ \sum_{i \in I^{Nk}_i} \sum_{j \in I^{Nk-1-i}} \Phi^{s_L,q}(j).
$$

(5.9)

Put $c' = \min_{1 \leq m \leq M-1} \sum_{i \in I^m} \Phi^{s_L,q}(i)$, and observe that by (5.8) we have that for any $l \leq Nk - 2$,

$$
\sum_{i \in I^{Nk-1-i}} \Phi^{s_L,q}(i) \geq \min\{c'(1 - \varepsilon)^{Nk-1-l}\} \geq \min\{c'(1 - \varepsilon)^{Nk}\} = (1 - \varepsilon)^{Nk},
$$

whenever $k \geq k_0$ for some sufficiently large $k_0$. Then, from (5.9) for any $k \geq k_0$

$$
\sum_{i \in I^{Nk}_i} \Phi^{s_L,q}(i) \geq \sum_{i \in I^{Nk}_i, |i|=Nk} \sum_{i \in I^{Nk}_i, |i|=Nk-1} \Phi^{s_L,q}(i) +
+ C^{-1}_{Nk-1} C_1^{-1} \sum_{i \in I^{Nk}_i} \Phi^{s_L,q}(i) +
+ \Phi^{s_L,q}(i_0) \sum_{i \in I^{Nk}_i} C^{-1}_{Nk-1} C_1^{-1} \sum_{j \in I^{Nk-1-i}} \Phi^{s_L,q}(j)
$$

\[ \geq \Phi^{s_L,q}(i_0) C_1^{-1} C_N^{2k}(1 - \varepsilon)^{Nk} \sum_{i \in I^{Nk}_i} \Phi^{s_L,q}(i). \]

In particular by (5.7), for any $k \geq \min\{n_0, k_0\}$,

$$
\left( \sum_{i \in I^{Nk}_i} \Phi^{s_L,q}(i) \right)^{\frac{1}{Nk}} \geq (C_1 C_N^{2k})^{-\frac{1}{Nk}} \Phi^{s_L,q}(i_0) \frac{1}{Nk} (1 - \varepsilon) \left( \sum_{i \in I^{Nk}_i} \Phi^{s_L,q}(i) \right)^{\frac{1}{Nk}} \geq C^\frac{1}{Nk} (C_1 C_N^{2k})^{-\frac{1}{Nk}} (1 - \varepsilon) \left( \Phi^{s_L,q}(i_0) \right)^{\frac{1}{Nk}}.
$$

In particular, $P_L(s_L,q) = \lim_{k \to \infty} \left( \sum_{i \in I^{Nk}_i} \Phi^{s_L,q}(i) \right)^{\frac{1}{Nk}} \geq C^\frac{1}{Nk} (1 - \varepsilon) > 1$, giving a contradiction. Thus the proof of (iv) is complete. \□

6. $L^q$-spectrum of almost quasi-Bernoulli measures on parabolic carpets

The following theorem constitutes our main result.
Theorem 6.1. If $\mu$ is an almost quasi-Bernoulli measure on a parabolic carpet $F$ for which
\[ \sum_{i \in I_\infty} |f_i([0,1])|^{\alpha_f} < \infty \quad \text{and} \quad \sum_{i \in I_\infty} |g_i([0,1])|^{\alpha_g} < \infty \]
then
\[ \tau_\mu(q) = \beta(q) \]
for all $q \geq 0$. Moreover, $\dim_B F = \dim_P F = \beta(0)$. In particular, these results hold for all parabolic carpets where the maps $f_i, g_i$ are $C^{1+\text{Lip}}$ or $C^2$.

We remark that the box dimension formula follows immediately from the $L^q$-spectrum result and the fact that this also coincides with the packing dimension follows since every open ball intersecting the carpet contains a bi-Lipschitz copy of the carpet allowing us to apply, e.g., [3, Corollary 3.9].

6.1. Proof of upper bound for $\tau_\mu$ in Theorem 6.1. Let $q \geq 0$ and $\varepsilon > 0$. Given $0 < \delta < 1$ define the $\delta$-stopping $S_\delta := \{ i \in I^* : \ell(i) \leq \delta \leq \ell(\bar{i}) \}$, where $\ell(i)$ denotes the length of the shorter side of $S_i([0,1]^2)$ and where $\bar{i}$ is obtained from $i$ by removing the final symbol in $I$. Note that, by A2, $\ell(i) \approx \delta$ for $i \in S_\delta$.

Let $i \in S_\delta$. If $q \in [0,1]$, then
\[ D_\delta^q(\mathbb{P}([i])S_i(\mu)) \leq D_\delta^q(\mathbb{P}([i])\pi_1\mu) \leq \mathbb{P}([i])^q \left( \frac{\alpha_1(i)}{\ell(i)} \right)^{t(1,q)+\varepsilon/2} \leq \mathbb{P}([i])^q \left( \frac{\alpha_1(i)}{\delta} \right)^{t(1,q)+\varepsilon/2}. \]
Here the implicit constants may depend on $q$ and $\varepsilon$ but not on $i$ or $\delta$. On the other hand, if $q > 1$, then similarly
\[ D_\delta^q(\mathbb{P}([i])S_i(\mu)) \leq D_\delta^q(\mathbb{P}([i])\pi_1\mu) \leq \mathbb{P}([i])^q \left( \frac{\alpha_1(i)}{\ell(i)} \right)^{t(1,q)+\varepsilon/2} \leq \mathbb{P}([i])^q \left( \frac{\alpha_1(i)}{\delta} \right)^{t(1,q)+\varepsilon/2}. \]

For the rest of the proof we will write $\alpha_1$ to denote $\pi_1$ if $q \in [0,1]$ and $\alpha_1$ if $q > 1$. Next we relate the moments $D_\delta^q(\mu)$ to sums of moments of component measures. It is a simple but crucial observation that a given $\delta$-square $Q \in Q_\delta$ intersects at most $\leq 1$ of the sets $S_i([0,1]^2)$ for $i \in S_\delta$. This uses the definition of $S_\delta$ and A3. This is why we get approximate equality below when we apply Jensen’s inequality. Then
\[
D_\delta^q(\mu) = \sum_{Q \in Q_\delta} \mu(Q)^q
\]
\[
= \sum_{Q \in Q_\delta} \left( \sum_{i \in S_\delta} \mathbb{P}([i])S_i(\mu)(Q) \right)^q
\]
\[
\approx \sum_{Q \in Q_\delta} \sum_{i \in S_\delta} \mathbb{P}([i])^q S_i(\mu)(Q)^q \quad \text{(by Jensen’s inequality and separation A3)}
\]
\[
= \sum_{i \in S_\delta} \sum_{Q \in Q_\delta} \mathbb{P}([i])^q S_i(\mu)(Q)^q
\]
\[
= \sum_{i \in S_\delta} D_\delta^q(\mathbb{P}([i])S_i(\mu)).
\]
Combining we have
\[
\delta^{\beta(q)+\varepsilon} D^q_\delta(\mu) \lesssim \sum_{i \in S_\delta} \mathbb{P}([i])^q \left( \frac{\alpha_1(i)}{\delta} \right)^{t(1,q)+\varepsilon/2} \\
\lesssim \sum_{i \in S_\delta} \mathbb{P}([i])^q \alpha_1(i)^{t(1,q)\ell(i)\beta(q)+\varepsilon/2-t(1,q)} \\
\leq \sum_{i \in S_\delta} \mathbb{P}([i])^q \alpha_1(i)^{t(1,q)\overline{\alpha}_2(i)^{\beta(q)+\varepsilon/2-t(1,q)}} \\
\leq \sum_{n \in \mathbb{N}} \sum_{i \in \mathcal{I}^n} \mathbb{P}([i])^q \alpha_1(i)^{t(1,q)\overline{\alpha}_2(i)^{\beta(q)+\varepsilon/2-t(1,q)}} < \infty
\]
by Proposition 5.4. This proves \( \tau_q \leq \beta(q) \).

6.2. Proof of lower bound in Theorem 6.1. Let \( q \geq 0 \) and \( \varepsilon > 0 \). Choose \( N \) sufficiently large such that \( \beta(q) - \varepsilon/2 < s_N < \beta(q) \) where \( s_N = s_{\mathcal{I}_N} \) is the root of the pressure associated with the hyperbolic subsystem \( \mathcal{I}_N \). We can choose such an \( N \) by Proposition 5.4 and Lemma 5.7.

Fix \( 0 < \delta < 1 \). Define \( S^N_\delta := \{ i \in (\mathcal{I}_N)^* : \ell(i) \leq \delta < \ell(i^-) \} \), noting that \( \ell(i) \approx_N \delta \) for \( i \in S^N_\delta \). This time \( i^- \) is obtained from \( i \) by removing the final symbol in \( \mathcal{I}_N \).

**Lemma 6.2.** We have
\[
\sum_{i \in S^N_\delta} \mathbb{P}([i])^q \overline{\alpha}_1(i)^{t(1,q)} \overline{\alpha}_2(i)^{\beta(q) - \varepsilon/2 - t(1,q)} \gtrsim 1.
\]

**Proof.** Write \( s = \beta(q) - \varepsilon/2 \). We split the proof into two cases depending on \( s \). Throughout we use \( \Phi^s q(i) = \mathbb{P}([i])^q \overline{\alpha}_1(i)^{t(1,q)} \overline{\alpha}_2(i)^{s-t(1,q)} \).

Case 1: \( 0 \leq s \leq t_f(q) + t_g(q) \).

In this case we have almost submultiplicativity, that is, there exists a constant \( c' = c'(q) \) such that for all \( i, j \in \mathcal{I}_N^s \)
\[
\Phi^s q(ij) \leq c' \Phi^s q(i) \Phi^s q(j). \tag{6.1}
\]
However, we can upgrade this to genuine submultiplicativity by replacing \( \Phi^s q \) with \( c' \Phi^s q \), which we do for the remainder of case 1. Suppose
\[
\sum_{i \in S^N_\delta} \Phi^s q(i) \leq 1.
\]

Therefore, using (6.1), for all \( i \in \mathcal{I}_N^s \)
\[
\sum_{j \in S^N_\delta} \Phi^s q(ij) \leq \sum_{j \in S^N_\delta} \Phi^s q(i) \Phi^s q(j) \leq \Phi^s q(i). \tag{6.2}
\]

Let \( k \geq 1 \) be a very large integer. We approximate words in \( \mathcal{I}_N^k \) by compositions of words in \( S^N_\delta \) by defining
\[
S^N_{\delta,k} = \{ i_1 \cdots i_m : \forall l = 1, \ldots, m, \ i_l \in S^N_\delta, \ \exists i_{m+1} \in S^N_\delta \text{ s.t. } |i_1 \cdots i_m| \leq k < |i_1 \cdots i_m i_{m+1}| \}
\]
where here $| \cdot |$ denotes length as a word in the alphabet $\mathcal{I}_N$ (rather than length as a word in the alphabet $\mathcal{I}$). Then, by iteratively applying (6.2),

$$\sum_{i \in S_{N,k}^N} \Phi^{s,q}(i) \leq 1.$$ 

For all $i \in (\mathcal{I}_N)^k$ we can write $i = i_1 i_2$ for some $i_1 \in S_{N,k}^N$ and $i_2 \in \mathcal{I}_N^*$ with $|i_2| \lesssim_\delta 1$. Therefore

$$\sum_{i \in (\mathcal{I}_N)^k} \Phi^{s,q}(i) \lesssim_\delta \sum_{i \in S_{N,k}^N} \Phi^{s,q}(i) \leq 1$$

which proves (letting $k \to \infty$ while keeping $\delta$ fixed) that $s \geq s_N$, a contradiction.

Case 2: $s > t_f(q) + t_g(q)$.

In this case we have (almost) supermultiplicativity, that is, for all $i, j \in \mathcal{I}_N^*$

$$\Phi^{s,q}(ij) \geq C' \Phi^{s,q}(i) \Phi^{s,q}(j)$$

for some constant $C' = C'(q)$. However, we can upgrade this to genuine supermultiplicativity (that is, with $C' = 1$) simply by replacing $\Phi^{s,q}$ with $C' \Phi^{s,q}$. Therefore we may assume $C' = 1$ in (6.3).

Since $s < s_N$ we may fix $k \in \mathbb{N}$ such that

$$\sum_{i \in (\mathcal{I}_N)^k} \Phi^{s,q}(i) \geq 1.$$ 

Then, for all $i \in \mathcal{I}_N^*$,

$$\sum_{j \in (\mathcal{I}_N)^k} \Phi^{s,q}(ij) \geq \sum_{j \in (\mathcal{I}_N)^k} \Phi^{s,q}(i) \Phi^{s,q}(j) \geq \Phi^{s,q}(i).$$

(6.4)

Let $\delta > 0$ be very small. This time we approximate words in $S_{N,k}^N$ by compositions of words of length $k$ by defining

$$(\mathcal{I}_N)_\delta^k = \{i_1 \cdots i_m : \forall l = 1, \ldots, m, i_l \in (\mathcal{I}_N)^k, \exists m+1 \in (\mathcal{I}_N)^k \text{ s.t. } \overline{\alpha}_2(i_1 \cdots i_m) \geq \delta > \overline{\alpha}_2(i_1 \cdots i_m i_{m+1})\}.$$ 

Then, by iteratively applying (6.4),

$$\sum_{i \in (\mathcal{I}_N)_\delta^k} \Phi^{s,q}(i) \geq 1.$$ 

For all $i \in S_{N,k}^N$ we can write $i = i_1 i_2$ for some $i_1 \in (\mathcal{I}_N)_\delta^k$ and $i_2 \in \mathcal{I}_N^*$ with $|i_2| \lesssim_k 1$. Therefore

$$\sum_{i \in S_{N,k}^N} \Phi^{s,q}(i) \gtrsim_k \sum_{i \in (\mathcal{I}_N)_\delta^k} \Phi^{s,q}(i) \geq 1,$$

completing the proof. \qed
We can now prove the lower bound in Theorem 6.1. Let $i \in S_\delta$. If $q \in [0, 1]$, then

$$D^q_\delta(\mathbb{P}([i])S_1(\mu)) \geq \frac{D^q_\delta(\mathbb{P}([i]) \pi_1 \mu)}{\pi_1(i)} \geq \mathbb{P}([i])^q \left( \frac{\alpha_1(i)}{\ell(i)} \right)^{t(1,q)-\varepsilon/2} \geq \mathbb{P}([i])^q \left( \frac{\alpha_1(i)}{\delta} \right)^{t(1,q)-\varepsilon/2}.$$  

Again the implicit constants may depend on $q$ and $\varepsilon$ but not on $i$ or $\delta$. On the other hand, if $q > 1$, then similarly

$$D^q_\delta(\mathbb{P}([i])S_1(\mu)) \geq \frac{D^q_\delta(\mathbb{P}([i]) \pi_1 \mu)}{\pi_1(i)} \geq \mathbb{P}([i])^q \left( \frac{\alpha_1(i)}{\ell(i)} \right)^{t(1,q)-\varepsilon/2} \geq \mathbb{P}([i])^q \left( \frac{\alpha_1(i)}{\delta} \right)^{t(1,q)-\varepsilon/2}.$$  

For the rest of the proof of the lower bound, we write $\alpha_1$ to denote $\alpha_1$ if $q \in [0, 1]$ and $\overline{\alpha}_1$ if $q > 1$. Note that this is the reverse of how the notation $\alpha_1$ was used when proving the upper bound. Using an analogous argument from the proof of the upper bound (replacing $S_\delta$ with $S_\delta^N$) we get

$$D^q_\delta(\mu) \approx_N \sum_{i \in S_\delta^N} D^q_\delta(\mathbb{P}([i])S_1(\mu)).$$  

Combining, we have

$$\delta^{\beta(q)-\varepsilon} D^q_\delta(\mu) \geq \delta^{\beta(q)-\varepsilon} \sum_{i \in S_\delta^N} \mathbb{P}([i])^q \left( \frac{\alpha_1(i)}{\delta} \right)^{t(1,q)-\varepsilon/2} \geq \sum_{i \in S_\delta^N} \mathbb{P}([i])^q \alpha_1(i)^{t(1,q)\ell(i)} \delta^{\beta(q)-\varepsilon/2-2t(1,q)} \geq \sum_{i \in S_\delta^N} \mathbb{P}([i])^q \alpha_1(i)^{t(1,q)\overline{\alpha}_1} \delta^{\beta(q)-\varepsilon/2-2t(1,q)} \geq 1.$$  

by Lemma 6.2. This proves $\tau_\mu(q) \geq \beta(q)$.

### 7. Further directions and questions

#### 7.1. Weakening our assumptions

Assumptions A1 and A2 are mild and completely natural in this setting. The main purpose of A3 is to ensure that the projections are parabolic Cantor sets satisfying A3’ (the OSC). Without this, we are unable to compute the $L^q$-spectrum of the projections, or show that they exist. Peres and Solomyak [15] proved that the $L^q$-spectrum exists for Bernoulli measures on hyperbolic systems without assuming the OSC. It would be interesting to generalise their result to almost quasi-Bernoulli measures on parabolic Cantor sets with overlaps, but we have not pursued this. Further to A1, A2 and A3, our main technical assumption in this paper is that the induced subsystem has good distortion properties, stated succinctly in (2.3) and the need for the quasi-Bernoulli property on the induced system (2.9). It would be interesting to try to remove these assumptions. The main use of (2.3) is to establish that the minimal root of the pressure coincides with the critical exponent of the zeta function, Proposition 5.4. Without assuming (2.3) our methods provide non-trivial upper and lower bounds for the $L^q$-spectrum involving the critical exponent and the minimal root of the pressure, respectively, although we have not stated these formally.
7.2. Hausdorff dimension and measure. It would be interesting to study the Hausdorff dimension and measure for parabolic carpets. We would expect a variational principle, that is, the Hausdorff dimension of the parabolic carpet is the supremum of the Hausdorff dimension of invariant measures supported by it. Further, we would expect the Hausdorff dimension of an invariant measure to be given by a Ledrappier-Young formula. The question of Hausdorff measure is then of particular interest to us and may be subtle. Recall, Peres [13] proved that the Hausdorff measure in the Hausdorff dimension of a Bedford-McMullen carpet with non-uniform fibres is infinite. This might suggest that the same is true for parabolic carpets. However, for a large family of parabolic Cantor sets, Urbanski [14] proved that the Hausdorff measure in the Hausdorff dimension is zero. Since the projections of parabolic carpets onto the coordinate axes are parabolic Cantor sets, this might suggest that the Hausdorff measure of the carpet is also zero (or at least not infinite). To be concrete, let $F$ be a parabolic carpet with parabolicity only in the horizontal direction and is (strictly) dominated in the sense that

$$\max_{i \in I} \sup_{x \in [0,1]} |g_i'(x)| < \min_{i \in I} \inf_{x \in [0,1]} |f_i'(x)|.$$  

This means only the projection onto the horizontal axes is relevant and this model most accurately aligns with the Bedford-McMullen model. Finally, assume that the projection of $F$ onto the horizontal axes is a parabolic Cantor set with Hausdorff measure zero in the Hausdorff dimension. Then we ask, is the Hausdorff measure in the Hausdorff dimension of $F$ zero, positive and finite, or infinite?

7.3. Existence and uniqueness of (weak) Gibbs-type measures. It would be interesting to study the existence and uniqueness of weak Gibbs-type measures for potentials $\Phi : \Sigma^* \to \mathbb{R}$ such as the “singular value potentials” studied in this paper. The analogue of such measures in the conformal parabolic IFS literature are conformal measures, which are known to exist provided that the derivatives of compositions of parabolic maps decay sufficiently fast [9], and therefore we would expect the existence of weak Gibbs-type measures to be related to the rates of decay of $\Phi(i^n)$ for parabolic indices $i$. However, even in the simplest non-conformal hyperbolic settings (self-affine carpets) it is known that Gibbs-type measures may not necessarily exist or be unique [8] (which contrasts with the existence and uniqueness of conformal measures on attractors of finite conformal hyperbolic IFS). This would suggest that a more subtle criteria might determine the existence and uniqueness of weak Gibbs-type measures than just the decay rates of $\Phi(i^n)$ for parabolic indices $i \in I$, and it would be interesting to investigate this further.
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