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Information-theoretic definitions for the noise associated with a quantum measurement and the corresponding disturbance to the state of the system have recently been introduced [F. Buscemi et al., Phys. Rev. Lett. 112, 050401 (2014)]. These definitions are invariant under relabelling of measurement outcomes, and lend themselves readily to the formulation of state-independent uncertainty relations both for the joint estimate of observables (noise-noise relations) and the noise-disturbance tradeoff. Here we derive such relations for incompatible qubit observables, which we prove to be tight in the case of joint estimates, and present progress towards fully characterising the noise-disturbance tradeoff. In doing so, we show that the set of obtainable noise-noise values for such observables is convex, whereas the conjectured form for the set of obtainable noise-disturbance values is not. Furthermore, projective measurements are not optimal with respect to the joint-measurement noise or noise-disturbance tradeoffs. Interestingly, it seems that four-outcome measurements are needed in the former case, whereas three-outcome measurements are optimal in the latter.

I. INTRODUCTION

Heisenberg’s uncertainty principle is one of the defining nonclassical features of quantum mechanics, and expresses one of the fundamental physical consequences of the noncommutativity of quantum observables. Informally, the principle states that the measurement of one quantum observable (such as the position of a particle, $x$) introduces an irreversible disturbance into any complementary observable of the system (such as the particle’s momentum, $p$), thus rendering it impossible to simultaneously measure, with arbitrary precision, the values of incompatible observable quantities.

Heisenberg’s original presentation of the uncertainty principle, exhibited in his microscope Gedankenexperiment [1], was rather informal, and despite the evident physical importance of the principle it was a long time before it was rigorously formalised. Instead, subsequent theoretical work on the incompatibility of quantum observables focused on the inability to produce states with sharply defined values associated with noncommuting observables. These results are typically expressed in the form of uncertainty relations for the standard deviations of such observables — such as Kennard’s well known relation [2] $\Delta x \Delta p \geq \hbar/2$ — and express a subtly different, although related, physical consequence of noncommutativity. To avoid confusion, we will call such relations preparation uncertainty relations.

It is only much more recently that, with the help of a more modern theory of quantum measurement [3], it has become possible to more rigorously quantify the noise and disturbance of a measurement, e.g. by defining noise and disturbance measures based on the root-mean-square distance between target observables and the measurement made [4] or by quantifying the distance between their output distributions [5]. This has allowed Heisenberg’s uncertainty principle to be formalised in terms of measurement uncertainty relations between such measures of noise and disturbance, although there still remains debate as to which measure is the most appropriate [4–9]. In fact, one may distinguish further two forms of measurement uncertainty relations expressing the incompatibility of such measurements [7]: noise-noise relations for joint measurements, expressing the tradeoff in precision with which two complementary observables can be simultaneously measured; and noise-disturbance relations, expressing the tradeoff between the precision of a measurement and the subsequent disturbance to the state with respect to a complementary observable.

Perhaps motivated by the success of entropic (preparation) uncertainty relations [10], which use entropy rather than the standard deviation to measure the uncertainty associated with an observable for a given state, a recent proposal by Buscemi et al. [11] set out a new approach to quantifying the noise and disturbance associated with a measurement based on information-theoretic concepts. This approach, in contrast to those mentioned above, uses the information gained and lost during measurement to provide intuitive measures of noise and disturbance; that is, it looks at the correlations between input states and measurement outcomes, using the notion of conditional entropy to quantify them. As for entropic uncertainty relations, this approach is invariant under the relabelling of measurement outcomes and, furthermore, provides measures of noise and disturbance that are state-independent: they depend only on the complementary observables in question and the measurement performed.

More recently, several alternative information-theoretic approaches to defining noise and disturbance have been proposed. Perhaps most notably, Ref. [12] defines them in terms of the relative entropy between the distributions associated with the target observables and the measurement made. This approach differs
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conceptually from that of Buscemi et al., which is instead based on the uncertainty in the post-measurement distribution conditioned on the pre-measurement distribution, and is more in line with the approach of Ref. [13]. Another proposal [14], albeit in a slightly different operational setting, combines these approaches, using the conditional entropy to define the noise and the relative entropy to define the disturbance. Various other related information-theoretic [15] and operational [16] approaches have also been recently investigated, emphasising the subtleties of the problem, but we will not discuss these further as we aim to tackle specific questions within the formalism of Buscemi et al. [11].

In proposing this approach, the authors proved a state-independent measurement uncertainty relation that is valid for arbitrary observables in any finite Hilbert space [11]. However, as is the case with similar preparation uncertainty relations, the result is far too tight in general. It is thus of interest to look at simpler systems to find tight relations and fully understand the noise-noise and noise-disturbance tradeoffs. The simplest nontrivial quantum system one can envisage is, of course, the qubit, and in a subsequent paper an apparently tight noise-disturbance relation for orthogonal qubit observables, showing that the set of obtainable noise-disturbance points is non-convex, and that three-outcome measurements are both required to saturate the set of obtainable noise-noise values is convex and that it seems arbitrary qubit observables, showing that the set of obtainable noise-noise relations for joint measurements. We completely characterise the joint-measurement scenario for arbitrary qubit observables, showing that the set of obtainable noise-disturbance values is convex and that it seems four-outcomes measurements are required to saturate the tradeoff. On the other hand, we provide evidence that the set of obtainable noise-disturbance points is non-convex, and that three-measurements are both necessary and sufficient to saturate the tradeoff. Finally, we prove that measurements made using “Lüders instruments”, a natural class of instruments in which the state is updated according to the so-called “square-root dynamics”, are not optimal and that in fact they satisfy the (more restrictive) relation originally given in Ref. [17]. Thus, non-trivial corrections are needed to perform optimal measurements with respect to the noise-disturbance tradeoff.

II. THEORETICAL FRAMEWORK: ENTROPIC DEFINITIONS OF NOISE AND DISTURBANCE

Let us first outline the information-theoretic framework for quantifying noise and disturbance that we shall use, and which was first presented in [11].

We shall consider two (for simplicity, non-degenerate) observables $A$ and $B$ on a finite dimensional Hilbert space with respective (normalised) eigenstates $\{|a\rangle\}_a$ and $\{|b\rangle\}_b$, where $a$ and $b$ label the respective eigenvalues (their numerical values are irrelevant). According to quantum theory, the measurement device $\mathcal{M}$, with measurement outcomes labelled by $m$, is represented in the most general way possible as a quantum instrument [18]. Let us recall the definition of a quantum instrument.

**Definition 1.** A quantum instrument $\mathcal{M}$ is a collection $\{\mathcal{M}_m\}$ of completely positive (CP) trace-non-increasing maps $\mathcal{M}_m$ such that the map $\mathcal{M} = \sum_m \mathcal{M}_m$ is a completely positive trace-preserving (CPTP) map, i.e., $\text{Tr}[\mathcal{M}(\rho)] = \text{Tr}[\rho]$ for all Hermitian $\rho$. The probability of obtaining outcome $m$ when measuring $\mathcal{M}$ on any (normalised) state $\rho$ is $\text{Tr}[\mathcal{M}_m(\rho)]$, and the post-measurement state is $\mathcal{M}_m(\rho)$.

Every instrument $\mathcal{M} = \{\mathcal{M}_m\}$ uniquely defines a positive-operator valued measure (POVM) $\mathcal{M} = \{\mathcal{M}_m\}$ whose elements $^2\mathcal{M}_m$ are Hermitian positive semidefinite operators satisfying $\sum_m \mathcal{M}_m = 1$ (where 1 is the identity operator) and $\text{Tr}[\mathcal{M}_m(\rho)] = \text{Tr}[\mathcal{M}_m(\rho)]$ for all $\rho$. This POVM determines only the probability of each measurement outcome, ignoring the post-measurement state.

Let us first consider the noise of $\mathcal{M}$ with respect to $A, N(\mathcal{M}, A)$. Imagine an experiment in which the eigenstates $|a\rangle$ of $A$ are prepared with equal probability and measured by $\mathcal{M}$. The correlation between the eigenvalue $a$ corresponding to the state prepared and the outcome $m$ measured, which will be used to define the noise, is characterised by the joint probability distribution

$$p(m, a) = p(a)p(m|a) = \frac{1}{d} p(m|a), \quad (1)$$

where $d$ is the Hilbert space dimension, and

$$p(m|a) = \text{Tr}[\mathcal{M}_m(|a\rangle\langle a|)] = \text{Tr}[\mathcal{M}_m |a\rangle\langle a|]. \quad (2)$$

We denote the classical random variables associated with $a$ and $m$ by $\mathcal{A}$ and $\mathcal{M}$, respectively. This scenario is depicted schematically in Fig. 1(a).

Recall that the Shannon entropy $H(\mathcal{X})$ of a random variable $\mathcal{X}$ distributed according to $p(x)$ is defined as

$$H(\mathcal{X}) = - \sum_x p(x) \log p(x), \quad (3)$$

where the logarithms are taken in base 2 (as are all subsequence ones appearing in this paper).
Definition 2. The noise of $M$ for a measurement of $A$ is $N(M, A) = H(\rho_m|A)$, where $H(\rho_m|A) = H(\rho_m, M) - H(M)$ is the conditional entropy of $A$ given $M$ and can be calculated directly from the joint distribution (1) and the marginal distribution $p(m) = \sum_a p(m, a)$.

This definition of noise thus quantifies the uncertainty as to which eigenstate was prepared, given the measurement outcome $m$ of $M$.

By writing the conditional entropy explicitly in an alternative, equivalent form as

$$H(A|M) = \sum_m p(m)H(A|M = m)$$

$$= -\sum_m p(m)\sum_a p(a|m)\log p(a|m)$$

(4)

it is possible to express the noise in terms of the entropies $H(A|m)$ of the quantum observable $A$ for a set of states $\{\rho_m\}$, where $H(A)$ is defined as

$$H(A) = -\sum_a \text{Tr} [\rho_a \log \rho_a]$$

(5)

Specifically, by explicit calculation from the joint distribution $p(m, a)$, we have

$$p(m) = \frac{1}{d} \text{Tr}[M_m]$$

(6)

and

$$p(a|m) = \text{Tr}[\rho_m M_m]$$

(7)

Noting that, for all $m$, $\rho_m = \frac{M_m}{\text{Tr}[M_m]}$, is a semidefinite positive trace-1 operator and thus defines a valid quantum state, we see that $H(A|M = m) = H(A)$ and thus

$$N(M, A) = \sum_m p(m)H(A|\rho_m).$$

(8)

This result was derived in the supplemental material of Ref. [11] via a substantially more complicated argument, and in the Appendix we discuss an operational interpretation of this result and its relation to the approach of [11]. Note finally that the noise depends only on the POVM $M$, and not the full description of the instrument $M$.

The disturbance $D(M, B)$ is defined with respect to an analogous experiment where this time eigenstates $|b\rangle$ of $B$ are prepared with equal probability, and one looks at the uncertainty in $B$ following the measurement. This is quantified by the correlation between $b$ and the outcome $b'$ of a further projective measurement of $B$ following $M$. Since the definition is intended to quantify only the irreversible loss of information due to $M$, a correction $\mathcal{E}_m$ may be performed prior to this subsequent measurement, where $\mathcal{E}_m$ is a CPTP map which may depend on the measurement outcome $m$. This scenario is characterised by the joint probability distribution

$$p(b', b) = p(b)p(b'|b) = \frac{1}{d} p(b'|b),$$

(9)

where $p(b'|b)$ is given by the Born rule as

$$p(b'|b) = \text{Tr} \left[ \sum_m (\mathcal{E}_m \circ M_m)(|b\rangle \langle b|) \cdot |b\rangle \langle b'| \right].$$

(10)

We denote the random variables associated with $b$ and $b'$ by $B$ and $B'$, respectively. This scenario is depicted in Fig. 1(b).

Definition 3. Let $\mathcal{E} = \{\mathcal{E}_m\}$ be a correction procedure. The $\mathcal{E}$-disturbance due to $M$ on any subsequent measurement of $B$ is $D_{\mathcal{E}}(M, B) = H(B|B', M, \mathcal{E})$, where the conditional entropy $H(B|B', M, \mathcal{E})$ is calculated from Eq. (9). The disturbance is then defined as $D(M, B) = \min_{\mathcal{E}} D_{\mathcal{E}}(M, B)$, where the minimisation is taken over all correction procedures $\mathcal{E}$.

This definition of disturbance thus quantifies the uncertainty as to which eigenstate was prepared, given the measurement outcome $b'$ of $B$ on the state after the measurement $M$ and the optimal correction procedure $\mathcal{E}$. Contrary to the case of noise (see Eq. (8)), there is no simple, general expression for the disturbance (although in some specific cases it is possible to calculate it more explicitly, cf. Appendix). As we will see, this contributes to making the characterisation of the noise-disturbance tradeoff more complicated than it is for the noise-noise tradeoff.

We briefly note that these definitions of noise and disturbance do not generalise readily to infinite dimensional systems due the assumption that the eigenstates of the observables in question are prepared uniformly at random. Although it is possible to modify the definitions in an attempt to address this, such modifications (e.g., those discussed in Ref. [11] to accommodate continuous observables) lack much of the operational appeal of the above definitions for discrete systems.

III. MEASUREMENT UNCERTAINTY RELATIONS

A. General case

Using these notions of noise and disturbance, Ref. [11] proved that, for arbitrary observables $A$ and $B$ in finite dimensional Hilbert spaces, both the noise-noise (joint-measurement) relation

$$N(M, A) + N(M, B) \geq -\log \max_{a,b} |\langle a|b\rangle|^2,$$

(11)

and the noise-disturbance relation

$$N(M, A) + D(M, B) \geq -\log \max_{a,b} |\langle a|b\rangle|^2,$$

(12)
FIG. 1. Schematics of the scenarios used in the information-theoretic definitions of (a) noise, $N(M, A)$, and (b) disturbance, $D(M, B)$. The eigenstates $|a⟩$ of $A$ (or $B$, for disturbance) are prepared with equal probability, before being measured by $M$, producing outcome $m$ and transforming the state according to $M_m$. In (b), a correction $E_m$ is then applied and a further projective measurement of $B$ is performed generating the outcome $b'$, which is used to determine the disturbance.

hold. That these relations bear a clear resemblance to the well-known Maassen and Uffink entropic preparation uncertainty relation [19] is no coincidence. Indeed, their derivation relied on results (cf. Propositions 4 and 5 below) providing bounds for both the noise and disturbance in terms of the entropic uncertainties $H(A|\rho)$ and $H(B|\rho)$ for the observables $A$ and $B$ and some state $\rho$, to which the state-independent Maassen and Uffink relation could be applied [11].

However, just like Maassen and Uffink’s uncertainty relation, relations (11) and (12) are not tight in general. Rather, one would often like to know precisely which noise-noise and noise-disturbance values are obtainable and which are not; that is, to characterise the noise-noise region

$$R_{NN}(A, B) = \{(N(M, A), N(M, B)) \mid M \text{ is a quantum instrument}\}$$

(13)

as well as the noise-disturbance region

$$R_{ND}(A, B) = \{(N(M, A), D(M, B)) \mid M \text{ is a quantum instrument}\}$$

(14)

The connection between these two regions and the entropic uncertainty region

$$E(A, B) = \{(H(A|\rho), H(B|\rho)) \mid \rho \text{ is any density matrix}\}$$

(15)

will prove fruitful in the search for tighter measurement uncertainty relations. We therefore find it helpful to distill this connection into the following two propositions, the essence of which can be found implicitly in the arguments contained in the supplemental materials of Refs. [11] and [17]. We provide more direct proofs of these propositions in the Appendix.

Firstly, the noise-noise region can be expressed, as mentioned above, in terms of the entropic uncertainties of the observables in questions. This proposition follows from the ability to write the noise $N(M, A)$ in the form of Eq. (8).

**Proposition 4.** The noise-noise region can be expressed in terms of the entropies of the observables $A$ and $B$ as follows:

$$R_{NN}(A, B) = \left\{ \left( \sum_m p(m) (H(A|\rho_m), H(B|\rho_m)) \right) \mid \{p(m), \rho_m\}_m \text{ is a weighted ensemble of states satisfying } \sum_m p(m) \rho_m = 1/d \right\} \subseteq \text{conv } E(A, B)$$

(16)

where $1$ is the identity operator, $d$ is the Hilbert space dimension, and conv $S$ denotes the convex hull of $S$.

Note that this result can also be directly extended to characterise the joint-measurement noise region for three- or more observables as being included in the convex hull of the corresponding entropic preparation uncertainty region [20].

Secondly, there is an important relation between the joint-measurement noise and noise-disturbance regions: the lower boundary of $R_{ND}(A, B)$ always lies on or above the lower boundary of $R_{NN}(A, B)$. More formally, we have the following proposition relating $R_{NN}(A, B)$ and $R_{ND}(A, B)$.

**Proposition 5.** For any observables $A, B$ one has

$$R_{ND}(A, B) \subseteq \text{cl } R_{NN}(A, B)$$

(17)

where cl denotes the monotone closure (i.e., the closure under increasing either coordinate) up to the trivial upper bounds $N(M, A), D(M, B) \leq \log d$.

Note that it need not be the case that $R_{ND}(A, B) \subseteq R_{NN}(A, B)$ in general. For example, in the scenario depicted in Fig. 2(b), the point $(N(M, A), N(M, B)) = (1, 0)$ is not contained in $R_{NN}(A, B)$, whereas $(N(M, A), D(M, B)) = (1, 0)$ is, for qubit measurements, always contained in $R_{ND}(A, B)$ since one can have an instrument that performs the identity transformation and generates a random output.

**B. Qubit measurement uncertainty relations**

The relationship between the measurement uncertainty regions and the entropic preparation uncertainty region
opens the possibility of providing tighter noise-noise and noise-disturbance uncertainty relations. Indeed, many of the known state-independent entropic preparation uncertainty relations (e.g., see Refs. [10, 21]) could be used to improve upon Eqs. (11) and (12). However, such relations that are applicable to arbitrary systems are generally still far from being tight. For simpler systems such as qubits, on the other hand, much better characterisations are generally possible and of particular interest [20, 22].

In Ref. [17] the following noise-disturbance relation was proposed for the orthogonal Pauli observables $\sigma_z$ and $\sigma_x$:

$$g(N(M, \sigma_z))^2 + g(D(M, \sigma_x))^2 \leq 1,$$

(18)

where $g$ is the inverse of the function $h$ defined for $x \in [0, 1]$ as

$$h(x) = -\frac{1 + x}{2} \log \left(\frac{1 + x}{2}\right) - \frac{1 - x}{2} \log \left(\frac{1 - x}{2}\right).$$

(19)

Unfortunately, the proof given for this relation was incorrect. In Section V we will show that, in fact, this relation does not hold in general, and conjecture a tight bound for the noise-disturbance region. However, we will also see that the relation does hold in some particular restricted cases of interest, in particular when the measurement is performed by a Liéder instrument for which the state is simply transformed according to the “square-root measurement dynamics”.

The approach used to try and prove this relation, given in the supplemental material of [17], essentially attempts to first that Eq. (18) characterises the lower boundary of $R_{NN}(\sigma_z, \sigma_x)$, before making use of Proposition 5 and the fact that that Eq. (18) can be saturated to show that it thus also characterises the lower boundary of $R_{ND}(\sigma_z, \sigma_x)$.

To see that this relation cannot be correct, we first note (a proof is given in the Appendix) that the restriction of $\sum_m p(m)\rho_m = 1/d$ on the weighted ensemble in Proposition 4 can be disregarded for the case of qubits, and thus equality is obtained in Eq. (16).

**Proposition 6.** For qubits and observables $A, B$, the noise-noise region $R_{NN}(A, B)$ is given by

$$R_{NN}(A, B) = \text{conv} E(A, B).$$

(20)

Written in this form, it is clear that $R_{NN}(\sigma_z, \sigma_x)$ is a convex set, whereas Eq. (18) characterises a (strictly) concave set (see Fig. 2(a)) and therefore cannot be the lower boundary of this region, thus undermining the proof given in Ref. [17].

3 Specifically, the error in the proof lies in the fact that the optimal values of $\theta_m = 0$ or $\pi$ for the supplementary material of [17] that are 0. Subsequent to our identification of this error the authors of [17] published an erratum [23] acknowledging it and showing that Eq. (18) nevertheless holds in the specific case of dichotomic measure-and-prepare instruments (see Sec. V C for further discussion).

IV. JOINT-MEASUREMENT UNCERTAINTY RELATIONS FOR QUBITS

Before turning again to qubit noise-disturbance uncertainty relations, we will first make use of Proposition 6, along with recent results on tight preparation uncertainty relations for qubits, to formulate tight noise-noise uncertainty relations for arbitrary qubit observables. The case of joint-measurement noise for qubits is not only of independent interest, but such a characterisation of the noise-noise region will allow us, by making use of Proposition 5, to start to characterise the noise-disturbance region as well.

A. Arbitrary measurements

Let $A = a \cdot \sigma$ and $B = b \cdot \sigma$ be arbitrary Pauli observables (where $a, b$ are unit vectors on the Bloch sphere and $\sigma = (\sigma_x, \sigma_y, \sigma_z)$). In a recent article [20], it was shown that the qubit preparation uncertainty region $E(A, B)$ can be completely characterised by the tight preparation uncertainty relation in terms of standard deviations

$$(\Delta A)^2 + (\Delta B)^2 + 2|a \cdot b|\sqrt{1 - (\Delta A)^2}\sqrt{1 - (\Delta B)^2} \geq 1 + (a \cdot b)^2,$$

(21)

or its equivalent form in terms of entropies

$$g(H(A|\rho))^2 + g(H(B|\rho))^2 - 2|a \cdot b| g(H(A|\rho)) g(H(B|\rho)) \leq 1 - (a \cdot b)^2,$$

(22)

with the function $g$ as defined after Eq. (18) above.

Relation (22), along with Proposition 6, can thus be used to give the following, tight, joint-measurement uncertainty relation for qubits.

**Theorem 7.** Let $A = a \cdot \sigma$ and $B = b \cdot \sigma$ be two Pauli observables, and $M$ an arbitrary quantum instrument. Then the values of $N(M, A)$ and $N(M, B)$ are contained in the noise-noise region

$$R_{NN}(A, B) = \text{conv} \{ (s, t) \mid g(s)^2 + g(t)^2 - 2|a \cdot b| g(s) g(t) \leq 1 - (a \cdot b)^2 \}. $$

(23)

Interestingly, the region $E(A, B)$ is non-convex for $|a \cdot b| \lesssim 0.391$ and convex for $|a \cdot b| \gtrsim 0.391$ [20, 21, 24]. Thus, for $|a \cdot b| \gtrsim 0.391$, Eq. (23) can be expressed explicitly as the **tight** uncertainty relation

$$g(N(M, A))^2 + g(N(M, B))^2 - 2|a \cdot b| g(N(M, A)) g(N(M, B)) \leq 1 - (a \cdot b)^2.$$  

(24)

For $|a \cdot b| \lesssim 0.391$ no analytic form for the convex hull of $E(A, B)$ exists in general. However, for $a \cdot b = 0$, i.e., for orthogonal Pauli measurements such as $\sigma_z$ and $\sigma_x$,
this can be given explicitly and we have the simple tight relation
\[ N(M, \sigma_z) + N(M, \sigma_x) \geq 1, \] (25)
which is precisely the bound (11) obtained in [11]. The region \( R_{NN}(A, B) \) is shown in Figure 2 for two values of \( a \cdot b \), along with the region \( E(A, B) \).

In order to see that the characterisation of \( R_{NN}(A, B) \) given in Eq. (23) is indeed tight, one can check that any point \((s, t) \in R_{NN}(A, B) = \text{conv} E(A, B) \) can be obtained by some \( \mathcal{M} \). Let us first consider the case that \((s, t) \in E(A, B) \). Let \( \rho_+ = \frac{1}{2} (1 + r \cdot \sigma) \) be a qubit state giving the measurement entropies \((H(A|\rho_+), H(B|\rho_+)) = (s, t) \) and \( \rho_- = \frac{1}{2} (1 - r \cdot \sigma) \). Since \( H(A|\rho_+ - H(A|\rho_-) \), from Eq. (8) we thus have \( N(M, A) = H(A|\rho_+) \), and similarly so for \( B \). Hence, any measurement apparatus \( \mathcal{M} \) implementing the POVM \{\( \rho_+, \rho_- \}\) has \((N(M, A), N(M, B)) = (s, t)\), as desired.

To show that any point in \( R_{NN}(A, B) \setminus E(A, B) \) can also be obtained (which perhaps corresponds to the case of most interest), we need to make use of POVMs with more outcomes. Since any such point \((s, t) \) is in the convex hull of \( E(A, B) \), it can be expressed as a convex combination \( q(s_1, t_1) + (1 - q)(s_2, t_2) \) of the points \((s_1, t_1), (s_2, t_2) \in E(A, B) \) with \( q \in [0, 1] \). Let \{\( \rho_{1+}, \rho_{1-} \) \} and \{\( \rho_{2+}, \rho_{2-} \) \} be two POVMs that allow \((s_1, t_1) \) and \((s_2, t_2) \) to be obtained, respectively, as above. Then an apparatus \( \mathcal{M} \) implementing the POVM
\[
\{q \rho_{1+}, q \rho_{1-}, (1-q) \rho_{2+}, (1-q) \rho_{2-}\} \]
(26)
which performs a combination of these two measurements with probabilities \( q \) and \((1-q)\), respectively, gives
\[
(N(M, A), N(M, B)) = (qu_1 + (1-q)u_2, qv_1 + (1-q)v_2) = (s, t), \] (27)
thus allowing any point in \( R_{NN}(A, B) \) to be realised (in particular, those on its boundary).

The above construction for obtaining points contained in \( R_{NN}(A, B) \setminus E(A, B) \) uses four-outcome POVMs, which raises the question of whether the same set of noise-noise values can be obtained if the number of measurement outcomes is restricted. Below, we will show that dichotomic measurements can only give noise-noise values contained in \( \text{cl} E(A, B) \), a realisation that further motivates our investigation, in Section V, of the form of the noise-disturbance region and whether Eq. (18) may hold, at least under certain conditions. Numerical simulations with random POVMs appear to show that the region of noise-noise values obtainable with three-outcome POVMs lies in between those obtainable with two- and four-outcome POVMs, and thus that four-outcome measurements are indeed required to saturate the noise-disturbance tradeoff when \( E(A, B) \) is not convex, but we leave further clarification of this point to future work.

**B. Dichotomic measurements**

Let us denote the restriction of the noise-noise region to two-outcome measurements \( R_{NN}^*(A, B) \). In order to find the lower boundary of this region -- and thus tight uncertainty relations on the joint-measurement noise for such measurements -- it is first important to note that the reduction from Proposition 4 to Proposition 6 for qubits does not hold if the number of outcomes is fixed (cf. the proof in the Appendix). Thus, for dichotomic measurements we must make use of Eq. (16), with the restriction \( \sum_{m} p(m) r_m = \frac{1}{2} \).

If we label the measurement outcomes \pm and write \( \rho_{\pm} = \frac{1}{2} (1 + k_{\pm} \hat{\sigma}_{\pm}) \), for some unit vectors \( \hat{\sigma}_{\pm} \) and \( k_{\pm} \in [0,1] \), then this normalisation condition ensures that \( \hat{\sigma}_{\pm} = -\hat{\sigma}_{-\pm} \).

From Eq. (8) we see that the noise \( N(M, A) \) then satisfies \( N(M, A) = \sum_{m} p(m) H(A|\rho_m) \geq H(A|\hat{\sigma}_+ = H(A|\hat{\sigma}_-, \) where \( \hat{\sigma}_{\pm} = \frac{1}{2} (1 \pm \hat{\sigma}_{\pm}) \), and similarly for \( N(M, B) \). The region \( R_{NN}^*(A, B) \) must therefore be contained in the monotone closure of the entropic uncertainty region \( E(A, B) \):
\[
R_{NN}^*(A, B) \subseteq \text{cl} E(A, B). \] (28)

Combined with the fact that any point in \( E(A, B) \), and in particular those on its boundary, can be reached by noise-noise values,\(^4\) this shows that the lower boundaries of \( R_{NN}(A, B) \) and \( E(A, B) \) coincide.\(^5\)

For dichotomic measurements, the uncertainty relation (24) thus holds and is tight for all \( a, b \). For the orthogonal Pauli observables \( \sigma_z \) and \( \sigma_x \), this reduces to the simple, tight relation (analogous to Eq. (18))
\[
g(N(M, \sigma_z))^2 + g(N(M, \sigma_x))^2 \leq 1. \] (29)

**V. NOISE-DISTURBANCE UNCERTAINTY RELATIONS FOR ORTHOGONAL QUBIT MEASUREMENTS**

The error in the proof of Eq. (18) given in Ref. [17], along with the differences between the region defined by this relation and the noise-noise region \( R_{NN}(\sigma_z, \sigma_x) \) bounded by Eq. (25), raises the question of whether the noise-disturbance tradeoff can be decreased below Eq. (18). In this section we first show that this bound can indeed

\(^4\) One can indeed easily see that any point \((H(A|\rho), H(B|\rho))\) in \( E(A, B) \), for some state \( \rho \), can be reached by the values \((N(M, A), N(M, B))\) for a dichotomic instrument \( \mathcal{M} \) implementing the POVM \{\( \rho, 1 - \rho \)\).

\(^5\) In fact, one can show the stronger claim that \( R_{NN}^*(A, B) = E(A, B) \). To see this, note first that \( R_{NN}(A, B) \subseteq R_{NN}(A, B) = \text{conv} E(A, B) \). From the characterisation of \( E(A, B) \) one can further show that \( \text{conv} E(A, B) \cap \text{cl} E(A, B) = E(A, B) \) (this can readily be seen to be the case visually, although the formal proof is a little tedious) and one thus has \( R_{NN}^*(A, B) \subseteq E(A, B) \). From the previous footnote, \( E(A, B) \subseteq R_{NN}^*(A, B) \), which concludes the proof.
by violated, before looking at characterising the noise-disturbance region, as well as its form under certain natural restrictions.

A. Violating Eq. (18)

Consider the three-outcome measurement $M^θ$ with the associated POVM $M^θ = \{M^θ_0, M^θ_0, M^θ_1\}$ for $θ ∈ [0, π/2]$, where $M^θ_m = p_m(1 + n_m \cdot σ)$ and $n_m = (−1)^m \cos(mθ), 0, \sin(mθ))^T$, $p_0 = \frac{\cos θ}{1+\cos θ}$ and $p_1 = \frac{1}{2(1+\cos θ)}$. One can readily verify that this is a valid POVM. The probability of obtaining outcome $m$ when measuring a state $ρ$ is thus $\text{Tr}[M^θ_m ρ]$, and we consider the case that, following the measurement, the system is in the pure state $|n_m⟩$ with Bloch vector $n_m$.

From Eq. (8) we can calculate the noise on $σ_z$ to be

$$N(M^θ, σ_z) = \frac{\cos θ + h(\sin θ)}{1 + \cos θ}. \quad (30)$$

In order to determine an upper bound on the disturbance $D(M^θ, σ_z)$, let us consider the correction $E = \{E_m\}_m$ that leaves the state unchanged on outcome 0, and maps $n_{-1}$ and $n_1$ onto the negative $x$-axis. One may implement this with unitary transformations, or, more simply, require that $E_0(ρ) = ρ$ and $E_{-1}(ρ) = E_1(ρ) = \frac{1}{2}(1 − σ_x)$ for all $ρ$. From Eqs. (9) and (10) one can then calculate the joint distribution $p(θ', b)$ and thus the upper bound on the disturbance as

$$D_E(M^θ, σ_z) = \frac{h(\cos θ)}{1 + \cos θ}. \quad (31)$$

This measurement-correction pair violates Eq. (18) for all $θ ∈ (0, π/2)$. Taking, for example, $θ = \frac{π}{3}$ we find $g(N(M^θ, σ_z))^2 + g(D_E(M^θ, σ_z))^2 ≈ 1.1 > 1$; thus since $D(M^θ, σ_x) ≤ D_E(M^θ, σ_z)$ and $g$ is a decreasing function, Eq. (18) is clearly violated.

The curve given parametrically by

$$\langle N(M, σ_z), D(M, σ_z) \rangle = \left(\frac{\cos θ + h(\sin θ)}{1 + \cos θ}, \frac{h(\cos θ)}{1 + \cos θ}\right) \quad (32)$$

for $0 ≤ θ ≤ \frac{π}{3}$ is thus an upper bound for the lower boundary of $R_{ND}(σ_z, σ_x)$. This bound, which is shown in Fig. 3, is asymmetric around the line $N(M, σ_z) = D(M, σ_z)$, in contrast to the tight bounds for the joint-measurement relations shown in Fig. 2.

B. Characterising the noise-disturbance region

With this proof that Eq. (18) can be violated, the problem of characterising precisely the lower boundary of $R_{ND}(σ_z, σ_x)$ (and, more generally, $R_{ND}(A, B)$) is opened up once more. While Proposition 5 places a lower bound on this tradeoff, there is no immediately obvious way
to saturate the boundary of \( \text{cl}(R_{NN}(A, B)) \) with noise-disturbance values, and the search for a tight characterisation of \( R_{ND}(A, B) \) thus requires a careful analytic analysis of the noise-disturbance tradeoff, a problem significantly more complicated than in the noise-noise case.

Perhaps the most immediate problem in attempting such an analysis is the fact that one must minimise over all possible corrections in order to calculate the disturbance for a given measurement. However, by noting that it is always possible to incorporate the optimal correction \( \mathcal{E} \) into the transformation performed by an instrument to yield another valid instrument, we see that, for any instrument \( \mathcal{M} \), there is another instrument \( \mathcal{M}' \) such that \( N(\mathcal{M}, A) = N(\mathcal{M}', A) \) and \( D(\mathcal{M}, B) = D_{\mathcal{I}}(\mathcal{M}', B) \), where \( \mathcal{I} \) is the identity correction, and thus represents the equivalent case where no correction is applied. If we define the noise-disturbance region of this restricted no-correction scenario as

\[
R_{ND\mathcal{I}}(A, B) = \{ (N(\mathcal{M}, A), D_{\mathcal{I}}(\mathcal{M}, B)) \mid \mathcal{M} \text{ is a quantum instrument} \},
\]

we therefore have \( R_{ND}(A, B) \subseteq R_{ND\mathcal{I}}(A, B) \) and hence \( \text{cl} R_{ND}(A, B) \subseteq \text{cl} R_{ND\mathcal{I}}(A, B) \) also. Moreover, since \( D_{\mathcal{I}}(\mathcal{M}, B) \geq D(\mathcal{M}, B) \) we also see that \( R_{ND\mathcal{I}}(A, B) \subseteq \text{cl} R_{ND}(A, B) \) and finally, by noting that \( R_{ND\mathcal{I}}(A, B) = \text{cl} R_{ND\mathcal{I}}(A, B) \) (since, when no correction is applied, one can always add noise to an instrument without increasing \( D_{\mathcal{I}}(\mathcal{M}, B) \), or conversely mix the outgoing state with the completely mixed state to increase \( D_{\mathcal{I}}(\mathcal{M}, B) \) without increasing the noise) and putting these steps together we find that

\[
\text{cl} R_{ND}(A, B) = R_{ND\mathcal{I}}(A, B).
\]

The lower boundaries of these region thus coincide, and we can restrict ourselves to considering only those corrected instruments. The problem is still rather complicated since, for every POVM \( \mathcal{M} \), one must consider all possible transformations that can be performed by the instrument, each giving rise to a different instrument \( \mathcal{M} = \{ \mathcal{M}_m \}_{m=1}^n \). If the Kraus operators corresponding to each \( \mathcal{M}_m \) are \( \{ K_{m,i} \}_{i=1}^{n_m} \) (so that \( \mathcal{M}_m(\rho) = \sum_{i=1}^{n_m} K_{m,i} \rho K_{m,i}^\dagger \)), then the problem can be further simplified by noting that we can write \( K_{m,i} = U_{m,i} \sqrt{\mathcal{M}_m} \), where \( U_{m,i} \) is a unitary and \( \sqrt{\mathcal{M}_m} \) is the (unique) positive semidefinite Hermitian root of \( \mathcal{M}_m \). We can then consider another instrument \( \mathcal{M}' \) with \( n_m \) outcomes such that \( \mathcal{M}'_{m,i}(\rho) = K_{m,i} \rho K_{m,i}^\dagger \); i.e., each outcome is associated with a POVM element \( M_{m,i} = K_{m,i}^\dagger K_{m,i} \) and the corresponding transformation has a single Kraus operator \( K_{m,i} \). Such an instrument is said to be purity preserving. Note that this instrument can be interpreted as a Lüders instrument with an additional unitary correction \( U_{m,i} \) applied depending on the measurement outcome (cf. Sec. V D). If we define the restriction of the noise-disturbance region to purity-preservation instruments as

\[
R_{ND\mathcal{I}}\mathcal{P}(A, B) = \{ (N(\mathcal{M}, A), D_{\mathcal{I}}(\mathcal{M}, B)) \mid \mathcal{M} \text{ is a purity-preserving quantum instrument} \},
\]

then we clearly have \( R_{ND\mathcal{I}}\mathcal{P}(A, B) \subseteq R_{ND\mathcal{I}}(A, B) \), since these are just a subset of all instruments, and thus also \( \text{cl} R_{ND\mathcal{I}}\mathcal{P}(A, B) \subseteq \text{cl} R_{ND\mathcal{I}}(A, B) \). Conversely, we see that \( D_{\mathcal{I}}(\mathcal{M}, B) = D_{\mathcal{I}}(\mathcal{M}', B) \) since we constructed \( \mathcal{M}' \) such that \( \mathcal{M}'(\pm b \langle b |) = \mathcal{M}(\pm b \langle b |) \), and, moreover, the fact that the POVM \( \{ M_{m,i} \}_{m,i} \) is simply a coarse graining of \( \{ M_{m,i} \}_{m,i} \) implies that, from the definition of noise and a simple application of the classical data-processing inequality, \( N(\mathcal{M}, A) \geq N(\mathcal{M}', A) \). It thus follows that

\[\text{\textsuperscript{6}}\]

However, in general \( \text{cl}(R_{ND}(A, B)) \neq R_{ND}(A, B) \), and thus \( R_{ND}(A, B) \neq R_{ND\mathcal{I}}(A, B) \) (although the two sets may coincide in some particular cases, like for orthogonal A and B).

To see this, note for instance that if \( A = B \) one can have \( (N(\mathcal{M}, A), D(\mathcal{M}, B)) = (0, \delta) \) only if \( \delta = 0 \), while \( (N(\mathcal{M}, A), D_{\mathcal{I}}(\mathcal{M}, B)) = (0, \delta) \) can be obtained for any \( \delta \in [0, 1] \).
$R_{ND}(A,B) \subseteq cl R_{ND}^{PP}(A,B)$ and hence these two sets are the same. Combining this with Eq. (34) we have

$$cl R_{ND}(A,B) = cl R_{ND}^{PP}(A,B),$$

and thus the lower boundaries of these regions coincide.

For purity-preserving qubit instruments the calculation of $D_2(M,B)$ is somewhat simplified, and in the Appendix we give an analytic formula for it in terms of the POVM elements $M_m$ and the unitaries $U_m$. The noise-disturbance tradeoff can thus be characterised by considering all POVMs $M = \{M_m\}_n$ and the unitaries $\{U_m\}_n$ that minimise $D_2(M,B)$ for each such POVM when $M$ performs the transformation above. Unfortunately, there does not appear to be any simple way to analytically determine the optimal such unitaries, and as a result we were not able to prove a tight bound for $R_{ND}(A,B)$, even for the case of orthogonal A and B.

From now on we will pursue just this case of orthogonal Pauli observables, fixing $A = \sigma_z$ and $B = \sigma_x$ and leaving the more general case to future work. Despite our inability to analytically characterise $R_{ND}(\sigma_z,\sigma_x)$, it is possible to study its form via numerical simulations by testing large numbers of randomly generated quantum instruments. Naïvely generating such instruments generally results in most instruments being far from the boundary of the region. However, making use of the above simplifications it is possible to do much better by randomly generating POVMs (rather than instruments) and using numerical approaches to finding the (or close to the) optimal set of unitaries for each POVM. Some care nonetheless still needs to be made in choosing the distribution from which to draw POVMs from, and further details of our approach are given in the Appendix.

We performed extensive such numerical simulations for measurements with 2 to 6 outcomes, and the results of some of these (for 3 and 4 outcome measurements) are shown in Fig. 3. Our results suggest that the bound obtained from the counter-example in the previous section is in fact tight, as not a single instrument violating it was found. We thus formulate the following conjecture.

**Conjecture 8.** Let $M$ be an arbitrary quantum instrument for qubits. Then the values of $N(M,\sigma_z)$ and $D(M,\sigma_z)$ are contained in the noise-disturbance region

$$R_{ND}(\sigma_z,\sigma_x) = cl \left\{ \left( \frac{\cos \theta + h(\sin \theta)}{1 + \cos \theta}, \frac{h(\cos \theta)}{1 + \cos \theta} \right) \mid 0 \leq \theta \leq \pi/2 \right\}. \quad (37)$$

This conjecture, if correct, would be surprising since it would indicate that, in stark contrast to the case of joint-measurement noise, three-outcome measurements are sufficient to completely saturate the noise-disturbance bound, and could thus be said to be optimal in this respect.

**C. Dichotomic measurements**

While we found that it was possible to saturate the conjectured bound for $R_{ND}(\sigma_z,\sigma_x)$ with measurements with three or more outcomes, there seemed no apparent way to do so with dichotomic measurements, and thus it seems that (at least) three outcome measurements are not only sufficient but also necessary to saturate the noise-disturbance tradeoff. Given the fact that the noise-noise region is bounded by Eq. (29) along with the relation given in Proposition 5, one may be tempted to think that the restriction of the noise-disturbance region to dichotomic measurements, which we denote $R_{ND}^*(A,B)$, must satisfy $R_{ND}^*(A,B) \subseteq cl R_{ND}(A,B) \subseteq cl E(A,B)$ and thus that Eq. (18) holds for dichotomic measurements. Indeed, in a recent erratum [23] acknowledging the error in their proof [17] of Eq. (18), the authors prove that this is the case for the subset of dichotomic measurements that are of the ‘measure-and-prepare’ form, which includes the measurements performed in their experimental tests of Eq. (18).

However, the argument used to prove Proposition 5 does not hold if the number of outcomes is fixed (cf. the discussion in the Appendix), so such reasoning would be premature. A more careful analysis showed that it is in fact possible to violate Eq. (18) with carefully chosen dichotomic measurements and corrections. Specifically, consider the POVM $M = \{M_z\}_2$ with $M_z = \frac{1}{2}(I + \frac{1}{\sqrt{2}}(\sigma_z + \sigma_x))$ and $M_\perp = I - M_z$, and the associated instrument $M$ implementing the transformation $M_z(\rho) = \sqrt{M_z}\rho\sqrt{M_z}$, and consider a correction $E_+(\rho) = |x\rangle\langle x|$ applied on outcome ‘+’ (and no correction for the other outcome). From Eqs. (8), (9) and (10) one can calculate that $N(M,\sigma_z) \approx 0.870$ and $D_2(M,\sigma_z) \approx 0.255$ which gives $g(N(M,\sigma_z))^2 + g(D_2(M,\sigma_z))^2 \approx 1.011 > 1$. By considering different instruments and optimising over corrections we were able to do marginally better than this, although the instruments and corrections doing so are not particularly informative; the best violation of Eq. (18) we found numerically gave $g(N(M,\sigma_z))^2 + g(D_2(M,\sigma_z))^2 \approx 1.024$.

Although such a violation is rather small it is still perhaps surprising, given the results for the noise-noise case and for measure-and-prepare instruments [23], that $R_{ND}^*(\sigma_z,\sigma_x) \neq R_{NN}^*(\sigma_z,\sigma_x)$. Figure 4 shows the results of numerical simulations with dichotomic measurements in relation to the bounds (18) and (37). One can see that the lower boundary of $R_{ND}^*(\sigma_z,\sigma_x)$ appears to be only slightly below that of $R_{NN}^*(\sigma_z,\sigma_x)$.

**D. Noise-disturbance relations for Lüders instruments**

Although Eq. (18) does not hold in general, our simulations showed that it required carefully chosen post-measurement corrections in order to violate it. In this section we go further and show that it is in fact valid for an interesting class of measurements, in which $M$ is a “Lüders instrument” [25] that updates the state according to the so-called “square-root dynamics” [13], and no further correction is applied (i.e., when one considers...
the average post-measurement state
\[ \rho_+ = M(|x\rangle\langle x|) = \frac{1}{2}(\mathbb{1} + r_+ \cdot \sigma), \]
and the similarly defined \( \rho_- = \frac{1}{2}(\mathbb{1} + r_- \cdot \sigma) \) for the input \(-x\). For a Lüders instrument, \( M(|x\rangle\langle x|) = \sum_m \sqrt{M_m} |x\rangle \langle x| \sqrt{M_m} \), and we find that
\[ r_{\pm} = \pm \sum_m p_m \left( (n_m \cdot x) n_m + \sqrt{1 - k_m^2} (x - (n_m \cdot x) n_m) \right) \]
and
\[ D_I(M, \sigma_x) = h(|r_+ \cdot x|). \]

We will make use of the following fact, which can easily be verified, to show that a Lüders instrument, for which the restricted definition of disturbance \( D_I(M, \sigma_x) \) is employed, must obey Eq. \( (18) \).

**Fact 9.** The function \( f(x) = h(\sqrt{1 - x^2}) \) is convex on \([0, 1]\).

**Theorem 10.** Let \( M \) be a Lüders instrument for qubits. Then the following tight relation holds:
\[ g(N(M, \sigma_z)) + g(D_I(M, \sigma_x)) \leq 1. \] (43)

**Proof.** Let us write the \( r_+ \) above as \( r_+ = \sum_m p_m r_m \), where
\[ r_m = (n_m \cdot x) n_m + \sqrt{1 - k_m^2} (x - (n_m \cdot x) n_m). \] (44)
Let \( u_x = \sum_m p_m |r_m| \) and define the vector \( u = u_x x + \sqrt{1 - u_x^2} z \). Since \( n_m \) and \( x - (n_m \cdot x) n_m \) are orthogonal and \( |x - (n_m \cdot x) n_m|^2 = 1 - (n_m \cdot x)^2 \) we have \( 1 - |r_m|^2 = k_m^2 (1 - (n_m \cdot x)^2) \). Using Eq. \( (39) \) along with the fact that \( h \) is decreasing and \( |n_m \cdot z| \leq \sqrt{1 - |n_m \cdot x|^2} \), we have
\[ N(M, \sigma_z) = \sum_m p_m h(|k_m (n_m \cdot z)|) \geq \sum_m p_m h(\sqrt{1 - (n_m \cdot x)^2}) = \sum_m p_m h(\sqrt{1 - |r_m|}) \geq h(\sum_m p_m |r_m|) = h(u_x) = H(\sigma_z | \rho_u), \] (45)
with \( \rho_u = \frac{1}{2}(\mathbb{1} + u \cdot \sigma) \), and where we have used Fact 9 to give the second inequality.

Calculating the disturbance for Lüders instruments, i.e., \( D_I(M, \sigma_x) = H(X | \mathcal{K}_{M,x}) \), we have
\[ D_I(M, \sigma_x) = h(|\sum_m p_m r_m \cdot x|) \geq h(\sum_m p_m |r_m|) = h(u_x) = h(u \cdot x) = H(\sigma_x | \rho_u). \] (46)

---

**Note:** The measurements performed by Ref. \[17\] saturating Eq. \( (18) \) were not implemented by Lüders instruments, as a non-trivial correction was used.
We thus see that the noise and disturbance for Lüders instruments which implement the square-root dynamics can be both bounded below by the entropy of $\sigma_z$ and $\sigma_x$, respectively, for a common state with Bloch vector $u$. We hence have $(N(M, \sigma_z), D_L(M, \sigma_x)) \subset cl E(\sigma_z, \sigma_x)$, and the proof of (43) is completed by recalling that the desired relation corresponds precisely to the lower boundary of $E(\sigma_z, \sigma_x)$.

Finally, to see that the relation is tight, consider any values $(s, t)$ satisfying $g(s)^2 + g(t)^2 \leq 1$. One can then check that these can, for instance, be reached by the noise-disturbance values obtained for the (dichotomic) Lüders instrument $M$ with POVM elements $M_{\pm} = \frac{1}{2}(1 \pm (g(s) \sigma_z + \sqrt{1-g(s)^2-g(t)^2} \sigma_y))$ (recall that, for Lüders instruments, the POVM elements uniquely determine the instrument): using Eqs. (39), (41) and (42), one indeed finds
\[
N(M, \sigma_z) = s \quad \text{and} \quad D_L(M, \sigma_x) = t.
\]

The validity of Eq. (18) – or rather, Eq. (43) – for measurements performed by Lüders instruments is particularly noteworthy in that it shows that this interesting class of measurements is not optimal. This is in contrast to results showing such measurements to be optimal in other related scenarios: Ref. [13] found them to be optimal with respect to different measures of information gain and disturbance, while Ref. [26] showed that they implement minimally unsharp sequential joint measurements. In order to perform an optimal measurement that saturates the noise-disturbance tradeoff bound, one thus needs to consider non-trivial corrections, as in the counter-example of Section VA, or, equivalently, measurements transforming the system according to more complicated dynamics.

VI. CONCLUSIONS AND FUTURE RESEARCH

In this paper we have made use of a recently introduced information-theoretic approach to quantifying both the inherent noise in quantum measurements and the disturbance induced by measurements with respect to a subsequent ideal measurement in order to study, in detail, the noise-noise and noise-disturbance tradeoffs in qubit measurements.

Using recently published tight entropic preparation uncertainty relations for arbitrary qubit observables, we completely characterised the degree to which two incompatible Pauli observables can be jointly measured. Specifically, we showed that the allowable noise-noise region is precisely the convex hull of the corresponding preparation uncertainty region. These results could readily be extended to more than two observables to give joint-measurement uncertainty relations for three (or more) Pauli observables using the analogous results for entropic preparation uncertainty relations [20].

We then discussed a recently proposed noise-disturbance uncertainty relation for orthogonal qubit measurements. We showed that the proof given for this relation in Ref. [17] was incorrect and provided counter-examples showing that it can be violated even by dichotomic measurements. We provided a class of three-outcome measurements that we conjectured saturates the optimal noise-disturbance bound, and provided numerical evidence to back this up. Interestingly, this characterisation of the set of allowable noise-disturbance values only requires three-outcome measurements, in contrast to the case of joint measurement, where measurements with four outcomes seem to be necessary.

Finally, we showed that an important class of measurements – those performed by a Lüders instrument – satisfies the more restrictive noise-disturbance relation of Ref. [17], and therefore cannot obtain the optimal qubit noise-disturbance tradeoff. This broadens the class of measurements known to satisfy this relation well beyond the case of dichotomic measure-and-prepare instruments shown in [23], and thus emphasises that, in order to perform optimal measurements with respect to this tradeoff, one must utilise measurements with non-trivial post-measurement corrections to the state.

It remains an open problem to prove whether or not our conjectured noise-disturbance bound (37) is indeed correct, and it is similarly unknown whether this bound and the noise-noise bound can be simultaneously saturated by a single measurement. It would also be interesting to compare these results to those known for more traditional root-mean-square error approaches [4, 7]. Furthermore, our results on the noise-disturbance tradeoff apply only to orthogonal Pauli measurements, and their generalisation to non-orthogonal measurements and higher-dimensional systems is left to future work.
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1. Two scenarios for determining $N(M, A)$

The expression of the noise in terms of entropies of quantum observables in Eq. (8) shows that it is possible to determine the noise via two different experimental
situations, both giving rise to the same joint probability distribution \( p(m, a) \).

The first one is represented in Fig. A1(a), which is a simplified version of Figure 1(a), in which the post-measurement state is ignored (recall indeed that it does not enter in the definition of the noise). The eigenstates \(|a\rangle\) of \( A \) are prepared with equal probabilities \( p(a) = 1/d \), and measured by the POVM \( \{M_m\}_m \). The second situation is represented in Fig. A1(b): here, a quantum state \( \rho_m = \frac{M_m}{\text{Tr}[M_m]} \) is prepared with probability \( p(m) = \frac{1}{d} \text{Tr}[M_m] \), and undergoes a measurement of \( A \). Eqs. (6)–(8) make it clear that both of these operational scenarios give rise to the same joint distributions \( p(m, a) \), and thus both can equally well be used to determine the noise \( N(M, A) \).

Note that one way to prepare the states \( \rho_m \) with the desired probabilities in the second situation is to measure the POVM \( M^T = \{M_{m}^T\}_m \) on one subsystem of a pair in a maximally entangled state \( |\Phi^+\rangle = \frac{1}{\sqrt{d}} \sum_j |j\rangle |j\rangle \) (where \( \{ |j\rangle \} \) denotes an orthonormal basis of the \( d \)-dimensional Hilbert space of one system, and \( ^T \) is the transposition in that basis). The same probability distribution \( p(m, a) \) is then obtained in yet another scenario, which now involves the preparation of a fixed maximally entangled bipartite state, and measurements on both subsystems. This is precisely the scenario considered in the supplemental materials of Refs. [11] and [17] to calculate the noise \( N(M, A) \). Our derivation above shows that the introduction of an entangled state and the transpositions in those calculations were actually not necessary.

2. Characterising the noise-noise region \( R_{NN}(A, B) \)

The characterisation of the noise-noise region as in Proposition 4 immediately follows from Eq. (8) along with the observation that the weighted ensemble of states \( \{p(m), \rho_m\}_m \) defined above satisfies \( \sum_m p(m) \rho_m = 1/d \), and that, vice versa, any weighted ensemble \( \{p(m), \rho_m\}_m \) with \( \sum_m p(m) \rho_m = 1/d \) defines a valid POVM \( M = \{M_m = d p(m) \rho_m\}_m \).

As it turns out, the constraint \( \sum_m p(m) \rho_m = 1/d \) can actually be disregarded in Eq. (16) for the case of qubits. To see this, let \( \{p(m), \rho_m\}_m \) be any arbitrary weighted ensemble of qubit states, i.e., \( p(m) \geq 0 \), \( \sum_m p(m) = 1 \) and \( \rho_m = \frac{1}{2}(\mathbb{1} + r_m \cdot \sigma) \) where \( |r_m| \leq 1 \). Then define \( \{p(m, \pm), \rho_{m, \pm}\}_m \) with \( p(m, \pm) = \frac{1}{2} p(m) \) and \( \rho_{m, \pm} = \frac{1}{2}(\mathbb{1} \pm r_m \cdot \sigma) \). This new ensemble satisfies

\[
\sum_{m, \pm} p(m, \pm) \rho_{m, \pm} = \sum_m \frac{1}{2} p(m) (\rho_{m}^+ + \rho_{m}^-) = 1/2. \quad (A1)
\]

Furthermore, one has \( H(A|\rho_{m, \pm}^+) = H(A|\rho_m) \) and similarly \( H(B|\rho_{m, \pm}^+) = H(B|\rho_m) \), so that

\[
\sum_{m, \pm} p(m, \pm) \left( H(A|\rho_{m, \pm}^+) , H(B|\rho_{m, \pm}^+) \right) = \sum_m p(m) \left( H(A|\rho_m) , H(B|\rho_m) \right). \quad (A2)
\]

Hence, the ensemble \( \{p(m, \rho_m)\}_m \), which does not necessarily satisfy the constraint \( \sum_m p(m) \rho_m = 1/d \), yields the same noise-noise values as another ensemble, which does satisfy the constraint. This proves that this constraint could indeed be removed from (16), from which it follows that the noise-noise region is then simply the convex hull of the preparation uncertainty region \( E(A, B) \), as expressed by Proposition 6.

Note that the above argument required considering a second ensemble with twice as many states as the original one – or equivalently, due to the one-to-one correspondence highlighted above (for the second ensemble which does satisfy the previous normalisation constraint), a POVM with twice as many outcomes. Therefore the argument does not work if one imposes a fixed number of outcomes, as in the case of dichotomic measurements considered in the paper (for which the noise-noise region is then not necessarily convex).

3. Relating the noise-noise and noise-disturbance regions

Consider an arbitrary point in the noise-disturbance region \( R_{ND}(A, B) \), obtained by some instrument \( M = \{M_m\}_m \) and the optimal correction procedure \( \mathcal{E} = \{\mathcal{E}_m\}_m \). We can combine \( M, \mathcal{E} \), and the final measurement of \( B \) in Figure 1(b) to define a global instrument \( M^{\mathcal{E},B} \) (or a POVM \( M^{\mathcal{E},B}_m \), since the post-measurement state will not matter) with pairs of outcomes \( (m, b') \).
The noises yielded by the instrument $\mathcal{M}^{E,B}$ are then

$$
N(\mathcal{M}^{E,B}, A) = H(\hat{a} | M, \mathcal{B}_{M,E}) \leq H(\hat{a} | M) = N(\mathcal{M}, A),
$$
(A3)

$$
N(\mathcal{M}^{E,B}, B) = H(\hat{b} | M, \mathcal{B}_{M,E}) \leq H(\hat{b} | B) = D(\mathcal{M}, B),
$$
(A4)

where we have used the classical data-processing inequalities.

Hence, the noise $N(\mathcal{M}, A)$ and disturbance $D(\mathcal{M}, B)$ are bounded below by the noise values corresponding to another instrument $\mathcal{M}^{E,B}$, which gives a point in the noise-noise region $R_{NN}(A, B)$. This proves Proposition 5, that $R_{N\Delta}(A, B) \subseteq \text{cl} R_{NN}(A, B)$.

Note that the above argument does not hold if one imposes a limit on the number of outcomes, since the POVM $\mathcal{M}^{E,B}$ has $d \cdot |M|$ outcomes, where $d$ is the Hilbert space dimension and $|M|$ is the number of outcomes for $\mathcal{M}$. The example given in Sec. V C of the main text for dichotomic measurements shows that one may, in such cases, indeed have $R_{N\Delta}^{*}(A, B) \not\subseteq \text{cl} R_{NN}(A, B)$.

Nevertheless, a similar argument can be used to show that one does have $R_{N\Delta}^{*}(A, B) \subseteq \text{cl} R_{NN}(A, B)$ when the measurements are performed by ‘measure-and-prepare’ instruments (hence the superscript $MP$) if the number of outcomes is limited – in particular, for dichotomic such measurements. To see this, note as in [23] that for such measurements, $\mathcal{B} \rightarrow \mathcal{M} \rightarrow \mathcal{B}_{M,E}$ is a Markov chain and thus $H(\hat{b} | M, \mathcal{B}_{M,E}) = H(\hat{b} | M) = N(\mathcal{M}, B)$. From Eq. (A4) we see that, for such measurements, $D(\mathcal{M}, B) \geq N(\mathcal{M}, B)$ and hence the noise and disturbance are bounded below by the noise values for the same instrument (rather than the instrument $\mathcal{M}^{E,B}$ used in the above, completely general, argument) proving the claim.

4. Calculating the disturbance $D_{\mathcal{Z}}(\mathcal{M}, B)$ for purity-preserving qubit instruments

In order to derive an analytic formula for the disturbance $D_{\mathcal{Z}}(\mathcal{M}, B)$ for purity-preserving qubit instruments we take a similar approach to that of Sec. V D for Lüders instruments, except now a further unitary transformation which depends on the measurement outcome is applied before measuring $B$. For simplicity we present here the calculation for $B = \sigma_z$ (as in Sec. V D), but it can straightforwardly be adapted to any Pauli observable $B$.

Let $\mathcal{M} = \{M_m\}_m$ be the POVM corresponding to a purity-preserving instrument $\mathcal{M} = \{M_m\}_m$. Then, as discussed in Sec. V B, on outcome $m$ the state is updated according to $M_m(\rho) = U_m \sqrt{m} \rho \sqrt{M_m} U^\dagger_m$, where $U_m$ is a unitary transformation. As in Eq. (38) we can write $M_m = p_m (1 + k_m n_m \cdot \sigma)$, where $|n_m| = 1$, $p_m \geq 0$ and $|k_m| \leq 1$, and which satisfies the normalisation constraints $\sum_m p_m = 1$ and $\sum_m p_m k_m n_m = 0$.

Calculating the post measurement states

$$
\rho_{\pm} = \mathcal{M}(\pm x | \pm x) = \frac{1}{2} (1 \pm r_{\pm} \cdot \sigma)
$$
(A5)

we find that $r_{\pm} = \pm r_0 + r_s$, where

$$
r_0 = \sum_m p_m \left( (n_m \cdot x) n_m'^\dagger + \sqrt{1 - k_m^2} (x_m' - (n_m \cdot x) n_m') \right),
$$
(A6)

and where $n_m'$ and $x_m'$ are rotations of $n_m$ and $x$ under $U_m$ satisfying $U_m (n_m \sigma) U^\dagger_m = n_m' \sigma$ and $U_m (x \sigma) U^\dagger_m = x_m' \sigma$. Note that $r_0$ can be obtained by rotating each summand in Eq. (41) for the Bloch vector obtained for Lüders instruments. However, the presence of $r_\sigma$ means that, in stark contrast to the case for Lüders instruments, one generally has $r_+ \neq r_-$. The disturbance $D_{\mathcal{Z}}(\mathcal{M}, \sigma_z) = H(\mathcal{X} X_{\mathcal{M}, \mathcal{Z}})$ can then be calculated directly to be

$$
D_{\mathcal{Z}}(\mathcal{M}, \sigma_z) = \sum_\pm \frac{1 \pm r_{\pm} \cdot x}{2} \log \left( \frac{|r_0 \cdot x|}{1 \pm r_{\pm} \cdot x} \right).
$$
(A8)

Note that if a single unitary $U$ is applied irrespective of the measurement outcome (i.e., $U_m = U$ for all $m$) one has $r_\sigma = 0$ and $r_+ = -r_-$, as for Lüders instruments. The disturbance $D_{\mathcal{Z}}(\mathcal{M}, \sigma_z)$ is then simply $h(|r_0 \cdot x|)$ and can be bounded below as in Eq. (46). One can then readily see that for such instruments the relation Eq. (43) is once again satisfied.

5. Numerically sampling the points in $R_{N\Delta}^{PP}(\sigma_z, \sigma_z)$

In order to determine the lower boundary of the noise-disturbance region $R_{N\Delta}^{PP}(\sigma_z, \sigma_z)$ for measurements with various numbers of outcomes, one wishes to sample instruments that are as close to this boundary as possible. However, naive generation of random instruments performs very poorly at this. In this section, we discuss some techniques for sampling large numbers of instruments that allow the lower boundary of $R_{N\Delta}^{PP}(\sigma_z, \sigma_z)$ to be more easily investigated using numerical simulations.

Firstly, note that since both the noise (39) and the disturbance (A8) depend on the inner product of certain states, one wishes to sample instruments per-
In order to obtain initial bounds on $R_{ND}^{PP}(\sigma_z, \sigma_x)$, it is much more efficient to sample POVMs whose elements are all rank-one operators (i.e., proportional to projection observables).\(^{10}\) These are simply the extremal POVMs\(^{27}\), although as a result of the apparent non-convexity of $R_{ND}^{PP}(\sigma_z, \sigma_x)$, these are not \textit{a priori} guaranteed to fully cover the noise-disturbance region. However, empirically it does seem to be the case – with the notable exception of the situation where the number of measurement outcomes is fixed – that one obtains the same region whether or not one restricts oneself to such POVMs, and generally they provide data points much closer to the lower boundary of $R_{ND}^{PP}(\sigma_z, \sigma_x)$, thus allowing more efficient sampling.

Finally, for any given POVM $M = \{M_m\}_m$, one thus wishes to find the unitaries $\{U_m\}_m$ giving rise to the purity-preserving instrument that minimises Eq. (A8). Although there seems to be no simple analytic approach to doing so, one can use numerical methods to perform such a minimisation and probe more precisely the boundary of $R_{ND}^{PP}(\sigma_z, \sigma_x)$. Such minimisation can, in reality, be rather slow, but a rather good heuristic is to choose the unitaries that rotate the summands in Eq. (41) onto the positive $x$-axis. In practise this gives results that are close to optimal – and in many cases, such as for the example in Sec. VA, demonstrably optimal – and can be performed very quickly, allowing efficient sampling.

The particular results shown in Fig. 3 for three- and four-outcome instruments were obtained using random POVMs with rank-one elements (generated using the procedure described in Footnote 10) and unitary corrections found with the heuristic optimisation described above. Those in Fig. 4 for dichotomic instruments were obtained by POVMs with one rank-one element and one rank-two element\(^{11}\) (since no violation of Eq. (18) appears possible with only rank-one elements) using a numerical optimisation for finding the best unitary corrections.

\(^{10}\) The elements of any such POVM $\{M_m\}_m$ can be written $M_m = p_m(1 + n_m \cdot \sigma)$ where $|n_m| = 1$, $p_m \geq 0$, $\sum_m p_m = 1$ and $\sum_m n_m = 0$. Random such POVMs with $k$ outcomes can easily be generated by choosing $k$ vectors $n_m$ such that $\sum n_m = 0$ and $\sum |n_m| = 1$ and choosing $u_m = n_m/|n_m|$ and $p_m = |u_m|/(\sum |n_m|)

\(^{11}\) Such a POVM can, for example, be efficiently generated by choosing a random unit vector $n$ in the $xz$-plane and a random $p \in (0, 1/2)$. If we let $M_+ = p(1 + n \cdot \sigma)$ and $M_- = 1 - M_+$ then $\{M_m\}_m$ is easily seen to be a random POVM with these properties.
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