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Abstract

Asymptotic tracking and disturbance rejection, it has been long always assumed that the reference to be tracked and the disturbance to be rejected must be generated by an exosystem such as a finite dimensional exosystem with pure imaginary eigenvalues. The objective of this paper is to solve such a tracking problem for the unstable Burgers’ equation without this assumption. Our treatment of this problem is straightforward. Using the method of variable transform, the tracking problem is split into two separate problems: a simple Neumann boundary stabilization problem and a dynamical Neumann boundary regulator problem. Unlike the existing literature where the regulator problem is always kept independent, the stabilization problem here is simplified to an independent linear diffusion equation by moving the instability term and the nonlinear term to the dynamical regulator problem, whereas the dynamical regulator problem does depend on the stabilization problem. Then we can first easily handle the stabilization problem and then solve the dynamical regulator problem by using the fundamental theory of partial differential equations. The boundary feedback controller is explicitly constructed by using the reference, the disturbance, and the solution of the stabilization problem while the boundary feedback controller is easily designed for the linear diffusion equation without using a complex method such as the backstepping method. It is proved that, under the designed feedback and feedforward controllers, the tracking error converges to zero exponentially. This theoretical result is confirmed by a numerical example.
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1 Introduction

Asymptotic tracking and disturbance rejection is one of fundamental problems in control theory. In solving this problem, it has been long always assumed that the reference to be tracked and the disturbance to be rejected must be generated by an exosystem such as a finite dimensional exosystem with pure imaginary eigenvalues (see, e.g., [2, 9, 10, 11, 12, 14, 19, 25, 26, 27, 28, 29, 31, 32, 33, 34, 35, 36, 37, 39, 41]). In fact, this assumption is sufficient, but not necessary for making the problem solvable.

The objective of this paper is to solve the tracking problem for the unstable Burgers’ equation without this assumption:

\[
\frac{\partial u}{\partial t} = \nu \frac{\partial^2 u}{\partial x^2} - \frac{\partial u}{\partial x} + au + u_d, \tag{1}
\]

\[
\nu \frac{\partial u}{\partial x}(0,t) = f_0, \quad \nu \frac{\partial u}{\partial x}(1,t) = f_1, \tag{2}
\]

\[
u u(0,0) = u_0(x). \tag{3}
\]

In the above equations, \( \nu > 0 \) is a viscosity parameter, \( a = a(x,t) \) is a continuous function, \( u_d = u_d(x,t) \) is a source disturbance, \( f_0 \) and \( f_1 \) are control inputs, and the function \( u_0 = u_0(x) \) is an initial state in an appropriate function space. When \( a \) is positively large enough, the equilibrium 0 of the uncontrolled and undisturbed Burgers’ equation is unstable.

Let \( r(t) \) be a desired reference. We introduce the tracking error
\[
\epsilon(t) = \int_0^1 u(x,t) dx - r(t). \tag{4}
\]

Then the problem of exponential tracking and disturbance rejection for the Burgers’ equation is to design a feedback and feedforward controllers \( f_0, f_1 \) such that
\[
|\epsilon(t)| \leq Ce^{-\lambda t}. \tag{5}
\]

where \( C \) and \( \lambda \) are positive constants.

Mathematical theory on the tracking problem has been well developed for finite dimensional control systems (see, e.g., [14]) and recently extended to partial differential equations (PDEs). Aulisa et al. [2], Byrnes et al. [4], and Natarajan et al. [37] developed an abstract theory on the problem in Hilbert spaces and applied it to partial differential equations (PDEs) such as the heat equation and the wave equation. The flatness method was developed to handle the trajectory planning and feedforward control design (see, e.g.,
Wagner et al. \[10\] studied the tracking problem for the one-dimensional semilinear wave equation by using the flatness method. The asymptotic tracking and disturbance rejection of the one-dimensional parabolic partial differential equations were studied by Deutscher \[9, 10\] and the case with a long time delay was investigated by Gu et al. \[13\]. The same problem for the one-dimensional hyperbolic partial differential equations and Schrödinger equation were studied by Deutscher \[11\] and Zhou et al \[41\], respectively. In all of these important researches, the references and disturbances were assumed to be governed by a finite dimensional exosystem with pure imaginary eigenvalues.

Although the problem of feedback stabilization and tracking for the Burgers' equation has received extensive attention (see, e.g., \[2, 14\]), the stabilization problem here is simplified to an independent linear diffusion equation by moving the instability term and the nonlinear term to the dynamical regulator problem, whereas the dynamical regulator problem does depend on the stabilization problem. Thus we can first easily handle the stabilization problem and then solve the dynamical regulator problem by using the fundamental theory of partial differential equations (see, e.g., \[21\]). The feedforward controller is explicitly constructed by using the reference \(r\), the disturbance \(u_d\) and the solution of the stabilization problem while the feedback controller is easily designed for the linear diffusion equation without using a complex method such as the backstepping method. It is proved that, under the designed feedback and feedforward controllers, the tracking error converges to zero exponentially. This theoretical result is confirmed by a numerical example.

\section{Exponential tracking}

In what follows, \(H^s((0,1))\) denotes the usual Sobolev space (see \[11, 22\]) for any \(s \in \mathbb{R}\). For \(s \geq 0\), \(H^s_0(0,1)\) denotes the completion of \(C_0^\infty((0,1))\) in \(H^s((0,1))\), where \(C_0^\infty((0,1))\) denotes the space of all infinitely differentiable functions on \((0,1)\) with compact support in \((0,1)\). We use the following \(H^1\) norm of \(H^1((0,1))\)

\[
\|u\|_{H^1} = \left[ u(0)^2 + \int_0^1 \left( \frac{\partial u}{\partial x} \right)^2 \, dx \right]^{1/2}, \quad u \in H^1((0,1)),
\]

which is equivalent to the usual one. The norm on \(L^2((0,1))\) is denoted by \(\| \cdot \|_2\).

Let \(X\) be a Banach space and \(T > 0\). We denote by \(C^n([0,T];X)\) the space of \(n\) times continuously differentiable functions defined on \([0,T]\) with values in \(X\), and write \(C([0,T];X)\) for \(C^0([0,T];X)\). In what follows, for simplicity, we omit the indication of the varying range of \(x\) and \(t\) in equations and we understand that \(x\) varies from 0 to 1 and \(t\) from 0 to \(\infty\).

To split the tracking problem into a stabilization problem and a dynamical regulator problem, we introduce the variable transform

\[
u \frac{\partial u}{\partial t} + \nu \frac{\partial U}{\partial x} (0,t) = \hat{f}_0 + F_0, \\nu \frac{\partial u}{\partial t} + \nu \frac{\partial U}{\partial x} (1,t) = \hat{f}_1 + F_1, \\
\hat{u}(0,t) + U(x,0) = u_0(x), \\
e(t) = \int_0^1 (\hat{u}(x,t) + U(x,t))dx - r(t).
\]

This problem can be split into a stabilization problem

\[
\frac{\partial \hat{u}}{\partial t} = \nu \frac{\partial^2 \hat{u}}{\partial x^2} - \hat{u} \frac{\partial \hat{u}}{\partial x},
\]

\[
\nu \frac{\partial \hat{u}}{\partial x} (0,t) = \hat{f}_0, \quad \nu \frac{\partial \hat{u}}{\partial x} (1,t) = \hat{f}_1,
\]

\[
\hat{u}(x,0) = u_0(x),
\]

\[
e(t) = \int_0^1 \hat{u}(x,t)dx.
\]

and a dynamical regulator problem

\[
\frac{\partial U}{\partial t} = \nu \frac{\partial^2 U}{\partial x^2} - U \frac{\partial U}{\partial x} + a(\hat{u} + U) - \left( \frac{\partial U}{\partial x} + U \frac{\partial \hat{u}}{\partial x} \right) + u_d,
\]

\[
\nu \frac{\partial U}{\partial x} (0,t) = F_0, \quad \nu \frac{\partial U}{\partial x} (1,t) = F_1
\]

\[
U(x,0) = r(0),
\]

\[
\int_0^1 U(x,t)dx = r(t).
\]
In the control design (see, e.g., [2 14]), the terms \(a(\hat{u} + U)\) and \(\hat{u} \frac{\partial \nu}{\partial x} + U \frac{\partial \hat{u}}{\partial x}\) are usually put in the equation (8) in the stabilization problem such that the regulator problem is independent from the stabilization problem. However, if we do so for the Burgers’ equation, then the feedback controllers \(\hat{f}_0\) and \(\hat{f}_1\) for the stabilization problem (8) - (10) is difficult or impossible to design. In fact, we can further simplify the stabilization problem by moving the term \(\hat{u} \frac{\partial \nu}{\partial x}\) from the stabilization problem to the regulator problem and then obtain the following linear stabilization problem and the regulator problem:

\[
\begin{align*}
\frac{\partial \hat{u}}{\partial t} &= \nu \frac{\partial^2 \hat{u}}{\partial x^2}, \\
\nu \frac{\partial \hat{u}}{\partial x}(0,t) &= \hat{f}_0, \quad \hat{u}(x,0) = u_0(x) - r(0), \\
e(t) &= \int_0^1 \hat{u}(x,t) dx,
\end{align*}
\]

and

\[
\begin{align*}
\frac{\partial U}{\partial t} &= \nu \frac{\partial^2 U}{\partial x^2} - U \frac{\partial \hat{u}}{\partial x} + a(\hat{u} + U) \\
-\hat{u} \frac{\partial U}{\partial x} - \left( \frac{\partial U}{\partial x} + U \frac{\partial \hat{u}}{\partial x} \right) + u_d, \\
\frac{\partial U}{\partial x}(0,t) &= F_0, \quad \nu \frac{\partial U}{\partial x}(1,t) = F_1, \\
U(x,0) &= r(0), \\
\int_0^1 U(x,t) dx &= r(t).
\end{align*}
\]

Because the regulator problem (12) - (15) is not dissipative, its well-posedness is challenging and open. Since \(\int_0^1 U(x,t) dx = r(t)\) exists for all times, we could conjecture that it has a unique global solution. We will use this conjecture in the following theorem.

Using the stabilization problem (8) - (10) and the regulator problem (12) - (15), we can design the feedback and feedforward controllers as stated in the following theorem.

**Theorem 2.1.** Assume that \(k > 1/6\) and the initial condition \(u_0 \in H^2(0,1)\). Suppose that \(a(x,t)\) and \(u_d(x,t)\) are continuous and \(r(t)\) is continuously differentiable. Let \(\hat{u}\) be the solution of the stabilization problem (8) - (10) and assume that the regulator problem (12) - (15) has a unique global classical solution. Then, under the feedback and feedforward controllers:

\[
\begin{align*}
\hat{f}_0(t) &= k \left[ \hat{u}(0,t) + [\hat{u}(0,t)]^2 \right], \\
\hat{f}_1(t) &= -k \left[ \hat{u}(1,t) + [\hat{u}(1,t)]^2 \right], \\
F_0(t) &= \hat{u}(0,t) U(0,t) + \frac{1}{2} [U(0,t)]^2, \\
F_1(t) &= \hat{u}(1,t) U(1,t) + \frac{1}{2} [U(1,t)]^2 + r'(t) - \int_0^1 a(x,t)(\hat{u}(x,t) + U(x,t)) + u_d(x,t) dx.
\end{align*}
\]

the problem (1) - (3) has a unique solution satisfying

\[
|e(t)| \leq \|u_0 - r(0)\| e^{-\lambda t/2},
\]

where \(\lambda = \min(\nu, k - \frac{1}{4})\).

**Proof.** If \(k > 1/6\) and the initial condition \(u_0 \in H^2(0,1)\), then it was proved in [18 23] that the stabilization problem (8) - (10) with the feedback controllers (24) and (25) has a unique solution satisfying

\[
\hat{u} \in C([0, \infty); H^2(0,1)).
\]

Moreover, multiplying the equation (8) by \(\hat{u}\) and integrating it from 0 to 1, we obtain

\[
\begin{align*}
\frac{1}{2} \int_0^1 [\hat{u}(x,t)]^2 dx &= -k \int_0^1 \left[ \hat{u}(0,t) + [\hat{u}(0,t)]^2 \right] \hat{u}(1,t) \\
&\quad - k \int_0^1 \left[ \hat{u}(0,t) + [\hat{u}(0,t)]^2 \right] \hat{u}(1,t) \\
&\quad - \nu \int_0^1 \left[ \frac{\partial \hat{u}}{\partial x}(x,t) \right]^2 dx - \frac{1}{3} \int_0^1 \left[ [\hat{u}(0,t)]^3 - [\hat{u}(0,t)]^3 \right] \\
&\quad \leq \left( k - \frac{1}{6} \right) \int_0^1 \left[ \hat{u}(0,t) + [\hat{u}(0,t)]^2 + r(1,t) \right] \\
&\quad + \int_0^1 \left[ \hat{u}(0,t) + [\hat{u}(0,t)]^4 \right] - \nu \int_0^1 \left[ \frac{\partial \hat{u}}{\partial x}(x,t) \right]^2 dx \\
&\quad \leq \left( k - \frac{1}{6} \right) \int_0^1 \left[ \hat{u}(0,t) + [\hat{u}(0,t)]^4 \right] - \nu \int_0^1 \left[ \frac{\partial \hat{u}}{\partial x}(x,t) \right]^2 dx \\
&\quad \leq -\lambda \left( \left[ \hat{u}(0,t) + [\hat{u}(0,t)]^2 \right] + \int_0^1 \left[ \frac{\partial \hat{u}}{\partial x}(x,t) \right]^2 dx \right) \\
&\quad \leq -\frac{\lambda}{2} \int_0^1 [\hat{u}(x,t)]^2 dx. \quad \text{(use (1))}
\end{align*}
\]

Solving this inequality, we obtain

\[
\|\hat{u}(t)\| \leq \|u_0 - r(0)\| e^{-\lambda t/2}.
\]

Integrating the equation (12) over \([0,1]\), we obtain

\[
\begin{align*}
\frac{d}{dt} \int_0^1 U(x,t) dx &= \nu \frac{\partial U}{\partial x}(1,t) - \nu \frac{\partial U}{\partial x}(0,t) + \hat{u}(0,t) U(0,t) + \frac{1}{2} U^2(0,t) \\
&\quad - \hat{u}(1,t) U(1,t) - \frac{1}{2} U^2(1,t) + \int_0^1 u_d(x,t) dx \\
&\quad + \int_0^1 a(x,t)(\hat{u}(x,t) + U(x,t)) dx.
\end{align*}
\]

It then follows from the boundary condition (13) and the feedforward controllers (24) and (25) that

\[
\frac{d}{dt} \int_0^1 U(x,t) dx = r'(t).
\]
Integrating this equation and using the initial condition, we obtain
\[ \int_0^1 U(x,t)dx = r(t). \]  
(30)

So \( U \) satisfies the equation. Since \( \int_0^1 U(x,t)dx \) exists for all \( t \geq 0 \), the problem \( (12) - (14) \) has a unique solution \( U \) for all \( t > 0 \).

Finally it follows from the equations \( (11), (14), \) and \( (29) \) that
\[ |e(t)| = \left| \int_0^1 u(x,t)dx - r(t) \right| \]
\[ = \left| \int_0^1 u(x,t)dx - \int_0^1 U(x,t)dx \right| \]
\[ = \left| \int_0^1 \hat{u}(x,t)dx \right| \]
\[ \leq \left( \int_0^1 dx \right)^{1/2} \left( \int_0^1 [\hat{u}(x,t)]^2 dx \right)^{1/2} \]
\[ \leq \|u_0 - r(0)\|e^{-\lambda t/2}. \]

This completes the proof.

Using the stabilization problem \( (16) - (18) \) and the regulator problem \( (20) - (23) \), we can design the feedback and feedforward controllers as stated in the following theorem.

**Theorem 2.2.** Assume that \( k > 0 \) and the initial condition \( u_0 \in H^2(0,1) \). Suppose that \( a(x,t) \) and \( u_d(x,t) \) are continuous and \( r(t) \) is continuously differentiable. Let \( \hat{u} \) be the solution of the stabilization problem \( (16) - (18) \) and assume that the regulator problem \( (20) - (23) \) has a unique global classical solution. Then, under the feedback and feedforward controllers:
\[ \hat{f}_0(t) = k\hat{u}(0,t), \]
\[ \hat{f}_1(t) = -k\hat{u}(1,t), \]
\[ F_0(t) = \hat{u}(0,t)U(0,t) + \frac{1}{2} [\hat{u}(0,t)]^2 + [U(0,t)]^2, \]
\[ F_1(t) = \hat{u}(1,t)U(1,t) + \frac{1}{2} [\hat{u}(1,t)]^2 + [U(1,t)]^2 + r'(t) \]
\[ - \int_0^1 [a(x,t)(\hat{u}(x,t) + U(x,t))]dx. \]

the problem \( (11) - (33) \) has a unique solution satisfying
\[ |e(t)| \leq \|u_0 - r(0)\|e^{-\lambda t/2}, \]
where \( \lambda = \min(\nu, k) \).

The proof of this theorem is the same as the proof of Theorem 2.1.

![Figure 1: The average of \( u \), \( u_0(t) = \int_0^1 u(x,t)dx \), quickly tracks the reference \( r(t) = 2 + 4\cos(\pi t) - 3\sin(\pi t) \) under the feedback and feedforward controllers either \( (24) - (27) \) (left figure) or \( (31) - (34) \) (right figure).](image)

3 A numerical example

We conduct a numerical simulation to confirm the above theoretical result. In the numerical computations, we take \( \nu = 5 \), \( a = 20 \), \( k = 15 \), \( u_0(x) = 0 \), \( r(t) = 2 + 4\cos(\pi t) - 3\sin(\pi t) \), and \( u_d(x,t) = 3 + 5\cos(\pi x)\sin(\pi t) - 2\sin(\pi x)\cos(\pi t) \). Then the problem \( (1) - (3) \) and the problem \( (8) - (10) \) are solved numerically by the difference method. The Figure 1 shows that the average of \( u \), \( u_0(t) = \int_0^1 u(x,t)dx \), quickly tracks the reference \( r(t) = 2 + \cos(\pi t) - 3\sin(\pi t) \) under the feedback and feedforward controllers either \( (24) - (27) \) or \( (31) - (34) \).

4 Discussion

Other tracking errors can be considered. Let \( r_0(t) \) and \( r_1(t) \) be two desired references and define the tracking error by
\[ e_1(t) = u(0,t) - r_0(t) + u(1,t) - r_1(t) \]
(36)

Using the variable transform \( \hat{u} \) and this tracking error, we can obtain the stabilization problem
\[ \frac{\partial \hat{u}}{\partial t} = \nu \frac{\partial^2 \hat{u}}{\partial x^2} - \hat{u} \frac{\partial \hat{u}}{\partial x}, \]
\[ \nu \frac{\partial \hat{u}}{\partial x}(0,t) = \hat{f}_0, \quad \nu \frac{\partial \hat{u}}{\partial x}(1,t) = \hat{f}_1, \]
\[ \hat{u}(x,0) = u_0(x) - r_0(0)(1-x) - r_1(0)x, \]
\[ e_1(t) = \hat{u}(0,t) + \hat{u}(1,t), \]
and the dynamical regulator problem
\[ \frac{\partial U}{\partial t} = \nu \frac{\partial^2 U}{\partial x^2} - U \frac{\partial U}{\partial x} + a(\hat{u} + U) \]
\[ - \left( \hat{u} \frac{\partial U}{\partial x} + U \frac{\partial \hat{u}}{\partial x} \right) + u_d, \]
\[ U(0,t) = r_0(t), \quad U(1,t) = r_1(t), \]
\[ U(x,0) = r_0(0)(1-x) + r_1(0)x, \]
\[ \nu \frac{\partial U}{\partial x}(0,t) = F_0, \quad \nu \frac{\partial U}{\partial x}(1,t) = F_1, \]
If the problem (11) - (13) has a global solution, then the feedforward controllers are given by the equation (14). However, it seems challenging to show it has a global solution even though it has a unique classical solution within some time from 0 to T (see, e.g., [21]).

We can also consider the tracking error

$$e_2(t) = u(0,t) - r_0(t) + \int_0^1 u(x,t)dx - r(t). \quad (45)$$

Using the variable transform (7) and this tracking error, we can obtain the stabilization problem

$$\frac{\partial \hat{u}}{\partial t} = \nu \frac{\partial^2 \hat{u}}{\partial x^2} - \hat{u} \frac{\partial \hat{u}}{\partial x} + (\hat{u} + U)$$

$$+ \left( \frac{\partial U}{\partial x} + U \frac{\partial \hat{u}}{\partial x} \right) + u_d, \quad (46)$$

$$U(0,t) = r_0(t), \quad \nu \frac{\partial U}{\partial x}(1,t) = F_1, \quad (47)$$

$$U(x,0) = r(0), \quad \nu \frac{\partial U}{\partial x}(0,t) = F_0. \quad (48)$$

To find $F_1$, we integrate the equation (50) from 0 to 1 and use the equation (53) to obtain

$$F_1 = \nu \left( \frac{\partial U}{\partial x}(0,t) + \frac{1}{2}[(U(1,t))^2 - (U(0,t))^2] \right)$$

$$+ \hat{u}(1,t)U(1,t) - \hat{u}(0,t)U(0,t) + r'(t)$$

$$- \int_0^1 a(x,t)(\hat{u}(x,t) + U(x,t) + u_d(x,t))dx. \quad (55)$$

This results the following complex boundary value problem

$$\frac{\partial U}{\partial t} = \nu \frac{\partial^2 U}{\partial x^2} - (\hat{u} + U) \frac{\partial U}{\partial x} - U \frac{\partial \hat{u}}{\partial x} + u_d, \quad (56)$$

$$U(0,t) = r_0(t), \quad (57)$$

$$\nu \frac{\partial U}{\partial x}(0,t) = \nu \left( \frac{\partial U}{\partial x}(0,t) + \frac{1}{2}[(U(1,t))^2 - (U(0,t))^2] \right)$$

$$+ \hat{u}(1,t)U(1,t) - \hat{u}(0,t)U(0,t) + r'(t)$$

$$- \int_0^1 a(x,t)(\hat{u}(x,t) + U(x,t) + u_d(x,t))dx \quad (58)$$

$$U(x,0) = r(0). \quad (59)$$

It seems that the proof of the solution existence of the problem is challenging.
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