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Abstract

Emergency Department (ED) physicians are faced with complex care settings, including a high level of uncertainty and intensity. Burnout among physicians is increasing every year, and ED physicians are one of the groups most prone to burnouts and work-related stress in the US. This research focused on developing a supervised Long Short-Term Memory (LSTM) artificial neural network model to predict a physician’s stress level based on their physiological data. Twelve attending physicians working a 3:00 pm - 11:00 pm shift at Greenville Memorial Hospital (GMH) in Greenville, SC, participated in the study. Stress levels were estimated using physiological measures, including heart rate and electrodermal activity. Over 100 hours of physiological data were collected from 12 eight-hour shifts. Initially, an 80:20 split was used on the 12 individual datasets for training and testing the model. Further, to develop a generalizable model, the data were merged, and a 60:20:20 split was used for training, validating, and testing the model. On the test set, the model achieved values of 0.98, 0.17, and 0.005 as the R-squared, RMSE, and loss for EDA data and 0.99, 0.41, and 0.002 for HR data.
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1. Introduction

Emergency Department (ED) is an essential patient entry point into the healthcare system that contributes approximately 50% of the hospital admission [1]. As society’s healthcare safety net, patients with no other options for medical care access the ED because the federal government mandates an ED to provide screening and stabilizing care to all patients regardless of their ability to pay [2]. The total number of patients visiting EDs is increasing annually, and according to the 2016 report, over 145 million visits are made to the US EDs annually [3]. ED physicians are often exposed to high levels of stress due to the diverse nature of patient conditions and the overwhelming volume of patient visits. Prior studies have reported that stress and fatigue are important factors that contribute to medical errors and patient fatalities. Additionally, frequent and prolonged exposure to stress often leads to burnout.

Burnout is defined as a condition of high emotional exhaustion, high depersonalization, and low personal accomplishment. The burnout rates among physicians are increasing every year, and it has been observed that physicians have a 10% higher chance of burnout compared to other general working adults [4, 5]. A 2017 survey which included 14,000 physicians from 30 different specializations, reported a 25% increase in burnout scores compared to the 2013 report [4]. Moreover, in the same survey, it was observed that 59% of the ED physicians exhibited higher levels of burnout [4]. Along with ED overcrowding, physicians have reported lengthy working hours, psychological demand, increasing implementation of EHRs, prolonged stress, and poor support as the crucial factors leading to burnout [6]–[8]. Physician burnout has a negative impact on their wellbeing, patient safety, as well as on hospital management. A study that specifically investigated the effect of burnout on physician wellbeing reported that physicians with higher levels of burnout had disturbed sleep and lower sleep quality [9]. Moreover, a survey among the ED physicians, including residents and attendings, reported that higher levels of burnout were positively correlated...
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with frequencies of self-reported suboptimal care, depression, and lower career satisfaction [10]. Further, hospitals have observed a higher turnover among the ED staff due to work-related stress and fatigue [11].

This research focused on predicting physician stress levels to alert the physicians and prevent them from working under prolonged stress. Stress can be estimated using various techniques, including subjective and objective measures. Few validated subjective measures include the Perceived Stress Scale (PSS) and other questionnaires, and objective measures include heart rate (HR), heart rate variability (HRV), electrodermal activity (EDA), and cortisol levels in endocrine stress response [12]–[17]. Although PSS and other questionnaires are validated methods to estimate stress levels, to monitor the stress levels continuously without interrupting the user objective measures are primarily adopted.

The current developments in Machine Learning methods provide a great opportunity to use these stress response data to predict future stress levels and prevent risks. Deep learning neural networks has been applied in various research, including image detection in healthcare, natural language processing, detection of health conditions from electronic medical records, etc. with high accuracy and outperforming the current practices [18]–[22]. Deep learning is a type of machine learning where a model is trained to predict outputs based on the inputs with the help of multiple hidden layers. Deep learning is highly efficient compared to other traditional methods because the multiple hidden layers enhance the model performance by calculating the probability of each output and updating the weights. A recent study implemented deep learning to predict in-hospital cardiac arrest, and this model significantly outperformed other methods, including the random forest algorithm and logistic regression [23].

Deep learning can be incorporated with different techniques depending on the type of input data. One of the most common approaches used in predicting temporal sequence data is Recurrent Neural Network (RNN). In RNN, unlike a typical feedforward NN, it uses their internal memory to hold the temporal behavior of the input data to predict the output. A few common RNN architectures currently used for speech recognition, time-series data prediction is Long Short-term Memory networks (LSTMs), and Gated Recurrent Unit (GRUs). LSTM is a type of RNN which can keep track of temporal behavior of the sequence without losing the long-term dependencies. The main advantage of LSTM over a traditional RNN is its ability to address the vanishing gradient problem. Vanishing gradients occur in stochastic gradient descent or any gradient-based learning methods where the NN weights are not updated as the gradient values diminish. The gradient value decreases during the backpropagation through time as the gradient values are computed by chain rule during the backpropagation. In a few cases, the vanishing gradients stop a NN from further training. Most of the time, the NN keeps training slowly but may leave out critical information from the previous sequences resulting in developing an incorrect model for prediction.

Figure 1: Fundamental architecture of an LSTM cell.

LSTMs addresses this issue with the help of a memory cell with gates that regulate the flow of information. Figure 1 above shows the fundamental design of an LSTM cell without focusing on the underlying activations and mathematical complexities. An LSTM has multiple gates and cell states which manage to pass the critical information without loss. The three gates in an LSTM cell are input gate, output gate, and forget gate. The first gate in the LSTM cell is the forget gate as this gate decides how much information from the past and new input should be allowed to the input gate. The input gate is used to update the cell state where the data from the previous hidden state and new input is transferred. The cell state, which is multiplied by the forget vector forgets values close to zero, and the remaining values are added to the data from the input gate. The last gate in an LSTM cell is the output gate, which passes the new hidden state to the next LSTM cell where this process is repeated. An LSTM cell has a self-recurrent connection, as seen in Figure 1 above. This research developed a deep learning supervised LSTM to predict the physician HR and EDA based on their current HR and EDA to help them better manage an ED shift.
2. Methods

2.1. Participants
Participants for this study included 12 emergency physicians (8 male, 4 female) working a 3:00 pm - 11:00 pm shift at Greenville Memorial Hospital (GMH) in Greenville, SC. The Greenville Health System (GHS), now called PRISMA Health, is the largest healthcare provider in South Carolina and serves as a tertiary referral center for the entire Upstate region. The flagship GMH academic Department of Emergency Medicine is integral to GHS patient care services as the Adult Level 1 and Pediatric Level 2 Trauma Center, Stroke, and ST Elevation Myocardial Infarction (STEMI) Comprehensive Center seeing over 106,000 patients annually. Six participants (mean age = 26.8 ± 1.5 years, 4 male, 2 female) were first-year resident physicians, and the other six (mean age = 42.66 ± 2.8 years, 4 male, 2 female) were attending physicians with an average experience of 8 years of practice. This particular sample set was selected to represent the diverse population of ED physicians. Consent was obtained from physicians before the shift, and the study was approved by GHS IRB Pro00058516.

2.2. Apparatus
The Empatica E4 watch is a wearable research device that allows real-time physiological data acquisition. This wristband is equipped with four types of sensors: two metallic electrodes for measuring galvanic skin response (GSR), a three-axis accelerometer, optical thermometer, and photoplethysmogram (PPG) sensors for recording the heart rate (HR). Prior researchers have validated the effectiveness of this device, and one study which specifically compared it to the medical devices used in the hospital reported that Empatica E4 echoed the data collected from the medical devices [24]. Additionally, multiple research studies have used this research device for computing stress, emotional arousal, sleep quality, and arterial fibrillation [25]–[28]. Empatica E4 collects the EDA data at a sampling rate of 4 Hz and HR data at 1 Hz.

2.3. Procedure and Data Processing
First, we identified the resident and attending physicians working an eight-hour shift in the ED. Prior to the shift, each physician was handed the consent form. The physicians were then asked to put on the Empatica E4 wristwatch at least five minutes prior to the start of their shift to obtain the baseline data. As mentioned above, Empatica E4 collects various physiological measures, including HR and EDA. Data collected using Empatica were first preprocessed for each physician separately. Initially, the data was visualized to remove the outliers and incorrect data points. Further, the missing values were interpolated using cubic spline interpolation. [29]. Following the initial data preparation, the data was standardized to address the variations in the HR and EDA data. Later, each dataset was split into an 80:20 ratio for training and testing purposes, which roughly converts to 23,040 data points for training and 5,760 data points for testing for each physician. This split was adopted for two reasons: 1) to obtain a robust training model and 2) prior studies have proved that a physician's productivity decreases as the shift progress and increases the chances of errors [29, 30]. We aimed at predicting the last 1.5 hours of the shift for each physician, which can thus help in managing the stress/fatigue experienced during the end of the shift.

Finally, after training and testing each dataset individually, the hyperparameters were further tuned to improve the accuracy of the model. To evaluate if a general model with data from multiple physicians could improve the model, the individual datasets were merged, resulting in a dataset with 345,600 data points. As each data point represented HR and EDA values for a second, two consecutive data points were averaged to reduce the dataset by half. Further, to validate and test the new model, the data were randomly split into a train, validation, and test set with 60:20:20 split. A validation set approach was adopted to address the model overfitting issue. Following the training, the model was initially fit on the validation set, and hyperparameters were further tuned and tested on the random validation set. Finally, the model was evaluated on the test set.

2.4. Model Architecture
A deep learning neural network with a single input layer, three hidden layers, and a single output layer was developed. The input was a multi-unit LSTM with input channel shape similar to the training data shape, i.e., the LSTM can hold \( t-n \) steps of data in the input layer, where \( t \) denotes a data point at time \( t \) and \( n \) denotes the look back (\( n \)) function. It equips the model to learn from the past \( n \) data points as input variables to predict the output variable. The output layer was designed to hold one output value. Between the input and output layer, there were three bidirectional multi-unit LSTMs. Each layer contains 50 units (25 in each direction). A dropout rate of 0.2 was applied to the final layer, and a tanh (hyperbolic tangent function) activation was used, which resulted in the outputs range from -1 to 1. The output
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was later inverse transformed for deriving the HR and EDA. These values were selected from multiple model
iterations, and testing on the validation set, testing set, and prior research, which built an LSTM model for similar
input data [32]. Figure 2 below shows the underlying architecture of the final model, which was used to predict the
physician’s HR and EDA.

![Figure 2: Model Architecture.](image)

Initially, we used a multi-layer single unit LSTM; however, this resulted in under fitting where the model did not
capture the temporal dependencies. To address this, the hidden layers were stacked with multiple LSTM units.
Although this architecture resulted in more computational time, the multiple connections between the units assured
consideration of all dependencies and improved the robustness of the model resulting in a better model fit. Figure 3
below shows the difference between a single unit LSTM and multi-unit LSTM cells and their computational
differences. In this research, we used a 50-unit multi-unit LSTM with three hidden layers.

![Figure 3: A single unit v/s multi-unit LSTM.](image)

Additionally, in this model, we used a mean squared error method from the Keras library to compute the loss and a
stochastic gradient descent algorithm: Adam. Adam is a combination of Adaptive Gradient Algorithm (AdaGrad),
which maintains a per-parameter learning rate that improves performance on problems with sparse gradients, and Root
Mean Square Propagation (RMSProp), which uses the same learning rate technique that is adapted based on the
average of recent magnitudes of the gradients for the weight. Adam uses the benefits of both methods to result in a
better algorithm. Additionally, a dropout with a probability of 0.2 was used to prevent overfitting. This rate was
derived from multiple model iterations and prior study that used HR to predict cardiovascular risk [32]. Lastly, return
sequences were used in this model so that the hidden state output for each input time was used for developing the
model.

3. Results

This research focused on developing a multi-unit deep learning LSTM model to predict physician’s HR and EDA
during an ED shift. To test the model, initially, we used \( n = 60 \) data points to predict the next data point for each
physician. The model was run for ten epochs, using both return sequences and a dropout rate of 0.2. The computation
time was around 15 minutes per dataset, and R-squared, Root Mean Square Error (RMSE), and loss were computed.
Prabhu, Taaffe, and Pirrallo

post-run. The average observed R-squared, RMSE, and loss for the HR data of twelve physicians were 0.90, 0.97, and 0.004 and 0.89, 1.04, and 0.003, for the EDA data. Further, to develop and evaluate a general model, all 12 datasets were merged. Following the training, the model was validated against the validation set and evaluated on the test set. A validation set approach was adopted to address the issue of model overfitting commonly observed in the machine learning model. On the validation set, the model achieved the average values of 0.97, 0.31, and 0.004 for the R-squared, RMSE, and loss for EDA, and values of 0.99, 0.44, and 0.002 for HR. On the test set, the model achieved values of 0.98, 0.17, and 0.005 for the R-squared, RMSE, and loss for EDA, and values of 0.99, 0.41, and .002 for HR. Finally, the predicted HR and EDA values were plotted against the real HR and EDA values, as represented in Figure 4 and Figure 5 below. The model was able to predict with high accuracy, as seen in Figure 4 and Figure 5 below on the test data because of the model validation and hyperparameters tuning.

4. Conclusions and Future Work

This research observed that a multi-unit deep learning LSTM could be used to develop general models for predicting heart rate and electrodermal activity that can assist physicians in better managing their shift. We observed that training the model with more participants could develop a much more generalizable model that can better estimate the HR and EDA values. Our next step is to predict heart rate variability (HRV), which provides more precise information regarding the stress. Further, we plan to utilize a questionnaire to interpret the physician's perceived stress and develop a score: stress score, which will be a function of HR, HRV, EDA, and the questionnaire. This stress score can be used to inform physicians and help them manage their shifts by taking short breaks or assigning less severe patients when stress levels are high.
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