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Two isoforms of $\beta$-amyloid peptides, $A\beta_{40}$ and $A\beta_{42}$, differ from each other only in the last two amino acids, I and A, at the end of $A\beta_{42}$. They, however, differ significantly in their ability in inducing Alzheimer’s disease (AD). The rate curves of fibril growth of $A\beta_{40}$ and $A\beta_{42}$ and the effects of molecular crowding have been measured in in vitro experiments. These experimental curves, on the other hand, have been fitted in terms of rate constants for elementary reaction steps using rate equation approaches. Several sets of such rate parameters have been reported in the literature. Employing a recently developed stochastic kinetic method, implemented in a browser-based simulator, $popsim$, we study to reveal the differences in the kinetic behaviors implied by these sets of rate parameters. In particular, the stochastic method is used to distinguish the kinetic behaviors between $A\beta_{40}$ and $A\beta_{42}$ isoforms. As a result, we make general comments on the usefulness of these sets of rate parameters.

I. INTRODUCTION

Protein aggregation into amyloids is often the culprit for neurodegenerative diseases such as Alzheimer’s disease (AD) and Parkinson’s disease. There are about 20 such cases [1][2]. In the earlier version of the amyloid hypothesis of Alzheimer’s disease [3], it was assumed that the self-assembly of $\beta$-amyloid peptides, such as $A\beta_{40}, A\beta_{42}$, into amyloids and plaques was the main cause of the disease, but later studies show that the most neurotoxic species are intermediate soluble oligomers and the amyloid plaque itself may even have some protective functions of the neurons [4]. But the specific sizes of the neurotoxic oligomers are still not unambiguously identified. $A\beta_{42}$ is considered to be a bio-marker for AD, for it was discovered that AD patients tend to have a lower concentration of $A\beta_{42}$ in their cerebrospinal fluids (SPF), or even better, lower $A\beta_{42}/A\beta_{40}$ ratio [5]. In fact, recently, US FDA approved (on May 4, 2022) the marketing of first diagnostic test for early detection of amyloid plaques associated with AD, Lumipulse G $\beta$-amyloid ratio (1-42/1-40) test, using SPF for 55 and older patients. The two isoforms of $\beta$-amyloid peptides, $A\beta_{40}$ and $A\beta_{42}$, differ in the extra amino acids, I and A, in the amino acid sequence of $A\beta_{42}$. The amino acid sequence for $A\beta_{42}$ is: DAEFRHDSGYEVHHQKLVF-FAEDVGSNKAIILMVGGVVIA. Since I and A are hydrophobic amino acids, it is argued that this higher overall hydrophobicity of $A\beta_{42}$ tends to yield higher aggregation rates, compared to $A\beta_{40}$. Experiments, using copper and hydrogen peroxide induced cross-linking of unmodified proteins, the PICUP method, have indeed shown that polymer formation advances at a faster rate for $A\beta_{42}$ than $A\beta_{40}$ [6]. The results are also supported by Molecular dynamics studies using all-atom molecular dynamics (MD) [6] discrete molecular dynamics (DMD) [4]. The cellular environments of proteins are crowded with other biomolecules, such as DNA, RNA, lipids, and other proteins inside cellular compartments. This crowding due to other macromolecules, called macromolecular crowding [7][11], and also confinement [12], affect the reaction rates, properties, and functions of specific proteins of interest. More specifically, for the problem of interest here, macromolecular crowding [13] or confinement in the extracellular space in the brain [14][15] may affect the aggregation rates of $\beta$-amyloid peptides and affect the rates differently for $A\beta_{40}$ and $A\beta_{42}$.

Experimental data on the rates of fibril formation have often been fitted using rate equations [13][16][17], where mass-action laws are employed for the elementary chemical reactions taking place in very small volumes, stochastic kinetic approaches are more appropriate [20][23]. This is because, the concept of concentrations may not be well-defined when the fluctuations for the numbers of chemical species are too large in a tiny volume. In fact, fluctuations for many dynamical variables all can become large in these cases. The focus of the present work is on a stochastic kinetic approach that we have recently developed [22] and apply it to study the kinetic behaviors implied by the several sets of rate parameters for $A\beta_{40}$ and $A\beta_{42}$ have been reported through such fitting [13][18][19].

More recently it has been found that in the case of biochemical reactions taking place in very small volumes, stochastic kinetic approaches are more appropriate [20][23]. This is because, the concept of concentrations may not be well-defined when the fluctuations for the numbers of chemical species are too large in a tiny volume. In fact, fluctuations for many dynamical variables all can become large in these cases. The focus of the present work is on a stochastic kinetic approach that we have recently developed [22] and apply it to study the kinetic behaviors implied by the several sets of rate parameters for $A\beta_{40}$ and $A\beta_{42}$ mentioned above. The merit of such a stochastic kinetic study partly lies in the fact that during the growth period of the aggregates, the populations of dimers, trimers, tetramers, pentamers,... all of their populations start from zero, go thru small numbers and
eventually reach their steady-state numbers. such a process is more properly studied using a stochastic approach instead of a rate equation one, as discussed above.

The organization of the article is as follows: We introduce the theoretical background of the elementary reaction mechanisms and the effects of molecular crowding considered in both rate-equation and stochastic kinetic approaches. This is followed by a brief presentation of a stochastic kinetic approach (based on the rate-equation formulation) and a browser-based stochastic numerical simulator that we have developed in Section III. In Section IV, we present and discuss the results of our stochastic kinetic calculations on five sets of rate parameters for Aβ40 and Aβ42, along with a study of the effects of molecular crowding on these two isoforms. We conclude by a comment section.

II. THEORETICAL BACKGROUND AND SIMULATION SCHEMES

In this section we introduce the reader to popsim, a stochastic simulation application developed by the authors. We also give a brief overview of the models and methods implemented. popsim is a browser-based simulation package, written in Typescript, which generates stochastic pathways based on the reaction mechanisms of several well-known models for protein aggregation using the Gillespie method \[24\] [26]. It gives the user several visualization tools for the data, as well as the option to download data for more in-depth exploration. The application is user-friendly, and has use in both in-depth research studies as well as teaching and demonstration settings.

popsim has several built-in models of protein aggregation, each composed of a combination of several individual reaction mechanisms. Each mechanism describes a single reaction or a single "type" of reaction which may occur within the system volume. In this section, we will briefly describe the various reaction mechanisms in terms of their chemical reactions and show which combinations are included in the various models. Some of the reaction details can be found also in \[13\] [22] [27] and their connections to the stochastic kinetic model pointed out below as well as in \[22\].

A. Basic reaction mechanisms

1. Monomer addition and subtraction

Monomer addition, and its reverse, monomer subtraction, is the reaction mechanism through which protein aggregates grow and shrink by gaining or losing one monomer at a time. It is described by the chemical reaction

\[ M_1 + M_r \xrightarrow{a \ b} M_{r+1}, \]

where \( M_r \) is an aggregate composed of \( r \) monomers (an \( r \)-mer) and \( a \) and \( b \) are the rate constants for the forward reaction (addition) and reverse reaction (subtraction), respectively. These two mechanisms are, by themselves, a simple model of aggregation also known as the Becker-Doring model of nucleation \[28\] [29]. The rate equations describing these reactions are

\[
\frac{dc_r}{dt} = ac_r (c_{r-1} - c_r) + b(c_{r+1} - c_r),
\]

\[
\frac{dc_1}{dt} = - \sum_{r=n_c} c_r \frac{dc_r}{dt},
\]

where \( c_r \) is the concentration of \( r \)-mers and the associated propensity functions, which are weighting factors for specific reactions to be used in the Gillespie stochastic simulation algorithm \[22\] [24], are given by

\[
W_{r+} = a' N_1 c_r,
\]

for addition and

\[
W_{r-} = b' N_r,
\]

for subtraction, where \( N_r \) is the population of \( r \)-mers and the primes signify that we are using the stochastic rate constants, defined below.

2. Coagulation and fragmentation

In real systems, aggregates may also merge with (coagulate) or break from (fragment) each other. This is described by the chemical reaction

\[ M_r + M_s \xrightarrow{k_+} M_{r+s}, \]

where \( k_+ \) and \( k_- \) are the rate constants for coagulation and fragmentation, respectively. The set of rate equations describing the change in concentration of \( r \)-mers due to these reactions is given by

\[
\frac{dc_r}{dt} = k_+ \left[ \sum_{s=n_c} c_s c_{r-s} - \sum_{s=n_c} (1 + \delta_{rs}) c_r c_s \right] + k_- \sum_{s=2}^{\infty} (1 + \delta_{rs}) c_{r+s} - (r - 3)c_r,
\]

where \( \delta_{rs} \) is the Kronecker delta function, and the propensity functions are given by

\[
W_{rs+} = k'_+ N_r (N_s - \delta_{rs})
\]

for an \( r \)- and \( s \)-mer becoming an \( (r + s) \)-mer and

\[
W_{rs-} = k'_- N_{r+s}.
\]

The \( \delta_{rs} \) is to account for the fact that two of the same sized polymers may combine. Again primes denote the stochastic rate constants defined later.
3. Primary Nucleation

Primary nucleation process, by which a critical nucleus is formed from \( n_c \) monomers, is described by the chemical reaction

\[
n_c M_1 \xrightleftharpoons[k_n^*]{k_n} M_{n_c},
\]

where \( k_n \) is the primary nucleation rate constant and \( k_n^* \) is a model-dependent composite rate constant for the dissociation of sub-critical polymers. The rate equation describing how the concentration of critical nuclei changes is

\[
dc{n_c}{dt} = k_n c_{n_c}^n - \bar{k}_2 M_{n_c}.
\]

Thus here we neglect the reverse dissociation reaction, which is often dominated by the forward reaction. The propensity function for this reaction is

\[
W_n = k'_n \prod_{s=0}^{n_c-1} (N_1 - s),
\]

When primary nucleation is included in a model, it is assumed that no polymers smaller than \( n_c \) exist, as such the rate constant \( k_n^* \) depends on all other mechanisms which would produce a sub-critical polymer.

4. Secondary nucleation

Secondary nucleation, or heterogeneous nucleation, is an auto-catalytic process where new aggregates are formed on the surface of existing aggregates. Secondary nucleation can be modeled by a two-step process \[13\] given by the chemical reactions

\[
n_2 M_1 + M_S \xrightleftharpoons[k_f]{k_b} (M_{n_2} + M_S)_{\text{bound}} \xrightarrow[k_2]{\text{bound}} M_{n_2} + M_S,
\]

where \( M_S \) is a measure of the available surface active sites to which monomers can bind and \( k_f, k_b \) and \( k_2 \) are the rate constants for surface attachment and detachment of monomers, and the production of new secondary nuclei, respectively. An in-depth discussion of this mechanism can be found in \[13\], but it is worth noting that a limiting case of this mechanism is given by the catalytic chemical reaction

\[
n_2 M_1 + M_S \xrightarrow[k_2]{\text{bound}} M_{n_2} + M_S,
\]

otherwise known as one-step secondary nucleation. In one-step nucleation, the three rate constants \( k_f, k_b \) and \( k_2 \) reduce to a single rate constant for the production of nuclei, \( k_2 \). As of this writing, \textit{popsim} includes only one-step secondary nucleation, whose propensity function is given by

\[
W_2 = k'_2 N_S \prod_{s=0}^{n_2-1} (N_1 - s),
\]

where \( N_S \) is the number of surface active sites available to monomers.

B. Available models

\textit{popsim} includes three basic models of protein aggregation. They are combinations of mechanisms described in the previous section. None of the default models include the effects of crowders or secondary nucleation, but the user may select versions of the model which do.

1. Oosawa model

The Oosawa model \[27, 30\] is a combination of primary nucleation, monomer addition and monomer subtraction. It is the simplest model available, but describes very well many aggregating polymers such as actin \[13, 27\].

2. Smoluchowski model

The generalized Smoluchowski model combines coagulation and fragmentation with the Oosawa model. Due to the additional mechanisms, there are a wider variety of systems for which this model is useful \[11, 13, 31\]. Additionally, limiting cases of this model (ie. without fragmentation, or without coagulation) can be investigated by simply setting the appropriate rate constants to 0.

3. Smoluchowski with Becker-Doring nucleation

This is the most complex of the three models. It is a combination of simple monomer addition and subtraction up to a certain size (\( r < n_c \)), above which aggregates behave according to the generalized Smoluchowski model (\( r \geq n_c \)). Effectively, this model replaces Oosawa primary nucleation with a more accurate model of nucleation \[29, 32\].

C. Effects of macromolecular crowders

The effects of crowding molecules are included through use of formulas found by applying the scaled particle theory (SPT) of fluid mixtures \[9, 13, 27, 33–36\]. We give only the resulting equations in this section. Interested readers may refer to the references for a detailed derivation. Effectively, crowding plays prominent role only for
growth processes (nucleation, coagulation, etc.). For coagulation, the rate constant is found to be

\[ k_+ = \frac{\gamma}{\alpha} k^0_+ , \]

where \( k^0_+ \) is the rate constant without crowders and \( \gamma \) and \( \alpha \) are calculated from SPT. The rate constant for monomer addition is a specific case of the previous equation and is identical in form. The primary nucleation rate constant is

\[ k_n = \left( \frac{\gamma}{\alpha} \right)^{n_c - 1} k^0_n \]

and one-step secondary nucleation

\[ k_2 = \gamma^{n_2} \Gamma k^0_2 , \]

where superscript 0 again denotes the crowderless rate constant value and \( \Gamma \) is another factor from SPT [36]. For details on how to calculate the SPT parameters, the reader may refer to the references [13, 34, 35].

popsim assumes spherical crowders, spherical monomers and spherocylindrical aggregates. The variables required for simulation are:

1. monomer radius, \( r_1 \)
2. crowder radius, \( r_c \)
3. spherocylindrical radius, \( r_{sc} \), and
4. crowder volume fraction, \( \phi \).

Each model in popsim has the option to include the effects of crowders, making it a very powerful tool for exploring the dynamics of proteins within inherently crowded living cells.

III. GILLESPIE STOCHASTIC SIMULATION ALGORITHM

popsim implements the Gillespie stochastic simulation algorithm (SSA), which is a method for generating statistically correct trajectories of a system of molecules undergoing discrete reaction steps. It is particularly useful for investigating the behavior of small numbers of reacting particles (i.e. small system volumes), for which number fluctuations are comparable to the total number of reactants and continuous rate equations are inaccurate in describing the reaction processes. The algorithm is given in [22] and included here for completeness:

1. Set the initial species populations and set \( t = 0 \).
2. Calculate the transition rate or the propensity function, \( r_i \), for each of the \( M \) possible reactions.
3. Set the total transition rate \( Q = \sum_{i=1}^{M} r_i \).
4. Generate two uniform random, (0,1), numbers, \( u_1 \) and \( u_2 \).
5. Set \( \Delta t = \frac{1}{Q} \ln(\frac{1}{u_1}) \).
6. Find \( \mu \in [1, .., M] \) such that \( \sum_{i=1}^{\mu-1} r_i < u_2 Q < \sum_{i=1}^{\mu} r_i \).
7. Set \( t = t + \Delta t \) and update molecular species based on reaction \( \mu \).
8. Return to step 2 and repeat until an end condition is met.

A. Calculating stochastic rate constants

In the previous sections, we have discussed chemical species in terms of their bulk concentration in solution. Since popsim deals with discrete populations of species, it is necessary to relate the bulk rate constants, which are volume independent, to the volume-dependent stochastic rate constants. As an example, the bulk rate of change in the concentration of nuclei due to primary nucleation is given by

\[ \frac{dc_n}{dt} = k_n c_n , \]

where all \( c \) are in units of molar concentration. Using the relationship

\[ c_i = \frac{N_i}{N_A V} , \]

where \( N_i \) is the number of species of size \( i \), \( V \) is the system volume and \( N_A \) is Avogadro’s number, the rate of change of the number of nuclei due to primary nucleation is found to be

\[ \frac{dN_n}{dt} = k_n \left( \frac{c_0}{N_0} \right)^{n_c - 1} N_1^{n_c} . \]

Again, making use of the relationship between concentration and volume, the stochastic rate constant is found to be

\[ k'_n = \left( \frac{c_0}{N_0} \right)^{n_c - 1} k_n , \]

where \( N_0 \) and \( c_0 \) are the initial number and bulk concentration of monomers, respectively. The other stochastic rate constants (’ ) are given, relative to their bulk coun-
terparts, as follows:

\[
\begin{align*}
\alpha' &= \left( \frac{c_0}{N_0} \right) \alpha \\
\kappa_+ &= \left( \frac{c_0}{N_0} \right) \kappa_+ \\
\k'_f &= \left( \frac{c_0}{N_0} \right) k_f \\
\k'_2 &= \left( \frac{c_0}{N_0} \right) k_2 \\
b' &= b \\
\k'_- &= k_- \\
\k_b &= k_b \\
\k_2 &= \bar{k}_2.
\end{align*}
\]

popsim makes these calculations automatically, thus the user need only have bulk system parameters, which are much more readily available and interpreted.

B. Data visualization in popsim

Multiple ways to visualize data are provided in popsim. Time evolutions of the average aggregate mass, \(M\), average length of the filamentous aggregates, \(<L>\), and average number of fibrils, \(P\) can be visualized. The averages are taken over many individual runs. On the other hand, \(M\) and \(L\) values of individual runs as functions of time are also available to visualize. Furthermore, the standard deviations of \(M\), \(L\), and \(P\) as functions of time can also be plotted. In popsim you can also plot the histogram of aggregate size distribution as it evolves as a function of time. Finally, the reaction frequency or propensity plot to rank each reaction mechanism can be plotted at various reaction times.

IV. RESULTS AND DISCUSSION

In this section, using Gillespie’s stochastic method we study the kinetic behaviors of five sets of rate parameters reported in the literature. These sets of rate parameters, for convenience, have been labeled as Ab40, Ab42-JSS, Ab42-Cohen, Ab40-Meisl, and Ab42-Meisl, are listed in Table I. The first three sets of rate parameters, Ab40, Ab42-JSS, and Ab42-Cohen, are given in Ref. [13] and the last two sets are listed in Ref. [18]. We present and discuss the results that we obtain by carrying out simulations for these sets of rate parameters using the stochastic kinetic method, i.e., the popsim simulator, presented in the earlier sections.

A. Ab40 versus Ab42-JSS

In this subsection, we consider the differences in kinetic behaviors represented by the two sets of reaction parameters: Ab40 and Ab42-JSS. In general we examine the average behaviors of many individual stochastic runs in popsim to determine, for instance, whether a system has reached steady-state or equilibrium. As mentioned in previous section, individual runs can behave quite different from the average. A measure of such fluctuations is standard deviation of a certain quantity. One important indicator of the kinetic behavior is the halftime, \(t_{1/2}\), which is here defined by the time when half of the protein is found to be in aggregated form. To begin with, we study the fluctuations of the aggregate mass, \(M\). In popsim you can also plot the histogram of aggregate size distribution as it evolves as a function of time. Finally, the reaction frequency or propensity plot to rank each reaction mechanism can be plotted at various reaction times.
volume increases, $t_{1/2}$ decreases, that is, average aggregation rate speeds up. A statistical interpretation of this is that $t_{1/2}$ is bounded by $(0, \infty)$, thus increased importance of fluctuations will tend to push $t_{1/2}$ to the right at small enough $N$. With $\phi$, as the amount of crowders increases $t_{1/2}$ decreases due to entropy effect [11,13]. However, comparison between the kinetic behaviors of $\beta_40$ and $\beta_42$, based on these two sets of rate parameters leads to an unexpected result that it seems that $\beta_40$ has a higher aggregation rates than $\beta_42$. It seems to lead something that is contrary to what we would have expected, that is, $\beta_42$ had a higher aggregation rates than $\beta_40$. This could mean we would not be in favor of choosing $\beta_42$ as our set of parameters, until we examine other aspects of the reaction kinetics. Using popsim we can easily obtain the time evolution of the average length of the fibrils and that of the oligomer size distribution. For $\beta_40$, the steady-state value of the average length, $< L >$, is about 41.6 for $N = 1000$ to 40,000 and the peak size of the polymer size distribution is 46 around $N = 1000$ and 51 around $N = 5000$. On the other hand, for $\beta_42$, $< L >$ approaches only about 4.12 for $N = 1000$ to $< L > = 4.43$ for $N = 10,000$ and peak size of the size distribution is 4 for $N = 1000$, 8 for $n = 3000$, and 9 for $N = 5000$. Therefore, the average size of the fibrils or oligomers is much smaller in the case of $\beta_42$. Taking a closer look at the five sets of parameters, we can attribute the size distribution to two factors: $n_c = n_2 = 3$ for $\beta_42$ and $n_c = n_2 = 2$ for the other 4 sets of parameters and the rate for monomer subtraction is non-zero for $\beta_42$, but zero for the rest of parameter sets. Furthermore, it seems that half-life, or the incubation period, is mainly determined by the rate constant for the primary nucleation. The primary nucleation rate of $\beta_40$ is the largest among all five primary nucleation rates. As mentioned above, the values of $N$ and the amount of crowders present may cause the change of $t_{1/2}$ as well. For higher $\phi$ value, for example, $\phi = 0.2$, $t_{1/2}$ of $\beta_42$ becomes smaller than that of $\beta_40$.

Next, we return to the question whether we can justify the validity of the $\beta_42$ set of rate parameters in relation to the $\beta_40$ set. According to the current version of the amyloid hypothesis the small, soluble oligomers of $\beta$-amyloid peptides may be more neurotoxic than larger fibrils, such as amyloid plaques. The presence of the high population of the smaller oligomers, such as tetramers to octamers, in the steady-state in the $\beta_42$ set that we mentioned earlier would suggest the higher toxicity of $\beta_42$ compared to $\beta_40$. This certainly lends support to the validity of $\beta_42$ as a useful set of parameters for $\beta_42$.

As a side note, at a higher $\phi$ value the smaller $t_{1/2}$ values in the $\beta_42$ set than those of the $\beta_40$ set are observed. This fact may again help justifying the $\beta_42$ set. In the brain $\beta$-amyloid peptides are present in the space outside the brain cells. This space is confined and distorted, if not crowded. The confinement effects are to a certain extent similar to the effects of molecular crowding. In this way, the lower values of half-life at higher $\phi$ may to a certain extent lend support to the $\beta_42$ set of rate parameters.

B. $\beta_40$ versus $\beta_42$-Cohen

As discussed above, the primary nucleation rate constant of $\beta_40$ is greater than those of any other set. For $\beta_42$-Cohen, that rate is about one order of magnitude smaller, thus the halftimes are larger than those of $\beta_40$ for $N$ ranges from 500 to 10,000. For the range of $\phi$ investigated, from 0 to 0.2, halftimes of $\beta_42$-Cohen stay larger than those of $\beta_40$. For details, we refer to Fig. 3, where the halftime is plotted as a function of $N$ and $\phi$. Incidentally, for these two sets of rate parameters, $n_c$ and $n_2$ are both equal to 2. As in the case of $\beta_42$, we should check other features of reaction kinetics, such as average length of the fibrils. This does not help either, for
the steady-state $< L >$ value is about 56 for Ab42-Cohen and is about 41.6 for Ab40. The peak size of the fibril size distribution for Ab42-Cohen is about 61, compared to 46 for Ab40. Based on the above observations we may suspect the usefulness of the Ab42-Cohen parameter set for the peptide Aβ42. However, a chance of saving this set of parameters is at high N values. Using the popsim simulator, for $N = 40,000$ we obtain $t_{1/2} = 3.6$ hr using the Ab42-Cohen parameter set, compared to 9.3 hr for the Ab40 set. This arises from the fact that as $N$ increases the halftime drops down faster for the Ab42-Cohen set than for the Ab40 set.

C. Ab40-Meisl versus Ab42-Meisl

In this subsection, we examine results obtained using popsim to simulate the kinetic behaviors of the Ab40-Meisl and Ab42-Meisl sets of parameters and compare their behaviors against those of the other sets of parameters. To start with, both the sizes of the primary nucleus and secondary nucleus are 2 for the Ab40-Meisl and Ab42-Meisl sets. First, from Table I we see that the reaction rate of monomer addition of Ab40-Meisl is one order of magnitude greater than that of Ab42-Cohen and more than two orders of magnitude greater than those of Ab42-JSS and Ab40. The monomer addition rate of Ab42-Meisl is another order of magnitude greater than that of Ab40-Meisl. On the other hand, the rate of primary nucleation of Ab40-Meisl is the lowest among all sets of parameters, that of Ab42-Meisl is two orders of magnitude higher, which is in the middle of the range. Since the halftime is mainly determined by the rate of primary nucleation, its value for Ab40-Meisl shown in Table II is 9364 hr, or 390 days, longest among all sets of parameters, for $N = 3000$ and that for Ab42-Meisl as shown in Table III is 61 hr, or 2.5 days. The very large rate of monomer addition means that once the primary nucleus is formed, it will grow long very quick. This yields quite different result from the previous three sets of rate parameters. The stochastic kinetic simulations using popsim show in Tables II and III that there is essentially one fibril growing to about the full length. In these tables, $< L >$ denotes the experimental data value of the average fibril length and $P$ the average number of fibrils. In the presence of crowders, as $\phi$ increases the chance of creating additional fibrils increases. A similar effect is seen as $N$ increases. However, the number of fibrils remain small. As shown in Table III, the highest average fibril number obtained is 3.46, when $\phi$ increases to 0.1. In general, as the volume fraction of crowers increases, the secondary nucleation becomes more important. The number of aggregates, $P$, increases and the average length of aggregates, $< L >$, and the size of the peak of the aggregate size distribution, decrease. As $\phi$ increases above 0.15, secondary nucleation may even overtake monomer addition as the most important reaction mechanism. Due to the overwhelmingly large magnitude, monomer addition is usually the dominating reaction mechanism for the Aβ systems in, at least, the crowderless condition.

The halftimes shown in Table II for Ab40-Meisl and Table III for Ab42-Meisl seem to support the idea that these sets of rate parameters are useful for the simulations for Aβ40 and Aβ42, because the rate of growth rate of Aβ42 would be much higher than that of Aβ40. However, a word of caution is that these sets of rate parameters were obtained through fitting experimental data by solving rate equations [13]. The rate equations, which described how concentrations of chemical species evolve, are effective only when concentrations of chemical species are well-defined. A concentration, however, is a thermodynamic quantity, which is useful, only when the number of the chemical species involved is large, for the fluctuation is inversely proportional to the number of the chemical species. The rate equation approach should not be considered justified, if throughout a reaction process the numbers of chemical species remain close to unity.

V. COMMENTS

A. System volume

Stochastic simulations inherently deal with small numbers of particles and, thus, small volumes. It is relatively simple to calculate the volume of the system in question from initial conditions by rearranging the concentration relationship to find

$$V = \frac{N_0}{N_A c_0}.$$ 

Typically the smaller the simulation volume, the larger fluctuations will be relative to total number of particles. This is where popsim and stochastic simulation become increasingly useful.
TABLE I: All 5 sets of reaction rate, length and other parameters. All quantities with superscript 0 denote rates for the crowderless cases. The unit for $k_2$ is $\mu M^{-n_2} h^{-1}$.

|       | Ab40  | Ab42-JSS | Ab42-Cohen | Ab42-Meisl | Ab42-Meisl |
|-------|-------|----------|------------|------------|------------|
| $n_c$ | 2     | 3        | 2          | 2          | 2          |
| $n_2$ | 2     | 3        | 2          | 2          | 2          |
| $C_0^r$ | 5.0 $\mu M$ | 5.0 $\mu M$ | 5.0 $\mu M$ | 3.5 $\mu M$ | 3.5 $\mu M$ |
| $a^0$ | 3.6 $\mu M^{-1} h^{-1}$ | 8.34 $\mu M^{-1} h^{-1}$ | 85.0 $\mu M^{-1} h^{-1}$ | 10 800 $\mu M^{-1} h^{-1}$ | 10 800 $\mu M^{-1} h^{-1}$ |
| $b^0$ | 0     | 0        | 0          | 0          | 0          |
| $k_c^0$ | 0     | 0        | 0          | 0          | 0          |
| $k_2^0$ | 1.43 $\times 10^{-2} h^{-1}$ | 1.43 $\times 10^{-2} h^{-1}$ | 1.43 $\times 10^{-2} h^{-1}$ | 1.43 $\times 10^{-2} h^{-1}$ | 1.43 $\times 10^{-2} h^{-1}$ |
| $k_3^0$ | 1.19 $\times 10^{-5} $ $\mu M^{-1} h^{-1}$ | 9.91 $\times 10^{-8} /\mu M^{-2} h^{-1}$ | 1.72 $\times 10^{-6} $ $\mu M^{-1} h^{-1}$ | 1.72 $\times 10^{-6} $ $\mu M^{-1} h^{-1}$ | 1.72 $\times 10^{-6} $ $\mu M^{-1} h^{-1}$ |
| $k_f^0$ | 6.30 $\times 10^{-2} h^{-1}$ | 1.74 $\times 10^{3} h^{-1}$ | 0.276 $h^{-1}$ | 0          | 0          |
| $k_b^0$ | 30.38 $h^{-1}$ | 1.78 $\times 10^{3} h^{-1}$ | 0.124 $h^{-1}$ | 0          | 0          |
| $r_c^0$ | 1.304 $\times 10^{-3}$ | 1.68 $\times 10^{-4}$ | 0.0164 | 0          | 0          |
| $r_1$ | 2.26 nm | 2.26 nm | 2.26 nm | 2.26 nm | 2.26 nm |
| $r_{sc}$ | 2.4 $r_1$ | 2.5 $r_1$ | 2.0 $r_1$ | 2.0 $r_1$ | 2.0 $r_1$ |
| $A_1$ | 2.35 $\times 10^{-8} \text{nm}^{-xi}$ | 2.35 $\times 10^{-8} \text{nm}^{-xi}$ | 2.35 $\times 10^{-8} \text{nm}^{-xi}$ | 2.35 $\times 10^{-8} \text{nm}^{-xi}$ | 2.35 $\times 10^{-8} \text{nm}^{-xi}$ |
| $\xi$ | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 |

TABLE II: Results for Ab40-Meisl. $t_{1/2}$ halftime; $\langle L \rangle$, peak size, and $P$ are steady-state values of aggregate length, peak size of the size distribution, and number of aggregates.

|       | $N = 3000$ | $N = 5000$ |
|-------|------------|------------|
| $\phi$ | 0 0.05 0.1 | 0 0.05 0.1 |
| $t_{1/2}$ | 9364 4733 2263 | 5235 3261 1354 |
| $\langle L \rangle$ | 2920 2690 1890 | 4640 3730 1900 |
| Peak Size | 2236 2087 1938 | 3736 3487 3238 |
| $P$ | 1 1.21 1.89 | 1.14 1.56 2.89 |

TABLE III: Results for Ab42-Meisl.

|       | $N = 3000$ | $N = 10000$ |
|-------|------------|------------|
| $\phi$ | 0 0.05 0.1 | 0 0.05 0.1 |
| $t_{1/2}$ | 61.29 35.25 16.44 | 19.95 7.69 4.53 |
| $\langle L \rangle$ | 2970 2890 2510 | 9170 7280 3180 |
| Peak Size | 2087 2236 2236 | 7486 7486 5490 |
| $P$ | 1.02 1.08 1.35 | 1.17 1.62 3.46 |

B. Size distribution

In this article we have examined five sets of rate parameters for the kinetic behaviors of Ab40 and Ab342. It turns out quite diverse results are predicted for the two peptides. For instance, the steady-state average aggregate size predicted (for $N = 3000$) for Ab42 are, respectively, 4.43, 45.3, 2970 based on the Ab42-JSS, Ab42-Cohen, and Ab42-Meisl sets of parameters. Because of such very different kinetic behaviors predicted, it is, in principle, easy to determine which set is more correct by carrying out one additional experimental measurement, for example, the aggregate size distributions. The tools for such measurements are already available, for example, atomic force microscopy [37] or cryo-EM methods [38]. Measurements of the size distributions should be the best way in the present case to determine which sets of rate parameters are the proper ones to use.

C. Availability

popsim can be accessed by anyone at www.popsim.xyz and is being continuously developed by the authors.
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