QUANTUM MECHANICS FOR CLOSURE OF DYNAMICAL SYSTEMS∗
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Abstract. We propose a scheme for data-driven parameterization of unresolved dimensions of dynamical systems based on the mathematical framework of quantum mechanics and Koopman operator theory. Given a system in which some components of the state are unknown, this method involves defining a surrogate system in a time-dependent quantum state which determines the fluxes from the unresolved degrees of freedom at each timestep. The quantum state is a density operator on a finite-dimensional Hilbert space of classical observables and evolves over time under an action induced by the Koopman operator. The quantum state also updates with new values of the resolved variables according to a quantum Bayes’ law, implemented via an operator-valued feature map. Kernel methods are utilized to learn data-driven basis functions and represent quantum states, observables, and evolution operators as matrices. The resulting computational schemes are automatically positivity-preserving, aiding in the physical consistency of the parameterized system. We analyze the results of two different modalities of this methodology applied to the Lorenz 63 and Lorenz 96 multiscale systems, and show how this approach preserves important statistical and qualitative properties of the underlying chaotic systems.
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1. Introduction. Among the foundational problems in the modeling of complex dynamical systems is the question of how to account for fine-grain degrees of freedom which are too computationally complex to model directly. The Earth’s climate system is a classical example of a multiscale, multiphysics system where direct numerical simulation of all relevant degrees of freedom is not computationally feasible (now, and for the foreseeable future [28]), necessitating the use of subgrid-scale models to represent unresolved degrees of freedom. For example, cloud formation (a highly influential process on climate scales) is in part determined by microscopic chemical processes and turbulent convective motions in the atmosphere across the entire globe. Representations of convective cloud physics within global climate models (GCMs) has thus relied on surrogate models of small-scale processes to approximate their aggregate contribution over the larger spatiotemporal climate scales [39]. This is a methodology known as closure, or parameterization, and besides climate dynamics it finds applications in many disciplines dealing with complex time-dependent phenomena, e.g., [65, 25].

In this paper, we present a new framework for closure of dynamical systems that models the unresolved degrees of freedom as a quantum mechanical system. Our approach extends a recently developed operator-theoretic framework for data
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assimilation, called quantum mechanical data assimilation (QMDA) [32, 29], to the setting of two-way coupling between classical and quantum systems representing the resolved and unresolved dynamics, respectively.

1.1. Parameterization. Early approaches to parameterization, e.g., [1, 30], were based on low-order bulk formulas representing an average flux from unresolved degrees of freedom to the resolved variables. These formulas are typically constructed using physical reasoning, and feature a small number of parameters that can be tuned, e.g., using observational data, so as to best match the behavior of nature, or a high-resolution reference model, on the resolved scales. More recently, with the advent of the “big data” era, data-driven parameterization schemes have received considerable attention [12, 11, 75]. These approaches employ training data generated by high-resolution, targeted simulations to learn models of the unresolved flux terms as functions of the resolved variables. The premise of these machine learning approaches is that by fitting closure models in a high-dimensional hypothesis space one can discover functional relationships between the resolved and unresolved variables that would be difficult to do on the basis of physical reasoning and/or asymptotic analysis alone. Indeed, this approach has been shown to outperform conventional parameterizations in terms of capturing the statistical behavior of the resolved variables in a variety of settings [12, 11, 75].

A common feature of parameterization schemes, including the methods outlined above, is dimension reduction. That is, the contribution of the unresolved variables is made to be a function only of larger-scale variables which can be feasibly simulated or consistently measured. Effectively, this means that the equations governing the parameterized small-scale processes lose whatever independence they had from the resolved processes. In the paper [61], Palmer uses ideas from dynamical systems theory (in particular, the Poincaré-Bendixson theorem) to show that in some circumstances, dimension-reducing parameterizations will necessarily yield a system which is not chaotic. Palmer points out that since the chaotic nature of the climate is a vital aspect of its long-term behavior, a loss of chaotic dynamics could be a confounding factor in long-term statistical fidelity. In other words, the (partial) independence of small-scale processes could be a fundamental component of the qualitative behavior of large-scale processes. Simplifying the small-scale subsystems with functional dependencies exclusively in terms of other variables could thus result in the loss of dynamical complexity in the climate model, and substantially change the qualitative behavior of long-term climate predictions.

Palmer proposed a solution to this issue, in which unresolved scales were parameterized by a stochastic variable rather than a deterministic model. Altering the system to have a stochastic component effectively corresponds to state space augmentation; that is, the state space of the parameterized system now includes the resolved variables and the event space associated with the stochastic variables. As a result, the act of approximating some component of the state space no longer makes the parameterized variable totally determined by other components of the system through a functional relationship, which means there is no longer necessarily an erasure of the chaotic behavior. The probability density function of the stochastic variable in Palmer’s example was based on some known information about the system (making its stochastic behavior mimic, in some sense, the deterministic behavior of the fully defined component).

More broadly, stochastic parameterization schemes provide a means of restoring the independence between resolved and unresolved degrees of freedom, while main-
taining computational tractability, by representing the unresolved degrees of freedom as realizations of a stochastic process [57, 53, 73, 21, 18, 6]. In systems exhibiting timescale separation, a common route to stochastic parameterization is to derive stochastic differential equations (SDEs) for the unresolved variables by taking homogenization limits of the primitive governing equations [62, 58, 47]. Alternatively, and particularly in systems where the unresolved dynamics are not consistent with SDEs, stochastic closure schemes are constructed by parameter inference from training data [68]. Recent works have used ideas from data assimilation [56, 51] to sequentially learn the parameters of stochastic closure models from noisy partial observations [16, 38, 17, 52].

In placing these methods and results in context, it should be kept in mind that stochasticity of the parameterized dynamics is not a necessary ingredient for successful subgrid-scale modeling—rather, it is the act of representing unresolved degrees of freedom by surrogate dynamical models (of either deterministic or stochastic nature) that can lead to improved performance over parameterization schemes based on pure functional relationships with the resolved variables. Indeed, in multiscale dynamical systems exhibiting averaging principles [62, 3], the effective slow dynamics is deterministic. The heterogeneous multiscale method [25] is a general multiscale modeling framework that leverages averaging principles to build microscale models for unresolved variables—in a broad range of applications, these models are deterministic. In atmospheric dynamics, one of the most successful approaches to parameterization, called super-parameterization, involves coupling a coarse atmospheric model with embedded column models of moist convection in each gridbox [40], and these models are again oftentimes (but not always [41]) deterministic.

1.2. Quantum mechanical data assimilation. QMDA is a technique for sequential data assimilation (filtering) of partially observed dynamical systems [56, 51], combining elements of Koopman operator theory [26] with the Dirac–von Neumann quantum mechanical evolution and measurement axioms [71]. In QMDA, the density operator from quantum mechanics is employed as a generalization of the probability distribution for the system state in Bayesian data assimilation, the assimilated observables are represented by self-adjoint multiplication operators, and dynamical evolution of observables takes place under the unitary action of the Koopman operator. When observations are made, the density is updated via a projective von Neumann measurement, which is analogous to the Bayesian analysis step. Thus, under the assumption that the assimilated signal is governed by a classical dynamical system, QMDA comprises a one-way-coupled classical-quantum system, where the classical system influences the state of the quantum system through the observation map but the quantum system does not influence the state of the classical system.

QMDA addresses a number of challenges in classical data assimilation, as it avoids the need for ad hoc Gaussian approximations, does not require diffusion regularization, and automatically preserves sign-definite quantities. Being rooted in linear operator theory, the method also has an asymptotically consistent, data-driven formulation, whereby operators are represented by matrices in a data-driven basis learned from time-ordered data using kernel algorithms [7, 31, 8, 23].

1.3. Our contributions. Building on the QMDA framework, we propose a data-driven technique for closure of dynamical systems that employs a quantum mechanical system as a surrogate model of the unresolved degrees of freedom. The surrogate quantum system evolves in tandem with the classical system for the resolved variables via two-way coupling, generalizing the one-way coupling in QMDA.
Fig. 1: Schematic representation of a QMCl cycle. The diagram illustrates the update procedure for the classical degrees of freedom (resolved variables) $x_n$ and the quantum state (density operator) $\rho_n$ over one timestep. We advance the resolved variables to their value $x_{n+1}$ at time $t_{n+1} = t_n + \Delta t$ using the values $x_n$ at time $t_n$ and the flux terms obtained by evaluation of a quantum mechanical observable on the state $\rho_n$ (red arrow). Moreover, we advance the quantum state $\rho_n$ to a prior state $\tilde{\rho}_{n+1}$ at time $t_{n+1}$ through a unitary evolution step induced by the Koopman operator. The state $\tilde{\rho}_{n+1}$ is then updated to the posterior $\rho_{n+1}$ via a projective update (quantum Bayes’ rule) induced by a quantum feature map (blue arrow). The cycle is repeated to advance the coupled classical–quantum states $(x_{n+1}, \rho_{n+1})$ at later times.

A schematic overview of our approach, which we call Quantum Mechanical Closure (QMCl), is depicted in Fig. 1.

At any time $t_n$, the state of the quantum mechanical system is represented by a density operator $\rho_n$ acting on a Hilbert space $H_L$ of (finite) dimension $L$. The closure terms needed to advance the resolved variables $x_n$ at time $t_n$ to their state $x_{n+1}$ at time $t_{n+1} = t_n + \Delta t$ are obtained by evaluation of a quantum mechanical observable $A$ (i.e., a self-adjoint operator acting on $H_L$) on the state $\rho_n$. Intuitively, the density operator $\rho_n$ can be thought of as a non-commutative analog of a classical probability density, and the evaluation of $A$ on $\rho_n$ is analogous to the evaluation of an expectation functional in classical probability theory. Thus, the update $x_n \mapsto x_{n+1}$ given $\rho_n$ can be thought of as ensemble update based on the statistical information about the unresolved degrees of freedom encoded in $\rho_n$.

To advance $\rho_n$ to the quantum state $\rho_{n+1}$ at time $t_{n+1}$, we first employ a unitary evolution map, $\rho_{n+1} \mapsto \tilde{\rho}_{n+1}$, induced by the Koopman operator of the dynamical system [26]. Then, we update $\tilde{\rho}_{n+1} \mapsto \rho_{n+1}$ projectively given the resolved variables $x_{n+1}$ using an operator-valued function that we call a quantum feature map. These steps will be described precisely below, but for now we note that the unitary Koopman evolution can be thought of as being analogous to the forecast step in data assimilation [56, 51]. In this analogy, the Koopman evolution leads to a “prior” state $\tilde{\rho}_{n+1}$, which is updated projectively to the “posterior” $\rho_{n+1}$ given $x_{n+1}$ analogously to the Bayesian analysis step in data assimilation. In quantum information theory, the values of the feature map used here to assimilate the resolved degrees of freedom are known as quantum effects [42]. Quantum effects generalize the notion of events in classical statistics.

The principal distinguishing aspects of QMCl are as follows.

1. We cast the problem of closure of dynamical systems into the framework of operator theory and quantum information theory. Non-abelian quantum systems are known to exhibit new types of behavior (such as entanglement and superposition), and offer greater capacity to encode information than classical
systems [37]. In particular, the dimension of the space of density operators on an $L$-dimensional Hilbert space is $O(L^2)$, whereas the dimension of the space of $L$-dimensional probability density vectors is $O(L)$. Our main premise is that the mathematical framework of quantum mechanics provides a flexible arena for building closure schemes for classical dynamical systems enjoying favorable structure preservation and asymptotic consistency properties.

2. Positivity preservation: Our procedure for constructing the coupled classical–quantum system depicted in Fig. 1 employs, as an intermediate step, an information-preserving embedding of the full dynamical system (i.e., both the resolved and unresolved degrees of freedom) into an infinite-dimensional quantum system. This system is projected to the finite-dimensional system on the Hilbert space $H_L$. The process of embedding the classical system into the infinite-dimensional quantum system before projecting into finite dimensions allows us to take advantage of properties of non-abelian operator spaces to ensure that the parameterization scheme is positivity preserving. That is, positive-definite flux terms from the unresolved variables to the resolved variables in the original system are represented by positive-definite operators in the QMCl-parameterized system (and similarly for negative-definite terms). This addresses an important problem in data-driven subgrid-scale modeling, where failure to preserve the sign of sign-definite quantities (e.g., moisture in an atmospheric circulation model) is recognized as a significant source of bias and numerical instability [75].

3. Data-driven formulation: QMCl employs a closely-related data-driven formulation to QMDA, which uses eigenfunctions of kernel integral operators as data-driven basis functions for representation of linear operators [7]. The training data requirements of QMCl are comparable to other data-driven closure schemes, and typically comprise of time series of the resolved variables and the unresolved fluxes. In what follows, we explore scenarios where training data for building the basis are either directly available from integrations of the full model (as would be the case, e.g., when coarsening a high-resolution climate model [11, 12, 75]), or they are constructed from the resolved variables (as would be the case, e.g., when learning residuals of imperfect models from observations of nature). In the latter scenario, we use delay-coordinate embedding techniques [66] to improve the the richness of our approximation models. Using techniques for pointwise and spectral approximation of linear operators [15, 72], the data-driven QMCl models converge in the large-data limit to data-independent finite-dimensional models on the Hilbert space $H_L$. Increasing the dimension parameter $L$ allows the finite-dimensional models to capture increasingly high-dimensional subgrid-scale dynamics.

In this paper, we describe the mathematical framework and associated computational algorithms of QMCI. Moreover, we demonstrate the behavior of the scheme in two test systems: the Lorenz 63 (L63) [54] and Lorenz 96 (L96) multiscale system [55, 27]. The L63 system was employed in [61] as a motivating example for stochastic parameterization. The L96 multiscale system has been employed as a prototype test system in several studies on parameterization and surrogate modeling, e.g., [21, 45, 14, 68].

1.4. Plan of the paper. In section 2, we state the parameterization problem under study. Section 3 gives an overview of the axioms of quantum mechanics. In section 4, we describe the construction of the quantum mechanical system that we will
use to model the unresolved degrees of freedom. This construction largely parallels the QMDA approach from [29]. In section 5, we describe the QMCI parameterization scheme based on the quantum system from section 4. This is followed by a description of the data-driven implementation of our approach in section 6. In sections 7 and 8, we present applications of QMCI to the L63 and L96 multiscale systems, respectively. Section 9 contains a discussion and perspectives on future work. Details on numerical implementation and pseudocode are collected in Appendix A.

2. Problem Statement. Consider a discrete-time dynamical system with state space $\Omega$ and evolution map $\Phi : \Omega \to \Omega$ preserving a probability measure $\mu$. Suppose that the state space is decomposable as the product $\Omega = \mathcal{X} \times \mathcal{Y}$, where $\mathcal{X}$ and $\mathcal{Y}$ are state spaces for the resolved and unresolved degrees of freedom, respectively. Throughout the paper, we will assume that $\Omega$ is a “nice” (separable, completely metrizable) topological space, and $\mu$ is a Borel measure with compact support. Additional assumptions will be introduced as needed.

We view the $\Phi$ dynamics on $\Omega$ as being as being inaccessible to direct simulation, e.g., due to the dimension of $\mathcal{Y}$ being prohibitively large, lack of complete knowledge of the evolution map $\Phi$, or a combination thereof. The general problem of parameterization is to build a surrogate dynamical system $\tilde{\Phi} : \tilde{\Omega} \to \tilde{\Omega}$ on a state space $\tilde{\Omega} = \mathcal{X} \times \tilde{\mathcal{Y}}$ which is (i) feasible to integrate; and (ii) compatible with the evolution of the resolved degrees of freedom in $\mathcal{X}$. Here, $\tilde{\mathcal{Y}}$ is the state space of a surrogate model of the unresolved degrees of freedom in $\mathcal{Y}$.

Let $P_X : \Omega \to \mathcal{X}$ and $\tilde{P}_X : \tilde{\Omega} \to \mathcal{X}$ denote the canonical projection maps onto $\mathcal{X}$ from $\Omega$ and $\tilde{\Omega}$, respectively. Let also $\alpha : \Omega \to \tilde{\Omega}$ be a map that assigns a dynamical state in $\tilde{\Omega}$ to each dynamical state in $\Omega$. A parameterized system on $\tilde{\Omega}$ which is consistent with the original system on $\Omega$ would satisfy the following commutative diagram:

\[
\begin{array}{ccc}
\Omega & \xrightarrow{\Phi} & \Omega \\
\downarrow{\alpha} & & \downarrow{\alpha} \\
\tilde{\Omega} & \xrightarrow{\tilde{\Phi}} & \tilde{\Omega}
\end{array}
\]

This diagram represents the fact that for initial conditions $\hat{\omega} = \alpha(\omega) \in \tilde{\Omega}$ that are consistent with $\alpha \in \Omega$ in terms of the resolved variables, i.e., $\tilde{P}_X(\hat{\omega}) = P_X(\omega)$, the $\tilde{\Phi}$ dynamics should produce consistent outcomes with $\Phi$, (again, in terms of the resolved variables), i.e., $\tilde{P}_X \circ \tilde{\Phi}(\hat{\omega}) = P_X \circ \Phi(\omega)$. In practice, such a strong form of consistency is seldom achievable, and one seeks to identify an appropriate state space $\tilde{\mathcal{Y}}$ and dynamics $\tilde{\Phi}$ such that (2.1) holds as closely as possible in some sense, e.g., in terms of low-order statistics such as probability distributions and time-autocorrelation functions of the resolved variables with respect to the invariant measure.

In general, it is advantageous to include any partial knowledge about the $\Phi$ dynamics in the construction of $\tilde{\Phi}$. To incorporate that possibility in our formalism, we introduce (without loss of generality) a space $\mathcal{Z}$ and maps $\phi : \mathcal{X} \times \mathcal{Z} \to \mathcal{X}$ and $Z : \mathcal{Y} \to \mathcal{Z}$ such that

\[
P_X \circ \Phi(\omega) = \phi(x, Z(y)), \quad \omega = (x, y).
\]

Here, $\phi$ captures the functional form of the evolution map for the resolved variables.
obtained by a forward Euler discretization of (2.4) at the timestep $\Delta t$ conditioned on a function $Z$ (a “flux term”) of the unresolved variables. Assuming that $\phi$ is known, we can construct $\tilde{\Phi}$ as a map of the form

$$(2.2) \quad \tilde{\Phi}(x, \tilde{y}) = (\phi(x, \tilde{Z}(\tilde{y}), \tilde{\psi}(x, \tilde{y})), $$

where $\tilde{\psi} : \mathcal{X} \times \tilde{\mathcal{Y}} \to \tilde{\mathcal{Y}}$ represents the evolution of the surrogate unresolved variables $\tilde{y}$ given the resolved variables $x$, and $\tilde{Z} : \mathcal{Y} \to \mathcal{Z}$ is a function acting as a surrogate for $Z$. If $\phi$ is not known, we replace (2.2) by

$$(2.3) \quad \tilde{\Phi}(x, \tilde{y}) = (\tilde{\phi}(x, \tilde{Z}(\tilde{y}), \tilde{\psi}(x, \tilde{y})), $$

where $\tilde{\phi} : \mathcal{X} \times \mathcal{Z} \to \mathcal{X}$ is an approximation of $\phi$.

2.1. Examples. We outline how some of the commonly used parameterization schemes fit within the framework described above.

2.1.1. Deterministic functional closure. In closure schemes modeling the unresolved variables through functional relationships with the resolved variables, we formally set $\tilde{\mathcal{Y}} = \mathcal{X}$, so that the flux term $\tilde{Z} : \mathcal{X} \to \mathcal{Z}$ becomes a function of the resolved variables. The map $\tilde{\psi}(x, \tilde{y})$ is also formally set to a copy of $\phi(x, \tilde{Z}(\tilde{y}))$ so it need not be explicitly retained in calculations. A number of the classical parameterization schemes (e.g., [1, 30] in geophysical fluid dynamics) derive $\tilde{Z}$ heuristically using prior physical knowledge of the problem at hand. For certain classes of systems exhibiting timescale separation between the $x$ and $y$ variables, $\tilde{Z}$ can be systematically obtained from the governing equations of the original system using asymptotic analysis techniques such as averaging [62]. In data-driven approaches, the function $\tilde{Z}$ is constructed via a supervised learning algorithm using $(x, Z(y))$ pairs as training data; e.g., [12, 11, 75].

2.1.2. Stochastic closure. To treat stochastic parameterization schemes, we set $\tilde{\mathcal{Y}}$ to a probability sample space, $\tilde{Z} : \tilde{\mathcal{Y}} \to \mathcal{Z}$ to a random variable, and choose $\tilde{\psi}$ such that $\{\tilde{\Phi}^n : n \in \mathbb{N}\}$ defines a stochastic process over $\tilde{\Omega}$. As a concrete example, we may understand Palmer’s Gaussian-distributed stochastic closure of the L63 system [61] in this framework, as follows.

In a coordinate system obtained via empirical orthogonal function (EOF) analysis, the L63 governing equations with the standard parameter values become

$$(2.4) \quad \begin{aligned}
\dot{a}_1 &= v_1(a_1, a_2, a_3) := 2.3 a_1 - 6.2 a_3 - 0.49 a_1 a_2 - 0.57 a_2 a_3, \\
\dot{a}_2 &= v_2(a_1, a_2, a_3) := -62 - 2.7 a_2 + 0.49 a_1^2 - 0.49 a_3^2 + 0.14 a_1 a_3, \\
\dot{a}_3 &= v_3(a_1, a_2, a_3) := -0.63 a_1 - 13 a_3 + 0.43 a_1 a_2 + 0.49 a_2 a_3,
\end{aligned}$$

where the coordinates $a_1$, $a_2$, and $a_3$ have decreasing variance. Let $\Omega = \mathbb{R}^3$ and $\Phi^t : \Omega \to \Omega$ with $t \in \mathbb{R}$ be the flow generated by (2.4). In this example, we consider the discrete-time system $\tilde{\Phi} : \tilde{\Omega} \to \Omega$ with $\Phi = \Phi^{\Delta t}$ induced by the continuous-time flow at a fixed timestep $\Delta t$ as the “true” dynamics. Moreover, we let $\tilde{\Omega} = \mathcal{X} \times \tilde{\mathcal{Y}}$ with $x = (a_1, a_2) \in \mathcal{X} \equiv \mathbb{R}^2$ and $y = a_3 \in \mathcal{Y} \equiv \mathbb{R}$ represent the resolved and unresolved variables, respectively. The corresponding flux term is $Z : \mathcal{Y} \to \mathcal{Z}$ with $Z = \mathbb{R}$ and $Z(y) = y$. As approximate resolved dynamics, we employ the map $\tilde{\phi} : \mathcal{X} \times \mathcal{Z} \to \mathcal{X}$ obtained by a forward Euler discretization of (2.4) at the timestep $\Delta t$; that is, we have

$$\tilde{\phi}(x, z) = x + (v_1(x, z), v_2(x, z)) \Delta t.$$
above, we let \( \hat{Y} = \mathbb{R}^N \) be a space of \( \mathbb{R} \)-valued sequences equipped with a \( \sigma \)-algebra \( \Sigma_{\hat{Y}} \) of cylinder sets and a shift-invariant Gaussian measure \( \nu : \Sigma_{\hat{Y}} \to [0,1] \). That is, \( \nu \) has the properties that (i) \( \nu \circ T^{-1} = \nu \), where \( T : \hat{Y} \to \hat{Y} \) is the shift map, \( T(y_0, y_1, \ldots) = (y_1, y_2, \ldots) \); and (ii) \( \tilde{Z}_0, \tilde{Z}_1, \ldots \) with \( \tilde{Z}_n = u \circ T^n \) are i.i.d. Gaussian random variables with equal variance. Here, \( u : \hat{Y} \to \mathbb{Z} \) projects onto the first component, \( u(y_0, y_1, \ldots) = y_0 \), and the measure \( \nu \) is chosen such that \( Z_n \) has variance equal to the variance of \( a_3 \). With these definitions, the parameterized dynamics from (2.3) becomes \( \hat{\Phi}(x, \tilde{y}) = (\hat{\phi}(x, Z(\tilde{y}), \hat{\psi}(x, \tilde{y}))), \) with \( \hat{\psi}(x, \tilde{y}) = u(T(\tilde{y})) \).

Palmer observed that with this approach the parameterized \( x \) dynamics recovers the qualitative features of the \( (a_1, a_2) \) variables of the full L63 system, including the characteristic lobes of the Lorenz attractor projected onto the \( (a_1, a_2) \) plane; see [61, Figure 2] and Figure 7a below. In particular, since the state space \( \Omega \) of the stochastically parameterized system is formally infinite-dimensional, the method is able to overcome theoretical limitations of a deterministic functional closure on \( \mathcal{X} = \mathbb{R}^2 \), which by the Poincaré-Bendixson theorem cannot exhibit chaos in continuous time under smooth dynamics.

In section 7, we will use Palmer’s L63 closure scheme as a reference example to assess the performance of QMCI. Certain classes of SDE schemes derived via homogenization principles [62] can similarly be understood as a state-space augmentation of the resolved variables space \( \mathcal{X} \) to include the sample space of a Brownian motion driving the parameterized system.

3. Overview of quantum mechanics. As a statistical theory, quantum mechanics can be looked at as a generalization of Bayesian probability theory [44, 42]. Quantum mechanics deals directly with objects (e.g., quantum particles) for which a measurement of any observable at a given time is inherently probabilistic in nature. The theory of quantum mechanics deals with understanding how the generalized probability distributions associated with these objects (which, in some views, constitute the objects themselves) evolve over time and under experimental observations of the objects’ properties. The probability theory associated with quantum systems, however, is generalized beyond classical probability theory. Quantum probabilistic dynamics are understood through non-abelian algebras of operators on Hilbert spaces and spectral theory applied to these operators. The QMDA methodology arises from a parallel between the probabilistic dynamics formulated in this way and the mathematical structure of dynamical systems and Koopman operator theory [32, 29].

A standard framework of quantum probabilistic dynamics arises from the Dirac-von Neumann quantum mechanical axioms. In this section, we provide an overview of the mathematical objects and evolution rules associated with this theory in order to get a general view of how the mathematical systematization of quantum mechanics can be applied to dynamical systems more broadly. More detailed explication of the foundations of this theory can be found, e.g., in [71].

3.1. Hilbert spaces and quantum observables. In the Dirac-von Neumann framework, associated to every quantum system is a Hilbert space \( (\mathcal{H}, \langle \cdot, \cdot \rangle) \) over the complex numbers. The precise choice of \( \mathcal{H} \) will depend on the specific system being studied. Quantum observables are defined as elements of the set of self-adjoint (possibly unbounded) linear operators \( A : D(A) \to \mathcal{H} \), where the domain \( D(A) \) of \( A \) is a dense subspace of \( \mathcal{H} \).

Every quantum observable is associated with a measurable real-valued quantity of the quantum system (such as momentum, spin, etc.). Importantly, if the quantity associated with a quantum observable \( A \) is measured in an experimental setting, the
possible values of the measurement are contained in the spectrum of $A$. The self-
adjointness condition ensures that such measurements are real-valued.

Let $B(H)$ be the space of bounded operators on $H$. From the spectral theorem for
self-adjoint operators, associated with every quantum observable $A : D(A) \to H$ is an
operator-valued measure $E_A : B(\mathbb{R}) \to B(H)$ on the Borel $\sigma$-algebra $B(\mathbb{R})$ over $\mathbb{R}$ such that (i) for every Borel set $S \in B(\mathbb{R})$, $E_A(S)$ is an orthogonal projection; (ii) $E(\emptyset) = 0$; (iii) $E_A(\mathbb{R}) = \text{Id}$; and (iv) for every countable collection $\{S_i\}$ of pairwise-disjoint sets $S_i \in B(\mathbb{R})$, we have $E_A(\bigcup_i S_i) = \sum_i E(S_i)$, where the sum over $i$ converges in the
strong topology of $B(H)$. Using $E_A$, one can reconstruct the operator $A$ through the
spectral integral

$$A = \int_{\mathbb{R}} a \, dE_A(a).$$

The measure $E_A$ plays an important role in calculations, and it can be resolved
as a finite discrete sum of projections for QMCl applications (see subsection 4.3).

In the general theory, however, the spectrum of $A$ has a continuous component and
$A$ cannot be finitely resolved in this way. Unlike classical observables lying in com-
mutative algebras of functions, quantum observables do not, in general, commute.
One of the signature characteristics of quantum mechanics arises from this fact—
non-commutative observables cannot be measured simultaneously at arbitrarily high
precision, giving rise to the famed uncertainty principle.

### 3.2. Quantum states.

Let $B_1(H) \subseteq B(H)$ be the space of trace class operators
on $H$. The quantum states of the system are defined as elements of the set $Q(H) \subset B_1(H)$ consisting of all positive, trace class operators of unit trace, i.e.,

$$Q(H) = \{ \rho \in B_1(H) \mid \text{tr} \, \rho = 1, \, \rho \geq 0 \}.$$

Such operators $\rho \in Q(H)$ are known as density operators. Quantum states can be
thought of as roughly analogous to classical probability densities in an $L^1$ space,
representing the degree of knowledge about the system’s current state. With this in
mind, a density operator’s positivity and unity of trace can be thought of as analogous
to the positivity and normalization of a classical probability density. We say that
$\rho \in Q(H)$ is a pure state if there exists a unit vector $\xi \in H$ such that $\rho = \langle \xi, \cdot \rangle \xi$, i.e.,
$\rho$ is a rank-1 projection along $\xi$. Otherwise, $\rho$ is said to be mixed.

Every quantum state $\rho \in Q(H)$ induces a continuous, positive linear functional
$E_\rho : B(H) \to \mathbb{C}$ on bounded operators defined as

$$E_\rho A = \text{tr}(\rho A);$$

intuitively, we think of this formula as being analogous to an expectation with respect
to a classical probability density. If $A$ is a self-adjoint quantum observable (not nec-
essarily bounded), the associated projection-valued measure $E_A$ induces a probability
distribution for experimental measurements of $A$. Specifically, the probability that a
measurement $a \in \mathbb{R}$ of the quantum observable $A$ lies in a Borel set $S \in B(\mathbb{R})$ is given by

$$P_{\rho, A} (a \in S) = E_\rho E_A(S).$$

This general formula holds for all quantum observables, and thus the quantum state $\rho$
alone determines the probability distribution of all quantum observables of a system.

### 3.3. Quantum evolution and measurement.

In the Dirac-von Neumann ax-
ions, there are two evolution rules for the quantum state. The first is the time-
evolution equation. Letting $T$ denote either $\mathbb{Z}$ or $\mathbb{R}$, respectively for discrete- or
continuous-time systems, suppose that $\rho_0 \in \mathcal{Q}(\mathcal{H})$ is the initial quantum state of a system, and $\rho_t$ the quantum state of the system at a time $t \in \mathcal{T}$ such that no intervening measurement took place. The quantum mechanical time evolution axiom posits that there exists a group of unitary operators $\{U^t \in B(\mathcal{H})\}_{t \in \mathcal{T}}$ such that

$$\rho_t = \mathcal{P}^t \rho_0 := U^{ts} \rho_0 U^t.$$

The collection $\{\mathcal{P}^t\}_{t \in \mathcal{T}}$ extends to an evolution group on $B_1(\mathcal{H})$, which can be thought of as an analog of the group of transfer operators of a measure-preserving dynamical system [4] acting on densities in $L^1$. If the quantum system under study is open, i.e., it is allowed to interact with its environment, (3.3) is replaced by evolution under a semigroup $\{\mathcal{P}^t : B_1(\mathcal{H}) \to B_1(\mathcal{H})\}_{t \in \mathcal{T}_+}$ which is required to be trace non-increasing, i.e., we have $\text{tr}(\mathcal{P}^t \rho) \leq 1$ rather than the stronger property $\text{tr}(\mathcal{P}^t \rho) = 1$ under (3.3). In either case, the evolution of quantum states under $\mathcal{P}^t$ is dual to the evolution of quantum observables given by the operators $U^t : B(\mathcal{H}) \to B(\mathcal{H})$ with

$$U^t A = U^{ts} AU^t;$$

i.e., we have $\mathbb{E}_{\mathcal{P}^t \rho_0} A = \mathbb{E}_{\rho_0}(U^t A)$. In quantum mechanics, the evolution of states and observables in (3.3) and (3.4) is known as the Schrödinger and Heisenberg picture, respectively.

The second evolution rule addresses how measurements of quantum observables affect the quantum state. Suppose a quantum system is in the state $\rho \in \mathcal{Q}(\mathcal{H})$ at a time $t$, and a quantum observable $A$ is measured at the time $t$. Then, if the measurement takes a value $a \in \mathbb{R}$ such that $E_A(\{a\}) \neq 0$ (which necessarily means that $a$ is an eigenvalue of $A$), the quantum state of the system is now given by $\rho|_a \in \mathcal{Q}(\mathcal{H})$, where

$$\rho|_a = \frac{E_A(\{a\}) \rho E_A(\{a\})}{\text{tr}(E_A(\{a\}) \rho E_A(\{a\}))}.$$

The update $\rho \mapsto \rho|_a$ is oftentimes referred to as a von Neumann measurement, and can be thought of as an analog of the Bayesian conditioning rule of classical probability theory.

In (3.5), the projections $E_A(\{a\})$ are examples of quantum effects, defined as the operators in the set

$$\mathcal{E}(\mathcal{H}) = \{e \in B(\mathcal{H}) \mid 0 \leq e \leq \text{Id}\}.$$

Intuitively, one can think of effects as analogous to events in classical probability theory. The projections $e \in \mathcal{E}(\mathcal{H})$ represent events which are “sharp”, in the sense that $e^2 = e$, whereas other effects such that $e^2 < e$ can be thought of as being “fuzzy”.

A generalization of (3.5) that represents conditioning of $\rho$ by an arbitrary effect $e \in \mathcal{E}(\mathcal{H})$ is

$$\rho|_e = \frac{\sqrt{e} \rho \sqrt{e}}{\text{tr}(\sqrt{e} \rho \sqrt{e})},$$

This update rule reduces to (3.5) when $e = e^2 = E_A(\{a\})$ is a projection. In applications involving physical quantum systems, (3.7) is used to model the state change of a quantum system being measured due to interactions with the measuring apparatus, a process sometimes called “state collapse”. Equation (3.7), however, also applies more broadly as an inference rule within abstract quantum probability theory [67], which is how we will use it in our quantum mechanical closure schemes.
4. Quantum mechanical representation of classical dynamics. In this section, we construct the quantum mechanical system that we will use to model the unresolved degrees of freedom in QMCl. Our goal is to build a quantum system on a finite-dimensional Hilbert space, \( H_L \), and use the quantum state space of this system as the state space of the surrogate dynamical model for the unresolved degrees of freedom, i.e., \( \mathcal{Y} = Q(H_L) \) in the notation of section 2. Following the QMDA approach [29], the first step in this construction is a formal embedding of the classical dynamics on \( \Omega \) into a quantum system associated with an infinite-dimensional Hilbert space, \( H \). Under this embedding, classical observables (functions of the state) are represented by quantum mechanical observables, and classical probability densities are represented by quantum density operators. We describe this embedding in subsection 4.2, following a brief overview of relevant definitions from Koopman and transfer operator theory. In subsection 4.3, we construct finite-dimensional quantum systems by discretization (i.e., finite-dimensional projection) of the infinite-dimensional system, choosing \( H_L \subset H \) as an L-dimensional space in a nested family of finite-dimensional subspaces associated with an orthonormal basis of \( H \). In subsection 4.4, we make explicit our choice of basis leading to the construction of \( H_L \).

4.1. Koopman and transfer operators. The measure-preserving dynamical system \( \Phi : \Omega \to \Omega \) induces groups of linear operators \( U^n : L^p(\mu) \to L^p(\mu) \) on the \( L^p \) spaces associated with the invariant measure, acting by composition with the dynamical flow, \( U^n f = f \circ \Phi^n \) with \( n \in \mathbb{Z} \). These operators are known as Koopman operators [49, 26], and preserve the \( L^p(\mu) \) norm for any \( p \in [0, \infty] \) since \( \mu \) is an invariant measure under \( \Phi \). In the Hilbert space case, \( H := L^2(\mu) \), the Koopman operators are unitary, i.e., \((U^n)^* = U^{-n}\) for any \( n \in \mathbb{Z} \). We define the inner product of \( H \) as \( (f, g) := \int_\Omega f^* g \, d\mu \), and use the notations \( \|f\|_{L^p(\mu)} := (\int_\Omega |f|^p \, d\mu)^{1/p} \) for \( p \in [1, \infty) \) and \( \|f\|_{L^\infty(\mu)} = \lim_{p \to \infty} \|f\|_{L^p(\mu)} \) for the standard \( L^p(\mu) \) norms.

Identifying \( L^p(\mu), \, p \in (1, \infty) \), with the dual of \( L^q(\mu), \, q \in [1, \infty), \) with \( \frac{1}{p} + \frac{1}{q} = 1 \), we have that \( U^n : L^p(\mu) \to L^p(\mu) \) is the adjoint (dual) of the operator \( P^n : L^q(\mu) \to L^q(\mu) \) with \( P^n f = f \circ \Phi^{-n} \), known as the transfer operator [4]. If we further identify \( L^q(\mu) \) as the space of finite Borel measures on \( \Omega \) with densities in \( L^q(\mu) \), denoted here as \( M_q(\mu) \), the transfer operator can be identified with the pushforward map \( \Phi^*_{\nu} : M_q(\mu) \to M_q(\mu) \), where \( \Phi^*_{\nu} \nu = \nu \circ \Phi^{-n} \). That is, if \( \nu \in M_q(\mu) \) has density \( \dot{\nu} = \frac{d\nu}{d\mu} \in L^q(\mu) \), then the measure \( \Phi^*_{\nu} \nu \) has density \( \frac{d\Phi^*_{\nu} \nu}{d\mu} = P^n \dot{\nu} \).

Koopman and transfer operators are central analytical tools in ergodic theory [4, 26]. In recent years, they have found widespread use in data-driven analysis and forecasting methodologies for dynamical systems; e.g., [24, 59, 64, 74, 13, 48, 8]. We will be addressing aspects of data-driven approximation in section 6, but for the remainder of this section our focus will be on quantum mechanical systems induced by the unitary Koopman operators on \( H \) and its subspaces.

4.2. Embedding into an infinite-dimensional quantum system. The unitary Koopman evolution group \( \{U^n \in B(H)\}_{n \in \mathbb{Z}} \) induces a quantum system on \( H \) with states \( Q(H) \subset B_1(H) \) as described in section 3. Moreover, we can identify the unitary evolution of states in (3.3) with an induced action of the Koopman operator; that is,

\[ \rho_n = \mathcal{P}^n \rho_0 := U^{n\ast} \rho_0 U^n, \]

where \( \rho_0 \in Q(H) \) is the initial state and we set \( t = n \in \mathbb{Z} \) since we work in discrete time. This quantum system can be brought into correspondence with the underlying classical dynamical system, as follows.
4.2.1. Von Neumann algebras. Consider the space of classical observables \(L^\infty(\mu)\). In addition to being a Banach space as the other \(L^p(\mu)\) spaces, \(L^\infty(\mu)\) has the distinguished property of being a von Neumann algebra \([70]\) with respect to pointwise function multiplication and complex conjugation. This means:

1. For any \(f, g \in L^\infty(\mu)\), the pointwise product \(fg\) lies in \(L^\infty(\mu)\), and we have
   \[
   \|fg\|_{L^\infty(\mu)} \leq \|f\|_{L^\infty(\mu)}\|g\|_{L^\infty(\mu)}, \quad \|f^*f\|_{L^\infty(\mu)} = \|f\|_{L^\infty(\mu)}^2,
   \]
   making \(L^\infty(\mu)\) a \(C^*\)-algebra.

2. \(L^\infty(\mu)\) is the continuous dual of the Banach space \(L^1(\mu)\), making it a von Neumann algebra.

By commutativity of function multiplication, \(L^\infty(\mu)\) is an abelian algebra. Given a probability density \(p \in L^1(\mu)\), i.e., a positive function satisfying the normalization condition \(\int_\Omega p \, d\mu = 1\), we have a continuous, positive linear functional \(E_p : L^\infty(\mu) \to \mathbb{C}\), defined as the expectation
\[
E_p f = \int_\Omega pf \, d\mu.
\]
Letting \(P(\mu) \subset L^1(\mu)\) be the space of probability densities in \(L^1(\mu)\), i.e.,
\[
P(\mu) = \{p \in L^1(\mu) \mid p \geq 0, \int_\Omega p \, d\mu = 1\},
\]
we can think of elements of \(P(\mu)\) as states of the algebra \(L^\infty(\mu)\).

The similarities between this construction and the construction of quantum states from subsection 3.2 is not accidental. Given a Hilbert space \(H\), the space \(B(H)\) is a Banach space equipped with the operator norm, \(\|A\|_{B(H)} = \sup_{\|\xi\|_H = 1} \|A\xi\|_H\), and it is a von Neumann algebra with respect to operator composition and adjunction. This means:

1. For any \(A, B \in B(H)\), the operator product \(AB\) lies in \(B(H)\), and we have
   \[
   \|AB\|_{B(H)} \leq \|A\|_{B(H)}\|B\|_{B(H)}, \quad \|A^*A\|_{B(H)} = \|A\|_{B(H)}^2,
   \]
   making \(B(H)\) a \(C^*\)-algebra.

2. \(B(H)\) is the continuous dual of the Banach space \(B_1(H)\), equipped with the trace norm \(\|A\|_{B_1(H)} = \text{tr} \sqrt{A^*A}\), making it a von Neumann algebra.

Aside from trivial cases, the algebra \(B(H)\) is non-abelian, which is a fundamental reason for differences in behavior between classical and quantum systems.

4.2.2. Embedding observables. Setting \(\mathcal{H} = H = L^2(\mu)\), the abelian algebra \(L^\infty(\mu)\) embeds naturally and isometrically into \(B(H)\) through its regular representation, i.e., the map \(\pi : L^\infty(\mu) \to B(H)\) that maps elements of \(L^\infty(\mu)\) to multiplication operators in \(B(H)\), i.e.,
\[
(\pi f)g = fg, \quad \forall g \in H.
\]
This map is a \(^*\)-homomorphism of \(L^\infty(\mu)\), i.e.,
\[
\pi 1_\Omega = \text{Id}, \quad \pi(fg) = (\pi f)(\pi g), \quad \pi(f^*) = (\pi f)^*,
\]
where \(f, g\) are arbitrary elements of \(L^\infty(\mu)\) and \(1_\Omega \in L^\infty(\mu)\) is the element equal to 1 \(\mu\)-a.e. Note that \(\pi f\) is self-adjoint if and only if \(f\) is real-valued (i.e., \(f\) is a self-adjoint element of the \(L^\infty(\mu)\) algebra), and \(\pi f\) is a positive operator if and only if \(f \geq 0\) \(\mu\)-a.e. Moreover, the spectrum of the multiplication operator \(\pi f\) is equal to the essential range of \(f\), which corresponds to the values of \(f\) that have nonzero probability of occurring with respect to \(\mu\).
One can also verify that \( \pi \) is dynamically compatible with the evolution of classical observables under the Koopman operators \( U^n : L^\infty(\mu) \to L^\infty(\mu) \) and the induced evolution \( U^n : B(H) \to B(H) \) from (3.4); that is, we have \( U^n \circ \pi = \pi \circ U^n \). This compatibility relationship is exhibited by the following commutative diagram:

\[
\begin{array}{ccc}
L^\infty(\mu) & \xrightarrow{U^n} & L^\infty(\mu) \\
\downarrow & & \downarrow \pi \\
B(H) & \xrightarrow{U^n} & B(H)
\end{array}
\]

4.2.3. Embedding states. The states of \( L^\infty(\mu) \) can similarly be consistently embedded into states of \( B(H) \) by means of the map \( \Gamma : P(\mu) \to Q(H) \) that maps a probability density \( p \) to the pure state that projects along the square root of \( p \), i.e.,

\[
\Gamma(p) = \langle \sqrt{p} , \cdot \rangle \sqrt{p}.
\]

Note that \( \sqrt{p} \) is a unit vector in \( H = L^2(\mu) \) since \( p \) is a probability density in \( L^1(\mu) \).

4.2.4. Embedding effects. Together, the maps \( \pi \) and \( \Gamma \) provide a consistent representation of Bayesian conditioning of probability densities by events in terms of conditioning of quantum states by effects.

Let \( S \subseteq \Omega \) be a measurable subset of \( \Omega \) (an event) and let \( p \in P(\mu) \) be a probability density such that \( \int_{\Omega} p \chi_S \, d\mu > 0 \), where \( \chi_S \) is the characteristic function of \( S \). According to Bayes’ theorem, the posterior density to \( p \) given \( S \) is

\[
p|_S = \frac{\chi_S p}{\int_{\Omega} p \chi_S \, d\mu}.
\]

Interpreting \( \chi_S \) as an effect of the abelian algebra \( L^\infty(\mu) \) (in the sense that \( 0 \leq \chi_S \leq 1_{\Omega} \); cf. (3.6)), and rewriting \( \chi_S p = \chi_S p \chi_S \), it is apparent that (4.3) and (3.5) are manifestations of the same state conditioning procedure, the former being abelian and the latter being non-abelian. In particular, \( \pi \chi_S \) is an effect in \( \mathcal{E}(H) \), and we have the compatibility relation

\[
\Gamma(p|_S) = (\Gamma p)|_{\chi_S}.
\]
By (4.2) and (4.4), we conclude that the infinite-dimensional quantum system on $H$ consistently reproduces the statistical behavior of the underlying classical dynamical system on $L^1(\mu)$.

4.3. Discretization. Let $\{\phi_0, \phi_1, \ldots\}$ be an orthonormal basis of $H$, and let $H_L \subset H$ be the $L$-dimensional subspace defined as

$$(4.5) \quad H_L = \text{span}\{\phi_0, \ldots, \phi_{L-1}\}.$$ 

Deferring the task of choosing $\{\phi_i\}$ to subsection 4.4, we construct finite-dimensional quantum systems on $H_L$ by discretization (i.e., projection) of the infinite-dimensional system on $H$, as follows.

4.3.1. Discretization of observables. Let $\Pi_L : H \to H$ be the orthogonal projection with $\text{ran} \, \Pi_L = H_L$. When convenient, we will view $\Pi_L$ as a map into $H_L$ without change of notation. The projection $\Pi_L$ induces a projection $\Pi_l : B(H) \to B(H)$ defined as $\Pi_l A = \Pi_L A \Pi_L$. The range of $\Pi_l$ can be canonically identified with $B(H_L)$, i.e., the space of linear maps on $H_L$, so we can consider $\Pi_l : B(H) \to B(H_L)$ as a map from (bounded) quantum observables on $H$ to quantum observables on $H_L$ (which are necessarily bounded since $H_L$ is finite-dimensional). An important property of $\Pi_l$ is that it is a positive map, i.e., it maps positive operators in $B(H)$ to positive operators in $B(H_L)$. This is in contrast to $\Pi_L$, which in general does not map positive functions to positive functions.

As a von Neumann algebra, $B(H_L)$ is isomorphic to the $L^2$-dimensional algebra of $L \times L$ complex matrices, which we denote as $\mathbb{M}_L$. Such an isomorphism $\beta_L : B(H_L) \to \mathbb{M}_L$ is non-canonical since it depends on a choice of basis for $H_L$, but for our purposes a natural choice is to define $\beta_L$ as the map that yields the matrix representation of operators in $B(H_L)$ with respect to the $\{\phi_i\}$ basis; that is, we set $\beta_L A = \mathcal{A}$, where $\mathcal{A} = [A_{ij}]_{i,j=0}^{L-1}$ is the $L \times L$ matrix with elements $A_{ij} = \langle \phi_i, A \phi_j \rangle$.

Using the quantum representation of classical observables $\pi : L^\infty(\mu) \to B(H)$ from subsection 4.2.2, we define a projected representation $\pi_L : L^\infty(\mu) \to B(H_L)$ and its matrix-valued counterpart $\pi_{L} : L^\infty(\mu) \to \mathbb{M}_L$ as $\pi_L = \Pi_l \circ \pi$ and $\pi_{L} = \beta_L \circ \pi_L$, respectively. By positivity of $\pi$, $\Pi_l$, and $\beta_L$, the maps $\pi_L$ and $\pi_{L}$ are both positive, i.e., they map positive functions to positive operators and positive matrices, respectively. For a real-valued element $f \in L^\infty(\mu)$, $\pi_L f$ is a finite-rank symmetric operator with a spectrum $\{a_0, \ldots, a_J\} \subset \mathbb{R}$ of real eigenvalues that can be loosely thought of a “discretization” of the essential range of $f$. The corresponding spectral measure $E_{\pi_L f} : B(\mathbb{R}) \to B(H_L)$ is given by

$$(4.6) \quad E_{\pi_L f}(S) = \sum_{j, a_j \in S} E_{\pi_L f}^{(j)},$$

where $E_{\pi_L f}^{(j)} \in B(H_L)$ is the orthogonal projection onto the eigenspace of $\pi_L f$ corresponding to $a_j$.

Equation (4.6) may be used to compute the measurement probability from (3.2) given a quantum state $\rho \in Q(H_L)$, viz.

$$(4.7) \quad \mathbb{P}_{\rho, \pi_L f}(S) = \sum_{j, a_j \in S} \text{tr} \left( \rho E_{\pi_L f}^{(j)} \right).$$

As $L \to \infty$, the operators $\pi_L f$ exhibit spectral convergence to the multiplication operator $\pi f$ in a suitable sense; see [29] for further details.
It is important to note that for a general element \( f \in L^\infty(\mu) \), the matrix representation \( \pi_L f \) is not diagonal; that is, the range of \( \pi_L \) is not included in an abelian subalgebra of \( \mathbb{M}_L \) (every such subalgebra would only contain diagonal matrices). This is in contrast to \( \pi \) which, being an algebra homomorphism, maps \( L^\infty(\mu) \) to an abelian subalgebra of \( B(H) \) (consisting of multiplication operators). Thus, as a result of discretization, our representation of classical observables by the finite-dimensional quantum system exhibits non-abelian behavior, which is an intrinsically quantum mechanical property.

### 4.3.2. Discretization of states.

For a given quantum state \( \rho \in Q(H) \), let \( \sigma_0, \sigma_1, \ldots \) be the projected operators \( \sigma_L = \Pi_L \rho \in B(H) \). While, in general, the \( \sigma_L \) are not density operators, as \( L \to \infty \) they converge to \( \rho \) in the trace norm of \( Q(H) \). As a result, there exists \( L* \in \mathbb{N} \) such that for every \( L > L* \), we have \( C_L = \text{tr} \sigma_L > 0 \), and thus

\[
\rho_L := \frac{\sigma_L}{C_L}
\]

is a quantum state in \( Q(H) \). Every such state can be identified with a state of \( Q(H_L) \).

As one can directly verify, for every quantum observable \( A \), we have

\[
\lim_{L \to \infty} \mathbb{E}_{\rho_L} A_L = \mathbb{E}_\rho A,
\]

where \( A = \Pi_L A \), so, in the limit of infinite dimension \( L \), the quantum systems on \( H_L \) consistently recover the expectation of any bounded quantum observable on \( H \).

Let \( \beta_L : H_L \to \mathbb{C}^L \) be the linear map that maps elements of \( H_L \) to their column vector representation with respect to the \( \{ \phi_l \} \) basis, i.e., \( \beta_L f = f = (f_0, \ldots, f_{L-1})^\top \) with \( f_l = (\phi_l, f) \). In applications, we represent a quantum state \( \rho \in Q(H_L) \) by an \( L \times L \) density matrix \( \rho = \beta_L \rho \). If \( \rho = (\xi, \cdot)\xi \) is a pure state induced by a unit vector \( \xi \in H_L \), then \( \rho = \xi \xi^\top \) is a rank-1 projection matrix along the unit vector \( \xi = \beta_L \xi \in \mathbb{C}^L \), where \( ^\top \) denotes the complex conjugate transpose.

Next, if \( \rho = \Gamma(\mu) \in Q(H) \) is a pure state from (4.1) induced by a probability density \( \mu \in L^1(\mu) \), i.e., \( \rho = (\xi, \cdot)\xi \) with \( \xi = \sqrt{\mu} \), then for large-enough \( L \) we have \( \rho_L = (\xi_L, \cdot)\xi_L \) with \( \xi_L = \Pi_L \xi/\|\Pi_L \xi\|_H \). It should be noted that, in general, \( \xi_L \) is not the square root of a probability density in \( P(\mu) \); in fact, \( \xi_L \) need not be a positive function. Thus, analogously to our discretization of observables from subsection 4.3.1, our finite-dimensional representations of classical probability densities are through intrinsically quantum mechanical objects.

### 4.3.3. Discretization of evolution operators.

Let \( U \equiv U^1 \) and \( P \equiv P^1 \) be the single-step Koopman and transfer operators on \( H \). For any \( L \in \mathbb{N} \), we define projected operators \( U_L = \Pi_L U \) and \( P_L = \Pi_L P \) on \( H_L \), and the corresponding induced operators \( \mathcal{U}_L : B(H_L) \to B(H_L) \) and \( \mathcal{P}_L : B_1(H_L) \to B_1(H_L) \) as \( \mathcal{U}_L A = U_L A U_L^* \) and \( \mathcal{P}_L A = U_L^* A U_L \equiv P_L A P_L^* \). In general, \( \mathcal{U}_L \) and \( \mathcal{P}_L \) are not unitary operators. Nevertheless, \( \mathcal{P}_L \) can be shown to be trace non-increasing, \( \text{tr}(\mathcal{P}_L \rho) \leq 1 \) for any \( \rho \in Q(H_L) \). As a result, the operator semigroups \( \{\mathcal{U}_n\}_{n \in \mathbb{N}} \) and \( \{\mathcal{P}_n\}_{n \in \mathbb{N}} \) generated by \( \mathcal{U}_L \) and \( \mathcal{P}_L \), respectively, define an open quantum system on \( H_L \). Note that if \( H_L \) is a \( U \)-invariant subspace of \( H \), then \( U_L : H_L \to H_L \) and \( P_L : H_L \to H_L \) are unitary, and we can define associated unitary evolution groups \( \{\mathcal{U}_n\}_{n \in \mathbb{N}} \) and \( \{\mathcal{P}_n\}_{n \in \mathbb{N}} \). However, every such \( U \)-invariant subspace \( H_L \) must necessarily admit a basis of Koopman eigenfunctions, and we cannot in general assume existence of such a basis. Irrespective of whether \( U \) and \( P \) are unitary, for any number of timesteps
n ∈ ℤ, observable A ∈ B(H), and quantum state ρ ∈ Q(H), we have
\[ \lim_{L \to \infty} E_{P_L^A, ρ_L} A_L = E_{P_0, ρ} A, \]
where \( A_L = \Pi_L A \) and \( ρ_L \) is given by (4.8).

### 4.3.4. Discretization of effects.
We use the projection maps \( \Pi_L \) to discretize effects similarly to our discretization of quantum observables from subsection 4.3.1. First, observe that since \( \Pi_L A \leq A \) whenever \( A \in B(H) \) is positive, the projections \( \Pi_L \) map effects into effects; that is, we can view \( \Pi_L \) as a map from \( \mathcal{E}(H) \) to \( \mathcal{E}(H_L) \). Using (4.9), it follows that for every observable \( A \in B(H) \), state \( ρ \in Q(H) \), and effect \( e \in \mathcal{E}(H) \),
\[ \lim_{L \to \infty} E_{P_L^e, ρ_L} A_L = E_{P_0^e, ρ} A, \]
where \( A_L = \Pi_L A \), \( ρ_L \) is given by (4.8), and \( e_L = \Pi_L e \). Thus, conditioning by the projected effects \( e_L \) consistently recovers conditioning by \( e \) in the infinite-dimension limit. Note that if \( e \in \mathcal{E}(H) \) is “classical”, i.e., it is a multiplication operator by characteristic function of a classical event, \( e = \pi \chi_S \) for some measurable set \( S \subseteq \Omega \), the projected effect \( e_L = \pi_L \chi_S \) is in general not a multiplication operator. Thus, in the context of the finite-dimensional quantum systems on \( H_L \), state conditioning takes place by generally non-classical events.

### 4.4. Choice of basis.
Recall that the family of Hilbert spaces \( H_0 \subset H_1 \subset \cdots \) from subsection 4.3 is determined from an orthonormal basis \( \{ φ_0, φ_1, \ldots \} \) of \( H \). In choosing this basis, one must keep in mind that in applications the invariant measure \( µ \) that defines the inner product of \( H \) is typically supported on an unknown, non-smooth subset of state space (e.g., a fractal attractor). In such cases, defining the basis vectors \( φ_l \) through explicit closed-form expressions is generally not possible, so we rely instead on an implicit basis construction through eigendecomposition of kernel integral operators. This approach was introduced in the diffusion forecast technique [7], and was later used in related methods for Koopman operator approximation [36, 31, 23], as well as in QMDA [32, 29]. For our purposes, an advantage of using eigenfunctions of integral operators is their approximability from training data sampled from the invariant measure \( µ \); we will take up this task in section 6.

Let \( W : \Omega \to \mathcal{W} \) be a measurable function into a data space \( \mathcal{W} \) that we will use to build our basis. In the applications presented in sections 7 and 8 below, \( \mathcal{W} \) will be a Euclidean space, \( \mathcal{W} = \mathbb{R}^{d_W} \) for some dimension \( d_W \), and possibilities for \( W \) will include:

- The identity map \( \text{Id} \) for \( \mathcal{W} = \Omega \), which corresponds to using information from the full system state to build the basis.
- The projection map \( \mathcal{P}_\mathcal{X} : \Omega \to \mathcal{X} \) for \( \mathcal{W} = \mathcal{X} \), which corresponds to building the basis using information from only the resolved variables.
- A delay-coordinate map [66] for \( \mathcal{W} = \mathcal{X}^Q \), where \( Q = \mathbb{N} \) is the number of delays, which corresponds to using the dynamics to implicitly recover some of the information about the full system state lost through projection onto \( \mathcal{X} \).

For any of these choices, let \( \kappa_\mathcal{W} : \mathcal{W} \times \mathcal{W} \to \mathbb{R} \) be a symmetric kernel function and \( \kappa : \Omega \times \Omega \to \mathbb{R} \) its pullback to \( \Omega \), i.e., \( \kappa(\omega, \omega') = \kappa_\mathcal{W}(W(\omega), W(\omega')) \). We assume that \( W \) and \( \kappa_\mathcal{W} \) have sufficient regularity so that \( \kappa \) lies in \( L^2(\mu \times \mu) \). In that case, the integral operator \( K : H \to H \) defined as
\[ Kf = \int_\Omega \kappa(\cdot, \omega)f(\omega)\,d\mu(\omega) \]
is a self-adjoint, real, Hilbert-Schmidt integral operator. As a result, there exists a real orthonormal basis \( \{ \phi_0, \phi_1, \ldots \} \) of \( H \) consisting of eigenvectors of \( K \); that is,

\[
K \phi_l = \lambda_l \phi_l,
\]

where the eigenvalues \( \lambda_l \) are real and satisfy \( |\lambda_0| \leq |\lambda_1| \leq \ldots \leq 0 \). In the experiments of sections 7 and 8 our nominal choice for \( \kappa_W \) is the radial Gaussian kernel on \( W = \mathbb{R}^{d_W} \),

\[
\kappa_W(w, w') = e^{-\|w-w'\|^2/\epsilon_W^2},
\]

where \( \epsilon_W > 0 \) is a bandwidth parameter that we tune automatically (see Appendix A.3.1). In some of our experiments, we will use a variable-bandwidth generalization of (4.12) proposed in [9], which was also used in refs. [32, 29] in QMDA applications. We define the Hilbert spaces \( H_L \) using (4.5) with the eigenvectors \( \phi_l \) from (4.11).

Next, note that whenever the eigenvalue \( \lambda_l \) is nonzero, any corresponding eigenvector \( \phi_l \) (which is an equivalence class of functions on \( \Omega \), defined \( \mu \)-a.e.) is represented by the everywhere-defined function \( \varphi_l : \Omega \to \mathbb{R} \) such that

\[
\varphi_l(\omega) = \frac{1}{\lambda_l} \int_{\Omega} \kappa(\omega, \omega') \phi_l(\omega') \, d\mu(\omega').
\]

It follows from (4.13) that every such function \( \varphi_l \) inherits the regularity properties (e.g., boundedness, continuity, differentiability) of the kernel \( \kappa \). This motivates using kernels with plentiful nonzero corresponding eigenvalues in order to control the regularity of the basis functions. More specifically, noticing that \( \varphi_l \) from (4.13) is the pullback of a function on \( \mathcal{W} \), i.e., \( \varphi_l = \varphi_l^{(W)} \circ W \) for some \( \varphi_l^{(W)} : \mathcal{W} \to \mathbb{R} \), we obtain a “maximal” number of nonzero eigenvalues \( \lambda_l \) if the \( \varphi_l^{(W)} \) form an orthonormal basis of the Hilbert space \( L^2(\mu_W) \) on \( \mathcal{W} \) associated with the pushforward measure \( \mu_W : W_*\mu \). This will hold, for instance, if \( \kappa_W \) is an integrally strictly-positive-definite kernel on \( \mathcal{W} \) [69], e.g., the radial Gaussian kernel on \( \mathcal{W} = \mathbb{R}^{d_W} \) from (4.12).

5. Quantum mechanical closure (QMCl). Recall from section 2 that the state space of the parameterized system has the decomposition \( \tilde{\Omega} = \mathcal{X} \times \tilde{\mathcal{Y}} \), where \( \tilde{\mathcal{Y}} \) is the state space of the surrogate model for the unresolved degrees of freedom, and \( \mathcal{X} \) is the space of variables we are seek to accurately predict. In QMCl, we set \( \tilde{\mathcal{Y}} \) to the state space \( \mathcal{Y} = Q(H_L) \) of the finite-dimensional quantum system constructed in subsection 4.3 for some \( L \in \mathbb{N} \). Thus, in order to evolve the parameterized system via (2.2), we need to specify (i) the surrogate flux term \( \tilde{Z} : Q(H_L) \to \mathcal{Z} \); and (ii) the evolution map \( \tilde{\psi} : \mathcal{X} \times Q(H_L) \to Q(H_L) \) of the surrogate model. These maps will be specified in subsections 5.1 to 5.3. In subsection 5.4, we define a map \( \alpha : \Omega \to \tilde{\Omega} \) that assigns initial conditions of the parameterized system on \( \tilde{\Omega} \) from initial conditions of the true system (see the commutative diagram (2.1)).

5.1. Flux term. We also assume throughout that \( \mathcal{Z} \) is a Euclidean space, \( \mathcal{Z} = \mathbb{R}^d \). With that assumption, we represent the true and surrogate flux terms componentwise, i.e., \( Z = (Z^{(1)}, \ldots, Z^{(d)}) \) and \( \tilde{Z} = (\tilde{Z}^{(1)}, \ldots, \tilde{Z}^{(d)}) \), where \( Z^{(i)} : \mathcal{Y} \to \mathbb{R} \) and \( \tilde{Z}^{(i)} : Q(H_L) \to \mathbb{R} \) are real-valued functions. We also assume that for each \( i \in \{1, \ldots, d\} \), the pullback function \( \zeta^{(i)} : \Omega \to \mathbb{R} \) with \( \zeta^{(i)}(\omega) = Z^{(i)}(\omega) \circ P \) is essentially bounded with respect to \( \mu \), so that \( \zeta^{(i)} \) is an element of the \( L^\infty(\mu) \) algebra. Under that condition, \( \zeta^{(i)} \) has a representation in \( B(H) \) by the multiplication operator \( \pi \zeta^{(i)} \).
and we have a corresponding projected operator \( \pi_L \zeta(i) \in \mathcal{B}(\mathcal{H}_L) \). We set \( \tilde{Z}^{(i)} \) to the quantum mechanical expectation associated with this multiplication operator, i.e.,

\[
\tilde{Z}^{(i)}(\rho) = \mathbb{E}_\rho(\pi_L \zeta(i)).
\]

Given that the resolved variables and the quantum state at time \( t_n \) are \( x_n \in \mathcal{X} \) and \( \rho_n \in \mathcal{B}(\mathcal{H}_L) \), respectively, we use (5.1) and the resolved dynamics \( \phi : \mathcal{X} \times \mathcal{Z} \to \mathcal{X} \) to update \( x_n \) to the state \( x_{n+1} \) at time \( t_{n+1} \) via the formula

\[
x_{n+1} = \phi(x_n, z_n), \quad z_n = \tilde{Z}(\rho_n).
\]

This step is depicted in the top line in the schematic of Figure 1.

**5.2. Quantum state update.** Our approach for updating the quantum state \( \rho_n \in \mathcal{Q}(\mathcal{H}_L) \) given the resolved variables in \( x_n \in \mathcal{X} \) is inspired by the prediction–correction scheme employed in sequential data assimilation (filtering) [56, 51], which was formulated quantum mechanically in refs. [32, 29]. First, we use the projected transfer operator \( \mathcal{P}_L \) to evolve \( \rho_n \) to the quantum state

\[
\hat{\rho}_{n+1} := \frac{\mathcal{P}_L \rho_n}{\text{tr}(\mathcal{P}_L \rho_n)};
\]

see the arrow labeled “transfer operator” in the bottom row of the schematic in Figure 1. The state \( \hat{\rho}_{n+1} \) plays an analogous role to the prior density in classical data assimilation. Then, we update the quantum state \( \rho_{n+1} \) at time \( t_{n+1} \) by conditioning \( \hat{\rho}_{n+1} \) by a quantum effect induced by the classical state \( x_{n+1} \), i.e.,

\[
\rho_{n+1} = \hat{\rho}_{n+1} \epsilon_{n+1} = \frac{\sqrt{\epsilon_{n+1}} \hat{\rho}_{n+1} \sqrt{\epsilon_{n+1}}}{\text{tr}(\sqrt{\epsilon_{n+1}} \hat{\rho}_{n+1} \sqrt{\epsilon_{n+1}})}, \quad \epsilon_{n+1} = \mathcal{F}_L(x_{n+1}),
\]

where \( \mathcal{F}_L : \mathcal{X} \to \mathcal{E}(\mathcal{H}_L) \) is an effect-valued map that will be described in subsection 5.3. This update is represented by the arrow labeled “state conditioning” in the second row of the schematic in Figure 1. The state \( \rho_{n+1} \) obtained in this manner is loosely analogous to the posterior density in classical data assimilation.

The map \( \psi : \mathcal{X} \times \mathcal{Q}(\mathcal{H}_L) \to \mathcal{Q}(\mathcal{H}_L) \) that evolves the state of the quantum system is defined as \( \psi(x_n, \rho_n) = \rho_{n+1} \), where \( \rho_{n+1} \) is obtained from \( (x_n, \rho_n) \) by combining (5.2), (5.3), and (5.4).

In applications, the frequency of updating the state via conditioning on a quantum effect can be varied. Instead of using the map \( \psi \) as defined above, one may use \( \psi_r : \mathcal{X} \times \mathcal{Q}(\mathcal{H}_L) \to \mathcal{Q}(\mathcal{H}_L) \) where (5.2) and (5.3) are iterated \( r \) times between every application of (5.4); see Algorithm A.1. This corresponds to lengthening the time under which the quantum component of the system undergoes Koopman evolution before it is updated via conditioning on the observation of an effect.

**5.3. Effect-valued feature map.** What remains to completely define the posterior state in (5.4) is to specify the effect-valued map \( \mathcal{F}_L : \mathcal{X} \to \mathcal{E}(\mathcal{H}_L) \). Following [29], we build this map as an operator-valued feature map induced by a measurable kernel function \( k : \mathcal{X} \times \mathcal{X} \to [0, 1] \) on the resolved variables space. Every such function induces a feature map \( F : \mathcal{X} \to L^\infty(\mu) \) with \( \text{ran} F \subseteq L^\infty(\mu) \), given by \( F(x) = k(x, \cdot) \). Composing this map with the representation \( \pi : L^\infty(\mu) \to \mathcal{B}(\mathcal{H}) \) leads to a feature map \( \mathcal{F} : \mathcal{X} \to \mathcal{E}(\mathcal{H}) \), \( \mathcal{F} = \pi \circ F \), which takes values in the effect space of the infinite-dimensional operator algebra \( \mathcal{B}(\mathcal{H}) \). We obtain \( \mathcal{F}_L \) by projection of \( \mathcal{F} \) onto \( \mathcal{B}(\mathcal{H}_L) \), i.e., \( \mathcal{F}_L = \Pi_L \circ \mathcal{F} \).
In the applications presented in sections 7 and 8, $\mathcal{X} = \mathbb{R}^{d_X}$ is a Euclidean space, and we use a radial Gaussian kernel

$$k(x, x') = e^{-\|x-x'\|^2/\epsilon^2}, \quad \epsilon > 0.$$  

The radial Gaussian kernel is strictly positive-definite \[43\], which implies that the corresponding feature map $F$ is injective.

5.4. Initialization. Assuming that the parameterized dynamics $\tilde{\Phi} : \tilde{\Omega} \rightarrow \tilde{\Omega}$ have been appropriately defined, we would ideally like to have an initialization map $\alpha : \Omega \rightarrow \tilde{\Omega}$ such that the commutative diagram (2.1) is satisfied. Practically, we cannot assume to have access to the unresolved variables in $\mathcal{Y}$, so we must contend with maps that depend on $(x, y) \in \Omega$ only through $x \in \mathcal{X}$. With that in mind, it is natural to choose $\alpha$ using the effect-valued feature map from subsection 5.3, defining

$$\alpha(x) = (x, \rho_x), \quad \rho_x = \frac{F_L(x)}{\text{tr}(F_L(x))},$$  

whenever $\text{tr}(F_X(x)) > 0$. Note that $\rho_x$ defined in this way is a state since $F_L(x)$ is a positive operator for all $x \in \mathcal{X}$. Empirically, we find that following the decay of initial transients, the behavior of QMCl-parameterized systems does not depend significantly on the choice of $\rho_x$. For instance, replacing (5.6) by

$$\alpha(x) = (x, \tilde{\rho}), \quad \tilde{\rho} = \langle 1_{\Omega}, \cdot \rangle 1_{\Omega},$$  

which ignores any information from $x$ for the assignment of the initial quantum state $\tilde{\rho}$, was found to impart negligible changes in the long-term statistical behavior of the parameterized system. The numerical experiments in sections 7 and 8 (which focus on one- and two-point statistics under the invariant measure) utilize $\alpha$ from (5.7).

Computationally, an advantage of (5.7) over (5.6) is that the former is a pure state (whereas the latter is generally mixed), resulting in a significant reduction of computational cost (see subsection 6.6). However, it is possible that initializing with (5.6) (or a low-rank approximation thereof) as opposed to (5.7) would be beneficial in initial-value prediction experiments, which we do not address in this paper.

5.5. Stochastic parameterization. The QMCl scheme described in subsections 5.1 to 5.3 is deterministic, in the sense that a given initial condition $(x_0, \rho_0) \in (\mathcal{X}, Q(H_L))$ completely determines the sequence $(x_0, \rho_0), (x_1, \rho_1), \ldots$ of resolved variables $x_n$ and quantum states $\rho_n$. In another approach, which we call the “stochastic” approach, we set $\tilde{\mathcal{Y}}$ to the sequence space $\tilde{\mathcal{Y}} = \mathcal{Z}^\mathbb{N}$. As in subsection 2.1.2, we equip $\tilde{\mathcal{Y}}$ with a $\sigma$-algebra $\Sigma_{\tilde{\mathcal{Y}}}$ and a probability measure $\nu$ that is invariant under the shift map $T : \tilde{\mathcal{Y}} \rightarrow \tilde{\mathcal{Y}}$. We also let $u : \tilde{\mathcal{Y}} \rightarrow \mathcal{Y}$ be the projection map onto the first coordinate, and define the random variables $\tilde{Z}_n : \tilde{\mathcal{Y}} \rightarrow Z$ such that $\tilde{Z}_n = u \circ T^n$. We formally choose the probability space $(\tilde{\mathcal{Y}}, \Sigma_{\tilde{\mathcal{Y}}}, \nu)$ such that the components $Z_n^{(1)}, \ldots, Z_n^{(d)} : \tilde{\mathcal{Y}} \rightarrow \mathbb{R}$ are independent, real-valued valued random variables distributed according to the measure $P_{\rho_n, \pi_{\zeta(n)}}$ from (3.2). Operationally, this means that the values $z_n = (z_n^{(1)}, \ldots, z_n^{(d)}) \in \mathcal{Z}$ of the flux terms at time $n$ are obtained by independent random draws from the measurement distributions $P_{\rho_n, \pi_{\zeta(1)}}, \ldots, P_{\rho_n, \pi_{\zeta(d)}}$, respectively, determined via (4.7). The update formulas (5.3) and (5.4) for the quantum state $\rho_n$ remain unchanged. See Algorithm A.3 for pseudocode.
6. Data-driven formulation. To move towards a data-driven algorithm, we must first establish a method to generate a discrete analog of $H = L^2(\mu)$ (and then of $H_L$) which can be manipulated in practice. To that end, we make the following standing assumptions.

A1. We have access to samples $w_0, \ldots, w_{N-1} \in W$ and $z_0, \ldots, z_{N-1} \in Z$ from the map $W$ and the unresolved fluxes $Z$, respectively, with $w_m = W(\omega_m)$ and $z_m = Z(\omega_m)$. The samples are taken along a dynamical trajectory $\omega_0, \ldots, \omega_{N-1} \in \Omega$ with $\omega_m = \Phi^m(\omega_0)$.

A2. The invariant measure $\mu$ is ergodic.

A3. There is a compact, forward-invariant set $\mathcal{M} \subseteq \Omega$ (i.e., $\Phi(\mathcal{M}) \subseteq \mathcal{M}$) that contains the support of $\mu$ and the starting point $\omega_0$ (and thus the entire orbit $\omega_0, \omega_1, \ldots$).

A4. The maps $\Phi$, $X$, $Z$, and $W$ are continuous on $\mathcal{M}$. Moreover, the kernels $\kappa$ and $k$ from subsections 4.4 and 5.3, respectively, are both continuous on $\mathcal{M} \times \mathcal{M}$.

With these assumptions, we use the samples $\{(w_m, z_m)\}_{m=0}^{N-1}$ as training data to build data-driven QMCI models that are structurally very similar to the data-independent models described in section 5. Our construction follows closely the data-driven formulation of QMDA [32, 29]. Note that we do not assume knowledge of the states $\omega_m$ underlying the training data $(w_m, z_m)$. Also, we do not require that the $\omega_m$ lie on the support of $\mu$ (which may be a null set with respect to an ambient measure on $\Omega$, such as an attractor of a dissipative system), but allow instead initial conditions $\omega_0$ drawn from the larger set $\mathcal{M}$ of potentially positive ambient measure [10].

For the rest of the paper, we reserve $m$ indices to denote samples in the training data and $n$ indices to denote samples obtained from free-running QMCI models. For example, in our notation, $x_m$ and $x_n$ are independent points in $\mathcal{X}$, the former representing the resolved variables in the training phase, and the latter output from a QMCI model.

6.1. Finite-dimensional Hilbert space. Let $\mu_N$ be the discrete sampling measure on $\Omega$ supported on the training trajectory, defined as $\mu_N = \sum_{m=0}^{N-1} \delta_{\omega_m}/N$ where $\delta_{\omega_m}$ is the Dirac $\delta$-measure supported on $\omega_m \in \Omega$. As a finite-dimensional analog of $H = L^2(\mu)$, we employ the finite-dimensional Hilbert space $\hat{H}_N := L^2(\mu_N)$, equipped with the inner product

$$\langle f, g \rangle_N := \int_{\Omega} f^* g \, d\mu_N = \frac{1}{N} \sum_{m=0}^{N-1} f^*(\omega_m)g(\omega_m).$$

Note that the elements of $\hat{H}_N$ are equivalence classes of functions on $\Omega$ with common values at the sampled states $\omega_m$. Assuming, for simplicity of exposition, that the points $\omega_0, \ldots, \omega_{N-1}$ are all distinct (which holds true aside from special cases such as $\omega_0$ being an eventually periodic point under $\Phi$), $\hat{H}_N$ has dimension $N$. Thus, every element $f \in \hat{H}_N$ can be represented by a column vector $f = (f_0, \ldots, f_{N-1})^\top \in \mathbb{C}^N$ with components $f_m = f(\omega_m)$, and every column vector $f \in \mathbb{C}^N$ represents a unique element $f \in \hat{H}_N$. Correspondingly, every linear map $A : \hat{H}_N \to \hat{H}_N$ can be represented by a matrix $A \in \mathbb{C}^{N \times N}$ such that $Af$ is the column vector representation of $Af$.

Let $C(\mathcal{M})$ denote the Banach space of continuous, complex-valued functions on $\mathcal{M}$, equipped with the uniform norm, $\|f\|_C(\mathcal{M}) = \max_{\omega \in \mathcal{M}} |f(\omega)|$. Under Assumptions A2 and A3, for $\mu$-a.e. initial condition $\omega_0 \in \mathcal{M}$ and in the limit of large data,
$N \to \infty$, the measures $\mu_N$ converge to the invariant measure in the weak-* topology of finite Borel measures on $\mathcal{M}$; i.e.,

\begin{equation}
\lim_{N \to \infty} \int_{\mathcal{M}} f \, d\mu_N = \lim_{N \to \infty} \frac{1}{N} \sum_{m=0}^{N-1} f(\omega_m) = \int_{\mathcal{M}} f \, d\mu, \quad \forall f \in C(\mathcal{M}).
\end{equation}

In (6.1), we may replace $f$ in the integrals with respect to $\mu_N$ by a uniformly convergent sequence of functions $f_N$; that is, we have

\begin{equation}
\lim_{N \to \infty} \int_{\mathcal{M}} f_N \, d\mu_N = \int_{\mathcal{M}} f \, d\mu,
\end{equation}

for $\mu$-a.e. $\omega_0 \in \mathcal{M}$, where $\lim_{N \to \infty} f_N = f$ in $C(\mathcal{M})$ norm. In what follows, (6.2) will play a key role in ensuring the consistency of the data-driven formulation of QMCl.

**6.2. Data-driven basis.** In subsection 4.4, we used the eigenfunctions $\phi_l$ of the kernel integral operator $K : H \to H$ to define $L$-dimensional subspaces $H_L \subseteq H$ (see (4.5)) on which we built finite-dimensional quantum systems. To do this in the data-driven setting, we replace $K$ with the operator $K_N : \hat{H}_N \to \hat{H}_N$ defined analogously to (4.10) as

\[ K_N f = \int_{\Omega} \kappa(\cdot, \omega)f(\omega) \, d\mu_N(\omega) = \frac{1}{N} \sum_{m=0}^{N-1} \kappa(\cdot, \omega_m)f(\omega_m). \]

Computationally, $K_N$ is represented by the $N \times N$ kernel matrix

\[ K_N = [\kappa(\omega_i, \omega_j)]_{i,j=0}^{N-1} = [\kappa_W(w_i, w_j)]_{i,j=0}^{N-1}. \]

Once again, we solve the eigenvalue problem for $K_N$,

\begin{equation}
K_N \phi_{l,N} = \lambda_{l,N} \phi_{l,N},
\end{equation}

and define $L$-dimensional subspaces $H_{L,N} \subseteq \hat{H}_N$ as (cf. (4.5))

\begin{equation}
H_{L,N} = \text{span}\{\phi_{0,N}, \ldots, \phi_{L-1,N}\}.
\end{equation}

In (6.4), the eigenvectors $\phi_{l,N}$ are orthonormal on $\hat{H}_N$, and the corresponding eigenvalues $\lambda_{l,N}$ are real and are ordered in order of decreasing modulus. Analogously to $\Pi_L : H \to H$ and $\Pi_L : B(H) \to B(H)$ from subsection 4.3, we define projection maps $\Pi_{L,N} : \hat{H}_N \to \hat{H}_N$ and $\Pi_{L,N} : B(\hat{H}_N) \to B(\hat{H}_N)$ such that $\Pi_{L,N} = H_L$ and $\Pi_{L,N} A = \Pi_{L,N} A \Pi_{L,N}$. We also let $\beta_{L,N} : H_{L,N} \to \mathbb{C}^L$ and $\beta_{L,N} : B(H_{L,N}) \to \mathbb{M}_L$ be the maps from vectors in $H_{L,N}$ and operators in $B(H_{L,N})$ to their corresponding vector and matrix representations with respect to the $\{\phi_{l,N}\}_{l=0}^{L-1}$ basis, defined analogously to $\beta_L : H_L \to \mathbb{C}^L$ and $\beta_L : B(H_L) \to \mathbb{M}_L$ from subsection 4.3, respectively.

Similarly to the representatives $\varphi_l$ of $\phi_l$ from (4.13), every eigenvector $\phi_{l,N}$ with nonzero corresponding eigenvalue $\lambda_{l,N}$ has an everywhere-defined representative $\varphi_l : \Omega \to \mathbb{R}$, given by

\begin{equation}
\varphi_{l,N}(\omega) = \frac{1}{\lambda_{l,N}} \int_{\mathcal{M}} \kappa(\omega, \omega') \phi_{l,N}(\omega') \, d\mu_N = \frac{1}{\lambda_{l,N}} \frac{1}{N} \sum_{m=0}^{N-1} \kappa(\omega, \omega_m) \phi_{l,N}(\omega_m).
\end{equation}

Under Assumption A4, every such $\varphi_l$ and $\varphi_{l,N}$ is continuous on $\mathcal{M}$. By results on spectral approximation of kernel integral operators [72], the following can be shown to hold as $N \to \infty$, for $\mu$-a.e. initial condition $\omega_0 \in \mathcal{M}$:
1. For every nonzero eigenvalue $\lambda_1$ of $K$, the sequence of eigenvalues $\lambda_{l,N}$ of $K_N$ converges to $\lambda_1$, including multiplicities.

2. For every continuous representative $\varphi_l \in C(M)$ of an eigenfunction $\phi_l \in H$ of $K$ corresponding to $\lambda_l \neq 0$, there exists a sequence of eigenfunctions $\varphi_{l,N} \in H_N$ of $K_N$ whose continuous representatives $\varphi_{l,N} \in C(M)$ converge to $\varphi_l$ in the $C(M)$ norm.

We refer the reader to the paper [29] for further details on these results in the context of QMDA.

6.3. Operator approximation. We use the data-driven basis $\{\phi_{l,N}\}_{l=0}^{N-1}$ of $H_{L,N}$ to consistently approximate matrix representations of operators on $H_L$ by matrix representations of operators on $H_{L,N}$ for a class of operators that behave consistently with operators on continuous functions. In what follows, $\iota : C(M) \to L^p(\mu)$ and $\iota_N : C(M) \to L^p(\mu_N)$ will denote the standard maps from continuous functions on $M$ to their corresponding $L^p$ equivalence classes with respect to $\mu$ and $\mu_N$, respectively.

Consider an operator $A \in B(H)$ that satisfies
\begin{equation}
A \circ \iota = \iota \circ \hat{A}
\end{equation}
for some bounded operator $\hat{A} : C(M) \to C(M)$. Consider also a uniformly bounded sequence of operators $\hat{A}_1, \hat{A}_2, \ldots$ in $B(H_1), B(H_2), \ldots$, respectively, such that
\begin{equation}
\lim_{N \to \infty} \| (\hat{A} \circ \iota_N - \iota_N \circ \hat{A} ) f \|_{\hat{H}_N} = 0, \quad \forall f \in C(M).
\end{equation}

Given any such operator family $\{A, \hat{A}, \hat{A}_0, \hat{A}_1, \ldots\}$, our approach is to approximate matrix elements of $A$ with respect to the kernel eigenbasis $\{\phi_l\}$ of $H$ from subsection 4.4 by matrix elements of $A_N$ with respect to the data-driven eigenbasis $\{\phi_{l,N}\}$ of $H_N$. Specifically, let $\phi_i$ and $\phi_j$ be two basis vectors of $H$ from (4.11) corresponding to nonzero eigenvalues. Let $\phi_{i,N}$ and $\phi_{j,N}$ be basis vectors of $H_N$ from (6.3) chosen such that, as $N \to \infty$, their continuous representatives $\varphi_{i,N}$ and $\varphi_{j,N}$ converge to those of $\phi_i$ and $\phi_j$ (i.e., $\varphi_i$ and $\varphi_j$), respectively, as described in subsection 6.2. Then, it can be shown [29] that for $\mu$-a.e. $\omega_0 \in M$,
\begin{equation}
\lim_{N \to \infty} \langle \phi_{i,N}, \hat{A}_N \phi_{j,N} \rangle_N = \langle \phi_i, A \phi_j \rangle.
\end{equation}

This means that we can consistently approximate matrix elements of $A$ by matrix elements of $A_N$. In particular, if $L \in \mathbb{N}$ is such that $\lambda_{L-1} \neq 0$, it follows from (6.8) that as $N \to \infty$ the matrix representations $A_{L,N} = \beta_{L,N} \hat{A}_{L,N}$ of the projected operators $A_{L,N} = \Pi_{L,N} \hat{A}_N \in B(H_{L,N})$ converge to the matrix representation $A_L = \beta_L \hat{A}_L$ of $A_L = \Pi_L \hat{A}$ in any matrix norm. As we explain in subsection 6.4 and Appendix A.1, under Assumption A4, all operators employed in QMCl satisfy the compatibility conditions (6.6) and (6.7) and thus can be approximated in this manner.

6.4. Data-driven QMCl framework. In the data-driven setting, the state space of the quantum mechanical model of the unresolved variables is $\hat{Y} = Q(H_{L,N})$. Analogously to the data-independent formulation in section 5, we evolve the parameterized system on $X \times \hat{Y}$ using a surrogate flux $\hat{Z} : Q(H_{L,N}) \to Z$ and an evolution map $\hat{\psi} : X \to Q(H_{L,N}) \to Q(H_{L,N})$. In this subsection, we give an outline of the construction of these maps, focusing on the differences between the data-driven approach and the formulation of section 5. Specific formulas and pseudocode relevant to the data-driven setting are included in Appendix A.1.
Flux terms. As in subsection 5.1, we prescribe the surrogate flux $\tilde{Z} : Q(H_{L,N}) \to Z$ using quantum mechanical expectations of discrete multiplication operators. For that, we first note that the space $L^\infty(\mu_N)$ is a finite-dimensional, abelian von Neumann algebra, which we use as a data-driven analog of $L^\infty(\mu)$ (see subsection 4.2.1). This algebra has a regular representation $\hat{\pi}_N : L^\infty(\mu_N) \to B(H_N)$ that maps each vector $f \in H_N$ to the discrete multiplication operator that multiplies by $f$. Note that $\hat{\pi}_N f$ is a diagonal operator in the standard basis of $H_N$. We use $\hat{\pi}_N$ and the projected representation $\pi_{L,N} := \Pi_{L,N} \circ \hat{\pi}_N$ as data-driven analogs of $\pi : L^\infty(\mu) \to B(H)$ and $\pi_L : L^\infty(\mu) \to B(H_L)$, respectively. The training samples $z_m \in Z = \mathbb{R}^d$ define, componentwise, a collection of elements $\zeta^{(1)}_N, \ldots, \zeta^{(d)}_N \in L^\infty(\mu_N)$ such that $\zeta^{(i)}_N(\omega_m) = z^{(i)}_m$ where $z^{(i)}_m$ is the $i$-th component of $z_m = (z^{(1)}_m, \ldots, z^{(d)}_m)$. Analogously to (5.1), we define $\tilde{Z} = (\tilde{Z}^{(1)}, \ldots, \tilde{Z}^{(d)})$ with $\tilde{Z}^{(i)}(\rho) = \mathbb{E}_\rho(\pi_{L,N} \zeta^{(i)}_N)$. The evolution of the resolved variables in $\mathcal{X}$ given $\rho \in Q(H_{L,N})$ is carried out via (5.2). Computationally, the quantum observables $\tilde{Z}^{(i)}$ and states $\rho$ are represented by their $L \times L$ matrix representations in the $\{\phi_{i,N}\}$ basis of $H_{L,N}$, i.e., $Z^{(i)}_{L,N} = \beta_{L,N} \tilde{Z}^{(i)}$ and $\rho = \beta_{L,N} \rho$.

Quantum state update. We employ a predictor–corrector scheme similar to that in subsection 5.2. Given the quantum state $\rho_n \in Q(H_{L,N})$ and resolved variables $x_n \in \mathcal{X}$ at time $t_n$, we use a data-driven approximation $\mathcal{P}_{L,N} : B_1(H_{L,N}) \to B_1(H_{L,N})$ of the transfer operator to obtain the prior state $\tilde{\rho}_{n+1}$ at time $t_{n+1}$ analogously to (5.3) and an effect-valued feature map $\tilde{F}_{L,N} : \mathcal{X} \to \mathcal{E}(H_{L,N})$ that updates $\tilde{\rho}_{n+1}$ by conditioning by $c_{n+1} = \tilde{F}_{L,N}(x_{n+1})$ as in (5.4). The transfer operator $\mathcal{P}_{L,N}$ is based on an approximation of the Koopman operator $\hat{U} : H \to H$ by a shift operator $\hat{U}_N : H_N \to H_N$ [7]. That is, we have $\mathcal{P}_{L,N} A = U_{L,N} A U_{L,N}$ where $U_{L,N} = \Pi_{L,N} U_N$, and $U_{L,N}$ is represented by the $L \times L$ matrix $U_{L,N} = \beta_{L,N} U_{L,N}$; see Appendix A.1.4 for further details. The effect-valued feature map $\tilde{F}_{L,N}$ is constructed analogously to $\tilde{F}$ from subsection 5.3 using the radial Gaussian kernel in (5.5). In the $\{\phi_{i,N}\}$ basis of $H_{L,N}$, the map $\tilde{F}_{L,N}$ is represented by a matrix-valued map $\tilde{F}_{L,N} : \mathcal{X} \to \mathbb{M}$ with $\tilde{F}_{L,N} = \beta_{L,N} \tilde{F}_{L,N}$ that we use in numerical applications; see Appendix A.1.5.

Initialization. In the experiments presented in sections 7 and 8, we initialize the parameterized system with an uninformative quantum state analogously to (5.7). Specifically, given any $x \in \mathcal{X}$, we set the initial state $\alpha(x) = (x, \tilde{\rho}_{N,L}) \in \mathcal{X} \times Q(H_{L,N})$, where

$$\tilde{\rho}_{N,L} = \frac{\Pi_{L,N} \tilde{\rho}_N}{\text{tr}(\Pi_{L,N} \tilde{\rho}_N)}, \quad \tilde{\rho}_N = \langle 1_\Omega, \cdot \rangle N 1_\Omega.$$ 

An alternative approach would be to set $\alpha(x) = (x, \rho_x)$, where the quantum state $\rho_x$ is obtained via the effect-valued feature map $\tilde{F}_{L,N}$ analogously to (5.6). As mentioned in subsection 5.4, numerically we found that the uninformative initialization approach has negligible impact on the ability of the parameterized system to reproduce the equilibrium statistical behavior of the original system, but initializing with (5.6) is expected to be important in initial-value prediction experiments.

Stochastic parameterization. The data-driven QMCl framework has a stochastic variant which is entirely analogous to the scheme described in subsection 5.5.

6.5. Convergence of data-driven approximation. With the addition of another approximation parameter ($N$ in addition to $L$), we seek to examine the convergence properties of the system under the iterated limits of $L \to \infty$ after $N \to \infty$. Previous work [29] has shown that for quantum observables $A_N \in B(H_N)$ and $A \in B(H)$ satisfying (6.6) and (6.7) for some $\hat{A} : C(\mathcal{M}) \to C(\mathcal{M})$ and for states $\tilde{\rho}_N \in Q(H_N)$ and...
\( \rho \in Q(H) \) satisfying a related compatibility condition with operators on continuous functions, the following asymptotic consistency relationship holds,

\[
(6.10) \lim_{L \to \infty} \lim_{N \to \infty} E_{PL,N} \rho_{L,N} A_{L,N} = \lim_{L \to \infty} E_{PL} \rho_{L} A_{L} = E_{\rho} A.
\]

Here, \( A_{L,N} = \Pi_{L,N} \hat{A}_{N} \) and \( A_{L} = \Pi_{L} A \) are the projected quantum observables associated with \( \hat{A}_{N} \) and \( A \), respectively, and \( \rho_{L,N} \in Q(H_{L,N}) \) and \( \rho_{L} \in Q(H_{L}) \) are the projected states associated with \( \hat{\rho}_{N} \) and \( \hat{\rho} \), respectively (see (4.8)). Under Assumption A4, the fluxes \( \zeta^{(i)} \) are continuous, which implies that (6.6) and (6.7) are satisfied with \( A = \pi(\zeta^{(i)}) \), \( \hat{A}_{N} = \hat{\pi}_{N}(\zeta^{(i)}) \), and \( \hat{A} \) set to the multiplication operator by \( \zeta^{(i)} \) on continuous functions. Furthermore, the cost of computing \( \zeta^{(i)} \) and (6.6) holds includes images \( \rho = \Gamma(p) \) from (4.1) of probability densities in \( L^1(p) \) with continuous representatives in \( C(M) \), as well as higher-rank generalizations, so the data-driven QMCI formulation is asymptotically consistent as \( N \to \infty \) in a broad range of scenarios encountered in applications. In addition, an analogous convergence result holds for conditioning by effects \( e \in E(H) \) and \( \hat{e}_{N} \in E(H_{N}) \) which satisfy (6.6) and (6.7) for some operator \( \hat{e} : C(M) \to C(M) \) on continuous functions. We refer the reader to [29] for further details.

6.6. Computational cost. The training data requirements and computational cost of QMCI are generally comparable with those of kernel methods for supervised machine learning. Given that the data space \( W \) has dimension \( d_W \), the brute-force computation cost of forming the \( N \times N \) kernel matrix \( K_{N} \) representing the integral operator \( K_{N} \) is \( O(d_W N^2) \) for radial kernels. This cost can be reduced to \( O(N \log N) \) in data spaces of sufficiently low dimension using randomized methods for approximate nearest neighbors, e.g., [46]. In our numerical experiments, we compute \( K_{N} \) with brute force and then sparsify it, retaining \( k_{nn} \ll N \) nearest neighbors per data point. The storage cost and matrix–vector multiplication cost for \( K_{N} \) then become \( O(k_{nn} N) \). We compute the basis vectors \( \phi_{l,N} \) using iterative solvers. The cost of this computation depends on the spectral properties of \( K_{N} \) and the number \( L \) of requested eigenvectors, but generally scales linearly \( k_{nn} \) and \( N \). Once the basis \( \{\phi_{l,N}\}_{l=0}^{L-1} \) has been computed, we form the \( L \times L \) matrix \( U_{L,N} = \pi_{L,N} \hat{U}_{N} \) representing the projected shift operator and the \( L \times L \) observable matrices \( Z^{(1)}_{L,N}, \ldots, Z^{(d)}_{L,N} \) (see Appendix A.3.1), each with an \( O(N L^2) \) computational cost. This completes the training phase of QMCI.

The computational cost associated with advancing the parameterized model over one timestep, given that the classical and quantum states are \( x_{n} \in \mathcal{X} \) and \( \rho_{n} \in Q(H_{L,N}) \), respectively, is as follows:

- We compute the flux terms \( \hat{Z}^{(i)}(\rho_{n}) = \text{tr}(\rho_{n} Z^{(i)}_{L,N}) \) for \( i \in \{1, \ldots, d\} \), where \( \rho_{n} \in M_{L} \) is the matrix representation of \( \rho_{n} \) in the \( \{\phi_{l,N}\} \) basis of \( H_{L,N} \). For a quantum state of rank \( r \), the cost of each of these computations is \( O(r L^2) \). This can be as high as \( O(L^3) \) for quantum states of full rank, but in our experiments we work with pure states, \( r = 1 \), which results in \( O(L^2) \) operations.
- We advance the resolved variables \( x_{n} \) via (5.2) using the previously computed fluxes. The cost of this procedure is independent of QMCI so we do not consider it further here.
- Using the transfer operator, we advance \( \rho_{n} \) to the density matrix \( \hat{\rho}_{n+1} \) representing the prior state \( \rho_{n} \). This is again an \( O(r L^2) \) operation which can be as high as \( O(L^3) \) but reduces to \( O(L^2) \) for pure states.
• We compute the $L \times L$ matrix $F_{L,N}(x_{n+1})$ representing the quantum effect $F_{L,N}(x_{n+1})$. This has an $O(dLNL^2)$ cost. Using $F_{L,N}(x_{n+1})$ we condition $\rho_{n+1}$ to obtain the density matrix $\rho_{n+1}$ representing the posterior state from (5.4). The cost of this operation is $O(rL^2)$, where $r$ is again the rank of $\rho_{n+1}$.

Note that the density matrix update, $\tilde{\rho}_{n+1} \mapsto \rho_{n+1}$, is the only step in the online prediction phase whose cost depends on the size $N$ of the training data. In subsection 9.3, we discuss possible ways of alleviating this dependence using random feature methods for kernel matrix approximation [63].

7. Quantum mechanical closure of the L63 system. As our first set of numerical examples, we apply QMCl to the L63 system [54]. The L63 system is classically defined as the dynamical system on $\mathbb{R}^3$ where $(x(t), y(t), z(t)) \in \mathbb{R}^3$ evolves as

$$\dot{x}(t) = \sigma(y(t) - x(t)), \quad \dot{y}(t) = x(t)(\rho - z(t)) - y(t), \quad \dot{z}(t) = x(t)y(t) - \beta z(t)$$

for the parameter values $\beta = 8/3$, $\rho = 28$, and $\sigma = 10$. However, as noted in [61], the L63 system can be expressed in terms of the system (2.4), where the variables $(a_1(t), a_2(t), a_3(t)) \in \Omega \equiv \mathbb{R}^3$ are obtained by projection of $(x(t), y(t), z(t))$ onto the EOF basis vectors, and have decreasing variance.

7.1. Experimental setup. We follow closely the setup of Palmer [61], which we outlined in subsection 2.1.2. We assume knowledge of the equations governing the $a_1$ and $a_2$ components, but not of that governing the $a_3$ component. That is, we have $(a_1, a_2) \in \mathcal{X} \equiv \mathbb{R}^2$, $a_3 \in \mathcal{Y} \equiv \mathbb{R}$, and the flux term is $Z : \mathcal{Y} \rightarrow \mathcal{Z} \equiv \mathbb{R}$ with $Z(a_3) = a_3$. The true discrete-time system on $\Omega$ evolves under the time-$\Delta t$ flow generated by (2.4) for a timestep of $\Delta t = 0.01$; that is, we have $\Phi : \Omega \rightarrow \Omega$ with $\Phi = \Phi^{0.01}$. Of course, $\Phi$ is not available in closed form, so practically we consider as the “true” L63 dynamics a numerical approximation of $\Phi$ by a high-fidelity ordinary differential equation solver. Here, we use MATLAB’s ode45 solver which is based on an adaptive Runge-Kutta scheme of order (4,5). As our approximate resolved dynamics $\tilde{\phi} : \mathcal{X} \times \mathcal{Z} \rightarrow \mathcal{Z}$ we use a standard 4th-order Runge-Kutta (RK4) discretization of the $a_1$ and $a_2$ equations in (2.4), treating $a_3$ as fixed; see (A.13) for an explicit formula. We evolve the quantum states in $\tilde{\mathcal{Y}} = Q(H_{L,N})$ using the map $\psi_r : \mathcal{X} \times Q(H_{L,N}) \rightarrow Q(H_{L,N})$ from subsection 5.2 for various choices of the number of timesteps $r$ between state updates by the quantum Bayes’ rule (5.4).

7.2. Experiments with large, full training data. We first consider QMCl models trained with a long time series of the full system state. In these experiments, the training observation map $W : \Omega \rightarrow \mathcal{W}$ is the identity map on $\mathcal{W} = \Omega = \mathbb{R}^3$, and we use a training time series $\omega_0, \ldots, \omega_{N-1} \in \mathcal{W}$ consisting of $N = 150,000$ samples with $\omega_m = (x_m, y_m) = \tilde{\Phi}^m(\omega_0)$. The initial training state $\omega_0$ is obtained by integrating (2.4) with the initial condition $(2,2,2)$ for 500 model time units (i.e., 500/\Delta t = 50,000 time steps), and setting $\omega_0$ to the final point of that trajectory. We also use the values $z_0, \ldots, z_{N-1} \in \mathbb{R}$ of the flux term, $z_m = Z(y_m) = y_m$, from the training trajectory.

Setting the dimension parameter $L = 1500$, we compute the kernel eigenfunction basis $\{\phi_{l,N}\}_{l=0}^{L-1}$ of $H_{L,N}$ from (6.3) using the training data $\omega_m$. The kernel function $\kappa_W$ is the radial Gaussian kernel (4.12) with the bandwidth parameter $\epsilon_{xy} = \sqrt{19}$ chosen via automatic tuning (see Appendix A.3.1). We then compute the corresponding $L \times L$ matrix representations $U_{L,N}$ and $Z_{L,N}$ of the projected Koopman operator.
Fig. 2: Trajectory plots of the resolved variables \( x = (a_1, a_2) \) under (a) the true L63 dynamics and (b) the QMCl parameterized system. The length of the plotted trajectories is 200 model time units.

and the projected multiplication operator representing the flux term \( Z \) as described in subsection 6.4. We also use the basis functions to build the effect-valued feature map \( \tilde{F}_{L,N} \) described in Appendix A.1.5. This map is based on the radial Gaussian kernel \( k \) in (5.5) with the bandwidth parameter \( \epsilon = 2 \). This completes the training phase of QMCl.

To run the parameterized system, we generate a state \( \hat{\omega}_0 \in \Omega \) near the Lorenz attractor analogously to \( \omega_0 \); that is, we integrate (2.4) over 500 model time units with the initial condition \((1.99, 2, 2)\), and set \( \hat{\omega}_0 = (\hat{x}_0, \hat{y}_0) \) to the last point of that trajectory. We then use the initialization map (5.7) to generate an initial condition \( \iota(\hat{x}_0) = (\hat{x}_0, \hat{\rho}_0) \in X \times Q(H_{L,N}) \) of the parameterized system. We condition the quantum state via the \( \tilde{F}_{L,N} \) effect map every \( r = 10 \) timesteps (i.e., every \( r \Delta t = 0.1 \) model time units).

Starting from \((\hat{x}_0, \hat{\rho}_0)\), the QMCl system generates via Algorithm A.3.3 a time-ordered sequence of pairs \((\hat{x}_0, \hat{\rho}_0), (\hat{x}_1, \hat{\rho}_1)\),... of resolved variables \( \hat{x}_n \in X \) and quantum states \( \hat{\rho}_n \in Q(H_{L,N}) \), as well as a corresponding sequence of flux terms \( \hat{z}_n \in Z \) given by \( \hat{z}_n = \hat{Z}(\hat{\rho}_n) \) in accordance with (5.1). Under a “perfect” closure in the sense of the commutative diagram (2.1), the sequence of resolved variables \( \hat{x}_0, \hat{x}_1, \ldots \) should match the time series \( \tilde{x}_0, \tilde{x}_1, \ldots \) of the \((a_1, a_2)\) state vector components under the L63 flow starting from the same initial condition, i.e., \( \tilde{x}_n = (a_1(t_n), a_2(t_n)) \) with \( (a_1(t_n), a_2(t_n), a_3(t_n)) = \Phi^{n \Delta t}(\tilde{\omega}_0) \). If, in addition, the flux term \( Z = a_3 \) is consistently approximated by \( \tilde{Z} \), then the time series \( (\hat{x}_0, \hat{z}_0), (\hat{x}_1, \hat{z}_1), \ldots \) generated by the QMCl system should match the full three-dimensional L63 trajectory \( \tilde{\omega}_0, \tilde{\omega}_1, \ldots \) with \( \tilde{\omega}_n = (a_1(t_n), a_2(t_n), a_3(t_n)) \). Here, we assess the performance of the scheme by examining its ability to reproduce salient qualitative features of the Lorenz attractor and to recover the marginal distributions and time-autocorrelation functions of \( a_1, a_2, \) and \( a_3 \).

Figure 2 compares representative trajectories of the resolved variables \( x \) under the true L63 dynamics (Figure 2a) and their approximations \( \hat{x}_n \) under the QMCl system (Figure 2b). It is readily apparent that the QMCl system generates a structure with
a similar geometry to the Lorenz attractor. It is also worth noting that this similarity holds not just in the $a_1, a_2$ projection (which would be sufficient for a parameterization scheme). In fact, as shown by the three-dimensional trajectory plots in Figure 3, the QMCI algorithm meaningfully reconstructs all three dimensions of the system. Particularly, the trajectories show that the QMCI system evolves in the $a_3$ component in a qualitatively similar manner to the true system. In Figure 4, we show time series plots for the $a_1$ component under the true L63 and QMCI dynamics. The general rate and aperiodicity of the transitions, as well as the tendency for the point to sometimes oscillate in one lobe with increasing amplitude prior to switching lobes, are preserved in the QMCI system.

Next, in Figure 5, we examine the ability of QMCI to reproduce some of the one- and two-point statistics under the invariant measure of the L63 system, namely the marginal probability density functions (PDFs) and time-autocorrelation functions of the $a_1, a_2,$ and $a_3$ coordinates. We estimate these statistics numerically using trajectories generated by the two systems spanning 1000 model time units (i.e., $1000/\Delta t = 100,000$ samples); see Appendix A.4 for further details. It is evident from the results that the QMCI system performs well in terms of reproducing the marginal PDF and time-autocorrelation structure of $a_1, a_2,$ and $a_3$ with respect to the invariant measure.

Of particular importance in the L63 system is the behavior of the $a_1$ component. Much of the system’s chaotic behavior can be understood as chaos in when the system transitions from one lobe of the attractor to another, manifesting as sign changes of the $a_1$ coordinate (see, e.g., Figure 2a). The autocorrelation plots in Figure 5b show that the QMCI system accurately captures the initial correlation decay of $a_1$ due to these transitions, which takes place over a timescale comparable to the Lyapunov timescale of the system (approximately 1 model time unit). The corresponding PDF is also reproduced reasonably well (see Figure 5a), although some differences from the true PDF are visible near $a_1 = 0$. These differences are not too surprising given that...
values of \( a_3 \) close to 0 correspond to the mixing region between the two lobes of the attractor where the dynamics is particularly sensitive to perturbations.

Other notable aspects of the results in Figure 5 are the oscillatory nature of the autocorrelation function for \( a_2 \) (Figure 5d) and the bimodal corresponding PDF (Figure 5c) due to oscillations about the unstable fixed points in the center of the two “holes” of the attractor. The QMCl system is seen to consistently reproduce these features. Meanwhile, the time-autocorrelation of \( a_3 \) (Figure 5f) exhibits a damped oscillatory behavior that is again reasonably well reproduced by QMCl.

In calculations not reported here, we observed that replacing the RK4 scheme in the definition of \( \tilde{\psi} \) by a first-order forward Euler scheme results in a noticeable reduction of statistical accuracy of the QMCl model in terms of the PDFs and autocorrelation functions of \( a_1, a_2, \) and \( a_3 \). This effect is independent of QMCl since integrating the L63 system (2.4) with a forward Euler scheme of fixed timestep \( \Delta t = 0.01 \) (as opposed to \texttt{ode45}) was found to impart similar changes to the \( a_1, a_2, a_3 \) statistics.

In summary, the results presented in this subsection demonstrate that the QMCl-parameterized system provides an accurate surrogate model of the full L63 dynamics.

7.3. Small, partial training data. The experiment in subsection 7.2 assumed access to a large training dataset containing full information about the system state. Here, we show that with the same parameters but much less training data, \( N = 10,000 \), the QMCl method still performs a reasonable reconstruction of the L63 dynamics. On this experiment, we also impose the constraint that in generating the kernel eigenvectors defining \( H_{L,N} \) we do not have access to full state vectors \((a_1, a_2, a_3)\). Instead, only the \( a_1 \) component is available.

Let \( \tilde{W} : \Omega \rightarrow \mathbb{R} \) be the map that projects onto the first coordinate, i.e., \( \tilde{W}(\omega) = a_1 \) with \( \omega = (a_1, a_2, a_3) \). Let also \( \tilde{w}_m = \tilde{W}(\omega_m) \), where \( \omega_0, \omega_1, \ldots, \omega_{N-1} \in \Omega \) is the training trajectory in state space (defined as in subsection 7.2, but assumed here unobserved). To enrich the data \( \tilde{w}_m \) with information lost due to projection by \( \tilde{W} \), delay-coordinate embedding is used on this one-dimensional time series. Setting \( \mathcal{W} = \mathbb{R}^Q \), where \( Q \in \mathbb{N} \) is an even parameter corresponding to the number of delays,
Fig. 5: Empirical PDFs (a, c, e) and normalized time-autocorrelation functions (b, d, f) of the $a_1$ (a, b), $a_2$ (c, d), and $a_3$ (e, f) components of the L63 system under the true and QMCl dynamics. The PDFs and autocorrelation functions were estimated using time series spanning 1000 model time units.
we define the delay-coordinate map $W : \Omega \to W$ such that

$$W(\omega) = (\tilde{W}(\Phi^{-Q/2}(\omega)), \tilde{W}(\Phi^{-Q/2+1}(\omega)), \ldots, \tilde{W}(\Phi^{Q/2}(\omega))).$$

From the theory of delay-coordinate maps [66] it is known that for sufficiently large $Q$, and with “high probability” in a suitable sense, $W$ is an injective map on compact subsets of $\Omega$, and thus the support of the invariant measure $\mu$ (which is compact since it is contained in an absorbing ball under the L63 dynamics [50]). Thus, for sufficiently large $Q$, training data obtained through the map $W$ should be theoretically sufficient to build a basis for the entire Hilbert space $H$. Importantly for practical applications, we have

$$W(\omega_m) = (\tilde{w}_{m-Q/2}, \tilde{w}_{m-Q/2+1}, \ldots, \tilde{w}_{m+Q/2}),$$

which means that we can evaluate $W$ on the dynamical states $\omega_m$ underlying the training data without knowledge of these states. In particular, we can compute kernel matrices and build an associated data-driven basis of $H_{L,N}$ as described in subsection 6.2 using data sampled from $W$. It is worthwhile noting that as the number of delays $Q$ increases, the kernel eigenfunctions obtained from delay-coordinate-mapped data tend to span approximately Koopman-invariant subspaces [22, 33], which improves the quality of Koopman/transfer operator approximation in these subspaces. This fact motivates using delay-coordinate maps even when full system states are available for training.

Figure 6 displays representative trajectory, marginal PDF, and autocorrelation results obtained using $N = 10,000$ training samples from (7.1) and $Q = 10$ delays. For the kernel $\kappa_W$ used to build the basis we used the variable-bandwidth kernel proposed in [9], normalized to a symmetric Markov kernel using the approach of [19]. A description of the construction of this kernel can be found in [29]. For the feature-map kernel $k$, a bandwidth value $\epsilon = 10$ was chosen. One can notice that this system still closely approximates both the marginal PDFs (Figure 6c) and autocorrelation functions (Figure 6d) of the true system under the invariant measure. However, in both cases, it is evident that the larger, more informative training data used in the experiment of subsection 7.2 allows for a more accurate approximation of the true system; see, e.g., the autocorrelation plots in Figure 6d.

7.4. Stochastic closure experiments. For purposes of establishing a baseline of performance based on a concise and fast stochastic method, we first examine plots generated by the i.i.d. Gaussian closure of [61] (see subsection 2.1.2). Figure 7 shows representative trajectories for the $(a_1, a_2)$ and $(a_1, a_2, a_3)$ components generated by this system. Though both attractor lobes are visible, there is noticeably less accuracy in the behavior when it comes to transitions between lobes—this is reflected in the autocorrelation plots shown in Figure 8d. The stochastic closure also fails to reproduce the characteristic “holes” around the fixed points in the lobes of the attractor. This is reflected in the $a_1$ PDF from the Gaussian closure in Figure 8c which exhibits high probability density for values of $a_1$ that have lower probability density under the true system due to the holes.

Viewing Figure 7b allows us a glimpse into what is going on “under the hood” of the stochastic Gaussian closure. Since the choice of the $a_3$ component is Gaussian i.i.d. for each timestep, the $a_3$ component appears simply as random noise, while the useful approximation of the attractor manifests only in the $(a_1, a_2)$ projection (see Figure 7a). On the other hand, in Figure 3b we can see that the deterministic QMCl approach reconstructs the entire attractor, even including the parameterized dimension. In
some applications such as climate dynamics, the increase in computation cost and requisite information in QMCl (see subsection 6.6) may result in parameterizations based on cheaper parametric stochastic models such as the i.i.d. Gaussian closure of the L63 system being favorable. However, the ability to accurately reconstruct entire attractors may allow for the reproduction of more complicated and subtle dynamical properties in the resolved variables, which could in turn have value in areas where additional computation time would be worth investing.

In comparison with the deterministic QMCl and i.i.d. Gaussian closure, we also...
Fig. 7: Projected (a) and three-dimensional (b) trajectories generated by the Gaussian parameterization of the L63 system from subsection 2.1.2. The plotted trajectories span 200 model time units. In (b), the color corresponds to the value of the $a_1$ component. Notice the lack of structure in the $a_3$ coordinate compared to Figure 3a due to modeling of the $a_3$ dynamics as an i.i.d. Gaussian process.

examine the stochastic QMCI closure described in subsection 5.5. In this experiment, we use $N = 90,000$ samples of the state vector (i.e., $W = \text{Id}$ as in subsection 7.2) and $L = 1200$ eigenfunctions to build the QMCI Hilbert space $H_{L,N}$. The quantum state was updated through the observation kernel after every ten timesteps (i.e., $r = 10$). The bandwidth parameter for the kernel $\kappa_W$ used to build the basis was algorithmically chosen to be $\epsilon_W = \sqrt{19}$, and the bandwidth parameter for the feature map kernel $k$ was chosen to be $\epsilon = 35$.

It is worth noting that a relatively large value of $\epsilon$ was chosen for this experiment (cf. $\epsilon = 2$ and $\epsilon = 10$ in subsections 7.2 and 7.3, respectively) due to numerical stability issues. Namely, for values of $\epsilon$ comparable to the deterministic QMCI experiments, the stochastic QMCI system tends to run into numerical errors associated with the effect-update step if the current point lands too far from the training data (meaning that, for some $\hat{x}_n \in \mathcal{X}$ under the parameterized dynamics, $k(\hat{x}_n, x_m)$ is numerically zero for all $x_m$ in the training dataset). Increasing $\epsilon$ makes the system more stable with respect to this particular problem, at the expense of a less informative kernel. The deterministic QMCI system is less noisy, and as it appears inherently less likely to run into this issue, allowing for the value of $\epsilon$ to be chosen significantly smaller.

In Figures 8c and 8d, we compare the marginal PDF and time-autocorrelation function of the $a_1$ variable, respectively, of the true system, the deterministic and stochastic QMCI systems, and the i.i.d. Gaussian closure. We can notice that the stochastic QMCI closure comes closer to reconstructing the correct PDF and autocorrelation function than the i.i.d. Gaussian closure. As is clear from Figure 8a, the stochastic QMCI algorithm recovers some qualitative aspects of the L63 system, but fails in other important respects. In Figure 8b we can see that the three-dimensional $(a_1, a_2, a_3)$ trajectories are somewhat more coherent than their counterparts from the Gaussian closure in Figure 7b (since the stochastic flux terms in QMCI are not i.i.d., and their distribution depends on the resolved variables), but they are still dominated
Fig. 8: Trajectories (a, b), marginal PDF of $a_1$ (c), and time-autocorrelation of $a_1$ (d) for the stochastic QMCI closure of the L63 system. The trajectories in (a, b) span 200 model time units. The PDFs and autocorrelation functions for the stochastic QMCI system in (c, d) were estimated using time series spanning 200 time units. PDFs and autocorrelation functions from the true L63 system, the deterministic QMCI system from Figures 5a and 5b, and the i.i.d. Gaussian closure [61] (see Figure 7 for trajectories) are also shown.

by noise. Moreover, similarly to the Gaussian closure, the “holes” of the attractor lobes (Figure 8a) are not adequately recovered. In Figure 8c, we notice that the $a_1$ histograms have significantly different structures—namely, the trajectories generated from the stochastic QMCI system tend to cluster in the two lobes, while the true system has a high density of points in the central transition region. Evidently, while the “double wing” nature of the attractor is present in the stochastic QMCI system, the smoothness of the transition between lobes, the general distribution of points, and the rate and qualitative behavior of the system as it transitions are all less accurate to the true system than the deterministic QMCI system is.
8. Lorenz 96 multiscale. The L96 multiscale model [55, 27] is a system of equations of \( K \) variables \( \{x_k\}_{k=1}^K \) and \( JK \) variables \( \{y_{j,k}\}_{j,k=1}^{J,K} \) defined by

\[
\dot{x}_k = -x_{k-1}(x_{k-2} - x_{k+1}) - x_k + F - h_x \bar{y}_k,
\]
\[
\dot{y}_{j,k} = \frac{1}{\varepsilon} \left(-y_{j+1,k} (y_{j+2,k} - y_{j-1,k}) - y_{j,k} + h_y x_k\right),
\]
\[
x_{k+K} = x_k, \quad y_{j,k+K} = y_{j,k}, \quad y_{j+J,k} = y_{j,k+1},
\]

where \( \bar{y}_k = \sum_j y_{j,k}/J \), and \( F, h_x, h_y, \) and \( \varepsilon \) are real parameters. The L96 multiscale system is a more comprehensive model of atmospheric dynamics than the L63 system. For \( \varepsilon \ll 1 \), it is a multiscale system, in which the variables \( x_k \) vary slowly in time and each have an associated set \( \{y_{j,k}\}_{j=1}^J \) of variables which vary quickly. Each slow variable \( x_k \) is only influenced by the fast variables via the average value \( \bar{y}_k \) of its associated fast variable set. The L96 multiscale system has been extensively used as a testbed for parameterization schemes; see, e.g., [73, 21, 2, 45, 16, 38] among many references. The objective of parameterization in this case is to approximate the behavior of the slow variables. That is, we have \( x = (x_1, \ldots, x_K) \in \mathcal{X} \equiv \mathbb{R}^K \), \( y = (y_{1,1}, \ldots, y_{J,K}) \in \mathcal{Y} \equiv \mathbb{R}^{J,K} \), and \( Z : \mathcal{Y} \to \mathcal{Z} = \mathbb{R}^K \) with \( Z(y) = (\bar{y}_1, \ldots, \bar{y}_K) \) for the resolved variables, unresolved variables, and flux terms, respectively.

As \( \varepsilon \to 0 \), the L96 multiscale system is known to exhibit an averaging limit [62], in which the evolution of the \( x_k \) variables is Markovian and is governed by the system of equations

\[
\dot{x}_k = -x_{k-1}(x_{k-2} - x_{k+1}) - x_k + h_x \bar{Z}_k(x),
\]

for some functions \( \bar{Z}_1, \ldots, \bar{Z}_K : \mathcal{X} \to \mathbb{R} \). Following refs. [14, 29], we choose the parameters \( K = 9, J = 8, h_x = -0.8, h_y = 1 \), and \( \varepsilon = 1/128 \). The resulting dynamical regime is chaotic, with approximately Markovian dynamics for the \( x_k \) variables.

8.1. Quantum mechanical closure experiments. Let \( \Phi^t : \Omega \to \Omega \) with \( \Omega = \mathcal{X} \times \mathcal{Y} \) and \( t \in \mathbb{R} \) be the flow generated by (8.1). Similarly to the L63 experiments in section 7, we consider a discrete-time system \( \Phi : \Omega \to \Omega \) with \( \Phi = \Phi^\Delta t \) obtained by temporal subsampling of the flow. Here, the timestep is \( \Delta t = 0.01 \) model time units. As training data for QMCI, we use time series \( \omega_0, \ldots, \omega_{N-1} \in \mathcal{W} \equiv \mathcal{X} \equiv \mathbb{R}^K \) and \( \omega_0, \ldots, \omega_{N-1} \in \mathcal{Z} \), where \( \omega_m = \mathcal{P}_X(\omega_m) \), \( z_m = \mathcal{Z}(\omega_m) \), and \( \omega_0, \ldots, \omega_{N-1} \in \mathcal{W} \) with \( \omega_m = \Phi^m(\omega_0) \). In particular, we build the basis of \( H_{L,N} \) using information from only the slow variables. The numerical trajectory \( \omega_m \) is generated using MATLAB’s ode15s solver which is appropriate for stiff problems. The number of training samples is \( N = 40,000 \), and the initial condition \( \omega_0 \) is taken on the trajectory starting from \((x_1, \ldots, x_K) = (1,0, \ldots, 0)\) and \((y_{1,1}, \ldots, y_{J,K}) = (1,1,0, \ldots, 0)\) after an equilibration time interval of 200 model time units (i.e., similarly to the L63 experiments; see subsection 7.2).

We build the kernel eigenbasis of the Hilbert space \( H_{L,N} \) with dimension \( L = 1900 \) using the radial Gaussian kernel \( \kappa_W \) from (4.12). As in the L63 experiments from section 7, the bandwidth parameter \( \epsilon_W = \sqrt{10} \) was tuned automatically. Moreover, the evolution map \( \bar{\phi} : \mathcal{X} \times \mathcal{Z} \to \mathcal{X} \) is based on the RK4 scheme in (A.13). We evolve the quantum states using the map \( \psi_r : \mathcal{X} \times Q(H_{L,N}) \to Q(H_{L,N}) \) with \( r = 5 \) Koopman evolution steps (i.e., \( r \Delta t = 0.05 \) model time units) between each state conditioning via (5.4). The effect-valued feature-map \( F_{L,N} \) was based on a radial Gaussian kernel, here with bandwidth parameter \( \epsilon = 2 \). Similarly to the L63 experiments, we assess the performance of QMCI in terms of its ability to reproduce salient qualitative features of the true dynamics, as well as marginal PDFs and time-autocorrelation functions of
the revolved variables. In these tests, the true and QMCl systems are initialized on the trajectory starting from $(x_1, \ldots, x_K) = (1, 0, \ldots, 0)$ and $(y_{1,1}, \ldots, y_{J,K}) = (1, 0, \ldots, 0)$ after an equilibration period of 1000 model time units. We use 100,000 samples (i.e., $100,000 \Delta t = 1000$ model time units) on the true and QMCl trajectories starting at that point to compute PDFs and autocorrelation functions. The initial QMCl state is obtained via (5.7).

Figure 9 displays Hovmoller diagrams (space–time heat maps) of the $x_k$ variables under the true L96 and QMCl dynamics. In our chosen dynamical regime, the $x_k$ variables exhibit characteristic propagating patterns which can be thought of as crude representations of eastward-propagating disturbances in the Earth’s midlatitude atmosphere. The dynamics of these wave-like structures, including their aperiodic emergence and decay, appear to be qualitatively well-captured by the QMCl system.

As a more quantitative test, in Figure 10 we compare the marginal PDFs and time-autocorrelation functions of $x_1$ under the true L96 and QMCl dynamics. We can see in Figure 10b that the autocorrelation under the QMCl system matches the periodicity present in that of the true system, though the decay of the correlation amplitude is somewhat faster in the QCMl system. The $x_1$ PDFs (Figure 10a) are also in good agreement between the true and QMCI systems.

9. Summary and discussion. We have developed a data-driven framework for closure of dynamical systems that combines aspects of quantum theory, ergodic theory, and kernel methods for machine learning. Our approach, called Quantum Mechanical Closure (QMCl), models the unresolved degrees of freedom as a finite-dimensional quantum mechanical system that is coupled to a classical model governing the resolved variables. The state of the quantum system is a density operator (a quantum mechanical analog of a probability density) that evolves dynamically under the induced action of the Koopman operator. The fluxes from the unresolved variables to the resolved variables are modeled as expectations of quantum observables (self-adjoint operators) that provide the closure terms needed to advance the resolved
variables given the current quantum state. Meanwhile, the state of the resolved variables updates the quantum state by conditioning, using an operator-valued feature map in a step that can be viewed as a quantum mechanical analog of Bayes’ rule. The resulting two-way coupling between the classical and quantum systems for the resolved and unresolved degrees of freedom, respectively, resembles the prediction–correction cycle of sequential data assimilation (filtering).

QMCl has a data-driven implementation in which a dataset of $N$ samples of the resolved variables is used to learn a basis for an $L$-dimensional Hilbert space $H_{L,N}$ consisting of eigenfunctions $\phi_{l,N}$ of a kernel integral operator. The quantum mechanical closure model is then built over $H_{L,N}$, and all operators employed in the scheme are numerically represented as $L \times L$ matrices with respect to the $\{\phi_{l,N}\}$ basis. The data-drive formulation of QMCl has a well-characterized large-data limit, $N \to \infty$, leveraging results from spectral approximation of kernel integral operators. In addition the method has a stochastic variant wherein the closure terms are obtained by random draws at each timestep from the probability distribution of quantum mechanical measurements induced by the quantum state.

We have applied QMCl to deterministic and stochastic closure experiments involving the L63 (section 7) and L96 multiscale (section 8) systems; the latter, in a chaotic regime with timescale separation. In these experiments, QMCl was able to reconstruct the qualitative nature of the resolved variables, as well as their marginal distribution and time-autocorrelation functions with respect to the invariant measure. In the L63 examples, the unresolved variable was also recovered, resulting in a three-dimensional reconstruction of the Lorenz attractor.

We end the paper with a discussion of some of the salient features of QMCl and possible avenues for future work.

9.1. Positivity preservation. A novel aspect of QMCl is that it casts the problem of closure of dynamical systems in the setting of operator algebras and the associated quantum probability theory. What we have argued in this paper is that
the structure of these spaces naturally leads to computational algorithms with improved structure-preservation properties compared to formulations in abelian algebras of classical observables. In particular, as a result of basic properties of projections on operator algebras, QMCl represents positive classical observables by positive operators, whereas orthogonal projections onto finite-dimensional function spaces, are not, in general, positivity preserving. By virtue of the same properties, QMCl is able to represent classical probability densities by “honest-to-god” density operators in finite dimensions, whereas finite orthogonal basis expansions of probability densities are not, in general, positive functions (and thus not normalizable to probability densities).

We believe that the positivity preservation enjoyed by QMCl is a useful property in applications. In geophysical fluid dynamics, for instance, many relevant physical quantities such as density, moisture, and pressure, by definition take non-negative values. Since negative values of such variables have no physical meaning, a parameterization scheme which generates negative-valued outputs of these observables could have particularly problematic effects on the system as a whole. Core conservation laws, regarding mass, for example, could be violated by such a negative quantity, leading to poor, or even meaningless, predictions as time advances. In the context of parameterizations of climate models, some of the biases and numerical instabilities exhibited by data-driven parameterization schemes have indeed been attributed to failure to respect physical constraints such as energy conservation and positivity of precipitation [75], and it is possible that QMCl may provide a route to addressing such issues.

9.2. Stochastic versus deterministic approaches. In areas such as climate modeling, stochastic parameterization as a general approach has been increasingly studied and used to successful ends [6]. The stochastic mode of the QMCl framework (subsection 5.5) can be thought of as a new stochastic parameterization algorithm. In this view, at each time, the probability distribution associated with the stochastically-drawn flux term $z$ is determined by a generalized probability density function which is the quantum density operator $\rho$. Though the framework of QMCl fundamentally alters the mathematical structure underlying the probabilistic dynamics of the distribution, as a whole this can nonetheless can be thought of in the same general terms as stochastic parameterizations based on classical probability theory.

The deterministic approach (subsections 5.1 to 5.4), instead of drawing the value of $z$ randomly from an induced probability measure, directly chooses $z$ to be the expectation value of a quantum observable given the quantum state $\rho$. This is a natural choice as an estimator of the true flux given the unresolved variables, and is similar in spirit to statistical closure methods that estimate fluxes through classical expectations [45], including methods based on ensemble data assimilation [16, 38, 17, 52]. We argue that the deterministic mode of QMCl is better thought about in a fundamentally different way than the stochastic mode (that is, differently than as some extension or limiting case of the stochastic approach).

Upon first glance, one might imagine that dropping stochasticity counteracts the primary benefit of this method as an approach compared to more standard approaches to parameterization. Indeed, moving away from deterministic functions of the state as parameterizations, due to their inherent dynamics-flattening properties, is one reason why we were interested in such techniques to begin with. However, while the choice of $z$ at a given time is deterministic in this mode, it is not a function of the classical state at a given time—it is a function of the quantum state. That is, instead of our deterministic parameterization function being a function on the space of unresolved
variables $\mathcal{Y}$, it is now a function on the space of $L \times L$ density matrices. The latter, is a convex subset of the set of $L \times L$ Hermitian matrices of (real) dimension $L^2 - 1$ [5]. Assuming that the initial state is pure (i.e., a rank-1 projection, as is the case in the experiments in sections 7 and 8), all subsequent states produced by the QMCl algorithm are pure, and thus lie in a subset of the set of all quantum states of dimension $2(L-1)$. Since $L$ can very large compared to the dimension of $\mathcal{Y}$, our parameterization is no longer a dimension reduction, but in fact a massive dimension expansion. These additional dimensions allow for much more information to be carried through time, and allow us to avoid the dynamics-flattening that comes from a reduction approach.

A number of benefits arise from the deterministic variant of QMCl. For one, it is significantly computationally cheaper than the stochastic version, since the step of generating a probability distribution and drawing points from it is replaced by the comparatively cheaper calculation of computing $\text{tr}(\rho(\pi_L \zeta(i)))$ from (5.1) (particularly when $\rho$ is a pure state, in which case the computational cost is $O(L)$). Furthermore, in systems such as L96 multiscale (section 8), where multiple draws need to be taken at each timestep, we have a simple solution to the problem of choosing how to correlate the approximations of the various unresolved components. In the stochastic setup, all parameters were drawn separately (from the same quantum state, but nonetheless independently). Potentially important relations between what the values of the various parameters could be at a given time were thus lost—regardless of the accuracy of the PDFs, individual variation could result in sets of parameters which could not actually exist in reality. In the deterministic approach, this problem is implicitly resolved. All flux terms are taken to be the expectation of their observable $\pi_L \zeta(i)$ associated with a given quantum state, so there is an implicit correlation between the parameters which naturally arises from the quantum state itself. Finally, it is not unreasonable to think that analyzing convergence properties and error bounds of the deterministic approach may be easier in future research than a stochastic mode.

In the L63 results of subsection 7.4, we can already see clear benefits of using the expectation value over a random draw. What is manifest in the trajectory plots in Figure 3, along with the marginal PDF and time-autocorrelation plots in Figure 5, is that the quantum state appears to be carrying sufficient information to resolve the $a_3$ component at each time in a way that meaningfully corresponds to the underlying dynamics. To achieve this, however, we had to use the expectation value.

9.3. Future work. This work motivates future research in a number of directions. First, it would be fruitful to explore ways of improving the computational scalability of QMCl, both with regards to training and out-of-sample evaluation. To that end, methods for kernel approximation based on random features [63] appear well-suited to reduce the computational cost of the current brute-force kernel computations, which is $O(N^2)$ for training (basis function computation) and $O(N)$ for out-of-sample evaluation (operator-valued feature map). Random feature methods can reduce these costs to $O(N)$ and $O(1)$, respectively, while allowing streaming data processing in the training phase [34]. Another direction would be to employ methods for kernel learning [60] so as to optimize the kernels used in the computation of the basis and operator-valued feature map with respect to an objective. A longer-term goal would be to develop implementations of QMCl on quantum computers. Recent approaches for simulation of dynamical systems on quantum computers based on closely-related mathematical techniques to QMCl have shown promising results for simple ergodic dynamical systems [35], and it would be interesting to explore whether these methods can be extended in a parameterization context. Here, a challenge
would be how to handle sequential two-way interactions between the classical and quantum computational systems representing the resolved and unresolved dynamics, respectively. We believe that addressing this and other related problems would be fruitful areas for future work.

Appendix A. Numerical methods. This appendix contains details on the numerical implementation of the data-driven formulation of QMCl described in section 6. Appendix A.1 provides details on the linear operators employed in the data-driven scheme. Appendix A.2 gives the formula for classical evolution of the resolved variables used in the experiments of sections 7 and 8. Appendix A.3 contains a high-level algorithmic description of the QMCl pipeline, along with associated pseudocode. Appendix A.4 describes the approach used to compute histograms and time-autocorrelation functions.

A.1. Linear operators. In Appendices A.1.1 to A.1.5, we describe the construction of the kernel integral operators, multiplication operators, spectral measures, and effect-valued feature maps, respectively, used in the data-driven QMCl formulation. We assume throughout availability of the training data described in section 6. For simplicity, we suppress N and L subscripts (number of training samples and eigenfunctions, respectively) from our notation of column vectors and matrices representing vectors and linear operators, respectively.

A.1.1. Kernel integral operators. The first step in the data-driven QMCl algorithm is to use the training data \( w_0, \ldots, w_{N-1} \in \mathcal{W} \) to build the kernel integral operator \( K_N : \mathcal{H}_N \to \mathcal{H}_N \) and compute the associated eigenfunctions \( \phi_{l,N} \). The eigenvalue problem for \( K_N \) in (6.3) is equivalent to the matrix eigenvalue problem

\[
K \phi_l = \lambda_{l,N} \phi_l
\]

for the \( N \times N \) kernel matrix \( K = [K_{ij}]_{i,j=0}^{N-1} \) with \( K_{ij} = \kappa \langle w_i, w_j \rangle \), where \( \phi_l = (\phi_0, \ldots, \phi_{N-1})^T \in \mathbb{R}^N \) are column vectors whose elements give the eigenfunction values, \( \phi_{md} = \phi_{l,N}(\omega_m) \). We normalize the eigenvectors such that \( \phi_l^T \phi_j = N \delta_{lj} \), which is equivalent to the orthonormality condition \( \langle \phi_{i,N}, \phi_{j,N} \rangle_N = \delta_{ij} \) on \( \mathcal{H}_N \). For computation, it is useful to arrange the leading eigenvalues \( \phi_0, \ldots, \phi_{L-1} \) that form the basis of \( \mathcal{H}_{L,N} \) in an \( N \times L \) matrix \( \Phi \) whose \( l \)-th column is equal to \( \phi_l \).

A.1.2. Multiplication operators. Every classical observable \( f : \Omega \to \mathbb{C} \) induces an element \( \hat{f}_N \in L^\infty(\mu_N) \) by restriction to the finite dynamical trajectory \( \{\omega_0, \ldots, \omega_{N-1}\} \subset \Omega \) underlying the training data. Since \( L^\infty(\mu_N) \) is isomorphic to \( \mathbb{C}^N \) whenever the states \( \omega_m \) are distinct (which we assume here), we can represent \( \hat{f}_N \) by the column vector \( f = (f_0, \ldots, f_{N-1})^T \in \mathbb{C}^N \) where \( f_m = f(\omega_m) \). We stress that \( f \) is empirically accessible so long as the values \( f_m \) of \( f \) on the states \( \omega_m \) are known, without requiring knowledge of \( \omega_m \). This is the case, for instance, for the values \( z_m^{(i)} = Z^{(i)}(\omega_m) \) of the fluxes used as our training data.

In QMCl, we map every such classical observable \( f \) to a projected multiplication operator \( A_{L,N} := \pi_{L,N} \hat{f}_N \in \mathcal{B}(\mathcal{H}_{L,N}) \). Computationally, this operator is represented by the \( L \times L \) matrix representation \( A := \beta_{L,N} A_{L,N} = [A_{ij}]_{i,j=0}^{L-1} \) with elements \( A_{ij} = \langle \phi_{i,N}, A_{L,N} \phi_{j,N} \rangle_N \). Using \( \circ \) to denote elementwise multiplication of column vectors, we have

\[
A_{ij} = \frac{1}{N} \sum_{m=0}^{N-1} \phi_{i,N}(\omega_m) f(\omega_m) \phi_{j,N}(\omega_m) = \frac{1}{N} \phi_i^T (f \circ \phi_j).
\]
In matrix notation, the above expression becomes

\[(A.2)\]
\[A = \frac{1}{N} \Phi^\top (\text{diag } f) \Phi.\]

Note that \(A\) is a self-adjoint matrix whenever \(f\) is real-valued. Henceforth, we will assume that this the case.

Given a quantum state \(\rho \in Q(H_{L,N})\) with matrix representation

\[(A.3)\]
\[\rho = [\langle \phi_i,N, \rho \phi_j,N \rangle]_{i,j=0}^{L-1},\]

the quantum mechanical expectation \(\mathbb{E}_\rho A\) from (3.1) can be computed as

\[(A.4)\]
\[\mathbb{E}_\rho A = \text{tr}(\rho A).\]

If \(\rho = \xi \xi^\top\) is a pure state associated with a unit vector \(\xi \in \mathbb{C}^L\) (recall that \(^\top\) denotes the complex-conjugate transpose), then (A.4) simplifies to

\[\mathbb{E}_\rho A = \xi^\top A \xi.\]

**A.1.3. Spectral decomposition.** In the stochastic variant of QMCl (see subsection 5.5), we use the spectral measure \(E_{A_{L,N}}\) of \(A_{L,N} = \pi_{L,N} \hat{f}_N\) in order to compute the discrete probability distributions \(P_{\rho,A_{L,N}}\) in (4.7) for a given quantum state \(\rho \in Q(H_{L,N})\). We stochastically generate flux terms by sampling from these distributions, as follows.

Let \(u_0, \ldots, u_{L-1} \in \mathbb{R}^L\) be a set of orthonormal eigenvectors of \(A\) from (A.2) with corresponding eigenvalues \(a_0, \ldots, a_{L-1} \in \mathbb{R}\) (potentially with multiplicities). In the \(\{\phi_i,N\}\) basis of \(H_{L,N}\), the spectral measure \(E_{A_{L,N}}\) from (4.6) is represented by a matrix-valued measure \(E : \mathcal{B}(\mathbb{R}) \to M_L\) with \(E(S) = \sum_{l:a_l \in S} u_l u_l^\top\), such that

\[E(S) = \sum_{l:a_l \in S} u_l u_l^\top.\]

Note that for any eigenvalue \(a_j\), the sum \(E^{(j)} = \sum_{l:a_l = a_j} u_l u_l^\top\) is the matrix representation of the projection \(E_{A_{L,N}}^{(j)}\) onto the eigenspace of \(A_{L,N}\) corresponding to \(a_j\).

Given a quantum state \(\rho \in Q(H_{L,N})\) with matrix representation \(\rho\) from (A.3), the probability distribution \(P_{\rho,A_{L,N}}\) can be evaluated as

\[(A.5)\]
\[P_{\rho,A_{L,N}}(S) = \sum_{l:a_l \in S} \text{tr}(\rho u_l u_l^\top)) = \sum_{l:a_l \in S} u_l^\top \rho u_l.\]

If \(\rho = \xi \xi^\top\) is pure, then (A.5) simplifies to

\[P_{\rho,A_{L,N}}(S) = \sum_{l:a_l \in S} |\xi^\top u_l|^2.\]

Practically, we draw samples from \(P_{\rho,A_{L,N}}\) by computing the probability vector \(p \in \mathbb{R}^L\) with

\[(A.6)\]
\[p = (p_0, \ldots, p_{L-1}),\quad p_l = P_{\rho,A_{L,N}}(\{a_l\}),\]

and drawing samples from the spectrum \(\{a_0, \ldots, a_{L-1}\}\) with distribution \(p\) using a sampling algorithm (e.g., \texttt{randsample} in MATLAB).
A.1.4. Evolution operators. Following [7, 32, 29], we approximate the Koopman operator by the left shift operator \( \hat{U}_N : H_N \to H_N \) defined as

\[
\hat{U}_N f(\omega_m) = \begin{cases} f(\omega_{m+1}), & 0 \leq m \leq N - 2, \\ 0, & m = N - 1. \end{cases}
\]

For completeness, we note that an alternative approach with equivalent asymptotic behavior as \( N \to \infty \) (which we do not use in experiments of sections 7 and 8) is to employ the unitary shift

\[
\hat{U}_N f(\omega_m) = \begin{cases} f(\omega_{m+1}), & 0 \leq m \leq N - 2, \\ f(\omega_0), & m = N - 1. \end{cases}
\]

With either approach, we obtain the evolution operator \( U_{L,N} : H_{L,N} \to H_{L,N} \) by projection onto \( H_{L,N} \), \( U_{L,N} = \Pi_{L,N} \hat{U}_N \Pi_{L,N} \). In the \( \{ \phi_{l,N} \} \) basis of \( H_{L,N} \), \( U_{L,N} \) is represented by the \( L \times L \) matrix

\[
U = [U_{ij}] = [(\phi_{i,N}, \hat{U}_N \phi_j)]_{i,j=0}^{L-1}.
\]

In particular, for the left shift operator in (A.7), we have

\[
U_{ij} = \frac{1}{N} \sum_{m=0}^{N-2} \phi_i(\omega_m) \phi_j(\omega_{m+1}) = \frac{1}{N} \phi_i^\top \hat{U} \phi_j,
\]

where \( \hat{U} \) is the \( N \times N \) left shift matrix

\[
\hat{U} = \begin{pmatrix} 0 & 1 \\ \vdots & \ddots & \ddots \\ 0 & 1 \\ 0 & \end{pmatrix}.
\]

Equivalently, in matrix notation we have

\[
U = \frac{1}{N} \Phi^\top \hat{U} \Phi.
\]

Analogously to the data-independent case described in subsection 4.3.3, \( U_{L,N} \) has an induced action \( \mathcal{P}_{L,N} : B_1(H_{L,N}) \to B_1(H_{L,N}) \) defined by the conjugation formula

\[
\mathcal{P}_{L,N} A = U_{L,N} A U_{L,N}^\dagger. \quad \text{(Note that, as a vector space, } B_1(H_{L,N}) \text{ is isomorphic to } B(H_{L,N}) \text{ by finite dimensionality of } H_{L,N}, \text{ but } B_1(H_{L,N}) \text{ is equipped with the trace norm, whereas } B(H_{L,N}) \text{ is equipped with the operator norm.)} \]

In the \( \{ \phi_{l,N} \} \) basis of \( H_{L,N} \), \( \mathcal{P}_{L,N} \) is represented by the linear operator \( \mathcal{P} : \mathbb{M}_L \to \mathbb{M}_L \) on \( L \times L \) matrices defined as \( \mathcal{P} A = U^\top A U \). That is, if \( A = \beta_{L,N} A \in \mathbb{M}_L \) is the matrix representation of an operator \( A \in B_1(H_{L,N}) \), then \( \mathcal{P} A \) is the matrix representation of \( \mathcal{P}_{L,N} A \), i.e., \( \mathcal{P} A = \beta_{L,N} \mathcal{P}_{L,N} A \).

In general, \( U_{L,N} \) is not a unitary operator, so \( \mathcal{P}_{L,N} \) does not necessarily map quantum states in \( Q(H_{L,N}) \subset B_1(H_{L,N}) \) to quantum states (see subsection 4.3.3). However, \( \mathcal{P}_{L,N} \) is trace non-increasing, so it generates an open quantum system. In our computations, we enforce state preservation by replacing \( \mathcal{P}_{L,N} \) by the nonlinear map

\[
\tilde{\mathcal{P}}_{L,N} \rho := \frac{\mathcal{P}_{L,N} \rho}{\text{tr}(\mathcal{P}_{L,N} \rho)},
\]
defined on the set of quantum states \( \rho \in Q(H_{L,N}) \) for which \( \text{tr}(P_{L,N}\rho) \) is nonzero. This map is represented by the map \( \tilde{P} \) on \( L \times L \) density matrices defined as

\[
\tilde{P}(\rho) = \frac{P\rho}{\text{tr}(P\rho)}.
\]

If \( \rho = \xi\xi^\dagger \) is pure, then \( \tilde{P}(\rho) = \tilde{\xi}^\dagger\tilde{\xi} \) is a pure state associated with the unit vector

\[
\tilde{\xi} = P(\xi) := \frac{U^\top\xi}{\|U^\top\xi\|_2}.
\]

Thus, to compute the evolution of pure states it is sufficient to work with the map \( \tilde{P} \) on state vectors rather than explicitly with \( P \) on density matrices—this results in a reduction of computational cost from \( O(L^3) \) to \( O(L^2) \); see subsection 6.6.

**A.1.5. Effect-valued feature maps.** Recall from subsections 5.3 and 6.4 that the effect-valued feature map \( F_{L,N} : \mathcal{X} \to \mathcal{E}(H_{L,N}) \) maps each state \( x \in \mathcal{X} \) of the resolved variables to a projected multiplication operator \( \pi_{L,N}(\hat{F}_N(x)) \), where \( \hat{F}_N(x) = k(x, X(\cdot)) \in L^\infty(\mu_N) \) is the feature vector associated with the kernel \( k : \mathcal{X} \times \mathcal{X} \to [0,1] \). In the \( \{\phi_{l,N}\} \) basis of \( H_{L,N} \), \( F_{L,N} \) is represented by the matrix-valued map \( F : \mathcal{X} \to M_L \) with \( F = \beta_{L,N} \circ F_{L,N} \). That is, we have \( F(x) = A \), where \( A \) is given by (A.2) with \( f = (k(x,x_0), \ldots, k(x,x_{N-1}))^\top \). State conditioning by the effect \( F_{L,N}(x) \) (see (3.7) and (5.4)) can then be computed via the matrix formula

\[
(A.9) \quad \rho|_{F(x)} = \frac{\sqrt{A}\rho A}{\text{tr}(\sqrt{A}\rho\sqrt{A})},
\]

where \( \rho|_{F(x)} \) is the matrix representation of \( \rho|_{F_{L,N}(x)} \). If \( \rho = \xi\xi^\dagger \) is pure, then the conditioned state \( \rho|_{F(x)} \) is also pure, and the associated state vector is given by

\[
(A.10) \quad \xi|_{F(x)} = \frac{\sqrt{A}\xi}{\|\sqrt{A}\xi\|_2}.
\]

A drawback of (A.9) and (A.10) is that they require the computation of the matrix square root \( \sqrt{A} \). To avoid the cost of this step, we can modify \( F_{L,N} \) to the effect-valued map \( \tilde{F}_{L,N}(x) = (\pi_{L,N}(\hat{F}_N^1/2(x)))^2 \). This map is represented by the matrix-valued function \( \tilde{F} : \mathcal{X} \to M_L \) such that \( \tilde{F}(x) = A^2 \), where \( A \) is given by (A.2), now with \( f = (\sqrt{k(x,x_0)}, \ldots, \sqrt{k(x,x_{N-1})})^\top \). In this case, the conditioning formula by \( \tilde{F}(x) \) becomes

\[
(A.11) \quad \rho|_{\tilde{F}(x)} = \frac{A\rho A}{\text{tr}(A\rho A)},
\]

which avoids the matrix square root. Analogously to (A.10), the state vector update under (A.11) when \( \rho = \xi\xi^\dagger \) is pure becomes

\[
(A.12) \quad \xi|_{\tilde{F}(x)} = \frac{A\xi}{\|A\xi\|_2},
\]

which again does not require computation of a matrix square root. Our experiments in sections 7 and 8 utilize (A.12) for state conditioning.
Even though, in general, $\mathcal{F}_{L,N}(x)$ and $\tilde{\mathcal{F}}_{L,N}(x)$ are not equal, the two maps have the same asymptotic limit as $N \to \infty$ and $L \to \infty$ (see subsections 4.3.4 and 6.5). In that limit, conditioning by any of $\mathcal{F}_{L,N}(x)$ and $\tilde{\mathcal{F}}_{L,N}(x)$ recovers conditioning by $\mathcal{F}(x)$ in the infinite-dimensional quantum system on $H$. The latter, is in turn consistent with classical Bayesian conditioning by the feature vectors $F(x)$ (see subsection 4.2.4). We note that for the radial basis function kernel in (5.5) used in our experiments the square root kernel function $\sqrt{K}$ can be obtained simply by scaling the bandwidth parameter $\epsilon$ by a factor of $\sqrt{2}$.

A.2. Classical evolution. In the experiments of sections 7 and 8, the classical evolution map $\phi : \mathcal{X} \times \mathcal{Z} \to \mathcal{X}$ is based on a standard RK4 discretization of the resolved component of the dynamics on $\mathcal{X} = \mathbb{R}^d$, keeping the flux terms in $\mathcal{Z} = \mathbb{R}^d$ fixed. Specifically, given that the resolved components of the dynamics satisfy $\dot{x}(t) = v(x(t), z(t))$ for a vector field $v : \mathcal{X} \times \mathcal{Z} \to \mathcal{X}$, and the timestep of the parameterized system is $\Delta t$, we set

$$\tilde{\phi}(x, z) = x + \frac{1}{6}(k_1 + 2k_2 + 2k_3 + k_4) \Delta t,$$

(A.13)

$$k_1 = v(x, z), \quad k_2 = v(x + \Delta t k_1/2, z),$$

$$k_3 = v(x + \Delta t k_2/2, z), \quad k_4 = v(x + \Delta t k_3, z).$$

A.3. Algorithm structure. The data-driven QMCI pipeline consists of training, initialization, and simulation/prediction phases, summarized in Appendices A.3.1 to A.3.3 respectively.

A.3.1. Training. Recall that our training dataset consists of time-ordered samples $w_0, \ldots, w_{N-1} \in \mathcal{W}$ for computing basis functions, and samples $z^{(i)}_0, \ldots, z^{(i)}_{N-1} \in \mathbb{R}$ with $i \in \{1, \ldots, d\}$ of the components of the flux $Z : \mathcal{Y} \to \mathcal{Z}$. In this paper, we assume that the samples are taken on a single dynamical trajectory $\omega_0, \ldots, \omega_{N-1} \in \Omega$, i.e., $w_m = W(\omega_m)$, $z^{(i)}_m = Z^{(i)}(\omega_m)$, and $\omega_m = \Phi^m(\omega_0)$ for some initial condition $\omega_0 \in \Omega$. The methods described below can be readily generalized to training with samples from ensembles of shorter trajectories, so long as the sampling measure $\mu_N$ of the data converges to the invariant measure in the sense of (6.1). The steps of the training phase are as follows:

1. Tune the bandwidth parameter $\epsilon_W$ of the kernel $\kappa_W$. We perform this step using the automatic tuning procedure developed in refs. [20, 9]. The procedure is based on a grid search in a collection of candidate $\epsilon_W$ values, selecting the value that maximizes a kernel-dependent measure of dimension of the dataset. For pseudocode, see, e.g., Algorithm B.5 in [29].

2. With the bandwidth parameter from Step 1, form the kernel matrix $K$ and compute the kernel eigenvectors $\{\phi_0, \ldots, \phi_{L-1}\}$ from (A.1). Arrange the basis vectors in a matrix $\Phi$ as described in Appendix A.1.1. In applications, we typically approximate $K$ by a sparse matrix using nearest-neighbor truncation, and solve the resulting eigenvalue problem with iterative solvers (e.g., MATLAB’s eigs).

3. For each $i \in \{1, \ldots, d\}$, use $\Phi$ and the $z^{(i)}_m$ samples to compute an $L \times L$ multiplication operator matrix $Z^{(i)}$ via (A.2) with $f = (z^{(i)}_0, \ldots, z^{(i)}_{N-1})^T$. In the stochastic variant of QMCI, we also compute the eigenvalues $a^{(i)}_0, \ldots, a^{(i)}_{L-1} \in \mathbb{R}$ and corresponding eigenvectors $u^{(i)}_0, \ldots, u^{(i)}_{L-1}$ for each $Z^{(i)}$.

4. Compute the $L \times L$ Koopman operator matrix $U$ from (A.8).
A.3.2. Initialization. Let $\hat{x}_0 \in \mathcal{X}$ be a given initial classical state and $\hat{\rho}_0 \in Q(H_{L,N})$ an initial quantum state that may depend on $\hat{x}_0$. In the experiments of sections 7 and 8, we set $\hat{\rho}_0$ to the uninformative state $\bar{\rho}_{L,N}$ from (5.7). This is a pure state induced by the unit vector $\xi_{L,N} = \bar{\psi}_{L,N}/\|\bar{\psi}_{L,N}\|_{H_N}$, where $\bar{\psi}_{L,N} = \sum_{l=0}^{L-1} c_l \bar{\phi}_{l,N}$ and $c_l = \langle 1_N, \bar{\phi}_{l,N} \rangle_N$. In column vector notation, the expansion coefficients $c_l$ are given by $c_l = \bar{\phi}_{l}^\dagger 1_N/N$, where $1_N = (1, \ldots, 1)^\dagger$ is the column vector in $\mathbb{C}^N$ whose all elements are equal to 1. Correspondingly, in the $\{\bar{\phi}_{l,N}\}$ basis of $H_{L,N}$ the state vector $\xi_{L,N}$ is represented by the column vector $\bar{\xi} = \beta_{L,N}\xi_{L,N}$ given by
\[
\bar{\xi} = \frac{c}{\|c\|^2}, \quad c = (c_0, \ldots, c_{L-1})^\dagger,
\]
and the density operator $\bar{\rho}_{L,N}$ is represented by the rank-1 density matrix $\bar{\rho}_{L,N} = \bar{\xi}\bar{\xi}^\dagger$. Note that if the kernel $k_{\mathcal{W}}$ used to build the basis is normalized to a Markov kernel (see, e.g., the QMCI experiments in subsection 7.3 and the QMDA experiments in refs. [32, 29]), then the leading basis element $\phi_0$ can be chosen as $1_N$, and $\bar{\xi}$ simplifies to the vector $(1, 0, \ldots, 0)$.

Besides the choice $\hat{\rho}_0 = \bar{\rho}_{L,N}$, an alternative approach to quantum state initialization (which we do not employ in the experiments presented in this paper) is to use the feature map $\mathcal{F}_{L,N}$ to set $\hat{\rho}_0 = \mathcal{F}_{L,N}(\hat{x}_0)/\text{tr}(\mathcal{F}_{L,N}(\hat{x}_0))$. As noted in subsection 5.4, $\hat{\rho}_0$ obtained with this approach is not, in general, a pure state.

A.3.3. Simulation/prediction. Given the initial data $(\hat{x}_0, \hat{\rho}_0)$ obtained by any of the two methods described in Appendix A.3.2, the QMCI parameterized system evolves by alternating between classical and quantum evolution, as described in subsections 5.2 and 6.4. Algorithm A.1 implements this evolution over $r$ timesteps given that the state of the system at the $n$-th timestep is $(\hat{x}_n, \hat{\rho}_n)$. We recall that $r \in \mathbb{N}$ is the number of timesteps between each update of the quantum state by the feature map (see subsection 5.2). Thus, the output of Algorithm A.1 is a sequence of classical states $\hat{x}_{n+1}, \ldots, \hat{x}_{n+r} \in \mathcal{X}$ at timesteps $n+1, \ldots, n+r$, respectively, and a posterior quantum state $\hat{\rho}_{n+r}$ at timestep $n + r$. To continue to march the system forward, Algorithm A.1 is executed with initial conditions $(\hat{x}_{n+r}, \hat{\rho}_{n+r})$.

If the initial state $\hat{\rho}_0 = \bar{\xi}_0\bar{\xi}^\dagger_0$ is pure, then under iteration of Algorithm A.1 all subsequent states $\hat{\rho}_1, \hat{\rho}_2, \ldots$ are pure. Algorithm A.2 specializes Algorithm A.1 to that setting, which results in a reduction of computational cost from $O(L^3)$ to $O(L^2)$ (see subsection 6.6).

Finally, Algorithm A.3 implements the stochastic variant of QMCI for general (mixed) states. The specialization of this algorithm to pure states is entirely analogous to Algorithm A.2 so we do not include it here in the interest of brevity.

A.4. Histograms and autocorrelation functions. For time-ordered data $f_0, \ldots, f_{N-1} \in \mathbb{R}$ sampled at a fixed interval $\Delta t$, the value of the time-autocorrelation function $C_{f,N}(\tau_j)$ at timeshift value $\tau_j = j \Delta t$, $j \in \mathbb{N}$, is given by
\[
C_{f,N}(\tau_j) = \frac{1}{N} \sum_{n=0}^{N-j} f_n f_{n+j}.
\]
In the main text, we show plots of the normalized autocorrelation function $\bar{C}_{f,N}(\tau_j) := C_{f,N}(\tau_j)/C_{f,N}(0)$, where $C_{f,N}(0) = 1$ by construction. If the $f_n$ are samples of an observable $f \in L^2(\mu)$ taken on an orbit $\omega_0, \ldots, \omega_{N-1}$ of the dynamics, i.e., $f_n = f(\omega_n)$ and $\omega_n = \Phi^n(\omega_0)$, then by the pointwise ergodic theorem, as $N \to \infty$, $C_{f,N}(\tau_j)$
Algorithm A.1 QMCl forecast–analysis cycle. The algorithm assumes that training has been performed as described in Appendix A.3.1.

Inputs
- Resolved variables \( \hat{x}_n \in \mathcal{X} \) and density matrix \( \hat{\rho}_n \in \mathbb{M}_L \) at the \( n \)-th timestep.
- Number of timesteps \( r \in \mathbb{N} \) per quantum Bayesian update.

Outputs
- Resolved variables \( \hat{x}_{n+1}, \ldots, \hat{x}_{n+r} \in \mathcal{X} \) at timesteps \( n+1, \ldots, n+r \).
- Posterior density matrix \( \hat{\rho}_{n+r} \in \mathbb{M}_L \) at timestep \( n+r \).

Steps
1. Set \( \hat{\rho}_n = \hat{\rho}_{n} \).
2. For \( j \in \{1, \ldots, r\} \):
   - (a) Compute the fluxes \( z_{n+j-1} = (z^{(1)}_{n+j-1}, \ldots, z^{(d)}_{n+j-1}) \in \mathbb{R}^d \) with \( z_{n+j-1} = \text{tr}(\hat{\rho}_{n+j-1} Z^{(i)}) \).
   - (b) Update the resolved variables: \( \hat{x}_{n+j} = \hat{\phi}(\hat{x}_{n+j-1}, z_{n+j-1}) \).
   - (c) Update the density matrix with the transfer operator: \( \hat{\rho}_{n+j} = \hat{\mathcal{P}}(\hat{\rho}_{n+j-1}) \).
3. Evaluate the effect-valued feature map: \( e_{n+r} = \hat{\mathcal{F}}(\hat{x}_{n+r}) \).
4. Compute the posterior density matrix \( \hat{\rho}_{n+r} = \hat{\rho}_{n+r}|e_{n+r} \) via (A.11).
5. Return: \( \hat{x}_{n+1}, \ldots, \hat{x}_{n+r}, \hat{\rho}_{n+r} \).

Algorithm A.2 QMCl forecast–analysis cycle for pure states. The algorithm assumes that training has been performed as described in Appendix A.3.1.

Inputs
- Resolved variables \( \hat{x}_n \in \mathcal{X} \) and state vector \( \hat{\xi}_n \in \mathbb{C}^L \) at the \( n \)-th timestep.
- Number of timesteps \( r \in \mathbb{N} \) per quantum Bayesian update.

Outputs
- Resolved variables \( \hat{x}_{n+1}, \ldots, \hat{x}_{n+r} \in \mathcal{X} \) at timesteps \( n+1, \ldots, n+r \).
- Posterior state vectors \( \hat{\xi}_{n+r} \in \mathbb{M}_L \) at timestep \( n+r \).

Steps
1. Set \( \hat{\xi}_n = \hat{\xi}_{n} \).
2. For \( j \in \{1, \ldots, r\} \):
   - (a) Compute the fluxes \( z_{n+j-1} = (z^{(1)}_{n+j-1}, \ldots, z^{(d)}_{n+j-1}) \in \mathbb{R}^d \) with \( z_{n+j-1} = \hat{\xi}^{(i)}_{n+j-1} Z^{(i)} \).
   - (b) Update the resolved variables: \( \hat{x}_{n+j} = \hat{\phi}(\hat{x}_{n+j-1}, \hat{\xi}_{n+j-1}) \).
   - (c) Update the state vector with transfer operator: \( \hat{\xi}_{n+j} = \hat{\mathcal{P}}(\hat{\xi}_{n+j-1}) \).
3. Evaluate the effect-valued feature map: \( e = \hat{\mathcal{F}}(\hat{x}_{n+r}) \).
4. Compute the state vector \( \hat{\xi}_{n+r} = \hat{\xi}_{n+r}|e_{n+r} \) via (A.12).
5. Return: \( \hat{x}_{n+1}, \ldots, \hat{x}_{n+r}, \hat{\xi}_{n+r} \).

Converges for \( \mu \)-a.e. \( \omega_0 \in \Omega \) to \( C_f(\tau_j) = \langle f, U^j f \rangle \), where \( U : H \to H \) is the Koopman operator induced by \( \Phi \).

To generate histograms based on the data \( f_0, \ldots, f_{N-1} \), we split the interval \([\min\{f_n\}_{n=0}^{N-1}, \max\{f_n\}_{n=0}^{N-1}]\) into \( B \) uniformly-sized bins \( S_0, \ldots, S_{B-1} \), and compute the normalized counts \( (N_0/N, \ldots, N_{B-1}/N) \) where \( N_i \) is the number of datapoints \( f_n \) lying in \( S_i \). For our graphs, the value \( B = 45 \) was chosen.
Algorithm A.3 Stochastic QMCI forecast–analysis cycle. The algorithm assumes that training has been performed as described in Appendix A.3.1.

Inputs
- Resolved variables $\hat{x}_n \in \mathcal{X}$ and density matrix $\hat{\rho}_n \in \mathbb{M}_L$ at the $n$-th timestep.
- Number of timesteps $r \in \mathbb{N}$ per quantum Bayesian update.

Outputs
- Resolved variables $\hat{x}_{n+1}, \ldots, \hat{x}_{n+r} \in \mathcal{X}$ at timesteps $n+1, \ldots, n+r$.
- Posterior density matrix $\hat{\rho}_{n+r} \in \mathbb{M}_L$ at timestep $n+r$.

Steps
1. Set $\hat{\rho}_n = \hat{\rho}_n$.
2. For $j \in \{1, \ldots, r\}$:
   a. Compute the probability vector $p_{n+j-1}^{(i)} \in \mathbb{R}^L$ associated with $\hat{\rho}_{n+j-1}$ and $Z^{(i)}$ using (A.6).
   b. Draw a sample $z_{n+j-1}^{(i)}$ from the spectrum $\{a_0^{(i)}, \ldots, a_{L-1}^{(i)}\}$ of $Z^{(i)}$ with distribution $p_{n+j-1}^{(i)}$.
   c. Update the density matrix with the transfer operator: $\hat{\rho}_{n+j} = \hat{F}(\hat{\rho}_{n+j-1})$.
3. Evaluate the effect-valued feature map: $e_{n+r} = \hat{F}(\hat{x}_{n+r})$.
4. Compute the posterior density matrix $\hat{\rho}_{n+r} = \hat{\rho}_{n+r} e_{n+r}$ via (A.11).
5. Return: $\hat{x}_{n+1}, \ldots, \hat{x}_{n+r}, \hat{\rho}_{n+r}$.
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