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In this paper, the interface between two transformation media or between a transformation medium and vacuum is studied. Strictly from the transformation optics point of view, the consequences of the boundary conditions at such interfaces are addressed in two different ways. First, we analyze a restricted class of reflectionless interfaces, for which the tools of transformation optics allow to describe the electromagnetic fields on both sides of the interface by means of the same vacuum solution of the Maxwell equations. In a second step, we examine interfaces between two arbitrary transformation media. This analysis is extended to the recently suggested generalization of transformation optics by the author. As a basic application it is shown how the standard law of reflection and refraction at an interface between vacuum and a homogeneous and isotropic medium with arbitrary and independent permittivity and permeability can be understood in a completely geometric way by the use of generalized transformation optics.

I. INTRODUCTION

Transformation optics [1, 2, 3] in the recent years became an important design tool for new types of artificial materials (metamaterials.) In transformation optics one starts from the constitutive equations of vacuum [11] of a possibly curved spacetime, written in generic coordinates [12]:

\[
D^i = \frac{g^{ij}}{\sqrt{-g_{00}}} E_j - \frac{g_{0i}}{g_{00}} \epsilon^{jkl} H_l \tag{1}
\]

\[
B^i = \frac{g^{ij}}{\sqrt{-g_{00}}} H_j + \frac{g_{0i}}{g_{00}} \epsilon^{jkl} E_l \tag{2}
\]

It is then observed that these equations resemble the constitutive equations of a special medium with \( \epsilon^{ij} = \mu^{ij} / \sqrt{-g_{00}} \) and bi-anisotropic contributions \( \zeta^{ij} = -\epsilon^{ijkl} \zeta_{kl} / g_{00} \). Thus, if empty spacetime can look like a medium, it should be possible to find media that look like empty spacetime. Transformation media [1, 2, 5] are media of this type. They are linear media that may be interpreted as to mimic a different spacetime. In other words, the solutions of the Maxwell equations in the medium, which is placed in a certain spacetime called laboratory space, can be mapped on the solutions of the electromagnetic fields propagating in a different, but empty spacetime. Transformation optics thus is a tool to express the solution of the Maxwell equations in a yet unexplored medium (the transformation medium) in terms of well-known solutions (here vacuum solutions.) Additionally, transformation optics allows to design media with a pre-defined propagation of light (a pre-defined solution of Fermat’s principle [5]) in an easy way, since this propagation is encoded geometrically in the chosen transformation of spacetime, locally expressed as a coordinate transformation. As most popular examples, light can be guided around a volume in space (e.g. a sphere or a cylinder) leading to an invisibility cloak [1, 5] or the transformation medium can mimic an inversion of space, which leads to a perfect lens [2]. In these applications it appeared natural to make the interface between vacuum (outer space) and the transformation medium reflectionless. Though transformation optics today is used in a much broader context than these two examples, somewhat surprisingly the complete conditions for a reflectionless interface only have been presented recently [6] and the study of boundary conditions at a generic interface still seems to be missing.

Despite its successes, transformation optics also has its limitations, mainly in terms of the accessible effective media parameters. As can be seen from Eqs. (1) and (2), the constitutive relation of vacuum always has the form of a reciprocal medium with permittivity and permeability being equal. These restrictions led to ideas how the original setup could be generalized, either within the geometric approach of transformation optics [7] or by replacing geometric transformations by direct field transformations [8]. Though these generalizations also provide a mapping of vacuum solutions of the Maxwell equations onto the solutions of the medium, the implications of this map are often less immediate than in standard transformation optics, where the medium just mimics a free spacetime. Thus a thorough analysis of reflection and refraction at interfaces between such media or between a medium of this type and vacuum is important to improve our understanding of these tools.

It is the aim of this paper to study interfaces between two arbitrary transformation media in detail. We will concentrate on standard transformation media or media of the generalization of Ref. [7], which will be explained more in detail in Sect. II. At these interfaces standard
boundary conditions,
\[(D_1 - D_2) \cdot n = -\sigma, \quad (B_1 - B_2) \cdot n = 0, \quad (E_1 - E_2) \times n = 0, \quad (H_1 - H_2) \times n = K, \]
will be imposed (\(n\) is the unit normal vector to the interface and the indices 1 and 2 refer to the two different sides of the interface.) The implications of these boundary conditions can be studied in two different ways. Since a solution of the Maxwell equations in a transformation medium is expressed in terms of a vacuum solution, one can ask the question for which combinations of media the boundary conditions are met if the same vacuum solution is used on both sides of the interface. In this approach (worked out in detail in Sect. III A) the implementation of the boundary conditions yields constraints on the geometric transformations used to describe the two media and it is shown that these constraints can be reduced to two simple rules. They provide a sufficient (though not necessary) condition for a reflectionless interface. If these constraints are met everywhere on the interface, this interface disappears completely in the formulation in terms of vacuum solutions and consequently becomes invisible.

Of course, one can consider the interface between two arbitrary transformation media, which in general is not reflectionless. In this case, as discussed in Sect. III B, the solutions in the two different media are expressed in terms of two different vacuum solutions. Still, it is possible to re-formulate the boundary conditions completely in terms of the vacuum solutions and the geometric manipulations. In this reformulation the boundary conditions are no longer independent of the media as is the case in Eqs. 3 and 4, but depend on the geometric transformations and thus on the characteristics of the media (the physical content of the boundary conditions of course remains unchanged.) As discussed in Sect. IV one advantage of this formulation is the fact that the implications of the boundary conditions for a whole class of media derive from only one specific formula. As basic examples we will show in Sect. III B how the laws of reflection and refraction at the interface between vacuum and a homogeneous and isotropic medium can be understood in a geometric way.

### II. GENERALIZED TRANSFORMATION OPTICS

In this section a brief introduction to standard transformation optics and a generalization thereof are presented. Originally, transformation optics was introduced as a tool to design invisibility cloaks [1, 3], the full concept as used in this paper was introduced in Ref. [2], a pedagogical review was presented by the same authors in Ref. [3].

As already mentioned in the introduction, transformation optics is based on the fact that the constitutive relations of vacuum of a possibly curved spacetime and

\[ g_{\mu \nu} | \text{diff.} \rightarrow \tilde{g}_{\mu \nu} | \text{re-interp.} \]

written in general coordinates resemble those of a reciprocal medium. Thus it should be possible to find media, which may be interpreted as to mimic an empty spacetime, which however is different from the spacetime the medium is placed in. Though in principle no restrictions on the nature of the spacetime to be mimicked exist, the two spacetimes in most applications are related by a diffeomorphism, locally implemented as a coordinate transformation (see Fig. 1).

To design a specific medium by means of transformation optics one starts with the definition of laboratory space, which is the spacetime where the transformation medium shall be placed in. In this spacetime a coordinate system with coordinates \(x^\mu\) is chosen and in these coordinates the spacetime metric \(g_{\mu \nu}(x)\) takes a certain form. One can write down the vacuum solutions of the Maxwell equations in laboratory space, which we denote by \(E(x), B(x), D(x)\) and \(H(x)\). Now a mapping from laboratory space to a different spacetime, called electromagnetic space, is defined. Mathematically this transformation is a diffeomorphism, locally it is implemented as a coordinate transformation \(x^\mu \rightarrow \tilde{x}^\mu(x)\). Since electrodynamics is invariant under diffeomorphisms, the two spacetimes are physically equivalent and one simply rewrites the vacuum solutions in terms of the new coordinates \(\tilde{x}^\mu\) and the new metric \(\tilde{g}_{\mu \nu}\). Until now no medium parameters have been defined, but the Maxwell equations just have been rewritten in terms of different coordinates. In a second step, it is claimed that the physical spacetime still is laboratory space, but the electromagnetic fields shall propagate as if the spacetime was electromagnetic space. This makes the presence of a medium necessary. Technically this means that the solutions \(\tilde{E}(\tilde{x}), \tilde{B}(\tilde{x}), \tilde{D}(\tilde{x})\) and \(\tilde{H}(\tilde{x})\), which are solutions of the Maxwell equations in the spacetime with metric \(\tilde{g}_{\mu \nu}\), have to be turned back into solutions in the spacetime with metric \(g_{\mu \nu}\). Since the Maxwell equations in general coordinates only depend on the determinant of the spacetime metric (see Eqs. A.X and A.9), this can be achieved by a simple rescaling of fields. As has been shown in Refs. [2, 3], a possible rescaling is

\[ \tilde{E}_i = \bar{s} E_i, \quad \tilde{B}^i = \tilde{s} \sqrt{\gamma} \tilde{B}^i, \]
\[ D^i = \tilde{\sigma} \sqrt{-\tilde{g}} \frac{\partial \tilde{x}^0}{\partial x^i} D^i, \quad \tilde{H}_i = \bar{s} \sqrt{-\gamma} \frac{\partial x^0}{\partial \tilde{x}^i} H_i. \]

Here, \(\gamma\) is the determinant of the induced space metric according to Eq. A.3, \(\bar{s} = \pm 1\) is positive, if the transformation \(x^\mu \rightarrow \tilde{x}^\mu\) does not change the orientation of the
The generalized transformation media do not mimic a sinusoidal wave, but can be transformed independently \([15]\). This means that the constitutive relations \((7)\) and \((8)\). This extension starts from the observation that the dispersion relation \([14]\) in a purely geometric way. The vacuum permittivity and permeability are always equal and \(\bar{g}_{\nu} = \bar{g}_{\mu}\) for all barred variables. As in standard transformation optics, the solutions in the electromagnetic spaces are obtained from the solutions in the electromagnetic spaces by suitable rescalings of the fields. These rescalings are equivalent to Eqs. \((5)\) and \((6)\) if on the right hand side of the two equations in \((6)\) all barred variables are replaced by double-barred ones. Now, the most general constitutive relation of generalized transformation optics can be derived as

\[
\tilde{D}^i = -\tilde{s} \bar{g}^{ij} \sqrt{\bar{g}} \tilde{E}_j - \tilde{s} \gamma \sqrt{\bar{g}} \tilde{E}_j \epsilon_{klm}\epsilon^{ijm}\tilde{H}_j ,
\]

\[
\tilde{B}^i = -\tilde{s} \bar{g}^{ij} \sqrt{\bar{g}} \tilde{H}_j + \tilde{s} \gamma \sqrt{\bar{g}} \tilde{E}_j \epsilon_{klm}\epsilon^{ijm}\tilde{H}_j .
\]

We mention that transformation optics does not only provide the constitutive relation and the solutions of the Maxwell equations, but it also defines the dispersion relation \([14]\) in a purely geometric way. The vacuum dispersion relation, \(k^2 = \omega^2\), rewritten in terms of the generic coordinates of the electromagnetic space becomes \(\tilde{g}^{\nu\mu}k_\nu k_\mu = 0\) with \((k_\mu) = (\omega, k_i)\). This relation also has to hold in the transformation medium, but now is interpreted in laboratory space.

In Ref. \([3]\) an extension of transformation optics was introduced, which is based on the same geometrical principles as standard transformation optics but allows to design media not covered by the constitutive relations \([7]\) and \([8]\). This extension starts from the observation that the Maxwell equations,

\[
\nabla_i B^i = 0 , \quad \nabla_0 B^i + \epsilon^{ijk}\partial_j E_k = 0 ,
\]

\[
\nabla_i D^i = \rho , \quad \epsilon^{ijk}\partial_j H_k - \nabla_0 D^i = j^i ,
\]

split into two sets of equations with mutually excluding field content. Thus, the sets of fields \((E, B)\) and \((D, H)\) can be transformed independently \([13]\). This means that the generalized transformation media do not mimic a single electromagnetic space, but rather two electromagnetic spaces (see Fig. \(2\)). In these media \(E\) and \(B\) propagate as if the spacetime had metric \(\bar{g}_{\mu\nu}\), while \(D\) and \(H\) mimic a spacetime with metric \(\bar{g}_{\mu\nu}\). Still, all three spaces (laboratory space and the two electromagnetic spaces) are related by diffeomorphisms and thus are physically equivalent. As indicated in Fig. \(2\) all variables referring to the electromagnetic space of \(E\) and \(B\) are written with a bar, while the variables of the electromagnetic space of \(D\) and \(H\) are double-barred. As in standard transformation optics the solution in laboratory space is obtained from the solution in the electromagnetic spaces by suitable rescalings of the fields. These rescalings are equivalent to Eqs. \((5)\) and \((6)\) if on the right hand side of the two equations in \((6)\) all barred variables are replaced by double-barred ones. Now, the most general constitutive relation of generalized transformation optics can be derived as

\[
\tilde{D}^i = -\tilde{s} \sqrt{-\bar{g}} \bar{g}^{\nu\mu}\bar{g}_{\nu\rho}\bar{g}_{\mu\sigma}\tilde{E}_j - \tilde{s} \gamma \sqrt{-\bar{g}} \bar{g}^{\nu\mu}\bar{g}_{\nu\rho}\bar{g}_{\mu\sigma}\tilde{E}_j \epsilon_{klm}\epsilon^{ijm}\tilde{H}_j ,
\]

\[
\tilde{B}^i = -\tilde{s} \sqrt{-\bar{g}} \bar{g}^{\nu\mu}\bar{g}_{\nu\rho}\bar{g}_{\mu\sigma}\tilde{H}_j + \tilde{s} \gamma \sqrt{-\bar{g}} \bar{g}^{\nu\mu}\bar{g}_{\nu\rho}\bar{g}_{\mu\sigma}\tilde{E}_j \epsilon_{klm}\epsilon^{ijm}\tilde{H}_j .
\]

Here \(\tilde{s}\) and \(\tilde{\rho}\) are +1 if the corresponding maps do not change the orientation of the manifold and −1 otherwise. As abbreviation the notation

\[
g^{\tilde{\mu}\tilde{\nu}} = \frac{\partial \tilde{x}^\mu}{\partial x^\nu} \frac{\partial \tilde{x}^\nu}{\partial x^\mu} = \bar{g}^{\mu\rho} \frac{\partial \tilde{x}^\nu}{\partial x^\rho} = \bar{g}^{\rho\sigma} \frac{\partial \tilde{x}^\mu}{\partial x^\sigma}
\]

has been introduced. It is important to realize that \(g^{\tilde{\mu}\tilde{\nu}}\) is not an (inverse) spacetime metric, in particular it needs not be a symmetric matrix and it does not necessarily have signature \((3, 1)\).

The most important physical differences between the two constitutive relations \([7]/[8]\) and \([11]/[12]\) can be summarized as follows: In standard transformation optics permittivity and permeability are always equal and proportional to the induced spatial metric \(\bar{g}^{ij} = \bar{g}^{ij}\) (see Eq. \((11)\)). This implies that \(\epsilon^{ij} = \mu^{ij}\) are symmetric matrices with three positive or three negative eigenvalues. In contrast to this result, \(g^{\tilde{\mu}\tilde{\nu}}\) in Eq. \((11)\) and \(g^{\tilde{\nu}\tilde{\mu}}\) in

![Diagram](https://via.placeholder.com/150)
Eq. (12) are not spatial metrics and thus non-reciprocal media with an anti-symmetric contribution to permittivity and permeability can be described within the generalized setup. Also, the eigenvalues of $\tilde{g}^{ij}$ need not all be positive, which allows to obtain media with strong anisotropy (also called indefinite media.) Though permittivity and permeability are not equal, they are still related as $\tilde{s}_{ij} = \sqrt{-\tilde{g}} \mu^{ij} = \sqrt{-\tilde{g}} \epsilon^{ij}$. As an interesting special case a proportionality $\alpha \epsilon^{ij}$ with a positive or negative proportionality constant $\alpha$ is conceivable. An example of this type is presented in Sect. 11.3.

Standard transformation optics intends to mimic as well as possible the electromagnetic space by means of a medium. In particular, in transformation media the trajectories of light according to Fermat’s principle are equivalent to the ones in electromagnetic space (but differ from the ones in laboratory space without medium; this aspect is discussed in detail in Ref. 3.) This is also seen from the fact that the Poynting vector $S^i = \epsilon^{ijk} E_j H_k$ transforms under the spatial part of the coordinate transformations in the same way as $B^i$ and $D^i$. This does not apply to generalized transformation optics as defined in Ref. [7], since $\mathbf{E}$ and $\mathbf{H}$ are not affected by the same coordinate transformation (see Fig. 2 and the discussion in Ref. [7]).

Finally we notice that bi-anisotropic contributions to the constitutive relations require a mixing of space and time in the transformation from laboratory space to electromagnetic space, such that $g_{00} \neq 0$ and/or $g_{ij} \neq 0$. In the main part of this paper we will not consider media of this type, some comments about bi-anisotropic media are made in Sect. IV.

III. BOUNDARY CONDITIONS FOR MEDIA WITHOUT BI-ANISOTROPIC TERMS

In the main part of this work we will assume media without bi-anisotropic contributions to the constitutive relation, in other words $g_{00}$ in Eqs. (7), (8) and $g_{ij}$ in Eqs. (11), (12) are assumed to vanish. Bi-anisotropic media in principle can be treated along the same lines, however, the specific results get much more complicated.

We want to study interfaces between two media of this type or between a medium and empty space, whereby empty space is interpreted as a trivial transformation medium (all mappings are identity maps, thus the vacuum solution in laboratory space is mapped unto itself.) At the interface we will impose the standard boundary conditions (3) and (4). Furthermore surface charge and current will be set to zero, $\sigma = 0$ and $\mathbf{K} = 0$. Of course, different types of boundary conditions could be studied as well, which however should be rather straightforward once the formalism itself has been developed.

As mentioned in the introduction already, the consequence of the boundary conditions (3) and (4) can be studied in two different ways. Since the solutions of the Maxwell equations in the media are constructed out of vacuum solutions we can ask the question under which restrictions on the transformations the boundary conditions are met if the same vacuum solution is used on both sides of the interface. This means that the interface disappears in electromagnetic space. Since the trajectories of light rays in the media are equivalent to the ones in electromagnetic space it is evident that all interfaces of this type are reflectionless. Alternatively interfaces between two arbitrary transformation media can be considered. Since these interfaces are not necessarily reflectionless, the interface does not disappear in electromagnetic space, but will be visible as a discontinuity between two different vacuum solutions. Still, it should be possible to express the laws of reflection and refraction in terms of vacuum solutions.

In both cases the exact knowledge of the maps from the vacuum solutions in laboratory space onto the media solutions is indispensable. In this context we should mention that these maps, as defined in Refs. 2, 7, are not unique. As explained in the previous section, generalized transformation optics consists of two steps, a transformation of the equations of motion from laboratory space to the electromagnetic spaces (the diffeomorphisms I and II) and a suitable re-interpretation of the result in laboratory space [16]. Under the diffeomorphisms the fields transform according to the standard law

$$\tilde{E}_i = \frac{\partial \bar{x}^0}{\partial x^0} \frac{\partial x^j}{\partial \bar{x}^i} E_j, \quad \tilde{B}_i = \frac{\partial \bar{x}^0}{\partial x^0} \frac{\partial x^j}{\partial \bar{x}^i} B_j, \quad \tilde{D}_i = \tilde{\sigma} \frac{\partial \bar{x}^0}{\partial x^0} \frac{\partial x^j}{\partial \bar{x}^i} D_j, \quad \tilde{H}_i = \tilde{\sigma} \frac{\partial \bar{x}^0}{\partial x^0} \frac{\partial x^j}{\partial \bar{x}^i} H_j . \quad (14)$$

The additional signs $\tilde{\sigma}$ are needed in order to obtain the correct transformation of the excitation tensor $\mathcal{H}^{\mu\nu}$ as defined in Eq. (15) and are a consequence of the factors $\sqrt{-g_{00}}$ in that equation. As coordinate transformations (or local representations of diffeomorphisms) (15) are unambiguous.

For the second step the rescaling

$$\tilde{E}_i = \sqrt{\tilde{\tilde{g}}} \tilde{E}_i, \quad \tilde{B}_i = \tilde{\sigma} \sqrt{\tilde{\tilde{g}}} \tilde{B}_i, \quad (16)$$

has been proposed in Ref. 7 as extension of Eqs. (15) and (10) to generalized transformation optics. Obviously, any change in these equations which does not change the constitutive equations (11) and (12) represents a physically equivalent though mathematically different identification of the medium solution in terms of vacuum solutions of the Maxwell equations and thus establishes an ambiguity. Two ambiguities are important in the current work:

- Diffeomorphisms which leave the metric invariant (so-called isometries) constitute an ambiguity of this kind. They comprise translations, rotations and Lorentz transformations. This ambiguity is important since in the prescription of Refs. 2, 7...
it is by no means obvious that a certain point on
the interface with coordinates \(\tilde{x}^\mu\) is represented by
the same values of the coordinates \(\bar{x}^\mu\) and \(\tilde{x}^\mu\) on
both sides of the interface. In other words, it is
possible that the interface is represented by two
different surfaces in the electromagnetic spaces
of the two media. This leads to a discontinuity in
the vacuum solutions, which however can be removed
by a suitable choice of an isometry transformation.

- The Maxwell equations are invariant under a rescaling
of all fields by a constant factor \(\alpha\) and thus this
represents an ambiguity in the re-interpretation in
laboratory space. We will keep this factor in the
following and it will be seen below that it is rele-
vant in the case of negative refractive indices. [17]

Combining Eqs. (14), (15) with Eqs. (16), (17) and
taking into account the new factor \(\alpha\) one obtains

\[
\begin{align*}
\tilde{E}_i (\tilde{x} = \tilde{x}(x)) &= \alpha \tilde{s} \frac{\partial \bar{x}^0}{\partial x^i} \frac{\partial x^j}{\partial \bar{x}^0} E_j (x) , \\
\tilde{H}_i (\tilde{x} = \tilde{x}(x)) &= \alpha \tilde{s} \sqrt{-g_{00}} \frac{\partial \bar{x}^0}{\partial x^i} H_j (x) , \\
\tilde{B}^i (\tilde{x} = \tilde{x}(x)) &= \alpha \tilde{s} \sqrt{\gamma} \frac{\partial \bar{x}^0}{\partial x^i} B^j (x) , \\
\tilde{D}^i (\tilde{x} = \tilde{x}(x)) &= \alpha \tilde{s} \sqrt{-g} \frac{\partial \bar{x}^0}{\partial x^i} D^j (x) .
\end{align*}
\]

First we want to show
that the transformations of \(\mathbf{E}\) and \(\mathbf{H}\) and of \(\mathbf{B}\) and \(\mathbf{D}\) are—up to the difference in
the associated electromagnetic spaces—equivalent if bi-
anisotropic terms in the constitutive relation are absent.
Indeed, if \(g_{0i} = \tilde{g}_{0i} = 0\) it easily follows from Eq. (A.3)
that

\[
\sqrt{-\tilde{g}_{0i}} = \left| \frac{\partial \bar{x}^0}{\partial x^i} \right| = \sqrt{-g_{00}} = \alpha \frac{\partial \bar{x}^0}{\partial x^i} \sqrt{-\tilde{g}_{00}}
\]

with a similar relation for \(\sqrt{-g_{0i}}\) (the symbol \(\|a\|\) is used
to indicate the absolute value of a number \(a\) in order to
distinguish it from the determinant of a matrix, \(|A|\).) Using
this equation with \(\sqrt{-\tilde{g}} = \sqrt{-\tilde{g}_{00}} \sqrt{\gamma}\) in Eqs. (21) and
(19) straightforwardly establishes the equivalence. Ap-
plying the transformation law (A.3) to the spatial metric,

\[
\sqrt{\gamma} = \sqrt{\left| \frac{\partial x^i}{\partial \bar{x}^j} \right|^2 \sqrt{\tilde{g}_{0i}} \frac{\partial \bar{x}^0}{\partial x^j} \sqrt{-\tilde{g}_{00}}} \sqrt{\gamma} ,
\]

allows to rewrite Eqs. (18)–(21) as

\[
\begin{align*}
\tilde{E}_i (\tilde{x} = \tilde{x}(x)) &= \alpha \tilde{s} \frac{\partial x^0}{\partial \bar{x}^0} \frac{\partial \bar{x}^0}{\partial x^i} E_j (x) , \\
\tilde{H}_i (\tilde{x} = \tilde{x}(x)) &= \alpha \tilde{s} \frac{\partial x^0}{\partial \bar{x}^0} \frac{\partial \bar{x}^0}{\partial x^i} H_j (x) , \\
\tilde{B}^i (\tilde{x} = \tilde{x}(x)) &= \alpha \tilde{s} \sqrt{\gamma} \frac{\partial x^0}{\partial \bar{x}^0} \frac{\partial \bar{x}^0}{\partial x^i} B^j (x) , \\
\tilde{D}^i (\tilde{x} = \tilde{x}(x)) &= \alpha \tilde{s} \sqrt{-\tilde{g}} \frac{\partial x^0}{\partial \bar{x}^0} \frac{\partial \bar{x}^0}{\partial x^i} D^j (x) .
\end{align*}
\]

By means of the relations (24)–(27) the boundary condi-
tions, which are imposed on the media solutions, can be
translated into conditions imposed on the vacuum solu-
tions.

To be able to write down these equations some nota-
tions and conventions have to be introduced. Though
the interface forms a surface in space, the boundary condi-
tions only will be studied in one particular point of this
interface, whose coordinates in laboratory spacetime are
denoted by \(\tilde{x}_i\). Furthermore, it is convenient to choose
a certain time instance \(t_0\) as well, since we allow trans-
formations of time. Most of the equations in this section
only hold at this specific point in laboratory space, \(\tilde{x}_i\),
which is not indicated specifically if the meaning of the
equation is obvious in the context.

Since most equations are written in an index notation,
an adapted coordinate system will be used. Without loss
of generality we can assume that at the point \(\tilde{x}_i\) the
space vector parallel to the interface is represented as
\(x_\perp = (x^A, 0)\), where indices with capital Latin letters
take values 1, 2. The vector perpendicular to the interface
accordingly is written as \(x_\perp = (0, 0, x^+).\) In concrete
application we will also use \(x^+ = z, (x^A) = (x, y).\) To
distinguish the two media we will denote them as
\(x^A\) and \(x^B\) as \(x^A = (0, \bar{x}^0, \bar{x}^0, \bar{x}^0, \bar{x}^0, \bar{x}^0)\).

In our notation the boundary conditions (3) and (4) in
absence of surface charges and currents can be written as
\(\tilde{D}^i = \tilde{D}_R^i\) and \(\tilde{B}_L^i = \tilde{B}_R^i\) and
with Eqs. (24)–(27)

\[
\begin{align*}
\tilde{E}_A^L &= \alpha \tilde{s} \frac{\partial x^0}{\partial \bar{x}^0} \frac{\partial \bar{x}^0}{\partial x^j} E^L_j = \\
&= \alpha \tilde{s} \tilde{R} \frac{\partial x^0}{\partial \bar{x}^0} \frac{\partial \bar{x}^0}{\partial x^j} E^R_j , \\
\tilde{H}_A^L &= \alpha \tilde{s} \tilde{R} \frac{\partial x^0}{\partial \bar{x}^0} \frac{\partial \bar{x}^0}{\partial x^j} H^L_j = \\
&= \alpha \tilde{s} \tilde{R} \frac{\partial x^0}{\partial \bar{x}^0} \frac{\partial \bar{x}^0}{\partial x^j} H^R_j ,
\end{align*}
\]
\[ \tilde{B}_L^\perp = \alpha L \tilde{s}_L \left| \frac{\partial x^k}{\partial x^j_L} \right| \frac{\partial \tilde{x}^\perp_L}{\partial x^j} B_L^j = \alpha R \tilde{s}_R \\
= \alpha R \tilde{s}_R \left| \frac{\partial x^k}{\partial x^j_R} \right| \frac{\partial \tilde{x}^\perp_R}{\partial x^j} B_R^j = \tilde{B}_R^\perp, \tag{30} \]

\[ \tilde{D}_L^\perp = \alpha L \tilde{s}_L \left| \frac{\partial x^k}{\partial x^j_L} \right| \frac{\partial \tilde{x}^\perp_L}{\partial x^j} D_L^j = \alpha R \tilde{s}_R \left| \frac{\partial x^k}{\partial x^j_R} \right| \frac{\partial \tilde{x}^\perp_R}{\partial x^j} D_R^j = \tilde{D}_R^\perp. \tag{31} \]

These are the boundary conditions in terms of the vacuum solutions which will be considered in the following.

### A. Extending the vacuum solution across the interface

In this section restrictions on the transformations shall be derived under which the boundary conditions \(39\) and \(41\) are satisfied automatically, in other words under which the same vacuum solution \((E, H)\) of the Maxwell equations can be used on both sides of the interface:

\[
E_L^\perp (x_L(\tilde{x}_1)) = E_R^\perp (x_R(\tilde{x}_1)) \tag{32}
\]

\[
H_L^\perp (x_L(\tilde{x}_1)) = H_R^\perp (x_R(\tilde{x}_1)) \tag{33}
\]

Interfaces of this type disappear on the level of the vacuum solutions and thus they must be reflectionless.

Most of the results of this section have been obtained elsewhere already, in particular Refs. \(6, 9\). There are, however, a few differences in the approach taken here: in contrast to Refs. \(6, 9\) we intend to construct a solution of the Maxwell equations in the media from the solutions in vacuo, furthermore stretching and eventual inversion of the time direction are included in our calculation and finally we work in the generalized approach of transformation optics according to Ref. \(7\).

Since we intend to construct a vacuum solution that extends over the interface, the location of the latter in the electromagnetic spaces must the same for the left and right medium,

\[
\tilde{x}_L^\mu (\tilde{x}_1) = \tilde{x}_R^\mu (\tilde{x}_1), \quad \tilde{x}_R^\mu (\tilde{x}_1) = \tilde{x}_L^\mu (\tilde{x}_1) \tag{34}
\]

At this point the first ambiguity discussed above is important, since it allows to adjust the two transformations in such a way that this equation holds at the point \(\tilde{x}_L^\mu\) without changing the physics. Now we can choose without loss of generality our coordinate system \(\tilde{x}^\mu\) according to the discussion above and as illustrated in Fig. \(3\).

To derive the restrictions on the transformations the map \(x^\mu \rightarrow \tilde{x}^\mu\) is considered first, which affects \(E\) and \(B\). The discussed extension of the vacuum solution across the interface is required to hold for any solution of the Maxwell equations in vacuum. Therefore, the ensuing restrictions are derived from \(28\) and \(30\) as

\[
\alpha L \tilde{s}_L \frac{\partial x^0}{\partial x^j_L} \tilde{x}^j = \alpha R \tilde{s}_R \frac{\partial x^0}{\partial x^j_R} \tilde{x}^j = \alpha L \tilde{s}_L \frac{\partial x^0}{\partial x^j_L} \tilde{x}^j = \alpha R \tilde{s}_R \frac{\partial x^0}{\partial x^j_R} \tilde{x}^j, \tag{35}
\]

\[
\alpha L \tilde{s}_L \frac{\partial x^k}{\partial x^j_L} \tilde{x}^j = \alpha R \tilde{s}_R \frac{\partial x^k}{\partial x^j_R} \tilde{x}^j, \tag{36}
\]

By multiplying Eq. \(35\) by \(\partial x^0_L / \partial x^3\) and summing over \(j\) this equation yields the conditions

\[
\frac{\partial \tilde{x}_L^0}{\partial x^R} = \frac{\partial \tilde{y}_L}{\partial y_R} = \tilde{s}_L \alpha_L \frac{\partial x^0_L}{\partial x^L} + \frac{\partial \tilde{x}_L^0}{\partial y_R}, \quad \frac{\partial \tilde{x}_L^0}{\partial x^R} = \frac{\partial \tilde{y}_L}{\partial x^R} = 0. \tag{37}
\]

As the maps shall be continuous, the two transformations must agree along the boundary and thus

\[
\tilde{s}_L \tilde{s}_R \frac{\alpha_L \partial x^0_R}{\alpha_R \partial x^L} = 1. \tag{38}
\]

To simplify condition \(35\) the relation \(|\partial x^i / \partial x^0_L| / |\partial x^k / \partial x^0_R| = |\partial \tilde{x}_L^k / \partial \tilde{x}_L^0| / |\partial \tilde{x}_R^k / \partial \tilde{x}_R^0|\) may be used. Then the restriction on the transformation of the normal component \(\tilde{x}_L^\perp\) can be written as

\[
\frac{\partial \tilde{x}_L^\perp}{\partial x^R} = \tilde{s}_L \tilde{s}_R \alpha_L \frac{\partial \tilde{x}_L^\perp}{\partial x^L} = \frac{\partial \tilde{x}_L^0}{\partial x^L} \left| \frac{\partial \tilde{x}_L^k}{\partial x^L} \right| \left| \frac{\partial \tilde{x}_L^\perp}{\partial x^L} \right| \tag{39}
\]

By virtue of Eq. \(37\) the determinant reduces to

\[
\left| \frac{\partial x^k}{\partial x^R} \right| = \frac{\partial \tilde{x}_L^0}{\partial x^L} - \frac{\partial \tilde{x}_L^k}{\partial x^L} \frac{\partial x^k}{\partial x^R} = \frac{\partial \tilde{x}_L^\perp}{\partial x^R}, \tag{40}
\]

where the fact that \(\partial x^i / \partial x^0_R = \partial x^i / \partial x^0_L\) has been used. The different restrictions \(37 - 40\) now can be summarized in the following simple form:

\[
\frac{\partial \tilde{x}_L^0}{\partial x^R} = \tilde{s}_L \alpha_L \frac{\partial \tilde{x}_L^0}{\partial x^L} = 1. \tag{41}
\]

\(\partial \tilde{x}_L^\perp / \partial x^R\) remains unrestricted. There exist no transformations with stretchings and/or reversal of time that allow an extension over an interface. Still, space inversions of the type \(\tilde{x}_L^\perp = -\tilde{x}_R^\perp\) are possible and in these cases \(\alpha_L / \alpha_R = -1\). Without loss of generality it then can be assumed that \(\alpha = \pm 1\) in all mappings.

The whole calculation needs to be redone for the fields \(D\) and \(H\). This generates a new set of conditions, which is found simply by replacing all barred variables in Eqs. \(35 - 41\) by double-barred ones. An important comment is in order: since the global factors \(\alpha_R\) and \(\alpha_L\) only can be chosen once, they need to be the same for both mappings. Thus solutions only extend over an interface if either none or both mappings include space inversions. Thus, it is seen that indeed the ambiguity associated with the constant \(\alpha\) plays an important role in the discussion of boundary conditions as soon as negative refractive index media are involved.
Although many proposals of transformation designed devices, most importantly the invisibility cloak [1, 5] and the perfect lens [2], fit into the picture described in this section, it is important to realize that in many interesting situations this setup might be too limited. In many situations transformation designed devices do not exclusively contain reflectionless boundaries. This can happen if some surfaces do not contribute to the functionality of the device. In this case this might be regarded as a minor problem since the above calculation still applies locally. However, one also might deal with reflections at functional surfaces, which requires an extension of the approach.

### B. General transformations

In this section interfaces between two arbitrary generalized transformation media are considered. The transformations at such interfaces do not necessarily obey the restrictions (35) and (36) and consequently it can no longer be required that a certain solution of the Maxwell equations in the two media is described by the same vacuum solution. Of course, a specific solution for \( E \) and \( H \) via Eqs. (24)–(27) still provides solutions of the Maxwell equations on both sides of the interface, but we no longer insist that these solutions obtained from the same vacuum solution meet the boundary conditions (3) and (4). This allows to relax all constraints found in the previous section, in particular the transformations need not even be continuous at the interface. It will be shown in the following how the boundary conditions (3) and (4) (still with \( \sigma = 0 \) and \( K = 0 \)) can be rewritten in terms of the vacuum solutions in laboratory space and the geometric transformations.

Let us start with the result already obtained in Eqs. (28)–(31). In this section these equations are no longer seen as restrictions onto the transformations, but rather define the free space solution (\( E^L_i, H^L_i \)) at the interface in terms of (\( E^R_i, H^R_i \)) taken at this point. A complication arises as Eqs. (28) and (29) relate field components with lower indices in laboratory space, while Eqs. (30) and (31) relate upper indices. Due to Eqs. (16) and (17) this also applies in electromagnetic space, where the boundary conditions can be reformulated as

\[
E^L_A = E^R_A \quad \Rightarrow \quad E^i_A = \tilde{s}_L \tilde{s}_R \frac{\alpha_R}{\alpha_L} \tilde{E}^R_A ,
\]

\[
\tilde{B}^L_i = \tilde{B}^R_i \quad \Rightarrow \quad \tilde{B}^i_L = \tilde{s}_L \tilde{s}_R \frac{\alpha_R}{\alpha_L} \left. \frac{\partial \tilde{E}^k_R}{\partial x^R_i} \right| \tilde{B}^R_i ,
\]

\[
H^L_A = H^R_A \quad \Rightarrow \quad H^i_A = \tilde{s}_L \tilde{s}_R \frac{\alpha_R}{\alpha_L} \tilde{H}^R_A ,
\]

\[
\tilde{D}^L_i = \tilde{D}^R_i \quad \Rightarrow \quad \tilde{D}^i_L = \tilde{s}_L \tilde{s}_R \frac{\alpha_R}{\alpha_L} \left. \frac{\partial \tilde{H}^k_R}{\partial x^R_i} \right| \tilde{D}^R_i .
\]

Here, all fields are taken at those points which are mapped onto the interface in laboratory space, e.g., \( \tilde{E}^L_A \) and \( \tilde{B}^L_i \) are taken at the spacetime point \((\tilde{t}_L, \tilde{x}^L_i)\). As we no longer insist on continuous mappings this spacetime point in laboratory space may be represented by two different spacetime points in electromagnetic space on the two sides of the interface. Since no a priori assumptions about the metric in the electromagnetic spaces should be made, the derivation of the boundary conditions exclusively in upper (or alternatively lower) indices is not straightforward. To simplify this task standard transformation optics [2, 3] is considered in a first step.

#### 1. Standard transformation optics

In this subsection the boundary conditions are discussed for standard transformation optics and thus \( \tilde{x}^\mu \equiv \tilde{x}^\mu \) holds. Then with Eqs. (A.4) and (A.5) the following relations can be established:

\[
E^A = \left( g^{AB} - \frac{\tilde{g}^{A1} \tilde{g}^{1B}}{\tilde{g}^{11}} \right) E_A + \frac{\tilde{g}^{A1}}{\tilde{g}^{11}} E^L ,
\]

\[
D_\perp = \frac{1}{\tilde{g}^{11}} (\tilde{D}^\perp - \tilde{g}^{1A} \tilde{D}_A) .
\]

These two relations enable us to rewrite the boundary conditions in electromagnetic space (Eqs. (42)–(45)) exclusively in terms of vectors (lower indices) or covectors (upper indices). If we intend to express everything in terms of vectors one uses the relation (47) and after some algebra arrives at

\[
E^L_i = \tilde{s}_L \tilde{s}_R \frac{\alpha_R}{\alpha_L} \tilde{V}^k \tilde{x}^j \tilde{E}^j_R ,
\]

\[
H^L_i = \tilde{s}_L \tilde{s}_R \frac{\alpha_R}{\alpha_L} \tilde{V}^k \tilde{x}^j \tilde{H}^j_R ,
\]

where \( V^k \) is given by

\[
\tilde{V}^k = \frac{\partial \tilde{E}^k}{\partial x^j_L} + \frac{1}{\tilde{g}^{11}} \left( \tilde{g}^{11} \partial x^j_L \tilde{E}^{0} \frac{\partial \tilde{E}^k_R}{\partial x^R_j} \tilde{g}^{0} - \tilde{g}^{1k} \right) .
\]

For covectors raising of all indices implies

\[
\tilde{E}^L_i = \tilde{s}_L \tilde{s}_R \frac{\alpha_R}{\alpha_L} \tilde{C}^k_j \tilde{E}^k_R ,
\]

\[
\tilde{H}^L_i = \tilde{s}_L \tilde{s}_R \frac{\alpha_R}{\alpha_L} \tilde{C}^k_j \tilde{H}^k_R ,
\]

with

\[
\tilde{C}^k_j = \left( \frac{\tilde{g}^{kA} - \tilde{g}^{1k} \tilde{g}^{1A}}{\tilde{g}^{11}} \right) \frac{\tilde{g}^{0} \tilde{C}^j_R}{\partial x^R_k} + \frac{\partial \tilde{E}^m_R}{\partial x^j_L} \frac{\partial \tilde{E}^k_R}{\partial x^R_m} \frac{\partial \tilde{E}^R_k}{\partial x^R_i} \frac{\partial \tilde{E}^j_R}{\partial x^R_i} .
\]

In these equations it is important to remember that \( \tilde{E}^i = \sqrt{-\tilde{g}_{00}} \tilde{D}^i \) and \( \tilde{H}^i = \sqrt{-\tilde{g}_{00}} \tilde{B}^i \). Furthermore, notice that the fields on both sides of these equations are
taken at the same value in laboratory space, \( \tilde{x}^d_t \), cf. Eqs. (42)–(45). Eqs. (48)–(53) are the reformulation of the boundary conditions in terms of the vacuum solutions in laboratory space. As can be seen, the field values at the interface of the vacuum solution of the left medium are no longer included any reference to the medium solutions, and the manipulations of transformation optics. The equations do not no longer include any reference to the medium solutions, which actually describe the physical situation.

a. Example: homogeneous and isotropic media To show how basic characteristics of media are encoded in Eqs. (48)–(53) let us consider a simple example, the flat interface between vacuum and a homogeneous and isotropic medium. Media of this type with \( \epsilon = \mu = n \) can be obtained by the simple transformation \( \tilde{t} = nt \), as is seen when inserting this relation into Eqs. (7) and (8). Unless \( n = \pm 1 \) the interface is not reflectionless, however the above conditions still describe correctly the boundary conditions that have to hold.

For concreteness let us assume the situation as depicted in Fig. 3. Since the value of \( \alpha_R \) can be assumed to be \( \pm 1 \) we will choose it in such a way that \( \tilde{s}_R \alpha_R = 1 \). With this choice Eqs. (48) and (49) reduce to

\[
E^L_A = \frac{1}{n} E^R_A , \quad E^L_\perp = E^R_\perp , \quad (54) \\
H^L_A = \frac{1}{n} H^R_A , \quad H^L_\perp = H^R_\perp . \quad (55)
\]

To study the reflection and refraction coefficients we start by defining the solution in the right medium. Its vacuum solution is assumed as a plane wave,

\[
E^R = e^\exp [i(\mathbf{k}_R \cdot \mathbf{x}_R - \omega t R)] + \text{c.c.} , \quad (56) \\
H^R = h^\exp [i(\mathbf{k}_R \cdot \mathbf{x}_R - \omega t R)] + \text{c.c.} , \quad (57)
\]

which is mapped onto the solution in the medium as \( \tilde{E}^R = E^R / n, \tilde{H}^R = H^R / n \). In the simple example given here it is immediate that the plane wave of the vacuum solution obeying \( k^2_R = \omega^2_R \) maps onto a plane wave in the medium with dispersion relation \( k^2_R = n^2 \omega^2_R \), as required by the fact that \( \epsilon = \mu = n \).

From Eqs. (54) and (55) the solution for \( \mathbf{E}^L \) and \( \mathbf{H}^L \) at the interface is deduced as

\[
E^L_A = \frac{1}{n} e^\exp [i(\mathbf{k}_R \cdot \mathbf{x}_R - \omega t R)] \\
= \frac{1}{n} e^\exp [i(\mathbf{k}_L \cdot \mathbf{x}_L - \frac{1}{n} \omega L t L)] , \quad (58) \\
E^L_\perp = e^\exp [i(\mathbf{k}_R \cdot \mathbf{x}_R - \omega t R)] \\
= e^\exp [i(\mathbf{k}_L \cdot \mathbf{x}_L - \frac{1}{n} \omega L t L)] , \quad (59) \\
H^L_A = \frac{1}{n} h^\exp [i(\mathbf{k}_R \cdot \mathbf{x}_R - \omega t R)] \\
= \frac{1}{n} h^\exp [i(\mathbf{k}_L \cdot \mathbf{x}_L - \frac{1}{n} \omega L t L)] , \quad (60) \\
H^L_\perp = h^\exp [i(\mathbf{k}_R \cdot \mathbf{x}_R - \omega t R)] \\
= h^\exp [i(\mathbf{k}_L \cdot \mathbf{x}_L - \frac{1}{n} \omega L t L)] . \quad (61)
\]

While the solution \( (\mathbf{e}, \mathbf{h}, \mathbf{k}_R) \) by construction obeys \( \mathbf{k}_R \cdot \mathbf{e} = 0 \), \( \mathbf{h} \cdot \mathbf{h} = 0 \) and in addition \( \mathbf{k}_R^2 = \omega^2_R \), the corresponding relations for the solution in the vacuum ("left hand side") are not immediate. It is easily seen that they cannot be met simultaneously with a single plane wave solution unless \( e_\perp = h_\perp = k^L_\perp = 0 \), in other words unless the incoming wave hits the interface at normal incidence.

For simplicity let us assume in the following that the magnetic field is perpendicular to the plane of incidence, i.e. \( h_\perp = 0 \). Then \( \mathbf{H}^L \) automatically is perpendicular to the wave vector, while for the electric field we make the ansatz

\[
E^L_A = (S + (1 - S)) E^L_A = (E_m)_A + (E_{ml})_A , \quad (62) \\
E^L_\perp = (T + (1 - T)) E^L_\perp = (E_m)_\perp + (E_{ml})_\perp , \quad (63)
\]

where \( S \) and \( T \) are chosen in such a way that \( k^L_m \cdot e_m = 0 \) and \( k^L_{ml} \cdot e_{ml} = 0 \). As indicated by the notation in Eqs. (62) and (63), the first solution represents the incoming wave while the second one is the reflected one. If we choose \( \tilde{z} = z_R = z_L = 0 \) as location of the interface this implies

\[
S e^\exp \frac{1}{n} k^L_A t_L + T e^\exp k^L_\perp t_\perp = 0 , \quad (64) \\
(1 - S) e^\exp \frac{1}{n} k^L_A t_L - (1 - T) e^\exp k^L_\perp t_\perp = 0 , \quad (65) \\
k^L_m^2 = \omega^2_R = \frac{\omega^2}{n^2} . \quad (66)
\]

Eq. (66) together with \( k^L_R^2 = \omega^2_R \) allows to deduce

\[
(k^L_\perp)^2 = (k^L_R)^2 + \left( \frac{1}{n^2} - 1 \right) \omega^2_R . \quad (67)
\]

With this one finds for \( S \) and \( T \)

\[
S = \frac{1}{2} \frac{n \cos \phi + \sqrt{n^2 - \sin^2 \phi}}{\sqrt{n^2 - \sin^2 \phi}} , \quad (68) \\
T = \frac{1}{2} \frac{n \cos \phi + \sqrt{n^2 - \sin^2 \phi}}{\cos \phi} . \quad (69)
\]
From these equations and the dispersion relation of $k_L$, it is now easy to show that

$$\frac{\|E_{\text{trans}}\|}{\|E\|} = \frac{2n^2 \cos \phi}{n \cos \phi + \sqrt{n^2 - \sin^2 \phi}},$$  \hspace{1cm} (70)

$$\frac{\|E_{\text{ref}}\|}{\|E_{\text{in}}\|} = \frac{2n \cos \phi - \sqrt{n^2 - \sin^2 \phi}}{n \cos \phi + \sqrt{n^2 - \sin^2 \phi}},$$  \hspace{1cm} (71)

where $E_{\text{trans}}$ is the solution (56). Notice that these relations determine the reflection and transmission coefficients in terms of the vacuum solutions of transformation optics. From the relation $E^R = E^R/\|E\|$ it can be seen that the additional factor $n$ in the first relation indeed reproduces the correct result in terms of the solutions in laboratory space.

The polarization with $\epsilon_\perp = 0$ follows analogously by taking the equations for $H$ instead of those for $E$. Obviously this yields again (70) and (71) as is required since $\epsilon = \mu$ in our example.

2. Generalized transformations

The situation gets slightly more complicated in generalized transformation optics, i.e. if the constraint $\dot{x}^\mu \equiv \tilde{x}^\mu$ is relaxed. The complete boundary conditions in electromagnetic space are deduced for the electric field from Eqs. (42) and (45), those for the magnetic field from Eqs. (43) and (44). As is seen, the boundary condition for the lower parallel components are formulated in a different spacetime than the ones for the upper normal component. To reformulate all boundary conditions in terms of the same electromagnetic space, the condition (18) with help of the transformation (19) can be rewritten as

$$\frac{\partial \tilde{E}^L}{\partial \tilde{E}^L} \frac{\partial \tilde{D}^L}{\partial \bar{E}^R} = \tilde{s}_L \bar{s}_L \bar{s}_R \bar{s}_R \frac{\partial \tilde{E}^L}{\partial \bar{E}^R} \frac{\partial \tilde{D}^L}{\partial \bar{E}^R} \frac{\partial \tilde{E}^R}{\partial \bar{E}^R} \frac{\partial \tilde{D}^R}{\partial \bar{E}^R}.$$  \hspace{1cm} (72)

This additional transformation between the two electromagnetic spaces induces a mixing of the two transformations in the ensuing boundary condition. Now, Eqs. (22) and (72) can be combined to derive the boundary conditions in terms of the vacuum solutions in laboratory space in analogy to Eq. (48). Using the notation (19) it can be cast into the rather simple form

$$E^L_i = \frac{\alpha_R}{\alpha_L} \frac{\partial \tilde{E}^0}{\partial \bar{E}^R} \bar{V}^{k}_{\bar{E}^i} \frac{\partial \tilde{E}^k}{\partial \bar{E}^R},$$  \hspace{1cm} (73)

where the new transformation matrix $\bar{V}^{k}_{\bar{E}^i}$ takes the form

$$\bar{V}^{k}_{\bar{E}^i} = \tilde{s}_L \bar{s}_R \frac{\partial \tilde{E}^k}{\partial \bar{E}^L} + \frac{1}{g_{L \bar{E}^k}} \frac{\partial \tilde{E}^k}{\partial \bar{E}^L} \left( \tilde{s}_L \bar{s}_R \frac{\partial \tilde{E}^0}{\partial \bar{E}^R} \frac{\partial \tilde{E}^k}{\partial \bar{E}^R} \bar{V}^{\bar{E}^L}_{\bar{E}^i} - \tilde{s}_L \bar{s}_R \bar{g}^{\bar{E}^k}_{\bar{E}^L} \right).$$  \hspace{1cm} (74)

FIG. 5: Interface between vacuum and a homogeneous and isotropic medium with arbitrary and independent $\epsilon$ and $\mu$ according to generalized transformation optics.

The calculation of the boundary conditions of $H$ follows analogously by interchanging $\tilde{x}^\mu \leftrightarrow \tilde{x}^\mu$,

$$H^L_i = \frac{\alpha_R}{\alpha_L} \frac{\partial \tilde{E}^0}{\partial \bar{E}^R} \bar{V}^{k}_{\bar{E}^i} \bar{V}^{\bar{E}^L}_{\bar{E}^i} \frac{\partial \tilde{E}^k}{\partial \bar{E}^R} H^R_i.$$  \hspace{1cm} (75)

Here, $\bar{V}^{k}_{\bar{E}^i}$ is obtained from the expression (74) by replacing all barred quantities and indices by double-barred and vice versa.

a. More on homogeneous and isotropic media. In the previous section homogeneous and isotropic media from standard transformation optics were considered, which follow from time stretchings $\tilde{t} = nt$ and describe media with $\epsilon = \mu = n$. This suggests to consider the transformations

$$\tilde{t} = \text{sgn}(\mu) \|\epsilon\| t, \hspace{1cm} \tilde{t} = \text{sgn}(\epsilon) \|\mu\| t$$  \hspace{1cm} (76)

within the generalized setup, where $\text{sgn}(a)$ is the sign of $a$. Applying this transformation in (11) and (12) yields

$$\tilde{D}^i = \epsilon^{ij} \tilde{E}_j, \hspace{1cm} \tilde{B}^i = \mu^{ij} \tilde{B}_j,$$  \hspace{1cm} (77)

which explains the choice of signs in Eq. (76). This shows that homogeneous and isotropic media with arbitrary permittivity and permeability can be understood as an independent stretching of time in the two different transformations. On a side-remark we notice that these media can also be obtained by stretching all spatial directions simultaneously. Indeed, the transformation

$$\tilde{x}^i = \text{sgn}(\epsilon) \text{sgn}(\mu) \frac{\partial \tilde{x}^i}{\partial x^i} \tilde{x}^i = \frac{\text{sgn}(\epsilon) \text{sgn}(\mu)}{\|\epsilon\|^{\frac{1}{2}} \|\mu\|^{\frac{1}{2}}} \tilde{x}^i$$  \hspace{1cm} (78)

also yields the media properties (77).

Extending the result of the example of the previous section, we want to derive the law of reflection and refraction at an interface between vacuum and an arbitrary homogeneous, isotropic medium. This situation is depicted in Fig. 5. Again, the calculation starts from the definition of the vacuum solution that is mapped to the transmitted wave

$$E^R = e \exp \left[i(k_R \cdot x_R - \omega_R t_R)\right] + c.c.,$$  \hspace{1cm} (79)

$$H^R = h \exp \left[i(k_R \cdot x_R - \omega_R t_R)\right] + c.c.,$$  \hspace{1cm} (80)
Before considering the boundary conditions it might be useful to derive in detail how this vacuum solution is mapped onto a solution of the medium. In a first step we apply the transformations (76), which maps $\mathbf{E}$ and $\mathbf{H}$ onto the solutions (notice the relation $\text{sgn}(\mu) = \tilde{s}$, $\text{sgn}(\epsilon) = \bar{s}$)

$$
\mathbf{E}^R(\tilde{x}, \tilde{t}) = \frac{\tilde{s}}{||\bar{s}||} e^{\left[i\left(\mathbf{k}^R \cdot \mathbf{x}_R - \tilde{\omega}^R \tilde{t}_R\right)\right]} + \text{c.c.}, \quad (81)
$$

$$
\mathbf{H}^R(\tilde{x}, \tilde{t}) = \frac{1}{||\mu||} \frac{\epsilon}{\bar{s}} e^{\left[i\left(\mathbf{k}^R \cdot \mathbf{x}_R - \tilde{\omega}^R \tilde{t}_R\right)\right]} + \text{c.c.}, \quad (82)
$$

with $\mathbf{k}^2_R = \epsilon^2 \tilde{\omega}^2_R$ and $\mathbf{k}^2_R = \mu^2 \tilde{\omega}^2_R$. These solutions are now re-interpreted in terms of laboratory space,

$$
\mathbf{E}^L(\tilde{x}, \tilde{t}) = \frac{\alpha_R}{||\epsilon||} e^{\left[i\left(\mathbf{k}^L \cdot \mathbf{x}_L - \omega^L \tilde{t}_L\right)\right]} + \text{c.c.}, \quad (83)
$$

$$
\mathbf{H}^L(\tilde{x}, \tilde{t}) = \frac{\alpha_R}{||\mu||} \frac{\epsilon}{\bar{s}} e^{\left[i\left(\mathbf{k}^L \cdot \mathbf{x}_L - \omega^L \tilde{t}_L\right)\right]} + \text{c.c.}, \quad (84)
$$

with $\mathbf{k}^2_L = \epsilon \mu \tilde{\omega}^2_R$. Although the correct dispersion relation is not present in the solutions in electromagnetic space, it is important to notice that also this information is encoded in a completely geometric way, since the general dispersion relation (in the absence of biaxisotropic contributions to the constitutive relation) reads \[ g^2 k_i k_j = -\delta^{\bar{s}} \omega^2. \]

The calculation of reflection and refraction coefficients follows in close analogy to the example presented above. As boundary conditions we find from (72) and (73)

$$
E^L_A = \frac{\alpha_R \bar{s} R}{\text{sgn}(\mu) ||\epsilon||} E^R_A, \quad E^L_{\perp} = \alpha_R \bar{s} R E^R_{\perp}, \quad (85)
$$

$$
H^L_A = \frac{\alpha_R \bar{s} R}{\text{sgn}(\epsilon) ||\mu||} H^R_A, \quad H^L_{\perp} = \alpha_R \bar{s} R H^R_{\perp}. \quad (86)
$$

A possible simple choice of $\alpha_R$ is $\alpha_R = \tilde{s} R$ which implies

$$
E^L_A = \frac{1}{\epsilon} e_{A} \exp \left[i \left(\mathbf{k}^L \cdot \mathbf{x}_L - \frac{1}{n} \omega^L \tilde{t}_L \right)\right], \quad (87)
$$

$$
E^L_{\perp} = e_{\perp} \exp \left[i \left(\mathbf{k}^L \cdot \mathbf{x}_L - \frac{1}{n} \omega^L \tilde{t}_L \right)\right], \quad (88)
$$

$$
H^L_A = \frac{\tilde{s} \bar{s}}{\mu} h_{A} \exp \left[i \left(\mathbf{k}^L \cdot \mathbf{x}_L - \frac{1}{n} \omega^L \tilde{t}_L \right)\right], \quad (89)
$$

$$
H^L_{\perp} = \tilde{s} \bar{s} h_{\perp} \exp \left[i \left(\mathbf{k}^L \cdot \mathbf{x}_L - \frac{1}{n} \omega^L \tilde{t}_L \right)\right], \quad (90)
$$

since $\mathbf{k}^L = \mathbf{k}_L$ and $\omega^L = \omega^L/n$ with $n = \sqrt{\epsilon \mu}$. If $h_{\perp} = 0$ the ansatz (82) and (83) yields as conditions for $S$ and $T$

$$
S \frac{e_A}{\epsilon} k^A_L + T e_{\perp} k^L_{\perp} = 0, \quad (91)
$$

$$
(1 - S) \frac{e_A}{\epsilon} k^A_L - (1 - T) e_{\perp} k^L_{\perp} = 0, \quad (92)
$$

$$
k^2_L = \omega^2_L = \frac{\omega^2_R}{n^2}. \quad (93)
$$

From these conditions it is found that

$$
S = \frac{1}{2} \frac{\epsilon \cos \phi + \sqrt{n^2 - \sin^2 \phi}}{\sqrt{n^2 - \sin^2 \phi}}, \quad (94)
$$

$$
T = \frac{1}{2} \frac{\epsilon \cos \phi + \sqrt{n^2 - \sin^2 \phi}}{\epsilon \cos \phi}, \quad (95)
$$

and thus the generalization of the result (70), (71) is easily derived as

$$
\|\mathbf{E}_{\text{trans}}\| = \frac{2 \epsilon n \cos \phi}{\epsilon \cos \phi + \sqrt{n^2 - \sin^2 \phi}}, \quad (96)
$$

$$
\|\mathbf{E}_{\perp}\| = \frac{\epsilon \cos \phi - \sqrt{n^2 - \sin^2 \phi}}{\epsilon \cos \phi + \sqrt{n^2 - \sin^2 \phi}}. \quad (97)
$$

This is the law of reflection and refraction in terms of vacuum solutions. Keeping in mind that from Eq. (59), with our choice of $\alpha_R$, $\mathbf{E}^L = \mathbf{E}^L/\epsilon$ it is seen that this result indeed reproduces the correct law in terms of the laboratory space solutions. Again, the case $e_\perp = 0$ follows completely analogously.

In this example it has been shown that homogeneous and isotropic media with arbitrary permittivity and permeability allow a geometric interpretation in terms of generalized transformation optics. This does not just include the derivation of solutions in these media from vacuum solutions, but also the laws of reflection and refraction at an interface.

### IV. CONCLUDING REMARKS

In this paper boundary conditions at the interface of two generalized transformation media have been studied and it has been shown how the ensuing conditions can be expressed completely in terms of vacuum solutions of the Maxwell equations and of geometric manipulations. This task has been carried out in two steps: in a first step we considered the most general situation that allows to describe the electromagnetic fields on both sides of the interface in terms of the same vacuum solution. Obviously, all interfaces of this type are reflectionless. In a second step we relaxed the condition of a single vacuum solution and considered interfaces between two arbitrary transformation media. Of course, these are not reflectionless in general; as basic example we showed how generalized transformation optics allows to derive the standard law of reflection and refraction at the interface of homogeneous and isotropic media in a geometric way.

Once this second step has been calculated it is worth to reconsider the meaning of the first result. We have shown that the boundary conditions at a generic (not necessarily reflectionless) interface can be described completely in terms of vacuum solutions of the Maxwell equations in laboratory space and geometric manipulations (diffeomorphisms, locally interpreted as coordinate transformations.) It is well known that diffeomorphisms have a
group structure and it is evident that this group structure extends straightforwardly to transformation media: two transformations applied subsequently again yield a transformation that describes a transformation medium, there exist a unit element, which is the trivial transformation, and to each transformation there exists an inverse which reverts the action of the former.

Given an interface between two generalized transformation media, whose boundary conditions in terms of vacuum solutions are described by Eqs. (73) and (75), we may ask the following question: which interfaces between two different transformation media yield the same boundary conditions in terms of the vacuum solutions? The answer is given by the result of Sect. III A. From our specific choice of media we can obtain physically different situations by applying to these media solutions additional transformations that obey the constraints (35) and (36). Under such transformations the Eqs. (73) and (75) do not change and thus the boundary conditions in terms of the vacuum solutions are not changed. Therefore the transformations of Sect. III A define equivalent classes of transformation media within the general result of Sect. III B and with respect to the group structure of diffeomorphisms. The reflectionless media are those which are members of the equivalent class of an interface vacuum-vacuum.

Finally it should be mentioned that similar formulas could also be derived for bi-anisotropic media. Still, since the coordinate transformations associated with these media mix the spatial directions with the time direction in order to obtain \( g_{0i} \neq 0 \) and \( g_{0t} \neq 0 \), they will also mix \( E \) with \( B \) and \( D \) with \( H \). Thus the ensuing conditions are expected to be considerably more involved.
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**APPENDIX: COVARIANT FORMULATION**

In this Appendix we present our notations and conventions regarding the covariant formulation the Maxwell equations on a generic (not necessarily flat) manifold and written in general coordinates. For a detailed introduction to the topic we refer to the relevant literature, e.g. [4] [10]. Throughout the whole paper natural units with \( \epsilon_0 = \mu_0 = c = 1 \) are used.

Greek indices \( \mu, \nu, \rho, \ldots \) are spacetime indices and run from 0 to 3, Latin indices \( i, j, k, \ldots \) space indices with values from 1 to 3. Furthermore an adapted coordinate system is used at the interface, such that \( (x^i) = (x^A, x^\perp) \), where \( x^A \) are the directions parallel to the interface, while \( x^\perp \) is perpendicular. Therefore capital Latin indices take values 1, 2.

For the metric we use the “mostly plus” convention, so the standard flat metric is \( g_{\mu\nu} = \text{diag}(-1, 1, 1, 1) \). Time is always interpreted as the zero-component of \( x^\mu \), \( x^0 = t \).

With this identification an induced space metric can be obtained as \( [4] \)

\[
\gamma^{ij} = g^{ij}, \quad \gamma_{ij} = g_{ik} - \frac{g_{0i}g_{0j}}{g_{00}}, \quad \gamma^{ij}\gamma_{jk} = \delta^i_k, \quad (A.1)
\]

where \( \delta^i_k \) is the Kronecker symbol. This implies as relation between the determinant of the spacetime metric, \( g \), and the one of the space metric, \( \gamma \),

\[
- g = - g_{00}\gamma \quad (A.2)
\]

Furthermore we notice that under a coordinate transformation the spacetime metric transforms as

\[
\tilde{g} = \left| \frac{\partial x^\rho}{\partial x^\sigma} \frac{\partial x^\sigma}{\partial x^\nu} \right|^2 g. \quad (A.3)
\]

In a similar way the relations

\[
\gamma^{AB} \left( \gamma_{BC} - \frac{\gamma_{\perp B} \gamma_{\perp C}}{\gamma_{\perp\perp}} \right) = \delta^A_C, \quad (A.4)
\]

\[
\gamma_{AB} \left( \gamma^{BC} - \frac{\gamma^{\perp B} \gamma^{\perp C}}{\gamma^{\perp\perp}} \right) = \delta^C_A. \quad (A.5)
\]

hold with respect to the adapted coordinate system. In this way an induced two-dimensional metric on the interface may be defined.

To motivate the transformation properties [14] and [15] we present the Maxwell equations in terms of the field strength tensor \( F_{\mu\nu} \) and the excitation tensor \( H^{\mu\nu} \). The field strength tensor \( F_{\mu\nu} \) encompasses the electric field and the magnetic induction, the excitation tensor \( H^{\mu\nu} \) the displacement vector and the magnetic field with the identification

\[
E_i = F_{0i}, \quad B^i = -\frac{1}{2} \epsilon^{ijk} F_{jk}, \quad (A.6)
\]

\[
D^i = -\sqrt{-g_{00}} H^{0i}, \quad H_i = -\frac{-g_{00}}{2} \epsilon_{ijk} H^{jk}. \quad (A.7)
\]

Finally, electric charge and current are combined into a four-current \( J^\mu = (\rho/\sqrt{-g_{00}}, j^i/\sqrt{-g_{00}}) \). In this way the Maxwell equations can be written in the compact form

\[
\epsilon^{\mu\nu\rho\sigma} \partial_\rho F_{\sigma\nu} = 0, \quad D_\mu H^{\mu\nu} = -J^\mu. \quad (A.8)
\]

The Maxwell equations depend on the metric through the covariant derivative \( D_\mu \). Since

\[
D_\nu H^{\mu\nu} = (\partial_\mu + \Gamma^\nu_{\nu\rho}) H^{\rho\nu} = \frac{1}{\sqrt{-g}} \partial_\mu (\sqrt{-g} H^{\mu\nu}) \quad (A.9)
\]
it is seen that the Maxwell equations just depend on the determinant of the metric, but not on its individual components.

Diffeomorphisms can change the orientation of a manifold, such that a right-handed coordinate system in laboratory space is mapped onto a left-handed one in electromagnetic space. This induces several changes of signs due to the Levi-Civita tensor that appears in the Maxwell equations. The four dimensional Levi-Civita tensor is defined as

\[ \epsilon_{\mu\nu\rho\sigma} = \sqrt{-g} \mu [\mu \nu \rho \sigma] , \quad \epsilon^{\mu\nu\rho\sigma} = -\frac{1}{\sqrt{-g}} [\mu \nu \rho \sigma] , \quad (A.10) \]

with \( [0123] = 1 \). The relation between the four-dimensional Levi-Civita tensors in the three different spaces can be written as

\[ \epsilon_{\mu\nu\rho\sigma} = \bar{s} \sqrt{-g} \epsilon_{\mu\nu\rho\sigma} = \bar{s} \sqrt{-g} \epsilon^{\mu\nu\rho\sigma} , \quad (A.11) \]

where \( \bar{s} = +1 \) if the corresponding map does not change the orientation of the manifold, \(-1\) otherwise.

The summation over all repeated indices. Further details of our notation are explained in Appendix.

As is seen from Fig. 1, the explicit coordinates of the medium.

These independent transformations do not establish a symmetry, since the constitutive relation is not invariant. Nevertheless they are invariant transformations of the equations of motion.

From now on, the notation of generalized transformation optics will be used, unless explicitly mentioned differently. The case of standard transformation optics always follows by a simple identification \( \bar{x}^\mu = x^\mu \).

Since the two sets of equations, (9) and (10), depend on two different sets of fields, a rescaling of the fields of one set also represents an invariant transformation of the equations of motion. However, these rescalings change the constitutive relation as they change permittivity and permeability by a (not essentially positive) constant. This implies that the interpretation of a negative refractive index in transformation optics actually is the effect of an ambiguity. This is most easily seen in the relativistically covariant formulation: according to Ref. 2 a negative refractive index is found if \( \bar{\epsilon}_{i\bar{jk}} \) in Eqs. (9) and (10) changes sign under the transformation, as this sign has to be absorbed by a rescaling of \( \bar{E} \) and \( \bar{H} \) with a negative constant.

However, in the relativistically covariant formulation the (4-dimensional) Levi-Civita symbol only appears as an overall factor in the constraint \( \epsilon^{\nu\rho\sigma} \partial_\nu F_\rho\sigma = 0 \), and this is not claimed that it corresponds to any real medium.
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