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ABSTRACT

It has been suggested based on analytic theory that even in non-rotating supernova progenitors stochastic spin-up by internal gravity waves (IGWs) during the late burning stages can impart enough angular momentum to the core to result in neutron star birth spin periods below 100 ms, and a relatively firm upper limit of 500 ms for the spin period. We here investigate this process using a 3D simulation of oxygen shell burning in a $3M_\odot$ He star. Our model indicates that stochastic spin-up by IGWs is less efficient than previously thought. We find that the stochastic angular momentum flux carried by waves excited at the shell boundary is significantly smaller for a given convective luminosity and turnover time than would be expected from simple dimensional analysis. This can be explained by noting that the waves launched by overshooting convective plumes contain modes of opposite angular wave number with similar amplitudes, so that the net angular momentum of excited wave packets almost cancels. We find that the wave-mediated angular momentum flux from the oxygen shell follows a random walk, but again dimensional analysis overestimates the random walk amplitudes since the correlation time is only a fraction of the convective turnover time. Extrapolating our findings over the entire life time of the last burning stages prior to collapse, we predict that the core angular momentum from stochastic spin-up would translate into long birth spin periods of several seconds for low-mass progenitors and no less than 100 ms even for high-mass progenitors.
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1 INTRODUCTION

The birth spin periods of pulsars potentially provide a window into the inner workings of angular momentum transport in massive stars and of the core-collapse supernova explosion mechanism. The bulk of the observed solitary neutron star population has birth spin periods of hundreds of ms, and some as fast as tens of ms (Faucher-Giguère & Kaspi 2006; Popov et al. 2010; Popov & Turolla 2012; Gülö̈n et al. 2014). Slow birth spin periods of several hundred ms can be inferred from age and spin down measurements (e.g., PSR J1955+5059 in Noutsos et al. 2013), but without independent measures of the age and braking index, the slow end of the population cannot be tightly constrained. Even for young pulsars with spin periods of >100 ms (e.g. PSR J0248+6021, which has a spin period of 217 ms and age 62 kyr Theureau et al. 2011), uncertainties in possible instabilities and spin-down mechanisms during the first years means that one needs to be careful in drawing conclusions from such low spin rates on the birth spin period. Despite long-standing efforts to understand the pre-collapse spin periods of massive stars (e.g., Heger et al. 2000; Hirschi et al. 2004; Heger et al. 2005) and spin-up/spin-down processes during the supernova explosion (Blondin & Mezzacappa 2007; Rantson et al. 2011; Wongwathanarat et al. 2013; Kazeroni et al. 2016; Müller et al. 2019; Stockinger et al. 2020), it is still not clear what shapes the observed period distribution.

In particular, there are still considerable uncertainties concerning the angular momentum transport processes in stellar interiors that determine the pre-collapse rotation profiles of massive stars. Stellar evolution models incorporating magnetic torques (e.g., Heger et al. 2005; Suijs et al. 2008; Cantiello et al. 2014) from the Tayler-Spruit dynamo (Spruit 2002) have long defined the state of the art for the treatment of stellar rotation in massive stars. In recent years, however, asteroseismology has revealed unexpectedly slow core rotation rates in low-mass red giants (Beck et al. 2012, 2014; Deheuvels et al. 2012, 2014; Mosser et al. 2012), which cannot be explained by the classic Tayler-Spruit dynamo, suggesting...
that even more efficient angular momentum transport mechanisms must operate in nature (Fuller et al. 2014; Cantiello et al. 2014; Wheeler et al. 2015).

Different solutions have been proposed to resolve this problem. Fuller et al. (2019) have proposed a modification of the Tayler-Spruit dynamo which efficiently slows down progenitors to be roughly consistent with both the observed neutron star birth spin periods and, unlike the Tayler-Spruit dynamo, the core rotation rates of red giants. It cannot, however, explain the rotation rates of intermediate mass stars (den Hartogh et al. 2020). As an alternative solution that does not rely on magnetic torques, many studies have investigated angular momentum transport by internal gravity waves (IGWs) in low- and high-mass stars during various evolutionary phases (e.g., Zahn et al. 1997; Kumar et al. 1999; Talon & Charbonnel 2003; Charbonnel & Talon 2005; Rogers & Glatzmaier 2006; Fuller et al. 2014; Belkacem et al. 2015; Pingon et al. 2016, 2017) and suggested that IGWs can maintain strong core-envelope coupling only up to the subgiant branch.

Angular momentum transport by IGWs could, however, again play an important role during more advanced burning stages in massive stars because the enormous convective luminosities and relatively high Mach numbers lead to a strong excitation of IGWs at convective boundaries (Fuller et al. 2015). The familiar wave filtering mechanism for prograde/retrograde modes could then effectively limit the degree of differential rotation in the interior and spin down the core on rather short time scales if rotation is fast to begin with (Fuller et al. 2015). They find that for initially rapidly rotating progenitors, angular momentum transport via g-modes is not efficient enough to explain the pulsar population. They find a maximum spin frequency bound from spin-down of 3 ms, which is consistent with the range of possible birth spins for the fastest spinning solitary pulsar (Marshall et al. 1998, spin period of 16 milliseconds today). Additionally, Fuller et al. (2015), pointed out that IGWs could lead to a stochastic core spin-up in initially non-spinning progenitors. The idea here is that stochastically excited IGWs from the convective boundaries of the Si, O, or C shell propagate into the core, where they break and deposit their randomly varying angular momentum. The core angular momentum executes a random walk, as long as there is an influx of IGWs from strong burning shells. In principle, IGWs can also be excited by core convection or shells that end up in the core, and carry angular momentum outwards. This mirror process was found to be subdominant in the case studied by Fuller et al. (2015), however.

Fuller et al. (2015) argue that this stochastic spin-up will result in typical neutron birth periods scattering over a range between about 40 ms up to an effective upper limit of 500 ms without the need to assume any progenitor rotation. If the core angular momentum is indeed determined by this stochastic spin-up process, this could explain the paucity of long spin periods of 500 ms among young neutron stars. Aside from the implications for neutron star spin periods, the excitation of IGWs during the late convective burning stages is also of interest because it could drive mass loss in supernova progenitors shortly before collapse (Quataert & Shiode 2012; Fuller 2017) or lead to envelope inflation (Mcley & Soker 2014). This could explain observations of circumstellar material (CSM) from late pre-collapse outbursts in a significant number of observed supernovae (for an overview, see Foley et al. 2011; Smith 2014; Bilinski et al. 2015; Smith 2017), although other mechanisms such as flashes from degenerate shell burning (Woosley & Heger 2015) or the pulsational pair instability (Woosley et al. 2007) may be required to account for more spectacular cases with several solar masses of CSM in Type IIn supernovae.

In this paper, we further investigate the excitation of IGWs during late-stage convective burning and its implication for stochastic core spin-up. Different from the problem of wave excitation by convection during early evolutionary stages, this problem cannot be addressed by asteroseismic measurements. The extant studies of Quataert & Shiode (2012); Fuller et al. (2015); Fuller (2017) strongly rely on the analytic theory of wave excitation by turbulent convection that has been developed over decades (Lighthill 1952; Townsend 1966; Goldreich & Kumar 1990; Quataert & Lecoanet 2013). Numerical simulations of IGW excitation at convective boundaries have been conducted for earlier evolutionary stages in 2D (Rogers et al. 2013) and 3D (Alvan et al. 2014, 2015; Edelmann et al. 2019), but cannot be easily extrapolated to the late, neutrino-cooled burning stages where the Pecllet number is lower and compressibility effects play a bigger role. During the early evolutionary stages, asteroseismology can be used to directly test the underlying theories for IGW excitation by convection (Aerts & Rogers 2015; Aerts et al. 2017). On the other hand, a number of studies have already addressed the late burning stages in 3D (e.g., Meakin & Arnett 2007; Arnett et al. 2008; Müller et al. 2016; Jones et al. 2017; Cristini et al. 2017; Andrassy et al. 2020; Müller et al. 2019; Yadav et al. 2020), but without addressing the problem of stochastic spin-up.

In this study, we use a full 4π-3D numerical simulation to quantitatively study the idea of stochastic spin-up for the first time. We consider a 3M⊙ He star model from Müller et al. (2019), which we evolved for 7.8 minutes, or ~35 convective turnover times. We consider the excitation of waves by vigorous convection in the oxygen burning shell of this model to check the assumptions underlying the theory of Fuller et al. (2015, F15 henceforth) for stochastic core spin-up. We focus on the outward flux of angular momentum from the oxygen shell since wave excitation at the outer boundaries of a convective shell or core is more tractable from the numerical point of view than the excitation of inward-propagating waves from the inner boundary of a convective shell. Since the physical process of wave excitation is the same, this approach nonetheless allows us to study the process in the relevant physical regime and check the scaling relations and dimensionless parameters used in the theory of F15.

The paper is structured as follows: In Section 2, we review key elements of the theory of F15 for the stochastic spin-up of supernova progenitor cores by IGWs. In Section 3 we describe the 3D progenitor model. In Section 4 we analyze the simulation using spherical Favre decomposition to determine the energy and angular momentum flux in convectively stable zones. We compare these results with the random walk model of Fuller et al. (2015), and finally comment on the implications of our results for neutron star birth spins. In Section 5 we discuss potential numerical issues that may affect our results, such as numerical angular momentum
conservation errors, and then summarise our findings in Section 6.

2 THEORY OF STOCHASTIC SPIN-UP

Gravity waves ($g$-modes) are generated by turbulent convection at convective boundaries, and propagate in the neighboring convectively stable regions. The theory of F15 relies on a few key assumptions about the wave excitation process to model the stochastic spin-up of the core in non-rotating or slowly rotating progenitors.

The first of these assumptions concerns the (time-averaged) IGW energy flux $\dot{E}$ in the stable regions. Following established analytic theory for $g$-mode excitation (Lighthill 1952; Townsend 1966; Goldreich & Kumar 1990; Quataert & Lecoanet 2013), F15 assume that the wave energy flux $\dot{E}$ depends on the convective luminosity $L_{\text{conv}}$ in the driving motions and the convective Mach number $M_c$,

$$\dot{E} = L_{\text{conv}}M_c^\alpha,$$  \hspace{1cm} (1)

where the power-law exponent $\alpha$ is expected to lie in the range $\alpha = 5/8 - 1$.

While the wave energy flux can be assumed to vary only mildly in time, the overshooting convective plumes will continuously excite different modes, and the overall angular momentum flux $\mathbf{J}$ carried by the waves will fluctuate according to the wave numbers of the excited modes. F15 assume that the direction of the angular momentum vector remains correlated for roughly one convective turnover time $\tau$ and varies randomly on longer time scales, so that time-integrated spin-up $\Delta J = \int \mathbf{J} \, dt$ can be approximated as the result of a random walk by the typical angular momentum $\delta J$ of a correlated wave packet per time $\tau$. Thus, after $N$ convective turnover times, the expectation value $\langle \Delta J^2 \rangle$ is

$$\langle \Delta J^2 \rangle = N\bar{\delta} J^2.$$  \hspace{1cm} (2)

At this stage, one still needs to specify the typical angular momentum $\delta J$ carried by one correlated wave packet. For a single mode of spherical harmonics degree $\ell$ and order $m$, the $z$-component $J_z$ of the flux of angular momentum is related to the wave energy flux as (Zahn et al. 1997; Kumar et al. 1999),

$$J_z = \frac{m}{\omega} \dot{E},$$  \hspace{1cm} (3)

where $\omega$ is the mode frequency. F15 suggest replacing $m$ and $\omega$ by appropriate averages $\bar{m}$ and $\bar{\omega}$ for the wave packet so that

$$J_{\text{F15}} = \frac{\bar{m}}{\bar{\omega}} \dot{E} = \frac{\bar{m}}{\bar{\omega}} M_c^\alpha L_{\text{conv}}.$$  \hspace{1cm} (4)

They argue that the excited modes will predominantly have periods of the order of the convective turnover time so that $\bar{\omega} = 2\pi/\tau$. For the average wave number, F15 choose $\bar{m} = 1$, assuming this is the most conservative estimate provided that each wave packet consists only of modes of positive or negative $m$. We shall revisit this assumption later in Section 4.

Integrating over one turnover time and using Equation (1), one then finds

$$\delta J_{\text{F15}} = \frac{\bar{m} \tau^2 \dot{J}_{\text{F15}}}{2\pi} = \frac{\tau^2 M_c^\alpha L_{\text{conv}}}{2\pi},$$  \hspace{1cm} (5)

and the expected spin-up after $N$ turnovers is

$$\langle \Delta J_{\text{F15}}^2 \rangle^{1/2} = \sqrt{N} \delta J_{\text{F15}} = \frac{\sqrt{N} \bar{m} \tau^2 \dot{J}_{\text{F15}}}{2\pi \sqrt{3}} = \frac{\sqrt{N} \bar{m} \tau^2 M_c^\alpha L_{\text{conv}}}{2\pi \sqrt{3}},$$  \hspace{1cm} (6)

where the factor $1/\sqrt{3}$ accounts for the random orientation of the vectorial angular momentum carried by different wave packets.

3 SHELL BURNING SIMULATION

The challenge is now to determine whether the key approximations in Equations (1), (4), and (6) are borne out by full 3D simulations. We analyse a 3D model of convective shell burning in a non-rotating $3M_{\odot}$ helium star from Müller et al. (2019). Following the methodology of Müller et al. (2016), we map the the underlying 1D stellar evolution model from the Kepler code (Weaver et al. 1978; Heger & Woosley 2010) into the finite-volume code PROMETHEUS (Fryxell et al. 1989, 1991) at a late pre-collapse stage about 8 minutes before the onset of collapse. Our simulation includes the mass shells initially located between 2,420 km and 16,500 km, which covers three distinct convective zones as illustrated (in turquoise) by the progenitor entropy profile in Figure 1a. Initially there are three convective burning zones: (I), (II) and (III), which are oxygen, neon, and carbon shells respectively. The neon burning region (II) is consumed before collapse and is so thin that $g$-modes will in fact be able to propagate through it for much of the simulation. By 344.8 (5.77 minutes) region (II) has disappeared completely, and there is just one convectively stable region between (I) and (III), shown in Figure 1b. The inner boundary of the grid is contracted in accordance with the mass shell trajectory from the 1D Kepler model. We use uniform spacing in $\log r$ for the radial coordinate and the axis-free overset Yin-Yang grid (Kageyama & Sato 2004) as implemented by Melson et al. (2015) to cover the full sphere. The grid resolution is $400 \times 56 \times 148$ zones in radius $r$, latitude $\theta$, and longitude $\varphi$ on each of the Yin-Yang patches, which corresponds to an angular resolution of $2^\circ$. Extremum-preserving 6th-order PPM reconstruction has been implemented in PROMETHEUS following Colella & Sekora (2008).

4 RESULTS

4.1 Visual identification of excited modes

We run the model for 7.8 minutes during oxygen burning. It takes about one minute for convection to fully develop in region (I) from the 1D initial conditions, so we only consider the phase after the first minute in our subsequent analysis.

In Figure 2 we show 2D slices of the absolute radial velocity $|v_r|$ and specific entropy $s$. We have restricted the
Figure 1. Spherically averaged profiles of the specific entropy $s$ (solid black), against our defined regions at early ($t = 144$ s) and late ($t = 368$ s) times. Convective (turquoise) and convectively stable (coral) regions are labelled (I)–(III), with increasing darkness from the inner boundary to the outer boundary. Turbulent fluxes between the convective regions (I) and (III) are evaluated at the radius $R_{\text{flux}} = R_{m=1.65M_\odot}$, which is in the convectively stable region between zones (II) and (III) up until around 400 s. The second convective region disappears completely at 344 s; the shell structure after the disappearance of region (II) is shown in Figure 1b. Figure 3 we plot $f_{\text{BV}}$ against our defined regions at a late time of 368 s (same time as Figure 1b). The expected mode frequencies are of a similar order as the convective turnover frequency, and hence the conditions for IGW excitation by convective motions should be close to optimal.

4.2 Expected IGW frequencies

We compute the Brunt–Väisälä frequency $\omega_{\text{BV}}$ in the convectively stable regions using

$$\omega_{\text{BV}}^2 = g \left( \frac{1}{\Gamma} \frac{d \ln P}{dr} - \frac{d \ln \rho}{dr} \right),$$

where $g$ is the local gravitational acceleration

$$g(r) = \frac{GM(r)}{r^2},$$

and $\Gamma$ is the adiabatic exponent $\Gamma = (\partial \ln P/\partial \ln \rho)_\rho = \rho/\rho C_\text{v}^2$ in terms of the sound speed $c_s$, the pressure $P$, and the density $\rho$ at radius $r$. In Figure 1, $f_{\text{BV}}$ peaks between 0.1–0.4 Hz during the whole simulation. After about 350 s it stays at ~0.1 Hz. Waves with frequencies lower than these may propagate as gravity waves in this region. Convective and convectively stable regions (defined by the entropy gradient of Figure 1b) at this time step are included with the same colour scheme as Figure 1. The expected mode frequencies are of a similar order as the convective turnover frequency, and hence the conditions for IGW excitation by convective motions should be close to optimal.

4.3 Angular momentum flux in excited waves

In order to quantify the energy and angular momentum flux carried by the waves excited a convective boundaries, we make use of a spherical Reynolds/Favre decomposition of the flow (Favre 1965). We use hats (or, alternatively, angled brackets) and primes for the volume-weighted Reynolds averages and fluctuating components of extensive quantities such as the density $\rho$ and pressure $P$ (e.g., $\tilde{\rho}$ and $\tilde{P}$). These are defined for any such quantity $X$ as

$$\hat{X}(r) = \langle X \rangle = \int X \, d\Omega,$$

$$X'(r, \theta, \varphi) = X - \hat{X}(r).$$

Mass-weighted Favre averages and fluctuating components of intensive quantities like the internal energy density $\epsilon$ are denoted by tildes and double primes (e.g., $\tilde{\epsilon}$, and $\tilde{\epsilon}''$). For any such quantity $Y$, we have

$$\hat{Y}(r) = \int \rho Y \, d\Omega,$$

$$Y''(r, \theta, \varphi) = Y - \hat{Y}(r).$$

Disregarding subdominant terms for the work done...
Figure 2. 2D slices showing the absolute value $|v_r|$ of the radial velocity in km s$^{-1}$ (left) and the entropy in k$_b$/nucleon (right) at a time of 327 s. In region (I) we find turbulent motions of high velocity. In the surrounding stable region outside $r \approx 4000$ km, we find coherent flow patterns dominated by moderately high multipoles, which is indicative of $g$-mode activity.

The relevant terms containing the energy flux carried by waves excited at convective boundaries are the convective energy flux $F_{\text{conv}} = \langle \rho \epsilon'' v'' \rangle$ (for the turbulent transport of internal energy), the “acoustic” energy flux $F_{\text{sound}} = \langle P' v'' \rangle$, and the turbulent kinetic energy flux $F_{\text{kin}} = \langle \rho v'' |v''|^2 \rangle$.

Strictly speaking, however, one can only properly separate the flux carried by gravity waves and acoustic waves using a decomposition of the fluctuating components into eigenmodes. When using the Favre decomposition of the energy equation, the wave energy flux is split between the three turbulent flux components. At the same time acoustic waves and entrainment contribute to the turbulent fluxes, which is particularly problematic in the case of entrainment, which produces a negative energy flux near the convective boundary.

Due to these difficulties in isolating the wave energy flux $\dot{E}$ from region (I), we do not test Equation (1), for which there is strong justification from theory and simulations anyway (Goldreich & Kumar 1990; Quataert & Lecoanet 2013; Pincon et al. 2016). Instead, we assume $\dot{E} = M L_{\text{conv}}$, and directly test the dependence of $\dot{J}$ on $L_{\text{conv}}$ and $M$ in Equation (4).

To obtain $\dot{J}$, we consider the Favre-averaged equation for the transport of angular momentum, which only contains two flux terms $F_{\text{adv}}$ and $F_{\text{turb}}$ for the mean (advective) and turbulent angular momentum flux,

$$\frac{\partial (\rho \bar{\ell})}{\partial t} + \nabla \cdot F_{\text{adv}} + \nabla \cdot F_{\text{turb}} = 0,$$

where

$$F_{\text{turb}} = \langle \rho \ell'' u'' \rangle,$$

and

$$F_{\text{adv}} = \langle \rho \bar{\ell} u' \rangle = \rho \bar{\ell} u'.$$

For a full derivation, we refer to Appendix A. For our purpose, only the turbulent angular momentum flux $F_{\text{turb}}$ is of interest, which contains the flux carried by gravity waves and
acoustic waves. We evaluate the angular momentum flux out of region (I) at a fixed mass coordinate of \( m = 1.65M_\odot \). We choose a fixed mass shell rather than a fixed radius because this mass shell stays inside the convectively stable region until around 400 s; a fixed analysis radius would be problematic because of the contraction of the shells during the simulation.

Using the numerically computed turbulent angular momentum flux, we can now proceed to assess Equation (4). To evaluate the right-hand side (RHS) of Equation (1), we use the maximum of the ratio of RMS velocity fluctuation \( v''_r \) to the sound speed \( c_s \) in the convectively stable region containing \( R_{\text{flux}} \),

\[
\mathcal{M} = \max_{r} \left( \frac{(v''_r)^{1/2}}{c_s} \right),
\]

(17)

and use the volume-integrated nuclear energy generation rate \( Q_{\text{nuc}} \) in region (I) as a proxy for the convective luminosity \( L_{\text{conv}} \), which is well justified under steady state conditions (Arnett et al. 2008; Müller et al. 2016)\(^2\). Finally, we need the convective turnover time to evaluate Equation (4), which is computed from the width of the convective region (I) and the maximum convective velocity fluctuation \( v''_r \),

\[
\tau = \Delta r / \max_{r} (v''_r).
\]

(18)

In Figure 4, we plot the ratio of the turbulent angular momentum flux \( J = \left| F_{\text{turb}} \right| \) to the value \( J_{F15} = \tau \mathcal{M} L_{\text{conv}}/(2\pi) \) predicted by F15. Once convection in region (I) has reached a steady state, the angular momentum flux \( J \) only reaches a fraction of a few \( \sim 10^{-2} \) of the flux predicted by F15. If we accept the scaling \( \tilde{E} = M^* L_{\text{conv}} \) for the wave energy flux, this result implies that the effective average wave number of the excited wave packets must be much smaller than \( \tilde{m} = 1 \) despite the fact that the excited modes have rather high angular wave numbers as discussed in Section 4.1.\(^3\) It is, in fact, natural to expect that \( \tilde{m} = 1 \) is not a lower bound for the average wave number if one considers the dynamics of wave excitation at convective boundaries. Convective plumes are driven by radial buoyancy forces and therefore hit the convective boundary almost perpendicularly. Any overshooting plume will therefore tend to launch gravity waves propagating in all directions away from the plume (i.e., with wave numbers of opposing sign) with similar amplitude. A small asymmetry between modes of different \( m \) can still arise if the plume wanders around, but the convective updrafts and downdrafts tend to be rather stationary in simulations of convection during the neutrino-cooled burning stages, and hence there is only a small asymmetry in amplitude between excited modes of opposite \( m \). Contrary to the assumption of F15, \( \tilde{m} = 1 \) is therefore not a strict lower bound for a single wave packet launched by an overshooting plume; \( m < 1 \) is easily possible and in fact expected for waves excited by buoyancy-driven convection.

4.4 Testing the Random Walk Assumption

The relatively small values of the turbulent angular momentum flux already indicate that the mechanism for stochastic spin-up is considerably less efficient than F15 estimated. However, there is yet another potential problem that could further reduce the efficiency of stochastic spin-up. One might suspect that the excitation of modes by overshooting plumes is not a time-independent stochastic process that results in a random walk of the angular momentum of the convective region that launches the waves, and of the angular momentum in the destination region. Instead, there could be a regression to zero if the stochastic excitation were to predominantly produce prograde modes, which would drive the angular momentum of the driving region towards zero. Such a mechanism could operate independently of the familiar filtering mechanism for prograde and retrograde modes and limit stochastic fluctuations of the angular momentum of convective shells even when there is no strong differential rotation.

In order to determine whether there is such a restoring mechanism, or whether the random walk assumption of F15 is valid, we first need to generalise Equation (6) to accom-

---

\(^2\) One could also define \( L_{\text{conv}} \) as the maximum of the turbulent energy flux \( \tilde{E} \) inside a convective region. This yields similar, but more noisy results.

\(^3\) Alternatively, one might surmise that the excited modes have frequencies higher than \( \omega = 2\pi/\tau \), but unless there is resonant excitation it is unavailing that the frequency spectrum of the excited modes roughly reflects the frequency spectrum of the turbulent driving motions.
the flux lies inside the convective region (I) (see Figure 1). The angular momentum calculated from Equation (21) assuming the relation (4) between the angular momentum and the angular momentum computed assuming a random walk is in black. The angular momentum calculated from Equation (21) assuming the relation (4) between the angular momentum and the angular momentum computed assuming a random walk model is no longer applicable during this phase and cannot be used to infer spin–up of the region from IGWs.

Figure 5. The change in angular momentum, $\Delta J$, inside the mass coordinate $m = 1.65M_\odot$ based on the three different formulations of $\Delta J$ in Equations (19),(20), and (21). The angular momentum computed from the simulation (Equation 20) is in red and the angular momentum computed assuming a random walk via Equation (19) is in black. The angular momentum calculated from Equation (21) assuming the relation (4) between the angular momentum flux and the convective luminosity is in cyan. After 400 s (dashed grey line) the mass coordinate where we measure the flux lies inside the convective region (I) (see Figure 1). The significant growth of $\Delta J$ in the last 70 s is the result of stochastic angular momentum redistribution inside the convective zone, and not associated with a flux of IGWs. The wave packet random walk model is no longer applicable during this phase and cannot be used to infer spin–up of the region from IGWs.

Assuming the slow, secular changes in convective luminosity and turnover time as the oxygen burning shell contracts, we can then compare the actual time-integrated angular momentum flux to this generalised random walk model. It is straightforward to determine the root-mean-square expectation value $\Delta J_{\text{RW}}$ for a continuous random walk process by integrating the variance of each angular momentum component $\delta J_i^2 = \langle (\delta J_i)^2 \rangle = \langle \sigma J_i^2 \rangle / 3$ of each wave packet times the assumed correlation frequency of the random walk process (i.e. the convective turnover frequency $\tau^{-1}$ in the model of F15).

\[
\Delta J_{\text{RW}}(t) = \left[ \sum_{i=1}^{3} \int_0^t (\delta J_i)^2 \frac{dt'}{\tau} \right]^{1/2} = \left[ \sum_{i=1}^{3} \int_0^t \tau J_i(t')^2 \frac{dt'}{\tau} \right]^{1/2}.
\]

Figure 5 compares $\Delta J_{\text{RW}}$ (in black) to the actual time-integrated angular momentum flux (in red) $\Delta J$,

\[
\Delta J(t) = \left[ \sum_{i=1}^{3} \left( \int_0^t J_i(t') \, dt' \right)^2 \right]^{1/2}.
\]

For illustrative purposes, we also show the predicted spin-up $\Delta J_{F15}(t)$ for the original random walk model of F15 with $J = E \tau / 2 \pi$ (i.e. $\bar{m} = 1$) and $E = ML_{\text{conv}}$, in cyan.

\[
\Delta J_{F15}(t) = \frac{1}{\sqrt{3}} \int_0^t \tau^{-1} \left( \frac{\tau^2 ML_{\text{conv}}}{2\pi} \right)^2 \, dt' \right]^{1/2}.
\]

Interestingly, even though $\Delta J_{\text{RW}}$ (black) still overpredicts the actual time-integrated angular momentum flux $\Delta J$ (red) by a factor of 5 on average, this is not a huge discrepancy. The growth of $\Delta J$ appears roughly compatible with a random walk, only with an effective correlation time that is 4% of what is assumed in F15, since the spin-up scales with the square root of the correlation time, $\Delta J_{\text{RW}} \propto \sqrt{\tau}$. This short correlation time may be related to the rather high wave numbers of the excited modes. The effective correlation time of the random walk must reflect the characteristic time scale of the forcing motions with similar wave numbers, or in other words, of relatively small-scale structures in the convective flow, which evolve on significantly shorter time scales than $\tau_{\text{conv}}$.

Thus, our simulation actually supports the assumption that stochastic wave excitation will lead to the core angular momentum executing a random walk, albeit with a shorter correlation time. However, because the assumption of $\bar{m} = 1$ is not valid and because the correlation time of the random walk is somewhat shorter than the convective turnover time in our simulations, the original model of F15 overpredicts $\Delta J$ by several orders of magnitude.

On the other hand, Figure 5 suggests that the late convective burning stages might stochastically affect the remnant angular momentum in a different manner. During the last 70 s of the simulation, the analysis radius lies inside the oxygen shell, and the measured $\Delta J$ indicates stochastic internal redistribution of angular momentum within the shell. This stochastic redistribution of angular momentum could potentially spin-up the inner regions of the shell considerably. In the present example, the time-integrated flux of angular momentum $\Delta J$ within the oxygen shell during the last 70 s is ten times bigger than the time-integrated wave-mediated flux of angular momentum out of the oxygen shell. If only part of the oxygen shell is ejected during the supernova explosion, the total angular momentum within the “mass cut” may be considerable. If the mass cut were placed at 1.65$M_\odot$ (which is much larger than is realistic for this model, cp. Müller et al. 2019), the resulting neutron star spin period would be of order 100 ms. Naturally, the theory of stochastic IGW excitation cannot be applied to stochastic variations within convective regions close to the mass cut, so one cannot make generic predictions about the importance of this phenomenon. However, 3D supernova progenitor models that include this effect naturally anyway are becoming more widely used.

4.5 Estimate of neutron star spin periods

Figure 5 shows that during the simulation time of about 7 minutes, the angular momentum transported out of the oxygen shell from the outer boundary is about $2 \times 10^{45}$ g cm$^2$ s$^{-1}$. If a similar amount of angular momentum is transported inwards into the core, and the angular momentum is conserved during the collapse to a neutron star, this would result in a neutron star rotation rate $\omega \approx 1$ rad s$^{-1}$ of
a typical neutron star moment of inertia \( \sim 1.5 \times 10^{45} \, \text{g cm}^2 \). However, our simulation only covers the last phase in the life of the second oxygen shell. To gauge the actual impact of stochastic spin-up, we need to extrapolate our results to the entire lifetime of a shell similar to F15, but with different efficiency factors.

For this purpose, it is convenient to express all relevant quantities in Equation (6) in terms of the shell mass \( \Delta M \), inner radius \( R \) and width \( \Delta R \), the average \( \dot{Q} \)-value of the nuclear reaction per unit mass, \( q \), and the nuclear time scale \( \tau_{\text{nuc}} \) for the respective burning phase. Using \( L_{\text{conv}} = \Delta M \dot{q} / \tau_{\text{nuc}} \), we find the convective velocity from mixing-length theory as calibrated against 3D simulations (Müller et al. 2016),

\[
\nu_{\text{conv}} = \frac{1}{2} \left( \frac{\Delta M \dot{q}}{m} \right)^{1/3} = \frac{1}{2} \left( \frac{qR/4}{\tau_{\text{nuc}}} \right)^{1/3},
\]

where we have taken the pressure scale height to be \( h_P = P/\rho g \), which is a good approximation during advanced burning stages in massive stars. The sound speed at the bottom of the shell is approximately

\[
c_s = \left( \frac{GM}{3R} \right)^{1/2},
\]

so that we can write the convective Mach number as

\[
M = \frac{\nu_{\text{conv}}}{c_s} = \frac{1}{2} \left( \frac{qR}{4\tau_{\text{nuc}}} \right)^{1/3} \left( \frac{GM}{3R} \right)^{-1/2},
\]

and find the convective turnover time to be \( \tau_{\text{conv}} = \Delta R / \nu_{\text{conv}} \). Putting all this together in Equation (6) and noting that we have \( \Delta N / \nu_{\text{conv}} \) as turnover times of the shell, we find

\[
\Delta J = \frac{\alpha}{\sqrt{3}} \sqrt{\frac{\tau_{\text{nuc}}}{\tau_{\text{conv}}}} \left( \frac{\nu_{\text{conv}} M \Delta M \dot{q}}{2\pi \tau_{\text{nuc}}} \right) \approx 3.4 \times 10^{-3} \times \frac{\Delta R^{3/2} \Delta M \dot{q}^{3/2} R^{1/3}}{\sqrt{G} \sqrt{M / \tau_{\text{nuc}}^{1/2}}},
\]

where we have replaced the average wave number \( \bar{n} \) in Equation (6) with an efficiency factor \( \alpha \sim 10^{-2} \) in line with our simulation results. This can be used for any of the neutrino-cooled shell burning phases, but as pointed out by F15, one expects the last shell burning stage to determine the stochastic spin-up at the time of collapse because deterministic angular momentum transport can spin down the core again if the shell is extinguished before collapse. Typically, this will be the second or third oxygen shell (Collins et al. 2018), though in some cases, the most violent active shell at or close before collapse is the silicon shell as assumed by F15. Since the last oxygen shell typically has a higher mass, larger radius and width, shorter duration, and a higher average \( \dot{Q} \)-value than \( q \approx 0.4 \, \text{MeV} / \text{m}_a \) than the silicon shell, most of the factors in Equation (25) have slightly more favorable values than used by F15 for silicon shells. With a neutron star moment of inertia \( I = 0.36 M R_{\odot}^2 \) and a neutron star radius of \( R_{\odot} = 12 \, \text{km} \), Equation (25) translates into a characteristic spin period of

\[
P_{\text{NS}} \approx 13.5 \, \text{s} \times \left( \frac{M}{1.4 M_{\odot}} \right)^{3/2} \left( \frac{\Delta M}{0.1 M_{\odot}} \right)^{-1} \left( \frac{1000 \, \text{km}}{R} \right)^{5/6} \left( \frac{\Delta R}{1000 \, \text{km}} \right)^{-3/2} \left( \frac{\tau_{\text{nuc}}}{10^4 \, \text{s}} \right)^{1/3} \left( \frac{q}{0.4 \, \text{MeV} / \text{m}_a} \right),
\]

in terms of typical parameters for oxygen shells in low-mass supernova progenitors. Based on the efficiency parameters in our simulations, we therefore expect stochastic spin-up to play a negligible role in low-mass progenitors compared to stochastic spin-up during the early explosion phase (Wongwathanarat et al. 2013; Müller et al. 2019) and by late-time fallback (Chan et al. 2020; Stockinger et al. 2020), which can achieve spin periods from a few seconds down to milliseconds. For high-mass progenitors with \( \Delta M \sim M_{\odot} \) and wider oxygen shells \( \Delta R \sim 5000 \, \text{km} \), spin periods of order 100 ms remain within reach even with a much lower efficiency factor than assumed by F15, and stochastic spin-up by IGWs might still be a relevant factor in determining the neutron star spin period along with other angular momentum processes during the progenitor evolution and spin-up/spin-down processes during the explosion.

5 EFFECTS OF NUMERICAL CONSERVATION ERRORS

Finite-volume methods as used in PROMETHEUS generally cannot conserve total angular momentum to machine accuracy (unlike smoothed-particle hydrodynamics). Moreover, angular momentum transport in any grid-based or particle-based simulation will be affected to some degree by numerical dissipation. One may justifiably ask whether non-conservation of total angular momentum or numerical dissipation have any bearing on our simulation of stochastic spin-up. In the context of the preceding discussion, it is especially pertinent, whether the convective region (I) is indeed spun up in the opposite direction to the angular momentum that is lost by waves. This specific problem can already be addressed here, though more extensive resolution studies and simulations with different reconstruction and discretisation schemes naturally remain desirable for the future.

As a simple check on the quality of angular momentum conservation in our simulation, we compare the time-integrated angular momentum flux from region (I) to the volume-integrated angular momentum. Unlike when we calculated the angular momentum flux for the random walk at a fixed mass coordinate, we compute the angular momentum dissipation at a fixed radial coordinate, so that we can formulate the angular momentum “budget” for region (I) using Gauss’ theorem. We define the analysis region region C1 as the sphere contained within \( r = 4337 \, \text{km} \), i.e. the boundary of C1 is in the middle of the convectively stable region between regions (I) and (II) once 3D burning and convection develops. Analytically, we have

\[
\int_{C1} \rho \, dV = - \int_0^t \oint_{\partial C1} \rho \mathbf{v} \cdot d\mathbf{A} \, dt'.
\]

In Figure 6, we compare the left-hand side and the right-hand side of Equation (27) for the \( x \), \( y \), and \( z \)-component of the angular momentum. For all three components, at the end of the simulation the direction of the convective shell angular momentum is indeed the opposite sign of the angular momentum leaving at the flux boundary. Early on, the evolution of \( \mathbf{J} \) is dominated by numerical errors, the \( y \)-component in particular shows a significant drift over the first 200 s. As soon as convection is fully developed and the
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excited waves from the convective boundary carry a significant angular momentum flux, the evolution of the total angular momentum in the analysis region clearly follows the time-integrated angular momentum flux. This suggests that angular momentum conservation errors do not significantly affect our analysis at times later than \( \sim 10^2 \) s. Of course, more subtle numerical issues, such artificial damping of the excited waves, may limit the accuracy of our results and need to be further investigated in the future. However, we believe that the key findings of this study will likely remain robust. The code clearly has the ability to evolve relatively weak waves, and the waves that would need to be resolved for the mechanism of F15 to work effectively are not of extremely short wavelength, so that excessive dissipation is likely not a critical problem.

6 CONCLUSIONS

Using the 3D hydrodynamics code PROMETHEUS, we studied the angular momentum flux from stochastically excited IGWs during oxygen shell burning in an initially non-rotating massive star. Our findings allow us to better assess the efficiency of stochastic wave excitation as a process for core spin-up, which has been suggested by Fuller et al. (2015) based on analytic theory.

In agreement with the theory of Fuller et al. (2015), we find that the IGW-mediated flux of angular momentum out of a convective shell in a non- or slowly-rotating progenitor can indeed be described by a random-walk process. However we find that the correlation time of this random-walk process is only a fraction of the convective turnover time and hence significantly shorter than assumed by Fuller et al. (2015).

This reduces the amplitude of the random walk by a factor of several.

We also find a smaller ratio between the angular momentum flux carried by the excited IGWs and the convective luminosity by more than an order of magnitude than assumed by Fuller et al. (2015). We ascribe this discrepancy to the fact that the assumption of an average zonal wave number \( \bar{m} = 1 \) of individual IGW “wave packets” is too optimistic, since IGWs excited by overshooting convective plumes will generally contain modes with opposite zonal wave number \( m \) of almost equal amplitude. Therefore the average zonal wave number \( \bar{m} \) of each wave packet will be much smaller than unity and the net angular momentum carried by the wave packet will be very small.

The combination of a shorter effective correlation time and a smaller instantaneous angular momentum flux results in a time-integrated stochastic angular momentum flux from the oxygen shell that is about a factor of \( \sim 10^2 \) smaller than predicted by the model of Fuller et al. (2015). It should be pointed out, however, that our simulation is compatible with their analytic scaling laws; it merely suggests that the relevant dimensionless parameters of the model may be quite small.

The characteristic spin period from stochastic spin-up of the core by IGWs over the entire life of a convective burning shell can be estimated based on the mass, radius, width, and lifetime of the shell from 1D stellar evolution models using a simple scaling relation (Equation 26). Extrapolating our simulation results over the entire life time of convective shells, we estimate that stochastic spin-up by IGWs alone would result in neutron star birth spin periods of several seconds for low-mass stars and down to \( \sim 0.1 \) s for high-mass stars with thick oxygen shells. These spin rates are slower than predicted by Fuller et al. (2015) by one to two orders of magnitude. Thus our findings suggest that stochastic spin-up of progenitor cores will usually not play a major role in determining the core spin rates of massive stars and neutron star birth periods, because stochastic spin-up processes during the supernova explosion will impart more angular momentum onto the neutron star.

It remains to be seen, however, to what extent the efficiency factors for IGW excitation and stochastic core spin-up found in our simulation depend on the detailed properties of convective zones and the structure of the convective boundary. For example, the correlation time of the random walk and the average zonal wave number will depend on the typical size of the convective eddies. Convection zones with pronounced large-scale flow patterns and fewer but stronger plume impact events may provide more favorable conditions for stochastic core spin-up. In future, one should also investigate stiffer convective boundaries with sharp entropy jumps; the inner convective boundaries, which are of highest relevance for the problem of stochastic spin-up, are considerably stiffer than the convective boundary considered in this study. Moreover, the dependence of stochastic spin-up on the convective Mach number should be investigated numerically to confirm the predicted scaling laws. We also note that stochastic angular momentum redistribution within convective zones close to the mass cut could be relevant for predicting neutron star birth spin periods. This effect is already implicitly included in modern 3D supernova progenitor models. Better understanding convection, wave excitation, and
angular momentum transport by 3D simulations will remain challenging because of the technical difficulties of low-Mach number flow, stringent resolution requirements at stiff convective boundaries, and the numerical problem of angular momentum conservation. However, 3D simulations of convective burning are clearly proving useful in understanding angular momentum transport processes in supernova progenitors.
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APPENDIX A: FAVRE-AVERAGED ANGULAR MOMENTUM TRANSPORT EQUATION

To derive the Favre-averaged angular momentum transport equation, we cross \( \mathbf{r} \) with the momentum equation (Shu 1992; Pope 2000),

\[
\mathbf{r} \times \left[ \frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{u}) \right] \nabla P = \mathbf{r} \times \rho \mathbf{g}. \tag{A1}
\]

It is convenient to write this in component form as,

\[
\frac{\partial}{\partial t} (\epsilon_{ijk} r_j \rho u_k) + \nabla \cdot [\epsilon_{ijk} r_j (\rho u_l u_k + \delta_{lk} P)] = \epsilon_{ijk} r_j \rho g_k, \tag{A2}
\]

which leads to

\[
\frac{\partial}{\partial t} (\epsilon_{ijk} r_j \rho u_k) + \nabla \cdot [\epsilon_{ijk} r_j (\rho u_l u_k + P \delta_{lk})] - \epsilon_{ijk} \rho u_j u_k = \epsilon_{ijk} r_j \rho g_k, \tag{A3}
\]

and hence

\[
\frac{\partial}{\partial t} (\epsilon_{ijk} r_j \rho u_k) + \nabla \cdot [\epsilon_{ijk} r_j (\rho u_l u_k + P \delta_{lk})] = \epsilon_{ijk} r_j \rho g_k. \tag{A4}
\]

This can again be written in component-free notation

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u} \otimes \mathbf{l}) + \nabla \cdot (\ast \mathbf{r} P) = \mathbf{r} \times \rho \mathbf{g}, \tag{A5}
\]

where \( \mathbf{l} = \mathbf{r} \times \mathbf{v} \) is the specific angular momentum and \( \ast \) denotes the Hodge star operator. The cross product on the right-hand side vanishes if we assume a monopole potential, and the second divergence term on the left-hand side vanishes when we average over a thin spherical shell

\[
\int \nabla \cdot (\ast \mathbf{r} P) \, dV = \int_{\partial V} \mathbf{P} \times d \mathbf{A} = \int_{\partial V} \mathbf{P} \times \mathbf{n} \, dA = 0. \tag{A6}
\]

Hence we need only take into account the first two terms on the left-hand side when performing a spherical Favre decomposition. Decomposing the velocity and averaging over spherical surfaces yields

\[
\frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot (\rho \bar{\mathbf{u}} + u'' \mathbf{l} + \overline{l''}) = 0, \tag{A7}
\]

where \( \nabla \cdot \mathbf{l} \) denotes the radial part of the divergence operator. Using the usual rules \( \langle \rho \mathbf{X} Y \rangle = \bar{\rho} \bar{X} \bar{Y} \) and \( \langle \rho \mathbf{X} Y'' \rangle = 0 \) for correlation terms containing no or only one fluctuating intensive quantity, only two terms remain,

\[
\frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot (\rho \bar{\mathbf{u}} \mathbf{l}) + \nabla \cdot (\rho u'' \overline{l''}) = 0. \tag{A8}
\]
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