Improved constraint on the MINERvA medium energy neutrino flux using $\nu e^- \rightarrow \bar{\nu} e^-$ data
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Processes with precisely known cross sections, like neutrino electron elastic scattering ($\nu e^- \rightarrow \nu e^-$) and inverse muon decay ($\nu_\mu e^- \rightarrow \mu^- \nu_e$) have been used by MINERvA to constrain the uncertainty on the NuMI neutrino beam flux. This work presents a new measurement of neutrino elastic scattering with electrons using the medium energy $\bar{\nu}_\mu$ enhanced NuMI beam. A sample of 578 events after background subtraction is used in combination with the previous measurement on the $\bar{\nu}_\mu$ beam and the inverse muon decay measurement to reduce the uncertainty on the $\nu_\mu$ flux in the $\bar{\nu}_\mu$-enhanced beam from 7.6% to 3.3% and the $\bar{\nu}_\mu$ flux in the $\nu_\mu$-enhanced beam from 7.8% to 4.7%.

I. INTRODUCTION

The neutrino beam is a critical component of accelerator-based neutrino oscillation experiments. Produced by colliding a high energy proton beam into a stationary target and then focusing the produced charged
hadrons with one or more magnetic horns, neutrino beams provide an intense source of neutrinos with a tunable neutrino energy. Neutrino beams are used by current experiments such as T2K [1], NOvA [2] and MicroBooNE [3], and in future oscillation experiments such as DUNE [4], SBN [5] and T2HK [6].

Neutrino beams carry large uncertainties on the total number of neutrinos produced and their energy spectrum. This is due to the underlying uncertainty on the hadron production multiplicity and kinematics, as well as to the uncertainty in the parameters related to the focusing components. Oscillation experiments can deal with this by using near detector measurements and adjusting their a priori model. This procedure correlates the flux and the cross section, which also has significant uncertainty.

The neutrino flux model can be improved by using external hadron production data, reducing the flux error to around 8% [7, 8]. Another way to improve the neutrino flux prediction is by measuring processes with cross sections with known energy dependence. MINERνA has previously used events with low hadronic recoil to constrain the energy dependence of the flux [9].

Neutrino electron elastic scattering provides another known cross section, predicted by the Standard Model since it is a purely leptonic process. The MINERνA collaboration has demonstrated that this process can be used to reduce the uncertainty on the flux using data taken during the NuMI low energy (LE) beam period [10], and during the medium energy (ME) neutrino-enhanced beam [11] (referred to as νμ-mode). Additionally, MINERνA has explored the use of another purely leptonic process, inverse muon decay (IMD), to constrain the high energy region of the flux [12].

This paper reports the measurement of the final state electron energy distribution for neutrino electron elastic scattering interactions observed in MINERνA, after background subtraction and efficiency correction. The data were taken using the NuMI ME antineutrino enhanced beam (ν̄μ-mode). This measurement is used in combination with the νμ-mode neutrino-electron elastic scattering and the inverse muon decay results to produce an improved flux constraint that can be applied to MINERνA cross section measurements. This work illustrates the procedure that can be followed in other accelerator-based neutrino experiments.

Section II describes the NuMI beam line and its simulation. Section III describes the MINERνA detector and the simulation used. The event reconstruction and selection is described in Section IV. The procedure used to constrain and subtract the background is described in section V. The resulting uncertainties on the number of neutrino-electron elastic scattering events are discussed in Section VI. The procedure and result from using the combined measurements to constrain the neutrino flux are described in Section VII and the conclusion is presented in Section VIII.
Further cross checked using electrons coming from muon decays and a sample of $\pi^0 \to \gamma\gamma$. The time resolution of individual hits is better than 4 ns.

Neutrino interactions at MINER$\nu$A are simulated using the GENIE neutrino event generator version 2.12.6 [10, 17]. The quasi-elastic neutrino-nucleus interactions are simulated with a relativistic Fermi gas model [18] and the Llewellyn-Smith formalism [19]. The quasi-elastic model is modified with a weak charge screen correction (Random phase approximation or RPA) [20]. The procedure is described in Ref. [21]. Another modification is the addition of the interaction mode in which the neutrino scatters off a correlated pair of nucleons, leaving two holes in the nucleus (2p2h). The Valencia model is used to simulate this interaction mode [22]. The Rein-Sehgal models have been implemented for resonance [23] and coherent pion production [24]. MINER$\nu$A additionally includes a simulation of diffractive neutral-current $\pi^0$ production off hydrogen based on Rein’s model [25] that is available in GENIE. Deep inelastic scattering is simulated using the Bodek-Yang model [26]. Intranuclear rescattering is simulated using the GENIE INTRANUKES package.

Propagation of particles through the MINER$\nu$A detector is modeled with a simulation based on GEANT4 version 4.9.4.p02 with the QGSP BERT physics list. Activity from overlapping events and dead time is simulated by overlaying data beam spills on top of simulated events.

### IV. EVENT RECONSTRUCTION AND SELECTION

Elastic neutrino-electron scattering interactions are observed in MINER$\nu$A as very forward electromagnetic showers. The scattered electron travels through the detector as a minimum ionizing particle until it starts an electromagnetic shower. As a result, the track starts thin and widens as it propagates, creating a cone-shaped track until it stops after depositing all its kinetic energy in the detector. It is not possible to distinguish the flavor of incident neutrino or antineutrino from the final state electron. The signal definition includes events coming from both muon and electron flavor, for both neutrinos and antineutrinos. Simulation predicts that the final selection is comprised of about 70% $\nu_\mu$, 20% $\bar{\nu}_e$, and 10% $\nu_\mu$ and $\nu_e$. The high number of $\bar{\nu}_e$ events is due to the larger cross section of the $\nu_e$-nucleus background, which is three orders of magnitude larger than the neutrino-electron cross section.

Neutrinos reach MINER$\nu$A during the 10 $\mu$s NuMI spill. The energy and time information of all hits is recorded and later grouped in time forming “time slices”. Later spatial information is used to form clusters of hits. A Kalman filter is used to estimate the location of the vertex and angle of the track left by the electron. Sometimes the track starts to shower early, resulting in a short track, and a chi-square fit is used to assign a vertex and angle. The vertex is used as a seed for a cone algorithm that adds up all the energy inside the cone. The cone has an opening angle of 10° and is placed such that the width is 80 mm at a point 50 mm upstream of the vertex. A sketch is shown in Fig. 1.

![FIG. 1. An illustration of the cone algorithm used to search for hits that belong to the electromagnetic shower. The cone offset is 50 mm, the opening width is 80 mm, and cone opening angle is 10°.](image)

For this analysis, events are selected if the reconstructed vertex is within the hexagon with an apothem of 88.125 cm and within the 112 central planes of the tracker. This amounts to a fiducial mass of 5.99 metric tons. The upstream region is not used in the selection. The cone is extended downstream until it cannot find more hits. The energy of the hits inside the cone is added up to account for the different calorimetry of the passive materials on the Ecal and Hcal. The energy (angle) resolution is 60 MeV (0.7°) in the lowest bin of the electron energy spectrum at 0.8-2 GeV, and 40 MeV (0.3°) in the highest energy bin covering electrons of energy >9 GeV.

The selection cuts are the same as used in the previous $\nu_\mu e$ elastic analysis by MINER$\nu$A [10, 11]. The selection cuts were chosen using simulation to maximise efficiency and to minimise background.

Events are required to have a minimum total energy ($E_T$) of 0.8 GeV to assure good quality in angle and energy reconstruction and increase the sample purity by rejecting a large fraction of $\nu_\mu$ neutral current events. Events coming from $\nu_\mu$ CC would have a muon in the final state that would reach the edge of the detector. These events are removed by rejecting events that reach the sides and back of the detector, where the Ecal would have stopped an electromagnetic shower.

To remove hadronic background, at least 80% of the total energy deposited in the Ecal and Hcal has to be deposited in the Ecal. Additionally, tracks are required to bend less than 9 degrees to reject tracks with overlapping hadron scattering. MINER$\nu$A views are used to discriminate between overlapping hadron track and the electromagnetic showers. Since the plane views follow a XUXV pattern, it is expected that a shower would deposit 50% of its energy on the X-view and 25% on each of the U and V-views. To select events of this nature the
like showers. Events are required to have $dE/dx_{(4)} < 4.5$ MeV/1.7cm. Figure 2 shows the $dE/dx_{(4)}$ distribution with all other cuts applied. Additionally, to remove $\pi^0$ events where one or two photons could propagate a distance away from the true interaction vertex before converting, events with 300 MeV in a 30 cm-diameter cylinder projected upstream of the reconstructed vertex are rejected. Events are checked to be consistent with single shower on the transverse direction by looking for two peaks in the energy deposited in the Ecal, and in the longitudinal direction by checking that the distant from the start of the shower to the plane with the maximum energy deposition is consistent with an electromagnetic shower propagation in scintillator.

The remaining source of background comes from charged-current quasi-elastic (CCQE) interactions from $\bar{\nu}_e$, that is, $\bar{\nu}_e p \rightarrow e^+ n$. The most effective cut to isolate the signal comes from the constrained kinematics of neutrino-electron elastic scattering, which obeys

$$E_e \theta^2 < 2m_e,$$  

where $E_e$ is the electron candidate energy and $\theta$ is its scattering angle in radians with respect of the beam direction. The distribution for this quantity is shown in

FIG. 2. Average energy deposition in the first four planes of the electron candidate track for events passing all other cuts after background tune (above) and the ratio of data to simulation (below). The error bars on the data points include statistical uncertainties only. The error bars on the ratio include both statistical uncertainties in data and statistical and systematic uncertainties in the simulation. Backgrounds have been tuned using the procedure described in Sec. IV. The dotted line and arrow indicates the selected sample.

Energy ratios $E_{XUV}$ and $E_{UV}$ are formed, as follows:

$$E_{XUV} = \frac{E_X - E_U - E_V}{E_X + E_U + E_V} \tag{1}$$  

$$E_{UV} = \frac{E_U - E_V}{E_U + E_V} \tag{2}$$

where $E_{X(U,V)}$ is the energy deposited in the X (U,V) view. Electron candidates are required to satisfy $E_{XUV} < 0.28$ and $|E_{UV}| < 0.5$.

The highest energy-weighted RMS distance transverse to the center of the shower between the three views must be less than 60 mm, and less than 20 mm in the first third of the shower length. Also, the energy within 5 cm of the outside boundary of the shower cone is required to be less than 120 MeV for events with less than 7 GeV of reconstructed energy. Otherwise, energy in this region must be less than $7.8 E_e + 65$ MeV to improve the purity for high energy events.

To remove the photon background from decaying $\pi^0$ mesons a cut is applied to the energy deposition per unit length in the first four detector planes of the track ($dE/dx_{(4)}$). When a photon starts a shower, it begins by producing a $e^- e^+$ pair. Such showers would have about the double of $dE/dx$ of a shower initiated by an electron. This provides a way to separate photon-like and electron-

FIG. 3. Product of the energy of the electron candidate and the square of its scattering angle with respect to the beam direction after background tune (above) and ratio of data to simulation (below). The error bars on the data include statistical uncertainties only. The error bars on the ratio include both statistical uncertainties in data and statistical and systematic uncertainties in the simulation. The dotted line and arrow indicates the selected sample. Backgrounds have been tuned using the procedure described in Sec. IV. The cut in $Q_{0E}^2$ is not applied here to better show the sideband region.
and \(dE/dx\) sidebands are defined using the kinematic quantities. The four visible neutron in the final state.

Another 28\% of the background comes from quasi-elastic interactions which are also present at higher energies.

Events are required to have \(E_\nu \theta^2 < 0.0032\) GeV rad\(^2\). To remove any remaining high energy \(\nu_e\) CCQE events that pass the kinematic cut, a cut is applied on the four-momentum transfer, which is calculated under the assumption of quasi-elastic kinematics. The reconstructed neutrino energy \(E_{QE}\), and the squared four-momentum transfer \(Q^2_{QE}\), are

\[
E_{QE} = \frac{m_p E_e - m_e^2/2}{m_p - E_e + p_e \cos \theta} \quad (4)
\]

\[
Q^2_{QE} = 2m_p (E_{QE}^2 - E_e) \quad (5)
\]

where \(m_p\) is the mass of the proton, \(p_e\) is the electron momentum. Event candidates are required to have \(Q^2_{QE}\) less than 0.02 GeV\(^2\).

The selection efficiency of signal events after all cuts is shown in Fig. 4.

**V. BACKGROUND SUBTRACTION**

After all the cuts are applied, the selected sample consist of 898 neutrino-electron elastic scattering candidates. The simulation predicts 921 events, from which 601 are signal events and 320 are background events. Neutral current (NC) interactions from \(\nu_\mu\) amount to 38\% of the background, concentrated between 0.8 and 2 GeV, with exception for neutral pions produced in \(\nu_\mu\)-nucleus coherent interactions which are also present at higher energies. Another 28\% of the background comes from quasi-elastic events from \(\nu_e\) with a forward going shower and a non-visible neutron in the final state.

The background predicted by the GENIE simulation is constrained using four kinematic sidebands. The four sidebands are defined using the kinematic quantities \(E_\nu \theta^2\) and \(dE/dx_{(4)}\). Sidebands 1-3 have 0.005 < \(E_\nu \theta^2\) < 0.112 GeV rad\(^2\) and \(dE/dx_{(4)}\) < 20 MeV/1.7 cm. The cuts on \(Q^2_{QE}\) and the transverse energy spread of the first third of the shower are removed to improve statistics on the sidebands.

Sideband 1 requires events which the single plane minimum energy deposition between the second and sixth plane of the track \(dE/dx_{\min}\) is greater than 3 MeV. Sideband 2 and 3 have \(dE/dx_{\min} < 3\) MeV, and are further divided by requiring that reconstructed energy is \(E_e < 1.2\) GeV for sideband 2 and \(E_e > 1.2\) GeV for sideband 3. Sideband 4 is defined at the region of \(dE/dx\) where the peak of the photon-like track is located. This sideband has all the same cuts that the signal region except that events must fall into 4.5 MeV/1.7 cm < \(dE/dx_{(4)}\) < 10 MeV/1.7 cm.

The sidebands are designed to constrain three background categories: coherent neutral pion production, background from \(\nu_\mu\) (excluding coherent \(\pi^0\)), and background from \(\nu_e\). The normalization of the \(\nu_\mu\) and \(\nu_e\) background are allowed to float. Coherent neutral pion production is fitted to six bins of electron energy to better fit the photon-like peak on \(dE/dx\) where events are originally under-predicted. This is also motivated by discrepancies with GENIE seen in Charged-current coherent pion production that vary with the pion’s energy [27].

The resulting scale factors from the fit are shown in Table I along with the scale factors used in the \(\nu_\mu\)-mode analysis. The reconstructed electron energy distribution...
with the constrained background is shown in Fig. 5.

VI. SYSTEMATIC UNCERTAINTIES

The background-subtracted efficiency-corrected electron energy spectrum and its uncertainty are shown in Fig. 5 and Fig. 7, respectively. The fractional uncertainty on the total number of neutrino electron elastic scattering events is shown in Tab. I along with the uncertainties of the $\nu_\mu$-mode analysis for comparison. Uncertainties are evaluated by varying underlying parameters of a given model within their uncertainties. Each of these variations produces a new simulation prediction which is carried through selection, background subtraction, and efficiency correction. A covariance matrix of the electron energy spectrum is obtained for each variation. For models with more than one variation, an average of the covariance matrices is used for the error estimation.

Uncertainties are grouped in three categories: electron reconstruction, beam, and interaction model. The detector mass uncertainty is added as an uncertainty in the rate to facilitate the constraint procedure in Sec. VII.

A. Electron Reconstruction Uncertainties

The way that muon and electron tracks are seeded is the same. The tracking efficiency is estimated by projecting backward muon tracks that reach the MINOS near detector and comparing them with muon tracks in MINERvA. The difference between data and simulation is taken as a systematic uncertainty, and for the ME beam is 0.4%.

Uncertainty on the electromagnetic energy scale was studied by comparing the energy of reconstructed $\pi^0$ candidates in charged-current $\nu_\mu$ events between data and simulation. The $\pi^0$ sample indicated a 5.8% mismodeling of the energy scale of the electromagnetic calorimeter. The Ecal energy deposition is adjusted by 5.8%, and an overall uncertainty in the electromagnetic response of 1.5% is applied based on the precision of the $\pi^0$ sample. This results in a 0.20% uncertainty on the total event rate.

B. Beam Uncertainties

Uncertainties from the beam come in to the measurement from the background and efficiency correction. The main component comes in the form of uncertainties arising from the hadron production model and focusing el-

---

### TABLE I. Scale factors from the fit to the background components on the kinematic sidebands. Uncertainties are statistical. For the $\nu_\mu$-mode the normalization of $\nu_\mu$ CC and $\nu_\mu$ NC are set the same to avoid the strong anti correlation between them when calculating the fit. $\nu_\mu$-mode result from Ref. [11].

| Process          | $\nu_\mu$-mode | $\nu_\mu$-mode |
|------------------|----------------|----------------|
| $\nu_e$          | 1.02 ± 0.02    | 0.87 ± 0.03    |
| $\nu_\mu$ CC     | 0.93 ± 0.03    | 1.08 ± 0.04    |
| $\nu_\mu$ NC     | 0.93 ± 0.03    | 0.86 ± 0.04    |
| NC COH 0.8 < $E_e$ < 2.0 GeV | 1.6 ± 0.2 | 0.9 ± 0.2 |
| NC COH 2.0 < $E_e$ < 3.0 GeV | 2.1 ± 0.3 | 1.0 ± 0.3 |
| NC COH 3.0 < $E_e$ < 5.0 GeV | 1.8 ± 0.2 | 1.3 ± 0.2 |
| NC COH 5.0 < $E_e$ < 7.0 GeV | 2.1 ± 0.4 | 1.5 ± 0.3 |
| NC COH 7.0 < $E_e$ < 9.0 GeV | 1.2 ± 0.7 | 1.7 ± 0.8 |
| NC COH 9.0 < $E_e$ | 0.8 ± 0.6 | 3.0 ± 0.9 |

### TABLE II. Uncertainties on total number of neutrinos elastic scattering off electrons in MINERvA after background subtraction and efficiency correction. Uncertainties from the $\nu_\mu$-mode analysis [11] are shown for comparison.

| Source                  | Uncertainty (%) |
|-------------------------|-----------------|
| Beam                    | 0.22            |
| Electron Reconstruction | 0.20            |
| Interaction Model       | 3.74            |
| Detector Mass           | 1.40            |
| Total Systematic        | 4.06            |
| Statistical             | 5.49            |
| Total                   | 6.83            |
The biggest source of systematic uncertainty comes from model uncertainties and enter the measurement through the predicted background. The interaction model uncertainties for this $\bar{\nu}_\mu$ analysis are higher than those for the corresponding $\nu_\mu$-mode analysis [11] because the number of background events is higher. This is because background with one electromagnetic shower and final state neutrons are more difficult to reject, and final state neutrons are more common in $\bar{\nu}_\mu$-mode (for example: $\nu_e p \rightarrow \mu^+ n$).

Most of the model uncertainties are estimated by the GENIE reweighting infrastructure. From GENIE, the most significant sources of uncertainty comes from the normalization of the charge-current quasi-elastic cross section (1.60%) and the axial mass parameter in the resonance cross section (1.41%).

Uncertainties in the modification to the interaction model made by MINER$\nu$A are relevant since the charged-current quasi-elastic (CCQE) scattering of electron-neutrinos is a significant source of background. The RPA correction uncertainties come from [21], and the uncertainty on the event rate coming from this correction is 1.5%. The uncertainty on the number of events coming from the tune to 2p2h interactions is estimated by comparing the effect on the simulation with and without the tune, and was found to be 1.52%.

This analysis tunes the normalization of the CCQE background using sidebands that capture events with high $Q_{QE}^2$, and later the same normalization is applied to the low $Q_{QE}^2$ background. A discrepancy in the shape of the CCQE background could lead to an incorrect estimate of the background in the signal region. In a similar way to Ref. [11], an analysis of $\nu_\mu$ CCQE-like events was used to compare the rate of events in the low and high transverse momentum at low recoil energy. It was found that although the simulation underestimates the data, it does by the similar amount in both $Q_{QE}^2$ regions, and no further uncertainty is assigned to the shape of the CCQE background.

The tree-level cross sections of neutrino-electron elastic scattering in GENIE are weighted to match those which are calculated including radiative corrections [28]. This updated cross section includes the production of real photons in the final state, and the fact that the energy measured in the detector is the sum of the final state electron and a photon. A 1.34% systematic uncertainty is estimated by comparing the rate with and without this correction. A comparison of the corrected cross sections with GENIE is shown in appendix A.

VII. FLUX CONSTRAINT

Using the electron energy spectrum, it is possible to constrain the $\nu_\mu$-mode flux with the same procedure as described in [10–12]. The measurement presented in this paper is used in combination with the other two ME constraints to get a single normalization constraint that can be applied to both $\nu_\mu$ and $\bar{\nu}_\mu$ beams.

![Graph showing the predicted number of neutrino-electron elastic scattering events by each flux universe in $\nu_\mu$-mode and $\bar{\nu}_\mu$-mode. The left panel shows the distribution of the a priori flux, the right panel shows the effect of the constraint on the predicted number of events.](image-url)
The procedure is based on Bayes’ theorem \[29\], in which the probability of a hypothesis given a measurement is proportional to the product of the \textit{a priori} probability of the hypothesis with the probability of the measurement given the hypothesis. In this case, the hypothesis is the neutrino flux prediction \(M\), and the measurement is the background-subtracted and efficiency corrected number of events measured at MINERvA \(N\), such that

\[
P(M|N_{\nu e\rightarrow\nu e}) \propto P(M)P(N_{\nu e\rightarrow\nu e}|M).
\] (6)

The \textit{a priori} flux uncertainty is estimated by using the multi-universe method \[7\]. New predictions (universes) are created by randomly varying the underlying systematic parameters within their uncertainties while taking into account their correlations. Each flux universe yields a prediction for the number of electron elastic scattering events in MINERvA. The flux uncertainty on the number of events is given by the spread of the universes. For each universe, the likelihood \(P(N_{\nu e\rightarrow\nu e}|M)\) is calculated between the measured and predicted rate. The prediction from universes that have poor agreement with data are weighted down, reducing the spread of the universes leading to a lower flux uncertainty. The likelihood is \[30\]:

\[
P(N_{\nu e\rightarrow\nu e}|M) = \frac{1}{(2\pi)^{N/2}|\Sigma_N|^{1/2}} e^{-\frac{1}{2}(N-M)^T\Sigma_N^{-1}(N-M)},
\] (7)

where \(N\) is a vector of the content of the bins of the electron energy distribution. \(M\) is a vector of the bin content for the simulated prediction. \(\Sigma_N\) is the covariance matrix of the measurements in \(N\) and \(K\) is the number of bins on \(N\). For the \(\nu e^-\) constraints, \(N\) and \(M\) contain the six bins of the electron energy distribution on either \(\nu_\mu\)-mode or \(\bar{\nu}_\mu\)-mode. For the combined \(\nu e^-\) constraint the vectors contain a total of 12 bins using both beam modes. Finally, the combined \(\nu e^-+\text{IMD}\) includes the total number of inverse muon decay events measured on both modes in a single bin, yielding a total of 13 bins.

The flux uncertainty on the \(\nu_\mu\) and \(\bar{\nu}_\mu\) beams are correlated since the only differences on the NuMI beam configuration between the two modes are the polarity of the magnetic horns and the intensity of the beam. Additionally, because the hadron production constraints for \(\pi^+\) and \(\pi^-\) come from the same experiment, and because the largest uncertainties in those measurements are systematic and correlated between \(\pi^+\) and \(\pi^-\), a constraint on either charge meson will constrain production of both. It follows that the predictions for the number of events on each beam are correlated with one another as shown in the left panel of Fig. \[8\]. When combining the measurements, the covariance matrix of the systematic uncertainties is constructed. The systematic errors sources that are shared between the measurements are assumed 100% correlated. The correlation matrix is shown in Fig. \[8\] and the covariance matrix is tabulated on Table \[IV\].

The results from applying the constraint using different measurements as inputs are shown in Table \[III\]. The three measurements independently are consistent with each other in the direction of the correction, lowering the neutrino flux predictions. The effect of the \(\nu e\) constraints is stronger if used on the flux from which the measurement was made, and the greatest improvement on the constraint is achieved by combining both \(\nu e^-\) measurements. The inverse muon decay measurement has a small effect, particularly on muon neutrinos on the \(\nu_\mu\)-mode and the wrong sign contamination components of each flux. Probability distributions for the predicted flux for \(\nu_\mu\)-mode and \(\nu_\mu\)-mode of the NuMI beam are shown in Fig. \[10\] and Fig. \[11\]. To construct these plots, each flux universe is integrated between 2 and 20 GeV and then weighted by their respective likelihood according to Eq. \[7\].

The energy spectrum and fractional uncertainty on the neutrino flux before and after the constraint is shown in Figs. \[12\]-\[15\]. The fractional uncertainties on the flux for the different neutrino species and different standard candle measurements are tabulated in Table \[III\].

**VIII. CONCLUSION**

This article presents the electron energy spectrum for a sample of antineutrino-electron elastic scattering events observed in the MINERvA detector during the NuMI ME \(\nu_\mu\)-mode run. A total of 578 events were observed after background subtraction, and corresponds to an exposure of \(1.12 \times 10^{21}\) protons on target. When this sample is combined with the \(\nu_\mu\)-mode \[11\] and the IMD \[12\] results, the uncertainty on the \(\nu_\mu\) \((\bar{\nu}_\mu)\) flux during the \(\nu_\mu\) \((\bar{\nu}_\mu)\) mode operation has been reduced from 7.6% (7.8%) to 3.3% (4.7%). The improved flux prediction will benefit
TABLE III. Estimated fractional systematic uncertainties (%) of the neutrino flux for each flavor and polarity of the beam. First row show the uncertainty before constraint, the following rows represent the measurement from which the constraint was calculated.

|                | $\nu_\mu$-mode | $\bar{\nu}_\mu$-mode |
|----------------|-----------------|------------------------|
| $a$ priori     | $\bar{\nu}_\mu$ | $\bar{\nu}_e$ $\nu_\mu$ $\bar{\nu}_e$ | $\nu_\mu$ $\bar{\nu}_e$ $\nu_\mu$ $\bar{\nu}_e$ |
| $\nu_\mu$-mode $\nu e^-$ | 7.76 7.81 11.1 11.9 | 6.11 5.81 6.30 8.50 | 3.90 3.94 8.37 8.68 |
| $\bar{\nu}_\mu$-mode $\nu e^-$ | 7.76 7.81 11.1 11.9 | 6.11 5.81 6.30 8.50 | 3.90 3.94 8.37 8.68 |
| combined       | 4.68 4.62 5.56 7.80 | 4.68 4.62 5.56 7.80 | 3.56 3.58 7.15 7.84 |
| combined $\nu e^-$ + IMD | 4.66 4.56 5.20 6.08 | 4.66 4.56 5.20 6.08 | 3.27 3.22 6.98 7.54 |

FIG. 10. Probability distributions of the $\bar{\nu}_\mu$ in $\bar{\nu}_\mu$-mode flux between 2 and 20 GeV, before and after constraining the $a$ priori flux model using the neutrino-electron scattering data.

FIG. 11. Probability distributions of the $\nu_\mu$ in $\nu_\mu$-mode flux between 2 and 20 GeV, before and after constraining the $a$ priori flux model using the neutrino-electron scattering data.
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Appendix A: Radiative corrections to the GENIE Neutrino-Electron Scattering Model

At leading order, the neutrino-electron scattering cross section is given by

$$\frac{d\sigma(\nu e^- \rightarrow \nu e^-)}{dy}$$

$$= \frac{G_F^2 s}{\pi} \left[ C_{LL}^2 + C_{LR}^2 (1-y)^2 - C_{LL} C_{LR} \frac{m y}{E_\nu} \right],$$
where $E_\nu$ is the neutrino energy, $s$ is the Mandelstam invariant representing the square of the total energy in the center-of-mass frame, $m$ is the electron mass, and $y = T_e/E_\nu$, where $T_e$ is the kinetic energy of the final state electron. The expression for the related antineutrino process can be obtained by interchanging the couplings $C_{LL}$ and $C_{LR}$ in Eq. A2. In GENIE 2.12.6 the couplings are $C'^{\nu_e}_{LL} = -0.2723$, $C'^{\nu_e}_{LC} = 0.7277$ and $C_{LR} = 0.2277$. The next-to-leading order radiative corrections, which include contribution of a real photon in the final state, have been calculated by [28]. A ratio is taken between the absolute cross section predictions in Ref. [28] and GENIE 2.12.6 neutrino-electron elastic scattering cross section. The ratio is applied as a weight to the simulated neutrino electron elastic scattering event as a function of true neutrino energy. Fig. 16 shows the correction applied to the different neutrino flux components.
FIG. 16. The ratio between the the cross section predicted by [28] and GENIE neutrino-electron elastic scattering cross sections is used as a correction on the simulation as a function of true neutrino energy.

TABLE IV. Covariance matrix of the measurements used in the calculation of the combined constrain. The bin range of each bin is shown for the electron elastic scattering results. The error for the inverse muon decay is the error on the total number of events. The covariance from $\nu_\mu$-mode is from [11], and for IMD it is from the results of [12]. The covariance from $\bar{\nu}_\mu$-mode and that between the different measurements is a result of the analysis.

| Bin Range (GeV) | $\nu_\mu$-mode $\nu e^-$ | $\bar{\nu}_\mu$-mode $\nu e^-$ | IMD |
|-----------------|----------------|----------------|------|
| Bin content     | 0.8-2 | 2-3 | 3-5 | 5-7 | 7-9 | 9-∞ | 0.8-2 | 2-3 | 3-5 | 5-7 | 7-9 | 9-∞ | N/A |
|                 | 329.68 | 200.88 | 310.05 | 167.62 | 78.77 | 101.47 | 218.03 | 133.26 | 247.64 | 97.12 | 47.66 | 54.65 | 183.21 |
| 0.8-2           | 938.15 | 31.55 | 27.73 | 16.00 | 8.22 | 17.51 | 36.44 | 8.03 | 15.54 | 8.15 | 3.72 | 7.43 | -2.76 |
| 2-3             | 31.55 | 376.23 | 16.91 | 9.71 | 1.46 | 5.60 | 18.95 | 8.82 | 12.03 | 8.71 | 3.35 | 3.53 | 8.29 |
| 3-5             | 27.73 | 16.91 | 558.98 | 16.84 | 9.02 | 17.25 | 7.05 | 7.36 | 18.90 | 10.30 | 5.87 | 6.78 | -2.44 |
| 5-7             | 16.00 | 9.71 | 16.84 | 324.21 | 9.62 | 16.88 | 5.17 | 6.05 | 10.49 | 7.92 | 3.18 | 2.36 | -2.62 |
| 7-9             | 8.22 | 1.46 | 9.02 | 9.62 | 162.75 | 18.19 | 0.01 | 1.19 | 1.20 | 1.31 | -0.16 | -0.64 | -14.07 |
| 9-∞             | 17.51 | 5.60 | 17.25 | 16.88 | 18.19 | 384.95 | -5.77 | 1.22 | 0.49 | 1.87 | 0.73 | -0.65 | 16.46 |
| IMD             | N/A | -2.76 | 8.29 | -2.44 | -2.62 | -14.07 | 8.04 | 4.98 | 14.92 | 9.93 | 5.61 | -1.07 | 552.72 |
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