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Abstract

The 0.7 (2e²/h) conductance anomaly is studied in strongly confined, etched GaAs/GaAlAs quantum point contacts by measuring the differential conductance G as a function of source-drain bias Vsd and gate-source bias Vgs, as well as a function of temperature. In the Vsd−Vgs plane we use a grayscale plot of the transconductance dG/dVgs to map out the bias dependent transitions between the normal and anomalous conductance plateaus. Any given transition is interpreted as arising when the bias controlled chemical potential µd of the drain (source) reservoir crosses a subband edge ε in the point contact. From the grayscale plot we extract the constant normal subband edges ε0, ε1, . . . and most notably the bias dependent anomalous subband edge εea at (0, Vgs) split off from ε0. We show by applying a finite-bias version of the recently proposed BCF model, how the bias dependence of the anomalous subband edge is the key to a deeper understanding of the 0.7 anomaly.

1. Introduction

The quantized conductance of a narrow quantum point contact with subband edges εn connecting the source and drain reservoirs of a two-dimensional electron gas (2DEG) was discovered in 1988 by van Wees et al. [1] and Wharam et al. [2]. The quantization of the conductance in units of the spin degenerate conductance quantum, G2 = 2e²/h, can be explained within a single-particle picture in terms of the Landauer-Büttiker formalism involving the transmission coefficients T[ε, εn] of the subbands ε in the constriction. For a review see Ref. [3].

The observation by Thomas et al. [4], later confirmed by others [5]−[14] of the so-called 0.7 conductance anomaly is possibly the first experimental indication of many-body phenomena in semiconductor quantum point contacts and wires. At zero source-drain bias, Vsd, the 0.7 anomaly is a suppression of the differential conductance, G = dI/dVsd, at the low-density end of the first quantized conductance plateau, G = 1.0G2. It appears as a shoulder-like structure around G = 0.7G2, which sometimes develops into a conductance plateau, that becomes more pronounced as the temperature is raised. At high temperatures the conductance suppression exhibits activated behavior as a function of temperature [7,10], and a density-dependent activation temperature, TΔ, or energy, Δ = kTΔ can be extracted. At finite Vsd, the 0.7 anomaly evolves into a well-defined conductance plateau at G = 0.85G2 [15,16] and, as Vsd is increased further, into another plateau at G = 1.4G2 [10], see also Fig. 1.

In addition to the differential conductance measurements, the 0.7 anomaly has also been studied using other experimental methods: the series conductance of two point contacts [17], suppression of shot-noise [18], thermopower measurements [19] and acousto-electric currents induced by surface acoustic waves (SAW) [20].

Recently Bruus, Cheianov, and Flensberg proposed a model [21], henceforth denoted the BCF model, which provides a unifying explanation of different types of experiments related to the 0.7 anomaly; the anomalous effects are interpreted in terms of anomalous, bias dependent 1D subband edges, split off from each normal 1D subband. In our opinion, further investigations of these anomalous subband edges is the key to a deeper understanding of the 0.7 structure. This point of view will be emphasized in this paper by comparing the results of a number of experiments with model calculations based solely on the input from one experiment: the low-temperature determination of the anomalous subband edge εea(µd).

2. The bias dependent subband edge εea(µd)

The experimental data presented in this paper are all obtained from sample A described in detail in our previous paper [10], a shallow etched topgated GaAs/GaAlAs quantum point contact 200 nm wide opening (determined lithographically). An overview of the observed conductance quantization is presented in the surface plot Fig. 1, where the differential conductance as a function of gate-source voltage Vgs and source-drain bias voltage Vsd. The data are taken at T = 0.3 K on sample A in Ref. [10]. Normal integer conductance plateaus, G = n²e²/h, are seen at Vsd = 0 mV and the well-known half-plateaus, G = (n + ½)²e²/h, at Vsd ~ ±mV. In addition anomalous plateaus appear with G = 0.85²e²/h and G = 1.4²e²/h at Vsd ~ ±2 mV and ~ ±7 mV, respectively.

Fig. 1 Measurement of the differential conductance G = dI/dVsd versus gate-source voltage Vgs and source-drain bias voltage Vsd. The data are taken at T = 0.3 K on sample A in Ref. [10]. Normal integer conductance plateaus, G = n²e²/h, are seen at Vsd = 0 mV and the well-known half-plateaus, G = (n + ½)²e²/h, at Vsd ~ ±mV. In addition anomalous plateaus appear with G = 0.85²e²/h and G = 1.4²e²/h at Vsd ~ ±2 mV and ~ ±7 mV, respectively.
White corresponds to high transconductance. The bright lines in the plot fixed values of $V_{gs}$ and source-drain bias voltage $V_{sd}$. The data are taken at $T = 0.3$ K. Normal integer conductance plateaus [1,2], $G = nG_2$, are seen at $V_{sd} = 0$ mV and the well-known half-plateaus [22,23], $G = (n + \frac{1}{2})G_2$ at $V_{sd} \sim \pm 3$ mV. In addition anomalous plateaus [10,15,16] appear with $G = 0.85G_2$ and $G = 1.4G_2$ at $V_{sd} \sim \pm 2$ mV and $\sim \pm 7$ mV, respectively. A thorough analysis of this data, including e.g. electrostatic self-gating effects, is given in Sec. IV of Ref. [10]. In this paper we focus on the anomalous $G = 0.85G_2$ and $1.4G_2$ plateaus.

The conductance anomalies appear very clearly in the transconductance, $dG/dV_{gs}$, which is calculated by numerical differentiation of the data in Fig. 1. In Fig. 2 it is represented as a grayscale plot in the $V_{gs} - V_{sd}$ plane. Plateau regions, e.g. regions with small transconductance appear as black regions bounded by bright, high transconductance transition regions. The clearest feature of the plot is the usual straight but slanted white transition lines surrounding the integer and half-integer plateaus $G = 0.0, 0.5, 1.0, \text{ and } 1.5G_2$ [16]. But the feature of interest in this paper is the weaker gray transition line dividing the $G = 0.85G_2$ plateau from the $G = 1.0G_2$ plateau and further on dividing the $G = 1.4G_2$ plateau from the $G = 1.5G_2$ plateau.

The central point in our analysis is that we interpret all transitions between conductance plateaus, including the anomalous ones, as arising when the chemical potential $\mu_s$ of the source or $\mu_d$ of the drain reservoir crosses the subband edges $\epsilon_n$ in the point contact.

In the conventional half-plateau analysis [22,23] the straight white transition lines between the conductance plateaus $G = 0.0, 0.5, 1.0, \text{ and } 1.5G_2$ are explained as follows. For $V_{sd} = 0$ mV the $G = 1.0G_2$ plateau begins at $V_{gs} = V_{gs}^a$ and ends at $V_{gs} = V_{gs}^b$, $V_{gs}^a = 292$ mV, $V_{gs}^b = 347$ mV. Each value of $V_{gs}$ results in a certain average chemical potential $\mu_0(V_{gs})$. We shall assume a simple linear function with coefficients $\alpha$ and $\beta$ to be determined shortly.

$$\mu_0(V_{gs}) = \alpha V_{gs} + \beta.$$  

In energy space the $G = 1.0G_2$ plateau occurs when the chemical potential lies between the subband edges $\epsilon_0$ and $\epsilon_1$, and we have

$$\mu_0(V_{gs}) \equiv \epsilon_0, \quad \mu_0(V_{gs}) \equiv \epsilon_1.$$  

As finite source-drain bias is applied the chemical potentials $\mu_s$ and $\mu_d$ of the source and drain reservoirs are shifted away from their average value $\mu_0$ according to

$$\mu_0(V_{gs}, V_{sd}) = \mu_0(V_{gs}) - \frac{1}{2} e V_{sd},$$  

$$\mu_0(V_{gs}, V_{sd}) = \mu_0(V_{gs}) + \frac{1}{2} e V_{sd}.$$  

In the following we take $V_{sd} > 0$ and denote the reservoir with the lower chemical potential the drain reservoir. A transition from one plateau to another happens when $\mu_d$ aligns with a subband edge $\epsilon_n$ or when $\mu_s$ aligns with $\epsilon_{n0}$. We can immediately conclude that the anomalous transition line with its positive slope involves the splitting off of the anomalous subband edge $\epsilon_n^0$ from the normal subband edge $\epsilon_n$ when the drain chemical potential $\mu_d$ crosses $\epsilon_n$, while the subband remains unchanged as the source chemical potential $\mu_s$ crosses $\epsilon_n$.

There is one fundamental difference between the normal and the anomalous plateaus. At finite bias normal spin-degenerate plateaus occur in intervals of $1/2G_2$, while spin polarized plateaus occur in intervals of $1/4G_2$. The anomalous ones involve units of $1/8G_2$, e.g. $0.85 \approx 1.0 - 1/8$, and $1.4 \approx 1.5 - 1/8$. This is explained in Section 3 by the BCF model, but we summarize the conditions for plateau formation now. The width of a transition is governed by a parameter $T^*$ being a combination of the actual temperature $T$ and the tunneling parameter $T_t$. A normal plateau occurs when the chemical potentials $\mu_s$ and $\mu_d$ are more than a few times $kT^*$ away from subband edges $\epsilon_n$. According to the BCF model an anomalous plateau occurs when the chemical potential $\mu_d$ of the drain is less than a few times $kT^*$ away from an anomalous subband edge $\epsilon_n^0$. In short, we have the following conditions for plateau formation:

![Fig. 2](image-url)
normal plateau: $|\mu_{d} - e_{a}| > 4kT^{*}$, \( \text{(8)} \)

anomalous plateau: $|\mu_{d} - e_{a}'(\mu_{d})| < 4kT^{*}$. \( \text{(9)} \)

In Ref. [21] the function name $\Delta$ was introduced for the energy difference in Eq. (9), and when it is positive it can be interpreted as the Fermi energy of the anomalous subband, e.g. for $e_{a}'$

$$\Delta(\mu_{d}) = \mu_{d} - e_{a}'(\mu_{d}). \quad \text{(10)}$$

We are now ready to determine the explicit expressions for the subband edges based on the data in Fig. 2. The normal transition lines $\mu_{a} = e_{a}$ and $\mu_{d} = e_{d}$ cross at the point $(V_{gs}, V_{sd}) = (320\, \text{mV}, 6.5\, \text{mV})$. Adding Eqs (7) and (6) after insertion of these numbers leads to $e_{a} - e_{d} = eV_{sd} = 6.5\, \text{mV}$. If we choose the energy zero to be at $e_{a}$ we end up with the following normal subband edges.

$$e_{a} = 0.0\, \text{meV}, \quad e_{d} = 6.5\, \text{meV}. \quad \text{(11)}$$

Combining Eqs (1), (2), (3), (11) and (12) leads to

$$\mu_{0}(V_{gs}) = 0.13\, V_{gs} - 38.35\, \text{meV}. \quad \text{(13)}$$

Concerning the anomalous $G = 0.85G_{0}$ plateau in Fig. 2 we note that the white transition lines on either side of it are almost parallel and separated by $\Delta V_{gs} \approx 15\, \text{mV}$. Using Eq. (13) we can deduce the width in energy space of the anomalous plateau to be $\approx 2\, \text{meV}$. Combined with Eq. (9) we arrive at

$$e_{a}'(\mu_{d}) \approx \mu_{d}, \quad \text{for } 0 < \mu_{d} < 2\, \text{meV},$$

$$= 0, \quad \text{otherwise}. \quad \text{(14)}$$

The three subband edges $e_{a}$, $e_{a}'(\mu_{d})$, and $e_{d}$ are the main input to the BCF model calculations used to analyze all our experiments in the rest of the paper.

3. The BCF model at finite bias

The central idea in the BCF model is that the degeneracy of the first, but in principle any, two-fold degenerate subband, is lifted as the chemical potential of the drain crosses the subband edge $e_{a}$. One of the resulting non-degenerate subband edges, the normal one, remains at $e_{a}$ while the other, the anomalous $e_{a}'(\mu_{d})$, follows $\mu_{d}$ such that the deviation $\Delta(\mu_{d}) = \mu_{d} - e_{a}'(\mu_{d})$ is a power law [21]. All the phenomenology of the 0.7 anomaly is contained in this power law that leads to the all important tendency of the anomalous subband edge to pin to $\mu_{d}$. We will not engage in a discussion concerning the foundation of this model, but just use it as a phenomenological input to the Landauer-Büttiker formalism, and from this obtain a unified interpretation of our experimental results.

As summarized in Eq. (14) the first anomalous conductance plateau of sample A is determined experimentally to occur for $0 < \mu_{d} < 2\, \text{meV}$. In this interval we must demand that $e_{a}'(\mu_{d}) \approx \mu_{d}$. If we also assume the power law behavior of the BCF model, we can fulfill both these requirements by the following simple function

$$e_{a}'(\mu_{d}) = \begin{cases} \mu_{d}(1 - \mu_{d}/\mu^{*})^{n}, & \text{for } 0 < \mu_{d} < \mu^{*}, \\ 0, & \text{otherwise}. \end{cases} \quad \text{(15)}$$

In Fig. 3 are depicted the graphs $e_{a}'(\mu_{d})$ and $\Delta(\mu_{d})$ with the choice of parameters $n = 3$ and $\mu^{*} = 4.0\, \text{meV}$ as described in Section 4.

To be able to analyze Fig. 2 we extend the BCF model, treated so far only in the linear response regime, by combining it with the standard half-plateau theory [23] based on the finite bias version of the Landauer-Büttiker formula. Crucial ingredients in this treatment are the subband edges $e_{a}$ of the contact point, $x = 0, 0', \ldots$, and the energy dependent transmission coefficients $T_{ad}^{e_{a}}$. In practice these coefficients cannot be determined completely, and here we restrict our treatment to two simple examples, the perfect adiabatic transmission $T_{ad}^{e_{a}}$ and the slightly more realistic case [24] of non-adiabatic tunneling smeared transmission $T_{tn}^{e_{a}}$.

$$T_{ad}^{e_{a}}(e, e_{a}(\mu_{d})) = \Theta(e - e_{a}(\mu_{d})), \quad \text{(16)}$$

$$T_{tn}^{e_{a}}(e, e_{a}(\mu_{d})) = \frac{1}{\exp[(e_{a}(\mu_{d}) - e)/kT_{t}] + 1}, \quad \text{(17)}$$

where $\Theta[x]$ is the usual step function, and $T_{t}$ is a parameter (here written as a characteristic temperature) describing the degree of smearing of the transmission coefficient due to reflection above and tunneling below the subband edge.

The current $I(V_{sd}, V_{gs}, T)$ at finite bias is calculated in terms of the transmission coefficients, the degeneracy factor $\lambda_{a} = 1.2$ of subband $e_{a}$, and the Fermi-Dirac distribution function $f(\epsilon, \mu_{a}, T)$ of the source and drain reservoirs as

$$I[\mu_{d}(V_{gs}, V_{sd}), \mu_{d}(V_{gs}, V_{sd})]$$

$$= \frac{e}{h} \sum_{\pm} \lambda_{a} \int_{-\infty}^{\infty} d\epsilon T_{ad}[e, e_{a}(\mu_{d})]f(\epsilon, \mu_{a}, T) - f(\epsilon, \mu_{d}, T). \quad \text{(18)}$$

Generally the current is found from Eq. (18) by numerical integration. However, since $\int dx (x + 1)^{-1} = x - \ln(x + 1)$, simple analytical results can be obtained when the adiabatic transmission coefficient $T_{ad}^{e_{a}}$ of Eq. (16) is used. In the following we shall use $T_{ad}^{e_{a}}$ extensively and only in Section 6...
switch to the non-adiabatic, tunneling smeared transmission coefficient $T_{\text{tn}}$ of Eq. (17).

In the case of adiabatic transmission the finite bias, differential conductance $G_{\text{ad}}(V_{gs}, V_{sd}, T) = dI/dV_{sd}$ is

$$G_{\text{ad}}(\mu_{s}(V_{gs}, V_{sd}), \mu_{d}(V_{gs}, V_{sd}), T) = \frac{G_{2}}{4} \sum_{s} \lambda_{s} \times \left( \frac{1}{1 + \exp \left[ \frac{\varepsilon_{s}(\mu_{d}) - \mu_{s}}{kT} \right]} + \frac{1}{1 + \exp \left[ \frac{\varepsilon_{s}(\mu_{d}) - \mu_{d}}{kT} \right]} \right).$$

(19)

In the limit of zero temperature the conductance $G_{\text{ad}}$ Eq. (19) is seen to increase in units of $(\lambda_{sd}/4)G_{2}$ each time $\mu_{s}$ or $\mu_{d}$ crosses a subband edge $\varepsilon_{s}$. In the standard case, where all subbands are two-fold degenerated and all subband edges are constant, the conductance unit is the usual $G_{1}$ if $V_{sd} = 0$, while the half-plateau values $0.5G_{2}$ are recovered for finite bias, $V_{sd} \neq 0$.

Anomalous plateaus can also be obtained from Eq. (19). Assuming the BCF model Eq. (15) the inequality $\varepsilon_{0}(\mu_{d}) < \mu_{d} < kT$ is fulfilled in a finite interval $0 < \mu_{d} < \mu^*$, thus yielding $1/(1 + \exp((\varepsilon_{0}(\mu_{d}) - \mu_{d})/kT)) \approx 1/2$, i.e. half of the zero temperature value. Since in the BCF model the degeneracy of the lowest subband is lifted, we have $\lambda_{0} = 1$. This means that the conductance on the anomalous plateau is lowered by $1/4G_{2}$ if $V_{sd} = 0$ (where $\mu_{s} = \mu_{d}$) and by $1/8G_{2}$ if $V_{sd} \neq 0$ (where $\mu_{s} \neq \mu_{d}$). Consequently, in accordance with the measurements, we find at zero bias the anomalous plateau $G = (1 - 1/4)G_{2} = 0.75G_{2}$, and at finite bias $G = (1 - 1/8)G_{2} = 0.875G_{2}$ as well as $G = (3/2 - 1/8)G_{2} = 1.375G_{2}$.

As an example of a full conductance formula involving anomalous plateaus we give the BCF formula for $G_{\text{ad}}$ in the zero bias limit where $\mu_{s} = \mu_{d} = \mu$. We restrict the formula to the lowest three subbands $\varepsilon_{0}, \varepsilon_{d}(\mu),$ and $\varepsilon_{1}$ with degeneracies $\lambda_{0} = 1, \lambda_{d} = 1,$ and $\lambda_{1} = 2$, respectively:

$$G_{\text{ad}}(\mu, \mu, T) = G_{2} \left( \frac{1}{2} + \frac{1}{1 + e^{(\varepsilon_{d}(\mu) - \mu)/kT}} + \frac{1}{1 + e^{(\varepsilon_{1}(\mu) - \mu)/kT}} \right).$$

(20)

In Fig. 4 is shown a comparison at different temperatures between low-bias experimental measurements on $G$ and BCF model calculations based on Eq. (20). A good qualitative agreement is seen, in particular concerning the strengthening of the 0.7 conductance anomaly as the temperature is increased. In Section 6 we give a more detailed analysis of the temperature dependence of the 0.7 conductance anomaly at zero bias.

4. Transconductance in the BCF model

By differentiation of Eq. (19) it is a simple matter to calculate the transconductance $dG/dV_{gs}$. This can then be used to reproduce the grayscale plot of Fig. 2 theoretically by combining it with the experimentally determined subband edges $\varepsilon_{0}$, Eqs. (11), and $\varepsilon_{1}$, Eq. (12) as well as the BCF model of the anomalous edge $\varepsilon_{d}(\mu_{d})$, Eq. (15). For the latter we use the values $n = 3$ and $\mu^* = 4.0$ meV found by visual fitting to the data. The resulting grayscale plot of the transconductance is shown in Fig. 5.

The main features are well reproduced: the straight white lines of the half-plateau model and the gray line with positive slope parallel to the white line forming the right-hand edge of the $G = 0.5G_{2}$ plateau. A number of minor features are not reproduced at all, simply due to the omission of certain physical effects in the model.

Firstly, the left border of the experimental $G = 0.5G_{2}$ plateau is not quite straight. This is presumably due to Coulomb interaction effects dominating the point contact at the very low densities as it opens up for conduction. This interaction was not included in the model.

Secondly, most structures in Fig. 2 tend to be smeared out at high values of $V_{sd}$. This is probably due to heating of the
electron system by applying such high values of the bias voltage. Also, the Fermi energy of the 2DEG reservoirs is 10 meV, and when \( eV_{sd} \) at the top of the grayscale plot approaches this value, strong distortions of the system occur. Neither of these two effects are taken into account in the model calculation.

Thirdly, the anomalous 0.85–1 transition line is not quite parallel to the white 0.5–0.85 transition line in the experiment. This may also be an effect of bias induced heating. As the temperature is increased the width of the anomalous plateau is increased as shown by the zero-bias data in Fig. 4. This would lead to an increased distance between the 0.5–0.85 and 0.85–1.0 transition line as \( V_{sd} \) is increased. That heating due to the finite bias is important may be deduced from Fig. 6. In this figure are shown two experimental grayscale plots recorded at the two cryostat temperatures 0.3 K and 1.8 K, respectively. The main features of the plots are not changed significantly by the six-fold increase of the temperature. However, except for the 0–0.5 transition line, there is the above mentioned tendency of stronger smearing of the transition lines as \( V_{sd} \) is increased. Thus heating due to the cryostat temperature is negligible compared to the smearing due to bias induced heating.

Lastly, at low bias the anomalous 0.85–1 transition line deviates from a straight line in the experiment: the width of the anomalous plateau shrinks as the bias is lowered. In the model calculation we have used constant values for the parameters \( \mu^* \) and \( n \) in Eq. (15), and therefore we obtained a constant width.

Further studies of all these effects are in progress.

5. \( G \) at finite bias, experiments and model

The grayscale plots of the transconductance in Figs 2 and 5 expose clearly the position of the subband edges but reveal nothing about the value of the conductance at the plateaus. To find the plateau values we go back and study the differential conductance \( G \). In Fig. 7 is shown the graphs of \( G(V_{sd}) \) obtained from the bias sweeps A–D indicated in the experimental and theoretical grayscale plots Figs 2 and 5.

The experimental curves of \( G(V_{sd}) \) in Fig. 7(a) recorded for \( V_{gs} = 284, 317, 334, \) and 358 mV show the appearance of the half-plateaus 0.5, 1.0, 1.5 and 2.0, but they are in particular chosen to show the quite well developed anomalous plateau \( G = 0.85G_2 \), and the rather smeared anomalous plateau at \( G = 1.35G_2 \).

The BCF model calculation of \( G(V_{sd}) \) in Fig. 7(b) with \( V_{gs} = 282, 315, 329, \) and 351 mV reproduces the experimentally observed features fairly well. In particular well developed anomalous plateaus are seen at \( G = 0.87 \) and 1.37\( G_2 \).

Naturally, the remarks made in Section 4 concerning the deficiencies of the BCF model are also valid here. The experimentally observed bending of the 0–0.5 transition line in the grayscale plot shows up as a large upward shift in \( V_{sd} \) of the D-curve in Fig. 7(a) as compared to the D-curve in the model calculation Fig. 7(b). The strong deformation of the spectrum for high bias voltages in the experiment appears as a marked downward bending of the A, B, and C-curve in Fig. 7(a). Finally, we also see the effect of the absence of tunneling in the model calculation: the calculated transitions between plateaus in Fig. 7(b) are much steeper than the observed ones.

---

Fig. 6. Differential transconductance as in Fig. 2 measured at \( T = 0.3 \) and 18 K. The structures are not changed significantly by changing the temperature by a factor of six.

Fig. 7. (a) The measured differential conductance \( G(V_{sd}) \) along the four \( V_{sd} \) sweep-lines A–D indicated in Fig. 2 with \( T = 0.3 \) K. (b) BCF model calculation of \( G(V_{sd}) \) along the four \( V_{sd} \) sweep-lines A–D indicated in Fig. 5 using Eq. (19) with adiabatic transmission \( \tau_{ad} \) and \( T = 1.0 \) K.
in Fig. 7(a) despite the fact that the temperature in the model is set to 1.0 K, i.e. higher than the 0.3 K of the experiment.

6. Activated conductance suppression at low bias

The fair agreement between experiment and model calculation in Fig. 4, makes a comparison desirable which is more detailed than the simplistic Arrhenius analysis presented in Ref. [10]. As mentioned in the end of Section 4 the width of the plateau shrinks as $V_{sd}$ goes to zero. We therefore use the zero bias data in Ref. [10] to fit the values for the parameters $n$ and $\mu^*$ in Eq. (15), and we find $n = 1$ and $\mu^* = 8.5 \text{ meV}$. Due to the exponential factors appearing in the Fermi-Dirac distribution functions it is natural to plot the deviation from perfect quantization as $\ln[1 - (G(T)/G_2)]$ versus $1/T$. We set $V_{sd} = 0 \text{ mV}$ and focus on the first half of the first plateau by choosing the following four fixed values of the gate-source voltage: $V_{gs} = 305, 310, 315, \text{ or } 320 \text{ mV}$.

In Fig. 8(a) we compare model calculations based on the conduction Eq. (19) for the case of adiabatic transmission $T_{ad}$ of Eq. (16) in the BCF model and for the case of normal rigid subband edges fixed at $\varepsilon_0$ and $\varepsilon_1$. We see how the two calculations deviate both for small and large values of $1/T$. The BCF values are systematically higher than the values of the rigid subband edge model.

In Fig. 8(b) we compare two versions of the BCF model: one, the adiabatic case from Fig. 8(a) using $T_{ad}$ of Eq. (16), and the other using the non-adiabatic tunneling transmission $T_{in}$ of Eq. (17) with $T_i = 1.1 \text{ K}$. Here we note that in the high temperature regime (small values of $1/T$) the two cases produce identical results: tunneling is not important. However, at temperatures lower than 1 K (large values of $1/T$), substantial deviations occur due to tunneling induced suppression of the conductance: the non-adiabatic point contact is further away from perfect quantization, hence resulting in higher values in the plot.

Finally, in Fig. 9 we compare experimental values of $\ln[1 - (G(T)/G_2)]$ with the BCF model calculation of Fig. 8(b) including smearing by tunneling. Good agreement is obtained in the high temperature regime in all four cases, while in the low temperature regime (large values of $1/T$) only the most strongly deviating conductance traces are comparing well.

7. Conclusion

In this work we have shown how the experimental determination of finite bias and low temperatures of the three subband edges $\varepsilon_0, \varepsilon_0(\mu_a)$, and $\varepsilon_1$ can be used as input to the BCF model resulting in model calculations, which can predict the results of other experiments. In particular we have shown this to be the case explicitly for a grayscale plot of the transconductance, the finite bias values of the differential conductance $G(V_{sd})$, and of the temperature dependence of the suppression $\ln[1 - (G(T)/G_2)]$. In all cases the model calculations resulted in fair agreement with the experiments, and we have thereby demonstrated how the BCF model with the subband edges as input provides a unified way to analyze and understand a wide range of data related to the 0.7 anomaly.

This way of analyzing experiments related to the 0.7 anomaly may be very profitable to apply to the existing data on other experiments than those treated in this paper: the series conductance of two point contacts [17], suppression of shot-noise [18], thermopower measurements [19] and acousto-electric currents induced by surface acoustic waves (SAW) [20]. For the thermopower, a BCF model calculation comparing well with experiments has already been performed successfully [25].

This and previous work has led us to believe that the anomalous subband edges combined with the BCF model may be the key to a deeper understanding of the 0.7 structure. To allow for better analysis along these lines we would therefore like to encourage experimentalists always to measure the subband edges, using e.g. the finite bias transconductance, whenever measuring other effects related to the 0.7 anomaly. Finally, we note that at present the BCF model has no microscopic foundation, and naturally it is highly desirable to derive such a foundation theoretically.
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