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ABSTRACT
The task of joining two tables is fundamental for querying databases. In this paper, we focus on the equi-join problem, where a pair of records from the two joined tables are part of the join results if equality holds between their values in the join column(s). While this is a tractable problem when the number of records in the joined tables is relatively small, it becomes very challenging as the table sizes increase, especially if hot keys (join column values with a large number of records) exist in both joined tables.

This paper, an extended version of [53], proposes Adaptive-Multistage-Join (AM-Join) for scalable and fast equi-joins in distributed shared-nothing architectures. AM-Join utilizes (a) Tree-Join, a proposed novel algorithm that scales well when the joined tables share hot keys, and (b) Broadcast-Join, the known fastest when joining keys that are hot in only one table.

Unlike the state-of-the-art algorithms, AM-Join (a) holistically solves the join-skew problem by achieving load balancing throughout the join execution, and (b) supports all outer-join variants without record deduplication or custom table partitioning. For the fastest AM-Join outer-join performance, we propose the Index-Broadcast-Join (IB-Join) family of algorithms for Small-Large joins, where one table fits in memory and the other can be up to orders of magnitude larger. The outer-join variants of IB-Join improves on the state-of-the-art Small-Large outer-join algorithms.

The proposed algorithms can be adopted in any shared-nothing architecture. We implemented a MapReduce version using Spark. Our evaluation shows the proposed algorithms execute significantly faster and scale to more skewed and orders-of-magnitude bigger tables when compared to the state-of-the-art algorithms.

1. INTRODUCTION
Retrieval of information from two database tables is critical for data processing, and impacts the computational cost and the response time of queries. In the most general case, this operation entails carrying out a cross join of the two tables. The more common case is computing an equi-join, where two records in the two tables are joined if and only if equality holds between their keys (values in the join column(s)). The algorithms for equi-joins have been optimized regularly since the inception of the database community [27, 70, 14, 25, 31, 35, 68, 47, 71, 34].

Significant research has been done to enhance the sequential equi-join algorithms on multi-core processors [45, 16, 4, 9, 8, 69, 12, 10] and on GPUs [11, 14, 20, 39, 72, 56, 65, 59]. However, the proliferation of data collection and analysis poses a challenge to sequential join algorithms that are limited by the number of threads supported by the processing units. Scaling equi-joins had to progress through distributed architectures, which is the direction adopted in this work.

This work is motivated by equi-joining industry-scale skewed datasets in a novel way. We introduce same-attribute self-joins at the intersection of equi-joins [28], inner-joins, and self-joins [12]. This novel join semantic is an integral operation in the similarity-based join algorithms (e.g., [55]) used for fraud detection. While same-attribute self-joins can be more efficient to perform than the general equi-joins, the state-of-the-art equi-join algorithms failed to scale to our large and skewed datasets. This motivated us to develop the fast, efficient, and scalable Adaptive-Multistage-Join (AM-Join) that scales, not only to our specialized use case, but also to the most challenging equi-joins.

We first propose Tree-Join, a novel algorithm that scales well by distributing the load of joining a key that is hot (i.e., high-frequency or shared by a large number of records) in both tables to multiple executors. Such keys are the scalability bottleneck of most of the state-of-the-art distributed algorithms. We give special attention to balancing the load among the executors throughout the Tree-Join execution.

We then tackle Small-Large joins, where one table fits in memory and the other can be up to orders of magnitude larger. We devise the Index-Broadcast-Join (IB-Join) family for Small-Large joins, and show analytically their outer-join variants improve on the state-of-the-art Small-Large outer-join algorithms [78, 24].

The Tree-Join, and the Broadcast-Join algorithms are the building blocks of AM-Join. AM-Join achieves (a) high scalability by utilizing Tree-Join that distributes the load of joining a key that is hot in both relations to multiple executors, and (b) fast execution by utilizing the Broadcast-Join algorithms that reduce the network load when joining keys that are hot in only one relation. AM-Join extends to all outer-joins elegantly without record deduplication or custom table partitioning, unlike the state-of-the-art industry-scale algorithms [19]. The outer-join variants of AM-Join achieves fast execution by utilizing the IB-Join family of algorithms. All the proposed algorithms use the basic MapReduce primitives only, and hence can be adopted on any shared-nothing architecture. We implemented a MapReduce version using Spark [82]. Our evaluation highlights the im-
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Meaning
The joined relations/tables.
The relation/table storing the join result.
The attribute(s) of the relations.
The number of records, a.k.a., frequency, for a given key.
The maximum numbers of hot keys list would also be.
The number of sub-lists produced by the splitter in Tree-Join for a list of length \( \ell \).
The average size of records in an executor.
The size of a record identifier.
The maximum value of value.
The hot keys in the relation.
The number of records, a.k.a., frequency, of a record in the relation.
For a given key, the number of records a relation contains.
The maximum value of \( r \).

| Symbol | Meaning |
|--------|---------|
| \( \mathcal{R} \) | The joined relations/tables. |
| \( \mathcal{S} \) | The relation/table storing the join results. |
| \( \theta \) | The attribute(s) of the relations. |
| \( \ell \) | The number of records, a.k.a., frequency, for a given key. |
| \( \ell_{\max} \) | The maximum value of \( \ell \). |
| \( \lambda \) | The relative cost/runtime of sending data over the network vs. its IO from/to a local disk. |
| \( \ell' \) | For a given key, the number of records a table contains. |
| \( \delta(\ell) \) | The number of sub-lists produced by the splitter in Tree-Join for a list of length \( \ell \). |
| \( t \) | The number of iterations of Tree-Join. |
| \( \kappa_{\mathcal{R}}, \kappa_{\mathcal{S}} \) | The hot keys in \( \mathcal{R} \) and \( \mathcal{S} \). |
| \( |\mathcal{R}|_{\max}, |\mathcal{S}|_{\max} \) | The maximum numbers of hot keys collected for \( \mathcal{R} \) and \( \mathcal{S} \). |
| \( m_{id} \) | The size of a record identifier. |
| \( m_{b} \) | The average size of a b key. |
| \( m_{R}, m_{S} \) | The average size of records in \( \mathcal{R} \) and \( \mathcal{S} \). |
| \( \Delta_{\text{operation}} \) | The expected runtime of operation. |
| \( n \) | The number of executors. |
| \( e_{i} \) | A specific executor. |
| \( \mathcal{R}_{i}, \mathcal{S}_{i} \) | The partitions of \( \mathcal{R} \) and \( \mathcal{S} \) on \( e_{i} \). |

Table 1: The symbols used in the paper.

proved performance and scalability of AM-Join when applied to the general equi-joins. When compared to the state-of-the-art algorithms \cite{19} \cite{39}, AM-Join executed comparably fast on weakly-skewed synthetic tables and can join more-skewed or orders-of-magnitude bigger tables, including our real-data tables. These advantages are even more pronounced when applying the join algorithms to same-attribute self-joins. The proposed IB-Join outer-join algorithm executed much faster than the algorithms in \cite{78, 24}.

The rest of the paper is organized as follows. We formalize the problem, propose same-attribute self-joins and lay out the necessary background in \S 2. We review the related work in \S 3. We propose Tree-Join in \S 4. We then discuss Small-Large joins and propose Index-Broadcast-Join in \S 5. The Adaptive-Multistage-Join is described in \S 6. In \S 7 we discuss identifying hot keys, which is an integral part of Adaptive-Multistage-Join. We report our evaluation results in \S 8 and summarize our contributions in \S 9.

2. FORMALIZATION

We now introduce the concepts used. As the readers progress through the paper, they are referred to Table 1 for the symbols used.

2.1 Equi-Joins, Inner-Joins and Self-Joins

The equi-join operation combines columns from two tables, a.k.a. relations in the relational database community, based on the equality of the column(s), a.k.a., join attribute(s). We focus on the case where two relations are joined. Other work, e.g., \cite{9, 56, 26, 11}, focused on extending equi-joins to multiple relations.

Given two relations \( \mathcal{R} \) and \( \mathcal{S} \), where \( \mathcal{R} = (a, b) \) and \( \mathcal{S} = (b, c) \), the equi-join results in a new relation \( Q = (a, b, c) \), where \( b \) is the join attribute(s), and \( a \) and \( c \) are the remaining attribute(s) from \( \mathcal{R} \) and \( \mathcal{S} \), respectively. Any pair of records, \( r \) from \( \mathcal{R} \) and \( s \) from \( \mathcal{S} \) whose attribute(s) have equal values, i.e., \( r(b) = s(b) \), is output to \( Q \). This is captured by the notation \( Q = \mathcal{R} \Join_{(b)} s(b) \mathcal{S} \) or by the shorter notation \( Q = \mathcal{R} \Join_{(b)=s(b)} \mathcal{S} \).

In case a record in \( \mathcal{R} \) or \( \mathcal{S} \) is output to \( Q \) if and only if its \( b \) attribute(s) do have a match on the other side of the join, this is called an inner-join. If a record in \( \mathcal{R} \) or \( \mathcal{S} \) is output to \( Q \) whether or not it has a match on its \( b \) attribute(s) in \( \mathcal{S} \) (\( \mathcal{R} \)), this is called a left-outer-join (right-outer-join). If any record in \( \mathcal{R} \) or \( \mathcal{S} \) is output to \( Q \) even if its \( b \) attribute(s) do not have a match on the other side of the join, this is called a full-outer-join. Fig. 1 shows an example of joining the two relations, \( \mathcal{R} \) and \( \mathcal{S} \), shown in Fig. 1(a). The results of the inner, left-outer, right-outer, and full-outer-joins are shown in Fig. 1(b) through Fig. 1(e), respectively.

In case \( \mathcal{R} \) and \( \mathcal{S} \) are the same table, this is called self-join \cite{42}. A table can be self-joined using different join attributes, \( b_{1} \) and \( b_{2} \) on the two sides of the join, captured by the notation \( \mathcal{R} \Join_{(b_{1})\theta_{(b_{2})}} t_{2} \mathcal{R} \), where \( \theta \) is the function that has to hold between the \( b_{1} \) and \( b_{2} \) attribute(s) of records \( r_{1} \) and \( r_{2} \) respectively for the pair \( r_{1} \rightarrow r_{2} \) to belong to \( Q \). If the same join attributes are used on both sides of the self-join, i.e., \( b_{1} = b_{2} = b \), and \( \theta \) is the equality function, i.e., the join condition is \( r_{1}(b) = r_{2}(b) \), then this is an inner-join by definition, and is captured by the notation \( \mathcal{R} \Join_{(b)} t_{2} \mathcal{R} \), or \( \mathcal{R} \Join_{(b)} \mathcal{R} \) for short. We call this special case same-attribute self-join. The \( Q \) produced by a same-attribute self-join contains duplicate pairs of records, but in reverse order. To eliminate the redundancy in \( Q \), we drop the join completeness: (a) a pair \( r \rightarrow r \) should be in \( Q \) exactly once, and (b) a pair \( r_{2} \rightarrow r_{1} \) should not be in \( Q \), if \( r_{1} \neq r_{2} \) and \( r_{1} \rightarrow r_{2} \) is in \( Q \).

2.2 Popular Distributed-Processing Frameworks

MapReduce \cite{32} is a popular framework with built-in fault tolerance. It allows developers, with minimal effort, to scale data-processing algorithms to shared-nothing clusters, as long as the algorithms can be expressed in terms of the functional programing primitives mapRec and reduceRecs.

mapRec : \langle key_{1}, value_{1} \rangle \rightarrow \langle key_{2}, value_{2} \rangle^{*}
reduceRecs : \langle key_{2}, value_{2}^{*} \rangle \rightarrow value_{3}^{*}

The input dataset is processed using executors that are orchestrated by the driver machine. Each record in the dataset is represented as a tuple, \( \langle key_{1}, value_{1} \rangle \). Initially, the dataset is partitioned among the mappers that execute the map operation. Each mapper applies mapRec to each input record to produce a potentially-empty list of the form \( \langle key_{2}, value_{2}^{*} \rangle \). Then, the shufflers group the output of the mappers by the key. Next, each reducer is fed a tuple of the form \( \langle key_{2}, value_{2}^{*} \rangle \), where \( value_{2}^{*} \), the reduce_value_list, contains all the \( value_{2}^{*} \)'s that were output by any mapper with the \( key_{2} \). Each reducer applies reduceRecs on the \( \langle key_{2}, value_{2}^{*} \rangle \) tuple to produce a potentially-empty list of the form \( value_{3}^{*} \). Any MapReduce job can be expressed as the lambda expression below.

MapReduce(dataset) :

\[
dataset.mapRec().groupByKey.reduceRecs()
\]

In addition to \( key_{2} \), the mapper can optionally output tuples by a secondary key. The reduce_value_list would also be sorted by the secondary key in that case. Partial reducing

\footnote{Secondary keys are not supported by the public version of MapReduce, Hadoop \cite{6}}.
can happen at the mappers, which is known as combining to reduce the network load. For more flexibility, the MapReduce framework allows for loading external data when mapping or reducing. However, to preserve the determinism and the purity of the mapRec and reduceRecs functions, loading is restricted to the beginning of each operation.

The Spark framework \cite{zaharia2010resilient} is currently the de facto industry standard for distributing data processing on shared-nothing clusters. Spark offers the functionality of MapReduce as well as convenience utilities that are not part of MapReduce, but can be built using MapReduce. One example is performing tree-aggregate in a single stage with Spark's Spark SQL function. The treeAggregate operation can be implemented using a series of MapReduce stages, where each stage aggregates the results in a set of data partitions, and the aggregates are then aggregated further in the next stage, and so on, until the final aggregate is collected at the driver.

Spark supports other functionalities that cannot be implemented using the map and reduce operations. One example is performing hash-like lookups on record keys over the network. These Spark-specific functionalities perform well under the assumption the dataset partitions fit in the memory of the executors.

3. RELATED WORK

We review the distributed algorithms that are generally applicable to equi-joins, and those targeting Broadcast outer-joins. We only review equi-joins in homogenous shared-nothing systems, where the processing powers of the executors are comparable. We neither review the algorithms devised for heterogeneous architectures (e.g., \cite{guo2019mapd}), nor in streaming systems (e.g., \cite{guo2018streaming}), nor the approximate equi-join algorithms (e.g., \cite{zhou2016approximate}).

3.1 General Distributed Equi-Joins

The work most relevant to ours is that of distributing equi-joins on MapReduce \cite{zaharia2010resilient} and on general shared-nothing architectures \cite{hong2016map}.

3.1.1 MapReduce Equi-Joins

The seminal work in \cite{weinberger2004map} explained Map-Side join (a.k.a., Broadcast or Duplication join in the distributed-architecture community), which is discussed in more details in §5. This work also extended the Sort-Merge join \cite{chow1992merge} to the MapReduce framework. It also proposed using secondary keys to alleviate the bottleneck of loading the records from both joined relations in memory. This Sort-Merge join is considered a Reduce-Side join (a.k.a., Shuffle join in the distributed-architecture community). However, the work in \cite{weinberger2004map} overlooks the skew in key popularity.

The SAND Join \cite{samii2012s} extends the Reduce-Side joins by partitioning data across reducers based on a sample. The work in \cite{samii2012s} improves this key-range partitioning using quantile computation. It extends key-range partitioning to combinations of keys in the join results, and maps combinations of keys to specific reducers to achieve load-balancing. The algorithms in \cite{samii2012s} use sampling to build the cross-relation histogram, and balance the load between the executors based on the sizes of the relations and the estimated size of the join results.

There are major drawbacks with these key-range-division approaches (e.g., \cite{samii2012s} \cite{guo2011broadcast} \cite{guo2013scalable}). In the pre-join step, the key-range computation and communication over the network to the mappers incurs significant computational \cite{chen2011towards} and communication cost \cite{chen2011towards}. The computational and network bottlenecks are more pronounced when computing key-ranges.
for combinations of attributes. These approaches implicitly assume that the keys are distributed evenly within each key range, which is rarely true for highly-diverse key spaces, highly-skewed data, or practical bucket sizes.

3.1.2 Shared-Nothing Equi-Joins

The algorithm in [40] is similar to that in [57] discussed above. It allows for grouping the records into evenly distributed groups that are executed on individual executors. However, it suffers from the same hefti overhead.

Map-Reduce-Merge [80] extends MapReduce with a merge function to facilitate expressing the join operation. Map-Join-Reduce [43] adds a join phase between the map and the reduce phases. These extensions cannot leverage the MapReduce built-in fault tolerance, and are implemented using complicated custom logic.

The Partial Redistirbutio & Partial Duplication (PRPD) algorithm in [79] is a hybrid between hash-based (as opposed to Sort-Merge [37, 9, 13]) and duplication-based join algorithms [34]. The PRPD algorithm collects $S_h$ and $S_R$, the hot (a.k.a. high-frequency) keys in $S$ and $R$, respectively. For the correctness of the algorithm, a key that is hit in both $R$ and $S$ is only assigned to either $S_h$ or to $R$. PRPD splits $S$ into (a) $S_{high}$ with keys in $S_h$, whose records are not distributed to the executors, (b) $S_{dup}$ with keys in $S_h$, whose records are broadcasted to all the executors containing $R_{high}$, and (c) $S_{hash}$, the remaining records that are distributed among the executors using hashing. $R$ is split similarly into $R_{high}$ and $R_{dup}$, and $R_{hash}$. $S_{hash}$ is joined with $R_{hash}$ on the executors they were hashed into, and $S_{high}$ ($R_{high}$) is joined with $R_{dup}$ ($S_{dup}$) on the executors containing $S_{high}$ ($R_{high}$). The union of the three joins comprise the final join results.

Track-Join [60] aims at minimizing the network load using a framework similar to PRPD. For any given key, Track-Join migrates its records from one relation to a few executors [61], and selectively broadcasts, i.e., multicasts, the records from the other relation to these executors. This record migration process is expensive. Moreover, identifying the executors on which the join takes place is done in a preprocessing track phase, which is a separate distributed join that is sensitive to skew in key popularity.

The PRPD algorithm is developed further into the SkewJoin algorithm in [19]. Three flavors of SkewJoin are proposed. The Broadcast-SkewJoin (BSJ) is the same as PRPD. On the other end of the spectrum, Full-SkewJoin (FSJ) distributes $S_{high}$ and $R_{high}$ in a round-robin fashion on the executors using a specialized partitioner. This offers better load balancing at the cost of higher distribution overhead. The Hybrid-SkewJoin (HSJ) is a middle ground that retains the original data partitioning on the non-skewed side. The PRPD algorithm is extended by [23] to use distributed lookup servers. However, the algorithm in [23] splits $S$ into $S_{hash}$ and $S_{high}$, and $S_{hash}$, along with the distinct keys of $S_{high}$, are hashed into the executors. All $R$ is hashed into the executors. On each executor, $S_i$, $R_i$ is joined with $S_{hash,i}$ and with $S_{high,i}$. The results of joining $R_i$ with $S_{hash,i}$ are reported as part of the final results. The results of joining $R_i$ with $S_{high,i}$ are augmented with the right $S$ records using the distributed lookup servers.

Flow-Join [63] is similar to PRPD, but it detects the hot keys while performing the cross-network join. Flow-Join utilizes (a) Remote Direct Memory Access (RDMA) [49] over high-speed network [64, 45, 66] and (b) work-stealing across cores and Non-Uniform Memory Access (NUMA) [64] regions for local processing on rack-scale systems.

3.1.3 Comments on the General Distributed Equi-Join

MapReduce is more restrictive than Spark that supports distributed lookups, for example. Spark is more restrictive than the general shared-nothing architecture that supports multicasting data, for example. An algorithm proposed for a more restrictive environment can be adopted for a less restrictive one, but the opposite is not true.

All the above algorithms that mix Broadcast-Join and Shuffle-Joins [79, 60, 61, 19, 23, 63] do not extend smoothly to the outer-join variants. Mixing these two join techniques in the PRPD fashion results in having dangling tuples (tuples that do not join on the other side) of the same key distributed across the network. Deduplicating and counting dangling tuples across the network is a non-trivial operation, and was only discussed in [19, 63].

The strongest bottleneck in the Shuffle-Join (Hash or Sort-Merge) algorithms is they assume the Cartesian product of the records of any given key is computed using one executor. Hence, they fail to handle highly skewed data, where one key can bottleneck an entire executor. Consequendy, all the other executors remain under-utilized while waiting for the bottleneck executor to finish [74].

On the other hand, the strongest drawback of all the algorithms that use Broadcast-Join is low scalability when there exist keys that are hot in both of the joined relations. In such cases, the broadcasted keys are hot, and their records may not fit in memory. Even if the records of the hot keys may fit in memory, the entire broadcasted relation may not fit in memory. Moreover, the computational load of joining hot keys is only balanced if the non-duplicated hot keys are evenly distributed among the executors.

3.2 Small-Large Outer-Joins

We now discuss the outer-joins when one relation can fit in memory and the other is orders of magnitude larger. Broadcast-Joins are the fastest-known for these Small-Large join cases. A solution to this problem is essential for extending AM-Join to outer-joins.

For a left-outer-join, the Duplication and Efficient Redistribution (DER) algorithm [75] broadcasts the small relation, $S$, to all $n$ executors. On each executor, $S_i$, $S$ is inner joined with $R_i$. The joined records are output, and the ids of the unjoined records of $S$ are distributed to the $n$-executors based on their hash. If an executor receives $n$ copies of a record id, then this $S$ id is unjoineable with $R$ (since it was unjoined on the $n$ executors). The unjoinable ids are inner Hash-Joined with $S$ and null-padded. The left-outer-join result is the union of the two inner join results.

The Duplication and Direct Redistribution (DDR) algorithm [24] is similar to DER, but for the records failing the first inner join, each executor hashes the entire unjoined record, instead of only its id, over the network. Because entire records, instead of their ids, are hash-distributed, (a)
the first join can be executed as an out-of-the-box left-outer-join, and (b) the second inner join is not needed. Extending DER and DDR to full-outer-joins is achieved by changing the first join to output the unjoined records on R.

4. THE TREE-JOIN ALGORITHM

As a first step towards AM-Join, we first propose Tree-Join, a novel algorithm that can execute over multiple stages, each corresponding to a MapReduce Job. Tree-Join scales well even in the existence of keys that are hot in both of the joined relations. If a Shuffle-Join (Hash or Sort-Merge) is executed, a bottleneck happens because a single executor has to process and output a disproportionately large number of pairs of records that have the same hot key. Tree-Join, on the other hand, alleviates this bottleneck by utilizing the idle executors without doing any duplicate work, while adding minimal overhead.

We start by describing the basic algorithm in §4.1, we then take the first step towards load-balancing in §4.2, and describe the final load-balanced algorithm in §4.3. We discuss handling same-attribute self-joins in §4.4, and establish the execution stages are very limited in number in §4.6.

Algorithm 1 treeJoinBasic(R, S)

Input: Two relations to be joined.
Output: The join results.
1: \( \text{joined\_index} = \text{buildJoinedIndex}(R, S) \)
2: \( \mathcal{Q} = \text{empty Dataset} \)
3: \( \text{while} \ \text{joined\_index}\text{.nonEmpty do} \)
4: \( \langle \text{partial\_results}, \text{new\_index} \rangle = \text{treeJoinIteration} (\text{joined\_index}) \)
5: \( \mathcal{Q} = \mathcal{Q} \cup \partial\text{artial\_results} \)
6: \( \text{joined\_index} = \text{new\_index}\text{.randomShuffle} \)
7: \( \text{end while} \)
Return \( \mathcal{Q} \)

4.1 The Basic Tree-Join Algorithm

We start by describing a basic version of the inner variant of Tree-Join (Alg. 1). The outer-join variants are straightforward extensions. The algorithm starts by building a distributed \textit{joined index} (Alg. 2). This is done by hashing the records of the two relations based on their keys using the same hash function into the different partitions of the joined index. Hence, the records of each key from both relations end up in the same partition.

Each key in the joined index has two \textit{joined lists} of records, one list coming from each relation. The keys are joined independently, and the union of their join results constitutes the join results of \( R \) and \( S \). This \textit{key-independence} observation simplifies the analysis in §4.2 and onwards.

The keys are joined in stages, i.e., iteratively. In each iteration (Alg. 3), each partition of the joined index is split locally by the executor into two partitions, the cold partition and the hot partition (Line 1 in Alg. 3). If the joined lists of a key are short enough (based on the analysis in §4.3), the key is cold and it belongs to the cold partition. The join results of this key are obtained by outputting the key with all pairs of records from both relations (Line 2 in Alg. 3). However, if the record lists are long, the key is hot, and it belongs to the hot partition. The executor processing this partition acts as a \textit{splitter} for the key. The executor chunks each of the two joined lists into sub-lists (Line 4 in Alg. 3), and outputs all pairs of sub-lists (Line 5 in Alg. 3). This dataset of pairs of sub-lists produced from the hot partitions constitutes the joined index to be processed in the next iteration. In the next iteration, the keys and their pairs of joined lists are assigned to random partitions to distribute the load among the executors (Line 6 in Alg. 3).

Fig. 2 shows an example of \textit{treeJoinBasic} (Alg. 1). The \texttt{buildJoinedIndex} algorithm (Alg. 2) is invoked to build the initial joined index, \texttt{joined\_index}_0 (Fig. 2(a)), on the input relations in Fig. 2(a). Notice that all the keys in this initial index are distinct. Assuming that any key whose joined lists has 2 or fewer records in both joined relations is considered cold, the joined lists of keys 3 and 4 are used to produce the first partial results, \texttt{partial\_results}_1 (Fig. 2(c)) and the joined lists of keys 1 and 2 are chunked into the first joined index, \texttt{joined\_index}_1 (Fig. 2(d)), and the joined lists of keys 5 and 6 are discarded, since they have records in only one relation.

Algorithm 2 \texttt{buildJoinedIndex}(R, S)

Input: Two relations to be joined.
Output: A joined index mapping each key to the pair of lists of records.
1: \( \text{keyed}_R = R\text{.map} (\text{map\_buildJoinedIndex}) \)
2: \( \text{keyed}_S = S\text{.map} (\text{map\_buildJoinedIndex}) \)
3: \( \text{joined\_index} = \text{keyed}_R \)
4: \( \text{\_union(\text{keyed}_S)} \)
5: \( \text{\_groupByKey} \)
6: \( \text{\_reduce(\text{\_reduce(\text{\_buildJoinedIndex})})} \)
Return \text{\_buildJoinedIndex}

Notice that the keys in \texttt{joined\_index}_1 are repeated. Line 6 in Alg. 1 distributes these keys randomly among the executors for load balancing. \texttt{treeJoinIteration} (Alg. 3) uses the keys that have 2 or fewer records in both joined relations in \texttt{joined\_index}_1 to produce the second partial results, \texttt{partial\_results}_2 (Fig. 2(e)), and uses the remaining keys to produce the second joined index, \texttt{joined\_index}_2 (Fig. 2(f)). While all the keys in \texttt{joined\_index}_2 have the same value, they are distributed among the executors for load balancing. All the keys in \texttt{joined\_index}_2 have 2 or fewer records in both joined relations. Hence, no more iterations are executed, and \texttt{joined\_index}_2 is used to produce the third and final partial result, \texttt{partial\_results}_3 (Fig. 2(g)). The union of the three partial results constitutes the inner-join results of the input relations in Fig. 2(a).

\texttt{map\_chunkPairOfLists}:
\( \langle \text{key}, \text{\_L}_1, \text{\_L}_2 \rangle \rightarrow \langle \text{key}, \text{\_chunkList} (\text{\_L}_1), \text{\_chunkList} (\text{\_L}_2) \rangle \)

We next analyze \textit{treeJoinBasic}. For simplicity, we assume both lists of a joined key have the same length, \( \ell \), and \( \lambda \) is the relative cost of sending data over the network vs. its IO from/to a local disk, and \( \lambda > 0 \).
The first joined index is used to produce (e) the second partial results, and (f) the second joined index. The second joined index is used to produce (g) the third partial results. The union of the partial results in (c), (e), and (g) constitutes the inner-join results.

Algorithm 3: \textit{treeJoinIteration}(\textit{joined\_index})

\textbf{Input:} A joined index of two relations to be joined.
\textbf{Output:} Join results of some keys, and the joined index (of the remaining keys) for next iteration.
1: \( (\text{cold\_index, hot\_index}) = \text{splitPartitionsLocally}(\text{joined\_index, isHotKey}) \)
2: \( \text{partial\_results} = \text{cold\_index}.\text{map}(\text{mapGetAllValuePairs}) \)
3: \( \text{new\_index} = \text{hot\_index} \)
4: \( \text{map}(\text{map\_chunkPairOfLists}) \)
5: \( \text{map}(\text{mapGetAllValuePairs}) \)
\textbf{Return} \( \text{partial\_results, new\_index} \)

Algorithm 4: \textit{mapGetAllValuePairs}((key, L_1, L_2))

\textbf{Input:} A tuple of the key, and two lists.
\textbf{Output:} A list of triplets, each triplet has the key and a pair from \( L_1 \) and \( L_2 \).
1: \( u = \text{empty Buffer} \)
2: \textbf{for all} \( v_i \in L_1, v_j \in L_2 \) \textbf{do}
3: \( u.\text{append}(\text{key, } v_i, v_j) \)
4: \textbf{end for}
\textbf{Return} \( u \)

4.2 Chunking Lists of Hot Keys

Computing the optimal number of sub-lists for a list of records is crucial for load balancing between the executors and across iterations. Chunking a pair of joined lists into numerous pairs of sub-lists adds overhead to the splitter, the executor assigned the original pair of lists. Conversely, chunking the pair of joined lists into few pairs of sub-lists adds overhead to the executors that handle these pairs in the subsequent iteration.

We choose to balance the load between any splitter at any iteration and the subsequent executors that process its key. Ignoring the key size, for each of the joined lists, the splitter produces \( \delta(\ell) = \ell/p^p = \ell^{1-p} \) sub-lists, each of size \( \ell' = \ell^p \), for some \( p \), where \( 0 \leq p \leq 1 \). The splitter outputs \( \Theta((\ell^{1-p})^2) \) pairs of sub-lists. Hence, the output of this executor is \( \Theta(\ell^{2-p}) \) pairs of sub-lists. Therefore, the splitter work is \( \Theta(\ell^{2-p}) \) records. Each subsequent executor receiving a sub-lists outputs \( \Theta(\ell^2) \) pairs of records. Hence, the output of each subsequent executor is \( \Theta(\ell^2) \) records. To achieve decent load balancing between the splitter and each subsequent executor, the loads should be comparable, yielding \( 2 - p = 2p \).
\[ p = \frac{2}{3} \]  

From Eqn. 1 to achieve the load-balancing goal, \( \delta(\ell) \), the number of sub-lists is \( \lceil \sqrt{7} \rceil \), and each has \( \lceil \frac{3}{7} \rceil \) records, as shown in Alg. 5.

To illustrate using an example, assuming two joined lists each has \( 10^5 \) records. A naïve Shuffle-Join would output \( 10^{12} \) pairs of records, i.e., \( 2 \times 10^{10} \) IO, using one executor. Meanwhile, the treeJoinBasic splitter would chunk each list into 47 sub-lists, and would output \( 47 \times 47 = (2128 + 2128) \) records, which is \( \approx 9.4 \times 10^6 \) IO. Each one among the 2209 subsequent executors would output \( 2128 \times 2128 \times 2 \approx 9.1 \times 10^6 \) IO. Notice the only overhead for utilizing 2209 executors to process the join of this key is producing \( 9.4 \times 10^6 \) IO by the splitter, and sending this data over the network. Since \( \frac{9.4 \times 10^6}{2 \times 10^{10}} < 0.05\% \), this overhead is \( \approx (1 + \lambda) \times 0.05\% \). If the lists instead had \( 10^4 \) (10^5) records, the load can be distributed on 484 (100) executors, and the overhead would only increase to \( (1 + \lambda) \times 0.2\% \).

\[ \frac{9.4 \times 10^6}{2 \times 10^{10}} \]

4.3 The Fully-Balanced Tree-Join Algorithm

The treeJoinBasic algorithm (§4.1) and optimal list-chunking (§4.2) achieve load balancing and good resource utilization. However, this is only true once the initial joined index has been built, and the first-iteration splitters are done splitting the joined lists of the hot keys (Lines 1 and 4 of Alg. 1). However, these early operations suffer from load imbalance, since early executors handle complete lists of hot keys. A first-iteration executor that is assigned a hot key may (a) have higher splitting load than others in the first-iteration, and (b) not be able to fit all the records of that hot key in its memory to perform the splitting, resulting in thrashing and hence throttling the join [74]. To achieve maximal load balancing among the executors building the initial joined index, and performing the first-iteration splitting, we identify hot keys, and give their records some special treatment before adding them to the initial joined index.

As a preprocessing step, hot keys are identified using the approximate distributed heavy-hitters algorithm in [3]. We only discuss \( \mathcal{R} \), but the logic applies to \( \mathcal{S} \). The algorithm runs the local Space-Saving algorithms [54] on individual \( \mathcal{R} \) partitions, and then merges the local results. We can do the merging over the network in a tree-like manner using a priority queue of bounded size, \( |\mathcal{K}_\mathcal{R}|_{\text{max}} \), where \( |\mathcal{K}_\mathcal{R}|_{\text{max}} \) is the number of hot keys to be collected from \( \mathcal{R} \). If \( \mathcal{R} \) is already partitioned by the key, all records of any key reside on one partition, and its local frequency is equal to its global frequency. In that case, this technique would find the hot keys exactly.

The load-balanced version of Tree-Join is formalized in Alg. 6. The hot keys in both \( \mathcal{R} \) and \( \mathcal{S} \) and their corresponding frequencies are identified in Lines 1 and 2, respectively. Their frequency maps, \( \mathcal{K}_\mathcal{R} \) and \( \mathcal{K}_\mathcal{S} \), are joined in Line 3 yielding \( \mathcal{K}_\mathcal{RS} \), a map from each shared hot key to a tuple of two numbers: the key frequencies in \( \mathcal{R} \) and \( \mathcal{S} \), respectively. \( \mathcal{K}_\mathcal{RS} \) is then broadcasted to all executors to be cached and used later for local processing.

\( \mathcal{R} \) is split into \( \mathcal{R}_H \), a sub-relation that contains only the \( \mathcal{R} \) records with keys in \( \mathcal{K}_\mathcal{RS} \), and \( \mathcal{R}_C \), a sub-relation that contains the records whose keys are not in \( \mathcal{K}_\mathcal{RS} \) (Line 5). \( \mathcal{S} \) is split similarly into \( \mathcal{S}_H \) and \( \mathcal{S}_C \) (Line 6). The cold sub-relations are used to build a cold joined index (Line 7). The hot sub-relations, on the other hand, undergo the special treatment in Lines 8 and 9.

\[ \frac{9.4 \times 10^6}{2 \times 10^{10}} \]

Algorithm 6 treeJoin(\( \mathcal{R}, \mathcal{S} \))

Input: Two relations to be joined.
Output: The join results.
Constant: \( |\mathcal{K}_\mathcal{R}|_{\text{max}} \) and \( |\mathcal{K}_\mathcal{S}|_{\text{max}} \), the number of hot keys to be collected from \( \mathcal{R} \) and \( \mathcal{S} \), respectively.
1: \( \mathcal{K}_\mathcal{R} = \text{getHotKeys}(\mathcal{R}, |\mathcal{K}_\mathcal{R}|_{\text{max}}) \)
2: \( \mathcal{K}_\mathcal{S} = \text{getHotKeys}(\mathcal{S}, |\mathcal{K}_\mathcal{S}|_{\text{max}}) \)
3: \( \mathcal{K}_\mathcal{RS} = \mathcal{K}_\mathcal{R} \cap \mathcal{K}_\mathcal{S} \)
4: broadcast \( \mathcal{K}_\mathcal{RS} \) to all executors
5: \( (\mathcal{R}_H, \mathcal{R}_C) = \text{splitPartitionsLocally}(\mathcal{R}, \text{rec} \to \text{key}_{\text{rec}} \in \mathcal{K}_\mathcal{RS}. \text{keys}) \)
6: \( (\mathcal{S}_H, \mathcal{S}_C) = \text{splitPartitionsLocally}(\mathcal{S}, \text{rec} \to \text{key}_{\text{rec}} \in \mathcal{K}_\mathcal{RS}. \text{keys}) \)
7: \( \text{joinedIndex}_{\mathcal{R}C} = \text{buildJoinedIndex}(\mathcal{R}_C, \mathcal{S}_C) \)
8: \( \text{unraveled}_{\mathcal{R}_H} = \mathcal{R}_H.\map{\text{rec} \to \text{map}_{\text{unravel}}(\text{rec}, \text{swap} = \text{false})} \)
9: \( \text{unraveled}_{\mathcal{S}_H} = \mathcal{S}_H.\map{\text{rec} \to \text{map}_{\text{unravel}}(\text{rec}, \text{swap} = \text{true})} \)
10: \( \text{joinedIndex}_{\mathcal{AK}} = \text{buildJoinedIndex}(\text{unraveled}_{\mathcal{R}_H}, \text{unraveled}_{\mathcal{S}_H}) \)
11: \( \text{joinedIndex}_{\mathcal{H}} = \text{joinedIndex}_{\mathcal{AK}}.\text{map}_{\text{stripKeyPadding}}(\text{rec}) \)
12: \( \text{joinedIndex} = \text{joinedIndex}_{\mathcal{AK}}.\text{union}(\text{joinedIndex}_{\mathcal{C}}) \)
13: \( \mathcal{Q} = \text{empty Dataset} \)
14: while joinedIndex.nonEmpty do
15: \( \text{partialResults, newIndex} = \text{treeJoinIteration}(\text{joinedIndex}) \)
16: \( \mathcal{Q} = \mathcal{Q} \cup \text{partialResults} \)
17: \( \text{joinedIndex} = \text{newIndex}.\text{randomShuffle} \)
18: end while
19: Return \( \mathcal{Q} \)

The special treatment (formalized in Alg. 7) avoids collecting all the records of a hot key on one executor, and replaces the splitting of the joined lists of the hot key with local processing performed on the individual executors. Each partition of \( \mathcal{R} \) and \( \mathcal{S} \) is used to locally produce keyed records that when grouped by their keys, produce output that mimics the output of the first treeJoinIteration. Hence, the load imbalance of the first treeJoinIteration is evaded.

We only discuss \( \mathcal{R} \), but the logic applies to \( \mathcal{S} \). For every record, \( \text{rec}_i \), in \( \mathcal{R} \), its key, \( \text{key}_{\text{rec}_i} \), is extracted (Line 2 in Alg. 7), and \( \delta_1 \) and \( \delta_2 \), the number of sub-lists from \( \mathcal{R} \) and \( \mathcal{S} \), respectively, are computed (Lines 3 - 9) based on Eqn. 1. If the initial joined index was to be built as explained in treeJoinBasic (Line 1 in Alg. 4), the two lists of that key would have been chunked into these many sub-lists during the splitting of the initial joined index (Line 4 in Alg. 3). That is, each of the \( \delta_1 \) sub-lists of the first list would have been produced with each of the \( \delta_2 \) sub-lists of the second list (Line 5 in Alg. 3). Knowing these numbers of sub-lists allows the executors to mimic this process without grouping the records of any hot key in a single partition. Each executor
produces $rec_i$, $\delta_2$ times keyed by an augmented key. The augmented key has the original key, and two sub-list ids: a sub-list id from the $\delta_1$ sub-lists and another from the $\delta_2$ sub-lists. The first sub-list id of the augmented key is randomly chosen from the $\delta_1$ sub-lists (Line 10 in Alg. 7). The second sub-list id assumes all the possible values from the $\delta_2$ sub-lists (Lines 11 - 17 in Alg. 7). When processing a record from $\mathcal{R}$, the sub-list ids in its augmented keys are swapped, as per the different swap values in Lines 8 and 9 in Alg. 6.

Algorithm 7 $\text{mapUnravel}(rec_i, \text{swap})$

Local: $\kappa_{RS}$, a map from the hot keys to the frequencies of the keys in the relation and in the other relation.

Input: A record with a hot key from a relation, and a flag to swap the frequencies and the sub-list ids.

Output: the unraveled record of $rec_i$.

Assumptions: The key of $rec_i$ exists in $\kappa_{RS}$.

1: $u = \text{empty Buffer}$
2: $key_{rec_i} = \text{getKey}(rec_i)$
3: if $\text{swap}$ then
4: $(t_1, t_2) = \kappa_{RS}[key_{rec_i}]$
5: else
6: $(t_1, t_2) = \kappa_{RS}[key_{rec_i}]$
7: end if
8: $i_1 = \sqrt{\ell}$
9: $\delta_2 = \sqrt{\ell}$
10: $\text{subListId}_2 = \text{getRandom}(0, \ldots, \delta_2 - 1)$
11: for all $\text{subListId}_2 \in \{0, \ldots, \delta_2 - 1\}$ do
12: if $\text{swap}$ then
13: $key' = (key_{rec_i}, \text{subListId}_2, \text{subListId}_1)$
14: else
15: $key' = (key_{rec_i}, \text{subListId}_1, \text{subListId}_2)$
16: end if
17: $u.append((key', rec_i))$
18: end for
Return $u$

The unraveled forms of $\mathcal{R}_H$ and $\mathcal{S}_H$ produced by Alg. 7 (Lines 8 and 9 in Alg. 6) have augmented keys, and are used to build a joined index $\text{joinedIndex}_{AK}$, based on these augmented keys. For each original key in $\kappa_{RS}$, each record in $\mathcal{R}$ is matched with every sub-list in $\mathcal{S}$. However, because this matching is done using $\delta_1 \times \delta_2$ augmented keys, the matching does not hot-spot on a single index partition, but is rather load-balanced between the $\text{joinedIndex}_{AK}$ partitions. $\text{joinedIndex}_{AK}$ mimics the hot-key entries of the index produced by the first $\text{treeJoinIteration}$ of $\text{treeJoinBasic}$. The only difference is that $\text{joinedIndex}_{AK}$ contains augmented keys. These augmented keys are stripped back to the original keys using $\text{mapStripKeyPadding}$ (Line 11 in Alg. 6). Then, the resulting $\text{joinedIndex}_{H}$ of the hot keys is unioned with the cold $\text{joinedIndex}_{C}$ (Line 12 in Alg. 6), and the $\text{treeJoin}$ algorithm proceeds exactly like $\text{treeJoinBasic}$.

$\text{mapStripKeyPadding}$:

$$\langle key, \text{subListId}_1, \text{subListId}_2 \rangle \rightarrow \langle key, \text{List}_1, \text{List}_2 \rangle$$

Notice that load balancing based on augmented-keys assumes the records of the hot keys are randomly distributed among the input partitions of $\mathcal{R}$ and $\mathcal{S}$. If this is not the case, the records of the hot keys can be migrated and balanced among the input partitions. Detecting high variance in the hot key frequencies across partitions can be done while merging their frequencies in a tree-like manner. A similar approach has been employed in [40] to minimize the communication cost in Track-Join, a PRPD-like algorithm.

Fig. 3 shows an example of building the initial joined index when joining the $\mathcal{R}$ and $\mathcal{S}$ given in Fig. 2 using $\text{treeJoinBasic}$ (Alg. 1) and of $\text{treeJoin}$ (Alg. 6). The example assumes each dataset has 6 partitions, with the partition number shown as a subscript. Fig. 3(a) shows the partitions of the input relations. Fig. 3(b) shows the partitions of the initial index, $\text{joinedIndex}_0$ produced by $\text{treeJoinBasic}$. Fig. 3(c) through Fig. 3(f) show the processing steps of $\text{treeJoin}$. Fig. 3(e) shows the processing steps of $\text{treeJoin}$. Each record of $\mathcal{R}$ and $\mathcal{S}$ is matched with every sub-list in $\mathcal{R}$ and the other relation, and a flag to swap the frequencies and the sub-list ids.

4.4 Executing Same-Attribute Self-Joins

While Tree-Join can execute self-joins in the same way it handles normal equi-joins, there are special optimizations that can be introduced in that case. We discuss an optimization that results in reducing the processing and IO by roughly half.

Because we are processing a single relation, this relation is split into its cold and hot sub-relations. Hence, in Alg. 6, Lines 2, 6, and 9 are omitted, and $\kappa_{RS} = \kappa_R$. In Line 7, instead of building a cold joined index, where each key in the index has two joined lists of records, a cold index is built, where each key has a single list of records. The join results of a cold key in the cold index are produced by outputting the key with all pairs of records where the first record is before the second in the record list. This corresponds to producing the upper triangle in a matrix whose rows and columns represent the records of the key, and each cell represents the pair of corresponding records.

For a hot key that has a long list of records, the unravelling (Line 8) happens in a way simpler than Alg. 7 since there is no $\text{swap}$ parameter. The sub-list ids are picked from the range $[0, \ldots, \delta - 1]$, where $\delta = \sqrt{\ell}$, and $\ell$ is the length of the records in the list of this key. To realize the processing and IO savings, in Lines 12 - 17 in Alg. 6, a record with an augmented key $(key, \text{subListId}_1, \text{subListId}_2)$ is output if $\text{subListId}_1 < \text{subListId}_2$. Otherwise, it is output with the reversed augmented key, $(key, \text{subListId}_2, \text{subListId}_1)$.

4.5 Defining Hot Keys

From the key-independence observation, keys can be considered in isolation. If the joined lists are not chunked, the time to produce the join results on 1 executor using Shuffle-Join is $\Delta_{\text{ShuffleJoin}} \approx \Theta(\ell^2)$. Meanwhile, the end-to-end
Tree-Join processing time, $\Delta_{treeJoin}$, is the time taken to chunk the joined lists, the time to randomly shuffle the pairs of sub-lists over the network, and the time taken by the $\left\lceil \frac{\ell^2}{n} \right\rceil$ subsequent executors in the next iteration. A key is considered hot and is worth chunking if $\Delta_{ShuffleJoin} > \Delta_{treeJoin}$ using the worst-case scenario for Tree-Join, i.e., a single stage and exactly one splitter. Given $n$ available executors, this condition is expressed in Rel. 2

$$
\ell^2 > \left(1 + \lambda + \left\lceil \frac{\ell^2}{n} \right\rceil \right) \times \ell^\frac{2}{3}
$$

The ceiling can be relaxed while preserving the correctness of Ineq. 2. One (non-tight) value for $\ell$ that provably satisfies Ineq. 2 for any $\lambda > 0$ and any $n > 1$ is $(1 + \lambda)^{\frac{3}{2}}$. This value is used in the rest of the paper to define the minimum frequency for a key to be hot.

Algorithm 8 isHotKey((key, $\mathcal{L}_1, \mathcal{L}_2$))

Input: A tuple of the key, and two joined lists of records.
Output: Whether the joined lists should be chunked.
Constant: $\lambda$ the ratio of network to disk costs.
1: $\ell_1 = |\mathcal{L}_1|$ // The length of $\mathcal{L}_1$.
2: $\ell_2 = |\mathcal{L}_2|$ // The length of $\mathcal{L}_2$.
3: $\ell = \sqrt{\ell_1 \times \ell_2}$ // The effective length if $\ell_1 = \ell_2$.

Return $\ell > (1 + \lambda)^{\frac{3}{2}}$

4.6 The Number of Iterations

Since the overhead of allocating the executors for a stage was ignored, we make the case the number of iterations in this multistage join is very small.

From the key-independence observation, the join is concluded when the results for the last key are computed. Assuming all other factors are equal, the last key to compute has the longest pair of joined lists, $\ell_{max}$. After the first stage, each of the subsequent executors of the next iteration
An index can be built for the small relation, \( S \). Index-Broadcast-Join produces the join results. The local join is shown in Alg. 10.

**Output:**
The join results.

**Input:**
map \( R \) that is logarithmic in \( S \).

5. **THE SMALL-LARGE OUTER-JOINS**

The scenario of Small-Large outer-joins arise when \( R \gg S \) and can be assumed to fit in the memory of each executor. An index can be built for the small relation, \( S \), the driver collects the index locally, and broadcasts it to all \( n \) executors performing the join. Broadcasting \( S \) can be done in time that is logarithmic in \( n \) \([11, 67]\), and can hence be faster than shuffling the large relation, \( R \), across the network.

![Algorithm 9](image)

**Algorithm 9** \( indexBroadcastJoin(R, S) \)

**Input:**
Two relations to be joined.

**Output:**
The join results.

**Assumes:** \( S \) fits in memory, \( R \gg S \).

1. \( index = S.map(\text{mapBuildIndex}).\text{groupByKey} \)
2. broadcast \( index \) to all executors
3. \( Q = R.map(\text{mapBroadcastJoin}) \)
4. buildIndex
5. map(\text{mapGetRightJoinableKey} \( R \))
6. combine(\text{unionSets})
7. treeAggregate(\text{unionSets})
8. keys\_unjoinable = index\_keys - keys\_joined
9. broadcast keys\_unjoinable to all executors
10. \( \text{rightAnti} = S.map(\text{mapRightAntiJoin}) \)
11. return \( \text{leftOuter} \cup \text{rightAnti} \)

Alg. 9 broadcasts the index instead of \( S \), and hence the algorithm family name, Index-Broadcast-Join. Assuming each executor, \( e_i \), can accommodate the index of \( S \) in memory. For each record in its local partition, \( R_i \), the executor extracts the key, probes the local index of \( S \) with that key, and produces the join results. The local join is shown in Alg. 10.

![Algorithm 10](image)

**Algorithm 10** \( mapIndexBroadcastJoin(rec_i) \)

**Local:** \( index \), a map from each key in the replicated relation to all the records with that key.

**Input:**
A record from the non-replicated relation.

**Output:**
A list of triplets representing the left-outer-join of \( rec_i \) with \( index \).

1. \( u = \text{emptyBuffer} \)
2. key\_rec_i = getKey(rec_i)
3. if key\_rec_i in index then
4. for all \( rec_j \in index[\text{key\_rec_j}] \) do
5. append((key\_rec_i, rec_i, rec_j))
6. end for
7. else
8. append((key\_rec_i, rec_i, null))
9. end if
10. return \( u \)

AM-Join utilizes Broadcast-Joins for keys that are hot in only one relation. Extending AM-Join to outer-joins entails performing Small-Large outer-joins. We extend Index-Broadcast-Join (IB-Join) to outer-joins for the best performance of AM-Join outer-joins. The Index-Broadcast-FullOuter-Join (IB-FO-Join) algorithm is in Alg. 11. The left-outer-join and the right-outer-join are mere simplifications.

Like the inner-join, IB-FO-Join builds an index on the small relation, collects it at the driver, and broadcasts it to all the executors. The results of the left-outer-join are then computed. The \( \text{mapBroadcastLeftOuterJoin} \) function (Alg. 12) is similar to Alg. 10 but also produces unjoined records from the non-replicated relation.

To produce the full-outer-join, IB-FO-Join needs to also produce the right-anti join results, i.e., the unjoinable records in the small replicated relation. The driver finds the unjoinable keys in the replicated relation by utilizing the already replicated relation. The \( \text{mapGetRightJoinableKey} \) (Alg. 13) produces a set for each record in the large non-replicated relation. The set either has a single key from the replicated relation if the key is joinable with the non-replicated relation, or is empty otherwise. The driver then unions these sets, first on each executor, and then across the network. The union constitutes the set of joined keys in the replicated relation. The index keys not in this union constitute the unjoinable keys.
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**Algorithm 11** \( indexBroadcastFullOuterJoin(R, S) \)

**Input:**
Two relations to be joined.

**Output:**
The join results.

**Assumes:** \( S \) fits in memory, \( R \gg S \).

1. \( index = S.map(\text{mapBuildIndex}).\text{groupByKey} \)
2. broadcast index to all executors
3. \( Q_{\text{leftOuter}} = R.map(\text{mapBroadcastLeftOuterJoin}) \)
4. keys\_joined = \( R \)
5. map(\text{mapGetRightJoinableKey} \( R \))
6. combine(\text{unionSets})
7. treeAggregate(\text{unionSets})
8. keys\_unjoinable = index\_keys - keys\_joined
9. broadcast keys\_unjoinable to all executors
10. \( \text{rightAnti} = S.map(\text{mapRightAntiJoin}) \)
11. return \( \text{leftOuter} \cup \text{rightAnti} \)

![Algorithm 12](image)

**Algorithm 12** \( mapBroadcastLeftOuterJoin(rec_i) \)

**Local:** \( index \), a map from each key in the replicated relation to all the records with that key.

**Input:**
A record from the non-replicated relation.

**Output:**
A list of triplets representing the left-outer-join of \( rec_i \) with \( index \).

1. \( u = \text{emptyBuffer} \)
2. key\_rec_i = getKey(rec_i)
3. if key\_rec_i in index then
4. for all \( rec_j \in index[\text{key\_rec_j}] \) do
5. append((key\_rec_i, rec_i, rec_j))
6. end for
7. else
8. append((key\_rec_i, rec_i, null))
9. end if
10. return \( u \)

The driver then broadcasts these unjoinable keys back to the executors, and maps the original small relation using \( \text{mapRightAntiJoin} \) (Alg. 14). Each executor scans its local partition of the small relation, and outputs only the records whose keys are unjoinable. The left-outer-join results are unioned with the right-anti join results to produce the full-outer-join results.
Algorithm 13 `mapGetRightJoinableKey(reci)`

Local: `index`, a map from each key in the replicated relation to all the records with that key.

Input: A record from the non-replicated relation.

Output: The key of `reci` if it is joinable with `index`.

1: `u = empty Set`
2: `key_reci = getKey(reci)`
3: if `key_reci ∈ index.keys` then
    4: `u.append(key_reci)`
5: end if
Return `u`

5.1 Optimizations

IB-JOIN can be optimized as follows.

1. The driver should send the joinable keys over the network if they are fewer than the unjoinable keys (Line 9 of Alg. 11). In that case, the condition in Line 2 of Alg. 14 has to be reversed.
2. Lines 3 and 5 in Alg. 11 can be combined into a single `mapRec` function to reduce the number of scans on the large relation.
3. In a shared-nothing architecture where an executor, `ei`, can scan its data partition, Lines 5 and 6 in Alg. 11 can be combined. A single set can be allocated and populated as `Ri` is scanned.
4. In a shared-nothing architecture that supports both multicasting and broadcasting, instead of broadcasting the index to all the executors (Line 2 in Alg. 11 and Alg. 14), the driver may broadcast the unique keys only. Instead of the local joins (Line 3 in Alg. 11 and Alg. 14), each executor, `ei`, joins the `S` keys with its `Ri` and sends the joinable keys to the driver. The driver multicasts each `S` record only to the executors that have its joinable partitions. Each `ei` joins the received records with its `Ri`. The driver need not compute the unjoinable `S` keys (Lines 4–8 in Alg. 11), since they are the keys not multicasted at all.

Algorithm 14 `mapGetRightAntiJoin(recj)`

Local: `keysunjoinable`, a set of unjoinable keys.

Input: A record from the replicated relation.

Output: The join results of `recj` if its key is in `keysunjoinable`.

1: `key_recj = getKey(recj)`
2: if `key_recj ∈ keysunjoinable` then
    3: return `(key_recj, null, recj)`
end if

5.2 Comparison with the State-of-the-Art Algorithms

A main difference between the proposed IB-JOIN (Alg. 11) and DER [78] and DDR [24] is subtle but effective. To flag the unjoined records in the `n` executors, IB-JOIN utilizes the unique keys, instead of the DBMS-assigned record ids in case of DER or entire records in case of DDR. Assuming the key is of the same size as the record id, and is significantly smaller than the record, sending unique keys reduces the network load, and scales better with a skewed `S`.

The other major difference is how the unjoinable records are identified after the first Broadcast-Join. DER hashes the

A minor advantage of the IB-JOIN family is abolishing the dependency on DBMS-specific functionality. This facilitates its adoption in any shared-nothing architecture.

6. THE AM-JOIN ALGORITHM

AM-Join employs the Tree-Join and the Broadcast-Joins (we utilize Index-Broadcast-Join for its communication efficiency) to maximize the executors’ utilization, and minimize the communication cost. AM-Join starts by collecting a map from hot keys to their frequencies for both relations, `κR` and `κS`. Then, it splits each relation into four sub-relations containing the keys that are hot in both sides, the keys that are hot in its side but cold in the other side, the keys that are hot in the other side but cold in its side, and the keys that are cold in both sides, respectively (§ 6.1). Therefore, `R` is split into `RHH`, `RHC`, `RCH` and `RCC`, and `S` is split similarly into `SRHH`, `SRHC`, `SRCCH` and `SRCCC`. Irrespective of the keys in `κR` and `κS`, it is provable that the join results are the union of the four joins in Eqn. 4.

Algorithm 15 `amJoin(R, S)`

Input: Two relations to be joined.

Output: The join results.

Constant: `|κR|_max` and `|κS|_max`, the number of hot keys to be collected from `R` and `S`, respectively.

1: `κR = getHotKeys(R, |κR|_max)`
2: `κS = getHotKeys(S, |κS|_max)`
3: `(RHH, RHC, RCH, RCC) = splitRelation(R, κR, κS)`
4: `(SRHH, SRHC, SRCCH, SRCCC) = splitRelation(S, κR, κS)`
5: `Q = treeJoin(RHH, SRHH)`
6: `∪ inputIndexBroadcastJoin(RHC, SRCCH)`
7: `∪ inputIndexBroadcastJoin(RCH, SRCCH)`
8: `∪ shuffleJoin(RCC, SRCCC)`

Return `Q`

For the example of the two relations in Fig. 1(a), assuming the hot keys on either `R` and `S` are those occurring multiple times, then `κR` and `κS` are the maps `{1 : 2, 2 : 2, 3 : 2, 4 : 2}` and `{1 : 2, 6 : 2, 11 : 2, 12 : 2}`, respectively. Fig. 1(b) shows the sub-relations of `R` and `S` paired together to be joined, according to Eqn. 4. If all the joins in Eqn. 4 are inner-joins, then the inner-join results of `R` and `S` are given in Fig. 1(b).

\[
Q = RHH \uplus SHH \\
∪ RHC \uplus SCH \\
∪ RCH \uplus SCHR \\
∪ RCC \uplus SRCCH \\
\text{(4)}
\]

Since the first join involves keys that are hot in both the joined relations, Tree-Join (Alg. 9) is used. For the second and the third joins in Eqn. 4, the cold side is likely to have few keys, since they are a subset of the hot keys on the other side of the join, each with few records. Hence, these two joins
are considered Small-Large joins. Each record resulting from the third join is swapped so the attributes from \( R \) precede the \( c \) attributes from \( S \), where \( a \) and \( c \) are their non-join attribute(s), respectively. Finally, the fourth join involves keys that are hot on neither side, and is hence performed using a Shuffle-Join. The algorithm is shown in Alg. \[15\]

One optimization is passing the hot key maps, \( \kappa_R \) and \( \kappa_S \), to Tree-Join instead of double-computing them. Notice that in the case of processing same-attribute self-joins, the hot keys are identical on both sides of the join. Hence, the second and the third Small-Large joins produce no results. In that case, AM-Join reduces to Tree-Join.

While the AM-Join algorithm bears some resemblance to the PRPD family, it deviates in a core aspect. PRPD assigns attributes from \( R \) and \( S \), resulting in the simple and elegant Eqn. \[4\]. Eqn. \[4\] leads to (a) AM-Join utilizing the scalable Tree-Join to join the keys that are hot in both \( R \) and \( S \), and (b) extending AM-Join smoothly to all outer-join variants (\S\[6.3\]).

### 6.1 Splitting the Relations

Once the hot keys for both \( R \) and \( S \) are collected, each relation is split into its four sub-relations. We only discuss \( R \), but the logic applies to \( S \). This splitRelation module (Alg. \[16\]) proceeds in two rounds. It first splits \( R \) into \( R_H \), the sub-relation whose keys are in \( \kappa_R \), and \( R_C \), the cold-key records in \( R \). In the example in Fig. \[1\] the results of the first-round of splitting is in Fig. \[4a\]). In the second round, \( R_H \) is split into \( R_{HH} \), the sub-relation whose keys are in \( \kappa_S \), and \( R_{HC} \), the remaining records in \( R_H \). \( R_C \) is similarly split using \( \kappa_S \) into \( R_{CH} \) and \( R_{CC} \). In the example in Fig. \[1\] the second-round of splitting are in Fig. \[4b\]).

#### Algorithm 16 splitRelation\((R, \kappa_R, \kappa_S)\)

**Input:** A relation to be split,
- its hot keys map,
- and the hot keys map of the other relation.

**Output:** The four splits of \( R \).
1. \((R_{HH}, R_{HC}) \rightarrow splitPartitionsLocally(R, rec \rightarrow key_{rec} \in \kappa_R. keys)\)
2. \((R_{HH}, R_{HC}) \rightarrow splitPartitionsLocally(R_H, rec \rightarrow key_{rec} \in \kappa_S. keys)\)
3. \((R_{CH}, R_{CC}) \rightarrow splitPartitionsLocally(R_C, rec \rightarrow key_{rec} \in \kappa_S. keys)\)

**Return** \((R_{HH}, R_{HC}, R_{CH}, R_{CC})\)

The splitting is done by each executor reading its local partition sequentially, checking if the record key exists in the hot-key set, and writing it to either the hot-key sub-relation or the cold-key sub-relation. The splitting involves no communication between the executors. The two rounds can be optimized into one.

### 6.2 When not to Perform Broadcast-Joins?

The second and third joins in Eqn. \[4\] are executed using Broadcast-Joins. We only discuss the second join, but the logic applies to the third. For the Broadcast-Join assumption to hold, broadcasting the records of the small relation, \( S_{CH} \), over the network has to be faster than splitting the large relation, \( R_{HC} \), among the \( n \) executors over the network. From \[11\], the time to read \( S_{CH} \) and broadcast it follows the Big-\( \Theta \) below.

\[
\Delta_{broadcast_{SCH}} \approx \Theta \left(|S_{CH}| \times m_S \times (1 + \lambda \times \log_{\lambda+1}(n))\right)
\]

Let \( m_R \) be the average size of a record in \( R \). The time to read \( R_{HC} \) and split it among the \( n \) executors follows the Big-\( \Theta \) below.

\[
\Delta_{split_{RHC}} \approx \Theta \left(|R_{HC}| \times m_R \times (1 + \lambda)\right)
\]

At the time of executing the second join in Eqn. \[4\], \( R_{HC} \) and \( S_{CH} \) have already been computed. A Broadcast-Join is performed if \( \Delta_{split_{RHC}} \geq \Delta_{broadcast_{SCH}} \). Otherwise, Shuffle-Join is performed.

### 6.3 The Outer Variants of AM-Join

Due to the AM-Join elegant design, the outer-join variants are minor modifications of the inner-join in Alg. \[15\]. The only difference is that some of the four joins of Eqn. \[4\] are executed using outer-join algorithms. Table. \[2\] shows the algorithm used for each of the four joins to achieve the outer-join variants of AM-Join. The first and the fourth joins are performed using Tree-Join and a Shuffle outer-join, respectively. The second and third joins are performed using a Broadcast-Join or its left-outer variant (we utilize Index-Broadcast-Join or Index-Broadcast-Left-Outer-Join for their communication efficiency). Applying the outer-joins in Table. \[2\] to the joins in Fig. \[1\] yields the left-outer, right-outer, and full-outer-join results in Fig. \[1c\], Fig. \[1d\], and Fig. \[1e\], respectively.
Unlike the state-of-the-art distributed industry-scale algorithms, the different flavors of SkewJoin built on top of Microsoft SCOPE, AM-Join supports all variants of outer-joins without record deduplication or custom partitioning of the relations. Moreover, AM-Join does not require introducing a new outer-join operator variant that understands the semantics of witness tuples, a form of tuples introduced in Tree-Join to extend SkewJoin to outer-joins.

Table 2: The algorithms for the four sub-joins of Eqn. 4 of the outer variants of AM-Join.

| \( R_{HH} \times S_{HH} \) | left-out AM-Join | right-out AM-Join | full-out AM-Join |
|----------------|-----------------|-----------------|-----------------|
| \( R_{HC} \times S_{CH} \) | Tree-Join | Tree-Join | Tree-Join |
| \( S_{HC} \times R_{CH} \) | Index-Broadcast-Left-Outer-Join | Index-Broadcast-Join | Index-Broadcast-Left-Outer-Join |
| \( R_{CC} \times S_{CC} \) | Shuffle left-outer-join | Shuffle right-outer-join | Shuffle full-outer-join |

7. COLLECTING HOT KEYS

Identifying hot keys in \( R \) and \( S \) is an integral part of Tree-Join and AM-Join, since it allows it allows for load-balancing the executors (§4.3), and for splitting the joined relations into the sub-relations going into Eqn. 4. The getHotKeys algorithm (Lines 1 and 2 in Alg. 9 and Lines 1 and 2 in Alg. 15) collects the hot keys for both \( R \) and \( S \). The maximum numbers of hot keys collected for \( R \) and \( S \) are \( |\kappa_R|_{\text{max}} \) and \( |\kappa_S|_{\text{max}} \), respectively, are discussed in §7.1. We only discuss \( |\kappa_R|_{\text{max}} \), but the logic applies to \( |\kappa_S|_{\text{max}} \). In §7.2, we discuss the cost of collecting hot keys. We assume \( R \) and \( S \) are evenly distributed on the \( n \) executors and no record migration among the input partitions is necessary.

7.1 How many Hot Keys to Collect?

1. Any key \((1 + \lambda)^2 \) or more records is hot (Ineq. 2). Three upper bounds apply to \(|\kappa_R|_{\text{max}}\).

1. No more than \( \frac{|R|}{m_0} \) hot keys can be collected, since no more keys of size \( m_0 \) can fit in a memory of size \( M \). The data structure overhead of the heavy-hitters algorithm is ignored for simplicity, but can be accounted for in the implementation.

2. The number of hot keys in \( R \) cannot exceed \( |R| \frac{1 + \lambda}{2} \) from the Pigeonhole principle.

3. The second join in Eqn. 4 is executed using Broadcast-Join (e.g., Index-Broadcast-Join). Let \( m_S \) be the average record size in \( S \). \( S_{CH} \) is computed after getHotKeys, but is bounded to fit in memory by Rel. 5.

\[
|S_{CH}| \leq \frac{M}{m_S} \tag{5}
\]

The keys in \( S_{CH} \) are a subset of the keys in \( \kappa_R \). Each of these keys has frequency below \( (1 + \lambda)^2 \) in \( S_{CH} \). To ensure \( S_{CH} \) fits in memory, we limit \(|\kappa_R|\) by Rel. 6.

\[
|\kappa_R|_{\text{max}} \leq \frac{|S_{CH}|}{(1 + \lambda)^2} \tag{6}
\]

Substituting Rel. 5 in Rel. 6 yields an upper bound on \(|\kappa_R|_{\text{max}}\).

Given the three upper bounds above, the maximum numbers of hot keys collected for \( R \), \(|\kappa_R|_{\text{max}}\), is given by Eqn. 7.

\[
|\kappa_R|_{\text{max}} = \min \left( \frac{\min \left( |R|, \frac{M}{m_0} \right)}{(1 + \lambda)^2}, \frac{M}{m_0} \right) \tag{7}
\]

7.2 The Hot Keys Cost

We like to contrast collecting the hot keys using a distributed heavy-hitters algorithm to histogramming the relation using a distributed quantiles algorithm [57, 76, 36]. Assuming \( R \) is distributed evenly between the \( n \) executors, and given an error rate, \( \epsilon \), the local heavy-hitters algorithm uses \( \Theta(\frac{1}{\epsilon} \log(n)) \) space [54], while the local quantiles algorithm uses \( O(\frac{1}{\epsilon^2} \log(\frac{1}{\epsilon})) \) space [29]. Collecting heavy hitters is more precise given the same memory, and incurs less communication when merging the local statistics over the network to compute the global statistics.

8. EVALUATION RESULTS

We evaluated the scalability and the handling of skewed data of Tree-Join, Tree-Join-Basic, AM-Join, AM-Join-Basic (i.e., AM-Join using Tree-Join-Basic for joining keys that are hot on both sides of the join), Hash-Join, Broadcast-Join, Full-SkewJoin (the state-of-the-art industry-scale algorithm of the PRPD family), and Fine-Grained partitioning for Skew Data (FGSD-Join) (the state-of-the-art key-range-division family). We also evaluated the Spark v3.x join, the most advanced open-source shared-nothing algorithm. The two main optimizations of Spark3-Join are (a) dynamically changing the execution plan from Shuffle-Join to Broadcast-Join when one relation can fit in memory, and (b) dynamically combining and splitting data partitions to reach almost equi-size partitions for load balancing. Multicasting is not supported by Spark, the framework we used for evaluation. Evaluating multicasting algorithms (e.g., [61]) is left for future work.

The performance of the algorithms on outer-joins was in line with the inner-joins, reported below. However, we could...
build the outer-join variants of neither Full-SkewJoin, since it depends on Microsoft SCOPES-specific deduplication, nor FGSD-Join, since it was missing in [36]. We compared the outer-join variant of the proposed IB-Join against DER [78] and DDR [24] on Small-Large outer-joins.

We conducted comprehensive experiments on reproducible synthetic realistic data, and on real proprietary data. All the experiments were executed on machines (driver and executors) with 8GB of memory, 20GB of disk space, and 1 core. Based on IncS[2] and Rel[7] among the most popular 1000 keys, those that have 100 records or more were considered hot. These values agree with the guidelines of Full-SkewJoin. The sample for FGSD-Join was 10× the number of partitions, and the number of partitions was 3× to 5× the number of executors.

The algorithms code and the code for the dataset generation and experiment running was written in Scala v2.11.12 and executed using Spark v3.x, except for the Spark v3.x experiments that were run on Spark v3.0.2. All the code was peer reviewed, and tested for correctness. The code will be available on https://github.com/uber.

8.1 Experiments on Synthetic Data

The synthetic data is a combination of random data generated using two processes. The first process generates a dataset of $10^9$ records whose keys are uniformly selected from the positive range of the 32-bit Integer space. The second process generates a dataset with 107 records whose keys are drawn from a Zipf distribution with a skew-parameter $\alpha$ and a domain of $10^5$ keys. The records of both processes have the same size, $S$.

Initially, the experiments were conducted using the Zipfian keys only. The Zipfian keys were generated using the Apache Commons math package, which uses the state-of-the-art inverse-CDF algorithm. Yet, generating skewed keys from a space of $10^9$ was pushing the limits of the math package. The uniformly-distributed keys were eventually incorporated to increase the key space.

We refer to the combined dataset using the notation $D(\alpha, S)$. For instance, $D(0.5, 10^5)$ refers to a dataset whose keys have a size of $10^9$ Bytes, and has $10^5$ records whose keys are uniformly selected from the positive Integer space, and $10^7$ records whose keys are drawn from a Zipf-0.5 distribution with a range of $10^9$.

Two sizes of records were experimented with, $S = 10^2$, and $S = 10^3$ Bytes, representing relatively small and large records. The Zipf-$\alpha$ was varied between 0.0 and 1.0, representing uniform to moderately skewed data. Higher values of $\alpha$ are common in many applications[9]. However, higher values of $\alpha$ are expected to favor algorithms that handle data skew better, namely AM-Join-(Basic) and Tree-Join-(Basic). These four algorithms split the processing of each hot key among multiple executors. Finally, the number of executors used to execute the join was varied from 100 to 1000 executors to evaluate how the algorithms utilize more resources to scale to more skewed datasets. All algorithms were allowed 2 hours to execute each join.

8.1.1 Equi-Join Scalability with Data Skew

Fig.5 shows the runtimes of the algorithms when joining two relations, each has records with a size of $10^2$ Bytes, and has $10^9$ records whose keys are uniformly selected from the

positive Integer space, and $10^7$ records whose Zipfian keys have a range of $10^5$ while varying the Zipf-$\alpha$.

For these relatively small records, the runtimes of all the algorithms were comparable until Zipf-$\alpha$ reached 0.6 with a slight edge for Hash-Join until Zipf-$\alpha$ reached 0.15. For Zipf-$\alpha$ in the range $[0.2, 0.55]$, none of the algorithms was a consistent winner. AM-Join and Tree-Join and their basic counterparts had a clearer edge for Zipf-$\alpha$ at 0.65. Only they successfully executed the joins starting at 0.7.

The experiment was repeated with records of size $10^3$ Bytes instead of $10^2$ Bytes, and the results are reported in Fig.6. For these relatively large records, the runtimes of all the algorithms were comparable until Zipf-$\alpha$ reached 0.3 with a slight edge for Hash-Join in the Zipf-$\alpha$ $[0.0, 0.15]$ range. For the Zipf-$\alpha$ $[0.2, 0.3]$ range, none of the algorithms was a consistent winner. AM-Join had the edge for Zipf-$\alpha$ above 0.35. Full-SkewJoin, Hash-Join, Spark3-Join and FGSD-Join could not finish within the deadline starting at Zipf-$\alpha$ of 0.5, 0.65, 0.65, and 0.7 respectively. Even AM-Join-Basic and Tree-Join-Basic did not scale for Zipf-$\alpha$ starting 0.9 since they could not fit all the relatively large records of the hottest key in the memory of one executor.

The runtime of all the algorithms increased as the data skew increased. Not only do some executors become more loaded than others, but also the size of the results increases. The only exception was FGSD-Join, whose runtime was very stable through the low to mid range of Zipf-$\alpha$ $[0.0, 0.6]$ and $[0.0, 0.3]$ in Fig.5 and Fig.6 respectively. The sampling phase was costly, but useless in load-balancing when the data was not skewed. In the mid Zipf-$\alpha$ range, FGSD-Join allocated more executors to the hot keys than the simpler Hash-Join, and hence was faster. For higher Zipf-$\alpha$, FGSD-Join was bottlenecked by assigning each of the hottest keys to a single executor.

AM-Join and Tree-Join scale almost linearly with the increased skewness, since they are able to distribute the load on the executors fairly evenly. Their basic counterparts still
scaled almost linearly but were slower, due to the bottleneck of building the initial index and splitting the hot keys in the first iteration. From Ineq. 3 their runtimes are expected to increase with $\ell_{\max}$, the frequency of the hottest key, which is impacted by Zipf-$\alpha$. Meanwhile, Full-SkewJoin and Hash-Join perform relatively well for weakly skewed joins until both the joined relations become mildly skewed (at a Zipf-$\alpha$ of 0.6 and 0.4 in Fig. 5 and Fig. 6, respectively). For moderately skewed data, both algorithms failed to produce the results within the deadline, albeit for different reasons. Full-SkewJoin could not load the hot keys and all their records in the memory of all the executors, while the executors of Hash-Join were bottlenecked by the join results of the hottest keys.

The Hash-Join executes faster than the adaptive algorithms (AM-Join and Full-SkewJoin) for the majority of the weakly skewed range (Zipf-$\alpha$ [0.0, 0.6] and [0.0, 0.3] ranges in Fig. 5 and Fig. 6, respectively), since the adaptive algorithms are slowed down by computing the hot keys. However, the adaptive algorithms utilizing the Broadcast-Join to join the keys that are hot in only one of the joined relations pays off for more skewed data. For larger Zipf-$\alpha$ (Zipf-$\alpha$ of 0.65 and 0.45 in Fig. 5 and Fig. 6, respectively), Full-SkewJoin executed clearly faster than Hash-Join, and AM-Join executed significantly faster than both. Since the data partitions are too big to fit in memory, and they are already of roughly equal sizes, Spark3-Join performed as a basic Sort-Merge-Join. This was comparable, but slightly slower than Hash-Join.

Broadcast-Join was never able to execute successfully, regardless of the data skew, since both datasets were too large to load into the memory of the executors. Broadcast-Join is a fast algorithm, but is not a scalable one. This is clear from comparing the runtimes of Full-SkewJoin in Fig. 5 and Fig. 6, respectively. Since Full-SkewJoin employs Broadcast-Join for the hot keys, it was able to handle more skewed data when the records were smaller (until Zipf-$\alpha = 0.65$ and 0.45 when the record sizes were $10^8$ and $10^7$, respectively).

For Tree-Join(-Basic) and AM-Join(-Basic), there were regions of relative flattening of the runtime due to the step-wise increase in the number of iterations. This is clear in the $\alpha$ [0.5, 0.7] and [0.85, 1.0] ranges in Fig. 5 and in the $\alpha$ [0.55, 0.7] and [0.8, 1.0] ranges in Fig. 6. This is because the number of iterations is a function of $\ell_{\max}$ which is impacted by Zipf-$\alpha$.

8.1.2 Exploring the Equi-Join Parameter Space

Similar results were obtained for different parameters, e.g., scaling the keys by a multiplier to influence the join selectivity, using $10^8$ Zipfian records\footnote{Using 1000 executors, each dataset took over 10 hours to generate.} using records of size $10^8$ Bytes, or allocating 4 GB of memory per executor. For non-skewed data, Hash-Join was consistently the fastest and FGSD-Join was consistently the slowest. Full-SkewJoin was fast while it can fit the data in memory, and AM-Join and Tree-Join were fast and able to scale for various $\alpha$ values. The runtime of Spark3-Join closely tracked that of Hash-Join but was slightly slower.

We also evaluated these algorithms on Small-Large joins. The Broadcast-Join performed best, and so did Spark3-Join since it also morphed into a Broadcast-Join. Full-SkewJoin performed slightly (11% to 15%) better than AM-Join, Tree-Join, FGSD-Join, and Hash-Join. As the size of the small relation increased and reached the memory limit, the Spark3-Join did not execute a Broadcast-Join, and the Broadcast-Join cannot accommodate the small relation in memory, and the results were very similar to those in §8.1.1.

8.1.3 Equi-Join Scalability with Computational Resources

Fig. 7 shows the runtimes of the equi-join algorithms while varying the number of executors for two $D(0.65, 100)$ datasets. While the Zipf-$\alpha$ of 0.65 generates mildly skewed keys, this value was chosen, since this is the largest $\alpha$ where all the algorithms except Broadcast-Join were able to compute the join results.

All the algorithms, except Broadcast-Join, were able to scale with the increased number of resources. The algorithms showed a reduction in runtime as they were allowed more resources, albeit with various degrees. While FGSD-Join was the slowest at 100 executors, its runtime showed the biggest absolute drop. As the number of executors increased, the sample used by FGSD-Join to determine the key-ranges grew, allowing FGSD-Join to better distribute the load. The improvements of Hash-Join and Spark3-Join were the fastest to saturate, and their run-times almost did not improve starting at 700 executors, since the bottleneck was joining the hottest keys. Full-SkewJoin followed, and stopped having noticeable improvement at 800 executors. AM-Join(-Basic) and Tree-Join(-Basic) were able to improve their runtime as more executors were added, since they were able to split the load of joining the hottest keys among all the executors.

There is another phenomenon that is worth highlighting. The difference in the runtime between AM-Join, Tree-Join and their basic counterparts diminished as more executors were used. The reason is the majority of the scalability come from organizing the equi-join execution in multiple stages, which is shared by all the four algorithms.

Again, the Broadcast-Join was never able to execute successfully, regardless of the number of executors used, since neither of the datasets could be fit in the memory of the executors.

8.1.4 Speedup of Same-Attribute Self-Joins

We evaluate of the speedup (calculated as the reduction ratio in runtime) gained by the optimizations in §4.4. We report the Tree-Join speedup between joining a dataset with itself as a regular equi-join, and executing a same-attribute self-join (i.e., eliminating the redundant join results). The
speedup is reported only for Tree-Join, since AM-Join reduces to Tree-Join in the case of same-attribute self-joins. The speedups for different Zipf-$\alpha$ values using various numbers of executors are reported in Fig. 8. The experiments were run on a dataset with records of size $10^5$, but records of size $10^3$ gave almost identical results.

From Fig. 8 the speedup was roughly 40% across the board regardless of the Zipf-$\alpha$, and the number of executors. There are two observations to be made. First, the speedup decreased as the Zipf-$\alpha$ increased. This can be attributed to the number of Tree-Join iterations which are not impacted by the processing and IO savings discussed in §4.3. The larger the Zipf-$\alpha$, the more skewed the data, and the larger number of Tree-Join iterations. Scheduling these iterations is a fixed overhead does not enjoy the same savings discussed in §4.3. The other observation is as the number of machines increased, the savings tended to decrease. This can be attributed to the fixed overhead of communication among the machines as their number increases.

8.1.5 Performance on Small-Large Outer-Joins

Fig. 9 shows the runtimes of IB-Join, DER [78] and DDR [24] when performing a right-outer join of two relations with records of size $10^5$ Bytes, and keys uniformly selected in the range $[1, 2 \times 10^5]$. The larger relation has $10^8$ records, while the size of the smaller relation was varied between $10^5$ and $10^8$ records. The keys in the smaller relation were all distinct keys, and each record had 8 Bytes, and keys uniformly selected. The total size of the data was 17.6 TB. Only AM-Join and Tree-Join were able to finish successfully. They both took 2.0 hours to finish. Full-SkewJoin, Hash-Join and Broadcast-Join did not finish in 48 hours.

The second experiment was a join between two relations. The first relation is the one described above. The second relation was a same-attribute self-join on records collected from trips in a specific geo-location in October, 2020. The self-joined relation had $5.1 \times 10^8$ distinct keys, and each record was of size 36 Bytes. The total size of the data was 17.6 TB. Only AM-Join and Tree-Join were able to finish successfully. They both took 2.0 hours to finish.

8.2 Experiments on Real Data

We ran two experiments on real data. The first experiment was a same-attribute self-join on records collected from trips in a specific geo-location in October, 2020. The self-joined relation had $5.1 \times 10^8$ distinct keys, and each record was of size 36 Bytes. The total size of the data was 17.6 TB. Only AM-Join and Tree-Join were able to finish successfully. They both took 2.0 hours to finish.

In reality, DER performs worse than shown in Fig. 9, since the time for assigning unique ids to the records is not shown.

9. CONCLUSION

This paper proposes Adaptive-Multistage-Join (AM-Join) a fast, efficient and scalable equi-join algorithm that is built using the basic MapReduce primitives, and is hence deployable in any distributed shared-nothing architecture. The paper started by proposing Tree-Join, a novel algorithm that organizes the equi-join execution in multiple stages. Tree-Join attains scalability by distributing the load of joining a key that is hot in both relations throughout the join execution. Such keys are the scalability bottleneck of most of the state-of-the-art distributed algorithms. AM-Join utilizes Tree-Join for load balancing, high resource utilization, and scalability. Moreover, AM-Join utilizes Broadcast-Joins that reduce the network load when joining keys that are hot in only one relation. By utilizing Tree-Join and Broadcast-Join, AM-Join achieves speed, efficiency, and scalability. AM-Join extends to all the outer-joins elegantly without record deduplication or custom table partitioning, unlike the state-of-the-art industry-scale algorithms [19]. For the fastest execution of AM-Join outer-joins, the paper proposed
Index-Broadcast-Join (IB-Join) family that improves on the state-of-the-art Small-Large outer-join algorithms [78]. All the proposed algorithms use the basic MapReduce primitives only, and hence can be adopted on any shared-nothing architecture.

This paper also proposes a novel type of joins, same-attribute self-joins, which is at the intersection of equi-joins, inner-joins, and self-joins. The paper shows how to optimize Tree-Join to save roughly half the processing and IO when executing same-attribute self-joins.

All the theoretical claims have been verified using extensive evaluation. Our evaluation highlights the improved performance and scalability of AM-Join when applied to the general equi-joins. When compared to the state-of-the-art algorithms [36], AM-Join executed comparably fast on weakly-skewed synthetic tables and can join more-skewed or orders-of-magnitude bigger tables, including our real-data tables. These advantages are even more pronounced when applying the join algorithms to same-attribute self-joins. The proposed IB-Join outer-join algorithm executed much faster than the state-of-the-art algorithms in [3].

Our future directions focus on optimizing AM-Join for the general shared-nothing architecture that supports multicasting data, for NUMA machines connected by a high-bandwidth network, and learning from the RDMA and the work-stealing enhancements of [53]. Moreover, we plan to explore using Radix join [22] that it is only bound by the memory bandwidth as the Shuffle-Join.
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