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Abstract. Building on work of Ruelle and Putnam in the Smale space case, Thomsen defined the homoclinic and heteroclinic $C^*$-algebras for an expansive dynamical system. In this paper we define a class of expansive dynamical systems, called synchronizing dynamical systems, that exhibit hyperbolic behavior almost everywhere. Synchronizing dynamical systems generalize Smale spaces (and even finitely presented systems). Yet they still have desirable dynamical properties such as having a dense set of periodic points. We study various $C^*$-algebras associated with a synchronizing dynamical system. Among other results, we show that the homoclinic algebra of a synchronizing system contains an ideal which behaves like the homoclinic algebra of a Smale space.

Introduction

The theories of $C^*$-algebras and dynamical systems are connected at a deep and fundamental level. $C^*$-algebras can be constructed from dynamical systems by associating a groupoid to the dynamical system and then forming the associated $C^*$-algebra(s). This allows for the construction of many interesting $C^*$-algebras. In addition, the $K$-theory of the associated $C^*$-algebra is an invariant of the original dynamical system and hence can be used to distinguish different dynamical systems.

One important example of this process is the use of $C^*$-algebras in the study of Smale spaces, an important class of dynamical systems. In the present paper, a dynamical system is a pair $(X, \varphi)$ where $X$ is a compact metric space and $\varphi : X \to X$ is a homeomorphism. A Smale space is a dynamical system that is hyperbolic in a uniform way; this is made precise using a map called the bracket. Ruelle [24] and Putnam [19] introduced $C^*$-algebras associated to a (mixing) Smale space and based on the efforts of many people these $C^*$-algebras are at this point well-understood at least from the perspective of Elliott’s classification program, see [21 3 4].

Based on the success in the Smale space case, it is natural to consider generalizations to larger classes of dynamical systems. There are (at least) two natural choices. Firstly, one can consider finitely presented systems [8], which are quite close to Smale spaces in terms of their dynamical properties. Secondly, one could consider expansive dynamical systems. A dynamical system, $(X, \varphi)$, is expansive if there is a constant $\varepsilon_X > 0$, such that for any $x, y \in X$,

$$d(\varphi^n(x), \varphi^n(y)) \leq \varepsilon_X$$

for all $n \in \mathbb{Z}$ implies $x = y$.

This definition is deceptively simple. On the one hand, the class of expansive dynamical systems is incredibly large and they are in particular a vast generalization...
of Smale spaces. On the other hand, expansive dynamical systems retain some form of hyperbolic structure. A precise example of this last informal statement is the existence of the adapted metric on an expansive dynamical system, see [8]. To summarize the relationship, we have that

\[(X, \varphi) \text{ is a Smale space} \implies (X, \varphi) \text{ is finitely presented} \implies (X, \varphi) \text{ is expansive}\]

In [31], Thomsen generalizes the constructions of Ruelle and Putnam to any expansive dynamical system. However at present the $C^*$-algebras associated with an expansive dynamical system are not well-understood. Based on examples it is clear that many techniques used to study Smale spaces and their $C^*$-algebras do not generalize to the collection of all expansive dynamical systems. For example Toeplitz flows are minimal shift spaces — hence they are expansive systems which, in the non-trivial case, do not contain periodic points [5]. This makes Thomsen’s construction of the heteroclinic algebras not applicable, see [31, Chapter 4].

The goal of this paper is two-fold. Firstly, we isolate a class of expansive dynamical systems that is more general than Smale spaces (and even more general than finitely presented systems), but for which many Smale space techniques can still be applied. These systems will be called synchronizing dynamical systems. Our second goal is to study the structure of Thomsen’s $C^*$-algebras for this class and contrast these results with the Smale space case.

A point in an expansive dynamical system is called synchronizing if it has a local product neighborhood, see Section 3 for the precise definition. The importance of local product structure is well established in the study of dynamical systems. However, the formulation given here (which very much builds on work of Fried [8]) seems to be new; the term synchronizing is rooted in the theory of subshifts and the precise connection is discussed in [29].

A synchronizing dynamical system (which we refer to as a synchronizing system) is an irreducible expansive dynamical system that has at least one synchronizing point. It follows from the definitions of irreducible and synchronizing point that the set of synchronizing points in a synchronizing system is open and dense. Furthermore, Smale spaces are exactly systems in which each point is synchronizing. Also, every irreducible finitely presented system is synchronizing. However, even when one restricts to the study of subshifts, there are many interesting examples of synchronizing systems that are not finitely presented. In summary, synchronizing systems are a significant generalization of Smale spaces, but the existence of a local product neighborhood for “most” of the points allows one to apply Smale space type techniques.

With the relevant class of dynamical systems now determined, our results take three general forms: purely dynamical, groupoid related, and $C^*$-algebraic. The most important dynamical result is that the set of periodic points is dense in a synchronizing system. This is also the most involved proof in the paper. This result is related to a result of Artigue, Brum, and Putrie in [2]. There are two differences between them. Firstly, the result in [2] only applies to manifolds. Secondly, the result in [2] assumes that there is a dense set of hyperbolic periodic points and proves that there is an open and dense set of points with local product structure. Our result is in the other direction and does not make any assumption about the underlying space (beyond it being a compact metric space).

The groupoid and $C^*$-algebraic results are very much intertwined. A prototypical result is that the set of synchronizing points is invariant under the local conjugacy
relation; the $C^*$-algebraic implication is that there is an ideal corresponding to the restriction of the local conjugacy relation to the synchronizing points. This ideal behaves in many ways like the homoclinic algebra of a Smale space.

As mentioned above, (irreducible) finitely presented systems are synchronizing. For such systems, our results take their most definitive form (the reader will find all relevant definitions in the main body of the paper):

**Theorem 0.1.** Suppose $(X, \varphi)$ is a mixing finitely presented system and $P \subseteq X$ a finite set of synchronizing periodic points. Then, the groupoids $G_{\text{sync}}^{lc}(X, \varphi)$, $G_{\text{lc}}^{\text{e}}(X, \varphi, P)$, and $G_{\text{lc}}^{\text{u}}(X, \varphi, P)$ are each amenable and

$$0 \longrightarrow \mathcal{I}_{\text{sync}}(X, \varphi) \longrightarrow A(X, \varphi) \longrightarrow A(X, \varphi)/\mathcal{I}_{\text{sync}}(X, \varphi) \longrightarrow 0$$

is an exact sequence of $C^*$-algebras, where

1. $\mathcal{I}_{\text{sync}}(X, \varphi)$ is Morita equivalent to $S(X, \varphi, P) \otimes U(X, \varphi, P)$ and
2. $\mathcal{I}_{\text{sync}}(X, \varphi)$, $S(X, \varphi, P)$, and $U(X, \varphi, P)$ are all simple.

In contrast, for a mixing Smale space, the homoclinic algebra is simple and is Morita equivalent to the tensor of product of the stable and unstable algebras (that is, $A(X, \varphi)$ is Morita equivalent to $S(X, \varphi, p) \otimes U(X, \varphi, p)$ in the Smale space case). Thus, it is the ideal $\mathcal{I}_{\text{sync}}(X, \varphi)$ that has similar properties to the homoclinic algebra of a Smale space. On the other hand, there are examples where $\mathcal{I}_{\text{sync}}(X, \varphi)$ is not Morita equivalent to the homoclinic algebra of a Smale space. This means that we are dealing with a strictly larger class of $C^*$-algebras. This particular result along with many more about synchronizing shift spaces can be found in [30] (also see [29]).

There are many open questions concerning synchronizing systems (and more generally expansive systems) and the associated groupoids/$C^*$-algebras. For example, an important open problem is whether the homoclinic groupoid of a general expansive system is amenable. This question is even open in the finitely presented case; although we do prove that the groupoid associated to the synchronizing points is amenable in the finitely presented case and prove that the homoclinic groupoid is amenable when there are finitely many non-synchronizing points and the system is finitely presented.

The structure of the paper is as follows. We begin with the required preliminaries. This includes a discussion of expansive dynamical systems and the subclasses of Smale spaces and finitely presented systems. The precise formulation of a local product structure is developed in Section 2. Much of this is based on work of Fried [8]. The definition of synchronizing dynamical system and a proof that periodic points are dense in such a system is given in Section 3. Various groupoids and their $C^*$-algebras are introduced and studied in Sections 4 and 5. This builds on work of a number of people, most notably Putnam, Ruelle, and Thomsen. Finally, the structure of the homoclinic algebra of a mixing finitely presented system is studied in Section 6.
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1. Preliminaries

1.1. Expansive dynamical systems. In our context, a dynamical system is a pair $(X, \phi)$ where $X$ is a compact metric space and $\phi : X \to X$ is a homeomorphism. We will typically assume that $X$ is infinite. If $x \in X$, then the orbit of $x$ is the set $\{\phi^n(x) \mid n \in \mathbb{Z}\}$.

**Definition 1.1.** A factor map between the dynamical systems $(Y, \psi)$ and $(X, \phi)$ is a surjective continuous map $\pi : Y \to X$ such that $\pi \circ \psi = \phi \circ \pi$. In this situation we say that $(X, \phi)$ is a factor of $(Y, \psi)$. If $\pi$ is in addition a homeomorphism then we say that $(X, \phi)$ and $(Y, \psi)$ are (topologically) conjugate.

**Definition 1.2.** A dynamical system $(X, \phi)$ is called expansive if there is a constant $\varepsilon_X > 0$, called the expansiveness constant of $(X, \phi)$, such that for any $x, y \in X$, $d(\phi^n(x), \phi^n(y)) \leq \varepsilon_X$ for all $n \in \mathbb{Z}$ implies $x = y$.

**Example 1.3.** If $(X, \phi)$ is a shift space, then it is expansive. In fact, every zero dimensional expansive system is topologically conjugate to a shift space, see [20, Theorem 2.2.8] and [15].

We will see many other examples of expansive dynamical systems. For an example of a non-expansive system, we have the following.

**Example 1.4.** Suppose that $(X, \phi)$ is a dynamical system with $\phi$ an isometry, meaning that

$$d(\phi(x_1), \phi(x_2)) = d(x_1, x_2)$$

for each $x_1, x_2 \in X$.

Then $(X, \phi)$ is not expansive.

**Definition 1.5.** Let $(X, \phi)$ be a dynamical system. We say that $x \in X$ is non-wandering if for every neighborhood $U$ of $x$ there exists an $n > 0$ such that $\phi^n(U) \cap U \neq \emptyset$. We let the non-wandering set be the set $\Omega(X, \phi) = \{x \in X \mid x$ is non-wandering$\}$. If every $x \in X$ is non-wandering we say that $(X, \phi)$ itself is non-wandering.

If $X$ is a compact metric space and $\phi$ is a homeomorphism then $\Omega(X, \phi)$ is in fact a non-empty closed subset of $X$ which is invariant under $\phi$, making $(\Omega(X, \phi), \phi|_{\Omega(X, \phi)})$ a non-wandering dynamical system [32].

**Definition 1.6.** Let $(X, \phi)$ be a dynamical system. A periodic point is a point $p \in X$ such that $\phi^n(p) = p$ for some $n \geq 1$. If $n = 1$ then $p$ is called a fixed point. We define the sets

$$\text{Per}_n(X, \phi) = \{p \in X \mid \phi^n(p) = p\}$$

for each $n \geq 1$. We also define the union of these,

$$\text{Per}(X, \phi) = \bigcup_{n \geq 1} \text{Per}_n(X, \phi),$$

which is the collection of all periodic points in $(X, \phi)$. 

Note that a periodic point is clearly non-wandering, so we have that \( \text{Per}(X, \varphi) \subseteq \Omega(X, \varphi) \). We will find that many expansive dynamical systems have a dense set of periodic points. An interesting fact about expansive systems is that \( \text{Per}_n(X, \varphi) \) must be finite for any \( n \). We will also use the fact that if \((X, \varphi)\) and \((Y, \psi)\) are dynamical systems and \( \pi : Y \to X \) is a factor map, then \( \pi(\text{Per}(Y, \psi)) \subseteq \text{Per}(X, \varphi) \). This follows because for \( q \in \text{Per}_n(Y, \psi) \) we have \( \varphi^n(\pi(q)) = \pi(\psi^n(q)) = \pi(q) \).

In addition to the above properties, we can also impose some global conditions on the recurrent behavior of a dynamical system.

**Definition 1.7.** A dynamical system \((X, \varphi)\) is called **irreducible** if for any ordered pair of non-empty open sets \( U, V \subseteq X \) there is an \( n > 0 \) such that \( \varphi^n(U) \cap V \neq \emptyset \).

If \( X \) is a compact metric space and \( \varphi \) is a homeomorphism, then irreducibility for a non-wandering dynamical system is equivalent to the existence of a dense orbit in \( X \), that is there is some \( x \in X \) such that \( \{\varphi^n(x) \mid n \in \mathbb{Z}\} = X \) \([2]\). Lastly, we have the following definition.

**Definition 1.8.** A dynamical system \((X, \varphi)\) is called **mixing** if for any ordered pair of non-empty open sets \( U, V \subseteq X \) there is an \( N > 0 \) such that \( \varphi^n(U) \cap V \neq \emptyset \) for all \( n \geq N \).

Note that, of the above three global recurrence properties, we have the following implications

\[(X, \varphi) \text{ is mixing} \implies (X, \varphi) \text{ is irreducible} \implies (X, \varphi) \text{ is non-wandering}\]

but the converse of each implication above is not necessarily true.

There are several equivalence relations that we will use to understand the asymptotic behavior of dynamical systems.

**Definition 1.9.** Let \((X, \varphi)\) be a dynamical system, then we have the following equivalence relations on \( X \).

(i) \( x \sim_s y \) if and only if \( \lim_{n \to \infty} d(\varphi^n(x), \varphi^n(y)) = 0 \),

(ii) \( x \sim_u y \) if and only if \( \lim_{n \to \infty} d(\varphi^n(x), \varphi^{-n}(y)) = 0 \), and

(iii) \( x \sim_h y \) if and only if \( x \sim_s y \) and \( x \sim_u y \).

If \( x \sim_s y \) we say that \( x \) and \( y \) are **stably equivalent**, likewise if \( x \sim_u y \) we say that \( x \) and \( y \) are **unstably equivalent**. If \( x \sim_h y \) we say that \( x \) and \( y \) are **homoclinic**. We denote the stable, unstable, and homoclinic equivalence classes of \( x \) as \( X^s(x) \), \( X^u(x) \), and \( X^h(x) \), respectively. If \( P \subseteq X \) is a finite set of periodic points, then we will also denote \( X^s(P) \) as the set

\[X^s(P) = \bigsqcup_{p \in P} X^s(p) \]

and likewise for \( X^u(P) \). Note that by Lemma \([1, 10]\) \( X^s(p) \) and \( X^s(q) \) are disjoint as sets if \( p \neq q \).

These relations tend to only be interesting if there is some chaotic behavior in \((X, \varphi)\). For example if \( \varphi \) is an isometry (so that \((X, \varphi)\) is not expansive) then \( x \sim_s y \) if and only if \( x = y \). We will use these relations to study the asymptotic behavior in expansive dynamical systems. Below is a simple application of expansiveness which will become useful later.
Lemma 1.10. If $(X, \varphi)$ is an expansive dynamical system and $p, q \in \text{Per}(X, \varphi)$ are periodic points such that either $p \sim_s q$ or $p \sim_u q$, then $p = q$. In particular $p \sim_h q$ implies $p = q$.

We refer the reader to [29] for a proof.

1.2. Smale spaces.

Definition 1.11. A Smale space is a metric space $(X, d)$ along with a homeomorphism $\varphi : X \to X$ with the following additional structure: there exists global constants $\epsilon_X > 0$ and $0 < \lambda < 1$ and a continuous map, called the bracket map, $[\cdot, \cdot] : \{(x, y) \in X \times X : d(x, y) \leq \epsilon_X\} \to X$ such that the following axioms hold:

- $B1 \quad [x, x] = x$;
- $B2 \quad [x, [y, z]] = [x, z]$ when both sides are defined;
- $B3 \quad [[x, y], z] = [x, z]$ when both sides are defined;
- $B4 \quad \varphi[x, y] = [\varphi(x), \varphi(y)]$ when both sides are defined;
- $C1 \quad$ For $x, y \in X$ such that $[x, y] = y$, $d(\varphi(x), \varphi(y)) \leq \lambda d(x, y)$;
- $C2 \quad$ For $x, y \in X$ such that $[x, y] = x$, $d(\varphi^{-1}(x), \varphi^{-1}(y)) \leq \lambda d(x, y)$.

We denote a Smale space simply by $(X, \varphi)$.

Examples of Smale spaces and an introduction to their basic properties can be found in [18]. In particular, every Smale space is expansive. However, there are expansive systems that are not Smale spaces. For example, a shift space is a Smale space if and only if it is a shift of finite type, see [20, Theorem 2.2.8]. For more of shift of finite type, see [14]. We discuss one explicit example for completeness.

Example 1.12. Consider the shift space $X \subseteq \{a, e, f\}^\mathbb{Z}$ given by the following graph $G$:

![Graph G](image)

That is to say that the elements are bi-infinite sequences of paths of edges from the graph $G$; the self-homeomorphism is the shift map, see [14] Section 2.3] for more details.

This is a shift space called the golden mean shift. It is conjugate to the shift of finite type $X_F \subseteq \{0, 1\}^\mathbb{Z}$ with the set of forbidden words $F = \{11\}$. To see this observe that if we construct the edge shift for $X_F$ with $N = 2$, we obtain the above graph with the labeling $a = 00$, $e = 01$, and $f = 10$ — see [14] Section 2.3] for more details.

1.3. Finitely Presented Systems. The definition of finitely presented systems is due to Fried [8]. There are several equivalent characterizations of finitely presented systems in [8], but we will use the following characterization. An expansive dynamical system $(X, \varphi)$ is called finitely presented if it is a factor of a shift of finite type. As a class of dynamical systems, finitely presented systems include Smale spaces. The shift spaces which are finitely presented systems are exactly the sofic shifts, see [8] for details.
In the next example, we discuss a particular sofic shift. Our discussion summarizes a more detailed discussion of this shift in [14], see in particular Examples 1.2.4, 1.5.6, and 2.1.5 in [14].

**Example 1.13.** One explicit example of a sofic shift is the even shift. It is a nice example to have in mind when considering the definitions and theorems of the paper. The even shift is the sofic shift space in the alphabet \( \{0, 1\} \) whose elements do not contain any of the finite words in the set \( F = \{10^{2k+1}1 \mid k \geq 0\} \). That is to say that the elements of the even shift are bi-infinite binary sequences which have an even number of consecutive zeros between any two ones. We will denote the even shift as \( X_{\text{even}} \). We can see that the even shift is not a shift finite type since there is no upper bound on the size of the words that we must forbid, that is to say the countable set \( F \) is a minimal set of forbidden words for \( X_{\text{even}} \). However, the even shift is indeed sofic since it admits the following graph presentation.

![Graph](image)

In this case, the edge shift \( X_G \) coming from the unlabeled graph above is exactly the golden mean shift discussed in Example 1.12. In other words, the even shift is a factor of the golden mean shift.

It is important to note that the factor map \( \pi : X_G \to X \) may not be injective. For example in the even shift there are two elements of \( X_G \) that get mapped to the point \( \overline{0} = \ldots 00.000 \ldots \). However in this case this is the only such point since as soon as there is a 1 in a sequence \( x \in X \), we know exactly which element in \( X_G \) must correspond to it. This follows from the fact that there is only one vertex with an arrow labeled 1 pointing to it. Hence \( \pi \) is injective on almost all points in \( X_G \) except the two points that get mapped to \( \overline{0} \).

We have the following theorem which says that all expansive homeomorphisms of orientable surfaces are finitely presented, see [10, 9, 12, 2]. We have adapted the language of this theorem.

**Theorem 1.14.** [10, 9, 12, 13, 2] Let \( \varphi : M \to M \) be an expansive homeomorphism of a compact, connected, oriented, boundaryless surface \( M \). Then

(i) \( M \) cannot be \( S^2 \),
(ii) if \( M \) is the 2-torus then \( (M, \varphi) \) is conjugate to a hyperbolic toral automorphism (i.e. it is a Smale space), and
(iii) if the genus of \( M \) is larger than 1, then \( (M, \varphi) \) is finitely presented but not a Smale space.

There are many more examples of finitely presented systems that are not Smale spaces, see [8] for details.

2. Local Product Structure

In this section we will discuss the construction of the local stable and unstable sets of an element of an expansive dynamical system. We will also discuss a result of Fried about the existence of a particular metric on expansive systems, see [8] Lemma
This metric shows the hyperbolic behavior of expansive systems similar to Axioms C1 and C2 for Smale spaces. Lastly we will show that the stable (unstable) equivalence class of an element in an expansive dynamical system can be written as a union of local stable (unstable) sets.

Let $(X, \varphi)$ be an expansive dynamical system with expansiveness constant $\varepsilon_X > 0$. In the rest of this section we follow [8].

**Definition 2.1.** For each $x \in X$ and $\varepsilon > 0$ we define the following subsets called, respectively, the local stable and local unstable sets of $x$.

\[
X^s(x, \varepsilon) = \{ y \in X \mid d(\varphi^n(x), \varphi^n(y)) \leq \varepsilon \text{ for all } n \geq 0 \}
\]

\[
X^u(x, \varepsilon) = \{ y \in X \mid d(\varphi^{-n}(x), \varphi^{-n}(y)) \leq \varepsilon \text{ for all } n \geq 0 \}
\]

Furthermore, one can easily show from this definition that

\[
\varphi^{-N}(X^s(\varphi^N(x), \varepsilon)) = \{ y \in X \mid d(\varphi^n(x), \varphi^n(y)) \leq \varepsilon \text{ for all } n \geq N \}, \text{ and }
\]

\[
\varphi^N(X^u(\varphi^{-N}(x), \varepsilon)) = \{ y \in X \mid d(\varphi^{-n}(x), \varphi^{-n}(y)) \leq \varepsilon \text{ for all } n \geq N \}
\]

for any $N \in \mathbb{Z}$.

The next lemma is a well-known application of expansiveness; the proof is omitted.

**Lemma 2.2.** For $0 < \varepsilon \leq \frac{\varepsilon_X}{2}$, the intersection $X^s(x, \varepsilon) \cap X^u(y, \varepsilon)$ consists of at most one point in $X$.

2.1. **The Bracket Map.**

**Definition 2.3.** For $0 < \varepsilon \leq \frac{\varepsilon_X}{2}$ we define the set

\[
D_\varepsilon = \{ (x, y) \in X \times X \mid X^s(x, \varepsilon) \cap X^u(y, \varepsilon) \neq \emptyset \}
\]

and a map $[-,-]: D_\varepsilon \to X$, called the bracket map, such that $[x, y] \in X^s(x, \varepsilon) \cap X^u(y, \varepsilon)$. By Lemma 2.2 this map is well-defined.

**Remark 2.4.** It is well-known that if $(X, \varphi)$ is a Smale space, then the definition of the bracket map in the previous definition agrees with the one in the definition of a Smale space.

The following lemma is due to Fried [8]. One can find a detailed proof in [29].

**Lemma 2.5.** [8] The map $[-,-]$ is continuous and $D_\varepsilon$ is closed in $X \times X$. Additionally, the set $\Delta_X = \{ (x, x) \mid x \in X \}$ is contained in $D_\varepsilon$, and $[x, x] = x$ for all $x \in X$.

2.2. **Adapted Metric.** For any expansive dynamical system there exists a metric $d$, which we will call an adapted metric [8, Lemma 2], and constants $\eta > 0$, $0 < \lambda < 1$ such that $d$ is compatible with the topology on $X$ and

\[
d(\varphi(x), \varphi(y)) \leq \lambda d(x, y) \text{ for all } y \in X^s(x, \eta), \text{ and }
\]

\[
d(\varphi^{-1}(x), \varphi^{-1}(y)) \leq \lambda d(x, y) \text{ for all } y \in X^u(x, \eta).
\]

Furthermore, this metric can additionally be chosen so that both $\varphi$ and $\varphi^{-1}$ are Lipschitz for some Lipschitz constant $K > 1$, see [8, Lemma 2]. Although this choice of metric is not necessarily unique, for the rest of the paper we will assume that if $(X, \varphi)$ is an expansive dynamical system then the metric on $X$ is always an
adapted metric as described above. Hence we will often make reference to “the” adapted metric.

Using the adapted metric, we can prove the following useful lemma.

**Lemma 2.6.** Fix $0 < \varepsilon_0 \leq \eta$ and assume there is $(x, x) \in \text{int}(D_{\varepsilon_0})$. Then for any $\varepsilon > 0$ there exists a $\delta > 0$ such that if $d(x, y) < \delta$ and $d(x, z) < \delta$, then $[y, z] \in X^s(y, \varepsilon) \cap X^u(z, \varepsilon)$.

**Proof.** Assume that $\varepsilon \leq \eta$. Since $(x, x) \in \text{int}(D_{\varepsilon_0})$, and by the continuity of $[-, -]$, there is $\delta > 0$ such that $d(x, y) < \delta$ and $d(x, z) < \delta$ imply $[y, z]$ is defined and additionally that $d(y, [y, z]) \leq \varepsilon$ and $d(z, [y, z]) \leq \varepsilon$. Since $d$ is the adapted metric and $[y, z] \in X^s(y, \varepsilon_0)$, we have

$$d(\varphi^n(y), \varphi^n([y, z])) \leq \lambda^n d(y, [y, z]) \leq \lambda^n \varepsilon \leq \varepsilon$$

for all $n \geq 0$. Similarly we have $d(\varphi^{-n}(z), \varphi^{-n}([y, z])) \leq \varepsilon$ for all $n \geq 0$. Hence $[y, z] \in X^s(y, \varepsilon) \cap X^u(z, \varepsilon)$. \hfill \qed

2.3. Global Stable/Unstable Sets. For the sake of Lemma 2.7 we introduce the following sets

$$X^s_<(x, \varepsilon) = \{ y \in X \mid d(\varphi^n(x), \varphi^n(y)) < \varepsilon \text{ for all } n \geq 0 \},$$

$$X^u_<(x, \varepsilon) = \{ y \in X \mid d(\varphi^{-n}(x), \varphi^{-n}(y)) < \varepsilon \text{ for all } n \geq 0 \}$$

**Lemma 2.7.** Let $(X, \varphi)$ be an expansive dynamical system and let $x \in X$. Then for any $\varepsilon > 0$ the stable and unstable equivalence classes satisfy

(i) $X^s(x) = \bigcup_{N \geq 0} \varphi^{-N} \left( X^s_<(x, \varepsilon) \right),$ and

(ii) $X^u(x) = \bigcup_{N \geq 0} \varphi^N \left( X^u_<(x, \varepsilon) \right),$ respectively. Hence we will often refer to the equivalence classes $X^s(x)$ and $X^u(x)$ as the global stable set and global unstable set of $x$, respectively.

**Proof.** In the stable case, this can easily be seen from definition of stable equivalence and the fact discussed above that

$$\varphi^{-N} \left( X^s_<(x, \varepsilon) \right) = \{ y \in X \mid d(\varphi^n(x), \varphi^n(y)) < \varepsilon \text{ for all } n \geq N \}$$

for all $N \geq 0$. \hfill \qed

When $p$ is a periodic point, we topologize $X^s(p)$ and $X^u(p)$ with the inductive limit topology coming from Lemma 2.7 see [31] Section 4.1. Note that with this topology $X^s(p)$ and $X^u(p)$ are both locally compact and Hausdorff.

3. Synchronizing Dynamical Systems

3.1. **Synchronizing Elements of an Expansive Dynamical System.** Suppose $(X, \varphi)$ is an expansive dynamical system. Recall from Section 2 we will be using the adapted metric and that for $0 < \varepsilon \leq \varepsilon_0$ we define the set

$$D_\varepsilon = \{(x, y) \in X \times X \mid X^s(x, \varepsilon) \cap X^u(y, \varepsilon) \neq \emptyset \}.$$ 

Additionally we defined the bracket map $[-, -] : D_\varepsilon \rightarrow X$ by $[x, y] \in X^s(x, \varepsilon) \cap X^u(y, \varepsilon)$. As was mentioned in the previous section, these definitions are due to Fried [8].
Lemma 3.1. Suppose \((X, \varphi)\) is an expansive dynamical system. There exists \(\varepsilon_0 > 0\) such that for \(0 < \varepsilon, \varepsilon' \leq \varepsilon_0\), \((x, x)\) is in the interior of \(D_x\) if and only if it is in the interior of \(D_{x'}\).

Proof. Let \(\varepsilon_0 = \min \left\{ \eta, \frac{\varepsilon x}{2} \right\} \) where \(\eta\) is as in Section 2.2. Without loss of generality assume \((x, x)\) is in the interior of \(D_x\), then by continuity we may find \(\delta > 0\) such that \(\delta \leq \varepsilon'/2\) and small enough that \(d(x, y) < \delta\) and \(d(x, z) < \delta\) implies \([y, z]\) is defined and \(d(x, [y, z]) < \varepsilon'/2\), see Lemma 2.6.

Hence
\[
d(y, [y, z]) \leq d(y, x) + d(x, [y, z]) < \varepsilon'
\]
and since \(d\) is the adapted metric and \([y, z] \in \mathcal{X}(y, \varepsilon)\), for \(n \geq 0\), we have
\[
d(\varphi^n(y), \varphi^n([y, z])) \leq \lambda^n d(y, [y, z]) < \lambda^n \varepsilon' \leq \varepsilon',
\]
meaning \([y, z] \in \mathcal{X}(y, \varepsilon')\). Similarly \([y, z] \in \mathcal{X}(z, \varepsilon')\), so we can conclude that \((y, z) \in D_{x'}\) and \((x, x)\) is in the interior of \(D_{x'}\). \(\square\)

Definition 3.2. Suppose \((X, \varphi)\) is an expansive dynamical system. A point \(x \in X\) is called synchronizing if \((x, x)\) is in the interior of \(D_x\) for some \(0 < \varepsilon \leq \varepsilon_0\), where \(\varepsilon_0\) is as in Lemma 3.1. We will denote the subset of synchronizing points \(\mathcal{X}_{\text{sync}}\).

By Lemma 3.1 this definition of synchronizing does not depend on the choice of \(\varepsilon\). We now show the crucial property of synchronizing points, which is that they are exactly the points in an expansive dynamical system having local product structure.

Proposition 3.3. Let \(\varepsilon_0\) be as in Lemma 3.1. Then an element \(x \in X\) is synchronizing if and only if for each \(0 < \varepsilon \leq \varepsilon_0\) there is a \(\delta_x > 0\) such that for \(0 < \delta \leq \delta_x\) we have

\(\begin{align*}
(i) & \quad X^u(x, \delta) \times X^s(x, \delta) \subseteq D_x, \text{ and} \\
(ii) & \quad \left[ -, - \right] \text{ restricted to } X^u(x, \delta) \times X^s(x, \delta) \text{ is a homeomorphism onto its image,} \\
& \quad \text{which is a neighborhood of } x.
\end{align*}\)

Proof. First we assume \(x \in X\) is synchronizing. Fix \(0 < \varepsilon \leq \varepsilon_0\) and \(0 < \varepsilon \leq \varepsilon_0\) we know \((x, x)\) is also on the interior of \(D_{x'}/2\), there is an \(\varepsilon'\) such that if \(d(x, y) < \varepsilon'\) and \(d(x, z) < \varepsilon'\) then \((y, z), (z, y) \in D_{x'}/2\). Let \(0 < \delta_x < \varepsilon'\) be such that \(d(x, y) \leq \delta_x\) and \(d(x, z) \leq \delta_x\) implies \(d(x, [y, z]) < \varepsilon'\). As a consequence of this, we have that \([y, z], [x, z], [x, y], [x, [y, z]], \text{ and } [y, z], x\) are all defined for \(D_{x'}/2\). In particular it is true that \(X^u(x, \delta) \times X^s(x, \delta) \subseteq D_x\) for any choice of \(0 < \delta \leq \delta_x\).

We will also need the following fact. Since \([y, z] \in \mathcal{X}(y, \varepsilon/2)\) and \([y, z], x \in \mathcal{X}^s([y, z], \varepsilon/2)\), we have
\[
d(\varphi^n([y, z], x), \varphi^n(y)) \leq d(\varphi^n([y, z], x), \varphi^n([y, z])) + d(\varphi^n([y, z], x), \varphi^n(y)) \leq \varepsilon
\]
for all \(n \geq 0\). This means \([y, z], x \in \mathcal{X}(y, \varepsilon) \cap \mathcal{X}^s(x, \varepsilon)\) and so \([y, z], x = [y, x]\) by Lemma 2.2. By similar reasoning we also have \([x, [y, z]] = [x, z]\).

Fix \(0 < \delta \leq \delta_x\). Let \(\left[ -, - \right]_x\) denote the bracket map \(\left[ -, - \right]\) restricted to \(X^u(x, \delta) \times X^s(x, \delta)\), and let \(R\) denote the image of \(\left[ -, - \right]_x\). First we remark that if \(y \in X^u(x, \delta)\) then \(y \in \mathcal{X}(y, \varepsilon) \cap \mathcal{X}^s(x, \varepsilon)\) and so \(y = [y, x]\), and similarly \(z \in X^s(x, \delta)\) implies \(z = [x, z]\). Define a function \(h_x : R \to X^u(x, \delta) \times X^s(x, \delta)\) by \(h_x(y) = ([y, x], [x, y])\). To see that \(h_x\) is well-defined on \(R\) and indeed a right inverse of \(\left[ -, - \right]_x\), we compute
\[
h_x([y, z]) = ([y, z], [x, [y, z]]) = ([y, x], [x, z]) = (y, z).
\]
Note also that the continuity of \(h_x\) follows from the continuity of \([-,-]\). Lastly we must check that \(h_x\) is also a left inverse of \([-,-]_x\) by computing

\[
([-, -] \circ h_x)(y) = \langle [y, x], [x, y] \rangle = y.
\]

The last equality follows from the fact that \(y \in X^u([y, x], \varepsilon) \cap X^s([x, y], \varepsilon)\). We conclude that \([-,-]_x : X^u(x, \delta) \times X^s(x, \delta) \to R\) is indeed a homeomorphism.

Furthermore it is clear that \(R\) is a neighborhood of \(x\) since for \(y\) close enough to \(x\) we have that \([y, x]\) and \([x, y]\) are defined and in \(X^u(x, \delta)\) and \(X^s(x, \delta)\) respectively, implying \(y\) is in \(R\).

Conversely, if for any \(0 < \varepsilon \leq \varepsilon_0\) there is a \(\delta_x\) such that \([-,-] : X^u(x, \delta) \times X^s(x, \delta) \to R\) is a homeomorphism for any \(0 < \delta \leq \delta_x\), it is clear that \(X^u(x, \delta) \times X^s(x, \delta) \subseteq D_x\) is a neighborhood of \((x, x)\) in \(D_x\), hence \(x\) is synchronizing.

We will often call the neighborhood \(R\) in the proof of Proposition \[3.3\] a product neighborhood (or rectangular neighborhood) of \(x\). Alternatively we will say that \(x\) has local product structure.

### 3.2. The Definition of Synchronizing Dynamical Systems.

**Definition 3.4.** An expansive dynamical system \((X, \varphi)\) is called **synchronizing** if it is irreducible and it has at least one synchronizing point. Let the set of synchronizing points in \(X\) be denoted \(X_{\text{sync}}\). Hence an irreducible expansive system \((X, \varphi)\) is called synchronizing if \(X_{\text{sync}} \neq \emptyset\).

**Lemma 3.5.** Let \((X, \varphi)\) be an expansive system and \(x \in X\). Then \(x\) is synchronizing if and only if \(\varphi(x)\) is synchronizing.

**Proof.** Assume \(x\) is synchronizing with \(\varepsilon, \delta_x,\) and \(R\) as in Proposition \[3.3\] and furthermore that \(\delta_x\) is also small enough that \(\varphi(X^u(z, \delta_x)) \subseteq X^u(\varphi(z), \varepsilon)\) for all \(z \in R\). Let \(y = \varphi(x)\), and let \(\delta_y > 0\) be small enough that \((z, z') \in X^u(y, \delta_y) \times X^s(y, \delta_y)\) implies \((\varphi^{-1}(z), \varphi^{-1}(z')) \in X^u(x, \delta_x) \times X^s(x, \delta_x)\). Then

\[
\varphi([\varphi^{-1}(z), \varphi^{-1}(z')]) \subseteq \varphi(X^s(\varphi^{-1}(z), \delta_x) \cap X^u(\varphi^{-1}(z'), \delta_x))
\]

meaning \([z, z'] = \varphi([\varphi^{-1}(z), \varphi^{-1}(z')])\), so \(y\) is synchronizing. Note that \(\varphi^{-1}(z') \in R\) since \([x, \varphi^{-1}(z')]= \varphi^{-1}(z')\), so the final step above is justified. That \(\varphi(x)\) is synchronizing implies \(x\) is synchronizing is proved in a similar way, we omit the details.

**Proposition 3.6.** If \((X, \varphi)\) is synchronizing then \(X_{\text{sync}}\) is a dense open set in \(X\).

**Proof.** The set of synchronizing points, \(X_{\text{sync}}\), is open by Proposition \[3.3\] and non-empty by definition. Since \(X\) is irreducible it has a point with a dense orbit, see the discussion after Definition \[1.7\]. Since \(X_{\text{sync}}\) contains this orbit by Lemma \[3.5\], \(X_{\text{sync}}\) is also dense.

### 3.3. Periodic Points in Synchronizing Systems.

Our goal in this section is to prove that the set of periodic points is dense for a synchronizing system. The proof of Theorem \[3.8\] is new, as for Smale spaces one uses the shadowing property which no longer holds in the generality of synchronizing systems, see \[26\] Theorem
We instead show that the existence of periodic points is a direct consequence of the existence of rectangular neighborhoods.

First we must prove the following lemma adapted from an argument by Sakai in [26, Theorem 1]. One can find a detailed proof in [29]. In Lemma 3.7 note that the constant $C$ only depends on the constants $\lambda$ and $K$ associated to the adapted metric.

**Lemma 3.7.** [26] Let $(X, \varphi)$ be an expansive dynamical system. Then there is a constant $C > 0$ such that for any synchronizing point $x \in X$ there exists a neighborhood $U$ of $x$ where $d(y, [y, z]) \leq Cd(y, z)$ and $d(z, [y, z]) \leq Cd(y, z)$ for all $y, z \in U$.

**Theorem 3.8.** Let $(X, \varphi)$ be an non-wandering expansive dynamical system and $x \in X$ a synchronizing point. Then for any neighborhood $U$ of $x$ there is a periodic point in $U$.

**Proof.** By Lemma 3.7 there is a constant $C$ and neighborhood $\tilde{U}$ of $x$ such that $d(y, [y, z]) \leq Cd(y, z)$ and $d(z, [y, z]) \leq Cd(y, z)$ for all $y, z \in \tilde{U}$.

Fix $0 < \tilde{C} < \frac{1}{2 + 4C}$. Let $R$ be a product neighborhood of $x$ and let $\delta > 0$ such that $B_\delta(x) \subseteq R \cap U \cap \tilde{U}$. Let $\delta' = \tilde{C}\delta$ and $V = B_\delta(x)$, noting that $\delta' < \frac{\delta}{2}$, so $V \subseteq B_\delta(x)$. Since $x$ is non-wandering, there is an $n$ such that $\varphi^n(V) \cap V \neq \emptyset$. Furthermore we assume that $n$ is such that

$$\lambda^n < \frac{1}{4C},$$

and we set $\beta = 2C\lambda^n < \frac{1}{2}$.

Hence there is a $y \in V$ such that $\varphi^n(y) \in V$. Set $z_0 = [y, \varphi^n(y)]$, which is well-defined since $y, \varphi^n(y) \in V \subseteq R$. Then from Lemma 3.7 we have

(*)

$$z_0 \in X^s(y, 2C\delta') \cap X^u(\varphi^n(y), 2C\delta').$$

Using this we get an estimate on $d(x, z_0)$,

\[
d(x, z_0) \leq d(x, y) + d(y, z_0) < \delta' + Cd(y, \varphi^n(y)) < \delta' + C \text{diam}(V) = (1 + 2C)\delta' < \frac{1 + 2C}{2 + 4C} \delta' = \frac{\delta}{2}
\]

by our choice of $\tilde{C}$. Hence $z_0 \in B_\delta(x) \subseteq \tilde{U}$. It follows from (*) and the adapted metric that

$$\varphi^n(z_0) \in X^s(\varphi^n(y), \beta\delta')$$

$$\varphi^{-n}(z_0) \in X^u(y, \beta\delta').$$

We then have

$$d(x, \varphi^n(z_0)) \leq d(x, \varphi^n(y)) + d(\varphi^n(y), \varphi^n(z_0)) < (1 + \beta)\delta'.$$
A similar computation shows we also have $d(x, \varphi^{-n}(z_0)) < (1 + \beta)\delta'$. Since $(1 + \beta)\delta' < \delta$ we may define $z_1 = [\varphi^{-n}(z_0), \varphi^n(z_0)]$. Then, because $d(\varphi^{-n}(z_0), \varphi^n(z_0)) < 2(1 + \beta)\delta'$, we can apply Lemma 3.7 again to obtain

$$z_1 \in X^s(\varphi^{-n}(z_0), 2C(1 + \beta)\delta') \cap X^u(\varphi^n(z_0), 2C(1 + \beta)\delta').$$

Lastly, we obtain the following estimate on $d(x, z_1)$,

\[
d(x, z_1) \leq d(x, \varphi^n(z_0)) + d(\varphi^n(z_0), z_1) < (1 + \beta)\delta' + 2C(1 + \beta)\delta' = (1 + \beta)(1 + 2C)\delta' < (1 + \beta)\frac{\delta}{2},
\]

using $\beta < \frac{1}{2}$ and $(1 + 2C)\delta' < \frac{\delta}{2}$.

Our goal with this proof is to define a sequence $\{z_m\}_{m \geq 0}$ from which we will obtain a subsequence converging to a periodic point in $U$. This sequence will be defined recursively by

$$z_{m+1} = [\varphi^{-n}(z_m), \varphi^n(z_m)].$$

for all $m \geq 0$, with $z_0$ and $z_1$ already constructed above. The proof will proceed by induction as follows, with the base case already having been shown.

Fix $m \geq 1$. Suppose

(A) $z_m \in X^s(\varphi^{-n}(z_{m-1}), 2C(\beta^{m-1} + \beta^m)\delta') \cap X^u(\varphi^n(z_{m-1}), 2C(\beta^{m-1} + \beta^m)\delta')$

and

(B) $d(x, z_i) < \left(\sum_{k=1}^{i+1} \frac{1}{2^k}\right) \delta$

for all $0 \leq i \leq m$. In particular, $z_m = [\varphi^{-n}(z_{m-1}), \varphi^n(z_{m-1})]$ is well-defined. We will show that both (A) and (B) hold for $m+1$.

From (A) and the adapted metric we have

$$\varphi^n(z_m) \in X^s(z_{m-1}, (\beta^m + \beta^{m+1})\delta'),$$

\[\varphi^{-n}(z_m) \in X^u(z_{m-1}, (\beta^m + \beta^{m+1})\delta').\]

It then follows that

\[
d(x, \varphi^n(z_m)) \leq d(x, z_{m-1}) + d(z_{m-1}, \varphi^n(z_m)) < d(x, z_{m-1}) + (\beta^m + \beta^{m+1})\delta' < d(x, z_{m-1}) + \left(\frac{1}{2^m} + \frac{1}{2^{m+1}}\right) \frac{\delta}{2} \leq \left(\sum_{k=1}^{m+2} \frac{1}{2^k}\right) \delta < \delta.
\]
Above we are using the facts that \( \beta < \frac{1}{2} \) and \( \delta' < \frac{\delta}{2} \). Similarly one can show \( d(x, \phi^{-n}(z)) < \delta \). Hence \( z_{m+1} = [\phi^{-n}(z_m), \phi^n(z_m)] \) is defined. Since
\[
d(\phi^{-n}(z_m), \phi^n(z_m)) \leq d(\phi^{-n}(z_m), z_{m-1}) + d(z_{m-1}, \phi^n(z_m)) \leq 2(\beta^m + \beta^{m+1})\delta',
\]
we obtain from Lemma 3.7 that
\[
z_{m+1} \in X^n(\phi^{-n}(z_m), 2C(\beta^m + \beta^{m+1})\delta') \cap X^n(\phi^n(z_m), 2C(\beta^m + \beta^{m+1})\delta').
\]
This shows \( \text{(A)} \) is true for \( m + 1 \). Furthermore,
\[
d(x, z_{m+1}) \leq d(x, z_{m-1}) + d(z_{m-1}, \phi^n(z_m)) + d(\phi^n(z_m), z_{m+1})
\]
\[
< d(x, z_{m+1}) + (\beta^m + \beta^{m+1})\delta' + 2C(\beta^{m-1} + \beta^m)\delta'
\]
\[
= d(x, z_{m+1}) + (\beta^m + \beta^{m+1})(1 + 2C)\delta'
\]
\[
< d(x, z_{m+1}) + \left( \frac{1}{2^m} + \frac{1}{2^{m+1}} \right) \delta
\]
\[
< \left( \sum_{k=1}^{m+2} \frac{1}{2^k} \right) \delta.
\]
Hence \( \text{(B)} \) is true for \( m + 1 \), and this completes the induction proof.

The sequence \( \{ z_m \}_{m \geq 0} \) is defined for all \( m \) and also contained in \( B_\delta(x) \). By compactness, there is a convergent subsequence \( \{ z_{m_k} \}_{k \geq 0} \) converging to some element \( p \). Furthermore since \( \overline{B}_\delta(x) \subseteq U \) we have \( p \in U \). Since \( 0 < \beta < \frac{1}{2} \),
\[
d(\phi^{-n}(p), \phi^n(p)) = \lim_{k \to \infty} d(\phi^{-n}(z_{m_k}), \phi^n(z_{m_k})) \leq \lim_{k \to \infty} 2(\beta^{m_k} + \beta^{m_k+1})\delta' = 0.
\]
This shows that \( p \) is a periodic point with period \( 2n \). \( \square \)

**Corollary 3.9.** If \( (X, \phi) \) is synchronizing then \( \text{Per}(X, \phi) \) is dense in \( X \).

**Proof.** This follows from Theorem 3.8 and Proposition 3.6. \( \square \)

We can now remark that there are expansive dynamical systems which are not synchronizing. For example, Toeplitz flows are minimal, expansive subshifts. Hence a Toeplitz flows (with infinitely many points) being minimal cannot have any periodic points and so it cannot be synchronizing, see \( \S \) for more on Toeplitz flows.

### 3.4. Covers of Expansive Systems by Rectangles

Here we show that finitely presented systems are in fact synchronizing. In fact we will show something more general.

Fried defines a property for expansive systems, equivalent to being finitely presented, called finitely rectangled \( \S \). This is defined as follows: fix \( \varepsilon > 0 \), then \( R \subseteq X \) is called a **rectangle** if \( R \times R \subseteq D_\varepsilon \). We can assume that a rectangle is closed since \( D_\varepsilon \) is closed. Then, as in the proof of Proposition 3.3, if \( x \in R \) one can show that \( R \) is homeomorphic to \( (X^u(x, \varepsilon) \cap R) \times (X^s(x, \varepsilon) \cap R) \) via the map \( h_x(y) = ([y, x], [x, y]) \). Then an expansive system is called **finitely rectangled** if \( X \) is a finite union of rectangles.

**Proposition 3.10.** Suppose \( (X, \phi) \) is an irreducible expansive dynamical system that is the union of countably many rectangles. Then \( (X, \phi) \) is synchronizing.
Proof. Let $\mathcal{R}$ be a countable collection of closed rectangles whose union is $X$. By the Baire Category Theorem, there exists $R \in \mathcal{R}$ with non-empty interior. Let $x \in \text{int}(R)$, then since $R \times R \subseteq D_x$ we must have $(x,x) \in \text{int}(D_x)$. Hence $x$ is synchronizing and so $(X,\varphi)$ is synchronizing.

It is natural to ask if there is a converse to the previous theorem; this is an open problem.

**Corollary 3.11.** If $(X,\varphi)$ is an irreducible finitely presented system then it is synchronizing.

**Proof.** If $(X,\varphi)$ is finitely presented then it is finitely rectangled. The result now follows from Proposition 3.10. □

3.5. **Examples.** There are many synchronizing systems that are not finitely presented. In particular, there are many shifts space that are synchronizing, but not sofic. A number of these are considered in detail in [29]. An explicit example of a synchronizing shift that is not sofic is the context-free shift, see [14, Example 3.1.7]. We discuss a few more examples below.

**Example 3.12.** Let $X \subseteq \{a,b,c\}^\mathbb{Z}$ be the closure of the set of bi-infinite paths on the following graph.

![Graph diagram]

This is a mixing synchronizing shift. To see it is synchronizing, observe that that a word $w \in \mathcal{L}(X)$ is a synchronizing word [30] if and only if $a \sqsubseteq w$. Note however $X$ is not sofic since the words $\{ab^n \mid n \geq 0\}$ each have distinct follower sets, see [14, Theorem 3.2.10]. Hence $X$ is not finitely presented.

**Proposition 3.13.** Suppose that $(X_1,\varphi_1)$ is not finitely generated, but is synchronizing and $(X_2,\varphi_2)$ is synchronizing and mixing. Then $(X_1 \times X_2,\varphi_1 \times \varphi_2)$ is not finitely generated, but is synchronizing.

**Proof.** We must check that

1. $(X_1 \times X_2,\varphi_1 \times \varphi_2)$ is expansive and irreducible;
2. $(X_1 \times X_2,\varphi_1 \times \varphi_2)$ has a synchronizing point;
3. $(X_1 \times X_2,\varphi_1 \times \varphi_2)$ is not finitely generated.

The first item is standard so we omit the details. For the second, it is not difficult to see that if $x_1$ is synchronizing for $(X_1,\varphi_1)$ and $x_2$ is synchronizing for $(X_2,\varphi_2)$, then $(x_1,x_2)$ is synchronizing for $(X_1 \times X_2,\varphi_1 \times \varphi_2)$.

For the third item, suppose that $(X_1 \times X_2,\varphi_1 \times \varphi_2)$ is finitely generated. Then, by [8, Theorem 2], there is a shift of finite type $(\Sigma,\sigma)$ and a factor map $\pi : (\Sigma,\sigma) \to (X_1 \times X_2,\varphi_1 \times \varphi_2)$. Let $\pi_1 : X_1 \times X_2 \to X_1$ be the projection map. It is a factor map and the composition $\pi_1 \circ \pi$ is a factor map from a shift of finite type to $(X_1,\varphi_1)$. Using [8, Theorem 2], this contradicts the assumption that $(X_1,\varphi_1)$ is not finitely presented. □
Example 3.14. Let \((\Sigma, \sigma)\) be a synchronizing shift that is not sofic (e.g., the context-free shift or the shift discussed in Example 3.12) and \((\mathbb{R}^n/\mathbb{Z}^n, \varphi_2)\) be a mixing hyperbolic toral automorphism on the \(n\)-dimensional torus. Then, by Proposition 3.13, \((\Sigma \times \mathbb{R}^n/\mathbb{Z}^n, \sigma \times \varphi_2)\) is not finitely presented, but is synchronizing. Moreover, the underlying space of this dynamical system has dimension \(n\).

The previous example shows that there are higher dimensional systems that are synchronizing, but not finitely presented. There are in fact many of these systems. One way to construct them is through skew product solenoids. This class of examples will be studied in detail in future work. For now, we include one explicit example.

Example 3.15. Let \((\Sigma, \sigma)\) be the shift space from Example 3.12 and \((\Sigma^+, \sigma^+)\) be the associated one-sided shift space. Also let \(K\) be the Klein bottle, \(h_1 : K \to K\) be the nine fold self covering map given in Figure 1, and \(h_2 : K \to K\) be the six fold self covering map defined in a similar way.

\[
\begin{align*}
\begin{array}{c}
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\bullet & & & & & & & & \\
\bullet & & & & & & & & \\
\bullet & & & & & & & & \\
\bullet & & & & & & & & \\
\bullet & & & & & & & & \\
\end{array}
\end{align*}
\]

Figure 1. A nine fold self-cover of the Klein bottle

Given \((d_n)_{n \in \mathbb{N}} = d \in \Sigma^+\), we let

\[
g_d = \left\{ \begin{array}{ll}
h_1 & d_0 = a \\
h_2 & d_0 \neq a
\end{array} \right.
\]

Based on these inputs, we define

\[
X = \{(d_0, y_0), (d_1, y_1), (d_2, y_2), \ldots \} \in \prod \Sigma^+ \times K \mid (\sigma^+(d_{i+1}), g_d(d_{i+1}(y_{i+1}))) = (d_i, y_i)\}
\]

and

\[
\varphi((d_0, y_0), (d_1, y_1), (d_2, y_2), \ldots) = ((\sigma^+(d_0), g_d(y_0)), (d_0, y_0), (d_1, y_1), \ldots).
\]

One can show that the dynamical system \((X, \varphi)\) is synchronizing, but not finitely presented. We will not discuss the details of the proof as this example fits within a general framework that will be studied in future work.

4. Groupoids

We introduce several equivalence relations which capture notions of asymptotic equivalence of elements in an expansive dynamical system \((X, \varphi)\). The definition of local conjugacy is due to Thomsen \([31]\), including the stable and unstable versions — although we reformulate Thomsen’s original definition. We will show that in the case of a synchronizing system much more can be said about these equivalence relations.
4.1. The Local Conjugacy Relation. Let \((X, \varphi)\) be an expansive dynamical system with \(X\) a compact metric space and \(\varphi : X \to X\) a homeomorphism.

**Definition 4.1.** We say that two points \(x, y \in X\) are **locally conjugate**, denoted \(x \sim_{lc} y\), if there exist two open neighborhoods \(U \) and \(V\) of \(x\) and \(y\) respectively, and a homeomorphism \(\gamma : U \to V\) such that \(\gamma(x) = y\) and

\[
\lim_{n \to \pm \infty} \sup_{z \in U} d(\varphi^n(z), \varphi^n(\gamma(z))) = 0.
\]

We will denote the equivalence class of \(x\) under the local conjugacy relation as \(X_{lc}(x)\), and we will also call the triple \((U, V, \gamma)\) a **local conjugacy** from \(x\) to \(y\).

One can show that local conjugacy is an equivalence relation. A crucial fact about local conjugacy is that, given two points that are locally conjugate, then a local conjugacy between the two points is essentially unique. This is stated precisely in the following result of Thomsen [31, Lemma 1.4].

**Lemma 4.2.** Let \((U, V, \gamma)\) and \((U', V', \gamma')\) be two local conjugacies from \(x\) to \(y\). Then there exists a local conjugacy \((U_0, V_0, \gamma_0)\) from \(x\) to \(y\) such that \(x \in U_0 \subseteq U \cap U'\) and \(\gamma|U_0 = \gamma'|U_0 = \gamma_0\).

It is clear that \(x \sim_{lc} y\) implies \(x \sim_h y\) in any dynamical system. The converse is not always true, see [31, Remark 1.13] (or [29, Example 4.4.1]) where the situation for the even shift is discussed.

The situation is different for Smale spaces. In fact for Smale spaces it is the case that two points are locally conjugate if and only if they are homoclinic. In the following lemma we construct an explicit local conjugacy between homoclinic points using a construction involving the bracket map from Ruelle [24]. This result is well-known, but its proof provides a nice example of the construction of a local conjugacy, so we have included it.

**Lemma 4.3.** [24] If \((X, \varphi)\) is a Smale space and \(x \sim_h y\), then \(x \sim_{lc} y\).

**Proof.** We give a sketch of the proof given in [19]. Fix \(N \geq 0\) so that \(d(\varphi^n(x), \varphi^n(y)) < \varepsilon_X\) for all \(|n| \geq N\), which we know we can do because \(x\) and \(y\) are homoclinic points. Next choose \(\varepsilon > 0\) small enough that \((\lambda_X)^{-N}\varepsilon < \varepsilon_X\), which would mean that

\[
\varphi^n(X^s(x, \varepsilon)) \subseteq X^s(\varphi^n(x), \varepsilon_X)
\]

\[
\varphi^n(X^u(x, \varepsilon)) \subseteq X^u(\varphi^n(x), \varepsilon_X)
\]

for all \(n \in \{-N, \ldots, N\}\). Finally let \(\delta > 0\) be small enough that \(d(x, z) < \delta\) implies \([x, z] \in X^s(x, \varepsilon)\) and \([z, x] \in X^u(x, \varepsilon)\). We can now define a map \(\gamma\) for \(z \in B_\delta(x)\) where \(\gamma(z)\) is defined as

\[
\gamma(z) = [\varphi^{-N}[\varphi^N[z, x], \varphi^N(y)], \varphi^N[\varphi^{-N}(y), \varphi^{-N}[x, z]]).
\]

Note that by our specification \(\delta\) and \(\varepsilon\) this map is well-defined, and furthermore it is a homeomorphism onto its image. The triple \((B_\delta(x), \gamma(B_\delta(x)), \gamma)\) is a local conjugacy from \(x\) to \(y\). \(\square\)

It is worth commenting that the definition of local conjugacy is essentially informed by this construction of Ruelle [24], and the fact that the local conjugacy and homoclinic relations agree for Smale spaces is what makes local conjugacy a suitable relation for generalizing Ruelle’s and Putnam’s \(C^*-\)algebraic constructions for Smale spaces to the class of all expansive dynamical systems.

Next we show that local conjugacy is invariant under \(\varphi\) for any expansive system.
Lemma 4.4. Let \((X, \varphi)\) be an expansive system and \(x, y \in X\). Then \(x \sim_{lc} y\) if and only if \(\varphi(x) \sim_{lc} \varphi(y)\).

Proof. Let \((U, V, \gamma)\) be a local conjugacy from \(x\) to \(y\), then we will show that \((\varphi(U), \varphi(V), \varphi \circ \gamma \circ \varphi^{-1})\) is a local conjugacy from \(\varphi(x)\) to \(\varphi(y)\). We compute
\[
\begin{align*}
\lim_{n \to \pm \infty} \sup_{z' \in \varphi(U)} d(\varphi^n(z'), \varphi^n(\varphi \circ \gamma \circ \varphi^{-1}(z'))) &= \lim_{n \to \pm \infty} \sup_{z' \in \varphi(U)} d(\varphi^{n+1}(z), \varphi^{n+1}(\gamma(z))) \\
&= 0.
\end{align*}
\]
A similar computation shows that \(x \sim_{lc} y\) if \(\varphi(x) \sim_{lc} \varphi(y)\). \(\square\)

Next, we will need the useful fact that a local conjugacy preserves the local stable and unstable directions of points in a uniform sense. Recall we are always assuming the metric on an expansive system is the adapted metric.

Lemma 4.5. Let \((X, \varphi)\) be an expansive dynamical system. If \((U, V, \gamma)\) is a local conjugacy and \(W \subseteq U\) is compact, then for all \(\varepsilon > 0\) there is a \(\delta > 0\) such that
\[
\begin{align*}
\gamma(X^s(z, \delta)) &\subseteq X^s(\gamma(z), \varepsilon) \\
\gamma(X^u(z, \delta)) &\subseteq X^u(\gamma(z), \varepsilon)
\end{align*}
\]
for all \(z \in W\).

Proof. Since \((U, V, \gamma)\) is a local conjugacy, we can find \(0 < \delta_1 \leq \frac{\varepsilon}{3}\) such that for all \(z \in W\) we have \(X^s(z, \delta_1) \subseteq U\) and \(X^u(z, \delta_1) \subseteq U\), and if \(z' \in X^s(z, \delta_1)\) then there exists \(N\) such that
\[
d(\varphi^n(\gamma(z)), \varphi^n(\gamma(z'))) \leq d(\varphi^n(\gamma(z)), \varphi^n(z)) + d(\varphi^n(z), \varphi^n(z')) + d(\varphi^n(z'), \varphi^n(\gamma(z'))) \leq \varepsilon
\]
for all \(n > N\). In other words there exists \(\delta_1\) such that \(\gamma(z') \in \varphi^{-N}(X^s(\varphi^N(\gamma(z)), \varepsilon))\) for all \(z' \in X^s(z, \delta_1)\). Additionally, by the uniform continuity of \(\varphi\) and \(\gamma\) restricted to \(W\), we may find \(\delta_2 > 0\) such that for all \(z, z' \in W\) we have \(d(z, z') < \delta_2\) implies \(d(\varphi^n(\gamma(z)), \varphi^n(\gamma(z'))) < \varepsilon\) for all \(0 \leq n < N\).

Letting \(\delta = \min\{\delta_1, \delta_2\}\), for all \(z \in W\) we then have that \(z' \in X^s(z, \delta)\) implies \(\gamma(z') \in X^s(\gamma(z), \varepsilon)\), or in other words there is a \(\delta > 0\) such that for every \(z \in W\)
\[
\gamma(X^s(z, \delta)) \subseteq X^s(\gamma(z), \varepsilon).
\]
The proof for the local unstable set of \(z \in W\) follows similarly. \(\square\)

We now prove the important fact that the property of being synchronizing is invariant under the local conjugacy relation. In particular this will show that if \(x\) is synchronizing then then entire equivalence class of \(x\) under local conjugacy is also synchronizing. Hence the synchronizing points determine a sub-equivalence relation. Note that the following is not true for the homoclinic relation, that is if \(x\) is synchronizing and \(x \sim_{hc} y\) then it does not follow that \(y\) is synchronizing. An example can be constructed for the even shift, the details are similar to [31, Remark 1.13].

Proposition 4.6. Let \((X, \varphi)\) be an expansive system and \(x, y \in X\). If \(x\) is synchronizing and \(x \sim_{lc} y\), then \(y\) is synchronizing.
Proof. Let \((U, V, \gamma)\) be a local conjugacy from \(x\) to \(y\). Since \(x\) is synchronizing we know that there exists \(\delta_x > 0\) such that \(X^u(x, \delta_x) \times X^s(x, \delta_x) \subseteq D_x\) and \([-,-]\) is a homeomorphism from this set onto its image \(R\) — which we can assume is contained in \(U\). Since \(R\) is a compact subset of \(U\), there is a \(\delta > 0\) such that Lemma 4.3 holds for \(z \in R\). Let \(\delta'_z = \min\{\delta_x, \delta\}\), so we have that, with \(R' \subseteq R\) being the homeomorphic image of \(X^u(x, \delta'_x) \times X^s(x, \delta'_x)\) under \([-,-]\),
\[
\begin{align*}
\gamma (X^u(z, \delta'_x)) & \subseteq X^u(\gamma(z), \varepsilon) \\
\gamma (X^u(z, \delta'_x)) & \subseteq X^u(\gamma(z), \varepsilon)
\end{align*}
\]
for all \(z \in R'\).

Next we will show that \(y\) is indeed synchronizing in the sense that we can define \([z, z']\) for \(z, z'\) close enough to \(y\). Let \(\delta_y > 0\) be such that \(X^u(y, \delta_y) \times X^s(y, \delta_y) \subseteq V \times V\) and if \((z, z') \in X^u(y, \delta_y) \times X^s(y, \delta_y)\) then \((\gamma^{-1}(z), \gamma^{-1}(z')) \in X^u(x, \delta'_x) \times X^s(x, \delta'_x)\). Hence \([\gamma^{-1}(z), \gamma^{-1}(z')]\) is well-defined. Since \([\gamma^{-1}(z), \gamma^{-1}(z')]\) \(\in R' \subseteq U\), we can define \(\gamma ([\gamma^{-1}(z), \gamma^{-1}(z')]) \in V\). We will show that \([z, z']\) is defined and that
\[
[z, z'] = \gamma ([\gamma^{-1}(z), \gamma^{-1}(z')])
\]
From above we have that
\[
\begin{align*}
\gamma ([\gamma^{-1}(z), \gamma^{-1}(z')]) & \subseteq \gamma (X^u(\gamma^{-1}(z), \delta'_x) \cap X^u(\gamma^{-1}(z'), \delta'_x)) \\
\gamma ([\gamma^{-1}(z), \gamma^{-1}(z')]) & \subseteq X^u(\gamma^{-1}(z), \varepsilon) \cap X^u(\gamma^{-1}(z'), \varepsilon)
\end{align*}
\]
meaning \([z, z']\) is defined as just mentioned. Note that \(\gamma^{-1}(z)\) and \(\gamma^{-1}(z')\) are both in \(R'\), so the last step is justified. Hence \(X^u(y, \delta_y) \times X^s(y, \delta_y) \subseteq D_x\) and this shows \(y\) is synchronizing. \(\square\)

4.2. The Stable/Unstable Local Conjugacy Relations. We also have the notions of local conjugacy which only hold in the limit in one direction. We remark that, similar to local conjugacy, these respectively imply stable and unstable equivalence. However, the converse is not true; again, an example can be constructed for the even shift and the details are similar to [31 Remark 1.13].

**Definition 4.7.** Let \((X, \varphi)\) be an expansive dynamical system with \(x, y \in X\). Suppose \(\delta, \delta' > 0\) and \(\gamma : X^u(x, \delta) \to X^u(y, \delta')\) is a homeomorphism onto its image such that \(\gamma(x) = y\) and
\[
\lim_{n \to \infty} \sup_{z \in U} d(\varphi^n(z), \varphi^n(\gamma(z))) = 0.
\]
Then \(\gamma\) is a called a **stable local conjugacy** and we say that \(x \sim_{\text{lc}x} y\). We will denote the stable local conjugacy equivalence class of \(x\) as \(X^{\text{lc}x}(x)\).

**Definition 4.8.** Let \((X, \varphi)\) be an expansive dynamical system with \(x, y \in X\). Suppose \(\delta, \delta' > 0\) and \(\gamma : X^s(x, \delta) \to X^s(y, \delta')\) is a homeomorphism onto its image such that \(\gamma(x) = y\) and
\[
\lim_{n \to \infty} \sup_{z \in U} d(\varphi^{-n}(z), \varphi^{-n}(\gamma(z))) = 0.
\]
Then \(\gamma\) is a called an **unstable local conjugacy** and we say that \(x \sim_{\text{lc}u} y\). We will denote the unstable local conjugacy equivalence class of \(x\) as \(X^{\text{lc}u}(x)\).
Note that these are indeed equivalence relations in the same way that local conjugacy is an equivalence relation. Also note that if \( x \sim \gamma \) via a local conjugacy \( \gamma \), we get both a stable and unstable local conjugacy from \( x \) to \( y \) by making the restrictions \( \gamma|_{X^u(x,\delta)} \) and \( \gamma|_{X^s(x,\delta)} \) respectively. In short, \( x \sim \gamma \) implies \( x \sim_{lc} y \) and \( x \sim_{lcu} y \). Lastly note that both stable and unstable local conjugacy is unique in the same sense as Lemma 4.2; see [31] Lemma 1.4.

We have the following lemma, the proof of which is the same as the proof of Lemma 4.3:

**Lemma 4.9.** Let \( (X, \phi) \) be an expansive system and \( x, y \in X \). Then

(i) \( x \sim_{lc} y \) if and only if \( \phi(x) \sim_{lc} \phi(y) \), and

(ii) \( x \sim_{lcu} y \) if and only if \( \phi(x) \sim_{lcu} \phi(y) \).

The following proposition gives conditions under which \( x \sim_{lcu} y \) and \( x \sim_{lc} y \) implies \( x \sim \gamma \), namely that \( x \) and \( y \) must both be synchronizing. This is a generalization of the fact that \( x \sim_{ua} y \) and \( x \sim_{u} y \) implies \( x \sim_{h} y \) in a Smale space, and is more evidence that synchronizing points are points that behave like points in a Smale space.

**Proposition 4.10.** Let \( (X, \phi) \) be a synchronizing system with \( x, y \in X_{sync} \). If \( x \sim_{lcu} y \) and \( x \sim_{lc} y \), then \( x \sim \gamma \).

**Proof.** Assume that \( \varepsilon_0 \) is fixed as in Lemma 3.1. Let \( \lambda \) be the constant associated to the adapted metric, see Section 2.2. Since \( x \) and \( y \) are both synchronizing, we have the rectangular neighborhoods

\[
R_x = X^u(x, \delta) \times X^s(x, \delta), \quad \text{and} \\
R_y = X^u(y, \delta) \times X^s(y, \delta)
\]

by Proposition 3.3. Since \( x \sim_{lcu} y \) and \( x \sim_{lc} y \) we have stable and unstable local conjugacies which we can assume are of the form

\[
\gamma^u : X^u(x, \delta) \to X^u(y, \delta) \quad \text{and} \\
\gamma^s : X^s(x, \delta) \to X^s(y, \delta)
\]

for some \( 0 < \delta \leq \delta_x \) small enough that \( \gamma^u \) and \( \gamma^s \) are both homeomorphisms onto their respective images. Let \( U \) denote the image of \( X^u(x, \delta) \times X^s(x, \delta) \) under \( [\cdot, \cdot] \), noting that \( h_x \) (as defined in the proof of Proposition 3.3) restricted to \( U \) is a homeomorphism since \( \delta \leq \delta_x \). We define \( \gamma \) as

\[
\gamma(z) = \left[ \gamma^u([z, x]), \gamma^s([x, z]) \right]
\]

for \( z \in U \), which is a homeomorphism since it is the composition of homeomorphisms \( \gamma^u \times \gamma^s \circ (h_x)|_U \). Let \( V \) be the image of this map in \( R_y \), then \( \gamma : U \to V \) is the homeomorphism that we wish to show is a local conjugacy from \( x \) to \( y \).

We will only show the limit in the stable direction as the argument for the unstable direction is very similar. Fix \( \varepsilon > 0 \), then observe that

\[
\lim_{n \to \infty} \sup_{z \in U} d(\phi^n(z), \phi^n(\gamma(z))) = \lim_{n \to \infty} \sup_{z \in U} d(\phi^n(z), \phi^n([\gamma^u([z, x]), \gamma^s([x, z])]))
\]

\[
= \lim_{n \to \infty} \sup_{(z_1, z_2) \in X^u(x, \delta) \times X^s(x, \delta)} d(\phi^n([z_1, z_2]), \phi^n([\gamma^u(z_1), \gamma^s(z_2)]))
\]

Since \( \gamma^u \) is a stable local conjugacy, we can find \( N \) large enough that \( d(\phi^n(z_1), \phi^n(\gamma^u(z_1))) < \frac{\varepsilon}{3} \) for all \( n \geq N \) and \( z_1 \in X^u(x, \delta) \). Since we are assuming \( d \) is the adapted metric,
we will also increase $N$ if necessary to ensure that $\lambda^n \operatorname{diam}(X) < \frac{\varepsilon}{3}$ for all $n \geq N$. Then

$$d(\varphi^n([z_1, z_2]), \varphi^n([\gamma^u(z_1), \gamma^s(z_2)])) \leq d(\varphi^n([z_1, z_2]), \varphi^n(z_1)) + d(\varphi^n(z_1), \varphi^n(\gamma^u(z_1))) + d(\varphi^n(\gamma^u(z_1)), \varphi^n([\gamma^u(z_1), \gamma^s(z_2)]))$$

$$\leq \lambda^n d([z_1, z_2], z_1) + d(\varphi^n(z_1), \varphi^n(\gamma^u(z_1))) + \lambda^n d(\gamma^u(z_1), [\gamma^u(z_1), \gamma^s(z_2)])$$

$$\leq d(\varphi^n(z_1), \varphi^n(\gamma^u(z_1))) + 2\lambda^n \operatorname{diam}(X) < \varepsilon$$

for all $n \geq N$. Hence

$$\lim_{n \to \infty} \sup_{z \in U} d(\varphi^n(z), \varphi^n(\gamma(z))) = 0.$$ 

The proof that the limit in the unstable direction vanishes is similar, and thus $\gamma : U \to V$ is a local conjugacy from $x$ to $y$, that is, $x \sim_{lc} y$. \hfill \Box

**Lemma 4.11.** Let $(X, \varphi)$ be a synchronizing system with $x \in X$ synchronizing. Then if $R$ is a product neighborhood of $x$ and $y \in \operatorname{int}(R)$, we have

(i) $y \sim_{lcu} [x, y] \sim_{lcu} x$, and
(ii) $y \sim_{lcu} [y, x] \sim_{lcu} x$.

**Proof.** We show the proof of (i) and the proof of (ii) is similar. Assume $R \cong X^u(x, \delta_x) \times X^s(x, \delta_x)$. Assume $\delta > 0$ is small enough that $X^u(y, \delta) \subseteq R$. Then we define $\gamma : X^u(y, \delta) \to X^s(x, \delta_x)$ by

$$\gamma(z) = [x, z]$$

for $z \in X^u(y, \delta)$. Note that this is a homeomorphism onto its image and that $\gamma(y) = [x, y]$. Next we compute

$$\lim_{n \to \infty} \sup_{z \in X^u(y, \delta)} d(\varphi^{-n}(z), \varphi^{-n}(\gamma(z))) = \lim_{n \to \infty} \sup_{z \in X^u(y, \delta)} d(\varphi^{-n}(z), \varphi^{-n}([x, z]))$$

$$\leq \lim_{n \to \infty} \sup_{z \in X^u(y, \delta)} \lambda^n d(z, [x, z])$$

$$\leq \lim_{n \to \infty} \lambda^n \operatorname{diam}(R)$$

$$= 0.$$ 

Hence $\gamma$ is an unstable local conjugacy, so $y \sim_{lcu} [x, y]$. A very similar argument shows that $\gamma'(z) = [z, x]$ for $z \in X^u([x, y], \delta')$, and for $\delta' > 0$ small enough, is a stable local conjugacy from $[x, y]$ to $x$. \hfill \Box

### 4.3. Local Conjugacy and Synchronizing Periodic Points

We will be interested in local conjugacy with respect to periodic points that are also synchronizing. By Proposition 3.6 we know that there are a lot of these. In fact, since $\operatorname{Per}(X, \varphi)$ is dense in $X$ and $X_{\text{sync}}$ is an open dense subset of $X$, we can conclude that synchronizing periodic points are also dense in $X$. The synchronizing periodic points will behave similar to periodic points in a Smale space, and this is what will make them suitable for proving results about synchronizing spaces that extend results of Putnam [19] and Putnam–Spielberg [21] about Smale spaces.
Lemma 4.12. Let \((X,\varphi)\) be an expansive system, \(x \in X\), and \(p \in X\) a synchronizing periodic point. If \(x \sim_{\omega} p\), \(x \sim u p\), \(x \sim_{h} p\), or \(x \sim_{lc} p\), then \(x\) is also synchronizing.

Proof. Let \(r\) denote the period of \(p\). We will prove this for the case when \(x \sim_{\omega} p\) as the proofs for the other cases either follow directly or are similar. By Definition 3.2 we know that \((p,\rho) \in \text{int}(D_{\varepsilon})\) for some \(\varepsilon > 0\). Since \(x \sim_{\omega} p\), we also know that for some \(N\) large enough \((\varphi^{n}(x),\varphi^{n}(x)) \in \text{int}(D_{\varepsilon})\) for all \(n \geq N\). This means in particular that \(\varphi^{n}(x)\) is synchronizing, and by Lemma 3.3 we conclude \(x\) must be synchronizing as well.

We will now show that the stable and stable local conjugacy relations agree for a synchronizing periodic point \(p\). This is not necessarily true for an arbitrary synchronizing point. An example of such a point can be found in the even shift. We leave the details to the reader.

Lemma 4.13. Let \((X,\varphi)\) be an expansive system and \(p \in X\) a synchronizing periodic point. Then \(X^{lc}_{\omega}(p) = X^{u}(p)\) and \(X^{lc}_{\omega}(p) = X^{s}(p)\). In other words, \(p \sim_{\omega} x\) if and only if \(p \sim_{lc} x\) and \(p \sim_{u} x\) if and only if \(p \sim_{lc} x\) for any \(x \in X\).

Proof. We will show the proof that \(p \sim_{\omega} x\) implies \(p \sim_{lc} x\), and the result that \(p \sim_{u} x\) implies \(p \sim_{lc} x\) is very similar. By definition we have \(X^{lc}_{\omega}(p) \subseteq X^{s}(p)\), so we need to show \(X^{s}(p) \subseteq X^{lc}_{\omega}(p)\). Let \(R = X^{u}_{\omega}(p,\delta_{p}) \times X^{s}_{\omega}(p,\delta_{p})\) be a product neighborhood of \(p\), and let \(x \in X^{s}(p)\). Then, there is an \(N\) such that \(\varphi^{n}(x) \in R\) for all \(n \geq N\) where \(r\) is the period of \(p\). In particular, \(\varphi^{n}(x) \in X^{s}(p,\delta_{p})\) for all \(n \geq N\). Furthermore note that \(\varphi^{n} \sim_{\omega} p\) by Lemma 4.11 and so by Lemma 4.9 we have \(x \sim_{lc} \varphi^{-n}(p) = p\).

Corollary 4.14. Let \((X,\varphi)\) be an expansive system, \(x \in X\), and \(p \in X\) a synchronizing point which is also periodic with period \(n\). Then \(X^{h}(p) = X^{lc}(p)\).

Proof. This follows from Lemma 4.13 and Proposition 4.10.

For the next several results, note that it is necessary to assume that a given synchronizing system is mixing in order to achieve the density of \(X^{u}(p)\) and \(X^{s}(p)\). In the first of these, we extend a property of Smale spaces to the case of synchronizing dynamical systems in the specific case of a synchronizing periodic point, see [25]. We will start with two more general results. We learned of the proof technique used in these lemmas from Putnam [18, Theorem 3.1.4].

Lemma 4.15. Let \((X,\varphi)\) be a mixing synchronizing system. Suppose that \(x \in X\) and there exists \(x_{0}\) in the closure of the forward orbit of \(x\) that is synchronizing. Then \(X^{s}(x)\) is dense in \(X\).

Proof. Let \(y \in X\) and \(\delta > 0\). We will show that \(X^{s}(x) \cap B_{\delta}(y)\) is non-empty. Let \(U = B_{\frac{\delta}{2}}(y)\) and \(\varepsilon' = \min\{\frac{\delta}{2},\eta\}\) where \(\eta\) is the constant associated to the adapted metric. Using the fact that \(x_{0}\) synchronizing and Lemma 2.6 there exists \(\delta'\) such that

1. \(B_{\frac{\delta}{2}}(x_{0}) \subseteq R\) where \(R\) is a rectangular neighborhood of \(x_{0}\) and
2. \([x',y'] \in X^{s}(x',\varepsilon') \cap X^{u}(y',\varepsilon')\) whenever \(d(x_{0},x') < \delta'\) and \(d(x_{0},y') < \delta'\).

Let \(V = B_{\delta}(x_{0})\) and apply the definition of mixing to \(U\) to get \(N \in \mathbb{N}\) such that \(\varphi^{n}(U) \cap V \neq \emptyset\) for each \(n \geq N\).
Let the subspace topology. The next result will be used later in the proof of Theorem 5.9.

By Lemma 4.17, 

\[
\text{Proof.}
\]

\[X\]
synchronizing periodic points. If \(X\) is dense in \(w\) then let \(s\) be any synchronizing point with rectangular neighborhood \(R\). Note that we can make \(\text{diam}(R)\) arbitrarily small by the continuity of \([-,-]\). Then by the density of \(X^s(p)\) and \(X^u(q)\), let \(x, y \in R\) be such that \(x \in X^s(p)\) and \(y \in X^u(q)\). Then let \(w = [x, y]\), which is in \(X^s(p) \cap X^u(q)\). Since synchronizing points are dense in \(X\) \(\text{and } R\) is an arbitrarily small rectangular neighborhood, it follows that \(X^s(p) \cap X^u(q)\) is dense in \(X\).

It is important to point out that Lemma 4.17 says \(X^u(p)\) and \(X^s(p)\) are dense as subsets of \(X\), despite the fact that we have topologized them as described in Section 2.3. In fact the density of \(X^u(p)\) and \(X^s(p)\) is precisely why we do not use the subspace topology. The next result will be used later in the proof of Theorem 5.9.

\[\text{Lemma 4.18. Let } (X, \varphi) \text{ be a mixing synchronizing system with } p, q \in X \text{ both synchronizing periodic points. If } z \text{ is a synchronizing point, then there exists } x \in X^u(p) \text{ and } y \in X^s(q) \text{ satisfying}
\]

\[x \sim_{lcu} z \sim_{lcu} y.
\]

\[\text{Proof. By Lemma 4.17 } X^u(p) \text{ and } X^s(q) \text{ are both dense in } X. \text{ Let } R \cong X^u(z, \delta_z) \times X^s(z, \delta_z) \text{ denote a rectangular neighborhood of } z. \text{ Then there are } x', y' \in \text{int}(R) \text{ such that } x' \in X^u(p) \text{ and } y' \in X^s(q). \text{ Let } x = [z, x'] \text{ and } y = [y', z], \text{ then } x \in X^u(p) \text{ and } y \in X^s(q). \text{ The result now follows from Lemma 4.11}\]

\[\square\]
For the next result we must assume some conditions on the density of the stable and unstable local conjugacy equivalence classes of elements of $X^u(p)$ and $X^s(p)$. Note that these do not hold for all mixing synchronizing systems. However, they do hold for mixing finitely presented systems as we will show in Lemma 6.7. Hence, for example, $X^{lc}(x) \cap X^u(p)$ being dense in $X^u(p)$ is stronger than being dense in $X$.

**Lemma 4.19.** Let $(X, \varphi)$ be a mixing synchronizing system with $p,q \in X$ both synchronizing periodic points. Furthermore assume that, for all $x \in X^u(p)$ and $y \in X^s(q)$,

(i) $X^{lc}(x) \cap X^u(p)$ is dense in $X^u(p)$, and
(ii) $X^{lc}(y) \cap X^s(q)$ is dense in $X^s(q)$.

Then if $x \in X^u(p)$ and $y \in X^s(q)$, then there exists a synchronizing point $z \in X_{sync}$ satisfying

$$x \sim_{\text{lcs}} z \sim_{\text{lcu}} y.$$ 

**Proof.** Let $x \in X^u(p)$ and $y \in X^s(q)$. Since $y$ is synchronizing, let $R$ be a product neighborhood of $y$. Then since $X^u(p)$ is dense in $X$ (Lemma 4.17) and $X^{lc}(x)$ is dense $X^u(p)$ by assumption, there is an $x' \in R$ such that $x \sim_{\text{lcs}} x'$. Let $z = [x',y]$. By Lemma 4.11 we have

$$x \sim_{\text{lcs}} x' \sim_{\text{lcs}} z \sim_{\text{lcu}} y.$$ 

Hence $x \sim_{\text{lcs}} z$ and the result is proved. □

5. **$C^*$-Algebras from Expansive Dynamical Systems**

In this section we construct $C^*$-algebras from the local conjugacy equivalence relations in the previous chapter. This is following the work of Thomsen [31] and Putnam [19, 21]. Thomsen constructs the homoclinic algebra for any expansive dynamical system, and the heteroclinic algebras for expansive systems with dense periodic points [31]. These generalize constructions in the Smale space case [19]. We will introduce these algebras and certain variants of them (see Remark 5.6) and then study their structure in the particular case of synchronizing systems.

5.1. **The Homoclinic Algebra.** We now want to construct a $C^*$-algebra from the local conjugacy relation for an expansive dynamical system. We first define the groupoid

$$G^{lc}(X,\varphi) = \{(x,y) \in X \times X \mid x \sim_{lc} y\}$$

with groupoid composition given by $(x,y)(y',z) = (x,z)$ whenever $y = y'$. However, instead of topologizing $G^{lc}(X,\varphi)$ as a subspace of $X \times X$, we generate a topology from the sets $\{(z,\gamma(z)) \mid z \in U\}$ where $(U,V,\gamma)$ is a local conjugacy. The fact that these sets are a base for a topology on $G^{lc}(X,\varphi)$ follows from Lemma 4.2 also see [31]. With this topology, $G^{lc}(X,\varphi)$ is indeed an étale groupoid, see [31] Theorem 1.7.

**Definition 5.1.** The homoclinic algebra $A(X,\varphi)$ of an expansive dynamical system $(X,\varphi)$ is the reduced $C^*$-algebra $C^*_r(G^{lc}(X,\varphi))$ in the sense of Renault [22].
If \((X, \varphi)\) is a Smale space, then by [13] the \(C^*\)-algebra \(A(X, \varphi)\) is exactly the asymptotic algebra defined by Putnam in [19]. It also is worth mentioning that the topology on \(G^{lc}(X, \varphi)\) is distinct from subspace topology obtained from \(G^{lc}(X, \varphi) \subseteq X \times X\) with the product topology.

### 5.2. Asymptotic Commutativity

We prove a result that extends Putnam’s result on the asymptotic commutativity of the homoclinic algebra for a Smale space [19]. Note that this holds for any expansive dynamical system. Some remarks are in order as to why this proof holds in wider generality. Essentially this boils down to the fact that the local conjugacy relation incorporates local product structure, and is stronger than the homoclinic relation. Note also that we do no require any recurrence properties, and they are indeed also not required in Putnam’s proof of Theorem 3.2 in [19]. However, a similar result involving the synchronizing heteroclinic algebras (see Section 5.3), one would likely need to require mixing as in the Smale space case.

There is a natural \(*\)-automorphism \(\alpha\) of \(A(X, \varphi)\) defined by

\[
(\alpha(f))(x, y) = f(\varphi^{-1}(x), \varphi^{-1}(y))
\]

for \(f \in C_c(G^{lc}(X, \varphi))\), see [31]. We wish to show that \((A(X, \varphi), \alpha)\) is asymptotically abelian in the following sense.

**Theorem 5.2.** Suppose \((X, \varphi)\) is an expansive dynamical system, and let \(\alpha\) be the \(*\)-automorphism induced by \(\varphi\). Then for all \(a, b \in A(X, \varphi)\),

\[
\lim_{n \to \infty} \|\alpha^n(a)b - ba^n(a)\| = 0.
\]

**In other words, \((A(x, \varphi), \alpha)\) is asymptotically abelian.**

**Proof.** It suffices to prove this for \(a, b \in C_c(G^{lc}(X, \varphi))\), and furthermore we also assume

\[
\text{supp}(a) = \{(z, \gamma_a(z)) \mid z \in K_a\} \subseteq \{(z, \gamma_a(z)) \mid z \in U_a\} \text{ and }
\text{supp}(b) = \{(z, \gamma_b(z)) \mid z \in K_b\} \subseteq \{(z, \gamma_b(z)) \mid z \in U_b\}
\]

where \(K_a \subseteq U_a\) and \(K_b \subseteq U_b\) are compact and \((U_a, V_a, \gamma_a)\) and \((U_b, V_b, \gamma_b)\) are both local conjugacies.

Let \(\varepsilon_0 > 0\) be small enough that all \(z \in X\) within \(\varepsilon_0\) of \(K_a\) are in \(U_a\), and likewise for all \(z \in X\) within \(\varepsilon_0\) of \(K_b\). Then, since \(\gamma_a\) and \(\gamma_b\) are both local conjugacies, we can choose \(N_0 \geq 0\) such that \(d(\varphi^n(z), \varphi^n(\gamma_a(z))) < \varepsilon_0\) and \(d(\varphi^n(z), \varphi^n(\gamma_b(z')) < \varepsilon_0\) for all \(z \in U_a\), \(z' \in U_b\), and \(|n| \geq N_0\). Lastly define \(K'_a = \{z \in X \mid \exists z' \in K_a \text{ s.t. } d(z, z') \leq \varepsilon_0\}\) and \(K'_b\) similarly. Thus we have \(K_a \subseteq K'_a \subseteq U_a\), \(K_b \subseteq K'_b \subseteq U_b\), and both \(K'_a\) and \(K'_b\) are compact.

Now by our assumptions of the support of \(a\) and \(b\), we must have, for any \(n\),

\[
(\alpha^n(a)b)(x, y) = \sum_{(x, z) \in G^{lc}(X, \varphi)} a(\varphi^{-n}(x), \varphi^{-n}(z)) b(z, y)
\]

\[
= a(\varphi^{-n}(x), \gamma_a \varphi^{-n}(x)) b(\varphi^n \gamma_a \varphi^{-n}(x), \gamma_b \varphi^n \gamma_a \varphi^{-n}(x))
\]

\[
(ba^n(a))(x, y) = \sum_{(x, z) \in G^{lc}(X, \varphi)} b(x, z) a(\varphi^{-n}(z), \varphi^{-n}(y))
\]

\[
= b(x, \gamma_b(x)) a(\varphi^{-n} \gamma_b(x), \gamma_a \varphi^{-n}(\gamma_b(x))).
\]
Note that \((\alpha^n(a)b)(x,y)\) will be zero unless \(x \in \varphi^n(K_a)\) and \(\gamma_a(\varphi^{-n}(x)) \in \varphi^{-n}(K_b)\). Now assume \(n \geq N_0\), then we have
\[
d(x, \varphi^n(\gamma_a(\varphi^{-n}(x)))) = d(\varphi^n(\varphi^{-n}(x)), \varphi^n(\gamma_a(\varphi^{-n}(x)))) < \varepsilon_0.
\]
By our assumptions this implies \(x \in K'_b \subseteq U_b\). Hence \(\gamma_b(x)\) is defined, and we also have
\[
d(\varphi^{-n}(x), \varphi^{-n}(\gamma_b(x))) < \varepsilon_0
\]
showing also \(\gamma_b(x) \in \varphi^n(K'_b) \subseteq U_b\). Likewise one may show that if \((ba^n(a))(x,y)\) is non-zero, then \(x \in \varphi^n(K'_a)\) and \(\gamma_a(\varphi^{-n}(x)) \in \varphi^{-n}(K'_b)\) for \(n \geq N_0\). Hence, without loss of generality, if \((\alpha^n(a)b - ba^n(a))(x,y)\) is non-zero then we can assume the above is true for \(n \geq N_0\).

For simplicity, let us define the following quantities, which are all well-defined by the above.
\[
x' = \varphi^n\gamma_a\varphi^{-n}(x)
\]
\[
x'' = \gamma_b(x)
\]
\[
y = \gamma_b\varphi^n\gamma_a\varphi^{-n}(x) = \gamma_b(x')
\]
\[
y' = \varphi^n\gamma_a\varphi^{-n}(\gamma_b(x)) = \varphi^n\gamma_a\varphi^{-n}(x'')
\]

Then in total we can rewrite \((\alpha^n(a)b - ba^n(a))(x,y)\) as
\[
(\alpha^n(a)b - ba^n(a))(x,y) = a(\varphi^{-n}(x), \varphi^{-n}(x'))b(x', y) - b(x, x'')a(\varphi^{-n}(x''), \varphi^{-n}(y')).
\]
We then obtain the following inequality by adding and subtracting a cross-term to the right-hand side above
\[
\left| (\alpha^n(a)b - ba^n(a))(x,y) \right| \leq \left| b(x', y) \left( a(\varphi^{-n}(x), \varphi^{-n}(x')) - a(\varphi^{-n}(x''), \varphi^{-n}(y')) \right) \right| + \left| a(\varphi^{-n}(x''), \varphi^{-n}(y'))(b(x, x'') - b(x', y)) \right|
\]
When restricted to \(K'_b\) the map \(\gamma_b\) is uniformly continuous. Coupled with the fact that \(x\) is stably equivalent to \(x'\) this means for any \(\delta\) we can find an \(N \geq N_0\) such that \(d(x', y) = d(\gamma_b(x), \gamma_b(x')) < \delta\) for all \(n \geq N\) and \(x, x' \in K'_b\). By the same argument, since \(x\) and \(x''\) are unstably equivalent, we can also make \(d(\varphi^{-n}(x'), \varphi^{-n}(y')) = d(\gamma_a\varphi^{-n}(x), \gamma_a\varphi^{-n}(x'')) < \delta\) for \(x, x'' \in \varphi^n(K'_a)\) small enough and all \(n\) large enough. Together with the fact that \(a\) and \(b\) are continuous functions, we can then, for some fixed \(\epsilon > 0\), find an \(N\) such that
\[
\left| a(\varphi^{-n}(x), \varphi^{-n}(x')) - a(\varphi^{-n}(x''), \varphi^{-n}(y')) \right| < \frac{\epsilon}{2\|b\|}, \text{ and}
\]
\[
\left| b(x, x'') - b(x', y) \right| < \frac{\epsilon}{2\|a\|}
\]
for all \(n \geq N\). Moreover, these inequalities hold for all \(x \in \varphi^n(K'_a) \cap K'_b\) because by assumption of local conjugacy we can make both \(d(x, x') = d(x, \varphi^n\gamma_a\varphi^{-n}(x))\) and \(d(x, x'') = d(x, \gamma_b(x))\) uniformly small for all \(n\) large enough. This gives us
\[
\left\| \alpha^n(a)b - ba^n(a) \right\| < \|b\| \frac{\epsilon}{2\|b\|} + \|a\| \frac{\epsilon}{2\|a\|} = \epsilon
\]
and so we can conclude \(\lim_{n \to \infty} \left\| \alpha^n(a)b - ba^n(a) \right\| = 0\).  
\[\square\]
5.3. The Synchronizing Heteroclinic Algebras. We construct two $C^*$ algebras called the synchronizing heteroclinic algebras. However, since we are specializing to the case of synchronizing systems, we make some modifications to Thomsen’s construction in [31]. In particular Thomsen utilizes the set of all post-periodic points, which is defined as the set

$$X^u = \bigcup_{p \in \text{Per}(X, \varphi)} X^u(p).$$

This involves using all the periodic points in the dynamical system, and additionally requires the assumption that periodic points are dense.

However in synchronizing systems we have a preponderance of periodic points which are synchronizing and thus behave like the periodic points in a Smale space. Our strategy is to restrict Thomsen’s construction to just these synchronizing periodic points. In fact, the analogy that synchronizing periodic points behave like the periodic points in a Smale space holds to the extent that the synchronizing heteroclinic algebras that we construct for different choices of synchronizing periodic points are all Morita equivalent, which parallels the result of Putnam and Spielberg [21].

**Definition 5.3.** Let $(X, \varphi)$ be a synchronizing system and let $P \subseteq X$ be a finite set of synchronizing periodic points. Then we define the étale groupoids

(i) $G^{\text{lcu}}(X, \varphi, P) = \{(x, y) \in X^u(P) \times X^u(P) \mid x \sim_{\text{lcu}} y\}$, and

(ii) $G^{\text{lcu}}(X, \varphi, P) = \{(x, y) \in X^s(P) \times X^s(P) \mid x \sim_{\text{lcu}} y\}$.

Some remarks are in order:

1. We are using the inductive limit topology on $X^u(P)$ and $X^s(P)$ as discussed in Section 2.3. These groupoids are topologized from the stable and unstable local conjugacies respectively in the same way as with the homoclinic algebra.

2. The unit space of $G^{\text{lcu}}(X, \varphi, P)$ is $X^u(P)$ and the unit space of $G^{\text{lcu}}(X, \varphi, P)$ is $X^s(P)$.

3. Finally, it is often useful to assume that the set $P$ is $\varphi$-invariant; this is in fact needed if one wants to consider the $C^*$-automorphisms associated to $\varphi$. However, $\varphi$-invariance is not need for the construction of the groupoids and their $C^*$-algebras. This flexibility will be useful when we want to consider $P$ equal to the set containing a single periodic point, see for example Theorem 5.9 and Lemma 6.7.

**Definition 5.4.** Let $(X, \varphi)$ be a synchronizing system and let $P \subseteq X$ be a finite set of synchronizing periodic points. Then we define

(i) the stable synchronizing heteroclinic algebra, $S(X, \varphi, P) = C^*_r(G^{\text{lcu}}(X, \varphi, P))$, and

(ii) the unstable synchronizing heteroclinic algebra, $U(X, \varphi, P) = C^*_r(G^{\text{lcu}}(X, \varphi, P))$ which are both reduced groupoid $C^*$-algebras in the sense of Renault [22].

In the case of $(X, \varphi)$ being a Smale space, the stable and unstable synchronizing heteroclinic algebras are exactly the stable and unstable algebras defined by Putnam [21].

**Theorem 5.5.** Let $(X, \varphi)$ be a synchronizing system and let $P, P' \in X$ be two finite sets of synchronizing periodic points. Then
(i) $S(X, \varphi, P)$ is Morita equivalent to $S(X, \varphi, P')$, and
(ii) $U(X, \varphi, P)$ is Morita equivalent to $U(X, \varphi, P')$.

Proof. We will only show the proof in the stable case. We will prove that the groupoids $G^{\text{lcs}}(X, \varphi, P)$ and $G^{\text{lcs}}(X, \varphi, P \sqcup P')$ are Morita equivalent in the sense of [6]. By [6, Proposition 3.10] and [28], this Morita equivalence holds for reduced groupoid $C^*$-algebras. In our situation, we have a functor

$$I : G^{\text{lcs}}(X, \varphi, P) \to G^{\text{lcs}}(X, \varphi, P \sqcup P')$$

which is a continuous, open, inclusion of étale groupoids. By [6, Definition 3.4], the functor $I$ is a weak equivalence if

(i) the map $\{ \gamma \in G^{\text{lcs}}(X, \varphi, P \sqcup P') \mid r(\gamma) \in X^u(P) \} \to X^u(P \sqcup P')$ defined by

$$\gamma \mapsto s(\gamma)$$

is an étale surjection (i.e. a surjective local homeomorphism, see [16]), and

(ii) $G^{\text{lcs}}(X, \varphi, P)$ is isomorphic to

$$\{ \gamma \in G^{\text{lcs}}(X, \varphi, P \sqcup P') \mid r(\gamma), s(\gamma) \in X^u(P) \}.$$

Note that condition (ii) is true since the given set is simply the restriction of $G^{\text{lcs}}(X, \varphi, P \sqcup P')$ to $G^{\text{lcs}}(X, \varphi, P)$. In order to show (i), we must show that for every $y \in X^u(P \sqcup P')$, there is an $x \in X^u(P)$ such that $x \sim_{\text{lcs}} y$. If $y \in X^u(P) \subseteq X^u(P \sqcup P')$, then we can just take $x = y$. Otherwise, assume $y \in X^u(P')$ and since $y$ is synchronizing we let $R$ be a product neighborhood of $y$. Since $X^u(P)$ is dense in $X$ (by Lemma 3.17), there exists $z \in R$ such that $z \in X^u(P)$. Let $x = [y, z]$ so that $x \in X^u(P)$. Then, by Lemma 4.11 we have $x \sim_{\text{lcs}} y$. Hence for all $y \in X^u(P \sqcup P')$ there is a $\gamma \in G^{\text{lcs}}(X, \varphi, P \sqcup P')$ satisfying $s(\gamma) = y$.

Furthermore, if $x \sim_{\text{lcs}} y$ then for some $\delta, \delta' > 0$ there is a stable local conjugacy $\hat{\gamma} : X^u(x, \delta) \to X^u(y, \delta')$ which a homeomorphism onto its image. Then $\{(z, \hat{\gamma}(z)) \mid z \in X^u(x, \delta)\}$ is a neighborhood of $\gamma$ in $G^{\text{lcs}}(X, \varphi, P \sqcup P')$. The map $\{(z, \hat{\gamma}(z)) \mid z \in X^u(x, \delta)\} \mapsto s(z, \hat{\gamma}(z)) = z$ is a homeomorphism since its inverse, $z \mapsto (z, \hat{\gamma}(z))$, is continuous (see [31, Theorem 1.7]).

Hence we have shown, without loss of generality, that $S(X, \varphi, P)$ is Morita equivalent to $S(X, \varphi, P \sqcup P')$ and $S(X, \varphi, P')$ is Morita equivalent to $S(X, \varphi, P \sqcup P')$. Hence by transitivity we obtain a Morita equivalence between $S(X, \varphi, P)$ and $S(X, \varphi, P')$. \hfill \Box

Remark 5.6. One could also define $C^*$-algebras using the set of all the synchronizing periodic points. These algebras would also be Morita equivalent to $S(X, \varphi, P)$ and $U(X, \varphi, P)$, respectively. The details are very similar to [31, Lemma 4.16]. On the other hand, Thomsen’s construction of the heteroclinic algebras uses all the periodic points of the system; these algebras are not in general Morita equivalent to $S(X, \varphi, P)$ and $U(X, \varphi, P)$.

Our choice to use synchronizing periodic points is based on the Morita equivalence between $S(X, \varphi, P) \otimes U(X, \varphi, P)$ and $\mathcal{I}^{\text{sync}}(X, \varphi)$ that will be proved in the next section. Also, the choice to use only finitely many periodic orbits is based on the proofs in the finitely presented case, see Section 6.1.

5.4. The Synchronizing Ideal.

Definition 5.7. Suppose $G$ is a locally compact Hausdorff étale groupoid. Then $X \subseteq G^0$ is called $G$-invariant if for any $\gamma \in G$, $r(\gamma) \in X$ if and only if $s(\gamma) \in X$. 

Proposition 5.8. Let \((X, \varphi)\) be a synchronizing system with \(A(X, \varphi)\) its homoclinic algebra, then there is an ideal \(I_{\text{sync}}(X, \varphi) \subseteq A(X, \varphi)\) determined by the synchronizing points in \(X\).

Proof. By Lemma [3.3] and Proposition [3.6] \(X_{\text{sync}} \subseteq X \cong (G^{lc}(X, \varphi))^{0}\) is an open \(G^{lc}(X, \varphi)\)-invariant set. Define \(G^{lc}_{\text{sync}}(X, \varphi) = r^{-1}(X_{\text{sync}})\), then by [18, Theorem 3.4.8],

\[ I_{\text{sync}}(X, \varphi) = G^{lc}_{r}(G_{\text{sync}}^{lc}(X, \varphi)) \]

is an ideal of \(A(X, \varphi)\).

Recall the assumptions of Lemma [4.19] are that, for a mixing synchronizing system \((X, \varphi)\) and synchronizing periodic points \(p, q \in X\),
- \(X^{lc}(x) \cap X^{u}(p)\) is dense in \(X^{u}(p)\), and
- \(X^{lc}(y) \cap X^{s}(q)\) is dense in \(X^{s}(q)\)

for all \(x \in X^{u}(p)\) and \(y \in X^{s}(q)\). In Lemma [6.7] we will show that the above assumptions hold for finitely presented systems, in which case Theorem [5.9] holds.

Theorem 5.9. Let \((X, \varphi)\) be a mixing synchronizing system and \(p\) a synchronizing periodic point. In addition, assume that \(X^{lc}(x) \cap X^{u}(p)\) is dense in \(X^{u}(p)\) and \(X^{lc}(y) \cap X^{s}(q)\) is dense in \(X^{s}(q)\) for all \(x \in X^{u}(p)\) and \(y \in X^{s}(p)\). Then \(I_{\text{sync}}(X, \varphi)\) is Morita equivalent to \(S(X, \varphi, p) \otimes U(X, \varphi, p)\).

Proof. For convenience we abbreviate the relevant groupoids as \(G^{lc}, G^{lc}_{\text{sync}}, G^{lc}_{\text{cu}}\). Furthermore we let \(G^{lc}_{\text{sync}}\) be as in the proof of Proposition 5.8.

Let \(Z\) be the topological space

\[ Z = \{(x, y, z) \in X^{u}(p) \times X^{s}(p) \times X_{\text{sync}} \mid x \sim_{lc} z \sim_{lc} y\} \]

with the topology described as follows. Suppose \((x, y, z) \in Z\) and consider a product neighborhood \(R \cong X^{u}(z, \delta_{z}) \times X^{s}(z, \delta_{z})\) of \(z\). Furthermore, suppose \(\delta > 0\) is small enough that \(\gamma^{u} : X^{u}(x, \delta) \to X^{u}(z, \delta_{z})\) and \(\gamma^{s} : X^{s}(y, \delta) \to X^{s}(z, \delta_{z})\) are, respectively, a stable and unstable local conjugacy giving the equivalences \(x \sim_{lc} y\). Hence \([\gamma^{u}(x'), \gamma^{u}(y')]\) is well-defined for any \(x' \in X^{u}(x, \delta)\) and \(y' \in X^{s}(y, \delta)\). For any \((x, y, z), R, \) and \(\delta\) as above, we let the set

\[ \{(x', y', [\gamma^{u}(x'), \gamma^{u}(y')]) \mid x' \in X^{u}(x, \delta), y' \in X^{s}(y, \delta)\} \]

be an open neighborhood of \((x, y, z)\) in \(Z\). These sets form a basis for a topology on \(Z\).

We will show that \(Z\) is a \((G^{lc}_{\text{sync}} \times G^{lc}_{\text{cu}}, G^{lc}_{\text{sync}})\)-equivalence in the sense of Definition 2.1 of [17]. By Theorem 2.8 of [17], \(C_{c}(Z)\) can be completed into a \((S(X, \varphi, p) \otimes U(X, \varphi, p)) - I_{\text{sync}}(X, \varphi)\) imprimitivity bimodule, and in particular this shows the desired Morita equivalence. Note that this Morita equivalence still holds for reduced groupoid \(C^{*}\)-algebras [28].

Following [17], we must show the following conditions in order for \(Z\) to be a \((G^{lc}_{\text{sync}} \times G^{lc}_{\text{cu}}, G^{lc}_{\text{sync}})\)-equivalence:

(i) \(Z\) is a left principal \((G^{lc}_{\text{sync}} \times G^{lc}_{\text{cu}})\)-space,
(ii) \(Z\) is a right principal \(G^{lc}_{\text{sync}}\)-space,
(iii) the \(G^{lc}_{\text{sync}} \times G^{lc}_{\text{cu}}\) and \(G^{lc}_{\text{sync}}\) actions commute,
(iv) the map \(\rho\) induces a bijection of \(Z / G^{lc}_{\text{sync}}\) onto \((G^{lc}_{\text{sync}} \times G^{lc}_{\text{cu}})^{0} \cong X^{u}(p) \times X^{s}(p)\), and
(v) the map \(\sigma\) induces a bijection of \((G^{lc}_{\text{sync}} \times G^{lc}_{\text{cu}}) / Z\) of \((G^{lc}_{\text{sync}})^{0} \cong X_{\text{sync}}\).
We refer the reader to Section 2 of [17] for the relevant definitions. In the literature the maps $\rho$ and $\sigma$ are called the moment maps. Note that condition (iii), that the actions of $G^{lc} \times G^{lcu}$ and $G^{lc}_{sync}$ commute, will be clear from the definition of $Z$.

First we will show that $Z$ is a left principal $(G^{lc} \times G^{lcu})$-space. Define the set

$$(G^{lc} \times G^{lcu}) * Z = \{(x_2, x_1, (y_2, y_1), (x, y, z)) \mid x = x_1, y = y_1 \} \subseteq G^{lc} \times G^{lcu} \times Z.$$ 

Then the action $\Gamma_1 : (G^{lc} \times G^{lcu}) * Z \rightarrow Z \times Z$ is defined as

$$\Gamma_1((x_2, x_1, (y_2, y_1), (x_1, y_1, z))) = ((x_2, y_2, z), (x_1, y_1, z)).$$

That this action is free is clear from the fact that $G^{lc} \times G^{lcu}$ is principal. To show it is proper we show that whenever $\{t_n\}_{n \geq 0}$ is a sequence in $(G^{lc} \times G^{lcu}) * Z$ such that $\{t_n\}_{n \geq 0}$ converges, then $\{t_n\}_{n \geq 0}$ has a convergent subsequence. In fact we will show that $\{t_n\}_{n \geq 0}$ also converges whenever $\{t_n\}_{n \geq 0}$ converges. Assume that $((x_2^n, x_1^n), (y_2^n, y_1^n), (x_1^n, y_1^n, z^n))$ is a sequence in $(G^{lc} \times G^{lcu}) * Z$ such that $((x_2^n, y_2^n, z^n), (x_1^n, y_1^n, z^n))$ converges to an element $((x, y, z), (x_1, y_1, z)) \in Z \times Z$. Observe that $x_1 \sim_{lc} x_2$ and $y_1 \sim_{lcu} y_2$. By our definition of the topology on $Z$, we have the convergence of $(x_2^n, x_1^n)$ to $(x_2, x_1)$ in $G^{lc}$ and $(y_2^n, y_1^n)$ to $(y_2, y_1)$ in $G^{lcu}$. Hence $((x_2, x_1), (y_2, y_1), (x_1, y_1, z))$ is in $(G^{lc} \times G^{lcu}) * Z$ and it is the limit of the sequence $((x_2^n, x_1^n), (y_2^n, y_1^n), (x_1^n, y_1^n, z^n))$.

Next we must show that $Z$ is a right principal $G^{lc}_{sync}$-space. Our method is similar to the above proof of (i); we define

$$Z * G^{lc}_{sync} = \{(x, y, z), (z_1, z_2) \mid z = z_1\} \subseteq Z \times G^{lc}_{sync}$$

and an action $\Gamma_r : Z * G^{lc}_{sync} \rightarrow Z \times Z$ defined as

$$\Gamma_r((x, y, z_1), (z_1, z_2)) = ((x, y, z_1), (x, y, z_2))$$

which is also free by the fact that $G^{lc}_{sync}$ is principal. Assume that $((x^n, y^n, z^n_1), (z^n_1, z^n_2))$ is a sequence in $Z * G^{lc}_{sync}$ such that $((x^n, y^n, z^n_1), (x^n, y^n, z^n_2))$ converges to $((x, y, z_1), (x, y, z_2)) \in Z \times Z$. Observe that $z_1 \sim_{lc} x \sim_{lc} z_2$ and $z_1 \sim_{lcu} y \sim_{lcu} z_2$, so $z_1 \sim_{lcu} z_2$ and $z_1 \sim_{lcu} z_2$. Since $z_1$ and $z_2$ are also both synchronizing points in $Z$ we can conclude from Proposition 4.10 that $z_1 \sim_{lc} z_2$. Thus $((x^n, y^n, z^n_1), (z^n_1, z^n_2))$ converges to $((x, y, z_1), (z_1, z_2))$ in $Z * G^{lc}_{sync}$. This shows $\Gamma_r$ is proper and that $Z$ is a right principal $G^{lc}_{sync}$-space.

To show (iv), we must show that $Z/G^{lc}_{sync}$, which are the orbits of $Z$ under the action of $G^{lc}_{sync}$, is in bijection with elements of $X^*(p) \times X^u(p)$ via the map induced by $\rho$ defined by $[(x, y, z)] \mapsto (x, y)$. Injectivity of this map is clear from action of $G^{lc}_{sync}$. To show it is also surjective we need to, given $(x, y) \in X^u(p) \times X^*(p)$, find $z \in X_{sync}$ such that $z \sim_{lc} x \sim_{lcu} y$. This follows from Lemma 4.15.

Lastly, to show (v), we note the injectivity of the map induced by $\sigma$, defined by $[(x, y, z)] \mapsto z$, is clear. To show surjectivity we must similarly show that for every $z \in X_{sync}$ there is $x \in X^u(p)$ and $y \in X^*(p)$ such that $x \sim_{lc} z \sim_{lcu} y$. This follows from Lemma 4.18.
6. The Homoclinic Algebra of a Finitely Presented System

In this section we summarize the main results in the case of finitely presented systems. First we must show that mixing finitely systems satisfy the hypothesis of Theorem 5.9. Then, we discuss amenability of the stable and unstable synchronizing heteroclinic groupoids.

6.1. Density of Stable/Unstable Local Conjugacy Equivalence Classes.

We will show that mixing finitely presented systems satisfy the assumptions of Lemma 4.19. This result builds on work by Fisher on resolving extensions of finitely presented systems [7]. First we must define some new terminology.

Definition 6.1. Let $(X, \varphi)$ and $(Y, \psi)$ be expansive dynamical systems and $\pi: Y \to X$ a factor map. Then $\pi$ is called

(i) finite-to-one if there is a constant $M > 0$ such that $|\pi^{-1}(x)| \leq M$ for all $x \in X$,

(ii) $u$-resolving (respectively $s$-resolving) is $\pi$ restricted to $X^u(x)$ (respectively $X^s(x)$) is injective for all $x \in X$, and

(iii) one-to-one almost everywhere if there is a residual set of points in $X$ with unique pre-image under $\pi$.

We have the following result from [7].

Theorem 6.2. [7, Theorem 1.1, Lemma 3.2] Suppose $(X, \varphi)$ is an irreducible finitely presented system. Then there is an irreducible Smale space $(Y, \psi)$ and a $u$-resolving factor map $\pi: Y \to X$ such that $\pi$ is one-to-one almost everywhere. Moreover, there exists a dense open set $W \subseteq X$ such that each periodic point in $W$ has a unique pre-image under $\pi$.

Likewise, there is a parallel to Theorem 6.2 for the existence of an $s$-resolving factor map with identical properties. One can also show that the Smale space $(Y, \psi)$ in Theorem 6.2 can additionally be shown to be mixing whenever $(X, \varphi)$ is mixing, see Lemma 6.6.

We now show that if $\pi: Y \to X$ is a $u$-resolving factor map as in Theorem 6.2 it must be finite-to-one. The technique of the proof is essentially the same as [20, Theorem 2.5.3]. Note that $\pi$ being a finite-to-one factor map is a necessary assumption in [7, Lemma 3.2].

Lemma 6.3. Let $(X, \varphi)$ be a finitely presented system, $(Y, \psi)$ a Smale space, and $\pi: Y \to X$ is a factor map which is $u$-resolving or $s$-resolving. Then there exists $M \in \mathbb{N}$ such that the following hold:

1. For any $x \in X$, there exists $y_1, \ldots, y_K$ in $Y$ with $K \leq M$ such that $\pi^{-1}(X^u(x)) = \cup_{k=1}^{K} Y^u(y_k)$.

2. For any $x \in X$, there exists $y_1, \ldots, y_L$ in $Y$ with $L \leq M$ such that $\pi^{-1}(X^s(x)) = \cup_{l=1}^{L} Y^s(y_l)$.

3. For any $x \in X$, $|\pi^{-1}(x)| \leq M$, so that in particular, $\pi$ is finite-to-one.

Proof. We will prove the first and last statements when $\pi$ is $u$-resolving. The other cases are similar; the interested reader can see the proof of [20, Theorem 2.5.3] for more details.
Suppose \( y \sim_{u} y' \) for \( y, y' \in Y \) and denote \( x = \pi(y) \) and \( x' = \pi(y') \). Then since \( \pi \) is a factor map
\[
\lim_{n \to \infty} d(\varphi^{-n}(x), \varphi^{-n}(x')) = \lim_{n \to \infty} d(\pi(\psi^{-n}(y)), \pi(\psi^{-n}(y'))) = 0
\]
by the uniform continuity of \( \pi \). Hence \( Y^{u}(y) \subseteq \pi^{-1}(X^{u}(x)) \) for any \( x \in X \) and \( y \in \pi^{-1}(x) \).

We will now show item (1) above, by finding the required \( M \). By Lemma 3.3, there is a constant \( \delta_{\pi} > 0 \) such that if \( y_{1}, y_{2} \in Y \) and \( d(y_{1}, y_{2}) < \delta_{\pi} \) then \( \pi([y_{1}, y_{2}]) = [\pi(y_{1}), \pi(y_{2})] \). Cover \( Y \) with balls of radius \( \frac{\delta_{\pi}}{2} \), then take a finite subcover \( \{B_{m}\}_{m=1}^{M} \). Suppose \( y_{1}, y_{2}, \ldots, y_{M+1} \in Y \) are such that \( \pi(y_{i}) \sim_{u} \pi(y_{j}) \) for all \( 1 \leq i, j \leq M + 1 \). Fix \( 0 < \varepsilon \leq \frac{\delta_{\pi}}{2} \), then choose \( n \geq 0 \) such that \( \varphi^{-n}(\pi(y_{i})) \in X^{u}(\pi(y_{j})), \varepsilon \) for all \( 1 \leq i, j \leq M + 1 \). By the pigeonhole principle, there exists \( i \neq j \) such that \( \varphi^{-n}(y_{i}), \varphi^{-n}(y_{j}) \in B_{m} \) for some \( 1 \leq m \leq M \). Hence \( d(\varphi^{-n}(y_{i}), \varphi^{-n}(y_{j})) < \delta_{\pi} \), so
\[
\pi([\varphi^{-n}(y_{i}), \varphi^{-n}(y_{j})]) = [\pi(\varphi^{-n}(y_{i})), \pi(\varphi^{-n}(y_{j}))]
\]
Then by our assumption that \( \varphi^{-n}(\pi(y_{i})) \in X^{u}(\varphi^{-n}(\pi(y_{j}))), \varepsilon \), it follows from expansiveness that
\[
[\varphi^{-n}(\pi(y_{i})), \varphi^{-n}(\pi(y_{j}))] = \varphi^{-n}(\pi(y_{j})) = \pi(\varphi^{-n}(y_{j})).
\]
Since \( \pi \) is \( \varepsilon \)-resolving, we have \([\varphi^{-n}(y_{i}), \varphi^{-n}(y_{j})] = \varphi^{-n}(y_{j})\). It follows that \( \varphi^{-n}(y_{i}) \sim_{u} \varphi^{-n}(y_{j}) \) and consequently \( y_{i} \sim_{u} y_{j} \).

Suppose \( x \in X \) and \( \pi^{-1}(x) = \{y_{1}, y_{2}, \ldots, y_{M+1}\} \). Then we have shown there exists \( i \neq j \) such that \( y_{i} \sim_{u} y_{j} \). However since \( \pi \) is \( \varepsilon \)-resolving and \( \pi(y_{i}) = \pi(y_{j}) \), we have \( y_{i} = y_{j} \). Hence \( |\pi^{-1}(x)| \leq M \) for all \( x \in X \). \( \Box \)

**Lemma 6.4.** Suppose \((X, \varphi)\) is an irreducible finitely presented system and \( \pi : Y \to X \) is a factor map as in Theorem 6.2 Then there exists a synchronizing periodic point \( p \) such that \( p \) has a unique pre-image under \( \pi \).

**Proof.** Note that synchronizing periodic points are dense in \( X \). This is because \( \text{Per}(X, \varphi) \) is dense in \( X \) by Corollary 3.9 and \( X_{\text{sync}} \) is an open dense set by Proposition 3.6 Then it follows from Theorem 6.2 that there is a synchronizing periodic point \( p \in W \), in other words \( p \) is a synchronizing periodic point with unique pre-image under \( \pi \). \( \Box \)

**Lemma 6.5.** Suppose \((X, \varphi)\) and \((Y, \psi)\) are expansive dynamical systems and \( \pi : Y \to X \) is a factor map. If \( p \in X \) is a periodic point with a unique pre-image \( q \in Y \), then
\[(i) \pi^{-1}(X^{s}(p)) = Y^{s}(q),\]
\[(ii) \pi^{-1}(X^{u}(p)) = Y^{u}(q),\]
\[(iii) \text{if } \pi \text{ is } s\text{-resolving, then } \pi \text{ restricted to } Y^{s}(q) \text{ is a homeomorphism from } Y^{s}(q) \text{ onto } X^{s}(p), \]
\[(iv) \text{if } \pi \text{ is } u\text{-resolving, then } \pi \text{ restricted to } Y^{u}(q) \text{ is a homeomorphism from } Y^{u}(q) \text{ onto } X^{u}(p).\]
Proof: We will first show (ii), then the proof of (i) is similar. Let \( r \) denote the period of \( p \). Suppose \( y \in Y \) is contained in \( \pi^{-1}(x) \). By compactness, the sequence \( \{\psi^{-rn}(y)\}_{n \geq 0} \) has a subsequence \( \{\psi^{-rn_k}(y)\}_{k \geq 0} \) converging to a point \( q' \in Y \). Then for \( x \in X^n(p) \) we have
\[
\pi(q') = \lim_{k \to \infty} \pi(\psi^{-rn_k}(y))
= \lim_{k \to \infty} \varphi^{-rn_k}(\pi(y))
= \lim_{k \to \infty} \varphi^{-rn_k}(x)
= p.
\]
Since the pre-image of \( p \) is unique we must have \( q' = q \). Furthermore, since \( \{\psi^{-rn}(y)\}_{n \geq 0} \) has a convergent subsequence and since every subsequence must converge to \( q \), we have \( \lim_{n \to \infty} \psi^{-rn}(y) = q \). Fix \( \varepsilon > 0 \) and let \( \delta > 0 \) be such that
\[
d(q, w) < \delta \quad \text{implies} \quad d(\psi^{-i}(q), \psi^{-i}(w)) < \varepsilon \quad \text{for} \quad 0 \leq i < r.
\]
Then there is an \( N \) such that \( d(q, \psi^{-rn}(y)) < \delta \) for all \( n \geq N \). It follows that \( d(\psi^{-j}(q), \psi^{-j}(y)) < \varepsilon \) for all \( j \geq rN \). Hence \( y \in Y^n(q) \), and since \( \pi(Y^n(q)) \subseteq X^n(p) \), this proves (ii).

Next we will show (iv), and proof of (iii) is similar. If \( \pi \) is \( u \)-resolving, then in particular we have shown \( \pi|_{Y^n(q)} \) is a bijection. Next we show that \( \pi|_{Y^n(q)} \) is continuous. Let \( \{y_n\}_{n \geq 0} \) be a sequence converging to \( y \in Y^n(q) \). Fix \( \varepsilon > 0 \) and let \( \delta > 0 \) be such that \( d(w, w') < \delta \) implies \( d(\pi(w), \pi(w')) < \varepsilon \) for all \( w, w' \in Y \). Then, there exists \( N \) such that \( y_n \in Y^n(y, \delta) \) for all \( n \geq N \). In other words, \( d(\psi^{-k}(y_n), \psi^{-k}(y)) \leq \delta \) for all \( k \geq 0 \) and \( n \geq N \). Let \( x_n = \pi(y_n) \) for all \( n \geq 0 \) and also \( x = \pi(y) \). Consequently,
\[
d(\varphi^{-k}(x_n), \varphi^{-k}(x)) = d(\varphi^{-k}(\pi(y_n)), \varphi^{-k}(\pi(y)))
= d(\pi(\psi^{-k}(y_n)), \pi(\psi^{-k}(y)))
< \varepsilon
\]
for all \( k \geq 0 \) and \( n \geq N \). Hence \( x_n \in X^n(x, \varepsilon) \) for all \( n \geq N \) and this shows \( \pi|_{Y^n(q)} \) is indeed continuous.

Lastly we will show \( \pi|_{Y^n(q)} \) is proper. Assume \( \{y_n\}_{n \geq 0} \) is a sequence in \( Y^n(q) \) such that the sequence \( \{x_n\}_{n \geq 0} \), with \( x_n = \pi(y_n) \), converges to \( x \in X^n(p) \). Let \( y \) be the unique pre-image of \( x \) under \( \pi \). Then by the compactness of \( Y \), \( \{y_n\}_{n \geq 0} \) has a subsequence \( \{y_{n_k}\}_{k \geq 0} \) converging to some \( y' \in Y \). By continuity \( \pi(y') = x \), but since \( y \) is the unique pre-image of \( x \) we must have \( y' = y \). Hence it is actually the case that \( y_n \) converges to \( y \), and this shows the properness of \( \pi|_{Y^n(q)} \). Since \( Y^n(q) \) and \( X^n(p) \) are locally compact Hausdorff spaces, properness then implies \( \pi|_{Y^n(q)} \) is a homeomorphism.

We now show that the Smale space \((Y, \psi)\) in Theorem 6.2 can additionally be chosen to be mixing if \((X, \varphi)\) is mixing. The technique of the proof is essentially the same as [11 Proposition 4.8].

Lemma 6.6. Suppose \((X, \varphi)\) is a mixing finitely presented system, \((Y, \psi)\) an irreducible Smale space, and \( \pi : Y \to X \) a factor map which is one-to-one almost everywhere. Then \((Y, \psi)\) is mixing also.

Proof. The set \( \text{Per}(Y, \psi) \) is dense in \( Y \) by Proposition 5.6. Hence \( \pi(\text{Per}(Y, \psi)) \subseteq \text{Per}(X, \varphi) \) is dense in \( X \) because \( \pi \) is continuous and onto. Let \( W \) be as in Theorem 6.2, then since \( W \cap X_{\text{sync}} \) is an open dense set, there exists \( p \in \pi(\text{Per}(Y, \psi)) \cap
Let \( \delta > y \) denote because \((25)\). By Lemma 6.6. By Lemma 6.4 we can find a synchronizing periodic point \( \pi \) such that for all \( X \) and in particular non-empty. Consequently, we can apply Lemma 4.3, and the fact that \( X \) is mixing and \( \pi \) is a homeomorphism. To simplify notation we will denote the restriction \( \pi|_{Y^u(q)} \) as \( \pi_q \). Crucially, we will use the fact that \( Y^s(y) \cap Y^u(q) \) is dense in \( Y^u(q) \) since \( (Y, \psi) \) is a mixing Smale space.

Finally, we will show the desired density of stable and unstable local conjugacy equivalence classes for the case of a mixing finitely presented system.

**Lemma 6.7.** Let \((X, \varphi)\) be a mixing finitely presented system. There exists \( p \in X \) a synchronizing periodic point such that for all \( x \in X^u(p) \) and \( y \in X^s(p) \),

(i) \( X^{lc_s}(x) \cap X^u(p) \) is dense in \( X^u(p) \), and

(ii) \( X^{lc_u}(y) \cap X^s(p) \) is dense in \( X^s(p) \).

**Proof.** Let \( \pi : Y \to X \) be a factor map as in Theorem 6.2 where \((Y, \psi)\) is a mixing Smale space by Lemma 6.6. By Lemma 6.4 we can find a synchronizing periodic point \( p \in X \) such that \( p \) has a unique pre-image \( q \) under \( \pi \). Moreover, by Lemma 6.5 we have that the restriction \( \pi|_{Y^u(q)} : Y^u(q) \to X^u(p) \) is a homeomorphism. To simplify notation we will denote the restriction \( \pi|_{Y^u(q)} \) as \( \pi_q \).

We will show the proof of (i). Consider \( y_1, y_2 \in Y^u(q) \) such that \( y_1 \sim_s y_2 \), and denote \( x_1 = \pi(y_1) \) and \( x_2 = \pi(y_2) \). We will construct a stable local conjugacy from \( x_1 \) to \( x_2 \). First note that since \( y_1 \sim_s y_2 \) and \( y_1 \sim u q \sim u y_2 \), we have \( y_1 \sim u y_2 \). Because \((Y, \psi)\) is a Smale space we can apply Lemma 6.3, and the fact that \( y_1 \sim_c y_2 \) implies \( y_1 \sim lc y_2 \), to obtain a stable local conjugacy \( \gamma : Y^u(y_1, \delta_1) \to Y^u(y_2, \delta_2) \).

Next we will show that \( \gamma \) descends to a stable local conjugacy from \( x_1 \) to \( x_2 \). Let \( \delta > 0 \) be such that \( \pi^{-1}(X^u(x, \delta)) \subseteq Y^u(x_1, \delta_1) \), then define \( \tilde{\gamma}(z) \) be defined as

\[ \tilde{\gamma}(z) = (\pi \circ \gamma \circ \pi_q^{-1})(z) \]
for $z \in X^u(x_1, \delta)$. Let $V$ denote the image of $\tilde{\gamma}$ in $X^u(p)$, then $\tilde{\gamma} : X^u(x_1, \delta) \to V$ is a homeomorphism such that $\tilde{\gamma}(x_1) = x_2$. Then we compute

$$\lim_{n \to \infty} \sup_{z \in X^u(x_1, \delta)} d(\varphi^n(z), \varphi^n(\tilde{\gamma}(z))) = \lim_{n \to \infty} \sup_{z \in X^u(x_1, \delta)} d(\varphi^n(z), \varphi^n((\pi \circ \gamma \circ \pi^{-1})(z)))$$

$$= \lim_{n \to \infty} \sup_{w \in \pi^{-1}(X^u(x_1, \delta))} d(\varphi^n(\pi(w)), \varphi^n(\pi(\gamma(w))))$$

$$= \lim_{n \to \infty} \sup_{w \in \pi^{-1}(X^u(x_1, \delta))} d(\pi(\psi^n(w)), \pi(\psi^n(\gamma(w))))$$

$$= 0$$

Where the last line is by the uniform continuity of $\pi$. Note that the metric $d$ is the metric on $X$. Hence $x_1 \sim_{lcs} x_2$.

Let $x \in X^u(p)$ and let $y \in Y^u(q)$ denote the unique pre-image of $x$ under $\pi$. Then since $Y^s(y) \cap Y^u(q)$ is dense in $Y^u(q)$, and because $\pi_q$ is a homeomorphism, we have

$$\pi_q(Y^s(y) \cap Y^u(q)) \subseteq X^lcs(x) \cap X^u(p)$$

is dense in $X^u(p)$. This proves (i). \hfill $\square$

### 6.2. Amenability

It is an open question whether the homoclinic groupoid of an expansive dynamical system is amenable. In this section, we prove that the groupoids $G^{lcs}(X, \varphi, P)$ and $G^{lcs}(X, \varphi, P)$ are amenable when $(X, \varphi)$ is mixing and finitely presented.

**Lemma 6.8.** Suppose that $(X, \varphi)$ is a mixing finitely presented system, $(Y, \psi)$ is a mixing Smale space, $\pi : Y \to X$ is almost one-to-one $u$-resolving factor map, and $P$ is a finite set of synchronizing periodic points for which $\pi$ is one-to-one. Then the map $\pi \times \pi$ maps $G^s(Y, \psi, \pi^{-1}(P))$ onto an open subgroupoid of $G^{lcs}(X, \varphi, P)$.

**Proof.** It follows from Lemma 6.3 that $\pi \times \pi$ maps the unit space of $G^s(Y, \psi, \pi^{-1}(P))$ homeomorphically to the unit space of $G^{lcs}(X, \varphi, P)$. Furthermore, in the proof of Lemma 6.7 it was shown that $\pi \times \pi$ maps a basic set used to define the topology on $G^s(Y, \psi, \pi^{-1}(P))$ to a basic set for the topology on $G^{lcs}(X, \varphi, P)$. Thus, $\pi \times \pi$ is an open map. \hfill $\square$

We can now prove the main result of this section. The reader less familiar with amenability might find it useful to review [23] (see in particular Remark 2.5 of [23]).

**Theorem 6.9.** Suppose that $(X, \varphi)$ is a mixing finitely presented system and $P$ is a finite set of synchronizing periodic points. Then the groupoids $G^{lcs}(X, \varphi, P)$ and $G^{lcs}(X, \varphi, P)$ are amenable.

**Proof.** To begin, we recall that $G^{lcs}(X, \varphi, P)$ does not have the subspace topology as subset of $X^u(P) \times X^u(P)$ with the product topology. However, as Borel groupoids, we have that $G^{lcs}(X, \varphi, P)$ with the usual topology is the same as $G^{lcs}(X, \varphi, P)$ with the subspace topology. This follows from the fact that the basics sets used to defined the topology on $G^{lcs}(X, \varphi, P)$ are Borel sets with respect to the subspace topology.

We will only consider $G^{lcs}(X, \varphi, P)$ in detail. By Theorem 6.2 there exists $(Y, \psi)$ a mixing Smale space and $\pi : Y \to X$ almost one-to-one $u$-resolving factor map. Since different choices of synchronizing periodic points only affect the groupoids up to Morita equivalence, we can use Lemma 6.3 to ensure that we take $P$ that
satisfies the conditions in the previous lemma (here we note that if \( \pi \) is one-to-one for a point, then it is one-to-one for that point’s entire orbit).

By [21] Theorem 1.1, \( G^s(Y, \psi, \pi^{-1}(P)) \) is amenable and hence by the main result of [23], \( G^s(Y, \psi, \pi^{-1}(P)) \) is Borel amenable. The previous lemma and item (2) of Lemma 6.3 are the hypotheses of Proposition 2.9 Part (vii) in [11]. It follows from this proposition that \( G^{lcu}(X, \varphi, P) \) is Borel amenable and again using the main result of [23] it follows that \( G^{lcu}(X, \varphi, P) \) is amenable. \( \square \)

6.3. Summary of Results.

Theorem 6.10. Suppose \( (X, \varphi) \) is a mixing finitely presented system and \( P \subseteq X \) a finite set of synchronizing periodic points. Then, the groupoids \( G^{lc}(X, \varphi), \)
\( G^{lc}(X, \varphi, P), \) and \( G^{lcu}(X, \varphi, P) \) are each amenable and

\[
0 \rightarrow \mathcal{I}_{\text{sync}}(X, \varphi) \rightarrow A(X, \varphi) \rightarrow A(X, \varphi)/\mathcal{I}_{\text{sync}}(X, \varphi) \rightarrow 0
\]

is an exact sequence of \( C^* \)-algebras, where

(i) \( \mathcal{I}_{\text{sync}}(X, \varphi) \) is Morita equivalent to \( S(X, \varphi, P) \otimes U(X, \varphi, P) \) and

(ii) \( \mathcal{I}_{\text{sync}}(X, \varphi), S(X, \varphi, P), \) and \( U(X, \varphi, P) \) are all simple.

Proof. Combining Theorem 5.5 and Lemma 6.3 we have that there exists \( p \in X \) a synchronizing periodic point such that \( \mathcal{I}_{\text{sync}}(X, \varphi) \) is Morita equivalent to \( S(X, \varphi, p) \otimes U(X, \varphi, p). \) The Morita equivalence in (i) then follows from Theorem 5.5. This also implies that \( G^{lc}(X, \varphi) \) is amenable since \( G^{lc}(X, \varphi, P) \), and \( G^{lcu}(X, \varphi, P) \) are amenable by Theorem 6.9.

From Lemma 6.7 and [27] Proposition 4.3.7], it follows that \( S(X, \varphi, P) \) and \( U(X, \varphi, P) \) are both simple. It then follows from (i) that \( \mathcal{I}_{\text{sync}}(X, \varphi) \) is also simple. \( \square \)

It is not presently known if \( G^{lc}(X, \varphi) \) is amenable even when \( (X, \varphi) \) is a finitely presented system. However, there are no amenability issues when \( (X, \varphi) \) is mixing, finitely presented, and the set \( X \setminus X_{\text{sync}} \) is finite. We have the following in this situation.

Theorem 6.11. Suppose \( (X, \varphi) \) is a mixing finitely presented system where \( X \setminus X_{\text{sync}} \) is finite and \( P \subseteq X \) a finite set of synchronizing periodic points. Then the groupoids \( G^{lc}(X, \varphi), G^{lcu}(X, \varphi), G^{lc}(X, \varphi, P), \) and \( G^{lcu}(X, \varphi, P) \) are each amenable. Moreover,

\[
0 \rightarrow \mathcal{I}_{\text{sync}}(X, \varphi) \rightarrow A(X, \varphi) \rightarrow \mathcal{C}^{\|X\setminus X_{\text{sync}}\|} \rightarrow 0
\]

is an exact sequence of \( C^* \)-algebras, where (as in the previous theorem)

(i) \( \mathcal{I}_{\text{sync}}(X, \varphi) \) is Morita equivalent to \( S(X, \varphi, P) \otimes U(X, \varphi, P) \) and

(ii) \( \mathcal{I}_{\text{sync}}(X, \varphi), S(X, \varphi, P), \) and \( U(X, \varphi, P) \) are all simple.

Proof. Based on the previous theorem, we need to show that \( G^{lc}(X, \varphi) \) is amenable and that \( A(X, \varphi)/\mathcal{I}_{\text{sync}}(X, \varphi) \cong \mathcal{C}^{\|X\setminus X_{\text{sync}}\|}. \)

For the first of these statements, using [27] Proposition 4.3.2], the full groupoid \( C^* \)-algebra of \( G^{lc}(X, \varphi) \) fits within a short exact sequence with the ideal \( \mathcal{I}_{\text{sync}}(X, \varphi) \) (where we have used the fact the groupoid restricted to the synchronizing points is amenable). The quotient by this ideal is finite dimensional because there are finitely many non-synchronizing points. In particular, both \( \mathcal{I}_{\text{sync}}(X, \varphi) \) and this quotient algebras are nuclear so the full groupoid \( C^* \)-algebra of \( G^{lc}(X, \varphi) \) is also nuclear. It follows that \( G^{lc}(X, \varphi) \) is amenable, see [27] Theorem 4.1.5].
We now prove the second part. By \cite{28} Proposition 4.3.2, $A(X, \varphi)/I_{\text{sync}}(X, \varphi)$ is the reduced $C^*$-algebra of the local conjugacy groupoid restricted to $X \setminus X_{\text{sync}}$. Hence, $A(X, \varphi)/I_{\text{sync}}(X, \varphi)$ is a finite dimensional $C^*$-algebra. Moreover, since $X \setminus X_{\text{sync}}$ is finite, every $q \in X \setminus X_{\text{sync}}$ must be a periodic point so Lemma \ref{1.10} implies that if $p \sim_{lc} q$ with $p, q$ in $X \setminus X_{\text{sync}}$, then $p = q$. It follows that
\[
A(X, \varphi)/I_{\text{sync}}(X, \varphi) \cong \mathbb{C}^{|X \setminus X_{\text{sync}}|}.
\]

\[\square\]

Example 6.12. Let $(X_{\text{even}}, \sigma)$ denote the even shift. It is not hard to show that in the even shift there is only one non-synchronizing element, namely the sequence of all zeros, see \cite{29} Example 3.1.1 for details. Furthermore the even shift is a sofic shift, so in particular it is finitely presented. The previous theorem implies that all the relevant groupoids are amenable (this also follows from the fact that the relevant groupoids are AF). Hence, from Theorem \ref{6.11} we have the exact sequence
\[
0 \longrightarrow I_{\text{sync}}(X_{\text{even}}, \sigma) \longrightarrow A(X_{\text{even}}, \sigma) \longrightarrow \mathbb{C} \longrightarrow 0.
\]

Example 6.13. Recall the classification of expansive homeomorphisms of orientable surfaces discussed in Theorem \ref{1.14}. Let $(M, \varphi)$ be an expansive homeomorphism of an orientable surface.

If $M$ is the 2-torus, then $(M, \varphi)$ is a Smale space. Hence $M_{\text{sync}} = M$ and $I_{\text{sync}}(M, \varphi) = A(M, \varphi)$.

If the genus of $M$ is larger than one, then by \cite{2} Lemma 4.9 (also see \cite{13}), $M \setminus M_{\text{sync}}$ is finite, say $|M \setminus M_{\text{sync}}| = n$. Then by Theorem \ref{6.11} all the relevant groupoids are amenable and we have the exact sequence
\[
0 \longrightarrow I_{\text{sync}}(M, \varphi) \longrightarrow A(M, \varphi) \longrightarrow \mathbb{C}^n \longrightarrow 0.
\]
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