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Aromaticity reversals and their effect on chemical bonding in the low-lying electronic states of cyclooctatetraene (COT) are investigated through a visual approach which examines the variations in isotropic magnetic shielding in the space surrounding the molecule. The ground state (S0) of COT is shown to be strongly antiaromatic at the π-bond-shifting transition state (TS), a regular octagon of D8h symmetry; S0 antiaromaticity decreases at the D2d planar bond-alternating tub-to-tub ring-inversion TS but traces of it are shown to persist even at the tub-shaped D2d local minimum geometry. The lowest triplet (T1) and first singlet excited (S1) states of COT are found to have very similar D8h geometries and visually indistinguishable shielding distributions closely resembling that in benzene and indicating similarly high levels of aromaticity. Unexpectedly, COT diverges from its antiaromatic predecessor, cyclobutadiene, in the properties of the second singlet excited state (S2): In cyclobutadiene S2 is antiaromatic but in COT this state turns out to be strongly aromatic, with a shielding distribution closely following that around S2 benzene.

Introduction

Cyclooctatetraene (C8H8, COT) has been aptly described as “one of the decisive molecules in the history of chemistry”,1 It has been the subject of numerous experimental and theoretical studies; a comprehensive account of pre-2012 research has been provided by Schleyer and co-workers.1 The ground-state (S0) potential energy surface (PES) of COT has been examined in considerable detail2–8 and has been found to include symmetry-equivalent tub-shaped local minima of D2d symmetry connected through planar tub-to-tub ring-inversion transition states (TS) of D8h symmetry; these, in turn, are connected through a planar π-bond-shifting TS in the form of a regular octagon of D8h symmetry. In its electronic ground state D8h COT is a singlet diradical and its full-symmetry description requires at least a two-determinant wavefunction; the attempt to use the standard single closed-shell Slater determinant results in a “broken-symmetry” wavefunction which suggests energetically favourable distortions of the molecular framework to one of the two bond-alternating D2d geometries. As shown by Hrovat and Borden,5 the ground-state PES of COT can be described with high accuracy using a complete active-space self-consistent field (CASSCF) wavefunction with “8 electrons in 8 orbitals”, CASSCF(8,8), accounting for the eight electrons involved in the bond rearrangements linking the D2d, D8h and D2h stationary points; CASSCF(8,8) wavefunctions have been also found to work well in studies of several low-lying electronic states of COT.6–9,10 Hückel molecular orbital (HMO) theory depicts the ground electronic state of D2h COT as an antiaromatic triplet which is incorrect in more than one way: Firstly, at this geometry COT has an antiaromatic diradical ground electronic state which violates Hund’s rule and secondly, the lowest triplet state (T1) of D2h COT has been shown to be aromatic.10–13 D2h COT was used by Baird as an example of a molecule featuring an aromaticity reversal on excitation from S0 to T1;12 subsequent research revealed that D2h COT experiences a similar aromaticity reversal on excitation from S0 to the first singlet excited state (S1).10 Recent experimental work has demonstrated that cyclooctatetraene-fused acene dimers exhibit remarkable conformational flexibility associated with the change in aromaticity of the central COT moiety on excitation from S0 to S1; such “flapping” fluorophores (FLAP) provide a versatile platform for designing novel photofunctional systems.14–16
In this paper we investigate aromaticity and chemical bonding at all stationary points of the ground-state PES of COT, including the $D_{2d}$ tub-shaped, $D_{sh}$ bond-alternating and $D_{2d}$ geometries, as well as at the $D_{sh}$ geometries of the lowest triplet and first and second singlet ($T_1$, $S_1$ and $S_2$) electronic excited states by analysing, for each geometry and electronic state, the changes in the off-nucleus isotropic shielding, $\sigma_{\text{iso}}(r) = 1/3[\sigma_{xx}(r) + \sigma_{yy}(r) + \sigma_{zz}(r)]$, within the space surrounding the molecule. All $\sigma_{\text{iso}}(r)$ calculations make use of state-specific CASSCF(8,8) wavefunctions constructed from gauge-including atomic orbitals (GIAOs). The aromaticities of the $S_0$, $T_1$ and $S_1$ states of COT have been examined at the CASSCF(8,8)-GIAO level with several types of nucleus-independent chemical shifts (NICS) proton shieldings and magnetic susceptibilities. However, when applying NICS in order to assess the aromaticity of a larger ring such as COT, it is logical to ask to what extent we can trust predictions based on a single shielding value calculated at or above the centre of this ring. In contrast to NICS and other single-value aromaticity criteria, $\sigma_{\text{iso}}(r)$ isosurfaces and contour plots provide somewhat more detailed and, arguably, more reliable information about aromaticity and its effect on chemical bonding. Representing off-nucleus magnetic isotropic shielding as a function of position in the space surrounding a molecule requires a very large number of closely spaced data points which addresses potential deficiencies of single-point NICS such as the need to choose, in a more or less arbitrary manner, locations at which these quantities are calculated (NICS can exhibit strong positional dependence and, in certain situations, standard choices can be inappropriate), and the argument that a single number might not be sufficient to characterise all aspects of aromatic behaviour, supported by the observation that different ring current maps can produce nearly indistinguishable single-point NICS values. The application of this approach to the low-lying electronic states of the archetypal examples of aromatic and antiaromatic systems, benzene ($C_6H_6$) and square cyclobutadiene ($C_4H_4$) has shown that the profoundly different shielding distributions in the $S_0$ states of $C_6H_6$ and $C_4H_4$ can be viewed as aromaticity and antiaromaticity “fingerprints” which are reproduced in other electronic states of the two molecules and allow classification of these states as aromatic (S0 and S2 for C6H6, T1 and S1 for C4H4) or antiaromatic (S0 and S2 for C6H6, T1 and S1 for C4H4); $C_4H_4$ was predicted to be even more aromatic than $C_6H_6$. Whether or not the low-lying electronic states of $D_{sh}$ COT follow a pattern similar to that observed in its antiaromatic cyclic conjugated precursor with 4n π electrons, square cyclobutadiene, is one of the questions targeted through the research reported in this paper.

Computational procedure

The active spaces in the state-specific CASSCF(8,8) wavefunctions for the $S_0$, $T_1$, $S_1$ and $S_2$ states of $D_{sh}$ COT studied in this paper were formed from the π-orbital configuration $(\epsilon_{2u})^2(\epsilon_{1g})^4(\epsilon_{2u})^2$ and two higher-energy π orbitals, a doubly-degenerate $\epsilon_{3g}$ and a $b_{2u}$. As explained in ref. 10, the symmetries of the singlet and triplet states associated with the direct product $\epsilon_{2u} \times \epsilon_{2u}$ follow from the compositions of its symmetric and antisymmetric parts, $[\epsilon_{2u} \times \epsilon_{2u}] = a_{1g} + d_{1g} + d_{2g}$ and $[\epsilon_{2u} \times \epsilon_{2u}] = a_{2g}$, respectively. Thus $\epsilon_{2u} \times \epsilon_{2u}$ gives rise to three singlet states, $1^1A_{1g}$ ($S_1$), $1^1B_{1g}$ ($S_0$) and $1^1B_{2g}$ ($S_2$), and one triplet state, $1^3A_{2g}$ ($T_1$). The largest subgroup of the $D_{sh}$ point group supported by one of the program packages we used for CASSCF(8,8) calculations, Dalton, is $D_{2h}$ therefore in that subgroup the $S_0$, $S_1$, $S_2$ and $T_1$ states of $D_{sh}$ COT were treated as the $1^1B_{1g}$, $1^1A_{2g}$, $2^1A_{2g}$ and $1^1B_{3g}$ states, respectively. The $2^1A_{2g}$ state was accessed by requesting the second root of the CASSCF(8,8) configuration interaction (CI) problem in that symmetry. In the CASSCF(8,8) calculations carried out with Gaussian16 the $S_1$ and $S_2$ states were accessed by requesting the second and third roots, respectively, of the CASSCF(8,8) CI problem. The selection of active-space orbitals for the CASSCF(8,8) wavefunctions for the $S_0$ states of $D_{sh}$ and $D_{2d}$ COT was, in each case, a straightforward task.

The CASSCF(8,8)/6-31G** optimised geometries of the $1^1B_{1g}$ state of $D_{sh}$ COT (TS for the π bond shift process on the $S_0$ PES), the $1^1A_{1g}$ state of $D_{sh}$ COT (TS for the ring inversion process on the $S_0$ PES), the $1^1A_1g$ state of $D_{2d}$ COT (local minimum on the $S_0$ PES), the $1^1A_{2g}$, $2^1A_{2g}$ and $1^1B_{3g}$ states of $D_{sh}$ COT (local minimum on the $T_1$ PES) and the $1^1A_{1g}$ state of $D_{sh}$ COT (local minimum on the $S_1$ PES) were taken from an earlier study of COT. Additionally, the geometry of the $1^1B_{3g}$ state of $D_{sh}$ COT (local minimum on the $S_0$ PES) was optimised at the same CASSCF(8,8)/6-31G** level, and then the geometries of all stationary points on the $S_0$ PES, $T_1$, $S_1$ and $S_2$ PES of COT studied in this paper were reoptimised at the CASSCF(8,8)/cc-pVQZ level. As the differences between the CASSCF(8,8)/6-31G** and CASSCF(8,8)/cc-pVQZ optimised geometries were observed to be minor, all subsequent magnetic shielding calculations were carried out at the CASSCF(8,8)/6-31G** geometries; according to our experience with calculations of this type, off-nucleus shieldings are relatively insensitive to minor changes in molecular geometry. All of the additional geometry optimizations were carried out using Gaussian16 and the local minimum or saddle point nature of each optimised geometry was verified through an analytic harmonic frequency calculation.

All CASSCF(8,8)-GIAO calculations were performed by means of the MCSCF-GIAO (multiconfigurational SCF with GIAOs) methodology that is implemented in the Dalton program package, the basis set used in these calculations was 6-311+G*. All reported total energies of various electronic states at CASSCF(8,8)/6-31G** geometries were also computed within the 6-311+G* basis, with both Gaussian16 and Dalton. Following previous work on NICS, the ring currents in triplet systems, the CASSCF-GIAO isotropic shieldings in the lowest triplet electronic state of COT reported in this paper include only contributions that arise from the perturbation to the wavefunction. With this choice, the values reported for a triplet state can be compared directly with those for singlet states. For comparisons to experimental data when and if such data becomes available, one will need to take into account the large terms associated
with the interaction between the electronic spin angular momentum and the magnetic field.\textsuperscript{38,39}

The grids of points used in the construction of $\sigma_{\text{iso}}(r)$ isosurfaces and contour plots for the $S_0$, $T_1$, $S_1$ and $S_2$ electronic states of COT studied in this paper are regular, with a spacing of 0.05 Å, in the shape of rectangular boxes centred at the origins of centre-of-mass right-handed Cartesian coordinate systems in which the $z$ axes are oriented along the respective principal symmetry axes and the $x$ and $y$ axes are oriented along the $C_2^\prime$ axes ($D_{2d}$ geometry) or the $C_2^\prime$ axes ($D_{4h}$ and $D_{4h}$ geometries). The grid for the $S_0$ state of $D_{2d}$ COT consists of $133^2 \times 81$ points, and the grids for all other states consist of $161^2 \times 101$ points. In order to reduce computational effort, the $\sigma_{\text{iso}}(r)$ values for each electronic state were calculated only at symmetry-unique grid points (1/4 of all points for $D_{2d}$ COT and 1/8 of all points for $D_{4h}$ and $D_{4h}$ COT, respectively) and data were then replicated by symmetry. For visualization purposes, all $\sigma_{\text{iso}}(r)$ values obtained for the electronic states of COT were assembled into Gaussian cube files.\textsuperscript{40}

## Results and discussion

The carbon–carbon and carbon-hydrogen bond lengths in the $S_0$, $T_1$, $S_1$ and $S_2$ electronic states of COT from geometries optimised using state-specific CASSCF(8,8) wavefunctions in the 6-31G** and cc-pVTZ basis sets are shown in Table 1 together with the lowest harmonic frequencies and total energies of these states. The carbon–carbon and carbon–hydrogen bond lengths calculated in the cc-pVTZ basis set are slightly shorter; the largest difference between 6-31G** and cc-pVTZ bond lengths calculated in the cc-pVTZ basis set are 0.0052 Å is observed for the carbon–carbon bond in $D_{2d}$ COT.

### Table 1  Carbon–carbon and carbon–hydrogen bond lengths (Å), lowest harmonic frequencies (cm$^{-1}$) and total energies (E$_f$) for the $S_0$, $T_1$, $S_1$ and $S_2$ electronic states of COT from CASSCF(8,8) calculations in the 6-31G**, cc-pVTZ and 6-311+G* basis sets; “6-31G**” rows show CASSCF(8,8)/6-311+G* energies for the different geometries and electronic states of COT that are included in the ESI. Further information about the behaviour of the isotropic shielding in the electronic states of COT at the planar $D_{4h}$ and $D_{4h}$ geometries is provided by contour plots in three planes: the molecular plane (Fig. 2), a plane 1 Å above it, and a plane perpendicular to the molecular plane (Fig. S1 and S2 in the ESI). The shielding along the carbon framework in the $S_0$ electronic ground state at the $D_{2d}$ sub-shaped geometry outlines a sequence of alternating “single” and “double” carbon–carbon bonds similar to those reported in the magnetic shielding study of bonding in \textit{trans}-1,3-butadiene.\textsuperscript{41} It is interesting to observe that this clearly non-aromatic picture retains a minor hint of antiaromaticity in the form of a small deshielded region surrounded by the yellow $\sigma_{\text{iso}}(r) = -1$ ppm isosurface in the centre of the ring. Note that other parts of this isosurface at $\pm 1$ ppm can be seen as larger “halos” over the smaller orange “halos” at $\pm 16$ ppm surrounding carbon atoms familiar from previous magnetic shielding studies of conjugated systems involving sp$^2$ and sp$^3$ hybridised carbon atoms and other sp$^3$ hybridised first main row atoms.\textsuperscript{23,24,27,42,43}

A recent study of magnetically induced currents in $D_{2d}$ COT reported a weak paratropic global molecular ring current,\textsuperscript{8} an indication of a very low level of antiaromaticity, which is in line with the findings of the current work. The shielding along the carbon framework does not show signs of additional conjugation over that in \textit{trans}-1,3-butadiene\textsuperscript{44} which suggests that the interesting concept of “two-way” (double) hyperconjugation in $D_{2d}$ COT is
likely to make only a minor contribution to bonding in this molecule.

The differences between the shielding around “single” and “double” carbon–carbon bonds are still obvious but somewhat less pronounced at the $S_0$ planar geometry of $D_{4h}$ symmetry. There is some more evidence of antiaromaticity at the ring centre, in the form of a small almost spherical deshielded region with a boundary at $-16$ ppm. In fact, the $D_{4h} \ S_0 \ \sigma_{\text{iso}}(r)$ contour plot in Fig. 2 indicates that most of the interior of the carbon ring is moderately deshielded, including a sizeable region deshielded by more than 10 ppm. Antiaromaticity is also manifested by the weakened shielding around carbon–carbon bonds, the bulk of which is displaced away from the ring centre; this affects more the four “single” bonds.

The ground-state antiaromaticity of COT is most pronounced at the $D_{4h}$ planar geometry, at which the shielding picture is dominated by a large strongly deshielded dumbbell-shaped region in the centre of the molecule. The presence of this strongly deshielded region leads to further reduction of the shielding around carbon–carbon bonds and further displacement of this shielding towards the exterior of the ring. The variations in isotropic shielding around $S_0$ $D_{4h}$ COT resemble closely those observed for the paradigm of antiaromaticity, the electronic ground state of square cyclobutadiene. It has been suggested, on the basis of NICS values, that the $S_0$ state of $D_{4h}$ COT is more antiaromatic than the respective state of square cyclobutadiene. Indeed, the deshielding of the ring interior shown in Fig. 1, 2 and Fig. S1, S2 (ESI†) is more intensive than that seen in analogous contour plots for square cyclobutadiene but, at the same time, in COT the extent to which the central deshielded region disrupts the shielding around carbon–carbon bonds is smaller. It would be correct to say that while the $S_0$ state of $D_{4h}$ COT is undoubtedly strongly antiaromatic, antiaromaticity affects bonding along the carbon framework to a lesser degree than in the respective state of square cyclobutadiene. This is in line with the similarity between the antiaromatic $S_0$ and aromatic $T_1$ and $S_1$ $D_{4h}$ COT geometries illustrated by the data in Table 1.

Clearly, $\sigma_{\text{iso}}(r)$ isosurfaces and contour plots differentiate between the levels of aromaticity of ground-state COT at its $D_{4h}$, $D_{4h}$ and $D_{2d}$ geometries in a more nuanced way than modern valence bond (VB) theory: According to a spin-coupled generalised valence-bond (SCGVB) study, antiaromaticity at the $D_{4h}$ geometry follows from the singlet biradical character of the wavefunction (triplet pairs coupled to an overall singlet), whereas the absence of resonance within the wavefunctions
at the $D_{sh}$ and $D_{2d}$ geometries was taken as a sign of non-aromatic behaviour.

It is difficult to tell apart the isotropic shielding pictures observed in the $T_1$ and $S_1$ electronic states of COT (Fig. 1, 2 and Fig. S1, S2, ESI†); both of these bear surprisingly close resemblance to the doughnut-shaped region of increased shielding enveloping the carbon framework in the electronic ground state of benzene,$^{23,24}$ extended over a ring of eight rather than six carbons atoms. This observation provides compelling visual evidence that the $T_1$ and $S_1$ electronic states of COT exhibit levels of aromaticity very similar to that of the electronic ground state of benzene.

The negligible change in the level of aromaticity between the $T_1$ and $S_1$ electronic states of COT is one of the differences between the aromaticity characteristics of the low-lying excited states of COT and square cyclobutadiene: In square cyclobutadiene $T_1$ is noticeably more aromatic than $S_1$. A second, more important and somewhat unexpected difference is associated with the aromaticity of the second singlet excited state $S_2$. In square cyclobutadiene $S_2$ is antiaromatic but less so than $S_0$. In stark contrast, in the $S_2$ of COT the interior of the carbon ring is intensively shielded all over (Fig. 1, 2 and Fig. S1, S2, ESI†), in close resemblance to the shielding picture observed in the $S_0$ state of benzene.$^{24}$

The conclusion that can be drawn from this unexpected finding is that the $S_2$ electronic state of COT, similarly to the corresponding state of benzene, exhibits a significant level of aromaticity, surpassing that of benzene in its electronic ground state.

Carbon and proton isotropic shieldings and various NICS indices for the $S_0$, $T_1$, $S_1$ and $S_2$ electronic states of COT, calculated at the same level of theory as the data for the shielding isosurfaces and contour plots, are collected in Table 2. The NICS indices include the original NICS index $NICS(0) = -\sigma_{iso}(at\ ring\ centre)$,$^{17}$ as well as $NICS(1) = -\sigma_{iso}(at\ 1\ Å\ above\ ring\ centre)$,$^{18,19}$ $NICS(0)_{zz} = -\sigma_{zz}(at\ ring\ centre)$,$^{20,21}$ and $NICS(1)_{zz} = -\sigma_{zz}(at\ 1\ Å\ above\ ring\ centre)$. The position at which $NICS(1)$ was evaluated for the non-planar $D_{2d}$ ground state of COT was $1\ Å$ away from the ring centre along the $S_4$ improper rotation axis. The data for states other than the $S_2$ electronic state of COT were found to be identical to those reported earlier$^{10}$ and have been included in order to facilitate comparison with the rather unexpected magnetic features of this state. According to the $NICS(0)$, $NICS(1)$, $NICS(0)_{zz}$ and $NICS(1)_{zz}$ values for the $S_2$ electronic state of COT, this state of COT is decidedly more aromatic than the corresponding state of benzene.$^{24}$ This conclusion is reinforced by the very significant proton deshielding observed in $S_2$ COT: the corresponding $\sigma_{iso}(H)$ value is more than 8 ppm lower than that in the $D_{2d}$ ground state. Despite the fact that NICS carry much less information than the shielding isosurfaces and contour plots shown in Fig. 1, 2 and Fig. S1, S2 (ESI†), the data included in Table 2 demonstrates that they provide reasonably accurate assessments of the aromaticities of the $S_0$, $T_1$, $S_1$ and $S_2$ electronic states of COT. Of course, due to their single-point nature, NICS are unable to provide any of the insights into the influence of aromaticity and antiaromaticity on bonding in the $S_0$, $T_1$, $S_1$ and $S_2$ electronic states of COT that can be analysed and visualised through the respective isotropic shielding isosurfaces and contour plots.

### Conclusions

The analysis of the spatial variations in isotropic shielding, $\sigma_{iso}(r)$, at all stationary points of the ground-state PES of COT, including the $D_{2d}$ tub-shaped, $D_{sh}$ bond-alternating and $D_{2d}$ geometries, as well as at the $D_{sh}$ geometries of the lowest triplet and first and second singlet ($T_1$, $S_1$ and $S_2$) electronic excited states reveals both expected and unexpected features of bonding and aromaticity, some of which change dramatically between electronic states.

As expected, the intense antiaromaticity of the electronic ground state at the $D_{sh}$ planar regular octagon geometry experiences rapid decrease on passing, through the lower-energy $D_{sh}$ planar geometry, to the lowest-energy $D_{2d}$ non-planar tub-shaped geometry. Interestingly, even at the $D_{2d}$ geometry, in which the alternating “single” and “double” carbon–carbon bonds are clearly outlined by the changes in isotropic shielding, ground-state COT retains a hint of antiaromaticity in the form of a small deshielded region surrounding the geometric centre of the molecule.

The features of the first and second singlet excited states of COT revealed by the current magnetic shielding study indicate that Hückel-antiaromatic rings with eight π electrons can be expected to behave differently from square cyclobutadiene in their first and second singlet excited states, with $S_1$ becoming as aromatic as $T_1$ and $S_2$ turning out as strongly aromatic rather than antiaromatic.

The shielding isosurfaces and contour plots suggest that π bonding in the $S_2$ state of COT (as well as in the $S_2$ state of benzene$^{23}$) is strengthened, which is associated with increased
shielding within, above and below the ring; this increased shielding creates the perception of a substantially higher level of aromaticity. However, all of this is at the expense of the shielding over the σ framework and the strength of the σ bonds, hence the higher energy of this state. These findings can have important implications for the design of novel photo-functional materials involving flapping molecules\textsuperscript{14–16} and suggest that researchers in the area should be advised to examine not only the first singlet excited state of a flapping molecule but also the second singlet excited state—annulation can enhance the σ bond framework, decrease the energy of this state and make it more accessible.
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