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We show that one can determine both parameters of a displacement acting on an oscillator with an accuracy which scales inversely with the square root of the number of photons in the oscillator. Our results are obtained by using a grid state as a sensor state for detecting small translations in phase space (displacements). Grid states were first proposed in 1 for encoding a qubit into an oscillator: an efficient preparation protocol of such states, using a coupling to a qubit, was developed in 2. We compare the performance of the grid state with the quantum compass or cat code state and place our results in the context of the two-parameter quantum Cramér-Rao lower bound on the variances of the displacement parameters. We show that the accessible information about the displacement for a grid state increases with the number of photons in the state when we measure and prepare the state using a phase estimation protocol. This is in contrast with the accessible information in the quantum compass state which we show is always upper bounded by a constant, independent of the number of photons. We present numerical simulations of a phase estimation based preparation protocol of a grid state in the presence of photon loss, nonlinearities and qubit measurement, using no post-selection, showing how the two effective squeezing parameters which characterize the grid state change during the preparation. The idea behind the phase estimation protocol is a simple maximal-information gain strategy.
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I. INTRODUCTION

It is a fact of quantum mechanics that one cannot simultaneously measure the position $q$ and momentum $p$ of a quantum state as the position and momentum operator do not commute $[\hat{q}, \hat{p}] = i\hbar$. This however does not imply that every function of these operators cannot be measured simultaneously as some functions of these operators may commute. In this paper we show how one can use this fact to simultaneously learn both parameters of a displacement acting on an oscillator. We assume a harmonic oscillator with annihilation operator $a = \sqrt{\frac{m}{2\hbar}}(\hat{q} + \frac{\hat{p}}{m})$ with mass $m$, angular frequency $\omega$ and Hamiltonian $H = \hbar \omega (a^\dagger a + \frac{1}{2})$. This harmonic oscillator for example could physically represent an optical or microwave cavity mode, an LC oscillator or a nanomechanical oscillator.

Assume that one has prepared a state in the harmonic oscillator at some initial time $t = 0$: we will refer to this state as the sensor state. For an interval in time from $t = 0$ to $\tau$ a weak time-dependent classical force acts so that during this interval the Hamiltonian equals $H(t) = \hbar \omega (a^\dagger a + \frac{1}{2}) - \hat{q} F(t)$. The unitary evolution on the oscillator equals (up to a phase) $U(\tau) = \exp(-i\omega a^\dagger a \tau) \exp(\beta a^\dagger - \beta^* a)$ with $\beta = \sqrt{2m} \int_0^\tau dt' F(t') e^{i\omega t'}$, thus picking up an additional displacement $D(\beta) = \exp(\beta a^\dagger - \beta^* a)$. Determining the amplitude and phase of the displacement parameter $\beta$ will roughly provide information about the amplitude and phase of the force at frequency $\omega$. If the harmonic oscillator represents, say, a superconducting LC oscillator, then a capacitive coupling to a time-dependent classical gate voltage can similarly induce small displacements: the goal is then to simultaneously measure both amplitude and phase of the voltage signal.

The harmonic oscillator can also represent a nanomechanical oscillator, e.g. in 4 the strength of a small displacement acting on a nanomechanical oscillator is measured via the induced shift of the resonant frequency of a coupled superconducting microwave cavity mode. Determining the ultimate limits of measuring the effect of a weak force on an oscillator has been a subject of much previous study, see e.g. 5. It is now known that more complex measurement strategies do not necessarily obey a ‘standard quantum limit’ (SQL), see e.g. 6, but can reach a Heisenberg limit. For example, in 7 the amplitude of a small displacement acting on a microwave cavity field was measured using an entangled atom-cavity sensor state, going beyond the SQL, performing best when the displacement direction or phase is known beforehand (see also a Rydberg-atom based electrometer in 8). The focus of much theoretical and experimental research in parameter estimation for oscillators has been on measuring a phase shift, of the form $\exp(i\omega a^\dagger a)$: this is not the setting that we consider here 9. The idea that we put forward in this paper does not directly relate to a discussion on a SQL versus Heisenberg limit: the essential new idea is that we show that one can measure both parameters in a displacement simultaneously.

Before we provide an overview of our results, let us discuss, at a descriptive level, how several quantum states could perform as displacement sensors.

A simple sensor state that one can consider for displacement sensing is a coherent state $|\alpha\rangle$ (for example a vacuum state). For such a coherent sensor state it is clear that the shot noise in both quadratures limits the accuracy with which one can determine the parameters in a displacement $D(\beta)$ mapping $|\alpha\rangle$ onto $|\alpha + \beta\rangle$.

Using squeezed states would improve the sensitivity for
one of the shift parameters while at the same time losing accuracy in estimating the other parameter, suggesting that for a single-mode sensor it might never be possible to get high accuracy for both displacement parameters.

An effective way of determining an unknown displacement is to let such a displacement act on only one mode of a two-mode squeezed state as in the superdense coding protocol introduced by Kimble and Braunstein [10]. The infinitely-squeezed two-mode squeezed state—the paradigmatic EPR state—is a simultaneous eigenstate of both the difference of the positions of the oscillators \( \hat{q}_1 - \hat{q}_2 \) and the sum of the momenta \( \hat{p}_1 + \hat{p}_2 \), this being possible because these operators commute. Itinerant (travelling over a transmission line, not confined in a cavity) single and two-mode squeezed states in the microwave domain have been experimentally generated [11, 12] (see an overview in [13]).

Another simple method of measuring a displacement is to have two bosonic probe modes which both undergo the same displacement \( D(\beta) \). One probe mode will be prepared in a squeezed position state, the other probe mode in a squeezed momentum state, so that both shifts can be determined with high accuracy bounded by the amount of squeezing available.

Another state that has been suggested as a good displacement sensor state is the single-mode quantum compass state [14], also known as a particular cat code state [15, 17]. It has been argued in [14] that this state equal to

\[
|\psi^{\text{comp}}\rangle \propto |\alpha\rangle + |-\alpha\rangle + |i\alpha\rangle + |-i\alpha\rangle,
\]

has a phase space structure in the central interference region (see Fig. 1) with interference ‘tiles’ with an area \( \sim (2\pi\hbar)^2/\pi \), thus allowing for a sensitivity which increases with \( \pi \). A small, \( \pi = |\alpha|^2 \approx 3 \), version of this state has been recently used to store a qubit in a microwave cavity [19]. When \( \pi \gg |\beta| \) one can show that \( \langle \psi^{\text{comp}} | D(\beta) | \psi^{\text{comp}} \rangle \propto \cos(a\text{Im}(\beta)) + \cos(a\text{Re}(\beta)) \) so that if \( \text{Im}(\beta) = \text{Re}(\beta) = \pi/(2\alpha) \sim \sqrt{\pi} \), i.e. the displaced state is orthogonal to \( |\psi^{\text{comp}}\rangle \) itself. The state is thus sensitive to very small displacements of strength \( |\beta| \sim 1/\sqrt{\pi} \), but that does not imply that it performs well when \( |\beta| \) lies in a constant range larger than \( 1/\sqrt{\pi} \).

Hence the goal of this paper is to show that for small displacements the use of two modes (of which either only one or both undergo the unknown displacement) is unnecessary: using a single-mode grid state sensor one can get displacement information about both parameters which also gets better with the number of photons in the state. This result holds for displacements of small strength, adding at most \( \frac{1}{2} \) photons to a vacuum state. The results in this paper are focused on the single-shot setting: that is, preparation of the sensor state, the application of the displacement, and the subsequent measurement of the effect, is done once, no repetition of the experiment is allowed. In quantum metrology one often considers the setting where an identical experiment (set up of sensor state, displacement happens, measure) can be repeated to gain information. We briefly discuss the repetition set up in the Conclusion. In any scenario, single-shot or repetition, the point of the grid state is that one has effective squeezing in both quadratures thus an enhanced sensitivity in both.

In Section [1A] we give the idea behind using grid states. In Section [1] we discuss the background on two-parameter estimation theory. In Section [III] we discuss the phase estimation protocols which allow one to prepare a grid state as well as measure the effect of a displacement. We will explicitly prove how the accuracy with which one can determine both parameters in the displacement increases with photon number for grid states which are explicitly prepared and measured using a noiseless textbook phase estimation protocol. In Section [V] we compare our results with a quantum compass state sensor in terms of how much accessible information one can get about a displacement based on the phase estimation measurement. In Section [V] we report on extensive numerical simulations of executing a phase estimation protocol using a dispersive qubit-bosonic mode coupling as described in [2]. The results in this Section go much beyond [2] by using a new phase estimation protocol which assumes no post-selection and which is information-theoretically optimized.

A. Idea Behind Grid States

A grid state is an approximate eigenstate of two commuting operators \( S_p = e^{i\hat{p}\sqrt{2\pi}/(m_0\hbar)} \) and \( S_q = e^{i\hat{q}\sqrt{2\pi}/m_0\hbar} \). \( S_p \) acts as a shift in position, i.e. \( S_p |q\rangle = |q - \sqrt{2\pi/m_0}\rangle \) while \( S_q \) acts as a shift in momentum, \( S_q |p\rangle = |p + \sqrt{2\pi/m_0}\rangle \) where \(|q\rangle\) and \(|p\rangle\) are position and momentum eigenstates. One can verify the commutation of these operators by using the identity \( e^{A e^{B}} = e^{B e^{A}} e^{[A, B]} \) for \( A, B \) linear combinations of \( \hat{p} \) and \( \hat{q} \). From here onwards we redefine \( \hat{p} \) and \( \hat{q} \) as the dimensionless ‘quadrature’ operators \( \hat{p} = \sqrt{\frac{p}{m_0\hbar}} \) and \( \hat{q} = \sqrt{\frac{q}{m_0\hbar}} \) so that \( \hat{p} = i\sqrt{\frac{1}{\sqrt{\pi}}}(a^t - a) \) and \( \hat{q} = \frac{i}{\sqrt{\pi}}(a + a^t) \) with canonical commutation relation \( [\hat{q}, \hat{p}] = i \) (and variances \( \text{Var}(\hat{p}) = \frac{1}{2} \) and \( \text{Var}(\hat{q}) = \frac{1}{2} \)). Hence we use \( S_p = e^{i\hat{p}\sqrt{\pi}} \) and \( S_q = e^{i\hat{q}\sqrt{\pi}} \). A grid state with an average number of photons \( \pi \) will not be a perfect eigenstate (\( p \) only takes values \( k\sqrt{2\pi} \) with \( k \in \mathbb{Z} \) and \( q = l\sqrt{2\pi} \) with \( l \in \mathbb{Z} \)). Rather, its wavefunction in \( p \) can be a Gaussian envelope of finite width in which one has a superposition of squeezed peaks at \( p = k\sqrt{2\pi} \) and similarly in \( q \)-space (see an example of the Wigner function in Fig. 1). Now imagine that such grid state undergoes a small displacement \( \exp(-i\hat{p}\hat{q} + iv\hat{q}) \) [20] (equal to \( \exp(-i\hat{p}\hat{q}) \exp(iv\hat{q}) \) modulo an overall phase) with unknown parameters \( u, v \) in a small interval. The goal is to estimate the value of the parameters \( u \) and \( v \). In order to determine \( u \) and \( v \), one measures the eigenvalues of \( S_p \) and \( S_q \). The shifted grid state \( |\psi_{\text{grid}}^{u,v}\rangle \) is then an approximate eigenstate of
Appendix A we provide a self-contained derivation of $S_p$ and $S_q$ with eigenvalues $S_p |\psi_{u,v}^{\text{grid}}\rangle \approx e^{i\sqrt{2}\pi p} |\psi_{u,v}^{\text{grid}}\rangle$ and $S_q |\psi_{u,v}^{\text{grid}}\rangle \approx e^{i\sqrt{2}\pi q} |\psi_{u,v}^{\text{grid}}\rangle$. The eigenvalues of $S_p$ and $S_q$ uniquely determine the parameters $u$, $v$ only when $u, v \in [-\sqrt{\pi/2}, \sqrt{\pi/2}]$, i.e. the grid should be displaced by less than half the minimum distance between the grid points. A grid state with an increasing number of photons $\pi$ then simply allows for a greater resolution of the eigenvalues. Grid or comb states were originally proposed by Gottesman, Kitaev and Preskill in [1] to represent a qubit in a bosonic mode so that displacement errors can be detected and corrected, but the application for sensing was not considered. The grid state can also be viewed as the phase-space equivalent of the well-known frequency comb in which one has sharp amplitude peaks at equally-spaced frequencies in an overall Gaussian envelope. A form for the finite-photon number grid state is

$$|\psi_{u,v}^{\text{grid}}\rangle = \left(\frac{2}{\pi}\right)^{1/4} \sum_{t=-\infty}^{\infty} e^{-\pi \Delta t^2} \int dq \ e^{-(q-\sqrt{2}\pi t)^2/(2\Delta^2)} |q\rangle,$$

(1)

which one can read as a squeezed state (in $q$) to which one applies a sum of discrete displacements, weighed with a Gaussian filter. The wavefuntion in $p$ is almost identical, i.e. one can show that

$$|\psi_{u,v}^{\text{grid}}\rangle = \left(\frac{2}{\pi}\right)^{1/4} \sum_{t=-\infty}^{\infty} \int dp \ e^{-\Delta^2 p^2/2} e^{-(p-\sqrt{2}\pi t)^2/(2\Delta^2)} |p\rangle.$$

The slight asymmetry of the $p$ and $q$ representation vanishes when $\Delta \to 0$. For this state one can derive that $\pi \approx \frac{1}{4\Delta}$, neglecting $O(1)$ and $O(\Delta)$ terms. A grid state is thus squeezed in both quadratures, its sensitivity for detecting displacements can be captured by two effective squeezing parameters which we introduce in Section IV A.

II. TWO PARAMETER ESTIMATION THEORY

The task of determining the displacement parameters $u$ and $v$ can be viewed as a problem in quantum estimation theory, see e.g. [21–27]. The relevant question here is: given the pure state $|\psi_{u,v}\rangle = \exp(-iu\hat{p} + iv\hat{q}) |\psi\rangle$ where $|\psi\rangle$ is the sensor state, how well can we estimate $u, v$ using a single quantum measurement? The quantum measurement is given by operation elements $\{E_x\}$ with $\sum_x E_x = I$, leading to outcomes $x$ with probability $P(x|u,v) = \text{Tr} E_x |\psi_{u,v}\rangle \langle \psi_{u,v}|$. On the basis of an outcome $x$ one chooses an estimator for $u$ as $\hat{u}(x)$ and for $v$ as $\hat{v}(x)$. The quantum version of the Cramér-Rao bound relates the covariance matrix of the estimators at a point $(u,v)$ to the quantum Fisher information assuming that the estimators $\hat{u}(x)$ and $\hat{v}(x)$ are unbiased, meaning that $\sum_x P(x|u,v) (\hat{u}(x) - u) = 0, \sum_x P(x|u,v) (\hat{v}(x) - v) = 0$ at the point $(u,v)$. In Appendix A we provide a self-contained derivation of this two-parameter quantum Cramér-Rao bound for completeness. The bound says that the estimator covariance matrix $\Sigma \geq F^{-1}$ where $F$ is the $2 \times 2$ quantum Fisher matrix whose entries are $F_{ij} = \frac{1}{2} \langle \psi_{u,v}|L_i L_j + L_j L_i |\psi_{u,v}\rangle$ with $L_i$ the so-called symmetric logarithmic derivative operator. For a pure sensor state undergoing a unitary

![FIG. 1. Wigner function of a grid state (top) and a quantum compass state (bottom), both with $\pi \approx 12$. The grid state has been generated by the protocol in [2] using adaptive phase estimation (corresponding to $l = 1$ and an adaptively varying $\varphi$ in Fig. 2) in $M = 8$ rounds, both for $S_p$ and $S_q$ applied to the vacuum state. The distance between the center of the Wigner function peaks is $\sqrt{2}\pi$ in both the $p$ and $q$ direction, thus the unit cell has area $2\pi$. Since the displacement can shift the grid in both positive and negative $p$ and $q$ directions, only displacements which can add at most $\pi/2$ photons to a vacuum state can be distinguished.](image)
displacement, one can find $L_{i=u} = -2i|\hat{p}|_i|\psi_{u,v}\rangle\langle\psi_{u,v}|$ and $L_{i=v} = 2i|\hat{q}|_i|\psi_{u,v}\rangle\langle\psi_{u,v}|$, see the tools in [25, 28]. As a consequence of the matrix inequality one can obtain the following lower bound on the sum of variances (with $\text{Var}(u) = \sum_x \mathbb{P}(x|u,v)(\bar{u}(x) - u)^2$ for an unbiased estimator $\bar{u}$) at a point $(u,v)$:

$$\text{Var}(u) + \text{Var}(v) \geq \text{Tr}(F^{-1}).$$

(2)

The Fisher matrix for the displacement problem can be found to be equal to the covariance matrix of the position and momentum observables with respect to the state $\psi_{u,v}$, i.e. $F_{pp} = \text{Var}(\hat{p})$, $F_{qq} = \text{Var}(\hat{q})$ and

$$F_{qp} = \frac{1}{4} (\langle\psi_{u,v}|\hat{p}|\psi_{u,v}\rangle \langle\hat{q}\psi_{u,v}| - \langle\psi_{u,v}|\hat{q}|\psi_{u,v}\rangle \frac{1}{2} (\hat{p}\hat{q} + \hat{q}\hat{p}) |\psi_{u,v}\rangle).$$

One can ask for the minimal value of the lower bound on the r.h.s. of Eq. (2). For fixed $\text{Tr}(F)$ we minimize $\text{Tr}(F^{-1})$ by taking its eigenvalues $\lambda_0 = \lambda_1 = \frac{\text{Tr}(F)}{2}$, so that $\text{Tr}(F^{-1}) = \frac{1}{\text{Tr}(F)} = \frac{\text{Var}(p)\text{Var}(q)}{\text{Var}(p) + \text{Var}(q)}$, implying that for any sensor state one has

$$\text{Var}(u) + \text{Var}(v) \geq \frac{1}{2\pi\rho + 1}.$$  

(3)

By contrast, for single-mode Gaussian states ((thermal) squeezed or coherent states), Ref. [25] has shown that $\text{Var}(\hat{u}) + \text{Var}(\hat{v}) \geq 2$. In addition, for a pure two-mode squeezed state, in the limit of large squeezing, Ref. [24] obtains the same lower bound as in Eq. (3), which the superdense coding protocol effectively achieves. The bound shows that it may be possible to suppress the variances of both displacement parameters simultaneously for increasing photon number. One can observe that for the quantum compass state, the grid state and a photon number state $|n\rangle$ at the symmetry point $u = v = 0$, $\text{Tr}(F^{-1}) = \frac{1}{2\pi\rho + 1}$ since $F_{qp} = 0$: at this point $\langle\psi|\hat{q}\hat{p}|\psi\rangle = -\langle\psi|\hat{p}\hat{q}|\psi\rangle$ due to the symmetry of these states in phase space (see the invariance under the phase space rotation $\hat{p} \to \hat{q}$, $\hat{q} \to -\hat{p}$ in Fig. [1]): all these states have in common that they maximize the uncertainty in $p$ and $q$ and do so symmetrically. However, it is not known whether in the two-parameter case the bound in Eq. (3) is tight (see discussion in the Appendix). Between achieving the minimal lower bound in Eq. (3) and being stuck with variances which cannot be driven down by increasing photon numbers, there is substantial room for interesting behavior which we will now discuss.

### III. PHASE ESTIMATION PROTOCOL FOR GRID STATES

The (approximate) measurement of the eigenvalue $e^{i\theta}$ of a unitary operator $U$, and the simultaneous projection of the input state onto the corresponding eigenstate $|\psi\rangle$ with $U|\psi\rangle = e^{i\theta}|\psi\rangle$, is called phase estimation for $U$. One can thus use phase estimation for the operators $S_p$ and $S_q$ applied to a vacuum input state to prepare an approximate eigenstate of these operators, a grid state $|\psi\rangle$ as was shown in detail in [2]. After preparation, a displacement with parameters $\bar{u}$ and $\bar{v}$ happens and one executes the same phase estimation for $S_p$ and $S_q$ to measure the change in eigenvalues. A phase estimation protocol can be executed by repeatedly (and sequentially) coupling the oscillator state to a qubit as depicted in Fig. 2. We have shown in [2] that for a $M$-round simple repeated phase estimation protocol with $l = 1$ and fixed phases $\varphi = 0$ for $M/2$ rounds and $\varphi = \pi/2$ for $M/2$ rounds in Fig. [2] as well as for textbook phase estimation, one gets a phase variance $\text{Var}(\theta) \sim \frac{1}{M}$. This scaling is also consistent with the abstract description of a grid state in terms of the squeezing parameter $\Delta \ll 1$ in Eq. (1). Each wavefunction peak in $q$ (resp. $p$) under the Gaussian envelope with standard deviation $\frac{1}{2\Delta}$ has $\text{Var}(q) \sim \Delta^2$ (resp. $\text{Var}(q) \sim \Delta^2$) and given that $\pi \approx \frac{1}{\sqrt{\Delta}}$ one expects that $\text{Var}(\theta) \sim \Delta^2 \sim \frac{1}{\Delta^2}$.

These scaling arguments suggest that it may be possible to achieve $\frac{1}{\sqrt{\Delta}}$ scaling for the sum of variances in Eq. (3). In Appendix [3] we present a fully rigorous analysis which shows that one can at least achieve $\frac{1}{\sqrt{\Delta^2}}$ scaling if one uses textbook phase estimation for the preparation and (displacement) measurement of the grid state. The difference between this measurement analysis and the scaling arguments given above is that the latter is a fully rigorous analysis of the variances of the estimates $\bar{u}$ and $\bar{v}$, while the scaling arguments above pertains to the variances of $p$ and $q$ in the wave-function of the state. Even though the choice of textbook phase estimation preparation may not be the most efficient in practice, it is the only explicit preparation protocol for which this kind of analysis seems analytically feasible. The noisy protocols in Section [V] use a much more photon-efficient and suitable form of phase estimation.

![FIG. 2. Phase estimation for a unitary operator $U$, for example $U = S_p = e^{i\sqrt{2\pi}p}$ or $S_q$ consists of applying the ‘Ramsey’ circuit of this Figure for $M$ rounds, with possibly varying $l$ and phases $\varphi$ repeatedly on one oscillator input state. If the input state is an eigenstate of $U$ with eigenvalue $e^{i\theta}$, then the probability for outcome 0 for the qubit measurement is given by $\mathbb{P}(0|\theta) = \frac{1}{2}(1 + \cos(\theta + \varphi))$. In textbook phase estimation with $M$ ancilla qubits, one takes one takes $l = 2k$ with $k = M - 1$, . . . , 0 starting at $k = M - 1$. The rotation $R_z(\varphi)$ depends on the outcomes of previous qubit measurements (feedback) so the circuits effectively implement the textbook quantum Fourier transform in sequential manner. In the phase estimation used in Section [V] we use $l = 1$ and the feedback phases $\varphi$ are chosen to maximize the information gain about the phase.]

More precisely, we show in the Appendix that one can obtain estimators $\bar{u}$ and $\bar{v}$ for which it holds that the
sum of the mean square deviations \( \text{MSD}(\hat{u}) + \text{MSD}(\hat{v}) = O(\frac{1}{\sqrt{n}}) \) with \( \text{MSD}(\hat{v}) = \sum_{\nu} \mathbb{P}(\hat{v}|v)(\hat{v} - v)^2 \). As the estimator is slightly biased, one uses the MSD instead of the variance. For textbook phase estimation one can get an exact expression for the probability \( \mathbb{P}(|v|) \) (and identically \( \mathbb{P}(|u|) \)) (see Appendix), namely

\[
\mathbb{P}(\hat{v}|v) = \frac{1}{2\pi} \frac{\sin^2(2M \sqrt{\frac{\pi}{2}(\hat{v} - v)})}{\sin^2(\sqrt{\pi/2}(\hat{v} - v))},
\]

where \( \frac{\hat{v}}{\sqrt{2\pi}} = -\frac{1}{2} + \frac{\nu}{\sqrt{2\pi}} \) with integers \( \nu \in \{0, 1\}^M \) where \( M \) is the number of rounds, see Fig. 2. The number of photons in a grid state prepared using \( M \)-round phase estimation for \( S_{\rho} \) and \( M \)-round textbook phase estimation for \( S_{\rho} \) scales \( \bar{n} \sim 2^{2M} \) as each round with controlled-displacement \( S_{\rho}^{ad} \) (or \( S_{\rho}^{ad} \)) adds \( O(2^{2k}) \) photons.

Armed with Eq. (1) we can prove that \( \text{MSD}(\hat{v}) = O(\frac{1}{\sqrt{n}}) \) for values of \( \nu \) inside an interval \( \nu \in [-\sqrt{\frac{\pi}{2}}, \sqrt{\frac{\pi}{2}} - 2\alpha \sqrt{\frac{\pi}{2}}] \) with a constant \( 0 < \alpha < \frac{1}{2} \), hence scaling as \( 1/\sqrt{n} \). The interval \( \nu \) is necessary so that large errors in the parameter occurring at the boundary of the periodic interval are avoided. The bias of the estimators \( \hat{v}, \hat{u} \) makes the difference between the MSD and variance in fact negligible, of \( O(2^{-2M}) = O(\pi^{-1}) \). Details of this derivation are given in the Appendix.

Unlike for the grid state we do not see an obvious way to obtain such \( \frac{1}{\sqrt{\pi n}} \) or even \( \frac{1}{\pi n} \) scaling for the sum of variances for a quantum compass state nor for a photon number state sensor [29].

IV. INFORMATION-BASED COMPARISON WITH QUANTUM COMPASS STATE

A complementary perspective is offered by analyzing the information about the displacement in the sensor state assuming some probability distribution over the displacement parameters. The reason to do this is simple: it is not known whether the r.h.s. in Eq. (2) is achievable by a measurement, hence the Cramér-Rao lower bound does not allow one to show how poorly other sensor states perform. However if we assume a probability distribution over possible displacements then one can consider the accessible information in a state about the displacement and one can upperbound the accessible information by the von Neumann entropy (and use upper bounds on the von Neumann entropy).

We choose the displacement parameter \( \beta \) to be uniformly distributed in a small constant interval, namely \( \text{Re}(\beta), \text{Im}(\beta) \in [-\sqrt{\pi/2}, \sqrt{\pi/2}] \) (directly corresponding to \( u \) and \( v \in [-\sqrt{\pi/2}, \sqrt{\pi/2}] \)). The mutual information about the parameters \( u, v \) when a grid state is prepared and measured using phase estimation equals

\[
I_{\text{acc}} = 2M + \frac{\sqrt{\pi}}{2\pi} \int_{-\sqrt{\pi/2}}^{\sqrt{\pi/2}} dv \sum_{\nu} \mathbb{P}(\hat{v}|v) \log \mathbb{P}(\hat{v}|v) \text{ with } \mathbb{P}(\hat{v}|v) \text{ in Eq. (4) (see details in Appendix B). In Fig. 3 we plot } I_{\text{acc}} \text{ as a function of } 2M \approx \log(\pi) \text{ where } M \text{ is the number of qubits/rounds used in phase estimation. The plot can be used to show that } I_{\text{acc}} \text{ grows as } 2M - c \text{ with constant } c, \text{ hence as } \log(\pi), \text{ showing that one can resolve the displacement parameters with higher resolution for increasing photon numbers.}

For a quantum compass state we can upper bound the accessible information \( I_{\text{acc}} \) in the state about the displacement by a constant, independent of photon number, see Fig. 3. We use the Holevo bound \( I_{\text{acc}} \leq S(\rho) \) where \( \rho = \int_{\beta} \frac{1}{\sqrt{2\pi}} D(\beta) |\psi_{\text{comp}}^{\beta}\rangle \langle \psi_{\text{comp}}^{\beta}| D(\beta) \) where \( S \) is the integration region for \( \beta \). In the next section we present a constant analytic upper bound on the entropy \( S(\rho) \) which holds in the limit of large photon number \( \pi \). We can also...
compare the information in the grid state to displacement information when we choose a photon number state $|n\rangle$ as a sensor state. Again we upper bound the accessible information about the displacement by the von Neumann entropy of $\rho_n = \int_d \mathcal{D}(\beta)|n\rangle\langle n|\mathcal{D}(\beta)$, see Fig. 3. For the displaced photon number state it is unclear whether there exists a measurement through which one gains this amount of information $S(\rho_n)$.

A. Upper Bound on Von Neumann Entropy for Quantum Compass State

In order to upper bound the von Neumann entropy $S(\rho) = -\text{Tr}\rho \log \rho = -\frac{1}{\pi} \int d\gamma (\gamma |\rho \log \rho |\gamma)$ we use the Wehrl entropy $S_W(\rho) = -\frac{1}{\pi} \int d\gamma f_\rho(\gamma) \log f_\rho(\gamma) \geq 0$ where $f_\rho(\gamma) = (\gamma |\rho |\gamma)$. One has $S_W(\rho) = -\frac{1}{\pi} \int d\gamma (\gamma |\rho |\gamma) \log (\gamma |\rho |\gamma) \geq -\frac{1}{\pi} \int d\gamma (\gamma |\rho |\gamma) = -\text{Tr}\rho \log \rho = S(\rho)$. In the next few simplifications we use that $\pi \gg \frac{\pi}{2} \geq |\beta|^2$ (where $\beta$ is the displacement parameter) and we omit terms which will vanish when $\pi$ grows. In this limit, $(\gamma |\rho |\gamma)$ only depends on the diagonal entries of $\rho$, i.e. we approximate $S_W(\rho) \approx S_W(\rho_{\text{diag}})$ where

\[
\rho_{\text{diag}} = \frac{1}{4} \int_S d\beta D(\beta) (|\alpha\rangle\langle\alpha| - |\alpha\rangle\langle\alpha| + |\alpha\rangle\langle\alpha| - |\alpha\rangle\langle\alpha|) D(\beta).
\]

Here $\int_S d\beta = \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} \int_{-\pi/2}^{\pi/2} d\text{Re}(\beta) d\text{Im}(\beta)$. The integral $\int d\gamma$ in $S_W(\rho_{\text{diag}})$ can be broken up in four regions of phase space, i.e. North (N), South (S), East (E), West (W) such that each region contains only the point $\alpha$ (E), $-\alpha$ (W), $i\alpha$ (N), $-i\alpha$ (S).

Let $\rho_{\alpha} = \int_S d\beta D(\beta) (|\alpha\rangle\langle\alpha|) D(\beta)$. In the large photon limit we have that for $\gamma \in N, S, W$: $|\langle \gamma |\rho_{\alpha} |\gamma \rangle| \approx 0$ as the total support of $\rho_{\alpha}$ will be well contained in the region E. A similar statement holds for $\rho_{\alpha \pm \alpha}, \rho_{-\alpha}$. Hence one may approximate the entropy $S_W(\rho_{\text{diag}})$ by the sum of four separate and identical contributions

\[
S_W(\rho_{\text{diag}}) \leq -\frac{1}{\pi} \int d\gamma \langle \gamma |\rho_{\alpha} |\gamma \rangle \log \left( \frac{\langle \gamma |\rho_{\alpha} |\gamma \rangle}{4} \right) = 2 + S_W(\rho_{\alpha}).
\]

Since we integrate over all of phase space to determine $S_W(\rho_{\alpha})$, it is in fact irrelevant that the state is centered around some $\alpha$, i.e. we switch variables $\gamma \rightarrow \gamma + \alpha$ and use $\int d(\gamma + \alpha) = \int d\gamma$. Thus the following bound holds for large $\pi \gg \pi/2$:

\[
S(\rho) \leq -\frac{1}{\pi} \int d\gamma f(\gamma) \log f(\gamma) + 2,
\]

\[
f(\gamma) = \int_S d\beta \exp(-|\beta - \gamma|^2).
\]

We plot this constant upper bound in Fig. 3.

V. NUMERICAL ANALYSIS OF NOISE DURING PREPARATION AND MEASUREMENT

A high-coherence superconducting transmon qubit dispersively coupled to a high-Q microwave cavity is a good candidate for an experimental realization of a grid state as was argued in [2]. A single round of phase estimation has (almost) identical experimental components as a photon parity measurement performed in [19, 31] (where such measurement rounds are performed repeatedly). Protocols with $M = 4 - 8$ of rounds of non-adaptive and adaptive phase estimation which save on photon use as compared to textbook phase estimation are described in [2]. Note that the number of photons in the sensor state made in $M$ rounds is half that of an $M$-round encoded state in [2] as the two displacement operators $S_p$ and $S_q$ for the sensor state are weaker in strength than the displacement checks which define a code space. An alternative platform could be the creation of a grid state in a microwave cavity by sequentially passing Rydbergh atoms through the cavity [15] implementing the 4-8 rounds of Ramsey phase estimation in Fig. 2. The advantage of this set-up is that the cavity-atom interaction is only ‘on’ while the atom is in transit through the cavity, but the feasibility of this scheme has not yet been analyzed. For superconducting transmon qubits coupled to microwave cavities, the preparation protocols that we consider may not even be needed as it is possible to create any state of the cavity by numerically optimizing microwave pulses on cavity and qubit system [32].

In this section we analyze a phase estimation preparation protocol which is based on a dispersive qubit-cavity interaction of the form $Za^\dagger a$. We first introduce our performance measure which captures how well one prepares a grid state. We then discuss our choice of information-gain-optimized phase estimation and present the Hamiltonian and simulated noise models.

A. Quality Measure: Effective Squeezing Parameters

Given a probability distribution $P(\theta)$ where $\theta \in [-\pi, \pi)$, the Holevo phase variance $\sigma_H$ is defined as $\sigma_H = \sqrt{| \langle e^{i\theta} \rangle | - 1}$ with $\langle e^{i\theta} \rangle = \int_{-\pi}^{\pi} d\theta P(\theta) e^{i\theta}$. For a state $\rho$ and an operator $S_\rho$ one has $\text{Tr} S_\rho \rho = \langle e^{i\theta} \rangle$ where $e^{i\theta}$ is the possible eigenvalue of $S_\rho$ and $P(\theta) = |\langle \psi | \rho | \psi \rangle|$. Thus the Holevo phase variance could in principle measure how well the state $\rho$ is an eigenstate of $S_\rho$, see [2]. Here we will use a slightly different measure: given a state $\rho$ and the operator $S_\rho$ (similarly $S_q$) we will consider the effective squeezing parameter defined as

\[
\Delta_p(\rho) \equiv \sqrt{\frac{1}{\pi} \text{ln} \left( \frac{1}{|\text{Tr} S_\rho \rho|^2} \right)}.
\]

For a squeezed vacuum state $|\text{sq.vac.}\rangle$ in $p$ with squeezing parameter $\Delta < 1$ such that $\text{Var}(\rho) = \frac{1}{2} \Delta^2$, one has
\[ \langle \text{sq.vac.}| S_q |\text{sq.vac.} \rangle = e^{-\frac{1}{2} \Delta^2} \]

from which it follows that \( \Delta(\text{sq.vac.}) = \Delta \). Each state \( \rho \) can thus be characterized by two effective squeezing parameters \( \Delta_\rho(\rho) \) and \( \Delta_q(\rho) \). For the grid state in Eq. (1) one has \( \Delta_q \approx \Delta = \Delta \). For a coherent state one has \( \Delta_q = 1 \).

The motivation for these parameters is as follows. We expect that for an approximately prepared grid state \( \rho \) the distribution \( P(\theta) \) is close to that of a wrapped Gaussian distribution \( P_G(\theta) \) with mean \( \mu \) and standard deviation \( \sigma \):

\[ -\pi \leq \theta < \pi, \quad P_G(\theta) = \sum_{n=-\infty}^{\infty} \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(\theta - \mu + 2\pi n)^2}{2\sigma^2}}. \]

One can easily prove that for such a wrapped Gaussian distribution \( P_G(\theta) \), one has

\[ \langle e^{i\theta} \rangle = \int_{-\infty}^{\infty} d\theta e^{i\theta} \sum_{n=-\infty}^{\infty} \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(\theta - \mu + 2\pi n)^2}{2\sigma^2}}, \]

\[ = \int_{-\infty}^{\infty} d\theta e^{i\theta} \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(\theta - \mu)^2}{2\sigma^2}} = e^{i\mu - \frac{\sigma^2}{2}}, \]

or

\[ \mu = \arg \langle e^{i\theta} \rangle, \quad \sigma = \sqrt{\ln \left( \frac{1}{\langle |e^{i\theta}|^2 \rangle} \right)}. \quad (6) \]

This implies that the squeezing parameters of this distribution directly relate to the standard deviation of the Gaussian distribution and thus \( \arg \text{Tr} S_p \rho \) gives a good estimate for the phase. When \( |\text{Tr} S_p \rho| \) is close to 1, one can use \( \ln(1 + x) = x + \mathcal{O}(x^2) \) to show that \( \Delta_\rho(\rho) = \frac{1}{\sqrt{\ln|\text{Tr} S_p \rho|^2 - 1}} \), thus relating to the Holevo phase variance.

### B. Choice of Phase Estimation

For phase estimation, we will only use the circuit in Fig. 2 with \( l = 1 \). Many variants of phase estimation could be considered, e.g. going beyond Fig. 2 by entangling qubits between rounds or performing joint measurements on qubits, but simplicity is what we opt for here. Our only choice for optimization is thus the choice of feedback phase \( \varphi \) which can depend on outcomes of previous qubit measurements. A strategy which is then performing better than the one that we originally chose in [2], in terms of the achieved \( \Delta(\rho) \), is the following maximal-information gain strategy.

Given a sequence of qubit measurement outcomes \( x_1, \ldots, x_{M-1} \), assume that one somehow determines an estimate \( \tilde{\theta}_{M-1} \) for the phase \( \theta \). Given this estimate \( \tilde{\theta}_{M-1} \) we will then choose the next circuit with a feedback phase \( \varphi \) such that the probability for qubit outcome 0 and qubit outcome 1 are equally likely. Hence, given what we believe we know, we choose our next ‘Ramsey experiment’ such that we gain maximal information of 1 bit. If the input to the phase estimation circuits is the eigenstate \( |\psi_\theta\rangle \), then the probability for outcome \( x \) equals \( P(x) = \frac{1}{2} (1 + (-1)^x \cos(\theta + \varphi)) \) so that the maximal-information gain condition simply reads

\[ \varphi_M = \tilde{\theta}_{M-1} + \frac{\pi}{2}. \]

Note that this strategy can be employed in any phase estimation, using any integer \( l \), which proceeds by several rounds of circuits of the form in Fig. 2 (one can always get a current estimate of the phase given the data and make sure that the next measurement with some number of outcomes gives equal probability to all these outcomes. Textbook phase estimation based on the quantum Fourier transform follows this strategy as well: the lowest significant bit of the phase is estimated with a binary measurement first, then the feedback phase is adapted such that the next measurement comes out 0 or 1 with probability 1/2, only depending on the next significant bit etc.

In order to estimate the current phase \( \tilde{\theta}_{M-1} \) based on the measurement outcomes \( x_1, \ldots, x_{M-1} \equiv x_{M-1} \) we observe the following. Given \( x_{M-1} \) and an input state to the protocol one can calculate the output state \( \rho(x_{M-1}) \). The description of \( \rho(x_{M-1}) \) can include the noise in the protocol, e.g. measurement errors, in order to best describe the state that the protocol produces. Motivated by Eq. (6) it is then natural to take

\[ \tilde{\theta}_{M-1} = \arg \text{Tr} S_p \rho(x_{M-1}). \quad (7) \]

In the noiseless case, this choice is merely equivalent to

\[ \tilde{\theta}_{M-1} = \arg \int d\theta P(\theta|x_{M-1}) e^{i\theta}, \quad (8) \]

with \( P(\theta|x_{M-1}) = \frac{P(x_{M-1} = 0) P(\theta)}{P(x_{M-1})} \). In our simulations we assume \( P(\theta) \) is uniform, which is warranted for our input state. The fact that \( P(x_{M-1}) \) is independent of \( \theta \) then allows for the simple expression \( \tilde{\theta}_{M-1} = \arg \int d\theta P(x_{M-1} = 0) P(\theta) e^{i\theta} \), which is also what we have used previously [2]. In our simulations we have found that using the noisy \( \rho(x_{M-1}) \) to estimate the current phase always gives better or equal results (depending on the setting, \( \Delta \) can change up to 0.01), but in our plots we always use the state produced by the noiseless protocol to estimate the current phase.

### C. Hamiltonian and Noise Model

A single round in Fig. 2 can be implemented using the circuit in Fig. 3 which uses controlled-displacements (and cavity pre-displacement). We will assume that the qubit that is measured is again used in the next round. If we imagine using the qubit-cavity interaction \( \chi Z a^\dagger a \), one implements Fig. 4 using Fig. 5.
In order to include nonlinearities, photon loss, qubit decay and measurement errors in the simulation we use a simplified model for when these unwanted processes act. Namely we let them operate during the operations which take the longest to enact in practice.

We will assume that all gates which act either on the qubit or on the cavity mode are very fast compared to all other timescales: we approximate them as taking place instantaneously. The cavity-qubit rotation $R(-Z\pi/2)$ gates take a time $\pi/2\chi \approx 104$ ns each when $\chi/2\pi = 2.4$ MHz. In the simulation it is assumed that cavity and qubit can be decoupled, i.e. $\chi$ can be turned ‘off’ when this interaction should not take place. The measurement process is modeled as an instantaneous (possibly faulty) projection followed by a finite readout idling time of 150 ns. The outcome of the projection is used to reset the qubit to $|0\rangle$ for the next round (assuming a noiseless instantaneous Pauli $X$ gate). However, during the measurement idling time the qubit can still decay from $|1\rangle$ to $|0\rangle$ which would imply that we start the next round with the qubit in a wrong state. When we show data for qubit amplitude damping we thus include this error process. The time-scale of a single phase estimation round is thus determined by $\chi$ and the measurement time, both of which are taken to be reasonable values of superconducting transmon qubit experiments [10].

1. Nonlinearity

We have previously identified nonlinearities as a possible cause for bad errors for a GKP state [2]: we thus simulate the effect of two different nonlinearities. One is the cavity anharmonicity, also called Kerr interaction,

$$H_{Kc} = -\frac{K_c}{2}a^\dagger a^2 a^2.$$  

The other is the non-linear dispersive shift

$$H_{Kcq} = -\frac{K_{cq}}{2}a^\dagger a^2 a^2 Z.$$  

For both these interactions we assume that they are only present during the $R(-Z\pi/2)$ gates (which is roughly 2/3 of the total time duration, assuming measurement takes 1/3 of the time).

2. Stochastic Errors

The unitary operation generated by $H = \chi a^\dagger a Z + H_{Kc} + H_{Kcq}$ is simulated using a Lindblad master equation for the qubit-cavity system for the duration of the qubit-cavity gates. In this Lindblad master equation we can also include stochastic sources such as photon loss from the cavity and amplitude damping for the qubit. We do not consider qubit dephasing. We will thus simulate the dynamics of a Lindblad equation of the form

$$\dot{\rho} = -i[H,\rho] + D(\sqrt{\gamma}a\rho + \rho D(\sqrt{\gamma}a^\dagger)\rho + \rho D(\sqrt{\gamma}a^\dagger)\rho + \rho D(\sqrt{\gamma}a^\dagger)\rho + \rho D(\sqrt{\gamma}a^\dagger)\rho)$$

with the compactly-defined superoperator $D(X)\rho = X\rho X^\dagger - \frac{1}{2}(X^\dagger X\rho + \rho X^\dagger X)$. Due to limitations in the accuracy of the employed master equation solver (Python QuTip package), the study of these types of stochastic errors is limited to $M = 8$ rounds (see Fig. 1). Note that stochastic errors also play a role during qubit measurement.

3. Measurement Errors

We will model two types of measurement errors: imperfect projection and readout errors. A readout error refers to the scenario in which a qubit is projected onto a state $|x\rangle$ and we learn $x$ with probability $1 - p$ but $\bar{x}$ with probability $x$. Let $\Pi_x = |x\rangle\langle x|$, i.e. the projector onto qubit in state $|x\rangle$, $x \in \{0,1\}$. Our lack of information about the qubit outcome can be modeled as the following map applied to the qubit-cavity density matrix $\rho$ per round

$$\rho \rightarrow (1-p)\Pi_x \rho \Pi_x + p \Pi_{\bar{x}} \rho \Pi_{\bar{x}}.$$  

Imperfect projection of the qubit refers to the scenario where a measurement of the ancilla qubit leads to us learning result $x$ while the cavity-qubit system undergoes the map

$$\rho \rightarrow A_x \rho A_x^\dagger, \quad A_x = \sqrt{1-p} \Pi_x + \sqrt{p} \Pi_{\bar{x}}.$$  

These models are not identical in that there are coherent cross error terms of the form $\Pi_x \rho \Pi_{\bar{x}}$ in the latter model while these are absent in the first. Note that both these errors not only affect the current round, but also change...
the qubit input state of the next measurement if the ancilla is reset by a $X$ flip depending on the measurement outcome.

D. Simulation Results

**FIG. 6.** Effective squeezing after $M$ rounds, starting with a squeezed state, $\Delta = 0$.

1. Finite Hilbert Space

The simulations are performed in the photon number basis, using a Hilbert space of finite size $N$. All operators acting on the system are obtained from truncated creation and annihilation operators. Thus, the simulation is only accurate if the support of a state outside of the finite Hilbert space is small. As the simulation of non-stochastic errors is fairly efficient, we can choose $N = 400$ for $M = 12$ rounds. In case of stochastic errors acting over a finite time (e.g. photon loss), the accuracy of the simulation is also limited by the employed differential equation solver. As the precision is mostly independent of the size of the Hilbert space, the cumulative impact grows with its size. A suitable compromise between errors from the cutoff and errors from the ODE Solver is a Hilbert space with $N = 100$ photons, allowing for $M = 8$ rounds. While the computational cost for stochastic errors scales much less favorable than in the other cases, this would only be an issue for $N > 100$.

When simulating phase estimation for $S_p$ for $M$ rounds, all possible $2^M$ measurement results are simulated, each giving rise to a state $\rho(x_M)$. We then calculate the average squeezing parameter $\langle \Delta_p \rangle = \sum_{x_M} P(x_M) \Delta_p(\rho(x_M))$, this is labeled as $\Delta$ on the vertical axis in Figs. 6-9. Note that this average does not depend on the value of $\tilde{\theta}_M = \arg Tr S_p \rho(x_M)$.

We start each simulation with a squeezed vacuum state in $q$ with $\Delta = 0.2$, hence $\Delta_q = \Delta$ and $\Delta_p = 1/\Delta$. By performing the $M$-round phase estimation circuits for $S_p$, $\Delta_p$ is gradually shrinking, but $\Delta_q$ will be gradually increasing due to photon loss and nonlinearities if no phase estimation measurements for $S_q$ are performed. This decrease in $S_p$ and increase in $\Delta_q$ is visible in all the data plots, Fig. 6. One can thus roughly take the increase in $\Delta_q$ as a measure of how the grid state deteriorates passively under photon loss or nonlinearities in time.

What is noticeable is that in the presence of nonlinearities, say the Kerr nonlinearity, $\Delta_p$ starts increasing after a certain number of rounds, implying that applying more rounds of phase estimation in fact decreases the quality of the state. Already a Kerr interaction of the order $K_c/2\pi = 500\text{Hz}$ is sufficient to limit the procedure to 4 rounds. For the non-linear anharmonicity, the situation is slightly better, i.e. $K_{cq}/2\pi = 2\text{kHz}$ can be tolerated. As the typical rates for both effects in an experimental setting are $O(\text{kHz})$, treating them as systematic errors and correcting for them 19 is very relevant.

**FIG. 7.** Effective squeezing after $M$ rounds of interleaved phase estimation with Kerr interaction, starting with the vacuum state. Solid Lines: $\Delta_p$. Dashed lines: $S_q$. Odd round numbers represent a measurement of $S_p$, even rounds a measurement of $S_q$. 
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This effect is clearly not present for photon loss and amplitude damping of the qubit, Fig. 8, where the quality of the state gets better with the number of rounds. The highest amplitude damping rate of 20kHz corresponds to a reasonable qubit decay time of 50µsec. The effect of amplitude damping is small since qubit and cavity are only coupled for a short amount of time per round, \(O(200)\)nanosec. However note that when the qubit does jump from \(|1\rangle\) to \(|0\rangle\), the state will suffer a large stochastic displacement.

The robustness against photon loss, amplitude damping and measurement errors also suggests that a wider range of experimental settings could be explored for this type of encoding. For example, photon loss rates of the order 5kHz are achievable in 2D microwave cavities [33]. Since \(S_p\) and \(S_q\) commute, one can alternate or interleave the single round circuits in Fig. 2 for \(S_p\) and \(S_q\), so that both \(\Delta_p\) and \(\Delta_q\) decrease or remain low. Since we actually use the circuits in Fig. 4 which contains a qubit-independent pre-displacement, e.g. \(S_p^{-1/2}\), which does not commute with \(S_q\), one needs to correct for these additional displacements when estimating the phase \(\theta\). Since the number of possible results is squared for alternating measurements, it is no longer possible to simulate all possible outcomes. Instead, the measurement process of the ancilla qubit is simulated, i.e. we take a total of 2000 samples from the distribution of outcomes \(P(x_M)\). Afterwards, the results are weighed and averaged as before.

In Fig. 7 we show how interleaving the measurement of \(S_p\) and \(S_q\), starting from the vacuum state leads to a grid state. Without the Kerr effect the quality of the state improves with the number of measurement rounds. Including the Kerr effect gives rise to an optimal number of rounds. Essentially, we expect that for a larger number of rounds (which means effectively a larger number of photons in the state) the Kerr effect introduces larger errors (see also the discussion in [2]). It is not visible from this numerical data whether or when the same saturation occurs in the presence of photon loss.

The preparation protocol by multiple consecutive rounds of phase estimation is inherently robust against measurement errors. This is because all measurements contain some information of the whole eigenvalue distribution of the target state. Thus, if a single measurement...
result is flipped, it will be overridden after some number of additional measurements. We in fact expect that this form of phase estimation is much more robust to read-out noise than textbook phase estimation and could thus more generally be a preferred phase estimation protocol on partially-coherent qubits.

The preparation protocol is robust against photon loss, amplitude damping and readout errors, even large rates do not prohibit the generation of grid states, while additional measurements always improve the state in the cavity (for at least $M = 12(8)$ rounds). Some robustness against photon loss can be understood by expanding low-strength photon loss in terms of small displacements (see [2]).

VI. CONCLUSION

We have presented the idea of a grid state sensor and shown how well this state could perform at a theoretical level as a displacement sensor which senses both real parameters of the displacement. We have presented some numerical data which show that one can prepare a grid state even using phase estimation with errors, confirming that nonlinearities can badly affect the quality of the state.

If it is possible to prepare a grid state with some $\Delta_p$ and $\Delta_q$, and apply small displacements (adding at most $\pi/2$ photons), one could compare the performance of such a grid state to a squeezed or coherent state in a simple metrology by repetition experiment. Such an experiment may be easier to implement than multi-round phase estimation. In each round of the experiment one prepares the grid state with a certain $\Delta_p$, $\Delta_q$ (and estimates for the eigenvalues of $S_p$ and $S_q$). Then one lets an unknown small displacement act and then one runs a single Ramsey phase estimation circuit Fig. 2 (taking $l = 1$) for both $S_p$ and $S_q$. By repeating the experiment (and assuming identical set-up) and plotting the oscillating probability for qubit outcome 0, one infers the shifted eigenvalues for $S_p$ and $S_q$ due to the displacement, hence learning both parameters of the displacement with accuracy limited by $\Delta_p$ and $\Delta_q$ (and the number of rounds of repetition). It is then also possible to use different feedback phases in each experiment to gain information more efficiently as in the phase estimation in Section V B.

Running the same experiment with a squeezed state input (with the same $\Delta$ as the grid state) would let one figure out one of the displacement parameters with similar accuracy (picked up by, say, $S_p$), but the Ramsey signal would be much more noisy for the $S_q$ measurement. For a coherent state, say the vacuum state, both Ramsey signals would have unsqueezed Gaussian noise due to $\text{Var}(q) = \text{Var}(p) = 1/2$.
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Appendix A: Two-Parameter Quantum Cramér-Rao bound

We provide a self-contained derivation of the two-parameter quantum Cramér-Rao bound which, in slightly different form, was originally derived in [21]. We then consider this bound for the problem of displacement sensing using a pure state. We start by deriving a weaker bound in Eq. (A2) for which we discuss the reasons why it will not be tight. Then we derive the matrix inequality quantum Cramér-Rao bound which is stated and used in the main text.

Let $\theta_1$ and $\theta_2$ be two (real) parameters and let $P(x|\theta_1, \theta_2)$ be the probability distribution over the data $x$ given the two parameters. Given a quantum state which depends on the parameters $\rho_{\theta_1, \theta_2}$, $P(x|\theta_1, \theta_2)$ may be obtained through a quantum measurement with outcomes $x$, i.e. $P(x|\theta_1, \theta_2) = \text{Tr}_S E_x \rho_{\theta_1, \theta_2}$, $\sum_x E_x = I$ (and $\text{Tr}_S$
is just the trace over the system Hilbert space). We will be interested in bounding the variance of any locally unbiased estimator $\hat{\theta}(x)$ for $\theta$ around the point $(\theta_1, \theta_2)$. For such a locally unbiased estimator (hence MSD equals Variance) at $(\theta_1, \theta_2)$ it holds that

$$\forall i, j, \frac{\partial}{\partial \theta_i} \left( \sum_x \mathbb{P}(x|\theta_1, \theta_2)(\hat{\theta}_j(x) - \theta_j) \right) = 0,$$

or

$$\sum_x \frac{\partial \mathbb{P}(x|\theta_1, \theta_2)}{\partial \theta_i}(\hat{\theta}_j(x) - \theta_j) = \delta_{ij}. \tag{A1}$$

One can rewrite the last equation as

$$\sum_x \text{Re}(\text{Tr}_S(\rho_{\theta_1, \theta_2} E_x L_\theta)) \left( \hat{\theta}_j(x) - \theta_j \right) = \delta_{ij},$$

where the Hermitian symmetric logarithmic derivative operator $L_\theta$ is defined by

$$\frac{\partial \rho_{\theta_1, \theta_2}}{\partial \theta_i} = \frac{1}{2} (L_\theta \rho_{\theta_1, \theta_2} + \rho_{\theta_1, \theta_2} L_\theta).$$

We formally define

$$P = \sum_{x,i} E_x^{1/2} L_\theta \rho_{\theta_1, \theta_2}^{1/2} \otimes |x\rangle_A \otimes |i\rangle_i \otimes |i\rangle_B,$$

$$Q = \sum_{x,i} E_x^{1/2} \rho_{\theta_1, \theta_2}^{1/2} \left( \hat{\theta}_i(x) - \theta_i \right) \otimes |x\rangle_A \otimes |i\rangle_i \otimes |i\rangle_B,$$

where the new Hilbert spaces $A$ and $B$ are defined for notational convenience. We can use the Cauchy-Schwarz inequality and Eq. (A1) so that $4 = (\text{Re}(\text{Tr}_{SAB}(Q^1 P))^2 \leq (\text{Tr}_{SAB}(Q^1 Q)) \text{Tr}_{SAB}(P^1 P)$ so that

$$\text{Tr}_{SAB}(Q^1 Q) = \text{Var}(\hat{\theta}_1) + \text{Var}(\hat{\theta}_2) \geq \frac{4}{\text{Tr}(F)}, \tag{A2}$$

where the quantum Fisher information matrix operator of a state $\rho_{\theta_1, \theta_2}$ is $F_{ij} = \frac{1}{2} \text{Tr}(\rho_{\theta_1, \theta_2}(L_i L_j + L_j L_i)).$ Here $\text{Tr}(F) = \sum_i F_{ii}$.

One can examine whether one can achieve this bound in the single or multi-parameter case; this depends on whether inequalities (I) and (II) are tight. However, as is well known, a measurement which achieves this bound typically depends on the parameter to be estimated and is thus not of immediate interest (see [34] for optimal parameter-value independent measurement in the single-parameter case with pure states). Here we briefly discuss why it is hard to achieve the bound for the two-parameter displacement estimation problem on pure states.

The Schwarz inequality (II) is tight when we have

$$\exists \mu, \forall x, i : E_x^{1/2} \rho_{\theta_1, \theta_2}^{1/2} (\hat{\theta}_i(x) - \theta_i) = \mu E_x^{1/2} L_\theta \rho_{\theta_1, \theta_2}^{1/2}. \tag{A3}$$

We restrict ourselves to pure states $\rho_{\theta_1, \theta_2} = |\psi\rangle\langle\psi|$ where $\psi = \psi(\theta_1, \theta_2)$. For a pure state it can be shown that $L_\theta = 2i[K_\theta, |\psi\rangle\langle\psi|]$ with hermitian $K_\theta$. Let us first re-examine tightness in the single parameter case, as it was first discussed in [23]. One can choose a measurement $E_2$ which is a projective measurement in the eigenbasis of $L_\theta$. This choice then determines the choice for $\hat{\theta}(x)$ as a function of $x$ and the eigenvalues of $L_\theta$. As an example let $2iK_\theta |\psi\rangle = |d\psi_K\rangle$ and assume that we work at a point $\psi(\theta)$ where $\langle d\psi_K |\psi\rangle \propto \langle K |\psi\rangle = 0$. We have

$$L_\theta = dX_K (|+K\rangle\langle+K| - |-K\rangle\langle-K|),$$

where $dX_K = \sqrt{\langle d\psi_K |d\psi_K\rangle} = \sqrt{\langle d\psi_K |d\psi_K\rangle}$ with $|\psi_K\rangle = |d\psi_K\rangle / \sqrt{\langle d\psi_K |d\psi_K\rangle}$.

The measurement $\{E_x\}$ in the eigenbasis of $L_\theta$ is a measurement in the orthogonal basis $|\pm K\rangle$ and states spanning the space orthogonal to $|\pm K\rangle$ (the latter have zero probability given that the infinitesimal deviation of the state is only in the direction of $|\psi_K\rangle$). Upon outcomes $x = \pm$, Eq. (A3) constrains how to choose $\hat{\theta}(\pm)$, i.e.

$$\exists \mu, \hat{\theta}(\pm) - \theta = \pm \mu dX_K.$$

Note that this last equality does not fix the unbiased estimator due to the freedom of $\mu$. With such a choice of measurement, the first inequality, (I), is also satisfied since all quantities involved are real.

In the two-parameter case the operators $L_{\theta_1}$ and $L_{\theta_2}$ may not be commuting implying that a basis in which both are diagonalized does not exist. Let us in particular consider the displacement case for pure states to understand what goes wrong. In this case we have $K_{\theta_1} = -\hat{p}$ and $K_{\theta_2} = \hat{q}$. For simplicity, we consider displacement deviations of a pure state $|\psi\rangle$ with the property that $\langle \psi| \hat{p}\hat{q}|\psi\rangle = \langle \psi| \hat{q}\hat{p}|\psi\rangle = 0$ and furthermore $\langle \psi| \hat{p}\hat{q}|\psi\rangle = -i/2$ (as $\langle \psi| \hat{q}\hat{p}|\psi\rangle = -\langle \psi| \hat{p}\hat{q}|\psi\rangle$). These properties hold for the photon number state, grid state and quantum compass state in this paper (when these states are symmetrically centered around the vacuum state in phase phase). In general the expectation $\langle \psi| \hat{p}\hat{q}|\psi\rangle$ equals $-i/2$ plus the expectation value of a Hermitian operator and can thus never be real! Let $|\psi_p\rangle = |d\psi_p\rangle / \sqrt{\langle d\psi_p |d\psi_p\rangle}$ and similarly $|\psi_q\rangle$. For the states considered we have $dX_p = \sqrt{\langle d\psi_p |d\psi_p\rangle} = \sqrt{\langle d\psi_q |d\psi_q\rangle} = \sqrt{4\pi + \frac{1}{2}}$, showing that a small displacement leads to a change in the state which grows with photon number. This in turn implies that $\langle \psi_p| \psi_q\rangle = \sqrt{4\pi + \frac{1}{2}}$. If $|\psi_p\rangle$ and $|\psi_q\rangle$ were orthogonal it can in fact be shown that one can construct a rank-1 four-outcome POVM measurement which saturates $I$ and $II$. However, for the displacement problem $\psi_p$ and $\psi_q$ are non-orthogonal, although their innerproduct vanishes as $1/\pi$. Implicitly, we see that non-commutativity of $p$ and $q$ implies that $\langle \psi| \hat{p}\hat{q}|\psi\rangle$ has a nonvanishing imaginary part which provides an obstruction for satisfying $I$ and $II$. A
a. Matrix Inequality

We derive the more stringent matrix version of the two-parameter quantum Cramér-Rao bound $\Sigma \geq F^{-1}$. The covariance matrix $\Sigma$ of the unbiased estimators $\theta_i(x)$ is defined as

$$\Sigma_{ij} = \sum_x p(x|\theta_1,\theta_2)(\theta_i(x) - \theta_i)(\theta_j(x) - \theta_j),$$

so that $\text{Var}(\theta_1) + \text{Var}(\theta_2) = \text{Tr}(\Sigma)$. Define $L(a) = \sum_i a_i L_0$ and $T(b) = \sum_i b_i (\theta_i(x) - \theta_i)$ and operators

$$P_a = \sum_x E_x^{1/2} L(a) \rho_{\theta_1,\theta_2}^{1/2} \otimes |x\rangle |x\rangle_A,$$

$$Q_b = \sum_x E_x^{1/2} L(\theta_i) T(b) \otimes |x\rangle |x\rangle_A.$$

Then $\langle b | a \rangle = \text{Re} \left( \text{Tr}_{SA}(Q^\dagger_b P_a) \right)$ where we have included the $\sum_x$ as a trace over the ancillary space $A$ for convenience. Now one uses the Cauchy-Schwarz inequality $|\text{Tr} (Q_i P_j)|^2 \leq \text{Tr} (Q_i Q_i) \text{Tr} (P_j P_j)$.

We can write

$$\text{Tr} (Q_b Q_b^\dagger) = \langle b | \Sigma | b \rangle, \quad \text{Tr} (P_a^\dagger P_a) = \langle a | F | a \rangle.$$

We can thus derive the inequality $|\langle b | a \rangle|^2 \leq \langle b | \Sigma | b \rangle \langle a | F | a \rangle$ for all vectors $a, b$, or

$$\forall b, \langle b | \Sigma | b \rangle \geq \max_a \left| \frac{\langle a | F^{1/2} F^{-1/2} | b \rangle^2}{\langle a | F | a \rangle} \right| = \langle b | F^{-1} | b \rangle,$$

by taking $|a\rangle = F^{-1} |b\rangle$ and normalized vector $|b\rangle$, thus leading to $\Sigma \geq F^{-1}$. From $\Sigma \geq F^{-1}$ it follows that $\text{Var}(\theta_1) + \text{Var}(\theta_2) \geq \text{Tr}(F^{-1})$. Note that $\text{Tr}(F^{-1}) = \frac{1}{\lambda_0 \lambda_1}$ where $\lambda_0, \lambda_1$ are the eigenvalues of $F$, hence Eq. (A2) is weaker than the inequality derived in this section.

Appendix B: Analysis of Textbook Phase Estimation on Grid State

Let the preparation of the grid state starting from the vacuum state result in $M$-bit strings $x_p$ and $x_q$ for the phase estimation measurement of $S_p$ and $S_q$ respectively, leading to a pure state $|\psi_{\text{grid}}^{x_p,x_q}\rangle$. Then an unknown displacement $D(\beta) = \exp(-iu\beta + iv\beta)$ occurs where $u, v$ are assumed to be uniformly distributed in the interval $u, v \in [-\sqrt{\pi/2}, \sqrt{\pi/2}]$. We then perform phase estimation measurements of $S_p$ and $S_q$ again using $M$ ancillas, giving output bitstrings $x'_p, x'_q$. The circuits used are the ones in Figs. 10, 11. The accessible information of this protocol is the mutual information between the variables $u, v$ and the measurement data $x_p, x_q, x'_q, x'_p$. Of course, the data $x_p, x_q$ do not depend on the displacement, but including this data and not fixing a particular input state allows us to include the possible variation in quality of the input state (in this analysis of phase estimation it turns out not to matter).

If the preparation of the state and the measurement are perfect quantum circuits, the process of gaining information about $u$ is identical and independent of the process of gaining information about $v$. One can commute through operators as in Fig. 11 so that one first prepares an approximate eigenstate of $S_p$, the displacement exp($iv\beta$) acts and one approximately measures the eigenvalue of $S_p$. After this step the same process with displacement exp($-iv\beta$) happens for $S_q$.

Thus the accessible information is the sum of the mutual information between $u$ and $x_p, x'_q$ and the mutual information between $v$ and $x_p, x'_p$. Since these two contributions are identical, we can take one process, say, for $S_p$ and displacement exp($iv\beta$) and compute the mutual information for that one. We will drop the label $p$ from $x$ and $x'$ for notational convenience from now on.

Let $\hat{\nu}$ be the estimate for $v$, given the data $x, x'$ and let $P(\hat{\nu}|v)$ the probability for $\hat{\nu}$ given $v$. The mutual information $I(v: \hat{\nu}) = H(\hat{\nu}) - H(\hat{\nu}|v)$, with Shannon entropy $H(\hat{\nu})$, can be written as

$$I(v: \hat{\nu}) = \int_S dv \sum_v P(\hat{\nu}|v) \log \frac{P(\hat{\nu}|v)}{P(\hat{\nu})},$$

where $\int_S dv = \frac{1}{\sqrt{2\pi}} \int_{-\sqrt{\pi/2}}^{\sqrt{\pi/2}} dv$. Note that the estimates $\hat{\nu}$ will take a discrete set of values while $v$ ranges in principle continuously over the allowed interval. In numerical evaluations of this information we replace the continuous integration by a discrete Riemann sum so that both variables take on discrete values: one then lets the discretization of $v$ become sufficiently fine so that the information is independent of it.

We determine $P(\hat{\nu}|v)$ assuming that the phase estimation protocol is executed using textbook phase estimation protocols, using circuits of the form depicted in Fig. 10. Let $N = 2^M$. We can capture the phase estimation circuits for $S_p$ interspersed with the displacement exp($iv\beta$) as a total measurement operator applied to the vacuum input state, i.e. $M_{x,x'}^{v}|\text{vac}\rangle$. This measurement operator is obtained as $M_{x,x'}^{v} = \langle x, x' | V | 0 \rangle^{2M}$, where $V$ is the total unitary in the circuits in Fig. 10 and $| 0 \rangle^{2M}$ is the initial state of the $2M$ qubit ancillas (both for $S_p$ and $S_q$). It can be shown (see similar statements in [2]) that $M_{x,x'}^{v}$ equals

$$M_{x,x'}^{v} = \frac{1}{N^{2}} \sum_{t,t'=0}^{N^{-1}} e^{-\frac{2\pi i}{N} (xt + xt')} S_p^{t - \frac{N + 1}{2} + iv} S_p^{t - \frac{N}{2}}.$$

Using $x, x'$ one obtains $\hat{\nu}$. Hence we calculate the probability $P(\hat{\nu}|v) = \sum_{t,t'=0}^{N^{-1}} \text{Tr} M_{x,x'}^{v\dagger} M_{x,x'}^{v} |\text{vac}\rangle \langle \text{vac}|$ where we sum over all pairs of $M$-bit strings $(x, x')$ which let us infer a particular value $\hat{\nu}$. Allowing for any value of $v$ means that we do not precose the state that we use, in fact any approximate eigenstate of $S_p$ will do fine.
FIG. 10. Circuits used in the sequential implementation of textbook phase estimation for the unitary operator $S_p$. This sequential realization of phase estimation is identical to normal phase estimation as it merely uses a semi-classical realization of the quantum Fourier transform so that a single qubit is used in each round (see for example [33]). Assume that phase estimation uses $M$ ancillas prepared in $|00\ldots0\rangle$. The top circuit in this Figure is repeatedly executed for $k = M - 1, \ldots, 1$ starting at $k = M - 1$, each circuit using one qubit. For $k = 0$ we use the circuit at the bottom, i.e. we do not apply the unconditional displacement $S_p^{-1/2}$: this has no effect on the phase estimation protocol, but ensures that the measurement for $S_p$ and $S_q$ fully commute. The only reason to have the unconditional displacement in the top circuit is that one minimizes the overall number of photons used in the protocol by doing so. The phase $\varphi$ in $R_x(\varphi)$ will depend on the outcomes of all previously measured qubits in accordance with the description of the semi-classical Fourier transform.

\[
\begin{array}{c}
|\text{vac.}\rangle & S_p \text{ Meas} \rightarrow x_p & S_q \text{ Meas} \rightarrow x_q & e^{iv\varphi} & e^{-iv\varphi} & S_p \text{ Meas} \rightarrow x'_p & S_q \text{ Meas} \rightarrow x'_q \\
|\text{vac.}\rangle & S_p \text{ Meas} \rightarrow x_p & e^{iv\varphi} & S_p \text{ Meas} \rightarrow x'_p & S_q \text{ Meas} \rightarrow x_q & e^{-iv\varphi} & S_q \text{ Meas} \rightarrow x'_q
\end{array}
\]

FIG. 11. The unit $S_p$ Meas (resp. $S_q$ Meas) with outcomes $x_p$ or $x'_p$ (resp. $x_q$ and $x'_q$) represents the approximate measurement of the eigenvalue of $S_p$ (resp. $S_q$) by repeatedly using the circuits in Fig. 10. The circuit identity follows from the fact that the $S_p$ measurement and the $S_q$ measurement commute as (powers of) $S_p$ and $S_q$ commute.

\[
I = \int dp |p\rangle \langle p| \text{ to replace } S_p^n \text{ by its eigenvalues we have}
\]

\[
\mathbb{P}(\hat{v}|v) = \sum_{(x,x') \rightarrow \hat{v}} \int dp \langle p| M_{x,x'}^v |\text{vac}\rangle^2
\]

with \( |p| M_{x,x'}^v |\text{vac}\rangle = |(p-v)\text{vac}\rangle \alpha_p(x') \alpha_{p-v}(x) | \)

and

\[
\alpha_p(x) = \frac{1}{N} \sum_{t=0}^{N-1} e^{-\frac{2\pi i}{N} (xt + ipv \sqrt{2\pi t})}.
\]

We can use \( |p-v\text{vac}\rangle = \frac{1}{\sqrt{\pi}} e^{-\frac{(p-v)^2}{2}} \) and perform the integral over $p$ (using \( \frac{1}{\sqrt{\pi}} \int dp e^{-p^2} = \pi^{\frac{1}{2}} \)), to get

\[
\mathbb{P}(\hat{v}|v) = \sum_{(x,x') \rightarrow \hat{v}} \frac{1}{N^2} \sum_{t_1=0}^{N-1} e^{\frac{2\pi i}{N} (x(t_2-t_1) + x'(t_4-t_3))} e^{-iv\sqrt{\pi(2t_4-t_3)}} e^{-\frac{v}{\sqrt{2\pi}} (2t_2-t_1+t_4-t_3)^2}.
\]

How does $x, x' \rightarrow \hat{v}$ take place: this is essentially described by the phase estimation algorithm [34] [35]. In the usual analysis in phase estimation, the goal is to get a $M$-bit estimate $\hat{v}$ for $v$ where $M = \lfloor \log_2 (2 + \frac{1}{\sqrt{\pi}}) \rfloor$: the $e$-dependent overhead boosts the probability of success. Here, we will not use any $e$-dependent overhead and use all the bits $x$ and the bits $x'$ to get a $M$-bit estimate $\frac{v}{\sqrt{2\pi}}$ for $\frac{v}{\sqrt{2\pi}} \in [-1/2, 1/2]$. We can represent the eigenvalue as $\exp(2\pi i \phi)$ with $0 \leq \phi < 1$ so that the phase $\phi$ can be expanded in binary as $0, \phi_1 \ldots \phi_M = \sum_{j=1}^M 2^{-j} \phi_j$.

We set the bits of the initial phase $\phi_i^{in} = x_i$ (or $\phi^{in} = x_i/N$) and the bits of the output phase as $\phi_i^{out} = x'_i$. Then we take $\frac{\hat{v}}{\sqrt{2\pi}}$ such that $\phi^{out}(x') = \phi^{in}(x) + \frac{\hat{v}}{\sqrt{2\pi}}$, where we use the periodicity of the phases to choose a $\frac{\hat{v}}{\sqrt{2\pi}} \in [-1/2, 1/2)$. This implies that $\sum_{(x,x') \rightarrow \hat{v}}$ ranges over all $x = 0, \ldots, N-1$, and $x'$ is then uniquely fixed by $x$ and $\hat{v}$. In other words we can write

\[
\mathbb{P}(\hat{v}|v) = \frac{1}{N^2} \sum_{x=0}^{N-1} \sum_{t_1=0}^{N-1} e^{\frac{2\pi i x}{N} (2t_2-t_1+t_4-t_3)} e^{i(\hat{v}-v)\sqrt{\pi(2t_4-t_3)}} e^{-\frac{v}{\sqrt{2\pi}} (2t_2-t_1+t_4-t_3)^2}.
\]

We can now perform the Fourier sum $\sum_{x=0}^{N-1} \exp(2\pi i x s) = N\delta_{s0}$ with integer $s$, leading to the much simplified expression

\[
\mathbb{P}(\hat{v}|v) = \left| \frac{1}{N} \sum_{t=0}^{N-1} e^{i(\hat{v}-v)\sqrt{\pi t}} \right|^2 = \left| \frac{1}{N} \sum_{t=0}^{N-1} e^{2\pi i \delta(\hat{v}-v) t} \right|^2,
\]

with $\delta(\hat{v}-v) = \frac{1}{\sqrt{2\pi}} (\hat{v}-v)$. One can rewrite this expression using the geometric series so that we get

\[
\mathbb{P}(\hat{v}|v) = \frac{1}{N^2} \sin^2(\pi N \delta(\hat{v}-v)).
\]

By performing the integral $\int_S dv e^{-iv\sqrt{2\pi}(t-t')} = \delta_{tt'}$, one obtains, as expected,

\[
\mathbb{P}(\hat{v}) = \int_S dv \mathbb{P}(\hat{v}|v) = \frac{1}{N}.
\]
We can thus express the mutual information in Eq. (B1) as
\[ I(v : \hat{v}) = M + \frac{1}{\sqrt{2\pi}} \int_{-\sqrt{2\pi}/2}^{\sqrt{2\pi}/2} dv \sum_{\hat{v}} P(\hat{v}|v) \log P(\hat{v}|v), \]
where the last part will subtract some of the information gained. One estimates \( \frac{\hat{v}}{\sqrt{2\pi}} = -\frac{1}{2} + \frac{y}{N} \) with \( N \)-bit integer \( y \in \{0, 1\}^N \), hence the sum over \( \hat{v} \) can be replaced by a sum over bit-strings \( y \). It is most useful to numerically evaluate the mutual information \( I_{\text{acc}}(M) = I(v : \hat{v}) + I(u : \hat{u}) \) as a function of \( 2M \), see Fig. 3.

b. Mean Squared Deviation and Variance of Estimates

The full measurement to estimate \( v \) is described by the POVM elements \( E(\hat{v}|v) = \sum_{x_p, x'_p} \rho_{x_p, x'_p} \) with \( \rho_{x_p, x'_p} = M_{x_p, x'_p}^* M_{x_p, x'_p} \otimes |x_p, x'_p, x_p, x'_p \rangle \langle x_p, x'_p, x_p, x'_p | \) so that \( \sum_{x_p, x'_p} E(\hat{v}|v) = \sum_{x_p, x'_p} \rho_{x_p, x'_p} = I \), using Eq. (B2). We have \( \text{Tr}(E(\hat{v}|v)\text{vac}\langle\text{vac}| = P(v) \). The estimator thus has expectation \( \sum_{\hat{v}} \hat{v} P(\hat{v}|v) \). The mean squared deviation (MSD) which captures the real performance of the protocol is given by
\[ \text{MSD}(\hat{v}) = \sum_{\hat{v}} P(\hat{v}|v) (\hat{v} - v)^2, \]
and similarly \( \text{MSD}(\hat{u}) \). One has \( \text{MSD}(\hat{v}) = \text{Var}(\hat{v}) + b^2(\hat{v}) \) with bias \( b(\hat{v}) = \sum_{\hat{v}} P(\hat{v}|v) \hat{v} - v \) (using the definition of the variance \( \text{Var}(\hat{v}) = \sum_{\hat{v}} P(\hat{v}|v) (\hat{v} - \sum_{\hat{v}} \hat{v} P(\hat{v}|v))^2 \)). Only in the interval when \( \hat{v} \) is close to \( v \) mod \( \sqrt{\pi}/2 \), we expect the mean squared deviation to be small as \( \hat{v} \) only takes values in this interval as well. In addition, our estimate \( \hat{v} \) will be close to \( v \) when \( \hat{v} \) is close to \( 1/2 \) due to the periodicity of \( P(\hat{v}|v) \). Hence one can only hope to get a good upper bound on the mean squared deviation of \( \hat{v} \) in a restricted interval \( v \) with \( I = [-\sqrt{\frac{2}{\pi}} + 2 \alpha \sqrt{\frac{2}{\pi}}, \sqrt{\frac{2}{\pi}} - 2 \alpha \sqrt{\frac{2}{\pi}}] \) with a constant \( 0 < \alpha < \frac{1}{2} \). The mean squared deviation for different values of \( v \) depends on \( N \), i.e. we estimate \( \hat{v} = \sqrt{\pi} = -\frac{1}{2} + \frac{y}{N} \) with \( N \)-bit integer \( y \in \{0, 1\}^N \). The worst-case MSD is clearly obtained when \( v \) falls right in the middle between two values for \( \hat{v} \), that is, \( \hat{v} = \sqrt{\frac{2}{\pi}} = -\frac{1}{2} + \frac{y}{N} + \frac{1}{2N} \) for some integer \( y \). Using these arguments and the expression for \( P(\hat{v}|v) \) in Eq. (B3), we can bound for \( v \in I \)
\[ \text{MSD}(\hat{v}) \leq \frac{2\pi}{N^3} \sum_{\hat{v}} \frac{(y - y_v - \frac{1}{2})^2}{\sin^2(\frac{\pi}{N}(y - y_v - \frac{1}{2}))} \leq \frac{2\pi}{N^3} \max_{y, y_v \in [0, 1]} \frac{(y - y_v - \frac{1}{2})^2}{\sin^2(\frac{\pi}{N}(y - y_v - \frac{1}{2}) \langle \hat{v} = \hat{v} \rangle. \] (B5)

Since the function \( \frac{x^2}{\sin^2(x)} \) is even and monotonically increasing in \( x \) for \( x \geq 0 \), the maximum is achieved for the largest possible \( |y - y_v - \frac{1}{2}| \). We obtain
\[ \text{MSD}(\hat{v}) \leq \frac{2\pi(1 - \alpha)^2}{N^3 \sin^2(\frac{\pi}{N}(y - y_v - \frac{1}{2}))} + \frac{1}{N^2}. \] (B6)

This shows that for finite \( \alpha \), the MSD scales at most as \( 1/N = 1/2M \). In the limit when \( \alpha \to 0 \) one can upper bound the MSD by at most a constant, not decreasing with \( N \), due to the fact that the worst estimates for \( v \) at the edges of the interval can have large error. The phase estimation protocol has a number of photons \( N \approx \frac{1}{2} \sum_{k=0}^{M-1} 2^{2k} = \frac{1}{2} (2^{2M} - 1) = \frac{1}{2} (N^2 - 1) \). This holds since each round by some displacement \( \alpha = 2^{-1} \gamma \) adds at most \( \pi = 2^{2M} \gamma \) photons, see Fig. 11. Hence we upperbound MSD(\( \hat{v} \)) = \( O(\frac{1}{\sqrt{N}}) \). This upperbound on the MSD is not necessarily tight, in particular the bounds in Eqs. (53) and (B6) can alter the dependence on \( N = 2^M \). It is an open question whether one can tighten these inequalities to explicitly prove that the MSD scales as \( \frac{1}{\sqrt{N}} \).

As the phase estimation measurement for \( S_p \) commutes with the phase estimation measurement for \( S_q \), the probability \( P(\hat{v}|u) \) is the same as for \( \hat{v} \) and \( v \), and therefore the MSD is identical.

Due to having a finite mesh of values for \( \hat{v} \), the estimator \( \hat{v} \) (and similarly \( \hat{u} \)), is not completely unbiased. However, inside the interval \( I \), with a mesh of points with interdistance \( \frac{1}{2} \), the bias \( b(\hat{v}) = \mathcal{O}(\frac{1}{N}) \) and thus \( \text{Var}(\hat{v}) = \text{MSD}(\hat{v}) - \mathcal{O}(\frac{1}{N^2}) \), i.e. the difference between the mean squared deviation and the variance is negligible in this context.

c. Most Efficient Phase Estimation

We make a side remark on what constitutes optimal phase estimation in this displacement setting. The best form of phase estimation requires one to optimize the accuracy on the phase, that is, minimizes the variance of \( \theta \) in the phase \( e^{i\theta} \), given an average number of photons \( N \) in the prepared state. A first remark is that since a variance or mean squared deviation performance metric does not give full information about the (shape) of the wavefunction of the grid state that one obtains, see comments in [2], optimality may not only depend on the variance.

A second remark is that when \( U \) is a displacement operator such as \( S_p \) or \( S_q \), performing a controlled-\( U^k \) gate adds \( k^2 \) photons to a state. Sequential phase estimation protocols which minimize the variance for a given overall running time \( T \) have been proposed [3] (with an improved analysis in [4]) under the assumption that applying \( U^k \) takes time scaling linearly with \( k \). Hence these protocols give no advantage in this setting as the number of photons scales quadratically, instead of linear with \( k \) for (controlled)-\( U^k \).