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Abstract—Humans are capable of learning a new behavior by observing others perform the skill. Robots can also implement this by imitation learning. Furthermore, if with external guidance, humans will master the new behavior more efficiently. So how can robots implement this? To address the issue, we present Federated Imitation Learning (FIL) in the paper. Firstly, a knowledge fusion algorithm deployed on the cloud for fusing knowledge from local robots is presented. Then, effective transfer learning methods in FIL are introduced. With FIL, a robot is capable of utilizing knowledge from other robots to increase its imitation learning. FIL considers information privacy and data heterogeneity when robots share knowledge. It is suitable to be deployed in cloud robotic systems. Finally, we conduct experiments of a simplified self-driving task for robots (cars). The experimental results demonstrate that FIL is capable of increasing imitation learning of local robots in cloud robotic systems.

I. INTRODUCTION

Demonstrations provide a descriptive medium for specifying robotic tasks. Prior work has shown that robots can acquire a range of complex skills through demonstration, such as table tennis [1], drawer opening [2], and multi-stage manipulation tasks [3]. Nevertheless, there exists a number of problems in the application of imitation learning. For example, large amounts of data are required and sometimes isomorphic. Particularly, data of one robot cannot be shared with other robots. These drawbacks result in long training time for the robot and limited generalization performance.

In the paper, we address the problem of how to improve imitation learning of robots by taking advantage of knowledge from other robots. Moreover, we consider the premise of privacy protection and heterogeneous data. In order to realize the goal, we focus on the framework of cloud robotic system [4], which can enhance robotic systems by facilitating the process of sharing trajectories, control policies and outcomes of collective robot learning. Federated Imitation Learning (FIL) is presented in the work. As shown in Fig.1, it is inspired by the case that humans will learn more effectively if they have external guidance in imitation learning. With FIL, a robot is capable of taking advantage of knowledge from other robots to increase its learning. Even more, FIL considers information privacy and data heterogeneity when robots share knowledge. So it is suitable to be deployed in cloud robot systems with heterogeneous sensor data. To demonstrate it, we test FIL in a autonomous driving task. Experimental result indicates that FIL enables robots absorb knowledge from other robots and apply the knowledge to increase imitation learning. Overall, this paper makes the following contributions:

- We present a FIL framework. It increases imitation learning of local robots in cloud robotic systems which may have heterogeneous sensor data and consider privacy protection.
- We propose a knowledge fusion algorithm in FIL. It enables the cloud to fuse knowledge from other robots and generate guide models for robots with service requests.
- An effective transfer learning method in FIL is introduced to facilitate local robots to acquire prior knowledge from

Fig. 1. The child on the upper left acquires the ability to ride a bicycle by observing an adult. This is the process of imitation learning in humans. Correspondingly, the upper right robot acquires skills by training data. This is the process of imitation learning in robots. The bottom left child not only acquires bicycling skills by observing an adult, but also gets help from an adult. This makes his learning more efficient. Inspired by this, in this work, FIL enables the bottom right robot not only acquires skills by training data, but also gets knowledge from other robots through the cloud robot system. So FIL increases imitation learning of local robots.
the cloud.

II. RELATED THEORY

A. Imitation learning

Imitation learning is a problem in machine learning that autonomous agents face when attempting to learn tasks from another, more-expert agent. The expert provides demonstrations of task execution, from which the imitator attempts to mimic the experts behavior [5]. At present, imitation learning has been applied to a variety of tasks, including autonomous flight [6], articulated motion [7], and end-to-end driving [8, 9]. Therefore, FIL is an important branch of artificial intelligence. Imitation learning is mainly divided into two methods: behavioral cloning and inverse reinforcement learning. This work is based on behavioral cloning. In order to learn a skill, it is necessary to determine the most effective strategy representation. The most effective representation of a strategy is often the direct mapping of state features to trajectory actions, which is called behavioral cloning (BC). BC is a method of using supervised learning from state to action with given state-action teaching data set. For robotic systems, BC mainly focuses on behavior trajectory planning. System dynamics is not a key factor in it, so BC is a good choice.

Early imitation learning studies interpreted the model-free BC approach as supervised learning. BC has been used in various applications. For instance, it has recently been used in the context of autonomous driving [10] and autonomous control of grasping [11]. BC is powerful when the agent requires only demonstration data to directly learn an imitation policy and does not require any further interaction between the agent and the environment. In [12], a neural network was trained in 1989 for an automated driving system. The work built a model from camera image to steering angle mapping. But it is not successful in practice. Reasons for failure include the constraints of the computing power and the size of the training set. However, [9, 13] accomplished similar works and achieved success in a physical environment. These work has improved the teaching data set after using simulation platforms. At present, the BC approach can be rather brittle due to some well-known problems, such as limited data set of teaching, various state of apprentices’ distribution of teaching data set. Supervised learning assumes that the training dataset samples are independent and identically distributed. So supervised learning is difficult to generalize for unknown scenarios. Some work has improved this issue, for example, one-shot imitation is achieved in [14]. However, it is still limited to a single robot and does not take system-level applications into account. Our work improved this issue, the teaching data set can be expanded infinitely with the cloud robotic framework. FIL compensates for distribution differences and increases training speed. FIL accomplishes it by enabling robot to acquire knowledge from other robots in cloud robotic system.

B. Cloud robotic system

FIL fits well with cloud robotic system. Cloud robotic system usually relies on many other resources from a network to support its operation. Since the concept of the cloud robot was proposed by Dr. Kuffner in 2010 [15], the research on cloud robots is rising gradually. Cloud robotics is an emerging field of robots embedded in networking, cloud computing, cloud storage [16]. While providing advantages of powerful computation, storage, and communication resources of modern data centers, it also allows robots to benefit from the platform which includes infrastructure and shared services [17]. Concretely, this approach has been used in mapping [18] and localization [19], perception [20], grasping [21], visuomotor control [22], speech processing [23], and other applications. Cloud robots have high requirements for communication. Wang et al. present a framework targeting near real-time MSDR, which grants asynchronous access to the cloud from the robots [24]. Sandeep Chinchali et al. present network offloading policies for cloud robotics [15]. It is worth noting that with the rapid development of artificial intelligence, knowledge sharing has become a prominent advantage of cloud robots. However, no specific privacy-considered knowledge sharing approach for cloud robots has been proposed up to now. We believe that the work present in this paper is the first privacy-considered knowledge sharing approach for cloud robotic systems with heterogeneous sensor data.

C. Federated learning

Federated learning was first proposed in [26], which showed its effectiveness through experiments on various datasets. In federated learning systems, the raw data is collected and stored at multiple edge nodes, and a machine learning model is trained from the distributed data without sending the raw data from the nodes to a central place [27, 28]. Federated learning is a machine learning method that is capable of protecting the privacy of users. It solves the problem of data silos. In practice, island data has different distributions. And it is reflected by different type of sensor data in cloud robotic systems. To address the issue, we present a knowledge fusing algorithm in FIL. FIL cleverly utilizes the simulation platform to achieve simultaneous acquisition of heterogeneous data. It enables federated learning to be applied to cloud robot systems with heterogeneous data.

Generally, this paper focuses on developing an imitation learning framework for cloud robotic systems, which is capable of protecting privacy and acclimatizing heterogeneous sensor data condition. This framework is well fit in cloud robot systems.

III. METHODOLOGY

The objects in the FIL framework include local robots, cloud servers, and requesting service robots. In FIL, local robots acquire skills through imitation learning. The cloud integrates the skills of the local robots and provides a corresponding cloud model. The cloud model serves as a guide model for the requesting service robot. Throughout the process, FIL considers the privacy of local robots so the cloud does not allow access to raw training data of local robots. FIL considers the heterogeneity of local robots’ training data. It realizes the fusion of heterogeneous knowledge with the algorithm presented in the paper. FIL is capable of increasing imitation
learning without sacrificing privacy of robots in cloud robotic systems. It enables robots to learn skills with Cloud-Robot-Environment setup. Communication devices and a cloud server are supporting facilities of FIL. Unlike distributed algorithms such as A3C or UNREAL, FIL can be executed synchronously or asynchronously. Because cloud servers in FIL only need to get network parameters rather than gradients, It avoids the confinement of communication in traditional cloud robotic systems. In summary, FIL has the following advantages:

1) FIL has the ability to fuse heterogeneous knowledge;
2) FIL is capable of protecting the privacy of local robots;
3) FIL can be executed synchronously or asynchronously, which reduces the requirement of communication.

A. Framework of FIL

The framework of FIL is performed in Cloud-Robot-Environment setup. There are local robots, cloud servers, communication services and computing device. Local robots learn skills through imitation learning and the cloud server fuses knowledge. We develop a federated learning algorithm to fuse private models into the shared model in the cloud. Then the cloud server is capable of generating guide models corresponding to requests of local robots. After that, the local robots perform transfer learning based on the guide model. After that, the final policy will be quickly obtained. As illustrated in Fig.2, we explain the methodology in FIL with the example of a simplified self-driving task.

To accomplish the simplified self-driving task, the three agents use three different types of training data separately. The training data is labeled and can be obtained by manually or simulation platform. Agent A trains RGB images and obtains a private policy model named private model A. The model takes RGB images as input. It outputs actions or the parameters that can determine actions. Similar processes occur in agent A and agent B. Outputs of the three private models are with same types. The inputs to the three models are different: RGB images, depth images, and semantic segmentation images. Then the parameters of the three models are uploaded to the cloud. The cloud fuses these models. Different from local data base, the cloud has its own data base. The data base in cloud has no labels. The cloud server lables the data with the uploaded private models. That is the process of knowledge fusion. Then it is capable of generating guide models with different types of input. When a local robot requests a service, the cloud provides a guide model corresponding to the type of sensor data. FIL can be performed online or offline. The framework of offline FIL can be summarized into four steps:

1) FIL can be executed synchronously or asynchronously. 
2) FIL is capable of protecting the privacy of local robots; 
3) FIL can be executed synchronously or asynchronously, which reduces the requirement of communication.

Algorithm 1: Processing Algorithm in FIL

Initialize action-value Q-network with random weights \( \theta \);
Input: \( n \) : number of local robots ; \( f \) : update frequency.

while cloud server is running do

\( \theta_{nt} \leftarrow \text{robot}_n \) performs imitation learning

if \( i \% f == 0 \) then

for \( i = 0; i < n; i + + \) do

Send \( \theta_{nt} \) to the cloud;

labels=fuse(\( \theta_{nt}, \theta_{nt2}, \cdots, \theta_{ntn} \))

end

end

If service_request=True then

Generate \( \theta_{\text{cloud}} \) base on labels; Send \( \theta_{\text{cloud}} \) to local robots;

\( \theta_{\text{local}}=\text{transfer}(\theta_{\text{cloud}}) \).

end

end

Key algorithms in this framework includes the knowledge function algorithm and transferring approaches. We present them in the following.

B. Knowledge fusion algorithm in cloud

In traditional federated learning algorithms, heterogeneous data training is still difficult to achieve. But in the cloud robot system, we ingeniously utilize the function that the robot simulation system can collect different sensor data for a same scene. Base on this, we develop a knowledge fusion algorithm to obtain the shared model in cloud. The algorithm is efficient to fuse parameters of networks trained from different robots that may have heterogeneous training data. The algorithm...
receives local network parameters and fuses them into the sharing network.

Fig. 3 presents the knowledge fusion algorithm deployed in the cloud. The cloud server’s primary responsibility is to label scenes. Before this, it is required to collect different types of sensor data that depends on the types of sensor data in local robots. For example, in the simplified self-driving task presented in the paper, the cloud needs to collect RGB images, depth images and semantically segmented images. So one scene has three types of images. Every private model has a corresponding type of images. Based on this, private models provide its own decision suggestion to the cloud. The cloud will label these scenes with suggestions from the private models. The calculation approach of labels can draw on some methods from ensemble learning. It can be defined according to different application scenarios. For instance, in the self-driving case presented in the paper, we take the median of outputs. Because in this task, private models output the steer of the agent. Agents usually make decisions of along the road, turn, obstacle avoidance and so on. Generally speaking, the output of the model includes two extreme cases: turning and no turning. Errors in decisions often occur in the two extreme cases. Median can avoid extreme values in the evaluation, so we take the median of private models outputs as the label of the current scene. With data and labels, cloud models will be trained immediately. The process can be summarized to Formula (1) to Formula (5):

$$R_{Di}^{emp}(\theta) = \frac{1}{N} \sum_{n=1}^{N} L(y_{i}^{(n)}, f(x_{i}^{(n)}; \theta))$$  \hspace{1cm} (1)

In the Formula (1), $D_i = \{ (x^{(n)}, y^{(n)})\}_{n=1}^{N}$ is the data set of the local robot i. $L$ represents the loss function. $\theta$ repenst parameters of models. $x_i$ are original data and $y_i$ are labels. $N$ is the number of samples of the data set.

$$\theta^*_i = \arg\min_{\theta} R^{struct}_{D_i}(\theta)$$  \hspace{1cm} (2)

The Formular (2) presents training targets of local robots. It is the structure risk minimization criteria.

$$l_{in} = f_{Bi}(scene_{in})$$  \hspace{1cm} (3)

In the above formular, $scene_{in}$ is the training data in the cloud and $i$ represents sensor types.

$$M_{ei} = \text{Median}(l_{in})$$  \hspace{1cm} (4)

$$\theta^*_{i(cloud)} = \arg\min_{\theta} \frac{1}{M} \sum_{n=1}^{M} L(M_{ei}, f(scene^{(n)}_{ei}; \theta)) + \frac{1}{2} \lambda \|	heta\|^2$$  \hspace{1cm} (5)

In Formula (4) and (5), $M_{ei}$ is the median of $l_{in}$, $\theta^*_{i(cloud)}$ is the training targets in the cloud. $M$ represents the number of sample data. $\theta$ is the regularization term of L2 norm, which is used to reduce the parameter space and avoid over-fitting and lambda is used to control the intensity of regularization.

It should be explained that the shared model in the cloud is not the final policy model of the local robot. We only use the shared model in the cloud as a guide model for local robots. The shared model maintained in the cloud is a cautious policy model but not the optimal for every robot. That is to say, the shared model in the cloud will not make serious mistakes in some private unstructured environments but the action is not the best. It is necessary for the robot to train its own policy model based on the shared model from the cloud, otherwise the error rate will be high in its private unstructured environment. As the saying goes, the older the person, the smaller the courage. In the process of lifelong learning, the cloud model will become more and more timid. In order to reduce the error rate, we should transfer the shared model and train a new private model through imitation learning in a new environment. This responded to the transfer learning process in FIL.

C. Transfer the shared model

There have been a lot of valuable studies on transfer learning. Current research mainly focuses on transferring through the relationship between source domain distribution and target domain distribution. This method is theoretically infeasible in cloud robotic systems. If local robots upload their training
data to the cloud, the communication resources they need are unbearable. Therefore, cloud training data and local training data are not permitted to be calculated at the same time. Transfer learning from cloud to local belongs to supervised transfer learning. Moreover, the local robot can get the model parameters but without training data in the cloud.

Under the constraints of the above conditions, Layer Transfer is the transferable learning method that can be implemented. Layer Transfer means that some layers in the model trained by source data are copied directly and the remaining layers are trained by target data. The advantage of this is that target data only needs fewer parameters to be trained, thus avoiding over-fitting. It has faster training speed and higher accuracy. On different tasks, the layers that need to be transferred are often different. For example, in speech recognition, we usually copy the last layers and retrain the first layers. This is because the first layers of speech recognition neural network are the way to recognize the speaker’s pronunciation, and the last layers are the recognition. The latter layers have nothing to do with the speaker. In image recognition, we usually copy the front layers and retrain the back layers. This is because the first layers of the image recognition neural network are to identify whether there is a basic geometric structure, so it can be transferred. The latter layers are often abstract and cannot be transferred. So, which layers to be transferred are case by case.

As shown in Figure 4, we use front layers as feature extractors in the case of imitation learning. The decision model in the cloud can be used as the initial model for local training. In this way, cloud model can play a guiding role. It can speed up local training and increase the accuracy of local robots. In the training of local robots, the feature extraction layer is frozen and only the full connection layers are trained. If necessary, it can also adjust the relevant parameters in the process of back propagation. For example, some work may increase learning rate. After transfer learning, local robots successfully utilize knowledge from other robots in cloud robotic systems.

**IV. Experiments**

In this section, we describe our experimental setup and present the results of FIL. To verify the effectiveness of FIL, we need to answer two questions: 1) Is FIL capable of generating an effective shared model based on shared knowledge in cloud robotic systems? 2) Does the shared model of FIL improve the learning process or result of local robot with the transferring method? To answer the former question, we conduct experiments to generate a shared model and compare its performance with general models. To answer the latter question, we conduct experiments to compare the learning process and result of local robots with shared model and without sharing model.

**A. Experimental setup**

Self-driving car is regarded as an advanced robot. So there are sufficient reasons to use cars to verify robot control algorithms. In the work, we use Microsoft AirSim and CARLA as our simulator to evaluate the presented approach. In addition to having high-quality environments with realistic vehicle physics, AirSim and CARLA have a python API which allows for easy data collection and control.

In order to collect training data, a human driver is presented with a first-person view of the environment (central camera). The driver controls the simulated vehicle using the keyboard. The driver keeps the car at a speed around 6m/s and strives to avoid collisions with cars or pedestrians, but ignores traffic lights and stop signs. As Fig. 5 presents, we use three different types of sensor data: RGB images, depth images and semantic segmentation images. Because any of these three types of sensor data can make the agent to perform obstacle avoidance tasks within tolerable errors. The policy network mainly used convolution layers and fully connected layers. Then the output is used to produce the discrete action probabilities by a linear layer, followed by a softmax, and the value function by a linear layer. The architecture of the policy network similar to VGG-16 is presented in Fig. 6.

As for the cloud robotic systems, the server and agent communicate via HTTP requests, with the data server utilizing the Django framework to respond to asynchronous requests. Our cloud programs run on the Microsoft Azure cloud. We conduct local robot experiments with a single NVIDIA Quadro RTX 6000, which allows us to run our simulator to receive photo-realistic images for training.
In this section, the work conducts an experiment to verify the effectiveness of the method for generating shared model in the cloud and present the performance of the shared model. As presented in Fig. 7, we compare the six models in a neighborhood environment. Fig. 8 presents this environment. The robot (car) should challenge the tasks such as avoiding collisions and making timely turns. The observations (images) are recorded by one central camera. The recorded control signal is the steering angle. The steering angle is scaled between -1 and 1, with extreme values corresponding to full left and full right, respectively. Considering the actual driving, we transfer the steering angle between -0.69 radians and 0.69 radians.

After training the three private policy networks, the cloud will work to fuse their knowledge. As mentioned before, we assume that there are three companies train their policies by imitation learning with heterogeneous sensor data. We are not allowed to share the training data between these agents or send the training data to the cloud. So the cloud server only gets the parameters of the three local networks and performs the Algorithm 2. Before that, we should collect different types of sensor data simultaneously from different environments in CARLA and Airsim. Then we will get the labels of every scene in cloud server. We trained local policy network 1 for company 1 based on RGB images, local policy network 2 for company 2 based on semantic segmentation images, and local policy network 3 for company 3 based on infrared images. Then the parameters of these three private networks without training data are uploaded to the cloud server. Finally, the cloud server gets shared labels of scenes in the cloud. It is capable of generating policy networks corresponding to different sensor requests. In the experiment of this work, we used three types of scene data. So there were three policy networks generated. We named them cloud policies. The process in the cloud is unsupervised learning. There is no manual labels but cloud generation. However, in order to compare the performance between local policies and cloud policies, we labeled some scenes to mark the result. In the simulation environment, the controller uses the policy network to control the robot.

### TABLE I

| Controller | Hit obstacle | Miss turns | Mistakes in straight |
|------------|--------------|------------|----------------------|
| Local controller for RGB images | 3.45% | 12% | 16.67% |
| Cloud controller for RGB images | 0.69% | 0% | 0% |
| Local controller for depth images | 0% | 20% | 0% |
| Cloud controller for depth images | 0% | 4% | 0% |
| Local controller for segmentation images | 0% | 12% | 6.67% |
| Cloud controller for segmentation images | 0% | 4% | 0% |

Fig. 7 presents results of these six policy networks in some main challenging scenes to the car. From the Fig. 7, we can see that compared with local models, the cloud-based models present higher accuracy. The cloud-based model acquired knowledge from different sensors and scenes. So that it can avoid errors of local models training from single training set collected by one type of sensors. We conducted 5 experiments, each one sets a different starting point. Then we evaluated the performance of robots in obstacle avoidance, turning and...
Fig. 9. Procedure of the experiment for evaluating knowledge-transfer ability. The part of the left, we performed imitation learning in three different environments with three types of sensor data (RGB images, depth images and semantic segmentation images) and got three policies firstly. Secondly, the parameter of three private policies were sent to the cloud. The cloud generated labels of its own data base. Here is something to explained is that there are semantic segmentation difference between CARLA and AIRSIM, so there is a unifying process for semantic segmentation images. Thirdly, three policies corresponding to different sensor data were generated. After that, we performed transferring learning with corresponded type of images and obtained transferred policies. For comparison, we also conduct the general imitation learning experiment on the right part of the image. Finally, we compare these policies in a new environment (coastline in Airsim).

Fig. 10. Performance comparison of standard policies and transferred policies. The table on the right present quantization error of every image. Numbers from left to right correspond to figures from left to right.

| Controller                        | Error rate in normal | Error rate in rain | Error rate in snow | Error rate in fog | Error rate in dust |
|-----------------------------------|----------------------|--------------------|--------------------|-------------------|-------------------|
| Standard controller for RGB images| 17.39%               | 26.09%             | 30.43%             | 34.78%            | 52.17%            |
| Transferred controller for RGB images| 4.35%               | 8.70%             | 17.39%             | 31.82%            | 39.13%            |
| Standard controller for depth images| 13.04%             | 4.35%             | 8.70%             | 8.70%             | 17.39%            |
| Transferred controller for depth images| 10.87%           | 4.35%             | 8.70%             | 8.70%             | 15.22%            |
| Standard controller for segmentation images| 2.17%            | 2.17%             | 6.52%             | 21.74%            | 36.36%            |
| Transferred controller for segmentation images| 2.17%            | 2.17%             | 5.43%             | 17.39%            | 31.82%            |

TABLE II

C. Evaluation for the knowledge-transfer ability of FIL

We conducted the experiment as illustrated in Fig. 9 to evaluate the knowledge-transfer ability in FIL. Corresponding to every type of training data, we obtained a pair of policies: a transferred policy and a standard policy. So there are three pairs of policies generated in the experiment. The performance of controllers based on these policies in key challenging tasks are presented in Fig. 10. The results are summarized in Table 2. From the results, we can see that the imitation learning models obtained in cloud robotic system perform significantly better in accuracy, compared with standard models that trained by traditional imitation learning without shared knowledge.

FIL improves the training process of imitation learning with the help of shared knowledge. There is a pre-trained model from the cloud for transfer in local imitation learning. So there is no need for local robots to learn from scratch. We present the comparison of train process in Fig 11. From the figure, we can see that the transferred policies have lower error starting
The local policy model FIL also has better generalization. Controllers based on transferred policies from FIL perform better in different weather compared with policies trained by standard imitation learning. As presented in Fig. 12, we conducted the experiments for controllers in different weathers. The results are presented in the last three rows of the table 2. The results showed that the model from FIL could improve the accuracy of the controller from standard imitation learning in bad weather. Hence, FIL is valuable in practical applications.

V. CONCLUSION

We presented an imitation learning framework FIL for cloud robotic systems. The framework is able to improve imitation learning of robots by taking advantage of knowledge from other robots. Additionally, we presented a knowledge fusion algorithm in FIL and introduced transfer methods. Our approach is able to fuse heterogeneous knowledge and protect privacy of local robots. Finally, we validated our architecture and algorithms in policy-learning experiments.

The framework only improves the imitation learning approach in cloud robotic systems. We leave it as future work to make FIL flexible to deal with different learning approaches. Considering more types of sensor data is also one of the future work. A more flexible FIL will offer a wider range of services in cloud robotic systems.
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