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Abstract

We characterize the rate coverage distribution for a spectrum-shared millimeter wave downlink cellular network. Each of multiple cellular operators owns separate mmWave bandwidth, but shares the spectrum amongst each other while using dynamic inter-operator base station (BS) coordination to suppress the resulting cross-operator interference. We model the BS locations of each operator as mutually independent Poisson point processes, and derive the probability density function (PDF) of the $K$-th strongest link power, incorporating both line-of-sight and non line-of-sight states. Leveraging the obtained PDF, we derive the rate coverage expression as a function of system parameters such as the BS density, transmit power, bandwidth, and coordination set size. We verify the analysis with extensive simulation results. A major finding is that inter-operator BS coordination is useful in spectrum sharing (i) with dense and high power operators and (ii) with fairly wide beams, e.g., 30° or higher.

I. INTRODUCTION

Millimeter wave (mmWave) cellular networks improve conventional cellular data rates due to their large bandwidths [1]-[5]. The total amount of mmWave spectrum that is likely to be accessible to cellular operators in the near future, though, is a relatively small fraction of the total possible spectrum. Historically, operators acquire exclusive licenses in the spectrum [4], [5], which further degrades the amount of spectrum that any particular mobile user can access. Given
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the novel interference-reducing features of millimeter wave systems, most notably directional beamforming and sensitivity to blocking, it may be preferable to pool and share spectrum licenses among multiple cellular operators [4]–[6]. For example, [6] showed that even uncoordinated sharing can increase the median rate. The favorable tradeoff observed in [6] is that the bandwidth increase from spectrum sharing has a more significant (positive) impact on the rate of most users than the SINR degradation from the increased interference. This is a different tradeoff than in conventional cellular systems which do not benefit from highly directional beamforming: in such systems uncoordinated spectrum sharing is a losing proposition.

To obtain consistent rate gains from spectrum sharing in a wide variety of cellular network environments, directional beamforming may not be sufficient for interference suppression. For example, cellular operators can have different BS deployment densities, and users of a network with fewer BSs suffer when another operator’s BSs become interferers, even accounting for highly directional beamforming. Unless such inter-operator interference is managed, the lower density operator is not incentivized to share spectrum with the other operator. Also, recent measurements in [7] show that there is more scattering and dispersion in mmWave systems than commonly believed, especially for non line-of-sight (NLoS) paths. Thus, the actual interference can be much higher than what a simple sectored antenna model would predict, since significant interference could be received even from beams pointed out of main-lobe directions.

The main goal of this paper is to characterize the prospective gain of inter-operator BS coordination in the context of spectrum sharing. Such coordination would reduce the interference. Although inter-operator BS coordination may currently seem impractical, it could be reasonable in future networks which are trending towards ever-increasing infrastructure aggregation [4], [8]. In the meantime, it provides a useful upper-bound on the possible gains from coordination.

A. Prior Work

Spectrum sharing is a well-studied subject in general, for example in the context of cognitive radios [9], [10]. We focus on mmWave spectrum sharing, which is much less studied. Following the earlier references [4]–[6], [11] proposed a simple power control method to enhance the edge rate of primary users, who suffered in uncoordinated sharing. Specifically, secondary BSs decrease their transmit power such that their resulting interference is below threshold. In [12], not only spectrum, but also infrastructure and access sharing strategies were considered. In [13], hybrid spectrum sharing was proposed, wherein the 20 and 30 GHz bands are used exclusively,
while the 70 GHz bands are shared. Users are jointly scheduled to one of these two bands depending on their SINRs, so that interference-limited users use 20/30 GHz and noise-limited users use 70 GHz. This opportunistic sharing method shows some performance gain compared to a baseline sharing method. In [14], an on-off spectrum sharing policy was proposed, where each operator allows the other operators to share the spectrum only if they incur a moderate level of interference. A similar approach was applied in WLAN systems [15]. In [16], [17], an economic perspective of spectrum sharing in a mmWave cellular network was explored. A common aspect of prior work [6], [11]–[17] is that they did not consider BS coordination between different operators.

Inter-operator coordination in spectrum-shared mmWave cellular networks was discussed in [4], [5]. In [4], several network architectures that allow inter-operator coordination were presented, such as having a standardized core network interface. Alternatively, a new network entity called a *spectrum broker* can be adopted for exchanging the information required for inter-operator coordination. The most closely related prior work is [5], where optimal cell association in spectrum-shared mmWave cellular networks employing inter-operator coordination was studied. A key difference in our work is an analysis of rate performance assuming random BS and user locations.

**B. Contributions**

In this paper, we characterize the rate coverage distribution of spectrum-shared mmWave cellular networks. We assume that inter-operator BS coordination is exploited to mitigate the interference from other operators. Specifically, the *K* strongest BSs of other operators are included in a coordination set. Subsequently, the BSs in the coordination set use precoders to remove the mutual interference in the set. To characterize the gain of BS coordination, we derive the PDF of the link power corresponding to the *K*-th strongest BS. We note that this is different from BS coordination in prior work [18]–[20], which assumed a single link state so that the *K*-th strongest BS is also the *K*-th closest BS. In our case, LoS and NLoS links are instead distinguished by their path-loss exponents and path-loss intercepts, so link power is determined not only by link distance, but also by the LoS/NLoS state. As a result, the *K*-th strongest BS may not be equal to the *K*-th closest BS. The derived PDF incorporates this feature. We also show that the obtained PDF reduces to the previous results [19] when system assumptions are simplified. In this sense, the obtained PDF is more general than [19], [20].
Leveraging the obtained PDF, we derive the rate coverage expression, which is a function of system parameters such as the density, transmit power, bandwidth, path-loss exponents and path-loss intercepts, and the BS coordination set size. The obtained expression indicates how the rate coverage performance is affected by the system parameters. For example, when the coordination set size increases, less interference remains, which leads to rate coverage improvement. When there is no inter-operator BS coordination, there is no interference mitigation and this reduces the obtained expression to the previous results [6], which assumed uncoordinated spectrum sharing. In the simulation results, we verify the correctness of the obtained expressions.

Our major findings from the analysis are as follows: (i) By using inter-operator BS coordination, spectrum sharing provides significant gains over uncoordinated case when sharing the spectrum with a dense and high power operator. (ii) Intra-operator BS coordination offers only marginal performance gain. (iii) Inter-operator BS coordination is more efficient when the beams are fairly wide, implying that they are complementary in the role of interference mitigation. In addition, we expect that inter-operator BS coordination is also valuable when there is sufficient scattering and dispersion.

The paper consists of four main parts. We introduce the system models in Section II, we characterize the performance of BS coordination in a spectrum-shared mmWave cellular network in Section III, and we provide numerical results in Section IV. We conclude the paper in Section V.

II. SYSTEM MODEL

In this section, we introduce the system model and assumptions used in this paper. We first describe the network model based on stochastic geometry and the spectrum sharing model. Then, we explain the difference of LoS and NLoS states and how the typical user is associated with the BS incorporating LoS/NLoS BSs. Next, we illustrate the inter-operator BS coordination in detail. In the following subsection, we introduce the channel model and performance metrics.

A. Network and Spectrum Sharing Model

We consider a downlink network comprising of \( M \) cellular operators, all using mmWave bands. Focusing on operator \( m \) for \( m \in \mathcal{M} = \{1, \ldots, M\} \), the locations of the BSs are modeled as a homogeneous PPP \( \Phi_m = \{ \mathbf{d}_i^{(m)}, i \in \mathbb{N} \} \) with density \( \lambda_m \). The BS locations of different operators are mutually independent, i.e., \( \Phi_m \) and \( \Phi_{m'} \) are independent for \( m \neq m' \). Without loss
of generality, we assume that \( \| \mathbf{d}_i^{(m)} \| \leq \| \mathbf{d}_j^{(m)} \| \) if \( i < j \), so that \( \mathbf{d}_i^{(m)} \) is the closest BS to the origin in operator \( m \). The transmit power of operator \( m \) is denoted as \( P_m \). All the operators are equipped with \( N \) antennas and \( N_{\text{RF}} \) RF chains for \( N_{\text{RF}} \leq N \), where a hybrid precoding method \cite{21, 22} is used.

Users are also distributed as a homogeneous PPP, \( \Phi_m^{(u)} = \{ \mathbf{u}_i^{(m)} , i \in \mathbb{N} \} \) with density \( \lambda_m^{(u)} \). In all the operators, a single user is served from its associated BS. We assume that the density of users \( \lambda_m^{(u)} \) is far greater than \( \lambda_m \) for all \( m \in \mathcal{M} \), thereby there is no empty cell with high enough probability. Per Slivnyak’s theorem \cite{23}, we henceforth focus on the typical user located at the origin denoted as \( o \). Without loss of generality, we assume that the typical user is in operator 1.

All the operators in the network share the spectrum among other operators. We assume that each operator owns separate bands, and denote that operator \( m \)'s bandwidth is \( W_m \). In spectrum sharing, the typical user makes use of effective bandwidth \( \sum_{m \in \mathcal{M}} W_m \).

\[ B. \text{ Link State and Association Model} \]

Any link from a BS to the typical user is LoS or NLoS. Each state is represented by a state parameter \( s \), where \( s = L \) means a LoS link and \( s = N \) means a NLoS link. As in \cite{3}, the LoS/NLoS states are randomly determined depending on the link distance. Assuming a link between the typical user and an arbitrary BS located at \( \mathbf{d}_i^{(m)} \) whose distance is \( \| \mathbf{d}_i^{(m)} \| = r \), the link state is LoS (or \( s = L \)) with the probability \( p(r) = e^{-r/\mu} \), where \( \mu \) is the average LoS length. The parameter \( \mu \) is determined depending on the blockage density and the geometry \cite{3}. Under this setting, the state parameter \( s \) is a random variable for each link.

A LoS link and a NLoS link are different in their path-loss exponents and intercepts, denoted as \( \alpha_s \) and \( C_s \) for \( s \in \{ L, N \} \). For example, considering a LoS link whose link distance is \( r \), the corresponding path-loss is \( C_L r^{-\alpha_L} \). For a NLoS link with the same distance, the corresponding path-loss is \( C_N r^{-\alpha_N} \). For ease of notation, we separate the total set \( \Phi_m \) into a LoS BS set and a NLoS BS set depending on the corresponding links’ states. The BS located at \( \mathbf{d}_i^{(m)} \) is included in \( \Phi_{m,L} \) if the link between \( o \) and \( \mathbf{d}_i^{(m)} \) is LoS, otherwise it is included in \( \Phi_{m,N} \). We note that \( \emptyset = \Phi_{m,L} \cap \Phi_{m,N} \) and \( \Phi_m = \Phi_{m,L} \cup \Phi_{m,N} \) for \( m \in \mathcal{M} \).

Among all the BSs including LoS and NLoS BSs in operator 1, the typical user is associated with the strongest BS. Denoting \( i_a \) as the associated BS index, we write

\[ i_a = \arg \max_{i \in \mathbb{N}} C_s \| \mathbf{d}_i^{(1)} \|^{-\alpha_s} . \]  

\[ (1) \]

We note that the associated BS can be changed depending on the link state variable \( s \).
C. Base Station Coordination Model

We first define a BS coordination set \( \mathcal{A}_m \) for \( m \in \{1, \ldots, M\} \). To form the coordination set \( \mathcal{A}_m \), a dynamic clustering strategy is used, where the \( K_m \) strongest BSs of operator \( m \) are included in \( \mathcal{A}_m \). For example, if the coordination set \( \mathcal{A}_m = \{d_{i_1}^{(m)}, \ldots, d_{i_{K_m}}^{(m)}\} \) then the following satisfies.

\[
C_s \left| d_{i_1}^{(m)} \right|^{-\alpha_s} \geq C_s \left| d_{i_2}^{(m)} \right|^{-\alpha_s} \geq \ldots \geq C_s \left| d_{i_{K_m}}^{(m)} \right|^{-\alpha_s},
\]

and \( C_s \left| d_{i_{K_m}}^{(m)} \right|^{-\alpha_s} \geq C_s \left| d_{j}^{(m)} \right|^{-\alpha_s} \) for all \( j \in \mathbb{N} \setminus \mathcal{A}_m \). We note that the coordination set \( \mathcal{A}_m \) only includes operator \( m \)'s BSs, i.e., \( \mathcal{A}_m \subseteq \Phi_m \). The other operator’s coordination set \( \mathcal{A}_m' \) is formed by the similar way. For operator 1, it is always true that \( |\mathcal{A}_1| \geq 1 \) since the typical user is associated with the strongest BS by the association rule \([1]\).

It is worthwhile to note that members of \( \mathcal{A}_m \) change depending on the each link’s state since the link power depends on link state. Unlike our case, assuming there exists a single link state as in \([19], [20]\), \( \mathcal{A}_m \) is fixed as \( \mathcal{A}_m = \{d_1^{(m)}, \ldots, d_{K_m}^{(m)}\} \), which is equal to a set of the \( K_m \) closest BSs. In that case, the link power is solely determined by link distance. This is not the case in our setting since two link states, i.e., LoS/NLoS, are considered, making it a key difference from dynamic BS coordination in prior work \([19], [20]\).

Once each coordination set \( \mathcal{A}_m \) for \( m \in \mathcal{M} \) is formed, they make a total set \( \mathcal{A}_{\text{total}} \) by \( \mathcal{A}_{\text{total}} = \bigcup_{m=1}^{M} \mathcal{A}_m \). By this formation, the total coordination set \( \mathcal{A}_{\text{total}} \) is able to include BSs of multiple different operators, i.e., \( \mathcal{A}_{\text{total}} \subseteq \bigcup_{m=1}^{M} \Phi_m \). All the BSs included in \( \mathcal{A}_{\text{total}} \) use precoder to remove the mutual interference inside the set \( \mathcal{A}_{\text{total}} \). The interference cancellation process will be explained in detail later. We note that the cardinality of each coordination set \( |\mathcal{A}_m| \) indicates the coordination level of operator \( m \). For example, assume that \( |\mathcal{A}_m| = 0, m \neq 1 \). Then, there is no BS coordination in operator \( m \), so that the interference of operator \( m \) is not mitigated. Assuming that \( |\mathcal{A}_m| = 0 \) for \( m \in \mathcal{M} \setminus 1 \), there is no BS coordination in other operators except 1. Since the typical user is associated with the operator 1’s BS, this means that only intra-operator BS coordination is used. If \( |\mathcal{A}_m| = 0 \) for \( \mathcal{M} \setminus 1 \) and \( |\mathcal{A}_1| = 1 \), no intra- or inter-operator BS coordination is used, and the assumption becomes same to uncoordinated spectrum sharing \([6]\).

We denote that \( |\mathcal{A}_m| = K_m \) and \( |\mathcal{A}_{\text{total}}| = K_{\text{total}} \). Since there is no intersection between \( \mathcal{A}_m \) and \( \mathcal{A}_m' \), we can write \( K_{\text{total}} = \sum_{m=1}^{M} K_m \). For analytical simplicity, we assume \( N_{\text{RF}} = K_{\text{total}} \), i.e., the number of equipped RF chains is equal to the total coordination set size.

We explain the reason that the individual coordination sets \( \mathcal{A}_m, m \in \mathcal{M} \) are formed first before making a total set \( \mathcal{A}_{\text{total}} \). Since each operator has different density and transmit power, directly
forming a total coordination set by jointly considering multiple operators is complicated. For example, we should compute all the possibilities which operator’s BS would be a member of the coordination set. When there are many operators, this causes too much analytical complexity. To avoid this, we form individual coordination sets $\mathcal{A}_m$ first and subsequently make $\mathcal{A}_{total}$. As shown later, we are able to incorporate the effect of the BS coordination set size into a rate coverage expression with this way.

We note that the considered inter-operator coordination assumes an ideal scenario that all the BSs in a network are able to join the coordination set. In practice, this can be restricted due to limited network connectivity. In this sense, our performance analysis indicates an upper-bound on the performance of inter-operator coordination.

D. Channel Model

In this subsection, we describe the assumptions used for modeling the channel.

1) We assume a single-path channel. Due to its tractability, this assumption was implicitly used in prior work that investigated the mmWave network performance, e.g., [3], [6], [11], [24].

2) We consider Rayleigh fading as small-scale fading. In the prior work [6], [11], it was shown that Rayleigh fading does not change the major performance trends compared to more general fading such as Nakagami fading.

3) We assume that all the users are equipped with a single omni-directional antenna. This assumption was used in prior work [6], [11] for analytical simplicity. Although users are equipped with multiple antennas to obtain directivity gain in practice, the key system insights can be adequately obtained with the single-antenna assumption as shown in [6], [11]. At the expense of analytical simplicity, the multiple antenna user case can be incorporated into the analysis. Specifically, using multiple receive antennas, directional beamforming can be used not only at the BSs and but also at the users, so that the interference signal can have various directivity gain depending on its direction [3]. This makes the Laplace transform of the interference complicated compared to a single receive antenna case.

4) Each BS aligns the beam direction to its associated user, where each user is independently selected. For this reason, the angle-of-departure (AoD) from the BS at $d_i^{(m)}$ ($i \neq i_o$) to the typical user, denoted as $\theta_i^{(m)}$, follows the independent uniform distribution.
5) We assume that $\rho_i^{(m)}$ indicates distance-dependent path-loss defined as $\rho_i^{(m)} = C_s \| d_i^{(m)} \|^{-\alpha_s}$, the small-scale fading is captured in $\beta_i^{(m)}$, where $\beta_i^{(m)} \sim \text{Exp}(1)$ due to the Rayleigh fading assumption (the second assumption).

6) $a(\theta_i^{(m)}) \in \mathbb{C}^N$ is the array response vector corresponding to the AoD $\theta_i^{(m)}$.

With the enumerated assumptions, the channel vector between a BS at $d_i^{(m)}$ and the typical user is written as

$$h_i^{(m)} = \sqrt{\rho_i^{(m)} \beta_i^{(m)}} a(\theta_i^{(m)}).$$ (3)

### E. Signal Model

We explain the interference mitigation process and the received signal at the typical user. Before proceeding, we assume that channel state information at transmitters (CSIT) required for the interference mitigation are known to the BSs perfectly. To do this, each user obtains (assumed perfect) CSI by using an existing channel estimation algorithm such as [25], [26], and then sends the obtained CSI to the associated BS via a (assumed perfect) feedback link. In practice, there will be both estimation and feedback errors. For this reason, our assumption gives an upper-bound on the achievable gains from BS coordination. Incorporating imperfect CSIT is good topic for future work.

For explanation, we suppose a coordination set $\mathcal{A}_{\text{total}}$ with $|\mathcal{A}_{\text{total}}| = K_{\text{total}}$. Including the typical user, there are $K_{\text{total}}$ number of users to be served from the BSs in $\mathcal{A}_{\text{total}}$. Then, a BS in $\mathcal{A}_{\text{total}}$ can form a multi-user channel to $K_{\text{total}}$ users. With this channel, the precoder design for cancelling the mutual interference is basically equivalent to the two-stage precoder presented in [21], [22]. Specifically, each BS in $\mathcal{A}_{\text{total}}$ first makes its analog beamformer by matching with the AoDs to each user. For example, considering an arbitrary BS in $\mathcal{A}_{\text{total}}$, it uses analog beamformer that $A = [a(\theta_1), a(\theta_2), ..., a(\theta_{K_{\text{total}}})] \in \mathbb{C}^{N \times N_{\text{RF}}}$, where $\theta_1$ is the AoD to the associated user and $\theta_2, ..., \theta_{K_{\text{total}}}$ are the AoDs to the other users in $\mathcal{A}_{\text{total}}$. This is feasible since each BS is equipped with $N_{\text{RF}} = K_{\text{total}}$ number of RF chains. Denoting $h_1 \in \mathbb{C}^N$ as the channel vector to the associated user and $h_2, ..., h_{K_{\text{total}}} \in \mathbb{C}^N$ as the channel vectors to the other users, the effective
channel after the precoding matrix $A$ is written as
\[
H^*A = \begin{bmatrix}
    h_1^* \\
    h_2^* \\
    \vdots \\
    h_{K_{\text{total}}}^*
\end{bmatrix} \cdot \begin{bmatrix}
    a(\theta_1), a(\theta_2), \ldots, a(\theta_{K_{\text{total}}})
\end{bmatrix} = \begin{bmatrix}
    g_1^* \\
    g_2^* \\
    \vdots \\
    g_{K_{\text{total}}}^*
\end{bmatrix},
\]
(4)
where $g_1^*$ is the desired effective channel vector corresponding to the associated user, while $g_k^*$ for $k = 2, \ldots, K_{\text{total}}$ are the effective interfering channel vectors to other users. Now the BS designs its digital precoder $v$ to satisfy the ZF criterion, i.e., $g_2^*v = 0$, $\ldots$, $g_{K_{\text{total}}}^*v = 0$. Since $N_{\text{RF}} = K_{\text{total}}$, such a $v$ can be found with high probability. Using $v$, the interference to other users is completely removed. After multiplying with $v$, the modified desired channel is written as $g_1^*v = \sqrt{\rho} \tilde{G} \tilde{\beta}$, where $\tilde{G}$ is the modified beamforming gain and $\tilde{\beta}$ is the modified fading after cancelling the interference. We note that $\tilde{G} < G$ where $G$ is the full beamforming gain since ZF decreases the beamforming gain. In general, $\tilde{G}$ is determined by the users’ relative geometry in the coordination set. In this paper, we fix this intra-cluster users’ geometry so that we treat $\tilde{G}$ as a deterministic variable. This is similar to the approach in [19]. In this way, we observe how much BS coordination gain is obtained with specific intra-cluster geometry. One heuristic way to calculate $\tilde{G}$ is using simulations. For example, we drop BSs and users according to PPPs, make each BS’s precoder, and then calculate the instantaneous value of $\tilde{G}$ for the typical user. By repeating this process, we can obtain the average value of $\tilde{G}$. Analyzing $\tilde{G}$ rigorously is interesting future work.

For analytical tractability, we approximate the out-of-cluster channel’s beamforming gain by using a sectored antenna model while neglecting the dependence on ZF. The same approximation is used in [22], which showed that this approximation is reasonable in a mmWave cellular network. The sectored antenna model was used in prior work [3], [6], [11], [24], [27] for simplifying the analysis while capturing the directivity gain. For example, we assume an out-of-cluster BS located at $d_{i}^{(m)} \notin A_{\text{total}}$ and it uses analog beamformer $a(\theta)$, which is the array response vector corresponding to the AoD $\theta$. Then, the directivity gain to the typical user is $a^*(\theta_{i}^{(m)})a(\theta)$. Using the sectored antenna model, this directivity gain is approximated as
\[
|a^*(\theta_{i}^{(m)})a(\theta)| \approx G(\theta_{i}^{(m)}, \theta) = \begin{cases} 
G = \frac{2\pi -(2\pi - \frac{2\pi \epsilon}{N})}{\frac{2\pi}{N}}, & \text{if } |\theta_{i}^{(m)} - \theta| \leq \frac{\pi}{N}, \\
g = \epsilon, & \text{if } |\theta_{i}^{(m)} - \theta| > \frac{\pi}{N}. 
\end{cases}
\]
(5)
In (5), \( G \) and \( g \) indicate the main-lobe gain and the side-lobe gain, respectively. We note that the values of \( G \) and \( g \) are adopted from [28]. As mentioned in the previous section, we note that there can be quite a bit of scattering and dispersion in mmWave systems, especially for NLoS paths [7]. For this reason, real channel environments can be far from the used sectored antenna model. Specifically, the actual SINR may be lower than the SINR obtained in the sectored antenna model. Nevertheless, we use the sectored antenna model in this paper for analytical tractability as in prior work [3], [6], [22]. Incorporating more realistic channel models is future work.

With the sectored antenna model, we define \( \tilde{G} = pG \), where \( 0 < p \leq 1 \) means the relative gain compared to the ideal main-lobe gain \( G \). When \( p \) is small, it means that the desired channel’s directivity gain significantly decreases due to the interference mitigation. This occurs when there exist many other users within the main-lobe intended to the typical user. On the contrary, when \( p \) is large, the desired user obtains the nearly ideal directivity gain. This can occur when the users are selected so that there is only one user within each main-lobe. Later, we derive a rate coverage probability as a function of \( p \) and show how this affects the performance of BS coordination.

After cancelling the interference in the set \( \mathcal{A}_{\text{total}} \), the received signal at the typical user is

\[
y = \sqrt{P_1 C_s p G} \beta^{(1)}_{i_a} \| d^{(1)}_{i_a} \|^{-\alpha_s/2} x^{(1)}_{i_a} + \sum_{m \in \mathcal{M}} \sum_{i \in \mathcal{N} \setminus \mathcal{A}_m} \sqrt{P_m C_s G(\theta^{(m)}_i) \beta^{(m)}_{i}} \| d^{(m)}_{i} \|^{-\alpha_s/2} x^{(m)}_{i} + z,
\]

where \( P_m \) is the transmit power of operator \( m \), \( \beta^{(m)}_{i} \) is a modified channel coefficient where \( \| \beta^{(m)}_{i} \|^2 - \text{Exp}(1) \), \( \sqrt{C_s} \| d^{(m)}_{i} \|^{-\alpha_s/2} \) is link-state dependent path-loss, \( x^{(m)}_{i} \) is an information symbol sent from the BS \( i \) in operator \( m \), \( G(\theta^{(m)}_i) \) is the approximated directivity gain of a out-of-cluster BS, and \( z \sim \mathcal{C}\mathcal{N}(0, \sigma^2) \) is additive white Gaussian noise. With the received signal (6), we define the instantaneous SINR and the rate. We assume that the power of an information symbol is normalized as \( \mathbb{E} \left[ \| x^{(m)}_{i} \|^2 \right] = 1 \) for \( i \in \mathcal{N} \) and \( m \in \mathcal{M} \). Then the instantaneous SINR is given as

\[
\text{SINR} = \frac{P_1 p G \| \beta^{(1)}_{i_a} \|^2 C_s \| d^{(1)}_{i_a} \|^{-\alpha_s}}{\sigma^2 + \sum_{m \in \mathcal{M}} \sum_{i \in \mathcal{N} \setminus \mathcal{A}_m} P_m G(\theta^{(m)}_i) \| \beta^{(m)}_{i} \|^2 C_s \| d^{(m)}_{i} \|^{-\alpha_s}},
\]

where the noise power \( \sigma^2 = N_0 \sum_{m \in \mathcal{M}} W_m \) with \( N_0 = -174 \text{dBm/Hz} \). The rate coverage probability is define as

\[
R_{\text{cov}}(\gamma) = \mathbb{P} \left[ \left( \sum_{m \in \mathcal{M}} W_m \right) \log_2 (1 + \text{SINR}) > \gamma \right],
\]

where \( \gamma \) is the rate threshold.
III. PERFORMANCE CHARACTERIZATION

In this section, we analyze the rate coverage performance of coordinated spectrum sharing. A key ingredient in performance characterization is the distribution of the link power in the coordination set. For example, assuming that a coordination set size is $K_m$ in operator $m$, we need to characterize the $K$-th strongest link power $C_s \left\| d_i^{(m)} \right\|^{-\alpha_s}$. This is because the interference comes outside of the coordination set, so the link power $C_s \left\| d_i^{(m)} \right\|^{-\alpha_s}$ serves as a protection boundary of the typical user. Unfortunately, it is not straightforward to obtain the $K$-th strongest link power distribution in a mmWave network. The main reason is that any link has one of the two states (LoS or NLoS) whereby the link power is determined by not only the distance, but also the link state. For this reason, the BS ordering based on the distance may not be equivalent to the BS ordering based on its link power. For instance, the $K$-th closest BS may be equal to the $K$-th strongest BS; so that the distribution of the $K$-th closest BS’s distance [29] cannot be applied in mmWave networks. To resolve this, we first find the $K$-th strongest link power distribution. Leveraging the derived distributions, we obtain the rate coverage probability subsequently.

A. Link Power Distribution

In this subsection, we obtain the link power distributions required for charactering the rate performance. Specifically, we obtain two PDFs: the PDF of the $K$-th strongest link power and the joint PDF of the strongest and the $K$-th strongest link power. The following lemma is the first main result of this subsection.

**Lemma 1.** Assume a generic mmWave network $\Phi$ with density $\lambda$ and the LoS probability $p(r)$. The PDF of the $K$-strongest BS’s link power is

$$f_{I_K}(t) = e^{-\Lambda_L(t)}e^{-\Lambda_N(t)} \left(-\Lambda'_L(t) - \Lambda'_N(t)\right) \frac{(\Lambda_L(t) + \Lambda_N(t))^{K-1}}{(K-1)!},$$

where $\Lambda_L(t)$ and $\Lambda_N(t)$ is the intensity measures of the LoS and NLoS BS defined as

$$\Lambda_L(t) = 2\pi \lambda \int_0^{(C_L / \pi)^{\frac{1}{\alpha}}} p(x) dx,$$

and

$$\Lambda_N(t) = 2\pi \lambda \int_0^{(C_N / \pi)^{\frac{1}{\alpha}}} (1 - p(x)) dx.$$  

**Proof.** See Appendix A. \[\square\]
Fig. 1. The comparison between the analytical CDF (12) vs. the CDF obtained by numerical simulations. The assumed system parameters are as follows: $\alpha_L = 2$, $\alpha_N = 4$, $C_L = -60\text{dB}$, $C_N = -70\text{dB}$, $\lambda = 5 \times 10^{-5}$, and $\mu = 144$.

**Definition 1.** For convenience, we define the PDF in (9) corresponding to operator $m$ as $f^{(m)}(t)$, obtained by substituting $\lambda \leftarrow \lambda_m$ and $K \leftarrow K_m$ in a generic function (9).

We note that Lemma[1] is a key ingredient to characterize the performance of BS coordination in mmWave cellular networks. We verify the obtained PDF by comparing the numerically obtained CDF in Fig. 1. The analytical CDF is obtained by using Lemma[1] as follows

$$F_{T_k}(t) = \int_{T_k=0}^{t} f_{T_k}(t)dt. \quad (12)$$

The system parameters are presented in the caption of the figure. As shown in Fig. 1 the analytical results are perfectly matched with the simulation results, guaranteeing that our derivation is correct.

The obtained PDF (9) is general in the sense that it is applicable in different network scenarios, e.g., a sub-6 GHz cellular network or a non-cooperative mmWave network. Specifically, PDF (9) reduces to the existing PDF by simplifying the network conditions. We study this in the following examples.
**Example 1.** Setting $C_L = C_N = C$ and $\alpha_L = \alpha_N = \alpha$, the corresponding network boils down to a conventional sub-6 GHz cellular network, where only a single link state exists. In this case, the $K$-th strongest BS is equal to the $K$-th closest BS. Further, since there is a single link state, the state transition probability $p(r)$ has no meaning. For simplicity, we set $p(r) = 1/2$. Then, the intensity measure $\Lambda_L(t) = \Lambda_N(t) = \Lambda(t) = \pi \lambda/2(t/C)^{2/\alpha}$. Accordingly, the PDF $f_{T_K}(t)$ (9) is

$$f_{T_K}(t) = e^{-\lambda (\frac{t}{C})^{\frac{2}{\alpha}}} \sum_{k=0}^{K-1} \frac{1}{k!(K-k-1)!} \left( \frac{2\pi \lambda}{\alpha C} \right) \left( \frac{t}{C} \right)^{-\frac{2}{\alpha}}$$

$$= e^{-\lambda (\frac{t}{C})^{\frac{2}{\alpha}}} \sum_{k=0}^{K-1} \frac{(K-1)!}{k!(K-k-1)!} \left( \frac{2\pi \lambda}{\alpha C} \right) \left( \frac{t}{C} \right)^{-\frac{2}{\alpha}} \frac{1}{(K-1)!}$$

where (a) comes from a binomial series. Now let us substitute $t = C r^{-\alpha}$, then $F_{T_K}(C r^{-\alpha}) = P[K < Cr^{-\alpha}]$. Since the $K$-th strongest BS’s link power is presented as $CR_K^{-\alpha}$, $F_{T_K}(C r^{-\alpha})$ is interpreted as the CCDF of the $K$-th closest distance. Thus, the PDF of the $K$-th closest distance is obtained as

$$f_{R_K}(r) = -\frac{\partial F_{T_K}(C r^{-\alpha})}{\partial r} = \alpha C r^{-\alpha} f_{T_K}(C r^{-\alpha}).$$

From (13), we obtain

$$f_{R_K}(r) = \frac{2 \left( \frac{\pi \lambda r^2}{C} \right)^K}{r \Gamma(K)} e^{-\lambda \pi r^2}.$$ 

This is equal to the previous result [29].

**Example 2.** Assuming $K = 1$, the PDF (9) is reduced to the PDF of the association link’s power in a mmWave network. In this case, we observe that the corresponding PDF consists of two parts as follows

$$f_{T_1}(t) = -\Lambda'_L(t) e^{-\Lambda_L(t)} -\Lambda'_N(t) e^{-\Lambda_N(t)}.$$ 

We now denote that $f_{T_1,L}(t)$ ($f_{T_1,N}(t)$) as the PDF of the association link’s power when the typical user is associated with a LoS (NLoS) BS. By showing that $f_{T_1,L}(t) = (a)$ and $f_{T_1,N}(t) = (b)$, we claim that the obtained PDF (9) incorporates both cases of LoS and NLoS association. The PDF $f_{T_1,L}(t)$ is obtained as follows

$$f_{T_1,L}(t) = \lim_{dt \to 0} P\left[ \{N_L(t - dt, t) = 1\} \cap \{N_L(t, \infty) = 0\} \cap \{N_N(t - dt, \infty) = 0\} \right].$$
Due to the independence of a PPP, we write

\[ f_{T_{1,L}}(t) = \lim_{dr \to 0} \frac{\mathbb{P}[N_L(t - dr, t) = 1] \cdot \mathbb{P}[N_L(t, \infty) = 0] \cdot \mathbb{P}[N_N(t - dr, \infty) = 0]}{dr} \]

\[ = \lim_{dr \to 0} \frac{-\Lambda_L(t) - \Lambda_L(t - dr)}{dr} e^{-(\Lambda_L(t-dr) - \Lambda_L(t))} \cdot e^{-\Lambda_L(t)} e^{-\Lambda_N(t-dr)} \]

\[ = -\Lambda_L'(t)e^{-\Lambda_L(t)} e^{-\Lambda_N(t)} = (a), \]  

(18)

where (c) follows the definition of differentiation. Similarly, we also can show that \( f_N(t) = (b) \).

Next, we assume \( t = C_L r^{-\alpha_L} \) in (18). Then, we have

\[ f_{R_{1,L}}(C_L r^{-\alpha_L}) = \frac{1}{\alpha C_L} \cdot \int_0^{\infty} \frac{\pi e^{-2\pi \lambda p(\rho)x} \rho^2}{\rho^2 - \pi^2} \cdot e^{-2\pi \lambda \int_0^{\rho} p(x)dx} \cdot (1 - p(x))dx. \]  

(19)

Since \( f_{R_{1,L}}(r) = \alpha L C_L r^{-\alpha_L} \) as shown in (14), the PDF of the association BS’s distance when the typical user is associated with a LoS BS is

\[ f_{R_{1,L}}(r) = 2\pi \lambda p(r) e^{-2\pi \lambda \int_0^{\rho} p(x)dx} e^{-2\pi \lambda \int_0^{\rho} \left( \frac{CN_{1,L}}{\pi\lambda} \right)^{\frac{1}{2}} (1 - p(x))dx}, \]  

(20)

which is equivalent with the result derived in [3].

**Example 3.** In this example, we study the average ratio of LoS and the NLoS BSs in the coordination set \( \mathcal{A} \). Without loss of generality, we assume that \( |\mathcal{A}| = N \) and denote a set of LoS BSs in \( \mathcal{A} \) as \( \mathcal{A}^L \), and a set of the NLoS BSs in \( \mathcal{A} \) as \( \mathcal{A}^N \). We note that \( \mathcal{A} = \mathcal{A}^L \cup \mathcal{A}^N \) and \( \mathcal{A}^L \cap \mathcal{A}^N = \emptyset \). For the characterization of \( |\mathcal{A}^L| \), we first obtain the probability of \( |\mathcal{A}^L| = k \leq K \) conditioned on that the \((K + 1)\)-th strongest link power is \( t \), i.e., \( T_{K+1} = t \). This conditional probability is

\[ \mathbb{P} \left[ |\mathcal{A}^L| = k \mid T_{K+1} = t \right] = \left( \frac{k!(K-k)!}{K!} \right) \left( \frac{\Lambda_L(t)}{\Lambda_L(t) + \Lambda_N(t)} \right)^k \left( \frac{\Lambda_N(t)}{\Lambda_L(t) + \Lambda_N(t)} \right)^{(K-k)}, \]  

(21)

where (a) comes from that, in a PPP, the number of points inside a certain window follow the multinomial distribution if the total number in the corresponding window is given. Specifically, when \( T_{K+1} = t \), there exist exactly \( K \) points in the window \((t, \infty]\). Then, the number of BSs whose link power is in \((t, \infty]\) follows the multinomial distribution with the corresponding probability \( \Lambda_L(t)/(\Lambda_L(t) + \Lambda_N(t)) \). Similar to this, the number of NLoS BSs whose link power is in \((t, \infty]\) also follows the multinomial distribution with the corresponding probability \( \Lambda_N(t)/(\Lambda_L(t) + \Lambda_N(t)) \). Then, by using the average of a multinomial random variable, the conditional average of \( |\mathcal{A}^L| \) is obtained as follows

\[ \mathbb{E} \left[ |\mathcal{A}^L| \mid T_{K+1} = t \right] = K \cdot \frac{\Lambda_L(t)}{\Lambda_L(t) + \Lambda_N(t)}. \]  

(22)
Marginalizing for \( T_{K+1} \), the average number of LoS BSs in \( \mathcal{A} \) is

\[
\mathbb{E} [ |\mathcal{A}^L| ] = \int_0^\infty \frac{K \Lambda_L(t)}{\Lambda_L(t) + \Lambda_N(t)} f_{T_{K+1}}(t) dt.
\]  

(23)

The average ratio of LoS BSs in \( \mathcal{A} \) is thereby \( \mathbb{E} [ |\mathcal{A}^L| ] / K \) and the average ratio of NLoS BSs in \( \mathcal{A} \) is \( 1 - \mathbb{E} [ |\mathcal{A}^L| ] / K \). Later, we show that how the ratio is changed as the coordination set size increases.

Next, we obtain the joint PDF of the strongest and the \( K \)-th strongest BS’s link power, which is the second main result in this subsection.

**Lemma 2.** The joint PDF of the strongest BS’s link power \( T_1 \) and the \( K \)-th strongest BS’s link power \( T_K \) is

\[
\begin{align*}
\tilde{f}_{T_1,T_K}(t_1,t_K) &= \left( \Lambda'_L(t_K)\Lambda'_L(t_1) + \Lambda'_N(t_K)\Lambda'_L(t_1) + \frac{\Lambda'_L(t_K)\Lambda'_N(t_1) + \Lambda'_N(t_K)\Lambda'_L(t_1)}{(K-2)!} \right) \cdot e^{-\Lambda_L(t_K)} e^{-\Lambda_N(t_K)} (\Lambda_L(t_K,t_1) + \Lambda_N(t_K,t_1))^{(K-2)},
\end{align*}
\]

if \( t_K < t_1 \), while \( \tilde{f}_{T_1,T_K}(t_1,t_K) = 0 \) otherwise. The differential intensity measure \( \Lambda_L(t_K,t_1) \) is defined as

\[
\Lambda_L(t_K,t_1) = \Lambda_L(t_K) - \Lambda_L(t_1).
\]

(24)

**Proof.** See Appendix B.

\[ \square \]

**Definition 2.** Similar to Definition 1, we define the joint PDF corresponding to operator \( m \) as

\[
f_{\text{Joint}}^{(m)}(t_1,t_{K_m}),
\]

obtained by substituting \( \lambda \leftarrow \lambda_m \) and \( K \leftarrow K_m \) in a generic function (24).

**Remark 1.** Lemma 2 is required to calculate the interference statistic when BS coordination is applied in operator 1, i.e., \( K_1 > 1 \). For operator \( m \in \mathcal{M}\setminus\{1\} \), only the PDF of the \( K \)-th strongest link power is needed, while the joint PDF of the strongest and the \( K \)-th strongest link power is required for operator 1 since the typical user receives the desired data from the strongest BS in operator 1.

**Example 4.** As in Example 1, we show that the obtained joint PDF (24) reduces to the previous result in a conventional sub-6 GHz cellular network setting. We assume that \( C_L = C_N = C \) and \( \alpha_L = \alpha_N = \alpha \), so that links have a single state path-loss. Since the state transition probability
p(x) has no meaning in this setting, we set p(x) = 1 for simplicity. Under this assumption, the obtained joint PDF (24) is

\[
f_{\tilde{t}_i, T_k}(t_1, t_K) = \left( \frac{2\pi \lambda}{\alpha} \right)^2 \left( \frac{C^2}{t_1 t_K} \right)^{2+\alpha} \left( \frac{\lambda}{2} \right)^{-2/\alpha} e^{-\pi \lambda t_1^2} \frac{\lambda \left( \frac{(t_K/C)^{-2/\alpha} - (t_1/C)^{-2/\alpha}}{(K-2)!} \right)}{t_1^2}.
\]

(26)

Due to the similar reason presented in Example 1, the joint PDF \( f_{R_1, R_K}(r_1, r_K) \), where \( R_1 \) is the closest BS’s distance and \( R_K \) is the \( K \)-closest BS’s distance, is obtained as

\[
f_{R_1, R_K}(r_1, r_K) = (\alpha C)^2 r_1^{-1-\alpha} r_K^{-1-\alpha} \cdot f_{\tilde{t}_i, T_k}(C r_1^{-\alpha}, C r_K^{-\alpha}).
\]

(27)

Plugging \( t_1 = C r_1^{-\alpha} \) and \( t_K = C r_K^{-\alpha} \) into \( f_{\tilde{t}_i, T_k}(t_1, t_K) \), we have

\[
f_{\tilde{t}_i, T_k}(C r_1^{-\alpha}, C r_K^{-\alpha}) = \left( \frac{2}{\alpha} \right)^2 \left( \frac{\lambda}{2} \right)^{2+\alpha} e^{-\pi \lambda r_1^2} \frac{\lambda \left( \frac{r_K^2 - r_1^2}{(K-2)!} \right)}{(K-2)!}.
\]

(28)

By using (26), the joint PDF \( f_{R_1, R_K}(r_1, r_K) \) is

\[
f_{R_1, R_K}(r_1, r_K) = 4 (\pi \lambda)^K r_1 r_K e^{-\pi \lambda r_1^2} \left( \frac{r_K^2 - r_1^2}{(K-2)!} \right)^{K-2},
\]

(29)

if \( r_1 \leq r_K \) and \( f_{R_1, R_K}(r_1, r_K) = 0 \) if \( r_1 > r_K \). This is exactly same with the previous result obtained in [19].

\[
f_{R_1, R_K}(r_1, r_K) = \begin{cases} 4 (\pi \lambda)^K r_1 r_K (r_K^2 - r_1^2)^{K-2} e^{-\pi \lambda r_1^2}, & \text{if } r_1 \leq r_K, \\ 0, & \text{otherwise}. \end{cases}
\]

(30)

B. Rate Coverage Analysis

In this subsection, we leverage the obtained PDFs to calculate the rate coverage probability. First, we characterize the Laplace transform of the interference coming from operator \( m \in \mathcal{M}\setminus 1 \) in the following lemma.

**Lemma 3.** We denote the interference coming from operator \( m \) for \( m \in \mathcal{M}\setminus 1 \) as

\[
I_m = \sum_{i \in \mathcal{M}\setminus 1} P_m G(\theta_i^{(m)}) \left| \tilde{\eta}_i^{(m)} \right|^2 C_s \left| d_i^{(m)} \right|^\alpha.
\]

(31)

The Laplace transform of \( I_m \) is

\[
\mathcal{L}_{I_m}(s) = \int_{T=0}^\infty \exp \left( - \int_T^0 \frac{s P_m G t}{1 + s P_m G t} \tilde{\Lambda}_m^m(dt) + \int_T^0 \frac{s P_m G t}{1 + s P_m G t} \tilde{\Lambda}_m^m(dt) \right) f^{(m)}_{I_k_m}(T) dT,
\]

(32)
where

\[
\tilde{\Lambda}^{(m)}(dr) = - \frac{1}{N} \left[ \frac{2\pi \lambda_m}{\alpha_1 C_L} \left( \frac{C_L}{t} \right)^{\frac{1}{\alpha_2}} \right] \left( \frac{C_L}{t} \right)^{\frac{2}{\alpha_2} + 1} \, dr + \frac{2\pi \lambda_m}{\alpha_1 C_N} \left( \frac{C_N}{t} \right)^{-\frac{1}{\alpha_2}} \left( 1 - p \left( \frac{C_N}{t} \right) \right) \left( \frac{C_N}{t} \right)^{\frac{2}{\alpha_2} + 1} \, dr \right]
\]  
\[33\]
and

\[
\tilde{\tilde{\Lambda}}^{(m)}(dr) = - \left( 1 - \frac{1}{N} \right) \left[ \frac{2\pi \lambda_m}{\alpha_1 C_L} \left( \frac{C_L}{t} \right)^{\frac{1}{\alpha_2}} \right] \left( \frac{C_L}{t} \right)^{\frac{2}{\alpha_2} + 1} \, dr + \frac{2\pi \lambda_m}{\alpha_1 C_N} \left( \frac{C_N}{t} \right)^{-\frac{1}{\alpha_2}} \left( 1 - p \left( \frac{C_N}{t} \right) \right) \left( \frac{C_N}{t} \right)^{\frac{2}{\alpha_2} + 1} \, dr \right].
\]  
\[34\]

The PDF \( f^{(m)}(T) \) is defined in Definition 1.

\[Proof.\] See Appendix C. \[\square\]

Exploiting the obtained Laplace transform, we derive the rate coverage probability in the following theorem.

**Theorem 1.** When \( K_1 > 1 \), the rate coverage probability is

\[
R_{\text{cov}}(\gamma) = \int_{T_1=0}^{\infty} \int_{T_{K_1}=0}^{T_1} e^{-\gamma T_1} \mathcal{L}_{I_1|T_{K_1}} \left( \frac{\gamma}{P_1 p GT_1} \right) \cdot \prod_{m \in M \setminus \{1\}} \mathcal{L}_{I_m} \left( \frac{\gamma}{P_1 p GT_1} \right) f^{(1)}(T_1, T_{K_1}) dT_1 dT_{K_1}.
\]  
\[35\]

where \( \tilde{\gamma} = 2\gamma / (\Sigma_{m \in M} W_m) - 1 \), \( f^{(1)}(T_1, T_{K_1}) \) is the joint PDF for operator 1, and the conditional Laplace transform for operator 1 is

\[
\mathcal{L}_{I_1|T_{K_1}}(s) = \exp \left[ - \left( \int_{T_{K_1}}^{0} \frac{sP_1 Gt}{1 + sP_1 Gt} \tilde{\Lambda}^{(m)}(dr) + \int_{T_{K_1}}^{0} \frac{sP_1 Gt}{1 + sP_1 Gt} \tilde{\tilde{\Lambda}}^{(m)}(dr) \right) \right].
\]  
\[36\]

When \( K_1 = 1 \), the rate coverage probability is

\[
R_{\text{cov}}(\gamma) = \int_{T_1=0}^{\infty} e^{-\gamma T_1} \mathcal{L}_{I_1|T_{K_1}} \left( \frac{\gamma}{P_1 p GT_1} \right) \cdot \prod_{m \in M \setminus \{1\}} \mathcal{L}_{I_m} \left( \frac{\gamma}{P_1 p GT_1} \right) f^{(1)}(T_1) dT_1.
\]  
\[37\]

**Proof.** With \( \tilde{\gamma} \), the rate coverage probability is written as

\[
R_{\text{cov}}(\gamma) = \mathbb{P} \left[ H_{T_1}^{(1)} > \frac{\sigma^2 \tilde{\gamma}}{P_1 p GT_1} + \sum_{m \in M} \frac{I_m \tilde{\gamma}}{P_1 p GT_1} \right]
\]  
\[38\]

\[
= \mathbb{E}_{T_1, T_{K_1}} \left[ e^{-\gamma T_1} \mathcal{L}_{I_1|T_{K_1}} \left( \frac{\gamma}{P_1 p GT_1} \right) \cdot \prod_{m \in M \setminus \{1\}} \mathcal{L}_{I_m} \left( \frac{\gamma}{P_1 p GT_1} \right) \right].
\]
We obtain the conditional $L_{I_1}(s)$ by using the similar way to Lemma 3. One difference is that $T_1$ and $T_{K_1}$ in operator 1 are correlated, so we marginalize them later at once

$$L_{I_1|T_{K_1}}(s) = \exp\left( - \left[ \int_{T_{K_1}}^0 \frac{P_1 G t}{1 + P_1 G t} \tilde{\Lambda}^{(1)}(dt) + \int_{T_{K_1}}^0 \frac{P_1 g t}{1 + P_1 g t} \tilde{\Lambda}^{(1)}(dt) \right] \right).$$

Marginalizing (38) regarding $T_1$ and $T_{K_1}$ completes the proof. □

We note that although Theorem 1 relies on Rayleigh fading, the key step to characterize the interference statistic applying BS coordination can be used in a general fading scenario. We verify Theorem 1 in the next section.

IV. Numerical Results and Discussions

In this section, we first verify correctness of the obtained analytical expressions by comparing to simulation results. In addition, we provide useful intuition regarding system design in spectrum-shared mmWave cellular networks.

A. Inter-Operator BS Coordination

We assume that operator 1 and 2 share the spectrum, i.e., $M = \{1, 2\}$. The BSs of operator 2 are coordinated to mitigate the interference to the typical user, while there is no coordination in operator 1. We write this case as $K_1 = 1$ and $K_2 \geq 0$. We note that although we depict a two operator case for simplicity, our analysis is not limited to this scenario. We depict the rate coverage curves in Fig. 2, where the assumed system parameters are in the caption. For the no spectrum sharing case, we assume $M = \{1\}$. In Fig. 2 we assumed that the intra-cluster interference is completely removed and the typical user obtains the fixed beamforming gain $pG$, where $p$ is shown in Fig. 2. We note that this is the same assumption used in the analysis.

From Fig. 2 if no BS coordination is used, i.e., $K_2 = 0$, then the spectrum sharing rather decreases the edge and the median rate compared to the no spectrum sharing case. This is because operator 2 has a large density and transmit power compared to those of operator 1. Therefore a large amount of inter-operator interference impacts the typical user by spectrum sharing. For these reasons, the benefits of using large bandwidth vanish. Directional beamforming may reduce the interference, but the beamwidth is not narrow enough to compensate the performance degradation. When applying BS coordination, the typical user gains improve performance with spectrum sharing. For example, the typical user obtains 15% median rate gain when $K_2 = 3$ and $p = 0.6$ and 57% median rate gain when $K_2 = 6$ and $p = 0.6$ over the no spectrum sharing case. In
Fig. 2. The rate coverage probability comparison. We assume that two operator cellular networks share spectrum, i.e., $|M| = 2$. The used system parameters are as follows: $\alpha_L = 2$, $\alpha_N = 4$, $C_L = -60$dB, $C_N = -70$dB, $\mu = 144$, $N = 12$ (beamwidth $30^\circ$), $p = \{0.3, 0.6\}$, $\epsilon = -10$dB, and $N_0 = -174$dBm/Hz. The parameters of each operator is: $P_1 = 20$dBm, $\lambda_1 = 5 \times 10^{-5}$, $W_1 = 100$ MHz, $P_2 = 25$dBm, $\lambda_2 = 10^{-4}$, and $W_2 = 200$ MHz.

In particular, if $K_2 = 6$ and $p = 0.6$, the median rate gain is brought without edge rate degradation. Apparently, these gains come from the fact that the BS coordination removes the strongest interference of operator 2, so that the typical user obtains benefits of using large bandwidth without huge interference. We also observe that how $p$ affects the rate coverage performance, where $0 < p \leq 1$ is the relative beamforming gain of the typical user. When $p = 0.3$, the significant amount of beamforming gain is lost due to the interference mitigation, so that the inter-operator BS coordination does not increase the rate coverage efficiently.

We note that inter-operator BS coordination becomes more useful when sharing the spectrum with a dense operator. In [6], it was shown that spectrum sharing offers meaningful performance gain without BS coordination, provided that two operators’ densities and transmit power are equal. A main source of performance degradation in spectrum sharing is the interference whose power is greater than the desired link. For example, a single interference signal can lead the operating SINR regime below 0dB if the interference power is larger than the desired link. When the sharing operator is dense, there exist multiple strong interference signals so that interference
management via BS coordination is required to extract performance gain. On the contrary, when two operators’ densities are equal, there are not many strong interference signals, meaning that BS coordination is less necessary. From this observation, we conclude that inter-operator BS coordination is a key enabler for sharing the spectrum with a dense operator.

B. Intra-Operator BS Coordination

We now investigate the performance of intra-operator BS coordination, where BS coordination is applied only in operator 1. Accordingly, we set $K_2 = 0$. We assume the same system setting in the previous subsection. We illustrate the rate coverage probability in Fig. 3, in which we observe that the obtained analytical results are matched with the simulation results.

Unlike the inter-operator BS coordination, the intra-operator BS coordination does not provide meaningful gain in Fig. 3. Specifically, the edge and the median rate are lower than the no spectrum sharing case. In Fig. 3, we assume $p = 1$, which is an ideal case that the typical user obtains the beamforming gain without any loss. Since a practical value of $p$ is lower than 1, the intra-cluster BS provides less rate performance than Fig. 3 in practice. The main rationale is as
follows. Using the intra-operator BS coordination, we only remove the interference whose power is weaker than the desired link since the desired link is the strongest link in operator 1 by the association rule. Unfortunately, this is not much effective since the removed interference is not a main performance impairment factor in the spectrum sharing. A main factor is the interference whose power is larger than the desired link, and the inter-operator BS coordination is able to remove this. Accordingly, when sharing the spectrum with a dense operator, using inter-operator BS coordination is more desirable than intra-operator BS coordination.

Intra-operator BS coordination may not be needed in mmWave cellular network cases, even in the absence of spectrum sharing. Comparing $K_1 = 1$ and $K_2 = 6$, almost no gain is presented. This implies that the out-of-cell interference of operator 1 is negligible, so removing it does not bring significant performance gain. This is different from the results in [19], which showed that observable performance gain are obtained by applying dynamic BS coordination in a sub-6 GHz cellular network. The difference comes from that, in a mmWave network, directional beamforming and vulnerability to blockages of mmWave signals inherently reduces the interference. For this reason, we claim that there is no need to make an effort to mitigate the out-of-cell interference in a mmWave cellular network. The prior work [24] backs this claim. It showed that, in a single-tier mmWave cellular network, the SINR operates in a noise-limited regime since the out-of-cell interference is trivial.

C. The Beamwidth Effect

We explore how the BS coordination gain is changed depending on the beamwidth. We draw the rate coverage graphs in Fig. 4 assuming the beamwidth 15° and 30°, and the inter-operator BS coordination with $K_2 = 0$ and $K_2 = 6$. In Fig. 4, it is shown that the narrow beam case has higher rate coverage performance than the wide beam case. This is not surprising because the amount of interference decreases as the beamwidth becomes smaller. Now we examine the relative median rate gain of the BS coordination. As described in Fig. 4, the wide beam case has 189% median rate gain with $K_2 = 6$, while the narrow beam case has 138% median rate gain in the same coordination environment. This means that the BS coordination is more efficient in the wide beam case than in the narrow beam case. We explain the reason as follows. The coordination set includes the BSs based on their link power $C_s \|d_i\|^{-\alpha_s}$. The actual interference, however, also incorporates the directionality gain $G(\theta_i)$. For this reason, there is a non-zero probability that a BS not included in a coordination set incurs strong interference to the typical user. In such a case,
Fig. 4. The rate coverage probability comparison. We assume two operator cellular networks, i.e., $|M| = 2$. The used system parameters are as follows: $\alpha_L = 2$, $\alpha_N = 4$, $C_L = -60\text{dB}$, $C_N = -70\text{dB}$, $\mu = 144$, $N = \{12, 24\}$ (beamwidth \{30°, 15°\}), $p = 1$, $\epsilon = -10\text{dB}$, and $N_0 = -174\text{dBm/Hz}$. The parameters of each operator is: $P_1 = 20\text{dBm}$, $\lambda_1 = 5 \times 10^{-5}$, $W_1 = 100\text{ MHz}$, $P_2 = 25\text{dBm}$, $\lambda_2 = 10^{-4}$, and $W_2 = 200\text{ MHz}$.

BS coordination does not efficiently cancel the significant interference, leading to unsatisfactory gain. Since the directionality gain increases as a beam becomes narrow, this probability increases in the narrow beam case, providing less gain than in the wide beam case.

In a system design perspective, using narrow beams and BS coordination are complementary each other in a role of interference management. For instance, if we cannot use narrow beams, BS coordination can be applied alternatively to mitigate the interference. In this case, we expect considerable gain from BS coordination as it is more efficient with a wide beam. On the contrary, if narrow beams are available to use, BS coordination is not necessary since the interference is already reduced by directionality.

We also conjecture that BS coordination is efficient in rich scattering. When there is sufficient scattering, signals arrive to a user from many directions, so that directional beamforming gain decreases. As an extreme case, when there is very rich scattering and dispersion, this becomes equivalent when no directional beamforming is used. In this case, the interference signal power is determined only by the corresponding path-loss, while the directionality gain becomes negligible.
For this reason, the BSs whose strong interference signal power are included in a coordination set, so that the interference is efficiently managed. For this reason, we expect that the inter-operator BS coordination is useful as there is a lot of scattering.

D. LoS/NLoS Ratio in a Coordination Set

In this subsection, we study the ratio of LoS and NLoS BSs in a coordination set. The average ratio is analytically derived in Example 3. We plot the obtained analytical expression in Fig. 5 assuming various densities and coordination set size. As observed in Fig. 5, the ratio of LoS BSs increases as (i) the coordination set size decreases and (ii) the density increases. Basically, a LoS BS has large power compared to a NLoS BS. Therefore, LoS BSs have higher probability to be included in a coordination set compared to NLoS BSs, if there distances are comparable. Nevertheless, since the number of LoS BSs exponentially decreases as their distances increase, the existing LoS BSs’ distances exponentially increase. When the coordination set size is small, only BSs located near the origin are candidates to be included in a coordination set. In this case, LoS BSs and NLoS BSs’ distances are similar, therefore the coordination set consists of mostly
LoS BSs. As the set size increases, however, the coordination set is likely to include further located BSs. The existing LoS BSs’ distances are much larger than NLoS BSs, the LoS BSs’ ratio decreases. When the density increases, there are more LoS BSs within similar distances to NLoS BSs, so the LoS BSs’ ratio increases. This result provides insights regarding the states of strong interference in mmWave cellular networks. For example, if $\lambda = 8 \times 10^{-5}$, about 90% of the 10 strong interference is LoS, while this decreases to 65% if $\lambda = 5 \times 10^{-5}$. For this reason, assuming that only LoS interference can be cancelled, such interference cancellation may be efficient when $\lambda = 8 \times 10^{-5}$ since 90% of strong interference can be removed. If $\lambda = 5 \times 10^{-5}$, however, this can remove only 65% of strong interference and there is remaining 45% NLoS interference that decreases the SINR. For this reason, the assumed interference cancellation may not be efficient when $\lambda = 5 \times 10^{-5}$ compared to $\lambda = 8 \times 10^{-5}$.

V. Conclusions

We analyzed the rate coverage probability of a spectrum-shared mmWave cellular network employing inter-operator BS coordination. As a key step, we derived the PDF of the $K$-th strongest link power incorporating the LoS and NLoS states and showed the the obtained PDF reduces to previous results in simpler special cases. Leveraging this PDF, we obtained the rate coverage expression as a function of key system parameters, chiefly the coordination set size. In the simulation, we verified the correctness of the analysis. Major findings from the analysis are as follows. First, inter-operator BS coordination provides significant performance gains in spectrum sharing with a dense operator, where the gains comes from mitigating the inter-operator interference. Second, intra-operator BS coordination does not leas to much performance improvement. Third, the inter-operator BS coordination is more efficient when there are wide beams. In summary, we show that the inter-operator BS coordination is necessary in a spectrum-shared mmWave cellular system, especially when sharing the spectrum with a dense and high power operator.

There are several directions for future work. One can consider the overheads associated with measuring CSIT and beam direction. Considering this, the beamwidth and the coordination set size can be jointly optimized. For example, assuming that finding an exact beam direction is difficult, a large coordination set might be preferred. Beyond our simple ZF-like hybrid precoder, one can also consider more advanced precoding methods as in [30]. In addition, considering a partial loading effect [6] is also promising. If the user density is less than the BS density in
a particular operator, some BSs can be turned off since there is no user associated with them. Under this assumption, the performance of inter-operator BS coordination may be affected not only by the BS density, but also the user density. Next, one can use a more realistic channel model beyond a simple sectored antenna model. As shown in [7], a sectored antenna model can be far from real mmWave networks, especially for NLoS signals because of scattering and dispersion. Since our key lemma regarding the $K$-th strongest BS’s link power (Lemma 1) does not depend on a specific channel model, one can use our results to characterize the performance by using realistic channel models. Finally, by using the developed analytical framework, one can consider more sophisticated sharing scenario, for example sharing with a Wi-Fi [31], satellite service [32], and radar [33], or access and infrastructure sharing with other operators [8].

APPENDIX A

PROOF OF LEMMA 1

We first present that the CDF of the $K$-th strongest BS’s link power, i.e., $F_{T_K}(t)$, is equivalent to the probability that there are less than $K$ BSs (including LoS and NLoS BSs) whose link power is larger than $t$. To describe this probability, we define $N_L(t_1, t_2)$ (or $N_N(t_1, t_2)$) as the number of LoS (or NLoS) BSs whose link power is in the region $(t_1, t_2]$. Then, the CDF $F_{T_K}(t)$ is obtained as follows

$$F_{T_K}(t) = P[T_K < t] = \sum_{k=0}^{K-1} \sum_{\ell=0}^{K-k-1} P[N_L(t, \infty) = k] \cap N_N(t, \infty) = \ell]$$

$$= \sum_{k=0}^{K-1} \sum_{\ell=0}^{K-k-1} P[N_L(t, \infty) = k] P[N_N(t, \infty) = \ell]$$

$$= e^{-\Lambda_L(t)} e^{-\Lambda_N(t)} \sum_{k=0}^{K-1} \sum_{\ell=0}^{K-k-1} \Lambda_L(t)^k \Lambda_N(t)^\ell k! \ell! = e^{-\Lambda_L(t)} e^{-\Lambda_N(t)} \sum_{k=0}^{K-1} \sum_{\ell=0}^{K-k-1} \frac{\Lambda_L(t)^k \Lambda_N(t)^\ell}{k! \ell!}, \quad (40)$$

where (a) follows that $\Phi_L$ and $\Phi_N$ are mutually independent and (b) follows Displacement theorem [23] where the number of the BSs in a closed region is a Poisson random variable with the intensity measure $\Lambda_L(t)$ and $\Lambda_N(t)$. The intensity measure $\Lambda_L(t)$ is computed as

$$\Lambda_L(t) = \mathbb{E} \left[ \sum_{d \in \Phi_L} \mathbf{1} (C_L \|d\|^{-\alpha_L} > t) \right] = 2\pi\lambda \int_0^{\psi_L(t)} p(x) dx, \quad (41)$$

where (a) follows Campbell’s theorem with $\psi_L(t) = \left( \frac{C_L}{t} \right)^{\frac{1}{\alpha_L}}$. Similar to this, we have

$$\Lambda_N(t) = 2\pi\lambda \int_0^{\psi_N(t)} (1 - p(x)) dx, \quad (42)$$
where $\psi_N(r) = \left(\frac{C_N}{r}\right)^N$. Subsequently, we obtain the PDF of $T_K$ by differentiating $F_{T_K}(t)$ as follows

$$
\frac{dF_{T_K}(t)}{dt} = -\Lambda_L'(t)e^{-\Lambda_L(t)}e^{-\Lambda_N(t)} \sum_{k=0}^{K-1} \sum_{\ell=0}^{k-1} \frac{\Lambda_L(t)^{k \ell} \Lambda_N(t)^{k-k-1}}{k! (k-1)!} 
+ \Lambda_L'(t)e^{-\Lambda_L(t)}e^{-\Lambda_N(t)} \sum_{k=1}^{K-1} \sum_{\ell=0}^{k-1} \frac{\Lambda_L(t)^{k \ell} \Lambda_N(t)^{k-1}}{(k-1)!} 
- \Lambda_N'(t)e^{-\Lambda_L(t)}e^{-\Lambda_N(t)} \sum_{k=0}^{K-1} \sum_{\ell=1}^{k-1} \frac{\Lambda_L(t)^{k \ell} \Lambda_N(t)^{k-\ell}}{k! (\ell-1)!}.
$$

(43)

Calculating the first & the second term, and the third term & the fourth term separately, we have

$$
\frac{dF_{T_K}(t)}{dt} = -\Lambda_L'(t)e^{-\Lambda_L(t)}e^{-\Lambda_N(t)} \left( \sum_{k=0}^{K-1} \frac{\Lambda_L(t)^{k \ell} \Lambda_N(t)^{k-k-1}}{k! (k-1)!} \right) 
- \Lambda_N'(t)e^{-\Lambda_L(t)}e^{-\Lambda_N(t)} \left( \sum_{k=0}^{K-1} \frac{\Lambda_L(t)^{k \ell} \Lambda_N(t)^{k-1}}{(k-1)!} \right). 
$$

(44)

Combining the two terms,

$$
\frac{dF_{T_K}(t)}{dt} = e^{-\Lambda_L(t)}e^{-\Lambda_N(t)} \left( \sum_{k=0}^{K-1} \frac{\Lambda_L(t)^{k \ell} \Lambda_N(t)^{k-k-1}}{k! (k-1)!} \right) \cdot (-\Lambda_L'(t) - \Lambda_N'(t)) 
= e^{-\Lambda_L(t)}e^{-\Lambda_N(t)} \frac{(\Lambda_L(t) + \Lambda_N(t))^{K-1}}{(K-1)!} \cdot (-\Lambda_L'(t) - \Lambda_N'(t)),
$$

(45)

which completes the proof.

**APPENDIX B**

**PROOF OF LEMMA 2**

We start with characterizing the joint CDF of $T_1$ and $T_K$ denoted as $F_{T_1, T_K}(t_1, t_K)$ assuming that $t_K < t_1$. The joint CDF $F_{T_1, T_K}(t_1, t_K)$ is the probability that there are $1 \leq k < K$ BS whose link power is in $[t_K, t_1)$, and simultaneously, there is no BS whose link power is in $[t_1, \infty)$.

$$
F_{T_1, T_K}(t_1, t_K) = \mathbb{P}\{|T_1 < t_1\} \cap \{T_K < t_K\}
= \sum_{k=1}^{K-1} \sum_{\ell=0}^{k} \mathbb{P}\{|N_L(t_K, t_1) = \ell\} \cap \{N_N(t_K, t_1) = k - \ell\} \cdot \mathbb{P}\{|N_L(t_1, \infty) = 0\} \cap \{N_N(t_1, \infty) = 0\}
= e^{-\Lambda_L(t_K)}e^{-\Lambda_N(t_K)} \sum_{k=1}^{K} \sum_{\ell=0}^{k} \frac{(\Lambda_L(t_K, t_1)^{\ell} \Lambda_N(t_K, t_1)^{k-\ell})}{\ell! (k-\ell)!}.
$$

(46)
where $\Lambda_L(t_K, t_1)$ is the differential intensity measure defined as

$$
\Lambda_L(t_K, t_1) = \mathbb{E} \left[ \sum_{d \in \Phi_L} 1 (t_K < C_L \|d\|^{-\alpha_L} < t_1) \right]
$$

$$(a) = 2\pi \lambda \int_{\Psi_L(t_1)} p(x) dx = \Lambda_L(t_K) - \Lambda_L(t_1),
$$

where (a) follows Campbell’s theorem. The joint PDF is obtained by differentiating $F_{t_1, t_K}(t_1, t_K)$ by $t_1$ and $t_K$,

$$
f_{t_1, t_K}(t_1, t_K) = \frac{\partial^2 F_{t_1, t_K}(t_1 t_K)}{\partial t_1 \partial t_K}.
$$

We first compute the derivative regarding $t_K$.

$$
\frac{\partial F_{t_1, t_K}(t_1, t_K)}{\partial t_K} = - \Lambda_L'(t_K) e^{-\Lambda_L(t_K)} e^{-\Lambda_N(t_K)} \sum_{k=1}^{K-1} \sum_{\ell=0}^{k} \frac{\Lambda_L(t_K, t_1)^{\ell} \Lambda_N(t_K, t_1)^{k-\ell}}{\ell! (k-\ell)!} \\
+ \Lambda_L'(t_K) e^{-\Lambda_L(t_K)} e^{-\Lambda_N(t_K)} \sum_{k=1}^{K-1} \sum_{\ell=1}^{k} \frac{\Lambda_L(t_K, t_1)^{\ell(\ell-1)} \Lambda_N(t_K, t_1)^{k-\ell}}{(\ell-1)! (k-\ell)!} \\
- \Lambda_N'(t_K) e^{-\Lambda_L(t_K)} e^{-\Lambda_N(t_K)} \sum_{k=1}^{K-1} \sum_{\ell=0}^{k} \frac{\Lambda_L(t_K, t_1)^{\ell} \Lambda_N(t_K, t_1)^{k-\ell}}{\ell! (k-\ell)!} \\
+ \Lambda_N'(t_K) e^{-\Lambda_L(t_K)} e^{-\Lambda_N(t_K)} \sum_{k=1}^{K-1} \sum_{\ell=1}^{k} \frac{\Lambda_L(t_K, t_1)^{\ell} \Lambda_N(t_K, t_1)^{k-\ell-1}}{\ell! (k-\ell-1)!}.
$$

Simplifying (49), we have

$$
\frac{\partial F_{t_1, t_K}(t_1, t_K)}{\partial t_K} = - \Lambda_L'(t_K) e^{-\Lambda_L(t_K)} e^{-\Lambda_N(t_K)} \left( \sum_{k=0}^{K-1} \frac{\Lambda_L(t_K, t_1)^k \Lambda_N(t_K, t_1)^{K-1-k}}{k! (K-1-k)!} - 1 \right) \\
- \Lambda_N'(t_K) e^{-\Lambda_L(t_K)} e^{-\Lambda_N(t_K)} \left( \sum_{k=0}^{K-1} \frac{\Lambda_L(t_K, t_1)^k \Lambda_N(t_K, t_1)^{K-1-k}}{k! (K-1-k)!} - 1 \right).
$$

Next, we differentiate (50) regarding $t_1$.

$$
\frac{\partial^2 F_{t_1, t_K}(t_1, t_K)}{\partial t_K \partial t_1} = \Lambda_L'(t_K) \Lambda_L'(t_1) e^{-\Lambda_L(t_K)} e^{-\Lambda_N(t_K)} \left( \sum_{k=1}^{K-1} \frac{\Lambda_L(t_K, t_1)^{k-1} \Lambda_N(t_K, t_1)^{K-1-k}}{(k-1)! (K-1-k)!} \right) \\
+ \Lambda_L'(t_K) \Lambda_N'(t_1) e^{-\Lambda_L(t_K)} e^{-\Lambda_N(t_K)} \left( \sum_{k=0}^{K-2} \frac{\Lambda_L(t_K, t_1)^k \Lambda_N(t_K, t_1)^{K-2-k}}{k! (K-2-k)!} \right) \\
+ \Lambda_N'(t_K) \Lambda_L'(t_1) e^{-\Lambda_L(t_K)} e^{-\Lambda_N(t_K)} \left( \sum_{k=1}^{K-1} \frac{\Lambda_L(t_K, t_1)^{k-1} \Lambda_N(t_K, t_1)^{K-1-k}}{(k-1)! (K-1-k)!} \right) \\
+ \Lambda_N'(t_K) \Lambda_N'(t_1) e^{-\Lambda_L(t_K)} e^{-\Lambda_N(t_K)} \left( \sum_{k=0}^{K-2} \frac{\Lambda_L(t_K, t_1)^k \Lambda_N(t_K, t_1)^{K-2-k}}{k! (K-2-k)!} \right).
$$
Further simplifying, we finally have
\[
\frac{\partial^2 F_{T_1,T_K}(t_1,t_K)}{\partial t_K \partial t_1} = \left( \Lambda'_L(t_K)\Lambda'_L(t_1) + \Lambda'_L(t_K)\Lambda'_L(t_1) + \Lambda'_L(t_K)\Lambda'_L(t_1) \right) \cdot e^{-\Lambda_L(t_K)} e^{-\Lambda_N(t_K)} \frac{\Lambda_L(t_K,t_1) + \Lambda_N(t_K,t_1)}{(K-2)!}.
\]
(52)
This completes the proof.

Appendix C
Proof of Lemma 3

We first transform \( C_s \|d_i^{(m)}\|^{-\alpha_s} \) to the link power variable \( t_i \). Conditioning on that the \( K_m \)-th strongest link power in the coordination set \( \mathcal{A}_m \) is \( T \), the interference is written as
\[
I_m = \sum_{i_t < T} P_m G(\theta_i^{(m)}) H_i^{(m)} t_i,
\]
where \( H_i^{(m)} = \left| \beta_i^{(m)} \right|^2 \sim \text{Exp}(1) \). Due to the Displacement theorem, \( I_m \) is a one-dimensional PPP with the intensity measure \( \Lambda^{(m)}(t) \) defined as
\[
\Lambda^{(m)}(t) = \mathbb{E} \left[ \sum_{d \in \Phi_m} 1(C_s \|d\|^{-\alpha_s} > t) \right].
\]
(54)

Following the property of a PPP, the conditional Laplace transform of \( I_m \) is written as
\[
\mathcal{L}_{I_m|T}(s) = \mathbb{E} \left[ e^{-s I_m} \big| T \right]
\]
\[
\overset{(a)}{=} \exp \left( -\int_T^0 \frac{s P_m G(\theta_i^{(m)}) t}{1 + s P_m G(\theta_i^{(m)}) t} \Lambda^{(m)}(dt) \right)
\]
\[
\overset{(b)}{=} \exp \left( -\left[ \int_T^0 \frac{s P_m G\theta_i^{(m)}}{1 + s P_m G\theta_i^{(m)}} \Lambda^{(m)}(dt) + \int_T^0 \frac{s P_m G\theta_i^{(m)}}{1 + s P_m G\theta_i^{(m)}} \Lambda^{(m)}(dt) \right] \right),
\]
(55)
where (a) follows the Laplace transform of an exponential random variable with unit mean and also the PGFL of a PPP, and (b) follows independent thinning with \( \tilde{\Lambda}^{(m)}(t) = 1/N \cdot \Lambda^{(m)}(t) \) and \( \tilde{\Lambda}^{(m)}(t) = (1 - 1/N) \cdot \Lambda^{(m)}(t) \). We characterize the intensity measure \( \Lambda^{(m)}(t) \) as follows
\[
\Lambda^{(m)}(t) = \mathbb{E} \left[ \sum_{d \in \Phi_m} 1(C_s \|d\|^{-\alpha_s} > t) \right]
\]
\[
= \mathbb{E} \left[ \sum_{d \in \Phi_{m,l}} 1(C_s \|d\|^{-\alpha_s} > t) \right] + \mathbb{E} \left[ \sum_{d \in \Phi_{m,N}} 1(C_s \|d\|^{-\alpha_s} > t) \right]
\]
\[
= 2\pi \lambda_m \int_0^1 \left( \frac{C_s}{x} \right)^{1/\alpha_l} p(x) dx + 2\pi \lambda_m \int_0^1 \left( \frac{C_s}{x} \right)^{1/\alpha_N} (1 - p(x)) dx.
\]
(56)
Then we have
\[
\Lambda^{(m)}(dt) = \frac{2\pi \lambda_m}{\alpha_L C_L} p \left( \frac{C_L}{t} \right)^{1/\alpha_L} \left( \frac{C_L}{t} \right)^{2/\alpha_L+1} dt = \frac{2\pi \lambda_m}{\alpha_N C_N} \left( 1 - p \left( \frac{C_N}{t} \right)^{1/\alpha_N} \right) \left( \frac{C_N}{t} \right)^{2/\alpha_N+1} dt.
\]
(57)

For marginalizing with \(T\), we use the PDF \(f_T^{(m)}(t)\). Finally we reach
\[
\mathcal{L}_{lm}(s) = \int_{T=0}^{\infty} \mathcal{L}_{lm|T}(s) f_T^{(m)}(T) dT,
\]
which completes the proof.
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