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Abstract
A parameter-space-based robust platooning controller for the event-triggered heterogeneous platoon is presented. The novel heterogeneous platoon is established with different longitudinal vehicle dynamic and driving preferences and the event-triggered communication scheme is designed to reduce the utilization of communication resources. To handle the stricter demand of the heterogeneous system and the disturbance caused by event-triggered communication scheme, the parameter space approach is adopted to optimize the gains of a robust controller. The feasible region where internal stability and \( \mathcal{L}_2 \) string stability are satisfied is then visualized in the parameters space, by extending the parameter space approach to the D-stability and frequency response magnitude specifications. Subsequently, the robust controller, which combines the feedforward loop and feedback loop, is developed by selecting the gain from the feasible solution area. The simulation results of the event-triggered heterogeneous platoon are presented and evaluated to verify the efficiency of this control algorithm. It is seen that the internal stability and string stability of the event-triggered heterogeneous platoon are guaranteed by this robust controller. Furthermore, 89.7\% of communication resources are saved by the application of event-triggered communication scheme, while the following performance is also favourable during the highway fuel economy cycle.

1 | INTRODUCTION

Limited highway capacity leads to traffic congestion with the continuously growing freight transport and private vehicles. As a result, considerable attention has been paid to developing the method to improve efficiency of traffic flow and road capacity significantly. As one of the most promising methods, intelligent transportation systems are expected to increase the roadway throughput and guarantee traffic safety by intelligent scheduling and control [1–3]. From the aspect of macro traffic flow, several traffic estimation models have been developed and used to provide the theoretical basis for traffic flow optimization [4, 5]. For example, linear regression can be used during regular headway traffic and logistic regression can be used for priority headway traffic [5]. Otherwise, the roadway throughput can also be improved by decreasing the inter-vehicle distance, which focuses on micro traffic [6–8]. Although the small following distance would be unsafe for the human driver, cooperative adaptive cruise control (CACC) possesses better capability of handling this smaller following distance. Compared with the traditional adaptive cruise control [9], CACC can gather more information about the surrounding environment and traffic via vehicular ad hoc networks [10–12]. The vehicle equipped with CACC can detect the following strategy according to the distance from its preceding vehicle as measured by the on-board sensors and the acceleration transmitted by wireless communication [13, 14]. This novel control architecture makes it possible to keep a smaller time gap. Due to this advantage, varieties of research works about CACC have been studied by both theoretical analysis and experiments [11, 12, 15, 16].

As a typical application of the networked control system (NCS), the foremost requirement of platoon control is keeping string stability, which represents the ability to attenuate the disturbance in the upstream direction [17, 18]. This
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characteristic guarantees comfort and safety when several vehicles are organized in the form of a platoon. As opposed to traditional stability definitions for dynamic systems concentrating on the evolution of system responses over time, string stability of a vehicular platoon mainly depends on the propagation of system states along the length of the platoon [19]. Consequently, string stability is interpreted as asymptotic stability of interconnected systems in [20, 21]. Various definitions of string stability have been proposed in the literature using time-domain, frequency-domain, and z-domain frameworks. The most formal approach is $\mathcal{L}_2$ string stability. It is commonly used in the analysis of the NCS and applied in platoon control [21–23]. In this approach, the string stability is defined by the amplification of signals upstream of the platoon, which can be quantified by the magnitude of transfer functions between the leading vehicle and its followers.

Recently, most works of literature focus on two fields, that is, vehicle parameters and communication. From the aspect of vehicle parameters, some early-designed platoon control systems assume that every vehicle has the same dynamic parameters and apply the homogeneous platoon for the theoretical analysis [10, 11, 24]. Nevertheless, it is impossible to guarantee that every vehicle in a platoon has the same parameters and even the same vehicle will have different dynamic performances during different operation conditions [13, 25, 26]. Consequently, a large amount of papers in the literature attempt to design a robust CACC controller for the heterogeneous platoon. The H-infinity method is applied in [27] to handle the influence of parameter uncertainty and vehicle dynamic constraint. Some optimization approaches, for example, adaptive optimal control and model predictive control are applied in [13, 28] to use the optimal feedback which guarantees string stability of the heterogeneous platoon. Different from the above two approaches, [29] adopts the parameter space approach to design the robust controller for the heterogeneous platoon and graphically represents the feasible solution area in the parameter space. However, another important feature of the heterogeneous platoon, that is, the initiative of drivers has not gotten enough attention. Although one objective of developing CACC is to improve traffic effectiveness, it should also consider the experience of drivers as each driver has his/her own driving preference [9, 30]. While considering the traffic throughput, a well-designed CACC controller should allow each driver to choose his/her own following strategy. During the real field experiment by PATH [31], different time headways were selected by drivers in the range of 0.6 to 1.1 s, which are given in Table 1. This becomes the motivation of this paper to design the robust CACC controller for the heterogeneous platoon with different time headway.

From the aspect of communication, the influence of the non-ideal communication condition, e.g., communication time delay, stochastic packet dropout is analysed in several researches [14, 15, 32]. It worth noting that most of these issues are caused by the extensive usage of wireless communication channels [33] as most platoon systems use the time-triggered communication scheme in which every vehicle transmits data periodically at all sampling instants and this leads to the excessive occupancy of the limited communication resource. Hence, it becomes an important issue to design a more reasonable communication scheme to efficiently utilize the limited communication resource which becomes another motivation of this paper.

To the best of the authors’ knowledge, a feasible solution to address this issue is applying the event-triggered communication scheme (ETCS). The ETCS has been widely applied to deal with control and filtering issues [34–36]. The core idea of the ETCS is that the information is transmitted to the neighbours only after receiving the event trigger instead of sending packages every period. The event triggers are generated based on changes in the system measurement and the predefined threshold. Different forms of ETCS were proposed during the last decades, for example, event-triggered sampling scheme (ETSS) [37, 38], self-triggered sampling scheme [39, 40], and discrete event-triggered scheme [34, 41]. The differences between these ETCS are summarized in [42]. The most commonly mentioned characteristic is minimum inter-event time (MIET) which prevents the ETCS from degrading to continuous communications. Reference [43] proposed mixed ETSS to ensure a large MIET and to guarantee a positive MIET even in the presence of disturbances. Dynamic ETSS was applied in [44] to ensure its non-negativity on average and to provide a large MIET. Since the packages are not transmitted as frequently as that with the time-triggered scheme to save limited communication resources, a significant difference always exists between the previously transmitted information and the real-time status information and this poses a great challenge to the control performance. Consequently, the stability analysis is an indispensable prerequisite step before the application of the ETCS [33, 45, 46].

Motivated by the aforementioned issues, this paper aims to design the robust CACC controller for the event-triggered heterogeneous platoon. The main contributions of this paper are summarized as:

1. Modelling the heterogeneous platoon with different longitudinal dynamics and driving preference, and applying the parameter space approach to analyse the $D$-stability with the influence of parametric uncertainty
2. Proposing a decentralized ETCS to efficiently utilize the limited communication resource. The MIET and steady-state errors are fully considered during the design process of the event-triggered strategy
3. Analysing the $\mathcal{L}_2$ string stability of the event-triggered scheme. The feasible region of $\mathcal{L}_2$ string stability is mapped in the parameter space considering parametric uncertainty and the disturbance caused by ETCS

The remainder of this paper is organized as follows. Section 2 illustrates the framework of the CACC controller and
proposes ETCS. Section 3 introduces the $L_2$ string stability for the NCS. Section 4 analyses the internal stability and string stability of the event-triggered system using the parameter space approach where the feasible region is mapped in the parameter space. In Section 5, several numerical simulations were run to test the robustness of the parameter-space designed controller in the event-triggered approach. The paper ends with conclusions in Section 6.

2 | PLATOON DYNAMICS

2.1 | Heterogeneous platoon

In Figure 1, a schematic of the heterogeneous platoon is illustrated with wireless communication between the vehicles. The predecessor-following topological structure is applied in this platoon. This means that each vehicle calculates the desired acceleration only based on the information of the preceding vehicle and self-state. As shown in the schematic, each vehicle detects the distance between the preceding vehicle accurately by its on-board sensor(s) and has access to the acceleration profile of the preceding vehicle by wireless communication. This framework combines the advantages of autonomous technology and connected technology well since the ego vehicle can get the distance without communication time delay and receive the acceleration profile of the preceding vehicle for feedforward control.

For the heterogeneous platoon proposed in Figure 1, it should be noted that: (i) every vehicle has different dynamic parameters, for example, time lag; (ii) each driver chooses their favourite following time headway.

2.2 | Cooperative adaptive cruise control controller

The core objective of the platoon control is to keep a suitable distance between vehicles. The design of this desired distance should fully consider the safety factor and traffic flow efficiency. Three distance strategies are commonly applied in most works of literature, i.e. constant headway [12, 47], constant time headway [21, 22] and nonlinear time headway [15, 48]. Because the constant time headway has a quite simple structure and adjusts the distance for varying velocity, this distancing strategy is applied in this paper to design the CACC controller. Thus, the desired following distance $d_i^*$ between vehicle $i$ and its preceding vehicle is expressed as

$$d_i^* = r + h_i \ast n_i.$$  \hfill (1)

where $n_i$ is the velocity of the vehicle $i$; $r$ is the desired standstill distance when the vehicle is stationary; $h_i$ is the desired time headway of the vehicle $i$. The time headway varies along the length of the platoons due to the different driving preferences of different drivers.

Then, the following error $e_i$ of the vehicle $i$ is expressed as

$$e_i = d_i - d_i^* = d_i - (r + h_i \ast n_i).$$  \hfill (2)

in which $d_i$ is the distance detected by the on-board sensor.

Remark 1. The control objective can be defined as guaranteeing $\lim_{t \to \infty} e_i (t) = 0$ for every single vehicle.

To simplify the CACC controller design process, the longitudinal vehicle dynamics is simplified as a delayed third-order state space with time lag, which is commonly used for theoretical analysis, and is given by

$$\begin{cases}
\dot{p} (t) = v (t) \\
\dot{v} (t) = a (t) \\
\dot{a} (t) = \frac{1}{\tau} u (t - \beta) - \frac{1}{\tau^2} a (t)
\end{cases}$$  \hfill (3)

in which, $p, v, a$ denote the position, the velocity, and the acceleration, respectively; $\tau$ is the time lag; $u$ expresses the desired acceleration; $\beta$ is signal transmission delay ($\beta = \beta_{sc} + \beta_{ca}$), in which $\beta_{sc}$ is the sensor-to-controller delay and $\beta_{ca}$ is the controller-to-actuator delay. Based on Equation (3), the
longitudinal dynamics in the Laplace domain can be described as

\[ G_i(s) = \frac{a_i(s)}{u_i(s)} = \frac{1}{(\tau_i s + 1)} e^{-\tilde{\tau}_i}. \] (4)

Due to the heterogeneous assumption, the longitudinal dynamic varies along the platoon appeared by different \( \tau_i \).

For the sake of following the state of the preceding vehicle and keeping the desire distance, the desired acceleration of the ego vehicle is determined by using the acceleration of the preceding vehicle as feedforward and applying the following error as feedback. Then the control strategy is described as

\[ u_i(t) = k_p e_i(t) + k_v \dot{e}_i(t) + k_a a_{i-1}(t - \sigma(t)). \] (5)
in which \( \sigma(t) \) is the random wireless communication time delay.

### 2.3 Event-triggered communication scheme

As shown in the Equation (5), the CACC controller requires the acceleration of the preceding vehicle every sampling period. Nevertheless, this occupies a variety of limited communication resources, and it may not be necessary to transmit the acceleration profile when the acceleration does not change sharply. Consequently, the ETCS is proposed in this paper to achieve platoon control with the limitation of communication bandwidth.

The distributed event-triggered communication framework of the heterogeneous platoon is proposed in Figure 1, where the sampling period of the communication system is \( \zeta \). A time-driven sampler is applied to sample the acceleration of the ego vehicle at the constant sampling period \( \zeta \). Different from the time-triggered communication scheme, whether the acceleration should be submitted to the succeeding vehicles at the sampling instant \( k \zeta \) is dependent on whether the event-triggering condition is satisfied. To introduce the event-triggering condition, several variables should be defined first.

**Definition 1.** Let \( i_{N+1} \zeta \) denote the sequence of the data transmission time instants of the vehicle \( i \), where \( N \) counts the number of transmissions starting from the initial time 0.

Then the acceleration profile that is transmitted to the succeeding vehicle is expressed as

\[ \hat{a}_i(t) = a_i(i_{N+1} \zeta) < t < i_{N+1} \zeta, \] (6)
in which \( \hat{a}_i \) is the acceleration used by the feedforward controller (FFC) of the succeeding vehicle. This means that if the succeeding vehicle does not receive the acceleration message, it will use the previous message to calculate the desired acceleration until the next package.

The difference between the actual acceleration and the previously transmitted acceleration is defined as

\[ \delta_i(t) = \hat{a}_i(t) - a_i(t). \] (7)

Furthermore, the next transmission instant \( i_{N+1} \zeta \) is determined by the Event-triggering mechanism (ETM) with the designed threshold as

\[ i_{N+1} \zeta = i_N \zeta + \min_{\rho \in \mathbb{N}} \left\{ \rho \zeta \left\| \delta_i \left( i_N \zeta + \rho \right) \right\| \gamma \left\| a_i \left( i_N \zeta \right) \right\|^2 + \varepsilon \right\}. \] (8)

where \( \gamma \) is a class \( \mathcal{K} \) function, and the scalar \( \varepsilon \geq 0 \).

**Remark 2.** The event-triggered condition shown in Equation (8) combines the state-dependent threshold \( \| \delta_i \left( i_N \zeta + \rho \right) \| \gamma \left\| a_i \left( i_N \zeta \right) \right\|^2 \), and state-independent threshold \( \varepsilon \) that ensures a larger MIET. Moreover, the application of \( \varepsilon \) also overcomes the limitation of small MIET during the steady-state response.

Therefore, the logic of the ETCS can be summarized as:

(i) The time-driven sampler samples the acceleration at the constant sampling period \( \zeta \).
(ii) The ETM determines whether the threshold is satisfied.
(iii) When the trigger condition is met, ETM sends a signal to activate the event trigger, and the sampled acceleration package is transmitted to the succeeding vehicle by wireless communication.
(iv) ETM updates the previously transmitted acceleration \( a_i(i_{N+1} \zeta) \) to detect the new threshold, which will be used until the next transmission instant \( i_{N+1} \zeta \).
(v) The zero-order holder is applied when the vehicle \( i \) does not receive an acceleration package from its preceding vehicle. This operation guarantees that the CACC controller has the acceleration of the preceding vehicle for FFC every sampling period.

Then control strategy with ETCS can be expressed as

\[ u_i(t) = k_p e_i(t) + k_v \dot{e}_i(t) + k_a a_{i-1}(t - \sigma(i_{N+1} \zeta)) \]
\[ = k_p e_i(t) + k_v \dot{e}_i(t) + k_a a_{i-1}(t - \sigma(i_{N+1} \zeta)) + k_a \delta_{i-1}(t - \sigma(i_{N+1} \zeta)) \] (9)

where \( \delta_{i-1}(t - \sigma(i_{N+1} \zeta)) \) is the difference between the actual acceleration and the previously transmitted acceleration.

**Assumption 1.** The wireless communication time delay is random in the real application, which is dependent on the amount of data in the communication channel. According to the (SAE) J2735 DSRC Message Set, the frequency of sending the acceleration profile is recommended to be set as
described as dropout. We assume that the acceleration profile can be sent and received within one communication period and no package dropout.

Then, the random wireless communication time delay can be described as $\delta \leq \xi$. To keep the effectiveness of the CACC controller for the random wireless communication delay, the maximum time delay is applied in the following analysis. Then, the control strategy expressed in Equation (9) is rewritten as Equation (10) and the overall control block diagram of vehicle $i$ is given in Figure 2.

$$a_i(t) = k_p \dot{e}_i(t) + k_v \delta(t) + k_a \ddot{\delta}_{i-1} (t - \xi) = k_p \dot{e}_i(t) + k_v \delta(t) + k_a \ddot{\delta}_{i-1} (t - \xi) + k_3 \delta_{i-1} (t - \xi).$$ (10)

In Figure 2, $D = e^{-\xi}$, $G_B = k_p + k_v$, $H_i = b_i s + 1$, $M = 1/s^2$, and $G_1$ is the feedforward gain which is designed in Section 4.

**Remark 3.** As is explained in Remark 2, the application of $\varepsilon$ is quite necessary for the steady-state response. Nevertheless, it leads to the oversized inter-event time when the system changes form unsteady-state to steady-state, which causes steady-state error. On the other hand, when the state $a_{i-1}(\xi_i^{-1})$ is relatively large, the state-dependent threshold may be too large to guarantee the following accuracy. Consequently, the maximum inter-event time (MAXIET) is proposed in the ETCS as

$$\varphi \leq 10$$ (11)

Figure 3 shows the acceleration which will be used in further simulation as an example. It shows that there is a steady-state error from 25 to 30 s and after 55 s if the MAXIET is not defined. The transmitted acceleration profile exhibits a big difference with the actual acceleration when the acceleration is relatively large as shown by the results between 40 and 50 s. After applying the MAXIET, the difference between the transmitted acceleration profile and the actual acceleration profile is bounded in a reasonable region and the steady-state error is also corrected.

**3 | $L_2$ STRING STABILITY**

As a typical application of the NCS, a well-designed platoon not only requires the following accuracy performance of every single vehicle, but also has a high demand for the overall performance, that is, string stability. The string stability represents how well the disturbance of the leading vehicle is attenuated along the platoon. To guarantee this performance, $L_2$ string stability is introduced in this paper.

The heterogeneous platoon shown in Figure 1 can be formulated as

$$\dot{x}_0 = f_1(x_0, u_c),$$
$$\dot{x}_i = f_i(x_i, x_{i-1}), i \in S_m,$$
$$\gamma_i = h(x_i), i \in S_m,$$

where $u_c$ is the external input of the platoon (the desired acceleration of the leader vehicle); $x_0 = (x_0^T, x_1^T, \ldots, x_m^T)^T$, $x_i = (x_i^1, x_i^2, \ldots, x_i^m)^T$, $y_i = a_i$, $S_m = \{i \in \mathbb{N} | 1 \leq i \leq m\}$, $m$ is the number of the vehicles in the platoon.

**Definition 2.** ($L_2$ string stability) Consider the interconnected system expressed in Equation (12). Let $x = (x_0^T, x_1^T, \ldots, x_m^T)^T$ be the lumped state vector and let $\bar{x} = (\bar{x}_0^T, \bar{x}_1^T, \ldots, \bar{x}_m^T)^T$ denote the constant equilibrium solution of Equation (12) for $u_c = 0$. The system is $L_2$ string stable if there exist class $K$ function $\alpha$ and $\beta$ such that for any initial state $x(0) \in \mathbb{R}^{3 \times (m+1)}$ and any $u_c \in L_2$

$$\|y_i(t)\|_{L_2} \leq \alpha\left(\|u_c\|_{L_2}\right) + \beta\left(\|x(0) - \bar{x}\|\right),$$

$$\forall i \in S_m \text{ and } \forall m \in \mathbb{N}.$$ (13)

If, in addition, with $x(0) = \bar{x}$ the following also holds

$$\|y_i(t)\|_{L_2} \leq \alpha\left(\|u_c\|_{L_2}\right),$$

$$\forall i \in S_m \text{ and } \forall m \in \mathbb{N}.$$ (14)
Lemma 1. (L₂ string stability) Consider the interconnected system in Equation (12) and assume that the unstable and marginally stable modes are unobservable, then it is strict L₂ string stability, if the following inequality holds

\[ \| \Gamma_i(j\omega) \|_{\mathcal{H}_\infty} \leq 1 \ \forall \ i \in S_w. \]  

(15)

where \( \Gamma_i = y_i(i)/y_{i-1}(i) \).

Proof: The output \( y_i \) can be formulated in the Laplace domain as

\[ y_i(i) = P_i(i) u_i(i). \]  

(16)

where \( P_i(i) = y_i(i)/u_i(i) \).

Adopting the L₂ signal norm for the output, one can obtain

\[ \left\| P_i(j\omega) \right\|_{\mathcal{L}_2} \leq \left\| P_i(j\omega) \right\|_{\mathcal{H}_\infty} \left\| u_i \right\|_{\mathcal{L}_2}. \]

(17)

The existence of the max\( \in S_w \left\| P_i(j\omega) \right\|_{\mathcal{H}_\infty} \) for all \( m \in \mathbb{N} \) becomes the sufficient and necessary condition. Hence, definition 2 can be transferred to: the interconnected system in Equation (12) is L₂ string stable if and only if \( \sup_{i \in S_w} \left\| P_i(j\omega) \right\|_{\mathcal{H}_\infty} \) exists. The class K function \( \alpha \) can be selected as

\[ \alpha \left( \left\| u_i \right\|_{\mathcal{L}_2} \right) = \left( \sup_{i \in S_w} \left\| P_i(j\omega) \right\|_{\mathcal{H}_\infty} \right) \left\| u_i \right\|_{\mathcal{L}_2}. \]  

(18)

As \( P_i(s) \) can be expressed by

\[ P_i(s) = \left( \prod_{k=1}^{i} \Gamma_k(s) \right) P_0(s). \]  

(19)

The sub multiplicative property results in

\[ \left\| P_i(j\omega) \right\|_{\mathcal{H}_\infty} \leq \left( \prod_{k=1}^{i} \left\| \Gamma_k(j\omega) \right\|_{\mathcal{H}_\infty} \right) \left\| P_0(j\omega) \right\|_{\mathcal{H}_\infty}. \]  

(20)

Consequently, the necessary and sufficient condition of L₂ string stability can be expressed as: \( \left\| P_i(j\omega) \right\|_{\mathcal{H}_\infty} \) exists and \( \prod_{k=1}^{i} \left\| \Gamma_k(j\omega) \right\|_{\mathcal{H}_\infty} < 1 \) because \( P_0(s) = \frac{1}{\tau_0 + 1} \), so \( \left\| P_i(j\omega) \right\|_{\mathcal{H}_\infty} \) always exists.

For the heterogeneous assumption, the value of \( \left\| \Gamma_i(j\omega) \right\|_{\mathcal{H}_\infty} \) directly depends on \( i \). And one sufficient condition can be obtained as \( \left\| \Gamma_i(j\omega) \right\|_{\mathcal{H}_\infty} \leq 1 \ \forall \ i \in \mathbb{N} \setminus \{1\} \).

### 4 ROBUST CACC CONTROLLER DESIGN

For the heterogeneous platoon, each vehicle has different dynamic performance and desired time headway. It is complicated and a source-waste to design different control parameters for each vehicle. In this paper, we design the robust CACC controller for every possible vehicle dynamic and time headway.
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**FIGURE 4** The equivalent model of event-triggered heterogeneous platoon

The overall model of the heterogeneous platoon with different time headway can be transferred to one vehicle with parameter uncertainty and varying time headway for further analysis. The control block is proposed in Figure 4, where

\[ G = \frac{1}{(\tau s + 1)} e^{-\beta t}, \quad H = bs + 1. \]

And \( \tau, b \) are uncertain and bounded, which are expressed as

\[ \tau \in \left[ \min \tau_m, \max \tau_i \right], \quad b \in \left[ \min b_i, \max b_i \right]. \]

### 4.1 Internal stability

As is mentioned in Section 2, the most important objective of the CACC control is to keep \( \lim_{t \rightarrow \infty} e_i(t) = 0, \ \forall \ i \in S_w \). This requirement can be reformulated as keeping the following error \( e(t) \) of the system described in Figure 4 converging to zero under the influence of the parametric uncertainty. This objective can be achieved by designing the characteristic of the transfer function \( J \).

\[ J(s) = \frac{e(s)}{a_{in}(s)} = \frac{M - G_H D G_H M}{1 + G_H D G_H H}. \]

(21)

**Remark 4.** To keep every vehicle following the preceding vehicle with the small following error, the transfer function \( J \) should meet the following two requirements:

(i) Choosing suitable feedforward gain to keep the numerator close to zero
(ii) Designing the feedback gain to make the roots of the denominator (characteristic polynomial) located in the left half s-plane

The feedforward loop gain is designed to reduce the model matching error.

\[ G_f = \frac{1}{G_H D} = \frac{\tau s + 1}{bs + 1} e^{(\beta + \varphi) t}. \]

(22)
As the time lag and time headway of each vehicle is unknown in the design process and they vary between vehicles, we attempt to use the same feedforward loop gain for each vehicle to improve the flexibility of the CACC controller.

\[ G_{ff} = \frac{\tau_0 r + 1}{h_0 r + 1}, \]

where \( \tau_0 = (\min \tau) + \frac{1}{2} \) and \( h_0 \) is the most popular time headway as \( h_0 = 0.6 \) s.

After ignoring the influence of time delay [29], the feedforward gain is selected as

\[ G_{ff} = \frac{\tau_0 r + 1}{h_0 r + 1}. \]

To further control the convergence performance, \( D \)-stability is proposed in this paper, and the left half s-plane in the condition (ii) of Remark 4 is replaced by the region \( D \) for \( D \)-stability.

The specified region \( D \) for the pole of the characteristic polynomial is surrounded by its boundary \( \partial D \), which consists of one or more contours described by [49].

\[ \partial D := \{ f s = \sigma (\alpha) + j \omega (\alpha), \alpha \in [\alpha^- , \alpha^+] \}. \]

The boundary \( \partial D \) shown in the Figure 5 can be divided into two types: the real root boundary (RRB) that crosses region \( D \) on the real axis at \( s = \sigma \) and the complex root boundary (CRB) that crosses region \( D \) at \( s = \sigma \pm j \omega \). More specifically, the boundary \( \partial \hat{D}_1 \) corresponds to the desired settling time and the boundary \( \partial \hat{D}_2 \) corresponds to the minimum value of damping.

**Definition 3.** The set \( q \) denotes the plant parametric uncertainty and the control parameter, \( q^* \) is the parameter of interest, \( \tilde{q}^* \) is the set of parametric uncertainty. \( \Omega \) denotes the operating domain, \( p(s, q) \) is the closed-loop characteristic polynomial.

\[ q = [\tau, b, k_p, k_v]. \]

\[ q^* = [k_p, k_v]. \]

\[ Q = \{ q \mid q \in [q^-, q^+] \}. \]

\[ \tilde{q}^* = [\tau, b]. \]

The parameter space approach is applied to map the region \( D \) in the \( q \)-plane. As the roots of \( p(s, q) \) are continuous in \( q \), that is, it is impossible to step out of the region \( D \) without crossing the boundary \( \partial D \), the boundary-crossing theorem for pole region \( D \) is defined as

**Lemma 2.** Boundary-crossing theorem [50]

The family of polynomials \( P(s, \Omega) \) guarantees robust \( D \)-stability, if and only if:

(i) There is a \( D \)-stable polynomial \( p(s, q) \in P(s, \Omega) \)

(ii) For points on the \( D \) stability boundary with \( \sigma (\alpha) \pm j \omega (\alpha) \notin \text{Roots}[P(s, \Omega)] \) for all \( \alpha \in [\alpha^- , \alpha^+] \)

\[ \text{Roots}[P(s, \Omega)] \text{ denotes the set of all roots of all } p(s, q) \text{ for all } q \in Q. \]

Hence, the following two hypersurfaces in the \( q \) domain can represent the boundary surfaces around a nominal point \( q \).

\[ Q_{\text{CRB}} (\alpha) := \{ q \mid p (\sigma (\alpha) + j \omega (\alpha), q) = 0, \alpha \in [\alpha^- , \alpha^+] \}. \]

\[ \partial Q_{\text{RRB}} := \{ q \mid p (\sigma_0, q) = 0 \} \]

When the region \( D \) is determined as: no roots can be closer than \(-0.1\pi\) in real part, which corresponds to \( \hat{D}_1 \) in Figure 5; the damping ratio should be smaller than \( \zeta = 0.707 \) which is expressed by \( \theta = 45^\circ \) as \( \hat{D}_2 \). The extreme cases defined by the vertices of the uncertainty area are chosen to reflect the influence of parametric uncertainty. The uncertainty range used in the paper are given in Table 2.

**Table 2.** The range of parameter uncertainty

| Parameters | Uncertainty range       |
|------------|-------------------------|
| \( \tau \)  | [0.2 s, 0.5 s]          |
| \( b \)     | [0.6 s, 1.1 s]          |

Figure 6 gives the boundary \( \partial D \) in the \( q \)-plane for the four extreme cases

\[ \tilde{q}^* = \{ [0.2, 0.6], [0.2, 1.1], [0.5, 0.6], [0.5, 1.1] \}. \]

The solid lines respect the RRB and CRB of \( \hat{D}_1 \), respectively. The dotted lines denote the CRB of \( \hat{D}_2 \) and the colored region
in the small zoomed picture in Figure 6 is the feasible region where D-stability is guaranteed for all possible time lag \( \tau \) and time headway \( b \).

4.2 String stability

Based on the CACC control strategy Equation (10) and the control block proposed in Figure 4, the desired acceleration is decided by

\[
(1 + HM_G) a_{out} = (DG_G + MG_G) a_{in} + DG_G \delta.
\]

and it can be proven that the transmitted error \( \delta \) caused by the event triggering is bounded by Equation (32), which is proved in Appendix A.

\[
\|\delta(t)\| \leq \frac{(y + \sqrt{\gamma})}{1 - \gamma} \|a_{in}(t)\| + \sqrt{\frac{\varepsilon}{1 - \gamma}} \tag{32}
\]

Applying the biggest transmitted error into Equation (31), the transfer function from \( a_{in} \) to \( a_{out} \) is formulated as

\[
\Gamma(s) = \frac{a_{out}(s)}{a_{in}(s)} = \frac{(1 + \varphi) D(s) G_G(s) G(s) + M(s) G_B(s) G(s)}{1 + H(s) M(s) G_B(s) G(s)} \tag{33}
\]

where \( \varphi = \frac{y + \sqrt{\gamma}}{1 - \gamma} \).

Remark 5. It is proven in many works of literature that the larger time headway is more likely to guarantee string stability. As a consequence, we only need to analyse the string stability with the smallest time headway and set \( H(s) = (\min_{i \in S_y} h_i) s + 1 \).

Remark 6. As the vehicle dynamics \( G(s) \) also contains non-parameter uncertainty, the feedback perturbation is applied to describe this non-parametric uncertainty as shown in Fig. 7.

\[
G(s) = \frac{G_0(s)}{1 + W_\Delta(s) \Delta(s)}, \tag{34}
\]

where \( G_0(s) = \frac{1}{(\tau_1 + 1)} e^{-\beta t} \), \( \Delta(s) \) denotes the multiplicative perturbation which satisfies \( \|\Delta(s)\|_\infty < 1 \). The multiplicative uncertainty bound \( W_\Delta(s) \) is determined by the boundary of parameter uncertainty and assumed that the plant uncertainty is less than \( |\| W_\Delta(j\omega) \| | \).

Thus, the transfer function becomes

\[
\Gamma(s) = \frac{(1 + \varphi) D(s) G_G(s) G(s) + M(s) G_B(s) G(s)}{1 + W_\Delta(s) \Delta(s) + H(s) M(s) G_B(s) G(s)} \tag{35}
\]

The frequency response magnitude specifications are applied to analyse the string stability. One sufficient condition to satisfy the string stability can be summarized as

\[
\left\| \frac{(1 + \varphi) D(s) G_G(s) G(s) + M(s) G_B(s) G(s)}{1 + W_\Delta(s) \Delta(s) + H(s) M(s) G_B(s) G(s)} \right\|_{H_\infty} \leq 1. \tag{36}
\]

To further simplify Equation (36) and eliminate \( \Delta(s) \), Equation (36) is rewritten as Equation (37), and the process is explained in Appendix B.

\[
\left\| \frac{(1 + \varphi) D(s) G_G(s) G(s) + M(s) G_B(s) G(s)}{1 + H(s) M(s) G_B(s) G(s)} - |W_\Delta(j\omega)| \right\|_{H_\infty} \leq 1 \forall \omega \tag{37}
\]

While \( G_0(s) \) is selected as \( \frac{1}{(\tau_1 + 1)} e^{-\beta t} \), the boundary of parameter uncertainty can be designed as

\[
|W_\Delta(j\omega)| = \max_{i \in S_y} \left\{ \left| \frac{\tau_1 - \tau_1}{(\tau_1, \tau_1 + 1)} \right| \right\} i \in S_y, \forall \omega \tag{38}
\]

Figure 8 depicts the string stability region in the \( q \)-plane when ETCS is designed as

\[
q_{\gamma - 1} = q_{\gamma - 1} + \min_{i \in \mathbb{N}} \left| \phi \right| \left\| \delta_{\gamma - 1} \left( \left| q_{\gamma - 1} + \phi \right| \right\| \right\| \geq 0.01 \star \left\| \delta_{\gamma - 1} \left( \left| q_{\gamma - 1} + \phi \right| \right\| \right\| + 0.01 \tag{39}
\]

The grey region is where the string stability is guaranteed for the platoon with ETCS. When the feedback gains are chosen...
from the colourful area, the string stability is not satisfied during several frequencies, which are reflected in different colours.

5 NUMERICAL SIMULATION

In this section, the numerical experiments are simulated to verify the effectiveness of the proposed robust CACC algorithm for the event-triggered heterogeneous platoon. The platoon system in Figure 1 is used as an example of a six-vehicle platoon with radar and wireless communication.

The feedback gains should be selected from the intersection of the feasible region in Figure 8, which is the intersection of region $D$ in Figure 6 and the string stability region represented by the grey region in Figure 8. Then, the feedback gain is selected as $k_p = 1.6$, $k_v = 1.7$ to guarantee the $D$-stability of each vehicle and keep the string stability of the whole platoon, which is marked in Figure 8. Afterwards, the string stability of the event-triggered heterogeneous platoon is verified by gridding the time lag $\tau$ and time headway $h$. Figure 9 presents the magnitude of $\Gamma(s)$ for 24 different cases. It is obvious that the string stability is ensured in all frequency ranges as the magnitude is below unity.

Furthermore, the heterogeneous platoon is modelled by Simulink and the time lag and the desired time headway are chosen as $\tau = [0.35, 0.44, 0.27, 0.50, 0.37, 0.23]$ and $h = [0.6, 0.9, 0.7, 1.1, 0.8]$, respectively. It is assumed that there is no following error at the initial moment and that all vehicles have the same velocity $v_i = 10 \text{ m/s}$. The external input of the leader vehicle $u_1$ is given as the red line in Figure 3.

Figures 10 and 11 display the simulation results of the event-triggered heterogeneous platoon and time-triggered heterogeneous platoon, respectively. According to the comparison of these results, the most obvious difference between these two platoons is that the acceleration and the following error of the platoon with ETCS are not as smooth as that of no ETCS. This is because the acceleration profile transmitted by ETCS is discrete and stepwise, which directly leads to the steps in the desired acceleration. Although the acceleration profiles are not very smooth, each vehicle in the platoon is following the desired acceleration profile and the velocity profile of the preceding vehicle accurately. The string stability of the heterogeneous platoon is also guaranteed, which is shown by the phenomenon that the fluctuation of acceleration is attenuated along the platoon and the peak values of acceleration given in Table 3 also decrease.

As is shown in Figure 10(d), the controller of vehicle 1 only sends 87 acceleration messages during the whole 60 s. The MIET is 0.3 s and the average inter-event time is 0.6897 s, while the vehicles in the time-triggered platoon send a message per 0.1 s. It means the event-triggered platoon only uses 14.5% communication resource compared with the time triggered case. As for the following error shown in Figure 10(c), the following error of each vehicle converges to zero quickly at the end of the driving scenario, despite the convergence speeds being different. It well seen that the robust CACC controller guarantees the following objective for vehicles with different time lag and desired time headway while it must be acknowledged that ETCS has a considerable influence on the following accuracy. Figure 12 shows the maximum following error during the 60 s drive scenario. FE $i$ responses show the following error of vehicle $i$. It is evident that the following error of the event-triggered platoon is larger than that of the time-triggered platoon and the following error of the event-triggered platoon reaches the peak at 26.09 cm of FE 1.

To sum up, the robust CACC controller is suitable for vehicles with different time lag and desired time headway. The accurate vehicle following objective and string stability are satisfied, in spite of the influence of the parametric uncertainty and the disturbance caused by ETCS. ETCS saves communication resources while sacrificing part of the following accuracy.

To further verify the rationality and effectiveness of ETCS, the highway fuel economy cycle (HWFET) driving cycle is simulated. It is recognized that highway driving is the most suitable condition to apply V2X technology and the HWFET driving cycle reflects the real-world scenario. Figure 13 proposes the inter-event time of vehicle_1 during the HWFET driving cycle. There are only 827 packages transmitted during the entire 800s cycle, in the sense that 89.7% of communication resources are
FIGURE 10  The results of the event-triggered platoon. (a) The acceleration of the event-triggered platoon. (b) The velocity of the event-triggered platoon. (c) The following error of the event-triggered platoon. (d) The inter-event time of the event-triggered platoon

FIGURE 11  The results of the time-triggered platoon

TABLE 3  The peak value of the acceleration of the event-triggered heterogeneous platoon

|    | 0 | 1 | 2 | 3 | 4 | 5 |
|----|---|---|---|---|---|---|
| \(a_i\) (m s\(^{-1}\)) | Max | 1.98 | 1.96 | 1.94 | 1.93 | 1.90 | 1.89 |
|        | Min | -2.97 | -2.95 | -2.92 | -2.89 | -2.85 | -2.83 |

FIGURE 12  The maximum following error of event-triggered and time-triggered heterogeneous platoon

FIGURE 13  The inter-event time of the event-triggered heterogeneous platoon
saved by the application of ETCS. Otherwise, 88.9% of these packages are transmitted after reaching the MAXIET. This is strong proof that the time-triggered platoon sends a lot of unnecessary information.

Figure 14 shows the maximum value and the root mean square value (RMS) of the following error during the HWFET driving cycle for the event-triggered heterogeneous platoon. The largest following error occurs in vehicle 1 which has the smallest desired time headway. On the contrary, vehicle 4 behaves with the best following accuracy. This phenomenon shows that the larger time headway may lead to better vehicle following performance. Overall, the following performance of each vehicle in the event-triggered heterogeneous platoon is satisfactory, as the biggest following error is limited to 12.31 cm and the RMS error values ranges from 1.045 to 2.206 cm. This demonstrates that the heterogeneous platoon has superior following effect with the robust CACC controller even in the complex driving scenario. It can be summarized that although the event-triggered strategy makes the following performance worse to some extent, it still keeps the adverse effects within a reasonable range.

Please note that system safety and risk of collision within the platoon was not specifically addressed in this paper for the sake of brevity. There are both positive and negative acceleration limits in CACC platooning to ensure driving comfort as platooning is not an extreme manoeuvre but rather a continuous and routine driving operation. Full braking is only needed in an emergency manoeuvre in which case the AEB (automatic emergency brake) system in each vehicle would take over due to the deceleration limits in CACC not being sufficient. That is why full braking is not treated in this paper. Time headway values of 0.6 s to more than 1 s were used in real life applications (like the field experiments in the PATH program) without any collision safety problems.

6 CONCLUSION

In this paper, a robust CACC control method was adopted for the heterogeneous platoon with different longitudinal dynamics and driving preferences. The ETCS method was developed to effectively utilize the limited communication resource. The mixed ETSS, combining the state-dependent and state-independent thresholds, is applied to ensure larger MIET and avoid Zeno behaviour. To reduce the negative effect of the heterogeneous platoon and ETCS, the internal stability and $L^2$ string stability were analysed by applying the parameter space approach. Based on the boundary-crossing theorem, the feasible region where the $D$-stability and $L^2$ string stability are guaranteed were mapped in the $q^*$-plane.

The simulation results of a six-vehicle heterogeneous platoon with ETCS were presented to evaluate the effectiveness of the designed robust CACC controller. The simulation results show that the acceleration profile is not smooth enough and is affected by the disturbance of ETCS. However, the string stability of the heterogeneous platoon with ETCS is still guaranteed as the fluctuation of acceleration is attenuated along the platoon and the following error quickly converged to zero. To further verify the rationality and utility of the ETCS, the simulation results of the time-triggered heterogeneous platoon were presented for comparison. The comparison demonstrated that a very good trade-off between platoon control performance and communication resource utilization was achieved by the ETCS approach as the event-triggered platooning used only 10.3% of the communication resource while the maximum following error during the HWFET driving circle was limited to 12.31 cm.

Future work should pay more attention to the influence of non-ideal communication conditions, that is, cyber-attack, topological communication structure etc. We will also design the bottom-layer control for the heterogeneous platoon without inverse model and design the HIL test.
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**APPENDIX A**

The next acceleration message of the preceding vehicle is transmitted once the triggered condition is met, one can obtain from Equation (8) that

\[ \| \delta_{i-1} (t) \|^2 \leq \gamma \| \hat{a}_{i-1} (t) \|^2 + \varepsilon. \]  

(A.1)

Since \( \hat{a}_{i-1} (t) = a_{i-1} (t) + \delta_{i-1} (t) \), one can have

\[ \| \hat{a}_{i-1} (t) \|^2 \leq \| a_{i-1} (t) + \delta_{i-1} (t) \|^2 \]

(A.2)

\[ \leq (\| a_{i-1} (t) \| + \| \delta_{i-1} (t) \|)^2. \]

Combining Equations (A.1) and (A.2), one can get

\[ (1 - \gamma) \| \delta_{i-1} (t) \|^2 - 2 \gamma \| \delta_{i-1} (t) \| \| a_{i-1} (t) \| - \gamma \| \hat{a}_{i-1} (t) \|^2 - \varepsilon \leq 0. \]

(A.3)

Solving the above quadratic inequality about \( \| \delta_{i-1} (t) \| \) and using \( 0 < \gamma < 1 \), one obtains

\[ \| \delta_{i-1} (t) \| \leq \frac{\gamma \| a_{i-1} (t) \| + \sqrt{\gamma^2 \| a_{i-1} (t) \|^2 + (1 - \gamma) \varepsilon}}{1 - \gamma}. \]

(A.4)

\[ \leq \frac{(\gamma + \sqrt{\gamma})}{1 - \gamma} \| a_{i-1} (t) \| + \sqrt{\frac{\varepsilon}{1 - \gamma}}. \]

For the system demonstrated in Figure 4, Equation (A.4) is rewritten as

\[ \| \delta (t) \| \leq \frac{(\gamma + \sqrt{\gamma})}{1 - \gamma} \| a_{i-1} (t) \| + \sqrt{\frac{\varepsilon}{1 - \gamma}}. \]

(A.5)

**APPENDIX B**

Firstly, Equation (36) can be rewritten as

\[ \left( 1 + \varepsilon \right) D (j \omega) G_{i} (j \omega) G_{i} (j \omega) + M (j \omega) G_{H} (j \omega) G_{N} (j \omega) \]

\[ \leq 1 \forall \omega. \]  

(B.1)

Using the sub multiplicative property, we have

\[ 1 + G (j \omega) = \left| 1 + G (j \omega) + W_{\Delta} (j \omega) \Delta (j \omega) - W_{\Delta} (j \omega) \Delta (j \omega) \right| \]

\[ \leq 1 + G (j \omega) + W_{\Delta} (j \omega) \Delta (j \omega) + \left| W_{\Delta} (j \omega) \Delta (j \omega) \right|. \]

(B.2)

Equation (B.2) leads to

\[ \left| 1 + G (j \omega) + W_{\Delta} (j \omega) \Delta (j \omega) \right| \geq \left| 1 + G (j \omega) - \left| W_{\Delta} (j \omega) \Delta (j \omega) \right| \right|. \]

(B.3)

where \( G (j \omega) = H (j \omega) M (j \omega) G_{H} (j \omega) G_{N} (j \omega) \).

As \( \left\| \Delta (j \omega) \right\|_{\infty} < 1 \), one can obtain

\[ \left| W_{\Delta} (j \omega) \Delta (j \omega) \right| \leq \left| W_{\Delta} (j \omega) \right| \times \left| \Delta (j \omega) \right| \]

\[ \leq \left| W_{\Delta} (j \omega) \right| \].

(B.4)

Combining Equations (B.1–B.4), one can get

\[ \left[ 1 + \varepsilon \right) D (j \omega) G_{i} (j \omega) G_{i} (j \omega) + M (j \omega) G_{H} (j \omega) G_{N} (j \omega) \]

\[ \leq 1 + \left[ 1 + H (j \omega) M (j \omega) G_{H} (j \omega) G_{N} (j \omega) \right] \]

\[ \left| W_{\Delta} (j \omega) \right| - \left| W_{\Delta} (j \omega) \right|. \]

(B.5)

Therefore, one sufficient condition for Equation (36) or Equation (B.1) can be formulated as

\[ \left[ 1 + \varepsilon \right) D (j \omega) G_{i} (j \omega) G_{i} (j \omega) + M (j \omega) G_{H} (j \omega) G_{N} (j \omega) \]

\[ \leq 1 \forall \omega. \]  

(B.6)