Invariant solutions of the supersymmetric version of a two-phase fluid flow system
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Abstract
A supersymmetric extension of a two-phase fluid flow system is formulated. A superalgebra of Lie symmetries of the supersymmetric extension of this system is computed. The classification of the one-dimensional subalgebras of this superalgebra into 63 equivalence classes is performed. For some of the subalgebras, it is found that the invariants have a non-standard structure. For six selected subalgebras, the symmetry reduction method is used to find invariants, orbits of the subgroups and reduced systems. Through the solutions of the reduced systems, the most general solutions are expressed in terms of arbitrary functions of one or two fermionic and one bosonic variables.
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1 Introduction

Among systems of partial differential equations (PDEs), quasilinear systems of PDEs with two independent variables have been the most studied. These systems describe, in particular, flows of compressible fluids. The basic method for solving these systems is the method of characteristics, which is described in detail in many books (see e.g. [1–13] and references therein). The concept of differential invariants along an
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appropriate characteristic curve of a hyperbolic system of PDEs was first introduced by Riemann \cite{14,15} in the context of two-wave superpositions determined by the Euler equations for an ideal compressible fluid flow in two independent variables

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + \frac{1}{\rho} p'(\rho) \frac{\partial \rho}{\partial x} = 0, \quad \frac{\partial \rho}{\partial t} + u \frac{\partial \rho}{\partial x} + \rho \frac{\partial u}{\partial x} = 0, \quad \rho > 0. \quad (1)
\]

Here, \(u\) is the local velocity of the fluid, the pressure \(p\) is assumed to be a differentiable function of the density \(\rho\) and \(p' = dp/d\rho\). The generalization of the plane wave solutions of the system (1) were first introduced by Poisson \cite{16} in 1808 for the equation describing compressible isothermal incompressible gas flows

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = 0. \quad (2)
\]

He constructed solutions of (2) which can be interpreted as propagation waves, assuming that they take the form of implicit functions depending on one arbitrary function \(F\) of one variable \(s = (u + u_0)t - x\),

\[
u = F((u + u_0)t - x), \quad u_0 \in \mathbb{R}. \quad (3)
\]

Consequently, the derivatives of (3) with respect to \(x\) and \(t\) are

\[
\frac{\partial u}{\partial x} = \frac{-F'}{1 - F't} \quad \text{and} \quad \frac{\partial u}{\partial t} = \frac{uF'}{1 - F't} \quad (4)
\]

where \(F' = dF/ds\). These derivatives are assumed to be different from zero. Poisson observed that the domain of existence of the implicit solution (3), in general, is limited since this solution of (2) possesses the property of unbounded growth in the magnitude of the derivatives (4) when \(t > 0\). This would later be referred to in the literature as the gradient catastrophe \cite{2,7,8,17}. This idea was substantially generalized by B. Riemann who investigated the solvability of the Cauchy problem, the formulation and mathematical correctness of problems involving the propagation and superposition of waves described by the system (1). Next, he constructed rank-2 solutions corresponding to the superposition of two waves propagating with local phase velocity \(u = \pm (p'(\rho))^{1/2}\) when they propagate in parallel and opposite directions. This is known as the double waves problem. The main feature of the Riemann method is the introduction of new dependent variables (called the Riemann invariants). These invariants have the property that they preserve their values along appropriate characteristic curves of the initial system. This approach enables us to reduce the number of dependent variables for the wave superposition problem. Consequently, this method considerably simplifies the task of solving the initial system under consideration. In the case of the Euler equations (1), this approach allows us to construct a scattering double wave solution (i.e. a rank-2 solution) written in terms of the Riemann invariants \(r^i(t, x)\)

\[
u = k^{1/2}(r^1 - r^2) + u_0, \quad \rho = Ae^{r^1 + r^2}, \quad p = kAe^{r^1 + r^2} + p_0. \quad (5)
\]
where \( u_0, p_0, k, A \in \mathbb{R} \) are constants of integration. Using the Riemann invariants \( r^i(t, x), i = 1, 2 \), we can reduce the system (1) to the system of PDEs

\[
\begin{align*}
  r_1^1 + \left( k^{1/2}(r^1 - r^2 + 1) + u_0 \right) r_1^1 & = 0, \\
  r_2^2 + \left( k^{1/2}(r^1 - r^2 - 1) + u_0 \right) r_2^2 & = 0.
\end{align*}
\]

(6)

Here, each subscript means the partial derivative with respect to that variable (for example, \( r_1^1 \) means the partial derivative of \( r_1 \) with respect to \( t \), and so on). Riemann also studied the asymptotic behavior of the system (6) for initial localized disturbances having initial data at \( t = t_0 \) with compact and disjoint supports corresponding to the considered waves. Consequently, he proved that even for sufficiently small initial differentiable initial data, after some finite time \( T \), these waves could be separated again in such a way that the waves are of the same type as those imposed in the initial data (the so-called elastic superposition of two waves). Riemann noticed that the solution for hydrodynamic systems of the form (1), even with arbitrary smooth initial data, usually cannot be continued indefinitely in time \( t \). After a certain finite time \( T \) the solutions blow up. More precisely, the first derivatives of the considered solution become unbounded after some finite time \( T > 0 \). So, for times \( t > T \), smooth solutions of the Cauchy problem do not exist. He showed that the gradient catastrophe can occur where the characteristics of the same family of the initial system intersect. Riemann extended the solution in some more generalized sense beyond the time \( T \) of the blow up. Based on conservation laws for the mass, energy and momentum, Riemann [14,15] and later Hugoniot [18] introduced the concept of weak solutions (noncontinuous) in the form of shock waves. Based on these conservation laws, they demonstrated some relations connecting the wave front velocity and parameters of the fluid state before and after that discontinuity.

The two-phase fluid flow described by the hyperbolic system [19–21]

\[
\begin{align*}
  \frac{\partial \rho^1}{\partial t} + u \frac{\partial \rho^1}{\partial x} + \frac{\partial u}{\partial x} \rho^1 & = 0, \\
  \frac{\partial \rho^2}{\partial t} + u \frac{\partial \rho^2}{\partial x} + \frac{\partial u}{\partial x} \rho^2 & = 0, \\
  \left( \rho^1 + \rho^2 \right) \left( \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} \right) + a^2 \left( \frac{\partial \rho^1}{\partial x} + \frac{\partial \rho^2}{\partial x} \right) & = 0,
\end{align*}
\]

(7)

where \( \rho^1(t, x) \) and \( \rho^2(t, x) \) are the densities of the two-phase fluid flow and the constant parameter \( a \) can be set to one, possesses the same properties as the system (1) and can also be written in terms of Riemann invariants

\[
\begin{align*}
  r_1^1 + (r^1 + r^2 + 1)r_\chi^1 & = 0, \\
  r_2^2 + (r^1 + r^2 - 1)r_\chi^2 & = 0, \\
  r_3^2 + (r^1 + r^2)r_\chi^3 & = 0,
\end{align*}
\]

(8)

using the change of variables

\[
\begin{align*}
  w & = r^1 + r^2, \\
  \rho^1 + \rho^2 & = e^{r^1-r^2}, \\
  \frac{\rho^2}{\rho^1} & = r^3.
\end{align*}
\]

(9)

The problem of the propagation and superposition of Riemann waves has been investigated by many authors (see e.g. [4,6,22,23]). The task of finding and increasing the
number of particular solutions is related to the group properties of hydrodynamic-type systems of the form (7). The fact that Riemann simple waves (i.e. envelopes of center waves), later called self-similar solutions, are invariant under the Galilean similarity transformation, means that the system (7) has a group character. The possibility of obtaining simple waves can be determined after an analysis of their group properties [12]. Several years later, it was realized [24–27] that this and many other similar problems can be studied by modern methods developed in the theory of supersymmetric systems. This finally led to the development of new group analytic properties and algebraic methods in PDEs (i.e. analyzed from the Grassmann point of view). This resulted in, among other significant progress in the theory of supersymmetric (SUSY) extensions of PDEs, the classification of the subalgebras of superalgebras into conjugation classes under the action of the associated supergroup and the use of the symmetry reduction method to obtain several classes of invariant solutions of the supersymmetric system (see in particular [28,29]). Recently, supersymmetric extensions of hydrodynamic-type systems has become a subject of intensive research (see e.g. [9,26,27,30–33]). In view of the above, the objective of this paper is to construct a supersymmetric extension of the two-phase fluid flow equation (7) and to study its supersymmetry properties. This approach allows us to reduce the extended SUSY system related to group properties and to find new particular classes of invariant solutions. This paper is organized as follows. In Sect. 2, we recall some basic facts, notions and definitions and formulate a supersymmetric extension of the hydrodynamic equations (7) through a superspace and superfield formalism. In Sect. 3, we present a superalgebra of infinitesimal symmetries of our constructed supersymmetric system, and classify the one-dimensional subalgebras of this superalgebra into conjugation classes under the action of the associated supergroup. The subalgebras are classified in such a way that each representative subalgebra corresponding to a different conjugation class generates a different type of solution. In Sect. 4, based on this analysis, we use the symmetry reduction method to construct several new classes of invariant solutions of the supersymmetric two-phase fluid flow equations. Finally, Sect. 5 contains concluding remarks and a description of possible future developments. In the “Appendix”, we present the list of the 63 one-dimensional Lie subalgebras associated with the supersymmetric system.

2 Supersymmetric extension

In order to supersymmetrize the two-phase fluid flow system (7), it is necessary to review the following concepts in accordance with [24–27]. Grassmann variables are elements of a Grassmann algebra $\Lambda$ involving a finite number of Grassmann generators $\zeta_1, \zeta_2, \ldots, \zeta_k$ which obey the rules

$$\zeta_i \zeta_j = -\zeta_j \zeta_i \text{ if } i \neq j, \quad \zeta_i^2 = 0 \text{ for all } i.$$  

The Grassmann algebra can be decomposed into even and odd parts: $\Lambda = \Lambda_{even} + \Lambda_{odd}$, where $\Lambda_{even}$ consists of all terms involving the product of an even number of generators $1, \zeta_1 \zeta_2, \zeta_1 \zeta_3, \ldots, \zeta_1 \zeta_2 \zeta_3 \zeta_4, \ldots$, while $\Lambda_{odd}$ consists of all terms involv-
ing the product of an odd number of generators $\xi_1, \xi_2, \xi_3, \ldots, \xi_1 \xi_2 \xi_3, \xi_1 \xi_2 \xi_4, \ldots$. A Grassmann variable $k$ is called even (or bosonic) if it is a linear combination of terms involving an even number of generators, while it is called odd (or fermionic) if it is a linear combination of terms involving an odd number of generators.

Let us now construct a Grassmann-valued extension of the two-phase fluid flow system (7). The space of (bosonic Grassmann-valued) independent variables, $\{x(t)\}$, is extended to a four-dimensional superspace $\{(x(t), \theta_1(t), \theta_2(t))\}$ involving two fermionic Grassmann-valued variables $\theta_1$ and $\theta_2$. Also, the bosonic functions $\rho^1(x,t), \rho^2(x,t)$ and $u(x,t)$ are generalized to the bosonic-valued superfields $A(x,t, \theta_1, \theta_2)$, $B(x,t, \theta_1, \theta_2)$ and $\Phi(x,t, \theta_1, \theta_2)$ respectively defined as

\[
A(x,t, \theta_1, \theta_2) = a(x,t) + \theta_1 b(x,t) + \theta_2 c(x,t) + \theta_1 \theta_2 \rho^1(x,t), \\
B(x,t, \theta_1, \theta_2) = f(x,t) + \theta_1 g(x,t) + \theta_2 h(x,t) + \theta_1 \theta_2 \rho^2(x,t), \\
\Phi(x,t, \theta_1, \theta_2) = m(x,t) + \theta_1 q(x,t) + \theta_2 s(x,t) + \theta_1 \theta_2 u(x,t),
\]

where the functions $a, f$ and $m$ are bosonic-valued fields of $(x,t)$, while $b, c, g, h, q$ and $s$ are fermionic-valued fields of $(x,t)$. The superfields (11) take values in a Grassmann ring. We construct our extension in such a way that it is invariant under the supersymmetry transformations

\[
x \longrightarrow x - \eta_1 \theta_1, \quad \theta_1 \longrightarrow \theta_1 + \eta_1, \quad (12)
\]

and

\[
t \longrightarrow t - \eta_2 \theta_2, \quad \theta_2 \longrightarrow \theta_2 + \eta_2, \quad (13)
\]

where $\eta_1$ and $\eta_2$ are odd-valued parameters. Throughout this paper, we use the convention that underlined constants are fermionic-valued. The transformations (12) and (13) are generated by the infinitesimal supersymmetry generators

\[
Q_1 = \partial_{\theta_1} - \theta_1 \partial_x \quad \text{and} \quad Q_2 = \partial_{\theta_2} - \theta_2 \partial_y, \quad (14)
\]

respectively. These generators satisfy the anticommutation relations

\[
\{Q_1, Q_1\} = -2 \partial_x, \quad \{Q_2, Q_2\} = -2 \partial_y, \quad \{Q_1, Q_2\} = 0. \quad (15)
\]

To make the superfield model invariant under the transformations generated by $Q_1$ and $Q_2$, we construct the equation in terms of the following covariant derivatives:

\[
D_1 = \partial_{\theta_1} + \theta_1 \partial_x, \quad \text{and} \quad D_2 = \partial_{\theta_2} + \theta_2 \partial_y. \quad (16)
\]

Each of these covariant derivative operators, $D_i, i = 1, 2$, anticommutes with every supersymmetry operator $Q_j$, so we obtain the following properties:

\[
D_i^2 = 2 \partial_x, \quad D_i^2 = 2 \partial_y, \quad \{D_1, D_2\} = 0, \quad \{D_1, Q_1\} = 0, \quad \{D_2, Q_2\} = 0. \quad (17)
\]
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Combining different covariant derivatives $D^m_1$ and $D^n_2$ of the superfield $\Phi$ of various orders, where $m$ and $n$ are positive integers, we obtain the most general form of the supersymmetric extension the system (7). Since this expression is very involved, we instead present the following sub-case as our supersymmetric extension of the two-phase system, and will refer to it as such. We obtain the system

$$
D^2_1 A - D^3_1 D_2 A \Phi - (D_1 D_2 A)(D^2_1 \Phi) = 0,
$$

$$
D^2_2 B - D^3_2 D_2 B \Phi - (D_1 D_2 B)(D^2_2 \Phi) = 0,
$$

$$
A(D_1 D^3_2 \Phi) + (D_1 A)(D_2 \Phi)(D^3_1 D_2 \Phi) + B(D_1 D^3_2 \Phi) + (D_1 B)(D_2 \Phi)(D^3_1 D_2 \Phi) + D^2_1 A + D^2_2 B = 0.
$$

In terms of derivatives with respect to $x, t, \theta_1$ and $\theta_2$, the system formed of Eqs. (18), (19) and (20) can be written in the form

$$
A_t - \theta_1 \theta_2 A_x \Phi_{xt} + \theta_2 A_x \Phi_{tx} - \theta_1 A_x \Phi_{x2} + A_x \Phi_{\theta_1 \theta_2} - \theta_1 \theta_2 A_{xt} \Phi_x + \theta_2 A_{t \theta_1} \Phi_x - \theta_1 A_{xt} \Phi_x + A_{\theta_1 \theta_2} \Phi_x = 0,
$$

$$
B_t - \theta_1 \theta_2 B_x \Phi_{xt} + \theta_2 B_x \Phi_{tx} - \theta_1 B_x \Phi_{x2} + B_x \Phi_{\theta_1 \theta_2} - \theta_1 \theta_2 B_{xt} \Phi_x + \theta_2 B_{t \theta_1} \Phi_x - \theta_1 B_{xt} \Phi_x + B_{\theta_1 \theta_2} \Phi_x = 0,
$$

$$
\theta_1 \theta_2 A_x \Phi_{tt} - \theta_2 A_{t \theta_1} \Phi_{tt} + \theta_1 A_x \Phi_{t\theta_2} + A_{t \theta_1} \Phi_{t \theta_2} - \theta_1 \theta_2 A_{xt} \Phi_{t \theta_1} - \theta_1 \theta_2 A_{t \theta_1} \Phi_{t \theta_2} + \theta_1 \theta_2 A_{t \theta_2} \Phi_{t \theta_1} - \theta_1 \theta_2 A_{t \theta_1 t \theta_2} \Phi_x - \theta_1 \theta_2 A_{t \theta_2 t \theta_1} \Phi_x - \theta_1 \theta_2 A_{t \theta_1 t \theta_2} \Phi_x - \theta_1 \theta_2 A_{t \theta_2 t \theta_1} \Phi_x = 0.
$$

In what follows, we will refer to the system formed of Eqs. (21), (22) and (23) as the supersymmetric two-phase system (SUSY two-phase system). If one considers the limit case where the fermionic variables $\theta_1$ and $\theta_2$ approach zero, the system (21), (22) and (23) reduces to the classical system (7), which can also be written in terms of Riemann invariants.

The partial derivatives satisfy the generalized Leibniz rule

$$
\partial_{\theta_i} (fg) = (\partial_{\theta_i} f)g + (-1)^{\text{deg}(f)}f(\partial_{\theta_i} g),
$$

if $\theta_i$ is a fermionic variable and we define

$$
\text{deg}(f) = \begin{cases} 0 & \text{if } f \text{ is even}, \\ 1 & \text{if } f \text{ is odd}. \end{cases}
$$

The partial derivatives with respect to the odd coordinates satisfy $\partial_{\theta_i} (\theta_j) = \delta^i_j$, where the indices $i$ and $j$ each stand for 1 or 2 and $\delta^i_j$ is the Kronecker delta function. The differential operators $\partial_{\theta_1}, \partial_{\theta_2}, Q_1, Q_2, D_1$ and $D_2$ change the parity of a bosonic function to that of a fermionic function and vice versa.

\(\Box\) Springer
When dealing with higher-order derivatives, the symbol $f_{x_1 x_2 x_3 \ldots x_k}$ denotes the derivative $\partial_{x_1} \partial_{x_k} \ldots \partial_{x_1} \partial_{x_2} \partial_{x_1}(f)$ where the order must be preserved for the sake of the consistency of subsequent operators. Throughout this paper, we use the convention that if $f(g(x))$ is a composite function, then the chain rule preserves the order

$$\frac{\partial f}{\partial x} = \frac{\partial g}{\partial x} \cdot \frac{\partial f}{\partial g}.$$  \hfill (26)

The interchange of mixed derivatives with proper respect for the ordering of odd variables is assumed throughout. For a review of recent developments in this subject see e.g. Freed [34] and Varadarajan [35].

### 3 Lie superalgebra and classification of its subalgebras

A symmetry supergroup $G$ of a supersymmetric system is a local supergroup of transformations acting on the Cartesian product of submanifolds $\mathcal{X} \times \mathcal{U}$, where $\mathcal{X}$ is the space of independent variables $\{(x, t, \theta_1, \theta_2)\}$ and $\mathcal{U}$ is the space of dependent superfields $\{(A, B, \Phi)\}$. For the purpose of finding symmetries of the SUSY two-phase system, we make use of the theory described in the book by Olver [36] to determine superalgebras of infinitesimal symmetries.

In order to find a Lie point superalgebra of infinitesimal symmetries, we look for an infinitesimal vector field of the form

$$v = \xi(x, t, \theta_1, \theta_2, A, B, \Phi)\partial_x + \tau(x, t, \theta_1, \theta_2, A, B, \Phi)\partial_t + \rho_1(x, t, \theta_1, \theta_2, A, B, \Phi)\partial_{\theta_1}$$

$$+ \rho_2(x, t, \theta_1, \theta_2, A, B, \Phi)\partial_{\theta_2} + \Lambda(x, t, \theta_1, \theta_2, A, B, \Phi)\partial_A$$

$$+ \Psi(x, t, \theta_1, \theta_2, A, B, \Phi)\partial_B + \Omega(x, t, \theta_1, \theta_2, A, B, \Phi)\partial_{\Phi},$$ \hfill (27)

where $\xi, \tau, \rho_1, \rho_2, \Lambda, \Psi$ and $\Omega$ are functions of $(x, t, \theta_1, \theta_2, A, B, \Phi)$. The following infinitesimal point transformations were found to be symmetry generators of the SUSY two-phase system (21), (22) and (23):

$$P_1 = \partial_x, \quad P_2 = \partial_t, \quad M_1 = 2x \partial_x + 2t \partial_t + \theta_1 \partial_{\theta_1} + \theta_2 \partial_{\theta_2} + 2\Phi \partial_{\Phi},$$

$$M_2 = A \partial_A + B \partial_B, \quad Q_1 = \partial_{\theta_1} - \theta_1 \partial_x, \quad Q_2 = \partial_{\theta_2} - \theta_2 \partial_t.$$ \hfill (28)

These six generators span a Lie superalgebra $\mathcal{L}$ of infinitesimal symmetries of the SUSY two-phase system. Here, $P_1$ and $P_2$ generate translations in the $x$ and $t$ directions respectively. The vector field $M_1$ corresponds to a dilation involving both bosonic and fermionic variables as well as the superfield $\Phi$, while $M_2$ corresponds to a dilation in the superfields $A$ and $B$. Finally, the fermionic vector fields $Q_1$ and $Q_2$ are simply the supersymmetry transformations identified in (14). The supercommutation relations involving the generators of the superalgebra $\mathcal{L}$ are listed in Table 1.

We note that dilations and translations are also present among the symmetries of the classical two-phase fluid flow equations (7) [19,20]. Also, Riemann simple waves of the compressible fluid equations are envelopes of centered waves (called self-similar [7,12,37]), which are invariant under scaling transformations involving bosonic and...
fermionic variables in the four-dimensional Grassmann superspace. This means that Eqs. (21), (22) and (23) have the group character.

The Lie superalgebra $\mathcal{L}$ can be decomposed into the following combination of semidirect and direct sums:

$$
\mathcal{L} = \{M_2\} \oplus \{\{M_1\} \oplus \{P_1, Q_1\} \oplus \{P_2, Q_2\}\} \tag{29}
$$

We proceed to classify the one-dimensional Lie subalgebras of the superalgebra $\mathcal{L}$ generated by (28) into conjugacy classes under the action of the Lie supergroup $G = \exp(\mathcal{L})$ generated by $\mathcal{L}$. We construct our list of representative subalgebras in such a way that each one-dimensional subalgebra of $\mathcal{L}$ is conjugate to one and only one element of the list. Such a classification is useful because subalgebras that are conjugate to each other lead to invariant solutions that are equivalent in the sense that one can be transformed to the other by a suitable symmetry. Therefore, it is not necessary to perform symmetry reductions on two different subalgebras that are conjugate to each other.

In order to classify the Lie superalgebra $\mathcal{L}$ given in (29) we make use of the procedures given in [38]. In what follows, $\alpha, r, k$ and $\ell$ are bosonic constants, $\mu, \nu, \eta, \lambda, \rho$ and $\sigma$ are fermionic constants, and $\varepsilon = \pm 1$. We begin by considering the subalgebra $\mathcal{A} = \{P_1, Q_1\}$. Consider a general element of $\mathcal{A}$ which can be written as the linear combination $X = \alpha P_1 + \mu Q_1$ and examine how this element changes under the action of the one-parameter group generated by the generator: $Y = r P_1 + \eta Q_1$. This action is performed through the Baker-Campbell-Hausdorff formula

$$
X \rightarrow \text{Ad}_{\exp(Y)} X = X + [Y, X] + \frac{1}{2!} [Y, [Y, X]] + \ldots + \frac{1}{3!} [Y, [Y, [Y, X]]] + \ldots \tag{30}
$$

We obtain

$$
[Y, X] = [r P_1 + \eta Q_1, \alpha P_1 + \mu Q_1] = [r P_1, \alpha P_1] + [\eta Q_1, \alpha P_1] + [\eta Q_1, \mu Q_1] = 2\eta \mu P_1. \tag{31}
$$
Hence
\[ [Y[Y, X]] = 0. \] (32)

So we have
\[ \{ \alpha P_1 + \mu Q_1 \} \rightarrow \{ (\alpha + 2\eta \mu) P_1 + \mu Q_1 \}. \] (33)

Therefore, aside from a change in the \( P_1 \) coefficient, each element of the form \( \{ \alpha P_1 + \mu Q_1 \} \) is conjugate only to itself. This gives us the subalgebras
\[ A_1 = \{ P_1 \}, \quad A_2 = \{ \mu Q_1 \}, \quad A_3 = \{ P_1 + \mu Q_1 \}. \] (34)

An analogous classification is performed for the subalgebra \( B = \{ P_2, Q_2 \} \), from where we obtain the subalgebras
\[ B_1 = \{ P_2 \}, \quad B_2 = \{ \mu Q_2 \}, \quad B_3 = \{ P_2 + \mu Q_2 \}. \] (35)

The next step is to classify the direct sum of the algebras \( A \) and \( B \), that is, to classify
\[ C = A \oplus B = \{ P_1, Q_1 \} \oplus \{ P_2, Q_2 \}. \] (36)

using the Goursat method of subalgebra classification \([38,39]\). Each non-twisted subalgebra of \( C \) is constructed by selecting one subalgebra of \( A \) and finding its direct sum with a subalgebra of \( B \). The non-twisted one-dimensional subalgebras of \( C \) are the combined subalgebras of \( A \) and \( B \) listed in (34) and (35). The twisted subalgebras of \( C \) are formed as follows. If \( A \in A \) and \( B \in B \), then \( A \) and \( B \) can be twisted together if there exists a homomorphism from \( A \) to \( B \), say \( \tau(A) = B \). The twisted subalgebra is then obtained by taking \( \{ A + \tau(A) \} \). The one-dimensional subalgebras of \( C \) are then
\[ C_1 = \{ P_1 \}, \quad C_2 = \{ \mu Q_1 \}, \quad C_3 = \{ P_1 + \mu Q_1 \}, \quad C_4 = \{ P_2 \}, \quad C_5 = \{ \mu Q_2 \}, \quad C_6 = \{ P_2 + \mu Q_2 \}, \quad C_7 = \{ P_1 + aP_2 \}, \quad C_8 = \{ P_1 + \mu Q_2 \}, \quad C_9 = \{ P_2 + \mu Q_1 \}, \quad C_{10} = \{ P_1 + aP_2 + \mu Q_1 \}, \quad C_{11} = \{ P_1 + aP_2 + \mu Q_2 \}, \quad C_{12} = \{ \mu Q_1 + \nu Q_2 \}, \quad C_{13} = \{ P_1 + \mu Q_1 + \nu Q_2 \}, \quad C_{14} = \{ P_2 + \mu Q_1 + \nu Q_2 \}, \quad C_{15} = \{ P_1 + aP_2 + \mu Q_1 + \nu Q_2 \}. \] (37)

Next, we classify the one-dimensional subalgebras of the semi-direct sum
\[ G = \{ M_1 \} \circlearrowleft C = \{ M_1 \} \circlearrowleft \{ \{ P_1, Q_1 \} \oplus \{ P_2, Q_2 \} \}. \] (38)

using the method of splitting and non-splitting subalgebras \([38,40]\). The splitting subalgebras of \( G \) are formed by combining the dilation \( \{ M_1 \} \) or the trivial element \( \{ 0 \} \) with each of the subalgebras of \( C \) in a semidirect sum of the form \( F \circlearrowleft N \), where \( F = \{ M_1 \} \) or \( F = \{ 0 \} \) and \( N \) is a subalgebra of the classification of \( C \). The splitting one-dimensional subalgebras of \( G \) consist of the subalgebras listed in (37) together with the subalgebra \( \{ M_1 \} \). For non-splitting subalgebras, we consider spaces of the
form
\[ V = \{ M_1 + \sum_{i=1}^{s} c_i Z_i \}, \tag{39} \]
where the \( Z_i \) form a basis of the non-twisted one-dimensional subalgebra \( C \). The resulting possibilities are further classified by observing which are conjugate to each other under the action of the complete group generated by \( G \). This analysis provides us with the following classification:

\[ G_1 = \{ P_1 \}, \quad G_2 = \{ P_2 \}, \quad G_3 = \{ P_1 + aP_2 \}, \quad G_4 = \{ \mu Q_1 \}, \quad G_5 = \{ \mu Q_2 \}, \]
\[ G_6 = \{ P_1 + \mu Q_1 \}, \quad G_7 = \{ P_1 + \mu Q_2 \}, \quad G_8 = \{ P_2 + \mu Q_1 \}, \quad G_9 = \{ P_2 + \mu Q_2 \}, \]
\[ G_{10} = \{ P_1 + aP_2 + \mu Q_1 \}, \quad G_{11} = \{ P_1 + aP_2 + \mu Q_2 \}, \quad G_{12} = \{ \mu Q_1 + \nu Q_2 \}, \]
\[ G_{13} = \{ P_1 + \mu Q_1 + \nu Q_2 \}, \quad G_{14} = \{ P_2 + \mu Q_1 + \nu Q_2 \}, \]
\[ G_{15} = \{ P_1 + aP_2 + \mu Q_1 + \nu Q_2 \}, \quad G_{16} = \{ M_1 \}, \quad G_{17} = \{ M_1 + \epsilon P_1 \}, \]
\[ G_{18} = \{ M_1 + \epsilon P_2 \}, \quad G_{19} = \{ M_1 + \epsilon P_1 + aP_2 \}, \quad G_{20} = \{ M_1 + \mu Q_1 \}, \]
\[ G_{21} = \{ M_1 + \mu Q_2 \}, \quad G_{22} = \{ M_1 + \epsilon P_1 + \mu Q_1 \}, \quad G_{23} = \{ M_1 + \epsilon P_1 + \mu Q_2 \}, \]
\[ G_{24} = \{ M_1 + \epsilon P_2 + \mu Q_1 \}, \quad G_{25} = \{ M_1 + \epsilon P_2 + \mu Q_2 \}, \]
\[ G_{26} = \{ M_1 + \epsilon P_1 + aP_2 + \mu Q_1 \}, \quad G_{27} = \{ M_1 + \epsilon P_1 + aP_2 + \mu Q_2 \}, \]
\[ G_{28} = \{ M_1 + \mu Q_1 + \nu Q_2 \}, \quad G_{29} = \{ M_1 + \epsilon P_1 + \mu Q_1 + \nu Q_2 \}, \]
\[ G_{30} = \{ M_1 + \epsilon P_2 + \mu Q_1 + \nu Q_2 \}, \quad G_{31} = \{ M_1 + \epsilon P_1 + aP_2 + \mu Q_1 + \nu Q_2 \}. \tag{40} \]

Finally, we classify the complete superalgebra \( \mathcal{L} = \{ M_2 \} \oplus G \), again using the Goursat method, obtaining a list of 63 non-equivalent conjugacy classes of one-dimensional subalgebras of the superalgebra \( \mathcal{L} \) associated with the supersymmetric system (21), (22) and (23). This list is presented in the “Appendix”.

4 Invariant solutions of the supersymmetric two-phase flow

Each subalgebra given in the “Appendix” can be used to perform a symmetry reduction of the supersymmetric two-phase system composed of Eqs. (21), (22) and (23) which, in most cases, allows us to determine invariant solutions of the supersymmetric two-phase system. Once an invariant solution of the system is known, new solutions can be found by acting on the given solution with the supergroup of symmetries. Since both the system and the list of subalgebras are very involved, we do not consider all possible cases. Instead we present certain interesting examples of nontrivial solutions which illustrate the symmetry reduction method. In each case, we begin by constructing a complete set of invariants (functions which are preserved by a symmetry subgroup action). Next, we find the group orbits of the corresponding subgroups as well as the associated reduced systems of equations. Each reduced system can be solved in order to construct an invariant solution of the supersymmetric two-phase system with
Eqs. (21), (22) and (23). It should be noted that, as has been observed for other similar supersymmetric extensions of SUSY hydrodynamic-type systems [31–33], some of the subalgebras listed in the “Appendix” have a non-standard invariant structure in the sense that they do not reduce the system to ordinary differential equations in the usual sense. These are the 7 subalgebras $L_4, L_8, L_{12}, L_{32}, L_{36}, L_{40}$ and $L_{44}$. This leaves 56 subalgebras that lead to standard symmetry reductions, of which we illustrate several examples. In what follows, we use the following notation for arbitrary constants: $C_1, C_2, C_3, C_4, C_5, C_6, C_7, C_8, A_0, A_1, A_2, A_3, B_1, B_2, B_3, B_4, F_1, F_2, F_3, F_4, \Phi_1, \Phi_2, \Phi_3$.

1. For the subalgebra $L_1 = \{\partial_x\}$, the invariants are $t, \theta_1, \theta_2, A, B$ and $\Phi$, which leads to the group orbit $A = A(t, \theta_1, \theta_2), B = B(t, \theta_1, \theta_2), \Phi = \Phi(t, \theta_1, \theta_2)$. Substituting into the SUSY two-phase equations (21), (22) and (23), we obtain three different classes of exact solutions.

Equation (21) becomes $A_t = 0$, so $A$ is a function of $\theta_1$ and $\theta_2$ only:

$$A = K_1 \theta_1 \theta_2 + K_2 \theta_2 + K_3 \theta_1 + K_4. \quad (41)$$

Equation (22) becomes $B_t = 0$, so $B$ is a function of $\theta_1$ and $\theta_2$ only:

$$B = K_5 \theta_1 \theta_2 + K_6 \theta_2 + K_7 \theta_1 + K_8. \quad (42)$$

Equation (23) becomes

$$-\theta_2 A_{\theta_1} \Phi_{tt} + A_{\theta_1} \Phi_{t\theta_2} - \theta_2 B_{\theta_1} \Phi_{tt} + B_{\theta_1} \Phi_{t\theta_2} = 0, \quad (43)$$

and so, substituting Eqs. (41) and (42) into (43), we obtain

$$\theta_2 \left( K_3 \Phi_{tt} + K_1 \Phi_{t\theta_2} + K_7 \Phi_{tt} + K_5 \Phi_{t\theta_2} \right) - \left( K_3 + K_7 \right) \Phi_{t\theta_2} = 0, \quad (44)$$

from where we obtain the two equations

$$\left( K_3 + K_7 \right) \Phi_{t\theta_2} = 0 \quad (45)$$

and

$$\left( K_3 + K_7 \right) \Phi_{tt} + \left( K_1 + K_5 \right) \Phi_{t\theta_2} = 0 \quad (46)$$

We have three different cases.

In the case where $K_3 + K_7 = 0$ and $K_1 + K_5 = 0$, we obtain, after re-labeling $K_1 = C_1, K_2 = C_2, K_3 = C_3, K_4 = C_4, K_6 = C_5, K_8 = C_6$, the solution

$$A(\theta_1, \theta_2) = C_1 \theta_1 \theta_2 + C_2 \theta_2 + C_3 \theta_1 + C_4$$

$$B(\theta_1, \theta_2) = -C_1 \theta_1 \theta_2 + C_5 \theta_2 - C_3 \theta_1 + C_6$$

$$\Phi = \Phi(t, \theta_1, \theta_2)$$

\[ \text{Springer} \]
In the case where $K_3 + K_7 = 0$ but $K_1 + K_5 \neq 0$, we have $\Phi_{t \theta_2} = 0$. Since $\Phi$ is of the form
\[
\Phi(t, \theta_1, \theta_2) = \alpha(t) \theta_1 \theta_2 + \beta(t) \theta_2 + \gamma(t) \theta_1 + \delta(t),
\]
where $\alpha, \beta, \gamma$ and $\delta$ are arbitrary functions of $t$, we obtain $-\alpha t \theta_1 - \beta t = 0$. Therefore, $\alpha t = \beta t = 0$, so that $\alpha$ and $\beta$ are constants, and we obtain the solution
\[
A(\theta_1, \theta_2) = C_1 \theta_1 \theta_2 + C_2 \theta_2 + C_3 \theta_1 + C_4 \\
B(\theta_1, \theta_2) = C_5 \theta_1 \theta_2 + C_6 \theta_2 - C_3 \theta_1 + C_7 \\
\Phi(t, \theta_1, \theta_2) = C_8 \theta_1 \theta_2 + C_9 \theta_2 + \gamma(t) \theta_1 + \delta(t).
\]
This solution contains more freedom than (47) in the constant parameters of the superfields $A$ and $B$, but less arbitrariness in the function $\Phi$.

In the case where $K_3 + K_7 \neq 0$, we get $\Phi_{t \theta_2} = 0$ and $\Phi_{tt} = 0$, and so, since $\Phi$ is of the form (48), we obtain
\[
A(\theta_1, \theta_2) = C_1 \theta_1 \theta_2 + C_2 \theta_2 + C_3 \theta_1 + C_4 \\
B(\theta_1, \theta_2) = C_5 \theta_1 \theta_2 + C_6 \theta_2 + C_3 \theta_1 + C_7 \\
\Phi(t, \theta_1, \theta_2) = C_8 \theta_1 \theta_2 + C_9 \theta_2 + \gamma(t) \theta_1 + \delta(t).
\]
Here, the function $\Phi$ is linear in $\theta_1, \theta_2, \theta_1 \theta_2$ and $t$, and the superfields $A$ and $B$ are linear in $\theta_1, \theta_2$ and $\theta_1 \theta_2$.

2. For the subalgebra $L_2 = \{\delta_t\}$, the invariants are $x, \theta_1, \theta_2, A, B$ and $\Phi$, which leads to the group orbit $A = A(x, \theta_1, \theta_2), B = B(x, \theta_1, \theta_2), \Phi = \Phi(x, \theta_1, \theta_2)$. Substituting into Eqs. (21), (22) and (23), we obtain seven different classes of solutions. The first solution is determined by three arbitrary functions, $A, B$ and $\Phi$, of the two fermionic variables $\theta_1$ and $\theta_2$:
\[
A = A(\theta_1, \theta_2), \quad B = B(\theta_1, \theta_2), \quad \Phi = \Phi(\theta_1, \theta_2).
\]
Next, we obtain the second solution in the form
\[
A(x, \theta_1, \theta_2) = \theta_1 \theta_2 a(x) + \theta_2 c(x) + \theta_1 b(x) + a(x) \\
B(x, \theta_1, \theta_2) = C_1 \theta_1 \theta_2 - \theta_1 \theta_2 a(x) + C_2 \theta_2 - \theta_2 c(x) + C_3 \theta_1 - \theta_1 b(x) + C_4 - a(x) \\
\Phi(\theta_1, \theta_2) = C_5 \theta_2 + C_6 \theta_1 + C_7.
\]
where the superfields $A$ and $B$ depend on three arbitrary functions, $a, b$ and $c$, of $x$, and $\Phi$ depends linearly on $\theta_1$ and $\theta_2$. We then obtain the third solution in the rational form
\[
A(x, \theta_1, \theta_2) = C_1 + C_2 \theta_1 + C_3 \theta_2 + \theta_1 \theta_2 a(x) \\
B(x, \theta_1, \theta_2) = C_4 + C_5 \theta_1 + C_6 \theta_2 - \theta_1 \theta_2 a(x) \\
\Phi(x, \theta_1, \theta_2) = C_7 + C_8 \theta_1 + C_9 \theta_2 + \frac{\theta_1 \theta_2 K_0}{a(x)}.
\]
which contains an arbitrary function $a(x)$ in all three superfields, $A, B$ and $\Phi$. 
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The fourth solution

\[
A(x, \theta_1, \theta_2) = C_1 + \theta_1 b(x) + C_2 \theta_2, \\
B(x, \theta_1, \theta_2) = C_3 + C_4 \theta_1 - \theta_1 b(x) + C_5 \theta_2, \\
\Phi(x, \theta_1, \theta_2) = p(x) + \theta_1 q(x) + \theta_2 s(x).
\] (54)

contains four arbitrary functions \(b, p, q\) and \(s\) of \(x\).

The fifth type of solution is given by

\[
A(x, \theta_1, \theta_2) = a(x) + \theta_1 b(x) + \theta_2 c(x) \\
B(x, \theta_1, \theta_2) = C_1 - a(x) + \theta_1 b(x) + C_2 \theta_2 - \theta_2 c(x) \\
\Phi(x, \theta_1, \theta_2) = C_4 + \theta_1 q(x) + C_5 \theta_2.
\] (55)

where the superfields \(A\) and \(B\) depend on three arbitrary functions, \(a, b\) and \(c\), of \(x\).

For the sixth solution, \(A\) and \(B\) are linear in \(\theta_1\) and \(\theta_2\):

\[
A(\theta_1, \theta_2) = C_1 + C_2 \theta_1 + C_3 \theta_2, \\
B(\theta_1, \theta_2) = C_4 + C_5 \theta_1 + C_6 \theta_2, \\
\Phi = \Phi(x, \theta_1, \theta_2).
\] (56)

and \(\Phi\) is an arbitrary function of one bosonic variable \(x\) and two fermionic variables \(\theta_1\) and \(\theta_2\). Here, \(A\) and \(B\) are linear functions of \(\theta_1\) and \(\theta_2\). Finally, the seventh solution of the SUSY two-phase system (21), (22) and (23)

\[
A(\theta_1, \theta_2) = C_1 + C_2 \theta_1 + C_3 \theta_2, \\
B(x, \theta_1, \theta_2) = C_4 - \varepsilon C_5 p(x) + C_6 \theta_1 + C_7 \theta_2 + C_8 \theta_1 \theta_2, \\
\Phi(x, \theta_1, \theta_2) = p(x) + \theta_1 q(x) + \theta_2 r(x) + \epsilon \theta_1 \theta_2.
\] (57)

contains one arbitrary function \(p\) of \(x\), which is present in both the superfields \(B\) and \(\Phi\), while \(A\) depends on \(\theta_1\) and \(\theta_2\) only.

3. For the subalgebra \(\mathcal{L}_3 = \{\partial_x + a \partial_1\}\), the invariants are \(\xi = ax - t\) (a symmetry variable), \(\theta_1, \theta_2, A, B\) and \(\Phi\), which leads to the group orbit \(A = A(\xi, \theta_1, \theta_2), B = B(\xi, \theta_1, \theta_2), \Phi = \Phi(\xi, \theta_1, \theta_2)\). Substituting into the SUSY two-phase fluid flow equations (21), (22) and (23), we obtain four different classes of solutions. First, we have

\[
A(\theta_1, \theta_2) = A_0 + A_1 \theta_1 + A_2 \theta_2, \\
B(\theta_1, \theta_2) = B_0 + B_1 \theta_1 + B_2 \theta_2, \\
\Phi(x, t, \theta_1, \theta_2) = C_1(ax - t) + C_2 + \Phi_1 \theta_1 + \Phi_2 \theta_2 + \Phi_3 \theta_1 \theta_2,
\] (58)
where $\Phi$ is a simple travelling wave also involving the fermionic variables $\theta_1$ and $\theta_2$, while $A$ and $B$ depend linearly on $\theta_1$ and $\theta_2$. We obtain the solution

\begin{align*}
A(\theta_1, \theta_2) &= A_0 + A_1 \theta_1 + A_2 \theta_2, \\
B(\theta_1, \theta_2) &= B_0 - A_1 \theta_1 + B_2 \theta_2, \\
\Phi(x, t, \theta_1, \theta_2) &= \phi_0(ax - t) + \Phi_1 \theta_1 + \Phi_2 \theta_2 + \Phi_3 \theta_1 \theta_2.
\end{align*}

(59)

which contains a travelling wave of arbitrary shape since it contains an arbitrary function $\phi_0$ of $ax - t$.

The solution

\begin{align*}
A(x, t, \theta_1, \theta_2) &= (ax - t)^3 + A_1 \theta_1 + A_2 \theta_2, \\
B(x, t, \theta_1, \theta_2) &= -(ax - t)^3 - A_1 \theta_1 + B_2 \theta_2, \\
\Phi(x, t, \theta_1, \theta_2) &= -\frac{1}{ax - t} + \phi_1 \theta_1 + \phi_2 \theta_2 + \frac{1}{a} \theta_1 \theta_2.
\end{align*}

(60)

represents a travelling wave which is algebraic in $(ax - t)$. Finally, the solution

\begin{align*}
A(x, t, \theta_1, \theta_2) &= \frac{K_0}{C_2} (ax - t) + C_4 + A_1 \theta_1 + A_2 \theta_2, \\
B(x, t, \theta_1, \theta_2) &= -\frac{K_0}{C_2} (ax - t) - C_4 + C_1 + B_1 \theta_1 + B_2 \theta_2, \\
\Phi(x, t, \theta_1, \theta_2) &= C_2 (ax - t) + C_3 + \phi_1 \theta_1 + \phi_2 \theta_2 + \frac{1}{a} \theta_1 \theta_2,
\end{align*}

(61)

contains a linear travelling wave in all three superfields $A$, $B$ and $\Phi$, which is linear in $(ax - t)$.

4. For the subalgebra $\mathcal{L}_5 = \{ (1 - \mu \theta_1) \partial_x + \mu \partial_\theta_1 \}$, the invariants are $t, \eta_1 = \theta_1 - \mu x, \theta_2, A, B$ and $\Phi$, which leads to the group orbit $A = A(t, \eta_1, \eta_2), B = B(t, \eta_1, \eta_2), \Phi = \Phi(t, \eta_1, \eta_2)$. Substituting into the SUSY two-phase equations (21), (22) and (23), we find the following solution:

\begin{align*}
A(x, t, \theta_1, \theta_2) &= -\mu A_3 \phi_1 t + A_1 (\theta_1 - \mu x) + A_2 \theta_2 + A_3 (\theta_1 - \mu x) \theta_2 + C_1, \\
B(x, t, \theta_1, \theta_2) &= \mu A_3 \phi_1 t - A_1 (\theta_1 - \mu x) + B_2 \theta_2 - A_3 (\theta_1 - \mu x) \theta_2 + C_2, \\
\Phi(x, t, \theta_1, \theta_2) &= \phi_0(t) + \phi_1 (\theta_1 - \mu x) + \phi_2 \theta_2,
\end{align*}

(62)

where all three superfields depend linearly on $\theta_1 - \mu x$, while $\Phi$ contains an arbitrary function of $\phi_0$ of $t$.

5. For the subalgebra $\mathcal{L}_5 = \{ \partial_x - \mu \theta_2 \partial_t + \mu \partial_\theta_2 \}$ (the symmetry variable), $\theta_1, \eta_2 = \theta_2 - \mu x, A, B$ and $\Phi$, which leads to the group orbit $A = A(\xi, \theta_1, \eta_2), B = B(\xi, \theta_1, \eta_2), \Phi = \Phi(\xi, \theta_1, \eta_2)$. Substituting into the SUSY
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Invariant solutions of equations (21), (22) and (23), we get the solution:

\[ A(x, t, \theta_1, \theta_2) = -\mu A_2 \phi_3(t + \mu \theta_2 x) + A_1 \theta_1 + A_2 (\theta_2 - \mu x), \]
\[ B(x, t, \theta_1, \theta_2) = \mu A_2 \phi_3(t + \mu \theta_2 x) - A_1 \theta_1 - A_2 (\theta_2 - \mu x), \]
\[ \Phi(x, t, \theta_1, \theta_2) = \phi_0(t + \mu \theta_2 x) + \phi_1 \theta_1 + \phi_2 (\theta_2 - \mu x) + \phi_3 \theta_1 (\theta_2 - \mu x), \]  

which contains an arbitrary function \( \phi_0 \) of \( t + \mu \theta_2 x \) and has a linear dependence on \( \theta_2 - \mu x \).

6. For the superalgebra \( L_{16} = \{ 2x \partial_x + 2t \partial_t + \theta_1 \partial_{\theta_1} + \theta_2 \partial_{\theta_2} + 2 \Phi \partial_\Phi \} \), the invariants are \( \xi = \frac{x}{t} \) (a symmetry variable), \( \eta_1 = \frac{\theta_1}{\sqrt{t}}, \eta_2 = \frac{\theta_2}{\sqrt{t}} \), \( A, B \) and \( F = \frac{\Phi}{t} \), which leads to the group orbit \( A = A(\xi, \eta_1, \eta_2), B = B(\xi, \eta_1, \eta_2), \Phi = t F(\xi, \eta_1, \eta_2) \). Substituting into Eqs. (21), (22) and (23), we obtain the invariant solution

\[ A(x, t, \theta_1, \theta_2) = 2A_3 \sqrt{\frac{x - F_3 t}{t}} + \frac{A_3}{t} \theta_1 \theta_2 \]
\[ B(x, t, \theta_1, \theta_2) = -2A_3 \sqrt{\frac{x - F_3 t}{t}} - \frac{A_3}{t} \theta_1 \theta_2 \]
\[ \Phi(x, t, \theta_1, \theta_2) = \frac{2t}{3} \left( \frac{x - F_3 t}{t} \right)^{3/2} + F_3 \theta_1 \theta_2. \]  

which has a dependence on the quantity \( \frac{x - F_3 t}{t} \), where \( A_3 \) and \( F_3 \) are arbitrary constants. The solution (64) represents a center wave in the sense proposed in classical gas dynamics [7,37].

5 Concluding remarks

In this paper we discuss the construction of a supersymmetric extension of the two-phase fluid flow system (7) through a superspace and superfield formalism. This analysis includes a supersymmetric extension of a one-dimensional ideal compressible non-viscous two-phase fluid flow. This allows us to determine a Lie superalgebra of infinitesimal symmetries which generate the Lie point symmetries of this system of equations. We observe that, in analogy with a classical Euler system written in terms of Riemann invariants, the symmetry superalgebra of the supersymmetric two-phase fluid flow system (21), (22) and (23) contains two independent dilations. Next, we discuss the classification of their subalgebras. A systematic classification in terms of conjugacy classes was performed for the one-dimensional subalgebras, resulting in a list of 63 nonequivalent classes of subalgebras. Consequently, a complete symmetry reduction analysis of this supersymmetric fluid system would lead to very large classes of invariant solutions. Through the use of a generalized version of the symmetry reduction method we have demonstrated how to find exact invariant solutions of the supersymmetric system. A systematic use of the structure of the invariance supergroups of the two phase fluid flow equations allows us to generate symmetry variables.
For certain subalgebras, the invariants have a nonstandard structure and therefore do not lead to invariant solutions. The symmetry reduction method allows us to reduce, after some transformations, the initial system of PDEs to many possible ODEs. We show that in each case, the three superfields, $A$, $B$ and $\Phi$, can be decomposed in terms of their independent fermionic variables, $\theta_1$ and $\theta_2$, and their bosonic combination $\theta_1\theta_2$. This allows us to determine the invariant solutions of the supersymmetric two-phase fluid flow system component-wise. For the purpose of illustration, for six specific subalgebras involving different types of generators, a number of invariant solutions were found. These solutions involve several arbitrary functions. The most general solutions are expressed in terms of one or two fermionic and one bosonic variables. Such a large amount of arbitrariness was not found in previous analyses by the authors of supersymmetric hydrodynamic-type systems (i.e. the Euler system [30], polytropic gas [31], systems written in terms of Riemann invariants [32] and Gaussian fluid flow [33]. Some of the obtained solutions involve damping and growth. However, in contrast with their classical counterparts, no blow-up phenomenon (i.e. the gradient catastrophe) was observed for any solution presented here.

On the basis of the considerations presented in this paper, the question of the solvability of the Cauchy problem for supersymmetric versions of hydrodynamic-type systems (involving the continuous dependence on the initial data) arises. More precisely, given some Cauchy data at $t = t_0$, does it satisfy the conditions for the formulation and mathematical correctness of problems involving the evolution in time $t$ of multiwave solutions admitted by the SUSY system under consideration. This analysis could be done, for instance, for the examples considered here. From the known analytical dependence of a group-invariant solution, one can attempt to find the functional dependence of the Cauchy data. This approach would determine the arbitrary functions appearing in invariant solutions. This subject will be addressed in a future work.
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6 Appendix

The following list constitutes the classification of the one-dimensional subalgebras of the Lie symmetry superalgebra associated with the supersymmetric system (21), (22) and (23) into conjugacy classes under the action of the associated Lie group. Here $\varepsilon = \pm 1$, the parameters $a$ and $b$ are non-zero bosonic constants, and $\mu$ and $\nu$ are non-zero fermionic constants.
\( L_1 = \{ P_1 \}, \quad L_2 = \{ P_2 \}, \quad L_3 = \{ P_1 + aP_2 \}, \quad L_4 = \{ \mu Q_1 \}, \)
\( L_5 = \{ P_1 + \mu Q_1 \}, \quad L_6 = \{ P_2 + \mu Q_1 \}, \quad L_7 = \{ P_1 + aP_2 + \mu Q_1 \}, \)
\( L_8 = \{ \mu Q_2 \}, \quad L_9 = \{ P_1 + \mu Q_2 \}, \quad L_{10} = \{ P_2 + \mu Q_2 \}, \)
\( L_{11} = \{ P_1 + aP_2 + \mu Q_2 \}, \quad L_{12} = \{ \mu Q_1 + \nu Q_2 \}, \quad L_{13} = \{ P_1 + \mu Q_1 + \nu Q_2 \}, \)
\( L_{14} = \{ P_2 + \mu Q_1 + \nu Q_2 \}, \quad L_{15} = \{ P_1 + aP_2 + \mu Q_1 + \nu Q_2 \}, \quad L_{16} = \{ M_1 \}, \)
\( L_{17} = \{ M_1 + \varepsilon P_1 \}, \quad L_{18} = \{ M_1 + \varepsilon P_2 \}, \quad L_{19} = \{ M_1 + \varepsilon P_1 + aP_2 \}, \)
\( L_{20} = \{ M_1 + \mu Q_1 \}, \quad L_{21} = \{ M_1 + \varepsilon P_1 + \mu Q_1 \}, \quad L_{22} = \{ M_1 + \varepsilon P_2 + \mu Q_1 \}, \)
\( L_{23} = \{ M_1 + \varepsilon P_1 + aP_2 + \mu Q_1 \}, \quad L_{24} = \{ M_1 + \mu Q_2 \}, \)
\( L_{25} = \{ M_1 + \varepsilon P_1 + \mu Q_2 \}, \quad L_{26} = \{ M_1 + \varepsilon P_2 + \mu Q_2 \}, \)
\( L_{27} = \{ M_1 + \varepsilon P_1 + aP_2 + \mu Q_2 \}, \quad L_{28} = \{ M_1 + \mu Q_1 + \nu Q_2 \}, \)
\( L_{29} = \{ M_1 + \varepsilon P_1 + aP_2 + \mu Q_1 + \nu Q_2 \}, \quad L_{30} = \{ M_1 + \varepsilon P_2 + \mu Q_1 + \nu Q_2 \}, \)
\( L_{31} = \{ M_1 + \varepsilon P_1 + aP_2 + \mu Q_1 + \nu Q_2 \}, \quad L_{32} = \{ M_2 \}, \quad L_{33} = \{ M_2 + \varepsilon P_1 \}, \)
\( L_{34} = \{ M_2 + \varepsilon P_2 \}, \quad L_{35} = \{ M_2 + \varepsilon P_1 + aP_2 \}, \quad L_{36} = \{ M_2 + \mu Q_1 \}, \)
\( L_{37} = \{ M_2 + \varepsilon P_1 + \mu Q_1 \}, \quad L_{38} = \{ M_2 + \varepsilon P_2 + \mu Q_1 \}, \)
\( L_{39} = \{ M_2 + \varepsilon P_1 + aP_2 + \mu Q_1 \}, \quad L_{40} = \{ M_2 + \mu Q_2 \}, \)
\( L_{41} = \{ M_2 + \varepsilon P_1 + \mu Q_2 \}, \quad L_{42} = \{ M_2 + \varepsilon P_2 + \mu Q_2 \}, \)
\( L_{43} = \{ M_2 + \varepsilon P_1 + aP_2 + \mu Q_2 \}, \quad L_{44} = \{ M_2 + \mu Q_1 + \nu Q_2 \}, \)
\( L_{45} = \{ M_2 + \varepsilon P_1 + \mu Q_1 + \nu Q_2 \}, \quad L_{46} = \{ M_2 + \varepsilon P_2 + \mu Q_1 + \nu Q_2 \}, \)
\( L_{47} = \{ M_2 + \varepsilon P_1 + aP_2 + \mu Q_1 + \nu Q_2 \}, \quad L_{48} = \{ M_2 + aM_1 \}, \)
\( L_{49} = \{ M_2 + aM_1 + \varepsilon P_1 \}, \quad L_{50} = \{ M_2 + aM_1 + \varepsilon P_2 \}, \)
\( L_{51} = \{ M_2 + aM_1 + \varepsilon P_1 + bP_2 \}, \quad L_{52} = \{ M_2 + aM_1 + \mu Q_1 \}, \)
\( L_{53} = \{ M_2 + aM_1 + \varepsilon P_1 + \mu Q_1 \}, \quad L_{54} = \{ M_2 + aM_1 + \varepsilon P_2 + \mu Q_1 \}, \)
\( L_{55} = \{ M_2 + aM_1 + \varepsilon P_1 + bP_2 + \mu Q_1 \}, \quad L_{56} = \{ M_2 + aM_1 + \mu Q_2 \}, \)
\( L_{57} = \{ M_2 + aM_1 + \varepsilon P_1 + bP_2 + \mu Q_2 \}, \quad L_{58} = \{ M_2 + aM_1 + \varepsilon P_2 + \mu Q_2 \}, \)
\( L_{59} = \{ M_2 + aM_1 + \varepsilon P_1 + bP_2 + \mu Q_2 \}, \quad L_{60} = \{ M_2 + aM_1 + \mu Q_1 + \nu Q_2 \}, \)
\( L_{61} = \{ M_2 + aM_1 + \varepsilon P_1 + \mu Q_1 + \nu Q_2 \}, \quad L_{62} = \{ M_2 + aM_1 + \varepsilon P_2 + \mu Q_1 + \nu Q_2 \}, \)
\( L_{63} = \{ M_2 + aM_1 + \varepsilon P_1 + bP_2 + \mu Q_1 + \nu Q_2 \} \)
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