COHOMOLOGY OF THE MORAVA STABILIZER GROUP THROUGH THE DUALITY RESOLUTION AT $n = p = 2$
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Abstract. We compute the continuous cohomology of the Morava stabilizer group with coefficients in Morava $E$-theory, $H^*(G_2, E_t)$, at $p = 2$, for $0 \leq t < 12$, using the Algebraic Duality Spectral Sequence. Furthermore, in that same range, we compute the $d_3$-differentials in the homotopy fixed point spectral sequence for the $K(2)$-local sphere spectrum. These cohomology groups and differentials play a central role in $K(2)$-local stable homotopy theory.
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1. Introduction

The main purpose of this article is to analyze the cohomology of the Morava stabilizer group with coefficients in the homotopy groups of Morava $E$-theory at the prime $n = p = 2$ in a small range. We aim to explain how these groups can be computed using the algebraic duality resolution, which appeared in [Bea15], from the already existing mod 2 computations of [BGH22, Bea17].

To be more precise, let us establish some notation. Let $\Gamma$ be the formal group law of the super-singular elliptic curve $C$ with Weierstrass equation $y^2 + y = x^3$ over $\mathbb{F}_4$. Define

$$S_2 = \text{Aut}_{\mathbb{F}_4}(\Gamma)$$

to be the automorphism group of $\Gamma$. The Galois group $\text{Gal} = \text{Gal}(\mathbb{F}_4/\mathbb{F}_2)$ acts on $S_2$ and we let

$$G_2 = \text{Aut}_{\mathbb{F}_4}(\Gamma) \rtimes \text{Gal}.$$ 

We let $E = E(\mathbb{F}_4, \Gamma)$ be the Lubin–Tate theory (a.k.a Morava $E$-theory) associated to the pair $(\mathbb{F}_4, \Gamma)$ and $E_t = \pi_t E$.
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Our first goal is to analyze the continuous cohomology \( H^*(G_2, E_t) \) in the range \( 0 \leq t < 12 \) using the algebraic duality resolution. For the reader who likes charts, the final result is depicted in Figure 11. For the one who prefers lists, see Table 3. We have a number of other figures – and a table – to visually guide the reader through the intermediate calculations.

The importance of these cohomology groups to homotopy theory lies in the fact that the \( K(2) \)-local \( E \)-based ANSS can be identified with the homotopy fixed points spectral sequence

\[
E_2^{s,t} = H^*(G_2, E_s) \implies \pi_* L_{K(2)} S^0.
\]

See [DH04, Appendix A]. Our second result is the computation of the \( d_3 \) differentials in this spectral sequence in our range.

The spectrum \( L_{K(2)} S^0 \) is one of the fundamental objects of study in chromatic homotopy theory. It is closely related to the \( E \)-local sphere \( L_2 S^0 \) via the chromatic fracture square. Furthermore, a calculation of the \( E_2 \)-term of the ANSS for \( L_2 S^0 \) appears in the work of Shimomura–Wang [SW02] and information about the \( E_2 \)-term of ANSS for \( L_{K(2)} S^0 \) can be extracted from [SW02]. However, such an extraction process is technical and misses the organizational principle offered by the duality resolution perspective, which has been key to many recent results about the \( K(2) \)-local category both at the primes 2 and 3. For example, the duality resolution was used to study the Hopkins’ Chromatic Splitting Conjecture and compute the rational homotopy of the \( K(2) \)-local sphere in [GHM14, BGH22]. At \( p = 3 \), the duality resolution was used to compute the \( K(2) \)-local Picard group in [GHMR15]. Our work here at \( p = 2 \) is designed to be used by the authors to compute the group of exotic elements in the \( K(2) \)-local Picard group at \( p = 2 \) [BBG+22].

We also note the close relationship between \( H^*(G_2, W) \) and the cohomology of the Morava Stabilizer Algebra. Ravenel was the first to compute an associated graded for this cohomology ring in [Rav77, Theorem (3.4)] (although his setup and method are quite different than the duality resolution approach).

Open Problem. In principle, our computation could be attempted for all \( t \) rather than the small range we explore. We invite any interested reader to take on this challenge.

Before describing the approach, we define some key subgroups of \( S_2 \) and introduce important element of its cohomology.

1.1. Subgroups. The automorphisms \( \text{Aut}_{\mathbb{F}_4}(C) \) of the elliptic curve \( C \) over \( \mathbb{F}_4 \) are well-known (see [Sil86, Appendix A]) and form a group of order 24, denoted by

\[
G_{24} := \text{Aut}_{\mathbb{F}_4}(C) \cong Q_8 \rtimes \mathbb{F}_4^\times.
\]

We remind the reader that \( \mathbb{F}_4^\times \) is a cyclic group of order 3. Since we will be working in a 2-complete setting, the quaternion subgroup plays the most important role here. The action of \( \mathbb{F}_4^\times \) stabilizes the center \( \{\pm 1\} \) of \( Q_8 \) so \( G_{24} \) has a subgroup

\[
C_6 = (\pm 1) \rtimes \mathbb{F}_4^\times.
\]

Since \( \text{Aut}_{\mathbb{F}_4}(C) \) embeds into \( S_2 = \text{Aut}_{\mathbb{F}_4}(\Gamma) \), these are also subgroups of \( S_2 \).

\[\text{In this paper, group cohomology } H^* \text{ always denotes continuous cohomology.}\]
The group $S_2$ admits a surjective homomorphism to the group of units in the 2-adic integers, called the determinant (see, e.g., [GHMR05, §1.2]) and denoted
\[ \text{det} : S_2 \to \mathbb{Z}_2^\times \cong (\pm 1) \times (1 + 4\mathbb{Z}_2). \]
If we compose the determinant with the quotient map of $\mathbb{Z}_2^\times$ by the torsion subgroup $(\pm 1)$, we get a surjective homomorphism
\[ \zeta : S_2 \to \mathbb{Z}_2^\times / (\pm 1) \cong \mathbb{Z}_2. \]
The group $S_1^1$ is defined to be the kernel of $\zeta$, and we have a split extension
\[ 1 \to S_1^1 \to S_2 \xrightarrow{\zeta} \mathbb{Z}_2 \to 1. \]
Any choice of $\psi \in S_2$ which maps to a topological generator of $\mathbb{Z}_2 = \mathbb{Z}_2^\times / (\pm 1)$ determines an isomorphism
\[ S_2 \cong S_1^1 \rtimes \mathbb{Z}_2. \]
The group $G_{24}$ is contained in $S_1^1$ since $\mathbb{Z}_2$ is torsion free.

In [Bea15, Bea17], a useful choice of a splitting is made, defined using the element $\pi \in S_2$, which we recall now. For this, we note for the Witt vectors $W := W(F_4) \cong \mathbb{Z}_2[\omega]/(\omega^2 + \omega + 1)$ there is a natural inclusion $W^\times \subseteq S_2$. See [Rav86, Appendix 2].

**Definition 1.2.** We let
\[ \pi = 1 + 2\omega \in W^\times \subseteq S_2, \]
where $\omega$ is a primitive third root of unity in $W^\times \subseteq S_2$. We also define
\[ \alpha = \frac{1 - 2\omega}{\sqrt{-7}}, \quad \sqrt{-7} \equiv 1 \mod 4. \]

Note that $\alpha \in S_1^1$, whereas $\pi \notin S_1^1$.

**Remark 1.3.** Although the subgroup $G_{24}$ is unique up to conjugacy in $S_2$, the subgroups $G_{24}$ and
\[ G_{24}^\prime := \pi G_{24} \pi^{-1} \]
are not conjugate in $S_1^1$. Both these subgroups of $S_1^1$ will appear later.

Recall from [Bea17, §3] that $S_2$ is the group of units in
\[ W(T)/(T^2 + 2T - \omega T). \]
We let
\[ F_{3/2}S_2 = \{ x \in S_2 \mid x \equiv 1 \mod T^i \}. \]

**Definition 1.4.** Let
\[ K := (\alpha, F_{3/2}S_2). \]
We let $K^1 = S_1^1 \cap K$.

In the definition, the notation means that $K$ is the closure of the subgroup of $S_2$ generated by $\alpha$ and the elements of $F_{3/2}S_2$. The group $K$ is a Poincaré duality group of dimension 4, and an open normal subgroup of $S_2$ [Bea15]. There is a split exact sequence
\[ 1 \to K \to S_2 \to G_{24} \to 1, \]
which exhibits $G_{24}$ as a quotient rather than a subgroup. We thus get an isomorphism [Bea15]
\[ S_2 \cong K \rtimes G_{24}. \]
1.2. Cohomology Classes. Ultimately, we want to access classes in the cohomology of $G_2$. However, the inclusion $S_2 \to G_2$ induces an isomorphism

$$H^*(G_2, W) \xrightarrow{\cong} H^*(S_2, W)^{\text{Gal}}.$$  

Furthermore, as Gal-modules, we have an isomorphism

$$H^*(S_2, W) \cong H^*(S_2, \mathbb{Z}_2) \otimes_{\mathbb{Z}_2} W$$

with $H^*(S_2, \mathbb{Z}_2)$ viewed as the trivial Gal-module and $W$ equipped with its canonical Galois action (see, e.g., [BG18, Lemma 1.32]). Since $W \cong \mathbb{Z}_2[\text{Gal}]$ as a Gal-module, its fixed points are $\mathbb{Z}_2$, and in turn, any class in $H^*(S_2, \mathbb{Z}_2)$ naturally corresponds to an element in $H^*(G_2, W)$.

The homomorphism $\zeta$ defined in (1.1) gives rise to our first important class

$$(1.5) \quad \zeta \in H^1(S_2, \mathbb{Z}_2) \cong H^1(G_2, W).$$

**Remark 1.6.** The image of $\zeta$ in $H^1(G_2, E_8)$ survives to detect a same named homotopy class $\zeta \in \pi_1 L_{K(2)} S^0$. This class is discussed by Devinatz–Hopkins in [DH04, Proposition 8.2].

Another important class is obtained by composing the determinant with the reduction modulo 4 map,

$$\chi: S_2 \to \mathbb{Z}_2^\times/(1 + 4\mathbb{Z}_2) \cong \mathbb{Z}/2.$$  

This gives a class $\chi \in H^1(S_2, \mathbb{Z}/2)$ and its Bockstein is an element of order 2 which is our second key class (see [BGH22] for details)

$$(1.7) \quad \bar{\chi} \in H^2(S_2, \mathbb{Z}_2) \cong H^2(G_2, W).$$

**Remark 1.8.** Under the maps induced by inclusion of subgroups (i.e., the restrictions), the classes $\chi$ and $\bar{\chi}$ map to non-trivial classes in the cohomology of $G_2 = S_2 \subset G_2$ and $S_2^1$ (with coefficients $\mathbb{Z}/2$ for $\chi$ and $\mathbb{Z}_2$ for $\bar{\chi}$), while $\zeta$ maps to zero in the cohomology of $G_2^1$ and $S_2^1$ (with $\mathbb{Z}_2$ coefficients).

The third important class comes from the periodicity generator of the cohomology of $G_{24}$. The composition of group homomorphisms $G_{24} \subseteq S_2 \to S_2/K \cong G_{24}$ gives an algebra splitting

$$H^*(G_{24}, \mathbb{Z}_2) \xrightarrow{\cong} H^*(S_2, \mathbb{Z}_2) \xrightarrow{\text{res}} H^*(G_{24}, \mathbb{Z}_2)$$

where the second map is the restriction in cohomology induced by the inclusion. Since $H^*(G_{24}, \mathbb{Z}_2) \cong \mathbb{Z}_2[k]/8k$ for a class $k \in H^4(G_{24}, \mathbb{Z}_2)$, we have

$$(1.9) \quad k \in H^4(S_2, \mathbb{Z}_2) \cong H^4(G_2, W)$$

We will see later that $k$ is related to the famous element $\kappa \in \pi_{20} S^0$.

**Remark 1.10.** We have a commutative diagram

$$\begin{array}{ccc}
G_{24} & \xrightarrow{\kappa} & S_2^1 \\
\| & & \downarrow \cong \\
G_{24} & \xrightarrow{\kappa} & S_2/K \cong G_{24}
\end{array}$$
so we get compatible splittings in the sense that the diagram

\[
\begin{array}{ccc}
H^\ast(S_{2}/K, \mathbb{Z}_2) & \xrightarrow{\delta} & H^\ast(S_{2}, \mathbb{Z}_2) \\
\downarrow & & \downarrow \\
H^\ast(S_{1}^1/K^1, \mathbb{Z}_2) & \xrightarrow{\delta} & H^\ast(S_{1}^1, \mathbb{Z}_2)
\end{array}
\]

commutes, where the horizontal composites are isomorphisms. The splittings also exist if we replace the coefficients \( \mathbb{Z}_2 \) by \( W \).

1.3. Strategy and organization of the paper. The strategy is to work up the iterated group extensions and perform the following sequence of computations

\[
H^\ast(S_{2}, E_x/2) \hookrightarrow H^\ast(S_{2}, E_x) \hookrightarrow H^\ast(S_{2}, E_\ast) \hookrightarrow H^\ast(G_2, E_\ast)
\]

where the arrows mean “then”.

Let \( M \) be a (graded) profinite continuous left \( \mathbb{Z}_2[S_2]\)-module. We will call such an \( M \) an \( S_2 \)-module for short. The algebraic duality spectral sequence (ADSS) is a spectral sequence with signature

\[
E_1^{p,q}(M) := H^q(F_p, M) \Rightarrow H^{p+q}(S_{2}, M)
\]

where \( F_0 = G_{24}, F_1 = F_2 = C_6 \) and \( F_3 = G_2' \).

The paper is organized by following the steps outlined in (1.11). We start by recalling the (background) input to the ADSS for \( E_x/2 \) and \( E_\ast \) in Section 2. The left-most step in (1.11), i.e., the computation of \( H^\ast(S_{2}, E_x/2) \), was performed in [Bea17] using the ADSS and our calculation is based on that work. We recall the main results of this computation in Section 3. Our paper illustrates how simple it is to extract a computation of \( H^\ast(S_{2}, E_x) \) from that of \( H^\ast(S_{2}, E_x/2) \) given enough information about the \( d_1 \)-differentials of the ADSS, and we do most of this work in Section 4. We then determine \( H^\ast(S_{2}, E_\ast) \) in our range \( 0 \leq t < 12 \), performing the next step of (1.11) in Section 6. Taking the Galois fixed points in the last step of (1.11) is rather straightforward and accomplished in the brief Section 7.

The last section of the paper is devoted to the computation of \( d_3 \)-differentials in the homotopy fixed point spectral sequence

\[
H^\ast(G_2, E_\ast) \Rightarrow \pi_\ast L_{K(2)} S^0,
\]

whose sources are in the range \( 0 \leq t < 12 \). This is bootstrapped from the complete calculation of the \( v_1 \)-localized analogous spectral sequence for the Moore spectrum done in [BGH22]. Again, we invite the interested readers to study this spectral sequence for all values of \( t \) as well as the higher differentials.
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2. The cohomology of $G_{24}$ and $C_6$.

The goal of this section is to gather information about cohomology of $G_{24}$ and $C_6$ with coefficients in $E_*$ and $E_*/2$. This information is required for describing the $E_1$-page of (1.12) when $M = E_*$ and $E_*/2$. The results in this section are all well-known, and we simply collect them here to establish notation.

2.1. Cohomology $H^*(C_6, E_*)$. Recall that

$$E_* \cong \mathbb{W}[u_1][u^{\pm 1}], \quad u \in E_{-2}. \tag{2.1}$$

The central $C_2 = \{ \pm 1 \} \subset G_2$ acts trivially on $E_0 \cong \mathbb{W}[u_1]$ and by multiplication by $-1$ on $u$. With this action,

$$H^*(C_2, E_*) = \mathbb{W}[u_1][u^2, \alpha]/(2\alpha), \tag{2.2}$$

where $\alpha \in H^1(C_2, \mathbb{E}_2)$ is the image of the generator of $H^1(C_2, \mathbb{Z}_{\text{sgn}})$ under the map which sends the generator of the sign representation $\mathbb{Z}_{\text{sgn}}$ to $u^{-1}$.

Remark 2.1. The square brackets around a cohomology class such as $[u^2]$ indicate that this is an indecomposable element in the cohomology ring.

Since the pairing

$$H^1(C_2, \mathbb{Z}_{\text{sgn}}) \otimes H^1(C_2, \mathbb{Z}_{\text{sgn}}) \to H^2(C_2, \mathbb{Z})$$

is an isomorphism and $[u^2]$ is an invariant unit in $E_0$, the class

$$g := \alpha^2[u^2]$$

generates $H^*(C_2, E_0)$ as a polynomial $E_0$-algebra.

The action of $C_3 \cong \mathbb{F}_4^* = \langle \omega \rangle$ is given by

$$\omega_* u = \omega u \quad \omega_* u_1 = \omega u_1 \quad \omega_* \alpha = \omega^2 \alpha \tag{2.3}$$

and we have

$$H^*(C_6, E_*) \cong H^*(C_2, E_*)^{\mathbb{F}_4}. \tag{2.4}$$

To describe this ring of invariants, define the following $\mathbb{F}_4$-invariant elements

$$w_5 := u^{-2\alpha} \in H^1(C_6, E_6) \quad j_0 := u_1^3 \in H^0(C_6, E_0)$$

$$[v_1 v_2] := u_1 u^{-4} \in H^0(C_6, E_8) \quad [v_2^2] := u^{-6} \in H^0(C_6, E_{12}).$$

One verifies that the elements above generate the $\mathbb{F}_4$-invariant subring of $H^*(C_2, E_*)$. We then have the following explicit description.

Lemma 2.3. There is an isomorphism

$$H^*(C_6, E_*) \cong \mathbb{W}[j_0][w_5, [v_1 v_2], [v_2^2]^{\pm 1}]/(2w_5, [v_1 v_2]^3 - j_0[v_2^2]^2).$$

We also give special names to the following important invariant elements

$$\eta := \alpha u_1 = w_5[v_1 v_2][v_2^2]^{-1} \quad g := w_5^2[v_2^2]^{-1}$$

$$[v_2^2] := u_1^2 u^{-2} = [v_1 v_2]^2[v_2^2]^{-1} \quad \mu := \eta[v_2^2].$$

Remark 2.5. Note that $\eta$-multiplication is not always surjective, as for example,

$$\eta[v_2^2] = j_0 w_5, \quad \eta^2[v_1 v_2] = j_0 w_5^2, \quad \eta^3 = v j_0.$$

In Figure 1, this is depicted by the emergence of a new $\eta$-tower (of dots) at the positions where $\eta$-multiplication fails to be surjective. In particular, the different $\eta$-towers in a specific bi-degree are related by $j_0$-multiplication.
2.2. Cohomology $H^*(C_6, E_\ast/2)$. In a similar way, we can compute the cohomology of $C_6$ with coefficients in $E_{\ast}/2 \cong \mathbb{F}_4[u_1][u^\pm 1]$. Namely, $C_2$ acts trivially on $E_{\ast}/2$, giving

$$H^*(C_2, E_{\ast}/2) \cong \mathbb{F}_4[u_1][u^\pm 1][h],$$

where $h \in H^1(C_2, E_0/2)$. Note that $H^*(C_2, E_{\ast}/2)$ is a module over $H^*(C_2, E_{\ast})$ and

$$h = \alpha u.$$

The action of $\mathbb{F}_4^\times$ then follows from (2.2), and we can simply read off the invariants.

**Lemma 2.6.** Let $v_1 = u_1u^{-1}$ and $v_2 = u^{-3}$. Then

$$H^*(C_6, E_{\ast}/2) = \mathbb{F}_4[j_0][v_1, v_2^\pm 1, h]/(v_1^3 - v_2j_0)$$

In this cohomology ring, $\eta = v_1h$.

It will be important to understand the map on cohomology induced by the reduction modulo 2

$$r: E_{\ast} \to E_{\ast}/2.$$

In the case of $C_6$, this is easily deduced from the definition of the elements.

**Lemma 2.7.** The map

$$r: H^*(C_6, E_{\ast}) \to H^*(C_6, E_{\ast}/2)$$

is the ring map determined by

$$r([v_1v_2]) = v_1v_2, \quad r([v_2^2]) = v_2^2, \quad r(j_0) = j_0, \quad r(w_5) = hv_2.$$
2.3. Cohomology $H^*(G_{24}, E_*)$. The computation of $H^*(G_{24}, E_*)$ is quite technical since the group action on $E_*$ is highly nontrivial. See, for example, [Bea17, §2.4]. It can be helpful to identify $H^*(G_{24}, E_*)$ with the completion of the cohomology of the Hopf algebroid $(A, \Gamma)$ of Weierstrass elliptic curves and their isomorphisms. This computation is originally due to Hopkins and Mahowald, and accounts of it can be found in [Bau08], [Rez] and [DFHH14], although a translation may be required in each case. Such translation can be found in [BG18], and we collect the main points below.

As in [Str18], we use the Weierstrass curve

$$C : y^2 + 3u_1 u^{-1} x y + (u_1^3 - 1) u^{-3} y = x^3,$$

which is a universal deformation of a supersingular elliptic curve over $\mathbb{F}_4[u^{\pm 1}]$. Our Morava $E$-theory is then the Landweber exact theory whose formal group law is that of $C$. See [Bea17, §2]. For the invariants we have

$$H^0(G_{24}, E_*) \cong \mathbb{W}[j][c_4, c_6, \Delta^{\pm 1}] / (c_4^3 - c_6^2 - 1728 \Delta, \Delta j - c_4^3),$$

where

$$c_4 := 9u_1 u^{-4} (u_1^3 + 8), \quad c_6 := 27 u^{-6} (u_1^6 - 20 u_1^3 - 8),$$

$$\Delta := 27 u^{-12} (u_1^3 - 1)^3, \quad j := c_4^3 / \Delta.$$
Remark 2.9. Since $C_6 \subseteq G_{24}$, $H^0(G_{24}, E_*)$ is a subring of the ring $H^0(C_6, E_*)$ described in Lemma 2.3. In particular, under the restriction

$$i: H^*(G_{24}, E_*) \rightarrow H^*(C_6, E_*),$$

we have

$$i(c_4) = 9[v_1v_2](j_0 + 8), \quad i(c_6) = 27[v_2^2](j_0 - 20j_0 - 8), \quad i(\Delta) = 27[v_2^2](j_0 - 1)^3.$$  

Remark 2.10. To describe the higher cohomology of $G_{24}$, we need the following standard elements, and we specify their images under the map $i$:

1. $\eta \in H^1(G_{24}, E_2)$ maps to $\eta \in H^1(C_6, E_2)$ defined in (2.4) and generates this group as a module over $H^0(G_{24}, E_0) \cong \mathbb{W}[J]$;
2. $\nu \in H^1(G_{24}, E_4) \cong \mathbb{W}/4$ is a generator. This class maps to zero under $i$;
3. $\mu \in H^1(G_{24}, E_6)$ which corresponds to the Greek family element $\alpha_3$. It maps to $\eta[v_1^2] = \mu$ under $i$;
4. $\epsilon \in H^2(G_{24}, E_{10})$ and $\kappa \in H^2(G_{24}, E_{16})$ detect the same named elements in homotopy (also called $\beta_2$ and $\beta_3$). They both map to zero under $i$;
5. $k \in H^1(G_{24}, E_0)$ is the the periodicity generator of $H^*(G_{24}, E_0)$. Under $i$ the element $k$ maps to $g^2 \in H^2(C_6, E_0)$.

Remark 2.11. The element $k$ is related to the homotopy class $\bar{k} \in \pi_{20}S^0$ via

$$k\Delta = \bar{k}.$$  

See also Section 5.2 for a discussion of the relationship with the Adams–Novikov spectral sequence $E_2$-page. For more on classes in $H^*(G_{24}, E_*)$ detecting elements in homotopy groups of spheres, see [DFHH14, Ch.13] and [BMQ20].

Theorem 2.12 (c.f. [BG18, Theorem 2.15]). There is an isomorphism

$$H^*(G_{24}, E_*) \cong H^0(G_{24}, E_*)[\eta, \nu, \epsilon, \kappa, \mu, k]/R,$$

where $R$ is the ideal generated by

2. $2\eta$, $4\nu$, $2\mu$, $\nu c_4$, $\mu c_4 - \eta c_6$, $\nu c_6$, $\mu c_6 - \eta c_4^2$;
3. $\eta \nu$, $2\nu^2$, $2\epsilon$, $\mu \nu$, $\mu^2 - \eta^2 c_4$, $2\kappa$, $c_4 \epsilon$, $c_6 \epsilon$, $c_4 \kappa$, $c_6 \kappa$;
4. $\eta \epsilon - \nu^3$, $\nu \epsilon$, $\mu \epsilon$, $\mu \kappa$, $\kappa \epsilon$;
5. $\epsilon^2$, $8k$, $\nu^2 \kappa - 4k \Delta$, $c_4 k - \eta^4$, $\kappa^2$, $c_6 k - \eta^3 \mu$.

The cohomology $H^*(G_{24}, E_*)$ is displayed in Figure 3.

2.4. Cohomology $H^*(G_{24}, E_*/2)$. A reference for this computation is Appendix by Henn in [Bea17]. First, the invariants are given by

(2.13) $H^0(G_{24}, E_*/2) \cong F_4[j][v_1, \Delta^{\pm 1}]/(v_1^{12} - j\Delta)$

where

$$v_1 := u_1 a^{-1}$$

while $\Delta$ and $j$ are the reduction modulo 2 of the same named classes in (2.8).

Remark 2.14. To describe $H^*(G_{24}, E_*/2)$, we need to introduce some classes:
1. The classes $\eta$, $\nu$, $k$ are the reductions modulo 2 of the classes of Remark 2.10.
Figure 3. \( H^\ast(G_{24}, E_\ast) \), where \( \otimes = F_4[[j]] \), \( \mathbb{E} = \mathbb{W}[[j]] \), \( \bullet \) is \( \mathbb{W}/2 \), \( + \) is \( \mathbb{W}/4 \) and \( \times \) is \( \mathbb{W}/8 \). The \( \mathbb{W}/8 \) are generated by classes of the form \( \Delta'k^j \) and the \( \mathbb{W}/4 \) by their \( \nu \) multiples. The solid lines of slope 1 represent multiplication by \( \eta \) and solid lines of slope 1/3 denote multiplication by \( \nu \). The infinite \( \eta \)-towers in the same bi-degrees are related by multiplication by \( j \). Multiplication by \( \Delta \) gives an isomorphism \( H^\ast(G_{24}, E_t) \cong H^\ast(G_{24}, E_{t+24}) \) for all \( t, s \) and multiplication by \( k \) gives an isomorphism \( H^\ast(G_{24}, E_t) \cong H^{s+4}(G_{24}, E_t) \) for \( s > 0 \).

(2) Since \( 2\nu^2 = 2\kappa = 0 \), the classes \( \nu^2 \) and \( \kappa \) are in the image of the connecting homomorphism

\[
\partial: H^1(G_{24}, E_\ast/2) \to H^2(G_{24}, E_\ast)
\]

for the exact sequence \( E_\ast \xrightarrow{2} E_\ast \to E_\ast/2 \). So there are classes \( x \in H^1(G_{24}, E_8/2) \) and \( y \in H^1(G_{24}, E_{16}/2) \) such that \( \partial(x) = \nu^2 \) and \( \partial(y) = \kappa \).

Remark 2.15. Note that \( \partial(v_1x) = \epsilon \).

Theorem 2.16 (Figure 4, c.f. [Bea17, Appendix]). There is an isomorphism

\[
H^\ast(G_{24}, E_\ast/2) \cong H^0(G_{24}, E_\ast/2)[\eta, \nu, x, y, k]/R,
\]

where \( R \) is the ideal defined by the relations

\[
\begin{align*}
&v_1\nu, \quad v_1^2x, \quad v_1y; \\
&\eta\nu, \quad \nu x - v_1\eta x, \quad \eta y - v_1x^2, \quad xy, \quad y^2 - \nu^2\Delta; \\
&\eta^2x - \nu^3, \quad x^3 - \nu^2y; \\
&\eta^4 - v_1^4k.
\end{align*}
\]

Finally, we write down the map on cohomology induced by \( r: E_\ast \to E_\ast/2 \).

Lemma 2.17. The map

\[
r : H^\ast(G_{24}, E_\ast) \to H^\ast(G_{24}, E_\ast/2)
\]
Figure 4. $H^*(G_{24}, E_+/2)$, where $⊗ = F_4[j]$ and $\bullet = F_4$. Lines of slope one are multiplication by $\eta$, lines of slope $1/3$ are multiplication by $\nu$. The infinite $\eta$-towers in the same bi-degree are related by multiplication by $j$. Multiplication by $\Delta$ gives an isomorphism $H^*(G_{24}, E_+/2) \cong H^*(G_{24}, E_{t+24}/2)$ for all $t$, $s$ and multiplication by $k$ gives an isomorphism $H^*(G_{24}, E_t/2) \cong H^{s+t}(G_{24}, E_t/2)$ for $s \geq 0$.

is the ring homomorphism determined by

$r(j) = j \quad r(c_4) = \nu_1^4 \quad r(c_6) = \nu_1^6 \quad r(\Delta) = \Delta$

$r(\eta) = \eta \quad r(\nu) = \nu \quad r(\mu) = \nu_1^2 \eta$

$r(\epsilon) = \nu x \quad r(\kappa) = x^2 \quad r(k) = k.$

3. The Algebraic Duality Spectral Sequence for $E_+/2$

This section consists of recollections of computations in [Bea17].

3.1. The construction of the spectral sequence. The algebraic duality resolution is an exact sequence

$$0 \to \mathcal{E}_3 \to \mathcal{E}_2 \to \mathcal{E}_1 \to \mathcal{E}_0 \to \mathbb{Z}_2 \to 0$$

of $\mathbb{S}_2^1$-modules, where

$$\mathcal{E}_0 = \mathbb{Z}_2[\mathbb{S}_2^1/G_{24}], \quad \mathcal{E}_1 = \mathcal{E}_2 = \mathbb{Z}_2[\mathbb{S}_2^1/C_6], \quad \mathcal{E}_3 = \mathbb{Z}_2[\mathbb{S}_2^1/G'_{24}].$$

We write $F_0 = G_{24}$, $F_1 = F_2 = C_6$, and $F_3 = G'_{24}$, so that $\mathcal{E}_p = \mathbb{Z}_2[\mathbb{S}_2^1/F_p]$ for $0 \leq p \leq 3$ (see Section 1.1). We let $\mathcal{E}_p = 0$ otherwise.

Warning 3.1. Note that $\mathcal{E}_3$ is not isomorphic to $\mathbb{Z}_2[\mathbb{S}_2^1/G_{24}]$ as an $\mathbb{S}_2^1$-module.

The $\mathcal{E}_p$’s are not projective $\mathbb{S}_2^1$-modules, but their projective $\mathbb{S}_2^1$-resolutions $P_{p,s}$ give rise to a double complex. Mapping this double complex into an $\mathbb{S}_2^1$-module $M$ gives a double complex $E_0^{p,q}(M) = \text{Hom}_{\mathbb{S}_2^1}([P_{p,q}], M)$, such that the cohomology of its total complex is $H^*(\mathbb{S}_2^1, M)$. The Algebraic Duality Spectral Sequence (ADSS) is the spectral sequence obtained by filtering this double complex by columns (i.e. taking “vertical cohomology” in the $(p, q)$-plane).
To identify the $E_1$-page of this spectral sequence, we use Shapiro’s lemma
\[
\text{Ext}^q_{Z_2[S^1_2]}(\mathcal{C}_p, \mathcal{M}) \cong \text{Ext}^q_{Z_2[F_p]}(Z_2, \mathcal{M}) \cong H^q(F_p, \mathcal{M}).
\]
Thus, the spectral sequence takes form
\[
E_1^{p,q}(\mathcal{M}) = H^q(F_p, \mathcal{M}) \implies H^{p+q}(S^1_2, \mathcal{M}),
\]
with differentials $d_r: E_r^{p,q}(\mathcal{M}) \to E_r^{p+r,q-r+1}(\mathcal{M})$.

3.2. Module structure of the spectral sequence. The ADSS is not a multiplicative spectral sequence. However, if $\mathcal{M}$ is a (possibly graded) ring, for example when $\mathcal{M} = W, E_4$ or $E_4/2$, the ADSS is a module over its target $H^*(S^1_2, \mathcal{M})$ [Bea17, Lemma 4.1.3]. The identification
\[
E_1^{p,*}(\mathcal{M}) \cong H^*(F_p, \mathcal{M}),
\]
is such that the action of $H^*(S^1_2, \mathcal{M})$ is via the restriction
\[
H^*(S^1_2, \mathcal{M}) \to H^*(F_p, \mathcal{M})
\]
induced by the inclusion $F_p \subseteq S^1_2$.

As a consequence, if a class $x \in H^*(S^1_2, \mathcal{M})$ maps to zero in $H^*(F_p, \mathcal{M})$, then for any $y \in H^*(F_p, \mathcal{M})$, the product $xy$ is detected in ADSS filtration $p + 1$.

This might sound circular since the spectral sequence converges to $H^*(S^1_2, \mathcal{M})$ and this is what we aim to compute, but some elements of $H^*(S^1_2, \mathcal{M})$ are easy to spot, e.g., classes coming from the classical Adams–Novikov $E_2$-page like $\eta$ and $\nu$ (see Section 5.2), or the key classes defined in Section 1.2.

**Warning 3.2.** For $p = 3$, we may identify $E_1^{3,*}(\mathcal{M})$ with $H^*(G_{24}, \mathcal{M})$, but if we do so, there is a non-trivial twist coming from the fact that the last module $\mathcal{C}_3$ in the algebraic duality resolution is $\mathbb{Z}_2[S^1_2/G'_{24}]$. Indeed, the action of $H^*(S^1_2, \mathcal{M})$ on $E_1^{3,*}(\mathcal{M}) = H^*(G'_{24}, \mathcal{M})$ is given by the restriction. Therefore, the action on $E_1^{3,*}(\mathcal{M})$ after identifying $H^*(G'_{24}, \mathcal{M})$ with $H^*(G_{24}, \mathcal{M})$ is given by the composition
\[
H^*(S^1_2, \mathcal{M}) \xrightarrow{\pi^{-1}(-)} H^*(S^1_2, \mathcal{M}) \to H^*(G'_{24}, \mathcal{M}) \cong H^*(G_{24}, \mathcal{M}).
\]

3.3. The edge homomorphism and $k$-linearity. We quickly discuss the edge homomorphism of the ADSS for $E_*^{*,*}(W), E_*^{*,*}(E_0)$. Everything in this section also holds true if we replace $W$ by $F_4$ and $E_0$ by $E_0/2$, with the obvious adjustments.

The inclusion $W \to E_0$ by the unit induces a commutative diagram
\[
\begin{array}{ccccccc}
H^q(S^1_2, W) & \longrightarrow & E_\infty^{0,q}(W) & \longrightarrow & E_1^{0,q}(W) & \cong & H^q(G_{24}, W) \\
\text{edge} & & & & & & \cong \\
\| & & & & & & \\
H^q(S^1_2, E_0) & \longrightarrow & E_\infty^{0,q}(E_0) & \longrightarrow & E_1^{0,q}(E_0) & \cong & H^q(G_{24}, E_0).
\end{array}
\]

The left isomorphism is an instance of the Chromatic Vanishing Conjecture [BGH22, Theorem 6.1.6]. The middle is isomorphism [BGH22, Lemma 6.1.5]. It follows from Remark 1.10 that the edge homomorphism of $E_*^{*,*}(W)$ splits, since the edge is the restriction induced by the inclusion $G_{24} \subseteq S^1_2$. Using the diagrams of Remark 1.10, we get the following result. See also [BGH22, Lemma 5.2.2].
Lemma 3.3. The edge homomorphism of the ADSS $E_{\ast}^{\ast}(W)$

$$ed : H^\ast(S_2^1, W) \to E_1^{0, \ast}(W) \cong H^\ast(G_{24}, W),$$

is split via a ring map which decomposes as

$$H^\ast(G_{24}, W) \hookrightarrow H^\ast(S_2^1, W) \to H^\ast(S_2^1, W)^{Z_2} \xrightarrow{\cong} H^\ast(S_2^1, W) \xrightarrow{ed} H^\ast(G_{24}, W).$$

Corollary 3.4. The element $k \in H^4(G_2, W)$ of (1.9) has non-trivial image in $H^4(S_2^1, E_0)$ detected by $k \in E_0^{0,4}(E_0)$ in the ADSS. The ADSS $E_{\ast}^{\ast}(E_\ast)$ is thus a module over $W[k]$ and so the differentials are $k$-linear.

Proof. From Lemma 3.3 and the diagram preceding it, we get an element $k \in H^4(S_2^1, E_0)^{Z_2}$ detected by $k \in E_0^{0,4}(E_0)$ in the ADSS. The rest follows from the module structure of the spectral sequence over $H^\ast(S_2^1, E_\ast)$ (see Section 3.2). $\square$

3.4. The spectral sequence for $E_{\ast}/2$. The ADSS with $M = E_{\ast}/2$ has been computed in [Bea17]. We summarize some key features of this computation. Note that these are “computational” facts that one learns from [Bea17], and they do not all have “theoretical” justifications.

(a) The spectral sequence collapses at the $E_2$-page. Since it’s a spectral sequence of $F_4$-vector spaces, there are no additive extensions.

(b) The spectral sequence is a module over the subring (see [Bea17, Theorem 1.2.1])

$$F_4[v_1, \eta, k]/(\eta^4 - v_1^4k) \subseteq H^\ast(S_2^1, E_{\ast}/2).$$

(c) The spectral sequence is determined by the cohomology when $q = 0$, i.e., by the cohomology of the chain complex

\[
\begin{array}{cccccccc}
0 & \to & E_1^{0,0}(E_{\ast}/2) & \xrightarrow{d_1} & E_1^{1,0}(E_{\ast}/2) & \xrightarrow{d_1} & E_1^{2,0}(E_{\ast}/2) & \xrightarrow{d_1} & E_1^{3,0}(E_{\ast}/2) & \to 0 \\
0 & \to & H^0(G_{24}, E_{\ast}/2) & \xrightarrow{d_1} & H^0(C_6, E_{\ast}/2) & \xrightarrow{d_1} & H^0(C_6, E_{\ast}/2) & \xrightarrow{d_1} & H^0(G_{24}, E_{\ast}/2) & \to 0 \\
0 & \to & \mathbb{F}_4[[\eta, v_1, \Delta^\pm]] & \xrightarrow{d_1} & \mathbb{F}_4[[\eta, v_1, v_1^{\pm1}]] & \xrightarrow{d_1} & \mathbb{F}_4[[\eta, v_1, v_1^{\pm1}]] & \xrightarrow{d_1} & \mathbb{F}_4[[\eta, v_1, \Delta^\pm]] & \to 0,
\end{array}
\]

which is completely described in Theorem 1.2.1 of [Bea17]. This is because of the following facts:

i. $d_1 : E_1^{0,\ast}(E_{\ast}/2) \to E_1^{1,\ast}(E_{\ast}/2)$ maps any $v_1$-torsion class to zero. Any $v_1$-free class in positive $q$ degree is a multiple of $\eta$ or $k$.

ii. $d_1 : E_1^{1,\ast}(E_{\ast}/2) \to E_1^{2,\ast}(E_{\ast}/2)$ is an $h$-linear map. Any class in positive $q$-degree in $E_1^{p,\ast}(E_{\ast}/2)$ for $p = 1, 2$ is a multiple of $h$.

iii. $d_1 : E_1^{2,\ast}(E_{\ast}/2) \to E_1^{3,\ast}(E_{\ast}/2)$ can also be thought of as an $h$-linear map, even if there is no element called $h$ in $E_1^{3,\ast}(E_{\ast}/2)$, as follows. Note that the image of $d_1$ lies in the subring

$$\mathbb{F}_4[[\eta, v_1, k, \Delta^\pm]]/(v_1^{12} - \Delta, \eta^4 - v_1^4k) \subseteq H^\ast(G_{24}, E_{\ast}/2).$$

Then for any $x$, we have

$$d_1(hx) = v_1^{-1}\eta d_1(x).$$
Computing the $E_2$-page of the ADSS for $E_*/2$ is complicated, and the interested reader should consult [Bea17, Theorem 1.2.2] for the full results. Here we only focus on the range $0 \leq * < 12$, and we can be even more explicit. As in $loc.\ cit.$, we choose suitable generators $\Delta_n \in E^{0,0}_1(E_*/2), b_n \in E^{1,0}_1(E_*/2), \overline{b}_n \in E^{2,0}_1(E_*/2)$ and $\overline{\Delta}_n \in E^{3,0}_1(E_*/2)$ with

$$\Delta_n = \Delta^n, \quad b_n = \overline{b}_n = v_2^n, \quad \overline{\Delta}_n = \Delta^n$$

where the congruences are modulo $v_1$.² These generators play well with the differentials, and in our range they consist of

$\Delta_0, b_0, b_1, b_2, \overline{b}_0, \overline{b}_1, \overline{b}_2, \overline{\Delta}_0$.

All these are $d_1$-cycles, and we use them to summarize the needed calculation.

**Remark 3.5.** The classes $\Delta_0, b_0, \overline{b}_0, \overline{\Delta}_0$ are equal to the units in $E^{p,0}_1(E_*/2)$, see [Bea17, Remark 5.3.3]. However, the definition of $b_1, b_2, \overline{b}_1$ and $\overline{b}_2$ is more complicated. In [Bea17], the element $b_1$ is defined in Proposition 5.2.4, $b_2$ in the proof of Proposition 5.2.1, $\overline{b}_1$ in Lemma 5.3.2 and $\overline{b}_2$ in Proposition 5.3.1.

**Theorem 3.6 ([Bea17, Theorem 1.2.1]).** The $d_1$-differentials in the ADSS for $M = E_*/2$ for $q = 0$ are determined by

$$d_1(\Delta_n) = \begin{cases} v_1^{6-2t}b_{2r+1(1+4t)}, & n = 2^r(1 + 2t) \\ 0, & n = 0 \end{cases}$$

$$d_1(b_n) = \begin{cases} v_1^{3-2t}\overline{b}_{2r+1(1+2t)}, & n = 2^r(3 + 4t) \\ v_1^{3-2r+1}b_{1+2r+1(1+4t)}, & n = 1 + 2^{r+2}(1 + 2t) \\ 0, & \text{otherwise} \end{cases}$$

$$d_1(\overline{b}_n) = \begin{cases} v_1^{3(2r+1)+1}\overline{\Delta}_{2r+1(1+2t)}, & n = 1 + 2^{r+1}(3 + 4t) \\ 0, & \text{otherwise} \end{cases}$$

and $v_1$-linearity. Consequently, using $\eta$ and $k$ linearity, we have

$$E_2^{p,*}(E_0/2) \cong \begin{cases} \mathbb{F}_4[k]\{\Delta_0, v_2g\Delta_{-1}\} & p = 0 \\ \mathbb{F}_4[k]\{b_0\} & p = 1 \\ \mathbb{F}_4[k]\{\overline{b}_0\} & p = 2 \\ \mathbb{F}_4[k]\{\overline{\Delta}_0, v_2g\overline{\Delta}_{-1}\} & p = 3 \end{cases}$$

$$E_2^{p,*}(E_2/2) \cong \begin{cases} \mathbb{F}_4[k]\{v_1\Delta_0, \eta\Delta_0\} & p = 0 \\ \mathbb{F}_4[k]\{v_1b_0\} & p = 1 \\ \mathbb{F}_4[k]\{v_1\overline{b}_0\} & p = 2 \\ \mathbb{F}_4[k]\{v_1\overline{\Delta}_0, \eta\overline{\Delta}_0\} & p = 3 \end{cases}$$

²In [Bea17], $\overline{\Delta}_n = (\Delta')^n$ where $\Delta'$ is the image of $\Delta$ under the isomorphism $H^*(G_{24}, E_*/2) \cong H^*(\tilde{G}_{24}, E_*/2)$ induced by conjugation by $\pi$. In this paper, we most often apply this isomorphism implicitly, so we obscure this distinction. The only place where we will need to remember the difference is in the proof of Theorem 4.11 below.
See Table 1. In [BGH22, Theorem 8.2.5], the structure of $v_{1}^{-1}H^{\ast}(S_{2}, E_{s}/2)$ is computed as an algebra. Namely, it is shown that

\[ E_{p,q}^{2}(E_{s}/2) \cong \begin{cases}
F_{4}[k]\{v_{1}^{2}\Delta_{0}, \nu\Delta_{0}, v_{1}\eta\Delta_{0}, \eta^{2}\Delta_{0}\} & p = 0 \\
F_{4}[k]\{v_{1}^{2}b_{0}\} & p = 1 \\
F_{4}[k]\{v_{1}^{2}b_{0}\} & p = 2 \\
F_{4}[k]\{v_{1}\eta\Delta_{0}, v_{1}\eta\Delta_{0}, \eta^{2}\Delta_{0}\} & p = 3 \\
\end{cases} \]

The spectral sequence is depicted in Figure 5 and Figure 6.

In [BGH22, Theorem 8.2.5], the structure of $v_{1}^{-1}H^{\ast}(S_{2}, E_{s}/2)$ is computed as an algebra. Namely, it is shown that

\[ v_{1}^{-1}H^{\ast}(S_{2}, E_{s}/2) \cong F_{4}[v_{1}^{\pm 1}, \eta, \sigma, \chi]/(\sigma^{2}, \chi^{3}) \]

where

1. $\chi$ is detected by $b_{0}$,
2. $\chi^{2}$ by $\bar{b}_{0}$,
3. $\sigma$ by $v_{1}b_{1}$,
4. $\sigma\chi$ by $a_{0}b_{1} + a_{1}v_{1}\bar{b}_{0}$ for $a_{0} \in F_{4}'$ and $a_{1} \in F_{4}$; and
5. $\sigma^{2}$ by $v_{1}^{2}\Delta_{0}$.

This, and the fact that the action of $H^{\ast}(S_{2}, E_{s}/2)$ on the ADSS preserves filtration allows us to describe many products. We use this to name classes in $H^{\ast}(S_{2}, E_{s}/2)$. See Table 1.
Figure 5. Left: $E_1$-page of the (ADSS) $E_1^{p,q}(E_t/2)$ for $t = 2$. This is drawn in Adams grading so that the vertical axis is $p + q$ and the horizontal axis is $t - p - q$. The ADSS preserves $t$, and so in this picture, we have fixed $t = 2$. Classes in blue and orange come from Figure 4 and have filtration $p = 0, 3$ respectively. Classes in red and black come from Figure 2 and have filtration $p = 1, 2$ respectively. All ADSS differentials raise $s = p + q$ by 1 and decrease $t - s$ by 1. The $d_r$-differential raises $p$ by $r$. Right: The $E_2$-page. Compare with Figure 6 below.

Figure 6. The $E_2$-page of the (ADSS) for $M = E_t/2$. The figure is drawn in Adams grading corresponding to $H^{p+q}(S^1, E_t)$: The vertical axis is $p + q$ and the horizontal axis is $t - p - q$. The ADSS filtration is indicated by the color. Blue corresponds to $p = 0$, red represents $p = 1$, black represents $p = 2$ and orange $p = 3$. A $\bullet = \mathbb{F}_4$. Lines of slope 1 are $\eta$ multiplication and those of slope $1/3$ are $\nu$ multiplication.
| n | 0 | 2 | 4 | 6 | 8 | 10 | 12 |
|---|---|---|---|---|---|----|----|
| 0 | $\chi$ | $\eta$ | $\eta\chi$ | $\eta^2 \chi$ | $\eta^3 \chi$ | $\eta^4 \chi$ | $\eta^5 \chi$ |
| 1 | $\eta^6 \chi$ | $\eta^7 \chi$ | $\eta^8 \chi$ | $\eta^9 \chi$ | $\eta^{10} \chi$ | $\eta^{11} \chi$ | $\eta^{12} \chi$ |
| 2 | $\eta^{13} \chi$ | $\eta^{14} \chi$ | $\eta^{15} \chi$ | $\eta^{16} \chi$ | $\eta^{17} \chi$ | $\eta^{18} \chi$ | $\eta^{19} \chi$ |
| 3 | $\eta^{20} \chi$ | $\eta^{21} \chi$ | $\eta^{22} \chi$ | $\eta^{23} \chi$ | $\eta^{24} \chi$ | $\eta^{25} \chi$ | $\eta^{26} \chi$ |
| 4 | $\eta^{27} \chi$ | $\eta^{28} \chi$ | $\eta^{29} \chi$ | $\eta^{30} \chi$ | $\eta^{31} \chi$ | $\eta^{32} \chi$ | $\eta^{33} \chi$ |
| 5 | $\eta^{34} \chi$ | $\eta^{35} \chi$ | $\eta^{36} \chi$ | $\eta^{37} \chi$ | $\eta^{38} \chi$ | $\eta^{39} \chi$ | $\eta^{40} \chi$ |
| 6 | $\eta^{41} \chi$ | $\eta^{42} \chi$ | $\eta^{43} \chi$ | $\eta^{44} \chi$ | $\eta^{45} \chi$ | $\eta^{46} \chi$ | $\eta^{47} \chi$ |

Table 1. Generators for the cohomology groups $H^*(S^1_2, E_t/2)$ and $H^*(G^1_2, E_t/2)$. The colors correspond to the ADSS filtration.
4. The Algebraic Duality Spectral Sequence for $E_*$

In this section, we compute the ADSS with coefficients in $E_t$

$$E_t^{p,q}(E_t) = H^q(F_p,E_t) \Rightarrow H^{p+q}(S^1,E_t),$$

in the range $0 \leq t < 12$. The first step is to compute the $E_2$-term, which is the cohomology $H^*(E_1^{*,*}(E_t))$ of the chain complex $(E_1^{*,*}(E_t), d_1)$ with differentials

$$d_1: E_1^{*,*}(E_t) \rightarrow E_1^{*,*+1}(E_t).$$

Expanded out, $H^*(E_1^{*,*}(E_t))$ denotes the cohomology of the chain complex

$$E_1^{*,*}(E_t) = \{0 \rightarrow H^*(G_{24},E_t) \xrightarrow{d_1} H^*(C_6,E_t) \xrightarrow{d_1} H^*(C_6,E_t) \xrightarrow{d_1} H^*(G_{24},E_t) \rightarrow 0\}.$$

In the range of focus, there will be no higher differentials and we will see that $E_2^{*,*}(E_t) \cong E_{\infty}^{*,*}(E_t)$.

4.1. The strategy. We will bootstrap from the computation of the ADSS for $E_*/2$ to that for $E_*$. For each $t$, we have an exact sequence of $S_3^1$-modules,

$$0 \rightarrow E_t \xrightarrow{2} E_t \rightarrow E_t/2 \rightarrow 0,$$

which gives long exact sequences

$$\cdots \rightarrow E_t^{p,q}(E_t) \xrightarrow{2} E_t^{p,q}(E_t) \xrightarrow{L} E_t^{p,q}(E_t/2) \xrightarrow{d_1} E_t^{p,q+1}(E_t) \xrightarrow{2} \cdots$$

for each $0 \leq p \leq 3$. If we denote

$$F_t^{p,q}(E_t) := E_t^{p,q}(E_t)/2,$$

let $\ker_2(M)$ denote the kernel of the multiplication by 2 map, and $\im_2(M)$ denote its image; then we have a commutative diagram as in Figure 7, where the columns are extracted from (4.1) and the horizontal maps are induced by the $d_1$-differentials in the ADSS.

So, what do we know and what remains to be computed? Let us summarize the knowns, so far.

- Each group in this diagram is well-known as it is either a subgroup or subquotient of the cohomology groups

  $$H^q(G_{24},E_t), \text{ or } H^q(C_6,E_t);$$

- In particular, when $q > 0$, Lemma 2.3 gives that the higher $C_6$-cohomology of $E_t$ is all 2-torsion, implying that $\im_2(E_1^{1,q}(E_t)) = 0 = \im_2(E_2^{2,q}(E_t));$

- Every vertical map in this diagram is understood from results in Section 2;

- The cohomology of the fourth row, $H^*(E_1^{*,*}(E_t/2))$ for any $t$ is computed in [Bea17], and discussed in detail in Section 3 for $0 \leq t < 12$.

Furthermore, as we will see, in many cases, the groups $E_1^{p,q}(E_t)$ are zero based on the parity of $q + t/2$, and that these groups when non-trivial are often 2-torsion (i.e., $2E_1^{p,q}(E_t) = 0$), which simplifies this diagram even further. For these reasons, the comparison of $E_t^{1,q}(E_t)$ and $E_t^{1,q}(E_t/2)$ is for the most part straightforward. The crucial missing piece for doing this analysis for all $t$ would be a computation of the differential $d_1: E_1^{0,0}(E_t) \rightarrow E_1^{*,1,0}(E_t)$ (i.e., for $q = 0$). When $q = 0$, we have torsion free classes and so the comparison with $E_1^{*,0}(E_t/2)$ is trickier.
4.2. Some general cases. We begin with some general remarks that simplify the diagram of Figure 7 in various cases before restricting the range of $t$. We note that $E_t = 0$ if $t$ is odd, so henceforth, we always assume that $t$ is even. Then there are two over-arching cases, when $q + t/2$ is odd and when $q + t/2$ is even. This division is coming from the fact that the restriction of $E_i$ to $(\pm 1) \subseteq G_{24}$ is the sign representation when $t/2$ is odd and the trivial representation when $t/2$ is even.

4.2.1. The case $q + t/2$ odd. The computation of the $E_2$-term of the ADSS for $E_t$ when $q + t/2$ is odd is straightforward.

**Lemma 4.2.** If $q + t/2$ is odd, there are isomorphisms

$$E^{p,q}_1(E_t) \cong E^{p,q}_2(E_t).$$

**Proof.** When $q + t/2$ is odd, by Lemma 2.3 (depicted in Figure 1) we have that

$$E^{2,q}_1(E_t) = E^{1,q}_1(E_t) = H^q(G_0, E_t) = 0,$$

hence all the differentials $d_i : E^{p,q}_1(E_t) \to E^{p+1,q}_1(E_t)$ are zero in this case. 

4.2.2. Generalities for $q + t/2$ even, $q > 0$. Our next goal is to analyze the situation when $q > 0$, $q + t/2$ even. This assumption implies that the diagram in Figure 7 simplifies to the diagram of Figure 8. Indeed, by Lemma 2.3, we know that $H^{q+1}(C_0, E_t)$ is zero, so the corresponding $ker_2$ terms vanish as well.

In degrees $q > 0$, the cohomology of $G_{24}$ with coefficients in $E_t$ has two periodicities. The first is a periodicity in the topological degree $t$, which comes from multiplication by the modular form $\Delta \in H^0(G_{24}, E_{24})$. The second is in the cohomological degree $q$, coming from multiplication by the element $k \in H^4(G_{24}, E_0)$. Therefore, the cases we consider depend on $(q, t)$ modulo (4, 24).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7}
\caption{A commutative diagram of $E_1$-terms for the ADSS where $q \geq 0$ and $t \in \mathbb{Z}$. The first three rows and the last three rows each form short exact sequences of chain complexes. Hence, we get two long exact sequences on the cohomology of these chain complexes.}
\end{figure}
\[ \text{im}_2(E_1^{0,q}(E_t)) \cong 0 \cong \text{im}_2(E_2^{3,q}(E_t)) \]

\[ E_1^{0,q}(E_t) \cong E_1^{1,q}(E_t) \cong E_2^{2,q}(E_t) \cong E_3^{3,q}(E_t) \]

\[ F_1^{0,q}(E_t) \cong F_1^{1,q}(E_t) \cong F_2^{2,q}(E_t) \cong F_3^{3,q}(E_t) \]

\[ E_1^{0,q}(E_t/2) \cong E_1^{1,q}(E_t/2) \cong E_2^{2,q}(E_t/2) \cong E_3^{3,q}(E_t/2) \]

\[ \text{ker}_2(E_1^{0,q+1}(E_t)) \cong 0 \cong \text{ker}_2(E_1^{3,q+1}(E_t)) \]

\[ \text{ker}_2(E_1^{0,q+1}(E_t)) \cong 0 \cong \text{ker}_2(E_1^{3,q+1}(E_t)) \]

**Figure 8.** The ADSS in the case \( q > 0 \) and \( q + t/2 \) even.

**Figure 9.** Cases for the analysis of the passage from \( E_1 \) to \( E_2 \). In the yellow cases, the top and bottom row of Figure 8 are zero. In the red cases, the top row is zero, and in the blue case, the bottom row is zero.

In **Figure 9**, we highlight the three different cases (for \( q > 0 \)), and we discuss each of them separately in the next three subsections.

4.2.3. **The cases** \( q > 0 \), \( q + t/2 \) **even** and \( (q,t) \neq (0,0), (0,4), (1,10), (2,12) \) **or** \( (2,20) \) **modulo** \( (4,24) \). These are the cases highlighted in yellow in Figure 9.

In these cases, when \( p = 0, 3 \),

- \( \text{im}_2(E_1^{p,q}(E_t)) = 0 \), and
- \( \text{ker}_2(E_1^{p,q+1}(E_t)) \cong E_1^{p,q+1}(E_t) = 0 \).

So the diagram of Figure 8 simplifies to give isomorphisms of **chain complexes**

\[ E_1^{\bullet,q}(E_t) \cong F_1^{\bullet,q}(E_t) \cong E_1^{\bullet,q}(E_t/2) \]

hence the cohomology groups of these chain complexes are also isomorphic and we finished the proof of the following lemma.
Lemma 4.3. If \( q > 0, q + t/2 \) even and \((q, t) \neq (0, 0), (0, 4), (1, 10), (2, 12), (2, 20)\) modulo \((4, 24)\), then
\[
E_2^{p,q}(E_t) \cong E_2^{p,q}(E_t/2).
\]

4.2.4. The cases \( q > 0, q + t/2 \) even and \((q, t) \equiv (0, 4), (1, 10), (2, 12), (2, 20)\) modulo \((4, 24)\). These are the cases highlighted in red in Figure 9. In these cases, \( \text{im}_2(E_1^{0,q}(E_t)) = \text{im}_2(E_1^{3,q}(E_t)) = 0 \) so the first row of the diagram of Figure 8 is zero. Therefore, the map between the second and third rows is an isomorphism, so composing from the second to fourth row, the diagram simplifies to:

\[
\begin{array}{cccc}
E_0^{0,q}(E_t) & \rightarrow & E_1^{0,q}(E_t) & \rightarrow & E_2^{0,q}(E_t) & \rightarrow & E_3^{0,q}(E_t) \\
\vdots & & \cong & & \cong & & \cong \\
E_0^{0,q}(E_t/2) & \rightarrow & E_1^{0,q}(E_t/2) & \rightarrow & E_2^{0,q}(E_t/2) & \rightarrow & E_3^{0,q}(E_t/2) \\
\end{array}
\]

This diagram is a short exact sequence of chain complexes: each row is a chain complex and the columns are exact sequences by construction of Figure 7. This short exact sequence induces a long exact sequence on cohomology of these chain complexes. Because of the zeros in the second and third columns, this long exact sequence breaks up into the exact sequence
\[
0 \rightarrow E_2^{0,q}(E_t) \rightarrow E_2^{0,q}(E_t/2) \rightarrow \text{ker}_2(E_1^{0,q+1}(E_t)) \rightarrow E_2^{1,q}(E_t) \rightarrow E_2^{1,q}(E_t/2) \rightarrow 0,
\]
the isomorphism
\[
E_2^{2,q}(E_t) \cong E_2^{2,q}(E_t/2),
\]
and the short exact sequence
\[
0 \rightarrow E_3^{3,q}(E_t) \rightarrow E_3^{3,q}(E_t/2) \rightarrow \text{ker}_2(E_1^{3,q+1}(E_t)) \rightarrow 0.
\]

To analyze these exact sequences, we first restrict attention to the case of \((q, t)\) congruent to \((1, 10), (2, 12), (2, 20)\), as we have easier and more uniform behavior in this case.

Lemma 4.6. If \( q > 0, q + t/2 \) even and \((q, t) \equiv (1, 10), (2, 12), (2, 20)\) modulo \((4, 24)\), then there are isomorphisms
\[
E_2^{p,q}(E_t) \cong E_2^{p,q}(E_t/2), \quad p = 1, 2
\]
and short exact sequences
\[
0 \rightarrow E_2^{p,q}(E_t) \rightarrow E_2^{p,q}(E_t/2) \rightarrow \text{ker}_2(E_1^{p,q+1}(E_t)) \rightarrow 0, \quad p = 0, 3.
\]

Proof. We will show the map \( \partial : E_2^{0,q}(E_t/2) \rightarrow \text{ker}_2(E_1^{0,q+1}(E_t)) \) in (4.5) is surjective. Then the claims all follow from the previous discussion. The map \( \partial \) is induced by the map on \( E_1 \)-pages
\[
\partial : E_1^{0,q}(E_t/2) \rightarrow \text{ker}_2(E_1^{0,q+1}(E_t))
\]
coming from the long exact sequence on $E_1^{p,*}(-)$ induced by the short exact sequence $E_t \xrightarrow{2} E_t \rightarrow E_t/2$, as defined in (4.1). In all the cases we are considering here, we have

$$\ker_2(E_1^{0,q+1}(E_t)) \cong E_1^{0,q+1}(E_t) \cong H^{q+1}(G_{24}, E_t),$$

and we know these groups explicitly. Namely, there are suitable integers $n,m$ such that

if $(q,t) \equiv (1,10)$, \( E_4\{\epsilon k^n \Delta^m \} \cong E_1^{0,2+4n}(E_{10+24m}) \cong H^{2+4n}(G_{24}, E_{10+24m}); \)

if $(q,t) \equiv (2,12)$, \( E_4\{\nu^3 k^n \Delta^m \} \cong E_1^{0,3+4n}(E_{12+24m}) \cong H^{3+4n}(G_{24}, E_{12+24m}); \)

if $(q,t) \equiv (2,20)$, \( E_4\{\nu^m k^n \Delta^m \} \cong E_1^{0,3+4n}(E_{20+12m}) \cong H^{3+4n}(G_{24}, E_{20+24m}). \)

Before passing to cohomology, the map $\partial$ of (4.7) is surjective since from Remark 2.14, we have

$$\partial(\nu v \Delta^m) = \epsilon k^n \Delta^m, \quad \partial(q\nu v \Delta^m) = \nu^3 k^n \Delta^m, \quad \partial(q\nu k \Delta^m) = \nu^k k^n \Delta^m.$$

Now from [Bea17, Theorem 1.2.2], we see that $v_1 x k^n \Delta^m$, $q v_1 x k^n \Delta^m$, and $\nu \nu k \Delta^m$ survive to $E_2^{0,q}(E_{t}/2)$ and so $\partial$ in (4.5) is indeed surjective at the $E_2$-page, which proves the claims. \( \square \)

In the next result, we discuss the case $(q,t) = (0,4) \mod (4,24)$.

**Lemma 4.8.** Suppose $q > 0$, $q + t/2$ even and $(q,t) \equiv (0,4) \mod (4,24)$. Then there are isomorphisms

$$E_2^{2,q}(E_t) \cong E_2^{2,q}(E_t/2)$$

and short exact sequences

$$0 \rightarrow E_2^{3,q}(E_t) \rightarrow E_2^{3,q}(E_t/2) \rightarrow \ker_2(E_1^{3,q+1}(E_t)) \rightarrow 0.$$

When $t = 4$, there are short exact sequences

$$0 \rightarrow E_2^{0,q}(E_4) \rightarrow E_2^{0,q}(E_4/2) \rightarrow \ker_2(E_1^{0,q+1}(E_4)) \rightarrow 0$$

and isomorphisms

$$E_2^{1,q}(E_4) \cong E_2^{1,q}(E_4/2).$$

When $t \neq 4$, there are isomorphisms

$$E_2^{0,q}(E_t) \cong E_2^{0,q}(E_t/2)$$

and short exact sequences

$$0 \rightarrow \ker_2(E_1^{0,q+1}(E_t)) \rightarrow E_2^{1,q}(E_t) \rightarrow E_2^{1,q}(E_t/2) \rightarrow 0.$$

**Proof.** Let $m,n$ be integers such that $q = 4n > 0$ and $t = 4 + 24m$. We have from Theorem 2.12 and Theorem 2.16

$$E_1^{0,q}(E_{t}/2) \cong H^{4n}(G_{24}, E_{4+24m}/2) \cong F_4[j][v_1^2 k^n \Delta^m],$$

$$E_1^{0,q}(E_t) \cong H^{4n}(G_{24}, E_{4+24m}) \cong F_4[j][c_2^2 c_0^k \Delta^{m-1}].$$
The diagram (4.4) then becomes

\[
\begin{array}{cccccc}
F_4[j] \{ c_2^k k^m \Delta^{m-1} \} & \xrightarrow{d_1} & E_1^{1,4n}(E_{4+24m}) & \xrightarrow{d_1} & E_1^{2,4n}(E_{4+24m}) & \xrightarrow{d_1} & F_4[j] \{ c_2^k k^m \Delta^{m-1} \} \\
\uparrow{r} \updownarrow{\cong} \downarrow{\cong} \downarrow{r} & & \uparrow{\cong} \downarrow{\cong} \downarrow{\cong} & & \uparrow{\cong} & & \downarrow{\cong} \\
F_4[j] \{ v_2^k k^m \Delta^{m} \} & \xrightarrow{d_1} & E_1^{1,4n}(E_{4+24m}/2) & \xrightarrow{d_1} & E_1^{2,4n}(E_{4+24m}/2) & \xrightarrow{d_1} & F_4[j] \{ v_2^k k^m \Delta^{m} \} \\
\downarrow{\partial} & & \downarrow{0} & & \downarrow{0} & & \downarrow{\partial} \\
F_4(2\nu k^m \Delta^{m}) & \rightarrow & 0 & \rightarrow & 0 & \rightarrow & F_4(2\nu k^m \Delta^{m}),
\end{array}
\]

where we have \( r(c_2^k c_0 \Delta^{-1}) = j v_1^2 \) and \( \partial(v_2^k k^m \Delta^{m}) = 2\nu k^m \Delta^{m} \). Therefore, if \( d_1(v_2^k k^m \Delta^{m}) \) is zero, then the map \( \partial : E_2^{0,q} \rightarrow \ker_2(E_1^{0,q+1}(E_t)) \) in (4.5) is surjective, while if \( d_1(v_2^k k^m \Delta^{m}) \neq 0 \), then \( \partial \) is zero and \( \delta : \ker_2(E_2^{0,q+1}(E_t)) \rightarrow E_2^{1,q}(E_t) \) is injective. From [Bea17, Theorem 1.2.1], the first case occurs when \( m = 0 \), and the latter when \( m \neq 0 \). Corresponding to these cases, (4.5) breaks up into the claimed exact sequences and isomorphisms.

4.2.5. The case \( q > 0 \), \( q + t/2 \) even and \( (q,t) \equiv (0,0) \) modulo (4.24). This case is highlighted in blue in Figure 9; it is more subtle so we do not do a complete explicit analysis, but we collect some general remarks. For one, in this case, the last row of the diagram Figure 8 is zero, so we get short exact sequences

\[ 0 \rightarrow \text{im}_2(E_1^{0,q}(E_t)) \rightarrow E_2^{0,q}(E_t) \rightarrow E_2^{0,q}(E_t/2) \rightarrow 0, \]

isomorphisms

\[ E_2^{1,q}(E_t) \cong E_2^{1,q}(E_t/2) \]

and a long exact sequence

\[ 0 \rightarrow E_2^{2,q}(E_t) \rightarrow E_2^{2,q}(E_t/2) \rightarrow \text{im}_2(E_1^{2,q}(E_t)) \rightarrow E_2^{3,q}(E_t) \rightarrow E_2^{3,q}(E_t/2) \rightarrow 0. \]

4.2.6. The case \( q = 0 \) and \( t/2 \) even. This is the final and most subtle case. To analyze this case, one considers the diagram (cf. Figure 7)

\[
\begin{array}{cccccc}
E_1^{0,0}(E_t) & \xrightarrow{\times 2} & E_1^{1,0}(E_t) & \xrightarrow{\times 2} & E_1^{2,0}(E_t) & \xrightarrow{\times 2} & E_1^{3,0}(E_t) \\
\downarrow{\cong} \downarrow{\cong} \downarrow{\cong} \downarrow{\cong} \downarrow{\cong} \downarrow{\cong} \downarrow{\cong} \\
E_1^{0,0}(E_t/2) & \xrightarrow{\times 2} & E_1^{1,0}(E_t/2) & \xrightarrow{\times 2} & E_1^{2,0}(E_t/2) & \xrightarrow{\times 2} & E_1^{3,0}(E_t/2)
\end{array}
\]

whose columns are short exact. However, this is a rather subtle analysis which requires information about the \( d_1 \)-differentials, which we provide in Theorem 4.11 below, though only in cases relevant to our range.

4.3. Technical results about the \( d_1 \)-differential. In this section, we prove some technical facts about the \( d_1 \)-differential. Understanding this section will require diving deeper into [Bea17, BGH22] than some readers might want to, but these facts can also be taken for granted without impairing readability.
Notation 4.10 (c.f. Remark 3.5). We let $\Delta_0, b_0, \overline{b}_0, \overline{\Delta}_0$ be the units in $E_1^{p,0}(E_0)$ for $p = 0, 1, 2, 3$, respectively. From the discussion around Definition 5.2.3 of [Bea17], $d_1(c_4\Delta_0)$ is zero mod 16 and there is an element which we name

$$v_1 b_1 := d_1(c_4\Delta_0)/16 \in E_1^{1,0}(E_8).$$

Note that $v_1 b_1$ is not a product despite the name. This element is called $b_{1,0,0}$ in [Bea19, Remark 4.7] and there it is shown to detect $\alpha_{4/4}$.

We let $\overline{v}_1 \overline{b}_1 \in E_1^{2,0}(E_8)$ be any class which reduces to the same named class in $E_1^{2,0}(E_8/2)$ and has the property that $\overline{v}_1 \overline{b}_1 \equiv v_1 v_2 \mod (4, 2u_1^2, u_1^4)$. Note that by Lemma 5.3.2 of [Bea17], the class $\overline{b}_1 \in E_1^{2,0}(E_8/2)$ is congruent to $v_2$ modulo $u_1^4$, so such a choice is possible.

Theorem 4.11. For $d_1 : E_1^{p,0}(E_+ \to E_1^{p+1,0}(E_+)$ differential of the ADSS, we have:

(4.12) $d_1(b_0) = 2\overline{b}_0 \mod 8$

(4.13) $d_1(v_1^2 b_0) = 2v_1^2 \overline{b}_0 \mod 4$

(4.14) $d_1(c_4 \Delta_0) = 16v_1 b_1 \mod 32$

(4.15) $d_1(u_1^4 b_0) = 2u_1^4 \overline{b}_0 \mod 8$

(4.16) $d_1(v_1 \overline{b}_1) = 2c_4 \overline{\Delta}_0 \mod (4, j)$

Proof. The differential (4.12) follows from [BGH22, Theorem 2.5.1], see also Figure 4 of [BGH22]. The element $v_1$ is fixed modulo 2 (by all of $G_2$), and so $v_1^2 \in E_4$ is fixed modulo 4. So the $d_1$-differentials are $v_1^2$-linear modulo 4. In particular, for $d_1 : E_1^{1,0}(E_4) \to E_1^{2,0}(E_4)$, we have

$$d_1(v_1^2 b_0) \equiv v_1^2 d_1(b_0) \mod 4.$$

This implies the differential (4.13). The differential (4.14) follows from our definition of $b_1$, but the essential content for it is proved in [BGH22, Proof of Prop. 8.2.9]. The differential (4.15) uses the $v_1^4$-linearity of $d_1$ modulo 8.

The differentials (4.16) requires more work. For the rest of the proof, we use the notation of Definition 1.2, and let $i, j, k$ be the usual elements of $Q_8$.

To prove (4.16), we note that from [Bea17, Thm. 1.1.1] (and the fact that the elements $\pi$ and $\alpha$ commute),

$$d_1 : E_1^{2,0}(E_+) \to E_1^{3,0}(E_+) \cong H^*(G_{24}, E_+)$$

is given by the action of the element

(4.17) $\pi(1 + i + j + k)\pi^{-1}(1 - \alpha^{-1}) \in \mathbb{Z}_2[[S_2]]$.

In particular, in this proof, we remember that we have been implicitly using the isomorphism

$$H^*(G_{24}, E_+) \cong H^*(G_{24}, E_+)$$

induced by conjugation by $\pi^{-1}$ in our presentation. We do not apply this isomorphism here when computing the map (4.17).

We will use the formulas of [Bea17, Sec. 6.2]. First, recall that any element of $\gamma \in S_2$ can be written as

$$\sum_{i \geq 0} a_i T^i$$
for elements $a_i \in \mathbb{W}$ such that $a_i^4 - a_i = 0$, and $a_0 \neq 0$, and that
$$F_{2/2}S_2 = \{ x \in S_2 \mid x \equiv 1 \mod T^2 \}.$$ We first compute the action of $\pi^{-1}(1 - \alpha^{-1})$ on $v_1 v_2$. Both $\pi^{-1}$ and $\alpha^{-1}$ are in $F_{2/2}S_2$.

From Theorem 6.2.2 of [Bea17], we have that
$$\gamma_* u_1 = t_0(\gamma) u_1 + 2t_0(\gamma)^{-1} t_1(\gamma) \mod 4$$
$$\gamma_* u = t_0(\gamma) u.$$ (Note that in Theorem 6.2.2, the second formula is stated modulo 2, but this formula holds integrally, see the discussion around (2.3.1) of that reference.) From Propositions 6.3.10 and 6.3.9 of [Bea17], for $\gamma$ such that $a_0 = 1$ and $a_1 = a_3 = 0$, we have
$$t_1 = t_1(\gamma) = a_2^2 u_1 \mod (2, u_1^6)$$
$$t_0 = t_0(\gamma) = 1 + 2a_2 + (a_2 + a_2^3) u_1^3 \mod (4, 2u_1^2, u_1^6).$$ Using that $v_1 = u_1 u^{-1}$ and $v_2 = u^{-3}$, we compute:
$$\gamma_*(v_1 v_2) = (t_0 u_1 + 2t_0^{-1} t_1) t_0^{-4} u^{-4} \mod 4$$
$$= t_0^{-3} u_1 u^{-4} + 2t_0^{-5} t_1 u^{-4} \mod 4$$
$$= (1 + 2a_2 + (a_2 + a_2^3) u_1^3) u_1 u^{-4} + 2a_2^2 u_1 u^{-4} \mod (4, 2u_1^3, u_1^6)$$
$$= v_1 v_2 + 2(a_2 + a_2^3) v_1 v_2 + (a_2 + a_2^3) v_1^4 \mod (4, 2u_1^3, u_1^6).$$ The elements $\alpha^{-1}$ and $\pi^{-1}$ satisfy the conditions placed on $\gamma$ above with $a_2 = \omega$. Therefore, we have
$$\pi^{-1}(1 - \alpha^{-1})_*(v_1 v_2) \equiv 2v_1 v_2 + v_1^4 \mod (4, 2u_1^3, u_1^6),$$ where we’ve used the fact $v_1^4$ is fixed modulo 8, and hence modulo 4. It was computed that $\pi(1 + i + j + k)_*(v_1 v_2) \equiv v_1^4 \mod 2$ in the proof of [BGH22, Prop. 8.2.10]. We also have
$$\pi(1 + i + j + k)_* v_1^4 \equiv 0 \mod 4.$$ Therefore,
$$\pi(1 + i + j + k) \pi^{-1}(1 - \alpha^{-1})_*(v_1 v_2) \equiv 2v_1^4 \mod (4, 2u_1^3, u_1^6).$$ Since $v_1 \overline{b}_1 \equiv v_1 v_2 \mod (4, 2u_1^3, u_1^6)$, the same formula holds for $v_1 \overline{b}_1$. Finally, since $E_1^{3,0}(E_8) \cong \mathbb{W}[j]\{c_4 | \Sigma_0\}$ with $j \equiv v_1^{12} \mod 2$ and $c_4 \equiv v_1^4 \mod 2$, the congruence implies $d_1(v_1 \overline{b}_1) \equiv 2c_4 \Sigma_0 \mod (4, j)$. \hfill \Box

4.4. Specific results in the range $0 \leq t < 12$. We next state the results we need in our range. These results only require additional arguments when $q = 0$ and $t/2$ is even, as the analysis above and the computation of [Bea17, Thm. 1.2.2] give the stated claims otherwise.

**Lemma 4.18 (t = 0).** There are isomorphisms
$$E_2^{p, *}(E_0) \cong \begin{cases} \mathbb{W}[k]/(8k)\{\Delta_0\} & p = 0 \\ F_4[g]\{gb_0\} & p = 1 \\ F_4[g]\{b_0\} & p = 2 \\ \mathbb{W}[k]/(8k)\{\Sigma_0\} & p = 3 \end{cases}$$
where \( k \in E_2^{p,q} (E_0) \) for \( p = 0, 3 \) and \( g \in E_2^{p,2} (E_0) \) for \( p = 1, 2 \).

**Remark 4.19.** Here and below, the class \( g \in H^2 (C_6, E_0) \) is the one introduced in (2.4); by Lemma 2.7, it reduces to \( h^2 \) mod 2.

**Proof.** When \( q \) is odd, Lemma 4.2 gives the claim – everything is zero in those bidegrees. When \( q \equiv 2 \) mod 4, then Lemma 4.3 and Theorem 3.6 apply to give that in these bidegrees we have \( F_4 \{ g^{(q-2)/2} g b_0 \} \) and \( F_4 \{ g^{q/2} b_0 \} \) for \( p = 1, 2 \) respectively, and zeros when \( p = 0 \) or 3. When \( q \equiv 0 \) mod 4 and positive, then Section 4.2.5 applies (but there are some non-trivial extensions to be solved), and for \( q = 0 \) we have Section 4.2.6. We refer the reader to [BGH22, Lemma 6.1.5] for these remaining details. \( \square \)

**Lemma 4.20** (\( t = 2 \)). There are isomorphisms

\[
E_2^{p,*} (E_2) \cong \begin{cases} 
F_4 [k] \{ \eta \Delta_0 \} & p = 0 \\
F_4 [g] \{ \eta b_0 \} & p = 1 \\
F_4 [g] \{ \eta \bar{b}_0 \} & p = 2 \\
F_4 [k] \{ \eta \bar{\Delta}_0 \} & p = 3 
\end{cases}
\]

**Proof.** In this case, when \( q \) is even, then Lemma 4.2 gives that \( E_2^{p,q} (E_2) \cong E_2^{p,q} (E_2) \), and we find these groups are zero from Theorem 2.12 and Lemma 2.3. When \( q \) is odd, we are in the situation of Lemma 4.3, so we read off the answer from Lemma 4.21.

**Lemma 4.21** (\( t = 4 \)). There are isomorphisms

\[
E_2^{p,*} (E_4) \cong \begin{cases} 
\mathbb{W}/4[k] \{ \nu \Delta_0 \} \oplus F_4 [k] \{ \eta^2 \Delta_0 \} & p = 0 \\
F_4 [g] \{ g v_1^2 b_0 \} & p = 1 \\
F_4 [g] \{ v_1^2 \bar{b}_0 \} & p = 2 \\
\mathbb{W}/4[k] \{ \nu \bar{\Delta}_0 \} \oplus F_4 [k] \{ \eta^2 \bar{\Delta}_0 \} & p = 3 
\end{cases}
\]

**Proof.** Again, we use Lemma 4.2 for the case \( q \) odd, Lemma 4.3 when \( q \equiv 2 \) mod 4, and Lemma 4.8 when \( q > 0 \) and divisible by 4. The only case that remains is when \( q = 0 \). We consider the diagram (cf. Figure 7)
where the middle row is $\mathbb{F}_2^1(\mathbb{E}_4) := E_1^1(\mathbb{E}_4)/2$. Noting that there is no 2-torsion on the $E_1$-page in degrees $q = 0$, the first three and last three rows again form an exact sequence of chain complexes.

From Theorem 3.6, we have

$$E^p_2(\mathbb{E}_4/2) \cong \begin{cases} \mathbb{F}_4\{v_2^2\Delta_0\} & p = 0 \\ \mathbb{F}_4\{v_2^2\theta_0\} & p = 1 \\ \mathbb{F}_4\{v_2^2\tilde{b}_0\} & p = 2 \\ \mathbb{F}_4\{v_2^2\overline{x}_0\} & p = 3 \end{cases},$$

which implies (using the exact sequence of chain complexes formed by the last three rows) that

$$F^p_2(\mathbb{E}_4) \cong \begin{cases} 0 & p = 0, 3 \\ \mathbb{F}_4\{v_2^2\theta_0\} & p = 1 \\ \mathbb{F}_4\{v_2^2\tilde{b}_0\} & p = 2 \end{cases}.$$ 

From this and the exact sequence of chain complexes formed by the first three rows, we have that

$$E^p_2(\mathbb{E}_4) \cong E_2^p(\mathbb{E}_4) \rightarrow F^p_2(\mathbb{E}_4) = 0 \quad p = 0, 3.$$ 

So the multiplication by 2 map on $E^p_2(\mathbb{E}_4)$ is surjective for $p = 0, 3$. But $E^p_2(\mathbb{E}_4)$ is 2-complete, so this implies that $E^p_2(\mathbb{E}_4) = 0$ when $p = 0, 3$ as claimed.

The remaining terms assemble in a long exact sequence

$$0 \rightarrow E_2^{1,0}(\mathbb{E}_4) \rightarrow E_2^{2,0}(\mathbb{E}_4) \rightarrow E_2^{2,0}(\mathbb{E}_4) \rightarrow 0.$$ 

As stated in Theorem 4.11, $d_1(v_2^2b_0) = 2v_2^2\tilde{b}_0$ mod 4 in the ADSS for $\mathbb{E}_4$; here, the class $v_2^2b_0 \in E_1^{1,0}(\mathbb{E}_4)$ maps to the homonymous class in $F_1^{1,0}(\mathbb{E}_4)$ which is a $d_1$ cycle. Chasing the diagram, this implies that $\delta(v_2^2b_0) \equiv v_2^2\tilde{b}_0$ mod 2 under the connecting homomorphism $\delta: E_2^{1,0}(\mathbb{E}_4) \rightarrow E_2^{2,0}(\mathbb{E}_4)$. Since $v_2^2\tilde{b}_0 \neq 0$ in $E_2^{2,0}(\mathbb{E}_4)/2 \cong F_2^{2,0}(\mathbb{E}_4)$, $\delta$ is injective (as it is non-zero and $\delta$ is $W$-linear). In particular, $E_2^{1,0}(\mathbb{E}_4) \cong E_2^{2,0}(\mathbb{E}_4)$ is an isomorphism, making the 2-complete group $E_2^{1,0}(\mathbb{E}_4)$ trivial.

We are left with the exact sequence

$$0 \rightarrow \mathbb{F}_4\{v_2^2b_0\} \rightarrow E_2^{2,0}(\mathbb{E}_4) \rightarrow \mathbb{F}_4\{v_2^2\tilde{b}_0\} \rightarrow 0,$$

in which we know that $\delta(v_2^2b_0) \equiv v_2^2\tilde{b}_0$ mod 2, so we get an isomorphism

$$E_2^{2,0}(\mathbb{E}_4)/\text{Im}(\delta) \cong \mathbb{F}_4\{v_2^2b_0\}.$$ 

As before, this implies that $E_2^{2,0}(\mathbb{E}_4)/\text{Im}(\delta) = 0$, thus $\delta$ induces an isomorphism $E_2^{2,0}(\mathbb{E}_4) \cong \mathbb{F}_4\{v_2^2b_0\}$. \hfill \Box

The proof of the next result is completely analogous to that of Lemma 4.20.

**Lemma 4.22** ($t = 6$). There are isomorphisms

$$E^{p,q}_2(\mathbb{E}_6) \cong \begin{cases} \mathbb{F}_4[k]\{\mu\Delta_0, \eta^3\Delta_0\} & p = 0 \\ \mathbb{F}_4[g]\{v_2^2\eta b_0, h b_1\} & p = 1 \\ \mathbb{F}_4[g]\{v_2^2\eta b_0, h\overline{b}_1\} & p = 2 \\ \mathbb{F}_4[k]\{\mu\Delta_0, \eta^3\Delta_0\} & p = 3 \end{cases}.$$
where \( h\delta_1 \) and \( h\bar{\delta}_1 \) are the unique classes in \( E^{1,1}_2(\mathcal{E}_6) \) and \( E^{2,1}_2(\mathcal{E}_6) \), respectively, which reduce to the same named classes in \( E^{1,1}_2(\mathcal{E}_6/2) \) and \( E^{2,1}_2(\mathcal{E}_6/2) \).

**Remark 4.23.** The classes \( h\delta_1 \) and \( h\bar{\delta}_1 \) are detected modulo \( j_0 \) by \( \omega_3 \) in \( E^{1,1}_1(\mathcal{E}_6) \), respectively in \( E^{2,1}_1(\mathcal{E}_6) \).

For the next statement, recall that \( v_1 b_1 \) was already defined in Notation 4.10.

**Lemma 4.24 (\( t = 8 \)).** There are isomorphisms

\[
E^{p,*}_2(\mathcal{E}_8) \cong \begin{cases} 
\mathbb{F}_4[k]\{\nu^2\Delta_0, \eta\mu\Delta_0, kc_4\Delta_0\} & p = 0 \\
\mathbb{W}/16\{v_1 b_1\} \oplus \mathbb{F}_4[g]\{\eta^2 v_1^2 b_0, \eta hb_1\} & p = 1 \\
\mathbb{F}_4[g]\{v_1^2\nu_0, \eta h\bar{b}_1\} & p = 2 \\
\mathbb{F}_4[k]\{c_4\Delta_0, \nu^2\Delta_0, \eta^2\mu\Delta_0\} & p = 3 
\end{cases}
\]

where \( kc_4\Delta_0 = \eta^4\Delta_0 \) and also \( g v_1 b_1 = \eta hb_1 \). Furthermore, the class \( \sigma \) is detected by \( v_1 b_1 \) modulo 2.

**Proof.** As before, Lemma 4.2 gives us zeros for all \( p \) when \( q \) is odd. When \( q \) is even and positive, Lemma 4.3 and Theorem 3.6 give the claim, using Lemma 2.7 of chain complexes. The claims follow from an analysis analogous to that of Lemma 4.21 of the associated long exact sequence on \( E_2 \)-terms, using the information provided in Theorem 4.11.

**Lemma 4.25 (\( t = 10 \)).** There are isomorphisms

\[
E^{p,*}_2(\mathcal{E}_{10}) \cong \begin{cases} 
\mathbb{F}_4[k]\{\eta c_4\Delta_0, \epsilon\Delta_0, \eta^2\mu\Delta_0\} & p = 0 \\
\mathbb{F}_4[g]\{v_1^2\nu b_0, v_1^2 h b_1\} & p = 1 \\
\mathbb{F}_4[g]\{v_1^2\nu b_0, v_1^2 h\bar{b}_1\} & p = 2 \\
\mathbb{F}_4[k]\{c_4\Delta_0, \epsilon\Delta_0, \eta^2\mu\Delta_0\} & p = 3 
\end{cases}
\]

with relation \( k\eta c_4\Delta_0 = \eta^5\Delta_0 \).

**Proof.** When \( q \) is even, we are in the situation of Lemma 4.2, which gives that \( E^{2,2}_2(\mathcal{E}_{10}) \cong \mathbb{F}_4[k]\{\epsilon\Delta_0\} \), similarly \( E^{2,2}_2(\mathcal{E}_{10}) \cong \mathbb{F}_4[k]\{\nu\Delta_0\} \), and \( E^{2,2}_2(\mathcal{E}_{10}) = 0 \) for \( p = 1, 2 \). When \( q \equiv 1 \mod 4 \), we are in the situation of Lemma 4.6, which gives \( E^{2,q}_2(\mathcal{E}_{10}) \cong E^{2,q}_2(\mathcal{E}_{10}/2) \) when \( p = 1, 2 \), so by Theorem 3.6, we get the claimed terms in these bidegrees. We use that \( \partial(k^n v_1 x) = k^n \epsilon \) in the case \( p = 0, 3 \) and \( q \equiv 1 \mod 4 \). When \( q \equiv 3 \mod 4 \), we use Lemma 4.3 to read off the answer from Theorem 3.6, using Lemma 2.17 to get the claimed integral representatives.

This concludes the computation of the \( E_2 \)-page of the ADSS for \( \mathcal{E}_t \) in the range \( 0 \leq t < 12 \).
4.5. **Higher differentials and additive extensions.** It turns out that the rest of the spectral sequence is very simple to analyze in this range: There is very little room for higher differentials, and when there is a possibility, simple arguments show that no differentials occur. A similar story holds for the extensions, with one exception as we will see.

**Lemma 4.26.** In the range \(0 \leq t < 12\), the algebraic duality spectral sequence \(E_{p,q}^{\ast}(E_t)\) collapses at the \(E_2\)-page, i.e., there are no higher differentials.

**Proof.** A straightforward inspection using degree arguments and the structure of the spectral sequence as a module over \(H^\ast(S^1_2, E_t)\) shows that there are no higher differentials in this range. For example, all classes in filtration \(p = 0\) in this range are multiples of \(k\) with elements in the image of the map from the ANSS (see Section 5.2 below). Hence these are permanent cycles. Using linearity of the \(\eta\)-differentials then excludes the possibility of \(d_2\)-differentials with source in filtration \(p = 1\). \(\square\)

**Lemma 4.27.** In the range \(0 \leq t < 12\), there are no exotic additive extensions in the \(E_\infty\)-page of the ADSS \(E_\infty^{\ast\ast}(E_t)\).

**Proof.** Using the fact that \(2\eta = 4\nu = 2\nu^2 = 0\), we can rule out any additive extensions except in \(H^4(S^1_2, E_0)\). We explain how this goes for \((q, t) = (3, 0)\): We have an exact sequence

\[
0 \rightarrow \mathbb{W}(\Delta_0) \cong E^3,0_{\infty} \rightarrow H^3(S^1_2, E_0) \rightarrow E^{1,2}_{\infty} \cong F_4\{gb_0\} \rightarrow 0.
\]

Let \([x]\) be the class in cohomology detected by \(x\) in the ADSS. If \(2[gb_0]\) is detected by \(a\Delta_0\) for \(a \in \mathbb{W}\), then \(a\eta\Delta_0 = 0\), which implies \(a = 2a'\) for \(a' \in \mathbb{W}\), since \(\eta\Delta_0 \neq 0\) and has order 2. But then \([gb_0] - a'\Delta_0\) is detected by \(gb_0\) and is a class of order 2, giving a splitting of the exact sequence. The other cases for \((q, t)\) are even more straightforward.

For \(q = 4\), we instead use the splitting of the edge homomorphism. We have

\[
0 \rightarrow F_4\{g\bar{b}_0\} \cong E^{2,2}_{\infty} \rightarrow H^4(S^1_2, E_0) \rightarrow E^{0,4}_{\infty} \cong \mathbb{W}/8\{k\} \rightarrow 0.
\]

Since the edge homomorphism splits (Corollary 3.4), \(k\) has order 8 and so the second extension splits. \(\square\)

The result is depicted in Figure 10, in which the class \(\Delta_0\) is written as 1.

5. **Organizing the Cohomology of \(S^1_2\)**

In this section we give names to the elements in \(H^\ast(S^1_2, E_t)\) in the range \(0 \leq t < 12\), which was computed in the previous section, and describe the structure of \(H^\ast(S^1_2, E_t)\) in more detail. As much as possible, we want to state our answer in terms of known elements coming from the Adams–Novikov spectral sequence, and in terms of classes that played an important role in the study of \(L_1L_{K(2)}S^0\) in [BGH22].

5.1. **Naming conventions.** Some of our conventions are summarized here:

1. If \(b \in E_\infty^{p,q}(E_t)\) is an element of the ADSS that detects a class \(\beta\) in cohomology, then we write \(\beta = [b] \in H^{p+q}(S^1_2, E_t)\).
Figure 10. The $E_{\infty}$-page of ADSS $E_{\infty}^s(\mathbb{E}_s)$. Because of the absence of additive extensions, this is also $H^s(S^1, \mathbb{E}_s)$. A $\blacksquare = W$, a $\bullet = F_4$, $+ = W/4$, $\times = W/8$ and $* = W/16$. The grading and the ADSS filtration is as in Figure 6. Classes in blue and orange come from Figure 4 and have filtration $p = 0, 3$ respectively. Classes red and black come from Figure 2 and have filtration $p = 1, 2$ respectively.

(2) Some classes have names that look like products, these names are chosen to be suggestive of relations among the elements, and we also use $[-]$ to indicate that this is not a product despite the notation. An example is the element which we will call $[\eta \chi]$, discussed below. This element is not a multiple of $\eta$. However, $\eta [\eta \chi]$ is a product of $\eta$ and $[\eta \chi]$.

(3) The class $v_1 \in H^*(S^1, \mathbb{E}_2/2)$ acts on the cohomology groups $H^s(S^1, \mathbb{E}_s/2)$. Given any class $x \in H^s(S^1, \mathbb{E}_s/2)$, the $v_1$-multiple $v_1x$ is a well-defined class in $H^s(S^1, \mathbb{E}_{s+2}/2)$. We use this to name classes in $H^s(S^1, \mathbb{E}_s)$ as follows. Suppose that the natural maps

$$H^s(S^1, \mathbb{E}_s) \rightarrow H^s(S^1, \mathbb{E}_t/2)$$

$$H^s(S^1, \mathbb{E}_{s+2n}) \rightarrow H^s(S^1, \mathbb{E}_{t+2n}/2)$$

are injective for some $(s, t)$ and $n$. This is not always the case but often is in our range. Suppose further that $y \in H^s(S^1, \mathbb{E}_s)$ maps to $x \in H^s(S^1, \mathbb{E}_t/2)$ and that there is a class in $H^s(S^1, \mathbb{E}_{t+2n})$ that maps to $v_1^n x$. Then we denote this unique class.

(4) In our names below, we use the relations

$$[v_1^2]g = \eta^2$$

$$v_1 h = \eta$$

in $H^*(C_6, \mathbb{E}_*)$ (Lemma 2.3 and (2.4)) and $H^*(C_6, \mathbb{E}_s/2)$ (Lemma 2.6) to justify writing

$$g = \frac{\eta^2}{v_1^3} \quad \text{and} \quad h = \frac{\eta}{v_1}.$$
The advantage is that, in $H^*(S^1_2, E_*/2)$, both $v_1$ and $\eta$ act on the spectral sequence, and if a class is named

$$\begin{bmatrix} \eta^2 x \\ v_1^2 \end{bmatrix}$$

then $v_1^2 \begin{bmatrix} \eta^2 x \\ v_1 \end{bmatrix} = \eta^2 x$ in $H^*(S^1_2, E_*/2)$.

5.2. Classes coming from the ANSS. For any closed subgroup $G$ of $\mathbb{Z}_2$, the $K(n)$-local $E_\infty$-based Adams-Novikov Spectral Sequence for the sphere can be identified with the homotopy fixed point spectral sequence [DH04, Appendix A]. From this, it follows from this that the unit

$$S^0 \to E^{hG}$$

of the ring spectrum $E^{hG}$ gives rise to a map from the $BP$-based Adams-Novikov spectral sequence (ANSS) for $S^0$ to the homotopy fixed point spectral sequence for $E^{hG}$. In particular, we have a diagram of spectral sequences

$$\begin{array}{cccc}
\Ext^*_{BP, BP}(BP_*, BP_*) & \longrightarrow & H^*(\mathbb{Z}_2, E_*) & \longrightarrow & H^*(G, E_*) \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\pi_* S^0 & \longrightarrow & \pi_* L_{K(2)} S^0 & \longrightarrow & \pi_* E^{hG}.
\end{array}$$

See the discussion surrounding Equation (2.1.9) of [BGH22] for a detailed review of this setup.

**Definition 5.2.** We say that a cohomological class *comes from the ANSS* if it is in the image of the map $\Ext^*_{BP, BP}(BP_*, BP_*) \to H^*(G, E_*)$.

The image of the $\alpha$-family in $H^*(S^1_2, E_*)$ was studied in [Bea19] and we have:

$$\begin{align*}
\eta &= \alpha_1 = [\eta \Delta_0] \in H^1(S^1_2, E_2), \\
\nu &= \alpha_{2/2} = [\nu \Delta_0] \in H^1(S^1_2, E_4), \\
\mu &= \alpha_3 = [\mu \Delta_0] \in H^1(S^1_2, E_6), \\
\sigma &= \alpha_{4/4} = [\nu_1 b_1] \in H^1(S^1_2, E_8), \\
\alpha_5 &= [\eta c_4] \in H^1(S^1_2, E_{10}).
\end{align*}$$

Beyond the $\alpha$-family, we also have

$$\begin{align*}
\nu^2 &= \alpha_{2/2}^2 = [\nu^2 \Delta_0] \in H^2(S^1_2, E_8), \\
\epsilon &= \beta_2 = [\epsilon \Delta_0] \in H^2(S^1_2, E_{10}).
\end{align*}$$

We note that in the range $0 \leq t < 12$, the map $\Ext^*_{BP, BP}(BP_*, BP_*) \to H^*(S^1_2, E_*)$ is an injection (see [Rav78, Table 2] or [Isa14] for charts of the ANSS $E_2$-page).

5.3. The $\bar{\chi}$ and $[\eta \chi]$ family. One of the most important elements is

$$\bar{\chi} = [\bar{b}_0] \in H^2(S^1_2, E_0)$$

defined in (1.7). That $\bar{\chi}$ is detected by $\bar{b}_0$ is proved in [BGH22, Lemma 5.2.10]. By definition, the class $\bar{\chi}$ is the Bockstein of a class $\chi \in H^1(S^1_2, E_0/2)$, which is detected by $b_0$ in the ADSS for $E_*/2$. There is in fact a Massey product [BGH22, Theorem 9.1.6 and Theorem 9.1.7]

$$\langle \bar{\chi}, 2, \eta \rangle = [\eta b_0] \in H^2(S^1_2, E_2)$$
with no indeterminacy. Since it is a Massey product of classes that are both \( \mathbb{Z}_2 \) and Gal invariant, this is in fact a class in \( H^2(\mathcal{G}_2, E_2) \). Further, modulo 2 this bracket maps to the product \( \eta \chi \) in \( H^2(\mathcal{G}_2, E_2/2) \), so we introduce the notation

\[
[\eta \chi] := (\chi, 2, \eta) \in H^2(\mathcal{G}_2, E_2)
\]

even if this is not a product as there is no class \( \chi, \eta \chi \) maps to the product with no indeterminacy. Since it is a Massey product of classes that are both \( \mathbb{Z}_2 \) Gal invariant, this is in fact a class in \( \eta \chi \) (5.6)

As stated in Lemma 4.18, as a \( \mathbb{W}[k] \)-module, \( H^*(S^1_2, E_0) \) is generated by

\[
\begin{align*}
1 &= [\Delta_0] \in H^0(S^1_2, E_0) & \tilde{\chi} &= \tilde{\eta}_0 \in H^2(S^1_2, E_0) \\
\left[ \frac{\eta^2 \chi}{v^1} \right] &= [gb_0] \in H^3(S^1_2, E_0) & e &= [\tilde{\chi}_0] \in H^3(S^1_2, E_0) \\
\left[ \frac{\eta^2 \tilde{\chi}}{v^1} \right] &= [gb_0] \in H^4(S^1_2, E_0) & \left[ \frac{\eta^4 \chi}{v^1} \right] &= [g^2 b_0] \in H^5(S^1_2, E_0).
\end{align*}
\]

The next names we give have to do with the \( v_1 \)-periodic nature of the elements \( \tilde{\chi} \) and \( [\eta \chi] \). Our computations of the ADSS imply that the map

\[
\begin{align*}
H^2(S^1_2, E_*) &\rightarrow H^2(S^1_2, E_*/2), & 0 \leq t < 12 \\
H^3(S^1_2, E_*)/(2e) &\rightarrow H^3(S^1_2, E_*/2), & 0 \leq t < 12
\end{align*}
\]

are injective. To see this, compare Theorem 3.6 and Section 4.4. See also Figure 10. In \( H^*(S^1_2, E_*/2) \), the classes detected by \( \eta b_0, \eta b_1, \tilde{\eta}_0, g b_0, h \tilde{\eta}_1 \) are \( v_1 \)-free. See [Bea17, Theorem 1.2.2].

The injectivity of (5.8) and the discussion at the beginning of the section, then leads to the following names to the classes in our range of interest:

\[
\begin{align*}
[v^{2n} \tilde{\chi}] &= [v^{2n} \tilde{\eta}_0] \in H^2(S^1_2, E_{4n}) \\
[v^{2n} \eta \chi] &= [v^{2n} \eta b_0] \in H^2(S^1_2, E_{2+4n}).
\end{align*}
\]

5.4. Some multiplicative relations. We have a relation

\[
[\eta \chi]^2 = \eta^2 \tilde{\chi}
\]

which follows from the fact that \( \tilde{\chi} \equiv \chi^2 \mod 2 \). Furthermore, the fact that \( \chi^3 = 0 \) in \( H^*(S^1_2, E_0/2) \) ([BGH22, Proposition 5.2.13]) and the injectivity of the mod 2 map in the relevant degrees (5.1) force the relations

\[
[\eta \chi]^3 = 0, \quad [\eta \chi] \tilde{\chi} = 0.
\]

We also have relations

\[
\eta^n [v_1^{2n} \tilde{\chi}] = \mu^n \tilde{\chi}, \quad \eta^n [v_1^{2n} \eta \chi] = \mu^n [\eta \chi]
\]

coming from

\[
\mu = [v_1^2] \eta \quad \text{and} \quad g[v_1^2] = \eta^2
\]

in \( H^*(C_0, E_*) \).
5.5. The \( \sigma \) family. Next we turn to describing \( \sigma = [v_1 b_1] \)-multiplication in our range of interest. The following result addresses two hidden \( \sigma \)-multiplications.

**Lemma 5.11** ([BGH22, Theorem 8.2.4]). In \( H^*(\mathbb{S}^1_2, \mathbb{E}_s) \), we have the following products

\[
\sigma \tilde{\chi} = [c_4 \Sigma_0] \in H^3(\mathbb{S}^1_2, \mathbb{E}_8);
\]

\[
\sigma[\eta \chi] = [a_0 v_1^2 h \tilde{b}_1 + a_1 \eta v_1^3 \tilde{b}_0] \in H^3(\mathbb{S}^1_2, \mathbb{E}_{10}),
\]

for some \( a_0 \in \mathbb{F}_4^\times, a_1 \in \mathbb{F}_4 \).

We turn to naming conventions for classes detected by

\[
hb_1, ghb_1, h\tilde{b}_1, gh\tilde{b}_1,
\]

which we include in what we call the "\( \sigma \)-family" because of the important role \( b_1 \) and \( \tilde{b}_1 \) play in the detection of \( \sigma \) as shown above. We let

\[
\begin{align*}
[\frac{\sigma \eta}{v_1^2}] &= [hb_1] \in H^2(\mathbb{S}^1_2, \mathbb{E}_6) \\
[\frac{\sigma \eta \chi}{v_1^2}] &= [a_0 h \tilde{b}_1 + a_1 \eta v_1^3 \tilde{b}_0] \in H^3(\mathbb{S}^1_2, \mathbb{E}_6), \quad a_0 \in \mathbb{F}_4^\times, a_1 \in \mathbb{F}_4 \\
[\frac{\sigma \eta^3}{v_1^4}] &= [ghb_1] \in H^4(\mathbb{S}^1_2, \mathbb{E}_6) \\
[\frac{\sigma \eta^3 \chi}{v_1^4}] &= [a_0 gh \tilde{b}_1 + a_1 \eta^3 \tilde{b}_0] \in H^5(\mathbb{S}^1_2, \mathbb{E}_6).
\end{align*}
\]

We then have the following relations in \( H^*(\mathbb{S}^1_2, \mathbb{E}_s) \), as suggested by the names:

\[
[\eta \chi] \left[ \frac{\sigma \eta}{v_1^2} \right] = \eta \left[ \frac{\sigma \eta \chi}{v_1^2} \right] \quad \text{and} \quad [\eta \chi] \left[ \frac{\sigma \eta^3}{v_1^4} \right] = \eta \left[ \frac{\sigma \eta^3 \chi}{v_1^4} \right].
\]

Using the relations \( \mu = \eta[v_1^2] \) and \( g[v_1^2] = \eta^2 \) in \( H^*(C_6, \mathbb{E}_s) \) (Lemma 2.3 and (2.4)), we have

\[
\mu \left[ \frac{\sigma \eta^3}{v_1^4} \right] = \eta^3 \left[ \frac{\sigma \eta}{v_1^2} \right] \quad \text{and} \quad \mu \left[ \frac{\sigma \eta^3 \chi}{v_1^4} \right] = \eta^4 \left[ \frac{\sigma \eta \chi}{v_1^2} \right]
\]

Finally, the relationship of these classes to \( \sigma \) is

\[
\mu \left[ \frac{\sigma \eta}{v_1^2} \right] = \eta^2 \sigma \quad \text{and} \quad \mu \left[ \frac{\sigma \eta \chi}{v_1^2} \right] = \eta \sigma[\eta \chi].
\]

5.6. Statement of the result. All classes in the range now have been renamed, either explicitly or as a product of classes from (5.3), (5.4), (5.5), (5.7), (5.9), (5.12) and the class \( k \) of (1.9).

**Theorem 5.13.** The cohomology \( H^*(\mathbb{S}^1_2, \mathbb{E}_t) \) in the range \( 0 \leq t < 12 \), and for \( s \leq 6 \) is the \( \mathbb{W} \)-module generated by the classes listed in Table 2, with the only additive relation given by the order of the class indicated below the element in the table.

**Remark 5.14.** There are two comments to be made about Table 2 at this point:

- For the moment, we’ve only computed the cohomology of \( \mathbb{S}^1_2 \) in Table 2. The Galois-invariance which will address the \( \mathbb{G}^1_2 \)-cohomology statements in Table 2 will be addressed in Section 7.
• If we are only interested in the additive structure of $H^*(S^1_2, E_t)$ in the range $0 \leq t < 12$, or in fact also its $\mathbb{W}[k, \eta]$-module structure, then Table 2 simply represents a tabulation of the results of Section 4, which are also depicted in Figure 10. However, the new names which were introduced in this section also reflect additional information about the multiplicative structure, such as multiplication by $\sigma$.

6. The $\mathbb{Z}_2$-action and the cohomology of $S_2$

Our next goal is to compute the cohomology of $S_2$ using the extension

$$1 \rightarrow S^1_2 \rightarrow S_2 \xrightarrow{\iota} Z^\times_2/(\pm 1) \cong \mathbb{Z}_2 \rightarrow 1$$

where $\iota \in H^1(S_2, Z_2)$ is the class defined in (1.5). We split this sequence using the element $\pi$ introduced in Definition 1.2, so we also write $\pi$ for the corresponding generator of the quotient.

The Serre spectral sequence for the cohomology of the group extension and the fact that $\mathbb{Z}_2$ has cohomological dimension 1 give the exact sequence

$$0 \rightarrow H^1(Z_2, H^{s-1}(S^1_2, E_t)) \rightarrow H^*(S_2, E_t) \rightarrow H^0(Z_2, H^s(S^1_2, E_t)) \rightarrow 0$$

where $M_{Z_2}$ and $M^{Z_2}$ mean coinvariants and fixed points respectively.

We will show below that the action of $Z_2$ on $H^*(S^1_2, E_t)$ is trivial in the range $0 \leq t < 12$. Hence, in our range, the above exact sequence becomes:

$$0 \rightarrow H^{s-1}(S^1_2, E_t) \xrightarrow{\iota} H^*(S_2, E_t) \rightarrow H^s(S^1_2, E_t) \rightarrow 0.$$

6.1. The action of $Z_2$ and the resulting cohomology. The first step is to compute the action of $Z_2$ on $H^*(S^1_2, E_\ast)$. We isolate some key facts about the action in the following remark.

Remark 6.1. (1) The action of $Z_2$ on $H^*(S^1_2, E_\ast)$ is through continuous $\mathbb{W}$-linear ring maps. For a fixed $(q, t)$, $Z_2$ acts via a continuous homomorphism

$$Z_2 \rightarrow \operatorname{Aut}_W(H^*(S^1_2, E_t)).$$

(2) The multiplicative structure of the action implies that for any product $xy$ in $H^*(S^1_2, E_\ast)$, $\pi \cdot (xy) = (\pi \cdot x)(\pi \cdot y)$.

(3) Any class coming from the ANSS in the sense of Definition 5.2 is fixed by $Z_2$ because we have a factorization

$$\operatorname{Ext}_{BP, BP}(BP_0, BP_0) \rightarrow H^*(S_2, E_\ast) \rightarrow H^*(S^1_2, E_\ast)_{Z_2} \subseteq H^*(S^1_2, E_\ast).$$

Therefore, the action is linear with respect to multiplication by classes coming from the ANSS. For example, $\pi \cdot (\eta y) = \eta (\pi \cdot y)$. These classes include $1, \eta, \nu, \mu, \sigma, \alpha_5, \epsilon$ which are all detected in $E_0^0(S^1_2, E_\ast)$ in the ADSS.

(4) In fact, if $x$ is any element in $H^*(S^1_2, E_\ast)$, which is in the image of the restriction map from $H^*(S_2, E_\ast)$, then $x$ is automatically $Z_2$-invariant. This includes $k \in H^4(S^1_2, E_0)$ by (1.9), $\tilde{\chi} \in H^2(S^1_2, E_0)$ by (1.7), and $[\eta \chi] \in H^2(S^1_2, E_2)$ by (5.6). Consequently, the $Z_2$-action is $k, \tilde{\chi},$ and $[\eta \chi]$-linear.
(5) $\mathbb{Z}_2$ also acts on $H^*(S^1_2, E_p)$ and the element $v_1 \in H^0(S^1_2, E_2)$ is fixed. Indeed, $v_1$ is the reduction modulo 2 of the coefficient of $x^2$ in the $[2]$-series 
$[2](x) \in E_p/2[x]$ of the universal deformation of the formal group law used to define our $E$-theory. See [Bae17, Theorem 6.2.2], for a discussion of the element $v_1$ for our particular choice of curve. As such, $v_1$ is the image of the same named class in $\text{Ext}^*_B B_P(BP_*, BP_*V(0))$, and so is in the image of the composite
\[
\text{Ext}^*_B B_P(BP_*, BP_*V(0)) \to H^*(\mathbb{G}_2, E_*/2) \to H^*(S^1_2, E_*/2).
\]

**Proposition 6.2.** For $0 \leq t < 12$, all classes in $H^*(S^1_2; E_t)$ detected in $E_\infty^*(E_t)$ for $p = 0, 3$ of the ADSS are fixed by $\mathbb{Z}_2$.

**Proof.** The case $p = 0$ follows from the fact that in our range these classes are products of elements coming from the ANSS and of $k$, which are all fixed. For $p = 3$, we will show below in Lemma 6.5 that $e \in H^3(S^1_2, E_0)$ detected by $[\Delta_0]$ is fixed. Any other class in this range detected in filtration $p = 3$ of the ADSS is a multiple of fixed classes (e.g. $\sigma \tilde{\chi} = [c_4 \Delta_0] \in H^3(S^1_2, E_4)$).

**Remark 6.3.** Proposition 6.2 implies that all classes in Figure 10 that are colored in blue or green are fixed by the action of $\mathbb{Z}_2$.

Our next goal is to show that classes in filtration $p = 1, 2$ of the ADSS in our range are also fixed under the action of $\mathbb{Z}_2$. Let us recall the names of maps in the following long exact sequence
\[
\cdots \to H^3(S^1_2, E_0) \xrightarrow{2} H^3(S^1_2, E_0) \xrightarrow{r} H^3(S^1_2, E_0/2) \xrightarrow{2} H^4(S^1_2, E_0) \xrightarrow{2} \cdots
\]

**Lemma 6.5.** The action of $\mathbb{Z}_2$ on
\[
H^3(S^1_2, E_0) \cong \mathcal{W}\{e\} \oplus \mathbb{F}_4 \left\{ \left[ \frac{\eta^2 \chi}{v_1} \right] \right\}
\]
is trivial.

**Proof.** An argument using the order of the classes and the $\mathcal{W}$-linearity of the action implies that $\left[ \frac{\eta^2 \chi}{v_1} \right]$ is fixed. By [BGH22, Proposition 6.2.1], the image of the class $e$ is fixed in $H^3(S^1_2, \mathbb{Z}_2) \otimes \mathbb{Q} \cong H^3(S^1_2, E_0) \otimes \mathbb{Q}$. From this we conclude
\[
\pi \cdot e = e + \lambda \left[ \frac{\eta^2 \chi}{v_1^2} \right],
\]
for some $\lambda \in \mathbb{F}_4$. The kernel of $r : H^3(S^1_2, E_0) \to H^3(S^1_2, E_0/2)$ is generated by $2e$, thus to show that $\lambda = 0$, it suffices to show that $r(e)$ is fixed in the cohomology of $E_0/2$.

From Lemma 5.11, remembering that $\tilde{\chi} \equiv \chi^2$ and $c_4 \equiv v_1^2$ modulo 2, we have
\[
\sigma \chi^2 = v_1^4 r(e) \in H^3(S^1_2, E_8/2).
\]
Now $\sigma$ and $\chi^2 \equiv \tilde{\chi}$ are $\mathbb{Z}_2$-invariant (see bulleted list above), so $v_1^4 r(e)$ is an invariant class in $H^3(S^1_2, E_8/2)$. Thus we have
\[
\pi \cdot (v_1^4 r(e)) = v_1^4 r(e) = v_1^4 r(e) + \lambda v_1^2 \eta^2 \chi,
\]
where the second equation follows from the above conclusion on the $\pi$-action on $e$, the multiplicativity of this action, as well as the $\pi$-invariance of $v_1$. The element $v_1^2 \eta^2 \chi$ is what appears as $v_1^4 h^2 \chi$ in Theorem 3.6; in particular it is non-zero, allowing us to conclude that $\lambda = 0$ as desired. □
Lemma 6.6. The action of $\mathbb{Z}_2$ is trivial on $H^3(\Sigma^1_2, \mathbb{E}_0/2)$.

Proof. Theorem 3.6 implies that $H^3(\Sigma^1_2, \mathbb{E}_0/2)$ has dimension 4 over $\mathbb{F}_4$, with basis detected by $\nu^2 y \Delta_{-1}$, $h^2 b_0$, $h b_0$, and $d_0$ in the ADSS for $\mathbb{E}_0/2$. The class $\bar{d}_0$ detects $r(e)$ and $h^2 b_0$ detects $r\left(\left\{\frac{\eta^2 \chi}{\nu^2} \right\}\right)$. The class $\nu^2 y \Delta_{-1}$ has ADSS filtration 0, and detects the unique $v_1$-torsion element in $H^3(\Sigma^1_2, \mathbb{E}_0/2)$, which we will call $z$ in this proof.

Let $\left[\frac{\eta^2 \chi}{\nu^2} \right]$ be any class detected by $h b_0$. We claim that $h b_0$ detects the product $\chi \left[\frac{\eta^2 \chi}{\nu^2} \right]$. After inverting $v_1$, this follows from the structure of $v_1^{-1} H^3(\Sigma^1_2, \mathbb{E}_s/2)$ as an algebra as computed in [BGH22, Theorem 8.2.5]. Therefore, $\chi \left[\frac{\eta^2 \chi}{\nu^2} \right]$ is detected by $h b_0$ modulo $v_1$-torsion. The only $v_1$-torsion element in $H^3(\Sigma^1_2, \mathbb{E}_0/2)$ is $z$, but $z$ has ADSS filtration zero, which proves the claim.

The classes which are in the image of $r$ are invariant by the previous Lemma 6.5, while $\chi \left[\frac{\eta^2 \chi}{\nu^2} \right]$ is a product of $\mathbb{Z}_2$-invariant classes, hence itself invariant. Finally, $z$ is the only $v_1$-torsion element, thus we must have that $\pi \cdot z = z$. □

Lemma 6.7. The action of $\mathbb{Z}_2$ is trivial on

$$H^4(\Sigma^1_2, \mathbb{E}_0) \cong \mathbb{W}/8\{k\} \oplus \mathbb{F}_4 \left\{\left[\frac{\eta^2 \chi}{\nu^2} \right]\right\}.$$  

Proof. The action on $k$ is trivial by Remark 6.1(4). Since $\left[\frac{\eta^2 \chi}{\nu^2} \right]$ has order 2, it is an element in $\text{im}(\partial) \subseteq H^4(\Sigma^1_2, \mathbb{E}_0)$ for $\partial$ as in (6.4). However, $\partial$ is a $\mathbb{Z}_2$-equivariant map with source which is a trivial $\mathbb{Z}_2$-module by Lemma 6.6, so $\text{im}(\partial)$ is a trivial $\mathbb{Z}_2$-module, and in particular, $\pi \cdot \left[\frac{\eta^2 \chi}{\nu^2} \right] = \left[\frac{\eta^2 \chi}{\nu^2} \right]$. □

Proposition 6.8. For $0 \leq t < 12$, all classes in $H^t(\Sigma^1_2, \mathbb{E}_*)$ detected in the ADSS $E_{p, 3-t}(n)$ in filtrations $p = 1, 2$ are fixed by $\mathbb{Z}_2$.

Proof. We have

- $\chi$ and $[\eta \chi]$ are fixed, by Remark 6.1;
- $\left[\frac{\eta^2 \chi}{\nu^2} \right]$ is fixed, by Lemma 6.5;
- $\left[\frac{\eta^4 \chi}{\nu^4} \right]$ is fixed, by Lemma 6.7;
- $\left[\frac{\eta^8 \chi}{\nu^8} \right]$ is fixed, since $H^5(\Sigma^1_2, \mathbb{E}_0)$ is one-dimensional over $\mathbb{F}_4$ with $\left[\frac{\eta^2 \chi}{\nu^2} \right]$ as generator.

Along with the multiples of these classes by ANSS classes and $k$, which are fixed by Remark 6.1, this includes all classes with $0 \leq t \leq 3$. It remains to prove that classes in degrees $4 \leq t \leq 10$ are fixed.

The method to address this is to study the image of these classes under the $(\mathbb{Z}_2$-equivariant) map

$$H^*(\Sigma^1_2, \mathbb{E}_0) \xrightarrow{r} H^*(\Sigma^1_2, \mathbb{E}_0/2).$$

On $H^*(\Sigma^1_2, \mathbb{E}_0)$, the map is injective if $t = 6, 10$; and for $t = 4, 8$ when $s > 1$. When $s = 1$, $2\nu$ and $2\sigma$ map to zero, but these classes are clearly fixed since they come from the ANSS in the sense of Definition 5.2. So, we may assert that if the image of a class is fixed in $H^*(\Sigma^1_2, \mathbb{E}_0/2)$, then it is fixed in $H^*(\Sigma^1_2, \mathbb{E}_t)$ for $4 \leq t \leq 10$. 

The advantage of passing to $E_2^1/2$ is that in $H^*(\mathbb{S}_2^1, E_2^1/2)$, we have the $\mathbb{Z}_2$-fixed element $v_1 \in H^0(\mathbb{S}_2^1, E_2^1/2)$, and we can use $v_1$-multiplication to make arguments.

The map $v_1^2 : H^*(\mathbb{S}_2^1, E_2^1/2) \rightarrow H^*(\mathbb{S}_2^1, E_{t+4}/2)$ is injective in the cases when $s = 2$ and $0 \leq t \leq 4$, as well as when $2 \leq s \leq 5$ and $t = 6$. This implies that $[v_1^{2n} \chi], [v_1^{2n} \eta \chi]$ for $n = 1, 2$ are $\mathbb{Z}_2$-fixed. Since $v_1^2 \left[ \frac{\sigma \alpha}{v_1} \right] = \eta \sigma$, which is fixed, $\left[ \frac{\sigma \alpha}{v_1} \right]$ must also be fixed.

This accounts for all classes with $s \leq 2$.

When $s = 3$, the class $\left[ \frac{\sigma \alpha \chi}{v_1} \right]$ is fixed since $v_1^2 \left[ \frac{\sigma \alpha \chi}{v_1} \right] = \sigma[\eta \chi]$, which is fixed.

Similarly, when $s = 4, 5$, the $v_1^2$-multiples of $\left[ \frac{\sigma \alpha}{v_1} \right]$ and $\left[ \frac{\eta \alpha \chi}{v_1} \right]$ are $\eta$-multiples of fixed classes, hence they must be fixed by the injectivity of $v_1^2$ multiplicities in these degrees.

The multiples of these classes by ANSS elements and $k$ then take care of everything else, proving the claim. □

We summarize the above claims in the following result.

**Theorem 6.9.** In the range $0 \leq t < 12$, the action of $\mathbb{Z}_2$ on $H^*(\mathbb{S}_2^1, E_2^1)$ is trivial.

### 6.2. Extensions from invariants to coinvariants.

We now turn to solving the extension problem coming from the exact sequence

$$0 \rightarrow H^{s-1}(\mathbb{S}_2^1, E_2) \rightarrow H^s(\mathbb{S}_2^1, E_t) \rightarrow H^*(\mathbb{S}_2^1, E_2)^{\mathbb{Z}_2} \rightarrow 0.$$

We will see that in our range, this always splits, giving the following result.

**Theorem 6.10.** In degrees $0 \leq t < 12$, there is an isomorphism of bi-graded abelian groups

$$H^*(\mathbb{S}_2^1, E_2) \cong H^*(\mathbb{S}_2^1, E_t) \otimes_{\mathbb{W}} E(\zeta)$$

where $E(\zeta)$ is an exterior algebra over $\mathbb{W}$ on a class $\zeta \in H^1(\mathbb{S}_2^1, E_0)$.

**Remark 6.11.** The cohomology $H^*(\mathbb{S}_2^1, E_t)$ in the range $0 \leq t < 12$, and for $s \leq 6$ is the $\mathbb{W}$-module generated by the classes listed in Table 3, with the only additive relation given by the order of the class indicated below the element in the table. The result is also depicted in Figure 11.

**Proof sketch.** We don’t argue in each degree as the arguments are easy and repetitive. However, we give an idea of the methods used to make the arguments as well as explicit examples in Lemmas 6.13, 6.14, 6.15 and 6.17 below.

As mentioned above, we have exact sequences

$$0 \rightarrow H^{s-1}(\mathbb{S}_2^1, E_t) \zeta \rightarrow H^s(\mathbb{S}_2^1, E_t) \rightarrow H^*(\mathbb{S}_2^1, E_t) \rightarrow 0$$

and we need to prove that these are additively split. For this, we need to show that the classes of $H^*(\mathbb{S}_2^1, E_t)$ lift to classes of the same order in $H^*(\mathbb{S}_2^1, E_t)$. The argument is a brute force computation using the multiplicative structure of $H^*(\mathbb{S}_2^1, E_2)$ and basic algebra facts.

In this section, if $x \in H^*(\mathbb{S}_2^1, E_t)$, then any class in $H^*(\mathbb{S}_2^1, E_t)$ that maps to $x$ will be called $\bar{x}$. (After this section we will get rid of the redundancy in names and just assume we make a choice that we call $x$.) The image of $x$ in $H^{s+1}(\mathbb{S}_2^1, E_t)$ under multiplication by $\zeta$ will be called $\zeta x$.

Some key tricks are:

- The class $k \in H^4(\mathbb{S}_2^1, E_0)$ lifts to a class of order 8 in $H^4(\mathbb{S}_2^1, E_0)$. This follows from the discussion about $k$ around Corollary 3.4.
Any class coming from the ANSS lifts to a class of the same order in
\( H^*(S_2, E_*) \) because of the factorization
\[
\text{Ext}_{BP, BP}^*(BP, BP) \longrightarrow H^*(S_2, E_*) \longrightarrow H^*(S_2, E_*) .
\]
Together with the previous claim about \( k \), this implies that all classes detected in filtration 0 of the ADSS in \( H^*(S^2_2, E_*) \) lift to classes of the same order in \( H^*(S_2, E_*) \).

This also tells us a bound on the order of many products. If \( x \in H^*(S_2, E_*) \) has order \( n \) and \( y \in H^*(S^2_2, E_*) \) is another class, then \( xy \in H^*(S^2_2, E_*) \) lifts to a class of order at most \( n \). For example, any class in the image of multiplication by \( \eta \) or \( \nu^2 \) lift to classes of order 2. Products of the form \( xk \) have order bound by that of \( x \).

These kinds of arguments imply that the short exact sequences (6.12) are split for almost all cases in our range. There are a couple slightly trickier arguments which we isolate in the lemmas that take the rest of this section.

**Lemma 6.13.** The sequence
\[
0 \to \mathbb{F}_4 \{ \widetilde{\chi} \zeta \} \to H^3(S_2, E_0) \to \mathbb{W}\{e\} \oplus \mathbb{F}_4 \left\{ \left[ \frac{\eta^2 \chi}{\nu_1^2} \right] \right\} \to 0
\]
is additively split.

**Proof.** That \( e \) lifts to a class of infinite order follows by the freeness of the summand. If \( \left[ \frac{\eta^2 \chi}{\nu_1^2} \right] \) is any lift of \( \left[ \frac{\eta^2 \chi}{\nu_1^2} \right] \), and \( 2 \left[ \frac{\eta^2 \chi}{\nu_1^2} \right] = a \widetilde{\chi} \zeta \), then \( 0 = 2\eta \left[ \frac{\eta^2 \chi}{\nu_1^2} \right] = a \eta \widetilde{\chi} \zeta \), since \( 2\eta = 0 \). But \( \eta \widetilde{\chi} \zeta \) is a non-zero class generating an \( \mathbb{F}_4 \), thus we get that \( a \) is zero, and \( \left[ \frac{\eta^2 \chi}{\nu_1^2} \right] \) gives a splitting. \( \Box \)

**Lemma 6.14.** The sequence
\[
0 \to \mathbb{W}\{e\} \oplus \mathbb{F}_4 \left\{ \left[ \frac{\eta^2 \chi}{\nu_1^2} \right] \zeta \right\} \to H^4(S_2, E_0) \to \mathbb{W}/8\{k\} \oplus \mathbb{F}_4 \left\{ \left[ \frac{\eta^2 \chi}{\nu_1^2} \right] \right\} \to 0
\]
is additively split.

**Proof.** We have already shown that \( k \) lifts to an element of order 8. Assume that \( a \in \mathbb{W}, b \in \mathbb{F}_4 \) are constants such that
\[
2 \left[ \frac{\eta^2 \chi}{\nu_1^2} \right] = ace \zeta + b \left[ \frac{\eta^2 \chi}{\nu_1^2} \right] \zeta ,
\]
for an arbitrary lift \( \left[ \frac{\eta^2 \chi}{\nu_1^2} \right] \). Multiplying both sides of this equation by \( \eta \), we determine that \( b = 0 \) and \( a = 2a' \) for some \( a' \in \mathbb{W} \). But if that is the case, then
\[
2 \left( \frac{\eta^2 \chi}{\nu_1^2} - a' e \zeta \right) = 0 ,
\]
and so \( \left( \frac{\eta^2 \chi}{\nu_1^2} - a' e \zeta \right) \) is a lift of \( \left[ \frac{\eta^2 \chi}{\nu_1^2} \right] \) of order 2, giving the splitting and proving the claim. \( \Box \)

**Lemma 6.15.** The sequence
\[
0 \to \mathbb{W}/8\{k\} \oplus \mathbb{F}_4 \left\{ \left[ \frac{\eta^2 \chi}{\nu_1^2} \right] \zeta \right\} \to H^5(S_2, E_0) \to \mathbb{F}_4 \left\{ \left[ \frac{\eta^4 \chi}{\nu_1^2} \right] \right\} \to 0
\]
is additively split.
Proof. Choose a lift \( \left[ \frac{\eta^4 X}{v^4} \right] \). Then

\[
2 \left[ \frac{\eta^4 X}{v^4} \right] = ak\zeta + b \left[ \frac{\eta^2 X}{v^4} \right] \zeta.
\]

Multiplying by \( \eta \) gives \( b = 0 \) and \( a = 2a' \). Then \( \left[ \frac{\eta^4 X}{v^4} \right] - a'k \) is a lift of \( \left[ \frac{\eta^4 X}{v^4} \right] \) of order 2.

Remark 6.16. The same argument as in Lemma 6.14 and Lemma 6.15 is used to prove that the sequence for \( H^2(\mathbb{S}_2, E_t) \) splits for \( t = 4, 8 \), although when \( t = 4 \), we use \( \nu \) multiplication instead of \( \eta \) multiplication to make the argument.

We will do one more explicit example for good measure.

Lemma 6.17. The sequence

\[
0 \rightarrow \mathcal{W}/4\{\nu e\zeta\} \oplus \mathbb{F}_4\{\eta^2\bar{X}\zeta\} \rightarrow H^2(\mathbb{S}_2, E_4) \rightarrow \mathcal{W}/4\{\nu k\} \oplus \mathbb{F}_4\left\{\eta^2\left[\frac{\eta^2 X}{v^4}\right], \eta^2 e\right\} \rightarrow 0
\]

is additively split.

Proof. Both \( \eta^2\left[\frac{\eta^2 X}{v^4}\right] \) and \( \eta^2 e \) have lifts of the form \( \eta^2\left[\frac{\eta^2 X}{v^4}\right], \eta^2 \bar{e} \), so they have order 2. Since \( \nu \) and \( k \) are already defined as elements in \( H^*(\mathbb{S}_2, E_4) \), the order of their product \( \nu k \) is bounded by the order of \( \nu \), which is 4 (in cohomology). \( \square \)

Figure 11. The cohomology \( H^*(\mathbb{S}_2, E_t) \) in Adams grading \( (t - s, s) \). A \( \blacksquare = \mathcal{W} \), a \( \bullet = \mathbb{F}_4 \), \( + = \mathcal{W}/4 \), \( \times = \mathcal{W}/8 \) and \( * = \mathcal{W}/16 \). Pale classes are multiples of \( \zeta \). The colors are to remind the reader of the ADSS filtration. Note that interpreting \( \blacksquare = \mathbb{Z}_2 \), a \( \bullet = \mathbb{Z}/2 \), \( + = \mathbb{Z}/4 \), \( \times = \mathbb{Z}/8 \) and \( * = \mathbb{Z}/16 \) this is also a picture of \( H^*(\mathbb{S}_2, E_t) \).
7. Galois fixed points and the cohomology of $G_2$

It remains to compute $H^*(G_2^1, E_4)$ and $H^*(G_2, E_4)$. By [BG18, Lemma 1.3.2]

$$H^*(S_2^1, E_4) \cong \mathcal{W} \otimes_{\mathcal{Z}_2} H^*(G_2^1, E_4), \quad \text{and} \quad H^*(S_2, E_4) \cong \mathcal{W} \otimes_{\mathcal{Z}_2} H^*(G_2, E_4).$$

From this, it follows that to get the $H^*(G_2, E_4)$, we can literally just change all the $\mathcal{W}$ to $\mathcal{Z}_2$’s in our answers (and $F_4$’s to $\mathcal{Z}/2$’s), and similarly for $G_2^1$.

However, the reader should be warned that the Galois group $\text{Gal}(F_4/F_2)$ does not act on the duality resolution. Therefore, a priori, it could be the case that a generator we detect from the ADSS does not correspond to a Galois invariant element in $H^*(S_2^1, E_4)$. But we have been extremely careful in choosing the generators, as follows.

- The elements which come from the ANSS in the sense of Definition 5.2, like $\eta$, $\nu$ and $\sigma$ are Galois invariant since we have a factorization

$$\text{Ext}_{BP_*BP}(BP_*, BP_4) \to H^*(G_2, E_4) \to H^*(S_2, E_4)^{\text{Gal}} \subseteq H^*(S_2, E_4);$$

- The elements that came directly from the cohomology of $G_2$, like $k$ (Corollary 3.4), $\bar{\chi}$ and $\zeta$ (Section 1.2), and the Massey product $[\eta \chi]$ (5.6) are Galois invariant by construction;

- The element $v_1 \in H^0(G_2, E_4/2)$ is Galois invariant by construction, and this implies that the generators of $H^*(S_2, E_4)$ we named using the reduction modulo 2 map and $v_1$-multiplications in $H^*(S_2, E_4/2)$, like $\left[ \frac{\xi}{v_1} \right]$ for example, are also Galois invariant.

Therefore, we get more than just an abstract statement about the structure of the groups, we actually get a full set of generators.

**Theorem 7.1.** The cohomology $H^*(G_2^1, E_4)$ in the range $0 \leq t < 12$, and for $s \leq 6$ is the $\mathcal{Z}_2$-module generated by the classes listed in Table 2, with the only additive relation given by the order of the class indicated below the element in the table. The result is also depicted in Figure 10.

The cohomology $H^*(G_2, E_4)$ in the range $0 \leq t < 12$, and for $s \leq 6$ is the $\mathcal{Z}_2$-module generated by the classes listed in Table 3, with the only additive relation given by the order of the class indicated below the element in the table. The result is also depicted in Figure 11.

We also record the following result about the action of $G_2/G_2^1$ on $H^*(G_2^1, E_4)$.

**Lemma 7.2.** The action of $G_2/G_2^1$ on $H^*(G_2^1, E_4)$ is trivial, for $0 \leq t < 12$.

**Proof.** The action of $S_2/S_2^1$ on $H^*(S_2^1, E_4)$ is trivial in this range Theorem 6.9. The claim for $G_2^1$ follows from the fact that $H^*(G_2, E_4) = H^*(S_2, E_4)^{\text{Gal}}$ and the natural map

$$S_2/S_2^1 \cong G_2/G_2^1$$

is an isomorphism. \qed
### W-module generators for $H^s(S^1, E_0)$ and $Z_2$-modules for $H^s(G^1, E_0)$

| $s$ | 0 | 2 | 4 | 6 | 8 | 10 |
|-----|---|---|---|---|---|----|
| 0   | 1 |   |   |   |   |    |
| 1   | 2 |   |   |   |   |    |
| 2   | 3 |   |   |   |   |    |
| 3   | 4 |   |   |   |   |    |
| 4   | 5 |   |   |   |   |    |
| 5   | 6 |   |   |   |   |    |

### Table 2. Generators for the cohomology groups $H^*(S^1, E_0)$ and $H^*(G^1, E_0)$. The colors correspond to the ADSS filtration.

For $s > 6$ and $s = 4n + a$, $3 \leq a \leq 6$, generators are multiplied by $k^n$.

E.g. $H^7(S^1, E_0) \cong W/2 \{ \frac{v_2 \nu k}{v_2 \eta} \} \oplus W\{\nu e\}$ and $H^7(G^1, E_0) \cong Z/2 \{ \frac{v_2 \nu k}{v_2 \eta} \} \oplus Z_2\{\nu e\}$.

For $s > 6$ and $s = 4n + a$, $3 \leq a \leq 6$, generators are multiplied by $k^n$.

E.g. $H^7(S^1, E_0) \cong W/2 \{ k \frac{v_2 \nu k}{v_2 \eta} \} \oplus W\{\nu \alpha_5 e\}$ and $H^7(G^1, E_0) \cong Z/2 \{ k \frac{v_2 \nu k}{v_2 \eta} \} \oplus Z_2\{\nu \alpha_5 e\}$.
| \(t\) | \(0\) | \(2\) | \(4\) | \(6\) | \(8\) | \(10\) |
|---|---|---|---|---|---|---|
| \(0\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) |
| \(1\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) |
| \(2\) | \(1\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) |
| \(3\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) |
| \(4\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) |
| \(5\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) |
| \(6\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) | \(\infty\) |

Example: \(H^3(S_2, \textbf{E}_0) \cong \mathbb{W}/2 \{ \chi \} \oplus \mathbb{W} (e) \) and \(H^4(G_2, \textbf{E}_0) \cong \mathbb{Z}/2 \{ \chi \} \oplus \mathbb{Z}_2 (e) \).

For \(s > 6\) and \(s = 4n + a, 3 \leq a \leq 6\), generators are multiplied by \(k^a\).

Example: \(H^7(S_2, \textbf{E}_0) \cong \mathbb{W}/2 \{ k \chi \} \oplus \mathbb{W}(ke) \) and \(H^7(G_2, \textbf{E}_0) \cong \mathbb{Z}/2 \{ k \chi \} \oplus \mathbb{Z}_2(ke) \).

**Table 3.** Generators for the cohomology groups \(H^*(S_2, \textbf{E}_t)\) and \(H^*(G_2, \textbf{E}_t)\)
Figure 12. The $d_3$ differentials in the homotopy fixed point spectral sequence $H^s(\mathcal{G}_2, E_t) \implies \pi_{t-s}E^{hG_2}$ (top) and the $E_3$ page of the homotopy fixed point spectral sequence $H^s(\mathcal{G}_2, E_t) \implies \pi_{t-s}E^{hG_2}$ (bottom). This is also a picture for the group $S_2$. 
Figure 13. The $d_3$ differentials in the homotopy fixed point spectral sequence $H^*(G_2^1, E_t) \Rightarrow \pi_{t-s}E^{hG_2^1}$ (top) and the $E_5$ page of the homotopy fixed point spectral sequence $H^*(G_2^1, E_t) \Rightarrow \pi_{t-s}E^{hG_2^2}$ (bottom). This is also a picture for the group $S_2$.

8. Differentials

In this section, we compute $d_3$-differentials in the homotopy fixed point spectral sequence of $E^{hG_2^1}$ and $E^{hG_2^2}$ in our range.
Remark 8.1. We will use the comparison of spectral sequences

(8.2) \[
\begin{array}{rccc}
H^*(\mathbb{G}_2, E_s) & \longrightarrow & \pi_* L_{K(2)} S^0 \\
\downarrow r & & \\
H^*(\mathbb{G}_2, E_s/2) & \longrightarrow & \pi_* L_{K(2)} S^0/2 \\
\downarrow v_i^{-1} & & \\
v_i^{-1} H^*(\mathbb{G}_2, E_s/2) & \longrightarrow & \pi_* L_{K(1)} L_{K(2)} S^0/2.
\end{array}
\]

where the bottom spectral sequence is the $v_1$-localized $K(2)$-local $E_2$-based Adams–Novikov spectral sequence for the Moore spectrum $S^0/2$. Denote by $v_i^{-1} r$ the left-hand side vertical composition, and note that this is a ring map in cohomology. However, the Moore spectrum is not a ring spectrum so the middle and bottom spectral sequences of (8.2) are not multiplicative spectral sequences. The differentials in the $v_1$-localized spectral sequence for the Moore spectrum were completely computed in \cite[Theorem 8.3.5]{BGH22}.

Proposition 8.3. Let $G = \mathbb{G}_2, \mathbb{S}_2, \mathbb{G}_2^1$ or $\mathbb{S}_2^1$. In the spectral sequence

(8.4) \[
E_2^{s,t} = H^*(G, E_i) \Longrightarrow \pi_{s-t} E^{hG}
\]

the classes

\[
1, \eta, \nu, \sigma, \epsilon, \alpha_5, \bar{\chi}, [\eta \chi], e, k
\]

are $d_3$-cycles. For $G = \mathbb{G}_2$ or $\mathbb{S}_2$, the class $\zeta$ is also a $d_3$-cycle.

Proof. It suffices to do the case $G = \mathbb{G}_2$, as the claim for the other subgroups then follows by naturality. The classes $1, \eta, \nu, \sigma, \epsilon, \alpha_5$ are $d_3$-cycles because they are the images of permanent cycles in the $BP$-based ANSS for $S^0$, see Section 5.2. That the class $\zeta$ is a permanent cycle is a well-known result due to Hopkins–Miller \cite[Theorem 6]{DH04}.

The element $\bar{\chi}$ maps to $\chi^2$ in $v_i^{-1} H^*(\mathbb{G}_2, E_s/2)$ and $\chi^2$ is a $d_3$ cycle in the $v_1$-localized spectral sequence by \cite[Theorem 8.3.5]{BGH22}. Therefore, $d_3(\bar{\chi})$ is an element of

\[
H^5(\mathbb{G}_2, E_2) \cong \mathbb{F}_2 \left\{ \eta k, \eta \left[ \frac{\eta^2 \chi}{v_1^3} \right], \eta \left[ \frac{\eta^2 \chi}{v_1} \right], \zeta, \eta \epsilon \zeta \right\},
\]

and $d_3(\bar{\chi})$ is in the kernel of $v_i^{-1} r$. However, none of these classes map to zero under $v_i^{-1} r$, since $k$ maps to $v_1^{-4} \eta^4$ and $e$ to $v_1^{-3} \sigma \chi^2$ (see Lemma 5.11). Therefore, $\bar{\chi}$ is a $d_3$-cycle in the spectral sequence (8.4) when $G = \mathbb{G}_2$, and hence so is the Massey product $[\eta \chi] = (\bar{\chi}, 2, \eta)$.

For $k$ and $e$, we use an analogous argument. Both elements map to non-trivial $d_3$-cycles and, again, the targets must be in the kernel of $v_i^{-1} r$. But the kernel of $v_i^{-1} r$ in the bi-degrees of both $d_3(k)$ and $d_3(e)$ is zero. Indeed, $d_3(k)$ is in

\[
H^7(\mathbb{G}_2, E_2) \cong \mathbb{F}_2 \left\{ \eta k \bar{\chi}, \eta \left[ \frac{\eta^4 \chi}{v_1^3} \right] \zeta \right\},
\]

and $d_3(e)$ is in

\[
H^6(\mathbb{G}_2, E_2) \cong \mathbb{F}_2 \left\{ k[\eta \chi], \eta k \zeta, \eta \left[ \frac{\eta^2 \chi}{v_1} \right] \zeta \right\}.
\]

We also have the following standard differential that can be found in many sources. See, for example, \cite[Remark 4.1.7]{BGH22} or \cite[Lemma 2.21]{BG18}.

\[\square\]
Lemma 8.5. Let $G = \mathbb{G}_2, S_2, \mathbb{G}_1^1$ or $S_1^1$. For any $z \in E_2^{s,t} \cong H^*(G, E_t)$ we have
\[ d_3(\mu z) = \eta^3 z + \mu d_3(z). \]

Lemma 8.6. Let $G = \mathbb{G}_2, \mathbb{G}_1^1, S_2$ or $S_1^1$.

1. If $x \in H^*(G, E_*/2)$ is a $v_1$-free class, then $\eta x \neq 0$ in $H^*(G, E_*/2)$.
2. If that $x \in H^*(G, E_*)$ is a class such that $v_1^{-1} r(x) \neq 0$, then $\eta x \neq 0$ in $H^*(G, E_*)$.

Proof. By [BGH22, Theorems 8.2.5, 8.2.6], $\eta$ multiplication in $v_1^{-1} H^*(G, E_*/2)$ is injective. The claims follow from the fact that $v_1^{-1} r(x) = \eta(v_1^{-1} r)(x) \neq 0$ if $v_1^{-1} r(x) \neq 0$.

Theorem 8.7. For $G = \mathbb{G}_2, S_2, \mathbb{G}_1^1$, or $S_1^1$, the non-zero $d_3$-differentials in the homotopy fixed point spectral sequence (8.4) with source in the range $0 \leq t < 12$ are multiples by $d_3$-cycles of Proposition 8.3 of the following differentials:

1. $d_3 \left( \frac{[\eta \chi v_1^2]}{v_1^2} \right) = \eta \left[ \frac{[\eta \chi v_1^2]}{v_1^2} \right] = k[\eta \chi]$;
2. $d_3 \left( \frac{[\eta \chi v_1^3]}{v_1^3} \right) = \eta k \chi$;
3. $d_3 \left( \frac{[\eta \chi v_1^4]}{v_1^4} \right) = \eta^3 \chi$;
4. $d_3(\mu) = \eta^4$;
5. $d_3 \left( \frac{[\sigma \nu v_1^2]}{v_1^2} \right) = \eta \left[ \frac{[\sigma \nu v_1^2]}{v_1^2} \right]$ mod $\nu^2 e$;
6. $d_3 \left( \frac{[\sigma \nu \eta v_1^3]}{v_1^3} \right) = \eta^3 [\eta \chi]$ mod $\nu^2 e$;
7. $d_3 \left( \frac{[\sigma \nu \chi v_1^4]}{v_1^4} \right) = \eta \left[ \frac{[\sigma \nu \chi v_1^4]}{v_1^4} \right]$ mod $(\nu^2 k, \nu^2 e \zeta)$.

Proof. As usual, it suffices to prove the claims for $G = \mathbb{G}_2$. The differential (4) is determined by Lemma 8.5. The differentials (1)–(3) can be shown by mapping further to the $v_1$-localized spectral sequence, as $v_1^{-1} r$ is injective on their target groups. So, these differentials follow directly from [BGH22, Lemma 8.3.3 or Theorem 8.3.5].

For (5)–(7) the target group for the $d_3$-differentials contains $\nu^2$-multiples, which are in the kernel of $v_1^{-1} r$. Comparing with the $v_1$-localized spectral sequence we get

\begin{align*}
(5) \quad & d_3 \left( \frac{[\sigma \nu v_1^2]}{v_1^2} \right) = \eta \left[ \frac{[\sigma \nu v_1^2]}{v_1^2} \right] \mod \nu^2 e \\
(6) \quad & d_3 \left( \frac{[\sigma \nu \eta v_1^3]}{v_1^3} \right) = \eta^3 [\eta \chi] \mod \nu^2 e \\
(7) \quad & d_3 \left( \frac{[\sigma \nu \chi v_1^4]}{v_1^4} \right) = \eta \left[ \frac{[\sigma \nu \chi v_1^4]}{v_1^4} \right] \mod (\nu^2 k, \nu^2 e \zeta).
\end{align*}

For (5), we have
\[ d_3 \left( \frac{[\sigma \eta v_1^2]}{v_1^2} \right) = \eta \left[ \frac{[\sigma \eta v_1^2]}{v_1^2} \right] + a \nu^2 e \]
for some coefficient $a \in \mathbb{F}_2$. By naturality, the same differential happens in the spectral sequence
\[ E_2^{s,t} = H^*(S_1^1, E_*/2) \implies \pi_* E^{hS_1^1} \wedge S^0/2. \]

Then $\nu$-multiplication gives that
\[ d_3 \left( \nu \frac{[\sigma \eta v_1^2]}{v_1^2} \right) = a \nu^3 e, \]
since the differentials are $\nu$-linear and $\nu \eta = 0$.

The class $\nu^3 e$ is non-trivial on the $E_2$-page of (8.8). However, we will show that
\[ \nu \frac{[\sigma \eta v_1^2]}{v_1^2} = 0 \in H^3(S_1^1, E_{10}/2), \]
which will imply that \(a = 0\). Indeed, Theorem 3.6 implies that there is no \(v_1\)-torsion in \(H^3(S^1_2, E_{10}/2)\). Then Lemma 8.6 implies that \(H^3(S^1_2, E_{10}/2) \to H^4(S^1_2, E_{12}/2)\) is injective.

The differential (6) is proved analogously.

For (7), we again have
\[
d_3 \left( \frac{\sigma \eta \chi}{v_1^2} \right) = \eta \left[ \frac{\sigma \eta \chi}{v_1^4} \right] + a \nu^2 k + b \nu^2 e \zeta
\]
for \(a, b \in \mathbb{F}_2\). We again multiply by \(\nu\) to get
\[
d_3 \left( \nu \left[ \frac{\sigma \eta \chi}{v_1^2} \right] \right) = a \nu^3 k + b \nu^3 e \zeta.
\]
Since \(H^4(G_2, E_{10})\) maps injectively into \(v_1^{-1}H^4(G_2, E_{10}/2)\), we must have that
\[
0 = \nu \left[ \frac{\sigma \eta \chi}{v_1^2} \right] \in H^4(G_2, E_{10})
\]
since all classes in \(H^4(G_2, E_{10})\) support non-trivial \(\eta\) multiplications by Lemma 8.6.

So, \(a \nu^3 k + b \nu^3 e \zeta = 0\). Mapping to the spectral sequence (8.8), naturality gives a differential \(d_3 \left( \nu \left[ \frac{\sigma \eta \chi}{v_1^2} \right] \right) = a \nu^3 k\) in (8.8). However, since \(\nu \left[ \frac{\sigma \eta \chi}{v_1^4} \right] = 0\), we conclude \(a = 0\). Therefore, to prove that \(b = 0\), it’s enough to prove that \(\nu^3 e \zeta \neq 0\) in \(H^7(G_2, E_{12})\). Furthermore, it’s enough to prove this in \(H^7(S_2, E_{12}/2)\).

We have an exact sequence
\[
0 \to H^6(S^1_2, E_{12}/2) \xrightarrow{\zeta} H^7(S_2, E_{12}/2) \to H^7(S^1_2, E_{12}/2) \to 0,
\]
so we need to analyze the \(Z_2\)-action on
\[
H^6(S^1_2, E_{12}/2) \cong \mathbb{F}_4 \{kv_1 \epsilon, k[h_{b_2}], k[\bar{b}_2] \} \oplus \mathbb{F}_4 \{\nu^3 e\}
\]
\[
\oplus \mathbb{F}_4 \{\eta^6, \eta^5 v_1 \chi, \eta^3 \left[ \frac{\sigma \eta}{v_1^2} \right], \eta^4 v_1 \chi^2, \eta^4 \left[ \frac{\sigma \eta \chi}{v_1^3} \right], v_1^4 \nu^3 e\}
\]
(8.9)

The first and second summands generate the \(v_1\)-power torsion, while the third summand consists of \(v_1\)-free classes. That \(\eta, v_1, \chi, \frac{\sigma \eta}{v_1^2}\) and \(e\) are fixed under the \(Z_2\) action was shown in Section 6. The class \(\frac{\sigma \eta}{v_1^2}\) is fixed since it is fixed after \(v_1\)-localization, and \(H^3(S^1_2, E_{12}/2)\) maps injectively into \(v_1^{-1}H^3(S^1_2, E_{12}/2)\).

This shows that the action of \(Z_2\) on the third summand is trivial.

Since \(kv_1 \epsilon\) and \(\nu^3 e\) are products of \(Z_2\)-fixed classes, they are fixed. Since \(k\) is fixed, we can analyze the action on \([h_{b_2}]\) and \([\bar{b}_2]\) by looking at the action on \([h_{b_2}], [\bar{b}_2] \in H^2(S^1_2, E_{12}/2) \cong \mathbb{F}_4 \{v_1 \epsilon, [h_{b_2}], [\bar{b}_2]\}\)
\[
\oplus \mathbb{F}_4 \{v_1^4 \eta^2, \eta v_1^5 \chi, v_1^3 \left[ \frac{\sigma \eta}{v_1^2} \right], v_1^6 \chi^2, v_1^2 \sigma \chi\}
\]
The second summand is again generated by \(v_1\)-free classes, so, since \([h_{b_2}]\) and \([\bar{b}_2]\) are \(v_1\)-power torsion, we have
\[
\pi_* [h_{b_2}] = a_1 v_1 \epsilon + a_2 [h_{b_2}] + a_3 [\bar{b}_2]
\]
\[
\pi_* [\bar{b}_2] = b_1 v_1 \epsilon + b_2 [h_{b_2}] + b_3 [\bar{b}_2]
\]
for $a_i, b_i \in \mathbb{F}_2$. Multiplying by $k$, we have that the first summand in (8.9) is a $\mathbb{Z}_2$-submodule. Hence the class $\nu^3 e$ is non-trivial in the coinvariants $H^6(\mathbb{S}_2, E_{12}/2)_{\mathbb{Z}_2}$. Therefore, the class $\zeta \nu^3 e \neq 0$ in $H^7(\mathbb{S}_2, E_{12}/2)$, which finishes the proof. \hfill \Box
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