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Introduction

Contamination between branches of mathematics is often the starting point of interesting researches and home of beautiful results. The union of two branches such as Group theory and Graph theory is known since 1878 when Cayley’s graph was firstly defined. In the following years various graphs have been associated to groups. In 1955, Brauer and Fowler introduced the commuting graph in [3], in early 2000 the directed power graphs have been related to semigroups in [19, 20], and only in 2009, Chackrabarty, Gosh and Sen, in [10], defined the undirected power graph, that we will call power graph. Approaching a group through a graph associated with it allows to focus on some specific properties of the group. For example, the commuting graph highlights the commutativity among the elements, the generating graph underlines the couples of elements that generate the group, if there is any; finally, as its name suggests, the power graph focuses on the powers of the elements. This subject of research it is not only useful for theoretical purpose, but there are clear connections with computer science, see [21, 22, 24].

In this thesis we will focus on directed power graphs and power graphs defined on finite groups. Since its appearance, the power graphs, both directed and undirected, stimulates numerous researches. The study of power graphs is still a hot topic, proven by the amount of papers released on the subject recently. Just to give an idea we briefly illustrate some of them released in the years 2020-2021. For the reader interested in the field of graphs defined on groups we cite [15] where all the graphs mentioned above with the exception of Cayley’s graph are discussed. In [14], Cameron et al. have studied for which groups the power graph is a cograph, a chordal graph or a threshold graph seeing if the power graph contains some particular induced subgraphs. Acharyya and Williams, in [2], have discussed properties of cliques, cycles, paths, and colouring in power graphs of finite groups, together with the construction of the longest directed path in power graphs of cyclic groups. In [13] characterizations of some groups whose proper power graphs are connected are given. Bošnjak, Madarász and Zahirović, in [8], have proved that two groups with isomorphic power graphs also have isomorphic enhanced power graphs. Some results regarding finite groups with the same power graph are given in [25]. Results on normal subgroups and power graphs are given in [26]. In [9], Bera has written about line graphs and nilpotent groups, giving a classification of all finite nilpotent groups whose power graphs are line graphs. Finally, in [27], Mishra and Sarkar have studied the $\lambda$-number for power graphs of finite p-groups. We can see with those recent articles that actual research on power graph has two main fields: the study of groups with particular power graphs also have isomorphic enhanced power graphs. Some results regarding finite groups with the same power graph are given in [25]. Results on normal subgroups and power graphs are given in [26]. In [9], Bera has written about line graphs and nilpotent groups, giving a classification of all finite nilpotent groups whose power graphs are line graphs. Finally, in [27], Mishra and Sarkar have studied the $\lambda$-number for power graphs of finite p-groups. We can see with those recent articles that actual research on power graph has two main fields: the study of groups with particular power graphs and the study of properties of the power graphs.

Among the mathematicians that mostly contributes to the development of the study of power graphs we cannot forget P. J. Cameron. Two of his articles on the subject, precisely [11, 12], are quite omnipresent in the references of the papers produced later. For example, in our references, the following articles cite at least one of those two Cameron’s articles: [11, 12, 8, 9, 14, 15, 16, 17, 18, 25, 26, 27]. So which better starting point if not this two
articles to begin the study of power graph?

We deeply studied the papers [11, 12] and decide to rewrite them in order to produce more detailed proofs. Indeed in many parts the proofs in those papers are just sketched. In this work of rewriting we have corrected some errors and we explained some not clear steps. We put particular effort into the correction of a crucial result in [11]. That result is strongly used to get the final conclusion, but it seems to be not completely proven. Indeed a particular case was not covered by Cameron’s proof. This new case was not easy to manage until, in the article [17] (released six years after [11] publication) we have found a way to extend Cameron’s idea and conclude the proof including the new case. Cameron’s result focus on the distinction between two distinct type of equivalence classes for a certain equivalence relation using an appropriate argument based on the sizes of the class studied and of an object related to it. The proof provided in the paper shows the existence of what we will refer to as critical classes for which the Cameron’s argument does not distinguish the type. Also in [12], in the proof of the main theorem, there was a problem. The provided proof claim to cover all possible primes but missed $p = 2$. These two mistakes have a common nature, they are both originated by a missing formalization of an intuition, but they are completely different in the outcomes. In [12], the missing case needed nothing more that an adjustment to make the proof work properly so it will not echoes in the future research. Instead, the introduction of critical classes could be an interesting starting point for some new research related to power graphs of finite groups.

The work of rewriting takes four of the six chapters of this thesis. It allows us a deep study of some equivalence relations defined on the vertex set of a graph. This study was what naturally brings us to quotient graphs, and then to maximal path and cycles. Quotient graphs are useful in the research of maximal path and cycles. We extend the idea given in [2] and we found a lower bound for the length of a maximum cycle of a power graph searching for a maximal path in a specific quotient graph. The research in this field is far from be over since we simply introduce the players and give some easy results on a subject of research that could offer newsworthy results.

After some preliminaries and the setting of a clear notation in Chapter 1, we transcribe the article [11, 12] in a more detailed way, and give the right path to follow to get the main results, in Chapters 2 and 3. In Chapter 4 we announce one of the major result related to the main theorem of the previous chapter. With this chapter we conclude the rewriting of [11, 12].

We then continue with a brief glance on quotient graphs (Chapter 5). For this and the following chapters, some new definitions and notation are needed and we present them at the beginning of the chapter. Finally, in Chapter 6 we conclude the thesis with an introductory study of maximal cycles and paths, both directed and undirected, in the power graphs. Quotient graphs play a crucial role in getting some of these results. In all this chapters some definitions and results are followed by examples and representative images.

We hope that this thesis allows a better comprehension on the articles [11, 12] and that it will stimulate new research on this beautiful and rich area. To that purpose we propose in Section 3.4 some open questions about critical classes. Furthermore also maximal path and cycles have to be deeply investigated, we only scratched the surface.
Chapter 1

Preliminaries and background information

Many graphs have been associated with groups. In this chapter we are going to define the ones on which we focus our research. In particular the power graph and the directed power graph of a group. We also recall some definitions and results and we set the notation.

1.1 Recalls

With $\mathbb{N}$ we refer to the set of all positive integers. We denote with $\mathbb{N}_0$ the set $\mathbb{N} \cup \{0\}$. For $k \in \mathbb{N}_0$ we set $[k] := \{n \in \mathbb{N} \mid n \leq k\}$. So $[0] = \emptyset$, and then $|[k]| = k$. We also use $[k]_0 = \{n \in \mathbb{N}_0 \mid n \leq k\}$, note that $[0]_0 = \{0\}$.

We recall some specific results and notation for groups. The groups considered in this thesis are all finite.

Let $G$ be a group. The identity element of $G$, will be simply denoted with $1$. If $H$ is a subgroup of $G$, then we write $H \leq G$ and if $H$ is a proper subgroup, then we write $H < G$.

Given $X \subseteq G$, $\langle X \rangle$ denotes the subgroup generated by $X$, that is the minimum subgroup of $G$ containing $X$. $\langle X \rangle$ is given by the intersection of all the subgroups of $G$ containing $X$. Let $g \in G$. Then we write $\langle g \rangle$ instead of $\langle \{g\} \rangle$. Recall that

$$\langle g \rangle = \{ g^k \mid k \in \mathbb{Z} \}$$

and that the order of $g$ is defined by

$$o(g) := |\langle g \rangle|.$$

Since $G$ is finite there exists $k \in \mathbb{N}$ such that $g^k = 1$ and $o(g) = \min \{ k \in \mathbb{N} \mid g^k = 1 \}$. As a consequence, if $o(g) = m$, then we have that

$$\langle g \rangle = \{ g^k \mid 0 \leq k \leq m - 1 \}.$$

If $o(g) = 2$, then $g$ is called an involution.

$G$ is called cyclic if there exists $g \in G$ such that $G = \langle g \rangle$. Remember that $G$ is cyclic if and only if, for all $k \mid |G|$, there exists a unique $H \leq G$ such that $|H| = k$.

If $G = \langle g \rangle$, then we have that

$$\{g \in G \mid o(g) = |G|\} = \{g \in G \mid \langle g \rangle = G\}.$$
Moreover $g^k$ is a generator of $G$ if and only if $\gcd(k, o(g)) = 1$.

If $G$ is cyclic of size $n$ it is denoted $C_n$. We also use the notation $D_n$ to refer to a dihedral group of size $2n$, that is the group with the following presentation:

$$D_n := \langle a, b \mid a^n = 1 = b^2, a^b = a^{-1} \rangle$$  \hfill (1.1)

Let $p$ be a prime number. If, for all $g \in G$, there exists $k \in \mathbb{N}$ such that $o(g) = p^k$, then $G$ is called a $p$-group. Since we are dealing with finite groups, equivalently, $G$ is a $p$-group if $|G|$ is a power of $p$.

Remember also that, for $n \in \mathbb{N}$, the generalised quaternions are defined by the presentation:

$$Q_{4n} := \langle x, y \mid x^n = y^2, x^{2n} = y^4 = 1, y^{-1}xy = x^{-1} \rangle.$$  

It is easily seen that $|Q_{4n}| = 4n$. Hence if $Q_{4n}$ is a $p$-group, then $p = 2$ and the group is given by:

$$Q_{2n+1} := \langle x, y \mid x^{2n} = y^2, x^{2n} = y^4 = 1, y^{-1}xy = x^{-1} \rangle.$$  

Note that for $n = 2$ we obtain the quaternion group $Q_8$.

Remember that, for $g \in G$, the centralizer of $g$ in $G$ is the set

$$C_G(g) := \{ h \in G \mid gh = hg \}.$$  

We now state some classic results about the structure of particular groups.

**Theorem 1.1.** [23, Theorem 2.1.3] Every Abelian group is the direct product of cyclic groups.

**Corollary 1.2.** Let $p$ be a prime number. Every finite abelian $p$-group is isomorphic to a direct product of cyclic $p$-groups.

Let $p$ be a prime number and $G$ an abelian $p$-group. By the previous corollary, if we know the number of elements of each order in $G$ we also know $G$ up to group isomorphism.

Another well-known result is the following.

**Theorem 1.3.** [23, Theorem 5.1.4] Every nilpotent group is isomorphic to a direct product of its Sylows subgroups.

We are going to freely use some of the results stated in this section without further references.

### 1.2 Graphs and digraphs

In this section we give some very preliminary definitions about graph theory.

**Definition 1.4.** We define a graph $\Gamma$ as a couple $\Gamma = (V_\Gamma, E_\Gamma)$ where $V_\Gamma$ is a not empty finite set of elements called vertices and $E_\Gamma$ is a subset of subsets of $V_\Gamma$ of size 2. If $e = \{x, y\}$ for some distinct $x$ and $y$ in $V_\Gamma$, we also say that such elements, $x$ and $y$, are joined or adjacent. The elements of $E_\Gamma$ are called edges.
Definition 1.5. We define a directed graph \( \vec{\Gamma} \), or digraph, as a couple \( \vec{\Gamma} = (V_{\vec{\Gamma}}, A_{\vec{\Gamma}}) \) where \( V_{\vec{\Gamma}} \) is a not empty finite set of elements called vertices and \( A_{\vec{\Gamma}} \), whose elements are called arcs, is a subset of \((V_{\vec{\Gamma}} \times V_{\vec{\Gamma}}) \setminus \Delta \) where \( \Delta = \{(x,x) \mid x \in V_{\vec{\Gamma}}\} \). Therefore each \( a \in A_{\vec{\Gamma}} \) is of the form \( a = (x,y) \) for some \( x \) and \( y \) in \( V_{\vec{\Gamma}} \) such that \( x \neq y \). We say that, if \((x,y)\) or \((y,x)\) is in \( A_{\vec{\Gamma}} \), then \( x \) and \( y \) are joined. We also say that \( a = (x,y) \in A_{\vec{\Gamma}} \) is directed from \( x \) to \( y \) and also that \( a \) has direction from \( x \) to \( y \). If \((x,y)\) is in \( A_{\vec{\Gamma}} \), then it said \( x \) dominates \( y \).

Given \( X,Y \subseteq V_{\vec{\Gamma}} \), we say that \( B \subseteq A_{\vec{\Gamma}} \) is composed by arcs from \( X \) to \( Y \) if, for all \( b \in B \), we have \( b = (x,y) \) for some \( x \in X \) and \( y \in Y \).

If \( e = \{x,y\} \) is an edge of a graph, then \( x \) and \( y \) are called the end vertices of \( e \). In the same way, if \( a = (x,y) \) is an arc of a digraph, then \( x \) and \( y \) are called the end vertices of \( a \). Given two distinct subsets \( X \) and \( Y \) of \( V_{\Gamma} \), for \( \Gamma \) a graph, we say that \( X \) and \( Y \) are joined if there is an edge with an end vertex in \( X \) and the other in \( Y \). Given two distinct subsets \( X \) and \( Y \) of \( V_{\vec{\Gamma}} \), for \( \vec{\Gamma} \) a digraph, we say that \( X \) and \( Y \) are joined if there is an arc with an end vertex in \( X \) and the other in \( Y \). For graphs or digraphs, if \( \Gamma \) or \( \vec{\Gamma} \) is clear from the context, then we write \((V,E)\) instead of \((V_{\Gamma}, E_{\Gamma})\) and \((V,A)\) instead of \((V_{\vec{\Gamma}}, A_{\vec{\Gamma}})\).

The cardinality of the vertex set of both graphs and digraphs is called the order of the graph/digraph.

A digraph \( \vec{\Gamma} \) is transitive if given \( x, y, z \in V \) such that \((x,y), (y,z) \in A \), then we have that \((x,z) \in A \).

Given a graph \( \Gamma \) we call subgraph of \( \Gamma \) a graph \( \Gamma' \) with \( V_{\Gamma'} \subseteq V_{\Gamma} \) and \( E_{\Gamma'} \subseteq E_{\Gamma} \). A subgraph \( \Gamma' \) is induced by his vertex set if, for all \( x, y \in V_{\Gamma'} \), \{\( x, y \)\} \( \in E_{\Gamma'} \) if and only if \{\( x, y \)\} \( \in E_{\Gamma} \). Given \( X \subseteq V_{\Gamma} \), we denote by \( \Gamma_{X} \) the induced subgraph of \( \Gamma \) with \( V_{\Gamma_{X}} = X \). Given a digraph \( \vec{\Gamma} \) we call subdigraph a digraph \( \vec{\Gamma}' \) with \( V_{\vec{\Gamma}'} \subseteq V_{\vec{\Gamma}} \) and \( A_{\vec{\Gamma}'} \subseteq A_{\vec{\Gamma}} \). We also say that a subdigraph \( \vec{\Gamma}' \) is induced by his vertex set if, for all \( x, y \in V_{\vec{\Gamma}'} \), \((x,y) \) \( \in A_{\vec{\Gamma}'} \) if and only if \((x,y) \) \( \in A_{\vec{\Gamma}} \). Given \( X \subseteq V_{\vec{\Gamma}} \), we denote by \( \vec{\Gamma}_{X} \) the induced subdigraph of \( \vec{\Gamma} \) with \( V_{\vec{\Gamma}_{X}} = X \).

It is called complete graph of \( n \) vertices, denoted by \( K_{n} \), a graph where \{\( x, y \)\} \( \in E_{K_{n}} \) for all \( x, y \in V_{K_{n}} \). We call complete digraph of \( n \) vertices, denoted by \( \vec{K}_{n} \), the digraph such that \( A_{\vec{K}_{n}} = V_{\vec{K}_{n}} \times V_{\vec{K}_{n}} \setminus \Delta \).

Usually, in graph theory, each vertex of a graph \( \Gamma \) is represented as a point; an edge \{\( x, y \)\} \( \in E \) is a line joining vertex points \( x \) and \( y \).

For a digraph \( \vec{\Gamma} \) the representation is quite similar, with the only exception that an arc \((x,y) \) \( \in A_{\vec{\Gamma}} \) it is no more a line between the two end vertices, but an arrow that is directed from \( x \) to \( y \).

In Figure 1.1 an example of a complete graph and a complete digraph.

Definition 1.6. Let \( \Gamma \) be a graph. The digraph obtained by replacing each edge of \( \Gamma \) by just one of the two possible arcs with the same ends is called an orientation of \( \Gamma \).

In Figure 1.2 there are some possible orientation of \( K_{4} \).

Definition 1.7. A path is a graph whose vertices can be arranged in an ordered sequence in such a way that two vertices are adjacent if and only if they are consecutive in the sequence.

A directed path is an orientation of a path in which each vertex dominates its successor in the sequence.

For a path \( \mathcal{W} \), \(|E_{\mathcal{W}}| \) is the length of \( \mathcal{W} \), denoted as \( \ell(\mathcal{W}) \). A k-path is a path with length \( k \). Likewise \( \ell(\vec{\mathcal{W}}) := |A_{\vec{\mathcal{W}}}| \) is the length of a directed path \( \vec{\mathcal{W}} \) and a directed k-path is a directed path of length \( k \).
Figure 1.1: $K_5$ and $K_4$

Figure 1.2: Some possible orientation of $K_4$. 
By definition, the vertices of a path $W$ can be arranged in an ordered sequence such that two vertices are adjacent if and only if they are consecutive in the sequence. There exist two of such arrangements, both of them determine the path $W$. If, for $k \in \mathbb{N}$, $V_W = \{x_1, \ldots, x_k\}$ and $E_W = \{(x_i, x_{i+1}) \mid i \in [k-1]\}$, then $W$ is uniquely determined by both the ordered sequences $x_1, x_2, \ldots, x_k$ and $x_k, x_{k-1}, \ldots, x_1$. So we represent the path $W$ as one of those arrangements. Hence we write $W = x_1, x_2, \ldots, x_k$. In such a representation $x_1$ and $x_k$ are called the end vertices of $W$.

It is similar for directed paths, but there are some differences. For a directed path $\vec{W}$ there exists only one ordered sequence that determine the path. $\vec{W} = x_1, \ldots, x_k$ is a directed path with $V_{\vec{W}} = \{x_1, \ldots, x_k\}$ and $A_{\vec{W}} = \{(x_i, x_{i+1}) \mid i \in [k-1]\}$. $x_1$ and $x_k$ are the end vertices of $\vec{W}$. We also say that $\vec{W}$ starts in $x_1$ and ends in $x_k$.

In Figures 1.3 and 1.4 there are three examples of path and directed path. Note that $W_1$ and $W_2$ are two distinct orientation of $W$ in Figure 1.3.

**Definition 1.8.** A cycle on three or more vertices is a graph whose vertices can be arranged in a cyclic sequence so that two vertices are adjacent if and only if they are consecutive in the sequence.

A directed cycle is an orientation of a cycle in which each vertex dominates its successor in the cyclic sequence.

Let $C$ be a cycle and $\vec{C}$ a directed cycle. $|E_C|$ is the length of the cycle and $|A_{\vec{C}}|$ is the length of the directed cycle, denoted, respectively, $\ell(C)$ and $\ell(\vec{C})$. A $k$-cycle and a directed $k$-cycle are, respectively, a cycle of length $k$ and a directed cycle of length $k$.

As in the case of paths, we represent a cycle with an ordered list of vertices. Note that, for a cycle $C$, there exist more than two possible arrangements that determine the same cycle, indeed $C$ does not have ending points. In fact, a cycle $C$ with $V_C = \{x_1, \ldots, x_k\}$ and $E_C = \{(x_i, x_{i+1}) \mid i \in [k] \cup \{x_1, x_k\}\}$ can be represented, for all $i \in [k]$, by one of the following sequences:

$$x_i, x_{i+1}, \ldots, x_k, x_1, x_2, \ldots, x_{i-1}, x_i$$

$$x_i, x_{i-1}, \ldots, x_{i+1}, x_{i+1}, x_k, x_{k-1}, \ldots, x_1$$

Then we write $C = x_1, x_2, \ldots, x_k, x_1$. 
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Figure 1.5: A 5-cycle $C = a, b, c, d, e, a$

Figure 1.6: Two distinct directed 5-cycles: $\vec{C}_1 = a, b, c, d, e, a$ and $\vec{C}_2 = a, e, d, c, b, a$

Also for a directed cycle $\vec{C}$ there exist more than two possible ordered sequences of vertices that determine the cycle. Consider $\vec{C}$ with $V_{\vec{C}} = \{x_1, \ldots, x_k\}$ and $A_{\vec{C}} = \{(x_i, x_{i+1}) | i \in [k-1]\} \cup \{(x_k, x_1)\}$. The sequences $x_{i}, x_{i+1}, \ldots, x_{k}, x_{1}, x_{2}, \ldots, x_{i-1}, x_{i}$ for all $i \in [k]$ determine uniquely the directed cycle $\vec{C}$.

Hence we write $\vec{C} = x_1, x_2, \ldots, x_k, x_1$.

There are three examples of cycles and directed cycles in Figures 1.5 and 1.6. Note that $\vec{C}_1$ and $\vec{C}_2$ are distinct orientations of $C$.

**Definition 1.9.** Let $\Gamma_1$ and $\Gamma_2$ be two graphs. A map $\psi : V_{\Gamma_1} \rightarrow V_{\Gamma_2}$ is a graph homomorphism if it maps adjacent vertices to adjacent vertices. Formally $\{x, y\} \in E_{\Gamma_1}$ implies $\{\psi(x), \psi(y)\} \in E_{\Gamma_2}$ for all $x, y \in V_{\Gamma_1}$. If $\psi$ is a graph homomorphism between $\Gamma_1$ and $\Gamma_2$, then we use the notation $\psi : \Gamma_1 \rightarrow \Gamma_2$.

**Definition 1.10.** Two graphs $\Gamma_1$ and $\Gamma_2$ are said to be isomorphic, in symbols $\Gamma_1 \cong \Gamma_2$, if there exists an homomorphism $\psi$ that is a bijection between $V_{\Gamma_1}$ and $V_{\Gamma_2}$ with the property that $\{x, y\} \in E_{\Gamma_1}$ if and only if $\{\psi(x), \psi(y)\} \in E_{\Gamma_2}$. Such a $\psi$ is called graph isomorphism. If $\Gamma_1 = \Gamma_2$, then $\psi$ is also called graph automorphism.

Analogous definition can be given for digraphs.

**Definition 1.11.** Let $\vec{\Gamma}_1$ and $\vec{\Gamma}_2$ be two graphs. A map $\psi : V_{\vec{\Gamma}_1} \rightarrow V_{\vec{\Gamma}_2}$ is a digraph homomorphism if, for all $x, y \in V_{\vec{\Gamma}_1}$, $(x, y) \in A_{\vec{\Gamma}_1}$ implies $(\psi(x), \psi(y)) \in A_{\vec{\Gamma}_2}$. If $\psi$ is a digraph homomorphism between $\vec{\Gamma}_1$ and $\vec{\Gamma}_2$, then we use the notation $\psi : \vec{\Gamma}_1 \rightarrow \vec{\Gamma}_2$.

**Definition 1.12.** Two digraphs $\vec{\Gamma}_1$ and $\vec{\Gamma}_2$ are said to be isomorphic, in symbols $\vec{\Gamma}_1 \cong \vec{\Gamma}_2$, if there exists a bijection $\psi$ between $V_{\vec{\Gamma}_1}$ and $V_{\vec{\Gamma}_2}$ with the property that $(x, y) \in A_{\vec{\Gamma}_1}$ if and only if $(\psi(x), \psi(y)) \in A_{\vec{\Gamma}_2}$. Such a $\psi$ is called digraph isomorphism. If $\vec{\Gamma}_1 = \vec{\Gamma}_2$, then $\psi$ is also called digraph automorphism.
Definition 1.13. Given a vertex $x$ of a graph $\Gamma$, the closed neighbourhood of $x$ in $\Gamma$ is defined as the set $N_\Gamma[x] = \{ y \in V_\Gamma \mid y = x \text{ or } \{y, x\} \in E_\Gamma \}$.

The open neighbourhood of $x$ in $\Gamma$ is defined as the set $N_\Gamma(x) = N_\Gamma[x] \setminus \{x\}$.

$N_\Gamma[x]$ is never an empty set as it always contains the vertex $x$, indeed $1 \leq |N_\Gamma[x]| \leq |V_\Gamma|$.

If $|N_\Gamma[x]| = |V_\Gamma|$, and hence $N_\Gamma[x] = V_\Gamma$, then $x$ is called a star vertex. We denote the set of all star vertices of $\Gamma$ by $S_\Gamma$. In Figure 1.7 the vertex in the centre is the only star vertex. Note that $\Gamma$ is a complete graph if and only if $S_\Gamma = V_\Gamma$. Look at Figure 1.1 to see the case of $K_5$.

Remark 1.14. Let $\Gamma_1$ and $\Gamma_2$ be two graphs. If $\Gamma_1 \cong \Gamma_2$, Then $|S_{\Gamma_1}| = |S_{\Gamma_2}|$.

Proof. Let $\psi$ be an isomorphism between the two graphs $\Gamma_1$ and $\Gamma_2$. Now let $x, y \in V_\Gamma$, with $y \neq x$. Since $\psi$ is a graph isomorphism, then we have that $\{x, y\} \in E_\Gamma$ if and only if $\{\psi(x), \psi(y)\} \in E_\Gamma$. Hence $x \in S_{\Gamma_1}$ if and only if $\psi(x) \in S_{\Gamma_2}$. Thus $|S_{\Gamma_1}| = |S_{\Gamma_2}|$, since $\psi$ is a bijection between $V_{\Gamma_1}$ and $V_{\Gamma_2}$. $\square$

In general $|N_\Gamma[x]| - 1$ is called the degree of $x$, also denoted by $\deg_\Gamma(x)$. We use $\deg(x)$ when $\Gamma$ is clear from the context.

### 1.3 The Euler’s function

Before defining the objects that will be the main players of this thesis, we need to recall the Euler’s function $\phi$. For $n \in \mathbb{N}$, we recall that

$$\phi(n) := |\{k \in \mathbb{N} \mid 1 \leq k < n \text{ with } \gcd(k, n) = 1\}|.$$ 

It is well known that, for $k \in \mathbb{N}$, for $p_i$ a prime number and $a_i$ a positive integer for all $i \in [k]$, with $p_i \neq p_j$ for all $i \neq j$, if $n = p_1^{a_1}p_2^{a_2}...p_k^{a_k}$, then

$$\phi(n) = \prod_{i=1}^{k} p_i^{a_i-1}(p_i - 1).$$

Remark 1.15. $\phi(n) = 1$ if and only if $n = 1$ or $n = 2$. Furthermore $\phi(n)$ is odd if and only if $\phi(n) = 1$. 
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Proof. Clearly $\phi(n) = 1$ if $n = 1$ or $n = 2$. Assume that $\phi(n) = 1$. Suppose, by
contradiction, that $n \neq 1$ and $n \neq 2$.

If $n = 2^k$ for an integer $k \geq 2$, then $2^{k-1} \mid \phi(n)$, thus $\phi(n) \neq 1$.

If there exists a prime $p \neq 2$ such that $p \mid n$, then $(p-1) \mid \phi(n)$, thus $\phi(n) \neq 1$.

This two cases cover all the possible $n \neq 1, 2$. Note that in both cases $\phi(n)$ is divided by
an even number, so it is even. Therefore we get both conclusions.

For $n, m \in \mathbb{N}$, it is not true, in general, that if $n \geq m$, then $\phi(n) \geq \phi(m)$. For example
pick $n = 6$ and $m = 5$, then $\phi(6) = 2 \leq \phi(5) = 4$. The next lemma show us special cases
for which $n \geq m$ implies $\phi(n) \geq \phi(m)$.

**Lemma 1.16.** Let $m$ and $n$ be two positive integers. If $m \mid n$, then $\phi(m) \mid \phi(n)$ with
equality if and only if $m = n$ or $m$ is odd and $n = 2m$.

Proof. Since $m \mid n$, we have that there exist distinct primes $p_1, p_2, \ldots, p_s$ such that $m = p_1^{a_1} p_2^{a_2} \ldots p_s^{a_s}$ and $n = p_1^{b_1} p_2^{b_2} \ldots p_s^{b_s}$ with $k \leq s$, $1 \leq a_i \leq b_i$ for all $i \in [k]$ and $a_i, b_i \in \mathbb{N}$ for all
$i \in [k]$ and $j \in [s]$.

So $\phi(m) = \prod_{i=1}^{k} p_i^{a_i - 1} (p_i - 1)$ and $\phi(n) = \prod_{j=1}^{s} p_j^{b_j - 1} (p_j - 1)$. Then

$$\phi(n) = \phi(m) \prod_{i=1}^{k} p_i^{b_i - a_i} \prod_{j=1}^{s} p_j^{b_j - 1} (p_j - 1).$$

Hence $\phi(m) \mid \phi(n)$ with equality if and only if $b_i = a_i$ for all $i \in [k]$ and

$$\prod_{j=k+1}^{s} p_j^{b_j - 1} (p_j - 1) = 1.$$ 

Now $\prod_{j=k+1}^{s} p_j^{b_j - 1} (p_j - 1) = 1$ happens in two cases:

1. The product is over an empty set. This holds only when $n$ and $m$ are products of
the same primes. So $n = m$, as $a_i = b_i$ for all $i \in [k]$.

2. The factors in the product are all equal to 1, that implies $p_j^{b_j - 1} (p_j - 1) = 1$ for all
$k + 1 \leq j \leq s$. This happens if and only if $s = k + 1$, $b_s = 1$ and $p_s = 2$. As $n$ is
product of distinct primes it follows that $m$ is odd. So here we obtain that $n = 2m$.

1 As usual a product of number over an empty set of integer is set to be 1.
Chapter 2

Power graph and directed power graph

In this chapter we start to explore the connection between Group theory and Graph theory. Definitions, notation and also the results presented here, will be crucial for the following chapters.

Definition 2.1. Let $G$ be a group. The power graph of $G$, denoted as $P(G)$, is defined by $V_{P(G)} = G$ and $\{x, y\} \in E_{P(G)}$ if $x \neq y$ and there exists a positive integer $m$ such that $x = y^m$ or $y = x^m$.

By Lagrange's Theorem if $\{x, y\}$ is an edge of a power graph, then $o(x) | o(y)$ or $o(y) | o(x)$, in particular $\langle x \rangle \leq \langle y \rangle$ or $\langle y \rangle \leq \langle x \rangle$. Moreover, since in a group $G$ every element has a finite order, then, in $P(G)$, the identity element of $G$ is a star vertex. Hence we have $1 \in S_{P(G)}$. Thus $P(G)$ is connected.

In Figure 2.1 there is a representation of $P(S_4)$. We can recognize the only star vertex as the identity.

Let observe that, for all $x \in V_{P(G)}$, we have that $\deg(x) \geq o(x) - 1$. This holds because, given $x \in V_{P(G)}$, $\{x, y\} \in E_{P(G)}$ for all $y \in \langle x \rangle \setminus \{x\}$ and we have $|\langle x \rangle| = o(x)$.

In some cases, it is convenient to consider also the subgraph $P^*(G)$ of $P(G)$ induced by $G \setminus \{1\}$. Such a graph is called the proper power graph of $G$. In Figure 2.2 we see how $P^*(S_4)$ appears. Look to Figure 2.1 that represents $P(S_4)$, to appreciate the differences. Note that, for all $x \in V_{P(G)} \setminus \{1\}$, $\deg_{P(G)}(x) = \deg_{P^*(G)}(x) + 1$. Now, in $P^*(G)$, all the vertices of degree 0 are the transpositions, the vertices of degree 1 are the 3-cycles. The remaining vertices are the 4-cycles and the product of two transpositions. In each triangle we have two 4-cycle and a product of two transpositions. For example the vertices of one of the triangles in $P^*(G)$ are $(1234)$, $(4321)$ and $(13)(24)$.

Remark 2.2. Let $G$ be a group and $H \leq G$. Then $P(G)_H = P(H)$.

Proof. By definition of power graph and induced subgraph we immediately have $V_{P(H)} = H = V_{P(G)_H}$. Now $e = \{x, y\} \in E_{P(H)}$ if and only if $e \in E_{P(G)_H}$ since, by definitions, both are equivalent to $x \neq y$, $x, y \in H$ and there exists a positive integer $m$ such that $x = y^m$ or $y = x^m$. Thus $P(H) = P(G)_H$.

Whenever is clear which group we are referring to, we write $E$ instead of $E_{P(G)}$.

We can easily find some simple results related to the power graph of cyclic groups.

Lemma 2.3. Let $G$ be a cyclic group. If $G$ is not a $p$-group, then for all $x \in G \setminus \{1\}$ with $\langle x \rangle \neq G$ there exists $y \in G$ such that $x$ and $y$ are not joined in $P(G)$.
Figure 2.1: Power graph of $S_4$

Figure 2.2: Proper power graph of $S_4$
Proof. Let $G = \langle g \rangle$ and let $o(g) = p_1^{a_1} p_2^{a_2} \cdots p_k^{a_k}$ for an integer $k \geq 2$, $p_1, p_2, \ldots, p_k$ distinct primes and $a_i \in \mathbb{N}$ for all $i \in [k]$. Now let $x \in G$ that satisfies the hypothesis. Then, since $o(x) \mid o(g)$, $o(x) = p_1^{b_1} p_2^{b_2} \cdots p_k^{b_k}$ with, for all $i \in [k]$, $b_i$ an integer such that $0 \leq b_i \leq a_i$. Thus, as $\langle x \rangle \neq G$, there is an index $i$ such that $b_i < a_i$. Take $y \in G$ with $o(y) = p_i^{b_i}$ then $o(y) \mid o(x)$ and $o(x) \mid o(y)$; therefore $y$ is not joined to $x$ in $\mathcal{P}(G)$. \hfill \Box

Corollary 2.4. Let $G$ be a cyclic group. Then $\mathcal{P}(G)$ is a complete graph if and only if $G$ is cyclic of prime power order.

Proof. Assume that $G \cong C_{p^n}$ for some prime $p$ and $n \in \mathbb{N}_0$. We proceed by induction on the order of $G$. For $|G| = 1$ and for $|G| = p$ we have that $\mathcal{P}(G)$ is a complete graph since $G$ contains only the identity and the generators of the group, that are clearly joined to all others elements. Now let $|G| = p^n$ for some $n \in \mathbb{N}$. Surely there exists $y \in G$ with order $p^{n-1}$. Then, by inductive hypothesis, $\mathcal{P}(\langle y \rangle)$ is complete. Therefore consider two elements $x, z \in G$. If one of them is a generator, then they are joined. Otherwise, since the elements of $G \setminus \langle y \rangle$ are exactly the generators of $G$, we have that $x, z \in \langle y \rangle$, and hence they are joined. Thus $\mathcal{P}(G)$ is a complete graph.

Assume next that $\mathcal{P}(G)$ is complete. By Lemma 2.3 since $G$ is cyclic, it must be of prime power order otherwise there exist at least two vertices that are not joined. \hfill \Box

In particular Lemma 2.3 tells us something about the closed neighbourhoods: Let $G$ be a group. If $x, y \in G \setminus \{1\}$ and $\langle x \rangle < \langle y \rangle$ with $o(y)$ not a prime power, then surely $N_{\mathcal{P}(G)}[x] \neq N_{\mathcal{P}(G)}[y]$. Indeed, by Lemma 2.3 in $\langle y \rangle$ there exists an element not joined to $x$, and such an element is clearly joined to $y$.

With the next proposition we study the star vertices of a power graph.

Proposition 2.5. \cite{11} Proposition 4. Let $G$ be a group. Consider $\mathcal{S} = \mathcal{S}_{\mathcal{P}(G)}$. Suppose that $|\mathcal{S}| > 1$. Then one of the following occurs:

(a) $G$ is cyclic of prime power order, and $\mathcal{S} = G$;

(b) $G$ is cyclic of non-prime-power order $n$, and $\mathcal{S}$ consists of the identity and the generators of $G$, so that $|\mathcal{S}| = 1 + \phi(n)$;

(c) $G$ is 2-group generalised quaternion, and $\mathcal{S}$ contains the identity and the unique involution of $G$, so that $|\mathcal{S}| = 2$.

Proof. Clearly $\mathcal{S}$ contains the identity.

Claim 1. For all $g \in \mathcal{S} \setminus \{1\}$, the order of $g$ is divisible by every prime divider of $|G|$.

Suppose, by contradiction that there exists a prime $q$ such that $q \mid |G|$ and $q \nmid o(g)$. In particular $o(g) \neq q$. Let $h \in G$ be an element with $o(h) = q$. Then, since $g \in \mathcal{S}$, we have that \{g, h\} $\in E$. Hence $o(g) \mid o(h)$ or $o(h) \mid o(g)$. Now $o(h) = q \nmid o(g)$, then we have that $o(g) \mid o(h) = q$. Therefore $o(g) = 1$, that implies $g = 1$, against the assumption on $g \in \mathcal{S} \setminus \{1\}$.

Consider $g \in \mathcal{S} \setminus \{1\}$.

Claim 2. Every $h \in G$ with order a prime is a power of $g$. Then $G$ has a unique subgroup of order $p$ for all primes $p \mid |G|$.
Let \( p \) be a prime such that \( p \mid |G| \). Suppose, by contradiction, that there exists \( h \), an element of order \( p \), which is not a power of \( g \). Since \( g \in S \) then \( h \) and \( g \) are joined in the power graph. So, for the assumption on \( h \), \( g \) must be power of \( h \); but it is a contradiction: if \( o(g) > p \) then \( g \) cannot be a power of an element of order \( p \), which is \( h \), since we would have \( o(g) \mid o(h) \), and if \( o(g) = p \) then \( g \) is power of \( h \) if and only if \( h \) is power of \( g \) against the assumption. Note that \( o(g) \) cannot be less than \( p \) as \( p \mid o(g) \).

Hence the claim is true.

Now a \( p \)-group with a unique subgroup of order \( p \) is cyclic or 2-group generalised quaternion, by [4, Theorems 8.5, 8.6]. Therefore if \( G \) is a \( p \)-group we obtain conclusions (a) or (c) of the Proposition.

So suppose that the order of \( G \) is divisible by at least two distinct primes.

**Claim 3.** \( G = \langle g \rangle \).

Let \( z \in G \), since \( g \in S \) holds, we have \( \{g, z\} \in E \) thus we also have \( z \in \langle g \rangle \) or \( g \in \langle z \rangle \). Suppose that \( g \in \langle z \rangle \) holds and that \( \langle g \rangle \neq \langle z \rangle \); in all the other cases we have \( z \in \langle g \rangle \). Now \( o(g) \mid o(z) \) and if \( p \) is a prime such that \( p \mid |G| \) then, by Claim 1, \( p \mid o(g) \). Hence \( o(z) \) is not a prime power and, since \( \langle g \rangle \neq 1 \), by Lemma 2, there exists an element \( w \in \langle z \rangle \) not joined to \( g \), against the fact that \( g \in S \) holds. Therefore such a \( z \) does not exist and then \( z \in \langle g \rangle \) thus \( G = \langle g \rangle \). We have obtained the conclusion (b) proving the proposition.

We propose two results that follow from this proposition. We omit the proof for both of them because they are straightforward.

**Corollary 2.6.** If \( G \) is an abelian group, then \( \mathcal{P}(G) \) has more than one star vertex if and only if \( G \) is a non trivial cyclic group.

**Proposition 2.7.** For a group \( G \), \( \mathcal{P}(G) \) is a complete graph if and only if \( G \) is cyclic of prime power order.

Note that this last Corollary extends the information of Corollary 2.4 to all groups. From now on we always refer to \( \mathcal{S}_{\mathcal{P}(G)} \) as \( \mathcal{S} \), if the group is clear from the context.

We propose three examples of power graph in Figures 2.3, 2.4 and 2.5, one for each case of the Proposition. Let’s analyse briefly these three examples. In Figure 2.3 it is represented the power graph of \( C_8 \), a cyclic group of prime power order. As we expected from Proposition 2.7, \( \mathcal{P}(C_8) \) is a complete graph. Here, every vertex has the same closed neighbourhood as all the others, in particular \( \mathcal{S} = G \).
Figure 2.4: $\mathcal{P}(C_6)$

Figure 2.5: $\mathcal{P}(Q_8)$
In the case of Figure 2.4, where is represented $C_6$, the hypothesis of Lemma 2.3 are satisfied. We have that $a^2, a^3, a^4$ are not star vertices, and, all the generators and the identity are in $\mathcal{S}$. Note that, as stated in Proposition 2.5, $|\mathcal{S}| = 1 + \phi(|G|)$.

Finally, in Figure 2.5, we see an example of a not abelian group, $Q_8$, with a star vertex different to the identity, that is the unique involution of this group. In this case $|\mathcal{S}| = 2$.

Let’s abandon for a moment the power graph to talk about its directed counterpart.

**Definition 2.8.** Let $G$ be a group. The directed power graph of $G$, denoted $\overrightarrow{P}(G)$, is defined by $V(\overrightarrow{P}(G)) = G$ and $(x, y) \in A(\overrightarrow{P}(G))$ if $x \neq y$ and there exists a positive integer $m$ such that $y = x^m$.

For an example of such a digraph take a look at Figure 2.6 where the group is the dihedral group of 8 elements:

$$D_4 = \{1, a, a^2, a^3, b, ab, a^2b, a^3b\}$$

and

$$A_{\overrightarrow{P}(D_4)} = \{(a, 1), (a^2, 1), (a^3, 1), (b, 1), (ab, 1), (a^2b, 1), (a^2b, 1), (a, a^3), (a^3, a), (a, a^2), (a^2, a)\}.$$ 

From now on we always refer to $A_{\overrightarrow{P}(G)}$ with $A$, if it is clear which group we are referring to.

**Remark 2.9.** Let $G$ be a group. Then $\overrightarrow{P}(G)$ is transitive.

**Proof.** Let $x, y, z \in G$ such that $(x, y), (y, z) \in A$. Then there exist two integers $m$ and $n$ such that $y = x^m$ and $z = y^n$. Hence we have $z = x^{mn}$, it follows that $(x, z) \in A$ holds. \qed
Remark 2.10. If $\psi$ is a group isomorphism between two groups $G_1$ and $G_2$, then $\psi$ is also a graph isomorphism between $\mathcal{P}(G_1)$ and $\mathcal{P}(G_2)$ and also a digraph isomorphism between $\mathcal{P}(G_1)$ and $\mathcal{P}(G_2)$.

Proof. By definition of group isomorphism, $\psi$ is a bijection between $G_1$ and $G_2$, so we only need to prove that the condition on the edges/arcs is satisfied. For $x \neq y$:

- $\{x, y\} \in E_{\mathcal{P}(G_1)} \iff x = y^k$ or $y = x^k$ for some $k \in \mathbb{N} \iff \psi(x) = \psi(y^k) = \psi(y)^k$ or $\psi(y) = \psi(x^k) = \psi(x)^k \iff \{\psi(x), \psi(y)\} \in E_{\mathcal{P}(G_2)}$.
- $(x, y) \in A_{\mathcal{P}(G_1)} \iff$ there exists $k \in \mathbb{N}$ such that $y = x^k \iff \psi(y) = \psi(x^k) = \psi(x)^k \iff (\psi(x), \psi(y)) \in A_{\mathcal{P}(G_2)}$.

Note that by Definitions 2.1 and 2.8 we can associate a graph and a digraph to the same group $G$. $\mathcal{P}(G)$ and $\mathcal{P}(G)$ are surely related in some way since they came from the same group $G$. Let’s see if we are able to analyse better this relation. $\mathcal{P}(G)$ and $\mathcal{P}(G)$ have clearly the same vertex set, that is $G$. So what can we say about $E$ and $A$?

Remark 2.11. Let $G$ be a group. Then $\{x, y\} \in E$ if and only if $(x, y) \in A$ or $(y, x) \in A$.

The Remark above tells us that we are able to present $E$ if we know $A$. Indeed $\mathcal{P}(G)$ shows us which elements of $G$ are joined in $\mathcal{P}(G)$. Instead, starting from $\mathcal{P}(G)$, we have to decide between two possible arcs for all the edges, and, at first, we do not know which one we have to choose.

We say that we can reconstruct $\mathcal{P}(G)$ from $\mathcal{P}(G)$, if we are able to show $A$ only thanks to the information given by the power graph $\mathcal{P}(G)$. We say that we can reconstruct $\mathcal{P}(G)$ from $\mathcal{P}(G)$, if we are able to show $E$ only thanks to the information given by the directed power graph $\mathcal{P}(G)$.

With this new notation, Remark 2.11 tells us that we can reconstruct $\mathcal{P}(G)$ from $\mathcal{P}(G)$. Let’s try to reconstruct $\mathcal{P}(G)$ from $\mathcal{P}(G)$. If it is not always possible (we expect that), at some point, we find which groups fails and why. The problem is the following:

Question 2.12. Given $\{x, y\} \in E$, can we decide which of $(x, y)$ and $(y, x)$ is an arc of $\mathcal{P}(G)$? If the answer is yes: How can we choose between $(x, y)$ and $(y, x)$?

2.1 Three equivalence relations

To answer Question 2.12 we will study three distinct equivalence relations defined on the elements of $G$. In this section we are going to present these three equivalence relations with the related results that we will use. In particular all the definitions and results below are crucial for all that will follow in Section 3.2.

Definition 2.13. Given two elements $x$ and $y$ of a group $G$ we say that $x \diamond y$ if $x = y$ or $(x, y)$ and $(y, x)$ are both arcs of $\mathcal{P}(G)$.

The relation $\diamond$ is clearly an equivalence relation and hence its classes form a partition of $G$. The $\diamond$-class of an element $x$ is denoted by $[x]_{\diamond}$. Despite the definition of the $\diamond$ relation is given through the directed power graph, this relation can also be seen directly from the group. This is a consequence of the next result.
Lemma 2.14. Let $x$ and $y$ be two elements of a group $G$. Then $x \diamond y$ if and only if $\langle x \rangle = \langle y \rangle$. Moreover, for all $x \in G$, $|[x]_\circ| = \phi(o(x))$.

Proof. If $x \diamond y$ then there exist $n$ and $m$ in $\mathbb{N}$ such that $x = y^n$ and $y = x^m$. Thus $\langle x \rangle = \langle y^n \rangle \subseteq \langle y \rangle$ and $\langle y \rangle = \langle x^m \rangle \subseteq \langle x \rangle$; then $\langle x \rangle = \langle y \rangle$. The converse is trivial.

Finally note that

$$|[x]_\circ| = |\{y \in G \mid \langle x \rangle = \langle y \rangle\}| = \left| \{y \in G \mid y = x^k \text{ for some } 1 \leq k < o(x) \text{ with } \gcd(k, o(x)) = 1 \} \right| = \left| \{k \in \mathbb{N} \mid 1 \leq k < o(x) \text{ with } \gcd(k, o(x)) = 1 \} \right| = \phi(o(x))$$

\[ \square \]

Corollary 2.15. Let $G$ be a group and $x \in G$. Then $|[x]_\circ| = 1$ if and only if $x = 1$ or $x$ is an involution.

Proof. By the previous lemma we have $|[x]_\circ| = \phi(o(x))$. Now $\phi(o(x)) = 1$ if and only if $o(x) = 1$ or $o(x) = 2$. Therefore $|[x]_\circ| = 1$ if and only if $x = 1$ or $x$ is an involution. \[ \square \]

It is useful to highlight that we have $[y]_\circ \subseteq \langle y \rangle$ for all $y \in G$. In particular $[y]_\circ = \langle y \rangle$ if and only if $y = 1$.

To know all the $\circ$-classes is a strong information about the group whenever we want to construct the directed power graph of that same group since holds the following crucial lemma.

Lemma 2.16. Let $G$ be a group. In $\vec{P}(G)$ all the following facts hold:

i) The subdigraph induced by a $\circ$-class is a complete digraph.

ii) Given two distinct $\circ$-classes $X$ and $Y$, if there is at least one arc directed from $X$ to $Y$, then all the vertices of $X$ are joined to all the vertices of $Y$ by arcs directed from $X$ to $Y$ and there are no arcs directed from $Y$ to $X$.

iii) If $X$ and $Y$ are two distinct joined $\circ$-classes, with $|X| > |Y|$, then all the arcs between them are directed from $X$ to $Y$.

iv) If $X$ and $Y$ are two distinct joined $\circ$-classes, with $1 \neq |X| = |Y|$, then exactly one of them, let say $X$, has all its elements joined with an involution with arcs that are directed from $X$ to the involution. In this case, all the arcs between $X$ and $Y$ are directed from $X$ to $Y$.

v) If $X$ and $Y$ are two distinct joined $\circ$-classes, with $1 = |X| = |Y|$, then one is the class of the identity and the other the class of an involution. So, between them, there is exactly one arc directed from the involution to the identity.

Proof. i) For all $\bar{x}, \hat{x} \in [x]_\circ$ with $\bar{x} \neq \hat{x}$, by the definition of the relation $\circ$, $(\bar{x}, \hat{x})$ and $(\hat{x}, \bar{x})$ are both arcs of $\vec{P}(G)$ and hence also of the subdigraph induced by $[x]_\circ$. This means that $\vec{P}(G)_{[x]_\circ}$ is a complete digraph.

ii) Let $X$ and $Y$ be two distinct $\circ$-classes. For $x \in X$ and $y \in Y$ we cannot have both arcs $(x, y)$ and $(y, x)$, otherwise $x \diamond y$ and then $X = Y$. Suppose that there is an arc from $x$ to $y$. It follows that $y = x^m$ for some positive integer $m$. Let $\bar{y}$ be an element of $Y$, then we have $\bar{y} = y^n$ for some positive integer $n$. Hence $\bar{y} = x^{mn}$ and
so there is an arc from \( x \) to \( y \). Let \( \bar{x} \) be an element of \( X \), then \( x = \bar{x}^k \) for some positive integer \( k \). Hence \( y = \bar{x}^{km} \) and so there is an arc from \( \bar{x} \) to \( y \). In conclusion we proved that if there is at least an arc from \( X \) to \( Y \) all the elements of \( X \) are joined to all the elements of \( Y \) by arcs directed from \( X \) to \( Y \).

iii) By ii) it is enough to show that there is an arc directed from \( X \) to \( Y \) to prove that all the arcs between the two classes do the same. Since the classes are joined there exist \( x \in X \) and \( y \in Y \) two joined vertices. Suppose, by contradiction, that the arc between these two elements is \((y,x)\). Then \( x = y^m \), for some integer \( m \neq 1 \). Thus \( o(x) \mid o(y) \) and by Lemma 1.16 and by Lemma 2.14 we have \(|X| = \phi(o(x)) \mid \phi(o(y)) = |Y| \) that is absurd since \(|X| > |Y| \).

iv) Let \( X = [x]_o \) and \( Y = [y]_o \) for some \( x, y \in G \) with \((x, y) \in A \). Then \( o(y) \mid o(x) \). Now \(|X| = |Y|\), so, by Lemma 2.14, \( \phi(o(x)) = \phi(o(y)) \). Moreover by Lemma 1.16 we have that there are only two possibilities: \( o(x) = o(y) \) or \( o(x) = 2o(y) \) with \( o(y) \) odd. Assume that \( o(x) = o(y) \). Then \( X = Y \) against the assumption. Hence we have \( o(x) = 2o(y) \) and, since \(|Y| \neq 1 \), we have \( o(y) \neq 1 \). So \( x \neq x^{o(y)} \) since otherwise:

\[
x = x^{o(y)} \Rightarrow x^2 = x^{2o(y)} = x^{o(x)} = 1
\]

hence \( o(x) = 2 \), then \( o(y) = 1 \) that is a contradiction. It follows that \((x, x^{o(y)}) \in A \). Therefore, since by Lemma 2.15 \( \{x^{o(y)}\} \) is a \( o \)-class, by ii) all the vertices of \( X \) are joined to the involution \( x^{o(y)} \) by arcs that are directed from \( X \) to the involution.

v) Since \(|X| = |Y| = 1 \), by Corollary 2.15 we have \( X = \{x\} \) and \( Y = \{y\} \) with \( x,y \) given by 1 or involutions. Assume, by contradiction, that \( X = \{x\} \) and \( Y = \{y\} \) for \( x \) and \( y \) both involutions with \( x \neq y \). Now since \( X \) and \( Y \) are joined, then up to renaming \( X \) and \( Y \), we have \((x, y) \in A \) so \( y = x^m \) for some \( m \in \mathbb{N} \). But \( x^m \in \{1, x\} \)

We emphasize that we extrapolate this result from the proof of [11, Theorem 2] where it is used without a formal proof. In Figure 2.7 we propose a schematic representation of some of the points of Lemma 2.16.

Now we can begin to understand why Lemma 2.16 is said to be crucial. Suppose that \( \{x, y\} \) is an edge of \( P(G) \). Suppose also to know all the \( o \)-classes of \( G \). In order to manage Question 2.12 we distinguish the following cases:

- There exists a \( o \)-class \( X \) such that \( x, y \in X \).

Then both \((x, y)\) and \((y, x)\) are arcs of \( \overline{P}(G) \) by Lemma 2.16 i). This is the only case where we take both arcs.

- There exist \( X \) and \( Y \) two distinct \( o \)-classes such that \( x \in X \) and \( y \in Y \).

Then one of them, say \( X \), has size greater or equal to the other one, that is \(|X| \geq |Y| \).

We consider two subcases:

  a) \(|X| = 1 \). Then we also have \(|Y| = 1 \). So \( X = \{x\} \) and \( Y = \{y\} \) with \( x \neq y \). Since \( \{x, y\} \in E \) holds, then \( X \) and \( Y \) are joined in \( \overline{P}(G) \). By Lemma 2.16 v) one of them is the class of the identity and the other one is the class of an involution. Renaming if necessary we can assume \( y = 1 \) and \( x \) an involution so that \((x, y) \in A \).
Figure 2.7: A schematic representation of points i), iii) and iv) of Lemma 2.16.
b) $|X| > 1$. Then there are two possibilities: $|X| \neq |Y|$ or $|X| = |Y|$. In the first case we have $|X| > |Y|$ and by Lemma 2.16 iii), we get $(x, y) \in A$. In the second case we have $|X| = |Y| \neq 1$ and one of the two vertices, let say $x$, must be joined to an involution. Then $(x, y) \in A$ by Lemma 2.16 iv).

In conclusion, in order to reconstruct $\vec{P}(G)$ from $\mathcal{P}(G)$ it is sufficient to recognize, in $\mathcal{P}(G)$, all the $\diamond$-classes, the identity and the involutions. Note that we only need a way to determine the identity and the $\diamond$-classes since, by Corollary 2.15, once we have this two information the involutions are the vertices $x \neq 1$ such that $|[x]_{\diamond}| = 1$.

Let’s have a look at Figure 2.8, that represents $\mathcal{P}(S_4)$ with all the $\diamond$-classes highlighted. Note that we clearly recognize the identity as the only star vertex. So now we have enough information to reconstruct $\vec{P}(S_4)$ from $\mathcal{P}(S_4)$.

For all the edges of the form $\{x, 1\}$ we know that $(x, 1) \in A$ and $(1, x) \notin A$. So we can just examine the edges of $\mathcal{P}^*(S_4)$, that appear in Figure 2.2. Now, except for the edges between the vertices in the triangles, for all the edges we have to choose both possible arcs since the vertices are in the same $\diamond$-class. Instead, in the triangles, two vertices are in the same $\diamond$-class and the remaining one is in another $\diamond$-class. For the edge between the two vertices in the same $\diamond$-class we have to choose both arcs. Finally, for the two edges remaining in the triangles, we have to choose the arc that is directed from the bigger $\diamond$-class to the smaller one. In Figure 2.9 the result of this procedure: $\vec{P}(S_4)$.

**Definition 2.17.** Given two elements $x$ and $y$ of a group $G$ we write $xN\!y$ if $N_{\mathcal{P}(G)}[x] = N_{\mathcal{P}(G)}[y]$.

$N$ is clearly an equivalence relation. The $N$-class of an element $x$ is denoted by $[x]_N$. It follows immediately by the definition that two elements of the same $N$-class are joined.
Then, in particular, \([y]_N \subseteq N_{P(G)}[y]\) for all \(y \in G\), and we also have that \(P(G)_{[y]_N}\) is a complete graph.

In Figure 2.10 there is an example of a power graph with the \(N\)-classes highlighted by colouring the vertices of the same \(N\)-class with the same colour. The figure represents the power graph of \(C_6 \times C_2\). In the centre, in blue, there is the identity.

In Figure 2.2 where is represented \(P^*(S_4)\), the \(N\)-classes are not highlighted with different colours, but they are easily found as the connected components of the graph. It is only missing the \(N\)-class of 1 that is composed by exactly the identity. The case of \(S_4\) is not a general case because the proper power graph is not always the union of connected components that are the \(N\)-classes. Indeed the proper power graph can be also connected, even if there exists more than one \(N\)-class. Take as example the power graph of \(C_6 \times C_2\) in Figure 2.10. The cyan vertex and the magentas are connected also in the proper power graph; then their \(N\)-classes are not of two distinct components as happens for \(N\)-classes in \(P^*(S_4)\). We remark again, after this examples, that the subgraph induced by an \(N\)-class is always a complete graph.

Note that in the power graph the elements of the same \(N\)-class are indistinguishable in the following sense: all the maps that permute the vertices of an \(N\)-class and fix all the others vertices are graph isomorphism for \(P(G)\). In fact, if we have \(x, y \in G\) such that \(xNy\) holds, then the map \(\psi : G \to G\), defined by \(\psi(x) = y, \psi(y) = x\) and \(\psi(z) = z\) for all \(z \in G \setminus \{x, y\}\), is a graph automorphism for \(P(G)\):

Let \(v, w\) be two distinct vertices of \(P(G)\) with \(\{v, w\} \in E\). We distinguish two cases:

1. Both \(v, w\) are neither \(x\) nor \(y\). Then \(\{\psi(v), \psi(w)\} = \{v, w\} \in E\).

2. At least one of \(v, w\) is equal to \(x\) or \(y\). Up to renaming, if necessary, we have \(\{x, w\} \in E\), that implies \(w \in N_{P(G)}[x] = N_{P(G)}[y]\). Now, if \(w = y\), then \(\psi(w) = \psi(y) = x\),
so \( \{\psi(x), \psi(w)\} = \{y, x\} \) that is in \( E \) since \( x \sim y \) holds. Otherwise, if \( w \neq y \), then 
\( \{\psi(x), \psi(w)\} = \{y, w\} \) that is in \( E \) since we have \( w \in N_{\mathcal{P}(G)}[y] \).

This proves that \( \psi \) is a graph isomorphism since it is clearly a bijection from \( G \) to \( G \).

Note that the graph isomorphism explained above is not induced by a group isomorphism. So it is an example of the fact that not all the graph isomorphisms between two power graphs are induced by a group isomorphism (see Remark 2.10 for the converse).

Speaking of isomorphisms is crucial to underline the following result that will be used later in Section 3.1.

**Lemma 2.18.** Let be \( G_1 \) and \( G_2 \) groups, \( x \in G_1 \) and \( \psi \) a graph isomorphism. If \( \psi(\mathcal{P}(G_1)) = \mathcal{P}(G_2) \), then all the following are true:

i) \( N_{\mathcal{P}(G_2)}[\psi(x)] = \psi(N_{\mathcal{P}(G_1)}[x]) \), in particular \( |N_{\mathcal{P}(G_2)}[\psi(x)]| = |N_{\mathcal{P}(G_1)}[x]| \);

ii) \( [\psi(x)]_n = \psi([x]_n) \), and, in particular we have that \( \mathcal{P}(G)[x]_n \cong \mathcal{P}(G)[\psi(x)]_n \);

iii) \( G_1 \) and \( G_2 \) has the same amount of \( \mathbb{N} \)-classes.

**Proof.**

i) Let \( y' \in N_{\mathcal{P}(G_2)}[\psi(x)] \). Since \( \psi \) is a graph isomorphism, there exists \( y \in G_1 \) such that \( \psi(y) = y' \). Now we have that \( \{\psi(y), \psi(x)\} \in E_{\mathcal{P}(G_2)} \), this happens if and only if \( \{y, x\} \in E_{\mathcal{P}(G_1)} \) holds that is equivalent to say that \( y \in N_{\mathcal{P}(G_1)}[x] \). Therefore \( N_{\mathcal{P}(G_2)}[\psi(x)] = \psi(N_{\mathcal{P}(G_1)}[x]) \).

ii) We want to prove that \( [\psi(x)]_n = \psi([x]_n) \). If this holds, then \( [x]_n = [\psi(x)]_n \), and hence \( \mathcal{P}(G)[x]_n \cong \mathcal{P}(G)[\psi(x)]_n \) because are complete graphs of the same order. So take \( y' \in [\psi(x)]_n \). Since \( \psi \) is a bijection, there exists \( y \in G_1 \) such that \( y' = \psi(y) \).

We want to prove that \( y \in [x]_n \). Indeed we have, by i), that

\[
\psi(N_{\mathcal{P}(G_1)}[y]) = N_{\mathcal{P}(G_2)}[\psi(y)] = N_{\mathcal{P}(G_2)}[\psi(x)] = \psi(N_{\mathcal{P}(G_1)}[x]),
\]
and hence, since $\psi$ is injective, we obtain that $N_{P(G_1)}[y] = N_{P(G_1)}[x]$. It follows that $y \in [x]_N$. For the converse we simply follow the argument above backwards.

iii) Let $k$ be a positive integer and let $x_1, x_2, \ldots, x_k$ be a set of representatives for the $N$-classes of $G_1$. By ii), we have that $\psi(x_1), \psi(x_2), \ldots, \psi(x_k)$ are a set of representatives for the $N$-classes of $G_2$. Indeed suppose, by contradiction, that there exists $y' \in G_2$ such that $[y']_N \neq [\psi(x_i)]_N$ for all $i \in [k]$. There exists $y \in G_1$ such that $\psi(y) = y'$, and there exists $i \in [k]$ such that $y \in [x_i]_N$. Therefore

$$[y']_N = [\psi(y)]_N = [\psi((x_i)_N) = [\psi(x_i)]_N,$$

a contradiction. Note also that $[\psi(x_i)]_N \neq [\psi(x_j)]_N$ for all $i \neq j$ in $[k]$ otherwise we would have $\psi([x_i]_N) = \psi([x_j]_N)$ and hence, since $\psi$ is injective, we would have $[x_i]_N = [x_j]_N$, a contradiction.

Before continuing with the study of $N$-classes note that it is easy to understand how the closed neighbourhood of an element behaves whenever we move to a subgroup. Let $G$ be a group. If $H \leq G$, then, for all $h \in H$, we have that

$$N_{P(H)}[h] = H \cap N_{P(G)}[h].$$

Indeed we have that if $x \in H$ and $x \in N_{P(G)}[h]$ hold, then it follows clearly that $x \in N_{P(H)}[h]$; and if we have $x \in N_{P(H)}[h]$, then we have $x \in H$ and $\{x, h\} \in E_{P(H)} \subseteq E_{P(G)}$, and hence $x \in H \cap N_{P(G)}[h]$ holds.

From now on we always refer to $N_{P(G)}[x]$ with $N[x]$ if the group is clear from the context.

Note that the $N$-class of the identity is composed by all the star vertices, since 1 itself is a star vertex. Then $[1]_N = S_{P(G)}$. So we call the class of the identity the star class and we simply write $S$ whenever there is no possible misunderstanding on which group we are referring to.

**Remark 2.19.** Let $y \in G$. Then $N[y] \subseteq C_G(y)$ holds. We also have that $[y]_N \subseteq C_G(y)$.

**Proof.** Let $x \in N[y]$. Then we have that $x \in \langle y \rangle$ or $y \in \langle x \rangle$. So, in both cases, $x \in C_G(y)$. Now remember that we have $[y]_N \subseteq N[y]$, thus we also have $[y]_N \subseteq C_G(y)$. \qed

**Remark 2.20.** The relation $\circ$ is a refinement of the relation $\mathcal{N}$. In particular each $N$-class is union of $\diamond$-classes.

**Proof.** We need to show that $x \circ y$ implies $x \mathcal{N} y$. So let $x, y \in G$ such that $x \circ y$. We have $x = y^k$ and $y = x^s$ for some $k, s \in \mathbb{N}$ such that $\gcd(k, o(y)) = 1$ and $\gcd(s, o(x)) = 1$. Let $z \in N[x]$. Then there exists a positive integer $n$ such that $x = z^n$ or $z = x^n$. In the first case $y = x^s = z^{ns}$; in the other case $z = x^n = y^{kn}$. In any case we get $z \in N[y]$, thus $N[x] \subseteq N[y]$. In the same way, starting with $z \in N[y]$ we obtain $z \in N[x]$, and then $N[x] = N[y]$. \qed

For example, in Figure 2.2, that is $P^*(S_4)$, the elements of a triangle form an $N$-class. But we know that these elements are of order 2 and 4. So each of these three $N$-classes is union of two $\diamond$-classes: the class of the only element of order 2 and the class of the 2 remaining elements, that have order 4. So, in general, in an $N$-class is possible to find elements of different orders. Note that, since we know how many elements of each order
Figure 2.11: $\mathcal{P}(S_4)$ where all the vertices with the same colour are in the same $N$-class, and vertices in the same box are in the same $\circ$-class.

are in those specific $N$-classes, is up to us the division in $\circ$-classes since, as we already stated, the elements in each $N$-class are indistinguishable: In each triangle we can choose any couple of vertices as the two elements of order 4.

In Figure 2.11 we represent $\mathcal{P}(S_4)$ with both relations $N$ and $\circ$ highlighted. The choice of the colours is not entirely random. The white vertex is the identity. The ones in shades of green are all the elements of order 3. The vertices in shades of red/pink are all involutions. And, finally, the vertices coloured in a yellow shade composed, with the identity, the three 4-cycles of $S_4$.

Definition 2.21. Given two elements $x$ and $y$ of a group $G$ we write $x \circ y$ if $o(x) = o(y)$.

As the relations previously defined, also $\circ$ is an equivalence relation. The $\circ$-class of an element $x$ is denoted by $[x]_\circ$.

Let $x, y$ elements of a group $G$. If $x \circ y$, then $x \circ y$ and $x N y$ both hold. Hence $\circ$ is a refinement of both $N$ and $\circ$, thus an $N$-class and a $\circ$-class are both union of $\circ$-classes. Instead if we have $x N y$ neither $x \circ y$ nor $x \circ y$ must necessary hold; and the same is true if we have $x \circ y$. But there is a specific connection between these three classes that the next lemma clarifies. This was a result of the article [11] that Cameron did not enclose in a lemma.

Lemma 2.22. Let $x$ and $y$ be two distinct elements of $G$ such that $x \circ y$. Then the following conditions are equivalent:

(a) $x$ is joined to $y$ in the power graph;

(b) $x \circ y$;
Lemma 2.22, we have three equivalence relations. Pick an \( N \)-class. The same does not happen for the \( \hat{N} \)-classes. In conclusion: from the power graph of a group we get all the \( \hat{N} \)-classes.

Proof. Let, for an element \( k \in N \), \([x_1]_o,[x_2]_o,\ldots,[x_k]_o\) the \( \hat{N} \)-classes that partitioned \( X \).

For all \( i \in [k] \), if \( y \in [x_i]_o \), then \( o(x_i) = o(y) \) and also \( x_i \hat{N} y \), since we are in \( X \). By Lemma 2.22, we have \( x_i \circ y \). Then \( y \in [x_i]_o \). Thus \([x_i]_o \subseteq [x_i]_o\) for all \( i \in [k] \). Vice versa, for all \( i \in [k] \), if \( y \in [x_i]_o \), then we have \( x_i \circ y \) that implies \( o(x_i) = o(y) \). So, by definition of the \( \circ \) relation, \( y \in [x_i]_o \). Thus \([x_i]_o \subseteq [x_i]_o\) for all \( i \in [k] \). Therefore \([x_i]_o = [x_i]_o\), thus \([x_1]_o,[x_2]_o,\ldots,[x_k]_o\) is the partition of \( X \) in \( \hat{N} \)-classes.

For example, take \( G \cong C_{p^n} \), a cyclic group of prime power order. \( \mathcal{P}(G) \) is a complete graph, so all its vertices belong to the same \( N \)-class. Then the partition of \( G \) in \( \hat{N} \)-classes is also the partition of \( G \) in \( \hat{N} \)-classes.

In Figure 2.12 is represented \( \mathcal{P}(S_4) \) with the partitions given by the three relations highlighted. In this figure we can clearly see the complex interconnections among the three equivalence relations. Pick an \( N \)-class, for example the one of the yellow vertices. Since \( \circ \) is a refinement of \( N \), then the entire \( \circ \)-class of each vertex is contained in the \( N \)-class. The same does not happen for the \( \hat{N} \)-classes of the vertices in the \( N \)-class. However we have proved, in Lemma 2.22 and here we can see it, that the intersection between an \( N \)-class and a \( \hat{N} \)-class is exactly a \( \circ \)-class, even if, at the beginning, it could have been union of \( \circ \)-classes.

We were interested to recognize the \( \circ \)-classes. Now we have that, once we get the \( N \)-classes, partitioning this classes by elements with the same order, we obtain exactly all the \( \circ \)-classes. In conclusion: from the power graph of a group we get all the \( N \)-classes; so we only need to find a way to break the \( N \)-classes in \( \hat{N} \)-classes. To do that we will need the following lemma.

**Lemma 2.24.** Let \( x \) and \( y \) be two elements whose orders are powers of a prime \( p \), with \( o(x) \leq o(y) \). Then \( N[x] \supseteq N[y] \) if and only if \( x \) is power of \( y \).

**Proof.** The forward implication is clear since \( N[x] \supseteq N[y] \) implies that \( x \) and \( y \) are joined in the power graph, and hence, as \( o(x) \leq o(y) \), it must be \( x \) a power of \( y \). So suppose that \( x \) is a power of \( y \), and take \( z \in N[y] \). If \( y \) is a power of \( z \), then so is \( x \); if \( z \) is a power of \( y \), then \( x \) and \( z \) both lie in the cyclic \( p \)-group generated by \( y \), and, by Proposition 2.7, the power graph of a cyclic \( p \)-group is a complete graph. So \( z \in N[x] \) in either cases. □

We emphasize that Lemma 2.24 is extrapolated from the proof of [11 Proposition 5].
Figure 2.12: $\tilde{\mathcal{P}}(S_4)$ where all the vertices with the same colour are in the same $\mathbb{N}$-class, all the vertices in the same box are in the same $\diamond$-class and all the vertices in the same dashed sides figure are in the same $\circ$-class.
Chapter 3

Reconstruction of $\overrightarrow{P}(G)$ from $P(G)$

3.1 Case I: Abelian groups

This section contains the proof that, for an abelian group, power graph determines the group up to group isomorphism. From this result follows that, for $G$ abelian group, we can reconstruct $\overrightarrow{P}(G)$ from $P(G)$.

Theorem 3.1. [12, Theorem 1] Let $G_1$ and $G_2$ be abelian groups with $P(G_1) \cong P(G_2)$. Then $G_1 \cong G_2$. In particular $\overrightarrow{P}(G_1) \cong \overrightarrow{P}(G_2)$.

To ensue the proof of Cameron et al. in [12] it is necessary the following Proposition and its Corollary.

Proposition 3.2. [12, Proposition 2] Let $x$ and $y$ be distinct elements of an abelian group $G$. Then $x \sim y$ if and only if one of the following holds:

(a) $x \circ y$;

(b) $G$ is cyclic, and one between $x$ and $y$ is a generator of $G$ and the other the identity;

(c) $G$ is cyclic of prime power order.

Proof. If (a) holds, then, since $\circ$ is a refinement of $\sim$, we have that $x \sim y$.

If (b) holds we have that $N[x] = G = N[y]$, then clearly $x \sim y$.

If (c) holds we have that $N[x] = G = N[y]$ since, by Proposition 2.7, $P(G)$ is a complete graph; then we obtain $x \sim y$.

Suppose next that $x \sim y$ holds and assume that (a) does not hold. Note that $x$ and $y$ are not both 1 as they are supposed to be different. We have that $x$ and $y$ are joined and so, after renaming, if necessary, we have $x \in \langle y \rangle$. Then $y \neq 1$ otherwise also $x = 1$. In particular the order of $x$ properly divides the order of $y$. Now consider the subgraph of $\mathcal{P}(G)$ induced by $\langle y \rangle$. By Remark 2.2, this subgraph is $\mathcal{P}(\langle y \rangle)$. As $x \sim y$ and $x, y \in \langle y \rangle$ hold, we have that $N_{\mathcal{P}(\langle y \rangle)}[x] = N_{\mathcal{P}(\langle y \rangle)}[y]$. And since $N_{\mathcal{P}(\langle y \rangle)}[y] = \langle y \rangle$, then $y$ is a star vertex in $\mathcal{P}(\langle y \rangle)$. Therefore also $x$ is a star vertex in $\mathcal{P}(\langle y \rangle)$.

Assume first that $y$ has not prime power order. By Proposition 2.5 we have $x = 1$ since $x$ is a star vertex in $\mathcal{P}(\langle y \rangle)$ and it cannot be a generator, otherwise we would have $x \circ y$. Then $x = 1 \in S_{\mathcal{P}(G)}$ and, since $x \sim y$, also $y \in S_{\mathcal{P}(G)}$. So we have $|S_{\mathcal{P}(G)}| > 1$, and, by Proposition 2.5, it follows that $G$ must be cyclic because $G$ is abelian. Hence we have (b).
Assume next that \( y \) has prime power order. In this case we have that there exist a prime \( p \), and two integers \( k \in \mathbb{N}_0 \) and \( l \in \mathbb{N} \) such that \( o(x) = p^k \) and \( o(y) = p^{k+l} \). Suppose, by contradiction, that \( G \) is not a cyclic \( p \)-group. Consider the \( p \)-Sylow subgroup \( P \) of \( G \). We want to prove that having \( P \neq G \) brings us to a contradiction, so we get that (c) holds.

If \( P \) is cyclic, since \( G \) is supposed not to be a cyclic \( p \)-group, then there exists \( z \in G \) of prime order \( q \neq p \). Let \( \tilde{q} \) be a positive integer such that \( \tilde{q}q \equiv 1 \pmod{p^k} \). Such a \( \tilde{q} \) exists as \( \gcd(q, p^k) = 1 \). Now \( (xz)^{\tilde{q}q} = x \) implies that \( x \) is joined to \( z \). But \( y \) is not joined to \( xz \) as \( o(xz) = p^kq \mid p^{k+l} = o(y) \) and \( o(y) = p^{k+l} \mid p^kq = o(xz) \). A contradiction.

If \( P \) is not cyclic, then, by [13] Theorems 8.5, 8.6, there are at least two subgroups \( B = \langle b \rangle \) and \( C = \langle c \rangle \neq B \) of order \( p \). Suppose \( y \) joined to both \( b, c \). Since \( o(y) = p^{k+l} \) we have that \( o(y) \geq o(b) = o(c) = p \). It follows that \( b, c \in \langle y \rangle \). Then we reach the contradiction \( B = C \) because in \( \langle y \rangle \) there is a unique subgroup of order \( p \). Therefore the vertex \( y \) is not joined to both \( b \) and \( c \). Hence there exists an element \( z \in G \) of order \( p \) which is not a power of \( y \). Suppose, by contradiction, that \( y \) and \( yz \) are joined. Since \( z \notin \langle y \rangle \) we must have that there exists a positive integer \( t \) such that \( (yz)^t = y \). If \( z^t = 1 \), then \( p \mid t \). So \( o(y^t) \) properly divides \( o(y) \) and then \( (yz)^t = y^t \neq y \), a contradiction. Hence we have \( z^t \) a generator of \( \langle z \rangle \). Since \( (yz)^t = y \) we obtain that \( z^t = y^{1-t} \in \langle y \rangle \). Then \( \langle z^t \rangle = \langle z \rangle \subseteq \langle y \rangle \), so we reach the contradiction \( z \in \langle y \rangle \). Now we have \( y^{p^s} = (yz)^{p^s} \) and we also have that \( y^{p^s} \) is joined to \( x \) because both lay in \( \langle y \rangle \) that has complete power graph. In particular, since \( o(y^{p^s}) = o(x) = p^k \), we have that there exists a positive integer \( s \) such that \( (y^{p^s})^s = x \). So \( x \) is joined to \( yz \), since \( x = (yz)^{p^s} \). Therefore we have \( yz \in N[x] \), but \( yz \notin N[y] \) against the hypothesis that \( xNy \).

\[ \square \]

A crucial result follows immediately from the previous proposition.

**Corollary 3.3.** Let \( G \) be an abelian group and \( x, y \in G \). Assume \( [x]_S \neq S \). Then \( xNy \) if and only if \( x \circ y \).

**Proof.** Assume first that \( xNy \) holds. Since \( [x]_S \neq S \) we have neither that \( x \) is the identity or a generator of \( G \), nor that \( G \) is a cyclic group of prime power order. Then, by Proposition 3.2 we get \( x \circ y \).

Assume next \( x \circ y \), it follows immediately \( xNy \). \[ \square \]

If we focus on not cyclic abelian groups, the above corollary could be written in the following form.

**Corollary 3.4.** Let \( G \) be a not cyclic abelian group and let \( x, y \in G \). Then \( xNy \) if and only if \( x \circ y \).

We are now able to give a proof of the main theorem of this section. Note that this proof ensue Cameron’s proof in article [12], but we had to add missing details. In particular Cameron’s proof left the case of \( p = 2 \) that we instead cover precisely.

**Proof of Theorem 3.7.** By \( \mathcal{P}(G_1) \cong \mathcal{P}(G_2) \), it follows \( |G_1| = |G_2| \).

Moreover, by Remark 1.14 we have \( |S_1| = |S_2| \). If now \( G_1 \) is cyclic, then \( |S_1| > 1 \) so that also \( |S_2| > 1 \) and, by Corollary 2.6 \( G_2 \) is also cyclic. Thus \( G_1 \) and \( G_2 \) are both cyclic of the same order and \( G_1 \cong G_2 \) holds.

Suppose next that \( G_1 \) and \( G_2 \) are both not cyclic.
Let’s focus on $G := G_1$. By the power graph $\mathcal{P}(G)$ we are able to determine the $\mathbb{N}$-classes of $G$ and, by Corollary 3.4 they are exactly its $\circ$-classes. By Corollary 2.6 since we are supposing $G$ not cyclic, we recognize the identity as the only star vertex of the power graph.

Now, let $p$ be the smallest prime divisor of $|G|$. For the following we have to distinguish the case of $p \neq 2$ and of $p = 2$.

**Claim 1.** For $p \neq 2$, let $x \in G$ and $i \in \mathbb{N}$. Then $o(x) = p^i$ if and only if $|[x]_o| = p^{i-1}(p-1)$ and $x$ has $p^{i-1}$ neighbours among the elements $z$ such that $o(z) \mid p^{i-1}$.

If $i = 1$, then the claim become: $o(x) = p$ if and only if $|[x]_o| = p - 1$. Indeed, for all $x \in G$, it is true that $x$ has $p^0 = 1$ neighbour among the elements $z$ such that $o(z) \mid 1$, because $1$ is the only element $z$ with $o(z) \mid 1$.

Assume first that $o(x) = p$. Then, by Lemma 2.14, $|[x]_o| = \phi(p) = p - 1$.

Assume next that $|[x]_o| = p - 1$. Then, by Lemma 2.14 we have that $\phi(o(x)) = p - 1$. Suppose, by contradiction, that $o(x) \neq p$. We distinguish three cases:

- $o(x) = q$ for some prime $q \neq p$. Then $\phi(o(x)) = q - 1$, thus $q - 1 = p - 1$, so $q = p$, a contradiction.
- $o(x) = q^l$, with $l \geq 2$ and $q$ prime. Then we have $\phi(o(x)) = q^{l-1}(q - 1)$. Hence $p = q^{l-1}(q - 1) + 1 > q$ holds. Against the fact that $p$ is the smallest prime divisor of $|G|$.
- $o(x) = q^m$, with $m \in \mathbb{N} \setminus 1$ such that $q \mid m$, $l \in \mathbb{N}$ and $q$ a prime. Remember that $o(x) \mid |G|$, hence, since $m \mid o(x)$, we have that $m \neq 2$, otherwise $p = 2$. Thus $m \geq 3$. We have that $\phi(o(x)) = q^{l-1}(q - 1)\phi(m)$ and thus $q^{l-1}(q - 1)\phi(m) = p - 1$. Note that $\phi(m) > 1$ since $m \geq 3$. In particular we have $p - 1 > q^{l-1}(q - 1)$. Now if $l = 1$ we have $p > q$. If instead $l \geq 2$ we have $p \geq q^{l-1}(q - 1) + 1 > q$; both cases contradict the minimality of $p$.

Hence the claim for $i = 1$ has been proved.

Now we prove the claim for $i \geq 2$.

Assume first $x \in G$ such that $o(x) = p^i$. Then, by Lemma 2.14 $|[x]_o| = \phi(p^i) = p^{i-1}(p - 1)$.

We also have that there exists a unique subgroup $X$ of $\langle x \rangle$ of size $p^{i-1}$ since $\langle x \rangle$ is cyclic of order $p^i$. So clearly $x$ has $p^{i-1}$ neighbours among the elements $z$ such that $o(z) \mid p^{i-1}$.

Assume next that $|[x]_o| = p^{i-1}(p - 1)$ and $x$ has $p^{i-1}$ neighbours among the elements $z$ such that $o(z) \mid p^{i-1}$. Suppose, by contradiction, that $o(x) \neq p^{i-1}$. Let be

$$X := \{z \in G \mid \{z, x\} \in E \text{ and } o(z) \mid p^{i-1}\}.$$ 

Now $X \subseteq \langle x \rangle$. Indeed $y \in X$ implies $y \in \langle x \rangle$ or $x \in \langle y \rangle$ because $\{y, x\} \in E$ holds. If $x \in \langle y \rangle$ holds, we also have that $o(x) \mid o(y) \mid p^{i-1}$. Then $o(x) = p^k$ with $k \leq i - 1$. Thus $\phi(o(x)) = p^{k-1}(p - 1)$, but also $\phi(o(x)) = p^{i-1}(p - 1)$. Therefore $p^{k-1} = p^{i-1}$ that implies $k = i$, against $k \leq i - 1$. In particular we have reached a contradiction since $o(x) \mid p^{i-1}$, then we also have $x \notin X$, otherwise we would have $o(x) \mid p^{i-1}$.

We now want to prove that $X$ is a subgroup of $G$. Remember that $X \leq G$ if and only if $X = \langle X \rangle$. Suppose, by contradiction, that there exists $y \in \langle X \rangle \setminus X$. We have that $\langle X \rangle \leq \langle x \rangle$ since $X \subseteq \langle x \rangle$. Hence $y \in \langle x \rangle$ holds. We also have that, since $X$ has only elements of order a power of $p$ at most $p^{i-1}$ and $G$ is abelian, $o(y)$ is a power of $p$ at most $p^{i-1}$. Therefore $y \in X$, a contradiction. Then $\langle x \rangle$ contains a subgroup of order $p^{i-1}$.
because $|X| = p^{i-1}$. In particular $p^{i-1}$ properly divides $o(x)$ since $X \neq \langle x \rangle$. Note that, we did not use the hypothesis of $p \neq 2$ yet in this part of the proof with $i \geq 2$. Now if $p^i \mid o(x)$, then $o(x) = p^{i-1}m$ with $m \in \mathbb{N} \setminus \{1\}$ coprime with $p$. Note that $m \neq 2$ because $m \mid |G|$ and $2 \nmid |G|$ otherwise $p = 2$. Since $\phi(o(x)) = p^{i-1}(p-1)$ but also $\phi(o(x)) = p^{i-2}(p-1)\phi(m)$, we have that $\phi(m) = p$. Note that $\phi(m)$ is even because $m \neq 1$ and $m \neq 2$ hold. Therefore, by $\phi(m) = p$, we have $p = 2$; a contradiction. So $p^i \mid o(x)$ and then, by Lemma 2.14 since $\phi(o(x)) = \phi(p^i)$, we have that either $o(x) = p^i$, that is what we want, or $o(x) = 2p^i$. We exclude the second case because, otherwise, $2 \mid |G|$ and then $p = 2$.

Claim 2. Let $x \in G$ and $i \in \mathbb{N}$. Then $o(x) = 2^i$ if and only if $[x]_o \neq [1]_o$, $|[x]_o| = 2^{i-1}$, $x$ has $2^{i-1}$ neighbours among the elements $z$ such that $o(z) \mid 2^{i-1}$ and $x$ has no neighbours among the elements of order $3$.

If $i = 1$ the claim become: $o(x) = 2^1$ if and only if $[x]_o \neq [1]_o$, $|[x]_o| = 1$ and $x$ has no neighbours among the elements of order $3$. Indeed, for all $x \in G$, it is true that $x$ has $1$ neighbour among the elements $z$ such that $o(z) \mid 1$, because $1$ is the only element $z$ with $o(z) \mid 1$.

Assume first that $o(x) = 2^1$. Then clearly $[x]_o \neq [1]_o$, $|[x]_o| = 1$ and $x$ has no neighbours among the elements of order $3$.

Assume next that $[x]_o \neq [1]_o$, $|[x]_o| = 1$ and $x$ has no neighbours among the elements of order $3$. Then, by Lemma 2.14 $\phi(o(x)) = 1$. Thus $o(x) = 2$ or $o(x) = 1$. If $o(x) = 1$, then $x = 1$ against the assumption that $[x]_o \neq [1]_o$.

Now we prove the claim for $i \geq 2$.

Assume first that $o(x) = 2^i$. Then clearly $[x]_o \neq [1]_o$, $|[x]_o| = 2^{i-1}$, $x$ has $2^{i-1}$ neighbours among the elements $z$ such that $o(z) \mid 2^{i-1}$ and $x$ has no neighbours among the elements of order $3$.

Assume next that $[x]_o \neq [1]_o$, $|[x]_o| = 2^{i-1}$, $x$ has $2^{i-1}$ neighbours among the elements $z$ such that $o(z) \mid 2^{i-1}$ and $x$ has no neighbours among the elements of order $3$. Then, as for the previous claim, $\langle x \rangle$ contains a proper subgroup of order $2^{i-1}$, that is the subgroup $X := \{z \in G \mid \{z, x\} \in E \text{ and } o(z) \mid 2^{i-1}\}$.

In particular $2^{i-1}$ properly divides $o(x)$. If $2^i \mid o(x)$, then $o(x) = 2^{i-1}m$ with $m \in \mathbb{N} \setminus \{1\}$ odd. So we have $\phi(o(x)) = 2^{i-1}$ but also $\phi(o(x)) = 2^{i-2}\phi(m)$; thus $\phi(m) = 2$ holds. Note that $\phi(n) = 2$ if and only if $n \in \{3, 4, 6\}$. Therefore, since $m$ is odd, we have that $m = 3$ and then $x$ must have to be joined to an element of order $3$, against the assumptions. Hence $2^i \mid o(x)$ holds. By Lemma 1.16 since $\phi(o(x)) = \phi(2^i)$, we have that $o(x) = 2^i$ as we wanted.

Claim 3. We recognize all the vertices that correspond to elements of order $p^i$ for all $i \in \mathbb{N}$.

We distinguish the cases $p \neq 2$ and $p = 2$ and, for both, we proceed by induction on $i$.

Assume $p \neq 2$. By Claim [1] we recognize the elements of order $p$ as those elements lying in $\circ$-classes of size $p - 1$. So, suppose the claim true for all $j \leq i - 1 \geq 1$. By inductive hypothesis we recognize all the elements of order a divisor of $p^{i-1}$. Then, by Claim [1] we recognize the elements of order $p^i$ as those vertices lying in $\circ$-classes of size $p^{i-1}(p - 1)$ and having $p^{i-1}$ among the elements of order a divisor of $p^{i-1}$.

Assume next $p = 2$. By Claim [2] we recognize the elements of order $2$ as those vertices lying in $\circ$-classes of size $1$ distinct from the class $[1]_o$. Note that we can also recognize
the elements of order 3 since they are the elements in \( \circ \)-classes of order 2 and such that they not have neighbours among the elements of order 2. Indeed \( \phi(n) = 2 \) if and only if \( n \in \{3, 4, 6\} \). Then, suppose the claim true for all \( j \leq i - 1 \geq 1 \). By inductive hypothesis we recognize all the elements of order a divisor of \( 2^{i-1} \). Then, by Claim 2 we recognize the elements of order \( 2^i \) as those vertices lying in \( \circ \)-classes of size \( 2^{i-1} \), having \( 2^{i-1} \) neighbours among the elements of order a divisor of \( 2^{i-1} \) and not having neighbours among the elements of order 3.

Therefore we recognize the Sylow \( p \)-subgroup \( P \) of \( G \), but, currently, not its theoretical structure. By Corollary 1.2 we have that each Sylow subgroup is direct product of cyclic groups. Then since we know the number of elements of each order in \( P \) we know how \( P \) decomposes into cyclic \( p \)-groups. By Theorem 1.3 \( G \) is direct product of its Sylows distinct from \( P \). Note that \( H \) is also the unique complement of \( P \). Now \( H \) consists of those elements which have no neighbours in \( P \) apart from the identity. By Remark 2.2 we have that the subgraph induced by \( H \) is \( \mathcal{P}(H) \). By induction on the order of \( G \), we can determine \( H \) up to group isomorphism.

Note that if \( x \) is an element of \( P \) such that \( x^3 = 1 \) for all \( x \in G \). Then \( \mathcal{P}(G) \) consists of \((|G| - 1)/2\) triangles sharing a common vertex (the identity). Then two non isomorphic of such groups have the same power graph. For example let \( G_1 = C_3 \times C_3 \times C_3 \) and \( G_2 \) be the unique non abelian group of order 27 of exponent 3.

So, in general, \( \mathcal{P}(G) \) does not uniquely determine the group \( G \) up to group isomorphism. But our starting question remains:

Are we able to reconstruct \( \mathcal{P}(G) \) from \( \mathcal{P}(G) \)?

We recall that we can reconstruct \( \mathcal{P}(G) \) from \( \mathcal{P}(G) \) if we recognize the identity and all the \( \circ \)-classes in \( \mathcal{P}(G) \).

Let’s focus on the research of the \( \circ \)-classes. To find them, we also recall that we only need a way to break \( \mathbb{N} \)-classes since they are union of \( \circ \)-classes. The proposition that follows takes a step in that direction.

**Proposition 3.5.** [11, Proposition 5] Let \( C \) be an \( \mathbb{N} \)-class different from the star class. Then exactly one of the following holds:

1. \( C \) is a \( \circ \)-class;

2. If \( y \) is an element in \( C \) of maximum order, then \( o(y) = p^r \) for some prime \( p \) and some integer \( r \geq 2 \) and there exists \( s \in [r - 2]_0 \) such that

\[
C = \{ z \in \langle y \rangle | p^{s+1} \leq o(z) \leq p^r \}.
\]

3.2 Case II: Generic groups

If in Theorem 3.1 we delete the hypothesis that the two groups are abelian the theorem fails. Indeed take a group of exponent 3, which means that \( x^3 = 1 \) for all \( x \in G \). Then \( \mathcal{P}(G) \) consists of \((|G| - 1)/2\) triangles sharing a common vertex (the identity). Then two non isomorphic of such groups have the same power graph. For example let \( G_1 = C_3 \times C_3 \times C_3 \) and \( G_2 \) be the unique non abelian group of order 27 of exponent 3.
In particular the number of \( \circ \)-classes into which \( C \) splits is \( r - s \geq 2 \). The orders of the elements in those \( \circ \)-classes are \( p^{s+1}, p^{s+2}, \ldots, p^r \).

**Proof.** If \( C \) has all elements with the same order then, by Lemma 2.22, \( C \) is a \( \circ \)-class.

Assume next that there exist \( x, y \in C \) such that \( o(x) < o(y) \). Then \( x \neq y \). Note also that both \( x \) and \( y \) are different from 1 as \( C \neq S \). Since \( xy \in y \), we have \( N[x] = N[y] \). In particular, we deduce that \( x \) and \( y \) are joined and \( o(x) \) is a proper divisor of \( o(y) \). Then \( k := o(x) \) and \( kl := o(y) \) for some \( k, l \geq 2 \). We show that both \( k \) and \( l \) are power of the same prime. It suffices to show that if \( p \) is a prime dividing \( k \), then the only prime dividing \( l \) is \( p \) itself. Assume, by contradiction, that we have a prime \( p \mid k \) and a prime \( q \neq p \) such that \( q \mid l \). Then \( (kq)/p = (k/p)q \mid kl = o(y) \) and thus there exists an element \( z \in \langle y \rangle \) with \( o(z) = (k/p)q \). Now \( z \in N[y] = N[x] \). But we do not have \( o(z) \mid o(x) \) nor \( o(x) \mid o(z) \). Indeed assume that \( o(z) \mid o(x) \). Then \( (k/p)q \mid k = p(k/p) \) which implies the contradiction \( q \mid p \). Assume next \( o(x) \mid o(z) \). Then \( k \mid (k/p)q \) and thus \( p(k/p) \mid q(k/p) \) so that we reach the contradiction \( p \mid q \). Then all the elements in \( C \) have order a power of the same prime \( p \).

Choose now \( x \in C \) such that \( o(x) \) is minimum in \( C \) and \( y \in C \) such that \( o(y) \) is maximum in \( C \). Since those orders are distinct and different from 1, we have that \( o(x) = p^{s+1} \) for some \( s \geq 0 \) and \( o(y) = p^r \) for some \( r \geq s + 2 \). We are ready to show that \( C \) has the form in the statement with respect to that \( y \). Pick \( z \in C \). Since \( z, y \in C \) we have \( zNy \) and since \( o(z) \leq o(y) \), we have that \( z \) is a power of \( y \). Moreover \( o(z) \geq p^{s+1} \). This shows that

\[
C \subseteq \{ z \in \langle y \rangle : p^{s+1} \leq o(z) \leq p^r \}.
\]

Let next \( z \in \langle y \rangle \) with \( o(z) \geq p^{s+1} \). Then \( z \in N[y] = N[x] \) so that \( z = x \in C \) or \( z \) and \( x \) are joined. In this last case we have that \( x \) and \( z \) are of prime power order and we also have that \( o(z) \geq p^{s+1} = o(x) \), so we deduce that \( x \) is power of \( z \). Hence, by Lemma 2.24, \( N[x] \supseteq N[z] \). Moreover, since \( z \) is a power of \( y \), again by Lemma 2.24, we also have \( N[z] \supseteq N[y] = N[x] \) and thus \( N[x] = N[z] \), so that \( z \in C \). Thus \( C = \{ z \in \langle y \rangle : o(z) \geq p^{s+1} \} \).

The previous proposition highlights that there are two distinct types of \( \n \)-classes different from the star class. Let’s distinguish them formally with new definitions.

**Definition 3.6.** Let \( C \) an \( \n \)-class different from the star class. If \( C \) is also a \( \circ \)-class, then \( C \) is said to be a \( \n \)-class of the first type. In particular, for all \( y \in C \), \( C = [y]_\circ = [y]_\circ \).

**Definition 3.7.** Let \( C \) an \( \n \)-class. If there exist a prime \( p \), an integer \( r \geq 2 \) and \( y \in C \) with \( o(y) = p^r \) and also an integer \( s \in [r - 2] \) such that

\[
C = \{ z \in \langle y \rangle : p^{s+1} \leq o(z) \leq p^r \},
\]

then we denote \( C \) with \( C_y \), and we call \( C_y \) a \( \n \)-class of the second type, we call the triad \( (p, r, s) \) the parameters of \( C \).

If \( C \) is either an \( \n \)-class of the first or of the second type, then we have that \( C \subset \langle y \rangle \) for some \( y \in C \).

Note that with \( C_y \) we refer exclusively to \( \n \)-classes of the second type. In particular such a class \( C_y \) is not a \( \circ \)-class, since contains elements of distinct orders. It is not the star class either because it does not contain 1. Then, by Proposition 3.3 and by Definitions 3.6 and 3.7, taken \( C \), an \( \n \)-class, we know that holds exactly one of these three cases:
Figure 3.1: $\mathcal{P}(S_4)$ where all the vertices with the same colour are in the same $\mathbb{N}$-class, and vertices in the same box are in the same $\Diamond$-class.

- $C'$ is of the first type,
- $C'$ is of the second type or
- $C'$ is the star class.

For an example of each type of $\mathbb{N}$-classes look at Figure 3.1 where $\mathcal{P}(S_4)$ is represented with all the $\mathbb{N}$ and $\Diamond$-classes highlighted. The $\mathbb{N}$-class of the identity, the white vertex, is clearly the star class. The classes of the elements coloured with a shade of green, red or pink are examples of $\mathbb{N}$-classes of the first type. The remaining vertices, the ones in a shade of yellow/brown, form three $\mathbb{N}$-classes of the second type. If we examine in details the $\mathbb{N}$-classes of the second type of this example we obtain that the parameters $(p, r, s)$ are exactly: $p = 2, r = 2$ and $s = 0$.

Remember that, by Corollary 3.3, if $G$ is an abelian group, then an $\mathbb{N}$-class of $G$ can only be the star class or a class of the first type.

The distinction of the types of $\mathbb{N}$-classes is going to allow us to break $\mathbb{N}$-classes in $\Diamond$-classes. In general, at the moment, we are not able to recognize which of the above three types is a given $\mathbb{N}$-class. We have to introduce a new player that will help us in the distinction of the type of all $\mathbb{N}$-classes.

**Definition 3.8.** For any subset $X$ of a group $G$, let $N[X] := \bigcap_{x \in X} N[x]$, and let $\hat{X} = N[N[X]]$.

Before using this new definition we expose some immediate results related to it, all contained in the following lemma. Note that, in the article [11], Cameron never strictly refers to some of the results contained in the lemma below, but they seem to be quite necessary and useful to make next proofs formal and clear.
Let type of C a contain the identity. In conclusion, first type, since it contains elements of different orders, nor the star class, since it does not identity. Therefore we have that P that so it is not in \( \hat{N} \). Indeed the pink one is not joined to the purple vertices vertices coloured in green, purple, pink and white. Instead \( \hat{N} \) type. Let \( \diamond \) represents -class. For -classes -class composed by the two green vertices, let call it C. N \((y)\) holds. Therefore we have that \( z \in \hat{C} \).

Let’s see some example exclusively related to \( \mathfrak{N} \)-classes. Look at Figure 3.2 it represents \( \mathcal{P}(C_{12}) \). In that figure the set of white vertices is the star class. Consider the \( \mathfrak{N} \)-class composed by the two green vertices, let call it C. Since \( C_{12} \) is abelian, C is a \( \circ \)-class. For \( y \in C \), by lemma 3.9 (iii), \( N[C] = N[y] \). Then \( N[C] \) is composed by all the vertices coloured in green, purple, pink and white. Instead \( \hat{C} \) is composed by only the green, purple and white vertices. Indeed the pink one is not joined to the purple vertices so it is not in \( \hat{C} \). Note that if we start with \( C' \) as the \( \mathfrak{N} \)-class of the purple vertices, then \( N[C'] \neq N[C] \), but \( \hat{C}' = \hat{C} \).

We have already seen in Figure 3.1 that in \( \mathcal{P}(S_4) \) there are three \( \mathfrak{N} \)-classes of the second type. Let C be one of them. We have that \( N[C] = C \cup \{1\} = \hat{C} \). We can construct \( \mathfrak{N} \)-classes C of the second type having \( \hat{C} = C \cup \{1\} \) taking \( D_n \), with \( n = p^k \) for \( p \) a prime and \( k \in \mathbb{N} \). Indeed, look at Figure 3.3 where \( \mathcal{P}(D_{p^k}) \) is represented schematically. Recall that

\[
D_{p^k} := \langle a, b | a^{p^k} = 1 = b^2, b^{-1}ab = a^{-1} \rangle.
\]

\( \mathcal{P}(D_{p^k}) \) is composed by the complete graph \( K_{p^k} \) and \( p^k \) more vertices joined only with the identity. Therefore we have that \( [a]_{p^k} = \langle a \rangle \setminus \{1\} \). Note that \( [a]_{p^k} \) cannot be neither of the first type, since it contains elements of different orders, nor the star class, since it does not contain the identity. In conclusion, \( [a]_{p^k} \) is of the second type with \( [a]_{p^k} = \langle a \rangle = [a]_p \cup \{1\} \).

The next results about \( \hat{C} \), for C an \( \mathfrak{N} \)-class, clarify how \( \hat{C} \) is useful to determine the type of C.

**Lemma 3.9.** Let G be a group and C be an \( \mathfrak{N} \)-class. Then the followings hold:

i) If \( A \subseteq B \subseteq G \) then \( N[A] \supseteq N[B] \);

ii) For all \( X \subseteq G \) we have that \( X \subseteq \hat{X} \) and \( S \subseteq \hat{X} \);

iii) If \( y \in C \), then we have that \( N[C] = N[y] \), and that \( \hat{C} = \bigcap_{z \in N[y]} N[z] \subseteq N[y] \).

iv) \( \hat{C} \) is union of \( \mathfrak{N} \)-classes.

**Proof.** i) If \( y \in X \), let’s see that \( y \in \hat{X} = \bigcap_{z \in N[X]} N[x] \). Let \( x \in N[X] = \bigcap_{z \in X} N[z] \), then \( x \in N[y] \), hence \( y \in N[x] \). Now let \( s \in S \). Let \( s \in N[x] \) for all \( x \in N[X] \), then \( s \in \hat{X} \).

ii) If \( y \in C \), then we have that \( N[C] = N[y] \), and that \( \hat{C} = \bigcap_{z \in N[y]} N[z] \subseteq N[y] \).

iii) We have already seen in Figure 3.1 that in \( \mathcal{P}(S_4) \) there are three \( \mathfrak{N} \)-classes of the second type. Let C be one of them. We have that \( N[C] = C \cup \{1\} = \hat{C} \). We can construct \( \mathfrak{N} \)-classes C of the second type having \( \hat{C} = C \cup \{1\} \) taking \( D_{n^k} \), with \( n = p^k \) for \( p \) a prime and \( k \in \mathbb{N} \). Indeed, look at Figure 3.3 where \( \mathcal{P}(D_{p^k}) \) is represented schematically. Recall that

\[
D_{p^k} := \langle a, b | a^{p^k} = 1 = b^2, b^{-1}ab = a^{-1} \rangle.
\]

\( \mathcal{P}(D_{p^k}) \) is composed by the complete graph \( K_{p^k} \) and \( p^k \) more vertices joined only with the identity. Therefore we have that \( [a]_{p^k} = \langle a \rangle \setminus \{1\} \). Note that \( [a]_{p^k} \) cannot be neither of the first type, since it contains elements of different orders, nor the star class, since it does not contain the identity. In conclusion, \( [a]_{p^k} \) is of the second type with \( [a]_{p^k} = \langle a \rangle = [a]_p \cup \{1\} \).

The next results about \( \hat{C} \), for C an \( \mathfrak{N} \)-class, clarify how \( \hat{C} \) is useful to determine the type of C.

**Lemma 3.10.** Let \( C_y \) be an \( \mathfrak{N} \)-class of the second type for some \( y \in G \) with parameters \((p,r,s)\). Then we have \( |C_y| = p^r - p^s \) and \( C_y = \langle y \rangle \). In particular, \( |\hat{C}_y| = p^r \).

**Proof.** Since \( C_y \) is an \( \mathfrak{N} \)-class of the second type we have \( C_y \subseteq \langle y \rangle = Y \). In particular \( |C_y| = |Y| - |\{ z \in Y : o(z) \leq p^s \}| = p^r - p^s \). We also have that \( \langle C_y \rangle = Y \) since \( y \in C_y \).
Figure 3.2: $\mathcal{P}(C_{12})$ where all the vertices with the same colour are in the same $N$-class.

Figure 3.3: $\mathcal{P}(D_{p^k})$. 
Claim 1. $Y \subseteq \hat{C}_y$

For all $a \in Y$, $a$ is a power of $y$, so, by Lemma [2.24], we have $N[a] \supseteq N[y]$. Since $N[y] = N[c]$ for all $c \in C_y$, we also have $N[a] \supseteq N[c]$ for all $a \in Y$ and $c \in C_y$. Hence

$$N[C_y] = \bigcap_{c \in C_y} N[c] \subseteq \bigcap_{a \in Y} N[a] = N[Y].$$

Therefore, by Lemma [3.9 i) and ii)], $Y \subseteq \hat{Y} = N[N[Y]] \subseteq N[N[C_y]] = \hat{C}_y$.

Claim 2. $Y = \hat{C}_y$.

Suppose, by contradiction, that there exists $u \in \hat{C}_y \setminus Y$. We consider two cases:

- The order of $u$ is not a power of $p$. As, by Lemma [3.9 iii)], $u \in \hat{C}_y \subseteq N[y]$, $u$ and $y$ must be joined. Then $y$ is a power of $u$, otherwise $u \in Y$. Hence $\langle u \rangle > \langle y \rangle$. Then there exist $t \in \mathbb{N}_0$ and $m \in \mathbb{N}$ with $m \geq 2$ and $\gcd(m, p) = 1$, such that $o(u) = pr^t m$. By $o(u^p m^p) = o(y) = p^r$, we get that there exists $k \in \mathbb{N}$, with $\gcd(k, p^r) = 1$, such that $u^p m^k = y$. Thus $y^p = (u^p m^k)^p = u^{pr^t m}$. Note that $yNp$ as $C_y$ is an $N$-class of the second type and surely $y^p \in C_y$ since $o(p^r) = pr^{-1}$. Then we have $N[y] = N[y^p]$. Let’s see that this brings us to a contradiction. We set $w := u^p$. $w$ is adjacent to $y^p$ since $y^p = w^m$ and $o(w) = p^{r-1}m \neq p^r = o(y^p)$ that implies that $y^p \neq w$. But $w$ is not joined to $y$ since we have that $o(y^p) = p^r \nmid o(w) = p^{r-1}m$ and $o(w) \mid o(y)$. Therefore $N[y] \neq N[y^p]$, which is a contradiction.

- The order of $u$ is a power of $p$. By Lemma [3.9 iii)] we have that $u \in \hat{C}_y \setminus Y \subseteq N[y] \setminus Y$. Thus necessarily $y$ is a power of $u$ and then $o(u) > o(y)$. Then, by Lemma [2.24], $N[u] \subseteq N[y]$ and the containment is proper since $u \notin C_y \subseteq Y$. So there is a $w \in N[y]$ such that $w \notin N[u]$. Thus $u \notin N[w]$, that implies $u \notin \hat{C}_y = \bigcap_{z \in N[y]} N[z]$, a contradiction.

Lemma [3.10] was proved by Cameron in [11]. It gives us an idea to recognize the type of an $N$-class. An $N$-class $C$ of the second type has algebraic restrictions on $|C|$ and $|\hat{C}|$. In the following lemma is shown that these algebraic restrictions are satisfied by an $N$-class of the first type only in a specific case. So every $N$-class, different from $S$, that does not satisfy the algebraic restrictions on the orders is necessarily of the first type. We follow Cameron’s idea, but we reach a different result. Indeed Cameron version of this lemma[1] get a wrong conclusion. In [11] the same proof is mistakenly used to prove that there is no $N$-class $C$ of the first type having $|C| = p^r - p^s$ and $|\hat{C}| = p^r$ with $p$, $r$, and $s$ as in Lemma [3.10].

Lemma 3.11. Let $G$ be a group and $C$ be an $N$-class of the first type. Assume that there exist $p$ be a prime, an integer $r \geq 2$ and an integer $s \in [r - 2, 0]$ such that $|C| = p^r$ and $|\hat{C}| = p^r - p^s$. Then $\hat{C} = C \cup \{1\}$. Moreover $s = 0$ and $C = [y]$ for some $y \in G$ with $o(y)$ not a prime power and such that $\phi(o(y)) = p^r - 1$.

[1]Cameron never enunciates formally this result, but he gives its proof in [11] pg. 5-6]
Proof. By the conditions $|\hat{C}| = p^r$ and $|C| = p^r - p^s$ it follows that $|\hat{C}| < 2|C|$. Indeed we have $p^s < 2(p^r - p^s)$ because it is equivalent to $2 < p^r/s$ and we surely have that

$$p^r - p^s \geq p^2 > 2.$$

By Lemma 3.9 iv) $\hat{C}$ is union of $o$-classes and $C \subseteq \hat{C}$. So any $o$-class included in $\hat{C}$ and distinct from $C$ must have size smaller than $|C|$. Pick $y \in C$. Since $C$ is of the first type we have $C = [y], w = [y]_o$.

Claim 1. $\hat{C} \setminus [y]_o$ cannot contain elements of order greater or equal than $o(y)$.

Assume, by contradiction, that there exists $x \in \hat{C} \setminus [y]_o$ such that $o(x) \geq o(y)$. By Proposition 3.9 iii) we have $\hat{C} \subseteq N[y]$ and thus $x \in N[y] \setminus [y]_o$. Hence, since $o(x) \geq o(y)$, we necessarily have $y \in \langle x \rangle$. Then $o(y) \mid o(x)$, which implies, by Lemma 1.16, $\phi(o(y)) \mid \phi(o(x))$. In particular we have that $\phi(o(y)) \leq \phi(o(x))$. Since $\hat{C}$ is union of $o$-classes, we have that $[x]_o \subseteq \hat{C}$. It follows that $|[x]_o| = \phi(o(x)) \geq \phi(o(y)) = |C|$, a contradiction.

We next show that $C \subseteq \langle y \rangle$. Suppose, by contradiction, that there exists $x \in \hat{C} \setminus \langle y \rangle$. Then $x \in \hat{C} \setminus [y]_o$ and by Claim 1 we deduce $o(x) < o(y)$. Now, since $\hat{C} \subseteq N[y]$, we have that $x \in N[y]$ and thus necessarily $x \in \langle y \rangle$, a contradiction.

By Lemma 3.9 ii) we also have $1 \in C$ and hence following holds:

$$C \cup \{1\} \subseteq \hat{C} \subseteq \langle y \rangle. \quad (3.1)$$

Now we distinguish two cases:

- There exist a prime $q$ and an integer $t \geq 1$ such that $C$ consists of elements of order $q^t$.

Claim 2. $\hat{C} = \langle y \rangle$.

Let $z \in N[y]$, so $z \in \langle y \rangle$ or $y \in \langle z \rangle$. If $o(z) \leq o(y)$, then $z \in \langle y \rangle$. Moreover we have $\langle y \rangle \subseteq N[z]$ since $o(y) = q^t$ and, by Proposition 2.7 $P(\langle y \rangle)$ is a complete graph. Now, if $o(z) > o(y)$, then $\langle y \rangle \subseteq z \in N[z]$. Thus we have $N[z] \supseteq \langle y \rangle$ for all $z \in N[y]$. Now, by Lemma 3.9 iii) we have $\hat{C} = \bigcap_{z \in N[y]} N[z]$. Then $\langle y \rangle \subseteq \hat{C}$ and, by (3.1), $\hat{C} = \langle y \rangle$ follows.

It follows that $p^r = |\hat{C}| = |\langle y \rangle| = q^t$. But then $p = q$, $r = t$, and hence $p^r - p^s = |C| = \phi(p^r) = p^r - p^r - p^r - 1$ which implies $s = r - 1$, a contradiction.

- There exists a positive integer $m$, not a prime power, such that $C$ consist of elements of order $m$.

Claim 3. $\hat{C} = C \cup \{1\}$.

By (3.1), we just need to show that $\hat{C} \subseteq C \cup \{1\}$. Let $x \in \hat{C}$. By (3.1), we have that $x \in \langle y \rangle$ and thus $x = y^k$, for some $k \in \mathbb{N}$. Assume, by contradiction, that $y^k \notin C \cup \{1\}$. Then $y^k$ is neither a generator nor the identity of the cyclic group $\langle y \rangle \equiv C_m$ of order $m$. Since, by Lemma 2.3, the power graph of $C_m$ is not complete, there exists $w \in \langle y \rangle$ such that $\{y^k, w\} \notin E_{P(C_m)}$. Since $P(C_m)$ is an induced subgraph of $P(G)$, we also have that $\{y^k, w\} \notin E_{P(G)}$. It follows that $w \in N[y]$ while $y^k \notin N[w]$. Since by Lemma 3.9 iii) we have $\hat{C} = \bigcap_{z \in N[y]} N[z]$, we deduce that $x = y^k \notin \hat{C}$, a contradiction.

As a consequence, we also have $|\hat{C}| = |C| + 1$ and thus $p^r - p^s = \phi(m) = |C| = |\hat{C}| - 1 = p^r - 1$ which implies $s = 0$. 41
Let’s see, in details, how we use the previous lemmas to recognize the type of an $N$-class. Let $C$ be an $N$-class, distinct from the star class. Assume first that $\hat{C} \neq C \cup \{1\}$, then, by Lemma 3.10 and Lemma 3.11 $C$ is of the second type if there exist a prime $p$ and an integer $r \geq 2$ and $s \in [r-2]_0$ for which $|C| = p^r - p^s$ and $|\hat{C}| = p^r$. Otherwise $C$ is of the first type. Assume next that $\hat{C} = C \cup \{1\}$, but $|\hat{C}| \neq p^r$ for a prime $p$ and an $r \in \mathbb{N}$ with $r \geq 2$, then, by Lemma 3.10 and 3.11 $C$ is of the first type. It remains the case of $\hat{C} = C \cup \{1\}$ and $|\hat{C}| = p^r$ with $p$ a prime and $r$ an integer such that $r \geq 2$. For this case we need some new results.

We emphasize that in Cameron’s paper [11] we read that the results so far are enough to distinguish the type of all $N$-classes. But this is not true. Indeed the arguments on the orders of $C$ and $\hat{C}$ do not distinguish completely the type of the classes having $\hat{C} = C \cup \{1\}$ and $|\hat{C}| = p^r$. Then we introduce the following crucial definition.

**Definition 3.12.** A *critical class*, is an $N$-class $C$ with $\hat{C} = C \cup \{1\}$ and for which there exist a prime number $p$ and an integer $r \geq 2$, such that $|\hat{C}| = p^r$. We call $(p, r)$, with $p$ and $r$ defined as above, the *parameters of the critical class*.

We give an example that underlines the need of some new arguments to distinguish the type of critical classes.

**Remark 3.13.** Let $m$ be a positive integer. If there exist a prime $p$ and an integer $r \geq 2$ for which $\phi(m) = p^r - 1$, then $p \geq 3$. Moreover $m = 15$ is the first integer for which $\phi(m) = p^r - 1$. In this particular case $\phi(15) = 8$, so that $p = 3$ and $r = 2$.

*Proof.* For $p = 2$ and $r \geq 2$ there cannot be a positive integer $m$ such that $\phi(m) = 2^r - 1$. Indeed, $2^r - 1$ is odd and is greater or equal than $3$. But $\phi(m)$ is odd if and only if $\phi(m) = 1$. So pick $p = 3$ and $r = 2$. Now, the first positive integer $m$ to have $\phi(m) = 3^2 - 1 = 8$ is $15$. Note that the values of the Euler’s function before $15$ are in the set $\{1, 2, 4, 6, 10, 12\}$. None of them is $q^k - 1$ for some $q$ prime and $k \geq 2$. This concludes the proof. 

**Example.** Consider $D_{15}$ and refer to its representation [1.1]. Then $[a]_N$ is a critical class of the first type with parameters $(3, 2)$. In particular $|[a]_N| = 8$ and $|[\hat{a}]_N| = 9$.

*Proof.* $[a]_N$ is surely of the first type since $o(a) = 15$ is not a prime power. Thus $[a]_N = [a]_o$. We want to prove that $[a]_N = [a]_N \cup \{1\}$. By Lemma 3.9 ii), we have $[a]_N \cup \{1\} \subseteq [a]_N$.

Suppose, by contradiction, that there exists $x \in [\hat{a}]_N \setminus ([a]_N \cup \{1\})$. Since we have $x \in [\hat{a}]_N$, by Lemma 3.9 iii), we also have $x \in N[a] = \langle a \rangle$. But $x \notin [a]_N \cup \{1\} = [a]_o \cup \{1\}$, hence, by Lemma 3.2, there exists $y \in \langle a \rangle = N[a]$ such that $x \notin N[y]$. Therefore, since, by Lemma 3.9 iii), $[a]_N = \bigcap_{z \in N[a]} N[z]$, it follows that $x \notin [\hat{a}]_N$, a contradiction. In conclusion, we have that $[a]_N$ is a critical class of the first type, and, since $|[a]_N| = |[a]_o| = \phi(15) = 8 = 3^2 - 1$, it has parameters $(3, 2)$.

**Example.** Consider $D_9$ and refer to its representation [1.1]. Then $[a]_N$ is a critical class of the second type with parameters $(3, 2)$. In particular $|[a]_N| = 8$ and $|[\hat{a}]_N| = 9$. 
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Proof. We have already seen, in the discussion after Lemma 3.9, that \([a]_N\) is of the second type having \(\hat{[a]}_N = [a]_N \cup \{1\}\). Therefore \([a]_N\) is a critical class of the second type. Since \([a]_N = \langle a \rangle\), we then have that \(|[a]_N| = 8 = 3^2 - 1\), which means that \([a]_N\) has parameters \((3, 2)\). \(\square\)

Note that we cannot distinguish the type of the two classes of the examples above using Lemmas 3.10 and 3.11.

The critical classes are not rare dealing with power graphs. Indeed it is not difficult to find plenty of them.

Remark 3.14. Let \(G\) be a group and let \(m \in \mathbb{N}\) be a not prime power integer such that \(\phi(m) = p^r - 1\) for a prime \(p\) and an integer \(r \geq 2\). Let \(y \in G\) be an element with \(o(y) = m\). Consider \(C := [y]_N\). If \(\hat{C} \subseteq \langle y \rangle\), then \(C\) is a critical class of the first type.

Proof. \(C\) is of the first type, because \(o(y)\) is not a prime power. Since, by Lemma 3.9 ii), we have that \(C \cup \{1\} \subseteq \hat{C} \subseteq \langle y \rangle\). Thus \(C \cup \{1\} \subseteq \hat{C} \subseteq \langle y \rangle\).

Now we ensue the proof of the second point of Lemma 3.11 obtaining that \(C\) is a critical class. \(\square\)

We propose two distinct examples for which the hypothesis of the previous lemma hold.

Remark 3.15. Let \(G\) be a group. Let \(m\) and \(y\) be as in Remark 3.14. Consider \(C := [y]_N\). If \(N[y] = \langle y \rangle\), then \(\hat{C} \subseteq \langle y \rangle\). Hence \(C\) is a critical class of the first type.

Proof. Remember that, by Lemma 3.9 iii), \(\hat{C} \subseteq N[y]\). So \(\hat{C} \subseteq \langle y \rangle\). Hence, by Remark 3.14 \(C\) is a critical class of the first type. \(\square\)

Example. Let \(G\) be a group and let \(m\) and \(y\) be as in Remark 3.14. If there is no elements in \(G\) having order \(l\) such that \(m\) properly divides \(l\), then \(\hat{C} = \langle y \rangle\).

Therefore the class of a permutation with type \([3, 5]\) in \(S_8\) is a critical class of the first type with parameters \((3, 2)\). Indeed \(\phi(o(y)) = 8 = 3^2 - 1\).

Remark 3.16. Let \(G\) be a group and let \(m\) and \(y\) be as in Remark 3.14. Consider \(C := [y]_N\). If \(C_G(y) = \langle y \rangle\), then \(\hat{C} \subseteq \langle y \rangle\). Hence \(C\) is a critical class of the first type.

Proof. By Remark 2.19 we have that \(\hat{C} \subseteq C_G(y)\). Then \(\hat{C} \subseteq \langle y \rangle\) holds, and hence, by Remark 3.14 \(C\) is a critical class of the first type. \(\square\)

Example. In \(GL(2, 5)\) the \(N\)-class of the Singer’s cycle is a critical class of the first type with parameters \((3, 2)\).
Proof. Let’s denote \( s \) as the Singer’s cycle of \( G := GL(2, 5) \). We have that \( C_G(s) = \langle s \rangle \). Since \( o(s) = 24 \) and \( \phi(24) = 8 = 3^2 - 1 \) hold, then \([s]_N\) is a critical class of the first type.

Now that we have clear in mind the existence of critical classes we need a way to distinguish their type.

Lemma 3.17. Let \( X \) and \( Y \) two \( \mathbb{N} \)-classes. If \( \{x, y\} \in E \) for \( x \in X \) and \( y \in Y \), then, for all \( \bar{x} \in X \) and \( \bar{y} \in Y \), we have that \( \{\bar{x}, \bar{y}\} \in E \).

Proof. Let \( \bar{x} \in X \) and \( \bar{y} \in Y \). Since \( N[x] = N[\bar{x}] \) and \( N[y] = N[\bar{y}] \), then \( \{\bar{x}, \bar{y}\} \in E \). Indeed, since \( \{x, y\} \in E \), we have that also \( \{\bar{x}, \bar{y}\} \in E \) because \( x \) and \( \bar{x} \) have the same closed neighbourhood. Next, since \( \{\bar{x}, \bar{y}\} \in E \), then \( \{\bar{x}, \bar{y}\} \in E \), because \( N[y] = N[\bar{y}] \).

The next proposition is a transcription of [17, Lemma 3.5] using our notation. This proposition is the foundations of the arguments that distinguish the type of critical classes.

Proposition 3.18. [17, Lemma 3.5] Let \( G \) be a group and \( x, y \in G \). Let \([x]_N\) and \([y]_N\) be two distinct \( \mathbb{N} \)-classes of first or second type. If \( \langle x \rangle < \langle y \rangle \), then \(|[x]_N| \leq |[y]_N|\), with equality if and only if the following two conditions hold.

1) Both \([x]_N\) and \([y]_N\) are of the first type.

2) \( o(y) = 2o(x) \) with \( o(x) \) odd and at least 3.

Proof. We divide the proof in three cases:

i) \([x]_N\) is of second type with parameters \((p, r, s)\) and \([y]_N\) of first or second type. Pick elements \(x_1\) and \(x_r\) in \([x]_N\) of minimum and maximum order, \(p^{s+1}\) and \(p^r\), respectively. Then \(\langle x_1 \rangle \leq \langle x \rangle \leq \langle x_r \rangle\). Since \(\langle x \rangle < \langle y \rangle\), we have \(y \in N[x] = N[x_r]\). Note that any element \(z\) satisfying \(\langle z \rangle \leq \langle z \rangle \leq \langle x_r \rangle\) belongs to \([x]_N\). Then \(\langle x_r \rangle < \langle y \rangle\), otherwise \(y \in [x]_N\), and we have \([x]_N \neq [y]_N\). So \(o(x_r) = p^r\) properly divides \(o(y)\). Hence there exists \(p^t\) a prime divisor of \(o(y)\). Pick an element \(z_0 \in \langle y \rangle\) of order \(p^{s+1}p^t\). Then \(z_0 \in N[x_1] = N[x_r]\), because \(\langle x_1 \rangle \leq \langle y \rangle\) and \(o(x_1) = p^{s+1}\), thus \(\langle x_1 \rangle \leq \langle z_0 \rangle\). Hence we have \(\{z_0, x_r\} \in E\), so one of \(p^{s+1}p^t\) and \(p^r\) is divisible by the other. If \(\frac{p^r}{p^{s+1}p^t} \in \mathbb{N}\), then \(p^r | p^s\) and hence \(p^t = p^s\). If \(\frac{p^{s+1}p^t}{p^r} \in \mathbb{N}\), then \(p^{s+1}p^t | p^r\). In view of \(r - s \geq 2\), we get \(p^t = p^s\), also in this case. It follows that \(p^{s+1}p^t\) divides \(o(y)\), and so \(|[y]_N| \geq p^r(p-1) \geq p^r\). By Lemma 3.10, we have that \(|[x]_N| = p^r - p^s < p^r\). Since \([y]_N \subseteq [y]_N\), we have that \(|[x]_N| < |[y]_N|\).

ii) \([y]_N\) is of the second type with parameters \((q, t, j)\) and \([x]_N\) of the first type. Pick an element \(y_1\) in \([y]_N\) of order \(p^{t+1}\). Since any element \(z\) satisfying \(\langle y_1 \rangle \leq \langle z \rangle \leq \langle y \rangle\) belongs to \([y]_N\), we obtain that \(\langle x \rangle < \langle y_1 \rangle\). Hence \(o(x)\) properly divides \(o(y_1) = q^{t+1}\). So pick \(y_0 \in \langle y_1 \rangle\) of order \(q^t\). Then \(\langle x \rangle \leq \langle y_0 \rangle\). Therefore we have that \([x]_N \subseteq \langle y_0 \rangle \setminus \{1\}\). Indeed \([x]_N\) is of the first type so it does not contains 1 and we also have that \([x]_N = [x]_N \cap \langle y \rangle\). Hence \(|[x]_N| \leq |\langle y_0 \rangle \setminus \{1\}| = q^t - 1 < q^t - q^j\). Since \([y]_N\) is of the second type, and then, by Lemma 3.10 \(|[y]_N| = q^t - q^j\), we have \(|[x]_N| < |[y]_N|\).

iii) Both \([x]_N\) and \([y]_N\) are of the first type. Then \(|[x]_N| = |[x]_N| = \phi(o(x))\) and \(|[y]_N| = \phi(o(y))\). Since \(o(x) | o(y)\), it follows that \(|[x]_N| = |[y]_N|\), and so, by Lemma 1.16
\[ |x| \leq |y| \]. Note that \( o(x) \neq o(y) \) and \( x \neq 1 \). Then, again by Lemma 1.16, \( |y| = |x| \) if and only if \( o(y) = 2o(x) \) and \( o(x) \) odd and at least 3.

Combining all these cases, we get the desired result.

\[ \square \]

Now we can focus only on the critical classes. Note that whenever \(|S| > 1\), for the reconstruction of the directed power graph from the power graph, we will use an argument that does not consider \( \mathbb{N} \) or \( o\)-classes. So we study the critical classes only in the case of \( S = \{1\} \).

**Lemma 3.19.** Let \( G \) be a group with \( S = \{1\} \). Let \( C = [y]_S \) be a critical class. There exists \( x \in G \setminus \hat{C} \) such that \( |x| \leq |C| \) and such that \( \{x,y\} \in E \) if and only if \( C \) is of the first type.

**Proof.** Assume first that there exists \( x \in G \setminus \hat{C} \) such that \( |x| \leq |C| = |y| \) and such that \( \{x,y\} \in E \). Since \( \{x,y\} \in E \), then there are two possibilities, \( \langle y \rangle < \langle x \rangle \) or \( \langle x \rangle < \langle y \rangle \).

Indeed \( \langle x \rangle \neq \langle y \rangle \), otherwise we would have \( x \in C \subseteq \hat{C} \).

If \( \langle y \rangle < \langle x \rangle \), by Proposition 3.18, we have that \( |y| = |x| \), and hence \( |x| = |y| \). So, again by Proposition 3.18, \( [y]_S \) is of the first type.

If \( \langle x \rangle < \langle y \rangle \), in particular \( x \in \langle y \rangle \). Suppose, by contradiction, that \( C \) is of the second type. Then, by Lemma 3.10, \( \hat{C} = \langle y \rangle \) and hence \( x \in \hat{C} \), a contradiction.

Assume next that \( C \) is of the first type. Then \( o(y) = m \), with \( m \) a not a prime power integer. So, by Lemma 2.3, there exists \( x \in \langle y \rangle \setminus \{1\} \) such that \( x \notin [y]_S \). Therefore we have that \( \langle x \rangle < \langle y \rangle \), and hence, by Proposition 3.18, \( \langle x \rangle \leq C \). \[ \square \]

In the end, whenever \( S = \{1\} \), for each \( \mathbb{N} \)-class we know how to recognize of which type it is. If \( C \) is an \( \mathbb{N} \)-class not critical, then, by Lemma 3.10 and Lemma 3.11, we are able to distinguish the type of \( C \). If \( C \) is a critical class, then, by Lemma 3.19, we are able to distinguish the type of \( C \).

So now we have all the tools to prove the main result of this section.

**Theorem 3.20.** [11] Theorem 2] If \( G_1 \) and \( G_2 \) are groups with \( \mathcal{P}(G_1) \cong \mathcal{P}(G_2) \), then \( \overline{\mathcal{P}}(G_1) \cong \overline{\mathcal{P}}(G_2) \).

**Proof.** Due to the graph isomorphism we have \( |G_1| = |G_2| = n \). Let \( S_i = S_{\mathcal{P}(G_i)} \). We have \(|S_i| = |S_2| \) by Remark 1.14. By Proposition 2.5, we have 4 possibilities:

- \( |S_i| = n \) for \( i \in \{1,2\} \). Then \( \mathcal{P}(G_i) \) is a complete graph. By the characterisation in the Proposition 2.5, we get that \( G_i \) is cyclic of prime-power order and therefore \( G_1 \cong G_2 \). It follows that \( \overline{\mathcal{P}}(G_1) \cong \overline{\mathcal{P}}(G_2) \).

- \( |S_i| = 1 + \phi(n) \) for \( i \in \{1,2\} \). By the characterisation in the Proposition 2.5, we have that \( G_i \) is cyclic of order \( n \) for \( i \in \{1,2\} \). Therefore \( G_1 \cong G_2 \), then we have \( \overline{\mathcal{P}}(G_1) \cong \overline{\mathcal{P}}(G_2) \).

- \( |S_i| = 2 \neq n \) for \( i \in \{1,2\} \). Then we are not in one of the previous cases since \( |S_i| = 1 + \phi(n) = 2 \) if and only if \( \phi(n) = 1 \), then we must have \( n = 2 \), that we already exclude, or \( n = 1 \) that is a contradiction since \( |S_i| \leq n \). Hence, by Proposition 2.5, \( G_i \) is generalised quaternion. Thus \( G_1 \cong G_2 \), and hence \( \overline{\mathcal{P}}(G_1) \cong \overline{\mathcal{P}}(G_2) \).
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of pink vertices. On the one hand, we have that $\hat{\phi}$ of red vertices and we use $x$ the involutions to the identity. They are clearly involutions so they are joined to the identity by arcs that are directed from the identity with all the other vertices. Then we easily manage the blue vertices. They immediately recognize the identity as the only star vertex, thus, for the reconstruction of $G$ of significant examples. Let $\vec{\beta}$.

In this Section we show concretely the reconstruction of $G$. We now have to analyse the remaining three $M$-classes. We have $\{x\}_M$ to denote the class of red vertices and we use $[x]_N$ and $[z]_N$ to denote respectively the classes of green and of pink vertices. On the one hand, we have that $[y]_N = [y]_N \cup \{1\}$ and that $|[\hat{y}]_M| = 9$, which means that $[y]_N$ is a critical class. On the other hand $[x]_N = [x]_N \cup [y]_N \cup \{1\}$ and $[\hat{z}]_N = [\hat{z}]_N \cup [y]_N \cup \{1\}$, hence they are not critical classes. Let’s focus on the non-critical classes. We have that $|[\hat{x}]_N| = 4$, $|[\hat{x}]_N| = 12$, $|[\hat{z}]_N| = 2$ and $|[\hat{z}]_N| = 10$. Therefore, neither $[\hat{x}]_N$ nor $[\hat{z}]_N$ are of the second type and thus we have $[\hat{x}]_N = [\hat{x}]_O$ and $[\hat{z}]_N = [\hat{z}]_O$.

To recognize the type of $[y]_N$ we use Lemma 3.19. We consider $x$, the representative element of the class of green vertices. We have $x \in G \setminus [y]_N$, $4 = |[x]_N| \leq |[y]_N| = 8$ and $\{x, y\} \in E$. Therefore $[y]_N = [y]_O$ because it is an $M$-class of the first type. We can now use Lemma 2.16 to reconstruct the directed power graph since we know the identity and all the $O$-classes. Pick two elements in the same $O$-class. They are joined with an arc in both directions. Otherwise, if we pick a red vertex and one green or pink, the arc between the two vertices is directed from the red one, that belong to a class having greater size, to the other one. Finally there are no edges between pink and green vertices, thus there are also no arcs between them. Note that we have reconstructed the directed power graph without knowing the group, that was $D_{15}$ for the previous example.

Now consider the power graph in Figure 3.6. As before we are in the case of $S = \{1\}$. The white vertex is the only star vertex. But now the vertices that are neither the identity nor an involution are all in the same $M$-class. Let’s denote this $M$-class $C$. Since $\hat{C} = C \cup \{1\}$

\[ |S_i| = 1 \text{ for } i \in \{1, 2\} \]

From the power graph we recognize all the $M$-classes. We are able to identify the type of every $M$-classes. The star class is $[1]_O$, and all the $M$-classes of the first type are already splitted in $O$-classes since they are themself $O$-classes.

We only have to analyse $M$-classes of the second type. Let $C_y$ an $M$-class of the second type with parameters $(p, r, s)$. Remember that the elements of an $M$-class are indistinguishable (see discussion after Definition 2.17). So we partition it arbitrarily into subsets of sizes $p^i - p^{i-1} = p^{i-1}(p - 1) = \phi(p^i)$ for $i = s + 1, \ldots, r$. Now, up to graph isomorphism, we have partitioned the vertices of $C_y$ into equivalence classes of the relation $\circ$ and hence, by Corollary 2.23 of the relation $\circ$. So we can partition $G_i$ in $O$-classes for $i \in \{1, 2\}$.

Now for all $\{x, y\} \in E_{P(G,i)}$, retracing the discussion that follows Lemma 2.16, we are able to identify which of $(x, y)$ and $(y, x)$ is in $A_{\hat{P}(G,i)}$ for $i \in \{1, 2\}$. Hence we can reconstruct $\hat{P}(G_i)$ from $P(G_i)$ for $i \in \{1, 2\}$. Therefore, since $P(G_1) \cong P(G_2)$ we obtain that $\hat{P}(G_1) \cong \hat{P}(G_2)$.

\[ \square \]

### 3.3 Two examples of reconstruction

In this Section we show concretely the reconstruction of $\hat{P}(G)$ from $P(G)$ in a couple of significant examples. Let $G$ be a group with $P(G)$ the graph in Figure 3.4. We immediately recognize the identity as the only star vertex, thus, for the reconstruction of $\hat{P}(G)$, we have to follow the last point of the proof of Theorem 3.20. We can focus on $P^*(G)$, represented in Figure 3.5. We already know the directions of all the arcs that join the identity with all the other vertices. Then we easily manage the blue vertices. They are clearly involutions so they are joined to the identity by arcs that are directed from the involutions to the identity.

We now have to analyse the remaining three $M$-classes. We use $[y]_N$ to denote the class of red vertices and we use $[x]_N$ and $[z]_N$ to denote respectively the classes of green and of pink vertices. The white vertex is the only star vertex. But now the vertices that are neither the identity nor an involution are all in the same $M$-class. Let’s denote this $M$-class $C$. Since $\hat{C} = C \cup \{1\}$
Figure 3.4: $\mathcal{P}(D_{15})$
Figure 3.5: $\mathcal{P}^*(D_{15})$
and $|\hat{C}| = 8$, we have that $C$ is a critical class. We also have that $|C| = 7 = 2^3 - 1$ and $|\hat{C}| = 8 = 2^3$, so it has parameters $(p, r) = (2, 3)$. There are two ways to prove that $C$ is of the second type.

- By Lemma 3.19, $C$ is of the second type because there is no $x \in G \setminus \hat{C}$ joined with a vertex in $C$.
- We can also give an arithmetic explanation: There is no integer $n$ such that $\phi(n) = 7$, thus $C$ cannot be of the first type.

Therefore there exists $y \in C$, with $o(y) = 2^3$, such that:

$$C = \{ z \in \langle y \rangle | 2 \leq o(z) \leq 2^3 \}.$$

Now we can partition the vertices of $C$ in three sets, one formed by 4 elements, one by 2 elements and the last one by 1 element. Up to graph isomorphism we have partitioned the vertices of $C$ in three sets where all the elements have the same order, precisely order 8, 4 and 2. Look at Figure 3.7 for an example of such a partition. By Corollary 2.23, we now have the partition of $G$ in $\circ$-classes. Then, by Lemma 2.16, we are able to reconstruct the directed power graph.
3.4 Some open problems about critical classes

We conclude this chapter with some open questions.

**Question 3.21.** Do there exist groups having a critical class of the first type and a critical class of the second type with the same parameters?

But before try to answer at the question above it is reasonable to study the following problem.

**Question 3.22.** Does there exist a group having a critical class of the first type and a critical class of the second type?

During the research of interesting examples another question has arisen:

**Question 3.23.** Does there exist $N$-classes of the second type that are not critical classes? In other words, does there exist a group having an $N$-class of the second type with parameters $(p, r, s)$ with $s \neq 0$?

At the moment we have no example of this kind.
Chapter 4

Order of elements and power graph

**Proposition 4.1.** [11 Proposition 1] Let \( G_1 \) and \( G_2 \) be groups with \( \bar{P}(G_1) \cong \bar{P}(G_2) \). Then \( G_1 \) and \( G_2 \) have the same number of elements of each order.

**Proof.** In the directed power graph of a group \( G \) the maximal complete digraphs are, by Lemma 2.16 the equivalence classes of the relation \( \diamond \). Let’s see that the \( \Diamond \)-classes are partially ordered by the relation \( [y] \leq [x] \) if \((x,y) \in A \) or \([y] = [y] \), which means that both \((x,y) \) and \((y,x) \) are in \( A \). First of all let’s see that the partial order is well given:

Let \( x, x_1, y, y_1 \in G \) such that \([x] = [x_1] \) and \([y] = [y_1] \). Then, if \([x] = [y] \), then, clearly, also \([x_1] = [y_1] \); else if \((x,y) \in A \) and \([x] \neq [y] \), then, by Lemma 2.16 all the vertices of \([x] \) are joined with all the vertices of \([y] \) with arcs that are directed from \([x] \) to \([y] \), and hence we have also \((x_1, y_1) \in A \). In both cases \([y_1] \leq [x_1] \), and so the relation is well defined.

Now we have to prove that \( \leq \) is a relation of order:

- **Reflexivity** follows immediately by definition.
- **Antisymmetry** holds since, if we have \([x] \leq [y] \) and \([y] \leq [x] \), then both \((y,x) \) and \((x,y) \) are in \( A \). Thus \([x] = [y] \).
- **Transitivity** also holds. Let be \([x] \leq [y] \) and \([y] \leq [z] \) for some \( x, y, z \in G \). We surely have \((y,x) \) and \((z,y) \) in \( A \). Now, since \( \bar{P}(G) \) is transitive, then \((z,x) \in A \), and hence \([x] \leq [z] \).

Now consider \( \Diamond^{*} \) the set of all \( \Diamond \)-classes less the class of the identity. In \( \Diamond^{*} \), a minimal \( \Diamond \)-class, under the relation \( \leq \), consists of elements of prime order \( p \), and has cardinality \( p - 1 \). For any equivalence class \([x] \), we can now determine the set of primes dividing the order of \( x \) from the set of minimal classes below \([x] \) in the partial order. If \( x \) has order \( n = p_1^{a_1} p_2^{a_2} \ldots p_k^{a_k} \), where \( p_i \) are distinct primes and \( a_i \in \mathbb{N} \) for all \( i \in [k] \), then we now know those primes and hence also the value of \( \phi(n) = \mid [x] \). The exponent \( a_i \) is one more than the exponent of the power of \( p_i \) dividing

\[
\frac{\mid [x] \}}{\prod_{i=1}^{k}(p_i - 1)} = \prod_{i=1}^{k} p_i^{a_i - 1}.
\]

So, for all \( x \in G \), the order of \( x \) is determined by the directed power graph. Therefore, since \( \bar{P}(G_1) \cong \bar{P}(G_2) \), \( G_1 \) and \( G_2 \) have the same number of elements of each order.  \( \square \)
Let's see some examples of the relation $\leq$ defined in the proposition above. With $\Diamond$ we refer to the set of all the ♦-classes.

In Figure 4.1 we maintain the colours of the vertices of Figure 2.10 to represent $(\Diamond, \leq)$ of $C_6 \times C_2$. These colours represent the $\mathbb{N}$-classes, but, since $C_6 \times C_2$ is abelian, by Corollary 3.4, in this case they represent also the ♦-classes. The lowest vertex is the identity, the row above it contains the vertices of prime order and over this row the vertices not having prime order. Note that, in general, not all the classes of vertex of prime order are connected with classes of a row above. For example see $(\Diamond, \leq)$ of $S_4$ in Figure 4.2. Also in this figure the colours represent the $\mathbb{N}$-classes and the boxes the ♦-classes. Note that the colours are taken from Figure 2.11.

In the row of the vertex of prime order, for both the examples above, the boxes with 2 vertices contain elements of order 3 and the ones with only one vertex contain elements of order 2. In $C_6 \times C_2$ the ♦-classes in the third row are, for the relation $\leq$ that we are analysing, above the ♦-class of elements of order 3 and above one of the classes with an involution. So their elements have order divided by $6 = 2 \cdot 3$, in this case the order is 6 itself. Instead, for $S_4$, in the third row, all the ♦-classes are above only the class of an involution. Then the three ♦-classes in the third row contain elements of order a power of 2, that is 4 in this case.

Now thanks to the reconstruction of the directed power graph from the power graph, so by Theorem 3.20, we immediately obtain the following corollary of Proposition 4.1.

**Corollary 4.2.** [11, Corollary 3] Two groups whose power graph are isomorphic have the same number of elements of each order.
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Quotient power graphs

Our main references for quotient graphs are the articles [6, 7]. Let \( \Gamma = (V, E) \) be a graph. Consider \( E_\ell = E \cup \{ \{x\} \mid x \in V \} \) and define the loop graph associated with \( \Gamma \) by \( \Gamma_\ell = (V, E_\ell) \). We simply added, for each vertex of \( \Gamma \), loops, that are the edges \( \{x\} \). With abuse of notation we write \( \Gamma \) instead of \( \Gamma_\ell \) and we continue to refer to \( P(G) \) as the power graph of \( G \) even if we are considering \( P(G)_\ell \).

Note that the addition of loops does not change the sets \( N[x] \). Indeed \( N[x] \) does not change if we consider the graph with or without loops.

**Definition 5.1.** Let \( \Gamma = (V, E) \) be a graph and \( \sim \) an equivalence relation on \( V \). The quotient graph of \( \Gamma \) with respect to \( \sim \), denoted by \( \Gamma/\sim \), is the graph with vertex set \( [V]_\sim := V/\sim \) and edge set \( [E]_\sim \) defined as follows: for every \( [x_1]_\sim \in [V]_\sim \) and \( [x_2]_\sim \in [V]_\sim \), \( \{ [x_1]_\sim, [x_2]_\sim \} \in [E]_\sim \) if there exist \( \hat{x}_1 \in [x_1]_\sim \) and \( \hat{x}_2 \in [x_2]_\sim \) such that \( \{ \hat{x}_1, \hat{x}_2 \} \in E \).

Let’s see two examples of the definition above. In Figure 5.1 we represent \( \mathcal{P}(S_4)/\diamond \). Note that the colours are the same as in Figure 3.1. Finally note that we do not represent the loops on each of the vertices of the power graph, even if, as we will see in a while, it is useful to consider their presence. In Figure 5.2 we represent \( S_4/\mathbb{N} \). Again, the colours are the same as in Figure 3.1 and no loops are drawn.

The graph \( \mathcal{P}(G)/\diamond \) it was called **quotient power graph** by Bubboloni et al. in [6, 7] and, with the same name, also in [28]. There is no standard name for \( \mathcal{P}(G)/\mathbb{N} \), yet. We decide to follow the notation in [14, Section 3] and in [15, Section 7] and call \( \mathcal{P}(G)/\mathbb{N} \) the **closed twin reduction** of \( \mathcal{P}(G) \).

Let’s define now some new players to clarify the choice of the name used for \( \mathcal{P}(G)/\mathbb{N} \).

### 5.1 Introduction of twin reduction

**Definition 5.2.** Consider a graph \( \Gamma \), we say that \( x, y \in V_\Gamma \) are **closed twins** if \( x \mathcal{N} y \). Otherwise, we say that \( x, y \) are **open twins** if \( N_\Gamma(x) = N_\Gamma(y) \) holds.

We finally say that \( x \) and \( y \) are **twins** if they are open or closed twins.

Note that, if \( x \) and \( y \) are distinct open twins, then \( \{x, y\} \notin E \). Indeed assume \( \{x, y\} \in E \). Then \( x \in N_\Gamma(y) \) holds. Hence, since \( x \notin N_\Gamma(x) \), we have \( N_\Gamma(x) \neq N_\Gamma(y) \).

Recall that, instead, if \( x \) and \( y \) are closed twins, then \( \{x, y\} \in E \). Hence, given \( x \) and \( y \) two vertices of a certain graph \( \Gamma \), \( x \) and \( y \) cannot be both closed and open twins.

**Definition 5.3.** Let \( \Gamma \) be a graph and let \( x, y \in V_\Gamma \). Then we write \( x \mathcal{T} y \) if \( x \) and \( y \) are open twins.

We also write \( x \mathcal{T} y \) if \( x \) and \( y \) are twins.
Note that, for \( x, y \in V_\Gamma \), we have that \( xNy \) or \( xOy \) if and only if \( xTy \).

**Remark 5.4.** Let \( \Gamma \) be a graph. The relation \( \emptyset \) is an equivalence relation on the set \( V_\Gamma \). The relation \( T \) is an equivalence relation on the set \( V_\Gamma \).

**Proof.** We omit the proof for the relation \( \emptyset \) since it is trivial.

Let’s focus on \( T \). Let \( x, y, z \in V_\Gamma \). Surely we have \( xTx \) because \( xOx \) holds. Also the symmetry is trivial because both \( \emptyset \) and \( N \) are symmetric. Assume then that \( xTy \) and \( yTz \) hold. If at least two of \( x, y \) and \( z \) are equal, we immediately have \( xTz \). Assume next \( x, y, z \) to be distinct. If we have \( xNy \) and \( yNZ \), then surely \( zNZ \) holds, and then also \( xTZ \) holds. In the same way, if we have \( xOy \) and \( yOz \), then \( xTZ \) holds. We prove that no other case is possible. In other words, it cannot happen neither \( xNy \) and \( yOz \) nor \( zNy \) and \( yOx \).

Consider the case \( xNy \) and \( yOz \). Then we have that \( N_\Gamma[x] = N_\Gamma[y] \) and \( N_\Gamma(y) = N_\Gamma(z) \). By \( x \in N_\Gamma[x] = N_\Gamma[y] \) and \( x \neq y \) we get \( x \in N_\Gamma(y) = N_\Gamma(z) \) so that \( x \in N_\Gamma[z] \). It follows that we have \( z \in N_\Gamma[x] = N_\Gamma[y] \). Therefore \( z \in N_\Gamma(y) = N_\Gamma(z) \), a contradiction. Note that the remaining case is obtained by swapping the vertices \( x \) and \( z \).

\[ \square \]

**Definition 5.5.** Let \( \Gamma \) be a graph. \( \Gamma/\emptyset \) is called the open twin reduction of \( \Gamma \), we simply write \( \text{otr} \) of \( \Gamma \).\( \Gamma/N \) is called the closed twin reduction of \( \Gamma \), we simply write \( \text{ctr} \) of \( \Gamma \).\( \Gamma/T \) is called the twin reduction of \( \Gamma \), we simply write \( \text{tr} \) of \( \Gamma \).

Note that the definition of the twin reduction of a graph is quite different from the one given in [14, Section 3] and in [15, Section 7]. There, with twin reduction, the authors refer to a subsequent application of the twin reduction defined above until, for the graph obtained, the relation \( T \) is equals to the relation of identity.

We now focus on the twins relations in the case of power graphs. We found an easy result that characterizes the open twins of a power graph.

**Proposition 5.6.** Let \( G \) be a group. Then \( x, y \in G \) are open twins for \( \mathcal{P}(G) \) if and only if \( x \) and \( y \) are involutions and \( N(x) = N(y) = \{1\} \).

**Proof.** Assume that \( N(x) = \{1\} = N(y) \). Therefore, by definition, \( x \) and \( y \) are open twins.

Assume next that \( x, y \) are open twins. Then we have \( N(x) = N(y) \). Suppose, by contradiction, that \( [x]_N \neq \{x\} \). Then there exists \( z \in G \setminus \{x\} \) such that \( xNZ \). Then \( z \in N(x) \) holds. Hence we have \( z \in N(y) \). It follows that \( y \in N(z) \subset N[z] = N[x] \) holds. Then \( y \in N[x] \) holds and this implies \( \{x, y\} \in E \), a contradiction because open twins are never connected. Hence we have that \( [x]_N = \{x\} \). With analogous argument we get \( [y]_N = \{y\} \). Then \( |[x]_N| = 1 = |[y]_N| \). Thus the \( N \)-class of \( x \) and of \( y \) are equal to the \( O \)-class, respectively, of \( x \) and of \( y \). Therefore we have \( |[x]_O| = 1 = |[y]_O| \) and, by Corollary 2.15, it follows that \( x \) and \( y \) can only be the identity or an involution.

Now \( x \) and \( y \) are necessarily both involutions, otherwise, since they are different, exactly one of them must be the identity which would imply \( \{x, y\} \in E \), a contradiction. It remains to prove that \( N(x) = \{1\} = N(y) \). Assume, by contradiction, that there exists \( z \in N(x) \setminus \{1\} = N(y) \setminus \{1\} \). Now, since \( x \) and \( y \) are involutions, we get that \( \langle x \rangle \leq \langle z \rangle \) and that \( \langle y \rangle \leq \langle z \rangle \). Thus, since \( \langle x \rangle \neq \langle y \rangle \), there would be two distinct subgroup of order 2 in \( \langle z \rangle \), a contradiction.

\[ \square \]
In Figure 5.3 we represent how $P(S_4)/0$ appears. Note that the blue vertex represents the 0-class of all the transpositions.

The reader can easily note that $P(S_4)/T$ is a single vertex. Whenever a graph become a single vertex after subsequent twin reductions it is a cograph. In [13, Section 3], Cameron et al. have found a necessary and sufficient condition for a power graph of a nilpotent group to be a cograph. This will not be subject of this thesis.

5.2 Quotients and homomorphisms

Let $\psi$ be a graph homomorphism between two graphs $\Gamma_1$ and $\Gamma_2$. We have that $\psi(\Gamma_1)$ is the subgraph of $\Gamma_2$ defined by $\psi(\Gamma_1) = (\psi(V_{\Gamma_1}), \psi(E_{\Gamma_1}))$.

**Definition 5.7.** Let $\Gamma_1$ and $\Gamma_2$ be two graphs, let $\psi$ be a graph homomorphism between $\Gamma_1$ and $\Gamma_2$:

a) $\psi$ is **complete** if $\psi(\Gamma_1) = \Gamma_2$.

b) $\psi$ is **tame** if, for all $x, y \in V_{\Gamma_1}$, $\psi(x) = \psi(y)$ implies that $x$ and $y$ are joined by a path.

c) $\psi$ is **locally surjective (injective, bijective)** if, for every $x \in V_{\Gamma_1}$, the restriction of $\psi$ to $N_{\Gamma}[x]$ is surjective (injective, bijective).

d) $\psi$ is **locally strong** if, for every $x_1, x_2 \in V_{\Gamma_1}$, $\{\psi(x_1), \psi(x_2)\} \in E_{\Gamma_2}$ implies that, for every $\tilde{x}_1 \in \psi^{-1}(\psi(x_1))$, there exists $\tilde{x}_2 \in \psi^{-1}(\psi(x_2))$ such that $\{\tilde{x}_1, \tilde{x}_2\} \in E_{\Gamma_1}$.

e) $\psi$ is **pseudo-covering** if $\psi$ is locally strong and surjective.
Figure 5.2: $\mathcal{P}(S_3)/\mathcal{N}$

Figure 5.3: $\mathcal{P}(S_4)/\mathcal{O}$
Let $\Gamma = (V, E)$ a graph and $\sim$ an equivalence relation on $V$. The projection on the quotient graph is the map $\pi_\sim$ defined as follows:

\[
\pi_\sim : V \longrightarrow [V]_\sim \\
x \mapsto [x]_\sim.
\]

Thanks to the addition of loops the projection $\pi_\sim$ is a graph homomorphism.

**Remark 5.8.** Let $\Gamma = (V, E)$ be a graph and $\sim$ an equivalence relation on $V$. Then the projection $\pi_\sim$ is a surjective graph homomorphism between $\Gamma$ and $\Gamma/\sim$.

**Proof.** $\pi_\sim$ is clearly surjective.

Let’s see that $\pi_\sim$ is a graph homomorphism. Let $x$ and $y$ be elements of $V$. We have to prove that if $\{x, y\} \in E$, then $\{\pi_\sim(x), \pi_\sim(y)\} \in [E]_\sim$.

Assume $\{x, y\} \in E$. We distinguish two cases:

i) $y \in [x]_\sim$. Then $\pi_\sim(x) = \pi_\sim(y) = [x]_\sim$ and hence $\{\pi_\sim(x), \pi_\sim(y)\} \in [E]_\sim$; indeed it is a loop.

ii) $y \notin [x]_\sim$. Then, by definition 5.1, we have that $\{\pi_\sim(x), \pi_\sim(y)\} \in [E]_\sim$.

So, for $\sim$ an equivalence relation on a vertex set, now we can see which properties, defined in 5.7, $\pi_\sim$ satisfies. We say that a quotient graph is $\sim$ tame (pseudo-covering) if its projection is tame (pseudo-covering).

We focus on the equivalence relation $\mathbb{N}$. From now on we use $\pi$ instead of $\pi_\mathbb{N}$. With the following remark and the next lemma we study some of the properties of $\pi$.

**Remark 5.9.** Let $x$ and $y$ be elements of $G$. Then we have that $\{x, y\} \in E$ if and only if $\{\pi(x), \pi(y)\} \in [E]_\mathbb{N}$. In particular $\pi$ is locally strong and hence, since $\pi$ is surjective, is also pseudo-covering.

**Proof.** If $\{x, y\} \in E$, then $\{\pi(x), \pi(y)\} \in [E]_\mathbb{N}$ because, by Remark 5.8, $\pi$ is a graph homomorphism. Instead, if $\{\pi(x), \pi(y)\} \in [E]_\mathbb{N}$ we distinguish two cases:

i) $\pi(x) = \pi(y)$. Then $x\mathbb{N}y$, and hence $\{x, y\} \in E$.

ii) $\pi(x) \neq \pi(y)$. Then there exists $\hat{x} \in [x]_\mathbb{N}$ and $\hat{y} \in [y]_\mathbb{N}$ such that $\{\hat{x}, \hat{y}\} \in E$. Therefore, remembering that $N[x] = N[\hat{x}]$ and that $N[y] = N[\hat{y}]$, we have $\{x, y\} \in E$.

Let’s see that the property just proved implies that $\pi$ is locally strong; from this will follows immediately that $\pi$ is pseudo-covering since $\pi$ is surjective. Let $x_1, x_2 \in G$ such that $\{\pi(x_1), \pi(x_2)\} \in [E]_\mathbb{N}$. Then, for every $\hat{x}_1 \in \pi^{-1}(\pi(x_1)) = [x_1]_\mathbb{N}$, we have that $\{\hat{x}_1, x_2\} \in E$. Indeed $x_2 \in N[x_1] = N[\hat{x}_1]$. Therefore $\pi$ is locally strong. □

**Lemma 5.10.** $\pi$ is a complete, tame and pseudo-covering graph homomorphism.

**Proof.** Let’s prove that $\pi$ is complete. We already said that $\pi$ is surjective, so we need to check that $\pi(E_{P(G)}) = [E]_\mathbb{N}$. Surely we have $\pi(E_{P(G)}) \subseteq [E]_\mathbb{N}$. So pick $\{[x_1]_\mathbb{N}, [x_2]_\mathbb{N}\} \in [E]_\mathbb{N}$. By definition of $[E]_\mathbb{N}$, there exist $\hat{x}_1 \in [x_1]_\mathbb{N}$ and $\hat{x}_2 \in [x_2]_\mathbb{N}$ such that $\{\hat{x}_1, \hat{x}_2\} \in E$. Hence $\pi(\{\hat{x}_1, \hat{x}_2\}) = \{[x_1]_\mathbb{N}, [x_2]_\mathbb{N}\}$ and thus $\pi$ is complete.

$\pi$ is tame. Indeed for all $x, y \in G$, such that $\pi(x) = \pi(y)$, we have that $\{x, y\} \in E$, and hence $x$ and $y$ are in the same connected component.

By Remark 5.9 we have that $\pi$ is pseudo-covering. □
The tame quotient graphs are of particular interest because Proposition 5.11 holds. To state the result cited above we need to set some notation. For $\Gamma$ a graph and $G$ a group, we use $c(\Gamma)$, $c(G)$, $c^*_G(G)$ and $c^*_G(G)$ to refer to the number of connected components of, respectively, $\Gamma$, $P^*(G)$, $P^*(G)/\circ$ and $P^*(G)/\mathbb{N}$.

**Proposition 5.11.** [6, Proposition 3.2] Let $\Gamma = (V, E)$ be a graph and $\sim$ be an equivalence relation on $V$. Then

i) $c(\Gamma) \leq c(\Gamma/\sim)$

ii) $c(\Gamma) = c(\Gamma/\sim)$ if and only if $\sim$ is tame.

iii) $\Gamma$ is connected if and only if $\Gamma/\sim$ is connected and tame.

In [7], Babbeltoni et al. studied the relation $\circ$ proving the following result. We state this result within our notation.

**Lemma 5.12.** [7, Lemma 3.6] Let $G$ be a group. The graph $P^*(G)/\circ$ is a tame and pseudo-covering quotient of $P^*(G)$. In particular $c^*(G) = c^*_G(G)$.

We now consider the relations $\mathbb{N}, \emptyset$ and $T$.

**Lemma 5.13.** Let $G$ be a group. The graph $P^*(G)/\mathbb{N}$ is a tame and pseudo-covering quotient of $P^*(G)$. In particular $c^*(G) = c^*_G(G)$.

**Proof.** Let $x, y \in G \setminus \{1\}$ such that $x\mathbb{N}y$. Then $\{x, y\} \in E$. This shows that the quotient graph $P^*(G)/\mathbb{N}$ is tame. Then, by Proposition 5.11 we have $c^*(G) = c^*_G(G)$. The fact that the quotient is pseudo-covered is an immediate consequence of Remark 5.9. Indeed the map

$$\pi^*: G \setminus \{1\} \rightarrow [G \setminus \{1\}]_{\mathbb{N}}$$

$$x \mapsto \pi(x)$$

is clearly surjective and, since $\pi$ is locally strong, $\pi^*$ is locally strong. \qed

**Lemma 5.14.** Let $G$ be a group. The graph $P^*(G)/\emptyset$ is a tame quotient of $P^*(G)$ if and only if, for $x, y \in G \setminus \{1\}$, $x\emptyset y$ implies $x = y$.

**Proof.** Assume $P^*(G)/\emptyset$ to be a tame quotient of $P^*(G)$. Then the graph homomorphism

$$\pi^*_0: G \setminus \{1\} \rightarrow [G \setminus \{1\}]_\emptyset$$

is tame. Hence, for all $x, y \in G \setminus \{1\}$, $\pi^*_0(x) = \pi^*_0(y)$ implies $x$ and $y$ joined by a path of $P^*(G)$. But two distinct open twins $x, y$ of $P(G)$, by Proposition 5.6, have $N(x) = N(y) = \{1\}$. So we have that $N_{P^*(G)}(x) = N_{P^*(G)}(y) = \emptyset$, and this implies that there is no path joining $x$ and $y$ in $P^*(G)$. A contradiction.

Assume next that, for $x, y \in G \setminus \{1\}$, $x\emptyset y$ implies $x = y$. Then clearly, for all $x, y \in G \setminus \{1\}$, $\pi^*_0(x) = \pi^*_0(y)$ implies $x$ and $y$ joined by a path since $x = y$ and the path is the trivial one of length 0. \qed

Then we have that the graph $P^*(G)/\emptyset$ is a tame quotient of $P^*(G)$ if and only if $P^*(G)/\emptyset = P^*(G)$.  
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Corollary 5.15. Let $G$ be a group. The graph $\mathcal{P}^*(G)/T$ is a tame quotient of $\mathcal{P}^*(G)$ if and only if, for all $x, y \in G \setminus \{1\}$, $xTy$ implies $xNy$.

Proof. Assume $\mathcal{P}^*(G)/T$ to be a tame quotient of $\mathcal{P}^*(G)$. Then the graph homomorphism

$$\pi^*_T : G \setminus \{1\} \longrightarrow [G \setminus \{1\}]_T$$

is tame. Hence, for all $x, y \in G \setminus \{1\}$, $\pi^*_T(x) = \pi^*_T(y)$ implies $x$ and $y$ joined by a path of $\mathcal{P}^*(G)$. Remember that $xTy$ holds if and only we have $xNy$ or $0y$. For all $x, y \in G \setminus \{1\}$ such that $xNy$, surely $x$ and $y$ are joined by a path, they are indeed joined. Then consider $x, y \in G \setminus \{1\}$ such that $xTy$. By Lemma 5.14 $x$ and $y$ are joined by a path of $\mathcal{P}^*(G)$ if and only if $x = y$. It follows that $xNy$ holds. Thus $xTy$ implies $xNy$ for all $x, y \in G \setminus \{1\}$.

Assume next that, for all $x, y \in G \setminus \{1\}$, $xTy$ implies $xNy$. Then the relation $T$ is the same as $N$. Hence $\pi^*_T = \pi^*$ that, by Lemma 5.10, is tame. $\square$

It follows that the graph $\mathcal{P}^*(G)/T$ is a tame quotient of $\mathcal{P}^*(G)$ if and only $\mathcal{P}^*(G)/T = \mathcal{P}^*(G)/N$. 
Chapter 6

Maximal paths and cycles in power graphs

In this chapter we are going to study the paths and the cycles in the power graphs of groups. We refer to the definition of path and cycles given in Definition 1.7 and Definition 1.8.

Let \( W \) and \( C \) be, respectively, a path and a cycle. Let \( \Gamma \) be a graph. \( W \) is called a path of \( \Gamma \) if it is a subgraph of \( \Gamma \). \( C \) is a cycle of \( \Gamma \) if it is a subgraph of \( \Gamma \). We say that \( C \) is a maximal cycle of \( \Gamma \) if there is no other cycle \( C' \) in \( \Gamma \) such that \( V_C \subseteq V_{C'} \). Similarly \( W \) is a maximal path of \( \Gamma \) if there is no other path \( W' \) in \( \Gamma \) such that \( V_W \subseteq V_{W'} \).

We want to study paths and cycles in the power graph. In Figure 6.1 we represent \( \mathcal{P}(C_6) \) and we highlight, in red, a cycle and, in green, a path. Note that neither the path nor the cycle are maximal. Indeed consider \( C = 1, a^3, a^5, a^4, a, a^2, 1 \). \( V_C = C_6 \) so \( C \) is a maximal cycle, and \( W = 1, a^3, a^5, a^4, a, a^2 \) is a maximal path. Another example of maximal path is \( W' = a^3, a, 1, a^5, a^4, a^2, a^3 \), in this case \( a^3, a, 1, a^5, a^4, a^2, a^3 \) is not a cycle since \( \{a^3, a^2\} \notin E \).

Let \( \vec{W} \) and \( \vec{C} \) be, respectively, a directed path and a directed cycle. Let \( \vec{\Gamma} \) be a digraph. \( \vec{W} \) is a directed path of \( \vec{\Gamma} \) if it is a subdigraph of \( \vec{\Gamma} \). \( \vec{C} \) is a directed cycle of \( \vec{\Gamma} \) if it is a subdigraph of \( \vec{\Gamma} \). We say that \( \vec{C} \) is a maximal directed cycle of \( \vec{\Gamma} \) if there is no other directed cycles \( \vec{C}' \) in \( \vec{\Gamma} \) such that \( V_{\vec{C}} \subseteq V_{\vec{C}'} \). Again, \( \vec{W} \) is a maximal directed path if there is no other directed paths \( \vec{W}' \) in \( \vec{\Gamma} \) such that \( V_{\vec{W}} \subseteq V_{\vec{W}'} \).

In Figure 6.2 we represent a directed cycle and a directed path in \( \vec{\mathcal{P}}(C_5) \). The example allows us to highlight some simple considerations on directed paths and cycles. Note that the identity is never a vertex of a directed cycle, indeed \( 1 \) does not dominates any other

Figure 6.1: In red a 4-cycle and in green a 3-path of \( \mathcal{P}(C_6) \).
vertex. Instead, dealing with directed paths, we have that the identity can only be the end of a directed path. Look at $\vec{C} = a, a^2, a^3, a^4, a$; it has the maximum length possible for a directed cycle in $\vec{P}(C_5)$, so $\vec{C}$ is maximal. Note that $V_C = [a]_\circ$ and that $l(C) = \phi(o(a))$.

**Definition 6.1.** Let $\Gamma$ be a graph. A cycle $C$ of $\Gamma$ having $V_C = V_\Gamma$ is called *hamiltonian cycle*. A path $W$ of $\Gamma$ with $V_W = V_\Gamma$ is an *hamiltonian path*. $\Gamma$ is an *hamiltonian graph* if it has an hamiltonian cycle.

Note that hamiltonian cycles/paths are maximal cycles/paths.

**Definition 6.2.** Let $\vec{\Gamma}$ be a digraph. A directed cycle $\vec{C}$ of $\vec{\Gamma}$ having $V_{\vec{C}} = V_{\vec{\Gamma}}$ is called *hamiltonian directed cycle*. A directed path $\vec{W}$ of $\vec{\Gamma}$ with $V_{\vec{W}} = V_{\vec{\Gamma}}$ is an *hamiltonian directed path*. $\vec{\Gamma}$ is an *hamiltonian digraph* if it has an hamiltonian directed cycle.

Rényi’s Theorem, that we are going to state, allows us to get an easy result about hamiltonian paths and hamiltonian directed paths.

**Theorem 6.3.** [5, Theorem 2.3] Let $\vec{\Gamma}$ an orientation of a complete graph. Then $\vec{\Gamma}$ has an hamiltonian directed path.

**Corollary 6.4.** Let $p$ be a prime and $k$ a positive integer. Then $\vec{P}(C_p^k)$ has an hamiltonian directed path.

**Proof.** By Proposition 2.4, $P(C_p^k)$ is the complete graph $K_{p^k}$. Then $\vec{P}(C_p^k)$ contains, as subdigraph, an orientation $\vec{\Gamma}$ of $K_{p^k}$. By Theorem 6.3 $\vec{\Gamma}$ has an hamiltonian directed path and thus also $\vec{P}(C_p^k)$ has an hamiltonian directed path.

Dealing with cycles, instead of paths, in [2, Corollary 5.13] there is a relevant result about cycles in the power graph of cyclic groups. We state and prove this result.

**Proposition 6.5.** Let $G \cong C_n$ with $n \geq 3$. Then $P(G)$ is hamiltonian.

**Proof.** Note that if $n \leq 2$ there is no cycle in $P(G)$.

We can assume $[C_n]_\circ = \{d_1, \ldots, d_k\}$ where the indexing is such that $C_\circ := d_1, \ldots, d_k$ is an hamiltonian cycle of $C_n$. This is possible by [18, Theorem 11], that states that $P(C_n)/_{\circ}$ is hamiltonian. We also use the following notation:

$$d_i := \{x_{i1}, \ldots, x_{ni}\} = [x_i]_\circ$$
for $i \in [k]$, where $n_i := |d_i|$.

Note that

$$|d_i| = |[x_i^1]| = \phi(o(x_i^1)).$$

Note also that $n = \sum_{i=1}^{k} |d_i|$.

Since, by Lemma \(^{16}\) \(^{1}\), the subgraph of $\mathcal{P}(G)$ induced by a $\circ$-class is complete, then

$$\mathcal{C} = x_1^1, \ldots, x_n^{1}, \ldots, x_1^k, \ldots, x_n^{k}, x_1^1$$

is a hamiltonian cycle for $\mathcal{P}(C_n)$.

The figures of this chapter illustrate the last few proven results.

Let’s now focus on the research of maximal cycles and maximal directed cycles in $\mathcal{P}(G)$ and $\mathcal{P}(G)$ for $G$ a generic group. The directed case is quite easy. Indeed we state and prove the next result that, more or less, concludes our study in this environment.

**Proposition 6.6.** Let $G$ be a group and let $\mathcal{C}$ be a directed cycle of $\mathcal{P}(G)$. $\mathcal{C}$ is a maximal directed cycle if and only if $V_\mathcal{C} = [x]_\circ$ for some $x \in G$ with $|[x]_\circ| \geq 3$.

**Proof.** Let $\mathcal{C} = x_1, \ldots, x_k, x_1$. Assume that $\mathcal{C}$ is a maximal directed cycle. Suppose, by contradiction, that $V_\mathcal{C} \neq [x]_\circ$. If there exists $y \in [x]_\circ \setminus V_\mathcal{C}$, then $\mathcal{C}' = x_1, \ldots, x_k, y, x_1$ is a directed cycle that contradicts the maximality of $\mathcal{C}$. Hence $[x]_\circ \subseteq V_\mathcal{C}$. If there exists an integer $i \in [k] \setminus \{1\}$ such that $x_i \notin [x]_\circ$, then we reach a contradiction. Indeed we have that

$$x_1, x_2, \ldots, x_i$$

and

$$x_i, x_{i+1}, \ldots, x_k, x_1$$

are directed paths that has $x_1$ and $x_i$ as end points. In particular one directed path starts in $x_1$ and ends in $x_i$ and the other one starts in $x_i$ and ends in $x_1$. So, since, by Remark \(^{2}\) \(^{9}\) $\mathcal{P}(G)$ is transitive, $(x_i, x_1) \in A$ and also $(x_1, x_i) \in A$, that means that $x_i \circ x_1$ holds, a contradiction. Therefore $V_\mathcal{C} \subseteq [x]_\circ$ and hence $V_\mathcal{C} = [x]_\circ$.

Assume next that $V_\mathcal{C} = [x]_\circ$. Suppose, by contradiction, that $\mathcal{C}$ is not maximal. Then there exists $\mathcal{C}'$ a directed cycle such that $V_\mathcal{C} \subset V_\mathcal{C}'$. In particular there exists $y \in V_\mathcal{C}'$ such that $y \notin [x]_\circ$. For this reason there exists at least two directed paths having $x_1$ and $y$ as end points; in particular one directed path starts in $x_1$ and ends in $y$ and another one starts in $y$ and ends in $x_1$. So, since $\mathcal{P}(G)$ is transitive, $(x_1, y) \in A$ and also $(y, x_1) \in A$, that means that $x_1 \circ y$, a contradiction.

It follows immediately, by the proposition above, that a directed cycle with maximum order in $\mathcal{P}(G)$ has length $\phi(o(x))$ with $x$ an element having $\phi(o(x))$ maximum. As a consequence, we have that, in $\mathcal{P}(G)$, a cycle with maximum order has at least length $\phi(o(x))$ for $x$ an element with maximum $\phi(o(x))$. With the next proposition we improve this lower bound.

**Proposition 6.7.** Let $G$ be a group with $|G| \geq 3$. Let $\mathcal{C}$ be a cycle of $\mathcal{P}(G)$ with maximum length. Then

$$\ell(\mathcal{C}) \geq \max_{x \in G} \{ o(x) \} := M_o(G).$$

**Proof.** Let $x \in G$. Consider the subgraph of $\mathcal{P}(G)$ induced by $\langle x \rangle$ that is, by Remark \(^{2}\) \(^{2}\) $\mathcal{P}(\langle x \rangle)$. By Proposition \(^{6}\) \(^{5}\) $\mathcal{P}(\langle x \rangle)$ is hamiltonian. Then there exists a cycle $\mathcal{C}'$ of $\mathcal{P}(G)$ with length $o(x)$. Therefore $o(x) \leq \ell(\mathcal{C})$. It follows the thesis.
From now on, for a group $G$, we use $M_{o(G)}$ instead of $\max_{x \in G} o(x)$.

Recall that, since $\phi$ is not a monotone function, it can happen that an element $x$ of maximum order is not an element having maximum $\phi(o(x))$. For example consider a group $G$ for which the orders of the elements are $\{1, 2, 3, 5, 6\}$. Such a group has maximum length of a directed cycle equals to $\phi(o(5)) = 4$. But the lower bound for the maximum length of a cycle is given by the presence of elements of order 6.

We want to further improve the lower bound. To achieve this result we need the following lemma.

**Lemma 6.8.** Let $C$ be a cycle of $\mathcal{P}(G)$. Then there exists a cycle $C'$ of $\mathcal{P}(G)$ with $V_{C'} \supseteq V_C$ and such that, for all $x \in V_{C'}$ $[x]_\sim \subseteq V_C$.

**Proof.** Let $C = x_1, x_2, \ldots, x_k, x_1$, and $Y_C := \{x \in V_C \mid [x]_\sim \not\in V_C\}$. We proceed by induction on $|Y_C|$. If $|Y_C| = 0$, then we take $C' = C$. Assume the statement true for $|Y_C| \leq n$. Suppose that there exists $i \in [k]$ such that $[x_i]_\sim \not\in V_C$. After renaming, if necessary, we can consider $i = 1$. Let $X := [x_1]_\sim \setminus V_C$. Then $|X| \geq 1$. In particular $|[x_1]_\sim| \not= 1$. Let $X := \{\bar{x}_1, \ldots, \bar{x}_i\}$. Since the graph induced by $[x_1]_\sim$ is a complete graph, then, for all $i, j \in [l]$, $\bar{x}_i$ and $\bar{x}_j$ are adjacent, and we also have that $\bar{x}_l$ and $x_1$ are adjacent. Furthermore we have that $\bar{x}_l$ is adjacent to $x_2$, because $x_2$ is adjacent to $x_1$ and $N[\bar{x}_1] = N[x_1]$. Thus consider

$$C' := x_1, \bar{x}_1, x_2, \ldots, \bar{x}_l, x_2, \ldots, x_k, x_1.$$  

$C'$ is a cycle such that $V_C \cup [x_1]_\sim \subseteq V_{C'}$. Now $|Y_{C'}| \leq |Y_C| - 1$. Therefore, by inductive hypothesis we obtain the thesis. 

In [2], Acharyya and Williams use a directed version of the quotient graph of a group $G$ to find a the longest directed path of $\mathcal{P}(G)$. We want to use a similar idea, so we need the following definition extrapolated from [2].

**Definition 6.9.** Let $\Gamma$ be a graph and $\sim$ be an equivalence relation on $V_\Gamma$. The $\sim$-weight function is defined as follow:

$$w_\sim : [V_\Gamma]_\sim \longrightarrow \mathbb{N}$$

$$[x]_\sim \longmapsto |[x]_\sim|.$$  

Furthermore, if $X \subseteq [V_\Gamma]_\sim$, then we define $w_\sim(X) := \sum_{x \in X} w_\sim(x)$.

Let’s have a look at an example of computation of $\mathbb{N}$-weight. Consider $G = \langle g \rangle$, then

$$w_\mathbb{N}([g]_\mathbb{N}) = \begin{cases} 
\phi(o(g)) + 1 \quad & \text{if } o(g) \text{ is not a prime power} \\
|G| \quad & \text{if } o(g) \text{ is a prime power}
\end{cases}$$

Otherwise, if we consider $G = D_6$, with presentation given in (1.1), then $w_\mathbb{N}(b) = 1$ and

$$w_\mathbb{N}([a]_\mathbb{N}) = \begin{cases} 
\phi(o(a)) \quad & \text{if } o(a) \text{ is a not prime power} \\
o(a) - 1 \quad & \text{if } o(a) \text{ is a prime power}
\end{cases}$$

Indeed $[b]_\mathbb{N} = \{b\}$ and $[a]_\mathbb{N} = \{\text{generators of } \langle a \rangle\}$ if $o(a)$ is not a prime power, instead $[a]_\mathbb{N} = \langle a \rangle \setminus \{1\}$ if $o(a)$ is a prime power. Then

$$w_\mathbb{N}(\{[b]_\mathbb{N}, [a]_\mathbb{N}\}) = \begin{cases} 
\phi(o(a)) + 1 \quad & \text{if } o(a) \text{ is a not prime power} \\
o(a) \quad & \text{if } o(a) \text{ is a prime power}
\end{cases}$$
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Denoted Ω the set of all paths in $\mathcal{P}^*(G)/\mathbb{N}$, then
\[ w_G := \max_{W \in \Omega} w_W(W). \]

**Proposition 6.10.** Let $G$ be a group. If $C$ is the cycle of $\mathcal{P}(G)$ with maximum length, then
\[ \ell(C) \geq w_G + 1. \]

Moreover, if equality holds, then, denoted $W = c_1, \ldots, c_k$ a path in $\mathcal{P}^*(G)/\mathbb{N}$ with maximum $\mathbb{N}$-weight, for all $i \in [k - 1] \setminus \{1\}$ such that $w_W(c_i) \geq 2$, there is no vertex $y \in N_{\mathcal{P}^*(G)/\mathbb{N}}[c_i] \setminus V_W$ such that $w_W(y) \geq 2$.

**Proof.** Let $W = c_1, \ldots, c_k$ a path in $\mathcal{P}^*(G)/\mathbb{N}$ with maximum $\mathbb{N}$-weight. Then
\[ w_W(W) = \max_{W \in \Omega} w_W(W) = w_G. \]

Let $n_i = w_W(c_i)$ for all $i \in [k]$. Denote $c_i = \{x^n_1, \ldots, x^n_{n_i}\}$ for all $i \in [k]$. We have that $\{x^n_j, x^{j+1}_t\} \in E_{\mathcal{P}(G)}$ for all $i \in [k - 1]$, $j \in [n_i]$ and $t \in [n_{i+1}]$ because $\{c_i, c_{i+1}\} \in E_{\mathcal{P}^*(G)/\mathbb{N}}$. Moreover, since $c_i$ is an $\mathbb{N}$-class for all $i \in [k]$, then $\{x^n_j, x^n_t\} \in E_{\mathcal{P}(G)}$ for all $j, t \in [n_i]$. Then, since 1 is a star vertex of $\mathcal{P}(G)$,
\[ C' := 1, x^1_1, \ldots, x^1_{n_1}, x^2_1, \ldots, x^2_{n_2}, \ldots, x^k_1, \ldots, x^k_{n_k}, 1 \]
is a cycle with length $w_W(W) + 1$. This proves
\[ w_G + 1 \leq \ell(C). \]

Assume next that equality holds. We have that the cycle $C'$ above is a cycle of maximum length. Suppose, by contradiction, that there exists an index $i \in [k - 1] \setminus \{1\}$ such that:
1. $w_W(c_i) \geq 2$;
2. There exists a vertex $y \in N_{\mathcal{P}^*(G)/\mathbb{N}}[c_i] \setminus V_W$ such that $w_W(y) \geq 2$.

We denote $[y]_\mathbb{N} := \{y_1, \ldots, y_n\}$. We reach a contradiction due to the presence of a cycle $C''$ with $\ell(C'') > \ell(C')$. We define $C''$ as follows:
\[ C'' := 1, x^n_1, \ldots, x^n_{n_1}, x^i_1, \ldots, x^n_{y_1}, y_1, \ldots, y_n, x^i_2, \ldots, x^n_{x_1}, \ldots, x^i_{y_k}, x^i_{x_k}, 1. \]

This new lower bound is not always better than the one in Proposition 6.7. For example, think at $C_n$ or $D_n$. By Proposition 6.5, we have that, for $\mathcal{P}(C_n)$, the maximum length for a cycle is $n$. For $\mathcal{P}(D_n)$ we have that there is a cycle $C$ of length $n$ since, considering the presentation given in [1.1], $o(a) = n$. Now we have $D_n \setminus V_C = D_n \setminus \langle a \rangle$. We also have that every element $x \in D_n \setminus \langle a \rangle$ has order 2. In particular $x$ cannot be a vertex of a cycle of $\mathcal{P}(D_n)$ because it is joined only with the identity. Therefore $C$ has maximum length since no vertices of $\mathcal{P}(D_n)$ not in $C$ can be in a cycle. We have proven that the cycle with maximum length in the power graphs of $C_n$ and $D_n$ has length $n$, that is exactly the order of an element with maximum order. Anyway in those cases we have that $w_W(W) = n - 1$ for $W$ a path with maximum $\mathbb{N}$-weight in the ctr of the proper power graph of those two groups.
Remark 6.11. Let $G$ be a group. Then

$$M_{o(G)} \leq w_G + 1.$$ 

Proof. Let $x \in G$ be an element of order $M_{o(G)}$. Let $\mathcal{W}$ be an hamiltonian path of $\mathcal{P}^*(\langle x \rangle)/\diamond$. Such a path exists by [18, Theorem 11]. Since $\mathcal{W}$ is hamiltonian, then

$$w_N(\mathcal{W}) = w_N(V_{\mathcal{P}^*(\langle x \rangle)/\diamond}) = |V_{\mathcal{P}^*(\langle x \rangle)/\diamond}| = o(x) - 1.$$ 

Now, $\mathcal{P}^*(\langle x \rangle)/\diamond = \mathcal{P}^*(\langle x \rangle)/\mathbb{N}$ and $\mathcal{P}^*(\langle x \rangle)/\mathbb{N}$ is a subgraph of $\mathcal{P}^*(G)/\mathbb{N}$. Hence

$$w_N(\mathcal{W}) \leq w_G.$$ 

Therefore

$$M_{o(G)} = o(x) = w_N(\mathcal{W}) + 1 \leq w_G + 1.$$ 

Let’s analyse the examples in Figure 6.3 and Figure 6.4 where the two lower bounds are different. In Figure 6.3 we see $\mathcal{P}^*(G)$ and $\mathcal{P}^*(G)/\mathbb{N}$ for $G = C_2 \times C_{10}$. The colours represent the $\mathbb{N}$-classes. Remember that, since $G$ is abelian and $\mathcal{S} = \{1\}$, the $\mathbb{N}$-classes are equals to the $\diamond$-classes. Take a look at the red path $\mathcal{W}$ in $\mathcal{P}^*(G)/\mathbb{N}$. It is a path with maximum weight, and $w_N(\mathcal{W}) = w_G = 14$. Note that

$$M_{o(G)} = 10 < w_G + 1 = 15.$$ 

Thus the lower bound in Proposition 6.10 is better than the one in Proposition 6.7. The cycle $\mathcal{C}'$, defined in the proof of Proposition 6.10 is composed by the two red paths highlighted in $\mathcal{P}^*(G)$ joined by the green edge and closed joining both the end vertices, the purple one and the pink one, with the identity. Hence the cycle obtained has length $w_G + 1 = 15$. Note that for this path $\mathcal{W}$ the condition for the equality does not hold. Indeed $\mathcal{P}(C_2 \times C_{10})$ is hamiltonian. An hamiltonian cycle of $\mathcal{P}(C_2 \times C_{10})$ is obtained as follows:

- Start from the identity.
- Move to the purple vertex.
- Follow the red path until you reach to the first blue vertex.
- Now follow the cyan path until you reach the blue vertex joined with the previous blue vertex with the green edge.
- Follow the red path with this new blue vertex as an end vertex; you will arrive in the pink vertex.
- Move to the identity and close the cycle.

In Figure 6.4, there is represented both $\mathcal{P}^*(C_2 \times C_4)$ and $\mathcal{P}^*(C_2 \times C_4)/\mathbb{N}$. In this case in the quotient graph there is a unique path with maximum weight, that is the 2-path that goes from the blue vertex to the yellow one. The cycle $\mathcal{C}'$ defined in the proof of the Proposition 6.10 is also the cycle with maximum length. $\mathcal{C}'$ starts in the identity, goes to a blue vertex and then to the other blue one. Then, after it has passed the white
Figure 6.3: $\mathcal{P}^*(C_2 \times C_{10})$ and $\mathcal{P}^*(C_2 \times C_{10})/\mathbb{N}$.

Figure 6.4: $\mathcal{P}^*(C_2 \times C_4)$ and $\mathcal{P}^*(C_2 \times C_4)/\mathbb{N}$
vertex, it goes to a yellow vertex, passes the other yellow vertex and then comes back to
the identity. In conclusion, we have that
\[ M_o(G) = 4 < w_G + 1 = 6. \]

We conclude this chapter with two questions for future research.

**Question 6.12.** *Do there exists a formula for the maximum length of a cycle/path of a
power graph?*

**Question 6.13.** *What can be said about a group with fixed maximum length of a cycle/path
of its power graph?*
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