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ABSTRACT
To study the post-main sequence evolution of the Solar system and exoplanetary systems more accurately and efficiently, we introduce two new features to REBOUNDx, an extended library for the \(N\)-body integrator REBOUND. The first is a convenient parameter interpolator for coupling different physics and integrators using numerical splitting schemes. The second implements a constant time lag model for tides without evolving spins. We demonstrate various uses of these features using stellar evolution data from MESA (Modules for Experiments in Stellar Astrophysics) as an example. The results of our tests agree with several studies in the literature on post-main sequence orbital evolution, and our convergence and performance studies respectively demonstrate our implementations’ accuracy and efficiency. These additional effects are publicly available as of REBOUNDx’s latest release.
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1 INTRODUCTION
REBOUND is an open-source, modular \(N\)-body integrator, which simulates the dynamical motion of particles (e.g., stars, planets, and dust) under the influence of forces such as gravity (Rein & Liu 2012). Written entirely in C, with memory and computational efficiency in mind, the code can also be conveniently imported as a Python module. REBOUND features several integrators for calculating \(N\)-body trajectories and their derivatives (Rein & Tamayo 2016), including IAS15, a general purpose, high accuracy integrator with adaptive timesteps (Rein & Spiegel 2015); WHFast, a fast, unbiased Wisdom-Holman integrator for long-term simulations (Rein & Tamayo 2015), as well as higher order symplectic schemes (Rein et al. 2019b); and MERCURUS, a hybrid integrator based on the MERCURY (Chambers 1999) algorithm to allow for close encounters (Rein et al. 2019a). Meanwhile, REBOUNDx (eXtras) is an extended library and flexible framework for incorporating additional physics into its integrations, e.g., post-Newtonian corrections or radiation forces (Tamayo et al. 2020).

With the development of increasingly sophisticated codes to model different physics, leveraging numerical schemes that couple distinct integrators in a modular fashion can prove useful, particularly in the rapidly growing field of post-main sequence (MS) planetary science. The computational challenge of full-lifetime integrations over the entire – or even much of the – MS, giant branch (GB), and white dwarf (WD) phases often require methods to combine \(N\)-body and stellar evolution codes and to include additional, relevant forces (Veras 2016a). For example, rather than duplicating stellar evolution models in REBOUNDx, it would be preferable to use existing state-of-the-art codes, e.g., the open-source Modules for Experiments in Stellar Astrophysics (MESA, Paxton et al. 2011, 2013, 2015, 2018, 2019). A simple and powerful class of schemes for coupling integrators is splitting schemes, which alternate (in this case) between evolving the orbits and the star using fixed timesteps (Strang 1968; Hairer et al. 2006). Calling integrators separately in this fashion minimizes code duplication, and the numerical scheme errors can be understood in terms of the commutation relations between the operators being combined (e.g., Tamayo et al. 2020). This strategy has been vigorously pursued in the Astronomical Multipurpose Software Environment (AMUSE) package (Portegies Zwart & McMillan 2018; Portegies Zwart 2018; Portegies Zwart et al. 2020), which couples a wide range of codes with splitting schemes of various orders.

While there are obvious advantages to adopting a general and widely used environment like AMUSE for coupling \(N\)-body integrations with other astrophysical codes, a library like REBOUNDx that is tailored to REBOUND allows greater flexibility for tackling challenging computational problems requiring more customized approaches. For example, while AMUSE’s standard Bridge scheme would work well to apply tidal forces with the IAS15 or WHFast integrators in REBOUND, it would fail during a close encounter using the current implementation of the hybrid MERCURUS integrator in REBOUND, since it would apply the forces at the end of the global timestep rather than during the close encounter when the forces are great-
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2 SPLITTING SCHEMES FOR ADDITIONAL EFFECTS

2.1 Parameter Interpolation (PI) REBOUNDx Implementation

We can couple distinct integrators that model different physics using the following numerical scheme. Formally, we have a coupled set of differential equations for the \(N\)-body evolution \(N\{z\}\) and the parameters themselves \(P\{z\}\), where we define differential operators \(\dot{N}\) and \(\dot{P}\), which act on the current state of the system \(z\). If we have a solution for the parameter differential equations in isolation, we define a corresponding integration operator \(\mathcal{P}\{h\}\) that advances the state \(z\) by a timestep \(h\) according to \(\dot{P}\{z\}\). We can also define a solution to the \(N\)-body equations through its own corresponding integration operator \(N\{h\}\) that similarly advances the state according to \(\dot{N}\{z\}\).

Thus, we construct a first-order splitting scheme \(S\) that alternates between an \(N\)-body step for a splitting time interval and a parameter-evolution step for a splitting time interval:

\[
S = N\{dt_{\text{split}}\} \circ \mathcal{P}\{dt_{\text{split}}\} ,
\]

where \(N\{dt_{\text{split}}\}\) is made up of many \(N\)-body steps of size \(dt\). For small enough timesteps, this splitting method approximates the true solution:

\[
(N + \mathcal{P})\{dt_{\text{split}}\} = z(t + dt_{\text{split}}) \approx N\{dt_{\text{split}}\} \circ \mathcal{P}\{dt_{\text{split}}\} .
\]

The integration errors of such splitting schemes can be understood precisely in terms of the non-commutative properties of the two operators (see Tamayo et al. 2020). This also helps guide an appropriate choice of \(dt_{\text{split}}\) such that \(dt_{\text{split}} \ll \tau_p\), the time-scale of the parameter evolution (see § 4.1).

Precise adherence to this splitting scheme would use parameter integration outputs that correspond to the specific and exact time intervals of \(dt_{\text{split}}\). For incorporating stellar evolution as an example, this amounts to alternating timestep calls between REBOUND and MESA. However, repeating runs of the same stellar model for many different \(N\)-body integrations in this way can be inefficient.

Ensuring REBOUND’s \(N\)-body steps always fall at exactly the same times as MESA’s can be impractical for a survey of planetary systems with different orbital periods (and hence different timesteps). This is also challenging when using integrators with adaptive timesteps as we do here and as used by MESA. Yet many effects, such as stellar evolution, are very slow compared to orbital time-scales. In such adiabatic cases, a simple approach is to interpolate the results of a single MESA integration at arbitrary times. The error from interpolating at \(dt_{\text{split}}\), instead of evaluating \(\mathcal{P}\{dt_{\text{split}}\}\) with MESA explicitly, is negligible compared to the splitting scheme error.

We introduce a new feature to REBOUNDx to accomplish the following: (1) load and store parametric time-series data in the simulation’s allocated memory; and (2) spline the data so users can interpolate a parameter’s value at any arbitrary time in the simulation. Using a cubic spline, we reduce the potential for Runge’s phenomenon around discontinuous derivatives (compared to polynomial interpolation) when interpolating non-smooth data, e.g., stellar mass and radius profiles around the tips of the red-giant branch (TRGB) and asymptotic giant branch (AGB) (see Fig. 1).

We developed REBOUNDx’s interpolation functions by adapting the cubic spline algorithm from Press et al. (1992), optimised for the C language. By adding these functions directly to the core C source code, we ensure machine independence and avoid requiring users to install additional libraries or dependencies. We also incorporate a custom and optimised searching algorithm into the interpolation function. This function allows the code to support forward and backward integrations and interpolations at arbitrary times. This ‘Parameter Interpolation’ (PI) feature, available as of version 3.1.0, therefore allows users to import data from other codes into their REBOUND simulations.

The interpolator object incorporates a time series by accepting two arrays: (1) a monotonically increasing time series, in one-to-one correspondence with (2) a series of values for a given parameter. Users can populate these arrays in any desired manner, including, but not limited to, importing values from an external data file. For example, users can generate a discrete set of parameter values (e.g., stellar mass) from their own formulas, from their own integrations, or from existing stellar evolution codes, e.g., MESA or SSE.

When using MESA, we recommend the methodology laid out in the mesa2txt.ipynb Jupyter notebook, available at the repository for this paper (see § 1). The procedure isolates a parameter from standard MESA output logs and generates a two-column, tab-separated text file. This method also accounts for when a MESA integration restarts from an earlier timestep and ensures the time-series part of the data imported into REBOUNDx is strictly increasing.

Before starting an integration, we create a separate interpolator object for each varying parameter. We then repeatedly call

\(\text{Bridge expansions for a particular subset of particles or the Nemesis integrator in AMUSE, however, may offer viable alternatives.}\)

\(\text{2 The latest version of REBOUNDx is available at \url{https://github.com/dtamayo/reboundx}. We make available Jupyter notebooks and sample Python scripts used to generate the following results and figures at \url{https://github.com/sabaronett/REBOUNDxPaper}. Any questions or problems can be reported by opening an issue at \url{https://github.com/sabaronett/REBOUNDxPaper/issues}.}\)

\(\text{3 E.g., using REBOUND’s JANUS integrator (Rein & Tamayo 2017).}\)

\(\text{4 Documentation, as well as both C and Python examples of its uses, can be found at \url{https://reboundx.readthedocs.io/en/latest/effects.html#parameter-interpolation}.}\)

\(\text{5 For example, MESA may automatically attempt a ‘backup’ or ‘retry’ when convergence fails between timesteps.}\)
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2.2 PI Demonstration

Here we interpolate stellar evolution data to demonstrate the splitting scheme in action. As a simple example, we use MESA to model the Sun’s evolution from pre-MS to WD\(^8\). MESA is an open-source and modular code, capable of solving 1D stellar evolution in a wide range of environments. Its advantages include up-to-date, independently usable microphysics modules; a fully-coupled solution for composition and abundances; advanced adaptive mesh refinement techniques; and increased performance through effective parallelism on multi-core architectures.

MESA also supports various preloaded and custom mass-loss rate configurations along different evolutionary stages (Paxton et al. 2011, p. 16). For the red-giant branch (RGB) phase, we used the default Reimers (1975) formula for MESA’s ‘cool-wind RGB scheme’:

\[
\dot{M} = 4 \times 10^{-13} \eta \frac{L}{M},
\]

where \(L\), \(R\), and \(M\) respectively are the stellar luminosity, radius, and mass (all in solar units), and \(\eta\) is a dimensionless scaling factor. From Veras & Wyatt (2012) and Veras (2016b), 0.2 ≤ \(\eta\) ≤ 0.8 is a realistic range for the Sun.

As a basic template for the following examples, we use the prepackaged ‘1M_pre_ms_to_wd’ stellar model, part of the verification test suite included in MESA (Paxton et al. 2011), but a more comprehensive set of stellar evolutionary tracks are detailed in Choi et al. (2016).\(^7\) Fig. 1 shows post-MS results from MESA for the mass and radius evolution of a 1 \(M_\odot\) star. As in Veras & Wyatt (2012, Fig. 1) and Veras (2016b, Fig. 1), we see a trade off between the realistic bounds of Reimers’ scaling factor in the amount of mass lost by the end of the RGB and AGB phases; meanwhile, \(\eta = 0.5\) finds roughly equal amounts of mass lost during each of the RGB and AGB phases. We attribute any precise differences in RGB and AGB evolution, between our Fig. 1 and those of Veras & Wyatt (2012) and Veras (2016b) to: (1) the different AGB mass-loss prescriptions used – e.g., we use Blöcker (1995), MESA’s default, while they use Vassiliadis & Wood (1993); and (2) the different stellar codes used – both Veras & Wyatt (2012) and Veras (2016b) use SSE.

As seen in Fig. 1, and as noted in Schröder & Smith (2008, § 2), the precise solar mass-loss directly affects the giant Sun’s radius, since reduced gravity allows for more extended, cooler giants. In fact, their paper uses a different mass-loss prescription from Schröder & Cuntz (2005, Eq. 4), which seeks to revise the original Reimers (1975) law;\(^8\) they also use a much older stellar evolution code, Eggleton (1971, 1972, 1973). These differences in method account for discrepancies (e.g., TRGB age) between our MESA results in Fig. 1 and those of Schröder & Smith (2008). Thus, long-term solar evolution results like these are sensitive to different mass-loss prescriptions and stellar evolution codes, but further analysis in this regard is beyond the scope of this article. Furthermore, as we mention in § 2.1, we do not advocate – nor does PI restrict – the use of any specific stellar code.

For the \(\eta = 0.8\) track, which shows the most RGB-mass loss, we twice simulate an idealised Sun-Earth system roughly 4 million years (Myr) before the TRGB using WHFast.\(^9\) We invoke our new PI code in REBOUNDx to load in the Sun’s post-MS MESA data to interpolate and update its mass and radius. We do this first with \(d_{\text{split}} = 4000\) yr and second with \(d_{\text{split}} = 400\) yr (a 10x-shorter interval) to observe the numerical splitting scheme’s trajectory in terms of the quantitative results. We initialise Earth’s semi-major axis at 1 au, although in reality its orbit would have expanded somewhat from any stellar mass loss prior to the start of our simulation.

Fig. 2 shows the Sun’s mass and radius compared with Earth’s semi-major axis for the two splitting intervals \(d_{\text{split}}\), as functions of simulation time; note this mass-loss profile corresponds to a narrow 4-Myr window around the TRGB seen in Fig. 1’s \(\eta = 0.8\) track. The solar radius only reaches 0.8 au. As we expect, Earth’s orbit adiabatically expands in sync with solar mass loss, stopping at about 1.5 au when the Sun reaches its TRGB. Comparing the semi-major axis plots for the two values of \(d_{\text{split}}\), shows the solutions are indistinguishable and converging.

§ 4.1 shows more extensive convergence tests, with additional demonstrations of PI in § 4.2. § 4.3 measures the minimal cost in computational overhead associated with our low-level implementation. Finally, the Jupyter Notebooks for PI’s documentation (see footnote 9) or to generate Fig. 2 (see “Data Availability” section at the end) feature examples of its simple setup and demonstrate its ease of use.

\(^7\) Our MESA inlists, with modifications only to Reimers’ scaling factor and which data are outputted, can be found at this paper’s companion GitHub repository (URL in the “Data Availability” section at the end).

\(^8\) Despite improved agreement with observed mass-loss rates for supergiants with very low gravity, this new formula is not valid for stars like the Sun, as noted explicitly in the conclusions of Schröder & Cuntz (2005, § 4).

\(^9\) A Jupyter Notebook of this interpolation example can be found at https://github.com/dtamojo/reboundx/blob/master/ipython_examples/ParameterInterpolation.ipynb.

\(^6\) Release version 12778, and MESA SDK version 20.3.2 (DOI 10.5281/zenodo.3706650)
Figure 2. Evolution of the Sun’s mass $M(t)$ and radius $R(t)$ (both in solid red) and Earth’s semi-major axis $a(t)$ for splitting intervals $dt_{split}$ of 400 yr (solid yellow) and 4000 yr (dotted blue). The simulation starts approximately 4 Myr before the TRGB phase. Earth’s orbital radius starts at 1 au.

3 TIDES CONSTANT TIME LAG (TCTL)

3.1 TCTL REBOUNDx Implementation

We implement a general form of the weak friction model for tidal interaction in binary systems with constant time lag from Hut (1981) (see also Bolmont et al. 2015). The tidal perturbing force from Hut (1981, Eq. 8) is

$$ F = -G \frac{Mm}{r^2} \left( \hat{r} + 3q \left( \frac{R}{r} \right)^5 k_2 \left[ 1 + \frac{3}{2} \left( \frac{r}{r} \hat{r} - (\Omega - \hat{\theta}) m r \hat{t} \right) \right] \right), $$

where $G$ is the gravitational constant; $M$ and $m$ are the masses of the tidally deformed body and perturber respectively; $r$ is the radial distance between the two as point masses; $q = m/M$ is the mass ratio; $R$ is the perturbed body’s physical radius; $r$ is a small constant time lag that corresponds to the slight change in both amplitude and direction (i.e., misalignment) of the tides; $\hat{\Omega}$ and $\hat{\theta}$ are the rotational (spin) and instantaneous orbital angular velocities of the perturbed body and perturber respectively ($\hat{\theta}$ is the true anomaly); and $\hat{r}$ and $\hat{t}$ are unit vectors in the $r$ and $\theta$ directions.

The perturbed body’s tidal Love number, $k_2$, is defined as (e.g., Becker & Batygin 2013),

$$ k_2 = \frac{3 - \eta_2}{2 + \eta_2}, $$

where $\eta_2$ is the solution of Radau’s equation for $j = 2$ at the body’s surface. Hut (1981) confusingly refers to this quantity as the apsidal motion constant $k$, which instead would imply a coefficient of 6 in the $k_2$ term in Eq. 4 (e.g., Csizmadia et al. 2019). We therefore follow the more standard notation of Bolmont et al. (2015).

We release this implementation of ‘Tides Constant Time Lag’ (TCTL) in version 3.0.5 of REBOUNDx. When activated, the tidal effect applies to all other bodies in a REBOUND simulation, allowing for arbitrary orbital inclinations and eccentricities. Tides can be raised on either the primary or the orbiting bodies – or both – by setting the requisite parameters on all desired particles. For example, if we set a physical radius for the primary, any orbiting body, with non-zero mass, will raise tides on the primary. Similarly, if we add a physical radius and $k_2$ to any of the orbiting bodies, the primary will raise tides on those particles, e.g., modeling binary star systems. We note that for computational efficiency, secondary bodies themselves (i.e., all particles added to the simulation beyond the first) will not raise tides on one another with the current implementation.

The inclusion of a non-zero constant time lag $\tau$ introduces dissipation to the system, whereas $\tau = 0$ corresponds to the case of instantaneous equilibrium tides. The latter case provides a conservative, radial, non-Keplerian potential, i.e., the total energy will be conserved, but the pericentre will precess. However, in the former case a delayed response typically causes eccentricity damping and will drive orbiting bodies radially either inward or outward depending on whether they orbit faster or slower than the spin ($\Omega$) of the tidally deformed body.

There are two main limitations with the current implementation. First, the effect does not evolve the spins; it is thus applicable to cases where the angular momentum change due to tides has a negligible effect on the spins or in cases where $\hat{\theta} \ll \hat{\Omega}$. Thus, users must consider whether more angular momentum is being exchanged in the system than is available in the spins. Second, it assumes all of the bodies’ spins remain fixed along the reference $z$-axis. Thus if a body’s orbit is inclined with respect to the $xy$-plane, then its spin will be inclined with respect to its orbital plane.

3.2 TCTL Demonstration

We compare the results of our code with an analytic approximation of Earth’s orbital decay around a non-rotating RGB Sun. We use the following tidal evolution equation derived in Hut (1981, Eq. 9) to predict the decay of Earth’s orbit as a function of time:

$$ \frac{da}{dt} = -6k_2^2 q(1 + q) \left( \frac{R}{a} \right)^8 \frac{a}{(1 - e^2)^{15/2}} \cdot \left[ f_1(e^2) - (1 - e^2)^3/2 f_2(e^2) \right] \frac{\Omega}{n}, $$

where

$$ f_1(e^2) = 1 + \frac{11}{4} e^2 + \frac{525}{32} e^4 + \frac{185}{2} e^2 \frac{e^4}{5} + 2 e^2 e^6, $$

$$ f_2(e^2) = 1 + \frac{15}{2} e^2 + \frac{45}{8} e^4 + \frac{5}{4} e^6, $$

$$ n = (GM + m)^{1/2} a^{-3/2} $$

is the mean orbital angular velocity, and

$$ T = \frac{R^3}{GM^2} \tau $$

‘is a typical time scale on which significant changes in the orbit take place through tidal evolution’ (Hut 1981, p. 128). We assume a circular orbit ($e = 0$) and solve differential Eq. 6 to get a predictive expression for Earth’s semi-major axis as a function of time:

$$ a(t) = R \left( \frac{a_0}{R} \right)^{8/3} - \frac{4k_2^2 q(1 + q) \tau}{3} \right)^{1/8}. $$

We set up an idealised Sun-Earth system just before the TRGB, with $M = 0.86 \ M_\odot$, $R = 0.85$ au, and $\Omega = 0$. All solar parameters remain constant, and Earth’s initial semi-major axis is at 1 au. We vary Earth’s initial eccentricity in two different setups, with $e_0 = 0$ and $e_0 = 0.03$. Meanwhile, $k_2$ is approximately equal to $\lambda_2$ (Zahn 1989, 1977), which depends on properties of the Sun’s

\[ \text{Documentation is available at } \text{https://reboundx.readthedocs.io/en/latest/effects.html#tides-constant-time-lag.} \]
convective envelope. Following Schröder & Smith (2008, p. 6), we set $k_2 \approx \lambda_2 \approx 0.03$ to be constant for a fully convective envelope.

For a highly-evolved RGB Sun, tidal friction in the outer convective envelope will retard tidal bulges on the solar photosphere (Schröder & Smith 2008), resulting in a non-zero value for $\tau$. Setting Eq. 11 in Zahn (1989) equal to the azimuthal ($\theta$) component of our Eq. 4 and solving for $\tau$, we find

$$\tau = \frac{2R^3}{GM_t f},$$

(8)

where $f(t) = (M(t)R(t)^2/L(t))^{1/3}$ is the convective friction time (Zahn 1989, Eq. 7). Thus, with $f(t) = 1$ yr, and $G = 4\pi^2 a^3 \cdot yr^{-2} \cdot M_{sun}^{-1}$, we set the constant time lag $\tau = 0.04$ yr in both setups.\footnote{A Jupyter Notebook containing these tidal tests can be found at https://github.com/dtamayo/reboundx/blob/master/ipython_examples/TidesConstantTimeLag.ipynb.}

We plot results for a 250-kyr integration in Fig. 3. In the top subplot, we see the dissipative tidal effect causes Earth’s orbit, measured by its semi-major axis (dotted blue), to decay into the solar photosphere (dashed red). We run the simulation with IAS15 to best compare our results, $a(t)_{\text{sim}}$, with the theoretical decay, $a(t)_{\text{pred}}$, predicted by Eq. 7 (solid yellow). As we can see, the two lines are indistinguishable. Thus, our numerical results match analytic predictions, validating our low-level implementation. In the bottom subplot, in our variation with an initial $e_{\text{eq}} = 0.03$, we observe eccentricity damping due to the dissipative tidal effect, consistent with physical expectations.

4 COMBINING EFFECTS

To further showcase the capabilities of these new features in REBOUNDx, we demonstrate both dynamical stellar evolution (via § 2) and the effects of dissipative tidal interactions (via § 3) running simultaneously. We use Eq. 8, which is solely in terms of stellar mass, radius, and luminosity, as all these values are generated from MESA. We then interpolate the time-varying solar data, generated in § 2.2, to evaluate and update the corresponding TCTL parameter $\tau$ (§ 3.1) throughout a simulation.

One can interpolate stellar mass, radius, and luminosity data separately to evaluate and update $\tau$ with Eq. 8 as needed throughout a simulation. However, as discussed in § 4.1 and § 4.3, the computational overhead associated with excessive interpolation calls can result in increased simulation runtimes. Since the stellar profiles for $R(t)$, $M(t)$, and $L(t)$ are known in advance from MESA’s output, we instead precalculate the values of $\tau(t)$ with Eq. 8 for use with its own interpolator object (§ 2.1). This requires only one interpolation call per update of $\tau$ and is therefore more computationally efficient.

The remaining two tidal parameters are $\Omega$ and $k_2$ (see § 3.1). As conservation of angular momentum and post-MS magnetic braking effectively result in a non-rotating RGB Sun (Schröder & Smith 2008), we set $\Omega = 0$ in the following simulations. Finally, as explained in § 3.2, we set $k_2 = 0.03$ to be constant.

4.1 Convergence Tests

Veras (2016a, § 14) states that combinations of $N$-body and stellar evolution codes should ensure errors converge as timesteps decrease. Thus, in considering Veras et al. (2013, Fig. 1), we study the effect that various time intervals between parameter updates has on dynamical results in two different convergence tests. The first compares the engulfment time of a body closely-orbiting an RGB Sun against a range of time intervals for updating parameters. The second compares the final semi-major axis reached by a more distant body at the TRGB as a function of the same range of intervals.
Figure 5. Suites of simulations for the case of a single planet around the Sun, approximately 5 Myr before the TRGB, with TCTL (§ 3) enabled (solid coloured curves) and disabled (dashed coloured curves), and evolving solar radius (thick black curve) and mass using PI of MESA data (§ 2). Initial semi-major axes of the planets range from 0.4 to 1.4 au, in increments of 0.2, with each starting location distinguished by its own colour. The heavier line weights of the solid curves correspond to more massive planets as shown in the legend. With tides off, planets starting at the same semi-major axis follow the same trajectory regardless of mass.

We use the high-accuracy IAS15 integrator for all setups and record each runtime.

As seen in Fig. 5, Venus-like planets (i.e., $1 \, M_\oplus$ between 0.6 and 0.8 au) cannot escape engulfment by the TRGB when dissipative tidal interactions are considered. Meanwhile, Earth-like planets at 1 au can survive with or without tides. Thus, in our first test, we initialise an Earth-mass planet at 0.7 au, about 5 Myr before the TRGB. We enable both stellar evolution and dissipative tidal interactions, and we record both the integration time when REBOUND detects a particle collision (i.e., the planet is engulfed), $t_{\text{eng}}$, and the elapsed (wall-clock) real time of the simulation. We interpolate and update the RGB Sun’s mass, radius, and time-lag $\tau$ at regular intervals and repeat the runs across a logarithmic range in decades from every 1-Myr to one-tenth a year.

We take our highest accuracy result of the engulfment time, $t_{\text{eng},0} = 3.2997761626440026$ Myr for an update interval of 0.1-yr, as our true value. We then calculate the relative error defined by

$$
\delta t_{\text{eng}} = \left| t_{\text{eng},0} - t_{\text{eng}} \right| / t_{\text{eng}},
$$

where $t_{\text{eng},0}$ is the engulfment time measured at each update interval. Our results of engulfment-time relative errors versus update intervals can be seen in the top subplot of Fig. 4.

We note a difference of almost 0.5 Myr in engulfment time between the least frequent (every Myr) and the most frequent update intervals (ten times per year). The shortest update intervals (yearly and $10^{-1}$-yr) coincide with noticeable increases in total runtimes. The case with the most frequent updates takes more than three times longer to run than the fastest simulation with $10^{-2}$-yr updates. Comparing the two curves, the additional computational overhead from excessive interpolation and updating yields diminishing returns to accuracy.

Looking to the left-hand side of the subplot, between the $10^{6}$- and $10^{4}$-yr intervals, we find runtimes first start out longer than those around the middle and decrease with shorter intervals. Since our runs terminate upon engulfment, this behaviour corresponds to instances where the planet is able to survive longer due to a slower orbital decay. Rewriting Eq. 7 for the analytic approximation of the planet’s semi-major axis as a function of time, we find

$$
a(t) = a_0^8 - 48R^5G\tau k_{2q} (1 + q) t \left( 1 + \frac{t}{\tau} \right) \frac{1}{8}. \quad (10)
$$

For a positive time-lag $\tau$, inspection of Eq. 10 reveals that an increase in solar radius $R$ results in a decrease in semi-major axis $a(t)$. Thus shorter parameter update intervals that more accurately capture the rapid growth of the TRGB solar radius serve to accelerate orbital decay toward engulfment. In other words, until the $10^{2}$- and 10-yr range, more frequent updates result in shorter runtimes since engulfment occurs sooner. Conversely, longer update intervals capture radial growth less accurately, helping to slow orbital decay and resulting in the longer aforementioned engulfment times.
In our second test, we initialise a Jupiter-mass at 5 au at the same solar age. Stellar evolution and dissipative tides remain enabled. As engulfment by the TRGB does not occur, we record the final semi-major axis of the planet, \( a_f \), after a full 5-Myr integration. We repeat the simulation for the same range of parameter update intervals as before and take \( a_f = 7.7047437314161416 \) au from our update interval of 0.1-yr as our true value.

Following Eq. 9, we plot the relative error of our results in the bottom subplot of Fig. 4. We note a difference of about 0.5 au in final semi-major axis reached by the planet between the longest (10^5 yr) and shortest (10^{-1} yr) update intervals. Again we find that excessive interpolation and updating, between intervals of 10- and 10^{-1} yr, result in longer computational runtimes (more than 60 times in the worst case) with diminishing returns in accuracy.

### 4.2 Engulfment Survey

Similar to Rasio et al. (1996), Rao et al. (2018), Villaver et al. (2014), and Veras (2016a, § 5), we examine the effects of stellar mass-loss, dissipative tides, and planet mass on the orbital evolution of close-in planets around an RGB Sun.

We survey several suites of single-planet setups about 5 Myr before the TRGB. We include stellar evolution in all cases and run each setup twice: once with TCTL on and once with it off. We use the IAS15 integrator, and we opt for a parameter update interval of every 100 yr based on Fig. 4’s results in § 4.1. Our three main testing suites involve a single planet of either 1, 10, or 100 Earth-masses (the latter two are comparable to the masses of Uranus and Saturn, respectively). For each suite we initialise the planet’s semi-major axis between 0.4 and 1.4 au in increments of 0.2. We choose a lower bound for the orbital distance of 0.4 au because the solar radius is already larger than 0.3 au at the start of the 5 Myr integrations.

We show the results of our survey in Fig. 5. The thick black curves correspond to the RGB Sun’s radius, reaching its tip around 4.7 Myr into the simulation (cf. Figs. 1 and 2). The solid and dashed coloured curves correspond to the planet’s semi-major axis with and without tides present, respectively.

We first note that the planet’s orbit in non-tidal cases (dashed coloured curves) all exhibit the same adiabatic expansion due to the stellar mass loss, stopping once the Sun reaches the TRGB (cf. § 2.2 and Fig. 2). Differences in the final semi-major axis reached without tides depend only on initial semi-major axis with no dependence on planetary mass. Among these non-tidal cases, engulfment occurs only for planets with an initial semi-major axis of 0.4 au (dashed blue curve). This is consistent with the non-tidal results of Saackmann et al. (1993, Fig. 7), namely Mercury’s engulfment and the survival of outer terrestrial planets by the TRGB.

With TCTL enabled (solid coloured curves), we observe the tidal drag effect begin to dominate adiabatic expansion (see § 3). In the 1-M\(_\oplus\) suite (thinnest solid curves), we see that drag on the planet from tides raised on the Sun result in engulfment by the TRGB for initial semi-major axes between 0.4 and 0.8 au; this is consistent with the results of Rao et al. (2018, Fig. 5) and, in particular, Venus’ engulfment and Earth’s survival in Rasio et al. (1996, Fig. 2). We find similar results between 0.4 \( \leq a_0 \leq 1.0 \) au for the 10-M\(_\oplus\) (Uranus-like) suite (thicker solid curves), and between 0.4 \( \leq a_0 \leq 1.4 \) au for the 100-M\(_\oplus\) (Saturn-like) suite (thickest solid curves).

The wider range of \( a_0 \) that lead to engulfment as a function of planetary mass is mathematically consistent with the tidal force being directly proportional to the perturbing mass (\( m \) in Eq. 4) and physically consistent with raising larger tidal bulges on the Sun’s surface which lag behind the planet’s orbit. This agrees with findings in Villaver et al. (2014): (1) planet engulfment along the red giant branch is quite sensitive to the planetary mass; and (2) the range of initial separations for planet engulfment increases with planetary mass. As a final note, we observe attenuation of adiabatic expansion due to tides in the surviving planetary cases, e.g., \( a_0 \geq 1.0 \) au for 1 M\(_\oplus\) and \( a_0 \geq 1.1 \) au for 10 M\(_\oplus\).

### 4.3 Time Performance

To measure the computational performance costs of these two new features, we record runtimes over multiple trials of the terrestrial planets simultaneously orbiting a pre-TRGB Sun. The four configurations we specify include (1) no new effects; (2) ‘Parameter Interpolation’ Stellar Evolution (PISE) only; (3) TCTL only; and (4) both effects running simultaneously. For these runs, we instead use the WHFast integrator with a fixed timestep of one-tenth Mercury’s initial orbital period to rule out any differences in performance between the four setups caused by adaptive timesteps (e.g., IAS15).

We end the integration after 920 kyr for all configurations, which corresponds to the engulfment of Mercury when both stellar evolution and tidal interactions are enabled. In configurations (2) and (4), we interpolate and update stellar mass, radius and time lag \( \tau \) parameters 1000 times throughout the run, corresponding to a frequency interval of 920 yr. For configuration (3), we evaluate and set \( \tau \) only once before the start of the integration. We perform ten single-threaded runs of each setup on a computing cluster with each node containing two Intel Xeon E5-2640v3 (8-core) CPUs and 128 GB of available memory.

Table 1 shows the computed averages, standard deviations, and percentage increases of runtimes for each configuration. We find including PISE alone adds (on average) less than a 2 per cent increase in overhead. The addition of TCTL alone adds an average of 17 per cent to the computation time. As expected from the above benchmarks, including both effects extends the runtime by about 18 per cent. While exact runtimes will vary depending on hardware, these increases in overhead are not prohibitive for extended integrations, e.g., on the order of hundreds of millions or billions of orbits.

| Effects          | Avg. Runtime (s) | Std. Dev. (s) | Increase (%) |
|------------------|------------------|---------------|--------------|
| None             | 57.73            | ±0.37         |              |
| PISE             | 58.69            | ±0.37         | +1.7         |
| TCTL             | 67.30            | ±0.74         | +16.6        |
| PISE & TCTL      | 68.26            | ±0.62         | +18.2        |

### 4.4 Giant Planets Expansion

Similar to Veras (2016b), but without an additional distant planet or the effect of Galactic tides, we simulate the Sun’s post-MS influence on the outer giant planets using the \( \eta = 0.5 \) evolutionary track (Fig. 1). We initiate Jupiter, Saturn, Uranus, and Neptune using REBOUND’s built-in ability to add particles by obtaining ephemerides
from NASA’s HORIZONS database.\(^\text{12}\) The 250-Myr simulation and PISE of MESA data begin about 110 Myr before the TRGB with a fixed stellar mass-loss of 0.993 \(M_\odot\) to 0.993 \(M_\odot\) by the start of this age, we use the PI’s cubic spline to allow a 5-Myr smooth, sigmoid transition from 1 \(M_\odot\) to avoid any instabilities upfront.

Fig. 6 shows adiabatic expansion of the giant planets’ orbits, corresponding with solar mass-loss, until the WD phase, about 203 Myr in. For clarity, we plot only Jupiter’s semi-major axis in our TCLT-enabled run, as its effect is imperceptible at these scales. Our results are very consistent with Fig. 4 of Veras (2016b); e.g., Jupiter and Saturn’s final semi-major axes roughly reach Saturn and Uranus’ initial semi-major axes, respectively. Finally, the TCLT-free and TCLT runs completed in just under 8 and 9 minutes, respectively, on a modern laptop with an Intel Core i5-8265U CPU.

5 CONCLUSION

We add two new features to REBOUNDx’s existing library of astrophysical effects: generalised parameter interpolation for splitting schemes (§ 2) and dissipative tidal interactions (§ 3). The former conveniently allows the results of other integration codes to be used as parameter inputs for REBOUND. The latter lets users examine tidal effects around close encounter situations, e.g., ‘hot Jupiters’ around post-MS stars. Users can also utilise both features simultaneously (§ 4) to study in detail a wide-range of orbital instabilities caused by stellar mass loss and tidal drag, common subjects in the active post-MS planetary science field.

The main advantages of our implementations are their usability with REBOUND’s various integrators and interoperability with other codes. We show these two new features to be consistent with prior works as well as accurate and efficient by our convergence and performance studies. We hope that these improvements will facilitate new numerical investigations and encourage others in the community to continue contributing to the REBOUNDx library.
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