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Abstract
The prediction of log P values is one part of the statistical assessment of the modeling of proteins and ligands (SAMPL) blind challenges. Here, we use a molecular graph representation method called Geometric Scattering for Graphs (GSG) to transform atomic attributes to molecular features. The atomic attributes used here are parameters from classical molecular force fields including partial charges and Lennard-Jones interaction parameters. The molecular features from GSG are used as inputs to neural networks that are trained using a “master” dataset comprised of over 41, 000 unique log P values. The specific molecular targets in the SAMPL7 log P prediction challenge were unique in that they all contained a sulfonyl moeity. This motivated a set of ClassicalGSG submissions where predictors were trained on different subsets of the master dataset that are filtered according to chemical types and/or the presence of the sulfonyl moiety. We find that our ranked prediction obtained 5th place with an RMSE of 0.77 log P units and an MAE of 0.62, while one of our non-ranked predictions achieved first place among all submissions with an RMSE of 0.55 and an MAE of 0.44. After the conclusion of the challenge we also examined the performance of open-source force field parameters that allow for an end-to-end log P predictor model: General AMBER Force Field (GAFF), Universal Force Field (UFF), Merck Molecular Force Field 94 (MMFF94) and Ghemical. We find that ClassicalGSG models trained with atomic attributes from MMFF94 can yield more accurate predictions compared to those trained with CGenFF atomic attributes.
1 Introduction

The logarithm of the octanol-water partition coefficient (P) of a neutral compound is referred to as log P and can also be denoted as log \( K_{ow} \) or log \( P_{ow} \). The partition coefficient itself is defined as the ratio of the concentrations of a compound in a two-phase system in equilibrium. One of the main applications of log P is in drug design and discovery. It is a quantitative descriptor of lipophilicity, which affects the absorption, distribution, metabolism, elimination, and toxicology (ADMET) of a drug compound in the body. Additionally, the log P value of a chemical compound determines its drug-likeness and is included in the famous Lipinski’s Rule of Five [1]. The applications of log P are not specific to drug design and extend to other fields such as agriculture [2–4], environmental science [5–7] among many others.

Considering the widespread usage of log P and the cost associated with experimental measurements, a large variety of computational methods such as XlogP3 [8], AlogP [9], ClogP [10], KowWIN [11], JPlogP [12] László et al [13], Huuskonen et al [14], MlogP [15], iLogP [16], Manhold [17], ALOGPS [18], S+logP [19], CSLogP [20], Silicos-IT LogP [21], TopP-S [22], OpenChem [23] have been developed over the years. These methods employ various techniques and algorithms for predicting log P and have their pros and cons as explained in our previous work [24]. In publications, these methods often use their own specific test sets, making the comparison between different algorithms challenging. Hence, benchmarks and standardized test sets are needed to effectively compare these methods and further advance the research on log P prediction.

To help meet this need, the statistical assessment of the modeling of proteins and ligands (SAMPL) [25] project recently created a distinct blind challenge for predicting log P allowing fair evaluation and comparison of different log P prediction methods (SAMPL6 in 2019 [26] and SAMPL7 in 2020 [27]). In this challenge, the participants predict log P for a set of drug-like molecules and the predictions are assessed using experimental log P values that are revealed later. The submitted prediction methods are classified into one of the following categories: Empirical methods, Physical molecular mechanics (MM)-based, Physical quantum mechanics (QM)-based, or Mixed methods. Empirical methods [8–22, 24, 28, 29] are data-driven methods in which predictor models are trained directly on a dataset of molecules. The empirical category includes methods that employ atomic/fragment-based additive methods, machine learning, and quantitative structure-property relationship (QSPR) approaches. In MM-based methods [30, 30–34], molecular dynamics simulations are run and used to estimate the solvation free energy. Then, the log P for a compound is calculated analytically from the solvation energy. QM-based methods [35–41] utilize the solvation free energy estimated from the quantum mechanical energy calculations. The mixed approaches [40, 42–44] employ the combination of physical (QM/MM-based) and empirical techniques.
The main advantage of empirical methods is that they are quite fast compared to physical (MM/QM-based) methods. However, training a log $P$ predictor model with the ability to generalize to new data is not easy. For example, the Root Mean Squared Error (RMSE) of the best log $P$ predictor model for the NonStar [17] test set is 0.82 [22], which is higher than expected experimental sources of error, even taking into account different experimental methods for log $P$ measurement [45]. This test set, which is publicly available [46] has 43 compounds that are unlike compounds typically found in the training sets of tested methods (see Table 7 in [22]). Similarly, the SAMPL7 challenge [27] involves a set of 22 molecules that each contain a sulfonyl moiety, which is relatively under-represented in training sets. Here we examine the accuracy of different training sets in predicting log $P$ values for compounds with special structures. A master training dataset which includes 41, 409 molecules, was filtered according to chemical elements and/or the existence of the sulfonyl moiety to generate three smaller datasets.

On the other hand, the performance of the empirical models also depends on the choice of molecular features used for training the models. Generally, molecular features are a set of numerical values that describe the relevant properties of a molecule. Additive empirical methods such as XlogP3 [8], Alog [9], ClogP [10], KowWIN [11], JPlogP [12] simply construct a vector of atomic or fragment-based attributes and predict log $P$ using a function that sums contributions from each of the component attributes. Additive methods are inherently approximate, as they do not take into account the entire structure of a molecule. Other methods address this through a combination of molecular and atomic- or fragment-based descriptors [21, 22]. The challenge we seek to address in our approach is to develop a set of molecular features that succinctly describe the contributions of each atom while taking the molecular structure into account.

A natural way to represent molecules is to use a graph where nodes are atoms and the edges are bonds. Graph representation of molecules is becoming very popular in recent years, and it enables us to represent the complex molecular structures effectively and subsequently ensure high performance of models [23, 47–52]. We should notice that graph-based models are naturally invariant to translation, rotation, and reflection symmetries. To ensure symmetry with respect to re-indexation of atoms, methods such as convolution neural networks and a recently developed graph data analysis method called geometric scattering for graphs (GSG) [53] can be used.

Our approach in this work for predicting log $P$ is based on a graph representation of molecules that employs GSG for generating invariant molecular features from atomic attributes. GSG is beneficial in that it uses a fast analytical method for creating molecular features. The molecular features are of equal length for molecules with any number of atoms allowing us to use any distance metric for calculating the similarity of two molecules. Here, we use atomic attributes taken from molecular mechanics force fields including partial charges, atom type, and Lennard-Jones interaction parameters: radius ($r$) and well-depth ($\epsilon$). The GSG molecular features are used as inputs to neural networks that are trained to predict log $P$. We refer to this combined approach as “ClassicalGSG”.
In our previous work [24], we employed ClassicalGSG to examine the performance of two force field parameter matching programs: CHARMM General Force Field (CGenFF) [54, 55] and General AMBER Force Field 2 (GAFF2) [56, 57]. The NN models were trained using a dataset of molecules made available by OpenChem [23] and we showed that CGenFF-generated parameters with a specific ad hoc scheme of classifying CGenFF atomic types achieved the highest accuracy in predicting log P values.

For the SAMPL7 target molecules we used the best performing parameter sets to train four log P predictor models. One of our verified (but non-ranked) prediction sets achieved the lowest RMSE (0.55) and the second-lowest Mean Absolute Error (MAE) of 0.44 among all the submitted predictions. We note that in SAMPL6 [26] the best set of predictions was using Cosmotherm [36], achieving an RMSE of 0.38, and 10 models achieved an RMSE of less than 0.5. In SAMPL7 none of the submitted predictions were below this threshold, implying that these molecules had specific structures that introduced difficulty into both the empirical and physical predictions.

In this work we describe the process of curating the four training datasets, training the models and making predictions for SAMPL7 target molecules. Further, to achieve better predictions we examined the performance of various open-source force fields such as General AMBER Force Field (GAFF) [58], Universal Force Field (UFF) [59], Merck Molecular Force Field 94 (MMFF94) [60, 61] and Ghemical [62]. Our results show that MMFF94 models create predictors that on average are as accurate or better than those created with CGenFF. We conclude with a discussion regarding the curation of training sets for the SAMPL7 challenge, the performance of open-source force field generator tools and the code available in the ClassicalGSG package.

2 Methods

SAMPL7 log P challenge molecules and curation of the training datasets

The SAMPL7 target molecules were synthesized by the Ballatore group at the UC San Diego university and their log P values were measured experimentally [63]. This collection includes 22 small drug-like molecules whose 2D structures in their neutral state are shown in Figure 1. These molecules all consist of only five atomic elements of (C, N, O, S, and H) and all have a sulfonyl moiety. The molecular weights vary from 227.285 to 365.476.

For the SAMPL7 challenge, we first built a master training dataset by combining the log P datasets in Table 1. The physical properties database (PHYSPROP) [65] was built by the Syracuse Research Corporation (SRC) and contains the log P values of over 41,000 diverse chemical compounds. Here, we used the public version of PHYSPROP. The Huuskonen dataset [14] has 1,844 unique molecules, combining 326 molecules from its initial version [66] with 1,663 molecules from the Klopman dataset [67]. The 1,844 molecules in the Huuskonen dataset have been organized into a training set with 1,496 compounds and a test set with 348 compounds. Here we use molecules from the Huuskonen training set. The TopP-S dataset consists of 8,199 chemical compounds, initially compiled by Hansch et al. [68] and then compiled by Cheng et al. [8] to include only molecules with reliable experimental log P values. The OpenChem dataset was curated from the PHYSPROP drug
database [23] and contains of 14, 176 molecules. The Logpt_all_data_training, ALOGPS_3_01, and Logpt_challenge_training are public log P training sets which can be downloaded from https://ochem.eu. The RDkit program [64] is employed to create canonical SMILES for molecules in these 7 datasets. After removing duplicate molecules, 44, 595 molecules remained in the dataset. As the generation of CGenFF atomic attributes failed for some molecules, we ended up with 41, 409 molecules in our dataset, which we refer to as the “master dataset.”

The master dataset itself serves as “DB1”, which is used to train a GSG model to generate a set of predictions for the SAMPL7 molecules. The presence of only five atomic elements C, N, O, S, and H in the SAMPL7 target molecules motivated us to make a subset of the master dataset where each compound has only has these atomic elements, which we call “DB2”. Molecules that either had another element not listed above or did not have the full set of elements were not selected. The DB2 dataset has 3, 482 molecules. Also, the existence of a specific structure - a sulfonyl moiety - in all of the SAMPL7 target molecules inspired us to generate the third dataset by filtering the master training set and keeping only those with sulfonyl moiety. The “HasSubstructMatch” function of RDKit was used to check if a molecule has this moiety. The obtained training dataset is referred to as “DB3” and has 2, 379 molecules. The fourth training set was obtained by filtering the master dataset and keeping only those with both a sulfonyl moiety and the following elements (C, N, O, S, and H). This training set has 1, 482 molecules, and we refer to it as “DB4”. These four datasets DB1, DB2, DB3, and DB4, are used to train four ClassicalGSG models and generate four sets of predictions for the SAMPL7 target molecules.

Further, to assess the performance of the open-source force field tools we use a group of external test sets including FDA [8], Star [17], NonStar[17] and Huuskonen [14, 66] and SAMPL6 molecules set [26] (see Table 2 in Refs [24]). To quantify our uncertainty, we chose molecules from these test sets that are similar to the set of SAMPL7 molecules. More specifically, these test sets are filtered to include molecules with a sulfonyl moiety and to include each of the elements (C, N, O, S, and H). Molecules that contained other elements were excluded. The selected 44 molecules are filtered further by keeping molecules which their molecular weight is in the range of SAMPL7 molecules weights. The resulting test set has 36 molecules and referred to as S7_TEST.

**Generating atomic attributes**

In the Geometric Scattering for Graphs method [53], molecular features are generated by “scattering” atomic attributes over the graph structure of the molecule. Here our set of atomic attributes includes partial charges, atom type, and Lennard-Jones interaction parameters for the atoms of each molecule. These atomic attributes are generated either by CGenFF [54, 55] or open-source force fields such as GAFF [58], UFF [59], MMFF94 [60, 61] and Ghemical [62].

To generate CGenFF atomic attributes, OpenBabel [69, 70] is used to generate 3D structures for the molecules from SMILES and save them in mol2 format. The mol2 file is passed to the CGenFF tool of the SilcsBio package (http://silcsbio.com) to create a CGenFF parameter file in str format. Atomic partial charges and atomic types for each atom are extracted from.
the str file. Then two Lennard-Jones parameters – radius ($r$) and well-depth ($\epsilon$) – are extracted from CHARMM parameter file (par_all36_cgenff.prm) for each atom type in the molecule. The one-hot encoding format is used for representing atomic types while atomic charge and two Lennard-Jones parameters are scalar values. CGenFF has 169 atomic types, and to reduce the number of atomic type categories, as in our previous work [24], we manually grouped CGenFF atom types into 36 groups and refer to this as Atom Category 36 “AC36” (see Table S1 [24]).

All of the open-source force fields such as GAFF, UFF, MMFF94, and Ghemical are implemented inside OpenBabel and making it easier to generate force field parameters for a molecule. The SMILES is used to generate an OpenBabel molecule and 3D structures. Using the “Setup” function of the force field method the atomic parameters are generated for a given molecule. This method is straightforward and does not require any external program. We use all the atomic types generated by each of these force fields without further grouping them, which we denote as “ACall”.

**Geometric scattering for graphs**

Geometric scattering for graphs (GSG) [53] is a non-trainable graph feature extraction method proposed by Gao et al. [53] that is analogous to Graph Convolution Neural Networks (GCNs) [71]. Unlike the GCNs, GSG uses a cascade of designed wavelet filters instead of convolution filters with learned parameters. Another advantage of GSG is that its features can be directly assigned to particular atomic attributes, whereas this analysis in GCNs is more challenging. The GSG method has been shown to be a powerful tool for representing the graph structures in varied datasets including the classification of enzymes via protein structural features [53]. Here, we use GSG to generate invariant features from the graph representation of small organic molecules. Each atom is represented by a node and the edges are covalent bonds. A vector of attributes is associated with each atom, which can include the atomic number or more specific atomic types. GSG encodes the geometric information of molecules in an adjacency matrix and generates wavelet filters to capture several convolutions of node attributes that take into account the graph structure of the molecule. The architecture of GSG is shown in Fig 1 of Ref. [24].

Here we describe of the mathematical construction of this method (additional discussion can be found in Refs. [24, 53]). Let $G = (V, E, W)$ be a weighted graph where $V$ is the set of nodes, and $E$ is the set of edges in the graph. A signal function $x_{i} : V \rightarrow \mathbb{R}^{N}$ is defined on each node where $N$ is the number of node attributes, $1 \leq i \leq n$ is the index of a node, and $n$ is the number of nodes in the graph. GSG uses a lazy random walk matrix, defined as follows

$$P = \frac{1}{2} \left( I + AD^{-1} \right)$$

where $I$ is the identity matrix, $A$ is the adjacency matrix showing the node connectivity, and $D$ is the degree matrix. The lazy random walk includes self-connections and acts like a Markov process with a transition matrix of $AD^{-1}$. Higher powers of $P$ (e.g. $P^t$) represent the probability distribution of a graph lazy random walk after $t$ steps. Here, this can be seen as a
random walk over the structure of the molecule, where “steps” are transitions between atoms. These are used to create a set of wavelet matrices, denoted $\Psi_j$, where

$$
\Psi_j = p^{2j-1} - p^{2j}
$$

(2)

The wavelet matrices are thus convolution-like filters, used to transform the information of nodes at different scales and are also referred to as graph wavelet transforms. These are applied to graph signals $x$ to generate geometric scattering transforms, which are defined at three orders (zeroth, first and second) that are named based on the number of transformations $\Psi_j$ applied to $x$.

The zeroth order scattering moments ($S_0$) are the untransformed $q^{th}$ moments of $x$, defined as follows:

$$
S_0 = \sum_{i=1}^{n} x(v_i)^q, \quad 1 \leq q \leq Q
$$

(3)

where $Q$ is the number of moments considered for each signal in $x$. The number of features in $S_0$ is equal to $NQ$. The $S_0$ are the simplest invariant features but cannot capture the variability of $x$ completely. Hence, the higher order scattering is defined that takes into account the molecular structure.

The first order scattering moments ($S_1$) are $q^{th}$ order moments of $x$ “scattered” by the wavelet matrices $\Psi_j$:

$$
S_1 = \sum_{i=1}^{n} |\Psi_j x(v_i)|^q, \quad 1 \leq j \leq J \quad 1 \leq q \leq Q
$$

(4)

where $J$ is the maximum wavelet scale, and the total number of first order features is equal to $NJQ$.

The second order scattering moments ($S_2$) are constructed by applying wavelet matrices $\Psi_j$ to $|\Psi_j x(v_i)|$ at different scales (e.g. where $j \neq j'$):

$$
S_2 = \sum_{i=1}^{n} \left| \Psi_j x(v_i) \right|^q, \quad 1 \leq j < j' \leq J \quad 1 \leq q \leq Q
$$

(5)

$S_2$ combines wavelet transforms at two scales $2^j$ and $2^{j'}$ and generates features that connect the patterns of short- and long-range subgraphs within the full graph. There are a total of $2NJ(J-1)Q$ second order features.

The stack of $\{S_0, S_1, S_2\}$ generates symmetry-invariant and informative information for a given molecule. Note that GSG generates features with the same length regardless of the size of the molecule, allowing us to use any distance metric for similarity measurements. Here,
the adjacency matrices are constructed from the 2D structure of molecules. If there is a bond between nodes \( i \) and \( j \), \( A_{ij} \) is set to 1, and is 0 otherwise.

**Neural network architecture**

The neural networks we employed for training the ClassicalGSG models are multilayer perceptron (MLP) networks and we implemented them using the PyTorch package [72]. We used Rectified Linear Unit (ReLU) as the nonlinear activation functions in our models. To tune the hyperparameters and train the models, we performed a 5-fold cross validation using Skorch [73] where we did a comprehensive grid search in the space of hyperparameters to find the best performing models. We used the MSELOSS (Mean Squared Error) and Adam (Adaptive Momentum Estimation) [74] as the loss function and optimizer of the parameters, respectively. We chose an adaptive learning rate policy with the initial value of 0.005 which drops by a factor of 0.5 every 15 steps. The “standardization” function from the scikit-learn package [75] was used for regularizing molecular features. The hyperparameters and other parameters of NNs are summarized in Table 2.

3 Results

**Uncertainty estimations**

Upon submission of our results to the SAMPL7 organizers, our predictions for uncertainty in log \( P \) were simply the standard errors of the mean of the predictions using the four training sets. Here we first calculate more accurate estimates for the prediction uncertainty using prediction intervals (PIs) obtained separately for each of the four predictors. PIs define the range of values in which predictions for new data are expected to lie with a defined probability. For example, a 90% PI in the range of \([a, b]\) indicates that a future prediction will fall into the range \([a, b]\) 90% of the time. There are a variety of methods for calculating PIs for NNs, such as bootstrapping [76, 77], Mean-Variance Estimation (MVE) [78], Delta, and Bayesian methods. In this paper, we utilize a parametric approach similar to the MVE method. However, unlike the MVE, our method constructs PIs from the Mean Absolute Errors (MAE) between the predicted and observed values of similar inputs rather than all of the input data. The PIs are determined by finding a MAE value \( (\epsilon_{90}) \) below which 90% of MAE values fall. Thus for a future prediction \( (\hat{y}) \) the PI is defined as \([\hat{y} - \epsilon_{90}, \hat{y} + \epsilon_{90}]\).

To construct PIs, we make four sets of predictions for the S7.TEST dataset using ClassicalGSG models trained on DB1, DB2, DB3, or DB4 training sets. As mentioned in Section 2, S7.TEST is a subset of external test sets containing molecules similar to the SAMPL7 molecules. For training these models, we used the parameters of the best ClassicalGSG models obtained in our previous work [24]. More specifically, atomic attributes from CGenFF parameters, 2D molecular structure information and AC36 atomic types fed to GSG with parameters of maximum wavelet number \((J)\) of 4, and all scattering operators (zeroth, first, and second order) to generate molecular features. After making predictions using these models, the MAE values are calculated for S7.TEST for each set of predictions. We then binned them in a histogram with 20 bins to determine cumulative probability distributions shown in Figure 2.
The four sets of predictions made for SAMPL7 target molecules using each model and their 90% PIs are shown in Figure 3. We determined the coverage of PIs for experimental log \( P \) values for each model and the results are shown in Table 3. The ClassicalGSG_DB2 method has the highest coverage of 90.90% as expected, although other predictors fall below this threshold. This could indicate that the SAMPL7 log \( P \) values were more difficult to predict than the similar S7_TEST molecules.

**Predictions for SAMPL7 log \( P \) challenge**

Four sets of blind predictions were generated using different training sets, as described above. By the rules of the SAMPL7 challenge, only one of these predictions could be used as a “ranked” submission. To determine which set to use we examined the performance of each predictor on the FDA [8] and Huuskonen test sets [14] and chose the model with the lowest RMSE: ClassicalGSG-DB3. We note that there was an error in our analysis code at this time, and later we found the ClassicalGSG-DB1 was the model with the lowest RMSE. The RMSE and \( r^2 \) values of prediction sets using these four models was determined after the SAMPL7 challenge (Table 4). Note that the best model in terms of RMSE is the one trained on the DB2 training set and the worst performing model was DB3. The model we were intending to select, DB1, is the second-worst performing model. In retrospect, this shows that the FDA and Huuskonen test sets were not good proxies for the SAMPL7 molecules. We show comparisons of our predictions with experimental results, along with linear fit lines for each model in Figure 4. Note the best fitting coefficients also correspond to the model trained on the DB2 training set.

To identify the prediction outliers, we show the log \( P \) predictions from our methods for the SAMPL7 target molecules in Figure 5. We find the largest systematic errors in compounds: SM36, SM40, SM41, SM42, SM43 and SM45 molecules. As shown in Figure 6A from Ref. [27], these molecules were found to have some of the highest prediction errors across all submissions. For SM36, SM41, SM42 and SM43, ClassicalGSG consistently over-predicted the experimentally determined log \( P \), which was also true for the other well-performing methods (in Figure 6D of Ref. [27]). Molecules SM40 and SM45 were underpredicted compared to experiment, which was also in line with other well-performing methods, although the trend is less clear.

**Performance of Open-source force fields**

Although there is an online server for generating CGenFF parameter files for a given molecule, it is still challenging to use CGenFF for high throughput applications as it is not open-source. Hence, we decided to assess the performance of open-source force field tools implemented by OpenBabel [69, 70] which is open-source and free to use on large databases of molecules. We utilized GAFF [58], UFF [59], MMFF94 [60, 61] and Ghemical [62] force field parameters to generate atomic attributes including atom types, partial charges and the two Lennard-Jones interaction parameters (\( \epsilon \) and \( r \)). As above, we applied the GSG method with maximum wavelet scale of 4 while using all scattering operators to generate molecular features from atomic attributes. We used the DB2 training set to train 5 log \( P \) predictor models for each force field. Each of these models is trained using a 5-fold cross validation approach. These models are tested on the SAMPL7 molecules and the RMSE and \( r^2 \) values
are calculated for each set of predictions. We took the average values over the 5 runs for each force field and the results are shown in Figure 6. This figure shows that ClassicalGSG models from MMFF94 force field parameters achieve the highest $r^2$ and lowest RMSE value, which are on par with the CGenFF results submitted to the challenge.

Additionally, we studied the performance of MMFF94 ClassicalGSG models on independent external test sets such as FDA [8], Huuskonen [14, 66], Star [17], NonStar [17] and the compounds from the SAMPL6 log $P$ prediction challenge [26]. For the purpose of a fair comparison, we used the same 10722 molecules from the OpenChem dataset as utilized in our previous paper [24]. All combinations of a set of maximum wavelet scales ($J$) and sets of scattering operators are used as GSG parameters to train 20 ClassicalGSG models as indicated in Table 5. The atomic attributes were generated from MMFF94 atomic parameters and all atomic types from MMFF94 (ACall). The parameters corresponding to the best models per each test test along with their performance results are shown in Table 6. The ClassicalGSG models based on MMFF94 achieve better performance compared to CGenFF based models for all test sets (see Table 7 in Ref. [24]). The comparison between log $P$ prediction results for FDA, Star, and NonStar test sets and those from other log $P$ predictor methods are shown in Tables S1, S2, and S3. As these tables show, MMFF94 ClassicalGSG achieves the best results to date for the NonStar test set and the second-best results for the FDA and Star test sets. Moreover, our method shows a significant improvement in the prediction of log $P$ values for SAMPL6 molecules, with a RMSE in the range [0.29, 0.52] and median of 0.42 over 20 models. This compares favorably to the best performing model (Cosmotherm [36]) with an RMSE of 0.35 in the SAMPL6 blind challenge.

4 Discussion and Conclusions

In this work, we described the curation of four training sets that we utilized to train ClassicalGSG log $P$ predictor models for the SAMPL7 physical property blind challenge. The molecular features originally submitted for these models were created by CGenFF force field parameters. Our most accurate set of predictions – with an RMSE of 0.55 and MAE of 0.44 – were made by the ClassicalGSG-DB2 model, which had the lowest RMSE among the 36 submitted sets of predictions based on the non-ranked predictions analysis. Our ranked predictions were from ClassicalGSG-DB3 – with an RMSE of 0.77 and MAE of 0.62 – which were ranked in 5th place. To further compare ClassicalGSG with other predictors we also made post-hoc predictions for the previous SAMPL6 challenge molecules. We trained 20 predictors using different parameters and obtained some estimates that had significantly lower RMSE (0.29) than the best performing model at the time (Cosmotherm [36], 0.35). However, this parameter selection had the benefit of hindsight, so a more meaningful comparison is with our median RMSE of 0.42. We note that this RMSE would have placed fourth among the submissions to SAMPL6 [26].

Here we trained several ClassicalGSG models on molecular features generated by atomic attributes from open-source force fields. We find that MMFF94 ClassicalGSG models are slightly more accurate than CGenFF ClassicalGSG models. Applying the MMFF94 log $P$ predictor model trained on the OpenChem dataset to external test sets obtains excellent results throughout, at times achieving the best results acquired to date. An added benefit is
that the MMFF94 ClassicalGSG models provide an end-to-end framework for predicting log $P$ values using only SMILES strings as input and does not require any auxiliary stream files like the CGenFF models. It might be counter-intuitive that a force field developed in the 1990s [60, 61] would outperform a modern forcefield that is still being actively developed [54, 55]. We note here that pertinent features of force fields for predicting log $P$ values are very different from those needed to conduct physically-meaningful molecular dynamics simulations. We suspect that the leading benefit of MMFF94 is its broad coverage of atom types describing the chemical features of small, organic molecules that are relevant to log $P$. Differences in one-hot encodings of atom type would likely have a much stronger impact than improving predictions of partial charges, for example.

Our code is publicly available on GitHub https://github.com/ADicksonLab/ClassicalGSG and our training and test sets are available in SDF format on Zenodo https://doi.org/10.5281/zenodo.4560967. The ClassicalGSG repository contains two pre-trained log $P$ predictors, one using MMFF94 and another one using CGenFF atomic attributes. Once the predictor is trained, values can be predicted extremely quickly. Predictions for a set of 1000 molecules can be made in about 150 seconds on an Intel i7 processor, without parallelization. The code provides modules for extracting GSG features and training NN models on new datasets.

As mentioned in our previous work [24] the ClassicalGSG method is not specific to log $P$ and could predict other molecular properties as well. We emphasize that progress in the field of molecular property prediction can be greatly accelerated by the free sharing of molecular property datasets. Efforts such as OpenChem [23] that support the sharing of methods and datasets will be useful catalysts for methods development. Publicly available data sources for properties such as intestinal permeability, pKa values, intrinsic clearance rates (CL$_{int}$) and serum protein binding fractions would similarly be great catalysts for the development of accurate predictors of pharmacokinetic effects.

**Supplementary Material**

Refer to Web version on PubMed Central for supplementary material.

**References**

1. Lipinski CA, Lombardo F, Dominy BW, Feeney PJ, Advanced drug delivery reviews 23(1–3), 3 (1997)
2. Noble A, Journal of Chromatography A 642(1–2), 3 (1993)
3. Paschke A, Neitzel PL, Walther W, Schüürmann G, Journal of Chemical & Engineering Data 49(6), 1639 (2004)
4. Sicbaldi F, Del Re AA, in Reviews of environmental contamination and toxicology (Springer, 1993), pp. 59–93
5. Kajiya K, Ichiba M, Kuwabara M, Kumazawa S, NAKAYAMA T, Bioscience, biotechnology, and biochemistry 65(5), 1227 (2001)
6. Hermens JL, de Bruijn JH, Brooke DN, Environmental toxicology and chemistry 32(4), 732 (2013) [PubMed: 23508402]
7. Schwarzenbach RP, Gschwend PM, Imboden DM, Environmental organic chemistry (John Wiley & Sons, 2005)
8. Cheng T, Zhao Y, Li X, Lin F, Xu Y, Zhang X, Li Y, Wang R, Lai L, Journal of chemical information and modeling 47(6), 2140 (2007) [PubMed: 17985865]
9. Ghose AK, Crippen GM, Journal of computational chemistry 7(4), 565 (1986)
10. Leo AJ, Chemical Reviews 93(4), 1281 (1993)
11. Meylan WM, Howard PH, Journal of pharmaceutical sciences 84(1), 83 (1995) [PubMed: 7714751]
12. Plante J, Werner S, Journal of Cheminformatics 10(1), 61 (2018) [PubMed: 30552535]
13. Molnár L, Keserű GM, Papp Á, Gulyás Z, Darvas F, Bioorganic & medicinal chemistry letters 14(4), 851 (2004) [PubMed: 15012980]
14. Huuskonen JJ, Livingstone DJ, Tetko IV, Journal of Chemical Information and Computer Sciences 40(4), 947 (2000) [PubMed: 10955523]
15. Morìguchi I, HIRONO S, LIU Q, NAKAGOME I, MATSUSHITA Y, Chemical and pharmaceutical bulletin 40(1), 127 (1992)
16. Chen D, Wang Q, Li Y, Li Y, Zhou H, Fan Y, Chemosphere 247, 125869 (2020) [PubMed: 31972487]
17. Mannhold R, Poda GI, Ostermann C, Tetko IV, Journal of pharmaceutical sciences 98(3), 861 (2009) [PubMed: 18683876]
18. Tetko IV, Tanchuk VY, Villa AE, Journal of chemical information and computer sciences 41(5), 1407 (2001) [PubMed: 11604042]
19. A. Predictor, Inc.: Lancaster, CA (2009)
20. T. ChemSilico LLC. Cslogp program. URL http://www.chemsilico.com/CS_prLogP/LPhome.html
21. Silicos-it. Filter-it software. URL http://silicos-it.be.s3-website-eu-west-1.amazonaws.com/software/filter-it/1.0.2/filter-it.html
22. Wu K, Zhao Z, Wang R, Wei GW, Journal of computational chemistry 39(20), 1444 (2018) [PubMed: 29633287]
23. Korshunova M, Ginsburg B, Tropsha A, Isayev O, Journal of Chemical Information and Modeling 61(1), 7 (2021) [PubMed: 3339291]
24. Donyapour N, Hirn M, Dickson A, Journal of Computational Chemistry 42(14), 1006 (2021) [PubMed: 33786857]
25. SAMPL. Sampl. URL http://samplchallenges.github.io
26. İskı M, Bergazin TD, Fox T, Rizzi A, Chodera JD, Mobley DL, Journal of Computer-Aided Molecular Design pp. 1–36 (2020) [PubMed: 31792884]
27. Bergazin TD, Tielker N, Zhang Y, Mao J, Gunner MR, Ballatore C, Kast S, Mobley D, et al., ChemRxiv (2021). DOI 10.26434/chemrxiv.14461962.v1
28. Popova M, Isayev O, Tropsha A, Science advances 4(7), eaap7885 (2018) [PubMed: 30050984]
29. Lui R, Guan D, Matthews S, Journal of Computer-Aided Molecular Design pp. 1–12 (2020) [PubMed: 31792884]
30. Krämer A, Hudson PS, Jones MR, Brooks BR, Journal of Computer-Aided Molecular Design pp. 1–13 (2020) [PubMed: 31792884]
31. Ding Y, Xu Y, Qian C, Chen J, Zhu J, Huang H, Shi Y, Huang J, Journal of Computer-Aided Molecular Design pp. 1–15 (2020) [PubMed: 31792884]
32. Riquelme M, Vöhringer-Martínez E, Journal of Computer-Aided Molecular Design pp. 1–8 (2020) [PubMed: 31792884]
33. Fan S, Jorga BL, Beckstein O, Journal of Computer-Aided Molecular Design pp. 1–18 (2020) [PubMed: 31792884]
34. Procacci P, Guarnieri G, Journal of Computer-Aided Molecular Design pp. 1–14 (2019)
35. Marenich AV, Cramer CJ, Truhlar DG, The Journal of Physical Chemistry B 113(18), 6378 (2009) [PubMed: 19366259]
36. Loschen C, Reinisch J, Klamt A, Journal of computer-aided molecular design 34(4), 385 (2020) [PubMed: 31773462]
37. Tielker N, Tomazic D, Eberlein L, Güßregen S, Kast SM, Journal of computer-aided molecular design pp. 1–9 (2020) [PubMed: 31792884]
38. Guan D, Lui R, Matthews S, Journal of Computer-Aided Molecular Design pp. 1–12 (2020) [PubMed: 31792884]
39. Jones MR, Brooks BR, Journal of Computer-Aided Molecular Design pp. 1–9 (2020) [PubMed: 31792884]
40. Ouimet JA, Paluch AS, Journal of Computer-Aided Molecular Design pp. 1–14 (2020) [PubMed: 31792884]
41. Zamora WJ, Pinheiro S, German K, Ráfols C, Curutchet C, Luque FJ, Journal of computer-aided molecular design 34(4), 443 (2020) [PubMed: 31776809]
42. Wang S, Riniker S, Journal of Computer-Aided Molecular Design pp. 1–11 (2019)
43. Patel P, Kuntz DM, Jones MR, Brooks BR, Wilson AK, Journal of Computer-Aided Molecular Design pp. 1–16 (2020) [PubMed: 31792884]
44. Arslan E, Findik BK, Aviyente V, Journal of Computer-Aided Molecular Design pp. 1–8 (2020) [PubMed: 31792884]
45. Port A, Bordas M, Enreich R, Pascual R, Rosés M, Ráfols C, Subirats X, Bosch E, European Journal of Pharmaceutical Sciences 122, 331 (2018) [PubMed: 30006180]
46. NonStar. Database. URL https://ochem.eu/article/17434
47. Ma J, Sheridan RP, Liaw A, Dahl GE, Svetnik V, Journal of chemical information and modeling 55(2), 263 (2015) [PubMed: 25635324]
48. Lusci A, Polla stri G, Baldi P, Journal of chemical information and modeling 53(7), 1563 (2013) [PubMed: 23795551]
49. Feinberg EN, Sur D, Wu Z, Husic BE, Mai H, Li Y, Sun S, Yang J, Ramsundar B, Pande VS, ACS central science 4(11), 1520 (2018) [PubMed: 3055904]
50. Gao P, Zhang J, Sun Y, Yu J, Physical Chemistry Chemical Physics 22(41), 23766 (2020) [PubMed: 33063077]
51. Duvenaud DK, Maclaurin D, Iparraguirre J, Bombarell R, Hirzel T, Aspuru-Guzik A, Adams RP, in Advances in neural information processing systems (2015), pp. 2224–2232
52. Smith JS, Isayev O, Roitberg AE, Chemical science 8(4), 3192 (2017) [PubMed: 28507695]
53. Gao F, Wolf G, Hirn M, in International Conference on Machine Learning (2019), pp. 2122–2131
54. Vanommeslaeghe K, MacKerell AD Jr, Journal of chemical information and modeling 52(12), 3144 (2012) [PubMed: 23146088]
55. Vanommeslaeghe K, Raman EP, MacKerell AD Jr, Journal of chemical information and modeling 52(12), 3155 (2012) [PubMed: 23145473]
56. Maier JA, Martinez C, Kasavajhala K, Wickstrom L, Hauser KE, Simmerling C, Journal of chemical theory and computation 11(8), 3696 (2015) [PubMed: 26574453]
57. Vassetti D, Pagliai M, Procacci P, Journal of Chemical Theory and Computation 15(3), 1983 (2019) [PubMed: 30694667]
58. Wang J, Wolf RM, Caldwell JW, Kollman PA, Case DA, Journal of computational chemistry 25(9), 1157 (2004) [PubMed: 15116359]
59. Rappé AK, Casewit CJ, Colwell K, Goddard III WA, Ski WM, Journal of the American chemical society 114(25), 10024 (1992)
60. Halgren TA, Journal of computational chemistry 17(5–6), 490 (1996)
61. Halgren TA, Journal of Computational Chemistry 17(5–6), 520 (1996)
62. Hassinen T, Peräkylä M, Journal of Computational Chemistry 22(12), 1229 (2001)
63. Francisco KR, Varricchio C, Paniak TJ, Kozlowski MC, Brancal B, Ballatore C, European Journal of Medicinal Chemistry 218, 113399 (2021) [PubMed: 33823393]
64. RDkit. Program. URL https://www.rdkit.org
65. Howard P, Meylan W. Physical/chemical property database (physprop) (1999)
66. Huuskonen JJ, Villa AE, Tettae IV, Journal of pharmaceutical sciences 88(2), 229 (1999) [PubMed: 9950643]
67. Kloiman G, Li JY, Wang S, Dimayuga M, Journal of Chemical Information and Computer Sciences 34(4), 752 (1994)
68. Hansch C, Leo A, Hoekman D. Hydrophobic, electronic, and steric constants-exploring qsar (1995)
69. O’Boyle NM, Banck M, James CA, Morley C, Vandermeersch T, Hutchison GR. Journal of cheminformatics 3(1), 33 (2011) [PubMed: 21982300]

70. openbabel. Program. URL http://openbabel.org

71. Kipf TN, Welling M, arXiv preprint arXiv:1609.02907 (2016)

72. Paszke A, Gross S, Massa F, Lerer A, Bradbury J, Chanan G, Killeen T, Lin Z, Gimelshein N, Antiga L, et al., in Advances in Neural Information Processing Systems (2019), pp. 8024–8035

73. Tietz M, Fan TJ, Nouri D, Bossan B, skorch Developers, skorch: A scikit-learn compatible neural network library that wraps PyTorch (2017). URL https://skorch.readthedocs.io/en/stable/

74. Kingma DP, Ba J, arXiv preprint arXiv:1412.6980 (2014)

75. Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, Blondel M, Prettenhofer P, Weiss R, Dubourg V, et al., the Journal of machine Learning research 12, 2825 (2011)

76. Heskes T, Wiegerinck W, Kappen H, PROGRESS IN NEURAL PROCESSING pp. 128–135 (1997)

77. Kumar S, Srivastava A, in Proc. 18th ACM SIGKDD Conf. Knowl. Discovery Data Mining (2012)

78. Nix DA, Weigend AS, in Proceedings of 1994 ieee international conference on neural networks (ICNN’94), vol. 1 (IEEE, 1994), vol. 1, pp. 55–60
Fig. 1.
The SAMPL7 log $P$ challenge molecules. The SAMPL7 target molecules are shown in their 2D structures in their neutral microstate (micro000). The 2D structures are generated and drawn from SMILES by RDkit [64].
Fig. 2.
Cumulative distribution of MAE of molecules in the S7_TEST set. The solid blue line shows the cumulative distributions for each set of predictions. The dashed red line represents the probability of 90%. Panels A through D show MAEs using models trained on DB1 through DB4, respectively.
Fig. 3.
Prediction intervals of log $P$ predictions for the SAMPL7 molecules. The experimental log $P$ values are shown in red circles as a scatter plot. The predictions are shown in a red line, and the orange wide range shows the prediction intervals (PIs). Panels A through D show predictions from models trained on DB1 through DB4, respectively. In all cases, data is sorted according to the predicted log $P$ values.
Fig. 4.
The best fit lines for prediction sets. The experimental versus prediction values are shown in red circles as a scatter plot. The actual fit line is shown in orange. The dashed blue curve shows the best fit line. A) predictions using DB1, B) predictions using DB2, C) predictions using DB3, and D) predictions using the DB4 training set.
Fig. 5.
The log $P$ predictions from our submissions to the SAMPL7 challenge. The orange line shows the experimental values. The ClassicalGSG predictions are shown as circles (DB1: blue, DB2: orange, DB3: green, DB4: red). The thick orange area shows the MAE interval of 0.44, which is the lowest MAE of our submitted predictions (ClassicalGSG-DB2). Molecules are labeled with their molecule ID from SAMPL7 [27].
Results of ClassicalGSG models trained using open-source force field parameters. Error bars are computed over five independently-trained models. These models are trained using the 2D structure information and using all the scattering moments with the maximum wavelet scale ($J$) of 4. For each set of ClassicalGSG models trained using these force field parameters we show A) the average RMSE, and B) the average $r^2$. 

![Graph showing average RMSE and $r^2$ for different force fields.](image)
Table 1

log $P$ datasets used for training.

| Test set name                      | Number of molecules |
|-----------------------------------|---------------------|
| PHYSPROP [65]                     | 41039               |
| Huuskonen training set [14, 66]   | 1496                |
| TopP-S [14]                       | 8199                |
| OpenChem [23]                     | 14176               |
| ALOGPS_3.01                       | 17436               |
| Logpt_all_data_training           | 233                 |
| Logpt_challenge_training          | 187                 |
Table 2
The parameters hyperparameters of neural networks. Sets in square brackets denote possible parameter values used in the grid search method.

| Parameter               | Values               |
|-------------------------|----------------------|
| Number of hidden layers | [2, 3, 4, 5]         |
| Size of hidden layers   | [300, 400, 500]      |
| Dropout rate            | [0.2, 0.4]           |
| Initial learning rate   | 0.005                |
| Learning coefficient    | 0.5                  |
| Batch size              | 256                  |
| Max epoch size          | 400                  |
Table 3
The PIs and coverage range for the SAMPL7 molecules using four ClassicalGSG methods. $\hat{y}$ is the prediction of log $P$.

| Model name      | PIs    | Coverage of PIs |
|-----------------|--------|-----------------|
| ClassicalGSG_DB1| $\hat{y} \pm 0.94$ | 72.72%          |
| ClassicalGSG_DB2| $\hat{y} \pm 0.88$ | 90.90%          |
| ClassicalGSG_DB3| $\hat{y} \pm 0.88$ | 68.18%          |
| ClassicalGSG_DB4| $\hat{y} \pm 0.98$ | 86.36%          |
Table 4
The log \( P \) prediction results for the SAMPL7 molecules.

| Model name      | RMSE | \( r^2 \) | MAE  | Ranking among all verified predictions | Ranking among ranked predictions |
|-----------------|------|-----------|------|----------------------------------------|---------------------------------|
| ClassicalGSG_DB2| 0.55 | 0.51      | 0.44 | 1                                      |                                 |
| ClassicalGSG_DB4| 0.65 | 0.50      | 0.56 | 3                                      |                                 |
| ClassicalGSG_DB1| 0.76 | 0.28      | 0.62 | 7                                      |                                 |
| ClassicalGSG_DB3| 0.77 | 0.51      | 0.62 | 9                                      | 5                               |
Table 5

Sets of parameters used to evaluate MMFF94 ClassicalGSG models on external test sets. Sets in square brackets denote all the GSG parameter values used for generating the molecular features. For scattering operators, “z” denotes the zeroth order operator (Equation 3), “f” is first order (Equation 4), and “s” is second order (Equation 5).

| Parameter                  | Values                  |
|----------------------------|-------------------------|
| Max. wavelet scale (J)     | [4, 5, 6, 7, 8]         |
| Scattering operators       | [(z, f), (z, s), (f, s), (z, f, s)] |
Table 6
The logP prediction results from MMFF94 force field parameters for external test set.

| Max. wavelet scale | Scattering operators | Test set name | RMSE  | $r^2$  | MAE  |
|--------------------|----------------------|---------------|-------|--------|------|
| 7                  | (f,s)                | FDA           | 0.53  | 0.93   | 0.27 |
| 7                  | (z,f,s)              | Star          | 0.44  | 0.93   | 0.29 |
| 5                  | (z,f)                | NonStar       | 0.74  | 0.89   | 0.59 |
| 7                  | (z,f)                | Huuskonen     | 0.35  | 0.94   | 0.18 |
| 5                  | (Z,f,s)              | SAMPL6        | 0.29  | 0.87   | 0.23 |