Convective nonlocal Cahn-Hilliard equations with reaction terms

FRANCESCO DELLA PORTA
Dipartimento di Matematica, Politecnico di Milano
Milano 20133, Italy
francesco1.dellaporta@mail.polimi.it

MAURIZIO GRASSELLI
Dipartimento di Matematica, Politecnico di Milano
Milano 20133, Italy
maurizio.grasselli@polimi.it

June 9, 2014

Abstract
We introduce and analyze the nonlocal variants of two Cahn-Hilliard type equations with reaction terms. The first one is the so-called Cahn-Hilliard-Oono equation which models, for instance, pattern formation in diblock-copolymers as well as in binary alloys with induced reaction and type-I superconductors. The second one is the Cahn-Hilliard type equation introduced by Bertozzi et al. to describe image inpainting. Here we take a free energy functional which accounts for nonlocal interactions. Our choice is motivated by the work of Giacomin and Lebowitz who showed that the rigorous physical derivation of the Cahn-Hilliard equation leads to consider nonlocal functionals. The equations also have a transport term with a given velocity field and are subject to a homogenous Neumann boundary condition for the chemical potential, i.e., the first variation of the free energy functional. We first establish the well-posedness of the corresponding initial and boundary value problems in a weak setting. Then we consider such problems as dynamical systems and we show that they have bounded absorbing sets and global attractors.
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1 Introduction

Consider an incompressible isothermal and isotropic binary solution of constant molar volume which is initially homogeneous. If the temperature is rapidly quenched under a critical value $T_c$, the two solutes, A and B, begin to separate from each other and the domain is split in A-rich and B-rich subdomains. The early stage of this process in which the solution is called spinodal decomposition. In order to describe this phenomenon, a well-known mathematical approach was introduced by J.W. Cahn and J.E. Hilliard (see [9]) who introduced an appropriate free energy functional. More precisely, given a bounded domain $\Omega \subset \mathbb{R}^d$ with $d \leq 3$ occupied by a binary mixture of components A and B with a mass fraction of $\varphi_A(x)$ and $\varphi_B(x)$, respectively, setting $\varphi := \varphi_A - \varphi_B$, the free energy functional is given by

$$E(\varphi) := \int_\Omega \left( \frac{\varepsilon^2}{2} |\nabla \varphi|^2 + F(\varphi) \right) dx. \quad (1.1)$$

The term $\frac{\varepsilon^2}{2} |\nabla \varphi|^2$ is a surface tension term and $\varepsilon$ is proportional to the thickness of the diffused interface. $F$ is a double well potential energy density which favors the separation of phases, that is, the formation of A-rich and B-rich regions. Although the physically relevant potential $F$ is logarithmic (see [9, (3.1)]), in the literature it is usually approximated, for instance, by the following polynomial function

$$F(s) = \frac{1}{4} (s^2 - 1)^2. \quad (1.2)$$

Once an energy is defined, the spinodal decomposition can be viewed as an energy minimizing process. Thus, the evolution of the phenomenon can be described as a gradient flow (cf. [10], see also [22, 46])

$$\varphi_t - \nabla \cdot \left( M(\varphi) \nabla \mu_L \right) = 0, \quad \text{in } \Omega \times (0,T),$$

on a given time interval $(0,T)$, $T > 0$, where $M(\varphi)$ is called mobility and the chemical potential $\mu_L$ is the first variation of $E$, that is,

$$\mu_L := \frac{\delta E}{\delta \varphi} = F'(\varphi) - \varepsilon^2 \Delta \varphi.$$  

This is the well-known Cahn-Hilliard equation which has been widely studied by many authors. Here we just mention some pioneering works [19, 20, 43, 52] for the case with constant mobility, while for nonconstant (and degenerate at pure phases) mobility the basic reference is [21] (cf. also [49] for nondegenerate mobility). For further references see, for instance, [16, 45, 46].

However, the purely phenomenological derivation of the Cahn-Hilliard equation is somewhat unsatisfactory from the physical viewpoint. This led Giacomin and Lebowitz to
study the problem of phase separation from the microscopic viewpoint using a statistical mechanics approach (see [28] and also [29]). Performing the hydrodynamic limit they deduced a continuum model which is a nonlocal version of the Cahn-Hilliard equation, namely, they found the following

\[ \varphi_t = \nabla \cdot (M(\varphi) \nabla \mu), \quad \text{in } \Omega \times (0, T), \]

where \( \mu \) is defined by

\[ \mu := \frac{\delta E}{\delta \varphi} = a(x) \varphi + F'(\varphi) - J * \varphi, \quad \text{in } \Omega \times (0, T), \tag{1.3} \]

where \( J : \mathbb{R}^d \to \mathbb{R} \) is a convolution kernel such that \( J(x) = J(-x) \) and \( a(x) := \int_{\Omega} J(x - y) dy \). In this case, the free energy functional \( E \) is given by

\[ E(\varphi) = \frac{1}{4} \int_{\Omega} \int_{\Omega} J(x - y)(\varphi(x) - \varphi(y))^2 dx dy + \eta \int_{\Omega} F(\varphi(x)) dx \]

It is worth observing that \( E(\varphi) \) can be recovered from \( \mathcal{E}(\varphi) \) using Taylor expansion for the term \((\varphi(x) - \varphi(y))\) and supposing that \( J \) is sufficiently peaked around zero. Thus the original Cahn-Hilliard equation can be seen as an approximation of its local version. Furthermore, as discussed in [30], the corresponding sharp interface model is the same as the local Cahn-Hilliard equation.

The nonlocal Cahn-Hilliard equation with degenerate mobility and logarithmic potential was first studied rigorously in [30]. Then more general results were proven in [26]. The longtime behavior of single solutions was studied in [35, 36], while the global longterm dynamics (say, existence of global and exponential attractors) was investigated in [27]. The case of constant mobility and smooth potential was treated in [4, 5].

More recently, some works have been devoted to study the nonlocal Cahn-Hilliard equation coupled with the Navier-Stokes system (see [18, 24, 25]). This is a nonlocal variant of a well-known diffuse interface model for phase separation in two-phase incompressible and isothermal fluids (model H). All such contributions produced, as by-products, further results on the nonlocal Cahn-Hilliard equation.

Taking advantage of some of these results, here we want to introduce and study two nonlocal Cahn-Hilliard equations with reaction terms which have already been proposed and analyzed in the local case: the Cahn-Hilliard-Oono (CHO) equation and the Cahn-Hilliard-Bertozzi-Esedoğlu-Gillette (CHBEG) equation (see also [17, 40] for other types of reaction terms).

Let us introduce the former first.

In [31] the authors introduce a reaction between the molecules or the polymers in the mixture in order to stabilize and control the length of the patterns during spinodal decomposition. Let us suppose that the mixture consists of molecules or polymers of type A and B and that a chemical reaction \( A \xrightleftharpoons{r_1}{r_2} B \) is induced during the spinodal
decomposition. Here $\Gamma_1$ and $\Gamma_2$ are, respectively, the temperature dependent forward and backward reaction rates. By defining $\varphi$ as the difference between the concentrations, the following Cahn-Hilliard type equation is proposed (see [31]):

$$\varphi_t = \Delta \mu_L - (\Gamma_1 + \Gamma_2) \left( \varphi - \frac{\Gamma_1 - \Gamma_2}{\Gamma_1 + \Gamma_2} \right). \quad (1.4)$$

This equation is known as the CHO equation and was introduced in [2] (cf. [48], however) for phase separation in diblock copolymers (see also [47]). It can be viewed as a gradient flow generated by the energy functional:

$$\mathcal{H}(\varphi) = \frac{\varepsilon^2}{2} \int_{\Omega} |\nabla \varphi| + \int_{\Omega} F(\varphi) + \frac{\sigma}{2} \int_{\Omega} \int_{\Omega} G(x,y)(\varphi(x) - m)(\varphi(y) - m),$$

where $m \in \mathbb{R}$, $\sigma$ and $\varepsilon$ are two positive constants and $G$ is the Green function of $-\Delta$ with either periodic or no-flux boundary conditions, i.e.,

$$-\Delta G(x,y) = \delta(x-y), \quad \text{in } \Omega.$$ \hfill \(\text{(1.1)}\)

This energy differs from the one in (1.1) just in the last term, which is nonlocal, and prefers rapid oscillations between the two polymers (see [50] for the one-dimensional case).

It has been observed that far from the domain border, patterns are not influenced by the boundary conditions. The most commonly used ones are either periodic or no-flux. The latter can be mathematically expressed as follows:

$$\frac{\partial \varphi}{\partial n} = 0 \quad \text{and} \quad \frac{\partial \mu_L}{\partial n} = 0, \quad \text{on } \partial \Omega \times (0,T).$$

If we integrate equation (1.4) on the domain $\Omega$ with such boundary condition we have

$$\frac{d}{dt} \bar{\varphi} = -\sigma (\bar{\varphi} - m), \quad (1.5)$$

where $\bar{\varphi} := \frac{1}{|\Omega|} \int_{\Omega} \varphi$. This equation is a linear ODE with solution $\bar{\varphi}(t) = \bar{\varphi}(0)e^{-\sigma t} + m$. Note that, when $\sigma > 0$, then $\bar{\varphi}(0) = m$ implies the conservation of the total mass is conserved. This happens in phase separation of diblock copolymers. Instead, if $\bar{\varphi}(0) \neq m$ then $\bar{\varphi}(t)$ converges to $m$ exponentially fast.

More information and results about the CHO equation and its application can be found in [2, 11, 12, 14, 13, 31, 34, 37, 11, 42, 44, 47, 51] and references therein (see also [32, 33] for hydrodynamic effects). It is worth noting that the pattern formation process differs from the one associated with the classical Cahn-Hilliard equation (see [1]). As far as well-posedness and global longtime behavior (i.e., existence of global and exponential attractors) are concerned, we refer to [39] (cf. also [8]).

The CHBEG equation can be viewed as a generalized version of the CHO equation. It has been introduced by Bertozzi et al. to model image inpainting, i.e., the restoration
process of damaged images and super-resolution (see [6, 7]) with regard to binary images or images with high contrast. As in the case of phase separation, the double well potential tends to separate the mixture in pure phases, so it does with binary images by separating the two colors of the image without many shades.

The CHBEG equation reads as follows

$$\varphi_t = \Delta(-\varepsilon^2 \Delta \varphi + F'(\varphi)) - \lambda(x)(\varphi - h(x)), \quad \text{in } \Omega \times (0, T).$$

Here $\Omega$ is a two-dimensional domain representing the whole image, with no-flux boundary conditions. The function $F$ is still a double well potential, with two minima $\varphi_1$ and $\varphi_2$, that is, the two colors of the image. The function $h$ represents the image that needs to be restored ($h(x) = \varphi_i(x)$ where the color is $\varphi_i$, $i = 1, 2$). The function $\lambda$ is a penalization parameter which forces the restored image $\varphi$ to be equal to $h$ outside the damaged region. The numerical simulations carried out in [6] show that the implemented method is faster then its main competitors and it gives satisfactory results.

Existence and uniqueness of a weak solution to the Cahn-Hilliard equation for the CHBEG equation have been proven in [7], while the longtime behavior of its solutions has recently been analyzed in [15].

On account of what we have observed concerning the derivation of the nonlocal Cahn-Hilliard equation, it seems natural to study the nonlocal variants of CHO and CHBEG equations.

More precisely, we consider first a nonlocal CHO equation with a transport term which accounts for a possible flow of the mixture at a certain given (averaged) velocity field $u : \Omega \times (0, T) \to \mathbb{R}^d$, that is

$$\varphi_t + \sigma(\varphi - \bar{\varphi}^*) + \nabla \cdot (u\varphi) = \Delta \mu + g, \quad \text{in } \Omega \times (0, T). \quad (1.6)$$

where $\mu$ is given by (1.3) and $g$ is a given external source. Here we have set all the constants equal to one but $m$ which has now been denoted by $\bar{\varphi}^*$ on account of (1.5).

Then, in the same spirit, we introduce the nonlocal version of the CHBEG equation, that is,

$$\varphi_t + \lambda(x)(\varphi - h(x)) + \nabla \cdot (u\varphi) = \Delta \mu + g, \quad \text{in } \Omega \times (0, T). \quad (1.7)$$

As for the CHO equation, we include a transport term which can be used to improve the inpaint of the image and an external source. Therefore we consider the following initial and boundary value problems

$$\begin{cases}
\varphi_t + \nabla \cdot (u\varphi) + \sigma(\varphi - \bar{\varphi}^*) = \Delta \mu + g & \text{in } \Omega \times (0, T) \\
\mu = a\varphi - J * \varphi + F'(\varphi) & \text{in } \Omega \times (0, T) \\
\frac{\partial \mu}{\partial n} = 0 & \text{on } \partial \Omega \times (0, T) \\
\varphi(0) = \varphi_0 & \text{in } \Omega
\end{cases} \quad (1.8)$$
and
\[
\begin{align*}
\varphi_t + \lambda(x)(\varphi - h(x)) + \nabla \cdot (w \varphi) &= \Delta \mu + g \quad \text{in } \Omega \times (0,T) \\
\mu &= a \varphi - \int J \ast \varphi + F'(\varphi) \quad \text{in } \Omega \times (0,T) \\
\frac{\partial \mu}{\partial n} &= 0 \quad \text{on } \partial \Omega \times (0,T) \\
\varphi(0) &= \varphi_0 \quad \text{in } \Omega.
\end{align*}
\] (1.9)

The first goal will be to define a notion of weak solution to problems (1.8) and (1.9) and to establish their well-posedness under suitable conditions. This will be done in Sections 2 and 3. Then, in Sections 4 and 5 we will analyze nonlocal CHO and CHBEG equations equipped with no-flux boundary condition as dynamical systems on suitable phase spaces. In particular, we will prove the existence of a (bounded) absorbing set as well as of the global attractor. The former result will require some care (especially for the CHBEG equation) to handle the bound on the spatial average of \( \varphi \) which is not conserved in general.

We also expect to prove further results. for instance, the existence of more regular solutions, the regularization of weak solutions and the existence of exponential attractors as shown in [27] (see also [23]). These issues will possibly be the subject of a forthcoming paper. A more challenging question appears to be the following: does a solution converge to a single equilibrium? This happens for the nonlocal Cahn-Hilliard equation (see, e.g., [27] and references therein), but it is open even for equation (1.4).

2 Nonlocal CHO equation: well-posedness of (1.8)

Here we show that there exists a unique weak solution to problem (1.8) under suitable assumptions on \( u, g, J \) and \( F \). We also prove that any weak solution satisfies an energy equality and it depends continuously with respect to the initial datum in a suitable norm. We adapt the strategy used in [18].

2.1 Notation

The space \( L^2(\Omega) \) will be denoted \( H \) and the space \( H^1(\Omega) \) will be denoted \( V \). Furthermore we will set:
\[
V_2 = \left\{ v \in H^2(\Omega) : \frac{\partial v}{\partial n} = 0 \quad \text{on } \partial \Omega \right\}.
\]
By \( \| \cdot \| \) and \( (\cdot, \cdot) \) will be denoted respectively the norm and the scalar product in \( L^2(\Omega) \).

The linear operator \( A = -\Delta : V_2 \rightarrow H \) is self-adjoint and non-negative. Moreover, it is strictly positive if restricted to \( H_0 = \{ \psi \in H : \tilde{\psi} = 0 \} \). Then we will also set
∥ $A^{-1/2}(\cdot)$ ∥ and we observe that the norm $\| \cdot \|_\#$ defined as

$$\| x \|_\# := \left( \| x - \bar{x} \|_2^2 + \bar{x}^2 \right)^{\frac{1}{2}},$$

is equivalent to the usual norm of $V'$. Furthermore, $c$ will indicate a generic nonnegative constant depending on $J, F, \Omega, \sigma, \bar{\varphi}^*, g, \lambda, h$ and $u$ at most. If it is necessary to distinguish between such constants, then we will use $C_i$. Occasionally we will point out if such constants also depend on other quantities but time. If there is a further dependence on $T$ and/or the initial datum $\varphi_0$, then we shall use $N$. The value of $c$ and $N$ may vary even within the same line.

### 2.2 Assumptions and statements

Let us introduce first the assumptions following [4] and [18] (cf. also [39]):

1. **(H0)** $\Omega \subset \mathbb{R}^d, d \leq 3$, open, bounded and connected with a smooth boundary.

2. **(H1)** $J \in W^{1,1}(\mathbb{R}^d)$ is such that:

   $$J(x) = J(-x), \quad a(x) := \int_{\Omega} J(x - y) \, dy \geq 0, \text{ a.e. } x \in \Omega.$$

3. **(H2)** $F \in C^{2,1}_{\text{loc}}(\mathbb{R})$ and there exists $c_0 > 0$ such that

   $$F''(s) + a(x) \geq c_0, \quad \forall s \in \mathbb{R}, \text{ a.e. } x \in \Omega.$$

4. **(H3)** There exist $c_1 > \frac{1}{2}\|J\|_{L^1(\mathbb{R}^d)}$ and $c_2 \in \mathbb{R}$ such that

   $$F(s) \geq c_1 s^2 - c_2, \quad \forall s \in \mathbb{R}.$$

5. **(H4)** There exist $c_3 > 0$ and $p \in (1, 2]$ such that

   $$|F'(s)|^p \leq c_4(|F(s)| + 1), \quad \forall s \in \mathbb{R}.$$

6. **(H5)** $u \in L^2(0, T; (L^\infty(\Omega) \cap H^1_0(\Omega))^d)$.

7. **(H6)** $\sigma$ is a given positive constant.

8. **(H7)** $\bar{\varphi}^* \in \mathbb{R}$ is a given constant.

9. **(H8)** $g \in L^2(0, T; V')$. 
Remark 2.1. Assumption (H2) implies that the potential $F$ is a quadratic perturbation of a strictly convex function. Indeed $F$ can be represented as

$$F(s) = G(s) - \frac{a^*}{2}s^2$$

(2.1)

with $G \in C^{2,1}(\mathbb{R})$ strictly convex, since $G'' \geq c_0$ in $\Omega$. Here $a^* = \|a\|_{L^\infty(\Omega)}$ and observe that $a \in L^\infty(\Omega)$ derives from (H1).

Remark 2.2. Since $F$ is bounded from below, it is easy to see that (H4) implies that $F$ has polynomial growth of order $p'$, where $p' \in [2, \infty)$ is the conjugate index to $p$. Namely there exist $c_4 > 0$ and $c_5 \geq 0$ such that

$$|F(s)| \leq c_4|s|^{p'} + c_5, \quad \forall s \in \mathbb{R}.$$ 

Remark 2.3. The potential (1.2) satisfies all the hypotheses on $F$.

Remark 2.4. It is easy to show that (H4) implies

$$|F'(s)| \leq c(|F(s)| + 1), \quad \forall s \in \mathbb{R};$$

furthermore (H3) implies that

$$|F(s)| \leq F(s) + 2\max\{0, c_2\}, \quad \forall s \in \mathbb{R}.$$ 

Remark 2.5. Take for simplicity $u = g = 0$ in equation (1.6) and observe that it can formally be rewritten as follows

$$\psi_t = \nabla \cdot \left((F''(\varphi) + a)\nabla \varphi + \nabla \cdot (\nabla a\varphi) - \nabla J * \varphi + \sigma(m - \varphi) \right)$$

from which the crucial role of (H2) is evident. This remark also holds for (1.7).

We can now give our definition of weak solution to problem (1.8):

Definition 2.1. Let $\varphi_0 \in H$ such that $F(\varphi_0) \in L^1(\Omega)$ and $T > 0$ be given. Then $\varphi$ is a weak solution to problem (1.8) on $[0, T]$ corresponding to $\varphi_0$ if:

$$\varphi \in L^\infty(0, T; H) \cap L^2(0, T; V), \quad \varphi_t \in L^2(0, T; V'),$$

$$\mu = a\varphi - J * \varphi + F'(\varphi) \in L^2(0, T; V);$$

and, setting

$$\rho(x, \varphi) := a(x)\varphi + F'(\varphi),$$

(2.2)

we have

$$\langle \varphi_t, \psi \rangle + \langle \nabla \rho, \nabla \psi \rangle + \langle \sigma(\varphi - \varphi^*), \psi \rangle = \langle \nabla J * \varphi, \nabla \psi \rangle + \langle u\varphi, \nabla \psi \rangle + \langle g, \psi \rangle;$$

(2.3)

$$\varphi(0) = \varphi_0,$$

(2.4)

for every $\psi \in V$ and for almost any $t \in (0, T).$
Remark 2.6. Since $\rho = \mu + J * \varphi$, we have $\rho \in L^2(0,T; V)$. Besides $\varphi \in C([0,T]; H)$.

Remark 2.7. Observe that if we choose $\psi = 1$ in (2.3) and we set $f := \bar{g} + \sigma \bar{\varphi}^*$, then we obtain
\[
\frac{d}{dt} \bar{\varphi} + \sigma \bar{\varphi} = f.
\]
Thus the total mass is not conserved in general.

Existence and uniqueness for problem (1.8) is given by:

**Theorem 2.1.** Let $\varphi_0 \in H$ such that $F(\varphi_0) \in L^1(\Omega)$ and suppose (H0)-(H8) are satisfied. Then, for every $T > 0$ there exists a unique weak solution $\varphi$ to problem (1.8) on $[0,T]$ corresponding to $\varphi_0$. Furthermore, $F(\varphi) \in L^\infty(0,T; L^1(\Omega))$ and setting
\[
E(\varphi(t)) = \frac{1}{4} \int_\Omega \int_\Omega J(x-y)(\varphi(x,t) - \varphi(y,t))^2 \, dx \, dy + \int_\Omega F(\varphi(x,t)) \, dx.
\]
(2.5)
the following energy equality holds for almost every $t \in (0,T)$:
\[
\frac{d}{dt} E(\varphi(t)) + \| \nabla \mu \|^2 + \sigma(\varphi(\varphi^* - \mu, \mu) = (u \varphi, \nabla \mu) + \langle g, \mu \rangle.
\]
(2.6)
Furthermore, we have:

**Proposition 2.1.** Let the hypotheses (H0)-(H8) hold. Then the weak solution to (1.8) continuously depend on $\varphi_0$ with respect to the $\| \cdot \|_\#$-norm.

### 2.3 Proof of Theorem 2.1 and of Proposition 2.1

This section is divided into three parts. The first part is devoted to the existence of a weak solution. The energy identity (2.6) is shown in the second one and the continuous dependence estimate is deduced in the third.

#### 2.3.1 Existence of a solution

Existence of a weak solution is carried out following closely [18]. We will first prove the existence of the solution when $\varphi_0 \in V_2$. Then we will recover the existence of a solution when $\varphi_0 \in H$ such that $F(\varphi_0) \in L^1(\Omega)$ by a density argument. We also assume $u \in C([0,T]; (L^\infty(\Omega) \cap H^1_0(\Omega))^d)$ and $g \in C([0,T]; \mathcal{V})$ for the moment.

As usual in the Faedo-Galerkin method, we consider the family $\{\psi_j\}_j \subset V_2$ of the eigenvectors of the self-adjoint, positive, linear operator $A + I : V_2 \to H$. Let us define the n-dimensional subspace $\Psi_n := \langle \psi_1, ..., \psi_n \rangle$ and consider the orthogonal projector on this subspace $P_n := P_{\Psi_n}$. We then look for two functions of the following form:
\[
\varphi_n(t) = \sum_{k=1}^n b_k(t) \psi_k, \quad \mu_n(t) = \sum_{k=1}^n c_k(t) \psi_k
\]
that solve the following discretized problem

\[(\varphi'_n, \psi) + (\nabla \rho_n, \nabla \psi) + (\sigma(\varphi_n - \varphi^*_n), \psi) = (w \varphi_n, \nabla \psi) + (\nabla J \ast \varphi_n, \nabla \psi) + \langle g, \psi \rangle \tag{2.7}\]

\[\rho_n := a(\cdot) \varphi_n + F'(\varphi_n), \tag{2.8}\]

\[\mu_n = P_n(\rho_n - J \ast \varphi_n), \tag{2.9}\]

\[\varphi_n(0) = \varphi_0, \tag{2.10}\]

for every \(\psi \in \Psi_n\), and where \(\varphi_0 := P_n \varphi_0\).

By using the definition of \(\varphi_n\), problem \(\text{(2.7)} - \text{(2.10)}\) becomes equivalent to a Cauchy problem for a system of ordinary differential equations in the \(n^\text{th}\) unknowns \(b_i^{(n)}\). Thanks to (H2), the Cauchy-Lipschitz theorem yields that there exists a unique solution \(b^{(n)} \in C^1([0, T^*_n]; \mathbb{R}^n)\) for some maximal time \(T^*_n \in (0, +\infty]\).

Let us show that \(T^*_n = +\infty\), for all \(n \geq 1\). Indeed, taking \(\psi = \mu_n\) as test function in \(\text{(2.7)}\) we get the following identity:

\[(\varphi'_n, \mu_n) + (\nabla \rho_n, \nabla \mu_n) + (\sigma(\varphi_n - \varphi^*_n), \mu_n) = (w \varphi_n, \nabla \mu_n) + (\nabla J \ast \varphi_n, \nabla \mu_n) + \langle g, \mu_n \rangle, \tag{2.11}\]

which can be rewritten as follows

\[
\frac{d}{dt} \left( \frac{1}{4} \int_{\Omega} \int_{\Omega} J(x-y)(\varphi_n(x) - \varphi_n(y))^2 + \frac{1}{2} \int_{\Omega} F(\varphi_n) \right) + \|\nabla \mu_n\|^2 + (\sigma(\varphi_n - \varphi^*_n), \mu_n) \\
= (\nabla J \ast \varphi_n, \nabla \mu_n) - (\nabla (P_n(J \ast \varphi_n)), \nabla \mu_n) + (w \varphi_n, \nabla \mu_n) + \langle g, \mu_n \rangle. \tag{2.12}\]

It is easy to see that

\[
(\nabla \mu_n, \nabla P_n(J \ast \varphi_n)) \leq \frac{1}{4} \|\nabla \mu_n\|^2 + \|\varphi_n\|^2 \|J\|^2_{W^{1,1}} \tag{2.12}\]

and

\[
(\nabla J \ast \varphi_n, \nabla \mu_n) \leq \frac{1}{4} \|\nabla \mu_n\|^2 + \|\varphi_n\|^2 \|J\|^2_{W^{1,1}}. \tag{2.13}\]

By means of (H3), we can deduce the existence of a positive constant \(\alpha\) such that \(\alpha < 2c_1 - \|J\|_{L^1(\Omega)}\). Therefore we have

\[
\frac{1}{2} \int_{\Omega} \int_{\Omega} J(x-y)(\varphi_n(x) - \varphi_n(y))^2 \, dx \, dy + 2 \int_{\Omega} F(\varphi_n) \\
= \|a \varphi_n\|^2 + 2 \int_{\Omega} F(\varphi_n) - (\varphi_n, J \ast \varphi_n) \geq \alpha \left( \|\varphi_n\|^2 + \int_{\Omega} F(\varphi_n) \right) - c. \tag{2.13}\]

Thanks to Remark 2.4 and to the identity

\[
(P_n(-J \ast \varphi_n + a \varphi_n), 1) = (-J \ast \varphi_n + a \varphi_n, 1) = 0.
\]
we get
\[ |\int \mu_n| = |(F'(\varphi_n), 1)| \leq \int |F'(\varphi_n)| \leq c \int F(\varphi_n) + c. \tag{2.14} \]
Thus we obtain
\[ (\sigma \varphi^*, \mu_n) \leq \sigma \varphi^*(1, \mu_n) \leq c|\varphi^*(\int F(\varphi_n) + 1). \tag{2.15} \]
By using (H5), it is easy to show that
\[ (u\varphi_n, \nabla \mu_n) \leq \|u\|_{L^\infty} \|\nabla \mu_n\|\|\varphi_n\| \leq \frac{1}{8}\|\nabla \mu_n\|^2 + 2\|u\|_{L^\infty}\|\varphi_n\|^2. \tag{2.16} \]
On account of (H8) and using the Poincaré-Wirtinger inequality, we have
\[ \langle g, \mu_n - \bar{\mu}_n \rangle \leq \|g\|_{V'}\|\mu_n - \bar{\mu}_n\|_V \leq (1 + C_p)\|\nabla \mu_n\|\|g\|_{V'} \leq c\|g\|_{V'}^2 + \frac{1}{8}\|\nabla \mu_n\|^2. \tag{2.17} \]
Besides, from (2.14) we get that
\[ \langle g, \bar{\mu}_n \rangle \leq c\int \Omega F(\varphi_n) + 1 \|g\|_{V'}. \tag{2.18} \]
Collecting (2.17) and (2.18) we deduce
\[ \langle g, \mu_n \rangle \leq c\|g\|_{V'}^2 + \frac{1}{8}\|\nabla \mu_n\|^2 + c\|g\|_{V'} \int \Omega F(\varphi_n) + c. \tag{2.19} \]
On the other hand, thanks to (H6), we have
\[ (\sigma \varphi_n, \mu_n) = (\sigma \varphi_n, a \varphi_n + F'(\varphi_n) - J \ast \varphi_n) \geq (\sigma \varphi_n, F'(\varphi_n)) - \sigma \|J\|_{L^1(\Omega)} \|\varphi_n\|^2. \]
We now exploit the convexity of the function \( F(s) + a(x)s^2 \) (see Remark 2.1)
\[ (\sigma \varphi_n, F'(\varphi_n) + a^* \varphi_n) \geq \sigma \int \Omega (F(\varphi_n) + a^* \varphi_n^2) - \sigma |\Omega| F(0) \]
so we can write
\[ (\sigma \varphi_n, \mu_n) \geq \sigma \int \Omega F(\varphi_n) - \sigma \|J\|_{L^1(\Omega)} \|\varphi_n\|^2 - c. \tag{2.20} \]
If we integrate (2.11) with respect to time between 0 and \( t \in (0, T^*_n) \), taking (2.12)-(2.13), (2.15), (2.16), (2.19), (2.20) into account, we find
\[ \alpha \left( \|\varphi_n(t)\|^2 + \int \Omega F(\varphi_n) \right) + \int_0^t \|\nabla \mu_n(\tau)\|^2 \, d\tau \]
\[ \leq M + \int_0^t K(\tau) \left( \|\varphi_n(\tau)\|^2 + \int \Omega F(\varphi_n) \right) \, d\tau, \tag{2.21} \]
which holds for all \( t \in [0, T^*_n) \), where
\[ M = c \left( 1 + \|\varphi_0\|^2 + \int \Omega F(\varphi_0) + \|g\|_{L^2(0, T; V')}^2 \right), \]
\[ K = \max \left( 2\|J\|_{W^{1,1}} + \sigma\|J\|_{L^1(\Omega)} + 2\|u\|^2_{L^\infty(\Omega)}, c(1 + \|g\|_{V'}) \right) \in L^2(0,T). \]

Here, we have used the fact that \( \varphi_0 \) and \( \varphi_{0,n} \) are supposed to belong to \( V_2 \). We point out that \( M \) and \( K \) do not depend on \( n \).

Thus, inequality (2.21) entails that \( T_n^* = +\infty \), for all \( n \geq 1 \). As a consequence, (2.7)-(2.10) has a unique global-in-time solution. Furthermore, we obtain the following estimates, holding for any given \( 0 < T < +\infty \):

\[ \|\varphi_n\|_{L^\infty(0,T;H)} \leq N \tag{2.22} \]
\[ \|\nabla \mu_n\|_{L^2(0,T;H)} \leq N \tag{2.23} \]
\[ \|F(\varphi_n)\|_{L^\infty(0,T;L^1(\Omega))} \leq N \tag{2.24} \]

where \( N \) is independent of \( n \).

Recalling (2.9), we get

\[ \frac{c_0}{4}\|\nabla \varphi_n\|^2 + \frac{1}{c_0}\|\nabla \mu_n\|^2 \geq (\nabla \mu_n, \nabla \varphi_n) \geq \frac{c_0}{2}\|\nabla \varphi_n\|^2 - c\|\varphi_n\|^2, \tag{2.25} \]

and 2.22, 2.23, 2.25 yield

\[ \|\varphi_n\|_{L^2(0,T;V)} \leq N. \tag{2.26} \]

The next step is to deduce a (uniform) bound for \( \mu_n \) in \( L^2(0,T;V) \). Let us observe that, thanks to 2.11 and 2.21, we have

\[ \int \Omega \mu_n \leq \int \Omega \mu_n \leq c \int \Omega \|\varphi_n\| + c \leq N. \tag{2.27} \]

The Poincaré inequality implies

\[ \left\| \mu_n - \frac{1}{|\Omega|} \int \Omega \mu_n \right\| \leq c\|\nabla \mu_n\|, \tag{2.28} \]

and from 2.23 and 2.27 we deduce that

\[ \|\mu_n\|_{L^2(0,T;V)} \leq N. \tag{2.29} \]

Observe now that

\[ \|\bar{\rho}_n\|^2_V = \|\mu_n + P_n(J * \varphi_n)\|^2_V \leq 2\|\mu_n\|^2_V + 2\|J\|^2_{L^1} + \|\nabla J\|^2_{L^1}\|\varphi_n\|^2, \]

so that from (2.29) we immediately get

\[ \|\bar{\rho}_n\|_{L^2(0,T;V)} \leq N. \tag{2.30} \]

Furthermore, recalling (2.8) and invoking (H4), we obtain

\[ \|\rho_n\|_{L^p(\Omega)} \leq c a^*\|\varphi_n\| + \|F'(\varphi_n)\|_{L^p(\Omega)} \leq cN + c \left( \int \Omega |F(\varphi_n)| \right)^{1/p} \leq N, \]
which yields the bound
\[ \| \rho_n \|_{L^\infty(0,T;L^p(\Omega))} \leq N. \] (2.31)

We finally provide an estimate for the sequence \( \varphi'_n \). We take a generic test function \( \psi \in V \) and we write it as \( \psi = \psi_1 + \psi_2 \), where \( \psi_1 = P_n \psi \in \Psi_n \) and \( \psi_2 = \psi - \psi_1 \in \Psi_n^\perp \). It is easy to see that
\[
| (\nabla \rho_n, \nabla \psi_1) | \leq \| \nabla \rho_n \| \| \nabla \psi_1 \| \leq \| \nabla \rho_n \| \| \nabla \psi \|_V, \] (2.32)
and for the source term we have
\[
\left| \langle g, \psi_1 \rangle \right| \leq \| g \|_{V'} \| \psi_1 \|_V.
\]

By using Young’s lemma we infer
\[
\left| \int_\Omega \nabla J * \varphi_n \nabla \psi_1 \right| \leq \| \nabla \psi \|_V \| \nabla J \|_{L^1(\Omega)} \| \varphi_n \| \leq N \| \nabla \psi \|_V. \] (2.33)

From (2.7), owing to (2.32)-(2.33), we have that
\[
| (\varphi'_n, \psi) | \leq (N + \| \nabla \rho_n \| + \| g \|_{V'}) \| \psi \|_V,
\]
which gives
\[
\| \varphi'_n \|_{L^2(0,T;V')} \leq N. \] (2.34)

Collecting estimates (2.22), (2.26), (2.29), (2.30), (2.31), (2.34), we find
\[
\varphi \in L^\infty(0,T;H) \cap L^2(0,T;V) \cap H^1(0,T;V'), \]
\[
\mu \in L^2(0,T;V), \]
\[
\tilde{\rho} \in L^2(0,T;V), \]
\[
\rho \in L^\infty(0,T;L^p(\Omega)),
\]
such that, up to a subsequence,
\[
\varphi_n \rightharpoonup^* \varphi \text{ weakly* in } L^\infty(0,T;H), \]
\[
\varphi_n \rightharpoonup \varphi \text{ weakly in } L^2(0,T;V), \]
\[
\varphi_n \rightharpoonup \varphi \text{ strongly in } L^2(0,T;H) \text{ and a.e. in } \Omega \times (0,T), \]
\[
\mu_n \rightharpoonup \mu \text{ weakly in } L^2(0,T;V), \]
\[
\rho_n \rightharpoonup \tilde{\rho} \text{ weakly in } L^2(0,T;V), \]
\[
\rho_n \rightharpoonup \rho \text{ weakly* in } L^\infty(0,T;L^p(\Omega)). \] (2.42)
\[ \varphi'_n \rightharpoonup \varphi_t \quad \text{weakly in } L^2(0,T;V'). \]  

We can now pass to the limit in (2.7)-(2.10). First of all, from the pointwise convergence (2.39) we have \( \rho_n \to a\varphi + F'(\varphi) \) almost everywhere in \( \Omega \times (0,T) \). Furthermore, for every \( \nu \in \Psi_j \), every \( j \leq n \) with \( j \) fixed and for every \( \chi \in C_0^\infty(0,T) \), we have that

\[
\int_0^T (\rho_n, \nu) \chi(t) = \int_0^T (\tilde{\rho}_n, \nu) \chi(t).
\]

Passing to the limit in this equation, using (2.41) and (2.42), and on account of the density of \( \{\Psi_j\}_{j \geq 1} \) in \( H \), we get \( \tilde{\rho}(\cdot, \varphi) = \rho(\cdot, \varphi) = a\varphi + F'(\varphi) \) recovering (2.2). Moreover, since \( \mu_n = P_n(\rho_n - J * \varphi_n) \), then, for every \( \nu \in \Psi_j \), every \( k \leq j \) with \( j \) fixed and for every \( \chi \in C_0^\infty(0,T) \), there holds

\[
\int_0^T (\mu_n(t), \nu) \chi(t) dt = \int_0^T (\rho_n - J * \varphi_n, \nu) \chi(t) dt.
\]

By passing to the limit in the above identity and using the convergences (2.39), (2.40) and (2.42), we eventually get

\[
\mu = a\varphi - J * \varphi + F'(\varphi) = \rho - J * \varphi.
\]

It still remains to pass to the limit in (2.7) in order to recover (2.3). To this aim we multiply (2.7) by \( \chi \in C_0^\infty(0,T) \) and integrate in time between 0 and \( T \). Using now (2.38), (2.39), (2.41), (2.43) and observing that \( (\nabla \tilde{\rho}_n, \nabla \psi) = (\nabla \rho_n, \nabla \psi) \), where we can use (2.41), we get

\[
\int_0^T (\varphi'_n, \psi) \chi(t) dt + \int_0^T (\nabla \rho(\cdot, \varphi), \nabla \psi) \chi(t) dt + \int_0^T (\sigma(\varphi - \bar{\varphi}^*), \psi) \chi(t) dt
\]

\[
= \int_0^T (u\varphi, \nabla \psi) \chi(t) dt + \int_0^T (\nabla J * \varphi, \nabla \psi) \chi(t) dt + \int_0^T (g, \psi) \chi(t) dt.
\]

This identity holds for every \( \psi \in \Psi_j \), where \( j \) is fixed, and every \( \chi \in C_0^\infty(0,T) \). Thus a standard density argument entails that

\[
\langle \varphi_t, \psi \rangle + (\nabla \rho, \nabla \psi) + (\sigma(\varphi - \bar{\varphi}^*), \psi) = (\nabla J * \varphi, \nabla \psi) + (u\varphi, \nabla \psi) + (g, \psi),
\]

for every \( \psi \in V \) and almost everywhere in \( (0,T) \), that is (2.3). The initial condition (2.4) can be easily recovered in a standard way.

Let us now assume that \( \varphi_0 \in H \) such that \( F(\varphi_0) \in L^1(\Omega) \). Arguing as in [18, Proof of Theorem 1] we can show that there exists a solution also in this case. Of course, it is easy to realize that assumptions (H5) and (H8) suffice. In particular, on account of (2.15), (2.16), (2.19) and (2.20), from (2.13) we deduce that \( F(\varphi) \in L^\infty(0,T;L^1(\Omega)) \).
2.3.2 Proof of the energy identity (2.6)

Let us take $\psi = \mu(t)$ in equation (2.3). This yields
\[
\langle \varphi_t, \mu \rangle + \sigma (\varphi - \varphi^*), \mu \rangle + \| \nabla \mu \|^2 = (u \varphi, \nabla \mu) + \langle g, \mu \rangle. \tag{2.44}
\]

By arguing as in [18, proof of Corollary 2] we obtain
\[
\langle \varphi_t, \mu \rangle = \langle \varphi_t, a \varphi + F'(\varphi) - J^\star \varphi \rangle = \frac{d}{dt} E(\varphi(t))
\]
which holds for almost every $t > 0$. Then (2.6) follows from (2.44).

2.3.3 Proof of Proposition 2.1

Here we generalize [24, proof of Proposition 5].

Let $\varphi_1$ and $\varphi_2$ be two solutions to problem (1.8) (cf. Definition (2.1)) whose initial values are $\varphi_{1,0}$ and $\varphi_{2,0}$, respectively. Setting $\varphi = \varphi_1 - \varphi_2$ and $\mu_i = a \varphi_i + F'(\varphi_i) - J^\star \varphi_i$, we easily find that $\varphi$ solves
\[
\langle \varphi_t, \psi \rangle + (\nabla(\mu_1 - \mu_2), \nabla \psi) + (\sigma \varphi, \psi) = (u \varphi, \nabla \psi) \tag{2.45}
\]
for every $\psi \in V$ and almost everywhere in $(0, T)$, with initial datum $\varphi_0 = \varphi_{1,0} - \varphi_{2,0}$.

Choosing $\psi = 1$, equation (2.45) yields
\[
\frac{d}{dt} \bar{\varphi} + \sigma \bar{\varphi} = 0 \tag{2.46}
\]
with $\bar{\varphi}(0) = \bar{\varphi}_0$. Thus we have
\[
|\bar{\varphi}| \leq |\bar{\varphi}_0|.
\]

From (2.45) and (2.46) it follows
\[
\langle \varphi_t - \bar{\varphi}_t, \psi \rangle + (\nabla(\rho_1 - \rho_2), \nabla \psi) + (\sigma \varphi - \bar{\varphi}, \psi) = (\nabla J^\star \varphi, \nabla \psi) + (u \varphi, \nabla \psi),
\]
for every $\psi \in V$ and almost everywhere in $(0, T)$. Choosing $\psi = A^{-1}(\varphi - \bar{\varphi})$, we obtain
\[
\frac{1}{2} \frac{d}{dt} \| \varphi - \bar{\varphi} \|_{-1}^2 + \sigma \| \varphi - \bar{\varphi} \|_{-1}^2 + (\rho_1 - \rho_2, \varphi - \bar{\varphi}) = (J^\star \varphi, \varphi - \bar{\varphi}) + (u \varphi, \nabla(A^{-1}(\varphi - \bar{\varphi}))). \tag{2.47}
\]

The convective term can be estimated as follows
\[
(u \varphi, \nabla(-\Delta)^{-1}(\varphi - \bar{\varphi})) \leq \| u \|_{L^\infty} \| \varphi \| \| \varphi - \bar{\varphi} \|_{-1} \leq c \| u \|_{L^\infty}^2 \| \varphi - \bar{\varphi} \|_{-1}^2 + \frac{c_0}{4} \| \varphi \| \tag{2.48}
\]
while the convolution term can be controlled in this way
\[
(J^\star \varphi, \varphi - \bar{\varphi}) \leq \frac{c_0}{4} \| \varphi \|^2 + c \| \varphi - \bar{\varphi} \|_{-1}.
\]
Furthermore, on account of (H2), we have
\[(\rho_1 - \rho_2, \varphi) = (a\varphi + F'(\varphi_1) - F'(\varphi_2), \varphi) \geq c_0 \|\varphi\|^2.\] (2.49)

On the other hand, recalling Remark 2.4, we have
\[(\rho_1 - \rho_2, \bar{\varphi}) = (a\varphi + F'(\varphi_1) - F'(\varphi_2), \bar{\varphi}) \leq |\bar{\varphi}| \left[ c + c \left( \int_\Omega F(\varphi_1) + \int_\Omega F(\varphi_2) \right) + \|a\| \|\varphi\| \right].\] (2.50)

Thus we infer the estimate
\[(\rho_1 - \rho_2, \bar{\varphi}) \leq |\bar{\varphi}| N + c_0 \varphi^2 + \frac{c_0}{4} \|\varphi\|^2 \leq N|\bar{\varphi}_0| + c_0 \varphi^2 + \frac{c_0}{4} \|\varphi\|^2.\]

Using (2.48)-(2.50), it follows from (2.47) that
\[\frac{d}{dt} \|\varphi - \bar{\varphi}\|_2^2 + \frac{c_0}{2} \|\varphi\|^2 \leq (N|\bar{\varphi}_0| + c_0 \varphi^2) + c\|u\|_{L^\infty}(\Omega) \|\varphi - \bar{\varphi}\|_2^2.\]

Also, we have
\[\frac{d}{dt} \bar{\varphi}^2 = 2\varphi \frac{d}{dt} \bar{\varphi} = -2\sigma \varphi^2 \leq 0.\]

Therefore we obtain
\[\frac{d}{dt} \left( \|\varphi - \bar{\varphi}\|_2^2 + \bar{\varphi}^2 \right) + \frac{c_0}{2} \|\varphi\|^2 \leq c(1 + \|u\|_{L^\infty}(\Omega)) \left( \bar{\varphi}^2 + \|\varphi - \bar{\varphi}\|_2^2 \right) + N|\bar{\varphi}_0|\]

and Gronwall’s lemma entails the continuous dependence estimate
\[\|\varphi - \bar{\varphi}\|_2^2 + \varphi^2 \leq (\varphi_0^2 + \|\varphi_0 - \bar{\varphi}_0\|_2^2 + N|\bar{\varphi}_0|) e^{cT}\]

which provides uniqueness.

3 Nonlocal CHBEG equation: well-posedness of (1.9)

Here we generalize Theorem 2.1 to problem (1.9). We use a fixed point theorem. Uniqueness is proven under stronger assumptions on $F$.

3.1 Assumptions and statements

In addition to (H1)-(H5) and (H8) we assume the following:

(I6) $\lambda \in L^\infty(\Omega)$ is a non-negative function and $\lambda^* = \|\lambda\|_{L^\infty(\Omega)}$.

(I7) $h \in L^2(\Omega)$. 

**Definition 3.1.** Let $\varphi_0 \in H$ such that $F(\varphi_0) \in L^1(\Omega)$ and $T > 0$ be given. Then $\varphi$ is a weak solution to problem (1.9) on $[0,T]$ corresponding to $\varphi_0$ if:

\[\varphi \in L^\infty(0,T;H) \cap L^2(0,T;V), \quad \varphi_t \in L^2(0,T;V');\]

\[\mu = a \varphi - J * \varphi + F'(\varphi) \in L^2(0,T;V),\]

and

\[\langle \varphi_t, \psi \rangle + (\nabla \rho, \nabla \psi) + (\lambda(\varphi - h), \psi) = (\nabla J * \varphi, \nabla \psi) + (u \varphi, \nabla \psi) + \langle g, \psi \rangle;\]

for every $\psi \in V$ and for almost any $t \in (0,T)$. Here $\rho$ is given by (2.2).

**Remark 3.1.** Observe that, thanks to hypotheses (H8) and (I6)-(I7), if $\phi \in L^2(0,T;H)$ then $g - \lambda(\phi - h) \in L^2(0,T;V')$.

We are now ready to state the existence theorem:

**Theorem 3.1.** Let $\varphi_0 \in H$ such that $F(\varphi_0) \in L^1(\Omega)$ and suppose (H0)-(H5), (H8), (I6)-(I7) are satisfied. Then, for every given $T > 0$, there exists a weak solution $\varphi$ to problem (1.9) on $[0,T]$ corresponding to $\varphi_0$. Furthermore, $F(\varphi) \in L^\infty(0,T;L^1(\Omega))$ and the following energy equality holds for almost any $t \in (0,T)$:

\[\frac{d}{dt}E(\varphi(t)) + \|\nabla \mu\|^2 + (\lambda(\varphi - h), \mu) = (u \varphi, \nabla \mu) + \langle g, \mu \rangle,\]

where $E$ is defined by (2.5).

We are able to prove uniqueness of weak solutions under stronger assumptions on $F$; namely,

(I8) There exist $c_6 > 0$ and $c_7 \geq 0$ such that

\[F(s) \geq c_6 s^4 - c_7, \quad \forall s \in \mathbb{R}.\]

Furthermore, we require the existence of a constant $c_8 \geq 0$ such that

\[|F'(s) - F'(r)| \leq c_8 (1 + s^2 + r^2)|s - r|, \quad \forall s, r \in \mathbb{R}.\]

**Remark 3.2.** It is easy to show that (I8) implies (H3). Moreover, it is straightforward to check that (I8) is satisfied by the standard double well potential (1.2) used in [6] (see also [7] and [15]).

We have:

**Theorem 3.2.** Let $\varphi_{i,0} \in H$ such that $F(\varphi_{i,0}) \in L^1(\Omega)$, $i = 1,2$ and suppose that (H0)-(H2) and (H4)-(H5), (H8), (I6)-(I8) are satisfied. Then, for any given $T > 0$, denoting by $\varphi_i$ a weak solution to problem (1.9) on $[0,T]$ corresponding to $\varphi_{i,0}$, there exists a positive constant $N$ such that:

\[\|\varphi_1(t) - \varphi_2(t)\|_\#^2 \leq \|\varphi_{1,0} - \varphi_{2,0}\|_\#^2 e^{NT}, \quad \forall t \in (0,T).\]

**Remark 3.3.** Assumption (I8) implies that $\varphi \in L^\infty(0,T;L^4(\Omega))$.  
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3.2 Proof of Theorem 3.1

We employ the Schauder fixed point theorem in one of his many variants. Let us consider the following problem

\[
\begin{aligned}
\begin{cases}
\varphi_t - \Delta \mu + \nabla \cdot (u \varphi) = G(\phi) & \text{in } \Omega \times (0, T) \\
\mu = a \varphi - J * \varphi + F'(\varphi) & \text{in } \Omega \times (0, T) \\
\frac{\partial \mu}{\partial n} = 0, & \text{on } \partial \Omega \times (0, T) \\
\varphi(0) = \varphi_0, & \text{in } \Omega.
\end{cases}
\end{aligned}
\]

where \(G(\phi) = g(x) - \lambda(x)(\phi - h)\). For any given \(\phi \in L^2(0, T; H)\), Theorem 2.1 entails that there exists a unique weak solution \(\varphi \in L^2(0, T; V) \cap L^\infty(0, T; H)\) to (3.5) (just take \(\sigma = 0\)). Let \(X_T = L^2(0, T; H)\), set \(\Lambda(\varphi) := \varphi\) for all \(\varphi \in X_T\), and denote by \(B_R(T)\) the closed ball of \(X\) of radius \(R\) centered at 0.

3.2.1 \(\Lambda : B_R(T^*) \to B_R(T^*)\) for some \(T^* > 0\)

Here we show that there exists \(T^* > 0\) such that \(\Lambda : B_R(T^*) \to B_R(T^*)\). Suppose \(\phi \in B_R(T)\). Then the energy identity (2.6) gives

\[
\frac{d}{dt} E(\varphi(t)) + \|\nabla \mu\|^2 = (u \varphi, \nabla \mu) + \langle G(\phi), \mu \rangle.
\]

Adding and subtracting \(\bar{\mu}\) to \(\mu\) in the last term of the energy equality (3.6) yields

\[
(\lambda(x)(\phi - h), \mu) = (\lambda(x)(\phi - h), \mu - \bar{\mu}) + (\lambda(x)(\phi - h), \bar{\mu}).
\]

Observe now that

\[
(\lambda(x)(\phi - h), \mu - \bar{\mu}) \leq \lambda^* \|\mu - \bar{\mu}\| \|\phi - h\| \leq \lambda^* C_p^2 (\|\phi\|^2 + \|h\|^2) + \frac{1}{4} \|\nabla \mu\|^2,
\]

and (cf. (2.11))

\[
(\lambda(x)(\phi - h), \bar{\mu}) \leq \bar{\mu} \|\lambda\| \|\phi - h\| \leq c \|\lambda\| (\|\phi\| + \|h\|) \left( \int_\Omega F(\varphi) + 1 \right).
\]

Thus (3.7) and (3.8) yield

\[
(\lambda(x)(\phi - h), \mu) \leq c + c(\|\phi\|^2 + \|h\|^2) + \frac{1}{4} \|\nabla \mu\|^2 + c(\|\phi\| + \|h\|) \int_\Omega F(\varphi).
\]

Similarly, we have

\[
\langle g, \mu \rangle \leq c + g^2 + \frac{1}{4} \|\nabla \mu\|^2 + c \|g\|_{V^\prime} \int_\Omega F(\varphi).
\]
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By exploiting (2.16), on account of (3.9) and (3.10), we obtain from (3.6) the following inequality
\[
\frac{d}{dt} E(\varphi) + \frac{1}{4} \| \nabla \mu \|^2 \leq c + c \| \varphi \|^2 + c(\| \phi \| + \| h \| + \| g \| V) \left( 1 + \int_\Omega F(\varphi) \right).
\] (3.11)

Observe that
\[
E(\varphi_0) \leq c \| \varphi_0 \|^2 + \int_\Omega F(\varphi_0) \leq N.
\]
Furthermore, by arguing as in the proof of Theorem 2.1 to obtain (2.13), we know that (H3) entails that there is \( \alpha > 0 \) such that
\[
E(\varphi(t)) \geq \alpha \left( \| \varphi(t) \|^2 + \int_\Omega F(\varphi(t)) \right) - c.
\]
Thus, integrating (3.11) with respect to time between 0 and \( t \in (0, T) \), we get (cf. (I7) and (I8))
\[
\alpha \left( \| \varphi(t) \|^2 + \int_\Omega F(\varphi(t)) \right) + \int_0^t \frac{1}{4} \| \nabla \mu(\tau) \|^2 d\tau 
\leq M(1 + t) + c \int_0^t K(\tau) \left( \| \varphi(\tau) \|^2 + \int_\Omega F(\varphi(\tau)) \right) d\tau, \quad \forall t \in [0, T],
\]
where \( K = \max(1, \| \phi \| + \| h \| + \| g \| V) \) is such that
\[
\| K \|_{L^2(0,T)} \leq \max\{ \sqrt{T}, c\sqrt{T}(1 + R) \}.
\] (3.12)

Then, an application of the Gronwall lemma provides
\[
\alpha \left( \| \varphi(t) \|^2 + \int_\Omega F(\varphi(t)) \right) + \int_0^t \frac{1}{4} \| \nabla \mu(\tau) \|^2 d\tau \leq N(T + 1) \exp \left( \int_0^t K(\tau) \right) d\tau.
\]
Using (H3) once more to control \( F(\varphi) \), we end up with (cf. (3.12))
\[
\| \varphi(t) \|^2 \leq c + N(1 + T) \exp \left( \sqrt{T} \| K \|_{L^2(0,T)} \right), \quad \forall t \in [0, T],
\]
so that \( \Lambda : B_R(T^*) \to B_R(T^*) \) for some \( T^* > 0 \).

3.2.2 \( \Lambda \) is continuous and compact

Let \( \{ \phi_m \} \) be a bounded sequence in \( X_i^* \), and consider \( \varphi_m = \Lambda(\phi_m) \). Then, it is easy to prove that every \( \phi_m \) satisfies the energy equality (3.6) with \( G(\phi_m) \) and \( \mu_m = a \varphi_m + F'(\varphi_m) - J \ast \varphi_m \). Also, by arguing as in the previous subsection, we find that \( \phi_m \) also satisfies (3.11) for every \( m \in \mathbb{N} \). In particular, we have that
\[
\alpha \left( \| \varphi_m(t) \|^2 + \int_\Omega F(\varphi_m(t)) \right) + \frac{1}{4} \int_0^t \| \nabla \mu_m(\tau) \|^2 d\tau
\]
\[
N(1 + T^*) \exp \left( c \sqrt{T^*} \| K \|_{L^2(0,T^*)} \right) = N^*, \tag{3.13}
\]
where \( N \) is independent of \( m \).

As a direct consequence of (3.13), we have that
\[
\| \varphi_m \|_{L^\infty(0,T^*;H)} \leq N^*, \tag{3.14}
\]
\[
\| F(\varphi_m) \|_{L^\infty(0,T^*;L^1(\Omega))} \leq N^*,
\]
\[
\| \nabla \mu_m \|_{L^2(0,T^*;V)} \leq N^*
\]
for every \( m \in \mathbb{N} \). Thus, from (2.25), (2.27) and (2.28) we deduce
\[
\| \varphi_h \|_{L^2(0,T^*;V)} \leq N^*,
\]
\[
\| \mu_h \|_{L^2(0,T^*;V)} \leq N^*. \tag{3.15}
\]

Then, by comparison in the equation, we find
\[
\| \varphi_{m,t} \|_{L^2(0,T^*;V')} \leq N^*. \tag{3.16}
\]

From (3.14)-(3.16) we infer the existence of \( \mu \in L^2(0,T^*;V) \) and \( \varphi \in L^\infty(0,T^*;H) \cap L^2(0,T^*;V) \) with \( \varphi_t \in L^2(0,T^*;V') \), such that, for a non-relabeled subsequence, we have
\[
\varphi_m \rightharpoonup \varphi \text{ weakly* in } L^\infty(0,T^*;H),
\]
\[
\varphi_m \rightharpoonup \varphi \text{ weakly in } L^2(0,T^*;V),
\]
\[
\varphi_m \rightarrow \varphi \text{ strongly in } L^2(0,T^*;H) \text{ and a.e. in } \Omega \times (0,T^*),
\]
\[
\mu_m \rightharpoonup \mu \text{ weakly in } L^2(0,T^*;V),
\]
\[
\varphi_m \rightharpoonup \varphi_t \text{ weakly in } L^2(0,T^*;V').
\]

In particular, the strong convergence of \( \{ \varphi_m \} \) proves that \( \overline{\Lambda(B_R(T^*))} \) is compact in \( X_{T^*} \).

In order to prove the continuity of \( \Lambda \) we just assume that \( \{ \varphi_m \} \) converges to some \( \varphi \) in \( X_{T^*} \). Then, on account of the above bounds and of the uniqueness for problem (3.5), we have that \( \Lambda(\varphi_m) \) converges to \( \Lambda(\varphi) \). We can thus conclude that \( \Lambda \) has a fixed point \( \varphi \) which is a local weak solution.

### 3.2.3 The local solution \( \varphi \) is global

We know that \( \varphi \) satisfies the energy identity (3.3) on some maximal interval \( (0,T_0) \).

Observe now that (cf. (3.9) and (3.10))
\[
(u \varphi, \nabla \mu) \leq u^* \| \varphi \|^2 + \frac{1}{4} \| \nabla \mu \|^2, \tag{3.17}
\]
\[
\langle g, \mu \rangle \leq c + \| g \|^2_{V'} + \frac{1}{4} \| \nabla \mu \|^2 + c \| g \|_{V'} \int_{\Omega} F(\varphi), \tag{3.18}
\]

20
\[ (\lambda h, \mu) \leq c + c \int_{\Omega} F(\varphi) + \frac{1}{4}\|\nabla \mu\|^2. \]  

(3.19)

Furthermore, since (H2) implies (2.1), thanks to Remark 2.4 we get

\[ F'(\varphi) \varphi + \frac{a^*}{2} \varphi^2 \geq F(\varphi) - F(0) + \frac{a^*}{2} \varphi^2. \]  

(3.20)

On the other hand, we deduce from (3.20) that

\[ (\lambda \varphi, \mu) \geq (\lambda \varphi, a \varphi + F'(\varphi) - J * \varphi) \geq -c - c\|\varphi\|^2 - \lambda^* \int_{\Omega} F(\varphi). \]  

(3.21)

Then, integrating (3.3) with respect to time from 0 and \( t \in (0, T_0) \) and by exploiting (3.17), (3.18), (3.19) and (3.21), we obtain

\[ E(\varphi(t)) + \frac{1}{4} \int_{0}^{t} \|\nabla \mu(\tau)\|^2 d\tau \leq c t + E(\varphi_0) + \int_{0}^{t} \|g(\tau)\|^2 d\tau + c \int_{0}^{t} \|\varphi(\tau)\|^2 d\tau + c \int_{0}^{t} (1 + \|g(\tau)\|_{V'}) \int_{\Omega} F(\varphi(\tau)) d\tau. \]

This gives, on account of (I8), that \( T_0 = T \). In particular, note that \( F(\varphi) \in L^\infty(0, T; L^1(\Omega)) \).

### 3.3 Proof of Theorem 3.2

Consider two solutions, \( \varphi_1 \) and \( \varphi_2 \) to (1.9) with initial data \( \varphi_{1,0} \) and \( \varphi_{2,0} \), respectively. Set \( \varphi = \varphi_1 - \varphi_2 \), \( \mu_i = a \varphi_i + F'(\varphi_i) - J * \varphi_i \), \( i = 1, 2 \), and observe that

\[ \langle \varphi_t, \psi \rangle + \langle \nabla (\mu_1 - \mu_2), \nabla \psi \rangle + (\lambda \varphi, \psi) = (u \varphi, \nabla \psi), \]  

(3.22)

for any \( \psi \in V \) and almost everywhere in \( (0, T) \), with initial condition \( \varphi(0) = \varphi_{1,0} - \varphi_{2,0} \).

Taking \( \psi = 1 \), equation (3.22) yields

\[ \frac{d}{dt} \bar{\varphi} + \lambda \varphi = 0. \]

Therefore we have

\[ \langle \varphi_t - 2 \bar{\varphi}, \psi \rangle + \langle \nabla (\mu_1 - \mu_2), \nabla \psi \rangle + (\lambda \varphi - \lambda \bar{\varphi}, \psi) = (u \varphi, \nabla \psi). \]

Let us take \( \psi = A^{-1}(\varphi - \bar{\varphi}) \). This gives

\[ \frac{1}{2} \frac{d}{dt} \|\varphi - \bar{\varphi}\|^2 - (\mu_1 - \mu_2, \varphi - \bar{\varphi}) + (\lambda \varphi - \lambda \bar{\varphi}, A^{-1}(\varphi - \bar{\varphi})) = (u \varphi, \nabla (A^{-1}(\varphi - \bar{\varphi})). \]  

(3.23)

In order to estimate the reaction term we observe that

\[ (\lambda \varphi - \lambda \bar{\varphi}, A^{-1}(\varphi - \bar{\varphi})) = (\lambda \varphi, A^{-1}(\varphi - \bar{\varphi}) - A^{-1}(\varphi - \bar{\varphi})) \]
so that
\[(\lambda \varphi - \bar{\lambda} \bar{\varphi}, A^{-1}(\varphi - \bar{\varphi})) \leq \frac{c_0 \varphi}{8} \| \varphi \|^2 + c \| \varphi \|_{\#}^2.
\]

Furthermore, there holds
\[(a \varphi, \bar{\varphi}) \leq c \bar{\varphi}^2 + \frac{c_0 \varphi}{8} \| \varphi \|^2
\]
and, owing to (I8), we have
\[
(F'(\varphi_1) - F'(\varphi_2), \bar{\varphi}) \leq c_0 (\varphi_1 + \varphi_1^2 + \varphi_2^2, \bar{\varphi})
\]
\[
\leq \frac{c_0 \varphi}{8} \| \varphi \|^2 + c \bar{\varphi}^2 (1 + \| \varphi_1 \|_{L^4(\Omega)} + \| \varphi_2 \|_{L^4(\Omega)}).
\]

Assumption (I8) also entails \( \varphi_i \in L^\infty(0, T; L^4(\Omega)), i = 1, 2 \). Thus we obtain
\[
(F'(\varphi_1) - F'(\varphi_2), \bar{\varphi}) \leq N \bar{\varphi} \| \varphi \| \leq N \bar{\varphi}^2 + \frac{c_0 \varphi}{8} \| \varphi \|^2.
\] (3.24)

Collecting (2.48)-(2.49) and (3.23)-(3.24), we get
\[
\frac{1}{2} \frac{d}{dt} \| \varphi - \bar{\varphi} \|_{-1}^2 + \frac{c_0}{2} \| \varphi \|^2 \leq N (\| \varphi - \bar{\varphi} \|_{-1}^2 + \bar{\varphi}^2).
\] (3.25)

Besides we have that
\[
\frac{d}{dt} \bar{\varphi}^2 = 2 \bar{\varphi} \frac{d}{dt} \bar{\varphi} \leq 2 \bar{\varphi} \int_{\Omega} \lambda \varphi \leq \frac{c_0 \varphi}{8} \| \varphi \|^2 + c \bar{\varphi}^2.
\] (3.26)

We add now (3.26) to (3.25) and we find
\[
\frac{d}{dt} (\| \varphi - \bar{\varphi} \|_{-1}^2 + \bar{\varphi}^2) \leq N (\| \varphi - \bar{\varphi} \|_{-1}^2 + \bar{\varphi}^2)
\]
so that Gronwall’s lemma yields (3.4).

4 Nonlocal CHO equation: the global attractor

Let us take \( g = 0 \) for the sake of simplicity and suppose that hypotheses (H0)-(H2) and (H4), (H6)-(H7) hold. Furthermore, replace (H3) and (H5) by, respectively

(H9) There exist \( c_9 > 0, c_{10} > 0 \) and \( q > 0 \) such that
\[
F''(s) + a(x) \geq c_9 |s|^q - c_{10}, \quad \forall s \in \mathbb{R}, \text{ a.e. } x \in \Omega;
\]

(H10) \( u \in (L^\infty(\Omega) \cap H^1_0(\Omega))^d \).

Then, on account of Theorem 2.1 and Proposition 2.1, for any \( \varphi_0 \in L^2(\Omega) \) such that \( F(\varphi_0) \in L^1(\Omega) \), there exists a unique global weak solution \( \varphi \). As a consequence we can define a semigroup on a suitable phase space.
More precisely, we define
\[ Y := \{ \varphi \in H : F(\varphi) \in L^1(\Omega) \}, \]
and we equip it with the distance
\[ d(\varphi_1, \varphi_2) = \|\varphi_1 - \varphi_2\| + \left| \int_\Omega F(\varphi_1) - \int_\Omega F(\varphi_2) \right|^{\frac{1}{2}}. \] (4.1)

Then, for any \( \varphi_0 \in Y \), we set
\[ \varphi(t) := S(t)\varphi_0, \]
\( \varphi \) being the unique global solution to (1.8).

We will show that the dynamical system \((Y, S(t))\) is dissipative, that is, it has a bounded absorbing set. Then, following the strategy outlined in [24], we prove that the same system has the (connected) global attractor.

### 4.1 Bounded absorbing sets

**Proposition 4.1.** Let (H0)-(H2), (H4), (H6)-(H7), (H9)-(H10) hold. Then \((Y, S(t))\) has a bounded absorbing set.

**Proof.** We adapt [18, proof of Corollary 2]. By exploiting (2.15), (2.16), (2.19) and (2.20) in the energy equality (2.6) (with \( g = 0 \)), we obtain
\[ \frac{d}{dt} E(\varphi(t)) + \frac{1}{2} \|\nabla \mu\|^2 \leq C_1 \|\varphi\|^2 + C_2 \int_\Omega F(\varphi) + C_3 \] (4.2)

Observe that
\[ (C_2 + 1)(\mu, \varphi - \bar{\varphi}) = (C_2 + 1)(\mu - \bar{\mu}, \varphi) \leq \frac{1}{4} \|\nabla \mu\|^2 + C_2^2 (C_2 + 1)^2 \|\varphi\|^2. \] (4.3)

On the other hand, taking \( \psi = 1 \) in (2.3), we get
\[ \frac{d}{dt} \bar{\varphi} + \sigma \bar{\varphi} = \sigma \bar{\varphi}^*. \]

Therefore, recalling Remark 2.2, we deduce that for every bounded set \( B \) of \( Y \) there exists \( t_0 = t_0(B) \geq 0 \) and a positive constant \( c_B \) such that
\[ F(\bar{\varphi}) + \frac{a^*}{2} \|\varphi - \bar{\varphi}\|^2 \leq a^* \|\varphi\|^2 + c_B, \quad \forall t \leq t_0, \] (4.4)
\[ F(\bar{\varphi}) + \frac{a^*}{2} \|\varphi - \bar{\varphi}\|^2 \leq a^* \|\varphi\|^2 + C_4, \quad \forall t > t_0. \] (4.5)

Then, on account of Remark 2.4 using (4.4)-(4.5) we get
\[ \int_\Omega F'(\varphi)(\varphi - \bar{\varphi}) \geq \int_\Omega F(\varphi) - \int_\Omega F(\bar{\varphi}) - \frac{a^*}{2} \|\varphi - \bar{\varphi}\|^2 \geq \int_\Omega F(\varphi) - a^* \|\varphi\|^2 - \mathcal{H}(t), \]
where $\mathcal{H}(t) = C_B$ for all $t \in [0, t_0]$ and $\mathcal{H}(t) = C_4$ for all $t > t_0$. Therefore we have

\[(C_2 + 1)(\mu, \varphi - \tilde{\varphi}) \geq \frac{1}{2}\mathcal{E}(\varphi(t)) + \left( C_2 + \frac{1}{2} \right) \int_{\Omega} F(\varphi) - C_5(\|\varphi\|^2 + \mathcal{H}(t)). \tag{4.6} \]

By putting together (4.3) and (4.6) we obtain

\[\frac{1}{2}\mathcal{E}(\varphi(t)) + C_2 \int_{\Omega} F(\varphi) + \frac{1}{2} \int_{\Omega} F(\varphi) \leq \frac{1}{4} \|
abla \mu\|^2 + C_5(\|\varphi\|^2 + \mathcal{H}(t)). \]

Then, on account of (H9), we find

\[\frac{1}{4} \|
abla \mu\|^2 + C_6(1 + \mathcal{H}(t)) \geq \frac{1}{2} \mathcal{E}(\varphi(t)) + C_2 \int_{\Omega} F(\varphi) + \frac{C_{10}}{2} \int_{\Omega} |\varphi|^{2+2q} - C_7\|\varphi\|^2 \]

so that

\[\frac{1}{4} \|
abla \mu\|^2 + C_8(1 + \mathcal{H}(t)) \geq C_2 \int_{\Omega} F(\varphi) + \frac{1}{2} \mathcal{E}(\varphi(t)) + C_8\|\varphi\|^2 + \frac{C_{10}}{4} \int_{\Omega} |\varphi|^{2+2q} \tag{4.7} \]

Finally, we combine (4.2) with (4.7) and obtain

\[\frac{d}{dt} \mathcal{E}(\varphi(t)) + \frac{1}{2} \mathcal{E}(\varphi(t)) \leq C_9(1 + \mathcal{H}(t)). \tag{4.8} \]

Then the thesis follows from Gronwall’s lemma applied for $t \geq t_0$.

Remark 4.1. From (2.13), (4.8) and (H9) we also deduce that $\varphi \in L^\infty(0, +\infty; L^{2+2q}(\Omega))$.

4.2 Global attractor

Theorem 4.1. Let (H0)-(H2), (H4), (H6)-(H7), (H9)-(H10) hold. Then $(\mathcal{Y}, S(t))$ has a (connected) global attractor.

Proof. Recalling [24] and taking Proposition 4.1 into account, we can show that $S(t)$ is an eventually bounded semiflow in the sense of [3]. Therefore, we just need to prove that it is compact (see Ball’s result [3] reported in [24, Theorem 2]).

Let $\{\varphi_j(0)\}_j$ be a bounded sequence in $\mathcal{Y}_m$. Observe that, by definition of $S(t)$, every $\varphi_j(t) := S(t)\varphi(0)$ satisfies the energy inequality (1.1). If we integrate it with respect to time between 0 and $t \in (0, T)$ with $T$ generic, and use (2.13), thanks to the Gronwall lemma we obtain the bounds (2.22)-(2.24). Besides, arguing as in the previous sections and using (2.25), (2.27), (2.28), we deduce the further bounds (2.20), (2.22) and (2.33). Therefore, we can find $\varphi, \mu, \tilde{\rho}, \rho$ which satisfy (2.35) and (2.36) such that, for non relabeled subsequences, convergences (2.37)-(2.40) and (2.43) hold. We can now follow [24, Proof of Theorem 3] to show that

\[\tilde{\mathcal{E}}(\varphi_j(t)) \to \tilde{\mathcal{E}}(\varphi(t)), \quad \text{a.e.} \ t > 0\]
where
\[ \tilde{E}(\varphi(t)) := E(\varphi(t)) - \int_0^t (u\varphi, \nabla \mu) + \sigma \int_0^t (\varphi - \bar{\varphi}^*, \mu). \]

Since \( t \mapsto \tilde{E}(\varphi_j(t)) \) and \( t \mapsto \tilde{E}(\varphi_j(t)) \) are nonincreasing in time and continuous on \([0, +\infty)\), we obtain \( \tilde{E}(\varphi_j(t)) \rightarrow \tilde{E}(\varphi(t)), \forall t > 0 \) which yields \( E(\varphi_j(t)) \rightarrow E(\varphi(t)) \), for all \( t > 0 \) so that \( \varphi_j(t) \rightarrow \varphi(t) \) strongly in \( \mathcal{Y} \), for all \( t > 0 \). Thus the dynamical system has a global attractor.

Finally, observe that, for every \( t \in [0, 1] \), \( \psi \in \mathcal{Y} \) we have
\[
[d(0, t\psi)]^2 \leq 2t^2 \|u\|^2 + 2 \int_\Omega F(t\psi) - \int_\Omega F(0) \leq 2c + 2t^2 \|\psi\|^2 + 2 \int_\Omega F(t\psi) + 2 \int_\Omega F(0)
\]
and, thanks to Remark 2.1 we obtain
\[
[d(0, t\psi)]^2 \leq 2c + 2t(t + a^*/2) \|\psi\|^2 + 2t \int_\Omega F(u) - \int_\Omega F(0) + 4 |F(0)|.
\]
This implies that \( \mathcal{Y} \) is connected. Hence the global attractor is also connected (see [3, Corollary 4.3]).

5 Nonlocal CHBEG equation: the global attractor

Here we show that problem (1.9) can also be viewed as a dissipative dynamical system which possesses a connected global attractor.

Let us assume that assumptions (H0)-(H1), (I6)-(I7) and (H10). Then take \( g = 0 \) for the sake of simplicity and set

(I9) \( F(s) := \frac{1}{4}(s^2 - 1)^2 \).

(I10) \( u \in ((L^\infty(\Omega) \cap H^1_0(\Omega))^d \) such that \( \nabla \cdot u \in L^\infty(\Omega) \).

These further restrictions are due to the peculiar difficulty of this equation, that is, the uniform control of \( |\bar{\varphi}(t)| \) (see [15] for the local case). Indeed, the time dependent average cannot be easily controlled by \( |\bar{\varphi}(0)| \) as in the case of CHO equation. Clearly (I9) entails (H2)-(H4) and (I8). Such assumptions ensures that for any \( \varphi_0 \in \mathcal{Y} \), where
\[
\mathcal{Y} := \{ \varphi \in H : F(\varphi) \in L^1(\Omega) \},
\]
there is a unique global weak solution \( \varphi \) owing to Theorems 3.1 and 3.2. Thus we can define a semigroup \( S(t) : \mathcal{Y} \rightarrow \mathcal{Y} \) by setting \( \varphi(t) := S(t)\varphi_0 \). Here \( \mathcal{Y} \) is equipped with the metric (4.1).

As in the previous section, we will show that the dynamical system \( (\mathcal{Y}, S(t)) \) has a bounded absorbing set. Then, the same argument used to prove Theorem 4.1 will lead to the existence of the (connected) global attractor. However, a crucial preliminary step is the uniform (dissipative) bound of \( |\bar{\varphi}(t)| \) for all \( t > 0 \).
5.1 Dissipative bound for $|\bar{\varphi}(t)|$

In this section we extend the approach devised in [13] for the local CHBEG equation to prove the following:

**Proposition 5.1.** Let (H0)-(H1), (I6)-(I7), (I9)-(I10) hold. If $\|\varphi_0\| \leq R$, then there exist $c_R$ and $C_{10}$ such that

$$|\bar{\varphi}(t)| \leq c_R e^{-ct} + C_{10}, \quad \forall t \geq 0.$$  \hspace{1cm} (5.1)

**Proof.** Choosing $\psi = 1$ in (3.2) with $g = 0$ we find (cf. (3.1))

$$\frac{d}{dt} \bar{\varphi} + \lambda (\varphi - g) = 0.$$ \hspace{1cm} (5.2)

Then, let us multiply (5.2) by $\psi \in V$, integrate over $\Omega$ and subtract it to (3.2). This gives

$$\langle \varphi_t - \bar{\varphi}_t, \psi \rangle + \langle \nabla \mu, \nabla \psi \rangle + (\lambda (\varphi - h) - \bar{\lambda} (\varphi - g), \psi) = (\varphi u, \nabla \psi).$$ \hspace{1cm} (5.3)

On the other hand, since $a\bar{\varphi} - J * \bar{\varphi} = 0$, we have

$$(\mu, \varphi - \bar{\varphi}) = (a(\varphi - \bar{\varphi}) - J * (\varphi - \bar{\varphi}) + F'(\varphi), \varphi - \bar{\varphi}) \geq (F'(\varphi), \varphi - \bar{\varphi}) - c\|\varphi - \bar{\varphi}\|^2.$$ \hspace{1cm} (5.4)

Besides, following [13], we get

$$(F'(\varphi), \varphi - \bar{\varphi}) = (F'(\varphi) - F'(\bar{\varphi}), \varphi - \bar{\varphi}) \geq c_K \int_{\Omega} ((\varphi - \bar{\varphi})^4 + (\varphi - \bar{\varphi})^2 \bar{\varphi}^2) - c\|\varphi - \bar{\varphi}\|^2.$$ \hspace{1cm} (5.5)

Thus (5.4) yields

$$(\mu, \varphi - \bar{\varphi}) \geq C_{11} \int_{\Omega} ((\varphi - \bar{\varphi})^4 + (\varphi - \bar{\varphi})^2 \bar{\varphi}^2) - c\|\varphi - \bar{\varphi}\|^2.$$ \hspace{1cm} (5.6)

By arguing as in the proof of Corollary 3.2 we find

$$(\lambda (\varphi - g) - \bar{\lambda} (\varphi - g), (-\Delta)^{-1}(\varphi - \bar{\varphi})) \leq 2\|\varphi - \bar{\varphi}\|^2 + c|\varphi - \bar{\varphi}|\|\varphi - \bar{\varphi}\| + c.$$ \hspace{1cm} (5.7)

Besides, we have

$$(w\varphi, \nabla (-\Delta)^{-1}(\varphi - \bar{\varphi})) \leq c\|\varphi\|\|\varphi - \bar{\varphi}\| \leq c\|\varphi - \bar{\varphi}\|^2 + c|\varphi||\varphi - \bar{\varphi}|.$$ \hspace{1cm} (5.8)

Let us now choose $\psi = (-\Delta)^{-1}(\varphi - \bar{\varphi})$ in (5.3) and exploit (5.5)-(5.6). We obtain

$$\frac{1}{2} \frac{d}{dt} \|\varphi - \bar{\varphi}\|^2 + C_{12} \int_{\Omega} ((\varphi - \bar{\varphi})^4 + (\varphi - \bar{\varphi})^2 \bar{\varphi}^2) \leq c\|\varphi - \bar{\varphi}\|^2 + c|\varphi||\varphi - \bar{\varphi}| + c.$$ \hspace{1cm} (5.9)

Observe now that

$$\|\varphi - \bar{\varphi}\|^2 + \|\varphi - \bar{\varphi}\|^2 + c\|\varphi - \bar{\varphi}\|^2 + c|\varphi||\varphi - \bar{\varphi}| \leq \frac{C_{11}}{4} \int_{\Omega} ((\varphi - \bar{\varphi})^4 + (\varphi - \bar{\varphi})^2 \bar{\varphi}^2) + c.$$
Therefore we infer
\[
\frac{d}{dt} \|\varphi - \bar{\varphi}\|_{-1}^2 + \|\varphi - \bar{\varphi}\|_{-1}^2 + \|\varphi - \bar{\varphi}\|^2 + C_{12} \int_\Omega ((\varphi - \bar{\varphi})^4 + (\varphi - \bar{\varphi})^2 \bar{\varphi}^2) \leq C_{12} \quad (5.7)
\]
and using the Gronwall lemma, we deduce that
\[
\|\varphi - \bar{\varphi}\|_{-1}^2 \leq \|\varphi_0 - \bar{\varphi}_0\|_{-1}^2 e^{-t} + C_{12}.
\]

Let \( R > 0 \). Then we can find \( t_0(R) > 0 \) such that for all \( \varphi_0 \) such that \( \|\varphi_0\| \leq R \) there holds
\[
S(t) \varphi_0 \in B_0 := \{ \psi \in V' : \|\psi - \bar{\psi}\|_{-1}^2 \leq 2C_{12} \}, \quad \forall t \geq t_0.
\]
By integrating (5.7) with respect to time between \( t \geq t_0 \) and \( t + 1 \), we get
\[
\begin{align*}
\int_t^{t+1} \int_\Omega ((\varphi - \bar{\varphi})^4 + (\varphi - \bar{\varphi})^2 \bar{\varphi}^2) &\leq C_{13} \quad (5.8) \\
\int_t^{t+1} \|\varphi - \bar{\varphi}\|^2 &\leq C_{13}. \quad (5.9)
\end{align*}
\]
Choose now \( \psi = \varphi - \bar{\varphi} \) in (5.3). This gives
\[
\frac{1}{2} \frac{d}{dt} \|\varphi - \bar{\varphi}\|^2 + (\nabla \mu, \nabla (\varphi - \bar{\varphi})) + (\lambda(\varphi - h) - \bar{\lambda}(\varphi - h), \varphi - \bar{\varphi}) = (\varphi u, \nabla (\varphi - \bar{\varphi})). \quad (5.10)
\]
Since \( a \bar{\varphi} - J * \bar{\varphi} = 0 \), thanks to (H2) and Young’s lemma, we have
\[
(\nabla \mu, \nabla (\varphi - \bar{\varphi})) = (F''(\varphi) \nabla \varphi + a \nabla \varphi + (\varphi - \bar{\varphi}) \nabla a - \nabla J * (\varphi - \bar{\varphi}), \nabla \varphi) \\
\geq c_0 \|\nabla \varphi\|^2 - c \|\nabla \varphi\| \|\varphi - \bar{\varphi}\| \geq \frac{3c_0}{4} \|\nabla \varphi\|^2 - c \|\varphi - \bar{\varphi}\|^2. \quad (5.11)
\]

Besides, there holds
\[
(\lambda(\varphi - h) - \bar{\lambda}(\varphi - h), \varphi - \bar{\varphi}) \leq c + \lambda^* (\|\varphi - \bar{\varphi}\|^2 + \|\varphi - \bar{\varphi}\| \|\bar{\varphi}\|).
\]
Observing now that
\[
(\varphi u, \nabla (\varphi - \bar{\varphi})) = -(\nabla \cdot (\varphi u), \varphi - \bar{\varphi}) = -(u \cdot \nabla \varphi, \varphi - \bar{\varphi}) - (\varphi \nabla \cdot u, \varphi - \bar{\varphi}),
\]
and recalling (I10), we obtain
\[
(\varphi u, \nabla (\varphi - \bar{\varphi})) \leq c \|\varphi - \bar{\varphi}\|^2 + \frac{c_0}{4} \|\nabla \varphi\|^2 + c |\bar{\varphi}| \|\varphi - \bar{\varphi}\|. \quad (5.12)
\]
Taking (5.11)–(5.12) into account, from (5.10) we deduce
\[
\frac{d}{dt} \|\varphi - \bar{\varphi}\|^2 + c_0 \|\nabla \varphi\|^2 \leq c \|\varphi - \bar{\varphi}\|^2 + c |\bar{\varphi}| \|\varphi - \bar{\varphi}\| \leq c + c \int_\Omega ((\varphi - \bar{\varphi})^4 + (\varphi - \bar{\varphi})^2 \bar{\varphi}^2). \quad (5.13)
\]
Then, by means of the uniform Gronwall lemma, on account of (5.8) and (5.9), we find
\[
\| (\varphi - \bar{\varphi})(t) \|^2 \leq C_{14}, \quad \forall t \geq t_0 + 1.
\] (5.14)

Furthermore, by integrating inequality (5.13) with respect to time between 0 and \( t \leq t_0 + 1 \), we get
\[
\| (\varphi - \bar{\varphi})(t) \|^2 \leq C_{15} \left( 1 + \int_0^t \int_\Omega \left( (\varphi - \bar{\varphi})^4 + (\varphi - \bar{\varphi})^2 \bar{\varphi}^2 \right) \right)
\]
and thanks to (5.7) we are led to
\[
\| (\varphi - \bar{\varphi})(t) \|^2 \leq c_R, \quad \forall t \leq t_0 + 1.
\] (5.15)

We are now ready to recover an estimate for \( \bar{\varphi} \). Let us rewrite equation (5.2) as
\[
\frac{d}{dt} \bar{\varphi} + \bar{\lambda} \bar{\varphi} = -\bar{\lambda} (\varphi - \bar{\varphi} - h),
\]
so that
\[
\bar{\varphi}(t) = e^{-\bar{\lambda}t} \bar{\varphi}_0 - e^{-\bar{\lambda}t} \int_0^t e^{\bar{\lambda}s} \int_\Omega (\varphi - \bar{\varphi} - h) \, ds,
\]
and
\[
|\bar{\varphi}(t)| \leq e^{-\bar{\lambda}t} |\bar{\varphi}_0| + e^{-\bar{\lambda}t} \int_0^t e^{\bar{\lambda}s} \int_\Omega |\varphi - \bar{\varphi} - h| \, ds.
\] (5.16)

On the other hand, we have
\[
\int_0^t e^{\bar{\lambda}s} \int_\Omega |\varphi - \bar{\varphi} - h| \, ds \leq \lambda^* |\Omega|^{\frac{1}{2}} \int_0^t e^{\bar{\lambda}s} \int_\Omega \left( \| \varphi - \bar{\varphi} \| \right) \, ds + \frac{\lambda^* |\Omega|^{\frac{1}{2}}}{\bar{\lambda}} e^{\bar{\lambda}t} \| h \|.
\]
Thus from (5.16) we infer
\[
|\bar{\varphi}(t)| \leq e^{-\bar{\lambda}t} |\bar{\varphi}_0| + C_{16} + e^{-\bar{\lambda}t} \lambda^* |\Omega|^{\frac{1}{2}} \int_0^t e^{\bar{\lambda}s} \| \varphi - \bar{\varphi} \| \, ds.
\] (5.17)

Finally, for \( t \geq t_0 + 1 \), we can use (5.14) and (5.15) to control the last term of the above inequality
\[
e^{-\bar{\lambda}t} \lambda^* |\Omega|^{\frac{1}{2}} \int_0^t e^{\bar{\lambda}s} \| \varphi - \bar{\varphi} \| \, ds = e^{-\bar{\lambda}t} \lambda^* |\Omega|^{\frac{1}{2}} \int_0^{t_0+1} e^{\bar{\lambda}s} \| \varphi - \bar{\varphi} \| \, ds
\]
\[
+ e^{-\bar{\lambda}t} \lambda^* |\Omega|^{\frac{1}{2}} \int_{t_0+1}^t e^{\bar{\lambda}s} \| \varphi - \bar{\varphi} \| \, ds \leq \lambda^* |\Omega|^{\frac{1}{2}} c_R e^{-\bar{\lambda}(t-(t_0+1))} + C_{17}.
\] (5.18)

Therefore, from (5.17) and (5.18) we deduce (5.1).
5.2 Bounded absorbing sets and the global attractor

Thanks to Proposition 5.1 and arguing as in the proof of Proposition 4.1 we can prove the following

**Proposition 5.2.** Let (H0)-(H1), (I6)-(I7), (I9)-(I10) hold. Then \((\mathcal{Y}, S(t))\) has a bounded absorbing set.

Finally, adapting the proof of Theorem 4.1, we get

**Theorem 5.1.** Let the assumptions of Proposition 5.2 hold. Then \((\mathcal{Y}, S(t))\) has the (connected) global attractor.

References

[1] A.C. Aristotelous, O. Karakashian, S.M. Wise, *A mixed discontinuous Galerkin, convex splitting scheme for a modified Cahn-Hilliard equation and an efficient nonlinear multigrid solver*. Discrete Contin. Dyn. Syst. Ser. B 18 (2013), 2211-2238.

[2] M. Bahiana, Y. Oono, *Cell dynamical system approach to block copolymers*. Phys. Rev. A 41 (1990), 6763-6771.

[3] J.M. Ball, *Continuity properties and global attractors of generalized semiflows and the Navier-Stokes equation*. J. Nonlinear Sci. 7 (1997), 475-502 (Erratum, J. Nonlinear Sci. 8 (1998), 233).

[4] P.W. Bates, J. Han, *The Neumann boundary problem for a nonlocal Cahn-Hilliard equation*. J. Differential Equations 212 (2005), 235-277.

[5] P.W. Bates, J. Han, *The Dirichlet boundary problem for a nonlocal Cahn-Hilliard equation*. J. Math. Anal. Appl. 311 (2005), 289-312.

[6] A.L. Bertozzi, S. Esedoḡlu, A. Gillette, *Inpainting of binary images using the Cahn-Hilliard equation*. IEEE Trans. Image Process. 16 (2007), 285-291.

[7] A.L. Bertozzi, S. Esedoḡlu, A. Gillette, *Analysis of a two-scale Cahn-Hilliard model for binary image inpainting*. Multiscale Model. Simul. 6 (2007), 913-936.

[8] S. Bosia, M. Grasselli, A. Miranville, *On the longtime behavior of a 2D hydrodynamic model for chemically reacting binary fluid mixtures*. Math. Methods Appl. Sci. 37 (2014), 726-743.

[9] J.W. Cahn, J.E. Hilliard, *Free energy of a nonuniform system. I. Interfacial free energy*. J. Chem. Phys. 28 (1958), 258-267.
[10] J.W. Cahn, *On spinodal decomposition*. Acta Met. 9 (1961), 795-801.

[11] R. Choksi, M.A. Peletier, J.F. Williams, *On the phase diagram for microphase separation of diblock copolymers: an approach via a nonlocal Cahn-Hilliard functional*. SIAM J. Appl. Math. 69 (2009), 1712-1738.

[12] R. Choksi, *Scaling laws in microphase separation of diblock copolymers*. J. Nonlinear Sci. 11 (2001), 223-236.

[13] R. Choksi, X. Ren, *On the derivation of a density functional theory for microphase separation of diblock copolymers*. J. Stat. Phys. 113 (2003), 151-176.

[14] R. Choksi, M. Maras, J.F. Williams, *2D phase diagram for minimizers of a Cahn-Hilliard functional with long-range interactions*. SIAM J. Appl. Dyn. Syst. 10 (2011), 1344-1362.

[15] L. Cherfils, H. Fakih, A. Miranville, *Finite-dimensional attractors for the Bertozzi-Esedoglu-Gillette-Cahn-Hilliard equation in image inpainting*, submitted.

[16] L. Cherfils, A. Miranville, S. Zelik, *The Cahn-Hilliard equation with logarithmic potentials*. Milan J. Math. 79 (2011), 561-596.

[17] L. Cherfils, A. Miranville, S. Zelik, *On a generalized Cahn-Hilliard equation with biological applications*. Discrete Contin. Dyn. Syst. Ser. B, to appear.

[18] P. Colli, S. Frigeri, M. Grasselli, *Global existence of weak solutions to a nonlocal Cahn-Hilliard-Navier-Stokes system*. J. Math. Anal. Appl. 386 (2012), 428-444.

[19] A. Debussche, L. Dettori, *On the Cahn-Hilliard equation with a logarithmic free energy*. Nonlinear Anal. 24 (1995), 1491-1514.

[20] C.M. Elliott, S. Zheng, *On the Cahn-Hilliard Equation*. Arch. Ration. Mech. Anal. 96 (1986), 339-357.

[21] C. M. Elliott, H. Garcke, *On the Cahn-Hilliard equation with degenerate mobility*. SIAM J. Math. Anal. 27 (1996), 404-423.

[22] P.C. Fife, *Models for phase separation and their mathematics*. Electron. J. Differential Equations 48 (2000), 26 pp.

[23] S. Frigeri, C.G. Gal, M. Grasselli, *On nonlocal Cahn-Hilliard-Navier-Stokes systems in two dimensions*, submitted.

[24] S. Frigeri, M. Grasselli, *Global and trajectory attractors for a nonlocal Cahn-Hilliard-Navier-Stokes system*. J. Dynam. Differential Equations 24 (2012), 827-856.
[25] S. Frigeri, M. Grasselli, *Nonlocal Cahn-Hilliard-Navier-Stokes systems with singular potentials*. Dyn. Partial Differ. Equ. **9** (2012), 273-304.

[26] H. Gajewski, K. Zacharias, *On a nonlocal phase separation model*. J. Math. Anal. Appl. **286** (2003), 11-31.

[27] C.G. Gal, M. Grasselli, *Longtime behavior of nonlocal Cahn-Hilliard equations*. Discrete Contin. Dyn. Syst. **34** (2014), 145-179.

[28] G. Giacomin, J.L. Lebowitz, *Exact macroscopic description of phase segregation in model alloys with long range interactions*. Phys. Rev. Lett. **76** (1996), 1094-1097.

[29] G. Giacomin, J.L. Lebowitz, *Phase segregation dynamics in particle systems with long range interactions. I. Macroscopic limits*. J. Stat. Phys. **87** (1997), 37-61.

[30] G. Giacomin, J.L. Lebowitz, *Phase segregation dynamics in particle systems with long range interactions. II. Interface motion*. SIAM J. Appl. Math. **58** (1998), 1707-1729.

[31] S. C. Glotzer, E.A. Di Marzio, M. Muthukumar, *Reaction-controlled morphology of phase separating mixtures*. Phys. Rev. Lett. **74** (1995), 2034-2037.

[32] Y. Huo, H. Zhang, Y. Yang *Effects of reversible chemical reaction on morphology and domain growth of phase separating binary mixtures with viscosity difference*. Macromol. Theory Simul. **13** (2004), 280-289.

[33] Y. Huo, X. Jiang, H. Zhang, Y. Yang *Hydrodynamic effects on phase separation of binary mixtures with reversible chemical reaction*. J. Chem. Phys. **118** (2003), 9830-9837.

[34] T.P. Lodge, *Block copolymers: past successes and future challenges*. Macromol. Chem. Phys. **204** (2003), 265-273.

[35] S.-O. Londen, H. Petzeltová, *Regularity and separation from potential barriers for a non-local phase-field system*. J. Math. Anal. Appl. **379** (2011), 724-735.

[36] S.-O. Londen, H. Petzeltová, *Convergence of solutions of a non-local phase-field system*. J. Math. Anal. Appl. **379** (2011), 724-735.

[37] P. Mansky, P. Chaikin, E.L. Thomas, *Monolayer films of diblock copolymer microdomains for nanolithographic applications*. J. Mater. Sci. **30** (1995), 1987-1992.

[38] A. Miranville, S. Zelik, *Attractors for dissipative partial differential equations in bounded and unbounded domains*. Handbook of differential equations: evolutionary equations. Vol. IV, 103-200, Handb. Differ. Equ., Elsevier/North-Holland, Amsterdam, 2008.
[39] A. Miranville, *Asymptotic behavior of the Cahn-Hilliard-Oono equation*. J. Appl. Anal. Comput. 1 (2011), 523-536.

[40] A. Miranville, *Asymptotic behaviour of a generalized Cahn-Hilliard equation with a proliferation term*. Appl. Anal. 92 (2013), 1308-1321.

[41] C.B. Muratov, *Droplet Phases in Non-local Ginzburg-Landau Models with Coulomb Repulsion in two Dimensions*. Comm. Math. Phys. 299 (2010), 45-87.

[42] C.B. Muratov, *Theory of domain patterns in systems with long-range interactions of Coulomb type*. Phys. Rev. E 66 (2002), 066108, 25 pp.

[43] B. Nicolaenko, B. Scheurer, R. Temam, *Some global dynamical properties of a class of pattern formation equations*. Comm. Partial Differential Equations 14 (1989), 245-297.

[44] Y. Nishiura, I. Ohnishi, *Some mathematical aspects of the microphase separation in diblock copolymers*. Phys. D 84 (1995), 31-39.

[45] A. Novick-Cohen, *The Cahn-Hilliard equation: mathematical and modeling perspectives*. Adv. Math. Sci. Appl. 8 (1998), 965-985.

[46] A. Novick-Cohen, *The Cahn-Hilliard equation*. Handbook of differential equations: evolutionary equations. Vol. IV, 201-228, Handb. Differ. Equ., Elsevier/North-Holland, Amsterdam, 2008.

[47] T. Ohta, K. Kawasaki, *Equilibrium morphology of block copolymer melts*. Macromolecules 19 (1986), 2621-2632.

[48] Y. Oono, S. Puri, *Computationally Efficient Modeling of Ordering of Quenched Phases*. Phys. Rev. Lett. 58 (1987), 836-839.

[49] G. Schimperna, *Global attractors for Cahn-Hilliard equations with nonconstant mobility*. Nonlinearity 20 (2007), 2365-2387.

[50] S. Villain Guillot, *1D Cahn-Hilliard equation for modulated phase systems*. J. Phys. A 43 (2010).

[51] S. Walheim, E. Schaeffer, J. Mlynek, U. Steiner, *Nanophase-separated polymer films as high-performance antireflection coatings*. Science 283 (1999), 520-522.

[52] S. Zheng, *Asymptotic behavior of solution to the Cahn-Hilliard equation*. Appl. Anal. 23 (1986), 165-184.