OBSTRUCTIONS FOR BOUNDED BRANCH-DEPTH IN MATROIDS
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Abstract. DeVos, Kwon, and Oum introduced the concept of branch-depth of matroids as a natural analogue of tree-depth of graphs. They conjectured that a matroid of sufficiently large branch-depth contains the uniform matroid $U_{n,2n}$ or the cycle matroid of a large fan graph as a minor. We prove that matroids with sufficiently large branch-depth either contain the cycle matroid of a large fan graph as a minor or have large branch-width. As a corollary, we prove their conjecture for matroids representable over a fixed finite field and quasi-graphic matroids, where the uniform matroid is not an option.

§1. Introduction

Motivated by the notion of tree-depth of graphs, DeVos, Kwon, and Oum [3] introduced the branch-depth of a matroid $M$ as follows. Recall that the connectivity function $\lambda_M$ of a matroid $M$ is defined as $\lambda_M(X) = r(X) + r(E(M) \setminus X) - r(E(M))$, where $r$ is the rank function of $M$. A decomposition is a pair $(T, \sigma)$ of a tree $T$ with at least one internal node and a bijection $\sigma$ from $E(M)$ to the set of leaves of $T$. For an internal node $v$ of $T$, the width of $v$ is defined as $\max_{P \in \mathcal{P}_v} \lambda_M \left( \bigcup_{X \in P} X \right)$, where $\mathcal{P}_v$ is the partition of $E(M)$ into sets induced by components of $T - v$ under $\sigma^{-1}$. The width of a decomposition $(T, \sigma)$ is defined as the maximum width of its internal nodes. The radius of $(T, \sigma)$ is the radius of $T$. A decomposition is a $(k, r)$-decomposition if its width is at most $k$ and its radius is at most $r$. The branch-depth of a matroid $M$ is defined to be the minimum integer $k$ for which $M$ admits a $(k, k)$-decomposition if $E(M)$ has more than one element, and is defined to be 0 otherwise.

It is well known that graphs of large tree-depth contains a long path as a subgraph (see the book of Nešetřil and Ossona de Mendez [14, Proposition 6.1]). DeVos, Kwon, and
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Oum [3] made an analogous conjecture for matroid branch-depth as follows. Since the cycle matroid of a path graph has branch-depth at most 1, paths no longer are obstructions for small branch-depth. Instead, they use the cycle matroid of fans.

The fan matroid $M(F_n)$ is the cycle matroid of a fan $F_n$, which is the union of a star $K_{1,n}$ together with a path with $n$ vertices through the leaves of the star, see Figure 1.1. Note that the path with $2n - 1$ vertices is a fundamental graph of $M(F_n)$.

![Figure 1.1. The fan $F_7$. The fan matroid $M(F_7)$ is the cycle matroid of a fan $F_7$.](image)

We write $U_{n,2n}$ to denote the uniform matroid of rank $n$ on $2n$ elements. Now, here is the conjecture.

**Conjecture 1.1** (DeVos, Kwon, and Oum [3]). For every positive integer $n$, there is an integer $d$ such that every matroid of branch-depth at least $d$ contains a minor isomorphic to $M(F_n)$ or $U_{n,2n}$.

Our main theorem verifies their conjecture for matroids of bounded branch-width as follows. Note that $U_{n,2n}$ has large branch-width if $n$ is big and so $U_{n,2n}$ will not appear in the following theorem.

**Theorem 1.2.** For positive integers $n$ and $w$, there is an integer $d$ such that every matroid of branch-depth at least $d$ contains a minor isomorphic to $M(F_n)$ or has branch-width more than $w$.

This allows us to obtain the following corollary for matroids representable over a fixed finite field, since we can use a well-known grid theorem for matroids of high branch-width by Geelen, Gerards, and Whittle [9].

**Corollary 1.3.** For every positive integer $n$ and every finite field $GF(q)$, there is an integer $d$ such that every $GF(q)$-representable matroid with branch-depth at least $d$ contains a minor isomorphic to $M(F_n)$.

Previously, Kwon, McCarty, Oum, and Wollan [12, Corollary 4.9] verified the conjecture for binary matroids, as a corollary of their main result about vertex-minors and rank-depth.

In a big picture, our proof follows the strategy of Kwon, McCarty, Oum, and Wollan [12]. As branch-width is small, we can find, in every large set, a large subset having small connectivity function value. We use that recursively to find a long path in a fundamental graph, which results a minor isomorphic to the fan matroid.
The paper is organized as follows. In Section 2, we will introduce our notations and a few results for matroids, branch-depth, and branch-width. In Section 3, we will discuss the concept of twisted matroids introduced by Geelen, Gerards, and Kapoor [8]. In Section 4, we prove our main theorem, Theorem 1.2 by finding a ‘lollipop’ inside a twisted matroid. In Section 5, we prove its consequences to matroids representable over a fixed finite fields and quasi-graphic matroids.

§2. Preliminaries

2.1. Set systems.

A set system $S$ is a pair $(E, \mathcal{P})$ of a finite set of $E$ and a subset $\mathcal{P}$ of the power set of $E$. We call $E$ the ground set of $S$ and may denote it by $E(S)$.

For $i \in \{1, 2\}$ let $S_i = (E_i, \mathcal{P}_i)$ be set systems. A map $\varphi : E_1 \rightarrow E_2$ is an isomorphism between $S_1$ and $S_2$ if it is bijective and $P \in \mathcal{P}_1$ if and only if $\varphi(P) \in \mathcal{P}_2$. We say $S_1$ and $S_2$ are isomorphic if there is such an isomorphism.

Given two sets $X$ and $Y$, we denote by

$$X \triangle Y := (X \setminus Y) \cup (Y \setminus X)$$

the symmetric difference of $X$ and $Y$.

Given a set system $S = (E, \mathcal{P})$ and a subset $X \subseteq E$ we define

$$\mathcal{P} \triangle X := \{P \triangle X : P \in \mathcal{P}\} \quad \text{and} \quad \mathcal{P}|X := \{P \subseteq X : P \in \mathcal{P}\}.$$

Given an integer $n$, we write $[n]$ for the set $\{i : 1 \leq i \leq n\}$ of positive integers up to $n$.

2.2. Matroids.

Whitney [20] introduced matroids. We mostly follow the notation in [16].

A matroid $M$ is a set system $(E, \mathcal{B})$ satisfying the following properties:

(B1) $\mathcal{B}$ is non-empty.

(B2) For every $B_1, B_2 \in \mathcal{B}$ and every $x \in B_1 \setminus B_2$, there is an element $y \in B_2 \setminus B_1$ such that $(B_1 \setminus \{x\}) \cup \{y\} \in \mathcal{B}$.

An element of $\mathcal{B}$ is called a base of $M$. We denote the set of bases of a matroid $M$ by $\mathcal{B}(M)$.

A set $X$ is independent if it is a subset of a base, and we denote the set of independent sets of $M$ by $\mathcal{I}(M)$. A set $X$ is dependent if it is not independent.

A circuit is a minimal dependent set, and we denote the set of circuits of $M$ by $\mathcal{C}(M)$.

The rank of a set $X$ in a matroid $M$, denoted by $r_M(X)$, is defined as the size of a maximum independent subset of $X$. We write $r(M)$ to denote $r_M(E(M))$, the rank of $M$. 
The rank function satisfies the \textit{submodular inequality}: for all $X, Y \subseteq E(M)$,

$$r_M(X) + r_M(Y) \geq r_M(X \cap Y) + r_M(X \cup Y).$$

(2.1)

The \textit{dual matroid} of $M$, denoted by $M^*$, is the matroid on $E(M)$ where a set $B$ is a base of $M^*$ if and only if $E(M) \setminus B$ is a base of $M$. It is well known that

$$r_{M^*}(X) = r_M(E(M) \setminus X) + |X| - r(M).$$

For a subset $X$ of $E(M)$, we write $M \setminus X$ to denote the matroid $(E(M) \setminus X, \mathcal{B}')$, where $\mathcal{B}'$ is the set of maximal elements of $\mathcal{I}(M)|(E(M) \setminus X)$. This operation is called the \textit{deletion}. The \textit{contraction} is defined as $M/X = (M^* \setminus X)^*$. The \textit{restriction} is defined as $M|X = M \setminus (E(M) \setminus X)$. A matroid $N$ is a \textit{minor} of a matroid $M$ if $N = (M \setminus X)/Y$ for some disjoint subsets $X$ and $Y$ of $E(M)$.

The \textit{connectivity function} $\lambda_M$ of a matroid $M$ is defined as

$$\lambda_M(X) = r_M(X) + r_M(E(M) \setminus X) - r(M).$$

It is easy to check that $\lambda_M(X) = \lambda_{M^*}(X)$.

The connectivity function satisfies the following three inequalities.

\textbf{Proposition 2.1.} Let $M$ be a matroid.

\begin{itemize}
  
  \item [(F1)] $0 \leq \lambda_M(X) \leq |X|$ for all $X \subseteq E(M)$.
  
  \item [(F2)] $\lambda_M(X) = \lambda_M(E(M) \setminus X)$ for all $X \subseteq E(M)$.
  
  \item [(F3)] $\lambda_M(X) + \lambda_M(Y) \geq \lambda_M(X \cap Y) + \lambda_M(X \cup Y)$ for all $X, Y \subseteq E(M)$.
  
\end{itemize}

A matroid $M$ is \textit{connected} if $\lambda_M(X) \neq 0$ for all non-empty proper subsets $X$ of $E(M)$. A \textit{component} of a matroid $M$ with $|E(M)| \neq 0$ is a minimal non-empty set $X$ such that $\lambda_M(X) = 0$, and the empty set is the unique component of the empty matroid $(\emptyset, \{\emptyset\})$. So a matroid is connected if and only if it has exactly 1 component, namely its ground set. By a slight abuse of notation, if $C$ is a component of $M$, we may also refer to the matroid $M|C$ as a component of $M$.

For a matroid $M = (E, \mathcal{B})$, a base $B \in \mathcal{B}$, and an element $e \in E \setminus B$, the \textit{fundamental circuit of $e$ with respect to $B$}, denoted by $C_M(e, B)$, is the circuit that is a subset of $B \cup \{e\}$. It is straightforward to see that such a circuit exists and is unique.

We omit the subscript $M$ in $r_M$, $C_M$, $\lambda_M$ if it is clear from the context.

Let $\cap_M(X, Y) := r_M(X) + r_M(Y) - r_M(X \cup Y)$. This function is called the \textit{local connectivity}. Here is an easy lemma on the local connectivity.
**Lemma 2.2** (Oxley, Semple, and Whittle [17, Lemma 2.4]). Let $M$ be a matroid and let \{X, Y, Z\} be a partition of $E(M)$ into possibly empty sets. Then
\[
\lambda_M(X) + \cap_M(Y, Z) = \lambda_M(Z) + \cap_M(X, Y).
\]

We use the above lemma to prove the following useful lemma.

**Lemma 2.3.** If $N$ is a minor of a matroid $M$ and $X$ is a subset of $E(N)$, then
\[
\lambda_M(X) \leq \lambda_M(E(N)) + \lambda_N(X).
\]

**Proof.** Let $Y := E(N) \setminus X$ and let $Z := E(M) \setminus E(N)$. Then $\lambda_N(X) = \cap_M(X, Y)$ and $\lambda_M(E(N)) = \lambda_M(Z)$. The inequality follows from Lemma 2.2 because $\cap_M(Y, Z) \geq 0$. □

2.3. **Branch-depth.**

We will use the following lemma of DeVos, Kwon, and Oum [3]. Here we state it for matroids.

**Lemma 2.4** (DeVos, Kwon, and Oum [3, Lemma 2.3]). Let $m$ be a non-negative integer, let $M$ be a matroid, and let \{E_i: i \in [m]\} be a partition of $E(M)$ into non-empty sets such that $\lambda_M(E_i) = 0$ for all $i \in [m]$. Let $k_i$ be the branch-depth of $M|E_i$ for $i \in [m]$, and let $k := \max\{k_i: i \in [m]\}$. Then the branch-depth of $M$ is $k$ or $k + 1$. In particular, if the branch-depth of $M$ is $k + 1$, then it has a $(k, k + 1)$-decomposition.

**Lemma 2.5.** Let $m$ be a non-negative integer. Let $M$ be a matroid of branch-depth $m$ and let $X, Y$ be disjoint subsets of $E(M)$ such that $X \cup Y \neq \emptyset$. Then $M \setminus X/Y$ has a component of branch-depth at least $m - |X| - |Y|$.

**Proof.** We follow the idea of [12, Lemma 2.6]. If $|X \cup Y| \geq m$, then there is nothing to prove. So we may assume that $0 < |X \cup Y| < m$.

Suppose that every component of $M \setminus X/Y$ has branch-depth at most $m - |X \cup Y| - 1$. Let \{C_i: i \in [t]\} be the set of components of $M \setminus X/Y$. For each $i \in [t]$, if $|C_i| \geq 2$, then let $(T_i, \sigma_i)$ be an $(m - |X \cup Y| - 1, m - |X \cup Y| - 1)$-decomposition with a node $r_i$ of $T_i$ having distance at most $m - |X \cup Y| - 1$ to every node of $T_i$. If $|C_i| = 1$, then we let $T_i$ be the one-node graph on $\{r_i\}$ and take $\sigma_i: C_i \to \{r_i\}$.

We construct a decomposition $(T, \sigma)$ of $M$ by letting $T$ be a tree obtained from the disjoint union of all $T_i$’s by adding a new node $r$ and adding edges $rr_i$ for all $i \in [t]$, letting $\sigma$ map $v \in C_i$ to $\sigma_i(v)$, and appending $|X \cup Y|$ leaves to $r$ and assigning each element of $X \cup Y$ to a distinct leaf attached to $r$ with the map $\sigma$. Then $(T, \sigma)$ has radius at most $m - |X \cup Y|$. Furthermore the width of $(T, \sigma)$ is at most $(m - |X \cup Y| - 1) + |X \cup Y| = m - 1$. And since $|X \cup Y| \neq 0$, this contradicts our assumption that $M$ has branch-depth $m$. Thus
we conclude that $M \setminus X/Y$ has a component inducing a matroid of branch-depth at least $m - |X \cup Y|$. \hfill \Box

Lemma 2.6. Let $m$ and $k$ be non-negative integers, let $M$ be a matroid, let $(X,Y)$ be a partition of $E(M)$ such that $\lambda_M(X) \leq k$, and let $X' \subseteq X$ and $Y' \subseteq Y$. If all components of both $(M/Y'\setminus X)$ and $(M/X'\setminus Y)$ have branch-depth at most $m$, then $M$ has branch-depth at most $\max(m + k, m + 2)$. 

Proof. By Lemma 2.4, both $(M/Y')\setminus X$ and $(M/X')\setminus Y$ have branch-depth at most $m + 1$ and if any of them has branch-depth equal to $m + 1$, then it has a $(m, m + 1)$-decomposition. 

If $|X| > 1$, then let $(T_1, \sigma_1)$ be a $(m, m + 1)$-decomposition of $M/Y'\setminus X$ and let $r_1$ be a node of $T_1$ within distance $m + 1$ from every node of $T_1$. If $|X| = 1$, then let $(T_1, \sigma_1)$ be the one-node tree on $\{r_1\}$ and take $\sigma_1 : X \to \{r_1\}$. 

Similarly, if $|Y| > 1$, then let $(T_2, \sigma_2)$ be a $(m, m + 1)$-decomposition of $M/X'\setminus Y$ and let $r_2$ be a node of $T_2$ within distance $m + 1$ from every node of $T_2$. If $|Y| = 1$, then let $(T_2, \sigma_2)$ be the one-node tree on $\{r_2\}$ and take $\sigma_2 : Y \to \{r_2\}$.

Let $T$ be a tree obtained from the disjoint union of $T_1$ and $T_2$ by adding a new node $r$ and adding two edges $rr_1$ and $rr_2$. Let $\sigma$ be the bijection from $X \cup Y$ to the set of leaves of $T$ induced by $\sigma_1$ and $\sigma_2$. Then $(T, \sigma)$ is a decomposition of radius at most $m + 2$. Furthermore by Lemma 2.3, the width of $(T, \sigma)$ is at most $m + k$. Thus, the branch-depth of $M$ is at most $\max(m + k, m + 2)$. \hfill \Box

2.4. Branch-width. 

Robertson and Seymour [19] introduced the concept of branch-width. A subcubic tree is a tree such that every node has degree 1 or 3. A branch-decomposition of a matroid $M$ is defined as a pair $(T, L)$ of a subcubic tree $T$ and a bijection $L$ from $E(M)$ to the set of leaves of $T$. The width of an edge $e$ in $T$ is defined as $\lambda_M(A_e) + 1$, where $(A_e, B_e)$ is the partition of $E(M)$ induced by the components of $T \setminus e$ under $L^{-1}$. The width of a branch-decomposition $(T, L)$ is the maximum width of edges in $T$. The branch-width of a matroid $M$, denoted by $bw(M)$, is defined to be the minimum integer $k$ for which $M$ admits a branch-decomposition of width $k$ if $E(M)$ has more than one element, and is defined to be 1 otherwise.

Here is a classical lemma on branch-width. For the completeness of this paper, we include its proof. An equivalent lemma appears in [6, Lemma 4.2], [15, Theorem 5.1].

Lemma 2.7. Let $w$ and $k$ be positive integers. Let $M$ be a matroid of branch-width at most $w$ and let $Z \subseteq E(M)$. If $|Z| \geq 3k + 1$, then there is a partition $(X,Y)$ of $E(M)$ such that $\lambda(X) < w$ and $\min(|Z \cap X|, |Z \cap Y|) > k$. 

Proof. Let \((T, L)\) be a branch-decomposition of width at most \(w\). For each edge \(e = uv\) of \(T\), we orient the edge towards \(v\) if the component of \(T - e\) containing \(v\) has more than \(k\) leaves in \(L(Z)\). If there is an edge directed in both ways, then that gives a desired partition \((A_e, B_e)\). So we may assume that no edge is directed in both directions. Since \(|E(T)| < |V(T)|\), there is a node \(v\) of \(T\) having no outgoing edges. Since \(k \geq 1\), every edge incident with a leaf is oriented away from the leaf and therefore \(v\) is an internal node. However \(v\) has degree 3 and so \(|Z| \leq 3k\), contrary to the assumption that \(|Z| > 3k\). □

The following lemma is well known and is an easy consequence of the definitions.

**Lemma 2.8** (Dharmatilake [4]). If \(N\) is a minor of \(M\), then the branch-width of \(N\) is at most the branch-width of \(M\). □

The branch-width of a graph \(G\) is defined as follows. Let \(T\) be a subcubic tree, and let \(L\) be a bijection from \(E(G)\) to the set of leaves of \(T\). Then we say that \((T, L)\) is a branch-decomposition of \(G\). Let \(e\) be an edge of \(T\), and let \((A_e, B_e)\) be a partition of \(E(G)\) induced by the components of \(T - e\). The width of \(e\) is the number of vertices that are incident with edges in both \(A_e\) and \(B_e\). The width of the branch-decomposition is the maximum width of an edge in \(T\). The branch-width of \(G\) is the minimum integer \(k\) such that \(G\) has a branch-decomposition of width \(k\) when \(G\) has at least two edges (otherwise the branch-width of \(G\) is defined to be 0).

Hicks and McMurray [10] and, independently, Mazoit and Thomassé [13] proved that the branch-width of the graph \(G\) is equal to the branch-width of the graphic matroid \(M(G)\), if \(G\) has a cycle of length at least 2.

§3. Fundamental graphs and twisted matroids

3.1. The fundamental graph.

Let \(M\) be a matroid on ground set \(E\) and let \(B\) be a base of \(M\). We define the fundamental graph \(G(M, B)\) of \(M\) with respect to \(B\) as a bipartite graph with bipartition classes \(B\) and \(E \setminus B\) such that there is an edge between \(b \in B\) and \(e \in E \setminus B\) if and only if \(b\) is in the fundamental circuit \(C_M(e, B)\) of \(e\) with respect to \(B\).

The following statements about the fundamental graph are well known and are easy consequences of the relevant definitions.

**Proposition 3.1.** Let \(M\) be a matroid and let \(B\) be a base of \(M\). Then the following statements are true.

(i) (See [16, Proposition 4.3.2].) \(M\) is connected if and only if \(G(M, B)\) is connected.
(ii) \(G(M, B)\) and \(G(M^*, E(M) \setminus B)\) are identical.
It is well known that a matroid is binary if and only if for any base $B$, any circuit $C$ is the symmetric difference of all fundamental circuits $C(e, B)$ with $e \in C \setminus B$ [16, Theorem 9.1.2]. Hence, binary matroids are completely determined by its fundamental graph and a colour class of any proper 2-colouring of that fundamental graph, which is the base of the matroid.

For general matroids, such a complete determination fails; two distinct matroids may have the same fundamental graph with respect to the same base. But one can ask how a fundamental graph with respect to some base will change when doing base exchange.

Note that if $G_p(M, B)q$ has an edge $uv$, then $B_1 := B \triangle t u, v$ is a base of $M$. The operation of constructing $G_p(M, B_1)q$ from $G_p(M, B)q$ is called a pivot on $uv$.

**Proposition 3.2** (Geelen, Gerards, and Kapoor [8]). Let $M$ be a matroid, let $B$ be a base of $M$, and let $uv$ be an edge of $G := G(M, B)$. Then with $B_1 := B \triangle \{u, v\}$ the following statements about $G_1 := G(M, B_1)$ are true.

(i) $N_{G_1}(u) = N_G \{u, v\}$, and $N_{G_1}(v) = N_G \{u, v\}$.
(ii) If $x \notin N_G(u) \cup N_G(v)$, then $N_{G_1}(x) = N_G(x)$.
(iii) If $x \in N_G(u)$ and $y \in N_G(v) \setminus N_G(x)$, then $xy$ is an edge of $G'$.
(iv) If $G[\{x, y, u, v\}]$ is a cycle of length 4, then $xy$ is an edge of $G'$ if and only if $B \triangle \{x, y, u, v\}$ is a base of $M$.

Note that for all pairs $\{x, y\}$, the first three rules of the above proposition determine the adjacencies between $x$ and $y$ in $G'$ from $G$. This is not true of the fourth rule. However, if in addition to the edge set of the fundamental graph we were given a list of ‘hyperedges’ $\{x, y, u, v\}$ for which $B \triangle \{x, y, u, v\}$ is a base, then we could apply all four rules.

As an extension of that idea, Geelen, Gerards, and Kapoor [8] introduced twisted matroids, which can in a sense be viewed as ‘fundamental hypergraphs’. We introduce their machinery in the next subsection.

### 3.2. Twisted matroids.

Let $S = (E, \mathcal{P})$ be a set system and let $X \subseteq E$. We define the twist of $S$ by $X$ as

$$S \star X := (E, \mathcal{P} \triangle X).$$

Moreover, we define the restriction of $S$ to $X$ as

$$S[X] := (E, \mathcal{P}[X]).$$

**Remark 3.3.** Let $S = (E, \mathcal{P})$ be a set system and let $X, Y \subseteq E$. Then

$$(S \star X) \star Y = S \star (X \triangle Y).$$
A twisted matroid $W$ is a set system $(E, \mathcal{F})$ satisfying the following properties:

(T1) $\emptyset \in \mathcal{F}$.

(T2) For every $F_1, F_2 \in \mathcal{F}$ and every $e \in F_1 \triangle F_2$, there is an $f \in F_1 \triangle F_2$ such that $F_1 \triangle \{e, f\} \in \mathcal{F}$.

(T3) There is a set $B \subseteq E$ such that $|B \cap F| = |(E \setminus B) \cap F|$ for all $F \in \mathcal{F}$.

We call $E$ the ground set of $W$ and may denote it by $E_W$. We call the elements of $F$ feasible (with respect to $W$), and may denote the set $F$ by $F_W$. We call a set $B$ which satisfies (T3) a base of $W$. We denote by $\mathcal{B}(W)$ the set of bases of $W$.

We observe that (T3) implies that every feasible set has even size. And in fact it is enough to restrict our attention to feasible sets of size two, as the following proposition will show.

Proposition 3.4. Let $W = (E, \mathcal{F})$ be a set system satisfying (T1) and (T2). Then (T3) is equivalent to the following axiom.

($T3'$) There is a set $B \subseteq E$ such that $|B \cap F| = |(E \setminus B) \cap F|$ for all $F \in \mathcal{F}$ with $|F| \leq 2$.

Proof. Assume ($T3'$) holds and let $B \subseteq E$ be as required. Suppose for a contradiction that (T3) does not hold and let $F \in \mathcal{F}$ be a set of minimum size violating (T3). Let $X, Y \in \{B, (E \setminus B)\}$ with $|X \cap F| < |Y \cap F|$. With (T1), by applying (T2) to $\emptyset, F$, and some $e \in F$, there is an $f \in F$ such that $\{e, f\} = \emptyset \triangle \{e, f\} \in \mathcal{F}$ and hence $e \neq f$ by ($T3'$). By ($T3'$), exactly one of $e$ or $f$ is in $B$, so $X \cap F$ is non-empty. Applying (T2) again to $F, \emptyset$, and some $x \in X \cap F$, there is some $z \in F$ such that

$$F' := F \triangle \{x, z\} = F \setminus \{x, z\} \in \mathcal{F}.$$  

Now

$$|F' \cap X| < |F \cap X| \leq |F \cap Y| - 1 \leq |F' \cap Y|,$$

contradicting that $F$ was the smallest counterexample to (T3). \qed

Note that this axiomatic definition of twisted matroids does not coincide with the original definition of Geelen, Gerards, and Kapoor [8], in which they defined twisted matroids to be the twist $M \ast B$ of a matroid $M$ with a base $B$ of $M$. The following proposition establishes together with Remark 3.3 the equivalence of these definitions.

Proposition 3.5. Let $M = (E, \mathcal{B})$ and $W = (E, \mathcal{F})$ be set systems and let $B \subseteq E$ such that $W = M \ast B$ (equivalently $M = W \ast B$). Then the following statements are equivalent.

(a) $M$ is a matroid and $B \in \mathcal{B}$.

(b) $W$ is a twisted matroid and $B \in \mathcal{B}(W)$. 
Then the following statements are true.

**Proposition 3.6.**

Let \( \mathcal{F} \) be a twisted matroid, let \((M, B) \in \mathcal{M}(W)\) and \(X \subseteq E\). Then the following statements are true.

1. \( X \in \mathcal{F}(W) \) if and only if \( B \Delta X \in \mathcal{B}(M) \).
2. The fundamental graph \( G(M, B) \) coincides with the fundamental graph \( G(W) \).
3. \( (M^*, E \setminus B) \in \mathcal{M}(W) \).
4. If \( M \) is connected, then \( \mathcal{M}(W) = \{(M, B), (M^*, E \setminus B)\} \).

**Proof.** For (i), suppose \( X \in \mathcal{F} \). Then \( M \) has a base \( B' \) such that \( X = B \Delta B' \). By the properties of the symmetric difference we obtain \( B' = B \Delta X \). Conversely, if \( B \Delta X = B' \in \mathcal{B} \), then \( X = B' \Delta B \in \mathcal{F} \).

For (ii), note that \( f \) is on the fundamental circuit of \( e \) with respect to \( B \), if and only if \( (B \setminus \{f\}) \cup \{e\} \) is a base of \( M \). So \( \cup \{e, f\} = ((B \setminus \{f\}) \cup \{e\}) \Delta B \) is feasible if and only if \( ef \) is an edge of \( G(M, B) \).

For (iii), note that for \((M, B) \in \mathcal{M}(W)\) we have

\[
\mathcal{B}(M^*) = \mathcal{B}(M) \Delta E(M) = (\mathcal{F} \Delta B) \Delta E(M) = \mathcal{F} \Delta (E(M) \setminus B).
\]

For (iv), suppose \( M \) is connected. It follows that \( G(M, B) = G(W) \) is connected and hence every proper 2-colouring of \( G(W) \) has \( B \) and \( E \setminus B \) as its colour classes. \(\square\)
3.3. Minors of twisted matroids.

**Proposition 3.7.** Let $W = (E, \mathcal{F})$ be a twisted matroid and let $X, F \subseteq E$. Then the following statements are true.

(i) $W \ast F$ is a twisted matroid if and only if $F \in \mathcal{F}$.

Additionally, $W \ast F = M \ast (B \triangle F)$ for any $(M, B) \in \mathcal{M}(W)$.

(ii) $W[X]$ is a twisted matroid for which

$$G(W[X]) = G(W)[X] \text{ and } \{B \cap X : B \in \mathcal{B}(W)\} \subseteq \mathcal{B}(W[X])$$

(iii) If $F \in \mathcal{F}|X$, then $W[X] \ast F = (W \ast F)[X]$.

(iv) For $(M, B) \in \mathcal{M}(W)$, we have

$$W[X] \ast (B \cap X) = (M/(B \setminus X)|X).$$

**Proof.** For (i), suppose $F \in \mathcal{F}$. If $(M, B) \in \mathcal{M}(W)$, then

$$W \ast F = (M \ast B) \ast F = M \ast (B \triangle F).$$

Now $W \ast F$ is a twisted matroid by Propositions 3.6(i) and 3.5. Conversely, suppose that $W \ast F$ is a twisted matroid. Now $\emptyset \in \mathcal{F}(W \ast F) = \mathcal{F} \triangle F$ by (T1). Hence $F \in \mathcal{F}$.

Both (ii) and (iii) are trivial consequences of the definitions.

For (iv), note that if $B'$ is a base of $M$ for which $F := B' \triangle B \subseteq X$, we have

$$B' \cap X = ((B' \triangle B) \setminus X) \cap X = ((B' \setminus X) \setminus X) \setminus (B \cap X) = F \setminus (B \setminus X).$$

Now since

$$\mathcal{B}\left((M/(B \setminus X)|X)\right) = \{B' \cap X : B' \in \mathcal{B}(M) \text{ and } B' \triangle B \subseteq X\}$$

and

$$\mathcal{B}(W[X] \ast (B \cap X)) = \{F \setminus (B \setminus X) : F \in \mathcal{F}|X\},$$

we obtain the equality of the matroids. \qed

A twisted matroid $U$ is called a *minor* of a twisted matroid $W = (E, \mathcal{F})$ if there are sets $X \subseteq E$ and $F \in \mathcal{F}$ such that $U = (W \ast F)[X]$.

**Proposition 3.8.** Let $U$ and $W$ be twisted matroids. Then the following statements are true.

(i) If $U$ is a minor of $W$, then every matroid $M$ associated with $W$ has a minor $N$ associated with $U$.

(ii) If some matroid $M$ associated with $W$ has a minor $N$ associated with $U$, then $U$ is a minor of $W$.

In particular, $M$ has a base $B$ such that $(M \ast B)[E(U)] = N \ast (B \cap E(U)) = U$. 
Proof. For (i), let \((M, B') \in \mathcal{M}(W)\) and \(X \subseteq E\) and \(F \in \mathcal{F}\) such that \(U = (W \ast F)[X]\). Then
\[
M = W \ast B' = W \ast (B' \Delta F \Delta F) = (W \ast F) \ast (B' \Delta F),
\]
and hence for \(B := B' \Delta F\) we have \((M, B) \in \mathcal{M}(W \ast F)\). By Proposition 3.7(iv), we have that \(U \ast (B \cap X)\) is a minor of \(M\), as desired.

For (ii), suppose for \((M, B') \in \mathcal{M}(W)\) and \((N, B'') \in \mathcal{M}(U)\) we have that \(N\) is a minor of \(M\). Note that by the Scum Theorem [16, Theorem 3.3.1] there is a set \(Z \subseteq E(M) \setminus E(N)\) such that \(N = (M/Z)|E(N)\) and the rank of \(M/Z\) is equal to the rank of \(N\). Without loss of generality \(Z\) is independent. Now \(B''\) is independent in \(M/Z\). By the equality of the ranks, \(B := B'' \cup Z\) is a base of \(M\), and thus \(N = (M/(B \setminus E(N)))|E(N)\). Now since \(F := B \Delta B' \in \mathcal{F}(W)\) we obtain that \((M, B) \in \mathcal{M}(W \ast F)\), and hence by Proposition 3.7(iv)
\[
(W \ast F)[E(N)] \ast (B \cap E(N)) = N = U \ast B'' = U \ast (B \cap E(N)).
\]
Therefore, \((M \ast B)[E(U)] = (W \ast F)[E(N)] = U\), as desired. 

Lastly, let us remark that the minor relation of twisted matroids is transitive.

**Proposition 3.9.** Let \(W = (E, \mathcal{F})\) be a twisted matroid, let \(X' \subseteq X \subseteq E\), let \(F \in \mathcal{F}\) and let \(F' \in \mathcal{F}(W \ast F)|X\). Then
\[
F \Delta F' \in \mathcal{F} \quad \text{and} \quad (W \ast (F \Delta F'))[X'] = (((W \ast F)[X]) \ast F')[X'].
\]

**Proof.** We have that \((W \ast F) \ast F'\) is a twisted matroid by Proposition 3.7(i). Since \((W \ast F) \ast F' = W \ast (F \Delta F')\), we have that \(F \Delta F' \in \mathcal{F}\) again by Proposition 3.7(i).

Now by Proposition 3.7(iii) we have
\[
(((W \ast F)[X]) \ast F')[X'] = (((W \ast F) \ast F')[X])'[X'] = (W \ast (F \Delta F'))[X']. \qedhere
\]

3.4. More on the fundamental graph and twisted matroids.

**Proposition 3.10.** Let \(W = (E, \mathcal{F})\) be a twisted matroid and let \(X \subseteq E\). Then the following statements are true.

(i) (Brualdi [2]) If \(X \in \mathcal{F}\), then \(G(W)[X]\) has a perfect matching.

(ii) (Krogdahl [11]) If \(G(W)[X]\) has a unique perfect matching, then \(X \in \mathcal{F}\).

We deduce the following two propositions easily from the above proposition.

**Proposition 3.11.** Let \(M_1\) and \(M_2\) be matroids on the common ground set \(E\) sharing a common base \(B\). If the fundamental graphs of \(M_1\) and \(M_2\) with respect to \(B\) are identical and have no cycles, then \(M_1 = M_2\).
Proof. Let \( X \subseteq E \). Let \( G \) denote the common fundamental graph with respect to \( B \), which by Proposition 3.6(ii) is equal to \( G(M_1 * B) = G(M_2 * B) \). Since \( G \) is a forest, every induced subgraph has at most one perfect matching and so for \( i \in [2] \) by Proposition 3.10, \( X \) is feasible in \( M_i * B \) if and only if \( G[X] \) has a perfect matching. Therefore, \( M_1 * B = M_2 * B \), and hence \( M_1 = M_2 \).

\( \square \)

Proposition 3.12. Let \( n \) be a positive integer. A matroid \( M \) has a minor isomorphic to \( M(F_n) \) if and only if \( M \) has a base \( B \) such that \( G(M, B) \) has an induced path on \( 2n - 1 \) vertices, starting and ending in \( B \).

Proof. Suppose that \( M \) has a minor \( N \) isomorphic to \( M(F_n) \). Let \( B' \) be the base of \( N \) corresponding to the star \( K_{1,n} \) in \( M(F_n) \). Then the fundamental graph of \( N \) with respect to \( B' \) is a path on \( 2n - 1 \) vertices, starting and ending in \( B' \). By Proposition 3.8(ii), \( M \) has a base \( B \) such that \( (M * B)[E(N)] = N * (B \cap E(N)) \). Now \( B \cap E(N) \) is a base of \( N \) by Proposition 3.5, so \( F := (B \cap E(N)) \triangle B' \) is in \( \mathcal{F}(M * B)|E(N) \), and hence in \( \mathcal{F}(M * B) \).

It follows that \( \hat{B} := B \triangle F \) is a base of \( M \) by Proposition 3.6(i). Note that

\[
\hat{B} \cap E(N) = (B \triangle ((B \cap E(N)) \triangle B')) \cap E(N) = B',
\]

and hence \( (M * \hat{B})[E(N)] = N * B' \). Therefore \( G(M, \hat{B})[E(N)] = G(N, B') \) by Propositions 3.6(ii) and 3.7(ii), which is the required path.

Conversely, suppose there is a base \( B \) of \( M \) and a set \( X \subseteq E(M) \) such that \( G(M, B)[X] \) is a path on \( 2n - 1 \) vertices, starting and ending in \( B \). Let \( W := M * B \) and \( U := (M * B)[X] \).

Since \( U \) is a minor of \( W \), for some \( B' \in \mathcal{B}(U) \) the matroid \( N := U * B' \) is a minor of \( M \) by Proposition 3.8(i). Again, by Propositions 3.6(ii) and 3.7(ii), we have that

\[
G(M, B)[X] = G(U) = G(N, B').
\]

Since \( G(M, B)[X] \) is a forest, by Proposition 3.11, there is a unique matroid with base \( B' \) whose fundamental graph is \( G(M, B)[X] \), and that matroid is isomorphic to \( M(F_n) \), as desired.

\( \square \)

We will need the following result about the change of the fundamental graph of a twisted matroid when twisting with a feasible set, which in particular will not change for the vertices not involved in the twist.

Proposition 3.13. Let \( W = (E, \mathcal{F}) \) be a twisted matroid, let \( F \in \mathcal{F} \), let \( e \in E \setminus F \) such that there is no \( f \in F \) for which \( \{e, f\} \) is feasible, and let \( x \in E \). Then \( \{e, x\} \in \mathcal{F} \) if and only if \( \{e, x\} \in \mathcal{F} \triangle F \).
Proof. If \( \{e, x\} \in \mathcal{F} \triangle F \), then \( F' := \{e, x\} \triangle F \in \mathcal{F} \). Since \( e \in F' \), by (T1) and (T2) there is a \( y \in F' \) such that \( \{e, y\} \in \mathcal{F} \). Now by the premise of this proposition, \( y = x \), as desired.

If \( \{e, x\} \in \mathcal{F} \), then by applying (T1) and (T2) for \( W \circ F \), there is a \( y \in \mathcal{F} \) such that \( \{e, y\} \in F \). So by the previous paragraph, \( \{e, y\} \in \mathcal{F} \) and hence \( y \notin F \). But then \( y = x \), as desired. \( \square \)

If a matroid property is invariant under component-wise duality, then for a twisted matroid \( W \) that property will be shared by every matroid associated with \( W \). So for such properties we are justified to call these properties of the twisted matroid.

For example, we have the following proposition.

**Proposition 3.14.** Let \( W \) be a twisted matroid. Then for all \( (M, B), (M', B') \in \mathcal{M}(W) \) and all \( X \subseteq E(W) \) the following statements are true.

(i) \( \lambda_{M'}(X) = \lambda_M(X) \).
(ii) \( X \) is a component of \( M' \) if and only if \( X \) is a component of \( M \).
(iii) \( M' \) is connected if and only if \( M \) is connected.
(iv) The branch-depth of \( M' \) is equal to the branch-depth of \( M \).
(v) The branch-width of \( M' \) is equal to the branch-width of \( M \). \( \square \)

Motivated by this proposition, we make the following definitions for a twisted matroid \( W \). Let \( (M, B) \in \mathcal{M}(W) \) be arbitrary. We define a *connectivity function* \( \lambda_W \) of \( W \) as \( \lambda_M \). A *component* of \( W \) is a component of \( M \), and \( W \) is *connected* if \( M \) is connected. We define the *branch-depth* and the *branch-width* of \( W \), respectively, as the branch-depth and the branch-width of \( M \), respectively.

Given these definitions, the related results for matroids in Section 2 also hold for twisted matroids, and we will apply them for twisted matroids without further explanation.

**§4. Lollipop minors of twisted matroids**

In this section we complete the proof of Theorem 1.2. To do this, we introduce the following class of twisted matroids.

4.1. **Lollipops.**

**Definition 4.1.** Let \( a, b \) be non-negative integers. A twisted matroid \( L \) on ground set \( S \cup \{z\} \cup C \) with fundamental graph \( G := G(L) \) is called an \((a, b)\)-lollipop if

(1) \( |S| \geq a \);
(2) \( G \) is connected;
(3) \( G[S \cup \{z\}] \) is a path with terminal vertex \( z \);
(4) \( G[C] \) is a connected component of \( G - z \); and
(5) \( L[C] \) has branch-depth at least \( b \).

We call the tuple \((S, z, C)\) the \textit{witness} of \( L \), and the twisted matroid \( L[C] \) the \textit{candy} of \( L \).

In order to prove Theorem 1.2, we prove the following theorem.

\textbf{Theorem 4.2.} For all non-negative integers \( a, b, \) and \( w \), there is an integer \( d \) such that every twisted matroid \( W \) of branch-width at most \( w \) and branch-depth at least \( d \) has a minor which is an \((a, b)\)-lollipop.

As we noted in Proposition 3.12, induced paths in the fundamental graph are the correct object to look for when looking for fan matroids as a minor of a matroid. So lollipops are defined in terms of a long path in the fundamental graph to recover these minors, as we note in the following corollary. This corollary also shows that Theorem 4.2 implies Theorem 1.2.

\textbf{Corollary 4.3.} Let \( n \) be a positive integer and let \( L \) be a \((2n, 0)\)-lollipop. Then every matroid associated with \( L \) contains a minor isomorphic to \( M(F_n) \). \(\square\)

We also remark that Theorem 1.2 implies Theorem 4.2 because for all non-negative integers \( a \) and \( b \), there is an integer \( n \) such that for some base \( B \) of \( M(F_n) \) the twisted matroid \( M(F_n) \ast B \) is an \((a, b)\)-lollipop.

The reason for considering lollipops as opposed to fan matroids is that it allows an inductive approach to find lollipop minors in twisted matroids of sufficiently high branch-depth. If we find a lollipop whose candy has sufficiently high branch-depth, then we can iteratively find another lollipop as a minor of the candy.

Since lollipops are defined as twisted matroids, the choice of a base of the original matroid is important. However, the following result allows us a large amount of flexibility in exchanging parts of the base of the matroid associated with the candy.

\textbf{Corollary 4.4.} Let \( a \) and \( b \) be non-negative integers. Let \( L \) be an \((a, b)\)-lollipop with witness \((S, z, C)\) and let \( F \in \mathcal{F}(L)|C \). Then \( L \ast F \) is an \((a, b)\)-lollipop with witness \((S, z, C)\).

\textbf{Proof.} Let \( G := G(L) \) and \( G' := G(L \ast F) \). By Proposition 3.7(i), there is a matroid \( M \) associated with both \( L \) and \( L \ast F \). Since \( G \) is connected, so is \( M \) by Proposition 3.1, and hence so is \( G' \).

By Proposition 3.7(iii), \((L \ast F)[C] \) is equal to \( L[C] \ast F \), and hence has branch-depth at least \( b \) and is connected.

Now by Proposition 3.13, the neighbourhood of each \( s \in S \) is the same in \( G \) and \( G' \). Hence \( G[S \cup \{z\}] = G'[S \cup \{z\}] \), and no \( s \in S \) has a neighbour in \( C \) in \( G' \). Hence \( G'[C] \) is indeed a component of \( G' - z \). \(\square\)
4.2. The induction.

As mentioned in the last subsection, we aim to prove Theorem 4.2 by induction on \(a\). For the start of the induction we consider the following lemma.

**Lemma 4.5.** Let \(b\) be a non-negative integer. Every twisted matroid \(W\) of branch-depth at least \(b + 2\) has a minor which is a \((0,b)\)-lollipop.

**Proof.** By Lemma 2.4, \(W\) has a component \(C\) such that \(W[C]\) has branch-depth at least \(b + 1\). Let \(z \in C\) be arbitrary. By Lemma 2.5, \(W[C \setminus \{z\}]\) has a connected component \(C'\) of branch-depth at least \(b\). Now \(W[C' \cup \{z\}]\) is a \((0,b)\)-lollipop witnessed by \((\emptyset , z, C')\) since \(G(W[C' \cup \{z\}])\) is connected. \(\Box\)

For the induction step, the following two lemmas are the main tools we will need.

**Lemma 4.6.** Let \(a, b,\) and \(b'\) be non-negative integers. Let \(L\) be an \((a,b)\)-lollipop with witness \((S, z, C)\) and let \(C' \subseteq C\) be non-empty such that

1. \(L[C']\) is connected and has branch-depth at least \(b'\); and
2. the neighbourhood of \(z\) in \(G := G(L)\) is disjoint from \(C'\).

Then there exist a set \(S' \supseteq S\) and an element \(z' \in C \setminus C'\) such that \(L[S' \cup \{z'\} \cup C']\) is an \((a + 1, b')\)-lollipop with witness \((S', z', C')\).

**Proof.** There is a shortest path \(P\) from \(z\) to \(C'\) in \(G(C \cup \{z\})\). Let \(x\) be the unique vertex in \(V(P) \cap C'\), let \(z'\) be the neighbour of \(x\) in \(P\), and let \(S' := S \cup (V(P) \setminus \{x, z'\})\). Now \(|S'| \geq |S| + 1 \geq a + 1\), since \(z\) has no neighbour in \(C'\). Hence \(L' := L[S' \cup \{z'\} \cup C']\) is an \((a + 1, b')\)-lollipop witnessed by \((S', z', C')\), as desired. \(\Box\)

**Lemma 4.7.** Let \(\ell\) be a positive integer and let \(a\) and \(g_{\ell}\) be non-negative integers. Let \(W\) be a twisted matroid and let \((g_i; 0 \leq i < \ell)\) be a sequence of integers such that

1. \(W\) has branch-depth at least \(g_0\);
2. every minor of \(W\) of branch-depth at least \(g_i\) contains an \((a, g_{i+1})\)-lollipop as a minor for all \(i < \ell\).

Then there is a feasible set \(F\) and for each \(i \in [\ell]\) there is a set \(E_i = S_i \cup \{z_i\} \cup C_i\) such that for \(W' := W * F\) the following properties hold.

(i) \(L_i := W'[E_i]\) is an \((a, g_i)\)-lollipop witnessed by \((S_i, z_i, C_i)\) for all \(i \in [\ell]\); and
(ii) \(E_{i+1} \subseteq C_i\) for all \(i \in [\ell - 1]\).

**Proof.** Let \(W_0 := W\) and let \(C_0 := E(W)\). For \(i \in [\ell]\) let \(L'_i\) be an \((a, g_i)\)-lollipop with candy \(W_i\) such that \(L'_i\) is a minor of \(W_{i-1}\). Note that \(L'_i\) exists by the premise of the lemma. Let \((S_i, z_i, C_i)\) be the witness of \(L'_i\) and let \(E_i := S_i \cup \{z_i\} \cup C_i\).
Let $F'_0 := \varnothing$. For $i \in [\ell]$, let $F_{i-1} \in \mathcal{F}(W_{i-1})$ be such that $L'_i = (W_{i-1} \ast F_{i-1})[E_i]$, and recursively define $F'_i := F'_{i-1} \triangle F_{i-1}$. We now prove the following.

**Claim.** For $i \in [\ell]$, we have

1. $F'_i \in \mathcal{F}(W)$,
2. $L'_i = (W \ast F'_i)[E_i]$, and
3. $F'_{\ell-i} \triangle F'_\ell \subseteq C_{\ell-i}$.

**Proof of Claim.** For $i = 1$, (a) and (b) follow from the fact that $F'_1 = F_0$. For $i > 1$, assume inductively that $F'_{i-1} \in \mathcal{F}(W)$ and $L'_{i-1} = (W \ast F'_{i-1})[E_{i-1}]$. Since $W_{i-1} = L'_{i-1}[C_{i-1}]$, we have that $L'_i = (L'_{i-1} \ast F_{i-1})[E_i]$. Therefore (a) and (b) follow from Proposition 3.9.

For $i = 1$, (c) follows from the fact that $F'_i = F'_{i-1} \triangle F_{i-1}$, and hence $F'_{i-1} \triangle F'_i = F_{\ell-1}$. For $i > 1$, assume by induction that $F'_{\ell-(i-1)} \triangle F'_\ell \subseteq C_{\ell-(i-1)}$. Since $F'_{\ell-(i-1)} = F'_{\ell-i} \triangle F_{\ell-i}$, we have that $F'_{\ell-i} = F'_{\ell-(i-1)} \triangle F_{\ell-i}$ and hence $F'_{\ell-i} \triangle F'_\ell = (F'_{\ell-(i-1)} \triangle F'_\ell) \triangle F_{\ell-i}$. Hence, (c) follows from the inductive hypothesis and the fact that both $C_{\ell-(i-1)}$ and $F_{\ell-i}$ are subsets of $C_{\ell-i}$. □

Define $F := F'_\ell$. For $i \in [\ell]$, we have $F \triangle F'_i \in \mathcal{F}(W \ast F)$ by (a). Therefore, by (b) and (c), we have

\[
L'_i = (W \ast F'_i)[E_i] = (W \ast (F'_i \triangle (F \triangle F)))[E_i] = ((W \ast F)[E_i]) \ast (F \triangle F'_i).
\]

Hence, by Corollary 4.4, $L_i := (W \ast F)[E_i]$ is an $(a, g_i)$-lollipop witnessed by $(S_t, z_i, C_i)$, as required. □

Combining these two lemmas will be the heart of the induction step, as noted in the following corollary.

**Corollary 4.8.** In the situation of Lemma 4.7, additionally let $b$ be a non-negative integer and assume that

1. there is an $i \in [\ell]$, a set $C \subseteq C_\ell \subseteq C_i$, and a feasible set $\hat{F} \in \mathcal{F}(L_i)[C_i$ such that $L_i \ast \hat{F}[C]$ is connected and has branch-depth at least $b$; and
2. the neighbourhood of $z$ in $G(L_i \ast \hat{F})$ is disjoint from $C$.

Then $W$ contains an $(a + 1, b)$-lollipop as a minor. □

Up to this point, we have not used the fact that the twisted matroid has bounded branch-width. In the next subsection we will prove the following lemma, which will complete the proof of Theorem 4.2.
Lemma 4.9. Let \( b \geq 0 \) and \( w > 2 \) be integers. Suppose we are in the situation of Lemma 4.7 with \( \ell := 3w - 2 \) and \( g_\ell := b + 2w - 1 \). If \( W \) has branch-width at most \( w \), then we satisfy assumption (*) from Corollary 4.8.

4.3. Proof of Lemma 4.9.

The following two lemmas are the final tools we will need for this proof.

Lemma 4.10. Let \( w > 2 \), \( k > 0 \), and \( b \geq 0 \) be integers, let \( W \) be a twisted matroid of branch-width at most \( w \) and let \( Z \) and \( C \) be disjoint subsets of \( E(W) \) such that \( |Z| \geq 3k + 1 \) and \( W[C] \) has branch-depth at least \( b + w - 1 \). Then for some \( X \subseteq Z \) and \( Y \subseteq C \), the following hold.

(i) \(|X| \geq k + 1\);
(ii) \(|W[Y]| \) is connected and has branch-depth at least \( b \);
(iii) \( \lambda_{W[X \cup Y]}(X) < w \).

Proof. Since \( W \) has branch-width at most \( w \), so does \( W' := W[Z \cup C] \) by Lemma 2.8. Hence by Lemma 2.7, there is a bipartition \((X',Y')\) of \( E(W') \) with \( \lambda_{W'}(X') < w \) such that \(|Z \cap X'| > k \) and \(|Z \cap Y'| > k \). By Lemma 2.6, without loss of generality \( W[Y \cap C] \) has a component \( Y \) of branch-depth at least \( b \). Let \( X := X' \cap Z \). Since \( \lambda_{W'}(X') < w \), it follows from Lemma 2.3 that \( \lambda_{W[X \cup Y]}(X) < w \). □

Lemma 4.11. Let \( w > 2 \) be an integer and let \( W \) be a twisted matroid. Then for every bipartition \((X,Y)\) of \( E(W) \) with \(|X| \geq w \) and \( \lambda_W(X) < w \) there is a set \( B \) of \( W \) and a set \( O \subseteq X \setminus B \) of size at most \( w \) such that \( O \) is a circuit in \((W \setminus B)/(B \cap X)\).

Proof. Let \( B_1 \) be a base of \( W \). We set \( B_2 := E(W) \setminus B_1 \), as well as \( M_1 := W \setminus B_1 \) and \( M_2 := W \setminus B_2 \). Note that \( M_1^* = M_2 \). Now we observe that
\[
\lambda_W(X) = \lambda_{M_1}(X) = r_{M_1}(X) + r_{M_2}(X) - |X|
\]
\[
= (r_{M_1}(X) - |X \setminus B_1|) + (r_{M_2}(X) - |X \setminus B_2|)
\]
\[
= r_{M_1/(B_1 \cap X)}(X \setminus B_1) + r_{M_2/(X \setminus B_2)}(X \setminus B_2).
\]
Hence \( r_{M_1/(B_1 \cap X)}(X \setminus B_1) + r_{M_2/(X \setminus B_2)}(X \setminus B_2) < w \). Since \(|X| \geq w \), for some base \( B \in \{B_1, B_2\} \) and for \( M := W \setminus B_1 \), we have that \(|X \setminus B| \geq r_{M/(B \cap X)}(X \setminus B) + 1 \). It follows that \( X \setminus B \) contains a circuit \( O \) of size at most \( w \) in \( M/(B \cap X) \). □

Lemma 4.9. Let \( b \geq 0 \) and \( w > 2 \) be integers. Suppose we are in the situation of Lemma 4.7 with \( \ell := 3w - 2 \) and \( g_\ell := b + 2w - 1 \). If \( W \) has branch-width at most \( w \), then we satisfy assumption (*) from Corollary 4.8.
Proof. By applying Lemma 4.10 to $W'$, $Z := \{z_i : i \in [\ell]\}$, and $C_\ell$, there are sets $X \subseteq Z$ and $Y \subseteq C_\ell$ such that

(i) $|X| \geq w$;

(ii) $W'[Y]$ is connected and has branch-depth at least $b + w$;

(iii) $\lambda_{W'[X \cup Y]}(X) < w$.

By applying Lemma 4.11 to $W'' := W'[X \cup Y]$ there exists a base $B$ of $W''$ and a set $O \subseteq X \setminus B$ of size at most $w$ such that $O$ is a circuit in $(W'' \cdot B)/(X \cap B)$. It follows that $O$ is a circuit in the restriction of that matroid to $(O \cup Y)$, which we call $M$. Note that since $B \setminus E(M) = B \cap X$, we get $M = (W''[E(M)]) \cdot (B \cap Y)$ by Proposition 3.7(iv). Since $M|Y = W'[Y] \cdot (B \cap Y)$, it follows from (ii) that $M$ has branch-depth at least $b + w$.

Let $i \in [\ell]$ be minimal such that $z_i \in O$. Then we obtain $O \setminus \{z_i\} \subseteq C_i$. Let $\hat{B}$ be a base of $M$ such that $z_i \notin \hat{B}$ and $O$ is the fundamental circuit of $z_i$ with respect to $\hat{B}$.

Since the branch-depth of $M \cdot \hat{B}$ equals the branch-depth of $M$, by Lemma 2.5 there is a component $C$ of $(M \cdot \hat{B})[E(M) \setminus O]$ of branch-depth at least $b$.

Now $\hat{F} := (B \cap E(M)) \triangle \hat{B}$ is feasible with respect to $W''[E(M)]$ by Proposition 3.6(i), and since $z_i \notin \hat{F}$ we get $\hat{F} \in \mathcal{F}(L_i)|C_i$. By Propositions 3.6(ii) and 3.7(ii),

$$G(M, \hat{B}) = G(W'[E(M)] \cdot \hat{F}) = G(L_i \cdot \hat{F})[E(M)].$$

Hence, by our choice of $\hat{B}$ the neighbourhood of $z_i$ in $G(L_i \cdot \hat{F})$ is $O \setminus z_i$, which is disjoint from $C$. And since $(L_i \cdot \hat{F})[C] = (M \cdot \hat{B})[C]$, we obtain condition $(\ast)$ of Corollary 4.8, as desired. \hfill \Box

4.4. Proof of Theorem 4.2.

We now prove Theorem 4.2, which completes the proof of Theorem 1.2.

Definition 4.12. For each integer $w > 2$, we define a function $f_w : \mathbb{N}^2 \to \mathbb{N}$ for all non-negative integers $a$ and $b$ we set $\ell := 3w - 2$ and define a sequence $(g_i : 0 \leq i \leq \ell)$ as follows. We set

$$f_w(0, b) := b + 2,$$

and for $a \geq 1$ we set

$$g_i := \begin{cases} 
    b + 2w - 1 & \text{if } i = \ell, \\
    f_w(a - 1, g_{i+1}) & \text{if } 0 \leq i < \ell,
  \end{cases}$$

$$f_w(a, b) := g_0.$$

Theorem 4.2. For all non-negative integers $a$, $b$, and $w$, there is an integer $d$ such that every twisted matroid $W$ of branch-width at most $w$ and branch-depth at least $d$ has a minor which is an $(a, b)$-lollipop.
Proof. We may assume without loss of generality that \( w \) is at least 3. Let \( d := f_w(a,b) \) as in Definition 4.12. We prove this theorem by induction on \( a \). The base case is true by Lemma 4.5. For the induction step, note that the premise of Lemma 4.7 holds with \( g_i: 0 \leq i \leq \ell \) as in Definition 4.12 by Lemma 2.8 and the induction hypothesis. Hence Lemma 4.9 together with Corollary 4.8 completes the proof. □

§5. Consequences

5.1. Matroids representable over a fixed finite field.

Now we can prove Corollary 1.3.

Corollary 1.3. For every positive integer \( n \) and every finite field \( \text{GF}(q) \), there is an integer \( d \) such that every \( \text{GF}(q) \)-representable matroid with branch-depth at least \( d \) contains a minor isomorphic to \( M(F_n) \).

Since neither \( U_{2,q+2} \) nor \( U_{q,q+2} \) is representable over \( \text{GF}(q) \), we will instead show the following stronger corollary, implying Corollary 1.3.

Corollary 5.1. For any positive integers \( n \) and \( q \), there is an integer \( d \) such that every matroid having no minor isomorphic to \( U_{2,q+2} \) or \( U_{q,q+2} \) with branch-depth at least \( d \) contains a minor isomorphic to \( M(F_n) \).

The \( m \times n \) grid is the graph with vertices \( \{(i,j): i \in [m], j \in [n]\} \), where \( (i,j) \) and \( (i',j') \) are adjacent if and only if \( |i - i'| + |j - j'| = 1 \). The above corollary is obtained by using the following theorem of Geelen, Gerards, and Whittle [9], because the cycle matroid of the \( n \times n \) grid contains \( M(F_n) \) as a minor.

Theorem 5.2 (Geelen, Gerards, and Whittle [9, Theorem 2.2]). For any positive integers \( n \) and \( q \), there is an integer \( w(n,q) \) such that every matroid having no minor isomorphic to \( U_{2,q+2} \) or \( U_{q,q+2} \) with branch-width at least \( w(n,q) \) contains a minor isomorphic to the cycle matroid of the \( n \times n \) grid.

Proof of Corollary 5.1. Let \( w := w(n,q) \) given by Theorem 5.2. Let \( d \) be the integer given by Theorem 1.2 for \( n \) and \( w \). Since the cycle matroid of the \( n \times n \) grid contains \( M(F_n) \) as a minor, we deduce the conclusion easily. □

5.2. Quasi-graphic matroids.

Geelen, Gerards, and Whittle [7] introduced the class of quasi-graphic matroids, which includes the classes of graphic matroids, bicircular matroids, frame matroids, and lift matroids. We will show that quasi-graphic matroids of large branch-depth contain large fan minors, as a corollary of Theorem 1.2.
Though the original definition of quasi-graphic matroids is due to Geelen, Gerards, and Whittle \cite{7}, we present the equivalent definition of Bowler, Funk, and Slilaty \cite{1}. Let $G$ be a graph. A tripartition $(\mathcal{B}, \mathcal{L}, \mathcal{F})$ of cycles of $G$ into possibly empty sets is called proper if it satisfies the following properties.

(i) $\mathcal{B}$ satisfies the theta property: if $C_1, C_2$ are two cycles in $\mathcal{B}$ such that $E(C_1) \triangle E(C_2)$ is the edge set of a cycle $C$, then $C$ is in $\mathcal{B}$.

(ii) Whenever $L$ is in $\mathcal{L}$ and $F$ is in $\mathcal{F}$, there is at least one common vertex of $L$ and $F$.

A cycle is balanced if it is in $\mathcal{B}$ and unbalanced otherwise. Let $X$ be a subset of $E(G)$. If the subgraph $G[X]$ contains no unbalanced cycle, then we say that $X$ and $G[X]$ are balanced, and otherwise we say they are unbalanced. A theta graph is a subgraph consisting of three internally disjoint paths joining two distinct vertices. We define a matroid $M = M(G, \mathcal{B}, \mathcal{L}, \mathcal{F})$ by describing its circuits as follows: a subset $X$ of $E(G)$ is a circuit of $M$ if and only if $X$ is the edge set of one of the following.

1. A balanced cycle.
2. An unbalanced theta graph.
3. The union of two edge-disjoint unbalanced cycles sharing exactly one vertex. (Such a subgraph is called a tight handcuff.)
4. The union of two vertex-disjoint cycles in $\mathcal{L}$.
5. The union of two vertex-disjoint cycles in $\mathcal{F}$ and a minimal path joining these two cycles. (Such a subgraph is called a loose handcuff.)

If $\mathcal{B}$ contains every cycle of $G$, then $M = M(G)$ is a graphic matroid. If $\mathcal{L}$ is empty, then $M$ is a frame matroid, and if $\mathcal{F}$ is empty, then $M$ is a lift matroid. If both $\mathcal{B}$ and $\mathcal{L}$ are empty, then $M$ is a bicircular matroid.

**Proposition 5.3.** Let $G$ be a graph, and let $(\mathcal{B}, \mathcal{L}, \mathcal{F})$ be a proper tripartition of the cycles of $G$. If $G$ has branch-width at most $w$, then the quasi-graphic matroid $M := M(G, \mathcal{B}, \mathcal{L}, \mathcal{F})$ has branch-width at most $w + 2$.

**Proof.** We may assume that $G$ has at least 2 edges. Let $(T, L)$ be a branch-decomposition of the graph $G$ with width at most $w$. This means that whenever $e$ is an edge of $T$, there are at most $w$ vertices incident with both sides of a partition $(A_e, B_e)$ of $E(G)$ induced by the components of $T - e$ under $L^{-1}$. We will demonstrate that $\lambda_M(A_e) \leq w + 1$ for every edge $e$, and then $(T, L)$ will certify the branch-width of $M$ to be at most $w + 2$.

Let $X$ be a subset of $E(G)$. Let $c(X)$ denote the number of connected components in the subgraph $G[X]$, and let $b(X)$ denote the number of these components that are balanced. Moreover, let $\ell(X)$ be 1 if $G[X]$ contains a cycle in $\mathcal{L}$, and otherwise set $\ell(X) = 0$. The
rank \( r_M(X) \) is given by the formula \(|V(X)| - b(X)\) when \( G[X] \) contains a cycle in \( \mathcal{F} \), and otherwise by \(|V(X)| - c(X) - \ell(X)\) [1, Lemma 2.4].

Let \( n \) be the number of vertices in \( G \) and let \( E := E(G) \). Let \( n_A \) and \( n_B \) be the number of vertices in the subgraphs \( G[A_e] \) and \( G[B_e] \), so that \( n_A + n_B - n \) is the number of vertices incident both with edges in \( A_e \) and edges in \( B_e \). First assume that \( \mathcal{F} \) is non-empty. Then \( r(M) = n - b(E) \). Assume that both \( G[A_e] \) and \( G[B_e] \) contain cycles in \( \mathcal{F} \). Any subgraph of a balanced subgraph is itself balanced, and it follows that \( b(A_e) + b(B_e) \geq b(E) \). Therefore

\[
\lambda_M(A_e) = r_M(A_e) + r_M(B_e) - r(M) = (n_A - b(A_e)) + (n_B - b(B_e)) - (n - b(E)) \\
\leq |V(A_e) \cap V(B_e)| \leq w
\]
as desired. Now assume that \( G[A_e] \) contains a cycle in \( \mathcal{F} \) but that \( G[B_e] \) does not. In this case \( b(A_e) + c(B_e) \geq b(E) \), so

\[
\lambda_M(A_e) = (n_A - b(A_e)) + (n_B - c(B_e) - \ell(B_e)) - (n - b(E)) \leq |V(A_e) \cap V(B_e)| \leq w.
\]

If neither \( G[A_e] \) nor \( G[B_e] \) contains a cycle in \( \mathcal{F} \), then since \( c(A_e) + c(B_e) \geq c(E) \geq b(E) \), we can again reach the conclusion that \( \lambda_M(A_e) \leq w \).

Now we assume that \( \mathcal{F} \) is empty. Therefore

\[
r(M) = n - c(E) - \ell(E), r(A_e) = n_A - c(A_e) - \ell(A_e), \text{ and } r(B_e) = n_B - c(B_e) - \ell(B_e).
\]

As \( c(A_e) + c(B_e) \geq c(E) \), it follows easily that \( \lambda_M(A_e) \leq w + 1 \), and this completes the proof. \( \square \)

We will use the following grid theorem due to Robertson and Seymour. Note that in [18] they proved this theorem in terms of tree-width, but in [19] they established that graphs have small tree-width if and only if they have small branch-width, yielding the following version of the theorem.

**Theorem 5.4** (Robertson and Seymour [18, (2.1)] and [19, (5.1)]). For any positive integer \( n \), there is an integer \( N(n) \) such that every graph of branch-width at least \( N(n) \) contains a minor isomorphic to the \( n \times n \) grid.

For a positive integer \( n \), let \( P_n^\circ \) be the graph obtained from the path on \( n \) vertices by adding one loop at each vertex. By comparing circuits, it is easy to observe the following lemma.

**Lemma 5.5.** For every positive integer \( n \), the bicircular matroid \( M(P_n^\circ, \emptyset, \emptyset, C_n^\circ) \) is isomorphic to \( M(F_n) \), where \( C_n^\circ \) is the set of cycles of \( P_n^\circ \). \( \square \)
**Proposition 5.6.** For every positive integer \( n \), there is an integer \( w \) such that every quasi-graphic matroid with branch-width at least \( w \) contains a minor isomorphic to \( M(F_n) \).

**Proof.** We may assume that \( n > 2 \). Let \( w := N(n^2) + 2 \) where \( N(n^2) \) is the integer given in Theorem 5.4.

Let \( M = M(G, B, L, F) \) be a quasi-graphic matroid of branch-width at least \( w \). Assume for a contradiction that \( M \) does not have a minor isomorphic to \( M(F_n) \).

By Proposition 5.3, \( G \) has branch-width at least \( N(n^2) \). By Theorem 5.4, \( G \) has a minor \( G' \) isomorphic to the \( n^2 \times n^2 \) grid. We may assume that \( G' \) is equal to the \( n^2 \times n^2 \) grid.

As \( G' \) is obtained from \( G \) by deleting edges and contracting non-loop edges, it follows immediately from [1, Theorem 4.5] that there is a proper tripartition \( (B', L', F') \) of the cycles of \( G' \) such that \( M' := M(G', B', L', F') \) is a minor of \( M \).

First assume \( L' \) contains a cycle of length 4 with edge set \( \{c_1, c_2, c_3, c_4\} \). By [1, Theorem 4.5], \( M'' := M'/\{c_1, c_2, c_3\} \) is a quasi-graphic matroid. Let \( G'' := G'/\{c_1, c_2, c_3\} \), and let \( (B'', L'', F'') \) be a proper tripartition of the cycles of \( G'' \) so that \( M'' = M(G'', B'', L'', F'') \). Again by Theorem [1, Theorem 4.5] we may assume that the cycle with edge set \( \{c_4\} \) is in \( L'' \). Let \( v \) be the vertex of \( G'' \) that is incident with \( c_4 \). By definition, every cycle in \( F'' \) contains \( v \). This means that \( M'' = M(G'', B'', L'' \cup F'', \emptyset) \) (see [1, Section 2.3]).

For \( S \subseteq E(M''/c_4) \), the set \( S \cup \{c_4\} \) is dependent in \( M'' \) if and only if \( S \) contains the edge set of some cycle of \( G''/c_4 \), so \( M''/c_4 = M(G''/c_4) = M(G'/\{c_1, c_2, c_3, c_4\}) \). As \( n^2 \) is greater than four, \( n^2 \) is isomorphic to the \( 2 \times n^2 \) grid. By contracting the edges in the path \( (\alpha, 1)(\alpha, 2) \cdots (\alpha, n^2) \), we obtain a minor isomorphic to \( F_{n^2} \). Now \( n^2 > n \) implies that \( M \) has a minor isomorphic to \( M(F_n) \), a contradiction. Therefore \( L' \) contains no cycle of length 4.

Consider the subgraph \( G_1 := G'[(i, j) : i \in \{1, 2\}, j \in [n^2]] \). If \( G_1 \) contains \( n \) vertex-disjoint cycles of length 4 in \( F' \), then \( M' \) has a minor isomorphic to \( M(P_n^\alpha, \emptyset, \emptyset, C_n^\alpha) \), where \( C_n^\alpha \) is the set of cycles of \( P_n^\alpha \), contradicting our assumption by Lemma 5.5.

Since the \( 2 \times n \) grid contains \( F_n \) as a minor, by our assumption, any sequence of consecutive balanced cycles of length 4 in \( G_1 \) contains at most \( n - 2 \) such cycles. As \( G_1 \) contains no cycles of length 4 in \( L' \), and at most \( n - 1 \) vertex-disjoint cycles of length 4 in \( F' \), it follows that \( G_1 \) contains at most \( (n - 2)n + 2(n - 1) = n^2 - 2 \) cycles of length 4. This is impossible, as \( G_1 \) has at least \( n^2 - 1 \) cycles of length 4.

Now it is routine to combine Proposition 5.6 with Theorem 1.2 to deduce the following result.
Corollary 5.7. For every positive integer \( n \), there is an integer \( d \) such that every quasi-graphic matroid with branch-depth at least \( d \) contains a minor isomorphic to \( M(F_n) \). □

5.3. General matroids.

The following conjecture about branch-width is due to Johnson, Robertson, and Seymour.

Conjecture 5.8 (Johnson, Robertson, and Seymour; see [5, Conjecture 6.1]). For every positive integer \( n \), there is an integer \( d \) such that every matroid of branch-width at least \( d \) contains a minor isomorphic to either

- the cycle matroid of the \( n \times n \) grid;
- the bicircular matroid of the \( n \times n \) grid; or
- the uniform matroid \( U_{n,2n} \).

Corollary 5.9. Conjecture 5.8 implies Conjecture 1.1.

Proof. Since both the cycle matroid and the bicircular matroid of the \( n \times n \) grid are quasi-graphic and both have large branch-depth, this follows from Corollary 5.7. □
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