An Experimental Study on Optimization in Permutation Spaces by Quantum-Inspired Evolutionary Algorithm Using Quantum Bit Representation
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Abstract The quantum-inspired evolutionary algorithm (QEA) and QEA with a pair-swap strategy (QEAPS), where each gene is represented by a quantum bit (qubit) in both algorithms, have shown superior search performance to the classical genetic algorithm in the 0-1 knapsack problem. Also, from experimental results for the integer knapsack problem, a novel integer-type gene-coding method that can obtain an integer value as an observation result by assigning multiple qubits in a gene locus has shown superior search performance to the conventional binary-type gene-coding method. However, the integer-type gene-coding method cannot deal with permutations simply. Therefore, we have proposed two interpretation methods that can deal with permutations in order to expand the gene-coding method based on the qubit representation. From the results of a computer experiment using the proposed interpretation methods in the traveling salesman problem, we have clarified that the two proposed interpretation methods can search for the optimal solution, even with the gene-coding method based on the qubit representation. Moreover, there are suitable rotation angles for discovering the optimal solution that depend on the algorithm.

Keywords: quantum bit (qubit), quantum-inspired evolutionary algorithm (QEA), QEA with pair-swap strategy (QEAPS), permutation spaces, traveling salesman problem (TSP)

1. Introduction

Recently, some evolutionary algorithms incorporating principles of quantum computation have been proposed [1]-[4]. They are not suitable for a quantum computer but are efficient evolutionary algorithms for digital computers. The quantum-inspired evolutionary algorithm (QEA) [2], [3] is one of the evolutionary algorithms incorporating principles of quantum computation. In QEA, each gene is represented by a quantum bit (qubit), and the quantum superposition state is imitated. QEA can automatically shift from a global search to a local search similar to simulated annealing (SA) [5]. Han et al. have shown that QEA has superior search performance to a genetic algorithm (GA) [6] in the 0-1 knapsack problem (0-1KP). Nakayama et al. proposed a simpler algorithm that is referred to as QEA with a pair-swap strategy (QEAPS) [7], [8]. QEAPS requires fewer parameters to be adjusted than QEA. Nakayama et al. showed that QEAPS can find similar or even better quality solutions than QEA in 0-1KP. However, in QEA and QEAPS, each gene is represented by a qubit and both algorithms can only use a binary value as an observation result for a qubit.

Therefore, Iimura et al. proposed a novel integer-type gene-coding method [9], [10] that can obtain an integer value as an observation result by assigning multiple qubits in a gene locus. Moreover, they implemented the gene-coding method in both QEA and QEAPS and showed that it can search for a similar or a superior solution in a shorter time than a conventional binary-type gene-coding method in the integer knapsack problem (IKP). However, the integer-type gene-coding method cannot deal with permutations simply.

In order to expand the gene-coding method based on the qubit representation, this paper proposes two interpretation methods that can deal with permutations. The proposed interpretation methods interpret
integer values, which are obtained from the integer-type gene-coding method, as permutations.

Moreover, we have implemented the proposed interpretation methods in both QEA and QEAPS, showed the experimental results for the traveling salesman problem (TSP), and clarified their characteristics.

2. Solution Search Using Qubit Representation for Gene of Individual

This section overviews the process of QEA and QEAPS, which use the qubit representation for a gene of an individual. We first describe the qubit representation used for the gene coding. Next, we describe a binary-type gene-coding method and an integer-type gene-coding method based on the qubit representation. Using the binary-type gene-coding method can solve binary combinatorial optimization problems such as 0-1KP, and using the integer-type gene-coding method can solve integer combinatorial optimization problems such as IKP. After that, we describe the process of QEA and QEAPS.

2.1 Qubit representation of gene

The classical GA (CGA) usually uses a definite binary, integer, or real value, or a character in a gene representation. However, the qubit representation can be used as a gene in QEA and QEAPS. In general, a qubit is described by a two-dimensional column vector in a complex vector space where the inner product is defined. It uses the following standard bases as orthonormal base vectors.

\[
|0\rangle = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad |1\rangle = \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\]

(1)

The qubit can have a stochastic superposition state (vector sum) of the two vectors \(|0\rangle\) and \(|1\rangle\) with each having a complex probability amplitude. The superposition state \(\varphi\) of the qubit can be illustrated by the Bloch sphere.

Figure 1 shows the genes with the qubit representation in an individual and the observation results of qubits. Chromosome \(q_i\) of individual \(i\) is described as \(q_i = q_{i1} \otimes q_{i2} \otimes \cdots \otimes q_{im} \quad (j = 1, 2, \cdots, m)\) and is assigned multiple qubits in gene locus \(j\). Gene \(q_{ij}\) of chromosome \(q_i\) is described as a tensor product of the qubits, \(q_{ij} = q_{ij1} \otimes q_{ij2} \otimes \cdots \otimes q_{ijh} \quad (k = 1, 2, \cdots, h)\).

Here, \(m\) is the number of genes and \(h\) is the number of qubits in a gene locus. If each qubit \(q_{ijk}\) is quantum-mechanically observed, then each binary value \(p_{ijk}\) of 0 or 1 can be obtained according to the probability amplitudes, \(\alpha_{ijk}\) and \(\beta_{ijk}\), of each qubit in the chro-
mosome. Qubit $q_{ijk}$ is as follows:

$$q_{ijk} = \alpha_{ijk} |0\rangle + \beta_{ijk} |1\rangle = \begin{bmatrix} \alpha_{ijk} \\ \beta_{ijk} \end{bmatrix}$$

where $|\alpha|^2$ is the probability that state $|0\rangle$ is observed and $|\beta|^2$ is the probability that state $|1\rangle$ is observed, which are normalized so that $|\alpha|^2 + |\beta|^2 = 1$.

2.2 Binary-type gene-coding method based on qubit representation

As shown in Fig. 2, the binary-type gene-coding method [2], [3] assigns one qubit in each gene locus $j$, that is, $h$ is set to 1. Therefore, the binary information $p_{ij}$, which is obtained by observing each qubit, is a 1-bit binary value. Then, the binary information $p_i$ is a solution, and the fitness $f(p_i)$ of chromosome $q_i$ is calculated from the binary information $p_i$ in the same way as in CGA.

2.3 Integer-type gene-coding method based on qubit representation

The integer-type gene-coding method [9], [10] uses multiple qubits in a gene locus $j$, obtains binary information as a result of observing the qubits, and obtains integer information by decoding the binary information. The idea is schematically shown in Fig. 3.

The integer-type gene-coding method interprets the binary information $p_{ij} = [p_{ij1}, p_{ij2}, \cdots, p_{ijn}]^T$, that is, the observation result obtained by assigning multiple qubits $q_{ij}$ in gene locus $j$, as a pure binary code. Finally, the integer-type gene-coding method decodes the pure binary code $p_{ij}$ to an integer value $x_{ij}$, and obtains integer information $x_i$ by assigning multiple qubits $q_{ij}$ in gene locus $j$, as a pure binary code. For example, the pure binary code “110” can be decoded to the integer value “6”. The integer information $x_i$ is a solution, and the fitness of the chromosome $f(x_i)$ can be evaluated from the integer information $x_i$ in the same way as in CGA.

2.4 Procedure of QEA and QEAPS in IKP

This section describes the procedure of QEA and QEAPS using an individual represented by the integer-type gene-coding method. Figure 4 shows the update cycle of an individual represented by the integer-type gene-coding method. In addition, this update cycle is for the case of a binary-type gene-
coding method, assuming that \( x_i \) is \( p_i \), \( b_i \) is \( s_i \), and \( h \) is set to 1 in order to constrain \( x_{ij} \) to only take a value of 0 or 1.

Individual \( i \) keeps chromosome \( q_i \) represented by multiple qubits as well as best solution information as the personal best obtained up to the present generation. The best solution information involves not only the integer information \( s_i \) but also the binary information \( b_i \) of the personal best.

To begin with, the initialization is carried out by setting \( \alpha_{ijk} \) and \( \beta_{ijk} \) to \( 1/\sqrt{2} \) in order to observe states \(|0\rangle \) and \(|1\rangle \) with equal probability in individual \( i \) (\( j = 1, 2, \ldots, m \), and \( k = 1, 2, \ldots, h \)). Next, the evolution of an individual with qubits and the update of the best solution information in the individual are repeated in accordance with the following procedure until a given termination condition is satisfied.

First, binary information \( p_i \) is obtained from observing chromosome \( q_i \) according to its probability amplitudes. Then, integer information \( x_i \) is obtained from decoding the binary information \( p_i \). The binary information \( p_i \) and integer information \( x_i \) may be repaired into a feasible solution if \( x_i \) is not a feasible solution [10].

Next, the fitness \( f(x_i) \) is calculated from the integer information \( x_i \), and the fitness of the individual is decided. If the currently obtained integer information \( x_i \) is superior to the best solution information \( s_i \) as the personal best obtained up to the present generation, then the best solution informations \( b_i \) and \( s_i \) are replaced by \( p_i \) and \( x_i \), respectively.

If the best solution information \( s_i \) is superior to the integer information \( x_i \), qubit \( q_i \) is updated by a unitary transformation based on the rotation angle list \( u_i \) so that it becomes closer to the binary best solution information \( b_i \). Then, the rotation angle list \( u_i \) is created from each value of \( p_{ijk}, b_{ijk} \), and the magnitude correlation of \( f(x_i) \) and \( f(s_i) \). This list is used to increase and decrease the observation probabilities of \(|0\rangle \) and \(|1\rangle \). How to decide the rotation angle \( \theta_{ijk} \) is shown in Table 1 [2], [3]. A unitary transformation can be used to change the ratio of the probability amplitudes \( \alpha_{ijk} \) and \( \beta_{ijk} \) of the superposition state as follows:

\[
\begin{bmatrix}
\alpha'_{ijk} \\
\beta'_{ijk}
\end{bmatrix} = \begin{bmatrix}
\cos(\theta_{ijk}) & -\sin(\theta_{ijk}) \\
\sin(\theta_{ijk}) & \cos(\theta_{ijk})
\end{bmatrix} \begin{bmatrix}
\alpha_{ijk} \\
\beta_{ijk}
\end{bmatrix}
\]  

After that, an individual’s best solution informations \( b_i \) and \( s_i \) are transferred to the other individuals by the local migration process and the global migration process in QEA [2], [3], or the pair-swap process in QEAPS [7], [8].

In the initial stage of the search, QEA and QEAPS act as a random search. The algorithms can automatically shift from a global search to a local search, with \( \alpha_{ijk} \) and \( \beta_{ijk} \) gradually converging from \( 1/\sqrt{2} \) to 0 or 0. The magnitude of \( \theta_{C} \) affects the quality of the solution and the convergence speed. If \( \theta_{C} \) is too large, the solutions may diverge or converge prematurely to a local optimal solution. If \( \theta_{C} \) is too small, the convergence speed may become slow and the search performance will degrade [2], [3].

### 3. Interpretation Method Based on Integer-Type Gene-Coding Method

We have proposed two interpretation methods that can interpret integer information as permutation information based on the integer-type gene-coding method. This section describes the two proposed interpretation methods. We describe the search process in TSP using QEA and QEAPS for the search algorithms and describe in detail the two proposed interpretation methods.

#### 3.1 Procedure of QEA and QEAPS in TSP

Figure 5 shows the update cycle of an individual in TSP. Individual \( i \) keeps chromosome \( q_i \), which is represented by the integer-type gene-coding method, and best solution information as the personal best obtained up to the present generation. The best solution information involves not only permutation information \( s_i \) but also binary information \( b_i \) of the personal best.

To begin with, the initialization is carried out by setting \( \alpha_{ijk} \) and \( \beta_{ijk} \) to \( 1/\sqrt{2} \) in individual \( i \) (\( j = 1, 2, \ldots, m \), and \( k = 1, 2, \ldots, h \)). Next, the evolution of an individual using qubits and the update of the best solution information in the individual are repeated in accordance with the following procedure until a given termination condition is satisfied.

First, binary information \( p_i \) is obtained from observing chromosome \( q_i \) according to its probability amplitudes. Then, integer information \( x_i \) is obtained from decoding the binary information \( p_i \). Here, in the case of an integer array \( x_i \) involving some overlapping numbers or some numbers greater than the number of cities \( m \), such as "6" at \( x_{i1} \) and \( x_{i3} \) in Fig. 5, \( x_i \) cannot deal with permutations simply. Therefore, the integer information \( x_i \) is interpreted as permutation information \( t_i \) using the interpretation method described in detail in the next section.
Next, the fitness $f(t_i)$ is calculated from the permutation information $t_i$, and the fitness of the individual is decided. If the currently obtained permutation information $s_i$ is superior to the best solution information $s_i$ as the personal best obtained up to the present generation, then the best solution informations $p_i$ and $s_i$ are replaced by $t_i$ and $s_i$ respectively. Then, if the best solution information $s_i$ is superior to the integer information $x_i$, qubit $q_i$ is updated by the unitary transformation shown in Eq. (3), which is based on the rotation angle list $u_i$ shown in Table 2.

After that, an individual’s best solution informations $p_i$ and $s_i$ are transferred to the other individuals by the two migration processes in QEA or the pair-swap process in QEAPS, similarly to in IKP.

### 3.2 Interpretation methods

As described above, the integer-type gene-coding method in the previous study [9], [10] cannot deal with permutations simply. In this study, we propose two interpretation methods for the integer-type gene-coding method that can convert integer information $x_i$ to permutation information. We describe the details of the interpretation procedures below.

**Cardinal number method** $I_1$ Figure 6 shows the interpretation process from integer information $x_i$ to permutation information $t_i$. $x_i$ is the integer information, which is decoded as the observation result $p_i$ of qubit $q_i$, in the integer-type gene-coding method.

First, the integers $x_i$ are ranked in ascending order. If there are equal values in $x_i$, the ranks are decided randomly. That is, there is a case that $(r_{i1}, r_{i3})$ is $(4, 5)$ or $(5, 4)$ in Fig. 6(a).

Next, each rank information $r_{ij}$ is interpreted as city $c_{r_{ij}}$, which is visited $j$th, and we obtain
tour information (permutation information) $t_i$. For example, in Fig. 6(a), city $c_{r_{i1}}$ named $c_5$ (“E”) is visited 1st, city $c_{r_{i2}}$ named $c_2$ (“B”) is visited 2nd, city $c_{r_{i3}}$ named $c_4$ (“D”) is visited 3rd, city $c_{r_{i4}}$ named $c_1$ (“A”) is visited 4th, and a city $c_{r_{i5}}$ named $c_3$ (“C”) is visited 5th. Finally, we obtain the tour information $t_i = E \rightarrow B \rightarrow D \rightarrow A \rightarrow C$, where city $c_1$ is “A”, city $c_2$ is “B”, city $c_3$ is “C”, city $c_4$ is “D”, and city $c_5$ is “E”.

**Ordinal number method $I_2$** Figure 7 shows the interpretation process from integer information $x_i$ to permutation information $t_i$. $x_i$ is the decoded integer information in the integer-type gene-coding method.

| Decoded integer information $x_i$ | Rank $x_i$ in ascending order | Fitness $f(t_i)$ |
|-----------------------------------|--------------------------------|------------------|
| $x_{i1}$ $x_{i2}$ $x_{i3}$ $x_{i4}$ $x_{i5}$ | $r_{i1}$ $r_{i2}$ $r_{i3}$ $r_{i4}$ $r_{i5}$ | $f(t_i) = 0.72$ |
| (a) The case of $x_{i3} = 6$ | | |

| Decoded integer information $x_i$ | Rank $x_i$ in ascending order | Fitness $f(t_i)$ |
|-----------------------------------|--------------------------------|------------------|
| $x_{i1}$ $x_{i2}$ $x_{i3}$ $x_{i4}$ $x_{i5}$ | $r_{i1}$ $r_{i2}$ $r_{i3}$ $r_{i4}$ $r_{i5}$ | $f(t_i) = 0.77$ |
| (b) The case of $x_{i3} = 2$ | | |

| Decoded integer information $x_i$ | Rank $x_i$ in ascending order | Fitness $f(t_i)$ |
|-----------------------------------|--------------------------------|------------------|
| $x_{i1}$ $x_{i2}$ $x_{i3}$ $x_{i4}$ $x_{i5}$ | $r_{i1}$ $r_{i2}$ $r_{i3}$ $r_{i4}$ $r_{i5}$ | $f(t_i) = 0.75$ |
| (a) The case of $x_{i3} = 6$ | | |

| Decoded integer information $x_i$ | Rank $x_i$ in ascending order | Fitness $f(t_i)$ |
|-----------------------------------|--------------------------------|------------------|
| $x_{i1}$ $x_{i2}$ $x_{i3}$ $x_{i4}$ $x_{i5}$ | $r_{i1}$ $r_{i2}$ $r_{i3}$ $r_{i4}$ $r_{i5}$ | $f(t_i) = 0.75$ |
| (b) The case of $x_{i3} = 2$ | | |

4. Experimental Results and Consideration

To clarify the search performance of the proposed interpretation methods, we first used the relatively small-scale TSP named “burma14” (number of cities: 232 Journal of Signal Processing, Vol. 19, No. 6, November 2015
The experimental results are depicted as Fig. 8 in the case of using the cardinal number method $I_1$ and Fig. 9 in the case of using the ordinal number method $I_2$. Figures 8 and 9 show the rate at which the optimal solution is discovered in all trials $R$ as a bar graph and the average of the minimum number of generations required to search for the optimal solution in all trials $G$ as a line graph.

In these results, the discovery rate of the optimal solution $R$ using the interpretation method $I_2$ is higher than using $I_1$ in all cases of QEA and QEAPS. Suppose “6” is replaced with “2” for $x_{13}$ during the search process, as shown in Fig. 6. In the case of using $I_1$, the locations of cities “B”, “D”, and “C” (Fig. 6(a)), which correspond to the fluctuated ranks ($r_{12}$, $r_{13}$, and $r_{15}$), are respectively reallocated to “C”, “B”, and “D” (Fig. 6(b)) independently of their order. On the other hand, in the case of using $I_2$, even if “6” is replaced with “2” for $x_{13}$ (Fig. 7), the order of city “C” corresponding to $x_{13}$ is shifted to 2nd, and the orders of cities “B” and “E”, which correspond to the fluctuated ranks ($r_{12}$, and $r_{15}$), are kept appropriately. Therefore, $I_2$ can bequeath a superior order of the cities (building block) to the next generation than $I_1$.

The average number of generations $G$ tends to decrease with increasing rotation angle. It is observed that there are suitable rotation angles for discovering the optimal solution that depend on the algorithm. The suitable rotation angles are $\pi/700$ and $\pi/600$ [rad] in the case of QEA and $\pi/300$, $\pi/200$, and $\pi/100$ [rad] in the case of QEAPS.

5. Conclusions

In order to expand the integer-type gene-coding method based on the qubit representation, this paper has proposed novel interpretation methods for dealing with permutations. From the experimental results, we have clarified that the two proposed interpretation methods can search for the optimal solution of TSP, even with the gene-coding method based on the qubit representation. In further research, we plan to verify the search performance for a larger-scale TSP, to examine the application of the proposed interpolation methods to other combinatorial optimization problems, and to consider more suitable gene-coding method.
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