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Abstract
Purpose – In this study, the authors introduce a solvability of special type of Langevin differential equations (LDEs) in virtue of geometric function theory. The analytic solutions of the LDEs are considered by utilizing the Caratheodory functions joining the subordination concept. A class of Caratheodory functions involving special functions gives the upper bound solution.

Design/methodology/approach – The methodology is based on the geometric function theory.

Findings – The authors present a new analytic function for a class of complex LDEs.

Originality/value – The authors introduced a new class of complex differential equation, presented a new technique to indicate the analytic solution and used some special functions.

Keywords Subordination and superordination, Analytic function, Univalent function, Open unit disk, Majorization
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1. Introduction
Langevin differential equation (LDE) is one of the most important differential equation in mathematical sciences, including fluid, Brownian motion, thermal and wavelet studies. It investigated wildly in view of various types of geometric, stochastic and analysis studies (see for example references [1–5]). An arbitrary model of LDEs is studied in [6–8] including analytic solutions. The existence and stability of a class of LDEs with two Hilfer-Katugampola fractional derivatives is investigated in [9]. Moreover, the existence of LDE is illustrated suggesting different types of geometry [10, 11].

LDEs of a complex variable are applied to simulate special types of polymer and nanomaterials, including the conduct of the polymers [12]. Based on this priority of LDEs of a complex variable, we aim to study this class analytically. The technique of the geometric function theory is used recently by Ibrahim and Baleanu [13] to determine the fractal solution. They utilized different notions such as the subordination and super-ordination, majorization, Caratheodory functions, convex functions and special functions (see [14–16]).

Here, we discuss the upper bound solution of LDEs of a complex variable in feature of geometric function theory. We illustrated a list of conditions that implies a univalent result in \( \mathbb{U} \) (the unit disk). The mechanism of our proof is considered utilizing the Caratheodory functions joining the subordination concept. A class of Caratheodory functions involving special functions gives the upper bound solution.
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2. Complex Langevin differential equations
The LDE of a complex variable can be realized by the next formula [17].
\[
\chi''(z) + \alpha \chi'(z) = F(\chi(z)), \quad z \in \mathbb{C},
\]
where \( \alpha > 0 \) indicates the oscillation coefficient, and \( F \) is the noise factor. To study the geometric properties of Eq.\((2.1)\), we consider \( z \in \mathbb{C} : |z| < 1 \), and \( \chi(z) \) is a normalized function satisfying the expansion \( \chi(z) = z + \sum_{n=2}^{\infty} \chi_n z^n \). Rearrange Eqn \((2.1)\) with complex coefficient, then the homogeneous formula is given by
\[
\Psi(z) := \zeta(z) \left( \frac{z^2 \chi''(z)}{\chi(z)} \right) + \left( \frac{z \chi'(z)}{\chi(z)} \right), \quad z \in \mathbb{U},
\]
where \( \zeta(z) \) is analytic function in \( \mathbb{U} \). It is clear that \( \Psi(0) = 1 \), for all \( \zeta(z) \in \mathbb{U} \) (see the following example).

**Example 2.1.** Let data given by
\begin{enumerate}
  \item \( \chi(z) = z/(1-z), \zeta(z) = z \), then we have \( \Psi(z) = 1 + z + 3z^2 + 5z^3 + 7z^4 + 9z^5 + O(z^6) \);
  \item \( \chi(z) = z/(1-z)^2, \zeta(z) = z \), then we get \( \Psi(z) = 1 + 2z + 6z^2 + 12z^3 + 18z^4 + 24z^5 + O(z^6) \);
  \item \( \zeta(z) = 1 - z \) and \( \chi(z) = z/(1-z) \), then we obtain \( \Psi(z) = 1 + 3z + 3z^2 + 3z^3 + 3z^4 + 3z^5 + O(z^6) \);
  \item \( \zeta(z) = 1 \) and \( \chi(z) = z/(1-z) \), then we obtain \( \Psi(z) = 1 + 3z + 5z^2 + 7z^3 + 9z^4 + 11z^5 + O(z^6) \).
\end{enumerate}

We denote by \( \mathcal{P}(A,B) \), the class of functions
\[
\rho(z) = \frac{1 + Aw(z)}{1 + Bw(z)} \leq \frac{1 + Az}{1 + Bz},
\]
where \( w \) satisfies \( w(0) = 0 \) and \( |w(z)| < 1 \); and \(-1 \leq B < A \leq 1\), then \( \mathcal{P}(A,B) \subset \mathcal{P}\left(\frac{1-z}{1-B}\right) \) is the Janowski class. Next, we define a class of analytic functions.

**Definition 2.2.** The function \( \chi(z) = z + \sum_{n=2}^{\infty} \chi_n z^n, z \in \mathbb{U} \) is in \( \mathcal{M}_\zeta(\rho) \) if and only if
\[
\Psi(z) = \zeta(z) \left( \frac{z^2 \chi''(z)}{\chi(z)} \right) + \left( \frac{z \chi'(z)}{\chi(z)} \right) < \rho(z),
\]
\( (z \in \mathbb{U}, \rho(0) = 1, \rho'(0) > 1, \zeta(z) \in \mathbb{U}, \zeta(z) \in \mathbb{U}) \).

Now consider starlike function as follows:
\[
\rho_\ast(z) = \frac{z}{e^z - 1} = 1 - \frac{z}{2} + \frac{z^2}{12} - \frac{z^4}{720} + \ldots
\]
and a convex function
\[
\varphi_\ast(z) := 1/\rho_\ast(z) = 1 + \frac{z}{2} + \frac{z^2}{6} + \frac{z^3}{24} + \frac{z^4}{120} + \ldots
\]
Consider the functional
Proposition 2.3. Some geometric properties are illustrated as follows:

2.1 Geometric properties
Some geometric properties are illustrated as follows:

**Proposition 2.3.** Consider the functional $\Psi(z)$ such that $p(z) = z\chi(z)'/\chi(z)$. Then $\chi(z)$ is starlike in $\mathcal{U}$, whenever $\varsigma(z) = z, \Re(z) > 0$ and

$$-\sqrt{(3)(\Re(z))} < \Im(z) < \sqrt{(3)(\Re(z))}.$$ 

**Proof.** Suppose the functional

$$\Psi(z) = \varsigma(z) \left( \frac{z^2\chi''(z)}{\chi(z)} \right) + \left( \frac{z\chi'(z)}{\chi(z)} \right).$$

Let $p(z) = z\chi(z)'/\chi(z)$, then

$$\left( \frac{z\chi(z)''}{\chi(z)} \right) = z(zp'(z)) + zp^2(z) - z\frac{1}{\psi(z)}$$

yields that

$$\Psi(z) = z(zp'(z)) + zp^2(z) + (1 - z)p(z), \quad z \in \mathcal{U}.$$ 

By [18]-Example 2.4m, we have $A(z) = z, B(z) = z, C(z) = 1 - z$ and $D(z) = 0$, where the assumptions imply that $\Re(z) > 0$ we get the conclusion

$$\Re[A(z)zp'(z) + B(z)p^2(z) + C(z)p(z) + D(z)]$$

$$\Re[z(zp'(z)) + zp^2(z) + (1 - z)p(z)]$$

$$0 \Rightarrow \Re(p(z)) > 0.$$ 

Corresponding to the above conclusion, we indicate that $\chi(z)$ is starlike. 

**Proposition 2.3** can be generated for $\Re(\varsigma(z)) > 0$ as follows:

**Proposition 2.4.** Consider the functional $\Psi(z)$ such that $p(z) = z\chi(z)'/\chi(z)$. Then $\chi(z)$ is starlike in $\mathcal{U}$, whenever $\Re(\varsigma(z)) > 0$ and

$$[\Im(\varsigma(z))]^2 < 3(\Re(\varsigma(z)))^2.$$ 

**Proposition 2.5.** (Integral existence result)

Consider the functional $\Psi(z) = p(z)q(z)$, where $p(z) = z\chi(z)'/\chi(z)$ and

$$q(z) = \varsigma(z) \left( 1 + \frac{z\chi''(z)}{\chi'(z)} \right).$$
If \( \varsigma(0) = 1 \) and the subordination

\[
(\alpha_1 + \alpha_2) + \frac{zq'(z)}{q(z)} < (\alpha_1 + \alpha_2)\left(\frac{1 + z}{1 - z}\right) + \frac{2z}{1 - z^2}
\]

holds such that \( \alpha_1 + \alpha_2 = \beta_1 + \beta_2 > 0 \), then the integral

\[
V(z) := \left(\frac{\beta_1 + \beta_2}{z^\beta} \frac{1}{p(z)} \int_0^z \varsigma^{\alpha_1 + \alpha_2 - 1} q(\varsigma) d\varsigma\right)^{1/\beta_1}
\]

satisfies the following conclusion

\[
\left( V(z) \in \mathbb{A}, V(z)/z \neq 0, \Im\left(\beta_1 \frac{zV'(z)}{V(z)} + \frac{zq'(z)}{q(z)} + \beta_2\right) > 0 \right).
\]

**Proof.** Consider \( \Psi(z) \) with \( \varsigma(z) = 1 \), then a computation implies that

\[
\Psi(z) = \left(\frac{z\varphi'(z)}{\varphi(z)}\right) \left(1 + \frac{z\varphi''(z)}{\varphi'(z)}\right).
\]

Since, \( p(0) = 1 \) and \( q(0) = 1 \) with \( \Psi(z) = p(z)q(z) \neq 0 \) for some \( z_0 \in \mathbb{U} \). Then in view of [18]-Theorem 2.5c, we have the desired conclusion. \( \square \)

**Proposition 2.6.** Consider the functional \( \Psi(z) = p(z)q(z) \), where \( p(z) = z\varphi'(z)/\varphi(z) \) and

\[
q(z) = \left(1 + \frac{z\varphi''(z)}{\varphi'(z)}\right), \ \varsigma(0) = 1
\]

If one of the following facts is indicated

1. \( \Im\left(\frac{z\varphi'(z)}{q(z)}\right) + \delta > 0; \)
2. \( \Im\left(\frac{z\varphi'(z)}{q(z)} + \delta\right) < \sqrt{1 + 2\delta}, \ \delta > 0; \)
3. \( \frac{|z\varphi'(z)|}{q(z)} < \delta + 1, \ \delta > 0, \)

then the integral

\[
W(z) := \left(\frac{\delta}{z^{\delta - 1} p(z)} \int_0^z \varsigma^{\delta - 1} q(\varsigma) d\varsigma\right)
\]

satisfies the conclusion

\[
\left( W(z) \in \mathbb{A}, W(z)/z \neq 0, \Im\left(\frac{zW'(z)}{W(z)} + \frac{zq'(z)}{q(z)} + 1\right) > 0 \right).
\]

**Proof.** A computation implies that

\[
\Psi(z) = \varsigma(z) \left(1 + \frac{z\varphi''(z)}{\varphi'(z)}\right) \left(\frac{z\varphi'(z)}{\varphi(z)}\right), \ \varsigma(z) \in \mathbb{U}.
\]
Since \( p(0) = 1 \) and \( q(0) = 1 \) with \( \Psi(z) = p(z)q(z) \neq 0 \) for some \( z_0 \in \mathcal{U} \). Then in view of [18]-Corollary 2.5c.1, we get the desired conclusion.

Next example shows the integral existence result of the convex Koebe function \( z/(1 - z) \). We confirm that the integral formula is also convex because it is majorized by \( z/(1 - z) \).

**Example 2.7.** Let \( \chi(z) = z/(1 - z) \) and \( \zeta(z) = 1 \), then we have \( \rho(z) = 1/(1 - z) \) and

\[
q(z) = \left(1 + \frac{z\chi''(z)}{\chi'(z)}\right)
= \frac{1 + z}{1 - z}
= 1 + 2z^2 + 2z^3 + 2z^4 + 2z^5 + O(z^6).
\]

Thus, we obtain

\[
\left|\frac{zq'(z)}{q(z)}\right| < \delta + 1 \iff \delta > 0, \frac{\delta}{\delta + 2} < \Re(z) < \delta.
\]

Then by letting \( \delta = 1 \), we conclude that the integral existence result satisfies

\[
W(z) = \frac{\delta}{z^5 - p(z)} \int_0^z \zeta^{\delta - 1} q(\zeta) d\zeta
= (1 - z) \int_0^z \left(1 + \frac{\zeta}{1 - \zeta}\right) d\zeta
= (z - 1)(z + 2 \log(1 - z))
= z - z^3/3 - z^4/6 - z^5/10 - z^6/15 + O(z^7) \in \mathcal{A},
\]

which achieves all indicated facts in **Proposition 2.5.** Since the coefficient bounds of \( W(z) \) are motorized by the coefficient bounds of \( \chi(z) \), then we conclude that \( W(z) \) is convex. Moreover, the iteration of the integral existence theorem of a convex function \( \chi(z) \) remains convex in the open unit disk \( W(W(\ldots(W(z)))) \). As a conclusion, this example provides a chain of analytic convex solutions of LDEs in \( \mathcal{U} \). Next remark shows the important relation of \( W(z) \) with the function of nephroid plane curve. This leads to use \( W(z) \) as an official formula in a nephroid plane curve instead of using parametric functions. Moreover, **Proposition 2.5** implies a positive real solution of LDEs; for example, by assuming \( \beta_1 = 1, \beta_2 = 0 \), we get \( \Re\left(\frac{W'(z)}{W(z)} + \frac{q'(z)}{q(z)}\right) > 0 \) because \( W(z) \) and \( q(z) \) are starlike in \( \mathcal{U} \) satisfying \( \Re\left(\frac{W'(z)}{W(z)}\right) > 0 \) and \( \Re\left(\frac{q'(z)}{q(z)}\right) > 0 \). As a comparison with recent methods, our method provides in spite of an analytic solution, the strategy of the existing integral formula involving the analytic solution is still analytic in \( \mathcal{U} \). Note that this solution is univalent in \( \mathcal{U} \). All recent techniques provided an analytic solution without geometric presentations. Our method describes the analytic solution and its integration geometrically.

**Remark 2.8.** It is well known that the function \( \omega(z) = 1 + z - z^3/3 \) (see Figure 1) translates the unit circle onto a 2-cusped curve tilled nephroid satisfying \( ((w - 1)^2 + \nu^2 - 4/9)^3 - 4/3\nu^2 = 0 \). The functional \( \sigma(z) := 1 + W(z) \) can be expanded by (see Figure 2)
Figure 1.
The plot of $\omega(z)$

\[ \text{Re}\left( \frac{z^3}{3} + z + 1 \right) \text{ (where } z = x + iy) \]

\[ \text{Im}\left( \frac{z^3}{3} + z + 1 \right) \text{ (where } z = x + iy) \]

Figure 2.
The plot of $\varpi(z)$

\[ \text{Re}\left( \frac{1}{30} \left( -2z^6 - 3z^5 - 5z^4 - 10z^3 + 30z + 30 \right) \right) \text{ (where } z = x + i) \]

\[ \text{Im}\left( \frac{1}{30} \left( -2z^6 - 3z^5 - 5z^4 - 10z^3 + 30z + 30 \right) \right) \text{ (where } z = x + i) \]
\[ \varpi(z) = \omega(z) - z^4/6 - z^5/10 - z^6/15 + O(z^7). \]

We shall use \( \varpi(z) \) to define some interesting classes of analytic functions.

3. Computations

This section deals with some computational outcomes utilizing a sigmoid function. Note that a sigmoid function is bounded analytic in convex complex domain (see Figure 3).

**Theorem 3.1.** Suppose that \( \chi \in \Lambda \) achieves the inequality

\[
1 + \mu \left( \frac{z \Psi'(z)}{|\Psi(z)|^k} \right) < \frac{2}{1+e^{-\gamma}}, \quad k = 0, 1, 2,
\]

where \( \Psi(z) = \zeta(z) \left( \frac{z\chi'(z)}{\chi(z)} \right) + \left( \frac{z\chi'(z)}{\chi(z)} \right), \quad z \in \mathcal{U}. \) Then

\[
\Psi(z) < \rho_{\gamma}(z) = \frac{z}{e^z - 1}, \quad z \in \mathcal{U}
\]

when \( \mu \geq \max \mu_k. \)

**Figure 3.** The plot of sigmoid function \( s(z) = \frac{e^z}{e^z + 1} \) where its max is at \( \frac{1}{e^z} \) and its min is at \( \frac{1}{1+e^z} \).
\( \max \mu_0 = \max \left\{ \frac{35}{72} (e - 1), \frac{(35(e - 1))}{(72(e - 2))} \right\} \approx 1.1628. \)

\( \max \mu_1 = \max \left\{ \frac{-35}{(72(\log(e - 1) - 1)), \frac{35}{(72 \log(e - 1))} \right\} \approx 1.1. \)

\( \max \mu_2 = \max \left\{ \frac{35}{72}, \frac{35}{72(e - 2)} \right\} \approx 1.321. \)

Proof. Case [A]: assume that \( k = 0 \Rightarrow 1 + \mu(z \Psi'(z)) < \frac{2}{1 + e^{-z}}. \)

Formulate a function \( X_\mu : \cup \to \mathbb{C} \) by the structure

\[ X_\mu(z) = 1 + \frac{1}{\mu} \left( \frac{z}{2} - \frac{z^3}{72} + \frac{z^5}{1200} + \ldots \right), \]

where

\[ \int_0^z \frac{e^\xi - 1}{\xi(1 + e^\xi)} = \]

\[ \frac{z}{2} - \frac{z^3}{72} + \frac{z^5}{1200} - \frac{(17z^7)}{282240} + \frac{(31z^9)}{6531840} - \frac{(691z^{11})}{1756339200} + O(z^{13}) + \text{constant}. \]

It is clear that \( X_\mu(z) \) is an analytic solution of

\( 1 + \mu \left( z X'_\mu(z) \right) = \frac{2}{1 + e^{-z}}, \quad z \in \cup. \)  \hfill (3.1)

Consider the functional \( \Pi(z) := \mu \left( z X'_\mu(z) \right) = \frac{2}{1 + e^{-z}} - 1 = \frac{e^z - 1}{e^z + 1}, \) which is starlike in \( \cup [19]. \)

This implies that for \( \Phi(z) := \Pi(z) + 1, \) we have

\[ \Re \left( \frac{z \Phi'(z)}{\Pi(z)} \right) = \Re \left( \frac{z \Phi'(z)}{\Pi(z)} \right) > 0. \]

Consequently, Miller-Mocanu Lemma [18] indicates that

\( 1 + \mu(z \Psi'(z)) < 1 + \mu \left( z X'_\mu(z) \right) \Rightarrow \Psi(z) < X'_\mu(z). \)

To end this organization, we aim to show that \( X_\mu(z) < p_\mu(z). \) Obviously, \( X_\mu(z) \) increases in \((-1, 1)\) for some \( \mu \) that is fulfilling
Since the function $\rho_\varepsilon(z)$ fulfills the relation
\[(e - 1)^{-1} \leq \Re(\rho_\varepsilon(z)) \approx 1 - \frac{\cos(\theta)}{2} + \sum_{n=1}^{\infty} \frac{\beta_{2n} \cos(2n\theta)}{(2n)!} \leq e(e - 1)^{-1},\]
then consequently, we arrive at the inequality
\[(e - 1)^{-1} \leq X_\mu(-1) \leq X_\mu(1) \leq e(e - 1)^{-1}\]
whenever $\mu$ satisfies
\[\mu \geq \max \mu_0 = \max \left\{ \frac{35}{72}(e - 1), \frac{(35(e - 1))}{(72(e - 2))} \right\} \approx 1.1628.\]
Consequently, we obtain
\[X_\mu(z) < \frac{z}{e^z - 1} \Rightarrow \Psi(z) < \frac{z}{e^z - 1}.\]
Case [B]: consume the case $k = 1 \Rightarrow 1 + \mu \left( \frac{z \Psi(z)}{\Psi(z)} \right) < \frac{2}{1 + e^z}.$

Formulate a function $Y_\mu : \hat{\mathbb{U}} \to \hat{\mathbb{C}}$ by the equation
\[Y_\mu(z) = \exp \left( \frac{1}{\mu} \left( \frac{z}{2} - \frac{z^3}{72} + \frac{z^5}{1200} + \ldots \right) \right).\]
Clearly, we have a solution $Y_\mu(z)$ ($Y_\mu(0) = 1$) of the differential equation
\[1 + \mu \left( \frac{z Y'_\mu(z)}{Y_\mu(z)} \right) = \frac{2}{1 + e^z}, \quad z \in \hat{\mathbb{U}}. \quad (3.2)\]
Consider the starlike function $\Theta(z) = 2/(1 + e^{-z}) - 1$ then the functional $\tilde{\Theta}(z) = \Theta(z) + 1$ implies $\Re \left( \frac{z \tilde{\Theta}'(z)}{\tilde{\Theta}(z)} \right) = \Re \left( \frac{z \Theta'(z)}{\Theta(z)} \right) > 0.$ Again Miller-Mocanu Lemma gives
1 + \mu \left( \frac{z \Psi'(z)}{\Psi(z)} \right) < 1 + \mu \left( \frac{z \Psi''(z)}{\Psi(z)} \right) \Rightarrow \Psi(z) < Y_\mu(z).

Proceeding, we have

\[(e - 1)^{-1} \leq Y_\mu(-1) \leq Y_\mu(1) \leq e(e - 1)^{-1}\]

if \(\mu\) when

\[\mu \geq \max \mu_1\]

\[= \max \left\{ \frac{-35}{(72\log(e - 1) - 1)}, \frac{35}{72\log(e - 1)} \right\}\]

\[\approx 1.1.\]

This implies

\[Y_\mu(z) < \frac{e}{e^z - 1} \Rightarrow \Psi(z) < \frac{z}{e^z - 1}, \quad z \in \mathbb{U}.\]

Case [C]: assume that \(k = 2\) \(\Rightarrow 1 + \mu \left( \frac{z \Psi(z)}{\Psi(z)} \right) \leq \frac{2}{e^{z}}\).

The function

\[D_\mu(z) = \left( 1 - \frac{1}{\mu} \left( \frac{z}{2} - \frac{z^3}{72} + \frac{z^5}{1200} + \ldots \right) \right)^{-1}.\]

is a solution for the differential equation

\[1 + \mu \left( \frac{z D'_\mu(z)}{D^2_\mu(z)} \right) = \frac{2}{1 + e^{-z}}. \tag{3.3}\]

As a conclusion, Miller-Mocanu Lemma yields

\[1 + \mu \left( \frac{z \Psi'(z)}{\Psi^2(z)} \right) < 1 + \mu \left( \frac{z D'_\mu(z)}{D^2_\mu(z)} \right) \Rightarrow \Psi(z) < D_\mu(z).\]

Accordingly, we have

\[(e - 1)^{-1} \leq D_\mu(-1) \leq D_\mu(1) \leq e(e - 1)^{-1}\]

if \(\mu_2\) recognizes the upper and lower bounds

\[\mu \geq \max \mu_2\]

\[= \max \left\{ \frac{35e}{72}, \frac{35}{72(e - 2)} \right\}\]

\[\approx 1.321.\]

This indicates the relation

\[D_\mu(z) < \frac{e}{e^z - 1} \Rightarrow \Psi(z) < \frac{z}{e^z - 1}, \quad z \in \mathbb{U}.\]
**Theorem 3.1** can be extended to functions in \( \mathcal{P} \). We omit the proof.

**Theorem 3.2.** Let \( p \in \mathcal{P} \) achieving the inequality

\[
1 + \mu \left( \frac{z p'(z)}{|p(z)|^k} \right) < \frac{2}{1 + e^z}, \quad k = 0, 1, 2, \mu \geq 1.321.
\]

Then

\[
p(z) < \rho_e(z) = \frac{z}{e^z - 1}, \quad z \in \mathbb{U}.
\]

We deal with the function \( q_e(z) = \frac{e^z - 1}{z} \), which is convex univalent.

**Theorem 3.3.** Consider the hypotheses of **Theorem 3.1**. Then

\[
\Psi(z) < q_e(z).
\]

when \( \nu \geq \max \nu_k \).

1. \[
\max \nu_0 = \max \left\{ \frac{35}{(72(e - 2))}, \frac{35 e}{72} \right\} \approx 1.321
\]

2. \[
\max \nu_1 = \max \left\{ \frac{35}{(72 \log(e - 1))}, \frac{-35}{72(\log(e - 1) - 1)} \right\} \approx 1.12.
\]

3. \[
\max \nu_2 = \max \left\{ \frac{(35(e - 1))}{(72(e - 2))}, \frac{35}{72(e - 1)} \right\} \approx 1.162.
\]

**Proof.** Clearly, we have \( (e - 1)/e \leq \nu q_e(z) \leq e - 1 \). Consequently, we obtain \( (e - 1)/e \leq X_\nu(-1) \leq X_\nu(1) \leq e - 1 \) whenever \( \nu \) satisfies

\[
\nu \geq \max \nu_0
\]

\[
= \max \nu_0 = \max \left\{ \frac{35}{(72(e - 2))}, \frac{35 e}{72} \right\}
\]

\[
\approx 1.321.
\]

This implies the relation

\[
X_\nu(z) < \frac{e^z - 1}{z} \Rightarrow \Psi(z) < \frac{e^z - 1}{z}.
\]

In the same manner, we get

\[
\nu \geq \max \nu_1
\]

\[
= \max \left\{ \frac{35}{(72 \log(e - 1))}, \frac{-35}{72(\log(e - 1) - 1)} \right\}
\]

\[
\approx 1.12.
\]
Consequently, we obtain
\[
Y_\nu(z) < \frac{e^z - 1}{z} \Rightarrow \Psi(z) < \frac{e^z - 1}{z}.
\]

Finally, we have
\[
u \geq \max \nu_2 = \max \left\{ \frac{(35(e - 1))}{(72(e - 2))}, \frac{35}{72(e - 1)} \right\} = 1.162.
\]
This implies that the result
\[
D_\nu(z) < \frac{e^z - 1}{z} \Rightarrow \Psi(z) < \frac{e^z - 1}{z}.
\]

\[\square\]

\[\text{Theorem 3.3 can be generalized by utilizing } p \in \mathcal{P}. \text{ The proof is similar to the above proof.}\]

**Theorem 3.4.** Suppose that \( p \in \mathcal{P} \) satisfies
\[
1 + \mu \left( \frac{zp'(z)}{[p(z)]^k} \right) < \frac{2}{1 + e^{-z}}, \quad k = 0, 1, 2, \quad \mu \geq 1.321.
\]

Then
\[
p(z) < q_\nu(z) = \frac{e^z - 1}{z}, \quad z \in \mathcal{U}.
\]

Next result indicates the upper bound:
\[
J(z) = \frac{1 + Az}{1 + Bz}, \quad (-1 < B < A \leq 1),
\]

(bi-linear transformation) which is starlike function with positive real part.

**Theorem 3.5.** Consider one of the following inequalities

1. \( 1 + \ell(z\psi'(z)) < \sqrt{z + 1}, \quad \ell \geq \max \{\ell_0, \ell_1\}, \quad \text{where} \)
   \[
   \ell_0 = \frac{2(0.22599B + 0.22599)}{(A - B)}, \quad B + 1 \neq 0, A - B \neq 0;
   \]
   and
   \[
   \ell_1 = \frac{2(B - 1)(\log(2) - 1)}{(A - B)}, \quad B - 1 \neq 0, A - B \neq 0.
   \]

2. \( 1 + \ell \left( \frac{z^2 \psi'(z)}{\psi(z)} \right) < \sqrt{z + 1}, \quad \ell \geq \max \{\ell_2, \ell_3\}, \quad \text{where} \)
   \[
   \ell_2 = \frac{2(i(-1 + \sqrt{2}) + \log(2) - \log(1 + \sqrt(2)))}{2\pi n - i \log \left( \frac{B + 1}{A + 1} \right)},
   \]
   \[
   \ell_3 = \frac{2(i(-1 + \sqrt{2}) + \log(2) - \log(1 + \sqrt(2)))}{2\pi n - i \log \left( \frac{B + 1}{A + 1} \right)},
   \]
\[
\left( B + 1 \neq 0, A + 1 \neq 0, \log\left( \frac{B+1}{A+1} \right) + 2\pi n \neq 0 \right)
\]

and
\[
\ell_3 = \frac{-2(i(\log(2) - 1))}{2\pi n - i \log\left( \frac{B}{A+1} \right)}; \quad \log\left( \frac{A+1}{B-1} \right) + 2\pi n \neq 0, A \neq 1, B \neq 1;
\]

\[
(3) \quad 1 + \ell\left( z^{\frac{\Psi(z)}{\Psi(z)}} \right) < \sqrt{z+1}, \quad \ell \geq \max\{\ell_4, \ell_5\}, \text{ where}
\]
\[
\ell_4 = \frac{2(0.225987 A + 0.225987)}{(A - B)}, \quad B + 1 \neq 0, A \neq B;
\]
\[
\ell_5 = \frac{2((A - 1)(\log(2) - 1))}{(A - B)}, \quad B - 1 \neq 0 A \neq B.
\]

Then \( \Psi(z) < \frac{1 + A}{1 + B^2}, (-1 \leq B < A \leq 1) \).

**Proof.** Case [A]: Let \( k = 0 \Rightarrow 1 + \ell(z^{\Psi(z)}) < \sqrt{z+1} \).

Define a function \( F_\ell : \mathbb{U} \to \mathbb{C} \) admitting the structure
\[
F_\ell(z) = 1 + \frac{2}{\bar{z}} \left( \sqrt{z+1} - \log\left( 1 + \sqrt{z+1} \right) - 1 + \log(2) \right).
\]

It is clear that \( F_\ell(z) \) is analytic in \( \mathbb{U} \) satisfying \( F_\ell(0) = 1 \), and it is a solution of the differential equation
\[
1 + \ell\left( z F_\ell'(z) \right) = \sqrt{z+1}, \quad z \in \mathbb{U}.
\]

Therefore, this yields \( \Pi(z) := \ell\left( z F_\ell'(z) \right) = \sqrt{z+1} - 1 \) is starlike in \( \mathbb{U} \). So in view of Miller-Mocanu Lemma, we get
\[
1 + \mu(z^{\Psi'(z)}) < 1 + \ell z F_\ell'(z) \Rightarrow \Psi(z) < F_\ell(z).
\]

To end this argument, we must show that \( F_\ell(z) < f(z) \). Evidently, \( F_\ell(z) \) increases in \((-1, 1)\), such that \( F_\ell(-1) \leq F_\ell(1) \).

Since
\[
\frac{1 - A}{1 - B} \leq F_\ell(-1) \leq F_\ell(1) \leq \frac{1 + A}{1 + B}
\]

whenever \( \ell \geq \max\{\ell_0, \ell_1\} \) where
\[
\ell_0 = \frac{2(0.22599B - 0.22599)}{(A - B)}, \quad B + 1 \neq 0, A - B \neq 0;
\]

and
\[
\ell_1 = \frac{2((B - 1)(\log(2) - 1))}{(A - B)}, \quad B - 1 \neq 0, A - B \neq 0.
\]
Consequently, we obtain

\[ F'_{1}(z) < f(z) \implies \Psi(z) < f(z), \quad z \in \mathbb{U}. \]

Case [B]: assume that \( k = 1 \implies 1 + \ell \left( \frac{z \Psi'(z)}{\Psi(z)} \right) < \sqrt{z + 1}. \)

The function

\[ S_{l}(z) = \exp \left( \frac{2}{\ell} \left( \sqrt{z + 1} - \log \left( 1 + \sqrt{z + 1} \right) - 1 + \log(2) \right) \right). \]

is a solution of the differential equation

\[ 1 + \ell \left( \frac{z S'_{l}(z)}{S_{l}(z)} \right) = \sqrt{z + 1}, \quad z \in \mathbb{U}. \tag{3.5} \]

Then again, in virtue of the Miller-Mocanu Lemma, we arrive at

\[ 1 + \mu \left( \frac{z \Psi'(z)}{\Psi(z)} \right) < 1 + \ell \left( \frac{z S'_{l}(z)}{S_{l}(z)} \right) \implies \Psi(z) < S_{l}(z). \]

Thus, we obtain

\[ \frac{1-A}{1-B} \leq S_{l}(-1) \leq S_{l}(1) \leq \frac{1+A}{1+B} \]

whenever \( \ell \geq \max \{ \ell_{2}, \ell_{3} \} \) where

\[ \ell_{2} = \frac{(2i(-1 + \sqrt{2}) + \log(2) - \log(1 + \sqrt{2}))}{2\pi n - i \log \left( \frac{A+1}{A-1} \right)}, \]

\( \left( B + 1 \neq 0, A + 1 \neq 0, \log \left( \frac{B+1}{A+1} \right) + 2\pi n \neq 0 \right) \)

and

\[ \ell_{3} = \frac{-2(i \log(2) - 1)}{2\pi n - i \log \left( \frac{B+1}{B-1} \right)}; \quad \log \left( \frac{A-1}{B-1} \right) + 2\pi n \neq 0, A \neq 1, B \neq 1. \]

This indicates the relations

\[ S_{l}(z) < f(z) \implies \Psi(z) < f(z), \quad z \in \mathbb{U}. \]

Case [C]: suppose that \( k = 2 \implies 1 + \ell \left( \frac{z \Psi'(z)}{\Psi(z)} \right) < \sqrt{z + 1}. \)

The function

\[ Q_{l}(z) = \left( 1 - \frac{2}{\ell} \left( \sqrt{z + 1} - \log \left( 1 + \sqrt{z + 1} \right) - 1 + \log(2) \right) \right)^{-1} \]

is a solution of the differential equation.
1 + \mu \left( \frac{z Q'_i(z)}{Q_i(z)} \right) = \sqrt{z + 1}, \quad z \in \mathbb{U}. \quad (3.6)

Clearly, Miller-Mocanu Lemma implies

\[ 1 + \ell \left( \frac{z \Psi'(z)}{\Psi(z)} \right) < 1 + \ell \left( \frac{z Q'_i(z)}{Q_i(z)} \right) \Rightarrow \Psi < Q_i(z). \]

Accordingly, we have

\[ \frac{1 - A}{1 - B} \leq Q_i(-1) \leq \frac{1 + A}{1 + B} \]

if \( \ell_2 \) recognizes the upper and lower bounds

\[ \ell_4 = \frac{2(0.225987 A + 0.225987)}{(A - B)}, \quad B + 1 \neq 0, \quad A \neq B; \]

\[ \ell_5 = \frac{2((A - 1)(\log(2) - 1))}{(A - B)}, \quad B - 1 \neq 0 A \neq B. \]

This brings that

\[ Q_i(z) < J(z) \Rightarrow \Psi < J(z). \]

Note that, in Theorem 3.5, we can replace \( \Psi(z) \) by the general function \( p(z) \in \mathcal{P} \) to get \( p(z) < J(z) \). We advance to extant the upper bound result of Eq. (2.3) by the singular function \( \lambda(z) = 1 + \sin(z), z \in \mathbb{U} \), where it is with positive real part. The proof is quite similar to Theorem 3.5; therefore, we omit it.

**Theorem 3.6.** Consider one of the following inequalities

1. \( 1 + \tau(2\Psi'(z)) < \sqrt{z + 1}, \quad \tau \geq \max\{\tau_0, \tau_1\}, \) where

\[ \tau_0 = 2\left((-1 + \sqrt{2}) + \log(2) - \log(1 + \sqrt{2})\right)\csc(1); \]

and

\[ \tau_1 = 2(\log(2) - 1)(-\csc(1)). \]

2. \( 1 + \tau \left( z \frac{\Psi'(z)}{\Psi(z)} \right) < \sqrt{z + 1}, \quad \tau \geq \max\{\tau_2, \tau_3\}, \) where

\[ \tau_2 = \frac{2(-1 + \sqrt{2} + \log(2) - \log(1 + \sqrt{2}))}{\log(1 + \sin(1))}, \]

and

\[ \tau_3 = \frac{2(\log(2) - 1)}{\log(1 - \sin(1))}. \]
Consider one of the following inequalities

\[ 1 + \ell \left( \frac{\psi(z)}{\psi'(z)} \right) < \sqrt{z + 1}, \ell \geq \max \{ \ell_0, \ell_1 \} = \left\{ \begin{array}{ll} -10 & \frac{21(\log(27) - 6)}{4(\log(27) - 17)} \end{array} \right\} \approx 2.816; \]

\[ 1 + \ell \left( \frac{\psi(z)}{\psi'(z)} \right) < \sqrt{z + 1}, \ell \geq \max \{ \ell_2, \ell_3 \} = \left\{ \begin{array}{ll} 2(1 - \log(2)) & \frac{2(2\log(3) - 2)}{\log(5) + \log(3)} \end{array} \right\} \approx 3; \]

\[ 1 + \ell \left( \frac{\psi(z)}{\psi'(z)} \right) < \sqrt{z + 1}, \ell \geq \max \{ \ell_4, \ell_5 \} = \left\{ \begin{array}{ll} -2 & \frac{2(2 - \log(3))}{\log(16) - \log(3)} \end{array} \right\} \approx -0.4. \]

Then

\[ \Psi(z) < \varpi(z) = 1 + z - z^3/3 - z^4/6 - z^5/10 - z^6/15 + O(z^7), \quad z \in \mathbb{U}. \]

In Theorems 3.6 and 3.7, one can replace \( \Psi(z) \) by \( \psi(z) \) to get more general results \( \psi(z) < 1 + \sin(z) \) and \( \psi(z) < \varpi(z) \) respectively.

4. Conclusion

From above, we conclude that LDEs can be recognized in terms of a complex variable \( z \in \mathbb{U} \). We illustrated a list of sufficient conditions for the existence of holomorphic univalent solutions. Our next study will be considered for a generalized class of analytic functions in the open unit disk.
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