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Abstract

We derive the optimal $\epsilon$-differentially private mechanism for a general two-dimensional real-valued (histogram-like) query function under a utility-maximization (or cost-minimization) framework for the $\ell^1$ cost function. We show that the optimal noise probability distribution has a correlated multidimensional staircase-shaped probability density function. Compared with the Laplacian mechanism, we show that in the high privacy regime (as $\epsilon \to 0$), the Laplacian mechanism is approximately optimal; and in the low privacy regime (as $\epsilon \to +\infty$), the optimal cost is $\Theta(e^{-\frac{1}{\epsilon}})$, while the cost of the Laplacian mechanism is $\frac{2\Delta}{e^\epsilon}$, where $\Delta$ is the sensitivity of the query function. We conclude that the gain is more pronounced in the low privacy regime. We conjecture that the optimality of the staircase mechanism holds for vector-valued (histogram-like) query functions with arbitrary dimension, and holds for many other classes of cost functions as well.

I. INTRODUCTION

Differential privacy is a framework to quantify to what extent individual privacy in a statistical database is preserved while releasing useful statistical information about the database [1]. The basic idea of differential privacy is that the presence of any individual data in the database should not affect the final released statistical information significantly, and thus it can give strong privacy guarantees against an adversary with arbitrary auxiliary information. For more background and motivation of differential privacy, we refer the readers to the survey by Dwork [2].

The standard approach to preserving differential privacy for real-valued query function is to perturb the query output by adding random noise with the Laplacian distribution. Recently, Geng and Viswanath [3] show that under a general utility-maximization framework, for single real-valued query function, the optimal $\epsilon$-differentially private mechanism is the staircase mechanism, which adds noise with the staircase distribution to the query output.

In this work, we study the optimal mechanism in $\epsilon$-differential privacy for a vector-valued (histogram-like) query function in the multiple dimensional setting, where the query output has multiple components, each of which is real-valued, and the global sensitivity of the query function is defined using the $\ell^1$ metric. For instance, the histogram function is a vector-valued query function with global sensitivity equal to one, and it has been widely studied in the literature, e.g., [4]–[9]. We extend the optimality of the staircase mechanism from the single dimensional setting to the multiple dimensional setting. We show that when the dimension of the query output is two, for the $\ell^1$ cost function, the optimal query-output independent perturbation mechanism is to add noise with a staircase-shaped probability density function to the query output. Compared with the Laplacian mechanism, we show that in the high privacy regime (as $\epsilon \to 0$), the Laplacian mechanism is approximately optimal; and in the low privacy regime (as $\epsilon \to +\infty$), the optimal cost is $\Theta(e^{-\frac{1}{\epsilon}})$, while the cost of the Laplacian mechanism is $\frac{2\Delta}{e^\epsilon}$. We conclude that the gain is more pronounced in the low privacy regime. We conjecture that the optimality of the staircase mechanism holds for vector-valued (histogram-like) query functions with arbitrary dimension, and holds for many other classes of cost functions as well. We discuss how to make progress on proving this conjecture at the end of Section [III].

It is natural to compare the performance of the optimal multiple dimensional (correlated) staircase mechanism and the composite single-dimensional staircase mechanism [3], which adds independent staircase noise to each component of the query output. In the context of a two-dimensional query function, if independent staircase noise is added to each component of query output, to satisfy the $\epsilon$-differential privacy constraint, the parameter of the staircase noise is $\frac{\epsilon}{2}$ instead of $\epsilon$, and thus the total cost will be proportional to $e^{-\frac{\epsilon}{2}}$, which is worse than the optimal cost $\Theta(e^{-\frac{1}{\epsilon}})$.

A. Related Work

Dwork et al. [1] introduce $\epsilon$-differential privacy and show that the Laplacian mechanism, which perturbs the query output by adding random noise with Laplace distribution proportional to the global sensitivity of the query function, can preserve $\epsilon$-differential privacy. Indeed, the query functions studied in [1] are histogram-like functions, and the global sensitivity is defined using the $\ell^1$ metric. Nissim, Raskhodnikova and Smith [10] show that for certain nonlinear query functions, one can improve the accuracy by adding data-dependent noise calibrated to the smooth sensitivity of the query function, which is based on the local sensitivity of the query function. McSherry and Talwar [11] introduce the exponential mechanism to preserve $\epsilon$-differential privacy for general query functions in an abstract setting, where the query function may not be real-valued. Dwork
et al. [12] introduce \((\epsilon, \delta)\)-differential privacy and show that adding random noise with Gaussian distribution can preserve \((\epsilon, \delta)\)-differential privacy for real-valued query function.

Kasiviswanathan and Smith [13] study \((\epsilon, \delta)\)-semantic privacy under a Bayesian framework. Chaudhuri and Mishra [14], and Machanavajjhala et al. [15] propose different variants of the standard \((\epsilon, \delta)\)-differential privacy.

Ghosh, Roughgarden, and Sundararajan [10] show that for a single count query with sensitivity \(\Delta = 1\), for a general class of utility functions, to minimize the expected cost under a Bayesian framework the optimal mechanism to preserve \(\epsilon\)-differential privacy is the geometric mechanism, which adds noise with geometric distribution. Brenner and Nissim [17] show that for general query functions no universally optimal mechanisms exist. Gupte and Sundararajan [18] derive the optimal noise probability distributions for a single count query with sensitivity \(\Delta = 1\) for minimax (risk-averse) users. [18] shows that although there is no universally optimal solution to the minimax optimization problem in [18] for a general class of cost functions, each solution (corresponding to different cost functions) can be derived from the same geometric mechanism by randomly remapping. Geng and Viswanath [3] generalize the results of [16] and [18] to real-valued (and integer-valued) query functions with arbitrary sensitivity, and show that the optimal query-output independent perturbation mechanism is the staircase mechanism, which adds noise with a staircase-shaped probability density function (or probability mass function for integer-valued query function) to the query output. Geng and Viswanath [3] show that under a general utility-maximization framework, for single real-valued query function, the optimal \(\epsilon\)-differentially private mechanism is the staircase mechanism, which adds noise with the staircase distribution to the query output.

Differential privacy for histogram query functions has been widely studied in the literature, e.g., [4]–[9], and many existing works use the Laplacian mechanism as the basic tool. For instance, Li et al. [8] introduce the matrix mechanism to answer batches of linear queries over a histogram in a differentially private way with good accuracy guarantees. Their approach is that instead of adding Laplacian noise to the workload query output directly, the matrix mechanism will design an observation matrix which is the input to the database, from perturbed output (using the standard Laplace mechanism) estimate the histogram itself, and then compute the query output directly. [8] shows that this two-stage process will preserve differential privacy and increase the accuracy. Hay et al. [5] show that for a general class of histogram queries, by exploiting the consistency constraints on the query output, which is differentially private by adding independent Laplace noises, one can improve the accuracy while still satisfying differential privacy. These existing works study how to efficiently answer a set of linear queries on the histogram, while our work addresses the problem of releasing the histogram itself, which can be viewed as the worst-case query release (without knowing which linear queries will be asked).

Hardt and Talwar [6] study the tradeoff between privacy and error for answering a set of linear queries over a histogram under \(\epsilon\)-differential privacy. The error is defined as the worst expectation of the \(\ell^2\)-norm of the noise. [6] derives a lower bound for the error in the high privacy regime by using tools from convex geometry and Markov’s inequality, and gives an upper bound by analyzing a differentially private mechanism, \(K\)-norm mechanism, which is an instantiation of the exponential mechanism and involves randomly sampling from a high dimensional convex body. Nikolov, Talwar and Zhang [9] extend the result of [6] on answering linear queries over a histogram to the case of \((\epsilon, \delta)\)-differential privacy. Using tools from discrepancy theory, convex geometry and statistical estimation, they derive lower bounds and upper bounds of the error, which are within a multiplicative factor of \(O(\log \frac{1}{\delta})\) in terms of \(\delta\).

Kasiviswanathan, Rudelson, Smith and Ullman [19] derive lower bounds on the noise for releasing contingency tables under \((\epsilon, \delta)\)-differential privacy constraint. Anindya De [20] studies lower bound on the additive noise for Lipschitz query functions in \((\epsilon, \delta)\)-differential privacy which uses a different metric for the noise, and the lower bound depends on the size of the database.

B. Organization

This paper is organized as follows. We formulate the utility-maximization/cost-minimization under the \(\epsilon\)-differential privacy constraint as a functional optimization problem in Section II. We present our main result on the optimality of multiple dimensional (correlated) staircase mechanism in Section III. Section IV studies the asymptotic properties and performances of the correlated staircase mechanism for the \(\ell^1\) cost function. Section V gives a detailed proof of our main result Theorem 1.

II. Problem Formulation

Consider a multidimensional real-valued query function

\[ q : \mathcal{D}^n \rightarrow \mathbb{R}^d, \]

where \(\mathcal{D}^n\) is the domain of the databases, and \(d\) is the dimension of the query output. Given \(D \in \mathcal{D}^n\), the query output can be written as

\[ q(D) = (q_1(D), q_2(D), \ldots, q_d(D)), \]

where \(q_i(D) \in \mathbb{R}, \forall 1 \leq i \leq d\).
The global sensitivity of the query function \( q \) is defined as

\[
\Delta \triangleq \max_{D_1, D_2 \subseteq \mathcal{D}^n: |D_1 - D_2|_1 \leq 1} \|q(D_1) - q(D_2)\|_1 = \sum_{i=1}^{d} |q_i(D_1) - q_i(D_2)|,
\]

where the maximum is taken over all possible pairs of neighboring database entries \( D_1 \) and \( D_2 \) which differ in at most one element, i.e., one is a proper subset of the other and the larger database contains just one additional element [2]. For instance, the global sensitivity of a histogram query function is one, since each element in the dataset can affect only one component of the query output by one.

**Definition 1 (\( \epsilon \)-differential privacy [2]).** A randomized mechanism \( \mathcal{K} \) gives \( \epsilon \)-differential privacy if for all data sets \( D_1 \) and \( D_2 \) differing on at most one element, and all \( S \subset \text{Range}(\mathcal{K}) \),

\[
\Pr[\mathcal{K}(D_1) \in S] \leq e^\epsilon \Pr[\mathcal{K}(D_2) \in S].
\]

The standard approach to preserving the differential privacy is to add noise to the output of query function. Let \( q(D) \) be the value of the query function evaluated at \( D \subseteq \mathcal{D}^n \), the noise-adding mechanism \( \mathcal{K} \) will output

\[
\mathcal{K}(D) = q(D) + \mathbf{X} = (q_1(D) + X_1, \ldots, q_d(D) + X_d),
\]

where \( \mathbf{X} = (X_1, \ldots, X_d) \in \mathbb{R}^d \) is the noise added by the mechanism to the output of query function. Due to the optimality of query-output independent perturbation mechanisms (under a technical condition) in [5], in this work we restrict ourselves to query-output independent noise-adding mechanisms, i.e., we assume that the noise \( \mathbf{X} \) is independent of the query output.

In the following we derive the differential privacy constraint on the probability distribution of \( \mathbf{X} \) from (4).

\[
\Pr[\mathcal{K}(D_1) \in S] \leq e^\epsilon \Pr[\mathcal{K}(D_2) \in S] \leq e^\epsilon \Pr[\mathbf{X} \in S] \leq e^\epsilon \Pr[\mathbf{X} \in S - q(D_2)] \leq e^\epsilon \Pr[\mathbf{X} \in S' + q(D_1) - q(D_2)],
\]

where \( S' \triangleq S - q(D_1) = \{s - q(D_1) | s \in S\} \).

Since (4) holds for all measurable sets \( S \subseteq \mathbb{R}^d \), and \( \|q(D_1) - q(D_2)\|_1 \leq \Delta \), from (9) we have

\[
\Pr[\mathbf{X} \in S'] \leq e^\epsilon \Pr[\mathbf{X} \in S' + t],
\]

for all measurable sets \( S' \subseteq \mathbb{R} \) and for all \( t \in \mathbb{R}^d \) such that \( \|t\|_1 \leq \Delta \).

Consider a cost function \( \mathcal{L}(\cdot) : \mathbb{R}^d \rightarrow \mathbb{R} \) which is a function of the added noise \( \mathbf{X} \). Our goal is to minimize the expectation of the cost subject to the \( \epsilon \)-differential privacy constraint (10).

More precisely, let \( \mathcal{P} \) denote the probability distribution of \( \mathbf{X} \) and use \( \mathcal{P}(S) \) denote the probability \( \Pr[\mathbf{X} \in S] \). The optimization problem we study in this paper is

\[
\min_{\mathcal{P}} \int \int \ldots \int_{\mathbb{R}^d} \mathcal{L}(x_1, x_2, \ldots, x_d) \mathcal{P}(dx_1dx_2\ldots dx_d)
\]

subject to \( \mathcal{P}(S) \leq e^\epsilon \mathcal{P}(S + t), \forall \text{ measurable set } S \subseteq \mathbb{R}^d, \forall \|t\|_1 \leq \Delta.\)

We solve the above functional optimization problem and derive the optimal noise probability distribution for \( \mathcal{L}(x_1, \ldots, x_d) = \sum_{i=1}^{d} |x_i| \) with \( d = 2 \).

**III. MAIN RESULT**

In this section we state our main result Theorem 1. The detailed proof is given in Section 1. In this work we consider the \( \ell^1 \) cost function:

\[
\mathcal{L}(x_1, x_2, \ldots, x_d) = \sum_{i=1}^{d} |x_i|, \forall (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d.
\]

Consider a class of multidimensional probability distributions with symmetric and staircase-shaped probability density function defined as follows. Given \( \gamma \in [0, 1] \), define \( \mathcal{P}_\gamma \) as the probability distribution with probability density function \( f_\gamma(\cdot) \) defined as

\[
f_\gamma(x) = \begin{cases} e^{-kr_a(\gamma)} & \|x\|_1 \in [k\Delta, (k + \gamma)\Delta) \text{ for } k \in \mathbb{N} \\ e^{-(k+1)r_a(\gamma)} & \|x\|_1 \in [(k + \gamma)\Delta, (k + 1)\Delta) \text{ for } k \in \mathbb{N} \end{cases}
\]

(14)
Fig. 1: Multi-Dimensional Staircase-Shaped Probability Density Function

where \( a(\gamma) \) is the normalization factor to make

\[
\int \int \ldots \int_{\mathbb{R}^d} f_\gamma(x)dx_1dx_2\ldots dx_d = 1.
\]

(15)

Define \( b \equiv e^{-\epsilon} \), and define

\[
c_k \equiv \sum_{i=0}^{+\infty} i^k b^i, \forall k \in \mathbb{N},
\]

where by convention \( 0^0 \) is defined as 1. Then the closed-form expression for \( a(\gamma) \) is

\[
a(\gamma) \equiv \frac{d!}{2^d \Delta^d \sum_{k=1}^{d} \binom{d}{k} c_{d-k} (b + (1 - b)\gamma^k)}.
\]

(17)

It is straightforward to verify that \( f_\gamma(\cdot) \) is a valid probability density function and \( P_\gamma \) satisfies the differential privacy constraint (12). Indeed, the probability density function \( f_\gamma(x) \) satisfies

\[
f_\gamma(x) \leq e^\epsilon f_\gamma(x + t), \forall x \in \mathbb{R}^d, \forall t \in \mathbb{R}^d \text{ s.t. } \|t\|_1 \leq \Delta,
\]

which implies (12).

We plot the probability density function \( f_\gamma(x) \) in Figure 1 for \( d = 2 \). It is easy to see that \( f_\gamma(x) \) is multi-dimensional staircase-shaped.

Let \( S_\mathcal{P} \) be the set of all probability distributions which satisfy the differential privacy constraint (12). Our main result is

**Theorem 1.** For \( d = 2 \) and the cost function \( \mathcal{L}(x) = \|x\|_1, \forall x \in \mathbb{R}^2 \), then

\[
\inf_{P \in S_\mathcal{P}} \int \int_{\mathbb{R}^2} \mathcal{L}(x) P(dx_1dx_2) = \inf_{\gamma \in [0,1]} \int \int_{\mathbb{R}^2} \mathcal{L}(x) f_\gamma(x)dx_1dx_2.
\]

(19)

**Proof:** Here we briefly discuss the main proof idea and technique. For the complete proof, see Section V. First, by using a combinatorial argument, we show that given any noise probability distribution satisfying the \( \epsilon \)-differential privacy constraint, we can discretize the probability distribution by averaging it over each \( \ell^1 \) layer without increasing the cost. Therefore, we only need to consider those probability distributions with the probability density function being a piecewise constant function of the \( \ell^1 \)-norm of the noise. Second, we show that to minimize the cost, the probability density function as a function of the \( \ell^1 \)-norm of the noise should be monotonically and geometrically decaying. Lastly, we show that the optimal probability density function should be staircase-shaped.

Therefore, the optimal noise probability distribution to preserve \( \epsilon \)-differential privacy for multidimensional real-valued query function has a staircase-shaped probability density function, which is specified by three parameters \( \epsilon, \Delta \) and \( \gamma^* \).

\[
\gamma^* = \arg \min_{\gamma \in [0,1]} \int_{\mathbb{R}^2} \mathcal{L}(x_1, x_2) f_\gamma(x)dx_1dx_2.
\]
We conjecture that Theorem 1 holds for arbitrary dimension $d$. To prove this conjecture, one can reuse the whole proof in Section V and only needs to prove that Lemma 3 and Lemma 8 hold for arbitrary $d$, which we believe are true. Lemma 3 shows that when $d = 2$, we can discretize the probability distribution by averaging it over each $\ell^1$ layer without increasing the cost, and the new probability distribution also satisfies the differential privacy constraint. We give a constructive combinatorial argument to prove Lemma 8 for $d = 2$, and believe it holds for arbitrary $d \geq 2$. We prove Lemma 8 for $d = 2$ by studying the monotonicity of the ratio between the cost and volume over each $\ell^1$ layer. Indeed, to prove Lemma 8 one only needs to show that $h_k$, which is defined in (144), first decreases and then increases as a function of $k$, and $h_0 \leq h_{i-1}$. For fixed $d$, one can derive the explicit formula for $d$ and verify whether $h_k$ satisfies this property (we show it is true for $d = 2$ in our proof).

We also conjecture that Theorem 1 holds for other classes of cost functions, which may not be a function only depending on the $\ell^1$-norm of the noise. Numeric simulations suggest that for $d = 2$, the correlated multidimensional staircase mechanism is optimal for $\mathcal{L}(x) = \|x\|_2^2$. To prove this conjecture, one has to use a different proof technique, as Lemma 3 in our proof does not work for the cost functions which do not depend on the $\ell^1$-norm of the noise only.

IV. OPTIMAL $\gamma^*$ AND ASYMPTOTIC ANALYSIS

In this section, we study the asymptotic properties and performances of the correlated staircase mechanism for the $\ell^1$ cost function.

Note that the closed-form expressions for $c_0, c_1$ and $c_2$ are

$$c_0 = \frac{1}{1 - b}, \quad c_1 = \frac{b}{1 - b^2}, \quad c_2 = \frac{b^2 + b}{1 - b^3}.$$  \hspace{1cm} (20)

For $d = 2$, we have

$$a(\gamma) = \frac{1}{2\Delta^2 (2c_1(b + (1 - b)\gamma) + c_0(b + (1 - b)\gamma^2))}.$$ \hspace{1cm} (23)

$$= \frac{1}{2\Delta^2 \left( \gamma^2 + \frac{2b}{1 - b} \gamma + \frac{b + b^2}{(1 - b)^2} \right)}.$$ \hspace{1cm} (24)

Given the two-dimensional staircase-shaped probability density function $f_\gamma(x)$, the cost is

$$V(\mathcal{P}_\gamma) \triangleq \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} (|x_1| + |x_2|) f_\gamma(x_1, x_2) d\mathcal{P}(dx_1 dx_2) \hspace{1cm} (25)$$

$$= 4 \sum_{i=0}^{+\infty} \int_{-\Delta}^{i\Delta} tta(\gamma) e^{-it} dt + \sum_{i=0}^{+\infty} \int_{(i+1)\Delta}^{+\infty} tta(\gamma) e^{-(i+1)\gamma} dt \hspace{1cm} (26)$$

$$= \frac{4a(\gamma)\Delta^3}{3} \left( \sum_{i=0}^{+\infty} b^i (3i^2\gamma^2 + 3i\gamma^2 + \gamma^3) + b \sum_{i=0}^{+\infty} b^i (3i^2 + 3i + 1 - 3i^2\gamma^2 - 3i\gamma^2 - \gamma^3) \right) \hspace{1cm} (27)$$

$$= \frac{4a(\gamma)\Delta^3}{3} (3c_2 \gamma^3 + 3c_1 \gamma^2 + c_0 \gamma + b(3(1 - \gamma)c_2 + 3(1 - \gamma)^2c_1 + (1 - \gamma^3)c_0)) \hspace{1cm} (28)$$

$$= \frac{2\Delta}{3} c_0 (1 - b) \gamma^3 + 3c_1 (1 - b) \gamma^2 + c_0 \gamma + b(3(1 - \gamma)c_2 + 3(1 - \gamma)^2c_1 + (1 - \gamma^3)c_0) \hspace{1cm} \underline{\underline{29}}$$

$$= \frac{2\Delta}{3} c_0 (1 - b) \gamma^3 + 3c_1 (1 - b) \gamma^2 + c_0 \gamma + b(3(1 - \gamma)c_2 + 3(1 - \gamma)^2c_1 + (1 - \gamma^3)c_0) \hspace{1cm} (30)$$

$$= \frac{2\Delta}{3} \gamma^3 + \frac{3b}{1 - b} \gamma^2 + \frac{3(b^2 + b)}{(1 - b)^2} \gamma + \frac{b + b^2}{(1 - b)^3} \hspace{1cm} (31)$$

Therefore, in the two-dimensional setting, the optimal $\gamma^*$ is

$$\gamma^* = \arg \min_{\gamma \in [0, 1]} \frac{\gamma^3 + \frac{3b}{1 - b} \gamma^2 + \frac{3(b^2 + b)}{(1 - b)^2} \gamma + \frac{b + b^2}{(1 - b)^3}}{\gamma^2 + \frac{2b}{1 - b} \gamma + \frac{b + b^2}{(1 - b)^2}}.$$  \hspace{1cm} (32)

By setting the derivative of (31) to be zero, we use the software Mathematica to get a closed-form expression for $\gamma^*$, which is too complicated to show here. We plot $\gamma^*$ as a function of $b$ in Figure 2.
The optimal cost $V^* = V(P_{\gamma^*})$. We use Mathematica to analyze the asymptotic behavior of $V^*$ as $\epsilon \to 0$ and $\epsilon \to +\infty$. Indeed, we have

**Corollary 2.** *In the high privacy regime,*

$$V^* = \frac{2\Delta}{\epsilon} - \frac{\Delta \epsilon^2}{30\sqrt{3}} + O(\epsilon^3), \epsilon \to 0,$$

(33)

*and in the low privacy regime,*

$$V^* = \sqrt{2} \Delta e^{-\frac{3\epsilon}{2}} + \frac{\Delta e^{-\frac{3\epsilon}{2}}}{\sqrt{2}} + o(e^{-\frac{3\epsilon}{2}}), \epsilon \to +\infty.$$  

(34)

The Laplacian mechanism adds independent Laplacian noise to each component of the query output, and the cost is $\frac{2\Delta}{\epsilon}$. Therefore, in the high privacy regime, the gap between optimal cost and the cost achieved by Laplacian mechanism goes to zero, as $\epsilon \to 0$, and we conclude Laplacian mechanism is approximately optimal in the high privacy regime. However, in the low privacy regime (as $\epsilon \to +\infty$), the optimal cost is proportional to $e^{-\frac{3\epsilon}{2}}$, while the cost of Laplacian mechanism is proportional to $\frac{1}{\epsilon}$. We conclude the gap is significant in the low privacy regime.

It is natural to compare the performance of the optimal multi-dimensional staircase mechanism and the composite single-dimensional staircase mechanism which adds independent staircase noise to each component of the query output. If independent staircase noise is added to each component of query output, to satisfy the $\epsilon$-differential privacy constraint, the parameter of the staircase noise is $\frac{\epsilon}{2}$ instead of $\epsilon$, and thus the total cost will be proportional to $e^{-\frac{3\epsilon}{4}}$, which is worse than the optimal cost $\Theta(e^{-\frac{3\epsilon}{2}})$.

V. PROOF OF THEOREM 1

In this section, we give a detailed proof of Theorem 1.

A. Outline of Proof

The key idea of the proof is to use a sequence of probability distributions with piecewise constant probability density functions to approximate any probability distribution satisfying the differential privacy constraint (12). The proof consists of 4 steps in total, and in each step we narrow down the set of probability distributions where the optimal probability distribution should lie in:

- Step 1 proves that we only need to consider probability distributions which have symmetric piecewise constant probability density functions.
- Step 2 proves that we only need to consider those symmetric piecewise constant probability density functions which are monotonically decreasing.
- Step 3 proves that optimal probability density function should periodically decay.
- Step 4 proves that the optimal probability density function is staircase-shaped in the multidimensional setting, and it concludes the proof of Theorem 1.
\textbf{B. Step 1}

Given $\mathcal{P} \in \mathcal{SP}$, define

$$V(\mathcal{P}) \triangleq \int \int \ldots \int_{\mathbb{R}^d} L(x)\mathcal{P}(dx_1dx_2\ldots dx_d) .$$

Define

$$V^* \triangleq \inf_{\mathcal{P} \in \mathcal{SP}} V(\mathcal{P}) .$$

Our goal is to prove that $V^* = \inf_{\gamma \in [0,1]} \int \mathcal{P} L(x)f_\gamma(x)dx_1dx_2\ldots dx_d$.

If $V^* = +\infty$, then due to the definition of $V^*$, we have

$$\inf_{\gamma \in [0,1]} \int \mathcal{P} L(x)f_\gamma(x)dx_1dx_2\ldots dx_d \geq V^* = +\infty ,$$

and thus $\inf_{\gamma \in [0,1]} \int \mathcal{P} L(x)f_\gamma(x)dx_1dx_2\ldots dx_d = V^* = +\infty$. So we only need to consider the case $V^* < +\infty$, i.e., $V^*$ is finite. Therefore, in the rest of the proof, we assume $V^*$ is finite.

First we show that given any probability measure $\mathcal{P} \in \mathcal{SP}$, we can use a sequence of probability measures with multidimensionally piecewise constant probability density functions to approximate $\mathcal{P}$.

Given $i \in \mathbb{N}$ and $k \in \mathbb{N}$, define

$$A_i(k) = \{ x \in \mathbb{R}^d | k \frac{\Delta}{i} \leq \|x\|_1 < (k+1) \frac{\Delta}{i} \} \subset \mathbb{R}^d .$$

It is easy to calculate the volume of $A_i(k)$, which is

$$\text{Vol}(A_i(k)) = \frac{2^d}{d!} \left( (k+1)^d - k^d \right) \frac{\Delta^d}{i^d} .$$

\textbf{Lemma 3}. Given $\mathcal{P} \in \mathcal{SP}$ with $V(\mathcal{P}) < +\infty$, any positive integer $i \in \mathbb{N}$, define $\mathcal{P}_i$ as the probability distribution with probability density function $f_i(x)$ defined as

$$f_i(x) = a_i(k) \triangleq \frac{\mathcal{P}(A_i(k))}{\text{Vol}(A_i(k))} x \in A_i(k) \text{ for } k \in \mathbb{N} .$$

Then $\mathcal{P}_i \in \mathcal{SP}$ and

$$\lim_{i \to +\infty} V(\mathcal{P}_i) = V(\mathcal{P}) .$$

We conjecture that Lemma 3 holds for arbitrary dimension $d$, and prove it for the case $d = 2$.

Before proving Lemma 3 for $d = 2$, we prove an auxiliary Lemma which shows that for probability mass function over $\mathbb{Z}^2$ satisfying $\epsilon$-differential privacy constraint, we can construct a new probability mass function by averaging the old probability mass function over each $\ell^1$ ball and the new probability mass function still satisfies the $\epsilon$-differential privacy constraint.

\textbf{Lemma 4}. For any given probability mass function $\mathcal{P}$ defined over the set $\mathbb{Z}^2$ satisfying that

$$\mathcal{P}(i_1, j_1) \leq \epsilon' \mathcal{P}(i_2, j_2), \forall |i_1 - i_2| + |j_1 - j_2| \leq \Delta,$$

define the probability mass function $\mathcal{P'}$ via

$$\mathcal{P'}(i, j) = \begin{cases} \mathcal{P}(0, 0) & (i, j) = (0, 0) \\ \mathcal{P}_i(j) & (i, j) \neq (0, 0) \end{cases}$$

where $p_k \triangleq \sum_{i' + j' \in \mathbb{Z}^2 : \|i' + j'\|_1 = k} \mathcal{P}(i', j') / 4^k$, $\forall k \geq 1$.

Then $\mathcal{P'}$ is also a probability mass function satisfying the differential privacy constraint, i.e.,

$$\mathcal{P'}(i_1, j_1) \leq \epsilon' \mathcal{P'}(i_2, j_2), \forall |i_1 - i_2| + |j_1 - j_2| \leq \Delta .$$

\textbf{Proof}: Due to the way how we define $\mathcal{P'}$, we have

$$\sum_{(i, j) \in \mathbb{Z}^2} \mathcal{P'}(i, j) = \sum_{(i, j) \in \mathbb{Z}^2} \mathcal{P}(i, j) = 1,$$

and thus $\mathcal{P'}$ is a valid probability mass function defined over $\mathbb{Z}^2$. 

Next we prove that $\hat{P}$ satisfies $\mathbf{44}$. To simplify notation, define $p_0 \triangleq P(0, 0)$. Then we only need to prove that for any $k_1, k_2 \in \mathbb{N}$ such that $|k_1 - k_2| \leq \Delta$, we have

$$p_{k_1} \leq e^\epsilon p_{k_2}. \tag{46}$$

Due to the symmetry property, without loss of generality, we can assume $k_1 < k_2$.

The easiest case is $k_1 = 0$. When $k_1 = 0$, we have $k_2 \leq \Delta$ and

$$P(0, 0) \leq e^\epsilon P(i, j), \forall ||i| + |j|| = k_2. \tag{47}$$

The number of distinct pairs $(i, j)$ satisfying $|i| + |j| = k$ is $4k$ for $k \geq 1$. Sum up all inequalities in $\mathbf{47}$, and we get

$$4k_2P(0, 0) \leq e^\epsilon \sum_{(i, j) \in \mathbb{Z}^2: |i| + |j| = k_2} P(i, j) \tag{48}$$

$$\iff P(0, 0) \leq e^\epsilon \frac{\sum_{(i, j) \in \mathbb{Z}^2: |i| + |j| = k_2} P(i, j)}{4k_2} \tag{49}$$

$$\iff p_0 \leq e^\epsilon p_{k_2}. \tag{50}$$

For general $0 < k_1 < k_2$, let $\Delta' \triangleq k_2 - k_1 \leq \Delta$. Define $B_k$ via

$$B_k \triangleq \{(i, j) \in \mathbb{Z}^2: |i| + |j| = k\}, \forall k \in \mathbb{N}. \tag{51}$$

Then the differential privacy constraint $\mathbf{42}$ implies that

$$P(i_1, j_1) \leq e^\epsilon P(i_2, j_2), \forall (i_1, j_1) \in B_{k_1}, (i_2, j_2) \in B_{k_2}, |i_1 - i_2| + |j_1 - j_2| = \Delta'. \tag{52}$$

The set of points in $B_k$ forms a rectangle, which has 4 corner points and $4(k - 1)$ interior points on the edges. For each corner point in $B_{k_1}$, which appears in the left side of $\mathbf{52}$, there are $(2\Delta' + 1)$ points in $B_{k_2}$ close to it with an $\ell^1$ distance of $\Delta'$. And for each interior point in $B_{k_1}$, there are $(\Delta' + 1)$ points in $B_{k_2}$ close to it with an $\ell^1$ distance of $\Delta'$. Therefore, there are in total $4(2\Delta' + 1) + 4(k - 1)(\Delta' + 1)$ distinct inequalities in $\mathbf{52}$.

If we can find certain nonnegative coefficients such that multiplying each inequality in $\mathbf{52}$ by these nonnegative coefficients and summing them up gives us

$$\frac{\sum_{(i', j') \in \mathbb{Z}^2: |i'| + |j'| = k_2} P(i', j')}{4k_2} \leq e^\epsilon \frac{\sum_{(i', j') \in \mathbb{Z}^2: |i'| + |j'| = k_2} P(i', j')}{4k_2}, \tag{53}$$

then $\mathbf{44}$ holds. Therefore, our goal is to find the “right” coefficients associated with each inequality in $\mathbf{52}$. We formulate it as a matrix filling-in problem in which we need to choose nonnegative coefficients for certain entries in a matrix such that the sum of each row is $\frac{k_1 + \Delta'}{k_1}$ and the sum of each column is 1.

More precisely, label the 4$k_1$ points in $B_{k_1}$ by $\{I_1, I_2, I_3, \ldots, I_{4k_1}\}$, where we label the topmost point by 1 and sequentially label other points clockwise. Similarly, we label the 4$k_2$ points in $B_{k_2}$ by $\{O_1, O_2, O_3, \ldots, O_{4k_2}\}$, where we label the topmost point by 1 and sequentially label other points clockwise.

Consider the following 4$k_1$ by 4$k_2$ matrix $M$, where each row corresponds to the point in $B_{k_1}$ and each column corresponds to the point in $B_{k_2}$, and the entry $M_{ij}$ in the $i$th row and $j$th column is the coefficient corresponds to inequality involved with the points $I_i$ and $O_j$. If there is no inequality associated with the points $I_i$ and $O_j$, then $M_{ij} = 0$.

In the case $k_1 = 2$ and $\Delta' = 3$, the zeros/nonzeros pattern of $M$ has the following form:

$$\begin{pmatrix}
    x & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x & x \\
    0 & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x & x \\
    0 & 0 & x & x & x & x & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x & x \\
    0 & 0 & 0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x & x & x \\
    0 & 0 & 0 & 0 & 0 & 0 & x & x & x & x & x & x & x & x & x & x \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 & x & x & x & x & x & x & x & x & x \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x & x & x & x & x & x & x & x \\
    0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x & x & x & x & x & x & x
\end{pmatrix}, \tag{54}$$

where $x$ denotes an entry which can take any nonnegative coefficient.

For general $k_1$ and $k_2$, the pattern of $M$ is that the first, $(k_1 + 1)$th, $(2k_1 + 1)$th and $(3k_1 + 1)$th rows can have $2\Delta' + 1$ nonzero entries, and all other rows can have $\Delta' + 1$ nonzero entries.

We want to show that

$$\frac{\sum_{(i', j') \in \mathbb{Z}^2: |i'| + |j'| = k_2} P(i', j')}{4k_1} \leq e^\epsilon \frac{\sum_{(i', j') \in \mathbb{Z}^2: |i'| + |j'| = k_2} P(i', j')}{4k_2}, \tag{55}$$
or equivalently,
\[
(1 + \frac{\Delta'}{k_1}) \sum_{(i',j') \in Z^2:|i'|+|j'|=k_1} \mathcal{P}(i',j') \leq e^e \sum_{(i',j') \in Z^2:|i'|+|j'|=k_2} \mathcal{P}(i',j').
\] (56)

Therefore, our goal is to find nonnegative coefficients to substitute each \(x\) in the matrix such that the sum of each column is 1 and the sum of each column is \((1 + \frac{\Delta'}{k_1})\). We will give explicit formulas on how to choose the coefficients.

The case \(k_1 = 1\) is trivial. Indeed, one can set all diagonal entries to be 1, and set all other nonzero entries to be \(\frac{1}{2}\).

Therefore, we can assume \(k_1 > 1\).

Consider two different cases: \(k_1 \leq \Delta'\) and \(k_1 \geq \Delta' + 1\).

We first consider the case \(k_1 \leq \Delta'\). Due to the periodic patterns in \(M\), we only need to consider rows from 1 to \(k_1 + 1\). Set all entries to be zero except that we set

\[
M_{11} = M_{22} = \cdots = M_{k_1k_1} = 1,
\] (57)
\[
M_{2,\Delta'+2} = M_{3,\Delta'+3} = \cdots = M_{k_1+1,k_1+\Delta'+1} = 1
\] (58)
\[
M_{1,j} = \frac{\Delta'}{2k_1(\Delta' - k_1 + 1)}, j \in [k_1 + 1, \Delta' + 1] \cup [4k_1 - \Delta' + 1, 4k_1]
\] (59)
\[
M_{k_1+1,j} = \frac{\Delta'}{2k_1(\Delta' - k_1 + 1)}, j \in [k_1 + 1, \Delta' + 1] \cup [2k_1 + 1 + \Delta', k_1 + 1 + 2\Delta']
\] (60)
\[
M_{i,j} = \frac{1}{k_1 - 1} - \frac{\Delta'}{k_1(\Delta' - k_1 + 1)}
\] (61)

It is straightforward to verify that the above matrix \(M\) satisfies the properties that the sum of each column is 1 and the sum of each row is \((1 + \frac{\Delta'}{k_1})\). Therefore, we have

\[
p_{k_1} \leq e^e p_{k_2}, \forall 0 < k_1 < k_2, k_1 \leq k_2 - k_1 \leq \Delta.
\] (62)

Next we solve the case \(k_1 \geq \Delta' + 1\). Again due to the periodic patterns in \(M\), we only need to consider the nonzero entries in rows from 1 to \(k_1 + 1\). We use the following procedures to construct \(M\):

1) For the first row, set \(M_{11} = 1\) and set all other 2\(\Delta'\) nonzero entries to be \(\frac{1}{2k_1}\).

2) For the second row, \(M_{22}\) is uniquely determined to be \(1 - \frac{1}{2k_1}\). Set the next \(\Delta' - 1\) nonzero entries in the second row to be \(\frac{1}{k_1}\), i.e., \(M_{2j} = \frac{1}{k_1}\) for \(j \in [3, \Delta' + 1]\). The last nonzero entry \(M_{2,\Delta'+2}\) is uniquely determined to be

\[
(1 + \frac{\Delta'}{k_1}) - (1 - \frac{1}{2k_1}) - \frac{\Delta' - 1}{k_1} = \frac{3}{2k_1}.
\] (63)

3) For the third row, the first nonzero entry \(M_{33}\) is uniquely determined to be \(1 - \frac{1}{2k_1} - \frac{1}{k_1} = 1 - \frac{3}{2k_1}\). Set the next \(\Delta' - 1\) nonzero entries to be \(\frac{1}{k_1}\), i.e., \(M_{3j} = \frac{1}{k_1}\) for \(j \in [4, \Delta' + 2]\). The last nonzero entry \(M_{3,\Delta'+3}\) is uniquely determined to be

\[
(1 + \frac{\Delta'}{k_1}) - (1 - \frac{3}{2k_1}) - \frac{\Delta' - 1}{k_1} = \frac{5}{2k_1}.
\] (64)

4) In general, for the \(i\)th row \((i \in [2, k_1 - 1])\), the first nonzero entry \(M_{ii}\) is set to be \(M_{ii} = 1 - \frac{2i-3}{2k_1}\), and the next \(\Delta' - 1\) nonzero entries are \(\frac{1}{k_1}\), and the last nonzero entry \(M_{i+1,i+\Delta'} = \frac{2i-1}{2k_1}\).

5) For \((k_1 + 1)\)th row, by symmetry, we set \(M_{k_1+1,k_1+1} = 1\) and set other \(2\Delta'\) nonzero entries to be \(\frac{1}{2k_1}\).

6) The nonzero entries in the \(k_1\)th row are uniquely determined. Indeed, we have

\[
M_{k_1,k_1} = 1 - \frac{2k_1 - 3}{2k_1},
\] (65)
\[
M_{k_1,k_1+\Delta'} = 1 - \frac{1}{2k_1},
\] (66)
\[
M_{k_1,k_1+j} = \frac{1}{k_1}, j \in [2, \Delta' - 1].
\] (67)

It is straightforward to verify that each entry in \(M\) is nonnegative and \(M\) satisfies the properties that the sum of each column is 1 and the sum of each row is \((1 + \frac{\Delta'}{k_1})\). Therefore, we have

\[
p_{k_1} \leq e^e p_{k_2}, \forall 0 < k_1 < k_2, k_1 \geq \Delta' + 1 = k_2 - k_1 + 1.
\] (68)

Therefore, for all \(k_1, k_2 \in \mathbb{N}\) such that \(|k_2 - k_1| \leq \Delta\), we have

\[
p_{k_1} \leq e^e p_{k_2}.
\] (69)
This completes the proof of Lemma 4

Proof of Lemma 4
First we prove that $\mathcal{P}_i \in \mathcal{SP}$, i.e., $\mathcal{P}_i$ satisfies the differential privacy constraint (12).

By the definition of $f_i(x)$, $f_i(x)$ is a nonnegative function, and

$$\int \ldots \int_{\mathbb{R}^d} f_i(x) dx_1 dx_2 \ldots dx_d \quad (70)$$

$$= \sum_{k=0}^{+\infty} a_i(k) \text{Vol}(A_i(k)) \quad (71)$$

$$= \sum_{k=0}^{+\infty} \mathcal{P}(A_i(k)) \quad (72)$$

$$= \mathcal{P}(\mathbb{R}^d) = 1. \quad (73)$$

So $\mathcal{P}_i$ is a valid probability distribution.

Next we show that $f_i(x)$ satisfies the differential privacy constraint. For fixed $i$, on the $x_1 - x_2$ plane, we can use the lines $x_2 = x_1 + \frac{\Delta}{k}$ and $x_2 = -x_1 + \frac{\Delta}{k}$ for all $k \in \mathbb{Z}$ to divide each $A_i(k)$ into distinct squares with the same size (each $A_i(k)$ will be divided into $8k^2$ squares). By taking the average of the probability density function over each square, we reduce the probability density function to a discrete probability mass function over $\mathbb{Z}^2$ satisfying $\epsilon$-differential privacy constraint. Then apply Lemma 4 and we have

$$a_i(k) \leq e^\epsilon a_i(k_2), \forall k_1, k_2 \in \mathbb{N} \text{ with } |k_1 - k_2| \leq i. \quad (74)$$

Given $x, y \in \mathbb{R}^d$ such that $\|x - y\|_1 \leq \Delta$, let $k_1, k_2$ be the integers such that

$$x \in A_i(k_1), \quad (75)$$

$$y \in A_i(k_2). \quad (76)$$

Then $|k_1 - k_2| \leq i$. Therefore,

$$f_i(x) \leq e^\epsilon f_i(y), \quad (77)$$

which implies that the probability distribution $\mathcal{P}_i$ satisfies the differential privacy constraint (12).

Therefore, for any integer $i \geq 1$, $\mathcal{P}_i \in \mathcal{SP}$.

Next we show that

$$\lim_{i \to +\infty} V(\mathcal{P}_i) = V(\mathcal{P}). \quad (78)$$

Given $\delta > 0$, since $V(\mathcal{P})$ is finite, there exists $T^* = m \Delta > 1$ for some $m \in \mathbb{N}$ such that

$$\int \ldots \int_{\{x \in \mathbb{R}^d \mid \|x\|_1 \geq T^*\}} L(x) \mathcal{P}(dx_1 dx_2 \ldots dx_d) < \frac{\delta}{2}. \quad (79)$$

For each $A_i(k)$ we have

$$\int \ldots \int_{A_i(k)} L(x) \mathcal{P}_i(dx_1 dx_2 \ldots dx_d) = \int \ldots \int_{A_i(k)} \|x\|_1 \mathcal{P}_i(dx_1 dx_2 \ldots dx_d) \leq \mathcal{P}_i(A_i(k))(k + 1) \frac{\Delta}{k} \quad (80)$$

$$\leq \mathcal{P}_i(A_i(k))(k + 1) \frac{\Delta}{i} \quad (81)$$

$$= \mathcal{P}(A_i(k))(k + 1) \frac{\Delta}{i} \quad (82)$$

$$\leq 2 \mathcal{P}(A_i(k)) k \frac{\Delta}{i} \quad (83)$$

$$\leq 2 \int \ldots \int_{A_i(k)} L(x) \mathcal{P}(dx_1 dx_2 \ldots dx_d). \quad (84)$$

Therefore,

$$\int \ldots \int_{\{x \in \mathbb{R}^d \mid \|x\|_1 \geq T^*\}} L(x) \mathcal{P}_i(dx_1 dx_2 \ldots dx_d) \leq 2 \int \ldots \int_{\{x \in \mathbb{R}^d \mid \|x\|_1 \geq T^*\}} L(x) \mathcal{P}(dx_1 dx_2 \ldots dx_d) \quad (85)$$

$$\leq \frac{\delta}{2} = \delta. \quad (86)$$
\( \mathcal{L}(x) \) is a bounded function when \( \|x\|_1 \leq T^* \), and thus by the definition of Riemann-Stieltjes integral, we have
\[
\lim_{i \to \infty} \int \int \ldots \int_{\{x \in \mathbb{R}^d : \|x\|_1 < T^*\}} \mathcal{L}(x) \mathcal{P}_i(dx_1 dx_2 \ldots dx_d) = \int \int \ldots \int_{\{x \in \mathbb{R}^d : \|x\|_1 < T^*\}} \mathcal{L}(x) \mathcal{P}(dx_1 dx_2 \ldots dx_d). \tag{87}
\]
So there exists a sufficiently large integer \( i^* \) such that for all \( i \geq i^* \)
\[
\left| \int \int \ldots \int_{\{x \in \mathbb{R}^d : \|x\|_1 < T^*\}} \mathcal{L}(x) \mathcal{P}_i(dx_1 dx_2 \ldots dx_d) - \int \int \ldots \int_{\{x \in \mathbb{R}^d : \|x\|_1 < T^*\}} \mathcal{L}(x) \mathcal{P}(dx_1 dx_2 \ldots dx_d) \right| \leq \delta. \tag{88}
\]
To simplify notation, we use \( dx \) to denote \( dx_1 dx_2 \ldots dx_d \).
Hence, for all \( i \geq i^* \)
\[
|V(\mathcal{P}_i) - V(\mathcal{P})| \tag{89}
= \left| \int_{\mathbb{R}^d} \mathcal{L}(x) \mathcal{P}_i(dx) - \int_{\mathbb{R}^d} \mathcal{L}(x) \mathcal{P}(dx) \right| \tag{90}
= \left| \int_{\{x \in \mathbb{R}^d : \|x\|_1 < T^*\}} \mathcal{L}(x) \mathcal{P}_i(dx) - \int_{\{x \in \mathbb{R}^d : \|x\|_1 < T^*\}} \mathcal{L}(x) \mathcal{P}(dx) + \int_{\{x \in \mathbb{R}^d : \|x\|_1 \geq T^*\}} \mathcal{L}(x) \mathcal{P}_i(dx) - \int_{\{x \in \mathbb{R}^d : \|x\|_1 \geq T^*\}} \mathcal{L}(x) \mathcal{P}(dx) \right| \tag{91}
\leq \left| \int_{\{x \in \mathbb{R}^d : \|x\|_1 < T^*\}} \mathcal{L}(x) \mathcal{P}_i(dx) - \int_{\{x \in \mathbb{R}^d : \|x\|_1 < T^*\}} \mathcal{L}(x) \mathcal{P}(dx) \right| + \int_{\{x \in \mathbb{R}^d : \|x\|_1 \geq T^*\}} \mathcal{L}(x) \mathcal{P}_i(dx) + \int_{\{x \in \mathbb{R}^d : \|x\|_1 \geq T^*\}} \mathcal{L}(x) \mathcal{P}(dx) \tag{92}
\leq (\delta + \delta + \delta) \tag{93}
\leq \frac{5}{2} \delta. \tag{94}
\]
Therefore,
\[
\lim_{i \to +\infty} V(\mathcal{P}_i) = V(\mathcal{P}). \tag{95}
\]
Define \( \mathcal{SP}_{i,\text{sym}} \triangleq \{ \mathcal{P}_i | \mathcal{P} \in \mathcal{SP} \} \) for \( i \geq 1 \), i.e., \( \mathcal{SP}_{i,\text{sym}} \) is the set of probability distributions satisfying differential privacy constraint (12) and having symmetric piecewise constant (over \( A_i(k) \ \forall k \in \mathbb{N} \)) probability density functions.
Due to Lemma 3

**Lemma 5.**
\[
V^* = \inf_{\mathcal{P} \in \cup_{i=1}^{\infty} \mathcal{SP}_{i,\text{sym}}} V(\mathcal{P}). \tag{96}
\]
Therefore, to characterize \( V^* \), we only need to study probability distributions with symmetric and piecewise constant probability density functions.

**C. Step 2**

Given \( \mathcal{P} \in \mathcal{SP}_{\text{sym}} \), we call \( \{a_i(0), a_i(1), a_i(2), \ldots\} \) the density sequence of \( \mathcal{P}_i \in \mathcal{SP}_{i,\text{sym}} \), where \( a_i(k) \) is defined in (40) \( \forall k \in \mathbb{N} \).

Next we show that indeed we only need to consider those probability distributions with symmetric piecewise constant probability density functions the density sequences of which are monotonically decreasing.

Define
\[
\mathcal{SP}_{i,\text{nd}} \triangleq \{ \mathcal{P} | \mathcal{P} \in \mathcal{SP}_{i,\text{sym}} \text{ and the density sequence of } \mathcal{P} \text{ is monotonically decreasing} \}. \tag{97}
\]
Then

**Lemma 6.**
\[
V^* = \inf_{\mathcal{P} \in \cup_{i=1}^{\infty} \mathcal{SP}_{i,\text{nd}}} V(\mathcal{P}). \tag{98}
\]
**Proof:** We first show that among \( \mathcal{SP}_{i,\text{sym}} \), to minimize the cost we only need to consider these probability distributions with density sequences \( \{a_0, a_1, a_2, \ldots\} \) satisfying that \( a_0 \geq a_1 \). Indeed, given \( \mathcal{P}_a \in \mathcal{SP}_{i,\text{sym}} \) with density sequence \( \{a_0, a_1, a_2, \ldots\} \) such that \( a_0 < a_1 \), there exists \( \mathcal{P}_b \in \mathcal{SP}_{i,\text{sym}} \) with density sequence \( \{b_0, b_1, b_2, \ldots\} \) such that \( b_0 \geq b_1 \) and
\[
V(\mathcal{P}_b) \leq V(\mathcal{P}_a). \tag{99}
\]
Consider the probability distribution \( \mathcal{P}_b \in \mathcal{SP}_{i,\text{sym}} \) with density sequence \( \{b_0, b_1, b_2, \ldots \} \) defined as

\[
\begin{align*}
  b_0 &= (1 + \delta)a_0, \\
  b_k &= (1 - \delta')a_k, \forall k \geq 1,
\end{align*}
\]

where we choose \( \delta > 0 \) and \( 0 < \delta' < 1 \) such that

\[
\begin{align*}
  b_0 &= b_1, \\
  +\infty \sum_{k=0} b_k \text{Vol}(A_i(k)) &= +\infty \sum_{k=0} a_k \text{Vol}(A_i(k)) = 1.\tag{102}
\end{align*}
\]

Equation \( 102 \) makes \( \mathcal{P}_b \) be a valid probability distribution. One can easily solve \( 102 \) and \( 103 \), and write down the explicit expression for \( \delta, \delta' \). The density sequence \( \{b_0, b_1, b_2, \ldots \} \) satisfies \( b_0 \geq b_1 \) (indeed, we have \( b_0 = b_1 \)), and it is easy to check that satisfies the differential privacy constraint, i.e.,

\[
b_{k_1} \leq e^\epsilon b_{k_2}, \forall k_1, k_2 \in \mathbb{N} \text{ with } |k_1 - k_2| \leq i. \tag{104}
\]

Note that \( C(||x||_1) \) is a monotonically increasing function of \( ||x||_1 \), and compared to \( \mathcal{P}_a \), \( \mathcal{P}_b \) moves some probability \( 1 \) to \( \mathcal{SP}_{i,\text{md}} \) from the (higher cost) area \( \{||bx|| \geq \frac{\Delta}{2}\} \) to the (lower cost) area \( \{||bx|| \leq \frac{\Delta}{2}\} \), and thus we have

\[
V(\mathcal{P}_b) \leq V(\mathcal{P}_a). \tag{105}
\]

Therefore, among \( \mathcal{SP}_{i,\text{sym}} \), to minimize the cost we only need to consider these probability distributions with density sequences \( \{a_1, a_2, a_3, \ldots \} \) satisfying that \( a_0 \geq a_1 \).

Next we show that among \( \mathcal{SP}_{i,\text{sym}} \), with density sequences \( \{a_1, a_2, a_3, \ldots \} \) satisfying \( a_0 \geq a_1 \), to minimize the cost we only need to consider these probability distributions with density sequences also satisfying that \( a_1 \geq a_2 \).

Given \( \mathcal{P}_a \in \mathcal{SP}_{i,\text{sym}} \) with density sequence \( \{a_1, a_2, a_3, \ldots \} \) such that \( a_0 \geq a_1 \) and \( a_1 < a_2 \), there exists \( \mathcal{P}_b \in \mathcal{SP}_{i,\text{sym}} \) with density sequence \( \{b_1, b_2, b_3, \ldots \} \) such that \( b_0 \geq b_1 \) and

\[
b_i \geq b_2. \tag{106}
\]

If \( i \leq 2 \), we can construct \( \mathcal{P}_b \) by scaling up \( a_0, a_1 \) and scale down \( a_k \) for all \( k \geq 2 \). More precisely, define \( \mathcal{P}_b \) with density sequence \( \{b_0, b_1, b_2, \ldots \} \) via

\[
\begin{align*}
  b_k &= (1 + \delta)a_k, \quad k \leq 1, \\
  b_k &= (1 - \delta')a_k, \quad k \geq 2,
\end{align*}
\]

for some \( \delta > 0 \) and \( 0 < \delta' < 1 \) such that

\[
\begin{align*}
  b_2 &= b_1, \\
  +\infty \sum_{k=0} b_k \text{Vol}(A_i(k)) &= +\infty \sum_{k=0} a_k \text{Vol}(A_i(k)) = 1.\tag{109}
\end{align*}
\]

So we have \( b_0 \geq b_1 \geq b_2 \). It is easy to check that \( \mathcal{P}_b \) satisfies the differential privacy constraint, and \( V(\mathcal{P}_b) \leq V(\mathcal{P}_a) \) using the fact that \( C(||x||_1) \) is a monotonically decreasing function in terms of \( ||x||_1 \).

If \( i \geq 3 \), then without loss of generality we can assume \( a_2 \leq a_0 \). Indeed, if \( a_2 > a_0 \), we can scale up \( a_0, a_1 \) and scale down \( a_k \) for all \( k \geq 2 \) to make \( a_2 = a_0 \), and this operation will preserve the differential privacy constraint and decrease the cost. Note that, in this case we cannot use the same scaling operation to make \( a_2 \leq a_0 \), because it is possible that after the scaling operation \( \frac{a_0}{a_2} > e^\epsilon \) for some \( 3 \leq k \geq i \) violating the differential privacy constraint. Hence, we can assume \( a_0 \geq a_2 \geq a_1 \). Let \( a_{k+1} \) be the largest value in \( \{a_3, \ldots, a_{2+i}\} \). If \( \frac{a_{k+1}}{a_2} < e^\epsilon \), we can scale up \( a_1 \) and scale down \( a_2 \) until \( a_1 = a_2 \) or \( \frac{a_2}{a_2} = e^\epsilon \). It is easy to see this scaling operation will preserve differential privacy and decrease the cost. If after this scaling operation we have \( a_2 = a_1 \), then we are done. Suppose \( a_1 \) is still bigger than \( a_2 \). Then \( a_2 \) is the smallest element in \( \{a_2, a_3, \ldots, a_{2+i}\} \). Therefore, we have \( \max_{2 \leq k \leq i} \frac{a_0}{a_k} = \frac{a_0}{a_2} \). Then we can scale up \( a_0, a_1 \) and scale down \( a_k \) for \( k \geq 2 \) until \( a_1 = a_2 \). This operation will preserve the differential privacy constraint and decrease the cost. If we call the final probability distribution we obtained \( \mathcal{P}_b \), we have \( \mathcal{P}_b \in \mathcal{SP}_{i,\text{sym}} \), and the density sequence satisfying \( b_0 \geq b_1 \geq b_2 \) (indeed, \( b_1 = b_2 \)), and \( V(\mathcal{P}_b) \leq V(\mathcal{P}_a) \).

By induction, we can show that among all probability distributions in \( \mathcal{SP}_{i,\text{sym}} \), to minimize the cost we only need to consider probability distributions with monotonically decreasing density sequence.

Suppose among \( \mathcal{SP}_{i,\text{sym}} \) to minimize the cost we only need to consider probability distribution with density sequence \( \{a_0, a_1, a_2, \ldots \} \) satisfying \( a_0 \geq a_1 \geq a_2 \geq \cdots \geq a_n \). Then we can show that among \( \mathcal{SP}_{i,\text{sym}} \) to minimize the cost we only need to consider probability distribution with density sequence \( \{a_0, a_1, a_2, \ldots \} \) satisfying \( a_0 \geq a_1 \geq a_2 \geq \cdots \geq a_n \geq a_{n+1} \).
Indeed, given $\mathcal{P}_a \in \mathcal{SP}_{i, \text{sym}}$ with density sequence $\{a_0, a_1, a_2, \ldots\}$ satisfying $a_0 \geq a_1 \geq a_2 \geq \cdots \geq a_n$, we can construct $\mathcal{P}_b \in \mathcal{SP}_{i, \text{sym}}$ with density sequence $\{b_0, b_1, b_2, \ldots\}$ satisfying
\[
b_0 \geq b_1 \geq b_2 \geq \cdots \geq b_n \geq b_{n+1}, \tag{111}\]
and
\[
V(\mathcal{P}_b) \leq V(\mathcal{P}_a). \tag{112}\]

If $a_{n+1} \leq a_n$, then we can choose $\mathcal{P}_b = \mathcal{P}_a$.
Suppose $a_{n+1} > a_n$. Without loss of generality, we can assume
\[
a_{n+1} \leq a_k, \text{ for } k \leq n + 2 - i. \tag{113}\]
If $a_{n+1} > a_{n+2-i}$, then we can scale up $\{a_0, a_1, \ldots, a_n\}$ and scale down $\{a_{n+1}, a_{n+2}, \ldots\}$ until $a_{n+1} = a_k$. It is easy to verify that this scaling operation will preserve the differential privacy constraint and decrease the cost.

Let $k^*$ be the smallest integer such that $a_{k^*} < a_{n+1}$. Note that by (113) we have $n + 3 - i \leq k^* \leq n$. Let $a_j$ be the biggest element in $\{a_{n+2}, a_{n+3}, \ldots, a_{n+1+i}\}$. Due to the differential privacy constraint, we have $\frac{a_{j}}{a_{n+1}} \leq e^{\epsilon}$. Then we can scale up $a_{k^*}$ and scale down $a_{n+1}$ until $a_{k^*} = a_{n+1}$ or $\frac{a_{j}}{a_{n+1}} = e^{\epsilon}$. This operation will preserve the differential privacy constraint and decrease the cost. If after this scaling operation $a_{k^*}$ is still bigger than $a_{n+1}$, then we can scale up $\{a_0, a_1, \ldots, a_n\}$ and scale down $\{a_{n+1}, a_{n+2}, \ldots\}$ until $a_{k^*} = a_{n+1}$. Due to the fact that $a_{n+1}$ is the smallest element in $\{a_{n+1}, a_{n+2}, \ldots, a_{n+1+i}\}$, this scaling operation will preserve the differential privacy constraint and decrease the cost. Therefore, we will have $a_{n+1} \leq a_{k^*}$.

Repeat the above steps for each $k \in k^* + 1, k^* + 2, \ldots, n$ such that $a_k < a_{n+1}$. If we call the final probability distribution we obtained $\mathcal{P}_b$, we have $\mathcal{P}_b \in \mathcal{SP}_{i, \text{sym}}$, and the density sequence satisfying
\[
b_0 \geq b_1 \geq b_2 \geq \cdots \geq b_n, \tag{114}\]
and $V(\mathcal{P}_b) \leq V(\mathcal{P}_a)$.

Hence, among $\mathcal{SP}_{i, \text{sym}}$ to minimize the cost we only need to consider probability distribution with density sequence $\{a_0, a_1, a_2, \ldots\}$ satisfying $a_0 \geq a_1 \geq a_2 \geq \cdots \geq a_n \geq a_{n+1}$.

Therefore, among all probability distributions in $\mathcal{SP}_{i, \text{sym}}$ to minimize the cost we only need to consider probability distributions with monotonically decreasing density sequence.

We conclude that
\[
V^* = \inf_{\mathcal{P} \in \bigcup_{i \geq 1} \mathcal{SP}_{i, \text{sym}}} V(\mathcal{P}). \tag{115}\]

This completes the proof of Lemma 6.

\[\blacksquare\]

D. Step 3

Next we show that among all symmetric piecewise constant probability density functions, we only need to consider those which are geometrically decaying.

More precisely, given positive integer $i$,
\[
\mathcal{SP}_{i, \text{pd}} \triangleq \{\mathcal{P} | \mathcal{P} \in \mathcal{SP}_{i, \text{md}}, \text{ and } \mathcal{P} \text{ has density sequence } \{a_0, a_1, \ldots, a_n, \ldots\} \text{ satisfying } \frac{a_k}{a_{k+i}} = e^{\epsilon}, \forall k \in \mathbb{N}\}, \tag{116}\]
then

**Lemma 7.**

\[
V^* = \inf_{\mathcal{P} \in \bigcup_{i \geq 1} \mathcal{SP}_{i, \text{pd}}} V(\mathcal{P}). \tag{117}\]

**Proof:** Due to Lemma 6, we only need to consider probability distributions with symmetric and piecewise constant probability density functions which are monotonically decreasing.

We first show that given $\mathcal{P}_a \in \mathcal{SP}_{i, \text{md}}$ with density sequence $\{a_0, a_1, \ldots, a_n, \ldots\}$, if $\frac{a_n}{a_1} < e^{\epsilon}$, then we can construct a probability distributions $\mathcal{P}_b \in \mathcal{SP}_{i, \text{md}}$ with density sequence $\{b_0, b_1, \ldots, b_n, \ldots\}$ such that $\frac{b_0}{b_1} = e^{\epsilon}$ and
\[
V(\mathcal{P}_b) \leq V(\mathcal{P}_a). \tag{118}\]

Define a new sequence $\{b_0, b_1, \ldots, b_n, \ldots\}$ by scaling up $a_0$ and scaling down $\{a_1, a_2, \ldots\}$. More precisely, define $\{b_0, b_1, \ldots, b_n, \ldots\}$ via
\[
b_0 = a_0(1 + \delta), \tag{119}\]
\[
b_k = a_k(1 - \delta^i), \forall k \geq 1, \tag{120}\]
for some $\delta > 0$ and $0 < \delta' < 1$ such that
\[
\frac{b_0}{b_i} = e^\epsilon, \\
\sum_{k=0}^{+\infty} b_k \text{Vol}(A_i(k)) = \sum_{k=0}^{+\infty} a_k \text{Vol}(A_i(k)) = 1.
\]

So $\{b_0, b_1, \ldots, b_n, \ldots\}$ is a valid probability density sequence. Let $P_b$ be the corresponding probability distribution. It is easy to check that $P_b$ satisfies the differential privacy constraint, i.e.,
\[
\frac{b_k}{b_{k+i}} \leq e^\epsilon, \forall k \geq 0.
\]

Hence, $P_b \in SP_{i,md}$. Since $C(||b||_1)$ is a monotonically increasing function of $||x||_1$, we have $V(P_b) \leq V(P_a)$.

Therefore, for given $i \in \mathbb{N}$, we only need to consider $P \in SP_{i,md}$ with density sequence $\{a_0, a_1, \ldots, a_n, \ldots\}$ satisfying $\frac{a_0}{a_i} = e^\epsilon$.

Next, we argue that among all probability distributions $P \in SP_{i,md}$ with density sequence $\{a_0, a_1, \ldots, a_n, \ldots\}$ satisfying $\frac{a_0}{a_i} = e^\epsilon$, we only need to consider those probability distributions with density sequence also satisfying $\frac{a_1}{a_{i+1}} = e^\epsilon$.

Given $P_a \in SP_{i,md}$ with density sequence $\{a_0, a_1, \ldots, a_n, \ldots\}$ satisfying $\frac{a_0}{a_i} = e^\epsilon$ and $\frac{a_1}{a_{i+1}} < e^\epsilon$, we can construct a new probability distribution $P_b \in SP_{i,md}$ with density sequence $\{b_0, b_1, \ldots, b_n, \ldots\}$ satisfying
\[
\frac{b_0}{b_i} = e^\epsilon, \\
\frac{b_i}{b_{i+1}} = e^\epsilon,
\]
and $V(P_a) \geq V(P_b)$.

First, it is easy to see $a_1$ is strictly less than $a_0$, since if $a_0 = a_1$, then $\frac{a_1}{a_{i+1}} = \frac{a_0}{a_{i+1}} \geq \frac{a_0}{a_i} = e^\epsilon$. We can construct a new density sequence by increasing $a_1$ and decreasing $a_{i+1}$ to make $\frac{a_1}{a_{i+1}}$. More precisely, we define a new sequence $\{b_0, b_1, \ldots, b_n, \ldots\}$ as
\[
b_k = a_k, \forall k \neq 1, k \neq i + 1, \\
b_1 = a_1(1 + \delta), \\
b_{i+1} = a_{i+1}(1 - \delta'),
\]
where $\delta > 0$ and $\delta' > 0$ are chosen such that $\frac{b_{i+1}}{b_{i+1}} = e^\epsilon$ and
\[
\sum_{k=0}^{+\infty} b_k \text{Vol}(A_i(k)) = \sum_{k=0}^{+\infty} a_k \text{Vol}(A_i(k)) = 1.
\]

It is easy to verify that $\{b_0, b_1, \ldots, b_n, \ldots\}$ is a valid probability density sequence and the corresponding probability distribution $P_b$ satisfies the differential privacy constraint. Moreover, $V(P_b) \leq V(P_a)$. Therefore, we only need to consider $P \in SP_{i,md}$ with density sequences $\{a_0, a_1, \ldots, a_n, \ldots\}$ satisfying $\frac{a_0}{a_i} = e^\epsilon$ and $\frac{a_1}{a_{i+1}} = e^\epsilon$.

Use the same argument, we can show that we only need to consider $P \in SP_{i,md}$ with density sequences $\{a_0, a_1, \ldots, a_n, \ldots\}$ satisfying
\[
\frac{a_k}{a_{i+k}} = e^\epsilon, \forall k \geq 0.
\]

Therefore,
\[
V^* = \inf_{P \in \bigcup_{i=1}^{+\infty} SP_{i,md}} V(P).
\]

Due to Lemma 7, we only need to consider probability distribution with symmetric, monotonically decreasing, and geometrically decaying piecewise constant probability density function. Because of the properties of symmetry and periodically (geometrically) decaying, for this class of probability distributions, the probability density function over $\mathbb{R}^d$ is completely determined by the probability density function over the set $\{x \in \mathbb{R}^d ||x||_1 < \Delta\}$.

Next, we study what the optimal probability density function should be over the set $\{x \in \mathbb{R}^d ||x||_1 < \Delta\}$. It turns out that the optimal probability density function over the set $\{x \in \mathbb{R}^d ||x||_1 < \Delta\}$ is a step function. We use the following three steps to prove this result.
E. Step 4

**Lemma 8.** Consider a probability distribution \( \mathcal{P}_a \in \mathcal{SP}_{i,pd} \) (\( i \geq 2 \)) with density sequence \( \{a_0, a_1, \ldots, a_n, \ldots\} \). Then there exists an integer \( k(i) \) and a probability distribution \( \mathcal{P}_b \in \mathcal{SP}_{i,pd} \) with density sequence \( \{b_0, b_1, \ldots, b_n, \ldots\} \) such that

\[
\begin{align*}
  b_0 &= b_1 = b_2 = \cdots = b_{k(i)}, \\
  \frac{b_0}{b_{i-1}} &= e^e,
\end{align*}
\]

and

\[
V(\mathcal{P}_b) \leq V(\mathcal{P}_a).
\]

**Proof:** For \( 0 \leq k \leq i-1 \), define

\[
w_k \triangleq \sum_{j=0}^{+\infty} e^{-jr} \int \cdots \int_{(j+\frac{k}{i}) \Delta \leq \|x\|_1 < (j+\frac{k+1}{i}) \Delta} C(x) dx_1 dx_2 \cdots dx_d,
\]

and

\[
u_k \triangleq \sum_{j=0}^{+\infty} e^{-jr} \text{Vol}(A_j(ji + k)).
\]

Then the cost \( V(\mathcal{P}_a) = \sum_{k=0}^{i-1} w_k a_k \), and the constraint on \( a_k \) is that

\[
\begin{align*}
a_0 &\geq a_1 \geq \cdots \geq a_{i-1}, \\
a_0 &\leq a_{i-1} e^e, \\
\sum_{k=0}^{+\infty} u_k a_k &= 1.
\end{align*}
\]

Therefore, to minimize \( V(\mathcal{P}) \) among all probability distributions \( \mathcal{P} \in \mathcal{SP}_{i,pd} \), we need to solve the following linear programming problem

\[
\begin{align*}
\text{minimize}_{a_0, a_1, \ldots, a_{i-1}} & \quad \sum_{k=0}^{i-1} w_k a_k, \\
\text{subject to} & \quad a_0 \geq a_1 \geq \cdots \geq a_{i-1}, \\
& \quad a_0 \leq a_{i-1} e^e, \\
& \quad \sum_{k=0}^{+\infty} u_k a_k = 1.
\end{align*}
\]

Let

\[
h_k \triangleq \frac{w_k}{u_k}.
\]

In the following we show that when \( d = 2 \), there exists an integer \( k(i) \) such that

\[
\begin{align*}
h_0 &\geq h_1 \geq \cdots \geq h_{k(i)}, \\
h_{k(i)} &\leq h_{k(i)+1} \leq \cdots \leq h_{i-1}, \\
h_0 &\leq h_{i-1}.
\end{align*}
\]

When \( d = 2 \),

\[
h_k = \frac{w_k}{u_k} = \frac{4 \Delta^3}{3 i} \sum_{j=0}^{+\infty} e^{-jr} (1 + 3(ji + k) + 3(ij + k)^2) \\
&= \frac{2 \Delta}{3 i} \sum_{j=0}^{+\infty} e^{-jr} (1 + 2(ji + k)) \\
&= \frac{2 \Delta}{3 i} \left( 3i^2c_2 + (6ik + 3i)c_1 + (1 + 3k + 3k^2)c_0 \right).
\]

Let \( g(k) \triangleq \frac{3i^2c_2 + (6ik + 3i)c_1 + (1 + 3k + 3k^2)c_0}{(1 + 2k)c_0 + 2ic_1} \). It is easy to compute the derivative of \( g(k) \) with respect to \( k \):

\[
g'(k) = \frac{6c_0^2 k^2 + 6c_0^2 k + c_0^2 + 12c_0 c_1 k + 6c_0 c_1 i - 6c_2 c_0^2 + 12c_1^2 i^2}{((1 + 2k)c_0 + 2ic_1)^2}.
\]
Note that the numerator of $g'(k)$ is an increasing function of $k$, and
\[
g'(0) = c_0^2 + 6c_0c_1i - 6c_2c_1^2 + 12c_1^2i^2
\]
\[
= \frac{b(6i^2 - 6i + 1) - 1}{(b-1)^3} < 0,
\]
for sufficiently large $i$, and
\[
g'(i-1) = \frac{6i^2 - 6i + 1 - b}{(1-b)^3} > 0.
\]

Therefore, $h_k$ first increases as $k$ increases, and then decreases as $k$ increases to $i-1$. Hence, there exists an integer $k(i)$ such that (145) and (146) hold.

Next we compare $h_{i-1}$ and $h_0$:
\[
h_{i-1} - h_0 = \frac{w_{i-1}}{u_{i-1}} - \frac{w_0}{u_0}
\]
\[
= \frac{2\Delta}{3i} \frac{(3i-2)(b-1)2(i-1)}{(b+2i-1)^2} > 0.
\]

Hence, (147) also holds.

Now we are ready to prove Lemma [8]

Suppose $a_{k(i)} < a_{k(i)-1}$. We can scale up $a_{k(i)}$ and scale down $a_{k(i)-1}$ to make $a_{k(i)} = a_{k(i)-1}$. Since $h_{k(i)} \leq h_{k(i)-1}$, i.e., $\frac{u_{k(i)}}{u_{k(i)-1}} \leq \frac{u_{k(i)}}{u_{k(i)-1}}$, this scaling operation will not increase the cost $V(P)$. Now we have $a_{k(i)} = a_{k(i)-1}$.

Suppose $a_{k(i)} = a_{k(i)-1} < a_{k(i)-2}$. Then we can scale up $a_{k(i)}$ and $a_{k(i)-1}$, and scale down $a_{k(i)-2}$ to make $a_{k(i)} = a_{k(i)-1} = a_{k(i)-2}$. Since $h_{k(i)} \leq h_{k(i)-1} \leq h_{k(i)-2}$, this scaling operation will not increase the cost $V(P)$. Now we have $a_{k(i)} = a_{k(i)-1} = a_{k(i)-2}$.

After $k(i)$ steps of these scaling operations, we can make $a_0 = a_1 = \cdots = a_{k(i)}$, and this will not increase the cost $V(P)$. Finally, if $\frac{a_0}{a_{i-1}} < e^\epsilon$, we can scale up $a_0,a_1,\ldots,a_{k(i)}$ and scale down $a_{i-1}$ to make $\frac{a_0}{a_{i-1}} = e^\epsilon$. Since $h_{i-1} \geq h_0 \geq h_1 \geq \cdots \geq h_{k(i)}$, this scaling operation will not increase the cost $V(P)$.

Let $P_b$ be the probability distribution we obtained after the $k(i)+1$ steps of scaling operations. Then $P_b \in SP_{i,pd}$, and its density sequence $\{b_0,b_1,\ldots,b_n,\ldots\}$ satisfies
\[
b_0 = b_1 = b_2 = \cdots = b_{k(i)},
\]
\[
b_0 = e^\epsilon,
\]
and
\[
V(P_b) \leq V(P).
\]

This completes the proof of Lemma [8].

Therefore, due to Lemma [8] for sufficiently large $i$, we only need to consider probability distributions $P \in SP_{i,pd}$ with density sequence $\{a_0,a_1,\ldots,a_n,\ldots\}$ satisfying
\[
a_0 = a_1 = a_2 = \cdots = a_{k(i)},
\]
\[
b_0 = e^\epsilon.
\]

More precisely, define
\[
SP_{i,b} = \{P \in SP_{i,pd} | P \text{ has density sequence } \{a_0,a_1,\ldots,a_n,\ldots\} \text{ satisfying (160) and (161)}\}.
\]

Then due to Lemma [8]

**Lemma 9.**

\[
V^* = \inf_{P \in \bigcup_{i \geq 3} SP_{i,b}} V(P).
\]

Next, we argue that for each probability distribution $P \in SP_{i,b}$ ($i \geq 3$) with density sequence $\{a_0,a_1,\ldots,a_n,\ldots\}$, we can assume that there exists an integer $k(i)+1 \leq k \leq (i-2)$, such that
\[
a_j = a_0, \forall 0 \leq j < k,
\]
\[
a_j = a_{i-1}, \forall k < j < i.
\]
More precisely,

Lemma 10. Consider a probability distribution \( P_a \in \mathcal{SP}_{i,fr} \) \((i \geq 3)\) with density sequence \( \{a_0, a_1, \ldots, a_n, \ldots \} \). Then there exists a probability distribution \( P_b \in \mathcal{SP}_{i,fr} \) with density sequence \( \{b_0, b_1, \ldots, b_n, \ldots \} \) such that there exists an integer \( k(i) + 1 \leq k \leq (i - 2) \) with

\[
\begin{align*}
   b_{j} &= a_{0}, \forall \ 0 \leq j < k, \\
   b_{j} &= a_{i-1}, \forall \ k < j < i,
\end{align*}
\]

\( k(i) \) \( \leq \) \( (i-2) \) + 1

and

\[
V(P_b) \leq V(P_a).
\]  

Proof: If there exists an integer \( k(i) + 1 \leq k \leq (i - 2) \) such that

\[
\begin{align*}
   a_{j} &= a_{0}, \forall \ 0 \leq j < k, \\
   a_{j} &= a_{i-1}, \forall \ k < j < i,
\end{align*}
\]

then we can set \( P_b = P_a \).

Otherwise, let \( k_1 \) be the smallest integer in \( \{k(i) + 1, k(i) + 2, \ldots, i - 1\} \) such that

\[
a_{k_1} \neq a_0,
\]

and let \( k_2 \) be the biggest integer in \( \{k(i) + 1, k(i) + 2, \ldots, i - 1\} \) such that

\[
a_{k_2} \neq a_{i-1}.
\]

It is easy to see that \( k_1 \neq k_2 \). Then we can scale up \( a_{k_1} \) and scale down \( a_{k_2} \) simultaneously until either \( a_{k_1} = a_0 \) or \( a_{k_2} = a_{i-1} \). Since \( h_k = \frac{w_i}{w_k} \) is an increasing function of \( k \) when \( k > k(i) \), and \( k(i) < k_1 < k_2 \), this scaling operation will not increase the cost.

After this scaling operation we can update \( k_1 \) and \( k_2 \), and either \( k_1 \) is increased by one or \( k_2 \) is decreased by one.

Therefore, continue in this way, and finally we will obtain a probability distribution \( P_b \in \mathcal{SP}_{i,fr} \) with density sequence \( \{b_0, b_1, \ldots, b_n, \ldots \} \) such that \( (166), (167) \) and \( (168) \) hold.

This completes the proof.

Define

\[
\mathcal{SP}_{i,step} = \{ P \in \mathcal{SP}_{i,fr} \mid P \text{ has density sequence } \{a_0, a_1, \ldots, a_n, \ldots \} \text{ satisfying } (166) \text{ and } (167) \text{ for some } k(i) < k \leq (i - 2) \}.
\]

Then due to Lemma \([10]\).

Lemma 11.

\[
V^* = \inf_{P \in \bigcup_{i \geq 3} \mathcal{SP}_{i,step}} V(P).
\]  

As \( i \to \infty \), the probability density function of \( P \in \mathcal{SP}_{i,fr} \) will converge to a multidimensional staircase function. Therefore, for \( d = 2 \) and the cost function \( \mathcal{L}(x) = \|x\|_1, \forall x \in \mathbb{R}^2 \), then

\[
\inf_{P \in \mathcal{SP}} \int_{\mathbb{R}^2} \mathcal{L}(x)f_\gamma(x)dx_1dx_2 = \inf_{\gamma \in [0,1]} \int_{\mathbb{R}^2} \mathcal{L}(x)f_\gamma(x)dx_1dx_2.
\]

This completes the proof of Theorem \([11]\).
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