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ABSTRACT

This work studies the use of attention masking in transformer transducer based speech recognition for building a single configurable model for different deployment scenarios. We present a comprehensive set of experiments comparing fixed masking, where the same attention mask is applied at every frame, with chunked masking, where the attention mask for each frame is determined by chunk boundaries, in terms of recognition accuracy and latency. We then explore the use of variable masking, where the attention masks are sampled from a target distribution at training time, to build models that can work in different configurations. Finally, we investigate how a single configurable model can be used to perform both first pass streaming recognition and second pass acoustic rescoring. Experiments show that chunked masking achieves a better accuracy vs latency trade-off compared to fixed masking, both with and without FastEmit. We also show that variable masking improves the accuracy by up to 8% relative in the acoustic re-scoring scenario.

Index Terms— Neural Transducer, Transformer Transducer, Conformer, Attention Masking, Acoustic Rescoring

1. INTRODUCTION

Many applications of automatic speech recognition (ASR) require both low latency and high accuracy, goals that are not easily attained within a single system. Historically, these were achieved by building separate models oriented at either online or offline ASR. In some deployments, the predictions of a model characterized by good streaming properties, but sub-optimal accuracy, could be refined by a different model with worse latency profile, but higher accuracy.

End-to-end models [1], in particular those utilizing transformers [2,3] as a back-bone, can be trained to operate in different configurations that gracefully trade accuracy for latency or compute gains. Transformer-based models are particularly suitable for such applications thanks to their combined use of self-attention and masking – components that jointly provide direct control over the model’s access to past, present and future information when making localized predictions. When combined with frame-synchronous modeling approaches, such as the neural transducer [4] or connectionist temporal classification (CTC) [5], transformer attention masking can be used to exactly mimic the target inference conditions during training and thereby acquire better control over the accuracy vs latency trade-off induced by the model topology.

An example of a neural transducer model with low partial latency, but still benefiting from access to larger context, is the stacked encoder approach [6,7], in which data is encoded using cascaded encoders - an encoder operating in causal mode, followed by a stacked non-causal encoder operating on the causal encoder outputs and optionally updating the causal encoder predictions. Though jointly learned, each encoder has its own set of parameters.

Here, we build on an alternative approach, in which transformer-transducer (TT) models are trained with variable masking [8]. In this approach, different masking patterns are applied to the acoustic encoder during training. This exposes the encoder to varying amounts of future context, allowing the trained model to work in both streaming and non-streaming modes, while sharing parameters between the two modes. There are a number of works in recent literature investigating similar ideas. [9,10] focused on learning causal and non-causal convolution filters in the context of “dual-mode” transducers with a conformer-based acoustic encoder. Doutr et al. [11] explored building multi-mode models with distillation of full-context models to streaming variants. Audhkhasi et al. [12] proposed a mixture of softmaxes approach to computing the attention probability density function, where the support for mixture components may be chosen to cover different modeling contexts. In contrast, following [8], we adopt a single softmax attention scheme, with masking acting as a form of conditional execution governed by sampled choices.

We also build on recent work describing attention-based causal chunking [13,14]. In this approach, a chunk-aware attention mask allows access to past and future frames within a pre-defined chunk, but otherwise disallows information flow between chunks. The trained model can then be treated as causal at the chunk level. Here, we extend the causal chunking approach to variable causal chunking, thus allowing the model to work in both streaming and global modes. A similar extension was recently also made for CTC models [15]. Further, we relax the constraints on information flow by allowing the model to access distant past information at each layer in streaming mode.

There are other studies aimed at localizing self-attention for streaming applications, not necessarily via masking [16–20]. These works do not address the issue of inference-time configurability, and thus do not directly lend themselves to unified two-pass applications.

Contributions of this work include:

- Systematic comparison of the accuracy and latency impact of transformer masking strategies [8,13,14] and their variable masking variants within the TT framework.
- Evaluation of variable masking as a strategy for inference-time configurability.
- Evaluation of variable masking for two-pass acoustic rescoring in the large-scale data regime.
Different from RNNs, transformers allow precise control of the access of each transformer frame to its past and future contexts [1]. We consider several masking patterns as depicted in Fig. 1, in particular we will refer to these as i) fixed masking [3] and ii) chunked masking [13, 14].

The masking pattern defines the streaming properties of the model. In low latency recognition scenarios, average acoustic encoder look-ahead should be smaller than the target partial latency and encoder outputs should be produced as soon as possible. However, computing outputs one by one significantly increases the cost of computation, e.g. power use, on parallel hardware. Hence, it is important to balance the latency with compute by chunking input frames and encoding each chunk as a batch. Generally speaking, the larger the chunk size the lower the compute cost. Exploiting this fact, [13, 14] proposed a masking strategy that uses maximal valid context within a chunk, and then restricts the model to be causal across chunk boundaries, as illustrated in Fig. 1b. Chunked masking offers better average look-ahead when compared to fixed masking and allows to benefit from look-ahead at each layer. The compromise between fixed and chunked masking is illustrated in Fig. 1d. In this work, we also investigate a hybrid mode (Fig. 1c), where we use causal chunking for future context, and fixed masking for past context, which allows each layer to access distant past frames.

2.3. Variable masking and its applications

We extend each of the variants presented in Fig. 1 to variable masking scenario, where during training acoustic and/or label encoders are exposed to multiple masking configurations so the model can learn to integrate different amounts of past and future context, and thus be deployed in desired operating conditions during inference. From training perspective, this can be seen as an additional conditioning variable i.e. :

\[
\mathcal{L}_{TT} = -\log P(y|x; \theta_{TT}, \mathbf{m} \sim \mathbf{M}),
\]

where \( \mathbf{m} = (\mathbf{m}_{AE}, \mathbf{m}_{LE}) \) is a sample from \( \mathbf{M} \), a predefined set of allowed mask configurations. \( \mathbf{m}_{AE} \) is the acoustic encoder mask specifying the look-back and look-ahead frames (or chunk sizes) at each transformer layer. The label encoder mask \( \mathbf{m}_{LE} \) is strictly causal and only specifies look-back frames. Similar conditioning on external variables was previously used for speaker adaptive training [24].

One advantage of variable masking models is their ability to obtain encodings for different amounts of context. One can use this in Eq. (2) to re-compute the Joint outputs in second pass with a wide

Fig. 1: Illustration of attention masking in transformers. Fig. 1a depicts a standard fixed look-ahead/look-back mode [3]. Each row shows the current frame (on the diagonal) and its past (lower triangular) and future (upper triangular) context. Fig. 1b shows causal chunking as in [13, 14]. Fig. 1c illustrates a hybrid approach, where the future direction benefits from both a non-zero look-ahead and causality across chunk boundaries. Fig. 1d illustrates the trade-offs from look-ahead type between fixed and chunked masking. Star-annotated areas depict the additional look-ahead enabled by fixed look-ahead, at the expense of some latency. Given the same look-ahead (latency) budget, all transformer layers can benefit from non-causality within chunks, contrary to fixed masking where only few layers are allowed to be non-causal.
3. EXPERIMENTS

We carry out experiments on large-scale in-house data comprising of utterances from dictation and assistant tasks. We use both semi-supervised and supervised data. Semi-supervised transcripts were automatically obtained from an auxiliary transcription model applied to around 600,000 hours of randomized and anonymized acoustic data. The supervised data consists of 7,000 hours of US English data. All systems in this work were trained for 3.4M updates, each update using gradients accumulated over 8192 utterances. We use AdamW with exponentially decaying learning schedule. The models are evaluated on a test set that is around 60 hours long, with utterance duration varying from a few seconds to around 60 seconds.

Our base TT models operate on 6 times decimated acoustic features by means of convolution and frame concatenation based downsampling. The acoustic encoder makes use of 12 causal Conformer block layers. For streaming applications with variable masking, we found it crucial for training stability to use layer normalization [25] rather than batch-level normalization [26] as in the original Conformer formulation [21]. The label encoder is implemented as a standard 6 layer transformer. In total, all TT models have 101M parameters. In the following, we refer to this model as a CCT transducer, short for Convolutional downsampling, Conformer acoustic encoder and Transformer label encoder. Depending on masking configuration, we additionally annotate CCT with one of the following prefixes, \{f,v,c,vc\}, denoting fixed-context-expansion (f) look-aheads / look-backs, variable-context-expansion masking (vf), chunking (c) and variable-chunking (vc) CCT models, respectively.

### 3.1. Single-masking baselines

First block in Table 1 reports WERs for different masking modes outlined in Fig. 1. The models were configured to a similar streaming setting consuming 240ms of audio data (or 4 transformer frames after 6x decimation). Fixed masking on both past and future (Fig. 1a) is comparable accuracy-wise to a hybrid approach that uses causal chunking combined with context-expansion (fixed) look-backs (Fig. 1c). Causal chunking as depicted in Fig. 1b performed about 0.1% worse than hybrid chunking; the difference disappears if one can trade-off larger chunks for latency. As we will show later in Section 3.3, causal chunking offers better streaming properties wrt partial latencies; it also simplifies decoding and saves computation by not requiring the availability of frames from future chunks.

**Fig. 2:** WERs for variable chunk masking models and a number of different masks settings used in audio encoder for the left and right context. Same trends were observed with fixed variable masking.

| Chunk [seconds] | Lookback [seconds] | Variable chunking model |
|-----------------|-------------------|-------------------------|
| 4.16            | 0.12              | 3.89                    |
| 4.19            | 0.18              | 3.85                    |
| 4.19            | 0.24              | 3.79                    |
| 4.21            | 0.36              | 3.72                    |
| 4.20            | 1.00              | 3.56                    |
| 4.22            | 2.00              | 3.54                    |

**Table 1:** WERs for different masking variants in Fig. 1.

| Type | #Masks | Left Context | Right Context | WER [%] | Stream. | Global |
|------|--------|--------------|---------------|---------|---------|--------|
| Chunk| 1      | Chunk        | 1             | 3.75    | -       | -      |
| Fixed| 1      | Fixed        | 1             | 3.61    | -       | -      |
| Fixed| 1      | Chunk        | 1             | 3.66    | -       | -      |
| Fixed| 1      | Chunk        | 2             | 3.66    | 3.4     |
| Fixed| 1      | Chunk        | 5             | 3.71    | 3.39    |
| Fixed| 1      | Chunk        | 9             | 3.69    | 3.46    |
| Fixed| 2      | Chunk        | 9             | 3.7     | 3.44    |
| Fixed| 7      | Chunk        | 9             | 3.88    | 3.5     |
3.3. Partial Result Word Latency

Recognizer responsiveness is paramount in interactive recognition applications like dictation. Partial Result Word Latency (PRWL) is defined as the delay between when a word is fully spoken and when it is presented to the user. To compute timestamps of each word in our test set, we use a frame synchronous hybrid phonetic HMM-CNN recognizer to produce a 10ms frame time-aligned transcript. Every partial result of the transducer decoder is recorded along with the amount of audio consumed by the acoustic encoder to compute the first seen timestamp of each word.

There are several techniques to encourage end-to-end ASR models to prefer lower latency predictions. One approach is to constrain the frame alignment during training to ground truth time alignment [30]. These constraints do limit the model’s ability to learn certain alignments, which impacts accuracy. Another approach, specific to the transducer loss function, is FastEmit (FE) [31]. FastEmit has the advantage of not requiring any alignment training data, although it too can affect accuracy. A novel approach is self-alignment [32], which uses Viterbi forced-alignment instead of external alignment.

PRWL results for selected models are reported in Table 2. Chunked masking reduces PRWL by around 45% relative when compared to fixed masking models. For both fixed masking (\{f,v\}-\text{CCT}) and chunking configurations (\{c,v\}-\text{CCT}), we find FastEmit to be highly effective, as expected. Chunked models can afford less aggressive FE setting, usually resulting in better accuracy for the same latency constraints (i.e. compare \text{vCCT} and \text{vcCCT} models, where the latter obtains 45% lower PWRL for the same FE constant). Fig. 3 shows example token emission delays of an FE-enabled \text{vcCCT} configured to streaming and global modes, as well as single-mask variants from Table 2. Variable chunking combined with latency penalizing loss improves PRWL, and decreases token emission delay. As a function of chunk size, token emission latency decreases for larger chunks, around 40ms on average between models configured to 60ms vs 240ms chunks.

We also investigated if the amount of look-back affects token emission delay by measuring the system from Fig. 2 configured to 8.6s and 720ms LB settings, and we did not find a significant effect.

Chunking, due to batched computation, brings large gains in real-time factor (RTF) or compute-induced latency. We do not report RTFs in this work as they were in-depth studied in [13,14].

3.4. Acoustic Rescoring

Variable masking models allow for an easy application to acoustic re-scoring, as they do not require auxiliary models or distinct parameters to capture different amounts of context. In particular, in this work we re-score by recomputing acoustic embeddings with an acoustic encoder configured to capture larger amounts of audio context as described in Section 2.3, and cached label encodings (thus avoiding an expensive auto-regressive recomputation). Results are depicted in Fig. 4. We obtain first-pass 10-best lists from a \text{vcCCT} operating on 60, 120, 180 or 240ms long chunks, and then re-score with AE configured to 0.36, 1.8, 3.6, and 30 seconds chunks. Note that the 60ms setting is effectively a causal model, where the chunk is just one transformer frame. Depending on chunking configuration, we obtain up to 8% relative WER reduction from 2nd pass rescoring. For comparison, decodes with larger chunks gave WERs of 3.52, 3.49 and 3.46 for chunk sizes of 1.8, 3.6 and 30 seconds, respectively; re-scoring is thus on average within 0.1% abs. WER.

4. CONCLUSIONS

We have shown that variable masking transformer transducer models are a viable choice for two-pass acoustic speech recognition pipelines, without the necessity of maintaining additional parameters in the form of stacked encoders or additional re-scoring modules such as attention encoder-decoder. We have investigated how different masking strategies impact partial latency, finding chunking to be twice as good when compared to fixed masking and similar accuracy constraints. Finally, we carried out an extensive experimental evaluation of variable masking strategies in a large-scale data regime, including their application to two-pass speech recognition.
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