Experimental parameters, combined dynamics, and nonlinearity of a Magnonic-Opto-Electronic Oscillator (MOEO)
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We report the construction and characterization of a comprehensive magnonic-opto-electronic oscillator (MOEO) system based on 1550-nm photonics and yttrium iron garnet (YIG) magnonics. The system exhibits a rich and synergistic parameter space because of the ability to control individual photonic, electronic, and magnonic components. Taking advantage of the spin wave dispersion of YIG, the frequency self-generation as well as the related nonlinear processes become sensitive to the external magnetic field. Besides being known as a narrowband filter and a delay element, the YIG delayline possesses spin wave modes that can be controlled to mix with the optoelectronic modes to generate higher-order harmonic beating modes. With the high sensitivity and external tunability, the MOEO system may find usefulness in sensing applications in magnetism and spintronics beyond optoelectronics and photonics.

I. INTRODUCTION

Auto-oscillation is a topic studied in diverse branches of science including nonlinear dynamics, 8, 9 chaos, 8, 9 neuroscience, 8, 9 and laser theory. 8, 9 It is a topic which combines physics and mathematics with a great amount of applications. In particular, synchronization in an auto-oscillator network is believed to be a promising contender for future neuromorphic engineering, 2 where many demonstrations have been found in physics and microwave electronics such as Josephson junctions 8 or spin-torque nano-oscillators (STNO). 8, 12

A steady-state auto-oscillation involves energy compensation by an active element (negative damping) to a dissipating element (positive damping), which, in a general case, are both nonlinear. 9 In many cases the process of energy transfer, from the active to the passive elements, may take much more time than the oscillation period. Therefore, the dynamics of the auto-oscillation can be strongly influenced by any time delay existing in the system. In fact, many of the practically interesting auto-oscillating systems, such as an optoelectronic oscillator (OEO) 13–15 and a microwave feedback ring 16, 17, are both non-isochronous and rely on a delayed feedback.

The principle of operation of OEOs is based on a circulation of microwave signals in a loop circuitry consisting of microwave and optical paths, which are typically integrated by using a Mach-Zehnder Modulator (MZM), i.e., an optical device capable of imposing modulation on the phase, frequency, amplitude, or polarization of the telecommunication wavelengths, taking advantage of the electro-optic effects of lithium niobate crystals. 18–20 In past decades, many advances have been made for optoelectronic microwave oscillators, driven by increasing demands and rapid advances in radio-frequency (rf) technologies, radar and telecommunication systems. 18 From a scientific point of view, OEO systems with a delayed feedback loop have become a useful platform for studying nonlinearity, chaos, and synchronization of microwaves and optics. In addition, its mathematical extracts can be readily applied to a range of physical, electronic, and biological systems. 18

While OEOs feature high quality (Q)-factor and phase coherence (this has been great in discrete rf-signal generations), nonlinear optical tuning is challenging to achieve in common systems. One solution is to interface with, in a hybrid but coherent fashion, other nonlinear mediums in an OEO system with external parameter controls. For example, recent research have focused on the interdisciplinary fields of microwave photonics, combined with the emerging fields of magnonics. 19–25 Magnonics combine waves and magnetism and investigates the behavior of spin waves - magnons (in the language of quantum mechanics) - the collective exci...
FIG. 1. Schematic illustration of the MOEO experimental setup. The photonic part includes: CW 1550-nm laser source, fiber polarizer, variable optical attenuator, MZM, fiber splitter, bulky fiber delayline, variable fine phase-delay, and ultrafast photodetectors; the electronic part includes: dc-blocks, rf phase shifter, amplifiers, variable microwave (MW) attenuators, bi-directional coupler, MW splitters; the magnonic part includes: vector magnetic field system and a YIG spin wave delay line (replaceable by other magnonic delay structures). The data acquisition system part includes: a 6-GHz realtime oscilloscope for monitoring the low-frequency main harmonic modes of the OEO, a 20-GHz sampling oscilloscope for monitoring higher harmonics in the spin wave bands, and a realtime spectrum analyzer for monitoring frequency domain across a broad bandwidth up to 26-GHz. Various bandpass filters are optionally inserted on-demand for different mode selections. Tunable-parameter components are indicated by an overlaid sloped arrow (∧).

| Spatially-distributed Parameters | Practical Control-elements |
|----------------------------------|---------------------------|
| Main-line optical power          | variable optical attenuator (mechanical or electrical tuning) |
| Main-line optical phase (coarse delay) | bulky patch fibers (for delay in the ~ m or ~km range) |
| Main-line optical phase (fine delay) | picosecond phase shifter (for delay in the ~ ps or ~ns range) |
| Feedback-line microwave power     | variable microwave-attenuator (electrical tuning, controllable steps-size) |
| Feedback-line modulation depth (MZM phase) | dc-bias voltage source (electrical tuning, controllable steps-size) |
| Feedback-line microwave phase     | microwave phase shifter (mechanical tuning) |
| YIG spin-wave magnonic delay      | magnetic field (quadratic electromagnets, vector field) |

TABLE I. Summary of the complete, spatially-distributed parameter space of the MOEO system.

...tation quanta of spin systems in magnetically-ordered materials... Incorporating magnonic subsystems in conventional OEOs can immediately open additional degrees of freedom and enrich the nonlinear and chaotic dynamics in such a hybrid system. This is because of the inborn, nonlinear multi-magnon processes such as the two-magnon scattering, three-magnon processes, and four-wave mixing. Magnonic systems can be more easily driven into nonlinear regimes due to their embedded nonlinearity in the equation of motion, i.e. the Landau–Lifshitz–Gilbert (LLG) dynamics, for spins in magnetically-ordered materials. Finally, magnons offer a great advantage since spin wave wavelengths are orders of magnitude smaller than the wavelengths of electromagnetic waves in the same GHz range, which allows for miniaturization of future oscillator devices.

Earlier theoretical developments and pioneering proof-of-concept reports, especially from Kalinikos and colleagues, have shown the feasibility of such “magnetically tunable” microwave optoelectronic oscillators. However, a comprehensive technical examination of such a hybrid system is lacking. For example, a unique feature of such an integrated magnonic-opto-electronic oscillator (MOEO) system is the large yet spatially-distributed parameter space, which encloses photonics, electronics, and magnonics components. In this work, we demonstrate a comprehensive MOEO system with a high-quality Y₃Fe₅O₁₂ (YIG) magnetically-tunable de-
layline, and summarize the various technical aspects of such a system. We show a systematic and concurrent measurement protocol in the frequency-domain and time-domain, and reveal the rich nonlinear dynamics and combinatorial modes owing to the hybrid mixing of optoelectronic and spin wave modes. We discuss the complex spin wave dispersion patterns arising from the multiple tuning channels. Due to the ultrahigh sensitivity of the oscillator frequencies and harmonics to various external perturbations such as heat, light, and spin-torques, the MOEO system may find usefulness in spintronic-based signal generation, magnonic logic, sensing, and related applications.

II. CONSTRUCTION OF THE MAGNONIC-OPTO-ELECTRONIC SYSTEM

Our MOEO system consists of photonic, microwave-electronic, and magnonic parts. The complete, spatially-distributed parameter space is illustrated in Fig. 1 and also summarized in Table I. The software and automation control were achieved by using the thaTEC:OS automation platform (thaTEC Innovation GmbH)\(^45\). Each individual set and read device are controlled by a dedicated module, which is then interfaced and programmed on-demand by the central operation system, thaTEC:OS.

1. Photonic part

As shown in Fig. 1, we use a continuous-wave (CW) 1550-nm laser source (Optilab LLC) with stabilized power output (fixed at \(\sim 17\) dBm). A fiber isolator is used after the laser to prevent possible reflected light and subsequent power disturbance. The fiber light polarization is then fine-adjusted to ensure a maximum power output before the variable optical attenuator, where the main-line optical power is tuned. The main-line optical power is also monitored by an in-line power-meter (Pure-Photonics). The modulation is achieved via a broadband, high-power MZM (Optilab LLC) modulating up to 12.5 GHz. The fiber optics then split the beam (50:50). One branch, i.e. the signal line, goes through an optional fiber delayline, fine phase delayline, and then another variable optical attenuator, where the main-line optical power is tuned, before entering the ultrafast photodetector (up to 12.5 GHz, from EOT, Inc.). The delay can be controlled by adding bulk fibers (from 1 m to \(\sim 3\) km) for coarse tuning or by using a variable fiber delay-line (\(< 600\) ps) for fine tuning. The other optical line serves as a main reference line for the lower-GHz harmonics which are directly monitored by a 6-GHz real-time oscilloscope (Keysight Technologies).

2. Electronic part

The photodetector then converts the ultrafast optical signal to a microwave signal, which subsequently travels through a set of microwave components. A dc-block is placed after the photodetector to remove any dc background possibly incurred at the photonic part. In a generic OEO system without the magnonic part, the signal passes through a tunable rf phase shifter, a series of amplifiers and a variable attenuator, before sent back to the MZM to close the feedback loop. Along the way, a 20-dB microwave coupler is used to extract a small portion of the signal for realtime monitoring and anal-
analysis. We use a broadband realtime spectrum analyzer (up to 26-GHz, from Berkeley Nucleonics Corp.) for frequency-domain and spectrogram representation. For time-domain study, besides the 6-GHz realtime oscilloscope primarily for monitoring the fundamental OEO auto-oscillating modes (higher-MHz to lower-GHz), another 20-GHz sampling oscilloscope (Pico Technology) is inserted to monitor the higher harmonic modes as well as the interfering wave packets and chaotic waveforms, especially in the spin wave bands (1 - 10 GHz) after incorporating the magnonic part as will be discussed below.

3. Magnonic part

The magnonic part consists of a Y$_3$Fe$_5$O$_{12}$ (YIG) delayline made by liquid-phase epitaxy on Gd$_3$Ga$_5$O$_{12}$ (GGG) substrate and cut to a long, narrow film strip, see Fig. 2. The thickness of the YIG is 7.8 $\mu$m. The two ends of the YIG film strip are tapered to a trapezoid to minimize spin wave reflection, see Fig. 2(b). The width of the delayline is 1.5 mm. Two microstrip transducers on the YIG strip serve as the input (launching) and output (receiving) antennas, respectively. The distance between the antennas is 6.0 mm. The antenna converts the power of the electromagnetic waves into spin waves and vice versa, and the rf field from the antenna can be large enough to excite nonlinear spin wave modes as the loop gain is sufficiently large. The spin wave propagation inside the YIG is governed by the dispersion relationship of the YIG. For our experimental configuration, the magnetic field is perpendicular to the wavevectors of the propagating spin waves, corresponding to the magnetostatic surface spin waves (MSSWs). Under the excitation geometry of such surface spin waves, the YIG can be viewed as a highpass filter (or a non-ideal bandpass filter) whose low-frequency threshold is cut at the FMR frequency ($k = 0$). Therefore, the new harmonic frequencies ($k > 0$) generated via various nonlinear spin wave processes can be received and converted by the output antenna that subsequently launches post-generation spin waves back to the YIG, or circulates (in electromagnetic wave form) through the photonic part and re-enters the input antenna. Such a property is critical to the observations of harmonic frequencies to be discussed later. The strength of the applied magnetic field is another critical factor that not only serves as a requisite condition for the self-generation in the MOEO, but also is needed for the onset of the nonlinear interactions and the excitation of chaos. In our setup, we use a quadratic-pole electromagnet system supplying vector magnetic fields up to 0.38 T, which conveniently enables the various configurations for spin wave activation, such as surface or volume waves on-demand (details to be discussed later). Overall, the YIG delayline represents a broadband, passive device with continuous frequency spectrum, tunable time delay, and a host of nonlinear behaviors, whose characteristics can be readily controlled by the external magnetic field besides microwave power.

III. RESULTS AND DISCUSSIONS

A. Generic Optoelectronic Performance

We first focus on the generic signal feedback behaviors of the OEO subsystems without inserting the YIG delayline. In Table I we have outlined the parameter space, in which the most important controls are the MZM dc bias, $V$, the feedback gain, $G$, the external magnetic field, $H$, and the delay time, $\tau$. The feedback gain is usually defined as the onset power level for observing the auto-oscillation. Here, it is continuously tuned by the attenuation level, $A$, of the loop via a variable microwave attenuator. Earlier works using a YIG feedback loop were conducted under either a fixed $V$ or $H$, thus the $G$ is a fixed number throughout the discussion. Here, due to the different auto-oscillation thresholds of the feedback loop with respect to changing $V,H$, the gain will have to be defined differently for each scenario. We thus find it is more convenient to use just the attenuation level, $A$, throughout the discussion. $V$, $A$, and $H$ will be scanned with high resolution over a broad range via automation, and the delay time will be manually varied by adjusting the optical fiber length, the phase shifter, and the spin waves in YIG.

Figure 3 shows the OEO signals (without inserting the magnonic part) in the frequency (top panel) and time (bottom panel) domains. The spectra and realtime oscillations in each subplot are scanned with increasing the loop gain (reducing the attenuation level, from 20 to 3 dB, of the variable attenuator). Harmonic frequencies are sharply generated at a certain attenuation level, which can be defined as the reference gain, i.e. $G = 0$ dB, to indicate the onset of the auto-oscillation. We observe a series of the signal harmonics at 694.1, 1389.5, 2084.8... MHz, which corresponds to a short time period of 1.4 ms (Fig. 3, top panel). As the ring gain increases, the signal starts to bifurcate and eventually enters the chaotic regime. The thresholds for the auto-oscillation are slightly different at different MZM dc bias within the operational window, as seen in Fig. 3 but otherwise the observed feature are all similar. Such a dependence on the dc Bias is also easily seen by the scanned ($V,A$) phase diagram in Fig. 3 which we will discuss further below and in comparison with the insertion of the magnonic (YIG) part.

B. Magnonics-based mode-filtering

The use of the vector magnet allows us to construct a 2D magnetic field via vector addition, see Fig. 2. Gener-
ally, spin waves in the YIG strip can be excited in three different configurations with distinct dynamic properties, i.e., forward volume spin wave, backward volume spin wave, and magnetostatic surface spin wave (MSSW) \cite{49-51}. In this present work, as an example, we use MSSWs for our MOEO study and demonstrate auto-oscillations, mode selecting and filtering, as well as harmonic modes intermixing. However, we note that the system, in general, could also be used to investigate other types of spin wave and/or spin dynamics involving complex field-scan sequences.

In the MSSW configuration, the external magnetic field \( H \) is applied in the plane of the YIG, and perpendicular to the direction of spin wave propagation. We measure the transmission characteristics (via the microwave coupler) by scanning the dc bias and the gain, and therefore construct the 2D phase-diagram of \((V, A)\).

Figure 4(a) first shows such a 2D map for a measurement without the magnonic part. The transmission window lies from 0 V to \( \sim 3.9 \) V and peaks at \( \sim 1.8 \) V. The minimum transmission point is 2.1 V away from the maximum, corresponding to the \( \frac{1}{2}V_{\pi} \) of the MZM, which are expected for typical OEO performance. After inserting the magnonic part, the YIG component simultaneously plays the role of a mode filtering, time delay, and nonlinear element. Due to the spin wave mode selection, a significant amount of power transmission is reduced. While the phase diagram by itself largely represents generic characteristics of the electronics of the OEO loop, the magnetic field dependence reflects the selective power transmission due to magnonic mode selection in the YIG strip, and is clearly evident from our measurements.

Figure 4(b)-(e) compares the \((V, A)\) diagrams of power transmission in the presence of the YIG delayline at different applied magnetic fields. The transmitted power is an order of magnitude smaller than the case without the YIG in Fig. 2(a). At \( H = 20 \) mT [Fig. 4(b)], the transmission across the \( V \) range becomes more continuous than in (a), where the peak value can still be recognized (at lower gain values), around 1.8 V. Then, increasing the field to \( H = 40 \) mT [Fig. 4(c)] results in a strong shift of the transmission pattern, in which a strong power transmission (of spin waves) emerges around the \( V_{\pi} \) point of the MZM. As the field further increases, the transmission window keeps narrowing down at 70 mT, Fig. 4(d), and eventually to a very narrow transmission regime, once the magnetic field passes the YIG spin wave bands around 90 mT, in Fig. 4(e). The \((V, A)\) phase diagram provides an overall evaluation of the change in the total power transmission pattern of the microwave signals by the insertion of the YIG delayline. It is desirable to gain a closer look at the details of the spin wave bands upon scanning the parameters \( V, A, \) and \( H \).

C. Magnetic-field-tunable signal channels

One of the initial motivations in studying spin wave propagation was the realization of microwave filters for analog data processing. For example, studies of magnonic crystals demonstrate engineered spin wave spectra which comprise regions of frequencies for which the transmission of the microwave signals is prohibited, like a bandgap \cite{26-29}. The central frequencies of the pass/stop bands can be readily controlled by the applied magnetic field. However, to-date there has been no report
FIG. 4. Scanned (V, A) phase diagrams, (a) without the YIG delayline, and with the YIG at different magnetic fields, (b) 20 mT, (c) 40 mT, (d) 70 mT, and (e) 90 mT.

showing the use of magnonic crystals in auto-oscillating systems.

Here, one important advantage of the MOEO lies in the existence of two-tone excitation that are of very different nature: one is the OEO photonic mode that features sharp resonance profile and high spectra purity, and is relatively insensitive to the magnetic field; the other is the magnonic mode that is significantly more lossy, and susceptible to magnetic fields and nonlinear effects. Different from a pure YIG feedback ring where the fundamental mode (and all the higher harmonics modes) are both of magnetic origin (Kittel modes), the MOEO allows tuning the Kittel modes close to or away from the optoelectronic (OEO) modes by changing magnetic field. Figure 6 shows an example of an OEO harmonic mode tuned near a spin wave band (at ~ 4 GHz) and at selective field steps, from 66 mT to 80 mT. At 66 mT, a broad excitation band covering from ~ 3.3 - 4.2 GHz are found, whose amplitude persists even at quite high attenuation A (low gain) level. At 69 mT, the spectrum significantly narrows down at high A values (above ~ 15 dB), demonstrating a magnetic-field-tuned bandpassing. As the field further increases to 72 mT, the passband continues to narrow for A > 12 dB, and in addition, the higher power regime also starts to exhibit some instability over the power level. Finally, at 80 mT, only a very narrow spectra near the OEO mode can be seen at almost the whole power attenuation range, which is accompanied also by a significant instability at higher power levels (A < 7 dB). Finally, the broad spin wave bands is due to the thick and wide YIG strip that hosts a broad range of wavenumbers and also due to the perpendicular standing spin wave (PSSW) modes that are co-excited which will be discussed later. Using thinner and narrower YIG samples and/or magnonic crystals would potentially result in a narrower passband and also mitigate the PSSW mode excitations.

D. Combinatorial time delay

The total delay time is an important parameter to the frequency self-generation and memory effect in the auto-oscillating system. Generally, frequency generation enters after a positive delayed feedback has been added to the system. If the loop gain is sufficient to compensate the losses of the loop, a signal can circulate in the ring, thus forming a ring resonator with a discrete set of frequencies. In opto-electronic systems, the time delay is achieved by light traveling in the photonic fibers or other optical phase-changing components (photonic and electronic parts). In the active ring configuration, the microwave signal from the output antenna is amplified and then injected back to the input end. Delay components such as rf phase shifter and/or electronic delay can be inserted in the microwave path. The time delay in the YIG strip is achieved by spin waves traveling between the two antennas, resulting in a phase shift of the microwave signal across the YIG strip (magnonic part). Therefore, the total time delay of the loop is: \( \tau = \tau_p + \tau_e + \tau_m \), in which the subscripts, p, e, m represents photonic, electronic, and magnonic delays. Correspondingly, the resulting phase shift can be written as: \( \Phi = \Phi_p + \Phi_e + \Phi_m \). Here, \( \Phi_p = n_{eff}Kl_p \) is the linear optical phase shift, where \( n_{eff} \) is an effective refractive index in the fiber, \( K \) is the optical wavenumber, and \( l_p \) is...
the length of the fiber. $\Phi_e$ is the electronic phase that accounts for the microwave cables, amplifiers, and rf phase shifter. $\Phi_m = k l_m$, in which $k$ is the spin wave wavenumber and $l_m$ is the length of the delay line. Often times it is also necessary to include the nonlinear counterparts of the phase contributions from the above components, in which the spin wave nonlinear contribution to phase, $\Phi_m^NL = -N m M_{ex} l_m/v_g$, would play a nontrivial role such as the microwave bistability. In the formula, $N$ is the nonlinear self-coefficient for MSSW, $m$ is the transverse magnetization, $M_0$ is the total magnetization, and $v_g$ is the spin wave group velocity.

In our measurements, we have tested our MOEO system with different fiber lengths ranging from short delays (1, 2, 5 m) and long delays (500, 1000, 2000 m). The resultant time delay ranges from several ns to $\sim 5$ $\mu$s. Previous works have mostly focused on long delay from the photonic part. Here we explore the situation where the two delay time are comparable and also where the magnonic delay is even more than the optical delay. Overall, we found that the spectral purity is largely enhanced at longer delay time by the elimination of higher-order harmonic modes, however, the dominant OEO mode and its intermixing with the Kittel mode are always observed (to be discussed later). In addition, electronic delay such as using microwave cables and the rf phase shifter yields similar results that are not interesting within the present context. However, we note that the rf shifter is found to be very effective in fine-tuning the OEO modes owing to the larger photon wavelength at the microwave frequencies. On the other hand, the magnonic delay due to the YIG strip is governed by the relevant propagating spin waves and their dispersion relationship and group velocities, which we will separately discuss in detail in below.

### E. Spin wave dispersion and group velocity

In the YIG delayline, which eigenmodes are excited depends on the frequency characteristics, i.e., the delayline’s transduction frequency band and the spin wave dispersion relation. Fig. 6 plots the MOEO spectra as a function of the applied magnetic field. Figure 6(a) summarizes the OEO ($f_o$) and Kittel ($f_M$) modes and the process of harmonic modes generation with respect to the magnetic field. Fig. 6(b)-(d) shows the example dispersion maps at different attenuation levels, 30, 19, and 3 dB. The dashed lines are corresponding fits to the harmonic spin wave beating modes.

The magnetic field direction supports the MSSW modes. First, at frequencies below $\sim 5$ GHz we observe two strong branches with symmetric dispersion curve for positive and negative fields, Fig. 6(b). They correspond to the dominant MSSW modes that can be expressed as:

$$f_{MSSW}(H, k) = \sqrt{(f_H + \lambda_{ex}^2 M_M k^2)(f_H + \lambda_{ex}^2 M_M k^2 + f_M) + \frac{f_M^2}{4}(1 - e^{-2kd})}$$

where $f_H = \gamma H$, $f_M = \gamma (4\pi M_s)$, $H$ is the applied magnetic field, $M_s$ is the saturation magnetization, $d$ is the thickness of the YIG, $k$ is the wavevector, and $\gamma$ is the gyromagnetic ratio. $\lambda_{ex}$ is the exchange length and is equal to $\sqrt{A_{ex}/2\pi M_s^2}$, and $A_{ex}$ is the exchange stiffness. In Fig. 6(b,c,d), we also show the fitting curve by taking the dominant OEO mode as $f_o = \omega_o/2\pi = 2.9$ GHz, with the mode beating taking place for both $\omega_o$, $2\omega_o$, and $4\omega_o$.

We take the values for YIG, $\gamma/2\pi = 28$ GHz/T, $\mu_0 M_s = 0.185$ T, $A_{ex} = 3.5$ pJ/m, and $d = 7.8$ $\mu$m in our analysis. The fitting curves nicely reproduce the experimental spectra. The MSSW group velocities, $v_{gM}$, of spin wave in the YIG delayline can be derived as:

$$v_{gM} = \frac{\partial f}{\partial k} = \frac{2\lambda_{ex}^2 M_M k(f_H + \lambda_{ex}^2 M_M k^2 + f_M/2) + f_M^2 d e^{-2kd}/4}{\sqrt{(f_H + \lambda_{ex}^2 M_M k^2)(f_H + \lambda_{ex}^2 M_M k^2 + f_M) + \frac{f_M^2}{4}(1 - e^{-2kd})}}$$

As the attenuation is decreased, the auto-oscillation spectrum becomes stronger and broader in frequency, especially towards higher frequency, as seen in Fig. 6(c). This is due to the onset of auto-oscillation for the MSSW modes with higher $k$, which require larger gain to compensate the energy loss for reaching self-oscillation. Considering the range of the spin wave modes excited in our experiment as shown in Fig. 6 we calculate the spin wave dispersion and group velocities versus the magnetic field as shown in Fig. 7(a) and (b). The spin wavevectors range from 0 to $10^5$ rad/m. The spin wave velocities can range from $\sim 10$ to 30 km/s, corresponding to a delay time from $\sim 200$ to 600 ns, at $H = 20$ mT for example.

Besides the two main MSSW modes, many additional
auto-oscillation branches appear further away from the dominant MSSW waveband when the attenuation is decreased, as can be seen in Fig. 6(d). These new modes are the higher-order harmonics of the MSSW modes intermixed with the OEO modes that are nearly independent of H. In addition, we also observe auto-oscillation branches with frequencies that decrease with H (beating modes), especially for 3 dB attenuation. In Fig. 6(d), up to the 4th order harmonics of the MSSW modes can be observed. Both the higher harmonics and the intermixed modes are due to the nonlinear effects of the magnetization dynamics in the YIG, especially in the auto-oscillation regime where the dynamics is of larger amplitude.

In addition, the broadening of the auto-oscillation spectra may also come from the excitation of perpendicular standing spin wave (PSSW) modes along the thickness direction. Since the thickness of the YIG delay line is 7.8 μm, the PSSW modes are highly degenerate and can mix with the MSSW modes with higher in-plane k values. The dispersion relation for the YIG PSSWs are written as:

$$f_{PSSW}(H, k) = \sqrt{\left[f_H + \lambda^2_{xx}f_M k^2_{in} + \lambda^2_{xx}f_M \left(\frac{n \pi}{d}\right)^2\right] \left[f_H + \lambda^2_{xx}f_M k^2_{in} + \lambda^2_{xx}f_M \left(\frac{n \pi}{d}\right)^2 + f_M\right]}$$

(3)
where the total wavenumber $k_{\text{tot}} = \sqrt{k_{\text{in}}^2 + k_{\text{perp}}^2}$, $k_{\text{in}}$ is the in-plane wavenumber, and $k_{\text{perp}} = n\pi/d$, $n$ is the PSSW mode number. The available PSSW modes and their wavevectors are constrained by the film thickness.

$$v_{gp} = \frac{\partial f}{\partial k} = \frac{2\lambda_{xx} f_M k_n}{[f_H + \lambda_{xx} f_M k_n^2 + \lambda_{xx} f_M (\frac{n\pi}{d})^2][f_H + \lambda_{xx} f_M k_n^2 + \lambda_{xx} f_M (\frac{n\pi}{d})^2 + f_M]/2}$$

The PSSW spin wave dispersion and group velocities versus the magnetic field are shown in Fig. 7(c) and (d), at example $n$ values, 1, 35, and 50. Compared with the MSSWs, the PSSW spin wave velocities are only a few m/s, thus they are expected to play a negligible role in the spin wave propagation of the YIG delayline even if they are present in the dispersion curves.

### F. Optoelectronic and magnonic beating modes

We then come back to Fig. 6 and concentrate on the resonance harmonics and the nonlinear mixing of spin waves under the two tone excitation unique to our MOEO. It is noted that conventional optical fiber nonlinearity are difficult to achieve; and, the advantage of using a YIG delayline is its narrow linewidth, which allows, even at modest applied microwave power, the access to the nonlinear responses with abundant features in high-order dynamics including phase conjugation (time reversal), two-magnon, three-magnon process, and four-wave mixing and squeezing. Experimental methods towards the nonlinear effects also often involve parametric pumping, spin-wave bullets (soliton), and dynamic spin-wave channels. Only recently, four-wave mixing and phase conjugated magnons are reported in the continuous wave (CW) regime by using spatially separated pump and probe beams. However, current reports involving two-tone auto-oscillations and nonlinear harmonics are only contained within the context of pure magnon modes.

We can understand the origin of the mode beating effect by examining the macrospin version of the Landau-Lifshitz equation:

$$\frac{dm}{dt} = -|\gamma| m \times H_{\text{eff}}.$$  

The transverse dynamic magnetization, $m$, couples to the rf field, $h$, from the antennas. Due to the delayline structure with the two transducers, the nonlinear excitation at both ends of the delayline introduce a two-tone excitation as illustrated in Fig. 6(a). One tone is the OEO mode (whose fundamental frequency is at $f_o$) with the rf field amplitude, $h_o$. This mode is strong, narrowband, and sensitive to the accumulated phase of the whole circuit and be effectively fine-tuned by the rf phase shifter. The other tone, as introduced earlier, is due to the excitation of the Kittel mode, $f_m$, from the YIG, with an excitation amplitude, $h_m$. The beating modes observed in Fig. 6(a) result from the nonlinear interactions between the OEO tone and the propagating magnonic tone in the YIG delayline, similar to the observations in spin-torque oscillators. The antenna converts the power of the electromagnetic waves into spin waves and vice versa, and, new harmonic frequencies generated via four-wave processes can be also received and converted by one antenna that subsequently launches post-generation spin waves in the YIG after circulating in the loop and re-entering the other antenna. Therefore, the total rf excitation field, $h$, under the self-generation, has the dual components:

$$h = h_o e^{i\omega_o t} + h_o^* e^{-i\omega_o t} + h_m e^{i\omega_m t} + h_m^* e^{-i\omega_m t}$$

Due to the relatively thick YIG film in our present study, $d = 7.8 \mu m$, the frequency gap between adjacent PSSW modes are quite close to each other, appearing as a spin wave band especially at higher $n$ values. The PSSW spin wave group velocities, $v_{gp}$, can be given as:

FIG. 7. (a) Calculated MSSW frequency band as a function of $\mu_0 H$. The plotted $k$ range is chosen from 0 to $10^5$ rad/m to match the experimental observation. (b) The corresponding MSSW group velocity bands as a function of $\mu_0 H$ (lighter colors indicate larger $k$ values). (c) Calculated PSSW frequencies as a function of $\mu_0 H$, showing example trace of $n = 1$ (blue), $n = 35$ (red), and $n = 50$ (black). The plotted $k$ range is chosen from 0 to $10^5$ rad/m. (d) PSSW group velocity bands as a function of $\mu_0 H$, showing the cases for $n = 1$ (blue), $n = 35$ (red), and $n = 50$ (black).
FIG. 8. Evolution of the frequency- and time-domain spectra for a small magnetic field window (scanned from 60 to 80 mT) and at different loop attenuation level (from 15 to 6.5 dB). For the frequency spectra, the frequency range of interest is from 7.0 to 9.0 GHz, to enclose an local OEO harmonic mode center around ∼ 8 GHz, and the power is scanned from -100 to 0 dBm. For the time spectra, the scanned time window is 0 to 500 ns. Only selective 1D traces are shown due to their representative features. The harmonics from different generations are marked by thin vertical lines in the plot.

where $\omega_o = 2\pi f_o$ and $\omega_m = 2\pi f_m$ are the angular frequencies for the OEO and Kittel tones, respectively. Under high power and in the nonlinear regime, the transverse magnetization are given by considering $h$ and the susceptibility $\chi$ with including also the higher odd-order terms (the even orders are omitted due to its thermal origin): $m = \chi^{(1)}h + \chi^{(3)}h^3 + \ldots$. The higher odd terms allow introducing the harmonics terms, for example, the higher magnon harmonics, $h^3_m e^{i(3\omega_m)t}$, $h^*_m e^{-i(3\omega_m)t}$, as well as the mixed spin wave and OEO modes, $h_m h^2_o e^{i(2\omega_o+\omega_m)t}$ and $h^* h^2_o e^{i(2\omega_o-\omega_m)t}$, and so on.

In our present work, we observe the two-tone beating modes involving up to the 4-th of OEO harmonics and the 3-rd of spin wave harmonics.

A better insight may be gained by evaluating the spectral evolution when the spin wave modes are tuned (by the magnetic field) to intersect with an OEO mode and at different loop attenuation levels. Figure 8 presents the evolution of the frequency spectra for a small magnetic field window (scanned from 60 to 80 mT) and at different loop attenuation level (from 15 to 6.5 dB). The frequency range of interest is from 7.0 to 9.0 GHz, to enclose a local OEO harmonic mode center around ∼ 8 GHz, and the power is scanned from -100 to 0 dBm. In particular, by tracing the plots vertically, the power evolution of the spectra at this magnetic field shows a process of frequency-halving (periodic doubling) due to four-wave mixing. First, a single, strong OEO mode is observed at $A > 13.5$ dB, and two sidebands emerges at $A = 12.5$ dB. Second, further reducing the loop attenuation results in more sidebands and also the broadening of the mode spectra. These modes are uniformly spaced and centered around the dominant mode. Then, at $A = 9.0$ dB, a clear frequency-halving (periodic doubling) due to the four-wave process is evident. Finally, the spectrum further broadens at $A = 6.5$ dB. The harmonics from different generations are marked by thin vertical lines in the plot. The corresponding time traces measured concurrently by the 20-GHz oscilloscope is also included as the insets to each key frequency spectrum.

In Figure 8 at 60 mT, before the spin wave band kicks in, no strong harmonics are observed even for the OEO modes. This reflects the property that YIG delayline being a good narrowband rf filter similar to previously reported. As field increases to 68 mT, a wide spin wave band shows up, and then at 70 mT, distinct OEO harmonics can be observed at selective attenuation level, e.g., 13.5 to 10 dB. As the spin wave band further shifts to the higher frequency, at 72 mT, the OEO harmonics can be more broadly observed for almost the whole power range. In particular, by tracing the plots vertically, the power evolution of the spectra at this magnetic field shows a process of frequency-halving (periodic doubling) due to four-wave mixing. First, a single, strong OEO mode is observed at $A > 13.5$ dB, and two sidebands emerges at $A = 12.5$ dB. Second, further reducing the loop attenuation results in more sidebands and also the broadening of the mode spectra. These modes are uniformly spaced and centered around the dominant mode. Then, at $A = 9.0$ dB, a clear frequency-halving (periodic doubling) due to the four-wave process is evident. Finally, the spectrum further broadens at $A = 6.5$ dB. The harmonics from different generations are marked by thin vertical lines in the plot. The corresponding time traces measured concurrently by the 20-GHz oscilloscope is also included as the insets to each key frequency spectrum.

Similar features are also present for $H = 74$ and 76 mT, however, as the spin wave band shifts to higher fre-
quency with the magnetic field, the dominant harmonic mode and sidebands also shift to the right. Eventually, as the spin wave band moves out of the frequency window, for example at 80 mT, the OEO modes are also greatly attenuated. The OEO harmonics are known to hold important applications in optoelectronics such as low-noise rf generation, frequency combs, and signal amplification. The four-wave mixing is also an important process towards nonlinear signal generations, in its close context with the modulation instability and chaotic spin wave excitation. The OEO modes are usually set at discrete frequencies locked by the loop delaytime. On the other hand, the Kittel modes are smoothly tuned by the magnetic field, and the nonlinear mixing of the two may offer extended tunability in their 2D dispersion map in Fig. 6, especially at the regimes where conventional OEO mode frequencies are hard to generate.

Figure 10 indicates key elements of the feedback loop, through the YIG’s regular, as compared to conventional OEO systems, the YIG frequencies are hard to generate. Especially at the regimes where conventional OEO modes are greatly attenuated. The OEO harmonics are known to hold important applications in optoelectronics such as low-noise rf generation, frequency combs, and signal amplification. The four-wave mixing is also an important process towards nonlinear signal generations, in its close context with the modulation instability and chaotic spin wave excitation. The OEO modes are usually set at discrete frequencies locked by the loop delaytime. On the other hand, the Kittel modes are smoothly tuned by the magnetic field, and the nonlinear mixing of the two may offer extended tunability in their 2D dispersion map in Fig. 6, especially at the regimes where conventional OEO mode frequencies are hard to generate.
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