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ABSTRACT Joint torque prediction plays an important role in quantitative limb rehabilitation assessment and exoskeleton robot, and it is essential to acquire feedback or feedforward signal for adaptive functional electrical stimulation (FES) control. The Surface electromyography (sEMG) signal is one of the basic processing techniques to detect muscle activity, and also one favorable technique to estimate joint torque. In order to predict joint torque in a wide range of real time convenient applications, it is necessary to fuse sEMG signals with other convenient physical sensors such as accelerometers and gyroscopes, herein, we use a time delay artificial neural network to predict human joint force of ankle eversion and inversion based on sEMG and angular velocity signals. We testify our method on the data recorded from 8 subjects (5 healthy subjects and 3 patients) who are on isokinetic ankle eversion and inversion. The results show that the mean Cross-correlation coefficients (ρ) and the mean normalized root-mean-square deviation (NRMSE %) calculated between the prediction and the real value for isokinetic contraction is 0.966±0.019 and 7.9%±0.026. Compared with artificial neural network (ANN) and support vector regression (SVR), the proposed method can predict the joint torque effectively. For the future application, the method has the potential to be employed to predict the ankle moments in real-time application for quantitative lower limb rehabilitation assessment and exoskeleton robot control.

INDEX TERMS Joint force, angular velocity Signals, artificial neural network, surface electromyography (sEMG).

I. INTRODUCTION

Joint torque prediction plays an important role in quantitative limb rehabilitation assessment and exoskeleton robot [1], [2], especially in the closed-loop control of functional electrical stimulation (FES) [3] and the control of transhumeral prosthetic. A number of kinematics and noninvasive methods have been proposed to estimate the lower limb muscle activities, but most of these require special measuring apparatus, such as isokinetic dynamometers, which made these methods unsuitable for application in patients’ daily lives and operations outside the lab. The Surface electromyography (sEMG) signal is the sum of the action potentials generated by the active motor units and detected over the skin, the signal contains a wealth of information about muscle functions, and it is one of the basic processing techniques to detect muscle activity and provide the motion intentions of the user. Because of the significant advantages such as noninvasive, real-time, and multi-point measurement, sEMG has been widely used in medical [4], [5], engineering studies [6], [7], control of prosthesis [8], biomechanics and movement analysis [9]–[11], genomics and exoskeleton robot control. In recent years, the recording and analysis of sEMG signals provide important information to the field of limb joint force prediction [9], [12], used as a feedback prediction controller of FES [3] and provide continuous real-time control signal for human musculoskeletal system.

Because of the nonlinear relationship between the recorded sEMG signals and joint force, nonlinear torque estimation methods were introduced for the study of torque prediction. Zhang et al. [13] proposed an EMG-based torque prediction method for time-variant muscle fatigue tracking in spinal cord injured patients with surface FES, the results represent a feasible and effective torque prediction performance under
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isometric condition. Sun et al. [14] has focused on the human ankle torque estimation according to the EMG signals and the design of the controller. Dasanayake et al. [15] utilized independent component analysis (ICA) to isolate the EMG signals from each muscle and proposed a novel kinematic model to measure the actual torque. However, artificial neuron network (ANN) as a computational model based on the structure and functions of biological neural networks, has been still by far the most successful and popular used method in torque prediction [16], [17].

In the earlier works, although the performance of these methods is satisfactory, the predicting joint torque is under laboratory conditions. Therefore, fusing sEMG signals with other convenient physical sensors such as accelerometers and gyroscopes, to predict joint torque in a wide range of real time applications is essential. In fact, due to transmission time, sEMG is generated 30-150ms earlier than human muscle movements, joint moment is a sum of series action potentials generated by the active motor units. Time delay artificial neural network (TDNN) is an artificial neural network model in which all the neuron-like units (nodes) are fully connected by directed connections. Each unit has a time-varying real-valued activation and each connection has a modifiable real-valued weight. A TDNN can be viewed as a special structure of recurrent neural networks and have typically been reported to be successful for time series prediction. Because of the hysteresis of muscle movements, it is related to a time series sEMG signals, in this article, TDNN is used as a predictor model of the joint force. The input of TDNN consisted of multi-channel sEMG signals and the angular velocity information. The advantages of our proposed method are demonstrated on the data recorded from 8 subjects (5 healthy subjects and 3 patients) who are on ankle eversion and inversion isokinetic contractions at three different angular velocities. The diagram of joint torque prediction strategy is illustrated in Fig. 1. The performance of the TDNN network was subsequently tested by comparing predicted joint torque values from the model with the real joint torque values. Three accuracy metrics were used to evaluate the performance of the models: the cross-correlation coefficient ($\rho$), the root-mean-square deviation (RMSE) and the normalized root-mean-square deviation (NRMSE %). The experiment results such as the mean (±SD) $\rho$ and NRMSE, were analyzed by IBM SPSS Statistics subscription software.

II. MATERIALS AND METHODS

A. DATA ACQUISITION

Fig. 2 illustrates the system setup for data collection. To develop and test a new sEMG-based real time human joint force predictor of ankle eversion and inversion, both Delsys Trigno Wireless System (Delsys, Inc, Natick, USA) and BIODEX System 4 Pro Strength Testing System (Biodex, Inc., Shirley, NY, USA) were used to record sEMG signals, accelerometer signals and the angular velocity data. Trigno EMG sensors employ 4 silver bar contact for detecting the sEMG signal at skin surface. BIODEX System 4 is used as a reliable method for ankle eversion and inversion isokinetic contractions. Analog Signal Access Interface of BIODEX System provides real time analog voltage outputs of joint torque, angular velocity and position from the dynamometer, and Delsys Trigno Analog Adapter is used to collect and transmit those data connected to a base station.

A total of 8 subjects (3 females, 5 males), ranging in age from 17–50 years old participated in this study, including 5 healthy subjects and 3 three patients in rehabilitation training. A total of 5 sEMG sensors are placed on the subjects' muscles of gastrocnemius, tibialis anterior, peroneus Longus, extensor hallucis longus, extensor digitorum longus. These muscles are selected based on their importance for motor control of the ankle, the sensors are placed over target muscles as described in Fig. 3.

During the acquisitions, subjects are seated at BIODEX System 4 Pro Strength Testing System, to perform ankle
eversion and inversion isokinetic contracts at 3 different angular velocities, i.e. 30, 60, and 90 deg/s. Angular velocity, joint torque (in Nm), position and sEMG signals are recorded simultaneously. All sensor sites are initially cleansed using alcohol pads to mitigate sources of sEMG noise at the skin electrode interface. The raw data from the sEMG and position sensors are sampled at rate of 2000Hz and 418Hz using a 16 bit A/D converter, respectively.

After data acquisition, a time serial of sEMG Signals can be collected, which are shown in Fig. 4. In Fig. 4, the sEMG signals of the gastrocnemius muscle, tibialis anterior muscle, peroneus Longus muscle, extensor halluces longus muscle, extensor digitorum longus muscle are shown from top to bottom. The angular velocity Signals during ankle eversion and inversion isokinetic contractions are shown in Fig. 5, and the joint force Signals are shown in Fig. 6.

B. METHODS

1) FEATURES EXTRACTION
sEMG can be seen as zero-mean Gaussian in time domain. Its amplitude is random and vibrates frequently across zero. There are a number of methods to calculate the power of random sEMG [18]. In our study, in order to predict joint force of ankle eversion and inversion based on sEMG signals in real-time, the root mean square (RMS) value of the raw sEMG signals is used to as the feature vectors. It has the advantages, for instance, it can be used in real-time application, required low computational complexity, easy implementation and has a good performance in low noise environment. After filtered by a 10-500 Hz band-pass filter, the sEMG signals are processed using a moving window root mean square (RMS) algorithm. The RMS is calculated using (1):

\[
RMS = \sqrt{\frac{1}{L} \sum_{i=1}^{l} x_n^2}
\]

where, RMS is the RMS of the nth sEMG data segment, xn is the n-th sample of the raw sEMG signal, L is the length of sEMG signal. The parameter L indicates the moving window width. If a large window width L is utilized, the sEMG smoothness will be increased. While, the large L will introduce signal processing delay. On the contrary, a small window width L can reduce the signal delay but still leaves some high frequency noise.

The length of the moving window L is set to be 100 points, overlapped by 30 samples each time. Fig. 7 shows sEMG sampled from the gastrocnemius muscle of a volunteer and its RMS during the exercise. As it can be seen, the RMS of sEMG still contains some high frequency noise and the signal...
smoothness is poor for the reason of utilizing a small integral width W. To remove the high frequency noise, the data are smoothed by a 10-point moving average and 10-point median filtering. After the processing of the sEMG signals, the data is shown in Fig. 8, from top to bottom is the gastrocnemius muscle, tibialis anterior muscle, peroneus Longus muscle, extensor halluces longus muscle, extensor digitorum longus muscle. The filtered RMS is smooth enough and can be used as the envelop of the raw sEMG. It should be noted that the low-pass filtering operation with cutoff frequency of 5–10Hz can cause sEMG signal delay.

Because the sampling frequency of sEMG (2,000 Hz) is higher than that of joint angle and joint force, in order to match the length of the sEMG signal in time-domain, the joint torque data are also resampled and are then smoothed by a 10-point moving average and 10-point median filtering.

2) TIME DELAY ARTIFICIAL NEURAL NETWORK

The schematics of the developed time delay artificial neural network is shown in Fig. 9. The TDNN take joint angular velocity and the RMS value of the sEMG signals as input, and the joint torque signals as output.

As Fig.9 shows, it is a three-layer regression fitting neural network, consisting of input nodes, a hidden, and an output layer, the number of hidden layer is 10. The backpropagation learning algorithm is used to optimize the neural networks and the Levenberg–Marquardt algorithm (LM) algorithm is applied for training of the network.

In the networks, Let $W(i)$ be the vector of weights between the input submatrix and the $i$th hidden layer. The output of the $i$th hidden neurons $h(i)$ can be calculated as follows:

$$h_i = \sigma \left( \sum_{k=1}^{n} W(k)I(k) + b_i \right)$$  \hspace{1cm} (2)

where $\sigma$ is the nonlinear activation function and $b(i)$ is the bias of the $i$th hidden neuron. (2) represents the output of each hidden neuron for a particular submatrix $I$.

$$y(k) = f \left( \sum_{i} W_0 h_i + b_0 \right)$$  \hspace{1cm} (3)

where $W_0$ and $b_0$ is the weight and bias of the hidden layer into the output layer, respectively. The function $f$ represents a nonlinear sigmoid function.
3) PREDICTION EVALUATION

A time delay artificial neural network is designed and trained with all three angular velocity (30, 60 and 90 deg/s), and the joint torque prediction ability of the TDNN is evaluated. In the test, we randomly selected 80% data for training and verification, 20% data for testing. The performance of trained models was subsequently tested by comparing predicted torque values from the model and the measure torque values. RMSE, $\rho$, and NRMSE (%) between the predicted joint torque and the measure joint torque data are used to evaluate network performance. RMSE is a measure of the difference between the measured and predicted values. The calculation is as follows:

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (T_e_i - T_m_i)^2}$$  \hspace{1cm} (4)

$$\text{NRMSE} = \frac{\text{RMSE}}{T_m_{\text{max}} - T_m_{\text{min}}}$$  \hspace{1cm} (5)

$$\rho = \frac{\sum_{i=1}^{n} (T_m_i - \bar{T}_m_i)(T_e_i - \bar{T}_e_i)}{\sqrt{\sum_{i=1}^{n} (T_m_i - \bar{T}_m_i)^2 \sum_{i=1}^{n} (T_e_i - \bar{T}_e_i)^2}}$$  \hspace{1cm} (6)

In the above formulas, $T_m(i)$ is the measured and $T_e(i)$ is the predicted joint torque value for sample $i$, $n$ corresponds to the total number of samples tested, $T_{m_{\text{max}}}$ and $T_{m_{\text{min}}}$ represent the maximum and minimum of $T_m$.

III. RESULTS

A. CONVERGENCE CURVE OF THE DESIGNED TDNN

Simulations show the designed TDNN can converge rapidly and the training time is less than one second. Fig.10 shows the tracking error convergence curve of the designed TDNN.

As shown in the performance plot, in which the epochs the Mean Square Error (MSE) of the TDNN has decreased, and have a very low MSE at the end of the training phase.
B. PERFORMANCE OF SUBJECT 1 AT DIFFERENT ANGULAR VELOCITIES

Fig. 11 shows the Regression coefficients of training samples, validation samples and test samples. As can be seen, the correlation coefficient of all sample are higher than 0.99.

The joint force prediction results of subject 1 at different angular velocities 30, 60, and 90 deg/s are shown in Fig. 12 (a), (b) and (c) respectively. For each subfigure, the red dot is the measure joint torque and the blue star is the prediction joint torque estimated by TDNN. The RMSE, NRMSE (%) and $\rho$ of subject 1 at different angular velocities (i.e. 30, 60, and 90 deg/s) are shown in Table 1.

C. ACCURACY OF PREDICTION

The statistical estimation results by TDNN for the healthy subjects and patients at different angular velocities (i.e. 30, 60, and 90 deg/s) are shown in Fig.13. The average $\rho$, RMSE and NRMSE (%) calculated from the predicted results are shown in Fig. 13 (a), Fig. 13(b) and Fig. 13(c) respectively. For the healthy subjects, the mean correlation coefficient $\rho$ and NRMSE is 0.968±0.015 and 7.3% ±0.0192, respectively; while for the patients, the mean $\rho$ and NRMSE (%) is 0.960±0.025 and 9.17% ±0.0355, respectively. For all the subjects the mean (±SD) RMSE, NRMSE (%), and $\rho$ for isokinetic contraction is 1.19±0.500, 7.9% ±0.026 and 0.966±0.019 respectively. The result shows that TDNN has good adaptability to predict the joint force at different angular velocities for either healthy or patient.

IV. DISCUSSION

To compare TDNN with other methods, we used the most common artificial neural network (ANN) and support vector regression (SVR). ANN is a feedforward structure with input, hidden, and output layers. The sigmoid activation functions were used to capture the nonlinearities of inputs. SVR maps input data using a nonlinear mapping to a higher dimensional feature space. We used epsilon support vector regression ($\varepsilon$-SVR) and the Gaussian kernel for estimation of joint force. The Performance of the TDNN, traditional ANN and SVR are shown in Fig. 14.

The mean $\rho$, RMSE, and NRMSE calculated from the prediction result are shown in Fig. 14 (a), Fig. 14(b) and Fig. 14(c) respectively. In Fig. 14 (a). The mean $\rho$ between actual joint torque and predicted joint torque obtained by TDNN, ANN and SVR are 0.966±0.019, 0.951±0.249, and 0.954±0.037 respectively. In addition, according to the pictures (c), the mean NRMSE between real joint torque and predicted joint torque obtained by TDNN, ANN and SVR are 7.9%±0.026, 9.8%±0.045 and 9.07%±0.036, respectively. In conclusion, it can be seen that the TDNN, which take joint angular velocity and the RMS value of the sEMG signals as input, is better than the traditional ANN algorithm and SVR.

This article has presented a TDNN network to predict lower limb joint force, which used the time series data sEMG and angular velocity as input to predict lower limb joint force in real-time. The results show that the mean prediction RMSE and NRMSE (%) for isokinetic contraction is 1.19±0.500 and 7.9%±0.026 respectively, achieved by the proposed method. The mean (±SD) $\rho$ between the prediction and the real value
was calculated to be $0.966 \pm 0.019$. The results show that the proposed TDNN methods represent an efficient way to the joint force prediction, the predictor has several advantages such as good generalization universality and rapid learning speed and convergence. For the future application, TDNN is likely to be employed to predict the ankle moments in daily life to control exoskeleton robot. Moreover, the obtained results in this article can be used in a wide range of clinical and engineering applications.
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