Side-channel-free quantum key distribution with practical devices
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Based on the idea that there is no side channel in the vacuum state, the side-channel-free quantum key distribution (SCFQKD) protocol was proposed, which is immune to all attacks in the source side-channel space and all attacks in the detectors. In the original SCFQKD protocol, an important assumption is that Alice and Bob can produce the perfect vacuum pulses. But due to the finite extinction ratio of the intensity modulators, the perfect vacuum pulse is impossible in practice. In this paper, we solve this problem and make the quantum key distribution side-channel secure with real source device which does not emit perfect vacuum pulses. Our conclusion only depends on the upper bounds of the intensities of the sources. No other assumptions such as stable sources and stable side channels are needed. The numerical results show that, comparing with the results of SCFQKD protocol with perfect vacuum sources, the key rates and secure distance are only slightly decreased if the upper bound of the intensity of the imperfect vacuum source is less than $10^{-8}$ which can be achieved in experiment by two-stage intensity modulator. We also show that the two-way classical communication can be used to the data post-processing of SCFQKD protocol to improve the key rate. Specially, the active odd-parity pairing method can improve the key rates in all distances by about two times and the secure distance by about 40 km. Give that the side channel security based on imperfect vacuum, this work makes it possible to realize side channel secure QKD with real devices.

I. INTRODUCTION

Quantum key distribution can provide secure communication between two remote parties [3–11], no matter what the eavesdropper, Eve, does in the channel. However, the security of a practical QKD system can be broken due to the imperfection of the practical devices. In the source side, there could be side channels which might leak extra information to Eve, such as basis dependent synchronization errors in the pulse emitting time or the frequency-spectrum difference for different encoding states or bases in the source sides. Besides, the detectors can be controlled by the eavesdropper through strong light attacks [12–14]. Encoding the bits into sending or not-sending as used in the sending-or-not-sending (SNS) protocol [15] of twin-field QKD [16], using the fact that there is no side channel in the vacuum state, the side-channel-free (SCF)QKD protocol was proposed [11]. SCFQKD protocol [11] is immune to all attacks in the side-channel space of sources, and by introducing a third party as a measurement station, it is also measurement device independent [9, 10] immune to all attacks in the detectors. SCFQKD protocol only needs to know the upper bounds of the intensities of the non-vacuum sources and its secure distance can exceed 200 km even with 20% misalignment error. Recently, SCFQKD protocol was experimentally demonstrated in 50 km fibers [17], which shows the potential of SCFQKD protocol in practical applications.

Although the recent experiment [17] has verified the the most impressive advantage of the promised long distance by SCFQKD protocol proposed in Ref. [11], the major problem in the original SCFQKD protocol requesting perfect vacuum source is still open. In this paper, we solve this open problem and make the QKD side-channel secure with real source device which does not emit perfect vacuum pulses. Our conclusion only depends on the upper bounds of the intensities of the sources. No other assumptions such as stable sources and stable side channels are needed. The channel security of our protocol allows whatever imperfect detection loophole and whatever side channel imperfection.
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of emitted photons, say, it guarantees a secure QKD provided that Eve has no access to devices inside Alice’s and Bob’s labs. Give that the side channel security based on imperfect vacuum, this work makes it possible to realize side channel secure QKD with real devices.

The paper is arranged as follows. We first introduce the procedure of SCFQKD protocol with real devices in Sec. II. We then show how to estimate the phase-flip error rate of a certain time window in Sec. III. With the conclusion in Sec. IV, we further generalize the estimation method of the phase-flip error rate to the whole protocol and get the key rate formula. The numerical simulation results are shown in Sec. V, where we also show that the two-way classical communication (TWCC) can be used to the data post-processing of SCFQKD protocol to improve the key rate. The article is ended with some conclusion remarks.

II. THE PROTOCOL

For the time window \( i \), Alice (Bob) randomly chooses the weak source, i.e., the imperfect vacuum source \( o_A \) (\( o_B \)), or the strong source \( x_A \) (\( x_B \)) with probabilities \( p_0 \) and \( p_s = 1 - p_0 \) respectively. If the weak source \( o_A \) (\( o_B \)) is chosen, a weak coherent state (WCS) pulse with intensity \( \nu_A^0 \) (\( \nu_B^0 \)) is prepared, and Alice (Bob) takes it as bit 0 (1). If the strong source \( x_A \) (\( x_B \)) is chosen, a WCS pulse with intensity \( \mu_A \) (\( \mu_B \)) is prepared, and Alice (Bob) takes it as bit 0 (1). Alice and Bob send the prepared pulses to a untrusted third party, Charlie, who is assumed to first compensate the phase difference of the received pulse pair and then perform the interference measurement. Charlie would publicly announce the measurement results to Alice and Bob. If only one detector clicks, Alice and Bob would take the \( i \)-th window as an effective window, and this event is also called an effective event whose corresponding bit is called an effective bit.

After Alice and Bob repeat the above process for \( N \) times and Charlie announces all the measurement results, they perform the data post-processing. For each time window, Alice randomly decides whether it is a test window which is used for decoy analysis with probability \( r \), or a key generation window which is used for the final key distillation with probability \( 1 − r \). For the effective test windows, Alice and Bob publicly announce the sources they used in each time windows. For the effective key generation windows, the corresponding bits are used to distil the final keys.

For a time window, if only one of Alice and Bob decides to send out a pulse from strong sources, it is a \( \tilde{Z} \) window. For a time window, if both Alice and Bob decide to send out a pulse from strong sources (weak sources), it is a \( B \) (\( O \)) window.

The corresponding effective bits of the effective events of \( \tilde{Z} \) key generation windows are untagged bits. The \( \tilde{Z} \) key generation window means it is a \( \tilde{Z} \) window and chosen for key generation. Through decoy state analysis, we can get the upper bound of the phase-flip error rate of those untagged bits, \( \overline{\epsilon}^{ph} \). The key rate formula is

\[
R = \frac{1}{N} \left\{ n_u \left[ 1 - H(\overline{\epsilon}^{ph}) \right] - f n_t H(E_K) \right\},
\]

where \( H(x) = -x \log_2 x - (1 - x) \log_2 (1 - x) \) is the entropy function; \( n_u \) is the number of untagged bits; \( n_t \) is the number of corresponding bits of effective key generation windows; \( f \) is the correction efficiency factor; \( E_K \) is the bit-flip error rate of the effective bits from the key generation windows.

In what follows we shall study how to calculate \( n_u \) and \( \overline{\epsilon}^{ph} \) by observed values and we result in Eqs. (18-22).

III. THE PHASE-FLIP ERROR RATE OF A CERTAIN TIME WINDOW

We first consider the phase-flip error rate of a certain time window. For simplicity, we omit the superscript \( i \) of \( \nu_A^i, \nu_B^i, \mu_A^i, \mu_B^i \) and all other physical quantities and states appeared in this section.

In a real experiment, instead of simply living in the operational space (Fock space), the sent out pulses actually live in the whole space including all side channel spaces such as the frequency, the polarization, the spatial angular momentum and so on. Yet the vacuum state has no side-channel space and therefore we only need to consider the side-channel space for the non vacuum parts. The states can be decomposed in two parts, vacuum and non vacuum. Explicitly, if Alice (Bob) chooses the weak source, she (he) actually prepares the state:

\[
\begin{align*}
|\alpha^0_A \rangle &= e^{-\nu_A^0/2}|0 \rangle + \sqrt{1 - e^{-\nu_A^0}}|\psi_A \rangle, \\
|\alpha^0_B \rangle &= e^{-\nu_B^0/2}|0 \rangle + \sqrt{1 - e^{-\nu_B^0}}|\psi_B \rangle.
\end{align*}
\]

If Alice (Bob) chooses the strong source, she (he) actually prepares the state:

\[
\begin{align*}
|\alpha_A \rangle &= e^{-\mu_A^0/2}|0 \rangle + \sqrt{1 - e^{-\mu_A^0}}|\phi_A \rangle, \\
|\alpha_B \rangle &= e^{-\mu_B^0/2}|0 \rangle + \sqrt{1 - e^{-\mu_B^0}}|\phi_B \rangle.
\end{align*}
\]
Here $|0\rangle$ is the vacuum state and $|\psi_A\rangle, |\psi_B\rangle, |\phi_A\rangle, |\phi_B\rangle$ are the corresponding non vacuum parts of each states. Obviously, we have

$$
(0|\psi_A) = (0|\psi_B) = (0|\phi_A) = (0|\phi_B) = 0,
$$

which would be used in the calculation of phase-flip error rate.

As shall be shown, our protocol does not request any specific photon number distribution of its sources, it only needs a linear superposition of vacuum and non vacuum for the source state in whole space.

In this certain time window, if only one of Alice and Bob chooses the strong source, it is a $\tilde{Z}$ window. To prove the security, we consider the virtual protocol where Alice and Bob preshare

$$
|\Psi\rangle = \frac{1}{\sqrt{2}}((|\alpha_A, 0\rangle_A \otimes |0\rangle_Z + |\alpha_A, \alpha_B^0\rangle_A \otimes |10\rangle_Z)).
$$

(5)

Also, we have

$$
|\Psi\rangle = \frac{1}{2}(N_+|\tilde{\chi}^+\rangle \otimes |\Phi^0\rangle_Z + N_-|\tilde{\chi}^-\rangle \otimes |\Phi^1\rangle_Z),
$$

(6)

where

$$
|\Phi^0\rangle_Z = \frac{1}{\sqrt{2}}(|01\rangle_Z + |10\rangle_Z), \quad |\Phi^1\rangle_Z = \frac{1}{\sqrt{2}}(|01\rangle_Z - |10\rangle_Z),
$$

(7)

and

$$
|\tilde{\chi}^+\rangle = \frac{1}{N_+}(|\alpha_A^0, \alpha_B^0\rangle + |\alpha_A, \alpha_B^0\rangle), \quad |\tilde{\chi}^-\rangle = \frac{1}{N_-}(|\alpha_A^0, \alpha_B^0\rangle - |\alpha_A, \alpha_B^0\rangle),
$$

(8)

where $N_+$ and $N_-$ are normalization coefficients.

Here $|01\rangle_Z$ and $|10\rangle_Z$ are local states that are stored in Alice’s and Bob’s labs. If Alice and Bob decide to measure their local states in $\tilde{Z}$ basis, i.e., $\{|01\rangle_Z, |10\rangle_Z\}$ before they send out the pulse pair, it is equivalent to a protocol where Alice and Bob randomly send out a pulse pair in state $|\alpha_A^0, \alpha_B^0\rangle$ or $|\alpha_A, \alpha_B^0\rangle$ with 50% probability. If Alice and Bob decide to measure their local states in $X$ basis, i.e., $\{|\Phi^0\rangle_Z, |\Phi^1\rangle_Z\}$ before they send out the pulse pair, it is equivalent to a protocol where Alice and Bob randomly send out a pulse pair in state $|\tilde{\chi}^+\rangle$ or $|\tilde{\chi}^-\rangle$ with probabilities $N_+^2/4$ and $N_-^2/4$ respectively.

In this protocol, a phase error occurs in either of the following two kinds of effective windows: 1) the effective window while Alice and Bob send out a pulse pair in state $|\tilde{\chi}^+\rangle$, i.e., the measurement result of their local state is $|\Phi^0\rangle_Z$, and Charlie announces the right detector clicking; 2) the effective window while Alice and Bob send out a pulse pair in state $|\tilde{\chi}^-\rangle$, i.e., the measurement result of their local state is $|\Phi^1\rangle_Z$, and Charlie announces the left detector clicking.

We denote $S_d^\zeta$ as the probability that Charlie announces an effective event with detector $d$ clicking in a time window when they have sent out state from source $\zeta$. Here $d \in \{L, R\}$ and $\zeta \in \{O, B, \tilde{Z}\}$; $L$ represents the left detector and $R$ represents the right detector. We denote $S^R_{X_+}$ ($S^R_{X_-}$) as the probability that Charlie announces an effective event with detector $d$ clicking in a time window when they have sent out state $|\tilde{\chi}^+\rangle$ ($|\tilde{\chi}^-\rangle$).

With all those definitions, we can express the probability that Alice and Bob detect a phase error in the $\tilde{Z}$ window, $T_X$, as the following form

$$
T_X = \frac{N_+^2}{4}S^R_{X_+} + \frac{N_-^2}{4}S^L_{X_-} = \frac{N_+^2}{4}(S^R_{X_+} - S^L_{X_-}) + S^L_{\tilde{Z}}.
$$

(9)

Here we use the fact that density matrices of the sent out pulse pairs are the same when Alice and Bob measure their local states in $X$ basis and $Z$ basis, and thus $\frac{N_+^2}{4}S^R_{X_+} + \frac{N_-^2}{4}S^L_{X_-} = S^L_{\tilde{Z}}$.

We also have the phase-flip error rate in the $\tilde{Z}$ window

$$
e^{ph} = \frac{T_X}{S^L_{\tilde{Z}}} = \frac{N_+^2}{4}(S^R_{X_+} - S^L_{X_-}) + S^L_{\tilde{Z}},
$$

(10)

where $S^L_{\tilde{Z}} = S^L_{\tilde{Z}} + S^R_{\tilde{Z}}$. 
As shown in the Appendix A, we have the upper bound of $S_{K+}^t$ and the lower bound of $S_{K-}^t$

\[
S_{K+}^t \leq \frac{1}{N^2} \left( c_0^2 S_{O}^t + c_1^2 S_{B}^t + c_2^2 + 2c_0 c_1 \sqrt{S_{O}^t S_{B}^t} + 2c_0 c_2 \sqrt{S_{O}^t} + 2c_1 c_2 \sqrt{S_{B}^t} \right),
\]

\[
S_{K-}^t \geq \frac{1}{N^2} \left( c_0^2 S_{O}^t + c_1^2 S_{B}^t - 2c_0 c_1 \sqrt{S_{O}^t S_{B}^t} - 2c_0 c_2 \sqrt{S_{O}^t} - 2c_1 c_2 \sqrt{S_{B}^t} \right),
\]

where $c_0, c_1, c_2$ are real positive values, $c_0 c_1 = 1$ and

\[
c_2^2 \leq \left( c_0 + c_1 - 2e^{-\nu_A/2-\mu_A/2} + 2\sqrt{1 - e^{-\nu_A}} \sqrt{1 - e^{-\mu_A}} \right) \left( c_0 + c_1 - 2e^{-\nu_B/2-\mu_B/2} + 2\sqrt{1 - e^{-\nu_B}} \sqrt{1 - e^{-\mu_B}} \right).
\]

With formulas above, we can get the upper bound of $T_X$.

### IV. THE PHASE-FLIP ERROR RATE IN THE WHOLE PROTOCOL

In Sec. [11], we get the phase-error rate of a certain $\tilde{Z}$ window. But in practice, the sources are usually unstable in the whole spaces, which means the intensities of the sources and the actual states in different time windows might be different. Thus we cannot directly take Eq. (10) as the formula of the upper bound of the phase-flip error rate in the whole protocol. However, Eq. (10) holds for any certain $\tilde{Z}$ window, provided that we replace all values including the intensities $\mu$, the probabilities $S_{O}^t$ and $T_X$, $c_0, c_1, c_2$ by the corresponding values in this certain $\tilde{Z}$ window.

Recall that $T_X^i$ is the probability that a phase error occurs if the $i$-th window is a $\tilde{Z}$ window, we have

\[
n^{ph} = \sum_{i=1}^{N} 2p_0 p_x (1-r) T_X^i,
\]

where $n^{ph}$ is the number of phase errors in the $\tilde{Z}$ key generation windows of the whole protocol.

Eqs. (11)(13) always hold provided that $c_0 c_1 = 1$. Thus we take the same value of $c_0$ and $c_1$ for all time windows and denote by $c_0, c_1$ respectively. The value of $c_2$ is upper bounded by Eq. (13). Further more, we have

\[
(c_2^j)^2 \leq c_2^2 = \left( c_0 + c_1 - 2e^{-\nu_A^j/2-\mu_A^j/2} + 2\sqrt{1 - e^{-\nu_A^j}} \sqrt{1 - e^{-\mu_A^j}} \right) \left( c_0 + c_1 - 2e^{-\nu_B^j/2-\mu_B^j/2} + 2\sqrt{1 - e^{-\nu_B^j}} \sqrt{1 - e^{-\mu_B^j}} \right),
\]

where $\nu_A^j, \mu_A^j, \nu_B^j, \mu_B^j$ are the upper bounds of $\nu_A^j, \mu_A^j, \nu_B^j, \mu_B^j$ respectively and we assume those bounds are known values in the protocol. $c_2$ is the upper bound of $c_2^j$ for all time windows. We have

\[
n^{ph} = \sum_{i=1}^{N} 2p_0 p_x (1-r) T_X^i
\]

\[
\leq \sum_{i=1}^{N} \frac{1}{2} p_0 p_x (1-r) \left[ 2c_0 \left( S_{O}^i R - S_{O}^i L \right) + c_1 \left( S_{B}^i R - S_{B}^i L \right) + c_2^2 + 2c_0 c_1 \left( \sqrt{S_{O}^i R S_{B}^i R} + \sqrt{S_{O}^i L S_{B}^i L} \right) \right]
\]

\[
+ 2c_0 c_2 \left( \sqrt{S_{O}^i R} + \sqrt{S_{O}^i L} \right) + 2c_1 c_2 \left( \sqrt{S_{B}^i R} + \sqrt{S_{B}^i L} \right) + \sum_{i=1}^{N} 2p_0 p_x (1-r) S_{Z}^{i, L}
\]

\[
\leq \frac{1}{2} p_0 p_x (1-r) \left[ 2c_0 \sum_{i=1}^{N} \left( S_{O}^i R - S_{O}^i L \right) + c_1 \sum_{i=1}^{N} \left( S_{B}^i R - S_{B}^i L \right) + c_2^2 + 2c_0 c_1 \left( \sum_{i=1}^{N} S_{O}^i R \sum_{i=1}^{N} S_{B}^i R + \sum_{i=1}^{N} S_{O}^i L \sum_{i=1}^{N} S_{B}^i L \right) \right]
\]

\[
+ 2c_0 c_2 \left( \sum_{i=1}^{N} \sqrt{S_{O}^i R} + \sum_{i=1}^{N} \sqrt{S_{O}^i L} \right) + 2c_1 c_2 \left( \sum_{i=1}^{N} \sqrt{S_{B}^i R} + \sum_{i=1}^{N} \sqrt{S_{B}^i L} \right) + \sum_{i=1}^{N} 2p_0 p_x (1-r) S_{Z}^{i, L}.
\]

Here we have used the Cauchy inequality in the second inequality

\[
\left( \sum_{i=1}^{N} a_i b_i \right)^2 \leq \sum_{i=1}^{N} a_i^2 b_i^2 \quad a_i, b_i \in \mathbb{R}.
\]
Denote $n_d^2$ as the number of observed effective events caused by the detector $d$ in the ς-test-windows (those ς windows chosen for test) where $d \in \{L, R\}$ and ς \( \in \{O, B, Z\} \). We have

$$n_d^O = \sum_{i=1}^{N} n_{i}^{L} S_{O}^{i,d}, \quad n_d^B = \sum_{i=1}^{N} n_{i}^{L} S_{B}^{i,d}, \quad n_d^Z = \sum_{i=1}^{N} 2p_0 p_x S_{Z}^{i,d}. \quad (18)$$

We define

$$S_{O,A}^{d} = \frac{n_d^O}{N_{p_0}^{d}}, \quad S_{B,A}^{d} = \frac{n_d^B}{N_{p_0}^{d}}, \quad S_{Z,A}^{d} = \frac{n_d^Z}{2N_{p_0} p_x}. \quad (19)$$

With those observed values, we have

$$n_{ph}^{\mu} \leq \bar{\tau}_{ph}^{\mu} = \frac{1}{2} p_0 p_x (1 - r) N \left[ c_0^2 (S_{O,A}^{R} - S_{O,A}^{L}) + c_1^2 (S_{B,A}^{R} - S_{B,A}^{L}) + \bar{\tau}_{2}^{\mu} + 2c_0 c_1 \left( \sqrt{S_{O,A}^{R} S_{O,A}^{R}} + \sqrt{S_{O,A}^{L} S_{O,A}^{L}} \right) \right]$$

$$+ 2c_0 \bar{\tau}_{2}^{\mu} \left( \sqrt{S_{O,A}^{R}} + \sqrt{S_{O,A}^{L}} \right) + 2c_1 \bar{\tau}_{2}^{\mu} \left( \sqrt{S_{B,A}^{R}} + \sqrt{S_{B,A}^{L}} \right) + 4S_{Z,A}^{L}.$$

And the number of untagged bits $n_u$ satisfies

$$n_u = \sum_{i=1}^{N} 2p_0 p_x (1 - r) (S_{Z}^{i,L} + S_{Z}^{i,R}) = 2p_0 p_x (1 - r) N (S_{Z,A}^{L} + S_{Z,A}^{R}). \quad (21)$$

Then, we get the upper bound of the phase-flip error rate of the untagged bits in the key generation windows

$$\bar{\tau}_{ph}^{\mu} = \frac{n_{ph}^{\mu}}{n_u}. \quad (22)$$

With Eqs. (18, 22), we can calculate the key rate by Eq. (1).

**Remark:** Although we have used model of WCS sources in the calculation above, it’s quite obvious that our method here can apply to any type of source since we can always express the states of any sources into the linear superposition of vacuum part and non vacuum part:

$$|A\rangle = \sqrt{a_0} |0\rangle + \sqrt{1 - a_0} |\text{non - vacuum}\rangle,$$

where $a_0$ is the probability of vacuum part of the state and $|\text{non - vacuum}\rangle$ is a whole space non vacuum state. As shown in Eq. (15), our method only depends on $e^{-\nu^L_A}, e^{-\nu^R_A}, e^{-\mu^L_B}, e^{-\mu^R_B}$, i.e., the lower bounds of the probabilities of vacuum state, thus Eq. (15) holds for any sources provided that we replace those lower bounds by the corresponding lower bound of $a_0$. We can get the lower bound of $a_0$ by partially characterizing states in Fock space. Specially, for the WCS sources, we can get the lower bound of $a_0$ by measuring the upper bound of the intensities $\nu$ or $\mu$.

## V. NUMERICAL SIMULATION

We shall consider the symmetry case here. In the symmetry case, the distance from Alice to Charlie is the same as the distance from Bob to Charlie. And Charlie’s two detectors are assumed to have the same properties such as the dark counting rate and the detection efficiency. Without loss of generality, we assume the source parameters of Alice and Bob are the same, i.e., $\nu^L_A = \nu^R_A = \nu$ and $\mu^L_B = \mu^R_B = \mu$. In the calculation of key rate, $c_0, c_1$ can be taken as any positive real values provided that $c_0 c_1 = 1$, and we can optimize $c_0, c_1$ to achieve the highest key rate. For simplicity, we set $c_0 = e^{\nu/2 - \mu/2}, c_1 = e^{\mu/2 - \nu/2}$. The experiment parameters are listed in Table I. In the numerical simulation, $\nu$ is a fixed value and the other source parameters including $p_0, p_x, \mu$ are optimized. Since the asymptotic case is considered here, we ignore the influence to the key rate of $r$, i.e., we take $r \sim 0$.

Figures I and II are the key rates of SCFQKD protocol under different $\nu$. The experiment parameters listed in Table I are used here, except for we set $E_d = 10\%$ in Figure II. By setting $\nu = 0$, the key rate formulas in Eqs. (1, 18, 22) are the same with those of the original SCFQKD protocol \[11\]. Thus lines ‘$\nu = 0$’ in Figures I and II are the results of SCFQKD protocol with perfect vacuum sources, i.e., the original SCFQKD protocol. Results in Figures I and II show that the imperfect vacuum sources, i.e., the weak sources have little affect on the key rates if the upper bound of the
TABLE I. List of experimental parameters used in numerical simulations. Here $p_d$ is the dark counting rate per pulse of Charlie’s detectors; $\eta_d$ is the detection efficiency of Charlie’s detectors; $E_d$ is the misalignment error; $f$ is the error correction inefficiency; $\alpha_f$ is the fiber loss coefficient (dB/km).

| $p_d$ | $E_d$ | $\eta_d$ | $f$ | $\alpha_f$ |
|-------|-------|----------|-----|------------|
| $1.0 \times 10^{-9}$ | 4% | 60.0% | 1.1 | 0.2 |

FIG. 1. The comparison of the key rates of SCFQKD protocol under different $\nu$. The experiment parameters here are listed in Table I.

intensities of the the imperfect vacuum sources are lower than $10^{-8}$. But when the upper bound of the intensities of the the imperfect vacuum sources is as large as $10^{-6}$, the key rates and secure distances are drastically decreased compared with those of the original SCFQKD protocol. In experiments, the intensity of the imperfect vacuum sources can be controlled in the level of $10^{-8}$ by two-stage intensity modulator \^[17\], thus we can expect little affect on the key rates in experiment due to the imperfect vacuum sources.

Since there are no errors in the untagged bits of SCFQKD protocol with or without perfect vacuum sources. We can directly applied the TWCC methods \^[18, 19\] including the standard TWCC method and the AOPP method to improve the key rates and secure distance of the SCFQKD protocol. The calculation methods are shown in Appendix C.

Figures 3 and 4 are the comparison of the key rates of SCFQKD protocol with or without TWCC. The ‘Original’ lines are the results calculated by Eq. (1). The ‘Standard TWCC’ lines are the results calculated by Eq. (C1). The ‘AOPP’ lines are the results calculated by Eq. (C4). We set $E_d = 10\%$, $\nu = 0$ in Figure 3 and $\nu = 10^{-8}$ in Figure 4. The other experiment parameters are listed in Table I. Results in Figures 3 and 4 show that both the standard TWCC method and the AOPP method can improve the secure distance by about 40 km. The AOPP method can improve the key rates in all distances by about two times, while the standard TWCC method can only improve the key rates at long distance.

VI. CONCLUSION

In this paper, we make SCFQKD protocol side-channel secure with real source device which does not emit perfect vacuum pulses. Our conclusion only depends on the upper bounds of the intensities of the sources and no other assumptions are needed. The numerical simulation shows that the key rates and secure distance are only slightly decreased if the upper bound of the intensities of the imperfect vacuum sources are less than $10^{-8}$ which can be achieved in experiment by two-stage intensity modulator \^[17\]. We also show that the TWCC methods including the standard TWCC method and the AOPP method can be directly applied to SCFQKD protocol to improve the key rates and secure distance. Our numerical simulation results show that AOPP method can improve the key rates in all distances by about two times and improve the secure distance by about 40 km. Give that the side channel security based on imperfect vacuum, this work makes it possible to realize side channel secure QKD with real devices. Our protocol can also apply to efficient quantum digital signature by taking the post data processing method such as \^[20, 21\]. This will be reported elsewhere.
FIG. 2. The comparison of the key rates of SCFQKD protocol under different $\nu$. We set $E_d = 10\%$. The other experiment parameters are listed in Table I.

FIG. 3. The comparison of the key rates of SCFQKD protocol with or without TWCC. Here we set $E_d = 10\%, \nu = 0$. The other experiment parameters are listed in Table I.
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Appendix A: The calculation method of the upper and lower bounds of $S_{X+}^R$ and $S_{X+}^L$

For a certain $\tilde{Z}$ window, we have

$$|\chi^+\rangle = \frac{c_0|\alpha_0^A, \alpha_0^B\rangle + c_1|\alpha_A, \alpha_B\rangle + c_2|\phi_2\rangle}{N_+},$$

where

$$c_2|\phi_2\rangle = |\alpha_0^A, \alpha_B\rangle + |\alpha_A, \alpha_0^B\rangle - c_0|\alpha_0^A, \alpha_0^B\rangle - c_1|\alpha_A, \alpha_B\rangle.$$
Without loss of generality, we assume \( c_0, c_1, c_2 \) are real positive values. In principle, we can determine the values of \( c_0 \) and \( c_1 \) as we want and \( c_2, |\phi_2\rangle \) are determined by \( c_0, c_1 \). For the convenience of the later calculation, we take \( c_0 c_1 = 1 \).

Denote \( \langle \psi_A | \phi_A \rangle = \beta_A \) and \( \langle \psi_B | \phi_B \rangle = \beta_B \). Using the normalization condition, we have

\[
c_2^2 = 2 + c_0^2 + c_1^2 + (\gamma_A \gamma_B^* + \gamma_B^* \gamma_A^*) - (c_0 + c_1)(\gamma_A^* + \gamma_B^* + \gamma_A + \gamma_B) + c_0 c_1 (\gamma_A^* \gamma_B^* + \gamma_A \gamma_B), \tag{A3}
\]

where

\[
\gamma_A = e^{-\nu_A/2 - \mu_A/2} + \sqrt{1 - e^{-\nu_A}} \sqrt{1 - e^{-\mu_A}} \beta_A, \tag{A4}
\]

\[
\gamma_B = e^{-\nu_B/2 - \mu_B/2} + \sqrt{1 - e^{-\nu_B}} \sqrt{1 - e^{-\mu_B}} \beta_B. \tag{A5}
\]

With the condition \( c_0 c_1 = 1 \), we have

\[
c_2^2 = (c_0 + c_1 - \gamma_A - \gamma_A^*)(c_0 + c_1 - \gamma_B - \gamma_B^*). \tag{A6}
\]

It is easy to check that the worst case of the phase-flip error rate is achieved when \( \beta_A = \beta_B = -1 \). And we have

\[
c_2^2 \leq \left( c_0 + c_1 - 2 e^{-\nu_A/2 - \mu_A/2} + 2 \sqrt{1 - e^{-\nu_A}} \sqrt{1 - e^{-\mu_A}} \right) \left( c_0 + c_1 - 2 e^{-\nu_B/2 - \mu_B/2} + 2 \sqrt{1 - e^{-\nu_B}} \sqrt{1 - e^{-\mu_B}} \right). \tag{A7}
\]

Finally, apply the input-output theory proposed in Ref. [11], we can get the upper and lower bounds of \( S_{X+}^R \) and \( S_{X+}^L \) shown in Eqs. [12][13][18]. To ensure the completeness of the article, this theory is briefly introduced in Appendix [13]

### Appendix B: The input-output theory

The key idea of the input-output theory is that in a certain time window, we can regard Charlie uses the same measurement process to measure the received quantum state no matter what the quantum state is. This theory is proposed in Ref. [11], here we just simply introduce its content.

Suppose at the beginning of a certain time window, Alice and Bob send out a pulse pairs in state \( |\psi\rangle \). Charlie, who is assumed to control the channel and measurement station, then combines this state with his ancillary state \( |\kappa\rangle \). Charlie’s instrument state \( L \) is included in the ancillary state \( |\kappa\rangle \). The initial state is

\[
|\Psi_{in}\rangle = |\psi\rangle \otimes |\kappa\rangle. \tag{B1}
\]

At time \( t \), Charlie observes his instrument \( L \) to see the result. His instrument \( L \) is observed by Alice and she can find result from \( \{l_i\} \) accompanied with its eigenstate \( |l_i\rangle \) then. Most generally, after state \( |\psi\rangle \) is sent to Charlie, Charlie’s initial state \( |\Psi_{in}\rangle = |\psi\rangle \otimes |\kappa\rangle \) will evolve with time under a quantum process. Here we assume a unitary quantum process \( \mathcal{U} \). Even though Charlie presents a non-unitary quantum process, it can be represented by a unitary
process through adding more ancillary states. So, given the general ancillary state \( |\kappa\rangle \), we can simply assume a unitary quantum process for Charlie. At time \( t \), the state is now

\[
|\Psi(t)\rangle = U(t)|\Psi_{ini}\rangle = U(t)(|\psi\rangle \otimes |\kappa\rangle)
\]

In general, the state at time \( t \) can be written in a bipartite form of another two subspaces, one is the instrument space \( \mathcal{L} \) and the other is the remaining part of the space, subspace \( \bar{\mathcal{L}} \). Given the initial input state \( |\psi\rangle \) to Charlie, the probability that he observes the result \( l_1 \) at time \( t \) is

\[
S_{l_1}^{(t)} = \langle l_1|\text{tr}_{\bar{\mathcal{L}}} (|\Psi(t)\rangle\langle\Psi(t)|)|l_1\rangle
\]

We will omit \( (t) \) in the following formulas. Suppose the space \( \bar{\mathcal{L}} \) is spanned by basis states \( \{g_k\} \), we can rewrite Eq. (B3) by

\[
S_{l_1}^{(t)} = \sum_k |\langle \gamma_k^{(l_1)} |\Psi \rangle|^2
\]

where \( |\gamma_k^{(l_1)} \rangle = |g_k\rangle |l_1\rangle \).

Suppose state \( |\phi\rangle \) has the form of

\[
|\phi\rangle = \xi_0|\phi_0\rangle + \xi_1|\phi_1\rangle + \xi_2|\phi_2\rangle,
\]

Without loss of generality, we assume \( \xi_0, \xi_1, \xi_2 \) are real positive values. With Eq. (B4), we have

\[
\begin{align*}
S_{\phi}^{(l_1)} &= \sum_k |\langle \gamma_k^{(l_1)} |\phi \rangle|^2, \\
S_{\phi_0}^{(l_1)} &= \sum_k |\langle \gamma_k^{(l_1)} |\phi_0 \rangle|^2, \\
S_{\phi_1}^{(l_1)} &= \sum_k |\langle \gamma_k^{(l_1)} |\phi_1 \rangle|^2,
\end{align*}
\]

where \( S_{\tau}^{(l_1)} \) is the probability that Charlie observes the result \( l_1 \) at time \( t \) if Alice and Bob send out a pulse in state \( |\tau\rangle \) in a certain time window for \( \tau = \phi, \phi_0, \phi_1 \).

With Eqs. (B5)-(B8), we have

\[
S_{\phi}^{(l_1)} \leq \xi_0^2 S_{\phi_0}^{(l_1)} + \xi_1^2 S_{\phi_1}^{(l_1)} + \xi_2^2 + 2\xi_0\xi_1\sqrt{S_{\phi_0}^{(l_1)} S_{\phi_1}^{(l_1)}} + 2\xi_0\xi_2\sqrt{S_{\phi_0}^{(l_1)} S_{\phi_2}^{(l_1)}} + 2\xi_1\xi_2\sqrt{S_{\phi_1}^{(l_1)} S_{\phi_2}^{(l_1)}}
\]

and

\[
S_{\phi}^{(l_1)} \geq \xi_0^2 S_{\phi_0}^{(l_1)} + \xi_1^2 S_{\phi_1}^{(l_1)} \left( 2\xi_0\xi_1\sqrt{S_{\phi_0}^{(l_1)} S_{\phi_1}^{(l_1)}} + 2\xi_0\xi_2\sqrt{S_{\phi_0}^{(l_1)} S_{\phi_2}^{(l_1)}} + 2\xi_1\xi_2\sqrt{S_{\phi_1}^{(l_1)} S_{\phi_2}^{(l_1)}} \right)
\]

Appendix C: The TWCC methods

Before Alice and Bob perform the error correction, they can first perform the TWCC methods to reduce the bit-flip error rate in the raw keys. Both the standard TWCC method and the AOPP method can be applied to the SCFQKD protocol [18]. And the iteration formulas of the lower bound of the untagged bits and the upper bound of the phase-flip error rate after TWCC are also holds here [18].

To perform the standard TWCC, Bob first randomly pairs his bits two by two and then announces all the paired sequences to Alice through the public channel. Then Alice and Bob compare the parity of these bit pairs, they keep one bit from the bit pairs with same parities and discard the rest. The survived bits form a new bit string and would be performed the error correction and privacy amplification to distil the final keys according to the following key rate formulas

\[
R' = \frac{1}{N} \{n_u^{twcc}[1 - H(E_1) - f] + n_d H(E_1) + n_d H(E_2) + n_d H(E_3)\}.
\]
Here \( n_{tu}^{twcc} \) is the number of untagged bits after TWCC and

\[
n_u^{twcc} = \frac{n_u^2}{2n_t}.
\]  

(C2)

\( \tau_{ph}^{twcc} \) is the upper bound of the phase-flip error rate after standard TWCC and

\[
\tau_{ph}^{twcc} = 2\tau_{ph}(1 - \tau_{ph}).
\]  

(C3)

\( n_{t1}, n_{t2} \) are the number of survived bits from the bit pairs containing two 0 bits, two 1 bits after standard TWCC, and \( n_{t3} \) is the number of survived bits from odd-parity bit pairs. \( E_1, E_2, E_3 \) are the corresponding bit-flip error rates. Those values can be directly observed in the experiment.

To perform AOPP, Bob actively random pairs the bits 0 with bits 1, and Bob get \( n_g = min(n_{b0}, n_{b1}) \) pairs where \( n_{b0}, n_{b1} \) are the number of bits 0 and bits 1 in the raw keys before AOPP. Then Bob announces all the paired sequences to Alice through the public channel. Alice would announce all the positions of the pairs with odd-parities and Alice and Bob only keeps one bits from those announced pairs. The survived bits form a new bit string and would be performed the error correction and privacy amplification to distil the final keys according to the following key rate formulas

\[
R'' = \frac{1}{N} \{ n_u^{aopp} [1 - H(\tau_{ph}^{aopp})] - f n_t^{aopp} H(E_{aopp}) \}.
\]  

(C4)

Here \( n_u^{aopp} \) is the untagged bits after AOPP and

\[
n_u^{aopp} = \frac{n_{u0} n_{u1} n_g}{n_{b0} n_{b1}}.
\]  

(C5)

\( n_t^{aopp} \) is the number of survived bits after AOPP and \( E_{aopp} \) is the corresponding bit-flip error rate.
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