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ABSTRACT

A nearly autonomous management and control (NAMAC) system is designed to furnish recommendations to operators for achieving particular goals based on NAMAC’s knowledge base. As a critical component in a NAMAC system, digital twins (DTs) are used to extract information from the knowledge base to support decision-making in reactor control and management during all modes of plant operations. With the advancement of artificial intelligence and data-driven methods, machine learning algorithms are used to build DTs of various functions in the NAMAC system. To evaluate the uncertainty of DTs and its impacts on the reactor digital instrumentation and control systems, uncertainty quantification (UQ) and software risk analysis is needed. As a comprehensive overview of prior research and a starting point for new investigations, this study selects and reviews relevant UQ techniques and software hazard and software risk analysis methods that may be suitable for DTs in the NAMAC system.
1 INTRODUCTION

In recent years, research has been widely conducted for developing and deploying autonomous control system into new reactor designs with digital twin (DT) technology, which is defined as a digital representation of a physical system that relies on real-time and history data to evaluate its complete states, to predict future behaviors, and to recommend effective actions [1]. Cetiner et al. [2] developed a supervisory control system that integrates probabilistic decision-making analyses and a deterministic assessment of plant state variables to support autonomous operation and control of advanced small modular reactors. Groth et al. [3] developed a safely managing accidental reactor transients system with dynamic probabilistic risk assessment (PRA) and counterfactual reasoning for a sodium fast reactor. All these systems use mechanistic and partial-differential-equation (PDE)-based models as DTs for inferring the safety-significant factors (SSFs) and predicting the transient of reactor states. Additionally, with the
advancement of machine learning (ML) algorithms, data-driven models (DDMs) have also been used to develop DTs by learning directly from operation or simulation data and to support autonomous control by responding to the real-time measurements. Na et al. [4] developed an autonomous control system for a space reactor system with the model predictive control algorithm. Lee et al. [5] developed the autonomous transportable on-demand reactor module for preventing core damage during a loss-of-coolant accident in pressurized water reactors. DTs are developed using ML algorithms for describing the transients of reactor states at different functional hierarchies. Lin et al. [1] developed a nearly autonomous management and control (NAMAC) system for restoring core flow during a partial loss-of-flow accident (LOFA) in the Experimental Breeder Reactor II (EBR-II) located at Idaho National Laboratory (INL). A class of DTs is developed with different algorithms for inferring the SSFs, finding available control actions, predicting consequences, and identifying the most preferred actions [6].

When compared to previously reviewed intelligent systems, NAMAC aims to achieve an alignment of nuclear power plant (NPP) safety design, evaluation, operator training, and emergency management by extracting useful information from the knowledge base. The knowledge extraction and storage for different intended uses are achieved by various ML algorithms in DTs. The development of an ML-based DT for an intended use relies on the construction of a knowledge base and the use of advanced data-science techniques, while its deployment and operation are realized based on digital instrumentation and control (I&C) systems that consist of different software, data networks, digital platforms, and hardware carriers. Although the potential and feasibility for DTs by ML algorithms to improve safety and efficiency in reactor control have been recognized, one of the concerns for the Regulatory Commission and the nuclear industry is whether the information from a DT is credible to support decisions of high consequence and how this information could affect further DT development in an autonomous control system. To provide evidence toward the credibility assessment for autonomous control systems with DTs, uncertainty quantification (UQ) methods and software hazard and reliability analysis are needed.

The following sections are organized as shown in Figure 1. Section 2 first reviews the definition and characteristics of DT technology. Next, the DTs in a NAMAC system is discussed. Section 3 discusses the role of UQ methods and software hazard and reliability analysis in the development and assessment process (DAP) of DTs in NAMAC. Next, Section 4 reviews some specific techniques in UQ and software hazard and reliability analysis. Finally, discussions are made in Section 5 with respect to the applicability of these techniques to the ML-based DTs in the control systems.
Figure 1. Overall paper structure.
2 MACHINE-LEARNING-BASED DIGITAL TWINS IN NAMAC

2.1 Digital Twin Technology

A DT is a digital representation of a physical asset or system that relies on real-time and history data for inferring complete reactor states, finding available control actions, predicting future transients, and identifying the most preferred actions [6]. During NPP operation, DTs can help decision-makers maintain an accurate understanding of the physical system, improve the effectiveness of operation, and avoid operator errors. To guide the development of DTs, the DT in NAMAC is defined based on three requirements—the DT function, the DT modeling, and the DT interface.

The DT function refers to the intended uses of a DT. In NAMAC, there are two major types of DT functions—diagnosis and prognosis. The DT for prognosis (DT-P) is used to anticipate future behaviors, while predictive performance is based on the history and the current state. The DT for diagnosis (DT-D) interrogates the current and past histories of certain objects or systems. Meanwhile, there are additional components in NAMAC like strategy inventory, prognosis, and strategy assessment, where more details can be found in [1]. This review focuses on the DTs for diagnosis and prognosis that are implemented by ML algorithms.

The DT modeling refers to techniques and algorithms that describe a virtual representation that duplicates or twins the physical system. Generally, there are four classes of options—model-free methods, model-based methods, hybrid methods, and reasoning-based methods. In the model-based approach, the model equations and parameters are derived from knowledge, including system phenomena, inner correlations, conservation laws, PDEs, etc. The resulting models are known as mechanistic, and their structure and parameters reflect some, but not necessarily all, mechanisms in the system [7]. For model-free methods, also known as data-driven methods, a generic mathematical model is fitted to the input-output pairs from the databases without explicit knowledge of phenomena, correlations, and even conservation laws. In real-world applications, the knowledge form model-based methods and correlations from model-free methods are combined to improve the accuracy and robustness of DT predictions. Such an approach is known as hybrid methods, and a classification based on different degrees of knowledge involvement in data-driven methods can be found in [8]. Moreover, reasoning-based models have recently been used for DT implementation [9], especially for the diagnosis purposes. In the NAMAC system, DTs are mostly developed by model-free methods, i.e., artificial neural network (ANN).

At last, the interface refers to the DT information transmission that is directly related to human operator, a part of the physical system. In real-time operations, it is not required for a DT to recover every detail of a
physical system. Meanwhile, the required inputs for one specific system or scenario may not be applicable to other systems and scenarios. Therefore, the interface must consider the specific input/output pair for the intended uses. There could be various interface with the same function and model. For example, the diagnosis by DDMs in nominal conditions may have different input/output requirements than it would under accident scenarios because the available measurements would be different. The prognosis by system code could also have different interface requirements in steady-state calculations as opposed to transient calculations because the number of initial and boundary conditions would be different. In addition to the type of system and scenario, the interface also depends on the application program interface or operational workflow of the autonomous control system. For example, predictions by DT-P rely on an accurate diagnosis of the current reactor states in a NAMAC system [10], together with the identification of available control actions from the strategy inventory. Therefore, the input of DT-P in NAMAC must be compatible with the output of DT-D and strategy inventory.

![Figure 2. Definition for DTs based on three requirements.](image)

2.2 Digital Twins in the Nearly Autonomous Management and Control System

To adapt to new challenges in advanced reactors, DT technology is identified as a critical component of the modern autonomous control system. In the NAMAC system by Lin et al. [1], an operational workflow, as shown in Figure 3, is constructed based on probabilistic risk analysis report, operating procedures, and technical specifications of nuclear reactors. A hub of DTs, including diagnosis, prognosis, strategy inventory, and strategy assessment, are implemented and connected according to the operational workflow. The NAMAC system architecture discussed here is highly modular with a hub of DTs. It is believed that this has important advantages in scalability and interpretability, which will become more important when a much broader issue space is considered. Instead of having a super DT that covers all scenarios, NAMAC aims to have a hub of DTs with different functions that combines heterogenous knowledge and that interacts
with each other and with the environment. This is because in the complex system like nuclear reactor, learning process is rarely one-time training, but rather a training through different disciplines and variety of exercises. By dividing a complex learning task into a list of subtasks, each DT could perform, interact, and learn from their respective and less difficult tasks. Meanwhile, the big-data requirements on the full-scale and multi-physics system are relieved to separate-scale and simplified systems, where data is more feasible. Among all DTs, diagnosis and prognosis are critical in recovering full-flow conditions and preventing severe consequences. During accident scenarios, the DT-D reads the measurements from the reactor or simulator and produces the unobservable safety significant factors, like peak fuel and peak cladding temperature. Based on the diagnosed information, the strategy inventory is to identify all available control actions for mitigating the situation or shutting down the reactor. Meanwhile, the DT-P is activated for doing front running predictions that evaluate the consequences of different actions from the inventory and the initiating events from the DT-D. At last, these predictions are fed into the strategy assessment for finding the optimal path that satisfies specific goals and preference. At the same time, to stress the importance of AI trustworthiness, a discrepancy checker is included to monitor the differences between NAMAC expectations and observations. Measured by a distance metric, if the differences are larger than a limit, the DTs’ outputs or NAMAC’s recommendations can no longer be trusted either because it is operated outside the domain or there is too much uncertainty. In this case, a safety-minded signal, for example, scram command, will be send to the operator.

Figure 3. NAMAC operational workflow. DTs of different functions are connected and further coupled with the plant simulator for reading sensor data and injecting recommendations.
In the NAMAC system, machine learning algorithms, especially the artificial neural networks (ANNs), are used to implement DTs. The goal is to be adaptable and scalable with respect to issue space and to be friendly to big data. Although ML promises to find rules that are probably correct about most members of the set they concern [11], the no-free-lunch theory for ML states that when averaged over all possible data-generating distributions, every classification algorithm has the same error rate when classifying previously unobserved points [12]. In other words, no ML algorithm and learning scheme is universally better than any other. The best algorithm has the same average performance as merely predicting that every point belongs to the same class. As a result, a DAP is needed for DTs to learn and optimize the training and application of ML algorithms [1] [13]. The training process includes the tuning of hyperparameters, neural network architecture, learning parameters, etc., while the application includes the integration of ML-based DTs into a NAMAC system, the deployment of NAMAC into a reactor I&C system, the use of NAMAC system during accident scenarios, etc.
3 THE ROLE OF UQ AND SOFTWARE RISK ANALYSIS IN THE DT-DAP

The DAP is defined as a formalized process to ensure applications are transparently and consistently developed, assessed, and decided in accordance with the target expectations as set out in the planning stage. To furnish a recommendation, the NAMAC system is characterized by an operational workflow with interacting and reacting DTs consisting of different knowledge base sets/subsets. The development and performance of interacting DTs vary from one operation condition to another. To implement such a system, the details of each DT are analyzed separately from a reductionist point of view. However, in view of DT interactions and associated synergistic effects, such an approach may not lead to a credible NAMAC recommendation. Such an issue becomes critical when the implemented system is applied to different operational conditions. Since the generalization capability depend on the trade-off between data-distribution and network complexity [14], when DTs of different generalization capabilities are connected by the operational workflow, the credibility of NAMAC recommendation can hardly be traceable with only separate assessments. As a result, global considerations are needed to evaluate the interactive and synergistic effects such that the organization among complex interactions can be established. In many established DAPs and standards, a two-tiered approach, one based on the top-down or system approach, the other on the bottom-up or separate approach, is predicted by:

1. The need to minimize arbitrariness in deriving acceptance criteria.
2. The need to develop a methodology that is transparent, consistent, and practical.
3. The need to provide a technical justifiable basis for deciding the adequacy of DTs and NAMAC for the target applications in a timely and cost-effective manner.

The top-down approach is used to evaluate the impact of NAMAC software to the reactor digital I&C system and identify important DTs that need to be developed and assessed in greater detail by conducting a bottom-up analysis. The bottom-up approach focuses on the development and assessment of separate and important DTs. It conducts a detailed analysis such that all important requirements are fully addressed, and thereby, ensures the performance of DTs in the target applications.

Based on this principle, a Digital Twin Development and Assessment Process (DT-DAP) was recently proposed for the NAMAC system based on the Evaluation Model Development and Assessment Process (EMDAP) [3]. EMDAP is a framework that integrates requirements, knowledge-based generation, model development, and assessment throughout the life cycle of models. Developed by the U.S. Nuclear Regulatory Commission (NRC), EMDAP aims to describe an acceptable process for developing and assessing the evaluation models used to analyze transient and accident behaviors within the design basis of an NPP. The principle of developing and applying an EMDAP in a study on quantifying reactor safety
margins (NUREG/CR5249, Ref. 3), which applies the code scaling, applicability, and uncertainty evaluation methodology to a large-break loss of coolant accident. The purpose of that study is to demonstrate a method that could be used to quantify uncertainties as required by the best-estimate option described in the NRC’s 1988 revision to the Emergency Core Cooling System (ECCS) Rule (10 CFR 50.46) [15]. In EMDAP, the evaluation model assessment is divided into two parts. The first pertains to the bottom-up evaluation of the closure relations for each code, including their pedigree, applicability, fidelity to appropriate fundamental or separate effect data, and scalability. The second pertains to the top-down evaluations of code-governing equations, numeric, the integrated performance of each code, and the integrated performance of the overall evaluation model. Calculations of actual plant transients or large-scale integral effect tests are used as confirmatory supporting assessment for the top-down evaluations. Compared to the first part, the second usually has less resolution to determine the adequacy of individual models. However, it focuses on the applicability of EM to the target system and transient and evaluates the scalability of integrated calculations and data for distortions.

On one hand, it is critical to evaluate the adequacy of DTs based on similar principles in the EMDAP framework. On the other hand, since the DT is to support real-time reactor operations within the NAMAC system, it is deployed as an active component of control software in the reactor digital I&C system. Considering the significance of an I&C system to the safety of reactor operations, software hazard and reliability analysis is needed as a top-down evaluation for DTs. As a result, six basic principles are suggested in the DT-DAP:

(1) **Establish requirements for DT and NAMAC system capability.** The purpose of this element is to establish requirements for the DT, including the purpose of the control system, transient class, interface with the DT, model, and function, reactor types, etc.

(2) **Develop knowledge base.** Based on requirements, this element aims to construct a knowledge base including the issue space, simulation tool, and data repository. The issue space defines the scenario in mathematical formulations. The simulation tool is required to generate the training and testing data for the development and assessment of different DTs. The data repository has two elements: the knowledge element and the data element. The knowledge element includes reports or documents related to the safety design, analysis, operation, training, and benchmarking, etc. The data element consists of data generated by simulation tools and testing facilities for the development of DTs [16].
(3) **Develop DTs.** Element 3 develops DTs based on the knowledge base generated by Element 2 and the requirements by Element 1. For ML-base DTs, Element 3 establishes a training plan, including the training scheme, sets of hyperparameters, input/output features, normalization techniques, etc.

(4) **Assess the uncertainty of DT and NAMAC.** Based on the knowledge base, the DTs are assessed in two parts: a bottom-up approach and a top-down approach. The bottom-up approach evaluates the uncertainty of separate DTs, including their accuracy, generalization capability, and fidelity to proper subsets of the knowledge base. The top-down approach is to analyze the overall vulnerabilities, reliability, and impact of NAMAC as a software in the reactor I&C system. An integrated risk-informed analysis including software hazard analysis, reliability analysis, and consequence analysis should be performed to provide sufficient best-estimate results for system designers, which also provides technical support for detecting, preventing, and mitigating different types of cyber threats.

(5) **Assess adequacy.** The objective of this element is to evaluate the adequacy of DTs and NAMAC system based on the requirements, knowledge base, DT implementation, and DT assessment results. If DTs and the corresponding system are adequate, they are applied to target reactors, transients, and scenarios for risk analysis. If DTs and NAMAC do not meet the adequacy standard, users need to return to appropriate elements for corrections. The iteration will continue until all adequacy standards are met. For complex systems and scenarios, the assessment and decision-making should be conducted in a transparent, consistent, and improvable manner. Peer reviews by independent experts, quantitative frameworks for adequacy assessment, software requirements, etc., should be an integral part of the adequacy assessment process.

(6) **Provide comprehensive, accurate, and up-to-date documentation.** This element is designed for clear and credible adequacy assessment and decision-making. Since the DAP could lead to changes in importance determination, it is important that documentation of this activity be developed early and kept current.

Based on these principles, Figure 4 adapts the EMDAP to the DT-DAP for implementing a credible NAMAC with a set of acceptable DTs for furnishing recommendations to operators. The first five principles correspond to Element 1 to 5, respectively. Considering the complexity of the reactor system and the development process, the DT-DAP can be classified into two phases: scoping and refinement. In all phases, it is required that DT function and interface be implemented with the designed modeling approach for the target applications. Meanwhile, the DT errors are required to be evaluated such that they satisfy the acceptance criteria. At the scoping stage, the DAP is mainly driven by expert knowledge and user
experiences while assessment techniques are largely qualitative, including both sensitivity and uncertainty analysis. The goal is to identify dominant sources of uncertainty, evaluate their relative importance, and optimize the training plan based on experiences. However, there can be large uncertainty and bias due to the limited knowledge of user groups. Although the DT performance satisfies the acceptance criteria, it could be only applicable in the training domain or a specific class of scenarios. As a result, when the DTs and control system are applied to different transients, their uncertainty can be so large that it could alter other DTs and final decisions. In such conditions, the adequacy of the DT and the control system needs to be carefully investigated.

Figure 4. Scheme for the DT-DAP. Adopted from the EMDAP framework [3].

In a NAMAC case study [1], DT-D and DT-P are implemented with ML algorithms (i.e., feedforward neural nets) and assessed as separate DTs within the NAMAC system. Requirements (Element 1) are set up based on the NAMAC objective and operational workflow. Meanwhile, EBR-II and a partial LOFA due to primary sodium pump (PSP) malfunctions are selected as the type of reactor and transient, respectively. A knowledge base (Element 2) is constructed by first characterizing the LOFA issue space based on the speed curves of two PSPs. Next, a GOTHIC™ model for the primary side of EBR-II is constructed and benchmarked against experimental data [17]. A data repository is built by coupling GOTHIC with a statistical software named the Risk Analysis Virtual Environment (RAVEN) [18] [19] for sampling, data
generation, and storage. To train ML algorithms for DT-D and DT-P (Element 3), the database is first separated into training and testing according to the issue space characterizations. To test the generalization capability of DTs, the testing data contains “unseen” data points outside the training domain. Driven by the ML errors and user experience in ML training, the ML-based DT-D and DT-P are developed and improved. At last, the training root mean square errors equal 1.42°C and 0.54°C, respectively. To assess the performance of the DTs, they are first evaluated separately. It is found that the L1 relative error norms of both DT-D and DT-P in the testing domain are less than 5%. Other sources of uncertainty, including input time ranges, sensor failures, and target training losses, are evaluated and found to be strongly correlated with the error of DTs. Next, these DTs are assembled into NAMAC, and the NAMAC is further tested by coupling it with the GOTHIC plant simulator. A confusion matrix [20] is defined to quantify the accuracy of the NAMAC system in classifying the predicted consequence of control actions. It is found, when NAMAC is operated within the training issue space, the confusion ratio equals zero, indicating a reasonable recommendation that is consistent with the historical norm of human operation. However, when the issue space is outside the training domain, the confusion ratio grows, indicating the recommendations are either too conservative or could lead to component failure. To further reduce the uncertainty of NAMAC, advanced ML algorithms, different network architectures, samples of hyperparameters, etc., are used.

It can be found from this DT-DAP that UQ methods play key roles in the bottom-up approach for evaluating the performance of separate DTs with respect to different sources of uncertainty. The software risk analysis is critical to the top-down approach, which determines the potential failures of the NAMAC system, impacts to the reactor I&C systems, reliability of control systems and digital SSCs, and safety consequences during reactor operations. To guide the selection and further development of specific techniques, the following sections review a class of UQ and software risk analysis. Section 4.1 reviews the definition for UQ together with three classical UQ methods and one newly proposed meta-learning for ANN-based DTs. Section 4.2 reviews methods for software hazard, reliability, and consequence analyses, together with an integrated risk assessment strategy for digital I&C systems.
REVIEWS ON TECHNIQUES FOR UNCERTAINTY QUANTIFICATION AND SOFTWARE RISK ANALYSIS

4.1 Uncertainty Quantification for Machine-Learning-based Digital Twins

As a critical technique to the separate DT assessment, various UQ techniques can be applied to identify the sources of uncertainty and evaluate their impacts on their DT outputs. Since NAMAC adopts ANNs, classical techniques—including Bayesian inference—interval analysis, and fuzzy theory, are reviewed first. They are classified as classical since these methods generally follow the flowchart in Figure 5. At the same time, a newly proposed meta-learning technique is reviewed based on an updated scheme.

Figure 5. Schematic flowchart of uncertainty analysis, including examples of inputs and outputs for each component.

4.1.1 Uncertainty Quantification Methods

In the process of verification and validation, UQ is an inherent procedure that refers to the activity of identifying and understanding all possible uncertainties within the system of interest. From the fundamental essence, uncertainty can be classified into two categories: epistemic and aleatory uncertainty [21]. The aleatory uncertainty is induced by inherent variation or randomness. Although aleatory uncertainty is not reducible, it can be accurately described with a sufficiently large number of samples. Epistemic uncertainty
arises due to a lack of knowledge, and if sufficient knowledge is added, the epistemic uncertainty can be eliminated [22]. In scientific applications, it is usually hard to distinguish these two uncertainties. Depending on the questions, uncertainty classifications can be different for the same problem. It is also argued in some literature [21] that the aleatory can be interpreted as epistemic uncertainty by the principle of direct inference. In this study, discussions will be limited to the treatment of epistemic uncertainty. Two approaches exist for representing an epistemic uncertainty: the interval with no associated probability distribution function (PDF) or the degree of belief by a PDF. The latter approach is usually known as the Bayesian approach to UQ while the former is usually based on the interval arithmetic, where no value is truer than any other value. Detailed discussion is beyond the scope of this study, which mainly investigates the Bayesian approach.

In scientific computing, it is important to identify all sources of uncertainty. If a fixed value is known precisely, the simulation uncertainties can be treated as deterministic. Otherwise, they are represented with probability. There are three sources of uncertainty: model inputs, model form, and numerical approximation. Model inputs mainly include the model parameters, initial and boundary conditions, and geometry. Usually, the input uncertainties are characterized or calibrated based on expert opinion, measurements, theories, etc. If the input uncertainties are represented by a distribution function, they will be propagated by performing a number of individual simulations with sampled inputs. The number of simulations depends on the problem specifications, including the linearity of the equation systems, dependence among different inputs, sampling techniques, etc. The model form uncertainty mainly comes from the assumptions that models rely on [23], and it is usually characterized by the validation process. For models that are built on PDEs, numerical approximations become an important source of uncertainty. The process of determining uncertainties associated with numerical approximations is known as verification. Specifically, the uncertainties of numerical approximations can be further divided into four components: discretization error, iterative convergence error, round-off error, and programming mistakes. Various methods have been developed for estimating numerical error, including a higher-order estimator [24] [25] and residual-based estimator [26]. Engineering standards like the grid-convergence index method have also been made to guide mesh convergence studies [27] [28]. Figure 5 previously showed a schematic flowchart for the UQ process. Examples of inputs and outputs for each component are shown in the figure.

The UQ framework provides a consistent and straightforward scheme for estimating and propagating the uncertainty to the total uncertainty. This study reviews three algorithms for characterizing and propagating uncertainty, including Bayesian inference, interval analysis, and fuzzy sets. Bayesian inference and interval analysis both describe uncertainty by probability theory, and the probability is treated as a degree of belief in a hypothesis. Bayesian inference assumes a prior distribution can be quantified or elicited precisely, and
there is no distinction between epistemic and aleatory uncertainty. Interval analysis assumes that the true value locates somewhere within the range, and this fact does not imply a uniform distribution over this interval. Meanwhile, Ferson et al. [29] argue there are two kinds of uncertainty—one arises as a variability resulting from heterogeneity or stochasticity while the other arises as partial ignorance resulting from systematic measurement error or subjective uncertainty. As a result, the interval analysis should be used to propagate ignorance, and probability theory is used to propagate variability. The fuzzy set is an extension of the interval analysis, but with gradual assignment within the range:

- **Bayesian Inference**: Within the Bayesian inference framework [30], a prior distribution $f_X(x)$ for the uncertain parameters of the model is first assumed. Next, such a distribution encapsulates the current understanding of the values and provides a likelihood function, $P(B|X = x)$. Using this prior distribution and the results of the simulation or experiment $P(B)$, the posterior distribution $f(x|B)$ can be generated via the Bayes formula: $f(x|B) = P(B|X = x)f_X(x)/P(B)$. With Bayesian inference, the prior statistical analysis of a model parameter can be updated based on additional simulation or experiment results. The updated statistical properties for the uncertain parameter are characterized by the posterior distribution. These properties can be directly sampled from the distribution [31] and propagated through the simulation. To support the development of ANNs, Bayesian inference is used by assigning prior uncertainty on network weights; thus, it provides uncertainty about the functional mean through posterior predictive distributions [32]. These networks are known as Bayesian neural networks (BNNs). In literature, posteriors inferred by Hamiltonian Monte Carlo [33] are frequently used as ground truth. Since Hamiltonian Monte Carlo scales poorly on high-dimensional parameter space and large datasets [34], efforts have been put on variational methods—including Bayes by backprop [35], matrix-variate Gaussian [36], Bayes by hypernet [37], etc. However, Yao et al. found that the capability of BNN in capturing application data depends on the selection of inference methods and error metrics [38]. Meanwhile, it is found that BNN shows limited capability in predicting data outside the training domain as compared to non-Bayesian methods.

- **Interval Analysis**: Interval analysis [39] is developed to represent uncertainty with imprecise probability. Assume $x_i \in X$ is one of the inputs to the model $y = F(X, \{a\})$ and $x_i$ belongs to a certain interval $x_i \subset [a, b]$. The interval analysis aims to determine the minimum and maximum values of $y$ with either naïve [40] or optimization approach. For naïve approaches, uncertainty is propagated with interval arithmetic: Every variable is represented as two numbers, which bound the true value of the variable. Therefore, the uncertainty propagation is made by simply changing the type of variables in the computer code from a single-number type to an interval. Although this extension to interval variables can be useful in some instances, the so-called dependency problem reduces the uses of such
methods in general [40] and tends to overestimate the final uncertainty. Muhanna et al. [40] have processed the interval quantities through finite element computations, where the uncertainty overestimation is almost eliminated. However, such techniques have only been applied to linear problems, and their capability in complex system remains unknown. To deal with functions with large input spaces, optimization techniques, like gradient descent methods or evolutionary optimization schemes, are used to search for the minimum and maximum values of $y$. Interval analysis [39] has also been applied to quantify uncertainty and to optimize neural network outputs [41]. However, for a complex system where different sources of uncertainty are not independent, the bounds can be overestimated by interval analysis [40]. Indeed, the drawbacks of interval analysis—i.e. dependency effect and high computational load—can hardly be avoided. Although with Taylor models, the interval analysis results in an excellent convergence for small intervals, the dependency effect remains and becomes even worse when evaluating large input domains [42]. Meanwhile, because interval analysis treats information in terms of binaries, a gradual assignment of elements to the interval or a weighting of elements within the interval cannot be accounted for. Consequently, a degree of confidence that a particular event occurs cannot be deduced with the aid of interval quantities alone.

- **Fuzzy Theory** [43]: As an extension of the interval analysis, the interval of fuzzy sets is assessed or weighted with the aid of membership values from a continuous function. There are three main semantics for membership function: similarity, preference, and uncertainty [44]. For the uncertainty semantic, membership values can be treated as a subjective assessment based on the degree of epistemic possibility. Meanwhile, expert evaluations and imprecise values can be integrated into the fuzzy set, including linguistic variables, uncertain measurements, etc. More details about fuzzy modeling based on imprecise data are discussed in [45]. Because fuzzy systems are able to approximate any nonlinear function within the range of a desired accuracy, fuzzy logics are combined with the neural networks, known as a neuro-fuzzy system (NFS) for modeling and control [46] [47]. Pezeshki et al. have compared NFS against ANN to predict building thermal consumption outside the training domain [48]. Although NFS has better generalization capability, the computations are more time-consuming, and learning is also expensive. This is caused by the complex underlying deterministic computation (mapping model). When the number of rules gets larger, the model delays become high and can hardly be used for problems of industrial size.

4.1.2. **Meta-Learning**

When people learn new skills, they usually start from skills learned earlier in related tasks, reuse approaches that worked well before, and focus on what is likely worth trying based on experience [49]. Similarly, when
ML models are trained for a specific task, experiences with related training tasks could also improve the training with fewer iterations and errors. These techniques are known as meta-learning, and it divides one big learning task, which is expected to fit to a range of new tasks, into two hierarchies of learnings: base learner and meta learner. Compared to the classical training for ML-based DTs, denoted as the base learner, a meta model exists that optimizes the base learner by updating its parameters via a meta knowledge base. As shown in Figure 6, assume there is a set of parameters, $\theta$, which directly affect base learner performance and is highly adaptable to task properties and applications. During the course of meta-learning, denoted by the bold line, meta learner $L$ for a set of task $[t_1, t_2, t_3 \ldots]$ optimizes parameter $\theta$ such that when a gradient step is taken with respect to a particular task, $t_i$, denoted by the thin lines, the parameters are close to the optimal parameters $\theta_i^*$ for task $t_i$. Meta-learning techniques do not make assumptions on the form of the model, and the parameters for meta-learner, $L$, known as meta-features, are extracted from the knowledge base.

Figure 6. Diagram of meta-learning techniques.

Figure 7 shows the flowchart for meta-learning techniques aiming to find the best ML-based DTs for new tasks based on experiences from prior tasks. The flowchart is adapted from the general learning scheme for meta-learning by Brazdil et al. [50]. First, given a knowledge base from prior tasks, a meta-knowledge base is constructed by extracting meta-features from the knowledge base. Next, for a new task, meta-features are extracted and compared with the prior task meta knowledge base for searching, evaluating, and matching an optimized ML model that could maximally reach the acceptance criteria. Red blocks with round corners represent two major steps of meta-learning [51]:

(a) A meta knowledge base describes prior learning tasks, evaluation results, and previously learned models. Depending on meta-feature extraction techniques, prior learning tasks can be: (1) the exact
algorithm configurations used to train the models, like hyperparameter settings, pipeline compositions and/or network architectures; (2) the task itself, like the statistical properties of databases, issue spaces, and differences in initial/boundary conditions in the simulation tools; and (3) the evaluation results, like model accuracy, model performance, or training time.

(b) Based on the prior meta knowledge base, new task properties, and the meta-feature extraction techniques, meta-learners are developed to search, match, or explore the best ML models. For evaluation-based techniques, the best model is explored by searching for the optimal ML configurations from the meta knowledge base that could maximize the performance function. For task-based techniques, prior tasks that best match new tasks are identified, and ML models with similar configurations to the prior tasks are selected. For prior-model-based techniques, an initial guess is made with the prior model. New models are explored based on prior knowledge and corresponding feedback.

Figure 7. Schematic flowchart for meta-learning algorithms that aims to find the best ML algorithm and model.

These two components make up meta-learning, and such a task is used to be performed by a single and big ML training and assessment process. After the implementation of meta-learning, the best ML-based DT is assembled in the autonomous control system or reactor system for the intended uses. It is stressed that either the meta knowledge base or the ML training and retraining cannot deviate completely from the prior tasks,
even though there are new meta knowledge bases extracted from new datasets, inputs, and knowledge. Based on the current review on meta-learning, there still needs to be a certain amount of overlap between the new and prior tasks to ensure ML performance [50] [51]. The following sections review how these three classes of meta-feature extraction and corresponding meta-learner identify the best ML-based DTs for a new task in detail:

- **Learning from Model Evaluations**: Consider a set of prior tasks $t_j \in T$ and a set of learning algorithms defined by their configurations $\theta_i \in \Theta$, where configurations can be hyperparameter settings, network architecture components, or training parameters. Assuming that $\mathbf{P}$ is the set of all prior scale evaluations $P_{i,j} = P(\theta_i, t_j)$ for configuration $\theta_i$ and task $t_j$, based on predefined evaluation measures like accuracy, or model-evaluation techniques, like cross validation. $\mathbf{P}_{\text{new}}$ is the set of new evaluations $P_{i,\text{new}}$ on a new task $t_{\text{new}}$. The objective of meta-learning algorithms is to have a meta-learner $L$ such that the recommended configurations $\Theta_{\text{new}}$ can be found for a new task $t_{\text{new}}$. The meta-learner $L$ is usually trained by predefined meta-data repositories, which aims to predict $\mathbf{P}_{\text{new}}$ based on the configurations. One of the popular approaches is sequential model-based optimization (SMBO) [52]. As a model-based approach, SMBO approximates $L$ with a surrogate model, like expected improvement [53], conditional entropy of the minimizer [54], and bandit-based criterion [55].

- **Learning from Task Properties**: Considering there are a set of prior tasks $t_j \in T$, while each task can be described with a vector $\mathbf{M} = (m_{j,1}, ..., m_{j,K})$ of $K$ meta-features. These features can be used to define the task similarity and information from the most similar tasks can be transferred to the new task $t_{\text{new}}$. Moreover, a meta model $L$ can be constructed between a task’s meta-features and the utility of specific configurations $\Theta_{\text{new}}$ given the meta-features $\mathbf{M}_{\text{new}}$ of the new task $t_{\text{new}}$. In addition to some commonly used meta-features like ANalysis Of Variance (ANOVA) p-value, principal component analysis (PCA) skewness, covariance, correlation, etc. [56], a model that generates a landmark-like meta-feature representation $M'$ given other task meta-features can be trained by performance data $\mathbf{P}$. Sun et al. [57] evaluated a predefined set of configurations $\theta_i$ on all prior tasks $t_j$, and generated a binary meta-feature $m_{j,a,b} \in \mathbf{M}$ for every pairwise combination of configurations $\theta_a$ and $\theta_b$, which indicates where $\theta_a$ has better performance than $\theta_b$. As a result, a set of meta-feature representation $M' = (m_{j,a,b}, m_{j,a,c}, m_{j,b,c}, ...)$ can be generated that compares every pairwise combination of ML configurations. Perrone et al. [58] have trained a feedforward neural network that learns and expands the original ML configurations into $\theta'$ such that a linear surrogate model can accurately predict $\mathbf{P}_{\text{new}}$ with $\theta'$. In [59], a concept of physics coverage condition (PCC) was defined to represent the coverage or similarity of existing data/tasks and target data/tasks by distinguishing task properties based on both
global and local characteristics. The global condition includes dimension, geometry, physics, and statistical features that are determined based on domain knowledge. The local condition covers variables and information in local cells or fields and data distributions. It is found that new tasks with completely new global characteristics can be very similar to prior tasks when their local characteristics are identified [60].

- **Learning from Prior Models:** In previous methods, a meta-learner $L$ is trained based on the predefined meta-data or meta-features and applied to a new task $t_{new}$. However, this third type of algorithm uses ML models by prior tasks $t_j$ as starting points for creating new ML models for new tasks $t_{new}$. Such algorithms are also known as transfer-learning [61]. They have been used for optimizing ANN hyperparameters and architectures. Schmidbuher [62] developed a method that can modify the weight of neural networks based on observed errors. The updating scheme is a differentiable parametric model, and both the network and learning algorithms are trained jointly by gradient descent. Bengio et al. [63] proposed learning updates by parametric rules, the parameters of which are optimized with a gradient descent method. Because simple rules may not be applicable to complex tasks, Runarsson et al. replaced those rules with a neural network [64]. Younger et al. [65] connected the above transfer-learning threads by allowing for the output of backpropagation from one network to feed into an additional learning network, while both networks are trained jointly. The forms of prior models are not limited to DDMs; a meta learner can learn from physical laws, mechanistic models, and reasoning rules as well. Ioannou [66] proposes a structural prior for convolutional neural networks. A convolutional filter is learned from a collection of basis filters for reducing the spatial and channel connectivity in conventional neural networks without compromising accuracy. Seo and Liu [67] created a differentiable physics-informed graph network to incorporate implicit physics knowledge from differentiable physics equations. The graphic model handles spatially located objects and their relations from equations as vertices and edges. Meanwhile, a recurrent computation is developed to learn the temporal dependencies. Raissi et al. [68] combined a physics-informed and physics-uninformed neural network for coupling the dynamics of passive scalar and Navier-Stoke equations with automatic differentiation. During the training, the residuals velocity and pressure fields at a finite set of points based on the Navier-Stoke and transport equation are incorporated into the loss function. By minimizing the loss function with physics “penalty,” Navier-Stokes equations are “encoded” into the neural network while being agnostic to the geometry or the initial and boundary conditions.

Classical UQ techniques can be used in the bottom-up DAP for evaluating and improving the performance of separate DTs. It is suggested from the review that the specific selection depends on the target problem and requirements. For example, Bayesian inference is suitable for inverse problems, with model parameters
as the key sources of uncertainty, and it usually needs an accurate estimate on the prior distribution for uncertain parameters. Interval analysis can distinguish the different types of uncertainty, but it suffers from a dependency problem that requires high computational sources. Fuzzy theory can be combined with neural networks as NFS for improving their generalization capability. It can also be used for linguistic expressions and expert inputs. However, for complex or fast-transient problems, NFS can have large model delays and the training becomes computationally expensive. Moreover, classical UQ techniques have not considered the effect of data quality, data quantity, or domain knowledge, which all have proven to be critical to the generalization capability of ML algorithms [11]. Meta-learning is a newly proposed concept for improving the learning and generalization capability of neural networks with three major techniques. Instead of starting every UQ task from scratch or making a guess, meta-learning stresses the importance of prior knowledge. The objective is to identify and extract useful information in model evaluation results, prior task properties, and prior model for the new tasks. It is believed that as more tasks are learned and more prior knowledge is stored by the meta learner, the new task will become more similar and the generalization capability of ANNs will be naturally improved. Among all three meta-learning techniques, learning from the prior model, or transfer-learning, appears to be the most effective approach in incorporating and leveraging the underlying physics laws and governing equations to the development of ML and ANNs.

4.2 Risk-informed Analysis for Digital Systems in Nuclear Power Plants

For a digital-based I&C system, like an AI-guided autonomous control system, the failure of the I&C function results from either a hardware or software/digital failure which may result from the uncertainties AI/ML predictive capabilities. Recent development and deployment of digital I&C technologies in NPPs presented some technical issues, such as software common cause failures (CCFs) and the lack of onsite plant experience, especially for safety-related systems [74] [75]. Therefore, safety-related digital I&C systems in NPPs are required to have diverse and redundant designs for prevention and mitigation of specific CCFs [75]. Although activities have been made to develop digital system models (particularly for software CCFs), no suitable approaches have been generally accepted in current NPP PRA efforts considering the complexity of failure causes and system designs. For AI-guided autonomous control systems, some systematic and multiple inappropriate automated and automatic actions could be actuated because of not only traditional digital/software CCFs, but also uncertainties of AI/ML predictions or specific cyber-attacks to embedded AI/ML. Consequences of these inappropriate actions may significantly affect reactor safety, especially when these actions are relevant to safety-related or safety-significant components. In June 2020, the NRC published a new version of NUREG-0800 “Guidance for evaluation of potential common cause failure in digital I&C systems”, which provided guidance for reviewing a licensee or applicant’s evaluation of 1) a digital I&C system’s vulnerability to CCF due to latent defects in
the software or software-based logic; 2) the effects of such a CCF on plant safety; and 3) the measures implemented to limit, mitigate, or cope with the effects of the CCF. Digital I&C systems are categorized into four types according to whether they are safety-related or safety-significant. The assessment for the safety-related and safety-significant systems (defined as A1 systems) should consider the susceptibility to CCF of the integrated system and the consequences of CCFs that could affect the integrated or interconnected A1 systems. Accordingly, a defense-in-depth and diversity (D3) assessment should be performed to verify the design maintains defense-in-depth and meets applicable requirements.

For those autonomous control systems designed for safety purposes, diverse and redundant features should be designed to avoid single points of failure. Accordingly, software CCFs may occur in different DT software for different intended uses in one autonomous control system, or redundant DTs for the same intended use. Therefore, suitable methods for the hazard and reliability analysis of DT software should be selected and applied to analyze the vulnerability and reliability of DT, particularly to potential software CCFs in a NAMAC system.

4.2.1. Methods for Software Hazard Analysis

Software hazard analysis aims to identify the root causes that may lead to functional failure, unintended function, inadvertent function, or operational degradation of the target software. These root causes can be design defects of software, external disturbances, hardware random failures, cyber-attacks, or human errors. Hardware failure modes and human errors (of operators, engineers, designers) can be identified using traditional hazard analysis methods like failure mode effect analysis (FMEA) and fault tree analysis (FTA), which have been performed for PRA of analog systems in NPPs in past decades. However, systematic interactions between digital systems and other NPP components, between internal components of one digital system and between different digital systems that often result in some unanalyzed digital failure modes are difficult for FMES and FTA to track [69]. One potential major concern in the licensing of new DT software designs for autonomous controls is the uncertain risks resulting from CCFs in DT software, particularly in the control systems with safety features that have redundant designs. It has been observed in NRC staff reviews of failure modes in digital safety systems that FMEA does not address CCFs that result from systemic causes such as engineering deficiencies. [70] In addition to systematic interactions, there are some other factors determining these traditional successful hazard analysis methods for analog systems not suitable for analyzing software or digital failure modes in advanced digital AI-guided systems. First, technically, software or digital platforms never “fail” because they are designed or programmed by human for some specific functions or conditions and always perform as what are designed inside. However, some trivial assumptions made or restrict requirements followed during software development life cycle (SDLC)
may not meet some extreme conditions or unexpected conditions in new operating environment due to upgrades. It is shown that a majority of software issues causing serious accidents have been investigated as design defects or incompleteness of requirements in SDLC, other than in the implementation process of these requirements [84].

To investigate how undesired systematic failures can result from inappropriate assumptions or incompleteness of design requirements during SDLC, a hazard analysis method called systems-theoretic process analysis (STPA) was developed by Leveson [71] to identify systematic hazards that may lead to undesired or unexpected losses. STPA was performed to investigate the risk of a digital main steam-isolation valve in NPPs in 2012. [72] In 2014, STPA was also performed for the hazard analysis of an aircraft automatic braking. [73] However, as a qualitative hazard analysis method, STPA only focuses on identifying systematic hazards and providing recommendations on elimination of causal factors, it doesn’t provide quantitative risk-informed information for the estimation of hazard consequences, which is important for the D3 assessment of safety-related and safety-significant digital I&C systems in NPPs. Then hazard and consequence analysis for digital systems (HAZCADS), a novel approach for hazard analysis was developed by the Electric Power Research Institute and Sandia National Laboratories to build an integrated fault tree by adding applicable software failures identified by STPA as basic events into the hardware fault tree built by FTA. [74] STPA and HAZCADS are both recent advancement in hazard analysis of digital systems, however, technical approaches were not developed to identify and quantify potential software/digital CCFs that may become significant due to the complexity of redundant designs in both traditional safety-related digital systems and AI-guided autonomous control systems with multiple automated safety features. Therefore, a new hazard analysis method of DT software should be developed to systematically analyze the vulnerability of DT software and provide technical basis for DT software reliability analysis, particularly to potential software CCFs that may be caused by AI/ML uncertainties.

4.2.2. Software Reliability Methods

In this section, several available software reliability methods are reviewed with the objective to classify potential techniques that can be used to quantify software failure probabilities of digital I&C systems at NPPs. Generally, there are two types of digital I&C systems at an NPP: a non-safety I&C system, such as the feedwater control system, and a safety system, such as the reactor trip system (RTS). Compared to non-safety systems, safety systems may have different failure modes. For instance, the RTS may fail to provide a trip signal when needed or send a spurious trip signal when not needed. Given the occurrence of an
initiating event that leads to the need for a reactor trip, the first failure mode should be modeled in the PRA model in terms of a demand failure probability. And the latter failure mode should be identified as one of the initiating events, just as a failure of the feedwater system is modeled. This example shows that even for a single digital system, a different reliability method may be needed for application to different failure modes of interest [75].

Currently, none of existing methods becomes a general agreement for software reliability analysis of NPP digital I&C systems. Three types of these methods have been reviewed in [75]:

1. **Reliability Growth Methods** [76]. These are time-based methods that estimate software failure rates using test data. They can also predict the time to next failure and the required time to remove all faults. Reliability growth models are based on the sequence of times between observed and repaired failures. Different reliability growth methods contain different assumptions about how variables, such as failure rate and expected number of failures, change with time. The obtained failure rates from the reliability growth methods are usually in good agreement with the actual data. However, because the method is driven by test-failure data, the reliability of the software is not very high considering the significant testing impact. Therefore, for nuclear applications requiring high reliability, these models become unfeasible. Meanwhile, the testing environment may not fully represent the actual operational condition. Where the software is exposed during operation, the estimated failure rates may not accurately reflect the real number.

2. **Bayesian Belief Network methods** [77]. These are methods that use a probabilistic graphic model to describe a set of random variables and their conditional independencies using a directed acyclic graph. As a general method, BNN can model subjective opinions of experts and combine disparate information. It can also account for uncertainties in parameters within the scope of the model [78]. Moreover, instead of having full dependency among the random variables, BNN has relatively simple connections with localized conditional probability distributions, but the expert elicitation can be difficult to quantify when determining these discrepancies. Moreover, due to a lack of explainability of DDMs and ANN-based DTs, the collection and quantification of evidence can be very challenging.

3. **Test-Based Methods** [79]. Standard statistical methods are employed to run several tests and get the number of measured failures. However, similar to the problem seen in the reliability growth method, the operational condition may not be well defined, resulting in the inaccurate testing results generated. Moreover, because NPPs usually require high reliability for safety-critical software with very small failure probability (e.g., $10^{-5}$) [80], to gain statistical confidence in such a parameter, at least $3 \times 10^5$ successful tests need to be conducted to reach a confidence level of 0.95.
Although there is no agreement yet on which method to use, it has been agreed that software failure could and should be analyzed probabilistically. Some desirable characteristics are suggested in [75]: the method should be able to demonstrate high reliability of a safety-critical system and the method should account for the differences between testing conditions and operational profiles. A similar conclusion was made in the Workshop on Philosophical Basis for Incorporating Software Failures in a PRA [81]. The panelists universally agreed that: (1) software fails; (2) the occurrence of software failures can be treated probabilistically; (3) it is meaningful to use software failure rates and probabilities; and (4) software failure rates and probabilities can be included in reliability models of digital systems. According to the reviews in [82], software CCFs have been modeled in NPP PRA because they lead to the top event directly. Software CCF is generally modeled between processors with redundant designs and functions with the same application software and platform. This is similar to the module level of hardware failure depending on how many details are required to describe the features affecting the reliability of a software-based system. In [83], four different software failures were considered in the design-phase PRA conducted for an automation renewal of the Loviisa NPP: (1) independent failure; (2) CCF of a single automation system; (3) CCF of 16 programmed systems with the same platforms and/or software; and (4) CCF of programmed systems with different platforms and/or software.

4.2.3. Integrated Risk Assessment Strategy for Digital I&C Systems

In 2019, the Risk-Informed Systems Analysis (RISA) Pathway of the U.S. Department of Energy’s (DOE’s) Light Water Reactor Sustainability (LWRS) Program launched a project that aims to provide solid technical supports and risk-informed insights for the development and deployment of safe, secure, efficient and licensable digital I&C technologies in NPPs. [84] [85] An integrated Risk Assessment process for Digital I&C (RADIC) was proposed in this project including two phases: risk analysis and risk evaluation. Risk analysis aims to identify hazards of digital-based SSCs, estimate their failure probabilities, and analyze relevant consequences by performing hazard analysis, reliability analysis, and consequence analysis. The results from the risk analysis are compared with the specific risk-acceptance criteria in the risk evaluation. The schematic of the risk-assessment strategy for digital I&C systems is displayed in Figure 8. The tasks of the RADIC process are to evaluate whether the risk from digital failures can be accepted at the individual, system, and plant levels.
As the first part of risk analysis, hazard analysis needs to identify all potential software failures and hardware failures. Acceptance criterion is defined as, “Does the individual digital failure directly lead to the loss of function of the digital system?” The key outcome of hazard analysis is the integrated fault tree that includes both hardware and software failures, and its cut set for the top event. The top event is normally set as the loss of function of the target digital system. The “individual digital failure” in acceptance criterion refers to every basic event in this integrated fault tree for this specific top event, which can be a hardware failure, software failure, or human error. If the occurrence of this individual failure (e.g., software CCF) can result in the top event regardless of the occurrences of other basic events, its risk is not acceptable for the acceptance criterion. Accordingly, a redundancy-guided systems theoretic approach was developed safety-related digital I&C systems for supporting I&C designers and engineers to address both hardware and software CCFs, and to qualitatively analyze their effects on system availability. It also provides a technical basis for implementing following reliability and consequence analyses of unexpected software failures and recommending on the optimization of D3 analyses in a cost-efficient way. Targeting at the complexity of redundant designs in safety-related digital I&C systems, this approach integrates STPA, FTA and HAZCADS to identify software CCFs effectively by reframing STPA in a redundancy-guided way: (1) framing the complexity of the redundancy problem in a detailed representation; (2) clarifying the redundancy level using FTA before applying STPA; (3) building a redundancy-guided multilayer control structure; and (4) locating software CCFs for different levels of redundancy. This approach has been...
demonstrated and applied for the hazard analysis of a four-division digital RTS [86] and a four-division, digital, engineered safety features-actuation system [87].

The second part in risk analysis is reliability analysis with the tasks of: (1) quantifying the probabilities of basic events of the integrated FT from the hazard analysis; (2) determining the optimal basic component combinations for prevention and mitigation; and (3) estimating the probabilities of the consequences of digital system failures. The respective acceptance criterion is defined as, “How reliable is the digital system with the identified digital failures existing?” According to [84], quantification of failure probabilities is the main outcome for both single failure events and consequences. For different designs and requirements from licensing regulators, the set point for reliability probability should integrate the efforts and experiences from industry, regulators, and researchers. Bayesian networks and CCF modeling methods are incorporated to estimate the failure probabilities of basic events, particularly the software CCFs.

As the third and final part, consequence analysis should be implemented to evaluate the impact of consequences of digital failures on plant responses. The respective acceptance criterion is defined as, “Are the consequences of individual digital failures acceptable at the plant level?” The main concern is that some software failures have the potential to initiate an unanalyzed event or scenario that may not be analyzed before and, therefore, to threat reactor safety, such as by core damage or a large early release. The PRA results from the previous reliability analyses are supposed to provide different risk-significant accident scenarios for the multi-physics best-estimate plus uncertainty analysis. The capability has been built by different platforms such as the INL-developed LOTUS [88] and RAVEN [18] [19].
5 CONCLUSIONS

To achieve an alignment of nuclear power plant (NPP) safety design, evaluation, operator training, and emergency management, a NAMAC system is developed to furnish recommendations to operators for effective actions that will achieve particular goals, based on the NAMAC’s knowledge of the current plant state, prediction of the future state transients, and to reflect the uncertainties that complicate the determination of mitigating strategies. Such knowledge is extracted from the knowledge base and stored in the DTs of various functions. Considering the capability of data-driven algorithms in capturing nonlinear relationships with the complex reactor system and supporting real-time operations, ML algorithms (e.g., ANNs have been used in the NAMAC system as the DTs for diagnosis and prognosis). To ensure the consistency and transparency for the development of DTs, a DAP is suggested to guide the development and assessment of DTs according to the target expectations as set out in the planning stage. In this process, a two-tiered approach, one based on the top-down or system approach, the other on the bottom-up or separate approach, is predicted to minimize arbitrariness in deriving acceptance criteria, to develop a methodology that is transparent, consistent, and practical, and to provide a technical justifiable basis for deciding the adequacy of DTs and NAMAC for the target applications in a timely and cost-effective manner. It is found that UQ methods play key roles in the bottom-up approach, while software risk analysis is critical to the top-down approach. To guide the selection and further development of specific techniques, this study reviews a class of UQ and software risk analysis.

It is found that classical UQ techniques, including Bayesian inference, interval analysis, and fuzzy theory can be used to support the bottom-up approach in the DT-DAP. However, their applicability depends on the requirements in computational costs, target task and system complexity, and the availability of prior knowledge. Moreover, classical UQ techniques usually do not consider data quality, data quantity, or domain knowledge, and thus have limited improvement to the generalization capability of ANNs. Meta-learning, especially the transfer-learning techniques, can be used to improve the learning and generalization capability of ANNs. It is believed that as more tasks are learned and more prior knowledge is stored by the meta learner, the new task will become more similar and the generalization capability of ANN-based DTs will be naturally improved.

During the operation of ML-based DTs and respective autonomous control systems that are designed for safety purposes, crucial software CCFs may occur in different DTs for different intended uses in a NAMAC system or in redundant DTs for the same intended use. The capability of an integrated risk-informed analysis, such as the RADIC process, is significantly needed to meet the regulatory and industrial requirements for licensing and deployment of intelligent digital I&C systems (e.g., NAMAC system).
A systematic hazard analysis should be applied to construct a knowledge base of plant anomaly causes, including all potential failure modes (e.g., digital and mechanical malfunctions, human errors, physical and cyberattacks, environmental disturbance, etc.). Respective probabilities of these root causes should be provided by reliability analysis to evaluate the reliability of DT and the NAMAC system. Considering that some failures, especially software CCFs in DTs, may introduce some unanalyzed initiating events to the autonomous control systems, results from consequence analysis should be used to evaluate the impacts of these unanalyzed events and sequences on entire-plant responses. All the information is useful for the real-time operation of ML-based DTs.
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