Abstract—This study deals with two-dimensional (2D) signal processing using the wavelet packet transform. When the basis is unknown the candidate of basis increases in exponential order with respect to the signal size. Previous studies do not consider the basis as a random variable. Therefore, the cost function needs to be used to select a basis. However, this method is often a heuristic and a greedy search because it is impossible to search all the candidates for a huge number of bases. Therefore, it is difficult to evaluate the entire signal processing under a criterion, and also it does not always guarantee the optimality of the entire signal processing.

In this study, we propose a stochastic generative model in which the basis is regarded as a random variable. This makes it possible to evaluate entire signal processing under a criterion called Bayes risk function in the framework of statistical decision theory. Moreover, we can derive an optimal signal processing scheme that achieves the theoretical limit by using well-known theorems in the framework of statistical decision theory. In the derived scheme, all the bases are weighted by the posterior probability. This shows that any single basis should not be chosen under the Bayes criterion.

In this study, we use this stochastic generative model for denoising. However, there is a problem with the scheme that achieves the theoretical limit. The problem is that the amount of computation increases exponentially with respect to the size of the signal. To solve this problem, we have derived a recursive algorithm that utilizes the property of prior distribution assumed for the basis. This algorithm successfully reduces the computational complexity from the exponential order to the polynomial order without loss of optimality.

In section IV we conduct two numerical experiments about the derived algorithm. The first is an experiment on the posterior distribution of the basis. In this experiment, we confirm that the posterior probability of the true basis is high. The second is an experiment to see the value of Bayes risk function. In this experiment, we compare the value of the Bayes risk function of the proposed method with that of the denoising method under some fixed wavelet packet bases to confirm the effectiveness of the proposed methods.

II. PROPOSED MODEL

In this section, we define Walsh wavelet packets basis (see e.g. [6]) and propose a stochastic model. In the following, we
assume the 2D signal size is $L \times L = 2^{d_{\text{max}}} \times 2^{d_{\text{max}}}$ ($d_{\text{max}} \in \mathbb{N} \cup \{0\}$).

A. 2D wavelet packets [6]

**Definition 1:** ($w_{i,j}(n)$)
The function $w_{i,j} : \mathbb{Z} \to \mathbb{R}$ is defined as follows.

$$w_{0,0}(n) := \begin{cases} 1 & (n = 0) \\ 0 & \text{(otherwise)} \end{cases} \quad (1)$$

$$w_{i+1,2j}(n) := 2^{-1/2} w_{i,j}(n) + 2^{-1/2} w_{i,j}(n - 2^i) \quad (2)$$

$$w_{i+1,2j+1}(n) := 2^{-1/2} w_{i,j}(n) - 2^{-1/2} w_{i,j}(n - 2^i) \quad (3)$$

where $i \in \{0, 1, \ldots, d_{\text{max}}\}$ and $j \in \{0, 1, \ldots, 2^i - 1\}$.

**Definition 2:** ($w_{i,j}(n_0, n_1)$)
The function $w_{i,j}(n_0, n_1) : \mathbb{Z} \times \mathbb{Z} \to \mathbb{R}$ is defined as follows.

$$w_{i,j}(n_0, n_1) := w_{i,j}(n_0) w_{i,j}(n_1) \quad (4)$$

where $i \in \{0, 1, \ldots, d_{\text{max}}\}$ and $j_0, j_1 \in \{0, 1, \ldots, 2^i - 1\}$.

**Definition 3:** ($W_{i,j}(n_0, n_1)$)
The matrix $W_{i,j}(n_0, n_1) \in \mathbb{R}^{L \times L}$ is defined as follows.

$$W_{i,j}(n_0, n_1) := (w_{i,j}(n_0 - 2^i k_0, n_1 - 2^j k_1))_{(n_0, n_1) \in \{0, 1, \ldots, L/2^i - 1\}} \quad (5)$$

where $k_0, k_1 \in \{0, 1, \ldots, L/2^i - 1\}$.

**Definition 4:** ($W_{i,j}(n_0, n_1)$)
Let $W_{i,j}(n_0, n_1) \subseteq \mathbb{R}^{L \times L}$ be the space of 2D signals that consist of a linear combination of $\{W_{i,j}(n_0, n_1)\}$. $W_{i,j}(n_0, n_1) \in \{0, 1, \ldots, L/2^i - 1\}$.

**Definition 5:** ($w_{i,j}(n_0, n_1)$)
Let $w_{i,j}(n_0, n_1) \in \mathbb{R}^{L \times L}$ be the vertical vector whose components are those of $W_{i,j}(n_0, n_1)$ rearranged in raster scan order.

Under the above definition, the following property holds.

**Proposition 1:** ($W_{0,0,0}$)
The following relationship holds

$$W_{0,0,0} = \mathbb{R}^{L \times L} \quad (6)$$

**Proposition 2:** (Orthonormal basis of $W_{i,j}(n_0, n_1)$)
$\{W_{i,j}(n_0, n_1)\}$ forms an orthonormal basis for $W_{i,j}(n_0, n_1)$.

**Proposition 3:** (Decomposition of space)
The following relationship holds.

$$W_{i,j}(n_0, n_1) = W_{i+1,2j,0,2j_1} \oplus W_{i+1,2j,0,2j_1+1}$$

$$W_{i+1,2j+1,0,2j_1} \oplus W_{i+1,2j+1,0,2j_1+1} \quad (7)$$

Note that $\oplus$ denotes the orthogonal direct sum.

From the aforementioned properties, the entire space of 2D signals can be represented as an orthogonal direct sum of subspaces corresponding to the leaf nodes of the full quadtree\(^1\) with $W_{0,0,0}$ as the root node. The basis of each subspace can be used to construct an orthonormal basis.

**Example 1:** (Full quadtree)
When the relation $W_{0,0,0} = (W_{2,0,0} \oplus W_{2,0,1} \oplus W_{2,1,0} \oplus W_{2,1,1}) \oplus W_{1,0,1} \oplus W_{1,1,0} \oplus W_{1,1,1}$ holds, the diagram of the full quadtree is at Fig. 1. The gray area represents leaf nodes. Notably, the basis of 2D-DWT corresponds to the full quadtree created by extending branches only in the direction $j_0 = j_1 = 0$.

B. 2D wavelet packets basis matrix

**Definition 6:** ($S, L, I, s_i$)
Let $S$ be the set of nodes in a complete quadtree\(^2\) of depth $d_{\text{max}}$ and $L \subseteq S$ be the set of its leaf nodes and $I \subseteq S$ be the set of its inner nodes. Let $s_i$ be the root node.

**Definition 7:** ($\mathcal{M}, \mathcal{L}^m, \mathcal{I}^m$)
Let $\mathcal{M}$ be the set of all full quadtrees on $S$, which contain $s_i$ and whose depth is less than or equal to $d_{\text{max}}$. Let $\mathcal{L}^m \subseteq \mathcal{S}$ be the set of leaf nodes in $m \in \mathcal{M}$ and $\mathcal{I}^m \subseteq \mathcal{S}$ be the set of inner nodes in $m \in \mathcal{M}$.

**Definition 8:** ($W^m$)
Let $W^m \in \mathbb{R}^{L^2 \times L^2}$ be a matrix created by collecting the basis of the subspace corresponding to the leaf nodes in $m \in \mathcal{M}$. The matrix $W^m \in \mathbb{R}^{L^2 \times L^2}$ is called the basis matrix in this paper.

**Definition 9:** ($W_s$)
Let $W_s \in \mathbb{R}^{L^2 \times L^2}$ be the basis at $s \in S$ which is appropriately complemented by 0 vectors so that the following relation holds.

$$W^m = \sum_{s \in \mathcal{L}^m} W_s \quad (8)$$

**Example 2:** (The basis matrix corresponding to the quadtree $m \in \mathcal{M}$ in Figure 1)

$$W^m = \begin{pmatrix} w_{1,0,0,0}^T & w_{1,0,0,1}^T & w_{1,0,1,0}^T & w_{1,0,1,1}^T & w_{1,1,0,0}^T & w_{1,1,0,1}^T & w_{1,1,1,0}^T & w_{1,1,1,1}^T \\ w_{0,16} & w_{1,0,0,0} & w_{1,0,0,1} & w_{1,0,1,0} & w_{1,0,1,1} & w_{1,1,0,0} & w_{1,1,0,1} & w_{1,1,1,0} & w_{1,1,1,1} \\ w_{16,0,0,0} & w_{16,0,0,1} & w_{16,0,1,0} & w_{16,0,1,1} & w_{16,1,0,0} & w_{16,1,0,1} & w_{16,1,1,0} & w_{16,1,1,1} \\ 0_{16} & 0_{16} & 0_{16} & 0_{16} & 0_{16} & 0_{16} & 0_{16} & 0_{16} \\ 0_{12} & 0_{12} & 0_{12} & 0_{12} & 0_{12} & 0_{12} & 0_{12} & 0_{12} \\ 0_{16} & 0_{16} & 0_{16} & 0_{16} & 0_{16} & 0_{16} & 0_{16} & 0_{16} \\ 0_{2,2,2,0,0} & 0_{2,3,2,0,0} & 0_{3,2,0,0} & 0_{1,16} & 0_{1,16} & 0_{1,16} & 0_{1,16} & 0_{1,16} \\ 0_{15,16} & 0_{15,16} & 0_{15,16} & 0_{15,16} & 0_{15,16} & 0_{15,16} & 0_{15,16} & 0_{15,16} \end{pmatrix} \quad (9)$$

where $0_{k \times l}$ is a $k \times l$ zero matrix.

The basis matrix $W^m$ is orthonormal because it consists of an orthonormal basis.

\(^1\)All nodes have 4 child nodes or no child node.

\(^2\)All leaf nodes have the same depth.
C. Stochastic generative model

Herein, we describe the stochastic 2D signal model.

Definition 10: \((X, x)\)
Let \(X\) be a random variable vector on \(\mathbb{R}^{L^2 \times 1}\) representing 2D signal and \(x \in \mathbb{R}^{L^2 \times 1}\) be its realization. \(x \in \mathbb{R}^{L^2 \times 1}\) is a vertical vector that is given by sorting \(L \times L\) size 2D signal in raster scan order. 2D-DWPT \(\theta\) defined below also has a similar structure.

Definition 11: \((\theta)\)
Let \(\theta\) be a random variable vector on \(\mathbb{R}^{L^2 \times 1}\) representing the 2D-DWPT. Its realization is similarly written as \(\theta \in \mathbb{R}^{L^2 \times 1}\).

The following relationship holds between \(x\) and \(\theta\).

\[
\theta = W^m x, \quad x = (W^m)\top \theta. \tag{10}
\]

\[
(11)
\]

In our model, the quadtree \(m \in \mathcal{M}\) and 2D-DWPT \(\theta\) are generated by assumed prior distributions, and the 2D signal \(x\) is generated by a linear transformation of \(\theta\).

III. APPLICATION TO BAYESIAN SIGNAL PROCESSING

Under the generative probability model discussed in the previous section, various signal processing problems can be considered depending on how the input signal is observed and the nature of the desired output signal. In the Bayesian decision theory [1], these are represented by designing the domain and the range of decision function as well as the loss function. In this section, we formulate the simplest denoising problem based on the Bayesian decision theory and find the optimal denoising under the Bayesian criterion.

A. Problem

The following additive noises are considered in this paper.

Assumption 1: (additive noise)
\[
Y := X + \epsilon. \tag{12}
\]

We assume \(Y\) is a vector of random variables on \(\mathbb{R}^{L^2 \times 1}\) representing the noisy 2D signal, \(X\) is a random variable representing the original 2D signal, and \(\epsilon \sim \mathcal{N}(0, \sigma^2 I)\) \((\sigma^2 \in \mathbb{R}\) is a known hyperparameter). In the following, let \(y \in \mathbb{R}^{L^2 \times 1}\) be the realization of \(Y\). Our goal in Sections III and IV is to estimate \(x\) from \(y\).

We now define the decision function \(\delta\).

Definition 12: (Decision function \(\delta\))
The function \(\delta : \mathbb{R}^{L^2 \times 1} \to \mathbb{R}^{L^2 \times 1}\) is called the decision function. The input of the decision function \(\delta\) is the noisy 2D signal \(y\), and the output is an estimation for the original 2D signal \(\hat{x}\).

We define the Bayes optimal decision function \(\delta^*\) as the function that minimizes the Bayes risk function \(BR(\delta)\) based on mean-square error loss in the 2D signal domain.

Definition 13: (Bayes risk function \(BR(\delta))\)
The Bayes risk function \(BR : \Delta \to \mathbb{R}\) (\(\Delta\) is the space of decision functions \(\delta\)) is defined as below.

\[
BR(\delta) := \sum_{m \in \mathcal{M}} \int_{\mathcal{L}^2} \int_{\mathcal{L}^2} \frac{1}{L^2} \|x - \delta(y)\|^2 \times p(y|x, m)p(x|m)p(m)\,dy\,dx. \tag{13}
\]

B. Solution to the problem

According to the Bayesian decision theory (see e.g. [1]), the following holds.

Theorem 1: (Bayes optimal decision function \(\delta^*\))
Bayes optimal decision function \(\delta^*\) is given by

\[
\delta^*(y) = \sum_{m \in \mathcal{M}} p(m|y) \int_{\mathcal{L}^2} x p(x|m, y)\,dx. \tag{14}
\]

There are two problems in the calculation of the right-hand side of the equation (14). First, the integral of \(x\) does not generally have a closed-form expression. Second, the computation complexity of summation with respect to \(m \in \mathcal{M}\) increases exponentially with respect to the size of the 2D signal. However, using an appropriate prior distribution of \(\theta\) and the prior distribution of the quadtree model \(m \in \mathcal{M}\), the computational complexity can be reduced to polynomial order while maintaining optimality.

C. Efficient algorithm for the solution

Let \(\mu^m \in \mathbb{R}^{L^2 \times 1}\) and \(\sigma^2 \in \mathbb{R}\) be a known hyperparameters. \(\mu^m\) is constructed in the same way as \(W^m\), where \(\mu^m = \sum_{s \in \mathcal{L}^m} \mu_s\) \((\mu_s \in \mathbb{R}^{L^2 \times 1}\) is also a known vector). Assume \(\mu_s\) to represent context trees and applied in [8] to represent 1D wavelet packets trees. A mathematical rigorous proof of the following equation (18), their expected values, and posterior probability calculations is given in [9].

Assumption 2: (2D-DWPT prior distribution)

\[
p(\theta|m) := \mathcal{N}(\theta|\mu^m, \sigma^2 I), \tag{15}
\]

where \(I\) is the \(L^2 \times L^2\) identity matrix.

By linear transformation, we can show that the 2D signal \(X\) follows the normal distribution as below.

Proposition 4: (Distribution of the 2D signal)
The distribution of the 2D signal \(X\) is given by

\[
p(x|m) = \mathcal{N}(x|(W^m)\top \mu^m, \sigma^2 I). \tag{16}
\]

Assumption 3: (Prior distribution of the quadtree model)

\[
p(m) = \prod_{s \in \mathcal{L}^m} (1 - g_s) \prod_{s' \in \mathcal{I}^m} g_{ss'}, \tag{17}
\]

where \(g_s \in [0, 1]\) is a known hyperparameter for any \(s \in \mathcal{S}\), which satisfies \(g_s = 0\) for \(s \in \mathcal{L}\). The \(g_s\) represents the probability that node \(s\) will extend a branch.

The aforementioned prior distribution (17) was proposed in [7] to represent context trees and applied in [8] to represent the prior distribution of 1D wavelet packets trees. A mathematically rigorous proof of the following equation (18), their expected values, and posterior probability calculations is given in [9].

\[
\sum_{m \in \mathcal{M}} p(m) = 1 \quad \tag{18}
\]

There has not been any previous study that applied this prior distribution to 2D-DWPT trees to our best knowledge. Hence, we applied this prior distribution to 2D-DWPT trees for the first time.

Under the aforementioned assumptions, the following theorem can be derived.
Theorem 2: (Posterior distribution) The following equation holds.
\[
p(x|m, y) = N(x|\mu^m, \sigma^2 I),
\]
\[
p(m|y) = \prod_{s \in L} (1 - \tilde{g}_s) \prod_{s' \in L} \tilde{g}_{s'},
\]
where
\[
\mu^m := \frac{\sigma^2}{\sigma^2 + \sigma_k^2} y + \frac{\sigma_k^2}{\sigma^2 + \sigma_k^2} (W^m)^\top \mu^m,
\]
\[
\sigma^2 := \frac{\sigma^2 + \sigma_k^2}{\sigma^2 + \sigma_k^2},
\]
\[
\tilde{g}_s := \begin{cases} 
  g_s & (s \in L) \\
  g_s \prod_{s' \in \text{Ch}(s)} \tilde{\psi}_{s'} & \text{(otherwise)},
\end{cases}
\]
\[
\tilde{\psi}_s := \begin{cases} 
  \psi_s & (s \in L) \\
  (1 - g_s) \psi_s + g_s \prod_{s' \in \text{Ch}(s)} \tilde{\psi}_{s'} & \text{(otherwise)},
\end{cases}
\]
\[
\ln \psi_s := \frac{1}{\sigma^2 + \sigma_k^2} \left( W_s y - \frac{\mu_s}{2} \right)^\top \mu_s.
\]

Note that \( \text{Ch}(s) \subset S \) is the set of child nodes of \( s \in S \).
The proof of this theorem is in Appendix A.

Using Theorem 2, the Bayes optimal decision function \( \delta^* \) can be calculated as follows.

Theorem 3: (Bayes optimal decision function \( \delta^* \)) The following equation holds
\[
\delta^*(y) = \frac{\sigma^2}{\sigma^2 + \sigma_k^2} y + \frac{\sigma_k^2}{\sigma^2 + \sigma_k^2} \sum_{m \in M} p(m|y)(W^m)^\top \mu^m.
\]
(26)
The integral of \( x \) in (14) is solved in (26) but the computational complexity of the second term increases exponentially with the size of the 2D signal. However, using the recursive computation derived from the following theorem, the computational complexity can be reduced to polynomial order while maintaining Bayesian optimality.

Theorem 4: (Recursive algorithm) The following equation holds.
\[
r_s = \sum_{m \in M} p(m|y)(W^m)^\top \mu^m.
\]
(27)
\[
r_s := \begin{cases} 
  (1 - \tilde{g}_s) W_s^\top \mu_s & (s \in L) \\
  (1 - \tilde{g}_s) W_s^\top \mu_s + \tilde{g}_s \prod_{s' \in \text{Ch}(s)} r_{s'} & \text{(otherwise)},
\end{cases}
\]
(28)
The proof of this theorem is in Appendix C.

IV. EXPERIMENTS

A. Experiment 1: Posterior \( p(m|y) \)

The purpose of Experiment 1 is to quantitatively confirm that the posterior distribution \( p(m|y) \) is properly computed.

The setting of Experiment 1 is as follows.
- \( d_{\text{max}} = 2 \).

This experiment is conducted by using the following procedure.

1) Set \( m_0 \) (6 in Fig.2).
2) Generate \( x \sim p(x|m_0) \).
3) Generate \( y = x + \epsilon \).
4) Calculate \( \tilde{g}_s \).
5) Repeat from step 3 to step 4 50 times.
6) Repeat from step 2 to step 5 50 times.

The result of this experiment is in Fig. 2. Since \( d_{\text{max}} = 2 \), we have \( |M| = 17 \). In other words, there are 17 candidate trees in total, we give them indices from 0 to 16 in an arbitrary order. In this experiment, the sixth tree in this order is fixed as the true tree for data generation.

According to this result, we can confirm that the posterior probability of the sixth tree, which is the true tree, is the maximum value. Moreover, the tree with only one node expanded from the true tree has the second-largest posterior probability and the tree with only one node shrunk from the true tree has the third-largest posterior probability. Therefore, we confirmed our algorithm properly computed the posterior distribution by not only the theoretical proof but also the quantitative experiment.

B. Experiment 2: Value of Bayes risk function \( BR(\delta) \)

The purpose of Experiment 2 is to confirm the effectiveness of the proposed method by calculating the value of the Bayes risk function. We compare the proposed method with the estimated signals from five models \( m_i \in M \) \((i = 1, 2, 3, 4, 5)\). \( m_i \) is a perfect quadtree expanded to the depth \( i \).

3Let \( x_1, \ldots, x_{50000} \) denote the training images in [10]. Non zero terms of \( \mu_s \) is calculated from resized images in [10].
For all noise variances. Moreover, each of the methods achieved the minimum value of the Bayes risk function $\delta^i$. Therefore, we can confirm the effectiveness of the proposed method.

The result of this experiment is at Fig. 3, and TABLE I shows the average depth of the generated trees is, the higher the value of the Bayes risk function of $\delta^3$, $\delta^4$, $\delta^5$ is, and vice versa. Therefore, we can confirm the effectiveness of the proposed method.
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APPENDIX A
PROOF OF THEORY 2
In the following, let $C \in \mathbb{R}$ be a constant. First, we show the equation (19).

$$\ln p(x|m, y) = \ln p(y|x, m) + \ln p(x|m) + C$$

$$= \ln \mathcal{N}(y|x, \sigma_x^2 I) + \ln \mathcal{N}(x|W^m)^\top \mu^m, \sigma^2 I) + C$$

$$= -\frac{1}{2\sigma_x^2}(y - x)^\top (y - x)$$

$$- \frac{1}{2\sigma_x^2}(x - (W^m)^\top \mu^m)^\top (x - (W^m)^\top \mu^m) + C$$

$$= \frac{1}{2}\left(\frac{1}{\sigma_x^2} + \frac{1}{\sigma^2}\right)x^\top x$$

$$+ \left(\frac{1}{\sigma_x^2}y + \frac{1}{\sigma^2}(W^m)^\top \mu^m\right)^\top x + C.$$  

Next, we show the equation (20).

$$\ln p(x|m, y) = \ln p(y|x, m) + \ln p(x|m) + C$$

$$= \ln \mathcal{N}(y|x, \sigma_x^2 I) + \ln \mathcal{N}(x|W^m)^\top \mu^m, \sigma^2 I) + C$$

$$= -\frac{1}{2\sigma_x^2}(y - x)^\top (y - x)$$

$$- \frac{1}{2\sigma_x^2}(x - (W^m)^\top \mu^m)^\top (x - (W^m)^\top \mu^m) + C$$

$$= \frac{1}{2}\left(\frac{1}{\sigma_x^2} + \frac{1}{\sigma^2}\right)x^\top x$$

$$+ \left(\frac{1}{\sigma_x^2}y + \frac{1}{\sigma^2}(W^m)^\top \mu^m\right)^\top x + C.$$  

This experiment is conducted by using the following procedure.

1) Set $g_s \in \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\}$.
2) Generate quadtree $m \sim p(m)$.
3) Generate $x \sim p(x|m)$.
4) Generate $y = x + \epsilon$.
5) Calculate $\hat{\delta}^i(y), \hat{\delta}(y)$.
6) Calculate mean-square error loss.
7) Repeat from step 4 to step 6 10 times.
8) Repeat from step 3 to step 7 10 times.
9) Repeat from step 2 to step 8 30 times.

The setting of Experiment 2 is as follows.

- $d_{\text{max}} = 5$.
- $\sigma^2 = 10$.
- $\sigma_x^2 = 4$.
- $\mu_1$ is calculated from images in [10].

This experiment is conducted by using the following procedure.

1) Set $g_s \in \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\}$.
2) Generate quadtree $m \sim p(m)$.
3) Generate $x \sim p(x|m)$.
4) Generate $y = x + \epsilon$.
5) Calculate $\hat{\delta}^i(y), \hat{\delta}(y)$.
6) Calculate mean-square error loss.
7) Repeat from step 4 to step 6 10 times.
8) Repeat from step 3 to step 7 10 times.
9) Repeat from step 2 to step 8 30 times.

The result of this experiment is at Fig. 3, and TABLE I shows the average depth of $m \in \mathcal{M}$ for each $g_s$.

According to this result, we can confirm that the proposed method achieved the minimum value of the Bayes risk function for all noise variances. Moreover, each of $\hat{\delta}^i$ depends on the depth of the $m \in \mathcal{M}$. For example, the deeper the average depth of the generated trees is, the higher the value of the Bayes risk function of $\hat{\delta}^3$, $\hat{\delta}^4$, $\hat{\delta}^5$ is, and vice versa. Therefore, we can confirm the effectiveness of the proposed method.

### TABLE I

| $g_s$ | Average depth of $m \in \mathcal{M}$ |
|-------|-------------------------------------|
| 0.1   | 0.000                               |
| 0.2   | 0.290                               |
| 0.3   | 0.957                               |
| 0.4   | 0.897                               |
| 0.5   | 2.318                               |
| 0.6   | 3.243                               |
| 0.7   | 3.974                               |
| 0.8   | 3.732                               |
| 0.9   | 4.452                               |

The estimated signals from these models $m_1 \in \mathcal{M}$ are obtained by the following equations.

$$\delta^i(y) = \frac{\sigma^2}{\sigma^2 + \sigma_x^2} y + \frac{\sigma_x^2}{\sigma^2 + \sigma_x^2} (W^m)^\top \mu_{m_1}. \tag{29}$$

The average depth of the generated trees is, the higher the value of the Bayes risk function of $\delta^3$, $\delta^4$, $\delta^5$ is, and vice versa. Therefore, we can confirm the effectiveness of the proposed method.
\[\begin{align*}
P(m|y) & = \prod_{s \in L_m} (1 - \tilde{g}_s) \prod_{s' \in I_m} \tilde{g}_{s'} + \sum_{s \in S\backslash \{s_i\}} (1 - \tilde{g}_s) \prod_{s' \in I_m} \tilde{g}_{s'} + \sum_{s \in S\backslash \{s_i\}} (1 - \tilde{g}_s) \prod_{s' \in I_m \cap \mathcal{C}} \tilde{g}_{s'} + \sum_{s \in S\backslash \{s_i\}} (1 - \tilde{g}_s) \prod_{s' \in I_m \cap \mathcal{C}} \tilde{g}_{s'}.
\end{align*}\]
Therefore, from (68) and (71)

\[
(64) = \left\{ (1 - \tilde{g}_{s}) W_{s}^{T} \boldsymbol{\mu}_{s} + \tilde{g}_{s},
\right. \\
\left. \sum_{s \in S \setminus \{ s_{r} \}} (1 - \tilde{g}_{s}) W_{s}^{T} \boldsymbol{\mu}_{s} \prod_{s' \in \text{An}(s) \setminus \{ s \}} \tilde{g}_{s'} \right\} \\
= (1 - \tilde{g}_{s}) W_{s}^{T} \boldsymbol{\mu}_{s} + \tilde{g}_{s},
\]

\[
(72) \times \sum_{s \in \text{Ch}(s_{r})} \left\{ (1 - \tilde{g}_{s}) W_{s}^{T} \boldsymbol{\mu}_{s} + \tilde{g}_{s} \sum_{s' \in S \setminus \{ \{ s_{r} \} \cup \text{Ch}(s_{r}) \}} (1 - \tilde{g}_{s'}) W_{s'}^{T} \boldsymbol{\mu}_{s'} \prod_{s'' \in \text{An}(s') \setminus \{ \{ s_{r} \} \cup \text{Ch}(s_{r}) \}} \tilde{g}_{s''} \right\}. \\
(73)
\]

The {} in the (72) and the {} in the (73) have the same structure. The same operation can be recursively computed by setting \( r_{s} \) as in equation (28).
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