Random walks with preferential relocations and fading memory: a study through random recursive trees
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Abstract. Consider a stochastic process that behaves as a $d$-dimensional simple and symmetric random walk, except that, with a certain fixed probability, at each step, it chooses instead to jump to a given site with probability proportional to the time it has already spent there. This process has been analyzed in physics literature under the name random walk with preferential relocations, where it is argued that the position of the walker after $n$ steps, scaled by $\log n$, converges to a Gaussian random variable; because of the log spatial scaling, the process is said to undergo a slow diffusion.

In this paper, we generalize this model by allowing the underlying random walk to be any Markov process and the random run-lengths (time between two relocations) to be i.i.d.-distributed. We also allow the memory of the walker to fade with time, meaning that when a relocations occurs, the walker is more likely to go back to a place it has visited more recently.

We rigorously prove that the central limit theorem described above (plus a local limit theorem and the convergence of the weighted occupation measure) by associating to the process a growing family of vertex-weighted random recursive trees and a Markov chain indexed by this tree. The spatial scaling of our relocated random walk is related to the height of a ‘typical’ vertex in the random tree. This typical height can range from doubly-logarithmic to logarithmic or even a power of the number of nodes of the tree, depending on the form of the memory.
1. Introduction and statement of the results

A random walk with preferential relocation is a process heuristically defined as follows: it behaves as a (discrete-time) random walk on $\mathbb{Z}^d$ except at some (relocation) times.
at which it jumps to a value it has already visited with probability proportional to its number of visits there.

This model has been proposed in physics literature by Boyer and Solis-Salas [1] as a model for animal foraging behaviour, and they argue that ‘the model exhibits good agreement with data of free-ranging capuchin monkeys’. In the case when the underlying random walk is a simple random walk on $\mathbb{Z}$ and the times between relocations are i.i.d. geometric random variables, they show that this ‘monkey walk’ satisfies a central limit theorem by calculating moments. This central limit theorem is similar to the central limit theorem of the simple random walk, except that the appropriate (standard-deviation) scaling is $\sqrt{\log n}$ instead of $\sqrt{n}$ as in the simple-random-walk case. Boyer and Solis-Salas argue that ‘The very slow growth (of the variance of the position of the monkey with time) in our model agrees qualitatively with the fact that most animals have limited diffusion or home ranges’. In a subsequent paper, Boyer and Pineda [2] generalize the results of [1] to the case when the underlying random walk has power-law-tailed increments; a limit theorem with stable limit is exhibited in that case. Finally, the model can also be extended by adding the effect of memory, so that the walker prefers to visit more recent places: see, e.g. [3] and [4] where a trapping site is added to the model.

The main contribution of this paper is two-fold: firstly, we prove rigorously the recent results of [1–3]; secondly, the robustness of our proof techniques allows us to obtain results for a much greater range of models. Indeed, we allow the time to be discrete or continuous, the underlying process to be any Markov process on $\mathbb{R}^d$, and the times between relocations (also called ‘run-lengths’) to have other distributions than the geometric one as long as they are i.i.d. (and satisfy moment conditions). As in [3], we are able to generalise the model further by allowing the memory of the walker to decay with time: the probability to relocate to a visited site depends on how long ago this site was visited. We are able to treat a large class of ‘memory kernels’ (the function that models the memory of the walker), comprising most of the cases introduced by [3] as well as some new interesting cases.

Under moment assumptions on the moments of the run-lengths, we prove that, if the original Markov process verifies a central limit theorem (we actually allow for more general distributional limit theorems that we call ‘ergodic limit theorems’), then the version of this process with reinforced relocations does too. We are also able to prove that, if the original Markov process verifies an ergodic limit theorem, then the weighted occupation measure of the process with relocations converges in probability (for the weak topology) to a deterministic limit.

The crucial step in our proof is reducing the study of these random walks to the analysis of a new model of random trees that we call the weighted random recursive tree (wrrt); the height of a typical vertex in these trees is responsible for the log-scaling exhibited in [1]. This key step allows us to state our results in full generality, without having to specify the underlying Markov process we consider.

This new approach allows us to prove a local limit theorem for the process with random reinforced relocations. Finally, Boyer and Solis-Salas [2] ask in their paper whether the monkey walk is recurrent in all dimensions; we answer this question both when the underlying process (the process without the relocations) is the simple symmetric random walk, and when the underlying process is the Brownian motion.
Discussion of the context of related random walks. Two principle features of the monkey walk are that it is non-Markovian (the walker needs to remember all its past), that it involves reinforcement, and the non-Markovianity is the main difficulty in the rigorous analysis. The Monkey walk is a rare example of a non-Markovian random walk where one can obtain precise asymptotic results, with a great level of generality (all dimensions, discrete- or continuous-time, no need to specify the underlying Markov process, etc.). We now review other non-Markovian reinforced random walks studied in the literature.

The most famous, and most extensively studied, non-Markovian random walk with reinforcement is the reinforced random walk introduced by Coppersmith and Diaconis in 1987. The dynamics of this model are very different from the monkey walk; indeed, in this model, every edge of the lattice has originally weight \( \alpha \), and the walker starts at the origin; at every step, the walker crosses a neighbouring edge with probability proportional to the weight of the edge, and the weight of the crossed edge is increased by 1. Different variant of this edge-reinforced process (and its vertex-reinforced version) have been studied in the literature on the \( d \)-dimensional lattice as well as on arbitrary finite and infinite graphs, and in particular on trees; see [5] for a survey.

Two other models of non-Markovian random walks with reinforcement are the so-called elephant random walk, introduced in the physics literature by [6], and the shark walk introduced very recently by [7]. We now briefly describe both of these random walks to emphasise how they are very different from the ‘monkey walk’ studied in this paper.

The elephant walk on \( \mathbb{Z} \) depends on a parameter \( p \in [0, 1] \) and has jumps of size 1. At every time-step, the elephant chooses a uniform time in its past, and, with probability \( p \) takes the same step it took at this random time, or, with probability \( (1 - p) \), decides at random which direction to follow. [8] showed that the elephant random walk can be successfully studied by using the theory of generalized Pólya processes (and in particular the results of [9]): for \( p \leq \frac{3}{4} \), the elephant walk is diffusive, and for \( p > \frac{3}{4} \), it is super-diffusive. An alternative proof was developed independently by [10], and [11] generalized these results to higher dimensions. The shark walk is a generalization of the elephant random walk except that the steps taken by the walker have heavy tails.

The elephant random walk was so named because of the popular belief that elephants have a long memory; this name thus refers to the fact that the walk is non-Markovian but, as far as we know, there is no link between this random walk and the actual behaviour of free-ranging elephants.

In contrast, the shark walk and the ‘monkey walk’ studied in this paper have a closer link to actual animal behaviour. The shark random walk was named because, according to the physics literature (see, e.g. [12]), marine predators’ foraging behaviour exhibits similarities with random walks whose standard deviation grows faster than the square root of the time. Similarly, [1] argue (using measured-data of capuchin monkeys) that monkeys’ foraging behaviour, and in particular the number of distinct sites visited by the monkey as a function of time, exhibits similarities with the monkey walk.

Aside from non-Markovianity and reinforcement, the third main feature of our monkey walk is the fading memory. Although it is natural and often studied in physics literature (see, e.g. [13, 14] for the elephant random walk with decaying memory,
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[1] for the monkey walk, [3] for diffusions with random reinforced relocations), we are not aware of any probabilistic results on non-Markovian random walks with decaying memory. The model studied in [15] is the (deterministic) mean-field version of a weakly self-interaction random walk where we allow the trajectory to self-intersect with some probability that increases with the time between the two visits at this intersection.

Finally, we mention random walks with stochastic restarts; although they are Markovian and non-reinforced, their definition is similar to the monkey walk except that at relocation times, the walker always goes back to where it started. The literature (see e.g. [16, 17]) mainly focuses on their hitting time properties as these walks are used as search algorithms.

1.1. Definition of the model

We consider time to be either discrete or continuous, i.e. \( T \) equal to \( \mathbb{N} \) or \([0, \infty)\). The ‘monkey process’ \( X = (X(t))_{t \in T} \) is a stochastic process that depends on three parameters: a semi-group \( P = (P_t)_{t \in T} \), a probability distribution \( \varphi_{\text{run}} \) on \( T \) such that \( \varphi_{\text{run}}(\{0\}) = 0 \), and a function \( \mu : T \to \mathbb{R}^+ \) called the memory kernel.

Let \( Z \) be a Markov process of semi-group \( P \) on \( \mathbb{R}^d \); for all \( x \in \mathbb{R}^d \), we denote by \( \mathbb{P}_x \) the law of \( Z \) started at \( x \), and by \( \mathbb{P}_x^t \) the law of \( (Z(s), s < t) \) under \( \mathbb{P}_x \).

Let \( L = (L_i, i \geq 1) \) be a sequence of i.i.d. random variables with distribution \( \varphi_{\text{run}} \). We let \( T_0 = 0 \), and, for all \( n \geq 1 \), \( T_n = \sum_{i=1}^n L_i \), and call these random elements of \( T \) the ‘relocation times’.

We define the monkey process recursively as follows (the notations are illustrated in figure 1): choose a starting point \( X(0) \in \mathbb{R}^d \), and draw \( (X(s) : s < T_1) \) at random according to \( \mathbb{P}_0^{T_1} \). For all \( n \geq 1 \), given \((X(s) : s < T_n)\),

- draw a random variable \( R_n \in [0, T_n) \) according to the following distribution\(^3\)

\[
\mathbb{P}(R_n \leq x \mid T_n) = \frac{\int_0^x \mu(u) \, du}{\int_0^{T_n} \mu(u) \, du};
\]

(1)

- set \( V_{n+1} = X(R_n) \) and draw \((X(s) : T_n \leq s < T_{n+1})\) according to \( \mathbb{P}_{V_{n+1}}^{T_{n+1}} \).

We say that \( X \) is the monkey process with preferential relocation and fading memory—or equivalently, monkey process—of semi-group \( P \), run-length distribution \( \varphi_{\text{run}} \) (being the distribution of the \( L_i \)'s) and memory kernel \( \mu \), and denote this by \( X = \mathcal{M}(P, \varphi_{\text{run}}, \mu) \).

Choice of the memory kernel: The techniques of this paper are robust in the choice of the memory kernel, but they become more explicit when its integral is available in a closed form. In this paper, we consider the following two parametric families of memory kernels to cover a large range of phenomena: for all \( x \in T \),

\[
\mu_1(x) = \frac{\alpha}{x} \log(x)^{\alpha-1} e^{\beta \log(x)\nu},
\]

where \( \alpha > 0 \) and \( \beta \geq 0 \) (set \( \mu_1(x) = 0 \) if \( x = 0 \)) and

\(^3\) In the whole paper, if \( T = \{0, 1, \ldots\} \), we use the integral notation for a sum: \( \int_T \mu(u) \, du := \sum_{k=0}^{\infty} \mu(k) \).
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$\mu_2(x) = \gamma \delta x^{\delta-1} e^{\gamma x^\delta}$, \hspace{1cm} (3)

where $\delta \in (0, 1/2]$ (for technical reasons to be discussed later) and $\gamma > 0$.

Note that, when $\alpha = \beta = 1$, the memory kernel $\mu_1$ is uniform, meaning that, at each relocation time, the walker chooses a time uniformly in its past, and relocates to where it was at that random time; this is the original process introduced by Boyer and Solis-Salas [2]. When $\alpha > 1$, the memory kernel increases, which indeed corresponds to the idea of a fading memory. When $\alpha < 1$, the memory kernel decreases; although this case is less natural when thinking about the memory of a walker, we include it in the study since this is done at no additional cost. When $\beta = 0$ and $\alpha = 1$, we get $\mu_1(x) = \frac{1}{x}$, which corresponds to Case 1 in [3] and when $\alpha = 1$ and $\beta \neq 0$ then $\mu_1(x) = x^{\beta-1}$, corresponding to Case 2 of [3]. Finally, $\mu_2$ corresponds to Case 3 of [3]. The memory kernel $\mu_1$ with $\alpha \neq 1$ is not considered in [3], and thus allows us to cover an even larger range of phenomena.

1.2. Central limit theorem

The first result of this paper states that, if $(Z(t) - b_t)/a_t$ converges weakly, then so does $(X(t) - b_{\kappa_2 s(t)})/a_{\kappa_2 s(t)}$ where $\kappa_2 = E L^2/(2E L)$, and where, for all $x \in [0, \infty)$,

$$s(x) = \begin{cases} \log(x)^\alpha & \text{with memory kernel } \mu_1 \text{ when } \beta \neq 0, \\ \alpha \log \log(x) & \text{with memory kernel } \mu_1 \text{ when } \beta = 0, \\ \gamma x^\delta & \text{with memory kernel } \mu_2. \end{cases} \hspace{1cm} (4)$$

Note that $b_t$ gives the deterministic drift (or bias) of $Z$, while $a_t$ gives the asymptotic size of the fluctuations of $Z$ around this deterministic bias; they would equal the asymptotic mean and standard deviation of $Z$ in the context of the central limit theorem. In particular, our result says that, if the standard deviation of $Z(t)$ is proportional to $a_t$, then the standard deviation of $X(t)$ is asymptotically proportional to $a_{\kappa_2 s(t)}$. In other words, the monkey process $X$ behaves as $Z$ taken at time $\kappa_2 s(t)$; the parameter $s(t)$ can be thought of as a time-change, which slows down the order of magnitude of $X$ when compared to $Z$. This idea of time-change is formalized in our proof where we show that, for each fixed $t$, $X(t) \overset{d}{=} Z(S(t))$, where $S(t)$ is a random time-change. The rest of the
proof then relies on proving that \( S(t) \approx \kappa_2 s(t) \) with sufficient accuracy. Note that \( \kappa_2 \) only depends on the run-length distribution, while \( s(x) \) only depends on the memory kernel. The precise statement of our first result uses the following notion that generalizes the central limit theorem:

**Definition.** We say that a Markov process \( Z \) is \((a_t, b_t)\)-ergodic if \((Z(t) - b_t)/a_t\) converges in distribution under \( \mathbb{P}_x \) to a law \( \gamma \) that does not depend on \( x \). We call \( \gamma \) the limiting distribution of \( Z \).

If \( Z \) is \((a_t, b_t)\)-ergodic, the function \((t \mapsto b_t)\) gives the deterministic drift (or bias) of \( Z \), while \((t \mapsto a_t)\) gives the size of the random fluctuations of \( Z \) around this deterministic bias at time \( t \). Examples of \((a_t, b_t)\)-ergodic Markov process are given in section 1.3.

**Theorem 1.** Let \( X = \mathcal{M}(P, \varphi_{\text{run}}, \mu) \) where \( P \) is a semi-group on \( \mathbb{R}^d \), \( \varphi_{\text{run}} \) a probability distribution on \( \mathcal{F} \), and \( \mu \) is any one of \( \mu_1 \) or \( \mu_2 \). Let \( L \) be a random variable of distribution \( \varphi_{\text{run}} \), and \( Z \) a Markov process of semi-group \( P \). Assume that

\[
(i) \quad \mathbb{E}L^8 < \infty,
\]

\[
(ii) \quad \text{there exists two functions } (a_t, b_t)_{t \in \mathcal{F}} \text{ such that the Markov process } Z \text{ is } (a_t, b_t)\text{-ergodic with limiting distribution } \gamma, \text{ and}
\]

\[
(iii) \quad \text{for all } x \in \mathbb{R}, \text{ the following limits exist and are finite:}
\]

\[
(\text{Scaling): } f(x) = \lim_{t \to \infty} \frac{a_t + x + x_t}{a_t} \text{ and } g(x) = \frac{b_t + x + x_t}{a_t} - b_t \quad \text{whenever } x_t = \mathcal{O}(\sqrt{t}).
\]

Then, in distribution\(^4\) when \( t \to \infty \), we have

\[
X(t) - \frac{\kappa_2 s(t)}{a_{\kappa_2 s(t)}} \xrightarrow[d]{d} f(\Omega)\Gamma + g(\Omega),
\]

where \( \kappa_i = \mathbb{E}L^i/(i\mathbb{E}L) \) for \( i \in \{2, 3\} \), \( \Omega \sim \mathcal{N}(0, \frac{\kappa_2}{\kappa_3}) \) and \( \Gamma \sim \gamma \) are independent.

**Remark (Discussion of assumption (i)).** Proving that \( (S(t) - \kappa_2 s(t))/\sqrt{\kappa_3 s(t)} \xrightarrow[d]{d} \Lambda \sim \mathcal{N}(0, 1) \) is done by applying the strong law of large numbers and central limit theorems to sum of independent (but not identically distributed random variables). To apply these limit theorems, one needs assumptions on the moments of the summands; this is where Assumption (i) is used. The forthcoming lemmas 11–13 make this technical point very precise.

**Remark (Discussion on the value of \( \delta \) when \( \mu = \mu_2 \)).** We prove that theorem 1 holds for \( \delta = \frac{1}{2} \), but our proof cannot be easily generalized to larger \( \delta \) except if the underlying Markov process is such that \( f \equiv 1 \) and \( g \equiv 0 \). The reason is that, when \( \delta < \frac{1}{2} \), the distribution of \( \Omega \) in theorem 1 is *a priori* unknown. Boyer, Evans and Majumdar [3] argue that a central limit theorem holds for a (standard) Brownian motion with relocations and memory kernel \( \mu_2 \), for all \( \delta \in (0, \frac{1}{2}) \); in this case, we indeed have \( f \equiv 1 \) and \( g \equiv 0 \). More complicated phenomena are expected when \( \mu = \mu_2 \) and \( \delta > \frac{1}{2} \) and when the functions \( f \) and \( g \) are non-trivial; we leave this as an open problem.

\(^4\)In the whole paper, we use the notation \( \xrightarrow{\mathcal{D}} \) to denote convergence in distribution.
**Remark (A quenched version of this result).** We actually prove a stronger, *quenched*, version of this result: denote by $L = (L_i)_{i \geq 1}$ the run-lengths of the monkey process $X$. Then, under the assumptions of theorem 1, equation (5) holds conditionally on $L$, $L$ —almost surely.

1.3. Examples

In this section, we briefly show how to apply theorem 1 to different Markov semi-groups $P$. In all examples, we assume that the run-lengths $(L_i)_{i \geq 1}$ satisfy the assumptions of theorem 1.

1.3.1. The simple random walk case. Assume that $P$ is the semi-group of a simple random walk (say on $\mathbb{R}$) whose increments have finite mean $\mu$ and finite variance $\sigma^2$. In that case, the central limit theorem gives that

$$\frac{Z(t) - \mu t}{\sigma \sqrt{t}} \overset{d}{\rightarrow} \mathcal{N}(0, 1);$$

in other words, the simple random walk $Z$ is $(\sigma \sqrt{t}, \mu t)$-ergodic with limiting distribution $\gamma = \mathcal{N}(0, 1)$. Therefore, $f(x) = 1$, and $g(x) = \frac{\mu x}{\sigma}$ for all $x \in \mathbb{R}$, and Theorem 1 implies that

$$\frac{X(t) - \mu \kappa_2 s(t)}{\sigma \sqrt{\kappa_2 s(t)}} \overset{d}{\rightarrow} \mathcal{N}(0, 1 + \frac{\mu^2 \kappa_3}{\sigma^2 \kappa_2}),$$

or, equivalently,

$$\frac{X(t) - \mu \kappa_2 s(t)}{\sqrt{(\sigma^2 \kappa_2 + \mu^2 \kappa_3)s(t)}} \overset{d}{\rightarrow} \mathcal{N}(0, 1). \quad (6)$$

From the definition of $s(t)$ (see equation (4)), we can see that this monkey process is diffusive only when $\mu = \mu_2$ and $\delta = \frac{1}{2}$; it is otherwise sub-diffusive.

We can apply equation (6) to the particular case studied by [1]: in that case, the $L_i$’s are geometric of parameter $q \in (0, 1)$, implying that $\kappa_2 = (2 - q)/(2q)$. Moreover, the memory kernel is $\mu_1$, with $\alpha = \beta = 1$, $\mu = 0$ and $\sigma^2 = 1$, implying that

$$\frac{X(t)}{\sqrt{(2 - q) \log t/(2q)}} \overset{d}{\rightarrow} \mathcal{N}(0, 1),$$

as claimed in [1].

1.3.2. The random walk case with heavy-tailed increments. Assume that $P$ is the semi-group of a simple random walk whose real-valued increments $(\Delta_i)_{i \geq 1}$ are independent copies of $\Delta$, and satisfy

\[\]
\[ \mathbb{P}(\Delta \geq u) \sim c_u u^{-\omega} \ell(u) \quad \text{and} \quad \mathbb{P}(\Delta \leq -u) \sim c_u u^{-\omega} \ell(u) \]
as \( u \to \infty \), where \( 1 < \omega < 2 \), and \( \ell \) is slowly varying at infinity. Then, there exist a slowly varying function \( \ell' \) such that, if we set \( a_t = t^{2} \ell(t), \) \( b_t = 0 \) if \( \omega < 1 \) and \( b_t = \mu t \) otherwise, then we have
\[ \frac{Z(t) - b_t}{a_t} \xrightarrow{d} \Phi_\omega, \]
where \( \Phi_\omega \) is some \( \omega \)-stable random variable. In both cases \( (0 < \omega < 1 \) and \( 1 < \omega < 2) \), \( f \equiv 1 \), and \( g \equiv 0 \); therefore, theorem 1 gives
\[ \frac{X(t)}{s(t)^{\frac{1}{2}}} \xrightarrow{d} \Phi_\omega, \quad \text{if } 0 < \omega < 1, \]
\[ \frac{X(t) - \mu s(t)}{s(t)^{\frac{1}{2}}} \xrightarrow{d} \Phi_\omega, \quad \text{if } 1 < \omega < 2. \]

From the definition of \( s(t) \) (see equation (4)), we see that this monkey process is sub-diffusive when \( \mu = \mu_1 \); it is also sub-diffusive when \( \mu = \mu_2 \) and \( \delta < \frac{\omega}{2} \). It is diffusive when \( \mu = \mu_2 \) and \( \delta = \frac{\omega}{2} \), and becomes super-diffusive when \( \delta \in (\frac{\omega}{2}, \frac{1}{2}] \).

### 1.3.3. The Brownian motion case

Assume that \( P \) is the semi-group of the Brownian motion on \( \mathbb{R} \) with drift \( c \in \mathbb{R} \). Therefore, \( (Z(t) - ct)/\sqrt{t} \sim \mathcal{N}(0, 1) \), implying that \( a_t = \sqrt{t} \) and \( b_t = ct \) for all \( t \in [0, \infty) \). Therefore, \( f(x) = 1 \) and \( g(x) = cx/\sqrt{\kappa_2} \) for all \( x \in \mathbb{R} \), and theorem 1 gives
\[ \frac{X(t) - c\kappa_2s(t)}{\sqrt{\kappa_2s(t)}} \xrightarrow{d} \mathcal{N}
\left(0, 1 + \frac{c^2\kappa_3}{\kappa_2}\right) \quad \iff \quad \frac{X(t) - c\kappa_2s(t)}{\sqrt{s(t)}} \xrightarrow{d} \mathcal{N}(0, \kappa_2 + c^2\kappa_3). \]
Like in the first example, this monkey process is diffusive only if \( \mu = \mu_2 \) and \( \delta = \frac{1}{2} \); it is otherwise sub-diffusive.

**Remark (Discussion on the possible values for the function \( f \)).** The definition of \((a_t, b_t)\)-ergodicity is related to Lamperti’s assumption that \((Z(xt) - b_t)/a_t)_{x \geq 0}\) converges in the sense of finite-dimensional distributions to a process \((Z^\infty(x))_{x \geq 0}\). Note that we only assume convergence of the one-dimensional distributions. Lamperti’s assumption was introduced in [18] and implies that \( Z^\infty \) is a self-similar process, that \( a \) and \( b \) are regularly varying and that therefore the function \( f \) defined in theorem 1 equals 1. In particular, \( f = 1 \) when \( Z \) is a random walk in the domain of attraction of stable law (which includes the Gaussian case). In the particular case of non-negative Markov chains, invariance principles with self-similar limits can be found in [19] and [20]. More complex functions \( f \) can arise when the process \( Z \) is not self-similar. For example, recall that if \( Y \) is the standard Yule process, then \( Y(t)/e^t \) converges to a standard exponential random variable; this implies that \( Z(t) := Y(\sqrt{t}) \) is \((e^{\sqrt{t}}, 0)-\)ergodic. In that case, \( f \) is equal to \( x/(2\sqrt{\kappa_2}) \), but since \( Z \) is not homogeneous, its version with reinforced reloca-
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tion does not fit in our framework. Also note that the function $g$ can be arbitrary, which we illustrate again, for simplicity, with a non-homogeneous Markov process by taking $Z(t) = B(t) + g(t)$ where $B$ is the standard Brownian motion.

1.4. Convergence of the occupation measure

Under the assumptions of theorem 1, we can actually prove a stronger result; namely convergence of the weighted occupation measure of $X$ to a deterministic limit. The weighted occupation measure of the process $X$ on $[0, t]$ is defined as follows: let $\bar{\mu}(x) = \int_0^t \mu(s)1_{X_s \in x} ds$ for all $x \geq 0$ and

$$\pi_t(B) = \frac{1}{\bar{\mu}(t)} \int_0^t \mu(s)1_{X_s \in B} ds$$

for all Borel set $B \subseteq \mathbb{R}^d$. When $\mu \equiv 1$, for all Borel set $B$, $\pi_t(B)$ is the proportion of the time spent by the monkey process in $B$ until time $t$. When $\mu \neq 1$ this time spent in $B$ is weighted according to $\mu$. Note that $\pi_t$ is a random probability measure on $\mathbb{R}^d$; it is the conditional distribution (given the trajectory up to time $t$) of the position the walker would relocate to if a relocation event would happen at time $t$. Therefore, $\pi_t$ can be thought of as the memory that the walker has of its trajectory up to time $t$. We prove that $\pi_t$ converges in distribution to a deterministic probability distribution $\pi_\infty$ on the space of all probability distributions on $\mathbb{R}^d$ equipped with the weak topology; in other words, for all continuous and bounded function $\varphi$ from $\mathbb{R}^d$ to $\mathbb{R}$,

$$\int_{\mathbb{R}^d} \varphi(x) d\pi_t(x) \xrightarrow{p} \int_{\mathbb{R}^d} \varphi(x) d\pi_\infty(x),$$

when $t \to \infty$.6

**Theorem 2.** Let $\pi_\infty$ be the distribution of the random variable $f(\Omega)\Gamma + g(\Omega)$. Assume that the assumptions of theorem 1 hold, and that, additionally, $\delta \in (0, \frac{1}{2})$ when $\mu = \mu_2$. Then, $\pi_t(a_{\nu_2(t)} \cdot + b_{\nu_2(t)}) \xrightarrow{\mathcal{D}} \pi_\infty$ when $t \to \infty$, on the set of probability measures on $\mathbb{R}^d$ equipped with the weak topology.

**Remark (Idea of the proof and discussion on the values of $\delta$ when $\mu = \mu_2$).** The proof of this theorem relies on the fact that $\pi_t$ is approximately equal to the distribution of the position of the monkey process at the last relocation before $t$. To prove that a random probability distribution converges in probability (for the weak topology), it is enough to prove that (1) a random variable sampled according to this probability distribution converges in distribution and (2) two random variables sampled independently according to this random distribution are asymptotically independent. When the memory is too steep ($\mu = \mu_2$ and $\delta \geq \frac{1}{2}$), our proof does not work, and (2) may not be true.

5 In the whole paper, we sometimes omit the variable and differential from the integrals: $\int \mu := \int \mu(u) du$.
6 In the whole paper, we use $\xrightarrow{\mathcal{D}}$ to denote convergence in probability.
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1.5. A local limit theorem

The main idea of the paper is to associate a labelled tree to the monkey Markov process (its branching structure) to transport properties of the underlying Markov process \( Z \) to the process with random relocations \( X \). Heuristically, if \( Z \) renormalized by some functions of \( t \) satisfies an asymptotic property, then \( X \) satisfies the same asymptotic property once renormalized by the same functions but applied to \( \kappa_2 s(t) \) instead of \( t \). In this section, we illustrate this principle with the following local limit theorem, for which the state-space is taken to be \( \mathbb{Z}^d \).

**Theorem 3 (Local limit theorem).** We assume that the assumptions of theorem 1 hold, that \( Z^d \) takes values in \( \mathbb{Z}^d \) and \( X(0) \in \mathbb{Z}^d \), and that, furthermore, \( f \equiv 1 \). If \( \gamma \) has a bounded and Lipschitz density function \( \phi \) and

\[
\sup_{m \in \mathbb{Z}^d} a_t \left| P(Z(t) = m) - \frac{1}{a_t} \phi \left( \frac{m - b_t}{a_t} \right) \right| \to 0, \quad \text{when } t \to \infty,
\]

then,

\[
\sup_{m \in \mathbb{Z}^d} a_{\kappa_2 s(t)} \left| P(X(t) = m) - \frac{1}{a_{\kappa_2 s(t)}} \psi \left( \frac{m - b_{\kappa_2 s(t)}}{a_{\kappa_2 s(t)}} \right) \right| \to 0,
\]

when \( t \to \infty \), where \( \psi \) is the density function of \( \Gamma + g(\Omega) \), where \( \Omega \sim \mathcal{N}(0, \kappa^2 \kappa_2) \) and \( \Gamma \sim \gamma \) are independent.

Note that the function \( \psi \) can be taken equal to \( \mathbb{E}[\phi(x - g(\Omega))] \) and that it is also Lipschitz and bounded.

1.6. Recurrence

When considering the simple random walk or the Brownian motion on \( \mathbb{Z}^d \) (resp. \( \mathbb{R}^d \)), it is natural to ask whether or not the walker started from zero will come back to zero (resp. a neighbourhood of zero) almost surely in finite time; we then call the process ‘recurrent’ (resp. ‘neighborhood recurrent’). Boyer and Solis-Salas ask this question for the monkey walk; since it is slowly diffusive, one can imagine that the monkey walk is recurrent in all dimensions. We are able to prove that the answer depends on the choice of the memory kernel:

**Theorem 4.** Assume that \( X(0) = 0 \) and \( X = \mathcal{M}(P, \varphi_{\text{run}}, \mu) \), where \( \varphi_{\text{run}} \) is such that \( \mathbb{E} L^8 < \infty \) if \( L \) is a random variable of distribution \( \varphi_{\text{run}} \).

(a) If \( P \) is the semi-group of the lazy\(^7\) simple symmetric random walk on \( \mathbb{Z}^d \), and if we let \( Z = \{ t \geq 0 : X(t) = 0 \} \), then,

(i) the cardinal of \( Z \) is almost surely infinite if \( \mu = \mu_1 \) or \( \mu = \mu_2 \) and \( \delta d \leq 2 \); 
(ii) \( \| X(t) \| \to \infty \) almost surely as \( t \to \infty \) (in particular, \( Z \) is almost surely finite) if \( \mu = \mu_2 \) and \( \delta d > 2 \).

\(^7\) The lazy simple symmetric random walk is defined for an arbitrary \( p \in (0, 1) \): at each time step, the walker does not move with probability \( p \), and moves according to a simple symmetric random walk otherwise. It is a standard way to avoid parity conditions when calculating the probability that the random walker is at the origin at time \( n \).
If $P$ is the semi-group of the standard Brownian motion on $\mathbb{R}^d$, we let $Z = \{ t \geq 0 : \| X(t) \| \leq \eta \}$; then, for all $\eta > 0$, $Z$ is unbounded (and thus its cardinal is infinite) almost surely if $\mu = \mu_1$ or $\mu = \mu_2$ and $\delta d \leq 2$.

We believe that the ‘monkey Brownian motion’ (case (b)) is not neighborhood recurrent, and even transient, when $\mu = \mu_2$ and $\delta d > 2$. The proof seems more involved than for the monkey random walk (case (a)); and we leave this question as an open problem.

In the case when the underlying process $Z$ is the simple symmetric random walk on $\mathbb{Z}^d$, and, in particular, when $d \geq 2$, one could also ask how many sites have been visited at time $t$ (asymptotically when $t \to \infty$), and what is the shape of this visited set; we also leave this question open.

1.7. Plan of the paper

Section 2 contains the main idea of the paper: the definition of the branching structure of the monkey Markov process. This branching structure is a random tree whose nodes are labelled by the successive runs of the monkey Markov process (the trajectories between relocations). We show that the underlying random tree (once labels have been removed) is a weighted version of the random recursive tree, which we call the weighted random recursive tree, or WRRT. As a by-product of our proofs, we state the convergence in probability of the profile of this random tree (see theorem 6).

Section 3 contains the proof of theorem 1 (central limit theorem), theorem 3 (local limit theorem) and theorem 4 (recurrence); these three theorems are grouped into one section since their proofs rely on the same principles. The proof of theorem 2 (convergence of the weighted occupation measure) is more involved and is presented in section 4. Finally, section 5 is devoted to the technical analysis of the WRRT.

2. The weighted random recursive tree

2.1. The Monkey walk branching structure

The key idea of this paper is to note that each monkey Markov process $X = \mathcal{M}(P, \varphi_{\text{run}}, \mu)$ can be coupled with a labelled random tree called its branching structure (see figure 2). The shape of this tree is a weighted version of the random recursive tree, and the labels are the runs of the monkey Markov process, i.e. the trajectories $(X_t)_{t \in [T_n, T_{n+1})}$ for all $n \geq 0$.

The branching structure $(\tau_n, \ell_n)_{n \geq 1}$ of the monkey Markov process $X = \mathcal{M}(P, \varphi_{\text{run}}, \mu)$ is built recursively as follows (see figure 2): we use the random variables $(L_i)_{i \geq 1}$ and $(R_i)_{i \geq 1}$ that were used when defining $X$.

Recall that $T_0 = 0$ and $T_n = L_1 + \cdots + L_n$ for all $n \geq 1$.

- The tree $\tau_1$ is the one-node tree whose unique node $\nu_1$ is labelled by $\ell_1(\nu_1) = (X_t)_{t \in [0, T_1)}$.
- For all integers $n \geq 1$, the tree $\tau_{n+1}$ is obtained from the tree $\tau_n$ by attaching a new node called $\nu_{n+1}$ in the following way:
  - let $\xi(n+1) \in \{1, \ldots, n\}$ be the unique index such that
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\[ T_{\xi(n+1)} = R_{n+1} < T_{\xi(n+1)}, \] add \( \nu_{n+1} \) as a new child of \( \nu_{\xi(n+1)} \); 
\[ \ell_{n+1}(\nu_{n+1}) = (X_t)_{t \in [T_n, T_{n+1})}. \]

\( T_1 \) is the one node tree;
\( T_{n+1} \) is the tree \( T_n \) to which a new node \( \nu_{n+1} \) has been attached at random as follows: choose an integer \( \xi(n+1) \) at random in \( \{1, \ldots, n\} \) with probability \( \frac{w_i}{w_1 + \cdots + w_n} \), and add \( \nu_{n+1} \) to \( T_n \) as a new child of \( \nu_{\xi(n+1)} \).

In the above definition, each of the trees \( T_n \) is increasing (see [21]) in the sense that for all integers \( 1 \leq i < j \leq n \), if node \( \nu_j \) is a child of node \( \nu_i \), then \( i < j \). We can compute the law of a \( w \)-wrrt tree \( T_n \) as follows: if \( t \) is an increasing tree with \( n \) vertices and \( \pi_t(i) \) is the index of the parent of \( \nu_i \) in the tree \( t \), then:

\[ \mathbb{P}(T_n = t) = \prod_{i=2}^{n} \frac{w_{\pi_t(i)}}{w_1 + \cdots + w_{i-1}}. \] (7)

Note that, when \( w_i = w_1 \in (0, \infty) \) for all \( i \geq 1 \), then the \( w \)-wrrt is the so-called random recursive tree (rrt). The wrrt can thus be seen as a generalization of the rrt.

Remark (The wrrt in the literature). The wrrt was already introduced by Borovkov and Vatutin [22, 23]. They assume that the weight of node is given \( w_i = \prod_{j=1}^{i} c_j \),
where the sequence $(c_j)_{j \geq 1}$ is a sequence of i.i.d. random variables, and then show a central limit theorem for the height of a node taken at random in the tree with probability proportional to the weights. Hiesmayr and Işlak [24] also introduced the wrt (they call it the wrt); they prove asymptotic results for the number of leaves and the height of the random tree. We prove in this paper convergence in probability of the profile of this new random tree (see theorem 6) when the $(w_i)_{i \geq 1}$ are randomly chosen independently and identically at random and have finite second moment. Other questions about this random tree, such as determining its degree distribution or stronger convergence theorems for the profile, remain open at the time of writing, although they will be treated in the work of Sénizergues [25], due to appear soon.

In our random walk setting, we let, for all $i \geq 1$,

$$W_i = \int_{T_{i-1}}^{T_i} \mu, \quad (8)$$

and $W = (W_i)_{i \geq 1}$. Note that, for all integers $i \geq 1$, $(W_1, \ldots, W_i)$ is $(L_1, \ldots, L_i)$-measurable. Conditionally on $L$, and thus $W$, the (unlabelled) tree $(\tau_n)_{n \geq 1}$ is distributed as the $W$-weighted random recursive tree; in other words, for all $n$-node increasing tree $t$,

$$P_L(\tau_n = t) = \prod_{m=2}^{n} \frac{W_{\pi(t)}(m)}{W_1 + \cdots + W_{m-1}},$$

where $P_L$ denotes the probability conditionally on the sequence $L$.

Since for all $n$, $\tau_n$ is a subtree of $\tau_{n+1}$, and $\ell_{n+1}$ is equal to $\ell_n$ on $\tau_n$, we can therefore define $(\tau, \ell)$ as the union of $\{(\tau_n, \ell_n)\}_{n \geq 1}$. Note that, conditionally on $L$, the sequence of labels $\ell = \{\ell(\nu_n)\}_{n \geq 1}$ indexed by the nodes of $\tau$ is a branching Markov chain, meaning that

- the sequence of labels along any branch from the root to infinity is distributed as a Markov chain of a given kernel $K$,
- the sequences of labels along two distinct branches are independent after their last common ancestor.

Note that the kernel $K$ of the branching Markov chain $(\tau, \ell)$ is defined as follows: for all $0 \leq s < t$, for all $x : [s, t) \to \mathbb{R}^d$, draw a random variable $R$ according to the following distribution

$$P(R \leq u) = \frac{\int_s^u \mu}{\int_s^t \mu},$$

start a Markov process of semi-group $P$ at position $x(R)$ and run it from time 0 to time $[0, W)$ (where $W$ is a random variable of distribution $\varphi_{\text{run}}$, independent from $R$); the law of this process is our definition of $K(x, \cdot)$.

In this construction, we have used the following fact: when relocating at time $T_n$, the walker chooses a time $R_n$ randomly in its past according to the memory kernel; this is equivalent to first choosing a run in its past, with probability proportional to the $W_i$’s, and then choosing a time at random inside this random run with probability given by

https://doi.org/10.1088/1742-5468/ab081f
\[
P_L(R_n \leq x \mid R_n \in [T_{i-1}, T_i]) = \frac{\int_{T_{i-1}}^x \mu}{\int_{T_i}^x \mu}.
\]

### 2.2. General background on trees and notations

So far, we have described trees as cycle-free graphs on a set of nodes \(\{\nu_1, \nu_2, \ldots\}\), where \(\nu_1\) is seen as the root. We call parent of a node \(u\) the first node in the path from \(u\) to the root, the ancestors of \(u\) are all the nodes on the path from \(u\) to the root. The children of a node \(u\) are all the nodes whose parent is \(u\), a leaf of \(\tau\) is a node with no children, while the internal nodes are those with at least one child. The height of a node \(u\), denoted by \(|u|\), is the graph distance from \(u\) to the root. Finally, the last common ancestor \(u \wedge v\) of two nodes \(u\) and \(v\) is the highest node (i.e. with the largest height) that is ancestor to both \(u\) and \(v\).

In the following, it is convenient to embed trees in the plane by ordering the children of all nodes. We decide that the children of a node are ordered from left to right in increasing order of their indexes. We can then associate to each node a word on the alphabet \(A = \{1, 2, \ldots\}\) as follows: the root is associated to the empty word \(\emptyset\), and each node \(u\) is given the word of its parent to which a last 'letter' is added; this last letter is the rank of \(u\) among its siblings (from left to right). For example, node 13 is the third child of the first child of the root. Our trees can thus be seen as sets of words on \(A = \{1, 2, \ldots\}\); we denote by \(A^*\) the set of all (finite) words on \(A\). In the following, we identify a node with its word, and allow ourselves to say, e.g. ‘the prefix of node \(\nu_i\) ’ instead of the more accurate ‘the prefix of the word associated to node \(\nu_i\)’. Note that the ancestors of a node are all its prefixes, the height of a node is its length (in terms of number of letters), and the last common ancestor of \(u\) and \(v\) is their longest common prefix.

### 2.3. Key property of the \textsc{wrrt}

As already discussed, the key in studying the monkey Markov process is to note that, for all \(t \in \mathcal{T}\), \(X(t)\) has the same distribution as \(Z(S(t))\), where \(S(t)\) is a random variable taking values in \(\mathcal{T}\) that depends on the sequence of run-lengths \(L = (L_i)_{i \geq 1}\) and on the memory kernel, but is independent of the Markov process \(Z\). All our results follow from this equality in distribution, and from a central limit theorem verified by \(S(t)\).

For all fixed \(t\), \(S(t)\) is defined by looking at the trajectory of the walker backwards in time, starting from \(t\) (see figure 5); whenever we see a relocation point, say at time \(T_i\), we jump directly to time \(R_i\) (note that \(X(R_i) = X(T_i)\) by definition). By doing so, we follow a continuous path; \(S(t)\) is equal, by definition, to the length of this path. The exact definition of \(S(t)\) is given in section 3.1.

The following theorem is key in proving a central limit theorem for \(S(t)\); indeed, we show later that \(S(t)\) is equal in distribution to the quantity \(\Phi(N(t))\) (defined in the statement of the theorem) for some random \(N(t)\) that behaves almost surely as \(t/\mathbb{E}[L]\) when \(t \to \infty\).
Let $F_i^{(n)}$ be a random variable distributed as $R_n - T_i - 1$ conditionally on $R_n \in [T_i - 1, T_i)$ for all $1 \leq i \leq n$; note that, conditionally on $L$, for all $x \in [T_i - 1, T_i)$, we have,

$$P_L(F_i^{(n)} \leq x) = P_L(R_n \leq T_i - 1 + x \mid R_n \in [T_i - 1, T_i)) = \frac{\int_{T_i - 1}^{T_i - 1 + x} \mu}{T_i - 1},$$

implying that the law of $F_i^{(n)}$ does not depend on $n$. Therefore, for all $i \geq 1$, we denote by $(F_i)_{i \geq 1}$ a sequence of independent random variables such that

$$P_L(F_i \leq x) = \frac{\int_{T_i - 1}^{T_i - 1 + x} \mu}{T_i - 1},$$

for all $i \geq 1$.

Let $T_n$ be the $n$-node $W$-WRRT, and $F = (F_i)_{i \geq 1}$ a sequence of independent random variables whose distribution is given by equation (9). Define, for all integers $n$ and for all nodes $u \in T_n$,

$$\Phi(u) = \sum_{i=1}^{n} F_i 1_{u \preceq \nu},$$

where $u \preceq \nu$ if, and only if, $u$ is a (non-strict) ancestor (or prefix) of $\nu$. In the following theorem, we show a joint limit theorem for $\Phi(u_n)$ and $\Phi(v_n)$, where $u_n$ and $v_n$ are two nodes taken independently and weight-proportionally at random in the $n$-node $W$-WRRT.

**Theorem 5.** Assume that $\mathbb{E}L^8 < \infty$ if $L$ is a random variable of distribution $\varphi_{\text{run}}$, and denote by

$$\tilde{\kappa}_i = \frac{\mathbb{E}L^i}{\mathbb{E}L} \quad \text{if } \mu = \mu_1, \quad \text{and} \quad \tilde{\kappa}_i = \frac{\mathbb{E}L^i}{i(\mathbb{E}L)^{1-\delta}} \quad \text{if } \mu = \mu_2,$$

for $i \in \{2, 3\}$. Finally, if $\mu = \mu_2$, assume that $\delta \in (0, \frac{1}{2})$.

Let $u_n$ and $v_n$ two nodes taken independently and weight-proportionally at random in $T_n$.

- **If $\mu = \mu_1$ or $\mu = \mu_2$ and $\delta \in (0, \frac{1}{2})$, then**, conditionally on $(L, F)$, $(L, F)$-almost surely, we have

$$\left( \frac{\Phi(u_n) - \tilde{\kappa}_2 s(n)}{\sqrt{\tilde{\kappa}_3 s(n)}}, \frac{\Phi(v_n) - \tilde{\kappa}_2 s(n)}{\sqrt{\tilde{\kappa}_3 s(n)}} \right) \overset{d}{\rightarrow} (\Lambda_1, \Lambda_2),$$

as $n \to \infty$, where $\Lambda_1$ and $\Lambda_2$ are two independent standard Gaussian random variables.

- **If $\mu = \mu_2$ and $\delta = \frac{1}{2}$**, then, conditionally on $(L, F)$, $(L, F)$-almost surely, we have
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\[ \frac{\Phi(u_n) - \hat{\kappa}_2 s(n)}{\sqrt{\hat{\kappa}_3 s(n)}} \xrightarrow{d} \mathcal{N}(0, 1), \]

as \( n \to +\infty \).

**Remark.** Such a conditional weak convergence statement is typical of the random environment literature where this would be called a ‘quenched’ result valid for almost all realizations of the environment. Here, the sequence of run lengths could be thought of as the random environment. It implies annealed weak convergence statements: in particular the limit theorem holds if we just condition on \( L \) or \( F \) or even unconditionally.

The proof of this theorem is relatively technical and long, and we therefore choose to postpone it to section 5, and first show how it implies our main results. Note that the conditions \( \delta \in (0, \frac{1}{2}] \) in theorem 1 and \( \delta \in (0, \frac{1}{2}) \) in theorem 2 come from the conditions needed here in theorem 5: the convergence of the first marginal is enough to prove theorem 1, while joint convergence is needed for theorem 2.

Following the same proof as for theorem 5, just replacing \( \Phi(\nu) \) by the simpler

\[ \Psi(\nu) = |\nu| + 1 = \sum_{i=1}^{n} 1_{\nu_i < \nu}, \]

one can prove convergence in probability of the weighted profile of the \( W \)-wrrt.

**Definition.** The profile of a tree \( t \) is the probability distribution of the height of a node taken uniformly at random in \( t \). Equivalently, it is given by the following sum of Dirac masses:

\[ \frac{1}{|t|} \sum_{\nu \in t} \delta_{|\nu|}, \]

where \(|t|\) denotes the number of nodes in \( t \), \(|\nu|\) the height of node \( \nu \) and \( \delta_x \) is the Dirac mass at \( x \), for all \( x \in \mathbb{N} \).

We denote by

\[ \pi_n = \frac{\sum_{i=1}^{n} W_i \delta_{|\nu_i|}}{\sum_{i=1}^{n} W_i} \]

the weighted profile of the \( n \)-node \( W \)-wrrt \( T_n \). Note that since \( T_n \) is a random tree, then \( \pi_n \) is a random probability distribution on \( \mathbb{N} \); it is the probability distribution of the height of a node taken weight-proportionally at random in \( T_n \). The following result states convergence in probability of this random probability distribution on the space of all probability distributions on \( \mathbb{N} \) equipped with the weak topology.

**Theorem 6.** Assume that \( EL^2 < \infty \), and, if \( \mu = \mu_2 \), assume that \( \delta \in (0, \frac{1}{2}) \). Then, when \( n \) goes to infinity, we have

\[ \pi_n \left( \sqrt{s(n)} \cdot + s(n) \right) \xrightarrow{P} \mathcal{N}(0, 1), \]

with respect to the weak topology.

The profile of a random tree is the distribution of the height of a node taken uniformly at random in this tree. Profiles of random trees are widely studied in the literature: see, e.g. Drmota and Gittenberger [26] for the Catalan tree et al [27] and Chauvin et al [28] for the binary search tree and Schopp [29] for the \( m \)-ary increasing tree, Katona [30]...
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and Sulzbach [31] for the preferential attachment tree, and the very recent universal result of Kabluchko et al [32]. In all these examples, the height of a typical node is of the order $\sqrt{n}$ or $\log n$ where $n$ is the number of nodes in the tree. However, in our WRRTs, we exhibit typical heights of order $\log \log n$, $(\log n)^{\alpha}$ and even $n^{\delta}$ (for $\delta \leq 1/2$).

2.4. A key coupling

We now give two results that help in understanding why theorem 5 might be true. We link each one of the summands defining $\Phi$ (or more easily $\Psi$) to independent random variables. This is done by constructing, in a consistent manner, the $w$-WRRT together with vertices that are sampled weight-proportionally at random from the $n$-node tree.

Let $w = (w_i)_{i \geq 1}$ be a sequence of positive real numbers and $s = (s_i)_{i \geq 1}$ the sequence of its cumulative sums: for all $i \geq 1$, $s_i = \sum_{j=1}^{i} w_j$. Let $U = (U_n)_{n \geq 1}$ be a sequence of independent random variables such that, for all $i, n \geq 1$, $P(U_n = i) = \frac{w_i}{s_n}$. Let $B = (B_n)_{n \geq 1}$ be a sequence of independent random variables (between themselves and also of $U$) such that, for all $n \geq 1$, $B_n$ is Bernoulli-distributed with parameter $\frac{w_i}{s_n}$.

Let $\nu_1 = \emptyset$ and $\tilde{T}_1$ be the tree equal to $\{\nu_1\}$; also let $\tilde{u}_1 = \nu_1$. For all $n \geq 1$, given $(\tilde{T}_{n-1}, \tilde{u}_{n-1})$, we define $(\tilde{T}_n, \tilde{u}_n)$ as follows:

- if $B_n = 1$, set $\tilde{u}_n = \nu_n$ and $\tilde{\xi}(n) = \tilde{u}_{n-1}$;
- if $B_n = 0$, set $\tilde{u}_n = \tilde{u}_{n-1}$ and $\tilde{\xi}(n) = U_{n-1}$.

Finally, let $\tilde{T}_n$ be the tree obtained by adding node $\nu_n$ to $\tilde{T}_{n-1}$ with an edge between $\nu_{\tilde{\xi}(n)}$ and $\nu_n$.

**Proposition 7.** For all $n \geq 1$, $\tilde{T}_n$ is distributed as the $n$-node $w$-WRRT, and, given $\tilde{T}_n$, the node $\tilde{u}_n$ is taken weight-proportionally at random in $\tilde{T}_n$.

Note that the sequence $(\tilde{T}_n, \tilde{u}_n)_{n \geq 1}$ is such that

- the parent of $\tilde{u}_n$ is $\tilde{u}_{n-1}$ if, and only if, $B_n = 1$;
- $\tilde{u}_n = \tilde{u}_{n-1}$ if, and only if, $B_n = 0$.

This implies in particular that $\{B_i = 1\} = \{\nu_i < \tilde{u}_n\}$, for all integers $n, i \geq 1$; we thus get the following corollary:

**Corollary 8.** Let $w = (w_i)_{i \geq 1}$ be a sequence of positive real numbers. For all integers $n \geq 1$, let $u_n$ be a node chosen at random in the $n$-node $w$-WRRT $\tilde{T}_n$ with probability proportional to the weights. Then, the random variables $(1_{\nu_i < u_n})_{1 \leq i \leq n}$ are independent Bernoulli random variables of respective parameters $\frac{w_i}{s_i}$, where $s_i = \sum_{j=1}^{i} w_j$ ($\forall i \geq 1$).

**Remark (Discussion of Corollary 8 with respect to the literature).** Corollary 8 is a classical result in the case when the weights are constant (and the WRRT is thus equal to the RRRT); it is for example proved in [33]. The proof of [33] uses the link between the height of a uniform random node and the number of records in a uniform random permutation, which is well known to be a sum of independent Bernoulli ran-
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Proof of proposition 7. Let \( t \) be an increasing tree with nodes \( \nu_1, \ldots, \nu_n \). Denote the index of the parent of \( \nu_i \) in \( t \) by \( \pi_t(i) \). The assertion follows from the formula

\[
P\left( \tilde{T}_n = t, \tilde{u}_n = \nu_j \right) = \left[ \prod_{i=2}^{n} \frac{w_{\pi_t(i)}}{s_{i-1}} \right] \frac{w_j}{s_n},
\]

which we now prove by induction, the case \( n = 1 \) being trivial. If the above formula is valid for \( n \), let \( t \) be an increasing tree with nodes \( \nu_1, \ldots, \nu_{n+1} \) and let \( t' \) be the tree obtained from \( t \) by removing node \( \nu_{n+1} \). For \( j \leq n \), note that \( \tilde{u}_{n+1} = \nu_j \) if, and only if, \( B_{n+1} = 0 \). Therefore, we get:

\[
P\left( \tilde{T}_{n+1} = t, \tilde{u}_{n+1} = \nu_j \right) = P\left( \tilde{T}_n = t', \tilde{u}_n = \nu_j, U_{n+1} = \pi_{t'}(\nu_{n+1}), B_{n+1} = 0 \right)
= \prod_{i=2}^{n} \frac{w_{\pi_t(i)}}{s_{i-1}} \frac{w_j}{s_n} \frac{w_{\pi_t(\nu_{n+1})}}{s_n} \frac{s_n}{s_{n+1}}
= \prod_{i=2}^{n+1} \frac{w_{\pi_t(i)}}{s_{i-1}} \frac{w_j}{s_{n+1}},
\]

which finishes the proof. \( \square \)

To get joint convergence of the two marginals in theorem 5, one needs to improve the coupling as follows (see figure 4 for a realization of this coupling). Additionally to \( B \) and \( U \), we consider a sequence \( B' = (B'_i)_{i \geq 1} \) of independent (between themselves and of \( B \) and \( U \)) Bernoulli random variables with respective parameters \( \frac{w_i}{s_i} \).
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Let $\nu_1 = \emptyset$, and $\tilde{T}_1 = \{\nu_1\}$; also set $\tilde{u}_1 = \tilde{v}_1 = \nu_1$. Recursively, for all $n \geq 2$, given $(\tilde{T}_{n-1}, \tilde{u}_{n-1}, \tilde{v}_{n-1})$, we define $(\tilde{T}_n, \tilde{u}_n, \tilde{v}_n)$ as follows:

- if $(B_n, B'_n) = (0, 0)$, we set $\tilde{\xi}(n) = U_{n-1}$, $\tilde{u}_n = \tilde{u}_{n-1}$ and $\tilde{v}_n = \tilde{v}_{n-1}$;
- if $(B_n, B'_n) = (1, 0)$, we set $\tilde{\xi}(n) = \tilde{u}_{n-1}$, $\tilde{u}_n = \nu_n$ and $\tilde{v}_n = \tilde{v}_{n-1}$;
- if $(B_n, B'_n) = (0, 1)$, we set $\tilde{\xi}(n) = \tilde{v}_{n-1}$, $\tilde{u}_n = \tilde{u}_{n-1}$ and $\tilde{v}_n = \nu_n$;
- if $(B_n, B'_n) = (1, 1)$, we set $\tilde{\xi}(n) = \tilde{u}_{n-1}$, $\tilde{u}_n = \tilde{v}_n = \nu_n$.

Finally, define $\tilde{T}_n$ as the tree obtained by adding $\nu_n$ to $\tilde{T}_{n-1}$ and a new edge from $\nu_n$ to $\tilde{\xi}(n)$.

**Proposition 9.** For every $n \geq 1$, $\tilde{T}_n$ is distributed as the $n$-node w-wrrt, and, given $\tilde{T}_n$, the nodes $\tilde{u}_n$ and $\tilde{v}_n$ are independent, and taken weight-proportionally at random in $\tilde{T}_n$.

Note that, when $n$ evolves, $\tilde{u}_n$ stays on one branch of the tree, and occasionally increases its height by one (when $B_n = 1$). This is not the case for $\tilde{v}_n$: $\tilde{u}_n$ evolves along one branch of the tree, occasionally increasing its height by one (if $B'_n = 1$ and $B_n = 0$), except at some random times ($B_n = B'_n = 1$) when it 'jumps' to take the same value as $\tilde{u}_n$ (see figure 4, where such jumps occur when $n = 5$). We will show later that, for the memory kernels of theorems 2 and 5, this 'jumping' only happens a finite number of times and, after that (random) time, $\tilde{u}_n \neq \tilde{v}_n$ for all $n$, and the last common ancestor of $\tilde{u}_n$ and $\tilde{v}_n$ stays constant in $n$. This observation is formalized in the forthcoming proposition 14; we later show that it implies the asymptotic independence in the joint convergence of theorem 5.

**Proof.** If $t$ is any increasing tree with nodes $\nu_1, \ldots, \nu_n$ and $\pi_t(i)$ is the number of the parent of $\nu_i$ in the tree $t$, we assert that

$$
\mathbb{P}(\tilde{T}_n = t, \tilde{u}_n = \nu_j, \tilde{v}_n = \nu_k) = \prod_{i=2}^{n} \frac{w_{\pi_t(i)}}{s_{i-1} s_n} \frac{w_j}{s_n} \frac{w_k}{s_n}.
$$

Let us prove this by induction, the case $n = 1$ being trivial. Note that, by construction, $(\tilde{T}_n, \tilde{u}_n, \tilde{v}_n)$, $U_n$, $B_{n+1}$ and $B'_{n+1}$ are independent. Suppose now that the above formula holds true and let $t$ be an increasing tree on $n + 1$ nodes. Let $t'$ be the tree ob-
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tained from \( t \) by deleting node \( \nu_{n+1} \) and the edge from \( \nu_{n+1} \) to its parent. For \( j, k \leq n \), \( \tilde{u}_{n+1} = \nu_j \) if, and only if, \( B_{n+1} = 0 \) (likewise for \( \tilde{v}_{n+1} \)); therefore, we get:

\[
P(\tilde{T}_{n+1} = t, \tilde{u}_{n+1} = \nu_j, \tilde{v}_{n+1} = \nu_k) = P(B_{n+1} = 0, B'_{n+1} = 0, \tilde{T}_n = t', U_n = \pi_t(n+1), \tilde{u}_n = \nu_j, \tilde{v}_n = \nu_k) \]

\[
= \frac{s_n}{s_{n+1}} \frac{s_n}{s_{n+1}} \left[ \prod_{i=2}^{n} \frac{w_{\pi_t(i)}}{s_{i-1}} \right] \frac{w_{\pi_t(n+1)} w_j w_k}{s_n s_n s_n}
\]

If \( \nu_j \leq n \) and \( \nu_k = n + 1 \), then

\[
P(\tilde{T}_{n+1} = t, \tilde{u}_{n+1} = \nu_j, \tilde{v}_{n+1} = \nu_{n+1}) = P(B_{n+1} = 0, B'_{n+1} = 1, \tilde{T}_n = t', \tilde{v}_n = \pi_t(n+1), \tilde{u}_n = \nu_j) \]

\[
= \frac{s_n}{s_{n+1}} \frac{w_{n+1}}{s_{n+1}} \left[ \prod_{i=2}^{n} \frac{w_{\pi_t(i)}}{s_{i-1}} \right] \frac{w_{\pi_t(n+1)} w_j}{s_n}
\]

\[
= \left[ \prod_{i=2}^{n+1} \frac{w_{\pi_t(i)}}{s_{i-1}} \right] \frac{w_j w_{n+1}}{s_{n+1} s_{n+1}}.
\]

Finally, if both \( j, k = n + 1 \), we get:

\[
P(\tilde{T}_{n+1} = t, \xi_{n+2} = \nu_j, \tilde{u}_{n+1} = \nu_j, \tilde{v}_{n+1} = \nu_k) = P(B_{n+1} = 1, B'_{n+1} = 1, \tilde{T}_n = t', U_{n+1} = \pi_t(n+1)) \]

\[
= \frac{w_{n+1}}{s_{n+1}} \frac{w_{n+1}}{s_{n+1}} \left[ \prod_{i=2}^{n} \frac{w_{\pi_t(i)}}{s_{i-1}} \right] \frac{w_{\pi_t(n+1)}}{s_n}
\]

\[
= \left[ \prod_{i=2}^{n+1} \frac{w_{\pi_t(i)}}{s_{i-1}} \right] \frac{w_{n+1} w_{n+1}}{s_{n+1} s_{n+1}}.
\]

3. Central limit theorem, local limit theorem and recurrence

3.1. Proof of theorem 1

We refer the reader to figure 5 for the notations and main ideas of the proof. We denote by \( A(t) \) the time to the last relocation before time \( t \), by \( N(t) \) the number of runs before time \( t - A(t) \), by \( \omega_{N(t)} \) the node of \( \tau_{N(t)} \) defined as the parent of the node labelled by the run that straddles time \( t \), and by \( K(t) \) the height of \( \omega_{N(t)} \). Finally, we denote by \( L_{i_1(t)}, \ldots, L_{i_K(t)}(t) \) the run-lengths of the successive runs labelling the nodes of the
branch from the root of $\tau_{N(t)}$ to $\omega_{N(t)}$ (in that order). By construction of the model, and using the Markov property of $Z$, we get the following equality in distribution:

$$X(t) \overset{d}{=} Z \left( \sum_{\ell=1}^{K(t)} F_{i(\ell)} + A(t) \right),$$

where, for all integers $i$, $F_i$ is distributed as

$$\mathbb{P}_L(F_i \leq x) = \frac{\int_{T_{i-1}}^{T_i} x \mu}{\int_{T_{i-1}}^{T_i} \mu}.$$ 

It is important to note that the $F_{i(t)}$'s are no longer distributed according to this distribution since they have been ‘size-biased’ by the fact that their definition involve conditioning on run number $i(t)$ to be on the branch leading to $X(t)$. Let

$$S(t) := \sum_{\ell=1}^{K(t)} F_{i(\ell)} + A(t),$$

so that $X(t) \overset{d}{=} Z(S(t))$.

The first step in the proof of theorem 1 is to prove that

$$\frac{S(t) - \kappa_2 s(t)}{\sqrt{\kappa_3 s(t)}} \overset{d}{\to} \mathcal{N}(0, 1).$$

(10)

Let us first prove that $A(t)/c_t \to 0$ in probability whenever $c_t \to \infty$. Indeed, if $L(t) = T_{N(t)+1} - T_{N(t)}$ is difference of the relocation times that straddle $t$, then $A(t) \leq L(t)$ and $L(t)$ converges in law to a finite random variable (see, e.g. [38]). Hence, by Slutsky’s theorem, $L(t)/c_t \to 0$ in probability and so does $A(t)/c_t$.

Note that, given $\tau_{N(t)}$, the random node $\omega_{N(t)}$ is chosen at random in $\tau_{N(t)}$ with probability proportional to the weights. Moreover, using the notations of section 2, we have that $S(t) = \Phi(\omega_{N(t)}) + A(t)$. Note that $N(t)$ is $L$-measurable, and that, $L$—almost surely, $N(t)$ increases to $+\infty$. The convergence of the first marginal in theorem 5 applies under the assumptions of theorem 1; in particular, we have assumed that $\delta \in (0, 1/2]$ if $\mu = \mu_2$. Therefore, we get that, conditionally on $L$,

$$\frac{\Phi(\omega_{N(t)}) - \kappa_2 s(N(t))}{\sqrt{\kappa_3 s(N(t))}} \overset{d}{\to} \mathcal{N}(0, 1),$$

(11)

when $t \to \infty$. (Hence, the above limit theorem also holds unconditionally.) Recall that $S(t) = \Phi(\omega_{N(t)}) + A(t)$, and $A(t)/\sqrt{s(t)} \overset{p}{\to} 0$; thus, to prove equation (10), it is enough to prove that, for all $i \in \{2, 3\}$,

$$\hat{\kappa}_i s(N(t)) = \kappa_i s(t) + o(\sqrt{s(t)}).$$

(12)

Let us first assume that $\mu = \mu_1$; in that case, $\kappa_i = \hat{\kappa}_i$. By definition, we have that $\sum_{i=1}^{N(t)} L_i + A(t) = t$, and by the strong law of large numbers, $\sum_{i=1}^{N(t)} L_i/N(t) \to E L$ almost surely when $t \to \infty$. Therefore, we have $N(t) = t(1+o(1))/E L$ almost surely

---

8 In the whole paper, we use $\overset{d}{=} \overset{\mathcal{L}}{=} \overset{a.s.}{=} \overset{p}{\to}$ to denote equality in distribution.
when $t$ goes to infinity, implying that $\log^\alpha N(t) = \log^\alpha t + O(1)$, which in turn implies equation (12).

If $\mu = \mu_2$, we need a more precise estimate for $N(t)$: since $\sum_{i=1}^n L_i - nE L = o(\sqrt{n \log n})$ almost surely (for example by the law of the iterated logarithm), the bounds $t - A(t) \leq \sum_{i=1}^{N(t)} L_i \leq t$ imply that

$$\frac{t - N(t)E L}{\sqrt{N(t) \log N(t)}} \to 0$$

almost surely as $t \to \infty$ and thus

$$N(t) = \frac{t}{E L} + o(\sqrt{t \log t}).$$

Hence we have

$$\hat{\kappa}_i s(N(t)) = \hat{\kappa}_i N(t)^{\delta} = \hat{\kappa}_i \left( \frac{t}{E L} \right)^{\delta} + o\left( \sqrt{\log(t)t^{\delta - 1/2}} \right).$$

Since $t^{\delta - 1/2} = o(t^{\frac{1}{2}})$ for all $\delta \in (0, 1)$ and $\kappa_i = \hat{\kappa}_i/(E L)^{\delta}$, we see that equation (12) holds.

Thus, in both cases, using the fact that $S(t) = \Phi(\omega_{N(t)}) + A(t)$, and since $A(t)/\sqrt{s(t)} \to 0$ in probability, we deduce that equation (10) holds.

We now show that theorem 1 follows from equation (10). By Skorokhod’s representation theorem, we can find a probability space on which there exists a standard Gaussian random variable $\Lambda$ as well as $\tilde{S}(t)$ such that $\tilde{S}(t) \overset{d}{=} S(t)$ for all $t \geq 0$, such that

$$\tilde{S}(t) = \kappa_2 s(t) + \Lambda \sqrt{\kappa_3 s(t)} + o(\sqrt{s(t)}),$$

Figure 5. A realization of the monkey Markov process and its branching structure (this picture illustrates notations and ideas used in the proof of theorem 1). In this example, the number of runs before time $t - A(t)$ is $N(t) = 6$, the height of $\omega_{N(t)}$ is $K(t) = 2$. The runs associated to a node on the branch from the root to $\omega_{N(t)}$ are in solid line on the top-left corner, the other runs are dotted.
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almost surely when \( t \to \infty \). Since, in our original probability space, \( Z \) is independent of \( S \), on an extension of the probability space where \( (\tilde{S}(t))_{t \geq 0} \) is defined, there exists a sequence \( (\tilde{Z}(t))_{t \geq 0} \) such that \( \tilde{Z} \) is independent of \( \tilde{S} \), \( \tilde{Z}(t) \overset{d}{=} Z(t) \) for all \( t \geq 0 \), and a random variable \( \Gamma \) with law \( \gamma \) such that \( (\tilde{Z}(t) - b_t)/a_t \to \Gamma \) almost surely. Therefore, almost surely when \( t \to \infty \), we have

\[
\frac{\tilde{Z}(\tilde{S}(t)) - b_{\kappa_2s(t)}}{a_{\kappa_2s(t)}} = \frac{\tilde{Z}(\tilde{S}(t)) - b_{\kappa_2s(t)}}{a_{\tilde{S}(t)}} \cdot \frac{a_{\tilde{S}(t)}}{a_{\kappa_2s(t)}} \cdot \frac{b_{\tilde{S}(t)} - b_{\kappa_2s(t)}}{a_{\kappa_2s(t)}}
\]

\[
\to f\left( \Lambda \sqrt{\frac{\kappa_3}{\kappa_2}} \right) \Gamma + g\left( \Lambda \sqrt{\frac{\kappa_3}{\kappa_2}} \right)
\]

by the (Scaling) hypothesis; this concludes the proof since \( \Omega := \Lambda \sqrt{\frac{\kappa_3}{\kappa_2}} \sim \mathcal{N}(0, 2\mathbb{E}L^2/(3\mathbb{E}L^2)) \), and since \( \tilde{Z}(\tilde{S}(t)) \overset{d}{=} Z(S(t)) \overset{d}{=} X(t) \) for all \( t \geq 0 \).

### 3.2. Proof of theorem 3

Using the notations of section 3.1, we have \( X(t) \overset{d}{=} Z(S(t)) \). Since \( Z \) is independent of \( S \), we get that, for all \( m \in \mathbb{Z}^d \)

\[
\mathbb{P}(X(t) = m) = \mathbb{E}\left[ \mathbb{P}(Z(S(t)) = m \mid S(t)) \right],
\]

implying that

\[
\begin{align*}
a_{\kappa_2s(t)} \mathbb{P}(X(t) = m) &- \frac{1}{a_{\kappa_2s(t)}} \psi\left( \frac{m - b_{\kappa_2s(t)}}{a_{\kappa_2s(t)}} \right) \\
\leq a_{\kappa_2s(t)} &\mathbb{E}\left[ \mathbb{P}(Z(S(t)) = m \mid S(t)) - \frac{1}{a_{\kappa_2s(t)}} \phi\left( \frac{m - b_{\kappa_2s(t)}}{a_{\kappa_2s(t)}} \right) \right] + \left| \mathbb{E}\phi\left( \frac{m - b_{\kappa_2s(t)}}{a_{\kappa_2s(t)}} \right) - \psi\left( \frac{m - b_{\kappa_2s(t)}}{a_{\kappa_2s(t)}} \right) \right| \\
\leq a_{\kappa_2s(t)} &\mathbb{E}\left[ \mathbb{P}(Z(S(t)) = m \mid S(t)) - \frac{1}{a_{\kappa_2s(t)}} \phi\left( \frac{m - b_{\kappa_2s(t)}}{a_{\kappa_2s(t)}} \right) \right] + \left| \mathbb{E}\phi\left( \frac{m - b_{\kappa_2s(t)}}{a_{\kappa_2s(t)}} \right) - \psi\left( \frac{m - b_{\kappa_2s(t)}}{a_{\kappa_2s(t)}} \right) \right].
\end{align*}
\]

Since \( Z \) is independent of \( S \), and \( S(t) \to \infty \) almost surely when \( t \to \infty \), the fact that

\[
\sup_{m \in \mathbb{Z}^d} \mathbb{P}(Z(t) = m) - \frac{1}{a_t} \phi\left( \frac{m - b_t}{a_t} \right) \to 0
\]

implies that, almost surely when \( t \to \infty \),

\[
\Delta(t) = \sup_{m \in \mathbb{Z}^d} a_{S(t)} \left| \mathbb{P}(Z(S(t)) = m \mid S(t)) - \frac{1}{a_{S(t)}} \phi\left( \frac{m - b_{S(t)}}{a_{S(t)}} \right) \right| \to 0.
\]

We can therefore bound the first term on the right-hand side of (13) as follows: for all \( m \in \mathbb{Z}^d \)
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\[ a_{\kappa_2(t)} \mathbb{E} \left[ \mathbb{P}(Z(S(t)) = m \mid S(t)) - \frac{1}{a_{\kappa_2(t)}} \phi \left( \frac{m - b_{S(t)}}{a_{S(t)}} \right) \right] \]

\[ \leq a_{\kappa_2(t)} \mathbb{E} \left[ \mathbb{P}(Z(S(t)) = m \mid S(t)) - \frac{1}{a_{S(t)}} \phi \left( \frac{m - b_{S(t)}}{a_{S(t)}} \right) + a_{\kappa_2(t)} \left( \frac{1}{a_{S(t)}} - 1 \right) \phi \left( \frac{m - b_{S(t)}}{a_{S(t)}} \right) \right] \]

\[ \leq \frac{a_{S(t)}}{a_{\kappa_2(t)}} \Delta(t) + \left| \frac{a_{\kappa_2(t)}}{a_{S(t)}} - 1 \right| \| \phi \|_\infty. \]

(Recall that \( \phi \) is bound by the assumption.) Since \( \Psi(t) \to 0 \) as \( t \to \infty \) and, since \( f = 1 \) by assumption, we see that \( a_{\kappa_2(t)}/a_{S(t)} \to 1 \) by the (Scaling) assumption. Therefore

\[ \sup_{m \in \mathbb{Z}} a_{\kappa_2(t)} \mathbb{E} \left[ \left| \mathbb{P}(Z(S(t)) = m \mid S(t)) - \frac{1}{a_{\kappa_2(t)}} \phi \left( \frac{m - b_{S(t)}}{a_{S(t)}} \right) \right| \right] \to 0 \]

as \( t \to \infty \).

We now consider the second term on the right-hand side of inequality (13). Using Skorokhod’s representation theorem (similarly to the way it was used in the proof of theorem 1), we find a probability space on which we can define \( \hat{S}(t) \) for all \( t \geq 0 \) such that, for all \( t \geq 0 \), \( S(t) \xrightarrow{d} \hat{S}(t) \) and, almost surely when \( t \to \infty \),

\[ \hat{S}(t) = \kappa_2 s(t) + \Lambda \sqrt{\kappa_3 s(t)} + o(\sqrt{s(t)}). \]

We apply the (Scaling) assumption, which gives

\[ \mathbb{E} \phi \left( \frac{m - b_{S(t)}}{a_{S(t)}} \right) = \mathbb{E} \phi \left( \frac{m - b_{\hat{S}(t)}}{a_{\hat{S}(t)}} \right) = \mathbb{E} \phi \left( \frac{m - b_{\kappa_2 s(t)}}{a_{\kappa_2 s(t)}} + \varepsilon_t - g(\Omega) \right), \]

where \( \varepsilon_t \) is \( S(t) \)-measurable and tends to zero almost surely when \( t \to \infty \), and \( \Omega = \Lambda \sqrt{\kappa_2} \). Note that, by definition,

\[ \psi(x) = \frac{d}{dx} \mathbb{P}(\Gamma + g(\Omega) \leq x) = \frac{d}{dx} \mathbb{P}(\Gamma \leq x - g(\Omega)) = \mathbb{E} \phi \left( x - g(\Omega) \right). \]

Hence, we get

\[ \mathbb{E} \phi \left( \frac{m - b_{S(t)}}{a_{S(t)}} \right) = \mathbb{E} \psi \left( \frac{m - b_{\kappa_2 s(t)}}{a_{\kappa_2 s(t)}} + \varepsilon'_t \right), \]

where \( \varepsilon'_t \) is \( S(t) \)-measurable and tends to zero almost surely when \( t \to \infty \). Note that, since \( \phi \) is bounded and Lipschitz, then so is \( \psi \); we denote by \( \| \psi \|_\infty \) its bound and by \( \theta \) its Lipschitz constant, and get

\[ \sup_{m \in \mathbb{Z}} \left| \mathbb{E} \phi \left( \frac{m - b_{S(t)}}{a_{S(t)}} \right) - \psi \left( \frac{m - b_{\kappa_2 s(t)}}{a_{\kappa_2 s(t)}} \right) \right| \leq \sup_{m \in \mathbb{Z}} \left| \mathbb{E} \psi \left( \frac{m - b_{\kappa_2 s(t)}}{a_{\kappa_2 s(t)}} + \varepsilon'_t \right) - \psi \left( \frac{m - b_{\kappa_2 s(t)}}{a_{\kappa_2 s(t)}} \right) \right| \]

\[ \leq \sup_{m \in \mathbb{Z}} 2 \theta \mathbb{E} \| \varepsilon'_t \| \wedge \| \psi \|_\infty \to 0, \]

by the dominated convergence theorem. Therefore, the last convergence to zero together with equations (13) and (14) implies the claim.
3.3. Proof of theorem 4

(a) Let us first assume that $Z$ is the lazy simple random walk on $\mathbb{Z}^d$ started at 0, meaning that, at every time-step it stays at the state it is occupying with constant and positive probability. It is standard to consider the lazy version of the simple random walk in order to avoid parity problems. It is known (see, e.g. [39] for the simple symmetric case) that, for all $t \in \{1, 2, \ldots \}$, there exists $c > 0$ such that

$$\mathbb{P}(Z(t) = 0) \sim \frac{c}{t^{3/2}} \text{ when } t \to \infty.$$ 

Recall that, $X(t) \overset{d}{=} Z(S(t))$ for all $t \geq 1$, and that

$$\frac{S(t)}{\hat{\kappa} s(t)} \to 1, \quad (15)$$

almost surely when $t \to \infty$ (see theorem 5). We use Lévy’s version of the Borel–Cantelli lemma (see, e.g. [40, chapter 12, section 5] or [41, corollary VII-2-6]): consider $\mathcal{F}^S_t = \sigma(S_u : u \leq t)$; since $Z$ and $S$ are independent, we get that, for all $t \geq 1$,

$$\mathbb{P}(X(t) = 0 \mid \mathcal{F}^S_t) = \mathbb{P}(Z(S(t)) = 0 \mid \mathcal{F}^S_t) = \frac{c + o(1)}{S(t)^{3/2}} = \frac{c + o(1)}{(\hat{\kappa} s(t))^{3/2}},$$

almost surely as $t \to \infty$, where we have used equation (15).

Note that $\sum s(t)^{-d/2} = \infty$ when $\mu = \mu_1$ or when $\mu = \mu_2$ and $\delta d \leq 2$. By the cited extension of Borel–Cantelli, we get that $X(t) = 0$ infinitely often almost surely. By the same result, if $\mu = \mu_2$ and $\delta d > 2$ then $X(t) \neq 0$ from a given (random) index onwards, implying that the monkey walk is not recurrent.

The above argument can be generalized to conclude that, for any fixed $\eta > 0$, the set $\{ t \geq 0 : \|X(t)\| \leq \eta \}$ is almost surely finite when $\mu = \mu_2$ and $\delta d > 2$. This holds because the local limit theorem for lazy random walks implies the existence of a constant $c > 0$ such that, for all $\|x\| \leq \eta$,

$$\mathbb{P}(Z(t) = x) \leq \frac{c}{t^{3/2}}.$$ 

Hence, for all $\eta > 0$, we have

$$\mathbb{P}(\|X(t)\| \leq \eta \mid \mathcal{F}^S_t) \leq \frac{c + o(1)}{(\hat{\kappa} s(t))^{3/2}}, \text{ when } t \to \infty,$$

implying that $\|X(t)\| \to \infty$ almost surely as $t \to \infty$. 
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(b) Let us now treat the case when $Z = (Z(t))_{t \in [0, \infty)}$ is the Brownian motion on $\mathbb{R}^d$. Fix $\eta > 0$. We know that, for an appropriate $c > 0$, $P(\|Z(t)\| \leq \eta) = ct^{-d/2}$.

We can then reproduce the Borel–Cantelli argument (using times $t = 1, 2, \ldots$) to show that $Z$ is unbounded when $\mu = \mu_1$ or when $\mu = \mu_2$ and $\delta d \leq 2$.

4. Proof of theorem 2

We reason conditionally on $L$ (and thus $W$) and $F$. Let us denote by $\varpi_i$ the weighted occupation measure of the $i$th run: in other words, for all $i \geq 1$, for all Borel set $B \subseteq \mathbb{R}^d$, we let

$$\varpi_i(B) = \frac{1}{W_i} \int_{T_{i-1}}^{T_i} \mu(s) 1_{X(s) \in B} \, ds,$$

where we recall that the sequence $(T_i)_{i \geq 1}$ with $T_0 = 0$ is the sequence of relocation times: $T_n = L_1 + \cdots + L_n$ for all $n \geq 1$. Recall that we denote by $A(t)$ the time from $t$ back to the last relocation time, and by $N(t)$ the number of runs before time $t - A(t)$. With these notations, we have

$$\pi_t = \frac{1}{\bar{\mu}(t)} \left[ N(t) \sum_{i=1}^{N(t)} \varpi_i + R_t \right],$$

where $\bar{\mu}(t) = \int_0^t \mu$ and

$$R_t(B) = \int_{t - A(t)}^{t} \mu(s) 1_{X(s) \in B} \, ds, \text{ for all Borel set } B \in \mathbb{R}^d.$$

- Let us first prove that

$$R_t(\mathbb{R}^d) = \int_{t - A(t)}^{t} \mu = \bar{\mu}(t) - \bar{\mu}(t - A(t)) = o(\bar{\mu}(t)),$$

when $t \to \infty$; since we have already argued that $A(t)$ is negligible in front of any increasing, diverging function of $t$, it only remains to check that our memory kernels do not increase too fast. First assume that $\mu = \mu_1$; we have

$$\bar{\mu}(t) - \bar{\mu}(t - A(t)) = \frac{1}{\beta} \left( e^{\beta \log^n t} - e^{\beta \log^n (t - A(t))} \right) = \frac{e^{\beta \log^n t}}{\beta} \left( 1 - e^{\beta \log^n (t - A(t)) - \log^n t} \right).$$
Note that
\[
\log^a(t - A(t)) - \log^a t = \left(\log t + \log \left(1 - \frac{\Delta(t)}{t}\right)^\alpha\right) - 1
\]
\[
= -(1 + o(1)) \frac{\alpha A(t) \log^a t}{t \log t} = -(\alpha + o(1)) \frac{A(t) \log^{\alpha - 1} t}{t},
\]
in probability when \(t \to \infty\), since \(A(t)/t \to P\). Therefore, we get
\[
\tilde{\mu}(t) - \tilde{\mu}(t - A(t)) = \frac{\alpha \bar{\nu} \log^a t}{t} = \frac{\alpha \beta \tilde{\mu}(t) A(t) \log^{\alpha - 1} t}{t} = o(\tilde{\mu}(t)),
\]
in probability since \(A(t)/t \to P\) as soon as \(c_t \to +\infty\). The case \(\mu = \mu_2\) can be treated similarly and we get that, in all cases, \(\tilde{\mu}(t - A(t))/\tilde{\mu}(t) \to P\).

- It is therefore enough to prove that

\[
\frac{1}{\tilde{\mu}(t - A(t))} \sum_{i=1}^{N(t)} \varpi_i(a_{\kappa_{2s}(t)} \cdot b_{\kappa_{2s}(t)}) \to P_{\pi_\infty}, \text{ weakly.} \quad (16)
\]

Note that \(\tilde{\mu}(t - A(t)) = \sum_{i=1}^{N(t)} W_i\), and, by definition of the model, conditionally on \((X(s), s \leq t - A(t))\) and \((\tau_{N(t)}, t_{N(t)})\), \(\frac{1}{\tilde{\mu}(t - A(t))} \sum_{i=1}^{N(t)} \varpi_i\) is the distribution of the relocation position at time \(t - A(t)\), which we denote by \(V_i\).

By [42, lemma 3.1], to prove equation (16), it is enough to show that, when \(t \to \infty\),
\[
\left(\frac{V_{t(1)}^1 - b_{\kappa_{2s}(t)}}{a_{\kappa_{2s}(t)}}, \frac{V_{t(2)}^2 - b_{\kappa_{2s}(t)}}{a_{\kappa_{2s}(t)}}\right) \xrightarrow{d} (\Xi_1, \Xi_2),
\]
where \(V_{t(1)}^1\) and \(V_{t(2)}^2\) are two independent copies of \(V_i\), and \(\Xi_1\) and \(\Xi_2\) two independent random variables distributed according to \(\pi_\infty\).

We refer the reader to figure 6 for a visual aid to the rest of the proof and notations. Let us denote by \(\omega_t\) and \(\omega'_t\) taken independently and weight-proportionally at random in \(\tau_{N(t)}\); let \(\kappa_t\) be the parent of \(\omega_t\) and \(\omega'_t\) and \(k(t)\) the index of node \(\omega_t \land \omega'_t\) in \(\tau_n\) (i.e. \(\omega_t \land \omega'_t = \nu_k(t)\)); we have
\[
(V_{t(1)}^1, V_{t(2)}^2) = \left(Z_{Z(\Delta(t))}^{(1)}(\Delta_1(t)), Z_{Z(\Delta(t))}^{(2)}(\Delta_2(t))\right),
\]
where \(Z_{Z(\Delta(t))}^{(1)}\) and \(Z_{Z(\Delta(t))}^{(2)}\) are two independent random Markov processes of semi-group \(P\) started at \(Z(\Delta(t))\), and
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Figure 6. This picture illustrates the reasoning of the proof of theorem 2. In this particular example, the two trajectories leading to $V^{(1)}_t$ and $V^{(2)}_t$ are colored in red and blue respectively, and in purple when they coincide. Note that, in this example, they coincide for an amount of time equal to $\Delta(t) = F_1 + F_3^\prime$, when they split, they are both equal to $Z(F_1 + F_3)$, and then become independent. Starting from there, the red trajectory evolves for an amount of time equal to $\Delta^{(1)}(t) = F_5 - F_3^\prime + F_7$, and the blue trajectory for an amount of time equal to $\Delta^{(2)}(t) = F_1 + F_6$. Note that, using the notations of the proof of theorem 2, $k(t) = 3$ (the number corresponding to the run during which the red and blue trajectories split).

$$\Delta(t) = \sum_{i=1}^n F_i 1_{\nu_i < \kappa_i} + \min\{F_{k(t)}, F'_{k(t)}\} = \Phi(\kappa_i) + \min\{F_{k(t)}, F'_{k(t)}\},$$

$$\Delta^{(1)}(t) = (F_{k(t)} - \min\{F_{k(t)}, F'_{k(t)}\}) + \sum_{i=1}^n F_i 1_{\omega_i \land \omega_i^\prime < \nu_i \leq \omega_i} = \Phi(\omega_i) - \Delta(t)$$

$$\Delta^{(2)}(t) = (F'_{k(t)} - \min\{F_{k(t)}, F'_{k(t)}\}) + \sum_{i=1}^n F_i 1_{\omega_i \land \omega_i^\prime < \nu_i < \omega_i} = F'_{k(t)} - F_{k(t)} + \Phi(\omega_i^\prime) - \Delta(t),$$

where $F' = (F'_i)_{i \geq 1}$ is an independent copy of $F = (F_i)_{i \geq 1}$. We reason conditionally on $(F$ and $F')$, and let

$$X = \left\{ \sum_{i \in I} F_i + \min\{F_{k_i}, F_{k_i}'\} : I \text{ is a finite subset of } \mathbb{N}, k_i \in \mathbb{N} \right\},$$

being the set of all possible values for $\Delta(t)$; we have, for all $w_1, w_2 \in \mathbb{R}$,

$$\mathbb{P} \left( \frac{V^{(1)}_i - b_{\kappa_2s(t)}}{a_{\kappa_2s(t)}} \geq w_1, \frac{V^{(2)}_i - b_{\kappa_2s(t)}}{a_{\kappa_2s(t)}} \geq w_2 \right)$$

$$= \sum_{x \in X} \mathbb{P} \left( \frac{Z^{(1)}_{Z(x)}(\Delta^{(1)}_x(t)) - b_{\kappa_2s(t)}}{a_{\kappa_2s(t)}} \geq w_1, \frac{Z^{(2)}_{Z(x)}(\Delta^{(2)}_x(t)) - b_{\kappa_2s(t)}}{a_{\kappa_2s(t)}} \geq w_2, \Delta(t) = x \right)$$

where $\Delta^{(1)}_x(t) = \Phi(\kappa_i) - x$, and $\Delta^{(2)}_x(t) = \Phi(\kappa_i) - x + F'_{k(t)} - F_{k(t)}$. We have
\begin{align*}
\mathbb{P} \left( \frac{V_i(1) - \kappa_2 s(t)}{a_{\kappa_2 s(t)}} \geq w_1, \frac{V_i(2) - \kappa_2 s(t)}{a_{\kappa_2 s(t)}} \geq w_2 \right) \\
= \sum_{x \in \mathcal{X}} \mathbb{P} \left( \frac{Z_x(1) \left( \Delta_x(1) \right) - b_{\Delta_x(1)}(t) \cdot a_{\Delta_x(1)}(t)}{a_{\kappa_2 s(t)}} + \frac{b_{\Delta_x(1)}(t) - \kappa_2 s(t)}{a_{\kappa_2 s(t)}} \geq w_1, \frac{Z_x(2) \left( \Delta_x(2) \right) - b_{\Delta_x(2)}(t) \cdot a_{\Delta_x(2)}(t)}{a_{\kappa_2 s(t)}} + \frac{b_{\Delta_x(2)}(t) - \kappa_2 s(t)}{a_{\kappa_2 s(t)}} \geq w_2, \Delta(t) = x \right),
\end{align*}

(18)

call the summands in the right-hand side \( p_i(w_1, w_2, x) \). We now prove that for all \( w_1, w_2 \geq 0 \) and \( x \in \mathcal{X} \),

\begin{equation}
\begin{aligned}
p_i(w_1, w_2, x) &\to \mathbb{P} \left( f(\Omega_1) \Gamma_1 + g(\Omega_1) \geq w_1, f(\Omega_2) \Gamma_2 + g(\Omega_2) \geq w_2, \Theta = x \right) \\
&= p_\infty(w_1, w_2, x),
\end{aligned}
\end{equation}

(19)

where \( \Omega_1 \) and \( \Omega_2 \) are two independent variables of distribution \( N(0, \frac{\mu}{\kappa_2^2}) \). Almost surely when \( t \to \infty \), for all \( x \in \mathcal{X} \), \( \Delta_x(1) \to \infty \), and \( \Delta_x(2) \to \infty \); this implies that, when \( t \to \infty \),

\begin{equation}
\left( \frac{Z_x(1) \left( \Delta_x(1) \right) - b_{\Delta_x(1)}(t) \cdot a_{\Delta_x(1)}(t)}{a_{\kappa_2 s(t)}}; \frac{Z_x(2) \left( \Delta_x(2) \right) - b_{\Delta_x(2)}(t) \cdot a_{\Delta_x(2)}(t)}{a_{\kappa_2 s(t)}} \right) \overset{d}{\to} (\Gamma_1, \Gamma_2),
\end{equation}

(20)

where \( \Gamma_1 \) and \( \Gamma_2 \) are two independent random variables of distribution \( \gamma \). By ergodicity of the Markov process of semi-group \( \mathcal{P} \), \( \Gamma_1 \) and \( \Gamma_2 \) are independent of the starting point \( Z(x) \) of \( Z(1) \) and \( Z(2) \). Using theorem 5 (we have indeed assumed that \( \delta \in (0, \frac{1}{2}) \) if \( \mu = \mu_2 \), we get that, conditionally on \( \mathcal{L} \) and \( \mathcal{F} \),

\begin{equation}
\left( \frac{\Phi(\omega_i) - \kappa_2 s(N(t))}{\sqrt{\kappa_3 s(N(t))}}; \frac{\Phi(\omega_i') - \kappa_2 s(N(t))}{\sqrt{\kappa_3 s(N(t))}} \right) \overset{d}{\to} (\Lambda_1, \Lambda_2),
\end{equation}

(21)

where \( \Lambda_1 \) and \( \Lambda_2 \) are two independent standard Gaussian random variables. By Slutsky’s lemma and equation (12) and equation (21) becomes: conditionally on \( \mathcal{L} \) and \( \mathcal{F} \), we have

\begin{equation}
\left( \frac{\Phi(\omega_i) - \kappa_2 s(t)}{\sqrt{\kappa_3 s(t)}}; \frac{\Phi(\omega_i') - \kappa_2 s(t)}{\sqrt{\kappa_3 s(t)}} \right) \overset{d}{\to} (\Lambda_1, \Lambda_2),
\end{equation}

(22)

when \( t \to \infty \), where \( \Lambda_1 \) and \( \Lambda_2 \) are independent. Using proposition 9 and Borel–Cantelli’s lemma, we get that \( k(t) \) converges in distribution to an almost surely finite integer \( K = \max\{i \geq 1: B_i = B_i' = 1\} \). Thus, conditionally on \( \mathcal{F} \) and \( \mathcal{F}' \), we have that \( (F_{k(t)} - F_{k(t)}/\sqrt{s(t)} \to 0 \) in probability. Therefore, by equation (22) and Slutsky’s lemma, we get that, for all \( x \in \mathcal{X} \),

\begin{equation}
\left( \frac{\Delta_x(1)}{\sqrt{\kappa_3 s(t)}}; \frac{\Delta_x(2)}{\sqrt{\kappa_3 s(t)}} \right) \overset{d}{\to} (\Lambda_1, \Lambda_2).
\end{equation}

(23)
Therefore, assumption (Scaling), equations (20) and (23) imply equation (19). We now aim to apply the general Lebesgue dominated convergence theorem (see, e.g. [43]): first, we see that \( p_t(w_1, w_2, x) \leq p_t(0, 0, x) \) for all \( w_1, w_2 \geq 0 \). From equation (18), we get that \( 1 = \sum p_t(0, 0, x) \). The forthcoming lemma 14 implies that \( \Phi(\omega_t \land \omega'_t) \) converges in distribution to \( \Theta \), an almost surely finite random variable. Thus, we have

\[
\Delta(t) = \phi(\omega_t \land \omega'_t) + \min\{F_{k(t)}, F'_{k(t)}\} - F_{k(t)} \xrightarrow{d} \Theta + \min\{F_K, F'_K\} - F = \hat{\Theta} \in \mathcal{X},
\]

implying that \( 1 = \sum p_\infty(0, 0, x) \). Therefore, by dominated convergence, and since \((\Omega_1, \Omega_2)\) is equal in distribution to \( (\Lambda_1 \sqrt{\frac{\kappa_1}{\kappa_2}}, \Lambda_2 \sqrt{\frac{\kappa_2}{\kappa_1}}) \), we get

\[
\mathbb{P} \left( \frac{V_t^{(1)} - b_{\kappa_2 s}(t)}{a_{\kappa_2 s}(t)} \geq w_1, \frac{V_t^{(2)} - b_{\kappa_2 s}(t)}{a_{\kappa_2 s}(t)} \geq w_2 \right) \\
\rightarrow \sum_{x \in \mathcal{X}} \mathbb{P} \left( f(\Omega_1) \Gamma_1 + g(\Omega_1) \geq w_1, f(\Omega_2) \Gamma_2 + g(\Omega_2) \geq w_2, \hat{\Theta} = x \right) \\
= \mathbb{P} \left( f(\Omega_1) \Gamma_1 + g(\Omega_2) \geq w_1, f(\Omega_2) \Gamma_2 + g(\Omega_2) \geq w_2 \right), \tag{24}
\]

where we have used again that \( \hat{\Theta} \in \mathcal{X} \). We have thus proved equation (17), which implies the claim.

5. Proof of theorem 5

5.1. Main steps of the proofs and heuristics

Recall that

\[
\Phi(u_n) = \sum_{\nu_i \leq u_n} F_i = \sum_{i=1}^n F_i \mathbb{1}_{\nu_i \leq u_n},
\]

where the \( F_i \)'s are defined in equation (9), and \( u_n \) is a node taken weight-proportionally at random in the \( n \)-node wrt. To prove theorem 5, we proceed along the following steps (where the indices \( L, F \) indicate that the expectation is taken conditionally on the sequences \( L \) and \( F \)):

(a) We first prove that, conditionally on \( L \) and \( F \),

\[
\frac{\Phi(u_n) - \mathbb{E}_{L,F} \Phi(u_n)}{\sqrt{\text{Var}_{L,F} \Phi(u_n)}} \xrightarrow{d} \mathcal{N}(0, 1); \tag{25}
\]

this is done by applying Lindeberg’s central limit theorem. The rest of the proof aims at finding almost sure estimates for the random variables \( \mathbb{E}_{L,F} \Phi(u_n) \) and \( \text{Var}_{L,F} \Phi(u_n) \).
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(b) Using proposition 7, it is straightforward that

\[ \mathbb{E}_{L,F} \Phi(u_n) = \sum_{i=1}^{n} \frac{F_i W_i}{S_i} \quad \text{and} \quad \text{Var}_{L,F} \Phi(u_n) = \sum_{i=1}^{n} \frac{F_i W_i}{S_i} \left(1 - \frac{W_i}{S_i}\right), \]

where \( S_i = \sum_{j=1}^{i} W_i = \bar{\mu}(T_i) \) (recall that \( \bar{\mu}(x) = \int_{0}^{x} \mu \), for all \( x \geq 0 \)).

(c) Using martingale arguments, we prove that \( \mathbb{E}_{L,F} \Phi(u_n) \) and \( \text{Var}_{L,F} \Phi(u_n) \) are asymptotically equivalent to their respective expectations (conditionally on \( L \)), which are given by

\[ \sum_{i=1}^{n} \frac{W_i \mathbb{E}_{L}[F_i]}{S_i} \quad \text{and} \quad \sum_{i=1}^{n} \frac{W_i \mathbb{E}_{L}[F_i]}{S_i} \left(1 - \frac{W_i}{S_i}\right), \]

respectively. This is done in lemma 13.

(d) The expectation of \( F_i \) given \( L \) is calculated in lemma 11, and the sums of (b) are estimated in lemma 12, where we use that, by the law of large numbers, \( T_i \sim i \mathbb{E}L \), implying that \( S_i \sim \bar{\mu}(i \mathbb{E}L) \). We then infer that, \( (L,F) \)-almost surely when \( n \to \infty \),

\[ \mathbb{E}_{L,F} \Phi(u_n) = \tilde{\kappa}_2 s(n) + o(s(n)) \quad \text{and} \quad \text{Var}_{L,F} \Phi(u_n) = \tilde{\kappa}_3 s(n) + o(s(n)), \]

where \( s(n) \) is defined in equation (4), and \( \tilde{\kappa}_i \) in theorem 5.

These four steps lead to the following result:

**Proposition 10.** Under the assumptions of theorem 5, conditionally on \( (L,F) \), \( (L,F) \)-almost surely

\[ \frac{\Phi(u_n) - \tilde{\kappa}_2 s(n)}{\sqrt{\tilde{\kappa}_3 s(n)}} \to \mathcal{N}(0,1), \]

when \( n \to \infty \).

The rest of the proof of theorem 5 is made by using the fact that the height of the last common ancestor of \( u_n \) and \( v_n \) converges almost surely to a finite random variable. This is done in section 5.4.

5.2. Preliminary lemmas

Before proceeding with the proofs of proposition 10 and theorem 5, we need to prove the following preliminary lemmas. The first of these lemmas gives a good approximation for the expectation of \( F_i \) conditionally on \( L \); this corresponds to Step (d) in the plan of the proof of section 5.1.

**Lemma 11.** Under the hypotheses of theorem 1 and with \( \delta \in [0,1/2] \) for the memory kernel \( \mu_2 \), for all \( \ell \in \{2,3,\ldots\} \), for all \( i \in \{0,1\ldots\} \), we have
\[ W_{i+1} \mathbb{E}_L[F_{i+1}^{\ell-1}] = \mu(T_i) R_{i+1}^{(\ell)}, \]

and there exists a random integer \( I_0 \) and a constant \( c > 0 \) such that, for all \( i \geq I_0 \),

\[
\left| R_{i+1}^{(\ell)} - \frac{L_{i+1}}{T_i} \right| \leq \begin{cases} 
\frac{cL_{i+1}^{\ell} \log(T_i)^{\alpha-1}}{T_i} & \text{if } \mu = \mu_1 \\
\frac{cL_{i+1}^{\ell}}{T_i^{\ell-1}} & \text{if } \mu = \mu_2,
\end{cases}
\]

where \( \alpha = \max\{1, \alpha\} \).

**Proof.** Since \( \delta \in [0, 1/2) \), then \( 1/(1 - \delta) \in [1, 2) \). Then, the Borel–Cantelli lemma implies that \( L_i/T_i^{1-\delta} \to 0 \) almost surely. By the law of large numbers, we also get that \( L_i/T_i^{1-\delta} \) and thus \( L_i/T_i \) both converge to 0 almost surely.

Note that

\[
\mathbb{E}_L[F_{i+1}^{\ell-1}] = \int_{T_i}^{T_{i+1}} (u - T_i)^{\ell-1} \mu(u) \, du = \frac{1}{W_i} \int_{T_i}^{T_{i+1}} (u - T_i)^{\ell-1} \mu(u) \, du,
\]

and, therefore,

\[
W_{i+1} \mathbb{E}_L[F_{i+1}^{\ell-1}] = \int_{T_i}^{T_{i+1}} (u - T_i)^{\ell-1} \mu(u) \, du = \int_{0}^{L_{i+1}} u^{\ell-1} \mu(T_i + u) \, du = \mu(T_i) R_{i+1}^{(\ell)},
\]

where

\[
R_{i+1}^{(\ell)} = \int_{0}^{L_{i+1}} u^{\ell-1} \frac{\mu(T_i + u)}{\mu(T_i)} \, du.
\]

We treat each memory kernel separately:

(1.1) We first assume that \( \mu = \mu_1 \), implying that

\[
R_{i+1}^{(\ell)} = \int_{0}^{L_{i+1}} u^{\ell-1} \left( 1 + \frac{\log(1 + u/T_i)}{\log T_i} \right)^{\alpha-1} \exp \left( \beta(\log T_i)^{\alpha} \left[ \left( 1 + \frac{\log(1 + u/T_i)}{\log T_i} \right)^{\alpha} - 1 \right] \right) \, du.
\]

Since \( L_{i+1}/T_i \to 0 \) when \( i \to \infty \), then there exists a random integer \( I_0 \) such that, for all \( i \geq I_0 \), \( 0 \leq L_{i+1}/T_i \leq 1 \). Let us first assume that \( \alpha > 1 \): we have, for all \( i \geq I_0 \), using that \( 0 \leq u \leq L_{i+1} \) in the integrand,

\[
R_{i+1}^{(\ell)} \geq \frac{L_{i+1}^{\ell}}{1 + L_{i+1}/T_i} \geq \frac{L_{i+1}^{\ell}(1 - c_1 L_{i+1}/T_i)}{\ell},
\]
where $c_1 = \sup_{x \in [0, 1]} \left( \frac{1}{2} \left( 1 - \frac{1}{1+x} \right) \right)$. There exists $I_1 > I_0$ such that, for all $i \geq I_1$, $\log T_i \geq 1$, implying in particular that $L_{i+1}/(T_i \log T_i) \leq 1$. Moreover, we have

\[
R_{i+1}^{(t)} \leq \frac{L_{i+1}^{(t)}}{\ell i} \left( 1 + \frac{\log(1 + L_{i+1}/T_i)}{\log T_i} \right)^{a-1} \exp \left( \beta (\log T_i)^a \left[ \left( 1 + \frac{\log(1 + L_{i+1}/T_i)}{\log T_i} \right)^a - 1 \right] \right)
\]

\[
\leq \frac{L_{i+1}^{(t)}}{\ell i} \left( 1 + \frac{c_2 L_{i+1}}{T_i \log T_i} \right)^{a-1} \exp \left( \beta (\log T_i)^a \left[ \left( 1 + \frac{c_2 L_{i+1}}{T_i \log T_i} \right)^a - 1 \right] \right)
\]

\[
\leq \frac{L_{i+1}^{(t)}}{\ell i} \left( 1 + \frac{c_3 L_{i+1}}{T_i \log T_i} \right) \exp \left( \frac{c_4 L_{i+1} (\log T_i)^{a-1}}{T_i} \right),
\]

where $c_2 = \sup_{[0, 1]} \frac{1}{2} \log(1 + x)$, $c_3 = \sup_{[0, 1]} \frac{1}{2} \left( 1 + c_2 x \right)^a - 1$, and $c_4 = \sup_{[0, 1]} \frac{\beta}{2} \left( 1 + c_2 x \right)^a - 1$. Finally, there exists $I_\alpha > I_1$ such that, for all $i \geq I_\alpha$, $L_{i+1}/(T_i \log T_i)^{a-1}/T_i \leq 1$, and therefore, we get that, for all $i \geq I_\alpha$,

\[
R_{i+1}^{(t)} \leq \frac{L_{i+1}^{(t)}}{\ell i} \left( 1 + \frac{c_3 L_{i+1}}{T_i \log T_i} \right) \left( 1 + \frac{c_5 L_{i+1} (\log T_i)^{a-1}}{T_i} \right),
\]

where $c_5 = \sup_{[0, 1]} \frac{1}{2} (e^{c_5 x} - 1)$, and, in total, for all $i \geq I_1$,

\[
R_{i+1}^{(t)} \leq \frac{L_{i+1}^{(t)}}{\ell i} \left( 1 + \frac{c L_{i+1} (\log T_i)^{a-1}}{T_i} \right),
\]

where $c = c_3 + c_5 + c_3 c_5$, which concludes the proof.

(1.2) Similarly, if $\alpha \leq 1$, we have

\[
R_{i+1}^{(t)} \geq \frac{L_{i+1}^{(t)}}{1 + L_{i+1}/T_i} \left( 1 + \frac{\log(1 + L_{i+1}/T_i)}{\log T_i} \right)^{a-1}
\]

\[
= \frac{L_{i+1}^{(t)}}{\ell i} \left( 1 + \mathcal{O}(L_{i+1}/T_i) \right) \left( 1 + \mathcal{O}(L_{i+1}/(T_i \log T_i)) \right)
\]

\[
= \frac{L_{i+1}^{(t)}}{\ell i} \left( 1 + \mathcal{O}(L_{i+1}/T_i) \right),
\]

where the constants in the $\mathcal{O}$-terms can be chosen deterministically and independently of $i \geq I_1$ (we do not give explicit values for the constants involved). Finally, we have

\[
R_{i+1}^{(t)} \leq \frac{L_{i+1}^{(t)}}{\ell i} \exp \left( \beta (\log T_i)^a \left[ \left( 1 + \frac{\log(1 + L_{i+1}/T_i)}{\log T_i} \right)^a - 1 \right] \right)
\]

\[
\leq \frac{L_{i+1}^{(t)}}{\ell i} \left( 1 + \mathcal{O}(L_{i+1}/(T_i \log^{1-a} T_i)) \right),
\]

which concludes the proof if $\mu = \mu_1$. 
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(2) If $\mu = \mu_2$, we have

$$R_{i+1}^{(\ell)} = \int_0^{L_{i+1}} u^{\ell-1} \left(1 + \frac{u}{T_i}\right)^{\delta-1} \exp \left[\gamma T_i^\delta \left(\left(1 + \frac{u}{T_i}\right)^\delta - 1\right)\right] du \geq \left(1 + \frac{L_{i+1}}{T_i}\right)^{\delta-1} \frac{L_{i+1}^\ell}{\ell},$$

because $\delta < 1$, $\gamma \geq 0$, and $0 \leq u \leq L_{i+1}$ in the integrand. Therefore, for all $i \geq I_0$,

$$R_{i+1}^{(\ell)} \geq \left(1 - c_6 \frac{L_{i+1}}{T_i}\right) \frac{L_{i+1}^\ell}{\ell},$$

where $c_6 = \sup_{[0,1]} \frac{1}{2} (1 - (1 + x)^{\delta-1})$, because, by definition of $I_0$, $L_{i+1}/T_i \in [0,1]$ for all $i \geq I_0$. Similarly, for all $i \geq I_0$, we have

$$R_{i+1}^{(\ell)} \leq \exp \left[\gamma T_i^\delta \left(\left(1 + \frac{L_{i+1}}{T_i}\right)^\delta - 1\right)\right] \frac{L_{i+1}^\ell}{\ell} \leq \exp \left(\gamma c_7 T_i^{\delta-1} L_{i+1}\right) \frac{L_{i+1}^\ell}{\ell},$$

where $c_7 = \sup_{[0,1]} \frac{1}{2} \left((1 + x)^{\delta-1} - 1\right)$. Note that $T_i^{\delta-1} L_i \to 0$ almost surely when $i \to \infty$, and thus there exists $I_1 > I_0$ such that, for all $i \geq I_1$, $\gamma c_7 T_i^{\delta-1} L_{i+1} \leq 1$, and thus

$$R_{i+1}^{(\ell)} \leq \left(1 + c_8 \frac{L_{i+1}}{T_i^{1-\delta}}\right) \frac{L_{i+1}^\ell}{\ell},$$

where $c_8 = \sup_{[0,1]} \frac{1}{2} (\gamma c_7 x - 1)$, which concludes the proof. \hfill \Box

If we plug the result of lemma 11 into the sums of Step (c) of the plan of the proof (see section 5.1), we get sums of the following form that need to be estimated. The idea behind the following proposition is that $T_i \sim i \mathbb{E} L$, by the strong law of large numbers, and thus, assuming that $\mathbb{E} L^a$ is finite, $\sum_{i=1}^n L_i^a / T_i \sim \mathbb{E} L^a \log n / \mathbb{E} L$ because $\sum_{i=1}^n \frac{1}{T_i} \sim \log n$. Similarly, we have $\sum_{i=1}^n L_i^a / T_i^2 = \mathcal{O}(1)$ since $\sum_{i=1}^\infty \frac{1}{T_i^2} < +\infty$.

**Lemma 12.** For all $a > 0$ and $b \in \mathbb{R}$, if $\mathbb{E} L^{2a} < \infty$, then, almost surely when $i \to \infty$,

$$\sum_{i=1}^n \frac{L_i^a (\log T_i)^b}{T_i} = \begin{cases} \frac{\mathbb{E} L^a}{(b+1) \mathbb{E} L} \log^{b+1} n + \mathcal{O}(1) & \text{if } b \neq -1 \\ \frac{\mathbb{E} L^a}{\mathbb{E} L} \log n + \mathcal{O}(1) & \text{if } b = -1, \end{cases}$$

and, for all $\ell > 1$,

$$\sum_{i=1}^n \frac{L_i^a (\log T_i)^b}{T_i^\ell} = \mathcal{O}(1).$$

Also, for all $a > 0$ and $\ell \in (0, \frac{1}{2}]$, we have

$$\ell \sum_{i=1}^n L_i^a T_i^{\ell-1} = \frac{\mathbb{E} L^a}{(\mathbb{E} L)^{1-\ell}} n^\ell + \mathcal{O}(\log n).$$
Proof. We know that (e.g. by the law of the iterated logarithm), almost surely,
\[
\sup_{n \to \infty} \left\{ \frac{T_n - mn}{\sqrt{n \log n}} \right\} < +\infty.
\]
Therefore, almost surely when \( n \to \infty \),
\[
\sum_{i=1}^{n} \frac{L_{i+1}^a (\log T_i)^b}{T_i} = \sum_{i=1}^{n} \frac{L_{i+1}^a (\log (mi + \mathcal{O}(\sqrt{i} \log i)))^b}{mi + \mathcal{O}(\sqrt{i} \log i)}
= \sum_{i=1}^{n} \frac{L_{i+1}^a \log^b(mi)}{mi} \left( 1 + \mathcal{O} \left( \sqrt{\frac{\log i}{i}} \right) \right),
\]
where the constants in the \( \mathcal{O} \)-terms can be chosen uniformly in \( i \). We thus get
\[
\sum_{i=1}^{n} \frac{L_{i+1}^a (\log T_i)^b}{T_i} = \sum_{i=1}^{n} \frac{L_{i+1}^a \log^b(mi)}{mi} + \mathcal{O} \left( \sum_{i=1}^{n} \frac{L_{i+1}^a \log^b(mi) \sqrt{\log i}}{mi^2} \right). \tag{26}
\]

• We first estimate of the expectation of the first term on the right-hand side of equation (26); note that
\[
\mathbb{E} \left[ \sum_{i=1}^{n} \frac{L_{i+1}^a \log^b(mi)}{mi} \right] = \mathbb{E} L^a \sum_{i=1}^{n} \frac{\log^b(mi)}{mi},
\]
and, when \( n \to \infty \),
\[
\sum_{i=1}^{n} \frac{\log^b(mi)}{mi} = \int_{1}^{n} \frac{\log^b(mx)}{mx} \, dx + \mathcal{O}(1) = \frac{1}{m} \int_{1}^{mn} \frac{\log^b y}{y} \, dy + \mathcal{O}(1)
= \frac{1}{m(b+1)} \log^{b+1}(mn) + \mathcal{O}(1) = \frac{1}{m(b+1)} \log^{b+1} n + \mathcal{O}(1),
\]
if \( b \neq -1 \). If \( b = -1 \), we have
\[
\sum_{i=1}^{n} \frac{\log^b(mi)}{mi} = \sum_{i=1}^{n} \frac{1}{mi \log(mi)} = \frac{1}{m} \log \log n + \mathcal{O}(1).
\]
Thus, we have
\[
\mathbb{E} \left[ \sum_{i=1}^{n} \frac{L_{i+1}^a \log^b(mi)}{mi} \right] = \begin{cases} 
\frac{\mathbb{E} L^a}{(b+1)m} \log^{b+1} n + \mathcal{O}(1) & \text{if } b \neq -1 \\
\frac{\mathbb{E} L^a}{m} \log \log n + \mathcal{O}(1) & \text{if } b = -1.
\end{cases}
\]

• We now use martingale theory to show that the first term on the right-hand side of equation (26) is almost-surely asymptotically equivalent to its expectation. Note that, since the \( L_i \)'s are independent,
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\[
M_n := \sum_{i=1}^n \frac{(L_{i+1}^a - \mathbb{E}L_i^a) \log^b(m_i)}{m_i}
\]

is a martingale, and, for all \(n \geq 0,\)

\[
\mathbb{E}M_n^2 = \sum_{i=1}^n \frac{\text{Var}(L_i^a) \log^{2b}(m_i)}{(m_i)^2} \leq \sum_{i=1}^\infty \frac{\text{Var}(L_i^a) \log^{2b}(m_i)}{(m_i)^2} < \infty.
\]

Therefore, \(M_n\) converges almost surely to an almost surely finite random variable, implying that

\[
\sum_{i=1}^n \frac{L_{i+1}^a \log^b(m_i)}{m_i} = \mathbb{E} \left[ \sum_{i=1}^n \frac{L_{i+1}^a \log^b(m_i)}{m_i} \right] + \mathcal{O}(1).
\]

- We treat the second term in the right-hand side of equation (26) using similar arguments: first estimating its expectation and then showing using martingale arguments that it is almost surely equivalent to it. Doing that, we get that, almost surely when \(n \to \infty,\)

\[
\sum_{i=1}^n \frac{L_{i+1}^a \log^b(m_i) \sqrt{\log i}}{m_i^2} = \sum_{i=1}^n \frac{\mathbb{E}[L_{i+1}^a \log^b(m_i) \sqrt{\log i}]}{m_i^2} + \mathcal{O}(1) = \mathcal{O}(1).
\]

- All these estimates, together with equation (26), give

\[
\sum_{i=1}^n \frac{L_{i+1}^a \log^b(m_i)}{m_i} = \begin{cases} 
\frac{\mathbb{E}L_1^a}{(b+1)m} \log^{b+1} n + \mathcal{O}(1) & \text{if } b \neq -1 \\
\frac{\mathbb{E}L_1^a}{m} \log n + \mathcal{O}(1) & \text{if } b = -1,
\end{cases}
\]

as claimed. The second and third statements of lemma 12 can be proved similarly.

The following lemma corresponds to proving Step (c) in the plan of the proof (see section 5.1): we use martingale arguments to prove that the following sums are asymptotically equivalent to their expectations conditionally on \(L,\) and then use lemmas 11 and 12 to estimate these expectations.

**Lemma 13.** Fix \(a \geq 1,\) and assume that \(\mathbb{E}L^{2(a+1)} < +\infty,\) then, conditionally on \(L,\) \(L — \text{almost surely},\) we have

\[
\sum_{i=1}^n \frac{F_{i}^{a-1}W_i}{S_i} = \begin{cases} 
\frac{\mathbb{E}L_1^a}{a\mathbb{E}L} s(n) + o(\sqrt{s(n)}) & \text{if } \mu = \mu_1 \\
\frac{\mathbb{E}L_1^a}{a(\mathbb{E}L)^{1-\delta}} s(n) + o(\sqrt{s(n)}) & \text{if } \mu = \mu_2 \text{ and } \delta \in [0, \frac{1}{2}],
\end{cases}
\]
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and,
\[
\sum_{i=1}^{n} \frac{F_i^{a-1}W_i^2}{S_i^2} = O(1).
\]

**Proof.** Note that
\[
\mathbb{E}_L \left[ \sum_{i=1}^{n} \frac{F_i^{a-1}W_i^b}{S_i^b} \right] = \sum_{i=1}^{n} \mathbb{E}_L \left[ \frac{F_i^{a-1}W_i^b}{S_i^b} \right].
\]

We also recall that, for all \( i \geq 1 \),
\[
W_i = \int_{0}^{T_i} \mu \quad \text{and} \quad S_i = \int_{0}^{T_i} \mu.
\]

We first consider the expectations of these sums conditionally on \( L \), and then show that the sums are asymptotically equivalent to their expectations using martingale arguments.

- To estimate the expectations (conditionally on \( L \)) of these sums, we treat the different memory kernels separately.

(1.1) If \( \mu = \mu_1 \) and \( \beta = 0 \). If we let \( \alpha = \max\{\alpha, 1\} \), then Lemma 11 implies that, for all \( b \in \{1, 2\} \),
\[
\sum_{i=1}^{n} \mathbb{E}_L [F_i^{a-1}W_i^b] = \sum_{i=1}^{n} \frac{\alpha (\log T_i - 1)^{a-1} L_i^a W_i^{b-1}}{a T_i^{-1} S_i^b} + O \left( \sum_{i=1}^{n} \frac{(\log T_i - 1)^{a+\alpha-2} L_i^{a+1} W_i^{b-1}}{T_i^{2-1} S_i^b} \right)
\]
\[
= \sum_{i=1}^{n} \frac{\alpha (\log T_i - 1)^{a-1} L_i^a (\log^a T_i - \log^a T_i)^{b-1}}{a T_i^{-1} \log^b T_i}
\]
\[
+ O \left( \sum_{i=1}^{n} \frac{(\log T_i - 1)^{\alpha+\alpha-2} L_i^{a+1} (\log^a T_i - \log^a T_i)^{b-1}}{T_i^{2-1} \log^b T_i} \right),
\]
where we have used that \( S_i = \log^a T_i \) and \( W_i = \log^a T_i - \log^a T_i - 1 \). Note that, for all \( i \) sufficiently large, we have \( L_i/T_i \in [0, 1] \), and thus
\[
1 \geq \left( \frac{\log T_i}{\log T_i} \right)^{\alpha} = \left( \frac{\log T_i}{\log T_i + \log(1 + L_i/T_i)} \right)^{\alpha} \geq \left( \frac{\log T_i}{\log T_i + c_1 L_i/T_i} \right)^{\alpha},
\]
where \( c_1 = \sup_{[0,1]} \frac{1}{x} \log(1 + x) \). This implies
\[
1 \geq \left( \frac{\log T_i}{\log T_i} \right)^{\alpha} \geq \left( \frac{1}{1 + \frac{c_1 L_i}{T_i \log T_i}} \right)^{\alpha} \geq 1 - c_2 L_i T_i^{-1} \log T_i,
\]
where \( c_2 = \sup_{[0,1]} \frac{1}{x} (1 - (1 + x)^{-\alpha}) \), and, finally,
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\[ \log^\alpha T_i - \log^\alpha T_{i-1} = \log^\alpha T_i \left( 1 - \left( \frac{\log T_{i-1}}{\log T_i} \right)^\alpha \right) \leq c_1 c_2 \frac{L_i \log^\alpha T_i}{T_{i-1} \log T_{i-1}}. \]

Therefore, we get that

\[
\sum_{i=1}^{n} \frac{E_L[F_i^{a-1}]W_i}{S_i} = \sum_{i=1}^{n} \frac{\alpha L_i^a}{a T_{i-1} \log T_{i-1}} + O \left( \sum_{i=1}^{n} \frac{L_i^{a+1}}{T_{i-1}^2 \log T_{i-1}} \right) + O \left( \sum_{i=1}^{n} \frac{(\log T_{i-1})^{\bar{\alpha}-2} L_i^{a+1}}{T_{i-1}^2} \right),
\]

because \( \bar{\alpha} - 2 \geq -1 \), by definition. We also have that (take \( b = 2 \) in equation (27))

\[
\sum_{i=1}^{n} \frac{E_L[F_i^{a-1}]W_i^2}{S_i^2} = O \left( \sum_{i=1}^{n} \frac{L_i^{a+1}}{T_{i-1}^2 \log^2 T_{i-1}} \right).
\]

Using lemma 12, and since \( s(n) = \alpha \log \log n \) in this case (see equation (4)), we deduce that

\[
\sum_{i=1}^{n} \frac{E_L[F_i^{a-1}]W_i}{S_i} = \frac{EL^a}{aEL} \alpha \log \log n + O(1),
\]

and

\[
\sum_{i=1}^{n} \frac{E_L[F_i^{a-1}]W_i^2}{S_i^2} = O(1).
\]

(1.2) If \( \mu = \mu_1 \) and \( \beta \neq 0 \) lemma 11 implies that, for all \( b \in \{1, 2\} \),

\[
\sum_{i=1}^{n} \frac{E_L[F_i^{a-1}]W_i^b}{S_i^b} = \sum_{i=1}^{n} \frac{\mu(T_{i-1}) L_i^a W_i^{b-1}}{a S_i^b} + O \left( \sum_{i=1}^{n} \frac{\mu(T_{i-1}) L_i^{a+1} W_i^{b-1}}{T_{i-1} S_i^b} \right) + O \left( \sum_{i=1}^{n} \frac{(\log T_{i-1})^{\alpha-1} L_i^{a+1} e^{\beta(\log^\alpha T_{i-1} - \log^\alpha T_i)}}{a T_{i-1} e^{\beta(\log^\alpha T_{i-1} - \log^\alpha T_i)} (e^{\beta \log^\alpha T_i} - e^{\beta \log^\alpha T_{i-1}})^{b-1}} \right)
\]

\[
+ O \left( \sum_{i=1}^{n} \frac{(\log T_{i-1})^{\alpha-1} L_i^{a+1} e^{\beta(\log^\alpha T_{i-1} - \log^\alpha T_i)}}{T_{i-1}^2 e^{\beta(\log^\alpha T_{i-1} - \log^\alpha T_i)} (e^{\beta \log^\alpha T_i} - e^{\beta \log^\alpha T_{i-1}})^{b-1}} \right),
\]

where we have used that \( S_i = e^{\beta \log^\alpha T_i} \) and \( W_i = e^{\beta \log^\alpha T_i} - e^{\beta \log^\alpha T_{i-1}} \). Note that, when \( i \to \infty \),
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\[
\exp \left( \beta \left( \log^\alpha T_{i-1} - \log^\alpha T_i \right) \right) = \exp \left( \beta \left( \log^\alpha T_{i-1} - \log^\alpha (T_{i-1} + L_i) \right) \right) \\
= \exp \left( \beta \left( \log^\alpha T_{i-1} - \log^\alpha (T_{i-1}) \left( 1 + \frac{\log(1 + L_i/T_{i-1})}{\log T_{i-1}} \right)^\alpha \right) \right) \\
= \left( 1 + \mathcal{O} \left( \frac{L_i(\log T_{i-1})^{\alpha-1}}{T_{i-1}} \right) \right),
\]

(28)

and thus

\[
e^{\beta \log^\alpha T_i} - e^{\beta \log^\alpha T_{i-1}} = \mathcal{O} \left( \frac{L_i(\log T_{i-1})^{\alpha-1}e^{\beta \log^\alpha T_i}}{T_{i-1}} \right)
\]

where the constants in the \( \mathcal{O} \)-terms can be chosen deterministic and independent of \( i \). Thus, we get

\[
\sum_{i=1}^{n} \frac{\mathbb{E}_L[F_i^a]W_i}{S_i} = \sum_{i=1}^{n} \frac{\alpha(\log T_{i-1})^{\alpha-1}L_i^a}{aT_{i-1}} + \mathcal{O} \left( \sum_{i=1}^{n} \frac{(\log T_{i-1})^{\alpha-1}L_i^{a+1}}{T_{i-1}^2} \right),
\]

and

\[
\sum_{i=1}^{n} \frac{\mathbb{E}_L[F_i^a]W_i^2}{S_i^2} = \mathcal{O} \left( \sum_{i=1}^{n} \frac{L_i^{a+1} \log^{\alpha-2} T_{i-1}}{T_{i-1}^2} \right).
\]

Applying lemma 12, we thus get that

\[
\mathbb{E}_L \left[ \sum_{i=1}^{n} \frac{F_i^{a-1}W_i}{S_i} \right] = \sum_{i=1}^{n} \frac{W_i \mathbb{E}_L F_i^{a-1}}{S_i} = \frac{\mathbb{E}L^a}{a\mathbb{E}L} \log^\alpha n + \mathcal{O}(1),
\]

and

\[
\sum_{i=1}^{n} \frac{\mathbb{E}_L[F_i^a]W_i^2}{S_i^2} = \mathcal{O}(1),
\]

as claimed (recall that \( s(n) = \log^\alpha n \) in this case).

(2) If \( \mu = \mu_2 \), then, lemma 11 implies that, for all \( b \in \{1, 2\} \),

\[
\sum_{i=1}^{n} \frac{\mathbb{E}_L[F_i^{a-1}]W_i^b}{S_i^b} = \sum_{i=1}^{n} \frac{\gamma \delta T_{i-1}^{\alpha - 1} e^{\gamma T_{i-1}} L_i^a (e^{\gamma T_i^{b-1}} - e^{\gamma T_{i-1}^{b-1}})^{b-1}}{ae^{\gamma T_i^{b-1}}} \\
+ \mathcal{O} \left( \sum_{i=1}^{n} \frac{T_{i-1}^{\alpha (1-b)} e^{\gamma T_i^{b}} L_i^{a+1} (e^{\gamma T_i^{b}} - e^{\gamma T_i^{b}})^{b-1}}{e^{\gamma T_i^{b}}} \right).
\]
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Note that
\[ T_{i-1}^\delta - T_i^\delta = T_{i-1}^\delta \left( 1 - \left( 1 + \frac{L_i}{T_{i-1}} \right)^\delta \right), \]

implying that, for all \( i \) large enough such that \( L_i/T_{i-1} \in [0, 1] \), we have
\[ -\delta c_1 T_{i-1}^{\delta-1} L_i \leq T_{i-1}^\delta - T_i^\delta \leq -\delta c_2 T_{i-1}^{\delta-1} L_i, \]

where \( c_1 = \sup_{[0,1]} \frac{1}{x} ((1 + x)^\delta - 1) \) and \( c_2 = \inf_{[0,1]} \frac{1}{x} ((1 + x)^\delta - 1) \). Therefore, we get
\[ \exp \left( \gamma (T_{i-1}^\delta - T_i^\delta) \right) = \exp \left( -\mathcal{O}(T_{i-1}^{\delta-1} L_i) \right) = 1 - \mathcal{O}(T_{i-1}^{\delta-1} L_i), \]

and
\[ e^{\gamma T_i} - e^{\gamma T_{i-1}} = \mathcal{O} \left( T_{i-1}^{\delta-1} L_i e^{\gamma T_i} \right), \]

where the constants in the \( \mathcal{O} \)-terms can be chosen independent of \( i \). Therefore, we get
\[
\sum_{i=1}^{n} \frac{\mathbb{E}_L[F_{i-1}^{a-1} S_i]}{S_i} = \sum_{i=1}^{n} \frac{\gamma \delta T_{i-1}^{\delta-1} L_i^a}{a} + \mathcal{O} \left( \sum_{i=1}^{n} T_{i-1}^{2(\delta-1)} L_i^{a+1} \right) = \frac{\mathbb{E}_L a^a}{a(\mathbb{E}_L)_{1-\delta}} \gamma n^\delta + \mathcal{O}(\log n),
\]

and
\[
\sum_{i=1}^{n} \frac{\mathbb{E}_L[F_{i-1}^{a-1} S_i]}{S_i} = \mathcal{O} \left( \sum_{i=1}^{n} L_i^{a+1} T_{i-1}^{2(\delta-1)} \right) = \begin{cases} \mathcal{O}(1) & \text{if } \delta < \frac{1}{2} \\ \mathcal{O}(\log n) & \text{if } \delta = \frac{1}{2} \end{cases},
\]

where we have used lemma 12.

- We have thus proved that, \( L \)-almost surely when \( n \rightarrow \infty \),
\[
\mathbb{E}_L \left[ \sum_{i=1}^{n} \frac{F_i^{a-1} W_i}{S_i} \right] = \begin{cases} \frac{\mathbb{E}_L a^a}{a(\mathbb{E}_L)_{1-\delta}} s(n) + o(\sqrt{s(n)}) & \text{if } \mu = \mu_1 \\ \frac{\mathbb{E}_L a^a}{a(\mathbb{E}_L)_{1-\delta}} s(n) + o(\sqrt{s(n)}) & \text{if } \mu = \mu_2, \end{cases} \tag{29}
\]

and
\[
\mathbb{E}_L \left[ \sum_{i=1}^{n} \frac{F_i^{a-1} W_i^2}{S_i^2} \right] = \begin{cases} \mathcal{O}(1) & \text{if } \mu = \mu_1 \text{ or } \mu = \mu_2 \text{ and } \delta < \frac{1}{2} \\ \mathcal{O}(\log n) & \text{if } \mu = \mu_2 \text{ and } \delta = \frac{1}{2}. \end{cases} \tag{30}
\]
We now use martingale arguments to prove that the sums are almost surely asymptotically equivalent to their expectations conditionally on $L$. Note that, conditionally on $L$,

$$
M_n := \sum_{i=1}^{n} W_i^b \left( \frac{F_i^{a-1} - \mathbb{E}_L[F_i^{a-1}]}{S_i^b} \right)
$$

is a martingale. For all $n \geq 0$, we have (see, e.g. [44, proposition 1.3.5] for the definition of the increasing process of a square-integrable martingale)

$$
\langle M \rangle_n = \sum_{i=1}^{n} W_i^{2b} \frac{\text{Var}_L(F_i^{a-1})}{S_i^{2b}} \leq \sum_{i=1}^{n} W_i^{2b} \frac{L_i^{2a-2}}{S_i^{2b}},
$$

because, $L$-almost surely, $F_i \leq L_i$ for all $i \geq 1$, by definition (see equation (9)).

(1.1) Let us first assume that $\mu = \mu_1$ and $\beta = 0$: we have

$$
\sum_{i=1}^{n} \frac{L_i^{2a-2} W_i^{2b}}{S_i^{2b}} = \sum_{i=1}^{n} L_i^{2a-2} \left( \frac{\log T_i - \log T_{i-1}}{\log T_i} \right)^{2b} = \sum_{i=1}^{n} L_i^{2a-2} \left( 1 - \frac{\log T_{i-1}}{\log T_i} \right)^{2b}.
$$

Note that

$$
\frac{\log T_{i-1}}{\log T_i} = \frac{1}{1 + \frac{\log(1 + L_i/T_{i-1})}{\log T_{i-1}}} = 1 - O \left( \frac{\log(1 + L_i/T_{i-1})}{\log T_{i-1}} \right) = 1 - O \left( \frac{L_i}{T_{i-1} \log T_{i-1}} \right),
$$

where the constant in the $O$-term can be chosen independent of $i$. Thus, using lemma 12, we get that

$$
\sum_{i=1}^{n} \frac{L_i^{2a-2} W_i^{2b}}{S_i^{2b}} = O \left( \sum_{i=1}^{n} \frac{T_i^{2a+2b-2}}{\log^2 T_{i-1}} \right) = O(1),
$$

since we have assumed that $\mathbb{E}L^{2a+2} < +\infty$ (and also, $b \in \{1, 2\}$). The cases (1.2) and (2) can be treated similarly, and we get that, if $b = 1$, then

$$
\langle M \rangle_n = \begin{cases} 
O(1) & \text{if } \mu = \mu_1 \text{ or } \mu = \mu_2 \text{ and } \delta < \frac{1}{2}, \\
O(\log n) & \text{if } \mu = \mu_2 \text{ and } \delta = \frac{1}{2},
\end{cases}
$$

and, if $b = 2$, then

$$
\langle M \rangle_n = O(1).
$$

The law of large numbers for martingales (see, e.g. [44, theorem 1.3.15]) states that
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(a) if $⟨M⟩_n = O(1)$ almost surely, then $M_n$ converges almost surely to a finite random variable;
(b) if $⟨M⟩_n \to \infty$ almost surely, then $M_n = o(⟨M⟩_n)$ almost surely.

Equation (31) together with equation (29) thus gives that, almost surely when $n \to \infty$,

$$
\sum_{i=1}^{n} \frac{F_i - 1}{S_i} = \mathbb{E}_L \left[ \sum_{i=1}^{n} \frac{F_i - 1}{S_i} \right] + o(⟨M⟩_n) = \begin{cases}
\frac{E L^n}{\sigma(EL)} s(n) + o(\sqrt{s(n)}) & \text{if } \mu = \mu_1, \\
\frac{E L^n}{\sigma(EL)} s(n) + o(\sqrt{s(n)}) & \text{if } \mu = \mu_2,
\end{cases}
$$

because $⟨M⟩_n = o(s(n))$ in all cases. Similarly, equation (32) together with equation (30) gives that, almost surely when $n \to \infty$,

$$
\sum_{i=1}^{n} \frac{F_i - 1}{S_i^2} = \mathbb{E}_L \left[ \sum_{i=1}^{n} \frac{F_i - 1}{S_i^2} \right] + o(1),
$$

which concludes the proof.

5.3. Proof of proposition 10

Using lemmas 11–13, we can now follow the plan of section 5.1 to prove proposition 10. Recall that, given $W$ (or, equivalently, $L$), $(1_{s_i \leq s_n})_{i \leq n}$ are independent Bernoulli random variables with respective parameters $W_i/S_i$, where $S_i = \sum_{j=1}^{i} W_j$ (see proposition 7). Also note that, by construction, the random variables $(1_{\nu_i \leq s_n})_{i \leq n}$ are independent of $F$; therefore, we have

$$
\mathbb{E}_{L,F}(u_n) = \sum_{i=1}^{n} \frac{F_i W_i}{S_i} = \tilde{k}_2 s(n) + o(\sqrt{s(n)}),
$$

in probability when $n \to \infty$, where we have applied lemma 13 (which applies because $\mathbb{E}L^6 < +\infty$, by assumption); we recall that

$$
\tilde{k}_2 = \frac{E L^2}{2\mathbb{E}L} \text{ if } \mu = \mu_1 \quad \text{and} \quad \tilde{k}_2 = \frac{E L^2}{2(\mathbb{E}L)^{1-\delta}} \text{ if } \mu = \mu_2.
$$

Similarly, we have

$$
\text{Var}_{L,F}(u_n) = \sum_{i=1}^{n} \frac{F_i^2 W_i}{S_i} \left( 1 - \frac{W_i}{S_i} \right) = \sum_{i=1}^{n} \frac{F_i^2 W_i}{S_i} - \sum_{i=1}^{n} \frac{F_i^2 W_i}{S_i^2} = \tilde{k}_3 s(n) + o(s(n)),
$$

by lemma 13 (which applies because $\mathbb{E}L^8 < +\infty$, by assumption); see theorem 5 for the definition of $\tilde{k}_3$. We can apply Lindeberg’s central limit theorem to deduce proposition 10.

5.4. Proof of theorem 5

Proposition 10 gives convergence of the marginals in theorem 5. To get joint convergence, we need to prove that the correlation between $\Phi(u_n)$ and $\Phi(v_n)$ is negligible in

https://doi.org/10.1088/1742-5468/ab081f
front of $\sqrt{s(n)}$ so that $\Phi(u_n)/\sqrt{s(n)}$ and $\Phi(v_n)/\sqrt{s(n)}$ are asymptotically independent. This is true because the last common ancestor of $u_n$ and $v_n$ is ‘high’ in the tree (i.e. close to the root): more precisely, its height converges in distribution to a finite random variable when $n \to +\infty$; this is stated in lemma 15.

For every node $v = \nu i \in T_n$ ($\nu \in T_n$, and $i \geq 1$), we denote by $T_n^{\ell}(v)$ the subtree of $T_n$ rooted at $v$, and by $T_n^{r}(v)$ the subtree of $T_n$ consisting of $v$ and all the subtrees rooted at right-siblings $\nu j$ ($j > i$) of $v$. We informally call $T_n^{\ell}(v)$ the ‘left’ subtree of $v$, and $T_n^{r}(v)$ its ‘right’ subtree (see figure 7).

**Definition.** Given two nodes $u$ and $v$ of $T_n$, we denote their last common ancestor $u \land v$. Two children of $u \land v$ are respective ancestors of $u$ and $v$; the smallest in the lexicographic order is called the last common uncle of $u$ and $v$, and denoted by $u_n \ast v_n$.

**Proposition 14.** Let $W = (W_i)_{i \geq 1}$ be a sequence of i.i.d. random variables, and $T_n$ be the $n$-node $W$-wrrt. Let $u_n$ and $v_n$ be two nodes taken independently at random in $T_n$ with probability proportional to the weights: for all $1 \leq i \leq n$,

$$
\mathbb{P}(W(u_n = v_i)) = \mathbb{P}(W(v_n = v_i)) = \frac{W_i}{S_n}.
$$

Then, conditionally on $W$, we have $u_n \land v_n \overset{d}{\to} \kappa$ when $n \to \infty$, where $\kappa$ is a (finite) random element of $\{1, 2, 3, \ldots\}^r$.

The first step in proving proposition 14 is to prove that $|u_n \land v_n|$ converges in distribution to an almost surely finite random variable.

**Lemma 15.** Under the assumptions of theorem 5, assuming that $\delta \in (0, \frac{1}{2})$ if $\mu = \mu_2$, we have that, asymptotically when $n \to \infty$,

(a) $|u_n \land v_n| \overset{d}{\to} \theta$, where $\theta$ is almost surely finite, and

(b) $\Phi(u_n \land v_n) \overset{d}{\to} \Theta$, where $\Theta$ is almost surely finite.

**Proof.** We treat the proofs of (a) and (b) at once; to do so, we introduce the notation $\hat{\Phi}$ to be understood as $\hat{\Phi} = |\cdot| \cdot |$ in the proof of (a) and $\Phi = \Phi$ in the proof of (b).

Recall that we denote by $\nu_1, \ldots, \nu_n$ the nodes of the $n$-node $W$-wrrt in their order of addition in the tree. Also, for all $i$, $\xi(i)$ is the index of the parent of node $\nu_i$. We reason conditionally on $L$, and thus $W$, and recall that $S_n = \sum_{i=1}^n W_i$ for all $n \geq 1$.

Recall that, for all $n \geq 1$, $(T_n, u_n, v_n)$ is equal in distribution to $(T_n, \bar{u}_n, \bar{v}_n)$ (defined just before Proposition 7). By the construction of $(T_n, \bar{u}_n, \bar{v}_n)_{n \geq 1}$, we have

$$
\hat{\Phi}(\bar{u}_n \land \bar{v}_n) = 1_{B_{n} = B_n^* = 1} \hat{\Phi}(\nu_n) + 1_{B_{n} = 1 \neq B_n^*} \hat{\Phi}(\bar{u}_{n-1} \land \bar{v}_{n-1}) + 1_{B_{n} \neq 1 = B_n^*} \hat{\Phi}(\bar{u}_{n-1} \land \bar{v}_{n-1}) + 1_{B_{n} \neq 1 \neq B_n^*} \hat{\Phi}(\bar{u}_{n-1} \land \bar{v}_{n-1})
$$

$$
= (1 - 1_{B_{n} = B_n^* = 1}) \hat{\Phi}(\bar{u}_{n-1} \land \bar{v}_{n-1}) + 1_{B_{n} = B_n^* = 1} \hat{\Phi}(\nu_n).
$$

Thus, if we let $K_n := \hat{\Phi}(\bar{u}_n \land \bar{v}_n)$ for all integers $n$, we have

$$
K_n \overset{d}{=} K_{n-1} + 1_{B_{n} = B_n^* = 1}(\hat{\Phi}(\nu_n) - K_{n-1}). \quad (33)
$$
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Note that, for all $i \geq 1$,
\[
P_L \left( 1_{B_i = B'_i = 1} \left( \hat{\Phi}(\nu_i) - K_{i-1} \right) \neq 0 \right) \leq P_L \left( 1_{B_i = B'_i = 1} \neq 0 \right) = \left( \frac{W_i}{S_i} \right)^2.
\]

Lemma 13 (with $a = 1$) implies that, if $\mu = \mu_1$ or $\mu = \mu_2$ and $\delta \in (0, \frac{1}{2})$, then, $L$-almost surely, we have
\[
\sum_{i \geq 1} \frac{W_i^2}{S_i^2} = O(1).
\]

Therefore, by the Borel–Cantelli lemma, we can infer that, almost surely,
\[
\Theta := \sum_{i = 2}^{\infty} 1_{B_i = B'_i = 1} \left( \Phi(\nu_i) - K_{i-1} \right) < +\infty,
\]
\[
\theta := \sum_{i = 2}^{\infty} 1_{B_i = B'_i = 1} \left( |\nu_i| - K_{i-1} \right) < +\infty,
\]
and that $|\tilde{u}_n \land \tilde{v}_n| \xrightarrow{d} \Theta$ and $\Phi(\tilde{u}_n \land \tilde{v}_n) \xrightarrow{d} \Theta$ when $n$ goes to infinity. This implies the claim since $(T_n, u_n, v_n)$ is equal in distribution to $(\tilde{T}_n, \tilde{u}_n, \tilde{v}_n)$.

Note that equation (34) is no longer true if $\mu = \mu_2$ and $\delta = \frac{1}{2}$, which is why proposition 10 holds for $\delta = \frac{1}{2}$ while the joint convergence of theorem 5 is open in that case (and maybe does not hold).

**Proof of proposition 14.** Let us denote by $k = k(\nu)$ the random integer such that $\nu$ is an internal node of $T_k$ but not of $T_{k-1}$. Let us denote by $W^*_n(\nu)$ the sum of the weights of the internal nodes of $T_n$ descending from $\nu$ (including $\nu$ itself).

- We show that $W^*_n(\nu)$ is asymptotically almost surely proportional to $S_n$, the total weight of the $n$-node tree. Conditionally on $k(\nu) < +\infty$, we have $W^*_k(\nu) = W_{k(\nu)}$.

\[\text{Figure 7. A node } \nu \text{ (in red and marked by a circle) and its ‘left’ and ‘right’ subtrees, } T_{n}^l(\nu) \text{ and } T_{n}^r(\nu).\]
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\[ \mathbb{E}_L \left[ W_{n+1}^*(\nu) \mid \mathcal{F}_n \right] = W_n^*(\nu) + \frac{W_n^*(\nu)}{S_n} W_{n+1}, \]

because at time \( n + 1 \), the weight of the subtree rooted at \( \nu \) increases by \( W_{n+1} \) with probability \( W_n^*(\nu)/S_n \), and stays unchanged otherwise. Therefore, conditionally on \( k(\nu) < +\infty \) and on \( L \),

\[ \prod_{i=1}^{n-1} \left( 1 + \frac{W_{i+1}}{S_i} \right)^{-1} W_n^*(\nu) \quad (n \geq k(\nu)) \]

is a positive martingale, and thus converges almost surely to a random variable \( W^*(\nu) \). Note that

\[ \prod_{i=1}^{n-1} \left( 1 + \frac{W_{i+1}}{S_i} \right) = \prod_{i=1}^{n-1} \frac{S_i + W_i + 1}{S_i} = \frac{S_n}{W_1}, \]

implying that, almost surely when \( n \to \infty \),

\[ \frac{W_n^*(\nu)}{S_n} \to \frac{W^*(\nu)}{W_1} =: \hat{W}^*(\nu). \quad (35) \]

• Conditionally on \( L \) (and thus \( W \)), we have

\[ \mathbb{P}_L (u_n \star v_n = \nu) = \frac{W_n^*(\nu) (W_n^*(\nu) - \sum_{j=1}^{\text{last}(\nu)} W_n^*(\nu_j))}{S_n^2}, \]

where \( \tilde{\nu} \) is the parent of node \( \nu \), and \( \text{last}(\nu) \geq 1 \) the rank of \( \nu \) among its siblings. Therefore, we have that, almost surely, for all \( \nu \in T_n \),

\[ \mathbb{P}_L (u_n \star v_n = \nu) \to \hat{W}^*(\nu) (\hat{W}^*(\tilde{\nu}) - \sum_{j=1}^{\text{last}(\nu)} \hat{W}^*(\tilde{\nu}_j)) \]

implying that, conditionally on \( L \), we have,

\[ u_n \star v_n \overset{d}{\to} \eta, \quad (36) \]

in distribution when \( n \) goes to infinity, where \( \eta \) is a random word of \( \{1, 2, 3, \ldots\}^* \). The result follows from the fact that \( u_n \land v_n \) is the parent of \( u_n \star v_n \); we define \( \kappa \) as the parent of the random node \( \eta \), it is almost surely finite by Lemma 15 (a).

\[ \square \]

**Proof of theorem 5.** In the proof, we condition on the sequences \( L \) (and thus on \( W \)) and \( F \). Recall that, \( (T_n, u_n, v_n) \) is equal in distribution to the triple \( (\tilde{T}_n, \tilde{u}_n, \tilde{v}_n) \) defined just before proposition 9. We denote by
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we know from lemma 14 that $K < +\infty$ almost surely. Also, by definition (see proposition 9), we have that, for all $i \geq K$, 
$$(1_{n < u_n}, 1_{n < v_n}) = (B_i, B'_i).$$

Consider $C_n = \sum_{i=1}^n F_i B_i$ and $C'_n = \sum_{i=1}^n F_i B'_i$, conditionally on $L$ and $F$, $C$ and $C'$ are independent (inhomogeneous) random walks. We have

$$\left(\frac{\Phi(\tilde{u}_n) - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}}, \frac{\Phi(\tilde{v}_n) - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}}\right) = \left(\frac{C_n - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}}, \frac{\Phi(\tilde{u}_n) - C_n}{\sqrt{\bar{k}_3 s(n)}}, \frac{C'_n - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}}, \frac{\Phi(\tilde{v}_n) - C'_n}{\sqrt{\bar{k}_3 s(n)}}\right).$$

(37)

Note that,

$$\max\left\{\frac{|C_n - \Phi(\tilde{u}_n)|}{\sqrt{s(n)}}, \frac{|C'_n - \Phi(\tilde{v}_n)|}{\sqrt{s(n)}}\right\} \leq 2 \sum_{i=1}^{K\wedge n} F_i \to 0$$

(38)

almost surely when $n \to \infty$. Furthermore, for all $x, y \in \mathbb{R}$, by independence of $C_n$ and $C'_n$ conditionally on $F$, we get

$$\mathbb{P}_{L,F}\left(\frac{C_n - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}} \geq x, \frac{C'_n - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}} \geq y\right) = \mathbb{P}_{L,F}\left(\frac{C_n - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}} \geq x\right) \mathbb{P}_{L,F}\left(\frac{C'_n - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}} \geq y\right)
= \mathbb{P}_{L,F}\left(\frac{\Phi(\tilde{u}_n) - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}} + \frac{\Phi(\tilde{v}_n) - C_n}{\sqrt{\bar{k}_3 s(n)}} \geq x\right) \mathbb{P}_{L,F}\left(\frac{\Phi(\tilde{v}_n) - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}} + \frac{\Phi(\tilde{v}_n) - C'_n}{\sqrt{\bar{k}_3 s(n)}} \geq y\right),$$

where we have used equation (37). Thus, using proposition 10, equation (38) and Slutsky’s lemma, we get that

$$\mathbb{P}_{L,F}\left(\frac{C_n - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}} \geq x, \frac{C'_n - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}} \geq y\right) \to \mathbb{P}(\Lambda_1 \geq x)\mathbb{P}(\Lambda_2 \geq y),$$

where $\Lambda_1$ and $\Lambda_2$ are two standard Gaussian random variables; in other words,

$$\left(\frac{C_n - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}}, \frac{C'_n - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}}\right) \overset{d}{\to} (\Lambda_1, \Lambda_2),$$

where $\Lambda_1$ and $\Lambda_2$ are independent. Using Slutsky’s lemma again, together with equations (37) and (38), we get that

$$\left(\frac{\Phi(\tilde{u}_n) - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}}, \frac{\Phi(\tilde{v}_n) - b_{k_2 s(n)}}{\sqrt{\bar{k}_3 s(n)}}\right) \overset{d}{\to} (\Lambda_1, \Lambda_2),$$

which concludes the proof since $(\mathcal{T}_n, u_n, v_n) \overset{d}{=} (\mathcal{T}_n, \tilde{u}_n, \tilde{v}_n)$. 

\[\square\]
5.5. Sketch proof of theorem 6

Following the proof of theorem 5 exactly, replacing \( \Phi(\nu) \) by

\[
\Psi(\nu) = |\nu| + 1 = \sum_{i=1}^{n} 1_{\nu_i < \nu},
\]

one can prove that: if \( u_n \) and \( v_n \) be two nodes in the \( n \)-node \( \text{wrrt} \), chosen independently at random with probability proportional to the weights, then, conditionally on \( L \), asymptotically when \( n \to \infty \),

\[
\left( \frac{\Psi(u_n) - s(n)}{\sqrt{s(n)}}, \frac{\Psi(v_n) - s(n)}{\sqrt{s(n)}} \right) \to (\Lambda_1, \Lambda_2),
\]

where \( \Lambda_1 \) and \( \Lambda_2 \) are two independent standard Gaussian random variables. The result follows by applying the standard \([42, \text{lemma 3.1}]\) since the profile is the (random) distribution of \( |u_n| \) and \( |v_n| \) given \( T_n \).
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