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ABSTRACT
In this paper, we present a deep learning system approach to estimating luminosity, effective temperature, and surface gravity of O-type stars using the optical region of the stellar spectra. In previous work, we compare a set of machine learning and deep learning algorithms in order to establish a reliable way to fit a stellar model using two methods: the classification of the stellar spectra models and the estimation of the physical parameters in a regression-type task. Here we present the process to estimate individual physical parameters from an artificial neural network perspective with the capacity to handle stellar spectra with a low signal-to-noise ratio (S/N), in the <20 S/N boundaries. The development of three different recurrent neural network systems, the training process using stellar spectra models, the test over nine different observed stellar spectra, and the comparison with estimations in previous works are presented. Additionally, characterization methods for stellar spectra in order to reduce the dimensionality of the input data for the system and optimize the computational resources are discussed.

Key words: methods: data analysis – techniques: miscellaneous – astronomical data bases: miscellaneous – stars: fundamental parameters

1 INTRODUCTION
Processing big astronomical databases is a current challenge that has been approached from different perspectives Jiang, Bin, et al. (2020); Villavicencio-Arcadia et al. (2020); Sharma et al. (2020); Bu et al. (2020); Sharma et al. (2019); Fierro-Santillán et al. (2018); Minglei et al. (2020); Li et al. (2017); Dafonte, C. et al. (2016); Sander, A. et al. (2015); Navarro, S. G. et al. (2012); Teimoorinia (2012); Snider et al. (2001); therefore, with the recent growth of the artificial intelligence methods is natural to think in the implementation of an autonomous systems. In this context, Artificial Neural Networks (ANNs) have proven to be a very useful tool Li et al. (2022); Villavicencio-Arcadia et al. (2020); Bu et al. (2020); Sharma et al. (2019); Navarro, S. G. et al. (2012).

The growing development of a diversity of artificial neural network structures has generated a natural interest of implement it in multiple astrophysics projects. The flexibility of the ANNs to be trained with different tensor-like data structures, their capacity to handle large volumes of data without the necessity of storing a big set of measures like different machine learning algorithms, and the resistance to noise and lack in the data, has presented an advantage in the stellar spectra classification, as well as morphological classification, segmentation of stars and galaxies, and also, the estimation of stellar parameters Li et al. (2022); Bu et al. (2020); Jiang, Bin, et al. (2020); Fierro-Santillán et al. (2018); Dafonte, C. et al. (2016); Recio-Blanco et al. (2006).

Early projects has shown highly accurate results on the determination of physical parameters from stellar spectra using modern deep learning techniques. In the context of ANNs, these types of algorithms have achieved estimations over spectra with a high level of noise, near 20 S/N, and explore different ways of improving the parameter estimation accuracy below that limit Li et al. (2022); Villavicencio-Arcadia et al. (2020); Navarro, S. G. et al. (2012).

This high noise limit has been a threshold where other methods indicate a substantial increase of error as is show in Recio-Blanco et al. (2006). In Worley, C. C. et al. (2012), is mentioned that in some cases a considerable amount of spectra in their database was rejected from the system and physical parameters do not estimated because of the quality in the spectra. And in Koleva, M. et al. (2009), the impact of low S/N on the estimation over the analyzed spectra is not addressed.

Therefore, with the increasing astronomical observations in a more automatic way, with modern and space telescopes, generating databases in the big data limit, the automatic computational systems are an essential tool in order to process and analyze spectral data in a fast and reliable way. According to this, the proposal on this work consist of an deep learning algorithm implementation as a part of a system that estimates fundamental stellar parameters such as $T_{\text{eff}} (K)$, $\log g$, $\log (L/L_\odot)$ in an accurate way. Additionally, in this project, we propose a characterization method to reduce the dimension of the training database, in order to improve the efficiency of the system and reduce the time and computational resources that a big database required.

This paper is organized as follows. Section 2 describes the synthetic spectra database used in this work. Also, we introduce the
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method proposed for the dimensionality reduction process, and preprocessing procedures needed. In Section 3, we introduce the artificial neural networks and the structure we develop for this project. Section 4 describes the estimation process, the performance evaluation results, and the comparison of the estimation with previous works. Finally, a brief summary of the results is made in Section 5.

2 DATABASE COLLECTION AND PROCESSING

The starting database used for this work consist on 4517 O-type star models develop by Zsargó, J., et al. (2020). The models cover stars with mass from near 9 to 120 $M_\odot$, $T_{\text{eff}}$ from 20,160 to 58,140, $\log (L/L_\odot)$ from 4.33 to 6.31, and $\log g$ from 2.56 to 4.28, with the distribution of Effective Temperature, Surface Gravity, and Luminosity as shown on Figures 1, 2, and 3. Each synthetic model is represented by a spectrum in the optical region ($\lambda\lambda$ 3500-7000 Å) of 100,001 points with uniform step of 0.035 Å. We modify each spectrum adding white gaussian noise at different levels, in order to obtain spectra with S/N ratio between 150 an 20. This step was done in order to provide noisy spectra to the deep learning algorithm, and generate the capacity to deal with observed spectra which naturally have noise.

Since the results obtained in different projects using artificial neural networks (ANNs) (Li et al. (2022); Bu et al. (2020); Sharma et al. (2020); Villavicencio-Arcadia et al. (2020); Sharma et al. (2019); Navarro, S. G. et al. (2012); Snider et al. (2001)), we proposed a system based on the recurrent network structure, and following the idea of reduce the necessity of high computational resources, we explore the simple network structures and non-network structures needed to complete the tasks.

For the training process, we use a final database with a total of 140,027 synthetic spectra, the 4,517 base models with 30 different levels of signal to noise ratio (S/N) plus the clean synthetic spectrum.

2.1 Dimensionality Reduction

Develop an expert-type system that estimates a set of physical parameters can start with the method that will compare a synthetic spectra generated by a model and an observed spectra. This type of challenge can be reach using either the full spectra, or, by establish a group of variables that characterize the full spectra. The second method can be see as a dimensionality reduction task, which take the advantages of the ANNs to distinguish between a small set of characteristic variables and reduce the computational resources compared to use a signal with a large amount of points.

We proposed a method to reduce the amount of data that gets into the ANNs as the input features. Starting on the system proposed in Fierro-Santillán et al. (2018), where a set of equivalent width (EW) measures is needed, we expand the number of absorption/emission lines measurements following the same process presented in Miguel Flores R. et al. (2021), in order to have information of lines in the red part of the visual spectrum, and also lines of heavier elements such as SiIII, SiIV, etc. The lines of SiII (4128) and SiIII (4552), which are useful to restrict the Temperature of O-type stars, were excluded because most of the spectra are faint, with an equivalent width of thousandths or less. Additionally, the SiIII (4128) line has several neighboring lines, which increases the uncertainty of its equivalent width measurement.
We choose 34 absorption lines that we think can be the minimal number to get high accuracy for both approaches. These 34 lines are shown in Table 1. For these lines, we check the possible neighbor lines that can be blended.

Because the EW does not provide information about the morphology of the line, which can be very useful to accurately estimate fundamental parameters as the rotational velocity, we create a secondary approach where the input of the networks are not only the fundamental parameters as the rotational velocity, we create a secondary approach where the input of the networks are not only the fundamental parameters, but also the EW for each spectrum, and the values will change in relation with the noise in the spectrum. This additional information about the spectra and do not interfere with one of our statements of avoid the necessity of supercomputers. The first idea was to use all the profile lines of the non He or H Ions, having a total of 12 different profiles and the numerical sequences from the equivalent line widths.

We define two ways to establish the line profiles needed to get more information about the spectra and do not interfere with one of our statements of avoid the necessity of supercomputers. The first idea was to use all the profiles of the non He or H Ions, having a total of 12 profile lines. The second one, get the top $N$ line profiles with higher correlation with every physical parameter. As a result, we will have an independent set for $T_{eff} \ (K)$, $\log \ g$, and $\log \ (L/\odot)$. We chose the $N$ as 6 for this work, since was observed as an average break point where the correlation starts to decrease in all the physical parameters. The 6 line profiles for every physical parameter are shown in Table 2. Moreover, the wavelength length resolution of the observed spectra we use in this work is 0.1226 Å, this is around 3.5 times less points per spectra (see Section 4). Therefore, in order to have the same tensor lengths for the training database and the observed spectra, we use an interpolation method to reduce the synthetic spectra in a 4 to 1 points that will give us a similar resolution respect to the observed spectra. After the resolution decrease process, we extract all the 34 line profiles we use to measure the EW and then create a signal-type vector without the wavelength relation and from this new group of line profiles we extract the group of profiles for the two methods we mentioned previously in this section. The final process in this dimensionality reduction, it is to match the final length with the observed spectra, for this task we create a simple routine in order to finally have the same number of points for each line profile. In Figures 5, 6, we show an example of full points synthetic spectrum, and the same spectrum after the process of resolution reduction and the extraction of the line profiles regions for all the 34 lines shown in Table 1, and some lines tagged for a reference on where the lines should be situated. In the case of only using a smaller set of these 34 lines, the chosen lines will be set in a similar way generating and smaller signal-type vector.

### 3 ARTIFICIAL NEURAL NETWORKS

Because we have two different types of inputs we try to choose a network type capable to deal with the signal-type input from the different profiles and the numerical sequences from the equivalent width measures.

The election of this type of network structure is based on the type of input data, which is a numerical vector with an specific sequence for each spectrum, and the values will change in relation with the noise in the spectrum. Additional to this, the system needs to have in the capacity to distinguish between the nearby models. One classic solution to the systems with very similar possible outputs is the connection between the neurons and also the feedback connections.

#### 3.1 Recurrent Neural Networks

Recurrent neural networks (RNNs) belong to a type of neural networks naturally suited to solve sequential data problems. As a principal property, these class of deep learning algorithms use information from previous inputs in the current stage of input and output processing. While classical or simple deep neural networks commonly assume independence between inputs and outputs, then, for RNNs the output depends on the previous elements in the sequence. Therefore, it is clear to think of this type of network as one of the best options for our purposes.

As mentioned before, for this work we established a full system where every physical parameter will be estimated for a individual network, besides, every network will be train using 3 different input tensor. The first one, a rank one tensor of only a sequence of 34 EW, the second one, get the top 6 with higher correlation: 677 points for $T_{eff} \ (K)$, 588 points for $\log \ g$, and 506 points for $\log \ (L/\odot)$.

Because of the different input tensor dimension, the structure of the RNN will be a functional-type of network, with two paths, that can see as two parallel RNNs. The first path will process the 34 absorption lines that we think can be the minimal number to get high accuracy for both approaches. These 34 lines are shown in Table 1. For these lines, we check the possible neighbor lines that can be blended.

Because the EW does not provide information about the morphology of the line, which can be very useful to accurately estimate fundamental parameters as the rotational velocity, we create a secondary approach where the input of the networks are not only the fundamental parameters, but also the EW for each spectrum, and the values will change in relation with the noise in the spectrum. Additional to this, the system needs to have in the capacity to distinguish between the nearby models. One classic solution to the systems with very similar possible outputs is the connection between the neurons and also the feedback connections.

### Table 1. Total lines needed as an input for the ANNs in the new approach.

| Wavelength Centroid (Å) | Possible Ions in the Line | Line index |
|-------------------------|--------------------------|------------|
| 3750                    | NIV, H12, NII, OII (x2)  | $L_1$      |
| 3770                    | H11, SiIV, OII, NeII, OII| $L_2$      |
| 3798                    | NeII, OII, SII, H10, OII | $L_3$      |
| 3820                    | HeI                      | $L_4$      |
| 3835                    | OII H9                   | $L_5$      |
| 3889                    | OII, CH, H8              | $L_6$      |
| 3926                    | HeII, SII                | $L_7$      |
| 3934                    | CaII                     | $L_8$      |
| 3970                    | HeI, HeII, CaII, Hɛ      | $L_9$      |
| 4026                    | HeI                      | $L_{10}$   |
| 4058                    | NIV                      | $L_{11}$   |
| 4088                    | SiIV                     | $L_{12}$   |
| 4101                    | CaII, H$\delta$          | $L_{13}$   |
| 4143                    | HeI                      | $L_{14}$   |
| 4200                    | HeII                     | $L_{15}$   |
| 4212                    | SiIV                     | $L_{16}$   |
| 4340                    | OII (x2) Hγ              | $L_{17}$   |
| 4388                    | HeI                      | $L_{18}$   |
| 4471                    | HeI                      | $L_{19}$   |
| 4481                    | MgII                     | $L_{20}$   |
| 4541                    | HeII                     | $L_{21}$   |
| 4813                    | SII                      | $L_{22}$   |
| 4861                    | HeII, Hβ                 | $L_{23}$   |
| 4943                    | OII (x2)                 | $L_{24}$   |
| 4987                    | NII                      | $L_{25}$   |
| 5005                    | NII (x6)                 | $L_{26}$   |
| 5016                    | HeI                      | $L_{27}$   |
| 5048                    | NII, HeI                 | $L_{28}$   |
| 5801                    | CIV                      | $L_{29}$   |
| 5812                    | CIV                      | $L_{30}$   |
| 6381                    | NIV                      | $L_{31}$   |
| 6527                    | HeII                     | $L_{32}$   |
| 6563                    | HeII, Hɛ                 | $L_{33}$   |
| 6683                    | HeII                     | $L_{34}$   |

| Physical parameter | Group of lines by Line index in Table 1 |
|--------------------|-----------------------------------------|
| $T_{eff} \ (K)$    | $\{L_1, L_3, L_5, L_6, L_{10}\}$       |
| $\log \ g$        | $\{L_{21}, L_{28}, L_{30}, L_{31}, L_{33}, L_{34}\}$ |
| $\log (L/\odot)$  | $\{L_{26}, L_{28}, L_{29}, L_{31}, L_{32}, L_{33}\}$ |

Table 2. Top 6 line profiles with higher correlation per physical parameter over the models data base.
Additionally, it is important to mention that, there are missing data in the SNR for every stellar spectra are shown. The observed spectra for the stars: HD15558, HD15570, HD15629, and HD190864, on the spectral signal related to 3,800 Å and less.

After neural network design, training, and validation, we create 10 different neural networks with the same structure put through the same training process in order to establish the uncertainty of every network due to the natural randomness of these deep learning algorithms. The results of this validation process are shown on Figures 9, 10, and 11, where the uncertainties of the estimations are represented as error bars similar to the reference values from other authors.

In order to analyze the impact of the noise over the estimations of the different neural network structures, we compare the results with the estimations from other authors shown on Table 4.

We show on Tables 6, 7, 8, the difference between the Effective Temperature, Surface Gravity, and Luminosity estimated by the RNN and the estimations shown on Table 4 made by previous authors. Every table shows the results using the distinct input tensors, The EW of the 34 lines and the top 6 profile lines with higher correlation, the EW of the 34 lines and the metals profile lines, and finally, the input tensor with only the EW of the 34 lines. Where the difference was calculated as relative to the reference values define in Eq. 1.

These tables were ordered upward by S/N (from high to low noise) and using a gradient color where red is more noise, and most intense green, less noise. Also, the three columns of differences have a gradient color where red is more difference and most intense green less difference.

\[
\Delta_{Relative} = \frac{|Reference_{val} - RNN_{val}|}{Reference_{val}},
\]

Where \(Reference_{val}\) is the physical parameter from other authors and \(RNN_{val}\) is the physical parameter estimated by the Recurrent Neural Network proposed in this work.

Based on the Eq. 1, the three comparative columns on the Tables 6, 7, 8 are define in Table 5.

The Table 6 shows that use the EW plus the Non-H/He profile lines the overall difference is lower compared to the other two input tensor versions. Additionally, non of the versions show a clear better estimation when the noise in the signal decrease, however the \(\Delta^{(2)}_{Relative}\) shows better results on the stellar spectrum with higher noise and the \(\Delta^{(3)}_{Relative}\) shows better results on the 2nd (HD216898), 3rd (HD216532), and 4th (HD16691) star spectrum with more noise.

After analyze the results on Figures 9, 10, and 11, and compare with the difference on estimations with other authors shown on the gradient color Tables 6, 7, 8, it is clear that the improvement on the system by adding profile lines is not too high in all the observed spectra, while the difference of the computational resources to train

\[\text{Log}(L/L_\odot) \quad T_{\text{eff}}(K) \quad \log g\]

...
Figure 5. Example of a full synthetic spectra of 100,001 points.

Figure 6. Synthetic spectra of 5092 points (same spectra on Figure 5 after the dimensionality reduction process). Some of the lines shown in Table 1 are marked for reference.

| Star      | $T_{eff}$ (K) | log $g$   | log($L/L_\odot$) | Refs.                            |
|-----------|---------------|-----------|-------------------|----------------------------------|
| HD216898  | 34000 ± 1000  | 4.00 ± 0.10 | 4.73 ± 0.25      | Kazmierczak, M. et al. (2009)    |
| HD108     | 35000 ± 2000  | 3.50 ± 0.10 | 5.70 ± 0.10      | Martins, F. et al. (2012)        |
|           | 35000 ± 2000  | 3.50 ± 0.20 | 5.70 ± 0.10      | Martins et al. (2010)            |
|           | 37000 ± 2000  | 3.75 ± 0.10 | 5.40 ± 0.10      | NAZE et al. (2008)               |
| HD203064  | 35000 ± 1500  | 3.73 ± 0.15 | 5.10 ± 0.20-0.30 | Cazorla, Constantin et al. (2017)|
|           | 34500         | 3.50       | 5.50              | Repolust, T. et al. (2004)       |
| HD216532  | 33000 ± 2000  | 3.70 ± 0.20 | 4.79 ± 0.25      | Marcolino, W. L. F. et al. (2009)|
| HD15558   | 41000         | 3.80       | 5.93              | Bouret, J.-C. et al. (2012)      |
|           | 46500         | 3.71 ± 0.10 | 6.16              | Herrero et al. (2000)            |
| HD15570   | 38000 ± 1000  | 3.51 ± 0.10 | 5.94 ± 0.10      | Bouret, J.-C. et al. (2012)      |
|           | 50000         | 3.51 ± 0.10 | 6.44              | Herrero et al. (2000)            |
| HD15629   | 40000         | 3.71       | 5.60              | Repolust, T. et al. (2004)       |
|           | 48000         | 3.81 ± 0.10 | 5.89              | Herrero et al. (2000)            |
| HD190864  | 37000         | 3.55       | 5.41              | Repolust, T. et al. (2004)       |
| HD16691   | 41000 ± 1000  | 3.66 ± 0.10 | 5.94 ± 0.10      | Bouret, J.-C. et al. (2012)      |

Table 4. Fundamental parameters estimations from other authors.

the networks goes from processing data tensors with a dimension of $34 \times N$, to a minimal of $34 \times 506 \times N$, and a max of $34 \times 904 \times N$, with $N$ as the total spectra samples. Moreover, the uncertainty for some observed spectra was close, as we can see on HD190864 and HD15629, where the 34 EW version of the system has very close estimations compared with the results on the 34 EW + Non-H/He profiles lines on the same observed stellar spectra. Besides that, for the Effective Temperature estimations, the addition of profile lines got closer results to reference values over the 34 EW approach. Also, the uncertainty was lower in this case. Additionally, the uncertainty on some observed spectra increases for all three approaches, over the observed spectra of HD15558, HD15570, HD15629, and HD190864 stars. A clear response to the missing data in the spectrum. In this field, the system with 34 EW + top 6 profiles lines input tensor, got lower uncertainty on the estimations of Luminosity and Surface Gravity.
Flores R. M. et al.

5 CONCLUSIONS

We have developed a deep learning system using an RNN structure able to estimate stellar parameters with lower S/N observed spectra. In some cases, the uncertainty of the estimations are near to the published on previous works.

The RNNs show good results with high and low levels of S/N. For the three input approaches the increase in the discrepancy respond to the decrease of the S/N level, however, we have some outliers in the estimations. Look in to with more detail, the stars mentioned before that does not have the spectrum complete show higher uncertainty compared with the other observations.

The different input data approaches show useful information about the possible requirements that the individual networks for every parameter could need. The RNN that uses the 34 EW & the Non-H/He profile lines estimates closer values of $T_{eff}$ (K), $log(L/Lo)$, while for $log g$, the RNN with the input tensor defines by the 34 EW & Top 6 profile lines more correlated to this physical parameter, estimates closer values.

5.1 Future Work

We think it is crucial to extend the observed spectra database with different levels of S/N and resolution in order to increase the analysis of the system capabilities, and improve the accuracy after enhance the training set and tuning the recurrent neural networks if its needed. Design and develop a final system proposal in order to estimates more stellar parameters that the models already handle. We are also open to defining different input tensors that can collect the most useful information of a full stellar spectrum and stills improve the system from a computational resources perspective.
Figure 11. Luminosity predictions comparison over the 9 observed spectra using the 3 different RNNs approaches. Where the reference values without error bars don’t have a uncertainty value on the published paper, and the error bars on the estimated values are the uncertainty of the RNN.

Table 6. Difference between the Surface Gravity estimated by the RNN and the reference from other authors (red is higher difference, green lower difference), ordered by S/N (in ascending order).

| Star       | S/N  | Δ(1) Relative log g | Δ(2) Relative log g | Δ(3) Relative log g | Reference |
|------------|------|---------------------|---------------------|---------------------|-----------|
| HD190864  | 18.27| 0.30                | 0.08                | 0.25                | 2004      |
| HD216898  | 58.78| 0.15                | 0.14                | 0.07                | 2009      |
| HD216532  | 84.05| 0.28                | 0.20                | 0.01                | 2012      |
| HD16691   | 84.05| 0.05                | 0.04                | 0.13                | 2012      |
| HD108     | 85.81| 0.05                | 0.04                | 0.13                | 2010      |
| HD108     | 85.81| 0.10                | 0.17                | 0.17                | 2008      |
| HD15629   | 89.40| 0.00                | 0.02                | 0.09                | 2004      |
| HD15629   | 89.40| 0.16                | 0.15                | 0.24                | 2000      |
| HD15558   | 103.01| 0.00                | 0.02                | 0.11                | 2012      |
| HD15558   | 103.01| 0.12                | 0.10                | 0.21                | 2000      |
| HD15570   | 108.47| 0.06                | 0.12                | 0.05                | 2012      |
| HD15570   | 108.47| 0.20                | 0.15                | 0.28                | 2000      |
| HD203064  | 189.30| 0.05                | 0.06                | 0.03                | 2017      |
| HD203064  | 189.30| 0.07                | 0.08                | 0.01                | 2004      |

Table 7. Difference between the Luminosity estimated by the RNN and the reference from other authors (red is higher difference, green lower difference), ordered by S/N (in ascending order).

| Star       | S/N  | Δ(1) Relative log (L/L⊙) | Δ(2) Relative log (L/L⊙) | Δ(3) Relative log (L/L⊙) | Reference |
|------------|------|--------------------------|--------------------------|--------------------------|-----------|
| HD190864  | 18.27| 0.16                      | 0.12                      | 0.11                      | 2004      |
| HD216898  | 58.78| 0.16                      | 0.15                      | 0.16                      | 2009      |
| HD216532  | 84.05| 0.17                      | 0.12                      | 0.21                      | 2009      |
| HD16691   | 84.05| 0.06                      | 0.05                      | 0.02                      | 2012      |
| HD108     | 85.81| 0.03                      | 0.06                      | 0.04                      | 2012      |
| HD108     | 85.81| 0.03                      | 0.06                      | 0.04                      | 2010      |
| HD15629   | 89.40| 0.06                      | 0.03                      | 0.07                      | 2008      |
| HD15629   | 89.40| 0.01                      | 0.02                      | 0.02                      | 2000      |
| HD15558   | 103.01| 0.04                      | 0.02                      | 0.07                      | 2012      |
| HD15558   | 103.01| 0.00                      | 0.02                      | 0.03                      | 2000      |
| HD15570   | 108.47| 0.04                      | 0.00                      | 0.07                      | 2012      |
| HD15570   | 108.47| 0.05                      | 0.08                      | 0.01                      | 2000      |
| HD203064  | 189.30| 0.13                      | 0.11                      | 0.19                      | 2017      |
| HD203064  | 189.30| 0.05                      | 0.03                      | 0.11                      | 2004      |

Table 8. Difference between the Luminosity estimated by the RNN and the reference from other authors (red is higher difference, green lower difference), ordered by S/N (in ascending order).

| Star       | S/N  | Δ(1) Relative log (L/L⊙) | Δ(2) Relative log (L/L⊙) | Δ(3) Relative log (L/L⊙) | Reference |
|------------|------|--------------------------|--------------------------|--------------------------|-----------|
| HD190864  | 18.27| 0.16                      | 0.12                      | 0.11                      | 2004      |
| HD216898  | 58.78| 0.16                      | 0.15                      | 0.16                      | 2009      |
| HD216532  | 84.05| 0.17                      | 0.12                      | 0.21                      | 2009      |
| HD16691   | 84.05| 0.06                      | 0.05                      | 0.02                      | 2012      |
| HD108     | 85.81| 0.03                      | 0.06                      | 0.04                      | 2012      |
| HD108     | 85.81| 0.03                      | 0.06                      | 0.04                      | 2010      |
| HD15629   | 89.40| 0.06                      | 0.03                      | 0.07                      | 2008      |
| HD15629   | 89.40| 0.01                      | 0.02                      | 0.02                      | 2000      |
| HD15558   | 103.01| 0.04                      | 0.02                      | 0.07                      | 2012      |
| HD15558   | 103.01| 0.00                      | 0.02                      | 0.03                      | 2000      |
| HD15570   | 108.47| 0.04                      | 0.00                      | 0.07                      | 2012      |
| HD15570   | 108.47| 0.05                      | 0.08                      | 0.01                      | 2000      |
| HD203064  | 189.30| 0.13                      | 0.11                      | 0.19                      | 2017      |
| HD203064  | 189.30| 0.05                      | 0.03                      | 0.11                      | 2004      |
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