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Abstract: We consider a conflict-controlled dynamical system described by a nonlinear ordinary fractional differential equation with the Caputo derivative of an order $\alpha \in (0, 1)$. Basing on the finite-difference Grünwald-Letnikov formulas, we propose an approximation of the considered system by a system described by a functional-differential equation of a retarded type. A mutual aiming procedure between the initial conflict-controlled system and the approximating system is given that guarantees the desired proximity between their motions. This procedure allows to apply, via the approximating system, the results obtained for functional-differential systems for solving control problems in fractional order systems. Examples are considered, results of numerical simulations are presented.
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1 Introduction

The paper deals with nonlinear ordinary fractional differential equations with the Caputo derivative of an order $\alpha \in (0, 1)$. The basics of the theory and numerical methods for such equations can be found, for example, in [1,2,3,4,5], where also some of their applications are presented.

In the first part of the paper, we propose an approximation of a fractional differential equation by a functional-differential equation of a retarded type (see, e.g., [6]). The approximation is based on the finite-difference Grünwald-Letnikov (G.-L.) formulas for calculation of fractional derivatives (see, e.g., [1, p. 386]), and it is arranged in such a way that the solution of the considered functional-differential equation approximates not the solution of the initial equation, but its Riemann-Liouville (R.-L.) fractional integral of the order $1 - \alpha$. The proof of this fact relies on the uniform Lipschitz continuity of solutions of the approximating equation and the estimate of a fractional derivative of a quadratic Lyapunov function [7].

In the second part of the paper, we consider a conflict-controlled dynamical system which motion is described by a fractional differential equation. To apply the proposed approximation for this case, following [8] (see also [9,10]), a mutual aiming procedure between the initial conflict-controlled system and the corresponding approximating functional-differential system is elaborated. It is based on the extremal shift rule (see, e.g., [11, §§ 2.4, 8.2] and also [7]) and guarantees the desired proximity between systems’ motions. This procedure allows to apply, via the approximating system, the results obtained for functional-differential systems (see, e.g., [12,13,14]) for solving control problems in fractional order systems. It should be noted also that, according to [9] (see also references therein), the approximating system can be further approximated by a high-dimensional system of the usual ordinary differential equations.

The paper is organized as follows. In Sect. 2, we introduce the notations, recall the definitions of fractional order integrals, derivatives and differences and give some of their properties. In Sect. 3, we consider a Cauchy problem for an ordinary differential equation with the Caputo fractional derivative. In Sect. 4, we derive an approximating functional-differential equation, establish its properties and prove the corresponding approximation theorem. The obtained results are illustrated by an example in Sect. 5. In Sect. 6, we consider a conflict-controlled fractional order dynamical system and...
introduce the approximating dynamical system. A mutual aiming procedure that ensures the desired proximity between
motions of these systems is proposed in Sect. 7, the corresponding approximation theorem is proved. In Sect. 8, an
illustrating example is considered. Concluding remarks are given in Sect. 9.

2 Preliminaries

2.1 Notations

Let numbers $\alpha \in (0, 1), T > 0$ and $n \in \mathbb{N}$ be fixed throughout the paper. Let $\mathbb{R}^n$ be the $n$-dimensional Euclidian space with
the scalar product $\langle \cdot, \cdot \rangle$ and the norm $\| \cdot \|$. By $B(r) \subset \mathbb{R}^n$ for $r \geq 0$, we denote the closed ball with the center in the origin
and the radius $r$. The segment $[0, T] \subset \mathbb{R}$ is assumed to be endowed with the Lebesgue measure. By $L^\infty = L^\infty([0, T], \mathbb{R}^n)$,
we denote the space of (classes of equivalence of) essentially bounded measurable functions $x : [0, T] \to \mathbb{R}^n$ with the norm
$$\|x(\cdot)\|_\infty = \operatorname{ess sup}_{t \in [0, T]} \|x(t)\|.$$  

Let $C([0, T], \mathbb{R}^n)$ be the space of continuous functions $x : [0, T] \to \mathbb{R}^n$ with the norm $\| \cdot \|_\infty$. By $\operatorname{Lip}^0 = \operatorname{Lip}^0([0, T], \mathbb{R}^n)$
we denote the set of Lipschitz continuous functions $x(\cdot) \in C$ such that $x(0) = 0$. By $\operatorname{Lip}_L^0 = \operatorname{Lip}_L^0([0, T], \mathbb{R}^n)$ for $L \geq 0$, we
denote the set of functions $x(\cdot) \in \operatorname{Lip}^0$ which are Lipschitz continuous with the constant $L$.

2.2 Fractional Order Integral and Derivatives

Let us recall the definitions of the R.-L. fractional integral, R.-L. and Caputo fractional derivatives and give some of their
properties, which are used in the paper below.

**Definition 1** (see [1, Definition 2.1]). For a function $\varphi : [0, T] \to \mathbb{R}^n$, the (left-sided) R.-L. fractional integral of the order
$\alpha$ is defined by

$$(I^\alpha \varphi)(t) = \frac{1}{\Gamma(\alpha)} \int_0^t \frac{\varphi(\tau)}{(t - \tau)^{1-\alpha}} d\tau, \quad t \in [0, T],$$

where $\Gamma(\cdot)$ is the Euler gamma-function (see, e.g., [1, (1.54)])

According to [7, Proposition 1.1], the following proposition holds.

**Proposition 1.** For any $\varphi(\cdot) \in L^\infty$, the value $(I^\alpha \varphi)(t)$ is well defined for $t \in [0, T]$, and $(I^\alpha \varphi)(0) = 0$. Moreover, there
exists $H_\alpha > 0$ such that, for any $\varphi(\cdot) \in L^\infty$, the inequality

$$\| (I^\alpha \varphi)(t) - (I^\alpha \varphi)(\tau) \| \leq H_\alpha \| \varphi(\cdot) \|_\infty | t - \tau |^\alpha, \quad t, \tau \in [0, T],$$

is valid. In particular, $(I^\alpha \varphi)(\cdot) \in C$ for any $\varphi(\cdot) \in L^\infty$.

**Proposition 2.** Let a function $\varphi(\cdot) \in C([0, T], \mathbb{R})$ be non-decreasing and non-negative. Then the function $(I^\alpha \varphi)(\cdot)$ is non-decreasing.

**Proof.** Let $t, \tau \in [0, T]$ and $t > \tau$. We have

$$(I^\alpha \varphi)(t) - (I^\alpha \varphi)(\tau) = \frac{1}{\Gamma(\alpha)} \int_\tau^t \frac{\varphi(\xi)}{(t - \xi)^{1-\alpha}} d\xi + \frac{1}{\Gamma(\alpha)} \int_0^\tau \varphi(\xi) \left( (t - \xi)^{\alpha - 1} - (\tau - \xi)^{\alpha - 1} \right) d\xi.$$

Since $\varphi(\cdot)$ is non-decreasing, for the first term, we obtain

$$\frac{1}{\Gamma(\alpha)} \int_\tau^t \frac{\varphi(\xi)}{(t - \xi)^{1-\alpha}} d\xi \geq \frac{\varphi(\tau)}{\Gamma(\alpha)} \int_\tau^t (t - \xi)^{\alpha - 1} d\xi = \frac{\varphi(\tau)(t - \tau)^\alpha}{\Gamma(\alpha + 1)},$$

and, for the second term, we derive

$$\frac{1}{\Gamma(\alpha)} \int_0^\tau \varphi(\xi) \left( (t - \xi)^{\alpha - 1} - (\tau - \xi)^{\alpha - 1} \right) d\xi \geq \frac{\varphi(\tau)}{\Gamma(\alpha)} \int_0^\tau \left( (t - \xi)^{\alpha - 1} - (\tau - \xi)^{\alpha - 1} \right) d\xi = \frac{\varphi(\tau)(t^\alpha - \tau^\alpha - (t - \tau)^\alpha)}{\Gamma(\alpha + 1)}.$$

Therefore, taking into account that $\varphi(\cdot)$ is non-negative, we deduce

$$(I^\alpha \varphi)(t) - (I^\alpha \varphi)(\tau) \geq \varphi(\tau)(t^\alpha - \tau^\alpha)/\Gamma(\alpha + 1) \geq 0.$$

The proposition is proved.
Definition 2 (see [1, Definition 2.2]). For a function \( x : [0, T] \to \mathbb{R}^n \), the (left-sided) R.-L. fractional derivative of the order \( \alpha \) is defined by
\[
(D^\alpha) x(t) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \int_0^t \frac{x(\tau)}{(t-\tau)^\alpha} d\tau, \quad t \in [0, T].
\]

Let us denote by \( I^\alpha (L^n) \) the set of functions \( x : [0, T] \to \mathbb{R}^n \) represented by the R.-L. fractional integral of the order \( \alpha \) of a function \( \varphi \in L^n \). \( x(t) = (I^\alpha \varphi)(t), t \in [0, T] \).

The next two propositions follows from [7, Proposition 1.2].

**Proposition 3.** For any \( x(\cdot) \in I^\alpha (L^n) \), the value \( (D^\alpha) x(t) \) is well defined for almost every \( t \in [0, T] \), and the inclusion \( (D^\alpha) x(\cdot) \in L^n \) is valid. Moreover, for any \( \varphi(\cdot) \in L^n \), the equality \( \varphi(t) = (D^\alpha) x(t) \) holds for almost every \( t \in [0, T] \) if and only if \( (I^\alpha \varphi)(t) = x(t), t \in [0, T] \).

**Proposition 4.** For any \( x(\cdot) \in \text{Lip}^0 \), the inclusion \( x(\cdot) \in I^\alpha (L^n) \) is valid, and the value \( (D^\alpha) x(t) \) is well defined for \( t \in [0, T] \). Moreover, for any \( \varphi(\cdot) \in L^n \) such that \( \varphi(\cdot) = \dot{x}(\cdot) \) for almost every \( t \in [0, T] \), where \( \dot{x}(t) = dx(t)/dt \), the equality \( (D^\alpha) x(t) = (I^{1-\alpha} \varphi)(t), t \in [0, T] \), holds. In particular, we have \( (D^\alpha) x(\cdot) \in \text{Lip}^{1-\alpha} (L^n) \), \( (D^\alpha) x(0) = 0 \) and \( (D^{1-\alpha} (D^\alpha) x)(t) = \dot{x}(t) \) for almost every \( t \in [0, T] \).

**Proposition 5.** For any \( L > 0 \), there exist \( K > 0 \) and \( M > 0 \) such that, for any \( x(\cdot) \in \text{Lip}^0 \), the inequalities below hold:
\[
\| (D^\alpha) x(t) - (D^\alpha) x(\tau) \| \leq K|t - \tau|^{1-\alpha}, \quad \| (D^\alpha) x(t) \| \leq M, \quad t, \tau \in [0, T].
\]

**Proof.** Let \( L > 0 \) be fixed. Taking \( H_{1-\alpha} \) from Proposition 1, we define \( K = H_{1-\alpha} L, M = K L^{1-\alpha} \). Let \( x(\cdot) \in \text{Lip}^0 \) and \( \varphi(\cdot) \in L^n \) be such that \( \varphi(\cdot) = \dot{x}(\cdot) \) for almost every \( t \in [0, T] \). Then \( \| \varphi(\cdot) \|_\infty \leq L \) and, due to Proposition 4, we have \( (D^\alpha) x(t) = (I^{1-\alpha} \varphi)(t), t \in [0, T] \). Therefore, by the choice of \( H_{1-\alpha} \), we obtain
\[
\| (D^\alpha) x(t) - (D^\alpha) x(\tau) \| \leq H_{1-\alpha} L |t - \tau|^{1-\alpha} = K|t - \tau|^{1-\alpha}, \quad t, \tau \in [0, T].
\]

Further, since \( (D^\alpha) x(0) = 0 \) according to Proposition 4, we derive
\[
\| (D^\alpha) x(t) \| \leq K L^{1-\alpha} \leq M, \quad t \in [0, T].
\]

The proposition is proved.

**Definition 3 (see [3, (2.4.1)]).** For a function \( x : [0, T] \to \mathbb{R}^n \), the (left-sided) Caputo fractional derivative of the order \( \alpha \) is defined by
\[
(C^\alpha) x(t) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \int_0^t \frac{x(\tau) - x(0)}{(t-\tau)^\alpha} d\tau, \quad t \in [0, T].
\]

Note that, for a function \( x : [0, T] \to \mathbb{R}^n \), if \( x(0) = 0 \), then the Caputo and the R.-L. fractional derivatives coincide.

### 2.3 Fractional Order Differences

Let us recall the notion of the fractional order difference, on which the definition of the G.-L. fractional order derivative is based (see, e.g., [1, §20.4]), and prove some auxiliary statements, which are used in the paper below.

**Definition 4 (see [1, p. 385]).** For a function \( x : [0, T] \to \mathbb{R}^n \), the (left-sided) fractional difference of the order \( \alpha \) with a step size \( h > 0 \) is defined by
\[
(\Delta_h^\alpha) x(t) = \sum_{j=0}^{[t/h]} (-1)^j \binom{\alpha}{j} x(t - jh), \quad t \in [0, T],
\]
where the symbol \([\tau]\) means the integer part of \( \tau \geq 0 \), and \( \binom{\alpha}{j} \) are the binomial coefficients.

Let us consider the function
\[
p_{\alpha}(\tau) = \frac{1}{\Gamma(\alpha)} \sum_{0 \leq j < \tau} (-1)^j \binom{\alpha}{j} \frac{1}{(\tau - j)^{1-\alpha}}, \quad \tau > 0.
\]

Note that the function \( p_{\alpha}(\cdot) \) is measurable and, according to [1, Lemma 20.1] (see also [15, Lemma 2]), the following relations hold:
\[
\| p_{\alpha}(\cdot) \|_1 = \int_0^\infty |p_{\alpha}(\tau)| d\tau < \infty, \quad \int_0^\infty p_{\alpha}(\tau) d\tau = 1.
\]

Connection between the function \( p_{\alpha}(\cdot) \) and the fractional difference of the order \( \alpha \) is given in the following proposition (see also [1, (20.30)]).
Let \( x(\cdot) \in L^1(L^\infty) \), and \( \varphi(\cdot) \in L^\infty \) be such that \( (D^\alpha x)(t) = \varphi(t) \) for almost every \( t \in [0, T] \). Then, for any \( h > 0 \), we have
\[
h^{-\alpha}(\Delta_h^\alpha x)(t) = \int_0^t \varphi(t - \tau h)p_a(\tau)d\tau, \quad t \in [0, T].
\]

**Proof.** Let \( t \in [0, T] \). Due to Proposition 3, we derive
\[
(\Delta_h^\alpha x)(t) = \sum_{j=0}^{[t/h]} (-1)^j \binom{\alpha}{j} \int_0^{t-jh} \varphi(\xi) \left( \frac{(t-jh-\xi)^{1-\alpha}}{\Gamma(\alpha)} \right) d\xi = \int_0^t \varphi(\xi) \left( \frac{\sum_{j=0}^{[t/h]} (-1)^j \binom{\alpha}{j} \chi(t-jh-\xi)}{(t-jh-\xi)^{1-\alpha}} \right) d\xi,
\]
where we denote \( \chi(\xi) = 0 \) for \( \xi \leq 0 \), and \( \chi(\xi) = 1 \) for \( \xi > 0 \). Changing the variable \( \xi = t - \tau h \), we obtain
\[
(\Delta_h^\alpha x)(t) = h^\alpha \int_0^{t/h} \varphi(t - h\tau) \frac{\sum_{j=0}^{[t/h]} (-1)^j \binom{\alpha}{j} \chi(\tau-j)}{(\tau-j)^{1-\alpha}} d\tau,
\]
wherefrom, according to (4), we derive (4).

The next result is an analog of Proposition 5.

**Proposition 7.** For any \( L > 0 \), there exist \( K > 0 \) and \( M > 0 \) such that, for any \( h > 0 \) and any \( x(\cdot) \in \text{Lip}_L^0 \), the inequalities below are valid:
\[
\|h^{-\alpha}(\Delta_h^\alpha x)(t) - h^{-\alpha}(\Delta_h^\alpha x)(\tau)\| \leq K|t - \tau|^{1-\alpha}, \quad \|h^{-\alpha}(\Delta_h^\alpha x)(t)\| \leq M, \quad t, \tau \in [0, T]. \tag{5}
\]

**Proof.** Let \( L > 0 \) be fixed. Let us choose \( K > 0 \) by Proposition 5 and define \( \bar{K} = 2K\|p_a(\cdot)\|_1 \), \( \bar{M} = KT^{1-\alpha} \). Let \( h > 0 \), \( x(\cdot) \in \text{Lip}_L^0 \) and \( \varphi(t) = (D^\alpha x)(t), t \in [0, T] \). Let \( t, \tau \in [0, T] \) and, for simplicity, \( t > \tau \). Due to Proposition 6, we have
\[
h^{-\alpha}\|\Delta_h^\alpha x(t) - (\Delta_h^\alpha x)(\tau)\| = \left\| \int_0^{t/h} \varphi(t - h\xi)p_a(\xi)d\xi - \int_0^{\tau/h} \varphi(t - h\xi)p_a(\xi)d\xi \right\|.
\]
By the choice of \( K \), for the first term, we obtain
\[
\left\| \int_0^{t/h} (\varphi(t - h\xi) - \varphi(t - \tau h\xi)) p_a(\xi)d\xi \right\| \leq K(t - \tau)^{1-\alpha} \int_0^{t/h} |p_a(\xi)|d\xi \leq K(t - \tau)^{1-\alpha}\|p_a(\cdot)\|_1,
\]
and for the second term, since \( \varphi(0) = 0 \) by Proposition 4, we derive
\[
\left\| \int_0^{\tau/h} \varphi(t - h\xi)p_a(\xi)d\xi \right\| \leq K(t - \tau)^{1-\alpha} \int_0^{\tau/h} |p_a(\xi)|d\xi \leq K(t - \tau)^{1-\alpha} \|p_a(\cdot)\|_1.
\]
Thus, the first inequality in (5) is proved for the chosen \( K \). The second inequality in (5) follows from the first one if we take into account that \( (\Delta_h^\alpha x)(0) = x(0) = 0 \) and the choice of \( M \).

Due to relations (3), the following approximation property holds.

**Proposition 8.** Let \( W \subset C \) be a relatively compact set such that \( \varphi(0) = 0 \) for any \( \varphi(\cdot) \in W \). Then, for any \( \varepsilon > 0 \), there exists \( h_* > 0 \) such that, for any \( h \in (0, h_*) \) and any \( \varphi(\cdot) \in W \), the inequality below is valid:
\[
\left\| \int_0^{t/h} \varphi(t - \tau h)p_a(\tau)d\tau - \varphi(t) \right\| \leq \varepsilon, \quad t \in [0, T]. \tag{6}
\]
Proof. The proof follows the arguments from [16, § 2]. According to Arzelà-Ascoli theorem (see, e.g., [17, Ch. I, § 5, Theorem 4]), one can choose $A > 0$ and $\delta > 0$ such that, for any $\varphi(\cdot) \in W$, the inequality $||\varphi(t)|| \leq A$, $t \in [0, T]$, holds and the estimate $||\varphi(t) - \varphi(\tau)|| \leq \varepsilon/2||p_a(\cdot)||_1$ is valid for any $t, \tau \in [0, T]$ such that $|t - \tau| \leq \delta$. Basing on the first relation in (3), let us choose $N > 0$ from the condition

$$\int_N^\infty |p_a(\tau)|d\tau \leq \varepsilon/(4A),$$

and put $h = \delta/N$. Let $h \in (0, h_\varepsilon)$ and $\varphi(\cdot) \in W$. Taking into account that $\varphi(0) = 0$, let us define $\varphi(t) = 0$ for $t < 0$. Due to the second relation in (3), for any $t \in [0, T]$, we have

$$\left\| \int_0^{t/h} \varphi(t - \tau)h/p_a(\tau)d\tau - \varphi(t) \right\| = \left\| \int_0^{\infty} (\varphi(t - \tau)h - \varphi(t))p_a(\tau)d\tau \right\|
\leq \int_0^{\delta/h} \| \varphi(t - \tau)h - \varphi(t) \|p_a(\tau)d\tau + \int_{\delta/h}^{\infty} \| \varphi(t - \tau)h - \varphi(t) \|p_a(\tau)d\tau.$$

For the first term, by the choice of $\delta$, we derive

$$\int_{\delta/h}^{\infty} \| \varphi(t - \tau)h - \varphi(t) \|p_a(\tau)d\tau \leq \frac{\varepsilon}{2||p_a(\cdot)||_1} \int_0^{\delta/h} |p_a(\tau)|d\tau \leq \frac{\varepsilon}{2}.$$

For the second term, by the choice of $A$, $h$, and $N$, we deduce

$$\int_0^{\delta/h} \| \varphi(t - \tau)h - \varphi(t) \|p_a(\tau)d\tau \leq 2A \int_N^\infty |p_a(\tau)|d\tau \leq \frac{\varepsilon}{2}.$$

Thus, inequality (6) is proved.

Lemma 1. For any $L > 0$ and any $\varepsilon > 0$, there exists $h_\varepsilon > 0$ such that, for any $h \in (0, h_\varepsilon]$ and any $x(\cdot) \in \text{Lip}_c^0$, the following inequality holds:

$$\| h^{-\alpha} (A_\alpha^t x)(t) - (D^\alpha x)(t) \| \leq \varepsilon, \quad t \in [0, T]. \quad (7)$$

Proof. Due to Proposition 5, by Arzelà-Ascoli theorem, the set

$$W = \{ \varphi(\cdot) \in C : \varphi(t) = (D^\alpha x)(t), t \in [0, T], x(\cdot) \in \text{Lip}_c^0 \}$$

is relatively compact. According to Proposition 4, we have $\varphi(0) = 0$ for any $\varphi(\cdot) \in W$. Hence, from Proposition 8 it follows that, by the number $\varepsilon > 0$, one can choose $h_\varepsilon > 0$ such that, for any $h \in (0, h_\varepsilon]$ and any $\varphi(\cdot) \in W$, inequality (6) is valid. Therefore, taking Proposition 6 into account, we derive (7) for any $h \in (0, h_\varepsilon]$ and any $x(\cdot) \in \text{Lip}_c^0$.

3 Differential Equation of Fractional Order

Let $R_0 > 0$ be fixed. Let us consider the following Cauchy problem for the ordinary fractional differential equation with the Caputo derivative

$$(C D^\alpha x)(t) = f(t, x(t)), \quad t \in [0, T], \quad x(t) \in \mathbb{R}^n, \quad (8)$$

and the initial condition

$$x(0) = x_0, \quad x_0 \in B(R_0). \quad (9)$$

Here the function $f : [0, T] \times \mathbb{R}^n \rightarrow \mathbb{R}^n$ satisfies the following conditions:

(f.1) For any $x \in \mathbb{R}^n$, the function $f(\cdot, x)$ is measurable on $[0, T]$.

(f.2) For any $r > 0$, there exists $\lambda_f > 0$ such that

$$||f(t, x) - f(t, y)|| \leq \lambda_f ||x - y||, \quad t \in [0, T], \quad x, y \in B(r).$$

(f.3) There exists $c_f > 0$ such that

$$||f(t, x)|| \leq (1 + ||x||)c_f, \quad t \in [0, T], \quad x \in \mathbb{R}^n.$$
Definition 5 (see [7]). A function \( x : [0, T] \rightarrow \mathbb{R}^n \) is called a solution of Cauchy problem (8), (9) if \( x(\cdot) \in \{x_0\} + I^\alpha(L^\infty) \) and equality (8) holds for almost every \( t \in [0, T] \).

Here the inclusion \( x(\cdot) \in \{x_0\} + I^\alpha(L^\infty) \) means that there is a function \( \mathfrak{x}(\cdot) \in I^\alpha(L^\infty) \) such that \( x(t) = x_0 + \mathfrak{x}(t), t \in [0, T] \). Note that \( \mathfrak{x}(0) = 0 \) due to Proposition 1, and consequently, \( x(0) = x_0 \). Therefore, for a function \( x(\cdot) \in \{x_0\} + I^\alpha(L^\infty) \), initial condition (9) is automatically satisfied.

Theorem 1 (see [7]). For any initial value \( x_0 \in B(R_0) \), there exists the unique solution \( x(\cdot) = x(\cdot; x_0) \) of Cauchy problem (8), (9). Moreover, there exist \( R > 0 \) and \( H > 0 \) such that, for any \( x_0 \in B(R_0) \), the solution \( x(\cdot) = x(\cdot; x_0) \) satisfies the inequalities below:
\[
\|x(t)\| \leq R, \quad \|x(t) - x(\tau)\| \leq H|t - \tau|^\alpha, \quad t, \tau \in [0, T].
\]

### 4 Approximating Differential Equation

Let \( x_0 \in B(R_0) \), and \( x(\cdot) = x(\cdot; x_0) \) be the solution of Cauchy problem (8), (9). The idea of approximation of \( x(\cdot) \) is the following. Let us consider the function \( y(t) = (f^{1-\alpha}(x(\cdot) - x_0))(t), t \in [0, T] \). Then, due to Proposition 3, the equality
\[
x(t) = x_0 + (D^{1-\alpha})y(t), t \in [0, T],
\]
(10) is valid. Therefore, according to (1) and (8), the function \( y(\cdot) \) satisfies the differential equation
\[
\dot{y}(t) = f(t, x_0 + (D^{1-\alpha})y(t)) \text{ for a.e. } t \in [0, T].
\]
(11)

Moreover, by Proposition 1, the initial condition \( y(0) = 0 \) holds. Now, let us fix \( h > 0 \) and, in accordance with Lemma 1, approximate the fractional derivative \((D^{1-\alpha})y(t)\) in the right-hand sides of relations (10) and (11) by the divided fractional difference \( h^{\alpha-1}(\Delta_h^{1-\alpha})y(t) \). Thus, we derive the following approximating Cauchy problem for the differential equation
\[
\dot{y}(t) = f(t, x_0 + h^{\alpha-1}(\Delta_h^{1-\alpha})y(t)), t \in [0, T], y(t) \in \mathbb{R}^n,
\]
(12)
under the initial condition
\[
y(0) = 0,
\]
(13)
and obtain the value \( x_0 + h^{\alpha-1}(\Delta_h^{1-\alpha})y(t) \) as an approximation of \( x(t) \).

Note that equation (12) involves only the usual first order derivative, and its right-hand side depends on the values \( y(t - jh), j \in 0, [t/h] \). Hence, this equation can be considered as a functional-differential equation of a retarded type with a finite number of delays (see, e.g., [6]).

Definition 6. A function \( y : [0, T] \rightarrow \mathbb{R}^n \) is called a solution of Cauchy problem (12), (13) if \( y(\cdot) \in \text{Lip}^0 \) and equality (12) holds for almost every \( t \in [0, T] \).

Applying the successive integration method (step-by-step method) (see, e.g., [18, §1.2]), one can show that, due to conditions (f.1)–(f.3), the following proposition is valid (see also [6, Ch. 2]).

Proposition 9. For any \( x_0 \in B(R_0) \) and any \( h > 0 \), there exists the unique solution \( y(\cdot) = y(\cdot; x_0; h) \) of Cauchy problem (12), (13).

Lemma 2. There exists \( L > 0 \) such that, for any \( x_0 \in B(R_0) \) and any \( h > 0 \), the solution \( y(\cdot) = y(\cdot; x_0; h) \) of Cauchy problem (12), (13) satisfies the inclusion \( y(\cdot) \in \text{Lip}^0 \).

Proof. Let \( c_f \) be the constant from (f.3) and \( \|p_1-\alpha(\cdot)\|_1 \) be defined by (3). Let us denote \( a = \max\{1 + R_0, \|p_1-\alpha(\cdot)\|_1\}c_f \) and put \( L = E_a(aT^\alpha)a \), where \( E_a(\cdot) \) is the Mittag-Leffler function (see, e.g., [1, (1.90)]). Let us show that this \( L \) satisfies the statement of the lemma.

Let \( x_0 \in B(R_0), h > 0 \) and \( y(\cdot) = y(\cdot; x_0; h) \) be the solution of Cauchy problem (12), (13). Since \( y(\cdot) \in \text{Lip}^0 \), to prove the inclusion \( y(\cdot) \in \text{Lip}^0 \), it is sufficient to show that \( \|y(t)\| \leq L \) for almost every \( t \in [0, T] \). Let \( \varphi(t) = (D^{1-\alpha})y(t), t \in [0, T] \). Due to Proposition 4 and (12), we have
\[
\varphi(t) = \frac{1}{\Gamma(\alpha)} \int_0^t \frac{f(t, x_0 + h^{\alpha-1}(\Delta_h^{1-\alpha})y(\tau))}{(t - \tau)^{1-\alpha}} d\tau, \quad t \in [0, T].
\]
According to Proposition 6, we obtain
\[
\|h^{\alpha - 1}(\Delta_h^{1-\alpha}y(t))\| \leq \|p_{1-\alpha}(\cdot)\|_{1} \max_{\xi \in [0,\xi]} \|\varphi(\xi)\|, \quad t \in [0,T].
\]
Hence, by (f.3), we derive
\[
\|\varphi(t)\| \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t} c_f(1 + \|x_0\| + \|h^{\alpha - 1}(\Delta_h^{1-\alpha}y(t))\|) d\tau \leq \frac{a}{\Gamma(\alpha)} \int_{0}^{t} 1 + \max_{\xi \in [0,\xi]} \|\varphi(\xi)\| d\tau, \quad t \in [0,T].
\]
Since, due to Proposition 2, the function from the right-hand side of these inequalities is non-decreasing in \(t \in [0,T]\), then
\[
1 + \max_{\xi \in [0,\xi]} \|\varphi(\xi)\| \leq 1 + \frac{a}{\Gamma(\alpha)} \int_{0}^{t} \max_{\xi \in [0,\xi]} \|\varphi(\xi)\| d\tau, \quad t \in [0,T],
\]
wherefrom, applying the fractional version of Bellman-Gronwall lemma (see, e.g., [4, Lemma 6.19] and also [7, Lemma 1.1]), we conclude
\[
1 + \max_{\xi \in [0,\xi]} \|\varphi(\xi)\| \leq E_{\alpha}(aT^{\alpha}), \quad t \in [0,T].
\]
Thus, according to (12) and (f.3), we have
\[
\|y(t)\| \leq c_f(1 + \|x_0\| + \|h^{\alpha - 1}(\Delta_h^{1-\alpha}y(t))\|) \leq a\left(1 + \max_{\xi \in [0,\xi]} \|\varphi(\xi)\|\right) \leq aE_{\alpha}(aT^{\alpha}) = L \text{ for a.e. } t \in [0,T].
\]

The lemma is proved.

**Theorem 2.** For any \(\varepsilon > 0\), there exists \(h_\varepsilon > 0\) such that, for any initial value \(x_0 \in B(R_0)\) and any \(h \in (0,h_\varepsilon]\), the solutions \(x(\cdot) = x(\cdot;x_0)\) of Cauchy problem (8), (9) and \(y(\cdot) = y(\cdot;x_0;h)\) of approximating Cauchy problem (12), (13) satisfy the inequality below:
\[
\|x(t) - x_0 - h^{\alpha - 1}(\Delta_h^{1-\alpha}y(t))\| \leq \varepsilon, \quad t \in [0,T].
\]

**Proof.** According to Propositions 5 and 7, by the number \(L > 0\) from Lemma 2, let us choose \(M > 0\) and \(\overline{M} > 0\) such that, for any \(h > 0\) and any \(y(\cdot) \in \text{Lip}_h^0\), the following inequalities are valid:
\[
\|(D^{1-\alpha}y)(t)\| \leq M, \quad \|h^{\alpha - 1}(\Delta_h^{1-\alpha}y)(t)\| \leq \overline{M}, \quad t \in [0,T].
\]
Let \(R > 0\) be taken from Theorem 1 and \(R_1 = R + R_0 + M + \overline{M}\). By the number \(R_1\), let us choose \(\lambda_f > 0\) according to (f.2). Let \(\epsilon > 0\) be fixed. Let \(\eta > 0\) and \(\zeta > 0\) satisfy the inequalities
\[
\eta \leq \Gamma(\alpha + 1)\epsilon^2/(4T^{\alpha}E_{\alpha}(2\lambda_fT^{\alpha})), \quad \zeta \leq \eta/(2\lambda_fR_1).\]

Let \(h_\varepsilon > 0\) be chosen by Lemma 1 such that, for any \(h \in (0,h_\varepsilon]\) and any \(y(\cdot) \in \text{Lip}_h^0\), the following inequality holds:
\[
\|(D^{1-\alpha}y)(t) - h^{\alpha - 1}(\Delta_h^{1-\alpha}y)(t)\| \leq \min\{\zeta, \epsilon/2\}, \quad t \in [0,T].
\]
Let us show that this \(h_\varepsilon\) satisfies the statement of the theorem.

Let \(x_0 \in B(R_0)\) and \(h \in (0,h_\varepsilon]\). Let \(x(\cdot) = x(\cdot;x_0)\) and \(y(\cdot) = y(\cdot;x_0;h)\) be, respectively, the solutions of Cauchy problems (8), (9) and (12), (13). Note that, by the choice of \(L\), the inclusion \(y(\cdot) \in \text{Lip}_h^0\) holds, and therefore, relations (15) and (17) are valid. Let us consider the function
\[
s(t) = x(t) - x_0 - (D^{1-\alpha}y)(t), \quad t \in [0,T].
\]
According to Proposition 4, we have \((D^{1-\alpha}y)(\cdot) \in L^a(L^\infty)\) and \((y(t) = (D^a(D^{1-\alpha}y))(t)\) for almost every \(t \in [0,T]\). Hence, taking into account that \(x(\cdot) \in \{x_0\} + L^a(L^\infty)\), we obtain \(s(\cdot) \in L^a(L^\infty)\). Furthermore, according to (8), (12), we have
\[
(D^a s)(t) = f(t,x(t)) - f(t,x\cdot) \text{ for a.e. } t \in [0,T],
\]
where, for brevity, we denote
\[
x(t) = x_0 + h^{\alpha - 1}(\Delta_h^{1-\alpha}y)(t), \quad t \in [0,T].
\]
Let us consider the Lyapunov function

$$V(t) = \|s(t)\|^2, \quad t \in [0, T].$$  \hfill (20)

Applying \cite[Corollary 3.2]{7}, we derive \(V(\cdot) \in \mathcal{L}^\infty([0, T], \mathbb{R})\) and

$$(D^\alpha a)V(t) \leq 2(s(t), (D^\alpha s)(t)) = 2(s(t), f(t, x(t)) - f(t, \bar{x})(t)) \text{ for a.e. } t \in [0, T].$$

Let us estimate the right-hand side of these relations for \(t \in [0, T]\). Note that, by the choice of \(R_1\), we have

$$\max \{\|x(t)\|, \|\bar{x}(t)\|, \|s(t)\|\} \leq R_1.$$

Therefore, by the choice of \(\lambda_f, h, \) and \(\zeta\), we obtain

$$\langle s(t), f(t, x(t)) - f(t, \bar{x})(t) \rangle \leq \lambda_f\|s(t)\|\|x(t) - \bar{x}(t)\| \leq \lambda_f\|s(t)\| \left(\|x(t)\| + \|\Lambda_1^{-a}y(t) - (\Lambda_1^a - a)y(t)\|\right)$$

\[\leq \lambda_f V(t) + \lambda_f R_1 \zeta \leq \lambda_f V(t) + \eta/2.\]  \hfill (22)

From (21) and (22) it follows that

$$(D^\alpha a)V(t) \leq 2\lambda_f V(t) + \eta \text{ for a.e. } t \in [0, T].$$

Consequently, basing on Proposition 1, for \(t \in [0, T]\), we obtain

$$V(t) \leq \frac{1}{\Gamma(\alpha)} \int_0^t \frac{2\lambda_f V(\tau) + \eta}{(t - \tau)^{1-\alpha}} d\tau \leq \frac{\eta T^\alpha}{\Gamma(\alpha + 1)} + \frac{2\lambda_f}{\Gamma(\alpha)} \int_0^t \frac{V(\tau)}{(t - \tau)^{1-\alpha}} d\tau,$$

wherefrom, applying the fractional version of Bellman-Gronwall lemma, due to the choice of \(\eta\), we deduce

$$V(t) \leq \frac{\eta T^\alpha}{\Gamma(\alpha + 1)} (2\lambda_f T^\alpha)/\Gamma(\alpha + 1) \leq \varepsilon^2/4, \quad t \in [0, T].$$

Thus, for \(t \in [0, T]\), we have

$$\|x(t) - x_0 - (\Lambda_1^{-a}y)(t)\| \leq \varepsilon/2,$$

and therefore, by the choice of \(h\), we derive

$$\|x(t) - x_0 - h_1^{-1}(\Lambda_1^{-a}y)(t)\| \leq \varepsilon/2 + \|h_1^{a}(\Lambda_1^{-a}y)(t) - h_1^{a}(\Lambda_1^{1-\alpha}y)(t)\| \leq \varepsilon.$$

The theorem is proved.

5 Example 1

Let us illustrate Theorem 2 by an example. Let us consider the following Cauchy problem for the system of fractional order differential equations

$$\begin{cases}
(CD^{\alpha} x_1)(t) = x_1(t) - x_2(t) + \cos(2t), \\
(CD^{\alpha} x_2)(t) = t x_1(t) + e^{\cos(x_2(t))} + \sin(2t),
\end{cases}$$

$$t \in [0, 5], \quad x(t) = (x_1(t), x_2(t)) \in \mathbb{R}^2,$$  \hfill (24)

with the initial condition

$$x(0) = x_0 = (0.5, -1),$$  \hfill (25)

and the corresponding approximating Cauchy problem (12), (13). For the numerical solution of these problems, we use the forward Euler methods (see, e.g., \cite[p. 101]{5} and \cite[p. 115]{19}) with the constant step 0.001.

The following three cases were considered. In the first one, we choose \(h = 0.1\). The obtained difference between the solution \(x(\cdot)\) of (24), (25) and its approximation \(\tilde{x}(t) = x_0 + h^{-0.7}(\Lambda_1^{0.7}y)(t), t \in [0, 5]\), is

$$\max_{t \in [0, 5]} \|x(t) - \tilde{x}(t)\| \approx 0.9585.$$

In the second case, we choose \(h = 0.01\) and obtain

$$\max_{t \in [0, 5]} \|x(t) - \tilde{x}(t)\| \approx 0.4232.$$

In the third case, for \(h = 0.001\), we have

$$\max_{t \in [0, 5]} \|x(t) - \tilde{x}(t)\| \approx 0.0436.$$

The simulations results are shown in Fig. 4.1.
Let us consider a conflict-controlled dynamical system which motion is described by the fractional differential equation

\[ (\mathcal{D}^\alpha x)(t) = g(t,x(t),u(t),v(t)), \quad t \in [0,T], \quad x(t) \in \mathbb{R}^n, \quad u(t) \in P \subset \mathbb{R}^{m_u}, \quad v(t) \in Q \subset \mathbb{R}^{m_v}, \]

with the initial condition

\[ x(0) = x_0, \quad x_0 \in B(R_0). \]

Here \( t \) is the time variable, \( x \) is the state vector, \( u \) is the control vector and \( v \) is the vector of unknown disturbances; \( n_u,n_v \in \mathbb{N}; P \) and \( Q \) are compact sets; \( x_0 \) is the initial value of the state vector. The function \( g: [0,T] \times \mathbb{R}^n \times P \times Q \rightarrow \mathbb{R}^n \) satisfies the following conditions:

(g.1) The function \( g(\cdot) \) is continuous.

(g.2) For any \( r \geq 0 \), there exists \( \lambda_r > 0 \) such that

\[ \|g(t,x,u,v) - g(t,y,u,v)\| \leq \lambda_r \|x - y\|, \quad t \in [0,T], \quad x,y \in B(r), \quad u \in P, \quad v \in Q. \]

(g.3) There exists \( c_g > 0 \) such that

\[ \|g(t,x,u,v)\| \leq (1 + \|x\|)c_g, \quad t \in [0,T], \quad x \in \mathbb{R}^n, \quad u \in P, \quad v \in Q. \]

(g.4) For any \( t \in [0,T] \) and \( x,s \in \mathbb{R}^n \), the following equality holds:

\[ \min_{u \in P} \max_{v \in Q} \langle s, g(t,x,u,v) \rangle = \max_{v \in Q} \min_{u \in P} \langle s, g(t,x,u,v) \rangle. \]

It should be noted here that these conditions are quite standard for control problems under disturbances and differential games (see, e.g., [11, pp. 7, 8]).

By admissible control and disturbance realizations, we mean measurable functions \( u: [0,T] \rightarrow P \) and \( v: [0,T] \rightarrow Q \), respectively. The sets of all admissible control \( u(\cdot) \) and disturbance \( v(\cdot) \) realizations are denoted by \( \mathcal{U} \) and \( \mathcal{V} \). A motion of system (26), (27) that corresponds to an initial value \( x_0 \in B(R_0) \) and realizations \( u(\cdot) \in \mathcal{U}, v(\cdot) \in \mathcal{V} \) is a function \( x(\cdot) \in \{x_0\} + t^\alpha(L^n) \) which, together with \( u(\cdot) \) and \( v(\cdot) \), satisfies (26) for almost every \( t \in [0,T] \).
Proposition 10 (see [7]). For any given initial value $x_0 \in B(R_0)$ and any realizations $\mu(\cdot) \in \mathcal{U}, v(\cdot) \in \mathcal{V}$, there exists the unique motion $x(\cdot) = x(\cdot; x_0; \mu(\cdot), v(\cdot))$ of system (26), (27). Moreover, there exist $\overline{\mathcal{R}} > 0$ and $\overline{\mathcal{H}} > 0$ such that, for any $x_0 \in B(R_0)$, $\mu(\cdot) \in \mathcal{U}, v(\cdot) \in \mathcal{V}$, the motion $x(\cdot) = x(\cdot; x_0; \mu(\cdot), v(\cdot))$ satisfies the inequalities below:

$$\|x(t)\| \leq \overline{\mathcal{R}}, \quad \|x(t) - x(\tau)\| \leq \overline{\mathcal{H}}|t - \tau|^\alpha, \quad t, \tau \in [0,T].$$

Let $x_0 \in B(R_0)$ and $h > 0$ be fixed. In accordance with Sect. 4, let us consider the following approximating system

$$\dot{y}(t) = g(t, x_0 + h^{\alpha - 1} (\Delta h^{-\alpha} y)(t), \hat{\mu}(t), \hat{v}(t)), \quad t \in [0, T], \quad y(t) \in \mathbb{R}^n, \quad \hat{\mu}(t) \in \mathcal{P}, \quad \hat{v}(t) \in \mathcal{Q}, \quad (28)$$

with the initial condition

$$y(0) = 0. \quad (29)$$

Here $y$ is the state vector of the approximating system, $\hat{\mu}$ and $\hat{\nu}$ are control vectors. By a motion of system (28), (29) that corresponds to admissible realizations $\hat{\mu}(\cdot) \in \mathcal{U}, \hat{\nu}(\cdot) \in \mathcal{V}$, we mean a function $y(\cdot) \in \text{Lip}^0$ which, together with $\hat{\mu}(\cdot)$ and $\hat{\nu}(\cdot)$, satisfies (28) for almost every $t \in [0, T]$.

By analogy with Proposition 9 and Lemma 2, one can prove the following proposition.

Proposition 11. For any $x_0 \in B(R_0)$, $h > 0$, $\hat{\mu}(\cdot) \in \mathcal{U}, \hat{\nu}(\cdot) \in \mathcal{V}$, there exists the unique motion $y(\cdot) = y(\cdot; x_0; h; \hat{\mu}(\cdot), \hat{\nu}(\cdot))$ of approximating system (28), (29). Moreover, there exists $\overline{\mathcal{H}} > 0$ such that, for any $x_0 \in B(R_0), h > 0, \hat{\mu}(\cdot) \in \mathcal{U}, \hat{\nu}(\cdot) \in \mathcal{V}$, the motion $y(\cdot) = y(\cdot; x_0; h; \hat{\mu}(\cdot), \hat{\nu}(\cdot))$ satisfies the inclusion $y(\cdot) \in \text{Lip}^0_{\overline{\mathcal{H}}}.$

Note that, since the right-hand side of system (26) contains unknown disturbances $\nu(t)$, then the results from Sect. 4 can not be directly applied here. In order to overcome this difficulty, in the next section, we propose a mutual aiming procedure between initial (26), (27) and approximating (28), (29) systems. This procedure is based on the extremal shift rule (see, e.g., [11], §§ 2.4, 8.2 and also [7]) and specifies the way of forming control realizations $\mu(\cdot) \in \mathcal{U}$ and $\nu(\cdot) \in \mathcal{V}$ that guarantees estimate (14) for any disturbance realization $\nu(\cdot) \in \mathcal{V}$ and any control realization $\hat{\mu}(\cdot) \in \mathcal{U}$.

7 Mutual Aiming Procedure

Let $x_0 \in B(R_0), h > 0$ and

$$\Delta = \{\tau_j\}_{j=1}^{k+1} \subset [0, T], \quad \tau_1 = 0, \quad \tau_{j+1} > \tau_j, \quad j \in \overline{1,k}, \quad \tau_{k+1} = T, \quad k \in \mathbb{N},$$

be a partition of the segment $[0, T]$. Let us consider the following procedure of forming realizations $\mu(\cdot) \in \mathcal{U}$ in system (26), (27) and $\nu(\cdot) \in \mathcal{V}$ in approximating system (28), (29). Let $j \in \overline{1,k}$ and the values $x(\tau_j)$ in system (26) and $y(t), t \in [0, \tau_j]$ in system (28) have already been realized. Then, for $t \in [\tau_j, \tau_{j+1})$, we define

$$u(t) = u_j \in \text{argmin} \max_{v \in \mathcal{P}} \min_{v \in \mathcal{Q}} (\delta_j(t), g(\tau_j, x(\tau_j), u, v)), \quad \hat{v}(t) = \hat{v}_j \in \text{argmax} \min_{v \in \mathcal{P}} \max_{v \in \mathcal{Q}} (\delta_j(t), g(\tau_j, x_0 + h^{\alpha - 1} (\Delta h^{-\alpha} y)(\tau_j), \hat{\mu}(\cdot), \hat{\nu}(\cdot))),$$

$$\delta_j = x(\tau_j) - x_0 - h^{\alpha - 1} (\Delta h^{-\alpha} y)(\tau_j). \quad (30)$$

Theorem 3. For any $\epsilon > 0$, there exist $h, \delta > 0$ such that, for any initial value $x_0 \in B(R_0)$, any $h \in (0, h_0]$, any partition $\Delta$ with the diameter $\text{diam}(\Delta) \leq \delta$, and any realizations $\nu(\cdot) \in \mathcal{V}$, $\mu(\cdot) \in \mathcal{U}$, if realizations $u(\cdot) \in \mathcal{U}, \nu(\cdot) \in \mathcal{V}$ are formed according to mutual aiming procedure (30), then the corresponding motions $x(\cdot) = x(\cdot; x_0; \mu(\cdot), \nu(\cdot))$ of system (26), (27) and $y(\cdot) = y(\cdot; x_0; h; \mu(\cdot), \nu(\cdot))$ of approximating system (28), (29) satisfy inequality (14).

Proof. According to Propositions 5 and 7, by the number $\overline{\mathcal{H}} > 0$ from Proposition 11, let us choose $M > 0$ and $\overline{\mathcal{R}} > 0$, $\overline{\mathcal{M}} > 0$ such that, for any $h > 0$ and any $y(\cdot) \in \text{Lip}^0_{\overline{\mathcal{M}}}$, the inequalities (15) and

$$\|h^{\alpha - 1} (\Delta h^{-\alpha} y)(t) - h^{\alpha - 1} (\Delta h^{-\alpha} y)(\tau)\| \leq \overline{\mathcal{M}}|t - \tau|^\alpha, \quad t, \tau \in [0, T],$$

are valid. Let $\overline{\mathcal{R}} > 0$, $\overline{\mathcal{H}} > 0$ be taken from Proposition 10 and $\overline{\mathcal{R}}_1 = \overline{\mathcal{R}} + R_0 + M + \overline{\mathcal{M}}, \overline{\mathcal{H}}_1 = \overline{\mathcal{H}} + \overline{\mathcal{K}}$. By the number $\overline{\mathcal{R}}_1$, let us choose $\lambda_\epsilon > 0$ according to (g.2). Let $\epsilon > 0$ be fixed. Let $\eta > 0$ satisfy the first inequality in (16) where we substitute $\lambda_\epsilon$ instead of $\lambda_\eta$, and $\zeta > 0$ be such that

$$\zeta \leq \min \left\{ \frac{\eta}{(32(1 + \overline{\mathcal{R}}_1)\epsilon_\zeta), \eta/(32\lambda_\epsilon \overline{\mathcal{R}}_1)} \right\}. \quad (31)$$
where \( c_\varepsilon \) is the constant from (g.3). Let \( h_\varepsilon > 0 \) be chosen by Lemma 1 such that, for any \( h \in (0, h_\varepsilon) \) and any \( y(\cdot) \in \text{Lip}_1^0 \), inequality (17) holds. Let \( \delta_\varepsilon > 0 \) be such that \( \delta_\varepsilon^\alpha \leq \zeta / \overline{R}_1 \) and, due to (g.1), for any \( t, \tau \in [0, T] \), \( x, y \in B(\overline{R}_1) \), \( u \in P, v \in Q \), if \( |t - \tau| \leq \delta_\varepsilon \) and \( \|x - y\| \leq \overline{R}_1 \delta_\varepsilon^\alpha \), then

\[
\|g(t(x), u, v) - g(t(\tau), y, u, v)\| \leq \eta / (16 \overline{R}_1).
\]

Let us show that these \( h_\varepsilon \) and \( \delta_\varepsilon \) satisfy the statement of the theorem.

Let \( x_0 \in B(\overline{R}_0) \), \( h \in (0, h_\varepsilon) \) and \( \Delta \) be a partition with the diameter \( \delta = \text{diam}(\Delta) \leq \delta_\varepsilon \). Let \( v(\cdot) \in \mathcal{V}, \tilde{u}(\cdot) \in \mathcal{W} \), and realizations \( u(\cdot) \in \mathcal{W}, \tilde{v}(\cdot) \in \mathcal{V} \) be formed according to (30). Let \( x^j(t) = x(\cdot; x_0; u(\cdot); v(\cdot)) \) and \( y^j(t) = y(\cdot; x_0; \tilde{u}(\cdot); \tilde{v}(\cdot)) \) be, respectively, the motions of systems (26), (27) and (28), (29). Note that, by the choice of \( \overline{T} \), the inclusion \( \gamma(\cdot) \in \text{Lip}_1^0 \) holds, and therefore, relations (15), (17) and (31) are valid. Let us consider the functions \( s(\cdot), \tilde{x}(\cdot) \) and \( V(\cdot) \) defined by (18)–(20). In accordance with the proof of Theorem 2, in order to prove inequality (14), by the choice of \( \eta \) and \( h_\varepsilon \), it is sufficient to show that inequality (23) is valid when we substitute \( \lambda_\varepsilon \) instead of \( \lambda_\varepsilon \), i.e.,

\[
(D_\alpha^a V)(t) \leq 2\lambda_\varepsilon V(t) + \eta \text{ for a.e. } t \in [0, T].
\]

By analogy with (21), for almost every \( t \in [0, T] \), we have

\[
(D_\alpha^a V)(t) \leq 2\langle s(t), g(t(x(t), u(t), v(t))) \rangle - 2\langle s(t), g(t(\tilde{x}(t)), \tilde{u}(t), \tilde{v}(t)) \rangle.
\]

Let us fix \( j \in \overline{T} \) and estimate the right-hand side of this inequality for \( t \in [\tau_j, \tau_{j+1}] \). Note that, by the choice of \( \overline{R}_1 \),

\[
\max \left\{ \|x(t)\|, \|x(\tau_j)\|, \|\tilde{x}(t)\|, \|\tilde{x}(\tau_j)\|, \|s(t)\|, \|s(\tau_j)\| \right\} \leq \overline{R}_1,
\]

where \( \tilde{s} \) is defined according to (30), and, by the choice of \( \overline{H}_1, \delta \) and \( h_\varepsilon \),

\[
\|x(t) - x(\tau_j)\| \leq \overline{H}_1 \delta_\varepsilon \leq \overline{H}_1 \delta_\varepsilon^\alpha, \quad \|\tilde{x}(t) - \tilde{x}(\tau_j)\| \leq \overline{H}_1 \delta_\varepsilon \leq \overline{H}_1 \delta_\varepsilon^\alpha,
\]

\[
\|s(t) - s(\tau_j)\| = \|s(t) - (D_\alpha^{-\alpha} y)(t) - x(\tau_j) + h^{-\alpha} (\Delta_h)^{-1} \| y(\tau_j) \| \|
\]

\[
\leq \|x(t) - x(\tau_j)\| + \|D_\alpha^{-\alpha} y\|(t) - h^{-\alpha} (\Delta_h)^{-1} \| y(\tau_j) \| \|
\]

Estimating the first term in (33), by (g.3) and the choice of \( \zeta \), we derive

\[
\langle s(t), g(t(x(t), u(t), v(t))) \rangle \leq \langle \tilde{s}(t), g(t(x(t), u(t), v(t))) \rangle + \|s(t) - \tilde{s}(t)\| \|g(t(x(t), u(t), v(t)))\|
\]

\[
\leq \langle \tilde{s}(t), g(t(x(t), u(t), v(t))) \rangle + 2(1 + \overline{R}_1)c_\varepsilon \zeta \leq \langle \tilde{s}(t), g(t(x(t), u(t), v(t))) \rangle + \eta / 16,
\]

Further, due to the choice of \( \delta_\varepsilon \), we obtain

\[
\langle \tilde{s}(t), g(t(x(t), u(t), v(t))) \rangle \leq \langle \tilde{s}(t), g(t(\tilde{x}(t), u(t), v(t))) \rangle + \|\tilde{s}(t)\| \|g(t(x(t), u(t), v(t))) - g(t, \tilde{x}(t), u(t), v(t))\|
\]

\[
\leq \langle \tilde{s}(t), g(t(\tilde{x}(t), u(t), v(t))) \rangle + \eta / 16.
\]

Let us consider the Hamiltonian of system (26) defined by

\[
H(t, x, s) = \min_{u \in P} \max_{v \in Q} \langle s, g(t, x, u, v) \rangle, \quad t \in [0, T], \quad x, s \in \mathbb{R}^n.
\]

Then, according to the choice of \( u(t) = u_j \) in (30), we have

\[
\langle \tilde{s}(t), g(t(x(t), u(t), v(t))) \rangle \leq \max_{v \in Q} \langle \tilde{s}(t), g(t(x(t), u_j(t), v(t))) \rangle = H(t, x(t), \tilde{x}(t)).
\]

Therefore, from (34)–(36) we deduce

\[
\langle s(t), g(t(x(t), u(t), v(t))) \rangle \leq H(t, x(t), \tilde{x}(t)) + \eta / 8.
\]

Due to (g.4), for the second term in (33), one can similarly obtain

\[
\langle s(t), g(t(\tilde{x}(t), u(t), v(t))) \rangle \geq H(t, \tilde{x}(t), \tilde{x}(t)) - \eta / 8.
\]

Further, by the choice of \( \lambda_\varepsilon \), we have

\[
H(t, x(t), \tilde{x}(t)) + H(t, \tilde{x}(t), \tilde{x}(t)) \leq \lambda_\varepsilon \|x(t) - \tilde{x}(t)\| \|\tilde{x}(t)\| = \lambda_\varepsilon \|\tilde{x}(t)\|^2.
\]

Note that, by the choice of \( \zeta \), the following inequality is valid:

\[
\|\tilde{x}(t)\|^2 \leq \|s(t)\|^2 + 2\langle s(t), \tilde{x}(t) \rangle + \|\tilde{x}(t)\| \|s(t) - \tilde{x}(t)\| \leq V(t) + 8 \overline{R}_1 \zeta \leq V(t) + \eta / (4 \lambda_\varepsilon).
\]

From (33) and (37)–(40) we derive (32). The theorem is proved.
8 Example 2

Let us illustrate Theorem 3 by an example. Let a motion of the conflict-controlled dynamical system be described by the fractional differential equations

\[\begin{align*}
(tD^{0.7}x_1)(t) &= x_2(t), \\
(tD^{0.7}x_2)(t) &= -0.5 \sin(x_1(t)) + 0.5 u(t) + 0.5 v(t),
\end{align*}\]  
\[t \in [0, 10], \quad x(t) = (x_1(t), x_2(t)) \in \mathbb{R}^2, \quad u(t) \in [-1, 1], \quad v(t) \in [-1, 1], \tag{41}\]

with the initial condition

\[x(0) = x_0 = (0, 0.5). \tag{42}\]

For system (41), (42), the corresponding approximating system (28), (29) was considered, and mutual aiming procedure (30) between these systems was simulated. Namely, realizations \(u(\cdot)\) in the initial system and \(\tilde{v}(\cdot)\) in the approximating system were formed according to (30), while realizations \(v(\cdot)\) and \(\tilde{u}(\cdot)\) were chosen as follows:

\[v(t) = \sin(3t), \quad \tilde{u}(t) = \cos(2t), \quad t \in [0, 10].\]

As in Example 1, for the numerical construction of the motions, we use the forward Euler methods with the step 0.001.

The following two cases were considered. In the first one, we choose \(h = 0.1\) and the partition \(\Delta\) of the segment \([0, 10]\) with the constant step \(\delta = 0.02\). The obtained difference between the realized motion \(x(\cdot)\) of system (41), (42) and its approximation \(\tilde{x}(t) = x_0 + h^{-0.3}(\Delta^{0.3}_h y)(t), t \in [0, 10],\) is

\[\max_{t \in [0, 10]} ||x(t) - \tilde{x}(t)|| \approx 0.114.\]

In the second case, we choose \(h = 0.01, \delta = 0.005\) and obtain

\[\max_{t \in [0, 10]} ||x(t) - \tilde{x}(t)|| \approx 0.046.\]

The simulations results are shown below in Fig. 6.1.

![Fig. 6.1: The realized motions \(x(\cdot)\) of system (41), (42) and their approximations \(\tilde{x}(\cdot)\) for \(h = 0.1, \delta = 0.02\) and \(h = 0.01, \delta = 0.005\).](image-url)
9 Conclusion

In the paper, a conflict-controlled dynamical system described by a fractional differential equation with the Caputo derivative of an order \( \alpha \in (0,1) \) is considered. An approximation of this system by a system described by a functional-differential equation of a retarded type with the usual first order derivative is proposed. In order to ensure the desired proximity between the initial and the approximating systems, a mutual aiming procedure is elaborated. In the further applications, the obtained results can be used for reducing different control problems in fractional order systems, including control problems under disturbances and differential games, to control problems in functional-differential systems (see, e.g., [12, 13, 14]). Namely, one can consider control schemes that use the approximating system as a modelling guide (see, e.g., [11, § 8.2] and also [8, 9, 10]). In this case, control actions \( u(t) \) in the initial system and \( \tilde{v}(t) \) in the approximating system are chosen according to the mutual aiming procedure, and the desired quality of a control process is attained due to the choice of control actions \( \tilde{u}(t) \) in the approximating system. In particular, such an approach allows, via the proposed approximations, to develop theory and numerical methods for solving different control problems in fractional order systems.
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