Bayesian multi-dipole modelling of a single topography in MEG by adaptive sequential Monte Carlo samplers
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Abstract

In this paper, we develop a novel Bayesian approach to the problem of estimating neural currents in the brain from a fixed distribution of magnetic field (called topography), measured by magnetoencephalography. Differently from recent studies that describe inversion techniques, such as spatio-temporal regularization/filtering, in which neural dynamics always plays a role, we face here a purely static inverse problem. Neural currents are modelled as an unknown number of current dipoles, whose state space is described in terms of a variable-dimension model. Within the resulting Bayesian framework, we set up a sequential Monte Carlo sampler to explore the posterior distribution. An adaptation technique is employed in order to effectively balance the computational cost and the quality of the sample approximation. Then, both the number and the parameters of the unknown current dipoles are simultaneously estimated. The performance of the method is assessed by means of synthetic data, generated by source configurations containing up to four dipoles. Eventually, we describe the results obtained by analysing data from a real experiment, involving somatosensory evoked fields, and compare them to those provided by three other methods.
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1. Introduction

Magnetoencephalography (MEG) is a non-invasive functional neuroimaging technique [12] that records the weak magnetic fields produced by neural currents in the brain. A modern MEG device, made of a helmet-shaped array of a few hundred of SQUID sensors, has two major advantages: it measures the most direct consequence of the brain electrical activity, and it does so with the outstanding temporal resolution of the order of the millisecond, only matched by electroencephalography (EEG). In contrast, the more widely used functional magnetic resonance imaging (MRI) provides measures of the by-product of complex metabolic mechanisms at a rate of a second. The high temporal resolution is a crucial feature of MEG, since it enables us to investigate the neural dynamics in a wide variety of conditions, both normal and pathological, where neural oscillations are thought to play a relevant role. Typical examples are Alzheimer’s disease [29], Parkinson’s disease [31] and epilepsy [34]. Moreover, compared to EEG, MEG is less influenced by the inhomogeneities and anisotropies inside the head, which have a high inter-individual variability and are hard to account for within the models.

From a mathematical viewpoint, the estimation of neural currents from MEG data is known to be an ill-posed inverse problem [21], suffering from non-uniqueness of the solution [7, 10]. Source estimation from MEG data is therefore a challenging, yet worth investigating, problem.

Generally speaking, the above inverse problem may be addressed by two different approaches: the dipolar and the distributed source model [12]. In the latter framework, neural currents are modelled as continuous vector fields, discretized on a dense mesh, and the data depend linearly on the unknowns. Among the regularization techniques used, \( L^1 \)-penalty terms are becoming increasingly popular [5], as they provide sparser estimates that more closely reflect the neurophysiological evidence of the neural generators, being rather focal. In contrast, this fact is naturally coded in dipolar source models, whereby neural currents are modelled as the superposition of a small number of point-like sources called current dipoles. However, estimation of dipole parameters from MEG data is more difficult, since the relationship between the source positions and the generated magnetic field is nonlinear. Traditionally, ‘fitting’ algorithms are used [20] to produce maximum likelihood estimates of individual dipoles, but these methods need careful initialization and may get stuck in local minima. Recently, spatio-temporal analysis of MEG data has been performed by means of Bayesian Monte Carlo techniques, such as particle filters (PFs) [25, 28] and Markov chain Monte Carlo (MCMC) [15]. Given a time series of MEG data, these methods approximate the posterior distribution for a time-varying set of current dipoles by exploiting the expected temporal continuity of the underlying generators. They have been shown to perform reasonably well with evoked responses, although PF exhibits relatively high variance at the appearance of a new source, since the importance distribution is too different from the posterior: this typically leads to slightly inaccurate localization of the onset, and a localization error decreasing quickly in the very first time points, while particles concentrate in the high-probability region [26, 27].

In this paper, we take an apparent step back and develop a new Bayesian approach to solve the seemingly simpler, static inverse problem of determining the number of dipoles and their parameters from a single spatial distribution of the magnetic field (topography). Importantly, such single topography may be obtained not only as a single time point of an MEG time series, but also, for instance, by picking the magnetic field at a given frequency after the Fourier transform or a single spatial component after independent component analysis; these data-processing techniques can be used, even in combination [14], for analysing resting state [1] and event-related [32] data.
The proposed method extends the applicability of Bayesian multi-dipole models to a variety of conditions where the only inversion methods currently available are linear inversion or the above-mentioned dipole fit. It ought to be stressed that dipole estimation from a single topography cannot be successfully performed by means of PF, not even the one designed to estimate static dipoles, described in [27]. Indeed, PF applied to a single topography would result in a single importance sampling (IS) step, with unsatisfactory results due to the difference between the prior and the posterior distribution. A seemingly reasonable option would be to re-iterate a PF with the same data (i.e., simulating a time series which is constantly identical to the single topography). However, this would be rather questionable from a Bayesian point of view: from the second iteration onwards, the posterior distribution of the previous iteration, convolved with the transition kernel, would be regarded as prior for the current iteration, without being such in a Bayesian sense. In fact, while the absence of dynamics may breathe simplicity, the problem addressed in this paper and that solved by PF are comparably hard: although the state space is now smaller, the data are also fewer, and the number of sources has to be estimated at once, while in a typical MEG time series, dipoles will mostly appear one at a time.

Within our framework, the state space of current dipoles is described by making use of a variable-dimension model [4, 18]. We choose uninformative prior distributions for all parameters but the number of sources, which is assigned a Poisson distribution; this choice grounds on the consideration that dipole models implicitly assume a small number of sources. On the contrary, the likelihood is typically highly informative and naturally tends to high-dimensional configurations. The resulting posterior is therefore a complex, possibly multi-modal density in a high-dimensional space, and negligible in most of the state space: it is therefore not analytically tractable, nor easy to sample.

To explore a posterior distribution with such a complex structure, we apply a recent class of algorithms called sequential Monte Carlo (SMC) samplers [8]. The basic idea on which they are grounded is that of building a sequence of artificial distributions \( \{\pi_i\}_{i=1}^{N_I} \) that smoothly moves from a tractable \( \pi_1 \) to the target \( \pi \equiv \pi_{N_I} \). By sampling \( \pi_1 \) and letting the samples evolve gradually to account for the difference between two subsequent distributions, one eventually obtains a collection of points (particles) that is actually distributed according to \( \pi \).

The choice of the sequence is clearly a key-point in the definition of an SMC sampler; in this paper, we describe an adaptive approach, called adaptive SMC (ASMC) sampler, whereby the sequence is determined on-line, with an empirical measure of the distance between two subsequent distributions. In this way, we optimize the trade-off between the computational speed and the quality of the approximation.

We apply the resulting algorithm to a number of synthetic MEG topographies, constructed to assess its performances under a range of experimental conditions. We also show that the method performs reliably on real data by making use of single time points selected from the responses to somatosensory stimulation, which is a well-understood case.

The paper is organized as follows. In section 2, we provide the mathematical formulation of the MEG problem and its statistical model. To improve readability, the detailed definition of the state space is given in the appendix. Section 3 recalls the basic concepts of generic SMC samplers and describes their specific implementation for MEG, as well as the corresponding adaptation technique. In section 4, an extensive analysis of a large number of synthetic data sets is performed. Section 5 is concerned with the application of the same algorithm to a real MEG data set. Finally, we propose a discussion of the results and our conclusions in section 6.
2. The MEG inverse problem

2.1. Mathematical model of MEG

The starting point for a formulation of the MEG problem is a mathematical model of the neural current densities that arise when a large number of neurons in one or more small brain regions undergo a simultaneous discharge process. In mathematical terms, this can be viewed as a set of point sources (i.e., current dipoles), each one representing one of the neuron populations.

To implement this model, the brain volume is discretized by a set of point sources (i.e., current dipoles), each one representing one of the neuron populations. These dipoles undergo a simultaneous discharge process. In mathematical terms, this can be viewed as a set of point sources (i.e., current dipoles), each one representing one of the neuron populations.

The starting point for a formulation of the MEG problem is a mathematical model of the neural current densities that arise when a large number of neurons in one or more small brain regions undergo a simultaneous discharge process. In mathematical terms, this can be viewed as a set of point sources (i.e., current dipoles), each one representing one of the neuron populations.

Let \( \mathbf{p}(c) = \mathbf{q}(c) \delta(\mathbf{r} - \mathbf{r}(c)) \), where \( \mathbf{q}(c) \) is an applied vector representing the moment of the dipole and the Dirac delta results from a limit process of a current density whose support concentrates into the point \( \mathbf{r}(c) \). The moment \( \mathbf{q}(c) \), in turn, can be expressed as the product of the unit vector \( \mathbf{u}(c) \), which describes the direction of the dipole and the strength \( q(c) \), which can be either a real or a complex number, depending on the kind of topography considered\(^1\).

Next, in order to formulate the equation linking the unknowns with the data of the MEG problem, the forward model of the head has to be taken into account. This involves the computation, for each cell, of the so-called lead-field matrix \( [G(c)]_{1:N_C} \), which is defined as follows [12]. Given a Cartesian orthonormal basis \( \{ \mathbf{e}_k \}_{k=1}^{3} \), consider a unit current dipole \( \mathbf{e}_k \delta(\mathbf{r} - \mathbf{r}(c)) \) along each Cartesian direction: the entry \( [G(c)]_{1:N_C} \) is then defined as the measure, made by the \( k \)-th sensor, of the magnetic field produced by the dipole \( \mathbf{e}_k \delta(\mathbf{r} - \mathbf{r}(c)) \). As a result, denoting by \( N_C \) the total number of sensors, we obtain a family of \( N_C \) matrices, each of them being of dimension \( 3 \times N_S \), which contains the information about the geometry and conductivity of the head model.

By referring the moment of a generic dipole to the basis \( \{ \mathbf{e}_k \}_{k=1}^{3} \), any dipole can be represented as the linear combination

\[
\mathbf{p}(c) = \mathbf{q}(c) \delta(\mathbf{r} - \mathbf{r}(c)) = \sum_{k=1}^{3} q(c) \mathbf{u}^k(c) \mathbf{e}_k \delta(\mathbf{r} - \mathbf{r}(c)). \tag{2.1}
\]

Let \( N_D \) be the number of dipoles and, for \( N_D \geq 1 \), let \( c(d) \) denote the cell where the \( d \)-th dipole is located. Then, by exploiting the linearity of the Biot–Savart equation [12], the measure by the \( s \)-th sensor of the magnetic field produced by the \( N_D \) dipoles can be expressed as

\[
b_s^c = \sum_{d=1}^{N_D} \sum_{k=1}^{3} [G(c(d))]_{s:k} q(c(d)) \mathbf{u}^k(c(d)) + \epsilon^s, \quad s = 1, \ldots, N_S. \tag{2.2}
\]

\( \epsilon^s \) being the value of the noise affecting the measurement. Whenever \( N_D = 0 \), the sum on \( d \) in (2.2) is conventionally set to zero.

According to equation (2.2), the inverse problem of MEG can be formalized as follows: given the array \( \mathbf{b} := (b^1, \ldots, b^{N_S}) \) of the measurements of the magnetic field, determine the state of the neural currents, namely the number \( N_D \) of dipoles, their positions (i.e., the cells \( c(d) \) where they are located), the Cartesian components \( \mathbf{u}^k(c(d)) \) of their directions and their strengths \( q(c(d)) \).

\(^1\) For instance, \( q(c) \) is a complex number whenever the topography is obtained by selecting a specific frequency of the Fourier transform of the measured field.
The analysis made above suggests defining the state space $\mathcal{X}$ of the neural currents as

$$\mathcal{X} := \bigcup_{N_D=0}^{N_{\text{max}}} [N_D] \times \mathcal{X}(N_D),$$

(2.3)

$N_{\text{max}} (\ll N_C)$ being the maximum number of dipoles allowed by the model and $\mathcal{X}(N_D)$ being the state space for a fixed number $N_D$ of dipoles. This is usually called a variable-dimension model [4, 18]. A detailed definition of the space $\mathcal{X}(N_D)$ can be found in the appendix. Here, we merely point out the following two features:

(i) for the concept of ‘number of dipoles $N_D$’ to be well posed, any ambiguous representation of a single dipole as a vector sum of dipoles applied at the same point should be avoided and

(ii) as the order in any $N_D$-ple in $\mathcal{X}(N_D)$ has no actual physical meaning, any two $N_D$-ples differing only by a permutation of their components should be identified.

A point in the space $\mathcal{X}$ shall be denoted by $x$ and consists in a pair $(N_D, j_{N_0})$, each $j_{N_0}$ being an equivalence class of $N_D$-ples $(j^{(1)}, \ldots, j^{(N_D)})$. In turn, for $d = 1, \ldots, N_D$, each $j^{(d)}$ is of the form $(c^{(d)}, z^{(d)}, \varphi^{(d)}, q^{(d)})$, where $c^{(d)}$, $q^{(d)}$ are synonymous with $c(d)$, $q(c(d))$ above and $z^{(d)}$, $\varphi^{(d)}$ are cylindrical coordinates which determine the components $u^d(c(d))$ by means of equation (A.1).

2.2. Statistical model

Generally speaking, the inverse problem of estimating neural currents from a single MEG topography is ill posed because of non-detectable source configurations which make the kernel of the Biot–Savart operator non-trivial. We shall cope with this issue by resorting to a Bayesian approach, whereby the problem is recast in terms of statistical inference and the parameters of the prior probability density $\pi(x|b)$ are set in order

$$\textnormal{to reflect the neurophysiological knowledge. Moreover, as discussed above, no more than one dipole is allowed to be located in each cell. By equation (2.3), } p(x) \text{ can be decomposed into the product}$$

$$p(N_D)p_{N_0}(j_{N_0}) = p(N_D) \cdot p_{N_0}(j^{(1)}) \cdots p_{N_0}(j^{(N_0)}),$$

where

- $p(N_D)(j_{N_0}) := p(j_{N_0} | N_D)$.
- $p(N_D)$ pertains to the number of sources. Since the use of a dipole model intrinsically entails an exiguous number of neural generators, we choose a Poisson distribution with a small parameter; simulations on synthetic data show that values around 0.3 provide good results.
- The factorial arises from the fact that the probability of the equivalence class $j_{N_0}$ is here written as the sum of the probabilities of its representatives $(j^{(1)}, \ldots, j^{(N_0)})$.
- Each $p_{N_0}(j^{(d)})$ can itself be decomposed as

$$p_{N_0}(j^{(d)}) = p_{N_0}(c^{(d)} | c^{(1)}, \ldots, c^{(d-1)}) \cdot p_{N_0}(z^{(d)} | c^{(1)}, \ldots, c^{(d-1)}) \cdot p_{N_0}(\varphi^{(d)} | c^{(1)}, \ldots, c^{(d-1)}) \cdot p_{N_0}(q^{(d)} | c^{(1)}, \ldots, c^{(d-1)}).$$

As far as the single factors in the above equation are concerned, we make the following assumptions.
Since the cells have approximately the same extension, the prior distribution for the dipole location is uniform with respect to the set of vertices, namely 

\[ p_{ND}(c^{(d)} | c^{(1)}, \ldots, c^{(d-1)}) = \frac{1}{N_c - (d-1)}. \]

The prior distributions \( p_{ND}(z^{(d)}) \) and \( p_{ND}(\phi^{(d)}) \) for the dipole orientation are uniform probability densities on the intervals \([0, 1]\) and \([0, 2\pi)\), respectively. This amounts to uniform sampling from the half sphere \([23]\).

The prior distribution for the strength of the dipole moment is log uniform, i.e., 

\[ q^{(d)} = \pm 10^3 U \cdot k, \]

where the sign has uniform distribution, \( U \) is uniformly distributed in the interval \((0, 1)\) and the order of magnitude of the constant \( k \) is chosen as \( 10^{-10} \), so that the mean of the absolute value \( |q^{(d)}| \) is a physiologically plausible value.

2.2.2. Likelihood function. The analytical form of the likelihood is strictly related to the probability density function of the noise. According to our model, at each sensor \( s = 1, \ldots, N_S \), the true value of the magnetic field generated by the neural currents is corrupted by a realization \( \epsilon^s \) of the random variable \( E^s \), as expressed by equation (2.2). We assume each \( E^s \) to be Gaussian, with zero mean value and variance \( \sigma^2_{\text{noise}} \) and not correlated with its counterparts at different sensors.

This entails the likelihood to be the following multivariate Gaussian pdf:

\[
L(b | x) = \mathcal{N}_N(b - \frac{1}{N_D} \sum_{d=1}^{N_D} \sum_{k=1}^{3} [G(c(d))]_1 q(c(d)) u^k(c(d)); 0, \sigma^2_{\text{noise}} I_{N_S \times N_S}).
\]

where \( I_{N_S \times N_S} \) denotes the \( N_S \times N_S \) identity matrix.

3. An SMC for MEG source modelling

The posterior density described in the previous section is mostly a complicated function on a high-dimensional space, and is therefore an impractical solution to the problem. In this sense, point estimates should better be computed and thus a numerical approximation of \( \pi(x | b) \) is needed.

In the next subsection, we recall the key ingredients of SMC samplers, a recently developed class of methods for approximating a complex probability density of interest with a relatively small computational cost. The reader is referred to [8] for a full description of the subject. In sections 3.2 and 3.3, we specify our choices concerning the implementation of the SMC sampler for the MEG inverse problem. An adaptation technique, providing better and faster results, is then described in section 3.4. Finally, in section 3.5, we describe how point estimates of the dipole parameters can be computed from the approximated posterior distribution.

3.1. Sequential Monte Carlo samplers

In most cases, \( \pi(x | b) \) is complex enough to make direct IS inapplicable. This is because any importance density will necessarily be too different from the target distribution, thus yielding a poor representation of the latter (see [19], p 122).

Then, it becomes natural to resort to a sequential version of IS, whereby the solution is achieved gradually. To this end, a tempering sequence of distributions \( \{\pi_i(x) : \mathcal{X} \to \mathbb{R} \}_{1 \leq i \leq N_i} \) is built in such a way that \( \pi_1(x) := p(x) \) be the prior distribution and \( \pi_{N_i}(x) := \pi(x | b) \) be the posterior distribution. By construction, \( \pi_1(x) \) can now be easily approximated by means

\[ \text{The dipole strength is measured in [A] \cdot [m]} \text{ (in SI units) and its typical values are around } 10^{-8}. \]
of a sensible importance density \( \eta_1(x) \); in our implementation, we shall make the choice \( \eta_1(x) := p(x) \). For any \( i \), the particle approximation \( \{X_i^{(p)}\}_{p=1}^{N_p} \) of \( \pi_i(x) \) is then moved to the subsequent step by means of a Markov kernel. However, it is typically impossible to compute the resulting importance weights analytically, and therefore the standard IS estimate of \( \pi_{i+1}(x) \) is not available. The SMC sampler technique overcomes this issue at the price of performing IS in an increasingly larger space \( \mathcal{X}^i = \mathcal{X} \times \cdots \times \mathcal{X} \).

Denoting by \( x_{1:i} \) the point \( (x_1, \ldots, x_i) \in \mathcal{X}^i \), an extended probability distribution \( \tilde{\pi}_i(x_{1:i}) : \mathcal{X}^i \rightarrow \mathbb{R} \) is introduced for any \( i \), in such a way that its marginal with respect to \( x_{1:i-1} \) coincides with \( \pi_i(x_i) \). This can be done by introducing artificial backward Markov kernels \( \{L_k\}_{1 \leq k \leq N_i} \), such that \( \int_{\mathcal{X}} L_k(X_{k+1}, x_k) \, dx_k = 1 \) for any \( k \), and setting

\[
\tilde{\pi}_i(x_{1:i}) := \pi_i(x_i) \prod_{k=1}^{i-1} L_k(x_{k+1}, x_k).
\]

On the other hand, the importance density \( \eta_i(x_{1:i}) \) on \( \mathcal{X}^i \) is naturally obtained from the initial distribution \( \eta_1(x_1) \) by means of forward Markov kernels \( \{K_k\}_{1 \leq k \leq N_i} \), i.e.,

\[
\eta_i(x_{1:i}) := \eta_1(x_1) \prod_{k=2}^{i} K_k(x_{k-1}, x_k).
\]

The corresponding importance weights are

\[
\begin{align*}
\tilde{w}_i(x_{1:i}) & := \frac{\tilde{\pi}_i(x_{1:i})}{\eta_i(x_{1:i})} = \frac{\pi_i(x_i) \prod_{k=1}^{i-1} L_k(x_{k+1}, x_k)}{\eta_1(x_1) \prod_{k=2}^{i} K_k(x_{k-1}, x_k)}
= \frac{\pi_{i-1}(x_{i-1}) L_{i-1}(x_{i-1}, x_i)}{\eta_{i-1}(x_{i-1}) K_{i-1}(x_{i-1}, x_i)}
= \tilde{w}_{i-1}(x_{1:i-1}) \tilde{w}_i(x_{i-1}, x_i),
\end{align*}
\]

and therefore just the ‘incremental weights’ \( \tilde{w}_i \) are to be evaluated.

The construction above makes it possible to define, by induction, the following algorithm. Introduce the normalized importance weights \( W_i^{(p)} := \tilde{w}_i(X_i^{(p)}) / \sum_{j=1}^{N_p} \tilde{w}_j(X_j^{(p)}) \); then, for \( i = 1 \), compute a particle approximation \( \{X_1^{(p)}, W_1^{(p)}\} \) of \( \pi_1(x_1) \). As already noted, the weight function \( \tilde{w}_1(x_1) = \pi_1(x_1) / \eta_1(x_1) \) can be computed exactly. Assuming that at iteration \( i-1 \), the particle approximation \( \{X_{i-1}^{(p)}, W_{i-1}^{(p)}\} \) of \( \tilde{\pi}_{i-1}(x_{1:i-1}) \) is available, let the path of each particle evolve by means of the Markov kernel \( K_i(x_{i-1}, x_i) \) and compute the incremental weight as in (3.1). The algorithm stops at \( i = N_f \).

The variance of the (unnormalized) importance weights tends to increase with \( i \) and this may lead to a very poor representation of the target density by the sample set. This phenomenon, called degeneracy, is routinely measured by using the so-called effective sample size (ESS), defined as \( \text{ESS}(W_i^{(p)}) := \left( \sum_{p=1}^{N_p} (W_i^{(p)})^2 \right)^{-1} \). If the degeneracy is too high (for example \( \text{ESS}(W_i^{(p)}) < N_p/2 \)), it is advisable to perform a resampling step.

In order to put the SMC sampler into practice, three ingredients are to be properly chosen: the sequence \( \{\pi_i\} \), the transition kernels \( \{K_i\} \) and the artificial backward transition kernels \( \{L_i\} \). We shall discuss in the following subsections which choices are more suited to the MEG inverse problem.
### 3.2. Sequence of distributions

In a Bayesian framework, a natural choice for the sequence of artificial distributions is

$$\pi_i := p \cdot \mathcal{L}^{(i)}, \quad \text{with} \quad f(i) := \sum_{k=1}^{i} \delta_k; \quad \delta_1 := 0; \quad \delta_{N_i} := 1 - \sum_{k=1}^{N_i-1} \delta_k; \quad \delta_k \in (0, 1) \forall k.$$  \hspace{1cm} (3.2)

We thus start from the prior distribution $p$ and go towards the posterior by increasing the exponent of the likelihood function $\mathcal{L}$ with the iterations; intuitively, this choice corresponds to embodying the information content of the data in the probability distributions step by step.

The specific choice of the increments $\delta_k$, appearing in the definition of the function $f(i)$, will be done in section 3.4. Here, we just want to emphasize that equation (3.2) leads to an important consequence, which holds at least whenever the likelihood is a multivariate Gaussian density with covariance matrix $\sigma^2 I$. In this case, $\mathcal{L}^{(i)}$ is still a multivariate Gaussian density with covariance matrix $\sigma_i^2 I$, being $\sigma_i = \sigma / \sqrt{i}$. This means that as $i$ varies, the $\pi_i$s can all be interpreted as posterior distributions for the unknown, differing from one another by the estimate of the noise standard deviation. This sounds particularly interesting in those circumstances where the value of $\sigma$ is unknown, as the SMC provides for free a comparison between the different estimates corresponding to different values of $\sigma$.

Moreover, such interpretation can be viewed in connection with the theory of regularization for inverse problems: the sequence $\{\log \pi_i\}$ closely reminds of the one-parameter family of functionals that underlie several regularization algorithms [24]; here, $\sigma_i$ plays the role of the regularization parameter that tunes the balance between the penalty term (the prior) and the fit with the data (the likelihood). In this connection, the SMC samplers not only provide an approximation to the full posterior, rather than a single estimate as in regularization algorithms, but also explore a finite subset of the so-called regularization path.

### 3.3. Transition kernels

Within our variable-dimension model, states evolve by means of transition kernels $\{K_i\}$. We choose each $K_i$ to be a Reversible Jump MCMC kernel [11] of invariant distribution $\pi_i$. More specifically, we shall assume

$$K_i(x_{i-1}, x_i) = K_i^{(b/d)}(x_{i-1}, x') \cdot K_i^{(mov)}(x', x_i),$$  \hspace{1cm} (3.3)

where

- $K_i^{(b/d)}$ is a Reversible Jump Metropolis–Hastings (RJMH) kernel that accounts for a possible birth/death move. One single birth is attempted with probability $P_{\text{birth}} = 1/3$; the location of the new dipole is uniformly distributed within the set of the (not already occupied) vertices, its orientation is uniformly distributed within $\mathbb{P}^2(\mathbb{R})$ and its strength has a log-uniform distribution. A death move is attempted with probability $P_{\text{death}} = 1/20$: in this case, we propose to exclude one dipole, which is uniformly chosen among the existing ones.

- $K_i^{(mov)}$ is the part of the kernel which is in charge of the parameters evolution. We attempt to move each dipole separately and the possible changes in its location, orientation and strength are treated one at a time. This means that $K_i^{(mov)}$ is actually the product of $3 \cdot N_D$ Metropolis–Hastings (MH) kernels. As far as the proposals are concerned, we make the following assumptions. The new dipole location is drawn from a set of neighbours, i.e., grid points within a radius of 1 cm, with probability proportional to a Gaussian centred at the starting position. The proposed orientation is obtained by means of a zero-mean
isotropic perturbation of the original one, implemented in Cartesian coordinates. The new dipole strength is drawn from a Gaussian distribution of mean \(q^{(d)}\) and standard deviation \(q^{(d)}/2\).

As shown in [8], since \(K_{i+1}\) is an MCMC kernel of invariant distribution \(\pi_{i+1}\), we can define the backward kernel \(L_i\) as

\[
L_i(x_{i+1}, x_i) := \frac{\pi_{i+1}(x_i)K_{i+1}(x_i, x_{i+1})}{\pi_{i+1}(x_{i+1})}.
\]

By replacing this into equation (3.1), we obtain

\[
\tilde{w}_i(x_{i-1}, x_i) = \pi_i(x_{i-1})/\pi_{i-1}(x_{i-1}).
\]

As a consequence, the weights \(W_i^{(p)}\) do not depend on the particles \(X_i^{(p)}\) and can thus be already computed at iteration \(i-1\). This opens the possibility of resampling the approximation \(\{W_i^{(p)}, X_i^{(p)}\}\) of \(\pi_i(x_{i-1})\) before the \(X_i^{(p)}\) are sampled: heuristically, this enables to resample exactly those particles that are known to have a significant weight in the forthcoming iteration.

3.4. Adaptive SMC

The choice of the increments \(\delta_k\) in equation (3.2) is a key-point for a good performance of the whole algorithm: the sequence \(\{\pi_i(x)\}_{i \in N_i}\) should come to a compromise between its smoothness (i.e., \(\pi\) none too different from \(\pi_{i+1}\)) and an acceptable computational cost.

We first tried some of the possible choices suggested in [8], such as different kinds of geometric paths. However, we observed that they lacked in homogeneity in the sense described above: the difference between two adjacent distributions was unavoidably too little in some phases of the algorithm while too high in others, thus often compromising the quality of results.

Therefore, in the present work, we choose the function \(f(i)\) so that the SMC sampler ‘adapts’ to the data set. A similar technique is described in [9].

The construction grounds on the fact that, as explained above, our particular choice of the transition kernels makes it possible to evaluate the weights \(w_{i+1}(x_{i+1})\) during iteration \(i\). From equations (3.1), (3.2) and (3.5), we obtain

\[
w_{i+1}(x_{i+1}) = w_i(x_{i+1}) \cdot \frac{\pi_{i+1}(x_i)}{\pi_i(x_i)} = w_i(x_{i+1}) \cdot \delta_{i+1}^{\delta_{i+1}}.
\]

We do not fix the value of \(\delta_{i+1}\) beforehand but, on the contrary, let it vary within the closed set \([\delta_{\text{min}}, \delta_{\text{max}}]\). At each iteration, we first assume \(\delta_i = \delta_{\text{max}}\) and compute the ratio \(\text{ESS}(W_i^{(p)}) / \text{ESS}(W_{i-1}^{(p)})\), which is an indicator of how much \(\pi_{i+1}\) will differ from \(\pi_i\); if the value of such ratio falls into a fixed ‘reliability interval’ \([I_{\text{min}}, I_{\text{max}}]\), we confirm the choice of \(\delta_{i+1}\), otherwise we propose a new value by bisection and so on. As a consequence, the total number of iterations \(N_i\) is unknown at the beginning of the analysis, with the constraint that \(\sum_{k=1}^{N_i} \delta_k = 1\). In our algorithm, we set the values \(\delta_{\text{min}} = 10^{-5}\), \(\delta_{\text{max}} = 10^{-1}\), \(I_{\text{min}} = 0.9\) and \(I_{\text{max}} = 0.99\).

A schematic version of the algorithm is given below.

3.5. Point estimates

From the approximation to the artificial distributions provided by the ASMC sampler, point estimates at iteration \(i\) are obtained as follows,
The estimated number of active sources \( \hat{ND}_i \) is the mode of the marginal distribution for the number of dipoles, which can be computed from the approximation to the \( i \)th density as

\[
P_i(N_D = k | b) = \sum_{p=1}^{N_P} W_i^{(p)} \delta(k, (N_D^{(p)})),
\]

(3.7)

\( \delta(\cdot, \cdot) \) being the Kronecker delta function and \( (N_D^{(p)}), \) being the number of dipoles in the \( p \)th particle at iteration \( i \).

Algorithm 1. Adaptive SMC algorithm

\begin{verbatim}
Initialization: sample the prior
for \( p = 1, \ldots, N_P \) do
draw \( X^p_i \) from \( p(x) \);
end for
Set \( i = 1 \) and \( f(1) = 0 \)

Main cycle
While \( f(i) \leq 1 \) do
  \( i \rightarrow i + 1 \)
  Possible resampling step
  if \( ESS(i) \leq N_P/2 \) then
    apply systematic resampling
  end if
  MCMC sampling
  for \( p = 1, \ldots, N_P \) do
    RJMH move: propose birth/death, then accept/reject
    for \( d = 1, \ldots, N_D^p \) do
      MH move for each dipole parameter: propose new value, then accept/reject
    end for
    compute tentative weights \( \tilde{w}_i^{(p)} = \frac{s_{i+1}(X^p_i)}{s_i(X^p_i)} \)
  end for
  Normalize weights and compute Effective Sample Size
  for \( p = 1, \ldots, N_P \) do
    \( w_i^{(p)} = \frac{\tilde{w}_i^{(p)}}{W_i} \) with \( W_i = \sum_p \tilde{w}_i^{(p)} \)
  end for
  Adaptive determination of next exponent
  while \( ESS(i+1)/ESS(i) \geq 0.99 \) and \( ESS(i+1)/ESS(i) \leq 0.9 \) do
    increase/decrease \( \delta_{i+1} \)
    re-compute weights \( w_i^{(p)} \) and \( ESS(i+1) \)
  end while
  Set \( f(i+1) = f(i) + \delta_{i+1} \)
end while
\end{verbatim}

The estimated locations of the active sources are the \( \hat{N}_D \) local modes of the intensity measure for the source locations, conditioned on the estimated number of sources and approximated as

\[
P_i(c|\hat{N}_D) = \sum_{p=1}^{N_P} W_i^{(p)} \delta((N_D^{(p)}), (\hat{N}_D)), \left( \sum_{d=1}^{N_D^{(p)}} \delta(c, c^{(d)}(X_i^{(p)})) \right),
\]

(3.8)

\( c^{(d)}(X_i^{(p)}) \) being the location of the \( d \)th dipole in the \( p \)th particle at iteration \( i \). The fact that only those particles with \( (\hat{N}_D) \) dipoles contribute to estimating the source locations
has been introduced in order to avoid mis-localization effects that may appear with model averaging.
• The direction and the intensity of the estimated dipoles are the mean values of the conditional distribution, conditioned on the source location and on the estimated number of dipoles, approximated as

$$E_q(c|b, \hat{N}_D) = \sum_{p=1}^{N_p} W^{(p)}(\hat{N}_D) \left\{ \sum_{d=1}^{(N_D^{(p)})} q(c^{(d)}(X^{(p)})) \delta(c, c^{(d)}(X^{(p)})) \right\}.$$  (3.9)

4. Simulation experiments

Simulated data are used to validate and assess the performance of the proposed ASMC sampler. Section 4.1 describes how data are generated and which measures are used in order to appraise the discrepancy between the estimated and the true dipole configuration. The actual potential of the algorithm is then properly illustrated in section 4.2 by means of an extensive treatment of the analysis of one single topography. Results coming from the entire amount of data sets are eventually summarized in section 4.3.

4.1. Data generation and discrepancy measures

We designed synthetic data with the purpose of investigating the behaviour of the method under a range of different experimental conditions, such as the number of sources, their configurations (i.e., diverse locations, orientations and strengths) and noise levels.

The generation of the synthetic data was realized by using the same source grid and lead-field matrix that are used afterwards by the ASMC sampler. The geometry of the MEG device corresponds to that of a 306 channel Vectorview device, produced by Elekta Neuromag Oy, Helsinki, Finland. The computation of the lead-field matrix $G(c)$ has been carried out with a boundary element method, starting from the geometry of the head of a real subject, extrapolated from MRI images with Freesurfer\(^3\). Source points are regularly spaced at 5 mm distance.

Overall we produced 1200 topographies subdivided into 100 groups, in each of which the number of sources $N_D$ and the noise level $\nu$ vary independently, with $N_D = 1, 2, 3, 4$ and $\nu = 0, \nu_{low}, \nu_{high}$, for a total of 12 different cases. The topography with $N_D$ dipoles is obtained from that with $N_D - 1$ sources just by adding the signal of the $N_D$th source to the pre-existing one.

Dipole locations are uniformly drawn from the (unoccupied) brain grid points. Dipole intensities are set to 7, 10, 5 and 8 nA·m, respectively. The orientations are chosen to be those producing the strongest signal at the specified location. This choice is motivated by the will to avoidpatently ill-posed conditions. Indeed, it is well known that any head geometry characterizes a field of directions such that, at each location, all dipoles orientated along it produce a negligible magnetic field compared to that generated by dipoles lying on its perpendicular plane; as an example, radial dipoles produce no magnetic field outside of a perfectly spherical conductor.

In the low-noise condition, the noise standard deviation is set to 5% of the peak of the noise-free signal, corresponding to a signal-to-noise ratio similar to that of evoked responses, while for the high-noise level, it is twice as large.

\(^3\) http://surfer.nmr.mgh.harvard.edu
In the following, whenever the estimated quantities lack the subscript $i$, they are to be understood as evaluated at the final iteration $N_I$.

Now, let $(\hat{N}_D, \hat{j}_N)$ and $(N_D, j_N)$ be the estimated and the true dipole configuration, respectively. In order to quantify the discrepancy between them, the following distances shall be used.

- **$\Delta_{N_D}$**, which is the difference between the estimated and the true number of sources $\hat{N}_D - N_D$.
- **$\Delta_r$**, which quantifies the localization error. This is a non-trivial task when the estimated number of dipoles differs from the true one. Here, we use a modified version of the OSPA metric [22] with no penalty for cardinality errors, which are evaluated separately by $\Delta_{N_D}$ above:

$$
\Delta_r := \begin{cases} 
\min_{\pi \in \Pi_{\hat{N}_D \times N_D}} \frac{1}{\hat{N}_D} \sum_{d=1}^{\hat{N}_D} |r(\hat{c}^{(d)}) - r(c^{(\pi(d))})| & \text{if } \hat{N}_D \leq N_D, \\
\min_{\pi \in \Pi_{N_D \times \hat{N}_D}} \frac{1}{N_D} \sum_{d=1}^{N_D} |r(\hat{c}^{(\pi(d))}) - r(c^{(d)})| & \text{if } \hat{N}_D > N_D,
\end{cases}
$$

where $\Pi_{k,l}$ is the set of all permutations of $k$ elements drawn from $l$ elements. When $N_D = N_D$, $\Delta_r$ is the average distance between all the pairs of estimated and true source locations that is minimal with respect to all possible pairings between true and estimated sources. When $\hat{N}_D \neq N_D$, the farther elements of the more numerous set are simply ignored, and $\Delta_r$ is computed as above.

### 4.2. Illustrative description of the output

In the present section, the analysis of a single synthetic topography is taken as an example so as to illustrate the behaviour of the algorithm. We consider a case where the known underlying source distribution is composed by four dipoles. Figure 1 shows both the posterior probability $P_i(N_D | b)$ for the number of sources and the (adaptively determined) value of the exponent in the likelihood as functions of the iterations. The posterior probability mass smoothly moves from the zero-dipole scenario, which is preferred during the first iterations as the impact of the data is still small, to models with ever-increasing dimension. Eventually, around iteration 170, the probability of the measured magnetic field being generated by four dipoles is close to 1. The exponent of the likelihood grows almost exponentially with the
iterations\textsuperscript{4}. Figure 2 shows snapshots of the intensity measure for the source locations at iterations $i = 50, 80, 120, 170, N_f$. Black dots represent the grid $\{r(c)\}_{c=1}^{N_c}$, while blue points represent those cells in which a dipole is located with intensity measure $P_i(c|b, \hat{N}_D)$ exceeding $10^{-3}$. True dipole locations are denoted by black diamonds. Red crosses identify the estimated ones. The first three snapshots portray the situation at $i = 50$ from the coronal, axial and sagittal viewpoint, respectively; the algorithm has localized the first dipole, the one producing the strongest signal. Then, at $i = 80$, a second source has also been recognized, while the

\textsuperscript{4} Note the logarithmic scale on the vertical axis.
uncertainty on the position of the first one has decreased. It is worth to observe the peculiar shape of the marginal probability map for the more recently estimated dipole: the left-hand panel shows a wide uncertainty on both the $x$- and the $z$-axis, while the middle panel indicates that the uncertainty in the direction of the depth is much larger than in its orthogonal one; this is indeed a well-known result in the MEG literature [12]. At subsequent iterations, the probability maps tend to concentrate around the true source locations; eventually, in the last iteration (which this time occurred for $i = 249$), the estimated dipoles perfectly coincide with the true ones.

4.3. Results

We analysed the 1200 topographies described in section 4.1; the value of $\sigma_{\text{noise}}$ in the likelihood function was set equal to the standard deviation of noise, with a lower threshold of $10^{-14}$ fT m$^{-1}$, to avoid overly peaked posterior distributions and bound the computational cost. We observed that moderate changes to the value of $\sigma_{\text{noise}}$ do not alter the results. In all simulations, the number of particles has been set to $N_{P} = 10000$, which seemed to provide a reasonable compromise between the quality of the results and the computational cost.

For each topography, we computed the point estimate of the dipole configuration and calculated the discrepancy measures $\Delta_{\nu_{50}}$ and $\Delta_{\nu}$ described above. Average results along with standard deviations over the 100 realizations are shown in table 1.

On average, the localization error as measured by $\Delta_{\nu}$ did not exceed 5 mm with the only exception of the high-noise/four-sources condition. It should be pointed out that the use of the very same grid for both the data generation and the inverse method leads to a slightly underestimated localization error. In the regular cubic grid used in this work, with a 5 mm spacing, such underevaluation amounts to the average distance between a point and the centre of the cube the point belongs to, which is about 2.4 mm.

Expectedly, the discrepancy between the estimated and the true configuration tends to increase with increasing noise. This is due to two main effects. First, noise is a disturbance that may cause a small displacement of the peak of the posterior distribution; as a consequence, even in the single-dipole condition, the algorithm sometimes fails to localize the source exactly, but such average displacement is extremely small. Second and more important, a higher noise level leads to a decreased resolving power: when two sources are very close to each other, it may become tolerable to replace them by a single source, whose dipole moment is the vector sum of the two. This is indeed reflected in the average $\Delta_{\nu_{50}}$ becoming negative and decreasing.

| $\nu$ | $N_{D}$ |
|---|---|
| $\nu_{\text{low}}$ | $\nu_{\text{high}}$ |
| 0 | 0.00 ± 0.00 | 0.00 ± 0.00 |
| (0.0 ± 0.0) mm | (0.2 ± 1.0) mm |
| 0.01 ± 0.10 | 0.14 ± 0.17 |
| (0.8 ± 3.1) mm | (2.7 ± 5.2) mm |
| 0.05 ± 0.32 | (4.8 ± 5.2) mm |
| (2.4 ± 4.4) mm | (6.8 ± 4.8) mm |
| $\nu = 1$ | $\nu = 2$ | $\nu = 3$ | $\nu = 4$ |
| $\Delta_{\nu_{50}}$ | $\Delta_{\nu}$ |
| $\Delta_{\nu_{50}}$ | $\Delta_{\nu}$ | $\Delta_{\nu}$ | $\Delta_{\nu}$ | $\Delta_{\nu}$ |
| low | | | | |
| 0.00 ± 0.00 | 0.00 ± 0.00 |
| (0.0 ± 0.0) mm | (0.0 ± 0.0) mm |
| 0.01 ± 0.17 | 0.14 ± 0.17 |
| (1.4 ± 4.1) mm | (2.7 ± 5.2) mm |
| $\nu_{\text{high}}$ | $\nu_{\text{high}}$ |
| 0.00 ± 0.00 | 0.14 ± 0.17 |
| (0.2 ± 1.0) mm | (2.7 ± 5.2) mm |
| 0.01 ± 0.17 | (4.8 ± 5.2) mm |
| (1.4 ± 4.1) mm | (6.8 ± 4.8) mm |

Table 1. Discrepancy measures, averaged over 100 runs, for different noise conditions and different number of sources. In each single box, $\Delta_{\nu_{50}}$ (top) and $\Delta_{\nu}$ (bottom) are indicated.
with noise for the three-dipole and four-dipole configurations, where it is more likely that two sources placed at random in the brain are very close to each other.

The impact of the number of sources on the discrepancy is also clearly visible: the localization error increases and \( \Delta_{\text{ND}} \) becomes negative as the true sources grow in numbers. Even though these average values remain well within the generally accepted localization errors (see for instance [30], where a source is considered as correctly estimated if the localization error is below 20 mm), care must be taken in their interpretation. In fact, many three-dipole and four-dipole configurations are localized very well (see for instance the case shown in figure 2); in fewer cases, on the other hand, the estimated configuration can get rather far from the true configuration, thus contributing to increasing the average \( \Delta_r \) as well as its standard deviation. However, this behaviour is not in general due to a poor particle approximation of the posterior distribution, but rather is mostly the consequence of two facts: the ill posedness of the inverse problem and the limitations of the point estimation procedure.

As far as the former aspect is concerned, the presence of many dipoles may cause the data to be explained equally well by different configurations, which entails the multi-modality of the posterior distribution. This can be directly deduced from a visual inspection, e.g., of the marginal posterior distribution for the source locations, which shows a number of distinct peaks that is larger than the estimated number of dipoles.

Secondly, point estimates are computed as local maxima of the marginal probability (3.8) and, for several reasons, they may not coincide with the true source locations; however, the true positions (or at least their immediate neighbours) are always assigned a non-negligible probability even when the estimated source configuration is clearly wrong. Moreover, a bad estimation performance in the three- or four-dipole scenario most often still yields a correct reconstruction of some of the sources (typically 2).

5. Example on real data

To further test the ASMC sampler, we applied it to real data. Of course, direct validation is no longer possible, since the ground truth is not known exactly. To partially overcome this problem, we adopted the following strategy. Since the somatosensory response has been widely studied in the time domain [16] and is relatively well understood, we chose our single topographies to be single time points of the evoked response elicited by median nerve stimulation in a healthy subject. Moreover, we compared the results of the ASMC sampler with the source estimate obtained by applying the PF described in [3] to the whole spatio-temporal recordings and two widely used inverse methods, dynamic statistical parametric mapping (dSPM, [6]) and sLORETA [17].

5.1. Experimental Data

Data from a somatosensory evoked fields (SEFs) mapping experiment were acquired. The recordings were performed at Istituto Neurologico Carlo Besta, Milano (Italy) by means of a 306-channel MEG device (Elekta Neuromag Oy, Helsinki, Finland) comprising 204 planar gradiometers and 102 magnetometers in a helmet-shaped array. Informed consent and prior approval by the local ethics committee were obtained before the recording session. The position of the subject’s head within the MEG helmet with respect to anatomical MRIs, obtained by using a 3-Tesla MRI device (General Electric, Milwaukee, USA), was determined by means of a 3D digitizer and four head position indicator coils. The left median nerve at wrist was electrically stimulated at the motor threshold. The MEG signals were recorded at a sampling frequency of 2000 Hz and then band-pass filtered in the window 0.1–100 Hz. Eye movements
were monitored by Electrooculogram (EOG) in order to exclude artefacts from the MEG recordings: trials with EOG or MEG exceeding 150 mV or 3 pT cm$^{-1}$, respectively, were neglected and 69 clean trials were averaged. The signal space separation method described in [33] was used to reduce external interference.

A thorough analysis of the neural response to the stimulation of the median nerve has been described in [16] and we take it as a reference here. In that study, the authors modelled the brain activity with multiple current dipoles; the number of dipoles used to fit the response was established according to a subjective criterion involving monitoring the difference between the predicted and the measured data. Dipole parameters were fitted individually, one at a time, at user-selected time points. While some variability among subjects was observed, the SEF response was shown to obey to the following general scheme: first, the activation of the primary somatosensory cortex, in the hemisphere contralateral to the stimulation, starting about 20 ms after stimulus presentation; then, the activation of parietal sources, starting around 50 ms after the stimulus; finally, activity in frontal areas, after 100 ms.

The final, averaged data used in our study are plotted in figure 3. The plot appears to confirm that there are three main temporal windows of interest: one between 20 and 35, one between 45 and 75 and the last one starting around 110 ms after stimulus.

5.2. Results

We applied the ASMC sampler to MEG topographies taken from the above recordings by selecting specific time points according to the previous analysis; the parameter values in the algorithm were the same as those used for the analysis of synthetic data, with the only exception of the noise standard deviation $\sigma$, estimated here from the pre-stimulus interval. In order to validate the results of the ASMC, we also computed source estimates using three other methods: a PF that approximates the posterior distribution for the current dipoles conditioned on the data up to the selected time point; dSPM, which is based on a distributed source model with an $L^2$-prior and consists in normalizing the Tikhonov-regularized solution by the noise standard deviation and sLORETA, which is similar to dSPM but is claimed to have a smaller localization bias. Figure 4 shows the results at $t = 30, 50$ and 120 ms after the stimulus onset. The results are visualized on a computer representation of the brain obtained by ‘inflating’ the
Figure 4. Source estimates for the somatosensory evoked fields by ASMC, PF, dSPM and sLORETA in the first, second, third and fourth column, respectively. The first row represents $t = 25$ ms; the second and third rows portray the output at $t = 50$ ms in the right and left hemisphere, respectively; the fourth and fifth rows do the same for $t = 120$ ms.

cortical surface: gray levels contain the anatomical information, light gray representing gyri and dark gray representing sulci; the activity estimate is coded in colour scale, increasing from red to yellow. Importantly, this visualization allows activity in the sulci to be clearly visible; on the other hand, since neighbouring volumes may be moved apart by the inflation process, distinct activity regions are often due to underlying volumetric masses that are very close to each other.

Before describing the results, let us comment on the qualitative difference between the images produced by the ASMC sampler and the PF on the one hand, and those produced by dSPM and sLORETA on the other. First of all, we point out that all the quantities shown in the
images of figure 4 are somehow related to the probability of activation at specific locations. Indeed, for both the ASMC and the PF, we plot the approximation of the intensity measure (3.8); for any single grid point, this value can be interpreted as the probability of a dipole being at that location, while it integrates, over a given volume \( \Sigma \), to the mean number of dipoles within \( \Sigma \). As for dSPM, the represented quantity is a statistical value that is \( t \)-distributed under the null hypothesis of zero activity; as a direct consequence, it also yields a probability of activation, which is however not constrained to be dipolar. Similar considerations apply to sLORETA, although with a different statistical distribution. Importantly, the representation of the results is clearly affected by the setting of the visualization threshold. Owing to the explained differences between the methods, it seems reasonable to use a different value for each method. At the same time, since the plotted quantity is a probability of activation, it seems right to use the same thresholding for different time points. In this connection, the thresholds in figure 4 have been chosen by hand following the guidelines just outlined.

Using the same thresholding and parameters at different time points makes the four methods respond differently to the diverse intensities of the different sources. Whenever a stronger source is active, both sLORETA and dSPM will tend to produce widespread estimates, while weaker sources will be represented as small active areas. The behaviour of the ASMC and of the PF is the opposite: a stronger signal will lead to a precise localization of a dipolar source and then to a focal marginal distribution for the location; a weaker signal will translate to higher uncertainty on the source position, and therefore a more widespread posterior map.

The phenomenon just described is indeed clearly visible in figure 4. At \( t = 25 \) ms, all the methods correctly identify the rather strong activation in the contra-lateral primary somatosensory cortex: the ASMC and the PF provide very focal maps, while dSPM and sLORETA provide compatible widespread estimates; dSPM also exhibits a more posterior peak which does not fit with the commonly agreed models of the response to median nerve stimulation; this may be due to the formerly described brain inflation.

At \( t = 50 \) ms, the ASMC localizes two sources, one in the right hemisphere and a weaker one in the left hemisphere; these sources appear to be compatible, for timing and location, with the posterior parietal contra and parietal opercular ipsi described in [16]. The PF finds the very same source in the right hemisphere, but it estimates no dipoles in the left one. Such discrepancy between these two methods, which are based on the same source model, is possibly due to two facts: first, thanks to its iterative nature, the ASMC is likely to explore the state space more thoroughly and is therefore more suited to identify weak sources; second, the log-uniform prior on the strength of the dipole moment in the ASMC has a wider range than the corresponding Gaussian prior in the PF. Slightly different results are provided here by dSPM and sLORETA. The activity estimate computed by dSPM seems very similar to that of \( t = 25 \) ms having the same spatial distribution with a weaker intensity. The estimate of sLORETA in the right hemisphere includes that of the ASMC and of the PF. Neither dSPM nor sLORETA find significant activity in the left hemisphere.

At \( t = 120 \) ms, the ASMC localizes again two sources: a stronger one in the right primary somatosensory cortex, and a weaker one in the left posterior frontal area. Both of them seem to be compatible, for timing and location, with the results in [16], the left dipole corresponding to the frontal ipsi source. Once again, the other three methods only recover the stronger source.

6. Discussion

In this paper, we described the application of an SMC sampler for the estimation of brain activity, modelled as multiple current dipoles, from a single spatial distribution of magnetic field in MEG. We implemented an SMC sampler with a sequence of distributions built by
exponentiating the likelihood to an increasing value in the interval \([0, 1]\). We made use of an adaptation technique that effectively tunes the speed of the algorithm by monitoring the ESS at run time.

We applied the resulting ASMC sampler to a set of synthetic data, generated by source configurations containing up to four dipoles, and affected by different levels of noise. We computed discrepancy measures between the true sources and the point estimates provided by the approximated posterior distributions. The estimates are almost perfect for the one- and two-dipole configurations and expectedly get worse with increasing noise in the three- and four-dipole configurations. In all conditions, the average localization error remains below or slightly above 5 mm, which is the grid spacing in our simulations. In addition, we observed that the fewer cases where results happen to be not completely satisfactory appear to be more a consequence of the multi-modality of the distribution, and of the intrinsic limitations of any point estimation technique, rather than pointing to an actual failure of the sampling process. Therefore, we suggest that further work is necessary to better investigate multi-modality.

We also tested the developed method against a set of somatosensory data recorded from a healthy subject. We chose to use topographies taken from single time points, so as to compare the ASMC sampler with PF; to further validate our analysis, we also computed source estimates using two well-known inverse methods, dSPM and sLORETA. Results on experimental data suggest that the ASMC can correctly identify neural sources in real scenarios. All four methods provided consistent estimates of the stronger sources; in addition, the ASMC finds tiny sources that are neglected by the other three methods. All the sources localized by the ASMC appear to be in accordance with the results of [16], where the response to median-nerve stimulation is analysed by means of multi-dipole models.

Further work is clearly necessary to better assess the performance of the proposed method in real scenarios. For instance, it would be interesting to investigate the robustness of the solution with respect to (i) errors in the forward model and (ii) the number of particles used to approximate the posterior distribution. Furthermore, a systematic validation of the method with experimental data, including data in the frequency domain, is being carried on and will be the topic of a future publication.

From a mathematical viewpoint, one may ask whether and how it would be possible to exploit the linearity of the forward equation with respect to the dipole moment, like it was done for the particle filter with Rao–Blackwellization [2]. Preliminary results have been obtained in this direction and they look encouraging. In addition, the approach described in this paper could clearly be of interest in a number of different fields, where a sparse solution is desired and low-dimensional parametric models are available. Specifically, an application of the same methodology to an inverse problem in solar imaging [13] is currently ongoing.

More realistically, this work opens the possibility of applying Bayesian multi-dipole modelling to MEG data other than in the time domain. We reckon that our ASMC sampler represents a valuable alternative to dipole fitting algorithms, with the considerable advantages of providing an estimate of the number of sources and of not requiring careful initialization. We hope that our efforts can contribute to provide novel, powerful and statistically sound analysis tools to the MEG community.
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Appendix. Multi-dipole state space

The state space $\mathcal{X}$ of the neural currents has been defined in equation (2.3) as the variable-dimension model:

$$\mathcal{X} := \bigcup_{N_D=0}^{N_{\text{max}}} [N_D] \times \mathcal{X}(N_D).$$

The spaces $\mathcal{X}(N_D)$ are, in turn, set out as follows. First of all, $\mathcal{X}(N_D) := \emptyset$ for $N_D = 0$. Then $\mathcal{X}(N_D) := \mathcal{J}$ for $N_D = 1$, $\mathcal{J}$ being the state space of a single dipole.

On account of equation (2.2), $\mathcal{J}$ can be defined as the Cartesian product $\mathbb{N}_C \times \mathbb{P}^2(\mathbb{R}) \times \mathcal{K}$, where $\mathbb{N}_C := [1, N_C] \cap \mathbb{N}$ is the space of cell numbers, the real projective plane $\mathbb{P}^2(\mathbb{R})$ is the space of dipole directions and $\mathcal{K}$ is the space of dipole strengths, which may be either $\mathbb{R}$ or $\mathbb{C}$; in the simulations of sections 4 and 5, $\mathcal{K} := \mathbb{R}$. We recall that $\mathbb{P}^2(\mathbb{R})$ can be regarded as the quotient space of the 2-sphere by identifying any two antipodal points. Referring $\mathbb{R}^3$ to cylindrical coordinates $(\rho, \varphi, z)$, the Cartesian components of a point $\mathbf{u}$ in $\mathbb{P}^2(\mathbb{R})$ can thus be expressed as

$$u^1 = \sin(\arccos z) \cos \varphi$$
$$u^2 = \sin(\arccos z) \sin \varphi$$
$$u^3 = z,$$

with $z \in [0, 1]$ and $\varphi \in [0, 2\pi)$ if $z \neq 0$, $\varphi \in [0, \pi)$ if $z = 0$. The two coordinates $z$ and $\varphi$, in the ranges just specified, are used to express the Cartesian components (A.1) of the dipole direction $\mathbf{u}$. Summing up, the state of a single dipole is represented as the point $j = (c, z, \varphi, q) \in \mathcal{J}$.

To address the case $N_D > 1$, the first step is to consider the Cartesian product $\mathcal{J}^{N_D} := \mathcal{J} \times \ldots \times \mathcal{J}$ of $N_D$ copies of $\mathcal{J}$. A point of $\mathcal{J}^{N_D}$ consists in a vector $(j^{(1)}, \ldots, j^{(N_D)})$ where, for $d = 1, \ldots, N_D$, each $j^{(d)}$ is the quadruple $(c^{(d)}, \varphi^{(d)}, (\rho^{(d)}), q^{(d)})$. As pointed out in section 2.1, care must be taken for the concept of ‘number of dipoles $N_D$’ to be well posed: for this reason, the $N_D$ dipoles are constrained to be applied at different points. This entails subtracting from $\mathcal{J}^{N_D}$ the set

$$\mathcal{J}_{eq}^{N_D} := \{j^{(1)}, \ldots, j^{(N_D)}\} \in \mathcal{J}^{N_D} \mid \exists i, j \in \{1, \ldots, N_D\} : c(i) = c(j)\}$$

(A.2)

to obtain the new space $\mathcal{J}_{eq} := \mathcal{J}^{N_D} \setminus \mathcal{J}_{eq}^{N_D}$. Moreover, since the ordering in any $N_D$-ple of $\mathcal{J}_{eq}$ is physically meaningless, any two $N_D$-ples differing only by a permutation of their components $j^{(d)}$ are identified. This amounts to setting onto $\mathcal{J}_{eq}$ the equivalence relation induced by the action of the symmetric group $S_{N_D}$. The resulting quotient space $\mathcal{J}_{eq}/\sim$ is eventually the appropriate choice for the space $\mathcal{X}(N_D)$. An equivalence class in $\mathcal{J}_{eq}/\sim$ is denoted by $j_{eq}$. Note that, for $N_D = 0$, $\mathcal{J}_{eq}/\sim = \emptyset$ and, for $N_D = 1$, $\mathcal{J}_{eq}/\sim = \mathcal{J}$, which is consistent with the previous settings.

As a result of the above investigation, the state space of neural currents is defined as the following disjoint union:

$$\mathcal{X} := \bigcup_{N_D=0}^{N_{\text{max}}} [N_D] \times \mathcal{J}_{eq}/\sim.$$
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