A new framework for computing a general local self-diffusion coefficient using statistical mechanics
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Abstract

Widely applicable, modified Green-Kubo expressions for the local diffusion coefficient ($D_l$) are obtained using linear response theory. In contrast to past definitions in use, these expressions are statistical mechanical results. Molecular simulations of systems with anisotropic diffusion and an inhomogeneous density profile confirm the validity of the results. Diffusion coefficients determined from different expressions in terms of currents and velocity correlations agree in the limit of large systems. Furthermore, they apply to arbitrarily small local regions, making them readily applicable to nanoscale and inhomogeneous systems where knowledge of $D_l$ is important.
1 Introduction

The accurate determination of local transport phenomena is of great importance to chemical science. This is because local behavior in a heterogeneous system may be significantly different to the behavior in a bulk system, meaning it is dependent on spatial position. Consequently, position-dependent diffusivity is very important in a wide variety of applications, including the design of energy storage devices, where ionic conductivity through separators and at interfaces is relevant, in heterogeneously catalysed reactions where surface diffusion differs from the bulk, and in consideration of transport mechanisms in biological cells. The approaches outlined in this paper can be applied to study of different diffusion coefficients, but here we focus on self-diffusion coefficients.

The characterisation of local properties in inhomogeneous systems requires a larger system to be divided into local regions of interest. Whilst expressions for the local viscosity and thermal conductivity have been determined and applied, defining local diffusion coefficients has posed particular problems as the diffusing particles will move between different local regions, creating ambiguity as to which particles should be chosen as belonging to a local region as the particles move. In molecular dynamics (MD) simulations, the bulk self-diffusion coefficients of inhomogeneous and confined liquid systems are usually calculated using the mean-squared displacement (MSD) of the particles with time, or from the integral of the velocity autocorrelation function (VACF). However, directly applying the MSD or VACF expressions to small sections of a system is generally not possible because particles move between regions in the period of measurement of the MSD, or the time for convergence of the integral of the VACF, requiring some choice of the observed time frame, or criteria to define particles belonging to the local region. Consequently, different results will be obtained depending on which particle trajectories are included in the ensemble average.

There have been various modified Green-Kubo relations proposed to measure local diffusion coefficients. For example, Buhn et al. define a local diffusion coefficient by including the velocity correlations of the particles that start in the local region at the time origin, which
they justify based on number of particles moving outside the local region within the correlation time as being negligible. Another example is in Chilukoti et al., where they defined the local self-diffusion coefficients of layers of liquid-vapor interfaces by integrating velocity correlations of molecules that stayed continuously within the layer for the whole time period observed. A third example is in Braga et al., where they define the diffusion coefficient by including correlations of particles that are in the local region at the initial time and at the time of interest, but do not require the molecules to stay within the layer the whole time.

There have also been examples of modified calculations of MSDs to calculate local self-diffusion coefficients which have largely been applied in the directions parallel to an interface. However, an issue with applying a local MSD is that if the region is small, many of the molecules will leave the region before the mean-squared displacement reaches the linear regime, or that many of the particles will leave the local region in the measured time. To remedy this, others have used a survival probability, which effectively scales the value of the MSD based on the probability of a particle of staying within the local region.

There have also been examples of local self-diffusion coefficients using methods other than the Green-Kubo and Einstein expressions. Liu et al. developed a dual simulation method which combines molecular dynamics and Langevin dynamics by fitting the calculated Langevin survival probability to the MD calculated survival probability to determine a diffusion coefficient near an interface. Another example in Zaragoza et al. uses a modified Stokes-Einstein equation to calculate the viscosity of confined systems and to calculate the local diffusion coefficients in a carbon slit and nanotube.

As shown above, there have been many methods have been proposed to measure local-self diffusion coefficients, which have required some choice of the particles included, direction of diffusion, or choice of boundary conditions for the measurement of the diffusion coefficient. It is therefore desirable to have a clearly defined statistical mechanical result which is easily implementable in molecular dynamics simulations. This is the goal of this manuscript.

The Green-Kubo (GK) expression for the self-diffusion coefficient, \( D \), of a bulk liquid is
given by the long time integral of correlations in the particle velocities:

\[ D = \lim_{t \to \infty} \frac{1}{3N} \int_0^t ds \langle \mathbf{v}(0) \cdot \mathbf{v}(s) \rangle, \]  

(1)

where \( N \) is the number of particles, \( \langle ... \rangle \) denotes an ensemble average and \( \mathbf{v} \) is the vector of velocities of all the particles. It has been shown that the GK relation can be obtained from a more general theorem for nonequilibrium systems, called the dissipation theorem.\textsuperscript{21} In this manuscript we derive a GK-like expression for the local self-diffusion coefficient from the dissipation theorem, and discover that correlations between local and global quantities must be considered. We rigorously test our expression in molecular dynamics simulations of homogeneous systems, where the local self-diffusion coefficient, \( D_l \), is expected to agree with the self-diffusion coefficient of the whole system, and confirm that our result is independent of the shape and size of the local region compared to the whole system. We then calculate \( D_l \) in a single-component liquid with an inhomogeneous density, and show that its values are reasonable in comparison to homogeneous systems of equivalent average densities.

2 Theoretical Background: Green-Kubo Relations and the Dissipation Theorem

The Green-Kubo relations enable linear transport coefficients to be measured through correlation functions at equilibrium. In this section, the relationship between the dissipation theorem and the GK relations that has already been established\textsuperscript{21} will be summarized.

Consider an \( N \)-particle system with nonequilibrium dynamics described by the following
‘color conductivity’ equations of motion:

\[ \dot{q}_i = \frac{p_i}{m} \]

\[ \dot{p}_i = F_{I,i} + c_i F_c - \eta p_i \]

\[ \dot{\eta} = \frac{1}{Q} \left( \frac{\sum_i p_i \cdot p_i}{m} - \frac{3N - 3}{\beta} \right) \],

where \( m \) is the particle mass (assumed here to be the same for all particles for simplicity, but this is readily generalized), \( F_{I,i} \) is the total interparticle force on particle \( i \), \( F_c \) is the color field which drives the flow in the system, and \( c_i \) is the color charge coupling particles to the color field. The term \( \eta \) is a thermostating variable for the Nosé-Hoover thermostat, \( Q \) is the mass of the thermostat, \( \beta = 1/k_B T \) and \( k_B \) is the Boltzmann constant.

In earlier work, it was shown how the GK relations can be obtained from a special case of the transient-time correlation function (TTCF) formalism, which is part of a more general theorem for nonequilibrium systems, called the dissipation theorem (DT). The DT demonstrates that the ensemble average of an arbitrary phase function, \( B(\Gamma(t)) \), can be related to its initial value \( \langle B(\Gamma(0)) \rangle \) and the integral of its correlation with the dissipation function, \( \Omega(\Gamma(t)) \):

\[ \langle B(\Gamma(t)) \rangle = \langle B(\Gamma(0)) \rangle + \int_0^t ds \langle \Omega(\Gamma(0)) B(\Gamma(s)) \rangle, \]

where \( \Gamma \equiv \{ \Gamma_1, \Gamma_2, ..., \Gamma_N \} \equiv \{ p_1, q_1, p_2, q_2, ..., p_N, q_N \} \) is the phase space vector. Here, the vectors for \( q_i \) and \( p_i \) represent the positions and momenta of the \( i \)th particle. Note that the ensemble average is with respect to the initial distribution function.

For a system starting in canonical equilibrium, the dissipation function, \( \Omega(\Gamma(t)) \), can be defined as:

\[ \Omega(\Gamma(t)) = \frac{dH(\Gamma(t))}{dt} - \Lambda(\Gamma(t)), \]

where \( H \) is internal energy of the system, and \( \Lambda(\Gamma(t)) \) is phase space compressibility, which
is zero for Hamiltonian dynamics. The dissipation function is zero at all phase points in an equilibrium system. For the system considered here, the dissipation function can be written in terms of the color current, $J(t)$:

$$\Omega(\Gamma(t)) = N\beta J(t) \cdot F_c,$$

(5)

where the color current is defined as

$$J(t) = \frac{1}{N} \sum_i c_i v_i.$$  

(6)

Here $v_i$ denotes the velocity of particle $i$ in the direction of the applied color field, and we set $c_i = (-1)^i$ in this work.

If the field is applied in one direction, $\alpha$ ($\alpha = x, y$ or $z$), with magnitude $F_c$, then substituting equation (5) into equation (3) for the phase variable $B = J_\alpha$, we obtain:

$$\langle J_\alpha(t) \rangle = N\beta F_c \int_0^t ds \langle J_\alpha(0) J_\alpha(s) \rangle,$$

(7)

where $t$ is the time after application of the color field to the equilibrium system. Equation (7) is the TTCF expression for the color current. In limit $F_c \to 0$, the ensemble average on the right hand side becomes the ensemble average of the equilibrium system (i.e. both the ensemble and the dynamics are equilibrium). As shown in Section 1.1 of the Supporting Information, in the large system limit, $N \langle J_\alpha(0) J_\alpha(t) \rangle = \langle v_{\alpha,i}(0) v_{\alpha,i}(t) \rangle$ so the results obtained from the color current autocorrelation function and the velocity autocorrelation function become equal. Then

$$\lim_{F_c \to 0} \lim_{t \to \infty} \frac{\langle J_\alpha \rangle}{\beta F_c} = N \int_0^\infty ds \langle J_\alpha(0) J_\alpha(s) \rangle_{eq}$$

$$= \frac{1}{N} \sum_{i=1}^N \int_0^\infty ds \langle v_{\alpha,i}(0) v_{\alpha,i}(s) \rangle_{eq} = D_\alpha.$$  

(8)
This demonstrates that $D_\alpha$ can be determined from the correlations at equilibrium, and also from the nonequilibrium linear response of the color current.

3 Local Self-Diffusion Coefficient

Since the DT is true for arbitrary phase functions it can be rigorously applied to a local phase function $B_l$, that is only dependent on $\Gamma_i$ for particles $i$ in the local region, to give a local TTCF expression. It has been applied to simple bulk and confined liquid systems with an applied color field to measure the local color current,$^{26,27}$ and provides a means to determine changes in a phase variable for a local region of a system:

$$
\langle B_l(\Gamma(t)) \rangle = \langle B_l(\Gamma(0)) \rangle + \int_0^t ds \langle \Omega(\Gamma(0))B_l(\Gamma(s)) \rangle.
$$

(9)

Since $\Omega(\Gamma(0))$ depends on $\Gamma_i$ of all particles (i.e. it is a global function) it was revealed that if the current was determined using purely local correlations, the values obtained would depend on the size of the local region and the correlation length.$^{26}$ This result is important for the calculation of local properties, as it quantifies the error associated with excluding the correlations with particles outside the local region when determining the local properties.

We define a local color current:

$$
J_l(t) = \frac{1}{N_l} \sum_i c_i v_i(t) S(q_i(t)),
$$

(10)

where $S(q_i(t))$ is a switch which is equal to 1 if particle $i$ is in the local region $l$, and 0 if the particle is outside $l$, $N_l = \langle N_t(t) \rangle$ and is the ensemble average number of particles in $l$ at time $t$. Substituting $J_l(t)$ for $B_l(\Gamma(t))$ into equation (9) and using (5) gives,

$$
\langle J_{\alpha,l}(t) \rangle = \langle J_{\alpha,l}(0) \rangle + N_\beta F_c \int_0^t ds \langle J_{\alpha}(0)J_{\alpha,l}(s) \rangle,
$$

(11)
where \( \langle J_{\alpha,l}(0) \rangle = 0 \) because the system is at equilibrium and we obtain an expression for the response of the local color current in terms of a ‘global-local’ correlation function. Using the same reasoning used to give equation (8), a local self-diffusion coefficient, \( D_l \), can be defined.

This assumes that \( D_l \) has the same dependence on the response of the local color current as \( D \) has on the global current. Then,

\[
D_{\alpha,l} \equiv \lim_{F_c \to 0} \lim_{t \to \infty} \frac{\langle J_{\alpha,l}(t) \rangle}{\beta F_c} = N \int_0^\infty ds \langle J_{\alpha}(0)J_{\alpha,l}(s) \rangle_{eq}
\]

\[
= \frac{1}{N} \sum_{i=1}^N \int_0^\infty ds \langle v_{\alpha,i}(0) v_{\alpha,i,l}(s) \rangle_{eq}
\]

\[
= \frac{1}{N} \sum_{i=1}^N \int_0^\infty ds \langle v_{\alpha,i,l}(0) v_{\alpha,i}(s) \rangle_{eq},
\]

where \( \langle v_{\alpha,i}(0) v_{\alpha,i,l}(s) \rangle \equiv N/N_l \langle v_{\alpha,i}(0) v_{\alpha,i}(s) S(q_i(s)) \rangle \). The second equality in (12) is derived in Section 1.1 of the Supporting Information, where it is shown that although it is only valid in the large \( N \) limit, it is not necessary for \( N_l \) to be large. The last equality is derived in Section 1.3 of the Supporting Information and shows that the switch may be applied at the initial time, so that the correlation function contains contributions from the same set of particles for all times. Because we focus on the self-diffusion coefficient exclusively in this paper, we subsequently refer to it as the diffusion coefficient; and we refer to the diffusion coefficient of the whole system as the ‘global diffusion coefficient’. While (12) shows that the local diffusion coefficient is a function of the correlations between the local and global color currents, this expression fortunately reduces to the velocity correlation function of particles chosen to be in some local region at the initial time, which can be calculated in practice without full knowledge of the whole system.

It is important to note here that though a local region must be defined to apply the equations in (12), that the behaviour of particles outside the local region is included in the global terms in each of the equalities. That is, the correlations of particles within the local region and outside it are taken into account and the particles are able to freely leave the
region. By this definition, this implies that there is always some nonlocal dependence of the local self-diffusion coefficient which will depend on the correlation time of the particles in question. If particles were unable to leave, they would not be able to travel far enough to achieve diffusive behaviour.

4 Simulation Methods

In this work, we carry out equilibrium simulations using an in-house nonequilibrium MD code. Equilibrium simulations were carried out in the canonical ensemble to evaluate global and local diffusion coefficients defined by (8) and (12). The equations of motion are given by (2) with \( F_c = 0 \). Interparticle interactions are treated with a 12-6 Lennard-Jones potential with a cutoff of \( r_{\text{cut}} = 2.5 \), so the value of the interaction potential is 0 for \( r_{ij} > r_{\text{cut}} \). Throughout this manuscript, Lennard-Jones reduced units are used with \( \epsilon, \sigma \) and \( m = 1 \). The temperature is \( T = 1.0 \) in all cases, the particle density is \( \rho = 0.80 \) for the homogeneous liquid in the cubic and non-cubic simulation cells where the number of particles, \( N \), is 2048 for the cubic system and 4096 for the non-cubic system.

In a separate section of this manuscript, we simulate an inhomogeneous system. To create a single-component inhomogeneous system, a sinusoidal force was applied in the \( x \) direction of the cubic simulation cell of length \( L_x = 14.30 \), by adding a term \( \sin(2\pi x/L_x) \) to the momentum equation of motion in equation (2), resulting in a non-uniform density profile, where the average particle density is \( \rho = 0.70 \) and \( N = 2048 \).

A Nosé-Hoover thermostat of mass \( Q = 50 \) is used to sample the canonical ensemble and a 4th order Runge-Kutta scheme is employed to integrate the equations of motion with a time step \( dt = 0.002 \). Periodic boundary conditions are applied in the three Cartesian directions. All liquids are initialized with the particles on face-centered cubic lattices and then equilibrated for 50,000 timesteps. New time origins for the correlation functions are selected every 500 timesteps thereafter and a time-reversal mapping is used to obtain two
starting phase points for the trajectories to ensure the numerical evaluation of $\langle v_{\alpha,i}(0) \rangle$ is 0.

5 Demonstration of the Local Diffusion Coefficient

5.1 Homogeneous System with Isotropic Diffusion

A homogeneous liquid system was simulated in a cubic simulation box (length 13.68) (see Figure 1). In this case, the value of $D_l$ is expected to be equal to the global bulk diffusion coefficient for a box of this size, irrespective of the size and shape of the local region. A local region, $l$, was defined with dimensions $x = 1$ and $y = z = 13.68$. An illustration of the local region and the system is shown in the inset of Figure 2.

![Figure 1: The systems and local regions that were investigated in this work. For all systems, $\rho = 0.80$. For the cubic system, $N = 2048$. The dimensions of the cubic system were $x = y = z = 13.68$ (shown bottom right). The dimensions of the region $l$ in the cubic system is $x = 1.00$, and $y = z = 13.68$. For the anisotropic system, $N = 4096$, $z/x = y/x = 0.5$ and $x = 27.36$, $y = z = 13.68$. Pictured are the three local regions which were explored in this study, $l_1$, $l_2$, and $l_3$. Dimensions of $l_1$ are $x = 2.00$, $y = z = 13.68$, of $l_2$ are $x = 27.36$, $y = 13.68$, $z = 2.00$, and $l_3$ are $x = z = 2.00$, $y = 13.68$.](image)

It can be seen that $D_{x,l}$ given by the local color current and local velocities agrees with $D_x$, as the integrals of the time correlations overlap with the global values within error bars, shown in Figure 2. This agreement is the same in all directions (see Figure S1 of the Supporting Information), which demonstrates that $D_{\alpha,l}$ in this case is independent of the dimensions of the local box, despite the $x$ dimension of this local region being much smaller.
than the $y$ and $z$ dimensions. Furthermore, it can be seen that although the results obtained for $D_{\alpha,l}$ from the correlations of the color current agree with the other expressions, they are much noisier than the velocity correlation results. This is expected, as discussed in Section 1.2 of the Supporting Information.

5.2 Homogeneous System with Anisotropic Diffusion

For a system with an anisotropic simulation box it is expected that the global diffusion coefficient may be anisotropic due to finite-size effects. We simulated a square-cuboid periodic simulation cell, where $z/x = y/x = 0.5$, and found that $D_x < D_y = D_z$. However, since this anisotropic system is homogeneous, it is expected that the local diffusion coefficients in any region should still match the global diffusion coefficient. It is important to note that the finite size effects that we refer to here are those that apply to the whole simulation cell due to the interaction of the simulation with its periodic images. They are a feature of all periodic simulations, and are not due to the finite size of local regions we consider when measuring the local diffusion coefficient. Although it is possible to correct for finite-size...
effects in the calculation of bulk diffusion coefficients, the corresponding correction for local diffusion coefficients is unknown, and so we present all diffusion coefficients uncorrected.

We define three local regions, \( l1, l2 \) and \( l3 \) which occupy different proportions of the full simulation cell. We find that the calculated local diffusion coefficients are indeed independent of the size and shape of the local regions, but instead depend on the geometry of the full simulation box, \( D_{\alpha,l} = D_{\alpha} \) for all differently sized and shaped regions (see Table 1 and Figures S2 and S3 of the Supporting Information for details of the calculation). The anisotropy of the global diffusion coefficients is reflected in the local values even for very small local regions, indicating that our local expression is ideal for measuring extremely localized or anisotropic behavior.

**Table 1:** Diffusion coefficients \( (D_l) \) in local regions \( l1- l3 \) of a liquid system with anisotropic diffusion, calculated using the velocity autocorrelations.

| Box\( ^a \) | Dimensions | \( D_l \) \( (10^{-2}) \) |
|---|---|---|
| | \( x \) | \( y \) | \( z \) | \( D_{x,l} \) | \( D_{y,l} \) | \( D_{z,l} \) |
| global\( ^b \) | 27.36 | 13.68 | 13.68 | 6.86 | 7.08 | 7.08 |
| 1 | 2.00 | 13.68 | 13.68 | 6.87(1) | 7.07(1) | 7.08(1) |
| 2 | 27.36 | 13.68 | 2.00 | 6.86 | 7.08 | 7.08 |
| 3 | 2.00 | 2.00 | 13.68 | 6.87(1) | 7.10(2) | 7.09(1) |

\( ^a \) Diagrams of the local regions are presented in Figure 1; \( ^b \) For the global region \( D_l = D; \) \( ^c \) The numbers in brackets are the errors in the last reported decimal place, and errors are determined as one standard error in the mean. If no bracketed number is given, the statistical error is less than 0.01.

When the color current correlation functions are used to calculate \( D_{\alpha,l} \) instead of velocity correlations, the error bars are large, but \( D_{\alpha,l} \) and \( D_{\alpha} \) still agree to within statistical error. This appears to be independent of the box volume compared to the full volume and is correct even when two of the dimensions are short compared to the dimension of the full system, so the number of particles in the regions are far fewer than the total system. Comparing the relative error bars in the results using color current correlation functions (Figures S2 and S3 of the Supplementary Information), it appears that the size of the error bars is related to the number of particles, irrespective of the region shape, which is consistent with the arguments in Section 1.2 of the Supplementary Material.
5.3 Inhomogeneous Liquid System

A crucial feature of a useful local diffusion coefficient is that its value must vary locally in an inhomogeneous system. To create a single-component inhomogeneous system, a sinusoidal force was applied in the $x$ direction of the cubic simulation cell of length $L_x = 14.30$, by adding a term $\sin(2\pi x/L_x)$ to the momentum equation of motion in \(\text{(2)}\), resulting in a non-uniform density profile, shown in Figure 3 and plotted in orange in Figure 4a.

**Figure 3:** A snapshot of the atoms in the inhomogeneous cubic system. Periodic images in the $x$ and $y$ directions are shown with the blue box showing the unit cell. For this system $N = 2048$ and the average density is $\rho = 0.70$. The dimensions of the cubic system were $x = y = z = 14.30$. The density profile was formed by application of a sinusoidal force in the $x$ direction: $F_{\sin} = \sin(2\pi x/L_x)$, where $L_x = 14.3$.

The local diffusion coefficient decreases consistently with increasing density, as shown in Figure 4a. For comparison, we simulated three homogeneous liquid systems which had densities similar to the low density region ($l1$: $\rho = 0.37$), medium density region ($l2$: $\rho = 0.54$) and the high density region ($l7$: $\rho = 0.87$) of the inhomogeneous system. The diffusion coefficients in these systems are similar to the local diffusion coefficients in regions 1,2 and 7 in the inhomogeneous system, seen from the integrals of the velocity correlation functions in Figure 4c, indicating that the calculated local diffusion coefficients are reasonable.

It is important to note that the time correlations in Figures 4b and 4c with corresponding colors and densities are not expected to exactly agree. This is because the values of the time
Figure 4: (a) Density profile (orange diamonds) and local diffusion coefficient (teal circles) in the $x$ direction of a liquid system with a sinusoidal force applied $F_{\text{sin}} = \sin(2\pi x/L_x)$, where $L_x = 14.3$ is the length of the $x$ dimension. The local regions that are investigated have dimension $\Delta x = 1.00$, $\Delta y = 14.30$, $\Delta z = 14.30$ and are labeled from $l1$ to $l7$ as $x = 0...7$. (b) shows the integrals of velocity time correlation functions required for calculations of $D_{x,l}$ in the inhomogeneous system and (c) $D_x$ in the homogeneous liquid systems with various densities. The density of each system was chosen to match the average density of a local region: $l1$: $\rho = 0.37$, $l2$: $\rho = 0.54$, and $l7$: $\rho = 0.87$. The curve colors match the corresponding local region in (b).

Integrals in Figure 4b are from local regions with an average local density shown in Figure 4a, whereas in Figure 4c, they are based on time integrals of homogeneous systems, so the density is the same everywhere in the box. Region $l1$ (in red) with an local average density of 0.38 will have regions within it that are slightly more dense and less dense than 0.38, and furthermore, these particles will go outside the region in the correlation time, which has a different density. This is different to the homogeneous system with $\rho = 0.38$, where the density is uniform. Therefore, depending on the correlation time, the values for the diffusion coefficient may be similar, or significantly different comparing a local region of an inhomogeneous system and a homogeneous system of the same density. However, one would expect in a high density region, the gap between these would decrease, because the correlations of the particles will decay before they interact with regions of different density, which we compare by highlighting the orange lines in Figures 4b and c.

In the inhomogeneous system, the functional form of the integral of the correlation function in $l7$ appears to be that of a liquid, with a peak before plateauing to its limiting behavior, and notably is comparable in both shape and magnitude to the high-density homogeneous
system. In the lower density region \( l1 \), the functional form indicates that the fluid is gas-like, and has a similar shape to the low-density homogeneous system, but a quantitative match is not observed in this case. This difference can be attributed to the fact that the density gradient is high so the density across \( l1 \) varies greatly. This demonstrates that the dependence of the diffusion coefficient on the density is not linear and illustrates why accurate methods are required to measure local diffusion coefficients.

There is an anisotropy in the global diffusion such that \( D_x \) is lower than \( D_y \) and \( D_z \), which coincide (shown in Figure S4). Comparing the local diffusion coefficients in the \( x \) direction with the \( y \) and \( z \) directions (plotted in Figure S5), we find that the \( y \) and the \( z \) directions have higher diffusion coefficients, which however are still lower than the homogeneous systems. This can be attributed to the direction of motion relative to the density gradient in the region. For a particle moving in the \( x \) direction, the density gradient changes sharply during the correlation time. The density is homogeneous along the \( y \) and \( z \) directions, so if the particles move along the Cartesian direction for most of the correlation time, their behavior will be more comparable to the homogeneous system.

6 Conclusions

In this research work, we have extended previous studies of the local TTCF to demonstrate that it is possible to define a local diffusion coefficient through a modified Green-Kubo expression. We demonstrate that the results calculated using this expression agree with those obtained for the global diffusion coefficient using the definitions of the local color current and single-particle velocity correlations, within the statistical error. Furthermore, this definition is independent of the shape and size of the local region and the statistical errors are dependent on the number of particles in the region. Unlike previously proposed definitions, the choice of particles to include in the correlation functions is fully prescribed by the theory, and arbitrary choices are not necessary, making the definition valid for any type
of inhomogeneity explored and for any arbitrary region, $l$. This means that the user could define, for example a region of a monolayer of a gas or region extending a certain depth from a surface, which makes this method valuable for investigating local self-diffusion coefficients using molecular dynamics simulations.

We note that in cases where anomalous diffusion occurs, the integrals of the correlation functions will decay to zero (subdiffusive) or not converge (superdiffusive) just as occurs for standard Green-Kubo relations in bulk systems. Similar extensions that are applied for global diffusivity will be required to treat such systems locally.\textsuperscript{31–33} In the systems studied here, this is not an issue. However, for other systems examination of the convergence of the integrals could be used to identify regions of the system where diffusion is anomalous.

In a proof-of-concept, we show that the local velocity correlations can be used to give local diffusion coefficients that are plausible based on their comparison with homogeneous systems of equivalent density to the local region. Therefore, equilibrium simulations can be used to measure linear transport coefficients in molecular dynamics simulation and can be readily applied to measure nanoscale phenomena in simulations. However, we note that although the diffusion coefficients in local regions are similar to those of a bulk system with the same average density, they are not the same. The differences reflect the fact that the distribution of velocities in a local region of a highly inhomogeneous system will not be the same as in a bulk system and demonstrates the need for a local expression that properly captures this difference. Conveniently, the new expression for the local diffusion coefficient is easy to implement in the post-processing of simulation data.
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SUPPLEMENTARY INFORMATION

1 Supplementary theory

1.1 Equivalence of local color current and velocity autocorrelations

in the large system limit

Consider the local color current,

\[ J_{x,l}(t) = \frac{\sum_{i} c_{i} v_{xi}(t) S_{l}(q_{i}(t))}{N_{l}} \]  

(S1)

where \( S_{l}(q_{i}(t)) \) is a switch which is 1 when particle \( i \) is in the bin of interest, and 0 when it is not, and \( N_{l} \) is the average number of particles in the bin. This will give the global color current when there is a single bin, in which case \( S_{l}(q_{i}(t)) = 1, \forall i, t \) and \( N_{l} = N \). The time correlation function of the color current at time 0 and the local color current at time \( t \) is then given by,

\[ NN_{l}\langle J_{x}(0)J_{x,l}(t) \rangle = \left\langle \sum_{i}^{N} c_{i} v_{xi}(0) \sum_{j}^{N} c_{j} v_{xj}(t) S_{l}(q_{j}(t)) \right\rangle \]  

(S2)

\[ = \sum_{i}^{N} \sum_{j}^{N} c_{i} c_{j} \langle v_{xi}(0)v_{xj}(t)S_{l}(q_{j}(t)) \rangle \]  

(S3)

\[ = \langle v_{x1}(0)v_{x1}(t)S_{l}(q_{1}(t)) \rangle \sum_{i}^{N} c_{i}^{2} \]

\[ + \langle v_{x1}(0)v_{x2}(t)S_{l}(q_{2}(t)) \rangle \sum_{i}^{N} \sum_{j \neq i}^{N} c_{i} c_{j} \]  

(S4)

where the last equality can be made if all particles are identical except for their color label.

If \( c_{i} = (-1)^{i} \) and \( N \) is even then substituting into (S4) and dividing by \( N \) gives, for all
such that $i \neq j$,

$$N_l\langle J_x(0)J_{x,l}(t) \rangle = \langle v_{xi}(0)v_{xi}(t)S_l(q_i(t)) \rangle - \langle v_{xi}(0)v_{xj}(t)S_l(q_j(t)) \rangle.$$ \hfill (S5)

Now consider the case where $\sum_i^N v_{x,i} = 0$ (that is, no streaming velocity). Then,

$$\langle v_{xi}(0)v_{xj}(t)S_l(q_j(t)) \rangle = -\langle \sum_{k \neq i} v_{xk}(0)v_{xj}(t)S_l(q_j(t)) \rangle.$$ \hfill (S6)

Rearranging,

$$\langle v_{xi}(0)v_{xj}(t)S_l(q_j(t)) \rangle = -\frac{1}{N-1} \langle v_{xi}(0)v_{xi}(t)S_l(q_i(t)) \rangle.$$ \hfill (S9)

Substituting into (S5),

$$N_l\langle J_x(0)J_{x,l}(t) \rangle = \left(1 + \frac{1}{N-1}\right) \langle v_{xi}(0)v_{xi}(t)S_l(q_i(t)) \rangle, \; \forall i$$ \hfill (S10)

and in the large $N$ limit,

$$N_l\langle J_x(0)J_{x,l}(t) \rangle = \langle v_{xi}(0)v_{xi}(t)S_l(q_i(t)) \rangle, \; \forall i.$$ \hfill (S11)

If we have a case where $\sum_i^N v_{x,i} \neq 0$ but $\left\langle \sum_i^N v_{x,i} \right\rangle = 0$, we can observe that the velocity of a particle can only be correlated with other particles within the same sound cone. In the thermodynamic limit, there will be infinitely more particles outside the sound cone than within it and therefore if the particles are indistinguishable, $\langle v_{xi}(0)v_{xj}(t)S_l(q_j(t)) \rangle = 0$ as $N \to \infty$, and (S11) is obtained from (S5) directly.
The local diffusion coefficient is,

\[ D_{x,l} = N \int_0^\infty ds \langle J_x(0)J_{x,l}(s) \rangle \]  

(\text{S12})

\[ = \frac{N}{N_l} \int_0^\infty ds \langle v_{x,i}(0)v_{x,i}(s)S_i(q_i(s)) \rangle \]  

(\text{S13})

\[ = \int_0^\infty ds \langle v_{x,i}(0)v_{x,i}(s) \rangle \]  

(\text{S14})

where \( \langle v_{x,i}(0)v_{x,i}(s) \rangle \equiv N/N_l \langle v_{x,i}(0)v_{x,i}(s)S_i(q_i(s)) \rangle \)

1.2 Comment on statistical errors

Consider the case where there is one bin \((N_l = N)\). If (S3) is used to evaluate the correlations, a sum over \(N(N-1)\) terms \(\pm \langle v_{x_i}(0)v_{x_j}(t)S_i(q_j(t)) \rangle, i \neq j\) is carried out. If the distribution of the values from the \(M\) samples has a variance \(\sigma_M^2\), the sum of these terms will have variance \(N(N-1)\sigma_M^2\), and a standard deviation \(\sqrt{N(N-1)} \sigma_M\). As evident from (S3), this is divided by \(N_l\) so the contribution to the standard deviation of \(D\) will be \(\sqrt{(N-1)/N} \sigma_M\).

In contrast, using similar arguments, the standard deviation due to only the diagonal terms, \(\langle v_{x_i}(0)v_{x_i}(t)S_i(q_i(t)) \rangle\), will shrink as \(\sqrt{1/N} \sigma_M\). When \(N_l \neq N\), there will be \(N_l(N-1)\) terms \(\langle v_{x_i}(0)v_{x_j}(t)S_j(q_j(t)) \rangle\) that are not identically zero for finite \(M\), and the sum of these terms will have a variance of approximately \(N_l(N-1)\sigma_M^2\) and standard deviation of \(\sqrt{N_l(N-1)} \sigma_M\). Therefore, using (S3), the standard deviation due to this contribution to \(D\) will be \(\sqrt{(N-1)/N_l} \sigma_M\) whereas the contribution from the diagonal terms will shrink as \(\sqrt{1/N_l} \sigma_M\).

This makes it very difficult to numerically determine the self diffusion coefficient from the color current time autocorrelation function as the error does not drop as the number of particles does, and even more difficult for local regions where the error increases with the number of particles in the system if \(N_l\) remains fixed. This means that the number of samples needs to increase with the number of particles in the system if the same statistical error is to be obtained. This is not a problem when the velocity time autocorrelation function is
used, with the statistical error in the global and local diffusion coefficients dropping when
the number of particles in the system or bin increase, respectively.

1.3 Equivalence of global-local and local-global correlation functions

We can write the velocity correlation function in (12) of the main text as a phase space
integral

\[ \langle v_{\alpha,i}(0)v_{\alpha,i,l}(t) \rangle_{\text{eq}} = \int dS^t \Gamma f(S^t \Gamma)v_{\alpha,i}(\Gamma)v_{\alpha,i}(S^t \Gamma)S_i(S^t \Gamma) \]  

(S15)

where \( S^t \) is the propagator which advances the phase space position forwards in time by a
duration \( t \) according to the equations of motion (not to be confused with the switch function \( S_i \)). The phase space distribution function \( f \) is not explicitly time dependent because we
consider a system at equilibrium. The equilibrium distribution is time reversal symmetric,
so \( f(S^t \Gamma) = f(M^T S^t \Gamma) \), where \( M^T \) is the time reversal map, \( M^T(q,p) = (q, -p) \). Velocities
are reversed under time reversal, so \( v_{\alpha,i}(M^T S^t \Gamma) = -v_{\alpha,i}(S^t \Gamma) \). The switch function depends
only on position, so \( S_i(M^T S^t \Gamma) = S_i(S^t \Gamma) \). The equations of motion are time reversible,
\( M^T S^t M^T S^t \Gamma = \Gamma \), so \( v_{\alpha,i}(M^T S^t M^T S^t \Gamma) = v_{\alpha,i}(\Gamma) \). Therefore, \( v_{\alpha,i}(S^t M^T S^t \Gamma) = -v_{\alpha,i}(\Gamma) \). Then subtittuting into (S15),

\[ \langle v_{\alpha,i}(0)v_{\alpha,i,l}(t) \rangle_{\text{eq}} = \int dS^* \Gamma f(S^* \Gamma)v_{\alpha,i}(S^* M^T S^t \Gamma)v_{\alpha,i}(M^T S^t \Gamma)S_i(M^T S^t \Gamma). \]  

(S16)

Let \( \Gamma^* = M^T S^t \Gamma \). Since the Jacobian of the time reversal map is one, \( dS^t \Gamma = dM^T \Gamma^* = d\Gamma^* \). Now,

\[ \langle v_{\alpha,i}(0)v_{\alpha,i,l}(t) \rangle_{\text{eq}} = \int d\Gamma^* f(\Gamma^*)v_{\alpha,i}(S^t \Gamma^*)v_{\alpha,i}(\Gamma^*)S_i(\Gamma^*) \]  

(S17)

\[ = \langle v_{\alpha,i}(0)v_{\alpha,i}(t) \rangle_{\text{eq}}, \]  

(S18)
Since $t$ is arbitrary, this is true for all times in the integral in (12) of the main text.
2 Supplementary Figures

Figure S1: Integrals of the time correlation functions which converge to give the components of the diffusion coefficients at long times in the homogeneous cubic system presented in Figure S1. (a) Results obtained using the global velocity autocorrelations. Note that integrals used to determine $D_x$, $D_y$ and $D_z$ overlap, as expected for the cubic system. (b)-(c) Results obtained using the global and local-global correlations in the color current and the velocity with equations (8) and (12). The asymptotic results give the diffusion coefficients for (b) the $y$ direction and (c) the $z$ direction. The error bars in light orange show the value of 1 standard error in the mean of the result obtained from correlations of the local color current. Note that the true value of $D$ is the long time limit of each integral, but these simulations are run for finite time. It can be seen that the results obtained using the color current are noisier, however approach the same value of $D_y$ and $D_z$, respectively.
Figure S2: Integrals of the time correlation functions which converge to give the $x$, $y$ and $z$-components of the diffusion coefficients at long times for the non-cubic homogeneous system presented in Figure S1. The results were obtained using the global velocity autocorrelations. It can be seen that the predicted value of $D_x$ is lower than $D_y$ which is equal to $D_z$, and the curves of the data in the $y$ and $z$ directions overlap. The anisotropy of the diffusion is due to the different system size effects in the $x$ direction than in the $y$ and $z$ directions in this non-cubic box.
Figure S3: Integrals of the time correlation functions for the calculation of the global and local diffusion coefficients in local regions $l_1$ (a) - (c), $l_2$ (d)-(f), and $l_3$ (g)-(i) for each direction in a liquid system with anisotropic diffusion. Details of the local regions are given in the caption to Figure S1. Note that $D_{\alpha}$ and $D_{\alpha,l}$ are given by the long time limit of each integral. There is a small difference in calculated value of $D_{\alpha}$ between the $x$ and $z$ directions which is due to the simulation box being non-cubic. The standard error in the mean for the local color current is in light orange and is larger for $l_3$ due to the smaller region size.
**Figure S4:** Global velocity autocorrelations in each direction in an inhomogeneous liquid system. It can be seen that due to the density profile created by the force, the global diffusion is not isotropic with $D_x < D_y = D_z$ (the curves for $D_y$ and $D_z$ overlap).

**Figure S5:** Integrals of time correlation functions required for calculations of $D_y$ in (a) an inhomogeneous liquid system with an average density $\rho = 0.70$ and (b) homogeneous liquid system at three densities. (a) shows the integrals of local-global velocity correlations for bins of dimensions $\Delta x = 1$, $\Delta y = 14.30$, $\Delta z = 14.30$ in the $y$ and $z$ directions respectively. The bins are labeled from $l_1$ to $l_{17}$ as $x = 0$...7 with $F_{\sin} = \sin(2\pi x/L_x)$. (b) shows the calculated $D_y$ of a pure system with a bulk density equal to the average local density in $l_1$ ($\rho = 0.37$, maroon), $l_2$ ($\rho = 0.54$, blue) and $l_7$ ($\rho = 0.87$, orange) calculated using the global correlations in the velocity. The results for $D_z$ appear identical and are not shown here.
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