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Abstract—Classification of unbalanced information is a problem of machine learning frameworks and learning of existing basic algorithms which will be more complicated if the data has more than two classes. Therefore, this research proposes a concept to improve the classification of unbalanced data with more than two classes with a model called One-Versus-One Classification Technique based on Data Synthesis with Appropriate Distant Neighbors (OVO-SynDN). This OVO-SynDN model will divide the problem of classification of multiclass data into binary class data classification with the learning technique “One-Versus-One”. Then it will adjust the information imbalance by synthesizing the data which selects nearest neighbors with Euclidean distance techniques. For the amount of data to be synthesized of each data set, it will be selected from the number of nearest neighbors that are in the opposite group. The features of the new synthesized data, it depends on the characteristics of the original data and the nearest neighbors. Then combine the existing imbalanced data sets and synthetic data sets to construct the learning model. The standard algorithm, Support Vector Machine (SVM) with polynomial kernel function, will be selected to learn these data sets. Some parameters are adjusted so that the algorithm is suitable for learning each data set. The results show that the OVO-SynDN model has satisfactory performance and reliability with high MAVa and MFA values. In addition, the OVO-SynDN model can still classify imbalanced data better than the four techniques that are compared. That means that the proposed method can be applied to the classification of unbalanced data that has more than two classes.

Index Terms—SVM with polynomial kernel function, synthesizing imbalance data, multiclass imbalanced datasets classification, one-versus-one, binary decomposition.

I. INTRODUCTION

Classification of unbalanced information is one of the most researched machine learning frameworks [1]. The unbalanced data will be found when the amount of data in the group that is important has less data than the rest [2]. Imbalanced information can be often found in real data [3] such as medical diagnosis data [4] that has less data than the information of healthy people, production information of products with less amount of product information than good products, or credit card information that has amount of unusual customer information less than normal customers etc. When using these data to learn with the basic algorithms of machine learning tasks, especially the classification of that data, it appears that those data will affect the learning of existing basic algorithms. However, due to the classification of information, it will give equal importance to every group of information. Whereas in the case of unbalanced data classification, it is found that standard data classification algorithms are unable to predict the data that is in the minority class. At the same time, the prediction results will be biased in a group with a large number of instances. It results in the efficiency of the classification of information in the minority groups to be less accurate.

In order to solve this problem, researchers were very interested in presenting various techniques [5]-[7]. The goal of the proposed method is increasing efficiency and accuracy in classifying data for all groups. The proposed method will be divided into four levels [8], 1) Data Level Approaches which are directly related to data in the preprocessing stage by adjusting the data that is not balanced to become balanced data with data sampling techniques [9]: Over Sampling, Under Sampling, or Hybrid Methods between Over Sampling and Under Sampling Techniques. The balance adjustment at this level is adjusted by random selection from the original data or rebuilt from existing examples [10]. 2) Algorithmic Level Approaches will solve the problem by adjusting the learning of standard algorithms for the classification of existing data to be able to learn unbalanced information by providing biased information to the class of small groups. 3) Cost Sensitive Level Approaches is a solution that brings both the solution at the data level and the algorithm level to work together [11]. At the data level, the extra cost will be added for the case of faulty classification. At the algorithm level, adjusting the learning of standard algorithms in accordance with the wrong data classification. And 4) Ensemble Learning Approach [12], [13] is a method that uses more than one algorithm to learn together to get better predictive performance than learning with only one algorithm by working with the three methods mentioned above.

In this research, the researcher adopted a method to solve both data and algorithm level problems by presenting a model called OVO-SynDN. It is a model used to improve the classification of unbalanced data that is multiclass by dividing the problem from the classification of multiclass data into a binary class data classification with techniques for learning One-Versus-One (OVO) [8], [14], [15], then adjust the information imbalance by synthesizing the data. For the synthesis of information, the nearest neighbors will be selected with Euclidean distance techniques, then select the
amount of data to be synthesized from the number of nearest neighbors in the opposite group. The features of the new synthesized data depend on the amount of data in the group. If there is only one sample of data in the group, the new synthesized data will have the characteristics of the data that are similar to the original data set in a variety of formats. At the same time, data groups that have more than one sample data will receive new synthesized information that has features similar to the original data set and neighbor information with the appropriate distance. Then it will bring the original unbalanced data set and the new synthesized data set to classify the data with the SVM algorithm which uses polynomial kernel function. For this section, some parameters will be adjusted so that the algorithm is suitable for learning each data set. Finally, it will test the proposed model with an unknown data set, test the performance and find the reliability of the model obtaining the accepted measurement.

II. BACKGROUND

A. Imbalanced Data

The general characteristics of unbalanced data is that the data contains a large amount of data for one group rather than the amount of data of the remaining groups. The large number of group data will be called majority class or negative class and the group data with a small amount will be called minority class or positive class. This unbalanced data will affect the basic algorithm of data classification. The existing algorithm will work effectively only when the data is balanced. Whenever there is an imbalance of information, the learning of general algorithms will be biased towards most class data which is causing less incorrect predictions in the class data.

The degree of imbalanced data [16] can be expressed by the ratio between the amount of data of the majority classes and the amount of data of the minority classes in (1).

\[
\text{Imbalance Ratio (IR)} = \frac{n_{\text{majority}}}{n_{\text{minority}}} \quad (1)
\]

where \(n_{\text{majority}}\) is the amount of data for large classes, and \(n_{\text{minority}}\) is the amount of data for small classes.

The data used in this research is more than two groups, therefore, the IR of each data set is the ratio between the amount of data of the class with the most data and the amount of data of the class with the least data. An IR that has a high value means that the number of data sets have a very different sample number while the balance data will have IR value close to one.

B. Euclidean Distance

Euclidean distance [7] is a technique for measuring the normal distance between two points \(p = (p_1, p_2, ..., p_n)\) and \(q = (q_1, q_2, ..., q_n)\), with \(n\) dimensions. Therefore, the distance between two points of Euclidean distance can be calculated in (2).

\[
d(p,q) = \sqrt{\sum_{i=1}^{n} (p_i - q_i)^2} \quad (2)
\]

C. Binary Decomposition Strategies

Algorithms for machine learning in the classification of data have been designed to address problems for information that includes both binary class and multiclass. But there are some techniques which when applied to solve the multiclass classification problem, appears to have less efficiency such as the SVM technique. The SVM technique is designed to be used to solve the problem of data with two classes. Therefore, to be able to classify multiclass data which are more complex than the binary classes, then the methods to solve the problem have been proposed [8], [15], [17]. One of those methods is to divide the complexity of the problem with more than two classes of data into a simple sub-problem with only two data classes. This technique is called binary decomposition strategies.

For binary decomposition strategies, there are two steps. The first step will be a step to decompose the complex problem into a simple problem by dividing the multiclass problem into binary class problems, then solve the classification problem with the standard techniques for binary classifiers, which the classifier will work independently. The second step will be a step to combine the answers obtained from each sub-problem. For the strategies used in the first step, there are two strategies: One-Versus-One (OVO) and One-Versus-All (OVA). The OVO strategy will divide the multiclass problem with \(k\) classes into binary class sub-problems, here the total sub-problem is \(k(k-1)/2\), while the multiclass problems with OVA strategy are subdivided to binary classes problems with the \(k\) sub-problems.

The problem for this research is the selection of the problem of classification of multiclass data into a subclass of two class data classification using OVO technique. This means that if there are three classes \((c1, c2, c3)\), it can be divided into three sub-problems with binary class \((c1, c2)\), \((c1, c3)\) and \((c2, c3)\). Which means that it is necessary to use three independent classifiers.
III. Method

The models presented in this paper will focus on the efficiency and reliability of the multiclass imbalanced data classification. This paper will present the idea of adjusting the imbalance rate by the synthesis of data. The process of synthesizing new data is determined by the amount of data, appropriate parameters and converting the multiclass data into a binary class. The concept of the OVO-SynDN model is shown in Fig. 1.

Fig. 1 illustrates each step as follows.

A. Data Segmentation

The information used in this research is multiclass. The data were divided into two parts. The first 70% were the data set for learning by the model, while the remaining 30% were the data set for performance testing and the reliability of the model presented. Data was selected randomly.

B. Decompose Learning from Multiclass into Binary Class: OVO

In this step, the learning set is introduced. The data set for the test is a subset of learning from a multiclass dataset to a binary class. With the OVO principle, learning is $k(k-1)/2$, where $k$ denotes the number of classes in the set. The pattern of the subdivision of learning is shown in Fig. 2.

C. Synthesis of Train Datasets

The information in Fig. 2 in the binary class learning section was used to synthesize information. In this case, $k(k-1)/2$ is equal to three rounds ($k=3$ classes). Each round will have the same function as Fig. 3.

For the synthesis of data, the research is based on the amount of data in each class. The criteria are as follows.

Case 1: Synthesize new information on a both groups

The first case synthesizes the two new data groups. In this case, both large and small data groups have fewer than 100 samples. From modeling experiments with less than 100 samples, it was found that the model has low efficiency. Therefore, this work will synthesize a set of data with fewer than 100 samples. This work will be considered in two subsections.

First Subcase: amount in minority class or majority class is equal one. In this case, it will randomly select the amount of data to be synthesized. It is not determined by the number of nearest neighbors. The amount of data to be synthesized is randomly selected from the range [Number of minority data group, number of majority data group].

Second Subcase: number of minority class or majority class is greater than one. This case is determined by the number of nearest neighbors. The number of nearest neighbors is five ($KNN=5$), but the amount of data that will be synthesized will depend on the amount of information in the opposite group. For example, the number of nearby five neighboring data samples. There are three nearby neighbors in the same class and there are two different classes. This work will synthesize the data by the number of nearest neighbors with different classes, which is two. For finding nearby neighbors, the Euclidean distance is used for measurement.

Case 2: Synthesize new information on a small group

In this case, most groups will have more than 100 samples. Therefore, new data will be synthesized only in small groups. The amount of information to be synthesized by a minority group is determined by the first and second sub-cases.

For the synthesis of new data, there are two criteria for synthesis.

Case One: Number of members in the group is one

In this case, the data that will be synthesized will be similar to the original data. Therefore, the new data obtained is shown in (3).

$$X_i \times \text{Threshold}_A$$

where $X_i$ is the original data that needs to be synthesized. $\text{Threshold}_A$ is a random value which is in the $[0,1]$.

Case Two: Number of members in group more than one

In case of new synthesized data, it will look similar to the original data and neighbor information. Therefore, the new data obtained is shown in (4).

$$X_i \times \text{Threshold}_B + (\bar{X}_i - X_i)$$

where $\bar{X}_i$ is neighbor's information of $X_i$. $\text{Threshold}_B$ is a random value which is in the range of $[-2,2]$.

D. Creating the OVO-SynDN Model

In this step, the synthesized information is merged into the new training set (from training set: class{a,b}). The new
IV. EXPERIMENTAL EVALUATION

A. Data Sets

The data set used in this study is a set of data from KEEL repository [18], a set of data that has more than two classes. Each data set has an unbalanced appearance, and still has the characteristics of overlapping space. Thirteen sets of unbalanced data will have different details. As in Table I, #att is the number of attributes, #IR represents imbalance, and #c1, #c2, ..., #c10 means number of instances in each class.

B. Performance Evaluation

For measuring performance and reliability of the proposed model, using two measurements

1) Marco Average Arithmetic (MAvA):

\[
\text{MAvA} = \frac{1}{m} \sum_{i=1}^{m} ACC_i
\]

where \( ACC_i \) is the accuracy rate of the class \( i \)

2) Mean F-Measure (MFM)

\[
\text{MF} = \frac{1}{m} \sum_{i=1}^{m} F - \text{Measure}_i
\]

where \( F - \text{Measure}_i \) is in (7)

\[
F - \text{Measure}_i = \frac{2 \cdot \text{recall}_i \cdot \text{precision}_i}{\text{recall}_i + \text{precision}_i} \tag{7}
\]

### Table I: Displays Details of Unbalanced Data Sorted by Unbalance Rate

| Dataset          | #att | #IR | (#c1, #c2, #c3, #c4, #c5, #c6, #c7, #c8, #c9, #c10) |
|------------------|------|-----|--------------------------------------------------|
| Pen-Based        | 16   | 1.10| (115, 114, 114, 106, 106, 105, 105, 105, 105, 106) |
| Wine             | 13   | 1.48| (59, 71, 48)                                      |
| Hayes-Roth       | 4    | 1.70| (51, 51, 30)                                      |
| Contraceptive    | 9    | 1.89| (629, 333, 511)                                   |
| New Thyroid      | 5    | 5.00| (35, 30, 150)                                     |
| Dermatology      | 34   | 5.60| (112, 61, 72, 49, 52, 20)                         |
| Balance          | 4    | 5.88| (49, 288, 288)                                    |
| Glass            | 9    | 8.44| (70, 76, 17, 13, 9, 29)                           |
| Thyroid          | 21   | 39.18| (17, 37, 666)                                      |
| Ecoli            | 7    | 71.50| (143, 77, 2, 2, 35, 20, 5, 52)                    |
| Yeast            | 8    | 92.60| (463, 5, 35, 44, 51, 163, 244, 429, 20, 30)       |
| Page Blocks      | 10   | 164.00| (492, 33, 3, 8, 12)                                |
| Shuttle          | 9    | 853.00| (1706, 2, 6, 338, 123)                             |

### Table II: Details the Conversion of a Multiclass to a Binary Class with OVO Learning Principles: An Example is the Shuttle Data Set

| Group No. | Amount Data |
|-----------|-------------|
| (#c1, #c2) | (1194, 1) |
| (#c1, #c3) | (1194, 4) |
| (#c1, #c4) | (1194, 237) |
| (#c1, #c5) | (1194, 86) |
| (#c2, #c3) | (1.4) |

### Table III: Shows the Appropriate Threshold Values for Each New Synthesis Data

| Dataset          | Appropriate Threshold |
|------------------|-----------------------|
| Balance          | 0.80                  |
| Contraceptive    | -0.60                 |
| Dermatology      | -1.40                 |
| Ecoli            | -1.00                 |
| Glass            | 1.00                  |
| Hayesroth        | 1.91                  |
| Newthyroid       | 1.60                  |
| Pageblocks       | 1.86                  |
| Feiniased        | 1.00                  |
| Shuttle          | 1.90                  |
| Thyroid          | 2.00                  |
| Wine             | 0.80                  |
| Yeast            | 1.56                  |

C. Results and Analysis

The detailed results obtained from the proposed model are as follows.

**The First Part: Results from the selection of data to be synthesized.**

Here are some examples of shuttle data. This information will have five classes. In order to find the amount of data to be synthesized, it is necessary to convert the learning from the multiclass to the binary class with OVO Learning Principles. Therefore, this dataset can be grouped into ten new learning groups. The details are shown in Table II.

From Table II (#c1, #c2) (1194, 1) is the data in classes #c1 and #c2 by class #c1 has 1194 samples, and #c2 has only one sample. Here, #c1 is a majority class and #c2 is a minority class. Considering both data classes, #c1 does not synthesize data. It is because there are more than 100 samples, while #c2 contains less than 100 samples, additional data needs to be synthesized, #c2 has only one instance. In this research, if the data in the class contains only one sample the researcher will randomly select the amount of data to rebuild. The amount of data is in range [Number of minority class, Number of majority class]. In this section, it will synthesize the new data by random number [1, 1194]. For new synthesized data, it has the same attributes as the original data. The new synthesized data is derived from (3).

In the case of (#c3, #c5) (4, 86), it is found that both classes have more than one but not more than 100 samples. This results in the synthesis of both groups. Each information will have up to five nearest neighbors. However, the amount of new information that will be synthesized depends on the number of nearest neighbors in different groups. The new synthesized data is derived from (4).

The case of (#c4, #c5) (237, 86) found that #c4 which is majority class has more than 100 instances and #c5 is a minority class. It will only synthesize minority class data. The new synthesized data is derived from (4).
The Second Part: The results of the selection of the appropriate threshold

There are two values of threshold used in this research. The first threshold used in (4) is the appropriate threshold for generating new synthesized data. This value is used to synthesize a minority class or a majority class with more than one instance. The appropriate threshold is in the range [-2,2]. The details are shown in Table III.

The second Threshold for parameters BoxConstraint of fitscvm algorithm in the MATLAB R2018 program is shown in Table IV.

The Third Part: The results from the proposed model

For the classification of data, the imbalance is multiclass with the proposed model. In each data set, there is a model with all binary learning k(k-1)/2. The model is best chosen with a statistical value of mode. In addition, the results from the proposed model are compared with the other four methods shown in Table V and VI, respectively.

Regarding the performance and reliability of the classification of unbalance data model as multiclass, the method is presented and compared with the other four methods shown in Table V and VI, respectively.

From Table V and VI, when considering the effective MFM and MAvA of the model in the range of 100%, 90%, 80%, and below 80%, as shown in Fig. 4 and 5, the OVO-SynDN model can distinguish all sets of data as unbalanced and the efficiency is higher than other methods. Details are as follows.

TABLE IV: THE APPROPRIATE THRESHOLD VALUES FOR THE PARAMETERS BOXCONSTRAINT OF FITSCVM ALGORITHM

| Dataset         | Balance | Contraceptive | Dermatology | Ecoli | Glass | Hayes-Roth | New Thyroid | Page Blocks | Pen-Based | Shuttle | Thyroid | Wine  | Yeast  |
|-----------------|---------|---------------|-------------|-------|-------|------------|-------------|-------------|-----------|---------|---------|-------|--------|
| OVO_Easy        | 0.30    | 5.00          | 0.70        | 1.10  | 1.90  | 0.12       | 0.90        | 4.40        | 0.50      | 2.50   | 1.70   | 0.40  | 0.42   |

TABLE V: EXPERIMENTAL RESULTS FROM THE PROPOSED MODEL COMPARED WITH OTHER METHODS: MFM

| Dataset          | OVO_Easy | OVA_Easy | OVO_SMOTE1 | OVO_SMOTE2 | OVO-SynDN |
|------------------|----------|----------|------------|------------|-----------|
| Balance          | 96.85    | 94.11    | 98.73      | 98.73      | 100.00    |
| Contraceptive    | 50.93    | 51.71    | 54.51      | 54.43      | 58.35     |
| Dermatology      | 95.46    | 95.61    | 98.99      | 100.00     | 100.00    |
| Ecoli            | 59.14    | 57.77    | 66.50      | 61.03      | 67.42     |
| Glass            | 67.24    | 68.53    | 64.54      | 70.25      | 80.46     |
| Hayes-Roth       | 84.29    | 78.42    | 79.09      | 82.87      | 93.33     |
| New Thyroid      | 88.25    | 93.89    | 95.71      | 92.06      | 100.00    |
| Page Blocks      | 63.15    | 82.66    | 91.80      | 65.01      | 93.44     |
| Pen-Based         | 98.15    | 97.28    | 98.78      | 98.15      | 99.38     |
| Shuttle          | 45.99    | 79.73    | 99.27      | 54.78      | 100.00    |
| Thyroid          | 84.52    | 68.02    | 81.47      | 80.16      | 93.61     |
| Wine             | 98.29    | 96.28    | 92.51      | 96.28      | 100.00    |
| Yeast            | 51.89    | 52.29    | 54.59      | 57.19      | 60.48     |

TABLE VI: EXPERIMENTAL RESULTS FROM THE PROPOSED MODEL COMPARED WITH OTHER METHODS: MAvA

| Dataset          | OVO_Easy | OVA_Easy | OVO_SMOTE1 | OVO_SMOTE2 | OVO-SynDN |
|------------------|----------|----------|------------|------------|-----------|
| Balance          | 95.17    | 91.11    | 99.61      | 99.61      | 100.00    |
| Contraceptive    | 51.18    | 51.63    | 54.51      | 54.80      | 58.07     |
| Dermatology      | 94.58    | 95.69    | 99.07      | 100.00     | 100.00    |
| Ecoli            | 59.91    | 62.35    | 67.62      | 62.58      | 68.42     |
| Glass            | 70.11    | 66.33    | 73.10      | 73.10      | 84.65     |
| Hayes-Roth       | 84.45    | 77.04    | 78.52      | 82.96      | 93.33     |
| New Thyroid      | 88.15    | 94.82    | 95.56      | 91.85      | 100.00    |
| Page Blocks      | 68.73    | 88.59    | 92.59      | 62.73      | 95.59     |
| Pen-Based         | 98.15    | 97.29    | 98.79      | 98.17      | 99.38     |
| Shuttle          | 60.27    | 80.00    | 98.87      | 69.56      | 100.00    |
| Thyroid          | 80.71    | 66.98    | 80.71      | 80.55      | 93.61     |
| Wine             | 98.41    | 96.83    | 93.65      | 96.83      | 100.00    |
| Yeast            | 57.89    | 55.72    | 57.91      | 57.45      | 61.57     |
followed by OVO_SMOTE1 model, OVO_SMOTE2 model, OVO_Easy model, and OVA_Easy models, respectively.

For 80% range of MFM and MAvA it appears that the OVO-SynDN model could only classify one set of data which is Glass Information, followed by OVO_SMOTE2 model, OVO_Easy model, OVO_SMOTE1 model and OVA_Easy models, respectively.

Lower than 80% range of MFM and MAvA it appears that the OVO-SynDN model could best classify in three datasets: Ecoli, Yeast and Contraceptive data, followed by OVO_SMOTE2 model, OVO_SMOTE1 model, OVO_Easy model and OVO_Easy model, respectively.

In this experiment, there were three datasets: Ecoli, Yeast, and Contraceptive data, the efficiency of the OVO-SynDN model has an MFM and MAvA of less than 70%. However, compared to other methods, it is demonstrated that the proposed method performs better.

V. CONCLUSION

In this research, the researcher has proposed a model called OVO-SynDN that can effectively classify imbalances in a multiclass. In the model, the learning curve of the multiclass is learned in the form of a binary class. Then, the data in the form of binary class is used to adjust again the rate of imbalance with the synthesis of information. The synthesis of new data is based on the number of members of each class. If both classes are less than 100, both groups will be synthesized. At the same time, if the majority class data is larger than 100, it will only synthesize information on a minority group. In the synthesis, if the data in each group is only one, it will synthesize new data by random number. The synthesized data will be similar to the original data with distance [0,1]. If the data in each group is more than one, it will be synthesized by the number of nearest neighbors in the different class. The synthesized data is same as the original data and the nearest neighbor with the appropriate range [-2,2]. The researcher has applied the SVM algorithm. The polynomial kernel function is used for data classification. The results showed adjusting the imbalance rate with the proposed method can effectively classify multiclass data in the majority and minority groups with high MFM and MAvA.
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