Mean exit time in annular heterogeneous media.
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Abstract

Calculating the mean exit time (MET) for models of diffusion is a classical problem in statistical physics, with various applications in biophysics, economics and heat and mass transfer. While many exact results for MET are known for diffusion in simple geometries involving homogeneous materials, calculating MET for diffusion in realistic geometries involving heterogeneous materials is typically limited to repeated stochastic simulations or numerical solutions of the associated boundary value problem (BVP). In this work we derive exact solutions for the MET in irregular annular domains, including some applications where diffusion occurs in heterogeneous media. These solutions are obtained by taking the exact results for MET in an annulus, and then constructing various perturbation solutions to account for the irregular geometries involved. These solutions, with a range of boundary conditions, are implemented symbolically and compare very well with averaged data from repeated stochastic simulations and with numerical solutions of the associated BVP. Software to implement the exact solutions is available on GitHub.
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1 Introduction

A fundamental property of diffusive transport phenomena is the concept of mean exit time (MET), which is an application of the more general concept of the first passage time \cite{1, 2, 3}. Estimates of MET provide insight into the timescale required for a diffusing particle to reach a certain target, such as an absorbing boundary. From a macroscopic point of view, the MET is related the mean action time which gives a simple, finite approximation for the duration of a diffusive process \cite{4, 5}. Exact expressions for MET are well known for diffusion in simple geometries, such as lines, discs and spheres \cite{1, 2}. Generalising to more complicated geometries, such as wedges \cite{6, 7}, symmetric domains \cite{8, 9, 10}, elongating domains \cite{11, 12}, slender domains \cite{13, 14, 15}, small targets \cite{16, 17}, and certain features of microscopic transport processes \cite{18, 19, 20, 21} are active areas of research. Without such exact results, we must rely on computational insights obtained by performing a large number of stochastic simulations or by numerically solving the appropriate continuum-level partial differential equation (PDE) model. Neither of these approaches provide the general mathematical insight offered by exact solutions.

Our previous work in this area focused on deriving exact solutions for the MET on a range of irregular two-dimensional (2D) geometries by using classical results for the MET on a disc and ellipse, and then constructing perturbation solutions \cite{22, 23}. Such approaches allow us to approximate an irregular 2D domain as a perturbation of a disc or ellipse, and then solve the
underlying boundary value problem (BVP) for the MET by projecting the boundary conditions for the irregular domain onto the unperturbed boundary [24]. This approach avoids the need for numerical calculations since the perturbation solutions can be evaluated symbolically. This previous work, however, was limited to relatively simple problems involving diffusion in homogeneous media involving a single absorbing boundary. Here we provide further generalisations by considering more realistic scenarios that include absorbing and reflecting boundaries and diffusion in heterogeneous media, leading to BVPs with more complicated boundary conditions.

To motivate the present study, we note that many biological tissues, within which chemical species undergo diffusive transport, involve irregular shapes, such as the cross sections of plant stems and plant roots in Figure 1. The cross section of the plant stem in Figure 1(a) is annular in shape, with irregular inner and outer boundaries, whereas the cross section of the plant root in Figure 1(b) is shaped like a disc with a layered, irregular internal structure, where each layer is composed of different tissue types. In this work we derive exact solutions for the MET in these kinds of irregular, heterogeneous domains. First, starting with the known exact solution for the MET on an annulus, we derive new solutions for the MET on an annular region that is constructed by perturbing both the inner and outer boundaries of an annulus. In this case we consider different combinations of boundary conditions on the inner and outer boundaries. Second, starting with the known exact solution for the MET on a heterogeneous compound disc, we derive solutions for the MET in an irregular heterogeneous domain that is obtained by perturbing the location of the interface in a compound disc. We solve the resulting BVPs and provide solutions to an arbitrary number of terms in the perturbation solutions. Evaluating these solutions symbolically, we show that the perturbation solutions compare very well with both numerical solutions of the governing BVP and with averaged data from repeated stochastic simulations. MATLAB code available at https://github.com/ProfMJSimpson/Exit_time is provided implementing (i) the perturbation solutions using symbolic computation; (ii) the numerical finite volume solution of the BVP; and, (iii) the stochastic random walk algorithm.

Figure 1: Naturally-occurring heterogeneous annular domains. The cross section of the plant stem in (a) takes the form of a perturbed annulus, where both the inner and outer boundary are irregular. The cross section of the plant root in (b) takes the form of a compound disc, where the interface separating the different tissue types is irregular. Images in (a) and (b) are reproduced from [25] and [26], respectively.

2 Results and Discussion

Standard arguments for unbiased random walk models on domains with absorbing boundary conditions can be used to show that the MET is given by the solution of a linear elliptic partial
differential equation [1, 2, 3]:
\[ \nabla \cdot (D \nabla T(x)) = -1, \quad x \in \Omega, \]
where \( D > 0 \) is the diffusivity and \( T(x) \) is the MET for a particle released at location \( x = (x, y) \in \Omega \). Here, the diffusivity is related to the random walk model, \( D = P \delta^2/(4\tau) \), where \( \delta > 0 \) is the step length, \( \tau > 0 \) is the duration between steps and \( P \in (0, 1) \) is the probability that a particle at location \( x \) attempts to undergo a step of length \( \delta \) in the time duration \( \tau \) [1, 2, 3]. The continuum description is valid in the constrained limit \( \delta \to 0 \) and \( \tau \to 0 \), with \( \delta^2/\tau \) held constant [1, 2, 3].

In this work we seek solutions of Equation (1) for various choices of \( \Omega \) subject to absorbing or reflecting conditions imposed on the boundary of \( \Omega \). In sections 2.1 and 2.3 we review known analytical solutions to Equation (1) when \( \Omega \) is an annulus and compound disc, respectively. In sections 2.2 and 2.4 we develop new approximate analytical solutions of Equation (1) when \( \Omega \) is an annulus with perturbed boundaries and a compound disc with a perturbed interface, respectively. In all cases, we assume the outer boundary of \( \Omega \) is absorbing while the inner boundary for the annulus and perturbed annulus is either reflecting or absorbing. Due to the nature of these domains, we work in polar coordinates when developing analytical solutions, writing \( T(x) \equiv T(r, \theta) \), with position defined by the radial coordinate \( r \) and angular coordinate \( \theta \). The veracity of all analytical solutions are verified using appropriately averaged data from stochastic random walk simulations as well as a numerical solution of Equation (1), discussed in Appendices A and B respectively.

2.1 Annulus
We first review the case of an annulus where \( \Omega = \{ R_1 < r < R_2 \} \) and \( P \) (and hence \( D \)) is constant across \( \Omega \). With the inner boundary, \( r = R_1 \), either entirely absorbing or entirely reflecting, the MET depends on \( r \) only and satisfies the differential equation [10]
\[ \frac{D}{r} \frac{d}{dr} \left( r \frac{dT}{dr} \right) = -1, \quad R_1 < r < R_2. \]  
(2)
The solution of Equation (2) for absorbing inner and outer boundaries, \( T(R_1) = 0 \) and \( T(R_2) = 0 \), is
\[ T(r) = \frac{(R_2^2 - R_1^2) \log(r) + R_2^2 \log(R_2) - R_1^2 \log(R_1)}{4D \log(R_2/R_1)} - \frac{r^2}{4D}, \]  
(3)
while the solution of Equation (2) for reflecting inner boundary and absorbing outer boundary, \( dT(R_1)/dr = 0 \) and \( T(R_2) = 0 \), is
\[ T(r) = \frac{R_2^2 - r^2}{4D} + \frac{R_1^2}{2D} \log(r/R_2). \]  
(4)
Results in Figures 2 and 3 confirm agreement of the exact solutions (3) and (4) with the corresponding MET approximations obtained from stochastic simulations and numerical solution of Equation (1).
2.2 Perturbed annulus

We now consider the case of a perturbed annulus where \( \Omega = \{ R_1(\theta) < r < R_2(\theta) \} \) and \( P \) (and hence \( D \)) is constant across \( \Omega \). Here, the inner and outer boundaries are described by polar curves, \( r = R_1(\theta) \) and \( r = R_2(\theta) \), where \( R_1(\theta) = R_1(1 + \varepsilon g_1(\theta)), \ R_2(\theta) = R_2(1 + \varepsilon g_2(\theta)) \), \( \varepsilon \ll 1 \) is the perturbation parameter, \( R_1 \) is the unperturbed inner radius, \( R_2 \) is the unperturbed outer radius, and \( g_1(\theta) \) and \( g_2(\theta) \) are smooth \( O(1) \) periodic functions with period \( 2\pi \). For this problem, the solution of Equation (1) can be expanded in powers of \( \varepsilon \):

\[
T(r, \theta) = \sum_{k=0}^{\infty} \varepsilon^k T_k(r, \theta),
\]

where \( T_0(r, \theta) \) satisfies Equation (1) on the unperturbed annulus domain and \( T_k(r, \theta) \) \( (k = 1, 2, 3, \ldots) \) satisfy Laplace’s equation on the unperturbed annulus domain [24]. In the following sections, we derive exact expressions for \( T_k(r, \theta) \) for all \( k = 0, 1, 2, \ldots \), considering two cases: (i) both absorbing inner and outer boundaries and (ii) a reflecting inner boundary and an absorbing outer boundary.


2.2.1 Absorbing inner and outer boundaries

We first consider the case of absorbing inner and outer boundaries with $T = 0$ on $r = R_1(\theta)$ and $r = R_2(\theta)$:

\begin{align*}
T(R_1 + R_1\varepsilon g_1(\theta), \theta) &= 0, \\
T(R_2 + R_2\varepsilon g_2(\theta), \theta) &= 0.
\end{align*}

(6)

(7)

Expanding these equations in Taylor series centered at $r = R_1$ and $r = R_2$, respectively, gives

\begin{align*}
\sum_{i=0}^{\infty} \frac{(\varepsilon R_1 g_1(\theta))^i}{i!} \frac{\partial^i T}{\partial r^i} (R_1, \theta) &= 0, \\
\sum_{i=0}^{\infty} \frac{(\varepsilon R_2 g_2(\theta))^i}{i!} \frac{\partial^i T}{\partial r^i} (R_2, \theta) &= 0.
\end{align*}

Introducing the perturbation expansion (5) and equating powers of $\varepsilon$ yields the following boundary conditions for each term in the perturbation solution (5):

\begin{align*}
\mathcal{O}(1) : & \quad T_0(R_1, \theta) = 0, \quad T_0(R_2, \theta) = 0, \\
\mathcal{O}(\varepsilon^k) : & \quad T_k(R_1, \theta) = z_k(\theta), \quad T_k(R_2, \theta) = w_k(\theta), \quad k = 1, 2, 3, \ldots,
\end{align*}

(8)

(9)

where we have defined

\[ z_k(\theta) = -\frac{k}{\pi} \sum_{i=1}^{k} \frac{(R_1 g_1(\theta))^i}{i!} \frac{\partial^i T_k}{\partial r^i} (R_1, \theta) \quad \text{and} \quad w_k(\theta) = -\frac{k}{\pi} \sum_{i=1}^{k} \frac{(R_2 g_2(\theta))^i}{i!} \frac{\partial^i T_k}{\partial r^i} (R_2, \theta). \]

In summary, we have derived a BVP for each term in the perturbation solution (5). The first term $T_0(r, \theta) \equiv T_0(r)$ depends upon the radial coordinate $r$ only and satisfies:

\[ \frac{D}{r} \frac{d}{dr} \left( r \frac{dT_0}{dr} \right) = -1, \quad R_1 < r < R_2, \]

\[ T_0(R_1) = 0, \quad T_0(R_2) = 0, \]

which is just the unperturbed annulus problem with absorbing inner and outer boundaries considered in Section 2.1. Hence we have from (3)

\[ T_0(r) = \frac{(R_2^2 - R_1^2) \log(r) + R_1^2 \log(R_2) - R_2^2 \log(R_1)}{4D \log(R_2/R_1)} - \frac{r^2}{4D}. \]

(10)

In contrast, the higher-order terms $T_k(r, \theta)$ ($k = 1, 2, 3, \ldots$) in the perturbation expansion (5) depend on both $r$ and $\theta$ and satisfy

\[ \nabla^2 T_k = 0, \quad R_1 < r < R_2, \]

\[ T_k(R_1, \theta) = z_k(\theta), \quad T_k(R_2, \theta) = w_k(\theta). \]

(11)

(12)

Here we see that each higher-order correction term is given by the solution of Laplace’s equation on the unperturbed annulus. The boundary functions $w_k(\theta)$ and $z_k(\theta)$ depend on the perturbation functions $g_1(\theta)$ and $g_2(\theta)$ and account for the projection of the boundary conditions onto the unperturbed annulus boundaries $r = R_1$ and $r = R_2$. Solving the BVP (11)–(12) using separation of variables gives:

\[ T_k(r, \theta) = c_0 + d_0 \log r + \sum_{n=1}^{\infty} \left[ (c_n r^n + d_n r^{-n}) \cos(n\theta) + (a_n r^n + b_n r^{-n}) \sin(n\theta) \right], \]

(13)
for $k = 1, 2, 3, \ldots$, where

$$
c_0 = \frac{1}{2\pi \log(R_2/R_1)} \int_0^{2\pi} z_k(\theta) \log(R_2) - w_k(\theta) \log(R_1) \, d\theta,
$$

$$
d_0 = \frac{1}{2\pi \log(R_2/R_1)} \int_0^{2\pi} w_k(\theta) - z_k(\theta) \, d\theta,
$$

$$
a_n = \frac{1}{\pi(R_1^{2n} - R_2^{2n})} \int_0^{2\pi} \left[ R_1^n z_k(\theta) - R_2^n w_k(\theta) \right] \sin(n\theta) \, d\theta,
$$

$$
b_n = \frac{1}{\pi(R_1^{2n} - R_2^{2n})} \int_0^{2\pi} \left[ R_1^n z_k(\theta) - R_2^n w_k(\theta) \right] \cos(n\theta) \, d\theta,
$$

$$
c_n = \frac{1}{\pi(R_1^{2n} - R_2^{2n})} \int_0^{2\pi} \left[ R_1^n z_k(\theta) - R_2^n w_k(\theta) \right] \sin(n\theta) \, d\theta,
$$

$$
d_n = \frac{1}{\pi(R_1^{2n} - R_2^{2n})} \int_0^{2\pi} \left[ R_1^n z_k(\theta) - R_2^n w_k(\theta) \right] \cos(n\theta) \, d\theta.
$$

Since $z_k(\theta)$ and $w_k(\theta)$ depend on $T_0(r, \theta), \ldots, T_{k-1}(r, \theta)$, the calculations are performed sequentially for $k = 1, 2, 3, \ldots$ where $T_0(r)$ is used to calculate $T_1(r, \theta)$, $T_0(r)$ and $T_1(r, \theta)$ are used to calculate $T_2(r, \theta)$ and so forth. These calculations are implemented using symbolic computations in MATLAB allowing any number of terms in the perturbation expansion (5) to be evaluated.

Results in Figure 4 compare the MET obtained from stochastic simulations to the MET obtained from the perturbation and numerical solutions for a perturbed annulus with absorbing inner and outer boundaries. These results show that the perturbation solution compares very well with the numerical solution and with the stochastic simulations using only the first three terms in the perturbation expansion (5) and the first 25 terms in the Fourier series (13). We also see that perturbing the inner and outer boundaries of the ellipse produces three local maxima of MET not present in the unperturbed annulus (Figure 2). These features are driven by the interplay of the geometry of the inner and outer boundaries, which is interesting since the effect of geometry on exit time is an active area of research [27].

Figure 4: MET on a perturbed annulus with absorbing inner and outer boundaries. (a) stochastic simulations (b) perturbation solution defined in (5), (10) and (13) (c) numerical solution. All results correspond to the parameter values $R_1 = 2, R_2 = 3, \varepsilon = 0.05, g_1(\theta) = \sin(3\theta) + \cos(5\theta), g_2(\theta) = \cos(3\theta), \delta = 0.05, \tau = 1, P = 1$ and $D = 6.25 \times 10^{-4}$. The results in (a) and (c) were produced using a mesh consisting of 573 nodes and 986 triangular elements. The results in (b) were produced using the first three terms in the perturbation expansion (5) and the first 25 terms in the Fourier series (13).
2.2.2 Reflecting inner boundary and absorbing outer boundary

We now consider the case of a reflecting inner boundary and absorbing outer boundary where \( \nabla T \cdot \mathbf{n}(\theta) = 0 \) on \( r = R_1(\theta) \) and \( T = 0 \) on \( r = R_2(\theta) \):

\[
\nabla T(R_1 + R_1 \varepsilon g_1(\theta), \theta) \cdot \mathbf{n}(\theta) = 0, \quad (14) \\
T(R_2 + R_2 \varepsilon g_2(\theta), \theta) = 0. \quad (15)
\]

Here \( \mathbf{n}(\theta) = -R_1(\theta) \mathbf{e}_r + R'_1(\theta) \mathbf{e}_\theta = -R_1[1 + \varepsilon g_1(\theta)] \mathbf{e}_r + R_1 \varepsilon g'_1(\theta) \mathbf{e}_\theta \) is a vector normal to the curve \( r = R_1(\theta) \) directed outward from \( \Omega \) with \( \mathbf{e}_r \) and \( \mathbf{e}_\theta \) denoting the unit vectors pointing in the positive \( r \) and \( \theta \) directions, respectively. The absorbing outer boundary condition (15) is treated in the same manner as in Section 2.2.1 to give the corresponding outer boundary conditions for each term in the perturbation solution (5):

\[
\mathcal{O}(1) : \quad T_1(R_2, \theta) = 0, \quad (16) \\
\mathcal{O}(\varepsilon^k) : \quad T_k(R_2, \theta) = w_k(\theta), \quad k = 1, 2, 3, \ldots, \quad (17)
\]

where we define

\[
w_k(\theta) = -\sum_{i=1}^{k} \frac{(R_2 g_2(\theta))^i}{i!} \frac{\partial T_{k-i}(R_2, \theta)}{\partial r^i}. \]

Inserting the definition of \( \mathbf{n}(\theta) \) into Equation (14), using the gradient operator in polar coordinates and multiplying both sides by \( R_1[1 + \varepsilon g_1(\theta)] \) yields the following equivalent form of the reflecting boundary condition (14):

\[
-\sum_{i=1}^{k} \frac{(R_2 g_2(\theta))^i}{i!} \frac{\partial T_{k-i}(R_2, \theta)}{\partial r^i} \frac{\partial T_1(R_1 + R_1 \varepsilon g_1(\theta), \theta)}{\partial r} + R_1 \varepsilon g'_1(\theta) \frac{\partial T_1(R_1 + R_1 \varepsilon g_1(\theta), \theta)}{\partial \theta} = 0. \quad (18)
\]

Expanding the derivatives in Equation (18) in Taylor series centered at \( r = R_1 \), introducing the perturbation expansion (5) and equating powers of \( \varepsilon \) yields the appropriate inner boundary conditions for each term in the perturbation solution (5):

\[
\mathcal{O}(1) : \quad \frac{\partial T_0}{\partial r}(R_1, \theta) = 0, \\
\mathcal{O}(\varepsilon^k) : \quad \frac{\partial T_k}{\partial r}(R_1, \theta) = z_k(\theta), \quad k = 1, 2, 3, \ldots,
\]

where we define

\[
z_k(\theta) = g'_1(\theta) \sum_{i=0}^{k-1} \frac{[R_1 g_1(\theta)]^i}{i!} \frac{\partial^{i+1} T_{k-i-1}(R_1, \theta)}{\partial \theta \partial r^i} - g_1(\theta)^2 \sum_{i=0}^{k} \frac{[R_1 g_1(\theta)]^i}{i!} \frac{\partial^{i+1} T_{k-i-2}(R_1, \theta)}{\partial r^{i+1}}. \quad (19)
\]

In summary, we have derived a BVP for each term in the perturbation solution (5). As in the previous section, the first term \( T_0(r, \theta) \equiv T_0(r) \) depends on \( r \) only and satisfies the corresponding unperturbed annulus problem discussed in Section 2.1:

\[
\frac{D}{r} \frac{d}{dr} \left( r \frac{dT_0}{dr} \right) = -1, \quad R_1 < r < R_2, \\
\frac{dT_0}{dr}(R_1) = 0, \quad T_0(R_2) = 0.
\]
which has solution (4):

$$T_0(r) = \frac{R_2^2 - r^2}{4D} + \frac{R_2^2}{2D} \log(r/R_2). \tag{20}$$

In contrast, the higher-order terms $T_k(r, \theta)$ ($k = 1, 2, 3, \ldots$) in the perturbation solution (5) depend on both $r$ and $\theta$ and satisfy

$$\nabla^2 T_k = 0, \quad R_1 < r < R_2, \tag{21}$$

$$\frac{\partial T_k}{\partial r}(R_1, \theta) = z_k(\theta), \quad T_k(R_2, \theta) = w_k(\theta), \tag{22}$$

Again, each higher-order correction term is given by the solution of Laplace’s equation on the unperturbed annulus with the boundary functions $w_k(\theta)$ and $z_k(\theta)$ accounting for the projection of the boundary conditions onto the unperturbed annulus domain. Solving the BVP (21)–(22) using separation of variables gives:

$$T_k(r, \theta) = c_0 + d_0 \log r + \sum_{n=1}^{\infty} \left[ (c_n r^n + d_n r^{-n}) \cos(n\theta) + (a_n r^n + b_n r^{-n}) \sin(n\theta) \right], \tag{23}$$

for $k = 1, 2, 3, \ldots$, where

$$c_0 = \frac{1}{2\pi} \int_0^{2\pi} w_k(\theta) - R_1 \log(R_2) z_k(\theta) \, d\theta,$$

$$d_0 = \frac{1}{2\pi} \int_0^{2\pi} R_1 z_k(\theta) \, d\theta,$$

$$a_n = \frac{1}{n\pi V_n} \int_0^{2\pi} \left[ nR_1^{n-1} w_k(\theta) + R_2^{-n} z_k(\theta) \right] \sin(n\theta) \, d\theta,$$

$$b_n = \frac{1}{n\pi V_n} \int_0^{2\pi} \left[ nR_1^{n-1} w_k(\theta) - R_2^{-n} z_k(\theta) \right] \sin(n\theta) \, d\theta,$$

$$c_n = \frac{1}{n\pi V_n} \int_0^{2\pi} \left[ nR_1^{n-1} w_k(\theta) + R_2^{-n} z_k(\theta) \right] \cos(n\theta) \, d\theta,$$

$$d_n = \frac{1}{n\pi V_n} \int_0^{2\pi} \left[ nR_1^{n-1} w_k(\theta) - R_2^{-n} z_k(\theta) \right] \cos(n\theta) \, d\theta,$$

$$V_n = R_2^{n-1} R_1 - R_1^{n-1} R_2^{-n}.$$
Figure 5: MET on a perturbed annulus with a reflecting inner boundary. (a) stochastic simulations (b) perturbation solution defined in equations (5), (20) and (23) (c) numerical solution. All results correspond to the parameter values $R_1 = 2$, $R_2 = 3$, $\varepsilon = 0.05$, $g_1(\theta) = \sin(3\theta) + \cos(5\theta)$, $g_2(\theta) = \cos(3\theta)$, $\delta = 0.05$, $\tau = 1$, $P = 1$ and $D = 6.25 \times 10^{-4}$. The results in (a) and (c) were produced using a mesh consisting of 573 nodes and 986 triangular elements. The results in (b) were produced using the three terms in the perturbation expansion (5) and the first 25 terms in the Fourier series (23).

2.3 Compound disc

We now review the case of a compound disc where $\Omega = \{0 < r < R_1\} \cup \{R_1 < r < R_2\}$ and $P$ (and hence $D$) are piecewise constant across $\Omega$:

$$P = \begin{cases} P_1, & 0 < r < R_1, \\ P_2, & R_1 < r < R_2, \end{cases}$$

$$D = \begin{cases} D_1, & 0 < r < R_1, \\ D_2, & R_1 < r < R_2, \end{cases}$$

where $D_1 = P_1 \delta^2 / (4 \tau)$ and $D_2 = P_2 \delta^2 / (4 \tau)$. Here the inner region ($0 < r < R_1$) and outer region ($R_1 < r < R_2$) of the disc are separated by an interface at $r = R_1$ and an absorbing boundary condition is applied at the outer boundary at $r = R_2$. For this problem the MET can be expressed in terms of the radial coordinate, $r$, only with appropriate internal boundary conditions at the interface [10]:

$$\frac{D_1}{r} \frac{d}{dr} \left( r \frac{dT^{(1)}}{dr} \right) = -1, \quad 0 < r < R_1,$$

$$\frac{D_2}{r} \frac{d}{dr} \left( r \frac{dT^{(2)}}{dr} \right) = -1, \quad R_1 < r < R_2,$$

$$T^{(1)}(R_1) = T^{(2)}(R_1), \quad D_1 \frac{dT^{(1)}}{dr}(R_1) = D_2 \frac{dT^{(2)}}{dr}(R_1),$$

$$\frac{dT^{(1)}}{dr}(0) = 0, \quad T^{(2)}(R_2) = 0,$$

where $T^{(1)}(r)$ and $T^{(2)}(r)$ denote the MET for $0 < r < R_1$ and $R_1 < r < R_2$, respectively. The solution of the BVP (24)–(27) is given by [10]:

$$T^{(1)}(r) = \frac{R_1^2 - r^2}{4D_1} + \frac{R_2^2 - R_1^2}{4D_2},$$

$$T^{(2)}(r) = \frac{R_2^2 - r^2}{4D_2}.$$

Results in Figures 6 and 7 confirm agreement between the MET obtained from stochastic simulations and the MET obtained from the exact and numerical solutions of Equation 1 for
a compound disc with (i) low diffusivity inner region and high diffusivity outer region where \( D_1/D_2 = 0.1 \) (Figure 6) and (ii) high diffusivity inner region and low diffusivity outer region where \( D_1/D_2 = 10 \) (Figure 7).

![Figure 6](image_url)

**Figure 6:** MET on a compound disc. (a) estimate from stochastic simulations (b) exact solution (28)–(29) (c) numerical solution. All results correspond to the parameter values \( R_1 = 2, R_2 = 3, \delta = 0.05, \tau = 1, P_1 = 0.1, P_2 = 1, D_1 = 6.25 \times 10^{-5} \) and \( D_2 = 6.25 \times 10^{-4} \). The results in (a) and (c) were produced using a mesh consisting of 914 nodes and 1731 triangular elements. The black curve in (a) shows the interface.

![Figure 7](image_url)

**Figure 7:** MET on a compound disc. (a) estimate from stochastic simulations (b) exact solution (28)–(29) (c) numerical solution. All results correspond to the parameter values \( R_1 = 2, R_2 = 3, \delta = 0.05, \tau = 1, P_1 = 1, P_2 = 0.1, D_1 = 6.25 \times 10^{-4} \) and \( D_2 = 6.25 \times 10^{-5} \). The results in (a) and (c) were produced using a mesh consisting of 914 nodes and 1731 triangular elements. The black curve in (a) shows the interface.

### 2.4 Compound disc with a perturbed interface

We now consider the case of a heterogeneous compound disc with a perturbed interface where \( \Omega = \{0 < r < R_1(\theta)\} \cup \{R_1(\theta) < r < R_2\} \) and

\[
P = \begin{cases} P_1, & 0 < r < R_1(\theta), \\ P_2, & R_1(\theta) < r < R_2, \end{cases} \quad D = \begin{cases} D_1, & 0 < r < R_1(\theta), \\ D_2, & R_1(\theta) < r < R_2. \end{cases}
\]

Here the inner region \((0 < r < R_1(\theta))\) and outer region \((R_1(\theta) < r < R_2)\) of the compound disc are separated by a perturbed interface described by the polar curve \( r = R_1(\theta) \), where \( R_1(\theta) = R_1(1+\varepsilon g(\theta)) \). In a similar manner to Section 2.2, \( \varepsilon \ll 1 \) is the perturbation parameter, \( R_1 \) is the radius of the unperturbed interface and \( g(\theta) \) is a smooth \( O(1) \) periodic function with
In this case, the MET satisfies the BVP:

\[ D_1 \nabla^2 T^{(1)} = -1, \quad 0 < r < R_1(\theta), \]  
\[ D_2 \nabla^2 T^{(2)} = -1, \quad R_1(\theta) < r < R_2, \]  
\[ T^{(1)}(R_1(\theta), \theta) = T^{(2)}(R_1(\theta), \theta), \]  
\[ T^{(2)}(R_2, \theta) = 0, \]  
\[ D_1 \nabla T^{(1)}(R_1(\theta), \theta) \cdot \mathbf{n}(\theta) = D_2 \nabla T^{(2)}(R_1(\theta), \theta) \cdot \mathbf{n}(\theta), \]  
\[ T^{(2)}(R_2, \theta) = 0, \] 

where \( T^{(1)}(r, \theta) \) and \( T^{(2)}(r, \theta) \) denote the MET for \( 0 < r < R_1(\theta) \) and \( R_1(\theta) < r < R_2 \), respectively, and \( \mathbf{n}(\theta) = -R_1(1 + \varepsilon g(\theta))\mathbf{e}_r + R_1\varepsilon g'(\theta)\mathbf{e}_\theta \) is a unit vector normal to the curve \( r = R_1(\theta) \). We assume the solutions \( T^{(1)}(r, \theta) \) and \( T^{(2)}(r, \theta) \) of equations (30)–(34) can be expanded in powers of \( \varepsilon \):

\[ T^{(1)}(r, \theta) = \sum_{k=0}^{\infty} \varepsilon^k T^{(1)}_k(r, \theta), \]  
\[ T^{(2)}(r, \theta) = \sum_{k=0}^{\infty} \varepsilon^k T^{(2)}_k(r, \theta), \]

where \( T^{(1)}_0(r, \theta) \) and \( T^{(2)}_0(r, \theta) \) satisfy the BVP (30)–(34) on the unperturbed compound disc domain and \( T^{(1)}_k(r, \theta) \) and \( T^{(2)}_k(r, \theta) \) \( (k = 1, 2, 3, \ldots) \) satisfy Laplace’s equation subject to boundary conditions (32)–(34) on the unperturbed compound disc domain.

Substituting equations (35) and (36) into equation (32), expanding \( T^{(1)}_k(r, \theta) \) and \( T^{(2)}_k(r, \theta) \) at \( r = R_1(1 + \varepsilon g(\theta)) \) in Taylor series centered at \( x = R_1 \) and equating powers of \( \varepsilon \) yields the first set of interface conditions for the terms in the perturbation expansions (35) and (36):

\[ \mathcal{O}(1) : \ T^{(1)}_0(R_1, \theta) = T^{(2)}_0(R_1, \theta), \]
\[ \mathcal{O}(\varepsilon^k) : \ T^{(1)}_k(R_1, \theta) = T^{(2)}_k(R_1, \theta) + w_k(\theta), \quad k = 1, 2, 3, \ldots, \]

where we have defined

\[ w_k(\theta) = \sum_{i=1}^{k} \frac{[R_1 g(\theta)]^i}{i!} \left[ \frac{\partial^i T^{(2)}_i}{\partial r^i}(R_1, \theta) - \frac{\partial^i T^{(1)}_i}{\partial r^i}(R_1, \theta) \right]. \]  

Evaluating the dot product in equation (33) using both the definition of \( \mathbf{n}(\theta) \) and the form of the gradient operator in polar coordinates gives

\[ -D_1[R_1 + R_1\varepsilon g(\theta)]^2 \frac{\partial T^{(1)}_i}{\partial r}(R_1 + R_1\varepsilon g(\theta), \theta) \frac{\partial T^{(1)}_i}{\partial \theta}(R_1 + R_1\varepsilon g(\theta), \theta) \]
\[ = -D_2[R_1 + R_1\varepsilon g(\theta)]^2 \frac{\partial T^{(2)}_i}{\partial r}(R_1 + R_1\varepsilon g(\theta), \theta) \frac{\partial T^{(2)}_i}{\partial \theta}(R_1 + R_1\varepsilon g(\theta), \theta). \]  

Substituting equations (35) and (36) into equation (38), expanding the derivatives of \( T^{(1)}_k(r, \theta) \) and \( T^{(2)}_k(r, \theta) \) at \( r = R_1(1 + \varepsilon g(\theta)) \) in Taylor series centered at \( x = R_1 \) and equating powers of \( \varepsilon \) yields the second set of interface conditions for the terms in the perturbation expansions (35) and (36):

\[ \mathcal{O}(1) : \ D_1 \frac{\partial T^{(1)}_0}{\partial r}(R_1, \theta) = D_2 \frac{\partial T^{(2)}_0}{\partial r}(R_1, \theta), \]
\[ \mathcal{O}(\varepsilon^k) : \ D_1 \frac{\partial T^{(1)}_k}{\partial r}(R_1, \theta) = D_2 \frac{\partial T^{(2)}_k}{\partial r}(R_1, \theta) + z_k(\theta), \quad k = 1, 2, 3, \ldots, \]
yielding

\[ z_k(\theta) = \sum_{i=1}^{k} \frac{[R_1 g(\theta)]^i}{i!} [D_2 \frac{\partial^{i+1} T_{k-1}^{(2)}}{\partial r^{i+1}}(R_1, \theta) - D_1 \frac{\partial^{i+1} T_{k-1}^{(1)}}{\partial r^{i+1}}(R_1, \theta)] + 2g(\theta) \sum_{i=0}^{k-1} \frac{[R_1 g(\theta)]^i}{i!} [D_2 \frac{\partial^{i+1} T_{k-i}^{(2)}}{\partial r^{i+1}}(R_1, \theta) - D_1 \frac{\partial^{i+1} T_{k-i}^{(1)}}{\partial r^{i+1}}(R_1, \theta)] + g(\theta)^2 \sum_{i=0}^{k-2} \frac{[R_1 g(\theta)]^i}{i!} [D_2 \frac{\partial^{i+1} T_{k-i-2}^{(2)}}{\partial r^{i+1}}(R_1, \theta) - D_1 \frac{\partial^{i+1} T_{k-i-2}^{(1)}}{\partial r^{i+1}}(R_1, \theta)] - \frac{g'(\theta)}{R_1} \sum_{i=0}^{k-1} \frac{[R_1 g(\theta)]^i}{i!} [D_2 \frac{\partial^{i+1} T_{k-i}^{(2)}}{\partial r^{i+1}}(R_1, \theta) - D_1 \frac{\partial^{i+1} T_{k-i}^{(1)}}{\partial r^{i+1}}(R_1, \theta)]. \] (39)

In summary, \( T_0^{(1)}(r, \theta) \) and \( T_0(r, \theta) \) satisfy the following BVP:

\[
\begin{align*}
D_1 \nabla^2 T_0^{(1)} & = -1, \quad 0 < r < R_1, \quad (40) \\
D_2 \nabla^2 T_0^{(2)} & = -1, \quad R_1 < r < R_2, \quad (41) \\
T_0^{(1)}(R_1, \theta) & = T_0^{(2)}(R_1, \theta), \quad (42) \\
D_1 \frac{\partial T_0^{(1)}}{\partial r}(R_1, \theta) & = D_2 \frac{\partial T_0^{(2)}}{\partial r}(R_1, \theta), \quad (43) \\
T_0^{(2)}(R_2, \theta) & = 0, \quad (44)
\end{align*}
\]

while \( T_k^{(1)}(r, \theta) \) and \( T_k^{(2)}(r, \theta) \) for \( k = 1, 2, \ldots \), satisfy the following BVP:

\[
\begin{align*}
D_1 \nabla^2 T_k^{(1)} & = 0, \quad 0 < r < R_1, \quad (45) \\
D_2 \nabla^2 T_k^{(2)} & = 0, \quad R_1 < r < R_2, \quad (46) \\
T_k^{(1)}(R_1, \theta) & = T_k^{(2)}(R_1, \theta) + w_k(\theta), \quad (47) \\
D_1 \frac{\partial T_k^{(1)}}{\partial r}(R_1, \theta) & = D_2 \frac{\partial T_k^{(2)}}{\partial r}(R_1, \theta) + z_k(\theta), \quad (48) \\
T_k^{(2)}(R_2, \theta) & = 0, \quad (49)
\end{align*}
\]

where \( w_k(\theta) \) and \( z_k(\theta) \) are given in equations (37) and (39). The BVP (40)–(44) is the same as the BVP for the unperturbed compound disc (24)–(27) and hence has solution:

\[
T_0^{(1)}(r) = \frac{R_1^2 - r^2}{4D_1} + \frac{R_2^2 - R_1^2}{4D_2}, \quad (50)
\]

\[
T_0^{(2)}(r) = \frac{R_2^2 - r^2}{4D_2}. \quad (51)
\]

The BVP (45)–(49) can be solved using separation of variables and eigenfunction expansion yielding

\[
T_k^{(1)}(r, \theta) = \sum_{n=1}^{\infty} \left[ a_n r^n \cos(n\theta) + b_n r^n \sin(n\theta) \right], \quad (52)
\]

\[
T_k^{(2)}(r, \theta) = c_0 + d_0 \log(r) + \sum_{n=1}^{\infty} \left[ (c_n r^n + d_n r^{-n}) \cos(n\theta) + (e_n r^n + f_n r^{-n}) \sin(n\theta) \right], \quad (53)
\]
for $k = 1, 2, 3, \ldots$, where

$$a_n = \frac{1}{n\pi D_1 R_1^{-1}} \left[ \alpha_n + \int_{-\pi}^{\pi} z_k(\theta) \cos(n\theta) \, d\theta \right],$$

$$b_n = \frac{1}{n\pi D_1 R_1^{-1}} \left[ \beta_n + \int_{-\pi}^{\pi} z_k(\theta) \sin(n\theta) \, d\theta \right],$$

$$c_0 = \frac{-R_1 \log(R_2)}{2\pi D_2} \alpha_0, \quad d_0 = \frac{R_1}{2\pi D_2} \alpha_0,$$

$$c_n = \frac{R_1^{n+1}}{n\pi D_2 (R_1^{2n} + R_2^{2n})} \alpha_n, \quad d_n = \frac{-R_2^{2n} R_1^{n+1}}{n\pi D_2 (R_1^{2n} + R_2^{2n})} \alpha_n,$$

$$e_n = \frac{R_1^{n+1}}{n\pi D_2 (R_1^{2n} + R_2^{2n})} \beta_n, \quad f_n = \frac{-R_2^{2n} R_1^{n+1}}{n\pi D_2 (R_1^{2n} + R_2^{2n})} \beta_n,$$

$$\alpha_0 = \frac{D_2}{R_1 \log\left(\frac{R_1}{R_2}\right)} \int_{-\pi}^{\pi} w_k(\theta) \, d\theta, \quad \gamma_n = \frac{1}{nD_1 D_2 (R_1^{2n} + R_2^{2n})} \left[ (D_2 - D_1)R_1^{2n} + (D_2 + D_1)R_2^{2n} \right],$$

$$\alpha_n = \gamma_n \left[ \int_{-\pi}^{\pi} w_k(\theta) \cos(n\theta) \, d\theta - \frac{R_1}{nD_1} \int_{-\pi}^{\pi} z_k(\theta) \cos(n\theta) \, d\theta \right],$$

$$\beta_n = \gamma_n \left[ \int_{-\pi}^{\pi} w_k(\theta) \sin(n\theta) \, d\theta - \frac{R_1}{nD_1} \int_{-\pi}^{\pi} z_k(\theta) \sin(n\theta) \, d\theta \right].$$

Results in Figures 8 and 9 compare the MET obtained from stochastic simulations to the MET obtained from the perturbation and numerical solutions for a perturbed compound disc with (i) low diffusivity inner region and high diffusivity outer region where $D_1/D_2 = 0.1$ (Figure 8) and (ii) high diffusivity inner region and low diffusivity outer region where $D_1/D_2 = 10$ (Figure 9). As with all previous results, the perturbation solution compares very well with the numerical solution and stochastic simulations.

![Figure 8: MET on a compound disc with a perturbed interface. (a) stochastic simulations (b) perturbation solution defined in equations (35)–(36) and (50)–(53) (c) numerical solution. All results correspond to the parameter values $R_1 = 2, R_2 = 3, \varepsilon = 0.05, g(\theta) = \sin(3\theta) + \cos(5\theta), \delta = 0.05, \tau = 1, P_1 = 1, P_2 = 0.1, D_1 = 6.25 \times 10^{-4}$ and $D_2 = 6.25 \times 10^{-5}$. The results in (a) and (c) were produced using a mesh consisting of 928 nodes and 1759 triangular elements. The results in (b) were produced using the first three terms in the perturbation expansions (35)–(36) and the first 25 terms in the Fourier series (52)–(53). The black curve in (a) shows the interface.](image-url)
Figure 9: MET on a compound disc with a perturbed interface. (a) stochastic simulations (b) perturbation solution defined in equations (35)–(36) and (50)–(53) (c) numerical solution. All results correspond to the parameter values $R_1 = 2, R_2 = 3, \varepsilon = 0.05, g(\theta) = \sin(3\theta) + \cos(5\theta), \delta = 0.05, \tau = 1, P_1 = 0.1, P_2 = 1, D_1 = 6.25 \times 10^{-5}$ and $D_2 = 6.25 \times 10^{-4}$. The results in (a) and (c) were produced using a mesh consisting of 928 nodes and 1759 triangular elements. The results in (b) were produced using the first three terms in the perturbation expansions (35)–(36) and the first 25 terms in the Fourier series (52)–(53). The black curve in (a) shows the interface.

3 Conclusions and outlook

In this work we derive a suite of new exact solutions for the MET in a range of irregular geometries, including some situations where diffusion takes place in heterogeneous media. Using appropriately averaged data from stochastic simulations and a numerical solution of the associated BVP, we provide evidence that the new exact solutions accurately describe the MET under a range of scenarios motivated by the biological images in Figure 1. While the suite of results presented in Figures 2–9 cover many different cases, there are certain cases that we have not explicitly considered. For example, for the perturbed annulus we did not consider the case where the outer boundary is reflecting and the inner boundary absorbing, and for the perturbed compound disc we did not consider more than two layers or the case where the outer boundary is perturbed. All of these additional cases are conceptually straightforward extensions of the cases that we considered in this work. Furthermore, in all cases in Figures 2–9 we consider a modest number of identically prepared stochastic simulations released from each location in the domain so that these results show some small fluctuations. All software required to reproduce these results is provided on GitHub where it is possible to vary the number of particles released at each location in the stochastic simulations. Simply increasing the number of particles released at each location leads to smaller fluctuations in the MET, and these fluctuations eventually decrease to a point where it is impossible to visually distinguish between the averaged stochastic data, the numerical solution of the BVP and our perturbation solutions. Instead of simply presenting a series of figures where each subfigure is visually indistinguishable, here we chose to work with a modest number of realizations of the stochastic simulations so that the fluctuations in the MET are visually clear.

Overall, our results show that solving for the MET on irregular domains where the boundaries are small perturbations of regular shapes, such as an annulus and a compound disc, leads to very accurate approximations. This approach can be used to study the MET in practical scenarios by digitizing irregular shapes and then approximating these shapes by choosing $g(\theta)$ (perturbed compound disc) and $g_1(\theta)$ and $g_2(\theta)$ (perturbed annulus) appropriately [24]. However, this approximation is not valid for domains that are not small perturbations of such regular geometries. In the situation where we are interested in evaluating the MET on a domain that is not a small perturbation of a regular shape we must rely on repeated stochastic simulation data and numerical solutions of the associated BVP until new approximations for these conditions.
A Numerical solutions

Throughout this work analytical solutions of Equation (1) are visually compared to numerical solutions. These numerical solutions are obtained as discussed in our previous work [24] by using a finite volume discretisation of Equation (1) on an unstructured triangular meshing of Ω. The finite volume method is implemented using a vertex-centered strategy where nodes are located at the vertices in the mesh and control volumes are constructed around each node by connecting the centroid of each triangular element to the midpoint of its edges [28]. Meshes are generated using the mesh generation software GMSH [29] and linear interpolation is used to approximate gradients in each element. Assembling the finite volume equations yields a sparse linear system whose solution provides point estimates of the MET, T(x), at each node in the finite volume mesh. These point estimates are then visualised across Ω using MATLAB’s trisurf function. A MATLAB implementation of our numerical algorithm is available on GitHub.

B Stochastic simulations

Throughout this work analytical solutions of Equation (1) are visually compared to estimates of MET from repeated stochastic simulations. These stochastic simulations estimate T(x) using N > 1 identically-prepared random walk realisations for each position x. Each realisation involves releasing a particle at position x and recording the elapsed time until the particle passes through a designated absorbing boundary. The random walk algorithm involves releasing a particle at position \( p(0) = x \), at time \( t = 0 \), and proceeds by simulating a series of constant spatial steps of length \( \delta > 0 \) across a series of constant time steps of duration \( \tau > 0 \). For a particle located at position \( p(t) \in Ω \) at time \( t \) the possible outcomes during the time step from \( t \) to \( t + \tau \) follow our previous work [30, 10]. For the annulus and perturbed annulus the particle either: (i) moves from its current position, \( p(t) \), to a new position \( p(t + \tau) = p(t) + \delta(\cos(\theta), \sin(\theta)) \) where \( \theta \sim U[0, 2\pi] \) with probability \( P \in [0, 1] \); or (ii) remains at the current position, \( p(t + \tau) = p(t) \), with probability \( 1 - P \). For the compound disc and perturbed compound disc, the particle either: (i) moves to one of \( n \) positions: \( p(t + \tau) = p(t) + \delta(\cos(\theta_k), \sin(\theta_k)) \) \((k = 1, \ldots, n)\) where \( \theta_k = 2\pi(k - 1)/n \) with probability \( P_k/n \); or (ii) remains at the current position, \( p(t) \), with probability \( 1 - \sum_{k=1}^{n} P_k/n \), where we take \( n = 24 \) [10]. Here, \( P_k = P_1 \) if \( p(t) + (\delta/2)(\cos(\theta_k), \sin(\theta_k)) \) is located in the inner region \((0 < r < R_1)\) for the compound disc and \( 0 < r < R_1(\theta) \) for the perturbed compound disc) and \( P_k = P_2 \) if \( p(t) + (\delta/2)(\cos(\theta_k), \sin(\theta_k)) \) is located in the outer region \((R_1 < r < R_2)\) for the compound disc and \( R_1(\theta) < r < R_2 \) for the perturbed compound disc). For all geometries, if the potential step requires the particle to pass through a designated reflecting boundary the step is aborted.

In summary, for a given starting position \( x \), this gives us \( N \) estimates of the exit time from which we calculate the mean, \( T(x) = (1/N)\sum_{i=1}^{N} t_i \), where \( t_i \) is the exit time from the \( i \)th identically-prepared stochastic realisation. Repeating this process for every node in the finite volume mesh yielding point estimates of the MET, \( T(x) \), at each node. These point estimates are then visualised across Ω using MATLAB’s trisurf function with all results in this work corresponding to \( N = 50 \) simulations. This means that for a mesh with \( M \) nodes, we perform \( N \times M \) random walk simulations, for example, for the results in Figures 4–5 with \( M = 986 \) nodes and \( N = 50 \) simulations per node, our estimates of \( T(x) \) are obtained using \( N \times M = 49300 \) stochastic simulations. A MATLAB implementation of our simulation algorithm is available on GitHub.
GitHub, and these algorithms can be used to estimate $T(x)$ with different choices of $N$, where it becomes clear that the fluctuations in $T(x)$ decay as $N$ increases.
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