INVERSES OF MOMENT HERMITIAN MATRICES.
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Abstract. Motivated by [9] we study the existence of the inverse of infinite Hermitian moment matrices associated with measures with support on the complex plane. We relate this problem to the asymptotic behaviour of the smallest eigenvalues of finite sections and we study it from the point of view of infinite transition matrices associated to the orthogonal polynomials. For Toeplitz matrices we introduce the notion of weakly asymptotic Toeplitz matrix and we show that, under certain assumptions, the inverse of a Toeplitz moment matrix is weakly asymptotic Toeplitz. Such inverses are computed in terms of some limits of the coefficients of the associated orthogonal polynomials. We finally show that the asymptotic behaviour of the smallest eigenvalue of a moment Toeplitz matrix only depends on the absolutely part of the associated measure.
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1. Introduction

Let $\mathbf{M} = (c_{i,j})_{i,j=0}^\infty$ be an infinite Hermitian matrix, i.e., $c_{i,j} = \overline{c}_{j,i}$ for all $i, j$ non-negative integers. Following [14] we say that $\mathbf{M}$ is positive definite (in short, an HPD matrix) if $|\mathbf{M}_n| > 0$ for all $n \geq 0$, where $\mathbf{M}_n$ is the truncated matrix of size $(n+1) \times (n+1)$ of $\mathbf{M}$. An HPD matrix defines an inner product $\langle \ , \ \rangle$ in the space $\mathbb{P}[z]$ of all polynomials with complex coefficients in the following way: if

$$p(z) = \sum_{k=0}^n v_k z^k \quad \text{and} \quad q(z) = \sum_{k=0}^m w_k z^k$$

then

$$\langle p(z), q(z) \rangle = \langle v, w \rangle = \sum_{k=0}^\infty v_k w_k$$

being $v = (v_0, \ldots, v_n, 0, 0, \ldots), w = (w_0, \ldots, w_m, 0, 0, \ldots) \in c_00$ where $c_00$ is the space of all complex sequences with only finitely many non-zero entries. In the case of an HPD matrix $\mathbf{M}$ being a moment matrix associated with a measure $\mu$, i.e., whenever there exists a measure $\mu$ with support on $\mathbb{C}$ such that for all $i, j \geq 0$

$$c_{i,j} = \int z^i \overline{z}^j d\mu(z),$$

we denote $\mathbf{M} = \mathbf{M}(\mu)$. Note that in this case the inner product induced by $\mathbf{M}(\mu)$ is the inner product in $L^2(\mu)$:

$$\langle p(z), q(z) \rangle = \langle v, w \rangle = \int p(z) \overline{q(z)} d\mu.$$
An HPD matrix $\mathbf{M}$ is the Gram matrix of the inner product $[\cdot | \cdot]$ in the vector space $\mathbb{P}[z]$ with respect to $\{z^n\}_{n=0}^{\infty}$, i.e., $\mathbf{M} = (\langle z^i, z^j \rangle)_{i,j=0}^{\infty}$. Let $\{P_n(z)\}_{n=0}^{\infty}$ denote the sequence of orthonormal polynomials induced by such inner product, uniquely determined by the requirements that

$$ P_n(z) = \sum_{k=0}^{n} b_{k,n} z^k, $$

with positive leading coefficient $b_{n,n} > 0$ and satisfying the orthonormality condition. In the case of $\mathbf{M}(\mu)$ being a moment matrix associated with a certain measure $\mu$ then $\{P_n(z)\}_{n=0}^{\infty}$ is the sequence of orthonormal polynomials with respect to $\mu$.

We denote by $\lambda_n$ the smallest eigenvalue of $\mathbf{M}_n$. It is easy to check that the sequence $\{\lambda_n\}_{n=0}^{\infty}$ is a non increasing positive sequence and therefore $\lim_{n \to \infty} \lambda_n$ exists. In the case of a moment matrix $\mathbf{M}(\mu)$ we denote $\lambda_n = \lambda_n(\mu)$.

For positive definite Hankel matrices, which are moment matrices associated with positive measures on $\mathbb{R}$, Berg, Chen and Ismail [6] have proved that a measure $\mu$ on $\mathbb{R}$ is determinate, meaning that $\mu$ is the only measure with real support having the same moments as $\mu$, if and only if $\lim_{n \to \infty} \lambda_n(\mu) = 0$. In this direction, in the case of HPD moment matrices $\mathbf{M}(\mu)$ it is proved in [14] that $\lim_{n \to \infty} \lambda_n(\mu) = 0$ is a necessary condition to assure the density of polynomials in the space $L^2(\mu)$ when compactly supported measures are considered, although it is not a sufficient condition.

For an HPD matrix $\mathbf{M}$ let $\mathbf{B} = (b_{k,n})_{k,n=0}^{\infty}$ denote the infinite upper triangular matrix, i.e., $b_{k,n} = 0$ whenever $k > n$, given by the coefficients of the orthonormal polynomials with respect to the inner product $[\cdot | \cdot]$ induced by $\mathbf{M}$. In [9] the authors state that it is likely that, for Hankel matrices $\mathbf{H}$ in the indeterminate case (i.e. whenever $\lim_{n \to \infty} \lambda_n > 0$ as a consequence of [6]), the identity $\mathbf{H}_n \mathbf{A}_n = \mathbf{I}_n$ where $\mathbf{A}_n = \mathbf{B}_n \mathbf{B}_n^*$ extends to the infinite case in the sense that if $\mathbf{A} = \mathbf{B} \mathbf{B}^*$,

$$ \mathbf{H} \mathbf{A} = \mathbf{A} \mathbf{H} = \mathbf{I}. $$

Motivated by this problem and taking in mind that for $\mathbf{M}$ being an HPD matrix it is verified that $\mathbf{M}_n^{-1} = \mathbf{B}_n^* \mathbf{B}_n$ as it is proved in [9], [14] we here study the following problem:

**Problem 1.** Let $\mathbf{M}(\mu)$ be an HPD moment matrix associated with a measure $\mu$ with support on $\mathbb{C}$. Is the matrix $\mathbf{A}(\mu) = \mathbf{B} \mathbf{B}^*$, whenever such formal matrix product exists, a classical inverse of the matrix $\mathbf{M}(\mu)$ in the sense that

$$ \mathbf{A}(\mu) \mathbf{M}(\mu) = \mathbf{M}(\mu) \mathbf{A}(\mu) = \mathbf{I}? $$

Note that in [26] it is showed that an infinite matrix could have several classical inverses; we here are interested in the inversion of moment matrices in terms of the coefficients of the orthogonal polynomials given by the infinite matrix $\mathbf{B}$. We point out that the approach of determining the inverse of a finite Hankel or Toeplitz matrix in connection with the theory of orthogonal polynomials appears in [29] and [30] where an algorithm for the inversion of such matrices is obtained. Later on, this point of view is also treated in [24] for certain finite moment Hankel matrices; in the finite dimensional case this kind of algorithms enables to compute inverse matrices faster.
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The paper is organized as follows: in Section I we show that the answer of Problem 1 is negative in general. Moreover, we analyze the existence of $A(\mu)$ whenever $\lim_{n \to \infty} \lambda_n(\mu) > 0$. In this direction we show that $\lim_{n \to \infty} \lambda_n(\mu) > 0$ is a sufficient condition to assure the existence of $A(\mu)$ but not to assure that $A(\mu)$ is a classical inverse of $M(\mu)$. We also provide several examples in order to show that the condition $\lim_{n \to \infty} \lambda_n(\mu) > 0$ is not necessary to assure that $A(\mu)$ exists and is a classical inverse matrix of $M(\mu)$.

Section II is devoted to study the problem of the existence of the classical inverse of an HPD Toeplitz matrix in terms of the coefficients of the orthonormal polynomials. It is well known that the inverse of a Toeplitz matrix is not, in general, a Toeplitz matrix, even in the finite dimensional case. Nevertheless, the inverse of a finite Toeplitz matrix is persymmetric as it is proved in [32]. Recall that a matrix $A = (a_{i,j})_{i,j=0}^n$ is persymmetric (see [32]) when for every $0 \leq i, j \leq n$

$$a_{i,j} = a_{n-j,n-i}.$$  

In other words, a matrix is persymmetric if it has symmetry about its cross diagonal (the diagonal extended from the upper right corner to the lower left corner). We show that this property has a great impact in the form of a classical inverse of certain infinite Toeplitz matrices. In order to do it we introduce the notion of weakly asymptotic Toeplitz matrix very closely related to the notion of weakly asymptotic Toeplitz operator that appears in [3]; indeed, in the particular case of matrices defining bounded operators in Hilbert spaces, these matrices are the representations of such operators with respect to orthonormal basis. In this direction we show that under certain assumptions the classical inverse of an HPD Toeplitz matrix is a weakly asymptotic Toeplitz matrix. Moreover, we give the description of a classical inverse of a Toeplitz matrix in terms of the limits of their diagonals. In all of the examples of HPD moment Toeplitz matrices considered we compute the associated matrix $B$.

It is well known (see e.g. [1]) that every HPD Toeplitz matrix $T$ is indeed the moment matrix $T(\nu)$ for a certain measure $\nu$ with support on $\mathbb{T}$. Applying our general results to such matrices we obtain some interesting consequences for measures $\nu$ supported on the unit circle $\mathbb{T}$. In particular, we show that whenever $\lim_{n \to \infty} \lambda_n(\nu) > 0$ we may assure the existence of all the limits $\lim_{n \to \infty} b_{n-k,n}(\nu)$ for every $k \geq 0$ being $P_n(z) = \sum_{k=0}^n b_{k,n}(\nu) z^k$ the orthogonal polynomials associated with $\nu$. Note that in the case of the main coefficients the existence of $\lim_{n \to \infty} b_{n,n}(\nu)$ was already known by Szegö theory.

Finally, we consider HPD Toeplitz matrices from the point of view of representations of bounded operators on the Hardy-Hilbert space $H^2$. The problem of the inverse of bounded Toeplitz operator $T_\varphi$ associated with a symbol $\varphi$ has been widely studied (see e.g. [10]). We apply our techniques to the inversion of Toeplitz operators not necessarily bounded. As a consequence we obtain that the asymptotic limit of the inverse of a Toeplitz matrix $T_\varphi$ associated with a continuous symbol verifying $\inf_{z \in \mathbb{T}} \varphi(z) > 0$ is the Toeplitz matrix $T_{1_\varphi}$.

Last section is devoted to the study of the asymptotic behaviour of the smallest eigenvalues of the absolutely part of a measure with support on $\mathbb{T}$ and its consequences in the inversion of moment Toeplitz matrices. In [13] it is proved that the
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to a triangular matrix \( B \). The finite dimensional matrix \( A \) defines a bounded operator from \( \ell_2 \) to \( \ell_2 \). If this operator is bounded it will be denoted by \( A \). Note that there are infinite matrices not defining bounded operators, consider for example the diagonal matrix \( A = (i\delta_{ij})_{i,j=0}^\infty \). In [13] a criterion has been proved to characterize when an infinite matrix defines a bounded operator from \( \ell_2 \) to \( \ell_2 \). On the other hand, if \( A : H \to \mathcal{H} \) is a bounded operator on a Hilbert space \( \mathcal{H} \) the representation of \( A \) using an orthonormal basis \( \mathcal{B} = \{v_i\}_{i=0}^\infty \) in \( \mathcal{H} \) is by constructing the infinite matrix with entries \( a_{ij} = \langle Av_j, v_i \rangle \), i.e., \( A = (a_{ij})_{i,j=0}^\infty \). On the Hilbert space \( \ell_2 \) we always use the standard basis \( \{e_n\}_{n=0}^\infty \).

2. Infinite Transition matrices. Inversion of certain Hermitian moment matrices.

Let \( M = (c_{ij})_{i,j=0}^\infty \) be an HPD matrix, in the space \( \mathbb{P}[z] \) two algebraical basis can be considered: the basis which consists of the monomials \( \mathcal{B} = \{z^n\}_{n=0}^\infty \) and the one that consists of the orthonormal polynomials \( \mathcal{B}' = \{P_n(z)\}_{n=0}^\infty \) associated with the matrix \( M \). We consider the coordinates of each element of the basis \( \mathcal{B}' \) with respect to \( \mathcal{B} \), thus for every \( n \in \mathbb{N}_0 \), \( P_n(z) = \sum_{k=0}^n b_{k,n} z^k \), and let define the infinite upper triangular matrix \( B = (b_{k,n})_{k,n=0}^\infty \) with \( b_{k,n} = 0 \) if \( k > n \).

Let \( n \in \mathbb{N}_0 \) be fixed, as usual \( \mathbb{P}_n[z] \) denotes the space of polynomials of degree less or equal than \( n \). The finite dimensional matrix \( B_n \) is the transition matrix from the basis \( \mathcal{B}_n = \{P_0(z), P_1(z), \ldots, P_n(z)\} \) in \( \mathbb{P}_n[z] \) to the basis \( \mathcal{B}_n = \{1, z, \ldots, z^n\} \). Since \( M_n, I_n \) are both matricial representations of the same inner product with respect to \( \mathcal{B}_n, \mathcal{B}'_n \) respectively then

\[ B_n^t M_n \overline{B}_n = I_n, \]

and consequently \( M_n^{-1} = \overline{B}_n B_n^t \) as it is proved in [9], [14] using kernel functions.

As in the finite dimensional case the matrix \( B \) can be considered as the transition matrix from the basis \( \mathcal{B}' \) to \( \mathcal{B} \) in the following sense, if \( p(z) = \sum_{k=0}^n v_k z^k = \)
\[ \sum_{k=0}^{n} w_k P_k(x) \text{ and } (v_0, \ldots, v_n, 0, 0, \ldots), (w_0, \ldots, w_n, 0, 0, \ldots) \in c_{00} \text{ and } n \in \mathbb{N}: \]

\[
\begin{pmatrix}
v_0 \\
\vdots \\
v_n \\
0 \\
\vdots
\end{pmatrix} = B
\begin{pmatrix}
w_0 \\
\vdots \\
w_n \\
0 \\
\vdots
\end{pmatrix}.
\]

From now on we call \( B \) the transition matrix associated with the HPD matrix \( M \). In the case of \( M \) being a moment matrix \( M(\mu) \) let denote \( B = B(\mu) \).

**Remark 1.** Note that if the Cholesky decomposition of the Hermitian matrix \( M \) is given by \( M = LL^* \) then \( B^t = L^{-1} \).

**Definition 1.** Let \( M \) be an HPD matrix and let \( B \) be the transition matrix associated with \( M \). Let \( A = (a_{i,j})_{i,j=0}^\infty \) be the matrix \( A = \overline{B}B^t \) whenever such formal matrix product is well defined, i.e. if for all \( i, j \in \mathbb{N}_0 \) there exists \( a_{i,j} = \sum_{k=\max\{i,j\}}^{\infty} b_{i,k}b_{j,k} \). In the case of \( M = M(\mu) \) being a moment matrix associated with a measure \( \mu \) we denote by \( A = A(\mu) \).

**Remark 2.** Note that the existence of the matrix product \( A = \overline{B}B^t \) is equivalent to the fact that all the rows of the matrix \( B \) belong to \( \ell_2 \).

The following result is essentially contained in [9] in the case of Hankel matrices. The same result is true when Hermitian matrices are considered, not necessarily moment matrices. We include it for the sake of completeness:

**Lemma 1.** Let \( M \) be an infinite HPD matrix and let \( B \) be the transition matrix associated with \( M \). Then, the following are equivalent:

1. \( \lim_{n \to \infty} \lambda_n = \lambda > 0 \).
2. The matrices \( B \) and \( B^* \) define bounded operators \( B \) and \( B^* \) on \( \ell_2 \) verifying that \( \|B\| = \|B^*\| = \lambda^{-1/2} \).

**Proof.** First of all we show that \( \|B_n\|^2 = \lambda_n^{-1} \) for every \( n \in \mathbb{N}_0 \). Indeed,

\[
\lambda_n = \min \left\{ \frac{vM_n v^*}{v v^*} : 0 \neq v \in \mathbb{C}^{n+1} \right\} = \frac{1}{\max \left\{ \frac{v v^*}{vM_n v^*} : 0 \neq v \in \mathbb{C}^{n+1} \right\}}
\]

and therefore:

\[
\lambda_n^{-1} = \max \left\{ \frac{v v^*}{vM_n v^*} : v \in \mathbb{C}^{n+1} \right\} = \max \left\{ v v^* : v \in \mathbb{C}^{n+1} \text{ and } v M_n v^* = 1 \right\}
\]

\[
= \max \{ w B_n^* \overline{B_n} w^* : w \in \mathbb{C}^{n+1} \text{ and } w B_n^* M_n B_n w^* = 1 \}
\]

\[
= \max \{ \| \overline{B_n} w^* \|^2 : w \in \mathbb{C}^{n+1} \text{ and } w w^* = 1 \}
\]

\[
= \| \overline{B_n} \|^2 = \| B_n \|^2.
\]

Then, for every \( n \in \mathbb{N}_0 \) we have \( \|B_n\| = \|B_n^*\| = \lambda_n^{-1/2} \). Consequently, the sequence \( \{\|B_n\|\}_{n=0}^\infty \) is bounded if and only if \( \lim_{n \to \infty} \lambda_n > 0 \). Now, it is well known (see e.g. [13]) that \( B \) defines a bounded operator on \( \ell_2 \) if and only if \( \sup_n \| \Pi_n B^* B \Pi_n \| < \infty \) where \( \Pi_n(x) \) is the \( n \)-th section of the vector \( x \in \ell_2 \),
i.e., $(\Pi_n(x))_i = x_i$ if $i \leq n$ and $(\Pi_n(x))_i = 0$ if $i > n$. Since $\|\Pi_nB^*\Pi_n\| = \|B_n\|$ it follows that $B$ defines a bounded operator $B$ on $\ell_2$ if and only if $\lim_{n \to \infty} \lambda_n = \lambda > 0$; moreover, $\|B\| = \lambda^{-1/2}$.

Finally, if $B$ is a bounded operator on $\ell_2$ then the adjoint $B^*$ is bounded and verifies $\|B^*\| = \|B\| = \lambda^{-1/2}$.

As a consequence of Lemma 1 we give a sufficient condition in terms of the asymptotic behaviour of $\lambda_n$ to assure the existence of the matrix $A$ defining a bounded operator $A$ on $\ell_2$.

**Lemma 2.** Let $M$ be an HPD matrix such that $\lim_{n \to \infty} \lambda_n = \lambda > 0$, then the matrix $A = \overline{B}B^t = (a_{i,j})_{i,j=0}^\infty$ exists and defines the bounded operator $A = \overline{B}B^*$ on $\ell_2$. Moreover,

1. $a_{i,j} = \lim_{n \to \infty} M_n^{-1}[i,j]$ for every $i, j \in \mathbb{N}_0$.
2. $\|A\| = \|\overline{B}B^*\|^2 = \lambda^{-1}$.

**Proof.** By Lemma 1, the matrices $\overline{B}, B^*$ define bounded operators on $\ell_2$ and consequently the rows and columns of such matrices belong to $\ell_2$. Then for every $i, j \in \mathbb{N}_0$ the series $\sum_{k=\max\{i,j\}}^{\infty} b_{i,k}b_{j,k}$ is absolutely convergent and

$$a_{i,j} = \sum_{k=\max\{i,j\}}^{\infty} b_{i,k}b_{j,k} = \lim_{n \to \infty} \sum_{k=\max\{i,j\}}^{n} b_{i,k}b_{j,k} = \lim_{n \to \infty} M_n^{-1}[i,j].$$

Therefore the matrix $A$ exists and is the representation with respect to the standard basis of $\ell_2$ of the operator $\overline{B}B^*$. Moreover, $\|A\| = \|\overline{B}B^*\|^2 = \|B\|^2 = \lambda^{-1}$. \hfill \Box

In general, when $\lim_{n \to \infty} \lambda_n(\mu) = 0$ for a certain measure $\mu$ one can not even assure the existence of the infinite matrix $A(\mu)$ as the following example shows:

**Example 1.** There exists an HPD moment matrix $M(\mu)$ associated with a measure $\mu$ on $\mathbb{C}$ such that $\lim_{n \to \infty} \lambda_n(\mu) = 0$ and there does not exist the matrix $A(\mu)$. Indeed, consider the Lebesgue measure $\mu$ in the circle with center $(1,0)$ and radius $1$, and the associated moment matrix

$$M(\mu) = \begin{pmatrix}
1 & 1 & 1 & 1 & \ldots \\
1 & 2 & 3 & 4 & \ldots \\
1 & 3 & 6 & 10 & \ldots \\
1 & 4 & 10 & 20 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
$$

The sequence of orthonormal polynomials associated with $\mu$ is $P_n(z) = (z - 1)^n$ for all $n \geq 0$ and since $\sum_{k=0}^{\infty} |P_k(0)|^2 = \infty$ then the matrix $A(\mu)$ does not exist. Note that the transition matrix is $B(\mu) = (b_{k,n})_{k,n=0}^\infty$ with $b_{k,n} = (-1)^{n-k} \binom{n}{k}$ if $k \leq n$ and $b_{k,n} = 0$ if $k > n$ which obviously does not define a bounded operator on $\ell_2$.

**Example 2.** There exist HPD moment matrices $M(\mu)$ associated with certain measures $\mu$ on $\mathbb{C}$ such that $\lim_{n \to \infty} \lambda_n(\mu) = 0$, the matrix $A(\mu)$ exists and is a classical inverse of $M(\mu)$. The easiest example is a diagonal matrix: indeed, let $\mu$ be the Lebesgue measure (uniform measure) on the unit disk $\overline{B}$; it is well known that
Hermitian case, even for Toeplitz moment matrices: matrix $T$. In particular, orthonormal polynomials by the equations (see e.g. $[28]$) $\nu$ for each $n \in \mathbb{N}_0$. Consider the diagonal matrix $D = (a^{\ell/2} \delta_{i,j})_{i,j=0}^{\infty}$ and the Toeplitz matrix $T = \left(a^{\frac{\nu-1}{2}}\right)_{i,j=0}^{\infty}$ then it holds that

$$M = D^T T D.$$ 

Taking in account this equality it is obvious that $T$ is an HPD Toeplitz matrix and consequently $T = T(\nu)$ for a certain measure $\nu$ with support on $T$. Using $[15]$ and $[22]$ it follows that $M$ is the moment matrix of the image measure $\mu = \nu \circ f^{-1}$ under the transformation $f(z) = \sqrt{a}z$. In this particular case it can easily be obtained the orthonormal polynomials by the equations (see e.g. $[28]$):

$$P_n(z) = \frac{1}{\sqrt{|M_{n-1} \cdot M_n|}} \begin{vmatrix} 1 & a & \ldots & a^n \\ a & a & \ldots & a^n \\ \vdots & \vdots & \ddots & \vdots \\ 1 & z & \ldots & z^n \end{vmatrix} = \frac{z^{n-1}}{\sqrt{a^n(1-a)}}(z-a), n = 1, 2, \ldots$$

Consequently,

$$B(\mu) = \begin{pmatrix} 1 & \frac{-a}{\sqrt{a(1-a)}} & 0 & 0 & \ldots \\ 0 & \frac{1}{\sqrt{a(1-a)}} & \frac{-a}{\sqrt{a^2(1-a)}} & 0 & \ldots \\ 0 & 0 & \frac{1}{\sqrt{a^2(1-a)}} & \frac{-a}{\sqrt{a^3(1-a)}} & \ldots \\ \vdots & \vdots & \vdots & \ddots & \ddots \end{pmatrix}.$$

In particular, $B(\mu)$ does not define a bounded operator on $\ell_2$ and by Lemma 1 we have that $\lim_{n \to \infty} \lambda_n(\mu) = 0$. It can be checked $A(\mu) M(\mu) = \bar{M}(\mu) A(\mu) = I$ where

$$A(\mu) = \frac{1}{1-a} \begin{pmatrix} 1 & -1 & 0 & 0 & \ldots \\ -1 & \frac{a+1}{a} & \frac{-1}{a^2} & 0 & \ldots \\ \frac{-a}{a^2} & \frac{-1}{a^3} & \frac{a+1}{a^4} & \frac{-1}{a^5} & \ldots \\ \vdots & \vdots & \vdots & \ddots & \ddots \end{pmatrix}.$$ 

The following example shows that the answer to Problem 1 is negative in the Hermitian case, even for Toeplitz moment matrices:
Example 3. There exists a moment Toeplitz matrix $T(\nu)$ associated with a measure $\nu$ with support on $\mathbb{T}$ verifying $\lim_{n \to \infty} \lambda_n(\nu) > 0$ and nevertheless

$$T(\nu)A(\nu) \neq I, \quad A(\nu)T(\nu) \neq I.$$ 

Indeed, consider $\nu = \frac{1}{2}\mu + \mu_0$ where $\mu_0$ is the measure with support $\{0\}$ being a point mass with $\mu_0(\{0\}) = \frac{1}{2}$. Consider

$$T(\nu) = \begin{pmatrix}
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \ldots \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \ldots \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots 
\end{pmatrix}.$$ 

Since $T(\nu) \geq \frac{1}{2}I$ in the sense that for every $\nu \in c_{\infty}$ we have $\nu T(\nu)\nu^* \geq \frac{1}{2}\nu\nu^*$, it follows that $\lambda_n(\nu) \geq \frac{1}{2}$ for all $n \in \mathbb{N}_0$ and $\lim_{n \to \infty} \lambda_n(\nu) \geq \frac{1}{2}$. It can be checked that $M_n^{-1}[i, j] = -\frac{2}{n+1}$ if $i \neq j$ and $M_n^{-1}[i, i] = \frac{2n}{n+1}$ for each $n \in \mathbb{N}_0$ and $0 \leq i, j \leq n$.

By using Lemma 2 it follows that $a_{i,j} = \lim_{n \to \infty} M_n^{-1}[i, j] = 2\delta_{i,j}$ and $A(\nu) = 2I$.

Therefore

$$A(\mu)T(\nu) \neq I \quad \text{and} \quad T(\nu)A(\nu) \neq I.$$ 

Using the efficient numerical algorithms of Cholesky decomposition and inversion of lower triangular matrices we can determinate the explicit representation of the transition matrix $B(\nu) = (b_{k,n})_{k,n=0}^{\infty}$ with $b_{n,n} = \frac{\sqrt{n}}{\sqrt{n+1}}$ and $b_{n,k} = -\frac{\sqrt{n}}{\sqrt{n(n+1)}}$ if $k < n$.

Remark 3. We want to point out that in Example 3 the absolutely part of the measure $\nu$ is $\nu_a = \frac{1}{2}\mu$ and the limits $\lim_{n \to \infty} b_{n-k,n}(\nu)$, $\lim_{n \to \infty} b_{n-k,n}(\nu_a)$ exist for every $k \geq 0$. This fact is true for general Toeplitz moment matrices as we will show in next section. Moreover, in this case $\lim_{n \to \infty} b_{n-k,n}(\nu) = \lim_{n \to \infty} b_{n-k,n}(\nu_a)$; we do not know if this is true in general.

Next we give a sufficient condition to assure that $A$ is a classical inverse matrix of an HPD matrix $M$, not necessarily a moment matrix, verifying $\lim_{n \to \infty} \lambda_n > 0$:

**Proposition 1.** Let $M = (c_{i,j})_{i,j=0}^{\infty}$ be an HPD matrix with $\lim_{n \to \infty} \lambda_n > 0$. If $\sum_{k=0}^{\infty} |c_{i,k}|^2 < \infty$ for all $i \in \mathbb{N}_0$ then $AM = MA = I$.

**Proof.** First of all since $M$ is Hermitian and $\sum_{k=0}^{\infty} |c_{i,k}|^2 < \infty$ for all $i \in \mathbb{N}_0$ it follows that all the rows and columns of $M$ belong to $\ell_2$. On the other hand, since $\lim_{n \to \infty} \lambda_n > 0$ by Lemma 2 the matrix $A$ is the representation of a bounded operator on $\ell_2$ and, consequently, the rows and columns of $A$ belong to $\ell_2$. Then both matrices $AM$ and $MA$ are well defined. We first show that for each $j, k \in \mathbb{N}_0$

$$AM[j, k] = \delta_{j,k}.$$ 

We introduce the following notation: let $B$ be a bounded operator on $\ell_2$ we denote by $\tilde{B}_n = \Pi_n \Pi_n^*$, where $\Pi_n$ is defined as in Lemma 2, which matrix representation is given by $

$$
\begin{pmatrix}
B_n & 0 \\
0 & 0
\end{pmatrix}.$$ 

It is well known (see e.g [18]) that $\{\tilde{B}_n\}_{n=0}^{\infty}$ is strongly convergent to $B$ on $\ell_2$. Since $\{\tilde{B}_n\}_{n=0}^{\infty}$ and $\{\tilde{B}_n^*\}_{n=0}^{\infty}$ are strongly convergent to $\overline{B}, \overline{B}^*$
respectively then \( \{ \overline{B}_n \} \) is strongly convergent to \( BB^* \). Fix \( k \in \mathbb{N}_0 \), since \( (c_{i,k})_{i=0}^\infty \in \ell_2 \) it follows that for every \( n \geq k \) we have that

\[
AMe_k^t = \lim_{n \to \infty} \left( \begin{array}{ccc}
B_n^* & 0 \\
0 & 0
\end{array} \right) \left( \begin{array}{c}
c_{0,k} \\
c_{1,k} \\
\vdots \\
c_{n,k} \\
c_{n+1,k}
\end{array} \right) = \lim_{n \to \infty} \left( \begin{array}{ccc}
B_n^* & 0 \\
0 & 0
\end{array} \right) \left( \begin{array}{c}
c_{0,k} \\
c_{1,k} \\
\vdots \\
c_{n,k} \\
0
\end{array} \right) = e_k.
\]

Therefore

\[
e_j AMe_k^t = \delta_{j,k}.
\]

On the other hand, since \( M \) and \( A \) are Hermitian matrices \( MA = I \).

\[\square\]

Remark 4. For an Hermitian matrix \( M = (c_{ij})_{i,j=0}^\infty \) the condition \( \sum_{k=0}^\infty |c_{i,k}|^2 < \infty \) for all \( i \in \mathbb{N}_0 \) is equivalent to that the mapping \( M : c_0 \to \ell_2 \) given by the formal matrix multiplication is well defined.

Unfortunately Proposition 1 does not provide any information for Hankel matrices. Indeed, in the indeterminate case (i.e. when \( \lim_{n \to \infty} \lambda_n > 0 \) by [9]) the Hankel matrix \( H \) does not define a bounded operator on \( \ell_2 \); moreover, \( H \) does not define even a linear mapping from \( c_0 \) as we show in the following lemma:

**Lemma 3.** Let \( H = (s_{i+j})_{i,j=0}^\infty \) be a Hankel moment matrix such that \( \lim_{n \to \infty} \lambda_n > 0 \). Then \( \sum_{n=0}^\infty s_n^2 = \infty \); in particular, \( H \) does not define a linear mapping from \( c_0 \).

**Proof.** Assume \( \sum_{n=0}^\infty s_n^2 < \infty \) and let \( \{e_n\}_{n=0}^\infty \) be the standard basis of \( \ell_2 \). For every \( n \in \mathbb{N}_0 \), \( s_{2n} = e_{2n}H^*e_{2n} \geq \lambda_n \) and therefore \( \lim_{n \to \infty} \lambda_n = 0 \).

We now particularize Proposition 1 in the case of Toeplitz matrices; this case will be widely studied in next section:

**Corollary 1.** Let \( T = (c_{j-i})_{i,j=0}^\infty \) be a Toeplitz HPD matrix verifying \( \lim_{n \to \infty} \lambda_n > 0 \). If \( \sum_{n=0}^\infty |c_n|^2 < \infty \) then \( AT = TA = I \).

We finish this section with some applications of the above results. In [19] the following problem is studied: given a sequence of polynomials \( \{P_n(z)\}_{n=0}^\infty \) with \( P_0(z) := 1 \) and \( \deg(P_n(z)) = n \) does there exist a measure \( \mu \) with support on \( \mathbb{C} \) such that:

\[
\int P_n(z) \overline{P}_m(z) d\mu = \delta_{n,m}.
\]

Note that once we know the sequence \( \{P_n(z)\}_{n=0}^\infty \) we have the description of the transition matrix \( B \), thus with our approach the above problem can be reformulated in the following terms: given an upper triangular matrix \( B = (b_{k,n})_{k,n=0}^\infty \) with \( b_{n,n} > 0 \), is \( B = B(\mu) \) the transition matrix associated with a certain measure \( \mu \)? Moreover, in the case of positive answer one can ask about the density of polynomials in the corresponding space \( L^2(\mu) \); concerning this problem by [14] and Lemma 1 we have the following result:
Corollary 2. Let \( \{P_n(z)\}_{n=0}^\infty \) be a sequence of polynomials with \( P_n(z) = \sum_{k=0}^n b_{k,n} z^k \) and \( b_{n,n} > 0 \) for every \( n \in \mathbb{N}_0 \). If there is a compactly supported measure \( \mu \) such that \( B(\mu) = (b_{k,n})_{k,n=0}^\infty \) and \( P^2(\mu) = L^2(\mu) \) then \( B(\mu) \) does not define a bounded operator on \( \ell_2 \).

We see two interesting cases of sequences of polynomials:

**Case I.** The sequence of polynomials \( P_0(z) = 1 \) and \( P_n(z) = b_n z^n \) with \( b_n > 0 \): in this case \( B = (b_i \delta_{i,j})_{i,j=0}^\infty, A = (b_i^2 \delta_{i,j})_{i,j=0}^\infty \) and \( M = (c_i \delta_{i,j})_{i,j=0}^\infty \) with \( c_i = b_i^{-2} \) for all \( i \geq 0 \), all of them diagonal matrices. By [14] we have the following result:

**Corollary 3.** Let \( P_0(z) := 1 \) and \( P_n(z) = b_n z^n \) with \( b_n > 0 \). Assume that there exists a compactly supported measure \( \mu \) such that \( B(\mu) = (b_i \delta_{i,j})_{i=0}^\infty \). If \( P^2(\mu) = L^2(\mu) \) then \( \lim_{n \to \infty} \frac{b_{n+1}}{b_n} \geq 1 \) and \( \lim_{n \to \infty} b_n = \infty \).

**Proof.** Since the the support of \( \mu \) is bounded we have that \( \lim_{n \to \infty} \frac{c_{n+1,n+1}}{c_{n,n}} < \infty \). Moreover, if \( M \) is a moment matrix the entries verifies the Cauchy-Schwartz condition \( c_{n,n}^2 \leq c_{n-1,n-1} c_{n+1,n+1} \) for all \( n \in \mathbb{N} \), in particular \( \{\frac{b_n}{b_{n+1}}\}_{n=1}^\infty \) is a non increasing sequence and \( \lim_{n \to \infty} \frac{b_n}{b_{n+1}} \leq \infty \). By [14] and Corollary 2 it follows that \( B \) does not define a bounded operator and consequently \( \lim b_n = \infty \); then \( \lim_{n \to \infty} \frac{b_{n+1}}{b_n} \geq 1 \) and \( \lim_{n \to \infty} b_n = \infty \). □

**Case II:** The sequence of polynomials \( P_0(z) := 1 \) and \( P_n(z) = b_n z^n (z-1) \) with \( b_n > 0 \). The matrices \( B \) and \( A \) are:

\[
B = \begin{pmatrix}
1 & -b_1 & 0 & 0 & \ldots \\
0 & b_1 & -b_2 & 0 & \ldots \\
0 & 0 & b_2 & -b_3 & \ldots \\
0 & 0 & 0 & b_3 & \ldots \\
& \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\quad A = \begin{pmatrix}
1 + b_1^2 & -b_1^2 & 0 & 0 & \ldots \\
-b_1^2 & b_1^2 + b_2^2 & -b_2^2 & 0 & \ldots \\
0 & -b_2^2 & b_2^2 + b_3^2 & -b_3^2 & \ldots \\
0 & 0 & 0 & -b_3^2 & \ldots \\
& \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\]

It can be checked that \( A \) is the classical inverse of the Hermitian matrix \( M \) given by

\[
M = \begin{pmatrix}
c_0 & c_0 & c_0 & c_0 & \ldots \\
c_0 & c_1 & c_1 & c_1 & \ldots \\
c_0 & c_1 & c_2 & c_2 & \ldots \\
c_0 & c_1 & c_2 & c_3 & \ldots \\
& \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\]

with \( c_0 = \sum_{k=0}^n \frac{1}{b_k^2} \). In [19] Example 4.5.3. the authors asked if there exists a measure for \( \{P_n(z)\}_{n=0}^\infty \) in the case that \( b_n = \frac{1}{\sqrt{(n-1)!}} \) for \( n \geq 1 \). The answer is negative, since in this case the matrix \( M = (c_{i,j})_{i,j=0}^\infty \) is

\[
M = \begin{pmatrix}
1 & 1 & 1 & 1 & \ldots \\
1 & 2 & 2 & 2 & \ldots \\
1 & 2 & 3 & 3 & \ldots \\
1 & 2 & 3 & 4 & \ldots \\
& \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\]
which obviously does not verify the condition \( c_{11}^2 \leq c_{00}c_{22} \); consequently, \( M \) is not a moment matrix.

3. Inversion of Toeplitz moment matrices

Following Barria and Halmos \[3\] a bounded operator \( \mathcal{A} : \mathcal{H} \to \mathcal{H} \) in a Hilbert space \( \mathcal{H} \) is a weakly asymptotic Toeplitz operator if the sequence \( S^n\mathcal{A}S^n \) is strongly convergent, where \( S \) is the forward shift and \( S^* \) its adjoint. The limit is clearly a Toeplitz operator. In an analogous way we introduce the following definition:

**Definition 2.** An infinite matrix \( \mathbf{A} = (a_{i,j})_{i,j=0}^{\infty} \) is a weakly asymptotic Toeplitz matrix if for every \( k \in \mathbb{Z} \) there exists \( \lim_{n \to \infty} a_{n,n+k} = \alpha_k \). In such a case we denote by \( \text{Lim}(\mathbf{A}) = (\alpha_{i-j})_{i,j=0}^{\infty} \) which is clearly a Toeplitz matrix.

It is easy to show that if \( \mathbf{A} \) is a weakly asymptotic Toeplitz operator on a Hilbert space \( \mathcal{H} \) then the matrix representation with respect to any orthonormal basis in \( \mathcal{H} \) is a weakly asymptotic Toeplitz matrix.

The main result in this section is:

**Theorem 1.** Let \( \mathbf{T} \) be an infinite HPD Toeplitz matrix and let \( \mathbf{B} = (b_{k,n})_{k,n=0}^{\infty} \) be the transition matrix associated with \( \mathbf{T} \). Assume that the matrix \( \mathbf{A} = \mathbf{BB}^t = (a_{i,j})_{i,j=0}^{\infty} \) exists. Then:

1. \( \mathbf{B} \) is a weakly asymptotic Toeplitz matrix, i.e. for every \( k \in \mathbb{N}_0 \) there exists \( \lim_{n \to \infty} b_{n-k,n} = \beta_k \).
2. \( a_{i,k} = \sum_{j=0}^{i} \beta_j \beta_{k-j} \) for \( i, k \in \mathbb{N}_0 \) with \( i \leq k \).
3. If \( \sum_{k=0}^{\infty} \beta_k^2 < \infty \) then the matrix \( \mathbf{A} \) is weakly asymptotic Toeplitz and

\[
\lim_{k \to \infty} a_{k,k+j} = \sum_{i=0}^{\infty} \beta_i \beta_{i+j},
\]

where the series above is absolutely convergent.

**Proof.** We first show that there exists \( \lim_{n \to \infty} b_{n,n} \). Indeed, since \( \mathbf{A} \) exists and \( \mathbf{T}^{-1} = \mathbf{B}_n \mathbf{B}_n^t \)

\[
a_{0,0} = \sum_{k=0}^{\infty} |b_{0,k}|^2 = \lim_{n \to \infty} \sum_{k=0}^{n} |b_{0,k}|^2 = \lim_{n \to \infty} \mathbf{T}_n^{-1}[0,0].
\]

Using that the matrix \( \mathbf{T}_n^{-1} \) is persymmetric it follows that \( \mathbf{T}_n^{-1}[0,0] = \mathbf{T}_n^{-1}[n,n] \) and therefore

\[
a_{0,0} = \lim_{n \to \infty} \mathbf{T}_n^{-1}[n,n] = \lim_{n \to \infty} b_{n,n}^2.
\]

Moreover \( \beta_0 = \lim_{n \to \infty} b_{n,n} = \sqrt{a_{0,0}} > 0 \) since \( b_{n,n} > 0 \) for each \( n \in \mathbb{N}_0 \). Now we prove the existence of \( \lim_{n \to \infty} b_{n-k,n} \) for every \( k \in \mathbb{N} \). Indeed, using again that \( \mathbf{T}_n^{-1} \) is persymmetric

\[
a_{0,k} = \lim_{n \to \infty} \mathbf{T}_n^{-1}[0,k] = \lim_{n \to \infty} \mathbf{T}_n^{-1}[n-k,n] = \lim_{n \to \infty} \mathbf{b}_n^{-1} b_{n-k,n}.
\]

Since \( \lim_{n \to \infty} b_{n,n} = \beta_0 > 0 \) we have that there exists \( \lim_{n \to \infty} b_{n-k,n} \) and moreover,

\[
\lim_{n \to \infty} b_{n-k,n} = \frac{a_{0,k}}{\beta_0}.
\]
In a general way we can determinate all of the entries of the matrix $A$. Indeed, let $i, k \in \mathbb{N}_0$ be fixed with $i \leq k$ then

$$T_n^{-1}[i, k] = T_n^{-1}[n - i, n - k] = (B_n B_n^t)[i, k] = \sum_{j=0}^{i} b_{n-i,n-i+j} b_{n-k,n-i+j}.$$ 

By passing to the limit and using Lemma 2

$$a_{i,k} = \lim_{n \to \infty} T_n^{-1}[i, k] = \sum_{j=0}^{i} \beta_j \beta_{k+j-i} = \left( \begin{array}{c} \beta_{k-i} \\ \vdots \\ \beta_{k-1} \\ \beta_k \end{array} \right).$$

Thus, we have the description of $A$. Note that the entries of the main diagonal of $A$ are given by $a_{k,k} = \sum_{i=0}^{k} \beta_i^2$.

In order to prove (3) let $j \in \mathbb{N}_0$ be fixed and $k \in \mathbb{N}$, then

$$a_{k,k+j} = \left( \begin{array}{c} \beta_0 \\ \beta_1 \\ \vdots \\ \beta_k \end{array} \right) \left( \begin{array}{c} \beta_{k+j-k} \\ \vdots \\ \beta_{k-1} \\ \beta_{k+j} \end{array} \right) = \sum_{i=0}^{k} \beta_i \beta_{i+j}.$$

The series $\sum_{i=0}^{\infty} \beta_i \beta_{i+j}$ is absolutely convergent since $\sum_{k=0}^{\infty} \beta_k^2 < \infty$, and therefore there exists

$$\lim_{k \to \infty} a_{k,k+j} = \sum_{i=0}^{\infty} \beta_i \beta_{i+j}.$$ 

**Remark 5.** Note that under the assumptions of Theorem 1 for the matrix product $A = BB^t$ it holds that $\text{Lim}(A) = \text{Lim}(B) \text{Lim}(B^t)$.

It is well known (see e.g. [1]) that for $T$ being an infinite HPD Toeplitz matrix there exists a measure $\nu$ with support on $\mathbb{T}$ such that $T = T(\nu)$. With this approach we have the following consequences of Proposition above:

**Corollary 4.** Let $\nu$ be a measure with support on $\mathbb{T}$ and let $P_n(z) = \sum_{k=0}^{n} b_{n-k,n}(\nu) z^k$ be the orthonormal polynomials associated with $\nu$. Assume that $\lim_{n \to \infty} \lambda_n(\nu) > 0$, then for every $k \in \mathbb{N}_0$ there exist $\lim_{n \to \infty} b_{n-k,n}(\nu)$.

Using the results in [16] and Theorem 1 we have the following result:

**Corollary 5.** Let $\nu$ be a measure with support on $\mathbb{T}$ which is absolutely continuous with respect to $m$ and $d \nu(e^{i\theta}) = \frac{w(\theta)}{2\pi} d\theta$ with $w(\theta) \in L^1[0, 2\pi]$. If $\text{ess inf}(w(\theta)) > 0$ and $w(\theta) \in L^2[0, 2\pi]$ then $A(\nu)$ exists and

$$T(\nu)A(\nu) = A(\nu)T(\nu) = I.$$
Proof. By \[16\] it follows that the condition \(\operatorname{ess \inf}(w(\theta)) > 0\) is equivalent to the fact \(\lim_{n \to \infty} \lambda_n(\nu) > 0\). Consequently by Lemma \[2\] there exists \(A(\nu)\). Moreover, for every \(k \in \mathbb{N}_0\)
\[
c_k = \int_{\mathbb{T}} z^k d\nu(z) = \frac{1}{2\pi} \int_0^{2\pi} e^{ik\theta} w(\theta) d\theta.
\]
Since \(w(\theta) \in L^2[0, 2\pi]\) the Fourier coefficients of \(w(\theta)\) belong to \(\ell_2\) and consequently the moment matrix \(T(\nu)\) verifies the assumptions in Proposition \[1\] and it follows that \(A(\nu)\) is the classical inverse of \(T(\nu)\) as we required. \(\square\)

Recall that the Hardy-Hilbert \(H^2\) space is the completion of the space \(\mathbb{P}[z]\) in \(L^2(m)\); in this space the sequence \(\{z^n\}_{n=0}^\infty\) is an orthonormal basis. Let \(\varphi \in L^\infty(\mathbb{T})\) and consider the bounded operator \(M_{\varphi} : L^\infty(\mathbb{T}) \to L^\infty(\mathbb{T})\) given by \(M_{\varphi}(g) = \varphi g\). Let \(P\) be the orthogonal projection from \(L^\infty(\mathbb{T})\) to \(H^2\), then \(T_\varphi := PM_{\varphi} : H^2 \to H^2\) is a bounded Toeplitz operator which matrix representation is a Toeplitz matrix \(T_\varphi\). On the other hand, it is well known (see e.g. \[23\]) that if \(T = (t_{m-n})_{m,n=0}^\infty\) defines a bounded Toeplitz operator \(T : H^2 \to H^2\) there exists a function \(\varphi \in L^\infty(\mathbb{T})\) such that for each \(n \in \mathbb{Z}\):
\[
t_n = \frac{1}{2\pi} \int_0^{2\pi} \varphi(e^{i\theta}) e^{-in\theta} d\theta.
\]
In this case, \(T = T_\varphi := P M_{\varphi}\) and the matrix representation with respect the basis \(\mathcal{B} = \{z^n\}_{n=0}^\infty\) in \(H^2\) is the matrix \(T_\varphi = (t_{m-n})_{m,n=0}^\infty\). With this approach Theorem 1 can be reformulated in the following way:

**Proposition 2.** Let \(T_\varphi = (c_{i-j})_{i,j=0}^\infty\) be a Toeplitz HPD matrix associated with \(\varphi \in L^2(\mathbb{T})\) and \(\operatorname{ess \inf} \varphi(z) > 0\). Then the matrix \(A_\varphi = B B^d\) exists and is the classical inverse matrix of \(T_\varphi\), i.e. \(A_\varphi T_\varphi = T_\varphi A_\varphi = I\).

In the following example we apply proposition above to obtain the inverse matrix of a family of Toeplitz matrices in terms of the transition matrices:

**Example 4.** Let \(0 < a < 1\) be fixed and let \(T\) be
\[
T = \frac{1}{1-a^2} \begin{pmatrix}
1 + a^2 & a & 0 & 0 & \ldots \\
a & 1 + a^2 & a & 0 & \ldots \\
0 & a & 1 + a^2 & a & \ldots \\
& 0 & a & a^2 + 1 & \ldots \\
& & \vdots & \vdots & \ddots
\end{pmatrix}.
\]
\(T\) is an HPD Toeplitz matrix since it can be easily proved that \(|T_n| = \frac{1-a^{2(n+1)}}{(1-a^2)^2(1-a^2)} > 0\) for every \(n \in \mathbb{N}_0\). Moreover, \(T = T_\varphi\) with continuous symbol \(\varphi(e^{i\theta}) = \frac{1 + a^2 + 2a \cos(\theta)}{1-a^2}\) verifying \(\inf_{\theta \in [0,2\pi]} \varphi(e^{i\theta}) = \frac{1-a}{1+a} > 0\), therefore \(\lim_{n \to \infty} \lambda_n > 0\). By computing the Cholesky factorization of the matrix \(T\) and by an induction argument we can determine the transition matrix \(B\) where if \(k \leq n\) we have:
\[
b_{n-k,n} = \sqrt{1-a^2} (-1)^k a^k \frac{1-a^{2(n-k+1)}}{\sqrt{(1-a^{2(n+1)})(1-a^{2(n+2)})}}.
\]
By passing to the limit we have that for every \( k \in \mathbb{N}_0 \),

\[
\lim_{n \to \infty} b_{n-k,n} = \beta_k = (-1)^k a^k \sqrt{1 - a^2}.
\]

Once we have the coefficients \( \beta_k \)'s we may construct the infinite matrix \( A\varphi \) and the Toeplitz matrix \( \text{Lim}(A) \). In particular, if \( \text{Lim}(A) = (\alpha_{i-j})_{i,j=0}^{\infty} \) we have:

\[
\alpha_0 = \lim_{k \to \infty} A[k, k] = \lim_{k \to \infty} \sum_{j=0}^{k} \beta_j^2 = \sum_{k=0}^{\infty} (-1)^2k (1 - a^2) a^{2k} = (1 - a^2) \sum_{k=0}^{\infty} a^{2k} = 1
\]

\[
\alpha_n = \lim_{k \to \infty} A[k, k + n] = \sum_{k=0}^{\infty} \beta_k \beta_{k+n} = \sum_{k=0}^{\infty} (-1)^k a^k \sqrt{1 - a^2} (-1) k+n a^{k+n} \sqrt{1 - a^2} =
\]

\[
(-1)^n a^n (1 - a^2) \sum_{k=0}^{\infty} a^{2k} = (-1)^n a^n.
\]

Therefore the inverse matrix \( A\varphi \) of \( T\varphi \) is

\[
A\varphi = \begin{pmatrix}
1 - a^2 & -a(1 - a^2) & a^2(1 - a^2) & -a^3(1 - a^2) & \ldots \\
-a(1 - a^2) & 1 - a^4 & -a(1 - a^4) & a^2(1 - a^4) & \ldots \\
a^2(1 - a^2) & -a(1 - a^4) & 1 - a^6 & -a(1 - a^6) & \ldots \\
-a^3(1 - a^2) & a^2(1 - a^4) & -a(1 - a^6) & 1 - a^8 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\]

and

\[
\text{Lim}(A\varphi) = \begin{pmatrix}
1 & -a & a^2 & -a^3 & a^4 & -a^5 & \ldots \\
-a & 1 & a^2 & -a^3 & a^4 & \ldots \\
a^2 & -a & 1 & a^2 & -a^3 & \ldots \\
-a^3 & a^2 & -a & 1 & -a & \ldots \\
a^4 & -a^3 & a^2 & -a & 1 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\]

In this case it can be checked that \( \text{Lim}(A\varphi) = T_{\frac{1}{\varphi}} \). This is always true whenever the symbol \( \varphi \) is continuous on \( \mathbb{T} \) as we show in the following proposition.

**Proposition 3.** Let \( T_{\varphi} \) be an HPD Toeplitz matrix with continuous symbol \( \varphi \) such that \( \inf \varphi(z) > 0 \) then \( A\varphi \) is weakly asymptotic Toeplitz and \( \text{Lim}(A\varphi) = T_{\frac{1}{\varphi}} \).

**Proof.** Since \( \frac{1}{\varphi} \) is continuous on \( \mathbb{T} \) then \( T_{\frac{1}{\varphi}} \) defines a bounded Toeplitz operator. Moreover, since \( \varphi, \frac{1}{\varphi} \in L^\infty(\mathbb{T}) \) by [3] it follows that

\[
I - T_{\varphi} T_{\frac{1}{\varphi}} = H_{z\varphi} H_{\frac{1}{z\varphi}} = K
\]

Now, by [23] since the symbols \( z\varphi \) and \( z\frac{1}{\varphi} \) are continuous then the Hankel matrices \( H_{z\varphi}, H_{\frac{1}{z\varphi}} \) define compact operators and consequently \( K \) defines a compact operator. Therefore \( K \) is a weakly asymptotic matrix with \( \text{Lim}(K) = 0 \). Since \( A \) defines a bounded operator which is the inverse operator of \( T\varphi \) then

\[
T_{\varphi}(A - T_{\frac{1}{\varphi}}) = T_{\varphi} A - T_{\varphi} T_{\frac{1}{\varphi}} = K,
\]
and

\[ A - T_{\varphi} = AT_{\varphi}(A - T_{\varphi}) = AK. \]

Since \( A \) defines a bounded operator and \( K \) defines a compact operator then the matrix \( AK \) is the matrix representation of a compact operator and therefore such matrix is weakly asymptotically Toeplitz with limit 0 and we have the conclusion. \( \square \)

Remark 6. We do not know if the above result is true if we consider symbols \( \varphi \) essentially bounded, i.e. such that \( \varphi \in L^\infty(\mathbb{T}) \) and such that \( \text{ess inf} \varphi(z) > 0 \).

4. Smallest eigenvalues of the absolutely continuous part

Let \( \nu \) be a measure with support on \( \mathbb{T} \), by the Lebesgue decomposition \( \nu = \nu_a + \nu_s \) where \( \nu_a \) is absolutely continuous with respect to \( m \) and \( \nu_s \) is singular with respect to \( m \). Let denote \( P^2(\nu) \) the closure of \( \mathbb{P}[z] \) in the space \( L^2(\nu) \). In order to prove the main result of this section we need some lemmas.

Lemma 4. Let \( T(\nu) \) be an HPD matrix associated with a measure \( \nu \) with support on \( \mathbb{T} \). Then the following are equivalent:

1. \( \lim_{n \to \infty} \lambda_n(\nu) = \lambda > 0. \)
2. The identity operator \( i_\nu : (\mathbb{P}[z], P^2(\nu)) \to (\mathbb{P}[z], H^2) \) is bounded with norm \( \|i_\nu\| = \lambda^{-1}. \)

Proof. Consider \( (i_\nu)_n : (\mathbb{P}_n[z], P^2(\nu)) \to (\mathbb{P}_n[z], H^2) \) the identity mapping, then

\[
\| (i_\nu)_n \|^2 = \sup \{ \int |p(z)|^2 dm : p(z) \in \mathbb{P}_n[z], \int |p(z)|^2 d\nu = 1 \} = 1 \lambda^{-n}(\nu).
\]

The result follows by taking the limit when \( n \) tends to infinity. \( \square \)

The following result requires the same techniques used in [21]:

Lemma 5. Let \( T(\nu) \) be an HPD Toeplitz matrix associated with a measure \( \nu \) with support on \( \mathbb{T} \). Assume that \( m \) is absolutely continuous with respect to \( \nu \), then the following are equivalent:

1. \( \lim_{n \to \infty} \lambda_n(\nu) = \lambda > 0. \)
2. The identity operator \( f \to f \) denoted by \( I_\nu : P^2(\nu) \to H^2 \) exists and is bounded with norm \( \|I_\nu\| = \lambda^{-1}. \)

Proof. (2) implies (1) is obvious. To prove (1) implies (2) by the above lemma there exists \( \lambda = \lambda(\nu) > 0 \) such that for every polynomial \( p(z) \in \mathbb{P}[z] \)

\[
\int |p(z)|^2 dm \leq \lambda \int |p(z)|^2 d\nu.
\]

Let now \( f(z) \in P^2(\nu) \) and let \( \{q_n(z)\}_{n=1}^\infty \) be a sequence of polynomials which converges to \( f(z) \) in the space \( P^2(\nu) \). For every \( n, m \in \mathbb{N}, \)

\[
\int |q_n(z) - q_m(z)|^2 dm \leq \lambda \int |q_n(z) - q_m(z)|^2 d\nu.
\]
Then, the sequence \( \{q_n(z)\} \) is a Cauchy sequence in the space \( L^2(m) \) and there exists a function \( g(z) \in P^2(m) \) such that \( q_n(z) \to g(z) \) a.e. We have to show that \( f(z) = g(z), \nu\text{-a.e.} \) Since \( \{q_n(z)\}_{n=1}^\infty \) is a Cauchy sequence in \( L^2(\nu) \) then there exists a subsequence that we denote in the same way which is pointwise convergent \( \nu\text{-a.e.} \) to \( g(z) \); i.e., there exists a measurable set \( E \) with \( \nu(E) = 0 \) such that \( q_n(z) \to g(z) \) if \( z \notin E \). On the other hand, there exists a subsequence of \( \{q_n(z)\}_{n=1}^\infty \) that we denote in the same way and a measurable set \( A \subset \mathbb{T} \) with \( m(A) = 0 \) such that \( q_n(z) \to f(z) \) if \( z \notin A \). Since \( m \) is absolutely continuous with respect to \( \nu \) we have that \( f(z) = g(z) \) \( \nu\text{-a.e.} \) Consequently \( f(z) \in H^2 \) and the identity mapping \( f \to f \) exists and is continuous with \( ||I_\nu|| = \lambda^{-1}. \)

In the following result we prove the main result in the particular case of a singular measure.

**Lemma 6.** Let \( \nu_s \) be a singular measure with infinite support on \( \mathbb{T} \). Then,

\[
\lim_{n \to \infty} \lambda_n(\nu_s) = 0.
\]

*Proof.* It is clear that \( \nu_s \) does not satisfy Szegö condition and it is well known, see [16] and [11] that a measure \( \nu \) satisfies Szegö condition if and only if \( P^2(\mu) = L^2(\mu) \). As a consequence of the results in [14] we obtain that

\[
\lim_{n \to \infty} \lambda_n(\nu_s) = 0.
\]

\( \Box \)

We prove the main theorem in this section:

**Theorem 2.** Let \( T(\nu) \) be the moment matrix associated with a positive measure \( \nu \) with a measure with support on \( \mathbb{T} \). Let \( \nu = \nu_a + \nu_s \) be the Lebesgue decomposition of \( \nu \). Then,

\[
\lim_{n \to \infty} \lambda_n(\nu) = \lim_{n \to \infty} \lambda_n(\nu_a).
\]

*Proof.* We first consider the case \( \lim_{n \to \infty} \lambda_n(\nu) = 0 \). For every \( p(z) = \sum_{k=0}^n v_k \in \mathbb{P}[z] \) and \( v = (v_0, \ldots, v_n, 0, \ldots) \in c_0 \)

\[
vT(\nu_a)v^* = \int |p(z)|^2d\nu_a \leq \int |p(z)|^2d\nu = vT(\nu)v^*.
\]

consequently \( T(\nu_a) \leq T(\nu) \). In particular, \( \lambda_n(\nu_a) \leq \lambda_n(\nu) \), for every \( n \in \mathbb{N} \) and \( \lim_{n \to \infty} \lambda_n(\nu_a) = 0 \).

Assume now that \( \lambda(\nu) = \lim_{n \to \infty} \lambda_n(\nu) > 0 \). In this case, by [EGT] we have that \( P^2(\nu) \neq L^2(\nu) \), and therefore by [19]

\[
\nu = \frac{1}{|h(z)|^2}m + \nu_s,
\]

where \( h(z) = \frac{1}{\kappa} \sum_{n=0}^\infty \overline{P_n(0)}P_n(z) \in P^2(\nu) \) and \( \kappa = \sum_{n=0}^\infty |P_n(0)|^2 \). In particular, the absolutely part \( \nu_a \) of \( \nu \) coincides with \( \nu_a = \frac{1}{|h(z)|^2}m \). By [16] we have that

\[
\lim_{n \to \infty} \lambda_n(\nu_a) = \text{ess inf} \frac{1}{|h(z)|^2} = \frac{1}{\text{ess sup} |h(z)|^2}.
\]
Since \( m = |h(z)|^2 \nu \) with \( |h(z)|^2 \in P^2(\nu) \) we have that \( m \) is absolutely continuous with respect to \( \nu \) and by lemma 5 it follows that the identity mapping \( I_\nu^2 : P^2(\nu) \to H^2 \) given by \( f \to f \) exists and is continuous with \( \|I_\nu^2\|^2 = \frac{1}{\lambda(\nu)} \). Let \( p(z) \in \mathbb{P}[z] \) we have that \( p(z)h(z) \in P^2(\nu) \) and

\[
\int |p(z)h(z)|^2 d\nu \geq \lambda(\nu) \int |p(z)h(z)|^2 dm.
\]

Since \( |h(z)|^2 \nu_a = 0 \) we have:

\[
\int |p(z)|^2|h(z)|^2 d\nu_a \geq \lambda(\nu) \int |p(z)|^2|h(z)|^2 dm,
\]

and since \( |h(z)|^2 \nu_a = m \) we have:

\[
\int |p(z)|^2 dm \geq \lambda(\nu) \int |p(z)h(z)|^2 dm.
\]

Therefore if \( \|p(z)\|_{H^2} = 1 \) we have that

\[
\int |p(z)|^2|h(z)|^2 dm \leq \frac{1}{\lambda(\nu)}
\]

and then \( \frac{1}{\lambda(\nu_a)} = \text{ess sup} |h(z)|^2 \leq \frac{1}{\lambda(\nu)} \) and consequently \( \lambda(\nu_a) \geq \lambda(\nu) \). Combining this result with the fact that \( \lambda(\nu_a) \leq \lambda(\nu) \) we obtain the result. \( \square \)

Combining this theorem with the results in [14] we have

**Corollary 6.** Let \( \mu \) be measure with infinite support on \( \overline{\mathbb{D}} \) and \( \nu = \mu/\mathbb{T} \) with \( \nu = \nu_a + \nu_s \). Then,

\[
\lim_{n \to \infty} \lambda_n(\mu) = \lim_{n \to \infty} \lambda_n(\nu) = \lim_{n \to \infty} \lambda_n(\nu_a).
\]

**Remark 7.** For a moment matrix \( \mathbf{M}(\mu) = (c_{i,j})_{i,j=0}^{\infty} \) associated with a measure \( \mu \) the support of \( \mu \) is a subset of \( \overline{\mathbb{D}} \) if and only if \( \sup_{i,j \geq 0} |c_{i,j}| < \infty \). Indeed, if the support of \( \mu \) is a subset of \( \overline{\mathbb{D}} \) it obviously follows that \( |c_{i,j}| \leq \mu(\overline{\mathbb{D}}) \) for all \( i, j \geq 0 \). The other part is a consequence of the results in [2].

As a consequence of corollary 6, the study of the asymptotic behavior of the smallest eigenvalues of \( \mathbf{M} = \mathbf{M}(\mu) \) associated with a measure \( \mu \) supported on \( \overline{\mathbb{D}} \) is reduced to the study of the same problem for the associated Toeplitz moment matrix \( \mathbf{T}(\nu_a) \), being \( \mu/\mathbb{T} = \nu = \nu_a + \nu_s \). In the sequel we obtain a way to find the Toeplitz matrix \( \mathbf{T}(\nu) \) associated with \( \mathbf{M}(\mu) \).

**Lemma 7.** Let \( \mathbf{M}(\mu) = (c_{i,j})_{i,j=0}^{\infty} \) be a moment matrix with \( \sup_{i,j \geq 0} |c_{i,j}| < \infty \) associated with a measure \( \mu \). Then the following are equivalent:

1. \( \mu/\mathbb{T} = 0 \).
2. \( \mathbf{M}(\mu) \) is weakly asymptotic Toeplitz and \( \lim(\mathbf{M}(\mu)) = 0 \).
3. \( \lim_{n \to \infty} c_{n,n} = 0 \).
Proof. We show (1) implies (2). Assume that \( \mu/T = 0 \) and let \( k \in \mathbb{Z} \) be fixed and \( n \in \mathbb{N} \), then
\[
c_{n,n+k} = \int_D z^{2n+k} d\mu = \int_D |z|^{2n} z^k d\mu.
\]
Since \( \{ |z|^{2n} z^k \}_{n=0}^\infty \to 0 \) converges pointwise on \( D \) when \( n \to \infty \), as a consequence of Egoroff’s theorem we have:
\[
\lim_{n \to \infty} c_{n,n+k} = \lim_{n \to \infty} \int_D |z|^{2n} z^k d\mu = 0,
\]
and \( M(\mu) \) is an asymptotic Toeplitz matrix. Part (2) implies (3) is trivial. Assume now that \( \lim_{n \to \infty} c_{n,n} = 0 \), then
\[
0 = \lim_{n \to \infty} \int_D |z|^{2n} d\mu = \lim_{n \to \infty} \int_D |z|^{2n} d\mu + \int_T d\mu = \mu(T),
\]
therefore \( \mu/T = 0 \), this shows (3) implies (1).

**Corollary 7.** Let \( M(\mu) \) be a moment matrix associated with a measure \( \mu \) with support on \( \overline{D} \) and \( \nu = \mu/T \). Then \( M(\mu) \) is a weakly asymptotic Toeplitz matrix with \( \text{Lim}(M(\mu)) = T(\nu) \).

**Proof.** Let \( \eta = \mu/D \) and \( \nu = \mu/T \), then \( M(\mu) = M(\eta) + M(\nu) \). By lemma, \( M(\eta) \) is a weakly asymptotic Toeplitz matrix and \( \text{Lim}(M(\eta)) = 0 \); on the other hand \( T(\nu) \) is a Toeplitz matrix, consequently \( M(\mu) = M(\eta) + M(\nu) \) is an asymptotic Toeplitz matrix and \( \text{Lim}(M(\mu)) = T(\nu) \).

**Remark 8.** As a consequence of the above result if \( M(\mu) = (c_{i,j})_{i,j=0}^\infty \) is a moment matrix associated with a measure \( \mu \) with support on \( \overline{D} \) and \( \nu = \mu/T \) then \( T(\nu) = (t_{j-i})_{i,j=0}^\infty \) with \( t_k = \lim_{n \to \infty} c_{n,n+k} \) for each \( k \in \mathbb{Z} \).

We obtain some consequences concerning compactness of Hermitian moment matrices:

**Corollary 8.** Let \( M(\mu) \) be an HPD moment matrix associated with a measure \( \mu \). If \( M(\mu) \) defines a compact operator on \( \ell_2 \) then \( \mu/T = 0 \).

**Proof.** The result is a consequence of the fact that every compact operator on a Hilbert space is a weakly asymptotic Toeplitz operator with limit 0.

**Remark 9.** The converse of corollary is not true even for Hankel matrices. Indeed, consider the Hilbert matrix \( H \):
\[
H = \begin{pmatrix}
1 & 1/2 & 1/3 & 1/4 & \ldots \\
1/2 & 1/3 & 1/4 & 1/5 & \ldots \\
1/3 & 1/4 & 1/5 & 1/6 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\]
This is the matrix associated with the real Lebesgue measure \( \tau \) in the interval \([0,1]\) and \( \tau/T = 0 \). The matrix \( H \) defines a bounded operator \( H \) from \( \ell_2 \) (see [25]). Nevertheless, \( H \) does not define a compact operator. As an easy proof of this fact
consider the weakly normalized sequence in $\ell_2$ given by $x_n = \frac{1}{\sqrt{n}} \left( \sum_{i=1}^{n} e_i \right)$. Note that

$$\|H(x_n)\| = \frac{1}{n} \sum_{m=0}^{\infty} \left( \sum_{i=1}^{n} \frac{1}{i+n} \right)^2 \geq \frac{1}{n} \sum_{m=0}^{\infty} \frac{n^2}{(m+n)^2} \geq n \int_{n}^{\infty} \frac{1}{x^2} \, dx = 1.$$ 

Consequently $H$ is not a compact operator.

We finish this section relating these results which the obtained in the preceding sections:

**Proposition 4.** Let $\mu$ be a positive measure with support on $\mathbb{T}$ and let $\nu = \nu_a + \nu_s$ be the Lebesgue decomposition of $\nu = \mu/\mathbb{T}$. If $\lim_{n \to \infty} \lambda_n(\mu) > 0$ then

1. $\|A(\mu)\| = \|A(\nu)\| = \|A(\nu_a)\|$.

2. $A(\nu)[0,0] = A(\nu_a)[0,0]$.

**Proof.** By Corollary 6 we have that

$$\lim_{n \to \infty} \lambda_n(\mu) = \lim_{n \to \infty} \lambda_n(\nu) = \lim_{n \to \infty} \lambda_n(\nu_a),$$

and consequently by Lemma 2 the first part holds. To prove the second part, by using Szegö theory and denoting by $\Phi_n(z; \nu)$ the monic orthogonal polynomials associated to a measure $\nu$ we have:

$$\lim_{n \to \infty} b_{n,n}^2(\nu) = \lim_{n \to \infty} \frac{1}{\|\Phi_n(z; \nu)\|^2} = \lim_{n \to \infty} \frac{1}{\|\Phi_n(z; \nu_a)\|^2} = \lim_{n \to \infty} b_{n,n}^2(\nu_a)$$

and therefore using the same arguments of Theorem 1

$$A(\nu)[0,0] = \lim_{n \to \infty} b_{n,n}^2(\nu) = \lim_{n \to \infty} b_{n,n}^2(\nu_a) = A(\nu_a)[0,0].$$

The above proposition and remark 3 suggest to us the following problem:

**Problem 2.** Let $\nu$ be a measure with support on $\mathbb{T}$ verifying $\lim_{n \to \infty} \lambda_n(\nu) > 0$, is it true that $A(\nu) = A(\nu_a)$? We point out that in Example 3 it is true that $A(\nu) = A(\nu_a) = 2I$.

We have the following partial result concerning this problem:

**Corollary 9.** Let $\nu$ be a positive measure with support on $\mathbb{T}$ verifying $\lim_{n \to \infty} \lambda_n(\mu) > 0$ and $\nu = \nu_a + \nu_s$ the Lebesgue decomposition of $\nu$. Assume that for any $k \in \mathbb{N}_0$

$$\text{Lim}(B(\nu)) = \text{Lim}(B(\nu_a)),$$

then $A(\nu) = A(\nu_a)$.

**Proof.** By theorem 2 it follows that $\lim_{n \to \infty} \lambda_n(\nu_a) > 0$ and consequently both matrices $A(\nu), A(\nu_a)$ exist and can be described in terms of $\beta_k(\nu), \beta_k(\nu_a)$. Since by the assumptions

$$\lim_{n \to \infty} b_{k,n}(\nu) = \beta_k(\nu) = \beta_k(\nu_a) = \lim_{n \to \infty} b_{k,n}(\nu_a)$$

the conclusion follows.
Using corollary above Problem 2 can be reformulated in the following way:

**Problem 2** Let $\nu$ be a measure with support on $\mathbb{T}$ verifying $\lim_{n \to \infty} \lambda_n(\nu) > 0$, is it true that for every $k \in \mathbb{N}$

$$\lim_{n \to \infty} b_{n-k,n}(\nu) = \lim_{n \to \infty} b_{n-k,n}(\nu_a)?$$

**Remark 10.** Note that for $k = 0$ the equality $\lim_{n \to \infty} b_{n,n}(\nu) = \lim_{n \to \infty} b_{n}(\nu_a)$ is a consequence of Szegö theory.
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