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Abstract—Users online tend to consume information adhering to their system of beliefs and to ignore dissenting information. During the COVID-19 pandemic, users get exposed to a massive amount of information about a new topic having a high level of uncertainty. In this paper, we analyze two social media that enforced opposite moderation methods, Twitter and Gab, to assess the interplay between news consumption and content regulation concerning COVID-19. We compare the two platforms on about three million pieces of content analyzing user interaction with respect to news articles. We first describe users’ consumption patterns on the two platforms focusing on the political leaning of news outlets. Finally, we characterize the echo chamber effect by modeling the dynamics of users’ interaction networks. Our results show that the presence of moderation pursued by Twitter produces a significant reduction of questionable content, with a consequent affiliation towards reliable sources in terms of engagement and comments. Conversely, the lack of clear regulation on Gab results in the tendency of the user to engage with both types of content, showing a slight preference for the questionable ones which may account for a dissembling endorsement behavior. Twitter users show segregation towards reliable content with a uniform narrative. Gab, instead, offers a more heterogeneous structure where users, independently of their leaning, follow people who are slightly polarized towards questionable news.

Index Terms—COVID-19, Social Media, News Consumption, Fake news, Echo Chambers.

I. INTRODUCTION

The COVID-19 outbreak [1], which was declared as a pandemic by the World Health Organization (WHO) on 11 March 2020 [2], changed several aspects of our everyday life both in the online and offline sphere. For instance, the news diet of users was remarkably modified in its structure by introducing a considerable amount of information referring to a new topic. This phenomenon was accelerated by social media platforms, which are known for shaping discussions on a wide range of issues, including politics, climate change, economics, migration, and health [3]–[6].

The arising of the pandemic generated an overabundant flow of information and news, whose trustworthiness may not always be guaranteed, especially online. This phenomenon, referred as infodemic [7], [8] reportedly affect people’s behavior [9] in a harmful way. This aspect calls for urgent investigations of the turbulent dynamics of the online infosphere, complementary to the monitoring of the spreading of infections [10]–[12]. Indeed, the current infodemic may foster the tendency of users: a) to acquire information adhering to their system of beliefs [13], b) to ignore dissenting information [14], c) to form polarized groups around a shared narrative [15]. Two common factors to such behaviors carried on by users are opinion polarization [16], one of the dominating traits of online social dynamics, and echo chambers [17]. Divided into echo chambers, users account for the coherence with their preferred narrative rather than the actual value of the information [18]–[20]. Such evidence for polarization and online echo chambers seems to be related to a feedback loop between individual choices and algorithm recommendations towards like-minded contents [17], [21], [22]. However, other presumably harmless factors like the enforcement of content regulation may play a role in increasing online polarization. Indeed, it was recently observed that moderation policies and removal actions/bans of users produce adverse effects in terms of online polarization [23]–[25]. Users who got banned often consider this action as a badge of honor, rejoining the same social media under new identities or migrating to more tolerant platforms. The result could be either a reinforcement of their (extreme) opinion or reduced exposure to opposing voices. Therefore, raising awareness about the collateral costs of content policy and other interventions is crucial for making social media a less toxic environment.

a) Contribution: This work provides a comparative analysis between two social media platforms that differ on how content moderation is applied. We select Twitter as a representative of content-regulated social media and Gab, a social network known for its willingness to ensure free speech by using little to no content moderation [26], like its counterpart. Despite their differences in how content policy is applied, both platforms are characterized by a similar platform design. Users are allowed to post and interact with content, together with their ability to create connections with other users. We perform our analysis on a timespan between 1/1/2020 and 30/09/2020, covering the first global wave of COVID-19. The dataset includes about three million posts and comments related to the COVID-19 topic expressed from more than one million users. We investigate consumption patterns from a user and post perspective on the two social media, assessing differences in terms of engagement. We extend this analysis by taking into account the trustworthiness of the contents published, classifying news sources accordingly to a categorization based on Media Bias/Fact Check [27] and NewsGuard [28]. An akin type of classification was exploited in several papers [5], [12], [14], [17] bringing essential insights on the circulation of misinformation online. Therefore, we employ this dichotomy by classifying posts as Questionable or Reliable depending on their credibility. The same labeling was used to model the
persistence of users repeatedly commenting under a post of the same outlet category. Finally, we investigate the presence of homophily, i.e., the tendency of users to aggregate around common interests, by measuring the relationship between users and their tendency to post questionable content. We find that the content moderation imposed by Twitter promotes the existence of two echo chambers of radically different sizes. In summary, the bulk of users on Twitter seems to share and interact with verified content.

Oppositely, users on Gab show a lack of a clear preference between the two types of outlets. Questionable posts are preferred in terms of commenting persistence. However, reliable posts are more likely to be commented on as time passes. Coherently, the existence of echo chambers on Gab is not as evident as observed in the case of Twitter due to the presence of users with a relatively heterogeneous leaning. We conclude that a valid content regulation policy produces tangible results in contrasting misinformation spreading.

b) Organization: This work is organized as follows. Section II-A describes the recent developments in the study of misinformation dynamics and their relationship with the phenomenon of polarization. Section II-B introduces the structure of Gab, providing an overview of this particular social media. Section II-C describes the recent advances in the study of misinformation related to COVID-19 from a social dynamics and machine learning perspective. Section III introduces the methodology and the theoretical tools applied for this study. Section IV describes the results obtained from the experiments. Section V provides the final remarks of this work, summarizing the results obtained and the future developments. Finally, Section A provides additional information on the results presented in the paper.

II. RELATED WORKS
A. Misinformation and polarization

The study of misinformation and the spreading of fake news has received increasing interest in recent years, disentangling the role of news consumption on mainstream and niche social media [5], [12], [19], [29], [30]. The presence of psychological mechanisms that affect the way users choose which news to consume [9] has been attributed to the effect of online polarization [16], [19] and, consecutively, to the creation of the so-called echo chambers [17], [31]–[35].

B. The role of Gab

Gab [36] is an online social platform that aroused much controversy in recent years. It describes itself as “A social network that champions free speech, individual liberty and the free flow of information online. All are welcome” [36]. Such a claim, together with the political leaning of its founders and developers, made Gab a safe place for the alt-right movement, playing a central role in the organizations of actions to harm the offline world [37]. The lack of content regulation within Gab helped the proliferation of hate speech and fake news. The risks associated with this content policy led to a series of suspensions by its former service provider and the ban of its application from online stores [26]. Gab attracted the interest of researchers due to its permissive content regulatory policy and the political leaning of its users. In Lima et al. [38], authors analyzed the content shared on Gab and the leaning of users, finding a homogeneous environment prone to share right biased content. Zamettou et al. [25] characterized Gab in terms of user leanings and their contents, suggesting that this platform better suits for a safe place for right-wing extremists rather than an environment where free speech is protected. Moreover, a topological analysis performed by Cinelli et al. [17] reveals that Gab users form one relevant cluster biased to the right.

Overall, all these studies suggest that Gab can be considered as a homogeneous environment where biased content and misinformation may easily proliferate.

C. Recent advances in COVID-19 misinformation studies

Research against misinformation during the COVID-19 outbreak produced a series of results to limit the spreading of harmful information. Cinelli et al. [12] analyzed posts obtained from 5 different social media platforms (Facebook, Twitter, Instagram, Gab, and Reddit), finding out that the spreading of information is mainly driven by the peculiar structure of the social media in exam that in turn shapes the interaction patterns between users.

In the field of machine learning, Elhadad et al. [39] introduced a framework that can identify, through a composed machine learning approach, misleading health-related information on a ground-truth dataset. Since their use case is related to COVID-19, the ground-truth dataset contained both epidemiological and textual data from organizations like WHO, UNICEF, UN and a range of fact-checking websites. Sear et al. [40] provided a result that does not depend on a classification approach. Instead, they employed LDA-based algorithm to identify similar topics related to posts obtained from Facebook Pages belonging to pro-vax and anti-vax communities. Their findings describe how the anti-vax community develops a less focused debate on COVID-19 compared with the pro-vax counterpart. However, anti-vax seems to be more spread on the COVID-19 debate, with the result of being more positioned to attract new supporters than the pro-vax community.

In the context of Twitter, Jiang et al. [41] proposed a machine-learning model based on BERT architecture which estimated user polarity within the U.S. debate by employing features related to language and network structures. They found that users belonging to the right-leaning are more active in the creation and spreading of news affiliated with their echo chamber if compared with their counterparts from the left-leaning.

III. PRELIMINARIES AND DEFINITIONS

In this section, we present the methodology applied in this study. We start by introducing the data collection process of posts from Twitter and Gab together with its categorization. Then, we describe the theoretical tools behind the analysis of engagement patterns, homophily and survival lifetime.
A. Data Collection

The collection of all posts concerning the COVID-19 was designed to capture its corresponding debate on social media, gathering posts and comments from both platforms. Therefore, as the first step of this process, we analyzed the most searched terms worldwide related to the aforementioned pandemic on Google Trends. The analysis period ranges from 1/1/2020 to 30/09/2020. We selected four terms based on their interest and significance over time, namely: coronavirus, corona, covid, covid19. Those terms served as a proxy, in the form of hashtags, to retrieve posts on the two social media.

The collection of Twitter posts related to the COVID-19 pandemic relied on the existence of a public dataset [42] covering this specific topic. It includes a collection of tweet IDs, starting from 28/01/2020, posted by accounts with a recognized influence or including representative keywords. To provide a categorization of the reliability of the tweets, we refined this dataset by retaining only those posts with a link, reducing the dimension to 1.1M posts.

The same strategy was applied in the case of Gab. We queried their API to obtain posts that included at least one of the search hashtags. Due to some modifications made by the platform during the study, the API stopped providing results in chronological order since June 2020. Therefore, we started collecting all posts from the general stream until the end of the analysis period, filtering by hashtag as we previously described. This process produced a dataset of $\sim 130$K posts containing a link.

B. Questionable and Reliable Sources

To evaluate the reliability of information circulating on both social media, we employed a source-based approach. We built a dataset of news outlets’ domains from our dataset where each domain is labeled either as Questionable or Reliable. The classification relied on two fact-checking organizations called MediaBias/FactCheck (MBFC, https://mediabiasfactcheck.com) and NewsGuard (NG, https://www.newsguardtech.com). On MBFC, each news outlet is associated with a label that refers to its political bias, namely: Right, Right-Center, Least-Biased, Left-Center, and Left. Similarly, the website also provides a second label that expresses its reliability, categorizing outlets as Conspiracy-Pseudoscience, Pro-Science or Questionable. Noticeably, the Questionable set includes a wide range of political biases, from Extreme Left to Extreme Right. For instance, the Right label is associated with Fox News, the Questionable label to Breitbart (a famous right extremist outlet), and the Pro-Science label to Science. MBFC also provides a classification based on a ranking bias score that depends on four categories: Biased Wording/Headlines, Factual/Sourcing, Story Choices, and Political Affiliation. Each category is rated on a $0 \sim 10$ scale, with $0$ indicating the absence of bias and $10$ indicating the presence of maximum bias. The bias outlet score is computed as the average of the four score categories. Likewise, NG classifies news outlets into four categories based on nine journalistic criteria, each of them having a specific score whose sum ranges between $0$ and $100$. Outlets with a score of at least $60$ points are considered compliant with the basic standards of credibility and transparency. Otherwise, they are recognized as outlets that lack of credibility. A different characterization is provided for humor and platforms websites, not accounting for the categorization process.

Given the different ways of classifying information sources from the two organizations, the following heuristic was applied. On MBFC, all the outlets already classified as Questionable or belonging to the category Conspiracy-Pseudoscience were labeled as Questionable. The remaining categories were labeled as Reliable. Coherently, outlets on NG were classified based on their score, maintaining the dichotomy provided by the website. We choose a score of $60$ as threshold to consider an outlet as Reliable (score $> 60$), otherwise it is referred as Questionable (score $\leq 60$).

Considering a total of 2738 news outlets provided by the two organizations, 2701 belonging to MBFC and 37 to NG, we end up with 814 outlets classified as Questionable and 1924 outlets classified as Reliable.

C. User Leaning

To measure the extent to which a user is associated with the consumption of questionable or reliable contents, we introduce the user leaning $q$. We define it in the range $q \in [0, 1]$, where $0$ means that a user posts contents exclusively associated with reliable sources, and $1$ means that a user puts into circulation only questionable posts.

Formally, the user leaning can be defined as follows: let $\mathcal{P}$ be the set of all posts with a URL matching a domain in our dataset and $\mathcal{U}$ the set containing all the users with at least a categorized post. At each element $p_j \in \mathcal{P}$ is associated a binary value $l_j \in \{0, 1\}$ based on the domain of the link contained: if the URL refers to a domain classified as questionable then $l_j = 1$, otherwise $l_j = 0$. Considering a user $u_i$ in a bipartite network between users and posts, then the user leaning $q_i$ of a user $u_i$ can be defined as:

$$q_i = \frac{1}{k_i} \sum_{j=1}^{k_i} l_j ,$$

where $l_j$ is the leaning score of the j-th neighbor of the user $u_i$, and $k_i$ is the number of categorized contents that the user posted.

D. Comparison of power law distributions

Most quantities related to the activity of users on social media show a heavy tailed distribution of discrete variables. Given the discrete nature of such distributions, we could not rely on Kolmogorov-Smirnov [43] test to assess whether two distributions present significant differences between each other. Indeed, such a test assumes that distributions must be continuous, and the presence of a large number of ties in the long-tailed distributions that we want to compare may lead to the computation of biased p-values. To overcome this issue, we employed a methodology proposed in Zollo et al. [14] which makes use of a Wald Test [44] to assess significant differences between the scaling parameters of two long-tailed distributions.
provided by the Kaplan-Meier estimator \cite{45}, defined as
\[ S(t) = \prod_{t_i \leq t} \left( 1 - \frac{d_i}{n_i} \right), \]
where \( d_i \) is the number of events that happened at time \( t_i \)
and \( n_i \) are the numbers of subjects who survived up to time \( t_i \). In user lifetime analysis, we define as \( d_i \) the number of
users who have been commenting on a post up to \( t_i \) days
and \( n_i \) the number of users who stopped commenting after \( t_i \) days. Similarly, in post lifetime analysis, we define as \( d_i \)
the number of posts that have been receiving a comment up
to \( t_i \) days and \( n_i \) the number of posts that stopped receiving
comments at \( t_i \) days. In both cases, our \( N \) distinct events times
\( t_1, t_2, \ldots, t_N \geq 0 \) are independent, which is required by the
assumptions of the Kaplan-Meier estimator.

\[ q_i^N = \frac{1}{k_i^{-}} \sum_j A_{ij} q_j, \]
where \( k_i^{-} = \sum_j A_{ij} \) is the out-degree of node \( i \), i.e.,
the number of users followed by user \( i \).

\section*{IV. Result and Discussion}
This work aims at performing a comparative analysis of
two social media, namely Twitter and Gab, in order to under-
stand how news consumption and social dynamics change in
presence of two radically different types of content regulation
policies (more stringent in the case of Twitter, almost absent
in the case of Gab). The following results will provide insights
to explain this behavior from different perspectives. At first,
we analyze the engagement of users with posts, which we
consider as separated into two categories named questionable
and reliable. Then, we quantify the commenting behavior of
users and posts. Lastly, we provide a network analysis to
measure the tendency of users to aggregate with like-minded peers, describing how the presence of content regulation may be correlated with the polarization towards specific narratives.

A. Consumption Patterns

We investigate how the engagement on the two social media differs in relationship with the COVID-19 topic. Fig. 1 compares the engagement distribution for posts and users. Despite the differences in terms of scale that are attributable to the size of the platforms’ user base, we observe that both frequency distributions are long-tailed. This feature provides a first evidence in the consumption of news, showing that interaction patterns are similar regardless of the content moderation imposed.

Next, we extend the analysis of consumption patterns by categorizing posts, based on their outlet leaning, into Questionable or Reliable. The resulting distributions from the application of this dichotomy are represented in Fig. 2 and 3. Fig. 2 displays the distribution of the number of likes and shares (reblogs or retweets) obtained by posts in our dataset, together with the corresponding cumulative. Similarly, Fig. 3 describes the frequency distribution of the same kind of interactions from a user perspective. In general, we observe how Twitter users show a larger appreciation of reliable posts, establishing a clear gap from questionable ones that increases during the analysis period. This difference can be attributed to the commitment of Twitter to limit the spreading of unverified contents. The opposite scenario happens on Gab, in which the consumption patterns do not show a clear sign of polarization towards a specific kind of narrative. This provides some evidence of how users belonging to segregated environments like Gab are not interested in the origin of the content itself. Instead, they tend to self-segregate within environments in which they can consume and spread questionable content. Therefore, the lack of regulation on this platform may allow them to perform information operations, i.e., a category of actions taken by organized actors (governments or non-state actors) to distort domestic or foreign political sentiment, against other users who do not share the mainstream system of beliefs of the community.

In order to assess the similarity between the distributions deriving from the consumption patterns of questionable and reliable posts, we fit power-law distributions to such data and perform a statistical evaluation of their scaling parameters using the Wald test. For Gab, all the obtained p-values were significantly higher than 0.05, describing how questionable and reliable distributions are comparable in terms of the engagement produced. The same behavior is found on Twitter, except for the likes distribution whose p-value is less than 0.001, describing a significant difference in the way users engage with questionable and reliable content.

We can conclude that the presence of content moderation is associated with a significant reduction of the flowing of misinformation. The avoidance of these countermeasures, as
report on Gab, seems to be associated with more heterogeneous news consumption in terms of outlet category. This particular shape of the news diet may be exploited to conduct information operations. Statistical tests indicate how questionable and reliable contents produce similar engagement behaviors within the same social media. In the end, such moderation helps the emergence of segregation, a condition in which users are affected by the restriction applied in terms of accessibility to the contents they are affiliated with but not in their engagement behaviors.

B. Characterizing Commenting Behavior for Questionable and Reliable Posts

To quantify the persistence of comments concerning users and posts, we employed Kaplan-Meier estimates of two survival functions. The first accounts for the period between the first and last comment received from posts. The second instead considers the period between the first and last comment made by a user. To characterize any significant difference in the two survival functions, we perform the Peto & Peto test. The upper panel of Figure 4 shows the Kaplan-Meier Estimates computed on Gab, grouped by outlet category. The test performed on its post and user lifetimes produces a p-value of 0.026 and 0.001, respectively. Therefore, we can conclude that the commenting persistence on Gab may be subjected to the outlet category of the post commented. Indeed, post lifetime on questionable posts reports a lower probability of being commented as time increases despite its longer persistence, reaching a maximum 340 days. Results from user lifetime estimation, instead, describe how users are more likely to comment on questionable posts for the first 240 days after post creation. After that time, the survival probability becomes higher on reliable posts.

In the end, we can conclude that the commenting behaviors on Gab reflect the general leaning of its community. Users are more likely to comment on questionable posts since their contents adhere to a common system of beliefs oriented to conspiracy theories. Coherently, the significant commenting persistence reported on reliable posts may describe the desire of users to express their dissent against the narratives introduced from such posts.

Next, we examine the commenting persistence on Twitter. Results from Peto & Peto test on the post and user lifetimes report a p-value equal to 0.011 and 0.0055 respectively, stating how the survival functions on both lifetimes differentiate with respect to the outlet category of the posts commented. Indeed, such estimations on Twitter describe a uniformity in the commenting behavior for the reliable category. This fact also provides further evidence about how content moderation can discourage users from expressing their views under posts whose authority is not verified.

In summary, Gab demonstrates how the lack of content

Fig. 3: Distribution of likes (left column) and reblogs (right column) received by users posting Questionable or Reliable contents on Gab (upper panel) and Twitter (bottom panel). The figure shows how the presence of content regulations, performed by Twitter, results in a greater appreciation towards users who post reliable content. Gab, instead, shows a mixed endorsement pattern in which the appreciation towards users does not depend on the category of the content they post.

Fig. 4: Kaplan-Meier estimates for Gab (upper panel) and Twitter (lower panel), grouped by outlet category. Left column: estimates obtained through the computation of post lifetime, i.e., the period between the first and last comment a post received. Right column: estimates obtained through the computation of post lifetime, i.e., the period between the user's first and last comment. Gab shows how the lack of content regulation is associated with a commenting behavior that underlines a preference towards questionable content. This behavior is characterized by a discrepancy between the outlet category with the highest commenting persistence both on user and post lifetimes. By contrast, the introduction of content policies from Twitter makes reliable content those with the highest commenting persistence, which does not depend on the lifetime perspective.
policy helps the emergence of the narratives that characterize this environment, resulting in a discrepancy between the outlet categories with the most commenting persistence on the two lifetimes. However, when the content policy is applied, like on Twitter, such discrepancy dissolves, resulting in a commenting behavior that favors reliable content.

C. Quantifying Polarization

The presence of content moderation may affect how users develop homophily, i.e., the tendency to surround themselves with other peers who share the same narratives or system of beliefs. To quantify this phenomenon, we build a network in which the nodes represent the users $i$ with their corresponding leaning $x_i$, while the edges represent the following relationship with other users that occurs on the social media. This representation allows us to measure the neighborhood leaning $x_i^N$, i.e., a measure of the characteristic leaning of the network surrounding user $i$. Figure 5 displays the joint distribution between the individual leaning of a user $x_i$ and its corresponding neighborhood leaning $x_i^N$, on Twitter and Gab. In addition to this, the marginal probability distributions $P(x)$ and $P^N(x)$, referring to the individual and average neighborhood leaning, are represented on their corresponding axis. Lastly, the density of users at point $(x, x^N)$ is represented as a contour map: the brighter the color in that point, the higher the user density. Results described in Figure 5a show the presence of homophily on Twitter, characterized by a strong correlation of leanings in correspondence of low values. The existence of a second echo chamber of incomparable size made of users with high individual leaning, and therefore not represented in the main figure but only visible in the marginal distributions, signals strong segregation between two communities. This finding also indicates how content regulations actively affect the shape of the news diet of users in the context of the COVID-19 pandemic. Indeed, the concentration around small values for both leanings provides evidence about the effectiveness of the moderation imposed by the platform against posts and users that promote questionable content. On the other side, Gab shows a more heterogeneous behavior, as represented in Figure 5b. Indeed, the joint distribution spreads over different values of the individual leaning domain, with the highest mode represented in correspondence of the point $(0.6, 0.6)$. We observe that on average users, regardless of their leaning, are surrounded by a neighborhood skewed towards questionable contents. Only very few users have a reliable-based leaning, who are also likely to be those with a weaker activity since they could be on Gab just for curiosity or dissembling. Furthermore, the outlet category of the news that users post is not relevant anymore since the user’s peers share a leaning with a high value. Finally, these findings may suggest that questionable news is employed to support the narrative of the environment, whilst reliable ones are only used to perform information operations by changing the original meaning of the posts through a comment.

V. CONCLUSIONS

In this work, we compared two social media, Twitter and Gab, to investigate the interplay between content regulations and news consumption. We provide quantitative measures of such differences by evaluating the engagement of users and posts. These measures are then extended by providing a categorization of news outlets. Next, we measure the commenting persistence of users and posts to describe their ability to express themselves under posts belonging to a specific outlet category. In the end, we characterize the presence of homophily, investigating how users with a specific leaning are more likely to surround themselves with users who share the same narratives.

Our results show how the application of content regulation, performed by Twitter, limits the diffusion of fake news and conspiracy theories, shaping the news consumption and the polarization of users towards reliable content. The avoidance of these countermeasures, carried on by Gab, provides results that underline the presence of patterns related to information operations. Indeed, users tend to engage with questionable and reliable content comparably. However, their commenting behavior and the assessment of the homophily in this environment describe a systematic affiliation towards questionable contents.

We conclude that content policies cover an important role against the circulation of harmful content, especially in the context of the COVID-19 pandemic. Our work provides meaningful evidence in this direction, indicating how a lack of content policy is associated with the emergence of harmful narratives that promote questionable content and mistrust everything that goes against them.

Future implementations of this work may focus on the dissembling/endorsement behavior promoted by users in segregated environments like Gab, analyzing those mechanisms from a textual perspective. Furthermore, a topological analysis of users who perform information operations in such environ-
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Here we provide further details about the datasets employed for the study, the cumulative and daily evolution of posts and new users posting and the numerical results of the statistical tests performed. The description of the dataset is reported in Section A-A, the representation of the time series is reported in Section A-B while the results of the statistical test performed are described in Section A-C.

A. Data breakdown

Here we report the composition of the dataset for Gab and Twitter employed for the study, described in Table I and Table II respectively. Each dataset represents the number of unique posts, users and comments, as well as their engagement quantities over the different data collection and processing steps. Due to Twitter API limitations, posts were initially gathered without any information about their number of comments. The collection of this quantity was performed after the categorization of the news outlets through the employment of specific APIs provided from Twitter as part of its Academic Research Program [50].

B. Time Series Evolution

Here we report the evolution of posts and new users collected on Twitter and Gab during the analysis time. Figure 6 shows the overall evolution of such quantities, while Figure 7 shows the previous evolution after performed the categorization of the news outlets. Figure 6 describes a spike on Gab in the number of posts and users in correspondence of June. This was due to the change of the collecting method. Indeed, the lack of chronological order of posts reported on Gab APIs since June required the gathering of all posts from the general stream, which was then filtered by the search hashtags in order to be compliant with the data collection process.

Fig. 6: Upper panel: Time series evolution of new posts (left) and users posting for the first time (right) on Gab and Twitter. Lower panel: cumulative evolution of new posts (left) and users posting of the first time (right) on Gab and Twitter.

Fig. 7: Evolution of posts based on their outlet leaning, categorized as Questionable or Reliable. Upper panel: Time series evolution of new posts (left) together with its cumulative representation (right) on Gab. Lower panel: Time series evolution of new posts (left) together with its cumulative representation (right) on Twitter.

C. Results of Comparison between power law distributions

Here we report the information related to the comparison of the power law fits described in Section IV-A by means of the Wald test. Tables III - VI report the estimated coefficients of each power law fit, i.e., $\hat{\alpha}$ and $\hat{x}_{\min}$, depending on the engagement and news outlet category. Furthermore, the results of the Wald test score applied on the previous engagement categories are reported, together with the corresponding p-values.
TABLE I: Composition of Gab Dataset where each column represents the quantities of collected posts collected during the preprocessing phase.

| Category                  | Overall | Containing search hashtags | Categorized | Questionable | Reliable |
|---------------------------|---------|----------------------------|-------------|--------------|----------|
| Number of Posts           | 205 458 | 130 864                    | 83 784      | 49 772       | 34 012   |
| Number of users           | 11 063  | 8 194                      | 5 681       | 4 660        | 3 289    |
| Number of Likes           | 234 255 | 117 281                    | 72 435      | 53 154       | 19 281   |
| Number of Comments        | 42 993  | 22 287                     | 14 165      | 9 489        | 4 676    |

TABLE II: Composition of Twitter Dataset where each column represents the quantities of collected posts collected during the preprocessing phase.

| Category                  | Overall | Containing search hashtags | Categorized | Questionable | Reliable |
|---------------------------|---------|----------------------------|-------------|--------------|----------|
| Number of Posts           | 2 668 286 | 1 110 030                  | 244 430     | 25 121       | 219 309  |
| Number of users           | 1 185 541 | 382 449                    | 118 635     | 13 711       | 108 153  |
| Number of Likes           | 18 610 555 | 5 885 562                  | 1 422 629   | 141 723      | 1 281 356|
| Number of Comments        | 7 753 971 | 2 862 098                  | 703 765     | 68 609       | 635 156  |

TABLE III: Power law fits of Likes and Reblogs for post consumption patterns on Gab, together with the result of Wald test between the scaling parameters of each outlet category.

| Likes        | Reblogs        |
|--------------|----------------|
| $\hat{\alpha}$ | $\hat{x}_{\min}$ | $\hat{\alpha}$ | $\hat{x}_{\min}$ |
| Questionable | 1.32           | 1               | Questionable | 1.31           | 1               |
| Reliable     | 1.37           | 1               | Reliable     | 1.33           | 1               |
| p-value      | 0.22           | Wald's test score | 0.034     | p-value | 0.64           | p-value | 0.85 |

TABLE IV: Power law fits of Likes and Reblogs for post consumption patterns on Twitter, together with the result of Wald test between the scaling parameters of each outlet category.

| Likes        | Reblogs        |
|--------------|----------------|
| $\hat{\alpha}$ | $\hat{x}_{\min}$ | $\hat{\alpha}$ | $\hat{x}_{\min}$ |
| Questionable | 1.52           | 1               | Questionable | 1.57           | 1               |
| Reliable     | 1.55           | 1               | Reliable     | 1.55           | 1               |
| p-value      | 0.15           | Wald's test score | 0.05     | p-value | 0.70           | p-value | 0.83 |

TABLE V: Power law fits of Likes and Reblogs for user consumption patterns on Gab, together with the result of Wald test between the scaling parameters of each outlet category.

| Likes        | Reblogs        |
|--------------|----------------|
| $\hat{\alpha}$ | $\hat{x}_{\min}$ | $\hat{\alpha}$ | $\hat{x}_{\min}$ |
| Questionable | 3.33           | 1               | Questionable | 1.75           | 1               |
| Reliable     | 2.21           | 1               | Reliable     | 1.67           | 1               |
| p-value      | < 0.001        | Wald's test score | 1.06     | p-value | 0.90           | p-value | 0.98 |

TABLE VI: Power law fits of Likes and Reblogs for user consumption patterns on Twitter, together with the result of Wald test between the scaling parameters of each outlet category.
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