ORBITAL STABILITY OF THE SUM OF SMOOTH SOLITONS IN THE
DEGASPERIS-PROCESI EQUATION
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ABSTRACT. The Degasperis-Procesi (DP) equation is an integrable Camassa-Holm-type model as an
asymptotic approximation for the unidirectional propagation of shallow water waves. This work is to
establish the $L^2 \cap L^\infty$ orbital stability of a wave train containing $N$ smooth solitons which are well
separated. The main difficulties stem from the subtle nonlocal structure of the DP equation. One
consequence is that the energy space of the DE equation based on the conserved quantity induced
by the translation symmetry is only equivalent to the $L^2$-norm, which by itself can not bound the
higher-order nonlinear terms in the Lagrangian. Our remedy is to introduce a priori estimates based
on certain smooth initial conditions. Moreover, another consequence is that the nonlocal structure
of the DP equation significantly complicates the verification of the monotonicity of local momentum
and the positive definiteness of a refined quadratic form of the orthogonalized perturbation.

1. Introduction

Solitary wave phenomena were first scientifically described and studied by Russell [54] in 1834. One
significant observation of Russell, among others, was the existence of solitary waves whose shapes
do not disperse as they propagate. The mathematical vindication of this controversial result was
pursued by many mathematicians such as Boussinesq [3], Rayleigh [52] and finally resolved in 1895
by Korteweg and de Vries [30] whom derived a nonlinear PDE, now called the Korteweg-de Vries
(KdV) equation, taking its dimensionless form,

\[ u_t + 6uu_x + u_{xxx} = 0, \]

and showed that the KdV equation admits solitary wave solution

\[ \phi(\xi; c) = \frac{c}{2} \text{sech}^2 \left( \frac{\sqrt{c}}{2} \xi \right), \quad \text{where } \xi \triangleq x - ct. \]

Except for that, such solitary wave phenomena were largely dismissed till the 1960s when the re-
markable property, that these solitary waves can preserve their shape and velocity after crossing each
other, thus named as solitons, was numerically observed by Zabusky and Kruskal [58], and later
theoretically explained by Gardner et. al. [24] via the inverse scattering method. This inverse scat-
tering method announced the advent of modern study of solitary waves, which eventually unveiled
the universality and significance of solitons, and established a research field vibrant till this day;
see [48, 50] for more detailed history and general exposition. One essential result from the inverse
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scattering method is the existence of $N$-solitons, which are explicit solutions in the form of nonlinear superpositions of $N$ single solitons, asymptotically reducing to linear superposition of $N$ single solitons as $t \to \infty$. The inverse scattering method has since been adapted and generalized to solve many other completely integrable infinite dimensional systems, typically accommodating $N$-solitons. Various other techniques, including the Hirota’s direct method and the Wronskian method, are also developed for the derivation of $N$-solitons; see [26, 27, 49] and the references therein for more details.

It is also vital to check the stability of $N$-solitons for the validity of mathematical models of these physical systems bearing soliton phenomena. While for single solitary waves ($N = 1$) case, there are classical Grillakis-Shatah-Strauss theory, Zakharov-Shabat’s inverse scattering method and so on, the development in stability theory for $N$-solitons is less systematic. Similar to the $n = 1$ case, Madioks and Sachs [42] showed that $N$ solitons of the KdV equation are non-isolated constrained minimizers and thus stable in $H^N(\mathbb{R})$. This result was improved by Martel, Merle and Tsai whom obtained stability of the sum of $N$ single solitons, instead of $N$-solitons, in the energy space of subcritical generalized KdV equation [43] and of nonlinear Schrödinger equations [44], and this is the path we follow in this paper. Their method was later extended to many other PDEs such as the Gross-Pitaevskii equation [1], the Landau-Lifshitz equation [18] and the nonlinear Schrödinger equation with derivative cubic nonlinearity [34]. In addition, stability of $N$-solitons was also proved in weighted spaces [51, 53]. For instability of $N$-solitons results we refer to [19, 2] and references therein.

In this paper, we study the stability of the sum of $N$ smooth solitary waves for the Degasperis-Procesi (DP) Equation

$$m_t + 2\kappa u_x + 3mu_x + um_x = 0, \quad x \in \mathbb{R}, \; t > 0,$$

where $m \triangleq u - u_{xx}$ is the momentum density and $\kappa > 0$ is a parameter related to the critical shallow water speed. It is noted that the DP equation, the Camassa-Holm (CH) equation [4, 23]

$$m_t + 2\kappa u_x + 2mu_x + um_x = 0,$$

and the KdV equation are the only three integrable candidates in a broad family of third-order dispersive PDEs; see [35] for a detailed comparison of their similarities and differences. We have proved the existence and spectrum stability of smooth solitary waves of the DP equation in [35]. More specifically, the DP equation can be written as an infinite dimensional Hamiltonian PDE; that is,

$$u_t = J \frac{\delta H}{\delta u}(u),$$

where

$$J \triangleq \partial_x(4 - \partial_x^2)(1 - \partial_x^2)^{-1}, \quad H(u) \triangleq -\frac{1}{6} \int \left( u^3 + 6\kappa \left( (4 - \partial_x^2)^{-\frac{3}{2}} u \right) \right) dx.$$

Or more explicitly:

$$\partial_t u + \partial_x \left( \frac{1}{2} u^2 + p * \left( \frac{3}{2} u^2 + 2\kappa u \right) \right) = 0, \quad t > 0, \; x \in \mathbb{R},$$

$$m_t + 2\kappa u_x + 3mu_x + um_x = 0, \quad x \in \mathbb{R}, \; t > 0,$$

$$m_t + 2\kappa u_x + 2mu_x + um_x = 0,$$
where \( p(x) = \frac{1}{2} e^{-|x|} \) is the impulse response corresponding to the operator \( 1 - \partial_x^2 \) so that for all \( f \in L^2(\mathbb{R}) \),
\[
(1 - \partial_x^2)^{-1} f = p * f.
\]
The translation invariance gives rise to a conserved quantity:
\[
S(u) = \frac{1}{2} \int_{\mathbb{R}} u \cdot (1 - \partial_x^2)(4 - \partial_x^2)^{-1} u \, dx = \frac{1}{2} \int_{\mathbb{R}} (4\hat{u}^2 + 5\hat{u}_x^2 + \hat{u}_{xx}^2) \, dx,
\]
where all through the paper, we introduce the notation \( \hat{f} := (4 - \partial_x^2)^{-1} f \) for convenience. Although the DP equation admits infinitely many conserved quantities, this conserved quantity \( S \) and the Hamiltonian \( H \) are the essential ones relevant to our study of stability.

Compared with its counterpart in the CH equation,
\[
\tilde{S}(u) = \int_{\mathbb{R}} (u^2 + u_x^2) \, dx,
\]
which is equivalent to the square of the \( H^1 \)-norm, the conserved quantity \( S \) is only equivalent to the square of the \( L^2 \)-norm, which by itself can not bound the higher-order (the cubic) nonlinear terms in the Lagrangian, leading to the most significant difficulties one has to overcome in order to prove orbital stability result.

We first recall the existence result of smooth solitary waves established in [35].

**Proposition 1.1** (existence [35]). *Given the physical condition \( c > 2\kappa > 0 \), there exists a unique \( c \)-speed smooth solitary wave, denoted as \( \phi_c(x - ct) \), with its profile \( \phi_c \) satisfying*

\[
\frac{1}{2}(c - \phi_c)^2 \phi_{c,x}^2 = \phi_c^2(\frac{1}{2}\phi_c^2 - c\phi_c + \frac{3}{2}\kappa\phi_c + \frac{1}{2}c^2 - \kappa c).
\]

\( \phi_c(\cdot) \) is even and strictly decreasing on \((0, \infty)\) with an exponential decay rate \( e^{-\sqrt{1 - \frac{2\kappa}{c}}} \), i.e.

\[
|\phi_c(\cdot)| \leq C e^{-\sqrt{1 - \frac{2\kappa}{c}}|\cdot|}.
\]

The current work establishes the following stability result of a train of well separated smooth solitons.

**Theorem 1.1** (Orbital stability of \( N \)-train). *Let \( 0 < 2\kappa < c_1^0 < c_2^0 < \cdots < c_N^0 \). There exist \( \gamma_0, \alpha_0, L_0, \alpha_0 > 0 \) such that the following is true: Let \( u_0 \in H^s(\mathbb{R}) \), \( s > 3/2 \), and assume that there exist \( L > L_0, \alpha < \alpha_0, \) and \( x_1^0 < x_2^0 < \cdots < x_N^0 \), such that\]*

\[
\left\| u_0 - \sum_{j=1}^N \phi_{c_j}(\cdot - x_j^0) \right\|_{L^2(\mathbb{R})} \leq \alpha, \quad \text{and for } j = 1, \cdots, N - 1, \quad x_{j+1}^0 > x_j^0 + L.
\]

In addition,
\[
w_0 \triangleq u_0 - (u_0)_{xx} + \frac{2\kappa}{3} > 0,
\]
is a positive Radon measure in the sense that the mapping \( f \mapsto \int_{\mathbb{R}} fw \, dx \) gives a continuous linear functional on the space of compact-supported continuous scalar functions equipped with the canonical limit topology. Let \( u(t) \in C([0, +\infty), H^s(\mathbb{R})) \) be the solution of (1.3). Then, there exist \( x_j(t) \) such that

\[
\sup_{t \in [0, \infty)} \left\| u(t, \cdot) - \sum_{j=1}^{N} \phi_{\sigma_j}(\cdot - x_j(t)) \right\|_{L^2(\mathbb{R})} \leq A_0 \left( \alpha + e^{-\gamma_0 L/2} \right).
\]

**Remark 1.1.** The existence of \( N \)-solutions of the DP equation is given by Matsuno \([45, 46]\).

**Remark 1.2.** Besides Proposition 2.2 on global existence of strong solution, there is also a global existence of weak solutions in \( L^2 \)-space given in \([22]\). The regularity requirement in Theorem 1.1 can be relaxed to

\[
u_0 \in L^2(\mathbb{R}), \quad w = u_0 - (u_0)_{xx} + \frac{2\kappa}{3} \text{ is a positive Radon measure}.
\]

The peakon case when \( \kappa = 0 \) can be seen in \([31]\).

The stability proof follows the framework seminally developed by Martel, et.al. \([43]\), which localizes the well known Lyapunov functional method developed in \([25]\) by exploiting monotonicity of local mass. More specifically, there are three major steps. Firstly, the positive definiteness of a constrained quadratic form should be established, typically based on spectral properties of the second variational derivative of a Lagrangian at solitary waves. Secondly, high order nonlinear terms, if there is any, has to be controlled in order to construct the Lyapunov functional (for the single solitary wave), or equivalently, to apply a bootstrap argument. This is done in this work using \( L^2 - L^\infty \) a priori estimates to bound the cubic nonlinear term, inspired by the recent work of Khorbatly and Molinet \([31]\). At last, the proof is concluded with a localization of the above-mentioned Lyapunov function via a monotonicity argument of the localized momentum as well as the positive definiteness of a refined quadratic form of the orthogonalized perturbation.

The remainder of the paper is organized as follows. In section 2 we prove an a priori estimate and prove some useful estimates related to DP. In Section 3, we prove Theorem 1.1 assuming several lemmas. In Section 4, we prove these lemmas.

**Notations** We collect here important notations adopted throughout the paper. \( f \) and \( g \) will be used for general auxiliary functions, which may have different meaning in different places. We use \( C \) to universally denote generic constants which are independent of \( L \) and \( \alpha \). We also introduce the notation the \( L^2 \)-equivalent inner product

\[
(u, v)_S \triangleq (u, (1 - \partial_x^2)(4 - \partial_x^2)^{-1} v) = \left( \frac{\delta S}{\delta u} (u), v \right).
\]

Integration \( \int \) without index always means \( \int_{\mathbb{R}} \), and \( \| \cdot \|_{L^p} \) always means \( \| \cdot \|_{L^p(\mathbb{R})} \) with \( p = 2, 3, \infty \). \( \sum \) without index always means \( \sum_{j=1}^{N} \).
2. Well-posedness and a priori estimates

2.1. Well-posedness. Generically, for evolutionary equations, the well-posedness of initial value problems serves as the precondition for any qualitative study of their dynamics. For clarity, we list relevant well-posedness results of the DP equation with $\kappa > 0$, including uniqueness and existence results, whose proofs are based upon the ones for the vanishing linear dispersion case, $(\kappa = 0)$, without or with mild modifications.

A local well-posedness result for the Cauchy problem (2.1) with $\kappa = 0$ is obtained in [36] via applying Kato’s theorem [29]. With exactly the same argument (thus omitted), we have the following local well-posedness result for the Cauchy problem (2.1) with $\kappa > 0$.

**Proposition 2.1** (Uniqueness and local existence of strong solutions). Given the initial profile $u_0 \in H^s(\mathbb{R})$ with $s > \frac{3}{2}$, there exist a maximal time $T = T(u_0) \in (0, \infty]$, independent of the choice of $s$, and a unique solution $u$ to the Cauchy problem Consider the following Cauchy problem

\[
\begin{cases}
\partial_t u + \partial_x \left( \frac{1}{2} u^2 + p \ast (\frac{3}{2} u^2 + 2\kappa u) \right) = 0, \\
u(0, x) = u_0(x).
\end{cases}
\]  

such that $u = u(\cdot; u_0) \in C([0, T); H^s(\mathbb{R})) \cap C^1([0, T); H^{s-1}(\mathbb{R}))$. Moreover, the solution depends continuously on the initial data and is called a strong solution due to its smoothness.

Furthermore, the strong solution is a global one if the initial condition is sufficiently “regular". More specifically, we have the following global existence result established in [39] and thus proof is omitted.

**Proposition 2.2** ([39]). Given that the initial profile $u_0 \in H^s(\mathbb{R})$ with $s > \frac{3}{2}$ and $w_0 = u_0 - u_{0,xx} + \frac{3}{4} \kappa$ is a Radon measure of fixed sign, the strong solution to the Cauchy problem (2.1) then exists globally in time; that is,

\[
u = u(\cdot; u_0) \in C([0, \infty); H^s(\mathbb{R})) \cap C^1([0, \infty); H^{s-1}(\mathbb{R})),
\]

which admits the following additional estimates.

1. The magnitude of $u_x$ is bounded above by the sum of the magnitude of $u$ and the constant $\frac{2\kappa}{3}$.

As a matter of fact, we have, for all $(t, x) \in [0, \infty) \times \mathbb{R},$

\[
|u_x(t, x)| \leq |u(t, x)| + \frac{2\kappa}{3}.
\]

2. The $L^\infty$ norm of $u$ is bounded. More specifically, we have, for all $t \in [0, \infty),$

\[
\|u(t, \cdot)\|_{L^\infty} \leq 2(1 + \sqrt{2})\|u_0\|_{L^2(\mathbb{R})} + \frac{4}{3}\kappa.
\]

2.2. A priori estimates. To bound the high order term $\int_{\mathbb{R}} u^3 dx$ in the Lagrangian with the conserved quantity $S(u)$ whose square root is equivalent to the $L^2$-norm of $u$, we take advantage of the argument in [31, Lemma 2] to derive the following a priori estimate.

**Proposition 2.3** (a priori $L^\infty$-$L^2$ estimate). Let $f \in W^{1,\infty}(\mathbb{R}) \cap L^2(\mathbb{R})$ and the initial data $u_0 \in H^s(\mathbb{R})$ with $s > \frac{3}{2}$ and $w_0 = m_0 + \frac{2\kappa}{3}$ a Radon measure of fixed sign. The difference between the
strong solution $u$ to the Cauchy problem (2.1) and the function $f$, denoted as $g(t, x) \triangleq u(t, x) - f(x)$, admits the following estimate

\begin{equation}
\|g(t, \cdot)\|_{L^\infty(\mathbb{R})} \leq \|g(t, \cdot)\|_{L^2(\mathbb{R})}^{2/3} \left(1 + \frac{4}{3} \kappa + \sqrt{2}\|g(t, \cdot)\|_{L^2(\mathbb{R})}^{2/3} + 2\|f\|_{L^\infty(\mathbb{R})} + 2\|f'\|_{L^\infty(\mathbb{R})}\right), \quad \forall t \in [0, \infty).
\end{equation}

Proof. Fix $t \in [0, \infty)$, we denote $G = \|g(t, \cdot)\|_{L^2(\mathbb{R})}^{2/3}$ and assume $G > 0$, due to the fact that the case $G = 0$ makes both sides of (2.4) zero. Fixing $x \in \mathbb{R}$, there exists $k \in \mathbb{Z}$ such that $x \in [kG, (k + 1)G]$. By the mean value theorem, there exists $\bar{x} \in [(k - 1)G, kG]$ such that

\begin{equation}
g^2(t, \bar{x}) = \frac{1}{G} \int_{(k-1)G}^{kG} g^2(t, \eta)d\eta \leq \frac{1}{G}\|g(t, \cdot)\|_{L^2(\mathbb{R})}^2 = G^2,
\end{equation}

which, together with Proposition 2.2 and that $0 \leq x - \bar{x} \leq 2G$, yields

\begin{align}
g(t, x) &= g(t, \bar{x}) + \int_{\bar{x}}^x g(t, \eta)d\eta \\
&\geq -G - \frac{4G}{3} \kappa - \sqrt{2}G \left(\|u(t, \cdot)| + |f'|\right)_{L^2([kG, (k + 1)G])} \\
&\geq -G - \frac{4G}{3} \kappa - \sqrt{2}G \left(\|g(t, \cdot)| + |f| + |f'|\right)_{L^2([kG, (k + 1)G])} \\
&\geq -G - \frac{4G}{3} \kappa - \sqrt{2}G \left[\|g(t, \cdot)|_{L^2(\mathbb{R})} + \sqrt{2}G \left(\|f\|_{L^\infty(\mathbb{R})} + \|f'\|_{L^\infty(\mathbb{R})}\right)\right] \\
&= -G \left(1 + \frac{4}{3} \kappa + \sqrt{2}G + 2\|f\|_{L^\infty(\mathbb{R})} + 2\|f'\|_{L^\infty(\mathbb{R})}\right).
\end{align}

Similarly to the argument in Proposition 2.2, we use the proof by contradiction and suppose that there exists $x_\ast \in \mathbb{R}$ such that

\begin{equation}
g(t, x_\ast) > G \left(1 + \frac{4}{3} \kappa + \sqrt{2}G + 2\|f\|_{L^\infty(\mathbb{R})} + 2\|f'\|_{L^\infty(\mathbb{R})}\right).
\end{equation}

Then there exists $k_\ast \in \mathbb{Z}$ with $x_\ast \in [k_\ast G, (k_\ast + 1)G]$ and by the mean value theorem, there exists $\bar{x}_\ast \in [(k_\ast + 1)G, (k_\ast + 2)G]$ such that, on one hand,

\begin{equation}
g^2(t, \bar{x}_\ast) = \frac{1}{G} \int_{(k_\ast+1)G}^{(k_\ast+2)G} g^2(t, \eta)d\eta \leq G^2.
\end{equation}
On the other hand, proceeding as in (2.5), we have
\[ g(t, \bar{x}) = g(t, x^*) + \int_{x^*}^{\bar{x}} [u_\eta(t, \eta) - f'(\eta)] d\eta \]
\[ > G \left( 1 + \frac{4}{3} \kappa + \sqrt{2G} + 2\|f\|_{L^\infty} + 2\|f'|_{L^\infty} \right) - \frac{4G}{3} \kappa - \sqrt{2G} \left\| \left( |u(t, \cdot)| + |f'| \right) \right\|_{L^2([k_* G, (k_* + 2)G])} \]
\[ \geq G \left( 1 + \frac{4}{3} \kappa + \sqrt{2G} + 2\|f\|_{L^\infty} + 2\|f'|_{L^\infty} \right) - \frac{4G}{3} \kappa - G \left( \sqrt{2G} + 2\|f\|_{L^\infty} + 2\|f'|_{L^\infty} \right) \]
\[ = G. \]
Again, the incompatibility of the above two estimates concludes the proof of the proposition. \( \square \)

2.3. Positivity of quadratic form. For any fixed \( c > 2\kappa > 0 \), the second variational derivative of the Lagrangian \( Q_c(u) = H(u) + cS(u) \), at the unique solitary wave \( \phi = \phi_c \), admits the following expression,
\[ L = \frac{\delta^2 Q_c}{\delta u^2}(\phi) = -\phi_c - 2\kappa(4 - \partial_x^2)^{-1} + c(1 - \partial_x^2)(4 - \partial_x^2)^{-1} : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R}), \]
which is a well-defined, self-adjoint, bounded linear operator. In [35] we proved the following spectral properties about the operator \( L \).

**Proposition 2.4.** The spectrum of the operator \( L \), denoted as \( \sigma(L) \), admits the following properties.

1. \( \sigma(L) \) lies on the real line; that is, \( \sigma(L) \subset \mathbb{R} \).
2. \( 0 \in \sigma(L) \) is a simple eigenvalue with \( \partial_x \phi_c \) as its eigenfunction.
3. There exists \( \Lambda > 0 \) such that \( \sigma(L) \cap (-\infty, 0) = \{-\Lambda\} \). Moreover, \( -\Lambda \) is a simple eigenvalue whose corresponding normalized eigenfunction is denoted as \( \chi \).
4. The set of essential spectrum, denoted as \( \sigma_{\text{ess}}(L) \), lies on the positive real axis, admitting a positive distance to the origin.

Based on the spectral decomposition of \( L \), we have
\[ L^2(\mathbb{R}) = \text{span}\{\chi\} \oplus \text{span}\{\partial_x \phi\} \oplus X_+, \]
where \( X_+ = \text{span}\{\chi, \partial_x \phi\}^\perp \) is invariant under \( L \) and there exists \( \overline{\lambda} > 0 \) such that
\[ (Lp, p) \geq \overline{\lambda}\|p\|_{L^2(\mathbb{R})}, \quad \text{for any } p \in X_. \]
Moreover, we have the following lemma.

**Lemma 2.1.** There exists \( \eta > 0 \) sufficiently small, such that for any \( y \in L^2(\mathbb{R}) \) satisfying
\[ |(y, \phi)_S| + |(y, \partial_x \phi)_S| \leq \eta\|y\|_{L^2(\mathbb{R})}, \]
there exists \( \theta > 0 \) such that \( (Ly, y) \geq \theta\|y\|^2_{L^2(\mathbb{R})} \).
Proof. The proof consists of two steps: first we deal with the case $\eta = 0$ then the case $\eta > 0$. In order to do that, we first develop a more friendly expression of $(y, \phi)_S$. Recalling the soliton equation
\[
\frac{\delta H}{\delta u}(\phi) + c\frac{\delta S}{\delta u}(\phi) = 0,
\]
which, taken derivative with respect to $c$, yields
\[
L \partial_c \phi = -\frac{\delta S}{\delta u}(\phi).
\]
We have
\[
(y, \phi)_S = (y, \frac{\delta S}{\delta u}(\phi)) = -(y, L \partial_c \phi).
\]
Furthermore, we have
\[
(L \partial_c \phi, \partial_c \phi) = (-\frac{\delta S}{\delta u}(\phi), \partial_c \phi) = -\frac{d}{dc} S(\phi) < 0,
\]
where we refer to Lemma 2.2 for the last inequality. It follows from the direct sum (2.6) that there exist unique $a_0, b_0, p_0 \in X^+$, such that
\[
(2.8) \quad \partial_c \phi = a_0(\chi + p_0) + b_0 \partial_x \phi.
\]
We then have
\[
(L \partial_c \phi, \partial_c \phi) = a_0^2 \left[ (L \chi, \chi) + (L p_0, p_0) \right] = a_0^2 \left[ (L p_0, p_0) - \lambda \right] < 0,
\]
which indicates that there exists $\delta > 0$ such that
\[
(L p_0, p_0) < -\lambda.
\]
We can take a small positive number $\delta > 0$ such that
\[
(L p_0, p_0) < \frac{1}{1 + \delta \lambda}.
\]
As a result, we summarize that
\[
(2.9) \quad (y, \phi)_S = a_0\left[ \lambda (y, \chi) - (y, L p_0) \right].
\]
We now ready to prove the theorem for the case $\eta = 0$.

Case 1 ($\eta = 0$). If $y_1 \in L^2(\mathbb{R})$ satisfies (2.7) for $\eta = 0$, then there exists $\theta_1 > 0$ such that
\[
(2.10) \quad (L y_1, y_1) \geq \theta_1 \|y_1\|^2_{L^2(\mathbb{R})}.
\]
Case 1.1. If
\[
y_1 = b \partial_x \phi + \tilde{\phi}_1, \quad b \in \mathbb{R}, \quad \tilde{\phi}_1 \in X^+,
\]
then
\[
\|\tilde{\phi}_1\|^2_{L^2(\mathbb{R})} = \|y_1 - b \partial_x \phi\|^2_{L^2(\mathbb{R})} \geq (y_1 - b \partial_x \phi, y_1 - b \partial_x \phi)_S = \|y_1\|^2_S + b^2 \|\partial_x \phi\|^2_S
\]
\[
\geq \|y_1\|^2_S \geq \frac{1}{4} \|y_1\|^2_{L^2(\mathbb{R})}.
\]
Therefore, we have
\[
(2.11) \quad (L y_1, y_1) = (L \tilde{\phi}_1, \tilde{\phi}_1) \geq \lambda \|\tilde{\phi}_1\|^2_{L^2(\mathbb{R})} \geq \frac{1}{4} \|y_1\|^2_{L^2(\mathbb{R})}.
\]
Case 1.2. If
\[
y_1 = b \partial_x \phi + a(\chi + p_1), \quad a, b \in \mathbb{R}, \quad a \neq 0, \quad p_1 \in X^+,
\]
then as in Case 1.1, we get

$$a^2 \| \chi + p_1 \|_{L^2(\mathbb{R})}^2 \geq \frac{1}{4} \| y_1 \|_{L^2(\mathbb{R})}^2.$$  

(2.12)

In addition, by (2.7) and (2.9), we have

$$0 = \| (y_1, \phi) \| = \| a_0 [\Delta (y_1, \chi) - (y_1, \mathcal{L} p_0)] \| = \| a_0 | \cdot (\chi + p_1, \mathcal{L} (\chi + p_0)) | = \| a_0 | \cdot \Delta - (\mathcal{L} p_0, p_1) |,$$

yielding

$$\mathcal{L} p_0, p_1 = \lambda.$$  

Case 1 then follows from (2.13).

Case 2 ($\eta > 0$). If $y \in L^2(\mathbb{R})$ satisfies (2.7) for $0 < \eta \ll 1$, then there exists $\theta > 0$ such that

$$\mathcal{L} y, y) \geq \frac{1}{4} \theta \| y \|_{L^2(\mathbb{R})}^2.$$  

(2.14)

The function $y$ admits the decomposition

$$y = y_1 + a_1 \phi + b_1 \partial_x \phi,$$

(2.15)

where $a_1 = \frac{(y, \phi)_S}{(\phi, \phi)_S}$, $b_1 = \frac{(y, \partial_x \phi)_S}{(\phi, \partial_x \phi)_S}$, $|a_1| \leq \frac{4 \eta}{\| \phi \|_S} \| y \|_S$, $|b_1| \leq \frac{4 \eta}{\| \partial_x \phi \|_S} \| y \|_S$, yielding

$$\| y_1 \|_{\mathcal{S}}^2 = \| y \|_{\mathcal{S}}^2 - \| a_1 \phi + b_1 \partial_x \phi \|_{\mathcal{S}}^2 \geq \| y \|_{\mathcal{S}}^2 - (|a_1| \| \phi \|_S + |b_1| \| \partial_x \phi \|_S)^2 \geq 1 - \left( \frac{4 \eta}{\min\{ \| \phi \|_S, \| \partial_x \phi \|_S \}} \right)^2 \| y \|_{\mathcal{S}}^2.$$

Taking $\eta \leq \frac{\sqrt{7}}{8} \min\{ \| \phi \|_S, \| \partial_x \phi \|_S \}$, we have

$$\| y_1 \|_{L^2(\mathbb{R})} \geq \| y \|_S \geq \frac{1}{2} \| y \|_S \geq \frac{1}{8} \| y \|_{L^2(\mathbb{R})}.$$  

(2.16)
As a result, we conclude that

\[
(Ly, y) = (L_{y1, y_1}) + (L(a_1 \phi + b_1 \partial \phi), a_1 \phi + b_1 \partial \phi) + 2(L(a_1 \phi + b_1 \partial \phi), y_1)
\]
\[
= (L_{y1, y_1}) + a_1^2 (L\phi, \phi) + 2a_1 (L\phi, y_1)
\]
\[
\geq \frac{\delta}{4(\delta + 2)} \| y_1 \|^2_{L^2(\mathbb{R})} - \frac{\eta^2}{\| \phi \|^2_S} \| y \|^2_{L^2(\mathbb{R})} - \frac{2\eta}{\| \phi \|^2_S} \| y \|_{L^2(\mathbb{R})} \| y_1 \|_{L^2(\mathbb{R})}
\]
\[
\geq \left[ \frac{\delta}{32(\delta + 2)} - \frac{\| L\phi \|_{L^2(\mathbb{R})}}{\| \phi \|^4_S} \right] \| y \|^2_{L^2(\mathbb{R})} - \frac{\| L\phi \|_{L^2(\mathbb{R})}}{\| \phi \|^2_S} \| y \|^2_{L^2(\mathbb{R})} := f(\eta)
\]

It is straightforward to see that \( f(\eta) = 0 \) admits two roots \( \eta_- < 0 < \eta_+ \). Taking

\[
0 < \eta < \min\left\{ \frac{\eta_+}{2}, \frac{\sqrt{3}}{8} \min\{ \| \phi \|_S, \| \partial_x \phi \|_S \} \right\}, \quad \theta = f\left( \frac{\eta_+}{2} \right) > 0,
\]

we have \((Ly, y) \geq \theta \| y \|^2_{L^2(\mathbb{R})}\), which concludes the proof. \(\square\)

**Lemma 2.2.** For the c-speed solitary wave \( \phi = \phi(x; c) \), we have

\[
\frac{d}{dc} H(\phi) = -c \frac{d}{dc} S(\phi) = -\frac{3c^2(c + \kappa)}{2(3c + 2\kappa)^2} \sqrt{c^2 - 2c\kappa} < 0.
\]

*Proof.* The second equality was proved in [35] and we only prove the first equality. Note that \( \phi(x; c) \) is the critical point of the Lagrangian \( Q_\lambda(u) = H(u) + \lambda S(u) \) with \( \lambda = c \); that is,

\[
\left( \frac{\delta H}{\delta u}(\phi) + \lambda \frac{\delta S}{\delta u}(\phi) \right) \bigg|_{\lambda = c} = 0,
\]

we have

\[
\frac{d}{dc} H(\phi) + c \frac{d}{dc} S(\phi) = \left. \frac{dQ_\lambda}{dc}(\phi) \right|_{\lambda = c} = \left. \left( \frac{\delta H}{\delta u}(\phi) + \lambda \frac{\delta S}{\delta u}(\phi) \right) \right|_{\lambda = c}, \quad \frac{\partial \phi}{\partial c} = 0.
\]

\(\square\)

3. Decomposition and Properties of Solution near N Solitons

Fix a constant \( \sigma_0 \) such that \( 0 < \sigma_0 < \frac{1}{2} \min \left\{ \sqrt{1 - \frac{2\kappa}{\alpha^2}}, c_0^0 - 2\kappa, c_0^0 - c_0^1, c_0^1 - c_0^2, \ldots, c_0^N - c_0^{N-1} \right\} \).

Let \( \gamma_0 = \min\left\{ 1/(8B), \sigma_0/8 \right\} \), where \( B \) is the constant determined in Lemma 3.4. We have by (1.9) that

\[
|\phi_c(\cdot)| \leq C e^{-2\sigma_0|\cdot|}.
\]

On the other hand, there appears

\[
\left| (1 - \partial_x^2)^{-1} \phi_c(\cdot - m) \right| \leq C \int_{\mathbb{R}} e^{-|\xi - m|} \phi_c(r - m) dr \leq C \int_{\mathbb{R}} e^{-|\xi - r| - 2\sigma_0|\cdot - m|} dr \leq C e^{-\sigma_0|\xi - m|}.
\]
Lemma 3.1 (Decomposition of the solution). There exist $L_1, \alpha_1, K_1 > 0$ such that the following is true: If for some $t^* > 0$, the solution of (1.4) $u(t, x) \in U(L, \alpha)$ for all $t \in [0, t^*]$ with $L > L_1$, $0 < \alpha < \alpha_1$, then there exist unique $C^1$ functions $c_j : [0, t^*] \to (2\kappa, \infty)$, $x_j : [0, t^*] \to \mathbb{R}$, such that

$$
\epsilon(t, x) \triangleq u(t, x) - \sum_{j=1}^{N} R_j(t, x), \quad \text{where} \quad R_j(t, x) \triangleq \phi_{c_j(t)}(x - x_j(t)),
$$

satisfies the following orthogonality conditions:

$$
\forall j, \forall t \in [0, t^*], \quad \int (1 - \partial_x^2) R_j(t) \epsilon(t) dx = 0,
$$

Moreover, for any $t \in [0, t^*]$,

$$
\| \epsilon(t, \cdot) \|_{L^2} + \sum_{j=1}^{N} |c_j(t) - c_j^0| \leq K_1 \alpha, \quad x_j(t) > x_{j-1}(t) + L - K_1 \alpha.
$$
\( |\dot{c}_j(t)| + |\ddot{c}_j(t)| \leq K_1 \left( \int e^{2e^{-\sigma_0|\dot{c}_j(t)|}} \, dx \right)^{1/2} + K_1 e^{-\sigma_0 L/2}. \)

Lemma 3.2 (Energy bound). Then there exist \( K_2 > 0 \) and \( L_2 > 0 \) such that if \( L_0 > L_2 \), then, for all \( t \in [0, t^*] \):

\[
\sum_{j=1}^{N} \left[ H(\phi_{c_j(t)}) - H(\phi_{c_j(0)}) \right] - \int \left[ \frac{1}{2} R(t) c^2(t) + \kappa \epsilon(t) \tilde{c}(t) \right] \, dx \leq K_2 \left( \|\epsilon(t)\|_{L^3}^3 + \|\epsilon(0)\|_{L^2}^2 + \|\epsilon(0)\|_{L^3}^3 + e^{-\sigma_0 L/2} \right).
\]

Let \( \psi(x) = \frac{2}{\pi} \arctan(e^{\frac{x}{\pi}}) \) and define for \( j \geq 2 \), \( m_j(t) \equiv \frac{x_{j-1}(t) + x_j(t)}{2} \) and

\[
I_j(t) \equiv \frac{1}{2} \int \psi(x - m_j(t)) \left[ 4\tilde{u}^2(t) + 5\tilde{u}_x^2(t) + \tilde{u}_{xx}^2(t) \right] \, dx,
\]

where \( B \) is a large constant chosen in the proof of Lemma 3.4. Note that \( \psi \in (0, 1) \) and \( \psi \) is monotonically increasing, satisfying

\[
|\psi^{(4)}| \leq \frac{3}{B^3} \psi', \quad |\psi''| \leq \frac{1}{B^2} \psi', \quad \psi'' \leq \frac{1}{B} \psi', \quad \text{and} \quad \psi^{(k)}(x) \leq Ce^{-\frac{|x|}{B}} \quad \text{for} \quad k = 1, 2, 3, 4.
\]

Lemma 3.3 (Monotonicity). There exist \( K_3 > 0 \), \( L_3 > 0 \), \( \alpha_2 > 0 \) such that if \( L_0 > L_3 \), \( \alpha_0 < \alpha_2 \), then for all \( t \in [0, t^*] \):

\[
I_j(t) - I_j(0) \leq K_3 e^{-\frac{L}{3B}}.
\]

Let \( \alpha_0 \) and \( L_0 \) be chosen such that (3.16), (3.21), and (3.22) be satisfied. Then we have

Lemma 3.4 (Positivity). There exists \( L_4 > 0 \) and \( \lambda_0 > 0 \) such that if \( L_0 > L_4 \), then, for all \( t \in [0, t^*] \),

\[
\int \left[ -R(t) c^2 - 2\kappa \epsilon \tilde{c} + c(t, x)(4\tilde{u}^2 + 5\tilde{u}_x^2 + \tilde{u}_{xx}^2) \right] \, dx \geq \lambda_0 \|\epsilon(t)\|_{L^2}^2,
\]

where \( c(t, x) \equiv c_1(t) + \sum_{j=2}^{N} [c_j(t) - c_{j-1}(t)] \psi(x - m_j(t)) \).

Lemma 3.5 (Quadratic control). There exists \( K_4 > 0 \) such that, for any \( t \in [0, t^*] \),

\[
\sum_{j=1}^{N} |c_j(t) - c_j(0)| \leq K_4 (\|\epsilon(t)\|_{L^2}^2 + \|\epsilon(0)\|_{L^2}^2 + e^{-\frac{1}{B}(\frac{\sigma_0 L}{2} + \frac{L}{8})} + e^{-\sigma_0 L/8}).
\]

Lemma 3.6. There exists \( K_5 > 0 \) independent of \( A_0 \), such that, for any \( t \in [0, t^*] \),

\[
\|\epsilon(t)\|_{L^2}^2 \leq K_5 \left( \|\epsilon(0)\|_{L^2}^2 + e^{-\gamma_0 L} \right).
\]

With these lemmas in hand, we are in a position to prove Proposition 3.1.

Proof of Proposition 3.1. Let \( A_0 > 1 \) be fixed later. We choose \( \alpha_0 \) and \( L_0(\geq L_1) \) such that

\[
A_0 \left( \alpha_0 + e^{-\gamma_0 L_0/2} \right) < \alpha_1,
\]
where $\alpha_1$ and $L_1$ are defined in Lemma 3.1. Therefore, assuming (3.5), Lemma 3.1 is applicable: there exist unique $C^1$ functions $c_j : [0, t^*] \to (2\kappa, \infty)$, $x_j : [0, t^*] \to \mathbb{R}$, such that

$$
\epsilon(t, x) \triangleq u(t, x) - \sum_{j=1}^{N} R_j(t, x) \triangleq u(t, x) - R(t, x), \quad \text{where} \quad R_j(t, x) = \phi_{c_j(t)}(x - x_j(t)),
$$

satisfies the following orthogonality conditions:

(3.17) $\forall j, \forall t \in [0, t^*], \quad \int (1 - \partial_x^2)R_j(t)(4 - \partial_x^2)^{-1}\epsilon(t)dx = \int (1 - \partial_x^2)R_{j,x}(t)(4 - \partial_x^2)^{-1}\epsilon(t)dx = 0.$

Moreover, for any $t \in [0, t^*],

(3.18) $\|\epsilon(t, \cdot)\|_{L^2} + \sum_{j=1}^{N} |c_j(t) - c_j^0| \leq K_1A_0(\alpha + e^{-\gamma_0L/2}), \quad x_j(t) > x_{j-1}(t) + L - K_1A_0(\alpha + e^{-\gamma_0L/2}),$

$$
(3.19) \quad |\dot{c_j}(t)| + |\dot{x_j}(t) - c_j(t)| \leq K_1 \left( \int e^2e^{-\sigma_0|x-x_j(t)|}dx \right)^{1/2} + K_1e^{-\gamma_0L/2}.
$$

Note also that by (3.4) and (4.2), we have stronger estimates for initials as follows

(3.20) $\|\epsilon(0)\|_{L^2} + \sum_{j=1}^{N} |c_j(0) - c_j^0| \leq K_1\alpha, \quad x_j(0) > x_{j-1}(0) + L - K_1\alpha.$

From (3.18), (3.19), and (3.20), we can choose $\alpha_0$ small enough, and $L_0$ large enough, such that $\forall t \in [0, t^*],

(3.21) \quad \dot{x_1}(t) \geq 2\kappa + \sigma_0, \quad \dot{x_j}(t) - \dot{x}_{j-1}(t) \geq \sigma_0, \quad c_1(t) > 2\kappa + \sigma_0, \quad c_j(t) - c_{j-1}(t) \geq \sigma_0,

$$
(3.22) \quad x_j(t) - x_{j-1}(t) \geq L/2 > L_0/2, \quad \|\epsilon(t)\|_{L^2} \leq \sigma_0/8.
$$

In view of (3.18), (3.20), (3.14), and (3.15), we have

$$
\left\| u(t) - \sum \phi_{c_j(t)}(\cdot - x_j(t)) \right\|_{L^2} \leq \|\epsilon(t)\|_{L^2} + C\sum |c_j(t) - c_j(0)| + C\sum |c_j(0) - c_j^0| \leq \|\epsilon(t)\|_{L^2} + CK_4(\|\epsilon(t)\|_{L^2}^2 + \|\epsilon(0)\|_{L^2}^2 + e^{-\gamma_0L}) + CK_1\alpha \leq \sqrt{K_5(\|\epsilon(0)\|_{L^2}^2 + e^{-\gamma_0L}) + CK_4(1 + K_5)(\|\epsilon(0)\|_{L^2}^2 + e^{-\gamma_0L}) + CK_1\alpha} \leq K_6(\alpha + e^{-\gamma_0L/2}),
$$

for some constant $K_6 > 0$. Choosing $A_0 = 4K_6$, this completes the proof of Proposition 3.1. \hfill \Box
4. Proof of Lemmas

We shall make use of the following essentially

\[ \|\epsilon(t, \cdot)\|_{L^\infty} \leq C \|\epsilon(t, \cdot)\|_{L^2}^{\frac{2}{3}} \leq C, \]

which follows from applying (2.4) for \( g = \epsilon(t, x) = u - R. \)

**Proof of Lemma 3.1.** We make the following claim:

- There exists \( L_1, \alpha_1 > 0 \) and unique \( C^1 \) functions \((c_j, x_j) : U(L_1, \alpha_1) \rightarrow (2\kappa, \infty) \times \mathbb{R}, \) where \( j = 1, 2, \cdots, N, \) such that if \( u \in U(L_1, \alpha_1), \) and \( \epsilon(x) \triangleq u(x) - \sum_{j=1}^{N} \phi_{c_j(u)}(x - x_j(u)), \)

then for any \( j = 1, \cdots, N, \)

\[ \int (1 - \partial_x^2) \phi_{c_j(u)}(x - x_j(u)) \epsilon(x) dx = \int (1 - \partial_x^2) \phi_{c_j(u),x}(x - x_j(u)) \epsilon(x) dx = 0. \]

Moreover, there exists \( K_1 > 0 \) such that if \( u \in U(L, \alpha), \) with \( 0 < \alpha < \alpha_1, \) \( L > L_1, \) then

\[ \| \epsilon \|_{L^2} + \sum_{j=1}^{N} |c_j(u) - c_j^0| \leq K_1 \alpha, \quad x_j(u) > x_{j-1}(u) + L - K_1 \alpha. \]

This is a standard application of the implicit function theorem. The non-degeneracy conditions in applying the implicit function theorem are

\[ \int (1 - \partial_x^2) \phi_{c_j}(x - r_j^0) \frac{d}{d c_j} (4 - \partial_x^2)^{-1} \phi_{c_j}(x - r_j^0) \ dx = \frac{d}{d c_j} S(\phi_{c_j}) > 0, \]

\[ \int (1 - \partial_x^2) \phi_{c_j}(x - r_j^0) \frac{d}{d c_j} (4 - \partial_x^2)^{-1} \phi_{c_j}(x - r_j^0) \ dx \triangleq b_j, \]

\[ \int (1 - \partial_x^2) \phi_{c_j}(x - r_j^0) \frac{d}{d x} (4 - \partial_x^2)^{-1} \phi_{c_j}(x - r_j^0) \ dx = 0, \]

\[ \int (1 - \partial_x^2) \phi_{c_j}(x - r_j^0) \frac{d}{d x} (4 - \partial_x^2)^{-1} \phi_{c_j}(x - r_j^0) \ dx = 2S(\partial_x \phi_{c_j}) > 0; \]

and for \( k \neq j, \)

\[ \left| - \int (1 - \partial_x^2) \phi_{c_j}(x - r_j^0) \frac{d}{d c_k} (4 - \partial_x^2)^{-1} \phi_{c_k}(x - r_k^0) \ dx \right| \]

\[ \leq C \int e^{-\sigma_0 (2|x - r_j^0| + |x - r_k^0|)} dx \leq C e^{-\sigma_0 r_j^0 - r_k^0} \leq C e^{-\sigma_0 L/2}. \]

We omit the details. (See for example [43, Lemma 1 for instance.)

To continue the proof of Lemma 3.1, let \( c_j(t) \triangleq c_j(u(t, \cdot)), \) \( x_j(t) \triangleq x_j(u(t, \cdot)), \) where with some abuse of notation, the left-sided \( c_j, x_j \) are functions of time \( t \) and the right-sided \( c_j, x_j \) are functions.
of \( u \in \mathcal{U}(L, \alpha) \) and are constructed as above. Then the orthogonality conditions and (3.8) are clearly satisfied.

We prove (3.9) next. Applying \((4 - \partial_x^2)\) on both sides of the soliton profile equation

\[
(4.4) \quad c(1 - \partial_x^2)(4 - \partial_x^2)^{-1}\phi - \left[\frac{1}{2}(\partial_x^2\phi)^2 + (4 - \partial_x^2)^{-1}2\kappa \phi\right] = 0
\]

to get \( 2\kappa R_{j,x} = \left[c_j(t)(1 - \partial_x^2)\right]_x + R_j R_{j,xx} + R_{j,x}^2 - 2R_{j,j}^2 \). Therefore, from the equation (1.3):

\[
\left(uu_{xx} + u_x^2 - 2u^2\right)_x = \left(1 - \partial_x^2\right)u_t + 2\kappa u_x
\]

\[
= \left(1 - \partial_x^2\right)\left(\epsilon_t + \frac{d}{dt} \sum R_j\right) + 2\kappa \left(\epsilon + \sum R_{j,j}\right)
\]

\[
= \left(1 - \partial_x^2\right)\epsilon_t + \left(1 - \partial_x^2\right)\sum \left(\dot{c}_j(t)\frac{d}{dt}R_j - \dot{x}_j(t) R_{j,x}\right) + 2\kappa \epsilon_x + 2\kappa \sum R_{j,j}
\]

\[
= \left(1 - \partial_x^2\right)\epsilon_t + \left(1 - \partial_x^2\right)\sum \left(\dot{c}_j(t)\frac{d}{dt}R_j - \dot{x}_j(t) R_{j,x}\right) + 2\kappa \epsilon_x
\]

\[+ \sum \left[c_j(t)(1 - \partial_x^2)R_j + R_j R_{j,xx} + R_{j,x}^2 - 2R_{j,j}^2\right]_x,
\]

which yields

\[
(1 - \partial_x^2)\epsilon_t + 2\kappa \epsilon_x + \left(1 - \partial_x^2\right)\sum \left(\dot{c}_j(t)\frac{d}{dt}R_j - \dot{x}_j(t) R_{j,x}\right) + \sum c_j(t)(1 - \partial_x^2)R_{j,j}
\]

\[= \left(uu_{xx} + u_x^2 - 2u^2 - \sum (R_j R_{j,xx} + R_{j,j}^2) - 2R_{j,j}^2\right)_x
\]

\[
= \left[-(4 - \partial_x^2)\left(\frac{1}{2}u^2\right) + (4 - \partial_x^2)\left(\frac{1}{2} \sum R_j^2\right)\right]_x
\]

\[
= \left[-(4 - \partial_x^2)\left(\frac{1}{2} \left(\epsilon + \sum R_j^2\right)\right) + (4 - \partial_x^2)\left(\frac{1}{2} \sum R_{j,j}^2\right)\right]_x
\]

\[= - (4 - \partial_x^2)\left(\frac{1}{2} \epsilon^2\right)_x - \sum (4 - \partial_x^2)\left(\epsilon R_{j,j}\right)_x - \sum (4 - \partial_x^2)(R_j R_{j,k})_x.
\]

Taking the \( L^2 \) scalar product of the above equation with \((4 - \partial_x^2)^{-1}R_j\), integrating by parts, using the orthogonality conditions (3.17) as well as arguments of (4.3) for mixed terms, and noting that

\[
\int (1 - \partial_x^2)\epsilon_t(4 - \partial_x^2)^{-1}R_j dx = \frac{d}{dt} \int (1 - \partial_x^2)\epsilon(4 - \partial_x^2)^{-1}R_j dx - \int (1 - \partial_x^2)\epsilon \frac{d}{dt} (4 - \partial_x^2)^{-1}R_j dx
\]

\[= - \dot{c}_j(t) \int (1 - \partial_x^2)\epsilon(4 - \partial_x^2)^{-1} \frac{d}{dt}R_j dx = O\left(\|\epsilon(t)\sqrt{\frac{d}{dt}R_j}\|_{L^2}\right),
\]

which is small for \( \alpha \) small, we get

\[
\left[\frac{d}{dt}S(\phi_{c_j(t)}) + O\left(\|\epsilon(t)\sqrt{\frac{d}{dt}R_j}\|_{L^2}\right)\right] \dot{c}_j(t) = O\left(\int e^{2\sigma_0|x-x_j(t)|} dx\right)^{1/2} + O(e^{-\sigma_0 L/2}).
\]
Therefore, \(|c_j(t)| \leq K_1 \left( \int e^{2e^{-\sigma_0|x-x_j(t)|}} dx \right)^{1/2} + K_1 e^{-\sigma_0 L/2} \). Taking now the scalar product as above with \((4 - \partial_x^2)^{-1} R_{j,x} \) instead, arguing as above and using as well the last inequality for \(|\dot{c}_j(t)|\), we get
\(|c_j(t) - \dot{x}_j(t)| \leq K_1 \left( \int e^{2e^{-\sigma_0|x-x_j(t)|}} dx \right)^{1/2} + K_1 e^{-\sigma_0 L/2} \). So (3.19) follows. \(\square\)

**Proof of Lemma 3.2.** We have by (4.4) and (3.7):

\[-H(u(t)) = \frac{1}{6} \int \left[ (\epsilon + R)^3 + 6\kappa (\epsilon + R)(\dot{\epsilon} + \dot{R}) \right] dx
\]

\[= -H(R(t)) + \int \left( \frac{1}{2} R^2 \dot{\epsilon} + 2\kappa \dot{R} \right) dx + \int \left( \frac{1}{2} \epsilon^2 R + \kappa \dot{\epsilon} \right) dx + \frac{1}{6} \int \dot{\epsilon}^3 dx
\]

\[= -\sum_{j=1}^{N} H(R_j(t)) + \int \sum_{j=1}^{N} \left( \frac{1}{2} R_j^2 \dot{\epsilon} + 2\kappa \dot{R}_j \right) dx + O \left( e^{-\frac{\sigma_0 L}{2}} \right)
\]

\[+ \int \left( \frac{1}{2} \epsilon^2 R + \kappa \dot{\epsilon} \right) dx + \frac{1}{6} \int \dot{\epsilon}^3 dx \quad (\text{by arguing as for (4.3)})
\]

\[= -\sum_{j=1}^{N} H(\phi_{c_j(t)}) + \int \sum_{j=1}^{N} \left( c_j(t)(1 - \partial_x^2) \hat{R}_j \right) \dot{\epsilon} dx + O \left( e^{-\frac{\sigma_0 L}{2}} \right)
\]

\[+ \int \left( \frac{1}{2} \epsilon^2 R + \kappa \dot{\epsilon} \right) dx + \frac{1}{6} \int \dot{\epsilon}^3 dx
\]

\[= -\sum_{j=1}^{N} H(\phi_{c_j(t)}) + O \left( e^{-\frac{\sigma_0 L}{2}} \right) + \int \left( \frac{1}{2} \epsilon^2 R + \kappa \dot{\epsilon} \right) dx + \frac{1}{6} \int \dot{\epsilon}^3 dx.
\]

Since \(H(u(t)) = H(u(0))\), the above implies (3.10). \(\square\)

**Proof of Lemma 3.3.** Integrating by parts many times yields the following equality.

\[
\frac{d}{dt} \int (4\bar{u}^2 + 5\bar{u}_{x}^2 + \hat{u}_{xx}^2) \psi(x - m_j(t)) dx
\]

\[= \left( \frac{2}{3} \int u^3 \psi' - 4 \int u^2 \bar{u} \psi' - \frac{1}{2} \int u^2 \bar{u} \psi'' + \frac{1}{2} \int u^2 \bar{u} \psi'' + \int uh \psi' + \frac{1}{2} \int uh \psi'' \right)
\]

\[+ \left( \frac{5}{2} \int \hat{u}_{x} \psi'' - 2 \int \hat{u}_{x} \psi' + \frac{1}{2} \int \hat{u}_{x} \psi'' + 2\kappa \int \hat{u} \psi^{(4)} + 2\kappa \int \hat{u} (1 - \partial_x^2)^{-1} \hat{u}_{x} \psi(4) - 5\psi'' \right)
\]

\[- 8\kappa \int \hat{u}_{x} (1 - \partial_x^2)^{-1} \hat{u}_{xx} \psi'' - 2\kappa \int y(1 - \partial_x^2)^{-1} \hat{u}_{x} \psi - 2\kappa \int \hat{u}_{x} \hat{u} \psi
\]

\[- m_j(t) \int (4\bar{u}^2 + 5\bar{u}_{x}^2 + \hat{u}_{xx}^2) \psi'
\]

where \(h \triangleq (1 - \partial_x^2)^{-1}(u^2)\) and for notational convenience the argument \(x - m_j(t)\) of \(\psi\) is suppressed. Consider first the quadratic terms, say the last fives. Denoting \(r \triangleq (1 - \partial_x^2)^{-1} \hat{u}, \quad \hat{u} = r - r_{xx}\), and
making use of the identity

\[
\int_{\mathbb{R}} \hat{u}^2 \psi''' = \int_{\mathbb{R}} (r - r_{xx})^2 \psi''' = \int_{\mathbb{R}} (r^2 + r_{xx}^2 + 2r_x^2) \psi''' - \int_{\mathbb{R}} r^2 \psi^{(5)},
\]

we have

\[
\int_{\mathbb{R}} \hat{u}(1 - \partial^2_x)^{-1} \hat{u}_x (\psi^{(4)} - 5 \psi'') = \int_{\mathbb{R}} (r - r_{xx}) r_x (\psi^{(4)} - 5 \psi'') \\
= -\frac{1}{2} \int_{\mathbb{R}} r^2 (\psi^{(5)} - 5 \psi'''') + \frac{1}{2} \int_{\mathbb{R}} r_x^2 (\psi^{(5)} - 5 \psi''''),
\]

\[
\int_{\mathbb{R}} \hat{u}_x (1 - \partial^2_x)^{-1} \hat{u}_{xx} \psi''' = \int_{\mathbb{R}} \hat{u}_x (r - \hat{u})\psi''' = \int_{\mathbb{R}} (r_x - r_{xxx}) r_x \psi''' + \frac{1}{2} \int_{\mathbb{R}} \hat{u}^2 \psi'''
\]

\[
= -\frac{1}{2} \int_{\mathbb{R}} r^2 \psi''' - \frac{3}{2} \int_{\mathbb{R}} r_x^2 \psi''' + \frac{1}{2} \int_{\mathbb{R}} r^2 \psi^{(5)} + \frac{1}{2} \int_{\mathbb{R}} \hat{u}^2 \psi'''
\]

\[
\overset{(4.6)}{=} \frac{1}{2} \int_{\mathbb{R}} (r_{xx}^2 - r_x^2) \psi''''.
\]

Integrating by parts leads to

\[
\int_{\mathbb{R}} y (1 - \partial^2_x)^{-1} \hat{u}_x \psi = \int_{\mathbb{R}} [y (1 - \partial^2_x)^2 (4 - \partial^2_x) (1 - \partial^2_x) r_x \psi
\]

\[
= -2 \int_{\mathbb{R}} r^2 \psi' + \frac{9}{2} \int_{\mathbb{R}} r_x^2 \psi' + 9 \int_{\mathbb{R}} r_{xx}^2 \psi' - 3 \int_{\mathbb{R}} r_x^2 \psi'''
\]

\[
+ \frac{5}{2} \int_{\mathbb{R}} r_{xxx}^2 \psi' - \frac{5}{2} \int_{\mathbb{R}} r_x^2 \psi''' + \frac{1}{2} \int_{\mathbb{R}} r_x^2 \psi^{(5)},
\]

\[
\int_{\mathbb{R}} u_x \hat{u} \psi = \int_{\mathbb{R}} (4 - \partial^2_x) \hat{u}_x \hat{u} \psi = \int_{\mathbb{R}} 4 \hat{u}_x \hat{u} \psi - \int_{\mathbb{R}} \hat{u}_{xxx} \hat{u} \psi
\]

\[
= -2 \int_{\mathbb{R}} \hat{u}^2 \psi' + \frac{3}{2} \int_{\mathbb{R}} \hat{u}_x^2 \psi' + \frac{1}{2} \int_{\mathbb{R}} \hat{u}^2 \psi''''.
\]
We compute $A \triangleq 2\kappa \cdot (4.7) - 8\kappa \cdot (4.8) - 2\kappa \cdot (4.9) - 2\kappa \cdot (4.10)$:

$$A = \kappa \int_{R} (4\tilde{u}^2 + 3\tilde{u}_x^2)\psi' - \kappa \int_{R} \tilde{u}^2 \psi'' - \kappa \int_{R} r^2 \psi^{(5)}$$

$$+ \kappa \int_{R} (4r^2 - 9r_x^2 + 18r_{xx}^2 - 5r_{xxx}^2)\psi' + \kappa \int_{R} (5r^2 + 5r_x^2 + r_{xx}^2)\psi''$$

$$= \kappa \int_{R} (4\tilde{u}^2 + 3\tilde{u}_x^2)\psi' + \kappa \int_{R} (4r^2 - 9r_x^2 + 18r_{xx}^2 - 5r_{xxx}^2)\psi' + \kappa \int_{R} (4r^2 + 3r_x^2)\psi''$$

$$\leq \kappa \int_{R} (4\tilde{u}^2 + 3\tilde{u}_x^2)\psi' + \kappa \int_{R} 4r^2(\psi' + \psi'') - \kappa \int_{R} r_x^2(\psi' - 3\psi'')$$

$$\leq \kappa \int_{R} (4\tilde{u}^2 + 3\tilde{u}_x^2)\psi' + \kappa(1 + \frac{1}{B_2}) \int_{R} 4r^2\psi' - \kappa(1 - \frac{3}{B_2}) \int_{R} r_x^2\psi'$$

$$\leq \kappa \int_{R} (4\tilde{u}^2 + 3\tilde{u}_x^2)\psi' + \kappa(1 + \frac{1}{B_2}) \int_{R} 4r^2\psi'$$

by choosing $B > 2$.

We have as in (4.6) that

$$\int_{R} \tilde{u}^2 \psi' = \int_{R} (r^2 + r_{xx}^2 + 2r_{xx}^2)\psi' - \int_{R} r^2 \psi'' \geq \int_{R} r^2(\psi' - \psi'') \geq (1 - \frac{1}{B_2}) \int_{R} r^2 \psi'.$$

Choosing $B$ large such that $\frac{2B^2}{B_2 - 1} < 2 + \frac{2a}{\kappa}$, it follows that

$$A \leq \kappa \int_{R} (4\tilde{u}^2 + 3\tilde{u}_x^2)\psi' + \kappa(1 + \frac{1}{B_2})(1 - \frac{1}{B_2})^{-1} \int_{R} 4\tilde{u}^2\psi' = \frac{2B^2}{B_2 - 1} \int_{R} 4\tilde{u}^2\psi' + \kappa \int_{R} 3\tilde{u}_x^2\psi'$$

$$< (2\kappa + \sigma_0) \int_{R} (4\tilde{u}^2 + 5\tilde{u}_x^2 + \tilde{u}_{xx}^2)\psi'.$$

Then by (4.5) and the above, we deduce that

$$\frac{d}{dt} \int_{R} (4\tilde{u}^2 + 5\tilde{u}_x^2 + \tilde{u}_{xx}^2)\psi \leq \frac{2}{3} \int u^3 \psi' - 4 \int u^2 \tilde{u} \psi' - \frac{1}{2} \int u^2 \tilde{u} \psi'' + \frac{1}{2} \int u \tilde{u} \psi'''$$

$$+ \frac{1}{2} \int u \tilde{u} \psi' - \frac{5}{2} \int \tilde{u} \tilde{u} \psi' - 2 \int \tilde{u}_x \psi' + \frac{1}{2} \int \tilde{u} \psi^{(4)}$$

$$+ (2\kappa + \sigma_0 - \eta(t)) \int (4\tilde{u}^2 + 5\tilde{u}_x^2 + \tilde{u}_{xx}^2)\psi$$

$$\triangleq \sum_{k=1}^{9} I_j^k + (2\kappa + \sigma_0 - \eta(t)) \int (4\tilde{u}^2 + 5\tilde{u}_x^2 + \tilde{u}_{xx}^2)\psi$$

$$\leq \sum_{k=1}^{9} I_j^k - \frac{\sigma_0}{2} \int (4\tilde{u}^2 + 5\tilde{u}_x^2 + \tilde{u}_{xx}^2)\psi.$$

where (3.8) and (3.9) lead that $\eta(t) > 2\kappa + \frac{3am}{2}$. We claim that for $k = 1, \ldots, 9$, it holds

$$I_j^k \leq \frac{\sigma_0}{20} \int (4\tilde{u}^2 + 5\tilde{u}_x^2 + \tilde{u}_{xx}^2)\psi + Ce^{-\frac{1}{4}(\sigma_0/2 + L/4)}.$$
Divide $\mathbb{R}$ into two regions $D_j$ and $D^c_j$ with $D_j = [x_{j-1}(t) + \frac{4}{j}, \ x_j(t) - \frac{4}{j}]$, $j = 2, \cdots, N$. Combining (3.8) and (3.9), one check that for $x \in D^c_j$,

$$
|x - m_j(t)| \geq \frac{x_{j}(t) - x_{j-1}(t)}{2} - \frac{L}{4} \geq \frac{\sigma_0 t}{2} + \frac{x_{j}(0) - x_{j-1}(0)}{2} - \frac{L}{4} \geq \frac{\sigma_0 t}{2} + \frac{L}{4}.
$$

Note that by Proposition 2.3 and (1.9):

$$
\|u\|_{L^\infty(D_j)} \leq \|u - \sum \phi_{c_j}(\cdot - x_j(t))\|_{L^\infty} + \sum \|\phi_{c_j}(\cdot - x_j(t))\|_{L^\infty(D_j)} = O\left(\|u - \sum \phi_{c_j}(\cdot - x_j(t))\|_{L^2}^{\frac{3}{2}}\right) + O\left(e^{-\sigma_0 L/4}\right) = O\left(e^{-\sigma_0 L/4}\right),
$$

$$
\|\tilde{u}\|_{L^\infty(D_j)} \leq \left\|\left(4 - \frac{\partial^2}{x^2}\right)^{-1}\left[\left|u - \sum \phi_{c_j}(\cdot - x_j(t))\right|\right]\right\|_{L^\infty(D_j)} + \sum \left\|\left(4 - \frac{\partial^2}{x^2}\right)^{-1}\phi_{c_j}(\cdot - x_j(t))\right\|_{L^\infty(D_j)} \leq \|u - \sum \phi_{c_j}(\cdot - x_j(t))\|_{L^2} + O(e^{-\sigma_0 L/4}) = O(\alpha) + O\left(e^{-\sigma_0 L/4}\right).
$$
One then has
\[
I_j^1 = \frac{2}{3} \int_{D_j} u^3 \psi' + \frac{2}{3} \int_{D_j^c} u^3 \psi' \leq \frac{2}{3} \|u\|_{L^\infty(D_j)} \int_{\mathbb{R}} u^2 \psi' + \frac{2}{3} \|\psi'\|_{L^\infty(D_j^c)} \|u\|_{L^3}
\]
\[
\leq \frac{2}{3} \|u\|_{L^\infty(D_j)} \int_{\mathbb{R}} |u(4\tilde{u} - \tilde{u}_{xx})| \psi' + Ce^{-\frac{1}{2}(\sigma_0 t/2+L/4)} \|u\|_{L^\infty} \|u\|_{L^2}^2;
\]
\[
I_j^2 \leq 4 \|u\|_{L^\infty(D_j)} \int_{\mathbb{R}} |u\tilde{u}| \psi' + Ce^{-\frac{1}{2}(\sigma_0 t/2+L/4)} \|u\|_{L^\infty} \int_{\mathbb{R}} |u\tilde{u}|,
\]
\[
I_j^5 \leq \|u\|_{L^\infty(D_j)} \int_{\mathbb{R}} |h\psi'| + Ce^{-\frac{1}{2}(\sigma_0 t/2+L/4)} \int_{\mathbb{R}} |h|,
\]
\[
I_j^7 \leq \frac{5}{2} \|\tilde{u}\|_{L^\infty(D_j)} \int_{\mathbb{R}} |h\psi'| + Ce^{-\frac{1}{2}(\sigma_0 t/2+L/4)} \int_{\mathbb{R}} |\tilde{u}|h.
\]
It follows from (4.16), (4.17), (4.18) that for \(\alpha\) small enough and \(L\) large enough,
\[
I_j^{1,2,5,7} \leq \frac{\sigma_0}{20} \int_{\mathbb{R}} (4\tilde{u}^2 + 5\tilde{u}^2_x + \tilde{u}^2_{xx}) \psi + Ce^{-\frac{1}{2}(\sigma_0 t/2+L/4)}.
\]

By (3.12), (4.16), (4.17), the estimate for \(I_j^{3,4}\) are almost the same as that for \(I_j^2\). Noticing that
\[
h(x) = \frac{e^{-x}}{2} \int_{-\infty}^x e^r u^2(r) dr + \frac{e^x}{2} \int_x^{\infty} e^{-r} u^2(r) dr,
\]
\[
h_x(x) = \frac{-e^{-x}}{2} \int_{-\infty}^x e^r u^2(r) dr + \frac{e^x}{2} \int_x^{\infty} e^{-r} u^2(r) dr,
\]
we infer that \(|h_x(x)| \leq h(x), \ \forall x \in \mathbb{R}\). Then the estimate for \(I_j^5\) follows from the same arguments as that of \(I_j^5\). Noting that \(I_j^8 = 2 \int_{\mathbb{R}} \tilde{u}h_x \psi'' + 2 \int_{\mathbb{R}} \tilde{u}h \psi''',\) where the first integral is \(I_j^7\), and the second could be estimated as for \(I_j^7\) using the inequality \(|\psi'''| \leq \psi'\). The estimate for \(I_j^5\) is exactly the same as for \(I_j^7\) using \(|\psi''| \leq 3\psi'\).

It follows from (4.13) and (4.14) that \(\frac{d}{dt} \int (4\tilde{u}^2 + 5\tilde{u}^2_x + \tilde{u}^2_{xx}) \psi \leq Ce^{-\frac{1}{2}(\sigma_0 t/2+L/4)}\). The lemma follows from integrating the above from 0 to \(t\).

\[\square\]

**Proof of Lemma 3.4.** Let \(\eta > 0\) be some small constant to be chosen later. Let \(\Phi \in C^2(\mathbb{R})\) be an even function, with
\[
\Phi(x) = 1 - \eta_1 \text{ on } [0,1]; \ \Phi(x) = e^{-x} \text{ on } [2,\infty); \ e^{-x} < \Phi(x) < 3e^{-x} \text{ on } (1,2); \text{ and } |\Phi'| \leq \Phi.
\]

Let \(\Phi_B(x) = \Phi(\frac{x}{B})\). One has
\[\tag{4.20}
|\Phi'_B(x)| = \frac{1}{B} |\Phi'(\frac{x}{B})| \leq \frac{1}{B} \Phi_B(x).
\]
Denoting $\Phi_{B_j} = \Phi_{B_j}(x,t) = \Phi_B(x-x_j(t))$, it thus transpires that
\[
\int \left[ -R(t)\epsilon^2 - 2\kappa \epsilon \partial_x + c(t, x)(4\epsilon^2 + 5\epsilon_x^2 + \epsilon_{xx}^2) \right] \, dx \\
= \int \left[ -R(t)\epsilon^2 - 2\kappa(4\epsilon^2 + \epsilon_x^2) + c(t, x)(4\epsilon^2 + 5\epsilon_x^2 + \epsilon_{xx}^2) \right] \, dx \\
= \sum \int \Phi_{B_j} \left[ -R_j(t)\epsilon(t)^2 - 2\kappa(4\epsilon^2 + \epsilon_x^2) + c_j(t)(4\epsilon^2 + 5\epsilon_x^2 + \epsilon_{xx}^2) \right] \, dx \\
- \int \left( R(t) - \sum \Phi_{B_j} R_j(t) \right) \epsilon(t)^2 \, dx + \int_{\mathbb{R}} \left( 1 - \sum \Phi_{B_j} \right) (c(t, x) - 2\kappa)(4\epsilon^2 + \epsilon_x^2) \, dx \\
+ \int_{\mathbb{R}} \left( 1 - \sum \Phi_{B_j} \right) c(t, x)(4\epsilon_x^2 + \epsilon_{xx}^2) \, dx + \int_{\mathbb{R}} \sum \Phi_{B_j} (c(t, x) - c_j(t))(4\epsilon^2 + 5\epsilon_x^2 + \epsilon_{xx}^2) \, dx,
\]
where we applied the spectral information of $\mathcal{L}$ in the last step.

Note that for $B$ sufficiently large, we have $\frac{\kappa}{\epsilon} < \sigma_0$, which implies that the exponential decay rate of $\Phi_B$ is smaller than those of $\Phi_{\epsilon(t)}$. Then from the orthogonality $(3.17)$ and the exponential decay of $R_j$, it is easy to verify that for $B$ sufficiently large,

\begin{equation}
(4.21) \quad \left| \left( \epsilon \sqrt{\Phi_{B_j}}, R_j \right)_S \right| + \left| \left( \epsilon \sqrt{\Phi_{B_j}}, R_{j,x} \right)_S \right| < \eta \left\| \epsilon \sqrt{\Phi_{B_j}} \right\|_{L^2}.
\end{equation}

Then by Lemma 2.1, we have

\begin{equation}
(4.22) \quad \int -R_j(t)\epsilon(t)^2 \Phi_{B_j} - 2\kappa \epsilon \sqrt{\Phi_{B_j}} (4 - \partial_x^2)^{-1} \left( \epsilon \sqrt{\Phi_{B_j}} \right) \\
+ c_j(t) \left( \epsilon \sqrt{\Phi_{B_j}} \right) (1 - \partial_x^2)(4 - \partial_x^2)^{-1} \left( \epsilon \sqrt{\Phi_{B_j}} \right) \, dx \geq \theta \int \epsilon^2 \Phi_{B_j}
\end{equation}

One has

\begin{equation}
(4.23) \quad \left| \int_{\mathbb{R}} \left[ \epsilon \sqrt{\Phi_{B_j}(x)} (4 - \partial_x^2)^{-1} \left( \epsilon \sqrt{\Phi_{B_j}} \right) (x) - (\epsilon \Phi_{B_j}) (x)(4 - \partial_x^2)^{-1} \epsilon \right] \, dx \right| \\
= \frac{1}{4} \left| \int_{\mathbb{R}} \epsilon(x) \int_{\mathbb{R}} e^{-2|y-x|} \phi(y) \sqrt{\Phi_{B_j}(x)} \left( \sqrt{\Phi_{B_j}(x)} - \sqrt{\Phi_{B_j}(y)} \right) \, dy \, dx \right| \\
\leq \frac{||\epsilon||_{L^2}^2}{4} \int_{\mathbb{R}} \left( \int_{\mathbb{R}} e^{-2|y-x|} \phi(y) \sqrt{\Phi_{B_j}(x)} \left( \sqrt{\Phi_{B_j}(x)} - \sqrt{\Phi_{B_j}(y)} \right) \, dy \right)^2 \, dx \\
\leq \frac{||\epsilon||_{L^2}^2}{4} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-4|y-x|} \Phi_{B_j}(x) \left( \sqrt{\Phi_{B_j}(x)} - \sqrt{\Phi_{B_j}(y)} \right)^2 \, dy \, dx \\
= \frac{||\epsilon||_{L^2}^2}{4} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-4|y-x|} \Phi_{B}(x) \left( \sqrt{\Phi_{B}(x)} - \sqrt{\Phi_{B}(y)} \right)^2 \, dy \, dx,
\end{equation}
\[
\int_R \int_R e^{-4|y-x|} \Phi_B(x) \left( \sqrt{\Phi_B(x)} - \sqrt{\Phi_B(y)} \right)^2 dy dx \\
= \int_R \int_R e^{-4|y-x|} \Phi_B(x) \left( \frac{\Phi'_B}{2\sqrt{\Phi_B}} \cdot (x-y) \right)^2 dy dx \\
\leq \int_R \int_R e^{-4|y-x|} \Phi_B(x) \left( \frac{\Phi_B}{2B\sqrt{\Phi_B}} (x-y) \right)^2 dy dx \\
= \frac{1}{4B^2} \int_R \int_R e^{-4|y-x|} \Phi_B(x) (x-y)^2 dy dx = O(1)
\]

which implies

\[
\left| \int_R \left( \epsilon \sqrt{\Phi_{B_j}}(4 - \partial_x^2)^{-1} \left( \epsilon \sqrt{\Phi_{B_j}} \right) - (\epsilon \Phi_{B_j}) (4 - \partial_x^2)^{-1} \right) dx \right| \leq \frac{O(1)}{\sqrt{B}} \|\epsilon\|_{L^2}^2.
\]

It follows that

\[
\int -R_j(t) \epsilon(t)^2 \Phi_{B_j} - 2\kappa \epsilon \Phi_{B_j}(4 - \partial_x^2)^{-1} \left( \epsilon \sqrt{\Phi_{B_j}} \right) \\
+ c_j(t) \left( \epsilon \sqrt{\Phi_{B_j}} \right) \left( 1 - \partial_x^2 \right)^{-1} \left( \epsilon \sqrt{\Phi_{B_j}} \right) dx \\
= \int (c_j(t) - R_j(t)) \epsilon(t)^2 \Phi_{B_j} - (3c_j(t) + 2\kappa) \epsilon \Phi_{B_j}(4 - \partial_x^2)^{-1} \left( \epsilon \sqrt{\Phi_{B_j}} \right) \\
= \int (c_j(t) - R_j(t)) \epsilon(t)^2 \Phi_{B_j} - (3c_j(t) + 2\kappa) \epsilon \Phi_{B_j}(4 - \partial_x^2)^{-1} \epsilon + \frac{O(1)}{\sqrt{B}} \|\epsilon\|_{L^2}^2 \\
= \int -R_j(t) \epsilon(t)^2 \Phi_{B_j} - 2\kappa \Phi_{B_j}(4\epsilon^2 + \epsilon_x^2) + c_j \Phi_{B_j}(4\epsilon^2 + 5\epsilon_x^2 + \epsilon_{xx}^2) + \frac{O(1)}{\sqrt{B}} \|\epsilon\|_{L^2}^2,
\]

where in the last step, terms containing \( \Phi'_{B_j} \) from integration by parts are of \( \frac{O(1)}{B} \|\epsilon\|_{L^2}^2 \), which are controlled by \( \frac{O(1)}{\sqrt{B}} \|\epsilon\|_{L^2}^2 \). \( 4.26 \) and \( 4.22 \) imply

\[
\sum \int \Phi_{B_j} \left[ -R_j(t) \epsilon(t)^2 - 2\kappa(4\epsilon^2 + \epsilon_x^2) + c_j(t)(4\epsilon^2 + 5\epsilon_x^2 + \epsilon_{xx}^2) \right] dx \\
\geq \theta \sum \int \Phi_{B_j} \epsilon(t)^2 dx - \frac{O(1)}{\sqrt{B}} \|\epsilon\|_{L^2}^2 \geq \theta \sum \int \Phi_{B_j}(4\epsilon^2 + 5\epsilon_x^2 + \epsilon_{xx}^2) dx - \frac{O(1)}{\sqrt{B}} \|\epsilon\|_{L^2}^2.
\]

Since \( 1 - \sum \Phi_{B_j} > 0, \quad c(t,x) - 2\kappa > \sigma_0, \quad c(t,x) > \sigma_0 \),

\[
\int_R \left( 1 - \sum \Phi_{B_j} \right) (c(t,x) - 2\kappa)(4\epsilon^2 + \epsilon_x^2) dx + \int_R \left( 1 - \sum \Phi_{B_j} \right) c(t,x)(4\epsilon_x^2 + \epsilon_{xx}^2) dx \\
\geq \int_R (1 - \sum \Phi_{B_j}) \sigma_0(4\epsilon^2 + 5\epsilon_x^2 + \epsilon_{xx}^2) dx
\]
Notice that \( \eta_1 R(t) - \sum \Psi_j \phi_{c_j(t)}(x - x_j(t)) \) is all exponentially small, being \( O \left( e^{-\frac{\eta_1(t)}{2} e^{\sigma_0 t} + e^{-\sigma_0 L/4}} \right) \).

If we choose \( L_4 = MB \), with \( M \gg 0 \), and \( \lambda_0 = \lambda_1/5 \), it then follows that

\[
\begin{align*}
\left| - \int \left( R(t) - \sum \Phi_{B_j} R_j(t) \right) e^2(t) \, dx \right| \\
\leq \eta_1 \int R(t) e^2(t) \, dx + \int \left( (1 - \eta_1) R(t) - \sum \Phi_{B_j} R_j(t) \right) e^2(t) \, dx = \eta_1 O(1) \| \epsilon \|_{L^2}^2.
\end{align*}
\]

Denote \( \Psi_1(t, x) = 1 - \psi(x - m_2(t)) \), \( \Psi_j(t, x) = \psi(x - m_j(t)) - \psi(x - m_{j+1}(t)) \), \( j = 2, \ldots, N - 1 \), and \( \Psi_N(t, x) = \psi(x - m_N(t)) \). Then \( c(t, x) = \sum \Psi_j(t, x)c_j(t) \) and \( \sum \Psi_j(t, x) = 1 \). From the property of \( \psi \), the fact that \( \Phi_{B_j} \leq 3 e^{-\frac{|x - m_j(t)|}{\tilde{u}}} \), and that \( |m_j(t) - x_j(t)| \geq L_4/2 \geq 2MB \), we obtain

\[
(4.30) \quad |\Phi_{B_j} (c(t, x) - c_j(t))| \leq |c(t, x) - c_j(t)|_{L^\infty(|x - x_j(t)| \leq MB)} + C e^{-M} \leq C e^{-\sigma_0 MB} + C e^{-M}.
\]

It follows from that for sufficiently small \( \eta_1 > 0 \),

\[
\begin{align*}
\int \left[ -R(t) e^2 - 2 \kappa \epsilon \bar{\epsilon} + c(t, x) (4 \epsilon^2 + 5 \bar{\epsilon}^2 + \bar{\epsilon}_{xx}) \right] \, dx \\
\geq \theta \sum \left( \Phi_{B_j} (4 \epsilon^2 + 5 \bar{\epsilon}^2 + \bar{\epsilon}_{xx}) \right) dx + \int \left( 1 - \sum \Phi_{B_j} \right) \sigma_0 (4 \epsilon^2 + 5 \bar{\epsilon}^2 + \bar{\epsilon}_{xx}) \, dx \\
- \frac{O(1)}{\sqrt{B}} \| \epsilon \|_{L^2}^2 - \eta_1 O(1) \| \epsilon \|_{L^2}^2 - (C e^{-\sigma_0 MB} + C e^{-M}) \int (4 \epsilon^2 + 5 \bar{\epsilon}^2 + \bar{\epsilon}_{xx}) \, dx \\
\geq \frac{\min \{ \theta, \sigma_0 \}}{2} \int (4 \epsilon^2 + 5 \bar{\epsilon}^2 + \bar{\epsilon}_{xx}) \, dx - \frac{\min \{ \theta, \sigma_0 \} \| \epsilon \|_{L^2}^2}{16} \geq \frac{\min \{ \theta, \sigma_0 \}}{16} \| \epsilon \|_{L^2}^2.
\end{align*}
\]

**Proof of Lemma 3.5.** Noting that

\[
H(\phi_{c_j(t)}) - H(\phi_{c_j(0)}) = \left( \frac{dH(\phi_{c_j(0)})}{dc} \right) (c_j(t) - c_j(0)) + O(\| c_j(t) - c_j(0) \|^2),
\]

\[
S(\phi_{c_j(t)}) - S(\phi_{c_j(0)}) = \left( \frac{dS(\phi_{c_j(0)})}{dc} \right) (c_j(t) - c_j(0)) + O(\| c_j(t) - c_j(0) \|^2),
\]

it follows from (2.17) that

\[
(4.32) \quad H(\phi_{c_j(t)}) - H(\phi_{c_j(0)}) = -c_j(0) \left( S(\phi_{c_j(t)}) - S(\phi_{c_j(0)}) \right) + O(\| c_j(t) - c_j(0) \|^2).
\]

**Step 1.** We prove that there exists \( C > 0 \) such that

\[
(4.33) \quad \sum_{j=1}^N c_j(0) |S(\phi_{c_j(t)}) - S(\phi_{c_j(0)})| \leq C \left( \| \epsilon(t) \|_{L^2}^2 + \| \epsilon(0) \|_{L^2}^2 + \| \epsilon(0) \|_{L^2}^3 + e^{-\sigma_0 L/4} + \sum_{j=1}^N |c_j(t) - c_j(0)|^2 \right).
\]
By (3.10) and (3.22), it is found that
\[
\left| \sum_{j=1}^{N} H(\phi_{c_j}(t)) - H(\phi_{c_j}(0)) \right| \leq C \left( \|\epsilon(t)\|_{L^3}^3 + \|\epsilon(t)\|_{L^2}^2 + \|\epsilon(0)\|_{L^2}^2 + \|\epsilon(0)\|_{L^3}^3 + e^{-\frac{\sigma_0}{2}} \right)
\]
\[
\leq C \left( (\|\epsilon(t)\|_{L^\infty} + 1)\|\epsilon(t)\|_{L^2}^2 + \|\epsilon(0)\|_{L^2}^2 + \|\epsilon(0)\|_{L^3}^3 + e^{-\frac{\sigma_0}{2}} \right)
\]
This together with (4.32) and (4.1) implies (4.33).

Step 2. We prove that for \(d_j(t) \triangleq \sum_{k=j}^{N} S(\phi_{c_j}(t)),\)
\[
d_j(t) - d_j(0) \leq -(d_j(t) - d_j(0)) + C(\|\epsilon(0)\|_{L^2}^2 + e^{-\frac{1}{2}(\frac{\sigma_0}{4} + \frac{4}{3})} + e^{-\sigma_0 L/8}), \quad j \geq 2;
\]
\[
|d_1(t) - d_1(0)| \leq \frac{1}{2}\|\epsilon(0)\|_{L^3}^3 - \frac{1}{2}\|\epsilon(t)\|_{L^3}^3 + C e^{-\sigma_0 L/8}.
\]

In order to prove (4.34), we shall prove
\[
I_j(t) - d_j(t) - \frac{1}{2} \int \psi(\cdot - m_j(t))(4\epsilon^2(t) + 5\epsilon_x^2(t) + \epsilon_{xx}^2(t))dx \leq C \left( e^{-\frac{1}{2}(\frac{\sigma_0}{4} + \frac{4}{3})} + e^{-\sigma_0 L/8} \right).
\]
Indeed, \(d_j(t) = \frac{1}{2} \sum_{l=j}^{N} \int \left( 4\hat{R}_{l,x}^2 + 5 \left( \hat{R}_{l,x} \right)^2 + \left( \hat{R}_{l,xx} \right)^2 \right) dx, \)
\[
2I_j(t) - 2d_j(t) - \int \psi(\cdot - m_j(t))(4\epsilon^2(t) + 5\epsilon_x^2(t) + \epsilon_{xx}^2(t))dx
\]
\[
= \int \psi(\cdot - m_j(t)) \left( (4\hat{u}^2 + 5\hat{u}_x^2 + \hat{u}_{xx}^2) - (4\epsilon^2(t) + 5\epsilon_x^2(t) + \epsilon_{xx}^2(t)) \right) - \sum_{l=j}^{N} \int \left( 4\hat{R}_{l,x}^2 + 5\hat{R}_{l,xx}^2 + \hat{R}_{l,xx}^2 \right) dx
\]
\[
= \int \psi(\cdot - m_j(t)) \left( \sum_{l=1}^{N} \left( 4\hat{R}_{l,x}^2 + 5\hat{R}_{l,xx}^2 + \hat{R}_{l,xx}^2 + 2(4\epsilon\hat{R}_l + 5\epsilon_x\hat{R}_{l,x} + \epsilon_{xx}\hat{R}_{l,xx}) \right) + \text{mixed terms} \right) dx
\]
\[
- \sum_{l=j}^{N} \int \left( 4\hat{R}_{l,x}^2 + 5\hat{R}_{l,xx}^2 + \hat{R}_{l,xx}^2 \right) dx
\]
\[
= \int \psi(\cdot - m_j(t)) \left( \sum_{l=1}^{j-1} \left( 4\hat{R}_{l,x}^2 + 5\hat{R}_{l,xx}^2 + \hat{R}_{l,xx}^2 + 2(4\epsilon\hat{R}_l + 5\epsilon_x\hat{R}_{l,x} + \epsilon_{xx}\hat{R}_{l,xx}) \right) \right) dx
\]
\[
- \int (1 - \psi(\cdot - m_j(t))) \sum_{l=j}^{N} \left( 4\hat{R}_{l,x}^2 + 5\hat{R}_{l,xx}^2 + \hat{R}_{l,xx}^2 + 2(4\epsilon\hat{R}_l + 5\epsilon_x\hat{R}_{l,x} + \epsilon_{xx}\hat{R}_{l,xx}) \right) + O \left( e^{-\sigma_0 L/8} \right),
\]
where we have used the first orthogonality of (3.17), which is equivalently expressed as
\[
\int_{\mathbb{R}} \left( 4\epsilon\hat{R}_l + 5\epsilon_x\hat{R}_{l,x} + \epsilon_{xx}\hat{R}_{l,xx} \right) dx = 0.
\]
To evaluate the first integral, we divide $\mathbb{R}$ into two intervals by the point $x_{j-1}(t) + L/8$. To the left of the point,

$$|x - m_j(t)| \geq \frac{x_j(t) - x_{j-1}(t)}{2} - \frac{L}{8} \geq \frac{\sigma_0 t}{2} + \frac{x_j(0) - x_{j-1}(0)}{2} - \frac{L}{8} \geq \frac{\sigma_0 t}{2} + \frac{L}{8},$$

$$|\psi(x - m_j(t))| \leq Ce^{-\frac{1}{8}(\frac{\sigma_0 t}{2} + \frac{L}{8})},$$

and to the right of the point, $R_t, l \leq j - 1$ are exponentially small, being $O(e^{-\sigma_0 L/8})$. To evaluate the second integral, we divide $\mathbb{R}$ into two intervals by the point $x_j(t) - L/8$. To the right of the point,

$$|x - m_j(t)| \geq \frac{x_j(t) - x_{j-1}(t)}{2} - \frac{L}{8} \geq \frac{\sigma_0 t}{2} + \frac{x_j(0) - x_{j-1}(0)}{2} - \frac{L}{8} \geq \frac{\sigma_0 t}{2} + \frac{L}{8},$$

$$|1 - \psi(x - m_j(t))| \leq Ce^{-\frac{1}{8}(\frac{\sigma_0 t}{2} + \frac{L}{8})},$$

and to the left of the point, $R_t, l \geq j$ are exponentially small, being $O(e^{-\sigma_0 L/8})$. This proves (4.36).

Then Lemma 3.3 together with (4.36) imply

(4.38)

$$d_j(t) - d_j(0) \leq \frac{1}{2} \int_{\mathbb{R}} \psi(-m_j(s))(4\epsilon^2(s) + 5\epsilon_x^2(s) + \epsilon_{xx}^2(s))dx \bigg|_{s=0}^{s=t} + C \left(e^{-\frac{1}{8}(\frac{\sigma_0 t}{2} + \frac{L}{8})} + e^{-\sigma_0 L/8}\right).$$

(4.34) then follows from the above estimate easily.

To prove (4.35), we note that $S(u(t)) = S(u(0))$ and by orthogonality (4.37) that

(4.39)

$$\frac{1}{2} \int_{\mathbb{R}} (4\hat{n}^2 + 5\hat{n}_x^2 + \hat{n}_{xx}^2) = \frac{1}{2} \int_{\mathbb{R}} (4\hat{R}^2 + 5\hat{R}_x^2 + \hat{R}_{xx}^2) + \frac{1}{2} \int_{\mathbb{R}} (4\epsilon^2 + 5\epsilon_x^2 + \epsilon_{xx}^2)$$

$$= d_1(t) + O(e^{-\frac{\sigma_0 L}{2}}) + S(\epsilon(t)).$$

Then (4.35) follows.

**Step 3.** Resumation by the Abel transform:

$$\sum_{j=1}^{N} c_j(0) \left[S(\phi_{c_j(t)}) - S(\phi_{c_j(0)})\right]$$

$$= \sum_{j=1}^{N-1} c_j(0) [(d_j(t) - d_{j+1}(t)) - (d_j(0) - d_{j+1}(0))] + c_N(0) [d_N(t) - d_N(0)]$$

$$= c_1(0) [d_1(t) - d_1(0)] + \sum_{j=2}^{N} [c_j(0) - c_{j-1}(0)] [d_j(t) - d_j(0)].$$
It then follows from (4.33) that

\[-c_1(0)[d_1(t) - d_1(0)] - \sum_{j=2}^{N}[c_j(0) - c_{j-1}(0)][d_j(t) - d_j(0)]\]

\[\leq C \left( \|\epsilon(t)\|_{L^2}^2 + \|\epsilon(0)\|_{L^2}^2 + e^{-\sigma_0 L/4} + \sum_{j=1}^{N}|c_j(t) - c_j(0)|^2 \right).\]

(4.40)

Since \(c_1(0) \geq \sigma_0\), \(c_j(0) - c_{j-1}(0) \geq \sigma_0\), by (4.35) and (4.34), we have

\[\sigma_0 \sum_{j=1}^{N}|d_j(t) - d_j(0)| \leq c_1(0)|d_1(t) - d_1(0)| + \sum_{j=2}^{N}[c_j(0) - c_{j-1}(0)]|d_j(t) - d_j(0)|\]

\[\leq -c_1(0)|d_1(t) - d_1(0)| + \sum_{j=2}^{N}[c_j(0) - c_{j-1}(0)][d_j(t) - d_j(0)]\]

\[+ C \left( \|\epsilon(t)\|_{L^2}^2 + \|\epsilon(0)\|_{L^2}^2 + e^{-\frac{B\sigma_0}{2} + \frac{B}{8}} + e^{-\sigma_0 L/8} \right).\]

Then by (4.40), we have

\[\sum_{j=1}^{N}|d_j(t) - d_j(0)| \leq C \left( \|\epsilon(t)\|_{L^2}^2 + \|\epsilon(0)\|_{L^2}^2 + e^{-\frac{B\sigma_0}{2} + \frac{B}{8}} + e^{-\sigma_0 L/8} + \sum_{j=1}^{N}|c_j(t) - c_j(0)|^2 \right).\]

Note that from the boundedness (from both above and below (2.17)) of \(\frac{dS(\phi_c)}{dc}\), we have

\[|c_j(t) - c_j(0)| \leq C|S(\phi_{c_j(t)}) - S(\phi_{c_j(0)})| \leq C(|d_j(t) - d_j(0)| + |d_{j+1}(t) - d_{j+1}(0)|),\]

which then yields

\[\sum_{j=1}^{N}|c_j(t) - c_j(0)| \leq C \left( \|\epsilon(t)\|_{L^2}^2 + \|\epsilon(0)\|_{L^2}^2 + e^{-\frac{B\sigma_0}{2} + \frac{B}{8}} + e^{-\sigma_0 L/8} + \sum_{j=1}^{N}|c_j(t) - c_j(0)|^2 \right).\]

By choosing \(\alpha\) small and \(L\) large enough, we assume \(C|c_j(t) - c_j(0)| \leq 1/2\) and so (3.14) follows and the proof of the lemma is complete. \(\square\)
Proof of Lemma 3.6. Recall that $\gamma_0 = \min\{1/(8B), \sigma_0/8\}$. In view of (4.32), (4.34) and (4.35), we infer that

$$- \int_{\mathbb{R}} \left[ \frac{1}{2} R(t) \epsilon^2(t) + k \epsilon(t)(4 - \partial_x^2)^{-1} \epsilon(t) \right] dx \leq \sum_{j=1}^{N} \left[ H(\phi_{c_j(t)}) - H(\phi_{c_j(0)}) \right] + K_2 \left\{ \|\epsilon(t)\|_{L^2}^2 \|\epsilon(t)\|_{L^\infty} + \|\epsilon(0)\|_{L^2}^2 + e^{-\sigma_0 L/8} \right\}$$

$$\leq \sum_{j=1}^{N} c_j(0) \left[ S(\phi_{c_j(t)}) - S(\phi_{c_j(0)}) \right] + C \sum_{j=1}^{N} (c_j(t) - c_j(0))^2 + C \left( \|\epsilon(t)\|_{L^2}^{\frac{8}{3}} + \|\epsilon(0)\|_{L^2}^{\frac{8}{3}} + e^{-\gamma_0 L} \right)$$

$$\leq c_1(0) [d_1(t) - d_1(0)] + \sum_{j=2}^{N} [c_j(0) - c_{j-1}(0)] [d_j(t) - d_j(0)] + C \left( \|\epsilon(t)\|_{L^2}^{\frac{8}{3}} + \|\epsilon(0)\|_{L^2}^{\frac{8}{3}} + e^{-\gamma_0 L} \right)$$

$$\leq \sum_{j=2}^{N} \left[ c_j(0) - c_{j-1}(0) \right] \left\{ \int_{\mathbb{R}} \psi(\cdot - m_j(0))(4\epsilon^2(t) + 5\epsilon_x^2(t) + \epsilon_{xx}^2(t)) dx \right\}$$

$$\leq - c_1(0) \frac{1}{2} \|\epsilon(t)\|_{L^2}^{\frac{8}{3}} - \sum_{j=2}^{N} [c_j(0) - c_{j-1}(0)] \frac{1}{2} \int_{\mathbb{R}} \psi(\cdot - m_j(t))(4\epsilon^2(t) + 5\epsilon_x^2(t) + \epsilon_{xx}^2(t)) dx +$$

$$C \left( \|\epsilon(t)\|_{L^2}^{\frac{8}{3}} + \|\epsilon(0)\|_{L^2}^{\frac{8}{3}} + e^{-\gamma_0 L} \right)$$

$$\leq - c_1(t) \frac{1}{2} \|\epsilon(t)\|_{L^2}^{\frac{8}{3}} - \sum_{j=2}^{N} [c_j(t) - c_{j-1}(t)] \frac{1}{2} \int_{\mathbb{R}} \psi(\cdot - m_j(t))(4\epsilon^2(t) + 5\epsilon_x^2(t) + \epsilon_{xx}^2(t)) dx +$$

$$C \left( \|\epsilon(t)\|_{L^2}^{\frac{8}{3}} + \|\epsilon(0)\|_{L^2}^{\frac{8}{3}} + e^{-\gamma_0 L} \right)$$

$$= - \int_{\mathbb{R}} R(t) \epsilon^2(t) - 2k \epsilon(t) \bar{\epsilon}(t) + c(t, x) (4\epsilon^2(t) + 5\epsilon_x^2(t) + \epsilon_{xx}(t)) \leq C \left( \|\epsilon(t)\|_{L^2}^{\frac{8}{3}} + \|\epsilon(0)\|_{L^2}^{\frac{8}{3}} + e^{-\gamma_0 L} \right).$$

Therefore,

$$\int_{\mathbb{R}} -R(t) \epsilon^2(t) - 2k \epsilon(t) \bar{\epsilon}(t) + c(t, x) (4\epsilon^2(t) + 5\epsilon_x^2(t) + \epsilon_{xx}(t)) \leq C \left( \|\epsilon(t)\|_{L^2}^{\frac{8}{3}} + \|\epsilon(0)\|_{L^2}^{\frac{8}{3}} + e^{-\gamma_0 L} \right).$$

Then from Lemma 3.4, we have $\lambda_0 \|\epsilon(t)\|_{L^2}^2 \leq C \left( \|\epsilon(t)\|_{L^2}^{\frac{8}{3}} + \|\epsilon(0)\|_{L^2}^{\frac{8}{3}} + e^{-\gamma_0 L} \right)$, which implies (3.15).

\[\square\]
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