Mass number dependence of BCS pairing gap in the on-shell limit
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The experimental values for nuclei in the range \( A = 40 \rightarrow 208 \) with an odd number of neutrons provide a range of values \( \Delta = 0.6 - 2 \) MeV. Of course, one cannot directly extrapolate from here the pairing gaps for nuclear or neutron matter where \( N \rightarrow \infty \).

The microscopic origin of pairing in nuclei was first driven by the analogy to the BCS theory of superconductivity [1]. Since then, the nature of pairing correlations has provided a lot of insight in Nuclear Physics providing the rationale for the observed odd-even staggering in nuclear masses and binding energies [2, 3] (for a review see e.g. Ref. [4] and references therein). A Renaissance of the subject was experienced by the production of heavy \( N \sim Z \) nuclei which are achieved by Radioactive Ion Beams [5] where a pressing need for predicting nuclear masses has also triggered a re-analysis of nuclear mass formula.

For finite nuclei the pairing gap is defined as a three-point finite difference

\[
\Delta = E_{\text{pair}}(N, Z) - \frac{1}{2} [E_{\text{pair}}(N + 1, Z) + E_{\text{pair}}(N - 1, Z)].
\]  

(1)

The experimental values for nuclei in the range \( A = 40 \rightarrow 208 \) with an odd number of neutrons provide a range of values \( \Delta = 0.6 - 2 \) MeV. Of course, one cannot directly extrapolate
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formula where this dependence arises quite naturally within the conventional BCS theory directly in terms of the nucleon-nucleon (NN) scattering phase-shift, as shown in Fig. 1.

Our main idea is to show that within the conventional BCS theory and for a finite but large nucleus the pairing gap can be interpreted as the energy shift at the Fermi surface due to the NN interaction. This energy shift can be related for a large system to the NN scattering phase-shift [7, 8].

The basic ingredient of the BCS equation for the pairing gap is the NN interaction characterized by a potential. Therefore in Section III we review the BCS equation in terms of effective NN interactions in a translationally invariant system such as nuclear or neutron matter, restricting our study to the simplest and most important $^1S_0$ channel. In Section IV we specify our numerical momentum grid and illustrate a few examples, including realistic potentials as well as a separable toy model which will be helpful in order to illustrate some properties of the solution. While this momentum grid is usually viewed as an auxiliary tool to solve the BCS equations in practice, the discretization can also be regarded as a way to impose the natural momentum quantization in a finite size system.

Traditionally, NN interactions are inferred from the NN-scattering data analysis, and in the particular case of the $^1S_0$ channel from the corresponding phase-shift. This requires solving the Lippmann-Schwinger (LS) equation for the potential $V$. However, this does not determine the NN potential uniquely since one may perform a unitary transformation $V \to UVU^\dagger$ preserving exactly the same phase shifts [9].

This is analyzed in the interesting momentum grid where the scattering problem is reformulated equivalently in terms of matrix diagonalization and energy eigenvalues. In Section V we discuss the BCS equation on the grid for unitarily equivalent potentials, and consider the on-shell limit, i.e. the case where the potential becomes diagonal in momentum space, for which the BCS equation can be trivially and analytically solved. We present some numerical results in Section VI illustrating this approach to the on-shell limit by using the one-parameter similarity transformation. In Section VII we come to the core of our construction where we choose an optimal momentum grid by matching the short distance behavior of the scattering wave function to that of a harmonic oscillator. This allows to justify our final formula displaying explicitly the $A^{-1/3}$ dependence of the pairing gap. Finally, in Section VIII we come to the conclusions.

II. MASS NUMBER DEPENDENCE OF PAIRING GAP

In this section we review some of the nuclear mass fits favoring a $A^{-1/3}$ dependence of the pairing gap. This is not intended to be exhaustive but rather to show that a large variety of approaches and schemes merge into a single and unified pattern.

Vogel et al. questioned the Bohr-Mottelson formula [10] providing instead $\Delta = 7.1 A^{-1/3}$ MeV for the symmetric case $N = Z$. We will refer to this case hereafter and quote $\Delta$ in MeV. Soon thereafter it was found a significant dependence between protons and neutrons with $\Delta_p = 7.55$ $A^{-1/3}$ and $\Delta_n = 7.36$ $A^{-1/3}$ respectively [11]. A better description with a mean standard deviation of 0.18 MeV is obtained from fourth order finite differences when comparing the $A^{-1/3}$ vs the $A^{-1/3} + \Delta$ obtaining $\Delta = 6.2 A^{1/3}$ [12, 13] with satisfactory statistical properties for the residuals. An analysis of nuclear masses of 1654 ground state nuclei with $N, Z \geq 8$ within a Thomas-Fermi model including several corrections with RMS deviation in the fit to masses of 0.655 MeV needs $\Delta = 6.03 A^{-1/3}$ [14]. A direct analysis for $N \approx Z$ nuclei has lead to $\Delta = 6.24 A^{1/3}$ [15]. The disentanglement between pairing and deformation in the odd-even staggering of nuclear masses has also revealed the inconsistency of the $A^{-1/2}$ dependence [16]. A proton-neutron pairing study in a microscopic deformed BCS approach for Ge isotopes $A = 64 – 76$ confirms better agreement with the $A^{-1/3}$ dependence than with the traditional $A^{-1/2}$ behavior [17]. The mass number dependence of nuclear pairing has also been investigated in [18] using large scale Hartree-Fock-Bogoliubov calculations finding an average gap of $\Delta_p = 4.52 A^{-1/3}$ and $\Delta_n = 4.9 A^{-1/3}$. Odd-even mass differences from self-consistent mean-field theory studies yield $\Delta_p = 4.31 A^{-0.31}$ and $\Delta_n = 4.55 A^{-0.31}$ [19]. The implementation of a new pairing term in the Duflo-Zucker formula[20] yields $\Delta_n = 5.0943 A^{-1/3}$. Following the pairing form of this reference, several determinations based on different schemes essentially confirm this value. In the improved Janecke mass formula it is found that $\Delta = 4.9644 A^{-1/3}$ [21], $\Delta = 5.5108 A^{-1/3}$ [22] or imposing mirror nuclei constraint in the mass formula $\Delta = 5.4423 A^{-1/3}$ [23]. Uncertainties have been evaluated, providing $\Delta = 5.39617[37] A^{-1/3}$ [24]. An improved nuclear mass formula with a unified prescription for the shell and pairing corrections using explicitly BCS theory obtains $\Delta = 7.5 A^{-1/3}$ with a remarkable gaussian distribution of residuals [25]. Direct fits to four point difference formulas are compatible with a variety of mass number dependencies, but when the $A^{-1/3}$ behavior is assumed one obtains $\Delta_p = 6.26(4) A^{-1/3}$ and $\Delta_n = 6.22(4) A^{-1/3}$ [26]. The ap-
proach for the fluctuations based on a Fourier decomposition produces $\Delta = 5.9 A^{-1/3}$ [27] and m.s.d. of 0.266 MeV for 2353 nuclei. The neural network approach to the fit including experimental uncertainties with the previous mass formula in the masses provides $\Delta = 5.91(25) A^{-1/3}$ [28]. A three-point fit including a Wigner energy term yields $\Delta = 5.319(236) A^{-1/3}$ in Ref. [29].

These studies describe a large body, typically about 2000, of nuclear masses with mass formulas containing 10 – 20 parameters, including a pairing term scaling as $A^{-1/3}$ which are determined by least squares minimization to the experimental nuclear masses database. While experimental accuracy cannot be obtained, they produce a mean standard deviations between 0.2 – 0.5 MeV for the total mass. This makes in our view a strong case for this persistent $A^{-1/3}$ mass number dependence which demands a microscopic explanation. For $N = Z$ it can be summarized as in terms of the mean and standard deviation of all the studies cited above

$$\Delta \sim 6(1) A^{-1/3} \text{ MeV}. \quad (3)$$

The 15% uncertainty reflects the disparity of the methods and most likely can be reduced by a judicious weighting, so that it can be interpreted as a systematic error, but it does show the robustness of all the approaches as a whole.

In this work we will provide such a microscopic explanation within the conventional BCS theory taking advantage of the freedom in the definition of the $NN$ interaction and also the fact that there is a natural discretization of momenta reflecting the finite size of the atomic nucleus. Obviously, we expect the continuum limit to correspond to a translationally invariant system.

### III. EFFECTIVE $NN$ INTERACTIONS AND BCS EQUATIONS IN NUCLEAR MATTER

In this section we review the basic elements of BCS theory in a translationally invariant system such as nuclear or neutron matter to fix our notation (see e.g. Refs. [2–4] for more details). The BCS state provides a pairing gap given by

$$\Delta(k) = -\frac{1}{2} \int \frac{d^3p}{(2\pi)^3} \frac{V(k,p)\Delta(p)}{E(p)}, \quad (4)$$

where $E(p)^2 = [(p^2 - \mu)^2/(2M)]^2 + \Delta(p)^2$ ($M$ is the nucleon mass) and the normalization conventions for the three-dimensional LS equation are

$$T(k,p) = V(k,p) + \frac{1}{2} \int \frac{d^3q}{(2\pi)^3} \frac{V(k,q)T(q,p)}{p^2/2\mu - q^2/2\mu}, \quad (5)$$

where $2\mu = M$, i.e. for a local potential

$$V(k,p) = \int d^3x V(x)e^{-i(k-p)\cdot x}. \quad (6)$$

After the partial-wave (PW) decomposition,

$$V^J(p',p) = 4\pi^2 \int_0^\infty \frac{d^3p}{p^2} \sum_{JML} \mathcal{F}^{JL}_{LS}(\hat{p})\mathcal{F}^{JL}_{LS}(\hat{p}')\mathcal{F}^{JM\dagger}_{LS}(\hat{p}), \quad (7)$$

and

$$\Delta^S(p) = \sum_{JML} \mathcal{F}^{JM}_{LS}(\hat{p})\Delta^J_L(p), \quad (8)$$

we have [4],

$$\Delta^J_L(p) = \frac{1}{\pi} \int_0^\infty p^2 dp \sqrt{\frac{V_{LL'}}{ME(p)}} \Delta^J_L(p), \quad (9)$$

which is the generalized gap equation in all channels. Here $\Delta$ is in fm$^{-1}$ and $V$ is in fm. These equations are solved iteratively until convergence is achieved. The pairing gap in a given channel is defined as $\Delta_F = \Delta(p)|_{p=\mu_F}$.

In this paper we will restrict our analysis to the simplest $^{1}S_0$ channel where the LS equation reads (we omit channel indices)

$$T(k',k) = V(k',k) + \frac{1}{\pi} \int_0^\infty dq V(k',q) \frac{q^2}{k^2 - q^2} T(q,k), \quad (10)$$

The imaginary part of the T-matrix, Im$T(k',k)$, is fixed by unitarity. Passing to the reaction matrix defined by the real part $K(k',k) = Re T(k',k)$ we get

$$K(k',k) = V(k',k) + \frac{1}{\pi} \int_0^\infty dq V(k',q) \frac{q^2}{k^2 - q^2} K(q,k), \quad (11)$$

whence the phase shift reads

$$\tan \delta(k) = \frac{\frac{K(k,k)}{k}. \quad (12)$$

On the other hand, for the $^{1}S_0$ channel the BCS equation becomes

$$\Delta(k) = -\frac{1}{\pi} \int_0^\infty p^2 dp \frac{V(k,p)\Delta(p)}{ME(p)} , \quad (13)$$

Realistic and effective $NN$ interactions, $V(k')$, have been used to compute the pairing gap for nuclear and neutron matter in several schemes [4]. Most often the BCS approach is based on having the scattering phase-shift as the basic input of the calculation. On the other hand, there is an arbitrariness in this procedure, as there are infinitely many interactions leading to the identical phase-shift. In this paper we analyze these ambiguities.

For instance, in the case of the pairing gap in the $^{1}S_0$ channel, most $V_{\text{low-k}}$ calculations (not surprisingly) provide a BCS gap which has maximum at Fermi momentum $p_F \sim 0.8$ fm$^{-1}$ and strength about 3 MeV [30, 31]. Chiral pion dynamics has been advocated in Ref. [32] with similar results. We consider this as an educated guess for the total gap including polarization and short-distance correlations since ab initio calculations may provide completely different results [33–35]. It is, however, disconcerting that the BCS gap is so different and so much scheme dependent.

There are claims in the literature that what determines the pairing gap are the phase-shifts [36] and finite nuclei calculations are carried out in Ref. [37, 38]. We will see that this is
not strictly true. In medium $T$-matrix has been used to provide an improvement on the standard BCS theory [39] yielding a 30% reduction in the $^1S_0$ pairing gap.

The previous equations neglect three- and many-body forces (see however Ref. [44, 45]). While this may be a crude assumption, let us remind that disentanglement of three-body forces relies on the off-shellness of the interaction which can actually be traded for three-body forces. Thus, we will restrict ourselves to BCS many-body wave functions in a first approximation and will judge on the need of three-body forces at the end.

IV. BCS PAIRING EQUATIONS ON A MOMENTUM GRID

The BCS equations can be solved numerically on an $N$-dimensional momentum grid, $p_1 < \ldots < p_N$ [46] by implementing a high-momentum ultraviolet (UV) cutoff, $p_{\text{max}} = \Lambda$, and an infrared (IR) momentum cutoff $p_{\text{min}} = \Delta p$. The integration rule becomes

$$\int_{\Delta p} dp f(p) \rightarrow \sum_{n=1}^N w_n f(p_n).$$

The BCS equations on the grid follow from inserting the completeness relation in discretized momentum-space

$$1 = \frac{2}{\pi} \sum_{n=1}^N w_n p_n^2 |p_n\rangle \langle p_n|,$$

and defining the matrix-element as $V(p_n, p_m) \equiv \langle p_n| V |p_m\rangle$. For instance, the eigenvalue problem on the grid may be formulated as (bound states correspond to $P_n = i\gamma$

$$H \varphi_\alpha(p) = \Delta \varphi_\alpha(p),$$

where the matrix representation of the hamiltoinian reads

$$H(p_n, p_m) = p_n^2 \delta_{n,m} + \frac{2}{\pi} w_n p_n^2 V(p_n, p_m).$$

Let us consider the BCS pairing gap equation on the grid

$$\Delta(p_n) = -\frac{2}{\pi} \sum_{k=1}^N w_k p_k^2 \frac{V(p_n, p_k)\Delta(p_k)}{2M E(p_n)},$$

where $2M E(p_n) = \sqrt{(p_n^2 - p_F^2)^2 + 4M^2 \Delta(p_n)^2}$. Of course, for consistency the Fermi momentum must also belong to the grid, $p_F = p_m$, so $2M E(p_n) = \sqrt{(p_n^2 - p_m^2)^2 + 4M^2 \Delta(p_n)^2}$.

We use an iterative method of solution (for several strategies see e.g. [47]).

Solutions for the realistic potentials AV18 [40], NijII [41], N3LO-EM [42] and GR14 [43] are displayed in Fig. 2 for a large number of grid points $N = 200$ and a maximum momentum $p_{\text{max}} = 30 \text{ fm}^{-1}$.

Most analysis based on BCS usually end here. However, we want to stress that the only physical input information in these calculations is contained in the phase-shift but not in the potentials. As it is well known, this generates some off-shell ambiguity which cannot be directly related to measurable physical information [9]. This off-shellness corresponds to the non-diagonal matrix elements of the potential $V(p', p)$. In fact, one can make a unitary transformation $V \rightarrow U V U^\dagger$ such that phase-shifts remain invariant. In the next sections we will show that the BCS pairing gap can in principle depend strongly on this unitary transformation and hence on the off-shellness.

Besides, while the momentum grid is usually regarded as an auxiliary element for solving the BCS gap equation, we will show that it actually may be tailored to encode some relevant physical information, suggesting that in fact finite momentum grids may represent the finite size of the system. Moreover, we will show that using the inherent arbitrariness of the off-shellness in the potential one may get a large variety of results for the pairing gap. As a matter of fact, we will present a scheme which is free of any off-shell ambiguities, and for this scheme the continuum limit is shown to produce a vanishing BCS gap for an infinitely large system, as suggested by the abundant phenomenological large scale analysis quoted in Section II and suggesting $\Delta \sim \alpha p^{A-1/3}$.

V. PHASE EQUIVALENT INTERACTIONS AND THE ON-SHELL LIMIT

Quite generally, for a given hamiltonian we can always perform a unitary transformation $H \rightarrow U H U^\dagger$ keeping the phase-shift invariant. On the momentum grid $p_n$ with finite $N$ the definition of the phase-shift must be specified, since on the one hand one replaces the scattering boundary conditions with standing waves boundary conditions and on the other hand one wants to preserve the invariance under unitary transformations on the grid. As we have discussed in our previous
work [48] the energy-shift formula,
\[ \delta \text{ES}(p_n) = -\pi \frac{p_n^2 - p_{n-1}^2}{2w_np_n}, \]
with \( p_n^2 \) the \( n \)-th ordered eigenvalue, see Eq. (16), of the grid
hamiltonian in Eq. (17) provides a suitable definition for the
where no bound states are present \(^1\).

The unitary transformation \( U \) can be quite general, and for our study we will generate them by means of the so-called Similarity Renormalization Group (SRG), proposed by Glazek and Wilson [49, 50] and independently by Wegner [51]
who showed how high- and low-momentum degrees of freedom can decouple while keeping scattering equivalence.

Glazek and Wilson [49, 50] and independently by Wegner [51]
work [48] the energy-shift formula, we have also shown there that the LS phase-shifts on a finite grid are not preserved under unitary transformations.

\[ \delta \text{ES}(p_n) = -\pi \lim_{\lambda \to 0} \frac{H_\text{ES}^{G,\lambda}_n - p_n^2}{2w_np_n}. \]

For this phase equivalent hamiltonian family, the BCS

depends on the energy-shift at the

\[ \Delta_\lambda(p_n) = -\sum_{k=1}^{N} \frac{[H_\lambda(p_n,p_k) - p_n^2\delta_{pk}][H_\lambda(p_n,p_k)]}{2ME^\lambda_\lambda(p_n)}, \]

where \( 2\Delta_\lambda(p_n) = \sqrt{(p_n^2 - p_F^2)^2 + 4M^2\Delta_\lambda(p_n)^2} \). Clearly, the BCS pairing gap becomes a function of the SRG parameter \( \lambda \), without ever changing the phase-shifts. Actually, in the infrared limit \( \lambda \to 0 \) the Hamiltonian becomes diagonal and hence we get

\[ \Delta_0(p_n) = -\frac{p_n^2 - p_n^2\Delta_0(p_n)}{2M E_0(p_n)}, \]

where the notation \( \Delta_0(p_n) \equiv \lim_{\lambda \to 0} \Delta_\lambda(p_n) \) has been introduced.

The solution is non trivial \( \Delta_0(p_n) \neq 0 \) provided

\[ \Delta_\lambda(p_m) = \lim_{\lambda \to 0} \frac{H_\lambda(p_m,p_m) - p_m^2}{2M w_m \delta \text{ES}(p_m)} \]

Thus, the pairing gap is determined by the energy-shift at the Fermi surface in the \( 1S_0 \) channel for on-shell interactions. Not surprisingly, only the phase-shift appears in the final result.

Note that since \( \Delta_0(p_m) \geq 0 \) the equation makes sense only for \( \delta(p_m) \geq 0 \). Note also, that the integration weights \( w_n \) appear explicitly in the formula, and in the continuum limit \( N \to \infty \) they vanish as \( w_n = O(1/N) \) as expected \(^2\). Therefore, if we denote by \( \Delta p_F \equiv w_F \) the integration weight corresponding to the Fermi momentum, in the continuum limit the BCS pairing gap becomes

\[ \Delta_F \sim \Delta p_F \frac{p_F^2 \delta(p_F)}{\pi M}. \]

whenever \( \Delta_F > 0 \) and zero otherwise. This is our main result. Note that while the shape is rather universal, the strength is related to \( \Delta p_F \) which ultimately depends on the system size \( R \) and geometry, and for large systems \( \Delta p_F = O(1/R) \). While the simplicity of the result may look as being naive, in the next Section we will check by explicit numerical calculations, that Eq. (29) is indeed correct.

\(^1\) The case with one bound-state implementing Levinson’s theorem on the finite momentum grid has been discussed in detail in our previous work [48] in connection to the \( 1S_0 \) channel. This implies a suitable modification of the energy-shift formula.

\(^2\) For a large Chebychev grid for instance if the location \( m \) corresponds to \( p_F \) we have \( w_F = 4M p_F \)
VI. NUMERICAL CHECKS

It is interesting to analyze numerically the behavior of the pairing gap as a function of the SRG cut-off towards the on-shell limit. These are demanding calculations particularly with interactions having a strong short distance repulsive core which provide long momentum tails. Therefore and for computational reasons, in the present study of the \(^{1}S_{0}\) neutron-neutron channel we will use the toy model gaussian separable potential discussed in our previous works [48, 54–56] because the long momentum tails are suppressed from the start. For completeness we review the model in Appendix A. The performance of the toy model is rather good below for the phase-shifts below \(p = 1 \, \text{fm}^{-1}\) [54]. The resulting pairing gap can be obtained quite accurately as depicted in Fig. 2 and compared to some realistic potential calculations. As we see, and for our illustration purposes, it yields a sufficiently reasonable behavior compared to the realistic potentials AV18 [40], NijII [41], N3LO-EM [42] and GR14 [43]. The good feature of the toy model is that when using the iterative method of solution [47] instead of \(N = 200\) and \(p_{\text{max}} = 30 \, \text{fm}^{-1}\) good convergence is achieved for \(N = 50\) and \(p_{\text{max}} = 2 \, \text{fm}^{-1}\).

In Fig. 3 we show the evolution of the pairing gaps \(\Delta_{\lambda}(p_{n})\) obtained by solving the BCS equation on the grid as a function of the SRG cutoff \(\lambda\) for the range \(\lambda = 1, \ldots, 0.05 \, \text{fm}^{-1}\) and for several choices on the number of points \(N = 10, \ldots, 100\). Alternatively, we illustrate the scaling behavior of the BCS pairing gap by defining the “BCS phase-shift” as

\[
\delta_{\lambda}^{\text{BCS}}(p_{n}) = \frac{\Delta_{\lambda}^{\text{BCS}}(p_{n})\pi M}{Wnp_{n}},
\]

which, as expected, converges to the phase-shift obtained from the energy-shift formula, in the limit \(\lambda \to 0\).

We note that along the SRG-trajectory the phase-shift remains constant if we take the energy-shift definition [55] as in Eq. (19), i.e.

\[
\delta_{\lambda}^{\text{ES}}(p_{n}) = \frac{\Delta_{\lambda}^{\text{ES}}(p_{n})\pi M}{Wnp_{n}}.
\]

Furthermore, we remind that as pointed out and illustrated in Ref. [55] the LS phase-shift, see Eq. (12), does not fulfill the phase-invariance on the finite grid, but only in the continuum limit, i.e. for \(N \to \infty\). For reasons that will become clear below we are interested in having a definition, such as Eq. (30), of the phase-shift which is invariant along the SRG trajectory for any number of grid points \(N\). It is important to emphasize that taking the on-shell situation corresponds to the infrared limit \(\lambda \to 0\) [58] as the interaction becomes diagonal.

In Fig. 4 we show the limiting case \(\lambda \to 0\) where now the pairing gap \(\Delta_{\lambda}^{\text{ES}}(p_{n})\) on the grid is obtained from the SRG-invariant phase-shift \(\delta_{\lambda}^{\text{ES}}(p_{n})\).

The SRG evolution of the BCS pairing gap has been investigated in Ref. [59] for realistic potentials and for the range of values \(\lambda = 1 - 2 \, \text{fm}^{-1}\) and for a relatively large momentum grid. The spread of BCS gap values has been interpreted as a measure of the uncertainty in the calculation, which we visualize in our results. However, we see no compelling reason to stop at their smallest SRG cut-offs besides numerical complications. As we see, when we take the limit \(\lambda \to 0\), the gap is compatible with zero in the strict continuum limit.

The on-shell limit has been invoked previously for \(A = 3, 4\) nuclei to provide an understanding of the Tjon line [56, 58] as well as for unitary neutron matter [60] to determine the Bertsch parameter. On a finite grid it is important to check

\[\footnote{The separable potential proposed in Ref. [36] uses a solution of the inverse scattering problem [57] with the physical phase-shift. We keep the gaussian form since the tails are short and as we will see the computational effort gets considerably reduced for SRG purposes.} \]
the onset of the on-shell limit. In many respects this has the properties of a phase transition where the order parameter is related to the Frobenius norm (see e.g. [56] for a definition) as we have suggested recently [61]. In other words, for a finite \( \Delta p \) one arrives at an on-shell behavior for \( \lambda \gg \Delta p \). The insensitivity of binding of \( A = 3, 4 \) nuclei to the number of grid points has been explicitly shown in Refs. [56, 58]. In summary, the onset of the on-shell regime of a discretized momentum system does not require the strict limit \( \lambda \to 0 \).

Using the accidental degeneracy of the harmonic oscillator wave functions. The equivalence between a momentum grid and a harmonic oscillator can be obtained from the differential equation at short distances since

\[
-\hbar^2 \frac{d^2}{dk^2} + \left( \frac{l(l+1)}{r^2} + \frac{p^2}{\hbar^2} \right) u_{nl} = p_{nl}^2 u_{nl},
\]

so that for \( r \ll b \) we have the free wave equation suggesting

\[
j_{nl}(r) \sim j_l(p_dr) .
\]

The proportionality constant basis was fixed in [62] where

\[
p_{nl}^2/2 = (2n + l + 3/2)/b^2
\]

and thus \( \Delta p \sim 1/b \). For a large volume fermionic system such as neutron or nuclear matter we can estimate, as usual, the value of \( \hbar \omega \) by matching the total particle number, energy and radius of closed harmonic oscillator shells to the corresponding homogeneous Fermi gas in a finite volume. This provides a way of estimating the weight \( w_F \) which corresponds to the momentum spacing at the Fermi momentum.

For instance, for neutron number \( N \), the energy \( E \) and the m.s.r. \( \langle r^2 \rangle \) of radius \( R \), one gets

\[
N = 2 \sum_{nl} g_{nl} \to 2 \int \frac{d^3k}{(2\pi)^3} \theta(k_F - k) \theta(R - r),
\]

\[
E = 2 \sum_{nl} \epsilon_{nl} \to 2 \int \frac{d^3k}{(2\pi)^3} \epsilon_k \theta(k_F - k) \theta(R - r)
\]

\[
N\langle r^2 \rangle = 2 \sum_{nl} g_{nl} \langle r^2 \rangle_{nl} \to 2 \int \frac{d^3k}{(2\pi)^3} \sum_{nl} \theta(k_F - k) \theta(R - r)
\]

Using the accidental degeneracy of the harmonic oscillator 2n + l = k, so that \( \sum_{nl} \sum_{k} \delta_k = \sum_{k} \delta_k \), we have

\[
\epsilon_{nl} = \hbar \omega(2n + l + 3/2) \equiv \epsilon_k = \hbar \omega(k + 3/2) \quad (36)
\]

and

\[
\langle r^2 \rangle_{nl} = \left( \frac{b^2}{\hbar \omega} \right) \epsilon_{nl} .
\]

In the limit of large \( N \) we get \( \hbar \omega \sim 1.78 \frac{N^1}{\pi MR^2} \) and \( p_F \sim 12.05 \frac{N^{1/3}}{R} \) so that \( \hbar \omega \sim 0.147 k_F / (MR) \) and hence the estimate of the pairing gap in a large but finite system is

\[
\Delta(N,R) \sim 1.78 \frac{N^1}{\pi MR^2} \delta \left( \frac{12.05 N^{1/3}}{R} \right) ,
\]

or equivalently

\[
\Delta_{nn}(k_F, R) \sim \frac{0.147 k_F}{\pi MR} \epsilon_{nl}(k_F) ,
\]

where \( w_F = 0.147/R \). Thus the pairing gap decreases with the size of the system. Repeating the same exercise for nuclear matter [3] one obtains \( \hbar \omega \sim 41 A^{-1/3} \) MeV, \( b = 1.0 A^{1/3} \) fm and \( n_{max} = 1.58 A^{1/3} \), so that \( \Delta p_{n_{max}}^2 = 1/b^2 \) and hence since

![FIG. 4: BCS pairing gap for the \(^1S_0\) state in MeV (upper panel) and the corresponding BCS phase-shift in degrees (lower panel) as a function of the Fermi momentum \( k_F \) (in fm\(^{-1}\)) in the limit \( \lambda \to 0 \). In the upper panel we also compare with the SRG invariant phase shift deduced as an energy-shift.](image)
\[ p_{\text{max}}^2 = 2M \hbar \omega (n_{\text{max}} + 3/2) \] we have \[ \Delta p_{\text{max}} = 91A^{-1/3}\text{MeV}. \]
So we have
\[
\Delta n_{\text{max}} \sim \frac{\Delta p_{\text{max}}^2}{2M} \frac{\delta (p_{\text{max}})}{\pi} = \frac{\hbar \omega}{\pi} \delta (p_{\text{max}}) = 13A^{-1/3} \Delta (p_{\text{max}}). \tag{40}
\]
Actually, the corresponding semi-empirical mass formula pairing term yields a vanishingly small contribution for large \( A \) while the size scales as \( R = 1.2A^{3/2}\text{fm} \). Reinstating continuum notation the final formula reads
\[
\Delta (p_F) = \frac{\hbar \omega}{\pi} \delta (p_F), \quad \hbar \omega \sim 41A^{-1/3}\text{MeV}, \tag{41}
\]
where the desired \( A^{-1/3} \) can be read off. This is the main consequence of our main result.

For the typical values of the Fermi momentum around \( k_F \sim 1\text{fm}^{-1} \) the phase-shift presents so linear dependent around \( \delta (p) \sim 30^o \), so that Eq. (41) can numerically be approximated by \( \Delta \sim 4A^{-1/3}\text{MeV} \). This result is compared to double-differences obtained from stable-nuclei data in Fig. 1. As we see, and given the fluctuations in the data, the performance looks of comparable quality as the textbook pairing term \( 11A^{-1/2}\text{MeV} \). Note, however, that after many other effects are explicitly taken into account this liquid drop model smooth behavior is not confirmed, as discussed in Section II. Ours is instead based directly on the available on-shell NN scattering information relevant for the BCS pairing gap which not only reproduces the mass number behavior of the estimated pairing gap from large scale analysis \( \Delta_{\text{exp}} \sim 6(1)A^{-1/3}\text{MeV} \) but also accounts by 75% of the coefficient.

These results are rather promising as they use the concept of on-shell interactions for a finite size system which we regard as the key aspect of the derivation. However, if we take the discrepancy seriously we see that there is still room for other effects. In what follows we consider the possibility that this might be due to three-body effects with the proviso that the very definition of the three-body force depends on the definition of the two body force and more specifically on its off-shellness [58]. This shows that for some moderate \( \lambda \)-scales three-body forces are not dominant.

As we have already mentioned the onset of the on-shell NN dynamics enjoys the features of a phase transition and for a given system the transition point depends on the momentum resolution and hence on the number of grid points [61]. In that work it was shown that using the N3LO potential, where \( p_{\text{max}} = 4\text{fm}^{-1} \) proves sufficient for convergence, the off-shell to on-shell transition takes place at \( \lambda = 0.9, 1.1, 1.5\text{fm}^{-1} \) for \( N = 30, 20, 10 \) respectively. This corresponds to \( \Delta p \sim p_{\text{max}}/N = 0.13, 0.2, 0.4\text{fm}^{-1} \) and taking \( \Delta p = \pi/R \) to \( R \sim 24, 16, 8\text{fm} \) respectively. Therefore, for a system of size \( R \sim 8\text{fm} \) the N3LO becomes on-shell at about \( \lambda \sim 1.5\text{fm}^{-1} \). While these are rough estimates they show that the scenario in a finite system where NN forces are close to be on-shell takes place at about the same scales where three-body forces are not dominating.

Therefore we find that the pairing gap is largely shape independent and only the strength decreases with the system size. Moreover, we also see that this feature holds already for moderate SRG cutoffs, determined by the infrared momentum scale fixed by the finite system size, \( \lambda \sim \Delta p \pi/R \), below which the on-shell regime sets in. From that point of view we expect finite but not large corrections to our results stemming from three-body forces.

In the BCS approximation it has been found that the effect of 3N body forces can effectively be included in the gap equation as a replacement of the NN interaction in the \( 1S_0 \) channel as [67]
\[
V_{NN}(p.k) \rightarrow V_{NN}(p.k) + \frac{1}{2}V_{3N}(p,k) \tag{42}
\]
where the average is understood in the 2-1 relative coordinate below the Fermi sea. A detailed analysis of this equation along the present lines is beyond the scope of our work, and it remains a challenge to obtain that, quite generally, for a large \( A \) nucleus we may expect
\[
\Delta = (a_{2N} + a_{3N} + \ldots) A^{-1/3} + o(A^{-2/3}) \tag{43}
\]

### VIII. CONCLUSIONS

In the present work we have explored the freedom on reducing the off-shellness of the NN interaction as a way to analyze the BCS pairing gap. Quite remarkably, we find that there is an on-shell regime which depends on the size of the nucleus, where the BCS pairing gap corresponds to the energy...
shift at the Fermi surface due to the NN interaction, and can directly determined by the NN phase-shifts in the $^1S_0$ channel. Our formula provides a satisfactory mass number dependence $\Delta = 4A^{-1/3}$ MeV which accounts for the bulk of the $\Delta = 6(1)A^{-1/3}$ found by many nuclear mass analyses comprising over 2000 masses and with a mean standard deviation of $0.2-0.5$ MeV. The differences might most likely be attributed to three-body forces. This on-shell simplification on the finite size system neglects $\Delta$-forces and it remains a challenge to verify this mass number dependence when they are included in the calculation. The phenomenological success suggests analyzing more complicated situations and a thorough analysis of different channels in higher partial waves. Work along these lines is in progress.
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Appendix A: Toy model

In the present study of the $^1S_0$ neutron-neutron channel we use the toy model gaussian separable potential of the form

$$V(k', k) = C g(k') g(k)$$

(A1)

with $g(k) = e^{-k^2/\lambda^2}$ discussed in our previous works [48, 54–56] because it allows a handy SRG treatment in the infrared (see below). For this potential the LS equation, Eq. (10) can be solved by assuming $T(k', k) = t g(k') g(k)$ and leading to an explicit expression for the phase-shift using Eq. (12), namely

$$p \cot \delta_0(p) = \frac{1}{V_0(p, p)} \left[ 1 - \frac{2}{\pi} \int_0^\infty dq \frac{q^2}{p^2 - q^2} V_0(q, q) \right]$$

$$= -\frac{1}{\alpha_0} + \frac{1}{2} \alpha_0 p^2 + \ldots$$

(A2)

where in the last line a low-momentum Effective Range Expansion (ERE) has been carried out. Parameters $C$ and $L$ have been determined from the corresponding scattering length $\alpha_0$ and effective range $r_0$ in the $^1S_0$ channel and the resulting phase-shift is rather reasonable in the region of CM momentum below $p \sim 1$ fm$^{-1}$ [48, 54–56]. For this potential the BCS equation is readily solved by taking the ansatz

$$\Delta(k) = \Delta_0 g(k)$$

(A3)

where $\Delta_0$ satisfies the implicit equation

$$1 = \frac{1}{\pi} \int_0^\infty p'^2 dp' \frac{|g(p')|^2}{\Delta(E(p))}$$

(A4)

and $4M^2 E(p)^2 = (p^2 - p_F^2)^2 + 4M^2 \Delta g(p)^2$. The resulting pairing gap $\Delta_E \equiv \Delta g(p_F)$ is depicted in Fig. 2 and compared to some realistic potential calculations and, as we see, yields a reasonable description.
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