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1 Introduction

Effective field theories (EFT) provide powerful tools for dealing with many problems in condensed matter and particle physics. Recently we have applied the EFT approach to local equilibrium processes to find a new proof of the second law of thermodynamics [1], and a new formulation of fluctuating hydrodynamics [2–4]. Essential elements of the formulation include various constraints from unitarity and a $Z_2$ dynamical KMS symmetry which imposes micro-time-reversibility and local equilibrium. These EFTs provide a first-principle derivation of and systematize the phenomenological Martin-Siggia-Rose-De Dominicis-Janssen [5–7] functional integral approaches to various stochastic equations.

In these work it was also realized one of the unitarity constraints could potentially be violated from loop corrections. Anticommuting ghost variables and BRST symmetry were then introduced to make sure the unitarity constraint is maintained [2] (see also [8–12]). Intriguingly, it can be further shown that when the BRST symmetry is combined with the $Z_2$ dynamical KMS symmetry, there is always an emergent supersymmetry [2, 13].

1 This extends many previous work on emergent supersymmetry in stochastic systems [14–18]. See also [8–12] which used supersymmetry as an input for constructing an action principle for hydrodynamics.
In this paper we further clarify the fate of the unitarity constraint under loop corrections with a new piece of information which was not considered in [2]: a set of propagators of such an EFT must be retarded. Given the retarded nature of these propagators, we will then be able to prove, with an appropriate choice of the regularization procedure, to all loop orders that: (i) Even in the absence of ghost variables, unitarity and causality are maintained; (ii) Integrating out the ghost action results in no contributions. Thus ghost variables are not needed.

The fact that the retarded structure of the propagator causes ghost diagrams to vanish is well-understood in the context of the Langevin equation, see e.g. [19, 20]. The present work can be seen as the extension of such results to non-equilibrium EFTs defined on a closed time path (or in the Schwinger-Keldysh formalism). The central relation about unitarity and causality we prove is the so-called largest time equation (LTE). This was originally formulated by Veltman and ’t-Hooft for quantum field theory at zero temperature [21, 22], and was generalized to finite temperature by subsequent works [23–27]. Our proof establishes that LTE holds for general non-equilibrium EFTs. A step in this direction was also taken recently in [28].

In the formulation of [1–3], the retarded nature of the propagators is a consequence of the $Z_2$ dynamical KMS symmetry and unitarity constraints, and reflects the coincidence of thermodynamic and causal arrow time [1]. More explicitly, it means that dissipative coefficients of the action must have the “right” signs—for example, friction coefficients, viscosities, conductivities must be non-negative—which ensures that on the one hand entropy increases monotonically with time, and on the other hand the system is causal.

The plan of the paper is as follows. In next section we review key elements of local-equilibrium systems. In section 3 we discuss the structure of the perturbative action. In section 4 we prove that the theory satisfies the LTE. In section 5 we show that the ghost contribution is zero. In section 6 we show that other unitarity constraints are also satisfied. We conclude in section 7 with some general remarks.

2 EFTs for local-equilibrium systems

In this section we review some essential aspects of the local equilibrium EFT formulated in [1–3].

2.1 Constraints on a CTP generating functional

Consider the generating functional for a quantum statistical system defined on a closed time path (CTP) contour [29–31],

$$
e^{W[\phi_1, \phi_2]} = \text{Tr} \left( U(+\infty, -\infty; \{\phi_{1i}\})\rho_0 U^\dagger(+\infty, -\infty; \{\phi_{2i}\}) \right)$$

$$= \text{Tr} \left[ \rho_0 \mathcal{P} \exp \left( i \int dt \left( \mathcal{O}_{1i}(t)\phi_{1i}(t) - \mathcal{O}_{2i}(t)\phi_{2i}(t) \right) \right) \right]$$

$$= \text{Tr} \left[ \rho_0 \mathcal{P} \exp \left( i \int dt \left( \mathcal{O}_{r1}(t)\phi_{ai}(t) + \mathcal{O}_{ai}(t)\phi_{r1}(t) \right) \right) \right]$$

(2.1)
where \( \rho_0 \) denotes the initial state of the system, and \( U(t_2, t_1; \{ \phi_i \}) \) is the evolution operator of the system from \( t_1 \) to \( t_2 \) in the presence of external sources \( \{ \phi_i \} \). In the above equations we have suppressed spatial dependence (and spatial integrals) for notational simplicity and will also do so below. Note that \( \mathcal{O}_{1i} \) and \( \mathcal{O}_{2i} \) are the same operator with subscripts 1, 2 indicating only the segments of the contour they are inserted. In the last line we also introduced the so-called \( r - a \) variables

\[
\phi_{ri} = \frac{1}{2}(\phi_{1i} + \phi_{2i}), \quad \phi_{ai} = \phi_{1i} - \phi_{2i}, \quad \mathcal{O}_{ai} = \mathcal{O}_{1i} - \mathcal{O}_{2i}, \quad \mathcal{O}_{ri} = \frac{1}{2}(\mathcal{O}_{1i} + \mathcal{O}_{2i}).
\]  

(2.2)

\( n \)-point functions of \( \mathcal{O}_{ri}, \mathcal{O}_{ai} \) are obtained by taking functional derivatives of the generating functional \( W \),

\[
G_{\alpha_1 \cdots \alpha_n}(t_1, \ldots, t_n) \equiv \frac{1}{i^n} \frac{\delta^n W}{\delta \phi_{\alpha_1}(t_1) \cdots \delta \phi_{\alpha_n}(t_n)} \bigg|_{\phi_a = \phi_r = 0} = i^n \langle \mathcal{P} \mathcal{O}_{\alpha_1}(t_1) \cdots \mathcal{O}_{\alpha_n}(t_n) \rangle
\]

(2.3)

which can be readily seen from (2.1). Equation (2.6) means that correlation functions involving only \( \mathcal{O}_a \) are identically zero, i.e.

\[
G_{a \cdots a}(t_1, \ldots, t_n) = 0.
\]

(2.7)

In fact, (2.7) can be further strengthened to obtain the LTE [21–27]

\[
G_{\alpha_1 \cdots \alpha_n \alpha}(t_1, \ldots, t_n, t_{n+1}) = 0, \quad \text{if} \quad t_{n+1} > t_1, \ldots, t_n
\]

(2.8)

where \( \alpha_i, i = 1, \ldots, n \) can be either \( r \) or \( a \). LTE says that \( G \) is identically zero whenever the operator with the largest time is an \( a \)-type operator. Clearly (2.7) is a subcase of (2.8). To see (2.8), suppose \( \phi_r(t) = \phi(t) \) and \( \phi_a(t) = 0 \) for \( t > t_{\text{max}} \) (where \( t_{\text{max}} = \max(t_1, \ldots, t_n) + \epsilon \) for small and positive \( \epsilon \)). In (2.1), due to unitarity of \( U \), the parts after \( t = t_{\text{max}} \) of the evolution operators will cancel between the upper and the lower branches of the contour, so that the generating functional \( W \) will be independent of the values of \( \phi_r = \phi(t) \) for \( t > t_{\text{max}} \), which immediately implies (2.8). See figure 1a. Alternatively, equation (2.8) is equivalent to the statement that for the operator with the largest time, it does not matter whether one inserts it on the upper or lower contours. See figure 1b.
Equation (2.8) can also be seen as a statement of causality. For example, considering $n = 1$, in addition to $G_{aa} = 0$, we have

$$G_{ra}(t_1, t_2) = 0, \quad t_2 > t_1.$$  

(2.9)

Recall that $G_{ra}(t_1, t_2) = G_R(t_1 - t_2)$ where $G_R$ is the retarded Green’s function. So (2.9) simply says that $G_R(t) = 0$ for $t < 0$, which is the statement that responses should come after disturbances. Similarly for general $n$, $G_{a_1 \cdots a_n}$ can be considered as the response function for $G_{a_1 \cdots a_n}$ with $t_{n+1}$ as the time for turning on disturbances. Thus (2.8) again says responses cannot come before disturbances.

2.2 General structure of local equilibrium EFTs

We will now focus on local equilibrium systems for which macroscopic physical quantities and the external sources vary over spatial and time scales much larger than microscopic relaxation scales$^3$ $\ell$. We can then imagine integrating out all degrees of freedom whose characteristic spacetime scales are smaller than $\ell$ and express (2.1) as

$$e^{W[\phi_1, \phi_2]} = \int_{\ell} D\chi_1 D\chi_2 e^{i\mathcal{L}_0[\chi_1, \phi_1; \chi_2, \phi_2; \rho_0]}$$  

(2.10)

where $\chi_{1,2}$ denote the remaining “slow” variables (which we will take to be real) and there are again two copies of them. It is convenient to introduce

$$\chi_r = \frac{1}{2}(\chi_1 + \chi_2), \quad \chi_a = \chi_1 - \chi_2,$$  

(2.11)

$^3$For language and notational simplicity we will use $\ell$ to denote both relaxation time and length, which can of course be in principle independent.
where \( \chi_r \) are usually interpreted as physical variables while \( \chi_a \) as noises. Similarly to (2.4)–(2.7), unitarity of time evolution in (2.1) imposes nontrivial constraints on \( I_{\text{eff}} \) (see e.g. appendix A of [1] for a derivation)

\[
I^*_{\text{eff}}[\chi_r, \phi_r; \chi_a, \phi_a] = -I_{\text{eff}}[\chi_r, \phi_r; -\chi_a, -\phi_a]
\]

(2.12)

\[
\text{Im } I_{\text{eff}} \geq 0
\]

(2.13)

\[
I_{\text{eff}}[\chi_r = \chi, \phi_r = \phi; \chi_a = 0, \phi_a = 0] = 0.
\]

(2.14)

\( I_{\text{eff}} \) is generically complex and equation (2.12) implies that terms in \( I_{\text{eff}} \) which are even in \( a \)-variables must be pure imaginary. Equation (2.14) implies that any term in the action must contain at least one factor of \( a \)-type variables (\( \phi_a \) or \( \chi_a \)).

Furthermore, we require \( I_{\text{eff}} \) satisfy an anti-linear \( Z_2 \) dynamical KMS symmetry (in the absence of background sources)

\[
I_{\text{eff}}[\chi_r, \chi_a] = I_{\text{eff}}[\tilde{\chi}_r, \tilde{\chi}_a]
\]

(2.15)

where \( \tilde{\chi}_r, \tilde{\chi}_a \) denote the transformed variables which in the classical limit can be written schematically as

\[
\Theta \tilde{\chi}_r = \chi_r + \cdots, \quad \Theta \tilde{\chi}_a = \chi_a + i\Phi_r + \cdots
\]

(2.16)

where \( \Theta \) is a discrete spacetime reflection involving time reversal (it can be \( T \) or \( \mathcal{PT} \) or \( \mathcal{CPT} \) and so on), \( \Phi_r \) denote some expression of \( r \)-variables with a single derivative, and \( \cdots \) denote \( O(\hbar) \) corrections. The dynamical KMS symmetry imposes micro-time-reversibility and local equilibrium [1–3]. An immediate question is whether the path integral (2.10) satisfies (2.4)–(2.6) and (2.8) given (2.12)–(2.14). Examination of (2.10) perturbatively appeared to indicate that (2.6) could be potentially violated by loop corrections. In [2] it was proposed to associate with each pair of \( \chi_{r,a} \) a pair of anti-commuting ghost variables \( c_{r,a} \), and require that when \( \phi_a = 0 \), the full action be invariant under the following BRST-type symmetry

\[
\delta \chi_r \equiv \epsilon Q \chi_r = \epsilon c_r, \quad \delta c_a \equiv \epsilon Q \chi_a = \epsilon \chi_a, \quad \delta \chi_a = \delta c_r = 0.
\]

(2.17)

Such an action can be written as \( I_{\text{eff}} = QV[\phi_r, \chi_{r,a}, c_{r,a}] \) for some functional \( V \). The variation of generating functional with respect to source \( \phi_r \) is

\[
\delta e^{W[\phi_a = 0]} = i \int D\chi_{r,a} Dc_{r,a} e^{iI_{\text{eff}}} \delta V = i \int D\chi_{r,a} Dc_{r,a} Q(e^{iI_{\text{eff}}} \delta V) = 0,
\]

(2.18)

where in the last step, we used the fact that \( Q \) is a derivative on \( \chi_r \) and \( c_a \). Since \( W[\phi_a = 0] \) is independent on \( \phi_r \), we can normalize it to be zero.

By extending the dynamical KMS transformation (2.16) of bosonic fields to ghosts for a BRST invariant action, one finds that under \( Z_2 \), charge \( Q \) is mapped to a new conserved “mirror” charge \( \bar{Q} \), and \( Q, \bar{Q} \) together form a supersymmetric algebra. Furthermore, [13] shows that such supersymmetric extension exists for any dynamical KMS invariant bosonic

\[^4\text{The explicit expressions for various theories are given in section 3.2.}\]
effective action. Note that the converse statement is, however, not true; supersymmetry itself cannot guarantee the whole dynamical KMS symmetry.

In section 4 we will consider (2.8) (and thus including (2.6)) with a new piece of information which was not considered earlier in [2]: the propagators from $I_{\text{eff}}$ between $\chi_r$ and $\chi_a$ are retarded. We will see this will ensure (2.8).

3 Structure of perturbative action

To prepare for the proof of LTE of section 4, in this section we discuss the general structure of the perturbative action of the EFT discussed in last section. We first present a general discussion and then give some explicit examples.

3.1 General discussion

Consider expanding a local equilibrium EFT around some physical background, which solves equations of motion of $I_{\text{eff}}$. For simplicity we will set the sources $\phi_i$ to zero. The precise nature of the background solution is not important, which can be either an equilibrium or non-equilibrium configuration. Equation (2.14) and the boundary conditions for the path integral (2.10) imply that a solution of equations of motion always has $\chi_a = 0$. This means that the perturbative action expanded around such a solution again satisfies (2.14).

The perturbative Lagrangian density can be written schematically as

$$\mathcal{L} = \mathcal{L}_0 + \mathcal{L}_I, \quad \mathcal{L}_0 = \chi_{ai}K_{ij}\chi_{jr} + \frac{i}{2}\chi_{ai}G_{ij}\chi_{aj}$$

where $\chi_{ai}, \chi_{ri}$ now denote deviations around the background solution. $\mathcal{L}_0$ denotes the “free” Lagrangian with $K_{ij}$ and $G_{ij}$ some differential operators, and $\mathcal{L}_I$ denotes “interaction terms.” We will specify the separation between “free” and “interaction” terms more explicitly below. Note that $\mathcal{L}_I$ must contain at least one factor of $\chi_a$. The propagators following from $\mathcal{L}_0$ are (below $x = (t, \vec{x})$)

$$G_{ij}^R(x) = \langle \chi_{ri}(x)\chi_{aj}(0) \rangle = iK_{ij}^{-1}, \quad G_{ij}^A(x) = \langle \chi_{ai}(x)\chi_{jr}(0) \rangle = i(K^{-T})_{ij}^*, \quad \langle \chi_{ai}(x)\chi_{aj}(0) \rangle = 0, \quad \langle \chi_{ri}(x)\chi_{aj}(0) \rangle = (K^{-1}GK^{-T})_{ij}$$

where $T$ denotes switching indices $i$ and $j$. $G^R$ and $G^A$ are retarded and advanced Green’s functions of $\chi$ respectively, and $K^*$ denotes the operator obtained from $K$ by integration by parts, namely changing $\partial_\mu$ to $-\partial_\mu$.

Physical observables can also be expanded perturbatively in $\chi_{r,a}$. For an observable $\mathcal{O}$, the corresponding $\mathcal{O}_r$ contains terms without any $\chi_a$, while $\mathcal{O}_a$ must contain at least one factor of $\chi_a$. Thus their expansions have the schematic form (where we have suppressed $i,j$ indices)

$$\mathcal{O}_r = L_0\chi_r + L_1\chi_a + \cdots, \quad \mathcal{O}_a = N_0\chi_a + \cdots$$

where $\cdots$ contain terms at least quadratic in $\chi$, $L_0, L_1, N_0$ are differential operators, and each term in $\cdots$ of $\mathcal{O}_a$ contains at least one $\chi_a$. To leading order in $\chi$, the retarded Green’s function of $\mathcal{O}$ is then given by

$$G_R(x) = \langle \mathcal{O}_r(x)\mathcal{O}_a(0) \rangle = L_0N_0^*G_R = iL_0N_0^*K^{-1}.$$
Figure 2. Schematic Feynman rules for (3.1). Dashed lines correspond to $\chi_a$’s, solid lines correspond to $\chi_r$’s. The $r - a$ propagator should be proportional to $\theta(t - t')$ while the $a - r$ propagator should be proportional to $\theta(t' - t)$. $r - r$ propagator (with some function $f$) is non-vanishing for either orderings of $t$ and $t'$. All the interacting vertices contain at least one $a$-leg.

Thus up to differential operator $L_0 N_0^*$, the retarded function for $O$ is given by that of $\chi$.

The general structure (3.1)–(3.5) of course also applies to the case that $L$ is the microscopic Lagrangian of a system defined on a CTP.

For a system to be causal, $G_R(x)$ and $G_R(x)$ must be proportional to $\theta(t)$, i.e. responses must come after disturbances, which requires that in momentum space $K^{-1}$ only has poles in the lower half complex frequency plane. In other words, the $r - a$ propagator must be proportional to $\theta(t - t')$ while the $a - r$ propagator must be proportional to $\theta(t' - t)$. See figure 2.

Let us make some further general remarks:

1. For the case that $L$ is the microscopic Lagrangian of a system, which in general does not have any dissipative terms, the retarded nature of $K^{-1}$ should follow from appropriate $\xi$ prescription.

2. For an effective field theory written in a derivative expansion, we include in $L_0$ only leading quadratic terms in the expansion. Higher derivative quadratic terms (which are suppressed by UV cutoffs compared with leading terms) as well as nonlinear terms are in $L_I$.

It can be shown explicitly that the poles from leading derivative terms lie on the lower half frequency plane as a consequence of the $Z_2$ dynamical KMS symmetry and unitarity [1], as will be reviewed in next subsection.

3. In some situations, one may be able to extend the validity of an EFT to some higher cutoff scales so that one can treat $L$ non-perturbatively in derivatives. In this case one should include all quadratic terms in $L_0$ with $K, G$ interpreted as nonlocal kernels.\footnote{It may also happen they only contain a finite number of derivatives due to other suppressions or symmetries.}

An example is [32]. In such a case, $K^{-1}$ may have an infinite number of poles. While we do not have a rigorous proof, it should follow from the non-perturbative proof of the second law of thermodynamics in [1] and the assumption of coincidence of thermodynamic and causal arrow of time, that the $Z_2$ dynamical KMS symmetry and unitarity are again enough to ensure the poles of $K^{-1}$ to lie in the lower half frequency plane.
An interesting caveat is the recent discussion in [32] for quantum chaotic theories. There from a shift symmetry in the effective action, $K^{-1}$ can have a pole in upper half $\omega$ plane which gives rises to the exponential Lyapunov growth, but $\mathcal{S}_R$ for physical observables such as energy density and energy fluxes have only poles in the lower half frequency plane. Even in that case as discussed in [32], one should deform the integration contour in Fourier transform so that $G_R(x)$ is still retarded, i.e. proportional to $\theta(t)$.

For the rest of the paper we will focus on the situations of items 1 and 2 above, and take that $K^{-1}_{ij}$ only has poles in lower half frequency plane.

Loop integrals will typically involve divergences in both frequency and spatial momentum integrations, and regularizations are needed. For spatial momentum integrations we can use the standard dimensional regularization. For frequency integrals in order to keep the retarded structure we will use the following regularization:

$$K_{ij}(\omega, \vec{q}) \to K_{ij}(\omega, \vec{q}) \left( \frac{\Lambda - i\omega}{\Lambda} \right)^p,$$

(3.6)

where $\Lambda$ is the UV energy cutoff and $p$ is an appropriately chosen integer. Clearly the regulated propagator still only has poles in the lower half frequency plane. Note that $G_{ij}$ as well as $L_0, L_1, \ldots$ should be also be correspondingly modified so as to satisfy the dynamical KMS symmetry (2.15)-(2.16). A sharp cutoff in frequency integrals will not be compatible with the dynamical KMS symmetry as (2.16) involves time derivatives. Dimensional regularization for frequency integrals is incompatible with retarded nature of $K$.

In our discussion of subsequent sections we will need to use the $a - r$ propagator $G^A_{ij}$ in coordinate space with various possible derivatives (from interacting vertices) acting on it. More explicitly, with (3.6)

$$\partial_{\mu_1} \cdots \partial_{\mu_n} G^A_{ij}(t, \vec{x}) = i^{n+1} \int \frac{d\omega d^{d-1}k}{(2\pi)^d} e^{-i\omega t + ik \cdot \vec{x}} K^{-1}_{ji}(-\omega, -\vec{k}) k_{\mu_1} \cdots k_{\mu_n} \left( \frac{\Lambda}{\Lambda + i\omega} \right)^p$$

(3.7)

Since $K^{-1}(-\omega, -\vec{k})$ has poles only in the upper complex $\omega$-plane and so is the regulator, the above expression is proportional to $\theta(-t)$ for $t > 0$ as one can close the $\omega$ integration contour in the lower half complex $\omega$-plane. At $t = 0$, since $K_{ij}$ are polynomials in derivatives, for any fixed number $n$ derivatives, we can always choose a large enough integer $p$ so that the frequency integral in (3.7) is well defined for $t = 0$. We can then close the path of the $\omega$-integral along the lower semicircle in the complex plane, which again gives zero. It then follows that with our choice of regularization

$$\partial_{\mu_1} \cdots \partial_{\mu_n} G^A_{ij}(x) = \theta(-t) F_{\mu_1 \cdots \mu_n ij}(x)$$

(3.8)

with

$$F_{\mu_1 \cdots \mu_n ij}(t = 0, \vec{x}) = 0.$$  

(3.9)

Note that the above expression is valid for the order of limits of taking $t \to 0$ first and then $\Lambda \to \infty$ (and not the other way around). Parallel statements can be made about the $r - a$ propagator with $\theta(-t)$ above replaced by $\theta(t)$.
3.2 Some explicit examples

Now we discuss some explicit examples of local equilibrium EFTs. Such systems can be separated into three classes: (i) without conserved quantities; (ii) with conserved quantities; (iii) with both conserved and non-conserved quantities. To understand the pole structure for $K^{-1}$ of (3.1) it is enough to examine a representative example in the first two classes as theories in the third class have the same quadratic propagators as those in (i) and (ii). For simplicity we will consider the classical limit and turn off the external sources.

3.2.1 Brownian motion

As the simplest example, let us consider Brownian motion of a heavy particle in a thermal medium with inverse temperature $\beta_0$. The effective Lagrangian of the particle can be written as

$$L_{\text{eff}} = \dot{x}_a (\partial_t^2 + \nu \partial_t) x - x_a F(x) + \frac{i\kappa}{2} x_a^2$$

where $\nu$ is the friction coefficient, $\kappa$ controls the fluctuation of noise $x_a$, and $F(x)$ is a conservative force acting on the particle. The dynamical KMS transformation can be written as

$$\tilde{x}(t) = x(-t), \quad \tilde{x}_a(-t) = x_a(t) + i\beta_0 \partial_t x(t).$$

Invariance under (3.11) requires the Einstein relation

$$\nu = \frac{\beta_0}{2} \kappa$$

while (2.13) requires that $\kappa \geq 0$. We thus conclude that the friction coefficient $\nu$ is non-negative. We can further expand $F$ in series of $x$ as

$$F(x) = f_1 x + f_2 x^2 + \cdots$$

where $f_i$ are constants. Above perturbative expansion holds only when $x = 0$ is a stable solution. It follows that $f_1 < 0$ because $F$ must be a restoring force around $x = 0$. The quadratic order of (3.10) is

$$L_0 = \dot{x}_a (\partial_t^2 + \nu \partial_t - f_1) x - x_a F(x) + \frac{i\kappa}{2} x_a^2$$

which implies that the retarded propagator in frequency space is

$$G_R(\omega) = iK^{-1}(\omega) = \frac{-i}{\omega^2 + i\nu \omega + f_1}$$

which has two poles of $\omega$ at

$$\omega_{\text{pole}} = -\frac{i\nu}{2} (1 \pm \sqrt{1 + 4f_1/\nu^2})$$

It is clear that these two poles are both in lower half plane since $\nu$ is nonnegative.

---

6Here we can shift $x$ by a constant to get rid of constant term in $F(x)$. 
3.2.2 Model A

Our next example concerns the critical dynamics of a \( n \)-component real order parameter (not conserved) \( \chi_i \), \( i = 1, \ldots, n \) at some inverse temperature \( \beta_0 \) in a \( d \)-dimensional spacetime (i.e. model A [33, 34]). The dynamical KMS transformations (2.16) have the form (taking \( \Theta = PT \))

\[
\tilde{\chi}_i(x) = \chi_i(-x), \quad \tilde{\chi}_a(-x) = \chi_a(x) + i\beta_0 \beta_t \chi_i(x)
\]

and the effective Lagrangian which satisfies (2.12)–(2.15) and is invariant under (3.17) can be written as\(^7\)

\[
\mathcal{L}_{\text{eff}} = \left( -\frac{\delta \mathcal{F}}{\delta \chi_i} - \beta_0 f^{ij} \partial_t \chi_j \right) \chi_i + i f^{ij}(\chi_r) \chi_i \chi_j + \cdots.
\]

In (3.18), \( \mathcal{F}(t; \chi_r) \) is a local functional of the form

\[
\mathcal{F}(t; \chi_r) = \int d^{d-1}x F(\chi_r(x), \partial_t \chi_r(x), \cdots)
\]

with \( F \) an arbitrary function of \( \chi_r \) and their spatial derivatives, and \( f^{ij} = f^{ji} \) are functions of \( \chi_r \) satisfying, for arbitrary \( a_i(x) \),

\[
f^{ij}(\chi_r) a_i(x) a_j(x) \geq 0.
\]

Let us now consider a phase whose equilibrium configuration has \( \chi_{ri} = 0 \). Keeping only quadratic terms in (3.18), we can write

\[
f^{ij} = \frac{1}{\Gamma_0} \delta^{ij}, \quad F = \frac{1}{2} r^2 + \frac{1}{2} (\partial_t \chi_r)^2 + \cdots
\]

where we have only kept two spatial derivatives in \( F \). \( \Gamma_0 \) should be non-negative due to (3.20). \( F \) (and thus the constant \( r \)) should also be non-negative to ensure thermodynamic stability. At quadratic order, (3.18) can then be written as

\[
\mathcal{L}_0 = \left( -r \chi_{ri} + \partial^2 \chi_{ri} - \frac{\beta_0}{\Gamma_0} \partial_t \chi_{rj} \right) \chi_{ai} + \frac{i}{\Gamma_0} \chi_{ai} \chi_{ai} + \cdots.
\]

which implies that the retarded propagator in Fourier space is

\[
G_{R,ij}(\omega, \vec{k}) = iK^{-1}_{ij}(\omega, \vec{k}) = \frac{i \delta_{ij}}{-\omega - k^2 + i\beta_0 \omega}/\Gamma_0
\]

which has pole of \( \omega \) at \(-i\Gamma_0(r + k^2)/\beta_0\) in the lower half plane.

\(^7\)As (3.17) only involves time derivative we can treat time and spatial derivative expansions separately.
3.2.3 Fluctuating hydrodynamics for relativistic charged fluids

Our last example is the fluctuating hydrodynamics of a relativistic charged fluid in a $d$-dimensional spacetime. This example is a bit complicated. We will only present the final result. More details can be found [3].

Here the dynamical variables are hydrodynamical modes associated with the stress tensor and a conserved $U(1)$ current. The $r$-variables can be chosen to be local velocity $u^\mu(x)$, local inverse temperature $\beta(x)$, and local chemical potential $\mu(x)$, organized into a “big” vector $\beta_M = (\beta_\mu, \tilde{\mu})$, with $\beta^\mu = \beta(x)u^\mu(x)$ and $\tilde{\mu} = \beta(x)\mu(x)$. The noise variables can similarly be organized into a “big” vector $X_{aM} = (X_{a\mu}, \varphi_a)$ with $X_a^\mu$ a spacetime vector and $\varphi_a$ a scalar. In the classical limit, the dynamical KMS transformation (2.16) can be written as (with $\Theta = \mathcal{PT}$)

$$\tilde{\beta}_M(-x) = \beta_M(x), \quad \partial_\mu \tilde{X}_{aM}(-x) = \partial_\mu \tilde{X}_{aM}(x) + i\partial_\mu \beta_M(x). \quad (3.24)$$

Near equilibrium, the infinitesimal deviations from equilibrium values of these variables can be written as

$$\chi^M = (\tau, u^i, \delta \mu), \quad X_a^M = (X_0^A, X_a^i, \varphi_a), \quad M = 0, \ldots, d - 1, \quad i = 1, \ldots, d - 1 \quad (3.25)$$

where $\tau$ and $\delta \mu$ are defined through $\beta(x)^{-1} = T_0(1 - \tau(x))$, $\mu(x) = \mu_0 + \delta \mu(x)$, with $T_0, \mu_0$ the equilibrium temperature and chemical potential. $u^i$ are the spatial components of the (infinitesimal) velocity field (with $u^0 = 1$). It is convenient to write the kernels $K_{MN}$ and $G_{MN}$ as defined in (3.1) in momentum space. One finds that $\xi^M$ factorize into two decoupled sectors: the scalar sector $\xi^{A}_{\tau, \alpha} = (\xi^0_{\tau, \alpha}, \xi^1_{\tau, \alpha}, \xi^d_{\tau, \alpha})$ and vector sector $\xi^a_{\tau, \alpha}$, with $\alpha = i \neq z$, where we have taken the spatial momentum $\vec{k}$ to be along the $z$-direction.

After imposing the dynamical KMS symmetry, we find that, to lowest order in derivatives, for the vector sector

$$K_{\alpha\beta} = (i\omega T_0 \partial_T p_0 - \eta k^2) \delta_{\alpha\beta}, \quad G_{\alpha\beta} = 2T_0 \eta k^2 \delta_{\alpha\beta} \quad (3.26)$$

where $k = |\vec{k}|$, $\eta$ is the shear viscosity, and $p_0$ is the equilibrium pressure density. For the scalar sector we have

$$K_{AB} = \begin{pmatrix} i\omega T_0 \partial_T^2 p_0 - \mu_0^2 \sigma k^2 & -ik T_0 \partial_T p_0 & \omega T_0 \partial_\mu \partial_T p_0 + \mu_0 \sigma k^2 \\ -ik T_0 \partial_T p_0 & i\omega T_0 \partial_T^2 p_0 - (\zeta + 2 \frac{d-2}{d-1} \eta) k^2 & -ik \partial_\mu p_0 \\ i\omega T_0 \partial_T \partial_\mu p_0 + \mu_0 \sigma k^2 & -ik \partial_\mu p_0 & i\omega \partial_\mu^2 p_0 - \sigma k^2 \end{pmatrix} \quad (3.27)$$

$$G_{AB} = \begin{pmatrix} 2T_0 \mu_0^2 \sigma k^2 & 0 & -2T_0 \mu_0 \sigma k^2 \\ 0 & 2T_0 \left(\zeta + 2 \frac{d-2}{d-1} \eta\right) k^2 & 0 \\ -2T_0 \mu_0 \sigma k^2 & 0 & 2T_0 \sigma k^2 \end{pmatrix}$$

where $\zeta$ and $\sigma$ are respectively bulk viscosity and conductivity. Equation (2.13) requires that

$$\sigma \geq 0, \quad \eta \geq 0, \quad \zeta \geq 0. \quad (3.28)$$

It can be readily checked that for a thermodynamically stable system equations (3.28) ensures all the poles of $K_{MN}^{-1}$ are indeed in the lower half $\omega$-plane [2].
3.3 A simple illustration

As a simple illustration, here we show that for the Brownian motion example of section 3.2.1, two-point function of $x_a$ vanishes at one-loop. We choose the potential term in (3.10) to be $F(x) = f_1 x + f_2 x^2$. The Feynman rules are summarized in figure 3.

The only one-loop contribution to $\langle x_a(t)x_a(0) \rangle$ comes from figure 4, and gives

$$
\langle x_a(-\omega)x_a(\omega) \rangle = \frac{i}{K(\omega) K(-\omega)} \left[ -2f_2^2 \int \frac{d\omega'}{2\pi} \frac{i}{K(\omega')} \frac{i}{K(\omega' - \omega)} \right].
$$

From (3.15), the integrand in the square brackets of (3.29) has four poles, all of which lie in the lower half-plane. Performing the integral by closing the contour in the upper half-plane, the integral vanishes. We then see that condition (2.7) is satisfied thanks to the analytic structure of the tree-level propagators.\(^8\)

4 Proof of largest time equation

In this section we shall prove that, for effective actions discussed in section 3, the LTE (2.8) is satisfied to all orders in perturbation theory.

**Theorem.** Given any Lagrangian of the form (3.1) with a retarded $K_{ij}$, the largest time equation (2.8) is satisfied for any operators of the form (3.4).

**Proof:** We will use the regulator (3.6) to cut off frequency integrals, which ensures (3.8) for an $a - r$ propagator, and the parallel statement for a $r - a$ propagator. For a theory with a finite number of types of interaction vertices, we can choose $p$ of (3.6) to be greater

\(^8\)For more examples of how condition (2.7) is preserved by loop corrections, see e.g. [19, 20, 35].
than $2m_{\text{max}}$, where $m_{\text{max}}$ denotes the largest number of time derivatives that a vertex can have.\footnote{When introducing the regulator (3.6), one may need to modify the interacting part of the Lagrangian $\mathcal{L}_I$ as well, when there is a nonlinear symmetry. An example is the dynamical KMS symmetry (3.24). In such a case, one should expand the regulator in $\mathcal{L}_I$ in derivatives and keep the total number of time derivatives to be $m_{\text{max}}$. This guarantees that to such derivative order nonlinear symmetries are preserved.} For such a $p$, (3.8) is then satisfied for all loop diagrams.

In (2.8) the operator with the largest time is an $a$-type operator which contains at least one factor of $\chi_a$. Start with an external $\chi_a$, which can only connect through an $a - r$ propagator, the other end of the propagator must be a $r$-leg of a vertex. Since all vertices must contain at least one $a$-type leg, let us continue along an $a$-leg which in turn must connect with a $r$-leg through an $a - r$ propagator. Repeating this procedure we will end up with the following possibilities:

1. We run into an internal vertex that we already encountered. In this case we have an internal loop whose every propagator is of $a - r$ type, see figure 5(a). Consider the internal $a - r$ loop, then from (3.8) we will have a product of the form

$$\theta(w_2 - w_1)\theta(w_3 - w_2)\cdots\theta(w_1 - w_m)W$$

(4.1)

with $W$ denoting products of functions $F$ as in (3.8) associated with each propagator. The whole diagram is thus zero unless $w_1 = w_2 = \cdots = w_m$, but in this latter case from (3.9) $W$ is zero due to that the $F$’s vanish for coincidental times.

2. We come back to the same external vertex we started with through a $r$-leg, see figure 5(b). In this case we have a product of the form

$$\theta(w_1 - t_{n+1})\theta(w_2 - w_1)\cdots\theta(t_{n+1} - w_m)W.$$  

(4.2)

Following the same reasoning as that for the previous case we conclude that the contribution is identically zero.

3. We end up at another external vertex, see figure 5(c). In this case we have

$$\theta(w_1 - t_{n+1})\theta(w_2 - w_1)\cdots\theta(t_k - w_m)W,$$

(4.3)

with $k \in \{1, 2, \cdots, n\}$.

which requires $t_k \geq t_{n+1}$ which is contradictory with $t_{n+1}$ being the largest time. Thus it is also identically zero.

Thus we find in all cases the correlation function is identically zero.

We note that the essence of the above proof is closely related to the all-loop proof of the normalization condition (2.7) in a class of open quantum field theory in [28], as well as the examples discussed in [35]. It is also close in spirit to the discussions of the path integral of the Langevin equation [19, 20].
Various possibilities: (a) corresponds to the existence of an internal $a-r$ loop, which is described by (4.1). In (b), there is an $a-r$ loop which starts and ends at the operator with the largest time, which is described by (4.2). In (c) there is an $a-r$ line which connects the operator with the largest time with another operator, described by (4.3).

## 5 Contributions from BRST ghosts

In the last section we proved that given the advanced nature of the $a-r$ propagators, the LTE (2.8) is satisfied to all orders in perturbation theory. The proof also warrants the normalization condition (2.6) and (2.7), which is a subcase of (2.8). At the end of section 2.2 we briefly mentioned another method to guarantee the normalization condition by adding BRST ghosts and extending the original bosonic action to a BRST invariant action. This method is independent on the pole structure.

In this section we show that after taking into account the retarded structure of $r-a$ propagators all ghost contributions identically vanish in the regularization scheme of (3.6). See also [19, 20] for similar discussions.

As shown in [13], to guarantee KMS invariance, the BRST extended quadratic action (3.1) must take the form

\[
\mathcal{L}_0 = \chi_a K_{ij} \chi_r + \frac{i}{2} \chi_a G_{ij} \chi_a - c_a K_{ij} c_r .
\]  

(5.1)

The above equation means that ghosts only have $r-a$ and $a-r$ types propagators, which are the same as the corresponding bosonic fields. Furthermore, BRST symmetry (2.17) implies that in the BRST-extended Lagrangian terms involving ghosts must contain at least one factor of $c_a$. Now consider integrating out the ghost variables in the path integral

\[
e^{W[\phi_1, \phi_2]} = \int D\chi_{r,a} Dc_{r,a} e^{i\mathcal{L}_W[\chi_{r}, \chi_{a}, c_{r}, c_{a}; \phi_{r}, \phi_{a}]}  
\]  

(5.2)

We can use the same arguments as in last section: (i) all diagrams involving ghosts must contain at least one $a-r$ loop, i.e. there exists a loop in which every propagator is an $a-r$ type ghost propagator. (ii) Such an $a-r$ loop vanishes identically as in the discussion around equation (4.1). We thus conclude that to all orders in perturbation theory ghosts do not make any contribution.
6 Other unitarity constraints and KMS conditions

6.1 Other unitarity constraints

We now briefly comment on the fulfillment of two other unitarity constraints (2.4) and (2.5) by effective theory path integral (2.10).

For (2.4), it can be readily shown that given (2.12) it holds to all loops [2]. Here we present a slightly different argument. Equation (2.12) implies that we can rearrange the action as

$$\mathcal{L}_{\text{eff}} = i \sum_{m,n} g_{nm} \Phi^n (i \Phi_a)^m$$

where $\Phi = (\phi_r, \chi_r)$ and $\Phi_a = (\phi_a, \chi_a)$ collectively denote both source and dynamical fields and $g_{nm}$ are some real differential operators. Defining a new field $\tilde{\Phi}_a = i \Phi_a$ it is clear that integrating out dynamical fields $\chi_r,a$, the resulting $W$ will again have the structure (6.1) as all propagator and vertices are real (in coordinate space).

Now let us consider (2.5). We will show that given (2.13) it holds perturbatively in loop expansion and infinitesimal sources. For this purpose let us write $\mathcal{L}_{\text{eff}}$ as

$$\mathcal{L}_{\text{eff}} = \mathcal{L}_{\text{saddle}}[\phi_r, \phi_a] + \mathcal{L}_{\text{fluct}}[\chi_r, \chi_a; \phi_r, \phi_a].$$

In writing down (6.2) we have assumed that the Lagrangian density has been expanded around whatever saddle-point solution one is interested in, i.e. $\mathcal{L}_{\text{saddle}}$ is the expression of $\mathcal{L}_{\text{eff}}$ evaluated at the solution, and $\chi_r,a$ should be considered as deviations around the solution.

We thus have

$$W = W_{\text{tree}} + W_{\text{loop}}[\phi_r, \phi_a], \quad W_{\text{tree}} = i \int d^d x \mathcal{L}_{\text{saddle}}[\phi_r, \phi_a]$$

where $\mathcal{L}_{\text{saddle}}$ gives the tree-level part of $W$ while $W_{\text{loop}}$ is obtained by integrating out fluctuations of dynamical fields $\chi_r,a$

$$e^{W_{\text{loop}}} = \int D\chi_r D\chi_a e^{i \int d^d x \mathcal{L}_{\text{fluct}}}. $$

From the usual loop counting argument

$$\mathcal{L}_{\text{eff}} \sim \frac{1}{h_{\text{eff}}} \quad \Rightarrow \quad W_{\text{tree}} \sim \frac{1}{h_{\text{eff}}}, \quad W_{\text{loop}} \sim O(1) + O(h_{\text{eff}}) + \cdots$$

where $h_{\text{eff}}$ is the effective loop counting parameter and is taken to be small in perturbation theory. Thus in perturbation theory $W_{\text{tree}}$ always dominates over $W_{\text{loop}}$.

Now $W_{\text{tree}}$ can be further expanded in powers of $\phi_r, \phi_a$ which we take to be infinitesimal, and perturbatively the non-positivity of $\text{Re} W_{\text{tree}}$ is dictated by that of the quadratic terms $W_{\text{tree}}^{(2)}$ as follows. Writing

$$\text{Re} W_{\text{tree}}^{(2)} = \int d^d x_1 d^d x_2 A_2(x_1, x_2) \phi_a(x_1) \phi_a(x_2)$$
$$\text{Re} W_{\text{tree}}^{(3)} = \int d^d x_1 d^d x_2 d^d x_3 A_3(x_1, x_2, x_3) \phi_a(x_1) \phi_a(x_2) \phi_r(x_3), $$

where $A_2, A_3$ are the two- and three-point functions of the effective theory.
then to quartic order we can rewrite $\text{Re} W_{\text{tree}}$ by “completing the square” as

$$
\text{Re} W_{\text{tree}} = \int d^d x_1 d^d x_2 A_2(x_1, x_2) \left( \phi_a(x_1) + \int d^d x_3 d^d x_4 H(x_1, x_3, x_4) \phi_a(x_3) \phi_r(x_4) \right) 
\times \left( \phi_a(x_2) + \int d^d x_5 d^d x_6 H(x_2, x_5, x_6) \phi_a(x_5) \phi_r(x_6) \right) + R_4,
$$

(6.7)

where $R_4$ is quartic in $\phi$’s and $H$ is obtained by convoluting the inverse of $A_2$ with $A_3$. Higher powers in $\phi$’s can be treated similarly.

Then we are left to show $\text{Re} W_{\text{tree}}^{(2)}$ is non-positive. For this purpose, let us note that the quadratic action has the general form

$$
S_0 = \chi_a^i K_1 \chi_r + \frac{i}{2} \chi_a^i G_1 \chi_a + \phi_a^i K_2 \chi_r + i \phi_a^i G_2 \phi_a + \phi_a^i K_3 \chi_a + \phi_a^i K_4 \phi_r + \frac{i}{2} \phi_a^i G_3 \phi_a,
$$

(6.8)

where e.g. $\chi_a^i K_1 \chi_r = \int d^{-1} k d \omega \chi_a^i(\omega, \vec{k}) K_{1ij}(\omega, \vec{k}) \chi_r^j(\omega, \vec{k})$. The tree-level contribution to $W_{\text{tree}}^{(2)}$ comes from evaluating $S_0$ on the saddle point

$$
\chi_a = -K_1^{-1} K_2^i \phi_a, \quad \chi_r = -K_1^{-1} K_3^i \phi_r + i K_1^{-1} (G_1 K_1^{-1} K_2^i - G_2) \phi_a,
$$

(6.9)

giving

$$
\text{Re} W_{\text{tree}}^{(2)} = -\frac{1}{2} \phi_a^i (K_2 K_1^{-1} G_1 K_1^{-1} K_2^i + G_3 - 2 G_2 K_1^{-1} K_2^i) \phi_a.
$$

(6.10)

Now with $\text{Im} S_0 \geq 0$ gives $\text{Re} W_{\text{tree}}^{(2)} \leq 0$.

### 6.2 KMS conditions

The dynamical KMS symmetry (2.15) can be considered as a mathematical definition of systems in local equilibrium, i.e. a general initial state $\rho_0$ can be considered as describing a local equilibrium system only if the corresponding EFT possesses the dynamical KMS symmetry.

A special case is when $\rho_0$ is a thermal density matrix, for which the corresponding EFT describes the dynamics of (nonlinear) disturbances around thermal equilibrium. In this case, correlation functions satisfy in addition the Kubo-Martin-Schwinger (KMS) relations, which when combined with a time reversal (as that defined in (2.16)), can be succinctly expressed as a $Z_2$ symmetry of the generating functional (2.1) [2]

$$
W[\phi_r, \phi_a] = W[\bar{\phi}_r, \bar{\phi}_a]
$$

(6.11)

where (we take the classical limit for simplicity)

$$
\Theta \bar{\phi}_r(x) = \phi_r(x), \quad \Theta \bar{\phi}_a(x) = \phi_a(x) + i \beta_0 \partial_r \phi_r(x)
$$

(6.12)

and $\beta_0$ is again the inverse equilibrium temperature. In the presence of external sources, we require the effective action $I_{\text{eff}}[\chi_r, \chi_a; \phi_r, \phi_a]$ to be invariant under both (2.16) and (6.12). Note that invariance under (6.12) constrains the structure of contact terms of sources in the effective action. These contact terms are important, e.g. they contribute to susceptibilities and Kubo formulas.
Eq. (6.11) will be automatically satisfied by (2.10) as

\[
e^{W[\phi_r, \phi_a]} = \int D\chi_r D\chi_a e^{iL_{\text{eff}}[\chi_r, \chi_a; \phi_r, \phi_a]} = \int D\bar{\chi}_r D\bar{\chi}_a e^{iL_{\text{eff}}[\bar{\chi}_r, \bar{\chi}_a; \bar{\phi}_r, \bar{\phi}_a]} = e^{W[\bar{\phi}_r, \bar{\phi}_a]}
\]

(6.13)

where the change of integration measure from \(r\) and \(a\) to \(\bar{r}\) and \(\bar{a}\) has determinant one. The manipulations in (6.13) hold provided that the regularization procedure one uses to make the path integrals finite is compatible with transformations (2.16) and (6.12). Indeed this was a main motivation to use the regularization procedure (3.6). In contrast, a hard frequency cutoff will not be compatible, and one will need to include non-KMS invariant counter terms as can be readily checked in explicit examples.

7 Discussion and conclusions

Let us summarize the main results of the paper. The largest time equation is a consequence of unitarity and implies causality. It is a key constraint on path integrals along a CTP contour. Any effective field theory must respect the LTE. In this paper, we proved a theorem showing that if the propagators of dynamical fields of the effective action have the proper pole structure, LTE is obeyed to all loop orders. Using the same arguments we also showed that all ghost contributions are trivial. We should emphasize that dynamical KMS invariance was not directly used to prove the LTE. It was used to guarantee that the \(r-a\) propagators have the retarded structure. If the retarded property arises from other requirements, which we expect to be the case even for theories not in local thermal equilibrium, the LTE can still be proved.

We reached the conclusion by using a specific regularization procedure (3.6) which has the advantages of maintaining the retarded structure of \(K_{ij}^{-1}\) and being compatible with dynamical KMS transformation. On general grounds one expects that, if some other regularization scheme is used, one will reach the same conclusion up to possible local counter terms to be added to the bare Lagrangian and/or local contact terms in correlation functions. We have checked that this is indeed the case for sharp cutoff in frequency integrals. Finally we should mention that ghosts and supersymmetry are still useful if one prefers to use other type of regulators which break the retarded structure of the \(r-a\) propagators or dynamical KMS symmetry.\footnote{It should be kept in mind that supersymmetry only imposes one particular constraint from the dynamical KMS symmetry. One still has to make sure the rest is properly imposed \cite{13}.} They will help to ensure the normalization condition and part of the dynamical KMS symmetry to be manifestly preserved.
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