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Abstract—Pre-trained BERT models have achieved impressive performance in many natural language processing (NLP) tasks. However, in many real-world situations, textual data are usually decentralized over many clients and unable to be uploaded to a central server due to privacy protection and regulations. Federated learning (FL) enables multiple clients collaboratively to train a global model while keeping the local data privacy. A few researches have investigated BERT in federated learning setting, but the problem of performance loss caused by heterogeneous (e.g., non-IID) data over clients remain under-explored. To address this issue, we propose a framework, FedSplitBERT, which handles heterogeneous data and decreases the communication cost by splitting the BERT encoder layers into local part and global part. The local part parameters are trained by the local client only while the global part parameters are trained by aggregating gradients of multiple clients. Due to the sheer size of BERT, we explore a quantization method to further reduce the communication cost with minimal performance loss. Our framework is ready-to-use and compatible to many existing federated learning algorithms, including FedAvg, FedProx and FedAdam. Our experiments verify the effectiveness of the proposed framework, which outperforms baseline methods by a significant margin, while FedSplitBERT with quantization can reduce the communication cost by 11.9×.
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I. INTRODUCTION

Lately language model pre-training has shown to be highly effective in learning universal language representations from large-scale unlabeled data. Pre-trained models such as ELMo [1], GPT [2] and BERT [3] have achieved great success in many NLP tasks, such as sentiment classification [4], natural language inference [5], and question answering [6]. In many real-world applications, textual data such as clinical records are decentralized and stored locally on client devices [7], such as phones and personal computers. Due to the recent stringent regulation on private data protection [8], these data cannot be directly uploaded to a central server. Federated learning [9], [10] allows multiple clients to train a global deep neural network model collaboratively in a distributed environment without moving data to a centralized storage.

There have been some attempts on fine-tuning BERT in federated learning setting. For example, [11] proposed an encryption method for clients to protect data privacy while keeping the performance of fine-tuned models comparable to centralized fine-tuning. [12] confirms that it is possible to both pre-train and fine-tune BERT models in a federated manner using clinical texts from different silos without moving the data. [13] provides an overview of the applicability of the federated learning to Transformer-based language models. [14] firstly applied federated learning to Transformer-based Neural Machine Translation to avoid sharing customers’ chat recording with the server. However, there are still a few under-explored challenges for fine-tuning BERT over decentralized data: firstly, the data distribution on clients may vary substantially, which might cause severe performance degradation of the fine-tuned model [15]; secondly, due to the huge number of parameters in BERT, the communication cost between clients and the central server can be very high.

To address these concerns, we propose a new framework, FedSplitBERT, referred to as Federated Split BERT for heterogeneous data. Specifically, we split the whole BERT encoders (12 layers for BERT Base or 24 layers for BERT Large) into two parts at one specific layer, called critical layer. BERT encoder layers above this critical layer (excluding itself) are locally learned with data on this client only, rather than jointly trained over all clients. Encoder layers below the critical layer (including itself) are jointly trained over all clients. The intuition behind our method is that encoder layers above the critical layer are close to the softmax output, so their parameters can be tuned to adapt the local data distribution. The layers below the critical layer are used as a shared feature extractor over all clients (global part). Instead of being a provider of data during the FL, every client finally trains a personalised model consisting of global part and local part which satisfies its specific data distribution. Moreover, because only a part of the parameters need to be transmit between central server and end-point clients, the communication cost during model training will drop sharply.

Our contributions are summarized as follows:

• We propose a new federated learning framework, FedSplitBERT, which specializes in fine-tuning BERT on heterogeneous data over multiple clients.
• We further investigate quantization method to reduce the communication cost.
• We conduct extensive experiments to show the effective-
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ness of our methods and prove that the split architecture of the Transformer-based model has the great ability to tackle the heterogeneity problems.

II. RELATED WORKS

A. Federated Learning

The general FL setup involves two types of updates, the server and local, the local updates are associated with minimizing some local loss function, while the global updates aggregate local weights and synchronize the updated model at each communication round.

Federated averaging (FedAvg) [9] and federated proximal (FedProx) [16] are two general-purpose algorithms in federated learning. FedAvg is an iterative method that each client \( i \) optimizes a local surrogate of global objective function, and merges the weights \( W_i \) at each communication round \( t \), with the same learning rate \( \eta \) on each client. To address the heterogeneity issue, FedProx adds a regularization term to force the weights \( W_i \) on client \( i \) to be closer to global model \( W \) during training. FedProx reaches more stable and better performance than FedAvg on images classification tasks. Recent advanced methods like FedOpt [17] and FedDyn [18] follow similar pipeline while improve model aggregation and reduce communication cost. FedSmart [19] optimizes the performance of the client model on its local data by updating weights based on the accuracy of a local validation set. These model aggregation ideas are complementary to our work and they can be integrated in the global update step in our proposed framework.

Another line of FL works aim to decrease communication cost by splitting the whole model architecture into two parts: the local model and global model [20]–[22]. The main idea lies in that each client keeps a local model which can adapt to local data to mitigate the effect of data heterogeneity as well as reduce the amount of parameters need to be transmitted. For instance, [23] formulates a new bi-level optimization problem designed for personalized FL (pFedMe) by using the Moreau envelope as a regularized loss function. This work can produce personalized models for individual clients, but its communication cost might be too high for the BERT model. Our FedSplitBERT improves communication efficiency by learning part of BERT layers locally and quantization. Local global FedAvg (LG-FedAvg) [20] and the heterogeneous Data Adaptive Federated Learning (HDAFL) algorithm [21] utilizes similar strategies as us: (1) locally train client specific neural network layers (local models) and (2) aggregate generic (global) model parameters shared by all clients. However, these two papers mainly focus on architectures like convolution neural networks (CNN) and multi-layered perceptrons (MLPs), rather than the Transformer-based pre-trained BERT models. Our paper mainly studies how to fine-tune BERT in a federated setting over heterogeneous data on clients.

B. BERT and Quantization

Since its inception, BERT and its variants have been the base models for many NLP applications [3], [24], [25]. There are a few research on applying BERT in the federated setting, such as [12] on federated pre-training and fine-tuning BERT over decentralized clinical notes. However, how to fine-tune BERT on heterogeneous textual data remains under-explored. In this work, we will fill this gap by proposing FedSplitBERT. Due to the large number of parameters in BERT models, the communication efficiency is a significant challenge for FL.

Quantization is a commonly used approach to reduce model size while maximally keeping its performance [26], [27]. It reduces the number of bits used to represent a number in the model. For instance, [26] proposes a Hessian based ultra low precision quantization method for BERT. [28] study the integer and binary quantization methods for the BERT model during the inference phase, respectively. [29] achieves the impressive compression ratio by using quantization-aware training during fine-tuning process and quantizing all the Embedding layers and Fully Connected layers of BERT to 8-bit during inference, [30] leverages the learned step size quantization for Transformer-based model, i.e. BERT, and further uses the knowledge distillation technique to get a compressed "student" BERT model. [31] adapts a random Low-precision quantizer for gradients to federated learning manner. These methods can be used in our FedSplitBERT and could potentially reduce communication cost in the federated BERT fine-tuning.

III. METHODOLOGY

This section covers the details of our FedSplitBERT framework and how we tackle the challenges of heterogeneous data and communication bottleneck in the federated setting.

A. FedSplitBERT

Fig. 1. Pictorial view of the proposed FedSplitBERT in federated learning for the 12-layer BERT model. All clients share a set of encoder layers from Layer 1 to Layer \( c \) (colored blue) and have distinct local layers (from Layer \( c + 1 \) onward) that can potentially adapt to individual clients. The global layers are shared with the server while the local layers are kept private by each client.

Fig. 1 depicts how our FedSplitBERT proceeds: for each client, it splits the whole BERT encoders into local and
Algorithm 1 FedSplitBERT with quantization.

\[ \eta \text{ is the learning rate, the total sample size } N = \sum_{i=1}^{K} N_i, N_i \text{ denotes the sample size on client } i, \text{ qat}(\cdot) \text{ is the quantization function} \]

Server executes:
1. Initialize global model \( W^{(0)} \) as a 16-bit tensor and local models on \( K \) clients \( W_i^{(0)} \) as 32-bit tensors
2. for \( \text{iteration } t = 0, 1, \ldots, T \) do
3. \( S \leftarrow \text{(randomly select a number of clients from } K) \)
4. for \( i \in S \) in parallel do
5. \( W_i^{(t+1)} \leftarrow \text{ClientUpdate}(i, W^{(t)}) \)
6. end for
7. \( W^{(t+1)} \leftarrow \sum_{i=1}^{K} \frac{N_i}{K} \cdot \text{qat}(W_i^{(t+1)}) \)
8. end for

ClientUpdate\((i, W^{(t)})\):
1. Cast the 16-bit global tensor \( W^{(t)} \) to 32-bit on client \( i \) as \( W_i^{(t)} \)
2. Combine \( W_i^{(t)} \) into \( W_i^{(t)} \)
3. Split local data into a set of mini-batches \( B \)
4. for each mini-batch \( b \in B \) do
5. Optimize \( \mathcal{L}(x,b,y,W_i^{(t)}) \) with local batch to compute \( \nabla W_i^{(t+1)}, \nabla W_i^{(t+1)} \)
6. \( W_i^{(t+1)} \leftarrow W_i^{(t)} - \eta \nabla W_i^{(t+1)} \)
7. \( W_i^{(t+1)} \leftarrow W_i^{(t)} - \eta \nabla W_i^{(t+1)} \)
8. end for
9. Quantize \( W_i^{(t+1)} \) to 16-bit
10. return \( \text{qat}(W_i^{(t+1)}) \)

global encoder layers. All clients share a set of encoder layers from Layer 1 to Layer \( c \) (including itself), called global encoders, and each client has its own independent local encoder (from Layer \( c + 1 \) onward) that can potentially adapt to heterogeneous (non-identically independent distributed) client data. Specifically, for the \( i \)-th client, we denote its parameters as \( W_i = [W_i^{(g)}, W_i^{(l)}] \), where \( W_i^{(g)} \) is the global parameters in the shared encoder layers, and \( W_i^{(l)} \) is the local model parameters specific to the \( i \)-th client.

During fine-tuning of the \( t \)-iteration, server randomly select \( s \) clients \((s \in \{1, K\})\) among all active participants, \( K \) is the total number of clients. The selected \( i \)-th client feeds each batch of data to the global layers first to extract features, then pass their features to the local layers to compute the cross-entropy loss. The difference between local and global layers is that after back propagation, client \( i \) only uploads its calculated global weights \( W_i^{(g+1)} \) to the central server, then the server performs aggregation and synchronizes the new weights of global encoders \( W_i^{(g+1)} \) to clients. Theoretically, our goal is to optimize the function:

\[
\min_{w_s, w_1, \ldots, w_K} \mathcal{L}(\cdot) = \frac{1}{K} \sum_{i=1}^{K} \mathcal{L}_i(x_i, y_i; W_i) \tag{1}
\]

\( \mathcal{L}_i(\cdot) \) is the loss of the prediction on \((x_i, y_i)\), where \((x_i, y_i)\) is the data on the \( i \)-th client. The FedSplitBERT is presented in Algorithm 1, and here we use FedAvg to aggregate client weights. Actually, other aggregation methods like FedOpt could also be used.

In FedSplitBERT, global encoders from Layer 1 to Layer \( c \) act as a common feature extractor to capture surface features [32], while the local encoders (from Layer \( c \) onward) aim to extract high-level features that reflect the individual characteristics. We call Layer \( c \) the critical layer, and in federated BERT fine-tuning, we treat \( c \) as a hyper-parameter and it can balance the overfitting and communication cost of the system. For a fixed BERT architecture, when \( c \) is small, the BERT model is mostly an individual local model for each client, the local model will have large number of parameters (and tends to overfit the data), but the communication cost will be low. An extreme case is \( c = 0 \), where every client has its independent BERT model trained on its own isolated data and there is no communication between clients and the server. On the contrary, when \( c \) is large and close to the top layers, the local model on each client is small and has small number of parameters (less likely to overfitting the local data), but the communication cost is high. An extreme case of this way is when \( c = 12 \) for the standard BERT model (12 layers in total), all clients share the same BERT model, equivalent to FedAvg algorithm. The problem of FedAvg is that its performance degrades substantially for heterogeneous clients. In our experiments, we treat \( c \) as a hyper-parameter and it can be tuned to choose the best model for each dataset.

B. Quantizing Global Weights

FedSplitBERT only requires clients to upload and download \( W^{(g)} \) (i.e. the weights of the global model) in each communication round, so the communication cost is significantly reduced. Considering the huge number of parameters in BERT, there might still be millions of parameters to upload or download at each communication round and the network costs are still prohibitive for portable edge devices.

![Quantization Scheme of FedSplitBERT](image)

To further improve communication efficiency, we employ quantization on all the parameters to upload and download (See the quantization process in Fig. 2). For \( s \) selected clients in each iteration, it proceeds in the following steps: (1) after the back propagation, quantize the global weights \( W_i^{(g)} \) from 32-bit to 16-bit on client \( i \); (2) upload the quantized \( W_i^{(g)} \) to the server for aggregation; (3) the server aggregate quantized weights in 16-bit according to a certain rule (it could be FedAvg, FedProx...).
or FedOpt, etc); (4) selected clients download the updated \( W^g \) and inversely quantize \( W^g \) from 16-bit to 32-bit. The whole FedSplitBERT algorithm with quantization is illustrated as Algorithm 1.

IV. EXPERIMENTS

Here we conduct experiments to verify the effectiveness of FedSplitBERT on text classification over extensive public datasets. We aim to demonstrate that our methods can (1) fine-tune BERT over multiple clients with heterogeneous data and produce better performance than baseline methods like FedAvg, FedProx and FedAdam, and (2) reduce the communication cost during fine-tuning in terms of uploading and downloading size.

A. Baseline Methods & Datasets

The baseline methods included in this paper are: FedAvg, FedProx and FedAdam [17]. We evaluate all methods on General Language Understanding Evaluation (GLUE) benchmark [33], a collection of 9 sentence-level language understanding tasks:

- Two sentence-level classification tasks including Corpus of Linguistic Acceptability (CoLA) [34], and Stanford Sentiment Treebank (SST-2) [35].
- Three sentence-pair similarity tasks including Microsoft Research Paraphrase Corpus (MRPC) [36], Semantic Textual Similarity Benchmark (STSB) [37], and Quora Question Pairs (QQP).
- Four natural language inference (NLI) tasks including Multi NLI (MNLI) [5], Question NLI (QNLI) [38], Recognizing Textual Entailment (RTE) [39], [40], and Winograd NLI (WNLI) [41].

The performance of our FedSplitBERT framework in comparison with baseline methods are evaluated under the non-IID settings, which indicates that data over different clients have distinct label distributions.

Prior to running experiments, we create synthetic client data from the GLUE benchmark. Throughout our experiments, every client has approximately the same number of data, i.e., \(|D|/K\), where \(|D|\) is the total sample size and \(K\) is the client number. We manually construct synthetic data for \(K\) clients to vary the distribution of data labels across each client. To achieve this goal, we simulate synthetic data for all clients according to a distribution scheme specific to each dataset. Table 1 displays the data distribution schemes of 9 datasets for 3 clients. In this experiment, 8 of 9 datasets are classification tasks, except STSB, which is a regression task. Therefore, in Table 1 we present average scores for three clients for the STSB dataset. Specifically, for STSB we sorted the samples by their scores, then split the whole dataset to \(K\) parts in order, each part has \(|D|/K\) examples. So client 1, 2 and 3 have different distribution of scores, which ranges in 0.0-2.0, 2.0-3.6 and 3.6-5.0, respectively. For other datasets, we randomly sample data without replacement according to the given label probabilities in this table for each client.

For the experiments with 10 clients, we construct synthetic data for each client in a similar manner by varying the percentage of positive labels from approximately 90% to 0% with a step-size of 10%. Table II shows the data construction details of experiment with 10 clients. Due to the task MRPC has relatively small number of data samples and imbalance positive and negative label distribution, its synthetic non-iid dataset cannot strictly follow the step-size of 10%, we set different distribution for each client.

\begin{table}[h]
\centering
\small
\begin{tabular}{lccc}
\hline
Dataset & QQP, SST-2, QNLI & MRPC \\
\hline
Client1 & 90%/10% & 92%/8% \\
Client2 & 80%/20% & 86%/14% \\
Client3 & 70%/30% & 71%/29% \\
Client4 & 60%/40% & 66%/34% \\
Client5 & 50%/50% & 50%/50% \\
Client6 & 40%/60% & 44%/56% \\
Client7 & 30%/70% & 35%/65% \\
Client8 & 20%/80% & 28%/72% \\
Client9 & 10%/90% & 12%/88% \\
Client10 & 2%/98% & 51%/48% \\
\hline
\end{tabular}
\caption{The label distributions for each client used to construct non-iid datasets for 10 clients on MRPC, SST-2, QQP and QNLI tasks.}
\end{table}

B. Experimental Settings

Test Set & Implementation

Since we need the true labels to construct synthetic client data, we merge the training and development sets of GLUE benchmarks as the whole datasets, and on each client we split the dataset by 80% and 20% for training and test sets. When performing FL experiments, training data at all clients are used to train the model and our FedSplitBERT methods are evaluated on the local test sets of clients. We cannot utilize the original test sets in GLUE data as it is impossible to construct heterogeneous test data consistent to the training data without label.

For each dataset, we employ five different federated methods: FedAvg, FedProx, FedAdam, and FedSplitBERT with/without quantization, and compare their results. We used the pre-trained model 'bert-base-uncased' (Layers=12, Hidden size=768, Self-Attention Heads=12) in our research. Then, we quantized 32-bit weights to 16-bit and reverted back with...
basic Pytorch Tensor data structure operations [42]. All our experiments were conducted on NVIDIA Tesla V100.

Hyperparameters & Evaluation Metrics For each task, the local learning rate \( \eta \) takes a value in the set \{2e-5, 3e-5, 4e-5, 5e-5\}, and the local fine-tuning epochs ranging from 3 to 9, the batch size of local training is chosen from \{8, 16, 32\}, with the input padding length fixed at 128. We used the hyper-parameters of FedAdam from [17]. We conducted the experiments under 3 and 10 clients federated setting and tuned the hyper-parameter \( \lambda \) for FedProx, critical layers \( c \) for FedSplitBERT. At each iteration, all clients are participated for model aggregation in our experiments.

We report the average Matthew’s corr for CoLA, average Pearson for STSB, both average F1 score and average Accuracy for RTE and MRPC, and average Accuracy for the rest of datasets. For FedSplitBERT, we evaluate the accuracy under the local test setting, following the method in [20].

C. Results and Analysis

a) Heterogeneity: Table III and V depict the performance of various FL methods under non-IID settings over 3 and 10 clients, respectively. In 10-client setting, we test the baseline methods (FedAvg, FedAdam, and FedProx) and FedSplitBERT on 4 datasets as it is very resource demanding for training up to 10 BERT models at the same time. Here, the baseline methods train one shared BERT model for all clients. By contrast, we implement FedSplitBERT by setting the critical layer \( c \) at 5 values: 0, 4, 6, 8, 10. When \( c = 0 \), it means that there is no shared global model among clients, and each client trains its own BERT model with its local isolated data. Due to the overfitting on local data and learning from less data than global model, FedSplitBERT (\( c = 0 \)) performs the worst among FedSplitBERT methods, and some times even worse than FedAvg.

| Dataset | MRPC | COLA | SST-2 | QQP | MNLI-(m/mm) | RTE | QNLI | WNLI | STSB | Average |
|---------|------|------|-------|-----|------------|-----|------|------|------|---------|
|         | F1/Acc | Mcc | Acc | Acc | Acc | F1/Acc | Acc | Acc | Acc | Pear. corr |
| FedAvg  | 76.65/83.96 | 48.81 | 90.77 | 88.61 | 78.00/76.66 | 61.68 | 87.02 | 54.43 | 64.36 | 72.25  |
| FedProx | 76.67/82.31 | 46.45 | 89.92 | 88.12 | 79.89/77.14 | 57.03 | 68.83 | 52.23 | 69.71 | 72.87  |
| FedAdam | 76.99/85.41 | 45.29 | 89.50 | 90.12 | 80.00/80.66 | 60.28 | 72.14 | 88.36 | 65.29 | 70.72  |
| FedSplitBERT | 79.97/86.15 | 51.17 | 90.12 | 93.78 | 90.54 | 62.78 | 73.11 | 86.83 | 71.15 | 77.94  |
| FedSplitBERT+qat | 77.75/86.27 | 49.23 | 90.29 | 91.04 | 90.49 | 80.32 | 78.20 | 59.68 | 67.49 | 71.94  |

Our FedSplitBERT and FedSplitBERT+qat (\( c = 6 \)) outperform baseline methods (FedAvg, FedProx and FedAdam) significantly on all datasets, by an average score improvement of nearly 4% and at least 1% on single task. Also, Table IV reports the performance of FedSplitBERT under different choices of critical layer \( c \) (6 values). The study [32] shows that BERT captures phrase-level information in the lower layers, syntactic information in the middle layers, semantic information at the top layers. Our experiments show that when layer \( c \) ranges from 6 to 8, FedSplitBERT has better performance than \( c < 6 \) and \( c = 12 \) on the linguistic related classification task (CoLA) and sentence similarity tasks, such as MRPC, STSB and QQP. For nature language inference tasks, MNLI, QNLI, WNLI and RTE, a higher \( c \) yields better
performance. These results imply a finding that our global encoders for BERT model can learn the general features, which is important for these tasks, while deeper layers corresponding to the local model in FedSplitBERT learn high-level feature representations and semantic information. The layer $c$ can be be selected according to the type of task. Our FedSplitBERT model with $c = 6, 8, 10$ can both utilize more data to learn general features and keep the ability to capture local characteristics (Fig. 5). Therefore, a general suggestion for selecting the critical layer $c$ is to try 6, 8 and 10. The value of $c$ balances the model capacity and communication cost, so different datasets require different values of $c$. FedAvg, FedProx and FedAdam have critical layer $c = 12$, so they fail to capture data heterogeneity. Under this setting, one global BERT model cannot depict the data features and heterogeneous distribution of different clients. On the other hand, when $c = 0$, the FedSplitBERT is equivalent to isolate training, with all the layers locally updated. In this case, the model only learns from client’s local data, leading to overfitting. Our FedSplitBERT with appropriate choice of critical layer addresses these two problems and achieves better performance as well as faster convergence.

In addition, we report the fine-tuning results of our approach over 16-bit quantization (FedSplitBERT+qat). It achieves a similar performance with FedSplitBERT ($c = 6$) with a very low communication cost. FedSplitBERT+qat performs the best on MRPC and QNLI datasets under the 10 clients setting and STSB under the 3 clients setting, which may be due to the decreased over-fitting by truncating the weights.

b) Communication Complexity: Communication cost is an important metric for federated learning. Two factors concur in reducing communication complexity: the rate of convergence at a target accuracy, which determines the number of rounds, and the amount of model parameters transferred at each round. We show in Fig. 3 and 4 the convergence analysis of the training loss and test accuracy over the number of rounds communications for the non-IID setting across 6 datasets: RTE, MRPC, STSB, WNLI, QNLI and COLA. Our
methods converge more quickly than the FedAvg and FedProx, achieving a higher accuracy and lower training loss across all datasets.

![Graphs showing convergence](image)

**Fig. 6.** Communication cost in MBits when baseline methods and FedSplitBERT attain a particular accuracy on four datasets (non-iid): RTE(64%), MRPC(84%), WNLI(47%) and QNLI(90%). Client number $K=3$.

**TABLE VI**

| Method         | Para. size (GB) | Comm. Cost (MBits) | Comm. gain |
|----------------|-----------------|--------------------|------------|
| FedAvg/FedProx | 1.03            | 6.18               | 1×         |
| FedAdam        | 1.7             | 3.4                | 1.8×       |
| FedSplitBERT   | 0.51            | 1.02               | 6.1×       |
| FedSplitBERT+qat| 0.26            | 0.52               | 11.9×      |

We demonstrate the necessary size of uploading and downloading parameters of the baseline methods and our proposed framework at each round over 3 clients and critical layer $c=6$. The communication cost to attain the same performance(84% accuracy) for these methods on MRPC dataset are reported in Table VI. The minimum transferred parameter size of FedSplitBERT is 0.26 GB with quantization, 4 times lower than FedAvg and FedProx, 6 times lower than FedAdam. Furthermore, since FedSplitBERT has a faster convergence rate than fully generic model on heterogeneous data, the communication complexity decreases along with the number of parameter-transferring rounds.

Fig.6 displays the communication cost in terms of uploading size in MBits when all methods achieving a particular level of test accuracy on four datasets. This figure shows the trend of faster convergence of FedSplitBERT than FedAvg, FedProx, and FedAdam on 4 different datasets. On RTE tasks, the dotted blue line shows that our FedSplitBERT without quantization converges within only 3 communication rounds which costs nearly 1000 MBits to exceed the 64% accuracy, while baseline methods need at least 5000 MBits communication overhead. On MRPC and WNLI tasks, FedSplitBERT also attains the performance threshold with less than 1 GB communication cost. However, baseline methods need at least 2× communication cost to achieve the same performance. With quantization the global layers, our methods obtain 11.9× communication gain, when achieve the comparable performance to FedAvg (non-IID).

V. Conclusion and Discussion

In this paper, we propose a framework, FedSplitBERT, to address the heterogeneous data in federated BERT fine-tuning. We evaluate our methods on the GLUE benchmarks and we find that our methods exceed FedAvg, FedProx and FedAdam by a significant margin for heterogeneous clients. Through ablation studies, we find that the critical layer $c$ for FedSplitBERT can be tuned according to the type of the downstream task. Due to the huge size of BERT model, we also investigate quantization to further reduce the communication cost, which could reduce the communication cost by 11.9×. Our method is easy-to-implement, and very effective to heterogeneous data. Our framework is also compatible to many existing and incoming FL aggregation algorithms, like FedYogi, etc. In the future, we can study more NLP tasks with BERT in federated setting, like named entity recognition, etc. Another important problem is how to reduce the communication cost due to the increasing size of NLP models. We have studied the quantization method in this paper, and many other efficient weight compression methods can be employed.
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