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Abstract

From the original theoretically well-defined spectral graph convolution to the subsequent spatial based message-passing model, spatial locality (in vertex domain) acts as a fundamental principle of most graph neural networks (GNNs). In the spectral graph convolution, the filter is approximated by polynomials, where a $k$-order polynomial covers $k$-hop neighbors. In the message-passing, various definitions of neighbors used in aggregations are actually an extensive exploration of the spatial locality information. For learning node representations, the topological distance seems necessary since it characterizes the basic relations between nodes. However, for learning representations of the entire graphs, is it still necessary to hold? In this work, we show that such a principle is not necessary, it hinders most existing GNNs from efficiently encoding graph structures. By removing it, as well as the limitation of polynomial filters, the resulting new architecture significantly boosts performance on learning graph representations. We also study the effects of graph spectrum on signals and interpret various existing improvements as different spectrum smoothing techniques. It serves as a spatial understanding that quantitatively measures the effects of the spectrum to input signals in comparison to the well-known spectral understanding as high/low-pass filters. More importantly, it sheds the light on developing powerful graph representation models.

1 Introduction

The spatial localization (in vertex domain) rule can be traced back to the initial stage of graph neural network development, where researchers proposed to use the polynomial of (normalized) Laplacian to approximate desired filters to avoid eigendecomposition as well as the non-scalable problem (the amount of parameter of filters equals to the size of graphs) [24, 35, 63, 37, 85, 72, 14, 25, 34]. The locality is a side-effect of polynomials as the $k$-order polynomial covers the spatial $k$-hop substructure. It meets our empirical understanding of node-level prediction tasks since the topological distance provides the basic interaction information among nodes. Therefore, the locality is also considered as the evidence accounting for the effectiveness of polynomial filters and servers as the basic rule for almost all spectral methods [18, 42, 74]. Recently, [17] unifies various graph matrices used by GNNs, i.e. (normalized) Laplacian, adjacency matrix, etc, into Graph Shift Operators (GSOs) [60, 68, 21] and explores more effective GSO for GNNs. But GSO is also localized as the entry of the GSO matrix corresponding to the disconnected node pair is always fixed to 0. In addition to spectral graph convolution, the spatial locality rule further affects the subsequent spatial-based message-passing/neighborhood-aggregation models [22].

In message-passing, although there is no exact definition of the filter as that in spectral graph convolution, the rule of locality is preserved in aggregations, as most of them follow the pattern of the $k$-th layer covering $k$-hop local substructures [23, 75, 66, 16, 78]. A later layer in the deep model corresponds to a larger receptive field that can model long-range dependencies. In this perspective, GNN operation can be viewed as an extension of convolution neural networks (CNNs) [41, 26, 28] on non-Euclidean data. Analogously, there is extensive work leveraging the
power of deep GNNs to better capture long-range dependencies as well as complex structural patterns [76, 43, 49, 59, 31, 86, 87]. However, despite the common problems of deep neural networks such as exploding/vanishing gradients, deep GNNs further suffer from oversmoothing problem [44, 57]. Meanwhile, the existing convergence analysis with respect to the depth [45, 86] is under the restricted condition, i.e. connected, normalized, and the convergence results correspond to theoretical infinity depth, making them not well suitable for practical scenarios.

Complementary to developing deep architectures, some work proposed to explore neighbors beyond 1-hop in aggregations to model long-range dependencies, which can be viewed as a relaxation of the locality. Most of them are under the messaging-passing/neighborhood aggregation framework, where they empower the aggregation operation to better maintain the graph structural information by defining more complicated neighbors. For example, MixHop [1], DCNN [3] and Geom-GCN [58] aggregate neighbors at various distances to capture mixing relationships. k-GNN [59] uses high-order neighbors in aggregations to make it comparable to high-order Weisfeiler-Lehman graph isomorphism test [70] in distinguishing complex structures. Virtual node [22] adds a fully connected node to ensure that any node has connections with all others with at most distance 2. Graphormer [79] applies a fully connected structure and uses the shortest path distance matrix to characterize the graph structure. Interestingly, although there is no strict constraint of 1-hop neighbors, the definition of neighbors is always inspired by spatial information, which serves as the guidance to implementing various aggregations, including the popular Transformer architectures [65, 11, 30, 19, 82]. In summary, the spatial locality is an implicit property of filters in the spectral graph convolution, while in spatial methods, it explicitly guides the design of aggregations (from the vanilla 1-hop neighbors to various spatial neighbors in vertex domain).

For learning graph representations, an important research direction is expressiveness which measures the ability to encode complex structures [13, 47, 46, 6, 5]. The spatial-based methods, i.e. messaging-passing model is more popular than spectral-based methods since we can improve expressiveness by designing more sophisticated aggregations following the theory of Weisfeiler-Lehman graph isomorphism test [50, 75, 68, 61]. However, we found that the weak performance of spectral methods on learning graph representations is not caused by the weak expressiveness, and the explicit spatial information in the spatial methods is not necessary either. In contrast, that the spatial locality rule restricts to explore more powerful spectral filter is the reason for weak performance of spectral methods on learning graph representations. The localized polynomial basis requires sophisticated coefficients to maintain spectrum properties, making it ineffective to learn from scratch. Most existing spectral methods either apply the specially designed coefficients corresponding to high/low pass filters or learn the coefficients in the quite restricted case. By removing the locality constraint, we explore powerful filters with more flexibilities to better handle graph signals. As a result, the resulting model with no explicit spatial information involved can outperform existing messaging-passing models on learning graph representations. Our main contributions are:

1. We propose non-spatial graph convolution for graph-level representation learning. It breaks the spatial locality rule, and leverages the power of both spectral (more expressive graph filter) and spatial (more expressive aggregation operation) methods.

2. We quantify the effects of graph spectrum on input signals. It generalizes the oversmoothing analysis and is served as concrete evidence of the effectiveness of various spectrum smoothing operations as well as multi-head attention mechanisms and multi-aggregator methods. It further motivates the idea of channel-wise graph convolution to address the correlation issue.

3. We conduct extensive experiments to evaluate the necessity of the spatial locality as well as the effects of a more expressive filter for graph-level representation learning. We also compare our model with competitive baselines, showing its significant improvements.

## 2 Preliminaries

Let \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) be an undirected graph with node set \( \mathcal{V} \) and edge set \( \mathcal{E} \). We denote \( N = |\mathcal{V}| \) the number of nodes, \( A \in \mathbb{A}^{N \times N} \) the adjacency matrix and \( H \in \mathbb{R}^{N \times d} \) the node feature matrix where \( d \) is feature dimensionality. \( h \in \mathbb{R}^N \) is a graph signal that corresponds to one dimension of \( H \).

**Spectral Graph Convolution** [24, 18]. The definition of spectral graph convolution relies on Fourier transform on the graph domain. For a signal \( h \) and graph Laplacian \( L = U \Lambda U^T \), we have Fourier
transform $\hat{x} = U^T x$, with inverse transform $x = U \hat{x}$. Then, the graph convolution of a signal $h$ with a filter $g_\theta$ is

$$g_\theta * h = U \left((U^T g_\theta) \odot (U^T h)\right) = U \hat{G}_\theta U^T h,$$

where $\hat{G}_\theta$ denotes a diagonal matrix in which the diagonal corresponds to spectral filter coefficients. To avoid eigendecomposition and ensure scalability, $\hat{G}_\theta$ is approximated by a truncated expansion in terms of Chebyshev polynomials $T_k(\tilde{\Lambda})$ up to the $k$-th order \cite{Defferrard2016}, which is also the polynomials of $\Lambda$,

$$\hat{G}_\theta(\Lambda) \approx \sum_{i=0}^{k} \theta_i T_i(\tilde{\Lambda}) = \sum_{i=0}^{k} \theta_i \Lambda^i,$$

where $\tilde{\Lambda} = \frac{2}{\Lambda_{\text{max}}} \Lambda - I_N$. Now the convolution in Eq. 1 is

$$U \hat{G}_\theta U^T h \approx U \left( \sum_{i=0}^{k} \theta_i \Lambda^i \right) U^T h = \sum_{i=0}^{k} \theta_i L^i h.$$  

(3)

Note that this expression is $k$-localized since it is a $k$-order polynomial in the Laplacian, i.e., it depends only on nodes that are at most $k$ steps away from the central node ($k$-hop neighbor).

**Graph Convolutional Network (GCN)** \cite{Kipf2017}. GCN is derived from 1-order Chebyshev polynomials with several approximations. They further introduce the renormalization trick $I_N + D^{-\frac{1}{2}} AD^{-\frac{1}{2}} \rightarrow \hat{D}^{-\frac{1}{2}} \hat{A} \hat{D}^{-\frac{1}{2}}$, with $\hat{A} = A + I_N$, $\hat{D}_{ii} = \sum_j \hat{A}_{ij}$. Also, GCN can be generalized to multiple input channels and a layer-wise model:

$$H^{(l+1)} = \sigma \left( \hat{D}^{-\frac{1}{2}} \hat{A} \hat{D}^{-\frac{1}{2}} H^{(l)} W^{(l)} \right),$$  

(4)

where $W$ is learnable matrix and $\sigma$ is nonlinear function.

**Graph Diffusion Convolution (GDC)** \cite{Ying2018}. A generalized graph diffusion is given by the diffusion matrix:

$$H = \sum_{k=0}^{\infty} \theta_k T^k,$$

(5)

with the weight coefficients $\theta_k$ and the generalized transition matrix $T$. $T$ can be $T_{rw} = AD^{-1}$, $T_{sym} = D^{-\frac{1}{2}} AD^{-\frac{1}{2}}$ or others as long as they are convergent. GDC can be viewed as a generalization of the original definition of spectral graph convolution, which also applies polynomial filters but not necessarily the Laplacian.

3 Non-spatial Graph Convolution

3.1 Spectral Transformation

Many improvements on GNNs correspond to a specific polynomial transformation where the resulting matrix shares the eigenspace with the original graph matrix, e.g., residual connection, initial residual connection \cite{Huang2019}, Personalized PageRank (PPR) \cite{Kou2009}, etc. Here, we discuss the properties of applying transformations on graph matrices in a more generalized perspective beyond polynomials, including the uniqueness with respect to the original graph and the relations to graph isomorphism. For a matrix $S$, we use $E_{(S, \lambda)}$ to denote the eigenspace of $S$ associated with $\lambda$ such that $E_{(S, \lambda)} = \{v : (S - \lambda I)v = 0\}$.

**Proposition 1.** Given a symmetric matrix $S \in \mathbb{R}^{n \times n}$ with $S = P \Lambda P^T$ where $\Lambda = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_n)$, and $P$ can be any eigenbasis of $S$, let $\tilde{S} = P \phi(\Lambda) P^T$, where $\phi(\cdot)$ is an entry-wise function applied on $\Lambda$. Then we have

(i) $E_{(S, \lambda_i)} \equiv E_{(\tilde{S}, \phi(\lambda_i))}, \forall i \in [n]$;

(ii) Meanwhile, if $\phi(\cdot)$ is injective, $E_{(S, \lambda_i)} = E_{(\tilde{S}, \phi(\lambda_i))}$ and $\mathcal{F}_{\phi}(S) = P \phi(\Lambda) P^T$ is injective.

We prove Proposition 1 in Appendix A. Proposition 1 shows that the eigenspace of $\tilde{S}$ involves the eigenspace of $S$. Therefore, $\tilde{S}$ is invariant to the choice of eigenbasis, i.e., $\tilde{S} = P \phi(\Lambda) P^T = P' \phi(\Lambda) P'^T$ for any eigenbases $P$ and $P'$ of $S$. Hence, $\tilde{S}$ is unique to $S$ for a given $\phi(\cdot)$. Consistently,
we denote the mapping $F_\phi(S) = F_\phi(P\Lambda P^T) = P\phi(\Lambda)P^T$. We can implement the transformation $F_\phi(\cdot)$ with different $\phi(\cdot)$ to generate a series of matrix representations for a given graph. The injectivity of $F_\phi(\cdot)$ serves as a guarantee that the transformation results are distinguishable for different graphs as long as $\phi(\cdot)$ is injective.

General graph neural networks follow the basic principle that the learned representation is invariant to graph isomorphism which is also known as permutation invariance \[81\][52]. For any two graphs $G_1$ and $G_2$ with matrix representation $S_1$ and $S_2$ (e.g., adjacency matrix, Laplacian matrix, etc.), $G_1$ and $G_2$ are isomorphic if and only if there exists a permutation matrix $M$ such that $MS_1M^T = S_2$. We denote $I(S) = MSM^T$ and $f_{\text{GNN}}(S)$ the learned graph representation by a specific GNN model. Then $f_{\text{GNN}}(I(S)) = f_{\text{GNN}}(S)$.

**Claim 1.** $F_\phi(\cdot)$ is equivariant to graph isomorphism, i.e. $F_\phi(I(S)) = I(F_\phi(S))$.

**Proof.**

\[
F_\phi(I(S)) = F_\phi(MSM^T) = F_\phi(M(P\Lambda P^T)M^T) \\
= F_\phi((MP)\Lambda(MP)^T) = (MP)\phi(\Lambda)(MP)^T \\
= M(P\phi(\Lambda)P^T)M^T = I(F_\phi(S))
\]

As a result, $f_{\text{GNN}}(F_\phi(I(S))) = f_{\text{GNN}}(I(F_\phi(S))) = f_{\text{GNN}}(F_\phi(S))$. The permutation invariance is held by the transformation $F_\phi(\cdot)$.

$F_\phi(\cdot)$ unifies many existing transformations such as residual connection, i.e. $\phi(\lambda) = (1 - \alpha)\lambda + \alpha$, or PPR, i.e. $\phi^{(k+1)}(\lambda) = (1 - \alpha)\lambda^{(k)}(\lambda) + \alpha$. It also indicates a new direction of exploring $F_\phi(\cdot)$ beyond polynomials. The polynomial transformations in spectral methods are used to address the concern of eigendecomposition on large-scale graphs, while graphs in real-world graph-level predictions are much smaller than that in node-level predictions, making it viable to leverage sophisticated transformations to achieve improvements. For example, $k$-GNN \[50\] computes high-order neighbors introduced in Weisfeiler- Lehman graph isomorphism test to empower aggregations. Graphormer \[79\] computes the shortest path distance (SPD) matrix for each graph with $O(n^3)$ complexity to adapt to their fully connected Transformer architecture. DGN \[4\] adopts eigendecomposition to compute the first $k$ eigenvectors.

For most messaging-passing models, the aggregation operations are fully based on the understanding of the spatial information. In contrast, by applying the transformation $F_\phi(\cdot)$, we generate various matrix representations for a given graph without explicitly involving the spatial information, e.g., the degree of nodes, the distance of neighbors, etc. Proposition 1(ii) provides the theoretical support that we can conduct the learning process on the resulting matrix without information loss. In the following sections, we will explore more powerful graph convolution for learning graph representations leveraging the power of more sophisticated $F_\phi(\cdot)$.

### 3.2 Non-spatial Basis: $S^*$

Since graph signals are discrete, we reformulate the polynomial filter in Eq. 2 in the discrete case. We denote $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n)^T \in \mathbb{R}^n$ and $\theta = (\theta_1, \theta_2, \ldots, \theta_k)^T \in \mathbb{R}^k$. $g_\theta$ is a collection of all filter coefficients, i.e., $\text{diag}(g_\theta) = \hat{G}_\theta(\Lambda)$. Then,

\[
g_\theta = \sum_{i=0}^{k} \theta_i \lambda^i = (\lambda^1, \lambda^2, \ldots, \lambda^k) \times \theta = V \times \theta, \quad (6)
\]

where $V \in \mathbb{R}^{n \times k}$ and $n$ is the number of nodes. If $\lambda_i \neq \lambda_j$ for any $i \neq j$, i.e., the algebraic multiplicity of all eigenvalues is 1, $V$ is a Vandermonde matrix with $\text{Rank}(V) = \min(n, k)$. Hence, a larger $k$ helps to better approximate the desired filter. When $k = n$, $V$ is a full-rank matrix and $g_\theta$ is able to represent any desired filter with proper assignments of $\theta$. Note that $n$ is much smaller in real-world graph-level tasks than that in node-level tasks, making $k = n$ more tractable.

To achieve more expressive filters, i.e. leverage the power of more basis, we define the transformation on the symmetric matrix $S$ based on the understanding in Section 3.1

\[
S^* = F_\phi(S) = P|\Lambda|^tP^T, \quad (7)
\]
where $\epsilon \in (0, 1)$. For each $|\lambda| \in \Lambda$, $|\lambda|^\epsilon = e^{\epsilon \ln |\lambda|}$. $S$ is a graph-related matrix such as Laplacian or adjacency matrix with no requirement on the bound of spectrum. Then, we replace the polynomial basis $L$ in Eq. 3 with $S^\epsilon$. The resulting graph filter becomes $G_\theta(|\lambda|^\epsilon) = \sum_{i=0}^k \theta_i |\lambda|^\epsilon i$. Correspondingly, the graph convolution of signal $\tilde{h}$ with the filter is

$$P \tilde{G}_\theta(|\lambda|^\epsilon) P^T \tilde{h} = P \sum_{i=0}^k \theta_i |\lambda|^\epsilon i P^T \tilde{h} = \sum_{i=0}^k \theta_i S^\epsilon i \tilde{h}. \quad (8)$$

Eq. 8 can leverage the power of more bases to approximate a more sophisticated filter while alleviating numerical instabilities by controlling $\epsilon \cdot k$ in a small range. Therefore, $S^\epsilon$ can be considered as a basis-augmentation technique as in Fig. 1, which does not have to require $S$ to be convergent. In contrast, general spectral methods require a bounded spectrum to ensure that $\lambda^k$ is convergent with respect to $k$, which is achieved by the (symmetry) normalization on $A$, i.e. $\bar{D}^{-\frac{1}{2}} \bar{A} \bar{D}^{-\frac{1}{2}}$, $\bar{D}^{-1} \bar{A}$ to guarantee its spectrum is bounded by $[-1, 1]$ or on $L$, i.e. $I - \bar{D}^{-\frac{1}{2}} \bar{A} \bar{D}^{-\frac{1}{2}}$ to ensure the boundary $[0, 2]$ and then rescale it to $[0, 1]$ to guarantee its spectrum is bounded by $[-1, 1]$ or on $L$, i.e. $I - \bar{D}^{-\frac{1}{2}} \bar{A} \bar{D}^{-\frac{1}{2}}$ to ensure the boundary $[0, 2]$ and then rescale it to $[0, 1]$ to ensure the boundary $[0, 2]$ and then rescale it to $[0, 1]$ to ensure the boundary $[0, 2]$ and then rescale it to $[0, 1]$ to ensure the boundary $[0, 2]$ and then rescale it to $[0, 1]$ to ensure the boundary $[0, 2]$ and then rescale it to $[0, 1]$. Although there is no concern of numerical instabilities of these methods when involving more basis, $\lambda^k$, especially for a small $\lambda$, inclines to 0 for a larger $k$. Also, for $S$ with unsmooth spectrum, a larger $k$ results in $S^k$ an ill-conditioned matrix which will be discussed in Section 3.3. All these problems make the higher-order basis ineffective in the practical limited precision condition. Meanwhile, from the spatial perspective, the requirements of normalizations among neighbors may lead to a restriction to explore more expressive aggregation/propagation schemes.

Also, general spectral methods follow the spatial locality rule, where a $k$-order polynomials always corresponds to spatial $k$-hop neighbors. A spatial $(k + 1)$-hop distance dependency within a graph would not be covered. Therefore, they require a larger $k$ or are combined with a multi-layer architecture to detect the possible long-range dependency. Interestingly, for $S^\epsilon$, there is no explicit spatial information as shown in Fig. 2. The choice of $k$ only relates to the expressiveness of the filter with no concern of the spatial receptive field.

We call the graph convolution in Eq. 7 non-spatial graph convolution. It decouples the spatial locality property from the filter, as a result, allowing to explore more powerful filter. However, also indicates the concern of overfitting occurred in more expressive filters in node-level learning tasks. They alleviate it by applying the simplest 1-order Chebyshev polynomials (an affine approximation). In experiments, we will investigate whether more expressive filters exacerbate overfitting for learning graph representations as well as the necessity of spatial locality.
3.3 Spectral Analysis of $S^\epsilon$

We have shown how we explore more powerful filter $S^\epsilon$ without the restriction of the spatial locality rule. Another benefit of selecting $S^\epsilon$ is that it better maintains the spectrum properties: when using $S^\epsilon$ as basis as in Eq. 8, it inherently results in a smoother spectrum compared with $S$.

The spectrum of the underlying graph matrix plays a crucial role in the spectral graph convolution. Various improvements on GNNs can be unified into the spectrum smoothing/shrinking operations \cite{12, 38}, some of which relate it to low pass filters \cite{71, 56, 36, 37} and some others relate it to the alleviation of the oversmoothing problem \cite{44, 57, 76, 45, 86}. In most of these methods, the spectrum properties are preserved by the polynomial coefficients. Although theoretically we can set $k = n$ and then obtain any desired filter $q_0$ by learning proper $\theta$ according to Eq. 6, in reality, it is less likely to learn $\theta$ in a complete free manner \cite{37, 27}. The polynomials with specially designed coefficients to explicitly modify spectrum, i.e. Personalized PageRank (PPR), heat kernel \cite{37}, etc or with the coefficients learned under the constrained condition, i.e. Chebyshev \cite{18}, Cayley \cite{42}, Bernstein \cite{27} polynomial, etc acts as the practical applicable filters. This is probably because the polynomial filter relies on sophisticated coefficients to maintain spectrum properties, which are less likely to be learned from scratch. However, by replacing the general basis, i.e. (normalized) adjacency/Laplacian matrix with $S^\epsilon$, $S^\epsilon$ inherently possesses a smoother spectrum compared with $S$, which relaxes the requirement on the coefficients in the perspective of maintaining the spectrum smoothness. Also, compared with $S^k$, $S^\epsilon$ is less likely to result in an ill-conditioned matrix when applying a larger $k$.

In addition to the existing spectral analysis, i.e. high/low-pass filters \cite{71, 56, 36, 37} (the signal processing perspective), oversmoothing phenomenon \cite{44, 57, 76, 45, 86} (the convergence perspective), etc, we study the effects of graph spectrum on the correlation among signals, which serves as a generalization of existing convergence analysis as well as the theoretical motivation to generalize the non-spatial graph convolution to the multi-channel scenario that will be discussed in Section 3.4. We denote $S = U \left( \sum_{i=0}^{k} \theta_i A^i \right) U^T$ in Eq. 8 for simplicity. Then $S = S^\epsilon$ and the convolution on $h$ is $Sh$. The cosine distance between $Sh$ and the $i$-th eigenvector $p_i$ of $S$ is

$$ \cos(\langle Sh, p_i \rangle) = \frac{h^T p_i \lambda_i}{\sqrt{\sum_{j=1}^{n} (h^T p_j)^2}} = \frac{\alpha_i \lambda_i}{\sqrt{\sum_{j=1}^{n} \alpha_j^2 \lambda_j^2}}. $$  \hspace{1cm} (9)

$\alpha_i = h^T p_i$ is the weight of $h$ on $p_i$, when representing $h$ with the group of orthonormal bases $p_i, i \in [n]$. Also, for any given two vectors $h$ and $h'$, we have

$$ \cos(\langle Sh, Sh' \rangle) = \frac{\sum_{i=1}^{n} \alpha_i \beta_i \lambda_i^2}{\sqrt{\sum_{i=1}^{n} \alpha_i^2 \lambda_i^2} \sqrt{\sum_{i=1}^{n} \beta_i^2 \lambda_i^2}}. $$  \hspace{1cm} (10)

where $\beta_i = h'^T p_i$. The detailed derivation of Eq. 9 and Eq. 10 are given in Appendix B.

Eq. 9 and Eq. 10 reveal that the cosine distance after convolution is only decided by the smoothness of $S$’s spectrum and the original direction of the signal. The graph signals tend to turn the direction to the eigenvectors corresponding to the larger eigenvalues and meanwhile, be orthogonal to the eigenvectors corresponding to the smaller eigenvalues, which means they will lose information in the direction of eigenvectors with eigenvalue 0. This problem is more critical in deep architectures:

**Proposition 2.** Assume $S \in \mathbb{R}^{n \times n}$ is a symmetric matrix with real-valued entries. $|\lambda_1| \geq |\lambda_2| \geq \ldots \geq |\lambda_n|$ are $n$ real eigenvalues, and $p_i \in \mathbb{R}^n, i \in [n]$ are corresponding eigenvectors. Then, for any given $h, h' \in \mathbb{R}^n$, we have

(i) $|\cos(\langle S^{k+1} h, p_1 \rangle)| \leq |\cos(\langle S^k h, p_1 \rangle)|$ and $|\cos(\langle S^{k+1} h, p_n \rangle)| \leq |\cos(\langle S^k h, p_n \rangle)|$ for $k = 0, 1, 2, \ldots, +\infty$;

(ii) If $|\lambda_1| > |\lambda_2|$, $\lim_{k \to +\infty} |\cos(\langle S^k h, p_1 \rangle)| = \lim_{k \to +\infty} |\cos(\langle S^k h, S^\epsilon h' \rangle)| = 1$, and the convergent speed is decided by $\frac{1}{|\lambda_2|}$.

We prove Proposition 2 in Appendix C. For general GNNs that generate the graph representations with the last hidden representations, a deeper architecture enlarges the receptive field but also violates the spectrum’s smoothness. As a result, the input signals would be more correlated to

\footnote{Here, nonlinearity is not involved in the propagation step. This meets the case of the decoupling structure where a multi-layer GNN is split into independent propagation and prediction steps \cite{45, 71, 36, 38, 84}.}
each other. Finally, \( \text{Rank}(\{h_1, h_2, \ldots, h_d\}) = 1 \), the information within signals would be washed out. Note that all the above analysis does not impose any constraint to the underlying graph such as connectivity. Also Proposition 2(i) further studies the monotonicity of convergence, which well differentiates it from existing convergence analysis.

**Comparisons with oversmoothing.** Our analysis generalizes the well-known oversmoothing phenomenon \([76, 45, 56]\). In our analysis, the convergence of the cosine distance among signals does not limit a graph to be connected or normalized that is required in the oversmoothing analysis analogical to the stationary distribution of the Markov chain, and even does not require a model to be necessarily deep: it is essentially caused by the bad distributions of eigenvalues, while the deep architecture exacerbates it. Interestingly, inspired by this perspective, the mentioned problem actually relates to the specific topologies since different topologies correspond to different spectrum. There exists topologies inherently possessing bad distributions of eigenvalues. They will suffer from the problem even with a shallow architecture. More importantly, Proposition 2(i) further takes the symmetry into consideration, showing that the convergence of cosine with respect to \( k \) is also monotonous. This provides more concrete evidence in the practical finite depth case that a deeper architecture could be more harmful than a shallow one, and can also be viewed as the explanation for why we can achieve improvements on the finite depth architectures to avoid problems occurring in the theoretical infinite case.

### 3.4 Multi-channel Generalizations

In Section 3.3, we study the effects of graph’s spectrum on the correlations among signals. It provides a new interpretability of the effectiveness of various spectrum shrinking operations as well as our proposed non-spatial basis. More interestingly, since the correlation problem occurs in the case of the shared filter, it naturally motivates us the strategy of each channel assigned an independent filter. Correspondingly, the convolution in Eq. 8 is generalized to multi-channel scenario as:

\[
\left( \sum_{i=0}^{k} \theta_{i,1} S^{e^{-i}} h_1, \sum_{i=0}^{k} \theta_{i,2} S^{e^{-i}} h_2, \ldots, \sum_{i=0}^{k} \theta_{i,d} S^{e^{-i}} h_d \right),
\]

where the node feature matrix \( H = (h_1, h_2, \ldots, h_d) \) and \( \theta \in \mathbb{R}^{k \times d} \). The entire architecture is given in Appendix D.

### 4 Related Work

**Spectrum smoothing techniques.** Various improvements on GNNs can be unified into the spectrum smoothing operations, some of which interpret it as low-pass filters \([63, 71, 56, 51, 88, 37]\), where low eigenvalues corresponding to large-scale structure in the graph (e.g. clusters \([54]\)) are amplified, while high eigenvalues corresponding to fine details but also noise are suppressed. In Section 3.3, we show a simple yet quantitative perspective different from existing analysis to accurately measure the effects of the graph spectrum on signals. It provides a new perspective to understand the effectiveness of various spectrum smoothness techniques: a smoother spectrum helps to alleviate the correlations among signals.

**Multi-head/aggregator.** From the original GAT \([66]\) to most recent various Transformer-based graph models \([2]\), multi-head attention works pretty well on graph tasks. Its effectiveness is mainly based on the understanding of the vanilla multi-head attention mechanism as that in various other tasks. Meanwhile, multi-aggregator methods \([16, 78]\) leverage the power of multiple aggregators to improve the discrimination of aggregations. Although multi-head and multi-aggregator are motivated by different insights and seem to have no connection with each other, according to Section 3.3 these methods all help to maintain the information among signals: each head/aggregator forms a propagation matrix \( S \) with its own spectrum. Multi-channel signals processed with different \( S \) are less likely to correlate to each other. Motivated by the understanding of the correlation problem, we directly assign each channel with an independent filter as Eq. 11 without additional subspace projection and concatenation operations as that in the multi-head attention or multi-aggregator methods.

---

\[^{7}\] propagation involving nonlinearity remains unexplored due to its high complexity, except for one case of ReLU as nonlinearity \([57]\). Most convergence analysis (such as over-smoothing) only study the simplified linear case \([12, 45, 71, 56, 86, 76, 49, 88, 37]\).
Learnable polynomial filters. ChebNet [18] approximates the filter with Chebyshev polynomials, and learns the coefficients of the Chebyshev basis via training. Similarly, BernNet [27] applies Bernstein polynomials with learnable coefficients of the Bernstein basis. GPR-GNN [15] directly learns the coefficients of a polynomial filter. Our method is orthogonal to all these existing methods that we propose non-spatial $S^\epsilon$ as the polynomial basis, which aims to improve spectral graph convolution on learning graph representations and can be easily integrated into others.

5 Experiments

We conduct experiments on TU [77, 33] and OGB [29] datasets which involve graph classification tasks and ZINC [20] which involves graph regression tasks. Then, we evaluate the effects of our proposed non-spatial basis and channel-independent graph convolution through elaborate ablation studies.

5.1 Results

Table 1: Results on TU dataset.

| dataset | NCI1 | NCI109 | ENZYMES | PTC_MR |
|---------|------|--------|----------|--------|
| GK [62] | 62.49±0.27 | 62.35±0.3 | 32.70±1.20 | 55.65±0.5 |
| RW [69] | NA | NA | 24.16±1.64 | 55.91±0.3 |
| PK [53] | 82.54±0.5 | NA | NA | 59.5±2.4 |
| FGSD [67] | 79.80 | 78.84 | NA | 62.8 |
| AWE [72] | NA | NA | 35.77±5.93 | NA |
| DGCNN [61] | 74.44±0.47 | NA | 51.0±7.29 | 58.59±2.5 |
| PSCN [55] | 74.44±0.5 | NA | NA | 62.29±5.7 |
| DCNN [13] | 56.61±1.04 | NA | NA | NA |
| ECC [84] | 76.82 | 75.03 | 45.67 | NA |
| DGK [77] | 80.31±0.46 | 80.32±0.3 | 53.43±0.91 | 60.08±2.6 |
| CapsGNN [73] | 78.35±1.55 | NA | 54.67±5.67 | NA |
| DiffPool [80] | NA | NA | 62.53 | NA |
| GIN [75] | 82.7±1.7 | NA | NA | 64.6±7.0 |
| k-GNN [50] | 76.2 | NA | NA | 60.9 |
| Non-spatial GN | 84.20±1.80 | 83.65±1.10 | 71.50±5.84 | 67.73±6.8 |

Settings. We use the default dataset splits for OGB and ZINC. For TU dataset, we follow the standard 10-fold cross-validation protocol and splits from [83] and report our results following the protocol described in [75, 80]. Following all baselines on the leaderboard of ZINC, we control the number of parameters around 500K. For non-spatial graph convolution, we set $\epsilon = \{0.3, 0.5\}$ and $k = \{6, 9\}$. Detailed hyperparameter settings are summarized in the supplementary file.

Results. Table 1, 2 and 3 summarize performance of Non-spatial GN comparing with baselines on TU, ZINC and MolPCBA datasets. For TU dataset, we report the results of each model in its original paper by default. When the results are not given in the original paper, we report the best testing results given in [83, 52, 73]. For ZINC and MolPCBA, we report the results of their public leaderboards and also involve recent proposed competitive models. TU involves small-scale datasets. NCI1 and NCI109 are around 4K graphs. ENZYMES and PTC_MR are under 1K graphs. General GNNs easily suffer from overfitting on these small-scale data, and therefore we can see that some traditional kernel-based methods even get better performance. However, non-spatial GN gets higher classification accuracies by a large margin on all these datasets. The results on TU show that although non-spatial GN achieves more expressive filters, it does not lead to overfitting on learning graph representations. Recently, Transformer-based models are quite popular in learning graph representations, and they significantly improve the results on large-scale molecular datasets. On ZINC, non-spatial GN outperforms these Transformer-based models by a large margin. And on MolPCBA, our non-spatial GN is also competitive compared with SOTA results. The Transformer-based methods leverage the power of multi-head attention mechanism. In non-spatial GN, it is implemented as the simple and straightforward channel-wise graph convolution based on the understanding of the correlation problem. The results show that this simplification does not result in any performance drop. Although our method and DGN [4] all require eigendecomposition in the preprocessing step, non-spatial GN significantly outperforms DGN on ZINC and MolPCBA.
Table 2: Results on ZINC.

| method               | #param. | test MAE  | method               | #param. | AP (%)   |
|----------------------|---------|-----------|----------------------|---------|----------|
| GIN [78]             | 509,549 | 0.526±0.051| GCN [35]            | 0.56M   | 20.20±0.24|
| GraphSage [23]       | 505,341 | 0.398±0.002| GIN [78]            | 1.92M   | 22.66±0.28|
| GAT [60]             | 531,345 | 0.384±0.007| GCN-VN [35]         | 2.02M   | 24.24±0.34|
| GCN [35]             | 505,079 | 0.367±0.011| GIN-VN [75]         | 3.37M   | 27.03±0.23|
| GatedGCN-PE [63]     | 505,011 | 0.214±0.006| GCN-VN+FLAG [38]    | 2.02M   | 24.83±0.37|
| MPNN (sum) [22]      | 480,805 | 0.145±0.007| GIN-VN+FLAG [38]    | 3.37M   | 28.34±0.38|
| PNA [16]             | 387,155 | 0.142±0.010| DeeperG-VN+FLAG [43]| 5.55M   | 28.42±0.43|
| DGN [4]              | -       | 0.168±0.003| PNA [16]            | 6.55M   | 28.38±0.35|
| GSN [7]              | 523,201 | 0.101±0.010| DGN [4]             | 6.73M   | 28.85±0.30|
| GT [19]              | 588,929 | 0.226±0.014| GINE-VN [10]        | 6.15M   | 29.17±0.15|
| SAN [39]             | 508,577 | 0.139±0.006| GINE-APNF [10]      | 6.15M   | 29.79±0.30|
| GraphormerFSLIM [79] | 489,321 | 0.122±0.006| PHC-GNN [40]        | 1.69M   | 29.47±0.26|

Non-spatial GN 500,961 0.0721±0.0028 Non-spatial GN 1.74M 29.25±0.32
Non-spatial GN 6.6M 0.0683±0.0039

5.2 Ablation Studies

We perform ablation studies on ZINC to investigate two components introduced in the non-spatial graph convolution: the non-spatial basis $S^\epsilon$ and the channel-wise filter (or the independent filter). All models are restricted to be 500K parameters like that in Table 2. We report the results of 5 runs with random seeds $\{0, 1, 2, 3, 4\}$.

Table 4: Properties of all tested bases.

|               | $\tilde{A}$ | $\tilde{D}^{-\frac{1}{2}}\tilde{A}\tilde{D}^{-\frac{1}{2}}$ | $\tilde{D}^{-1}\tilde{A}$ | $\tilde{A}^\epsilon$ |
|---------------|-------------|-------------------------------------------------|---------------------------|------------------------|
| Bounded spectrum | ✓           | ✓                                              | ✓                         | ✓                      |
| Spatial localized       | ✓           | ✓                                              | ✓                         | ✓                      |

We empirically evaluated $\tilde{A}$, $\tilde{D}^{-\frac{1}{2}}\tilde{A}\tilde{D}^{-\frac{1}{2}}$, $\tilde{D}^{-1}\tilde{A}$ and $\tilde{A}^\epsilon$ as polynomial basis with properties summarized in Table 4. $\tilde{D}^{-\frac{1}{2}}\tilde{A}\tilde{D}^{-\frac{1}{2}}$ and $\tilde{D}^{-1}\tilde{A}$ are normalized ones and have bounded spectrum which are extensively studied by various spectral methods. $\tilde{A}$ does not involve normalization among neighbors which is usually applied by message-passing models.

![Figure 3: Ablation study results on ZINC with different settings.](image)

Does more basis gain improvements? In Figure 3, we systematically evaluate the effects of basis on learning graph representations, including $\tilde{D}^{-\frac{1}{2}}\tilde{A}\tilde{D}^{-\frac{1}{2}}$, $\tilde{D}^{-1}\tilde{A}$ and our proposed $\tilde{A}^\epsilon$ with $\epsilon = 1/3, 1/6, 1/7, 1/8$. All implementations apply the proposed multi-channel generalization as in Eq. 11. $\tilde{A}$ is not involved in Figure 3 because it suffers from the numerical instability problem when $k > 5$ in our tests. Both $\tilde{D}^{-\frac{1}{2}}\tilde{A}\tilde{D}^{-\frac{1}{2}}$ and $\tilde{D}^{-1}\tilde{A}$ gain improvements when applying a larger
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basis with the best test MAE close to 0.09 and the best valid MAE close to 0.11. In contrast, \( A' \) always
outperforms \( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} \) and \( \tilde{D}^{-1} \tilde{A} \) by a large margin for all different \( k \). And the best test MAE
converges to 0.07. The number of basis in \( A' \) is controlled by both \( \epsilon \) and \( k \). We use the tuple \((\epsilon, k)\) to
denote a combination of \( \epsilon \) and \( k \). By fixing the \( \epsilon \), the curves corresponding to \( \epsilon = 1/3 \) and \( \epsilon = 1/6 \)
show that increasing \( k \) gains improvements. By fixing the upper bound of \( \epsilon \times k \) to be 1, \((1/6, 6)\) involves 3 more basis than \((1/3, 3)\) and outperforms \((1/3, 3)\). The same results are also reflected in
the comparison of \((1/6, 12)\) and \((1/3, 6)\). For the comparison of \((1/6, 18)\) and \((1/3, 9)\), both settings
achieve the lowest MAE and the difference is less obvious.

**Stability.** Figure 3 also shows that the results of \( A' \) are more stable than \( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} \) and
\( \tilde{D}^{-1} \tilde{A} \) in different runs. For \( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} \) and \( \tilde{D}^{-1} \tilde{A} \), the difference between the best and the worst run can be
more than 0.02. While for \( A' \), this difference is less than 0.01. More results are given in Appendix E. The instablity is probably because learning \( \theta \) from scratch with no constraints is difficult to maintain
spectrum properties and therefore easily fall into an ill-posed filter [27]. The results show that \( A' \) inherently with smoother spectrum alleviates the problem and makes it more proper in the scenario of learning coefficients from scratch.

**Does deeper architecture gain improvements?** Some methods correspond to the weighted summation of the representations of all layers [49, 56, 89]. [37] unifies them to graph diffusion convolution. The depth is analagous to the number of basis. In this perspective, involving more basis is equivalent to stacking deeper architectures. Note that these methods use the power of \( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} \) as basis to ensure convergence when going deeper. And a larger power corresponds to the spatial larger receptive field. \( A' \) can be considered as a new strategy for developing deep graph neural networks with empirical promising results. The deep architecture of \( A' \) is motivated by the better approximation ability while having no explicit spatial information involved.

**Is spatial locality necessary for learning graph representation?** Different from existing methods, \( \tilde{A}' \) is obtained by directly applying transformations on the spectrum without explicitly considering spatial information (such as the number of neighbors for each node or the distance between a node pair). Interestingly, the actual performance does not reflect any drop, which serves as concrete evidence that explicit spatial information is not necessary for learning graph representation.

**Shared/independent channel.** On all 4 bases, the channel-wise filter (or the independent filter) outperforms the shared filter by a large margin. In the view of practical implementation, the channel-wise filter simply replaces the scalar-vector multiplication with the vector-vector dot product. It is much simpler than existing multi-head or multi-aggregator methods, but well handles the correlation problem with no performance compromise. We also found that the shared filter is more unstable in different runs (with a large std) than the channel-wise filter. This is probably because different channels may pose different patterns, which causes interference among each other in the case of the shared filter. While in the independent case, this problem is well avoided.

| Channel | Basis | test MAE | valid MAE |
|---------|-------|----------|-----------|
| shared | independent | \( A \) | \( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} \) | \( \tilde{D}^{-1} \tilde{A} \) | \( A' \) | 
| ✔️ | ✔️ | 0.1263±0.02606 | 0.1473±0.03280 |
| ✔️ | ✔️ | 0.1415±0.00748 | 0.1568±0.00729 |
| ✔️ | ✔️ | 0.1439±0.00900 | 0.1569±0.00739 |
| ✔️ | ✔️ | 0.1123±0.00836 | 0.1325±0.01131 |
| ✔️ | ✔️ | 0.1181±0.00654 | 0.1491±0.00365 |
| ✔️ | ✔️ | 0.0944±0.00379 | 0.1100±0.00787 |
| ✔️ | ✔️ | 0.0982±0.00417 | 0.1172±0.00666 |
| ✔️ | ✔️ | 0.0721±0.00282 | 0.0872±0.00256 |

6 Conclusion

We propose the non-spatial polynomial basis. It improves general spectral filters in learning graph representations and also serves as concrete evidence that spatial locality information is not necessary
for learning graph representations. Meanwhile, the consideration of cosine distance provides a quantitative perspective of the effects of graph spectrum on signals.
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We use \( P = (p_1, p_2, \ldots, p_n) \). \( S = P \Lambda P^T \) is equivalent that \( S p_i = \lambda_i p_i, i \in [n] \). For any \( i \in [n] \), the geometric multiplicity of any \( \lambda_i \) is equal to its algebraic multiplicity, and \( E_{(S, \lambda_i)} = \text{Span}(\{p_k|\lambda_k = \lambda_i, k \in [n]\}) \). \( \hat{S} = P \phi(\Lambda) P^T \) and \( \hat{S} p_i = \phi(\lambda_i) p_i, i \in [n] \). Similarly, for any \( i \in [n] \), \( E_{(\hat{S}, \phi(\lambda_i))} = \text{Span}(\{p_k|\phi(\lambda_k) = \phi(\lambda_i), k \in [n]\}) \). Note that \( \{p_k|\lambda_k = \lambda_i, k \in [n]\} \subseteq \{p_k|\phi(\lambda_k) = \phi(\lambda_i), k \in [n]\} \) for any \( i \in [n] \). Hence \( \text{Span}(\{p_k|\lambda_k = \lambda_i, k \in [n]\}) \subseteq \text{Span}(\{p_k|\phi(\lambda_k) = \phi(\lambda_i), k \in [n]\}) \) As a result, \( E_{(S, \lambda_i)} \subseteq E_{(\hat{S}, \phi(\lambda_i))} \) for any \( i \in [n] \).

If \( \phi(\cdot) \) is injective, \( \{p_k|\lambda_k = \lambda_i, k \in [n]\} = \{p_k|\phi(\lambda_k) = \phi(\lambda_i), k \in [n]\} \) for any \( i \in [n] \). Thus \( E_{(S, \lambda_i)} = E_{(\hat{S}, \phi(\lambda_i))}. \)

We use \( \sigma(S) \) to denote the generalisation of the set of all eigenvalues of \( S \) (also known as the spectrum of \( S \)). Let \( S = P \Lambda_1 P^T \), \( B = Q \Lambda_2 Q^T \). If \( S \neq B \), then \( \hat{S} = F_\phi(S) \neq \hat{B} = F_\phi(B) \), we discuss two cases respectively.

**Case 1:** \( \sigma(S) \neq \sigma(B) \)

Then \( \sigma(\hat{S}) \neq \sigma(\hat{B}) \). The characteristic polynomials of \( \hat{S} \) and \( \hat{B} \) are different. Therefore, \( \hat{S} \neq \hat{B} \).

**Case 2:** \( \sigma(S) = \sigma(B) \)

Then \( \Lambda_1 = \Lambda_2 = \Lambda \). We prove the equivalent proposition \( \text{"} \hat{S} \neq \hat{B} \Rightarrow S = B \text{"} \). If \( \hat{S} = \hat{B} \), \( P \phi(\Lambda) P^T = Q \phi(\Lambda) Q^T \). For any \( \lambda_i \) with geometric multiplicity \( k \), we can find the corresponding eigenvectors \( p_1, p_2, \ldots, p_k \) according to \( P \phi(\Lambda) P^T \). Similarly, we can find the corresponding eigenvectors \( q_1, q_2, \ldots, q_k \) according to \( Q \phi(\Lambda) Q^T \). Note that the eigen-decomposition is unique in terms of eigenspaces. Thus, \( E_{(\hat{S}, \phi(\lambda_i))} = \text{Span}(p_1, p_2, \ldots, p_k) = \text{Span}(q_1, q_2, \ldots, q_k) = E_{(\hat{B}, \phi(\lambda_i))} \). Therefore, for any \( \lambda_i \), \( E_{(S, \lambda_i)} = E_{(B, \lambda_i)} \) (As given in Proposition 1.1). Correspondingly, \( S = P \Lambda P^T = Q \Lambda Q^T = B \). 

}\]
B Derivation of Eq. 9 and Eq. 10

\[
\cos(\langle Sh, p_i \rangle) = \frac{(Sh)^T p_i}{\|Sh\| |p_i|} = \frac{(Sh)^T p_i}{\|Sh\|} = \frac{(Sh)^T p_i}{\sqrt{(Sh)^T Sh}}
\]

\[
= \frac{(P \Lambda (P^T h))^T p_i}{\sqrt{(P \Lambda (P^T h))^T (P \Lambda (P^T h))}} = \frac{(P^T h)^T \Lambda P^T p_i}{\sqrt{(P^T h)^T \Lambda^2 (P^T h)}}
\]

\[
\begin{pmatrix} p_1^T \hfill \ldots \hfill p_i^T \hfill \ldots \hfill p_n^T \end{pmatrix} \begin{pmatrix} \lambda_1 \\
\vdots \\
\lambda_i \\
\vdots \\
\lambda_n \\
\end{pmatrix} \begin{pmatrix} p_1^T \\
\vdots \\
p_i^T \\
\vdots \\
p_n^T \\
\end{pmatrix} = \frac{p_i^T h \lambda_i}{\sqrt{\sum_{j=1}^{n} (x_j^T h)^2 \lambda_j^2}} = \frac{h^T p_i \lambda_i}{\sqrt{\sum_{j=1}^{n} (h^T x_j)^2 \lambda_j^2}}
\]

\[
\cos(\langle Sh, Sh' \rangle) = \frac{(Sh)^T Sh'}{\|Sh\| |Sh'|} = \frac{(Sh)^T Sh'}{\sqrt{(Sh)^T Sh} \sqrt{(Sh')^T Sh'}} = \frac{(P \Lambda (P^T h))^T P \Lambda (P^T h')}{\sqrt{(P \Lambda (P^T h))^T (P \Lambda (P^T h'))} \sqrt{(P \Lambda (P^T h'))^T (P \Lambda (P^T h'))}}
\]

\[
= \frac{(P^T h)^T \Lambda^2 P^T h'}{\sqrt{(P^T h)^T \Lambda^2 (P^T h')} \sqrt{(P^T h')^T \Lambda^2 (P^T h')}} = \frac{\alpha^T \Lambda^2 \beta}{\sqrt{\alpha^T \Lambda^2} \sqrt{\beta^T \Lambda^2} \beta} = \frac{\sum_{i=1}^{n} \alpha_i \beta_i \lambda_i^2}{\sqrt{\sum_{i=1}^{n} \alpha_i \lambda_i^2} \sqrt{\sum_{i=1}^{n} \beta_i \lambda_i^2}}
\]
C Proof of Proposition 2

Proof. (1) As $S^k = P \Lambda^k P^T$ and Eq. 8 we have

$$|\cos(\langle S^k h, p_1 \rangle)| = \frac{|\alpha_1 \lambda_1^k|}{\sqrt{\sum_{i=1}^n \alpha_i^2 \lambda_i^{2k}}}$$

Similarly, we can prove that $k$ must be convergent.

Note that when $k$ equals to 0,

$$\cos(\langle h, p_1 \rangle) = \frac{\alpha_1}{\sqrt{h^T h}} = \cos(\langle S^0 h, p_1 \rangle)$$

$$= \frac{\alpha_1}{\sqrt{\sum_{i=1}^n \alpha_i^2}}$$

Similarly, we can prove that $|\cos(\langle S^k h, p_n \rangle)| \geq |\cos(\langle S^{k+1} h, p_n \rangle)|$.

(2) Since $|\cos(\langle S^k h, p_n \rangle)|$ monotonously increases with respect to $k$ and has the upper bound 1, $|\cos(\langle S^k h, p_n \rangle)|$ must be convergent.

$$\lim_{k \to \infty} |\cos(\langle S^k h, p_1 \rangle)| = \lim_{k \to \infty} \frac{|\alpha_1 \lambda_1^k|}{\sqrt{\sum_{i=1}^n \alpha_i^2 \lambda_i^{2k}}}$$

$$= \lim_{k \to \infty} \frac{|\alpha_1|}{\sqrt{\alpha_1^2 + \sum_{i=2}^n \alpha_i^2 (\frac{\lambda_i}{\lambda_1})^{2k}}}$$

$$= \frac{|\alpha_1|}{\sqrt{\alpha_1^2 + \lim_{k \to \infty} \sum_{i=2}^n \alpha_i^2 (\frac{\lambda_i}{\lambda_1})^{2k}}}$$

As $|\lambda_1| > |\lambda_2| \geq \ldots \geq |\lambda_n|$, we have $\lim_{k \to \infty} \sum_{i=2}^n \alpha_i^2 (\frac{\lambda_i}{\lambda_1})^{2k} = 0$ and the convergent speed is dicided by $\frac{\alpha_2}{\lambda_1}$. Therefore $\lim_{k \to \infty} |\cos(\langle S^k h, p_1 \rangle)| = 1$. Similarly,

$$\lim_{k \to \infty} |\cos(\langle S^k h, S^k h' \rangle)| = \lim_{k \to \infty} \frac{|\sum_{i=1}^n \alpha_i \beta_i \lambda_i^{2k}|}{\sqrt{\sum_{i=1}^n \alpha_i^2 \lambda_i^{2k}} \sqrt{\sum_{i=1}^n \beta_i^2 \lambda_i^{2k}}}$$

$$= \lim_{k \to \infty} \frac{|\sum_{i=1}^n \alpha_i \beta_i \lambda_i^{2k}|}{\sqrt{\sum_{i=1}^n \alpha_i^2 \lambda_i^{2k}} \sqrt{\sum_{i=1}^n \beta_i^2 \lambda_i^{2k}}}$$

$$= \lim_{k \to \infty} \frac{|\alpha_1 \beta_1|}{\sqrt{\alpha_1^2 + \sum_{i=2}^n \alpha_i^2 (\frac{\lambda_i}{\lambda_1})^{2k}} \sqrt{\beta_1^2 + \sum_{i=2}^n \beta_i^2 (\frac{\lambda_i}{\lambda_1})^{2k}}}$$

$$= \frac{|\alpha_1 \beta_1|}{\sqrt{\alpha_1^2 \beta_1^2}}$$

$$= 1$$
D Architecture Overview

The overall architecture of non-spatial graph convolution is

\[ H^{(0)} = \text{MLP}_1(X_{\text{node attr}}) \in \mathbb{R}^{n \times d} \]
\[ E = \text{MLP}_2(X_{\text{edge attr}}) \in \mathbb{R}^{n \times n \times d} \]
\[ S = \text{MLP}_3(\sum_{i=0}^{k} S^{(i)}) \in \mathbb{R}^{n \times n \times d} \]

\[ H^{(k)} = H^{(k)} \cdot \text{copy}(0) \in \mathbb{R}^{n \times n \times d} \]
\[ H^{(k)} = \text{MLP}_4^{(k)}(H^{(k)} + E) \in \mathbb{R}^{n \times n \times d} \]
\[ H^{(k)} = H^{(k)} \odot S \in \mathbb{R}^{n \times n \times d} \]
\[ H^{(k)} = H^{(k)} \cdot \text{sum}(1) \in \mathbb{R}^{n \times d} \]
\[ H^{(k+1)} = \text{MLP}_5^{(k)}(H^{(k)}) \in \mathbb{R}^{n \times d} \]

E More Results
Figure 4: The curves of 5 runs with the number of basis $k = 9, 18, 21, 24$. 