Ising Metamagnet Driven by Propagating Magnetic Field Wave: Nonequilibrium Phases and Transitions
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Abstract: The nonequilibrium responses of Ising metamagnet (layered antiferromagnet) to the propagating magnetic wave are studied by Monte Carlo simulation. Here, the spatio-temporal variations of magnetic field keeps the system away from equilibrium. The sublattice magnetisations show dynamical symmetry breaking in the low temperature ordered phase. The nonequilibrium phase transitions are studied from the temperature dependences of dynamic staggered order parameter, its derivative and the dynamic specific heat. The transitions are marked by the peak position of dynamic specific heat and the position of dip of the derivative of dynamic staggered order parameter. It is observed that, for lower values of the amplitudes of the propagating magnetic field, if the system is cooled from a high temperature, it undergoes a phase transition showing sharp peak of dynamic specific heat and sharp dip of the derivative of the dynamic staggered order parameter. However, for higher values of the amplitude of the propagating magnetic field, system exhibits multiple phase transitions. A comprehensive phase diagram is also plotted. The transition, for vanishingly small value of the amplitude of the propagating wave, is very close to that for equilibrium ferro-para phase transition of cubic Ising ferromagnet.
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I. Introduction:

The nonequilibrium responses of Ising ferromagnet to a time dependent magnetic field give rise to several interesting phenomena [1]. Apart from dynamic hysteresis, the dynamic phase transition is an emerging field of modern research. An oscillating (in time) and uniform (in space) magnetic field yields dynamic phase transition accompanied by dynamic symmetry breaking. Very recently, [2,3,4,5,6] the responses of Ising ferromagnet to a magnetic field having spatio-temporal variation, have become an interesting subject of investigations. The classical nucleation phenomenon has been studied [2] in Ising ferromagnet in presence of a field having spatio-temporal (spreading Gaussian) variation. Here, existence of a new time scale was mentioned. The nonequilibrium phase transition is studied [3,5] in Ising ferromagnet driven by polarised magnetic field. Multiple nonequilibrium phase transitions were observed [4] in Ising ferromagnet irradiated by spherical magnetic wave. Even, the random field Ising model exists in multiple nonequilibrium phases at zero temperature, if driven by plane polarised magnetic wave.

The real metamagnet, for example the iron chloride $\text{FeCl}_2$ show some interesting equilibrium phases [7]. The experiments [8,9] on iron bromide $\text{FeBr}_2$ show the existence of multiple phase transitions (in the high field region). Several attempts have been made to understand this peculiar phase diagram, theoretically [10] in Ising metamagnets. However, this multiple phase transition (indicated by double peak in specific heat) was successfully reproduced [11] in Heisenberg metamagnet using Monte Carlo simulation.

The phase transitions mentioned above the metamagnetic systems are of equilibrium type. Due to the complicated interactions, metamagnets may exhibit interesting nonequilibrium phase transition. This prompted the researchers to study the dynamic phase transition in metamagnets in the presence of oscillating (in time only) magnetic field [12], in meanfield approximation. The Monte Carlo study [13] was done in Ising metamagnet driven by sinusoidally oscillating magnetic field. The behaviours of metamagnets are not yet investigated for a field having spatio-temporal variation.

In this paper, the responses of Ising metamagnet to a plane polarised magnetic wave (the magnetic field has spatio-temporal variation), are studied by Monte Carlo simulation. The paper is organised as follows: In the next section the model and the simulation scheme are described. Section III contains the numerical results and the paper ends with summary in section IV.

II. Model and Simulation:

The Ising metamagnet (layered antiferromagnet) can be modelled by the following Hamiltonian:

$$H = -J_F \sum s(x, y, z, t)s(x', y', z, t) - J_{AF} \sum s(x, y, z, t)s(x, y, z', t) - \sum h(y, t)s(x, y, z, t)$$  \hspace{1cm} (1)

Where, $s(x, y, z, t) = \pm 1$, represents the Ising spins in the position $(x, y, z)$ at the time instant $t$. First term represents the nearest neighbour ferromagnetic ($J_F > 0$) interaction in a particular $(xy)$ plane (same $z$). Second term represents the nearest neighbour antiferromagnetic interaction ($J_{AF} < 0$) between two adjacent planes. Third term represents the spin-field interaction. $h(y, t)$ represents the value of magnetic field at position $y$ at time $t$, due to the propagation of magnetic wave, propagating along the $y$ direction. The magnetic field of propagating (along the $y$ direction) magnetic wave is represented as:

$$h(y, t) = h_0 \cos 2\pi (ft - y/\lambda)$$  \hspace{1cm} (2)

where, $h_0$, $f$ and $\lambda$ denote the amplitude, frequency and wavelength of the propagating magnetic wave respectively. The wavefront is parallel to $xz$ plane. The model is defined in a cube of linear size $L$. The periodic boundary conditions are applied in all $(x, y, z)$ directions.

This model Ising metamagnet irradiated by plane magnetic wave is studied by Monte Carlo simulation. The initial random spin configuration was taken such that statistically half of the total number of spins has value $+1$. This corresponds to very high temperature configuration. The nonequilibrium steady state at any given temperature was achieved by cooling from high temperature configuration. At any given
temperature the steady state configuration was obtained by single spin (chosen randomly) flip Metropolis algorithm. Where the probability of spin flip is given by:

\[ P_M(s(x, y, z, t) \rightarrow -s(x, y, z, t)) = \text{Min}[1, \exp(-\frac{\Delta H}{kT})] \]  

where, \( \Delta H \) is change in energy due to spin flip. \( k \) is the Boltzmann constant and \( T \) is the temperature of the system. \( L \times L \times L \) number of such random updates constitutes a single Monte Carlo Step per Spin (MCSS) and defines the unit of time in the problem. At any fixed temperature \((T)\), \( 2 \times 10^5 \) MCSS time was devoted to get the nonequilibrium steady configuration. It was checked that this is sufficient. Initial, \( 10^5 \) MCSS was discarded and the quantities in NESS were calculated from next \( 10^5 \) MCSS. The slow cooling was assumed by lowering the temperature in small steps \((\Delta T)\) near the transition points (Fig-2(d)). Actually, the staggered magnetisation would also oscillate asymmetrically. This is symmetry broken dynamically ordered phase. The dynamic staggered order parameter \( Q_s \) would be zero in the symmetric disordered phase and becomes nonzero in the low temperature dynamically ordered symmetry broken phase.

The temperature dependences of all dynamic quantities \((Q_a, Q_b, Q_s, \frac{dQ_a}{dT}, E \text{ and } C)\) are shown in Fig-2. Here, all these dynamic quantities are studied as a function of temperature \((T)\) for two values of field amplitudes \((h_0 = 1.0 \text{ and } h_0 = 3.0)\). As the temperature is lowered from a high temperature the staggered dynamic order parameters \((Q_a \text{ and } Q_b)\) are observed to become nonzero (getting the ordered phase) near the dynamic transition temperature. These transitions are observed (Fig-2(a)) to happen at higher temperatures for lower value of field amplitude \((h_0)\). The dynamic staggered order parameter also becomes nonzero near the dynamic transition point. The transition temperatures (Fig-2(b)) are observed to be lowered for higher value of field amplitude. The dynamic staggered order parameter \( Q_s \) is assumed to behave like \( Q_s \sim (T_c - T)\beta \), (where \( \beta < 1 \)). Keeping this in mind, the derivative, \( \frac{dQ_s}{dT} \) is studied as function of temperature for two different values of field amplitudes (mentioned above). These show very sharp dips (eventually divergences for \( L \rightarrow \infty \)) near the transition points (Fig-2(c)). Actually, the transitions are well marked and the transition temperatures are estimated from the positions of the dips of \( \frac{dQ_s}{dT} \). Here also, the dips form at lower temperatures for higher values of the field amplitudes and vice versa. The temperature dependences of dynamic energy \( E \), are shown in Fig-2(d). The inflection point acts as the marker of dynamic phase transition. In this case, it is clearly observed that these inflection points shifts towards the lower temperature for higher value of the magnetic field. The most physical quantity to detect the phase transition is specific heat. Here, in Fig-2(e), the temperature dependence of
dynamic specific heat $C$ is shown. The sharp peak of specific heat indicates the dynamic transition point. The transitions were observed to happen at lower temperatures for higher field amplitudes. From these studies, it is observed that the dynamic transition temperature is a function of field amplitude of the propagating magnetic field. For the lower values of the field amplitudes (mentioned above) the dynamic transitions, observed here are single transition (indicated by single peak of $C$ or single dip of $\frac{dQ}{dT}$).

However, for higher values of field amplitudes, e.g., $h_0 = 3.9$ and $h_0 = 4.0$. The multiple (actually double) dynamic transitions are observed. This is quite interesting and already observed in real and model metamagnets for constant (in time) and uniform (in space) magnetic field. Similar (mentioned in last para) study is done and shown in Fig-3. Here, in addition to high temperature sharp dip of $\frac{dQ}{dT}$, a smeared dip was found at lower temperature. This indicates another transition (Fig-3(c)). The same was observed for $C$. Two peaks of dynamic specific heat indicates two dynamic transitions (Fig-3(e)). As the value of field amplitudes increases the transitions occurs at lower temperatures.

The dynamic transition temperatures are estimated from the dips of $\frac{dQ}{dT}$ and peaks of $C$ for different values of $h_0$. It is observed that the transition temperature is function of $h_0$ or vice versa. Collecting all data of dynamic transition temperatures for different values of field amplitudes, the comprehensive phase diagram is plotted and shown in Fig-4. By cooling the system from high temperature (for lower values of amplitude of the propagating magnetic field) one gets the single phase transition (boundary marked by the solid symbols in Fig-4). The transition occurs at higher temperatures as the value of amplitude of the propagating field decreases. In the limit of vanishingly small amplitude the transition occurs at a temperature which is very close to the normal ferro-para transition temperature ($T_c = 4.511...$) of cubic Ising ferromagnet. On the other hand, for higher values of amplitude of propagating field, the system exhibits two phase transitions. The high temperature transition (marked by solid symbols) and low temperature transition (marked by open symbols).

IV. Summary:

In this paper, the dynamical responses of Ising metamagnet (layered antiferromagnet) to the plane propagating magnetic wave, are studied by Monte Carlo simulation. The interaction between the magnetic field of the propagating wave and the Ising spins, keeps the system away from the equilibrium.

The time variations of the sublattice magnetisations are studied. For a fixed set of values of field amplitude, frequency and wavelength, a dynamical symmetry breaking is observed as one cools the system from a high temperature. This dynamic symmetry breaking is also related to a nonequilibrium phase transition. The nonequilibrium phase transition is studied by the temperature variations of dynamic staggered order parameter, its derivative and the dynamic specific heat. The transition temperatures are estimated from the positions of peaks of dynamic specific heat and the positions of dips of the derivative of the dynamic staggered order parameters.

For lower values of the amplitudes of the propagating magnetic field, if the system is cooled from a high temperature, it undergoes a phase transition showing sharp peak of dynamic specific heat and sharp dip of the derivative of the dynamic staggered order parameter. However, for higher values of the amplitude of the propagating magnetic field, system exhibits multiple phase transitions. A comprehensive phase diagram is also plotted.

In this problem, several important observations are yet to be made. The finite size analysis is one important issue. The dependences of the phase boundary on the wavelengths, frequency and the antiferromagnetic interaction strength would also be very interesting study. The work in this front is going on. It would be interesting if the reported results agree well with the experiment.
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Fig-1. The time evolution of sublattice magnetisations in the nonequilibrium steady state. (a) and (b) show the dynamically symmetric disordered phase at $h_0 = 2.0$ and $T = 4.50$. (c) and (d) show the dynamically symmetry broken ordered phase at $h_0 = 2.0$ and $T = 3.0$. 
**Fig-2.** Temperature dependences of all dynamic quantities. (a) \( Q_a(\circ) \) and \( Q_b(\bullet) \) for \( h_0 = 3.0 \) and \( Q_a(\triangle) \) and \( Q_b(\triangle) \) for \( h_0 = 1.0 \). (b) \( Q_s \) versus \( T \) for \( h_0 = 3.0(\circ) \) and \( h_0 = 1.0(\bullet) \). (c) \( \frac{dQ_s}{dT} \) versus \( T \), for \( h_0 = 3.0(\circ) \) and \( h_0 = 1.0(\bullet) \). (d) \( E \) versus \( T \), for \( h_0 = 3.0(\circ) \) and \( h_0 = 1.0(\bullet) \). (e) \( C = \frac{dE}{dT} \) versus \( T \), for \( h_0 = 3.0(\circ) \) and \( h_0 = 1.0(\bullet) \).
Fig-3. Temperature dependences of all dynamic quantities. (a) $Q_a(\circ)$ and $Q_b(\bullet)$ for $h_0 = 4.0$ and $Q_a(\triangle)$ and $Q_b(\blacktriangle)$ for $h_0 = 3.9$. (b) $Q_s$ versus $T$ for $h_0 = 4.0(\circ)$ and $h_0 = 3.9(\bullet)$. (c) $\frac{dQ_s}{dT}$ versus $T$, for $h_0 = 4.0(\circ)$ and $h_0 = 3.9(\bullet)$. (d) $E$ versus $T$, for $h_0 = 4.0(\circ)$ and $h_0 = 3.9(\bullet)$. (e) $C = \frac{dE}{dT}$ versus $T$, for $h_0 = 4.0(\circ)$ and $h_0 = 3.9(\bullet)$. 
Fig-4. The phase diagram. Transition temperatures obtained from the high temperature peak (▲) and the low temperature peak (△) of dynamic specific heat (C). Transition temperatures obtained from the high temperature dip (●) and the low temperature dip (○) of $\frac{dQ_s}{dT}$. 