Multi-Objective Optimization of Jet Pump Based on RBF Neural Network Model
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Abstract: In this study, an annular jet pump optimization method is proposed based on an RBF (Radial Basis Function) neural network model and NSGA-II (Non-Dominated Sorting Genetic Algorithm) optimization algorithm to improve the hydraulic performance of the annular jet pump applied in submarine trenching and dredging. Suction angle, diffusion angle, area ratio and flow ratio were selected as design variables. The computational fluid dynamics (CFD) model was used for numerical simulation to obtain the corresponding performance, and an accurate RBF neural network approximate model was established. Finally, the NSGA-II algorithm was selected to carry out multi-objective optimization and obtain the optimal design variable combination. The results show that the determination coefficient $R^2$ of the two objective functions (jet pump efficiency and head ratio) of the approximate model of the RBF neural network were greater than 0.97. Compared with the original model, the optimized model’s suction angle increased, and the diffusion angle, flow ratio and area ratio decreased. In terms of performance, the head ratio increased by 30.46% after the optimization of the jet pump, and efficiency increased slightly. The proposed jet pump performance optimization method provides a reference for improving the performance of other pumps.
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1. Introduction

The annular jet pump utilizes a high-speed working fluid to entrain the low-speed fluid and realize the pressurization process. This has the advantage of no moving parts in the suction channel and a simple, reliable, and easily accessible structure that is especially applicable for pumping fluids containing a great quantity of solid particles (mineral, live fish, gravel, etc.). In addition, with the rapid development of offshore oil and natural gas resource exploration, underwater trenchers have become a research focus in the ocean engineering. The jet pump is the key technology of underwater trencher design [1–3]. With the development of engineering, higher requirements are being put forward for the performance of jet pumps in various aspects. However, the jet pump’s complex flow field and relatively poor performance restrict its development. Therefore, research into the internal mechanisms, optimization methods and performance improvements of jet pumps are important.

Shimizu [4] carried out experimental research on different annular jet pumps and the cavitation performance of annular jet pumps. Kwon [5] researched the suction angle influence on the flow field characteristic via 2D model simulations and found the efficiency
calculated by the RNG $k$-$\varepsilon$ model had a smaller error according to the experimental data. Deng [6] constructed a solid–liquid two-phase flow equation using the RNG $k$-$\varepsilon$ model and concluded that changing the structure of a diffuser to reduce the reverse velocity vector of solid–liquid two-phase flow is a useful method for improving a jet pump’s comprehensive performance. Yang [7] researched the influence of the jet pump’s nozzle shape on critical back pressure and the entrainment rate, concluding that a non-circular nozzle could improve the performance of jet pump. Lyu [8] analyzed a two-factor reciprocal action and single-factor effect on performance along with internal field characteristics of the annular jet pump using the design of experiments (DOE) method. Deng [9] designed the improved annular jet pump, which had a performance increase of about 10%. Wang [10] proposed a streamlined jet pump to increase pumping efficiency. The results show that the streamlined annular jet pump efficiency could be increased by up to 1.2%. Gao [11] investigated the suction half-angle influence on flow-rate ratio, pressure ratio and gas pumping performance, and the simulated results show that the suction half-angle had a major impact. Xu [12] studied a jet pump’s internal flow field using a large eddy simulation, and systematically analyzed the field with instantaneous and time average aspects. It could be concluded that the potential core increased linearly with increases in the flow ratio; however, the instantaneous velocity distribution was more complicated and unordered. Zou [13] researched the installation mode’s influence on performance through simulation technology. They used two models of vertical installation and horizontal installation based on three turbulence models and simulated jet pump flow field characteristics. The results showed that the jet pump was more efficiently installed vertically. Elger [14] studied the effect of the annular jet pump area ratio on the reflux region and introduced the dimensionless parameter, momentum ratio, to study the generation and disappearance of reflux in an annular jet pump.

These studies mostly used computational fluid dynamics (CFD) techniques and focused on improving the efficiency, ignoring how to improve the efficiency and head ratio of a jet pump at the same time. Multi objective optimization methods were classified into two types. The first type converted the multi-objective function to a single-objective function by using targets, utilities, preferences, or weights. These methods demanded a priori selection of targets, utilities, or weights for each optimization objective [15,16]. Due to the lack of a rigorous weight selection method in practical problems, it was very hard to decide which weight factors to use. Further, the weighted sum method could not get Pareto points in nonconvex regions [17]. The second type could determine some discrete points as an approximate Pareto optimal frontier for designers who did not presuppose preferences. In this type, an evolutionary algorithm was the most widely and successfully used method [18–20]. These methods generated lots of Pareto points for designers. Compared with the jet pump, there has been multi-objective research into centrifugal pumps.

In the wake of developments in CFD technology and optimization algorithms, many kinds of research into centrifugal pump multi-objective optimization have determined its optimal performance by constructing an approximate model. The optimization method based on an approximate model and intelligent algorithm has a low calculation cost and can research properties of the response function more comprehensively [21]. Barthelemy [22] reviewed the application of approximate models in terms of structural optimization. Approximate models have been applied in multi-objective optimization, such as the response surface method [23,24], artificial neural networks [25,26] and radial basis function [27,28]. Zhang [29] put forward a centrifugal pump optimization method based on the Kriging model, the optimization result of which was in good agreement with the experimental data. Safikhani [30] put forward a multi-objective optimization method of a centrifugal pump using a genetic algorithm combined with an approximate model to get the Pareto optimal solution of centrifugal pump efficiency and the head ratio. Wang [31] carried out a numerical simulation to obtain performance data and used a neural network to construct a prediction model using the structural parameters of head and efficiency performance. It was used as the fitness evaluation model from a particle swarm optimization algorithm.
The optimal value was determined in the sample space to obtain the Pareto solution. Zhao [32] used the NSGA-II algorithm based on the back-propagating neural network model to obtain the Pareto optimal front of two conflicting objectives of low specific speed centrifugal pump efficiency and cavitation safety margin.

In this paper, an annular jet pump multi-objective optimization based on CFD simulation, an RBF neural network model and the NSGA-II optimization algorithm improves the efficiency and the head ratio of jet pump, realizing the maximum optimization of jet pump performance.

2. Working Principle and Structure of Jet Pump

The schematic drawing of the annular jet pump is shown in Figure 1. The working principle of the jet pump is the Venturi effect. The primary flow is injected into the throat at high speed from the power source along the pressure pipe. The air is taken away, forming a vacuum near the nozzle due to the viscous interaction. Under the action of external atmospheric pressure, the secondary flow is sucked up through the suction chamber and blended with the high-speed primary flow. When the primary flow transmits a lot of energy to the secondary flow, the primary flow decelerates and the secondary flow speeds up. The mixing process between the two flows is mostly completed as they achieve a uniform velocity in the end of the throat. In the diffuser, the velocity gradually slows down, with the pressure close to the ambient pressure.

\[ h = \frac{\Delta p_o}{\Delta p_w} = \frac{\left( p_o + \gamma_o \frac{V_o^2}{2g} + \gamma_o z_o \right) - \left( p_s + \gamma_s \frac{V_s^2}{2g} + \gamma_s z_s \right)}{\left( p_w + \gamma_w \frac{V_w^2}{2g} + \gamma_w z_w \right) - \left( p_o + \gamma_o \frac{V_o^2}{2g} + \gamma_o z_o \right)} \] (1)

Figure 1. Structural schematic drawing of annular jet pump.

The efficiency and head are decided by the turbulent effective mixing of the two flows. Because the fluid is limited by space, the structure parameters of the jet pump have a great influence on the turbulent mixing effect. Compared to other jet pumps, the annular jet pump efficiency is improved because the energy and momentum exchange of fluid in the short throat is relatively faster and the friction loss in the throat is minimized.

Dimensionless parameters, pressure ratio \( h \) and efficiency \( \eta \) are introduced as the objectives. The equations [4] are as below:
The mixing process of two fluids in the jet pump is very complex. In order to facilitate the study, the assumptions are as below:

(1) the fluid medium is steady and incompressible;
(2) there is no heat transfer between fluid and the environment;
(3) the influence of the jet pump’s wall roughness is neglected;
(4) the buoyancy influence is neglected.

The continuity and momentum equations are listed below:

\[
\frac{\partial (\rho \gamma)}{\partial x_i} = 0
\]  

(5)
\[
\frac{\partial (\rho u_i u_j)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \mu \frac{\partial u_i}{\partial x_j} - \rho \mu u_j \right] - \frac{\partial p}{\partial x_i}
\]  
(6)

where Reynolds stresses are
\[
\frac{\partial (\rho u_i u_j)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \mu \frac{\partial u_i}{\partial x_j} - \rho \mu u_j \right] - \frac{\partial p}{\partial x_i}
\]  
(7)

In these equations, \( u_i \) is the velocity component, \( x_i \) is the space coordinate, \( \delta \) is boundary layer thickness, \( \mu \) is dynamic viscosity, \( \mu_t \) is turbulent viscosity, and \( k \) is turbulent dynamic energy.

The shear layer between the primary flow and the secondary flow leads to a turbulent flow in the jet pump. Thus, choosing the proper CFD simulation scheme to guarantee the precision of the simulation results is very necessary. By comparing several CFD simulation schemes and experimental data, the standard wall function and realizable \( k-\epsilon \) model can accurately simulate the characteristics and calculate the efficiency [33].

The realizable \( k-\epsilon \) model put forward by Shih [34] is different from the standard \( k-\epsilon \) model in two important aspect: (1) the realizable \( k-\epsilon \) model adds an additional turbulent viscosity calculation formula; and (2) a modified transport equation for the dissipation rate, \( \epsilon \), has been deduced. Comparing the realizable \( k-\epsilon \) model with the standard \( k-\epsilon \) model, the modified transport equation achieves great progress in simulating flow field characteristics such as rotation, vortex and strong streamline curvature. The equation is as follows:

\[
\frac{\partial (\rho k)}{\partial t} + \frac{\partial (\rho ku_i)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\partial \mu}{\partial \epsilon} \right) \frac{\partial k}{\partial x_j} \right] + C_1 \frac{\partial \epsilon}{\partial x_j} + \frac{\partial}{\partial x_j} \left( \mu \frac{\partial u_i}{\partial x_j} \right) + \rho G_k - \rho \frac{\partial \epsilon}{\partial x_j} - C_2 \frac{\partial \epsilon}{\partial x_j} + S_k
\]  
(8)

\[
\frac{\partial (\rho \epsilon)}{\partial t} + \frac{\partial (\rho \epsilon u_i)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\partial \mu}{\partial \epsilon} \right) \frac{\partial \epsilon}{\partial x_j} \right] + \rho G_\epsilon - \rho \frac{\partial \epsilon}{\partial x_j} - C_2 \frac{\partial \epsilon}{\partial x_j} + S_\epsilon
\]  
(9)

where

\[
C_1 = \max \left[ 0.43, \frac{\eta}{\eta + 5} \right], \eta = 5 \frac{k}{\epsilon}, S = \sqrt{2S_{ij}S_{ij}}
\]  
(10)

where \( S \) represents strain rate magnitude; \( G_k \) and \( G_\epsilon \) are the generation of turbulent kinetic energy due to the mean velocity gradients and buoyancy, respectively; \( Y_M \) is the contribution of the fluctuating dilatation to the overall dissipation rate in compressible turbulence; \( C_2 \) and \( C_\epsilon \) represent constants; \( \sigma_\epsilon \) and \( \sigma_k \) represent the turbulent Prandtl numbers of \( \epsilon \) and \( k \), respectively; and \( S_k \) and \( S_\epsilon \) represent customized source terms.

The eddy viscosity, \( \mu_t \), is

\[
\mu_t = \rho C_\mu \frac{k^2}{\epsilon}
\]  
(11)

\( C_\mu \) is a variable in the realizable \( k-\epsilon \) model as follows:

\[
C_\mu = \frac{1}{A_0 + A_5 \frac{U^*}{\epsilon}}
\]  
(12)

And

\[
U^* = \sqrt{S_{ij}S_{ij} + \bar{\Omega}_{ij} \bar{\Omega}_{ij}}
\]
\[
\bar{\Omega}_{ij} = \Omega_{ij} - 2 \epsilon_{ijk} \omega_k
\]
\[
\Omega_{ij} = \bar{\Omega}_{ij} - \epsilon_{ijk} \omega_k
\]
\[
A_0 = 4.04, A_5 = \sqrt{6} \cos \varphi
\]
\[
\varphi = \frac{1}{3} \cos^{-1} \left( \sqrt{6} W \right), W = \frac{S_{ij} S_{ij} S_{ij}}{S^2}, \bar{S} = \sqrt{S_{ij} S_{ij}}, S_{ij} = \frac{1}{2} \left( \frac{\partial u_j}{\partial x_i} + \frac{\partial u_i}{\partial x_j} \right)
\]  
(13)
where $\Omega_{ij}$ is the mean rate-of-rotation tensor, and $C_\mu$ is a function of the mean strain and rotation rates, the angular velocity of the system rotation and the turbulence fields.

The fluid medium used in this simulation is water. The unstructured grids generated by MESH are two-dimensional mixed elements. The element number is about 65,000. The inlets of the two flows are set as velocity inlet boundary conditions, with outflow used for the outlet. Simulations of the CFD program are carried out by the ANSYS Fluent R18.0 using the finite volume method. The convection terms spatial discretization method is set as the second order upwind scheme. The pressure-velocity coupling scheme is SIMPLE. The number of complete convergence iterations is 3000. In order to guarantee the reliability of the simulation results, the working conditions in the CFD process are regulated to ensure the calculation results have strict consistency. The residuals for momentum equations drop to $10^{-6}$, and the continuity equation drops to $10^{-5}$. Boundary layer grids are quad and the $y+$ is below 300, with an average around 200.

3.2.2. Verification of CFD simulation

The feasibility of the selected CFD model and algorithm applied in further research of the annular jet pump can be provided through a comparison of the calculation data with the experimental results [4]. To verify the mesh independence based on experimental case 1 ($q = 0.3$), the mesh is set to coarse (38,174), medium (60,823) and fine (78,551). The calculation results are shown in Table 1. The maximum error is 1.28% and the mesh independence is verified. In order to give consideration to the calculation speed and accuracy, the mesh is set to medium in the subsequent simulation.

| Number of Elements | $h$  | $\epsilon$ |
|--------------------|------|------------|
| coarse             | 0.5793 | 0.0924 |
| medium             | 0.5798 | 0.0926 |
| fine               | 0.5826 | 0.0936 |

The comparison is as shown in Figure 3. It can be concluded from Figure 3 that the error between the numerical data and the experimental results is very small. The maximum error of efficiency is 0.039, and the maximum error of the head ratio is 0.017. The CFD scheme selected in this paper demonstrates accuracy and reliability in calculating the performance of an annular jet pump, and can be used in subsequent simulations.

![Figure 3. Experiment and simulation data. (a) Efficiency; (b) head ratio.](image)

Table 1. The results with different numbers of elements.
4. Hybrid Algorithm and Optimization Process

4.1. Optimization Algorithm Design

The annular jet pump optimization method proposed in this paper consists of several algorithms. A flow chart is shown in Figure 4. This method uses the optimum space filling (OSF) [35] experimental design method to get the global optimal point in the nonlinear optimization space, and adopts a non-dominated sorting genetic algorithm (NSGA-II) to optimize the local detail based on the RBF neural network model. The basic steps are as follows:

1. Given the space of four design variables, 80 uniformly distributed sample points are generated by the OSF method.
2. According to the sampling point, the CFD software Fluent is used to simulate the annular jet pump with different structural parameters. Through numerical simulation, the efficiency and head ratio of the annular jet pump are calculated.
3. The neural network model is constructed via the RBF function. The structural parameters of the annular jet pump obtained at the sampling point in step 1 are the input variables, and the efficiency $\eta$ and head ratio $h$ of the jet pump obtained in step 2 are the output variables.
4. The RBF neural network model constructed in step 3 is verified, then the predicted values and simulated values are compared. If the error between the two sets of data is very small, move on to step 5; otherwise, return to step 3 and continue to update the RBF neural network model.
5. Based on the RBF neural network model, the NSGA-II optimization algorithm is used to get the optimal solution of the structural parameters of the annular jet pump.
6. According to the design parameters of the optimal solution, an optimization model is generated. The CFD simulation and optimization results of the optimization model are verified with each other.

4.2. DOE Method

The premise of determining optimization method reliability in this paper is to guarantee the reliability of the approximate model. DOE plays a decisive role in the quality of the approximate model.

Compared with traditional DOE methods, OSF is used in this paper to generate sample points in the design space. OSF is an improvement of the Latin hypercube sampling algorithm (LHS) that develops an efficient global optimal search algorithm, the enhanced stochastic evolutionary algorithm (ESE). The criteria for evaluating optimality is based on an entropy criterion, $CL_2$ criterion, and a $\Phi_p$ criterion. The proposed algorithm is much more efficient compared with existing techniques in terms of the computation time, number of exchanges needed for generating new designs, and the achieved optimality criteria [35]. OSF improves the randomness of LHS and makes all sample points evenly distributed in the design space as much as possible to ensure good space-filling and uniformity. Therefore, OSF can better reflect the mapping relationship between factors and responses, which makes the fitting of factors and responses more accurate with the minimum sample points.

Figure 5a shows that the sampling points generated by LHS are randomly generated, and Figure 5b shows that the sampling points generated by OSF are evenly distributed. It can be seen that LHS lacks sample points in the upper right corner of the design space, which do not reflect the relationship between the factor and the response in this region. The use of OSF makes the sample points in the whole design space more uniform.
Figure 4. The optimization flow.

4.2. DOE Method

The premise of determining optimization method reliability in this paper is to guarantee the reliability of the approximate model. DOE plays a decisive role in the quality of the approximate model.

Compared with traditional DOE methods, OSF is used in this paper to generate sample points in the design space. OSF is an improvement of the Latin hypercube sampling algorithm (LHS) that develops an efficient global optimal search algorithm, the enhanced stochastic evolutionary algorithm (ESE). The criteria for evaluating optimality is based on an entropy criterion, $CL_2$ criterion, and a $\Phi_p$ criterion. The proposed algorithm is much more efficient compared with existing techniques in terms of the computation time, number of exchanges needed for generating new designs, and the achieved optimality criteria [35]. OSF improves the randomness of LHS and makes all sample points evenly distributed in the design space as much as possible to ensure good space-filling and uniformity.

Therefore, OSF can better reflect the mapping relationship between factors and responses, which makes the fitting of factors and responses more accurate with the minimum sample points.

Figure 5a shows that the sampling points generated by LHS are randomly generated, and Figure 5b shows that the sampling points generated by OSF are evenly distributed. It can be seen that LHS lacks sample points in the upper right corner of the design space, which do not reflect the relationship between the factor and the response in this region. The use of OSF makes the sample points in the whole design space more uniform.

4.3. Approximate Model

The RBF model has a strong ability to approximate complex nonlinear functions. Because of its fast learning speed without a mathematical hypothesis or black box characteristics, the model has been extensively applied in function approximation, pattern recognition, financial systems, signal processing, power systems, expert systems, military
systems, image processing and computer visions, medical control, and optimization [36,37]. In this paper, an RBF neural network is used to map the approximate function between the parameters of the jet pump and the objectives.

As illustrated in Figure 6, there are usually three layers in this neural network. On the left is the input layer with four neurons, which represent four design parameters. In the middle is the hidden layer with nine neurons; this contains a non-linear radial basis activation function. On the right is an output layer with two neurons that represent two objective parameters.

Figure 6. RBF model structure.

The radial basis function commonly applied in an RBF neural network is the Gaussian function, so the activation function of the RBF neural network can be described as

\[
R(x_p - c_i) = \exp \left( -\frac{1}{2\sigma^2}\|x_p - c_i\|^2 \right)
\]

(14)

where \(\|x_p - c_i\|\) is the Euclidean norm, \(\sigma\) is the variance of the Gaussian function and \(c_i\) is the center of the Gaussian function.

According to the RBF neural network structure, the output of the RBF neural network is

\[
y_i = \sum_{i=1}^{h} \omega_{ij} \exp \left( -\frac{1}{2\sigma^2}\|x_p - c_i\|^2 \right) \quad j = 1, \ldots, n
\]

(15)

where \(x = (x_{1p}, x_{2p}, \ldots, x_{nP})\) is a \(p\)-th input sample, \(p = 1, 2, \ldots, P\); \(P\) is the total number of samples; \(\omega_{ij}\) is the connection weight from hidden layer to output layer; \(i = 1, 2, \ldots, h\); \(h\) is the number of hidden layer nodes; and \(y_i\) is the actual output of the \(j\)-th output node of the network corresponding to the input sample.

4.4. Establishment of Sample Database

Table A1 shows the design parameters of some sample points generated by OSF, as well as the corresponding jet pump efficiency and head ratio. The number of training samples should be at least 10 times the number of input variables [29]. Together with the number of test samples, a total of 80 samples are used. Figure 7 shows the three-dimensional distribution of 80 samples. It can be seen that the design parameters of sample points are evenly distributed in the parameter space. The best sample point of efficiency is No. 52 (\(q = 0.4354, m = 1.84, \alpha = 27.74^\circ, \beta = 4.76^\circ\)), and the corresponding jet pump efficiency is 0.332. The best sample point for head ratio is No. 27 (\(q = 0.3728, m = 5.292, \alpha = 34.98^\circ\) and \(\beta = 5.292^\circ\)), with a corresponding jet pump head ratio of 0.4329.
4.5. Multi Objective Optimization Algorithm

The jet pump objective functions are expressed as

\[
\begin{align*}
\text{Maximize } & \eta = f(\alpha, \beta, m, q) \\
\text{Maximize } & h = f(\alpha, \beta, m, q)
\end{align*}
\]  

which are subject to

\[
\begin{align*}
1.68 \leq m & \leq 7.18 \\
0.35 \leq q & \leq 0.8 \\
18^\circ \leq \alpha & \leq 60^\circ \\
4^\circ \leq \beta & \leq 10^\circ
\end{align*}
\]  

Traditional optimization algorithms contain a common weighting algorithm and constraint method. These methods convert the multi-objective function to a single-objective function by giving weight, then optimizing the single-objective function. This kind of algorithm is too ideal, and the optimization result is not good. Intelligent algorithms include common particle swarm optimizations, annealing algorithms, genetic algorithms and so on. These algorithms can reflect the essence of multi-objective optimization problems, and have been widely applied in recent years.

The NSGA-II [38] algorithm is used to optimize the jet pump in this paper. Compared with the simple GA (Genetic Algorithm), NSGA-II classifies the population according to the dominant relationship between individuals, giving higher-rated individuals a greater opportunity to pass on to the next generation. Compared with NSGA, NSGA-II has the following modifications: (1) A fast non-dominated sorting method to reduce the computational complexity of the algorithm. (2) A crowded comparison operator to replace the fitness sharing strategy that needs to specify the sharing radius. This is used as

\[\frac{\sqrt{(x_{c_i} - x_{c_p})^2 + (x_{c_i} - x_{c_p})^2}}{\sigma}; \quad \sigma = \min(\sigma_1, \sigma_2, \ldots, \sigma_k)\]
the criterion when comparing individuals at the same level after quick sorting, so that individuals of the Pareto solution set are extended to the whole Pareto domain and evenly distributed to maintain the diversity of the population. (3) An elite strategy to expand the sampling space. The parent population and its offspring are combined in the selection of the next generation’s population. This strategy helps retain the superior individuals from the parent generation in the subsequent generation. The best individuals will therefore not be lost, and the optimization level will be rapidly improved via the hierarchical storage of all the individuals in the population. This principle is shown in Figure 8.

5. Results and Discussion

5.1. Error Analysis of RBF Model

The design variables of 80 sample points generated by the OSF and the corresponding CFD simulation results are used as inputs and outputs to establish an RBF neural network approximate model. Specifically, the parameters $\alpha$, $\beta$, $m$ and $q$ of the jet pump are input variables, and the corresponding efficiency $\eta$ and head ratio $h$ are the output variables. In this paper, Isight is used to train the RBF neural network model. Type of Basis Function is set as radial. The remaining parameters use default values. We use cross validation, with 65 sample points used as the training set and 15 sample points as the test set. Figure 9
shows the degree of fitting between the predicted value of the objective function and the simulated value of CFD. On the diagonal, the predicted value is equal to the CFD value. It can be seen that all the points distribute around the diagonal.

The average error of efficiency and head ratio is 4.8% and 1.7%, respectively. The maximum error of efficiency and head ratio are 8.6% and 6.1%, respectively. For further verification of the RBF model’s accuracy, a statistical measure of objective function, correlation coefficient $R^2$, is introduced to estimate the approximate degree [39]. An $R^2$ statistic close to 1 indicates that a large proportion of the variability in the response is due to the regression. The correlation coefficient is defined as follows:

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - Y)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}$$

(18)

After calculation, the $R^2$ of efficiency and head ratio are 0.97033 and 0.99286, respectively, which meets the engineering requirement.

5.2. Optimization Results

In this paper, the crossover probability is set as 0.9, the number of generations is 20 and the initial population size is 36. After 721 genetic iterations, global optimization is carried out. Figure 10 shows the changing efficiency and head ratio trends for the annular jet pump, with an increase in iteration numbers during the optimization process. According to the trends observed during the optimization process for the two optimization objectives, it can be seen that the fluctuation range of efficiency has a small iteration number, while the fluctuation range of head ratio has a large iteration number.

Using the NSGA-II algorithm, the non-dominated solutions are obtained and the Pareto optimal frontier is shown after 721 iteration generations (Figure 11). This shows that the Pareto optimal solutions (red dots in the picture) are densely, continuously and smoothly distributed on a convex curve, indicating that NSGA-II has a strong ability to approximate Pareto solutions in the sample space.

Figure 9. Error analysis. (a) Efficiency; (b) head ratio.
Using the NSGA-II algorithm, the non-dominated solutions are obtained and the Pareto optimal frontier is shown after 721 iteration generations (Figure 11). This shows that the Pareto optimal solutions (red dots in the picture) are densely, continuously and smoothly distributed on a convex curve, indicating that NSGA-II has a strong ability to approximate Pareto solutions in the sample space.

Figure 11. Optimization results of the NSGA-II algorithm.

It can be seen from the red Pareto optimal solutions in Figure 11 that the head ratio has a monotone decrease with increased efficiency in the Pareto optimal frontier, and there are some conflicts between the two objectives in this paper. The two objectives either cannot be compared, or may not be the optimal solutions for all objectives. The mapping primal points of these non-dominated solutions in the decision space, called Pareto solutions, are non-inferior.

Table 2 shows the comparison of structural parameters between the optimization scheme and the original scheme, and Table 3 shows a comparison of performance optimization objectives between the optimization scheme and the original scheme.

**Table 2.** Comparison of design parameters between original scheme and optimized scheme.

|                | \(\alpha (°)\) | \(\beta (°)\) | \(m\) | \(q\)    |
|----------------|----------------|---------------|------|---------|
| Original scheme| 18             | 5.8           | 2.27 | 0.5789  |
| Optimized scheme| 25.02         | 5.1768        | 1.6823 | 0.3702 |

**Table 3.** Comparison of optimization objectives between the original scheme and optimized scheme.

|       | \(\eta\) | \(h\) |
|-------|---------|-------|
| Original scheme | 0.3325 | 0.3648 |
| Optimized scheme | 0.3558 | 0.4758 |
According to the two tables of parameters, it can be seen that, in terms of structure, the suction angle of the optimization model is increased, the diffusion angle is decreased and the flow ratio and area ratio are decreased, while in terms of performance, the head ratio of the optimization model is increased by 30.46%, and the efficiency is increased by 7%.

5.3. Analysis of Internal Flow Field Optimization of Jet Pump

Figure 12 shows a pressure field comparison between the original model and the optimized model. The pressure distribution in the suction chamber and throat of the optimized model is similar to that of the original model, but the high pressure region of the optimized model is widely distributed in the diffuser and outlet; that is, kinetic energy is converted into pressure energy earlier in the diffusion. In general, the inlet pressure is similar between the two models. The pressure gradient along the axial direction of the jet pump is more obvious and the outlet pressure is higher in the optimized model, which helps to improve the head ratio of the jet pump.

Figure 12. Pressure distribution of annular jet pump.

6. Conclusions

In this study, an annular jet pump optimization method was proposed based on a CFD simulation, RBF neural network model and NSGA-II optimization algorithm. The CFD simulation scheme was created and verified with experiment data, ensuring the reliability of the simulation results. The RBF neural network model was established by the OSF and verified by the CFD simulation results. In the end, the parameters of the annular jet pump were optimized using the NSGA-II algorithm.

According to the results of above, the following conclusions can be presented:

(1) An RBF neural network approximation model was constructed to analyze the efficiency and head ratio of an annular jet pump. The determination coefficients $R^2$ of the two objectives were greater than 0.97, and the accuracy of the model is reliable.

(2) The NSGA-II algorithm was used to optimize the annular jet pump. In terms of structure, the suction angle increased, the diffusion angle decreased and the flow ratio and area ratio decreased compared with the original model, while in terms of performance, the head ratio increased by 30.46% and efficiency is increased by 7%.

(3) The optimization method based on the RBF neural network model and the NSGA-II optimization algorithm was able obtain the optimal design parameter combination in the global design space of an annular jet pump, which can be applied to other kinds of pumps. However, due to the errors of the CFD and RBF models, this method needs the support of experimental data.
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Appendix A

Table A1. Design parameters and efficiency of DOE sample points.

| $q$     | $m$  | $\alpha$ (°) | $\beta$ (°) |
|---------|------|--------------|-------------|
| 0.5835  | 4.256| 20.22        | 9.164       |
| 0.7259  | 1.789| 30.54        | 7.646       |
| 0.538   | 2.454| 18.84        | 8.178       |
| 0.4013  | 4.078| 20.5         | 8.936       |
| 0.3899  | 4.876| 36.1         | 8.026       |
| 0.6462  | 3.019| 31.92        | 4.228       |
| 0.4297  | 1.959| 21.34        | 6.734       |
| 0.3842  | 4.349| 25.24        | 4.988       |
| 0.3671  | 2.649| 26.08        | 8.556       |
| 0.3614  | 2.491| 34.44        | 7.722       |
| 0.743   | 2.185| 36.66        | 4.608       |
| 0.7089  | 3.688| 24.12        | 4.076       |
| 0.6861  | 1.883| 37.5         | 9.012       |
| 0.4639  | 2.824| 29.98        | 4.152       |
| 0.669   | 2.872| 40           | 8.406       |
| 0.6291  | 6.163| 35.54        | 5.14        |
| 0.7886  | 5.383| 23.02        | 5.67        |
| 0.6747  | 1.723| 30.82        | 5.444       |
| 0.7316  | 2.919| 20.78        | 5.974       |
| 0.35    | 4.547| 27.18        | 7.266       |
| 0.6918  | 1.985| 19.68        | 7.114       |
| 0.612   | 3.995| 28.58        | 6.126       |
| 0.7544  | 2.529| 29.14        | 5.898       |
| 0.7658  | 3.835| 27.46        | 7.494       |
| 0.7829  | 3.915| 36.94        | 7.038       |
| 0.6348  | 1.812| 38.32        | 6.582       |
| 0.3728  | 2.28 | 34.98        | 5.292       |
| 0.5551  | 2.155| 33.04        | 7.95        |
### Table A1. Cont.

| $q$   | $m$   | $\alpha$ ($^\circ$) | $\beta$ ($^\circ$) |
|-------|-------|----------------------|---------------------|
| 0.6804 | 6.347 | 21.9                 | 7.494               |
| 0.6576 | 2.012 | 29.42                | 9.772               |
| 0.6063 | 6.953 | 23.3                 | 5.368               |
| 0.5038 | 6.737 | 31.08                | 6.886               |
| 0.7772 | 4.447 | 31.36                | 5.216               |
| 0.4753 | 3.419 | 33.6                 | 6.506               |
| 0.5949 | 2.968 | 33.32                | 9.62                |
| 0.5722 | 2.313 | 18.28                | 5.518               |
| 0.7601 | 2.691 | 32.76                | 8.784               |
| 0.5095 | 3.482 | 26.64                | 7.798               |
| 0.4468 | 5.992 | 28.58                | 9.088               |
| 0.4867 | 3.019 | 39.16                | 8.482               |
| 0.5494 | 2.382 | 28.02                | 6.05                |
| 0.4639 | 2.067 | 31.64                | 10                  |
| 0.7715 | 5.524 | 23.84                | 9.392               |
| 0.612  | 2.248 | 24.96                | 4                   |
| 0.4127 | 3.296 | 32.48                | 9.696               |
| 0.7487 | 1.933 | 22.74                | 5.064               |
| 0.407  | 3.18  | 19.4                 | 6.658               |
| 0.5835 | 3.76  | 18.56                | 6.81                |
| 0.5323 | 5.249 | 36.38                | 9.468               |
| 0.5209 | 2.735 | 24.68                | 9.848               |
| 0.4354 | 1.835 | 27.74                | 4.76                |
| 0.481  | 1.702 | 33.88                | 6.278               |
| 0.7943 | 2.185 | 37.22                | 6.962               |
| 0.7032 | 7.178 | 32.2                 | 7.114               |
| 0.6234 | 4.994 | 28.86                | 8.86                |
| 0.6006 | 4.652 | 37.78                | 7.342               |
| 0.5437 | 3.548 | 22.18                | 4.684               |
| 0.3557 | 4.166 | 34.44                | 4.836               |
| 0.4582 | 5.829 | 38.88                | 5.746               |
| 0.7373 | 3.237 | 19.12                | 8.33                |
| 0.6975 | 3.125 | 25.8                 | 9.924               |
| 0.5778 | 1.681 | 23.56                | 5.822               |
| 0.3956 | 1.767 | 29.7                 | 8.102               |
| 0.4241 | 1.908 | 21.62                | 9.316               |
| 0.5665 | 1.745 | 25.52                | 8.254               |
| 0.5266 | 3.296 | 38.06                | 4.532               |
| 0.6519 | 2.568 | 26.36                | 7.874               |
| 0.3785 | 2.608 | 27.18                | 6.202               |
| 0.4981 | 6.536 | 22.46                | 7.418               |
| 0.5152 | 5.117 | 30.26                | 4.304               |
| 0.5608 | 2.04  | 34.7                 | 4.38                |
| 0.7203 | 4.76  | 35.82                | 9.24                |
| 0.4411 | 1.859 | 38.6                 | 8.708               |
| 0.6633 | 2.096 | 19.94                | 9.544               |
| 0.8    | 2.124 | 24.4                 | 8.632               |
| 0.7146 | 3.616 | 39.44                | 4.912               |
| 0.4525 | 5.675 | 18                   | 5.518               |
| 0.6405 | 2.779 | 35.26                | 6.43                |
| 0.4924 | 2.347 | 39.72                | 6.354               |
| 0.4184 | 2.417 | 21.06                | 4.456               |
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