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Abstract
In 2001, Davies, Gladwell, Leydold, and Stadler proved discrete nodal domain theorems for eigenfunctions of generalized Laplacians, i.e., symmetric matrices with non-positive off-diagonal entries. In this paper, we establish nodal domain theorems for arbitrary symmetric matrices by exploring the induced signed graph structure. Our concepts of nodal domains for any function on a signed graph are switching invariant. When the induced signed graph is balanced, our definitions and upper bound estimates reduce to existing results for generalized Laplacians. Our approach provides a more conceptual understanding of Fiedler’s results on eigenfunctions of acyclic matrices. This new viewpoint leads to lower bound estimates for the number of strong nodal domains which improves previous results of Berkolaiko and Xu–Yau. We also prove a new type of lower bound estimates by a duality argument.

Mathematics Subject Classification 39A12 · 05C22 · 05C50 · 15A18

1 Introduction

Courant’s nodal domain theorem is a basic result in spectral theory with wide applications. The theorem, proved in 1920s [12, 13], states that the nodal lines of the $k$-th eigenfunction $f_k$ of a self-adjoint second order elliptic differential operator can not divide the domain $D$ into more than $k$ different subdomains. Here the nodal lines are referred to the set of zeros (nodes) of eigenfunctions and the subdomains are now known as the nodal domains. Courant’s theorem can be considered as a natural generalization of Sturm’s oscillation theorem for second order ODEs that the zeros of the $k$-th eigenfunction of a vibrating string divide the string into exactly $k$ subintervals. There are abundant extensions of Courant’s theorem to non-linear operators like $p$-Laplacians, and to Riemannian manifolds and more general settings with less regularity, including discrete settings, see, e.g., [9, 10, 14, 26–28, 35].

The study of discrete nodal domain theorems on graphs dates back to the work of Gantmacher and Krein [21], which contains a discrete analogue of Sturm’s theorem for strings.
Many of Fiedler’s results in 1970s [17–19] can be interpreted as discrete nodal domain estimates. Important progresses in this aspect can be found in the works of Powers [33], Roth [34], Friedman [20], Colin de Verdière [11], van der Holst [36, 37], Duval and Reiner [16], etc. The discrete nodal domain theorems for generalized Laplacians, i.e., symmetric matrices with non-positive off-diagonal entries, were eventually established by Davies, Gladwell, Leydold, and Stadler [15] in 2001. We refer to [15, Section 2] for a detailed historical review. There are many further advances in this topic, see, e.g., [3, 5, 6, 22, 29, 31] and the book [4].

Nodal domain theorems for graphs have striking difference from their $\mathbb{R}^d$ analogue. One of the key steps in establishing the discrete nodal domain theorems is to come up with the correct concept of nodal domains on graphs: We need distinguish strong and weak nodal domains [15, Definitions 1 and 2] (see also Definition 3.8 below) since the zeros are discrete. The nodal domain theorems in [15] states that the number of strong nodal domains of the $k$-th eigenfunction of a generalized Laplacian is no greater than $k + r - 1$, where $r$ is the multiplicity of the corresponding eigenvalue; When the corresponding graph is connected, the number of weak nodal domains of the $k$-th eigenfunction is no greater than $k$. The strong nodal domain estimates can not be improved due to the example of star graphs given in Friedman [20]. The weak nodal domain estimates has been correctly stated in the work of Colin de Verdière [11] and Friedman [20] and a complete proof was given in [15]. While there are no nontrivial lower bound for the number of nodal domains of $D \subset \mathbb{R}^d$, $d \geq 2$, Berkolaiko [2] established a non-trivial lower bound estimate for the number of strong nodal domains on graphs, which were strengthened later by Xu and Yau [38]. This can be considered as strong extensions of the result of Sturm and its discrete counterparts: When the graph is not far from being a tree and the eigenfunction has only few zeros, the number of corresponding strong nodal domains is very close to the upper bound $k + r - 1$.

It is natural to ask for discrete nodal domain theorems of general symmetric matrices. This includes important cases of signed graph Laplacian [1] and related Schrödinger operators [7] on finite graphs or on subgraphs with Dirichlet boundary condition. One motivation comes from the finite element method (FEM) approximation of differential equations. Gladwell and Zhu [22] studied the nodal domain theorem for an approximate FEM solution to the Helmholtz equation corresponding to some refined or crude mesh. Recall that the FEM reduces the Helmholtz equation to a form $Mf = 0$, where $M$ is a symmetric matrix. The signs of the off-diagonal entries of $M$ depend on the characteristic of the mesh: For the case of a triangular mesh in $\mathbb{R}^2$, $M$ is a generalized Laplacian if all the triangles are acute-angled; Some off-diagonal entries of $M$ might be positive if some triangles are obtuse-angled. Gladwell and Zhu [22] mentioned that it is easy to construct counterexamples of meshes with some obtuse-angled triangles for which the discrete nodal domain theorems in [15] fails. Mohammadian [32] has proved the strong nodal domain theorem for any symmetric matrices. However, his definition of “weak” nodal domains is different from [15, Definition 2]: For a star graph on $n \geq 3$ vertices, any eigenfunction to the second Laplacian eigenvalue has two weak nodal domains while it only has one “weak” nodal domain in the sense of Mohammadian (see Remark 3.12). For the case of signless graph Laplacians, i.e., symmetric matrices with all off-diagonal entries non-negative, the so-called nonzero nodal domains of a function (maximal connected induced subgraphs on non-zeros of the function) have been studied in [26, 27]. The signs of the function values do not play a role in this approach.

In this paper, we introduce proper concepts of nodal domains for arbitrary symmetric matrices and establish various upper and lower bound estimates which unifies the approach of Davies et al. [15] for generalized Laplacians and that of Fiedler [18] for acyclic matrices. We do this via the induced signed graph of a symmetric matrix. A signed graph $\Gamma = (G, \sigma)$ is a graph $G = (V, E)$ whose edges are labelled by a signature $\sigma : E \to \{+1, -1\}$. By an
induced signed graph $\Gamma$ of an $n \times n$ symmetric matrix $M = (M_{ij})$, we mean a graph $G$ with vertices $\{x_1, \ldots, x_n\}$, where $\{x_i, x_j\}$ is an edge if and only if $i \neq j$ and $M_{ij} \neq 0$, and the sign of each edge is $\sigma_{x_ix_j} = -M_{ij}/|M_{ij}|$. In the definitions [15, Definitions 1 and 2] (see Definition 3.8), the strong and weak nodal domains of a function $f$ are decided by the sign of $f$ at each vertex. In our concepts (Definition 3.4), the signature of edges also plays an important role. We introduce strong and weak nodal domain walks (see Definitions 3.1 and 3.2 below) which further induce two kinds of equivalent relations on the set of non-zeros of a function $f$. Building upon the corresponding equivalent classes, we define strong and weak nodal domains of a function $f$ (Definition 3.4). When the symmetric matrix is a generalized Laplacian, that is, when the induced signed graph has all-positive signature, our definition coincides with that of [15, Definitions 1 and 2].

Signed graphs and the fundamental ideas of balance and switching has led to systematic and deep understandings for various parts of graph theory, e.g., for matroid theory [39] and for Cheeger constants and related eigenvalue estimates [1, 30]. The sign of a cycle is defined to be the product of the signs of all its edges. A signed graph is called balanced if the sign of every cycle is positive. If the induced signed graph $\Gamma$ of a symmetric matrix $M$ is balanced, then there exists a diagonal matrix $D(\tau)$ of a function $\tau : V \to \{+1, -1\}$, i.e., $D_{ii} = \tau(x_i)$ for any $i$, such that

$$M^\tau := D(\tau)^{-1} M D(\tau) = D(\tau) M(\tau)$$

is a generalized Laplacian. Notice that the symmetric matrix $M$ and the generalized Laplacian matrix $M^\tau$ share the same set of eigenvalues and $M f_k = \lambda_k f_k$ if and only if $M^\tau \tau f_k = \lambda_k \tau f_k$.

It turns out that the strong and weak nodal domains in our sense (Definition 3.4) of $f_k$ as an eigenfunction of $M$ coincide with the strong and weak nodal domains in the sense of [15, Definitions 1 and 2] (see Definition 3.8) of $\tau f_k$ as an eigenfunction of the generalized Laplacian $M^\tau$. In general, our definition of strong and weak nodal domains are switching invariant (Theorem 3.10).

With the new definition of nodal domains on signed graphs, we extend the theorems of Davies et al. [15] to arbitrary symmetric matrices (Theorems 4.1). Particularly, a discrete unique continuation theorem using our concept of weak nodal domains holds for eigenfunctions of any symmetric matrix (Lemma 4.6). Building upon this fact, we prove the number of weak nodal domains of the $k$-th eigenfunction of any symmetric matrix with a connected induced signed graph is no greater than $k$. We also show the number of strong nodal domains of the $k$-th eigenfunction of any symmetric matrix with minimal support (Definition 2.3) is no greater than $k$.

Our approach using signed graphs leads to more conceptual understanding of existing results. For example, Roth [34] proved that for the generalized Laplacian on a connected bipartite graph, the largest eigenvalue $\lambda_n$ is simple and the numbers of strong and weak nodal domains of the corresponding eigenfunction $f_n$ are both equal to $n$. Since any bipartite graph with an all-positive signature is antibalanced, Roth’s result becomes a direct consequence of the Perron-Frobenius theorem (see Theorem 3.13). Fiedler [18] studied eigenfunctions of acyclic matrices and found close relations between the signs of eigenfunction values and the positions of the corresponding eigenvalues. We reformulate Fiedler’s results as discrete nodal domain estimates for symmetric matrices whose induced signed graphs have no cycle. Notice that any signed graph with no cycle is balanced.

Inspired by this reformulation of Fiedler’s work, we obtain an interesting multiplicity formula (Corollary 5.4), and lower bound estimates for the number of strong nodal domains,
which improves the results of Berkolaiko [2] and Xu and Yau [38] even in the balanced case. A particular subset of zeros, which we call Fiedler zero set (see Definition 6.5), plays an important role in those results.

In our approach, a duality argument via considering the quantity
\[ S(f) + \overline{S}(f) \]
is quite useful, where \( S(f) \) is the number of strong nodal domains of the function \( f \) on a signed graph \( \Gamma = (G, \sigma) \) and \( \overline{S}(f) \) is that of \( f \) on its negation \( -\Gamma = (G, -\sigma) \). Using this argument, we prove a new type of lower bound estimates for the number of strong nodal domains involving properties of leaves, i.e., vertices with degree 1 (Theorem 6.19).

The paper is structured as follows. In Sect. 2, we collect preliminaries on symmetric matrices and signed graphs, particularly on the concepts of balance, antibalance, and switching of signed graphs. In Sect. 3, we present the concepts of strong and weak nodal domains on signed graphs, and discuss their basic properties. In Sect. 4, we prove discrete nodal domain theorems for arbitrary symmetric matrices. In Sect. 5, we reformulate the main theorem of Fiedler [18] on the eigenfunctions of acyclic matrices as discrete nodal domain estimates on signed graphs with no cycle, and derive an interesting multiplicity formula. Finally, we show two lower bound estimates for the number of strong nodal domains of any symmetric matrix in Sect. 6.

2 Preliminaries

We first give the following definition which we will use often in this paper.

**Definition 2.1** (walk and path) A walk in a graph \( G = (V, E) \) is a sequence of vertices \( \{v_i\}_{i=1}^k \) for \( k \geq 2 \), such that \( \{v_j, v_{j+1}\} \in E \) for \( 1 \leq j \leq k - 1 \). A path is a walk such that all vertices \( v_i \) are distinct.

Let \( M \) be an \( n \times n \) symmetric matrix. We list its eigenvalues with multiplicity as follows:
\[ \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n. \]
Recall the following mini-max principle.

**Lemma 2.2** Let \( P_k \) and \( P_k^\perp \) be the sets of subspaces of \( \mathbb{R}^n \) with dimension at least \( k \) and with codimension at most \( k \), respectively. Then
\[
\lambda_k = \min_{P \in P_k} \max_{0 \neq g \in P} \langle g, Mg \rangle = \max_{P \in P_k^\perp} \min_{0 \neq g \in P} \langle g, Mg \rangle,
\]
where \( \langle \cdot, \cdot \rangle \) stands for the Euclidean inner product of \( \mathbb{R}^n \).

**Definition 2.3** We say an eigenfunction \( f \) of \( M \) has minimal support if for each eigenfunction \( g \) corresponding to the same eigenvalue as \( f \) with \( \text{supp}(g) \subseteq \text{supp}(f) \) one has \( \text{supp}(g) = \text{supp}(f) \). Here we use the notion \( \text{supp}(f) := \{i \in \{1, \ldots, n\} : f(i) \neq 0\} \).

**Lemma 2.4** For any \( n \times n \) symmetric matrix \( M \), there exists a basis \( \{f_1, \ldots, f_n\} \) consisting of eigenfunctions with minimal support.
Definition 2.5 Given an \( \Gamma_1 \) concern the induced signed graphs \( \sigma \) and the signature \( \eta \). Without loss of generality, we can assume that \( M_\eta \) where \( V \) by an edge if \( x_i \) of the eigenspace \( E \). Consider the following \( r \times n \) matrix

\[
M_0 = \begin{pmatrix}
y_{11} & y_{12} & \cdots & y_{1n} \\
y_{21} & y_{22} & \cdots & y_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
y_{r1} & y_{r2} & \cdots & y_{rn}
\end{pmatrix}.
\]

Without loss of generality, we can assume that \( M_0 \) can be transformed via elementary row transformation into the following form

\[
\begin{pmatrix}
1 & 0 & \cdots & 0 & z_{1,r+1} & \cdots & z_{1n} \\
0 & 1 & \cdots & 0 & z_{2,r+1} & \cdots & z_{2n} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 & z_{r,r+1} & \cdots & z_{rn}
\end{pmatrix}.
\]

Set \( \eta_i := (\delta_{i1}, \ldots, \delta_{ir}, z_{i,r+1}, \ldots, z_{in})^T, i = 1, \ldots, r. \) Then \( \{\eta_i, i = 1, \ldots, r\} \) is a basis of the eigenspace \( E \). Next we show each \( \eta_i \) has minimal support by contradiction. Suppose that we have a function \( f = (x_1, \ldots, x_n)^T \in E \) with \(\text{supp}(f) \subseteq \text{supp}(\eta_i)\). This implies that \( x_j = 0 \), for \( j = 1, \ldots, r, j \neq i \). If \( x_i = 0 \), then \( f \notin E \). If, otherwise, \( x_i \neq 0 \), then \( f \) is a multiple of \( \eta_i \). Contradiction.

\[\square\]

A signed graph \( \Gamma = (G, \sigma) \) is a graph \( G = (V, E) \) with a signature \( \sigma : E \to \{+1, -1\} \), where \( V \) is the vertex set and \( E \) is the edge set. We say two vertices \( x, y \in V \) are connected by an edge if \( (x, y) \in E \) and write \( x \sim y \). We denote by \( d_x := \sum_{y : y \sim x} 1 \) the vertex degree of \( x \in V \). For each edge \( (x, y) \in E \), we write \( \sigma_{xy} = \sigma((x, y)) \) for short. In this article, we concern the induced signed graphs \( \Gamma = (G, \sigma) \) of symmetric matrices, for which the graphs \( G \) are always undirected, finite, and simple.

Definition 2.5 Given an \( n \times n \) symmetric matrix \( M = (M_{ij}) \), we define the induced signed graph \( \Gamma = (G, \sigma) \) of \( M \) as follows: The underlying graph \( G = (V, E) \) is given by

\[
V := \{x_i\}_{i=1}^n \quad \text{and} \quad E := \{(x_i, x_j) : M_{ij} \neq 0 \text{ and } i \neq j\},
\]

and the signature \( \sigma : E \to \{+1, -1\} \) is defined via

\[
\sigma_{x_ix_j} := -\frac{M_{ij}}{|M_{ij}|} = \begin{cases} +1, & \text{if } M_{ij} < 0; \\ -1, & \text{if } M_{ij} > 0, \end{cases}
\]

for each edge \( (x_i, x_j) \in E \).

By the above definition, the induced signed graph of any generalized Laplacian always has an all-positive signature.

Definition 2.6 Given a signed graph \( \Gamma = (G, \sigma) \). We say a symmetric matrix \( M \) is compatible with \( \Gamma \) if the induced signed graph of \( M \) coincides with \( \Gamma \).

In a signed graph \( \Gamma = (G, \sigma) \), the sign of a cycle or a path in \( G \) is defined as the product of the signs of edges in it. The following concepts of balance and antibalance are introduced by Harary [24, 25].
Definition 2.7 (Harary) A signed graph $\Gamma = (G, \sigma)$ is called balanced if the sign of every cycle in $G$ is positive. It is called antibalanced if the sign of every odd cycle is negative and the sign of every even cycle is positive.

Notice that a signed graph $\Gamma = (G, \sigma)$ is antibalanced if and only if its negation $-\Gamma := (G, -\sigma)$ is balanced.

Definition 2.8 (Switching) A function $\tau : V \to \{+1, -1\}$ is called a switching function. Switching the signature of $\Gamma = (G, \sigma)$ by $\tau$ refers to the operation of changing $\sigma$ to be $\sigma^\tau$ where

$$\sigma^\tau_{xy} := \tau(x)\sigma_{xy}\tau(y)$$

for any $\{x, y\} \in E$.

Switching the signature $\sigma$ by $\tau$ is simply reversing the signs of all edges connecting $S := \{x \in V : \tau(x) = +1\}$ and its complement while keeping the signs of other edges unchanged.

Definition 2.9 Let $G = (V, E)$ be a graph. Two signatures $\sigma : E \to \{+1, -1\}$ and $\sigma' : E \to \{+1, -1\}$ are called to be switching equivalent if there exists a switching function $\tau$ such that $\sigma' = \sigma^\tau$.

Notice that the sign of a cycle is invariant under switching operations. The following characterization lemma using switching is due to Zaslavsky [39, Corollary 3.3].

Lemma 2.10 (Zaslavsky’s switching lemma) A signed graph $\Gamma = (G, \sigma)$ is balanced if and only if $\sigma$ is switching equivalent to the all-positive signature, and it is antibalanced if and only if $\sigma$ is switching equivalent to the all-negative signature.

We can always switch the signs of all edges in a spanning tree of a signed graph to be positive [39, Lemma 3.1].

Lemma 2.11 Let $\Gamma = (G, \sigma)$ be a connected signed graph. Then for any spanning tree $T$ of $G$, there exists a switching function $\tau$ such that $\sigma$ can be switched by $\tau$ to be positive on each edge of $T$.

Proof Select one vertex $x_0 \in V$. The switching function constructed below fulfills the requirement:

$$\tau = \begin{cases} +1, & \text{if } x = x_0; \\ \text{the sign of the unique path connecting } x \text{ and } x_0 \text{ in } T, & \text{if } x \neq x_0. \end{cases}$$

Let $\Gamma = (G, \sigma)$ be the induced signed graph of a symmetric matrix $M$. Consider a switching function $\tau : V \to \{+1, -1\}$. Then the symmetric matrix

$$M^\tau := D(\tau)MD(\tau),$$

where $D(\tau)$ is the diagonal matrix of $\tau$, shares the same spectrum with $M$. The induced signed graph of $M^\tau$ is the switched graph $\Gamma^\tau = (G, \sigma^\tau)$. Indeed, a function $f_k$ is an eigenfunction of $M$ such that $Mf_k = \lambda_k f_k$ if and only if $\tau f_k$ is an eigenfunction of $M^\tau$ such that $M^\tau(\tau f_k) = \lambda_k(\tau f_k)$.
3 Strong and weak nodal domains on signed graphs

In this section, we present the concepts of strong and weak nodal domains on signed graphs in detail.

Definition 3.1 (Strong nodal domain walks) Let $\Gamma = (G, \sigma)$ be a signed graph where $G = (V, E)$ and $f : V \to \mathbb{R}$ be a function. A walk $\{x_k\}_{k=1}^n$, $n \geq 2$ is called a strong nodal domain walk of $f$ (an S-walk for short) if $f(x_k)\sigma_{x_kx_{k+1}}f(x_{k+1}) > 0$ for each $k = 1, 2, \ldots, n-1$.

Notice that $f(x_k) \neq 0$ for any vertex $x_k$ in an S-walk of $f$. In contrast, we allow zeros in the following concept of weak nodal domain walks.

Definition 3.2 (Weak nodal domain walks) Let $\Gamma = (G, \sigma)$ be a signed graph where $G = (V, E)$ and $f : V \to \mathbb{R}$ be a function. A walk $\{x_k\}_{k=1}^n$, $n \geq 2$ is called a weak nodal domain walk of $f$ (a W-walk for short) if for any two consecutive non-zeros $x_i$ and $x_j$ of $f$, i.e., $f(x_i) \neq 0$, $f(x_j) \neq 0$, and $f(x_\ell) = 0$ for any $i < \ell < j$, it holds that

$$f(x_i)\sigma_{x_ix_{i+1}} \cdots \sigma_{x_{j-1}x_j} f(x_j) > 0.$$ 

We remark that every walk containing at most 1 non-zeros of $f$ is a W-walk.

Using the above two types of walks, we introduce the following two equivalence relations on the set of non-zeros of $f$.

Definition 3.3 Let $\Gamma = (G, \sigma)$ be a signed graph where $G = (V, E)$ and $f : V \to \mathbb{R}$ be a function. Let $\Omega = \{v \in V : f(v) \neq 0\}$ be the set of non-zeros of $f$.

(i) We define a relation $R_S$ on $\Omega$ as follows: For any $x, y \in \Omega$, $(x, y) \in R_s$ if and only if $x = y$ or there exists an S-walk connecting $x$ and $y$.

(ii) We define a relation $R_W$ on $\Omega$ as follows: For any $x, y \in \Omega$, $(x, y) \in R_W$ if and only if $x = y$ or there exists an W-walk connecting $x$ and $y$.

It is direct to check that both $R_S$ and $R_W$ are equivalence relations.

Definition 3.4 (Strong and weak nodal domains) Let $\Gamma = (G, \sigma)$ be a signed graph where $G = (V, E)$ and $f : V \to \mathbb{R}$ be a function. Let $\Omega = \{v \in V : f(v) \neq 0\}$ be the set of non-zeros of $f$.

(i) We denote by $\{S_i\}_{i=1}^p$ the equivalence classes of the relation $R_S$ on $\Omega$. We call the induced subgraph of each $S_i$ a strong nodal domain of the function $f$. We denote the number $p$ of strong nodal domains of $f$ by $\mathcal{S}(f)$.

(ii) We denote by $\{W_i\}_{i=1}^q$ the equivalence classes of the relation $R_W$ on $\Omega$. We call the induced subgraph of each set

$$W_i^0 := W_i \cup \{x \in V : \text{there exists a W-walk from } x \text{ to some vertex } \in W_i\}$$

a weak nodal domain of the function $f$. We denote the number $q$ of weak nodal domains of $f$ by $\mathcal{W}(f)$.

Notice that $W_i^0$ is obtained from $W_i$ by absorbing the zeros around it.

Remark 3.5 (i) From the definition, we have $\mathcal{S}(f) = \mathcal{W}(f) = 0$ if $f$ is identically zero.

(ii) We observe that both strong and weak nodal domains of a function are connected.

(iii) For any two weak nodal domains $D_i$ and $D_j$ of $f$, if $x \in D_i \cap D_j$, then $x$ must be a zero, i.e., $f(x) = 0$. 
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For the number of strong nodal domains $\mathcal{S}(f)$ of a function $f$, we have the following observation.

**Lemma 3.6** Let $\Gamma = (G, \sigma)$ be a signed graph with $G = (V, E)$. For a function $f : V \to \mathbb{R}$ and the set of non-zeros $\Omega = \{x \in V : f(x) \neq 0\}$, consider the subgraph $S = (\Omega, E(S))$ where

$$E(S) := \{\{x, y\} \in E : f(x)\sigma_{xy}f(y) > 0\}.$$ 

Let $T_S = (\Omega, E(T_S))$ be a spanning forest of $S$. Then we have

$$\mathcal{S}(f) = |V| - z - |E(T_S)|,$$

where $z = |V \setminus \Omega|$ is the number of zeros of $f$.

**Proof** By definition, the number $\mathcal{S}(f)$ is the number of connected components of the subgraph $S$ or that of its spanning forest $T_S$. Therefore, we have

$$\mathcal{S}(f) = |\Omega| - |E(T_S)| = |V| - z - |E(T_S)|.$$

$\square$

Next, we illustrate our concepts by an example.

**Example 3.7** We consider the signed graph $\Gamma = (G, \sigma)$ given in Fig. 1 and the symmetric matrix

$$M = \begin{pmatrix}
0 & -1 & 0 & 0 & 0 & 0 \\
-1 & 0 & -1 & 1 & 0 & 0 \\
0 & -1 & 0 & -1 & -1 & -1 \\
-1 & 1 & -1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 & 1 & 0
\end{pmatrix},$$

which is compatible with $\Gamma$.

By numerical computation, we obtain the eigenvalues of $M$ listed below:

$$\lambda_1 \approx -1.84 \leq \lambda_2 = \lambda_3 = -1 \leq \lambda_4 \approx -0.51 \leq \lambda_5 \approx 1.51 \leq \lambda_6 \approx 2.84.$$ 

The following are a system of corresponding eigenfunctions:

$$f_1 \approx (1.76, 1.62, 2.84, 1.62, 1, 1)^T,$$

$$f_2 = (0, -1, 0, 1, 0, 0)^T,$$

$$f_3 = (0, 0, 0, 0, -1, 1)^T,$$
Table 1  Strong and weak nodal domains

| Eigenfunction | Strong nodal domain         | Weak nodal domain            |
|---------------|----------------------------|------------------------------|
| $f_1$         | $\{1, 2, 3, 4, 5, 6\}$     | $\{1, 2, 3, 4, 5, 6\}$      |
| $f_2$         | $\{2, 4\}$                 | $\{1, 2, 3, 4, 5, 6\}$      |
| $f_3$         | $\{5, 6\}$                 | $\{1, 2, 3, 4, 5, 6\}$      |
| $f_4$         | $\{1, 2, 4\}, \{3, 5, 6\}$| $\{1, 2, 4\}, \{3, 5, 6\}$ |
| $f_5$         | $\{1\}, \{2, 3, 4\}, \{5\}, \{6\}$ | $\{1\}, \{2, 3, 4\}, \{5\}, \{6\}$ |
| $f_6$         | $\{1\}, \{2\}, \{3\}, \{4\}, \{5\}, \{6\}$ | $\{1\}, \{2\}, \{3\}, \{4\}, \{5\}, \{6\}$ |

Fig. 2  The function $f_6$ on $\Gamma = (G, \sigma)$

We list the strong and weak nodal domains of each eigenfunction in Table 1. Notice that we only provide vertex subsets. The strong and weak nodal domains are the induced subgraphs of those vertex subsets in Table 1.

We also illustrate the eigenfunction $f_6$ in Fig. 2. There we see none of the edges is an $S$-walk.

3.1 Switching invariance

Let us recall the definition of strong and weak nodal domains of a function on an unsigned graph from [15, Definitions 1 and 2].

**Definition 3.8** ([15]) Let $G = (V, E)$ be a graph and $f : V \to \mathbb{R}$ be a function. A positive (negative) strong nodal domain of $f$ is a maximal connected induced subgraph of $G$ on vertices $v \in V$ with $f(v) > 0$ ($f(v) < 0$). A positive (negative) weak nodal domain of $f$ is a maximal connected induced subgraph of $G$ on vertices $v \in V$ with $f(v) \geq 0$ ($f(v) \leq 0$) that contains at least one nonzero vertex.

**Remark 3.9** Our Definition 3.4 of strong and weak nodal domains of a function on a signed graph $\Gamma = (G, \sigma)$ coincides with Definition 3.8 when $\sigma_{xy} = +1$ for any edge $\{x, y\}$.

**Theorem 3.10** (Switching invariance) Let $f$ be a non-zero function on a signed graph $\Gamma = (G, \sigma)$. Let $\tau : V \to \{+1, -1\}$ be a switching function. Then an induced subgraph of $G$ is a strong (weak) nodal domain of the function $f$ on $\Gamma$ if and only if it is a strong (weak) nodal domain of the function $\tau f$ on $\Gamma^\tau = (G, \sigma^\tau)$. 
The theorem follows directly from the following observation: For any walk $x_0 \sim x_1 \cdots \sim x_m$, $m \geq 1$, it holds that
\[
f(x_0)\sigma_{x_0x_1} \cdots \sigma_{x_{m-1}x_m} f(x_m) = (\tau f)(x_0)\sigma_{x_0x_1} \cdots \sigma_{x_{m-1}x_m} (\tau f)(x_m).
\]
\[\Box\]

**Corollary 3.11** Let $f$ be a non-zero function on a balanced signed graph $\Gamma = (G, \sigma)$. Let $\tau : V \to \{+1, -1\}$ be the switching function such that $\sigma^\tau_{xy} = +1$ for any edge $\{x, y\}$. Then an induced subgraph of $G$ is a strong (weak) nodal domain of the function $f$ on $\Gamma = (G, \sigma)$ if and only if it is a strong (weak) nodal domain of the function $\tau f$ on the graph $G$ in the sense of Definition 3.8.

**Remark 3.12** Mohammadian [32] has studied nodal domain theorems for symmetric matrices. Let $M$ be a symmetric matrix and $G = (V, E)$ be the induced graph. Let $f : V \to \mathbb{R}$ be a function. Mohammadian defines the following two subgraphs: One subgraph $\Gamma^<_{M, f}(G)$ has vertex set $\Omega := \{x \in V : f(x) \neq 0\}$ and edge set
\[
E^< := \{x, y \in E : f(x)M_{xy}f(y) < 0\}.
\]
The other subgraph $\Gamma^\leq_{M, f}(G)$ has vertex set $V$ and edge set
\[
E^\leq := \{x, y \in E : f(x)M_{xy}f(y) \leq 0\}.
\]
If the graph $G$ is connected, Mohammadian proves for the $k$-th eigenfunction $f_k$ of $M$ that
\[
c(\Gamma^\leq_{M, f_k}(G)) \leq k, \quad c(\Gamma^<_{M, f_k}(G)) \leq k + r - 1,
\]
where $c(\cdot)$ is the number of connected components and $r$ is the multiplicity of the $k$-th eigenvalue.

Comparing with our definitions, we have
\[
c(\Gamma^\leq_{M, f_k}(G)) \leq \mathcal{W}(f_k), \quad \text{and} \quad c(\Gamma^<_{M, f_k}(G)) = \mathcal{S}(f_k).
\]
Therefore, Mohammadian has proved that $\mathcal{S}(f_k) \leq k + r - 1$ in our terminology. Notice that for many cases, e.g., for the second Laplacian eigenfunction of a star graph, the strict inequality
\[
c(\Gamma^\leq_{M, f_k}(G)) < \mathcal{W}(f_k)
\]
holds.

### 3.2 Antibalance and duality

When the signed graph $\Gamma = (G, \sigma)$ is balanced, it holds that $\mathcal{M}(f_1) = \mathcal{S}(f_1) = 1$ for the first eigenfunction $f_1$ of any symmetric matrix compatible with $\Gamma$, by Theorem 3.10 and Perron-Frobenius theorem. Conversely, if $\mathcal{M}(f_1) = \mathcal{S}(f_1) = 1$, then $\Gamma$ is not necessarily balanced, see Example 3.7. However, for antibalanced case, we have the following result.

**Theorem 3.13** Let $\Gamma = (G, \sigma)$ be a connected signed graph. For any $n \times n$ symmetric matrix $M$ compatible with $\Gamma$, let $\lambda_n$ be the largest eigenvalue and $f_n$ be an eigenfunction of $M$ corresponding to $\lambda_n$. Then $\Gamma = (G, \sigma)$ is antibalanced if and only if $\mathcal{M}(f_n) = \mathcal{S}(f_n) = n$. Moreover, when $\Gamma$ is antibalanced, $\lambda_n$ is simple.
**Proof** We first assume that $\Gamma$ is antibalanced. By Theorem 3.10, we can further assume that each edge is negative and hence each off-diagonal entry of $M$ is nonnegative. Then we apply Perron-Frobenius theorem to derive that $\lambda_n$ is simple and $f_n$ is positive on all vertices. Therefore, each edge of $\Gamma$ is neither a $W$-walk nor an $S$-walk. We have $M(f_n) = \mathcal{S}(f_n) = n$ by definition.

Next, we assume that $\mathcal{W}(f_n) = \mathcal{S}(f_n) = n$. In particular, we know that $f_n$ is nonzero on all vertices. We consider the following switching function

$$\tau(x) = \frac{f_n(x)}{|f_n(x)|}, \text{ for all } x \in V.$$  

Since $\mathcal{S}(f_n) = n$, each edge of $\Gamma$ is not an $S$-walk, i.e., $\tau(x)\sigma_x = \tau(y) = -1$ for any $\{x, y\} \in E$. That is, we can switch $\sigma$ by $\tau$ such that $\sigma^\tau \equiv -1$. Hence, $\Gamma = (G, \sigma)$ is antibalanced. \hfill $\Box$

In Example 3.7, we have $\mathcal{S}(f_6) = \mathcal{W}(f_6) = 6$. By Theorem 3.13, the signed graph in Fig. 1 is antibalanced. Of course, we can check the antibalancedness directly by observing that each cycle has a negative sign.

As a consequence of Theorem 3.13, we can derive a result due to Roth [34] directly.

**Theorem 3.14** [34] Let $G = (V, E)$ be a connected bipartite graph and $M$ be a generalized Laplacian of $G$. Let $\lambda_n$ be the largest eigenvalue and $f_n$ be an eigenfunction of $M$ corresponding to $\lambda_n$. Then $\lambda_n$ is simple and we have $\mathcal{W}(f_n) = \mathcal{S}(f_n) = n$.

**Proof** Any bipartite graph $G$ with an all-positive signature $\sigma$ is antibalanced. Then the facts that $\lambda_n$ is simple and $\mathcal{W}(f_n) = \mathcal{S}(f_n) = n$ follow from Theorem 3.13. \hfill $\Box$

It is a very useful philosophy to consider the strong nodal domains of a function $f$ on a signed graph $\Gamma = (G, \sigma)$ and that of $f$ on its negation $-\Gamma = (G, -\sigma)$. The latter can be considered a dual version of strong nodal domains of $f$. When the graph $G$ is a forest, we have the following identity.

**Theorem 3.15** Let $\Gamma = (G, \sigma)$ be a signed graph where $G = (V, E)$ is a forest with $|V| = n$. For any function $f : V \to \mathbb{R}$, we have

$$\mathcal{S}(f) + \overline{\mathcal{S}}(f) = n + c - 2z + e_0.$$  

where $\mathcal{S}(f)$ is the number of strong nodal domains of $f$ on the signed graph $\Gamma = (G, \sigma)$, $z = |\{x \in V : f(x) = 0\}|$, $e_0 = |\{(x, y) \in E : f(x) = 0 \text{ or } f(y) = 0\}|$, and $c$ is the number of connected components of $G$.

**Proof** For any edge $\{x, y\} \in E$ of the tree with $f(x) \neq 0$ and $f(y) \neq 0$, exactly one of the following two holds:

(i) $\{x, y\}$ is an $S$-walk of $f$ on $\Gamma = (G, \sigma)$;  
(ii) $\{x, y\}$ is an $S$-walk of $f$ on $-\Gamma = (G, -\sigma)$;

Let $p$ and $q$ be the numbers of edges which are $S$-walk of $f$ on $\Gamma$ and on $-\Gamma$, respectively. Then we have $p + q = n - c - e_0$.

By Lemma 3.6, we obtain $\mathcal{S}(f) = n - z - p$ and $\overline{\mathcal{S}}(f) = n - z - q$. Therefore, we have

$$\mathcal{S}(f) + \overline{\mathcal{S}}(f) = 2n - 2z - (p + q) = 2n - 2z - n + c + e_0 = n - 2z + c + e_0.$$  

This finishes the proof. \hfill $\Box$

Theorem 3.15 will be employed to calculate eigenvalue multiplicities in Corollary 4.8 and Corollary 5.4 below.
3.3 Basic properties of weak nodal domains

We say two domains $D_i$ and $D_j$ are adjacent, denoted by $D_i \sim D_j$, if there exist $x \in D_i$ and $y \in D_j$ such that $x \sim y$. By definition, we have the following proposition.

**Proposition 3.16** Let $\{D_i\}_{i=1}^q$ be the weak nodal domains of a non-zero function $f$ on a signed graph $\Gamma = (G, \sigma)$. Let $G_D = (V_D, E_D)$ be the graph given by

$V_D := \{D_i\}_{i=1}^q$, and $E_D := \{|D_i, D_j| : D_i \sim D_j\}$.

If the graph $G$ is connected, so does $G_D$.

**Proof** Let $D$ and $D'$ be any two weak nodal domains. Choose two vertices $x$ and $x'$ such that $x \in D$ and $x' \in D'$. Since the graph $G$ is connected, there exists a walk $x = x_0 \sim x_1 \sim \ldots \sim x_m = x'$ connecting $x$ and $x'$. Set $i_0 := \max\{i : x_i \in D\}$. Then we have $f(x_{i_0+1}) \neq 0$. Therefore, $x_{i_0+1}$ and $x'$ belong to different equivalent classes of the relation $R_W$, i.e., $x_{i_0+1}$ lies in a weak nodal domain $D_1 \sim D$. Applying the above argument iteratively, we find a walk $D \sim D_1 \sim \ldots \sim D'$ from $D$ to $D'$ in the graph $G_D$. That is, the graph $G_D$ is connected. $\square$

For any zero vertex, we have the following observation.

**Proposition 3.17** Let $f$ be a non-zero function on a signed graph $\Gamma = (G, \sigma)$. Then for any three weak nodal domain $D_1, D_2, D_3$ of $f$ we have $D_1 \cap D_2 \cap D_3 = \emptyset$.

**Proof** Suppose that $D_1 \cap D_2 \cap D_3 \neq \emptyset$. Let $x \in D_1 \cap D_2 \cap D_3$. Then we have $f(x) = 0$. By definition, we can find for each $i \in \{1, 2, 3\}$ a walk in $D_i$

$x_0^i \sim x_1^i \sim \ldots \sim x_{p_i}^i = x$

such that $f(x_0^i) \neq 0$ and $f(x_j^i) = 0$ for any $j \in \{1, \ldots, p_i\}$. Set

$a_i := f(x_0^i)\sigma_{x_0^i x_1^i} \cdots \sigma_{x_{p_i-1}^i x^i} \in \mathbb{R}$, $i = 1, 2, 3$.

Since $D_1, D_2, D_3$ are different from each other, we obtain

$a_1a_2 < 0$, $a_2a_3 < 0$, and $a_3a_1 < 0$,

which is a contradiction. $\square$

**Corollary 3.18** Let $f$ be a non-zero function on a signed graph $\Gamma = (G, \sigma)$. Let $x$ be a vertex lying in two weak nodal domains $D$ and $D'$. Then the set

$B(x) := \{y \in V : \text{there exist } m \in \mathbb{Z} \text{ and a walk } x = x_0 \sim x_1 \sim \ldots \sim x_m = y \text{ such that } f(x_i) = 0, i = 0, 1, \ldots, m-1.\}$

is contained in $D \cup D'$. In particular, we have $S_1(x) \subset D \cup D'$ where $S_1(x) = \{y \in V : y \sim x.\}$

**Proof** Let $y \in B(x)$. If $f(y) = 0$, then we have $y \in D \cup D'$ by definition. In the case of $f(y) \neq 0$, we suppose that $y$ lies in a weak nodal domain $\overline{D}$ different from $D$ and $D'$. Then the vertex $x \in D \cap D' \cap \overline{D}$, which is a contradiction by Proposition 3.17. $\square$
3.4 Strong nodal domains of the first eigenfunction

It is natural to ask whether the strong nodal domain of the first eigenfunction of a symmetric matrix $M$ is the whole graph of $M$ or not. Recall that when the induced signed graph is balanced, the strong nodal domain of the first eigenfunction is the whole graph by Perron-Frobenius theorem. When the induced signed graph is non-balanced, we show in this section that either case can happen.

Theorem 3.19 Let $\Gamma = (G, \sigma)$ be a connected signed graph where $G = (V, E)$. Then there exists a symmetric matrix $M$ compatible with $\Gamma$, such that the first eigenvalue $\lambda_1$ of $M$ is simple and the corresponding eigenfunction $f_1$ is nonzero everywhere. In particular, we have $\mathcal{S}(f_1) = 1$ and the strong nodal domain of $f_1$ is the whole graph $G$.

Proof By Lemma 2.11, there exists a switching function $\tau : V \to \{+1, -1\}$ such that $\Gamma^{\tau} = (G, \sigma^{\tau})$ has a spanning tree consisting of positive edges. We consider the subgraph $\Gamma^+_{\tau}$ of $\Gamma^\tau$ with vertex set $V$ and edge set $\{(x, y) \in E : \sigma_{xy} = +1\}$. Notice that $\Gamma^+_{\tau}$ is connected. Let $M^+_{\tau}$ be any symmetry matrix compatible with $\Gamma^+_{\tau}$. By Perron-Frobenius theorem, the first eigenvalue of $M^+_{\tau}$ is simple and its eigenfunction is positive on all vertices. We further consider the subgraph $\Gamma^-_{\tau}$ with vertex set $V$ and edge set $\{(x, y) \in E : \sigma_{xy} = -1\}$. Let $M^-_{\tau}$ be any symmetry matrix compatible with $\Gamma^-_{\tau}$. For any $\epsilon > 0$, $M^+_{\tau} + \epsilon M^-_{\tau}$ is compatible with $\Gamma^\tau$. By continuity of the eigenvalue and eigenfunction, the first eigenvalue $\lambda_1$ of $M^+_{\tau} + \epsilon M^-_{\tau}$ is simple and the corresponding eigenfunction $f$ is positive when $\epsilon$ is small enough. Hence the matrix $D(\tau)(M^+_{\tau} + \epsilon M^-_{\tau})D(\tau)$ fulfills all requirements of the theorem.

By our construction, the signed graph $\Gamma$ has a spanning tree, whose walks are all strong nodal domain walks of the first eigenfunction $f_1$ of $D(\tau)(M^+_{\tau} + \epsilon M^-_{\tau})D(\tau)$. That is, the strong nodal domain of $f_1$ is the whole graph $G$. \hfill $\square$

Theorem 3.20 Let $\Gamma = (G, \sigma)$ be a non-balanced signed graph. Assume that there exists a vertex $z$ such that $\Gamma$ becomes balanced after removing $z$ and its incident edges. Then there exist a symmetric matrix $M$ compatible with $\Gamma$ and an eigenfunction $f_1$ corresponding to its first eigenvalue, such that $f_1$ is zero at $z$ and non-zero elsewhere. In particular, the strong nodal domain of $f_1$ is not the whole graph $G$.

Proof Assume that $\Gamma$ has $n + 1$ vertices which are denoted by $\{x_1, \ldots, x_{n+1}\}$. We further assume that $\Gamma$ becomes balanced after removing $x_{n+1}$ and its incident edges. We denote by $\Gamma'$ the resulting balanced graph. By the switching invariance, we can suppose that the sign of each edge in $\Gamma'$ is $+1$. Let $M'$ be any symmetric matrix compatible with $\Gamma'$. By Perron-Frobenius theorem, the first eigenvalue $\lambda_1$ of $M'$ is simple and the corresponding eigenfunction $f$ is positive.

We construct a symmetric matrix $M^\epsilon$ for any $\epsilon > 0$ as follows:

$$M^\epsilon_{ij} = \begin{cases} M'_{ij}, & i, j = 1, 2, \ldots, n; \\ \lambda_1 + 1, & i = j = n + 1; \\ \frac{\epsilon k_+}{f(x_j)}, & j = n + 1 \text{ or } i = n + 1, \ x_i \sim x_{n+1} \text{ and } \sigma_{x_i x_{n+1}} = +1; \\ \frac{\epsilon k_-}{f(x_j)}, & j = n + 1 \text{ or } i = n + 1, \ x_i \sim x_{n+1} \text{ and } \sigma_{x_i x_{n+1}} = -1; \\ 0, & \text{otherwise}, \end{cases} \quad (3.1)$$

where $k_+$ ($k_-$, resp.) is the number of the positive (negative, resp.) edges incident with $x_{n+1}$. We define

$$f_1(x_i) = \begin{cases} f(x_i), & i = 1, 2, \ldots, n; \\ 0, & i = n + 1. \end{cases} \quad (3.2)$$
By direct computation, we have $M^\epsilon f_1 = \lambda_1 f_1$ for any $\epsilon > 0$. Recall that when $\epsilon = 0$, $\lambda_1$ is the first eigenvalue of $M^\epsilon$. By continuity of the eigenvalue, $\lambda_1$ is still the first eigenvalue of $M^\epsilon$ when $\epsilon$ is small enough. Hence, the matrix $M^\epsilon$ with a small enough $\epsilon$ fulfills all requirements of the theorem.

4 Nodal domain theorems

In this section, we prove the following nodal domain theorem. The proof is a neat extension of methods from [15]. We will discuss its consequence for symmetric matrices whose induced signed graphs are trees via a duality argument.

**Theorem 4.1** Let $M$ be a symmetric matrix, $\Gamma = (G, \sigma)$ be its induced signed graph where $G = (V, E)$, and $\lambda_k$ be its $k$-th eigenvalue. For any eigenfunction $f_k$ corresponding to $\lambda_k$, i.e., $M f_k = \lambda_k f_k$, we have

$$\mathcal{S}(f_k) \leq k + r - 1, \quad \text{and} \quad \mathcal{M}(f_k) \leq k + c - 1,$$

(4.1)

where $r$ is the multiplicity of $\lambda_k$ and $c$ is the number of connected components of $G$. In particular, when the graph $G$ is connected, we have $\mathcal{M}(f_k) \leq k$.

If the eigenfunction $f_k$ corresponding to $\lambda_k$ has minimal support, then we have

$$\mathcal{S}(f_k) \leq k.$$

(4.2)

**Remark 4.2** The estimate $\mathcal{S}(f_k) \leq k + r - 1$ has been proved by Mohammadian [32], see Remark 3.12. Mohammadian’s proof using his estimate $c(\Gamma, M, f_k(G)) \leq k$ for a connected graph $G$ and the interlacing theorem. We give a direct argument below via the minimax principle.

**Remark 4.3** The estimate (4.2) for the cases $k = 1$ and $k = 2$ is proved in [32, Proposition 7 and Theorem 8] extending a result of van der Holst [36, Proposition 1]. We show it for any $k$ below. Recall from Lemma 2.4, any symmetric matrix has a basis consisting of eigenfunctions with minimal supports. All the eigenfunctions $f_1, \ldots, f_6$ in Example 3.7 have minimal supports.

We prepare a crucial lemma, which is a reformulation of Duval and Reiner [16, Lemma 5].

**Lemma 4.4** Let $M$ be a symmetric matrix. Let $\Gamma = (G, \sigma)$ be the induced signed graph of $M$ where $G = (V, E)$. Then for any two functions $f, g : V \to \mathbb{R}$, we have

$$\langle fg, M(fg) \rangle = \langle f, g M \rangle + \sum_{\{x, y\} \in E} (-M_{xy})g(x)g(y)(f(x) - f(y))^2.$$

**Proof** By a direct calculation, we have

$$\langle fg, M(fg) \rangle = \sum_{x \in V} f(x)g(x) \left[ \sum_{y \sim x} M_{xy}f(y)g(y) + M_{xx}f(x)g(x) \right]\]

$$= \sum_{x \in V} f(x)g(x) \left[ \sum_{y \sim x} \left( M_{xy}f(y)g(y) - M_{xy}f(x)g(y) + M_{xy}f(x)g(y) \right) + M_{xx}f(x)g(x) \right]\]

Springer
\[
\begin{align*}
\sum_{x \in V} f(x)g(x) \sum_{y \sim x} (-M_{xy})(f(x) - f(y))g(y) + \sum_{x \in V} f^2(x)g(x) & \left[ \sum_{y \sim x} M_{xy}g(y) + M_{xx}g(x) \right] \\
= \sum_{\{x,y\} \in E} (-M_{xy})g(x)g(y)(f(x) - f(y))^2 + \langle fg, fMg \rangle.
\end{align*}
\]

This completes the proof. \(\square\)

The following corollary will be crucial for the proof of Theorem 6.6 in Sect. 6.

**Corollary 4.5** Let \(g\) be an eigenfunction of \(M\) such that \(Mg = \lambda_k g\). Let \(D(g)\) be the diagonal matrix with \(D(g)_{xx} = g(x)\). Then we have

\[
\langle f, D(g)(M - \lambda_k I)D(g)f \rangle = \sum_{\{x,y\} \in E} (-M_{xy})g(x)g(y)(f(x) - f(y))^2,
\]

for any function \(f : V \to \mathbb{R}\).

**Proof** By Lemma 4.4, we have

\[
\langle fg, (M - \lambda_k I)fg \rangle = \langle fg, M(fg) - fMg \rangle = \sum_{\{x,y\} \in E} (-M_{xy})g(x)g(y)(f(x) - f(y))^2.
\]

Then the corollary follows directly by observing that

\[
\langle fg, (M - \lambda_k I)fg \rangle = \langle f, D(g)(M - \lambda_k I)D(g)f \rangle.
\]

\(\square\)

For any \(k\), let \(f_k\) be the eigenfunction of \(M\) corresponding to the \(k\)-th eigenvalue \(\lambda_k\). Next, we show the estimates of \(\mathcal{S}(f_k)\) and \(2D(f_k)\) in Theorem 4.1.

**Proof of Theorem 4.1:** Estimates of \(\mathcal{S}(f_k)\) Let \(\{\Omega_i\}_{i=1}^m\) be the strong nodal domains of \(f_k\), where \(m = \mathcal{S}(f_k)\). For each \(i\), we define

\[
g_i(x) = \begin{cases} 
  f_k(x), & \text{if } x \in \Omega_i; \\
  0, & \text{otherwise.}
\end{cases}
\]

Since \(g_i, i = 1, 2, \ldots, m\), are linearly independent, we can find \(a_i \in \mathbb{R}, i = 1, 2, \ldots, m\), such that the function \(g := \sum_{i=1}^m a_i g_i\) satisfies

\[
\langle g, f_i \rangle = 0, \text{ for } i = 1, \ldots, m - 1.
\]

We introduce a function \(a : V \to \mathbb{R}\) defined as \(a(x) = a_i\) if \(x \in \Omega_i\) for some \(i\) and \(a(x) = 0\) otherwise. Then we can write \(g = af_k\). Applying Lemma 4.4 yields

\[
\langle g, Mg \rangle = \langle af_k, aMf_k \rangle + \sum_{\{x,y\} \in E} (-M_{xy})f_k(x)f_k(y)(a(x) - a(y))^2
\]

\[
= \lambda_k \langle g, g \rangle + \sum_{\{x,y\} \in E} (-M_{xy})f_k(x)f_k(y)(a(x) - a(y))^2.
\]

By Lemma 2.2, we derive

\[
\lambda_m \leq \frac{\langle g, Mg \rangle}{\langle g, g \rangle} \leq \lambda_k + \frac{1}{\langle g, g \rangle} \sum_{\{x,y\} \in E} (-M_{xy})f_k(x)f_k(y)(a(x) - a(y))^2.
\]
For each edge $[x, y] \in E$, if $(-M_{xy})f_k(x)f_k(y) > 0$, then $f_k(x)\sigma_{xy}f_k(y) > 0$. That is, the vertices $x$ and $y$ lie in the same strong nodal domain. Hence, $a(x) - a(y) = 0$ and $(-M_{xy})f_k(x)f_k(y)(a(x) - a(y))^2 = 0$. If, otherwise, $(-M_{xy})f_k(x)f_k(y) \leq 0$, we have $(-M_{xy})f_k(x)f_k(y)(a(x) - a(y))^2 \leq 0$. Therefore, we obtain

$$\sum_{(x, y) \in E} (-M_{xy})f_k(x)f_k(y)(a(x) - a(y))^2 \leq 0.$$ 

This leads to $\lambda_m \leq \lambda_k$. Recall that $\lambda_k < \lambda_{k+r}$, we have $\mathcal{S}(f_k) = m \leq k + r - 1$.

Suppose that $f_k$ has minimal support. Next we show $\mathcal{S}(f_k) \leq k$. We prove that by contradiction. Assume that $\mathcal{S}(f_k) > k$. We construct a nonzero function $g := \sum_{i=1}^{k} a_i g_i$ as in the above such that $\langle g, f_i \rangle = 0$ for $i = 1, 2, \ldots, k - 1$. By construction, we have $\mathcal{S}(g) \leq k$. By the same argument as in the above, we derive

$$\lambda_k = \frac{\langle g, Mg \rangle}{\langle g, g \rangle}.$$ 

Therefore, $g$ is an eigenfunction corresponding to $\lambda_k$. However, we have $\operatorname{supp}(g) \subset \operatorname{supp}(f)$ which is a contradiction. \hfill \Box

In order to show the estimate of $W(f_k)$, we first prepare the following discrete unique continuation lemma for eigenfunctions.

**Lemma 4.6** Consider an eigenfunction $f$ of a symmetric matrix $M$ corresponding to an eigenvalue $\lambda$. Let $\{D_i\}_{i=1}^m$ be the set of weak nodal domains of $f$. For each $i \in \{1, \ldots, m\}$, define a function $g_i$ as below

$$g_i(x) = \begin{cases} f(x), & \text{if } x \in D_i; \\ 0, & \text{otherwise}. \end{cases}$$

Assume that the induced signed graph $\Gamma = (G, \sigma)$ of $M$ is connected. If the function $g := \sum_{i=1}^{m} a_i g_i$, where $a_i \in \mathbb{R}$, $i = 1, 2, \ldots, m$, is an eigenfunction of $M$ corresponding to $\lambda$, then we have

$$a_1 = a_2 = \cdots = a_m.$$ 

**Remark 4.7** We have the following interesting consequence: For those functions $g$ defined as above, if $g = f$ on one weak nodal domain, then $g = f$ everywhere.

**Proof of Lemma 4.6** We first observe that $g$ can be reformulated as a product of two functions, $g = af$, where the function $a : V \to \mathbb{R}$ is defined as $a(x) = a_i$ if $x \in D_i$ and $f(x) \neq 0$, and $a(x) = 0$ otherwise.

For any adjacent $D_i$ and $D_j$, we can always find $x_0 \in D_i$, $y_0 \in D_j \setminus D_i$ such that $x_0 \sim y_0$. Indeed, when $D_i \cap D_j \neq \emptyset$, due to the connectedness of $D_j$, there exists a path connecting any $x_i \in D_i \cap D_j$ and any $z \in D_j \setminus D_i$.

Next, we show $a_i = a_j$ for any two adjacent weak nodal domains $D_i$ and $D_j$ if $a_i \neq 0$. We divide our arguments into two cases.

**Case 1:** $f(x_0) \neq 0$. By Lemma 4.4, we have

$$\lambda = \frac{\langle g, Mg \rangle}{\langle g, g \rangle} = \lambda + \frac{1}{\langle g, g \rangle} \sum_{(x, y) \in E} (-M_{xy})f(x)f(y)(a(x) - a(y))^2. \quad (4.4)$$
For each edge \( \{x, y\} \in E \), if \((-M_{xy})f(x)f(y) > 0\), then \(f(x)\sigma_{xy}f(y) > 0\). That is, the vertices \(x\) and \(y\) lie in the same weak nodal domain with both \(f(x)\) and \(f(y)\) nonzero, which means \(a(x) - a(y) = 0\). Therefore, we obtain

\[
(-M_{xy})f(x)f(y)(a(x) - a(y))^2 \leq 0, \quad \text{for any } \{x, y\} \in E.
\]  

(4.5)

Combining (4.4) and (4.5) yields that for any \(\{x, y\} \in E\),

\[-M_{xy}f(x)f(y)(a(x) - a(y))^2 = 0.\]

(4.6)

For the edge \(\{x_0, y_0\}\), we have \(f(y_0) \neq 0\) since \(y_0 \in D_j \setminus D_i\). Moreover, we have

\[-M_{x_0y_0}f(x_0)f(y_0) < 0,\]

since \(x_0, y_0\) lies in two different weak nodal domains with both \(f(x_0)\) and \(f(y_0)\) nonzero. By (4.6), we have \(a(x_0) = a(y_0)\). Since \(f(x_0) \neq 0\) and \(f(y_0) \neq 0\), we have \(a_i = a_j\).

Case 2: \(f(x_0) = 0\). By Corollary 3.18, we have \(S_1(x_0) := \{v \in V : v \sim x_0\} \subset D_i \cup D_j\). We define a function \(h := f - \frac{1}{a_i}g\). Observe that \(h|_{D_j} = 0\), and \(h\) is an eigenfunction of \(M\) corresponding to \(\lambda\). So we have

\[0 = \lambda h(x_0) = M_h(x_0) = \sum_{y \sim x_0} M_{x_0y}h(y) = \sum_{y \sim x_0 \in D_j \setminus D_i} M_{x_0y}h(y) = \left(1 - \frac{a_j}{a_i}\right) \sum_{y \sim x_0 \in D_j \setminus D_i} M_{x_0y}f(y).\]

By the definition of the weak nodal domain, it holds that

\[M_{x_0y}f(y)M_{x_0y'}f(y') > 0, \quad \text{for any } y, y' \sim x_0 \text{ and } y, y' \in D_j \setminus D_i.\]

Therefore, we have

\[
\sum_{y \sim x_0 \in D_j \setminus D_i} M_{x_0y}f(y) \neq 0.
\]

This tells that \(a_i = a_j\).

Since \(g\) is an eigenfunction, at least one of \(a_i, i = 1, \ldots, m\) is non-zero. Then the lemma follows directly from the above argument and the connectedness from Proposition 3.16. \(\square\)

**Proof of Theorem 4.1:** Estimates of \(\mathcal{W}(f_k)\) We first assume that the signed graph induced by \(M\) is connected. We denote all weak nodal domains of \(f_k\) by \(\{D_i\}_{i=1}^m\), where \(m = \mathcal{W}(f_k)\). We introduce for each \(i\)

\[
g_i(x) = \begin{cases} f_k(x), & \text{if } x \in D_i; \\ 0, & \text{otherwise.} \end{cases}
\]

Let \(a_i \in \mathbb{R}, i = 1, 2, \ldots, m\), be \(m\) constants such that \(g := \sum_{i=1}^m a_i g_i\) satisfies \(\langle g, f_i \rangle = 0\) for \(i = 1, \ldots, m - 1\). We define a function \(a : V \to \mathbb{R}\) as \(a(x) = a_i\) if \(x \in D_i\) and \(f_k(x) \neq 0\), and \(a(x) = 0\) otherwise. By construction, \(g = af_k\). We then derive

\[
\lambda_m \leq \frac{\langle g, Mg \rangle}{\langle g, g \rangle} \leq \lambda_k + \frac{1}{\langle g, g \rangle} \sum_{\{x, y\} \in E} (-M_{xy})f_k(x)f_k(y)(a(x) - a(y))^2.
\]

(4.7)

Similarly as in the proof of (4.5), we have

\[
(-M_{xy})f_k(x)f_k(y)(a(x) - a(y))^2 \leq 0, \quad \text{for any } \{x, y\} \in E,
\]

(4.8)
and, hence,
\[ \lambda_m \leq \lambda_k. \]  
(4.9)

We argue by contradiction. Suppose \( m > k \), then \( \lambda_m \geq \lambda_k \). By (4.7) and (4.9), we have
\[ \lambda_m = \frac{\langle g, Mg \rangle}{\langle g, g \rangle} = \lambda_k. \]  
(4.10)

Hence, \( g \) is an eigenfunction of \( M \) corresponding \( \lambda_k \).

Then we can apply Lemma 4.6 to show that \( g = af_k \) where \( a \) is a nonzero constant function. However, \( \langle g, f_j \rangle = 0 \) for any \( j < m \) by construction. Our assumption \( m > k \) then implies \( \langle g, f_k \rangle = 0 \). That is, \( a(f_k, f_k) = 0 \). This is a contradiction. So we get
\[ \mathcal{W}(f_k) = m \leq k. \]  
(4.11)

In general, we denote by \( \{\Gamma_i\}_{i=1}^c \) the \( c \) connected components of the signed graph induced by \( M \). Let \( M^i, f^i_k \) be the restriction of \( M, f_k \) to the connected component \( \Gamma^i \) respectively. Then either \( f^i_k \) is identically zero on \( \Gamma_i \) or \( M^i f^i_k = \lambda^i_{k_i} f^i_k \), where \( \lambda^i_{k_i} = \lambda_k \) is the \( k_i \)-th eigenvalue of \( M^i \). Moreover, we can assume \( \lambda^i_{k_i-1} < \lambda^i_{k_i} \). Without loss of generality, we assume \( \{\Gamma_i\}_{i=1}^\ell \) be the connected components on which \( f_k \) is not identically zero. Employing the fact (4.11) we estimate
\[ \mathcal{W}(f_k) \leq \sum_{i=1}^\ell k_i \leq \sum_{i=1}^\ell (k_i - 1) + \ell = k + \ell \leq k + c. \]

This completes the proof. \( \Box \)

**Corollary 4.8** Let \( M \) be an \( n \times n \) symmetric matrix with the induced signed graph \( \Gamma = (T, \sigma) \), where \( T \) is a tree. If \( f_k \) is an eigenfunction corresponding to the \( k \)-th eigenvalue \( \lambda_k \) of \( M \) which is not zero at any vertex, then
(i) \( \lambda_k \) is simple;
(ii) \( S(f_k) = k \).

Consequently, any eigenfunction corresponding to a multiple eigenvalue of such a matrix \( M \) vanishes on at least one vertex.

Corollary 4.8 is due to Fiedler [18, (2.5) Corollary, (2.6) Corollary] and Bıyıkoğlu [3, Theorem 2]. We give an alternative proof here as a consequence of Theorem 4.1 and the Theorem 3.15.

**Proof** By Theorem 3.15, we have
\[ S(f_k) + \overline{S}(f_k) = n + 1. \]  
(4.12)

Since \( f_k \) has no zeros, we have \( S(f_k) = \mathcal{W}(f_k) \). By Theorem 4.1, we obtain
\[ S(f_k) \leq k. \]  
(4.13)

Without loss of generality, let \( \lambda_k \) be the eigenvalue of \( M \) with multiplicity \( r \) such that
\[ \lambda_1 \leq \cdots \leq \lambda_{k-1} < \lambda_k = \cdots = \lambda_{k+r-1} < \lambda_{k+r} \leq \cdots \leq \lambda_n. \]

Observe that the signed graph induced by \( -M \) is the negation \( -\Gamma = (G, -\sigma) \) of \( \Gamma = (G, \sigma) \). The eigenvalues of \( -M \) can be listed accordingly as below
\[ -\lambda_n \leq \cdots \leq -\lambda_{k+r} < -\lambda_{k+r-1} = \cdots = -\lambda_k < -\lambda_{k-1} \leq \cdots \leq -\lambda_1. \]
Notice that $f_k$ is an eigenfunction of $-M$ corresponding to $-\lambda_k$. Similarly, we derive
\[
\overline{\mathcal{S}}(f_k) \leq n - (k + r - 1) + 1. \tag{4.14}
\]
Combining the estimates (4.12), (4.13), and (4.14) yields
\[
n + 1 = \mathcal{S}(f_k) + \overline{\mathcal{S}}(f_k) \leq n - r + 2.
\]
This tells that $r = 1$. Therefore, the inequalities in (4.13) and (4.14) are both equalities. In particular, we have $\mathcal{S}(f_k) = k$. \qed

### 5 A reformulation of Fiedler’s approach on acyclic matrices

Fiedler [18] studied the eigenvectors of acyclic matrices, i.e., symmetric matrices whose induced graph does not contain any cycle. In this section, we explain that Fiedler’s result can be reformulated as estimates for the number of strong nodal domains of eigenfunctions for acyclic matrices in our terminology.

Observe that the induced signed graph $\Gamma = (T, \sigma)$ of any acyclic matrix is always balanced, since the graph $T$ has no cycles. That is, $T$ is a forest.

We first quote the main theorem of Fiedler [18, (2,3) Theorem] below.

**Theorem 5.1** ([18]) Let $A = (a_{ik})$ be an $n \times n$ acyclic matrix. Let $y = (y_i)$ be an eigenvector of $A$ corresponding to an eigenvalue $\lambda$. Denote by $\omega^+$ and $\omega^-$, respectively, the number of eigenvalues of $A$ greater than and smaller than $\lambda$, and let $\omega^{(0)}$ be the multiplicity of $\lambda$.

Let there be first no "isolated" zero coordinate of $y$, i.e. coordinate $y_k = 0$ such that $a_{kj}y_j = 0$ for all $j$. Then
\[
\omega^+ = a^+ + m, \quad \omega^- = a^- + m, \quad \omega^{(0)} = n - \omega^+ - \omega^- \tag{5.1}
\]
where $m$ is the number of zero coordinates of $y$, $a^+$ is the number of those (unordered) pairs $(i, k), i \neq k$, for which
\[
a_{ik}y_iy_k < 0
\]
and $a^-$ is the number of such pairs $(i, k), i \neq k$, for which
\[
a_{ik}y_iy_k > 0.
\]
If there are isolated zero coordinates of $y$, if $\mathcal{F}$ is the set of indices corresponding to such coordinates and $\tilde{A}$ the matrix obtained from $A$ by deleting all rows and columns with indices from $\mathcal{F}$ then the numbers $\tilde{\omega}^+, \tilde{\omega}^-$ and $\tilde{\omega}^{(0)}$ satisfy
\[
\omega^+ = \tilde{\omega}^+ + c_1, \quad \omega^- = \tilde{\omega}^- + c_2, \quad \omega^{(0)} = \tilde{\omega}^{(0)} + c_0 \tag{5.2}
\]
where $\tilde{\omega}$ are corresponding numbers of $\tilde{A}$ and $c_0, c_1, c_2$ nonnegative integers such that
\[
c_0 + c_1 + c_2 = |\mathcal{F}|. \tag{5.3}
\]
the number of elements in $\mathcal{F}$.

With our terminology, we reformulate Theorem 5.1 as below.
**Theorem 5.2** Let $A = (a_{ik})$ be an $n \times n$ acyclic matrix and $\Gamma = (T, \sigma)$ where $T = (V, E)$ be the induced signed graph. Let $\lambda_k$ be the $k$-th eigenvalue of $M$ with multiplicity $r$ and eigenfunction $f_k$ such that

$$
\lambda_1 \leq \cdots \leq \lambda_{k-1} < \lambda_k = \cdots = \lambda_{k+r-1} < \lambda_{k+r} \leq \cdots \leq \lambda_n.
$$

We denote by

$$
\mathcal{F} := \{ x \in V : f_k(x) = 0 \text{ and } f_k(y) = 0 \text{ for all } y \sim x \}
$$

(5.4)

the set of Fiedler’s isolated zeros of $f_k$, and by $\mathcal{S}(f_k)$ the number of strong nodal domains of $f_k$ on the signed graph $-\Gamma = (T, -\sigma)$. Let $\tilde{r}$ be the multiplicity of $\lambda_k$ as an eigenvalue of the matrix $\tilde{A}$ obtained from $A$ by deleting all rows and columns with indices from $\mathcal{F}$. Then we have $r \geq \tilde{r}$ and

$$
\mathcal{S}(f_k) = k + r - 1 - |\mathcal{F}| + c_1, \text{ and } \tilde{\mathcal{S}}(f_k) = n - k + 1 - |\mathcal{F}| + c_2,
$$

(5.5)

where $c_1, c_2$ are nonnegative integers such that $c_1 + c_2 + (r - \tilde{r}) = |\mathcal{F}|$. In particular, when $\mathcal{F} = \emptyset$, we have

$$
\mathcal{S}(f_k) = k + r - 1, \text{ and } \tilde{\mathcal{S}}(f_k) = n - k + 1.
$$

(5.6)

**Proof** We show how to derive the theorem from Fiedler’s Theorem 5.1. By definition, we have

$$
\omega^+ = n - (k + r - 1), \text{ and } \omega^- = k - 1.
$$

(5.7)

Observe that for any edge $\{i, j\} \in E$, $a_{ij} f_k(i) f_k(j) < 0$ if and only if $f_k(i) \sigma_{ij} f_k(j) > 0$ since $\sigma_{ij} = -a_{ij}/|a_{ij}|$. Then applying Lemma 3.6, we have

$$
a^+ = n - z - \mathcal{S}(f_k),
$$

(5.8)

where $z$ is the number of zeros of $f_k$. Similarly, we obtain

$$
a^- = n - z - \tilde{\mathcal{S}}(f_k).
$$

(5.9)

If $\mathcal{F} = \emptyset$, combining (5.1) with (5.7), (5.8) and (5.9) yields

$$
n - (k + r - 1) = n - \mathcal{S}(f_k), \text{ and } k - 1 = n - \tilde{\mathcal{S}}(f_k).
$$

That is, (5.6) holds true.

If $\mathcal{F} \neq \emptyset$, let $\tilde{A}$ be the matrix obtained from $A$ by deleting all rows and columns with indices from $\mathcal{F}$. Then $f_k$ restricting to the set $V \setminus \mathcal{F}$ is an eigenfunction of $\tilde{A}$ corresponding to the eigenvalue $\lambda_k$. Suppose $\lambda_k = \mu_k$ such that all the eigenvalues of $\tilde{A}$ can be listed as

$$
\mu_1 \leq \cdots \leq \mu_{k-1} < \mu_k = \cdots = \mu_{k+r-1} < \mu_{k+r} \leq \cdots \leq \mu_{n-|\mathcal{F}|}.
$$

Then we have

$$
\tilde{\omega}^+ = n - |\mathcal{F}| - (\tilde{k} + \tilde{r} - 1), \text{ and } \tilde{\omega}^- = \tilde{k} - 1.
$$

(5.10)

By (5.6), we have

$$
\mathcal{S}(f_k) = \mathcal{S}(f_k|_{V \setminus \mathcal{F}}) = \tilde{k} + \tilde{r} - 1, \text{ and } \tilde{\mathcal{S}}(f_k) = \tilde{\mathcal{S}}(f_k|_{V \setminus \mathcal{F}}) = n - |\mathcal{F}| - \tilde{k} + 1.
$$

(5.11)

Inserting (5.7), (5.10) and (5.11) into (5.5) leads to

$$
n - (k + r - 1) = n - |\mathcal{F}| - \mathcal{S}(f_k) + c_1, \text{ and } k - 1 = n - |\mathcal{F}| - \tilde{\mathcal{S}}(f_k) + c_2,
$$

\( \text{ Springer} \)
which confirms (5.5).

\[ \lambda_1 \leq \cdots \leq \lambda_{k-1} < \lambda_k = \cdots = \lambda_{k+r-1} < \lambda_{k+r} \leq \cdots \leq \lambda_n. \]

Denote \( \mathcal{F} := \{ x \in V : f_k(x) = 0 \text{ and } f_k(y) = 0 \text{ for any } y \sim x \}. \) Then we have

\[ k + r - 1 - |\mathcal{F}| \leq \mathcal{G}(f_k) \leq k + r - 1, \text{ and } n - k + 1 - |\mathcal{F}| \leq \overline{\mathcal{G}}(f_k) \leq n - k + 1. \]

**Proof** Since \( c_1 + c_2 + (r - \tilde{r}) = |\mathcal{F}| \) and \( r \geq \tilde{r}, \) we have \( 0 \leq c_1, c_2 \leq |\mathcal{F}|. \) Then, the Corollary is an immediately consequence of Theorem 5.2.

Combining with Theorem 3.15, we derive the following consequence.

**Corollary 5.4** Let \( A = (a_{ik}) \) be an \( n \times n \) acyclic matrix and \( \Gamma = (T, \sigma) \) with \( T = (V, E) \) be the induced signed graph. Let \( \lambda_k \) be the \( k \)-th eigenvalue of \( M \) with multiplicity \( r \) and eigenfunction \( f_k \) such that

\[ \mathcal{F} := \{ x \in V : f_k(x) = 0 \text{ and } f_k(y) = 0 \text{ for any } y \sim x \}. \]

Then we have

\[ r \geq \tilde{r} = e_0 - 2z + c + |\mathcal{F}|, \quad (5.12) \]

where \( z = |\{ x \in V : f(x) = 0 \}|, \) \( e_0 = |\{ (x, y) \in E : f(x) = 0 \text{ or } f(y) = 0 \}|, \) and \( c \) is the number of connected components of \( T. \)

**Proof** On one hand, Theorem 5.2 implies that

\[ \mathcal{G}(f) + \overline{\mathcal{G}}(f) = n + r - 2|\mathcal{F}| + c_1 + c_2 = n + r - |\mathcal{F}| - (r - \tilde{r}) = n - |\mathcal{F}| + \tilde{r}. \]

On the other hand, we have by Theorem 3.15 that

\[ \mathcal{G}(f) + \overline{\mathcal{G}}(f) = n + c - 2z + e_0. \]

Combining the above two identities leads to \( \tilde{r} = e_0 - 2z + c + |\mathcal{F}|. \)

**Remark 5.5** Suppose that the eigenfunction \( f \) of the acyclic matrix \( A \) satisfies the following property: There are no two indices \( i, j \) such that \( a_{ij} \neq 0 \) and \( f(i) = f(j) = 0. \) Then we have \( \mathcal{F} = \emptyset, \) \( e_0 = \sum_{x \in V : f(x) = 0} d_x, \) and

\[ r = \tilde{r} = \sum_{x \in V : f(x) = 0} d_x - 2z + c = c + \sum_{x \in V : f(x) = 0} (d_x - 2). \]

The above identity has been shown in [18, (2,4) Theorem]. Our Corollary 5.4 is, therefore, an extension of [18, (2,4) Theorem].

## 6 Lower bounds of the number of strong nodal domains

We discuss in this section two lower bound estimates of the number of strong nodal domains and related applications.

We first prepare some notations. A sequence \( \{ x_i \}_{i=1}^k \) of vertices in a signed graph \( \Gamma = (G, \sigma) \) is called a strong nodal domain cycle (S-cycle for short) of a function \( f \) on \( \Gamma \) if it is an S-walk of \( f \) and \( x_k = x_1. \)
Definition 6.1 Let $G = (V, E)$ be a graph. We define
\[ \ell(G) := |E| - |V| + c(G), \]
where $c(G)$ is the number of connected components of $G$. Let $\Gamma = (G, \sigma)$ be a signed graph and $f : V \to \mathbb{R}$ be a function. Let $H$ be a graph whose vertex set $V(H) = V$ and edge set $E(H) := \{(x, y) \in E : f(x)\sigma_{xy}f(y) > 0\}$. We define
\[ \ell_+(G, \sigma, f) := |E(H)| - |V(H)| + c(H) \]
where $c(H)$ is the number of connected components of $H$.

Remark 6.2 (i) The number $\ell(G)$ is the minimal number of edges that need to be removed from $G$ in order to turn it into a forest. It is the dimension of the cycle space of $G$ [8, Corollary 1.33].
(ii) The number of $\ell_+(G, \sigma, f)$ is the dimension of the vector space of $S$-cycles of the function $f$ on the signed graph $(G, \sigma)$.

Definition 6.3 Let $G = (V, E)$ be a graph. A vertex $x \in V$ is called a tree-like vertex if removing $x$ and its incident edges from $G$ increases the number of connected components by $d_x - 1$.

All vertices in a forest are tree-like. Moreover, we have the observations below.

Proposition 6.4 The tree-like vertices have the following properties:

(i) Let $x$ be a tree-like vertex in a graph $G = (V, E)$. Let $G \setminus \{y\}$ be a graph obtained from $G$ by removing any vertex $y \neq x$ and its incident edges. Then $x$ is still a tree-like vertex in the graph $G \setminus \{y\}$.
(ii) Let $G'$ be the induced subgraph of $G = (V, E)$ on the set $V \setminus Y$ where $Y$ is a set of tree-like vertices. Then we have $\ell(G') = \ell(G)$.

Proof The property (i) follows directly from the observation that a vertex is tree-like if and only if it belongs to no cycle. Moreover, for any $y \in Y$, we have
\[ \ell(G \setminus \{y\}) = (|E| - d_y) - (|V| - 1) + (c(G) + d_y - 1) = \ell(G). \]
By (i), we can apply the above argument iteratively to conclude (ii). \qed

Next, we define the following particular set of zeros of a function on a graph.

Definition 6.5 Let $G = (V, E)$ be a graph and $f : V \to \mathbb{R}$ be a function. We define the Fiedler zero set of $f$ on $G$ as below:
\[ \mathcal{F}(G, f) := \{x \in V : f(x) = 0, \text{ and either } f(y) = 0 \text{ for all } y \sim x, \text{ or } x \text{ is not tree-like}\}. \]
When $G$ is a forest, the set $\mathcal{F}(G, f)$ coincides with Fiedler’s set of isolated zeros (5.4). We denote by $\mathcal{F}^c(G, f)$ the complement of $\mathcal{F}(G, f)$ in the zero set of $f$, i.e.,
\[ \mathcal{F}^c(G, f) := \{x \in V : f(x) = 0, x \text{ is tree-like and there exists } y \sim x \text{ such that } f(y) \neq 0\}. \]

Now we are ready to state our first lower bound estimate.

Theorem 6.6 Let $M$ be an $n \times n$ symmetric matrix and $\Gamma = (G, \sigma)$ be the induced signed graph. Let $\lambda_k$ be the $k$-th eigenvalue of $M$ with multiplicity $r$ and eigenfunction $f_k$ such that
\[ \lambda_1 \leq \cdots \leq \lambda_k \leq \cdots = \lambda_{k+r-1} < \lambda_{k+r} \leq \cdots \leq \lambda_n. \]
Then we have

$$\mathcal{S}(f_k) \geq k + r - 1 - \ell' + \ell + |\mathcal{F}|,$$

where \(\mathcal{F} = \mathcal{F}(G, f_k)\) is the Fielder zero set, \(\ell_+ = \ell_+(G, \sigma, f_k)\) is the dimension of the \(S\)-cycle space of \(G\), and \(\ell' = \ell(G')\) is the dimension of the cycles space of \(G'\), where \(G'\) is the induced subgraph of \(G\) on the set of nonzeros \(V \setminus \{x : f_k(x) = 0\}\).

**Remark 6.7** The above lower bound estimate is an extension of previous works in [2, 3, 18, 32, 38] with improvements. Xu and Yau [38, Theorem 1.3] have shown for generalized Laplacians that

$$\mathcal{S}(f_k) \geq k + r - \ell - z,$$

where \(\ell = \ell(G)\) and \(z = |\mathcal{F}| + |\mathcal{F}^c|\) is the total number of zeros. Since \(\ell' \leq \ell, \ell_+ \geq 0\) and \(z \geq |\mathcal{F}|\), Theorem 6.6 improves Xu and Yau’s estimate. Moreover, when \(M\) is acyclic, Theorem 6.6 reduce to the lower bound estimates in Corollary 5.3.

The proof is built upon techniques developed in [18] and [38]. Let us prepare four Lemmas. We first recall the following results of Fiedler [18].

**Lemma 6.8** [18, (1,8)] Let \(T\) be a tree with the set of vertices \(\{1, \ldots, n\}\). Then the \(n-1\) linear forms \(x_i - x_j\), where \(\{i, j\}, i < j\), are edges of \(T\), are linearly independent.

**Lemma 6.9** [18, (1,12) Lemma] Let

$$A = \begin{pmatrix} B & a \\ a^T & b \end{pmatrix}$$

be an \(n \times n\) partitioned symmetric matrix where \(b \in \mathbb{R}\). If there exists \(u \in \mathbb{R}^{n-1}\) such that \(Bu = 0\) and \(a^Tu \neq 0\). Then we have

$$p_A = p_B + 1,$$

where \(p_A\) and \(p_B\) are the positive indices of inertia of \(A\) and \(B\), respectively.

The following result is the so-called interlacing theorem. For its proof and a brief historical review, we refer to [23, Section 2].

**Lemma 6.10** Let \(A\) be a Hermitian matrix with eigenvalues \(\lambda_1 \leq \cdots \leq \lambda_n\) and \(B\) be a principle submatrix of \(A\) with eigenvalues \(\mu_1 \leq \cdots \leq \mu_m\). Then we have the inequalities

$$\lambda_i \leq \mu_i \leq \lambda_{n-m+i},$$

for any \(1 \leq i \leq m\).

The following linear algebraic lemma is essentially taken from [38, Lemma 2.3].

**Lemma 6.11** Consider a quadratic form

$$B = \sum_{i,j=1}^{n} a_{ij}(x_i - x_j)^2,$$

where \(a_{ij} = a_{ji} \in \mathbb{R}\).

Let \(G = (V, E)\) be the graph with \(V = \{1, 2, \ldots, n\}\) and \(E = \{(i, j) : a_{ij} \neq 0 \text{ and } i \neq j\}\).

Let \(H = (V, E(H))\) with \(E(H) = \{(i, j) \in E : a_{ij} > 0\}\) be a subgraph of \(G\). For any spanning forest \(T\) of \(H\), we have

$$p \leq |E(T)| \leq |E(H)| \leq p + \ell,$$

where \(p\) is the positive index of inertia of \(B\), and \(\ell = \ell(G)\).
Remark 6.12  
(i) When the corresponding graph $G$ is a forest, the linear forms $x_i - x_j$, where \( \{i, j\} \in E \) are linearly independent by Lemma 6.8. Then the fact $|E(H)| = p$ follows directly from Sylvester’s law of inertia.

(ii) Let $A$ be an $n \times n$ symmetric matrix such that $A_{ij} = -a_{ij}$ for any $i \neq j$, and $A1 = 0$, where $1 = (1, \ldots, 1)^T$. Then the positive index of inertia of the matrix $A$ is equal to that of the quadratic form $B$, since $B = -2 \sum_{i,j=1}^n a_{ij} x_i x_j$. Therefore, (6.1) tells $p_A \leq |E(T)| \leq |E(H)| \leq p_A + \ell$. Notice that $2|E(H)|$ is equal to the number of negative off-diagonal entries of $A$. For the case $\ell = 0$, i.e., $A$ is acyclic, this has been shown in [18, (2,2) Theorem].

(iii) For our purpose, we only need the upper bound estimate in (6.1). The lower bound estimate in (6.1) can provide an alternative proof of the estimate $\tilde{\Theta}(f_k) \leq k + r - 1$ for strong nodal domains in Theorem 4.1.

Proof For the readers’ convenience, we recall the proof here. Let the rank of $B$ be $n - r$. By Sylvester’s law of inertia, the quadratic form $\sum_{i,j=1}^n a_{ij} x_i x_j$ can be reformulated as

\[
B = \sum_{i=1}^{n-r} b_i Y_i^2, \tag{6.2}
\]

where $Y_i = \sum_{j=1}^n m_{ij} x_j$, $i = 1, \ldots, n$ are independent linear forms and $b_1 > 0, \ldots, b_d > 0, b_{d+1} < 0, \ldots, b_{n-r} < 0$.

We argue by contradiction.

Suppose that $|E(H)| > d + \ell$. We consider the following two systems of linear equations

\[
Y_1 = 0, \ldots, Y_d = 0, x_i - x_j = 0, \text{ for any } \{i, j\} \in E \setminus E(H), \tag{6.3}
\]

and

\[
x_i - x_j = 0, \text{ for any } \{i, j\} \in E. \tag{6.4}
\]

Let $c$ be the number of connected components of $G$. By our assumption $|E(H)| > d + \ell$, we observe that

the rank of (6.3) $\leq d + |E| - |E(H)| \leq d + n - c + \ell - |E(H)| < n - c$

and, by Lemma 6.8, the rank of (6.4) is $n - c$. Hence, there exists a nonzero solution $(x_1^0, \ldots, x_n^0)$ of (6.3) which fails (6.4). Then we derive $B(x_1^0, \ldots, x_n^0) \leq 0$ from (6.3) and $B(x_1^0, \ldots, x_n^0) > 0$ from (6.4), which is a contradiction. This shows $|E(H)| \leq d + \ell$.

Suppose that $|E(T)| < d$. Let us consider the following two systems of linear equations

\[
x_i - x_j = 0, \text{ for any } \{i, j\} \in E(H), Y_{d+1} = 0, \ldots, Y_{n-r} = 0 \tag{6.5}
\]

and

\[
Y_1 = 0, \ldots, Y_{n-r} = 0. \tag{6.6}
\]

Now we compare the ranks of the two systems. By Lemma 6.8 and our assumption that $|E(T)| < d$, we estimate

the rank of (6.5) $\leq |E(T)| + n - r - d < n - r$.

On the other hand, the rank of (6.6) is $n - r$. Therefore, there exists a nonzero solution $(x_1^0, \ldots, x_n^0)$ of (6.5) which fails (6.6). Then we derive $B(x_1^0, \ldots, x_n^0) \leq 0$ from (6.5) and $B(x_1^0, \ldots, x_n^0) > 0$ from (6.6), which is a contradiction. This shows $|E(T)| \geq d$. \qed
Now, we are ready for the proof of Theorem 6.6. First we consider the case that \( f_k \) has no zeros.

**Lemma 6.13** Let \( M, \Gamma = (G, \sigma) \), and \( f_k \) be defined as in the Theorem 6.6. If \( f_k \) is non-zero at each vertex, then we have

\[
\mathcal{S}(f_k) \geq k + r - 1 - \ell + \ell_+.
\]

**Proof** Let us denote the vertex set of \( G \) by \( V = \{1, 2, \ldots, n\} \). Define \( F \) to be the diagonal matrix with \( F_{ii} = f_k(i) \) for any \( i \in V \), and \( B := F(M - \lambda_k I)F \). By Corollary 4.5, we get for any function \( g : V \to \mathbb{R} \)

\[
\langle g, Bg \rangle = \sum_{[i,j] \in E} (-M_{ij})f_k(i)f_k(j)(g(i) - g(j))^2 = \sum_{[i,j] \in E} a_{ij}(g(i) - g(j))^2 \tag{6.7}
\]

where \( a_{ij} := (-M_{ij})f_k(i)f_k(j) \), which is nonzero if and only if \( [i,j] \in E \).

Next we apply Lemma 6.11 to the quadratic form \( B \) and the graph \( G \). Let \( H \) be the subgraph of \( G \) defined as in Lemma 6.11 and \( T \) be a spanning forest of \( H \). We observe that the edge set of \( H \) is exactly the set of edges in \( G \) which are S-walks of \( f_k \) on the signed graph \( \Gamma = (G, \sigma) \).

Then we derive from Lemma 3.6 that

\[
\mathcal{S}(f_k) = n - |E(T)|. \tag{6.8}
\]

Since \( F \) is nonsingular, the positive index of inertia of \( B \) satisfies

\[
p_B = p_{F(M - \lambda_k I)F} = p_{(M - \lambda_k I)} = n - (k + r - 1).
\]

Therefore, we obtain by Lemma 6.11

\[
n - (k + r - 1) \leq |E(T)| \leq |E(H)| \leq n - (k + r - 1) + \ell. \tag{6.9}
\]

Noticing that \( |E(H)| = |E(T)| + \ell(H) = |E(T)| + \ell_+(G, \sigma, f_k) \), we derive

\[
n - (k + r - 1) \leq |E(T)| \leq n - (k + r - 1) + \ell - \ell_+. \tag{6.10}
\]

Inserting (6.8) into (6.10) yields

\[
k + r - 1 - \ell + \ell_+ \leq \mathcal{S}(f_k) \leq k + r - 1. \tag{6.11}
\]

This proves the lemma. \( \square \)

Next, we consider the case that every zero of \( f_k \) is not in the Fiedler zero set.

**Lemma 6.14** Let \( M, \Gamma = (G, \sigma) \) and \( f_k \) be defined as in Theorem 6.6. If all zeros of \( f_k \) lie in \( \mathcal{F}_c = \mathcal{F}_c(G, f_k) \). Then we have

\[
\mathcal{S}(f_k) \geq k + r - 1 - \ell' + \ell_+,
\]

where \( \ell' = \ell(G') \) and \( G' \) is the induced subgraph of \( G \) on the set of nonzeros.

**Remark 6.15** Due to Proposition 6.4, we have in the above that \( \ell(G') = \ell(G) \), since all vertices in \( \mathcal{F}_c \) are tree-like.

**Proof** We denote the vertex set of \( G \) by \( V = \{1, 2, \ldots, n\} \). Let us denote by \( N \) the symmetric matrix obtained from \( M \) by deleting all rows and columns with indices from \( \mathcal{F}_c \). Then we claim that

\[
p_{(M - \lambda_k I)} = p_{(N - \lambda_k I)} + |\mathcal{F}_c|, \tag{6.12}
\]
where $p(M-\lambda_k I)$ and $p(N-\lambda_k I)$ are the positive indices of inertia of $M-\lambda_k I$ and $N-\lambda_k I$, respectively. For ease of notation, we do not distinguish $I_n$ and $I_{n-|\mathcal{F}|}$.

We prove this claim by induction with respect to the number $|\mathcal{F}|$. When $|\mathcal{F}| = 0$, the claim holds true. Next, we assume the claim is true when $|\mathcal{F}| = m - 1$. We consider the case that $|\mathcal{F}| = m$. Without loss of generality, we assume $n \in \mathcal{F}$ and the matrix $M - \lambda_k I$ has the following form:

$$M - \lambda_k I_n = \begin{pmatrix} M_0 & \eta \\ \eta^T & M_{nn} - \lambda_k \end{pmatrix}$$

with $\eta^T = (M_n^1, \ldots, M_{n(n-1)})$ and

$$M_0 := \begin{pmatrix} M_1 - \lambda_k I_{n1} & 0 & \cdots & 0 \\ 0 & M_2 - \lambda_k I_{n2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & M_h - \lambda_k I_{nh} \end{pmatrix},$$

where $h = d_n$ is the degree of $n$ and $M_i$ is an $n_i \times n_i$ symmetric matrix for each $i$.

Since $n \in \mathcal{F}$, there exists an index $j$ such that $M_{nj} f_k(j) \neq 0$. Without loss of generality, we assume $j \in \{1, \ldots, n_1\}$. We set

$$u := (f_k(1), \ldots, f_k(n_1), 0, \ldots, 0)^T \in \mathbb{R}^{n-1}.$$

Since the vertex $n$ is tree-like, we have $n \sim \zeta$, for any $\zeta \in \{1, \ldots, n_1\} \setminus \{j\}$. Therefore, we derive

$$\eta^T u = \sum_{\zeta=1}^{n_1} M_{n\zeta} f_k(\zeta) = M_{nj} f_k(j) \neq 0.$$

Moreover, we have $M_0 u = 0$. Then we can apply Lemma 6.9 to conclude that

$$p(M-\lambda_k I) = pM_0 + 1.$$

By our induction assumption, we have $p(M-\lambda_k I) = pM_0 + 1 = p(N-\lambda_k I) + |\mathcal{F}|$. That is, we prove the claim (6.12).

Let $\mu_1 \leq \cdots \leq \mu_{n-|\mathcal{F}|}$ be the eigenvalues of $N$. We assume

$$\mu_{k' - 1} < \lambda_k = \mu_{k'} = \cdots = \mu_{k'+r'-1} < \mu_{k'+r'}.$$

We observe that $p(M-\lambda_k I) = n - (k + r - 1)$, and $p(N-\lambda_k I) = n - |\mathcal{F}| - (k' + r' - 1)$. Then (6.12) implies

$$k + r = k' + r'. \quad (6.13)$$

Note that $G'$ is the induced subgraph of $N$. By definition, we have $\mathcal{S}(f_k | G') = \mathcal{S}(f_k)$ since the set of nonzeros stays put. Applying Lemma 6.13 and (6.13) leads to

$$k + r - 1 = k' + r' - 1 \geq \mathcal{S}(f_k) = \mathcal{S}(f_k | G') \geq k' + r' - 1 - \ell' + \ell_+ = k + r - 1 - \ell' + \ell_+.$$

This completes the proof. \(\square\)

**Proof of Theorem 6.6** Restrict the function $f_k$ to the induced subgraph $\tilde{G}$ of $G$ on $V \setminus \mathcal{F}$. Then $f_k$ is still an eigenfunction of $M|_{\tilde{G}}$ restricting to $\tilde{G}$ corresponding to the eigenvalue $\lambda_k$. We denote by $\mu_1 \leq \cdots \leq \mu_{n-|\mathcal{F}|}$ the eigenvalues of $M|_{\tilde{G}}$. We assume

$$\mu_{k-1} < \lambda_k = \mu_k = \cdots = \mu_{k+r'-1} < \mu_{k+r}.$$
Observing that all zeros of \( f_k|_{\tilde{G}} \) lie in \( \mathcal{F}^c(\tilde{G}, f_k|_{\tilde{G}}) \), we obtain by Lemma 6.14
\[
\mathcal{S}(f_k) = \mathcal{S}(f_k|_{\tilde{G}}) \geq \tilde{k} + \tilde{r} - 1 - \ell' + \ell_+,
\]
where \( \ell' = \ell(G') \). Recall that \( G' \) is the induced subgraph of \( G \) on the set of nonzeros.
Applying the interlacing result Lemma 6.10, we have
\[
S(f_k) \geq S(f_k|_{\tilde{G}}) \geq k + r - |\mathcal{F}| - 1 - \ell' + \ell_+.
\]
This implies that
\[
\tilde{k} + \tilde{r} + |\mathcal{F}| \geq k + r.
\]
Inserting (6.15) into (6.14) yields
\[
\mathcal{S}(f_k) \geq k + r - |\mathcal{F}| - 1 - \ell' + \ell_+.
\]
This completes the proof. \( \square \)

**Remark 6.16** In fact, we have an alternative proof of the estimate \( \mathcal{S}(f_k) \leq k + r - 1 \) in Theorem 4.1 by combining (6.11) and the interlacing theorem. Let \( G' \) be the induced subgraph of \( G \) on the set of nonzeros of \( f_k \). Let \( \mu_1 \leq \cdots \leq \mu_{n-z} \) be the eigenvalues of \( M|_{G'} \), where \( z = |\mathcal{F}| + |\mathcal{F}^c| \) is the total number of zeros of \( f_k \). We can assume \( \lambda_{k-1} < \lambda_k \), \( \lambda_k = \mu_k \) and \( \mu_{k'-1} < \mu_{k'} = \cdots = \mu_{k'+r'-1} < \mu_{k'+r} \). By Lemma 6.10, we derive
\[
\lambda_{k'+r'-1} \leq \mu_{k'+r'-1} = \lambda_{k+r-1}.
\]
This leads to \( k' + r' \leq k + r \). Inserting it into (6.11) leads to \( \mathcal{S}(f_k) \leq k + r - 1 \).

Next, we discuss another application of Lemma 6.11.

**Theorem 6.17** Let \( M = (M_{ij}) \) be an \( n \times n \) symmetric matrix. Let \( G = (V, E) \) be the graph with \( V = \{1, 2, \ldots, n\} \) and \( E = \{(i, j) : M_{ij} \neq 0 \text{ and } i \neq j\} \). Then the multiplicity \( r \) of an eigenvalue \( \lambda \) of \( M \) with an eigenfunction \( f \) non-zero at each vertex satisfies
\[
c \leq r \leq c + \ell,
\]
where \( c \) is the number of connected components of \( G \) and \( \ell = \ell(G) \).

**Remark 6.18** Theorem 6.17 is due to Xu and Yau [38, Corollary 2.5], where they state it for generalized Laplacians.

**Proof** Since \( f \) has no zeros, the restriction of \( f \) to any connected component is also an eigenfunction of the same eigenvalue. Therefore, we have \( r \geq c \).

Consider the quadratic form
\[
B = \sum_{(i, j) \in E} f(i)(-M_{ij}) f(j)(x_i - x_j)^2.
\]
We have a partition of the edge set \( E = E_1 \cup E_2 \), where
\[
E_1 = \{(i, j) \in E, \ -f(i)M_{ij} f(j) > 0\}, \ E_2 = \{(i, j) \in E, \ -f(i)M_{ij} f(j) < 0\}.
\]
Applying Lemma 6.11 to the quadratic forms \( B \) and \( -B \), respectively, we obtain
\[
|E_1| \leq p + \ell, \ \text{and} \ |E_2| \leq n - p - r + \ell.
\]
where $p$ stands for the positive index of inertia of $B$. Then we derive

$$|E_1| + |E_2| \leq n + 2\ell - r.$$  

Since $|E_1| + |E_2| = |E| = n - c + \ell$, we have $r \leq c + \ell$. \hfill $\square$

When the induced signed graph has a large number of leaves, i.e., vertices with degree 1, we have the following non-trivial lower bound estimate via a duality argument.

**Theorem 6.19** Let $M$ be an $n \times n$ symmetric matrix and $\Gamma = (G, \sigma)$ be the induced signed graph. Let $\lambda_k$ be the $k$-th eigenvalue of $M$ with an eigenfunction $f_k$ such that $\lambda_{k-1} < \lambda_k$. Then we have

$$\mathcal{S}(f_k) \geq k + v_l - 1 - n - z_l + z_r,$$

where $z_l = |\{x : d_x = 1, f_k(x) = 0\}|$, $z_r = |\{x : d_x = 1, f_k(x) \neq 0, f_k(x') = 0, \text{for } x' \sim x\}|$, and $v_l$ is the number of leaves.

**Proof** Let $r$ be the multiplicity of $\lambda_k$. Recall that $\mathcal{S}(f_k)$ is the number of strong nodal domains of $f_k$ on $-\Gamma$. Theorem 4.1 implies $\mathcal{S}(f_k) \leq n - (k + r - 1) + 1 = n - k + 1$.

Let $x$ be a leaf and $f_k(x) \neq 0$. We denote by $x'$ the only vertex such that $\{x, x\} \in E$. If $f_k(x') = 0$, then the subgraph induced by $\{x\}$ is a strong nodal domain of $f_k$ on both $\Gamma$ and its negation $-\Gamma$. If $f_k(x') \neq 0$, then either $f_k(x)M_{xx'}f_k(x') > 0$ or $f_k(x)M_{xx'}f_k(x') < 0$. This means that the subgraph induced by $\{x\}$ is a strong nodal domain of $f_k$ on either $\Gamma$ or $-\Gamma$. Therefore, we derive

$$\mathcal{S}(f_k) + \mathcal{S}(f_k) \geq (v_l - z_l - z_r) + 2z_r = v_l - z_l + z_r.$$  

(6.16)

Then we obtain

$$\mathcal{S}(f_k) \geq v_l - z_l + z_r - \mathcal{S}(f_k) \geq v_l - z_l + z_r - n + k - 1.$$  

\hfill $\square$

To conclude this section, we compare the two lower bound estimates of Theorems 6.6 and 6.19 in the following examples.

**Example 6.20** Let $G = (V, E)$ be a graph obtained by adding 7 leaves to one vertex of the complete graph $K_7$. We consider the symmetric matrix $M = -A$ where $A$ is the adjacent matrix of $G$. Then the induced signed graph of $M$ is $\Gamma = (G, \sigma)$, where $\sigma \equiv +1$. Let us denote $V = \{1, 2, \ldots, 14\}$. Let $\{1, 2, \ldots, 7\}$ be the vertices of the graph $K_7$. Assume that the 7 leaves $\{8, 9, \ldots, 14\}$ are added to the vertex 1. The largest eigenvalue $\lambda_{14} \approx 3.05$ of $M$ is simple and its eigenfunction is

$$f_{14} \approx (-3.05, 0.38, 0.38, 0.38, 0.38, 0.38, 0.38, 0.38, 1, 1, 1, 1, 1, 1, 1)^T.$$  

It is direct to figure out $\mathcal{S}(f_{14}) = 9$, $\ell = |E| - |V| + 1 = 15$, $\ell_+ = 10$ and $v_l = 7$. Theorem 6.6 tells $\mathcal{S}(f_{14}) \geq 9$, which is sharp, while Theorem 6.19 tells $\mathcal{S}(f_{14}) \geq 6$.

In the next example, Theorem 6.19 provides a better estimate than Theorem 6.6.

**Example 6.21** We consider a complete graph $K_8$ and denote its vertex set by $\{1, \ldots, 8\}$. Let $G = (V, E)$ be a graph obtained by adding $i$ leaves to each vertex $i \in \{1, \ldots, 8\}$. For each $i$, we label the $i$ leaves adjacent to it by $\{8 + \frac{i(i-1)}{2} + k : k = 1, \ldots, i\}$. Then the vertex set $V = \{1, 2, \ldots, 44\}$. Consider $M = -A$ where $A$ is the adjacent matrix of $G$. Hence, the
induced signed graph of $M$ is $\Gamma = (G, \sigma)$, where $\sigma \equiv +1$. The 41-st eigenvalue $\lambda_{41} \approx 2.69$ of $M$ is simple and its eigenfunction is

$$f_{41} \approx (0.07, 0.10, 0.16, 0.47, -0.55, -0.17, -0.10, -0.07, -0.02, -0.04, -0.04,$$

$$-0.06, -0.06, -0.06, -0.17, -0.17, -0.17, 0.20, 0.20, 0.20, 0.20,$$

$$0.20, 0.06, 0.06, 0.06, 0.06, 0.04, 0.04, 0.04, 0.04,$$

$$0.04, 0.04, 0.04, 0.03, 0.03, 0.03, 0.03, 0.03, 0.03, 0.03) \top.$$

Notice that the values of $f_{41}$ has different signs at a leaf and the vertex adjacent to it. It is direct to compute $\mathcal{S}(f_{41}) = 38$, $\ell = 21$, $\ell_+ = 6$, and $v_l = 36$. Theorem 6.6 tells that $\mathcal{S}(f_{41}) \geq 41 - 21 + 6 = 26$ while Theorem 6.19 tells that $\mathcal{S}(f_k) \geq 41 + 36 - 1 - 44 = 32$.

Acknowledgements This work has been presented in the conference, Mathematical concepts in the Science and Humanities (MPI MiS, May 16-25, 2022), which is dedicated to Professor Jürgen Jost on the occasion of his 65th birthday. We are very grateful to Dong Zhang for discussions on discrete nodal domain theorems of signless Laplacians. We thank Ali Mohammadian for bringing his interesting work [32] to our attention after the submission of our first arXiv version. This work is supported by the National Key R and D Program of China 2020YFA0713100 and the National Natural Science Foundation of China (No. 12031017).

References

1. Atay, F.M., Liu, S.: Cheeger constants, structural balance, and spectral clustering analysis for signed graphs. Discrete. Math. 343, 26 (2020)
2. Berkolaiko, G.: A lower bound for nodal count on discrete and metric graphs. Comm. Math. Phys. 278, 803–819 (2008)
3. Bıyıkolu, T.: A discrete nodal domain theorem for trees. Linear Algebra Appl. 360, 197–205 (2003)
4. Bıyıkolu, T., Leydold, J., Stadler, P.F.: Laplacian Eigenvectors of Graphs, Perron-Frobenius and Faber-Krahn Type Theorems. Lecture Notes in Mathematics 1915, Springer, (2007)
5. Bıyıkolu, T., Leydold, J., Stadler, P.F.: Nodal domain theorems and bipartite subgraphs. Electron. J. Linear Algebra 13, 344–351 (2005)
6. Bıyıkolu, T., Hordijk, W., Leydold, J., Pisanski, T., Stadler, P.F.: Graph Laplacians, nodal domains, and hyperplane arrangements. Linear Algebra Appl. 390, 155–174 (2004)
7. Bonnefont, M., Golénia, S., Keller, M., Liu, S., Münch, F.: Magnetic-sparseness and Schrödinger operators on graphs. Ann. Henri Poincaré 21(5), 1489–1516 (2020)
8. Bonnington, C.P., Little, C.H.C.: The Foundations of Topological Graph Theory. Springer-Verlag, New York (1995)
9. Chang, K.C., Shao, S., Zhang, D.: Nodal domains of eigenvectors for 1-Laplacian on graphs. Adv. Math. 308, 529–574 (2017)
10. Cheng, S.-Y.: Eigenfunctions and nodal sets. Comment. Math. Helv. 51(1), 43–55 (1976)
11. Colin de Verdière, Y.: Multiplicités des valeurs propres. Laplaciens discrets et laplaciens continus. [Multiplicities of eigenvalues. Discrete Laplacians and continuous Laplacians] Rend. Mat. Appl. 13, 433–460 (1993)
12. Courant, R.: Ein allgemeiner Satz zur Theorie der Eigenfunktionen selbsadjungierter Differentialausdrücke. Nachr. Ges. Wiss. Göttingen 1, 81–84 (1923)
13. Courant, R., Hilbert, D.: Methods of Mathematical Physics, vol. I. Interscience Publishers Inc, New York, N.Y. (1953)
14. Cuesta, M., DeFigueiredo, D.G., Gossez, J.P.: A nodal domain property for the $p$-Laplacian. C. R. Acad. Sci. Paris Sér. I Math. 330(8), 669–673 (2000)
15. Davies, E.B., Gladwell, G.M.L., Leydold, J., Stadler, P.F.: Discrete nodal domain theorems. Linear Algebra Appl. 336, 51–60 (2001)
16. Duval, A.M., Reiner, V.: Perron-Frobenius type results and discrete versions of nodal domain theorems. Linear Algebra Appl. 294, 259–268 (1999)
17. Fiedler, M.: Algebraic connectivity of graphs. Czech. Math. J. 23, 298–305 (1973)
18. Fiedler, M.: Eigenvectors of acyclic matrices. Czech. Math. J. 25, 607–618 (1975)
19. Fiedler, M.: A property of eigenvectors of non-negative symmetric matrices and its applications to graph theory. Czech. Math. J. 25, 619–633 (1975)
20. Friedman, J.: Some geometric aspects of graphs and their eigenfunctions. Duke Math. J. 69(3), 487–525 (1993)
21. Gantmacher, F.P., Krein, M.G., Oscillation matrices and kernels and small vibrations of mechanical systems. Revised edition. In: Translation based on the: Russian original, p. 2002. AMS Chelsea Publishing, Providence, RI, Edited and with a preface by Alex Eremenko (1941)
22. Gladwell, G.M.L., Zhu, H.: Courant’s nodal line theorem and its discrete counterparts. Quart. J. Mech. Appl. Math. 55(1), 1–15 (2002)
23. Haemers, W.H.: Interlacing eigenvalues and graphs. Linear Algebra Appl. 226–228, 593–616 (1995)
24. Harary, F.: On the notion of balance of a signed graph. Mich. Math. J. 2(54), 143–146 (1953)
25. Harary, F.: Structural duality. Behav. Sci. 2(4), 255–265 (1957)
26. Jost, J., Mulas, R., Zhang, D.: p-Laplace operators for oriented hypergraphs. Vietnam J. Math. 50, 323–358 (2022)
27. Jost, J., Zhang, D.: Discrete-to-continuous extensions: piecewise multilinear extension, min-max theory and spectral theory. arXiv: 2106:04116, (2021)
28. Keller, M., Schwarz, M.: Courant’s nodal domain theorem for positivity preserving forms. J. Spectr. Theory 10(1), 271–309 (2020)
29. Lin, Y., Lippner, G., Mangoubi, D., Yau, S.-T.: Nodal geometry of graphs on surfaces. Discrete. Contin. Dyn. Syst. 28(3), 1291–1298 (2010)
30. Liu, S., Münch, F., Peyerimhoff, N.: Curvature and higher order Buser inequalities for the graph connection Laplacian. SIAM J. Discrete Math. 33(1), 257–305 (2019)
31. Lovász, L.: Discrete quantitative nodal theorem. Electron. J. Combin. 28, 6 (2021)
32. Mohammadian, A.: Graphs and their real eigenvectors. Linear Multilinear Algebra 64(2), 136–142 (2016)
33. Powers, D.L.: Graph partitioning by eigenvectors. Linear Algebra Appl. 101, 121–133 (1988)
34. Roth, R.: On the eigenvectors belonging to the minimum eigenvalue of an essentially nonnegative symmetric matrix with bipartite graph. Linear Algebra Appl. 118, 1–10 (1989)
35. Tudisco, F., Hein, M.: A nodal domain theorem and a higher-order Cheeger inequality for the graph p-Laplacian. J. Spectr. Theory 8(3), 883–908 (2018)
36. van der Holst, H.: A short proof of the planarity characterization of Colin de Verdière. J. Combin. Theory Ser. B 65(2), 269–272 (1995)
37. van der Holst, H.: Topological and spectral graph characterizations, Ph. D. Thesis, University of Amsterdam, 1996
38. Xu, H., Yau, S.-T.: Nodal domain and eigenvalue multiplicity of graphs. J. Comb. 3(4), 609–622 (2012)
39. Zaslavsky, T.: Signed graphs. Discrete Appl. Math. 4(1), 47–74 (1982)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.