Mapping the Individual Trees in Urban Orchards by Incorporating Volunteered Geographic Information and Very High Resolution Optical Remotely Sensed Data: A Template Matching-Based Approach
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Abstract: This paper presents a collective sensing approach that integrates imperfect Volunteered Geographic Information (VGI) obtained through Citizen Science (CS) tree mapping projects with very high resolution (VHR) optical remotely sensed data for low-cost, fine-scale, and accurate mapping of trees in urban orchards. To this end, an individual tree crown (ITC) detection technique utilizing template matching (TM) was developed for extracting urban orchard trees from VHR optical imagery. To provide the training samples for the TM algorithm, remotely sensed VGI about trees including the crowdsourced data about ITC locations and their crown diameters was adopted in this study. A data quality assessment of the proposed approach in the study area demonstrated that the detected trees had a very high degree of completeness (92.7%), a high thematic accuracy (false discovery rate (FDR) = 0.090, false negative rate (FNR) = 0.073, and \( F_1 \) score (\( F_1 \)) = 0.918), and a fair positional accuracy (root mean square error (RMSE) = 1.02 m). Overall, the proposed approach based on the crowdsourced training samples generally demonstrated a promising ITC detection performance in our pilot project.
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1. Introduction

The various ecological, social, and economic benefits of tree orchards in urban environments have been discussed extensively in previous studies [1–8]. However, despite the contributions of urban orchards to forming sustainable urban systems, these green spaces often encounter critical threats and stresses in the urban landscape. Among the most prevalent factors threatening urban orchards are the cutting, removal, and killing of trees on private properties, which often occur in the process of urban expansion (e.g., to provide space for construction) [6,8]. This destructive process is more clear in less developed countries, where the rapid rates of urban expansion and/or the informal...
and unplanned processes of the urban development result in the disappearance of urban orchards from the landscape [9]. Moreover, some other external factors such as water shortages, air pollution, and the presence of pests/plant diseases may critically threaten the existence or health of trees in urban orchards [10,11].

Compared to trees in public areas such as urban forests, public parks, streets, and highways in the urban environment, trees in urban orchards are mostly located on private properties. Therefore, local authorities usually have restricted access to these properties for the purposes of collecting information, periodically monitoring of the health and maintenance of trees, and recording the changes and damage occurring within the urban orchards. Furthermore, compared to public green spaces, the trees in urban orchards are often surrounded by physical barriers (e.g., walls or fences). This isolated and unexposed nature of urban orchards can limit the possibilities for authoritative and public ground-based observation supervision, and thus, the majority of the damage to (e.g., due to poor maintenance of the orchard) and (potentially illegal) destruction of the orchards may go undetected by the urban authorities and citizens. Consequently, in addition to the aforementioned risk factors that threaten the existence or health of trees in urban orchards, this lack or absence of supervision of urban orchards intensifies the risk of illegal damage and destruction of the trees on these properties.

Due to the significant functions of urban orchards and their high vulnerability in the urban environment, some governments have approved legal frameworks and measures at the national and local scales to manage, protect, and conserve the trees in urban orchards [12]. In this sense, conducting a fine-scale (i.e., at single-tree level) and updated tree inventory for urban orchards is one of the most vital steps for studying the environmental, social, and economic services provided by urban orchard trees, for making informed decisions about them, and for conducting successful management and conservation programs to protect these urban green spaces.

Four major types of mapping techniques exist for inventory of trees at the individual tree level, namely, (1) field surveys; (2) terrestrial scanning and close-range photogrammetry; (3) aerial and satellite remote sensing; and (4) crowdsourcing [12–14] (for more details, see Section 2.1). Depending on the nature of the adopted technique and the characteristics of the deployed sensor for mapping of the tree crowns, each technique has some strong points and limitations for capturing the information about the tree crowns (for more details, see Section 2.1). To overcome the limitations and to benefit from the advantages of each individual tree mapping technique, the hybrid approaches integrating different tree mapping techniques have been developed. Broadly categorized as a collective sensing (for more details see [15]) approach, the hybrid approach combines a possibly large set of data stream that is acquired by different types of sensors to extract new information which cannot be obtained from any single data stream [16], with the goal of providing more comprehensive and accurate characterization of the individual trees.

During recent years, the potential for integrating technical sensors [17,18] for means of individual tree detection have been explored in a number of previous studies (e.g., see [19–22]). The literature review indicates that the previous contributions on multi-technical-sensor fusion were mainly focused on the integration of airborne and spaceborne optical sensor data (mostly very high resolution (VHR) optical sensor data) with airborne LiDAR sensor data. The processing of both VHR optical and LiDAR data is often complex and computationally expensive when applied to large-scale problems [23,24]. Consequently, processing this combination of data can be very time consuming and may require access to very high computing power and data storage. Furthermore, despite the benefits of multi-technical-sensor fusion, adding an extra commercial data source to perform data fusion incurs extra costs on the project. Therefore, while a multi-technical-sensor data fusion approach appears to be effective in the GIScience research field [25,26], operationalizing the proposed hybrid approaches in practical large-scale individual tree mapping projects still remains a challenging issue.

Theoretically, the synergistic use of multi-sensor data for mapping individual trees can be extended beyond the hard infrastructure by the fusion of technical sensor data with human sensor [17,18,27] data (for more details see Section 2.1.3). However, the review of the literature
revealed that despite the distinctive characteristics of Volunteered Geographic Information (VGI) [28] (for more details see Section 2.1.3) on individual trees collected through the crowdsourcing technique, until now, the possibility of collective sensing of trees at the single-tree level by integrating the technical sensor data with human sensor data has not been explored yet.

In this research project, we propose a collective sensing approach for mapping urban orchard trees at the single-tree level by incorporating VGI and VHR optical satellite data. Both of these types of data have their own strengths and weaknesses. While VGI is usually free and open to the public, it is widely known that the data often vary widely in terms of spatial data quality elements such as positional accuracy, thematic (attribute) accuracy, and completeness [29,30]. Therefore, the individual tree crown (ITC) detection solely based on a crowdsourcing approach, particularly in large-scale tree mapping projects that should be conducted during a limited period of time, may not achieve satisfactory results. On the other hand, the valuable spectral and contextual information that can be extracted from the optical data as well as the large-scale coverage of satellite remote sensing technique make this method a very useful data source for conducting ITC detection projects. However, previous studies indicate that ITC detection utilizing optical imagery and unsupervised classification approaches (e.g., see [31,32]) may not always reach to satisfactory results as classification performance can be severely affected by the complexity and heterogeneity of the scene, the existence of understory vegetation, and the overlapping of neighboring tree crowns (for more details see Section 2.1.2) [33,34]. In this context, to overcome these negative effects, previous studies [13,21,35] addressed the necessity of exploiting additional data sources in addition to optical data. To this end, several contributions [36,37] have studied the possibility of using supervised ITC detection approaches for processing optical imagery by employing authoritative training data. Nevertheless, the labor intensive, costly, and time-consuming nature of authoritative training data collection tasks by experts is considered the main weak point of this category of ITC detection approaches. On the other hand, some studies [20,22] mainly focused on utilizing the unsupervised approaches for processing of the accurate tree height information acquired through different technical remote sensors (e.g., LiDAR) alongside optical data for ITC detection. However, as high resolution elevation data are usually costly, computationally expensive, and not always available, the applicability of this category of ITC detection approaches for large-scale mapping projects is still a challenging issue (for more details, see Section 2.1.2).

The proposed approach in this study employs VGI on the individual trees obtained through the remote mapping approach [38,39] (for more details, see Section 2.1.3) for training a template matching (TM) algorithm [40] (for more details see Section 2.2) in order to extract the ITCs in VHR satellite optical imagery. The synergy of VGI and VHR optical remotely sensed data allow one to take the unique advantages of each of these data sources and eliminate the inherent limitations of each method. In this sense, the type and complementary nature of our multi-source data provides great opportunities for relatively low-cost, fine-scale, and accurate mapping of urban orchard trees, particularly the trees that are located on private isolated properties.

2. Background and Related Works

2.1. Typology of the Major Tree Crown Mapping Techniques: Pros and Cons

2.1.1. Field Surveys, Terrestrial Scanning, and Close-Range Photogrammetry

Ground-based methods for tree mapping, e.g., those based on conventional field surveys [12,41], those using in situ technical sensors (e.g., GPS receivers) [18], those using terrestrial scanning and close-range photogrammetry approaches [12,42–44], and those using terrestrial technical remote sensors (e.g., terrestrial laser scanners, digital cameras) [18], are all popular and usually deliver very accurate measurements [12,42,45,46] about the individual trees. However, the aforementioned techniques that are based on the direct or close-range on-the-ground measurements cannot always be deployed for inventorying trees in urban orchards due to land tenure issues and the isolated nature of urban orchards. Typically, due to the nature of ground-based measurements, these methods
are only appropriate for mapping a few distributed locations infrequently [46]. However, mapping campaigns for establishing urban tree inventory systems usually have to be conducted over large areas. Moreover, in response to economic, social, and environmental forces, many changes may occur in urban green spaces over time. Therefore, deploying ground-based tree inventory techniques are costly, time consuming, and inefficient for large-scale tree mapping and regular/periodic updating of tree inventory databases [47].

2.1.2. Aerial and Satellite Remote Sensing

In recent decades, extensive studies have been conducted on the use of aerial and satellite remote sensing techniques for mapping individual trees over large areas and long periods of time. These remote sensing approaches can often provide reliable and robust alternatives for the conventional ground-based tree inventory techniques. In this sense, compared to ground-based techniques, airborne and spaceborne remote sensing techniques are not restricted by physical barriers on Earth and can provide time series measurements over large areas in a more cost- and time-effective manner.

Since the late 1990s, the data acquired from LiDAR airborne technical remote sensors have been broadly used for mapping of individual trees (for more details see [35]) since LiDAR sensors can capture vertical tree crown structure and provide accurate tree height information [35,48]. In this sense, LiDAR data have been applied for inventory of orchard trees in the various previous studies [13,49,50]. While more than half of the existing studies in the area of ITC detection/delineation employ LiDAR data [51], the majority of the existing applications of ITC detection/delineation use the data obtained from optical airborne or spaceborne technical remote sensors [51,52], at least for two main reasons. First, LiDAR surveys are still quite expensive to conduct across large areas, and LiDAR data are often not available for the case studies in the developing countries [52,53]. Second, optical imagery is often the only source of historical data available for understanding the changes in urban tree cover over time [52]. Furthermore, in complex and heterogeneous sites such as urban orchards, where the tree features may mix with other kinds of manmade and natural features, dependence solely on LiDAR-derived structural information for the extraction of individual trees without employing any other spectral or contextual information may negatively affect tree detection performance [34,54].

Advances in airborne and spaceborne optical remote sensing technologies and the increasing availability of VHR optical imagery (one meter or submeter in spatial resolution) [55] in the past few decades have enabled researchers and experts to conduct detailed tree inventory and analysis projects at the single-tree level. Among the numerous existing studies that examine the VHR products of airborne and spaceborne optical technical remote sensors for ITC detection/delineation [32,51,56–61], there is a considerable body of literature on using of VHR optical imagery for mapping and inventory of orchard trees [62–65].

Individual tree extraction using spectral and textural information derived from the optical data has been studied extensively over the past two decades [32,51,57,60]. However, despite the impressive developments in the algorithms for processing optical imagery as well as in the methods for incorporating spectral and contextual information for ITC detection/delineation, several factors still negatively affect tree detection performance, particularly in the urban context, including the complexity and heterogeneity of urban environments, the low spectral separability between tree crowns, and other types of understory vegetation (e.g., shrubs, grass), the large within-crown spectral variance in VHR imagery, the limited spatial resolution of satellite imageries with regard to the size of tree crowns, and the limitations for conducting fieldwork and providing ground reference datasets for the supervised ITC detection/delineation algorithms (particularly on private properties) [32,53,56,66,67].

In addition to using spectral and textural information derived from VHR optical images, some researchers have performed ITC detection/delineation by extracting canopy vertical structure using digital surface models (DSMs) computed from VHR optical stereo images [56,68–72]. However, there are several limitations to this approach for conducting the large-scale tree crown mapping projects. First, the existing photogrammetric methods for canopy height measurements are usually
computationally expensive. Moreover, as discussed previously, in complex and heterogeneous environments, relying solely on height information without incorporating spectral or contextual information usually reduces the tree crown detection/delineation accuracy. Previous studies showed the limitations of vertical accuracy measurements based on the spaceborne imagery for ITC detection [70]. Furthermore, the existing relatively low-cost methods for extracting the ITCs based on the derived 3D information from the optical or LiDAR sensors mounted on unmanned aerial vehicle (UAV) platforms (e.g., [73,74]) are mostly suitable for small-scale inventory programs but are not sophisticated enough for conducting the tree mapping projects over the large areas [75].

2.1.3. Crowdsourcing

The rapid advancements in information and communications technology and the emergence of the Web 2.0 paradigm in the past decade have dramatically changed the way that informational content is generated on the web by allowing the creation of user-generated content (UGC) [76]. VGI [28] is a special case of UGC that can be simply defined as geographic information generated/collected voluntarily by citizens acting as human sensors (a.k.a, humans as sensors, people as sensors, and citizens as sensors) [18,27] through a crowdsourcing approach [28,77]. VGI can be collaboratively gathered by volunteers through the outdoor mapping or remote mapping (a.k.a, armchair mapping) approaches [38,39]. In the outdoor mapping approach, volunteers using low-cost technical sensors capture the in situ sensed VGI by visiting a location and performing some type(s) of field measurements [38,39]. On the other hand, with the remote mapping approach, the remotely sensed VGI (also referred to as remotely VGI [78]) is generated without volunteers’ physical presence at a location by way of the visual interpretation of geo-referenced VHR optical imagery or other spatial data sources (e.g., old maps) and modification/attribute enrichment of existing geo-data or the digitization of new geographical features [39,79].

In recent years, the use of crowdsourcing techniques for means of tree inventory has become increasingly popular, and many participatory web-based projects have been developed to facilitate the engagement of the volunteers in tree data collection. These detailed crowdsourced tree inventories record the coordinates of trees as well as their particular attributes (e.g., species, diameter at breast height, and height) according to the designated aims and purposes of the project.

The use of crowdsourcing for mapping trees at the single-tree level has been adopted for a wide range of purposes, such as inventorying trees along streets and in urban forests (e.g., Seattle Tree Map (http://www.seattletreemap.org), New York City Street Tree Map (https://tree-map.nycgovparks.org) and San Francisco Urban Forest Map (https://urbanforestmap.org)), biodiversity and phenology monitoring (e.g., Pericopsis (http://pericopsis.org), Track a Tree (http://trackatree.bio.ed.ac.uk) and TreeSnap (https://treesnap.org)), the protection of heritage trees (e.g., Ancient Tree Hunt (http://www.ancient-tree-hunt.org.uk)), finding edible fruit trees on public lands (e.g., Falling Fruit (https://fallingfruit.org)), and pest monitoring (e.g., Conker Tree Science (http://www.conkertreescience.org.uk)).

The usability of crowdsourcing tree inventory data based on outdoor mapping approaches are mostly limited to the mapping of trees on public lands (e.g., parks, street, etc.) where the volunteers can perform field observations and measurements. For the crowdsourcing of the trees located on private lands (e.g., in urban orchards), which are typically not accessible to volunteers for performing in situ measurements, in most cases, the only feasible solution is to conduct tree inventorying based on the remote mapping approach. In these cases, the type of information that volunteers can collect is mainly limited to the tree locations and some basic information on tree structure and condition (e.g., the tree crown size/shape) that can be determined based on the interpretation of VHR optical imagery or other spatial data sources.

The unprecedented growth in VGI [80] on the web in the recent years, as well as the numerous benefits of it such as its openness to the public, high availability, and diversity have made crowdsourced geospatial data an interesting source of information for an increasing number of application
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domains [81]. Furthermore, the participation of volunteers in the acquisition of VGI under the umbrella of Citizen Science (CS) [82,83] programs (e.g., crowdsourcing projects for inventoring trees in urban orchards) may bring excellent social benefits by increasing public engagement, scientific learning, and socialization [84], as well as enhancing public environmental awareness, advocacy, and conservation [85].

However, despite the considerable benefits and advantages in the using of VGI, there are still some concerns regarding the usability of the crowdsourced data for different scientific and professional applications. Human sensors perceive and express geographical phenomena and spatial relations imprecisely, and in the form of the vague concepts [86]. Hence, a degree of uncertainty is always associated with VGI. Furthermore, due to the complex bottom-up nature of VGI generation, and because there is loose coordination in terms of standards, it is very difficult to regulate and unify the process of VGI collection and production among amateur contributors [87]. Therefore, the issue of data quality remains a core concern for including VGI in authoritative databases [88]. The comprehensive assessment of the quality of the observations obtained through crowdsourcing in individual tree mapping projects is a multi-dimensional and complex task as several components of spatial data quality, including positional accuracy, thematic accuracy, completeness, logical consistency, temporal consistency, and semantic consistency [89] have to be examined using extrinsic or intrinsic spatial data quality indicators [90]. Moreover, to monitor tree resources temporally, the quality component of the timeliness of VGI has to be screened in the crowdsourced database (for more details [90]).

Only four previous independent studies on VGI quality in tree inventories are recognized in the literature (for more details see [14,91–93]). These previous studies found that while some of the tree attributes (variables) were measured with lower accuracy by volunteers, generally, there was a high potential to use in situ crowdsourced data, particularly for tree inventory projects, where slightly lower quality levels are acceptable (for more details see [14,91–93]). It is notable that all of the previous studies focused on the quality assessment of crowdsourced data gathered through the outdoor mapping approach, while none have investigated the quality of data gathered through a remote mapping crowdsourcing approach, despite the popularity of the remote mapping approach for collecting individual tree inventory data.

2.2. Template Matching

TM is a class of pattern recognition techniques that generally aims to detect subimage(s) of a target image by comparing the target image with a predefined model so-called template based on a similarity measure to find the parts of the target image that match the template [40]. The template that is employed for TM is constructed through two main approaches, namely, (1) constructing the template by sampling of the real instances of object of interest (i.e., training samples) from the target image [36,94,95]; or (2) constructing the template by generating a synthetic model from the object of interest based on the geometric and radiometric characteristics of the object [96–98].

In the context of ITC detection, TM methods has been exploited in some previous studies [37,52,99–105]. A comparative study [52] involving six different ITC detection methods (TM, local maxima, valley following, region-growing, scale-space theory, and techniques based on stochastic frameworks) showed that TM had the best performance among other methods for the detection of isolated tree crowns, which are usually the predominant pattern of trees located in orchards [103].

2.3. VGI as a Source for Providing the Training Data for Remote Sensing Techniques

VGI is a relatively new source of information in the context of remote sensing. Many of the existing remote sensing studies utilizing VGI have focused on one of the two following lines: (1) the validation of remote sensing products by deploying the VGI as a reference dataset [106–109], or (2) enriching, refining, or updating remote sensing derived products through the direct integration (i.e., fusion) of VGI and remotely sensing data products [110–113]. However, it is also possible to generate entirely
new remote sensing data products using VGI. For example, collecting high quality and up-to-date authoritative training data for supervised remote sensing image classification can be expensive, time consuming, and difficult [114], so recently, some studies [114–121] have explored the feasibility of using VGI as an alternative source of training data. While the majority of the previous studies deployed the OpenStreetMap (https://www.openstreetmap.org) (OSM) crowdsourced dataset [114–116] as an alternative nonauthoritative source for teaching the different supervised image classification algorithms to produce land use/land cover (LULC) maps, a few studies explored other fully or partially crowdsourced data sources such as the Global Biodiversity Information Facility (https://www.gbif.org) (GBIF) dataset (e.g., see [119]) or Virtual Interpretation of Earth Web-Interface Tool (VIEW-IT) dataset (e.g., see [120]) for these means.

Overall, the satisfactory mapping outcomes of the previous studies seem to indicate that VGI can serve as a useful source of training data for remote sensing techniques. However, various sources of error, bias (e.g., attribute or spatial errors in the sample data), and uncertainty (e.g., ambiguous class membership) in a training dataset may degrade the final mapping output, and the magnitude of this negative effect depends upon the nature and magnitude of the error and bias as well as the mapping method (e.g., classification algorithm) used [114,119]. Hence, although VGI can potentially be used to extract a training dataset for remote sensing mapping techniques, concerns over the quality of the crowdsourced training dataset may remain as a barrier to its adoption. In this sense, to address the existing concerns on the use of crowdsourced training data and to enhance the performance of the mapping projects that utilize these data, algorithm level approaches, e.g., employing noise-tolerant classification algorithms (for more details see [114]), as well as data level approaches, e.g., the methods used for eliminating errors and biases in the training data (e.g., see [116]), have been suggested in some of the previous studies.

3. Study Area and Data

3.1. Background

The City of Mashhad in Iran features a semiarid climate with hot summers and cold winters. Therefore, in such a hot and dry environment, any single tree plays a vital and functional role in the urban ecology and the citizens’ lives. However, the rapid population growth and high rate of urbanization in Mashhad city in recent decades has severely affected the existence of greenspaces, particularly in terms of trees within the private orchards in the city. A recent report [122] indicates that approximately 1200 hectares of the urban orchards in Mashhad region have been destroyed during the two past decades and that the remaining approximately 900 hectares suffer from inefficient inventorying and supervision. To protect and maintain urban trees and estimate their ecosystem services, the municipality of Mashhad has established a conventional tree inventory database through field surveys and tagging trees using metal labels. The coverage of this inventory program is currently limited to survey the trees in the public green spaces. Due to the nature of the tree inventory approach adopted in the city of Mashhad, this tree inventory program is very costly and time-consuming. Moreover, the limited accessibility of the trees on private property prevented the authorities from expanding the extent of the current tree inventory program to include the trees located in private urban orchards.

In Iran, urban trees, including the trees located on private orchards, are protected under the “Preservation and Expansion of Urban Green Spaces” act of parliament and other related by-laws. In this sense, the felling, uprooting, and killing of the trees and the conversion of the land use of private urban orchards were highly prohibited except in the cases that were permitted by the law. Even in the few cases where tree felling are allowable according to the law, any tree cutting or removal is illegal and carries a penalty unless a felling license was obtained from the municipality and the tree felling tariff was fully paid (if applicable). The law provides penalties for any other illegal tree cutting, removal, or destruction in breach of the law, and it compels municipalities to make provisions
in relation to protecting and preserving the trees protected under this act on both the public and private properties. However, in practice, in the absence of a precise and up-to-date tree inventory database to map the trees and record the changes over time in the private urban orchards, the trees might be illegally cut down, removed, or killed gradually or suddenly by the owners to provide room for construction projects or for getting land use conversion permission in future.

3.2. Case Study

District 9 of Mashhad, Iran (located at 36°18′36″N, 59°30′0″E), is a good example of a fast growing zone in Mashhad city where some private orchards have been destroyed for the construction of residential and commercial buildings and complexes over the past 25 years.

For this study and to conduct a pilot project, we selected a test plot that covers 20.8 hectares in the inner part of a private urban orchard in district 9. This orchard is a well-maintained urban orchard that is hosting several fruit as well as non-fruit species. The selected orchard is surrounded by a wall and fence and is closed to public. Therefore, citizens usually have limited prior information about the trees in this orchard and their condition. Due to the restricted accessibility of this private orchard, we could not conduct a field survey to produce a detailed reference tree map for the study area.

3.3. Data

3.3.1. VHR Optical Satellite Data

A WorldView-3 (VW3) scene that was acquired on 30 September 2014, by Digital Globe, Inc. (Westminster, CO, USA), was exploited for this study. The imagery includes panchromatic and eight multi-spectral bands with a spatial resolution of 0.31 m and 1.24 m, respectively (Figure 1).

![Figure 1. R, G, B true color composite for the study area (satellite image courtesy of the DigitalGlobe Foundation).](image-url)

The panchromatic sensor collects surface reflectance between 450–800 nm, while the multi-spectral sensor captures the spectral bands in the coastal (C, 400–450 nm), blue (B, 450–510 nm), green (G, 510–580 nm), yellow (Y, 585–625 nm), red (R, 630-690 nm), red edge (RE, 705–745 nm), near-infrared 1 (NIR1, 770–895 nm), and near-infrared 2 (NIR2, 860–1040 nm) portions of the electromagnetic spectrum. The sun elevation, off-nadir angle, and cloud cover percentage at the time of image acquisition were 47.56°, 12.03°, and 0%, respectively.

To enhance the spatial resolution of multispectral bands of the image, the lower spatial resolution multispectral bands were mapped to high spatial resolution panchromatic bands based on the Gram-Schmidt pan-sharpening technique in ENVI 5.2 software [123].
To validate the quality of tree identification and detection tasks and generate reference dataset, VHR images from Google Earth were used alongside the VW3 data in this study.

### 3.3.2. Crowdsourced Tree Data

A total of 612 records of tree locations and corresponding crown diameters were collected by volunteers for the study area over the period when the crowdsourcing project was conducted (for more details, see Section 4.1.1). All of the crowdsourced purported tree records and their attribute data were adopted in this study for further analysis.

### 4. Methods

The following sections describe the methodology of the proposed ITC detection approach and data quality assessment in this study. In this sense, the backgrounds, components, and parameters of the proposed ITC detection approach based on crowdsourced training samples will be introduced and discussed in the Section 4.1. To evaluate the impact of deploying the imperfect crowdsourced training samples compared to the error-free training samples, the proposed ITC detection approach was also trained with reference (i.e., authoritative) training samples that will be explained in Section 4.2. To study the ITC detection performance of the proposed approach under the occurrence of a higher level of errors in the crowdsourced training samples, a preliminary study was conducted and is introduced and discussed in Section 4.3. Section 4.4 presents the details of the adopted reference data and measures for quality assessment of the crowdsourced tree data and evaluating the performance of the proposed approach when employing different types of training samples. The Cognition Developer 9.0 and ArcGIS 10.2 software were mainly used for processing the data and performing the analysis tasks in this study, and QGIS 2.18 software and R-3.4.2 were partially used for performing the pre- and post-processing tasks of this study.

#### 4.1. The Workflow of the Proposed Approach for ITC Detection (Based on Collective Sensing)

In this study, we deployed a collective sensing approach for ITC detection in urban private orchards. The proposed approach integrates the different spectral, spatial, and contextual information about the trees obtained by spaceborne technical remote sensor or human sensors for mapping the trees in the study area. The following subsections present the adopted workflow for conducting the proposed approach for ITC detection (based on collective sensing) (Figure 2).

**Figure 2.** The proposed approach for ITC detection (based on collective sensing) and data quality assessment in this study.
4.1.1. Collecting Data on Trees through Crowdsourcing

A crowdsourcing platform was employed to facilitate the participatory mapping and visualization of trees in the study area. The platform allowed for the real-time dissemination of the VGI generated by the volunteers and enabled them to update and modify the features in the crowdsourced tree database. To conduct the crowdsourcing phase of our pilot project, we asked a local group of undergraduate and graduate civil engineering students to participate in our project. A brief (15 min) introduction on the tree identification and measurement task and platform was provided for the participants. The volunteers were asked to map the centroid of each tree they preferred to digitize and measure and record the length of the longest spread (i.e., diameter) of that tree crown and the longest spread perpendicular to it in the scene. It is widely known that appropriate false color composite imagery can provide a great amount of information for the interpreter as it can considerably improve visual perception. A study by Svatonova [124] showed that non-expert image interpreters can interpret false color satellite imagery very well. Specifically, Svatonova [124] recommended providing false color imagery alongside true color imagery in web mapping services to enhance the image interpretation performance of the non-experts. Hence, to collect spatial data (i.e., tree locations) and attribute data (i.e., tree basic geometrical property) about ITCs through crowdsourcing approach (i.e., tree identification, ITC identification) in this study, true color R-G-B and false color NIR1-R-G composites of the aforementioned VW3 imagery were produced for the test plot and provided to the volunteers through the developed platform.

4.1.2. Masking Candidate Tree Crown Land Cover

The first step of the proposed image analysis framework was concentrated on masking out the candidate tree crown (CTC) class from a non-tree crown (NTC) class (including the understory vegetation, bare soil, and man-made features) and shadow class in the scene. The low spectral separability of the tree crown pixels and the understory vegetation and shrubs made this step very challenging. To overcome this problem, the spectral and texture properties of the imagery were used to separate the CTC and NTC and shadow class pixels. To utilize this spectral and contextual information, we adopted an Object-based Image Analysis (OBIA) approach [125–127] in Sections 4.1.2 and 4.1.3. Since the instances of each class occur at the different scales, hence in order to delineate image objects (i.e., image segments) in the scene for the aim of the CTC extraction, we adopted the multiresolution segmentation method. The multiresolution segmentation is a bottom-up region-merging segmentation technique that finds the image object of interest through an iterative object merging algorithm (for more details see [128,129]). For performing the image segmentation method, the parameters of the adopted segmentation method were set as scale parameter = 6, shape parameter = 0.2, and compactness parameter = 0.8 based on a trial and error approach involving visual interpretation of the generated boundaries of image objects vs. the actual condition for the target features at respective scale.

To classify the generated objects and finally extract the CTC class objects more accurately, several sub-steps have been considered. These sub-steps ensured that the CTC class was extracted from the scene with the minimum error in the inclusion of all CTC class objects and exclusion of the regions belonging to the NTC and shadow classes in the scene.

Shadow is considered as noise in some of the remote sensing existing literature [130], and considerable studies have been conducted to develop methods for detection and reduction or removal of shadow in remotely sensed imagery (for more details [131–133]). Nevertheless, one may employ shadows in the image as a valuable source of contextual information for enhancing the quality of tree identification tasks, as they provide a three-dimensional clue (i.e., proportional to width and height of the feature) on the existence of a tree feature adjacent to/in proximity to the shadow. The exploiting of contextual information from shadows for tree detection falls outside the scope of the current study. However, the shadow objects in the scene were extracted in this study for using as a metadata for promoting the performance of the visual tree identification task in the process of
generating tree reference map in Section 4.4. To this end, the objects belonging to shadow class were classified by using the thresholding of the mean intensity band (RE-NIR1), mean brightness band (R-G-B-NIR1), and simple ratio (NIR1-B) using a trial and error approach (Table 1).

Table 1. Indices and class description for shadow and CTC objects detection.

| Class          | Index                           | Equation            | \( \mu_I \) | \( \sigma_I \) | \( c_I \) | Threshold |
|----------------|---------------------------------|---------------------|-------------|-------------|----------|-----------|
| Shadow         | Mean Intensity (RE – NIR1)      | \( \frac{RE + NIR1}{2} \) | -           | -           | -        | <21       |
|                | Mean Brightness                 | \( \frac{R + G + B + NIR1}{4} \) | -           | -           | -        | <15.5     |
| Candidate Tree | R to Roughness band Ratio       | \( \frac{R}{	ext{Roughness}} \) | 9.69        | 2.16        | 1.5      | \( \leq \)12.93 |
| Tree Crown     | NDVI                            | \( \frac{NIR1 - R}{NIR1 + R} \) | 0.56        | 0.07        | -2       | \( \geq \)0.42 |

Next, the unclassified objects in the scene were assigned to non-shadow class (including CTC and NTC). In the absence of normalized digital surface model (nDSM) data, to mask CTC objects from NTC class objects, particularly the understory vegetation (i.e., grass and shrubs) objects, the following major steps were adopted in this study.

The roughness of the elevated vegetation layer (trees) is more than the understory vegetation layer in the image. Therefore, following [134], for separation of the elevated vegetation (rough texture) surface from the understory vegetation surface (smooth texture), initially, edge extraction Lee Sigma filtering [135,136] was performed for detecting of both bright and dark edges in the red band (sigma value = 5) to produce bright and dark edge Lee Sigma bands. Then, a new band (LeeSigmaSum) was generated by adding the bright edge Lee Sigma band into the dark edge Lee Sigma band that were calculated in the previous step. To compute the Roughness band, the Gaussian smoothing filter [137] with the kernel size of 25 × 25 pixels was applied to LeeSigmaSum band. The non-shadow objects were classified into CTC or NTC classes by thresholding of both R to Roughness ratio and normalized difference vegetation index (NDVI) (Table 1). The thresholds for R to Roughness ratio and NDVI were automatically calculated through the following procedure. First, the image objects overlapped with the purported tree centroids (i.e., crowdsourced trees) to find the objects that belong to tree crowns. Then, the mean (\( \mu_I \)) and standard deviation (\( \sigma_I \)) values of the respective index for the all overlapped objects were calculated, and the threshold for the corresponding index (i.e., the R to roughness ratio and NDVI) were computed as follows:

\[
\text{Threshold} = \mu_I + c_I \sigma_I
\]

where \( c_I \) is a coefficient that was set for the respective index (Table 1). The determination of the thresholds based on the mean and standard deviation values of the overlapped objects can address the within-crown spectral variances and reduce the negative effects of the existence of the errors (i.e., misidentified non-tree features as tree) within the crowdsourced dataset in the process of the automatic computation of the thresholds.

A cleaning process was applied to the extracted CTC objects to exclude some of the remaining misclassified NTC objects using the geometric and spatial relationship characteristics. Then, the processed CTC objects were used in the process of generating the land parcels in the test plot (Section 4.1.3) as well as metadata for enhancing the performance of the visual tree identification task in Section 4.4. Figure 3 illustrates the distribution of the detected shadow and CTC regions over the study area.
This process increases the correlation between the generated template and the samples (139, 140) and enables the template to represent the different characteristics of the group more precisely. Furthermore, for improving the performance of the TM algorithm, the generated template has to be used only for detection of features in its corresponding group to increase the level of cross-correlation between the generated template and the image (for more details see Sections 4.1.4 and 6.2.1.2).

Therefore, to detect and delineate the land parcels within the test plot, the following main steps were followed. First, a multiresolution segmentation method was performed at the coarse scale (scale parameter = 300) on the image, as the trees are planted in the relatively large parcels in the orchard. In the absence of ground truth information about the characteristics (e.g., species, etc.) of the trees in the orchard, by using insights from TFL, one may assume that the trees in a homogeneous region in the image have more uniformity and similarity in terms of their characteristics. Therefore, to cover both of the aforementioned considerations for improving the TM algorithm performance, we subdivided the test plot into more homogeneous regions (i.e., land parcels) in terms of tree characteristics and limited the tasks of collecting the image samples and applying the TM algorithm for each group to the extent of the respective regions.

In this study, the trees in the orchard are detected using the TM method. The TM algorithm employs a template that models the spectral and contextual properties of the target feature for detection of all instances of the target feature on the scene. To enhance the performance of the TM algorithm, for each homogenous group (i.e., class) of target objects (in terms of size, spectral, and contextual properties) in the population, a specific template using the obtained samples should be created. This process increases the correlation between the generated template and the samples (139,140) and enables the template to represent the different characteristics of the group more precisely. Furthermore, for improving the performance of the TM algorithm, the generated template has to be used only for detection of features in its corresponding group to increase the level of cross-correlation between the generated template and the image (for more details see Section 4.1.4 and Section 6.2.1.2).

In this study, the trees in the orchard are detected using the TM method. To improve the productivity and management of orchards, orchard plots are usually subdivided into several smaller land parcels, and the trees are cultivated regularly in each parcel according to a selected layout system (e.g., square, rectangular, quincunx, triangular patterns, etc.). The trees in each orchard land parcel are mostly homogeneous in the terms of species and crown size, and therefore, they have mostly similar geometric, contextual, and spectral characteristics. This basic assumption is consistent with the insight from the Tobler’s first law of geography (TFL) that implies that “everything is related to everything else, but near things are more related than distant things [138].”

Therefore, to detect and delineate the land parcels within the test plot, the following main steps were followed. First, a multiresolution segmentation method was performed at the coarse scale (scale parameter = 300) on the image, as the trees are planted in the relatively large parcels in the orchards.
the orchards. The shape parameter and compactness parameters were determined as 0.2 and 0.5, respectively, by using the trial and error method. The segmented objects were then overlayed with the CTC objects that were extracted in the previous section to exclude the non-planted segments. Finally, the remaining segments (totally 6 segments) were assigned to the parcel class that subdivided the existing trees in the test plot into six subregions (i.e., 6 parcels) (Figure 4). The generated parcels are employed for partitioning the image, tree samples, and reference data into more homogeneous regions in the next sections for conducting the overlay analysis.

![Image of crowdsourced trees over parcels](image)

Figure 4. Map of the crowdsourced trees over the parcels of the study area.

4.1.4. Tree Detection Using TM Algorithm Based on Crowdsourced Training Samples (TM-CS)

In this study, we adopted a TM algorithm for tree detection (ITC detection) in the urban orchard. To this end, first, a template image was generated for each parcel by sampling from the image at the locations of all the points tagged as “tree” in the parcel by the volunteers. The image samples were obtained from the NIR1 band because previous studies [105] have proven that the NIR band is the most appropriate band for obtaining the image samples about trees for training the TM algorithm. Then, the mean of all collected sample images for each parcel was calculated (the negative impacts of the noise can be reduced by averaging over a large number of samples). The sample width and height for each parcel was selected proportional to the mean tree crown diameter of parcel. To calculate the mean crown diameter of the parcel, first, we computed the diameter of tree crowns for each crowdsourced tree feature in a parcel. Let \( D_l \) and \( D_p \) represent the length of the longest spread of each purported tree crown and the longest spread perpendicular to it in the scene, respectively. The purported tree crown diameter (for an individual crowdsourced observation) \( D_c \) (i.e., the average crown spread for an ITC for the crowdsourced observations) can be measured as follows:

\[
D_c = \frac{D_l + D_p}{2} \tag{2}
\]

The mean tree crown diameter of parcel (for the crowdsourced observations) \( \overline{D_c} \) was computed as follows:

\[
\overline{D_c} = \frac{\sum_{1}^{N_c} D_c}{N_c} \tag{3}
\]
where \( N_c \) is the total number of purported tree crowns in the crowdsourced dataset by the volunteers in a parcel (i.e., the number of image samples collected based on the locations of all crowdsourced observations).

The size (i.e., dimensions) of all image samples in a parcel is equal to a square kernel with dimension \((np_c \times np_c)\), where \( np_c \) is equivalent to the length of \( D_c \) in pixels.

In total, six templates were created in this study, and each template was used only for the detection of the trees in its own respective parcel. Table 2 shows the total number of selected samples for generating the template in each parcel as well as the parcel mean tree crown diameter value of each parcel and the dimensional and quality specifications of the generated templates.

Table 2. Specifications of the templates created based on the crowdsourced samples.

| Parcel 1 | Parcel 2 | Parcel 3 | Parcel 4 | Parcel 5 | Parcel 6 |
|----------|----------|----------|----------|----------|----------|
| \( N_c \) | 56       | 120      | 215      | 148      | 70       | 3        |
| \( D_c \) (m) | 5.3      | 5.2      | 4.4      | 4.8      | 4.6      | 4.8      |
| \( np_c \) (px) | 18       | 18       | 15       | 17       | 16       | 17       |

To detect tree crowns in the image by TM algorithm, the template kernel sliding on the image (in this study, the NIR1 band) and the similarity measure between the template and the image is calculated for each pixel, and the similarity image is generated. Among the different suggested similarity measures, such as normalized cross-correlation (NCC), the sum of squared differences, and Euclidean distance (for more details see [141]), we adopted the NCC measure as it showed a promising performance in previous remote sensing studies [142]. The NCC value \( cc(u, v) \) is computed as follows:

\[
cc(u, v) = \frac{\sum_{x,y} [(i(x,y) - \bar{i}_{u,v})(t(x-u,y-v) - \bar{t})]}{\sqrt{\sum_{x,y} [(i(x,y) - \bar{i}_{u,v})^2]} [\sum_{x,y} [(t(x-u,y-v) - \bar{t})^2]} (4)
\]

where \( i(x,y) \) is the intensity of the pixel, \( \bar{i}_{u,v} \) is the mean intensity for the pixels under the template, \( t(x-u,y-v) \) is the intensity for the corresponding pixel in the template, and \( \bar{t} \) is the mean intensity for the template. The NCC value ranges from \(-1\) to 1, where the higher values indicate a better match between the image and the template at that particular position.

The position of the occurrence of the best matches on the similarity image indicate the position of the pixels with the highest probability of being a tree crown centroid. Thus, to find the tree crown centroids in the adopted TM algorithm, the NCC values were thresholded (for more details see [52,102,143]). The template match threshold value should be selected with care to meet the requirements of the map users, as setting the threshold value too high leads to a large number of false negative (FN) errors (i.e., undetected tree crowns), while setting the threshold value too low leads to a high number of false positive (FP) errors (i.e., misdetection of non-tree features as tree crowns). In this study, it is desirable to increase the number of TP detections and decrease the number of FN and FP errors and the occurrence of FN errors is considered more unwanted than the occurrence of FP errors. Since we aimed to compare the performance of the tree detection task only in respect to the quality of the deployed templates created based on the crowdsourced samples, to consider all other conditions similar, the template match threshold was consistently selected as 0.65 for all the TM attempts in this study.

Finally, the detected tree crown centroid pixels were converted into the vector data format (i.e., point objects) to prepare the data for further data quality investigation in the next step.

4.2. Tree Detection Using TM Algorithm Based on Reference Training Samples (TM-REF)

To assess the impact of using imperfect crowdsourced sample data instead of error-free sample data for training the proposed approach, the TM algorithm was trained with the reference training samples (TM-REF), and the TM-CS performance was compared with it. To provide similar image
sampling conditions in this comparison, corresponding reference tree centroids that were overlapped on the correctly identified crowdsourced trees in each parcel were selected for collecting the image samples for that parcel (i.e., we collected the sample at the tree centroid location on the image only if the tree crown was also marked in the crowdsourced data). The size of the image samples and the generated template in a parcel was selected as a square kernel with a dimension of \( n_{pc} \) (which is equal to the dimension of the kernel that was created based on the crowdsourced samples in a parcel) (for more details, see Table 2) rather than selecting the size according to the mean tree crown diameter of the parcel for the reference observation \( D_r \) (for more details see Section 4.4.1) and its corresponding equivalent length in pixels \( n_{pr} \) (Table 3). This assumption was made because we mainly aimed to study the impacts of the positional and thematic mapping accuracy of crowdsourced data on the performance of the TM algorithm. Therefore, we selected the same TM parameters for both the crowdsourced and reference samples.

| Table 3. Specifications of the reference templates. |
|-----------------------------------------------|
| Parcel 1 | Parcel 2 | Parcel 3 | Parcel 4 | Parcel 5 | Parcel 6 |
|----------|----------|----------|----------|----------|----------|
| \( N_r \) | 54       | 120      | 214      | 137      | 66       | 3        |
| \( D_r \) (m) | 5.4      | 5.3      | 4.5      | 4.8      | 4.5      | 3.9      |
| \( n_{pr} \) (px) | 19       | 18       | 16       | 17       | 16       | 14       |

The template for each parcel was generated according to the instruction that was described in Section 4.1.4. Then, similar to the procedure that we followed in Section 4.1.4, the TM algorithm was applied on the image in each parcel to detect the tree crown centroids.

4.3. A Preliminary Experiment on the ITC Detection Performance of the Proposed Approach under a Higher Level of Uncertainty in the Crowdsourced Training Samples

Visual interpretation is a subjective process that is context-dependent and impacted by the different factors [144,145], and hence, one may expect that the occurrence rates of unintentional and intentional (i.e., vandalism) [146] errors in the remote mapping tasks are variable. Therefore, it is worth investigating the performance of the proposed approach for ITC detection (i.e., the quality of the TM-CS output) under the occurrence of higher level of errors in the crowdsourced training samples.

Depending on the source of the thematic or positional errors in the crowdsourced training samples, they could exhibit either random or spatially biased patterns. The modeling of the different patterns and scenarios of error occurrence in the crowdsourced tree data, as well as systematic assessment of the impact of these patterns and scenarios on the performance of the proposed TM-based approach, are beyond the scope of this paper. However, in the absence of an independent study in this area and to open a discussion for future works, we conducted a limited preliminary study on ITC detection performance of the proposed approach under the occurrence of the higher levels of misidentification errors in the crowdsourced training samples by modeling of errors using a simple random pattern.

To perform this preliminary study, we selected parcels 3, 6, and 5. The first two parcels were selected because they had the highest and lowest number of the contributions, respectively. Parcel 5 was selected because it was covered with very thick understory vegetation, leading to a very low spectral separability between tree crowns and their surrounding vegetation. To provide the required training datasets for evaluating the performance of the proposed approach for ITC detection under a higher level of uncertainty in the crowdsourced training samples, we gradually corrupted the initial quality of the original crowdsourced dataset in each parcel. In this sense, we generated the test training dataset (i.e., the synthetic crowdsourced training samples) at the following thresholds of the false positive to true positive (FP:TP) ratio: 0.25, 0.50, 0.75, 1.00, 1.25, 1.50, 1.75, 2.00, 5.00, 8.00, and \( \infty \) for each selected parcel. In the following, we will briefly explain the adopted methodology for generating the test training dataset in this preliminary experiment. We considered the size of the test training dataset at each threshold of FP:TP ratio constant that is equal to the size of the original
crowdsourced data (= \(N_c\)) at the corresponding parcel (=215, 70, and 3 respectively for parcels 3, 5, and 6). The portion of the FP errors (and consequently, the portion of TP observations) for the test training dataset at each threshold of FP:TP ratio in each selected parcel was determined by solving of the following linear system under the following constraints:

\[
\begin{align*}
\text{FP} & = \text{FP : TP Ratio} \\
\text{TP} + \text{FP} & = N_c
\end{align*}
\]  

To compute the values of the FP and TP observations, the values were rounded to the closest integer values. Then, the following error injection procedure was adopted to generate the test training dataset. In this context, to reduce the initial quality of the original crowdsourced data and generate a test training dataset with FP:TP ratio of 0.25, first a certain number of TP observations (according to the results of solving Equation (5)) were randomly selected by an automated approach and removed from the original crowdsourced data. Then, a certain number of FP errors (according to the results of solving Equation (5)) were created and randomly distributed in the areas that were classified as NTC and shadow land cover in the corresponding parcel through an automatic process. Next, the synthetically created FP records (i.e., FP errors) were added to the remaining TP observations to create a test training dataset with \(N_c\) records. This test training dataset was used as the test training dataset for evaluating the approach’s performance for the FP:TP ratio of 0.25.

To create the corresponding test training dataset (with \(N_c\) records) for the next FP:TP ratio (=0.50), the test training dataset that was created in the previous step (FP:TP ratio = 0.25) was corrupted by randomly removing a certain number of remaining TPs from the previous test training dataset and adding (and randomly distributing) a certain number of synthetic FPs (based on the results of solving Equation (5)) by adopting the similar method as the previous step. This procedure was repeated continuously to create the respective test training datasets for the thresholds in each parcel and ended after generating the respective test training dataset for FP:TP ratio equal to \(\infty\). It is clear that as the initial number of the original crowdsourced data in parcel 6 is very low \((N_c = 3)\), it is not possible to create a test training dataset for all the thresholds in this parcel.

The generated test training dataset at each threshold were used for creating the templates. To this end, we adopted the same methodology and parameters as were adopted in Section 4.1.4. Finally, the TM-CS was conducted for each FP:TP ratio threshold at each selected parcel according to the procedure that was explained in Section 4.1.4. Then, the quality of TM-CS outputs for each selected parcel were evaluated using the introduced quality measures in Section 4.4.2 to investigate the changes in the performance of the proposed ITC detection approach (based on collective sensing) in the gradual increasing of the amount of error in the training samples.

### 4.4. Data Quality Assessment

#### 4.4.1. Reference Data

In the absence of the ground truth data, and due to the inability to conduct a field survey in the test plot (as it is located on private property), we asked an independent remote sensing expert to visually interpret the WV3 imagery of the test plot and mark the centroid positions of all tree crowns in the image (Figure 5). In the process of image interpretation, the expert used Google Earth image time series and the metadata that were produced in Section 4.1.2 as supplemental sources of information to ensure a high accuracy in the visual interpretation task. A total of 2640 trees were identified in the test plot by the expert.
Furthermore, the crowdsourced tree data were provided to the independent expert, and he was asked to digitize (as polygon features) the tree crowns in the image that overlapped with the crowdsourced observation in the study area.

To measure the reference value for the tree crown diameter ($D_r$) for the tree crowns in the image that overlapped with the crowdsourced tree, we adopted the Spoke method [147], as it is indicated as the most accurate method for the computation of the average crown spread for an individual crown [147]. To this end, $D_r$ was computed using the following equation by measuring the distance of the crown centroid to the vertices of the crown polygon ($R_i$).

$$D_r = 2 \times \sum_{i}^{n_v} \frac{R_i}{n_v}$$

where $n_v$ is the number of vertices of the polygon.

The mean tree crown diameter of the parcels (for the reference observation) ($\overline{D_r}$) was computed as follows:

$$\overline{D_r} = \frac{\sum_{i}^{N_r} D_r}{N_r}$$

where $N_r$ is the total number of tree crowns in the corresponding reference dataset in the parcel. Table 3, shows the $N_r$ and the measured $\overline{D_r}$ values for each parcel.

As the ground truth data were not available for the test plot, the data that were generated by the independent expert were assumed as the high-quality data and adopted as the reference data in this study.

4.4.2. Data Quality Measures

To assess the quality of the collected crowdsourced data (Section 3.3.2), the three spatial data quality elements of completeness, thematic accuracy (thematic mapping accuracy and quantitative attribute accuracy), and positional accuracy were measured by comparing the outputs against the reference dataset (Figure 2). To evaluate the quality of the crowdsourced data (Section 3.3.2),
we assessed the data using the measures of completeness (C), positive predictive value (PPV), false discovery rate (FDR), diameter error for a correctly identified ITC (\(e_d\)), root mean square error (RMSE) for the tree crown diameter measurement for crowdsourced observation (\(RMSE_{cd}\)), positional error (distance error) of the crown centroid for a correctly identified ITC (\(e_p\)), and the RMSE for the tree crown centroid position measurement (\(RMSE_{cc}\)).

To evaluate the quality of the generated test training datasets in Section 4.3, the two spatial data quality elements of thematic accuracy (thematic mapping accuracy) and positional accuracy were measured by comparing the outputs against the reference dataset. To assess the thematic mapping accuracy of the generated test training datasets (Section 4.3), the spatial data quality measure of FDR was employed. To quantify the TP and FP observations positional accuracies at each test training dataset in Section 4.3, we used \(\mu_T\), \(\mu_F\), \(\sigma_T\), and \(\sigma_F\) indicators. The \(\mu_T\), \(\mu_F\), \(\sigma_T\), and \(\sigma_F\) values indicate the mean of the positional errors (\(e_p\)) for the TP observations, the mean of the positional errors (\(e_F\)) for FP observations (i.e., the mean of Euclidian distances between FP observations and their nearest tree crown centroids in the reference dataset), the standard deviation of positional errors for TP observations, and the standard deviation of positional errors for FP observations, respectively.

To evaluate the quality of TM-CS output (Figure 2) and TM-REF output in Sections 4.1.4 and 4.2, three spatial data quality elements of completeness, thematic accuracy (thematic mapping accuracy), and positional accuracy were measured by comparing the outputs against the reference dataset. The quality of the TM-CS output (i.e., the performance of the proposed approach for ITC detection (based on collective sensing)) (Section 4.1.4), and the TM-REF output (Section 4.2) were assessed using the spatial data quality measures of C, FDR, false negative rate (FNR), \(F_1\) score, and \(RMSE_{cc}\).

To assess the ITC detection performance of the proposed approach under higher levels of uncertainty in the crowdsourced training samples (Section 4.3), two spatial data quality elements of completeness and thematic accuracy (thematic mapping accuracy) were measured by comparing the outputs against the reference dataset. In this sense, the quality of the TM-CS output under the higher levels of uncertainty in the crowdsourced training samples (Section 4.3) was evaluated using the spatial data quality measures of C, FDR, FNR, and \(F_1\). The aforementioned data quality measures were calculated according the equations in Table 4.

**Table 4.** The adopted spatial data quality measures in this study (where TP : true positive; FP: false positive; FN: false negative; \(N_t\) : total number of counted tree crowns in the reference data for the study unit (parcel or test plot); \((X_c, Y_c)\): coordinates of a tree crown centroid for the crowdsourced observations; \((X_r, Y_r)\): coordinates of a tree crown centroid for the reference observations; \(e\): error (\(e_p\) or \(e_d\)); and \(n_e\): total number of errors).

| Data Quality Element               | Measure   | Equation                                      |
|------------------------------------|-----------|-----------------------------------------------|
| Completeness                       | C(%)      | \(\frac{TP}{N_t} \times 100\)                |
| Thematic Mapping Accuracy          | PPV       | \(\frac{TP}{TP+FP}\)                         |
|                                    | FDR       | \(\frac{FP}{TP+FP}\)                         |
|                                    | FNR       | \(\frac{FN}{TP+FN}\)                         |
|                                    | \(F_1\)   | \(\frac{2TP}{2TP+FP+FN}\)                    |
| Positional Accuracy/Quantitative   | \(e_p\) (m) | \(\sqrt{(X_c - X_r)^2 + (Y_c - Y_r)^2}\)       |
| Attribute Accuracy                 | \(e_d\) (m) | \(\frac{D_c - D_r}{n_e}\)                     |
|                                    | RMSE (m)  | \(\frac{\sum e^2}{n_e}\)                     |
5. Results

5.1. Quality of the Identified Trees Using Crowdsourcing Approach

The total number of purported trees in the crowdsourced dataset, the total number of counted trees in the reference dataset, and the quality elements of the crowdsourced dataset were measured for both parcels and the test plot in this study (Table 5). A total of 612 purported tree features were recorded by the volunteers for our test plot, which contained a total of 2640 trees. Cross-checking the crowdsourced data against the reference data showed that 594 out of the volunteers’ 612 purported trees were identified correctly (i.e., TP observations), with the remaining 18 purported tree features being false observations (i.e., FP error). The degree of completeness of the crowdsourced dataset for the test plot was relatively low, with only 22.5% of the trees in the test plot being mapped by the volunteers. The degree of completeness of the data varied in the different parcels, ranging from 14% in parcel 5 to 34.1% in parcel 1. The variability in the degree of completeness among the plots and the sparse contribution pattern of the VGI (Figure 4) mostly originated from the opportunistic nature (for more details, see [148,149]) of the voluntary contributions and affected by the different VGI completeness impacting factors (for more details, see Section 6.1.1). For instance, a visual interpretation of Figures 1 and 4 demonstrated that generally, there were fewer contributions in areas where trees were surrounded by dense understory vegetation that had a high spectral similarity to tree crowns (i.e., low-contrast areas). Thus, the low degrees of completeness in parcel 5 could mainly have originated from the high level of the complexity because of the low contrast in this parcel.

Table 5. Data quality measures results for crowdsourced data about ITC locations.

| Measure | Parcel 1 | Parcel 2 | Parcel 3 | Parcel 4 | Parcel 5 | Parcel 6 | Test Plot |
|---------|----------|----------|----------|----------|----------|----------|-----------|
| Nc      | 56       | 120      | 215      | 148      | 70       | 3        | 612       |
| Nt      | 158      | 665      | 807      | 528      | 469      | 13       | 2640      |
| C (%)   | 34.1     | 18       | 26.5     | 25.9     | 14       | 23.9     | 22.5      |
| PPV     | 0.965    | 1.000    | 0.995    | 0.926    | 0.943    | 1.000    | 0.971     |
| FDR     | 0.035    | 0.000    | 0.005    | 0.074    | 0.057    | 0.000    | 0.029     |
| RMSE_{cc} (m) | 0.91 | 0.85 | 0.68 | 0.89 | 1.01 | 0.28 | 0.83 |
| RMSE_{cd} (m) | 0.81 | 0.67 | 0.80 | 0.71 | 0.85 | 0.93 | 0.76 |

The high PPV of crowdsourced data for the test plot (PPV = 0.971) indicated that the crowdsourced data in general had a very high thematic accuracy in terms of tree feature identification (i.e., thematic mapping accuracy). The PPV ranged from 0.926 (in parcel 4) to 1.000 (in parcels 2 and 6). The FDR, as a complement of the PPV, indicates the level of noise (originating from tree identification errors, the thematic mapping errors) in the crowdsourced data that were obtained without any correction for training of TM algorithm. The noise level of the crowdsourced training samples at the test plot level was very low (2.9%), and varied between 0% (for parcels 2 and 6) to 7.4% (for parcel 4). Figure 6 depicts the examples of the different types of occurred thematic mapping errors in the gathered VGI. In addition to the evident gross thematic mapping errors (referred to as type “A” errors) that occurred because of observers’ immense carelessness in the crowdsourcing task, some misidentification errors occurred because of the low contrast, limited spatial resolution, and existing complexities in the scene (particularly when the observer performed the visual interpretation task solely based on the true color image). In this context, the misidentification errors most frequently occurred in low-contrast areas (referred to as type “B” errors), in areas where the remains of removed trees were present (referred to as type “C” errors), and in areas with tree crown shadows (referred to as type “D” errors) (Figure 6).
While the average of the absolute $e$ values for the test plot was 0.71 m (i.e., 2.29 pixels), the medians and the average of the absolute $e$ values are approximately the same in all parcels (but with more fluctuations compare to diameter errors), except in parcel 6 where there were fewer crowdsourced contributions. In parcel 5, substantially more variation is observed in the box plot, possibly due to the higher level of the scene complexity (because of the low contrast) in this parcel that affected the quality of the tree centroid location task. While the $e_p$ was computed only for the correctly identified tree crowns, the visual screening of the outlier observations in the box plots (in Figure 7a) showed that the majority of the gross positional errors occurred in low-contrast areas, in areas where the tree crowns are overlapping, and in areas where the tree crowns were located near relatively larger shaded areas. The $RMSE_{cc}$ value was 0.83 m (i.e., 2.67 pixels) for the crowdsourced tree crowns in the test plot and ranged from 0.28 m (for parcel 6) to 1.01 m (for parcel 5). The $e_p$ values and $RMSE_{cc}$ value for the observations in the test plot indicated that the overall positional accuracy of the mapped tree crowns was not very high but was fair. According to the proposed mapping protocol for the volunteers in this study, we expected that the tagged points represented the centroids of tree crowns. Moreover, to create the templates, the image was sampled on the purported tagged tree points. Therefore, ideally, it is expected that the centroid of the tree crowns matches the centroid of the respective crowdsourced training samples and the respective template kernel. However, as crowdsourced observations were subjected to some positional errors, this assumption is violated. In this sense, the positional errors in the crowdsourced tree crowns centroids introduce some noise into TM algorithm.

The distributions of $e_d$ for the crowdsourced ITC observations are displayed in Figure 7b as box plots. The average of the absolute $e_d$ values for the crowdsourced ITC observations for the parcels 1 to 6 were 0.55 m, 0.50 m, 0.48 m, 0.55 m, 0.56 m, and 0.88 m, respectively (average of the absolute $e_d$ values for the test plot as a whole was 0.52 m, i.e., 1.67 pixels). The medians and the averages of the absolute $e_d$ values were approximately the same in all parcels (except in parcel 6, where fewer trees were observed by the volunteers). The box plots for parcels 1 to 5 are approximately balanced around the median value of 0 (with the similar variations) indicating that the chance of underestimation and overestimation of the diameter value was approximately the same over a large number of observations. While the $e_d$ was computed only for the correctly identified tree crowns, a visual screening of the outlier observations in the box plots shows, similarly to the $e_p$ errors, the majority of the gross diameter errors occurred in the low-contrast areas, areas with overlapping tree crowns, and areas where trees

Figure 7a shows the distribution of $e_p$ for the crowdsourced ITC observations using box plots. The average $e_p$ values for the crowdsourced tree observations of parcels 1 to 6 were 0.81 m, 0.73 m, 0.58 m, 0.77 m, 0.86 m, and 0.27 m respectively (the average of $e_p$ values for the test plot was 0.71 m i.e., 2.29 pixels). The medians and the average of the absolute $e_p$ values are approximately the same in all parcels (but with more fluctuations compare to diameter errors), except in parcel 6 where there were fewer crowdsourced contributions. In parcel 5, substantially more variation is observed in the box plot, possibly due to the higher level of the scene complexity (because of the low contrast) in this parcel that affected the quality of the tree centroid location task. While the $e_p$ was computed only for the correctly identified tree crowns, the visual screening of the outlier observations in the box plots (in Figure 7a) showed that the majority of the gross positional errors occurred in low-contrast areas, in areas where the tree crowns are overlapping, and in areas where the tree crowns were located near relatively larger shaded areas. The $RMSE_{cc}$ value was 0.83 m (i.e., 2.67 pixels) for the crowdsourced tree crowns in the test plot and ranged from 0.28 m (for parcel 6) to 1.01 m (for parcel 5). The $e_p$ values and $RMSE_{cc}$ value for the observations in the test plot indicated that the overall positional accuracy of the mapped tree crowns was not very high but was fair. According to the proposed mapping protocol for the volunteers in this study, we expected that the tagged points represented the centroids of tree crowns. Moreover, to create the templates, the image was sampled on the purported tagged tree points. Therefore, ideally, it is expected that the centroid of the tree crowns matches the centroid of the respective crowdsourced training samples and the respective template kernel. However, as crowdsourced observations were subjected to some positional errors, this assumption is violated. In this sense, the positional errors in the crowdsourced tree crowns centroids introduce some noise into TM algorithm.

The distributions of $e_d$ for the crowdsourced ITC observations are displayed in Figure 7b as box plots. The average of the absolute $e_d$ values for the crowdsourced ITC observations for the parcels 1 to 6 were 0.55 m, 0.50 m, 0.48 m, 0.55 m, 0.56 m, and 0.88 m, respectively (average of the absolute $e_d$ values for the test plot as a whole was 0.52 m, i.e., 1.67 pixels). The medians and the averages of the absolute $e_d$ values were approximately the same in all parcels (except in parcel 6, where fewer trees were observed by the volunteers). The box plots for parcels 1 to 5 are approximately balanced around the median value of 0 (with the similar variations) indicating that the chance of underestimation and overestimation of the diameter value was approximately the same over a large number of observations. While the $e_d$ was computed only for the correctly identified tree crowns, a visual screening of the outlier observations in the box plots shows, similarly to the $e_p$ errors, the majority of the gross diameter errors occurred in the low-contrast areas, areas with overlapping tree crowns, and areas where trees
were adjacent to the large shaded areas. Furthermore, some gross errors seemed to have occurred 
because of the incorrect identification and measurement of the longest spread and the longest spread 
perpendicular to it. The RMSE\textsubscript{cd} was 0.76 m (i.e., 2.45 pixels) for the crowdsourced ITC observations 
in the entire test plot and ranged from 0.67 m (in parcel 2) to 0.93 m (in parcel 6). The \( e_d \) values and 
RMSE\textsubscript{cd} value for the crowdsourced observations in the test plot indicated that the overall thematic 
accuracy of the measured diameters (i.e., the quantitative attribute accuracy) was fair.

Figure 7. (a) Box plot of positional error (m) of individual tree crowns; (b) box plot of diameter errors 
(m) of an individual tree crowns; the plots represent the minimum, first quartile, median, third quartile, 
maximum, and outliers for the respective errors in the crowdsourced data over the parcels.

5.2. ITC Detection Performance of the TM-CS

The quality of the tree crowns detected by TM-CS was evaluated. Table 6 presents the results. 
Quality measures were calculated for each individual parcel and at total parcel level (i.e., for all parcels 
combined). To assess the quality measures for all the parcels combined, we combined the trees detected 
by the TM algorithm in each parcel together into a single dataset.

The numbers of features detected by TM-CS as tree features (i.e., the number of TP and FP tree 
features) in each parcel (N\textsubscript{tm}) are reported in the Table 6. Using the six different TM templates, a total 
of 2690 tree features were detected over the six parcels (=\( \sum_{i=1}^{6} N_{tm} \)). A cross-checking of the TM 
outputs against the reference data showed that TM-CS was able to correctly detect (i.e., hit) 2448 trees 
over six parcels correctly (=number of TP tree features). Table 6 shows the degree of completeness of 
the detected trees by TM-CS. The degree of completeness ranged from 69.2% (in parcel 6) to 96.6% 
(in parcel 3). Overall, the TM-generated data achieved a relatively high degree of completeness (92.7%). 
Compared to the initial degrees of completeness of the crowdsourced data at the individual parcel and 
the total parcels level, the completeness of TM-CS was much higher in all parcels (from 45.3% in parcel 
6 to 76.4% in parcel 5) and over the all parcels (70.2%). These results demonstrate the significant power 
and efficiency of the proposed approach for improving the degree of completeness of the gathered 
VGI in a crowdsourcing project for the remote mapping of urban orchard trees.

| Measure    | Parcel 1 | Parcel 2 | Parcel 3 | Parcel 4 | Parcel 5 | Parcel 6 | Total Parcels |
|------------|----------|----------|----------|----------|----------|----------|---------------|
| N\textsubscript{tm} | 148      | 690      | 810      | 570      | 452      | 20       | 2690          |
| C (%)      | 86.1     | 89.6     | 96.7     | 95.3     | 90.4     | 69.2     | 92.7          |
| FDR        | 0.081    | 0.136    | 0.037    | 0.118    | 0.062    | 0.350    | 0.090         |
| FNR        | 0.139    | 0.104    | 0.033    | 0.047    | 0.096    | 0.308    | 0.073         |
| P\textsubscript{1} | 0.889    | 0.879    | 0.964    | 0.916    | 0.920    | 0.545    | 0.918         |
| RMSE\textsubscript{cd} (m) | 1.27     | 1.04     | 0.91     | 1.07     | 1.07     | 1.25     | 1.02          |
The cross-checking of the TM outputs against the reference data showed that a total of 192 existing trees over the all parcels remained undetected (i.e., missed) by TM-CS (= number of FN errors). A total of 242 features were incorrectly recognized as trees (= number of FP errors); 16 of which were overdetected trees (i.e., multiple hits within a single tree crown) and the rest (226 errors) were falsely detected trees (i.e., non-tree features incorrectly detected as tree features). Figure 8 illustrates some examples of the tree detection performance of the TM-CS. A visual interpretation of the error occurrences indicated that most of the FN errors occurred in locations with apparently unhealthy (e.g., trees with a low canopy density) or smaller (than the parcel’s average) trees. Overdetection FP errors occurred for trees with larger crown sizes (than the parcel’s average) or apparently multi-branches trees. Furthermore, our observations showed that the falsely detected FP errors frequently occurred at locations with dead (or almost dead) trees, locations with thick understory vegetation (e.g., shrubs), and locations on or close to the borders of a tree crown. Nevertheless, some of the falsely detected FP errors occurred far from non-vegetated areas. These types of FP errors mainly occurred in areas with sharp edges (particularly on the edges of passages exiting the test plot), where sharp variations in the intensity of the NIR1 band occurred, making the spectral and contextual pattern of the falsely detected feature resemble the spectral and contextual pattern of trees in the scene (where the bright pixels of the tree crown intersected with the dark pixels of the tree shadow in the NIR1 band). Figure 9a illustrates the spatial distribution of the detected, undetected, overdetected, and falsely detected trees by TM-CS.

The FDR, FNR, and $F_1$ values in Table 6 reflected the thematic mapping accuracy of the detected trees by TM-CS. The results of the accuracy evaluation show that the highest rate of FP errors (i.e., FDR) and FN errors (i.e., FNR) occurred in parcel 6 (0.550 and 0.308, respectively). In the other remaining parcels, the FDR and FNR values ranged from 0.037 in parcel 3 to 0.136 in parcel 2 and 0.033 in parcel 3 to 0.139 in parcel 1, respectively. The overall FDR (0.090) and FNR (0.073) values at the total parcels level indicated that the number of FP and FN errors were quite low (i.e., a low number of over- and under-detection errors occurred) compared to the number of successful ITC detections (TP detections). Table 6 shows that with the exception of parcel 6, which had a relatively low $F_1$ score (0.545), the $F_1$ scores in other parcels varied were quite high, ranging from 0.879 (in parcel 2) to 0.964 (in parcel 3). The TM-CS approach does not show a satisfactory ITC detection performance in parcel 6 because of the following reasons. The majority of the parcel 6 is covered by NTC land cover, and the existence
of understory vegetation and sharp edges (the passage) caused the occurrence of FP errors (falsely detected trees). Furthermore, the previous studies showed that the TM algorithm-based NCC similarity measure could not perform well in the presence of the significant scale changes between the generated template and target feature [139]. In this sense, if the target tree crown is significantly larger than the modeled tree crown in the template, the TM algorithm produces FP error (overdetection error) or FP error (falsely detected trees) around the tree. On the other hand, if the target tree crown is significantly smaller than the template, the TM algorithm produces the FN error (under-detection error). The considerable variation in the sizes of the trees in parcel 6 resulted in the scale change problem that triggered the production of more FN and FP errors by the TM algorithm in this parcel. On the other hand, a limited number of trees in this parcel fit with the scale of the template that caused the production of few TP detections by TM algorithm. Therefore, the TM algorithm performance achieved a low signal-to-noise ratio.

Figure 9. (a) Map of the ITC detection performance of the TM-CS; (b) map of ITC detection performance of the TM-REF.
At the total parcels level, TM-CS achieved a $F_1$ score of 0.918, which is also quite high. Based on these results, we generally concluded that the proposed ITC detection approach (based on collective sensing) in the urban orchards produced very satisfactory thematic mapping accuracy (i.e., achieved a high signal-to-noise ratio).

Ideally, a point feature generated by the TM algorithm should represent the centroid of the detected tree. However, different sources of error may lead to differences in the locations of the TM-detected tree centroids and the actual tree centroids (i.e., positional errors). Contrary to the thematic mapping accuracy of the detected trees, the positional accuracy of the correctly detected trees usually is not considered an important factor in most of the conventional tree inventory projects. However, as the imperfections in the VGI used in the proposed TM-CS approach could theoretically affect not only the thematic mapping accuracy but also the positional accuracy of the TM outputs, the positional accuracy of the correctly detected trees was evaluated in this study (using $RMSE_{cc}$) and is reported in Table 6. The $RMSE_{cc}$ values for the outputs of TM-CS ranged from 0.91 m (in parcel 3) to 1.27 m (in parcel 1). At all the parcels level, the proposed approach achieved an $RMSE_{cc}$ value of 1.02 m (i.e., 3.2 pixels), indicating that the tree crown centroids generated by TM-CS had a moderate positional accuracy overall.

5.3. The Impact of Using the Crowdsourced Training Samples Instead of the Reference Training Samples on the ITC Detection Performance of the Proposed Approach

The thematic and positional accuracies of ITCs detected by TM-CS are likely affected in part by thematic/positional inaccuracies of the crowdsourced training samples. To evaluate the potential impacts of these inaccuracies in the crowdsourced training samples, in this section, we calculated the quality measures for tree ITCs detected by TM-REF. Differences in the thematic/positional accuracies of TM-CS and TM-REF are likely due to differences in the accuracies of the crowdsourced and reference training datasets. As shown in Table 7, a total of 2691 features were detected as tree features over the 6 parcels by TM-REF (based on the reference training samples). Among these features, 2469 were correctly detected trees (= number of TP tree features), 172 were undetected trees (= number of FN tree features), and the remaining (i.e., 222 features) were incorrectly recognized as trees (= number of FP tree features).

| Measure          | Parcel 1 | Parcel 2 | Parcel 3 | Parcel 4 | Parcel 5 | Parcel 6 | Total Parcels |
|------------------|----------|----------|----------|----------|----------|----------|---------------|
| $N_{tm}$         | 148      | 681      | 816      | 569      | 454      | 23       | 2691          |
| $C$ (%)          | 86.2     | 90.8     | 97.0     | 96.0     | 91.3     | 76.9     | 93.5          |
| FDR              | 0.074    | 0.113    | 0.040    | 0.109    | 0.057    | 0.565    | 0.082         |
| FNR              | 0.138    | 0.092    | 0.030    | 0.040    | 0.087    | 0.231    | 0.065         |
| $F_1$            | 0.892    | 0.897    | 0.964    | 0.924    | 0.927    | 0.555    | 0.926         |
| $RMSE_{cc}$ (m)  | 1.07     | 0.92     | 0.84     | 0.90     | 1.02     | 1.34     | 0.93          |

The quality measures values (i.e., values of $C$ (%), FDR and FNR, $F_1$, and $RMSE_{cc}$) for the outputs of TM-CS (Table 6) and TM-REF (Table 7) were compared parcel by parcel and for all the parcels as a whole. As was expected, generally, the degree of completeness, thematic mapping accuracy, and positional accuracy of the detected trees were higher using the reference training samples. The main exceptions were the values of FDR in parcel 3 and 6 and the $RMSE_{cc}$ in parcel 6, which indicated slightly lower accuracies for TM-REF (because of the impact of the higher rate of FP errors generation in return for the generation of TP detections and the higher number of the generated TPs respectively). The cross-checking of the quality measures in the Tables 6 and 7 at the total parcel level indicated that adopting the reference training samples for training the TM algorithm slightly increased the degree of completeness (by approximately 0.8%), and the thematic mapping accuracy in terms of reduced FDR and FNR (both by approximately $-0.008$) and increased $F_1$ (by approximately...
0.008), and the positional accuracy of the output (by approximately 0.09 m). Figure 9b illustrates the spatial distribution of the detected, undetected, overdetected, and falsely detected trees by the TM-REF approach. The comparison of Figure 9a with Figure 9b revealed that the spatial distribution patterns of the detected, undetected, overdetected, and falsely detected trees by TM-CS and TM-REF were almost the same.

Errors in the outputs of the TM algorithm arise not only from the imprecision of the training samples but also the algorithm and the tuning of its parameters. As we used the same algorithm and the parameter settings for both TM-CS and TM-REF, it seems that the small differences between the quality measure values in Tables 6 and 7 at the total parcel level mainly originated from the existence of the thematic and positional errors in the crowdsourced training samples. At the test plot level, the prevalence of thematic mapping errors in the adopted crowdsourced training sample was 2.9%, the average positional error for these samples was 0.71 m, and the $RMSE_{cc}$ value for the samples is 0.83 m (for more details see Section 5.1). However, these levels of imperfections in the VGI resulted in a small difference in the performance of the proposed approach, TM-CS, compared to the performance of the TM-REF. Therefore, it can be generally concluded that the incorporation of VGI with VHR optical imagery through the proposed workflow results in promising performance in this pilot project and can pave the road for conducting further studies in this area.

While the TM-CS approach generally showed a promising performance in this pilot project, exploiting the solutions for enhancing the quality of TM-CS output allow us to remove/modify most of the existing inaccuracies in the TM-CS output. For example, a considerable number of the generated FP errors (falsely detected trees) in this study (e.g., the FP errors parcel 6) could be detected and filtered if the TM output is simply overlayed with the NTC and shadow layers (for more details, see Section 6.2).

5.4. The Results of the Preliminary Experiment on the ITC Detection Performance of the Proposed Approach under a Higher Level of Uncertainty in the Crowdsourced Training Samples

Table 8 presents the specifications and quality measures for the generated test training datasets and the created templates at the different FP:TP ratio thresholds in parcels 3, 5, and 6. It is logical that by increasing the level of noise in the test training datasets and reducing the TPs, the FDR should increase steadily. The values of $\mu_T$, $\mu_F$, $\sigma_T$, and $\sigma_F$ fluctuated at the different thresholds as the TP records were randomly removed and TF records were randomly distributed in this experiment.

Table 9 demonstrates the result of the data quality measures for the output of the TM-CS under the different FP: TP ratio thresholds in parcels 3, 5, and 6. The results indicate that by increasing the FP: TP ratio value, the completeness and thematic mapping accuracy of the detected trees over the selected parcels generally decreased. Nevertheless, the random removal of the TP records and random generation and distribution of TF records at each step caused the occurrence of minor fluctuations in the values of some quality measures for some thresholds.

The adopted ITC detection approach generally showed a very good performance in terms of completeness and thematic mapping accuracy in the FP:TP ratio range of 0.25 to 2.00 in parcel 3. The quality assessment of TM-CS output at the FP: TP ratio value of 0.25 shows that the output has a very high degree of completeness ($C = 96.5\%$) and thematic mapping accuracy (FDR = 0.040, FNR = 0.034, and $F_1 = 0.962$). The TM-CS output at the FP: TP ratio value of 2.00 achieved a high degree of completeness ($C = 90.2\%$) and thematic mapping accuracy (FDR = 0.058, FNR = 0.097, and $F_1 = 0.921$). Table 9 shows that the quality of the detected trees deteriorated significantly at the FP:TP ratio value of 5.00 and above.

The proposed approach demonstrates a promising performance under the occurrence of the higher levels of errors in the training samples in parcel 5. The trees detected by TM-CS in parcel 5 had a high quality ($C = 90.4\%$, FDR = 0.062, FNR = 0.096, and $F_1 = 0.920$), but the quality was lower than that of the trees detected by TM-CS in parcel 3 ($C = 96.7\%$, FDR = 0.037, FNR = 0.033, and $F_1 = 0.964$). In this parcel, at the FP: TP ratio value of 0.25, the trees detected by the proposed approach achieved relatively high completeness and thematic mapping accuracy ($C = 89.9\%$, FDR = 0.064, FNR = 0.100, and $F_1 = 0.917$).
The TM-CS output at the FP: TP ratio value of 2.00 achieved an above average degree of completeness (C = 76.1%) and thematic mapping accuracy (FDR = 0.195, FNR = 0.238, and F₁ = 0.782).

Table 8. Specifications and quality measures for the generated test training datasets and the created templates at the different FP:TP ratio thresholds in parcels 3, 5, and 6 (the column highlighted in gray indicates the respective values for the original crowdsourced data).

| Parcel 3 | FP:TP Ratio | 0.004 0.250 0.500 0.750 1.000 1.250 1.500 1.750 2.000 5.000 8.000 ∞ | FP | 1 43 72 92 107 119 129 137 143 179 191 215 | FDR | 0.004 0.200 0.334 0.427 0.497 0.553 0.600 0.637 0.657 0.665 0.682 0.700 | µ₁ (m) | 0.65 0.64 0.65 0.65 0.67 0.67 0.67 0.65 0.66 0.68 0.70 - | σ₁ (m) | 0.41 0.42 0.42 0.44 0.44 0.44 0.44 0.45 0.45 0.47 0.49 - | µ₅ (m) | 5.14 3.46 3.76 3.85 3.75 3.73 3.68 3.72 3.70 3.76 3.81 3.75 | σ₅ (m) | 0.82 1.52 1.66 1.57 1.52 1.47 1.49 1.47 1.71 1.75 1.67 |

| Parcel 5 | FP:TP Ratio | 0.060 0.250 0.500 0.750 1.000 1.250 1.500 1.750 2.000 5.000 8.000 ∞ | FP | 4 14 23 30 35 39 42 45 47 58 62 70 | FDR | 0.057 0.200 0.328 0.428 0.500 0.557 0.600 0.642 0.671 0.828 0.885 1 | µ₁ (m) | 0.82 0.85 0.86 0.82 0.84 0.77 0.74 0.66 0.67 0.62 0.59 - | σ₁ (m) | 0.50 0.50 0.51 0.46 0.47 0.39 0.39 0.28 0.29 0.23 0.17 - | µ₅ (m) | 2.50 3.62 3.46 3.91 4.29 4.18 4.18 4.11 4.05 4.09 4.35 | σ₅ (m) | 1.17 2.00 1.60 2.21 2.79 2.67 2.60 2.62 2.59 2.37 2.68 |

| Parcel 6 | FP:TP Ratio | 0.000 0.250 0.500 0.750 1.000 1.250 1.500 1.750 2.000 5.000 8.000 ∞ | FP | 0 - 1 - - - - 2 - - 3 | FDR | 0.000 - 0.333 - - - - - 0.666 - - 1.000 | µ₁ (m) | 0.43 - 0.33 - - - - - 0.24 - - - | σ₁ (m) | 0.15 - 0.08 - - - - - 0.00 - - - | µ₅ (m) | - - 57.09 - - - - - 35.61 - - 34.07 | σ₅ (m) | - - 0.00 - - - - - 21.47 - - 17.66 |

Table 9. Data quality measures results for different FP:TP ratio thresholds in parcels 3, 5, and 6 (the highlighted column in gray indicates the respective values for TM-CS).

| Parcel 3 | FP:TP Ratio | 0.004 0.250 0.500 0.750 1.000 1.250 1.500 1.750 2.000 5.000 8.000 ∞ | C (%) | 96.7 96.5 96.5 96.7 96.5 96.2 94.7 93.6 90.2 0.9 0.8 0.9 | FDR | 0.037 0.040 0.039 0.036 0.038 0.039 0.044 0.049 0.058 0.828 0.885 1 | FNR | 0.033 0.034 0.034 0.032 0.034 0.037 0.052 0.063 0.07 0.890 0.991 0.998 | F₁ | 0.964 0.962 0.966 0.968 0.954 0.951 0.943 0.921 0.901 0.008 0.009 0.009 |

| Parcel 5 | FP:TP Ratio | 0.060 0.250 0.500 0.750 1.000 1.250 1.500 1.750 2.000 5.000 8.000 ∞ | C (%) | 90.4 89.9 96.7 85.5 83.1 82.5 81.8 77.6 76.1 47.1 17.4 2.9 | FDR | 0.062 0.064 0.081 0.092 0.117 0.122 0.113 0.176 0.195 0.471 0.802 0.970 | FNR | 0.096 0.100 0.132 0.144 0.168 0.17 0.17 0.223 0.238 0.562 0.825 0.970 | F₁ | 0.902 0.917 0.892 0.888 0.856 0.850 0.842 0.799 0.782 0.478 0.185 0.029 |

| Parcel 6 | FP:TP Ratio | 0.000 0.250 0.500 0.750 1.000 1.250 1.500 1.750 2.000 5.000 8.000 ∞ | C (%) | 69.2 - 38.4 - - - - - 7.6 - - 0.0 | FDR | 0.550 - 0.285 - - - - - 0.923 - - 1 | FNR | 0.308 - 0.615 - - - - - 0.923 - - 1 | F₁ | 0.545 - 0.500 - - - - - 0.142 - - 0 |

Initially, the TM-CS output in parcel 6 has a relatively low quality (C = 69.2, FDR = 0.550, FNR = 0.308, and F₁ = 0.545). Consequently, the TM algorithm using the corrupted training samples did not achieve an acceptable quality level in this parcel.
The results of our preliminary experiment showed that the TM algorithm performance under the presence of synthetic errors in the training samples is not the same at the same FP:TP ratio values in the different parcels. In this context, it seems that several issues—e.g., the degree of homogeneity of TP image samples, the degree of heterogeneity of FP image samples, and the degree of homogeneity of the tree population in terms of geometric, contextual, and spectral characteristics in the parcel—affect the magnitude of the quality deterioration at each threshold FP:TP ratio in our study.

6. Discussion

6.1. The Feasibility of Large-Scale Remote Mapping of Urban Orchards Trees: Quality Assurance Issue

In addition to the sources of noise originating from the algorithms and methods that were adopted in the proposed framework, the imperfections in the different quality components (e.g., thematic accuracy, positional accuracy, completeness, and semantic consistency) of the crowdsourced training samples may introduce further noise into the proposed TM algorithm and affect its output quality. Nevertheless, it seems that among these different sources of introducing the noise (at the data level) into the TM algorithm, the thematic and positional uncertainties have more significance in our pilot project.

The quality assessment of the crowdsourced observations for the entire test plot showed that the obtained VGI overall had a relatively low level of completeness, a very high level of thematic mapping accuracy, and a fair positional accuracy. The quality assessment of the detected trees via the TM algorithm overall demonstrated a promising ITC detection performance regarding the existing quality of crowdsourced training samples in our pilot project. The main goal of the pilot project was to develop and evaluate the feasibility of employing a collective sensing framework that can be used as a practical, accurate, and low-cost solution for inventory of orchard trees at the urban scale in future. Generally, the performance of the proposed TM-based ITC detection approach mainly depends on the quality of the input templates created using the crowdsourced training samples. Therefore, the success of a large-scale collective sensing project aiming to detect the ITC within the urban private orchards is tightly related the quality of the obtained VGI in the crowdsourcing phase of the project.

The approaches for improving VGI quality are categorized into ex-ante and ex-post approaches [150]. The ex-ante category refers to all the VGI quality improvement approaches in which the quality improvement task is performed before the submission of VGI. The ex-post category includes all the VGI quality improvement approaches in which the data quality improvement task is conducted after the submission of VGI [151]. The providing of training courses and auxiliary learning materials for the volunteers [14,152,153], using gamification [154–156], running BioBlitz [157] events, employing expert-based/community-based VGI quality screening methods (and removing/correcting the errors) [29,158], and using VGI quality screening methods (and removing/correcting the errors) based on intrinsic or extrinsic VGI quality indicators for detecting errors [30,90,150,158,159] are examples of ex-ante and ex-post approaches for VGI quality improvement. Nevertheless, before adopting any ex-ante or ex-post VGI quality improvement approaches, it is necessary to understand the initial impacts (positive and negative) of different factors on the quality level of the VGI, recognize their affecting mechanisms, and control them as best as possible to the achieve an acceptable quality level for conducting the supplementary quality improvement processes.

Contrary to the large body of literature that aimed to assess the quality of VGI in a particular crowdsourcing program (e.g., see [81,158,160–162]), fewer theoretical and experimental studies have explored the factors affecting the quality of the crowdsourced data (e.g., see [14,150,163,164]). Among the existing literature, to the best of our knowledge, no independent and comprehensive study has been conducted to explore the impacts of different internal and external factors on the quality of remotely sensed VGI. Furthermore, we found that up to now, no remote mapping program has been established to focus on the observation of trees in urban orchards. Therefore, the lack of sufficient information and similar practical experiences in this area make it difficult to draw robust conclusions or make concrete predictions about the expected quality of remotely sensed VGI for the
large-scale mapping of trees in urban orchards. However, while conducting original research in this area fall outside the scope of the current study, it seems that exploring the feasibility of obtaining the minimum required VGI quality for conducting the proposed collective sensing framework in a large-scale orchard tree remote mapping program is still possible through reviewing and conceptually analyzing the outputs of existing relevant studies.

6.1.1. Remotely sensed VGI Completeness in an Orchard Tree Mapping Project: Impacting Factors and Vision

6.1.1.1. The Factors Impacting VGI Completeness

The participation of volunteers in CS projects has an opportunistic nature [148,149]. Volunteers mostly determine their preferred times for contributing, the locations of their contributions, and the amount of effort they would like to invest in a crowdsourcing project. Thus, there is no centralized control on a volunteer’s participation pattern in the process of crowdmapping. The degree of completeness of the VGI relies on the amount and pattern of these opportunistic contributions in a crowdsourcing project. Various factors may affect the volunteers’ participation rates and patterns, and consequently, the degree of completeness of the VGI. Previous empirical studies have shown that the completeness of the VGI may be correlated with demographic, social, economic, and human factors such as population density, experience, level of expertise, skill, motivations, mapping area preferences, mapping feature type, and the preferences, income, age, ethnicity, and education level of the residents of the neighborhood [87,160,165–171]. Furthermore, geographical factors such as distance from the centers and hubs, temporal factors such as temporal changes in participants’ activities, and environmental and physical factors such as the complexity of the mapping/measuring task may influence the degree of completeness of VGI [166,172–174].

6.1.1.2. The Vision for the VGI Completeness in Large-Scale Remote Mapping Orchard Tree Mapping Project

The interactions between the abovementioned impacting factors affect the volunteers’ participation rates and contribution patterns in a CS program and consequently influence the completeness degree of a large-scale crowdsourcing project. However, the previous studies have highlighted the importance of the motivational factors on the initial and long-term participation of volunteers in the CS projects [175,176] more significantly. The motivational factors highly impacting the engagement level of the volunteers in CS projects consequently affect the degree of completeness of the generated VGI. The destruction of private urban green spaces in Iran has raised many concerns, not only among environmental activists, but also among ordinary citizens. In this context, the high level of environmental awareness about the explicit and implicit effects of the urban orchard degradation among the environmental activists and their holistic perspective into the unique functions of urban orchard trees in sustaining the urban ecology may highly motivate this group of citizens to engage in orchard tree monitoring programs to address these concerns. On the other hand, many ordinary citizens may be interested engaging in such a program as they have experienced the negative consequences of the degradation of urban orchards (e.g., air and dust pollution) explicitly in their daily lives over the past years. Therefore, we expect that a large-scale remote mapping program for urban orchard tree inventories may attract a large number of contributions not only from the neophyte [150] volunteers but also from interested amateur [150] volunteers.

To our knowledge, so far, no study has been carried out to examine the VGI completeness in the large-scale remote mapping projects for inventory of urban trees (and specifically the urban orchard trees). However, one may expect that the aforementioned important motivational factors could sustain the engagement of the volunteers for continued participation in the proposed large-scale crowdsourcing project that consequently may lead to assuring the steady growth of the VGI completeness degree over time. Furthermore, a previous study [166] showed that a team of 150 volunteers, receiving minor help from another 1000 volunteers, were able to conduct a large-scale crowdmapping task
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...for approximately one-third of England) in a short period of time. Therefore, it can be generally concluded that reaching an acceptable degree of completeness in a reasonable period (to feed the TM ITC detection approach and the large-scale implementation of the proposed collective sensing framework) seems feasible, particularly if we employ ex-ante approaches (e.g., using gamification and running BioBlitz) for improving the completeness.

6.1.2. Remotely Sensed VGI Thematic and Positional Accuracy in Orchard Tree Mapping Project: Impacting Factors and Vision

6.1.2.1. The Factors Impacting VGI Thematic and Positional Accuracy

The VHR optical data disseminated through WebGIS are mostly the only available information channel for the volunteers for exploring the urban orchard environment in a remote mapping project for mapping of the trees in urban orchards. To extract the requested information by the remote mapping program, a volunteer visually examines the provided image and attempts to identify the target objects and measure their characteristics through a complex cognitive and logical process that comprises physical and mental activities [177]. Therefore, the thematic and positional accuracy of the generated remotely sensed VGI is mainly affected by the quality of performing the visual interpretation task by the volunteer.

Human factors play a critical role in visual interpretation of remotely sensed imagery [178]. The different characteristics of the image interpreter influence the performance of object recognition and classification and the measurement of qualitative and quantitative attributes of the identified object [124]. Therefore, visual interpretation is a subjective process [144,145], and the interpretation results of remote mapping tasks are variable among the different volunteers. Previous studies have demonstrated that the with human factors such as experience, expertise, motivations and willingness to obtain good results, short-term visual working memory capacity, age, gender, mental conditions, and fatigue may be correlated with the performance of visual interpretation of the imagery [124,145,179]. Contextual information, monocular cues, and image characteristics such as onsite knowledge from the remotely sensed environment, prior knowledge about the expected object types in the scene, texture, shadow, tone or color, size, shape, pattern, location, association, aspect, and spatial resolution are the other factors that may affect the visual interpretation performance [124,179–184]. Previous studies showed that the visual interpretation performance may be influenced by the feature type and the degree of the task complexity [124]. Furthermore, the external factors such as the working environment conditions and screen quality are the other impacting factors on the process of image interpretation [145].

6.1.2.2. The Vision for the VGI Thematic Mapping Accuracy in a Large-Scale Remote Mapping Orchard Tree Mapping Project

Van Coillie et al. [145] investigated the interpretation performance of a group of non-professional and professional volunteers in the digitization of six different types of features (lamp posts, water bodies, road networks, olive trees, olive parcels, and vine rows). In their experiment, the volunteers performed digitization using the provided VHR imageries and a developed web-based tool (for more details, see [145]). The findings of this study indicated that although the identification performance varied considerably across participants, on average, 94.73% of the purported trees (as point) detected by the participants were correctly identified (i.e., they were actually trees). This experiment showed that on average, the volunteers performed the tree identification task more accurately than five other identification tasks in the study. The authors argued that this very successful performance was mainly because of the lower degree of complexity of the tree identification task compared to the other image interpretation tasks assigned to the participants.

Similar to this study, we also observed in our pilot crowdsourcing project for mapping of the orchard trees that overall, the volunteers generated the VGI with a very high thematic mapping accuracy. Compared to a previous paper [145], we provided a supplementary source of information
for volunteers by including the false color composite image alongside the true color image. The false color composite enhances the contrast between trees and the background, so one may expect that this arrangement reduced the degree of complexity of the tree identification task in low-contrast areas more significantly in our pilot study. Furthermore, the short training provided in our study introduced valuable prior knowledge about the expected characteristics of the tree features on the image; therefore, it seems that such an arrangement may have positively affected the quality of the volunteers’ tree identification performance. The existing monocular cues in our image (particularly the regular plantation pattern and the existence of the tree shadows) and the willingness of our interested amateur volunteers to produce high-quality observations can be considered other possible factors that helped the volunteers in performing the tree identification task more accurately.

So far, no study has examined the thematic mapping accuracy of VGI related to trees in remote mapping projects. However, we expect that the major factors impacting the thematic mapping accuracy of the trees mapped in a large-scale crowdsourcing project are similar to those we highlighted previously in relation to our pilot project. Generally, it is expected that the generated remotely sensed VGI in a large-scale orchard tree mapping project can achieve a high thematic mapping accuracy level, particularly if a set of ex-ante and ex-post approaches (e.g., training the participants and filtering the evident gross identification errors using the generated land use maps) are adopted to enhance the quality of the VGI.

6.1.2.3. The Vision for the VGI Positional Accuracy in a Large-Scale Remote Mapping Orchard Tree Mapping Project

As we discussed, similar to the tree identification task, the positional accuracy of the identified trees also relies on how well the volunteer performs the visual interpretation. Van Coillie et al. [145] also examined the positional accuracy of the trees correctly identified by volunteers. Similar to our findings, they found that the overall positional accuracy of the digitized trees (as point features) by the volunteers was decent but far from perfect.

As each of the assigned visual interpretation tasks in a previous work [38] were relatively monotonous tasks (like our crowdsourcing project), they also studied the changes in participants’ performance over time due to attention loss. Their findings demonstrated that the positional accuracy of the identified features by the nonprofessional and professional volunteers both considerably declined over time due to mental fatigue. Nevertheless, we generally expect that the willingness of the interested amateur to generate high-quality VGI is an effective factor for maintaining the positional accuracy of the VGI in the acceptable level in a large-scale orchard tree mapping project, particularly if ex-ante (e.g., providing incentives such as prize to maintain the participants’ motivation to perform well) and ex-post approaches (e.g., adopting the intrinsic approaches for filtering the gross positional errors) are adopted to enhance the positional accuracy of the generated remotely sensed VGI.

6.2. Solutions for Enhancing the Quality of the Proposed ITC Detection Approach Output (TM-CS Output)

In the following, we will briefly discuss the main solutions that can be adopted to enhance the quality of TM-CS output (while the currently used VHR optical remotely sensed data is employed). In this sense, the pre-mapping (i.e., pre-classification) level (stage), mapping (i.e., classification) level (stage), and post-mapping (i.e., post-classification) level (stage) solutions for enhancing the quality of the proposed ITC detection approach output will be introduced in the following sections.

6.2.1. Pre-Mapping Level and Mapping Level Solutions

6.2.1.1. Solutions for Dealing with the Uncertainty in Crowdsourced Training Samples

It is widely known that the uncertainties in the training samples may propagate to the output of the mapping algorithms [114,119,185,186]. In this context, to enhance the quality of the mapping output, a solution at data level or a solution at the algorithm level can be adopted. The data level
solution refers to a pre-mapping level solution that enhances the quality of the mapping output through quality improvement of the inputted training data into the mapping algorithm. The algorithm level solution is a mapping level solution that enhances the quality of the mapping output by employing a proper mapping algorithm that can reduce the negative impact of the existing errors in the inputted training data into the mapping algorithm over the mapping output. In addition to these two main solutions, a hybrid approach by combining a set of both data level and algorithm level solutions can also be adopted for enhancing the quality of mapping output.

When the VGI is used for training a mapping algorithm, the ex-ante and ex-post approaches for VGI quality improvement (for more details see Section 6.1) are considered solutions at the data level for enhancing the quality of the mapping output. To enhance the quality of the TM algorithm’s output in this pilot study, we only used two following relatively simple ex-ante approaches for improving the quality of the crowdsourced samples: (1) we provided a short training for the volunteers, and (2) we provided the false color composite image alongside the true color image as a supplementary source of information for the volunteers (for more details see Section 6.1.2.2). However, a set of more effective ex-ante and ex-post VGI quality improvement approaches—particularly the approaches for flagging the errors in the crowdsourced data (e.g., the validation of VGI against land use/land cover map [162], and the validation of VGI using data and contributors’ indicators [158,187])—can be adopted to enhance the output quality of the adopted TM algorithm for ITC detection.

It is not always possible or computationally, labor, or time efficient [114] to deal with the errors in VGI solely by employing solutions at the data level (e.g., removing/correcting all of the errors in the crowdsourced data). Previous studies [114,188,189] have found that some classification and mapping algorithms are more tolerant to the occurrence of errors in the training data than others. Therefore, exploiting a solution at the algorithm level in terms of adopting the error tolerant (a.k.a. noise tolerant) algorithms may somewhat mitigate the effects of error propagation to the mapping output. It was proven that some of the similarity measures that are used for the TM algorithm are more noise robust compared to others (for more details see [190,191]). In particular, previous studies have discussed that the TM algorithm based on the NCC similarity measure, which we adopted in this study, is relatively robust to noise [190,192]. The results of our preliminary experiment generally support these previous findings (for more details see Section 5.4). However, more rigorous studies are needed in future to investigate the noise robustness degree of the different existing similarity measures for the TM algorithm in order to determine the best solutions at the algorithm level in this area for handling the imperfections in the crowdsourced training samples.

6.2.1.2. Solutions for Dealing with the Other Sources of Uncertainty

In addition to imperfections in the training data, other sources of error in the pre-processing and processing steps of a mapping task (for more details see [193]) may also cause the occurrence of errors in the mapping output. Different solutions can be adopted at the pre-mapping and mapping levels to enhance the quality of the adopted TM-CS output (based on NCC similarity measure) approach. While some of the solutions in this category of approaches for enhancing mapping output quality are common to all image classification approaches, we will mention to some more specific examples of this category of approaches according to the specifications of our project in this section.

In an ideal case where the tree population in the study area is perfectly homogeneous (in terms of the geometric, contextual, and spectral characteristics of the trees in the population), obtaining only one image sample from the study area would be sufficient for detecting all of the ITCs in that study area by the TM algorithm. However, as we discussed earlier, in practice, different degrees of heterogeneity can be observed in the tree populations. Therefore, a single sample from a heterogeneous tree population cannot fully represent all of the general instances (classes) of a diverse population. Consequently, the TM algorithm that was trained based on this sample may not successfully detect all of the ITCs in the population. On the other hand, applying a TM algorithm using a single template created based on the extremely diverse training samples obtained from a heterogeneous tree population may not
produce a satisfactory output either. To enhance the performance of the TM-CS in heterogeneous tree populations, it is necessary to classify the trees into more homogeneous classes and then generate a specific template for each class of trees in the population (for more details see Section 4.1.3).

In this study, we adopted solutions at the pre-mapping and mapping levels. In this sense, we first classified the tree population into more homogeneous classes of trees (by subdividing the test plot into parcels). Then, we trained the TM-CS using template generated from the crowdsourced samples obtained for each class (i.e., each parcel). Finally, we implemented the TM-CS for each class to detect all of the ITCs from that class (i.e., all of the ITCs in that parcel) (for more details see Section 4.1.3). It is noteworthy that this solution is more suitable for case studies where each of the parcels in the study area is relatively homogenous (i.e., each parcel only hosts a single class of trees) and there is at least one crowdsourced sample for each parcel in the study area (i.e., the crowdsourced data is complete in terms of spatial completeness (coverage)).

A more sophisticated solution for enhancing the performance of tree mapping by TM-CS in this area is to use a multi-template matching approach [194] by generating a specific template for each class of trees and then applying the TM algorithm to the entire study area by using the multiple templates (to find the best match). Previous studies [100,102,105] have demonstrated that creating multiple templates may improve the tree detection performance of the TM algorithm in both single-species and mixed-species stands because doing so helps to compensate for variations in viewing geometry and tree size in both types of stands as well as tree shape and spectral characteristics in mixed-species stands. The multi-template matching solution is more suitable for case studies where there is at least one crowdsourced sample for each of the main classes of trees present in the study area (i.e., the crowdsourced data is complete in terms of thematic completeness (regarding to the tree classes)).

In this study, we implemented the TM-CS only on the planted segments (i.e., parcels), and nonplanted segments were masked out in the mapping process. As we discussed earlier, the FP error in the output of TM-CS occurred because of existence of a degree of similarity between the falsely detected features (greater than or equal to the selected match threshold). In this sense, our adopted solution at the mapping level may enhance the quality of TM-CS output by avoiding of the FP tree feature generation in nonplanted areas. The proper ancillary data on land use/land cover can be used to improve the excluding of nonplanted areas, which can serve as a mapping-level solution for enhancing TM-CS quality.

6.2.2. Post-Mapping Level Solutions

Regardless of the source of error, some of the errors in the TM-CS output can be simply detected and removed after conducting of TM-CS using a post-mapping level solution. For example, the quality of TM-CS output can be enhanced by validating the output against the land cover/land use map that was generated by classification of remotely sensed data or obtained from ancillary data sources.

Validating the detected tree features using a rule-based validation approach is another example of a post-mapping level solution. In this approach, contextual information and expert-knowledge (e.g., the relationship between a tree and its adjacent shadow) can be adopted to filter the errors within the output.

The crowdsourcing technique can be adopted for quality assessment and enhancement of TM outputs through a post-mapping approach. In this context, the trees detected by TM algorithm can be disseminated online as a base tree map alongside other information such as VHR satellite imagery from the study area to enable the volunteers to participate in screening and improving the thematic and positional accuracy of the detected trees through a community-based approach [29,158].

7. Conclusions and Future Works

This study proposed a collective sensing approach incorporating VGI and VHR optical remotely sensed data for the mapping of individual trees in urban orchards. The proposed approach detects trees
in VHR optical imagery by training a TM algorithm using (imperfect) crowdsourced information on ITC locations. The trees detected using the proposed TM-CS approach achieved a relatively high degree of completeness, a very satisfactory thematic accuracy, and a moderate positional accuracy in our pilot study site. The promising ITC detection performance of the TM-CS approach in this pilot project and the necessity of developing low-cost and accurate fine-scale mapping approaches for constructing large-scale inventories of urban orchard trees (particularly trees located on private properties) justify the need for further large-scale studies in this area. Tuning the different parameters of the TM algorithm, including the template match threshold and the size of the image sample and the generated template, fall outside the scope of the current study; however, further investigation in this area is necessary to promote the ITC detection performance and error-tolerance of the proposed approach. In future works, the feasibility of using image analysis-based approaches for the automatic prediction of the mean tree crown diameter of parcels as well as a multi-template matching approach should be studied. A further investigation adopting a more rigorous model for simulating the different patterns of errors and employing a robust sensitivity analysis method is also needed in the future to further study the impact of imperfect crowdsourced samples on the ITC detection performance of TM algorithm. A broader set of solutions at different levels (pre-mapping, mapping, and post-mapping levels) can be adopted in the future to enhance the output quality of the proposed approach. Furthermore, the opportunity to exploit more noise-robust similarity measures for the TM algorithm should be investigated in future works as a potential algorithm level solution to the errors in the crowdsourced data. Finally, in future works, the proposed TM-based approach should be tested in more heterogeneous and complex scenes to determine its performance in such cases.
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