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**ABSTRACT** This paper proposes a fault-tolerant control and a robust, distributed, simultaneous, passive fault detection and isolation (or FDI) for islanded ac microgrids (MGs), including heterogeneous distributed generations and battery energy storage systems (BESSs). Disturbances and both actuator and sensor faults are considered in this paper to design a robust distributed control. The nature of the considered faults is general to deal with any sources, e.g., cyber threats (in the form of data integrity attacks) and sensor issues. In this regard, a mixed \(H_{\infty}/H_{-}\) formulation is introduced in order to detect and eliminate the undesirable effects of the aforementioned defected components simultaneously, thereby achieving robust performance. Besides, sufficient conditions based on extended linear matrix inequality (also known as LMI) are outlined. Voltage and frequency regulation, active power-sharing, and the state of charge balance of BESSs under faulty conditions are investigated. Different scenarios are tested on a detailed model of a test MG system. The effectiveness of the proposed scheme on mitigating the impacts of faults and disturbances on the distributed energy resources' (DERs') performance is evaluated through comprehensive and comparative simulations based on MATLAB/Simulink. Moreover, experimental studies are conducted in order to validate the results in the corresponding practical scenarios.

**INDEX TERMS** Distributed control, fault-tolerant, fault detection and isolation, linear matrix inequality, islanded microgrid, mixed \(H_{\infty}/H_{-}\) optimization, voltage-source converter (VSC).

**I. INTRODUCTION**

MICROGRIDS (MGs) can operate in either islanded (equivalently off-grid) or grid-connected mode. In the islanded mode, MGs’ control system should balance supply and demand via power-sharing control and maintain the stability and synchronization on voltage and frequency. In grid-connected mode, voltage and frequency are dictated by the upstream utility grid, and the basic control objectives of grid-connected mode are control of transferred active and reactive powers and meeting the power quality standard requirements [1]–[5]. Hierarchical control structure—including the primary, secondary, and tertiary layers—has widely been used to control MGs. In the primary layer, droop control sustains the frequency and voltage in an admissible span and realizes...
the basic power-sharing [6]. These operations are based on local measurements and do not need external communications. Also, advanced techniques such as robust sliding mode control (SMC) [7], robust mixed $H_\infty$/$H_\infty$ output feedback control [8], model predictive control [9], and robust nonlinear control strategies [10], [11], have been proposed according to droop and non-droop manners in the primary layer.

The secondary layer should compensate for the steady-state errors of frequency and voltage due to the primary control [12], [13]. In contrast, the tertiary control level’s main task is power flow optimization and unit commitment [14], [15]. Lately, various features of distributed secondary control of MG such as fixed-time communication delays [16], event-triggered control [17], nonuniform time-varying communication delays [18], resiliency to relative state-dependent noises [19], resiliency to uncertain communications [20], resilient synchronization of voltage/frequency under deception attacks [21], the resilient $H_\infty$ consensus-based control for uncertain time-delayed communication [13] have been addressed in the literature. In the reported studies, one of the critical aspects which have been less considered is fault detection and isolation (commonly known as FDI) and “fault-tolerability.” Regarding MG’s natural construction, the sensors/actuator have to be extended in unattended environments. This matter constitutes a significant challenge in offering a good quality of service. Faults could occur in different components of the systems including sensors, actuators, or even in communication networks. Therefore, it is indispensable to accommodate them in an effective resilient fault-tolerant control strategy in order to hinder further failures.

Among the existing research on the fault-tolerant control in power systems, [22], [23] have discussed the sensor faults based on unknown input observer methods for the load frequency control. These studies have been performed in a centralized manner. Also, in case of faults in MGs, [24] has presented a robust protocol based on sliding mode fault resilient control using a distributed approach. Recently in [25], a cooperative fault-tolerant control has been suggested for the scenario in which the topology of the network is time-varying. These studies have solely considered actuator faults in MGs. In [26], the authors have investigated the impact of sensor faults on the MG as a model of false date injection attack, which are unknown and bounded. In [27], [28], a distributed fault-tolerant control algorithm for the restoration of voltage and frequency in islanded ac MGs has been addressed, and sensor/actuator faults have been considered.

However, all the existing methods still have three significant drawbacks that limit their performance in real applications: 1) The present methodologies for fault-tolerant control are mainly based on the SMC, which despite its simplicity, has the dilemma of non-convergence in finite time, and steady-state error and the need for the prior information of the upper bound value of uncertainties and disturbances. 2) In the current approaches, a controller and at least one estimator are employed for each unit. Therefore, if the number of distributed energy resources (DERs) increases, their implementation becomes very complicated and, in some cases, impossible. 3) The methods investigating the faults in the secondary layer of MG are based on fault-tolerant control and have not discussed FDI. Therefore, these approaches cannot address possible faults in the secondary layer.

In this paper, a robust distributed simultaneous passive FDI, and fault-tolerant control have been proposed in order to tackle all of the mentioned drawbacks for real applications in islanded ac MGs. The main contributions of this paper are:

1) A robust, LMI-based approach to the mixed $H_\infty$/$H_\infty$ is proposed for simultaneous FDI and fault-tolerant control. In this method, based on the residual signals and the control signal, a control algorithm is proposed for the MG secondary layer. Accordingly, the fault in each agent and the fault in the neighboring agents can be detected. The way that the faults are considered in this research can cover a wide variety of sources, such as cyberattacks (e.g., data integrity attacks), sensor-related problems, and so forth.

2) In order to guarantee the team’s faulty DER isolation, a satisfactory condition on the network topology and residual signals is necessary to be obtained. It is based on flags generated and corresponding to residual signals of the team DERs.

3) In order to reduce the computational complexity and to facilitate the implementation, the system dynamics are decomposed to a set of first-order subsystems. Finally, an extended LMI formulation is used to avoid using standard Lyapunov variables.

The rest of this paper is organized as follows. Section II describes the preliminaries of graph theory and some notation, and dynamic modeling of MG. The proposed robust distributed FDI and fault-tolerant voltage and frequency regulation, providing active power-sharing, and state of charge (SOC) balance are presented in Section III. The performance verification of the proposed control strategy by simulations and comparison with other reported methods is provided in Section IV. Section V displays some experimental results to show the proposed methodology’s effectiveness. Finally, Section VI concludes this research.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. GRAPH THEORY AND NOTATION

The communication topology among DERs are modeled by an undirected graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, where the set of nodes (according to each DERs) is $\mathcal{V} = \{v_i : i \in N\}$, and $N = \{1, 2, ..., n\}$. $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is the set of edges. The set of neighbors of node $v_i$ is denoted by $N_i = \{v_j \in \mathcal{V} : (v_j, v_i) \in \mathcal{E}\}$. The graph Laplacian matrix $\mathcal{L}_G = [l_{ij}] \in \mathbb{R}^{n \times n}$ is defined by $l_{ii} = |N_i|$, $l_{ij} = 0$ where $j \notin N_i$, and $l_{ij} = -1$ where $j \in N_i$. Throughout this paper, $\otimes$ denotes the Kronecker product of matrices, the Hermitian part of a square matrix $A$ is denoted by $\text{Hermit}(A) = A + A^T$ and $T_{xy}(s)$ denotes the transfer matrix from $y$ to $x$. The
Fig. 1. Microgrid’s primary layer schematic.

$H_\infty$ norm, $H_\infty$ index and $H_\infty^+$ index of $T(s)$ are defined as 
\[ |T|_\infty = \sup_{\omega \in \mathbb{R}} |T(j\omega)|, \quad |T|_- = \inf_{\omega \in \mathbb{R}} |T(j\omega)| \quad \text{and} \quad |T|^+ = \inf_{\omega \in \mathbb{R}} |T(j\omega)|^+, \]
respectively, where $\sigma$, $\sigma^-$ and $\sigma^+$ denote the maximum, the minimum and the minimum nonzero singular values of $T(s)$, respectively.

B. DYNAMIC MODELING OF MICROGRID
The first step toward designing control algorithms in dynamic systems is to mathematically model their behavior using differential and algebraic equations. In this regard, the dynamic equations of the output connectors and LCL filters are acquired to tune the voltage and current controller’s parameters in the primary layer [7]. This study aims to design a proper, distributed control algorithm for the secondary layer of islanded MGs. The droop equations are usually used to relate the primary and secondary layers in hierarchical-based MG systems. The voltage and frequency droop equations for distributed generations (DG) units can be written as

\[
\begin{align*}
\dot{\omega}_i &= \omega_i^{nom} - m_i^P P_i \\
V_{odi} &= V_{i}^{nom} - n_i^Q Q_i \\
V_{odi} &= 0
\end{align*}
\]

where $\omega_i$, $V_{odi}$ and $V_{odi}$ are respectively frequency, direct and quadratic components of output voltage of $i$th unit, $P_i$ and $Q_i$ are low-pass filtered values of the $i$th unit active and reactive power, as the same way, $m_i^P$, $n_i^Q$ are constant active and reactive power droop factor, respectively. Also, $V_i^{nom}$ and $\omega_i^{nom}$ are the voltage and frequency setpoints applied by the secondary layer Fig. 1.

Considering the importance of battery energy storage systems (BESSs) charge level and impacts of SOCs on the proportional active power-sharing among DER units, it is necessary to provide a modified frequency droop equation to operate BESS units in islanded operations. The modified droop equation can be expressed as

\[
\omega_i = \omega_i^{nom} - m_i^P P_i - k_i^{SOC} \overline{SOC}_i
\]

where $\overline{SOC}_i$ is SOC complement of the $i$th BESS and $k_i^{SOC}$ is the droop factor of the $i$th BESS. More details regarding the equation, as mentioned above, and its properties can be obtained from [29]. Now, it is required to calculate the derivatives of the mentioned droop equations to design distributed secondary control algorithms for the islanded operation of DG and BESS units. The secondary protocols can be designed using the following equations:

\[
\begin{align*}
\dot{V}_i^{nom} &= u_i^P + u_i^Q \\
\dot{\omega}_i^{nom} &= \omega_i^{nom} + u_i^P + u_i^{SOC} & \text{DER}_i \in \text{DG} \\
\dot{\omega}_i^{nom} &= \omega_i^{nom} + u_i^P + u_i^{SOC} & \text{DER}_i \in \text{BESS}
\end{align*}
\]

where $u_i^P = m_i^P P_i$, $u_i^Q = n_i^Q Q_i$, $\dot{u}_i^{SOC} = k_i^{SOC} \overline{SOC}_i$, $u_i'$ and $u_i^{SOC}$ denote the active power, reactive power, SOC balance, voltage and frequency control signals, respectively.

III. MAIN RESULTS
A. ROBUST DISTRIBUTED FAULT-TOLERANT ACTIVE POWER-SHARING AND SOC BALANCE
In this section, the principal objective is to design a control law such that the active power-sharing and a SOC balance of DERs could be attained. In addition to these objectives, the controller should guarantee the stability and robustness of the system in the presence of disturbances, and actuator/sensor faults. The layout of the secondary layer is demonstrated in
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2) Due to the need for increasing the sensitivity of the system with respect to fault signals in fault detection modules, the effect of them on the residual signal should be maximized, while minimizing the impacts of disturbances.

3) In order to achieve robust performances and fault tolerant control, the effects of disturbances and fault signals on the control outputs should be minimized.

In order to attenuate the effect of disturbances on the residuals and the control outputs—and reduce the control outputs fault’s effects—$H_\infty$ norm is employed. Also, to assure the residual high sensitivity to the faults, the $H_+^\infty$ index is applied. In order to simultaneously solve the fault detection and fault-tolerant consensus control of active power, reactive power, and an SOC balance, the following optimization problem is considered.

$$
\min_{\Lambda_{ki}, \sigma_1, \sigma_2, \sigma_3, N_1, N_2} \alpha_1 \gamma_1 + \alpha_2 \gamma_2 + \alpha_3 \gamma_3 - \alpha_4 \beta \\
\text{s.t.:} \\
\|T_{RD}\|_\infty < \gamma_1, \|T_{RF}\|_\infty > \beta, \\
\|T_{ZD}\|_\infty < \gamma_2, \|T_{ZF}\|_\infty < \gamma_3 \\
(10)
$$

The positive constant weights $\alpha_1, \alpha_2, \alpha_3$, and $\alpha_4$ can be used by the designer as a trade-off among the objectives, and $\gamma_1, \gamma_2, \gamma_3, \beta$ are positive scalars. Note that since the Laplacian matrix of the system described in (5) is singular, the matrix $A_{cl}$ is unstable. Without loss of generality, based on Lemma 2 in [30], the Laplacian matrix can be decomposed into two parts, namely agreement and disagreement parts. As far as the computational complexity of the closed-loop system when the number of DERs is high, the implementation of the controller is exceedingly challenging. By reducing the computational complexity of the problem, the closed-loop system can be decomposed into a set of independent decoupled subsystems. By the fact that the provided Laplacian matrix is symmetric, and the results are given in [31], [32], the decoupled and reduced-order model of the closed-loop system can be derived as

$$
\begin{align*}
\hat{\zeta}_{cl, i} &= A_{cl} \hat{\zeta}_{cl, i}(t) + B_{dcl} \hat{d}_i(t) + B_{fcl} \hat{f}_i(t) \\
\hat{r}_i(t) &= C_{dcl} \hat{\zeta}_{cl, i}(t) + D_{dcl} \hat{d}_i(t) + D_{fcl} \hat{f}_i(t) \\
\hat{z}_i(t) &= H_{cl} \hat{\zeta}_{cl, i}(t).
\end{align*}
(11)
$$

The acquired transformation matrices and the definition of the new variables are provided with detail in Appendix A. Theorem 3.1: Consider the decomposed dynamic equation of DERs (11), consensus problem (4) and performance objectives (10) can be guaranteed simultaneously, and there exist positive-definite symmetric matrices $\Lambda_{1i}, \Lambda_{2i}, \Lambda_{3i}, \Lambda_{4i}$, matrices $\sigma_1, \sigma_2, \sigma_3, N_1, N_2$ and positive scalars $\gamma_1, \gamma_2, \gamma_3, \beta$, such that for $i = 1, \ldots, n - 1$ the MOO problem (12) is solved for $k = 1, 2, 3, 4$.

$$
\min_{\Lambda_{ki}, \sigma_1, \sigma_2, \sigma_3, N_1, N_2} \alpha_1 \gamma_1 + \alpha_2 \gamma_2 + \alpha_3 \gamma_3 - \alpha_4 \beta \\
\text{subject to} \\
\begin{bmatrix}
H_{\text{r}}(X_i) + \Gamma_{1i} & \Gamma_{21i} & \Sigma_i & \Gamma_{31i} & D_d \\
* & -\Theta(\sigma + \sigma^T) & \Theta \Sigma_i & \lambda^2 I \\
\end{bmatrix} < 0,
$$

$$
\begin{bmatrix}
H_{\text{r}}(X_i) + \Gamma_{4i} & \Gamma_{23i} & \Sigma_i \\
* & -\Theta(\sigma + \sigma^T) & \Theta \Sigma_i \\
* & \lambda^2 I \\
\end{bmatrix} < 0,
$$

$$
\begin{bmatrix}
H_{\text{r}}(X_i) + \Gamma_{4i} & \Gamma_{24i} & \Omega_i & \Gamma_{31i} & D_f \\
* & -\Theta(\sigma + \sigma^T) & \Theta \Omega_i \\
* & \lambda^2 I \\
\end{bmatrix} < 0,
$$

$$
\begin{bmatrix}
\beta^2 I - \lambda^2 I & \lambda^2 D_d^T D_f \\
\lambda^2 D_d & \lambda^2 B_d \\
\end{bmatrix} < 0,
$$

$$
B_{u}^T \sigma_2 = \tilde{\sigma}_2 B_{u}^T \\
(12)
$$

where $\alpha_1, \alpha_2, \alpha_3, \Theta$ are positive constants, and variables are $\Gamma_{1i} = \lambda_1^2 [ C \ 0 ]^T \Gamma_{31i} = \lambda_2^2 [ C \ 0 ]^T$, $\Gamma_{23i} = \lambda_3^2 [ C \ 0 ]^T$, $\Gamma_{24i} = \lambda_4^2 [ C \ 0 ]^T$, $\sigma = \text{diag}(\sigma_1, \sigma_2)$ and

$$
X_i = \begin{bmatrix}
-\lambda_1 C^T N_2^T & -N_2^T B_u^T \\
0 & M_2^T B_u^T
\end{bmatrix},
$$

$$
\Sigma_i = \begin{bmatrix}
\sigma_1^2 B_d & -\lambda_i N_2 D_d \\
\sigma_2^2 B_d & \lambda_i N_2 D_d
\end{bmatrix}, \quad \Omega_i = \begin{bmatrix}
\sigma_1^2 B_f - \lambda_i N_2 D_f \\
\sigma_2^2 B_f & \lambda_i N_2 D_f
\end{bmatrix}
$$

Based on these relations, the filter parameters are now specified by $K = (N_1^T \tilde{\sigma}_2^{-1})^T$ and $T = (N_2^T \tilde{\sigma}_1^{-1})^T$. Proof of the Theorem is annexed in Appendix B.

**B. ROBUST DISTRIBUTED FAULT-TOLERANT CONTROL OF VOLTAGE AND FREQUENCY OF MGs**

In this part, a robust distributed fault detection and fault-tolerant control of voltage and frequency of MGs are introduced. The proposed protocol should be determined to meet disturbance rejection and fault-tolerance conditions. Furthermore, the fluctuations of the primary layer should be compensated. Thus, the output voltage magnitude and frequency of each DER unit should be synchronized to their nominal value. Besides, according to equation (3) and considering the faults and disturbances in the dynamics of DERs, one obtains

$$
\begin{align*}
\dot{\zeta}_i(t) &= B_u u_i(t) + B_d d_i(t) + B_f f_i(t) \\
y_i(t) &= C_u (t) + D_u d_i(t) + D_f f_i(t)
\end{align*}
(13)
$$

where $\dot{\zeta}_i(t) = (V_{odi}(t), \omega_i(t))^T$ denotes the state vector, $u_i(t) = (u_{ni}^c, u_{ni}^s)^T$ expresses the control input vector, $d_i(t) = (d_{ni}^c, d_{ni}^s)^T$ is an $L_2$-norm bounded signal that represents unmodeled dynamics of the $i$th DERs, including unknown disturbances and uncertainties and $f_i(t) = (f_{ni}^c, f_{ni}^s)^T$ represents faults signal, and the superscripts $c$ and $s$ corresponds to voltage and frequency, respectively. In order to combine
the relative information, the voltage and frequency output functions are defined as
\[ \begin{align*}
\dot{z}_i^V(t) &= V_{ref} - V_{odi}(t) \\
\dot{z}_i^\omega(t) &= \omega_{ref} - \omega_i(t)
\end{align*} \]  
(14)
and output function vector is defined as \( z_i = (z_i^V, z_i^\omega, \ldots, z_i^{n_i})^T \). To achieve the model reference consensus in voltage and frequency, the following FDI filter is considered.
\[ \begin{align*}
\dot{\xi}_i &= B_u u_i + Tr_i(t) \\
\xi_i &= K\hat{\xi}_i(t) \\
r_i &= \xi_i - \hat{\xi}_i(t)
\end{align*} \]  
(15)
where \( \hat{\xi}_i(t) \) represents the observer states vector, \( r_i(t) \) represents the residual signal, and matrices \( T \) and \( K \) denote the filter gains to be selected and specified subsequently. Moreover, \( \xi_i(t) = \sum_{j \in N_i} (y_i(t) - y_j(t) + b_i(y_i - y_{ref})) \) generates the relative output information and \( \hat{\xi}_i(t) = C_i \sum_{j \in N_i} \left( \hat{\xi}_i(t) - \hat{\xi}_j(t) + b_i(\hat{\xi}_i - y_{ref}) \right) \), which, \( b_i > 0 \) if the \( i \)th DER has access to the reference signal and otherwise, it is zero. To reach into the closed-loop system of voltage and frequency equation, by concatenating (13) and (15), the closed-loop dynamics can be derived as
\[ \begin{align*}
\dot{\zeta}_c &= A_{cl}\zeta_c + B_{dcl} D(t) + B_{fcl} F(t) \\
R(t) &= C_{cl}\zeta_c(t) + D_{dcl} D(t) + D_{fcl} F(t) \\
Z(t) &= \hat{C}_{cl}\zeta_c(t)
\end{align*} \]  
(16)
where the variable are as \( \delta_i(t) = \zeta_i(t) - \zeta_{ref}(t), \zeta_{ref}(t) = ((V_{ref}1)^T, (\omega_{ref}1)^T)^T, \hat{\delta}_i(t) = \zeta_i(t) - \zeta_{ref}(t), \zeta_i(t) = (V_{odi}(t), \omega_i(t))^T, \zeta_{ref}(t) = ((V_{ref}1)^T, (\omega_{ref}1)^T)^T, \epsilon_i(t) = \delta_i(t) - \hat{\delta}_i(t), e = [e_1^T, \ldots, e_{n_i}^T], \zeta = [\zeta_1^T, \ldots, \zeta_n^T], \hat{\zeta} = [\hat{\zeta}_1^T, \ldots, \hat{\zeta}_n^T], D = [d_1^T, \ldots, d_{n_i}^T], R = [r_1^T, \ldots, r_{n_i}^T], Z = [z_1^T, \ldots, z_{n_i}^T] \) and consequently, \( \zeta_c = [e^T, \delta^T]^T \) and
\[ A_{cl} = \begin{bmatrix} -\hat{\zeta} \otimes TC & 0 \\ -I \otimes B_u K & I \otimes B_u K \end{bmatrix}, \]
\[ B_{dcl} = \begin{bmatrix} I \otimes B_{\hat{\zeta}} - \hat{\zeta} \otimes T D_d \\ I \otimes B_d \end{bmatrix}, \quad C_{cl} = [\hat{\zeta} \otimes C \ 0], \]
\[ B_{fcl} = \begin{bmatrix} I \otimes B_f - \hat{\zeta} \otimes T D_f \\ I \otimes B_f \end{bmatrix}, \quad \hat{C}_{cl} = [0 \ \hat{\zeta} \otimes I] \]  
(17)
By the fact that the new Laplacian matrix \( \hat{\zeta} \) is nonsingular (since \( \hat{\zeta} = \zeta + \zeta \) and the leader is connected to at least one node of graph), motivated by [31, 32], there is a \( J \in R^{(2n_i) \times (2n_i)} \) such that \( J^T \hat{\zeta} J = diag(\lambda_1, \ldots, \lambda_{2n}) \).

By some algebraic computations the decomposed system can be achieved similar to (11). Details of transformation are presented in Appendix.

**Theorem 3.2:** Consider voltage and frequency dynamic equations of DERs, using the controller which is presented in (15), simultaneously distributed leader-follower fault detection and fault tolerant control can be achieved, if for \( i = 1, \ldots, n \) the MOO problem formulated in (12) with the appropriate dimension variables and matrices is satisfied. Due to the similarity with Theorem 3.1, the details and proof of the theorem have been omitted.

**Remark 1:** Note that, by selecting the control signals \( (u_i^V, u_i^\omega, u_i^P, u_i^Q, u_i^{SOC}) \), the nominal control inputs \( V_{nom}^i, \omega_{nom}^i \) used in the droop control procedure can then be computed by the following equations:
\[ \begin{align*}
V_{nom}^i &= \int (u_i^V + u_i^Q) dt \\
\omega_{nom}^i &= \int (u_i^\omega + u_i^P) dt \quad \text{DER \in DG} \\
\omega_{nom}^i &= \int (u_i^\omega + u_i^P + u_i^{SOC}) dt \quad \text{DER \in BESS}
\end{align*} \]  
(18)

### C. DISTRIBUTED FDI

For distributed FDI, based on generated residuals, the thresholds \( J_{th_i}(t) \) and the evaluation functions \( J_{th}(t) \) should be determined. Therefore, based on [33], the upper and lower threshold values are selected as \( J_{th_i} = \sup_{t_i=0, t_i \in D} J_{th_i}(t) \) and \( J_{th} = \inf_{t_i=0, t_i \in D} J_{th_i}(t) \), respectively. By considering \( J_{th_i} = r_i(t) \) and defining the decision logic as “if” \( r_i(t) > J_{th_i} \) (for \( f_i \neq 0 \)) or \( r_i(t) < J_{th_i} \) (for \( f_i \neq 0 \), \( j \in N_i \), then” faulty unit can be detected. For isolation of the faults, the flags \( \rho_{t_i}, \ i \in V \) are defined and if \( r_i(t) > J_{th_i} \) or \( r_i(t) < J_{th_i} \), the \( \rho_{t_i} = 1 \) and 0 otherwise. Therefore, DERs share their flags with each other and make the pattern as \( \mu_i = \{\rho_{t_j}, j \in N_i\}, \ i \in V \). If all the elements of \( \mu_i \) are equal to one, then the ith DER will be considered as a faulty unit.

**Table 1**

| Microgrid's Parameters | DG 1, 2, 3 | DG 4, 5 | BESS 1, 2, 3 |
|------------------------|------------|----------|-------------|
| **Vdc**                | 680 V      | 680 V    | 540 V       |
| **Communication Delay**| 3 x 10^{-3} s | 3 x 10^{-3} s | 3 x 10^{-3} s |
| **m_i**                | 1.5 x 10^{-4} | 1.2 x 10^{-4} | 1.7 x 10^{-4} |
| **w_i**                | 1.8 x 10^{-3} | 1.6 x 10^{-3} | 2 x 10^{-3} |
| **k_{eff}**            | —          | —        | 1           |
| **K_{PV}**             | 0.05       | 0.1      | 0.04        |
| **K_{TV}**             | 390        | 420      | 370         |
| **K_{PC}**             | 10.5       | 15       | 9.5         |
| **K_{IC}**             | 16000      | 20000    | 14000       |
| **C**                  | —          | —        | 11kW        |
| **GridFilter**         | 0.011Ω, L_f = 1.35 mH, C_f = 50 μF |
| **OutputConnector**    | R_c = 0.031Ω, L_c = 0.35 mH |

**Remark 2:** In all systems using communication infrastructures, delays are inherent. Also, they have a significant deteriorating impact on MG’s performance. It will cause synchronization problems, thereby downgrading the performance and even making the MG unstable. This matter necessitates characterizing the communication delays’ effects on
the MGs’ stability while synthesizing a distributed control scheme. Several researchers have investigated the various communication delays’ impacts on MGs. Nevertheless, although communication delays have been considered in all of the provided simulations, this article has not theoretically contributed to delay-related issues specifically.

IV. SIMULATION RESULTS

The performance of the proposed control scheme is verified through various simulations in MATLAB/Simulink. The test system is an islanded, 480-V, 60-Hz MG demonstrated in Fig. 3. The parameters are given in Table I. Two simulation scenarios are studied for different conditions. In the first scenario, the MG has five DGs and the effect of actuator faults and disturbances are investigated. In the second scenario, in addition to the DGs, BESSs and plug-in hybrid electric vehicles (PHEVs) fast-charging stations are considered. In this case, the proposed algorithm is studied in response to the sensor faults and disturbances in BESSs. Finally, a comparison is made with existing methods. Another point to consider is reactive power control; as stated in [34], due to the effects of transmission line impedance, accurate control of reactive power sharing and voltage regulation at the same time is not possible. Therefore, due to the importance of the voltage control in MGs, the main focus is on voltage regulation in this paper. Additionally, it is worthy of note that the faults considered in this research and provided results (simulations and experiments) are so general. As a result, one can regard them as data integrity attacks—among different categories of cyberattacks—impacting the MG’s distributed control with unknown, limited bounds.

A. SCENARIO #1: MG WITH VOLTAGE-SOURCE CONVERTER BASED (VSC-BASED) DGs (WITH 3-MS COMMUNICATION DELAY)

In this section, the MG shown in Fig. 3 has been considered without BESSs and PHEVs, so the communication between DGs are according to $N_1 = \{2, 5\}, N_2 = \{1, 3\}, N_3 = \{2, 4\}, N_4 = \{3, 5\}, N_5 = \{4, 1\}$, and the disturbance matrix of DG units are considered as $B_d = \begin{bmatrix} 0.1 & 0.2 & 0.3 & 0.4 & 0.5 \end{bmatrix}^T$, $D_d = \begin{bmatrix} 0.5 & 0.4 & 0.3 & 0.2 & 0.1 \end{bmatrix}^T$, $D(t) = \begin{bmatrix} 1.7w(t) & 1.5w(t) & 1.1w(t) & 1.3w(t) & 1.8w(t) \end{bmatrix}^T$, where $w(t)$ is an energy limited white noise. A 3-ms communication delay has also been taken into account here. In the simulations, and without loss of generality, the actuator faults in the voltage of DGs has been considered, and the voltage actuator faults matrix of DGs has been selected as $B_f = \begin{bmatrix} 0 & 0 & 1 & 1 & 0 \end{bmatrix}^T$. Further, by selecting positive constant weights $\alpha_1, \alpha_2, \alpha_3, \alpha_4$ equal to one (where give the equal rate of importance in the detection and control objectives) and $\Theta = 0.07$ the optimization problem is solved for voltage of DGs and parameter are derived as $\gamma_1 = 0.665, \gamma_2 = 0.346, \gamma_3 = 0.21e - 3, \beta = 0.622$ and filter gains are $F = \begin{bmatrix} 3.021 & 2.036 & -2.025 & -1.042 & -0.009 \end{bmatrix}^T$ and $T = \begin{bmatrix} -4.068 & -2.078 & 2.045 & 3.033 & 4.031 \end{bmatrix}^T$. Moreover, by considering the worst case analysis, the thresholds selected as $\mathcal{J}_{\mathcal{B}_1} = [-0.15 - 0.2 - 0.2 - 0.2 - 0.2]^T$ and $\mathcal{J}_{\mathcal{B}_2} = [-0.2 - 0.2 - 0.2 - 0.2 - 0.2]^T$ for voltage of DGs. Additional to mathematics FDI and tolerability analysis of the method, the following scenarios are considered to show the robustness of method.

1) At $t = 0$ s, simulation initialization period. Only the primary control is activated.

2) At $t = 1$ s, the proposed distributed FDI and control strategy are applied to the secondary layer.

3) The multiple abrupt actuator faults are simulated as a rectangular pulsed signal with an amplitude $f_1^s(t) = 2$ in the voltage of DG #3 during the time interval 3–3.5 s and amplitude $f_2^s(t) = 3$ in the voltage of #4 during the time interval 4.5–5 s.

4) At $t = 6$ s, the Load #2 is increased by 75%, then decreased to its default value at $t = 7$ s.

5) At $t = 8$ s, a line outage is occurred. Line#3 is disconnected from side DG#3 and reconnected at $t = 9$ s.

At the beginning of the simulation, the MG is separated from the utility grid and operates in islanded operation mode. During first second of the process, the MG operates under the primary controller alone. As Fig. 4 displays, especially through the first second of operation, the MG voltage and frequency deviate from their nominal values. Consequently, the MG frequency and voltage must be recovered in secondary control layer. In order to validate the proposed distributed FDI and control strategy the effectiveness of the secondary control at $t = 1$ s is activated. As Fig. 4 shows, the distributed strategy can compensate for the droop-controller fluctuations, and fast restore both frequency and voltage to their nominal rates. Furthermore, active power-sharing is well established.

In order to investigate the effect of the designed control algorithm against the actuator faults, it is assumed that at periods 3–3.5 s and 4.5–5 s, the fault signal is applied to the voltage of DGs. As it can be seen, by applying the fault, the voltage deviates from its nominal value, and when the fault is terminated, the system quickly reaches its stable condition.

Fig. 3. Single-line diagram of the test MG system.
Fig. 4. Performance evaluation of proposed scheme: (a) output active power of DGs, (b) output reactive power of DGs, (c) voltage regulation of DGs, and (d) frequency regulation of DGs.

This case indicates the excellent performance of the designed control algorithm.

To highlight the proposed method performance toward load changes at \( t = 6 \) s, Load \#2 abruptly increased by 75%. The results confirm that the distributed method can restore the MG frequency and voltages after a short transient time. At \( t = 8 \) s, when the switch in the Line \#3 is opened, a slight deviation is occurred in the powers of DG \#4, and the proposed method simply controlled it.

As demonstrated in Fig. 4, the voltage and frequency deviations are caused by the primary layer are compensated and also, active power-sharing of DGs is acceptable. Based on generated residual signals, it can be concluded that the proposed method is robust against disturbances and faults, and moreover fault sensitivities are enhanced and faults are well discriminated from the external disturbances. This method not only detects its own faults but also the faults of its nearest neighboring unit successfully. To demonstrate capabilities of fault isolation algorithm, the actuator fault in the voltage of DG \#3 is considered. The residual signals are illustrated in Fig. 5, fault patterns \( \mu_i, i = 1, 2, 3, 4, 5 \), are obtained as \( \mu_1 = \{0, 1, 0\}, \mu_2 = \{1, 0, 1\}, \mu_3 = \{1, 1, 1\}, \mu_4 = \{1, 1, 0\}, \mu_5 = \{0, 1, 0\} \). It is obvious that all elements of \( \mu_3 \) are equal to one, and therefore the DG \#3 is faulty.
B. SCENARIO #2: MG INCLUDING VSC-BASED DGS, BESSS, AND PHEV RAPID CHARGING STATION (WITH 3-MS COMMUNICATION DELAY)

This part aims to attain a desirable SOC balance of BESSs and voltage and frequency coordination and realize active power-sharing; a 3-ms communication delay has also been considered in this subsection. The initial charge of BESSs is randomly chosen. Note that the nominal capacity of the energy storage units is selected as 20.3 kWh. Nevertheless, due to the simulation studies inadequate time, the storage units capacity is assumed to be 0.4% of their nominal value. Contrarily, the variation in SOCs would be insignificant through the simulation time.

The disturbance matrix and communication between DGs are considered as IV-A and communication between BESSs are defined as \( N_1 = \{2, 3\}, N_2 = \{1, 3\}, N_3 = \{2, 1\} \) accordingly the disturbance matrix of BESSs are as: \( B_d = \begin{bmatrix} 0.15 & 0.25 & 0.35 \end{bmatrix}^T, D_d = \begin{bmatrix} 0.55 & 0.45 & 0.35 \end{bmatrix}^T \), \( D(t) = \begin{bmatrix} 1.75w(t) & 1.55w(t) & 1.15w(t) \end{bmatrix}^T \), where \( w(t) \) is an energy limited white noise. Here, we investigate the impact of sensor faults on BESSs; therefore, we consider sensor fault signal with an amplitude \( f_2(t) = 2.5 \) in the frequency of BESS #2 during the time interval 3–3.5 s. Accordingly, frequency sensor faults matrix of the BESSs is selected as \( D_d = \begin{bmatrix} 0 & 1 & 0 \end{bmatrix}^T \). Besides, by selecting positive constant weights \( \alpha_1, \alpha_2, \alpha_3, \alpha_4 \) equal to one, and \( \Theta = 0.32 \) the optimization problem is solved for DGs and parameter are derived as \( \gamma_1 = 0.325, \gamma_2 = 1.036, \gamma_3 = 0.18e - 3, \beta = 1.737 \) and filter gains are \( F = \begin{bmatrix} 4.13 & 2.701 & -1.009 & -2.73 & -1.121 \end{bmatrix}^T \) and \( T = \begin{bmatrix} -2.801 & -1.662 & 3.033 & 4.187 & 2.602 \end{bmatrix}^T \), and resolved again for BESSs and parameters are derived \( \gamma_1 = 0.71, \gamma_2 = 0.33, \gamma_3 = 0.7e - 3, \beta = 4.01 \) and filter gains are \( F = \begin{bmatrix} 1.333 & 3.412 & -1.786 \end{bmatrix}^T \) and \( T = \begin{bmatrix} -1.008 & -3.036 & 2.78 \end{bmatrix}^T \), respectively. Toward this end, the subsequent test scenarios are carried:

1) At \( t = 0 \) s, the primary control is activated.
2) At \( t = 1 \) s, the proposed distributed FDI and control strategy are applied to the secondary layer of both DGs and BESSs.
3) The multiple abrupt sensor faults are simulated as a rectangular pulsed signal with an amplitude \( f_2(t) = 2.5 \) in the frequency of BESS #2 during the time interval 3–3.5 s.
4) At \( t = 4.5 \) s, the Load #2 is increased by 75%, then decreased to its default value at \( t = 5.5 \) s.
5) At \( t = 6.5 \) s, the DG #4 is plugged out from the MG and plugged in at \( t = 10 \) s.
6) At \( t = 7 \) s, a line outage is occurs. Line #3 is disconnected from side DG #3 and reconnected at \( t = 8 \) s.
7) In the period 9–11 s, the charge mode of the PHEV [35] is checked. The PHEV with the initial charge of 30% is connected to the MG through Bus #1 shown in Fig. 3 and then disconnected at \( t = 11 \) s.

As can be seen from the simulation results in Fig. 6, 7, 8 and 9, and the same as the previous scenario, the voltage, frequency, and active power are well controlled, and also the SOC of BESSs are in balance. The designed control algorithm also has a robust performance against sensor fault. Besides, it is fully adaptable to the plug and play (PnP) capabilities as well as the PHEV charging and has a stable performance.

C. COMPARISON WITH SIMILAR RESEARCH STUDIES

Finally, to show the superiority of the proposed control strategy over other methods, we compare it with other previously-reported techniques. Associated with the previously methods provided for the faults tolerant, the method specified in this paper has many features. Compared to the methods used by the common Lyapunov function to solve the fault problem, there is much more freedom of action due to the use of four functions to the optimization of the problem. In this method, by selecting different control weights \( (\rho_1, \rho_2, \rho_3, \rho_4) \), a trade-
Fig. 7. Performance evaluation of proposed scheme: (a) output active power of BESSs, (b) output reactive power of BESSs, (c) voltage regulation of BESSs, (d) frequency regulation of BESSs, and (e) SOC balance of BESSs.

Off between the objective function can be designed as desired, which reduces conservatism.

Further, the proposed method can be solved by centralized methods. In this case, if the number of agents \( N \) increases, implementation of equation (10) will be very challenging. In this method, the system order was reduced using “model transformation” and converted to \( N \) separate subsystems.

Motivated by [32] can be shown that the order of the computational complexity is also reduced by a factor of \( N^2/(N-1) \) for the Theorem 3.1 and by a factor \( N \) for Theorem 3.2. Unlike the methods presented in [24], [25], [28], [33], [36], which used separate algorithms for generating control signal in parallel, in this study, both state estimator and proposed control algorithm have been integrated to solve the problem for each agent. This potentially reduces the computational complexity of the problem.

In addition to theoretical comparisons, in order to show the proposed method’s effectiveness, the results will be compared with the technique presented in [37], which controls the voltage and frequency in the secondary layer by performing simulations for the actuator fault in an MG including DG. At \( t = 3 \) s, the actuator faults are considered in voltage and frequency measurements of DG #2, where \( f_2^f(t) = 3\sin(7t), f_2(t) = 1\sin(2t) \). The simulation results are shown in Fig. 10. Because the method proposed in [37] does not have safety upon actuator faults, the voltage and frequency waveforms start oscillating when the actuator faults happen. In contrast, the proposed method’s ability to satisfy the necessity of the fault effects operation is verified.
Fig. 9. Performance evaluation of proposed scheme: (a) SOC of PHEV, (b) voltage of PHEV, and (c) current of PHEV.

Fig. 10. Comparison of the proposed method with previously-reported techniques in [37]: (a) voltage of DG #2, (b) frequency of DG #2.

V. EXPERIMENTAL RESULTS

In order to examine the proposed controller’s effectiveness, three VSCs are required at least. Based on the facilities available at Georgia Southern University, three VSCs (one of which has been depicted in Fig. 11 in detail) have been employed to conduct experimental examinations. The parameters of one of them have been reported in Table 2. The VSC uses SEMIKRON intelligent power modules based on insulated gate bipolar transistors (IGBTs) (i.e., “SKM 50 GB 123 D” modules). Additionally, SEMIKRON “SKHI 21A (R)” gate drives and protection circuitry are used in order to operate the VSC. Verivolt “IsoBlock I-ST-1c/“IsoBlock V-1c” current/voltage/sensors have been hooked to digital inputs; they are utilized in order to measure the currents and the voltages, respectively. dSPACE “MicroLabBox (MLBX)” using field-programmable gate arrays (also known as FPGAs) and real-time processor connects the VSCs under test to the printed circuit boards of the drive and measurement circuits; it also generated PWM signals via relevant digital inputs/outputs.

Based on the test setup available at Georgia Southern University, three scenarios could be considered in order to verify the practicality of the proposed algorithm. To this end, the impacts of load connection, load disconnection, and voltage sensor fault are investigated in three separate scenarios on our test setup. Disturbance matrix and communication between DGs are considered similar to Scenario #2 for BESSs, and voltage sensor fault signal with an amplitude $A_f(t) = 2.5$ in the voltage of DG #1 occur.

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| $S_n^\text{1}$ | 10.81 kVA | $J_f^2$ | 8.1 kHz |
| $L_{f1}/R_{f1}$ | 1.1 mH/0.01 Ω | $V_{PCC_{line-to-line}}^\text{1}$ | 208 V |
| $L_{f2}/R_{f2}$ | 1.1 mH/0.01 Ω | $V_{DC}^\text{1}$ | 400 V |
| $C_f/R_{f}$ | 15.40 µF/2.08 Ω | $L_{f1}/R_{f1}$ |  |

$^1$ Nominal Value  $^2$ Switching Frequency

Figs. 12–14 have depicted the experimental outcomes from the proposed method. It is noteworthy that in the experiments, the frequency signals’ ac components are required to show the frequency variations as included in Figs. 12b and d. Also,
it is worthy of mention that Figs. 14a and b could have only shown VSC #1’s sensor fault while Figs. 14c and d could have solely presented VSC #2’s sensor fault. The agreement demonstrated in simulations and experimental results, which are consistent all together, reveals the efficacy of the proposed fault-tolerant distributed control.

VI. CONCLUSION

In this paper, an innovative, fault-tolerant, distributed control scheme—including robust, distributed, simultaneous, passive FDI—has been proposed for islanded ac MGs based on relative output information. By the proposed algorithm, voltage, frequency, and active power-sharing among DERs and an SOC balance between BESSs have been accomplished, considering sensor and actuator faults. The way that the faults are modeled and seen in this article is so that they are able to include cyberattacks/cyber threats (mostly in the form of data integrity attacks), sensor-related issues, and so on, and the considered faults’ nature has been general. The theoretical concepts, including a mathematical model of the MG, theorems, and design procedure of the proposed method based on $H_\infty/H_\infty$ optimization have been presented. The performance of the controller has been evaluated for sensor and actuator faults, as well as small- and large-signal disturbances, in the MATLAB/Simulink environment. It has also been compared with the performance of other commonly used distributed control strategies. Finally, the proposed methodology’s effectiveness has been verified via experimental results.

APPENDIX

A. DETAILS OF THE REDUCED ORDER TRANSFORMATION AND DECOMPOSED MODEL

To reduce the order of (8), by defining variables $\tilde{e}(t) = (L_c \otimes I_n)e(t)$ and $\tilde{\zeta}(t) = (L_c \otimes I_n)\zeta(t)$, and considering Lemma 2 in [30], there exist an orthogonal matrix $U = \begin{bmatrix} U_1 & U_2 \end{bmatrix}$ with $U_2 = I_n/\sqrt{m}$ such that, $U^T L_c U = \text{diag}(I_{m-1}, 0)$, $U^T L_c U = \text{diag}(I_3, 0)$ is positive-definite matrix for connected graph. By utilizing this transformation $\tilde{e} = (U^T \otimes I_n)e$, $\tilde{\zeta} = (U^T \otimes I_n)\zeta$, $\tilde{R} = (U^T \otimes I_n)R$, $\tilde{Z} = (U^T \otimes I_n)Z$, $\tilde{D} = (U^T \otimes I_n)D$, $\tilde{F} = (U^T \otimes I_n)F$ and some calculations, the following reduced order model can be derived:

\[
\begin{bmatrix}
\dot{\tilde{\zeta}}_{cl}(t) \\
\dot{\tilde{\zeta}}(t)
\end{bmatrix} =
\begin{bmatrix}
\tilde{A}_1 & 0 \\
\tilde{A}_2 & \tilde{A}_3
\end{bmatrix}
\begin{bmatrix}
\tilde{\zeta}_{cl}(t) \\
\tilde{\zeta}(t)
\end{bmatrix} +
\begin{bmatrix}
\tilde{B}_1 \\
\tilde{B}_2
\end{bmatrix}
\tilde{D}(t) +
\begin{bmatrix}
\tilde{B}_3 \\
\tilde{B}_4
\end{bmatrix}
\tilde{F}(t)
\]

\[
\dot{\tilde{R}}(t) =
\begin{bmatrix}
\tilde{\hat{C}}_1 & 0 \\
0 & \tilde{\hat{C}}_3
\end{bmatrix}
\begin{bmatrix}
\tilde{\zeta}_{cl}(t) \\
\tilde{\zeta}(t)
\end{bmatrix} +
\begin{bmatrix}
\tilde{L}_1 \otimes D_1 \tilde{D}(t) + \tilde{L}_1 \otimes D_f \tilde{F}(t) \\
0 \otimes I \otimes I_3
\end{bmatrix}
\tilde{\hat{F}}(t)
\]

\[
\hat{Z} =
\begin{bmatrix}
0 & I_{n-1} \otimes I_3
\end{bmatrix}
\begin{bmatrix}
\tilde{\zeta}_{cl}(t)
\end{bmatrix}
\]

(19)

where, $\tilde{\zeta} = [\tilde{\zeta}_1^T, ..., \tilde{\zeta}_{n-1}^T]^T$, $\hat{\zeta} = [\hat{\zeta}_1^T, ..., \hat{\zeta}_{n-1}^T]^T$, $\tilde{\zeta}_{cl} = [\tilde{e}^T \ \ \tilde{\zeta}^T]^T$, $\hat{\zeta} = [\hat{\zeta}_1^T, ..., \hat{\zeta}_{n-1}^T]^T$, $\tilde{F} = [\tilde{f}_1^T, ..., \tilde{f}_{n-1}^T]^T$, $\hat{D} = [\hat{\beta}_1^T, ..., \hat{\beta}_{n-1}^T]^T$.

Fig. 12. Experimental results associated with the frequency regulation: (a) frequency for the load connection test with the traces in blue, cyan, and magenta, for VSC #1, #2, and #3, respectively, with 60 Hz/div (their “actual” per-unit (pu) values have been noted at the left-bottom corner of the figure); (b) the ac components of the frequency signals depicted in Fig. 12a with 0.06 Hz/div (the “percentage” pu values have been indicated at the left-bottom corner of the figure) (c) frequency for the load disconnection test with the signal information detailed in Fig. 12a; (d) the ac components of the frequency signals depicted in Fig. 12c with the signal information detailed in Fig. 12b all with 1.00 s/div.
Fig. 13. Experimental results associated with the active/reactive power variations: (a) active power for the load connection test with the traces in blue, cyan, and magenta, for VSC #1, #2, and #3, respectively, with 5.40 kW/div; (b) reactive power for the load connection test with the traces in blue, cyan, and magenta, for VSC #1, #2, and #3, respectively, with 5.40 kvar/div; (c) active power for the load disconnection test with the traces in blue, cyan, and magenta, for VSC #1, #2, and #3, respectively, with 5.40 kW/div; (d) reactive power for the load disconnection test with the traces in blue, cyan, and magenta, for VSC #1, #2, and #3, respectively, with 5.40 kvar/div (all of the “actual” pu values have been noted at the left-bottom corner of the figure) all with 0.5 s/div.

Fig. 14. Experimental results associated with the ac-side voltage and sensor faults (fault signals): (a) ac-side voltage with the traces in blue, cyan, and magenta, for VSC #1, #2, and #3, with 104 V/div (line-to-line rms) and the residual signal with 2 V/div, respectively, for the fault signal applied to VSC #1; (b) the enlarged view of the signals in Fig. 14a with 41.6 V/div (line-to-line rms) (c) ac-side voltage with the traces in blue, cyan, and magenta, for VSC #1, #2, and #3, with 104 V/div (line-to-line rms) and the residual signal with 2 V/div, respectively for the fault signal applied to VSC #2; (d) the enlarged view of signals in Fig. 14c with 41.6 V/div (line-to-line rms) (all of the “actual” pu values have been noted at the left-bottom corner of the figures) all with 0.5 s/div.
This inequality, can be reformulated as \( M_V^T Z M_U < 0 \) is equivalent to:

\[
Z + \text{Herm}
\left[
\begin{bmatrix}
A_{cl} & -I & B_{dcl} & 0
\end{bmatrix}^T
\begin{bmatrix}
\sigma & \Theta & 0
\end{bmatrix}
\right]< 0
\]

(23)

By using equations (22) and (23), and division \( \sigma \) into \( \sigma = \text{diag}(\sigma_1, \sigma_2) \) the following inequality is obtained:

\[
\begin{bmatrix}
\text{Herm}(\Omega_1) + \Gamma_{11} & \lambda_1 & \Theta \Omega_1 - \sigma^T \Omega_2 & (\lambda_2 - \gamma_1)^T D_d^T D_d - \gamma_1^2 I
\
\lambda_1 & -\Theta & 0 & 0
\
0 & 0 & 0 & 0
\end{bmatrix}
< 0
\]

(24)

where \( \Omega_1 = [-\lambda_1 C F T \sigma_1 - K^T B_d^T \sigma_2], \quad \Omega_2 = [\sigma_1^T B_d - \lambda_1 \sigma_1^T F D_d] \). As can be seen, inequality (24) is not in the form of an LMI, therefore we employ the equality constraint \( B_d^T \sigma_2 = \sigma_2 B_d^T \gamma_2 \) and by using the replacement \( N_d^T = K^T \sigma_2, \quad N_d^T = F^T \sigma_1 \) the first inequality in 12 is obtained. The proof of the other performance index by employing the same techniques can be reached easily. Therefore, these details are omitted to avoid over-explanation. The above ends the proof.
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