THE WEIGHTED BERGMAN SPACE ON A SECTOR AND A DEGENERATE PARABOLIC EQUATION

MARCOS LÓPEZ-GARCÍA

Abstract. In this work we solve a degenerate parabolic equation for the half line with Dirichlet boundary data, and use some results from the theory of Reproducing Kernel Hilbert Spaces to show that the null reachable space of this degenerate parabolic equation is a RKHS of analytic functions on a sector, whose reproducing kernel can be written in terms of the weighted Bergman kernel on the half plane \( \mathbb{C}_+ \).

1. Introduction

Let \( T > 0 \) fixed. Consider the heat equation for the unit interval with Dirichlet boundary conditions,

\[
\begin{align*}
\partial_t w - \partial_{xx} w &= 0, \quad 0 < x < 1, \ 0 < t < T, \\
w(0, t) &= u_\ell(t), \quad w(1, t) = u_r(t), \quad 0 < t < T, \\
w(x, 0) &= 0, \quad 0 < x < 1.
\end{align*}
\]

In Control Theory of PDEs is an important issue to describe the so-called null reachable space, at time \( T > 0 \), defined as follows

\[ \mathcal{R}_T := \{ w(\cdot, T) : w \text{ is solution of the heat system with data } u_\ell, u_r \in L^2_x(0, T) \}. \]

It is known that \( \mathcal{R}_T \) does not depend on the time \( T \), see [6, Proposition 3.1]. The problem is to identify the space of all analytic extensions of the functions in \( \mathcal{R} \) in terms of spaces of analytic functions with some structure.

For \( 0 < \alpha \leq 2 \) we introduce the open sector

\[ \Delta_\alpha := \{ z \in \mathbb{C} : 0 < |\arg(z)| < \pi \alpha / 4 \}. \]

In [8] the author proves that the null reachable space \( \mathcal{R} \) is the sum of two Bergman spaces defined on different sectors

\[ \mathcal{R} = A^2(\Delta_1) + A^2(1 - \Delta_1). \]

In [6] the authors improve the last result, they decompose \( \mathcal{R} \) as a sum of weighted Bergman spaces

\[ \mathcal{R} = A^2(\Delta_1, \omega_{0, \delta}) + A^2(1 - \Delta_1, \omega_{1, \delta}) \text{ for all } \delta > 0, \]
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where
\[ \omega_0,\delta(s) = \delta^{-1}e^{s^2/(2t)}, \ s \in \Delta_1, \ \omega_1,\delta(s) = \delta^{-1}e^{(1-s)^2/(2t)}, \ s \in 1 - \Delta_1. \]

In [7] the author uses the characterization of the image of a certain kind of linear mappings as a RKHS (see Theorem A below or the seminal work [10]) to show that \( \mathcal{R} \) is a RKHS on \( Q = \Delta_1 \cap (1 - \Delta_1) \), and computes its reproducing kernel.

In this work we study the following 1D degenerate parabolic equation
\[
\partial_t u - x^{2(\alpha-1)/\alpha}\partial_{xx} u = 0, \quad x, t > 0,
\]
\[
u(0, t) = t^\alpha g(t), \quad t > 0,
\]
\[
u(x, 0) = 0, \quad x > 0,
\]
\[
\lim_{x \to \infty} \nu(x, t) = 0, \quad t > 0.
\]
The next result shows that the solution \( \nu \) of the last system is obtained as a convolution of the data \( g \) with a certain positive kernel.

**Theorem 1.** Let \( \alpha > 0, \mathbb{R}_+ = \{ x \in \mathbb{R} : x > 0 \} \). If \( u \in C^2(\mathbb{R}_+ \times \mathbb{R}_+) \cap C(\mathbb{R}_+ \times \mathbb{R}_+) \) is a bounded function solving the system [1], then \( u(x, t) = t^\alpha \mathcal{L}_0^\alpha g(x), x, t > 0, \)
\[
\mathcal{L}_0^\alpha g(x) := \frac{\Gamma(\alpha/2)^2}{\Gamma(\alpha)} \int_0^t \frac{x}{(t - \tau)^{\alpha/2 + 1}} \exp \left( -\frac{\alpha^2 x^2/\alpha}{4(t - \tau)} \right) g(\tau) \tau^\alpha \, d\tau.
\]

Now, for \( t > 0 \) fixed, we want to describe the space of the analytic extensions \( \mathcal{L}_0^\alpha g(z) \) with \( g \) in a suitable space. Thus, we will prove that \( \mathcal{L}_0^\alpha \) is defined on a weighted Lebesgue space into a suitable space of analytic function on \( \Delta_\alpha \). The case \( \alpha = 1 \) (related to the heat equation) was solved by Aikawa, Hayashi and Saitoh in [2] Theorem 2.1] and was used as an important step to get the different characterizations of \( \mathcal{R} \), see [5 Lemma 2.5], [7 Proof of Theorem 6], [8 Proof of Theorem 1.1].

For \( 0 < \alpha \leq 2 \) consider the following weighted Bergman space
\[
A_{\alpha-1}^2(\Delta_\alpha) := \left\{ f \in hol(\Delta_\alpha) : \int_{\Delta_\alpha} |f(z)|^2 (\Re(z^{2/\alpha}))^{\alpha-1} |z|^{(\alpha-2)(\alpha-1)/\alpha} dA(z) < \infty \right\}
\]
with the inner product
\[
\langle f, g \rangle_{A_{\alpha-1}^2(\Delta_\alpha)} := (\alpha \pi^{1/2})^{\alpha-1} \int_{\Delta_\alpha} f(z) \overline{g(z)} (\Re(z^{2/\alpha}))^{\alpha-1} |z|^{(\alpha-2)(\alpha-1)/\alpha} dA(z),
\]
where \( dA(z) \) is the Lebesgue measure on \( \Delta_\alpha \), and \( \Re z \) denotes the real part of \( z \).

From [2] Corollary 2.5] we have that
\[
\mathcal{G}_\alpha^t := z^{(\alpha-1)(\alpha+2)/(2\alpha)} e^{-\frac{x^2}{\alpha}} A_{\alpha-1}^2(\Delta_\alpha)
\]
with the norm
\[
\| F \|_{\mathcal{G}_\alpha^t} := \frac{B(\alpha/2, \alpha/2)^{1/2}}{(\alpha/2)^{\alpha-1/2} \pi^{\alpha/4}} \| z^{(1-\alpha)(\alpha+2)/(2\alpha)} e^{-\frac{x^2}{\alpha}} F \|_{A_{\alpha-1}^2(\Delta_\alpha)}
\]
is a RKHS on \( \Delta_\alpha \) with reproducing kernel
\[
\frac{(\alpha/2)^{\alpha-1} \pi^{\alpha/4}}{B(\alpha/2, \alpha/2)} (z \pi)^{(\alpha-1)(\alpha+2)/(2\alpha)} e^{-\frac{x^2}{\alpha}} (\pi^{\alpha/4} + \pi^{\alpha/4}) K_{\Delta_\alpha, \alpha-1}(z, w),
\]
where $K_{\Delta, \alpha - 1}(z, w)$ is the reproducing kernel of $A^2_{\alpha - 1} (\Delta)$, see (8), and $B$ is the Beta function.

The main result is the following,

**Theorem 2.** For each $t > 0$ fixed, the linear mapping

$$L_t^\alpha : L^2((0, t), \tau^\alpha d\tau / t^\alpha) \to G^t_{\alpha}$$

is an isometric isomorphism whenever $0 < \alpha \leq 2$. Furthermore, we have the inverse formula

$$(L_t^\alpha)^{-1} F(\tau) = \frac{(\alpha/2)^\alpha}{\Gamma(\alpha/2)(t - \tau)^{\alpha/2 + 1}} \lim_{N \to \infty} \int_{E_N} \mathcal{F}(z) \exp \left( -\frac{\alpha^2 z^2 / \alpha}{4(t - \tau)} \right) d\mu_t^\alpha(z),$$

for all $F \in G^t_{\alpha}$ in the topology of $L^2((0, t), \tau^\alpha d\tau / t^\alpha)$, where $\{E_N\}_{N=1}^\infty$ is a compact exhaustion of $\Delta_{\alpha}$, $\Gamma$ is the Gamma function and

$$d\mu_t^\alpha(z) := \pi^{-\alpha/2} B(\alpha/2, \alpha/2) |z|^{\alpha(1-\alpha)/\alpha} e^{\alpha \mathcal{R}(z^2/\alpha)} (\mathcal{R}(z^2/\alpha))^{\alpha-1} dA(z),$$

for $z \in \Delta_{\alpha}$.

When $g$ is a continuous function, the next result shows that $u(x, t) = t^\alpha L_t^\alpha g(x)$ is a classical solution of the 1D degenerate parabolic equation for the half line.

**Theorem 3.** Let $\alpha, T > 0$. If $g \in C([0, T])$ then $u(x, t) := t^\alpha L_t^\alpha g(x) \in C^2(\mathbb{R}_+ \times (0, T))$ and satisfies

$$\partial_t u - x^{2(\alpha - 1)/\alpha} \partial_{xx} u = 0, \quad x > 0, \ 0 < t < T,$$

$$u(0, t) = t^\alpha g(t), \quad 0 < t < T,$$

$$u(x, 0) = 0, \quad x > 0,$$

$$\lim_{x \to \infty} u(x, t) = 0, \quad 0 < t < T.$$  

When $t^\alpha g$ is a bounded continuous function on $[0, \infty)$ the last result holds for $T = \infty$, see Remark 5.

Thus, for $T > 0$ fixed we say that $G^T_{\alpha}$ is the null reachable space at time $T$ of the degenerate parabolic system (5).

This paper is organized as follows. In the next section we consider some results about (weighted) Bergman spaces, and we also include two theorems about RKHS, which are the core of the main result. In Section 3 we prove Theorems 1 and 3 and study some properties of the solution to the degenerate parabolic equation in (5). In Section 4 we prove Theorem 2 and give an application.

2. Preliminaries

For an open set $\Omega \subset \mathbb{C}$ we denote by $A^2(\Omega)$ the Bergman space on $\Omega$ given by

$$A^2(\Omega) := \left\{ f \in hol(\Omega) : \int_{\Omega} |f(z)|^2 dA(z) < \infty \right\},$$

and $K_{\Omega}(z, w)$ stands for the reproducing kernel (the so-called Bergman kernel) of $A^2(\Omega)$.
It is well known the conformal invariance of the Bergman kernel: Let $\Omega_1, \Omega_2 \subset \mathbb{C}$ be open sets and $\Phi : \Omega_1 \to \Omega_2$ a biholomorphism, then

$$K_{\Omega_1}(z, w) = \Phi'(z) K_{\Omega_2}(\Phi(z), \Phi(w)) \overline{\Phi'(w)}.$$  

Now, for $\nu > -1$ we consider the weighted Bergman space $A^2_{\nu}(\Omega)$ given by

$$A^2_{\nu}(\Omega) := \left\{ f \in \text{hol}(\Omega) : \int_{\Omega} |f(z)|^2 K_{\Omega}(z, z)^{-\nu/2} dA(z) < \infty \right\},$$

and $K_{\Omega, \nu}(z, w)$ denotes its corresponding reproducing kernel (the so-called weighted Bergman kernel).

This kind of weighted Bergman kernels are also conformally invariant: Let $\Phi : \Omega_1 \to \Omega_2$ be a biholomorphism such that $\log(\Phi')$ is a well defined holomorphic function on $\Omega_1$, then (see [9, Corollary 6.22])

$$K_{\Omega_1, \nu}(z, w) = \Phi'(z)^{1+\frac{\nu}{2}} K_{\Omega_2, \nu}(\Phi(z), \Phi(w)) \overline{\Phi'(w)}^{1+\frac{\nu}{2}}.$$  

For instance, the Bergman space on the half plane $\mathbb{C}_+ = \{ z \in \mathbb{C} : \Re z > 0 \}$ has the Bergman kernel

$$K_{\mathbb{C}_+}(z, w) = \frac{1}{\pi(z + \overline{w})^2}.$$  

thus (6) with $\Phi(z) = z^{2/\alpha}, 0 < \alpha \leq 2$, implies that

$$K_{\Delta_\alpha}(z, w) = \frac{4(z\overline{w})^{2-\alpha}}{\alpha^2 \pi (z^{2/\alpha} + \overline{w}^{2/\alpha})^2}$$

is the Bergman kernel of $A^2(\Delta_\alpha)$.

It is well known that (see [9, Proposition 6.20])

$$K_{\mathbb{C}_+, \nu}(z, w) = \frac{\nu + 1}{\pi^{1+\frac{\nu}{2}}(z + \overline{w})^{\nu + 2}},$$

thus (7) implies that

$$K_{\Delta_\alpha, \nu}(z, w) = \frac{2^{2+\nu}(\nu + 1)}{\alpha^2 \nu \pi^{1+\frac{\nu}{2}} (z^{2/\alpha} + \overline{w}^{2/\alpha})^{\nu + 2}}$$

is the Bergman kernel of $A^2_{\nu}(\Delta_\alpha)$.

In order to prove the main theorem we introduce a machinery that shows the image of a suitable linear mapping as a RKHS. Let $\mathcal{F}(E)$ be the vector space consisting of all complex-valued functions on a set $E$, and let $(\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})$ be a Hilbert space. For a mapping $h : E \to \mathcal{H}$, consider the induced linear mapping $L : \mathcal{H} \to \mathcal{F}(E)$ defined by

$$Lf(p) = \langle f, h(p) \rangle_{\mathcal{H}}.$$  

The vector space $\mathcal{R}(L) := \{ Lf : f \in \mathcal{H} \}$ is endowed with the norm

$$\|f\|_{\mathcal{R}(L)} = \inf\{ \|f\|_{\mathcal{H}} : f \in \mathcal{H}, f = L(f) \}.$$  

A fundamental problem about the linear mapping $L$ is to characterize the vector space $\mathcal{R}(L)$. The following result summarizes Theorems 2.36, 2.37 in [11, pages 135–137] and provides an answer to the last question.
Theorem A. \( (1) \) \( (\mathcal{R}(L), \| \cdot \|_{\mathcal{R}(L)}) \) is a RKHS on \( E \) with reproducing kernel
\[
K(p, q) = \langle h(q), h(p) \rangle_H, \quad p, q \in E.
\]

(2) The linear mapping \( L : \mathcal{H} \to \mathcal{R}(L) \) is an isometric isomorphism if the set \( \{ h(p) : p \in E \} \) is complete in \( \mathcal{H} \).

We set \( H_K(E) := \mathcal{R}(L) \). We assume that \( e : H_K(E) \to L^2(E, du) \) is a continuous embedding and \( H^1(I, dm) = L^2(I, dm) \), where \( (I, dm) \) and \( (E, d\mu) \) are \( \sigma \)-finite measures.

Let \( h : I \times E \to \mathbb{C} \) be the function given by
\[
h(\tau, p) := h(p)(\tau), \quad \tau \in I, p \in E.
\]

For completeness we reproduce Theorem 2.47 in [11].

Theorem B. Assume that \( \{ E_N \}_{N=1}^{\infty} \) is an increasing sequence of measurable subsets in \( E \) such that
\[
\bigcup_{N=1}^{\infty} E_N = E \quad \text{and} \quad \int \int_{I \times E_N} |h(\tau, p)|^2 dm(\tau) d\mu(p) < \infty \quad \text{for all } N \geq 1.
\]

Then we have
\[
(e \circ L)^*(f)(\tau) = \lim_{N \to \infty} \int_{E_N} f(p) h(\tau, p) d\mu(p)
\]
for all \( f \in L^2(E, d\mu) \) in the topology of \( L^2(I, dm) \).

3. On the degenerate parabolic equation

In this section we analyze a system very similar to (5). For \( \alpha, T > 0 \) consider the system
\[
\partial_t u = x^{2(\alpha - 1)/\alpha} \partial_{xx} u, \quad x > 0, 0 < t < T,
\]
\[
u(0, t) = g(t), \quad 0 < t < T,
\]
\[
u(x, 0) = 0, \quad x > 0,
\]
\[
\lim_{x \to \infty} u(x, t) = 0, \quad 0 < t < T.
\]

In order to get a fundamental solution to the last PDE we follow the ideas when solving the heat equation. For \( \alpha > 0 \) we introduce the generalized complementary (Gaussian) error function
\[
E_\alpha(\lambda) = \text{erfc}_\alpha(\lambda) := \frac{2}{\Gamma(\alpha/2)} \int_{\lambda}^{\infty} \rho^{\alpha-1} e^{-\rho^2} d\rho, \quad \lambda > 0.
\]

Since there exists a constant \( C_\gamma > 0 \) such that
\[
e^{-x} \leq C_\gamma x^{-\gamma}
\]
for all \( x, \gamma > 0 \), we have that \( E_\alpha \in C^\infty(\mathbb{R}_+) \), and satisfies the following differential equation
\[
y''(\lambda) + \left( 2\lambda - \frac{\alpha - 1}{\lambda} \right) y'(\lambda) = 0, \quad \lambda > 0,
\]
\[
y(0+) = 1, \quad y(\infty) = 0.
\]
For $\alpha, x, t > 0$ we introduce the function

$$W_\alpha(x, t) := E_\alpha \left( \frac{x^{1/\alpha}}{2t^{1/2}} \right)$$

$$= \frac{\alpha^\alpha}{2^\alpha \Gamma(\alpha/2)} \int_0^t \frac{x}{(t-\tau)^{\alpha/2+1}} \exp \left( -\frac{\alpha^2 x^2/\alpha}{4(t-\tau)} \right) d\tau.$$ 

Since $E_\alpha \in C^\infty(\mathbb{R}_+)$ we have that $W_\alpha \in C^\infty(\mathbb{R}_+ \times \mathbb{R}_+)$. By using that $E_\alpha$ satisfies the ODE (11), and after some computations, we get that $W_\alpha$ satisfies the PDE in system (9). Moreover,

$$\lim_{x \to 0^+} W_\alpha(x, t) = 1, \quad \lim_{x \to \infty} W_\alpha(x, t) = 0 \forall t > 0, \quad \lim_{t \to 0^+} W_\alpha(x, t) = 0 \forall x > 0.$$ 

Notice that $W_\alpha$ is the convolution of the constant function 1 with the following positive kernel defined on $\mathbb{R}_+ \times \mathbb{R}_+$,

$$K_\alpha(x, t) := \frac{\alpha^\alpha}{2^\alpha \Gamma(\alpha/2) t^{\alpha/2+1}} \exp \left( -\frac{\alpha^2 x^2/\alpha}{4t} \right), \quad x, t > 0.$$ 

The properties of the function $W_\alpha$ suggest to consider the integral transform

$$(T_\alpha^t g)(x) = \int_0^t K_\alpha(x, t-\tau) g(\tau) d\tau, \quad x, t > 0,$$

where $g$ is a measurable function, in order to get solutions of the system (9).

For $\alpha > 0$ we introduce the operator

$$D_\alpha^a w := x^{2(\alpha-1)/\alpha} \partial_{xx} w, \quad x > 0,$$

where $w$ is a function with sufficient regularity.

The next result gives some properties of the kernel $K_\alpha$ and provides a solution to the system (9) when $g$ is a continuous function.

**Proposition 4.** Let $\alpha, T > 0$. The following properties hold,

1. $K_\alpha \in C^\infty(\mathbb{R}_+ \times \mathbb{R}_+)$ and satisfies

$$\partial_t K_\alpha = D_\alpha^a K_\alpha.$$ 

In particular,

$$\partial_j^j K_\alpha = (D_\alpha^a)^j K_\alpha, \quad j \geq 1.$$ 

2. If $g \in C([0, T])$ then $u(x, t) = T_\alpha^t g(x)$ is a solution of system (9).

3. If $g \in C^m([0, T])$, $m \geq 0$ and $u(x, t) = T_\alpha^t g(x)$, then

$$\lim_{x \to 0^+} (D_\alpha^a)^m u(x, t) = \partial_t^m g(t), \quad 0 < t < T.$$ 

**Proof.** (1) A simple computation shows that $\partial_t W_\alpha = K_\alpha$, thus $K_\alpha$ is infinitely differentiable. Since $W_\alpha$ satisfies the PDE in system (9) we have

$$\partial_t K_\alpha = \partial_t D_\alpha^a W_\alpha = D_\alpha^a \partial_t W_\alpha = D_\alpha^a K_\alpha.$$ 

We proceed by induction to show that (16) holds. By (15) the result is valid for $j = 1$. Assume that (16) holds for some $j \geq 1$. Since $K_\alpha$ is an infinitely
differentiable function we have
\[ \partial_t^{i+1} K_\alpha = \partial_t^i D_x^\alpha K_\alpha = \partial_t^i \left( x^{2(\alpha-1)/\alpha} \partial_{xx} K_\alpha \right) \]
\[ = D_x^\alpha \partial_t^i K_\alpha = D_x^\alpha (D_x^\alpha)^j K_\alpha = (D_x^\alpha)^{i+1} K_\alpha. \]

(2) From (10) we get
\[ \lim_{\tau \to t} K_\alpha(x, t - \tau)g(\tau) = 0, \quad \text{for all } 0 < t < T. \]

therefore
\[ \partial_t(T_t^\alpha g)(x) = \int_0^t (\partial_t K_\alpha)(x, t - \tau)g(\tau) d\tau = \int_0^t (D_x^\alpha K_\alpha)(x, t - \tau)g(\tau) d\tau \]
\[ = D_x^\alpha(T_t^\alpha g)(x), \quad \text{for all } x > 0, 0 < t < T. \]

We make the change of variable
\[ \rho = \rho(\tau) = \frac{\alpha x^{1/\alpha}}{2(t - \tau)^{1/2}}, \]
thus for \( x > 0, 0 < t < T \) we have
\[ u(x, t) = (T_t^\alpha g)(x) = \frac{2}{\Gamma(\alpha/2)} \int_0^\infty \rho^{\alpha-1} e^{-\rho^2} g \left( t - \frac{\alpha^2 x^{2/\alpha}}{4 \rho^2} \right) d\rho. \]

Since \( g \) is a continuous function on \([0, T]\), the dominated convergence theorem implies that \( u = T_t^\alpha g \) satisfies the boundary conditions in (2).

(3) From (15) we notice that
\[ -\partial_\tau (K_\alpha(x, t - \tau)) = x^{2(\alpha-1)/\alpha} \partial_{xx} (K_\alpha(x, t - \tau)), \]
therefore
\[ D_x^\alpha(T_t^\alpha g)(x) = -\int_0^t g(\tau) \partial_\tau (K_\alpha(x, t - \tau)) d\tau \]
\[ = \int_0^t \partial_\tau g(\tau) K_\alpha(x, t - \tau) d\tau - g(\tau) K_\alpha(x, t - \tau) \bigg|_{\tau=0}^{\tau=t} \]
\[ = (T_t^\alpha \partial_t g)(x) + g(0) K_\alpha(x, t). \]

By iterating the relation \( D_x^\alpha(T_t^\alpha g) = (T_t^\alpha \partial_t g) + g(0) K_\alpha \) and using (16) we get
\[ (D_x^\alpha)^m(T_t^\alpha g) = T_t^\alpha \partial_t^m g + \sum_{j=0}^{m-1} (\partial_t^{m-1-j} g)(0)(D_x^\alpha)^j K_\alpha \]
\[ = T_t^\alpha \partial_t^m g + \sum_{j=0}^{m-1} (\partial_t^{m-1-j} g)(0) \partial_t^j K_\alpha \]

Using the result in the last item we get
\[ \lim_{x \to 0+} (D_x^\alpha)^m u(x, t) = \lim_{x \to 0+} (T_t^\alpha \partial_t^m g)(x) + \sum_{j=0}^{m-1} (\partial_t^{m-1-j} g)(0) \lim_{x \to 0+} \partial_t^j K_\alpha(x, t) \]
\[ = \partial_t^m g(t) + \frac{(\alpha/2)^\alpha}{\Gamma(\alpha/2)} \sum_{j=0}^{m-1} (\partial_t^{m-1-j} g)(0) \lim_{x \to 0+} x \partial_t^j \left( \frac{e^{-\alpha^2 x^{2/\alpha}}}{t^{\alpha/2+1}} \right) \]
\[ = \partial_t^m g(t). \]
Remark 5. By (18) it follows that the statement in Proposition 4-(2) holds for \( T = \infty \) provided that \( g \) is a bounded continuous function on \([0, \infty)\).

Proof of Theorem 3. Notice that 
\[
\int_0^\infty \frac{x^2}{\alpha s^{1/2} x^{1/\alpha}} \partial_x^2 u, \quad x, t > 0,
\]
(19)
\[
\partial_t u = x^2(\alpha-1)/\alpha \partial_x u, \quad x, t > 0,
\]
\[
u(0,t) = g(t), \quad t > 0,
\]
\[
u(x,0) = 0, \quad x > 0,
\]
\[
\lim_{x \to \infty} u(x,t) = 0, \quad t > 0.
\]
then \( u(x,t) = \mathcal{T}_t^\alpha g(x), \quad x, t > 0 \).

Proof. We denote by \( U(x,s) \) the Laplace transform (denoted by \( L \)) of \( u \) with respect to the variable \( t \), i.e. \( U(x, \cdot) = L(u(x, \cdot)) \). From (19) we get that \( U \) satisfies
\[
sU - x^2(\alpha-1)/\alpha \partial_x U = 0 \quad x > 0, \quad s > 0,
\]
(20)
\[
U(0, s) = L(g), \quad x > 0,
\]
\[
\lim_{x \to \infty} U(x, s) = 0, \quad s > 0.
\]
We fix \( s > 0 \) and solve the last ODE with respect to the variable \( x \).

It is well known that the modified Bessel functions of the first kind \( I_\nu \) and the second kind \( K_\nu \) are the two linearly independent solutions to the modified Bessel’s equation (see [1, page 374]):
\[
x^2 y'' + xy' - (x^2 + \nu^2) y = 0.
\]
Moreover (see [1 page 374])
\[
\lim_{x \to \infty} K_\nu(x) = 0, \quad \lim_{x \to \infty} I_\nu(x) = \infty.
\]
The Bessel’s equation yields
\[
sK''_{\alpha/2}(\alpha s^{1/2} x^{1/\alpha}) + s^{1/2} \frac{\Gamma(\alpha/2)}{\alpha x^{1/\alpha}} \partial_x^2 \mathcal{K}_{\alpha/2}(\alpha s^{1/2} x^{1/\alpha}) - \left(s + \frac{1}{4x^{2/\alpha}}\right) \mathcal{K}_{\alpha/2}(\alpha s^{1/2} x^{1/\alpha}) = 0,
\]
which implies the function
\[
V(x, s) = \frac{2\alpha^{\alpha/2}}{2^{\alpha/2} \Gamma(\alpha/2)} s^{\alpha/4} x^{1/2} \mathcal{K}_{\alpha/2}(\alpha s^{1/2} x^{1/\alpha})
\]
satisfies the ODE and the last condition in (20).

Hence there exists a constant \( c \) such that \( U = cV \). At the end of this proof we will show that
\[
\lim_{x \to 0^+} V(x, s) = 1,
\]
(21)
\[
\text{together with the Dirichlet condition in (20), we get that}
\]
\[
U = L(g)V.
\]
Since (see [4] page 917, 8.432-6)]  
\[ \mathcal{L} \left( \frac{e^{-bt}}{t^{\nu+1}} \right) = 2 \left( \frac{s}{b} \right)^{\nu/2} K_\nu(2\sqrt{sb}), \quad b, s > 0, \]
we have that \( \mathcal{L}(K_\alpha(x, \cdot)) = V(x, \cdot) \), then
\[ \mathcal{L}(u(x, \cdot)) = \mathcal{L}(g)\mathcal{L}(K_\alpha(x, \cdot)) = \mathcal{L}(K_\alpha(x, \cdot) * g) \]
thus
\[ u(x, t) = (K_\alpha(x, x) * g)(t) = \int_0^t K_\alpha(x, t - \tau)g(\tau)d\tau = T_\alpha g(x). \]
Finally, we use the representation (see [4] page 917, 8.432-5)
\[ K_\nu(x) = \frac{2^\nu \Gamma(\nu + 1/2)}{\sqrt{\pi} x^{\nu}} \int_0^\infty \frac{\cos(\nu t)}{(1 + t^2)^{\nu + 1/2}} dt, \quad \nu \geq -1/2, x > 0, \]
and the dominated convergence theorem to obtain [21]:
\[ \lim_{x \to 0^+} V(x, s) = \frac{2^\nu (\alpha + 1/2)}{\Gamma(\alpha/2)} \int_0^\infty \lim_{x \to 0^+} \frac{\cos(\nu \sqrt{2} x^{1/\alpha})}{(1 + t^2)^{\nu + 1/2}} dt = 1. \]

**Proof of Theorem [1]** Notice that \( t^\alpha \mathcal{L}_t^\alpha g = T_t^\alpha (t^\alpha g) \) and the result follows by the last proposition. \( \square \)

4. PROOF OF THE MAIN RESULT

Clearly, \( K_\alpha(\cdot, t) \) is an analytic function on \( \Delta_\alpha \) for all \( t > 0 \). Now we pick any \( z \in \Delta_\alpha \). By [10] there exists a constant \( C = C(\alpha) > 0 \) such that
\[
|K_\alpha(z, t)| \leq \frac{\alpha^\alpha}{2^{\alpha/2}} \frac{|z|}{\Gamma(\alpha+1/2)} \exp \left( -\frac{\alpha^2 \Re(z^{2/\alpha})}{4t} \right)
\]
for all \( t > 0 \).
Therefore \( K_\alpha(z, \cdot) \) is a bounded continuous function on \( \Delta_\alpha \). So the function \( \mathcal{L}_t^\alpha g \)
is well defined on \( \Delta_\alpha \) for each \( g \in L^1_t((0,t], \tau^\alpha d\tau), t > 0. \)

The next result shows that the image of \( L^1_t((0, t], \tau^\alpha d\tau) \) under the mapping \( \mathcal{L}_t^\alpha \)is a subspace of analytic functions on \( \Delta_\alpha \).

**Proposition 7.** Let \( t > 0, 0 < \alpha \leq 2 \). If \( g \in L^1((0,t], \tau^\alpha d\tau) \), then \( \mathcal{L}_t^\alpha g \in hol(\Delta_\alpha) \).

**Proof.** From the estimation (22) and the dominated convergence theorem we have that \( \mathcal{L}_t^\alpha g \) is a continuous function on \( \Delta_\alpha \). Let \( \gamma \) a closed, piecewise differentiable curve in \( \Delta_\alpha \), so Fubini’s theorem implies that
\[
\oint_{\gamma} \mathcal{L}_t^\alpha g(z)dz = \frac{1}{t^{\alpha/2}} \int_0^t \oint_{\gamma} K_\alpha(z, t - \tau) d\tau g(\tau)\tau^\alpha d\tau = 0.
\]
From Morera’s theorem we see that \( \mathcal{L}_t^\alpha g \) is an analytic function on \( \Delta_\alpha \). \( \square \)

**Proof of Theorem [2]** Let \( \mathcal{H} = L^2_t((0, t], \tau^\alpha / t^\alpha d\tau) \) with the inner product
\[
\langle f, g \rangle_\mathcal{H} := \frac{1}{t^\alpha} \int_0^t f(\tau)g(\tau)\tau^\alpha d\tau.
\]
Since $K_{\alpha}(z, \cdot)$ is a bounded continuous function on $(0, \infty)$ for each $z \in \Delta_{\alpha}$, the function $h : \Delta_{\alpha} \rightarrow \mathcal{H}$ given by

$$h(z) := K_{\alpha}(z, t - \cdot), \quad z \in \Delta_{\alpha}$$

is well defined. Notice that

$$\mathcal{L}_{\alpha}^\ast g(z) = \langle g, h(z) \rangle_{\mathcal{H}}, \quad z \in \Delta_{\alpha}, g \in \mathcal{H}.$$ 

Theorem A-(1) implies that $\mathcal{R}(\mathcal{L}_{\alpha}^\ast)$ is a RKHS on $\Delta_{\alpha}$ with reproducing kernel

$$K_{\alpha}(z, w; t) = \langle h(w), h(z) \rangle_{\mathcal{H}} = \int_0^t K_{\alpha}(z, t - \tau)K_{\alpha}(w, t - \tau)\frac{\tau^\alpha}{t^\alpha}d\tau$$

isometric isomorphism. Notice that

$$K_{\alpha}(z, w) \in \mathcal{H}$$

for all $z > 0$. Since

$$\int_0^t (t - \tau)^{-(\alpha/2 + 1)}e^{-(t - \tau)^{-1}z}g(\tau)\frac{\tau^\alpha}{t^\alpha}d\tau = 0 \quad \text{for all } z \in \mathbb{C}_+.$$ 

Then we make the change of variable $\rho = \rho(\tau) := (t - \tau)^{-1} - t^{-1}$ to get

$$\int_0^\infty (\rho + 1)^{2\alpha + 1}e^{-\pi \rho}e^{-i\pi \rho}g(\tau(\rho))\frac{\tau^\alpha}{\rho^\alpha}d\rho = 0$$

for all $x > 0, y \in \mathbb{R}$. Since $\tau = \tau(\rho)$ is a bounded function and

$$\int_0^\infty |g(\tau(\rho))|^2 (\rho + t^{-1})^{-2}d\rho < \infty,$$

the factor in (23) multiplied by $e^{-i\pi \rho}$ is in $L^2(\mathbb{R}^+)$. The injectivity of the Fourier transform in $L^2(\mathbb{R})$ implies that $g = 0$ a.e. on $(0, t)$.

Then Theorem A-(2) implies that $\mathcal{L}_{\alpha}^\ast : L_2^t((0, t), \tau^\alpha/t^\alpha d\tau) \rightarrow (\mathcal{G}_\alpha^t, \| \cdot \|_{\mathcal{G}_\alpha^t})$ is an isometric isomorphism.

From (3) and (4) we have that $\mathcal{G}_\alpha^t$ inherits the inner product in $L^2(\Delta_{\alpha}, d\mu_{\alpha})$. In particular $e : \mathcal{G}_\alpha^t \rightarrow L^2(\Delta_{\alpha}, d\mu_{\alpha})$ is a continuous embedding.
We just apply Theorem B with \((f, dm) = ((0, t), \tau^\alpha / t^\alpha d\tau)\) and
\[
L = \mathcal{L}_t^\alpha, \quad h(\tau, z) = K_\alpha(z, t - \tau), \; 0 < \tau < t, \; z \in \Delta_\alpha.
\]
From (4) and (22) we have that
\[
\int\int_{(0, t) \times E} |h(\tau, z)|^2 \tau^\alpha d\tau d\mu_\alpha(z) < \infty
\]
for any compact set \(E \subset \Delta_\alpha\), therefore
\[
(e \circ \mathcal{L}_t^\alpha)^* (f)(\tau) = \lim_{N \to \infty} \int_{E_N} f(z) K_\alpha(z, t - \tau) d\mu_\alpha(z)
\]
for all \(f \in L^2(\Delta_\alpha, d\mu_\alpha)\) in the topology of \(L^2(0, t, \tau^\alpha / t^\alpha d\tau)\), where \(\{E_N\}_{N=1}^\infty\) is a compact exhaustion of \(\Delta_\alpha\).

Since \(\mathcal{L}_t^\alpha\) is an isometric isomorphism we have \((\mathcal{L}_t^\alpha)^* = (\mathcal{L}_t^\alpha)^{-1}\), so \((e \circ \mathcal{L}_t^\alpha)^* (f) = (\mathcal{L}_t^\alpha)^{-1} (f)\) for all \(f \in \mathcal{G}_2^\alpha\), and the result follows. \(\square\)

When \(\alpha = 2\) we have an interesting case,

**Corollary 8.** Let \(t > 0\) fixed. The linear mapping \(\mathcal{L}_t : L^2((0, t), \tau^2 / t^2 d\tau) \to ze^{-z/t} A_1^2(\mathbb{C}_+)\) given by
\[
\mathcal{L}_t g(z) := \frac{1}{t^2} \int_0^t \frac{z}{(t - \tau)^2} \exp\left( -\frac{z}{t - \tau}\right) g(\tau) \tau^2 d\tau
\]
is an isometric isomorphism, where \(ze^{-z/t} A_1^2(\mathbb{C}_+)\) is endowed with the norm \(||\cdot||_{\mathcal{G}_2^2}\).
Moreover we have the inverse formula
\[
(\mathcal{L}_t)^{-1} F(\tau) = \frac{1}{(t - \tau)^2} \lim_{N \to \infty} \int_{E_N} \tau F(z) \exp\left(-\frac{z}{t - \tau}\right) d\mu^t(z),
\]
for all \(F \in ze^{-z/t} A_1^2(\mathbb{C}_+)\) in the topology of \(L^2((0, t), \tau^2 d\tau / t^2)\), where \(\{E_N\}_{N=1}^\infty\) is a compact exhaustion of \(\mathbb{C}_+\), and
\[
d\mu^t(z) := 2\pi^{-1} |z|^{-2} e^{2\Re(z)} \Re(z) dA(z), \quad z \in \mathbb{C}_+.
\]

As a consequence of Theorem 2 we get an asymptotic behavior of the functions in the image of \(\mathcal{L}_t^\alpha\).

**Corollary 9.** Let \(g \in L^2((0, t); \tau^\alpha d\tau)\) and \(v(\cdot, t) = \mathcal{L}_t^\alpha g\). For any \(\xi > 0\) and \(j \geq 0\), we have
\[
\lim_{t \to 0^+} t^\alpha \left| \frac{\partial^j}{\partial \xi^j} \left( v(\xi, t) \xi^{-(\alpha + 1)(\alpha + 2)/2\alpha} e^{\frac{\pi^2}{\alpha} \xi^{2/\alpha}} \right) \right|^2 = 0
\]

**Proof.** By Theorem 2 and the reproducing property of the weighted Bergman kernel \(K_{\Delta_\alpha, \alpha - 1}\) of \(A_{\alpha - 1}^2(\Delta_\alpha)\) we have
\[
v(\xi, t) e^{\frac{\pi^2}{\alpha} \xi^{2/\alpha}} = \int_{\Delta_\alpha} v(z, t) e^{\frac{\pi^2}{\alpha} z^{2/\alpha}} K_{\Delta_\alpha, \alpha - 1}(\xi, z) K_{\Delta_\alpha}(z, z) \frac{1}{t^\alpha} dA(z).
\]
Proposition 10. Let $j \geq 0$ and $0 < \alpha \leq 2$. For any $f \in A_{\alpha-1}^{2}(\Delta_{\alpha})$ we have

\begin{equation}
\lim_{x \to \infty} x^{j+(\alpha+1)/2}\partial_x^j f(x) = 0, \quad \text{and} \quad \lim_{x \to 0^+} x^{j+(\alpha+1)/2}\partial_x^j f(x) = 0.
\end{equation}

Proof. Let $x > 0$ fixed. Applying the Cauchy integral formula to $f$ we get

\[ \partial_x^j f(x) = \frac{j!}{2\pi i} \oint_{|z-x| = r} \frac{f(z)}{(z-x)^{j+1}} dz \]

where $0 < r < x \sin(\pi\alpha/8)$. Thus,

\[ x^{j+1}|\partial_x^j f(x)| \leq \frac{j!(j + 2)}{2\sqrt{\pi} \sin(\pi\alpha/8))} \left\{ \iint_{\tilde{D}_x} |f(z)|^2 dA(z) \right\}^{1/2} \]

where $\tilde{D}_x = \{ z \in \mathbb{C} : |z - x| < x \sin(\pi\alpha/8) \}$.

If $z \in \tilde{D}_x$, then $z \in \Delta_{\alpha/2}$ and

\[ (1 - \frac{1}{\sqrt{2}}) x \leq (1 - \sin(\pi\alpha/8)) x < |z| < (1 + \sin(\pi\alpha/8)) x \leq \left( 1 + \frac{1}{\sqrt{2}} \right) x, \]

therefore

\[ \frac{1}{\sqrt{2}} \left( 1 - \frac{1}{\sqrt{2}} \right)^{2/\alpha} x^{2/\alpha} < \Re(z^{2/\alpha}) = |z|^{2/\alpha} \cos(2\arg(z)/\alpha) \leq \left( 1 + \frac{1}{\sqrt{2}} \right)^{2/\alpha} x^{2/\alpha} \]

for all $z \in \tilde{D}_x$.

The last inequalities imply that

\[ \frac{(1 - 1/\sqrt{2})^{2(2-\alpha)/\alpha}}{(1 + 1/\sqrt{2})^{4/\alpha}} x^{-2} < \alpha^2 \pi K_{\Delta_{\alpha}}(z, z) < 2 \frac{(1 + 1/\sqrt{2})^{2(2-\alpha)/\alpha}}{(1 - 1/\sqrt{2})^{4/\alpha}} x^{-2} \]

for all $z \in \tilde{D}_x$, it follows that

\[ K_{\Delta_{\alpha}}(z, z)^{(1-\alpha)/2} \approx x^{\alpha-1} \quad \text{on} \quad \tilde{D}_x. \]

Hence there exists a constant $C > 0$ such that

\[ x^{j+(\alpha+1)/2}|\partial_x^j f(x)| \leq C \left\{ \iint_{\tilde{D}_x} |f(z)|^2 K_{\Delta_{\alpha}}(z, z)^{(1-\alpha)/2} dA(z) \right\}^{1/2} \]

for all $x > 0$, and the result follows by the dominated convergence theorem. \qed
Conclusion Recently, Cannarsa et al. proved a suitable global Carleman estimate to get the null controllability for a degenerate parabolic equation on a finite interval, see [3]. As in the heat equation case, now the problem is to characterize the null reachable space of the degenerate parabolic equation studied by them, and this work is a first step to achieve that goal.
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