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Abstract—This paper studies energy-efficient coordinated beamforming in multi-cell multi-user multigroup multicast multiple-input single-output systems. We aim at maximizing the network energy efficiency by taking into account the fact that some of the radio frequency chains can be switched off in order to save power. We consider the antenna specific maximum power constraints to avoid non-linear distortion in power amplifiers and user-specific quality of service (QoS) constraints to guarantee a certain QoS levels. We first introduce binary antenna selection variables and use the perspective formulation to model the relation between them and the beamformers. Subsequently, we propose a new formulation which reduces the feasible set of the continuous relaxation, resulting in better performance compared to the original perspective formulation based problem. However, the resulting optimization problem is a mixed-Boolean non-convex fractional program, which is difficult to solve. We follow the standard continuous relaxation of the binary antenna selection variables, and then reformulate the problem such that it is amendable to successive convex approximation. Thereby, solving the continuous relaxation mostly results in near-binary solution. To recover the binary variables from the continuous relaxation, we switch off all the antennas for which the continuous values are smaller than a small threshold. Numerical results illustrate the superior convergence result and significant achievable gains in terms of energy efficiency with the proposed algorithm.
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I. INTRODUCTION

The energy efficiency (EE) of the multi-antenna technologies is a performance indicator growing its importance for wireless communications and future 5G network design [1]–[6]. The total power consumption consists of various elements, such as base stations (BSs) direct current (DC) power, baseband processing, radio frequency (RF) processing, coding, decoding, and backhaul operations. In fact, the data transmit power takes only a small share of the total power consumption when moving towards 5G networks [7]. Each active antenna element requires an RF chain to preprocess the signal which has a significant impact on the power consumption. An efficient method to improve the energy efficiency is to use only some of the antennas for transmission by switching off a portion of the RF chains, giving rise to the problem of joint beamforming and antenna selection [5], [8].

Coordinated beamforming [9] has been one of the most efficient methods to deal with the inter-cell interference in the research on the multi-cell networks. The technique, adopted in the current LTE-A standards, uses the coordination of channel state information or inter-cell interference conditions to improve the system performance. Energy-efficient coordinated beamforming has been extensively studied recently, e.g., in [6], [10]–[12].

The research presented before focuses mostly on unicast beamforming where each user is assigned with an independent data stream. However, the increasing demand for high data rate applications such as video broadcasting services creates new challenges. This gives rise to the concept of multicast beamforming, where multiple users desire to receive the same information. Multicasting is a particularly powerful technique in the context of cache-enabled cloud radio access networks proposed for 5G systems, where it can be used to transmit the same popular contents to multiple users to improve both spectral and energy efficiency [13]. The physical layer multicasting has been also included in the LTE standards and it has applications in satellite communications [14], [15] as well. Multicast beamforming problems have been studied in single-cell systems for different optimization targets, e.g., transmit power minimization [16], [17], max-min fairness [17], [18], and sum rate maximization [19]. Joint beamforming and antenna selection for transmit power minimization was studied in [20]. Coordinated multicast beamforming for transmit power minimization and max-min fairness has been studied in [21]. He et al. [22] proposed a centralized algorithm for the energy efficiency maximization problem in multi-cell system with single-group per cell. However, [22] only considered the beamforming problem without taking into account the fact that significant energy efficiency savings can be achieved by switching off some of the RF chains, i.e., antenna selection.

In this paper, we study energy-efficient coordinated beamforming in multi-cell multigroup multi-user multicast multiple-input single-output (MISO) systems with joint beamforming and antenna selection. We first introduce a novel way to reduce the feasible set of the continuous relaxation, resulting in better performance compared to the original formulation. Then, by proper equivalent transformations, the continuous relaxation of binary variables, and the Charnes-Cooper transformation, we propose a successive convex approximation (SCA) based
algorithm to solve the problem. Thanks to the proposed formulation, the continuous relaxation yields some continuous values being close to binary ones. To this end, we switch off antennas which have continuous values close to zero.

Contrary to [22], where an energy-efficient coordinated beamforming method for fixed antenna sets was derived with single group per cell, we focus on energy-efficient joint beamforming and antenna selection problem with multiple groups per cell which has not been considered in the previous multicasting research. In addition, we set antenna specific maximum power constraints whereas [22] only considered the BS-specific sum power constraints which can result in large dynamic range of the PA output powers, causing large phase deviations due to phase non-linearities [23].

The rest of the paper is organized as follows. Section II presents the system model, power consumption model and the considered optimization problem. The proposed algorithms are provided in Section III while numerical evaluation and conclusions are presented in Section IV and V respectively.

The following notations are used in this paper. $|x|$ denotes the cardinality of $x$ if $x$ is a set, and absolute value of $x$, otherwise. $||x||_2$ is the Euclidean norm of $x$ and boldcase letters are vectors. $x^T$, $x^H$, $\text{Re}(x)$ and $\text{Im}(x)$ mean transpose, real part and imaginary part of $x$, respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a multi-cell multigroup multicasting system with $B$ BSs, where each BS $b \in B = \{1, \ldots, B\}$, transmits independent information to $G_b$ groups of users in its cell. The set of groups served by BS $b$ is denoted by $G_b = \{j, j+1, \ldots, j+G_b-1\}$. The total number of users and groups in the network is denoted by $K = |K|$ ($|K| = \{1, \ldots, K\}$) and $G = |G|$ ($G = \{1, \ldots, G\}$), respectively. BS $b$ is equipped with $N_b$ transmit antennas, whereas each user has only one receive antenna. The serving BS of user group $g$ is denoted as $b_g$. The set of users in group $g$ is denoted by $K_g \subset K$. Since each user belongs to only one group, the sets of users belonging to different groups are disjoint, i.e., $K_i \cap K_j = \emptyset$, $\forall i, j \in G, i \neq j$. The received signal at user $k$ in group $g$ is given by

$$y_k = h_{b_g,k}w_g s_g + \sum_{i \in G \setminus \{g\}} h_{b_i,k}w_i s_i + \sum_{j \in B \setminus \{b_g\} \cup G} h_{j,k}w_j s_j + n_k \tag{1}$$

where $h_{b,k} \in \mathbb{C}^{1 \times N_b}$ is the channel (row) vector from BS $b$ to user $k$, $w_g \in \mathbb{C}^{N_b \times 1}$ is the transmit beamforming vector of group $g$, $s_g \in \mathbb{C}$ is the corresponding normalized data symbol and $n_k \sim \mathcal{CN}(0, \sigma_k^2)$ is the complex white Gaussian noise sample with zero mean and variance $\sigma_k^2$.

The SINR of user $k$ can be written as

$$\Gamma_k(w) = \frac{|h_{b_g,k}w_g|^2}{\sigma_k^2 + \sum_{u \in G \setminus \{g\}} |h_{b_u,k}w_u|^2} \tag{2}$$

and the data rate towards user $k$ is given as

$$R_k(w) = \log(1 + \Gamma_k(w)). \tag{3}$$

B. Power Consumption Model

The total power consumption at the transmitter side is [5]

$$P_{\text{tot}} = \frac{1}{N} \sum_{g \in G} ||w_g||^2_2 + P_{\text{RF}} \sum_{b \in B} \sum_{i \in N_b} a_{b,i} + P_{\text{sta}} \tag{4}$$

where $a_{b,i} \in \{0, 1\}$ is the antenna selection variable for the $i$th transmit antenna of BS $b$, i.e., $a_{b,i} = 1$ if the $i$th antenna is selected and $a_{b,i} = 0$ otherwise, and $\eta \in [0, 1]$ is the power amplifier efficiency. Note that the first term in (4) is the power consumption of the PA’s to get the desired output powers, $P_{\text{RF}}$ is the power consumption of all circuit blocks in each active RF chain, $P_{\text{sta}}$ is the static power spent by cooling systems, power supplies, etc.

C. Problem Formulation

The optimization target is to maximize network energy efficiency

$$\max_{w,a} \sum_{g \in G} \min_{k \in K_g} \log(1 + \Gamma_k(w)) \tag{5a}$$

s.t. $||w_{b,i}||^2_2 \leq a_{b,i} P_{\text{Max}}, \forall b \in B, i \in N_b$ \hspace{1cm} (5b)

$\Gamma_k(w) \geq \bar{\Gamma}_k, \forall k \in K$ \hspace{1cm} (5c)

$a_{b,i} \in \{0, 1\}, \forall b \in B, i \in N_b$ \hspace{1cm} (5d)

where $\bar{\Gamma}_k$ is the SINR threshold for user $k$, $w_g \triangleq \{w_g \}_{g \in G}$, $a \triangleq \{a_{b,i}\}_{b \in B, i \in N_b}$, $w_{b,i} \triangleq [w_j[i], w_{j+1}[i], \ldots, w_{j+G_b-1}[i]]$ includes the beamforming coefficients related to antenna $i$ of BS $b$ and index $j$ refers to a group index served by BS $b$. In the numerator of the objective (5a), the rate for user group $g$ is defined as a minimum of the user rates in the group, because common information is transmitted to the group. The constraint in (5b) guarantees that if $a_{b,i} = 0$, then the beamformers associated with antenna $i$ are set to zero. It also sets the maximum antenna specific power constraint. The above problem is a non-convex mixed-Boolean fractional program which is hard to tackle as such. One of the main challenges is that the problem is non-convex even when the binary variables are relaxed to continuous. More specifically, in that case, and the numerator of the objective function are non-convex.

III. PROPOSED SOLUTION

A. Equivalent Transformation

To find a more tractable reformulation, we first equivalently transform (5) as

$$\max_{w,\gamma,v,a,r} \sum_{g \in G} \gamma_g \sum_{b \in B} \sum_{i \in N_b} \gamma_g v_{b,i} + P_{\text{RF}} \sum_{b \in B} \sum_{i \in N_b} a_{b,i} + P_{\text{sta}} \tag{6a}$$

where...
\[ \begin{aligned}
\text{s.t.} & \quad ||\Hat{w}_{b,i}||_2^2 \leq a_{b,i}^2, \forall b \in B, i \in N_b \quad (6b) \\
& \quad v_{b,i} \leq P_{\text{max}}, \forall b \in B, i \in N_b \\
& \quad a_{b,i} \in \{0, 1\}, \forall b \in B, i \in N_b \\
& \quad \gamma_k \leq \frac{||\Hat{h}_{b,i}w_g||^2}{\sigma_k^2 + \sum_{u \in \Gamma(g)} ||\Hat{h}_{b,i}w_u||^2}, \forall k \in \mathcal{K} \quad (6e) \\
& \quad \gamma_k \geq \bar{\Gamma}_k, \forall k \in \mathcal{K} \quad (6f) \\
& \quad r_g \leq \log(1 + \gamma_k), \forall g \in \mathcal{G}, k \in \mathcal{K} \quad (6g)
\end{aligned} \]

where \( \gamma \triangleq \{\gamma_k\}_{k \in \mathcal{K}}, v \triangleq \{v_{b,i}\}_{b \in B, i \in N_b}, r \triangleq \{r_g\}_{g \in \mathcal{G}} \) are new variables representing the SINR of each user \( k \), the power transmitted from antenna \( i \) of BS \( b \) \[5\], and the rate of the weakest link in user group \( g \), respectively. It is not difficult to see that \( (5) \) and \( (6) \) are equivalent, because the constraints in \( (6c) \) and \( (6b) \) are active and \( r_g = \min \log(1 + \gamma_k), \forall g \in \mathcal{G} \) in \( (6g) \) is satisfied at the optimum. We have equivalently replaced \( r_g \leq \min \log(1 + \Gamma_k(w)) \) with \( r_g \leq \log(1 + \Gamma_k(w)), \forall k \in \mathcal{K} \) in \( (6g) \), because if the minimum user rate satisfies the constraint, then all the user rates in that group have to satisfy it. In constraint \( (6b) \), we have introduced a new formulation \( ||\Hat{w}_{b,i}||_2^2 \leq a_{b,i}^2 v_{b,i} \) which is equivalent for any value of \( \alpha \) because each \( a_{b,i} \) is binary. The exponent \( \alpha \geq 1 \) in \( (6b) \) can be interpreted as a penalty parameter which penalizes the values of \( a_{b,i} \) so that they are encouraged towards binary solution in case of continuous relaxation. The new formulation \( (6b) \) reduces the feasible set of the problem when continuous relaxation is performed, so that the larger \( \alpha \), the smaller feasible set. In other words, we have the following inequalities

\[ \text{EE}_{\text{bin}} \leq \text{EE}_{\text{cont}, \alpha} > 1 \leq \text{EE}_{\text{cont}, \alpha} = 1 \leq \text{EE}_{\text{cont,orig}} \]

where \( \text{EE}_{\text{bin}}, \text{EE}_{\text{cont}, \alpha} > 1, \text{EE}_{\text{cont}, \alpha} = 1 \) and \( \text{EE}_{\text{cont,orig}} \) are the optimal objective of Boolean formulation \( [5] \), continuous relaxation of \( (7) \) with \( \alpha > 1 \), continuous relaxation of \( (3) \) with \( \alpha = 1 \) and continuous relaxation of \( (5) \). In fact, the proposed formulation is a generalization of the approach used in \( [5] \) for single-cell multiuser MISO uplink, where \( \alpha = 1 \) and \( \alpha = 2 \) were used. However, the numerical results show that the value of \( \alpha \) has a significant effect on the algorithm performance, and, thus, the energy efficiency.

### B. Solving the Equivalent Transformation

By taking a look at \( (6) \), we observe that if the binary variables are relaxed as \( 0 \leq a_{b,i} \leq 1 \), the objective function is a concave-convex fractional function and the difficulty in solving \( (10) \) is due to the constraints \( (6c) \) and \( (6b) \). By using the continuous relaxation and introducing new variables \( \beta \triangleq \{\beta_k\}_{k \in \mathcal{K}} \) to represent the total interference-plus-noise of user \( k \), the problem becomes

\[ \begin{aligned}
\text{max} & \quad \sum_{g \in \mathcal{G}} \bar{r}_g \\
\text{s.t.} & \quad ||\Hat{w}_{b,i}||_2^2 \leq a_{b,i}^2 v_{b,i}, \forall b \in B, i \in N_b \quad (8b) \\
& \quad 0 \leq a_{b,i} \leq 1, \forall b \in B, i \in N_b \\
& \quad \beta_k \geq \sigma_k^2 + \sum_{u \in \Gamma(g)} ||\Hat{h}_{b,i}w_u||^2, \forall k \in \mathcal{K} \\
& \quad \beta_k \geq ||\Hat{w}_{b,i}||_2^2 / \beta_k, \forall k \in \mathcal{K} \\
& \quad \bar{r}_g \leq \phi \log(1 + \bar{\gamma}_k), \forall g \in \mathcal{G}, k \in \mathcal{K}_g.
\end{aligned} \]
After solving (13), the optimal solutions for the original fractional program (13) can be found as \( w^*_k = \tilde{w}_k^*/\phi^*, \beta_k^* = \tilde{\beta}_k^*/\phi^*, \gamma_k^* = \tilde{\gamma}_k^*/\phi^*, \bar{a}_{b,i}^* = a_{b,i}^*/\phi^*, \bar{v}_{b,i}^* = v_{b,i}^*/\phi^*, \bar{r}_a^* = \bar{r}_a^*/\phi^* \), where \( w^*_k, \phi^*, \beta_k^*, \gamma_k^*, a_{b,i}^*, v_{b,i}^*, r_a^* \) are the optimal variables of (13). As a result, we use the idea of successive convex approximation [25], where the convex problem (13) is solved at iteration \( n \). After solving the problem at iteration \( n \), the optimal solutions \( w^*_k, \beta_k^*, a_{b,i}^* \) are then used to update \( \Psi^{(n+1)}(w_g, \beta_k) \) and \( \chi_{b,i}^{(n+1)}(a_{b,i}) \) for the next iteration. The monotonic convergence of the objective function (15a) is not difficult to see, and a more detailed convergence analysis for the problem with similar structure can be found, e.g., in [26] Appendix A].

Remark 1. If at least one of the SINR targets \( \Gamma_k \) in some user group of BS \( b \) is non-zero, we can further reduce the feasible set of (12) by adding the constraints

\[
\sum_{i \in N_b} a_{b,i} \geq \phi X_b, \forall b \in B
\]  

(14)

where \( X_b \) is the number of groups served by BS \( b \) which have at least one user having non-zero SINR target. This can be done because it is known that at least \( X_b \) antennas have to be active to be able to transmit \( X_b \) independent data streams.

Recovering the Binary Solution from Continuous Relaxation: Generally, solving the continuous relaxation usually results in a solution where many of the antenna selection variables are non-binary. However, due to the new formulation in (6b), many of the continuous antenna selection variables converge to binary. Thus, we propose to switch off all the antennas for which \( a_{b,i} < \epsilon \), where \( \epsilon \) is a small threshold. After performing the antenna selection algorithm, the separation algorithm needs to be run again with the selected antenna set to find the beamformers with lower dimensions. However, in the numerical results, we also illustrate that the beamformers returned by the relaxed problem already yield a good energy efficiency with the correct choice of \( \alpha \). This method is called ‘Alg. 1 ’simple’ in the numerical results. The proposed joint beamforming and antenna selection method is summarized in Algorithm 1.

Initial Points: One of the challenges is to find feasible initial points especially due to the QoS constraints. The initial \( a^{(0)} \) can be set to all-ones. To find \( w^{(0)}, \beta^{(0)} \), we can apply a similar approach as that in [27]. We first initialize any \( w^{(0)}, \beta^{(0)} \) and then consider a penalized formulation of (13), which can be written in a general form as

\[
\begin{align*}
\max_{x} & \quad f_0(x) - \lambda ||q|| \\
\text{s.t.} & \quad f_i(x) \leq q_i, i = 1, \ldots, Q_1 \\
& \quad F_j(x, x^{(n)}) \leq q_j, j = 1, \ldots, Q_2
\end{align*}
\]  

(15a)

(15b)

(15c)

where \( f_0(x) \) is a concave objective function, \( f_i(x) \) and \( F_j(x, x^{(n)}) \) are convex constraints, \( x \) includes all the variables in (13), \( \lambda \) is a positive penalty parameter and \( q \in \mathbb{R}^{Q_1+Q_2} \) are new slack variables, one for each constraint in (13). The above problem is iteratively solved by updating the constraints \( F_j(x, x^{(n)}) \) (i.e., \( \Psi^{(n)}(\sum_{b} a_{b,i}/\phi^*, \alpha) \) in (13)) after each iteration, until \( q_i = 0, \forall i \).

because the elements of \( q \) are encouraged to zero due to the penalty function in the objective.

Algorithm 1 Proposed joint beamforming and antenna selection design.

Initialization: Set \( n = 0 \), and generate feasible initial points \((w^{(n)}, \beta^{(n)}, a^{(n)})\).

1: repeat
2: \quad Solve (13) with \((w^{(n)}, \beta^{(n)}, a^{(n)})\) and denote optimal values as \((\tilde{w}^*, \tilde{\beta}^*, \tilde{a}^*)\).
3: \quad Update \( w^{(n+1)} = \tilde{w}^*/\phi, \beta^{(n+1)} = \tilde{\beta}^*/\phi, a^{(n+1)} = \tilde{a}^*/\phi \) and \( \chi_{b,i}^{(n+1)}(a_{b,i}), \Psi^{(n+1)}_{(n+1)}(w_g, \beta_k) \).
4: \quad \( n := n + 1 \).
5: until convergence

Output: \( a_{b,i}^* = \frac{\tilde{a}_{b,i}}{\phi}, \forall b \in B, i \in N_b \)
6: Set \( a_{b,i} = 0 \), for all \( b, i \) for which \( a_{b,i}^* < \epsilon \).
7: Run steps 1-5 again with fixed \( a \) to find beamformers with reduced dimensions.

Output: \( w_g^* = \frac{\tilde{w}_g}{\phi}, \forall g \in G \).

IV. NUMERICAL RESULTS

We evaluate the performance for a quasistatic frequency flat Rayleigh fading channel model with \( B = 2 \) base stations. Each BS serves two groups of users with \(|K_q| = L = 2 \) users per group, i.e., the total number of users in the network is 8. The worst-case interference scenario is assumed so that the average path loss from all the BSs to all the users is 0 dB. We assume a unit bandwidth and noise power is normalized to \( \sigma_k^2 = 0 \) dBW, \( \forall k \in K \). We set \( N_b = N \) for all \( b \), i.e., \( N \) is the number of antennas at each BS, and the algorithms have been stopped when the change of the objective value has been smaller than \( \xi = 10^{-6} \) between two last iterations. We set \( \eta = 0.35, \epsilon = 0.001, P_{max} = 9 \) dBW, \( P_{sta} = 2 \) W, \( \Gamma_k = \Gamma, \forall k \in K \) and the other simulation parameters are given in the figures.

Fig. 1 illustrates the convergence of the relaxed problem and the achieved energy efficiency for two different values of \( \alpha \) and two random channel realizations (denoted as ‘CH’ in the figure). The same initial points have been used for both values of \( \alpha \). We can see that the convergence speed is fast in the considered settings for both cases. However, we observe that they converge to different solutions in both examples. Specifically, the objective value of the relaxed problem after convergence is higher for \( \alpha = 1 \), but the achieved energy efficiency (after recovering the binary solution) is worse than with \( \alpha = 1.3 \). This is because with \( \alpha = 1 \), more antenna selection variables are non-binary after convergence, which results in worse antenna selection result. Another observation is that with \( \alpha = 1.3 \) (which achieves better energy efficiency), the objective value returned by the relaxed problem and the achieved energy efficiency are very close to each other. This means that the solution of the relaxed problem is already very close to binary. The examples demonstrate the effectiveness of the proposed formulation. The impact of \( \alpha \) on the average energy efficiency is studied in the next experiment.
We can see that the choice of (i.e., step 7 is ignored in Alg. 1) are used for transmission. In this case, \( \alpha \) have to be larger, implying that the larger ‘penalty’ (i.e. \( \alpha \) and the gap between \( P \) formulation. This again demonstrates the benefit of the proposed method, implying that the relaxed problem yields near-binary solutions. However, the simple method with \( \alpha = 1 \) is even worse than the method without antenna selection for larger \( P_{RF} \). Finally, we can see that the proposed algorithm provides significant energy efficiency gains over the method without antenna selection (i.e., roughly 5-50% with the considered system parameters).

Fig. 2 illustrates the average EE versus the number of antennas per BS. First, we can see that EE starts to decrease without antenna selection when \( N > 14 \). As can be observed, significant gains are achieved with the proposed algorithm and the gains increase with the number of antennas. Once again, significant gains are achieved with \( \alpha = 1.5 \) compared to the method with \( \alpha = 1 \). In addition, the simple method with \( \alpha = 1.5 \) gives even better performance than the original algorithm with \( \alpha = 1 \) and the gain increases with \( N \). The simple method with \( \alpha = 1 \), on the other hand, yields poor performance.

Fig. 3 illustrates the average EE versus \( P_{RF} \) with \( N = 16 \), \( \Gamma = 0 \) dB. We can observe that Alg. 1 with \( \alpha = 1.5 \) achieves the best results, and the gap between \( \alpha = 1 \) and \( \alpha = 1.5 \) increases with \( P_{RF} \). It is interesting to observe that with \( \alpha = 1.5 \), even the beamformers obtained from the relaxed problem result in very good performance, which again verifies that the relaxed problem yields near-binary solutions. However, the simple method with \( \alpha = 1 \) is even worse than the method without antenna selection for larger \( P_{RF} \). Finally, we can see that the proposed algorithm provides significant energy efficiency gains over the method without antenna selection (i.e., roughly 5-50% with the considered system parameters).

Fig. 4 plots the average EE versus the number of antennas per BS. First, we can see that EE starts to decrease without antenna selection when \( N > 14 \). As can be observed, significant gains are achieved with the proposed algorithm and the gains increase with the number of antennas. Once again, significant gains are achieved with \( \alpha = 1.5 \) compared to the method with \( \alpha = 1 \). In addition, the simple method with \( \alpha = 1.5 \) gives even better performance than the original algorithm with \( \alpha = 1 \) and the gain increases with \( N \). The simple method with \( \alpha = 1 \), on the other hand, yields poor performance.

Fig. 5 illustrates the average EE versus the number of antennas per BS. First, we can see that EE starts to decrease without antenna selection when \( N > 14 \). As can be observed, significant gains are achieved with the proposed algorithm and the gains increase with the number of antennas. Once again, significant gains are achieved with \( \alpha = 1.5 \) compared to the method with \( \alpha = 1 \). In addition, the simple method with \( \alpha = 1.5 \) gives even better performance than the original algorithm with \( \alpha = 1 \) and the gain increases with \( N \). The simple method with \( \alpha = 1 \), on the other hand, yields poor performance.
convex optimization problem was tackled by continuous relaxation and successive convex approximation, where the antennas for which continuous antenna selection variables converge to zero are switched off. The numerical results have illustrated the achieved energy efficiency gains of the proposed methods over the method without antenna selection.
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