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Abstract

As an important area in computer vision, object tracking has formed two separate communities that respectively study Single Object Tracking (SOT) and Multiple Object Tracking (MOT). However, current methods in one tracking scenario are not easily adapted to the other due to the divergent training datasets and tracking objects of both tasks. Although UniTrack \cite{45} demonstrates that a shared appearance model with multiple heads can be used to tackle individual tracking tasks, it fails to exploit the large-scale tracking datasets for training and performs poorly on the single object tracking. In this work, we present the Unified Transformer Tracker (UTT) to address tracking problems in different scenarios with one paradigm. A track transformer is developed in our UTT to track the target in both SOT and MOT where the correlation between the target feature and the tracking frame feature is exploited to localize the target. We demonstrate that both SOT and MOT tasks can be solved within this framework, and the model can be simultaneously end-to-end trained by alternatively optimizing the SOT and MOT objectives on the datasets of individual tasks. Extensive experiments are conducted on several benchmarks with a unified model trained on both SOT and MOT datasets.

1. Introduction

Visual object tracking is one of the fundamental computer vision tasks with numerous applications \cite{10,25,40,55}. Unlike clearly defined object classification and detection problems \cite{18,19,46,50}, object tracking is considered in different scenarios and can be categorized into two main paradigms 1) Single Object Tracking (SOT) is to track an annotated target from any object category in the first frame throughout a video \cite{13,25}; 2) Multiple Object Tracking (MOT) aims at estimating bounding boxes and identities of objects in videos where categories of targets are known and objects could appear or disappear \cite{53,55}. Current methods in the tracking community solve individual tasks separately by training models on the individual datasets for either SOT or MOT.

Siamese architecture is widely applied in SOT where various designs focus on improving the discriminative representation of objects \cite{10,13,25,49}. For MOT, tracking by detection is the most popular paradigm and achieves highest tracking performance on several benchmarks \cite{2,37,55}. This paradigm is not applicable for SOT as the model would fail to detect objects of unseen categories in SOT. Some MOT methods \cite{24,60} use the Siamese tracker in SOT \cite{4} to predict the location of the targets in tracking frames and fuse the predicted boxes with the detection boxes to enhance the detection results. However, these methods are not competitive to the tracking-by-detection methods in MOT. Although the Siamese trackers have been applied in both tracking tasks, none of these works are able to address two tracking tasks.
tasks with a unified paradigm. In practice, a unified tracking system is significant in many fields. For the AR/VR applications, tracking specific or unseen instances like personal cups is related to SOT while perceiving the environment of general classes like people is related to MOT. It is expensive and inefficient to maintain two separate tracking systems. The unified tracking system, which can easily switch tracking mode by demands, becomes more essential in real world deployment.

UniTrack [45] firstly attempts to address SOT and MOT concurrently by sharing the backbone and fusing multiple tracking heads. However, It fails to exploit large scale tracking datasets for training due to the head design and the divergent training datasets in different tasks. As shown in the Fig. 1, the training data in SOT and MOT are from various sources. Datasets in SOT only provide annotations of a single target in one video while dense object annotations are available in MOT datasets although the object categories are fixed. The tracking capacity of UniTrack [45] is thus limited, and the model would fail to track objects in complex scenarios.

In this paper, we introduce a Unified Transformer Tracker (UTT) as shown in Fig. 1 for solving both tracking tasks. For the tracking object in the reference frame, which is specified in SOT or detected in MOT, we provide a small feature map proposal in the tracking frame based on the previous localization. The target feature then correlates with the feature map proposal to update target representation and output the target localization. This enables our UTT to track objects in both SOT and MOT with the same design. The updated target features are further correlated with the new search feature proposal, which is cropped based on the produced target localization. This process is repeated several times to refine the localization of tracking targets. To enable exploiting training samples from both tasks, we alternatively train the network with datasets in each task. Experiments demonstrate that our tracker can be well learned on both tasks. Our main contributions are summarized as follows:

- We propose a novel Unified Transformer Tracker (UTT) for both single and multiple object tracking. To the best of our knowledge, this is the first work that the tracking model is end-to-end trained on both tasks.
- We develop a novel and effective track transformer to localize targets via the correlation between target feature and the tracking frame feature. The target features are well encoded through our transformer design.
- To verify the unified object tracking capability, we evaluate our UTT on both SOT and MOT benchmarks. Our proposed method achieves comparable performance to the state-of-the-art algorithms not only on LaSOT [16], TrackingNet [32], and GOT-10k [22] in the SOT setting, but also on MOT16 [31] in the MOT setting.

2. Related Work

2.1. Single Object Tracking

The goal of single object tracking is to estimate the location of the object in a video sequence, while only the initial position is provided and the object category is unknown. It has undergone astonishing progress in recent years, with the development of a variety of approaches, ranging from early correlation filter based methods [7,14,21], and recent Siamese network based trackers [4,5,62]. The pioneering work by Bolme et al. [7] proposes a minimum output sum of square error (MOSSE) filter. Siamese trackers has been used in various SOT methods [4,10,25,44], which learn a general similarity map by cross-correlation between two image regions. Recently, transformer [41] has also been applied in the single object tracking community to improve the tracking performance via learning discriminative target representation [9,43,51]. Most SOT methods crop the targets and tracking frames in the reference image for extracting target representation. However, cropping every target and tracking frame becomes inefficient when multiple objects are specified in the tracking scenario. Differently, our tracker extracts target representation on the high-level feature map and constrains the search area by cropping feature maps. Rather than using the common cross attention in the transformer, we adopt the correlation attention between the target feature and search feature to update target representation for tracking.

2.2. Multiple Object Tracking

Multi-object trackers focus on tracking an unknown number of objects from a fixed set of categories [15], which is often built on top of the tracking-by-detection paradigm via linking the detections across successive frames [23,54]. Bea et al. [1] introduce the Siamese architecture for learning a dissimilarity metric between a pair of objects. FairMOT [55] learn the object detection task and appearance embedding task from a shared backbone to improve the association accuracy. CenterTrack [58] proposes to detect objects with center points and predict their offsets to the previous frame for tracking. Recently, several methods [40,53] adopt the transformer-based detectors [8,61] to propagate boxes between frames. In these methods, the encoder with self attention is first adopted to enhance feature representation, and the decoder is followed with cross attention where the learnable query features are replaced with detected object features in previous frames. Our tracker integrates the encoder and decoder into one object transformer where the
the goal of SOT is to localize the target accurately tracked boxes \( B^t \) in the previous tracking frame \( I^{t-1} \) and \( M \) detected boxes \( B^t_d = \{ b^t_i \}_{i=1}^M \) in the tracking frame \( I^t \). The number of tracking objects is not fixed among frames as the new objects may appear and old objects may disappear in videos. The core challenge in MOT is to associate the previous \( N \) objects with current \( M \) objects, where the same object in frames should be assigned with a unique ID.

In our tracker, we predict the target boxes in the tracking frame \( B^t_i \in \mathcal{R}^{N \times 4} \) for previous \( N \) objects, and then match them with current detected boxes \( B^t_{id} \). The performance of accurately tracked boxes \( \{ B^t_i \}_{i=1}^T \) in each frame is key to the overall MOT performance.

Taking a unified perspective, we treat the initial frame in SOT and the previous frame in MOT as the reference frame \( I \), and the initial box in SOT and detected boxes in MOT as the reference boxes \( B \). The goal in our tracker is then to predict accurate target localization for tracking frame \( I^t \). We propose a Unified Transformer Tracker as shown in Fig. 2 to address both SOT and MOT tasks. For the reference frame \( I \), we first extract frame feature using the backbone as \( R = \Phi \{ f \} \in \mathcal{R}^{H \times W \times C} \) where \( H \) and \( W \) is the height and width of the feature map. The frame feature can be extracted from different layers, here we only consider one layer for simplicity. The current tracking frame feature \( S^t \) is also extracted in the same way. Then we feed these frame features with target boxes \( B \) to the track transformer to predict the target localization.
3.2. Track Transformer

The track transformer is to produce the target coordinates in the tracking frame given reference boxes $B$, the reference feature $R$ and the tracking frame feature $S^t$. The tracking process can be expressed by

$$\hat{B}^t = T_B(S^t, R, B),$$

(1)

where $\hat{B}^t \in R^{N \times 4}$ denotes the predicted localization for tracking targets. $T_B$ denotes the track transformer parameterized by $\theta$.

To localize targets in the tracking frame, we first extract the target feature using the target decoder in Fig. 2. For each tracking target, we then adopt the proposal decoder to generate candidate search area that may contain targets in the tracking frame. The target feature and proposal are further processed in the target transformer to predict the localization in the tracking frame.

3.2.1 Target Decoder

An intuitive way of forming target features is to apply the RoIAlign [18] on the reference feature map, calculated by

$$F = \text{RoIAlign}(R, B) \in R^{N \times C}.$$  

(2)

However, this would neglect spatial background information, which is critical in object tracking especially when different tracking targets are similar in appearance. To embed more context information, we adopt Multi-head Cross Attention (MCA) to interact the target feature with the frame feature. The target feature is then update through

$$F_c = \text{Norm}(F + \text{MCA}(F, S^t, S^t)),$$

(3)

where the target feature $F$ is the query and the frame feature $S^t$ represents the key and value in the MCA module. Norm denotes the instance normalization. The frame feature is flattened along with spatial dimensions so that there are $HW$ values and keys.

In addition, we use a standard FFN module, which contains a fully connected feed-forward network that consists of two linear transformations with a ReLU in between. The output target feature is calculated by

$$F_o = \text{Norm}(F_c + \text{FFN}(F_c)).$$

(4)

With the target decoder, we embed more context information into the target representation through the cross attention mechanism.

3.2.2 Proposal Decoder

We track every target by correlating the target feature with the tracking frame feature. However, correlating each target feature with the whole frame feature would incur huge memory and computational cost when the track frame is of high resolution and multiple objects are required to be tracked. We introduce the target proposal to crop a unique search area for each object to reduce the search area in the tracking frame. A naive way of setting target proposal would be choosing it to be the tracking result of the last frame $P^{t} = \hat{B}^{t-1}$. However, the tracker would fail to localize the target if the previous tracking box $\hat{B}^{t-1}$ is full of background and no tracking target is contained. The issue becomes more severe when the specified tracking target disappears from the video and appears at a new location later on. For instance, the tracking target in SOT could be lost if there are no targets in previous predicted localization. It is critical to generate more accurate target proposal in our track transformer.

To this end, we correlate the target feature with tracking frame feature for providing an effective target proposal in SOT. Specifically, we obtain the heat maps for targets via

$$H = \text{Softmax}(\text{Conv}(\text{CorrAtt}(F_o, S^t))) \in R^{N \times HW \times 2},$$

(5)

where Conv contains several convolutional operations with ReLU activations. The Softmax operation is executed on the flattened the spatial dimension. The CorrAtt operation correlates the target feature with the tracking frame feature via

$$\text{CorrAtt}(F_o, S^t) = (F_o \circ S^t) \odot S^t,$$

(6)

where $\ast$ is the convolution operation and $F_o$ is the $1 \times 1$ filter with one output channel. $\odot$ is the broadcast element-wise product.

The heat map $H$ indicates the probability distribution of top-left and bottom-right of targets. We follow the process in [48] to generate the target proposal by

$$P^t = \sum_{i=0}^{W} \sum_{j=0}^{H} (i \ast H_{i,j}^0, j \ast H_{i,j}^0, i \ast H_{i,j}^1, j \ast H_{i,j}^1),$$

(7)

where $i$ and $j$ denote the x and y coordinate, respectively. $H_{i,j}^0$ and $H_{i,j}^1$ denote the probability of top-left and right-bottom of the target at the localization $(i, j)$, respectively.

3.2.3 Target Transformer

We first crop a search feature map for each object in the tracking frame given the proposals $P^t$ by

$$S^t_{RoI} = \text{RoIAlign}(S^t, P^t) \in R^{N \times K \times K \times C},$$

(8)

where $K$ is the size of the output feature map. In this way, we have a candidate search feature for each tracking target. We employ the attention mechanism to update target features via

$$F_a = \text{Norm}(F_o + \text{MSA}(F_o)),$$

(9)
where MSA denotes the multi-head self-attention. We also use a sine function to generate spatial positional encoding following [61].

To capture the target information in the search area, we connect the target feature with search feature map through

\[
F_d = \text{Norm}(F_a + \text{Correlation}(F_a, S^t_{Rot}))
\]  

where Correlation updates the target feature through

\[
\text{Correlation}(F_a, S^t_{Rot}) = FC(\text{CorrAtt}(F_a, S^t_{Rot})),
\]

where FC denotes the fully connected layer with the input channel \(K^2C\) and output channel \(C\). The CorrAtt is the same as the operation in Eq. (6). In addition, a FFN module in Eq. (4) is applied to produce target features \(F^t_a\) as shown in Fig. 2. The output feature is then used to predict the target localization. Instead of directly producing coordinates, the box head outputs the delta bias to the proposal boxes for generating target localization.

We repeat the target transformer for \(L\) times to localize tracking targets. In the \(i^{th}\) \((i > 1)\) target transformer, the target proposal is updated by the previous predicted localization to provide new candidate search area. Similarly, the target feature is also updated to correlate with the search feature. All the intermediate outputs are stored in \(\{B^t_i\}_{i=1}^{L}\).

**Differences from the original transformer.** In the tracking community, all the previous transformer designs [9, 40, 43, 48, 51] use encoder-decoder pipeline to enhance the target representation. The target feature is treated as the query and the whole tracking frame feature is the key and value in the cross-attention operation. It becomes inefficient when the multiple specified objects are required to be tracked and the video is of high resolution. Suppose we have \(N\) objects to track and the size of the tracking frame feature map is \(H \times W\) and the feature dimension is \(C\). The complexity of the cross attention for all tracking objects will be \(O(H^2W^2NC)\). In contrast, we crop the fixed size \(K \times K\) \((K < \min(H, W))\) search area from the frame feature. The complexity in our tracker is \(O(K^4NC)\), which are more efficient. Moreover, the cross attention is replaced with our correlation attention, which is more effective for tracking objects in various scenarios. In general, our tracker is not only able to be end-to-end trained on both SOT and MOT tasks, but also achieves higher performance when testing on SOT and MOT datasets.

### 3.3. Training

To train our tracker, we calculate the loss between the predicted boxes and ground truth boxes. For MOT, we do not use the proposal decoder to generate initial candidate search areas for training. Instead, we add a Guassian noise to the ground truth boxes \(B^t\) for producing the initial proposals during training \(P^t\). This is more similar to the testing phrase where detected boxes in previous frames are used as the proposals in the current tracking frame. Moreover, the model is unable to be trained if we produce the proposal with the proposal decoder module for all objects. This is due to the high resolution of the feature map and a large quantity of objects in MOT. Let \(B^t \in \mathbb{R}^{N \times 4}\) be the ground truth boxes in \(t^{th}\) frame, the loss function in MOT can be written as

\[
\mathcal{L}_{MOT}^{\text{box}} = \sum_{i=1}^{L} \lambda_G \mathcal{L}_{GIoU}(\hat{B}^t_i, B^t_i) + \lambda_1 \mathcal{L}_1(\hat{B}^t_i, B^t_i),
\]

where \(\mathcal{L}_{GIoU}\) and \(\mathcal{L}_1\) denote the generalized IoU loss [36] and 1-norm loss, respectively. \(\lambda_G\) and \(\lambda_1\) are the hyper-parameters to balance the box loss.

For single object tracking, the target proposal is initialized by the proposal decoder in Fig. 2. To produce a robust proposal for the single object, we also consider the box loss between the initial proposal and the ground truth \(B^t\). The loss function for the SOT is then expressed by

\[
\mathcal{L}_{SOT}^{\text{box}} = \sum_{i=0}^{L} \lambda_G \mathcal{L}_{GIoU}(\hat{B}^t_i, B^t_i) + \lambda_1 \mathcal{L}_1(\hat{B}^t_i, B^t_i),
\]

where the initial prediction \(\hat{B}^0_t = P^t\) is calculated in the target decoder via Eq. (7).

For single and multiple object tracking, we train the model with Eq. (13) and Eq. (12), respectively. Note that the training datasets are different in the two tasks. SOT datasets only provide a unique target annotation in one video where the dense boxes with classes are given in the MOT datasets. Moreover, object detection is necessary in the MOT as new objects should be also tracked. To this end, we simply add a detection head in our UTT for the detection task. In this paper, we implement the deformable DETR [61] with a set-based Hungarian loss [8] to optimize the detection head. More details of the training paradigm with the detection head are given in the appendix.

To enable a single model for both SOT and MOT tasks, we alternatively train the network with SOT and MOT datasets at each iteration. Specifically, we implement two data loaders for each task. At each iteration, two frames in a video from one data loader are sampled and batched as inputs to our tracker for optimization. For the SOT iteration, we use the target decoder to improve target representation and use the proposal decoder to produce initial target proposals in tracking frames. For the MOT iteration, all annotated objects are used for optimizing the detection head and objects in both frames are used for optimizing the track transformer with Eq. (12). We provide the detailed optimization procedure in the appendix.
Table 1. Comparisons on TrackingNet, LaSOT, and GOT-10k. All results are reported from original manuscripts. Our tracker outperforms the UniTrack by a large margin on the SOT datasets.

4. Experiment

4.1. Implementation Details

Training. We train our Unified transformer tracker on the training splits of COCO [27], TrackingNet [32], LaSOT [16], GOT10k [22], MOT16 [31], and CrowdHuman [38] datasets. ResNet [20] is used as the backbone with ImageNet-pretrained weights. The whole model is trained on 8 NVIDIA DGX A100 GPUs for 800K iterations with AdamW optimizer [28]. We use the cosine scheduler for decaying the learning rate from 1e-4 to 1e-5 with the weight decay 5e-3. We have two data loaders for SOT and MOT training, and the two tasks are alternatively trained in the unified training mode. For the SOT setting, we set the batch size as 64, and images are cropped to 352x352 with common SOT data augmentations [13]. The SOT data loader contains both image and video datasets. The COCO [24] is applied with different transformations for generating image pairs during training. For the rest of video datasets, we randomly sample images with frame interval less than 200. For the MOT setting, we set the batch size as 16, and images are randomly resized following the data augmentations in MOT methods [40]. We also add a deformable DETR [61] head in our model for detecting objects.

Online Tracking. We evaluate our model on several datasets in both SOT and MOT tasks. For the single object tracking, we test our model on the testing splits of LaSOT [16], TrackingNet [32], and GOT10K [22] datasets. For the multiple object tracking, we validate our model on MOT16 [31] in two modes, using private or public object detection.

4.2. Evaluations in SOT

We compare our UTT with 20 state-of-the-art SOT methods on three datasets as shown in Tab. 1. Moreover, our track can run at 25 FPS on the SOT datasets.

LaSOT. LaSOT [16] contains 1,400 sequences with 1,120 for training and 280 for testing. We compare different trackers on LaSOT test set using Success and Precision metric. The results are reported in Tab. 1. Our UTT outperforms most of SOT trackers (i.e., SiamRPN++ [25] and KYS [6]) on all datasets, and is competitive to the best tracker TransT [9]. Moreover, our proposed tracker outperforms UniTrack [45] by almost 30 points on the Success metric.

TrackingNet. TrackingNet [32] consists of 30k video sequences, and 511 videos are contained in the test set. As shown in Tab. 1, compared with the UniTrack [45], our UTT obtains 25.8% and 33.5% higher Success and Precision. Moreover, our method is competitive with the best task-specific SOT algorithm TransT [9], which crops both target and tracking frame and is unable to cope with multiple object tracking.

GOT10K. GOT10K [22] collects over 10k video segments and contains 180 testing sequences. We conduct the experiments and submit the tracking results to the official online server for evaluation. The detailed results of AO, SR0.5, and SR0.75 are reported in Tab. 1. Our tracker outperforms most of Siamese trackers, including SiamRPN++ [25], SiamFC++ [47], and SiamAttn [17]. Our unified tracker achieves second higher SR0.75 among all methods.
### 4.3. Evaluations in MOT

We also assess our method on the MOT16 [31] for evaluation on the MOT task. The MOT16 [31] benchmark consists of a train set and a test set, each with 7 sequences and pedestrians annotated with full-body bounding boxes. Different aspects of MOT are evaluated by a number of individual metrics [3], and the results on MOT16 are reported in Tab. 2. We report UTT with different detection results on this dataset. First, we use the deformable DETR [61] as our detection head and train the detection head together with our track transformer (denoted by UTT-DFDETR). Our tracker runs at 8 FPS on this dataset. UTT-DFDETR outperforms recent CTracker [35] on the MOTA metric, which also uses ResNet50 as the backbone and manages to match same objects by using tracking localization. Following the UniTrack [45], our tracker also uses the detection results from FairMOT [55]. Instead of using person re-identification features to match detection results in FairMOT [55] or using Kalman filter to estimate target movement in UniTrack [45], our method directly predicts target localization given target features. Our tracker achieves best MOTP score (81.4) among all methods, and attains slightly lower MOTA score compared to FairMOT [55].

### 4.4. Ablative Studies

To verify the effectiveness of our designed transformer structure, we use the ResNet-18 as the backbone and train the model for 100K iterations. We validate our method on the LaSOT test set in the SOT setting and on the half training set in MOT following [58].

#### 4.4.1 Target- and Proposal Decoder

To validate the target and proposal decoder on the tracking performance, we conduct the experiments on LaSOT and report the Success, Precision and OP75 metrics in Tab. 3. For the baseline model, the target feature is simply extracted with RoIAlign and the target proposal is the tracking result of the last frame. The tracking performance is largely improved when we add the proposal decoder. This is due to the fact that the tracking localization in previous frames could provide false proposals, containing no objects, and the localization would not be rectified in the tracking sequence. We further add the target decoder as proposed in Fig. 2 to enhance the target feature representation by interacting the target feature with the tracking frame feature, the tracking performance is also improved by 0.6 on the Success metric.

#### 4.4.2 Target Transformer

Correlation. To show the superiority of our correlation layer in the target transformer in Eq. (11), we design a tracker using the multi-head cross attention (MCA) [9, 43]. Specifically, we replace the correlation module and self-attention module in Fig. 2 with the MCA module, where the target features are treated as query and cropped search features are used as key and value. We also remove the multi-head self-attention module to testify our designed module. The comparison results are shown in Tab. 4. Compared to the UTT-MCA tracker, our method with the correlation improves the Success by 1.8% on the SOT dataset, and MOTA by 1.0% on the MOT dataset.

| Type       | Method              | MOTA↑ | IDF1↑ | MOTP↑ | MT↑ | ML↓ | FP↓ | FN↓ | IDs↓ |
|------------|---------------------|-------|-------|-------|-----|-----|-----|-----|------|
| MOT-Only   | TAP [59]            | 64.8  | 73.5  | 78.7  | 292 | 164 | 12980 | 50635 | 571  |
|            | CNNMTT [10]         | 65.2  | 62.2  | 78.4  | 246 | 162 | 6578  | 55896 | 946  |
|            | POI [52]            | 66.1  | 65.1  | 79.5  | 258 | 158 | 5061  | 55914 | 3093 |
|            | TubeTK/POI [33]     | 66.9  | 62.2  | 78.5  | 296 | 122 | 11544 | 47502 | 1236 |
|            | CTrackerV1 [35]     | 67.5  | 57.2  | 78.4  | 250 | 175 | 48305 | 1897  |       |
|            | FairMOT [55]        | 74.9  | 72.8  | -     | 447 | 159 | -    | -    | 1074 |
|            | TransTrack [40]     | 74.5  | 63.9  | 80.6  | 468 | 113 | 28323 | 112137 | 3663 |
| Unified    | UniTrack [45]       | 74.7  | 71.8  | -     | -   | -   | -    | -    | 683  |
|            | UTT-DFDETR          | 69.2  | 53.9  | 80.1  | 417 | 39  | 29217 | 29050 | 4145 |
|            | UTT-FairMOT         | 74.2  | 63.4  | 81.4  | 322 | 140 | 7863  | 37147 | 2002 |

Table 3. **Ablation study on the target and proposal decoder.**
We report the Success, Precision, and OP75 on the LaSOT [16] for comparisons. The tracking performance is largely improved by using target and proposal decoders.

| Target decoder | Proposal decoder | Success | Precision | OP75 |
|----------------|------------------|---------|-----------|------|
| ✓              | ✓                | 48.1    | 44.7      | 38.3 |
| ✓              | ×                | 49.8    | 48.5      | 43.9 |
| ×              | ✓                | 58.6    | 59.4      | 53.9 |
| ×              | ✓                | 59.2    | 59.8      | 54.3 |

Table 4. **Comparing different correlation designs in the target transformer.**

| LaSOT [16] | MOT16 [31] |
|------------|------------|
|            |            |
| MCA        | 57.1       | 56.9       | 64.4 | 57.7 |
| CorrAtt    | 57.6       | 57.9       | 64.9 | 61.4 |
| CorrAtt + MCA | 58.9   | 59.4       | 65.4 | 59.9 |
Table 5. **Comparisons of different training modes.** Our model trained with both SOT and MOT datasets (Unified training) can be used for both tracking scenarios.

| Training  | LaSOT [16] | MOT16 [31] |
|-----------|------------|------------|
| SOT-Only  | 59.2       | -          |
| MOT-Only  | 12.5       | 64.3       |
| Unified   | 58.9       | 65.4       |

Figure 3. **Comparing different hyperparameter choices.** Success is the performance metric on LaSOT [16] and MOTA is the metric on MOT16 [31].

**Search size.** For each tracking target, we crop the search feature given the target proposal. The cropped feature interacts with the target feature for updating the localization. We thus validate the model with search features of different sizes in Fig. 3a. Highest tracking performance on both tasks is achieved when the pool size is set to 7.

**Iteration.** We testify the tracking performance with different number $L$ of target transformer in Fig. 3b. It shows that the model with more iterations indeed achieves higher tracking performance. However, with more iterations, the training and inference speed will be slower as more parameters are contained and computational costs are higher.

4.4.3 Training Recipe

To investigate the tracking performance when trained in different settings, we conduct experiments with three different training modes in Tab. 5. The model is trained on COCO [27], LaSOT [16], GOT10K [22], and TrackingNet [32] in SOT, and is trained on CrowdHuman [38] and MOT16 [31] in MOT. All these datasets are used in the unified training mode. As shown in Tab. 5, the model trained on SOT is not able to track objects in MOT as no detection head is trained, while the model trained with MOT datasets performs poorly on the SOT datasets as only pedestrian annotations are provided. Compared to the MOT-Only, our unified model trained on both SOT and MOT datasets achieves higher MOTA and lower IDF1. The decreased IDF1 means that more IDs are assigned to a single object when dismissed or occluded (higher IDSW). Higher MOTA indicates that the false negative and false positive tracking objects decreased, demonstrating that our unified model provides more accurate tracking results.

4.4.4 Visualization

We visualize the tracking results with different tracking modes in Fig. 4. The unified tracking mode indicates that our model does SOT and MOT concurrently, where the box of the volleyball is specified and boxes of persons are detected by the deformable DETR head [61]. We run the sequence three times with different tracking modes and the results in different timestamps are displayed. In the MOT and Unified tracking mode, our models assign the unique identification for each tracked person with the same color. From the figure, we observe that the person occluded by others can be also tracked well. It shows that both SOT and MOT tasks can be done concurrently during testing by our single model. The video demo of this sequence with different tracking modes is attached in the supplementary material.

5. Conclusion

Can a single model address different tracking tasks? We propose a Unified Transformer Tracker (UTT) to solve this problem, where the model can be end-to-end trained with datasets in both SOT and MOT tasks. A novel track transformer is introduced in this work to handle different tracking scenarios. From the experiments, we can draw the conclusion that one model is enough to address both SOT and MOT tasks. We believe this will encourage the community to develop more unified tracking algorithms that are applied into more wild tracking scenarios.
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