Recht and Ré in [21] introduced the noncommutative arithmetic geometric mean inequality (NC-AGM) for matrices with a constant depending on the degree $d$ and the dimension $m$. In this paper we prove AGM inequalities with a dimension-free constant for general operators. We also prove an order version of the AGM inequality under additional hypothesis. Moreover, we show that our AGM inequality almost holds for many examples of random matrices.

1. Introduction

Variations of the arithmetic-geometric mean (AGM) inequality have many applications in analysis and geometry. As pointed out by Ré and Recht in [21], noncommutative versions of the AGM inequalities are relevant to machine learning. In particular, their proof, which employed the classical MacLaurin inequalities, led to improved convergence rate of the of the algorithms in machine learning.

Let us recall the famous MacLaurin inequalities for positive real numbers $x_1, \ldots, x_n$ and the normalized $d$-th symmetric sums as

$$S_d = \binom{n}{d}^{-1} \sum_{\tau \in [n]} \prod_{i \in \tau} x_i^d,$$

where $1 \leq d \leq n$. According to the MacLaurin inequalities, we have

$$S_1 \geq \sqrt[n]{S_2} \geq \sqrt[n]{S_3} \geq \ldots \geq \sqrt[n]{S_n}.$$ 

In particular, $S_1 \geq \sqrt[n]{S_n}$ is the standard AGM inequality. For more details about the classical AGM inequality see [5]. In this paper, we will discuss noncommutative versions of MacLaurin’s inequalities. Indeed, we will consider a generalized AGM inequality for the norm and the order. It may come as a surprise to the operator algebra community that these inequalities are motivated by problems in machine learning, stochastic gradient method (see Button [2] and the reference there is in [21]), and randomized coordinates descent (see Nesterov [15]). This interesting connection and an overview of known results on this topic can be found in [20] and [21]. In fact, these methods contain an iteration procedure which can be performed with or without replacement samples. Recht and Ré, in [20], study the performance of both. They show that the expected convergence rate without replacement is faster than that with replacement. They proved this result by using a particular AGM inequality.
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In the effort to generalize the classical AGM inequality to the noncommutative setting, a standard but naive procedure in noncommutative analysis is to replace scalars by operators. Famous examples of this strategy are Cauchy-Schwarz type inequalities for $C^*$-modules, Khintchine, and martingale inequalities. (See e.g. LP [12], LPP [13], PXu [18], Narcisse [19], J [6], JXu1 [9], JXu2 [9]. For a general survey see [18].) Proving these noncommutative extensions often employs a combination of functional analytic and combinatorial methods. In fact, the key results of this paper heavily rely on Pisier’s interpretation of Rota’s Möbius formulae for partitions.

A NC-AGM inequality would ask whether

$$A_1 \cdots A_n \preceq \left( \frac{1}{n} \sum_{j=1}^{n} A_j \right)^n \quad (1.1)$$

holds for positive operators $A_1, \ldots, A_n$ on a Hilbert space. (In this context we shall interpret $x \preceq y$ as requiring that $y - x$ is positive semi-definite.) However, for positive operators $A$ and $B$, the product $AB$ may not be positive or even self-adjoint, so the inequality (1.1) may not make sense. Inspired by Recht and Ré, we modify (1.1) by replacing the left hand side with the average of all the products of the operators $A_i$, which turns out to be self-adjoint. Following the Maclaurin approach, we may now ask whether the AGM inequality holds on average, i.e.

$$\frac{1}{n!} \sum_{\sigma \in S_n} A_{\sigma(1)} \cdots A_{\sigma(n)} \preceq \left( \frac{1}{n} \sum_{j=1}^{n} A_j \right)^n. \quad (1.2)$$

Unfortunately, we can not prove (1.2) in general. A milder version of (1.2) is to ask for

$$\left\| \frac{1}{n!} \sum_{\sigma \in S_n} A_{\sigma(1)} \cdots A_{\sigma(n)} \right\| \preceq \left\| \left( \frac{1}{n} \sum_{j=1}^{n} A_j \right)^n \right\|, \quad (1.3)$$

where $\|x\| = \|x\|_{B(H)}$ refers to the standard operator norm of bounded operators on a Hilbert space $H$. The inequality (1.3) is a particular case of the noncommutative Maclaurin inequalities discussed in [20]. Indeed, for fixed $d$ we may consider the following average product of noncommutative operators of length $d$:

$$P_d(A_1, \ldots, A_n) = \frac{1}{n!} \sum_{1 \leq j_1, \ldots, j_d \leq n \text{ all different}} A_{j_1} \cdots A_{j_d}. \quad (1.4)$$

We refer to the example in [21] for the fact that the symmetrization for the operators in the AGM inequality is required. In [20], Ré and Recht posed the following question: Is it true that for positive bounded operators $A_1, \ldots, A_n$ on a Hilbert space one has

$$\|P_d(A_1, \ldots, A_n)\|^{1/d} \leq \|P_1(A_1, \ldots, A_n)\| \quad (1.5)$$

They proved that (1.4) holds when $A_1, \ldots, A_n$ are matrices that mutually commute. Moreover, they observed that for operators $A_1, \ldots, A_n$ on an $m$-dimensional Hilbert space one has

$$\|P_d(A_1, \ldots, A_n)\|^{1/d} \leq \|P_1(A_1, \ldots, A_n)\| \quad (1.5).$$
We will prove the AGM inequality for the norm with a constant independent of the dimension \(m\).

**Theorem 1.1.** For operators \(A_1, \ldots, A_n \geq 0\) on a Hilbert space \(H\),

\[
\|P_d(A_1, \ldots, A_n)\|^{1/d} \leq d \|P_1(A_1, \ldots, A_n)\|.
\]

Let us now consider the “order version” of the AGM inequality. Here we add the additional assumption \(\sum A_i = n\). In order to illustrate the technique we use generally, it is good to start with \(d = 3\).

**Theorem 1.2.** Let \(n \geq 6\). If \(A_1, \ldots, A_n\) are self-adjoint operators such that \(\sum A_i = n\). Then \(P_3(A_1, \ldots, A_n)^{1/3} \leq 1\).

For the proof we consider the mean-zero operators \(a_i := A_i - 1\). Observe the operators \(a_i\) are self-adjoint and \(\sum a_i = 0\). It follows easily that

\[
P_3(A_1, \ldots, A_n) = 1 + \left(\frac{3}{1}\right)P_1(a_1, \ldots, a_n) + \left(\frac{3}{2}\right)P_2(a_1, \ldots, a_n) + \left(\frac{3}{3}\right)P_3(a_1, \ldots, a_n).
\]

Straightforward computations using \(\sum a_i = 0\) reveal that

\[
P_1(a_1, \ldots, a_n) = \frac{(n-1)!}{n!} \sum a_i = 0
\]

\[
P_2(a_1, \ldots, a_n) = \frac{(n-2)!}{n!} \sum a_i a_j = \frac{(n-2)!}{n!} \left(\sum a_i^2 - \sum a_i^2\right) = -\frac{(n-2)!}{n!} \sum a_i^2
\]

\[
P_3(a_1, \ldots, a_n) = \frac{(n-3)!}{n!} \left(\sum_{i \neq j \neq k} a_i a_j a_k\right)
\]

\[
= \frac{(n-3)!}{n!} \left(\sum_{i \neq j \neq k} a_i^3 - \sum_{i \neq j} a_i^2 a_j - \sum_{i \neq k} a_i^2 a_k + 2 \sum_{i \neq j \neq k} a_i a_j a_k\right)
\]

\[
= 2\left(\frac{n-3)!}{n!}\right) \left(\sum a_i^3\right).
\]

This leads to the form \(P_3(A_1, \ldots, A_n) = 1 - \frac{3}{n(n-1)} \sum a_i^2 + \frac{2n}{n(n-1)(n-2)} \sum a_i^3\). Together with \(\sum a_i^3 \leq |a_i| \sum a_i^2 \leq n \sum a_i^2\), this yields

\[
(1.6) \quad P_3(A_1, \ldots, A_n) \leq 1 - \frac{3}{n(n-1)} \sum a_i^2 + \frac{2n}{n(n-1)(n-2)} \sum a_i^2.
\]

Since \(\frac{2(n-2)}{n(n-1)(n-2)} \leq \frac{3}{n(n-1)}\) holds for all \(n \geq 6\), the right side of (1.6) is at most 1 and we are done. A far-reaching generalization of this idea leads to the following result.

**Theorem 1.3.** Fix \(n\) and \(d\). Suppose \(A_1, \ldots, A_n\) and \(a_i\) are defined as above, \(\sum A_i = n\) and

i) \(P_1(A_1, \ldots, A_n) = \frac{\sum A_i^2}{n} = 1\),

ii) \(\| (\sum a_i^2)^{\frac{1}{d}} \| \leq \frac{n}{3d}\).

Then the AGM inequality holds in the order sense:

\[
P_d(A_1, \ldots, A_n) \leq P_1(A_1, \ldots, A_n)^{d} = 1.
\]
Note that these techniques work efficiently when \( d \) is very large.

This paper is organized as follows. In section 2, we review the analytic and combinatorial tools needed to prove Theorem 1.2, especially Pisier’s interpretation of Rota’s results on Möbius transforms for partitions. In section 3, we combine the results from section 2 with Pisier’s group construction for partitions in [17] to obtain our key norm and order estimate. In section 4 and 5, a combination of Pisier’s partition method and probabilistic results allow “almost AGM” inequalities hold in many different scenarios. We confirm the AGM inequality up to \( \varepsilon \) for many random matrices, in particular Wishart random matrices, more general vector-valued moments of convex bodies, and freely independent operators. We should point out that in contrast to results on averages of random matrices in Ré and Recht in [21], our estimates hold with high probabilities.

2. Partition and Möbius Formula

We need some definitions from the combinatorial theory of partitions. Let \( \mathbb{P}_d \) be the lattice of all the partitions of \( \{1, \ldots, d\} \). For two partitions \( \sigma \) and \( \pi \), we write \( \sigma \leq \pi \) if every block of the partition \( \sigma \) is contained in some block of \( \pi \) (i.e., any block of the partition of \( \pi \) can be written as a union of blocks of \( \sigma \)). In other words, \( \pi \) is a refinement of \( \sigma \). There are two trivial partitions, \( \emptyset \) and \( \hat{1} \), where \( \emptyset \) is the partition into \( n \) singletons and \( \hat{1} \) is the partition of a single block. For a partition \( \pi \), \( \nu(\pi) \) is the number of the blocks of the partition \( \pi \) and \( r_i(\pi) \) is the number of blocks of \( \pi \) with cardinality \( i \) such that \( \sum_{i=1}^{d} ir_i(\pi) = d \); and \( \sum_{i=1}^{d} r_i(\pi) = \nu(\pi) \).

For more information on partitions, see [1] and [22].

Let us recall some main results on the Möbius function \( \mu \) in [17] which are crucial for our paper.

**Proposition 2.1. (Pisier’s Möbius inversion formula)** For any \( d \in \mathbb{N} \) there exists a function \( \mu : \mathbb{P}_d \times \mathbb{P}_d \to \mathbb{Z} \) such that for every vector space \( V \) and functions \( \phi : \mathbb{P}_d \to V \) and \( \psi : \mathbb{P}_d \to V \), we have the following properties:

i) If \( \psi(\sigma) = \sum_{\pi \leq \sigma} \phi(\pi) \), then \( \phi(\sigma) = \sum_{\pi \leq \sigma} \mu(\pi, \sigma) \psi(\pi) \);

ii) If \( \psi(\sigma) = \sum_{\pi \geq \sigma} \phi(\pi) \), then \( \phi(\sigma) = \sum_{\pi \geq \sigma} \mu(\pi, \sigma) \psi(\pi) \);

iii) Moreover, \( \forall \sigma \neq \emptyset, \sum_{0 \leq \pi \leq \sigma} \mu(\pi, \sigma) = 0 \).

The next result provides precise formulas for the Möbius function \( \mu \) in special cases.

**Theorem 2.2.** The Möbius function satisfies the following properties:

i) \( \mu(\emptyset, \hat{1}) = (-1)^{d-1}(d-1)! \).

ii) \( \mu(0, \pi) = \prod_{i=1}^{d}(\nu(\pi)+1)!r_i(\pi) \), and consequently, \( \sum_{\pi \in \mathbb{P}_d} \mu(0, \pi) = d! \).

If \( \sigma \) is a partition of \( \{1, \ldots, d\} \), then there exists a coordinate function \( f : \{1, \ldots, d\} \to \{1, \ldots, \nu(\sigma)\} \) such that \( f^{-1}(i) = A_i \) where each \( A_i \) represents a block in our partition. Note that this coordinate function isn’t unique. For every partition \( \sigma \) we can fix an enumeration of the blocks \( f : \{1, 2, \ldots, d\} \to \{1, 2, \ldots, |\sigma|\} \) where \( \sigma := \langle j_1, j_2, \ldots, j_d \rangle \). This means \( j_r = j_s \) if and only if \( r, s \in A_r, s \) where \( A_r, s \) is a block.
in \( \sigma = \langle j_1, j_2, \ldots, j_d \rangle \). Using this notation we define the restricted and full partition for elements from an algebra.

**Definition 2.3.** Let \( \mathcal{A} \) be an algebra and \( x^i_{j_i} \in \mathcal{A} \). The restricted partition is defined by:

\[
\langle \sigma \rangle = \sum_{(j_1, j_2, \ldots, j_d) = \sigma} x^{j_1}_{j_1} \cdots x^{j_d}_{j_d}.
\]

The full partition with elements \( x_{j_i} \) is given by:

\[
[\sigma] = \sum_{\pi \geq \sigma} \langle \pi \rangle.
\]

The restricted and full partitions, which are denoted as \( \langle \sigma \rangle \) and \([\sigma]\), respectively, give expressions for the elements in the given \( B(H) \) according to the algebraic combinatorial partition \( \sigma \). In order to understand the difference between the definition of restricted partition and full partition, consider the following example.

**Example 2.4.** Let both the numbers of total samples and chosen samples be 3 \((n = d = 3)\). Then for the full partition \([1 \ 2 \ 3]\), with the assumption that \( x^i_{j_i} = x_{j_i} \) we have

\[
[1 \ 2 \ 3] = (\sum x^2_{i_1})(\sum x_{i_1}) = (1 \ 2 \ 3) + (1 \ 2 \ 3) = \sum x^2_{i_1}x_{i_3} + \sum x^3_{i_1}.
\]

Whereas the restricted partition \( \langle 1 \ 2 \ 3 \rangle \) is defined as \( \langle 1 \ 2 \ 3 \rangle = \sum_{i_1 = i_2 \neq i_3} x^2_{i_1}x_{i_3} \).

We reformulate Pisier’s Möbius inversion formula in our context.

**Proposition 2.5.** Let \( x^i_k \in \mathcal{A} \) as above. Then we have

(2.1) \( \langle \pi \rangle = \sum_{\nu \geq \pi} \mu(\pi, \nu)[\nu] \), where \([\pi] = \sum_{\nu \geq \pi} (\nu)\).

(2.2) \( \langle \pi \rangle = \sum_{\nu \leq \pi} \mu(\pi, \nu)[\nu] \), where \([\pi] = \sum_{\nu \leq \pi} (\nu)\).

Moreover, we have

(2.3) \( \langle 0 \rangle = [0] + \sum_{0 \leq \nu \leq 1} \mu(0, \nu)[\nu] \).

In [17], in order to separate different partition blocks into disjoint subspaces, Pisier uses a trick to embed operators \( x_{ik} \in B(H) \) into \( B(K \otimes H) \) (for another Hilbert space \( K \)). Our first goal is to modify Pisier’s trick by using matrix units.

Consider first the trivial partition that has only one block \([1, 2, \ldots, d]\). We can write

\[
1 = [1, 2, \ldots, d] = \sum x^1_{i_1}x^2_{i_2} \cdots x^d_{i_d} = (\sum e_{1i_1} \otimes x^1_{i_1}) \times (\sum e_{2i_2} \otimes x^2_{i_2}) \times \cdots \times (\sum e_{di_d} \otimes x^d_{i_d}).
\]
Now if we have 6 elements and our partition \( \sigma \) has two crossing blocks, one containing \( \{1, 3, 4, 6\} \) and the other containing \( \{2, 5\} \), then the full partition of \( \sigma \) will be of the form:

\[
|\sigma| = \sum_{i_1=i_2=i_4=i_6\atop i_2=i_5} x_{i_1} x_{i_2} x_{i_3} x_{i_4} x_{i_5} x_{i_6},
\]

We rewrite these elements into a tensor form, as follows:

\[
\begin{align*}
Z_{i_1} &= e_{i_1} \otimes 1 \otimes x_{i_1}, & Z_{i_2} &= 1 \otimes e_{i_2} \otimes x_{i_2}, \\
Z_{i_3} &= e_{i_3} \otimes 1 \otimes x_{i_3}, & Z_{i_4} &= e_{i_4} \otimes 1 \otimes x_{i_4}, \\
Z_{i_5} &= 1 \otimes e_{i_5} \otimes x_{i_5}, & Z_{i_6} &= e_{i_6} \otimes 1 \otimes x_{i_6}.
\end{align*}
\]

With this new notation, we get

\[
|\sigma| = \sum_{i_1=i_3=i_4=i_6\atop i_2=i_5} x_{i_1} x_{i_2} x_{i_3} x_{i_4} x_{i_5} x_{i_6} = \sum_{i_1,i_2,i_3,i_4,i_5,i_6} Z_{i_1} Z_{i_2} Z_{i_3} Z_{i_4} Z_{i_5} Z_{i_6} = \prod_{j=1}^6 (\sum_{i_j} Z_{i_j}) = \prod_{j=1}^6 Z_j, \quad (Z_j := \sum_{i_j} Z_{i_j}).
\]

In a more general setting, assume \( \sigma \) has more than one block. Denote \( A_1, \ldots, A_{|\sigma|} \) as the blocks of the partition \( \sigma \) with cardinality larger than one. Then we define

\[
Z^{k}_{jk} \in B(H)^{\otimes |\sigma|} \otimes B(H)
\]

as follows:

\[
\forall k \in A_1, \quad Z^{k}_{jk} = t_{A_1}(j_k) \otimes 1 \otimes \cdots \otimes x^{k}_{j_k}
\]

\[
\forall k \in A_2, \quad Z^{k}_{jk} = 1 \otimes t_{A_2}(j_k) \otimes \cdots \otimes x^{k}_{j_k}
\]

\[
\forall k \in A_{|\sigma|}, \quad Z^{k}_{jk} = 1 \otimes \cdots \otimes t_{A_{|\sigma|}}(j_k) \otimes x^{k}_{j_k},
\]

where

\[
t_{A_m}(j_k) = \begin{cases} 
  e_{j_k} & j_k = \min A_m \\
  e_{j_k} \otimes 1 \otimes \cdots \otimes x^{k}_{j_k} & \text{otherwise} \\
  e_{j_k} & j_k = \max A_m.
\end{cases}
\]

Here, \( \min A_m \) means the smallest index number and \( \max A_m \) means the largest index number in the partition \( A_m \). Finally, if \( k \) belongs to singleton block of the partition \( \sigma \), then we set

\[
Z^{k}_{j_k} = 1 \otimes \cdots \otimes 1 \otimes x^{k}_{j_k}.
\]

To sum up, the method places each element into larger spaces, which will allow us to interchange the summation and multiplication as in the above example and the following lemma.

**Lemma 2.6.** For an arbitrary partition \( \sigma \) for \( d \) elements, we have

\[
|\sigma| = \sum_{i_1, \ldots, i_d} Z^{1}_{i_1} \cdots Z^{d}_{i_d}.
\]
Theorem 2.7. For an arbitrary partition $\sigma$ for $d$ elements, we have

$$
\|\sigma\|_{B(H)} \leq \prod_{k=1}^{d} \left( \| \sum_{j_k} Z_{j_k}^k \| \cdot 1_{\sigma_s}(k) + \| \sum_{j_k} Z_{j_k}^k \| \cdot 1_{\sigma_{ns}}(k) \right).
$$

Moreover, $\|\sigma\|_{B(H)} \leq \prod_{j_k \in \sigma_s} \| \sum_{j_k} Z_{j_k} \| \times \prod_{k \in \sigma_{ns}} \| (Z_{j_k}) \|$, where $\| (Z_{j_k}) \| = \max \{ \| \sum_{j_{k_1}} Z_{j_{k_1}}^* \|^{1/2}, \| \sum_{j_{k'}} Z_{j_{k'}}^* Z_{j_{k'}} \|^{1/2}, \sup_{j_k} \| Z_{j_k} \| \}$. Here $\sigma_s$ means the set of singletons in the partition $\sigma$, and $\sigma_{ns}$ means the set of non-singleton elements in the partition $\sigma$. The functions $1_{\sigma_{ns}}(k), 1_{\sigma_s}(k)$ represent the characteristic functions, i.e.

$$
1_{\sigma_{ns}}(k) = \begin{cases} 
1 & k \in \sigma_{ns}, \\
0 & \text{otherwise}, 
\end{cases} \quad 1_{\sigma_s}(k) = \begin{cases} 
1 & k \in \sigma, \\
0 & \text{otherwise}.
\end{cases}
$$

Proof. Taking the norm for the full partition, we have

$$
\|\sigma\| = \| \sum_{\pi \supseteq \sigma} \langle \pi \rangle \| = \| \sum_{(j_1, \ldots, j_d) \in \sigma} x^1_{j_1} \cdots x^d_{j_d} \|
$$

(2.5)

$$
\leq \prod_{j_k \in \sigma_s} \| \sum_{j_k} Z_{j_k} \| \cdot \prod_{k \in \sigma_{ns}} \| \sum_{j_k} Z_{j_k} \|
$$

(2.6)

The equality (2.5) comes from Lemma 2.6. The equality (2.6) follows from the definition of $Z_{j_k}^k$, which means it allows us to perform summation first and then multiplication. Next,

$$
\|\sigma\|_{B(H)} \leq \prod_{k \in \sigma_s} \| \sum_{j_k} Z_{j_k} \| \times \prod_{k \in \sigma_{ns}} \| \sum_{j_k} Z_{j_k} \| \cdot \left( 1_{\min A_m} + 1_{\max A_m} + 1_{\mid A_m} \right)
$$

$$
\leq \prod_{k \in \sigma_s} \| \sum_{j_k} Z_{j_k} \| \times \prod_{k \in A_m \cap \sigma_{ns}} \| \sum_{j_k} Z_{j_k} \| \cdot \left( 1_{\min A_m} + 1_{\max A_m} + 1_{\mid A_m} \right)
$$

Indeed, this immediately follows from

$$
Z_{i_j}^i \cdot Z_{i_k}^k = 0, \text{ if } i_j \neq i_k.
$$

Follow Pisier's result in [17]; we deduce the following norm estimate.
\[ \leq \prod_{k \in \sigma_s} \| \sum_{j_k} Z_{j_k} \| \times \prod_{k \in A_m \cap \sigma_{ns}} \left( \| \sum_{j_k} Z_{j_k} Z_{j_k}^* \|^{\frac{1}{2}} \cdot 1_{\text{min } A_m} + \| \sum_{j_k} Z_{j_k}^* Z_{j_k} \|^{\frac{1}{2}} \cdot 1_{\text{max } A_m} + \sup_{j_k} \| Z_{j_k} \| \cdot 1_{\text{mid } A_m} \right) \]

\[ \leq \prod_{k \in \sigma_s} \| \sum_{j_k} Z_{j_k} \| \times \prod_{k \in \sigma_{ns}} \| (Z_{j_k}) \|, \]

where \( \| (Z_{j_k}) \| = \max \{ \| \sum Z_{j_{k_1} j_{k_1}} Z_{j_{k_1}}^* \|^{\frac{1}{2}}, \| \sum Z_{j_{k_p} j_{k_p}} Z_{j_{k_p}} \|^{\frac{1}{2}}, \sup_{j_k} \| Z_{j_k} \| \} \).

The next corollary states the norm estimate in \( B(H) \) rather than in \( B(K \otimes H) \). For simplicity we replace \( x_{j_k}^k \) by \( x_{j_k} \).

**Corollary 2.8.** If \( \sigma \) is a partition and \( x_{j_k} \) is a self-adjoint operator for arbitrary \( k \in \{1, \ldots, d\} \), then

\[ \| [\sigma] \|_{B(H)} \leq \prod_{k \in \sigma_s} \| \sum_{j_k} x_{j_k} \| \cdot \prod_{k \in \sigma_{ns}} \| \sum_{j_k} x_{j_k}^2 \|^{\frac{1}{2}} \]

**Proof.** We need to discuss two cases:

(i) For \( k \in \sigma_s \), \( \| \sum_{j_k} Z_{j_k} \| = \| \sum 1 \otimes \cdots \otimes x_{j_k} \| = \| 1 \otimes \cdots \otimes \sum x_{j_k} \| = \| \sum x_{j_k} \| . \)

(ii) For \( A_m \in \sigma_{ns} \),

\[ \| \sum Z_{j_{k_1} j_{k_1}} Z_{j_{k_1}}^* \|^{\frac{1}{2}} = \| \sum [1 \otimes \cdots \otimes e_{1j_{k_1}} \otimes \cdots \otimes x_{j_{k_1}} ] \cdot [1 \otimes \cdots \otimes e_{1j_{k_1}} \otimes \cdots \otimes x_{j_{k_1}}^* ] \|^{\frac{1}{2}} \]

\[ = \| \sum 1 \otimes \cdots \otimes e_{11} \otimes \cdots \otimes x_{j_{k_1}} x_{j_{k_1}}^* \|^{\frac{1}{2}} = \| 1 \otimes \cdots \otimes \sum x_{j_{k_1}} x_{j_{k_1}}^* \|^{\frac{1}{2}} = \| \sum x_{j_{k_1}}^2 \|^{\frac{1}{2}}. \]

and

\[ \| \sum Z_{j_{k_p} j_{k_p}} \|^{\frac{1}{2}} = \| \sum [1 \otimes \cdots \otimes e_{1j_{k_p}} \otimes \cdots \otimes x_{j_{k_p}}^* ] \cdot [1 \otimes \cdots \otimes e_{1j_{k_p}} \otimes \cdots \otimes x_{j_{k_p}} ] \|^{\frac{1}{2}} \]

\[ = \| \sum 1 \otimes \cdots \otimes e_{11} \otimes \cdots \otimes x_{j_{k_p}} x_{j_{k_p}}^* \|^{\frac{1}{2}} = \| 1 \otimes \cdots \otimes \sum x_{j_{k_p}} x_{j_{k_p}}^* \|^{\frac{1}{2}} = \| \sum x_{j_{k_p}}^2 \|^{\frac{1}{2}}. \]

For the middle term, we have

\[ \sup_{k \in \{k_2, \ldots, k_{p-1}\}} \sup_{j_k} \| Z_{j_k} \| = \sup_{k \in \{k_2, \ldots, k_{p-1}\}} \sup_{j_k} \| Z_{j_{k_p}}^* Z_{j_{k_p}} \|^{\frac{1}{2}} = \sup_{k \in \{k_2, \ldots, k_{p-1}\}} \sup_{j_k} \| x_{j_{k_p}} \| \leq \sup_{k \in A_m} \| \sum x_{j_k}^2 \|^{\frac{1}{2}}. \]

Combining (i) and (ii) finishes the proof.

3. **AGM Inequality for the Norm and for the Order**

In this section we prove the AGM inequality for the norm and for the order. We need the following lemma which handles positive or self-adjoint operators \( \{ x_{j_k} \} \) in a \( C^* \)-algebra \( \mathcal{A} \).

**Lemma 3.1.**

(i) If \( x_{j_k} \geq 0 \), then \( \| \sum x_{j_k}^2 \|^{\frac{1}{2}} \leq \| \sum x_{j_k} \| . \)

(ii) If \( x_{j_k} \) are self-adjoint, then \( \| \sum x_{j_k}^2 \|^{\frac{1}{2}} = \| (\sum x_{j_k}^2)^{\frac{1}{2}} \|. \)
Proof. (i) Indeed, we have
\[ \| \sum x_j \|^{1/2} = \| \sum x_j^2 \|^{1/2} \leq (\| \sum x_j \|^{1/2} \cdot \| \sum x_j \| \cdot \| \sum x_j \|^{1/2})^{1/2} = \| \sum x_j \|. \]

(ii) Holds trivially using \( \| x^2 \| = \| x \|^2 \), for \( x = (\sum x_j^2)^{1/2} \).

3.1. AGM inequality for the norm. Now we have done all the preparation to prove the NC-AGM inequality for the norm.

Theorem 3.2. Suppose \( x_1, \ldots, x_n \) are positive operators in \( B(H) \). Then
\[ \| P_d(x_1, \ldots, x_n) \|^{1/d}_{B(H)} \leq d \| P_1(x_1, \ldots, x_n) \|_{B(H)}. \]

Proof. From Corollary 2.8 and Lemma 3.1, we deduce that for a given arbitrary partition \( \sigma \) and positive elements \( x_j = x_j \), we have
\[ \| [\sigma] \|_{B(H)} \leq \| \sum x_j \|^{d}. \]
Recall identity 2.3 from Proposition 2.5:
\[ \langle 1, \cdots, d \rangle = [1, \cdots, d] + \sum_{\nu \geq 0} \mu(\hat{0}, \nu)[\nu], \quad \text{where} \quad \sum_{\nu \geq 0} |\mu(\hat{0}, \nu)| = d! - 1. \]

Taking the norm of both sides of the equality, we get
\[ \| \langle 1, \cdots, d \rangle \|_{B(H)} = \| [1, \cdots, d] + \sum_{\nu \geq 0} \mu(\hat{0}, \nu)[\nu] \|_{B(H)} \]
\[ \leq \| [1, \cdots, d] \|_{B(H)} + \sum_{\nu \geq 0} |\mu(\hat{0}, \nu)||[\nu]|_{B(H)} \]
\[ \leq \| \sum x_j \|_{B(H)}^d + (d! - 1) \| \sum x_j \|_{B(H)}^d \]
\[ \leq d! \| \sum x_j \|_{B(H)}^d \]
\[ = d! n^d \frac{1}{n} \sum x_j \|_{B(H)}^d \]
\[ = d! n^d \| P_1(x_1, \ldots, x_n) \|_{B(H)}. \]

Thus,
\[ \| P_d(x_1, \ldots, x_n) \|_{B(H)} \leq \frac{d! n^d (n-d)!}{n!} \| P_1(x_1, \ldots, x_n) \|_{B(H)}. \]

Denote \( C(n, d) := \frac{d! n^d (n-d)!}{n!} \), and for fixed \( d \) define \( f(n) := \sum_{i=0}^{d-1} \log \frac{n}{n-i} \). Then
\[ C(n, d) = \frac{d! n^d (n-d)!}{n!} = \frac{d! n^d}{n(n-1)(n-2) \cdots (n-d+1)} \]
\[ = d! \cdot \frac{n}{n} \cdot \frac{n}{n-1} \cdot \frac{n}{n-2} \cdots \frac{n}{n-d+1} \]
\[ = d! \cdot \exp(f(n)). \]
Since \( f(n) \) is a decreasing function in \( n \), \( C(n, d) \) is also a decreasing function with respect to the variable \( n \). From the definition of \( d \), we know \( n \geq d \), so \( \max_{n \geq d} C(n, d) = C(d, d) = d^d \).

### 3.2. AGM inequality for the order

Recall that the average product is defined by:

\[
P_d(x_1, x_2, ..., x_n) = \frac{(n-d)!}{n!} \sum_{(\sigma) = 0} x_{i_1} ... x_{i_d}.
\]

**Lemma 3.3.** Let \( \{x_i\} \) be a finite family of positive operators in \( B(H) \) which satisfy the condition \( \sum_{i=1}^{n} x_i = n \). If \( a_i := x_i - 1 \) then

\[
(3.3) \quad P_d(x_1, x_2, ..., x_n) = 1 + \sum_{k=1}^{d} \frac{d}{\binom{d}{k}} P_k(a_1, a_2, ..., a_n).
\]

**Proof.** This lemma can be proved by two methods. The first method is by induction which is left to the reader. For the convenience of the reader we give the second proof, using the binomial identity. Then we have

\[
P_d(x_1, ..., x_n) = \frac{(n-d)!}{n!} \sum_{(\sigma) = 0} x_{i_1} ... x_{i_d}
\]

\[
= \frac{(n-d)!}{n!} \sum_{(\sigma) = 0} (a_{i_1} + 1)(a_{i_2} + 1)...(a_{i_d} + 1) = 1 + \sum_{k=1}^{d} \binom{d}{k} a^k,
\]

Let \( x_1 = x_2 = ... = x_n = t \), where \( t = a + 1 \). Then

\[
P_d(x_1, ..., x_n) = t^d = (1 + a)^d = 1 + \sum_{k=1}^{d} \binom{d}{k} a^k,
\]

which implies that \( \lambda_k = \binom{d}{k} \), so \( P_d(x_1, ..., x_n) = 1 + \sum_{k=1}^{d} \binom{d}{k} P_k(a_1, ..., a_n) \).

In Theorem 1.2 for \( d = 3 \), we deduce that each term in \( P_3(x_1, ..., x_n) \) has an upper bound of some scalar multiple of \( \sum a_i^2 \). For \( d > 3 \), we need the following lemma.

**Lemma 3.4.** If \( \{x_i\}, \{a_i\} \) are defined as above, then

\[
\max_i \|a_i\| \leq \|\sum a_i^2\|^{\frac{1}{2}} \leq \|\sum x_i^2\|^{\frac{1}{2}}.
\]

In particular, \( \|a_i\|^k \leq n^k \|\frac{1}{n^2} \sum x_i^2\|^{\frac{k}{2}}. \)

**Proof.** Since we have \( a_i^2 \leq \sum a_i^2 \),

\[
\|a_i\| = \|a_i^2\|^{\frac{1}{2}} \leq \|\sum a_i^2\|^{\frac{1}{2}}.
\]

Moreover, for each \( a_i \), we have \( x_i = a_i + 1 \). Thus

\[
\sum x_i^2 = \sum a_i^2 + n \geq \sum a_i^2.
\]

This finishes the proof.
Note that for a partition with $d = 3$, the proof of the AGM inequality in the order sense was easily done in the introduction. However, the proof is much more complicated for $d \geq 4$. The complication comes from crossing partitions, so we need the following useful known lemma [16].

**Lemma 3.5.** Assume $a, b \in B(H)$ and $t \geq 0$. Then

$$
\begin{align*}
(1) & \quad -(a^*a + b^*b) \leq a^*b + b^*a \leq a^*a + b^*b \\
(2) & \quad ab + b^*a \leq t^2a^*a + t^{-2}b^*b
\end{align*}
$$

To prove (1), we start by observing $(a + b)^*(a + b), (a - b)^*(a - b) \geq 0$. This directly gives $-(a^*a + b^*b) \leq a^*b + b^*a$ and $a^*b + b^*a \leq a^*a + b^*b$. It is clear that (2) is a special case of (1), using the assumptions that $a = ta^*$ and $b = t^{-1}b$ for the upper bound of (1).

The two previous lemmas will help in establishing our result for general case of the AGM inequality for the order. For convenience, we will write $A_i := \sum i^j Z_i$ where $Z_i$ is defined as at the beginning of Section 3.1. We now provide upper and lower bounds for $P_d(a_1, \ldots, a_n)$.

**Lemma 3.6.** If $\{a_i\}$ and $\{x_i\}$ are defined as above, then for $S = \| \sum x_i^2 \|^{1/2}$

$$
-\frac{(n-d)!}{n!} S^{d-2} \sum a_i^2 \leq P_d(a_1, a_2, \cdots, a_n) \leq \frac{(n-d)!}{n!} S^{d-2} \sum a_i^2.
$$

**Proof.** From Proposition 4.3, we know

$$
\frac{n!}{(n-d)!} P_d(a_1, a_2, \cdots, a_n) = [0]_d = [0]_d + \sum_{0 \leq \nu \leq 1} \mu(\emptyset, \nu) [\nu]_d.
$$

We will prove first the case when $\mu(\emptyset, \nu) \geq 0$. We will obtain an upper bound for the sum $[\nu]_d$ by introducing $[\bar{\nu}]_d$ as the following:

$$
\begin{align*}
[\nu]_d & = \sum_{(i_1, i_2, \cdots, i_d) \geq \nu} a_{i_1} a_{i_2} \cdots a_{i_d}, \\
[\bar{\nu}]_d & := \sum_{(i_1, i_2, \cdots, i_d) \geq \nu} a_{i_d} a_{i_{d-1}} \cdots a_{i_1}.
\end{align*}
$$

Here the $\bar{\nu}$ can be viewed as the transposition of the partition $\nu$. By Theorem 2.6, we have $\mu(\emptyset, \pi) = \prod_{i=1}^d (-1)^{i-1} (i-1)!^{r_i(\pi)}$. So $\mu(\emptyset, \nu) = \mu(\emptyset, \bar{\nu})$. Thus, we can sum these two items together.

**Claim:** For every partition $\nu$ and $S = \| \sum a_i^2 \|^{1/2}$ we have

$$
-2 S^{d-2} \sum a_i^2 \leq [\nu]_d + [\bar{\nu}]_d \leq 2 S^{d-2} \sum a_i^2.
$$

The idea here is to use our modification of Pisier’s trick for these two partitions. Recall that $Z_{i_1} = e_{i_1} \otimes a_{i_1}$ is for the first component in the partition, $Z_{i_1} = e_{i_1} \otimes a_{i_1}$ is for the elements in the middle of the partition, and $Z_{i_2} = e_{i_1} \otimes a_{i_2}$ is for the
last element in the partition. Then we have
\[
[v]_d + [\bar{v}]_d = \sum_{(i_1, i_2, \ldots, i_d) \geq \nu} a_{i_1} a_{i_2} \cdots a_{i_d} + a_{i_d} a_{i_{d-1}} \cdots a_{i_1}
\]
\[
= \sum_{i_1} Z_{i_1} \cdots \sum_{i_d} Z_{i_d} + \sum_{i_1} Z_{i_1}^* \cdots \sum_{i_1} Z_{i_1}^*
\]
\[
= A_1 \cdots A_d + A_d^* \cdots A_1^*.
\]
By applying Lemma 3.5 with \( S = \| \sum x_i^2 \|^{1/2} \),
\[
(3.5) \quad |v|_d + |\bar{v}|_d = A_d \cdots A_2 \cdot A_1^* + t^2 A_1 A_1^* + t^{-2} A_1^* A_2^* A_2 \cdots A_d
\]
\[
\leq t^2 A_1 A_1^* + t^{-2} d^{-1} \prod_{j=2}^{d-1} |A_j^* A_j| A_d^* A_d
\]
\[
\leq t^2 A_1 A_1^* + t^{-2} d^{-1} \prod_{j=2}^{d-1} |A_j^*|^2 A_d^* A_d
\]
\[
(3.6) \quad \leq t^2 A_1 A_1^* + t^{-2} d^{-1} \sum |a_i^2| |A_d^* A_d|
\]
\[
(3.7) \quad \leq t^2 A_1 A_1^* + t^{-2} d^{-2} \sum |a_i^2|^2 A_d^* A_d
\]
\[
\leq \| \sum a_i^2 \|^{d-2/2} (A_1 A_1^* + A_d^* A_d) \leq 2 \sum a_i^2 S^{d-2}.
\]
Indeed, if our partition contains the singleton then \(|v|_d + |\bar{v}|_d\) is already zero. Hence we may assume there are no singletons in our partition as it also can be noticed in inequality (3.7). Indeed, if the index is a singleton in partition \( \nu \), then it is controlled by the summation norm \( \| \sum a_i \| \) which is zero by our construction. On the other hand, if the index is in a non-singleton block, then by Theorem 2.8, it is controlled by the square norm \( \| \sum a_i^2 \| \). Therefore, in both cases, \( |A_i| \) is controlled by the square norm of \( a_i \). To get inequality (3.6), we may apply the norm equality as in equality (2.4) from section 2. For the inequality (3.7), we use Lemma 3.5 by choosing \( t^2 = S^{d-2} \). Then we have
\[
\frac{n!}{(n-d)!} P_d(a_1, a_2, \ldots, a_n) = \hat{0}_d + \sum_{0 \leq \nu \leq 1} \mu(\hat{0}, \nu)[v]_d = \sum_{0 \leq \nu \leq 1} \mu(\hat{0}, \nu)[v]_d
\]
\[
= \sum_{\mu(0, \nu) \geq 0} \mu(\hat{0}, \nu)[v]_d + \sum_{\mu(0, \nu) \leq 0} \mu(\hat{0}, \nu)[v]_d
\]
\[
= \frac{1}{2} \left( \sum_{\mu(0, \nu) \geq 0} \mu(\hat{0}, \nu)[v]_d + \sum_{\mu(0, \nu) \geq 0} \mu(\hat{0}, \nu)[v]_d \right)
\]
\[
+ \frac{1}{2} \left( \sum_{\mu(0, \nu) \leq 0} \mu(\hat{0}, \nu)[v]_d + \sum_{\mu(0, \nu) \leq 0} \mu(\hat{0}, \nu)[v]_d \right)
\]
\[
\frac{n!}{(n-d)!} P_d(a_1, a_2, \ldots, a_n) \leq \sum_{\mu(0, \nu) \geq 0} \mu(\hat{0}, \nu) S^{d-2} \sum a_i^2 - \sum_{\mu(0, \nu) \leq 0} \mu(\hat{0}, \nu) S^{d-2} \sum a_i^2
\]
\[
= \sum |\mu(0, \nu)| S^{d-2} (\sum a_i^2) = d! S^{d-2} \sum a_i^2.
\]
For the lower bound, the proof is similar to the one above replacing $A_1$ by $-A_1$. 

**Theorem 3.7.** (AGM inequality for the order) Fix $n$ and $d$. Let $x_1, \ldots, x_n$ be self-adjoint operators such that $\sum_i x_i = n$ and $a_i = x_i - 1$ as above. Assume the following conditions hold:

i) $P_1(x_1, \ldots, x_n) = \frac{\sum x_i}{n} = 1$,

ii) $\|\sum x_i^2\|^{1/2} \leq \frac{\Delta}{3d}$.

Then the AGM inequality holds in the order sense:

$$P_d(x_1, x_2, \cdots, x_n) \leq \left(\frac{\sum x_i}{n}\right)^d = 1.$$  

**Proof.** According to Lemma 3.4, we have $\sum a_i^2 \leq \frac{\Delta}{3d}$. Using this upper bound for the average of noncommutative operators $a_i$ with the identity $3.3$ where $S = \|\sum x_i^2\|^{1/2} \leq \Delta n$ and let $\Delta := \frac{\Delta}{3d}$, we have

$$P_d(x_1, x_2, \ldots, x_n) = 1 + \sum_{k=1}^{d} \binom{d}{k} P_k(a_1, a_2, \ldots, a_n)$$

$$= 1 - \frac{(d)}{2} \frac{(n-2)!}{n!} (\sum a_i^2) + \sum_{k=3}^{d} \binom{d}{k} P_k(a_1, a_2, \ldots, a_n)$$

$$\leq 1 - \frac{(d)}{2} \frac{(n-2)!}{n!} (\sum a_i^2) + \sum_{k=3}^{d} \binom{d}{k} \frac{(n-k)!}{n!} k! \Delta^{k-2} n^{k-2} (\sum a_i^2).$$

Now we need the following condition:

$$\binom{d}{2} \frac{(n-2)!}{n!} \geq \sum_{k=3}^{d} \binom{d}{k} \frac{(n-k)!}{n!} k! \Delta^{k-2} n^{k-2}. \tag{3.8}$$

Simplifying the right hand side gives

$$\sum_{k=3}^{d} \frac{d!}{(d-k)!} \frac{(n-k)!}{n!} \Delta^{k-2} n^{k-2} = \sum_{k=3}^{d} \frac{d!}{(d-k)!} \frac{(n-k)!}{n!} \Delta^{k-2} n^{k-2}$$

$$= \sum_{k=3}^{d} \frac{d!}{(d-k)!} \frac{(n-k)!}{n!} \Delta^{k-2} n^{k-2}$$

$$= \frac{1}{n(n-1)} \sum_{k=3}^{d} \frac{d!}{(d-k)!} \frac{n^{k-2}}{(n-2) \cdots (n-k+1)} \Delta^{k-2}. \tag{3.9}$$

Fix $k$, and denote $f(n) := \frac{n^{k-2}}{(n-2) \cdots (n-k+1)}$. Then, by taking the logarithm, we have $g(n) := \log f(n) = \sum_{i=2}^{k-1} \log \frac{n}{n-i}$. Observe that $g(n)$ is a decreasing function and thus $f(n)$ is a decreasing function as well. Therefore, we get the inequality:

$$\frac{n^{k-2}}{(n-2) \cdots (n-k+1)} \leq \frac{d^{k-2}}{(d-2) \cdots (d-k+1)}. \tag{3.10}$$
We continue the calculation in (3.9) with the help of inequality (3.10), we have
\[
\sum_{k=3}^{d} \left( \frac{d!}{k!} \right) \frac{(n-k)!}{n!} k! \Delta^{k-2} n^{k-2} = \frac{1}{n(n-1)} \sum_{k=3}^{d} \frac{d!}{(d-k)!} \frac{n^{k-2}}{(n-2) \cdots (n-k+1)} \Delta^{k-2} \\
\leq \frac{1}{n(n-1)} \sum_{k=3}^{d} \frac{d!}{(d-k)!} \frac{d^{k-2}}{(d-2) \cdots (d-k+1)} \Delta^{k-2} \\
\leq \frac{1}{n(n-1)} \sum_{k=3}^{d} d(d-1)d^{k-2} \Delta^{k-2} \\
= \frac{d(d-1)}{n(n-1)} \frac{\Delta(1-(d\Delta)^{d-2})}{1-d\Delta} \leq \frac{d(d-1)}{n(n-1)} \frac{d\Delta}{1-d\Delta}.
\]
With our choice of \( \Delta = \frac{1}{3d} \) we deduce indeed \( \frac{d(d-1)}{n(n-1)} \frac{d\Delta}{1-d\Delta} \leq \frac{1}{18d(n-1)^2} \) and this completes the proof. \( \square \)

4. AGM inequality for random matrices

In this section, we prove a version of the NC-AGM inequality for random matrices. We start with a deviation inequality. Let us use the norm \( \|X\|_p = (E\|X\|_{B(H)}^p)^{1/p} \) defined for a random variable \( X : \Omega \to B(H) \).

**Proposition 4.1.** Let \( \{a_i\} \) be a family of self-adjoint random operators. Let \( \varepsilon > 0, p \geq 2, p_d = \frac{p}{d} \) and \( x_i = a_i + 1 \). Define

(i) \( \varepsilon_p := \left\| \frac{1}{n} \sum a_i - E \frac{1}{n} \sum a_i \right\|_p \),

(ii) \( \delta_p := \frac{1}{p} \left\| \left( \sum a_i^2 \right)^{1/2} \right\|_p \),

(iii) \( \gamma_p := \max(\varepsilon_p, \delta_p) \).

Assume \( \sum E a_i = 0 \) and \( \gamma_p \leq \frac{1}{3d} \) and \( \varepsilon = 3d\gamma_p \).

Then, \( \|P_d(x_1, \ldots, x_n) - EP_d(x_1, \ldots, x_n)\|_{p_d} \leq \varepsilon. \)

**Proof.** From the assumption above, we get that
\[
\left\| \frac{1}{n} \sum_{i} a_i \right\|_p = \varepsilon_p.
\]
Fix a partition \( \nu \). According to Theorem (2.7) and by using Hölder’s inequality we have that
\[
E\|\nu\|_{\infty}^{p_d} \leq E\left( \left\| \sum a_i^2 \right\|^{1/2} \left\| (d-|\nu|) p_d \| (\sum a_i) \left\|_{\infty}^{p_d} \right. \right) \left( \sum a_i \right) \left\|_{\infty}^{p_d} \right) \right) \right)
\]
\[
= E\left( \left\| \sum a_i^2 \right\|^{1/2} \left\| (d-|\nu|) p_d \| (\sum a_i) \left\|_{\infty}^{p_d} \right. \right) \right) \right)
\]
\[
= E\left( \left\| \sum a_i^2 \right\|^{1/2} \left\| (d-|\nu|) p_d \| (\sum a_i) \left\|_{\infty}^{p_d} \right. \right) \right) \right)
\]
By using our definition of $\gamma_p$, we have
\[
\text{Recall the definition of } \gamma_p.
\]
\[
\text{Thus,}
\]
\[
f_d = \frac{\|P_d(x_1, \ldots, x_n) - EP_d(x_1, \ldots, x_n)\|_{p_d}}{\|P_d(x_1, \ldots, x_n)\|_{p_d}}
\]
\[
= \left( \frac{\|P_d(x_1, \ldots, x_n)\|_{p_d}}{\|P_d(x_1, \ldots, x_n)\|_{p_d}} \right)^{1/p_d}
\]
\[
= \left( \frac{\|P_d(x_1, \ldots, x_n)\|_{p_d}}{\|P_d(x_1, \ldots, x_n)\|_{p_d}} \right)^{1/p_d}
\]
\[
= \delta_p \cdot n \|P_d(x_1, \ldots, x_n)\|_{p_d}.
\]
\[
\delta_p \cdot n \|P_d(x_1, \ldots, x_n)\|_{p_d} = \delta_p \cdot n \|P_d(x_1, \ldots, x_n)\|_{p_d}
\]
\[
\gamma_p = \max(\delta_p, \varepsilon_p).
\]
\[
(4.1)
\]
\[
\|P_d(x_1, \ldots, x_n)\|_{p_d} = (E \|P_d(x_1, \ldots, x_n)\|_{p_d})^{1/p_d} \leq \gamma_p \cdot \frac{d}{n}
\]
\[
\text{By using our definition of } \gamma_p \text{ and the upper bound for inequality (4.1), we obtain}
\]
\[
(E \|P_d(x_1, \ldots, x_n) - EP_d(x_1, \ldots, x_n)\|_{p_d})^{1/p_d} \leq \frac{(n-k)!}{n!} \sum_{0}^{n} \mu(0, \nu) \left( E \|P_d(x_1, \ldots, x_n)\|_{p_d} \right)_{p_d}
\]
\[
\leq \frac{(n-k)!}{n!} \sum_{0}^{n} \mu(0, \nu) \cdot 2(E \|P_d(x_1, \ldots, x_n)\|_{p_d})^{1/p_d}
\]
\[
(4.2)
\]
\[
\text{From the above we will have}
\]
\[
\|P_d(x_1, \ldots, x_n) - EP_d(x_1, \ldots, x_n)\|_{p_d}
\]
\[
= \left( \sum_{k=1}^{d} \binom{d}{k} (P_k(x_1, \ldots, x_n) - EP_k(x_1, \ldots, x_n)) \right)_{p_d}
\]
\[
= \left( E \sum_{k=1}^{d} \binom{d}{k} (P_k(x_1, \ldots, x_n) - EP_k(x_1, \ldots, x_n)) \right)_{p_d}
\]
\[
\leq \sum_{k=1}^{d} \binom{d}{k} \left( E \|P_k(x_1, \ldots, x_n) - EP_k(x_1, \ldots, x_n)\|_{p_d} \right)_{p_d}
\]
\[
\leq 2 \sum_{k=1}^{d} \binom{d}{k} \frac{(n-k)!}{n!} \gamma_p \cdot \frac{d}{n!} \gamma_p \cdot n^k
\]
\[
(4.3)
\]
\[
\text{Recall the definition } \gamma_p = \max(\delta_p, \varepsilon_p). \text{ Each } \delta_p, \varepsilon_p \text{ is increasing since } L_{p_k}
\]
\[
\text{is defined as probability space which is norm increasing in probability measure. Thus}
\]
\[
\gamma_p \leq \gamma_p = \gamma_p, \forall 1 \leq k \leq d, \text{ which justifies the last inequality (4.3). Let}
\]
\[
f(n) = \frac{d(n-k)!n^k}{(d-k)!n!}. \text{ This function is a decreasing function in } n, \text{ so } f(d) = \max f(n) =
\]
Then we have
$$\|P_d(x_1, \ldots, x_n) - EP_d(x_1, \ldots, x_n)\|_{pd} \leq 2 \sum_{k=1}^{d} (d \cdot \gamma_p)^k = 2 \cdot d \cdot \gamma_p \left(1 - \frac{(d \cdot \gamma_p)^d}{1 - d \cdot \gamma_p}\right) \leq 2 \cdot \frac{d \cdot \gamma_p}{1 - d \cdot \gamma_p} \leq \varepsilon.$$
The second-to-last inequality $\| \sum E x_i \otimes e_i, 1 \| \leq \| \sum x_i \otimes e_i, 1 \|$ follows from the fact that conditional expectation from $E : L_\infty(\Omega, B(H)) \to B(H)$ is a complete contraction. The inequality

$$\left\| \frac{1}{n} \sum x_i \right\| \leq \left\| \frac{(\sum x_i^2)^{1/2}}{\gamma} \right\|$$

is true by the Cauchy-Schwarz inequality. 

Thanks to Theorem 4.1 and Lemma 4.2 we obtain the following deviation result.

**Theorem 4.3.** Let $p \geq 2$, $p_d := \frac{p}{d}$, and $\{ x_i \}$ be a random family of positive operators such that $Ex_i = 1$. Define

(i) $\varepsilon_p := \left\| \frac{1}{n} \sum x_i - E \frac{1}{n} \sum x_i \right\|_p$,

(ii) $\delta_p := \frac{1}{n} \left\| \left( \sum x_i^2 \right)^{1/2} \right\|_p$,

(iii) $\gamma_p := \max(\varepsilon_p, 4 \delta_p)$.

If $3d \cdot \gamma_p \leq 1$ then

$$\left\| P_d(x_1, ..., x_n) - EP_d(x_1, ..., x_n) \right\|_{pd} \leq 3d \cdot \gamma_p.$$ 

**Corollary 4.4.** If in addition $\{ x_i \}$ are matrix-valued i.i.d. Then

$$\left\| P_d(x_1, ..., x_n) \right\|_{pd} \leq 1 + 3d \cdot \gamma_p.$$ 

**Proof.** Since $x_i$’s are matrix-valued i.i.d, then $E(P_d(x_1, ..., x_n)) = P_d(Ex_1, ..., Ex_n)$. Moreover, for $\varepsilon := 3d \cdot \gamma_p$ by (ii) in the above Theorem 4.3 we have

$$\left\| \left( \sum E(x_i)^2 \right)^{1/2} = \left\| \sum E(x_i) \otimes e_i, 1 \right\|_{C_n \otimes B(H)} \leq \left\| \sum x_i \otimes e_i, 1 \right\|_{C_n \otimes B(H)} \leq \delta_p \cdot n.$$ 

Then we can use Theorem 4.3 for $E(x_i)$’s and the classical AGM inequality (here $\delta_p \leq \frac{1}{4} \gamma_p \leq \frac{1}{5} \gamma_p$). 

$$E(P_d(x_1, ..., x_n)) \leq P_1(Ex_1, ..., Ex_n) = \sum \frac{Ex_i}{n} = 1.$$ 

Using the upper bound above and Theorem 4.3 we have the required inequality.

$$\left\| P_d(x_1, ..., x_n) \right\|_{pd} \leq \left\| P_1(Ex_1, ..., Ex_n) \right\|_{pd} + \epsilon \leq 1 + \epsilon.$$ 

**4.1. Application to Log concave measures.**

In this section we want to study random AGM inequalities for log-concave measures.

**Definition 4.5.** A Borel measure $\mu$ on $n$-dimensional Euclidean space $\mathbb{R}^n$ is called logarithmically concave (or log-concave) if for any compact subsets $A$ and $B$ of $\mathbb{R}^n$ and $0 \leq \lambda \leq 1$ we have

$$\mu(\lambda A + (1 - \lambda) B) \geq \mu(A)^\lambda \mu(B)^{(1 - \lambda)}.$$
Let us recall the isotropic measure $\mu$ in $\mathbb{R}^n$.

**Definition 4.6.** The isotropic measure $\mu$ is the measure which satisfies

$$\int_{\mathbb{R}^n} |(\theta, x)|^2 d\mu(x) = L_\mu \|\theta\|^2,$$

for all $\theta \in \mathbb{R}^n$ where $L_\mu$ is denoted as isotropic constant.

Also let us recall Rosenthal’s inequality, which will be used frequently in this section.

**Theorem 4.7** (Rosenthal inequality [10]). Let $A_i$ be a fully independent sub-algebra over $N$ where $N \subseteq M$ and $M$ is a von Neumann algebra, and $1 \leq p < \infty$. Let $x_i \in L_p(A_i)$ with $E_N(x_i) = 0$. Then

$$\|\sum_{i=1}^n x_i\|_p \leq C \max\{\sqrt{p}\} \sum_{i=1}^n E_N(x_i^* x_i + x_i x_i^*)^{1/2} \|\sum_{i=1}^n \|x_i\|_p^{p/2}\},$$

**Theorem 4.8.** Let $n, d \in \mathbb{N}$, $p \geq 2$. Let $(\mathbb{R}^d, \mu)$ be log-concave Borel measure $\mu$ in isotropic position on $\mathbb{R}^d$ with constant $L$. Define random variable $y : \mathbb{R}^d \to \mathbb{R}^d$ by $y(\omega) = \frac{\omega}{\sqrt{\mu}}$, where $\omega \in \mathbb{R}^d$. Let $y_i$ be independent copies of $y$. Then $x_i(\omega) := |y_i(\omega)/(y_i(\omega))|$ is a $d \times d$ random matrix satisfying

(i) $\forall i$, $E x_i = 1$,

(ii) $\|\sum (x_i - E x_i)\|_p \leq \gamma_p \cdot n$,

(iii) $\|\sum x_i^2\|_p^{1/2} \leq \gamma_p \cdot n$,

where $\gamma_p =\begin{cases} p^{1/2} \sqrt{\frac{d}{n}} + p^{5/2} d \frac{n}{p} \geq \ln n & \text{or} \\ 2C\sqrt{\ln d} \delta^{1/2} \frac{n}{p} & d \leq \frac{n}{\ln n} \\ 2C(\ln n)^3 \delta \frac{n}{p} & d \geq \frac{n}{\ln n}. \end{cases}$

(iv) Moreover, assume $\gamma_p \leq (1 - \frac{2}{2+\varepsilon})\frac{1}{2}$, $\varepsilon \geq 0$, and $p_k := \frac{p}{k}$. Then the following hold.

- $\|P_k(x_1, ..., x_n) - EP_k(x_1, ..., x_n)\|_{p_k} \leq \varepsilon$.
- The AGM inequality holds

$$\|P_k(x_1, ..., x_n)\|_{p_k} \leq (1 + 2\varepsilon).$$

**Proof.** We apply Rosenthal’s inequality for $q \geq p$ to $x_i - 1$ instead of $x_i$. Let us introduce the norm in the space $L_q(S_q)$ where $S_q$ is the Schatten class,

$$|x|_q := (E\|x_i\|_{S_q}^q)^{1/q} = (\int \|x(\omega)\|_{S_q}^q d\mu(\omega))^{1/q}.$$

So, we have

$$\|\sum (x_i - E x_i)\|_q \leq c \max\{\sqrt{q}\} \sum E((x_i - 1)^*(x_i - 1) + (x_i - 1) (x_i - 1)^*)^{1/2} q(\sum |x_i - E x_i|_{S_q}^q)^{1/2} \leq c \sqrt{q} \sum E((x_i - 1)^*(x_i - 1) + (x_i - 1) (x_i - 1)^*)^{1/2} + cq(\sum |x_i - E x_i|_{S_q}^q)^{1/2} \leq 2c \sqrt{q} \sum E(x_i - 1)^2^{1/2} + cq(\sum |x_i - E x_i|_{S_q}^q)^{1/2} \leq 2c \sqrt{q} \sum E x_i^2^{1/2} + 2cq^{1/q} |x|_q.$$
By Rosenthal’s inequality, we need to separately estimate the two terms of the right side. We denote
\begin{equation}
I = \| (\sum E x_i^2)^{1/2} \|_q \text{ and } II = |x_1|_q.
\end{equation}

We claim that (ii) holds for $E x_i^2 \leq dE x_i \leq c d \cdot 1$. Using Borel inequality (see [14] where $\| \cdot \|$ is seminorm), we have
\begin{equation}
(E\|y\|^2)^{1/2} \leq C_q E\|y\|_{\mathcal{X}} \leq C_q (E\|y\|^2)^{1/2}.
\end{equation}

Recall that $E\|y\|^2 = \sum_i E\langle e_i, \frac{y}{\sqrt{E}} \rangle^2 = d$. So, we have for $x_i := x_1 = |y\rangle\langle y|$
\begin{equation}
\langle \theta, E x_i^2 \theta \rangle = E\langle \theta, y\rangle\langle y, \theta \rangle = E\|y\|^2 \langle \theta, y \rangle^2 \\
\leq (E\|y\|^4)^{1/2} (E\|\langle \theta, y \rangle^4)^{1/2} \\
\leq C_q^4 E\|y\|^2 E\|\langle \theta, y \rangle \|^2 = C_q^4 \cdot d \|\theta\|^2.
\end{equation}

i.e. $E x_i^2 \leq dE x_i \leq c d \cdot 1$. This implies $\| (\sum E x_i^2)^{1/2} \|_q \leq C \cdot d^{1/2 + 1/q}$ which proves our claim for (I). For (II), note that the $q$-norm is defined to be $|x|_q = (Etr|x|^q)^{1/2}$.

Let’s first take $q = m$ be an integer. We have
\begin{align*}
x_i^m &= |y_i\rangle\langle y_i|^m = y_i\langle y_i, y_i \rangle \cdots \langle y_i, y_i \rangle \langle y_i, y_i \rangle \\
&= y_i\|y_i\|^{2(m-1)} \langle y_i, y_i \rangle.
\end{align*}

Then, by using the Borel inequality (see [14]), we have
\begin{align*}
Etr(x_i^m) &= Etr(y_i)\|y_i\|^{2(m-1)} \langle y_i, y_i \rangle = E\|y_i\|^{2m} \\
&\leq (C \cdot 2m)^m (E\|y_i\|^2)^{1/2})^{2m} \\
&\leq (C \cdot 2m)^m d^m.
\end{align*}

So we get the inequality $|x|_m \leq (C \cdot 2m)^2 d$ for arbitrary integer $m$. Then for any real number $q$, we can find an integer $m$, such that $m \leq q \leq m + 1$, and by interpolation between $m$ and $m + 1$, we get
\begin{equation}
|x|_q \leq (C \cdot 2q)^2 d.
\end{equation}

Thanks to (4.5), we can now prove condition (iii).

\begin{equation}
\| (\sum x_i^2)^{1/2} \|_q \leq \| \sum x_i^2 \|_q^{1/2} \leq (\sum \|x_i^2\|_q)_{1/2}^{1/2} \\
\leq (\sum \|x_i\|_q^{1/2})^{1/2} = \sqrt{n}\|x_1\|_q \\
\leq \sqrt{n}|x_1|_q \leq \sqrt{n}d (C \cdot 2q)^2.
\end{equation}

Combining (I) and (II) we obtain
\begin{align*}
\| \sum (x_i - 1) \|_q &\leq \tilde{c}(qn)^{1/2}d^{1/q} + cqCn^{1/q}q^2 d \\
&= \tilde{C}(qn)^{1/2}d^{1/4} + Cn^{1/q}q^3 d.
\end{align*}
And then divide each term by $n$, we have

$$\frac{\| \sum (x_i - E x_i) \|_q}{n} \leq C(q, d, n) := (\frac{q}{n})^{1/2} d^{1/4} + n^{1/4} q^3 d$$
$$= (\frac{q}{n})^{1/2} d^{1/4} + \frac{q d}{n} q^{2/3} n^{1/3}$$
$$= d^{1/4} q^{1/2} (\frac{d}{n})^{1/2} + q^3 \frac{d}{n} \left( \frac{n^{1/4}}{d^{1/4}} \right)$$
$$= q^{1/4} \left( (\frac{q}{n})^{1/2} d^{1/2} + q^3 \left( \frac{d}{n} \right)^{1-1/4} \right).$$

If we denote $\frac{q}{n} = \delta$, then

$$\frac{\| \sum (x_i - E x_i) \|_q}{n} \leq d^{1/4} (\frac{\delta^{1/2}}{\delta^{1/4}} + q^3 \delta^{1/4 - 1/4})$$
$$= d^{1/4} q^{1/2} \delta^{1/2} (1 + q^{5/2} \delta^{1/2 - 1/4}).$$

Now our goal is to find $\hat{\gamma}_q = \inf_{q \geq q_0} d^{1/4} q^{1/2} \delta^{1/2} (1 + q^{5/2} \delta^{1/2 - 1/4})$ by optimization over $q$ where $q_0 \geq 2$. Define $f(q, \delta) := q^{5/2} \delta^{1/2 - 1/4}$ and consider

$$g := \ln f(q, \delta) = \frac{5}{2} \ln q + \left( \frac{1}{2} - \frac{1}{q} \right) \ln \delta,$$

with derivative $g' = \frac{5}{2} \frac{1}{q} + \frac{1}{q^2} \ln \delta$. The critical point for $f(q, \delta)$ is $q(\delta) = \frac{2}{5} \ln \frac{1}{\delta}$. Since $f(q, \delta)$ is a convex function then it has no more than one minimum point which is $q(\delta)$. Then we have to consider the following cases for the choices of $q$,

1. $q_0 \leq \ln d \leq q_1$ where $q_1 = (\frac{1}{5})^{1/5}$.
2. $\ln d \leq q_0 \leq \ln n$
3. $\ln d \leq \ln n \leq q_0$

This can be done by using optimization over $q$ for the term $d^{1/4} q^{1/2} \delta^{1/2}$. For the first case, we choose $q = \ln d$ and $C(q, \delta) = 2C \sqrt{\ln d} \delta^{1/2}$ where $f(q, \delta) \leq 1$. We also calculate $q_1$ which represents the upper bound for our choice of $q$ from $\frac{q(\delta)}{\delta^{1/2}} = 1$. For the second case, if $\left( \frac{q}{n} \right)^{1/5} \geq \ln \frac{n}{\delta}$, then we simply choose $q = \ln n$. This leads to $\frac{d}{n} \leq \frac{1}{m^{1/5}} \leq \frac{1}{m^{1/3}}$. We can summarize the cases in the following

$$\hat{\gamma}_q = \begin{cases} q^{1/2} \sqrt{\frac{d}{n}} + q^{5/2} \frac{d}{n} & q \geq \ln n \text{ or} \\ 2C \sqrt{\ln d} \delta^{1/2} & d \leq \frac{n}{\ln n} \\ 2C (\ln n)^3 \delta & d \geq \frac{n}{\ln n} \end{cases}$$

We apply the estimate for $q \geq p$ and appeal to Theorem 4.3 and Corollary 4.4 to deduce the AGM inequality.

4.2. Wishart random variable matrices. Let us recall the definition of Wishart random matrices. Let $[g_{i,s}]$ is a family of $d \times m$ Gaussian random matrices such that $i \in [1, n]$, $r \in [1, d]$ and $s \in [1, m]$. Define $G_i = \frac{1}{\sqrt{m}} [g_{i,s}]$ and $x_i = G_i \Gamma_i^*$. We call the matrices $x_i \ d \times d$ Wishart random matrices. Then we have $E x_i = E G_i \Gamma_i^* = 1$ which implies that $\sum_{i=1}^n E x_i = n$. In this section we assume that $m \geq n$. Let us list some useful lemmas which will be used in the main theorem. Each of these lemmas proves one of the conditions of Theorem 4.3 separately.
Lemma 4.9. Let \( \varepsilon_{q,m,n,d} = \left( \frac{\sqrt{d} + \sqrt{m}}{\sqrt{m}} \right)^2 \frac{2q}{n} \). Those \( d \times d \) Wishart random matrices \( \{x_i\} \) from above satisfy
\[
\frac{1}{n} \left\| \left( \sum x_i^2 \right)^{1/2} \right\|_q \leq \varepsilon_{q,m,n,d}.
\]
Proof. Denote \( A = \frac{1}{\sqrt{m}} \sum_{r,s} g_{r,s}e_{r,s} \). Then for all \( h \in H \), and \( x = AA^* \)
\[
E(h, x^2 h) = E(h, |AA^*|^2 h) = E(h, AA^* AA^* h) = E(AA^* h, AA^* h) \]
\[
= E\|AA^* h\|^2 \leq E(\|A\|_{op}^2, \|A^* h\|^2) \leq E\|A\|_{op}^2 E\|A^* h\|^2.
\]
Note that \( E\|A^* h\|^2 = E(h, A^* Ah) = \|h\|^2 \). Using Chevet’s inequality \( [3] \),
\[
E\|A\| = E\|\sum_{r=1}^d \sum_{s=1}^m g_{r,s} e_{r,s} \|_X = E(\|\sum_{s=1}^m g_{r,s} e_{r,s} \|) + E(\|\sum_{r=1}^d g_{r,s} e_{r,s} \|),
\]
where \( X = l_{2m}^2 \) and \( Y = l_{2n}^2 \). We deduce that if \( A = \frac{1}{\sqrt{m}} \sum_{r,s} g_{r,s} e_{r,s} e_{s} \) then by using Kahane’s inequality we have that
\[
(E\|A\|_{op}^2)^{1/2} \leq 2\left( \frac{\sqrt{d} + \sqrt{m}}{\sqrt{m}} \right) =: C(d, m)
\]
Therefore
\[
\|x_i\|_2 = (E\|x_i\|_{op}^2)^{1/2} \leq C(d, m).
\]
For \( q \geq 2 \)
\[
\left\| \left( \sum x_i^2 \right)^{1/2} \right\|_q = \left\| \sum x_i^2 \right\|_{q/2} \leq \left( \sum \|x_i\|_{q/2} \right)^{1/2} \leq \sqrt{m} \|x_i\|_q = \sqrt{m} (E\|A\|_{op}^2)^{1/2} q^2 \leq \sqrt{m} \sqrt{q} (E\|A\|_{op}^2)^{1/2} q^2 = 2q \sqrt{m} \sqrt{q} (E\|A\|_{op}^2)^{1/2} q^2
\]
The last inequality comes from Kahane’s inequality (see proposition 3.3.1 and proposition 3.4.1 in \([11]\)) and inequality \( [10] \). Thus, taking \( \varepsilon_{q,m,n,d} = \left( \frac{\sqrt{d} + \sqrt{m}}{\sqrt{m}} \right)^2 \frac{2q}{n} \),
we have
\[
\frac{1}{n} \left\| \left( \sum x_i^2 \right)^{1/2} \right\|_q \leq \varepsilon_{q,m,n,d}.
\]
The following lemma is used to prove the first condition in Theorem 4.13.

Lemma 4.10. For \( d \times d \) Wishart random variables \( x_i \), the following is satisfied
\[
\frac{1}{n} \left\| \left( x_i - Ex_i \right) \right\|_q \leq \gamma_q,
\]
where
\[
\gamma_q = \begin{cases} \frac{C'}{d} \ln d \sqrt{\frac{\ln d}{n}} & q \leq \ln d \leq n \\ C' d^{1/2} q \max\{ \sqrt{\frac{q}{n}}, \frac{q}{n} \} & q \geq \ln d \end{cases}
\]
Proof. By Rosenthal’s inequality, we have
\[
\left\| \sum (x_i - E x_i) \right\|_q \\
\leq (E \left\| \sum (x_i - E x_i) \right\|_q)^\frac{q}{2} \\
\leq c \sqrt{q} \left( \sum E x_i^2 \right)^{1/2} \left\| \frac{q}{2} \right\|_q + q \left( \sum |x_i - E x_i| \right)^{1/2} \\
\leq c \sqrt{q} \left( \sum E x_i^2 \right)^{1/2} \left\| \frac{q}{2} \right\|_q + q n^\frac{q}{2} \cdot \max(E|x_i|) \\
\leq \sqrt{d} q^\frac{q}{2} \left( \sum x_i^2 \right)^{1/2} \left\| \frac{q}{2} \right\|_q + q n^\frac{q}{2} \cdot \max(E|x_i|) \\
\leq q d^\frac{q}{2} \left( \sum x_i^2 \right)^{1/2} \left\| \frac{q}{2} \right\|_q + q n^\frac{q}{2} d^\frac{q}{2} q \left( \frac{\sqrt{d} \sqrt{\ln n}}{\sqrt{m}} \right)^2 \\
\leq q d^\frac{q}{2} q \left( 1 + \frac{d}{m} \right)^2 q \left( \frac{\sqrt{\ln n}}{n} + \frac{\sqrt{q}}{n} \sqrt{\ln n} \right) \\
\leq d^\frac{q}{2} \left( 1 + \frac{d}{m} \right)^2 (\sqrt{q} n q + q^2 n^\frac{q}{2}).
\]
The second-to-last inequality uses Kahane’s inequality [11] and inequality (4.10).
Dividing the inequality by \( n \), we obtain
\[
(4.12) \quad \left\| \frac{\sum (x_i - E x_i)}{n} \right\|_q \leq d^\frac{q}{2} \left[ 1 + \sqrt{\frac{d}{m}} \right]^2 q \left( \frac{\sqrt{\ln n}}{n} + \frac{\sqrt{q}}{n} \sqrt{\ln n} \right) 
\]
Let \( 2 \leq q_0 \leq q \). We have two cases to estimate the upper bound:
1. \( q_0 \leq \ln d \leq n \)
2. \( \ln d \leq q_0 \leq q \)
We follow the optimization for \( q \) from the proof of Theorem 4.3. Define
\[
f(q) = \sqrt{q} n^\frac{q}{2}, \quad g(q) = \ln f(q) = \frac{q}{2} \ln q + \frac{1}{q} \ln n,
\]
then
\[
g'(q) = \frac{1}{2q} - \frac{\ln n}{q^2} = 0 \quad \text{at} \quad q = 2 \ln n.
\]
Then
\[
\frac{\sqrt{q}}{n} f(q) \leq \begin{cases} C \sqrt{\frac{q}{n}}, & 2 \leq q < n \\ C \frac{2}{n}, & q \geq n \end{cases}
\]
Moreover, by (4.12), when \( d \leq m \), we obtain
\[
\leq 2 C d^\frac{n}{2} \left\{ \sqrt{\frac{q}{n}} \frac{q}{n} \right\} \\
\leq 8 C d^\frac{n}{2} \max\left\{ \sqrt{\frac{q}{n}}, \frac{q}{n} \right\}
\]
Denote \( F(d, n) = 8 C d^\frac{n}{2} \max\left\{ \sqrt{\frac{q}{n}}, \frac{q}{n} \right\} \). We choose \( q = \ln d \) and we get that
\( F(d, n) = C' \ln d \sqrt{\frac{n}{q}} \) if we have \( q_0 \leq \ln d \leq n \). Otherwise we choose \( q \geq q_0 \), and we get \( F(d, n) = C' d^\frac{n}{2} \max\left\{ \sqrt{\frac{q}{n}}, \frac{q}{n} \right\} \). Moreover,
\[
\hat{\gamma}_q = \begin{cases} C' \ln d \sqrt{\frac{n}{q}}, & q \leq \ln d \leq n \\ C' d^\frac{n}{2} \max\left\{ \sqrt{\frac{q}{n}}, \frac{q}{n} \right\}, & q \geq \ln d \end{cases}
\]
We apply the estimate for \( q \geq p \) and appeal to Theorem 4.3 and Corollary 4.4.
Now, we can prove the AGM inequality for random matrices which holds up to 
\( (1 + \varepsilon) \).

**Theorem 4.11.** Let \( \{x_i\} \) be a family of self-adjoint family of \( d \times d \) Wishart random matrices. For \( 2 \leq p \leq \ln d \leq n \), we have

(i) \[ \left\| \sum_{i} (x_i - E(x_i)) \right\|_p \leq \gamma_p n; \]

(ii) \[ \frac{1}{n} \sum_{i=1}^{n} E(x_i) = 1; \]

(iii) \[ \left\| \sum_{i} x_i^2 \right\|_p \leq \gamma_p n, \text{ where } \gamma_p = C' \ln d \sqrt{\frac{\ln d}{n}}, \text{ } p_0 \leq \ln d \leq n; \]

(iv) Moreover, for \( \varepsilon \geq 0 \) if \( \gamma_p \leq \frac{\varepsilon}{p}, \text{ } p_k := \frac{p}{p} \) then the following hold.

- \( \|P_k(x_1, \ldots, x_n) - EP_k(x_1, \ldots, x_n)\|_{p_k} \leq \varepsilon. \)
- The random AGM inequality holds,

\[ \|P_k(x_1, \ldots, x_n)\|_{p_k} \leq (1 + 2\varepsilon). \]

**Proof.** Condition (ii) comes from definition of the Wishart random matrices. For condition (i) we directly use Lemma 4.11 for the case when \( p_k \leq \ln d \leq n \). For condition (iii), we use Lemma 4.14. This implies that all the conditions of Theorem 4.4 are satisfied, since \( p_k \leq \ln d \leq n \). Thus, we get the random AGM inequality. \( \blacksquare \)

5. Application on Pisier’s construction and freely independent

Let \((M, \tau)\) be a von Neumann algebra where \( \tau \) is a faithful normal and normalized trace. An example of a finite von Neumann algebra is given by the group von Neumann algebra \( L(G) \) associated to the left regular representation \( \lambda(G) \) of a discrete group \( G \). It is defined as the strong operator closure of the linear span of \( \lambda(G) \). Recall that \( L_p(M, \tau) \) where \( 1 \leq p < \infty \) is defined as the completion of \( M \) with respect to the norm \( \|x\|_p = (\tau(||x||^p))^{1/p} \) (see Pisier [15] for more details). Note that \( L(G) = L_\infty(L(G)) \) and \( L(G) \subset L_p(L(G)) \). We want to prove a version of the AGM inequality with respect to the norm \( \|\cdot\|_p \). For this version of the AGM inequality, we need the following key lemma.

**Lemma 5.1.** Let \( M \) be a von Neumann algebra. Let \( \nu \) be a partition. Then there exists a group \( G \) and \( b_i(j) \in L(G) \) such that for \( x_i(j) \in L_p(M) \), the elements \( X_i(j) = b_i(j) \otimes x_i(j) \in L_p(L(G) \otimes M) \) satisfy

\[ \nu = E_M \sum_{i_1, i_2, i_3, \ldots, i_d} X_{i_1}(1)X_{i_2}(2)\ldots X_{i_d}(d). \]

Moreover,

\[ \left\| \sum_{i} X_i(j) \right\|_p \leq \left\{ \begin{array}{l} C \max \left\{ ||(\sum x_i(j)^* x_i(j))^{1/2}||_p, ||(\sum x_i(j)x_i(j)^*)^{1/2}||_p \right\} \quad j \in A_{n.s} \supset \sigma_{n.s} \\
\| \sum_{i} x_i(j) \|_p \quad \{j\} \in \sigma_s, \end{array} \right. \]

where \( C \) is a universal constant. Note that \( b_i(j) = 1 \) if \( \{i\} \in \sigma_s \).

**Remark 5.2.** The norm inequality (5.2) was proved by Pisier for even integers \( p \geq 2 \) in [15]. The general case follows from [8].
Now we can state the AGM inequality for $L_p(M)$ where $p \geq d$.

**Theorem 5.3.** Let $M$ be a von Neumann algebra and $x_i \in L_p(M, \tau)$ satisfy the following condition for some $\delta \geq 0$,

$$\|(\sum x_i^2)^{1/2}\|_p \leq \delta \|\sum x_i\|_p.$$ 

Then we have

$$\|P_d(x_1, \ldots, x_n)\|_p \leq \left(1 + (\delta C)(d! - 1)\right) \frac{n^d(n - d)!}{n!} \frac{1}{n} \sum_{i=1}^{n} x_i^d.$$ 

We will only give the sketch of the proof of this theorem since it is similar to the proof of Theorem 3.2 for $p_d = \frac{p}{d} \geq 1$.

**Proof.** By using Lemma 5.1, Hölder’s inequality and the contraction of conditional expectation we have that

$$\|\langle \sigma \rangle\|_{pd} \leq \|\sum x_i\|_p^d + \sum_{\nu \geq 0} |\mu(0, \nu)| C^{\nu} \|\sum x_i^2\|_p^{1/2} \|\sum x_i\|_p^{\nu}.$$ 

Thus for $\delta C \leq 1$

$$\|P_d(x_1, \ldots, x_n)\|_{pd} \leq \left(1 + (\delta C)(d! - 1)\right) \frac{n^d(n - d)!}{n!} \frac{1}{n} \sum_{i=1}^{n} x_i^d. \quad \Box$$

**Remark 5.4.** If $\delta \leq 1$, we get the AGM inequality with a constant $C(d, n) = C^d d^d$.

As a matter of completeness, we want to include the limit case of the Wishart random matrices as an application for the AGM inequality. Let’s first give the definition of freely independent von Neumann algebra (for more details see [23]).

**Definition 5.5.** Let $\{A_i\}$ be a family of unital von Neumann subalgebras of $A$. Then $\{A_i\}$ is called a freely independent algebra (with respect to a unital linear functional $\phi$) if $\phi(x_1 \ldots x_n) = 0$ whenever $\phi(x_j) = 0$ for all $x_j \in A_{i_j}$ and $i_1 \neq i_2, i_2 \neq i_3, \ldots$.

We say that operators $x_i \in A_i$ are freely independent if their algebra $\{A_i\}$ are freely independent. In the following theorem we prove the deviation inequality up to $\varepsilon$ and apply this to the AGM inequality.

**Theorem 5.6.** If $\{x_i\}$ are freely independent in von Neumann algebra $M$ such that

1. $E_M(x_i) = 1$
2. $\sup_i \|x_i\| \leq C$ and $2 + (4\sqrt{n})C \leq \frac{2n}{\sqrt{m}},$

then

1. $\|P_d(x_1, \ldots, x_n) - EP_d(x_1, \ldots, x_n)\|_\infty \leq \varepsilon$
2. $\|P_d(x_1, \ldots, x_n)\|_\infty \leq 1 + \varepsilon.$
Proof. Let \( a_i = x_i - 1 \). By assumption we have \( E_M(a_i) = 0 \). By simple modification of Voiculescu’s inequality \([7]\), we get that

\[
\| (\sum a_i^2)^{1/2} \| = \| \sum e_{11} \otimes a_i \| \leq \sup \| a_i \| + 2\| (\sum E_M(a_i^2))^{1/2} \|
\]

\[
\leq 2(1 + C) + 2\sqrt{n}C
\]

(5.5)

Indeed, \( \| a_i \| = \| x_i - 1 \| \leq 1 + \| x_i \| \leq 1 + C \) and

\[
E_M(a_i^2) = E_M(x_i - E_M(x_i))^2 = E_M(x_i^2) = E_M(x_i)^2
\]

\[
\leq E_M(x_i^2) = E_M(x_i^{1/2} | x_i^{1/2})
\]

\[
\leq \| x_i \| E_M(x_i) = \| x_i \| \leq C.
\]

Again, using Voiculescu’s inequality we have,

(5.6)

\[
\| \sum a_i \| \leq \sup \| a_i \| + 2\| (\sum E_M(a_i^2))^{1/2} \| \leq 2(1 + C) + 2\sqrt{n}C \leq \frac{\varepsilon n}{3d}.
\]

Following the proof of Proposition 4.1, we get

(5.7)

\[
\| [\nu] \| \leq \| (\sum a_i^2)^{1/2} \| | \nu | \| \sum a_i \| | \nu | \| \leq \left( \frac{\varepsilon n}{3d} \right)^d.
\]

Applying the techniques of Proposition 4.1 to the case \( p = \infty \), we have

(5.8)

\[
\| P_k(a_1, ..., a_n) - EP_k(a_1, ..., a_n) \| \leq 2 \frac{(n - k)!}{n!} k! \left( \frac{\varepsilon n}{3d} \right)^k.
\]

Then we have

\[
\| P_d(x_1, ..., x_n) - EP_d(x_1, ..., x_n) \| = \| \sum_{k=1}^{d} \binom{d}{k} (P_k(a_1, ..., a_n) - EP_k(a_1, ..., a_n)) \|
\]

\[
\leq 2 \left( \frac{d!}{(d-k)!} \right) \frac{(n-k)!}{n!} \left( \frac{\varepsilon n}{3d} \right)^k
\]

f(n) is a decreasing function

(5.9)

\[
\leq 2 \left( \frac{d!}{(d-k)!} \right) \frac{(n-k)!}{n!} \left( \frac{\varepsilon n}{3d} \right)^k \leq \varepsilon.
\]

Then we have to apply Theorem 3.7 for \( y_i = Ex_i \) instead of \( x_i \), where \( \sum_{n} y_i = 1 \). Note that by free independence, we have \( EP_d(x_1, ..., x_n) = P_d(Ex_1, ..., Ex_n) \) using the fact that \( \{ x_n \} \) in \( P_d(x_1, ..., x_n) \) has no repetition.

\[
\| P_d(x_1, ..., x_n) \| \leq \| P_d(Ex_1, ..., Ex_n) \| + \epsilon \leq 1 + \epsilon.
\]

Remark 5.7. The norm version of the AGM inequality also holds for the family of freely independent \( \{ x_i \} \). Indeed, we have that

(5.10)

\[
\| P_d(x_1, ..., x_n) \| \leq (1 + \epsilon)\| \frac{1}{n} \sum x_i \| ^d.
\]

In this case we use again the Voiculescu inequality and deduce that

\[
\| \frac{1}{n} \sum x_i - \frac{1}{n} \sum Ex_i \| \leq \frac{\varepsilon}{3d}.
\]
This implies $\| \frac{1}{n} \sum x_i \| \geq 1 - \frac{\varepsilon}{3d}$. Hence,

$$
\| P_d(x_1, \ldots, x_n) \|^{1/d} \leq \frac{(1 + \varepsilon)^{1/d}}{(1 - \frac{\varepsilon}{3d})} \| \frac{1}{n} \sum x_i \|.
$$

Note that $\frac{(1 + \varepsilon)^{1/d}}{(1 - \frac{\varepsilon}{3d})} \approx \frac{1 + \varepsilon}{1 - \frac{\varepsilon}{3d}}$. This is true since we have

$$(1 - x)^n \geq (1 - nx)$$

for $x \in [0, 1]$ and $n \geq 1$. Applying this inequality for $x = \frac{\varepsilon}{3d}$, we have

$$
(1 - \frac{\varepsilon}{3d})^d \geq (1 - \frac{\varepsilon}{3d}) = (1 - \frac{\varepsilon}{3d}).
$$

Thus, AGM inequality is true up to the constant $\frac{1 + \varepsilon}{1 - \frac{\varepsilon}{3d}} \approx 1 + \varepsilon$.

Another interesting application for freely independent copies $\{x_i\}$ is given as follows:

**Corollary 5.8.** Let $\{x_i\}$ be self-adjoint freely independent copies over an algebra $B$ such that $E_B(x_1) = 1_B$ and $\|x_i\| \leq C$. Then the AGM inequality holds up to $(1 + \varepsilon)$.

**Proof.** Using the free independence for the $\{x_i\}$’s, where $d \leq p \leq \infty$ we get

1. $E_B(x_1) = 1_B$
2. $\|x_i\|_p = \|x_1\|_p \leq C$
3. $\|\sum (x_i^2)^{1/2}\|_p \leq \tilde{C} \|x_1\|_p \sqrt{n} \|E_M(x_1^2)^{1/2}\|_p$

Indeed, for the property (3) we just apply a version of Voiculescu’s inequality for free variables $[\delta]$,

$$
\sum x_i \otimes e_{i1} \leq c(\sum \|x_i\|_p^{1/p}) + \|(\sum E_M(x_i^2))^{1/2}\|_p \leq \tilde{C} \|x_1\|_p \sqrt{n} \|E_M(x_1^2)^{1/2}\|_p.
$$

Note that

$$
\| \sum x_i \|_p \geq \| \sum E_M(x_i) \|_p - \| \sum (x_i - E_M(x_i)) \|_p \geq n \|E_M(x_1)\|_p - \left( \frac{\tilde{C} \|x_1\|_p + \sqrt{n} \|E_M(x_1^2)^{1/2}\|_p}{A} \right).
$$

Now, if $A \leq \frac{\tilde{C} \|E_M(x_1)\|_p}{\sum \|x_i\|_p}$, then we have

$$
\|\sum (x_i^{2})^{1/2}\|_p \leq 2 \frac{\tilde{C} \|x_1\|_p + \sqrt{n} \|E_M(x_1^2)^{1/2}\|_p}{n \|E_M(x_1)\|_p} \| \sum x_i \|_p
= n^{-1/2} \left( \frac{2 \tilde{C} \|x_1\|_p + 2 \|E_M(x_1^2)^{1/2}\|_p}{\|E_M(x_1)\|_p} \right) \| \sum x_i \|_p.
$$

Then we get

$$
\|\sum (x_i^{2})^{1/2}\|_p \leq \delta_n \| \sum x_i \|_p.
$$
where $\delta_n = \frac{C_n}{\sqrt{n}}$. Then for $\sqrt{n} \gg d!$ we have $\delta_n \to 0$. This implies that when $n$ is large enough we get the AGM inequality as follows:

$$
\parallel P_d(x_1, ..., x_n) \parallel_p \leq (1 + \varepsilon) \parallel \sum_{i=1}^{n} x_i \parallel_p^d.
$$

\[\text{(5.11)}\]
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