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ABSTRACT
Cloud computing enables the outsourcing of big data analytics, where a third-party server is responsible for data storage and processing. In this paper, we consider the outsourcing model that provides string similarity search as the service. In particular, given a similarity search query, the service provider returns all strings from the outsourced dataset that are similar to the query string. A major security concern of the outsourcing paradigm is to authenticate whether the service provider returns sound and complete search results. In this paper, we design AutoS$^3$, an authentication mechanism of outsourced string similarity search. The key idea of AutoS$^3$ is that the server returns a verification object (VO) to prove the result correctness. First, we design an authenticated string indexing structure named MB-tree for VO construction. Second, we design two lightweight authentication methods named VS$^2$ and E-VS$^2$ that can catch the service provider’s various cheating behaviors with cheap verification cost. Moreover, we generalize our solution for top-k string similarity search. We perform an extensive set of experiment results on real-world datasets to demonstrate the efficiency of our approach.

1. INTRODUCTION
Big data analytics offers the promise of providing valuable insights. However, many companies, especially the small- and medium-sized organizations lack the computational resources, in-house knowledge and experience of big data analytics. A practical solution to this dilemma is outsourcing, where the data owner outsources the data to a computational powerful third-party service provider (e.g., the cloud) for cost-effective solutions of data storage, processing, and analysis.

In this paper, we consider string similarity search, an important data analytics operation that have been used in a broad range of applications, as the outsourced computations. Generally speaking, the data owner outsources a string database $D$ to a third-party service provider (server).

The server provides the storage and processing of similarity search queries as services. The search queries ask for the strings in $D$ that are similar to a number of given strings, where the similarity is measured by a specific similarity function and a user-defined threshold.

For all the benefits of outsourcing and cloud computing, though, the outsourcing paradigm deprives the data owner of direct control over her data. This poses numerous security challenges. One of the challenges is that the server may cheat on the similarity search results. For example, the server is incentivized to improve its revenue by computing with less resources (e.g., only search a portion of $D$) while charging more. Therefore, it is important to authenticate whether the service provider has performed the search faithfully, and returned the correct results to the client. A naive method is to execute the search queries locally, and compare the results with the outcome from the server. Apparently this method is prohibitively costly. We aim to design efficient methods that enable the client to authenticate that the server returned sound and complete similar strings. By soundness we mean that the returned strings are indeed similar. By completeness we mean that all similar strings are returned. In this paper, we focus on edit distance, a commonly-used string similarity function.

Most existing work (e.g. [3, 15]) solve the authentication problem for spatial queries in the Euclidean space. To our best knowledge, ours is the first to consider the authentication of outsourced string similarity search. Intuitively, the strings can be mapped to the Euclidean space via a similarity-preserving embedding function (e.g. [3, 15]). However, such embedding functions cannot guarantee 100% precision (i.e., the embedded points of some dissimilar strings become similar in the Euclidean space). This disables the direct use of the existing Euclidean distance based authentication approaches on string similarity queries.

In this paper, we design AutoS$^3$, an Authentication mechanism of Outsourced String Similarity Search. The key idea of AutoS$^3$ is that besides returning the similar strings, the server returns a verification object (VO) that can prove the soundness and completeness of returned strings. In particular, we make the following contributions.

First, we design an authentication tree structure named MB-tree. MB-tree is constructed by integrating Merkle hash tree [28], a popularly-used authenticated data structure, with $B^+$-tree [44], a compact index for efficient string similarity search based on edit distance.

Second, we design the basic verification method named VS$^2$ for the search queries that consist of a single query.
string. VS² constructs VO from the MB-tree, requiring to include false hits into VO, where false hits refer to the strings that are not returned in the result, but are necessary for the result authentication. We prove that VS² is able to catch the server's cheating behaviors such as tampered values, soundness violation, and completeness violation.

A large amounts of false hits can impose a significant burden to the client for verification. Therefore, our third contribution is the design of the E-VS² algorithm that reduces the VO verification cost at the client side. E-VS² applies a similarity-preserving embedding function to map strings to the Euclidean space in the way that similar strings are mapped to close Euclidean points. Then VO is constructed from both the MB-tree and the embedded Euclidean space. Compared with VS², E-VS² dramatically saves the verification cost by replacing a large amounts of expensive string edit distance calculation with a small number of cheap Euclidean distance computation.

Fourth, we extend to the authentication of: (1) similarity search queries that consists of multiple query strings, and (2) top-k similarity search. We design efficient optimization methods that reduce verification cost for both cases.

Last but not least, we complement the theoretical investigation with a rich set of experiment study on real datasets. The experiment results demonstrate the efficiency of our approaches. It shows that E-VS² can save 25% verification cost of the VS² approach.

The rest of the paper is organized as follows. Sections 2 and 3 discuss the related work and preliminaries. Section 4 formally defines the problem. Section 5 presents our VS² and E-VS² approaches for single-string search queries. Section 6 discusses the authentication of multi-string search queries. Section 7 extends to top-k similarity search. The experiment results are shown in Section 8. Section 9 concludes the paper.

2. RELATED WORK

The problem of authentication of outsourced computations caught much attention from the research community in recent years. Based on the type of the outsourced data and the type of queries that are executed on the data, we classify these techniques into the following types: (1) authentication of outsourced SQL query evaluation, (2) authentication of keyword search, and (3) authentication of outsourced spatial query evaluation. None of these work considered string similarity search queries.

Authentication of outsourced SQL query evaluation. The issue of providing authenticity for outsourced database was initially raised in the database-as-a-service (DaS) paradigm [11]. The aim is to assure the correctness of SQL query evaluation over the outsourced databases. The proposed solutions include Merkle hash trees [19, 24], signatures on a chain of paired tuples [23], and authenticated B-tree and R-tree structures for aggregated queries [21]. The key idea of these techniques is that the data owner outsources not only data but also the endorsements of the data being outsourced. These endorsements are signed by the data owner against tampering with by the service provider. For the cleaning results, the service provider returns both the results and a proof, called the verification object (VO), which is an auxiliary data structure to store the processing traces such as index traversals. The client uses the VO, together with the answers, to reconstruct the endorsements and thus verify the authenticity of the results. An efficient authentication technique should minimize the size of VO, while requiring lightweight authentication at the client side. In this paper, we follow the same VO-based strategy to design our authentication method.

Authentication of keyword search. Pang et al. [24] targeted at search engines that perform similarity-based document retrieval, and designed a novel authentication mechanism for the search results. The key idea of the authentication is to build the Merkle hash tree (MHT) on the inverted index, and use the MHT for VO construction. Though effective, it has several limitations, e.g., the MHT cannot deal data updates efficiently [10]. To address these limitations, Goodrich et al. [10] designed a new model that considered conjunctive keyword searches as equivalent with a set intersection on the underlying inverted index data structure. They use the authenticated data structure in [24] to verify the correctness of set operations.

Authentication of outsourced spatial query evaluation. A number of work investigated the problem of authentication of spatial query evaluation in the location-based service model. Yang et al. [31, 30] integrated an R-tree with the MHT (which is called Merkle R-tree or MR-tree) for authenticating multi-dimensional range queries. Yiu et al. [32] focused on the moving KNN queries that continuously reports the k nearest neighbors of a moving query point. They designed the Voronoi MR-tree as the authenticated data structure for VO construction and authentication. Hu et al. [15] also utilized neighborhood information derived from the Voronoi diagram of the underlying spatial dataset for authentication. Wu et al. [29] designed a novel authenticated data structure named Merkle-IR-tree (MIR-tree) for moving top-k spatial keyword (MkSK) queries. MIR-tree builds a series of digests in each node of the IR-tree [8], in which each entry summarizes the spatial distances and text relevance of the entries in its child node.

3. PRELIMINARIES

String similarity function. String similarity search is a fundamental problem in many research areas, e.g., information retrieval, database joins, and more. In the literature, there are a number of string similarity functions, e.g., Hamming distance, n-grams, and edit distance (See [17] for a good tutorial.) In this paper, we mainly consider edit distance, one of the most popular string similarity measurement that has been used in a wide spectrum of applications. Informally, the edit distance of two string values s1 and s2, denoted as DST(s1, s2), measures the minimum number of insertion, deletion and substitution operations to transform s1 to s2. We say two strings s1 and s2 are θ-similar, denoted as s1 ≈ θ s2, if DST(s1, s2) ≤ θ, where θ is a user-specified similarity threshold. Otherwise, we say s1 and s2 are θ-dissimilar (denoted as s1 $\not\approx$ s2).

Mapping Strings to Euclidean Space. Given two strings s1 and s2, normally the complexity of computing edit distance is O(|s1||s2|), where |s1| and |s2| are the lengths of s1 and s2. One way to reduce the complexity of similarity measurement is to map the strings into a multi-dimensional Euclidean space, such that the similar strings are mapped to close Euclidean points. The main reason of the embedding is that the computation of Euclidean distance is much cheaper than string edit distance. A few string embedding techniques (e.g., [8, 10, 13]) exist in the literature. These al-
algorithms have different properties in terms of their efficiency and distortion rate (See [12] for a good survey). In this paper, we consider an important property named contractiveness property of the embedding methods, which requires that for any pair of strings \((s_i, s_j)\) and their embedded Euclidean points \((p_i, p_j)\), \(\text{d}st(p_i, p_j) \leq \text{DST}(s_i, s_j)\), where \(\text{d}st()\) and \(\text{DST}()\) are the distance function in the Euclidean space and string space respectively. In this paper, we use \(\text{d}st()\) and \(\text{DST}()\) to denote the Euclidean distance and edit distance.

In this paper, we use the SparseMap method [13] for the string embedding. SparseMap preserves the contractiveness property. We will show how to leverage the contractiveness property to improve the performance of verification in Section 2.2. Note that the embedding methods may introduce false positives, i.e., the embedding points of dissimilar strings may become close in the Euclidean space.

**Authenticated data structure.** To enable the client to verify the correctness of the query results, the server returns the results along with some supplementary information that permits result verification. Normally the supplementary information takes the format of verification objects (VOs). In the literature, VO generation is usually performed by an authenticated data structure (e.g., [20] [23] [26]). One of the popular authenticated data structures is Merkle tree [28]. In particular, a Merkle tree is a tree \(T\) in which each leaf node \(N\) stores the digest of a record \(r\): \(h_N = h(r)\), where \(h()\) is a one-way, collision-resistant hash function (e.g., SHA-1 [24]). For each non-leaf node \(N\) of \(T\), it is assigned the value \(h_N = h(h(c_1)||...||h(c_k))\), where \(C_1, ... , C_k\) are the children of \(N\). The root signature \(\text{sig}\) is generated by signing the digest \(h_{\text{root}}\) of the root node using the private key of a trusted party (e.g., the data owner). The VO enables the client to re-construct the root signature \(\text{sig}\).

**B^ed-tree for string similarity search.** A number of compact data structures (e.g., [12] [15]) are designed to handle edit distance based similarity measurement. In this paper, we consider \(B^{ed}\)-tree [29] due to its simplicity and efficiency. \(B^{ed}\)-tree is a \(B^+\)-tree based index structure that can handle arbitrary edit distance thresholds. The tree is built upon a string ordering scheme which is a mapping function \(\varphi\) to map each string to an integer value. To simplify notation, we say that \(s \in [s_i, s_j]\) if \(\varphi(s_i) \leq \varphi(s) \leq \varphi(s_j)\). Based on the string ordering, each \(B^{ed}\)-tree node \(N\) is associated with a string range \([N_i, N_j]\). Each leaf node contains \(f\) strings \([s_1, ... , s_f]\), where \(s_i \in [N_i, N_j]\), for each \(1 \leq i \leq f\). Each intermediate node contains multiple children nodes, where for each child of \(N\), its range \([N'_i, N'_j]\) is within \([N_i, N_j]\), as \([N_i, N_j]\) is the range of \(N\). We say these strings that stored in the sub-tree rooted at \(N\) as the strings that are covered by \(N\).

We use \(\text{DST_{min}}(s_q, N)\) to denote the minimal edit distance between a query string \(s_q\) and any \(s\) that is covered by a \(B^{ed}\)-tree node \(N\). A nice property of the \(B^{ed}\)-tree is that, for any string \(s_q\) and node \(N\), the string ordering \(\varphi\) enables to compute \(\text{DST_{min}}(s_q, N)\) efficiently by computing \(\text{DST}(s_q, N_i)\) and \(\text{DST}(s_q, N_j)\) only, where \(N_i, N_j\) refer to the string range values of \(N\).

**Definition 3.1.** Given a query string \(s_q\) and a similarity threshold \(\theta\), we say a \(B^{ed}\)-tree node \(N\) is a candidate if \(\text{DST_{min}}(s_q, N) \leq \theta\). Otherwise, \(N\) is a non-candidate. \(B^{ed}\)-tree has an important monotone property. Given a node \(N_i\) in the \(B^{ed}\)-tree and any child node \(N_j\) of \(N_i\), for any query string \(s_q\), it must be true that \(\text{DST_{min}}(s_q, N_j) \leq \text{DST_{min}}(s_q, N_i)\). Therefore, for any non-candidate node, all of its children must be non-candidates. This monotone property enables early termination of search on the branches that contain non-candidate nodes.

For any given query string \(s_q\), the string similarity search algorithm starts from the root of the \(B^{ed}\)-tree, and iteratively visits the candidate nodes, until all candidate nodes are visited. The algorithm does not visit those non-candidate nodes as well as their descendants. An important note is that for each candidate node, some of its covered strings may still be dissimilar to the query string. Therefore, given a query string \(s_q\) and a candidate \(B^{ed}\)-tree node \(N\) that is associated with a range \([N_b, N_e]\), it is necessary to compute \(\text{DST}(s_q, s)\), for each \(s \in [N_b, N_e]\).

## 4. PROBLEM FORMULATION

In this section, we describe the authentication problem that we plan to study in this paper.

**System Model.** We consider the outsourcing model that involves three parties: a data owner who possesses a dataset \(D\) that contains \(n\) string values, the user (client) who requests for the similarity search on \(D\), and a third-party service provider (server) that executes the similarity search on \(D\). The data owner outsources \(D\) to the server. The server provides storage and similarity search as services. The client can be the data owner or a trusted party. Given the fact that the client may not possess \(D\), we require that the availability of \(D\) is not necessary for the authentication procedure.

**Similarity search queries.** The server accepts similarity search queries from the clients. We consider the similarity search queries that take the format \((S, \theta)\), where \(S\) is a set of query strings, and \(\theta\) the similarity threshold. We consider two types of similarity search queries: (1) Single-string similarity search: the query \(Q\) contains a single string search \(s_q\) (i.e., \(S = \{s_q\}\)). The server returns \(R\) that contains all similar strings of \(s_q\) in \(D\); and (2) Multi-string similarity search: \(Q\) contains multiple unique search strings \(S = \{s_1, ... , s_f\}\). The server returns the search results in the format of \(\{[s_1, R_1], ... , [s_f, R_f]\}\), where \(R_i (1 \leq i \leq f)\) is the set of similar strings of \(s_i\) in \(D\).

Note that the query strings may not necessarily exist in \(D\). For each search string \(s_q\), we consider two types of similarity outputs: (1) Un-ranked results: all the similar strings of \(s_q\) are returned without any ranking; and (2) Top-k results: the strings that are of the top-k smallest distances to \(s_q\) are returned by their distance to \(s_q\) in an ascending order. We consider both un-ranked and top-k ranking cases in the paper. We assume that the client sends a large number of similarity search queries to the server.

Our query model can be easily extended to support other types of string queries, e.g., range queries, KNN queries, and all-pairs join queries [33] that find all similar string pairs in two given string datasets.

**Result correctness.** We define the result correctness for two different types of query outputs.

**Un-ranked search results.** Given a query string \(s_q\), the un-ranked search result \(R\) of \(s_q\) is correct if and only if it satisfies the following two conditions: (1) soundness: for any string \(s' \in R\), \(s'\) must reside in \(D\), and \(s_q \approx s'\); and (2) completeness: for any string \(s' \in D\) such that \(s_q \approx s'\), \(s'\) must be included in \(R\). In other words, for any string \(s' \notin R\), it must be true that \(s_q \not\approx s'\).

**Top-k results.** Given a query string \(s_q\), let \(R\) be the ranked search result, in which the strings are ranked by their
distance to $s_i$ in an ascending order. We use $R[i]$ $(1 \leq i \leq k)$ to denote the $i$-th string of $R$. Then $R$ is correct if it satisfies the following two conditions: (1) soundness: $\forall i \leq j \leq k$, both $R[i]$ and $R[j]$ must exist in $D$, and $\text{DST}(s_i, R[i]) \leq \text{DST}(s_i, R[j])$; and (2) completeness: for any string $s' \in R$, it must be true that $\text{DST}(s_i, s') \geq \text{DST}(s_i, R[k])$.

**Threat model.** In this paper, we assume that both the data owner and the client are fully trusted. However, the third-party server is not fully trusted as it could be compromised by the attacker (either inside or outside). The server may alter the received dataset $D$ and return any search result that does not exist in $D$. It also may tamper with the search results. For instance, the server may return incomplete results that omit some legitimate documents in the similarity search results [22], or alter the ranking orders of the top-$k$ results. Note that we do not consider privacy protection for the user queries. This issue can be addressed by private information retrieval (PIR) [1] and is beyond the scope of this paper.

## 5. SINGLE-STRING SIMILARITY SEARCH

In this section, we consider the single-string similarity search queries. We first present our basic verification approach named VS² (Section 5.1). Then we present our E-VS² method with improved verification cost (Section 5.2).

### 5.1 Basic Approach: VS²

Given the dataset $D$, the query string $s_q$, and the distance threshold $\theta$, the server returns all strings that are $\theta$-similar to $s_q$. Besides the similar strings, the server also returns a proof of result correctness. In this section, we explain the details of our basic verification method of similarity search (VS²). VS² consists of three phases: (1) the pre-processing phase in which the data owner constructs the authenticated data structure $T$ of the dataset $D$. Both $D$ and the root signature $\text{sig}(T)$ are outsourced to the server; (2) the query processing phase in which the server executes the similarity search query on $D$, and constructs the verification object (VO) of the search results $R$. The server returns both $R$ and VO to the client; and (3) verification phase in which the client verifies the correctness of $R$ by leveraging VO. Next we explain the details of these three phases.

#### 5.1.1 Pre-Processing

In this one-time phase, the data owner constructs the authenticated data structure of the dataset $D$ before outsourcing $D$ to the server. We design a new authenticated data structure named the Merkle Bloom tree (MB-tree). Next, we explain the details of MB-tree.

The MB-tree is constructed on top of the Bloom tree by assigning the digests to each Bloom node. In particular, every MB-tree node contains a triple $(N_0, N_c, h_N)$, where $N_0, N_c$ correspond to the string range values associated with $N$, and $h_N$ is the digest value computed as $h_N = h(h(N_0) || h(N_c) || h^{1 \rightarrow f})$, where $h^{1 \rightarrow f} = h(hC_1 || \ldots || hC_f)$, with $C_1, \ldots, C_f$ being the children of $N$. If $N$ is a leaf node, then $C_1, \ldots, C_f$ are the strings $s_1, \ldots, s_f$ covered by $N$. Besides the triple, each MB-tree node contains multiple entries. In particular, for any leaf node $N$, assume it covers $f$ strings. Then it contains $f$ entries, each of the format $(s, p)$, where $s$ is a string that is covered by $N$, and $p$ is the pointer to the disk block that stores $s$. For any intermediate node, assume that it has $f$ children nodes. Then it contains $f$ entries, each entry consisting of a pointer to one of its children nodes.

The digests of the MB-tree $T$ can be constructed in the bottom-up fashion, starting from the leaf nodes. After all nodes of $T$ are associated with the digest values, the data owner signs the root with her private key. The signature can be created by using a public-key cryptosystem (e.g., RSA). An example of the MB-tree structure is presented in Figure 1. The data owner sends both $D$ and $T$ to the server. The data owner keeps the root signature of $T$ locally, and sends it to any client who requests it for authentication purpose.

Following [12], we assume that each node of the MB-tree occupies a disk page. For the constructed MB-tree $T$, each entry in the leaf node occupies $|s| + |p|$ space, where $|p|$ is the size of a pointer, and $|s|$ is the maximum length of a string value. The triple $(N_0, N_c, h_N)$ takes the space of $2|s| + h$, where $|h|$ is the size of a hash value. Therefore, a leaf node can have $f_1 = \frac{|s| + |p|}{|s|}$ entries at most, where $P$ is the page size. Given $n$ unique strings in the dataset, there are $\binom{n}{2}$ leaf nodes in $T$. Similarly, for the internal nodes, each entry takes the space of $|p|$. Thus each internal node can have at most $f_2 = \frac{|s| + |p|}{|p|}$ entries (i.e., $\frac{|s| + |p|}{|p|}$ children nodes). Therefore, the height $h$ of $T$ is $h \geq \log f_2(\frac{|n|}{n})$.

The construction complexity of MB-tree is $O(n)$, where $n$ is the number of unique strings in $D$. It is cheaper than the complexity of pairwise similarity search over $D$.

### 5.1.2 VO Construction

Upon receiving the similarity search query $Q(s_q, \theta)$ from the client, the server calculates the edit distance between all the string pairs and distills the similar pairs. For the similarity search result $R$, the server constructs a verification object VO to show that $R$ are both sound and complete.

First, we define false hits. Given a query string $s_q$ and a similarity threshold $\theta$, the false hits of $s_q$, denoted as $F$, are all the strings that are dissimilar to $s_q$. In other words, $F = \{s \in D, s \not\approx s\}$. Intuitively, to verify that $R$ is sound and complete, the VO includes both similar strings $R$ and false hits $F$. Apparently including all false hits may lead to a large VO, and thus high network communication cost and the verification cost at the client side. Therefore, we aim to reduce the VO size of $F$.

Before we explain how to reduce VO size, we first define C-strings and NC-strings. Apparently, each false hit string is covered by a leaf node of the MB-tree $T$. Based on whether a leaf node in MB-tree is a candidate, the false hits $F$ are classified into two types: (1) C-strings: the strings that are covered by candidate leaf nodes; and (2) NC-strings: the strings that are covered by non-candidate leaf nodes.

Our key idea to reduce $VO$ size of $F$ is to include representatives of NC-strings instead of individual NC-strings. The representatives of NC-strings take the format of maximal false hit subtrees (MFs). Formally, given a MB-tree $T$, we say a subtree $T'$ that is rooted at node $N$ is a false hit
subtree if \( N \) is a non-candidate node. We say the false hit subtree \( T^N \) rooted at \( N \) is maximal if the parent of \( N \) is a candidate node. The \( MFs \) can root at leaf nodes. Apparently, all strings covered by the \( MFs \) must be NC-strings. And each NC-string must be covered by a \( MF \) node. Furthermore, \( MFs \) are disjoint (i.e., no two \( MFs \) cover the same string). Therefore, instead of including individual NC-strings into the \( VO \), we include their \( MFs \). As the number of \( MFs \) is normally much smaller than the number of NC-strings, this can effectively reduce \( VO \) size. We are ready to define the \( VO \).

Definition 5.1. Given a dataset \( D \), a query string \( s_q \), let \( R \) be the returned similar strings of \( s_q \). Let \( T \) be the \( MB \)-tree of \( D \), and \( NC \) be the strings that are covered by non-candidate nodes of \( T \). Let \( M \) be a set of \( MFs \) of \( NC \). Then the \( VO \) of \( s_q \) consists of: (i) string \( s \), for each \( s \in D - NC \); and (ii) a pair \((N, h^{-1-f})\) for each \( MF \in M \) that is rooted at node \( N \), where \( N \) is represented as \([N_0, N_e] \), with \([N_0, N_e] \) the string range associated with \( N \), and \( h^{-1-f} = h(h_C(\cdots | h_{C_j} \cdots) \cup C_1, \ldots, C_j) \) being the children of \( N \). If \( N \) is a leaf node, then \( C_1, \ldots, C_j \) are the strings \( s_1, \ldots, s_j \) covered by \( N \). Furthermore, in \( VO \), a pair of brackets is added around the strings and/or the pairs that share the same parent in \( T \).

Intuitively, in \( VO \), the similar strings and \( C \)-strings are present in the original string format, while \( NC \)-strings are represented by the \( MFs \) (i.e., in the format of \([(N_0, N_e), h_N)] \).

Example 5.1. Consider the \( MB \)-tree \( T \) in Figure 1 and the query string \( s_1 \). Note that \( s_1 \in D \) (but in general \( s_q \) may not be present in \( D \)). Assume the similar strings are \( R = \{s_1, s_3, s_5\} \). Also assume that node \( N_0 \) of \( T \) is the only non-candidate node. Then \( NC \)-strings are \( NC = \{s_7, s_{8b}, s_9\} \), and \( C \)-strings are \( \{s_2, s_4, s_6, s_{10}, s_{11}, s_{12}\} \). The set of \( MFs \) \( M = \{N_0\} \). Therefore,

\[
VO(s_1) = \{((s_1, s_2, s_3), (s_4, s_5, s_6)), ((s_7, s_8), h^{7-8}), (s_{10}, s_{11}, s_{12}))\}, \text{ where } h^{7-8} = h(h(s_7)||h(s_8)||h(s_9)) \]

For each \( MF \), we do not require that \( h(N_0) \) and \( h(N_e) \) appear in \( VO \). However, the server must include both \( N_0 \) and \( N_e \) in \( VO \). This is to prevent the server to cheat on the non-candidate nodes by including incorrect \([N_0, N_e] \) in \( VO \). More details of the robustness of our authentication procedure can be found in Section 5.1.4.

5.1.3 Authentication Phase

For a given query string \( s_q \), the server returns \( \{R, VO\} \) to the client. Before result authentication, the client obtains the data owner’s public key from a certificate authority (e.g., VeriSign [13]). The client also obtains the hash function, the root signature \( sig \) of the \( MB \)-tree, and the string ordering scheme and the \( B^{nd} \)-tree construction procedure from the data owner. The verification procedure consists of three steps. In Step 1, the client re-constructs the \( MB \)-tree from \( VO \). In Step 2, the client re-computes the root signature \( sig’ \) and compares \( sig’ \) with \( sig \). In Step 3, the client re-computes the edit distance between \( s_q \) and a subset of strings in \( VO \). Next, we explain the details of these steps.

Step 1: Re-construction of \( MB \)-tree: First, the client sorts the strings and string ranges (in the format of \([N_0, N_e] \)) in \( VO \) by their mapping values according to the string ordering scheme. String \( s \) is put ahead the range \([N_0, N_e] \) if \( s < N_0 \). It should return a total order of strings and string ranges. If there exists any two ranges \([N_0, N_e] \) and \([N_0, N_e’] \) that overlap, the client concludes that the \( VO \) is not correct. If there exists a string \( s \in R \) and a range \([N_0, N_e] \in VO \) such that \( s \in [N_0, N_e] \), the client concludes that \( R \) is not sound, as \( s \) indeed is a dissimilar string (i.e., it is included in a non-candidate node). Second, the client maps each string \( s \in R \) to an entry in a leaf node in \( T \), and each pair \(([N_0, N_e], h_N) \in VO \) to an internal node in \( T \). The client re-constructs the parent-child relationships between these nodes by following the matching brackets (.) in \( VO \).

Step 2: Re-computation of root signature: After the \( MB \)-tree \( T \) is re-constructed, the client computes the root signature of \( T \). For each string value \( s \), the client calculates \( h(s) \), where \( h() \) is the same hash function used by the data owner for the construction of the \( MB^{nd} \)-tree. For each internal node that corresponds to a pair \(([N_0, N_e], h^{1-f}) \) in \( VO \), the client computes the hash \( h_N \) of \( N \) as \( h_N = h(h(N_0)||h(N_e)||h^{1-f}) \). Finally, the client re-computes the hash value of the root node, and rebuilds the root signature \( sig’ \) by signing \( h_root \) using the data owner’s public key. The client then compares \( sig’ \) with \( sig \). If \( sig’ \neq sig \), the client concludes that the server’s results are not correct.

Step 3: Re-computation of necessary edit distance: First, for each string \( s \in R \), the client re-computes the edit distance \( DST(s_q, s) \), and verifies whether \( DST(s_q, s) \leq \theta \). If all strings \( s \in R \) pass the verification, then the client concludes that \( R \) is sound. Second, for each \( C \)-string \( s \in VO \) (i.e., those strings appear in \( VO \) but not \( R \)), the client verifies whether \( DST(s_q, s) > \theta \). If it is not (i.e., \( s \) is a similar string indeed), the client concludes that the server fails the completeness verification. Third, for each range \([N_0, N_e] \in VO \), the client verifies whether \( DST_{\text{max}}(s_q, N) > \theta \), where \( N \) is the corresponding \( MB \)-tree node associated with the range \([N_0, N_e] \). If it is not (i.e., node \( N \) is indeed a candidate node), the client concludes that the server fails the soundness verification.

Example 5.2. Consider the \( MB \)-tree in Figure 1 as an example, and the query string \( s_1 \). Assume the similar strings \( R = \{s_1, s_3, s_5\} \). Consider the \( VO \) shown in Example 5.1. The \( C \)-strings are \( C = \{s_2, s_4, s_6, s_{10}, s_{11}, s_{12}\} \). After the client re-constructs the \( MB \)-tree, it re-computes the hash values of strings \( R \cup C \). It also computes the digest \( h_{N_0} = (h(s_7)||h(s_8)||h^{7-8}) \). Then it computes the root signature \( sig’ \) from these hash values. It also performs the following distance computations: (1) for \( R = \{s_1, s_3, s_5\} \), compute the edit distance between \( s_1 \) and string in \( R \), (2) for \( C = \{s_2, s_4, s_6, s_{10}, s_{11}, s_{12}\} \), compute the edit distance between \( s_1 \) and any \( C \)-string in \( C \), and (3) for the pair \((s_7, s_8)\), compute \( DST_{\text{max}}(s_q, N_0) \).

5.1.4 Security Analysis

Given a query string \( s_q \) and a similarity threshold \( \theta \), let \( R \) (resp. \( F \)) be the similar strings (false hits, resp.) of \( s_q \). An untrusted server may perform the following cheating behaviors: the real results \( R \) (1) tampered values: some strings in \( R \) do not exist in the original dataset \( D \); (2) soundness violation: the server returns \( R’ = R \cup FS \), where \( FS \subseteq F \); and (3) completeness violation: the server returns \( R’ = R - SS \), where \( SS \subseteq R \).

The tampered values can be easily caught by the authentication procedure, as the hash values of the tampered strings are not the same as the original strings. This leads to that the root signature of \( MB \)-tree re-constructed by the client
The server constructs the VO construction of $R' = R \cup FS$ in two different ways:

Case 1. The server constructs the VO $V$ of the correct result $R$, and returns $\{R', V\}$ to the client.

Case 2. The server constructs the VO $V'$ of $R'$, and returns $\{R', V'\}$ to the client. Note that the strings in FS can be either NC-strings or C-strings. Next, we discuss how to catch these two types of strings for both Case 1 and 2.

For Case 1, for each NC-string $s \in FS$, $s$ must fall into a MF-tree node in $V$. Thus, there must exist an MF-tree node whose associated string range overlaps with $s$. The client can catch $s$ by Step 1 of the authentication procedure. For each C-string $s \in FS$, $s$ must be treated as a C-string in $V$. Thus the client can catch it by computing $DST(s, s_q)$ (i.e., Step 3 of the authentication procedure).

For Case 2, the C-strings in $FS$ will be caught in the same way as Case 1. Regarding NC-strings in $FS$, they will not be included in any MF-tree in $V'$. Therefore, the client cannot catch them by Step 1 of the authentication procedure (as Case 1). However, as these strings are included in $R'$, the client still can catch these strings by computing the edit distance of $s_q$ and any string in $R'$ (i.e., Step 3 of the authentication procedure).

Completeness. To deal with the VO construction of $R' = R - SS$, we again consider the two cases as for the discussion of correctness violation. In particular, let $V$ and $V'$ be the VO constructed from the correct result $R$ and the incomplete result $R' = R - SS$ respectively, where $SS \subseteq R$. We discuss how to catch these two cases in details.

For Case 1 (i.e., the server returns $\{R', V\}$), any string $s \in SS$ is a C-string. These strings can be caught by recomputing the edit distance between the query string and any C-string (i.e., Step 3 of the authentication procedure).

For Case 2 (i.e., the server returns $\{R', V'\}$), any string $s \in SS$ is either a NC-string or a C-string in $V'$. For any C-string $s \in SS$, it can be caught by re-computing the edit distance between the query string and the C-strings (i.e., Step 3 of the authentication procedure). For any NC-string $s \in SS$, it must be included into a non-candidate MB-tree node. We have the following theorem.

**Theorem 5.1.** Given a query string $s_q$ and a non-candidate node $N$ of range $[N_r, N_c]$, including any string $s'$ into $N$ such that $s' \approx s_q$ must change $N$ to be a candidate node. The proof is straightforward. It is easy to see that $s' \notin [N_r, N_c]$. Therefore, including $s'$ into $N$ must change the range to be either $[s', N_c]$ or $[N_r, s']$, depending on whether $s' < N_r$ or $s' > N_c$. Now it must be true that $DST_{\min}(s_q, N) \leq \theta$, as $DST(s', s_q) \leq \theta$.

Following Theorem 5.1 for any string $s \in SS$ that is considered a NC-string in $V'$, the client can easily catch it by verifying whether $DST_{\min}(s_q, N) > \theta$, for any non-candidate node (i.e., Step 3 of the authentication procedure).

### 5.2 String Embedding Authentication: E-VS $^2$

One weakness of VS $^2$ is that if there exist a significant number of C-strings, its VO can be of large size. This may bring expensive network communication cost. Furthermore, since the client needs to compute the edit distance $DST(s_q, s)$ for each C-string $s$, too many C-strings may incur expensive verification cost at the client side too. Our goal is to shrink VO size with regard to C-strings, so that both network communication cost and verification cost can be reduced. We observe that although C-strings are not similar to the query string, they may be similar to each other. Therefore, we design E-VS $^2$, a computation-efficient method on top of VS $^2$. The key idea of E-VS $^2$ is to construct a set of representatives of C-strings based on their similarity, and only include the representatives of C-strings in VO. To construct the representatives of C-strings, we first apply a similarity-preserving mapping function on C-strings, and transform them into the Euclidean space, so that the similar strings are mapped to the close points in the Euclidean space. Then C-strings are organized into a small number of groups called *distant bounding hyper-rectangles* (DBHs). DBHs are the representatives of C-strings in VO. In the verification phase, the client only needs to calculate the Euclidean distance between $s_q$ and DBHs. Since the number of DBHs is much smaller than the number of C-strings, and Euclidean distance calculation is much faster than that of edit distance, the verification cost of the E-VS $^2$ approach is much cheaper than that of VS $^2$. Next, we explain the details of the E-VS $^2$ approach. Similar to the VS $^2$ approach, E-VS $^2$ consists of three phases: (1) the pre-processing phase at the data owner side; (2) the query processing phase at the server side; and (3) the verification phase at the client side. Next, we discuss the three phases in details.

#### 5.2.1 Pre-Processing

Before outsourcing the dataset $D$ to the server, similar to VS $^2$, the data owner constructs the MB-tree $T$ on $D$. In addition, the data owner maps $D$ to the Euclidean space $E$ via a similarity-preserving embedding function $f: D \rightarrow E$ denote the embedding function. We use SparseMap [13] as the embedding function due to its contractive property (Section 3). The complexity of the embedding is $O(dn^2)$, where $c$ is a constant value between 0 and 1, $d$ is the number of dimensions of the Euclidean space, and $n$ is the number of strings of $D$. We agree that the complexity of string embedding is comparable to the complexity of similarity search over $D$. This naturally fits into the amortized model for outsourced computation [9]: the data owner performs a one-time computationally expensive phase (in our case constructing the embedding space), whose cost is amortized over the authentication of all the future query executions.

The data owner sends $D$, $T$ and the embedding function $f$ to the server. The server constructs the embedded space of $D$ by using the embedding function $f$. The function $f$ will also be available to the client for result authentication.

#### 5.2.2 VO Construction

Given the query $Q(s_q, \theta)$ from the client, the server applies the embedding function $f$ on $s_q$, and finds its corresponding node $P_q$ in the Euclidean space. Then the server finds the result set $R$ of $s_q$. To prove the soundness and completeness of $R$, the server builds a verification object VO. First, similar to VS $^2$, the server searches the MB-tree to build MFs of NC-strings. For the C-strings, the server constructs a set of *distant bounding hyper-rectangles* (DBHs) from their embedded nodes in the Euclidean space. Before we define DBH, first, we define the minimum distance between an Euclidean point and a hyper-rectangle. Given a set of points $P = \{P_0, \ldots, P_l\}$ in a $d$-dimensional Euclidean space, a hyper-rectangle $R(< l_1, u_1>, \ldots, < l_d, u_d>)$ is the *minimum bounding hyper-rectangle* (MBH) of $P$ if $l_i = \min_{k=1}^{l} (P_k[i])$
and $u_i = \max_{1 \leq i \leq d} (P_k[i])$, for $1 \leq i \leq d$, where $P_k[i]$ is the $i$-dimensional value of $P_k$. For any point $P$ and any hyper-rectangle $R(<l_1, u_1>, \ldots, <l_d, u_d>)$, the minimum Euclidean distance between $P$ and $R$ is $d_{\text{dst}}(P, R) = \sqrt{\sum_{i=1}^{d} |m[i]|^2}$, where $m[i] = \max\{l_i - p[i], 0, p[i] - u_i\}$. Intuitively, if the node $P$ is inside $R$, the minimum distance between $P$ and $R$ is 0. Otherwise, we pick the length of the shortest path that starts from $P$ to reach $R$. We have:

**Lemma 5.1.** Given a point $P$ and a hyper-rectangle $R$, for any point $P' \in R$, the Euclidean distance $d_{\text{dst}}(P', P) > d_{\text{dst}}(P, R)$.

The proof of Lemma 5.1 is trivial. We omit the details due to the space limit.

Now we are ready to define **distant bounding hyper-rectangles** (DBHs). Given a query string $s_q$, let $P_k$ be its embedded point in the Euclidean space. For any hyper-rectangle $R$ in the same space, $R$ is a **distant bounding hyper-rectangle** (DBH) of $P_k$ if $d_{\text{dst}}(P_k, R) > \theta$.

Given a DBH $R$, Lemma 5.1 guarantees that $d_{\text{dst}}(P_q, P) > \theta$ for any point $P \in R$. Recalling the contractive property of the SparseMap method, we have $d_{\text{dst}}(P_k, P) \leq d_{\text{dst}}(s_q, s_q)$ for any string pair $s_i, s_j$ and their embedded points $P_i$ and $P_j$. Thus we have the following theorem:

**Theorem 5.2.** Given a query string $s_q$, let $P_k$ be its embedded point. Then for any string $s$, $s$ must be dissimilar to $s_q$ if there exists a DBH $R$ of $P_k$ such that $P \in R$, where $P$ is the embedded point of $s$.

Based on Theorem 5.2, to prove that the C-strings are dissimilar to the query string $s_q$, the server can build a number of DBHs to the embedded Euclidean points of these C-strings. We must note that not all C-strings can be included into DBHs. This is because the embedding function may introduce **false positives**, i.e., there may exist a false hit string $s$ of $s_q$ whose embedded point $P$ becomes close to $P_k$. Given a query string $s_q$, we say a C-string $s$ of $s_q$ is an **FP-string** if $d_{\text{dst}}(P_k, P) \leq \theta$, where $P$ and $P_k$ are the embedded Euclidean points of $s$ and $s_q$. Otherwise (i.e. $d_{\text{dst}}(P, P_k) > \theta$), we call $s$ a **DBH-string**. We have:

**Theorem 5.3.** Given a query string $s_q$, for any DBH-string $s$, its embedded point $P$ must belong to a DBH.

The proof of Theorem 5.3 is straightforward. For any DBH-string whose embedded point cannot be included into a DBH with other points, it constructs a hyper-rectangle $H$ that only consists of one point. Obviously $H$ is a DBH.

Therefore, given a query string $s_q$ and a set of C-strings $C$, first, the server classifies $C$ into FP- and DBH-strings, based on the Euclidean distance between their embedded points. Apparently the embedded points of FP-strings cannot be put into any DBH. Therefore, the server only consider DBH-strings and tries builds DBHs of DBH-strings. The VO of DBH-strings will be computed from DBHs. Therefore, in order to minimize the verification cost at the client side, the server aims to minimize the number of DBHs. Formally:

**MDBH Problem:** Given a set of DBH-strings $\{s_1, \ldots, s_k\}$, let $P \{P_1, \ldots, P_k\}$ be their embedded points. Construct a minimum number of DBHs $R = \{R_1, \ldots, R_k\}$ such that: (1) $\forall R_i, R_j \in R$, $R_i$ and $R_j$ do not overlap; and (2) $\forall P_i \in P$, there exists a DBH $R \in R$ such that $P_i \in R$.

Next, we present the solution to the **MDBH problem**. We first present the simple case for a 2-D dimension (i.e. $d = 2$). Then we discuss the scenario when $d > 2$. For both settings, consider the same input that includes a query point $P_q$ and set of Euclidean points $P \{P_1, \ldots, P_n\}$ which are the embedded points of a query string $s_q$ and its DBH-strings respectively.

**When $d = 2$.** We construct a graph $G = (V, E)$ such that for each point $P_i \in P$, it corresponds to a vertex $v_i \in V$. For any two vertices $v_i$ and $v_j$ that correspond to two points $P_i$ and $P_j$, there is an edge $(v_i, v_j) \in E$ if $d_{\text{dst}}(P_i, P_j) > \theta$, where $R$ is the MBH of $P_i$ and $P_j$. We have:

**Theorem 5.4.** Given the graph $G = (V, E)$ constructed as above, for any clique $C$ in $G$, let $R$ be the MBH constructed from the points corresponding to the vertex in $C$. Then $R$ must be a DBH.

The proof of Theorem 5.4 is in Appendix. Based on Theorem 5.4, the **MDBH problem** is equivalent to the well-known **clique partition problem**, which is to find the smallest number of cliques in a graph such that every vertex in the graph belongs to exactly one clique. The clique partition problem is NP-complete. Thus, we design the heuristic solution to our **MDBH problem**. Our heuristic algorithm is based on the concept of **maximal cliques**. Formally, a clique is maximal if it cannot include one more adjacent vertex. The maximal cliques can be constructed in polynomial time [7]. It is shown that every maximal clique is part of some optimal clique-partition [7]. Based on this, finding a minimal number of cliques is equivalent to finding a number of maximal cliques. Thus we construct maximal cliques of $G$ iteratively, until all the vertices belong to at least one clique.

There is a special case where the **MDBH problem** can be solved in polynomial time: when the embedded points of all DBH-strings lie on a single line, we can construct a minimal number of DBHs in the complexity of $O(\ell)$, where $\ell$ is the number of DBH-strings. Due to space limit, the details of DBH construction can be found in Appendix.

**When $d > 2$.** Unfortunately, Theorem 5.4 cannot be extended to the case of $d > 2$. We found an example in which the MBHs of the pairs $(v_i, v_j)$, $(v_i, v_k)$, and $(v_j, v_k)$ are DBHs. However, the MBH of the pair $(v_i, v_j, v_k)$ is not a DBH, as it includes a point $w$ such that $w$ is not inside $R(v_i, v_j)$, $R(v_i, v_k)$, and $R(v_j, v_k)$, but $d_{\text{dst}}(P_q, w) < \theta$.

To construct the DBHs for the case $d > 2$, we slightly modify the clique-based construction algorithm for the case $d = 2$. In particular, when we extend a clique $C$ by adding an adjacent vertex $v$, we check if the MBH of the extended clique $C' = C \cup \{v\}$ is a DBH. If not, we delete the edges $(u, v)$ from $G$ for all $u \in C$. This step ensures that if we merge any vertex in $U_1$ to $C$, the MBH of the newly generated clique is still a DBH.

For both cases $d = 2$ and $d > 2$, the complexity of constructing DBHs from DBH-strings is $O(n_{DS}^3)$, where $n_{DS}$ is the number of DBH-strings.

Now we are ready to describe VO construction by the E-VS^2 approach. Given a dataset $D$ and a query string $s_q$, let $R$ and $F$ be the similar strings and false hits of $s_q$ respectively. VS^2 approach groups $F$ into C-strings and NC-strings. E-VS^2 approach further groups C-strings into FP-strings and DBH-strings. Then E-VS^2 constructs VO from $R$, NC-strings, FP-strings, and DBH-strings. Formally:

**Definition 5.2.** Given a query string $s_q$, let $R$ be the returned similar strings of $s_q$. Let NC be the NC-strings, and DS be the DBH-strings. Let $T$ be the MB-tree, $MF$ be the maximum false hit trees of NC. Let $R$ be the set of DBH constructed from DBH. Then the VO of $s_q$ consists of: (i)
difference of the E-V S strings. In this step, the client verifies the dissimilarity of each non-leaf MF that is rooted at node N, where N takes the format of \([N_u, N_v]\), with \([N_u, N_v]\) the string range associated with N, and \(h^{1\rightarrow 3} = h(h(c_1), \ldots, h(c_f))\), with \(c_1, \ldots, c_f\) being the children of N; (ii) \(R\); and (iv) a pair \((s, p_R)\) for each s \(\in DS\), where \(p_R\) is the pointer to the DBH in \(R\) that covers the Euclidean point of s; Furthermore, in VO, a pair of square bracket is added around the strings pairs that share the same parent in \(T\).

**Example 5.3.** To continue with our running example in Example 5.2, recall that the query string is \(s_1\). The similar strings \(R = \{s_1, s_3, s_5\}\). The NC-strings \(NC = \{s_7, s_8, s_9\}\). The C-strings \(C = \{s_2, s_4, s_6, s_10, s_11, s_12\}\). Consider the embedded Euclidean space shown in Figure 2(b). Apparently, \(s_4\) is a FP-string as \(dst(p_2, p_4) < \theta\). So the DBH-strings are \(\{s_2, s_6, s_{10}, s_{11}, s_{12}\}\). The DBHs of these DBH-strings are shown in the rectangles in Figure 2(b). The VO of query string \(s_4\) is \(VO(s_4) = \{(s_1, (s_2, p_R_2), s_3), (s_4, s_5, (s_6, p_R_2)), (s_7, s_9), h^{7\rightarrow 9} = h(h(s_7)|h(s_8)|h(s_9))\}\).

**5.2.3 VO-based Authentication**

After receiving \((R, VO)\) from the server, the client uses VO to verify if R is sound and complete. The verification of E-VS² consists of four steps. The first three steps are similar to the three steps of the VS² approach. The fourth step is to re-compute a set of Euclidean distance. Next, we discuss the four steps in details.

**Step 1 & 2:** these two steps are exactly the same as Step 1 & 2 of VS².

**Step 3: Re-computing necessary edit distance:** Similar to VS², first, for each \(s \in R\), the client verifies \(DSF(s, s_0) \leq \theta\). Second, for each range \([N_u, N_v]\) \(\in VO\), the client verifies whether \(DSF_{\min}(s, N) > \theta\), where \(N\) is the corresponding MB-tree node associated with the range \([N_u, N_v]\). The only difference of the E-VS² approach is that for each FP-string \(s\), the client verifies if \(DSF(s, s) > \theta\). If not, the client concludes that \(R\) is incomplete.

**Step 4: Re-computing of necessary Euclidean distance:** Step 3 only verifies the dissimilarity of FP- and NC-strings. In this step, the client verifies the dissimilarity of DBH-strings. First, for each pair \((s, p_R) \in VO\), the client checks if \(p_R \in R\), where \(p_R\) is the embedded point of s, and \(R\) is the DBH that \(p_R\) points to. If all pairs pass the verification, the client ensures that the DBH Bs in VO covers the embedded points of all the DBH-strings. Second, for each DBH \(R \in VO\), the client checks if \(DSF_{\min}(p_R, R) > \theta\). If it is not, the client concludes that the returned results are not correct. Otherwise, third, for each similar string \(s \in R\), the client checks if there exists any DBH that includes \(p_R\), where \(p_R\) is the embedded point of s. If there does, the client concludes that the results violate soundness.

Note that we do not require to re-compute the edit distance between any DBH-string and the query string. Instead we only require the computation of the Euclidean distance between a set of DBHs and the embedded points of the query string. Since Euclidean computation is much faster than that of the edit distance. Therefore E-VS² saves much verification cost compared with VS². More comparison of VS² and E-VS² can be found in Section 5.3.1.

**Example 5.4.** Following the running example in Example 5.3 after calculating the root signature \(sig'\) from VO and compares it with the signature \(sig\) received from the data owner, the client performs the following computations: (1) for \(R = \{s_1, s_3, s_5\}\), compute the edit distances between \(s_1\) and any string in \(R\); (2) for NC-strings \(NC = \{s_7, s_8, s_9\}\), compute \(DSF_{\min}(s_9, N_3)\); (3) for FP-strings \(FP = \{s_4\}\), compute the edit distance \(DSF(s_4, s_8)\); and (4) for DBH-strings \(DS = \{s_2, s_6, s_{10}, s_{11}, s_{12}\}\), compute \(DSF_{\min}(p_R_1, R_2)\) and \(DSF_{\min}(p_R_2)\). Compared with the VS² approach in Example 5.2 which computes 9 edit distances, E-VS² computes 4 edit distances, and 2 Euclidean distances. Recall that the computation of Euclidean distance is much cheaper than that of the edit distance.

**5.3 Security Analysis**

Similar to the security discussion for the VS² approach (Sec. 5.1.4), the server may perform three types of cheating behaviors, i.e., tampered values, soundness violation, and completeness violation. E-VS² can catch the cheating behaviors of tampered values by re-computing the root signature of MB-tree (i.e., Step 2 of the authentication procedure). Next, we mainly focus on how to catch the correctness and completeness violation by the E-VS² approach.

**Soundness.** To violate soundness, the server returns \(R' = R \cup FS\), where \(FS \subseteq F\) (i.e., \(FS\) is a subset of false hits). We consider two possible ways that the server constructs VO:
Table 1: Complexity comparison between \( V S^2 \) and \( E-VS^2 \)

| Phase             | Measurement | \( V S^2 \)                          | \( E-VS^2 \)                          |
|-------------------|-------------|--------------------------------------|---------------------------------------|
| Pre-processing    | Time        | \( O(n) \)                            | \( O(cdn^2) \)                        |
|                   | Space       | \( O(n) \)                            | \( O(n) \)                            |
| VO construction   | time        | \( O(n) \)                            | \( O(n^3 + s) \)                      |
|                   | \( V O \) Size | \( (n_\text{R} + n_\text{C}) | \( n_\text{MF} + n_\text{DBH} \) \) | \( n_\text{R} + n_\text{F} | \( n_\text{MF} + n_\text{DBH} \) \) |
| Verification      | Time        | \( O(n_\text{R} + n_\text{MF} + n_\text{C} | \( n_\text{R} + n_\text{F} + n_\text{C} | \( n_\text{DBH} \) \) | \( n_\text{DBH} \) \) |

(\( n \): \# of strings in \( D \); \( c \): a constant in \([0, 1]\); \( d \): \# of dimensions of Euclidean space; \( \sigma_M \): the average length of the string; \( \sigma_D \): \# of strings in a DBH; \( n_R \): \# of strings in \( R \); \( n_C \): \# of C-strings; \( n_F \): \# of FP-strings; \( n_{DBH} \): \# of DBHs; \( n_{MF} \): \# of MF nodes; \( C_{\text{Ed}} \): the complexity of an edit distance computation; \( C_{\text{El}} \): the complexity of Euclidean distance calculation.)

5.3.1 \( V S^2 \) versus \( E-VS^2 \)

In this section, we compare \( V S^2 \) and \( E-VS^2 \) approaches in terms of the time and space of the pre-processing, VO construction, and verification phases. The comparison results are summarized in Table 1. Regarding the VO construction overhead at the server side, as shown in our empirical study, \( n_{DBH} < n \), thus the overhead \( O(n + n_{DBH}) \) of the \( E-VS^2 \) approach is comparable to \( O(n) \) of the \( V S^2 \) approach.

Regarding the size, the VO size of the \( V S^2 \) approach is calculated as the sum of two parts: (1) the total size of the similar strings and C-strings (in string format), and (2) the size of \( MF \) nodes. Note that \( \sigma_M > 2\sigma + |h| \), where \( |h| \) is the size of a hash value. In our experiments, it turned out that \( \sigma_M \approx 10 \). The VO size of the \( E-VS^2 \) approach is calculated as the sum of three parts: (1) the total size of the similar strings and FP-strings (in string format), (2) the size of \( MF \) nodes, and (3) the size of DBHs. Our experimental results show that \( \sigma_D > \sigma_S, \sigma_M \).

Regarding the complexity of verification time, note that \( n_C = n_F + n_{DBH} \), where \( n_C, n_F \) and \( n_{DBH} \) are the number of C-strings, FP-strings, and DBH-strings respectively. Usually, \( n_{DBH} < n_C \) as a single DBH can cover the Euclidean points of a large number of DBH-strings. Also note that \( C_{\text{El}} \) (i.e., complexity of an edit distance computation) is much more expensive than \( C_{\text{Ed}} \) (i.e., the complexity of Euclidean distance calculation). Our experiments show that the time to compute one single edit distance can be 20 times of computing one Euclidean distance. Therefore, compared with \( V S^2 \), \( E-VS^2 \) significantly reduces the verification overhead at the client side. We admit that it increases the overhead of pre-processing at the data owner side and the VO construction at the server side. We argue that, as the pre-processing phase is a one-time operation, the cost of constructing the embedding function can be amortized by a large number of queries from the client.

6. Multi-string Similarity Search

So far we discussed the authentication of single-string similarity search queries. To authenticate a multi-string query \( Q(S, \theta) \) that contains multiple unique search strings \( S = \{s_1, \ldots, s_k\} \), a straightforward solution is to create VO for each string \( s_i \in S \) and its similarity result \( R_i \). Apparently this solution may lead to \( V O \) of large sizes in total. Thus, we aim to reduce the size of \( V O S \). Our VO optimization method consists of two main strategies: (1) optimization by triangle inequality; and (2) optimization by overlapping dissimilar strings.

6.1 Optimization by Triangle Inequality

It is well known that the string edit distance satisfies the triangle inequality, i.e., \(|\text{DST}(s_i, s_k) - \text{DST}(s_j, s_k)| \leq \text{DST}(s_i, s_j)\).
given the overlap of $N_P$ changes the range of $N_P$ to be $[N_b, N_e]$. Note that it must be true $[N_b, N_e] \subseteq [N_i, N_e]$. Therefore, $N_P$ must be a non-candidate.

Based on Theorem 6.1, removing the $MB$-tree nodes that correspond to any dissimilar string indeed does not change the structure of the $MB$-tree. Therefore, we can optimize the VO construction procedure by removing those strings covered by the triangle inequality from the $MB$-tree.

Another possible optimization by triangle inequality is that for any two query strings $s_{q1}$ and $s_{q2}$, for any string $s \in D$ such that $DST(s, s_{q1}) + DST(s_{q1}, s_{q2}) \leq \theta$, then the client does not need to re-compute $DST(s, s_{q2})$ proving that $s_j$ is a similar string in the results. We omit the details due to the space limit.

### 6.2 Optimization by Overlapped Dissimilar Strings

Given multiple-string search query, the key optimization idea is to merge the VO of individual query strings. This is motivated by the fact that any two query strings $s_i$ and $s_j$ may share a number of dissimilar strings. These shared dissimilar strings can enable to merge the VO of $s_i$ and $s_j$. Note that simply merging all similar strings of $s_i$ and $s_j$ into one set and constructing $MB$-tree of the merged set is not correct, as the resulting $MB$-tree may deliver non-leaf $MF$s that are candidates to both $s_i$ and $s_j$. Therefore, given two query strings $s_i$ and $s_j$ such that their false hits overlap, let $NC_i$ ($NC_j$, resp.) and $DBH_i$ ($DBH_j$, resp.) be the $NC$-strings and $DBH$-strings of $s_i$ ($s_j$, resp.), the server finds the overlap of $NC_i$ and $NC_j$, as well as the overlap between $DBH_i$ and $DBH_j$. Then the server constructs VO that shares the same data structure on these overlapping strings. In particular, first, given the overlap $O_{NC} = NC_i \cap NC_j$, the server constructs the non-leaf $MF$s from $O_{NC}$ and include the constructed $MF$s in the VO of both $s_i$ and $s_j$. Second, given the overlap $O_{DBH} = DBH_i \cap DBH_j$, the server constructs the $DBH$s from $O_{NC}$ and include the constructed $DBH$s in the VO of both $s_i$ and $s_j$.

### 7. AUTHENTICATION OF TOP-K RESULTS

In this section, we discuss how to authenticate the top-$k$ similarity results. Formally, given a query string $s_q$ and a threshold value $\theta > 0$, the query is to find the top-$k$ similar strings of $s_q$, which are sorted by their distance to the query string $s_q$ in ascending order. In other words, the query returns a set of strings $R = \{s_1, s_2, \ldots, s_k\}$, where $DST(s_i, s) \leq \theta$ and $DST(s_i, s) \leq DST(s_i, s_{i+1}), \forall i \in [1, k - 1]$. Let $c$ be the number of strings that are similar to $s_q$ in terms of $\theta$. We consider two cases: (1) $k = c$ (i.e., all similar strings are ranked); and (2) $k < c$ (i.e., only a subset of similar strings are returned).

$k = c$. Besides verifying the soundness and completeness of the returned strings, the authentication procedure checks if the ranking is correct. Both the soundness and completeness verification can be achieved by our $V S^2$ or $E-VS^2$ approach. A straightforward solution to ranking authentication is to calculate the pairwise distance $DST(s_q, s)$ for any $s \in R$, sort strings in $R$ based on their distances, and compare the ranking results with $R$. Since the calculation of pairwise distance is required for soundness verification (for both $V S^2$ and $E-VS^2$), the authentication can be done by one additional sorting step.

$k < c$. Given a query string $s_q$ and the top-$k$ similar strings $R = \{s_1, s_2, \ldots, s_k\}$, the client needs to verify:

#### Requirement 1.

No returned strings are tampered with, i.e., $\forall s_i \in R, i \in [1, k]$, $s_i \in D$;

#### Requirement 2.

$\forall i \in [1, k - 1], DST(s_i, s_q) \geq \theta$, and $DST(s_{i+1}, s_q) > DST(s_i, s_q)$.

#### Requirement 3.

No genuine top-$k$ results are missing, i.e., $\forall s_i \notin R, DST(s_i, s_q) \leq DST(s_k, s_q)$.

Requirement 1 can be easily verified by restoring the digests of the root signature of the $MB$-tree. Requirement 2 can be verified by two steps: (1) verifying the soundness of $R$ by either our $V S^2$ or $E-VS^2$ approach; (2) re-compute $DST(s_i, s_q)$ for each $s_i \in R$, and sort the strings of $R$ by their distance in an ascending order. Requirement 3 can be verified by checking whether for all the false hits in the VO, their distance to $s_q$ is longer than $DST(s_k, s_q)$. This is equivalent to checking whether the server returns sound the complete results with regard to the similarity threshold $\theta = DST(s_k, s_q)$. Therefore, we can use $V S^2$ and $E-VS^2$ approaches to construct VO and do verification, by using the similarity threshold as $DST(s_k, s_q)$.

### 8. EXPERIMENTS

In this section, we report the experiment results.

#### 8.1 Experiment Setup

**Datasets and queries.** We use two real-world datasets collected by US Census Bureau in 1990[1] (1) the LastName dataset that contains 88799 last names. The maximum length of a name is 13, while the average is 6.83; and (2) the FemaleName dataset including 4475 actor names. The maximum length of a name is 11, while the average length is 6.03. We designed ten single-string similarity search queries. For the following results, we report the average of the ten queries.

**Parameter setup.** The parameters include: (1) string edit distance threshold $\theta$, (2) dimension $d$ of the embedding space, and (3) the fanout $f$ of $MB$-tree nodes (i.e., the number of entries that each node contains). The details of the parameter settings can be found in Table 2 in Appendix. We also include the details of the query selectivity in Table 3 in Appendix.

---

[1] http://www.census.gov/topics/population/genealogy/data/1990_census
Due to space limits, the details of experimental environments are in Appendix. For the following discussions, we use the following notations: (1) $n$: the number of strings in the dataset, (2) $nk$: the number of similar strings, (3) $nMF$: the number of $MF$s, (4) $nc$: the number of C-strings, (5) $nf$: the number of FP-strings, (6) $nDBH$: the number of DBHs, and (7) $nDS$: the number of $DBH$-strings. We use $\sigma_s$ to indicate the average string size, and $\sigma_M$ ($\sigma_S$, resp.) as the size of $MB$-tree nodes ($DBH$, resp.).

8.2 VO Construction Time

We measure the VO construction time at the server side by both $VS^2$ and $EVSS^2$ methods. The impact of $\theta$. In Figure 3(a), we show the VO construction time with regard to different $\theta$ values. First, we observe that there is an insignificant growth of VO construction time by $VS^2$ when $\theta$ increases. For example, on the $LastName$ dataset, the time increases from 0.7085 seconds to 0.7745 seconds when $\theta$ changes from 2 to 6. This is because the number of $MF$s reduces with the increase of $\theta$. For example, when $\theta = 2, nMF = 390$, while $\theta = 6, nMF = 0$. Consequently, $VS^2$ visits more $MB$-tree nodes to construct the VO. However, compared with $n$, the increase of $nMF$ is not significant. Therefore, the VO construction time of $VS^2$ slightly increases with the growth of $\theta$. Second, we observe the dramatic decrease in VO construction of the $E-VSS^2$ when $\theta$ increases. This is because with the increase of $\theta$ value, $n\theta$ rises, while $nDS$ reduces sharply (e.g., on $LastName$ dataset, when $\theta = 2, n\theta = 128$, $n\theta = 13928$; when $\theta = 3, n\theta = 1104$, $n\theta = 35686$). Since the complexity of VO construction is cubic to $n\theta$, the total VO construction time decreases intensively when $n\theta$ decreases.

The impact of $d$. We change the dimension $d$ of the embedding space and observe its impact on VO construction time. The results are displayed in Figure 3(b). On both datasets, $d$ has no effect on $VS^2$, because $VS^2$ does not interact with the embedding space. However, the time performance of $EVSS^2$ increases with the $d$ value. Intuitively, larger dimension leads to smaller $n_F$, and thus larger $nDS$. As the VO construction time of $EVSS^2$ is cubic to $nDS$, the VO construction time increases when $d$ increases.

The impact of $f$. For both approaches, we observe that the VO construction time is stable for various $f$ fanout values (Figure 3(c)). This is because the complexity of VO construction is decided by the number of strings in the dataset and the number of DBH-strings. Both numbers do not change by $f$ values.

8.3 VO Size

We measure the size of the VO constructed by the $VS^2$ and $EVSS^2$ approaches. The impact of $\theta$. The results are shown in Figure 4(a). The first observation is that the VO size of $VS^2$ with $\theta$ value. Apparently, larger $\theta$ values lead to more similar strings (i.e., larger $n\theta$), fewer $MF$s (i.e., smaller $nMF$), and fewer C-strings (i.e., smaller $nC$). As the VO size is decided by $(n\theta + nC)\sigma_S + nMF\sigma_M$, where $\sigma_M/\sigma_S \approx 10$, and the increase of $(n\theta + nC)\sigma_S$ is cancelled out by the decrease of $nMF\sigma_M$, the VO size of $VS^2$ approach stays relatively stable. On the contrary, for the $EVSS^2$ approach, since $\sigma_D >> \sigma_S, \sigma_M$, the VO size is dominantly decided by $nDBH$. We observe that the slight increase of $\theta$ values lead to sharp decrease of $nDS$ and thus $nDBH$ (e.g., when $\theta = 2, nDBH = 1272$; when $\theta = 6, nDBH = 5$). Thus the VO size decreases significantly for larger $\theta$. When $\theta \geq 4$, the VO size of $E-VSS^2$ is very close to that of $VS^2$.

The impact of $d$. From the results reported in Figure 4(b), we observe that VO size of $VS^2$ is not affected by various $d$ values. This is straightforward as $VS^2$ does not rely on embedding. On the other hand, the VO size of $E-VSS^2$ increases with larger dimension value, since larger dimension leads to smaller $nF$, larger $nDS$, and thus larger $nDBH$. Furthermore, when $d$ increases, the average $DBH$ size increases too. These two factors contribute to the growth of VO size for the $E-VSS^2$.

The impact of $f$. As shown in Figure 4(c), the VO size decreases with the growth of the fanout $f$. First, for $VS^2$, recall that its VO size is calculated as $(n\theta + nC)\sigma_S + nMF\sigma_M$. When $f$ increases, $n\theta$ is unchanged. Meanwhile, $nC$ slightly grows with $f$ (e.g., when $f = 10, nC = 86, 216$, while when $f = 40, nC = 87, 695$). Furthermore, when $f$ increases, $nMF$ decreases (when $f = 10, nMF = 148$, when $f = 40, nMF = 0$). Also $\sigma_M/\sigma_S \approx 10$. Therefore, the decrease of $nMF$ leads to smaller VO size. For $E-VSS^2$, by which the VO size is measured as $(n\theta + nF)\sigma_S + nMF\sigma_M + nDBH\sigma_D$, again $n\theta$ is unchanged, while $nMF$ decreases for larger $f$. However, $nF$ and $nDBH$ keep relatively stable with different $f$ (e.g., when $f = 10, nF = 82688, nDBH = 80$; when $f = 40, nF = 84108, nDBH = 80$). Therefore, the VO size by $E-VSS^2$ approach decreases with the growth of $f$. Another observation is that the VO size of $VS^2$ is always larger than that of $E-VSS^2$. This is straightforward as $E-VSS^2$ has to include $DBH$s in VO, which contributes to a substantial portion of VO in terms of its size. Nevertheless, as $nDBH$ is small in most cases (always smaller than 100), the additional VO size required by $E-VSS^2$ is not substantial compared with the total VO size.

8.4 VO Verification Time

In this section, we measure the VO verification time at the client side. We split the verification into five components: (1) time to verify the similarity of the returned similar strings (Result Verification), (2) time to re-construct the root signature of $MB$-tree and verifying $NC$-strings ($MB$tree Verification), (3) time to compute edit distance for C-strings (C-string Verification), (4) time to calculate the Euclidean distance for $DBH$-strings ($DBH$-string Verification), and (5) time to compute the edit distance for FP-strings ($FP$-string Verification). We use the $FemaleName$ dataset and report these five components in details.

Before we discuss specific parameters, an important observation is that the verification time of $E-VSS^2$ can be as small as $75\%$ of $VS^2$. This proves that $E-VSS^2$ can save the verification time at the client side significantly.

The impact of $\theta$. From Figure 5(a), we observe that, first, the $MB$tree Verification time keeps stable. This is because the number of $MBH$s is small (always smaller than 10). Even though the increase of $\theta$ decreases the number of $MBH$s, the time to re-construct the root signature does not increase much. Second, the Result Verification time ($0.4\% - 32\%$ of the total verification time) increases sharply with $\theta$ as the number of similar strings increases fast with $\theta$. For example, when $\theta = 2, n\theta = 31$, while when $\theta = 6, n\theta = 2385$. Third, the C-string Verification time decreases when $\theta$ grows, since the number of C-strings drops fast with the rapid growth of similar strings. For $VS^2$, there is no
DBH – or FP-string, leading to zero DBH-string and FP-string Verification time. Regarding the E-VS² approach, we only discuss DBH-string Verification time and FP-string Verification time, as the other components are the same as the VS² approach. Due to the efficient Euclidean distance calculation, the DBH-string Verification time is very small (smaller than 0.2% of the total verification time). The FP-string Verification time decreases when θ grows, as a large portion of FP-strings become similar when θ increases. Overall, the total verification time of E-VS² increases when θ changes from 2 to 4, but keeps stable after that. This is because when θ increases from 2 to 4, n_DS drops very fast (from 1349 to 45). The time saved by verifying the DBHs thus shrinks. When θ > 4, n_DS does not change much (from 45 to 4). Thus the total verification time keeps stable.

**The impact of d.** We only discuss the verification time of E-VS² as the verification time of VS² does not rely on the dimension of the embedding space. According to the results shown in Figure 3 (b), for E-VS², the total verification time keeps stable with the increase of d. The reason is that the number of DBH-strings varies little much with the increase of d. When d = 5, n_DS = 1349; when d = 25, n_DS = 1357. This shows that E-VS² is efficient even for the high-dimension embedding space.

**The impact of f.** According to the results shown in Figure 3 (c), larger f value results in shorter verification time for both approaches. The reason is that larger f leads to a smaller MB-tree, and thus small time to re-compute the tree’s root signature.

9. CONCLUSION

In this paper, we designed two efficient authentication methods, namely VS² and E-VS², for outsourced string similarity search. Both VS² and E-VS² approaches are based on a novel authentication data structure named MB-tree that integrates both B*-tree and Merkle hash tree. The E-VS² approach further applies string embedding methods to merge dissimilar strings into smaller VO. Experimental results show that our methods authenticate similarity query searches efficiently. In the future, we will investigate how to design authentication methods for database with updates. We also plan to study how to authenticate the correctness of privacy-preserving string similarity search.

10. APPENDIX

10.1 Proof of Theorem 5.4

We construct a graph \( G = (V, E) \) such that for each point \( P_i \in P \), it corresponds to a vertex \( v_i \in V \). For any two vertices \( v_i \) and \( v_j \) that correspond to two points \( P_i \) and \( P_j \), there is an edge \((v_i, v_j) \in E\) if \( \text{dist}_{\text{min}}(P_i, R) > \theta \), where \( R \) is the MBH of \( P_i \) and \( P_j \). We have the following theorem: given the graph \( G = (V, E) \) constructed as above, for any clique \( C \) in \( G \), let \( R \) be the MBH constructed from the points corresponding to the vertex in \( C \). Then \( R \) must be a DBH.

**Proof.** We prove it by induction. Let \( |C| \) denote the number
of vertices in the clique. It is trivial to show that the theorem holds if \(|C| < 3\). Next, we mainly discuss \(|C| \geq 3\).

**Base case.** When \(|C| = 3\), let \(v_i, v_j, v_k\) denote the vertices in the clique \(C\). Let \(R_{ij}, R_{jk}, \text{and } R_{ik}\) be the MBHs constructed from the pairs \((v_i, v_j)\), \((v_j, v_k)\), and \((v_i, v_k)\) respectively. Let \(R_{tk}\) be the MBH constructed from \(v_i, v_j, v_k\). Apparently \(R_{ij} = R_{ij} \cup R_{jk} \cup R_{ik}\). Given the fact that \(\text{dst}_{\text{min}}(p, R_{ij}) > \theta\), \(\text{dst}_{\text{min}}(p, R_{jk}) > \theta\), and \(\text{dst}_{\text{min}}(p, R_{ik}) > \theta\), it must be true that \(\text{dst}_{\text{min}}(p, R_{tk}) > \theta\). Therefore, \(R\) must be a DBH.

**Induction step.** If we add \(v_i\) into \(C\), we get a new clique \(C'\). Let \(R_{C'}\) be the MBH constructed from \(C'\). Next, we prove that \(R_{C'}\) is always a DBH. We prove this for three cases: (1) \(P' \in R_{C'}\), (2) \(P'\) falls out of the range of \(R_{C}\) at one dimension, and (3) \(P'\) falls out of the range of \(R_{C}\) at both dimensions.

**Case 1.** \(P' \in R_{C}\). This case is trivial as it is easy to see that \(R_{C'} = R_{C}\). So \(R_{C'}\) must be a DBH.

**Case 2.** At exactly one dimension, \(P'\) falls out of \(R_{C}\). Then it must be true that either \(P'[i] < l_i^C\) or \(P'[i] > u_i^C\), for either \(i = 1 \text{ or } i = 2\). Without loss of generality, we define the four boundary nodes of \(R_{C}\) as \(P^1, P^2, P^3, \text{and } P^4\) (as shown in Figure 6(b)). Also we assume that \(P'[1] \in [l_1^C, u_1^C]\) and \(P'[2] \in [l_2^C, u_2^C]\). It is easy to see that \(R_{C'} = (l_1^C, u_1^C) = R_{C} \cup R(P^1, P^2) \cup R(P^3, P^4)\). Apparently, \(R_{C'}\) is covered by \(R_{C}\).

Before we prove that \(R_{C'}\) is a DBH, we present a lemma.

**Lemma 10.1.** Given two rectangles \(R_1(< l_1^C, u_1^C>, \ldots, < l_d^C, u_d^C>)\) and \(R_2(< l_1^C, u_1^C>, \ldots, < l_d^C, u_d^C>)\) in the same Euclidean space, if \(R_1\) is covered by \(R_2\), i.e. \(l_i^C \leq l_i^C \leq u_i^C \leq u_i^C\) for any \(i = 1, \ldots, d\), then \(\text{dst}_{\text{min}}(P, R_1) \geq \text{dst}_{\text{min}}(P, R_2)\) for any point \(P\).

**Lemma 10.1** states that if \(R_1\) is covered by \(R_2\), for any point \(P\), its minimum distance to \(R_1\) is no less than the minimum distance to \(R_2\).

Next, let’s consider \(R_{C'}\) that is constructed from adding the point \(p'\) to the existing DBH \(R_{C}\). We pick a point \(P_t \in R_{C'}\) \((1 \leq i \leq t)\) s.t. \(P_t[1] = l_i^C\) and \(P_t[2] \in [l_2^C, u_2^C]\). Apparently, \(R(P', P_t)\) is covered by \(R(P', P_t)\). Because there is an edge between \(v'\) and \(v_i\) in the graph \(G\), it must be true that \(\text{dst}_{\text{min}}(P_t, R(P', P_t)) > \theta\). Following Lemma 10.1, we can infer that \(\text{dst}_{\text{min}}(P_t, R(P', P_t^2)) > \theta\). Similarly, there must be a point \(P_j\) with \(P_j[1] = u_1^C\) and \(P_j[2] \in [l_2^C, u_2^C]\). Because \(R(P', P_j)\) is covered by \(R(P', P_j)\) and \(\text{dst}_{\text{min}}(P_j, R(P', P_j)) > \theta\), we can prove that \(\text{dst}_{\text{min}}(P_j, R(P', P_j^3)) > \theta\). Thus, we prove that \(\text{dst}_{\text{min}}(P_j, R_{C'}) > \theta\) and \(R_{C'}\) is a DBH.

**Case 3.** On both dimensions, \(P'\) falls out of \(R_{C}\). Formally, either \(P'[i] < l_i^C\) or \(P'[i] > u_i^C\), for both \(i = 1, 2\). Without loss of generality, we assume that \(P'[0] \in [l_1^C, u_1^C]\) and \(P'[2] \in [l_2^C, u_2^C]\). It is easy to see that \(R_{C'} = (l_1^C, u_1^C, l_2^C, u_2^C) = R_{C} \cup R(P', P^3) \cup R(P', P^4)\). There must exists a \(P_t(1 \leq i \leq t)\) s.t. \(P_t[2] = u_2^C\) and \(P_t[1] \in [l_1^C, u_1^C]\). In other words, \(R(P', P^4)\) is covered by \(R(P', P^4)\). As \(\text{dst}_{\text{min}}(P_t, R(P', P)) > \theta\), it must be that \(\text{dst}_{\text{min}}(P_t, R(P', P^4)) > \theta\). Similar to Case 2, we can prove that \(\text{dst}_{\text{min}}(P_t, R(P', P^4)) > \theta\) based on \(P_t\). Thus, we prove that \(\text{dst}_{\text{min}}(P_t, R_{C'}) > \theta\) and \(R_{C'}\) is a DBH.

### 10.2 Special Case of MDBH Problem

There is a special case where the MDBH problem can be solved in polynomial time. In particular, when the embedded points of all DBH-strings lie on a single line, we can construct a minimal number of DBHs in the complexity of \(O(l)\), where \(l\) is the number of DBH-strings. Let \(L\) be the line that the embedded points of DBH-strings lie on. We draw a perpendicular line from \(P_q\) to \(L\). Let \(dst(P_q, L)\) be the distance between \(P_q\) and \(L\). Depending on the relationship between \(P_q\) and \(L\), there are two cases:

**Case 1:** \(dst(P_q, L) > \theta\). We construct the MBH of all the embedded points of DBH-strings.

**Case 2:** \(dst(P_q, L) \leq \theta\). The perpendicular line splits all points of DBH-strings into two subsets, \(P_L\) and \(P_R\), where \(P_L\) includes the embedded points that are at one side of \(L\), and \(P_R\) be the points at the other side. A special case is that \(P_q\) lies on \(L\). For this case, \(P_q\) still splits all points on \(L\) into two subsets, \(P_L\) and \(P_R\). It is possible that \(P_L\) or \(P_R\) is empty. For each non-empty \(P_L\) or \(P_R\), we construct a corresponding MBH.

We have the following theorem.

**Theorem 10.1.** **Proof** For Case 1, if \(dst(P_q, L) > \theta\), for any point \(P\) located on \(L\), it must be true that \(dst(P, P) \geq dst(P_q, L) > \theta\). For Case 2, if \(P_L\) is non-empty, then \(\text{dst}_{\text{min}}(P_L, P) \geq \text{dst}_{\text{min}}(P_q, L) \geq \theta\).
min\{dst(P, P′)|P ∈ Pn\} > θ. So Pn must be a DBH. The same reasoning holds for Pr.

10.3 Experiments: Experimental environment

We implement both VS² and E-VS² approaches in C++. The hash function we use is the SHA256 function from the OpenSSL library. We execute the experiments on a machine with 2.5 GHz CPU and 6 GB RAM, running Mac OS X 10.10.

10.4 Experiments: Parameter Settings

Table 2 includes the details of the parameter settings of our experiments.

10.5 Experiments: Selectivity of Search Queries

In Table 3 we report the selectivity of the threshold values on both datasets, where selectivity is defined as the percentage of similar strings in the dataset. The reported result is the average selectivity of 10 query strings.

| θ  | Lastname | Femalename |
|----|----------|------------|
| 2  | 0.1378   | 0.7277     |
| 3  | 1.1188   | 3.329      |
| 4  | 5.214    | 10.61      |
| 5  | 16.4     | 27.49      |
| 6  | 39.015   | 55.80      |

Table 3: Selectivity (%) of search queries w.r.t. different threshold values
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