Uncontrolled disorder effects in fabricating photonic quantum simulators on a kagome geometry: A projected-entangled pair state versus exact diagonalization analysis
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We propose a flexible numerical framework for extracting the energy spectra and photon transfer dynamics of a unit kagome cell with disordered cavity-cavity couplings under realistic experimental conditions. A projected-entangled pair state (PEPS) ansatz to the many-photon wavefunction allows to gain a detailed understanding of the effects of undesirable disorder in fabricating well-controlled and scalable photonic quantum simulators. The correlation functions associated with the propagation of two-photon excitations reveal intriguing interference patterns peculiar to the kagome geometry and promise at the same time a highly tunable quantum interferometry device with a signature for the formation of resonant or Fabry-Perot-like transmission of photons. Our results justify the use of the proposed PEPS technique for addressing the role of disorder in such quantum simulators in the microwave regime and promises a sophisticated numerical machinery for yet further explorations of the scalability of the resulting kagome arrays. The introduced methodology and the physical results may also pave the way for unraveling exotic phases of correlated light on a kagome geometry.
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I. INTRODUCTION AND THE MODEL

The idea of employing well-controlled quantum systems to “simulate” complex quantum matter was first put forward by Richard Feynman in a keynote speech in 1981 [1]. Since then a lot of efforts has been devoted to propose various physical setups and scenarios for putting into practice such quantum simulators that promise to address otherwise intractable problems of Nature. Of particular interest is the potential application of such “problem-solvers” operating at the quantum level to efficiently reproduce the dynamics of other many-body quantum systems. Among various candidates for physical implementation of quantum simulation, the idea of using photons as particles in a quantum simulator has received growing attention in recent years due to the flexibility afforded by lithographic fabrication and the relative ease of achieving strong coupling within a superconducting circuit architecture [2]. The cavity lattices so fabricated, in particular, provide a versatile testbed and viable platform for quantum simulation of strongly correlated systems both in and out of equilibrium [2]. They have been conjectured to harbor a wide spectrum of collective phenomena, such as a superfluid–Mott-insulator transition [3–5], fermionization of photons [6], anomalous quantum Hall effects [7], just to name a few. Such lattices comprise arrays of coupled on-chip microwave resonators in a kagome geometry [see Fig. 1(a)] as the most natural two-dimensional geometry for such transmission line resonators [2, 8, 9]. We remind that the kagome geometry per se, is home to a variety of exotic physical phenomena and has sparked an active line of research to address unconventional phases of light and matter on such a geometry [7, 10].

A quantitative analysis of microwave cavity lattices has hitherto been possible only for a small number of cavities [11], in one spatial dimension [12], and with brute force diagonalization techniques [9]. However, more sophisticated and efficient numerical techniques that can account for many-polariton correlations are needed in order to study the dynamics of larger arrays with the possibility of the emergence of various intriguing collective phenomena and phase transitions of light [5, 13, 14]. In this work, we propose, instead, a combination of the exact diagonalization (ED) technique and the natural generalization of matrix-product states (MPS) [15–18] to two spatial dimensions, i.e., the projected entangled-pair states (PEPS) [19, 20] as a flexible numerical machinery to capture various static and dynamic properties of an exemplifying photonic simulator setup. The results promise numerical capabilities for exploring yet larger arrays.

Moreover, engineering identical couplings between cavities is a task of formidable difficulty in an experiment; hence, some level of randomness in the couplings needs to be considered within a realistic scenario [9]. Such an uncontrolled disorder poses major obstacle to the functionality of the kagome arrays as well-controlled quantum simulators. A quantitative assessment of the effect of disorder is thus essential for analyzing the feasibility of quantum simulation in such lattices. The presence of randomness in the model, on the other hand, hampers an analytical investigation via common continuous Fourier analysis as we shall elaborate in the subsequent section. Our sophisticated PEPS approach, instead, is capable of addressing the model even under the assumption of disordered couplings.

As an important step toward the realization of photonic quantum simulators, we consider here a cavity lattice consisting of a unit kagome cell described by a bosonic tight-binding
We shall henceforth refer to the photon Hilbert space dimension is denoted by $d$. According to the hopping strength between the nearest-neighbor cavities, the number of photons in cavity $k$ is the number of photons in cavity $k$, i.e., $n_k$. The exact (or truncated) $N$-photon Hilbert space dimension is denoted by $D$. Hamiltonian of the form

$$\hat{H} = \hbar \omega_d \sum_{k=1}^{12} \hat{a}_k^\dagger \hat{a}_k - \kappa \sum_{\langle k, k' \rangle} (\hat{a}_k^\dagger \hat{a}_{k'} + \text{H.c.}) ,$$

where $\omega_d$ is the driving frequency, $\hat{a}_k^\dagger (\hat{a}_k)$ is the photon creation (annihilation) operator for resonator $k$, and $\kappa$ denotes the hopping strength between the nearest-neighbor cavities. According to (1), photons from a microwave source are injected into one of the twelve cavities of the kagome cell and are able to hop into other cavities with a hopping strength that can be tuned in an experiment [9]. The competition between the field energy and the hopping decides the phase diagram of the model.

It is noteworthy to mention that the hopping Hamiltonian (1) may alternatively be interpreted as a Jaynes-Cummings-Hubbard (JCH) type of Hamiltonian [11] in the absence of a two-level system inside the cavity. Nonetheless, it should be emphasized that although the JCH model provides a paradigm of realizing an effective interaction between photons, a resonant two-level system (the local Jaynes-Cummings interaction inside each cavity) is not a requirement for realizing effective photon-photon interaction, since strong off-resonant interactions have also been observed in coupled cavity lattices [21], not to mention that fabrication of a JCH based photonic simulator lies far from the current experimental reach [9].

Furthermore, although the Hamiltonian model (1) might seem to be analytically diagonalizable in the momentum space, but the presence of disorder in cavity-cavity couplings breaks the required translational invariance for a continuous Fourier analysis and even a straightforward extraction of physical quantities (e.g., ground state energy) via a discrete Fourier transform version faces daunting challenges in two spatial dimension. Our proposed PEPS approach, instead, is not subject to such technical restrictions.

A PEPS ansatz to the many-photon Hamiltonian of Eq. (1) brings about a highly flexible structure to easily access the eigenspectrum and efficiently calculate other expectation values and various correlation functions. Such an ansatz to the many-photon ground state of a single closed kagome with open-boundary condition (OBC) is given by

$$|\Psi_G\rangle = \sum_{i_1, i_2, \ldots, i_{12}}^{d} C(A_{[1]}^{i_1}, A_{[2]}^{i_2}, \ldots, A_{[12]}^{i_{12}}) \otimes |i_k\rangle ,$$

where the PEPS coefficients $C(A_{[1]}^{i_1}, \ldots, A_{[12]}^{i_{12}})$ are the outcome of the “contractions” of the virtual indices pertaining to the PEPS $A$-tensors of rank 5, and $|i_k\rangle$ denotes the local Hilbert space of dimension $d$ at cavity $k$. We stress a finite closed system without periodic boundary condition is considered in this work. The contraction scheme denoted by the function $C(\cdot)$ follows the underlying kagome lattice structure with an associated tensor network representation depicted in Fig. 1 (b). We shall henceforth refer to (2) as a kagome PEPS. Tensor network ansätze [22] provide powerful tools for the study of quantum many-body systems in the low-energy regime by representing the state of a system as an efficiently-contractible network of multi-index tensors optimized numerically by means of an in situ variational algorithm [23, 24]. We propose in the following a tensor network algorithm for capturing the ground state of the kagome cell described by Hamiltonian (1).

Figure 1. (Color online) (a) Real-space kagome photon cell takes the OBC tensor network representation in (b). The hexagonal prisms represent the PEPS $A$-tensors in Eq. (2) each possessing one physical index $i_k$ (shown by solid line) of dimension $d$ and four virtual indices (dashed lines) of dimension 1, $d$, or $D$ depending where it sits in the kagome. The local Hilbert space dimension for a total number of $N$ photons is $d = N + 1$, as many as all possible bosonic excitations each cavity can accommodate, i.e., $n_k \in \{0, 1, \ldots, N\}$ where $n_k$ is the number of photons in cavity $k$. The exact (or truncated) $N$-photon Hilbert space dimension is denoted by $D$. 

- $\Psi_G$: Ground state
- $\otimes$: Tensor product
- $C$: Contract function
II. THE PEPS VARIATIONAL OPTIMIZATION FOR KAGOME

The ground state $|\Psi_G\rangle$ of the many-photon Hamiltonian (1) is recognized as the trial wavefunction $|\Psi\rangle$ that minimizes the expectation value

$$\min_{|\Psi\rangle \in \{\text{PEPS}\}} \langle \Psi | \hat{\mathcal{H}} | \Psi \rangle .$$

(3)

The minimization can be carried out efficiently using a “sweeping procedure” in which one fixes all but the $k$’th PEPS $A$-tensor and iteratively optimizes it while contracting all the indices in the numerator and denominator of Eq. (3) save those connecting to $A_{[k]}$ and $A_{[k]}^{\dagger}$. By interpreting the tensor $A_{[k]}$ as a $(d \times \prod_{i=1}^{d} D_i^v)$-dimensional vector $A_k$ ($D_i^v$ denoting the virtual index dimension), these expressions can be written as [19, 23]

$$\langle \Psi | \hat{\mathcal{H}} | \Psi \rangle = A_k^{\dagger} \mathcal{H}_{\text{eff}}^k A_k ,$$

(4a)

$$\langle \Psi | \Psi \rangle = A_k^{\dagger} \mathcal{N}_{\text{eff}}^k A_k ,$$

(4b)

where $\mathcal{H}_{\text{eff}}^k$ and $\mathcal{N}_{\text{eff}}^k$ are called the “effective Hamiltonian” and the “effective normalization” at site $k$, respectively [see Fig. 2]. Thus, the minimization (3) translates into a generalized eigenvalue problem of the form

$$\mathcal{H}_{\text{eff}}^k A_k = \xi_k \mathcal{N}_{\text{eff}}^k A_k ,$$

(5)

with the smallest generalized eigenvalue so obtained to be recognized as the optimized upper bound to the ground state energy $E_G \leq \min_k \xi_k \equiv \epsilon_{\text{min}}$. After reshaping back the corresponding generalized eigenvector $A_{\text{min}}^k$ to the new optimal tensor, say $\tilde{A}_{[k]}$, we proceed to the next site, and iterate such a procedure by sweeping through the whole kagome until convergence of $\xi_{\text{min}}^k$ (the best estimate for the ground state energy) is achieved.

The generalized eigenvalue problem of Eq. (5) remains well-conditioned as long as $\mathcal{N}_{\text{eff}}^k$ stays nonsingular. In one-dimensional variational MPS with OBC one can always orthonormalize the tensor network in such a way that $\mathcal{N}_{\text{eff}}^k$ boils down to an identity matrix and the numerical stability is thereby guaranteed by construction [24]. In two-dimensional problems, on the contrary, the spectrum of $\mathcal{N}_{\text{eff}}^k$ might generically contain ill-disposed $\xi_k$’s below the numerical precision. In light of Eqs. (3)–(5), we propose then the deviation

$$\epsilon_{\text{min}} = \frac{A_{\text{min}}^{\dagger} \mathcal{H}_{\text{eff}}^k A_{\text{min}}}{A_{\text{min}}^{\dagger} \mathcal{N}_{\text{eff}}^k A_{\text{min}}} ,$$

(6)

as the figure of merit that can signal such an ill-conditioning throughout the whole simulation.

III. TUNING THE TOTAL NUMBER OF PHOTONS IN THE KAGOME

The total number of photons in the kagome $N$ can be fixed by tuning the ratio $(\hbar \omega_d - \mu)/\kappa$ in a grand-canonical description in which the Hamiltonian $\hat{\mathcal{H}}$ is replaced by $\hat{\mathcal{H}} - \mu \hat{N}$. In the latter, $\mu$ denotes the “chemical potential”, and $\hat{N} = \sum_k \hat{a}_k^{\dagger} \hat{a}_k$ is the operator for the total number of excitations. It must be

---

Figure 2. (Color online) Tensor network representation of $\mathcal{N}_{\text{eff}}^k$ in Eq. (4a) upon calculating the expectation value of an exemplifying hopping term $\hat{a}^\dagger_k \hat{a}_{k'}$ at $k = 4$. The contraction is carried out over all connected indices excluding those associated with the “current” tensor $A_{[4]}$.

Figure 3. (Color online) The convergence of the ground state energy out of PEPS $E_G^{\text{PEPS}}$ as well as the effect of disorder in the hopping strengths $\kappa$. The upper inset shows the “convergence speed” by plotting the difference at subsequent sweeps $\Delta E_{\text{sw}} \equiv E_G^{\text{PEPS}}(N_{\text{sw}}) - E_G^{\text{PEPS}}(N_{\text{sw}} - 1)$ versus the full sweep number $N_{\text{sw}}$. Equilibrium local occupation numbers are also provided in the lower insets. Each “full sweep” consists of a clockwise optimization of the PEPS $A$-tensors followed by a counterclockwise one.
noted that although a pure photonic lattice is considered in the present work and photons in general exhibit a zero chemical potential, here a $\mu$ term is simply used as a numerical tool to control the mean cavity occupancy and for working in a fixed-$N$ sector of the many-photon Hilbert space [13, 25]. Although practical recipes for engineering such an effective chemical potential in a real experiment need to be developed yet [2], a possible proposal might be formulated based on a control procedure via an interplay of photon input and loss rates. In this sense the chemical potential is purely a theoretical construct here, as opposed to electronic systems where it is a real potential (e.g., an applied voltage).

Despite the success of the recipe for fixing the number of a few photonic excitations, we have found out in practice that the method poses numerical restrictions by yielding increasingly narrower fixed-$N$ intervals of $\kappa$ for larger number of photons. A possible remedy may be realized upon implementing the Abelian $U(1)$ symmetry [26] in the representation of the Hamiltonian (1) that inherently conserves the total number of excitations. Another possible strategy might parallel the use of Lagrange multipliers for implementing the constant-chemical potential, here a quantum mechanical construct here, as opposed to electronic systems where it is a real potential (e.g., an applied voltage).

IV. RESULTS FOR THE EQUILIBRIUM PROPERTIES OF THE KAGOME PHOTON CELL

Figure 3 illustrates the results of the application of the outlined PEPS procedure for capturing the ground state of the kagome with $N = 2$. The energy has been normalized with respect to $\hbar \Omega_R$, where $\Omega_R$ denotes the Rabi frequency associated with a typical microwave circuit quantum electrodynamics (QED) value of $\Omega_R = 10^7$ Hz in the strong coupling regime [27] and in the interest of prospective applications to an array of circuit QED on a kagome geometry. Nonetheless, a quantitative scaling of the results to arbitrary values of driving frequencies (e.g., optical range) may easily be understood by multiplying the related values by a ratio of $\Omega_R/\omega_d$.

We stress, although $\Omega_R$ does not appear in the Hamiltonian explicitly, it already sets an energy scale that shall profit further circuit-QED developments in strong or ultrastrong coupling regime defined by the ratio of the qubit-cavity coupling to such a frequency [28–30].

The main plot illustrates the convergence of the ground state energy of such a model under the sweeping procedure and starting from a randomly initialized kagome PEPS. The convergence is satisfactorily reached shortly after a few sweeps. The role of disorder in cavity-cavity couplings has been analyzed by a random selection of $\kappa_{\text{rand}}$’s from an illustrative interval of fixed-$N$ $[\kappa_1, \kappa_2]$ giving rise to the values of energies that are bounded from above (below) by those of $\kappa_1$ ($\kappa_2$).

The lower insets of Fig. 3, furthermore, show the equilibrium population of photons at site $k$ obtainable from

$$n_k = \langle \Psi_G | \hat{a}_k^\dagger \hat{a}_k | \Psi_G \rangle , \tag{7}$$

with the converged value of $|\Psi_G\rangle$ to be used in the latter while exploiting similar graphical recipes as that of Fig. 2 for calculating the expectation values. From the results so obtained the equilibrium and energetically favorable distribution of photons in the kagome can be inferred: The photons get uniformly distributed on either the inner (even $k$) or outer (odd $k$) parts of the kagome with a higher probability associated with the inner sites and in compliance with the constraint $N = 6(n_{\text{inner}} + n_{\text{outer}})$ that is rooted in the kagome symmetry. The relatively lower values of $n_{\text{outer}}$, on the other hand, are a consequence of “photon reflection” at the boundaries. The presence of disorder in the couplings, however, breaks the latter inner/outer symmetry, as the open circles depict in the same insets.

Figure 4 explores the scaling of the ground state energy with the total number of photons $N$ and the hopping strength $\kappa$. A linear scaling of the ground-state energy with the hopping strength is illustrated in the upper inset of the figure for an illustrative value of $N = 2$ and shall be exploited later on for interpreting the results for the dynamic properties of the kagome in the subsequent section.

The main plot suggests a linear scaling of the ground state energy with an illustrative number of up to $N = 5$ photons obtained from the exact diagonalization of the model within each fixed-$N$ subspace. The relatively higher value of $N$ compared to the one in Fig. 3 has to do with less memory demands on the side of ED.
The lower inset gives the difference of the results for the ground state energies obtained from PEPS and ED. A good agreement up to \( N = 2 \) photons confirms the success of the proposed PEPS approach in capturing the ground state of few-photon kagome cell. It must however be noted that for \( N = 2 \) a better agreement might yet be achieved if one allows for yet further optimization sweeps requiring, in turn, much longer CPU time due to its taking advantage of a bond dimension as high as \( D = 9 \). The rather substantial disagreement between the PEPS and ED for \( N = 3 \) stems from the use of a PEPS truncation on the size of the PEPS tensors down to those with \( D = 6 \). One may note that the exact PEPS bond dimension in this case and following the graphical pattern in Fig. 1(b) would have been as high as \( D = d^2 = (N + 1)^2 = 16 \) leading to PEPS tensors of intractable sizes within our available memory resources. Applying a geometrical cutoff on the PEPS bond dimension hence becomes inevitable for making things tractable in that direction. Yet, the PEPS variational optimization is supposed to realize the best possible (approximate) description of the ground state within the available and truncated resources.

We point out moreover our aim in the lower inset has been to benchmark our proposed PEPS approach by using the largest possible value of \( N \) on the PEPS side and within our numerical resources, i.e., \( N = 3 \), in terms of the memory demands associated with storing huge PEPS tensors.

Some remarks on a balanced appraisal of the relative pros and cons of the PEPS and ED are in order:

(i) The ED method is based on a brute force construction of the fixed-\( N \) initial subspace by exhausting all possibilities of the distribution of \( N \) photons in the kagome which is feasible for a small number of photons but becomes increasingly intractable for larger ones. In contrast, the PEPS approach starts from a randomly initialized many-photon state and variationally searches for the eigenspectrum of the model within the full Hilbert space.

(ii) PEPS can help address large arrays of kagome since it allows harnessing the size of the many-body Hilbert space by introducing a cutoff on the PEPS bond dimension \( D \) whereas ED lacks such a structural capability.

(iii) Unlike the rigid and inflexible method of ED, PEPS is variational in nature and allows local access to the information stored in the PEPS tensors and their further optimization at will. This could, for example, provide vivid insights into the entanglement spectrum of the model through a local construction of the reduced density matrix at each site and a straightforward calculation of the Schmidt gap as the recently introduced indicator of a quantum phase transition in many-body systems [31].

We point out moreover our aim in the lower inset has been to benchmark our proposed PEPS approach by using the largest possible value of \( N \) on the PEPS side and within our numerical resources, i.e., \( N = 3 \), in terms of the memory demands associated with storing huge PEPS tensors.

Some remarks on a balanced appraisal of the relative pros and cons of the PEPS and ED are in order:

(i) The ED method is based on a brute force construction of the fixed-\( N \) initial subspace by exhausting all possibilities of the distribution of \( N \) photons in the kagome which is feasible for a small number of photons but becomes increasingly intractable for larger ones. In contrast, the PEPS approach starts from a randomly initialized many-photon state and variationally searches for the eigenspectrum of the model within the full Hilbert space.

(ii) PEPS can help address large arrays of kagome since it allows harnessing the size of the many-body Hilbert space by introducing a cutoff on the PEPS bond dimension \( D \) whereas ED lacks such a structural capability.

(iii) Unlike the rigid and inflexible method of ED, PEPS is variational in nature and allows local access to the information stored in the PEPS tensors and their further optimization at will. This could, for example, provide vivid insights into the entanglement spectrum of the model through a local construction of the reduced density matrix at each site and a straightforward calculation of the Schmidt gap as the recently introduced indicator of a quantum phase transition in many-body systems [31].

Figure 5. (Color online) Two-point correlation functions of Eq. (8) obtained via the ED of the kagome photon cell. The kagome starts out in a Fock state with two photons localized in the arbitrarily chosen reference cavity \( k = 1 \).

V. RESULTS FOR THE DYNAMIC PROPERTIES OF THE KAGOME PHOTON CELL

We finally address the real-time dynamics of the kagome by calculating the two-point correlation function of the form

\[
G_{k, k'}(t) = \langle \hat{n}_k \hat{n}_{k'} | \Psi(t) \rangle ,
\]

where the state of kagome at time \( t \) (\( |\Psi(t)\rangle \)) is obtained via the action of the unitary time evolution operator \( \hat{U}(t) \equiv e^{-i\hat{H}t/\hbar} \) on some initial state of the kagome \( |\Psi(t_0)\rangle \). The correlation function so defined evaluates the average result of a joint photon-number measurement performed on cavities \( k \) and \( k' \). The time evolution operator can be calculated from the knowledge of the eigenspectrum of \( \hat{H} \) within the fixed-\( N \) subspace of the model.

Figure 5 shows the two-point correlation functions associated with the propagation of a localized two-photon excitation. Assuming \( k = 1 \) as the reference cavity, the “dialogue” with the right half of the kagome is plotted in Figs. 5(a) and 5(b). Note that exactly the same trend keeps repeating in the left half of the kagome due to the kagome’s symmetry. The strongest dialogue occurs between the reference cavity and the one at \( k' = 7 \) and may be understood in terms of a constructive interference of clockwise and counterclockwise propagating photons with identical optical path differences from the two cavities. The correlation is significantly suppressed for \( k' \neq 7 \) owing to a destructive interference of clockwise and counterclockwise waves that have traversed different optical paths and arrived out of phase in either cavities. The peak of \( G_{1,7} \) in (a) associated with the first constructive interference of the photons keeps repeating in regular time intervals due to

\[\begin{array}{c}
\text{Figure 5. (Color online) Two-point correlation functions of Eq. (8)}
\end{array}\]
the kagome symmetry. In Fig. 5(c) the effect of disorder in hopping strength $\kappa$ on the correlation pattern has been investigated. The randomness in $\kappa$ smears out the sharp communication profile between the cavities. Shorter period of oscillations upon increasing $\kappa$ is also apparent in the plot and may be associated with the increasingly higher energies of photons [c.f., upper inset of Fig. 4] that, in turn, lead to a faster flow of information. We point out, the latter shows that interpreting the results for such dynamic properties is not possible without relying on the results of the preceding section on equilibrium properties.

The propagation of an illustrative delocalized superposition of the form

$$|\Psi(t_0)\rangle = \frac{1}{\sqrt{3}}(|2\rangle|0\rangle^{\otimes 11} + |0\rangle^{\otimes 6}|2\rangle|0\rangle^{\otimes 5} + e^{i\phi}|1\rangle|0\rangle^{\otimes 5}|1\rangle|0\rangle^{\otimes 5}) ,$$

for various values of the relative phase $\phi$ is analyzed in Fig. 6. The strongest dialogue occurs between the cavities $\langle k, k' \rangle = (1, 7)$ from which the photons emanate, as Fig. 6(a) shows. The relative phase $\phi$ can nonetheless affect the position of the peaks and the interference pattern can be engineered through tuning $\phi$. A strongly suppressed correlation profile is observed between cavities $\langle k, k' \rangle = (3, 9)$ with an asymmetric alignment in the kagome as Fig. 6(b) illustrates. A fully regular and coherent correlation pattern finally emerges between cavities $\langle k, k' \rangle = (4, 10)$ equally spaced from those the photons start out from. In this case, constructive and destructive interference patterns correspond to $\phi = 0$ and $\pi$, respectively. The point has been illustrated in Fig. 6(c) and provides evidence for possible observation of resonant transmission or Fabry-Perot-like resonances [32] in such kagome interferometry device.

VI. CONCLUSIONS AND OUTLOOK

In conclusion, we have proposed a flexible numerical framework based on projected-entangled pair states (PEPS) for analyzing various static and dynamical properties of a photonic quantum simulator on a kagome geometry and have compared the results to the exact diagonalization (ED) method. A quantitative assessment of the role of undesired disorder in fabricating photonic quantum simulators has consequently become possible. The results confirm the robustness of the ground-state structure as well as two-point correlation functions associated with propagation of photonic excitations in the kagome. Our results promise, additionally, possible application of the cell as a tunable quantum interferometer with intriguing interference and resonant features.

We remind that the applicability and efficiency of the PEPS method in general is a nontrivial issue a priori owing to the dependence of the entanglement entropy on the size of the system in two spatial dimensions unlike the one-dimensional analogue of the hierarchy of matrix-product states (MPS) (in which the latter stays constant [33]). Our results justify the use of PEPS for addressing a prototypical photonic quantum simulator by providing numerical evidence in fair agreement with ED and promise thereby possible extension of the method for exploring arrays of larger sizes in the ultimate interest of further experimental developments toward scalable fabrication of photonic quantum simulators. Having said this, however, further progress in demonstrating the relative utility and power of PEPS beyond the applicability realm of ED will surely require access to more sophisticated computational resources than those exploited in the present work, and might deserve to be the subject of future investigations.

A variety of thrilling collective many-photon phenomena such as possible fermionization of photons and the emergence of a Tonks-Girardeau phase [6], formation of bound states of single photons, photon blockade, anomalous Hall effects [7] and other exotic phases of light may be explored upon a systematic extension of the proposed PEPS-based numerical machinery to larger kagome arrays. Simulation of the kagome lattice in the ultrastrong coupling regime of light-matter interaction [13, 28–30] (the so-called Rabi-Hubbard paradigm of quantum optics [13]) could be another exciting research avenue. One should note, however, that the Abelian $U(1)$ symmetry shall be broken down to the $Z_2$ one in the presence of the counter-rotating terms in the ultrastong coupling regime [34]. Finally, the application of the method to an ensemble of two-level atoms interacting with a bosonic mode described by the Dicke model is also another possibility to explore.
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