Machine-learning Love: classifying the equation of state of neutron stars with transformers
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Abstract. The use of the Audio Spectrogram Transformer (AST) model for gravitational-wave data analysis is investigated. The AST machine-learning model is a convolution-free classifier that captures long-range global dependencies through a purely attention-based mechanism. In this paper a model is applied to a simulated dataset of inspiral gravitational wave signals from binary neutron star coalescences, built from five distinct, cold equations of state (EOS) of nuclear matter. From the analysis of the mass dependence of the tidal deformability parameter for each EOS class it is shown that the AST model achieves a promising performance in correctly classifying the EOS purely from the gravitational wave signals, especially when the component masses of the binary system are in the range $[1, 1.5]M_{\odot}$. Furthermore, the
generalization ability of the model is investigated by using gravitational-wave signals from a new EOS not used during the training of the model, achieving fairly satisfactory results. Overall, the results, obtained using the simplified setup of noise-free waveforms, show that the AST model, once trained, might allow for the instantaneous inference of the cold nuclear matter EOS directly from the inspiral gravitational-wave signals produced in binary neutron star coalescences.
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1 Introduction

Gravitational waves (GWs) are a crucial source of information in understanding the properties of astrophysical compact objects like black holes and neutron stars (NS). In particular, the GWs emitted during the coalescence of binary NS (BNS) carry important information on the high-density behavior of cold NS matter. The tidal deformability of NS quantifies the quadrupolar deformation of the star when subject to an external tidal field, such as the one generated by the companion star in BNS systems. The tidal deformability parameter is a decreasing function of the NS mass, spanning many orders of magnitude, that is sensitive to the equation of state (EOS) of NS matter. The stars’ tidal response affects the binding energy of the BNS system and the rate of emission of gravitational waves. The EOS of NS matter has a direct imprint on the GW signals through the tidal deformability of each binary component [15, 22, 56].

The landmark GW observation of the BNS merger event GW170817 by the Advanced LIGO and Advanced Virgo detectors [3], followed by dozens of observations of its electromagnetic counterpart GRB170817A/AT2017gfo [2, 4], gave rise to the new field of multi-messenger astronomy with gravitational waves. The observation of the GW170817 event allowed for the inference of the effective tidal deformability [28] of the binary system \( \tilde{\Lambda} \leq 800 \) (90% confidence, using a low-spin prior) [3]. A follow up reanalysis tightened the constraints to \( \tilde{\Lambda} = 300^{+420}_{-230} \) (90% confidence), under minimal assumptions about the nature of the compact objects [6]. These constraints on the tidal effects allowed to set constraints on neutron star radii and on the EOS. The radii of the binary components were estimated as to be \( R_1 = 11.9^{+1.4}_{-1.4} \) km (heavier star) and \( R_2 = 11.9^{+1.4}_{-1.4} \) km (lighter star) [5]. Moreover, the electromagnetic
counterparts of GW170817 have set additional constraints on the lower limit of the tidal deformability: \( A_{1.37 M_\odot} > 210 \) \([12]\), 300 \([55]\), 279 \([17]\), and 309 \([65]\).

The expected increase in the number of detections of BNS coalescences in the upcoming observing runs of second-generation detectors \([1]\) and future experiments \([27, 38, 49]\), will most likely help tighten current constraints. Not surprisingly, the prospects to further improve our knowledge on the NS EOS using upcoming tidal deformability information from inspiral BNS waveforms has received considerable attention \([8, 20, 40, 45, 47, 64]\). Existing approaches are based on Bayesian inference procedures and, to the best of our knowledge, attempts considering alternatives routes, such as machine learning, are generally lacking, although steps have already been taken in that direction \([51]\). Here, we take this path and assess the performance of a machine learning model in classifying the NS EOS from the analysis of the tidal deformability parameter of a simulated dataset of inspiral GW signals from BNS coalescences. Machine Learning (ML) is becoming a powerful tool in the analysis of GW data and the list of applications is rapidly growing \([18, 42]\). Deep learning methods based on convolutional neural networks (CNN) have been used for binary black hole (BBH) signal detection and multiple-parameter estimation, reaching accuracies comparable to matched-filtering methods with higher computational efficiency \([33]\). CNNs also show similar performance as matched-filtering for BNS mergers but they are more resilient to non-stationary, non-Gaussian noise (glitches) in the GW data \([32]\). Deep learning models have been used for instantaneous Bayesian posterior approximation in GW parameter estimation in \([16]\). The use of masked autoregressive flows as a way of increasing the flexibility of deep neural networks in modeling GW posterior distributions was studied in \([37]\). Detection of GW events with deep learning and their comparison with standard inference codes was carried out in \([10, 19]\), showing a fast and accurate inference of physical parameters. The development of fast ML alternatives to the computationally demanding Bayesian inference approaches has been remarkably established by \([30]\) applying conditional variational autoencoders to BBH signals. ML approaches based on object detection have also been applied successfully in the task of detecting BNS coalescence events from the GW data of current detectors \([11]\). Motivated by this growing body of work, we study here the potential to infer the NS EOS directly from simulated BNS inspiral signals using a ML approach.

Across all fields of ML, convolutional-based networks (such as CNN \([48]\), arguably the most common architecture) have seen wide adoption. CNNs were explored as multi-class image classification in \([26]\), using 1824 rotating core collapse GW simulations from 8 different nuclear EOSs. The percentage of correct classifications in the test data set was found to be above 70%, a number that can be improved to better than 90%, if limiting the labels. However, despite their success and popularity these networks have biases inherent to them (such as spatial locality and translation equivariance), which hinder their performance in certain tasks. Conversely, models based on self-attention do not share these inductive bias \([35]\) and, additionally, they do not have non-degenerated convolutions \([39]\). Due to this, they have seen increasing adoption in recent years and have been able to outperform convolutional networks in different tasks. For the Imagenet-1k Dataset \([21]\), for instance, the model with the best performance, PeCo \([24]\), is based on the transformer architecture. The same is seen for the CIFAR-10 Dataset \([44]\), where the model ViT-H/14 \([25]\) shows the highest correct percentage.

In the present work the Audio Spectrogram Transformer (AST) model \([34]\), which is a purely attention-based and convolution-free network, is applied to the analysis of GW data and its performance is explored. In \([35]\) it was shown that this model’s peak performance (on
the AudioSet [31] and ImageNet [21] datasets) was attained when initialized with the weights of a Destiled Data-efficient image Transformer (DeiT) with a resolution of 384. Although previously in [61] it was shown that the DeiT model with this resolution (DeiT-384) could outperform SOTA models in the ImageNet [21], ImageNet Real [13] and Imagenet V2 matched frequency [57] datasets, the AST model was not only able to perform well in the AudioSet [31] dataset but, more importantly, it was able to outperform SOTA models in the ESC-50 [31] and Speech Commands [66] datasets. A proof-of-concept approach is presented for (likelihood-free) rapid parameter estimation. The AST is applied as a classification model on a dataset of simulated inspiral signals from BNS mergers using different NS EOS. The model estimation is orders of magnitude faster than the widely used Bayesian based inference approaches. While the use of DL methods for posterior estimates in gravitational-wave data analysis is only presently beginning, it seems likely that it will soon become mainstream to rapidly analyze an increasing number of transient gravitational-wave events, hopefully reaching the accuracy of the widely used sampling algorithms based methods at a much lower computational cost.

The paper is organized as follows: the generation of all datasets used is described in section 2 and the model and training procedure are presented in section 3. Results of the test applied to the trained models are discussed in section 4 and a possible application of the model is explored in section 5. Lastly, the conclusions are drawn in section 6.

2 Dataset

In this section, we present the neutron star matter EOS that will be used in this study and we will discuss how the dataset used to train the model is generated.

LIGO-Virgo Collaboration uses an agnostic description of the EOS in their analysis of the GW170817 [3], in particular, a spectral representation of the EOS, and their analysis assesses indirectly the validity of different nuclear models through confidence intervals on thermodynamic quantities (e.g., pressure vs density) determined using specific EOS parametrizations. In the present study we will adopt a different methodology considering EOS based on microscopic nuclear models, characterized by given nuclear matter properties, and will assess directly the probability of each one from a given waveform. Our main objective is to learn directly from the waveform properties of nuclear/hadronic matter properties, also on its composition and to show it allows a successful analysis of the waveform that directly assesses the validity of microscopic nuclear models.

2.1 Neutron star matter EOS

For the AST model to be sensitive to a wide range of possible EOS in the mass-radius, \( M(R) \), diagram, five representative EOS based on a microscopic model have been selected. These are plotted in solid lines in figure 1 and they correspond to NS matter covering the ranges \( 2.16 < M_{\text{max}}/M_\odot < 2.77 \), \( 11.74 < R_{1.4M_\odot}/\text{km} < 14.63 \), and \( 11.18 < R_{2.0M_\odot}/\text{km} < 14.67 \). All five EOS are unified EOS that have been built from either a relativistic mean field (RMF) approach or a non-relativistic Skyrme interaction, and satisfy the constraint on the maximum NS mass \( M_{\text{max}} \geq 2M_\odot \) (the details can be found in [29]). The RMF EOS are divided into two types: i) nonlinear Walecka models with constant coupling, NL3 [46] and TM1 [59]; and ii) density-dependent coupling parameters, DD2 [62]. Two Skyrme EOS are used: BSk20 [36] and Sly9 [14]. The pressure dependencies on baryonic density are shown in figure 2 for all five EOS, together with the posterior credible level extracted from the GW170817 event [5].
Before discussing the properties of the EOS, we will introduce the NS properties predicted by these models, in particular, mass radius curves.

The NS properties are determined by solving the Tolmann-Oppenheimer-Volkoff (TOV) equations [53, 60] together with the differential equations that determine the tidal deformability [41]. Figure 1 shows the $M(R)$ diagram and figure 3 displays the tidal deformability dependence on the NS mass for each EOS. The NS tidal deformability is given by $\Lambda = \frac{2}{3}k_2C^{-5}$, where $k_2$ is the quadrupole tidal Love number and $C = M/R$ is the star’s compactness [41]. The properties of the GW emission from a BNS coalescence during the inspiral phase are sensitive to the EOS via the relations $\Lambda_{\text{EOS}}(M)$. Figures 1 and 3, also show the BSR6 model [9] (dashed line), a nonlinear Walecka model with constant coupling, selected to test the ML model in the last section.

Four of the EOS (TM1, DD2, SLy9 and BSk20) predicted by the models chosen lie inside the pressure baryonic density 90% confidence band obtained by the LIGO-Virgo Collaboration from the analysis of GW170817, see figure 2. In the set of chosen EOS we also include NL3.
because this is a model frequently used as reference. The model has been very successfully fitted to nuclear properties of both stable and unstable nuclei [46]. Therefore, it is expected that it describes correctly not very asymmetric nuclear matter at saturation density or below. It is clearly seen that the models above saturation density present different high density behaviors. In particular, the high density behavior of the two non-relativistic models, SLy9 and BSk20, is quite similar, however, BSk20 shows a softer behavior in all density range, originating, as a consequence, more compact stars as seen in figure 1. It is also interesting to notice the behavior of TM1 that goes from a quite hard EOS for densities below three times saturation density (in fact at saturation density it has properties similar to NL3) to the softest one above four times saturation density. This behavior is reflected in the mass-radius curve in figure 1: 1.0 $M_\odot$ stars described by TM1 have a radius similar to the prediction from NL3, but the maximum mass configuration is similar to the one of SLy9 and BSk20. In the three figures 1, 2 and 3, a sixth curve is present corresponding to the model BSR6 [9]. This model will be later on discussed. It is a model with a behavior similar to DD2, however, being harder at saturation density and below.

2.2 Dataset generation

2.2.1 Waveform generation

All datasets used for training, validating and testing were obtained with the PyCBC package [52], employing the IMRPhenomPv2-NRTidalv2 waveform approximant [23]. To generate the inspiral waveform of a compact binary, both the intrinsic parameters that describe the components of the binary and the extrinsic parameters that specify the location and orientation of the binary with respect to the observer are required. The intrinsic parameters are the component masses $M_1$ and $M_2$, their spins $S_1$ and $S_2$, and tidal deformabilities $\Lambda_1$ and $\Lambda_2$.

The sampling procedure consists in randomly choosing values for $M_{1,2}$ from a uniform distribution in the range $[1.0, 2.0]M_\odot$ and imposing $M_1 \geq M_2$ (adhering to the convention $M_1 \geq M_2$ for the binary mass components). The corresponding tidal deformability parameters, $\Lambda_1$ and $\Lambda_2$, were obtained from the $\Lambda(M)$ curve for each EOS. The spins of the binary NS components were set to zero in all generated waveforms. The extrinsic parameters that specify the localization and orientation of the binary system were fixed as follows. In all instances, the inclination of the binary was set to zero and its distance was set to 39 Mpc. After generating
Having the waveform in the desired shape, all that is left is converting it to a spectrogram. High-frequency emissions from inspiral events are primarily observable during the late stages of coalescence, while the majority of the inspiral occurs at frequencies below 100 Hz. Using a linear frequency scale poses a challenge, as it leads to reduced spectral resolution in
lower-frequency bins. This results in the confinement of the entire GW signal, including the pre-coalescence phase, to a single frequency bin for extended time periods, subsequently amplifying the quantization error within these frequency ranges. To circumvent this, the Constant-Q Transform [58] supplied by the librosa package [50] is used and the absolute magnitude of its output was taken. For this transform, the following parameters were employed: 128 frequency bins, a minimum frequency of 32 Hz, a hop length\(^1\) of 64, 28 bins per octave and a tuning parameter set to zero. The resulting spectrogram has 128 frequency bins and 129 time bins. Figure 4 shows one example of a generated spectrogram.

3 Model

The AST model takes the input spectrogram, splits it into several \(16 \times 16\) patches and proceeds to flatten each patch to a 1D patch embedding of size 768, using a linear projection layer. An additional trainable positional embedding is added to each of the previous embeddings and the resulting sequence is used as input for the Transformer [63]. This allows for the option of transfer-learning with other models that make use of the standard Transformer architecture.

Although the AST model can be trained from scratch, it has been shown that increased performance can be achieved when the model is initialized with pre-trained weights [61]. This hypothesis was corroborated by preliminary tests. Due to this, the weights from a Data-efficient Image Transformer (DeiT) [61], trained on the ImageNet dataset [21], were used. This model — referred to as DeiT-base distilled 384 — was chosen because it showed very good Top-1 Accuracy\(^2\) with fewer parameters, when compared to the state of the art model PeCo [24], as is presented in table 2.

\(^1\)This approach is similar to the usual discrete-time Short-time Fourier Transform — albeit with a different transform — wherein the time-series is split into chunks using a specific window size (cf. hop size), overlapped by half the window width to reduce time boundary artifacts between chunks. For each chunk, the transformation is computed, thus resulting in a discrete, time-variant spectrum — i.e. the spectrogram we use for feeding the model.

\(^2\)This metric is calculated by dividing the total number of correct predictions, \(p_c\), by the total number of predictions, \(p_t\), and multiplying by 100, or \(p_c/p_t \times 100\).
### Table 2

Number of parameters and Top-1 Accuracy (achieved on the ImageNet-1k dataset [21]) comparison of the model used for pre-training, DeiT-base distilled 384 [61], and the state of the art model PeCo [24].

| Model Name          | # Params | Top-1 Accuracy |
|---------------------|----------|----------------|
| DeiT-base distilled | 384      | 85.2%          |
| PeCo                | 656M     | 88.3%          |

3.1 Training configuration
This section gives an overview of the training process for the models.

3.1.1 Hardware and resources
A NVIDIA A100 Tensor Core GPU with 40GB of memory was used for training, which allowed for a batch size of 480 samples. The training was carried out for 50 epochs\(^3\) which took around 11 hours and 40 minutes (approximately 14 min/epoch).

3.1.2 Learning rate and loss function
The optimizer used for training was Adam [43]. The parameters used for this optimizer were set as follows: the starting learning rate to \(lr = 10^{-5}\), the weight decay to \(\alpha = 5 \times 10^{-7}\), and \((\beta_1, \beta_2) = (0.95, 0.999)\). The weight decay parameter controls the regularization amount and the \(\beta_{1,2}\) control the running averages of gradient and its square on the Adam algorithm. The scheduler MultiStepLR was also employed to reduce the learning rate by half at epochs 5, 10, 20 and 30.

The Loss Function used was BCEWithLogitsLoss [68] (which is the standard Cross Entropy Loss inside a generalized sigmoid function\(^4\)).

3.1.3 Data augmentation
The purpose of Data Augmentation is to leverage suitable data transformations to achieve an increase in flexibility, variability and generalization ability of the model. In the case of image classification, many transformations commonly used (such as rotation, translation, resizing, flipping, . . .) were designed to help classify ordinary objects like fruits or vehicles, not spectrograms. Due to this, in this work only two methods of data augmentation were employed, SpecAugment [54] and mixup [67].

The SpecAugment method consists in applying masking\(^5\) to the spectrogram, in both the frequency and time domains. Frequency masking is applied so that \(f\) consecutive bins \([f_0, f_0 + f]\) are masked, where \(f\) is sampled from a uniform distribution from 0 to the frequency mask parameter \(F\). The initial frequency \(f_0\) is chosen from \([0, \nu - f]\) where \(\nu\) is the total

---

\(^3\)The training was stopped after 50 epochs because by this stage of the training, the variations of the model performance became negligible.

\(^4\)The generalization procedure used to enable the sigmoid function to be applied to a multi-class problem is known as one-vs-rest method.

\(^5\)The term “masking” means to remove/omit the values of certain bins from the spectrogram.
The SpecAugment method. The top left image corresponds to the original, un-augmented image and the other 24 correspond to possible augmentations.

number of frequency bins. Similarly, time masking is applied so that \( t \) consecutive time steps \([t_0, t_0 + t]\) are masked, where \( t \) is sampled from an uniform distribution from 0 to the time mask parameter \( T \). The initial time \( t_0 \) is chosen from \([0, \tau - t]\), where \( \tau \) is the total number of time bins. Since the number of steps masked is re-calculated at every epoch, it was found that setting the mask parameters to \( F = \frac{\tau}{2} \) and \( T = \frac{\tau}{2} \), allowed for a high degree of variability while still preserving sufficient information in the resulting spectrogram, as can be seen in figure 5. This method of augmentation helps the network to be robust against partial loss of frequency information and partial loss of small segments of the input. Some of these configurations might simulate the possibility of a sudden glitch or some detection failure in a specific time segment of a GW event.

The mixup is a simple data-agnostic data augmentation routine that constructs virtual training samples as \( \tilde{x} = \lambda x_i + (1 - \lambda) x_j \) and \( \tilde{y} = \lambda y_i + (1 - \lambda) y_j \), where \( x_i \) and \( x_j \) are two distinct spectrograms and \( y_i \) and \( y_j \) are their respective one-hot labels. So, from two samples, \((x_i, y_i)\) and \((x_j, y_j)\), a virtual sample is created \((\tilde{x}, \tilde{y})\) and passed on to the model. For this method, \( \lambda \) was sampled from a \( \beta \) distribution, using Numpy’s function \texttt{numpy.random.beta()} with \( \alpha = \beta = 10 \). The impact of this sampling can be seen in figure 6. This augmentation method had a crucial effect in stabilising the learning process and on the model’s generalisation, by suppressing oscillations when predicting outside the training set.

4 Tests

In this section, the success of three models independently trained is explored. It should be noted that the same configuration (detailed in section 3.1) was used for all models, and the only difference comes from the dataset used for training (table 1).

Firstly, Model A, with each star’s mass limited to \([1.0, 1.5] M_\odot\) (train set 1) was trained. The reason for this mass range is that this is the region where the EOS curves used as benchmarks in this study are mostly distinguishable from one another (cf. figure 3). Hence, it
is the region where the model should most easily converge. To contrast with the first model, a second model (Model B) was trained on $M_{1,2}/M_\odot \in [1.5, 2.0]$ (train set 2). Additionally, a third model, Model C, was also trained but on the full parameter range $[1.0, 2.0]M_\odot$ (train set 3). Our goal is to compare the performances between full and shorter range models and define the best approach when dealing with detections. After the training phase, each model is tested on new datasets, generated exclusively for testing, with the mass constraints of the stars equal to the ones used for the respective model’s training. Additionally, model C is also tested on test sets 1 and 2, in order to enable a performance comparison with the other two models.

To evaluate the performance of the model in the test datasets, a confusion matrix together with a table are presented, for each case. Along the horizontal lines, each number in the confusion matrix represents the number of samples predicted with the corresponding class. The metrics Distance Score, Top-$1^6$ and Top-$2$ Accuracy, reported on the tables, are described as follows:

**Top-n accuracy.** Given a sample, the model outputs a vector, $\vec{v}$, with size equal to the number of classes. In this vector each element $v_i$ is interpreted as the predicted probability that the given sample belongs to the $i$-th class. The top-n accuracy metric expresses the average percentage of instances where the target class was within the n predicted classes with the highest probabilities.

**Distance score.** This metric, calculated by averaging across samples, gives the difference between the predicted probability that a given sample belongs to the correct class (i.e. the label) $p_{\text{label}}$ and the predicted probability that the same sample belongs to a given class, $p_{\text{class}}$.

$$ds = p_{\text{label}} - p_{\text{class}}.$$  \hspace{1cm} (4.1)

---

6This metric can also be obtained from the confusion matrix. To do this, choose a EOS and divide the value of the corresponding diagonal square by the sum of all the values in the squares of the matching horizontal line.
Table 3. Results for the top-1 and top-2 accuracy and for the distance score \( ds \) obtained by Model A (see table 1) on the test set 1, \( M_{1,2}/M_\odot \in [1.0, 1.5] \). The last column indicates the average values of the metrics for all EOS.

| metric [%] | BSk20  | DD2   | NL3  | SLy9  | TM1  | Avg     |
|------------|--------|-------|------|-------|------|---------|
| top-1      | 96.5   | 74.6  | 92.1 | 72.8  | 71.9 | 81.58   |
| top-2      | 99.4   | 81.5  | 100.0| 99.6  | 99.2 | 95.94   |
| \( ds \)   | -7.39  | -8.89 | -9.06| -15.37| -13.16| -10.77  |

As an example assume, for a given sample, the label is BSk20 and it is interesting to know the distance score of EOS SLy9. If, in this case, the \( p_{\text{BSk20}} = 60\% \) and \( p_{\text{SLy9}} = 20\% \) then the \( ds \) is 40\%, according to eq. (4.1).

Although this metric might seem simple, it provides very useful information. In the extremes, \( ds = 0 \) means that, on average, the predicted probability that the given sample belongs to the correct class is equal to another class, which can be interpreted as the model being very indecisive between at least those two classes (this behaviour is expected when the sample belongs to a region with big overlap between the two corresponding EOS). Conversely, \( ds = 100\% \) means that, on average, the probability that a sample belongs to the correct class was predicted as 100\%, which implies that the model is able to distinguish between classes with complete certainty. On the other side, \( ds = -100\% \) indicates that the model completely failed its predictions.

In this work, this metric will only be calculated when the model misclassifies a sample and the class chosen for the calculation will be the one predicted with the highest probability. Due to this, the value of \( ds \) can be interpreted as how close — percentage-wise — the model is to making the correct prediction. The consequence of this choice is that \( ds \in [-100, 0] \) and the closer its value is to 0, the better.

4.1 Model A (\( M_{1,2}/M_\odot \in [1.0, 1.5] \))

The performance of the model on the train set 1, \( M_{1,2}/M_\odot \in [1.0, 1.5] \), is reported in table 3. It is found that the model best classifies samples from BSk20 with a top-1 accuracy of 96.5\%. On the other hand, the model has the worst performance for samples from TM1, but still reaches a top-1 accuracy of 71.9\%. While there is, approximately, a 25\% difference in these scores, values above 70\% are already promising.

Although the model is unlikely to misclassify a sample from the classes corresponding to the upper and lower bounds of the \( \Lambda(M) \) curves (i.e. BSk20 and NL3), when it does \( ds \) is higher than -10\%. More interestingly, even for the classes in between, where misclassification is more common, it only decreases to, at most, -15.37\% indicating that, even in failure, the model was close to making the correct prediction. This is corroborated when looking at the top-2 accuracy where, for the DD2 class, it has a value of 81.5\%, which is already quite good, but is surpassed by the excellent values (greater than 99\%) seen in the other classes.

The results in table 3 indicate that the model’s certainty appears to increase with the uniqueness of the class, i.e. with the unique behavior of the model that defines the class. The model misclassification pattern is shown in the confusion matrix displayed in figure 7. To understand this pattern figure 8 shows, as an illustrative example, the difference for \( \Lambda(M) \) between the SLy9 EOS and all other four EOS. It can be seen that the most similar EOS to SLy9 (in terms of \( \Lambda \)) are both DD2 and BSk20. This fact explains why the model
Figure 7. Confusion matrix obtained for Model A (see table 1) on test set 1, now with the constraint that $M_{1,2}/M_\odot \in [1.0, 1.5]$. There are 2491 samples in this subset and each number in the matrix represents the amount of samples classified as the respective class.

Figure 8. The prediction differences for the tidal deformability $\Lambda(M)$ between the SLy9 EOS and the remaining EOS of our sample.

misclassifications of SLy9 were attributed to BSk20 (with 16 mismatches) and DD2 (with 21 mismatches). A similar argument explains the misclassifications shown for the other EOS in figure 7.

It is interesting to notice that there is no symmetry between the mismatches of the models SLy9 and BSk20 shown on the confusion matrices just discussed and the ones that will be discussed in the following sections: although SLy9 may be mismatched as BSk20 the contrary is not true, or at least not as strong. This is possibly because the model learns better the upper/lower EOS bounds: BSk20 is the model with the lowest tidal deformability. SLy9 is the next, and lies between BSk20 and DD2, having also some mixture with DD2. Likewise with NL3 and TM1: NL3 is the upper bound model and the confusion matrix does not show a mixture with other models. However TM1, lying between NL3 and DD2 shows some overlap with NL3.
Figure 9. Confusion matrix obtained for Model B (see table 1) on the test set 2, now with the constraint that $M_{1,2}/M_\odot \in [1.5, 2.0]$. There are 2496 samples in this subset and each number in the matrix represents the amount of samples classified as the respective class.

| metric [%] | BSk20 | DD2 | NL3 | SLy9 | TM1 | Avg |
|------------|-------|-----|-----|------|-----|-----|
| top-1      | 84.0  | 37.1| 97.5| 22.1 | 44.7| **57.08** |
| top-2      | 91.7  | 73.6| 98.8| 90.6 | 96.2| **90.18** |
| $ds$       | $-9.54$ | $-8.52$ | $-6.96$ | $-12.06$ | $-14.38$ | **$-10.29$** |

Table 4. Results for the top-1 and top-2 accuracy and for the distance score $ds$ obtained by Model B (see table 1) on the test set 2, $M_{1,2}/M_\odot \in [1.5, 2.0]$. The last column indicates the average values of the metrics for all EOS.

4.2 Model B ($M_{1,2}/M_\odot \in [1.5, 2.0]$)

Since this range corresponds to the region with the strongest overlap between classes (cf. figure 3), a high degree of confusion is expected. This is shown in figure 9. Although the model is able to classify well samples from BSk20 and NL3 (which, unsurprisingly, correspond to the upper and lower bounds for the $\Lambda(M)$ curves shown in figure 3), it is unable to do so for the classes in-between which, as previously mentioned, is anticipated in this mass range. Looking at table 4, remarkably the model surpasses 90% top-2 accuracy on all classes but DD2, where it reaches 73.6%. The high values for the top-2 accuracy together with the high values of $ds$ (around -10%), validate the hypothesis that the model’s ability to classify the sample is correlated to the uniqueness of the sample’s EOS. Even when the model is trained on a harsher region (when compared to the $[1.0, 1.5]M_\odot$ case) and looking only at the least ‘unique’ class, DD2, we find that although the model misclassifies samples in 62.9% of the cases, it is close to making the correct prediction (which is supported by the high top-2 accuracy of 73.6% and the high $ds$ of -8.52%). A similar discussion is applicable to the model’s performance across all classes, since the model achieves, on average, a top-2 accuracy of 90.18% and a $ds$ of $-10.29\%$, see last column of table 4.
Figure 10. Confusion matrix obtained for Model C (see table 1) on test set 3, now with the constraint that $M_{1,2}/M_{\odot} \in [1.0, 2.0]$. There are 10000 samples in this subset and each number in the matrix represents the amount of samples classified as the respective class.

| metric [%] | BSk20 | DD2 | NL3 | SLy9 | TM1 | Avg   |
|------------|-------|-----|-----|------|-----|-------|
| top-1      | 87.6  | 58.0| 97.4| 31.5 | 41.6| **63.22** |
| top-2      | 95.8  | 78.2| 100 | 95.6 | 98.6| **93.64** |
| $ds$       | -4.39 | -5.88| -4.44| -11.09| -15.32| **-8.22** |

Table 5. Results for the top-1 and top-2 accuracy and for the distance score $ds$ obtained by Model C (see table 1) on the test set 3, $M_{1,2}/M_{\odot} \in [1.0, 2.0]$. The last column indicates the average values of the metrics for all EOS.

4.3 Model C ($M_{1,2}/M_{\odot} \in [1.0, 2.0]$).

For the case of the full mass range, the results presented in table 5 show that the top-1 accuracy from either BSk20 or NL3 are high (87.6% and 97.4%, respectively). The performance for samples from the other EOS classes is not as impressive, only reaching a top-1 accuracy of 43.7% (averaged across the values seen for DD2, SLy9 and TM1). Since this range includes regions with overlap between classes, the values achieved for the top-2 accuracy should also be closely analysed. This metric exhibits promising results reaching over 95% on all classes but DD2, where 78.2% is obtained. These results, together with the high values of $ds$ are encouraging and the success of the model is highlighted when observing its average behaviour in this range, where it accomplishes a top-1 accuracy of 63.22%, top-2 accuracy of 93.64% and $ds$ of -8.22%, last column of table 5.

Since this model was trained on the full mass range, it is expected to have a good performance across all the test datasets used. To enable a fair comparison between this model and the ones discussed in sections 4.1 (Model A) and 4.2 (Model B), it was additionally tested on the datasets used in those sections (test sets 1 and 2). It is worth noting that the average of the values of the metrics, on both sets, is not expected to coincide with those reported in
Figure 11. Confusion matrices obtained for Model C on the test set 1 (left), $M_{1,2}/M_\odot \in [1, 1.5]$, and on the test set 2 (right), $M_{1,2}/M_\odot \in [1.5, 2]$. The datasets have 2491 and 2496 samples, respectively, and each number in the matrix represents the amount of samples classified as the corresponding class.

| Dataset | Metric | BSk20 | DD2 | NL3 | SLy9 | TM1 | Avg |
|---------|--------|-------|-----|-----|------|-----|-----|
| Set 1   | top-1  | 99.6  | 81.0 | 91.9 | 47.3 | 67.6 | 77.44 |
|         | top-2  | 99.8  | 87.3 | 99.8 | 99.4 | 97.2 | 96.7  |
|         | $ds$   | -12.0 | -5.3 | -4.6 | -16.2 | -5.4 | -8.7  |
| Set 2   | top-1  | 98.1  | 54.9 | 99.8 | 24.6 | 52.5 | 65.98 |
|         | top-2  | 97.2  | 88.4 | 100  | 97.2 | 98.8 | 96.32 |
|         | $ds$   | -4.43 | -4.58 | -1.34 | -12.84 | -8.58 | -6.35 |

Table 6. Results for the top-1 and top-2 accuracy and for the distance score $ds$ obtained by Model C (see Table 5. Since the mass restriction is applied to each individual star, samples corresponding to systems with, for example, $M_1/M_\odot = 1.1$ and $M_2/M_\odot = 1.8$ will not be present in either test set 1 or 2, due to one of the stars being outside the range, but will be included in test set 3 since the associated constraint is $M_{1,2}/M_\odot \in [1.0, 2.0]$. Hence, the test set 3 contains samples which are not available in either of the two other test sets.

The left panel of figure 11 displays the performance of this model on the test set 1, $M_{1,2}/M_\odot \in [1.0, 1.5]$, which can be compared to that of model of section 4.1, on the same test set. The corresponding values of the metrics are reported in the top half of Table 6. Although both models show good values of the top-1 accuracy, it is seen that for Model C there is a slight decrease in the score (4.14% averaged across all EOS). Despite this decline being undesired, it can be seen that there is a slight increase in the top-2 accuracy (0.76% on average) and in the $ds$ (2.1% on average), which compensate the decline in the top-1 accuracy. Therefore, in this region, this model’s performance appears to be very similar to that of Model A.
Correspondingly, the right panel of figure 11 shows the performance of Model C on the test set 2, \( M_{1.2}/M_\odot \in [1.5, 2.0] \), and the bottom half of table 6 reports the values of the associated metrics. While Model C classifies quite well the BSk20 and NL3 EOS (with top-1 accuracy over 90%), for TM1 and DD2 the numbers go down to 52% and 55% respectively and, for SLy9, the model seems to mostly misclassify its samples as BSk20, only achieving a top-1 accuracy of 24%. Although these values might seem low, they are a clear improvement over the ones obtained by Model B, with an average rise of 8.9%. A similar increase is also seen in the top-2 accuracy, going up to an average of 96.32% (6.14% more than what is seen for Model B). An additional improvement seen when comparing table 6 with table 4 is that the \( ds \) increases by an average of 3.94%.

Although the behavior in the lower mass region is very similar to the one displayed by Model A, in the upper mass range \([1.5, 2.0]M_\odot\) there is a substantial improvement in its performance, over the one exhibited by Model B. This result, together with the high metric values presented in table 5, shows that training with the full dataset not only leads to a model with good performance across the full parameter range, but it also shows that the resulting model is more capable than its smaller counterparts (when comparing in their respective ranges).

5 Additional model

The full-range model presented in section 4.3 (Model C) has shown great performance in classifying correctly the EOS from which the GW signal was generated. Herein, a step forward is given in testing the generalization capacity of this model. This is made by introducing a new EOS, not used in the training stage and using it as input for the model, with the purpose of analysing whether the model classifies the new GW samples as belonging to the nearest EOS in the \( \Lambda(M) \) diagram. The EOS added is BSR6 and its \( \Lambda(M) \) curve is shown, with a dashed line, in figure 3. It can be seen that its neighbours \( \Lambda(M) \) curves are those of the DD2 and TM1 EOS. Therefore, it is expected that the samples corresponding to BSR6 should be labeled mostly as either one of these two classes.

The results are shown in figure 12, where it can be seen that they are in agreement with the expectation. A clear pattern arises in all three ranges. TM1 is the class predicted in more than half the cases, DD2 follows and, surprisingly, NL3 also has a significant number of predictions. Although, ideally, the predictions would be split only among the two neighboring EOS in the \( \Lambda(M) \) diagram (i.e. DD2 and TM1), the fact that NL3 is commonly predicted is not a sign of failure. The reasoning behind this statement relates to the fact that the \( \Lambda(M) \) curve for NL3 is very similar to that of TM1 (see figure 3) which hinders the model’s ability to discern between samples from these classes. The confusion between these classes is not new and can be seen in figure 11 where in almost all (95.8%) instances that the model’s prediction fails for samples from TM1, they are misclassified as NL3.

All in all this test shows that even in the instance of a BNS coalescence event of unknown EOS, the ML model employed in this study is still able to successfully locate it in relation to the EOS employed in its training.

6 Conclusion

In this work we have employed the Audio Spectrogram Transformer (AST) model, a ML model that uses purely an attention-based mechanism, to capture long-range global dependencies
for analysing simulated GW data corresponding to BNS coalescences. This is a supervised problem where the goal is to correctly predict the class that each BNS merger event belongs to. For that purpose, a dataset has been generated composed of five classes of BNS mergers that correspond to five distinct equations of state of nuclear matter. The imprint of each EOS on the BNS merger GW inspiral signal is encoded on the tidal deformability dependence on the NS mass, $\Lambda(M)$. The tidal deformability parameter $\Lambda$ is a steeply decreasing function of the NS mass, covering many orders of magnitude: for a given EOS of our set, $\Lambda \sim O(10^3)$ for $1M_\odot$ and $O(10)$ for $2M_\odot$. However, in the present classification problem, it is the variability of $\Lambda$ among the different EOS for fixed $M$ that most affects the model performance. The difference in $\Lambda$ prediction for the set spans $624 < \Delta \Lambda(1M_\odot) < 5648$ and $74 < \Delta \Lambda(2M_\odot) < 128$, and thus the capacity to distinguish the different EOS strongly decreases with increasing NS mass. Considering this fact, three models were trained on three distinct ranges of NS masses ($M_\odot$), namely $[1.0, 1.5]$, $[1.5, 2.0]$, and $[1.0, 2.0]$. Model A showed a very good accuracy, ranging from a top-1 accuracy of 96.5% for BSk20 to 71.9% for TM1. Furthermore, the top-2 accuracy showed that even in the case where misclassifications happened, the true EOS was still the second EOS with highest probability. Although Model B presented lower values for the top-1 accuracy (between 84% and 22%), the results seen for the top-2 accuracy were still high, with values ranging from 96.2% to 73.6%, depending on the EOS. Finally, regarding Model C, when tested on the full dataset it showed that, despite having a significant number of misclassifications, the values of the top-2 accuracy are still very high. More interestingly, when this same model is tested in the range $M_{1.2}/M_\odot \in [1.0, 1.5]$ it showed similar performance to Model A (see section 4.1) but, when tested in the range $M_{1.2}/M_\odot \in [1.5, 2.0]$ it is seen that its results yield a clear improvement over the ones achieved by Model B (see section 4.2). Therefore, it follows that training in the range $M_{1.2}/M_\odot \in [1.0, 2.0]$ leads to a robust model that not only preforms well over that range, as expected, but also performs equally well or better in smaller ranges, when compared to models trained specifically for those ranges. We have checked that the model’s performance is mainly affected by the intrinsic degeneracies of the waveforms and not from limitations arising from the model’s architecture.

**Figure 12.** Confusion matrices of Model C on the BSR6 set 1 (top), $M_{1.2}/M_\odot \in [1.0, 1.5]$, the BSR6 set 2 (middle), $M_{1.2}/M_\odot \in [1.5, 2.0]$, and BSR6 set 3 (bottom), $M_{1.2}/M_\odot \in [1.0, 2.0]$. Since these datasets are subsets of those used in previous sections, the total number of samples is much smaller having only 251 (top), 246 (middle) and 1000 (bottom). The numbers in the confusion matrices represent the amount of samples classified as the respective class.
Despite the fact that this ML approach has been only tested with simulated, noise-free GW data, it already shows great promise. As a result, applications with simulated signals injected into Gaussian noise and real detector noise as well as BNS signals corresponding to real events will be explored in the future. The preliminary investigations in these directions clearly indicate that a two-model approach may likely be required, i.e. the present classification model must be supplemented with an already denoised GW signal, and thus a denoising model is required. However, an alternative possibility is exploring different architectures for the AST model that may enable both tasks, denoising and classification, to be carried out simultaneously. This will be the subject of a future work.

To end, we point out a potential benefit the methodology reported in this work might bring to current approaches regarding searches and parameter inferences of signals from compact binary coalescences (CBCs). Waveforms from such sources are well modelled, especially in the inspiral part of the signal, using a combination of analytical and numerical relativity techniques. This has allowed the confident detection of 90 CBC events [7]. The pipelines for CBC searches used by the LIGO-Virgo-KAGRA collaboration rely on matched filtering techniques that require huge template banks as complete as possible across the parameter space of binary systems. Template banks, however, may not be dense enough in some regions of the parameter space. For instance, in the case of BNS mergers, numerical relativity waveforms including the effects of spins in the individual stars are fairly scarce. Other sub-optimal situations include the consideration of effects such as precession of the orbital plane or eccentricity in the case on non-quasi-circular orbits. Accounting for these effects will be increasingly more important as the detection rate increases in upcoming runs. In addition, the inference of the physical parameters of the binaries, usually accomplished through Bayesian statistical analysis, also relies fundamentally on the availability of the “correct” waveform approximant. Therefore, a general-purpose, agnostic model as the one we propose in this study might be a useful supplement to the standard procedures to conduct GW searches and parameter inference in the case of compact binaries and, in particular BNS systems. The application of our ML model may allow to identify in a rapid way the EOS that best fits an observation, and this information could be used as a guide to build specific, fine-tuned waveform models to perform Bayesian inference.
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