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Abstract—As the network slicing is one of the critical enablers in communication networks, one anomalous physical node (PN) or physical link (PL) in substrate networks that carries multiple virtual network elements can cause significant performance degradation of multiple network slices. To recover the substrate networks from anomaly within a short time, rapid and accurate identification of whether or not the anomaly exists in PNs and PLs is vital. Online anomaly detection methods that can analyze system data in real-time are preferred. Besides, as virtual nodes and links mapped to PNs and PLs are scattered in multiple slices, the distributed detection modes are required to adapt to the virtualized environment. According to those requirements, in this paper, we first propose a distributed online PN anomaly detection algorithm based on a decentralized one-class support vector machine (OCSVM), which is realized through analyzing real-time measurements of virtual nodes mapped to PNs in a distributed manner. Specifically, to decouple the OCSVM objective function, we transform the original problem to a group of decentralized quadratic programming problems by introducing the consensus constraints. The alternating direction method of multipliers is adopted to achieve the solution for the distributed online PN anomaly detection. Next, by utilizing the correlation of measurements between neighbor virtual nodes, another distributed online PL anomaly detection algorithm based on the canonical correlation analysis is proposed. The network only needs to store covariance matrices and mean vectors of current data to calculate the canonical correlation vectors for real-time PL anomaly analysis. The simulation results on both synthetic and real-world network datasets show the effectiveness and robustness of the proposed distributed online anomaly detection algorithms.

Index Terms—Virtualized network slicing, online anomaly detection, distributed learning, one-class support vector machine (OCSVM), canonical correlation analysis (CCA).

I. INTRODUCTION

NETWORK slicing has been regarded as an important technology to satisfy diverse requirements for emerging service types [1], [2]. Network function virtualization (NFV) facilitates the deployment of network slices through unleashing network functions from the dedicated hardware and implementing them on general-purpose servers [3]. By NFV technique, network slicing can customize virtual network functions based on demands to generate service paths, i.e., customized service function chains (SFCs). Generally, multiple network slices can be instantiated in a shared substrate network to support diversified applications [4], [5].

A substrate network consists of multiple physical nodes (PNs) and physical links (PLs), and a virtualized network slice consists of multiple virtual nodes (VNs) and virtual links (VLs). Due to the many-to-one embedding relationship between VNs (VLs) and PNs (PLs), network slices are prone to unexpected and silent forms of failures caused by anomalies arising in the shared substrate network [6]. As the performance of multiple network slices hinges on the normal running of the shared substrate network, the accurate and rapid anomaly detection for PNs and PLs in the substrate network is the prerequisite for ensuring the service quality of network slices.

Anomaly detection refers to the problem of finding patterns in data that do not conform to the expected behaviors [7]. Existing efforts [8]–[15] on anomaly detection usually model all data of a time slot as a long vector and consider it as a single sample in implementing data analysis. Based on this idea, in virtualized network slicing environment, we can obtain the training dataset for PN anomaly detection through modeling all measurements of VNs mapped to a PN within a period as a series of vectors. Then, normal profiles can be trained to differentiate anomalies arising in PNs. Furthermore, the VN measurements can also be utilized to implement PL anomaly detection. Since the flow passes through each VN of an SFC in sequence, the measurements between neighbor VNs are naturally related [16]. Therefore, we can implement PL anomaly detection by analyzing the correlation of measurements between neighbor VNs, which are mapped to both ends of the PL. Through modeling all measurements of VNs mapped to both ends of a PL as two sets of vectors, we can obtain the training dataset for the PL anomaly detection. Note that the key difference between PL and PN anomaly detection is that the anomaly detection for PLs is required to find anomalous correlation patterns between two vectors.

However, since VNs are distributed in multiple slices, if we collect all relevant VN data of a time slot to form vectors and analyze them in a centralized mode, the data privacy of different slices will be compromised. Besides, additional communication and storage cost can be introduced by collecting all data to a central manager. Therefore, distributed detection modes [17], [18], which can detect anomalies in PNs and PLs by analyzing distributed VN datasets in respective managers, are more effective for virtualized network slicing scenarios.

To recover the substrate networks from anomaly within a short time, the identification of whether or not the anomaly
exists in PNs and PLs should be rapid and accurate. However, classical anomaly detection methods are usually based on the batch formulation, which requires storing all historical data within a period and trains the normal profiles through offline learning. The process will not only introduce high storage and computation cost but prevent timely detection of anomalies [19], [20]. Besides, in anomaly detection, the training datasets are assumed to contain only one-class samples, i.e., normal samples. If the number of anomalous data contained in training samples increases, the performance of the detection model trained by the offline learning can be greatly degraded [21]. Therefore, online anomaly detection methods that can analyze system data in real-time are preferred.

Based on the above analysis, we propose a distributed online PN anomaly detection algorithm based on a decentralized one-class support vector machine (OCSVM) and a distributed online PL anomaly detection based on the canonical correlation analysis (CCA). By the distributed online mode, the real-time measurements of VNs can be analyzed in respective managers distributedly to detect anomalies in PNs and PLs. To the best of our knowledge, this is the first work which proposes the distributed online anomaly detection algorithms for the virtualized network slicing environment. Our main contributions are summarized as follows:

Firstly, based on a decentralized OCSVM, we propose a distributed online PN anomaly detection algorithm for the virtualized network slicing environment. Specifically, to decouple the OCSVM objective function, we transform the original OCSVM objective function to decentralized quadratic programming problems by introducing the consensus constraints. To realize a distributed online implementation for PN anomaly detection, we establish a distributed online augmented Lagrange function and solve it by the alternating direction method of multipliers (ADMM).

Secondly, we propose a CCA-based distributed online PL anomaly detection algorithm, which is realized through analyzing the real-time correlation of measurements between neighbor VNs in respective managers distributedly. To facilitate the real-time analysis, we derive a new method to calculate the canonical correlation vectors, with which the managers only need to store covariance matrices and mean vectors of current VN data instead of all historical data.

Finally, the effectiveness and robustness of the proposed distributed online anomaly detection algorithms are verified on both synthetic and real-world network datasets.

The rest of the paper is organized as follows. Section II presents the related works and Section III describes the system model. The distributed online PN and PL anomaly detection algorithms are elucidated in Section IV and Section V, respectively. Simulation results on both synthetic and real-world network datasets are shown in Section VI. Section VII concludes the paper.

II. RELATED WORKS

The key feature of the anomaly detection problem is that, a labeled dataset, where each training sample is labeled as anomalous or normal, is usually prohibitive to obtain [22]. Therefore, we usually deal with the anomaly detection as a special classification problem by assuming that the entire dataset contains only one-class samples, i.e., normal samples. OCSVM [23] is a popular unsupervised method to detect anomalies in data. In literature [12]–[14], [24], it has been proved that the OCSVM algorithm has good applicability to a wide range of anomaly detection problems.

CCA algorithm is an important method for analyzing the correlation between two sets of data [25]. In [15], [26]–[28], the CCA algorithm has identified whether or not the anomaly exits in the whole system successfully by detecting the variation of correlation between two subsystems, which is also an unsupervised learning method.

However, the classical OCSVM and CCA algorithms are both based on the batch formulation, which requires storing all historical data within a period and trains the normal profiles through offline learning. The process will not only introduce high storage and computation cost but prevent timely detection of anomalies. To conquer this difficulty, online anomaly detection algorithms have attracted much attention in many domains since they can analyze the system data in real-time and enable the timely detection of anomalies. For instance, [20] proposed a bilateral principle component analysis algorithm to realize the online and accurate traffic anomaly detection for Internet management. In [29], an adaptive OCSVM method was designed to realize online novelty detection for time series scenarios. [30] proposed an online subspace tracking algorithm to supervise the flight data anomalies of the unmanned aerial vehicle system. An online and unsupervised anomaly detection algorithm for streaming data was designed in [31] using an array of sliding windows and the probability density-based descriptors. These online algorithms showed good anomaly detection performance with relatively short running time and low CPU resources.

Centralized detection, where the training dataset is available in its entirety to one centralized detector, is a well-studied area. However, if the dataset is distributed over more than one location, different approaches need to be taken. Therefore, some distributed algorithms have been designed to achieve the global anomaly detection with datasets distributed in the networks. In [17], a distributed version of principal component analysis algorithm was developed to identify the global anomalies in distributed local datasets. Based on the hierarchical temporal memory, a distributed anomaly detection system was designed in [32] for the security of the in-vehicle network. [33] proposed a collaborative intrusion detection framework for Vehicular Ad hoc Networks, which enabled multiple controllers jointly train a global intrusion detection model without direct sub-network flow exchange. In wireless sensor networks, because data used for anomaly detection were distributedly collected, [34] proposed a distributed online one-class support vector machine algorithm for anomaly detection. This algorithm showed a good anomaly detection performance with requiring relatively short running time and low CPU resources. As the virtualized network slices utilize the network resources spanning the whole substrate networks, the training dataset used for PN and PL anomaly detection has a similar distributed property as wireless sensor networks. Therefore, inspired by [34], we
develop a distributed online anomaly detection method that can be applied to the virtualized network slicing environment.

III. SYSTEM MODEL

As shown in Fig. 1, when the networks receive a network slice service, its specific demand and required virtual network functions are analyzed by the Service Manager to generate customized SFCs. The Network Slice Manager is responsible for the configuration, life-cycle management and performance monitoring of all VNs in SFCs. During the instantiation process of network slices, multiple SFCs are embedded to a shared substrate network to provide customized services for different slice requests [35]. The Infrastructure Manager takes charge of the management and maintenance of PNs and PLs in substrate networks.

Many unexpected behaviors can cause the anomaly of PNs and PLs in substrate networks, including device malfunction, malicious attackers, fault propagation, external environment changes, etc. Since multiple VNs and VLs from different slices can be mapped to the same PN and PL, one anomalous PN or PL in substrate networks can degrade the performance of multiple network slices. Therefore, the accurate and rapid anomaly detection for PNs and PLs in substrate networks is the prerequisite for ensuring the performance of network slices.

We present a substrate network by an undirected graph $G = (Q, R)$, where $Q$ and $R$ represent the PN and PL sets contained in the substrate network. Besides, the set of VNs and VLs mapped to PN $q$ ($q \in Q$) and PL $r$ ($r \in R$) are assumed to be $J_q$ and $J_r$. In the virtualized network slicing environment, the Network Slice Manager will monitor the performance and resource consumption and store the measurements of each customized VN contained in an SFC. VN measurements include processing rate, data flow, queuing delay, processing delay, and the usage of CPU, memory, etc. For each VN $j_m \in J_q$ mapped to PN $q$, its measurements in a time slot can be represented by $x_{j_m} = \{x_{j_m}^1, x_{j_m}^2, ..., x_{j_m}^p\}$, where $p$ is the number of features. Therefore, the measurements related to the anomaly detection of PN $q$ can be expressed as

$$
\mathbf{x}_q = \begin{bmatrix}
  x_1 \\
  x_2 \\
  \vdots \\
  x_{|J_q|}
\end{bmatrix} = \begin{bmatrix}
  x_1^1 & x_1^2 & \cdots & x_1^p \\
  x_2^1 & x_2^2 & \cdots & x_2^p \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{|J_q|}^1 & x_{|J_q|}^2 & \cdots & x_{|J_q|}^p
\end{bmatrix},
$$

where $|J_q|$ represents the number of VNs mapped to PN $q$.

The VN measurements can also be utilized to implement PL anomaly detection. Since the flow passes through each VN of an SFC in sequence, the measurements between neighbor VNs are naturally related. Therefore, we can implement PL anomaly detection by analyzing the correlation of measurements between neighbor VNs, which are mapped to both ends of the PL. The measurements related to the anomaly detection of PL $r$ can be expressed as

$$\mathbf{x}_r = \begin{bmatrix}
  x_1 \\
  x_2 \\
  \vdots \\
  x_{|J_r|}
\end{bmatrix} = \begin{bmatrix}
  x_1^1 & x_2^1 & \cdots & x_{|J_r|}^1 \\
  x_1^2 & x_2^2 & \cdots & x_{|J_r|}^2 \\
  \vdots & \vdots & \ddots & \vdots \\
  x_1^p & x_2^p & \cdots & x_{|J_r|}^p
\end{bmatrix},$$

where $m, l \in Q$ represent the both ends of PL $r$, $|J_r|$ is the number of VLs mapped to PL $r$, and $p$ and $d$ denote the number of features for VNs mapped to PN $m$ and $l$, respectively.

To realize the real-time detection for substrate networks in virtualized network slicing scenarios, the Infrastructure Manager is required to collect VN measurements from the Network Slice Manager sequentially if the centralized detection modes are used. As a central manager, the management module of PN $q$ can utilize measurements of all VNs mapped to it to realize anomalous PN detection. Existing anomaly detection algorithms [8]–[15] usually model all data of a time slot as a long vector and consider it as a single sample in implementing data analysis, so the collected data in a time slot used for the PN anomaly detection can be represented by

$$\mathbf{x}_q = \{x_1, x_2, ..., x_{|J_q|}\} = \{x_1^1, x_2^1, ..., x_{|J_q|}^1, x_1^2, x_2^2, ..., x_{|J_q|}^2, ..., x_1^p, x_2^p, ..., x_{|J_q|}^p\}. \quad (3)$$

Through modeling all measurements of VNs in a time slot mapped to both ends of a PL as two sets of vectors, we can obtain the data used for the PL anomaly detection. The set of VLs mapped to PL $r$ is assumed to be $J_r$, so the anomaly detection for PL $r$ can be realized through analyzing the correlation between the following vectors:

$$\mathbf{x}_m = \{x_1, x_2, ..., x_{|J_m|}\} = \{x_1^1, x_2^1, ..., x_{|J_m|}^1, x_1^2, x_2^2, ..., x_{|J_m|}^2, ..., x_1^p, x_2^p, ..., x_{|J_m|}^p\}, \quad \text{VN mapped to PN } m$$

$$\mathbf{x}_l = \{x_1, x_2, ..., x_{|J_l|}\} = \{x_1^1, x_2^1, ..., x_{|J_l|}^1, x_1^2, x_2^2, ..., x_{|J_l|}^2, ..., x_1^p, x_2^p, ..., x_{|J_l|}^p\}, \quad \text{VN mapped to PN } l \quad (4)$$

However, the centralized detection modes will introduce additional communication and storage cost by collecting all VN measurements to the Infrastructure Manager. Besides, the data privacy of different slices can be compromised. Therefore, to determine whether or not the anomaly exists in PNs and PLs rapidly and accurately with low communication and storage cost, the distributed online PN and PL anomaly detection methods are required to analyze the real-time measurements of VNs in respective Network Slice Manager distributedly.

Notation: In this paper, boldface letters are used to denote vectors and $(\cdot)^r$ is the operator of transposition. $||\cdot||$ represents
For each VN a period as a series of vectors to form the training set. Other notations will be defined if necessary.

The ANOMALY DETECTION for a PN, its management module will model measurements of all VNs mapped to it within the anomaly detection for a PN, its management module will model measurements of all VNs mapped to it within a period as a series of vectors to form the training set. Other notations will be defined if necessary.

**Fig. 1.** Network slice management and orchestration (MANO) overview.

IV. DISTRIBUTED ONLINE PN ANOMALY DETECTION BASED ON DECENTRALIZED OCSVM

From the perspective of the centralized mode, to implement the anomaly detection for a PN, its management module will model measurements of all VNs mapped to it within a period as a series of vectors to form the training set. For each VN \( j_q \in J_q \), its training set can be expressed as \( S_{j_q} = \{(x_{j_qn}, y_{j_qn}), n = 1, 2, ..., N_{j_q}\} \), where \( x_{j_qn} \in \mathbb{R}^p \), \( N_{j_q} \) is the number of training data, and \( y_{j_qn} = +1 \) indicates that all training data are normal samples. As the training set of VN is \( S_{j_q} \), the collected data of PN \( q \) within a period can be represented by \( S_q = \bigcup_{j_q \in J_q} S_{j_q} = \{(x_{q_n}, y_{q_n}), n = 1, 2, ..., N_q\} \), where \( x_{q_n} = \bigcup_{j_q \in J_q} x_{j_qn} \) and \( y_{q_n} = y_{1n} = \ldots = y_{j_qn} = +1 \). Generally, the training data are complex and linearly inseparable. Therefore, OCSVM algorithm uses the feature mapping function to map the training data from input space to high-dimensional feature space. The purpose of the mapping is to make the data linearly separable in the new space. Through finding a hyperplane in the feature space, OCSVM algorithm can isolate the mapped samples from the origin with maximum margin [23].

We use the feature mapping function \( \phi(\cdot) \) to map the input data \( x_q \) into a reproducing kernel Hilbert space, and then calculate the inner product of the feature mapping function by the kernel function \( k(x_{q1}, x_{q2}) \). The commonly used kernel function is the Gaussian kernel function [23]

\[
k(x_{q1}, x_{q2}) = \langle \phi(x_{q1}), \phi(x_{q2}) \rangle = \exp \left[-\frac{\|x_{q1} - x_{q2}\|^2}{\sigma^2}\right],
\]

where \( \sigma \) denotes the kernel width. According to formula (1), we can get that \( k(x_{q1}, x_{q2}) = \langle \phi(x_{q1}), \phi(x_{q2}) \rangle = 1 \), which means that the mapping function \( \phi(\cdot) \) will map the original samples into a hypersphere with center \( 0 \) and radius 1. As

\[
k(x_{q1}, x_{q2}) = \exp \left[-\frac{\|x_{q1} - x_{q2}\|^2}{\sigma^2}\right] = \|\phi(x_{q1})\| \cdot \|\phi(x_{q2})\| \cdot \cos(\phi(x_{q1}), \phi(x_{q2})),
\]

if sample \( x_{q1} \) is normal while \( x_{q2} \) is distant from \( x_{q1} \) in input space, the value of \( k(x_{q1}, x_{q2}) \) will be small, which means that the value of \( \cos(\phi(x_{q1}), \phi(x_{q2})) \) is small and the angle between \( \phi(x_{q1}) \) and \( \phi(x_{q2}) \) is large. In this case, we usually consider \( x_{q2} \) as anomalous data, which can be isolated from normal data through finding \( (w_q, \rho_q) \), which are a weight vector and an offset parameterizing a hyperplane \( w_q^T \phi(x) - \rho_q = 0 \) in the feature space associated with the kernel. The hyperplane can isolate the training samples from the origin with maximum margin \( (\rho_q/\|w_q\|) \).
Based on the above reasoning, the problem of the anomaly detection for PN \( q \) can be formulated as the following optimization objective:

\[
\begin{align*}
\min_{w_j, \rho_q} & \frac{1}{2} \| w_j \|^2 + C \sum_{n=1}^{N_q} \xi_{qn} - \rho_q \\
\text{s.t.} & \quad \phi^T(x_{qn}) w_j \geq \rho_q - \xi_{qn}, \quad n = 1, 2, \ldots, N_q, \\
& \quad \xi_{qn} \geq 0, \quad n = 1, 2, \ldots, N_q,
\end{align*}
\]  

(7)

where \( C \) is the penalty parameter, and \( \xi_{qn} \) denotes the slack variable that allows some samples to appear in the margin of the hyperplane. After obtaining the optimal \( w_j^* \) and \( \rho_q^* \) for anomaly detection, we can define the discriminant function as

\[
g(x_{qn}) = \text{sgn}(\phi^T(x_{qn}) w_j^* - \rho_q^*), \quad \forall q \in Q, \ n \in N_q. \tag{8}
\]

For any data \( x_{qn} \), it can be determined as a normal data if \( g(x_{qn}) \geq 0 \), and an anomalous data otherwise.

A. Decentralization of OCSVM

The above-mentioned centralized detection mode requires the Infrastructure Manager collecting measurements of all VNs sequentially from the Network Slice Manager and analyze them as a whole, which will not only bring high communication and storage cost but compromise the data privacy of different slices. Therefore, we distribute the OCSVM-based PN anomaly detection problem to the Network Slice Manager instead of transmitting all VN measurements to the Infrastructure Manager. The Network Slice Manager is responsible to analyze the measurements of each VN.

To present the centralized problem (7) in a distributed form, a group of decentralized quadratic programming problems that satisfy the consensus constraints are established [36].

The global variables \( \{w_j, \rho_q\} \) are replaced by auxiliary local variables \( \{w_{j,q}, \rho_{q,j}\} \) of each VN. To ensure the consistency among local variables, extra consensus constraints are added to the new objective. Therefore, the distributed form of (7) can be expressed as

\[
\begin{align*}
\min_{\{w_{j,q}, \rho_{q,j}\}} & \frac{1}{2} \sum_{j=1}^{J_q} \| w_{j,q} \|^2 + |J_q| \sum_{j=1}^{J_q} \sum_{n=1}^{N_q} \xi_{jn} - \sum_{j=1}^{J_q} \rho_{q,j} \\
\text{s.t.} & \quad \phi^T(x_{jn}) w_{j,q} \geq \rho_{q,j} - \xi_{jn}, \quad \forall j_q \in J_q, \ n = 1, 2, \ldots, N_q, \\
& \quad \xi_{jn} \geq 0, \quad \forall j_q \in J_q, \ n = 1, 2, \ldots, N_q, \\
& \quad w_{j,q} = w_{i,q}, \rho_{q,j} = \rho_{p,q}, \quad \forall j_q \ni j_q, \ i \ni j_q.
\end{align*}
\]  

(9)

As the local variables \( \{w_{j,q}, \rho_{q,j}\} \) of VNs mapped to the same PN satisfy

\[
\begin{align*}
w_1 = w_2 = \ldots = w_{J_q} = w_j \quad \text{and} \quad \rho_1 = \rho_2 = \ldots = \rho_{J_q} = \rho_q,
\end{align*}
\]

we can rewrite (9) as

\[
\begin{align*}
\min_{\{w_{j,q}, \rho_{q,j}\}} & \sum_{j=1}^{J_q} \| w_{j,q} \|^2 + |J_q| \sum_{j=1}^{J_q} \sum_{n=1}^{N_q} \xi_{jn} - \sum_{j=1}^{J_q} \rho_{q,j} \\
\text{s.t.} & \quad \phi^T(X_{j,q}) w_{j,q} \geq \rho_{q,j} - \xi_{jn}, \quad \forall j_q \ni j_q, \\
& \quad \xi_{jn} \geq 0, \quad \forall j_q \ni j_q,
\end{align*}
\]  

(10)

where \( \Phi(X_{j,q}) = [\phi(x_{j,q}), \ldots, \phi(x_{j,q},N_q)] \) and \( \{w_{j,q}, \rho_{q,j}\} \) is the feasible solution for (7). Since the factor \( |J_q| \) is a constant, the objective (10) is equivalent to (7). Therefore, the distributed objective (9) is also equivalent to (7).

Similar to the objective (7), \( k(x_{j,q}, x_{i,m}) = \langle \phi(x_{j,q}), \phi(x_{i,m}) \rangle, \ \forall j_q, i_m \in J_q, \ m \in N_q \), should be calculated instead of \( \phi(x_{j,q}) \) or \( \phi(x_{i,m}) \) in solving the distributed problem (9), where \( \phi(x_{j,q}) \) and \( \phi(x_{i,m}) \) are unknown [34]. Since the measurements are distributed in many VNs, it is difficult to calculate \( k(x_{j,q}, x_{i,m}) \) without information exchange among VNs. Therefore, the random approximation method [37] is adopted to approximate \( \phi(x_{j,q}) \) with \( z(x_{j,q}) \).

Through introducing a random approximation function \( z : \mathbb{R}^p \to \mathbb{R}^D \), we can map the input data to a random feature space, where \( D \) is the dimension of the random feature space and satisfies \( D > p \). Using this technique, \( \phi(x_{j,q}) \) can be approximated by \( z(x_{j,q}) \). The inner product calculation between \( \phi(x_{j,q}) \) and \( \phi(x_{i,m}) \) can be expressed as

\[
k(x_{j,q}, x_{i,m}) = \langle \phi(x_{j,q}), \phi(x_{i,m}) \rangle \approx z(x_{j,q})^T z(x_{i,m}),
\]

(11)

where \( z(x_{j,q}) = [z_1(x_{j,q}), \ldots, z_{N_q}(x_{j,q})]^T \) and \( z_{w_i}(x_{j,q}) \) is a mapping function and given by

\[
z_{w_i}(x_{j,q}) = \sqrt{\frac{2}{D}} \cos(\omega^T x_{j,q} + \vartheta_i), \quad i = 1, 2, \ldots, D, \ \forall j_q \ni j_q, \ n \ni N_q,
\]

(12)

which means that \( \cos(\phi(x_{j,q}), \phi(x_{i,m})) \approx \cos(z(x_{j,q}), z(x_{i,m})) \). Therefore, if data \( x_{j,q} \) is close to \( x_{i,m} \), their corresponding mapping vectors \( z_{w_i}(x_{j,q}) \) and \( z_{w_i}(x_{i,m}) \) will be close in the new random feature space.

Based on the above reasoning, the problem (9) can be transformed as follows:

\[
\begin{align*}
\min_{\{w_{i,q}, \rho_{q,i}\}} & \sum_{j=1}^{J_q} \left( \frac{1}{2} \| w_{j,q} \|^2 + |J_q| \sum_{n=1}^{N_q} \xi_{jn} - \rho_{q,j} \right) \\
\text{s.t.} & \quad z^T(x_{j,q}) w_{j,q} \geq \rho_{q,j} - \xi_{jn}, \quad \forall j_q \ni j_q, \ n = 1, 2, \ldots, N_q, \\
& \quad \xi_{jn} \geq 0, \quad \forall j_q \ni j_q, \ i \ni j_q,
\end{align*}
\]  

(14)

where \( x_{j,q} \ni S_{j,q} \) denotes the training samples of VN \( j_q \). It should be noted that the symbol \( w_{j,q} \) in (14) has different dimension with that in (9), but for simplicity, we choose to use the same symbol to represent them.
B. Distributed Online PN Anomaly Detection

For each VN, new unlabeled measurements will be generated at each time. If we keep all historical data of each VN within a period for offline training, it will not only introduce high storage and computation cost but prevent timely detection of anomalies. Therefore, unlabeled training data are expected to be processed in an online mode. Based on the above analysis, we propose a distributed online PN anomaly detection algorithm based on the decentralized OCSVM.

Through introducing the Lagrange multipliers \(\{\kappa_j\}, \{\lambda_j\}, \{\alpha_j\}\), and \(\{\beta_j\}\), the augmented Lagrange function for the problem (14) is expressed as

\[
L(\{w_j\}, \{\rho_j\}, \{\xi_j\}, \{\kappa\}, \{\lambda\}, \{\alpha\}, \{\beta\}) =
\left(\frac{1}{2}||w_j||^2 + |J_q| \sum_{n=1}^{N_q} \xi_j n - \rho_j - \frac{\kappa_j}{N_j} \sum_{n=1}^{N_j} \xi_j n\right) - \frac{\lambda_j}{N_j} \sum_{n=1}^{N_j} [z^T(x_j n)w_j - \rho_j + \xi_j n] + \sum_{n=1}^{N_q} \alpha_j (|w_j| - |\rho_j - \xi_j|) + \frac{\eta}{2} \sum_{n=1}^{N_q} ||w_j| - |\rho_j - \xi_j||^2
\]

(15)

Here, the last term is the regularization term, which plays two roles: (1) It eliminates the condition that \(L(\theta)\) must be differentiable, where \(\theta\) represents the set of variables; (2) The convergence speed of ADMM could be controlled by adjusting the augmented Lagrange parameter \(\eta\). Then, \(L(\theta)\) could be minimized in a cyclic fashion: at each iteration, we minimize \(L(\theta_j)\) with respect to one variable while keeping all other variables fixed [66]. The ADMM solution at each iteration \(t+1\) takes the form

\[
\{w_j(t+1), \rho_j(t+1), \xi_j(t+1)\} =
\arg \min_{\{w_j\}, \{\rho_j\}, \{\xi_j\}} L \left(\{w_j\}, \{\rho_j\}, \{\xi_j\}\right), (16a)
\]

\[
\alpha_j(t+1) = \alpha_j(t) + \frac{\eta}{2} \sum_{n=1}^{N_j} (w_j(t+1) - w_j(t)), (16b)
\]

\[
\beta_j(t+1) = \beta_j(t) + \frac{\eta}{2} \sum_{n=1}^{N_j} (\rho_j(t+1) - \rho_j(t)), (16c)
\]

where \(\alpha_j(t) = \sum_{n=1}^{N_j} \alpha_j(t)\) and \(\beta_j(t) = \sum_{n=1}^{N_j} \beta_j(t)\).

Model parameters \(\{w_j\}, \{\rho_j\}\), and \(\{\xi_j\}\) of decentralized OCSVM could be obtained by solving the problem (16a). It is obvious that the problem (16a) is a batch formulation of distributed algorithm, where all data of each VN are required to be available. This will bring a big challenge to the storage resources of the networks. To overcome this problem, a distributed online augmented Lagrange function is defined in equation (17) by replacing \(\rho_j\) and \(w_j\) at time \(t\) with \(\frac{1}{2}(\rho_j(t) + \xi_j(t))\) and \(\frac{1}{2}(w_j(t) + w_i(t))\) as in [36].

In (17), \(t\) is the time instant of online learning, \(z_j(t) = [z_{\omega,1}(x_j(t)),...,z_{\omega,T}(x_j(t))]^T\), where \(x_j(t)\) is the training data of VN \(J_q\) at time \(t\). \(\xi_j(t)\) is the slack variable for \(x_j(t)\). From the KKT conditions for (17) it follows that

\[
w_j(t+1) = \frac{1}{A} \left(\mathbf{z}_j(t+1) - 2\alpha_j(t)\right)
\]

(18a)

\[
\rho_j(t+1) = \frac{1}{A - 1} \left(1 - \lambda_j(t+1) - 2\beta_j(t)\right)
\]

(18b)

where \(A = \eta |J_q| + 1\). The KKT conditions require \(\lambda_j \geq 0, \beta_j \geq 0\), so (18c) is allowed to be replaced by \(0 \leq \lambda_j \leq |J_q|C\). To implement the update (18a) and (18b) for each VN, the optimal Lagrange multipliers \(\{\lambda_j(t+1)\}\) are obtained by solving the dual problem of (17). The corresponding dual function is given by

\[
L^* = \frac{1}{2} \lambda_j^2 - [z_j^T(t+1)A^{-1}z_j(t) + (A - 1)^{-1}]\lambda_j^2 + (A - 1)^{-1}l_j(t)\]

(19)

where \(l_j(t) = 2\alpha_j(t) - \frac{\eta}{2} \sum_{n=1}^{N_j} (w_j(t) + w_i(t))\) and \(h_j(t) = 2\beta_j(t) - \frac{\eta}{2} \sum_{n=1}^{N_j} (\rho_j(t) + \rho_i(t))\). \(\{\lambda_j(t+1)\}\) is given by

\[
\lambda_j(t+1) = \arg \max_{0 \leq \lambda_j \leq |J_q|C} [z_j^T(t+1)A^{-1}z_j(t) + (A - 1)^{-1}]\lambda_j^2 + (A - 1)^{-1}l_j(t) + (A - 1)^{-1}(1 - h_j(t))\lambda_j
\]

(20)

Algorithm 1 presents the detailed steps of the distributed online PN anomaly detection algorithm. In Algorithm 1, steps (2)-(8) are implemented in Network Slice Manager and steps (9)-(13) are implemented in Infrastructure Manager. Since the distributed online algorithm can eliminate the impact of abnormal data on estimates in each iteration (step 12), it can hold high detection accuracy without any labeled data.

From formulas (18a) and (18b), we can know that VN \(J_q\) requires estimates \(w_i(t)\) and \(\rho_i(t)\) \((i \in J_q)\) to be available when updating estimates \(w_j(t+1)\) and \(\rho_j(t+1)\). According to [23], the time complexity of classical OCSVM algorithm is \(O(N_q^2)\). Since all training samples and their labels need to be available in OCSVM, its storage complexity is \(O(N_q|J_q|\{p+1\})\). The calculation of the online OCSVM algorithm depends on the number of iterations \(T\) and the number of VNs \(|J_q|\) mapped to PN q, so its time complexity is \(O(N_q|J_q|)\) when the number of iterations \(T = N_q\). Since the online algorithm only needs current measurements to be available, its storage complexity is \(O(|J_q|p)\). Due to the distributed online mode, the time and storage complexity of the proposed PN anomaly detection algorithm are \(O(N_q)\) and \(O(p)\), respectively.
\[ L' \left( \{ \mathbf{w}_{j_3} \}, \{ \rho_{j_3}, \xi_{j_3}(t), \kappa_j \}, \{ \alpha_j \}, \{ \rho_{j_3}(t) \}, \{ \alpha_j(t) \}, \{ \beta_j(t) \} \right) = \]
\[ \sum_{j_3=1}^{|J_3|} \left( \frac{1}{2} \| \mathbf{w}_{j_3} \|^2 + |J_3| \kappa_j \xi_{j_3}(t) - \rho_{j_3} - \kappa_j \xi_{j_3}(t) - \lambda_j \| \mathbf{z}_{j_3}^T(t) \mathbf{w}_{j_3} - \rho_{j_3} - \xi_{j_3}(t) \| + 2 \alpha_j^T(t) \mathbf{w}_{j_3} \right) \] 

(17)

Algorithm 1 OCSVM-based distributed online PN anomaly detection algorithm

Initialization: Initialize the iteration number \( T \), dimension \( D \), multipliers \( \alpha_j(0) \) and \( \beta_j(0) \), and estimates \( \mathbf{w}_{j_3}(0) \) and \( \rho_{j_3}(0) \) of each VN

1. for \( t = 1, 2, \ldots, T \) do 
2. for \( j_3 \in J_3 \) do 
3. VN \( j_3 \) obtains a new sample \( \mathbf{x}_{j_3}(t) \), and calculate the approximation \( \mathbf{z}_{j_3}(t) \) of \( \phi(\mathbf{x}_{j_3}(t)) \) by the random approximate function
4. Compute \( \lambda_j(t) \), \( \mathbf{w}_{j_3}(t) \) and \( \rho_{j_3}(t) \) according to (20), (18a) and (18b)
5. Compute \( \alpha_j(t) \) and \( \beta_j(t) \) according to (16b) and (16c)
6. Compute \( q(\mathbf{x}_{j_3}(t)) = \text{sgn}(\mathbf{z}_{j_3}^T(t) \mathbf{w}_{j_3}(t) - \rho_{j_3}(t)) \)
7. Send \( q(\mathbf{x}_{j_3}(t)), \mathbf{w}_{j_3}(t) \) and \( \rho_{j_3}(t) \) to the management module of PN \( q \)
8. end for
9. if \( \prod_{j_3 \in J_3} q(\mathbf{x}_{j_3}(t)) = 1 \) then 
10. PN \( q \) is detected as normal at time \( t \), and update estimates \( \mathbf{w}_{j_3}(t) \) and \( \rho_{j_3}(t) \). Then, broadcast them to related VNs 
11. else 
12. PN \( q \) is detected as anomaly at time \( t \), and reserve estimates at time \( t - 1 \) and discard current ones 
13. end if 
14. end for 

V. CCA-BASED DISTRIBUTED ONLINE PL ANOMALY DETECTION

The basic principle of PL anomaly detection: Since the flow passes through each VN of an SFC in sequence, the measurements between neighbor VNs are naturally related [16]. Assume that the virtual path \( \text{VN}_m \xrightarrow{\text{PL}_{m,t}} \text{VN}_t \) is instantiated into the path \( \text{PN}_{m,t} \xrightarrow{\text{PL}_{m,t}} \text{PN}_t \), where virtual link \( \text{VL}_{m,t} \) is instantiated into physical link \( \text{PL}_{m,t} \), and \( \text{VN}_m \) and \( \text{VN}_t \) are instantiated into \( \text{PN}_m \) and \( \text{PN}_t \), respectively. Then, the correlation between measurements of \( \text{VN}_m \) in \( \text{PN}_m \) and \( \text{VN}_t \) in \( \text{PN}_t \) will be stable within a certain range if \( \text{PL}_{m,t} \) is in a normal state, and will change if an anomaly occurs in \( \text{PL}_{m,t} \). As shown in Fig. 2, if the working state of PL 34 becomes anomalous, the correlation of measurements between VN 2 and 3 in Slice 2 will change. Therefore, we can implement PL anomaly detection based on the correlation of measurements between neighbor VNs, which are mapped to both ends of this PL.

CCA is a widely used multivariate analysis algorithm [38]. Given two sets of random variables \( \mathbf{U} \) and \( \mathbf{Y} \) where

CCA algorithm attempts to find canonical correlation vectors \( \mathbf{J} \) and \( \mathbf{L} \), which maximize the correlation \( \rho \) between \( \mathbf{J}^T \mathbf{U} \) and \( \mathbf{L}^T \mathbf{Y} \), i.e.,

\[
(J, L) = \arg \max_{(J, L)} \rho(J^T \mathbf{U})(L^T \mathbf{Y}) = \arg \max_{(J, L)} \frac{J^T \Sigma_{UU} L}{(J^T \Sigma_{UU} J)^{1/2}(L^T \Sigma_{LY} L)^{1/2}},
\]

(22)

where \( \Sigma_{(i)} \) denotes the covariance matrix. The solution to problem (22) can be obtained by implementing singular value decomposition on the matrix \( \mathbf{K} \), which is shown as

\[
\mathbf{K} = \Sigma_{U}^{-1/2} \Sigma_{UU} \Sigma_{V}^{-1/2} = R \Sigma \mathbf{V}^T,
\]

(23)

with \( \mathbf{R} = (r_1, \ldots, r_p), \mathbf{V} = (v_1, \ldots, v_q), \Sigma = \begin{bmatrix} \Sigma_\kappa & 0 \\ 0 & 0 \end{bmatrix} \), where \( \Sigma_\kappa = \text{diag}(\rho_1, \ldots, \rho_\kappa) \), \( \kappa \) denotes the number of nonzero singular values and \( \rho_i \) \( (i = 1, \ldots, \kappa) \) are canonical correlation coefficients. \( r_i \) \( (i = 1, \ldots, p) \) and \( v_i \) \( (i = 1, \ldots, q) \) are corresponding singular vectors.

Fig. 2. The PL mapping schematic.
The canonical correlation vectors can be derived as
\[
J = [J_1, ..., J_p] = \Sigma_U^{-1/2} R \in \mathbb{R}^{p \times d},
\]  
(24)
\[
L = [L_1, ..., L_d] = \Sigma_Y^{-1/2} V \in \mathbb{R}^{d \times p}.
\]  
(25)
Assume that PL r and its both ends are corresponding to the physical path PN \(m \rightarrow PN_l\). To detect the working state of PL r, i.e., PL_{m,t} in a distributed manner, we need to find each SFC, whose virtual path VN \(m \rightarrow VN_l\) is embedded to this physical path. Then, the correlation of measurements between VN_m and VN_l needs to be analyzed in its Network Slice Manager distributedly. Assume that the current measurements of VN_m and VN_l are represented by \(u\) and \(y\), respectively, then the key step for analyzing the correlation of measurements between neighbor VNs is to produce an anomaly detection residual, which is shown as follows:
\[
r = J^T u - \Sigma L^T y.
\]  
(26)
Then, the \(T^2\) test for residual can be established as
\[
T_r^2 = r^T \Sigma_r^{-1} r, \quad \text{where} \quad \Sigma_r = I_p - \Sigma \Sigma^T.
\]  
(27)
Therefore, the correlation of measurements between neighbor VNs can be determined based on the following decision logic as
\[
\begin{align*}
T_r^2 &\leq T_{r,cl}^2 \Rightarrow \text{anomaly - free,} \\
T_r^2 &> T_{r,cl}^2 \Rightarrow \text{anomaly},
\end{align*}
\]  
(28)
where \(T_{r,cl}^2\) is the control limit of \(T_r^2\), which represents the threshold that distinguishes between normal and anomalous correlation patterns.

Proposition 1: Because the residual vector \(r = J^T u - \Sigma L^T y\) has the minimum covariance, it is an optimal residual for detecting the variation of correlation between two sets of variables \(u\) and \(y\).

Proof: See Appendix A.

Since new measurements will be generated in each period, to obtain the real-time canonical correlation vectors \(J(t)\) and \(L(t)\) for the online PL anomaly detection, we need to calculate covariances in formula (23) with all the historical data at each time \(t\). Its computational complexity will become extremely high over time. To reduce the computational complexity and the storage consumption, we derive a new method to update covariances in formula (23), with which the Network Slice Manager only needs to store the covariance matrices and mean vectors of current VN data instead of all the historical data.

Proposition 2: Assume that the covariance matrix of \(U(t)\) is
\[
\Sigma_{U(t)} = \frac{1}{T} \begin{bmatrix}
    a_{11} & a_{12} & \cdots & a_{1p} \\
    a_{21} & a_{22} & \cdots & a_{2p} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{p1} & a_{p2} & \cdots & a_{pp}
\end{bmatrix}
\]  
and the mean vector of \(U(t)\) is \([c_1(t), c_2(t), \ldots, c_p(t)]\) at time \(t\), if the measurements of \(u\) is \(u_{t+1} = [u_{t+1}(1), u_{t+1}(2), \ldots, u_{t+1}(p)]\) at time \(t+1\), the covariance matrix of \(U(t+1)\) can be computed by
\[
\Sigma_{U(t+1)} = \frac{1}{T+1} \begin{bmatrix}
    a_{11} + m_{11} & a_{12} + m_{12} & \cdots & a_{1p} + m_{1p} \\
    a_{21} + m_{21} & a_{22} + m_{22} & \cdots & a_{2p} + m_{2p} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{p1} + m_{p1} & a_{p2} + m_{p2} & \cdots & a_{pp} + m_{pp}
\end{bmatrix},
\]  
(29)
where \(m_{i,j} = \frac{t(c_i(t)-u_{t+1}(i))(c_j(t)-u_{t+1}(j))}{t+1}(1 \leq i, j \leq p)\).

Proof: See Appendix B.

Similarly, assume that the covariance matrix between \(U(t)\) and \(Y(t)\) is \(\Sigma_{U(t)Y(t)} = \frac{1}{T} \begin{bmatrix}
    e_{11} & e_{12} & \cdots & e_{1d} \\
    e_{21} & e_{22} & \cdots & e_{2d} \\
    \vdots & \vdots & \ddots & \vdots \\
    e_{p1} & e_{p2} & \cdots & e_{pd}
\end{bmatrix}\) and the mean vector of \(Y(t)\) is \([f_1(t), f_2(t), \ldots, f_d(t)]\) at time \(t\), if the measurements of \(y\) is \(y_{t+1} = [y_{t+1}(1), y_{t+1}(2), \ldots, y_{t+1}(d)]\) at time \(t+1\), the covariance matrix between \(U(t+1)\) and \(Y(t+1)\) can be computed by
\[
\Sigma_{U(t+1)Y(t+1)} = \frac{1}{T} \begin{bmatrix}
    e_{11} + n_{11} & e_{12} + n_{12} & \cdots & e_{1d} + n_{1d} \\
    e_{21} + n_{21} & e_{22} + m_{22} & \cdots & e_{2d} + n_{2d} \\
    \vdots & \vdots & \ddots & \vdots \\
    e_{p1} + n_{p1} & e_{p2} + n_{p2} & \cdots & e_{pd} + n_{pd}
\end{bmatrix},
\]  
(30)
where \(n_{ij} = \frac{t(c_i(t)-u_{t+1}(i))(d_j(t)-y_{t+1}(j))}{t+1}(1 \leq i, (j) \leq p, (d))\).

Therefore, the covariance matrices at time \(t+1\) can be calculated by only keeping the covariance matrices and mean vectors at time \(t\). Then, the canonical correlation vectors \(J(t+1)\) and \(L(t+1)\) can be derived to produce the optimal residual without storing all the historical data, so large storage and computing resources can be saved.

The detailed steps of the CCA-based distributed online PL anomaly detection algorithm are shown in Algorithm 2.

We usually deal with the anomaly detection as a special classification problem by assuming that the entire dataset contains only normal samples. When the number of anomalous data contained in training samples increases, the performance of classical CCA method will decline greatly. By comparison, the proposed algorithm is more robust for it can eliminate the impact of anomalous data on the detection accuracy in each iteration (step 13).

The computation of CCA algorithm mainly focuses on the covariance calculation. When the number of samples reaches \(T\) and the number of VLs mapped to PL \(r\) is \(|J_r|\), the time and storage complexity of the classical CCA algorithm are \(O(T|J_r|(p^2 + pd + d^2))\) and \(O(T|J_r|(p + d + 2))\), respectively. For the distributed online mode, the time and storage complexity of the proposed algorithm are \(O(p^2 + pd + d^2)\) and \(O(p + d)\), respectively.

VI. SIMULATION RESULTS

A. Evaluation Metrics

In this section, numerical simulations on both synthetic and real-world network datasets are executed to evaluate the proposed distributed online PN and PL anomaly detection algorithms. The performance analysis of the proposed algorithms is evaluated using various metrics such as precision, recall and f1-score, which can be formulated by confusion matrix as presented in Table I.

TN, FN, FP and TP are defined as follows: TN represents the number of normal working states which are identified correctly. FN indicates the number of anomalies which are not identified. FP summarizes the normal working states that
Algorithm 2 CCA-based distributed online PL anomaly detection algorithm

Initialization: Initial number of labeled samples \( t \), measurements \( U(t) \) and \( Y(t) \) of \( VN_m \) and \( VN_l \) for each \( VN_m \rightarrow VN_l \), VN mapped to PN \( m \rightarrow l \), control limit \( T^2_{ prec } \) and number of iterations \( T \)

1: Compute the covariance matrices and mean vectors of \( U(t) \) and \( Y(t) \): \( \Sigma_U(t), \Sigma_Y(t), \Sigma_{U,Y}(t) \), \( [c_1(t), c_2(t), ..., c_p(t)] \) and \( [f_1(t), f_2(t), ..., f_d(t)] \)
2: for \( t = t + 1 \) : \( T \) do
3:     for each \( VN_l \) \( \rightarrow VN_{l+1} \) do
4:         Compute \( \Sigma_U(t), \Sigma_Y(t) \) and \( \Sigma_{U,Y}(t) \) according to formulas (29) and (30)
5:     Implement singular value decomposition on the matrix \( K(t) \) according to formula (23)
6:     Compute canonical correlation vectors \( J(t) \) and \( L(t) \) according to formulas (24) and (25)
7:     Produce the optimal anomaly detection residual \( r(t) \) according to formula (26)
8:     Establish the \( T^2 \) test: \( T^2_{ prec } = r(t)^T \Sigma_{ prec }^{-1} r(t) \)
9:     end for
10:    if \( T^2_{ prec } \leq T^2_{ cut } \) for each \( VN_m \rightarrow VN_l \) then
11:       Determine that PL \( ml \) (or PL \( l \) ) is normal, and update covariance matrices and mean vectors
12:    else
13:       Determine that PL \( ml \) (or PL \( l \) ) is anomalous, and reserve covariance matrices and mean vectors at time \( t - 1 \) and discard current ones
14:    end if
15: end for

TABLE I

| Actual result | Normal | Anomalous |
|---------------|--------|-----------|
| Predicted result | True Negative (TN) | False Positive (FP) |
|                 | False Negative (FN) | True Positive (TP) |

have been judged as anomalies. TP represents the number of anomalies which are identified correctly.

- **Accuracy** is the proportion of correctly predicted PN or PL working states to the total ones.

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN}
\]  
(31)

- **Precision** represents the proportion of correctly predicted anomalous PN or PL working states to the total predicted anomalous ones.

\[
Precision = \frac{TP}{TP + FP}
\]  
(32)

- **Recall** represents the proportion of correctly predicted anomalous PN or PL working states to the total actual anomalous ones.

\[
Recall = \frac{TP}{TP + FN}
\]  
(33)

For comparison, we have simulated the OCSVM based [12] and online OCSVM based [29] anomaly detection methods. Fig. 3 shows the comparison results of precision, recall and F1-score among the OCSVM, online OCSVM and the proposed distributed online OCSVM (DO-OCSVM) algorithms. The presented results are averaged total 500 Monte Carlo runs. To verify the impact of anomalous data contained in training samples on the classical OCSVM algorithm, we have introduced the concept of anomaly ratio in training data (ARTD). From Fig. 3, compared with the classical OCSVM and the online OCSVM algorithms, the proposed DO-OCSVM has a higher recall and F1-score, but its precision is a little lower. This is because in the proposed DO-OCSVM algorithm, as long as measurements of one VN mapped to a PN are detected as anomaly, this PN will be determined to be anomalous. Therefore, the proposed algorithm can detect the anomalous PNs have been judged as anomalies. TP represents the number of anomalies which are identified correctly.

- **Accuracy** is the proportion of correctly predicted PN or PL working states to the total ones.

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN}
\]  
(31)

- **Precision** represents the proportion of correctly predicted anomalous PN or PL working states to the total predicted anomalous ones.

\[
Precision = \frac{TP}{TP + FP}
\]  
(32)

- **Recall** represents the proportion of correctly predicted anomalous PN or PL working states to the total actual anomalous ones.

\[
Recall = \frac{TP}{TP + FN}
\]  
(33)

For comparison, we have simulated the OCSVM based [12] and online OCSVM based [29] anomaly detection methods. Fig. 3 shows the comparison results of precision, recall and F1-score among the OCSVM, online OCSVM and the proposed distributed online OCSVM (DO-OCSVM) algorithms. The presented results are averaged total 500 Monte Carlo runs. To verify the impact of anomalous data contained in training samples on the classical OCSVM algorithm, we have introduced the concept of anomaly ratio in training data (ARTD). From Fig. 3, compared with the classical OCSVM and the online OCSVM algorithms, the proposed DO-OCSVM has a higher recall and F1-score, but its precision is a little lower. This is because in the proposed DO-OCSVM algorithm, as long as measurements of one VN mapped to a PN are detected as anomaly, this PN will be determined to be anomalous. Therefore, the proposed algorithm can detect the anomalous PNs have been judged as anomalies. TP represents the number of anomalies which are identified correctly.

- **Accuracy** is the proportion of correctly predicted PN or PL working states to the total ones.

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN}
\]  
(31)

- **Precision** represents the proportion of correctly predicted anomalous PN or PL working states to the total predicted anomalous ones.

\[
Precision = \frac{TP}{TP + FP}
\]  
(32)

- **Recall** represents the proportion of correctly predicted anomalous PN or PL working states to the total actual anomalous ones.

\[
Recall = \frac{TP}{TP + FN}
\]  
(33)

For comparison, we have simulated the OCSVM based [12] and online OCSVM based [29] anomaly detection methods. Fig. 3 shows the comparison results of precision, recall and F1-score among the OCSVM, online OCSVM and the proposed distributed online OCSVM (DO-OCSVM) algorithms. The presented results are averaged total 500 Monte Carlo runs. To verify the impact of anomalous data contained in training samples on the classical OCSVM algorithm, we have introduced the concept of anomaly ratio in training data (ARTD). From Fig. 3, compared with the classical OCSVM and the online OCSVM algorithms, the proposed DO-OCSVM has a higher recall and F1-score, but its precision is a little lower. This is because in the proposed DO-OCSVM algorithm, as long as measurements of one VN mapped to a PN are detected as anomaly, this PN will be determined to be anomalous. Therefore, the proposed algorithm can detect the anomalous PNs
proposed DO-OCSVM algorithm. Since we can not obtain large amounts of accurate labeled data, which makes it more economic and robust on the detection accuracy during the iteration process without OCSVM algorithm can eliminate the impact of anomalous data labeled data in actual networks. Fortunately, the proposed DO-CCA algorithm can predict the anomalous PLs more accurately. Meanwhile, the precision of the proposed DO-CCA algorithm is a little lower, implying that the possibility of wrongly determined normal PLs as anomalous ones also has a little increase. Since we concentrate more on the performance of recall in anomaly detection, a slightly small precision is acceptable. Note that when the training samples contain anomalous data, the performance of recall and f1-score shown in Fig. 3.

The performance comparison results between the CCA algorithm in [15], online CCA algorithm and the proposed distributed online CCA (DO-CCA) algorithm for PL anomaly detection are shown in Fig. 5. We set the initial number of labeled samples \( t = 10 \) and control limit \( T^2_{r,c} = 1 \). The presented results are averaged total 500 Monte Carlo runs. To verify the impact of anomalous data in training samples on the classical CCA algorithm, we simulate the condition when ARTD=0.1. Observing Fig. 5, the proposed DO-CCA has a higher recall compared to the CCA and online CCA algorithms, which suggests that proposed DO-CCA algorithm can predict the anomalous PLs more accurately. Meanwhile, the precision of the proposed DO-CCA algorithm is a little lower, implying that the possibility of wrongly determined normal PLs as anomalous ones also has a little increase. Since we concentrate more on the performance of recall in anomaly detection, a slightly small precision is acceptable. Note that when the training samples contain anomalous data, the performance of the classical CCA algorithm will decline greatly. Since the proposed DO-CCA algorithm can eliminate the impact of anomalous data during the iteration process, it is more adaptive.

### C. Real-World Network Dataset

Except validating the proposed distributed online anomaly detection algorithms on the synthetic dataset from the simulated virtualized network slicing scenario, we further evaluate their performance on the real-world network dataset. The data rate performance measurements of NFV cloud native scaling for a media application [40], which is selected from IEEE-DataPort, include CPU, memory, disk and network metrics. The system monitoring period, i.e., the data sampling period was set to 15s. To evaluate the performance of different PN anomaly detection algorithms, we introduce four cases to simulate the anomalies in PNs, including endless loop in CPU, memory leak, Disk I/O fault and network congestion.
For the purpose of further comparison, we also evaluate the performance of two state-of-the-art classical anomaly detection methods on the four anomaly cases, which are $k$-nearest neighbor ($k$-NN) method [41] and local outlier factor (LOF) [42] algorithm. The comparison results of different anomaly detection algorithms on four anomaly cases are summarized in Table III. The results show that the online OCSVM and DO-OCSVM algorithms have comparable or better detection performance than $k$-NN and LOF. For example, under the case of Disk I/O fault, the detection performance of LOF is significantly lower than that of the other three algorithms. The reason is that anomalous disk read or write rate is not much different from the normal one, so the local density of monitored measurements has only a little fluctuation, which is difficult to capture for the LOF algorithm. Besides, LOF has a better performance on detecting endless loop in CPU, which indicates that LOF is more sensitive to the fluctuant metrics.

By contrast, our proposed DO-OCSVM based PN anomaly detection algorithm has the best detection performance on the four anomaly cases. The f1-score, which is the weighted average of the precision and recall metrics, is used to evaluate the overall performance of different anomaly detection algorithms with different dataset sizes. The corresponding results are shown in Fig. 6. Furthermore, we also record the CPU time and memory consumption of each detection method with different dataset sizes, and the results are shown in Figs. 7 and 8, respectively. It should be noted that for the proposed distributed detection scheme, we only take the average CPU time and memory consumption of every distributed manager into account. Observing the simulation results depicted in Figs. 6-8, it is obvious that the online OCSVM and DO-OCSVM algorithms take much less CPU time and memory consumption than the classical $k$-NN and LOF methods, and obtain better detection performance. The f1-score of $k$-NN and LOF methods increases as the dataset size grows. By contrast, the online OCSVM and DO-OCSVM algorithms are not sensitive to the dataset sizes. Besides, the required CPU time and memory consumption of $k$-NN and LOF methods increase exponentially as the dataset size grows. For the online OCSVM and DO-OCSVM algorithms, the required memory consumption remains nearly unchanged, and the required CPU time grows linearly due to the online detection mode.

For validating the performance of the proposed DO-CCA based PL anomaly detection algorithm on the real-world
TABLE III
THE COMPARISON RESULTS OF DIFFERENT ANOMALY DETECTION ALGORITHMS ON FOUR ANOMALY CASES

| Anomalies             | \(k\)-NN  | LLOF  | Online OCSVM | Proposed DO-OCSVM |
|-----------------------|-----------|-------|--------------|-------------------|
|                       | Recall    | Precision | F1-score | Recall    | Precision | F1-score | Recall    | Precision | F1-score | Recall    | Precision | F1-score |
| Endless loop in CPU   | 0.951     | 0.975   | 0.963      | 0.905     | 0.960     | 0.932     | 0.984     | 0.961     | 0.972     | 1.00      | 1.00      | 1.00      |
| Memory Leak           | 0.903     | 0.939   | 0.923      | 0.894     | 0.849     | 0.871     | 0.976     | 0.934     | 0.955     | 0.988     | 0.969     | 0.978     |
| Disk IO fault         | 0.979     | 0.977   | 0.976      | 0.588     | 0.600     | 0.594     | 0.976     | 0.931     | 0.953     | 0.979     | 0.966     | 0.969     |
| Network congestion    | 0.858     | 0.965   | 0.908      | 0.808     | 0.727     | 0.767     | 1.00      | 0.970     | 0.986     | 1.00      | 0.977     | 0.988     |

network dataset, in addition to the CCA and online CCA algorithms, we also evaluate the performance of the principal component analysis method (PCA) [43], which is the state-of-the-art classical multivariate analysis method. The F1-score, the required CPU time and memory consumption are used to evaluate the overall performance of different PL anomaly detection algorithms. The corresponding results are shown in Figs. 9-11, respectively. Observing the simulation results depicted in Figs. 9-11, we can see that the online CCA and DO-CCA based PL anomaly detection algorithms take much less CPU time and memory consumption than the classical PCA and CCA methods, and obtain better detection performance. The F1-score of PCA and CCA methods increases, and the required CPU time and memory consumption increase linearly as the dataset size grows. By contrast, for the online CCA and DO-CCA algorithms, the F1-score, required CPU time and memory consumption all remain nearly unchanged as the dataset size grows. Besides, our proposed DO-CCA based PL anomaly detection algorithm has the best detection performance with the lowest CPU time and memory consumption for the distributed online mode.

VII. CONCLUSIONS

The accurate and rapid anomaly detection for PNs and PLs in substrate networks is the prerequisite for ensuring the performance of virtualized network slices. To realize the real-time anomaly detection for the substrate networks with low communication and storage cost, a distributed online PN anomaly detection algorithm was first proposed based on a decentralized OCSVM. This detection algorithm could identify the working state of a PN through analyzing the real-time measurements of each VN mapped to it in a distributed manner. Then, we proposed a CCA-based distributed online algorithm to realize the PL anomaly detection. This algorithm
could infer the working state of a PL based on the correlation of measurements between neighbor VNs, which were mapped to both ends of the PL. Finally, the effectiveness and robustness of the proposed distributed online anomaly detection algorithms were verified on both the synthetic and real-world network datasets.

APPENDIX A
PROOF OF PROPOSITION 1

As $J = \Sigma_{U}^{-1/2} \Sigma_{U}^{-1/2} \Sigma_{U}^{-1/2} R \Sigma V^T$, and $R^T \Sigma_{U}^{-1/2} = \Sigma_{U}^{-1/2} \Sigma_{U}^{-1/2} \Sigma_{U}^{-1/2}$, then $R^T \Sigma_{U}^{-1/2} = \Sigma_{U}^{-1/2} \Sigma_{U}^{-1/2} \Sigma_{U}^{-1/2}$ and $J^T u = \Sigma V^T \Sigma_{U}^{-1/2} \Sigma_{U}^{-1/2} u$. We can get that

\[
r = J^T u - \Sigma L^T y
= \Sigma V^T \Sigma_{U}^{-1/2} \Sigma_{U}^{-1/2} u - \Sigma V^T \Sigma_{U}^{-1/2} y
= \Sigma V^T \Sigma_{U}^{-1/2} (\Sigma_{U}^{-1/2} u - y),
\]

where $\tilde{y} = \Sigma_{U}^{-1/2} \Sigma_{U}^{-1/2} u$ is the least square estimation of $y$ by $u$. In this case, the residual has the minimal covariance value, and the $T^2$ statistic, which includes the inverse of the covariance matrix, has the best performance for anomaly detection [38].

APPENDIX B
PROOF OF PROPOSITION 2

The covariance calculation processes of $U(t)$ are as the following steps.

Firstly, subtract average values from each column as

\[
\bar{U}(t) = \begin{bmatrix}
u_{11} - c_1(t) & u_{12} - c_2(t) & \ldots & u_{1p} - c_p(t) \\
u_{21} - c_1(t) & u_{22} - c_2(t) & \ldots & u_{2p} - c_p(t) \\
u_{31} - c_1(t) & u_{32} - c_2(t) & \ldots & u_{3p} - c_p(t) \\
\vdots & \vdots & \ddots & \vdots \\
u_{p1} - c_1(t) & u_{p2} - c_2(t) & \ldots & u_{pp} - c_p(t)
\end{bmatrix}
\]

(36)

Then, the covariance of $U(t)$ can be computed by

\[
\Sigma_{U(t)} = \frac{1}{t-1} (\bar{U}(t))^T \bar{U}(t)
= \frac{1}{t-1} \begin{bmatrix}
a_{11} & a_{12} & \ldots & a_{1p} \\
a_{21} & a_{22} & \ldots & a_{2p} \\
a_{31} & a_{32} & \ldots & a_{3p} \\
\vdots & \vdots & \ddots & \vdots \\
a_{p1} & a_{p2} & \ldots & a_{pp}
\end{bmatrix}
\]

(37)

The mean vector of $U(t+1)$ is $(c_1(t+1), \ldots, c_p(t+1)) = (\frac{t c_1(t) + u_{1(t+1)}}{t+1}, \ldots, \frac{t c_p(t) + u_{p(t+1)}}{t+1})$, so

\[
\bar{U}(t+1) = \begin{bmatrix}
\bar{u}_{11} + \frac{c_1(t) - u_{1(t+1)}}{t+1} & \bar{u}_{12} & \ldots & \bar{u}_{1p} \\
\bar{u}_{21} & \bar{u}_{22} & \ldots & \bar{u}_{2p} \\
\bar{u}_{31} & \bar{u}_{32} & \ldots & \bar{u}_{3p} \\
\vdots & \vdots & \ddots & \vdots \\
\bar{u}_{p1} & \bar{u}_{p2} & \ldots & \bar{u}_{pp}
\end{bmatrix}
\]

(38)

Assume that the covariance matrix of $U(t+1)$ is $\Sigma_{U(t+1)} = \begin{bmatrix} b_{11} & b_{12} & \ldots & b_{1p} \\
\begin{bmatrix} b_{21} & b_{22} & \ldots & b_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
\begin{bmatrix} b_{p1} & b_{p2} & \ldots & b_{pp}
\end{bmatrix}
\end{bmatrix}
\end{bmatrix}
\]

where

\[
b_{ij} = \sum_{k=1}^{t} \left( \frac{c_k(t) - u_{(t+1)i}}{t+1} \right) \left( \frac{c_j(t) - u_{(t+1)j}}{t+1} \right)
+ \left( \frac{c_k(t) - u_{(t+1)i}}{t+1} \right) \left( \frac{c_j(t) - u_{(t+1)j}}{t+1} \right)
\]

(39)

Therefore, the Proposition 2 is proved.
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