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Abstract In this paper, the entropy conservative/stable algorithms presented by Del Rey Fernández and coauthors [18,16,17] for the compressible Euler and Navier–Stokes equations on nonconforming \( p \)-refined/coarsened curvilinear grids is extended to \( h/p \) refinement/coarsening. The main difficulty in developing nonconforming algorithms is the construction of appropriate coupling procedures across nonconforming interfaces. Here, a computationally simple and efficient approach based upon using decoupled interpolation operators is utilized. The resulting scheme is entropy conservative/stable and element-wise conservative. Numerical simulations of the isentropic vortex and viscous shock propagation confirm the entropy conservation/stability and accuracy properties of the method (achieving \( \sim p + 1 \) convergence) which are comparable to those of the original conforming scheme [4,35]. Simulations of the Taylor–Green vortex at \( Re = 1,600 \) and turbulent flow past a sphere at \( Re = 2,000 \) show the robustness and stability properties of the overall spatial discretization for unstructured grids. Finally, to demonstrate the entropy conservation property of a fully-discrete explicit entropy stable algorithm with \( h/p \) refinement/coarsening, we present the time evolution of the entropy function obtained by simulating the propagation of the isentropic vortex using a relaxation Runge–Kutta scheme.
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1 Introduction

This paper is the final installment in a set aimed at developing arbitrarily high-order, entropy stable, $h/p$-nonconforming schemes on curvilinear coordinates for the compressible Euler and Navier–Stokes equations [27,18,16,17]. The efficient use of exascale concurrency on next generation hardware motivates the search for algorithms that are accurate and robust. Moreover, essential to efficiency is the ability to optimally use degrees of freedom through $h$-, $p$-, and $r$-refinement/coarsening and communication hiding through dense compute kernels. High order methods are natural candidates for next generation hardware because they are accurate and their ratio of communications to local computations is usually small. However, they have historically been limited by robustness issues, which is even more important as problem size and physics complexity increases.

When numerically solving partial differential equations (PDEs) it is imperative to find a bound on the growth rate of the solution, otherwise the possibility exists that the solution could grow arbitrarily fast. This upper bound can be established by ensuring that a numerical method is stable. For linear variable coefficient problems in arbitrary dimensions, a general and systematic approach to ensure stability is the energy method because it can be applied to the continuous as well as the semi-discrete model. The energy method becomes extremely powerful when it is used in combination with the summation-by-parts (SBP) framework [20,45] since it allows for the construction of provably stable schemes of any order. SBP operators can be viewed as strong or weak form differentiation matrices that mimic integration-by-parts (IBP) and are endowed with a telescoping property, critical for provable stability. Via this property, SBP schemes (augmented with appropriate interface coupling procedures, e.g., simultaneous approximation terms (SATs) [6,7,32,33,8,46,36,37]) reproduce, in a one-to-one manner, continuous stability proofs. Therefore they provide a road map for the development of provably stable semi-discrete or fully discrete algorithms (see, for instance, [38,26]).

For nonlinear problems a general and systematic approach for establishing stability has yet to be found. Nevertheless, for a certain class of PDEs progress has been made. For conservation laws, Tadmor [47] constructed entropy conservative/stable low-order finite volume schemes that achieve entropy conservation by using two-point flux functions. When contracted with entropy variables, these schemes telescope the entropy flux. Entropy stability is then achieved by adding appropriate dissipation. For a review of these ideas see, for instance, Tadmor [48].

Tadmor’s approach was extended to finite domains and arbitrary high order finite difference WENO schemes in the work of Fisher and coauthors who combined the SBP framework with Tadmor’s two-point flux functions, resulting in entropy stable semi-discrete schemes [23,25,24]. This approach inherits all of the mechanics of linear SBP schemes for the imposition of boundary conditions and inter-element coupling and gives a systematic methodology for discretizing problems on complex domains; see, for instance, [4,36,37,54,35,28,55,53,21,52,12,11,26,19] and the reference therein. An alternative method applicable to the com-
pressible Euler equations \cite{34,56,39,40}, uses specially chosen entropy functions that result in a homogeneity property on the compressible Euler fluxes. Via this property, the Euler fluxes are split such that when contracted with the entropy variables, stability estimates result that are analogous in form to energy estimates obtained for linear PDEs.

The objective of this paper is the extension of entropy stable p-nonconforming algorithm presented in Del Rey Fernández et al. \cite{18,16,17} for the compressible Euler and Navier–Stokes equations in curvilinear coordinates to arbitrary h/p-refinement/coarsening. The novel contributions of this paper are summarized as follows:

- A general and simple entropy conservative/stable nonconforming algorithm is proposed in curvilinear coordinates for the compressible Euler and Navier–Stokes equations that
  - Enables a simple extension of the algorithm in \cite{18,16,17} that uses the same type of interface SAT and therefore allows code re-utilization
  - Results in the solution of the discrete geometric conservation laws (GCL) that is local to each element
  - Applies the metric approximation approach of Crean et al. \cite{12} to arbitrary h/p-nonconforming elements
  - Ensures free-stream preservation by satisfying the discrete GCL conditions
  - Is element-wise conservative
- Numerical evidence is provided to demonstrate that the scheme retains the stability and accuracy properties of the conforming base scheme \cite{4,35}

The paper is organized as follows. The notation is summarized in Section 2. In Section 3 the h/p nonconforming algorithm is detailed in the context of the linear convection-diffusion equation. The required nonlinear mechanic necessary to extend the nonconforming algorithm to the compressible Navier–Stokes equations is described in the simple context of the Burgers’ equation in Section 4. Section 5 details the extension of the nonconforming algorithm to the compressible Navier–Stokes equations. The addition of interface dissipation that retains the provable properties of the base algorithm is discussed in Section 6. Numerical experiments are detailed in Section 7 while conclusions are drawn in Section 8.

2 Notation and definitions

The notation used herein is identical to that in \cite{18,16,17}; readers familiar with the notation can skip to Section 3. PDEs are discretized on cubes having Cartesian computational coordinates denoted by the triple \((\xi_1, \xi_2, \xi_3)\), where the physical coordinates are denoted by the triple \((x_1, x_2, x_3)\). Vectors are represented by lowercase bold font, for example \(u\), while matrices are represented using sans-serif font, for example, \(B\). Continuous functions on a space-time domain are denoted by capital letters in script font. For example,

\[ U(\xi_1, \xi_2, \xi_3, t) \in L^2([\alpha_1, \beta_1] \times [\alpha_2, \beta_2] \times [\alpha_3, \beta_3] \times [0, T]) \]

represents a square integrable function, where \(t\) is the temporal coordinate. The restriction of such functions onto a set of mesh nodes is denoted by lower case bold
operating on \( N \) over, the same one-dimensional SBP operator are used in each direction, each non-overlapping hexahedral elements. The domain of the \( \kappa \) collocated spectral element approach is utilized. The Legendre–Gauss–Lobatto (LGL) nodes are used, i.e., a discontinuous Galerkin (DG) is given as

\[
B = \sum_{l=1}^{N} \sum_{j=1}^{p} \xi_l(x_j) \partial \xi_l(x_j)
\]

Thus, a degree \( p \) degree \( \alpha \) distribution \( \kappa \) is used, which means the \( i \)-th entry of the vector \( \mathbf{u} \) and \( \mathbf{u}(i,:) \) is the sub-vector constructed from \( \mathbf{u} \) using the \( i \)-th through \( j \)-th entries (i.e., Matlab notation is used).

Oftentimes, monomials are discussed and the following notation is used:

\[
\xi_i^j \equiv [(\xi_i(1))^j, \ldots, (\xi_i(N))^j]^T,
\]

and the convention that \( \xi_i^j = 0 \) for \( j < 0 \) is used.

Herein, one-dimensional SBP operators are used to discretize derivatives. The definition of a one-dimensional SBP operator in the \( \xi \) direction, \( l = 1, 2, 3 \), is [15, 20, 45]

\textbf{Definition 1 Summation-by-parts operator for the first derivative:} A matrix operator with constant coefficients, \( \mathbf{D}_{\xi_l}^{(1D)} \in \mathbb{R}^{N_l \times N_l} \), is an SBP operator of degree \( p \) approximating the derivative \( \partial_{\xi_l} \) on the domain \( \xi_l \in [\alpha_l, \beta_l] \) with nodal distribution \( \xi_l \) having \( N_l \) nodes, if:

1. \( \mathbf{D}_{\xi_l}^{(1D)} \xi_l^j = j \xi_l^{j-1}, j = 0, 1, \ldots, p; \)
2. \( \mathbf{D}_{\xi_l}^{(1D)} \equiv \mathbf{P}_{\xi_l}^{(1D)^{-1}} \mathbf{Q}_{\xi_l}^{(1D)}, \) where the norm matrix, \( \mathbf{P}_{\xi_l}^{(1D)} \), is symmetric positive definite;
3. \( \mathbf{Q}_{\xi_l}^{(1D)} \equiv \left( \mathbf{S}_{\xi_l}^{(1D)} + \frac{1}{2} \mathbf{E}_{\xi_l}^{(1D)} \right)^T, \mathbf{S}_{\xi_l}^{(1D)} = -\left( \mathbf{S}_{\xi_l}^{(1D)} \right)^T, \mathbf{E}_{\xi_l}^{(1D)} = \left( \mathbf{E}_{\xi_l}^{(1D)} \right)^T, \mathbf{E}_{\xi_l}^{(1D)} = \text{diag}(-1, 0, \ldots, 0, 1) = \mathbf{e}_{N_l} \mathbf{e}_{N_l}^T - \mathbf{e}_1 \mathbf{e}_1^T, \mathbf{e}_1 \equiv [1, 0, \ldots, 0]^T, \text{and } \mathbf{e}_{N_l} \equiv [0, 0, \ldots, 1]^T. \)

Thus, a degree \( p \) SBP operator is one that differentiates exactly monomials up to degree \( p \).

In this work, one-dimensional SBP operators are extended to multiple dimensions using tensor products (\( \otimes \)). The tensor product between the matrices \( \mathbf{A} \) and \( \mathbf{B} \) is given as \( \mathbf{A} \otimes \mathbf{B} \). When referencing individual entries in a matrix the notation \( \mathbf{A}(i,j) \) is used, which means the \( i \)-th \( j \)-th entry in the matrix \( \mathbf{A} \).

The focus in this paper is exclusively on diagonal-norm SBP operators. Moreover, the same one-dimensional SBP operator are used in each direction, each operating on \( N \) nodes. Specifically, diagonal-norm SBP operators constructed on the Legendre–Gauss–Lobatto (LGL) nodes are used, i.e., a discontinuous Galerkin colocated spectral element approach is utilized.

The physical domain \( \Omega \subset \mathbb{R}^3 \), with boundary \( \Gamma = \partial \Omega \) is partitioned into \( K \) non-overlapping hexahedral elements. The domain of the \( \kappa \)-th element is denoted
by $\Omega_\kappa$ and has boundary $\partial \Omega_\kappa$. Numerically, PDEs are solved in computational coordinates, where each $\Omega_\kappa$ is locally transformed to $\hat{\Omega}_\kappa$, with boundary $\hat{\Gamma} \equiv \partial \hat{\Omega}_\kappa$, under the following assumption:

**Assumption 1** Each element in physical space is transformed using a local and invertible curvilinear coordinate transformation that is compatible at shared interfaces, meaning that points in computational space on either side of a shared interface mapped to the same physical location and therefore map back to the analogous location in computational space; this is the standard assumption that the curvilinear coordinate transformation is water tight.

## 3 An $h/p$-nonconforming algorithm: Linear convection-diffusion equation

In this paper, the focus is on curvilinearly mapped elements with interfaces that 1) are conforming but have nonconforming nodal distributions, such as would arise in $p$-refinement, 2) elements that have nonconforming faces, such as would arise in $h$-refinement, and 3) arbitrary combinations of 1) and 2). The development of entropy stable $h/p$-refinement algorithm for the compressible Euler equations on Cartesian grids is detailed in [27]. The extension to curvilinear coordinates and $p$-refinement for the compressible Euler and Navier–Stokes equations is detailed in the series of papers [18,17,16], where an interface coupling technique is introduced that maintains, accuracy, discrete entropy conservation/stability, element-wise conservation and requires only local solves to approximate metric terms. Herein, the algorithm in [18,17,16] is extended to allow for arbitrary $h/p$-refinement on unstructured grids for the compressible Euler and Navier–Stokes equations.

### 3.1 Continuous and semi-discrete analysis

A number of key technical difficulties that arise in developing a stable and conservative nonconforming discretization for the compressible Navier–Stokes equations are already present in the more simple context of the linear convection-diffusion equation. As a result, the proposed interface coupling procedure for both the inviscid and viscous terms are first presented for this simple linear scalar equation.

In Cartesian coordinates, the linear convection-diffusion equation reads

$$\frac{\partial U}{\partial t} + \sum_{m=1}^{3} \frac{\partial (a_m U)}{\partial x_m} = \sum_{m=1}^{3} \frac{\partial^2 (b_m U)}{\partial x_m^2},$$

where $(a_m U)$ and $\frac{\partial (b_m U)}{\partial x_m}$ are the inviscid and viscous fluxes, respectively. The symbols $a_m$ correspond to the constant components of the convection speed whereas $b_m$ are the positive and constant diffusion coefficients. The stability of (1) can be determined via the energy method, which proceeds by multiplying (1) by the solution, $(U)$, and after using the product rule yields

$$\frac{1}{2} \frac{\partial U^2}{\partial t} + \frac{1}{2} \sum_{m=1}^{3} \frac{\partial (a_m U^2)}{\partial x_m} = \sum_{m=1}^{3} \left\{ \frac{\partial}{\partial x_m} \left( U \frac{\partial (b_m U)}{\partial x_m} \right) - \left( \frac{\partial (b_m U)}{\partial x_m} \right)^2 \right\}. \tag{2}$$
Integrating over the domain, $\Omega$, using integration by parts, and the Leibniz rule gives
\[
\frac{d}{dt} \int_{\Omega} U^2 \, d\Omega = \frac{1}{2} \sum_{m=1}^{3} \left( \oint_{\Gamma} \left\{ - \left( a_m U^2 \right) + 2U \frac{\partial U}{\partial x_m} \right\} n_{x_m} \, d\Gamma - 2 \int_{\Omega} \left( \frac{\partial (b_m U)}{\partial x_m} \right)^2 \, d\Omega \right),
\]
where $n_{x_m}$ is the $m^{th}$ component of the outward facing unit normal. What Eq. (3) demonstrates is that the time rate of change of the norm of the solution, $\|U\|^2 \equiv \int_{\Omega} U^2 \, d\Omega$, depends on surface flux integrals and a viscous dissipation term. This implies that, in combination with appropriate boundary conditions, Eq. (3) results in a bound on the solution in terms of the data of the problem, and therefore a proof of stability. The SBP framework used in this paper is mimetic of the above energy stability analysis in a one-to-one fashion and results in similar stability statements for the semi-discrete equations.

Derivatives are approximated using differentiation matrices that are defined in computational space. To do so, Eq. (1) is transformed using the curvilinear coordinate transformation $x_m = x_m(\xi_1, \xi_2, \xi_3)$. Thus, on the $k^{th}$ element, the $x_m$ derivatives are expanded using the chain rule as
\[
\frac{\partial}{\partial x_m} = \sum_{l=1}^{3} \frac{\partial \xi_l}{\partial x_m} \frac{\partial}{\partial \xi_l}, \quad \frac{\partial^2}{\partial x_m^2} = \sum_{l,a=1}^{3} \frac{\partial \xi_l}{\partial x_m} \frac{\partial}{\partial \xi_l} \left( \frac{\partial \xi_a}{\partial x_m} \frac{\partial}{\partial \xi_a} \right).
\]
Multiplying by the metric Jacobian, $(J_k)$, Eq. (1) becomes
\[
J_k \frac{\partial U}{\partial t} + \sum_{l,m=1}^{3} J_k \frac{\partial \xi_l}{\partial x_m} \frac{\partial (a_m U)}{\partial \xi_l} = \sum_{l,a,m=1}^{3} J_k \frac{\partial \xi_l}{\partial x_m} \frac{\partial}{\partial \xi_l} \frac{\partial \xi_a}{\partial x_m} \frac{\partial (b_m U)}{\partial \xi_a}.
\]
Herein, Eq. (4) is referenced as the chain rule form of Eq. (1). Bringing the metric terms, $J_k \frac{\partial \xi_l}{\partial x_m}$, inside the derivative and using the product rule gives
\[
J_k \frac{\partial U}{\partial t} + \sum_{l,m=1}^{3} \frac{\partial}{\partial \xi_l} \left( J_k \frac{\partial \xi_l}{\partial x_m} a_m U \right) - \sum_{l,m=1}^{3} a_m U \frac{\partial}{\partial \xi_l} \left( J_k \frac{\partial \xi_l}{\partial x_m} \right) =
\sum_{l,a,m=1}^{3} \frac{\partial}{\partial \xi_l} \frac{\partial \xi_a}{\partial x_m} \frac{\partial (b_m U)}{\partial \xi_a} \frac{\partial}{\partial \xi_l} \left( J_k \frac{\partial \xi_l}{\partial x_m} \right).
\]
The last terms on the left- and right-hand sides of (5) are zero via the GCL relations
\[
\sum_{l=1}^{3} \frac{\partial}{\partial \xi_l} \left( J_k \frac{\partial \xi_l}{\partial x_m} \right) = 0, \quad m = 1, 2, 3,
\]
leading to the strong conservation form of the convection-diffusion equation in curvilinear coordinates:
\[
J_k \frac{\partial U}{\partial t} + \sum_{l,m=1}^{3} \frac{\partial}{\partial \xi_l} \left( J_k \frac{\partial \xi_l}{\partial x_m} a_m U \right) = \sum_{l,a,m=1}^{3} \frac{\partial}{\partial \xi_l} \frac{\partial \xi_a}{\partial x_m} \frac{\partial (b_m U)}{\partial \xi_a} \frac{\partial}{\partial \xi_l} \left( J_k \frac{\partial \xi_l}{\partial x_m} \right).
\]
The \( h \)-refinement procedure proceeds by subdividing the computational domain of parent elements; where children elements inherit the curvilinear coordinate transformation of the parent element. It is therefore convenient to introduce two computational coordinates:

- \( \xi_l \), which is the mapping from the child element to physical space, i.e., the computational coordinate system of the \( \kappa \)th element,
- \( \tilde{\xi}_l \), which is the mapping from the parent element to the physical space.

The mapping from children to parent elements is rectilinear. Thus, assuming that the child element has a computational domain of \([-1, 1]^3\), this transformation for the \( \kappa \)th element is given by

\[
\xi_l = \frac{2}{\Delta \xi_l} \tilde{\xi}_l - \left( \tilde{\xi}_l + \frac{\tilde{\xi}_l^l + \tilde{\xi}_l^r}{\Delta \xi_l} \right), \quad \Delta \xi_l \equiv \tilde{\xi}_l^r - \tilde{\xi}_l^l, \quad l = 1, 2, 3, \tag{8}
\]

where \( \tilde{\xi}_l^r \) and \( \tilde{\xi}_l^l \) are the largest and smallest extent of the \( \xi_l \) coordinate in the coordinate system of the parent element (\( \tilde{\xi}_l \)). Using Eq. (8) the Jacobian and metrics are recast in terms of the Jacobian, \( \mathcal{J}_\kappa \), and metrics terms, \( \mathcal{J}_\kappa \frac{\partial \xi_l}{\partial x_m} \), of the parent element. This step results in

\[
\frac{\partial \xi_l}{\partial x_m} = \frac{2}{\Delta \xi_l^\kappa} \frac{\partial \tilde{\xi}_l}{\partial x_m}, \quad \mathcal{J}_\kappa = \frac{\Delta \xi_l^\kappa \Delta \xi_l^m \Delta \xi_l^n}{8} \mathcal{J}_\kappa, \quad \mathcal{J}_\kappa \frac{\partial \xi_l}{\partial x_m} = \frac{\Lambda \xi_l^\kappa \Delta \xi_l^m \Delta \xi_l^n}{4 \Delta \xi_l^\kappa} \mathcal{J}_k \frac{\partial \tilde{\xi}_l}{\partial x_m}. \tag{9}
\]

Inserting Eq. (9) into Eq. (4) and multiplying by \( 8 / (\Delta \xi_l^\kappa \Delta \xi_l^m \Delta \xi_l^n) \) gives

\[
\mathcal{J}_\kappa \frac{\partial \mathcal{U}}{\partial t} + \sum_{l,m=1}^{3} \frac{2}{\Delta \xi_l^\kappa} \mathcal{J}_\kappa \frac{\partial \xi_l}{\partial x_m} \frac{\partial (a_m \mathcal{U})}{\partial \xi_l} = \sum_{l,a,m=1}^{3} \frac{4}{\Delta \xi_l^\kappa \Delta \xi_l^a \Delta \xi_l^m} \mathcal{J}_\kappa \frac{\partial \tilde{\xi}_l}{\partial x_m} \left( \frac{\partial \xi_l^a}{\partial x_m} \frac{\partial (b_m \mathcal{U})}{\partial \xi_l^a} \right). \tag{10}
\]

Similarly, Eq. (5) is transformed to

\[
\mathcal{J}_\kappa \frac{\partial \mathcal{U}}{\partial t} + \sum_{l,m=1}^{3} \frac{2}{\Delta \xi_l^\kappa} \frac{\partial }{\partial \xi_l} \left( \mathcal{J}_\kappa \frac{\partial \tilde{\xi}_l}{\partial x_m} a_m \mathcal{U} \right) \right) = \sum_{l,a,m=1}^{3} \frac{4}{\Delta \xi_l^\kappa \Delta \xi_l^a \Delta \xi_l^m} \mathcal{J}_\kappa \frac{\partial \xi_l}{\partial x_m} \left( \frac{\partial \xi_l^a}{\partial x_m} \frac{\partial (b_m \mathcal{U})}{\partial \xi_l^a} \right) \right)
\]

\[
- \sum_{l,a,m=1}^{3} \frac{4}{\Delta \xi_l^\kappa \Delta \xi_l^a \Delta \xi_l^m} \mathcal{J}_\kappa \frac{\partial \xi_l}{\partial x_m} \left( \frac{\partial (b_m \mathcal{U})}{\partial \xi_l^a} \frac{\partial (b_m \mathcal{U})}{\partial \xi_l^a} \right), \tag{11}
\]

and Eq. (7) is transformed to

\[
\mathcal{J}_\kappa \frac{\partial \mathcal{U}}{\partial t} + \sum_{l,m=1}^{3} \frac{2}{\Delta \xi_l^\kappa} \frac{\partial }{\partial \xi_l} \left( \mathcal{J}_\kappa \frac{\partial \tilde{\xi}_l}{\partial x_m} a_m \mathcal{U} \right) \right) = \sum_{l,a,m=1}^{3} \frac{4}{\Delta \xi_l^\kappa \Delta \xi_l^a \Delta \xi_l^m} \mathcal{J}_\kappa \frac{\partial \xi_l}{\partial x_m} \left( \frac{\partial \xi_l^a}{\partial x_m} \frac{\partial (b_m \mathcal{U})}{\partial \xi_l^a} \right) \right) \tag{12}
\]
Directly discretizing Eq. (12) leads to semi-discrete schemes that are not guaranteed to be stable. Instead, a well known approach is to use a canonical splitting of the inviscid terms which is constructed by using one half of the inviscid terms in (10) and one half of the inviscid terms in (11) (see, for instance, [9]). On the other hand, the viscous terms are treated in strong conservation form. This process results in

\[
\frac{\partial}{\partial t} \hat{J}_\kappa \frac{\partial u}{\partial t} + \frac{1}{2} \sum_{l,m=1}^{3} \frac{2}{\Delta \xi} \left\{ \frac{\partial}{\partial \xi l} \left( \hat{J}_\kappa \frac{\partial \xi_l}{\partial x_m} a_m u \right) + \hat{J}_\kappa \frac{\partial \xi_l}{\partial x_m} \frac{\partial}{\partial \xi l} (a_m u) \right\} \\
- \frac{1}{2} \sum_{l,m=1}^{3} \left\{ a_m u \frac{\partial}{\partial \xi l} \left( \hat{J}_\kappa \frac{\partial \xi_l}{\partial x_m} \right) \right\} = \sum_{l,a,m=1}^{3} \frac{4}{\Delta \xi a} \frac{\partial}{\partial \xi a} \left( \hat{J}_\kappa \frac{\partial \xi_a}{\partial x_m} \frac{\partial (b_m U)}{\partial \xi a} \right),
\]

(13)

where the last set of terms on the left-hand side are zero by the GCL conditions (6). Now, consider discretizing Eq. (13) by using the following differentiation matrices:

\[ D_{\xi l} \equiv D^{(1D)} \otimes l_N \otimes l_N, \quad D_{\xi l} \equiv l_N \otimes D^{(1D)} \otimes l_N, \quad D_{\xi l} \equiv l_N \otimes l_N \otimes D^{(1D)}, \]

where \( l_N \) is an \( N \times N \) identity matrix. The diagonal matrices containing the metric Jacobian and metric terms along their diagonals, respectively, are defined as follows:

\[
\hat{J}_\kappa \equiv \text{diag} \left( \hat{J}_\kappa \left( \xi^{(1)} \right), \ldots, \hat{J}_\kappa \left( \xi^{(N_\kappa)} \right) \right),
\]

\[
\left[ \hat{J}_\kappa \frac{\partial \xi_l}{\partial x_m} \right]_\kappa \equiv \text{diag} \left( \hat{J}_\kappa \frac{\partial \xi_l}{\partial x_m} (\xi^{(1)}), \ldots, \hat{J}_\kappa \frac{\partial \xi_l}{\partial x_m} (\xi^{(N_\kappa)}) \right),
\]

where \( N_\kappa \equiv N^3 \) is the total number of nodes in the element \( \kappa \). With these matrices, the discretization of (13) on the \( \kappa \)th element is given as

\[
\frac{d u_\kappa}{dt} + \frac{1}{2} \sum_{l,m=1}^{3} \frac{2}{\Delta \xi} a_m \left\{ D_{\xi l} \left[ \hat{J}_\kappa \frac{\partial \xi_l}{\partial x_m} \right]_\kappa \frac{\partial \xi_l}{\partial x_m} + \hat{J}_\kappa \frac{\partial \xi_l}{\partial x_m} \left[ \hat{J}_\kappa \frac{\partial \xi_l}{\partial x_m} \right]_\kappa D_{\xi l} \right\} u_\kappa \\
- \frac{1}{2} \sum_{l,m=1}^{3} \left\{ \frac{2}{\Delta \xi} a_m \text{diag} (u_\kappa) D_{\xi l} \left[ \hat{J}_\kappa \frac{\partial \xi_l}{\partial x_m} \right]_\kappa \right\} 1_\kappa =
\]

\[
\sum_{l,a,m=1}^{3} \frac{4}{\Delta \xi a} b_m D_{\xi l}^\kappa \left[ \hat{J}_\kappa \frac{\partial \xi_l}{\partial x_m} \right]_\kappa \left[ \hat{J}_\kappa \frac{\partial \xi_a}{\partial x_m} \right]_\kappa D_{\xi a}^\kappa u_\kappa,
\]

(14)

where \( 1_\kappa \) is a vector of ones of the size of the number of nodes on the \( \kappa \)th element and the SATs have been dropped as they are not important for the current analysis. In the same way as in the continuous case, the semi-discrete equations have an associated set of discrete GCL conditions

\[
\sum_{l=1}^{3} \frac{2}{\Delta \xi} D_{\xi l} \left[ \hat{J}_\kappa \frac{\partial \xi_l}{\partial x_m} \right]_\kappa 1_\kappa = 0, \quad m = 1, 2, 3,
\]

(15)
Fig. 1: Generic surface used to describe the construction of various quantities as well as to simplify the analysis of the semi-discrete schemes.

that if satisfied, lead to the following telescoping and therefore provably stable semi-discrete form:

\[
\frac{\hat{J}_\kappa}{\kappa} \frac{d\hat{u}_\kappa}{dt} + \frac{1}{2} \sum_{l,m=1}^3 \frac{2}{A_l^f} a_m \left\{ D_{\xi_l} \left[ \hat{J}_\kappa \frac{\partial \hat{\xi}_l}{\partial x_m} \right]_\kappa + \left[ \hat{J}_\kappa \frac{\partial \hat{\xi}_a}{\partial x_m} \right]_\kappa D_{\xi_a} \right\} u_\kappa = \\
\sum_{l,m,a=1}^3 \frac{4}{A_l^f A_m^f} b_m D_{\xi_l}^{\xi_m} \left[ \hat{J}_\kappa \frac{\partial \hat{\xi}_l}{\partial x_m} \right]_\kappa \left[ \hat{J}_\kappa \frac{\partial \hat{\xi}_a}{\partial x_m} \right]_\kappa D_{\xi_a}^{\xi_m} u_\kappa.
\]

How to construct metrics that satisfy the discrete GCL conditions (15) will be detailed later in the paper and is one of the major contributions of this work. In the next subsection, attention is focused on the construction of appropriate interface coupling procedures that retain the stability (telescoping) properties of scheme (16) across \( h/p \) nonconforming elements (the pure \( p \) nonconforming case is detailed in [17,18,16]).

3.2 The nonconforming interface

To simplify both the analysis as well as the presentation of the semi-discrete scheme discussed in this paper, it is convenient to focus the attention only on a shared interface between two elements, one of which is \( h/p \)-refined. Without loss of generality, five elements are considered that have aligned computational coordinates and adjoin along a vertical interface; see Fig. 1. The focus is on nonconformities that arise from both \( h \) refinement/coarsening as well as local approximations with differing polynomial degrees, as would result from \( p \)-refinement/coarsening. Thus, the generic example, Fig. 1, that will be discussed considers a left element having polynomial degree \( p_L \) and a set of four right elements having polynomial degrees \( p_{R_f} \), \( f = 1, 2, 3, 4 \), possibly all having differing degree and not equal to \( p_L \) (i.e., they originate from a conforming right element that has been \( h \)-refined and then \( p \)-refined/coarsened). Therefore, the contributions from the left element are identified with subscript or superscript \( L \) and similarly for the right elements with subscripts or superscripts \( R_f \); see Fig. 1.

The analysis proceeds by developing macro matrix differentiation operators over the five elements, i.e., composed of elements \( L \) and \( \{R_f\}, f = 1, 2, 3, 4 \), and then determining the required modifications/restrictions so that the resulting operators have the SBP property. A naive construction, in the computational coordinates of
the parent elements, would be the following operators:

\[
\bar{D}_{\xi_l} = \begin{bmatrix}
D^L_{\xi_l} \\
D^R_{\xi_l} \\
\vdots \\
D^R_{\xi_l}
\end{bmatrix}, \quad l = 1, 2, 3,
\]

(17)

where the element-wise components of the SBP operators, for example \(D^L_{\xi_l}\), are constructed as

\[
D^L_{\xi_l} = \frac{2}{\Delta_l} \Delta^L_{\xi_l}, \quad D_{\xi_l} \equiv D^{(ID)}_L \otimes I_L \otimes I_L,
\]

\[
P^L_{\xi_l} = \frac{\Delta^L_{\xi_l} \Delta^L_{\xi_l} \Delta^L_{\xi_l}}{8} \left( P^{(ID)}_L \otimes P^{(ID)}_L \otimes P^{(ID)}_L \right),
\]

\[
Q^L_{\xi_l} = \frac{\Delta^L_{\xi_l} \Delta^L_{\xi_l}}{4} \left( P^{(ID)}_L \otimes P^{(ID)}_L \otimes P^{(ID)}_L \right),
\]

\[
E^L_{\xi_l} = \frac{\Delta^L_{\xi_l} \Delta^L_{\xi_l}}{4} \left\{ e^L_N \left( e^L_N \right) \otimes P^{(ID)}_L \otimes P^{(ID)}_L - \frac{1}{2} \left( e^L_N \right) \otimes P^{(ID)}_L \otimes P^{(ID)}_L \right\},
\]

where \(I_L\) is an identity matrix of size \(N^{1/3} \times N^{1/3}\) and \(N_L\) is the total number of nodes in element \(L\).

While the \(\bar{D}_{\xi_l}\) and \(\bar{D}_{\xi_l}\) macro element operators are by construction SBP operators (i.e., they telescope to the boundaries), the \(\bar{D}_{\xi_l}\) is not an SBP operator. Moreover, the \(\bar{D}_{\xi_l}\) operator does not have any coupling between the elements. By using appropriate interface coupling, the \(\bar{D}_{\xi_l}\) operator can be modified so that the result is a macro element SBP operator. To accomplish this, interpolation operators are needed that interpolate information from elements \(R_f\) to element \(L\) and vice versa. For simplicity, the interpolation operators use only tensor product surface information from the adjoining interface surface.

With this background, general matrix difference operators between the five elements are constructed as

\[
\bar{D}_{\xi_l} = \tilde{P}^{-1} \bar{Q}_{\xi_l} = \tilde{P}^{-1} \left( S_{\xi_l} + \frac{1}{2} E_{\xi_l} \right),
\]

(18)
Focusing on the direction orthogonal to the interface ($\xi_1$) the relevant matrices are given by

$$
\tilde{P} = \text{diag}(P_L, P_{R_1}, P_{R_2}, P_{R_3}, P_{R_4}),
$$

$$
\tilde{S}_{\xi_1} = \begin{bmatrix}
S_{\xi_1}^{R_1} & S_{\xi_1}^{R_2} & S_{\xi_1}^{R_3} & S_{\xi_1}^{R_4} \\
S_{\xi_1}^{S_{12}} & S_{\xi_1}^{S_{13}} & S_{\xi_1}^{S_{14}} & S_{\xi_1}^{S_{15}}
\end{bmatrix},
$$

$$
\tilde{S}_{12} = \frac{\Delta^{L} \Delta^{R}}{4} e_{N}^{L} \left( e_{L}^{R_1} \right)^{T} P_{L}^{(1D)} \tilde{I}_{R_{1} \to L_{0}} \otimes P_{L}^{(1D)} \tilde{I}_{R_{1} \to L_{0}},
$$

$$
\tilde{S}_{21} = -\frac{\Delta^{R_1} \Delta^{R_1}}{4} e_{L}^{R_1} \left( e_{N}^{R_1} \right)^{T} P_{R_1}^{(1D)} \tilde{I}_{L_{0} \to R_1} \otimes P_{R_1}^{(1D)} \tilde{I}_{L_{0} \to R_1},
$$

$$
\tilde{S}_{23} = \frac{\Delta^{L} \Delta^{R_1}}{4} e_{N}^{L} \left( e_{L}^{R_2} \right)^{T} P_{L}^{(1D)} \tilde{I}_{R_{2} \to L_{0}} \otimes P_{L}^{(1D)} \tilde{I}_{R_{2} \to L_{0}},
$$

$$
\tilde{S}_{31} = -\frac{\Delta^{R_2} \Delta^{R_2}}{4} e_{R_2} \left( e_{L}^{R_2} \right)^{T} P_{R_2}^{(1D)} \tilde{I}_{L_{0} \to R_2} \otimes P_{R_2}^{(1D)} \tilde{I}_{L_{0} \to R_2},
$$

$$
\tilde{S}_{34} = \frac{\Delta^{L} \Delta^{R_2}}{4} e_{N}^{L} \left( e_{L}^{R_3} \right)^{T} P_{L}^{(1D)} \tilde{I}_{R_{3} \to L_{0}} \otimes P_{L}^{(1D)} \tilde{I}_{R_{3} \to L_{0}},
$$

$$
\tilde{S}_{41} = -\frac{\Delta^{R_3} \Delta^{R_3}}{4} e_{R_3} \left( e_{L}^{R_3} \right)^{T} P_{R_3}^{(1D)} \tilde{I}_{L_{0} \to R_3} \otimes P_{R_3}^{(1D)} \tilde{I}_{L_{0} \to R_3},
$$

$$
\tilde{S}_{45} = \frac{\Delta^{L} \Delta^{R_3}}{4} e_{N}^{L} \left( e_{L}^{R_4} \right)^{T} P_{L}^{(1D)} \tilde{I}_{R_{4} \to L_{0}} \otimes P_{L}^{(1D)} \tilde{I}_{R_{4} \to L_{0}},
$$

$$
\tilde{S}_{51} = -\frac{\Delta^{L} \Delta^{R_4}}{4} e_{N}^{L} \left( e_{L}^{R_4} \right)^{T} P_{L}^{(1D)} \tilde{I}_{R_{4} \to L_{0}} \otimes P_{L}^{(1D)} \tilde{I}_{R_{4} \to L_{0}},
$$

and $I_{R_{j} \to L_{0}}$ and $I_{L_{0} \to R_{j}}$ are one-dimensional interpolation operators, in the $l$ direction, from the $R_j$ element to the $L$ element and vice versa.

A necessary constraint that the SBP formalism places on $\tilde{D}_{\xi_1}$ is skew-symmetry of the $\tilde{S}_{\xi_i}$ matrices. The block-diagonal matrices in $\tilde{S}_{\xi_i}$ are already skew-symmetric but the off diagonal blocks are not. Thus, it is necessary to satisfy the following conditions:

$$
\tilde{S}_{12} = -\tilde{S}_{21}^T, \quad \tilde{S}_{13} = -\tilde{S}_{31}^T, \quad \tilde{S}_{14} = -\tilde{S}_{41}^T.
$$
This implies that the interpolation operators are related to each other as follows:

$$\mathbf{I}_{R_f \to L}^{l} = \left( \frac{\Delta f}{\Delta L} \right) \mathbf{B}_{P_L}^{(1D)} \mathbf{P}_{R_f}^{(1D)} \mathbf{I}_{L \to R}^{l}, \quad l = 1, 2, \quad f = 1, 2, 3, 4.$$  

This property is denoted as the SBP preserving property because it leads to a macro element differentiation matrix that is an SBP operator. The interpolation operators from the left element to the right elements is constructed using an $L_2$ projection approach such that

$$\mathbf{I}_{L \to R}^{l} = \left( \mathbf{M}^{\xi}_{R_f} \right)^{-1} \mathbf{M}^{\xi}_{L \to R_f},$$

$$\mathbf{M}^{\xi}_{R_f} (i, j) = \int_{L_{R_f}}^{R_f} \mathbf{L}^{(i)}_{\xi, R_f} \mathbf{L}^{(j)}_{\xi, R_f} d\xi, \quad i, j = 1, \ldots, (p_{R_f} + 1),$$

$$\mathbf{M}^{\xi}_{L \to R_f} (i, j) = \int_{L_{L}}^{L} \mathbf{L}^{(i)}_{\xi, L} \mathbf{L}^{(j)}_{\xi, L} d\xi, \quad i = 1, \ldots, (p_{L} + 1) \quad j = 1, \ldots, (p_{L} + 1),$$

where $\mathbf{L}^{(i)}_{\xi, R_f}$ and $\mathbf{L}^{(j)}_{\xi, L}$ are the $i^{th}$ and $j^{th}$ Lagrange basis functions constructed from the nodes of element $R_f$ and $L$ in the parent elements coordinates, respectively.

**Theorem 1** The interpolation operator $\mathbf{I}_{L \to R_f}^{l}$ is of degree $\min \left( \frac{N_{L}^{1/3}}{3}, \frac{N_{R_f}^{1/3}}{3} - 1 \right)$.

**Proof** The proof is standard and is not included for brevity. It follows by expanding out the matrices and taking advantage of the interpolating property of the Lagrangian basis functions.

The interpolation operators $\mathbf{I}_{R_f \to L}$ individually are not polynomial exact, but rather, their combination is.

**Theorem 2** The combined interpolation from the right elements to the left element is of degree $\min (N_L - 2, N_{R_f} - 2, \ldots, N_{R_4} - 2)$, if the norms are suboptimal, i.e., degree $2p - 1$, otherwise it is of degree $\min (N_L - 1, N_{R_f} - 1, \ldots, N_{R_4} - 1)$. In the five-element example used herein, the combined interpolation operator, acting on some function $\mathbf{U}$, is

$$\mathbf{I}_{R_f \to L} \mathbf{U}_{R_f} + \mathbf{I}_{R_f \to L} \mathbf{U}_{R_2} + \mathbf{I}_{R_f \to L} \mathbf{U}_{R_3} + \mathbf{I}_{R_f \to L} \mathbf{U}_{R_4},$$

where $\mathbf{U}_{R_f}$ is the vector containing the evaluation of the function $\mathbf{U}$ at the nodes of the abutting surface of the $R_f$ element and

$$\mathbf{I}_{R_f \to L} \equiv \mathbf{I}_{R_f \to L}^{l} \otimes \mathbf{I}_{R_f \to L}^{l}, \quad f = 1, 2, 3, 4.$$  

**Proof** This proof follows in the same way as proven elsewhere, for example, see [27].

The semi-discrete skew-symmetric split operator given in Eq. (13), discretized using the macro element operators $\overline{\mathbf{D}}_{\xi}$, and metric terms, $\mathbf{J} \frac{\partial \hat{\xi}}{\partial x}$, leads to the
following scheme:

\[
\frac{d\tilde{u}}{dt} + \frac{1}{2} \sum_{l,m=1}^{3} \alpha_m \left( \bar{D}_{\breve{\xi}_l} \left[ \hat{J}_\kappa \frac{\partial \hat{\xi}_m}{\partial x_m} \right] + \left[ \hat{J}_\kappa \frac{\partial \hat{\xi}_l}{\partial x_m} \right] \bar{D}_{\breve{\xi}_m} \right) \tilde{u} = \frac{1}{2} \sum_{l,m=1}^{3} \alpha_m \text{diag}(\tilde{u}) \left( \bar{D}_{\breve{\xi}_l} \left[ \hat{J}_\kappa \frac{\partial \hat{\xi}_m}{\partial x_m} \right] \right) \tilde{u} - \frac{1}{2} \sum_{l,m=1}^{3} \alpha_m \text{diag}(\tilde{u}) D_{\breve{\xi}_l} \left[ \hat{C}_{l,a} \right] D_{\breve{\xi}_a},
\]

where

\[
\tilde{u} \equiv \begin{bmatrix} u_T^T, u_T^{R_1}, u_T^{R_2}, u_T^{R_3}, u_T^{R_4} \end{bmatrix}^T, \quad \hat{J} \equiv \text{diag} \begin{bmatrix} \hat{J}_L, \hat{J}_R_1, \ldots, \hat{J}_R_4 \end{bmatrix},
\]

\[
\left[ \hat{J}_\kappa \frac{\partial \hat{\xi}_l}{\partial x_m} \right] \equiv \begin{bmatrix} \hat{J}_\kappa \frac{\partial \hat{\xi}_l}{\partial x_m}^L \end{bmatrix}, \quad \left[ \hat{J}_\kappa \frac{\partial \hat{\xi}_l}{\partial x_m} \right]_{R_1} \ldots \left[ \hat{J}_\kappa \frac{\partial \hat{\xi}_l}{\partial x_m} \right]_{R_4},
\]

\[
\left[ \hat{C}_{l,a} \right] \equiv \sum_{m=1}^{3} b_m \left[ \hat{J}_\kappa \frac{\partial \hat{\xi}_l}{\partial x_m} \right] L \ldots \left[ \hat{J}_\kappa \frac{\partial \hat{\xi}_l}{\partial x_m} \right]_{R_4},
\]

As was the case in Eq. (14), a necessary condition for stability is that the metric terms satisfy the following discrete GCL conditions:

\[
\sum_{l=1}^{3} \bar{D}_{\breve{\xi}_l} \left[ \hat{J}_\kappa \frac{\partial \hat{\xi}_l}{\partial x_m} \right] \tilde{1} = \mathbf{0}.
\]

Unfortunately, since \( \bar{D}_{\breve{\xi}_l} \) is not a tensor product operator and therefore in general does not commute with the other derivative matrix operators, discrete metrics constructed using the analytic formalism of Vinokur and Yee [50] or Thomas and Lombard [49] will not in general satisfy the discrete GCL condition required in Eq. (22). This means that instead, the metric terms have to be constructed so that they directly satisfy the GCL constraints.

Remark 1 The metric terms are assigned colors; e.g., the time-term Jacobian: \( \hat{J} \) or the volume metric terms: \( \hat{J}_\kappa \frac{\partial \hat{\xi}_l}{\partial x_m} \). Metric terms with common colors form a set that must be computed consistently. For example, the time-term Jacobian and the volume metric Jacobian may not be computed in the same way. Another important set are the surface metrics are introduced in the next subsection.
3.3 Isolating the metric terms

The discrete GCL system (22) is highly under-determined and couples the approximation of the metric terms in all five elements. In general, the resulting GCL conditions for arbitrary $h/p$-refinement would couple large sets of elements making the solution of (22) difficult if not impossible. Note that the GCL conditions originate from the spatial discretization of the skew-symmetric splitting of the convective terms. Thus, if the approximation for those terms can be appropriately modified then a set of element-local discrete GCL conditions can be constructed making the problem tractable again. This is precisely the approach taken in [18, 17, 16] in the context of $p$-refinement/coarsening, and it is the same procedure used herein.

Examining the volume terms for the approximation of the skew-symmetric splitting highlights how to decouple the discrete GCL conditions:

\[
\mathbf{P} \left( \mathbf{D}_{\xi_1} \left[ \mathbf{J}_n \frac{\partial \xi_1}{\partial x_m} \right] + \left[ \mathbf{J}_n \frac{\partial \xi_1}{\partial x_m} \right] \mathbf{D}_{\xi_1} \right) = \\
\begin{bmatrix}
A_{11} & A_{12} & A_{13} & A_{14} & A_{15} \\
-A_{12}^T & A_{22} & & & \\
-A_{13}^T & A_{33} & & & \\
-A_{14}^T & A_{44} & & & \\
-A_{15}^T & A_{55} & & & \\
\end{bmatrix}
\begin{bmatrix}
\mathbf{E}_{\xi_1} \left[ \mathbf{J}_n \frac{\partial \xi_1}{\partial x_m} \right] + \left[ \mathbf{J}_n \frac{\partial \xi_1}{\partial x_m} \right] \mathbf{E}_{\xi_1} \\
\end{bmatrix}
\]

where

\[
A_{11} \equiv \left\{ S_L \xi_1 \left[ \mathbf{J}_n \frac{\partial \xi_1}{\partial x_m} \right] + \left[ \mathbf{J}_n \frac{\partial \xi_1}{\partial x_m} \right] S_L \xi_1 \right\},
\]

\[
A_{1f} \equiv \left\{ S_L \xi_1 \left[ \mathbf{J}_n \frac{\partial \xi_1}{\partial x_m} \right] + \left[ \mathbf{J}_n \frac{\partial \xi_1}{\partial x_m} \right] S_L \xi_1 \right\}, \quad f = 1, 2, 3, 4.
\]

The highlighted terms are responsible for the weak coupling in the discrete GCL constraints. Note that these can be replaced with any design order quantities. The approach taken here to decouple the discrete GCL conditions is to zero the terms associated with the surface metrics on the element L, i.e., the terms \( \left[ \mathbf{J}_n \frac{\partial \xi_1}{\partial x_m} \right]_L \) and to specify the terms on the \( R_f \) elements, i.e., \( \left[ \mathbf{J}_n \frac{\partial \xi_1}{\partial x_m} \right]_{R_f} \).

Remark 2 In contrast to the $p$-adaptation case [17,18,16], we do not use surface metric terms from both sides of the element. This is because using surface metric terms from the L element results in a coupled system of equations for the GCL conditions (22).

The action of the interface coupling is illustrated in Fig. 2. Using the above
(a) Original macro (non SBP) $\tilde{D}_{\xi_1}$ operator without coupling.

(b) Modified SBP macro element operator $\tilde{D}_{\xi_1}$.

(c) SBP macro element $\tilde{D}_{\xi_1}$ organized in lexicographical order.

Fig. 2: Non-zero pattern of the various macro $\tilde{D}_{\xi_1}$ operators.

approach, the discrete GCL conditions (22) become (where contributions from the boundary SATs have been ignored)

\[
\sum_{i=1}^{3} D_{\xi_1}^L \left[ \tilde{J}_n \frac{\partial \tilde{\xi}_1}{\partial x_m} \right]_{L} \mathbf{1}_L = \\
\frac{\Delta R_f \Delta R_f}{4} \left( P_L^T \right)^{-1} \left\{ R_L \left( P_L^{(1D)} \otimes P_L^{(1D)} \right) R_L \left[ \tilde{J}_n \frac{\partial \tilde{\xi}_1}{\partial x_m} \right]_{L} \right\} \mathbf{1}_L \\
- \frac{\Delta R_f \Delta R_f}{4} \left( P_L^T \right)^{-1} \sum_{j=1}^{4} \left\{ R_L^T \left( P_L^{(1D)} \otimes P_L^{(1D)} \right) I_{R_f,\text{to}L} \left[ \tilde{J}_n \frac{\partial \tilde{\xi}_1}{\partial x_m} \right]_{R_f} \right\} \mathbf{1}_{R_f},
\]

(24)
\[\sum_{l=1}^{3} D_{R_f}^{l} \left[ \frac{\partial \xi_l}{\partial x_m} \right]_{R_f} = \]

\[\Delta R_f \left[ \frac{\partial \xi_1}{\partial x_m} \right]_{R_f} \left( \mathbf{p}^{R_f} \right)^{-1} \left\{ R_{R_f}^{T} \left( \mathbf{p}^{(1D)}_{R_f} \otimes \mathbf{p}^{(1D)}_{R_f} \right) R_{R_f} \left[ \frac{\partial \xi_1}{\partial x_m} \right]_{R_f} \right\} \mathbf{1}_{R_f} \]

\[+ \frac{\Delta R_f \Delta R_f}{4} \left( \mathbf{p}^{R_f} \right)^{-1} \left\{ R_{R_f}^{T} \left[ \frac{\partial \xi_1}{\partial x_m} \right]_{R_f} \left( \mathbf{p}^{(1D)}_{R_f} \right)^{2} \left( \mathbf{L}_{toL} \mathbf{R}_{f} \otimes \mathbf{p}^{(1D)}_{R_f} \right) \mathbf{R}_{L} \right\} \mathbf{1}_{L}, \]

\[(25)\]

where

\[\mathbf{R}_{L} \equiv \left( e_{N}^{l} \right)^{T} \otimes \mathbf{I}_{L} \otimes \mathbf{I}_{L}, \quad \mathbf{R}_{R_f} \equiv \left( e_{l}^{R_f} \right)^{T} \otimes \mathbf{I}_{R_f} \otimes \mathbf{I}_{R_f}.\]

The matrices \( \left[ \frac{\partial \xi_1}{\partial x_m} \right]_{R_f} \) are of size \( N_{R_f}^{2/3} \times N_{R_f}^{2/3} \) and their diagonal elements are approximations to the metrics on the surface nodes of element \( R_f \) at the shared interface. In order to decouple the five systems of equations in (24) and (25) the terms in \( \left[ \frac{\partial \xi_1}{\partial x_m} \right]_{R_f} \) need to be specified, for example, using the analytic metrics, which is the approach taken in this paper. For later use, we introduce notation for the macro element \( \tilde{D}_{l,m} \) which is the macro element operator constructed as described above for the metric terms \( \frac{\partial \xi_1}{\partial x_m} \).

The next section reviews how to construct the metrics so that the discrete GCL conditions (24) and (25) are satisfied.

### 3.4 Metric solution mechanics

This section details the approximation of the metric terms so that entropy stability and free-stream preservation are maintained. There are two sets of metrics that need to be approximated, the volume metrics and the surface metrics. What needs to be satisfied are the discrete GCL equations (24) and (25), which are recast below in a form that is more convenient for developing a solution procedure. Thus, multiplying the discrete GCL constraints by \(-1\), using the SBP property \( Q = -Q^{T} + E \), and simplifying the expressions gives

\[\sum_{i=1}^{3} \left( Q_{\xi_{L}}^{i} \right)^{T} \left[ \frac{\partial \xi_{L}}{\partial x_m} \right]_{L} \mathbf{1}_{L} = \]

\[\frac{\Delta R_f \Delta R_f}{4} \sum_{f=1}^{4} \left\{ \mathbf{R}_{L}^{f} \left( \mathbf{P}_{L}^{(1D)} \right)_{R_{f}toL} \otimes \mathbf{P}_{L}^{(1D)}_{R_{f}toL} \left[ \frac{\partial \xi_{1}}{\partial x_m} \right]_{R_{f}} \right\} \mathbf{1}_{R_{f}}, \]

\[(26)\]
\[
\sum_{l=1}^{3} Q_{\xi_l}^{R_f} \begin{bmatrix} \hat{\kappa} & \partial \xi_1 \\ \partial \xi_2 & \partial \xi_3 \end{bmatrix} R_f \begin{bmatrix} 1_{R_f} \\ - \frac{A_{R_f}}{4} \left( B_{R_f} \right)^{-1} \left( R_f^T \begin{bmatrix} \hat{\kappa} & \partial \xi_1 \\ \partial \xi_2 & \partial \xi_3 \end{bmatrix} R_f \right)^{\dagger} \left( P_{R_f}^{(1D)} \right)_L \otimes P_{R_f}^{(1D)} \right)_L \right) \left( 1_{R_f} \right).
\]

where \( I_{R_f} \) is an identity matrix of size \( N_{R_f}^{1/3} \times N_{R_f} \) and \( N_{R_f} \) is the total number of nodes in element \( R_f \).

Note that the contributions from the \( E_{\xi_l} \) from the left-hand side (i.e., coming from the step \( Q = -Q^T + \Theta \)) related to the boundaries of the macro element are ignored. This contributions interact with the boundary SATs in the same way as the interface does.

The metric terms in Eq. (26) and Eq. (27) are set by solving a strictly convex quadratic optimization problem, based on the algorithm proposed in Crean et al. [12] (see also [18,16]). Here the procedure is exemplified in terms of the discrete GCL system on the L element:

\[
\min_{a_{m}^L, a_{m, \text{target}}^L} \frac{1}{2} \left( a_{m}^L - a_{m, \text{target}}^L \right)^T \left( a_{m}^L - a_{m, \text{target}}^L \right),
\]

subject to \( M^L a_{m}^L = c_m^L \), \( m = 1, 2, 3 \),

where the vectors \( a_{m}^L, a_{m, \text{target}}^L \) are the optimized and target volume metric terms, respectively. Herein, the analytic metric terms are the target volume metrics. Furthermore,

\[
\left( a_{m}^L \right)^T \equiv I_L^T \left[ \begin{bmatrix} \hat{\kappa} & \partial \xi_1 \\ \partial \xi_2 & \partial \xi_3 \end{bmatrix} L, \begin{bmatrix} \hat{\kappa} & \partial \xi_1 \\ \partial \xi_2 & \partial \xi_3 \end{bmatrix} L \right],
\]

\[
M^L \equiv \left[ \begin{bmatrix} Q_{\xi_1}^L \end{bmatrix}^T, \begin{bmatrix} Q_{\xi_2}^L \end{bmatrix}^T, \begin{bmatrix} Q_{\xi_3}^L \end{bmatrix}^T \right],
\]

and

\[
c_m^L \equiv \frac{\Delta_{Q_{\xi_l}}^L}{4} \left\{ R_L^L \left( P_{L}^{(1D)} I_{L,tol} \right) \otimes P_{L}^{(1D)} I_{L,tol} \right) \begin{bmatrix} \hat{\kappa} & \partial \xi_1 \\ \partial \xi_2 & \partial \xi_3 \end{bmatrix} R_L^L \right\} 1_{R_f},
\]

with \( a_{m}^L \) of size \( 3N_L \times 1 \), \( M^L \) of size \( N_L \times 3N_L \), and \( c_m^L \) of size \( N_L \times 1 \), where \( N_L \) is the total number of nodes in element \( L \). The optimal solution, in the Cartesian 2-norm, is given by (see Proposition 1 in Crean et al. [12])

\[
a_m^L = a_{m, \text{target}}^L - \left( M^L \right)^\dagger \left( M^L a_{m, \text{target}}^L - c_m^L \right),
\]

where \( (M^L)^\dagger \) is the Moore–Penrose pseudo inverse of \( M^L \). This pseudo inverse is computed using a singular value decomposition of \( M^L \):

\[
M^L = U^L \Sigma^L \left( V^L \right)^T, \quad \left( M^L \right)^\dagger = V^L \left( \Sigma^L \right)^\dagger \left( U^L \right)^T.
\]
The unitary matrix $U^L$ is of size $N^L \times N^L$, $\Sigma^L$ is a diagonal matrix of size $N^L \times N^L$ containing the singular values of $M^L$, and $(V^L)^T$ is of size $N^L \times 3N^L$ with orthonormal rows. The optimal solution $a^L_m$ given by (29) satisfies the discrete GCL relations (26) if the following constraint is satisfied:

$$1^L_m c^L_m = 0. \quad (30)$$

The constraint (30) is a discrete approximation to the integral of the GCL equations over the domain $\hat{\Omega}^L$, i.e.

$$1^T_m c^L_m \approx \int_{\hat{\Omega}^L} \sum_{l=1}^3 \frac{\partial}{\partial \hat{\xi}_l} \left( \hat{J}_\kappa \frac{\partial \hat{\xi}_l}{\partial x_m} \right) d\hat{\Omega} = \int_{\hat{\Gamma}^L} \sum_{l=1}^3 \hat{J}_\kappa \frac{\partial \hat{\xi}_l}{\partial x_m} n^L_{\hat{\xi}_l} d\Gamma = 0. \quad (31)$$

In fact, our approach is to specify the surface metric terms $\left[ \hat{J}_\kappa \frac{\partial \hat{\xi}_l}{\partial x_m} \right]_{R_f}$ such that $1^T_m c^L_m$ is exactly equal to the surface integral term on the RHS of (31).

The constraint (30) arises because $M^L$ has one zero singular value associated with the constant singular vector. This implies that in order for (26) to have an exact solution, $c^L_m$ must be orthogonal to the constant vector (see [18] for a complete discussion). The next theorem is one of the main results of this work and gives the conditions on the analytic metric terms so that the constraint (30) is satisfied.

**Theorem 3** If the analytic metric terms used to populate $\left[ \hat{J}_\kappa \frac{\partial \hat{\xi}_l}{\partial x_m} \right]_{R_f}$ are at most the degree of the weakest cubature rule involved in the nonconforming interface, then the constraints (30) are satisfied.

**Proof** The proof follows from the accuracy of the interpolation operators and the associated cubature rules interacting at the nonconforming interface.

Thus far, the concentration has been on nonconforming faces. For nonconforming elements (i.e., elements that have at least one nonconforming face), on conforming faces the surface metric terms that appear in the discrete GCL (26) and (27) are taken as the surface metric terms of the adjoining face. The metric terms of the adjoining face are approximated using a standard approach, such as that of Vinokur and Yee [50] or Thomas and Lombard [49], and Theorem 2 of Ref. [18] guarantees that metric terms computed in this way satisfy the constraint (30).

### 4 Nonlinearly stable schemes: Viscous Burgers’ equation

The general $h/p$-nonconforming machinery presented in the previous section will be applied to the compressible Navier–Stokes equations in Section 5. However, in order for the resulting discretization to have the telescoping property, and therefore nonlinear stability, necessitates special nonlinear approximations that lead to this property. In this section, the required Hadamard derivative formulation is exemplified using the simple viscous Burgers’ equation.

The viscous Burgers’ equation and its canonically split form are

$$\frac{\partial U}{\partial t} + \frac{\partial \left( U^2 \right)}{\partial x_1} = \frac{\partial^2 U}{\partial x_1^2} ; \quad \frac{\partial U}{\partial t} + \frac{1}{3} \frac{\partial}{\partial x_1} \left( U^2 \right) + \frac{U}{3} \frac{\partial U}{\partial x_1} = \frac{\partial^2 U}{\partial x_1^2}, \quad (32)$$
where, as in the convection-diffusion equation, the splitting is on the inviscid terms. Applying an energy analysis to the split form of (32) gives (for details see, for example, [9])

\[
\frac{1}{2} \frac{d\|U\|_2^2}{dt} + \oint_{\Gamma} \frac{\partial U}{\partial x_1} n_{x_1} d\Gamma = \oint_{\Omega} \left( \frac{\partial U}{\partial x_1} \right)^2 d\Omega, \|U\|_2^2 \equiv \int_{\Omega} U^2 d\Omega. \tag{33}
\]

The semi-discrete proof of stability that will be constructed shortly follows the continuous proof in a discrete sense such that when contracted by \(u^T\), i.e., the discrete analogue of multiplying by the solution and integrating in space, the result is the sum of spatial terms that telescope to the boundaries.

Ignoring the imposition of boundary conditions (i.e., SATs) and concentrating on a single element, then the discretization of (32) with SBP operators is given as

\[
\frac{du}{dt} + \frac{1}{3} D_{x_1} \text{diag} (u) u + \frac{1}{3} \text{diag} (u) D_{x_1} u = D_{x_1} \Theta, \quad \Theta \equiv D_{x_1} u. \tag{34}
\]

Multiplying (34) by \(u^T\) results in

\[
\frac{1}{2} \frac{du^T u}{dt} + \frac{1}{3} \left( u^3 \left( N \right) - u^3 \left( 1 \right) \right) = u^T E_{x_1} D_{x_1} u - u^T D_{x_1}^T P D_{x_1} u, \tag{35}
\]

where each term mimics the corresponding term in (33). Furthermore, Eq. (35) has the telescoping property, i.e., the remaining terms are at the boundaries.

Notice that the key to obtaining a telescoping semi-discrete form is the careful discretization of the inviscid terms (in this case using a canonical split form), whereas the viscous terms were directly discretized in strong conservation form.

The discrete inviscid terms in (34) can be recast using the Hadamard derivative formalism. The equivalence between the split form and the Hadamard derivative operators is given as follows

\[
2D_{x_1} \circ F_{x_1} \left( u, u \right) 1 \quad \leftrightarrow \quad \frac{1}{3} D_{x_1} \text{diag} (u) u + \frac{1}{3} \text{diag} (u) D_{x_1} u. \tag{36}
\]

Two components are used to construct the Hadamard derivative operator: first, an SBP derivative operator, and second a two-point flux function related to inviscid flux vector being discretely differentiated. The Hadamard derivative operator combines these two components such that two-point fluxes are constructed between the center point and all other points of dependency within the SBP stencil. The SBP telescoping property [25] results from precise local cancellation of spatial terms and can then be extended directly to nonlinear operators.

In the case of the Burgers’ equation, the two-point flux function that results in an equivalence between the split form and the Hadamard derivative operator is [48, 9]

\[
f_{x_1}^{sc} \left( u^{(i)}, u^{(j)} \right) \equiv \frac{\left\{ \left( u^{(i)} \right)^2 + u^{(i)} u^{(j)} + \left( u^{(j)} \right)^2 \right\}}{6},
\]

where \(u^{(i)}\) and \(u^{(j)}\) are the \(i\)th and \(j\)th components of \(u\). For the purpose of demonstration, a simple SBP operator constructed on the LGL nodes \((-1, 0, 1)\) is
used:

$$D_{x_1} = \begin{bmatrix} -\frac{3}{2} & 2 & -\frac{1}{2} \\ -1 & 0 & 1 \\ \frac{1}{2} & -2 & \frac{3}{2} \end{bmatrix}.$$ 

The two argument Hadamard matrix flux, $F_{x_m}(u, u)$ is given as

$$F_{x_m}(u, u) = \begin{bmatrix} \frac{(u_1^2)}{2} & \frac{(u_1^2 + u_1 u_2 + u_2^2)}{2} & \frac{(u_1^2 + u_1 u_3 + u_3^2)}{2} \\ \frac{(u_2^2)}{2} & \frac{(u_2^2 + u_2 u_3 + u_3^2)}{2} & \frac{(u_2^2 + u_2 u_3 + u_3^2)}{2} \\ \frac{(u_3^2)}{2} & \frac{(u_3^2 + u_3 u_1 + u_1^2)}{2} & \frac{(u_3^2 + u_3 u_2 + u_2^2)}{2} \end{bmatrix}.$$

Thus,

$$D_{x_1} \circ F_{x_m}(u, u) 1 = \begin{bmatrix} \frac{(u_1^2)}{2} & \frac{(u_1^2 + u_1 u_2 + u_2^2)}{2} & \frac{(u_1^2 + u_1 u_3 + u_3^2)}{2} \\ \frac{(u_2^2)}{2} & \frac{(u_2^2 + u_2 u_3 + u_3^2)}{2} & \frac{(u_2^2 + u_2 u_3 + u_3^2)}{2} \\ \frac{(u_3^2)}{2} & \frac{(u_3^2 + u_3 u_1 + u_1^2)}{2} & \frac{(u_3^2 + u_3 u_2 + u_2^2)}{2} \end{bmatrix} \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}.$$ 

The equivalence between the two approaches can be determined via inspection.

The general notation necessary for discretizing the inviscid fluxes of the compressible Navier–Stokes equations is now detailed. Consider the discretization of the Burgers’ equation, the key components are an SBP matrix difference operator, $D_{x_m}$, and a two argument matrix flux function, $F_{x_m}(u_\kappa, u_r)$, which is constructed from diagonal matrices and is defined block-wise as

$$(F_{x_m}(u_\kappa, u_r))(e(i - 1) + 1 : e i, e(j - 1) + 1 : e j) \equiv \text{diag} \left( f_{x_m}^{sc}(u_\kappa^{(i)}, u_r^{(j)}) \right),$$

$$u_\kappa^{(i)} \equiv u_\kappa(e(i - 1) + 1 : e i), \quad u_r^{(j)} \equiv u_r(e(j - 1) + 1 : e j),$$

$$i = 1, \ldots, N_\kappa^3, \quad j = 1, \ldots, N_r^3,$$

where $e$ is the number of equations in the system of PDEs. In the context of the compressible Navier–Stokes equations $e = 5$ and the two argument matrix flux function is of size $(e N_\kappa^3) \times (e N_r^3)$, where $e N_\kappa^3$ and $e N_r^3$ are the total number of entries in the vectors $u_\kappa$ and $u_r$, corresponding the solution variables in elements $\kappa$ and $r$, respectively. Therefore, $u_\kappa^{(i)}$ is the vector of the $e$ solution variables evaluated at the $i_{th}$ node. The vectors $f_{x_m}^{sc}(u_\kappa^{(i)}, u_r^{(j)})$ are constructed from two-point flux functions that are symmetric in their arguments, $u_\kappa^{(i)}, u_r^{(j)}$, and consistent, i.e.,

$$f_{x_m}^{sc}(u_\kappa^{(i)}, u_r^{(j)}) = f_{x_m}^{sc}(u_r^{(j)}, u_\kappa^{(i)}), \quad f_{x_m}^{sc}(u_\kappa^{(i)}, u_\kappa^{(i)}) = F_{x_m}(u_\kappa^{(i)}).$$
where $\mathbf{F}$ is the inviscid flux vector in the $x_m$ Cartesian direction. With the notation defined, the Hadamard differentiation operator for the inviscid flux, $\frac{\partial \mathbf{F}}{\partial x_m}$, is constructed as

$$2D_{x_m} \circ \mathbf{F}(q_\kappa, q_\kappa) 1_\kappa \approx \frac{\partial \mathbf{F}}{\partial x_m} (\mathbf{x}^\kappa),$$

where $\mathbf{x}^\kappa$ is the vector of vectors containing the nodal coordinates. The resulting approximation has equivalent order properties as constructing an approximation to the derivative of the flux vector directly using an SBP operator $D_{x_m}$ (see Theorem 1 in Crean et al. [12]).

5 Application to the compressible Navier–Stokes equations

Herein, the nonconforming algorithm presented in Section 3 is combined with the mechanics presented in Section 4 to construct an entropy conservative discretization of the compressible Navier–Stokes equations for arbitrary $h/p$-nonconforming meshes. First, the continuous equations and entropy analysis are reviewed in Section 5.1. Second, in Section 5.2, the semi-discrete algorithm is presented and analyzed.

5.1 Review of the continuous entropy analysis

The entropy stable algorithm is constructed by discretizing the skew-symmetric form of the compressible Navier–Stokes equations, with the viscous flux recast in terms of entropy variables. This form of the equations is given as

$$\mathcal{J}(\partial Q_\kappa / \partial t) + \frac{1}{2} \sum_{l,m=1}^{3} \left( \frac{\partial}{\partial \xi_l} \left( \mathcal{J} \frac{\partial \xi_l}{\partial x_m} \mathbf{F}_x \right) + \mathcal{J} \frac{\partial \xi_l}{\partial x_m} \frac{\partial \mathbf{F}_x}{\partial \xi_l} \right)$$

$$- \frac{1}{2} \sum_{l,m=1}^{3} \mathbf{F}_x \frac{\partial}{\partial \xi_l} \left( \mathcal{J} \frac{\partial \xi_l}{\partial x_m} \right) = \sum_{l,a=1}^{3} \frac{\partial}{\partial \xi_l} \left( \hat{C}_{l,a} \frac{\partial \mathbf{W}}{\partial \xi_a} \right),$$

where the last set of terms on the left-hand side are zero by the GCL relations (6). Furthermore,

$$\hat{C}_{l,a} = \mathcal{J} \frac{\partial \xi_l}{\partial x_m} \sum_{m,j=1}^{3} C_{m,j} \frac{\partial \xi_a}{\partial x_j}.$$ (38)

$Q$ is the vector of conserved variables, and $\mathbf{F}_x$ is the inviscid flux vector in the $x_m$ direction. The vector of conserved variables is given by

$$Q = [\rho, \rho \mathbf{U}_1, \rho \mathbf{U}_2, \rho \mathbf{U}_3, \rho \mathcal{E}]^T,$$

where $\rho$ denotes the density, $\mathbf{U} = [U_1, U_2, U_3]^T$ is the velocity vector, and $\mathcal{E}$ is the specific total energy. The inviscid fluxes are given as

$$\mathbf{F}_x = [\rho \mathbf{U}_1, \rho \mathbf{U}_1 U_1 + \delta_{m,1} \mathcal{P}, \rho \mathbf{U}_1 U_2 + \delta_{m,2} \mathcal{P},$$

$$\rho \mathbf{U}_1 U_3 + \delta_{m,3} \mathcal{P}, \rho \mathbf{U}_1 \mathcal{H}]^T,$$
where $P$ is the pressure, $\mathcal{H}$ is the specific total enthalpy and $\delta_{i,j}$ is the Kronecker delta.

The necessary constituent relations are

$$\mathcal{H} = c_p T + \frac{1}{2} \mathbf{U}^T \mathbf{U}, \quad P = \rho R T, \quad R = \frac{R_u M_w}{M_w},$$

where $T$ is the temperature, $R_u$ is the universal gas constant, $M_w$ is the molecular weight of the gas, and $c_p$ is the specific heat capacity at constant pressure. Finally, the specific thermodynamic entropy is given as

$$s = \frac{R}{\gamma - 1} \log \left( \frac{T}{T_\infty} \right) - R \log \left( \frac{\rho}{\rho_\infty} \right), \quad \gamma = \frac{c_p}{c_p - R},$$

where $T_\infty$ and $\rho_\infty$ are the reference temperature and density, respectively.

The viscous fluxes, $\mathbf{F}_V^{x_m}$, have been recast in terms of the entropy variables, $\mathbf{W} \equiv \partial S / \partial \mathbf{Q}$, where $S$ is the entropy function $S \equiv -\rho s$:

$$\mathbf{F}_V^{x_m} = \sum_{j=1}^{3} C_{m,j} \frac{\partial \mathbf{W}}{\partial x_j}. \quad (39)$$

The viscous fluxes written in components are given as

$$\mathbf{F}_V^{x_m} = \begin{bmatrix} 0, \tau_{1,m}, \tau_{2,m}, \tau_{3,m}, \sum_{i=1}^{3} \tau_{i,m} U_i - \kappa \frac{\partial T}{\partial x_m} \end{bmatrix}^T, \quad (40)$$

and the viscous stresses are defined as

$$\tau_{i,j} = \mu \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} - \delta_{i,j} \frac{2}{3} \sum_{n=1}^{3} \frac{\partial U_n}{\partial x_n} \right), \quad (41)$$

where $\mu(T)$ is the dynamic viscosity and $\kappa(T)$ is the thermal conductivity (not to be confused with the choice of parameter for element numbering).

The compressible Navier–Stokes equations have a convex extension, that when integrated over the physical domain, $\Omega$, depends only on the boundary data and negative semi-definite dissipation terms. This convex extension depends on an entropy function, $S$, and it is used to prove the stability in the $L^2$ norm. Here, a brief review of the entropy stability analysis is given. A detailed presentation is available, for instance, in [13,43,9].

Under the assumption that the entropy function $S$ is convex, which is guaranteed if $\rho, T > 0$, then the vector of entropy variables, $\mathbf{W}$, simultaneously contracts all of the inviscid flux as follows:

$$\mathbf{W}^T \frac{\partial \mathbf{F}_{V}^{x_m}}{\partial \mathbf{Q}_l} = \frac{\partial S}{\partial \mathbf{Q}} \frac{\partial \mathbf{F}_V^{x_m}}{\partial \mathbf{Q}} \frac{\partial \mathbf{Q}}{\partial \mathbf{Q}} = \frac{\partial \mathbf{F}_{x_m}}{\partial \mathbf{Q}} \frac{\partial \mathbf{F}_V^{x_m}}{\partial \mathbf{Q}}, \quad l, m = 1, 2, 3, \quad (42)$$

where $\mathbf{F}_{x_m}$ is the entropy flux in the $x_m$ direction.
The entropy stability analysis proceeds by first multiplying (contracting) Eq. (37) by the transpose of the entropy variables, $W^T$.

$$\frac{I}{J_k} W^T \frac{\partial Q}{\partial t} + \frac{1}{2} \sum_{l,m=1}^3 \left( W^T \frac{\partial}{\partial \xi_l} \left( J_k \frac{\partial}{\partial x_m} F_{x_m}^l \right) + J_k \frac{\partial}{\partial x_m} W^T \frac{\partial F_{x_m}^l}{\partial \xi_l} \right) =$$

$$\sum_{l,a=1}^3 W^T \frac{\partial}{\partial \xi_l} \left( \hat{c}_{l,a} \frac{\partial W}{\partial \xi_a} \right).$$

With the help of Eq. (42) and the product rule, the terms $I - IV$ are now simplified:

$$I \equiv J_k \frac{\partial S}{\partial t} = J_k \frac{\partial Q}{\partial t} = J_k \frac{\partial Q}{\partial t},$$

$$II \equiv W^T \frac{\partial}{\partial \xi_l} \left( J_k \frac{\partial}{\partial x_m} F_{x_m}^l \right) = J_k \frac{\partial}{\partial x_m} W^T \frac{\partial F_{x_m}^l}{\partial \xi_l} + J_k \frac{\partial}{\partial \xi_l} \left( J_k \frac{\partial}{\partial x_m} \right),$$

$$III \equiv J_k \frac{\partial}{\partial \xi_l} W^T \frac{\partial F_{x_m}^l}{\partial \xi_l} = J_k \frac{\partial}{\partial \xi_l} \frac{\partial F_{x_m}^l}{\partial \xi_l},$$

$$IV \equiv W^T \frac{\partial}{\partial \xi_l} \left( \hat{c}_{l,a} \frac{\partial W}{\partial \xi_a} \right) = \frac{\partial}{\partial \xi_l} \left( W^T \hat{c}_{l,a} \frac{\partial W}{\partial \xi_a} \right) - \frac{\partial W^T}{\partial \xi_l} \hat{c}_{l,a} \frac{\partial W}{\partial \xi_a}. $$

Substituting Eq. (44) through (47) into (43) results in

$$J_k \frac{\partial S}{\partial t} + \sum_{l,m=1}^3 J_k \frac{\partial}{\partial x_m} F_{x_m}^l + \frac{W^T}{2} \sum_{m=1}^3 \sum_{l=1}^3 \frac{\partial}{\partial \xi_l} \left( J_k \frac{\partial}{\partial x_m} \right) =$$

$$\sum_{l,a=1}^3 \left\{ \frac{\partial}{\partial \xi_l} \left( W^T \hat{c}_{l,a} \frac{\partial W}{\partial \xi_a} \right) - \frac{\partial W^T}{\partial \xi_l} \hat{c}_{l,a} \frac{\partial W}{\partial \xi_a} \right\}. $$

Bringing the metric terms within the derivative on the term $J_k \frac{\partial}{\partial x_m} \frac{\partial F_{x_m}^l}{\partial \xi_l}$ and using the product rule results in

$$J_k \frac{\partial S}{\partial t} + \sum_{l,m=1}^3 \frac{\partial}{\partial \xi_l} \left( J_k \frac{\partial}{\partial x_m} F_{x_m}^l \right) - \sum_{m=1}^3 F_{x_m} \sum_{m=1}^3 \frac{\partial}{\partial \xi_l} \left( J_k \frac{\partial}{\partial x_m} \right) =$$

$$\sum_{l,a=1}^3 \left\{ \frac{\partial}{\partial \xi_l} \left( W^T \hat{c}_{l,a} \frac{\partial W}{\partial \xi_a} \right) - \frac{\partial W^T}{\partial \xi_l} \hat{c}_{l,a} \frac{\partial W}{\partial \xi_a} \right\}. $$
condition [48] where the skew-symmetric split form of the compressible Navier–Stokes equations (37) is given as

$$\frac{\partial \mathbf{F}}{\partial t} + \nabla \cdot \mathbf{u} = S$$

(37)

Thus, the discretization of (37) over the macro element is given as

$$\frac{\partial \mathbf{F}}{\partial t} + \nabla \cdot \mathbf{u} = S$$

(37)

The skew-symmetrically split form of the compressible Navier–Stokes equations (37) is discretized by combining the macro element SBP operator in Section 3.2 with the nonlinear mechanics presented in Section 4. Thus, the discretization of (37) over the macro element is given as

$$\frac{3}{2} \frac{d \mathbf{q}}{dt} + \sum_{i,m=1}^{3} \mathbf{D}_{l,m} \circ \mathbf{F}_{x_m}(\mathbf{q}, \tilde{\mathbf{q}}) \mathbf{i}$$

(52)

$$- \frac{1}{2} \sum_{i,m=1}^{3} \text{diag}(\mathbf{f}^{x_m}) \mathbf{D}_{l,i} \lambda_{l,i} \mathbf{i} = \sum_{i,a=1}^{3} \mathbf{D}_{l,a} \mathbf{C}_{l,a} \mathbf{D}_{l,a} \mathbf{w},$$

(52)

$$\mathbf{q} \equiv \left[ \mathbf{q}_{L}, \mathbf{q}_{R}, \ldots, \mathbf{q}_{i} \right]^T, \quad \mathbf{w} \equiv \left[ \mathbf{w}_{L}, \mathbf{w}_{R}, \ldots, \mathbf{w}_{i} \right]^T,$$

(52)

where \( f^{x_m} \) is a vector of vectors constructed by evaluating \( \mathbf{F}_{x_m} \) at the mesh nodes. Note that the factor of \( \frac{1}{2} \) on the skew-symmetric inviscid volume terms has been absorbed as a result of using the nonlinear operator, e.g., \( 2 \mathbf{D}_{l,i} \circ \mathbf{F}_{x_m}(\mathbf{q}, \tilde{\mathbf{q}}) \mathbf{i} \approx \frac{\partial \mathbf{F}_{x_m}}{\partial \mathbf{C}_{l,i}}(\mathbf{q}, \tilde{\mathbf{q}}) \mathbf{i} \). Furthermore, the flux function matrix, \( \mathbf{F}_{x_m}(\mathbf{q}, \tilde{\mathbf{q}}) \), is constructed using a two-point flux function, \( \mathbf{f}_{x_m}^{\text{sc}}(\mathbf{q}^{(i)}, \tilde{\mathbf{q}}^{(i)}) \), that satisfies the Tadmor’s shuffle condition [48]

$$\left( \tilde{\mathbf{w}}^{(i)} - \mathbf{w}^{(i)} \right) \mathbf{f}_{x_m}^{\text{sc}}(\mathbf{q}^{(i)}, \tilde{\mathbf{q}}^{(i)}) = \tilde{\mathbf{q}}^{(i)} - \mathbf{q}^{(i)},$$

(53)
The $\tilde{D}_{l,m}$ operators are constructed from the scalar conservation law operators developed in Section (3) by tensoring them with an identity matrix, $I_5$, to accommodate the system of five equations. For example,

$$D^L_{\xi_l} \equiv \tilde{D}_{\xi_l} \otimes I_5, \quad D^T_{\xi_l} \equiv \frac{2}{\Delta t} D^{(1D)}_L \otimes I_5 \otimes I_5.$$ 

Similar to the linear stability, entropy stability necessitates that the last set of terms on the left-hand side of (52) be zero and leads to the same set of discrete GCL conditions.

The semi-discrete entropy analysis follows the continuous analysis in a one-to-one fashion. In order to simplify the derivation, the following matrices are introduced:

$$D_m \equiv \sum_{l=1}^{3} \tilde{D}_{l,m}, \quad \tilde{Q}_m \equiv \tilde{P} \tilde{D}_m, \quad \tilde{E}_m \equiv \tilde{Q}_m + \tilde{Q}_m^T.$$ 

Assuming that the discrete GCL conditions are satisfied, (52) becomes

$$j \frac{d\tilde{q}}{dt} + \sum_{m=1}^{3} \tilde{D}_m \circ F_{x_m} (\tilde{q}, \tilde{q}) \tilde{1} = \sum_{l,a=1}^{3} \tilde{D}_{\xi_l} \left[ \tilde{\mathcal{C}}_{l,a} \right] \tilde{D}_{\xi_a} \tilde{w}.$$ 

(54)

Multiplying Eq. (54) by $\tilde{W}^T \tilde{P}$ (the discrete analogue of multiplying by $\mathcal{W}^T$ and integrating over the domain) yields

$$j \tilde{w}^T \tilde{P} \tilde{d} \tilde{q} + \sum_{m=1}^{3} \tilde{w} \tilde{Q}_m \circ F_{x_m} (\tilde{q}, \tilde{q}) \tilde{1} = \sum_{l,a=1}^{3} \tilde{w}^T \tilde{Q}_{\xi_l} \left[ \tilde{\mathcal{C}}_{l,a} \right] \tilde{D}_{\xi_a} \tilde{w}.$$ 

(55)

Taking the transpose of one half of the volume term on the left-hand side of Eq. (55), using the SBP property $Q = -Q^T + E$, and the symmetry of the two-point flux function matrix, results in

$$j \tilde{w}^T \tilde{P} \frac{d\tilde{q}}{dt} + \frac{1}{2} \sum_{m=1}^{3} \left( \tilde{w} \tilde{Q}_m \circ F_{x_m} (\tilde{q}, \tilde{q}) \tilde{1} \right) - \tilde{1}^T \tilde{Q}_m \circ F_{x_m} (\tilde{q}, \tilde{q})^T \tilde{w}$$

$$+ \tilde{1}^T \tilde{E}_m \circ F_{x_m} (\tilde{q}, \tilde{q})^T \tilde{w} =$$

$$\sum_{l,a=1}^{3} \tilde{w}^T \tilde{E}_{\xi_l} \left[ \tilde{\mathcal{C}}_{l,a} \right] \tilde{D}_{\xi_a} \tilde{w} - \sum_{l,a=1}^{3} \tilde{w}^T \tilde{D}_{\xi_l}^T \tilde{P} \left[ \tilde{\mathcal{C}}_{l,a} \right] \tilde{D}_{\xi_a} \tilde{w}.$$ 

(56)

To further reduce the left-hand side terms requires the following theorem (this is Theorem 8 in [16] and the proof is given in Appendix D of that document):

**Theorem 4** Consider the matrix of $\tilde{\mathcal{A}}$ of size $N_\kappa \times N_r$ with a tensor extension $\tilde{A} \equiv \tilde{A} \otimes I_5$, and a two argument matrix flux function $F_{x_m} (q_k, q_r)$ constructed from the two-point flux function $f_{x_m}^{sc} (q^{(i)}_k, q^{(j)}_r)$ that satisfies the Tadmor’s shuffle condition

$$\left( w_k^{(i)} - w_r^{(j)} \right)^T f_{x_m}^{sc} (q^{(i)}_k, q^{(j)}_r) = (\psi_{x_m}^{\kappa})^{(i)} - (\psi_{x_m}^{\kappa})^{(j)}$$

and is symmetric, i.e., $f_{x_m}^{sc} (q^{(i)}_k, q^{(j)}_r) = f_{x_m}^{sc} (q^{(j)}_r, q^{(i)}_k)$, then

$$w_r (A) \circ F_{x_m} (q_k, q_r) \tilde{1}_r - \tilde{1}_r^T A \circ F_{x_m} (q_k, q_r) w_r = (\psi_{x_m}^{\kappa})^T \tilde{A} \tilde{r} - \tilde{r}^T \tilde{A} \psi_{x_m}^{\kappa}.$$
Applying Theorem 4 to the volume terms on the left-hand side of Eq. (56) yields

\[
\hat{\mathbf{w}} \frac{d \hat{\mathbf{q}}}{dt} + \frac{1}{2} \sum_{m=1}^{3} \left\{ \left( \psi_{x_m} \right)^T \overline{Q}_m \mathbf{T} - \mathbf{T}^T \overline{Q}_m \tilde{\psi}_{x_m} + \mathbf{T}^T \tilde{\mathbf{E}}_m \circ \mathbf{F}_{x_m} \left( \hat{\mathbf{q}}, \hat{\mathbf{q}} \right)^T \hat{\mathbf{w}} \right\} = \\
\frac{3}{l, a=1} \mathbf{w}^T \xi \left[ \mathbf{C}_{l, a} \right] \mathbf{D}_{\xi a} \hat{\mathbf{w}} - \frac{3}{l, a=1} \mathbf{w}^T \xi \left[ \mathbf{C}_{l, a} \right] \mathbf{D}_{\xi a} \hat{\mathbf{w}}.
\]

(57)

The term \( \overline{Q}_m \mathbf{T} \) is zero by the discrete GCL conditions and the consistency of the derivative operator (\( \mathbf{D}^1 = 0 \)) and for the same reasons \( \mathbf{T}^T \overline{Q}_m = \mathbf{T}^T \tilde{\mathbf{E}}_m \). Therefore, after some rearrangements Eq. (58) reduces to

\[
\hat{\mathbf{w}} \frac{d \hat{\mathbf{q}}}{dt} = -\frac{1}{2} \sum_{m=1}^{3} \left\{ -\mathbf{T}^T \tilde{\mathbf{E}}_m \hat{\psi}_{x_m} + \mathbf{T}^T \tilde{\mathbf{E}}_m \circ \mathbf{F}_{x_m} \left( \hat{\mathbf{q}}, \hat{\mathbf{q}} \right)^T \hat{\mathbf{w}} \right\} \\
+ \frac{3}{l, a=1} \mathbf{w}^T \xi \left[ \mathbf{C}_{l, a} \right] \mathbf{D}_{\xi a} \hat{\mathbf{w}} - \frac{3}{l, a=1} \mathbf{w}^T \xi \left[ \mathbf{C}_{l, a} \right] \mathbf{D}_{\xi a} \hat{\mathbf{w}}.
\]

(58)

The right-hand side of (58) contains surface terms (those constructed from the \( \mathbf{E} \) matrices) and viscous dissipation terms (the last set of terms). The surface terms can be decomposed into the contributions of the separate surfaces of the element (node-wise). The entropy conservation of the algorithm follows immediately for periodic problems because these terms would cancel out with the contributions from the coupling SATs. For general boundary conditions, appropriate SATs need to be constructed so that an entropy inequality or equality is attained (see, for example, [37, 44, 14]).

6 Interface dissipation and boundary SATs

In order to render the entropy conservative scheme entropy stable, interface dissipation is added. The numerical dissipation added for the inviscid SATs (i.e., added to the right-hand side of the discretization) is motivated by a Roe approximate Riemann solver (for a detailed discussion see [4, 36, 18, 16]). The inviscid dissipation for element \( L \) is given as

\[
diss_L \equiv -\left( \mathbf{P}^L \right)^{-1} \mathbf{R}_L \mathbf{P}^L_{x, \xi} \left\{ \sum_{j=1}^{4} \mathbf{I}_{R_{j, toL}} \left| \frac{\partial \mathbf{F}^j}{\partial \mathbf{W}} \right|_{R_{j}} \left( \mathbf{I}_{L_{toR_j}} \mathbf{R}_L \mathbf{w}_L - \mathbf{R}_R \mathbf{w}_R \right) \right\},
\]

(59)

where

\[
\mathbf{R}_L \equiv \left( \mathbf{e}^L_{N_L} \right)^T \otimes \mathbf{I}_L \otimes \mathbf{I}_L \otimes \mathbf{I}_L,
\]

\[
\mathbf{P}^L_{x, \xi} \equiv \frac{\mathbf{A}^L_{\xi} \mathbf{A}^L_{\xi}}{4} \mathbf{P}^L_{(1D)} \otimes \mathbf{P}^L_{(1D)} \otimes \mathbf{I}_L,
\]

\[
\mathbf{I}_{R_{j, toL}} \equiv \mathbf{I}_{R_{j, toL}} \otimes \mathbf{I}_{R_{j, toL}} \otimes \mathbf{I}_L,
\]

\[
\mathbf{I}_{L_{toR_j}} \equiv \mathbf{I}_{L_{toR_j}} \otimes \mathbf{I}_{L_{toR_j}} \otimes \mathbf{I}_L,
\]

\[
\mathbf{R}_R \equiv \left( \mathbf{e}^R_{1} \right)^T \otimes \mathbf{I}_R \otimes \mathbf{I}_R \otimes \mathbf{I}_L.
\]
The inviscid dissipation term for the \( R_f \) element is constructed as

\[
diss_{R_f} \equiv - \left( P_f^R \right)^{-1} R_{R_f}^T P_{R_f}^R \frac{\partial F_f^{\hat{\xi}_1}}{\partial W} \left|_{R_f} \right. (R_{R_f} w_{R_f} - I_{\text{LtoR}_f} R_L w_L), \tag{60}
\]

where

\[
\left| \frac{\partial F_f^{\hat{\xi}_1}}{\partial W} \right|_{R_f} \equiv Y |A| Y^T.
\]

The matrices \( Y \) and \( A \) are block diagonal matrices constructed by assembling the point-wise 5 \( \times \) 5 matrices obtained from the decomposition of the Jacobian matrix of \( F \) with respect to \( W \) and evaluated at the Roe-averaged of two states. In particular, \( \left| \frac{\partial F_f^{\hat{\xi}_1}}{\partial W} \right|_{R_f} \) is constructed from the Roe averaged states of \( I_{\text{LtoR}_f} q_L \) and \( q_{R_f} \).

Next, a theorem on the accuracy, stability, element-wise conservation, and free-stream preservation of the inviscid dissipation term is presented.

**Theorem 5** The dissipation terms (59) and (60) are of order \( \min (p_L, p_{R_1}, \ldots, p_{R_f}) + 3 \), lead to an entropy stable inviscid scheme and have no impact on element-wise conservation or free-stream preservation.

**Proof** The proofs are similar to those in Ref. [18,16] and are omitted for brevity.

The viscous interface dissipation terms (interior penalty terms) take the following form:

\[
\begin{align*}
I_{L}^R & \equiv - \left( P^L \right)^{-1} R_{L}^T P_{L}^R \left( \tilde{C}^{R_f}_{1,1}(I_{\text{LtoR}_f} R_L w_L - R_f w_{R_f}) \right), \tag{61} \\
I_{R}^R & \equiv - \left( P^R \right)^{-1} R_{R_f}^T P_{R_f}^R \left( \tilde{C}^{R_f}_{1,1}(R_{R_f} w_{R_f} - I_{\text{LtoR}_f} R_L w_L) \right), \tag{62}
\end{align*}
\]

where

\[
\tilde{C}^{R_f}_{1,1} \equiv \frac{1}{2} \left\{ \tilde{C}_{1,1} (I_{\text{LtoR}_f} R_L q_L) + \tilde{C}_{1,1} (R_{R_f} q_{R_f}) \right\},
\]

and the diagonal matrix \( J_{R_f} \) has the metric Jacobian associated with surface of element \( R_f \) along its diagonal. The next theorem summarizes the properties of the viscous dissipation terms.

**Theorem 6** The dissipation terms (61) and (62) are of order \( \min (p_L, p_{R_1}, \ldots, p_{R_f}) + 3 \), lead to an entropy stable viscous scheme and have no impact on free-stream preservation.

**Proof** The proofs are similar to those in Ref. [17] and are omitted for brevity.

In Section 7, four problems are used to characterize the \( h/p \) nonconforming algorithm: 1) the propagation of an isentropic vortex, 2) the propagation of a viscous shock, 3) the Taylor–Green vortex problem, and 4) the turbulent flow past a sphere. In all cases, the boundary conditions are weakly imposed by using the same type of mechanics as for the interface SATs discussed in this section (for details see [37,14]).
7 Numerical experiments

In this section, we verify that the proposed \( h/p \)-algorithm retains the accuracy and robustness of the conforming algorithm [4,37,10].

The unstructured grid \( h/p \)-adaptive solver used herein has been developed at the Extreme Computing Research Center (ECRC) at KAUST on top of the Portable and Extensible Toolkit for Scientific computing (PETSc) [2], its mesh topology abstraction (DMPLEX) [30] and salable ordinary differential equation (ODE)/differential algebraic equations (DAE) solver library [1]. The \( p \)-refinement algorithm is fully implemented in the unstructured solver whereas the \( h \)-refinement strategy leverages the capabilities of the p4est library [3]. Additionally, the conforming numerical solver is based on the algorithms proposed in [4,37,10]. The systems of ODEs arising from the spatial discretizations are integrated using the fourth-order accurate Dormand–Prince method [22] endowed with an adaptive time stepping technique based on digital signal processing [41,42]. To make the temporal error negligible, a tolerance of \( 10^{-8} \) is always used for the time-step adaptivity.

The errors are computed using volume scaled (for the \( L^1 \) and \( L^2 \) norms) discrete norms as follows:

\[
||u||_{L^1} = \Omega_c^{-1} \sum_{\kappa=1}^{K} P^\kappa J_{\kappa} \text{abs}(u_{\kappa}),
\]

\[
||u||_{L^2} = \Omega_c^{-1} \sum_{\kappa=1}^{K} u_{\kappa} P^\kappa J_{\kappa} u_{\kappa},
\]

\[
||u||_{L^\infty} = \max_{\kappa=1\ldots K} \text{abs}(u_{\kappa}),
\]

where \( \Omega_c \) is the volume of \( \Omega \) computed as \( \Omega_c \equiv \sum_{\kappa=1}^{K} P^\kappa J_{\kappa} 1_\kappa \).

7.1 Isentropic Euler vortex propagation

For verification and characterization of the inviscid components of the algorithm, the propagation of an isentropic vortex is used. This benchmark problem has an analytical solution which is given by

\[
G(x_1, x_2, x_3, t) = 1 - \left\{ \left( (x_1-x_{1,0}) - U_{\infty} \cos(\alpha) t \right)^2 + \left( (x_2-x_{2,0}) - U_{\infty} \sin(\alpha) t \right)^2 \right\},
\]

\[
\rho = T^{-\frac{1}{2}},
\]

\[
U_1 = U_{\infty} \cos(\alpha) - \epsilon_\nu \frac{(x_2-x_{2,0}) - U_{\infty} \sin(\alpha) t}{2\pi} \exp \left( \frac{G}{2} \right),
\]

\[
U_2 = U_{\infty} \sin(\alpha) - \epsilon_\nu \frac{(x_1-x_{1,0}) - U_{\infty} \cos(\alpha) t}{2\pi} \exp \left( \frac{G}{2} \right),
\]

\[
U_3 = 0,
\]

\[
T = \left[ 1 - \epsilon_\nu^2 M_{\infty}^2 \frac{\gamma-1}{8\pi^2} \exp(G) \right],
\]
where $U_\infty$, $M_\infty$, and $(x_{1,0}, x_{2,0}, x_{3,0})$ are the modulus of the free-stream velocity, the free-stream Mach number, and the vortex center, respectively. In this paper, the following values are used: $U_\infty = M_\infty c_\infty$, $\epsilon_\nu = 5$, $M_\infty = 0.5$, $\gamma = 1.4$, $\alpha = 45^\circ$, and $(x_{1,0}, x_{2,0}, x_{3,0}) = (0, 0, 0)$. The computational domain is

$$x_1 \in [-5, 5], \quad x_2 \in [-5, 5], \quad x_3 \in [-5, 5], \quad t \in [0, 2].$$

The analytical solution is used to furnish data for the initial condition.

First, we report on the results aimed at validating the entropy conservation properties of the interior domain SBP-SAT algorithm. Thus, periodic boundary conditions are used on all six faces of the computational domain. Furthermore, all the dissipation terms used for the interface coupling are turned off. The discrete integral over the volume of the time rate of change of the entropy function, $\int_\Omega \frac{\partial S}{\partial t} d\Omega$, is monitored at every time step. This means that at each time step the compressible Euler equations are multiplied by the discrete entropy variables to construct the discrete analog of the right-hand side of (51).

We subdivide the computational domain using ten hexahedrons in each coordinate direction. Subsequently, we split random cells in the mesh using one or two levels of $h$-refinement. Then, we assign the solution polynomial degree in each element to a random integer chosen uniformly from the set $\{2, 3, 4, 5\}$ (i.e., each member in the set has an equal probability of being chosen). To test the conservation of entropy and therefore the free-stream condition when curved element interfaces are used we construct the the LGL collocation point coordinates at element interfaces\(^1\) as follows:

- Construct a mesh using a $p_i$th-order polynomial approximation for the element interfaces.
- Perturb the nodes that are used to define the $p_i$th-order polynomial approximation of the element interfaces as follows:

  $$x_1 = x_{1,*} + \frac{1}{15} L_1 \cos (a) \cos (3b) \sin (4c),$$
  $$x_2 = x_{2,*} + \frac{1}{15} L_2 \sin (4a) \cos (3b) \cos (c),$$
  $$x_3 = x_{3,*} + \frac{1}{15} L_3 \cos (3a) \sin (4b) \cos (c),$$

  where,

  $$a = \frac{\pi}{L_1} \left( x_{1,*} - \frac{x_{1,H} + x_{1,L}}{2} \right),$$
  $$b = \frac{\pi}{L_2} \left( x_{2,*} - \frac{x_{2,H} + x_{2,L}}{2} \right),$$
  $$c = \frac{\pi}{L_3} \left( x_{3,*} - \frac{x_{3,H} + x_{3,L}}{2} \right).$$

  The symbols $L_1$, $L_2$, and $L_3$ represent the dimensions of the computational domain in the three coordinate directions and the sub-script * indicates the unperturbed coordinate of the nodes. This step yields a perturbed $p_i$th-order polynomial.

\(^1\) In a general setting, element interfaces can also be boundary element interfaces.
Compute the coordinate of the LGL points at the element interface by evaluating the perturbed \( p_i \)th-order polynomial at the LGL points used to define the cell solution polynomial of order \( p_s \).

Herein, we use \( p_i = 2 \). Figure 3a shows a cut of the mesh where each cell is colored according to the solution polynomial degree assigned to it. Curved element interfaces are clearly visible.

The propagation of the vortex is simulated for two time units. Figure 3b plots the integral over the volume of the time derivative of the entropy function. We can see that the global variation of the discrete time rate of change of \( S \) is practically zero (i.e., machine double precision). This implies that the nonconforming algorithm is entropy conservative.

Second, we perform a grid convergence study to investigate the order of convergence of the \( h/p \)-adaptive approach. The base grid (labeled with “0” in the first column of following tables) is constructed as follow:

- Divide the computational domain with four hexahedral elements in each coordinate direction.
- Refine random elements by using one or two levels of \( h \)-refinement.
- Assign the solution polynomial degree in each element to a random integer chosen uniformly from the set \( \{ p_s, p_s + 1 \} \).
- Approximate the curved element interfaces with a \( p_s \)th-order accurate polynomial.
- Construct the perturbed elements and their corresponding LGL points as described previously.

From the base grid, which is similar to the one depicted in Figure 3a, a sequence of nested grids is then generated to perform the convergence study. The results are reported in Tables 1 through 4 for the error on the density. The number listed in the first column denoted by “Levels” indicates the number of uniform refinements in each coordinate direction.

For all the degree tested (i.e. \( p = 1 \) to \( p = 5 \)), the order of convergence of the conforming and nonconforming algorithms is very similar. However, note that in the \( L^1 \) and \( L^2 \) norms the nonconforming algorithm is more accurate than the conforming one. In the discrete \( L^\infty \) norm, the nonconforming scheme is sometimes slightly worse than the conforming scheme; this most likely results from the fact that the interpolation matrices are sub-optimal.
7.2 Viscous shock propagation

Next we study the propagation of a viscous shock using the compressible Navier–Stokes equations. We assume a planar shock propagating along the $x_1$ coordinate direction with a Prandtl number of $Pr = 3/4$. The exact solution of this problem
Table 4: Convergence study of the isentropic vortex propagation: two levels of $h$-refinement, $p = 4$ and $p = 5$; density error.

| Levels | $L^1$ Rate | $L^2$ Rate | $L^\infty$ Rate | $L^1$ Rate | $L^2$ Rate | $L^\infty$ Rate |
|--------|------------|------------|-----------------|------------|------------|-----------------|
| 0      | 7.34E-03  | -1.56E-04 | -9.92E-02       | 7.48E-05  | -1.56E-04 | -5.15E-06       |
| 1      | 1.70E-04  | -3.78E-04 | -9.92E-02       | 2.20E-06  | -5.16E-04 | -4.21E-03       |
| 2      | 6.07E-06  | -4.81E-06 | -9.92E-02       | 6.76E-08  | -5.02E-04 | -4.10E-03       |
| 3      | 1.99E-07  | -4.93E-07 | -9.92E-02       | 2.08E-09  | -5.04E-04 | -3.86E-03       |
| 4      | 7.11E-09  | -4.97E-09 | -9.92E-02       | 6.61E-11  | -5.06E-04 | -3.81E-03       |

Conforming, $p = 4$ and nonconforming, $p = 5$.

The momentum $\mathcal{V}(x_1)$ satisfies the ODE

$$\alpha \frac{\partial \mathcal{V}}{\partial x_1} - (\mathcal{V} - 1)(\mathcal{V} - \mathcal{V}_f) = 0; \quad -\infty \leq x_1 \leq +\infty, \quad t \geq 0,$$

whose solution can be written implicitly as

$$x_1 = \frac{1}{2} \alpha \left( \log \left| \frac{(\mathcal{V}(x_1) - 1)(\mathcal{V}(x_1) - \mathcal{V}_f)}{1 - \mathcal{V}_f} \right| \right),$$

$$+ \frac{1 + \mathcal{V}_f}{1 - \mathcal{V}_f} \log \left| \frac{\mathcal{V}(x_1) - 1}{\mathcal{V}(x_1) - \mathcal{V}_f} \right| = 0,$$

where

$$\mathcal{V}_f \equiv \frac{U_L}{U_R}, \quad \alpha \equiv \frac{2\gamma}{\gamma + 1} \frac{\mu}{\rho \mathcal{M}}.$$

Here $U_{L/R}$ are known velocities to the left and right of the shock at $-\infty$ and $+\infty$, respectively, $\mathcal{M}$ is the constant mass flow across the shock, $Pr$ is the Prandtl number, and $\mu$ is the dynamic viscosity. The mass and total enthalpy are constant across the shock. Moreover, the momentum and energy equations become redundant.

For our tests, $\mathcal{V}$ is computed from Equation (64) to machine precision using bisection. The moving shock solution is obtained by applying a uniform translation to the above solution. The shock is located at the center of the domain at $t = 0$ and the following values are used: $M_\infty = 2.5$, $Re_\infty = 10$, and $\gamma = 1.4$. The domain is given by

$$x_1 \in [-0.5, 0.5], \quad x_2 \in [-0.5, 0.5], \quad x_3 \in [-0.5, 0.5], \quad t \in [0, 0.5].$$

The boundary conditions are prescribed by penalizing the numerical solution against the exact solution. The analytical solution is also used to furnish data for the initial condition.

The base grid (labeled with “0” in the first column of Tables 5 through 8) is constructed as described in Section 7.1. From the base grid, which is similar to the one depicted in Figure 3a, a sequence of nested grids is then generated to perform the convergence study. The results are reported in Tables 5 through 8 for the error on the density. Again, the number listed in the first column denoted by “Levels” indicates the number of uniform refinement in each coordinate direction.

Similar to the propagation of the inviscid vortex, for all the degree tested (i.e., $p = 1$ to $p = 5$), the order of convergence of the conforming and nonconforming
algorithms is similar. However, note that, the nonconforming algorithm is more accurate than the conforming one, for all the three norms reported.

|                  | Conforming, $p = 1$ | Nonconforming, $p = 1$ and $p = 2$ |
|------------------|---------------------|-----------------------------------|
| Levels           | $L^1$ Rate          | $L^2$ Rate $L^\infty$ Rate        | $L^1$ Rate $L^2$ Rate $L^\infty$ Rate |
| 0                | 5.43E-02 -          | 6.54E-02 - 1.40E-01 -            | 1.31E-02 - 2.11E-02 - 7.32E-02 - |
| 1                | 2.04E-02 -1.41     | 2.92E-02 -1.16 8.42E-02 -0.73  | 3.29E-03 -1.99 5.76E-03 -1.87 2.94E-02 -1.32 |
| 2                | 5.36E-03 -1.87     | 8.45E-03 -1.79 2.85E-02 -1.57  | 8.39E-04 -1.97 1.46E-03 -1.98 9.16E-03 -1.68 |
| 3                | 1.44E-03 -1.94     | 2.23E-03 -1.92 8.12E-03 -1.81  | 2.11E-04 -1.99 3.70E-04 -1.96 2.36E-03 -1.96 |
| 4                | 3.66E-04 -1.97     | 5.66E-04 -1.98 2.26E-03 -1.84  | 5.03E-05 -2.07 8.97E-05 -2.07 5.97E-04 -1.98 |
| 5                | 9.28E-05 -1.99     | 1.24E-05 -1.95 6.04E-04 -1.90  | 1.24E-05 -2.02 2.10E-05 -2.09 1.38E-04 -2.01 |

Table 5: Convergence study of the viscous shock propagation: two levels of $h$-refinement, $p = 1$ and $p = 2$; density error.

|                  | Conforming, $p = 2$ | Nonconforming, $p = 2$ and $p = 3$ |
|------------------|---------------------|-----------------------------------|
| Levels           | $L^1$ Rate          | $L^2$ Rate $L^\infty$ Rate        | $L^1$ Rate $L^2$ Rate $L^\infty$ Rate |
| 0                | 1.78E-02 -          | 2.68E-02 - 1.36E-01 -            | 1.85E-03 - 3.84E-03 - 4.86E-03 - |
| 1                | 2.03E-03 -2.60     | 5.05E-03 -2.41 5.98E-02 -1.19   | 2.75E-04 -2.75 5.85E-04 -2.72 1.11E-02 -2.14 |
| 2                | 3.86E-04 -2.92     | 6.93E-04 -2.87 1.09E-02 -2.45   | 4.01E-05 -2.78 7.74E-05 -2.74 2.03E-03 -2.45 |
| 3                | 5.35E-05 -2.80     | 1.03E-04 -2.74 2.23E-03 -2.29   | 5.00E-06 -3.00 1.01E-05 -3.11 3.18E-04 -2.67 |
| 4                | 8.96E-06 -2.63     | 1.79E-05 -2.53 4.96E-04 -2.17   | 6.10E-07 -3.04 1.23E-05 -3.04 4.20E-05 -2.92 |
| 5                | 1.36E-06 -2.08     | 2.99E-06 -2.05 8.96E-05 -2.03   | 7.00E-08 -3.12 1.51E-06 -3.13 5.90E-06 -2.93 |

Table 6: Convergence study of the viscous shock propagation: two levels of $h$-refinement, $p = 2$ and $p = 3$; density error.

|                  | Conforming, $p = 3$ | Nonconforming, $p = 3$ and $p = 4$ |
|------------------|---------------------|-----------------------------------|
| Levels           | $L^1$ Rate          | $L^2$ Rate $L^\infty$ Rate        | $L^1$ Rate $L^2$ Rate $L^\infty$ Rate |
| 0                | 4.45E-03 -          | 7.52E-03 - 7.51E-02 -            | 2.41E-04 - 5.24E-04 - 1.12E-02 - |
| 1                | 3.40E-04 -3.71     | 6.50E-04 -3.53 1.19E-02 -2.66   | 1.80E-05 -3.74 4.11E-05 -3.67 1.01E-03 -3.47 |
| 2                | 2.67E-05 -3.67     | 5.36E-05 -3.60 1.20E-03 -3.30   | 1.21E-06 -3.90 3.00E-06 -3.78 8.17E-05 -3.63 |
| 3                | 1.95E-06 -3.77     | 4.25E-06 -3.66 1.25E-04 -3.26   | 7.30E-08 -4.05 1.90E-07 -3.98 5.82E-06 -3.81 |
| 4                | 1.48E-07 -3.72     | 3.67E-07 -3.53 1.12E-05 -3.48   | 4.23E-09 -4.11 1.09E-08 -4.13 3.60E-07 -4.02 |

Table 7: Convergence study of the viscous shock propagation: two levels of $h$-refinement, $p = 3$ and $p = 4$; density error.
Table 8: Convergence study of the viscous shock propagation: two levels of \( h \)-refinement, \( p = 4 \) and \( p = 5 \); density error.

| Levels | \( L^1 \) Rate | \( L^2 \) Rate | \( L^\infty \) Rate | \( L^1 \) Rate | \( L^2 \) Rate | \( L^\infty \) Rate |
|--------|----------------|----------------|-------------------|----------------|----------------|-------------------|
| 0      | 1.21E-03 -     | 2.54E-03 -     | 3.47E-05 -       | 8.15E-05 -    | 1.90E-03 -     | 8.82E-05 -       |
| 1      | 8.50E-05 -3.83 | 5.56E-04 -4.77 | 4.73E-08 -4.83   | 3.04E-03 -8.02 | 1.37E-06 -4.66 | 3.13E-06 -4.70   |
| 2      | 2.75E-05 -4.95 | 7.54E-06 -4.83 | 1.62E-09 -4.93   | 1.44E-07 -4.40 | 3.04E-06 -4.72  |                   |
| 3      | 1.16E-07 -4.57 | 5.66E-06 -4.77 | 1.52E-04 -4.32   | 4.73E-08 -4.83 | 3.04E-03 -4.49  |                   |
| 4      | 5.21E-09 -4.48 | 1.11E-08 -4.52 | 1.01E-11 -4.89   | 6.96E-09 -4.37 |                   |                   |

7.3 Taylor–Green vortex at \( Re = 1,600 \)

The purpose of this section is to demonstrate that the nonconforming algorithm has the same stability properties as the conforming algorithm. To do so, the Taylor–Green vortex problem on a very coarse grid is solved.

The numerical solution is computed in a periodic cube \( -\pi L \leq x,y,z \leq \pi L \) and the initial condition is given by

\[
\begin{align*}
U_1 &= V_0 \sin \left( \frac{x_1 L}{L} \right) \cos \left( \frac{x_2 L}{L} \right) \cos \left( \frac{x_3 L}{L} \right), \\
U_2 &= -V_0 \cos \left( \frac{x_1 L}{L} \right) \sin \left( \frac{x_2 L}{L} \right) \cos \left( \frac{x_3 L}{L} \right), \\
U_3 &= 0, \\
\mathcal{P} &= \rho_0 + \gamma M^2 \left( \cos \left( \frac{2x_1 L}{L} \right) + \cos \left( \frac{2x_2 L}{L} \right) \right) \left[ \cos \left( \frac{2x_3 L}{L} + 2 \right) \right].
\end{align*}
\]

The flow is initialized to be isothermal, i.e., \( \mathcal{P}/\rho = \mathcal{P}_0/\rho_0 = R\mathcal{T}_0 \), and \( \mathcal{P}_0 = 1 \), \( \mathcal{T}_0 = 1 \), \( L = 1 \), and \( V_0 = 1 \). Finally, the Reynolds number is defined by \( Re = (\rho_0 V_0^2)/\mu \), where \( \mu \) is the dynamic viscosity.

In order to obtain results that are reasonably close to those found for the incompressible equations, a Mach number of \( M = 0.05 \) is used. Furthermore, the Reynolds number, the Prandtl number, and the initial density distribution are set to \( Re = 1,600 \), \( Pr = 0.71 \), and \( \rho_0 = \gamma M^2 \), respectively, where \( \gamma = 1.4 \).

For this test case, a grid is constructed as follow:

- Divide the computational domain with \( N_{1h} \) hexahedral elements in each coordinate direction.
- Refine random elements by using randomly one or two levels of \( h \)-refinement.
- Assign the solution polynomial degree in each element to a random integer chosen uniformly from a set (see the legend in Figure 4).
- Construct the perturbed elements and their corresponding LGL points as described previously (the element interfaces are approximated using a polynomial degree which is the minimum solution polynomial degree used in the simulation).

Herein, two grids with \( N_{1h} = 4 \) and \( N_{1h} = 8 \) are considered. Their total number of hexahedrons is 869 and 7547, respectively. The simulations are run without additional stabilization mechanisms (dissipation model, de-aliasing, filtering, etc.).
where the only numerical dissipation originates from the upwind inter-element coupling procedure.

Figure 4 shows the time rate of change of the kinetic energy, $dke/dt$, for the nonconforming algorithm using a random distribution of solution polynomial order between i) $p = 2$ and $p = 8$ and ii) $p = 7$ and $p = 13$. The reference DNS solution reported in [51] is also plotted. We note that by increasing the order of accuracy of the solution polynomial in each cell and the grid density the solution get closer to the DNS solution. The main take-away from the figure is that all simulations are stable, which is numerical evidence that the $h/p$ nonconforming scheme inherits the stability characteristics of the conforming and fully-staggered algorithms [4, 37,5,10,35].

7.4 Flow around a sphere at $Re = 2,000$

In this section, we test our implementation within a more complex setting represented by the flow around a sphere at $Re = 2,000$ and $M = 0.05$. With this value of the Reynolds number the flow is fully turbulent. In this case, a sphere of diameter $d$ is centered at the origin of the axes, and a box is respectively extended $20d$ and $60d$ upstream and downstream the direction of the flow; the box size is $30d$ in both the $x_2$ and $x_3$ directions. As boundary conditions, we consider adiabatic solid walls at the surface of the sphere [14] and far field on all faces of the box. We use a grid with 24,704 hexahedral elements. Figure 5 shows the mesh near the sphere. The colors indicates the solution polynomial order used in each cell. The quality of the elements is good in the boundary layer region whereas in the other portion of the domain is fairly poor. This choice is intentional and is for the purpose of demonstrating the performance of the algorithm on non-ideal grids.
Fig. 5: Polynomial degree distribution for the mesh around a sphere.

Table 9: Time-average drag coefficient of a sphere at $Re = 2,000$, $M = 0.05$.

|                | $\langle C_D \rangle$ |
|----------------|------------------------|
| Munson et al. [31] | 0.412                  |
| Present         | 0.416                  |

We compute the time-average value of the drag coefficient, $\langle C_D \rangle$, and we compare it with the value reported in literature [31]. From Table 9, it can be seen that the computed time-average drag coefficient matches very well the value reported in literature.

7.5 Entropy conservation of the fully-discrete explicit discretization

To conclude the numerical results section, we demonstrate the entropy conservation of the fully-discrete explicit discretization of the compressible Navier–Stokes equations by integrating in time the system of ODEs which arise from the spatial discretization with an explicit relaxation Runge–Kutta scheme [38]. As shown in [29,38], the term “relaxation” represents a general approach which allows any Runge–Kutta method to preserve the correct time evolution of an arbitrary functional, without sacrificing the linear covariance, accuracy, or stability properties of the original method. In the context of the compressible Euler and Navier–Stokes equations, the relaxation Runge–Kutta scheme is constructed to preserve the discrete entropy function obtained from the spatial discretization. This leads to a fully discrete algorithm which is entropy conservative or entropy stable if the spatial discretization is entropy conservative or entropy stable, respectively.

As a model problem, we again use the propagation of an isentropic vortex and we analyze the time evolution of the entropy function, which for the current setting must be zero. The same grid and solution polynomial distribution shown in Figure 3a is used for this test case. To achieve entropy conservation at the spatial level, all the dissipation terms used for the interface coupling are turned off, including upwind and interior penalty SATs. The fourth-order accurate Dormand–Prince method [22] with and without relaxation algorithm are used. We show the entropy variation in Figure 6. The entropy is conserved up to machine (double) preci-
sion using relaxation, whereas, without relaxation, the solution shows significant essentially monotone changes in total entropy function.

8 Conclusions

In this paper, the $p$-refinement/coarsening algorithms in [17,18,16] are extended to arbitrary $h/p$-refinement/coarsening. In order to obtain an algorithm for which the discrete GCL conditions are solved for element by element, the surface metric terms need to be localized to the small elements on an $h$-refined face. The discrete GCL conditions are then solved using the procedure in Crean et al. [12]. The resulting algorithm is entropy conservative/stable, element-wise conservative, and free-stream preserving. Finally, the algorithm is shown to retain the accuracy and stability characteristics of the original conforming scheme on a set of test problems and, when coupled with relaxation Runge–Kutta schemes [38], yields a fully discrete entropy conservative/stable scheme.
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