THE KATO SQUARE ROOT PROBLEM FOR WEIGHTED PARABOLIC OPERATORS
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Abstract. We give a simplified and direct proof of the Kato square root estimate for parabolic operators with elliptic part in divergence form and coefficients possibly depending on space and time in a merely measurable way. The argument relies on the nowadays classical reduction to a quadratic estimate and a Carleson-type inequality. The precise organization of the estimates is different from earlier works. In particular, we succeed in separating space and time variables almost completely despite the non-autonomous character of the operator. Hence, we can allow for degenerate ellipticity dictated by a spatial $A_2$-weight, which has not been treated before in this context.

1. Introduction and main result

In the variables $(x, t) \in \mathbb{R}^n \times \mathbb{R} =: \mathbb{R}^{n+1}$, we consider parabolic operators of the form

\begin{equation}
H u := \partial_t u - w^{-1} \div_x (A \nabla_x u),
\end{equation}

where the weight $w = w(x)$ is time-independent and belongs to the spatial Muckenhoupt class $A_2(\mathbb{R}^n, dx)$, and the coefficient matrix $A = A(x, t)$ is measurable with complex entries and possibly depends on all variables. Degeneracy is dictated by the same weight $w$ in the sense that $w^{-1} A$ satisfies the classical uniform ellipticity condition (Section 2.3).

Weighted parabolic operators as in (1.1) occur in many different contexts and applications, including the study of fractional powers of parabolic operators [34] and heat kernels of Schrödinger equations with singular potential [29]. For contributions to the study of local properties of solutions to $Hu = 0$ and Gaussian estimates, we refer to [13, 16].

The purpose of this paper is to establish the Kato (square root) estimate for $H$, that is, to prove Theorem 1.1 stated below. We write $L^2_\mu = L^2(\mathbb{R}^{n+1}, dw \, dt)$, $d\mu = dw \, dt = w(x) \, dx \, dt$, for the natural weighted Lebesgue space associated with $H$, and $E_\mu$ for the corresponding first-order parabolic Sobolev space of functions $u$ such that the spatial gradient $\nabla_x u$, as well as the half-order time derivative $D^{1/2}_t u$, are in $L^2_\mu$. For the sake of the introduction, an intuitive interpretation of these objects suffices. We turn to rigorous definitions in Section 3 below.

Theorem 1.1. The operator $H$ can be defined as a maximal accretive operator in $L^2_\mu$ associated with an accretive sesquilinear form with domain $E_\mu$. The domain of its unique maximal accretive square root is the same as the form domain, that is $D(\sqrt{H}) = E_\mu$, and

\begin{equation}
\|\sqrt{H}u\|_{L^2_\mu} \sim \|\nabla_x u\|_{L^2_\mu} + \|D^{1/2}_t u\|_{L^2_\mu} \quad (u \in E_\mu)
\end{equation}
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holds with an implicit constant that depends on the dimension, the ellipticity parameters of $A$ and the $A_2$-constant for $w$.

The time derivative $\partial_t$ is a skew-adjoint operator and hence there are no lower bounds for the formal pairing $\text{Re}(H_u, u)$ that contains derivatives in $t$. However, when the time variable describes the full real line, parabolic operators admit some ‘hidden coercivity’ that can be revealed through the Hilbert transform $H_t$ in the $t$-variable. Indeed, splitting $\partial_t = \frac{D_1}{2} H_t \frac{D_1}{2}$, the sesquilinear form associated with (1.1) over $L^2_\mu$ is

$$B(u, v) := \iint_{\mathbb{R}^{n+1}} w^{-1} A \nabla_x u \cdot \nabla_x v + H_tD_t^{1/2} u \cdot D_t^{1/2} v \, dw \, dt \quad (u, v \in E_\mu),$$

and lower bounds including both time and space derivatives become available when taking $v = (1 + \delta H_t)u$ with $\delta > 0$ small. This observation is originally due to Kaplan [30] and has been re-discovered several times ever since, see [19, 25, 36] for example. Maximal accretivity of $H$ essentially follows from this observation, but to the best of our knowledge an explicit statement, in the unweighted case $w = 1$, only appeared much later in [4]. For the reader’s convenience, we reproduce the full argument in our weighted setting in Section 4. Being maximal accretive, $H$ admits a sectorial functional calculus and in particular a (unique) maximal accretive square root $\sqrt{H}$, see [24, 31] for background. This is how our main result should be understood.

The pursuit for the solution of the Kato problem for unweighted elliptic operators (finally completed in [7]) introduced new techniques that proved themselves extremely viable for extensions and applications to other problems in harmonic analysis and partial differential equations [1–3, 6, 8, 9, 12, 21, 26–28, 37]. For this reason, Kato-type estimates for different operators are desirable and the results of this paper most surely have important implications for, and applications to, boundary value problems for weighted second-order parabolic operators.

Let us mention that the case of $A_2$-weighted elliptic operators was settled in [17], see also [14] for an extension, and re-discovered in the more general framework of first-order Dirac operators in [10]. The third author was first to develop the underlying harmonic analysis in the unweighted parabolic setting in [36], and in the same paper he proved the square function estimates that are essentially equivalent to Theorem 1.1 when $w \equiv 1$ and when the coefficients $A$ are $t$-independent. Using a framework of parabolic Dirac operators, Auscher, together with the second and the third author, obtained the unweighted parabolic case when coefficients depend measurably on $x$ and $t$ [5]. Our Theorem 1.1 completes this succession of results but there is more to it and that makes, as we shall discuss next, the present paper interesting even in the unweighted case.

Under the assumption $A = A(x)$ in [36], the operator $H$ is an autonomous parabolic operator and in retrospect, the main result in [36] could have been obtained by interpolation from maximal regularity of the Cauchy problem for (1.1), see [38]. (In fact, this argument requires only smoothness of order $1/2$ for the coefficients in the $t$-variable.) However, many of the techniques in [36] had already been strong enough for proving the parabolic Kato estimate in the presence of measurable $t$-dependence and our proof of Theorem 1.1 shows exactly how, thereby making our result novel in at least two ways:

- We generalize all previous findings in the parabolic setting by combining measurable dependence of the coefficients on all variables with $A_2$-weighted degeneracy in space.
• We avoid the Dirac operator framework in [5]. The resulting ‘second-order’ approach for parabolic operators with time-dependent measurable coefficients has not appeared in the literature before, and, when restricted to the unweighted case $w \equiv 1$, it provides a significant simplification of the proof of [5, Thm. 2.6].

Our ambition is to present an almost self-contained argument using only a minimal number of tools. We do not attempt to generalize all further results in [5] to the weighted setting, which should be done by developing a parabolic weighted Dirac operator framework.

As is customary in the field, the first reduction in the proof of Theorem 1.1 is to use the bounded $H^\infty$-calculus for maximal accretive operators and a duality argument in order to reduce the matter to the one-sided quadratic estimate

\[ \int_0^\infty \left\| \lambda \mathcal{H}(1 + \lambda^2 \mathcal{H})^{-1} u \right\|^2_{L^2} \frac{d\lambda}{\lambda} \lesssim \left\| \nabla_x u \right\|^2_{L^2} + \left\| D_1^{1/2} u \right\|^2_{L^2} \quad (u \in E_\mu). \]

(1.3)

In contrast to the elliptic setting, this reduction does not follow immediately from classical results à la Kato and Lions, since the sesquilinear form $B$ in (1.2) is not closed due to the lack of lower bounds by half-order time derivatives. Some more care is needed but we settle the issue in Section 6. The quadratic estimate (1.3) is then achieved by slightly refining the techniques in [36] and the argument relies on (weighted) Littlewood–Paley theory in $L^2$ (Section 5), which eventually reduces matters to a Carleson measure estimate that can be proved through a $Tb$-procedure (Section 8).

It came as a surprise to us that even though coefficients may depend measurably on all variables, the proof of (1.3) can be arranged in a way that almost completely separates time and space variables. This observation incarnates in three different stages of the proof:

• At the level of Littlewood–Paley theory, it suffices to use weighted elliptic theory in $x$ and classical Fourier analysis in $t$.

• At the level of off-diagonal bounds (averaged ‘kernel’ bounds, see Section 4.4), we only need estimates for operators involving differentiation in space. These estimates can be deduced directly from the equation and come with parabolic scaling. The much more involved off-diagonal decay and Poincaré inequalities for non-local derivatives such as $D_1^{1/2}$, which were fundamental novelties in [5], can be avoided.

• At the level of the $Tb$-argument, the test functions can be constructed based on a product structure, which makes the argument more straightforward compared to the system of functions used in [5].

These three observations have in common that we can re-group derivatives of resolvents of $\mathcal{H}$ in such a way that fine harmonic analysis estimates need only to be applied to the spatial parts, whereas the $t$-derivatives appear in blocks that are amenable for simple resolvent estimates in $L^2_{\mu}$-norm. We shall indicate the most striking examples of this principle along with the proof of the Carleson measure estimate in the final section.

The next section contains some preliminary notations and conventions. The rest of the paper follows the outline above.

2. Preliminaries and basic assumptions

Given $(x, t) \in \mathbb{R}^n \times \mathbb{R}$, we let $\| (x, t) \| := \max \{|x|, |t|^{1/2}\}$. We call $\| (x, t) \|$ the parabolic norm of $(x, t)$. Given a half-open cube $Q = (x-r/2, x+r/2)^n \subset \mathbb{R}^n$ parallel to the coordinate axes with sidelength $r$ and an interval $I = (t-r^2/2, t+r^2/2]$, we call $\Delta := Q \times I \subset \mathbb{R}^{n+1}$ a parabolic cube of size $r$. Occasionally, we write $\Delta_r(x, t) = Q_r(x) \times I_r(t)$ and $r = \ell(\Delta)$.
to indicate the center and size directly. A dyadic parabolic cube of size $2^j$ is by definition centered in $(2^j\mathbb{Z})^n \times (4^j\mathbb{Z})$. For every $c > 0$, and given $\Delta$, we define $c\Delta$ as the parabolic cube with the same center as $\Delta$ and size $c|\Delta|$.

2.1. Assumptions and notations concerning the weight. For general background and the results cited here, we refer to [39, Ch. V]. The weight $w = w(x)$ is a real-valued function belonging to the Muckenhoupt class $A_2(\mathbb{R}^n, dx)$, that is,

\begin{equation}
[w]_{A_2} := \sup_Q \left( \frac{\int_Q w \, dx}{\int_Q w^{-1} \, dx} \right) < \infty,
\end{equation}

where the supremum is taken with respect to all cubes $Q \subset \mathbb{R}^n$. We introduce the measure $dw(x) := w(x) \, dx$ on $\mathbb{R}^n$ and we write $w(E) = \int_E w \, dx$ for all Lebesgue measurable sets $E \subset \mathbb{R}^n$. For averages, we use the notation

\begin{equation}
(g)_{E,w} := \frac{1}{w(E)} \int_E g(x) \, w(x) \, dx
\end{equation}

if $w(E) \in (0, \infty)$ and $g$ is locally integrable on $\mathbb{R}^n$ with respect to $dw(x)$. It follows from (2.1) that there are constants $\eta \in (0, 1)$ and $\beta > 0$, depending only on $n$ and $[w]_{A_2}$, such that

\begin{equation}
\beta^{-1} \left( \frac{|E|}{|Q|} \right)^{\frac{1}{2\eta}} \leq \frac{w(E)}{w(Q)} \leq \beta \left( \frac{|E|}{|Q|} \right)^{2\eta},
\end{equation}

whenever $E \subset Q$ is measurable and where $|\cdot|$ denotes Lebesgue measure in $\mathbb{R}^n$. In particular, there exists a constant $D$ only depending on $[w]_{A_2}$ and $n$, called doubling constant for $w$, such that

\begin{equation}
w(2Q) \leq D w(Q) \text{ for all cubes } Q \subset \mathbb{R}^n.
\end{equation}

The measures

\begin{equation}
d\mu = d\mu(x,t) := w(x) \, dx \, dt,
\end{equation}

\begin{equation}
d\mu^{-1} = d\mu^{-1}(x,t) := w(x)^{-1} \, dx \, dt,
\end{equation}

are defined on $\mathbb{R}^{n+1}$. Naturally, $\mu, \mu^{-1}$ can be seen as measures on $\mathbb{R}^{n+1}$ defined by $A_2(\mathbb{R}^{n+1}, dx \, dt)$ weights and in the context of these measures we use similar notation as above. The doubling constant for $\mu$ with respect to parabolic scaling is $4D$.

2.2. Maximal functions. We introduce the maximal operators in the individual variables

\begin{equation}
\mathcal{M}^{(1)}(g_1)(x) := \sup_{r > 0} \int_{Q_r(x)} |g_1| \, dx,
\end{equation}

\begin{equation}
\mathcal{M}^{(2)}(g_2)(t) := \sup_{r > 0} \int_{L_r(t)} |g_2| \, dt,
\end{equation}

for all locally integrable functions $g_1$ and $g_2$ on $\mathbb{R}^n$ and $\mathbb{R}$, respectively. The operator $\mathcal{M}^{(1)}$ is bounded on the weighted space $L^2(\mathbb{R}^n, dw)$ with a bound depending on $[w]_{A_2}$ and $n [39, \text{Thm.1, p.201}]$. Both maximal operators can be naturally extended to $L^2(\mathbb{R}^{n+1}, d\mu)$ by keeping one of the variables fixed, and they are bounded in this setting.
2.3. Assumptions on the coefficients. The matrix-valued function

\[ A = A(x, t) = \{A_{ij}(x, t)\}_{i,j=1}^n \]

is assumed to have complex measurable entries \( A_{ij} \) that satisfy

\[ c_1 |\xi|^2 w(x) \leq \text{Re}(A(x, t)\xi \cdot \overline{\xi}), \quad |A(x, t)\xi \cdot \zeta| \leq c_2 w(x)|\xi||\zeta| \]

for some \( c_1, c_2 \in (0, \infty) \) and for all \( \xi, \zeta \in \mathbb{C}^n, (x, t) \in \mathbb{R}^{n+1} \). Here, \( u \cdot v = u_1v_1 + \ldots + u_nv_n \) and \( \overline{u} \) denotes the complex conjugate of \( u \) so that \( u \cdot \overline{v} \) is the standard inner product on \( \mathbb{C}^n \).

We refer to \( c_1, c_2 \) as the ellipticity constants of \( A \). Assumption (2.5) is equivalent to saying that \( w^{-1}A \) satisfies the classical uniform ellipticity condition.

2.4. Floating constants. We refer to \( n \) and the constants \( [w, A]_2, c_1, c_2 \), appearing in (2.1) and (2.5), as structural constants. For \( A, B \in (0, \infty) \), the notation \( A \lesssim B \) means that \( A \leq cB \) for some \( c \) depending at most on the structural constants. The notations \( A \gtrsim B \) and \( A \sim B \) should be interpreted similarly.

3. Weighted function spaces

In this section we give a brief account of the relevant weighted function spaces. We let \( L^2_w = L^2(\mathbb{R}^n, dw) \) be the Hilbert spaces of square integrable functions with respect to \( dw \). Its norm is denoted by \( \| \cdot \|_{2,w} \), its inner product by \( \langle \cdot, \cdot \rangle_{2,w} \), and the operator norm of linear operators on that space by \( \| \cdot \|_{2\rightarrow 2,w} \). Thanks to the \( A_2 \)-condition, we have

\[ L^2_w \subset L^1_{\text{loc}}(\mathbb{R}^n, dx), \]

and the class \( C_0^\infty(\mathbb{R}^n) \) of smooth and compactly supported test functions is dense in \( L^2_w \) via the usual truncation and convolution procedure [32, Sec. 1]. The same notations and properties apply to \( L^2_w \) in \( \mathbb{R}^{n+1} \).

**Definition 3.1** (Elliptic weighted Sobolev space). We write \( \mathbf{H}^1_w := \mathbf{H}^1_w(\mathbb{R}^n) \) for the space of all \( f \in L^2_w \) for which the distributional gradient \( \nabla_x f \) is (componentwise) in \( L^2_w \), and we equip the space with the norm \( \| \cdot \|_{\mathbf{H}^1_w} := (\| \cdot \|_{2,w}^2 + (\|\nabla_x \cdot \|_{2,w}^2)^{1/2}) \).

By construction \( \mathbf{H}^1_w \) is a Hilbert space and standard truncation and convolution techniques yield that \( C_0^\infty(\mathbb{R}^n) \) is dense in \( \mathbf{H}^1_w \), see [32, Thm. 2.5].

In order to define parabolic function spaces, we use the Fourier transform \( \mathcal{F} \) in the time-variable, keeping in mind that if \( f \in L^2(\mathbb{R}^{n+1}, d\mu) \), then \( f(x, \cdot) \in L^2(\mathbb{R}, dt) \) for a.e. \( x \in \mathbb{R}^n \). The corresponding Fourier variable will be denoted by \( \tau \). Then,

\[ H_t f := \mathcal{F}^{-1}(i \text{sgn}(\tau)\mathcal{F} f) \]

is our Hilbert transform. If \( |\tau|^{1/2} \mathcal{F} f \in L^2_\mu \), then we define the half-order time derivative

\[ D_t^{1/2} f := \mathcal{F}^{-1}(|\tau|^{1/2} \mathcal{F} f), \]

and this is what we mean when we write \( D_t^{1/2} f \in L^2_\mu \). Using a classical formula for fractional Laplacians, see [20] for example, we obtain for a.e. fixed \( x \in \mathbb{R}^n \),

\[ \|D_t^{1/2} f\|_{2,\mu}^2 = \frac{2}{\pi} \int_{\mathbb{R}^n} \int_{\mathbb{R}} \int_{\mathbb{R}} |f(x, t) - f(x, s)|^2 \, ds \, dt \, dw(x), \]

with the right-hand side being finite precisely when \( D_t^{1/2} f \in L^2_\mu \).
Definition 3.2 (Parabolic energy space). We write $E_\mu := E_\mu(\mathbb{R}^{n+1})$ for the space of all $f \in L^2_\mu$ for which $\nabla_x f, D_t^{1/2} f \in L^2_\mu$, and we equip the space with the norm
\[
\| \cdot \|_{E_\mu} := (\| \cdot \|^2_\mu + \| \nabla_x \cdot \|^2_\mu + \| D_t^{1/2} \cdot \|^2_\mu)^{1/2}.
\]
For $f \in E_\mu$, we will refer to the vector $\mathbb{D} f := (\nabla_x f, D_t^{1/2} f)$ as the parabolic gradient of $f$.

Again, $E_\mu$ is a Hilbert space. Note that in the unweighted setting of [36] the notation $\mathbb{D}$ has a slightly different meaning.

Lemma 3.3. The following statements are true:

(i) The space $C_0^\infty(\mathbb{R}^{n+1})$ is dense in $E_\mu(\mathbb{R}^{n+1})$.

(ii) Multiplication by $C^1(\mathbb{R}^{n+1})$-functions is bounded on $E_\mu(\mathbb{R}^{n+1})$.

Proof. We begin with (i). If $f \in E_\mu$, then convolutions with smooth mollifiers, separately in $x$ and $t$, provide smooth approximations in $E_\mu$. For the convolution in space, this argument uses the $A_2$-condition on $w$ as mentioned above. Hence, it suffices to approximate $f$ by compactly supported functions in $E_\mu$. To this end, we can follow the standard pattern of smooth truncation: We pick a sequence $(\eta_j) \subset C_0^\infty(\mathbb{R}^{n+1})$ such that $\eta_j \to 1$ pointwise a.e. as $j \to \infty$, $\| \eta_j \|_\infty + j \| \nabla x \eta_j \|_\infty + j \| \partial_t \eta_j \|_\infty \leq c$ uniformly in $j$, and then we set $f_j := \eta_j f$. By dominated convergence, we obtain $f_j \to f$ and $\nabla x f_j \to \nabla x f$ in $L^2_\mu$ as $j \to \infty$. For the half-order derivative, we use (3.2) with $f_j - f$ in place of $f$. We first bound the integrand in (3.2) by
\[
\frac{|(f_j - f)(x, t) - (f_j - f)(x, s)|^2}{|t - s|^2} \leq 2 \frac{(\eta_j - 1)(x, t) - (\eta_j - 1)(x, s)}{|t - s|^2} |f(x, t)|^2 + 2 \frac{|f(x, t) - f(x, s)|^2}{|t - s|^2} |(\eta_j - 1)(x, s)|^2
\]
\[
\leq 2 \min \left\{ c^2, \frac{4(c + 1)^2}{|t - s|^2} \right\} |f(x, t)|^2 + 2(c + 1)^2 \frac{|f(x, t) - f(x, s)|^2}{|t - s|^2}.
\]
The right-hand side is independent of $j$ and integrable with respect to $d x d t d w(x)$. Since the middle term tends to 0 a.e. as $j \to \infty$, we conclude $\| D_t^{1/2} (f_j - f) \|_{2, \mu} \to 0$ by dominated convergence. This completes the proof of (i).

As for (ii), we note that if $\eta \in C^1(\mathbb{R}^{n+1})$ and $f \in E_\mu$, then
\[
\| \eta f \|_{2, \mu} \leq \| \eta \|_\infty \| f \|_{2, \mu},
\]
\[
\| \nabla_x (\eta f) \|_{2, \mu} \leq \| \eta \|_\infty \| \nabla x f \|_{2, \mu} + \| \nabla x \eta \|_\infty \| f \|_{2, \mu},
\]
\[
\| D_t^{1/2} (\eta f) \|_{2, \mu} \leq \sqrt{5} \| \eta \|_{L^\infty} \| \partial_t \eta \|_{L^\infty} \| f \|_{2, \mu} + \| \eta \|_\infty \| D_t^{1/2} f \|_{2, \mu},
\]
where the third line follows by the same splitting as in (3.3), but with $\eta$ in place of $1 - \eta_j$. □

Lemma 3.3 (i) implies the chain of continuous and dense embeddings
\[
E_\mu \subset L^2_\mu \simeq (L^2_\mu)^* \subset (E_\mu)^*.
\]
where we use the upper star to denote (anti)-dual spaces. We have bounded operators
\[ D_t^{1/2} : E_\mu \to L^2_\mu, \]
\[ \nabla_x : E_\mu \to (L^2_\mu)^n, \]
and we denote their adjoints with respect to (3.4) by
\[ D_t^{1/2} : L^2_\mu \to (E_\mu)^*, \]
\[ w^{-1}\text{div}_x w : (L^2_\mu)^n \to (E_\mu)^*. \]
Note carefully that \( w^{-1}\text{div}_x w \) is only a suggestive notation reflecting the formal action of this operator. In general, there is no guarantee that this operator splits into a composition of its three building blocks.

4. The parabolic operator

We continue by introducing the formal parabolic operator in (1.1) rigorously as an unbounded operator in the Hilbert space \( L^2_\mu \) associated with a sesquilinear form.

Denoting by \( H_t \) the Hilbert transform in the \( t \)-variable and by \( D_t^{1/2} \) the half-order time derivative as defined in Section 3, we can factorize
\[ \partial_t = D_t^{1/2}H_tD_t^{1/2}. \]
By (3.5) and (3.6) we have \( \partial_t : E_\mu \to (E_\mu)^* \). We define \( \mathcal{H} \) as a bounded operator \( E_\mu \to (E_\mu)^* \) via
\[ (\mathcal{H}u)(v) := B(u, v) := \iint_{\mathbb{R}^{n+1}} w^{-1}A\nabla_x u \cdot \nabla_x v + H_tD_t^{1/2}u \cdot D_t^{1/2}v \, d\mu \quad (u, v \in E_\mu). \]
In view of (3.4) it makes sense to consider the maximal restriction of \( \mathcal{H} \) to an operator in \( L^2_\mu \), called the part of \( \mathcal{H} \) in \( L^2_\mu \), with domain
\[ D(\mathcal{H}) := \{ u \in E_\mu(\mathbb{R}^{n+1}) : \mathcal{H}u \in L^2_\mu(\mathbb{R}^{n+1}) \}. \]
If \( u \in D(\mathcal{H}) \), we have for all \( v \in E_\mu \) that
\[ (\mathcal{H}u)(v) = \iint_{\mathbb{R}^{n+1}} \mathcal{H}u \cdot v \, d\mu \]
and a formal integration by parts in (4.1) reveals that it is indeed justified to say that the part of \( \mathcal{H} \) in \( L^2_\mu \) gives a meaning to the formal expression in (1.1). More precisely, in terms of (3.5) and (3.6), we have that
\[ \mathcal{H} = D_t^{1/2}H_tD_t^{1/2} - (w^{-1}\text{div}_x w)(w^{-1}A\nabla_x). \]

4.1. Hidden coercivity. The following lemma relies on Kaplan’s [30] hidden coercivity of the parabolic sesquilinear form \( B \) in (4.1) that can be revealed through the Hilbert transform.

**Lemma 4.1.** Let \( \sigma \in \mathbb{C} \) with \( \text{Re} \sigma > 0 \). For each \( f \in (E_\mu)^* \) there exists a unique \( u \in E_\mu \) such that \((\sigma + \mathcal{H})u = f\). Moreover,
\[ \|u\|_{E_\mu} \leq \sqrt{2}\max \left\{ \frac{c_2 + 1}{c_1}, \frac{|\text{Im} \sigma| + 1}{\text{Re} \sigma} \right\} \|f\|_{(E_\mu)^*}. \]
Proof. By Plancherel’s theorem, the Hilbert transform $H_t$ is isometric on $E_\mu$. Hence, we can define a ‘twisted’ sesquilinear form $B_{\delta,\sigma} : E_\mu \times E_\mu \to \mathbb{C}$ via

$$B_{\delta,\sigma}(u, v) := \int_{\mathbb{R}^{n+1}} \left( \sigma u \cdot (1 + \delta H_t) v + w^{-1} A \nabla_x u \cdot \overline{\nabla_x (1 + \delta H_t) v} ight) d\mu,$$

(4.4)

where $\delta \in (0, 1)$ is to be chosen. Clearly $B_{\delta,\sigma}$ is bounded. Since $H_t$ is skew-adjoint, we have

$$\text{Re} \int_{\mathbb{R}^{n+1}} H_t v \cdot \mathbf{\tau} d\mu = 0 \quad (v \in L^2_\mu).$$

Expanding $B_{\delta,\sigma}(u, u)$ and using the above along with the weighted ellipticity of the coefficients $A$, we find

$$\text{Re} B_{\delta,\sigma}(u, u) \geq \delta \| D_t^{1/2} u \|_{2,\mu}^2 + (c_1 - c_2 \delta) \| \nabla_x u \|_{2,\mu}^2 + (\text{Re} \sigma - \delta |\text{Im} \sigma|) \| u \|_{2,\mu}^2.$$  

Choosing $\delta = \min\left( \frac{c_1}{c_2 + 1}, \frac{|\text{Re} \sigma|}{|\text{Im} \sigma| + 1} \right)$, the factors in front of the second and third term in the last display become no less than $\delta$. Hence, we obtain the coercivity estimate

$$\text{Re} B_{\delta,\sigma}(u, u) \geq \min\left\{ \frac{c_1}{c_2 + 1}, \frac{|\text{Re} \sigma|}{|\text{Im} \sigma| + 1} \right\} \| u \|^2_{E_\mu} \quad (v \in E_\mu).$$

The Lax-Milgram lemma yields, for each $f \in (E_\mu)^*$, a unique $u \in E_\mu$ satisfying the estimate claimed in the lemma such that

$$B_{\delta,\sigma}(u, v) = f((1 + \delta H_t) v) \quad (v \in E_\mu).$$

(Note that the additional factor $\sqrt{2}$ is an upper bound for the norm of $1 + \delta H_t$ on $E_\mu$.) Plancherel’s theorem yields that $1 + \delta H_t$ is an isomorphism on $E_\mu$ for all $\delta \in \mathbb{R}$. Thus,

$$\int_{\mathbb{R}^{n+1}} \sigma u \cdot \overline{\mathbf{v}} + w^{-1} A \nabla_x u \cdot \overline{\nabla_x v} + H_t D_t^{1/2} u \cdot \overline{D_t^{1/2} v} d\mu = f(v) \quad (v \in E_\mu),$$

that is, $(\sigma + H) u = f$ as required. \qed

4.2. Maximal accretivity. Recall that an operator in a Hilbert space such as $L^2_\mu$ is called maximal accretive if it is closed and densely defined, with resolvent estimates

$$\| (\sigma + H)^{-1} \|_{2 \to 2,\mu} \leq (\text{Re} \sigma)^{-1} \quad (\sigma \in \mathbb{C}, \text{Re} \sigma > 0).$$

Proposition 4.2. The part of $\mathcal{H}$ in $L^2_\mu$ is maximal accretive and $D(\mathcal{H})$ is dense in $E_\mu$.

Proof. Fix $\sigma \in \mathbb{C}$ with $\text{Re} \sigma > 0$. Lemma 4.1 yields that $\sigma + H : D(\mathcal{H}) \to L^2_\mu$ is bijective. Given $f \in L^2_\mu$, we set $u := (\sigma + H)^{-1} f$ and use ellipticity of the coefficients $A$ and (4.5) to
deduce
\[
\text{Re } \sigma \|u\|_{2,\mu}^2 \leq \text{Re} \int_{\mathbb{R}^{n+1}} \sigma u \cdot \nabla u + w^{-1} A \nabla_x u \cdot \nabla_x u + H_t D_t^{1/2} u \cdot D_t^{1/2} u \, d\mu
\]
\[
= \text{Re} \int_{\mathbb{R}^{n+1}} f \cdot \nabla \, d\mu \leq \|f\|_{2,\mu} \|u\|_{2,\mu}.
\]
This gives the required resolvent bound \( \|u\|_{2,\mu} \leq (\text{Re } \sigma)^{-1} \|f\|_{2,\mu}. \) Moreover, the part of \( \mathcal{H} \) in \( L^2_\mu \) is closed since it has non-empty resolvent set, and the resolvent estimates for \( \sigma > 0 \) imply dense domain [24, Prop. 2.1.1]. This proves maximal accretivity.

In order to prove that \( \mathcal{D}(\mathcal{H}) \) is dense in \( E_\mu \), we use the sesquilinear form \( B_{\delta,1} \) in (4.4) with \( \delta > 0 \) chosen as in the proof of that lemma. Suppose \( v \in E_\mu \) is orthogonal to \( \mathcal{D}(\mathcal{H}) \) in \( E_\mu \). By the Lax-Milgram lemma there is \( w \in E_\mu \) such that \( \langle u, v \rangle_{E_\mu} = B_{\delta,1}(u, w) \) for all \( u \in E_\mu \). For \( u \in \mathcal{D}(\mathcal{H}) \) this identity becomes \( 0 = \langle (1 + \mathcal{H})u, (1 + \delta H_t)w \rangle_{2,\mu} \) and since \( 1 + \mathcal{H} : \mathcal{D}(\mathcal{H}) \to L^2_\mu \) is bijective, we conclude that \( (1 + \delta H_t)w = 0 \). Thus, we have \( w = 0 \) and therefore also \( v = 0 \).

The adjoint \( \mathcal{H}^* \) of \( \mathcal{H} \) (seen as either a bounded operator \( E_\mu \to (E_\mu)^* \) or an unbounded operator in \( L^2_\mu \)) has the same properties as \( \mathcal{H} \). Indeed, it can be checked by the very definition that it is associated with the sesquilinear form
\[
B^*(u, v) = \overline{B(v, u)}
\]
and that it formally corresponds to the backward-in-time operator
\[
-\partial_t - w^{-1}(x) \operatorname{div}_x (A^*(x, t) \nabla_x).
\]
Here \( A^* \) is the conjugate transpose of \( A \).

4.3. Resolvent estimates. Using Proposition 4.2, we see that for \( \lambda > 0 \) the resolvent operators
\[
\mathcal{E}_\lambda := (I + \lambda^2 \mathcal{H})^{-1},
\]
\[
\mathcal{E}_\lambda^* := (I + \lambda^2 \mathcal{H}^*)^{-1}
\]
are well-defined as bounded operators \( L^2_\mu \to L^2_\mu \) and \( (E_\mu)^* \to E_\mu \). Moreover, they are adjoints of each other.

Lemma 4.3. The following resolvent estimates hold uniformly for all \( \lambda > 0 \), all \( f \in L^2_\mu \) and all \( f \in \mathbb{L}^2_\mu \):
\[
\begin{align*}
(i) & \quad \|\mathcal{E}_\lambda f\|_{2,\mu} + \|\lambda \mathcal{D} \mathcal{E}_\lambda f\|_{2,\mu} \lesssim \|f\|_{2,\mu}, \\
(ii) & \quad \|\lambda \mathcal{E}_\lambda D_t^{1/2} f\|_{2,\mu} + \|\lambda^2 \mathcal{D} \mathcal{E}_\lambda D_t^{1/2} f\|_{2,\mu} \lesssim \|f\|_{2,\mu}, \\
(iii) & \quad \|\lambda \mathcal{E}_\lambda w^{-1} \operatorname{div}_x (w f)\|_{2,\mu} + \|\lambda^2 \mathcal{D} \mathcal{E}_\lambda w^{-1} \operatorname{div}_x (w f)\|_{2,\mu} \lesssim \|f\|_{2,\mu}.
\end{align*}
\]
The same estimates hold with \( \mathcal{E}_\lambda \) replaced by \( \mathcal{E}_\lambda^* \).

Proof. We first prove (i). Setting \( u := (\lambda^{-2} + \mathcal{H})^{-1} f \), we have \( \mathcal{E}_\lambda f = \lambda^{-2} u \) and by maximal accretivity we obtain
\[
\|\mathcal{E}_\lambda f\|_{2,\mu} \leq \|f\|_{2,\mu}.
\]
Next, we use the twisted sesquilinear form \( B_{\delta,\sigma} \) as in (4.4) with parameter \( \sigma = \lambda^{-2} \), so that by construction
\[
B_{\delta,\sigma}(u, u) = \langle f, (1 + \delta H_t)u \rangle_{2,\mu}.
\]

With this choice for $\sigma$, we pick $\delta = c_1/(2c_2)$, use (4.6) on the left, and Cauchy–Schwarz on the right, in order to obtain
\[ \|D u\|_{2,\mu}^2 \lesssim \|f\|_{2,\mu} \| u\|_{2,\mu} \leq \lambda^2 \| f\|_{2,\mu}^2. \]
This is the required uniform bound for $\lambda D E f$. Since $H$ is of the same type as $H^*$ from the point of view of sesquilinear forms, the same estimates also hold for $E^*_\lambda$ in place of $E_\lambda$.

Next, we note that the estimates for the leftmost terms in (ii) and (iii) follow by duality from (i) applied to $E_\lambda^*$.

In order to estimate the second term on the left in (ii), we set $u := (\lambda^{-2} + H)^{-1} D_{t}^{1/2} f$. Since $D_{t}^{1/2} f$ is now regarded as an element in $(E_\mu)^*$, we get $\langle f, D_{t}^{1/2} (1 + \delta H_t) u \rangle_{2,\mu}$ on the right-hand side in (4.9), and from this we conclude
\[ \|Du\|_{2,\mu}^2 \lesssim \|f\|_{2,\mu} \| Du\|_{2,\mu} \]
as required. The remaining term in (iii) is estimated in the same way upon replacing $D_{t}^{1/2} f$ by $w^{-1} \text{div}_x (uf)$.

4.4. Off-diagonal estimates. Given measurable subsets $E, F$ of $\mathbb{R}^{n+1}$, we let
\[ d(E, F) := \inf \{\| (x - y, t - s) \| : (x, t) \in E, (y, s) \in F\} \]
denote their parabolic distance. Lemma 4.4 below is an improvement of the uniform bounds in Lemma 4.3. We only state and prove Lemma 4.4 for the families of operators we need it for later on. However, let us stress that such estimates are not to be expected in the presence of the non-local operator $D_{t}^{1/2}$ and one of the insights in [5] was that in this case a non-local version of off-diagonal bounds should be used.

**Lemma 4.4.** Assume that $E, F$ are measurable subsets of $\mathbb{R}^{n+1}$ and let $d := d(E, F)$. Then there exists a constant $c \in (0, \infty)$, depending only on the structural constants, such that
\[ \int_E |E_\lambda f|^2 + |\lambda \nabla_x E_\lambda f|^2 \, d\mu \lesssim e^{-\frac{d}{\lambda}} \int_E |f|^2 \, d\mu, \]
\[ \int_E |\lambda E_\lambda w^{-1} \text{div}_x (wf)|^2 \, d\mu \lesssim e^{-\frac{d}{\lambda}} \int_E |f|^2 \, d\mu, \]
for all $\lambda > 0$ and all $f \in L^2_\mu$, $f \in (L^2_\mu)^n$ with support in $E$. The same statements are true when $E_\lambda$ is replaced by $E^*_\lambda$.

**Proof.** As in the proof of Lemma 4.3, it suffices to treat $E_\lambda$. Based on Lemma 4.3, we see that it suffices to obtain the exponential estimate for $\lambda \leq \alpha d$, where for now $\alpha \in (0,1)$ is a degree of freedom that will be determined later and which will only depend on the structural constants.

Let $u := E_\lambda f$ and recall that
\[ \int_{\mathbb{R}^{n+1}} u \nabla + \lambda^2 w^{-1} A \nabla u \cdot \nabla v + \lambda^2 H_t D_{t}^{1/2} u \cdot D_{t}^{1/2} v \, d\mu = \int_{\mathbb{R}^{n+1}} f \cdot \nabla v \, d\mu \]
for all $v \in E_\mu$. We can pick a real-valued $\tilde{\eta} \in C^\infty(\mathbb{R}^{n+1})$ such that $\tilde{\eta} = 1$ on $F$, $\tilde{\eta} = 0$ on $E$, and such that
\[ d[\nabla_x \tilde{\eta}] + d^2 [\partial_t \tilde{\eta}] \leq c \]
for some constant $c$ only depending on $n$. The different scaling in the two terms is due to the definition of the parabolic constants. Next, we let
\[ v := u \eta^2 \quad \text{with} \quad \eta := e^{\frac{d}{\lambda} \tilde{\eta}} - 1. \]
For this choice of \( v \), we rewrite the real part in (4.10) of the pairing containing half-order derivatives as follows. According to Lemma 3.3, there exists a sequence \( \{ u_i \} \subset C_0^\infty(\mathbb{R}^{n+1}) \) such that \( u_i \to u \) in \( E_\mu \) as \( i \to \infty \). By the same lemma, \( \eta^2 u_i \to \eta^2 u \) in \( E_\mu \) and therefore

\[
\text{Re} \int_{\mathbb{R}^{n+1}} H_t D_t^{1/2} u \cdot \overline{D_t^{1/2} v} \, d\mu = \text{Re} \lim_{i \to \infty} \int_{\mathbb{R}^{n+1}} H_t D_t^{1/2} u_i \cdot \overline{D_t^{1/2} (u_i \eta^2)} \, dt \, dw
\]

\[
= \lim_{i \to \infty} \text{Re} \int_{\mathbb{R}^{n+1}} \partial_t u_i \cdot \overline{u_i \eta^2} \, dt \, dw
\]

\[
= \frac{1}{2} \lim_{i \to \infty} \int_{\mathbb{R}^{n+1}} \partial_t |u_i|^2 \cdot \eta^2 \, dt \, dw
\]

\[
= \frac{1}{2} \lim_{i \to \infty} - \int_{\mathbb{R}^{n+1}} |u_i|^2 \cdot \partial_t (\eta^2) \, dt \, dw
\]

\[
= -\frac{1}{2} \int_{\mathbb{R}^{n+1}} |u|^2 \cdot \partial_t (\eta^2) \, d\mu.
\]

Going back to (4.10) and using that \( \eta = 0 \) on \( E \), we conclude that

\[
\text{Re} \int_{\mathbb{R}^{n+1}} |u|^2 \eta^2 \, d\mu + \lambda^2 w^{-1} A \nabla x u \cdot \overline{\nabla x (w \eta^2)} - \frac{\lambda^2}{2} |u|^2 \partial_t (\eta^2) \, d\mu = 0.
\]

Using this identity and ellipticity, we deduce

\[
\int_{\mathbb{R}^{n+1}} |u|^2 \eta^2 \, d\mu + c_1 \lambda^2 \int_{\mathbb{R}^{n+1}} |\nabla x u|^2 \eta^2 \, d\mu
\]

\[
\leq \lambda^2 \int_{\mathbb{R}^{n+1}} |u|^2 \eta \, |\partial_t \eta| \, d\mu + 2c_2 \lambda^2 \int_{\mathbb{R}^{n+1}} |u| \eta |\nabla x u| |\nabla x \eta| \, d\mu
\]

\[
\leq \frac{1}{2} \int_{\mathbb{R}^{n+1}} |u|^2 \eta^2 \, d\mu + \frac{1}{2} \lambda^4 \int_{\mathbb{R}^{n+1}} |u|^2 |\partial_t \eta|^2 \, d\mu + \frac{1}{2} c_1 \lambda^2 \int_{\mathbb{R}^{n+1}} |\nabla x u|^2 \eta^2 \, d\mu + 2 \frac{c_2^2}{c_1} \lambda^2 \int_{\mathbb{R}^{n+1}} |u|^2 |\nabla x \eta|^2 \, d\mu.
\]

In conclusion,

\[
\int_{\mathbb{R}^{n+1}} |u|^2 \eta^2 \, d\mu + c_1 \lambda^2 \int_{\mathbb{R}^{n+1}} |\nabla x u|^2 \eta^2 \, d\mu \leq \int_{\mathbb{R}^{n+1}} |u|^2 \left( \lambda^4 |\partial_t \eta|^2 + \frac{4c_2^2}{c_1} \lambda^2 |\nabla x \eta|^2 \right) \, d\mu.
\]

By the definition of \( \eta \) in (4.11), and since \( \lambda \leq \alpha d \leq d \), we see that

\[
|\partial_t \eta|^2 \leq \frac{\alpha^2 d^2}{\lambda^2} |\eta + 1|^2 \frac{c_2^2}{d^2} \leq c^2 \alpha^2 \lambda^{-4} |\eta + 1|^2
\]

and

\[
|\nabla x \eta|^2 \leq \frac{\alpha^2 d^2}{\lambda^2} |\eta + 1|^2 \frac{c_2^2}{d} = c^2 \alpha^2 \lambda^{-2} |\eta + 1|^2.
\]

Thus, we get

\[
\int_{\mathbb{R}^{n+1}} |u|^2 \eta^2 \, d\mu + c_1 \lambda^2 \int_{\mathbb{R}^{n+1}} |\nabla x u|^2 \eta^2 \, d\mu \leq \alpha^2 \int_{\mathbb{R}^{n+1}} |u|^2 |\eta + 1|^2 \, d\mu.
\]

At this point, we make our choice of \( \alpha \). Indeed, using the bound \( |\eta + 1|^2 \leq 2(\eta^2 + 1) \), we choose \( \alpha \) small enough to be able to absorb the part coming from \( \eta \) into the left-hand side. The conclusion is that

\[
\int_{\mathbb{R}^{n+1}} |u|^2 \eta^2 \, d\mu + \lambda^2 \int_{\mathbb{R}^{n+1}} |\nabla x u|^2 \eta^2 \, d\mu \leq \int_{\mathbb{R}^{n+1}} |u|^2 \, d\mu.
\]
On the right-hand side, we can use Lemma 4.3 (i), and, on the left-hand side, we exploit that on $F$ we have
\[
\eta = e^{\frac{2ad}{\lambda}} - 1 \geq \frac{1}{2} e^{\frac{2ad}{\lambda}},
\]
since we are assuming $\lambda \leq ad$. Consequently,
\[
e^{\frac{2ad}{\lambda}} \int_F |u|^2 \, d\mu + e^{\frac{2ad}{\lambda}} \int_F |\lambda \nabla_x u|^2 \, d\mu \lesssim \int_E |f|^2 \, d\mu,
\]
which proves (i).

The inequality in (ii) follows by a duality argument, using (i) for $E^*_\lambda$ and interchanging the roles of $E$ and $F$. In fact,
\[
\int_F |\lambda \mathcal{E}_\lambda^{-1} \nabla_x (wf))|^2 \, d\mu = \sup_g \left( \int_{\mathbb{R}^{n+1}} \lambda \mathcal{E}_\lambda^{-1} \nabla_x (wf) \cdot \overline{g} \, d\mu \right)^2
\]
\[
= \sup_g \left( \int_E -f \cdot \lambda \nabla_x \mathcal{E}_\lambda^* g \, d\mu \right)^2,
\]
where the supremum is taken with respect to all $g \in L^2_{\mu}$, with support in $F$, such that $\|g\|_{2,\mu} = 1$. We can now complete the proof by applying the Cauchy–Schwarz inequality and (i) of the lemma but for $E^*_\lambda$. □

5. Weighted Littlewood–Paley theory in the parabolic setting

We could develop a weighted parabolic Littlewood–Paley theory following the approach for singular integrals on spaces of homogeneous type [18]. However, since our weight $w$ is time independent, we decided to present a down-to-earth approach by combining weighted elliptic theory known in the field [15, 16, 22] with Fourier analysis on the real line. Most of our estimates here are formulated using the square function norm

\[
||| \cdot |||_{2,\mu} := \left( \int_0^\infty \int_{\mathbb{R}^{n+1}} |\cdot|^2 \frac{d\mu \, d\lambda}{\lambda} \right)^{\frac{1}{2}}.
\]

For the rest of the paper, $\mathcal{P} \in C^\infty_0(\mathbb{R}^{n+1})$ is a fixed real-valued function in product form
\[
\mathcal{P}(x, t) = \mathcal{P}^{(1)}(x) \mathcal{P}^{(2)}(t),
\]
where $\mathcal{P}^{(1)}$ and $\mathcal{P}^{(2)}$ are both radial, non-negative, and have integral 1. For all $x \in \mathbb{R}^n, t \in \mathbb{R}$, we set
\[
\mathcal{P}^{(1)}_\lambda(x) := \lambda^{-n} \mathcal{P}^{(1)}(x/\lambda),
\]
\[
\mathcal{P}^{(2)}_\lambda(t) := \lambda^{-2} \mathcal{P}^{(2)}(t/\lambda^2),
\]
\[
\mathcal{P}_\lambda(x, t) := \mathcal{P}^{(1)}_\lambda(x) \mathcal{P}^{(2)}_\lambda(t) = \lambda^{-n-2} \mathcal{P}^{(1)}(x/\lambda) \mathcal{P}^{(2)}(t/\lambda^2),
\]
whenever $\lambda > 0$. With a slight abuse of notation, we let $\mathcal{P}_\lambda$ also denote the associated convolution operator
\[
\mathcal{P}_\lambda f(x, t) = \mathcal{P}_\lambda \ast f(x, t) = \int_{\mathbb{R}^{n+1}} \mathcal{P}_\lambda(x - y, t - s) f(y, s) \, dy \, ds,
\]
and likewise for $\mathcal{P}_\lambda^{(1)}$ and $\mathcal{P}_\lambda^{(2)}$. We note that
\begin{align}
|\mathcal{P}_\lambda^{(1)} f(x, t)| &\leq \mathcal{M}^{(1)}(f(\cdot, t))(x), \\
|\mathcal{P}_\lambda^{(2)} f(x, t)| &\leq \mathcal{M}^{(2)}(f(x, \cdot))(t), \\
|\mathcal{P}_\lambda f(x, t)| &\leq \mathcal{M}^{(1)}(\mathcal{M}^{(2)} f(\cdot, t))(x),
\end{align}
almost everywhere, for every $f \in L^1_{\text{loc}}(\mathbb{R}^{n+1})$, see [39, Sec. II.2.1]. In particular, these pointwise bounds hold for $f \in L^2_\mu$. The boundedness of the maximal operators in $L^2_\mu$ implies
\begin{equation}
\sup_{\lambda > 0} \|\mathcal{P}_\lambda\|_{2 \to 2, \mu} \lesssim 1,
\end{equation}
see Section 2.2.

**Lemma 5.1.** For all $f \in L^2_\mu(\mathbb{R}^{n+1})$,
\[ \| |\lambda \nabla_x \mathcal{P}_\lambda f| |_{2, \mu} + \| |\lambda^2 \partial_t \mathcal{P}_\lambda f| |_{2, \mu} + \| |\lambda D_t^{1/2} \mathcal{P}_\lambda f| |_{2, \mu} \|_{2, \mu} \lesssim \|f\|_{2, \mu}. \]

**Proof.** Here, we write out in detail how the product structure of $\mathcal{P}_\lambda$ can be used to prove parabolic estimates in $\mathbb{R}^{n+1}$ through weighted elliptic theory and classical Fourier analysis. This motif will appear in all proofs of this section. Let $\hat{g}$ denote the Fourier transform in time of a function $g$ on $\mathbb{R}^{n+1}$.

By uniform boundedness of $\mathcal{P}_\lambda^{(1)}$ in $L^2_\mu$ and Plancherel’s theorem, we have
\[ \| |\lambda D_t^{1/2} \mathcal{P}_\lambda f| |_{2, \mu}^2 = \int_0^\infty \int_{\mathbb{R}^{n+1}} |\mathcal{P}_\lambda^{(1)} \lambda D_t^{1/2} \mathcal{P}_\lambda^{(2)} f|^2 \frac{d\mu d\lambda}{\lambda} dt \]
\[ \lesssim \int_{\mathbb{R}^n} \int_0^\infty \int_{\mathbb{R}} |\lambda D_t^{1/2} \mathcal{P}_\lambda^{(2)} f|^2 \frac{d\mu d\lambda}{\lambda} dw \]
\[ = \int_{\mathbb{R}^n} \int_0^\infty \int_{\mathbb{R}} |\lambda \tau| \frac{\hat{\mathcal{P}_\lambda^{(2)}(\lambda^2 \tau) f(x, \tau)}}{\lambda} \frac{d\tau d\lambda}{\lambda} dw(x). \]

The integral in $\lambda$ is finite and independent of $\tau$ since $\mathcal{P}_\lambda^{(2)}$ is a radial Schwartz function. Applying Plancherel’s theorem backwards, we get the desired bound by $\|f\|_{2, \mu}^2$. The same argument yields the bound for $\| |\lambda^2 \partial_t \mathcal{P}_\lambda f| |_{2, \mu}^2$.

Finally, in order to bound $\lambda \nabla_x \mathcal{P}_\lambda f$, we use uniform boundedness of $\mathcal{P}_\lambda^{(2)}$ to get
\[ \| |\lambda \nabla_x \mathcal{P}_\lambda f| |_{2, \mu}^2 = \int_0^\infty \int_{\mathbb{R}^{n+1}} |\mathcal{P}_\lambda^{(2)} \lambda \nabla_x \mathcal{P}_\lambda^{(1)} f|^2 \frac{d\mu d\lambda}{\lambda} dt \]
\[ \lesssim \int_{\mathbb{R}^n} \int_0^\infty \int_{\mathbb{R}} |\lambda \nabla_x \mathcal{P}_\lambda^{(1)} f|^2 \frac{dw d\lambda}{\lambda} dt. \]

For fixed $t$, we now need weighted elliptic Littlewood-Paley theory. The operator $\lambda \nabla_x \mathcal{P}_\lambda^{(1)}$ acts by convolution with $\Psi_\lambda$, where $\Psi = \nabla_x \mathcal{P}_\lambda^{(1)}$ has integral 0. Thus, we can use e.g. [15, Lem. 4.6] to control the integral in $dw d\lambda$ by $\|f(\cdot, t)\|_{2, \mu}^2$ and the proof is complete. □

**Lemma 5.2.** For all $f \in E_\mu$,
\[ \| |\lambda^{-1} (I - \mathcal{P}_\lambda) f| |_{2, \mu} \lesssim \|Df\|_{2, \mu}. \]

**Proof.** We first claim
\begin{equation}
\| |\lambda^{-1} (I - \mathcal{P}_\lambda^{(1)}) f| |_{2, \mu} + \| |\lambda^{-1} (I - \mathcal{P}_\lambda^{(2)}) f| |_{2, \mu} \lesssim \|Df\|_{2, \mu}. \end{equation}
As in the proof of Lemma 5.1, this can be proved using Plancherel’s theorem in \( t \) for the second term, and weighted Littlewood-Paley theory with \( t \) fixed for the first term. The required weighted result is [17, Prop. 2.3] (originally [15, Prop. 4.7]) and the application to the concrete operator considered here is detailed in the lines following equation (4.3) in the same paper.

In order to complete the proof of the lemma, we simply write
\[
(I - P_\lambda) = P_\lambda^{(2)}(1 - P_\lambda^{(1)}) + (1 - P_\lambda^{(2)}).
\]
The result follows from (5.3) and the uniform boundedness of \( P_\lambda^{(2)} \) in \( L^2_\mu \).

In the following we write \( \Delta = Q \times I \) for parabolic cubes in \( \mathbb{R}^{n+1} = \mathbb{R}^n \times \mathbb{R} \).

**Definition 5.3.** We define \( A_\lambda^{(1)}, A_\lambda^{(2)}, A_\lambda \) to be the dyadic averaging operators in \( x, t \) and \( (x, t) \) with respect to parabolic scaling, that is, if \( \Delta = Q \times I \) is the dyadic parabolic cube with \( \ell(\Delta)/2 < \lambda \leq \ell(\Delta) \) containing \( (x, t) \), then
\[
A_\lambda^{(1)} f(x, t) := \frac{1}{Q} \int_Q f \, dy,
\]
\[
A_\lambda^{(2)} f(x, t) := \frac{1}{I} \int_I f \, ds,
\]
\[
A_\lambda f(x, t) := \iint_{\Delta} f \, dy \, ds = A_\lambda^{(1)} A_\lambda^{(2)} f(x, t).
\]

It follows from the bounds for the maximal operators in Section 2.2 and doubling that the dyadic averaging operators are bounded on \( L^2_\mu \) uniformly in \( \lambda \).

**Lemma 5.4.** Let \( P_\lambda \) and \( A_\lambda \) be as above. Then, for all \( f \in L^2_\mu(\mathbb{R}^{n+1}) \),
\[
|||(A_\lambda - P_\lambda)f|||_{2,\mu} \lesssim ||f|||_{2,\mu}.
\]

**Proof.** We follow our (general) strategy and write
\[
A_\lambda - P_\lambda = A_\lambda^{(2)} (A_\lambda^{(1)} - P_\lambda^{(1)}) + P_\lambda^{(1)} (A_\lambda^{(2)} - P_\lambda^{(2)}),
\]
where we have also used that \( A_\lambda^{(2)} \) and \( P_\lambda^{(1)} \) commute since they act in different variables. Since these operators are uniformly bounded on \( L^2_\mu \) with respect to \( \lambda \), we get
\[
|||(A_\lambda - P_\lambda)f|||_{2,\mu} \lesssim \int_{\mathbb{R}^n} \int_0^\infty \|(A_\lambda^{(1)} - P_\lambda^{(1)}) f(\cdot, t)||^2_{2,w} \frac{d\lambda}{\lambda} \, dt
+ \int_{\mathbb{R}^n} \int_0^\infty \|(A_\lambda^{(2)} - P_\lambda^{(2)}) f(x, \cdot)||^2_{2,w} \frac{d\lambda}{\lambda} \, dw(x).
\]
For the first term on the right, we can rely on the weighted elliptic version of the lemma [15, Lem. 5.2]. For the second term on the right, we can make a change of variables \( \lambda' = \lambda^2 \) and use the unweighted one-dimensional version of the lemma, which of course follows from the same reference or the classical proof in [11, App. C, Eq. (4)].

6. Reduction to a quadratic estimate

The purpose of this short section is to reduce our main result, Theorem 1.1, to the quadratic estimate
\[
|||\lambda \mathcal{H} \mathcal{E} f|||_{2,\mu} \lesssim ||\nabla_x f|||_{2,\mu} + ||H_t D_t^{1/2} f|||_{2,\mu} \quad (f \in E_\mu).
\]

Recall that \( \mathcal{E}_\lambda = (1 + \lambda^2 \mathcal{H})^{-1} \). Since the sesquilinear form associated with \( \mathcal{H} \) is not closed, see Section 4, classical results à la Lions as in the elliptic case do not apply and here we give full details of this reduction.

At this point, we require some essentials from functional calculus. We give references along the way and we refer the reader to [24,33] for further background. Since \( \mathcal{H} \) is maximal accretive (Proposition 4.2), it has a unique maximal accretive square root \( \sqrt{\mathcal{H}} \) defined by the functional calculus for sectorial operators and the same is true for the adjoint \( \mathcal{H}^* \) with \( \sqrt{\mathcal{H}^*} = (\sqrt{\mathcal{H}})^* \).

In order to see the reduction alluded to above, we start out with the Calderón reproducing formula in [24, Thm. 5.2.6] and we write

\[
\sqrt{\mathcal{H}} f = \frac{16}{\pi} \int_0^\infty \lambda^3 \mathcal{H}^2 (1 + \lambda^2 \mathcal{H})^{-3} f \frac{d\lambda}{\lambda},
\]

where \( f \in D(\sqrt{\mathcal{H}}) \) and the integral is understood as an improper Riemann integral in \( L^2_\mu \).

Testing this identity against \( g \in L^2_\mu \) and applying Cauchy–Schwarz, we obtain

\[
|\langle \sqrt{\mathcal{H}} f, g \rangle_{2,\mu}| \leq \frac{16}{\pi} \|\lambda \mathcal{H}(1 + \lambda^2 \mathcal{H})^{-1} f\|_{2,\mu} \times \|\lambda^2 \mathcal{H}^* (1 + \lambda^2 \mathcal{H}^*)^{-2} g\|_{2,\mu}.
\]

The second term is controlled by a structural constant times \( \|g\|_{2,\mu} \) since \( \mathcal{H}^* \) is maximal accretive in \( L^2_\mu \) — more precisely, this follows from von Neumann’s inequality [24, Thm. 7.1.7] and the characterization of the emerging functional calculus due to McIntosh [24, Thm. 7.3.1]. Taking the supremum over all \( g \) yields

\[
\|\sqrt{\mathcal{H}} f\|_{2,\mu} \lesssim \|\lambda \mathcal{H}(I + \lambda^2 \mathcal{H})^{-1} f\|_{2,\mu}.
\]

Let us now suppose that (6.1) holds. Then, we obtain

\[
\|\sqrt{\mathcal{H}} f\|_{2,\mu} \lesssim \|\nabla_\mathcal{H} f\|_{2,\mu} + \|H_t D_t^{1/2} f\|_{2,\mu},
\]

when \( f \) is in \( E_\mu \cap D(\sqrt{\mathcal{H}}) \supset D(\mathcal{H}) \). However, since this space is dense in \( E_\mu \) by Proposition 4.2, and as \( \sqrt{\mathcal{H}} \) is closed, the estimate extends to all \( f \in E_\mu \). Next, we note that \( \mathcal{H}^* \) is similar to an operator in the same class as \( \mathcal{H} \) under conjugation with the ‘time reversal’ \( f(t, x) \mapsto f(-t, x) \) and conjugation of \( A \). Hence, we also have

\[
\|\sqrt{\mathcal{H}^*} g\|_{2,\mu} \lesssim \|\nabla_\mathcal{H} g\|_{2,\mu} + \|H_t D_t^{1/2} g\|_{2,\mu},
\]

whenever \( g \in E_\mu \). Using (4.6) with \( \sigma = 0 \) and \( \delta \) small enough depending on the structural constants, we obtain for all \( f \in D(\mathcal{H}) \) that

\[
\delta \|\nabla_\mathcal{H} f\|_{2,\mu}^2 + \|D_t^{1/2} f\|_{2,\mu}^2 \leq \|\mathcal{H} f, (1 + \delta H_t) f\|_{2,\mu} \leq \|\sqrt{\mathcal{H}} f\|_{2,\mu} \|\sqrt{\mathcal{H}^*} (1 + \delta H_t) f\|.
\]

Now, (6.4) with \( g := (1 + \delta H_t) f \in E_\mu \) implies

\[
\|\nabla_\mathcal{H} f\|_{2,\mu} + \|D_t^{1/2} f\|_{2,\mu} \lesssim \|\sqrt{\mathcal{H}} f\|_{2,\mu}.
\]

Since \( D(\mathcal{H}) \) is dense in \( D(\sqrt{\mathcal{H}}) \) for the graph norm [24, Prop. 3.1.1(h)], the estimate extends to all \( f \in D(\sqrt{\mathcal{H}}) \).

In conclusion, we have seen that (6.1) implies the statement of Theorem 1.1 through the estimates (6.3) and (6.5). Therefore, the rest of the paper is devoted to the task of proving (6.1).
7. Principal part approximation

In order to prove the square function estimate (6.1), we will eventually split \( \mathcal{H} \) into its elliptic and parabolic parts and perform the ‘hard’ analysis only on the elliptic part. This will lead us to the operators

\[
U_\lambda := \lambda \mathcal{E}_\lambda w^{-1} \text{div}_x w \quad (\lambda > 0).
\]

These operators appeared in Lemma 4.4 on off-diagonal estimates and in particular they are uniformly bounded on \( (L^2)\mu \). Here we continue their analysis.

Given a cube \( Q = Q_r(x) \subset \mathbb{R}^n \) and an interval \( I = I_r(t) \), we let \( \Delta := Q \times I \) and set

\[
C_k(\Delta) = C_k(Q \times I) := 2^{k+1} \Delta \setminus 2^k \Delta \quad (k = 1, 2, \ldots),
\]

\[
C_0(\Delta) := 2\Delta.
\]

In the following, we denote the characteristic function of a set \( E \) by \( 1_E \). We use off-diagonal estimates to define \( U_\lambda \) on \( (L^\infty)\mu \).

**Definition 7.1.** For \( b \in (L^\infty)^n \) we define

\[
U_\lambda b := \lim_{k \to \infty} U_\lambda(b1_{2^k\Delta}),
\]

with convergence locally in \( (L^2)\mu \), where on the right \( \Delta \) is any parabolic cube.

Definition 7.1 is meaningful and independent of the choice of \( \Delta \) as we shall see next. To start, if \( \Delta' \) is any parabolic cube, then for \( m > n \) large enough to guarantee that \( \Delta' \subset 2^{n-1} \Delta \), Lemma 4.4 yields

\[
\|U_\lambda(b1_{2^{m}\Delta}2^{n}\Delta)\|_{L^2_\mu(\Delta')} \leq \sum_{j=n}^{m-1} \|U_\lambda(b1_{C_j(\Delta)})\|_{L^2_\mu(\Delta')}
\]

\[
\lesssim \mu(\Delta')^{1/2} \|b\|_{\infty} \sum_{j=n}^{m} e^{-\frac{c_{\Delta}2^{j-1}}{\Delta}}(4D)^{j+1}.
\]

Recall that \( 4D \) is the doubling constant for \( \mu \), see (2.3). The right-hand side converges to 0 as \( m, n \to \infty \). In conclusion, \( \{U_\lambda(b1_{2^m\Delta})\} \) is a Cauchy sequence locally in \( (L^2)\mu \). By the same argument, Definition 7.1 is independent of of the particular choice \( \Delta \). Taking \( \Delta' = \Delta \) and \( n = 1 \), we get

\[
\|U_\lambda b\|_{L^2_\mu(\Delta)} \leq \|U_\lambda(b1_{2\Delta})\|_{L^2_\mu(\Delta)} + \|U_\lambda(b1_{R^{n+1}\Delta})\|_{L^2_\mu(\Delta)}
\]

\[
\lesssim \mu(\Delta)^{1/2} \|b\|_{\infty} \left(1 + \sum_{j=1}^{\infty} e^{-\frac{c_\Delta2^{j-1}}{\Delta}}(4D)^{j+1}\right).
\]

**Lemma 7.2.** Let \( b \in (L^\infty)^n \) and \( f \in L^2_\mu \). Then,

\[
\|(U_\lambda b)A_\lambda f\|_{2,\mu} \lesssim \|b\|_{\infty} \|f\|_{2,\mu}.
\]

**Proof.** If \( \Delta \subset \mathbb{R}^{n+1} \) is a parabolic cube such that \( \ell(\Delta)/2 < \lambda \leq \ell(\Delta) \), then by (7.3) we have

\[
\int_\Delta |(U_\lambda b)A_\lambda f|^2 \, d\mu \lesssim \mu(\Delta)\|b\|^2_{\infty}.
\]

Since \( A_\lambda f \) is constant on each such \( \Delta \), we obtain

\[
\int_\Delta |(U_\lambda b)A_\lambda f|^2 \, d\mu \leq \int_\Delta |U_\lambda b|^2 \, d\mu \cdot \int_\Delta |A_\lambda f|^2 \, d\mu \lesssim \|b\|^2_{\infty} \int_\Delta |A_\lambda f|^2 \, d\mu.
\]
The claim follows by summing in $\Delta$ and using that $A_\lambda$ is uniformly bounded on $L^2_\mu$ with respect to $\lambda$, see Section 5.

Writing $A = (A_1, \ldots, A_n)$ with $A_j$ the $j$-th column of $A$, we can use Definition 7.1 to define the action of $U_\lambda$ on the bounded matrix-valued function $w^{-1}A$ by

$$ (U_\lambda w^{-1}A) := U_\lambda(w^{-1}A) := \left(U_\lambda(w^{-1}A_1), \ldots, U_\lambda(w^{-1}A_n)\right). $$

We will approximate $U_\lambda w^{-1}A$ by operators that act via multiplication on the maximal dyadic cubes of size at most $\lambda$. To be precise, we will consider

$$ (7.4) \quad R_\lambda f := U_\lambda(w^{-1}Af) - (U_\lambda w^{-1}A)A_\lambda f. $$

This is nowadays called the 'principal part approximation'. Using Lemmas 4.3 and 7.2, we see that the $R_\lambda$ are uniformly bounded on $L^2_\mu$ for $\lambda > 0$. Moreover, we prove the following bound.

**Proposition 7.3.** Let $f \in L^2_\mu \cap C^\infty$. Then,

$$ \|R_\lambda f\|_{2, \mu} \lesssim \|\lambda \nabla_x f\|_{2, \mu} + \|\lambda^2 \partial_t f\|_{2, \mu}. $$

For the proof, we need the following weighted Poincaré-type inequality. In the following we abbreviate $(f)_\Delta = (f)_{\Delta, dx, dt}$.

**Lemma 7.4.** Let $f \in C^\infty$. Then, for all parabolic cubes $\Delta$ and all non-negative integers $k$,

$$ \iint_{C_k(\Delta)} |(f - (f)_\Delta)|^2 \, d\mu \leq c(k + 1) \iint_{2^{k+1}\Delta} 2^{2k} \ell(\Delta)^2 |\nabla_x f|^2 + 4k^4 \ell(\Delta)^4 |\partial_t f|^2 \, d\mu, $$

where $c$ depends only on $n$ and $[w]_{A_2}$.

**Proof.** Let $\Delta = Q \times I$. We set $g := (f)_{Q, dx}$, which is a function of $t$, and we split

$$ f - (f)_\Delta = (f - (f)_Q, dx) + (g - (g)_t, dt). $$

To the first term we can apply the weighted Poincaré inequality in the $x$-variable from (the proof of) [23, Thm. 15.26] and to the second term the standard Poincaré inequality in the $t$-variable. The result is

$$ \left( \iint_\Delta |(f - (f)_\Delta)|^2 \, d\mu \right)^{\frac{1}{2}} \leq c \left( \iint_\Delta \ell(\Delta)^2 |\nabla_x f|^2 + \ell(\Delta)^4 |\partial_t f|^2 \, d\mu \right)^{\frac{1}{2}}. $$

Note that in [23] balls are used instead of cubes, but doubling allows us to switch between one and the other. For the general result it suffices to write

$$ f - (f)_\Delta = (f - (f)_{2^{k+1}\Delta}) + ((f)_{2^{k+1}\Delta} - (f)_{2^k\Delta}) + \ldots + ((f)_{2\Delta} - (f)_\Delta), $$

and to use the estimate above on the cubes $2^{k+1}\Delta$ and $2^{k+1}\Delta, \ldots, 2\Delta$.

**Proof of Proposition 7.3.** We note that if $(x, t) \in \mathbb{R}^{n+1}$ and $\lambda > 0$, then

$$ R_\lambda f(x, t) = U_\lambda\left(w^{-1}A(f - (f)_\Delta)\right)(x, t), $$
where $\Delta$ is the unique dyadic parabolic cube with $\ell(\Delta)/2 < \lambda \leq \ell(\Delta)$ that contains $(x,t)$. Thus,

$$ \|R_\lambda f\|_{2,\mu}^2 \leq \sum_{\Delta} \left( \sum_{k=0}^{\infty} \left( \int_{\Delta} \left| U_\lambda \left( w^{-1} A f - (f)_\Delta \right) \right|^2 \, d\mu \right)^{\frac{1}{2}} \right)^2, $$

and therefore

$$ \|R_\lambda f\|_{2,\mu}^2 \lesssim \sum_{\Delta} \left( \sum_{k=0}^{\infty} e^{-\frac{\lambda}{2}} \left( \int_{\Delta} \left| f - (f)_\Delta \right|^2 \, d\mu \right)^{\frac{1}{2}} \right)^2 \lesssim \sum_{\Delta} \sum_{k=0}^{\infty} e^{-\frac{\lambda}{2}} \left( \int_{\Delta} \left| f - (f)_\Delta \right|^2 \, d\mu \right) $$

$$ \lesssim \sum_{\Delta} \sum_{k=0}^{\infty} e^{-\frac{\lambda}{2}} \left( k + 1 \right)^2 \int_{\Delta} \lambda^2 |\nabla_x f|^2 + \lambda^4 |\partial_t f|^2 \, d\mu \lesssim \sum_{k=0}^{\infty} e^{-\frac{\lambda}{2}} \left( k + 1 \right)^2 \left( k + 2 \right)^2 \int_{\Delta} \lambda^2 |\nabla_x f|^2 + \lambda^4 |\partial_t f|^2 \, d\mu, $$

where we used, in succession, the off-diagonal estimates, Cauchy–Schwarz inequality, Lemma 7.4, and the fact that each point in $\mathbb{R}^{n+1}$ is contained in exactly $2^{(k+1)(n+2)}$ of the cubes $2^{k+1}\Delta$. The sum in $k$ is still finite and the proof is complete. 

\section{8. Proof of Theorem 1.1}

After the reduction in Section 6 it remains to prove the quadratic estimate (6.1) that we now write in the form

\begin{equation}
\|\|\lambda E_\lambda H f\|\|_{2,\mu} \lesssim \|D f\|_{2,\mu} \quad (f \in E_\mu).
\end{equation}

In the following we will use the operators $P_\lambda$, $A_\lambda$, $U_\lambda$, $R_\lambda$ that have been introduced in Section 4, 5 and 7. Collecting the estimates from these sections, we can at this stage prove the following.

\textbf{Proposition 8.1.} Let $f \in E_\mu$. Then,

\begin{equation}
\|\|\lambda E_\lambda H + (U_\lambda w^{-1} A_\lambda \nabla_x) f\|\|_{2,\mu} \lesssim \|D f\|_{2,\mu}.
\end{equation}

\textbf{Proof.} We begin by writing

\begin{equation}
\lambda E_\lambda H f = \lambda E_\lambda HP_\lambda f + \lambda H E_\lambda (I - P_\lambda) f.
\end{equation}

Using the identity

$$ \lambda H E_\lambda = \lambda^{-1} (I - E_\lambda), $$

the uniform $L^2$-boundedness of $E_\lambda$, and Lemma 5.2, we see that

$$ \|\|\lambda E_\lambda H (I - P_\lambda) f\|\|_{2,\mu} \lesssim \|\|\lambda^{-1} (I - P_\lambda) f\|\|_{2,\mu} \lesssim \|D f\|_{2,\mu}. $$

Next we use (4.3) to write

\begin{equation}
\lambda E_\lambda H P_\lambda f = - U_\lambda w^{-1} A_\lambda \nabla_x f + \lambda E_\lambda D_{t_1}^{1/2} H_{t_1} D_{t_1}^{1/2} P_\lambda f.
\end{equation}
Using Lemma 4.3(i) and then Lemma 5.1, we see that
\[
\|\|\lambda \mathcal{E}_x D_t^{1/2} H_t D_t^{1/2} \mathcal{P}_x f \|\|_{2,\mu} = \|\|\lambda \mathcal{E}_x D_t^{1/2} \mathcal{P}_x D_t^{1/2} H_t f \|\|_{2,\mu} \\
\lesssim \|\|\lambda D_t^{1/2} \mathcal{P}_x D_t^{1/2} H_t f \|\|_{2,\mu} \\
\lesssim \|D_t^{1/2} f\|_{2,\mu}.
\]
(8.4)

Finally, we bring the principal part approximation into play. We use $\mathcal{U}_\lambda$ and $\mathcal{R}_\lambda$ to write
\[
\mathcal{U}_\lambda w^{-1} A \nabla_x \mathcal{P}_x f = \mathcal{U}_\lambda w^{-1} A \mathcal{P}_x \nabla_x f \\
= \mathcal{R}_\lambda \mathcal{P}_x \nabla_x f + (\mathcal{U}_\lambda w^{-1} A) \mathcal{A}_\lambda (\mathcal{P}_\lambda - \mathcal{A}_\lambda) \nabla_x f + (\mathcal{U}_\lambda w^{-1} A) \mathcal{A}_\lambda \nabla_x f,
\]
where we have also used that $(\mathcal{A}_\lambda)^2 = \mathcal{A}_\lambda$ for the last term. Applying Proposition 7.3 and Lemma 5.1, we have
\[
\|\|\mathcal{R}_\lambda \mathcal{P}_x \nabla_x f \|\|_{2,\mu} \lesssim \|\|\mathcal{A}_\lambda \nabla_x \mathcal{P}_x \nabla_x f \|\|_{2,\mu} + \|\|\lambda^2 \partial_t \mathcal{P}_x \nabla_x f \|\|_{2,\mu} \lesssim \|\mathcal{D} f\|_{2,\mu}.
\]

Also, by Lemma 5.4 and Lemma 7.2, we have
\[
\|\|\mathcal{U}_\lambda w^{-1} A) \mathcal{A}_\lambda (\mathcal{P}_\lambda - \mathcal{A}_\lambda) \nabla_x f \|\|_{2,\mu} \lesssim \|\|\mathcal{A}_\lambda - \mathcal{P}_\lambda \|\|\nabla_x f\|\|_{2,\mu}.
\]

Looking back at the successive splittings in (8.2), (8.3), (8.5), we see that the only term that has not been treated in the square function norm is $(\mathcal{U}_\lambda w^{-1} A) \mathcal{A}_\lambda \nabla_x f$. This proves the claim. \qed

To conclude the square function estimate for the final term $(\mathcal{U}_\lambda w^{-1} A) \mathcal{A}_\lambda \nabla_x f$, we establish Lemma 8.3 below. The lemma states that
\[
\|\mathcal{U}_\lambda w^{-1} A\|^2 \frac{d\mu d\lambda}{\lambda}
\]
is a Carleson measure and that we have good control of the constants. Hence,
\[
\|\|\mathcal{U}_\lambda w^{-1} A) \mathcal{A}_\lambda \nabla_x f \|\|_{2,\mu} \lesssim \|\nabla_x f\|_{2,\mu}
\]
follows by Carleson’s inequality for parabolic cubes, see Lemma 8.2. This completes the proof of the estimate in (8.1), and hence the proof of Theorem 1.1 modulo Lemma 8.3. The reader should observe that in our proof of (8.1) we have split off the time derivative $\partial_t$ from $\mathcal{H}$ and we have controlled the part coming from $\partial_t$ by a standard Littlewood-Paley estimate in (8.4).

For convenience, we include a proof of the version of Carleson’s inequality that is used above. We adapt the elegant dyadic argument found in [35, Thm. 4.3].

**Lemma 8.2.** Let $\nu$ be a Borel measure on $\mathbb{R}^{n+1} \times \mathbb{R}^+$ that satisfies
\[
\|\nu\|_c := \sup_{\Delta} \frac{\nu(\Delta \times (0, \ell(\Delta)))}{\mu(\Delta)} < \infty,
\]
where the supremum is taken over all dyadic parabolic cubes $\Delta \subset \mathbb{R}^{n+1}$. Then there is a constant $c$ that only depends on $n$ and $[w]_{A_2}$ such that for every $f \in L^2_\nu$,
\[
\int_0^\infty \int_{\mathbb{R}^{n+1}} |\mathcal{A}_\lambda f(x,t)|^2 \, d\nu(x,t,\lambda) \leq c \|\nu\|_c \int_{\mathbb{R}^{n+1}} |f|^2 \, d\mu.
\]
Proof. For $i \in \mathbb{Z}$ let $\{ \Delta_i^j \}_j$ be the partition of $\mathbb{R}^{n+1}$ into dyadic parabolic cubes such that $\ell(\Delta_i^j) = 2^i$. We have
\[
\int_0^\infty \iint_{\mathbb{R}^{n+1}} |A_\lambda f(x,t)|^2 \, d\nu(x,t,\lambda) = \sum_{i=-\infty}^\infty \sum_j \iint_{\Delta_i^j} f \, dy \, ds \left| \nu(\Delta_i^j \times (2^{i-1}, 2^i)) \right|^2 
= \sum_{i=-\infty}^\infty \sum_j |f_i^j|^2 \nu_i^j,
\]
where we have introduced $\nu_i^j := \nu(\Delta_i^j \times (2^{i-1}, 2^i))$ and $f_i^j := \iint_{\Delta_i^j} f \, dy \, ds$. For $r > 0$ let $\{ \Delta_k(r) \}_k$ be the collection of maximal dyadic parabolic cubes $\Delta_i^j$ such that $|f_i^j| > r$. Note that these cubes are pairwise disjoint and contained in $\{ \mathcal{M}^{(1)} \mathcal{M}^{(2)} f > r \}$. Hence,
\[
\sum_{i=-\infty}^\infty \sum_j |f_i^j|^2 \nu_i^j = \int_0^\infty 2r \sum_{i=-\infty}^\infty \sum_j 1_{\{|f_i^j| > r\}} \nu_i^j \, dr 
\leq \int_0^\infty 2r \sum_k \sum_{\Delta \subset \Delta_k(r)} \nu(\Delta \times (\ell(\Delta)/2, \ell(\Delta))) \, dr 
= \int_0^\infty 2r \sum_k \nu(\Delta_k(r) \times (0, \ell(\Delta_k(r)))) \, dr 
\leq ||\nu||_c \int_0^\infty 2r \sum_k \mu(\Delta_k(r)) \, dr 
\leq ||\nu||_c \int_0^\infty 2r \mu(\{ \mathcal{M}^{(1)} \mathcal{M}^{(2)} f > r \}) \, dr 
= ||\nu||_c \| \mathcal{M}^{(1)} \mathcal{M}^{(2)} f \|_{2, \mu}^2.
\]
Now, the claim follows from the Hardy–Littlewood–Muckenhoupt inequality. □

The rest of the section is devoted to the proof of the following lemma.

Lemma 8.3. For all dyadic parabolic cubes $\Delta = Q \times I \subset \mathbb{R}^{n+1}$,
\[
\int_0^{\ell(\Delta)} \iint_{\Delta} |\mathcal{D}_\lambda w^{-1} A^2 | \frac{d\mu}{\lambda} \lesssim \mu(\Delta).
\]

As in most related work, the proof of Lemma 8.3 is based on the use of appropriate local $T_b$-type test functions.

8.1. Construction of appropriate local $T_b$-type test functions. Let $\zeta \in \mathbb{C}^n$ with $|\zeta| = 1$ and let $\zeta_i$ denote the $i$-th component of $\zeta$ for $1 \leq i \leq n$. We let $\chi, \eta$ be smooth functions on $\mathbb{R}^n$ and $\mathbb{R}$, respectively, whose values are in $[0, 1]$. The function $\chi$ is equal to 1 on $[-1/2, 1/2]^n$ and has support in $(-1, 1)^n$, and $\eta$ is equal to 1 on $[-1/4, 1/4]$ with support in $(-1, 1)$. We fix a parabolic dyadic cube $\Delta$ and denote its center by $(x_\Delta, t_\Delta)$. We first introduce
\[
\chi_\Delta(x,t) := \chi \left( \frac{x-x_\Delta}{\ell(\Delta)} \right) \eta \left( \frac{t-t_\Delta}{\ell(\Delta)^2} \right).
\]
Based on $\zeta$ and $\chi_\Delta$, we introduce
\[
L_\zeta^\Delta(x,t) := \chi_\Delta(x,t) (\Phi_\Delta(x) \cdot \zeta), \quad \Phi_\Delta(x) := (x-x_\Delta).
\]
Clearly, \( L_\Delta^\varepsilon \in E_\mu \). Using the function \( L_\Delta^\varepsilon \) and \( 0 < \varepsilon \ll 1 \), we define the test function
\[
(8.6) \quad f_{\Delta,\varepsilon}^\zeta := \mathcal{E}_{\ell(\Delta)}L_\Delta^\varepsilon = (I + (\ell(\Delta))^2 \mathcal{H})^{-1}L_\Delta^\varepsilon.
\]

**Lemma 8.4.** Let \( \zeta \in \mathbb{C}^n \) with \(|\zeta| = 1\) and \( 0 < \varepsilon \ll 1 \) be a degree of freedom. Given a parabolic dyadic cube \( \Delta \), define \( f_{\Delta,\varepsilon}^\zeta \) as in \((8.6)\). Then,
\[
\begin{align*}
\text{(i)} & \quad \|f_{\Delta,\varepsilon}^\zeta - L_\Delta^\varepsilon\|_{2,\mu}^2 \mu \lesssim (\ell(\Delta))^2 \mu(\Delta), \\
\text{(ii)} & \quad \|D(f_{\Delta,\varepsilon}^\zeta - L_\Delta^\varepsilon)\|_{2,\mu}^2 \mu \lesssim \mu(\Delta), \\
\text{(iii)} & \quad \|D^2 f_{\Delta,\varepsilon}^\zeta\|_{2,\mu}^2 \mu \lesssim \mu(\Delta).
\end{align*}
\]

**Proof.** Note that
\[
f_{\Delta,\varepsilon}^\zeta - L_\Delta^\varepsilon = -(\ell(\Delta))^2 \mathcal{E}_{\ell(\Delta)}H L_\Delta^\varepsilon + (\ell(\Delta))^2 \mathcal{E}_{\ell(\Delta)}w^{-1} \text{div}_x w(\ell(\Delta)L_\Delta^\varepsilon).
\]

Hence, using the uniform \( L^2\) boundedness of \((\ell(\Delta)) \mathcal{E}_{\ell(\Delta)}D_{1/2}^t H D_{1/2}^t L_\Delta^\varepsilon \) and \((\ell(\Delta)) \mathcal{E}_{\ell(\Delta)}w^{-1} \text{div}_x w(\ell(\Delta)L_\Delta^\varepsilon)\), see Lemma 4.3, we get
\[
\iint_{\mathbb{R}^{n+1}} |f_{\Delta,\varepsilon}^\zeta - L_\Delta^\varepsilon|^2 \, d\mu \lesssim \iint_{\mathbb{R}^{n+1}} |(\ell(\Delta))D L_\Delta^\varepsilon|^2 \, d\mu.
\]

Furthermore,
\[
(8.7) \quad \iint_{\mathbb{R}^{n+1}} |D L_\Delta^\varepsilon|^2 \, d\mu = \iint_{\mathbb{R}^{n+1}} |\nabla_x L_\Delta^\varepsilon|^2 \, d\mu + \iint_{\mathbb{R}^{n+1}} |D_{1/2}^t L_\Delta^\varepsilon|^2 \, d\mu \lesssim \mu(\Delta)
\]
by the construction of \( L_\Delta^\varepsilon \) (to estimate \( D_{1/2}^t L_\Delta^\varepsilon \) we use the homogeneity of the Fourier symbol). Similarly, we deduce that
\[
\iint_{\mathbb{R}^{n+1}} |D(f_{\Delta,\varepsilon}^\zeta - L_\Delta^\varepsilon)|^2 \, d\mu \lesssim \mu(\Delta).
\]
This proves (i) and (ii). To prove (iii), we simply use (ii) and \((8.7)\). \(\square\)

**Lemma 8.5.** Given a parabolic dyadic cube \( \Delta = Q \times I \), let \( f_{\Delta,\varepsilon}^\zeta \) be defined as in \((8.6)\). There exist \( \varepsilon \in (0,1) \), depending only on the structural constants, and a finite set \( W \) of unit vectors in \( \mathbb{C}^n \), whose cardinality depends on \( \varepsilon \) and \( n \), such that
\[
\sup_{\epsilon} \frac{1}{|\Delta|} \int_0^{\ell(\Delta)} \int_\Delta |\mathcal{U}_\lambda w^{-1} A|^2 \frac{d\mu d\lambda}{\lambda} \lesssim \sum_{\zeta \in W} \sup_{\epsilon} \frac{1}{|\Delta|} \int_0^{\ell(\Delta)} \int_\Delta |(\mathcal{U}_\lambda w^{-1} A) A_{\lambda} \nabla_x f_{\Delta,\varepsilon}^\zeta|^2 \frac{d\mu d\lambda}{\lambda},
\]
where the supremum is taken over all dyadic parabolic cubes \( \Delta \subset \mathbb{R}^{n+1} \).

**Proof.** Consider a degree of freedom \( \varepsilon > 0 \). Given a unit vector \( \zeta \in \mathbb{C}^n \), we introduce the cone
\[
C_\zeta^\varepsilon := \{ u \in \mathbb{C}^n : |u - (u \cdot \zeta)\zeta| \leq \varepsilon |u \cdot \zeta| \}.
\]
We note that we can cover \( \mathbb{C}^n \) by a finite number of such cones \( \{C_\zeta^\varepsilon\} \). The number of cones that are needed depends on \( \epsilon \) and \( n \). In the following, we fix one \( C_\zeta^\varepsilon \). We let
\[
\gamma_{\bar{\lambda},\zeta}(x,t) := 1_{C_\zeta^\varepsilon}(\mathcal{U}_\lambda w^{-1} A(x,t)) \mathcal{U}_\lambda w^{-1} A(x,t)
\]
and consider a fixed dyadic parabolic cube \( \Delta = Q \times I \subset \mathbb{R}^{n+1} \).
**Step 1: Estimate of the test function along** $\zeta$. We first estimate
\begin{equation}
\int_{\Delta} (1 - \nabla_x f^c_{\Delta,\epsilon} \cdot \zeta) \, dx \, dt.
\end{equation}
To start the estimate, we write
\[ 1 - \nabla_x f^c_{\Delta,\epsilon} \cdot \zeta = \nabla_x g^c_{\Delta,\epsilon} \cdot \zeta + (1 - \nabla_x L^c_{\Delta} \cdot \zeta), \]
where $g^c_{\Delta,\epsilon} := L^c_{\Delta} - f^c_{\Delta,\epsilon}$. By construction, we have $\nabla_x L^c_{\Delta}(x,t) = \zeta$ whenever $(x,t) \in \Delta$. Hence,
\[ \int_{\Delta} (1 - \nabla_x L^c_{\Delta} \cdot \zeta) \, dx \, dt = 0. \]

We have to estimate the contribution to the integral in (8.8) coming from $\nabla_x g^c_{\Delta,\epsilon} \cdot \zeta$. To do this, let $s \in (0,1)$ yet to be chosen, and let $\varphi : \mathbb{R}^{n+1} \to [0,1]$ be a smooth function which is 1 on $\Delta_s := (1-s)Q \times (1-s^2)I$, supported on $\Delta$, and satisfies $\|\nabla_x \varphi\|_{\infty} \leq c(s\ell(\Delta))^{-1}$, $\|\partial_t \varphi\|_{\infty} \leq c(s\ell(\Delta))^{-2}$ for a dimensional constant $c > 0$. Using $\varphi$, we see that
\[ \int_{\Delta} \nabla_x g^c_{\Delta,\epsilon} \cdot \zeta \, dx \, dt = \int_{\Delta} (1 - \varphi) \nabla_x g^c_{\Delta,\epsilon} \cdot \zeta \, dx \, dt + \int_{\Delta} \varphi \nabla_x g^c_{\Delta,\epsilon} \cdot \zeta \, dx \, dt := I + II. \]

Using the Cauchy–Schwarz inequality, Lemma 8.4(ii) and (2.2) for the $A_2$-weight $\mu^{-1}(x,t) = w^{-1}(x)$, we obtain
\[ |I| \leq \left( \int_{\Delta} |1 - \varphi|^2 \, d\mu \right)^{1/2} \left( \int_{\Delta} |\nabla_x g^c_{\Delta,\epsilon}|^2 \, d\mu \right)^{1/2} \leq \mu^{-1}(\Delta \setminus \Delta_s)^{1/2} \mu(\Delta)^{1/2} \leq s^{n} \mu^{-1}(\Delta)^{1/2} \mu(\Delta)^{1/2} \leq s^{n} |\mu[A]|. \]

To estimate $II$, we integrate by parts
\[ II = - \int_{\mathbb{R}^{n+1}} g^c_{\Delta,\epsilon} \nabla_x \varphi \cdot \zeta \, dx \, dt \]
and using the Cauchy–Schwarz inequality and Lemma 8.4(i), we obtain similarly
\[ |II| \leq \left( \int_{\mathbb{R}^{n+1}} |\nabla_x \varphi|^2 \, d\mu \right)^{1/2} \left( \int_{\mathbb{R}^{n+1}} |g^c_{\Delta,\epsilon}|^2 \, d\mu \right)^{1/2} \leq (s\ell(\Delta))^{-1} \mu(\Delta)^{1/2} \ell(\Delta) \mu^{-1}(\Delta)^{1/2} \leq \epsilon s^{-1} |\mu[A]|. \]

We now choose $s = \epsilon^{1/(\eta+1)}$, so that the estimates for $I$ and $II$ come with the same power of $\epsilon$. Putting the estimates together, we obtain for the integral in (8.8) that
\begin{equation}
\frac{1}{|\Delta|} \int_{\Delta} |1 - \nabla_x f^c_{\Delta,\epsilon} \cdot \zeta| \, dx \, dt \leq \epsilon^{\eta+1}. \end{equation}

Using Lemma 8.4(iii) and the Cauchy–Schwarz inequality, we also see that
\begin{equation}
\frac{1}{|\Delta|} \int_{\Delta} |\nabla_x f^c_{\Delta,\epsilon}| \, dx \, dt \leq \frac{1}{|\Delta|} \left( \int_{\Delta} |\nabla_x f^c_{\Delta,\epsilon}|^2 \, d\mu \right)^{1/2} \mu^{-1}(\Delta)^{1/2} \leq 1. \end{equation}
Step 2: Choice of $\epsilon$. Using the estimates in the last two displays, we see, if $\epsilon$ is chosen small enough, that

$$\frac{1}{|\Delta|} \int_{\Delta} \text{Re}(\nabla_x f_{\Delta,\epsilon}^\zeta \cdot \zeta) \, dx \, dt \geq \frac{7}{8},$$

and

$$\frac{1}{|\Delta|} \int_{\Delta} |\nabla_x f_{\Delta,\epsilon}^\zeta| \, dx \, dt \leq c,$$

for some large constant $c$ depending only on the structural constants. We now perform a stopping time decomposition as in (7) to select a collection $S'_\zeta = \{\Delta'\}$ of dyadic parabolic subcubes of $\Delta$, which are maximal with respect to the property that either

$$\frac{1}{|\Delta'|} \int_{\Delta'} \text{Re}(\nabla_x f_{\Delta,\epsilon}^\zeta \cdot \zeta) \, dx \, dt \leq \frac{3}{4}, \quad (8.11)$$

or

$$\frac{1}{|\Delta'|} \int_{\Delta'} |\nabla_x f_{\Delta,\epsilon}^\zeta| \, dx \, dt \geq (4\epsilon)^{-2}, \quad (8.12)$$

holds. In other words, we parabolically dyadically subdivide $\Delta$ and stop the first time either (8.11) or (8.12) hold. Then, $S'_\zeta = \{\Delta'\}$ is a disjoint set of the parabolic dyadic subcubes of $\Delta$. Let $S''_\zeta = \{\Delta''\}$ be the collection of all the parabolic dyadic subcubes of $\Delta$ not contained in any $\Delta' \in S'_\zeta$. Then, each $\Delta'' \in S''_\zeta$ satisfies

$$\begin{align*}
(a) & \quad \frac{1}{|\Delta''|} \int_{\Delta''} \text{Re}(\nabla_x f_{\Delta,\epsilon}^\zeta \cdot \zeta) \, dx \, dt \geq \frac{3}{4}, \\
(b) & \quad \frac{1}{|\Delta''|} \int_{\Delta''} |\nabla_x f_{\Delta,\epsilon}^\zeta| \, dx \, dt \leq (4\epsilon)^{-2}.
\end{align*} \quad (8.13)$$

At this stage, we claim that by the same type of argument as in the proof of statement (i) in Proposition 5.7 in [7] there exists $\epsilon \in (0, 1)$ small and depending only on the structural constants, and $\eta' = \eta'(\epsilon) \in (0, 1)$ such that

$$\left| \bigcup_{\Delta' \in S'_\zeta} \Delta' \right| \leq (1 - \eta')|\Delta|. \quad (8.14)$$

In particular, from now on $\epsilon$ is fixed. For the convenience of the reader, we include a proof here.

Let $E_1$ and $E_2$ be the unions of all parabolic cubes in $S'_\zeta$ which satisfy (8.11) and (8.12), respectively. Then,

$$\left| \bigcup_{\Delta' \in S'_\zeta} \Delta' \right| \leq |E_1| + |E_2|.$$

For $|E_2|$, we have

$$|E_2| \leq (4\epsilon)^2 \sum_{\Delta' \in S'_\zeta} \int_{\Delta'} |\nabla_x f_{\Delta,\epsilon}^\zeta| \, dx \, dt \leq (4\epsilon)^2 \int_{\Delta} |\nabla_x f_{\Delta,\epsilon}^\zeta| \, dx \, dt \leq (4\epsilon)^2 c|\Delta|,$$
where we used (8.10) in the last step. To control \(|E_1|\), we let \(h := 1 - \text{Re}(\nabla_x f_{\Delta, \epsilon} \cdot \zeta)\) and write

\[
|E_1| \leq 4 \sum_{\Delta'} \int_{\Delta'} h \, dx \, dt = 4 \int_{\Delta} h \, dx \, dt - 4 \int_{\Delta \setminus \Delta_1} h \, dx \, dt,
\]

where the sum is taken over all parabolic subcubes of \(E_1\). By (8.9), the first term on the right is controlled by \(\epsilon^{\eta/(\eta + 1)}|\Delta|\) times a constant depending on the structure constants. Using in succession the Cauchy–Schwarz inequality, Lemma 8.4(ii), the \(A_2\)-property and Young’s inequality, the second term on the right is controlled by

\[
4|\Delta \setminus E_1| + 4\mu^{-1}(\Delta \setminus E_1) \frac{1}{2} \left( \int_{\Delta} |\nabla_x f_{\Delta, \epsilon}^2| \, d\mu \right)^{\frac{1}{2}}
\]

\[
\leq 4|\Delta \setminus E_1| + 4\tilde{c}\mu^{-1}(\Delta \setminus E_1)^\frac{1}{2}\mu(\Delta)^\frac{1}{2}
\]

\[
\leq 4|\Delta \setminus E_1| + 4\tilde{c}|\Delta \setminus E_1|^\frac{1}{2}|\Delta|^{1-\eta}
\]

\[
\leq (4 + \tilde{c}\epsilon^\frac{1}{4})|\Delta \setminus E_1| + \tilde{c}\epsilon^{1-\eta}|\Delta|,
\]

where \(\tilde{c}\) depends on the structural constants and changes from line to line. Going back to (8.15) and re-arranging terms, we find

\[
|E_1| \leq \frac{4 + \tilde{c}\epsilon^{\frac{1}{4}} + \tilde{c}(\epsilon^{\frac{\eta}{\eta+1}} + \epsilon^{1-\eta})}{5 + \tilde{c}\epsilon^{\frac{1}{4}}} |\Delta|,
\]

and taking \(\epsilon\) small enough, we conclude (8.14).

Since \(\mu\) is an \(A_2\)-weight, we obtain from (8.14) and upon taking \(\eta'\) smaller in dependence of the structural constants and \(\epsilon\) that

\[
\mu\left( \bigcup_{\Delta \in S_0'} \Delta' \right) \leq (1 - \eta')\mu(\Delta),
\]

see for example [39, p. 196].

**Step 3: Re-introducing the averaging operator.** Given \(\Delta\), we consider \(\Delta'' \in S_{\zeta}'\) as above. Set

\[
v := \frac{1}{\mu(\Delta')} \int_{\Delta'} \nabla_x f_{\Delta, \epsilon}^\zeta \, dx \, dt \in \mathbb{C}^n.
\]

If \((x, t) \in \Delta''\) and \(\ell(\Delta'')/2 < \lambda \leq \ell(\Delta'')\), then \(v = (A_{\lambda} \nabla_x f_{\Delta, \epsilon}^\zeta)(x, t)\). Assume that \(u := (U_{\lambda} w^{-1} A)(x, t) \in C_{\zeta}'\). The pair of vectors \((u, v)\) satisfies the estimates in (8.13). Thus, we can apply [7, Lem. 5.10] with \(w := \zeta\) and conclude that \(|u| \leq |u \cdot v|\), that is,

\[
|\gamma_{\lambda, \zeta}(x, t)| \leq 4|U_{\lambda} w^{-1} A(x, t) \cdot (A_{\lambda} \nabla_x f_{\Delta, \epsilon}^\zeta)(x, t)|.
\]

We next observe that by construction the Carleson box \(\Delta \times [0, \ell(\Delta)]\) can be partitioned into Carleson boxes \(\Delta' \times [0, \ell(\Delta')]\), with \(\Delta' \in S_{\zeta}'\), and Whitney boxes \(\Delta'' \times [\ell(\Delta'')/2, \ell(\Delta'')]\), with \(\Delta'' \in S_{\zeta}'\). In particular,

\[
\frac{1}{\mu(\Delta)} \int_0^{\ell(\Delta)} \int_{\Delta} |\gamma_{\lambda, \zeta}(x, t)|^2 \, d\mu \, d\lambda =: I + II,
\]
where
\[ I := \frac{1}{\mu(\Delta)} \sum_{\Delta' \in S_\zeta'} \int_0^{\ell(\Delta')} \int_{\Delta'} |\gamma_{\lambda,\zeta}(x,t)|^2 \frac{d\mu d\lambda}{\lambda}, \]
\[ II := \frac{1}{\mu(\Delta)} \sum_{\Delta'' \in S_\zeta''} \int_0^{\ell(\Delta'')/2} \int_{\Delta''} |\gamma_{\lambda,\zeta}(x,t)|^2 \frac{d\mu d\lambda}{\lambda}. \]

Using (8.16), we obtain
\[ I \leq \frac{1}{\mu(\Delta)} \sum_{\Delta' \in S_\zeta'} A_{\zeta} A_{\lambda} \mu(\Delta') \leq (1 - \eta') A_{\zeta}, \]
where
\[ A_{\zeta} := \sup_{\tilde{\Delta}} \frac{1}{\mu(\tilde{\Delta})} \int_0^{\ell(\tilde{\Delta})} \int_{\tilde{\Delta}} |\gamma_{\lambda,\zeta}(x,t)|^2 \frac{d\mu d\lambda}{\lambda}, \]
and where the supremum is taken over all dyadic parabolic sub cubes \( \tilde{\Delta} \subset \Delta \). By (8.18), we have
\[ II \leq \frac{16}{\mu(\Delta)} \int_0^{\ell(\Delta)} \int_{\Delta} |(U_{\lambda} w^{-1} A)(x,t) \cdot (A_{\lambda} \nabla_x f_{\Delta,\epsilon}^\zeta)(x,t)|^2 \frac{d\mu d\lambda}{\lambda}. \]

Since these estimates hold for all dyadic parabolic cubes, in particular those, who are sub-cubes of \( \Delta \), we conclude that
\[ A_{\zeta} \leq (1 - \eta') A_{\zeta} + \frac{16}{\mu(\Delta)} \int_0^{\ell(\Delta)} \int_{\Delta} |(U_{\lambda} w^{-1} A)(x,t) \cdot (A_{\lambda} \nabla_x f_{\Delta,\epsilon}^\zeta)(x,t)|^2 \frac{d\mu d\lambda}{\lambda}. \]

Summing with respect to \( \zeta \in W \) completes the proof of Lemma 8.5 under the \textit{a priori} assumption that \( A_{\zeta} \) is qualitatively finite, since it can then be absorbed into the left-hand side.

**Step 4: Removing the \textit{a priori} assumption.** The \textit{a priori} assumption that \( A_{\zeta} \) is qualitatively finite can be removed by setting \( \gamma_{\lambda,\zeta}(x,t) \) to 0 for \( \lambda \) small and large, repeating the argument from (8.18) on and passing to the limit at the end. For the truncated \( \gamma_{\lambda,\zeta}(x,t) \), we get \( A_{\zeta} \approx \infty \) from (7.3). Indeed, for \( 0 < \delta < 1 \) small we have
\[ A_{\zeta} \approx \int_\delta^{\delta^{-1}} \int_{\Delta} |U_{\lambda} w^{-1} A| \frac{d\mu d\lambda}{\lambda} \lesssim \mu(\Delta) |\ln(\delta)|. \]

This completes the argument. \( \Box \)

**8.2. The Carleson measure estimate: proof of Lemma 8.3.** Thanks to Lemma 8.5 it suffices to prove
\[ \int_0^{\ell(\Delta)} \int_{\Delta} |(U_{\lambda} w^{-1} A)A_{\lambda} \nabla_x f_{\Delta,\epsilon}^\zeta|^2 \frac{d\mu d\lambda}{\lambda} \leq \mu(\Delta). \]

The left-hand side in (8.19) is bounded by
\[ \|\lambda \mathcal{E}_\lambda \mathcal{H} + (U_{\lambda} w^{-1} A)A_{\lambda} \nabla_x f_{\Delta,\epsilon}^\zeta\|^2_{2,\mu} + \int_0^{\ell(\Delta)} \int_{\Delta} |\lambda \mathcal{E}_\lambda \mathcal{H} f_{\Delta,\epsilon}^\zeta|^2 \frac{d\mu d\lambda}{\lambda} =: I + II. \]
By Proposition 8.1 and Lemma 8.4 we have
\[ I \lesssim \|\mathcal{D} f_{\Delta,\epsilon}^\lambda\|_{2,\mu}^2 \lesssim \mu(\Delta). \]
As for II, we obtain from (8.6) that \( \mathcal{H}f_{\Delta,\epsilon}^\lambda = (\mathcal{L}_\Delta - f_{\Delta,\epsilon}^\lambda)/(\epsilon\ell(\Delta))^2 \). Using the \( L^2_\mu \)-boundedness of \( \mathcal{E}_\lambda \), see Lemma 4.3, and then Lemma 8.4, we obtain
\[ II \lesssim \int_0^{\ell(\Delta)} \|\lambda(\epsilon\ell(\Delta))^{-2}(\mathcal{L}_\Delta - f_{\Delta,\epsilon}^\lambda)\|_{2,\mu}^2 \frac{d\lambda}{\lambda} = \frac{1}{2 \epsilon^4 \ell(\Delta)^2} \|\mathcal{L}_\Delta - f_{\Delta,\epsilon}^\lambda\|_{2,\mu}^2 \lesssim \epsilon^{-2} \mu(\Delta). \]
This completes the proof of (8.19), and hence the proof of Theorem 1.1.
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