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ABSTRACT

Web-based phishing accounts for over 90% of data breaches, and most web-browsers and security vendors rely on machine-learning (ML) models as mitigation. Despite this, links posted regularly on anti-phishing aggregators such as PhishTank and VirusTotal are shown to easily bypass existing detectors. Prior art suggests that automated website cloning, with light mutations, is gaining traction with attackers. This has limited exposure in current literature and leads to sub-optimal ML-based counter-measures. The work herein conducts the first empirical study that compiles and evaluates a variety of state-of-the-art cloning techniques in wide circulation. We collected 13,394 samples and found 8,566 confirmed phishing pages targeting 4 popular websites using 7 distinct cloning mechanisms. These samples were replicated with malicious code removed within a controlled platform fortified with precautions that prevent accidental access. We then reported our sites to VirusTotal and other platforms, with regular polling of results for 7 days, to ascertain the efficacy of each cloning technique. Results show that no security vendor detected our clones, proving the urgent need for more effective detectors. Finally, we posit 4 recommendations to aid web developers and ML-based defences to alleviate the risks of cloning attacks.
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1 INTRODUCTION

Phishing gains a user’s trust by impersonating legitimate persons and organisations. This is then exploited to obtain sensitive credentials and personal or commercial data, which allows system compromise and on-selling to underground information markets. Popular and effective forms of phishing include spear-phishing in emails [1–4], and web phishing [5]. Web phishing remains a prevalent and effective cyber threat, affecting millions [6] of users and costing nearly $500 million every year [7]. This threat has escalated with the COVID pandemic forcing businesses to increase remote operations. This is made plain when we observe the rate of phishing attacks rising up to 220% in the early months of 2020 [8].

In response, the cyber-security community has developed various anti-phishing tools to detect web-phishing sites. The most common technique is that of user-reported URL blocklists, which are included in most major web-browsers [9]. However, these lists can often lag behind the magnitude of new phishing sites being created [10, 11]. Recently, ML-based techniques have arisen to dynamically classify elements of a web-page as phishing or benign [12–17].

In an ever deepening arms race, attackers have adopted more sophisticated mechanisms. Prior work has uncovered adversarial evasion attacks specifically created to avoid detection by ML-based classifiers [13, 18, 19]. One concerning development is “cloning”, which has limited exposure in the current art. Here, an attacker copies the structure and characteristics of trusted and famed sites, which nullifies the ability of ML classifiers to accurately label such sites as malicious. Thus, we present these research questions and contributions:

- **How prevalent is website cloning in phishing?** In section 3, our analysis found 14 clusters comprising of 49 sites that targeted Facebook, Microsoft, PayPal, and eBay. Each brand had at least 2 clusters, which reveals the versatility of cloning across multiple targets. Given their popularity, this represents an alarming risk for millions of users.
- **How do attackers utilize website cloning?** We further our investigation in Section 4, where we exposed 7 distinct cloning methods used against current ML-based defenses. The attacks are deconstructed in a secure environment, and we provide practical insights into their use and limitations.
With the scale of malicious websites on the Internet today, an anti-phishing block-lists are a common way of preventing users from accessing phishing websites, and are integrated into most modern web-browsers. Figure 1(a) shows an example of blocked access to a phishing website. Block-lists are constantly updated with URLs identified as malicious, with some like PhishTank [20] using manual peer-review of suspect sites in order to classify them. VirusTotal [10] uses specialised security vendors, and the widely used Google Safe Browsing (GSB) [9], gathers defence system data [21].

2 BACKGROUND AND RELATED WORK

This section provides prior knowledge for anti-phishing block-lists, defences, and website cloning.

2.1 Anti-phishing Block-lists

Anti-phishing block-lists are a common way of preventing users from accessing phishing websites, and are integrated into most modern web-browsers. Figure 1(a) shows an example of blocked access to a phishing website. Block-lists are constantly updated with URLs identified as malicious, with some like PhishTank [20] using manual peer-review of suspect sites in order to classify them. VirusTotal [10] uses specialised security vendors, and the widely used Google Safe Browsing (GSB) [9], gathers defence system data [21].

2.2 Machine-learning (ML) Defences

With the scale of malicious websites on the Internet today, an automated solution is needed to protect users. Anti-phishing models analyse features like URL strings, and webpage Document Object Model (DOM), containing the structure of HTML elements in the page and identify suspicious patterns [22]. Each element is weighted, depending on how likely it belongs to a phishing page. By aggregating the weights, the algorithm will output a decision score on how likely it is that the page is phishing. For example, Xiang et al. [14] developed CANTINA+ to identify sites with the same features as previously detected phishing sites. As more phishing sites are identified, the software will adjust how it weights particular DOM elements [18, 23]. Visual similarity can also be used to identify potential attacks. Many works computed the similarity between suspicious and legitimate sites, based on the difference in size, positioning for blocks of elements, or logos [24–27]. Unfortunately, visual-similarity methods lack support for lesser-known pages. Attackers who target relatively unknown websites can overcome visual similarity-based defenses that compare sites to well-known brands. Another option is to analyse the URL of a phishing site. Hung et al. [28] applied deep learning to capture semantic information hidden in URLs. However, attackers can bypass this analysis using random domains or shortening their URLs.

2.3 Website Cloning

Website cloning is the idea that an attacker can imitate a known website by using the HTML and/or imitating the appearance of that site. One form of cloning is where sites will take resources from their target (like images, stylesheets, and HTML structure) and use those to try and appear genuine. Figure 1(b) shows an example of a blocked cloned site, that has taken the visual appearance of a legitimate site. Some sites will attempt to copy the visual appearance of a target site, while others will be more aggressive and use similar domains, similar assets, or make similar network requests. Because anti-phishing classifiers look through the DOM structure for suspicious elements, cloning a friendly website will theoretically provide the malicious site with the same classification score as their target, especially for less-known websites that are not protected by the visual similarity defences.

Many studies investigated how phishing pages avoid detection. Oest et al. [29] analysed 100K phishing websites, and found that 31.31% of them implemented client-side cloaking mechanisms. Nevertheless, cloning attacks in particular have limited exposure in current literature. Hence, our research is the first empirical study exploring the prevalence and methodology of website cloning.

3 IDENTIFYING CLONING TECHNIQUES

How prevalent is the use of website cloning? To answer this, we firstly collected and examined phishing websites and reverse-engineered their source code as necessary. We then used clustering and visual DOM comparison to link them to their legitimate websites as explained below.

3.1 Dataset Composition

PhishTank was chosen as a suitable repository of phishing sites, as they have over 12,000 URLs at any given time, reported by users [20]. We scraped a collection of 13,394 URLs and HTML files from February to April 2021. ML defences may not have analysed these URLs, as they are added to PhishTank based on manual user reports. This requires us to submit them to security vendors to gather data on how automatic anti-phishing systems classify them.

Cloned attacks choose a well-known target brand to imitate to maximise their chances of gaining the users recognition and trust [30]. We focused our study on four brands: Facebook, Microsoft, PayPal and eBay. To restrict our data to these brands, we filtered the dataset by searching for the
brand names in the HTML source code. In total, we analysed 8,566 titles across our four targets. Table 1 shows how many samples we collected for each of our targets after the filtering.

| Target/Victim Brand | Sample Count | Cloned sites |
|---------------------|--------------|--------------|
| PayPal              | 3330         | 20           |
| Microsoft           | 1960         | 11           |
| Facebook            | 2847         | 6            |
| eBay                | 429          | 12           |
| Other               | 4828         | -            |
| Total               | 13,394       | 49           |

Table 1: PhishTank samples for targeted brands.

For each page, the visual appearance was collected to analyse the appearance of users. We used the Selenium package in Python to bypass Google Chrome security features and take a screenshot on a browser. Figure 2 illustrates our data collection for each phishing URL.

Figure 2: Artefacts were obtained for each sample.

3.2 HTML Clustering

To systematically study the samples, we ran a clustering algorithm over all of the HTML files for each brand, grouping together websites using similar cloning techniques. HTML documents can have many elements repeated, and the order of each element is important. This is why the SequenceMatcher [31] class was appropriate, since it allows us to identify contiguous subsequences of elements in a sequence. The DOM structure of each pair of pages was treated as a sequence of individual HTML elements to be compared. The attributes of each tag were ignored. The output of this algorithm was an image file containing screenshots of samples, grouped together with other similar samples.

The SequenceMatcher class runs a linear comparison for each pair of ordered sequences to find the total number of matching blocks. Each block is a sub-sequence of individual elements that are identical in both sequences. Using the number of matching blocks $m$ and the sum of the lengths of both sequences $t$, we computed the similarity $p$ of two sequences by calculating $p = 2m/t$, where $0 \leq p \leq 1$. This algorithm ran across all possible pairs of samples targeting one particular brand. Because web cloning involves copying as much of the benign webpage as possible, we expected that similarity scores would be high for pages that utilised cloning. After experimenting with our samples, we chose 80% similarity as a threshold score.

Findings. From our analysis, we found 49 websites, split into 14 clusters and 7 unique cloning mechanisms. Although only 0.5% of websites targeting our 4 chosen brands used cloning, it should be noted that all four of our targets had at least 2 clusters, meaning this kind of attack is versatile across different targets. These brands have billions of users every month, meaning that small percentages of users being tricked by cloned sites could result in millions of accounts being compromised. Table 2 shows how many clusters each cloning mechanism had targeting each brand.

4 ANALYSIS OF CLONING TECHNIQUES

From the 49 phishing samples we found utilising cloning, we identify 7 different techniques used below, in order of popularity. We believe attackers have three aims with cloning: to easily produce an attack, mimic the appearance of the
target site, and evade anti-phishing defenses. Each cloning mechanism aims to strike a balance between these objectives.

1 **Dynamic JavaScript Generation.** Some sites clone their target by generating the website with JavaScript, rather than by copying the HTML. The lack of HTML means ML-based defenses cannot properly classify the site and identify it as malicious. Some examples used the DOM API [32] to interface with the elements in the browser. Other attackers chose to use web frameworks, such as ReactJS and Knockout.js. These frameworks provide more robust ways to implement complex web design, which may have the most success against anti-phishing defenses. This may explain why it is the most popular in our data, since our data was sourced from lists of user-reported sites containing sites that possibly already evaded automatic detection.

2 **Direct Copy.** The simplest way to clone the site is to directly copy the target site. Attackers can obtain the source code for a benign website and copy the HTML, and host it on their own servers. Features on the benign site that are unusable on the copy, like resetting passwords or integrating with Google accounts, are usually removed. Our DOM analysis discovered that cloned sites have nearly identical `<head>` sections to the real site, which includes metadata and assets that don’t directly add visual elements to the page. The limitations in copying are usually in deeper branches in the `<body>` section, which contain the features that cannot be cloned. Figure 3 compares the DOM structure of the real PayPal site, with a phishing site that directly copied the HTML. The root node represents the base document, and nodes to the left indicate elements that come first. This cloning mechanism saves time for the attackers, and assists in preserving the visual appearance of the site, which is necessary to deceive a user.

3 **Hard-Coding Dynamic Data.** Modern web developers do not encode data directly in their HTML source code. Instead, data is fetched from an API call as part of the site execution.[33] This is typically done for data that can change over time, as modifying a database is much cheaper than rewriting and re-deploying HTML code to reflect updated information. It also improves page-load speeds, and makes the source code cleaner for developers. On the real PayPal site, the telephone codes for each country are stored on PayPal servers, and rendered at run-time when the page loads. There are 2 issues for the attackers here. (1) If the phishing pages were to include the API calls from the original PayPal website, they would contact PayPal servers and potentially alert their developers to malicious activity. (2) There are also security features like the Same-Origin policy [34], that prevent websites from interacting with data hosted on other servers. Hard-coding dynamic data within the phishing webpage itself helps attackers avoid these challenges.

4 **Typography Mistakes.** Since text forms part of an HTML element, altering text elements slightly will change the keywords that appear in an ML algorithm. The site still retains a similar visual appearance, and may still be picked up by ML algorithms. Changing the spelling of a word can help the attack avoid detection, while still appearing legitimate to real users.

5 **CAPTCHA-blocked site.** Some attacks combined cloning and cloaking mechanisms. Maroofi et al. [37], explored how websites with CAPTCHA could be used to stop automatic anti-phishing software analysing a page. However, we found that attackers take this one step further by directing the user to the original CAPTCHA that exists on the target website, as seen in Figure 1(c), then redirect them into their phishing site. The resulting cloned phishing page closely resembles the real PayPal site that is familiar to users, while simultaneously evading anti-phishing systems.

6 **Fully-custom Copy.** Some samples retained an identical
appearance to their target; Nevertheless, a visual analysis of the DOM tree showed that none of the HTML elements had been copied over. The sites still used assets from their target pages, such as CSS files and images. Having completely different HTML would circumvent ML algorithms, as there is no resemblance to the target site, or any other phishing site. This type of attack would take a significant amount of time to produce, but would also be difficult to detect.

## Using no-code Solutions
There are many online services that allow anyone to create websites using drag-and-drop templates, with famous examples being WIX and SquareSpace. Attackers can use these templates to create a page that tricks users unfamiliar with the real service. This cloning mechanism is extremely easy to implement, and the service used to create the site often provides hosting, eliminating the cost of running a server.

### 5 DEPLOYING CLONED SITES
We aim to answer the question: how effective cloning mechanisms are against current machine-learning models? Our experiments generated and deployed sites using the 7 different cloning mechanisms. We obtained ethical clearance from Paypal to target their login page and ran our tests under a controlled environment. We underwent the following steps: (1) Generating samples to replicate cloning attacks; (2) Hosting our samples in a safe manner that is similar to how attackers host phishing pages; (3) Continuously submitting our websites to security vendors, ensuring they are scanned by anti-phishing defenses; (4) Evaluating the effectiveness of each cloning mechanism by observing how long they remain off of blacklists.

**Ethical Consideration.** We received ethical clearance from PayPal to use their login page as a target for our replica cloning attacks. Our implementation had to meet certain conditions, to ensure the security and privacy of any real users were not jeopardised. (1) Our sites could only be targeted at anti-phishing APIs, and not users. (2) We used secure HTTPS. (3) The URLs had to be randomised. (4) The URLs of the sites could not be circulated by email. (5) Our sites had to be dummy login sites with no data collection. These conditions eliminated the risk of any real users mistaking our site as legitimate.

**Generating Samples.** We used the source code for the PayPal login page, including the HTML and CSS files, as a base for each of the 7 cloning techniques. Our hosted sites were made to be as similar as possible to the attacks that we observed, while following the conditions of the ethical agreement.

**Deploying.** We used the Netlify service to deploy 6 of our 7 sites. Netlify created randomised URLs for us, satisfying the condition of our ethical agreement. To maximise the chances of our sites being properly scanned by VirusTotal vendors, each sample was hosted under 4 different domains simultaneously. The last site was a no-code solution implemented with Wix, the same service that many of our phishing samples were using. WIX provided a free hosting service and a domain name of the structure “xxxxx.wixsite.com/my-site”, where xxxx was our random account username. A study into the hostnames of sites on VirusTotal found that 46.5% of malicious sites were hosted on domains that were provided by an external service (e.g. “webhost000.com”) [38]. We were able to reflect this by hosting our sites on an external service with the name “Netlify” in the URL.

**Scanning VirusTotal.** Once the sites were hosted, we used 4 virtual machines for polling the VirusTotal scanning API. Each machine submitted a report for every sample under a different URL. Using separate machines increases the chances that VirusTotal vendors will analyse our pages and return results. Our script would send a request to each of the public APIs every hour for each URL, with a 20 second pause between each individual URL request to ensure we did not go over the request limit for our API key. VirusTotal provides an aggregate rating, based on the results of their security vendors. Because the vendors need time to contact VirusTotal and provide their results, there is a delay between submitting a link to VirusTotal for scanning, and the results updating. We also polled GSB and Sucuri separately, as they were identified as potentially having different labels when polled individually to those provided to VirusTotal [10]. As Sucuri did not provide an API, we submitted our URLs to their web interface twice daily.

Previous studies into VirusTotal have shown that it takes 4 days for URL phishing labels to update [10]. A study into the file-scanning API showed that the minimum waiting period was 5 days, with the 5 most reputable vendors having a stable label within 1 day for 88.05% of files submitted [39]. From this, we decided that waiting 5-7 days was a reasonable amount of time for the label to settle. For our experiments, we deemed a site as “detected” if its URL was flagged by any VirusTotal (VT) vendors, or either of the Sucuri (SU) or Google Safe Browsing (GSB) engines.

### 6 EFFECTIVENESS OF CLONING
After our sites were hosted for 7 days, we studied their detection rates and suggested possible reasons for our results.

**Results Summary.** Table 3 shows the detection rates. After waiting 7 days, we found no detection for any cloning mechanism, from any security vendor. This result indicates that current anti-phishing models are unable to properly classify
sites using our cloning mechanisms. This means that phishing sites using these mechanisms could be live and evade being blacklisted, putting millions of users at risk.

**Cloning Technique** | VT, SU and GSB  
---|---  
Dynamic JavaScript Generation | Not detected  
CAPTCHA-blocked Site | Not detected  
Direct Copy | Not detected  
Hard-coding Dynamic Data | Not detected  
Typography Mistakes | Not detected  
Fully-custom Copy | Not detected  
No-code Solution | Not detected  

Table 3: Results after 7 days against various vendors.

Discussion. Our empirical study identified 7 cloning mechanisms and revealed that none of them could be detected by the Virustotal vendors within 7 days. This section will discuss our findings in depth, in limitations and challenges.

**Why is detection accuracy of cloning attacks 0%?** We identify two main reasons. (1) A common tactic employed by most of the cloning attacks is the lack of suspicious text or typography mistakes on the page which may have been a significant factor in avoiding detection. Proposed ML algorithms for phishing detection usually use natural language processing to scan the webpage text that prompts users to input sensitive information like "password" and "credit card" [14][36][35]. (2) The URLs we hosted on also might play a factor. Malicious URLs will have words like "login", "submit" or "secure", or use multiple TLDs (e.g. paypal.assistanceform.com), in an attempt to confuse users. Our URLs were of the form "https://xxxx-xxxx-yyyy.netlify.app" (where xxxx is a random English word, and yyyy is a string of random letters and numbers), which may seem suspicious due to randomness, and multiple "-" characters. However, unlike other phishing URLs we observed, our URLs had no confusing TLDs and no misleading keywords. The use of HTTPS (as mandated by our ethical agreement) may also have been significant, as phishing URLs can use HTTPS to avoid detection [40].

**Limitations and Challenges.** Our empirical study has the following limitations and challenges. (1) The limitations of VirusTotal in our experiment might affect the results. The results may be inconsistent between the VirusTotal API, and the results of the each individual security vendor’s scan. We also scanned VirusTotal for 7 days to ensure the phishing labels on URLs update, which might need 4 days as stated by previous studies [10]. (2) Some security vendors might rely on manual user reports, rather than any automated analysis. Our ethical conditions prevented us from targeting real users, eliminating this method of detection. (3) We only targeted PayPal, as we did not have clearance from other top brands.

7 **RECOMMENDATIONS**

Based on our study, we propose two ways for victim brands to harden their websites against cloning. We also recommend two methods with which vendors may improve the criteria for their ML-based static analysis detectors.

1. **Adopting Dynamic Features.** Cloning attacks typically rely on taking the HTML, CSS, and other static assets (e.g. images) of a legitimate site. Some techniques we identified failed to clone aspects of webpages that are dynamic and rely on server interaction. Thus, developers can mitigate cloning of their sites by ensuring that the input fields for sensitive information only appear in the DOM once users have had some form of interaction with the server. This will increase the burden for attackers attempting a viable cloning attack.

2. **Including External Authentication.** We found that external authentication services were a barrier to cloning. One example is third-party SSO, where a relying party (e.g. PayPal) uses an external identity provider (IDP) to authenticate and use their services [41]. The relying party will use any accounts and information managed by the IDP to provide services to the user. This form of authentication reduces the chances of efficacy of cloning attacks, since malicious sites cannot integrate with such trusted services.

3. **Identifying High Similarity to wider Benign Sites.** One way to detect if a page is cloned is to compare it to a legitimate site. Similarity-based detection mechanisms have been researched before, with some studies using CSS files [42] or brand logos [27], however these can be circumvented if the attackers don’t use particular assets. Others have taken advantage of widely available and exploited phishing kits, and used the similarity of suspicious web-pages to other previously identified phishing sites [14]. We propose that anti-phishing scanners store copies of benign sites that are commonly targeted for phishing, and compare the DOM similarity of potential phishing pages with the stored ones.

4. **Detecting Excessive JavaScript.** One of the discovered cloning mechanisms relied heavily on JavaScript to dynamically generate HTML. By using regular expressions to find HTML tags in our files, we estimated that samples using this cloning technique ranged from having 10.04% of all the characters in their source code being HTML tags, to 30.7%. To better detect this attack, there is a need for ML-based defenses that can establish a threshold baseline for web-pages with a high JavaScript/HTML ratio in their source code.

8 **CONCLUSION**

Web phishing is one of the most prevalent cybersecurity threats today. Cloning benign sites is a new strategy in this
threat landscape. Not only does it accurately imitate the target site with ease, but it can also evade automatic anti-phishing detection systems. In our study, we collected data on phishing pages, discovered the prevalence of cloning, and identified seven different mechanisms being used by attackers. We then created our own cloned sites, submitting them to VirusTotal, Sucuri and Google Safe Browsing, to be scanned. None of the vendors we checked labelled our sites as malicious, showing that this kind of attack can successfully evade current anti-phishing systems and remain undetected. We offer four recommendations for both legitimate web developers, and the anti-phishing research community, to help mitigate this alarming threat now and into the future.
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