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Abstract

Automatic speaker verification systems are vulnerable to a variety of access threats, prompting research into the formulation of effective spoofing detection systems to act as a gate to filter out such spoofing attacks. This study introduces a simple attention module to infer 3-dim attention weights for the feature map in a convolutional layer, which then optimizes an energy function to determine each neuron’s importance. With the advancement of both voice conversion and speech synthesis technologies, unseen spoofing attacks are constantly emerging to limit spoofing detection system performance. Here, we propose a joint optimization approach based on the weighted additive angular margin loss for binary classification, with a meta-learning training framework to develop an efficient system that is robust to a wide range of spoofing attacks for model generalization enhancement. As a result, when compared to current state-of-the-art systems, our proposed approach delivers a competitive result with a pooled EER of 0.99% and min t-DCF of 0.0289.
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1. Introduction

Automatic speaker verification (ASV) entails verifying a person’s claimed identity based on their voice characteristics. However, when tested on zero-effort impostors, a general ASV system can produce satisfactory verification results, but it is vulnerable to more sophisticated audio spoofing attacks that compromises its robustness and credibility. Audio spoofing detection determines if a voice utterance is genuine (bona-fide) or spoofed, allowing the subsequent ASV system to be used in real-world situations where audio spoofing may occur. Since 2015 [1-4], the ASVspoof community has been at the forefront of anti-spoofing research with a series of challenges. Researchers are particularly interested in two key spoofing attack scenarios: physical access (PA) and logical access (LA) attacks. Spoofed speech is generated in a real physical area, where it is collected and replayed by microphones in the same physical space as the PA scenario [5]. In the LA scenario, spoofing attacks are generated by Text-to-Speech [6] and voice conversion systems [7] and directly injected into an ASV system, bypassing the microphone. The focus of this study is on spoofing attacks in the LA scenario.

According to recent research, spoofing artefacts can exist in both spectral and temporal domains [8]. [9] proposed end-to-end systems based on a RawNet2-like encoder [10] and graph attention networks [11], which used two parallel graphs to model simultaneously spectral and temporal information. Squeeze-and-excitation module (SE) [12] and convolutional block attention module (CBAM) [13] have recently been used in deep learning-based speaker verification systems to achieve significant gains. The CBAM [13] infers attention maps in a sequential manner, along channel and spectral-temporal dimensions, and then the attention maps are used to enhance the input feature, allowing the entire network to learn more informative features. [14] created a simple attention module (SimAM) inspired by neuroscience theories to leverage the attention weights of each neuron by optimizing an energy function. In a CNN layer, the SimAM module refines the feature maps with full 3-dim attention weight maps. In our study, the efficiency of several modules is assessed by injecting them into each residual block.

Due to the continuing evolution of voice conversion and speech synthesis techniques, an effective spoofing detection model should be able to generalize to unseen spoofing attacks. The most commonly used cross-entropy loss does not explicitly encourage intra-class compactness and inter-class discrepancy. As a result, the spoofing detection model is not generalizable enough, and performance degrades when tested on unknown attacks. Different margin-based losses are investigated in [15] for speaker embedding learning, and it is proved that a fixed margin enables embeddings from the same class to aggregate, while clusters of different classes are segregated. In this paper, based on the additive angular margin (AAM) loss [16], we assign different weights and margins to each class for addressing the data imbalance and over-fitting problem. In addition, to mitigate the adverse impact of unseen attacks on spoofing detection, metric-based meta-learning is used to adaptively learn a shared metric space between unseen attack samples and known classes [17]. Previous researches [17] used prototypical networks, a typical meta-learning architecture, to improve speaker embedding learning discriminative ability. However, optimizing only for the classes in the given episode may be insufficient for learning discriminative embeddings for unseen classes, so [18] additionally performs global classification for each sample within each episode against the entire set of classes in the training set.

In this paper, we investigate three extensions to an end-to-end RawNet2-based spoofing detection system, and analyze how effective each attention module is at improving system performance. Additionally, we utilize a weighted AAM loss for binary classification as a surrogate for the traditional cross-entropy loss to encourage the intra-class similarity and inter-class separability. Furthermore, we propose a joint optimization with the AAM loss and meta-learning training framework, which integrates episodic and global classification. Experimental results show that the spoofing detection performance gets improvement when using our proposed methods.

For the following sections, in Section 2, we describe the attention modules, the AAM loss and the meta-learning training framework. We give detailed explanations of our experiments in Section 3, as well as results and discussions in Section 4. Finally, we draw a conclusion of our work in Section 5.
2. Components of the Proposed Approach

In this section, we summarize components of our proposed system. i) the RawNet2-based encoder is employed to generate high-level feature maps from raw waveform; ii) the attention module is a plug-and-play component, which refines the input feature map; iii) the joint optimization fuses the meta-optimization loss and global classification loss to obtain discriminative feature maps.

2.1. RawNet2-based encoder

We use a variant of the RawNet2-based model described in [10], which generates high-level features maps $F \in \mathbb{R}^{C \times F \times T}$ from raw waveform inputs, where the three dimensions represent the number of channels, spectral bins, and the temporal sequence length respectively. As the feature interpretation described in [19], the output of the sinc-convolution layer [20] is translated to a 2-dim $F \times T$ feature map with a single channel.

2.2. Attention modules

2.2.1. Revisiting SE and CBAM modules

The squeeze-and-excite (SE) module [12] is a lightweight component that refines feature outputs within residual blocks and improves the network’s overall representational capabilities. The conventional SE module has two fully connected layers to capture the local channel dependencies. The SE module can also be tailored to speech processing tasks, which captures global frequency dependencies as attention weights for feature enhancement [21]. Convolutional block attention module (CBAM) [13] extends the SE module with a spatial attention submodule.

In this work, given the feature map $x \in \mathbb{R}^{C \times F \times T}$, the SE module aggregates global frequency information as an attention map $M \in \mathbb{R}^{C \times F \times 1}$, and CBAM sequentially infers a channel-wise attention map $M_c \in \mathbb{R}^{C \times 1 \times T}$ and a frequency-temporal attention map $M_{ft} \in \mathbb{R}^{C \times F \times T}$.

2.2.2. Simple attention module

Inspired by the attention mechanisms in the human brain according to some well-known neuroscience theories [22], the simple attention module (SimAM) [14] is proposed to optimize an energy function for capturing the importance of each neuron.

$$e_t(W_t, b_t, y, x_t) = (y_t - \hat{o}^2 + \frac{1}{M-1} \sum_{i=1}^{M-1} (y_i - \hat{x}_i)^2.$$ (1)

Given the target neuron $t$ and other neurons in a single channel of the feature map $x \in \mathbb{R}^{C \times F \times T}$, $\hat{t} = W_t + b_t$ and $\hat{x}_t = W(x_t + b_t)$ are linear transforms of $t$ and $x_t$, where $i$ indicates the index over the frequency-temporal domain and $M = F \times T$ is the number of neurons on each channel. The Eq. [1] gets the minimal value when $\hat{t} = y_t$ and $\hat{x}_t = y_t$. Since $y_t$ and $\hat{y}_t$ are different values, in the final energy function with a regularizer, $y_t$ and $\hat{y}_t$ are assigned with binary labels (e.g. 1 and -1),

$$e_t(W_t, b_t, y, x_t) = \frac{1}{M-1} \sum_{i=1}^{M-1} (-1 - (W_i x_t + b_t))^2$$ (2)

$$+ (1 - (W_i x_t + b_t))^2 + \lambda W_i^2.$$ (3)

If all of the equations of each neuron are optimized using a common optimizer like SGD, it is computationally expensive. Luckily, the weight $W_i$ and bias $b_i$ of the transform can be obtained in a closed-form solution with the minimal energy.

$$e_t^* = \frac{4(\hat{o}^2 + \lambda)}{(t - \hat{a})^2 + 2\hat{a}^2 + 2\lambda},$$ (4)

where $\hat{a} = \frac{1}{M} \sum_{i=1}^{M} x_i$ and $\hat{o}^2 = \frac{1}{M} \sum_{i=1}^{M} (x_i - \hat{a})^2$. Based on the neuroscience theory [23], the lower energy of $e_t^*$ indicates the higher importance of each neuron $t$, and attention modulation typically manifests as a gain (e.g. scaling) effect on neuronal responses. The whole refinement process of this module is formulated as,

$$\hat{x} = \sigma\left(\frac{1}{E} \sigma\right) \otimes x,$$ (5)

where $E$ groups all energy values of $e_t^*$ across channel and frequency-temporal dimensions, and $\sigma(.)$ is the sigmoid function.

2.3. Joint optimization with AAM loss and meta-Learning

Our goal is to alleviate the adverse impact of unseen spoofing attacks on detection performance. To this end, we incorporate the AAM loss and meta-learning as the global and episodic optimization respectively.

2.3.1. Weighted additive angular margin loss for binary classification

The additive angular margin (AAM) loss uses the arc-cosine function to measure the angle between the current feature vector and the target weight [16], and adds a additive angular margin to the target angle in order to simultaneously enhance the intra-class compactness and inter-class separability. The AAM loss function is formulated as,

$$L_{AAM} = -\frac{1}{B} \sum_{i=1}^{B} \log \frac{y_{u_i} e^{\left(\cos(\theta_{u_i} + m_{u_i})\right)}}{e^{\left(\cos(\theta_{u_i} + m_{u_i})\right)} + e^{\left(\cos(\theta_{u_i} - m_{u_i})\right)}}. $$ (6)

Given the batch size $B$, $x_i = W_t^x x_t + b_{u_i}$ denotes the final linear transformation, $x_t \in \mathbb{R}^d$ is the penultimate linear layer’s output (e.g. $d$-dim embedding) of the $i$-th sample with the label $y_i$ and $x_o \in \mathbb{R}^d$ is the last linear layer’s output. $W_{u_i} \in \mathbb{R}^d$ represents the $y_i$-th column of the weight $W \in \mathbb{R}^{d \times d}$ and $b_{u_i}$ is the bias term. The bias term $b_{u_i}$ is set as 0 here, therefore, the linear transformation is reformulated as $W_{u_i}^T x_i = \|W_{u_i}\|_2 x_i \| \cos(\theta_{u_i})$, where $\theta_{u_i}$ is the angle between the weight and the feature. The $l_2$ normalization is performed on $W_{u_i}$ and $x_i$ to make them into unit vectors. Then the features are rescaled by $s$, accordingly, they are projected on a hypersphere with a radius $s$. $w_{u_i}$ is a manual rescaling weight assigned to class $y_{u_i}$, this is useful when the training set is unbalanced (e.g. there are more spoofing samples than the genuine samples). Inspired by the previous work [24], the additive angular margin penalty $m_{u_i}$ ($m_{0} \geq m_{1} \geq \ldots \geq m_{0}$) is injected in the corresponding target angle, which prevents the model from overfitting unseen spoofing attacks to known attacks. Specifically, there exists a distribution mismatch for spoofing attacks in the training and evaluation partition. Two different margins are assigned to the bona-fide speech and spoofing attacks, which encourages better compactness of the bona-fide samples and isolation of the spoofing attacks.
2.3.2. Meta-learning-based episodic optimization

Meta-learning encourages a task-driven model to improve its learning ability by optimizing each subtask (e.g., an episode), instead of its ability to address a specific problem. A meta-subtask comprises a support set and a query set. In practical settings, a training corpus contains N different types of spoofing attacks generated by various spoofing techniques (e.g., A01-A06 in the ASVspoof 2019 logical access (LA) dataset [3, 25]), but the existing spoofing types can hardly cover the unseen attacks in the evaluation phase. To simulate this situation in the training phase, we first randomly select K spoofing samples \( x^r \) of each spoofing type respectively and select 2K genuine samples \( x^g \), then randomly take one spoofing type into the query set while keeping all other types in the support set during each subtask training. 2K genuine samples are equally split into the query and support set. Finally, we have a support set \( S = \{ x_i \}_{i=1}^{N_K} \cup \{ x^g_j \}_{j=1}^{2K} \) and a query set \( Q = \{ x^r_i \}_{i=1}^{K} \cup \{ x^g_j \}_{j=1}^{2K} \).

We employ the relation network [26] to compare samples in the support and query set, which parameterizes the comparison metric by a neural network. Specifically, the relation network learns the feature representation and metric concurrently over the support and query set, which parameterizes the comparison metric in the training phase, we first randomly select K spoofing samples and embeddings are color-coded to represent different types of spoofing attacks, while genuine speech is gray. The similarity score in green denotes a match: \( r_{i,j} = 1 \), likewise, those in red are unmatched: \( r_{i,j} = 0 \).

which consists of three independent partitions: training, development and evaluation. Various spoofing systems based on the speech synthesis and voice conversion were used to generate spoofed speech. The training and development partitions included six different spoofing attacks (A01-A06), while the evaluation training contained thirteen different attacks (A07-A19). The development partition is used for model selection and determines whether the over-fitting occurs. Data in the evaluation partition is generated using two known algorithms and 11 unseen algorithms that differ from those in the training and development partitions. We adopt the minimum normalized tandem detection cost function (min-t-DCF) [27] and the equal error rate (EER) as the metrics for system performance evaluation. Wang et al. [28] demonstrated that the spoofing detection systems initialized with different random seeds can produce different results by a substantial margin. All results reported in this paper are the best of three runs with different random seeds.

3.2. Model configuration

The end-to-end system is implemented by Pytorch, each input segment lasting approximately 4 seconds duration are fed into the RawNet2-based encoder. The RawNet2 encoder [10] comprises a sinc-convolution layer [20] and six stacked residual blocks with pre-activation [29]. The first sinc-convolution layer is initialized with a bank of 70 mel-scaled filters. Each residual block contains a batch normalization layer, a scaled exponential linear unit (SelU) activation [30], a 2-dim convolution layer, and a max pooling layer. The first two residual blocks have 32 filters while the remaining four block have 64 filters. The encoder is followed by an adaptive average pooling layer to aggregate frequency-wise information and a gated recurrent unit (GRU) with 128 hidden size to aggregate sequential features on the temporal domain, then the intermediate feature is fed into a fully connected layer (128 units). 128-dim embeddings extracted at the final layer are then used for similarity score computation and classification loss estimation. The relation network comprises two fully connected layers (128 units).

We performed comprehensive experiments with different combinations of loss functions and attention modules. For the baseline system, the whole RawNet2-based architecture is trained to minimize a weighted cross-entropy (WCE) loss function. In detail, because the ratio of the bona-fide and spoofing
Trials in the training partition is approximately 1:9, we assign weights of 0.9 and 0.1 to the bona-fide and spoofing classes, respectively. The same weights are assigned in the weighted AAM loss. For two hyper-parameters in Eq. \( \text{5} \) the scale \( s \) is fixed at 32, while the margins \( m_{0}, m_{1} \) are fixed at 0.2 and 0.9, respectively. The batch size for all experiments is fixed at 16. During meta-learning sampling, we randomly selected 2 samples from each attacking type (A01-A06) and 4 samples from genuine samples, with the four genuine samples divided equally between the support and query sets in one episode. We used the Adam optimizer with a learning rate of 0.0001 using cosine annealing learning rate decay and the number of training epochs was 100.

### 4. Results and Discussion

To thoroughly evaluate our proposed methods, we present an ablation study and a comparison of our results to the state-of-the-art systems in this section.

#### 4.1. Ablation study

Based on RawNet2-based architecture, we investigated the effectiveness of different attention modules and multiple loss functions. Only through ablation experiments can we demonstrate the merit of each component. We first perform experiments on the model described in [22] with the weighted cross-entropy loss, followed by injecting different attention modules into each residual block, then we switch the loss function to the AAM loss. Finally, we analyze the impact of joint optimization with meta-learning on the anti-spoofing system performance.

As shown in Table 1, the baseline system achieved acceptable results in terms of min t-DCF and pooled EER, which is probably owing to the interpretation of single-channel 2-dim feature map generated by the sin-convolution layer [21], thereby enhancing the feature representation ability. The baseline system performance is improved to varying degrees when equipped with different attention modules. The model with CBAM achieves a better result than the model with SE in terms of EER, but it has an adverse impact on the min t-DCF metric. In contrast, the model with the SimAM shows a consistent improvement for both min t-DCF and EER results, indicating that the SimAM is the most effective submodule among its counterparts for the feature enhancement. The AAM loss (illustrated in Sec. 2.3.1) surpasses the cross-entropy loss. In particular, the relative reduction on EER is up to 8.5%, and 4.2% on min t-DCF. The joint optimization of the AAM loss and meta-learning-based MSE loss promotes better generalization to unseen attacks, yielding the best spoofing detection result compared to all other experiments. Over the baseline system, the best solution achieves 40.7% relative EER reduction and 39.2% relative min t-DCF reduction.

#### 4.2. Performance comparison with state-of-the-art systems

As illustrated in Table 2, a comparison of system performance between our proposed system and competing single state-of-the-art systems is presented. The comprehensive results show that our introduced simple attention module outperforms alternative approaches in previous works such as Convolutional Block Attention Module (CBAM) [31]; Squeeze-and-Excitation (SE) [32]; Dual attention module with pooling and convolution operations [31]. The AAM loss used in this work inherited the merits of weighted cross-entropy loss and one-class softmax loss in [24]. As a result, the system trained with the weighted AAM loss for binary classification outperforms the OC-Softmax, AM-Softmax losses proposed in [24], as well as the result reported in [33].

In detail, breakdown results on the evaluation partition with unknown attacks are illustrated in Table 1 where a significant improvement from the baseline system to our best-performing system. In comparison to the state-of-the-art AASIST system [19], our system outperforms on certain attacks (e.g., A08, A13, A15, A16, A18), especially, the relative EER reduction on A18 attack is 33.8%.

### 5. Conclusion

We introduced the simple attention module to spoofing detection in this paper. The SimAM computes a 3-dim attention map to refine the intermediate features in each residual block. For the discriminative feature learning, we introduced the additive angular margin loss and assigned weights to each class for imbalanced training data, additionally, we fixed different margin values for each class to avoid over-fitting. Furthermore, we leveraged the meta-learning training schema to perform an episodic optimization for improving model generalization. When compared to state-of-the-art systems, each proposed component can effectively improve spoofing detection performance, and our best-performing system achieves competitive results.
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