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Abstract

One-shot neural architecture search (NAS) methods significantly reduce the search cost by considering the whole search space as one network, which only needs to be trained once. However, current methods select each operation independently without considering previous layers. Besides, the historical information obtained with huge computation cost is usually used only once and then discarded. In this paper, we introduce a sampling strategy based on Monte Carlo tree search (MCTS) with the search space modeled as a Monte Carlo tree (MCT), which captures the dependency among layers. Furthermore, intermediate results are stored in the MCT for future decisions and a better exploration-exploitation balance. Concretely, MCT is updated using the training loss as a reward to the architecture performance; for accurately evaluating the numerous nodes, we propose node communication and hierarchical node selection methods in the training and search stages, respectively, which make better uses of the operation rewards and hierarchical information. Moreover, for a fair comparison of different NAS methods, we construct an open-source NAS benchmark of a macro search space evaluated on CIFAR-10, namely NAS-Bench-Macro. Extensive experiments on NAS-Bench-Macro and ImageNet demonstrate that our method significantly improves search efficiency and performance. For example, by only searching 20 architectures, our obtained architecture achieves 78.0% top-1 accuracy with 442M FLOPs on ImageNet. Code (Benchmark) is available at: https://github.com/xiusu/NAS-Bench-Macro.

1. Introduction

Deep learning has not only thrived in various tasks as image recognition and object detection [18, 32, 11], but also achieved remarkable performance on mobile edge devices [23, 12, 36, 28, 5, 10]. Neural architecture search (NAS) makes a step further; it even liberates the reliance on expert knowledge and obtains higher performance by developing more promising and cost-effective architectures [27, 24, 7]. Despite the inspiring success of NAS, the search space of conventional NAS algorithms is extremely large, leading the exhaustive search for the optimal network will be computation prohibited. To accommodate the searching budget, heuristic searching methods are usually leveraged and can be mainly categorized into reinforcement learning-based [25, 26], evolution-based [9, 35], Bayesian optimization-
Among these methods, one-shot NAS methods have achieved impressive performance, they often consider each layer separately while ignoring the dependencies between the operation choices on different layers, which leads to an inaccurate description and evaluation of the neural architectures during the search. For example, Gaussian Processes (GP) in Bayesian optimization requires that the input attributes (OPs) are independent of each other [37, 29], and the cross mutations of OPs in evolutionary search are often carried out separately in each layer [9, 35]. In fact, for a feed-forward neural network, the choice of a specific layer relates to its previous layers and contributes to its post layers.

In this paper, we highlight the dependencies between operations on different layers through establishing a Monte Carlo Tree (MCT) in the architecture search space and develop an effective sampling strategy based on Monte Carlo Tree Search (MCTS) for NAS (see Figure 1). The training loss is considered as a reward representation of each node (OP) in MCT, which is used for determining which architecture to be explored. Meanwhile, for a better evaluation of numerous posterior nodes, we propose a node communication technique to share the rewards among nodes with the same operation and depth. The dependencies between different operations on different layers can be accurately modeled with MCT. During searching on the supernet, to evaluate the nodes more accurately, we propose a hierarchical node selection of MCT, which hierarchically updates the rewards on those less-visited nodes using validation data.

For a better comparison between different NAS methods, we propose a NAS benchmark on macro search space named NAS-Bench-Macro, which trains 6561 networks isolatedly on CIFAR-10 dataset. Experiments on NAS-Bench-Macro show our superiority in efficiently searching the optimal architectures. We also implement our MCTS-NAS on the large-scale benchmark dataset ImageNet [22] with extensive experiments. Under the same FLOPs budgets or acceleration, our method significantly improves the search efficiency with better performances compared to other one-shot NAS methods [9, 35]. For example, we decrease the search number of sub-networks (subnets) from 1000 to 20, which reduces a large amount of search cost. Besides, the obtained architecture achieves 78.0% Top-1 accuracy with the MobileNetV2 search space with only 442M FLOPs.

2. Related work

One-shot NAS. The recent emerging one-shot approaches significantly reduce the search cost of NAS by considering architectures as sub-graphs of a densely connected supernet. DARTS [19, 33] relaxes the discrete operation selection as a continuous probability distribution, which can be directly optimized with gradient descent. Training all operation candidates in parallel is memory-consuming and computationally inefficient. To address such a challenge, Single Path One-Shot [9] proposes to train each architecture alternately and adopt a two-stage search schema, where network training is first performed by uniform path sampling. Then the final architecture is searched using a validation dataset.

Targeting at minimizing the evaluation gap between the weight-sharing subnet and standalone network, Greedy-NAS [35] introduces a progressive search space reduction strategy. A greedy path filtering technique is introduced to let the supernet pay more attention to those potentially-good paths. Similarly, SGAS [17] propose to prune operation candidates in the search space in a greedy manner. With the low-ranked candidates being removed, the search space is reduced, and the supernet can focus on the remaining ones for sufficient training and proper evaluation.

The greedy search [35] can be arbitrary and might be trapped by the local optimum. In contrast, the evolutionary algorithm [4] works as a heuristic search method that leverages the prior information of the searched subnets that have achieved profound success in NAS. For example, Single Path One-shot [9] searched the optimal subnets from supernet with the evolutionary algorithm. Afterward, many algorithms [35, 2] follow this strategy by leveraging the evolutionary algorithm to search for optimal subnets from the designed supernet. However, the evolutionary algorithm only allows mutation and crossover over operations, which fails to consider the relations over layers, leading to suboptimal results.

To solve this issue, many methods involve tree-based MCTS [20, 30, 29, 31] into NAS. However, these methods only explore MCTS as a simple sampler with a huge search space. For example, the AlphaX [31] trains each searched architecture independently for evaluation, which is computationally expensive. LaNAS [30] only adopts MCTS on the search stage, while on training, it trains the supernet with random masks. Compared to the above methods, with a macro one-shot search space, our MCT-NAS stores much more information for efficient and accurate searching on both the training and search stage, promoting an accurate
3. Methodology

In this paper, we conduct an architecture search on a macro NAS search space, in which the searching layers are stacked sequentially, and each layer selects one operation from the operation set $O = \{o_i\}$ with size $N$. With a search space $A$ of $L$ layers, an architecture $\alpha \in A$ can be uniquely represented by a set of operations, where $\alpha = \{o^{(l)}\}_{l=1}^{L}$.

To search for the optimal architecture $\alpha^* \in A$, as illustrated in Figure 2, we use a two-stage procedure consists of training and search. First, in the training stage (see the left and middle sub-figures in Figure 2), we sample and train architectures in the search space alternately. Different from the uniform sampling strategy adopted in previous works, we sample architectures with the help of the Monte Carlo tree (MCT), which well balances the exploration and exploitation of the search space, and the training loss of each architecture is stored in the MCT for future decision. Second, after the supernet is well trained, we adopt a node communication strategy to evaluate the less-visited nodes in the constructed MCT using a validation set; thus, the nodes can be searched more efficiently and accurately in the search stage. Then we search architectures using a hierarchical node selection method and then obtain the final architecture with the highest validation accuracy.

3.1. Search Space Modeling with MCT

In one-shot NAS, the over-parameterized weight-sharing supernet is usually trained with a sampling strategy, in which only one subnet will be sampled and optimized each iteration. While at the search stage, the subnets are also sampled and evaluated standalone. So the sampling strategy highly determines the performance of obtained architecture. Existing NAS methods treat different layers independently on sampling; however, in this paper, we highlight the dependency modeling and propose to sample the subnets from a MCT-based distribution.

We first analyze the common sampling strategy in existing NAS methods that select each operation independently. Therefore, the probability distribution of sampling an architecture $\alpha$ can be formulated as

$$P(\alpha) = P(o^{(1)}, \ldots, o^{(L)}) = \prod_{l=1}^{L} P(o^{(l)}), \quad (1)$$

where $P(o^{(l)})$ denotes the probability distribution of the operation selection in the layer $l$. In Eq. (1), the probability of selecting an operation is solely determined by the layer $l$ independently. However, we argue that in a chain-structured network, the selection of operation at each layer should depend on operations in the previous layers.

To capture the dependency among layers and leverage the limited combinations of operations for better understanding of the search space, we replace $P(o^{(l)})$ in Eq.(1) with a conditional distribution for each $2 \leq l \leq L$. Therefore, we reformulate Eq. (1) as follows:

$$P(\alpha) = P(o^{(1)}, \ldots, o^{(L)})$$

$$= P(o^{(1)}) \cdot \prod_{l=2}^{L} P(o^{(l)}|o^{(1)}, \ldots, o^{(l-1)}), \quad (2)$$

where $P(o^{(l)}|o^{(1)}, \ldots, o^{(l-1)})$ is the conditional probability distribution of the operation selection in the layer $l$ conditioned on its previous layers 1 to $l-1$. Note that $l = 1$ has no previous layer, so $P(o^{(1)})$ is still independent.
Inspired by Eq.(2), we find this conditional probability distribution of search space can be naturally modeled into a tree-based structure, and the MCTS is targeting this structure for a better exploration-exploitation trade-off. As a result, we propose to model the search space with a MCT \( \mathcal{T} \). In MCT, each node \( v_i^{(l)} \in \mathcal{T} \) corresponds to selecting an operation \( o_i^{(l)} \in \mathcal{O} \) for the layer \( l \) under the condition of its ancestor nodes, so the architecture representation \( \alpha = \{o_i^{(l)}\}_{l \in \{1, \ldots, L\}} \) can also be uniquely identified in the MCT. As Figure 2 shows, the architectures are independently represented by paths in the MCT, and different choices of operations lead to different child trees; thus, the dependencies of all the operation selections can be naturally formed.

### 3.2. Training with Prioritized Sampling

With the MCT \( \mathcal{T} \), we can perform a prioritized sampling of architectures and store the searching knowledge in it. For each node \( v_i^{(l)} \), there are two values stored in \( \mathcal{T} \), including a Q-value \( Q(v_i^{(l)}) \) measuring the quality of selection and a number of visits \( n_i^{(l)} \) counting how many times this selection occurs. For the sake of efficiency, we use the training loss \( \mathcal{L}_{tr} \) as a representation of selection quality (Q-value). However, since the supernet’s network weights are continuously optimized during the search, the performance of a certain architecture will be enhanced along with the optimization procedure. As a result, it is unfair to directly compare architectures evaluated at different iterations. An intuitive and effective way to solve this issue is to introduce a normalized performance ranking factor. We use a moving average of losses \( \bar{\mathcal{L}}_t \) as the baseline:

\[
\bar{\mathcal{L}}_t = \beta \cdot \bar{\mathcal{L}}_{t-1} + (1 - \beta) \cdot \mathcal{L}_{tr}(\alpha_t),
\]

where \( \beta \in [0, 1] \) is the reduction ratio of the moving average, and \( \mathcal{L}_{tr}(\alpha_t) \) denotes the training loss of the current architecture \( \alpha_t \) in iteration \( t \). \( \bar{\mathcal{L}}_t \) represents the convergence status of supernet at iteration \( t \), so we can compare \( \mathcal{L}_{tr}(\alpha_t) \) with it to get a relative performance of the architecture, thus the Q-value of the selected nodes are updated with,

\[
Q(v_i^{(l)}) = \frac{\bar{\mathcal{L}}_t}{\mathcal{L}_{tr}(\alpha_t)}.
\]

In the sampling, for a better exploration-exploitation balance, we select node in the MCT based on the Upper Confidence Bounds for Trees (UCT) [16]. Given a parent node \( v_p^{(l-1)} \in \mathcal{T} \) with a number of visits \( n_p^{(l-1)} \), we select its child nodes according to the UCT function. The UCT function of a child node \( v_i^{(l)} \in \mathcal{T} \) is calculated by

\[
\text{UCT}(v_i^{(l)}) = \frac{Q(v_i^{(l)})}{n_i^{(l)}} + C_1 \sqrt{\frac{\log(n_p^{(l-1)})}{n_i^{(l)}}},
\]

where \( C_1 \in \mathbb{R}_+ \) is a constant controlling the trade-off between exploration and exploitation.

In general, only the node with the highest UCT score will be selected by MCT, but it prevents the sampling method from exploring more diverse architectures. Instead of directly selecting the node with the maximum UCT function, we propose MCT-NAS to relax the operation selection in one layer to a probability distribution using softmax function, i.e.,

\[
\Pr(v_i^{(l)}) = \frac{\exp\left(\text{UCT}(v_i^{(l)})/\tau\right)}{\sum_{j \leq N^l} \exp\left(\text{UCT}(v_j^{(l)})/\tau\right)},
\]

where \( N^l \) denotes the total node number in depth \( l \), and \( \tau \) is a temperature term. Note that when \( \tau \to 0 \), it becomes an approximated categorical distribution that almost always selects the operation with the maximal UCT score. We set \( \tau \) to 0.0025 in all of our experiments.

In the end, during training, the sampling distribution is changed from uniform distribution to our prioritized sampling distribution. We investigate the dependence between operations on different layers and promote the exploration and exploitation of good architectures. Note that, in this paper, we also use uniform sampling at the beginning of the training for a warm-up start.

### 3.3. Node Communication

In MCT, each architecture in the search space corresponds to a unique path. As the increment of the depth, the number of nodes grows exponentially. For example, the MCT will have \( N^L \) leaf nodes with a search space of size \( N^L \). It is, therefore, impossible to explore all these numerous nodes. However, as in the supernet, the same operations in a layer share the same weights, which inspires that the nodes should have some common knowledge from their operation type. For a better reward representation on the nodes in posterior depth, we propose a node communication technique to share the rewards for nodes with the same operation and depth.

Concretely, to represent the reward of an operation in a specific layer, we use a moving average of all the rewards of its corresponding nodes, denoted as node communication score \( G \) in Figure 3. For each operation in layer \( l \), denoted...
as \( o_j^{(l)} \), its score \( G \) is updated by the Q-value of corresponding nodes \( v_i^{(l)} \), i.e.,

\[
G(o_j^{(l)}) \leftarrow \gamma \cdot G(o_j^{(l)}) + (1 - \gamma) \cdot Q(v_i^{(l)}),
\]

(7)

where \( \gamma \in [0, 1] \) is a reduction ratio.

As a result, the reward of a node can be jointly represented by the Q-value of this node, and the node communication scores \( G \) of its corresponding operation. By adding Eq.(7), the UCT function in Eq.(5) can be reformulate as

\[
\text{UCT}(v_i^{(l)}) = \frac{Q(v_i^{(l)})}{n_i^{(l)}} + C_1 \sqrt{\frac{\log(n_p^{(l-1)})}{n_i^{(l)}}} + C_2 \cdot G(o_j^{(l)}),
\]

(8)

where \( C_2 \in \mathbb{R}_+ \) is a hyperparameter controlling the weight of the node communication term.

### 3.4. Hierarchical Node Selection

In the search stage, the constructed MCT can be naturally used to find optimal architecture. With the stored Q-value, we can directly sample the architecture with the highest reward as the final result. However, the architecture that performs the best on the training set might not always be the best on the validation set. We thus resort to a search stage to evaluate a small pool of the architectures of higher rewards, and then the one with the highest validation accuracy will be exported. Moreover, to accurately evaluate those nodes with small numbers of visits, we propose a hierarchical node selection method to select the node hierarchically and re-evaluate those less-visited nodes.

In MCT, the number of nodes increases exponentially with the depth. It is impossible to visit all the posterior nodes sufficiently during training. Fortunately, as our conditional probability modeling of search space, the sub-trees whose parents have low rewards could be directly trimmed, and we only need to focus on those good sub-trees.

Concretely, as illustrated in the right of Figure 2, our selection starts hierarchically from the root node of MCT. If the average number of visits of its child nodes is larger than a threshold constant \( n_{\text{thrd}} \), we think it is promising to its reward, and thus the child node can be sampled using the same probabilistic distribution as Eq.(6). On the other hand, if the average number is lower than the \( n_{\text{thrd}} \), we randomly sample paths consisting of those child nodes and then evaluate the paths using a batch of validation data until the threshold reached. Then we have enough confidence to continue moving to the next depth. After selecting the leaf nodes, the specific architecture is obtained, we then evaluate it with the full validation set. We repeat this procedure with search number times and then report the one with the highest validation accuracy as the final architecture. Since the “exploration” of architectures is not needed in the search stage, the UCT function then becomes:

\[
\text{UCT}_s(v_i^{(l)}) = \frac{Q(v_i^{(l)})}{n_i^{(l)}} + C_2 \cdot G(o_j),
\]

(9)

Our iterative procedure of searching with hierarchical node selection is shown in Algorithm 1.

### 4. Experiments

In this section, we conduct extensive experiments on the proposed NAS benchmark NAS-Bench-Macro and ImageNet dataset. Detailed experimental settings are elaborated in supplementary materials.

#### 4.1. Proposed benchmark: NAS-Bench-Macro

For a better comparison between our MCT-NAS and other methods, we propose an open-source NAS benchmark on macro structures with CIFAR-10 dataset, named NAS-Bench-Macro. The NAS-Bench-Macro consists of 6561 networks and their test accuracies, parameter numbers, and FLOPs on CIFAR-10.

**Search space.** The search space of NAS-Bench-Macro is conducted with 8 searching layers; each layer contains 3 candidate blocks, marked as Identity, MB3_K3 and MB6_K5. Thus the total size of the search space is \( 3^8 = 6561 \). However, the architectures with the same Identity number in each stage exactly have the same structures and can be mapped together so that the total search space can be...
mapped to 3969 architectures. Detailed structure configurations can be found in Supplementary Materials.

**Benchmarking architectures on CIFAR-10.** We train all architectures isolatedly on CIFAR-10 dataset. Each architecture is trained with a batch size of 256 and SGD optimizer, a cosine learning rate strategy that decays 50 epochs is adopted with an initial value 0.1. We train each architecture 3 times with different random seeds and report their mean accuracies on the test set.

**Rank correlations between each search method and NAS-Bench-Macro.** In MCT-NAS, during training, the MCTS also participates in the architecture sampling; with UCT function in MCTS, the good architectures can be efficiently explored and trained. Thus, the supernet trained with MCTS should have a more accurate ranking on subnets. We adopt experiments to measure the ranking confidences of these two evaluators trained by uniform sampling and MCTS. Concretely, we calculate the ranking correlation coefficients between the validation accuracies on weight-sharing subnets and their ground-truth performances in NAS-Bench-Macro; the supernets are trained with uniform sampling and MCTS, respectively. The results illustrated in Table 1 indicates the supernet trained with our MCTS is more promising to the validation accuracies. However, using MCTS in the whole training stage performs worse than adding uniform sampling for warm-up(uniform+MCTS) since the subnets are not converged initially. To adopt an effective exploration in MCTS, we use uniform sampling for warm-up in all our experiments.

**Comparison between different search numbers.** Before searching, the MCT has already stored each subnet’s reward, so we can directly use the subnet with the highest reward as the final architecture. However, these rewards are restricted to the training loss, thus not accurate enough to the performances, so the subnets still need to be evaluated on the validation set for better results. We adopt experiments with different search numbers and report the top accuracy and average percentile rank with NAS-Bench-Macro. The result illustrated in Figure 4 shows that, by directly using the max-rewarded architecture in MCT, our MCT-NAS can also obtain higher performance compared to random search and evolutionary algorithm. However, more explorations obtain even better results, and only with a search number of 50, our MCT-NAS can find the best architecture in NAS-Bench-Macro. Meanwhile, as Figure 4 (b) shows, the lower average percentile rank indicates the better average performance of networks. Since our MCT-NAS stores an accurate ranking of architectures, good architectures are usually explored in the early stage; with the increment of search number, the average performance will drop. However, the evolution shows a reverse trend since it starts with a random population and utilizes the evaluation results for the new population. According to the results, we set the search number to 20 in all experiments to a better trade-off between performance and search efficiency.

**4.2. Search on ImageNet**

**Dataset.** We conduct the architecture search on the large-scale dataset ImageNet (ILSVRC-12), consisting of 1.28 million training images and 50k validation images from 1000 categories. To facilitate the search, we randomly sample 50k images from the training dataset as the validation dataset, and the rest of the data is used for training. For comparison with other methods, we use the original validation dataset as a test dataset to report the accuracy.

**Search space.** For a fair comparison, we conduct our MCTS-NAS with the same space as [35, 2, 1] to examine the performance of other one-shot NAS methods with macro search space. We construct the supernet with 21 search blocks, and each block is a MobileNetV2 inverted bottleneck [23] with an optional SE [13] module. For each search block, the convolutional kernel size is within

| training method | Spearman rho (%) | Kendall tau (%) |
|-----------------|-----------------|-----------------|
| uniform         | 88.96           | 72.41           |
| MCTS            | 90.63           | 74.66           |
| uniform + MCTS  | 91.87           | 76.22           |
Table 2. Comparison of searched architectures w.r.t. different state-of-the-art NAS methods. Search number means the number of evaluated architectures during searching; our MCT-NAS involves additional evaluation cost in hierarchical node selection method and costs ∼ 5× on evaluating one architecture compared to other methods. †: TPU, ṿ: reported by [9].

| Methods          | Top-1 (%) | Top-5 (%) | FLOPs (M) | Params (M) | Memory cost | training cost | search number | search cost  |
|------------------|-----------|-----------|-----------|------------|-------------|---------------|---------------|--------------|
| SCARLET-C [2]    | 75.6      | 92.6      | 280       | 6.0        | single path | 10            | 8400          | 12           |
| MobileNetV2 1.0 [23]| 72.0      | 91.0      | 300       | 3.4        | -           | -             | -             | -            |
| MnasNet-A1 [25]  | 75.2      | 92.5      | 312       | 3.9        | single path + RL | 288†      | 8000          | -            |
| GreedyNAS-C [35] | 76.2      | 92.5      | 284       | 4.7        | single path | 7             | 1000          | <1           |
| MCT-NAS-C        | 76.3      | 92.6      | 280       | 4.9        | single path | 12            | 20×5          | <1           |
| Proxyless-R (mobile) [1] | 74.6      | 92.2      | 320       | 4.0        | two paths   | 15†          | 1000          | -            |
| Single-path [9]  | 76.2      | -         | 328       | -          | single path | 12            | 1000          | <1           |
| ST-NAS-A [8]     | 76.4      | 93.1      | 326       | 5.2        | single path | -             | 990           | -            |
| SCARLET-B [2]    | 76.3      | 93.0      | 329       | 6.5        | single path | 10            | 8400          | <1           |
| GreedyNAS-B [35] | 76.8      | 93.0      | 324       | 5.2        | single path | 7             | 1000          | <1           |
| FairNAS-C [3]    | 76.7      | 93.3      | 325       | 5.6        | single path | -             | -             | -            |
| BetaNet-A [6]    | 75.9      | 92.8      | 333       | 4.1        | single path | 7             | -             | -            |
| MCT-NAS-B        | 76.9      | 93.4      | 327       | 6.3        | single path | 12            | 20×5          | <1           |

Since [3, 5, 7], and the expansion ratio is selected in [3, 6], and each block can choose to use SE module or not. With an additional identity block for network depth search, the total operation space size is 13, so the search space size is 13^21.

Supernet training. Follow [35, 9], we use the same strategy for training supernet. Using a batch size of 1024, the network is trained using a SGD optimizer with 0.9 momentum. A cosine annealing strategy is adopted with an initial learning rate 0.12, which decays 120 epochs. For sampling architectures, we use uniform sampling within the first 60 epochs, then adopt our prioritized sampling with MCT, and the temperature term \( \tau \) is set to 0.0025 in all of our experiments for appropriate sampling paths. We conduct experiments on three different FLOPs budgets 280M, 330M, and 440M. Note that for a better adaptation to the target FLOPs budgets, we only sample the architectures within the target FLOPs, this reduction of search space results in a better convergence and evaluation of potential architectures.

Searching. We use hierarchical selection with MCT for the search, which is summarized in Algorithm 1. The number of search architectures is set to 20 for efficiency.

Retraining. To train the obtain architectures from scratch, we follow previous works [25, 35, 2], the network is trained using RMSProp optimizer with 0.9 momentum, and the learning rate is increased from 0 to 0.064 linearly in the first 5 epochs with batch size 512, and then decays 0.03 every 2.4 epochs. Besides, the exponential moving average on weights is also adopted with a decay rate 0.9999.

Performances of obtained architectures. We perform the search with 3 different FLOPs budgets, i.e., 442M, 327M, and 280M. As shown in Table 2, our searched 442M MCT-NAS-A achieves 78.0% on Top-1 accuracy, which even outperforms other methods with larger FLOPs budget (i.e., 503M and 631M). Besides, with other FLOPs (i.e., 327M and 280M), our MCT-NAS also shows superiority over other methods. Besides, MCT-NAS also achieves superiority in terms of searching efficiency, as in Table 2, we perform the search with only 20 sampled paths with our proposed MCT-NAS, which amounts to about one-tenth of the paths of other algorithms.

4.3. Ablation Studies

Ablation on each proposed techniques in MCT-NAS. In MCT-NAS, as summarized in Table 3, at the supernet training stage, we propose to update MCT using the training loss, for sampling subnets, a UCT search strategy is adopted. Besides, we further propose a node communication technique to make use of the rewards of operations. While on search, we propose a hierarchical node selection method for a more accurate search using MCT. We evaluate the performances with different combinations of these techniques on ImageNet and report the test accuracies in Table 3. FLOPs’ reduction indicates removing the architectures in MCT whose FLOPs are far smaller or bigger than the target FLOPs. Comparing row 3 and row 4, we can infer that, with UCT search, the obtained architecture achieves higher performance. That might be because sampling subnets with UCT makes a better exploration-exploitation balance and focuses more on the good subnets than uniform sampling. Comparing rows 1, 2, and 3, using MCTS during search obtains better results compared to the evolution search since extensive information in the training stage is used. For row 5 and row 6, the architecture with hierarchical selection is significantly better because the hierarchi-
Table 3. The performance gain of each part in MCT-NAS with 330M FLOPs on MobileNet search space.

| Sampling               | Uniform | FLOPs Reduction | Update MCT in Training | UCT Search | Node Communication | Evolutionary Search | MCTS Search | Hierarchical Updates | Searching | Retraining |
|------------------------|---------|-----------------|------------------------|------------|--------------------|---------------------|--------------|----------------------|-----------|------------|
|                        | ✓       | ✓               | ✓                      | ✓          | ✓                  | ✓                   | ✓            | ✓                    | 75.94%    | 92.89%     |
|                        | ✓       | ✓               | ✓                      | ✓          | ✓                  | ✓                   | ✓            | ✓                    | 76.44%    | 93.15%     |
|                        | ✓       | ✓               | ✓                      | ✓          | ✓                  | ✓                   | ✓            | ✓                    | 76.21%    | 93.11%     |
|                        | ✓       | ✓               | ✓                      | ✓          | ✓                  | ✓                   | ✓            | ✓                    | 76.35%    | 93.17%     |
|                        | ✓       | ✓               | ✓                      | ✓          | ✓                  | ✓                   | ✓            | ✓                    | 76.62%    | 93.32%     |
|                        | ✓       | ✓               | ✓                      | ✓          | ✓                  | ✓                   | ✓            | ✓                    | 76.94%    | 93.37%     |

Figure 5. Histogram of accuracy of searched architectures on supernet with different search methods.

Comparison of different sampling methods. To examine the searching efficiency and results w.r.t. different search methods, we searching for 330M-FLOPs paths by evolution sampling, random sampling, and MCT-NAS, respectively, using the same supernet trained by uniform sampling on ImageNet. In this way, we examine the Top-1 accuracy w.r.t. the 1000 search numbers with different search methods and show their histogram in Figure 5. In detail, MCT-NAS and evolution sampling both works as heuristic searching methods with prior knowledge, which can search for subnets with much higher Top-1 ACC than random sampling. Besides, as in Figure 5, the paths searched by our MCT-NAS can be more concentrated in areas with higher Top-1 accuracy, while for evolution sampling, the performance of searched subnets is distributed in a larger area, which contains many paths with sub-optimal results. While for MCT-NAS, the performance of searched paths is mostly located at the area with good performance, which indicates the effectiveness of our sampling method.

Interpretation and visualization of nodes selection. As a tree-based structure, the MCT obtained in our method captures the dependencies between different layers. We believe that the operation choice of one layer is related to its previous layers, i.e., different choices of previous layers may result in different preferences of the layer. For an intuitive understanding, we visualize the nodes with top-2 UCT scores of the first 3 layers in Figure 6. The visualization shows that when the first layer selects different nodes (i.e., MB3_K7 and MB3_K7_SE), the nodes with the Top-2 selection probability of the next layer are greatly affected. As a result, MCTS works as a path-level subnet sampling method that naturally captures the dependencies between operations of different layers and selects paths with global relations more efficiently. Nevertheless, other sampling methods are usually implemented at the node level, which selects nodes separately and ignores the dependencies between nodes, thus leading to sub-optimal results.

Figure 6. Interpretation and visualization of nodes selection. The marked texts in circles denote candidate operations, which will be introduced in supplementary materials.

5. Conclusion

In this paper, we introduce a sampling strategy based on Monte Carlo tree search (MCTS), which models the search space as a Monte Carlo tree (MCT), and naturally captures the dependencies between layers. Furthermore, with the extensive intermediate results updated in MCT during training, we propose node communication technique and hierarchical selection of MCT to make better use of the information, and thus the optimal architecture can be efficiently obtained. To better compare different NAS methods, we construct a NAS benchmark on macro search space with CIFAR-10, named NAS-Bench-Macro. Extensive experiments on NAS-Bench-Macro and ImageNet demonstrate that our MCT-NAS significantly improves search efficiency and performance.
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A. Detailed Experimental Settings

In this section, we will describe the detailed experimental settings of our MCT-NAS w.r.t. training and searching. In general, we used the same MCT during training and searching, and thus the constructed MCT with prioritized sampled paths can boost the search in terms of efficiency and search performance.

**Supernet training with MCT-NAS.** For ImageNet dataset, we use the same strategy follow [35, 9]. In detail, we use a batch size of 1024, and train the supernet using a SGD optimizer with 0.9 momentum. A cosine annealing strategy is adopted with an initial learning rate 0.12, which decays 120 epochs. For sampling architectures, we first warm up the supernet with 50% of overall training epochs (60 epochs) with uniform sampling. Then for the last 60 epochs, we sample subnets with FLOPs reduction, i.e., the FLOPs of sampled subnets must be within a certain range of FLOPs budget(i.e., 0.9× ~ 1.0×). In the 20% of following training epochs (61-85 epochs), we also uniformly sample subnets to construct the MCT. Afterward, in the last 34 epochs (86-120), we sample subnets with MCT and UCT function defined in Eq. (8) and Eq. (9). In detail, we adopt $C_1 = 0.1$ and $C_2 = 0.2$ for Eq. (8) and Eq. (9). Besides, for NAS-Bench-Macro, we follow the same split ratios of using uniform sampling and MCTS as on ImageNet. And other training strategies are the same as retraining on CIFAR-10.

**Searching optimal structure with MCT-NAS.** We use hierarchical node selection with MCT for architecture search. For sampling a path (subnet), we select the optimal nodes hierarchically from the root node of MCT with a threshold constant $n_{thrd}$ of 6. If the average number of visits of its child nodes is lower than the $n_{thrd}$, we randomly sample paths consisting of those child nodes and then evaluate the paths using a batch (i.e., 128) of validation data until the threshold reached. After selecting the leaf nodes, the specific subnet (structure) is obtained; we then evaluate it with the full validation dataset. Moreover, we repeat to sample subnets with this process until we reach our predefined number of searches (i.e., 20). Afterward, we select the structure with the best validation accuracy to train from scratch for evaluation.

**Retraining of searched optimal structures.** To train the obtained architectures from scratch, we follow previous works [25, 35, 2], the network is trained using RMSProp optimizer with 0.9 momentum, and the learning rate is increased from 0 to 0.064 linearly in the first 5 epochs with batch size 512, and then decays 0.03 every 2.4 epochs. Besides, the exponential moving average on weights is also adopted with a decay rate 0.9999.

B. Details of Path Sampling in Supernet Training

The supernet training in our framework can be divided into three stages with different subnet sampling strategies, including the supernet warm-up, the MCT warm-up, and sampling with MCTS. Firstly, in the supernet warm-up stage, we sample each path uniformly for a better search space exploration, which is the same as [9, 2]. Then, in the MCT warm-up stage, we also sample each path uniformly but discard those who do not meet the computation budget (i.e., a certain range of FLOPs budget). Architectures with low computation budget are expected to have lower performance, which makes them less worthy of being optimized and evaluated. In this way, we can construct the MCT more efficiently. Finally, we sample paths according to the UCT function in Eq. (8) to train the supernet more efficiently with exploration-exploitation strategy in MCTS. Our iterative procedure of training supernet is presented in Algorithm 2.
Algorithm 2: Path Sampling in Supernet Training

Input: the ratio of iterations for supernet warm-up $W_S$, the ratio of iterations for MCT warm-up $W_M$, training dataset $D_{tr}$, the maximum training iterations $N$, FLOPs budget $B$.

1. while training epochs $< N$ do
2.  if training epochs $< W_S \times N$ then
3.    randomly sample a path $p$ in the supernet;
4.    optimize the path $p$ with dataset $D_{tr}$;
5.  else
6.    if training epochs $< (W_S + W_M) \times N$ then
7.      random sample a path $p$;
8.      while FLOPs of path $p$ not in the certain range of $B$ do
9.        re-sample a new path $p$;
10.     end
11.    else
12.      sample a path $p$ based on MCT with Hierarchical Node Selection as Algorithm 1;
13.    end
14.    optimize the path $p$ with dataset $D_{tr}$;
15.    updating the nodes in MCT which corresponds to path $p$ with the training loss;
16.  end

C. Details of Search Space on ImageNet Dataset

The macros-structure of the supernet used in our experiments on ImageNet is as described in Table 4. The choices for building blocks are as listed in Table 5.

Table 4. The macro-structure of the supernet in our experiments on ImageNet. The mean of each column is as follow: "n" is the number of such stacked building blocks; "input" is the size of input feature map; "block" is the type of building block; "channels" is the number of output channels, i.e. the number of filters; and "stride" is the stride of the first block among several repeated building blocks. The block type "Choice Block" means selecting a candidate from Table 5.

| n  | input       | block     | channels | stride |
|----|-------------|-----------|----------|--------|
| 1  | 224 × 224 × 3 | 3 × 3 conv | 32       | 2      |
| 1  | 112 × 112 × 32| MB1_K3    | 16       | 1      |
| 4  | 112 × 112 × 16| Choice Block | 32       | 2      |
| 4  | 56 × 56 × 32 | Choice Block | 40       | 2      |
| 4  | 28 × 28 × 40 | Choice Block | 80       | 2      |
| 4  | 14 × 14 × 80 | Choice Block | 96       | 1      |
| 4  | 14 × 14 × 96 | Choice Block | 192      | 2      |
| 1  | 7 × 7 × 192 | Choice Block | 320      | 1      |
| 1  | 7 × 7 × 320 | 1 × 1 conv | 1280     | 1      |
| 1  | 7 × 7 × 1280 | global avgpool | -       | -      |
| 1  | 1280        | FC        | 1000     | -      |

D. Details of Proposed Benchmark: NAS-Bench-Macro

Meaning of NAS-Bench-Macro. The key challenge of the one-shot NAS algorithm lies in the evaluation and ranking reliability of the supernet, which can be reflected by the ranking correlation between the evaluation performances of all architectures on supernet and their actual performances. There are already several NAS benchmarks for the DARTS-like micro search space. However, currently, there is no (as far as we know) public benchmark for one-shot macro search space that provides performances of all networks by retraining from scratch. Therefore, we construct NAS-Bench-Macro with the controlled size of the search space for the toy experiment of verifying our method’s effectiveness in terms of searching efficiency and performance. Indeed, we construct NAS-Bench-Macro with the knowledge from MobileNetV2 search space but remove 7×7 convolution for simplifying.
Table 5. The operation candidates for the MobileNetV2-like building blocks used in Table 4. "ID" denotes an identity mapping.

| block type | expansion ratio | kernel | SE |
|------------|-----------------|--------|----|
| MB1_K3     | 1               | 3      | no |
| ID         | -               | -      | -  |
| MB3_K3     | 3               | 3      | no |
| MB3_K5     | 3               | 5      | no |
| MB3_K7     | 3               | 7      | no |
| MB6_K3     | 6               | 3      | no |
| MB6_K5     | 6               | 5      | no |
| MB6_K7     | 6               | 7      | no |
| MB3_K3_SE  | 3               | 3      | yes|
| MB3_K5_SE  | 3               | 5      | yes|
| MB3_K7_SE  | 3               | 7      | yes|
| MB6_K3_SE  | 6               | 3      | yes|
| MB6_K5_SE  | 6               | 5      | yes|
| MB6_K7_SE  | 6               | 7      | yes|

D.1. Details of search space on NAS-Bench-Macro

The macro structure of our search space is presented in Table 6.

Table 6. Macro structure of search space on NAS-Bench-Macro.

| n   | input         | block       | channel | stride |
|-----|---------------|-------------|---------|--------|
| 1   | 32 × 32 × 3   | 3 × 3 conv  | 32      | 1      |
| 2   | 32 × 32 × 32  | Choice Block| 64      | 2      |
| 3   | 16 × 16 × 64  | Choice Block| 128     | 2      |
| 3   | 8 × 8 × 128   | Choice Block| 256     | 2      |
| 1   | 4 × 4 × 256   | 1 × 1 conv  | 1280    | 1      |
| 1   | 4 × 4 × 1280  | global avgpool| -      | -      |
| 1   | 1280          | FC          | 10      | -      |

D.2. Statistics on CIFAR-10 training results

We analyze the distribution of parameters, FLOPs, and accuracies of all architectures in NAS-Bench-Macro, which are illustrated in Figure 7. From the results, we can infer that, although the FLOPs and parameters are distributed uniformly in the search space, but the accuracy performs differently, which might because when the capacity of model increases to a saturated level, the increment of capacity will not have remarkable performance increment; so the accuracies of a large number of architectures lie in a small range, this makes the NAS methods hard to rank those architectures accurately.

Figure 7. Histograms of architectures in NAS-Bench-Macro w.r.t. (a) Params, (b) FLOPs, and (c) ACC.
D.3. Rank correlation of parameters and FLOPs with accuracies on NAS-Bench-Macro

We measure the rank correlation between parameters and accuracies, FLOPs and accuracies, respectively. The results summarized in Table 7 show that the FLOPs has higher rank correlation coefficients than parameters. It indicates that the increment of FLOPs contributes more to accuracy than increasing parameters.

| type   | Spearman rho (%) | Kendall tau (%) |
|--------|------------------|-----------------|
| params | 31.81            | 21.76           |
| FLOPs  | 66.09            | 55.60           |

D.4. Visualization of best architecture

We visualize the best architecture of our NAS-Bench-Macro on CIFAR-10 dataset in Figure 8. The visualization shows that the architecture with the highest performance on CIFAR-10 tends to choose more large blocks ($MB6_{K5}$); however, an Identity block on the last layer is used probably for easing the optimization pressure and decreasing the total receptive field.

![Figure 8. The best architecture on CIFAR-10 with 93.13% test accuracy, 2.0M parameters and 85.2M FLOPs.](image)

E. Details of Rank Correlation Coefficient

In Section 4.1 and Section D.3, we rank the evaluation results of architectures on various validation sets with 1,000 and 50,000 samples. The obtained rankings are denoted as $r$ and $s$, respectively. To study the ranking consistency, we evaluate the correlation coefficient between them. Two metrics with different focuses are used, including the Kendall $\tau$ [15] and the Spearman $\rho$ [21] correlation coefficient.

Firstly, the Kendall $\tau$ correlation coefficient focuses on the pairwise ranking performance. Considering a pair of index $i$ and $j$ such that $i < j$, if we have either both $r_i > r_j$ and $s_i > s_j$ or both $r_i < r_j$ and $s_i < s_j$, the sort order of $(r_i, r_j)$ and $(s_i, s_j)$ agree, and pairs $(r_i, s_i)$ and $(r_j, s_j)$ are said to be concordant. Otherwise, they disagree and the pairs are discordant. With the concordant and discordant pairs, we can formally define the Kendall $\tau$ correlation coefficient by

$$\tau_K = \frac{N_{\text{concordant}} - N_{\text{disconcordant}}}{N_{\text{all}}},$$  \hspace{1cm} (10)

where $N_{\text{concordant}}$ and $N_{\text{disconcordant}}$ are the numbers of concordant and discordant pairs, respectively, and $N_{\text{all}} = \binom{n}{2} = \frac{n(n - 1)}{2}$ is the total number of possible pairs out of $n$ overlapped elements. For efficient calculation, we can reformulate (10) into an explicit expression form:

$$\tau_K = \frac{2}{n(n - 1)} \sum_{i<j} \text{sign}(r_i - r_j) \cdot \text{sign}(s_i - s_j),$$  \hspace{1cm} (11)

where $\text{sign}(\cdot)$ is the sign function.

Secondly, the Spearman $\rho$ correlation coefficient aims to evaluate to what degree a monotonic function fits the relationship between two random variables. If we consider $r$ and $s$ as two observation vectors of the random variables $r$ and $s$, respectively, the Spearman $\rho$ correlation coefficient can be calculated with the Pearson correlation coefficient:

$$\rho_S = \frac{\text{cov}(r, s)}{\sigma_r \sigma_s},$$  \hspace{1cm} (12)
where $\text{cov}(\cdot, \cdot)$ is the covariance of two variables, and $\sigma_r$ and $\sigma_s$ are the standard deviations of $r$ and $s$, respectively. In our experiment, the ranks are distinct integers. Therefore, Eq. (12) can be reformulated as:

$$\rho_S = 1 - \frac{6 \sum_{i=1}^{n} (r_i - s_i)^2}{n(n^2 - 1)},$$

where $n = 1000$ is the number of overlapped elements between $r$ and $s$.

**F. More Ablation Studies**

**F.1. Comparison between different training epochs on supernet**

In one-shot NAS, supernet as a performance evaluator highly correlates to the search performance. The more converged the supernet is, the more confident it will be on ranking subnets. However, increasing epochs of training also increase the computation cost; thus, we investigate the difference between different training epochs in this section. Concretely, we conduct experiments using our method with different training epochs on ImageNet, and measure their average validation accuracies and the corresponding train-from-scratch test accuracies of obtained architectures. The experiments are implemented with 330M FLOPs budget, and we search 20 subnets for each experiment.

![Figure 9. The Top-1 accuracy and average validation accuracy of searched architectures with different training epochs on supernet.](image)

From the results illustrated in Figure 9, we find the average validation accuracy of searched structures benefits from the increase of training epochs, and it almost achieves the peak after training epochs $N = 120$; moreover, we can find that when the training epochs $N = 60$, the accuracy of obtained architecture is similar to the one with $N = 120$. 
F.2. Effect of the threshold constant $n_{thrd}$

In MCT-NAS, the proposed hierarchical node selection aims to re-explore the less-visited nodes and evaluate the subnets more accurately with the defined threshold constant $n_{thrd}$. In detail, if the average number of visits of nodes in a layer is larger than $n_{thrd}$, we think it is promising to its reward, and thus the optimal node can be sampled with equation Eq. (6) and Eq. (9). To investigate the effect of the threshold constant $n_{thrd}$ to the validation accuracy of searched subnets, we conduct experiments to search with different $n_{thrd}$ on the same trained supernet of 330M FLOPs budget. In detail, we search 20 paths with different $n_{thrd}$ and record the average validation accuracy as Figure 10.

![Figure 10. The validation accuracy of searched architectures with different threshold constant $n_{thrd}$.](image)

Figure 10 shows that the larger $n_{thrd}$ leads to higher average validation accuracy of searched structures. Concretely, the accuracy of searched paths gradually increased as $n_{thrd}$ growing larger, which means that our proposed hierarchical node selection promotes to select for better paths. In addition, the performance tends to be stable when $n_{thrd}$ grows larger than 6, which implies $n_{thrd} = 6$ is sufficient to search for optimal paths.

F.3. Trade-off between search number and $n_{thrd}$

During the search, the increments of search number and $n_{thrd}$ both boost the search performance. However, under a certain upper limit of search cost, the search number should be in inversely proportional to the threshold constant $n_{thrd}$. Therefore, for a better trade-off between search number $S_n$ and $n_{thrd}$, we conduct experiments with different combinations of $S_n$ and $n_{thrd}$, which hold that

$$S_n \times n_{thrd} = C$$

(14)

where $C$ is the target search cost coefficient, we implement the search with $C = 120$ on the same trained supernet and report the average validation accuracy of searched architectures as in Figure 11.

![Figure 11. Average validation accuracy of searched architectures with different $n_{thrd}$ under the same search cost.](image)

In detail, we notice that when $n_{thrd}$ is small, the performance of the searched structure will increase with $n_{thrd}$ growing larger; this is because a larger $n_{thrd}$ promotes selecting nodes in MCT more accurately. Therefore, the performances of searched structures will be closer to the optimal one in the search space. However, when $n_{thrd}$ goes beyond 6, the accuracy of selected structures tend to decrease slightly; since with a default search budget, larger $n_{thrd}$ leads to a smaller search number, and thus it may hinder the search for the optimal structure.
F.4. Effect of MCT-NAS in supernet training

As illustrated in Algorithm 2, we investigate two kinds of warm-ups in MCT-NAS, i.e., warm up of supernet and warm up of MCT. Besides, to investigate the ratio of iterations for these two terms (i.e., $W_S$ and $W_M$), we first conduct experiments with $W_S$ by setting $W_M$ to 0, i.e., we randomly uniform sample paths to update supernet and then select paths by FLOPs reduction and start to update MCT, as the blue line shows in Figure 12. In detail, we achieve the best performance when $W_S$ is set to 0.5. Afterward, we investigate the effect of $W_M$ with $W_S$ set to 0.5, as the red line shows in Figure 12. With $W_S$ set to 0.2 (i.e., 70% of training epochs), our searched structures achieve the best performance. As a result, with 50% of overall training epochs, our supernet can effectively help to rank the performance of different structures; and then with 20% training epochs, MCT is being well initialized and can be leveraged to effectively select paths in combination with UCT function (as defined in Eq. (6), (8)).

![Figure 12. Effect of MCT-NAS in supernet training.](image)

F.5. Effect of FLOPs reduction and updating MCT in training

To examine the effect of FLOPs reduction and updating MCT, we implement supernet training under different settings of the proposed strategies in training. The detailed results can be referred to as Table 8.

| Uniform Sampling | FLOPs Reduction in Training | Update MCT in Training | UCT Search | Node Communication | Evolutionary Search | MCTS Search | Hierarchical Updates | Retraining Top-1 | Retraining Top-5 |
|------------------|-----------------------------|------------------------|------------|--------------------|--------------------|-------------|---------------------|----------------|----------------|
| ✓                | ✓                           | ✓                      |            | ✓                  | ✓                  | ✓           |                     | 75.94%          | 92.89%         |
| ✓                | ✓                           | ✓                      | ✓          | ✓                  | ✓                  | ✓           |                     | 76.44%          | 93.15%         |
| ✓                | ✓                           | ✓                      | ✓          | ✓                  | ✓                  | ✓           |                     | 76.49%          | 93.19%         |
| ✓                | ✓                           | ✓                      | ✓          | ✓                  | ✓                  | ✓           |                     | 76.54%          | 93.23%         |
| ✓                | ✓                           | ✓                      | ✓          | ✓                  | ✓                  | ✓           |                     | 76.65%          | 93.34%         |
| ✓                | ✓                           | ✓                      | ✓          | ✓                  | ✓                  | ✓           |                     | 76.21%          | 93.11%         |
| ✓                | ✓                           | ✓                      | ✓          | ✓                  | ✓                  | ✓           | ✓                   | 76.35%          | 93.17%         |
| ✓                | ✓                           | ✓                      | ✓          | ✓                  | ✓                  | ✓           | ✓                   | 76.62%          | 93.32%         |
| ✓                | ✓                           | ✓                      | ✓          | ✓                  | ✓                  | ✓           | ✓                   | 76.94%          | 93.37%         |

In detail, we can see that with MCT sampler, FLOPs reduction (updating MCT in training) can lead to a 0.05% (0.1%) improvement on Top-1 accuracy (3-th and 4-th row in Table 8). Moreover, when use both strategies of FLOPs reduction and updating MCT in training (5-th row in Table 8), the performance of searched results can be boosted by 0.21%; Since with FLOPs Reduction, each sampled subnet is within the FLOPs budget, and thus can help to efficiently update MCT.
G. The Calculation of Search Cost in MCT-NAS

In this paper, we propose a hierarchical node selection method, which involves additional computation cost. For an accurate and fair comparison with other NAS methods, we calculate the total computed image number for the replacement of the search number. Many methods leverage the validation dataset [9, 35] (split from training) with 50k pictures to evaluate each path. However, in MCT-NAS, since we evaluate each path with a single batch of pictures, the number of pictures required for selecting a proper path is formulated as follows

$$N_{path} = bs \times n_{thr} \times \sum_{i=1}^{L} |O_i|$$  \hspace{1cm} (15)

where $bs$ represents the batch size in search, and $|O_i|$ indicates the number of candidate operations in layer $i$. Therefore, with $bs = 128$, $n_{thr} = 6$, $L = 21$, and $|O_i| = 13$, each path in MCT-NAS amounts to 5× search cost compared to other search methods.

H. Visualization of Searched Architectures

We visualize the searched architectures by our MCTS-NAS method as Figure 13. In detail, we find that the searched optimal structures have the following three characteristics:

1. In the kernel level, the optimal structure generally tends to use more $5 \times 5$ or $7 \times 7$ convolutions at the layers close to the last layer, and the last layer is always with $7 \times 7$ kernel size.

2. In the width level, the last few operations of the searched structure are more likely to use a large expansion ratio, which is more evident with a larger FLOPs budget (e.g., our 440M FLOPs structure uses an expansion ratio of 6 for the last 10 consecutive layers).

3. When the network budget is insufficient (i.e. 330M and 280M), the searched structure generally tends to use more ID operations at the layers close to the first layer to reduce FLOP consumption through fast downsampling.
Figure 13. Visualization of architectures obtained by MCT-NAS in Table 2.