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Abstract. It is known by a formula of Hasse-Sondow that the Riemann zeta function is given, for any \( s = \sigma + it \in \mathbb{C} \), by

\[
\zeta(s) = \sum_{n=0}^{\infty} \frac{\tilde{A}(n, s)}{2^{n+1}(1 - 2^{1-s})} \sum_{k=0}^{n} \binom{n}{k} (-1)^k (1 - 2^{1-s})^k.
\]

We prove the following approximate functional equation for the Hasse-Sondow presentation: For \( |t| = \pi xy \) and \( 2y \neq (2N - 1)\pi \) then

\[
\zeta(s) = \sum_{n \leq x} \tilde{A}(n, s) + \frac{\chi(s)}{1 - 2^{s-1}} \left( \sum_{k \leq y} (2k - 1)^{s-1} \right) + O \left( e^{-\omega(x,y)t} \right),
\]

where \( 0 < \omega(x,y) \) is a certain transcendental number determined by \( x \) and \( y \). A central feature of our new approximate functional equation is that its error term is of exponential rate of decay. The proof is based on a study, via saddle point techniques, of the asymptotic properties of the function

\[
\tilde{A}(u, s) := \frac{1}{2^{u+1}(1 - 2^{1-s})} \int_0^\infty \left( e^{-w} (1 - e^{-w})^u \right) w^{s-1} dw,
\]

and integrals related to it.

1. Introduction

The classical approximate functional equation for the Riemann zeta function was proved by Hardy and Littlewood in the series of works [11, 12, 13]. Let \( A(n, s) := n^{-s} \) and \( s = \sigma + it \) with \( 0 \leq \sigma \leq 1 \). The theorem states that the following holds

\[
\zeta(s) = \sum_{n \leq x} A(n, s) + \chi(s) \left( \sum_{k \leq y} k^{s-1} \right) + O \left( x^{-\sigma} + x^{\frac{1}{2} - \sigma} y^{-\frac{1}{2}} \right),
\]

when \( x, y \geq 1 \) are such that \( |t| = 2\pi xy \) and \( \chi(s) := 2^s\pi^{s-1} \sin \left( \frac{\pi s}{2} \right) \Gamma(1-s) \) is the function appearing in the functional equation \( \zeta(s) = \chi(s)\zeta(1-s) \). An asymptotic expansion for the error term in [11], is further described by the celebrated Riemann-Siegel formula,
published in 1932 by C. L. Siegel, based on original manuscripts of Riemann, see [22] and also [6, 15, 24].

In 1994, Sondow proved, via Euler’s transformation of series, that the Riemann zeta function can be expressed as

\[ \zeta(s) := \sum_{n=0}^{\infty} \tilde{A}(n, s) \]  

(2)

where

\[ \tilde{A}(n, s) := \frac{1}{2n+1(1-2^{1-s})} \sum_{k=0}^{n} \binom{n}{k} \frac{(-1)^k}{(k+1)^s}, \]  

(3)

for any \( s \in \mathbb{C} \), see [21]. Formula (2) also appears in the appendix to a work by Hasse from 1930, where he proved results of similar nature, see [14]. In the appendix, Hasse attributes the conjecture of formula (2) to Knopp. In this work we prove the following analog of the classical approximate functional equation, for the Hasse-Sondow representation of zeta:

**Theorem 1.1.** For \( x, y \geq 1 \) such that \( |t| = \pi xy \) and \( 2y \neq (2N - 1)\pi \) the following holds

\[ \zeta(s) = \sum_{n \leq x} \tilde{A}(n, s) + \frac{\chi(s)}{1 - 2^{s-1}} \left( \sum_{k \leq y} (2k - 1)^{s-1} \right) + O \left( e^{-\omega(x,y)t} \right), \]  

(4)

where \( \omega(x, y) > 0 \) is a given transcendental number, uniquely determined by \( x \) and \( y \).

A central feature of our new approximate functional equation (4) is that its error term, \( O \left( e^{-\omega(x,y)t} \right) \), is of exponential rate of decay, in contrast to the fractional power rate of decay in the classical case. Moreover, already the main term of our new equation (4) gives an approximation of \( \zeta(s) \) which attains the level of accuracy of the asymptotic Riemann-Siegel formula, expanded to its conjectured optimal order\(^1\). The exact definition of \( \omega(x, y) \) is given below.

The proof of Theorem 1.1, as the proof of the classical approximate functional equation, \([1]\), in \([11]\), utilizes the Euler-Maclaurin summation formula of order one which states that

\[ \sum_{n=M}^{N} A(n, s) = \int_{M}^{N} A(u, s) du + \int_{M}^{N} \psi(u) \left( \frac{\partial}{\partial u} A(u, s) \right) du + \frac{1}{2} \left[ A(M, s) + A(N, s) \right], \]  

(5)

\(^1\)In \([1]\) Berry conjectured, supported by extensive numerical verification, that the best possible accuracy of the Riemann-Siegel formula is \( O \left( e^{-\pi t} \right) \), obtained by expanding the formula to order \( r^* (t) = \lfloor 2\pi t \rfloor \). That is, by adding the first \( r^* (t) \) correcting terms to the main sum. For instance, for the first zero of zeta, the optimal accuracy requires adding the first \( r^* (t) = 89 \) correcting terms to the main sum. In particular, as \( t \) grows the number of correcting terms required to obtain exponential accuracy becomes infinite, see also \([3]\).
where $A(u, s)$ is a continuous function in the $u$-variable and $\psi(u) := u - [u] - \frac{1}{2}$. In the classical Hardy-Littlewood case\footnote{Hardy and Littlewood gave two proofs of the approximate functional equation \cite{11}. The "first proof" is based on real analysis and the Euler-Maclaurin summation formula and is presented in \cite{11, 13} while the "second proof" is based on complex analysis and contour integration and appears in \cite{12}. The Riemann-Siegel formula is obtained by further applying saddle point techniques to the integrals of \cite{12}. In our case, of formula (4), the interpolating function $\tilde{A}(u, s)$, of the Euler-McLaurain summation itself, is represented by an integral whose asymptotic analysis requires application of the saddle-point technique. Therefore, although our starting point is the Euler-McLaurain formula (as in the "first proof" of \cite{11}), the proof of Theorem 1.1 eventually involves a combination the various methods.} of (1), the function $A(u, s) = u^{-s}$ is readily taken. However, in our case of the Hasse-Sondow presentation, the required interpolating function turns to be

$$\tilde{A}(u, s) := \frac{1}{2^{u+1}(1 - 2^{1-s})\Gamma(s)} \int_{0}^{\infty} \left( e^{-w} \left( 1 - e^{-w} \right)^u \right) w^{s-1} dw. \tag{6}$$

Let us note that $\tilde{A}(u, s)$ is related to, $\Phi^*_u(z, s, a)$, the generalized Hurwitz-Lerch zeta function of Goyal and Laddha, via $\tilde{A}(u, s) = \Phi^*_u(1, s, 1)$, see \cite{10} and also \cite{9, 19} in relations to nuclear and condensed matter physics. In Section 2, we include a self-contained derivation of (6) from the corresponding Nørlund-Rice integral, see \cite{8}.

Applying the Euler-Maclaurin formula (5) to $\tilde{A}(u, s)$, gives

$$\zeta(s) - \sum_{n \leq x} \tilde{A}(u, s) = \int_{x}^{\infty} \tilde{A}(u, s) du + \int_{x}^{\infty} \psi(u) \left( \frac{\partial}{\partial u} \tilde{A}(u, s) \right) du + \frac{1}{2} \tilde{A}(x, s). \tag{7}$$

The proof of Theorem 1.1, thus, relies on the asymptotic saddle-point approximation of the three integrals appearing in the right hand side of (7). That is:

1. The function $\tilde{A}(x, s)$ itself. In Corollary 2.3 we show that $\tilde{A}(u, s) = O \left( e^{-\omega(x,y)t} \right)$.

2. In Theorem 3.1 we show that $\tilde{I}_1(x, s) := \chi(s) 2^{2s-1} \left( \sum_{k \leq y} (2k - 1) s^{-1} \right) + O \left( e^{-\omega(x,y)t} \right)$. In particular, the main sum arises from pole contributions.

3. In Theorem 4.1 we show that also $\tilde{I}_2(x, s) = O \left( e^{-\omega(x,y)t} \right)$.

A key feature is that the saddle points of all three integrals (1)-(3) are shown to be given as the solutions of the following transcendental equation $e^w - \alpha \cdot i w - 1 = 0$. The solutions $w_k(\alpha) = x_k(\alpha) + y_k(\alpha) \cdot i$ can be ordered by $k \in \mathbb{Z}$ according to the value of $y_k(\alpha)$. Moreover, the main contribution for the asymptotic behavior of the integrals is shown to come from the $k(\alpha)$-th saddle point, which is the saddle point whose $|x_k(\alpha)|$
The exponential decay rate of Theorem 1.1 is given, in Corollary 2.3, as follows:

$$\omega(x, y) := -\alpha \cdot \log \left| \frac{1 - e^{-w_k(\alpha)}}{2} \right| + \theta_k(\alpha) - \frac{\pi}{2},$$  \hspace{1cm} (8)

where $\alpha = \alpha(x, y) := \frac{x}{y} = \frac{1}{\pi y}$, and $w_k(\alpha) := r_k(\alpha)e^{i\theta_k(\alpha)}$ is the polar presentation of the $k(\alpha)$-th saddle-point. In particular, the reason for excluding the case $2y \neq (2N - 1)\pi$ in Theorem 1.1 is that these are the degenerate values for which $\omega(x, y) = 0$.

The rest of the work is organized as follows: In Section 2 we review the definition of $\tilde{A}(u, s)$ and study its asymptotic properties. The integral $\tilde{I}_1(x, s)$ is investigated in Section 3. The integral $\tilde{I}_2(x, s)$ is considered in section 4 together with the conclusion of the proof of the main theorem. In Section 5 we present concluding remarks and discuss possible relations to quantum chaos.

2. THE FUNCTION $\tilde{A}(u, s)$ AND ITS ASYMPTOTIC PROPERTIES

Recall that the $n$-th difference of a continuous function $f(u)$ is given by the sum

$$D_n[f] := \sum_{k=0}^{n} \binom{n}{k} (-1)^k f(k).$$ \hspace{1cm} (9)

For instance, the $n$-th coefficient of the Hasse-Sondow presentation (3), could be written as

$$\tilde{A}(n, s) = \frac{D_n[A(v + 1, s)]}{2^{n+1}(1 - 2^{1-s})},$$ \hspace{1cm} (10)

where $A(v, s) = v^{-s}$.

In general, one observes that $n$-th differences satisfy the following trivial ”naive” bound $|D_n[f]| \leq 2^n \max_{0 \leq k \leq n} |f(k)|$, which implies, assuming that $f(u)$ is bounded, that $D_n[f] = O(2^n)$. In the mid 1960’s, the study of asymptotic properties of $n$-th differences, $D_n[f]$, was found to be of central importance for various questions in algorithm analysis related to the works of De Bruijn, Knuth and Rice, see for instance Section 5.2.2 and 6.3 of [16]. As a result, various saddle-point techniques and countour integration methods were developed and applied for the study of such asymptotics. In particular, one of the central phenomena, observed by the algorithm analysis community, is that $n$-differences actually tend to exhibit asymptotic behavior that is essentially slower than $O(2^n)$, a phenomena known as exponential cancellation, see [8].

As mentioned in the introduction, in order to apply analytic methods for the investigation of the asymptotic behavior of $D_n[f]$, a continuous function, interpolating the values
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of \( D_n[f] \) is required. In general, such a function is given via the Nørlund-Rice integral as follows: If \( f(v) \) is an analytic function in a domain containing \( 0 < \text{Re}(s) \), one has

\[
\text{Res}_{v=k} f(v) \frac{n!}{v(v-1)\ldots(v-n)} = (-1)^{n-k} \binom{n}{k} f(k),
\]

(11)

for \( 0 \leq k \leq n \). Note that

\[
\frac{n!}{v(v-1)\ldots(v-n)} = (-1)^{k-1} B(n+1,-v),
\]

(12)

where \( B(z,w) \) is the beta function. Hence, the \( n \)-th difference could be expressed in terms of the following Nørlund-Rice integral formula

\[
D_n[f] := \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} B(n+1,-v) f(v) dv.
\]

(13)

where \( C \) is a contour of integration encircling \([0,n]\), avoiding integral values between zero and \( n \). Moreover, under mild conditions, the Nørlund-Rice integral further simplifies, and takes the following form

\[
D_n[f] := \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} B(n+1,-v) f(v) dv,
\]

(14)

for \( c < 0 \). In our case we have:

**Proposition 2.1.** For \( s = \sigma + it \) with \( \sigma > 1 - u \) the required interpolating function of (11) is given by

\[
\tilde{A}(u,s) := \frac{1}{2^{u+1}(1-2^{1-s})\Gamma(s)} \int_0^\infty \left( e^{-w} \left( 1 - e^{-w} \right)^u \right) w^{s-1} dw.
\]

(15)

**Proof:** In view of the above, we can express

\[
D_n[A(v+1,s)] := \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} B(n+1,-v)(v+1)^{-s} dv.
\]

(16)

From the definition of the beta function \( B(z,w) = \int_0^1 t^{z-1}(1-t)^{w-1} dt \), it follows that, for \( \text{Re}(z), \text{Re}(w) > 0 \), the following holds

\[
D_n[A(v+1,s)] = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} B(n+1,-v)(v+1)^{-s} dv = \]

\[
= \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \left( \int_0^1 t^n(1-t)^{-(v+1)} dt \right) (v+1)^{-s} dv = \]

\[
= \int_0^1 t^n \left( \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} (1-t)^{-(v+1)}(v+1)^{-s} dv \right) dt.
\]

(17)
Consider the function
\[ G(t, s) := \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} t^{-v}(v + 1)^{-s} dv, \] (18)
which is, by definition, the inverse Mellin transform of \((v + 1)^{-s}\). On the other hand, note that
\[ \int_0^1 (\ln(t)^{s-1}) t^n dt = \left[ z = \ln(t) \quad \frac{dz}{dt} = \frac{dt}{t} \right] = -e^{i\pi s} \int_0^\infty z^{s-1} e^{-(z+1)t} du = \]
\[ = \left[ w = (v + 1)z \quad \frac{dw}{dz} = (v + 1) \right] = -e^{i\pi s}(v + 1)^{-s} \int_0^\infty w^{s-1} e^{-w} dw = -e^{i\pi s} \Gamma(s)(v + 1)^{-s}. \] (19)
Hence, for \(Re(s) > 0\), we have
\[ G(t, s) := \begin{cases} -\ln(t)^{s-1} \frac{1}{e^{i\pi s} \Gamma(s)} & 0 \leq t \leq 1 \\ 0 & 1 < t \end{cases} \] (20)
In particular, taking \(c > -1\), equation (17) could be written as
\[ D_n[A(u + 1, s)] = \int_0^1 \left( \frac{G(1 - t, s)}{1 - t} \right) t^n dt = -\frac{1}{e^{i\pi s} \Gamma(s)} \int_0^1 (\ln(1 - t)^{s-1}) t^n dt = \]
\[ = -\frac{1}{e^{i\pi s} \Gamma(s)} \int_0^1 (1 - t)^n (\ln(t)^{s-1}) dt = \left[ w = \ln(t) \quad \frac{dw}{dz} = \frac{dt}{t} \right] = \]
\[ = -\frac{1}{e^{i\pi s} \Gamma(s)} \int_{-\infty}^0 (e^w(1 - e^w)^n) w^{s-1} dw = \frac{1}{\Gamma(s)} \int_0^\infty \left( e^{-w} (1 - e^{-w})^n \right) w^{s-1} dw, \] (21)
as required. □

Proposition 2.1 enables us to apply saddle-point techniques\(^3\) in order to describe the asymptotic behavior of \(\tilde{A}(u, s)\). We refer the reader to [4, 5, 27] for standard references on the subject. First, we are interested in the asymptotic behavior of the 1-parametric family of integrals
\[ I(\sigma, t; \alpha) := \int_0^\infty e^{-w} (1 - e^{-w})^{\alpha t} w^{s-1} dw, \] (22)
\(^3\)The asymptotics of \(\sum_{k=1}^n \binom{n}{k} \frac{(-1)^k}{k^s}\) (a variant of our \(D_n[A(v + 1, s)]\)) was studied by Flajolet and Sedgewick via the Rice method for Nörlund-Rice integrals, in [8]. It was shown in [8] that for fixed \(s = \sigma + it \in \mathbb{C}\) non-integer, and \(n\) arbitrarily large, one has
\[ \sum_{k=1}^n \binom{n}{k} \frac{(-1)^k}{k^s} = \frac{1}{2\pi i} \int_{\frac{1}{2} + \infty}^{\frac{1}{2} + \infty} B(u + 1, -v)^{-s} dv = O((\log(u)^\sigma). \]
In our case, we are concerned with the asymptotics of \(D_n[A(v + 1, s)]\) when \(n\) is proportional to \(t = \text{Im}(s)\), for which classical saddle-point methods applied to [15] are adequate.
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as $t \to \infty$. Note that for $s = \sigma + it$ and $u = \alpha \cdot t$ equation (15) can be written as

$$\tilde{A}(u, s) := \frac{I(\sigma, t; \alpha)}{2^{u+1}(1 - 2^{1-s})\Gamma(s)}$$

(23)

Let us express

$$I(\sigma, t; \alpha) := \int_0^\infty g(\sigma, w)e^{t f(w; \alpha)}dw$$

(24)

where the two functions are given by

$$g(\sigma, w) := e^{-w}w^{\sigma-1} \quad ; \quad f(w; \alpha) := \alpha \cdot \ln(1 - e^{-w}) + i \cdot \ln(w).$$

(25)

When expressed in such a form, the saddle point technique implies that the asymptotic properties of the integrals $I(\sigma, t; \alpha)$ are determined by the location of saddle points of $f(w; \alpha)$ in the complex plane, that is, the by the location of the solutions of the transcendental equation

$$\frac{\partial f}{\partial w}(w; \alpha) = \frac{\alpha \cdot e^{-w} + i}{1 - e^{-w}} = 0.$$  

(26)

Note that the solutions of (26) are equivalent to the solutions of

$$e^w - \alpha \cdot i w - 1 = 0,$$

(27)

excluding the trivial solution at $w = 0$. Set $w = x + yi$ and express (27) as the system of two equations

$$H_1^\alpha(x, y) := e^x \cos(y) + \alpha y - 1 = 0 \quad ; \quad H_2^\alpha(x, y) := e^x \sin(y) - \alpha x = 0.$$  

(28)

Figure 1 illustrates the solutions of (28) in the region $-2 \leq x \leq 2$ and $-20 \leq y \leq 20$ for $\alpha = \frac{1}{\pi}$. In particular, the saddle points appear at the intersection of the two curves:

![Figure 1. Solutions of $H_1^\alpha(x, y) = 0$ (brown) and $H_2^\alpha(x, y) = 0$ (blue) for $-2 \leq x \leq 2$, $-20 \leq y \leq 20$ and $\alpha = \frac{1}{\pi}$.](image-url)
We order the solutions $w_k(\alpha) = x_k(\alpha) + y_k(\alpha)i$, with $k \in \mathbb{Z}$, according to the value of $y_k(\alpha)$. As a convention we set $w_0(\alpha) = 0$ even though it is a solution only of (27) and not of (26). As a direct application of the saddle point technique, we have:

**Proposition 2.2.** The following holds

$$|I(\sigma,t;\alpha)| \sim \sqrt{2\pi \over t |f''(w_k(\alpha);\alpha)|} e^{-w_k(\alpha)} (1 - e^{-w_k(\alpha)})^{\alpha t} w_k(\alpha)^{\sigma it - 1},$$

where for $N > 1$ and $\alpha \in \left(\frac{2N+1}{2N+1} \pi, \frac{2N}{2N+1} \pi\right)$

$$k(\alpha) := \begin{cases} N & |x_N| < |x_{N+1}| \\ N+1 & \text{otherwise} \end{cases}$$

and $k(\alpha) = 1$ for $\alpha \in \left(\frac{\pi}{N}, \infty\right)$.

Proposition 2.2 expresses the fact that the main contribution to the asymptotic behavior of $|I(\sigma,t;\alpha)|$ is determined by the saddle point $w_k(\alpha)$ with $|x_k(\alpha)|$ minimal and $y_k(\alpha) > 0$, which is the $k(\alpha)$-th saddle point. For instance, $k(\alpha) = 2$ for $\alpha = \frac{1}{\pi}$, as seen in Fig. 1.

In order to further describe of the general position of the required saddle points, let us consider the graphs of $H_i^\alpha(x,y)$, for $i = 1, 2$, as the value of $x$ varies. Starting with $x << 0$ the two graphs are essentially linear. As the value of $x$ grows, the exponent and trigonometric factors begin to contribute, as illustrated in the following Fig. 2:

**Figure 2.** Graphs of $H_1^\alpha(x_0, y)$ (brown) and $H_2^\alpha(x_0, y)$ (blue) for $0 \leq y \leq 20$ with $\alpha = \frac{1}{\pi}$ and $x_0 = -10(a), -0.92(b), 0.68(c), 1.38(d), 10(e).
Assume $\alpha \in \left(\frac{2}{(2N+1)\pi}, \frac{2}{(2N-1)\pi}\right)$, as in Proposition 2.2. From the above observation, we see that saddle points below the $\left[\frac{N}{2}\right]$-th point are to occur around intersections of local maxima of $H_1(x,y)$ with the axis which, in turn, correspond to local maxima of $\cos(y)$. That is, we have $y_k(\alpha) \approx 2k\pi$ for $k < \frac{N}{2}$.

For the higher saddle points, the parity of $N$ needs to be considered. For $N = 2M$ even, we have

$$y_{M}(\alpha) \approx (2M - \frac{1}{4})\pi; \quad y_{M+1}(\alpha) \approx (2M + \frac{5}{4})\pi. \quad (31)$$

While for $N = 2M + 1$ odd, we have $y_{M+1}(\alpha) = (2M + \frac{3}{2})\pi$. In both cases, $y_k(\alpha) \approx (2k - 1)\pi$ for $k > M + 1$, as the saddle points above the $(M + 1)$-th point are to occur around intersection of the local minima of $H_1(x,y)$ with the axis, corresponding to local minima of $\cos(y)$ (as seen in Fig. 2). Note also that by direct substitution, for $\alpha = \frac{2}{(2N-1)\pi}$, we have

$$w_N(\alpha) = (2N - 1)\pi i. \quad (32)$$

It should be remarked that approximations of $x_k(\alpha)$ can be obtained via the Lagrange inversion formula (see, for instance, 2.2 of [5]), by evaluating the solution of the equation $H_1(x, \tilde{y}_k(\alpha)) = 0$, where $\tilde{y}_k(\alpha)$ is the approximated value of $y_k(\alpha)$ discussed above. In particular, the growth of $x_k$ is $O(\log(k))$ as $k \to \infty$. The following result could be viewed as a manifestation of the "exponential cancellation" phenomena for $\tilde{A}(u,s)$:

**Corollary 2.3.** For $s = \sigma + it$ and $u = \alpha \cdot t$ the following holds

$$\tilde{A}(u,s) = O \left( e^{-\omega(\alpha)t} \right), \quad (33)$$

where

$$\omega(\alpha) := -\alpha \cdot \log \left| \frac{1 - e^{-w_k(\alpha)}(\alpha)}{2} \right| + \theta_k(\alpha) - \frac{\pi}{2}, \quad (34)$$

and $w_k(\alpha) := r_k(\alpha)e^{i\theta_k(\alpha)}$ is the polar presentation of the $k(\alpha)$-th saddle-point.

**Proof:** By (23) and Proposition 2.2

$$|\tilde{A}(u,s)| = O \left( \sqrt{\frac{2\pi}{itf''(w_k(\alpha);\alpha)}} \cdot \frac{e^{-w_k(\alpha)(\alpha)}}{2(1 - 2^{1-s})\Gamma(s)} \left( \frac{1 - e^{-w_k(\alpha)(\alpha)}}{2} \right)^{\alpha t} \frac{w_k(\alpha)(\alpha)^{\sigma + it}}{\Gamma(\sigma + it)} \right) \approx O \left( \left( \frac{1 - e^{-w_k(\alpha)(\alpha)}}{2} \right)^{\alpha t} \left( \frac{w_k(\alpha)(\alpha)^{\sigma + it}}{\Gamma(\sigma + it)} \right) \right).$$

In the second step we use $\Gamma(\sigma + it) = O \left( (\sigma + it)^{\sigma + it - \frac{1}{2}} \right)$, which follows from Stirling’s formula. □
In particular, in the setting of Theorem 1.1 of the introduction, where \( |t| = 2\pi xy \), we set \( \omega(x, y) := \omega(\alpha) \), with \( \alpha = \frac{1}{2xy} \).

Let us conclude this section by noting that, for a given \( \alpha > 0 \), the solutions \( w_k(\alpha) \) can be evaluated numerically to any level of precision. For instance, by the Luck and Stevens formula, see [17, 18]. For instance, for \( \alpha = \frac{1}{\pi} \), we have for the leading saddle point

\[
w_2(\alpha) \approx 0.68154 + 9.31481i,
\]

and hence \( \omega(\alpha) \approx 0.017728 \). The following Fig.3 illustrates Corollary 2.3 in this case:

**Figure 3.** Graphs of \(-\omega(\alpha)t\) (brown) and \(\log(\tilde{A}(\alpha \cdot t, 0.05 + it))\) (blue) for \( \alpha = \frac{1}{\pi}, \omega(\alpha) = 0.017728 \) and \( 0 \leq y \leq 500 \).

3. The Asymptotics for the Integral of \( \tilde{A}(u, s) \)

In this section we consider the asymptotic behavior of the integral \( \tilde{I}_1(x, s) := \int_x^\infty \tilde{A}(u, s)du \). We have:

**Theorem 3.1.** Let \( s = \sigma + it, x = \alpha \cdot t \) and \( N \in \mathbb{N} \). In \( \alpha \in \left[ \frac{2}{(N+1)\pi}, \frac{2}{N\pi} \right] \) the following holds

\[
\tilde{I}_1(x, s) := \frac{\chi(s)}{2s-1} - 1 \left( \sum_{k=1}^{N} (2k - 1)^{s-1} \right) + O(e^{-\omega(\alpha)t}).
\]  

**Proof:** Integrating \([15]\) we obtain

\[
\tilde{I}_1(x, s) = \frac{1}{2(1 - 2^{1-s})\Gamma(s)} \int_x^\infty \left( \int_0^\infty e^{-w} \left( \frac{1 - e^{-w}}{2} \right)^u w^{s-1}dw \right) du =
\]

\[
= \frac{1}{2(1 - 2^{1-s})\Gamma(s)} \int_0^\infty e^{-w} \left( \int_x^\infty \left( \frac{1 - e^{-w}}{2} \right)^u du \right) w^{s-1}dw =
\]

\[
= \frac{1}{2(1 - 2^{1-s})\Gamma(s)} \int_0^\infty \left[ \frac{e^{-w} \left( \frac{1 - e^{-w}}{2} \right)^x}{ln \left( \frac{1 - e^{-w}}{2} \right)} \right] w^{s-1}dw. \]  

As in \([25]\), let us set

\[
g(\sigma, w) := e^{-w}w^{\sigma-1} \ ; \ f(w; \alpha) := \alpha \cdot ln (1 - e^{-w}) + i \cdot ln(w),
\]
and

\[ h(w) := \ln \left( \frac{1 - e^{-w}}{2} \right). \]  

(40)

For \( \alpha \in \mathbb{R} \) let us set consider the 1-parametric family of integrals:

\[
\tilde{I}_1(t, \sigma; \alpha) := \frac{1}{2(1 - 2^{1-s})\Gamma(s)} \int_0^\infty \frac{g(\sigma, w)}{h(w)} e^{tf(w; \alpha)} dw.
\]  

(41)

The integrand of \( \tilde{I}_1(t, \sigma; \alpha) \) admits poles\(^4\) at \((2k-1)\pi i\), for \( k \in \mathbb{Z} \), coming from the zeros of \( h(w) \). In particular, the saddle point technique requires us to deform the original contour of integration \([0, \infty)\), to a new contour, \( C_\alpha \subset \mathbb{C} \), passing through the main contributing saddle point. Considering \( C_\alpha \) as a continuous 1-parametric family, the contour \( C_\alpha \) is required to cross the first \( N \) poles. Figure 3 shows a schematic illustration:

\[ \text{Figure 4. } C_\alpha \subset \mathbb{C} \text{ with singularities (blue) and saddle points (purple\green).} \]

By Cauchy’s theorem we have

\[
\int_0^\infty \frac{g(\sigma, w)}{h(w)} e^{tf(w; \alpha)} dw = \int_{C_\alpha} \frac{g(\sigma, w)}{h(w)} e^{tf(w; \alpha)} dw + \sum_{k=1}^N \text{Res} \left( \frac{g(\sigma, w)}{h(w)} e^{tf(w; \alpha)}; (2k-1)\pi i \right)
\]  

(42)

\(^4\) Historically, the asymptotic evaluation of integrals with poles was first studied in relation to the investigation of propagation of radio waves over a plane earth, see [23]. The question attracted the attention of mathematicians such as Van der Werden [25] and H. Weyl [26]. We refer the reader also to the book by Felsen and Marcuvitz [7] which contains a detailed discussion on saddle-point techniques in the case of poles and branches.
In particular, each pole contributes the following residue

\[
\text{Res} \left( \frac{g(\sigma, w)}{h(w)} e^{tf(w;\alpha)}; (2k - 1)\pi i \right) = \\
= -2\pi i \cdot \text{Res} \left( \frac{1}{h(w)}; (2k - 1)\pi i \right) g(\sigma, (2k - 1)\pi i) e^{tf((2k-1)\pi i;\alpha)} = \\
= -2\pi i \cdot (-2) \cdot e^{-\pi i} \left( \frac{1 - e^{-\pi i}}{2} \right) u ((2k - 1)\pi i)^{s-1} = -4(2k - 1)^{s-1} \pi^s e^{-\pi is}. \tag{43}
\]

The functional equation implies \( \chi(s) = (\chi(1 - s))^{-1} \). Hence, one can express \( \chi(z) = \frac{2^{s-1} \pi^s}{\cos\left(\frac{\pi z}{2}\right)} \). Clearly,

\[
\frac{1}{\cos\left(\frac{\pi z}{2}\right)} = 2e^{-\pi is} + O\left(e^{-3\pi is}\right). \tag{44}
\]

Thus,

\[
\frac{1}{2(1 - 2^{1-s})\Gamma(s)} \text{Res} \left( \frac{g(\sigma, w)}{h(w)} e^{tf(w;\alpha)}; (2k - 1)\pi i \right) = -4(2k - 1)^{s-1} \pi^s e^{-\pi is} = \\
= \frac{\chi(s)}{1 - 2^{s-1}} \left( (2k - 1)^{s-1} + O\left(e^{-3\pi is}\right) \right). \tag{45}
\]

Finally, the main saddle point contributing to the integral over \( C_\alpha \) is the \( k(\alpha) \)-th, as required. \( \square \)

4. The Asymptotics for the Integral of \( I_2(x, s) \)

In this section we consider the asymptotic behavior of the integral

\[
\tilde{I}_2(x, s) := \int_x^\infty \psi(u) \left( \frac{\partial}{\partial u} \tilde{A}(u, s) \right) du, \tag{46}
\]

where \( \psi(u) := u - [u] - \frac{1}{2} \). We have:

**Theorem 4.1.** Let \( s = \sigma + it \) and \( x = \alpha \cdot t \). Then the following holds

\[
\tilde{I}_2(x, s) := O\left(e^{-\omega(\alpha)t}\right). \tag{47}
\]

**Proof:** As in the classical proof of Hardy and Littlewood in [11], consider the Fourier series expansion of \( \psi(u) \), which is given by

\[
\psi(u) = -\sum_{n=1}^{\infty} \frac{1}{n\pi} \sin(2n\pi u). \tag{48}
\]

Hence, we have

\[
\tilde{I}_2(x, s) := -\sum_{n=1}^{\infty} \frac{1}{n\pi} \tilde{I}^n_2(x, s), \tag{49}
\]
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where

\[ \tilde{I}_2^n(x, s) := \int_x^\infty \sin(2n\pi u) \left( \frac{\partial}{\partial u} \tilde{A}(u, s) \right) du. \]  

(50)

Let us express \( 2i\tilde{I}_2^n(x, s) = \tilde{J}_n^+(x, s) + \tilde{J}_n^-(x, s) \), where

\[ \tilde{J}_n^\pm(x, s) := \int_x^\infty e^{\pm 2n\pi iu} \left( \frac{\partial}{\partial u} \tilde{A}(u, s) \right) du. \]  

(51)

By direct expansion, we have

\[ \tilde{J}_n^\pm(x, s) = \frac{1}{2(1 - 2^{1-s})} \int_0^\infty \left( \frac{\ln \left( \frac{1-e^{-w}}{2} \right)}{\ln \left( \frac{1-e^{-w}}{2} \right) \pm 2n\pi i} \right) w^{s-1} dw \]  

(52)

For \( s = \sigma + it \) and \( u = \alpha \cdot t \) with \( t \to \infty \) set

\[ \tilde{J}_n^\pm(\sigma, t; \alpha) = \frac{\tilde{k}_n^\pm(\sigma, t; \alpha)}{2^{\sigma+1}(1 - 2^{1-s})\Gamma(s)}, \]  

(53)

where

\[ \tilde{k}_n^\pm(\sigma, t; \alpha) := \int_0^\infty \tilde{g}_n^\pm(\sigma, w) e^{\tilde{f}_n^\pm(w; \alpha)} dw, \]  

(54)

with

\[ \tilde{g}_n^\pm(\sigma, w) := \frac{\ln \left( \frac{1-e^{-w}}{2} \right) e^{-w} w^{\sigma-1}}{\ln \left( \frac{1-e^{-w}}{2} \right) \pm 2n\pi i}; \quad \tilde{f}_n^\pm(w; \alpha) := \alpha \cdot \ln (1 - e^{-w}) + i \cdot (\ln(w) \pm 2n). \]  

(55)

On the one hand, the integrand, in this case, has no poles since, as for \( n \neq 0 \), there are no solutions of \( \ln \left( \frac{1-e^{-w}}{2} \right) = \pm 2n\pi i \), for the principle branch of the complex logarithm (in contrast to the case of \( \tilde{I}_1(x, s) \) of the previous Section 3). On the other hand, note that for \( k \in \mathbb{Z} \), the integrand does admit branch cuts, starting at \( 2k\pi i \) and extending to infinity from the left. However, these branch cuts do not contribute to the asymptotic behavior of \( \tilde{J}_n^\pm(\sigma, t; \alpha) \), since it is not necessary to cross the cuts when deforming \([0, \infty)\) to the saddle-point contour. Figure 4 shows a schematic illustration of the saddle point contour, avoiding crossing of the branch cuts.

**Figure 5.** Integration contour with branch cuts (red) and saddle points (purple\green).
Hence, only saddle points contribute to the asymptotic properties of the integral $\tilde{k}_n^\pm(\sigma, t, \alpha)$. The saddle points are given by the solutions of

$$\frac{\partial \tilde{f}_n^\pm(w; \alpha)}{\partial w} = \frac{\alpha \cdot e^{-w}}{1 - e^{-w}} + \frac{i}{w} = 0.$$  \hspace{1cm} (56)

which is similar to the saddle-point equation (26) of Section 2. We, hence, have

$$\tilde{J}_n^\pm(x, s) = O \left( \frac{2\pi}{t |f'(w_k(\alpha); \alpha)|} \ln \left( \frac{1 - e^{-w_k(\alpha)}(\alpha)}{2} \right) \left( \frac{1 - e^{-w_k(\alpha)}(\alpha)}{2} \right)^x e^{-w_k(\alpha)(\alpha) \pm 2n\pi i x} \right) w_k(\alpha)(\alpha)^{s-1} = O \left( \frac{e^{-\omega(\alpha)t}}{n} \right).$$ \hspace{1cm} (57)

By definition, also $\tilde{I}_n^2(x, s) = O \left( \frac{e^{-\omega(\alpha)t}}{n} \right)$. Hence, by (49) we have

$$\tilde{I}_2(x, s) = O \left( \sum_{n=1}^{\infty} \frac{e^{-\omega(\alpha)t}}{n^s} \right) = O \left( \frac{e^{-\omega(\alpha)t}}{n^s} \right),$$  \hspace{1cm} (58)

as required. □

5. Summary and Concluding Remarks

In this work we have proved a new approximate functional equation, whose error term is of exponential rate of decay (4). Our proof, as the proof of Hardy and Littelwood in the classical case [11], relied on the Euler-Maclaurin formula (5). However, it is interesting to draw a few distinctions and similarities between the two settings.

First, let us note that, in the classical case, a direct application of the Euler-Maclaurin formula, as in the proof of Theorem 1.1, does not lead to a proof of the full approximate functional equation (1). Instead, this approach, in the classical case, leads only to the so-called "simplest approximate functional equation" which states

$$\zeta(s) = \sum_{n \leq x} n^{-s} + \frac{x^{1-s}}{s-1} + O(x^{-\sigma}),$$  \hspace{1cm} (59)

for $|t| \leq \pi x$, see Lemma 2 of [11]. In fact, the main bulk of [11], as well as [13], involves the development of ingenious analytic methods to extend the proof of the "simple" equation to a proof of the full classical approximate functional equation (1).

Concretely, as mentioned in the introduction, in the classical case, one applies the Euler-Maclaurin formula (5) to the function $A(u, s) = u^{-s}$. As a result, the corresponding first

---

5 See Theorem 4.11 of [24] and Theorem 1.8 of [15]
integral, in this case, is given by
\[ I_1(x, s) = \int_x^\infty A(u, s) du = -\frac{x^{1-s}}{1-s} \] in the domain \( \sigma > 1 \).

In particular, the summation formula can be written in the following form
\[ \zeta(s) - \sum_{n \leq x} A(u, s) = -\frac{x^{1-s}}{1-s} + I_2(x, s) + O(x^{-s}), \tag{60} \]
where \( I_2(x, s) := \int_x^\infty \psi(u) \left( \frac{\partial}{\partial u} A(u, s) \right) du \). Note that \(60\) still holds, by analytic continuation, for \( \sigma > -2 \). The proof of the "simple approximate equation" is thus based on showing that \( I_2(x, s) = O(x^{-s}) \), when \( |t| \leq \pi x \). However, complications arise when considering the values in the range \( \pi x \leq |t| \). In this case, the difference between the value of \( \zeta(s) \) and the \( [x] \)-th partial sum of the series \( D(x, s) := \zeta(s) - \sum_{n \leq x} A(u, s) \) starts to largely deviate from the first integral \( I_1(x, s) = -\frac{x^{1-s}}{1-s} \). Hence, the power of the full (classical) approximate functional equation is required.

In contrast, in the Hasse-Sondow setting our Theorem 4.1 shows that the analog second integral is of exponential rate of decay \( \tilde{I}_2(x, s) = O(e^{-\omega(x,y)}), \) with \( |t| = \pi xy \) for any \( y \geq 1 \). Correspondingly, Theorem 3.1 shows that the first integral
\[ \tilde{I}_1(x, s) := \frac{\chi(s)}{2s-1 - 1} \left( \sum_{k=1}^{N} (2k - 1)^{s-1} \right) + O(e^{-\omega(x,y)t}) \tag{61} \]
serves as an approximation of \( \tilde{D}(x, s) := \zeta(s) - \sum_{n \leq x} \tilde{A}(u, s), \) for any value of \( x \). In particular, this sensitivity to the values of \( x \), comes from the contribution of the added poles of the integrand, as seen in the proof of Theorem 3.1. These unique features of the Hasse-Sondow setting, enable us to actually obtain the proof of Theorem 1.1 which is a full approximate functional equation, along the lines of the proof of the "simple approximate functional equation", in the classical case. However, with the trade-off that more involved saddle-point techniques are required to be applied.

Finally, it is interesting to note a possible relation of the above results to the field of quantum chaos. In [3] Berry and Keating conjecture that the imaginary values \( t_n \) of zeros of zeta could, in theory, be realized as the eigenvalues of an Hermitean operator \( H \), obtained by quantizing a certain classical dynamical system with Hamiltonian \( H_{cl} \). In this framework, the special form of the Riemann-Siegel formula plays a substantial role. Concretely, it is suggested that, under the assumption that \( H_{cl} \) exists, the main sum of the Riemann-Siegel formula arises from contributions to the corresponding quantum spectral determinant, coming from periodic orbits of the Hamiltonian with real energy levels, while the correction terms of the Riemann-Siegel formula are expected to arise from periodic orbits of complex energy levels. Based on such insights, as well as extensive numerical evidence, Berry [1] and Berry-Keating [3] conjecture that the optimal accuracy of the Riemann-Siegel formula is \( O(e^{-\pi t}) \), and that this exponential error should arise from the
existence of such complex periodic orbits, see also [2]. In the classical Riemann-Siegel setting such an expected optimal error $O(e^{-\pi t})$ is rather elusive, as when expanded to a given fixed order the error of the Riemann-Siegel formula is of bigger magnitude than exponential. However, in our setting of Theorem 1.1 the resulting exponential term arises directly from the leading solution of the transcendental equation $e^w - \alpha \cdot iw - 1 = 0$, as well as weaker exponential terms arising from the other solutions. It is thus interesting to suggest that saddle points, which are the solutions of this transcendental equation, actually correspond to the complex periodic orbits expected by the Berry-Keating framework, in a similar manner to the way that pole contributions correspond to real periodic orbits.
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