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Meysam Naderi 1, Ehsan Khamehchi 1,*, Behrooz Karimi 2

1 Department of Petroleum Engineering, Amirkabir University of Technology, Tehran, Iran
2 Department of Industrial Engineering and Management Systems, Amirkabir University of Technology, Tehran, Iran

* Correspondence: Khamehchi@aut.ac.ir

Abstract: Hydrocarbon production from a large-scale field requires optimal strategies in order to sustain returns. However, the determination of optimal plans for production is a challenging task due to high computational cost and various nonlinear constraints. Therefore, an efficient methodology is required to determine the optimum criteria with minimum cost and maximum precision. In this paper, two quasi-newton second-order algorithms of the Broyden–Fletcher–Goldfarb–Shanno (BFGS) and symmetric rank one (SR1) are used to maximize the net-present-value (NPV) over 17 years of production and injection. The framework is applied to an integrated simulation model of reservoir, wells, and surface facilities of a real oil field located in the Middle East. The Lagrangian method is used to combine the objective function and constraints during optimization. The results obtained are compared with those of the current production scheduled plan provided by the oil industry. The performance of algorithms is affected by the production optimization time scale. For the first 12 years of production optimization, SR1 outperform BFGS. For the last 5 years, BFGS outperforms SR1. However, for all years of production, BFGS is superior over SR1 and increases NPV over the base case NPV from 1.605% to 4.92% for various time steps of production.
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1. Introduction

Production from mature oil fields could be suboptimal due to their suboptimal development and production plans over the past years. In order to maintain the returns, it is required to optimize the future and current scheduled production and injection strategies. The optimization process should be performed to maximize the ultimate oil recovery with minimized costs. However, the production optimization of a mature hydrocarbon field is computationally expensive due to its time-consuming nature and a large number of decision variables. In addition, the complexity of the optimization increases by the existence of operational constraints, the nonconvex nature of the problem, and the formulation of the problem. Therefore, it is crucial to propose an efficient and suitable framework for large-scale oil field production optimization in such a way to result in maximum profit with a minimum number of function evaluations.

Several authors have applied various algorithms for production optimization including genetic algorithm combined with an artificial neural network for nonconventional wells optimization [1], well placement using hybridized genetic algorithm and gradient-based method [2, 3], placement of vertical wells using semi analytic method [4], field-development
using particle swarm optimization [5], retrospective optimization and covariance matrix adaptation evolution strategy for optimizing well locations and trajectories [6, 7], optimal well number and type, sequence of drilling and their corresponding locations and controls using particle swarm optimization and mesh adaptive direct search [8], genetic algorithm for long-term gas-lift allocation optimization [9], nonlinear risk approach based on genetic algorithm for production optimization [10], reduced order modeling coupled with a guided pattern search algorithm [11], metaheuristic bat algorithm for well placement optimization [12], bat algorithm combined with design of experiment techniques for well placement and individual well controls optimization [13], and stochastic simplex approximate gradient [14-16], design of experiment [17-19], convolutional neural network based proxy [20], multipoint adaptive gaussian process surrogate model with important design domain [21], augmented lagrangian and sequential quadratic programming algorithms [22], cooperative micro-particle swarm optimization [23], fuzzy c-mean clustering algorithm and loop optimization method [24], reduced sampling strategy coupled with simultaneous perturbation stochastic approximation algorithm [25], self-adapt reservoir clusterization method with artificial kohonen neural network [26], well control zonation and mixed integer nonlinear programming [27], deep neural network models [28], long short-term memory neural network based model coupled with particle swarm optimization algorithm [29], robust optimization [30], just to name a few.

A review of previous studies shows that generally, two types of gradient-based and derivative-free algorithms have been used for production optimization. Because of the time-consuming nature of reservoir simulation and optimization process, most of the previous reservoir models used are based on synthetic or semi-synthetic models, and without considering surface facilities. In other words, few research efforts have focused on mature oil field optimization to validate the optimization results and also by considering surface facilities constraints. Therefore, in the current study, the reservoir model is a real large scale, and it is coupled by a surface facility during optimization. Since gradient-based and gradient-free optimization algorithms have advantages and disadvantages, the proper selection is problem-dependent. Based on the problem nature, the number of decision variables, and the degree of convergence, the typical gradient-free algorithm requires from 5 to 200 times as many function evaluations as the gradient-based algorithm. Therefore, the gradient information can significantly improve the speed of convergence relative to a method that does not compute gradients. However, the gradient-based algorithms find a local rather than a global optimum. This is unlikely to be an issue as a result of a highly constrained problem and solution strategies such as convex programming. In the current production optimization, applying meta-heuristic algorithms for optimization of large-scale fields is computationally prohibitive due to a large number of parameters and function evaluations prior to reaching an acceptable solution. Therefore, it is required to select the most appropriate optimization algorithms in order to be able to reach a trade-off between computational cost and the quality of obtained solutions for the problem under consideration. In this regard, two quasi-newton methods based on the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm, and symmetric rank one (SR1) are applied to an integrated simulation model of reservoir, wells and surface facilities for production optimization. The objective function is the net present value of 17 years of production, which should be maximized by adjusting individual good production and injection rates on specified control steps.

This paper is organized as follows. Section 2 gives an explanation of the real oil field with its geological and fluid properties. Section 3 describes the formulation of the production
optimization problem, the calculation of the objective function gradient, and the quasi-newton second-order gradient-based algorithms of BFGS and SR1 to maximize NPV. Section 4 reviews and discusses the results of the proposed optimization framework. Finally, the main findings are presented in Section 5.

2. Materials and Methods

2.1. Model description.

In order to perform the required reservoir simulations for production optimization, a real, full-scale, mature oil field located in the southwest of Iran was selected. The simulation model is an integrated model of a hydrocarbon reservoir, wells, and surface facilities, including production and injection manifolds, horizontal pipelines, separators, and compressors for gas injection. The model was characterized as a large-size industrial reservoir engineering model. Corner-point geometry has been used to model the geometry of the field. The integrated model contains a three-phase gas-oil-water system with 83×115×28 grid blocks, of which 156631 blocks are active. The field contains 4 gas injectors and 27 producers that have been completed in the oil column. The number of active production wells is 19, and the number of active injection wells is 3. All wells are vertical, and the wells operate under constant-rate production constraints. After falling below a limiting bottom hole pressure (BHP), they will switch to a BHP-constraint.

| Properties                  | Value          |
|------------------------------|----------------|
| Producing tubing inside diameter | 2.996 in.     |
| Top of producing sand face    | 13466 ft.      |
| Wellhead temperature         | 77 F           |
| Production fluid             | Oil            |
| Thickness of producing layer | 100-300 ft.    |
| Wellbore radius              | 0.36 ft.       |
| Reservoir pressure           | 8800 psi       |
| Reservoir temperature        | 294.3 F        |

Figure 1. 3D reservoir model of the oil field with the location of all production and injection wells (green and blue colors represent oil and water, respectively).

The minimum bottom hole pressure is 100 psi. The reservoir has been developed under gas injection for 18 years. The injected gas is associate gas. Figure 1 shows the simulated 3D model of this oil field with well locations in the reservoir. Schlumberger Eclipse 300 software is used for performing reservoir simulations. The production optimization is to find good optimal controls (injection rates for injectors and production rates for producers) for a production period of 17 years of reservoir life. The length of each control step is equal to 365
days. The simulation run time for 17 years of production is 165 minutes using a PC with CPU of 2.5 GHz and 32 GB of memory RAM. The good control variables at each injector are the injection rates with an upper bound of 105 MMscf/D and a lower bound of zero, and each producer operates under oil rate control with a specified upper bound of 1800 psi for tubing head pressure (THP). The maximum field injection rate is 280 MMscf/D for three active gas injection wells. The reservoir is currently undersaturated and therefore only oil and water flow in the reservoir. The engineering and general reservoir data, geological and fluid properties of the reservoir are provided in Table 1-2. The three-phase relative permeability data is given in Table 3.

Table 2. Fluid and rock properties.

| Properties                          | Value            |
|-------------------------------------|------------------|
| Solution gas oil ratio              | 1.721 MSCF/STB   |
| Oil gravity                         | 33.71API         |
| Gas gravity                         | 0.83 sp. gravity |
| Oil viscosity                       | 0.296 centipoise |
| Oil formation volume factor         | 1.898 RB/STB     |
| Bubble point pressure               | 4887 Psi         |
| Skin factor                         | 0-25             |
| Average reservoir permeability      | 110 md           |
| Average reservoir temperature       | 260 °F           |

Table 3. Three-phase relative permeability data.

| So     | Krow | Krog |
|--------|------|------|
| 0.00   | 0.00 | 0.00 |
| 0.08   | 0.00 | 0.00 |
| 0.13   | 0.00 | 0.00 |
| 0.18   | 0.00 | 0.00 |
| 0.23   | 0.00 | 0.00 |
| 0.28   | 0.00 | 0.00 |
| 0.33   | 0.00 | 0.02 |
| 0.35   | 0.00 | 0.03 |
| 0.38   | 0.00 | 0.05 |
| 0.40   | 0.00 | 0.08 |
| 0.43   | 0.01 | 0.10 |
| 0.46   | 0.02 | 0.13 |
| 0.48   | 0.03 | 0.16 |
| 0.51   | 0.04 | 0.19 |
| 0.53   | 0.06 | 0.22 |
| 0.56   | 0.08 | 0.26 |
| 0.58   | 0.10 | 0.29 |
| 0.59   | 0.11 | 0.30 |
| 0.61   | 0.14 | 0.34 |
| 0.63   | 0.16 | 0.37 |
| 0.64   | 0.17 | 0.38 |
| 0.67   | 0.21 | 0.43 |
| 0.68   | 0.24 | 0.46 |
| 0.69   | 0.25 | 0.48 |
| 0.72   | 0.30 | 0.53 |
| 0.73   | 0.33 | 0.55 |
| 0.74   | 0.36 | 0.58 |
| 0.77   | 0.41 | 0.63 |
| 0.78   | 0.44 | 0.65 |
| 0.80   | 0.48 | 0.69 |
| 0.82   | 0.55 | 0.75 |
| 0.84   | 0.60 | 0.80 |
| 0.85   | 0.62 | 0.84 |
| 0.88   | 1.00 | 1.00 |
3. Results and Discussion

3.1. Methodology.

Two types of gradient-based algorithms and derivative-free algorithms have been investigated to solve various production optimization problems in the petroleum industry. In gradient-based algorithms, the gradient information of the objective function is used in searching for optimal solutions, while the derivative-free algorithms do not rely on derivative information to find optimal solutions. Derivative-free algorithms evaluate the objective function many times in the domain of variables to reach the optimal solution. The steepest ascent method, the simultaneous perturbation stochastic approximation algorithm, and conjugate gradient methods are typical gradient-based methods. The typical derivative-free algorithms could be a genetic algorithm, particle swarm optimization, and meta-heuristic bat algorithm. The optimization algorithm should be selected based on the nature of the problem being solved, a number of optimization variables, and the required time for reservoir simulation. For the large-scale full field production optimization in the current study, it is computationally prohibitive to use derivative-free algorithms. In this regard, the second-order gradient-based algorithms are applied as one of the earliest works for the integrated production optimization of a real mature oil field. The following subsections give a detailed description of the proposed optimization framework.

3.1.1. Problem formulation.

The generalized optimization problem for mature fields includes individual good rate controls (continuous variables) and well placement (integer variables). However, for the current study, only well rates are going to be optimized. The number of new wells and the corresponding well locations could also be investigated. The most common objective function for production optimization based on literature is the net-present-value (NPV) of production, which can be calculated as follow:

\[ NPV(u) = \sum_{n=1}^{NTS} \left( P_o Q_o + P_g Q_g - C_w Q_w - C_{injg} Q_{injg} - C_{injw} Q_{injw} - OPEX \right) \left( \frac{1}{1+i} \right)^n - CAPEX \]  

where \( u \) is a vector of all good controls over the production lifetime; \( n \) denotes the \( n \)th time step of the reservoir simulator; \( NTS \) is the total number of time steps; \( i \) is the annual discount rate; \( P_o \) (USD/STB) is the sales price of oil; \( P_g \) (USD/1000 SCF) is the sales price of gas; \( C_w \) and \( C_{inje} \), respectively, denote the disposal cost of produced water and the cost of water injection, in units of USD/STB; \( C_{injg} \) is the cost of gas injection (USD/1000 SCF), \( Q_o \) is the cumulative oil production (STB); \( Q_g \) is the cumulative gas production (SCF); \( Q_w \) is the cumulative water production (STB); \( Q_{injg} \) is the cumulative gas injection (SCF); \( Q_{injw} \) is the cumulative water injection (STB); \( OPEX \) is the operational expenditure (USD); \( CAPEX \) is the capital expenditure (USD), and \( NPV \) is the net present value (USD).

The generalized production optimization problem for mature fields can be stated as follows:

\[ \max J(u) \]

s.t. \( g(u) = 0, and c(u) \leq 0 \)

where \( J \) is the objective function, either the net present value (NPV) or the cumulative oil produced; \( g \) and \( c \) are equality and inequality constraints, respectively; and \( u \) denotes the good production variables, which are either bottom hole pressures or injection/production rates. This
Constrained optimization is solved using the Lagrangian method to combine the objective function of NPV and various linear and nonlinear constraints as an unconstrained optimization problem. The Lagrangian form of the Eq. 2 is as follow:

$$\max L = J(u) - \lambda g(u) - \mu c(u)$$

(3)

where $L$ is Lagrangian, $\lambda$ and $\mu$ denote Lagrangian multiplier. The optimum values of all controls and Lagrangian multipliers are determined using quasi-Newton methods, as explained in detail in Section 3.2. The individual well controls and surface facility constraints are maximum oil production rate for producers, maximum gas injection rate for injectors, minimum bottom hole pressure of 100 psi, maximum water cut of 0.5. The capacity of a separator is a total oil production rate of 165000 barrels per day, and total gas injection rate of 280 million cubic feet per day.

3.1.2. BFGS and SR1 algorithms.

In the optimization context, the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm and symmetric rank one (SR1) is classified as quasi-Newton methods that are applied for solving nonlinear optimization problems iteratively [31-33]. The Newton’s method requires the Jacobian and Hessian respectively for finding zeros, and extrema of a function. However, Quasi-Newton methods are based on Newton’s method for solving problems that the Jacobian or Hessian is unavailable or are too expensive to compute at every iteration. In other words, it is not required to compute the Hessian matrix directly in quasi-Newton methods, and it can be updated using successive gradient vectors calculations. One of the most important advantages of quasi-Newton methods over Newton’s method is that the Hessian matrix does not need to be inverted, and consequently, the computational cost reduces. Quasi-Newton methods usually generate an estimate of hessian inverse directly. BFGS and SR1 algorithms might consist of following steps to reach to the solution from an initial guess $X_0$ and an approximate Hessian matrix $B_0$:  

1. Select an initial guess, $X_0$, where $X_0$ is a vector in $R^n$, define approximation of the Hessian to the $N_m \times N_m$ identity matrix as a real-symmetric positive-definite ($B_0 = I_{N_m \times N_m}$) and set the iteration index $k$ equal to zero. 

2. Compute the objective function gradient, namely $\nabla f(X_k)$. The objective function is NPV that should be minimized. The gradient of $f(x)$ is calculated using the central finite difference method with the perturbation size of ($h$) as follow:

$$\nabla f(X_k) = \frac{f(X_k + h) - f(X_k - h)}{2h}$$

(4)

3. Compute the search direction of as follow:

$$\Delta X_k = -B_k^{-1} \nabla f(X_k)$$

(5)

where $B_k^{-1}$ is the hessian inverse at iteration index $k$. 

4. Perform line search in the search direction to find the step size $\alpha_k \geq 0$ in order to obtain the next point $X_{k+1}$ by minimizing $f(X_k + \alpha_k \Delta X_k)$ over the scalar $\alpha_k > 0$. 

5. Update the current solution as follow:

$$X_{k+1} = X_k + \alpha_k \Delta X_k$$

(6)
6. Check for convergence. Convergence can be checked by observing the norm of the gradient $\|\nabla f(X_k)\|$. If the convergence criteria are satisfied, the approximation of the minimizing variables is set equal to $X_{k+1}$. If not, go to the next step.

7. Calculate the difference between two consecutive gradients as follow:

$$y_k = \nabla f(x_{k+1}) - \nabla f(x_k) \quad (7)$$

8. Update the Hessian matrix based on BFGS or SR1 as follow:

$$B_{k+1} = B_k + \frac{y_k y_k^T}{y_k^T \Delta x_k} - \frac{B_k \Delta x_k (B_k \Delta x_k)^T}{\Delta x_k^T B_k \Delta x_k} \quad \text{for BFGS} \quad (8)$$

$$B_{k+1} = B_k + \frac{(y_k - B_k \Delta x_k)(y_k - B_k \Delta x_k)^T}{(y_k - B_k \Delta x_k)^T \Delta x_k} \quad \text{for SR1} \quad (9)$$

9. Set the iteration index $k$ equal to $k + 1$ and go to step 2.

In BFGS and SR1 algorithm, If $B_0$ is initialized with $B_0 = I_{Nm \times Nm}$, the first step will be equivalent to the gradient descent method, but as the algorithm progresses, an improved approximation of the Hessian at each iteration ($B_k$) is generated. The gradient information of NPV with respect to individual good control rates (production and injection) is obtained using central difference based on Eq. 5 with perturbation size of 1 barrel per day for oil production rates, and 1000 cubic feet per day for gas injection rates during one year of optimization. The gradients are calculated using the simultaneous perturbation of all variables several times. Controls should be updated each year during a 17-year production plan. This leads to a constrained optimization problem with 374 decision variables that makes it a challenging task for a real and large scale full-field integrated model. This optimization problem is solved by applying BFGS and SR1.

3.2. Discussion

This section summarizes the main findings from optimizing the production of a real mature oil field using BFGS and SR1. In this study, the optimal well controls were estimated for the seventeen years of the reservoir life using quasi-newton optimization algorithms based on the integrated reservoir model of the oil field. The optimization problem is to estimate the gas injection rates for injectors and oil production rates for producers, which maximize the NPV over the specified years of production.

To commence the optimization process, a feasible initial guess is required. In this regard, the initial guess for the rate controls of each gas injector is set equal to 52.5MMscf/D, and the initial guess for oil rate controls for each producer is equal to half of its corresponding observed maximum oil production rate based on the field production history. To calculate the NPV, it is required to set the oil sale price and various costs. The economic parameters and additional optimization settings are listed in Table 4. The wells and surface facilities constraints, including maximum oil production rate, gas injection rate, the capacity of a separator, and gas injection manifold, are listed in Table 5.

| Table 4. Economic parameters and additional optimization settings. |
|---------------------------------------------------------------|
| **Properties** | **Value** |
| Oil revenue ($/STB) | 100 |
| Water production handling cost ($/STB) | 5 |
| Water injection cost ($/STB) | 5 |
| Gas injection cost ($/1000 SCF) | 2.3 |
| Maximum oil production rate per well (STB/D) | 16000 |
| Maximum gas injection rate per well (MMSCF/D) | 105 |
Table 5. Individual good controls and surface facility constraints.

| Name   | Type      | Maximum rate | Unit     |
|--------|-----------|--------------|----------|
| W1     | Producer  | 5000         | Bbl/Day  |
| W2     | Producer  | 13555        | Bbl/Day  |
| W3     | Producer  | 10550        | Bbl/Day  |
| W4     | Producer  | 5820         | Bbl/Day  |
| W5     | Producer  | 550          | Bbl/Day  |
| W6     | Producer  | 5010         | Bbl/Day  |
| W7     | Producer  | 13300        | Bbl/Day  |
| W8     | Producer  | 12340        | Bbl/Day  |
| W9     | Producer  | 15550        | Bbl/Day  |
| W10    | Producer  | 9500         | Bbl/Day  |
| W11    | Producer  | 13300        | Bbl/Day  |
| W12    | Producer  | 15300        | Bbl/Day  |
| W13    | Producer  | 13700        | Bbl/Day  |
| W14    | Producer  | 10800        | Bbl/Day  |
| W15    | Producer  | 12500        | Bbl/Day  |
| W16    | Producer  | 5300         | Bbl/Day  |
| W17    | Producer  | 7400         | Bbl/Day  |
| W18    | Producer  | 1620         | Bbl/Day  |
| W19    | Producer  | 11000        | Bbl/Day  |
| W20    | Injector  | 105000       | MScf/Day |
| W21    | Injector  | 105000       | MScf/Day |
| W22    | Injector  | 105000       | MScf/Day |
| Separator | Oil     | 165000       | Bbl/Day  |
| Separator | Gas     | 280000       | MScf/Day |
| Injection manifold | Gas     | 280000       | MScf/Day |

The optimization was done using BFGS and SR1 algorithms. Figure 2 shows the performance of the two quasi-newton methods over the current production plan provided by the oil industry for 17 years of production and injection based on the original integrated model. Figure 2 shows that BFGS is superior over the SR1 for the long term optimization.

![Figure 2](https://biointerfaceresearch.com/)
of production optimization, the optimized NPV using SR1 is even much lower than the NPV of current production and injection plan because SR1 presents production and injection rates that increase water production and its handling costs. In addition, performing optimization using SR1 results in excessive gas production, which reduces the reservoir energy to produce oil, and simultaneously increases gas injection costs. Table 7 summarizes the optimized production and injection rates for all wells based on BFGS algorithm.

Table 6. The optimization results using BFGS and SR1 over the NPV of the base case model.

| Time Step # | Base case NPV ($) | SR1 NPV ($) | BFGS NPV ($) | SR1 improvement over Base Case NPV | BFGS improvement over Base Case NPV |
|-------------|------------------|-------------|--------------|-----------------------------------|-----------------------------------|
| 1           | 3.496E+09        | 3.670E+09   | 3.668E+09    | 4.976                             | 4.920                             |
| 2           | 6.736E+09        | 7.007E+09   | 7.004E+09    | 4.018                             | 3.972                             |
| 3           | 9.707E+09        | 1.023E+10   | 1.009E+10    | 5.394                             | 3.976                             |
| 4           | 1.239E+10        | 1.304E+10   | 1.283E+10    | 5.269                             | 3.578                             |
| 5           | 1.478E+10        | 1.551E+10   | 1.530E+10    | 4.917                             | 3.497                             |
| 6           | 1.690E+10        | 1.767E+10   | 1.746E+10    | 4.536                             | 3.261                             |
| 7           | 1.877E+10        | 1.959E+10   | 1.939E+10    | 4.362                             | 3.300                             |
| 8           | 2.040E+10        | 2.128E+10   | 2.108E+10    | 4.296                             | 3.322                             |
| 9           | 2.184E+10        | 2.276E+10   | 2.254E+10    | 4.201                             | 3.209                             |
| 10          | 2.310E+10        | 2.408E+10   | 2.384E+10    | 4.253                             | 3.210                             |
| 11          | 2.420E+10        | 2.520E+10   | 2.497E+10    | 4.112                             | 3.163                             |
| 12          | 2.517E+10        | 2.606E+10   | 2.599E+10    | 3.523                             | 3.250                             |
| 13          | 2.620E+10        | 2.658E+10   | 2.679E+10    | 2.189                             | 2.963                             |
| 14          | 2.676E+10        | 2.705E+10   | 2.744E+10    | 1.068                             | 2.537                             |
| 15          | 2.740E+10        | 2.747E+10   | 2.800E+10    | 0.253                             | 2.179                             |
| 16          | 2.794E+10        | 2.786E+10   | 2.847E+10    | -0.296                            | 1.893                             |
| 17          | 2.842E+10        | 2.821E+10   | 2.888E+10    | -0.721                            | 1.605                             |

Table 7. The optimized individual well controls using BFGS from TS=1 to TS=10.

Figure 3 shows the NPV improvement over the base case NPV for all time steps using BFGS and SR1. As can be seen, for the first 2 time steps, the BFGS and SR1 have the same performance. For the first 2 time steps, performing optimization averagely improves the NPV over the base case NPV, respectively, by 4.5% and 4.47% using SR1 and BFGS. From time step 3 to 12, SR1 outperforms BFGS. The NPV improves by 4.49% and 3.38% using SR1 and BFGS, respectively over the base case NPV. For the last 5 time steps from 13 to 17, BFGS outperforms SR1. The NPV improves by 2.39% using BFGS over the base case. As can be seen clearly from Figure 3 for the last 2 time steps, the performance of SR1 reduces sharply even below the NPV of the current production and injection plan as a result of excessive water and gas production rates. In this case, SR1 reduces the NPV by 0.51% over the base case NPV.
Figure 3. NPV improvement over the NPV of the base case model for all time steps using BFGS and SR1. For the first 12 time steps, SR1 outperforms BFGS, and for the last 5 time steps, BFGS is superior over SR1. For the last 2 time steps, the NPV provided using SR1 reduces below the NPV of the base case model.

In sum, the production optimization from the real oil field using BFGS and SR1 reveals that the current production and injection plan provided by the oil industry is suboptimal, and it could be improved by applying suitable optimization algorithms. The optimization process using BFGS and SR1 shows that the BFGS method is ultimately superior over the SR1 method for long term optimization of 17 years of production and injection. However, it is most favorable to use SR1 algorithm for short time scale optimization in order to maximize the return from the field. Finally, the combination of BFGS and SR1 could give a much better production and injection plan over the individual optimization algorithms in maximizing the NPV for the long term production optimization.

This section may be divided by subheadings. It should provide a concise and precise description of the experimental results, their interpretation as well as the experimental conclusions that can be drawn.

4. Conclusions

In the present study, a framework based on the quasi-newton algorithms was proposed to maximize the NPV in life-cycle production optimization. Two quasi-newton methods based on BFGS and SR1 were used. A full-scale mature oil field located in the southwest of Iran was provided to demonstrate the robustness of the proposed framework. Through the numerical simulations and performing optimization, it can be observed that the proposed framework can be effectively used to maximize the returns from the field. The performance of the BFGS algorithm was compared with that of the SR1 algorithm over the current production and injection plan provided by the oil industry.

It was observed that the production optimization using BFGS is superior over the SR1 in maximizing NPV in the 17 years of production and injection. Optimizing production from the field using BFGS algorithm results in lower handling costs in terms of produced water and gas injection. On the other hand, the performance of the SR1 first increases over the base case for 15 years and then decreases over the base case for the last 2 years of production as a result of increased water and gas production. Although for the first 12 years of production and
injection, the performance of the SR1 method is much better than BFGS as a result of increased cumulative oil production, optimization using SR1 over the 17 years of production reduces the NPV by 0.51% lower than that of the current plan. This indicates that the optimized production and injection rates using SR1 eventually results in increased cumulative water and excessive gas production with respect to BFGS. Therefore, it is very important to characterize the time scale of production optimization in order to reach a reliable production plan which maximizes NPV. Results show that the production optimization using BFGS increases the NPV from 1.605% to 4.920% for various time steps over the current scheduled production and injection plan provided by the oil industry.
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