SMALL TIME SHARP BOUNDS FOR KERNELS OF CONVOLUTION SEMIGROUPS
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Abstract. We study small time bounds for transition densities of convolution semigroups corresponding to purely jump Lévy processes in $\mathbb{R}^d$, $d \geq 1$, including those with jumping kernels exponentially and subexponentially localized at infinity. For a large class of Lévy measures, non-necessarily symmetric and absolutely continuous with respect to the underlying measure, we find the optimal in time and space upper bound, for the corresponding transition kernels at infinity. In case of Lévy measures that are symmetric and absolutely continuous with respect to the Lebesgue measure, with densities $g$ such that $g(x) \asymp f(|x|)$ for nonincreasing profile functions $f$, we also prove the full characterization of the sharp two-sided transition densities bounds of the form

$$p_t(x) \asymp h(t)^{-d} \cdot \mathbb{I}_{|x| \leq \theta h(t)} + t g(x) \cdot \mathbb{I}_{|x| \geq \theta h(t)}, \quad t \in (0, t_0), \quad t_0 > 0, \quad x \in \mathbb{R}^d.$$ 

This is done for small and large $x$ separately. Mainly, our argument is based on new precise upper bounds for convolutions of Lévy measures. Our investigations lead to some interesting and surprising dichotomy of the decay properties at infinity for transition kernels of purely jump Lévy processes. All results are obtained by analytic methods, with no use of probabilistic arguments.
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1. Introduction and statement of results

We study a convolution semigroup of probability measures $\{P_t, t \geq 0\}$ on $\mathbb{R}^d$, $d \in \{1, 2, \ldots\}$, determined by their Fourier transforms $\mathcal{F}(P_t)(\xi) = \int_{\mathbb{R}^d} e^{i\xi \cdot y} P_t(dy) = \exp(-t\Phi(\xi))$, $t > 0$, with the Lévy-Khintchine exponent of the form

$$\Phi(\xi) = \int \left(1 - e^{i\xi \cdot y} + i\xi \cdot y \mathbb{I}_{B(0,1)}(y)\right) \nu(dy) - i\xi \cdot b, \quad \xi \in \mathbb{R}^d,$$

where $\nu$ is an infinite Lévy measure on $\mathbb{R}^d$, i.e., $\int_{\mathbb{R}^d} (1 \wedge |y|^2) \nu(dy) < \infty$ and $\nu(\mathbb{R}^d) = \infty$, and $b \in \mathbb{R}^d$ is a drift term [17]. It is well known that there exists a Lévy process $\{X_t, t \geq 0\}$ in $\mathbb{R}^d$ with transition density given by $\{P_t, t \geq 0\}$ [32]. The densities of measures $P_t$ with respect to the Lebesgue measure are denoted by $p_t$, whenever they exist. For some sufficient and necessary conditions on the existence of kernels $p_t$ we refer the reader to [24].

The problem of estimates of transition densities for jump Lévy processes has been intensively studied for many decades, mostly for stable processes [11, 30, 15, 16, 12, 13, 11, 39, 5]. The general method of estimating of the kernels of Lévy semigroups is based on their convolutional
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structure and construction. Recent papers \cite{35, 36, 23, 21, 22} contain the estimates for more general classes of Lévy processes, including tempered processes with intensities of jumps lighter than polynomial. The paper \cite{3} focuses on the estimates of densities for isotropic unimodal Lévy processes with Lévy-Khintchine exponents having the weak local scaling at infinity, while the papers \cite{27, 21} discuss the processes with higher intensity of small jumps, remarkably different than stable one. In \cite{8, 9, 35, 36, 25, 21, 22} the authors investigate the case of more general, non-necessarily space homogeneous, symmetric jump Markov processes with jump intensities dominated by those of isotropic stable processes. Estimates of kernels for processes which are solutions of SDE driven by Lévy processes were obtained in \cite{29}. For estimates of derivatives of Lévy densities we refer the reader to \cite{34, 2, 33, 21, 26, 22}. In \cite{18} the authors gave a very interesting geometric interpretation of the transition densities for symmetric Lévy processes.

In the present paper, we focus on some special type of the small time bounds of the densities \( p_t \). Before we state our main results, we first need to introduce some necessary auxiliary notation and set the framework for our study. Denote

\[
\Psi(r) = \sup_{|\xi| \leq r} \text{Re} (\Phi(\xi)), \quad r > 0.
\]

We note that \( \Psi \) is continuous and non-decreasing and \( \sup_{r>0} \Psi(r) = \infty \), since \( \nu(\mathbb{R}^d) = \infty \). Let

\[
\Psi^{-1}(s) = \sup\{ r > 0 : \Psi(r) = s \}
\]

so that \( \Psi(\Psi^{-1}(s)) = s \) for \( s \in (0, \infty) \) and \( \Psi^{-1}(\Psi(s)) \geq s \) for \( s > 0 \). To shorten the notation below, we set

\[
(1) \quad h(t) := \frac{1}{\Psi^{-1}(\frac{1}{\theta})} \quad \text{and} \quad b_r := \begin{cases} \quad b - \int_{r<|y|<1} y \nu(dy) & \text{if} \quad r \leq 1, \\ \quad b + \int_{1<|y|\leq r} y \nu(dy) & \text{if} \quad r > 1. \end{cases}
\]

A substantial part of our work concerns a large class of Lévy measures that are non-necessarily symmetric and absolutely continuous with respect to the Lebesgue measure. However, the sharpness of our results is most evident if the Lévy measure \( \nu \) has the density \( g(x) = g(-x) \) such that \( g(x) \asymp f(|x|), \ x \in \mathbb{R}^d \), for some nonincreasing function \( f : [0, \infty) \to (0, \infty] \).

With this framework, our investigations may be seen as the study of the following type of the small time estimates of the densities \( p_t(x) \) (for simplicity we assume here that \( b = 0 \)). There are constants \( c_1, C_1, C_2 \in (0, 1] \), \( c_2, C_3, C_4 \geq 1 \), \( \theta > 0 \) and \( t_0 > 0 \) such that

\[
(2) \quad C_1 [h(t)]^{-d} \leq p_t(x) \leq C_3 [h(t)]^{-d}, \quad t \in (0, t_0], \quad |x| \leq \theta h(t),
\]

and

\[
(3) \quad C_2 \cdot f(c_2|x|) \leq p_t(x) \leq C_4 \cdot f(c_1|x|), \quad t \in (0, t_0], \quad \theta h(t) \leq |x|,
\]

where \( f \) is the profile of the density \( g \) of \( \nu \). We say that this two-sided bound is \textit{sharp} when \( c_1 = c_2 = 1 \). Clearly, this is irrelevant when the profile function has a doubling property, e.g. when \( f(r) = r^{-d-\beta} \). However, for tempered processes, if the tail of the Lévy measure decays at infinity faster than polynomial (e.g. \( f(r) \asymp e^{-\sqrt{r}} \) or \( f(r) \asymp r^{-d-\beta} e^{-r} \) as \( r \to \infty \)), then this is of great importance. In the above estimates, we do not require the optimality of constants \( C_1, C_2, C_3 \) and \( C_4 \).

The small time bounds as in \cite{21-23} are known to hold for a wide class of Lévy and more general Markov processes. Most of available results imply the estimates of the transition densities in the sharp form when \( x \) is small, and not sharp, with \( c_1 < 1 < c_2 \), for large \( x \) (see e.g. \cite{3, 8, 9, 35, 36, 25, 21, 22}). Beside some degenerate examples, in general, the Lévy measures satisfy a kind of the doubling condition around zero. This property is inherited by the profile
function and, therefore, we often have \( f(c|x|) < f(|x|) \) for any fixed \( c > 0 \) and for all small \( x \). In many cases, the small time bounds of the densities \( p_t(x) \) for small \( x \) can be derived from the properties of the corresponding Lévy-Khintchine exponent. Indeed, very often, by the Fourier transform, the asymptotics of \( \Phi \) at infinity directly translates into the asymptotics of \( p_t \) and \( \nu \) at zero (see e.g. [3]).

For large \( x \) this picture is usually dramatically different. As we will see below, in this case the asymptotic behaviour of \( p_t(x) \) strongly depends on the subtle convolutional properties of the corresponding Lévy measures. If the tail of the Lévy measure is lighter than polynomial at infinity, then we can expect that \( \lim_{t \to \infty} f(cr)/f(r) = \infty \), for all \( c \in (0,1) \). In this case, the Lévy-Khintchine exponent vanishes at zero quadratically and the sharp bounds of \( p_t(x) \) for large \( x \) and small \( t \) can not be derived from it. Furthermore, if we have the upper bound in [3] with \( f(c_1|x|) \) for some \( c_1 \in (0,1) \), then \( f(c_1|x|) \) can not be directly replaced by \( cf(|x|) \) for any constant \( c \). Of course, this does not mean that in this case the bound with the best possible rate \( f(|x|) \) cannot hold. Unfortunately, in most cases it is too difficult to settle whether the worse rate in [3] is only a consequence of the flaw of the method or assumptions, or whether, perhaps, the bound of the form [3] with the exact rate \( f(|x|) \) does not hold for large \( x \). It is known that the Lévy measure \( \nu(dx) = g(x) \, dx \) is a vague limit of measures \( P_t(dx)/t = (p_t(x)/t) \, dx \) as \( t \to 0^+ \) outside the origin, which may cause the false intuition that for small \( t \) the both functions \( p_t(x) \) and \( tg(x) \) should share exactly the same asymptotic properties. As we will show below, although sometimes sharp bounds in [3] seem to be possible or even evident, they surprisingly do not hold in general. Therefore it is quite reasonable to ask when exactly these bounds are satisfied in the sharpest form.

To the best of our knowledge, there is no a comprehensive argument or result, working in a satisfactory generality including tempered processes with jump intensities exponentially localized at infinity, which ultimately explains and settles when exactly the sharp small time bounds for densities of purely jump Lévy processes are satisfied. The following Theorem 1 definitively resolves this problem for convolution semigroups built on symmetric Lévy measures that are absolutely continuous with respect to the Lebesgue measure with densities comparable to nonincreasing profiles. It gives the full characterization of sharp bounds [2]–[3] with the exact rate \( f(|x|) \) for all \( x \in \mathbb{R}^d \). For later use we denote \( g_t(\cdot) = g(\cdot)1_{B(0,t)\nu(\cdot)}, r > 0 \).

**Theorem 1.** Let \( \nu(dx) = g(x) \, dx \) be a Lévy measure such that \( \nu(\mathbb{R}^d) = \infty \), \( g(y) = g(-y) \) and there is a nonincreasing function \( f : [0, \infty) \to (0, \infty] \) such that \( g(x) \asymp f(|x|) \), \( x \in \mathbb{R}^d \). Moreover assume that \( b \in \mathbb{R}^d \).

Then the following two conditions (1.1) and (1.2) are equivalent.

(1.1) There exist \( r_0 > 0 \) and constants \( L_1, L_2 > 0 \) such that the following two estimates
(a) \( g_{r_0} * g_{r_0}(x) \leq L_1 g(x), |x| \geq 2r_0 \),
(b) \( \Psi(1/|x|) \leq L_2 |x|^d g(x), |x| \leq 2r_0 \),
hold.

(1.2) There exist \( t_0, \theta > 0 \) and the constants \( C_1 - C_4 \) such that for every \( t \in (0, t_0] \) the transition densities \( p_t \) exist and satisfy
\[
C_1 [h(t)]^{-d} \leq p_t(x + tb) \leq C_3 [h(t)]^{-d}, \quad t \in (0, t_0], \quad |x| \leq \theta h(t),
\]
and
\[
C_2 t g(x) \leq p_t(x + tb) \leq C_4 t g(x), \quad t \in (0, t_0], \quad |x| \geq \theta h(t).
\]

Both conditions (a) and (b) in (1.1) are rather local in the sense that they refer to the different ranges of \( x \). The proof of Theorem 1 which consists of the two parts, for small and for large
Let \( \nu(dx) = g(x)dx \) be a Lévy measure such that \( \nu(\mathbb{R}^d) = \infty \), \( g(y) = g(-y) \) and there is a nonincreasing function \( f : [0, \infty) \to [0, \infty] \) such that \( g(x) \asymp f(|x|) \), \( x \in \mathbb{R}^d \). Moreover assume that there is a nonincreasing function \( b \).

Then the following two conditions \((2.1)\) and \((2.2)\) are equivalent.

\((2.1)\) There exist \( r_0 > 0 \) and a constant \( L_2 > 0 \) such that
\[
\Psi(1/|x|) \leq L_2 |x|^d g(x), \quad |x| \leq 2r_0.
\]

\((2.2)\) There exist \( t_0, \theta, R > 0 \) such that \( \theta h(t_0) \leq R \) and the constants \( C_1 - C_4 \) such that for every \( t \in (0, t_0] \) the transition densities \( p_t \) exist and satisfy
\[
C_1 [h(t)]^{-d} \leq p_t(x + tb) \leq C_3 [h(t)]^{-d}, \quad t \in (0, t_0], \quad |x| \leq \theta h(t),
\]
and
\[
C_2 t g(x) \leq p_t(x + tb) \leq C_4 t g(x), \quad t \in (0, t_0], \quad \theta h(t) \leq |x| \leq R.
\]

It was recently proved in [3] for a class of isotropic unimodal Lévy processes (i.e. \( g(x) \) and \( p_t(x) \) are assumed to be strictly radial and unimodal functions) that the estimates \( p_t(x) \asymp [h(t)]^{-d} \) and \( \Psi(1/|x|)|x|^{-d} \) for small \( t \) and small \( x \) are equivalent to the property that the corresponding Lévy-Khintchine exponent has Matuszewska indices strictly between 0 and 2 at infinity. As shown there, in this class of processes, the latter property yields \((2.1)\). This reformulation of the condition \((2.1)\) in terms of the Lévy-Khintchine exponent easily extends to our settings (see Lemma 5). However, in general, the functions \( g(x) \) and \( p_t(x) \) corresponding to convolution semigroups investigated in the present paper are not isotropic and unimodal. Therefore, the proof of Theorem 2 requires more general methods than those known and available for isotropic unimodal case.

Due to possible applications, it is worth to point out that our both conditions \((2.1)\) and \((2.2)\) in fact imply the two-sided bound in the minimum form \( p_t(x + tb) \asymp [h(t)]^{-d} \) and \( t g(x) \) (see further discussion in Proposition 4 and Remark 1).

The characterization of \((1.2)\) (i.e. see Lemma 5) for large \( x \) in terms of the convolution condition \((1.1)\) \((a)\) is given in Theorem 3 below. This result can be seen as the key and main ingredient of Theorem 1. It was obtained independently of Theorem 2 under the following regularity condition \((E)\) on \( \Phi \) which is essentially more general than \((1.1)\) \((b)\).

\((E)\) There exist a constant \( L_0 > 0 \) and \( t_p > 0 \) such that
\[
\int_{\mathbb{R}^d} e^{-t \text{Re}(\Phi(\xi))} |\xi| d\xi \leq L_0 [h(t)]^{-d-1}, \quad t \in (0, t_p).
\]

The condition \((E)\) gives not only the existence of densities \( p_t \in C^1_b(\mathbb{R}^d) \) for \( t \in (0, t_p] \), but it also provides a necessary regularity of the small jump part of the process (see Preliminaries). Here we investigate the small time properties of the densities \( p_t \) and it is intuitively clear that the study of the second bound in \((1.2)\) for large \( x \) also should require some regularity of the Lévy-Khintchine exponent \( \Phi \) for large arguments. One can verify that if there is \( \alpha > 0 \), \( r_0 > 0 \) and a constant \( C \in (0, 1] \) such that
\[
\Psi(\lambda r) \geq C \lambda^\alpha \Psi(r), \quad \lambda \geq 1, \quad r > r_0,
\]
that the Lévy-Khintchine exponent $\Phi$ (3.2) satisfies
Moreover assume that $b \in \mathbb{R}^d$ and that (E) holds with some $t_p > 0$.

Then the following two conditions (3.1) and (3.2) are equivalent.

(3.1) There exist $r_0 > 0$ and a constant $L_1 > 0$ such that
$$g_{r_0} * g_{r_0}(x) \leq L_1 g(x), \quad |x| \geq 2r_0.$$ (3.2) There exists $t_0 \in (0, t_p]$, $R > 0$ and the constants $C_2, C_4$ such that we have
$$C_2 t g(x) \leq p_t(x + tb) \leq C_4 t g(x), \quad t \in (0, t_0], \quad |x| \geq R.$$ In particular, if (3.1) is true for some $r_0$, then (3.2) holds with $R = 4r_0$ and $t_0 := t_p \wedge \frac{1}{\Psi(1/r_0)}$. If (3.2) is true for some $t_0$ and $R$, then (3.1) holds for $r_0 = R/2$.

Note that Theorems 1 and 2 do not require imposing the assumption (E) a priori. Indeed, any of the equivalent conditions (2.1) and (2.2) (respectively (1.1) (b) and (1.2) for small $x$) implies that the Lévy-Khintchine exponent $\Phi$ satisfies (E) (Lemma 5). In fact, the condition (E) is more general and covers an essentially larger class of semigroups than (2.1) (cf. Examples 1 and 2)). In particular, the statement of Theorem 3 and the argument in its proof are completely independent of Theorem 2 and bounds (2.1)-(2.2).

Theorem 3 determines when exactly the sharp two-sided bounds as in (3) (with $c_1 = c_2 = 1$) are satisfied for large $x$. In particular, it shows that such bounds hold for a large class of symmetric tempered Lévy processes for which they were not known before. Here the most interesting examples include processes with jump intensities exponentially and subexponentially localized at infinity, even if the intensities of small jumps are remarkably different from stable ones, whenever the regularity condition (E) is satisfied (see Corollary 4 and Example 2). Such tempered processes are important from the mathematical physics point of view (see e.g. 7) and, as we will see in the sequel, they seem to be quite interesting in the present context. For instance, if we consider the class of Lévy processes with Lévy measures $\nu(dx) = g(x)dx$ such that $g(x) = g(-x) \asymp |x|^{-\delta}e^{-m|x|}$, $\delta \geq 0$, $m > 0$, for large $x$ (this covers important families of tempered Lévy processes such as relativistic stable or Lamperti ones), then Proposition 2 states that the convolution condition (3.1) holds true only exactly in two cases, when $\beta \in (0, 1)$ and $\delta \geq 0$ or when $\beta = 1$ and $\delta > (d + 1)/2$. Theorem 3 (see also Corollary 6) thus immediately settles that the two sided sharp bounds of the form (3.2) are satisfied for these two ranges of parameters only. In particular, they cannot hold when $\beta > 1$ or when $\beta = 1$ and $\delta \in (0, (d + 1)/2)$. This a little bit surprising dichotomy property was not known before (see further discussion in Example 5).

The study of the small time bounds in Theorem 2 and the lower bound in Theorem 3 is based on an application of the results obtained recently in 21 and on some new tricky ideas. However, the most critical part of the paper is the proof of the upper bound in Theorem 3. In fact, the primary motivation of our investigations was to understand and explain when exactly the upper bound as in (3.2) can be expected to hold and how it can be described by the detail and direct properties of the corresponding Lévy measure. The answer we give is that it is enough to know how fast the tail (or rather profile) of a single convolution of the
Levy measures (restricted to the complement of some neighborhood of the origin) decays at infinity. This fits very well the convolutional structure of the semigroup \( \{ P_t : t \geq 0 \} \), but it is a little unexpected that under the condition (3.1) the decay properties of all \( n \)-th convolutions of Lévy measures appearing in the construction is decided exactly by the decay of the first one (we briefly recall the construction in Preliminaries). Note that the condition (3.1) has been recently discovered in [19] in a completely different context as a powerful tool to study the estimates of the eigenfunctions and some ultracontractivity properties of the Feynman-Kac semigroups for Lévy processes. Moreover, similar convolution conditions, especially for the tails of measures, have been widely studied on the real line and the halfline in the context of various types of subexponentiality. It is known for many years that these properties play an important role in the study the relation between one-dimensional infinitely divisible distributions and their Lévy measures (see e.g. [38, 40] and references therein). We would also like to mention that we obtained recently in [20] the upper bound for densities of Feller semigroups with jump kernels absolutely continuous with respect to the Lebesgue measure with densities that are dominated by some radial functions satisfying the condition as in (3.1). However, the argument in this paper requires some additional smoothness of the majorizing functions and the additional regularity of the intensity of small jumps, which is in fact assumed to be of the stable type.

The second important question we address in the present paper is about the generality in which such type of convolution condition on Lévy measure implies the sharp small time upper bound of the corresponding density \( p_t(x) \) for large \( x \) similar to (3.2). We show that it holds true in much more general case, extending far beyond the settings of Theorems 1 and 3. Below we proceed in the general framework, under which we also worked in our recent paper [21]. We consider a large class of Lévy measures satisfying the following localization (domination) condition from above.

(D) There exist a nonincreasing function \( f : [0, \infty) \to (0, \infty) \), a parameter \( \gamma \in [0, d] \), and a constant \( L_3 > 0 \) such that
\[
\nu(A) \leq L_3 f(\text{dist}(A, 0))(\text{diam}(A))^\gamma,
\]
for every \( A \in \mathcal{B}(\mathbb{R}^d) \) with \( \text{dist}(A, 0) > 0 \).

Here \( \text{diam}(A) \) is the diameter and \( \text{dist}(A, 0) \) is the distance to 0 of the set \( A \subset \mathbb{R}^d \) and \( \mathcal{B}(\mathbb{R}^d) \) denotes the Borel sets in \( \mathbb{R}^d \). For comparison, in [22] the author consider a different type of a localization condition, which is based on the estimate of the tail of the Lévy measure by the tail of some multidimensional (subexponential) distribution. Note that the condition (D) covers a large class of symmetric and asymmetric Lévy measures which are not absolutely continuous with respect to Lévy measures, including some product and discrete Lévy measures and those with tails very fast decaying at infinity.

Under the following convolution condition (C), naturally generalizing (3.1), we obtain the sharpest possible upper bound of \( p_t(x) \) for small \( t \) and large \( x \) which can be given by using the majorant \( f \) satisfying the localization condition (D).

(C) There exist the constants \( L_1, L_4 > 0 \) and \( r_0 > 0 \) such that for every \( |x| \geq 2r_0 \) and \( r \in (0, r_0] \)
\[
\int_{|x-y|>r_0, |y|>r} f(|y-x|) \nu(dy) \leq L_1 \Psi(1/r) f(|x|) \quad \text{and} \quad f(r) \leq L_4 \Psi(1/r)r^{-\gamma},
\]
with \( f \) and \( \gamma \) given by the domination condition (D).
Theorem 4. Let $\nu$ be a Lévy measure such that $\nu(\mathbb{R}^d) = \infty$ and let the assumptions (E), (D) and (C) be satisfied for some $t_p > 0$, the function $f$, the parameter $\gamma$ and some $r_0 > 0$. Then there is a constant $C_5 > 0$ and $R > 0$ such that

$$p_t(x + tb_{h(t)}) \leq C_5 t [h(t)]^{-d} f(|x|), \quad |x| > 4r_0, \quad t \in (0, t_0],$$

where $t_0 := t_p \wedge \frac{1}{\Psi(1/r_0)}$, and $b_r$ is given by (1).

The proof of Theorem 4 is critical for the whole paper. Its key argument are some sharp estimates of the $n$-th convolutions of restricted Lévy measures (Lemma 2) which are based on our new convolution condition (C) and were not known before. One can check that under the assumptions of Theorem 3 both conditions (D) and (C) hold with $\gamma = d$ and $f$ being the profile of the density $g$. In this case, the convolution condition (C) directly reduces to assumption (3.1) (see Lemma 3). Theorem 3 is thus the direct corollary from Theorem 4.

Note that in light of the general property in (4) below, the second inequality in assumption (3.1) (see Lemma 3). Theorem 3 is thus the direct corollary from Theorem 4.

Note that the structure of the condition (D) is much more isotropic than that of (C) and, therefore, it is often more convenient to check. Under (D), the condition (P) allowed us to get the result (see [21] Theorem 1) which, in particular, implies the upper bound as in Theorem 4 but with the rate $f(|x|/4)$ instead of $f(|x|)$ and with some additional exponentially-logarithmic correction term. At the stage of the paper [21], it was completely unclear whether the sharpest possible upper bound with $f(|x|)$ cannot be obtained under the condition (P). In Proposition 3, although both conditions have completely different structure, we prove that (C) always implies the inequality in (P) for large $s$ and small $r$, but the converse implications is not true. This in fact means that the condition (P) is too weak to guarantee the optimal rate in the estimate of $p_t(x)$ for small $t$ and big $x$ in general. More precisely, it holds for a larger class than the convolution condition (C) and give some bounds for densities, but it cannot be used to derive the sharp bound as in Theorem 3 with the exact rate $f(|x|)$ imposed by the localization condition (D). This is illustrated by Example 5.

The structure of the paper is as follows. In Preliminaries we collect all facts needed in the sequel and briefly recall the construction of the semigroup $\{P_t : t \geq 0\}$. Based on that, we precisely explain what is the main object of our study in this paper. In Section 3 we investigate the consequences of the condition (C) and estimate the convolutions of Lévy measures. In Sections 4 we prove Theorems 4 and 3 involving the bounds for $p_t(x)$ for large $x$. Section 5 concerns small time bounds for small $x$. It includes the proof of Theorem 2 the discussion of further implications and formal proof of Theorem 1. In Section 6 we illustrate our results by various examples, including two less regular cases (Examples 3 and 1), and discuss the convolution condition with respect to some various typical profiles of Lévy densities (Proposition 2 and Corollary 6). In Subsection 6.3, we also illustrate the sharpness of our convolution condition (C) compared with (P).
2. Preliminaries

We use $c, C, L$ (with subscripts) and $M$ to denote finite positive constants which may depend only on $\nu, b,$ and the dimension $d$. Any additional dependence is explicitly indicated by writing, e.g., $c = c(n)$. We write $f(x) \asymp g(x)$ whenever there is a constant $c$ such that $c^{-1}f(x) \leq g(x) \leq cf(x)$.

We will need the following preparation. As usual we divide the Lévy measure in the two parts. For $r > 0$ we denote

$$\tilde{\nu}_r(dy) = 1_{B(0,r)}(y)\nu(dy) \quad \text{and} \quad \bar{\nu}_r(dy) = 1_{B(0,r)^c}(y)\nu(dy).$$

In terms of the corresponding Lévy process, $\tilde{\nu}_r$ is related to the jumps which are close to the origin, while $\bar{\nu}_r$ represents the large jumps. Note that there exist the constants $L_5, L_6$ such that for every $r > 0$

$$|\tilde{\nu}_r| \leq L_5\Psi(1/r) \quad \text{and} \quad \Psi(2r) \leq L_6\Psi(r),$$

which follows from [21, Proposition 1] or [14].

We now briefly recall the construction of the semigroup $\{P_t, \ t \geq 0\}$. For the restricted Lévy measures we consider the two semigroups of measures $\{\tilde{P}_t^r, \ t \geq 0\}$ and $\{\bar{P}_t^r, \ t \geq 0\}$ such that

$$\mathcal{F}(\tilde{P}_t^r)(\xi) = \exp \left( \int (e^{iy \cdot \xi} - 1 - iy \cdot \xi) \tilde{\nu}_r(dy) \right), \quad \xi \in \mathbb{R}^d,$$

and

$$\mathcal{F}(\bar{P}_t^r)(\xi) = \exp \left( \int (e^{iy \cdot \xi} - 1) \bar{\nu}_r(dy) \right), \quad \xi \in \mathbb{R}^d,$$

respectively. We have

$$|\mathcal{F}(\tilde{P}_t^r)(\xi)| = \exp \left( -t \int_{|y| < r} (1 - \cos(y \cdot \xi)) \nu(dy) \right)$$

$$= \exp \left( -t \left( \text{Re}(\Phi(\xi)) - \int_{|y| \geq r} (1 - \cos(y \cdot \xi)) \nu(dy) \right) \right)$$

$$\leq \exp(-t \text{Re}(\Phi(\xi))) \exp(2t\nu(B(0,r)^c)), \quad \xi \in \mathbb{R}^d,$$

and, therefore, by (E), for every $r > 0$ and $t \in (0, t_p]$ the measures $\tilde{P}_t^r$ are absolutely continuous with respect to the Lebesgue measure with densities $\tilde{\rho}_t^r \in C^*_b(\mathbb{R}^d)$.

We have

$$P_t = \tilde{P}_t^r * \bar{P}_t^r * \delta_{b_r}, \quad \text{and} \quad p_t = \tilde{\rho}_t^r * \bar{\rho}_t^r * \delta_{b_r}, \quad t > 0,$$

where $b_r$ is defined by (1), and

$$\tilde{P}_t^r = \exp(t(\tilde{\nu}_r - |\tilde{\nu}_r|\delta_0)) = \sum_{n=0}^{\infty} \frac{t^n (\tilde{\nu}_r - |\tilde{\nu}_r|\delta_0))^{n^*}}{n!}$$

$$= e^{-t|\tilde{\nu}_r|} \sum_{n=0}^{\infty} \frac{t^n \tilde{\rho}_t^r}{n!}, \quad t \geq 0.$$

As usual, below we will use $\tilde{P}_t^r$, $\tilde{P}_t^r$, and $P_t^r$ with $r = h(t)$ and for simplification we will write $\tilde{P}_t = \tilde{P}_t^{h(t)}$, $\bar{P}_t = \bar{P}_t^{h(t)}$, and $P_t = P_t^{h(t)}$. As proven in [21, Lemma 8], if $\nu(\mathbb{R}^d) = \infty$ and (E) holds
with \( t_p > 0 \) then there exist constants \( C_6, C_7 \) and \( C_8 \) such that
\[
\tilde{p}_t(x) \leq C_6 [h(t)]^{-d} \exp \left( -\frac{C_7|x|}{h(t)} \log \left( 1 + \frac{C_8|x|}{h(t)} \right) \right), \quad t \in (0, t_p], \ x \in \mathbb{R}^d.
\]
Therefore, we always have
\[
(6) \quad p_t(x + tb_{h(t)}) = (\tilde{p}_t \ast \bar{p}_t)(x) \leq C_6 [h(t)]^{-d} \int_{\mathbb{R}^d} G((y - x)/h(t))\bar{p}_t(dy), \quad t \in (0, t_p], \ x \in \mathbb{R}^d,
\]
with
\[
G(s) := e^{-C_7s \log (1 + C_8s)}, \quad s \geq 0.
\]
The main objective of the present paper is to find and study the precise estimates of convolutions \( \tilde{p}_n^{\ast \ast} \) and the measure \( \bar{p}_t \), and, in consequence, also the optimal upper bound for the integral on the right hand side of (6) when \( x \) is large. This will be achieved in the next two sections.

3. Convolutions of Lévy measures

In this section we prove the sharp upper bounds for \( n \)-th convolutions of Lévy measures, which are basic for our further investigations.

First we discuss some decay properties of nonincreasing functions \( f \) satisfying our new convolution condition (C). They will be very important below.

**Lemma 1.** Let \( \nu \) be a Lévy measure such that \( \nu(\mathbb{R}^d) = \infty \) and let \( f : [0, \infty) \to (0, \infty] \) be a nonincreasing function satisfying the first inequality in (C). Then the following holds.

(a) We have
\[
f(s - r_0) \leq C_9 f(s), \quad s \geq 3r_0,
\]
with
\[
C_9 := \inf \{ c(x_0, \varepsilon) : 0 \neq x_0 \in \mathbb{R}^d, \ 0 < \varepsilon < |x_0| \leq r_0/2 \} \geq 1,
\]
where
\[
c(x_0, \varepsilon) := \left( \frac{L_2 \Psi(1/|x_0| - \varepsilon)}{\nu(B(x_0, \varepsilon))} \right)^{[r_0/(|x_0| - \varepsilon)]}. \tag{7}
\]

(b) There is a constant \( C_{10} := C_{10}(r_0) > 0 \) such that
\[
G(s/(2r_0)) \leq C_{10} f(s), \quad s \geq r_0.
\]

**Proof.** To prove (a) first observe that by the assumption \( \nu(\mathbb{R}^d) = \infty \), there is \( 0 \neq x_0 \in \mathbb{R}^d \) and \( 0 < \varepsilon \) such that \( \varepsilon < |x_0| \leq r_0/2 \) and \( \nu(B(x_0, \varepsilon)) > 0 \). Let \( r_\varepsilon := |x_0| - \varepsilon \). For \( s \geq 2r_0 \) let \( \mathbb{R}^d \ni x : (s/|x_0|)x_0 \). For all \( s \geq 2r_0 \), by monotonicity of \( f \) and (C), we have
\[
L_2 \Psi(1/r_\varepsilon) f(s) = L_2 \Psi(1/r_\varepsilon) f(|x_0|) \geq \int_{|x_0| > r_0, \ |y| > r_\varepsilon} f(|y - x_0|) \nu(dy)
\]
\[
\geq \int_{B(x_0, \varepsilon)} f(|y - x_0|) \nu(dy) \geq f(|x_0| - |x_0| + \varepsilon) \nu(B(x_0, \varepsilon))
\]
\[
= \nu(B(x_0, \varepsilon)) f(s - r_\varepsilon),
\]
which gives \( f(s - r_\varepsilon) \leq (L_2 \Psi(1/r_\varepsilon))/\nu(B(x_0, \varepsilon)) f(s) \), for all \( s \geq 2r_0 \). The inequality in (a) follows from this with constant \( C_9 \) given by (7), for all \( s \geq 3r_0 \). Clearly, \( C_9 \geq 1 \), since \( f \) is nonincreasing.
We now show (b). Let 
\[ n_{r_0} := \inf \{ n \in \mathbb{N} : (1 + C_8(n + 2)/2)^{C_7(n+2)/2} > C_9^n / f(2r_0) \} . \]

First we prove that the inequality 
\[ G((n+2)r_0/(2r_0)) = G((n+2)/2) \leq f((n+2)r_0), \quad n \geq n_{r_0}, \]
holds. If we suppose that this is not true, then there is \( n \geq n_{r_0} \) such that 
\[ f((n+2)r_0) < G((n+2)/2) = e^{-(C_7(n+2)/2)\log(1+C_8(n+2)/2)} \]
\[ = (1 + C_8(n+2)/2)^{-(C_7(n+2)/2)} < f(2r_0)/C_9^n . \]

However, by (a) we have \( 0 < f(2r_0) \leq C_9^n f((n+2)r_0) \), for every \( n \in \mathbb{N} \). This gives a contradiction. We thus proved that the inequality in (b) holds with the constant \( C_{10} = C_9 \) for all \( s \geq (n_{r_0} + 2)r_0 \), and, therefore, it also holds with \( C_{10} := C_9 \vee \left[ f((n_{r_0} + 2)r_0) \right]^{-1} \) for all \( s \geq r_0 \). \( \square \)

The following lemma yields the sharpest upper bound for the convolutions \( \tilde{\nu}_r^n \) given by the profile function \( f \) localizing the Lévy measure from above in (D). By **sharpest bound** we mean here the estimate with the exact rate \( f(\cdot) \) instead of \( f(c \cdot) \) for some \( c \in (0, 1) \). Such bounds were not known before and it is a little bit surprising or even unexpected that the single estimate from (D) extends to all convolutions via the condition (C). Weaker, not sharp, versions of Lemma 2 (b) with rates \( f(c \text{ dist}(A, 0)) \) for some \( c \in (0, 1) \) were studied before (see e.g. [21 Lemma 9]). However, our present result is based on a completely different argument using our new convolution condition (C), which proved to be the optimal assumption to study such bounds. Lemma 2 will be a key argument in proving Theorem 1.

**Lemma 2.** Let \( \nu \) be a Lévy measure such that \( \nu(\mathbb{R}^d) = \infty \) and let the assumptions (D) and (C) be satisfied for some function \( f \), the parameter \( \gamma \) and some \( r_0 > 0 \). Then the following hold.

(a) There is a constant \( C_{11} = C_{11}(r_0) \) such that

\[ \int_{|x - y| > r_0} f(|y - x|) \tilde{\nu}_r^n(dy) \leq (C_{11}\Psi(1/r))^n f(|x|), \quad |x| \geq 3r_0, \quad r \in (0, r_0], \quad n \in \mathbb{N}. \]

(b) For every \( n \in \mathbb{N} \) and every bounded \( A \in \mathcal{B}(\mathbb{R}^d) \) such that \( \text{dist}(A, 0) \geq 3r_0 - r_0/2^n \) we have

\[ \tilde{\nu}_r^n(A) \leq C_{12} \left[ \Psi(1/r) \right]^{n-1} f(\text{dist}(A, 0)) (\text{diam}(A))^\gamma, \quad r \in (0, r_0], \quad n \geq 1, \]

with a constant \( C_{12} := C_{12}(r_0, [\text{diam}(A)/r_0]) \).

**Proof.** First we consider (a). We prove that (8) holds with \( C_{11} \) given by (10). For \( n = 1 \) it is just the assumption (C). Assume now that (8) is true for some natural \( n \) and all \( x \in \mathbb{R}^d \) such that \( |x| \geq 3r_0 \). We will show that it holds also for \( n + 1 \). For every \( r \in (0, r_0] \) and \( x \in \mathbb{R}^d \) with \( |x| \geq 3r_0 \) we have

\[ \int_{|x - y| > r_0} f(|y - x|) \tilde{\nu}_r^{n+1}(dy) = \int_{|x - z| < 3r_0} \int_{|x - y| > r_0} f(|(x - z) - y|) \tilde{\nu}_r^{n}(dy) \tilde{\nu}_r(dz) \]
\[ + \int_{|x - z| \geq 3r_0} \int_{|x - y| > r_0} f(|(x - z) - y|) \tilde{\nu}_r^{n}(dy) \tilde{\nu}_r(dz) \]
\[ = I_1 + I_2. \]

To estimate \( I_1 \) we consider two cases. When \( 3r_0 \leq |x| < 5r_0 \), then simply

\[ I_1 \leq f(r_0) |\tilde{\nu}_r^n| |\tilde{\nu}_r| [f(5r_0)]^{-1} f(|x|) \leq f(r_0) L_5^{n+1} [f(5r_0)]^{-1} f(|x|) (\Psi(1/r))^{n+1} . \]
If now $|x| \geq 5r_0$, then by (D) and Lemma □(a) we get
\[
\bar{\nu}_r(B(x, 3r_0)) \leq L_3 |\Psi (1/r_0)|^{-1} (3r_0)^\gamma |\Psi (1/r) f(|x| - 3r_0) \\
\leq L_3 C_9^3 |\Psi (1/r_0)|^{-1} (3r_0)^\gamma f(|x|) |\Psi (1/r),
\]
and, consequently, in this case,
\[
I_1 \leq f(r_0)|\bar{\nu}_r^n|\bar{\nu}_r(B(x, 3r_0)) \leq L_3 C_9^3 L_6^n |\Psi (1/r_0)|^{-1} (6r_0)^\gamma f(r_0) f(|x|) |\Psi (1/r)^{n+1}.
\]
To estimate $I_2$ it is enough to observe that by induction hypothesis we have
\[
\int_{|(x-z)-y|>r_0} f(|(x-z) - y|)\bar{\nu}_r^n(dy) \leq (C_{11} |\Psi (1/r)|)^n f(|x-z|), \quad r \in (0, r_0],
\]
and, in consequence, by assumption (C),
\[
I_2 \leq (C_{11} |\Psi (1/r)|)^n \int_{|x-z|>r_0} f(|x-z|)\bar{\nu}_r(dz) \leq L_1 (C_{11})^n (|\Psi (1/r)|)^{n+1} f(|x|),
\]
for every $r \in (0, r_0]$. Hence, □ holds for $n+1$, every $r \in (0, r_0]$ and every $x \in \mathbb{R}^d$ such that $|x| \geq 3r_0$ with constant
\[
(10) \quad C_{11} = (L_5 f(r_0)|f(5r_0)|^{-1} + L_3 C_9^3 f(r_0) |\Psi (1/r_0)|^{-1} (6r_0)^\gamma + L_1) \vee L_5,
\]
and proof of (a) is complete.

We now show (b). We prove the desired bound with constant $C_{12}$ given by □. When $n = 1$ then our claim follows directly from (D). Suppose now that □ is true for some $n \in \mathbb{N}$, all bounded sets $A \in \mathcal{B}(\mathbb{R}^d)$ such that $\text{dist}(A, 0) \geq 3r_0 - r_0/2^n$ and every $r \in (0, r_0]$. We check □ for $n+1$. To shorten the notation let $\delta_A := \text{dist}(A, 0)$. We consider two cases: $3r_0 - r_0/2^{n+1} < \delta_A < 6r_0$ and $\delta_A \geq 6r_0$. Let first $3r_0 - r_0/2^{n+1} < \delta_A < 6r_0$. Let
\[
\bar{\nu}_r^{(n+1)*}(A) = \int \bar{\nu}_r(A - y)\bar{\nu}_r^n(dy) = \int_{|y|<\delta_A-r_0/2^{n+1}} + \int_{|y|\geq\delta_A-r_0/2^{n+1}} =: I_{11} + I_{12}.
\]
By (D), the second part of (C) and □, we have
\[
I_{11} \leq L_3 \int_{|y|<\delta_A-r_0/2^{n+1}} f(\delta_A - |y|)(\text{diam}(A - y))^\gamma \bar{\nu}_r^n(dy) \\
\leq L_3 f(r_0/2^{n+1})|\bar{\nu}_r^n|(\text{diam}(A))^\gamma \leq L_3 L_4(2^{n+1}/r_0)^\gamma \Psi(2^{n+1}/r_0)|\bar{\nu}_r^n|(\text{diam}(A))^\gamma \\
\leq L_3 L_4(2^{n+1}/r_0)^\gamma f(6r_0)^{-1}\Psi(2/r_0)(2^\gamma L_5 L_6)^n f(\delta_A)(\Psi(1/r))^n(\text{diam}(A))^\gamma.
\]
To estimate $I_{12}$ we just use the induction hypothesis and Lemma □(a). Indeed, we have
\[
I_{12} = \int \bar{\nu}_r^n((A - y) \cap B(0, \delta_A - r_0/2^{n+1})^c)\bar{\nu}_r(dy) \\
\leq C_{12} f(\delta_A - r_0/2^{n+1})(\Psi(1/r))^{n-1}(\text{diam}(A))^\gamma |\bar{\nu}_r| \leq L_5 C_9 C_{12} f(\delta_A)(\Psi(1/r))^n(\text{diam}(A))^\gamma.
\]
Let now $\delta_A > 6r_0$ and
\[
\bar{\nu}_r^{(n+1)*}(A) = \int \bar{\nu}_r(A - y)\bar{\nu}_r^n(dy) = \int_{|y|<\delta_A-3r_0} + \int_{|y|\geq\delta_A-3r_0} =: I_{21} + I_{22}.
\]
By exactly the same argument as for $I_{12}$, we get $I_{22} \leq L_5 C_9^{C_12} f(\delta_A)(\Psi(1/r)^n (\text{diam}(A))^\gamma$. It is enough to estimate $I_{21}$. By (D) and Lemma 4(a), we have

$$I_{21} \leq L_3 (\text{diam}(A))^\gamma \int_{|y|<\delta_A-3r_0} f(\text{dist}(A,y))\bar{\nu}_r^n (dy)$$

$$\leq L_3 (\text{diam}(A))^\gamma C_9^{[\text{diam}(A)/r_0]} \int_{|y-x_A|>r_0} f(|y-x_A|)\bar{\nu}_r^n (dy),$$

with some $x_A \in \mathbb{R}^d$ such that $|x_A| = \delta_A$. Thus, by (3.1), we conclude that

$$I_{21} \leq L_3 C_9^{[\text{diam}(A)/r_0]} C_11 f(\delta_A)(\Psi(1/r))^n (\text{diam}(A))^\gamma$$

and, therefore, (3) holds with

$$(11)$$

$$C_{12} := \max \left\{ L_3, L_3 L_4 ([r_0/2]^\gamma f(6r_0)]^{-1} \Psi(2/r_0) + L_5 C_9^3 + L_3 C_9^{[\text{diam}(A)/r_0]}, 2 L_5 L_6, C_11 \right\},$$

which completes the proof of the lemma.

We now show that under the assumption that the Lévy measure has a density which is comparable to some radially nonincreasing profile, the condition (3.1) of Theorem 3 is in fact equivalent to (C).

**Lemma 3.** Let $\nu(dx) = g(x)dx$ be a Lévy measure such $\nu(\mathbb{R}^d) = \infty$ and let $f : [0, \infty) \rightarrow (0, \infty]$ be a nonincreasing function such that $g(x) \asymp f(|x|)$, $x \in \mathbb{R}^d$. Then the condition (3.1) of Theorem 3 is equivalent to (C).

**Proof.** Clearly, we only need to show that the condition (3.1) of Theorem 3 implies (C). For every $r \in (0, r_0)$ and $|x| \geq 2r_0$, by (3.1) and the monotonicity of $f$ and $\Psi$, we have

$$\int_{|x-y|>r_0, |y|>r} f(|y-x|)g(y)dy$$

$$\leq c \left( \int_{|x-y|>r_0, |y|>r_0} f(|y-x|)g(y)dy + \int_{r<|y|\leq r_0} f(|y-x|)g(y)dy \right)$$

$$\leq c_1 (\Psi(1/r_0) f(|x|) + f(|x| - r_0) \nu(B(0,r)^c)) \leq c_2 \Psi(1/r)(f(|x|) + f(|x| - r_0)).$$

If now $|x| \geq 4r_0$, then by the comparability $g(x) \asymp f(|x|) > 0$ and by similar argument as in Lemma 4(a) based on (3.1), we get

$$f(|x|) \geq c_3 \int_{B(2r_0/|x|,x_0)} f(|y-x|)f(|y|)dy$$

$$\geq c_4 f(|x| - r_0) \int_{B(2r_0/|x|,x_0)} f(|y|)dy \geq c_5 f(3r_0) r_0^d f(|x| - r_0)$$

and the first inequality in (C) is satisfied. If $|x| \in [2r_0, 4r_0]$, then by strict positivity and monotonicity of $f$, $f(|x| - r_0) \leq c_0 f(|x|)$, and the first bound in (C) follows again. To show the second part of (C) for $\gamma = d$ we observe that by (4) we have

$$(12)$$

$$c_7 r^d f(r) \leq \int_{r/2 \leq |y|<r} g(y)dy \leq \nu(B(0,r/2)^c \cap B(0,r)) \leq L_5 \Psi(2/r) \leq L_5 L_6 \Psi(1/r), \quad r > 0.$$
4. Proofs of Theorems 4 and 3

We start with the following lemma which is a corollary from the estimates of the $n$-th convolutions of Lévy measures proven in the previous section.

**Lemma 4.** Let $\nu$ be a Lévy measure such that $\nu(\mathbb{R}^d) = \infty$ and let the assumptions $(D)$ and $(C)$ be satisfied for some function $f$, the parameter $\gamma$ and some $r_0 > 0$. Recall that $\bar{P}_t = \bar{P}^{h(t)}_t$ and let $t_0 := \frac{1}{\Psi(1/r_0)}$. The following hold.

(a) We have
\[
\int_{|x-y| > r_0} f(|y-x|) \bar{P}_t(dy) \leq e^{C_{11}t} f(|x|), \quad |x| \geq 3r_0, \quad t \in (0, t_0].
\]

(b) For every bounded $A \in \mathcal{B}(\mathbb{R}^d)$ such that $\text{dist}(A, 0) \geq 3r_0$ we have
\[
\bar{P}_t(A) \leq e^{C_{12}t} f(\text{dist}(A, 0))(\text{diam}(A))^{\gamma}, \quad t \in (0, t_0].
\]

*Proof.* Statements (a) and (b) are direct consequences of (4) and estimates (a) and (b) in Lemma 2, respectively. \(\square\)

We are now ready to prove Theorem 4.

**Proof of Theorem 4.** By (3), we only need to estimate the integral
\[
I := \int_{\mathbb{R}^d} G(|y-x|/h(t)) \bar{P}_t(dy)
\]
for all $|x| \geq 4r_0$ and $t \in (0, t_0]$, where $t_0 := 1/\Psi(1/r_0) \wedge t_p$ (recall that $t_p$ is given in (E)).

By Lemma 4(b) (as a consequence of (C)), we have
\[
G(s/(2h(t_0))) \leq G(s/2r_0) \leq C_{10} f(s), \quad s \geq r_0.
\]

Let now $t \in (0, t_0]$ and $|x| \geq 4r_0$. By (13), we have
\[
G(|y-x|/h(t)) \leq G(r_0/(2h(t))) \leq C_{10} G(r_0/(2h(t))) f(|y-x|), \quad |y-x| > r_0,
\]
and, consequently, we get
\[
I = \int_{|y-x| \leq r_0} G(|x-y|/h(t)) \bar{P}_t(dy) + \int_{|y-x| > r_0} G(|x-y|/h(t)) \bar{P}_t(dy)
\]
\[
\leq \int_{|y-x| \leq r_0} G(|x-y|/h(t)) \bar{P}_t(dy) + C_{10} G(r_0/(2h(t))) \int_{|y-x| > r_0} f(|y-x|) \bar{P}_t(dy).
\]

Denote the two integrals above by $I_1$ and $I_2$, respectively. We first estimate $I_1$. By Fubini, we have
\[
I_1 = \int_{|y-x| \leq r_0} \int_0^{G(|x-y|/h(t))} ds \bar{P}_t(dy)
\]
\[
= \int_0^1 \int_{\{y \in \mathbb{R}^d: G(|x-y|/h(t)) > s, |y-x| \leq r_0\}} \bar{P}_t(dy) ds
\]
\[
= \int_0^1 \bar{P}_t (B(x, r_0 \wedge h(t)G^{-1}(s))) ds
\]
\[
= \int_0^1 \bar{P}_t (B(x, h(t)G^{-1}(s))) ds + G(r_0/h(t)) \bar{P}_t (B(x, r_0)).
\]
Applying now Lemma 4 (b) to the both members above, we get
\[ I_1 \leq ce^{C_{12}} \left( t[h(t)]^\gamma f(|x| - r_0) \int_0^1 (G^{-1}(s))^{\gamma} ds + tG(r_0/h(t))f(|x| - r_0)r_0^{\gamma} \right), \]
with \( C_{12} = C_{12}(r_0, 1) \) and finally, by using Lemma 4 (a) and noting that \( \int_0^1 (G^{-1}(s))^{\gamma} ds < \infty \), we obtain
\[ I_1 \leq c_1 t[h(t)]^\gamma f(|x|), \quad t \in (0, t_0], \]
where \( c_1 = c_1(r_0) \). It is enough to estimate \( I_2 \) and \( G(r_0/(2h(t))) \). We deduce directly from Lemma 4 (a) that
\[ I_2 \leq e^{C_{11}} f(|x|), \quad t \in (0, t_0]. \]
Also, it follows from [17, Lemma 3.6.22] that \( \Psi(r) \leq 2\Psi(1)(1+r^2), r > 0 \), and, in consequence,
\[ t[h(t)]^\gamma = \frac{[h(t)]^\gamma}{\Psi \left( \frac{1}{h(t)} \right)} \geq \frac{c_2[h(t)]^{\gamma+2}}{1 + [h(t)]^2} \geq \frac{c_3}{1 + r_0^2} [h(t)]^{\gamma+2} \geq c_4G(r_0/(2h(t))), \]
where \( c_4 = c_4(\Psi, r_0) \). Finally, we obtain
\[ p_t(x + tb_{h(t)}) \leq C_6[h(t)]^{-d}I \leq c_5[h(t)]^{-d} (I_1 + G(r_0/(2h(t)))I_2) \leq c_6 t [h(t)]^{-d} f(|x|), \]
with \( c_6 = c_6(\Psi, r_0) \), for \( t \in (0, t_0] \) and \(|x| \geq 4r_0 \). This completes the proof. \( \square \)

**Proof of Theorem 3.** First note that under the assumption \( g(x) \asymp f(|x|), x \in \mathbb{R}^d \), the condition \((D)\) holds with \( f \) and \( \gamma = d \). Consider the implication \((3.1) \Rightarrow (3.2)\). The upper bound in \((3.2)\) is a direct consequence of Lemma 3 and Theorem 4 with \( t_0 := t_p \wedge 1/\Psi(1/r_0) \) and \( R = 4r_0 \). The lower bound follows from [21, Theorem 2] under the condition \((3.1)\). Indeed, by [21, Theorem 2] we have
\[ p_t(x + tb) \geq ct f(|x| + c_1 h(t_0)), \quad |x| \geq h(t_0), \quad t \in (0, t_0]. \]
(the constant \( C_6 \) in the estimate \((7)\) of [21] may be assumed to be smaller than 1). By Lemma 4 (a), we conclude that for every \(|x| \geq 4r_0 \) and \( t \in (0, t_0] \) we have
\[ p_t(x + tb) \geq c_2 t g(x), \]
which completes the proof of the first implication.

To prove the opposite implication we assume that the estimates \((3.2)\) hold. Let \( r_0 = R/2 \).
By the both bounds in \((3.2)\) and by the semigroup property, we have
\[ g_{r_0} * g_{r_0}(x) \leq c_3 \left( \frac{2}{t_0} \right)^2 \int_{|y-x|>r_0, |y|>r_0} p_{t_0/2} \left( x - y + \frac{t_0 b}{2} \right) p_{t_0/2} \left( y + \frac{t_0 b}{2} \right) dy \]
\[ \leq c_4 \left( \frac{2}{t_0} \right)^2 p_{t_0}(x + t_0 b) \leq c_5 \frac{g(x)}{t_0}, \]
for all \(|x| \geq 2r_0 \). The proof is complete. \( \square \)
5. Proofs of Theorems $\text{II}$ and $\text{III}$ and related results

In Lemma 5 below we collect some basic properties of the Lévy-Khintchine exponents corresponding to the Lévy measures investigated in Theorems $\text{II}$,$\text{III}$. In particular, we show that the condition (2.1) implies (E). This will be used in the proofs of Theorem $\text{II}$ and Proposition $\text{I}$ below.

Lemma 5. Let $\nu(dx) = g(x)dx$ be a Lévy measure such that $\nu(\mathbb{R}^d) = \infty$, $g(y) = g(-y)$ and there is a nonincreasing function $f : [0, \infty) \to [0, \infty]$ such that $g(x) \asymp f(|x|)$, $x \in \mathbb{R}^d$. Moreover assume that $b \in \mathbb{R}^d$. Then the following hold.

(a) There exists a constant $C_{13}$ such that

$$C_{13}\Psi(|\xi|) \leq \Re \Phi(\xi) \leq \Psi(|\xi|), \ \xi \in \mathbb{R}^d \setminus \{0\}.$$  

(b) The condition (2.1) is equivalent to the property that there are $\alpha_1, \alpha_2 \in (0,2), C_{14}, C_{15} > 0$ and $s_0 > 0$ such that

$$C_{14}\lambda^{\alpha_1}\Psi(s) \leq \Psi(\lambda s) \leq C_{15}\lambda^{\alpha_2}\Psi(s), \ \lambda \geq 1, \ s \geq s_0,$$

that is, $\Psi$ has weak lower and upper scaling properties with indices $\alpha_1$ and $\alpha_2$ at infinity (see e.g. $\text{III}$ (17)-(18))].

(c) If there is $\alpha > 0$, $s_0 > 0$ and a constant $C_{16} > 0$ such that

$$\Psi(\lambda s) \geq C_{16}\lambda^\alpha\Psi(s), \ \lambda \geq 1, \ s \geq s_0,$$

then the condition (E) holds for all $t \in (0,1/\Psi(s_0))$.

Proof. For $\xi \in \mathbb{R}^d$ we define $\Phi_0(\xi) = \Phi_0(|\xi|) := \int_{\mathbb{R}^d}(1 - \cos(\xi \cdot y))f(|y|)dy$. It is known that there is an isotropic unimodal Lévy process in $\mathbb{R}^d$ with the Lévy-Khintchine exponent $\Phi_0$ and the Lévy measure $\nu_0(dy) = f(|y|)dy$ (for the formal definition and further details on unimodal Lévy processes we refer the reader to $\text{XXX}$). By comparability $g(x) \asymp f(|x|)$, $x \in \mathbb{R}^d$, we have

$$\Re \Phi(\xi) \asymp \Phi_0(\xi), \ \xi \in \mathbb{R}^d.$$  

This and $\text{II}$ Proposition 1] yields

$$\Psi(|\xi|) = \sup_{|z| \leq |\xi|} \Re \Phi(z) \asymp \sup_{|z| \leq |\xi|} \Phi_0(z) =: \Psi_0(|\xi|) \asymp \Phi_0(\xi), \ |\xi| > 0.$$  

The both properties (16) and (17) give the assertion (a) of the lemma.

We now prove (b). Suppose first that (2.1) holds. Then, by the inequality $\Psi(1/|x|) \leq L_2|x|^d g(x)$, $|x| \leq 2r_0$, and by (14) and the same argument as in (12), we get

$$\Psi_0(1/r) \asymp r^d f(r), \ r \in (0,2r_0],$$

and finally, we derive from $\text{III}$ Theorem 26] that the function $\Psi_0$ has the property that there are $\alpha_1, \alpha_2 \in (0,2), c_1, c_2 > 0$ and $s_0 > 0$ such that

$$c_1\lambda^{\alpha_1}\Psi_0(s) \leq \Psi_0(\lambda s) \leq c_2\lambda^{\alpha_2}\Psi_0(s), \ \lambda \geq 1, \ s \geq s_0.$$  

By (17) also the function $\Psi$ has the scaling property as in (18). The converse implication in (b) uses exactly converse argument and it is omitted.

Since by (a) we have $\Re \Phi(\xi) \asymp \Psi(|\xi|)$ for $\xi \in \mathbb{R}^d \setminus \{0\}$, the property in assertion (c) can be established by following the argument (estimate) in $\text{III}$ Lemma 16].
Proof of Theorem 2. We first consider the implication \((2.1) \Rightarrow (2.2)\). Assume \((2.1)\) and note that by Lemma 5 the condition \((E)\) is satisfied with some \(t_p > 0\). Moreover, observe that by \((2.1), (4)\) and \((12)\), and the monotonicity of \(f\), we have \(f(r) \propto \Psi(1/r)r^{-d}\) for \(r \in (0, r_0]\) and, consequently, the doubling property \(f(r) \propto f(2r)\) holds for all \(r \in (0, r_0/2]\). Thus, by \([21\, \text{Theorem } 2]\) we obtain that there are \(t_0 \in (0, t_p]\) and \(\theta > 0\) such that \(\theta h(t_0) \leq R := r_0/2\), for which the both lower bounds in \((2.2)\) hold. To prove the upper bound define \(f_0(r) := f(r) \vee f(r_0/2), r > 0\). Since \(f(r) \leq f_0(r)\) for \(r > 0\), and \(f_0(r)\) has a doubling property for all \(r > 0\), also the assumptions of \([21\, \text{Theorem } 1]\) are satisfied with such profile function \(f_0\) and we get

\[
p_t(x + tb) \leq ch(t)^{-d} \min \left\{ 1, th(t)^d f_0(|x|) + e^{-c_1 |x|/\alpha_1 \log(1+c_1 |x|/\alpha_1)} \right\}, \quad |x| > 0, \quad t \in (0, t_p],
\]

with some constants \(c, c_1, c_2 > 0\). In particular,

\[
p_t(x + tb) \leq ch(t)^{-d} \min \left\{ 1, th(t)^d f(|x|) + e^{-c_1 |x|/\alpha_1 \log(1+c_1 |x|/\alpha_1)} \right\}, \quad |x| \in (0, r_0/2], \quad t \in (0, t_p].
\]

It is enough to estimate the exponentially-logarithmic member in the above estimate. By \((2.1)\), for \(|x| \in (0, r_0/2]\) and \(t \in (0, t_p]\), we have

\[
\frac{th(t)^d f(|x|)}{|x|^d} \geq L_2^{-1} \frac{h(t)^d}{|x|^d} \frac{\Psi(|x|)}{\Psi(r_0/2)}.
\]

If \(|x| \leq h(t)\), then we easily have \(th(t)^d f(|x|) \geq L_2^{-1} \geq L_2^{-1} e^{-c_1 |x|/\alpha_1 \log(1+c_1 |x|/\alpha_1)}\). When \(|x| > h(t)\), then by the doubling property of \(\Psi\) in \((4)\), we also get

\[
\frac{th(t)^d f(|x|)}{|x|^d} \geq L_2^{-1} \frac{h(t)^d}{|x|^d} \frac{\Psi(|x|)}{\Psi(r_0/2)} \geq L_2^{-1} L_6^{-1} \left( \frac{|x|}{h(t)} \right)^{-d-\log_2 L_6} \geq c_3 e^{-c_1 |x|/\alpha_1 \log(1+c_1 |x|/\alpha_1)}.
\]

In particular, we see that the both upper bounds in \((2.2)\) also hold for \(R = r_0/2, t \in (0, t_0]\) and the same \(\theta\).

We now show the opposite implication. Assume that \((2.2)\) holds and let

\[
r(t) := 2\pi \left( \int_{\mathbb{R}^d} e^{-t \Re \Phi(\xi)} d\xi \right)^{-\frac{1}{d}} = [p_t(tb)]^{-\frac{1}{d}}, \quad t > 0.
\]

By the first two-sided bound in \((2.2)\), we have \(c_4^{-1} h(t) \leq r(t) \leq c_4 h(t), t \in (0, t_0],\) with some constant \(c_4 \geq 1.\) Since the function \(r(t)\) is continuous in \((0, t_0]\), it is also onto the interval \((0, r(t_0)]\). Moreover, by the both bounds in \((2.2)\), for every \(t \in (0, t_0]\), we have

\[
[h(t)]^{-d} \leq c_5 tf(\theta h(t)) = c_5 \frac{f(\theta h(t))}{\Psi(1/h(t))},
\]

and by the comparability of \(r(t)\) and \(h(t)\), we also get

\[
[h(t)]^{-d} \geq (c_4^{-2}\theta)^d[c_4^{-1}\theta r(t)]^{-d}, \quad t \in (0, t_0],
\]

and

\[
\frac{f(\theta h(t))}{\Psi(1/h(t))} \leq \frac{f(c_4^{-1}\theta r(t))}{\Psi((c_4^{-2}\theta)/(c_4^{-1}\theta r(t)))), \quad t \in (0, t_0].
\]
Therefore
\[
(c_4^{-2}\theta)^d [c_4^{-1}\theta r(t)]^{-d} \leq c_5 \frac{f(c_4^{-1}\theta r(t))}{\Psi((c_4^{-2}\theta)/(c_4^{-1}\theta r(t)))}, \quad t \in (0, t_0).
\]
Let now \( r_0 := (2c_4)^{-1}\theta r(t_0) \) and note that for every \( r \in (0, 2r_0) \) there is \( t \in (0, t_0) \) such that
\[
r = c_4^{-1}\theta r(t).
\]
We conclude that by doubling property and monotonicity of \( \Psi \) it holds that
\[
\Psi(1/r) \leq c_6 f(r)r^d, \quad r \in (0, 2r_0),
\]
which is exactly (2.1).

The following proposition may be seen as the complement to Theorem 2. A one of its important consequences is that the bounds from (2.2) always imply the two-sided bound in the minimum form as in (2.3) below, while the converse implications holds true under the assumption \((E)\).

**Proposition 1.** Let \( \nu(dx) = g(x)dx \) be a Lévy measure such that \( \nu(\mathbb{R}^d) = \infty \), \( g(y) = g(-y) \) and there is a nonincreasing function \( f : [0, \infty) \to [0, \infty] \) such that \( g(x) \asymp f(|x|) \), \( x \in \mathbb{R}^d \).

Moreover assume that \( b \in \mathbb{R}^d \). Consider the additional conditions (2.3) and (2.4)

(2.3) There exist \( t_0 > 0 \), \( R > 0 \) and the constants \( C_{17}, C_{18} \) such that we have
\[
C_{17} \min \{ [h(t)]^{-d}, tg(x) \} \leq p_t(x + tb) \leq C_{18} \min \{ [h(t)]^{-d}, tg(x) \}, \quad t \in (0, t_0], \quad |x| \leq R.
\]

(2.4) There exist \( t_0 > 0 \), \( R > 0 \) and a constant \( C_{19} \) such that we have
\[
p_t(x + tb) \leq C_{19}tg(x), \quad t \in (0, t_0], \quad |x| \leq R.
\]

Then the following implications holds.

\[
(2.1) \iff (2.2) \iff [(E) \land (2.3)] \iff [(E) \land (2.4)]
\]

**Proof.** Recall that by Theorem 2 the conditions (2.1) and (2.2) are equivalent, and by Lemma 5 the condition (2.1) implies (E). We also see that the condition (2.3) implies (2.4) (in fact with no use of \((E)\)). To complete the proof, we show the implications (2.2) \(\Rightarrow\) (2.3), \([E) \land (2.3)] \Rightarrow (2.1) \) and \([E) \land (2.4)] \Rightarrow (2.1) \) . Let \( t_0 := \sup \{ t \in (0, t_p) : h(t) \leq r_0 \} \). By taking \( r = \theta h(t) \) in (2.1) and \([4]\) for \( t \in (0, t_0] \), by the same argument as in [12] and the doubling property of \( \Psi \), we get \( 1/t = \Psi(1/h(t)) \asymp \Psi(1/(\theta h(t))) \asymp f(\theta h(t))\theta h(t)]^d, t \in (0, t_0]. \) This clearly gives that there are constants \( c_1, c_2 \geq 1 \) such that
\[
[h(t)]^{-d} \leq c_1tg(x), \quad |x| \leq \theta h(t), \quad t \in (0, t_0],
\]
and
\[
tg(x) \leq c_2 [h(t)]^{-d}, \quad |x| \geq \theta h(t), \quad t \in (0, t_0].
\]

With these inequalities the two sided bound in (2.3) is a direct consequence of (2.2).

Proofs of implications \([E) \land (2.3)] \Rightarrow (2.1) \) and \([E) \land (2.4)] \Rightarrow (2.1) \) are exactly the same. Indeed, [21] Lemma 7 gives that there are \( \theta, c_3 > 0 \) such that
\[
p_t(x + tb) \geq c_3[h(t)]^{-d}, \quad |x| \leq \theta h(t), \quad t \in (0, t_p].
\]
By this estimate, the upper bound in (2.3) or (2.4) and the doubling property of \( \Psi \) we thus get
\[
[h(t)]^{-d} \leq c_4tf(\theta h(t)) = c_4 \frac{f(\theta h(t))}{\Psi(1/h(t))} \asymp \frac{f(\theta h(t))}{\Psi(1/(\theta h(t)))}, \quad t \in (0, t_0].
\]

Now, by using a similar argument as in the second part of the proof of Theorem 2 we obtain that there is \( r_0, c_5 > 0 \) such that
\[
\Psi(1/r) \leq c_5 f(r)r^d, \quad r \in (0, 2r_0],
\]
and (2.1) holds. The proof is complete.

The discussion of essentiality of the condition (E) in the above proposition continues in Remark 1 in the last section.

We close this section by giving the formal proof of Theorem 1.

Proof of Theorem 1. First observe that by monotonicity and strict positivity of functions $f$ and $\Psi$ one can easily extend the estimate (1.1) (b) to $r \in (0, R]$ for every $R > 2r_0$, possibly with a worse constant $L_2$ dependent on $f(R)$ and $\Psi(1/R)$. In particular, it holds for $r \in (0, 16r_0]$. Moreover, note that by Lemma 3 the condition (1.1) (b) implies (E). Therefore, the implication (1.1) $\Rightarrow$ (1.2) is a direct corollary from (the proofs of) Theorems 2 and 3. Indeed, (1.2) is a conjunction of (2.2) and (3.2) with the same $R = 4r_0$.

Consider now the implication (1.2) $\Rightarrow$ (1.1). If the both bounds in (1.2) hold, then the condition (1.1) (b) follows from Theorem 2 with some $r_0 > 0$. Therefore, as mentioned above, by Lemma 3 also the assumption (E) is satisfied, and the condition (1.1) (a) can be directly derived from Theorem 2 with the same $r_0$. $\square$

6. Further results, discussion and examples

In this section we discuss our results and some of their consequences in a more detail. In particular, we illustrate them by several examples.

6.1. Symmetric and absolutely continuous Lévy measures. We now illustrate the outcomes of our study with the Lévy measures with densities that are comparable to some specific profile functions. Our Theorem 1 is a consequence of the two separate results for small and large $x$ given in Theorems 2 and 3, respectively. Therefore, for more transparency, below we discuss these two theorems separately.

As we mentioned in Introduction, the case of small $x$ is somewhat better explored. In the example below we test Theorems 2 on some Lévy measures with the three different types of singularity at zero. Throughout this subsection we always assume that $f : [0, \infty) \to [0, \infty]$ is a nonincreasing profile function such that $f \cdot \mathbb{1}_{[0,1]} = \kappa$ with $\kappa : [0,1] \to (0, \infty]$ satisfying the conditions $\kappa(0) = \infty$ and $\kappa(1) < \infty$.

Example 1. Consider the following three types of Lévy measures $\nu(dx) = g(x)dx$ with $g(x) = g(-x) \asymp f(|x|)$, $x \in \mathbb{R}^d$, where the corresponding small jump profiles $\kappa$ are as follows.

1. $\kappa(r) = r^{-d}$ (low intensity of small jumps)
   or
2. $\kappa(r) = r^{-d-\alpha_1} \log (1 + 1/r)^{\alpha_2}$ if $\alpha_1 \in (0,2)$, $\alpha_2 \geq 0$ and $\kappa$ is nonincreasing function such that $\kappa(r) = r^{-d-\alpha_1} \log (1 + 1/r)^{\alpha_2}$ for $r$ close to zero if $\alpha_1 \in (0,2)$, $\alpha_2 < 0$
   or
3. $\kappa(r) = r^{-d-2} \log (1 + 1/r)^{-2}$ (high intensity of small jumps).

By direct calculations based on [21, Proposition 1], one can show that for the above three cases we have:

1. $\Psi(r) \asymp \log(1+r)$, $h(t) \asymp e^{-1/t}$,
2. $\Psi(r) \asymp r^{\alpha_1}(\log(1+r))^{-\alpha_2}$, $h(t) \asymp t^{1/\alpha_1} \left[ \log \left( 1 + \frac{1}{t} \right) \right]^{-\alpha_2/\alpha_1}$,
3. $\Psi(r) \asymp r^2 \log(1+r)$ (not $r^2(\log(1+r))^2$), $h(t) \asymp t^{1/2} \left[ \log \left( 1 + \frac{1}{t} \right) \right]^{-1/2}$,

whenever $r \geq 1$ and $t \in (0,1/\Psi(1))$. We thus see that the condition (2.1) is satisfied in the case (2) with $r_0 = 1/2$, but it fails for (1) and (3). Theorem 2 states that the small time sharp two sided bounds for small $x$ of the forms (2.1) are true for convolution semigroups with
Lévy measures as in (2) only. In the remaining cases, they should be expected in a different form. Note that in some sense the singularities at zero as in (1) and (3) are borderline for the Lévy measures that are required to satisfy \( \nu(\{ x : |x| < 1 \}) = \infty \) and \( \int_{|x| < 1} |x|^2 \nu(dx) < \infty \). Informally speaking, this means that the condition (2.1) is typical for the measures having some balance between these two integrability properties (cf. [3]). For some available results on the estimates for transition densities corresponding to Lévy processes with slowly varying characteristic exponent as in (1), we refer the reader to [4, pages 117-118]. Sharp small time estimates for small \( x \) for processes with high intensity of small jumps as in (3) are still an open and very interesting problem (see [27, 28] and the recent discussion in [21, page 22]).

The next remark is devoted to Proposition 1.

**Remark 1.** It is reasonable to ask how far are the bounds in (2.3) and (2.4) from (2.2) or, in other words, how essential is the condition (E) in the implications of Proposition 1. Consider the following observations.

1. First note that the condition (E) does not imply any of the conditions (2.3) and (2.4). Counterexamples are here the Lévy process with high intensities of small jumps. For instance, if the Lévy measure has the profile for small \( x \) as in Example 1 (3), then (E) holds true, but the estimates in (2.3) and (2.4) fail.

2. Also, when (E) does not hold, (2.4) does not imply any of the conditions (2.2) and (2.1). Indeed, for example the transition densities of the isotropic geometric \( \alpha \)-stable processes, \( \alpha \in (0, 2) \), in \( \mathbb{R}^d \) fulfill the estimates (see [4, Theorem 5.52])

\[
p_t(x) \gtrsim \frac{t}{|x|^{d-\alpha}}, \quad |x| \leq 1, \quad t \in (0, 1 \wedge d/(2\alpha)),
\]

which directly implies the upper bound in (2.4). However, in this case both conditions (2.1) and (2.2) fail. Since \( \Phi(\xi) = \log(1 + |\xi|^\alpha) \), also the assumption (E) does not hold.

3. Since, in general, (E) does not imply (2.3), one can ask if there are examples of processes with densities satisfying (2.3), for which (E) and both conditions (2.1) and (2.2) are not true. However, it seems to be very difficult to indicate or construct such an example. This problem remains open.

We now illustrate our Theorem 3. To shorten the formulations below, first we set some useful notation. Recall that by \( \kappa : [0, 1] \to (0, \infty] \) we denote a nonincreasing function such that \( \kappa(1) < \infty, \kappa(0) = \infty \). In the sequel we assume that

\[
m \geq 0, \quad \beta > 0, \quad 0 < c \leq \kappa(1)e^m
\]

and

\[
\delta \geq 0 \quad \text{when} \quad m > 0 \quad \text{and} \quad \delta > d \quad \text{when} \quad m = 0.
\]

Below we will consider the profiles \( f := f_{\kappa, m, \beta, \delta, c} \) where

\[
f_{\kappa, m, \beta, \delta, c}(s) = 1_{[0, 1]}(s) \cdot \kappa(s) + c 1_{(1, \infty)}(s) \cdot e^{-ms^\beta} s^{-\delta}, \quad s \geq 0.
\]

In general, a wider range of \( \delta \) can be considered in (21). However, we want \( f_{\kappa, m, \beta, \delta, c} \) to be a strictly positive and nonincreasing profile function for the sufficiently regular density of the Lévy measure. Therefore, in the remaining we always restrict our attention to the settings given by (19)–(20).

Consider the following convolution condition similar to (2.1) for functions \( f_{\kappa, m, \beta, \delta, c} \).
(F) There exists a constant $C = C(m, \beta, \delta) > 0$ such that
\[
\int_{|y-x|>1, |y|>1} f_{\kappa,m,\beta,\delta,c}(|y-x|) f_{\kappa,m,\beta,\delta,c}(|y|) dy \leq C f_{\kappa,m,\beta,\delta,c}(|x|), \quad |x| \geq 2.
\]

We will need the following proposition which gives the characterization of (F) in terms of defining parameters $\beta$ and $\delta$.

**Proposition 2.** Let (19)–(20) be satisfied. Then the condition (F) holds if and only if

(a) $m = 0$ and $\delta > d$

or

(b) $m > 0$, $\beta \in (0, 1)$ and $\delta \geq 0$

or

(c) $m > 0$, $\beta = 1$ and $\delta > (d + 1)/2$.

**Proof.** We first prove that the given restrictions of parameters imply the condition (F). Since the case $m = 0$ and $\delta > d$ is obvious, once we consider the case $m > 0$, $\beta \in (0, 1)$ and $\delta \geq 0$. To shorten the notation let $f := f_{\kappa,m,\beta,\delta,c}$. We start by justifying that for every $\beta \in (0, 1)$ and $\eta \geq 0$ there is $s_0 \geq 1$ such that
\[
(22) \quad u^\beta + v^\beta \geq (u + v)^\beta + \eta \log(u \wedge v), \quad u, v \geq s_0.
\]

This estimate is a consequence of the standard inequality
\[
(u \vee v)^\beta \geq (u + v)^\beta - \beta(u \wedge v)/(u \vee v)^{1-\beta}, \quad u, v > 0,
\]

and the fact that for any $\eta \geq 0$ we can find $s_0 \geq 1$ such that
\[
(1 - \beta)s^\beta \geq \eta \log s, \quad s \geq s_0.
\]

Indeed, with these inequalities, for every $u, v \geq s_0$, we get
\[
\begin{align*}
  u^\beta + v^\beta &= (u \vee v)^\beta + (u \wedge v)^\beta \geq (u + v)^\beta - \frac{\beta(u \wedge v)}{(u \vee v)^{1-\beta}} + (1 - \beta)(u \wedge v)^\beta + \beta(u \wedge v)^\beta \\
  &\geq (u + v)^\beta + \eta \log(u \wedge v) + \frac{\beta(u \wedge v)}{(u \vee v)^{1-\beta}} - \frac{\beta(u \wedge v)}{(u \vee v)^{1-\beta}} \\
  &\geq (u + v)^\beta + \eta \log(u \wedge v),
\end{align*}
\]

which is exactly (22).

Let now $\eta := ((d + 1 - \delta)/m) \vee 0$ and find $s_0 \geq 1$ such that the inequality in (22) holds (recall $\delta \geq 0$). When $s_0 > 1$ and $|x| \in [2, 2s_0]$ then the inequality in (F) holds by integrability and monotonicity properties of function $f$. Therefore we consider only the case $|x| \geq 2s_0$. With this we have
\[
\int_{|y-x|>1, |y|>1} f(|y-x|) f(|y|) dy \leq 2 \left( \int_{1<|y|\leq s_0} + \int_{s_0<|y|\leq |y-x|} \right) =: 2(I_1 + I_2).
\]

Since there is $c_1 > 0$ such that $f(s - s_0) \leq c_1 f(s)$ for every $s > 2s_0$, we get
\[
I_1 \leq f(|x| - s_0) \int_{|y|>1} f(|y|) dy \leq c_2 f(|x|).
\]
By the inequality \(22\) with \(\eta := ((d + 1 - \delta)/m) \vee 0\) applied to \(u = |y - x|\) and \(v = |y|\), we get
\[
I_2 = c_3 \int_{s_0 < |y| \leq |y - x|} e^{-m(||y - x||^2 + |y|^2)(|y - x||y|)^{-\delta}} dy
\leq c_4 e^{-m|y|^\delta |x|^{-\delta} \int_{1 < |y| \leq |y - x|} |y|^{-\delta - m} dy} \leq c_5 e^{-m|y|^\delta |x|^{-\delta} \int_{1 < |y|} |y|^{-d-1} dy} \leq c_6 f(|x|),
\]
which completes the proof of the first implication for \(\beta \in (0, 1)\) and \(\delta \geq 0\).

We now consider the most interesting case when \(m > 0\), \(\beta = 1\) and \(\delta > (d + 1)/2\). We will prove that with this range of parameters \((F)\) also holds true. When \(d = 1\), then this is an easy exercise. We consider only the case \(d \geq 2\). Observe that the condition \((F)\) is in fact isotropic in a sense that it depends on the norm of \(x\) only. Therefore we may and do assume that \(x = (x_1, 0, \ldots, 0)\) with \(x_1 > 2\). Let
\[
I := \int_{|y| > 1, |y - x| > 1} f(|y - x|) f(|y|) dy
= \int_{|y| > 1, y_1 < 1} + \int_{1 < y_1 \leq x_1 - 1} + \int_{|y - x| > 1, y_1 > x_1 - 1} = I_1 + I_2 + I_3.
\]

Note that both integrals \(I_1\) and \(I_3\) are bounded above by \(f(|x| - 1) \int_{|y| > 1} f(|y|) dy \leq c_7 f(|x|)\). Thus, it suffices to estimate the integral \(I_2\). Let \(y = (y_1, \ldots, y_d)\). By using spherical coordinates for \(d - 1\) integrals with respect to \(dy_2 \ldots dy_d\), we get
\[
I_2 = c_8 \int_{1 \leq y_1 \leq x_1 - 1} e^{-m(|y - x| + |y|)(|x - y||y|)^{-\delta}} dy
\leq c_9 |x|^{-\delta} \int_0^\infty \int_1^{x_1/2} e^{-m(\sqrt{(x_1 - s)^2 + r^2 + \sqrt{s^2 + r^2}})} \frac{r^{d-2}}{(s^2 + r^2)^{d/2}} ds dr.
\]

One can directly check that for \((s, r) \in [1, x_1/2] \times [0, \infty)\) we have
\[
\sqrt{(x_1 - s)^2 + r^2 + \sqrt{s^2 + r^2}} = x_1 + r \left(1 + \frac{1}{\sqrt{(x_1 - s)^2 + r^2 + x_1 - s}} + \frac{1}{\sqrt{s^2 + r^2 + s}}\right)
\geq x_1 + \frac{r^2}{\sqrt{s^2 + r^2 + s}} \geq x_1 + \frac{r^2}{\sqrt{s^2 + s^2 + s}}
\]
and, since \(|x| = x_1\), in consequence,
\[
I \leq c_{10} e^{-m|x||x|^{-\delta}} \int_1^{x_1/2} \int_0^\infty e^{-m \frac{s^{d-2}}{(s^2 + r^2)^{d/2}}} dr ds =: c_{11} e^{-m|x||x|^{-\delta}} J(x_1).
\]
It is enough to prove that the function \(J(x_1)\) given by the double integral above is bounded for all \(x_1 > 2\). By using the substitution \(r = \sqrt{s} u\), for every \(x_1 > 2\) we get
\[
J(x_1) = \int_1^{x_1/2} \int_0^\infty e^{-mu^2 \frac{1}{1 + u^2/s}} s^{d-2} u^{d-2} du ds \leq \int_0^\infty e^{-\frac{mu^2}{1 + u^2 + u^2/s}} s^{d-2} u^{d-2} du ds \leq \int_1^\infty e^{-\frac{mu^2}{1 + u^2 + u^2/s}} s^{d-1} s^{d-1 - \delta} ds.
\]
We see that the first integral on the right hand side of the above inequality is always finite, while the second one is convergent whenever \(\delta > (d + 1)/2\). This completes the proof of the first implication.

To justify the opposite implication, we show that if \(m > 0\), \(\beta > 1\), \(\delta \geq 0\) or if \(m > 0\), \(\beta = 1\) and \(\delta \in [0, (d + 1)/2]\), then the condition \((F)\) does not hold. Let \(m > 0\) and suppose first that
\[
\beta > 1 \text{ and } \delta \geq 0. \text{ For } |x| \geq 3 \text{ we have }
\]
\[
\int_{|y-x|<1} f(|y-x|) f(|y|) dy \geq c_{12} |x|^{-2\delta} e^{-m(|x|/2+1)^\beta} = c_{12} |x|^{-2\delta} e^{-2m(|x|/2+1)^\beta},
\]
and, consequently,
\[
\int_{|y-x|>1, |y|>1} f(|y-x|) f(|y|) dy \geq \frac{c_{13} |x|^{-\delta} e^{m(|x|/2-2(|x|/2+1)^\beta}} \to \infty, \quad \text{as } |x| \to \infty,
\]
which shows that (F) cannot hold.

Suppose now that \( \beta = 1 \) and \( \delta \in [0, (d+1)/2] \). We will show that also in this case (F) does not hold. As before, we consider only the case \( d \geq 2 \). With no loss of generality we assume that \( x = (2n, 0, \ldots, 0) \), for natural \( n \geq 2 \). By using spherical coordinates for \( d-1 \) integrals with respect to \( dy_2 \ldots dy_d \), where \( y = (y_1, \ldots, y_d) \), we get
\[
I := \int_{|y|>1, |y-x|>1} f(|y-x|) f(|y|) dy \geq \int_{1<|y|<n} e^{-m(|y-x|+|y|)(|x-y||y|)^{-\delta}} dy 
\]
\[
\geq c_{14} |x|^{-\delta} \int_0^\infty \int_1^n e^{-m(2n-s)^2+r^2+\sqrt{s^2+r^2}} \frac{r^{d-2}}{(s^2+r^2)^{\delta/2}} dr ds.
\]
The same argument as in [23] yields that for all \( (s, r) \in [1, n] \times [0, \infty) \) we have
\[
\sqrt{(2n-s)^2+r^2+\sqrt{s^2+r^2}} = 2n+r^2 \left( \frac{1}{\sqrt{(2n-s)^2+r^2+2n-s}} + \frac{1}{\sqrt{s^2+r^2+s}} \right) 
\]
\[
\leq 2n + \frac{2r^2}{\sqrt{s^2+r^2+s}} \leq 2n + \frac{r^2}{s}
\]
and, in consequence,
\[
I \geq c_{14} e^{-m|x|} |x|^{-\delta} \int_1^n \int_0^\infty e^{-\frac{ma^2}{s^2}} \frac{r^{d-2}}{(s^2+r^2)^{\delta/2}} dr ds.
\]
Denote the last double integral by \( I_n \). It is enough to show that \( I_n \to \infty \) as \( n \to \infty \). By using the substitution \( r = \sqrt{su} \), we get
\[
I_n = \int_1^n \int_0^\infty e^{-mu^2} \frac{d-1}{s^2} u^{d-2} du ds \geq \int_0^\infty e^{-mu^2} \frac{u^{d-2}}{(1+u^2)^{\delta/2}} du \cdot \int_1^n s^{d-1-\delta} ds.
\]
Since \( I_n \geq c_{15} \int_1^n s^{d-1-\delta} ds \), we see that \( I_n \to \infty \) as \( n \to \infty \) whenever \( \delta \leq (d+1)/2 \), which completes the proof of the proposition.

The next corollary shows that for symmetric Lévy processes with jump intensities comparable to radially nonincreasing functions \( f_{\kappa,m,\beta,\delta,\epsilon} \) the restriction of parameters given by Proposition 2 in fact characterizes the two sided bounds as in Theorem 3. Note that for the class of convolution semigroups considered in Corollary 9 the regularity condition (E) in fact depends only on the type of singularity of the function \( \kappa \) at zero.
Corollary 6. Assume that (19)–(20) hold. Let \( \nu(dy) = g(y)dy \) be a Lévy measure such that \( \nu(\mathbb{R}^d) = \infty \) and \( g(x) = g(-x) \approx f_{\kappa,m,\beta,\delta,c}(|x|), x \in \mathbb{R}^d \), and let \( b \in \mathbb{R}^d \). Assume, moreover, that the assumption (E) is satisfied with some \( \nu > 0 \). Then

\[
p_t(x + t b) \approx t \, f_{\kappa,m,\beta,\delta,c}(|x|), \quad |x| \geq R, \quad t \in (0,t_0],
\]

for some \( R > 0 \) and \( t_0 \leq t_p \) if and only if the one of the conditions (a), (b) or (c) in Proposition 2 holds.

Proof. The result is a direct consequence of Theorem 3 and Proposition 2. Indeed, under the assumption of the theorem, the condition (3.1) in Theorem 3 is equivalent to (F).

The above result applies to a large class of purely jump symmetric Lévy processes including the wide range of subordinate Brownian motions and more general unimodal Lévy processes. It not only gives a sharp bound for the decay of the corresponding transition density at infinity for small time, but also settles when exactly such a bound holds true. The most interesting examples are tempered Lévy processes with jump intensities exponentially and subexponentially localized at infinity. We cover a big subclass of tempered stable processes and others, even with more general intensities of small jumps that are remarkably different than stable one, whenever the condition (E) is satisfied.

Let us now briefly test our Theorem 3 with some exact examples of Lévy processes with Lévy measures absolutely continuous with respect to Lebesgue measure.

Example 2.

(1) One can see that in the case of the relativistic \( \alpha \)-stable process with parameter \( \vartheta > 0 \) (\( \alpha \in (0,2) \), \( \kappa(r) = r^{-d-\alpha} \), \( m = \vartheta^{1/\alpha} \), \( \beta = 1 \), \( \delta = (d+\alpha+1)/2 \) \( \text{[10]} \)) and the subexponentially and exponentially tempered \( \alpha \)-stable process (\( \alpha \in (0,2) \), \( \kappa(r) = r^{-d-\alpha} \), \( m > 0 \), \( \beta \in (0,1] \), \( \delta = d + \alpha \) \( \text{[31]} \)), the condition (3.1) holds, and the corresponding densities satisfy the two-sided small time sharp bounds as in (3.2).

(2) It is useful to see some other examples of \( \kappa \) different from \( r^{-d-\alpha} \) for which the background regularity assumption (E) in Theorem 2 (Corollary 6) is satisfied. One can check that it still holds true when \( \kappa \) is as in (2) and (3) of Example 1. In particular, this shows that the condition (E) covers a larger class of semigroups than (2.1). On the other hand, as we mentioned in Introduction, (E) does not hold when the characteristic exponent \( \Phi \) slowly varies at infinity. For instance, it fails for (1) in Example 1.

(3) When \( m > 0 \), \( \beta = 1 \) and \( \delta = 0 \) (e.g. Lamperti stable process \( \text{[6]} \)), then the convolution condition (3.1) (or, simply, (F)) does not hold and Theorem 3 (Corollary 6) states that the optimal bounds for large \( x \) of the transition densities have to be of different form (cf. Example 5).

6.2. More general Lévy measures. We now illustrate our Theorem 3 by discussing examples of (non-necessarily symmetric) Lévy processes with more general Lévy measures that are not absolutely continuous with respect to Lebesgue measure.

Example 3. (Product Lévy measures) Let \( m > 0 \), \( \beta \in (0,1] \) and \( \delta \geq 0 \) and let

\[
\kappa(r) := r^{-1-\alpha_1} \left[ \log \left( 1 + \frac{1}{r} \right) \right]^{-\alpha_2} \quad \text{for} \quad r \in (0,1] \quad \text{and} \quad \kappa(0) = \infty,
\]

where the parameters \( \alpha_1 \) and \( \alpha_2 \) satisfy
the correct rate is given by still an open problem. Available results allow to get the upper bound for large such that for some \( \gamma \),

\[
\nu(A) \asymp \int_{\mathbb{R}} \mu(d\theta) \left( \int_0^1 \mathbf{1}_A(s\theta)\kappa(s)ds + c \int_1^\infty \mathbf{1}_A(s\theta)s^{-\delta}e^{-ms^\beta}ds \right),
\]

where \( c = \kappa(1)e^m \) and \( \mu \) is a nondegenerate measure on \( \mathbb{S} \) (sometimes called spectral measure) such that

\[
\mu(\mathbb{S} \cap B(\theta, \rho)) \leq c_1 \rho^{\gamma-1}, \quad \theta \in \mathbb{S}, \quad \rho > 0,
\]

for some \( \gamma \in [1, d] \). Let moreover \( b \in \mathbb{R}^d \).

Estimates of transition densities of convolution semigroups corresponding to such Lévy measures have been studied in \cite{35, 36, 21}, but the optimal small time bounds for large \( x \) were still an open problem. Available results allow to get the upper bound for large \( x \) with the rate \( |x|^{1-\gamma-\delta}e^{-m|x|^\beta} \), for some constant \( c_2 \in (0, 1) \), and they cannot answer the question whether the correct rate is given by \( |x|^{1-\gamma-\delta}e^{-m|x|^\beta} \). In particular, \cite{21} Theorem 1 yields

\[
p_t(x + tb_{h(t)}) \leq c_3 t \left[ h(t) \right]^{\gamma-d} |x|^{1-\gamma-\delta}e^{-m|x|^\beta}, \quad t \in (0, 1], \quad |x| \geq R > 0,
\]

with

\[
h(t) \asymp \begin{cases} t^{\frac{1}{4\gamma}} \left[ \log \left( 1 + \frac{1}{t} \right) \right]^{-\frac{\alpha_1}{\gamma}} & \text{for } \alpha_1 \in (0, 2), \alpha_2 \in \{-2, 0, 2\}, \\ t^{\frac{1}{2\gamma}} \left[ \log \left( 1 + \frac{1}{t} \right) \right]^{-\frac{1}{\gamma}} & \text{for } \alpha_1 = \alpha_2 = 2 \end{cases}, \quad t \in (0, 1].
\]

On the other hand, one can derive from \cite{21} Theorem 2 that if, furthermore, \( \mu \) is symmetric and for some finite set \( D_0 = \{ \theta_1, \theta_2, ..., \theta_n \} \subset \mathbb{S}, n \in \mathbb{N} \), and the positive constants \( c_4, \rho_0 \) we have

\[
\mu(\mathbb{S} \cap B(\theta, \rho)) \geq c_4 \rho^{\gamma-1}, \quad \theta \in D_0, \quad \rho \in (0, \rho_0],
\]

then there is \( R \geq 1 \) such that

\[
p_t(x + tb_{h(t)}) = p_t(x + tb) \geq c_5 t \left[ h(t) \right]^{\gamma-d} |x|^{1-\gamma-\delta}e^{-m|x|^\beta}, \quad t \in (0, 1], \quad x \in D,
\]

where \( D = \{ x \in \mathbb{R}^d : x = r\theta, r \geq R, \theta \in D_0 \} \). Therefore, it is reasonable to ask what is the sharpest possible upper bound for the decay rate at infinity (cf. Example 5 below).

Our present Theorem 4 gives an answer to this problem. Indeed, whenever \( \beta \in (0, 1) \) and \( \delta \geq 0 \), or \( \beta = 1 \) and, at least, \( \delta > 1 \), then it states that

\[
p_t(x + tb_{h(t)}) \leq c_6 t \left[ h(t) \right]^{\gamma-d} |x|^{1-\gamma-\delta}e^{-m|x|^\beta}, \quad t \in (0, 1], \quad |x| \geq 4.
\]

We now verify all assumptions of Theorem 4 in this case. Denote \( g(r) := \kappa(r)\mathbf{1}_{0<r\leq 1} + cr^{-\delta}e^{-mr^\beta}\mathbf{1}_{r>1} \), and consider first the integral \( \int_0^r s^2q(s)ds, r > 0 \). For \( r \in (0, 1] \) we have

\[
g(r) := \int_0^r s^2\kappa(s)ds \asymp \begin{cases} r^{2-\alpha_1} \left[ \log \left( 1 + \frac{1}{r} \right) \right]^{-\alpha_2} & \text{for } \alpha_1 \in (0, 2), \alpha_2 \in \{-2, 0, 2\}, \\ \left[ \log \left( 1 + \frac{1}{r} \right) \right]^{-1} & \text{for } \alpha_1 = \alpha_2 = 2, \end{cases}
\]

while for \( r > 1 \) we get \( g(r) = g(1) + \int_1^r s^2e^{-s^\beta}ds \asymp c_7 \). Thus, by \cite{21} Corollaries 2 and 3

\[
\Re(\Phi(\xi)) \asymp |\xi|^2g(1/|\xi|), \quad \xi \in \mathbb{R}^d \setminus \{0\},
\]
and, consequently, by checking that (15) holds, we can verify that the assumption (E) is satisfied for all \( t \in (0, 1] \). Moreover, by direct calculation using (26) and the asymptotic formulas above, one can derive the asymptotics for \( h(t) \), \( t \in (0, 1] \), as in (25).

Also, it can be verified that for every \( A \in \mathcal{B}(\mathbb{R}^d) \) with \( \delta_A := \text{dist}(A, 0) > 0 \) we have

\[
\nu(A) \leq c_8 \delta_A^{1-\gamma} \left( \kappa(\delta_A) \mathbf{1}_{0<\delta_A \leq 1} + c_8 \delta_A^{-\delta} e^{-m\delta_A} \mathbf{1}_{\delta_A > 1} \right) \left( \text{diam}(A) \right)^{\gamma},
\]

which means that the assumption (D) holds with the function

\[
f(r) := \kappa(r) r^{1-\gamma} \mathbf{1}_{0<r \leq 1} + cr^{1-\gamma-\delta} e^{-m r^\delta} \mathbf{1}_{r>1}
\]

and the given \( \gamma \).

By Lemma 7 below also the convolution condition in (C) for \( r_0 = 1 \) and such \( f \) is satisfied when \( \beta \in (0, 1) \) and \( \delta \geq 0 \), or \( \beta = 1 \) and \( \delta > 1 \). The second part of (C) is an easy consequence of (26). Indeed, for \( r \in (0, 1] \) we have

\[
f(r)r^\gamma = r \kappa(r) \asymp r^{-\alpha_1} \left( \log \left( 1 + \frac{1}{r} \right) \right)^{-\alpha_2} \asymp \Psi(1/r)
\]

for \( \alpha_1 \in (0, 2) \) and

\[
f(r)r^\gamma = r \kappa(r) \asymp r^{-2} \left( \log \left( 1 + \frac{1}{r} \right) \right)^{-2} \asymp \Psi(1/r)
\]

for \( \alpha_1 = 2 \). This completes the verification of assumptions of Theorem 4.

We now prove the auxiliary lemma which was needed in the previous example.

**Lemma 7.** Let \( m > 0 \), \( \beta \in (0, 1) \) and \( \delta \geq 0 \) and let \( \nu \) be a Lévy measure such that for every \( A \in \mathcal{B}(\mathbb{R}^d) \) with \( \text{dist}(A, 0) > 1 \)

\[
\nu(A) \asymp \int_S \int_1^\infty \mathbf{1}_{A}(s\theta)s^{-\delta} e^{-ms^\delta} ds \mu(d\theta),
\]

where \( \mu \) is a measure on \( S \) such that there is \( \gamma \in [1, d] \) for which

\[
\mu(S \cap B(\theta, \rho)) \leq c \rho^{\gamma-1}, \quad \theta \in S, \quad \rho > 0,
\]

with some constant \( c > 0 \). Let \( f(r) = r^{1-\gamma-\delta} e^{-m r^\delta} \) for \( r > 1 \). When \( \beta \in (0, 1) \) and \( \delta \geq 0 \) or \( \beta = 1 \) and, at least, \( \delta > 1 \), then there is a constant \( L_1 > 0 \) such that we have

\[
\int_{|y-x|>1, \ |y|>r} f(|y-x|)\nu(dy) \leq L_1 f(|x|) \Psi(1/r), \quad r \in (0, 1], \ |x| > 2.
\]

**Proof.** By (14), for \( |x| \geq 2 \) and \( r \in (0, 1] \), we have

\[
\int_{|y-x|>1, \ |y|>r} f(|y-x|)\nu(dy) \leq cf(|x| - 1) \Psi(1/r) + \int_{|y-x|>1, \ |y|>1} f(|y-x|)\nu(dy)
\]

\[
\leq c_1 f(|x|) \Psi(1/r) + I,
\]

where

\[
I = \int_S \int_1^\infty \mathbf{1}_{B(x,1)\cap (s\theta)} f(|s\theta-x|) f(|s\theta|) s^{\gamma-1} ds \mu(d\theta).
\]
Let first $\beta \in (0,1)$ and $\delta \geq 0$. Denote $\eta := 2/m$ and find $s_0 \geq 1$ for which the inequality \eqref{eq:22} holds with such $\eta$. Note that for $|x| \in [2,2s_0]$ the desired inequality easily follows from properties of the function $f$ and it is enough to consider $|x| > 2s_0$. Let

$$I = \int_S \left( \int_{f_1}^{s_0} 1_{B(x,s_0) \cap B(1,1)^c}(s\theta) + \int_{s_0}^{\infty} 1_{B(x,s_0)^c}(s\theta) \right) f(|s\theta - x|) f(|s\theta|) s^{-1} ds \mu(d\theta)$$

$$=: I_1 + I_2 + I_3.$$  

By the fact that $f(|x| - s_0) \leq c_2 f(|x|)$ for $|x| > 2s_0$, we get

$$I_1 \leq c_2 f(|x| - s_0) \mu(S) \int_{s_0}^{\infty} f(s) s^{\gamma - 1} ds \leq c_3 f(|x|) \Psi(1/r), \quad r \in (0,1].$$

Since $\int_S \int_{f_1}^{\infty} 1_{B(x,s_0) \cap B(1,1)^c}(s\theta) s^{\gamma - 1} ds \mu(d\theta) \leq c_4 < \infty$ for every $|x| > 2s_0$, we also get

$$I_2 \leq f(1) f(|x| - s_0) \int_S \int_{f_1}^{\infty} 1_{B(x,s_0) \cap B(1,1)^c}(s\theta) s^{\gamma - 1} ds \mu(d\theta) \leq c_5 f(|x|) \Psi(1/r), \quad r \in (0,1].$$

Thus, it is enough to estimate $I_3$. To this end, we use the inequality \eqref{eq:22} for $u = |x - \theta|$ and $v = |s\theta|$. Similarly as in the first part of the proof of Proposition \ref{prop:2}, we get

$$I_3 \leq c_6 e^{-m|x|^\beta} \int_S \int_{s_0}^{\infty} 1_{B(x,s_0)^c}(s\theta)(|s\theta - x| \land |s\theta|)^{1 - \gamma - \delta} s^{\gamma - 1} ds \mu(d\theta)$$

and one can directly show that the last double integral is bounded by $c_7 |x|^{1 - \gamma - \delta}$ for all $|x| \geq 2s_0$. Therefore, finally we obtain that $I_3 \leq c_8 f(|x|) \Psi(1/r)$ for all $r \in (0,1]$, which completes the proof of the lemma for $\beta \in (0,1)$.

Let now $\beta = 1$. In this case, we directly have

$$I \leq c_9 e^{-m|x|^\beta} \int_S \int_{f_1}^{\infty} 1_{B(1,1)^c}(s\theta)(|s\theta - x| \land |s\theta|)^{1 - \gamma - \delta} s^{\gamma - 1} ds \mu(d\theta)$$

and when, at least, $\delta > 1$, the last double integral again is bounded by $c_{10} |x|^{1 - \gamma - \delta}$ for all $|x| \geq 2$. Therefore, again, the desired bound holds and the proof of the lemma is complete. \hfill $\square$

The next example is devoted to purely discrete Lévy measures.

**Example 4. (Discrete Lévy measures)** Let $\{v_n : n = 1, \ldots, k_0\}$ be a family of $k_0 \in \mathbb{N}$, $k_0 \geq d$, vectors in $\mathbb{R}^d$ such that $\lim \{v_n : n = 1, \ldots, k_0\} = \mathbb{R}^d$ and let $b \in \mathbb{R}^d$. For $q > 0$ denote

$$A_q = \{x \in \mathbb{R}^d : x = 2^n v_k, \quad n \in \mathbb{Z}, \quad k = 1, \ldots, k_0\}$$

and

$$f(s) := 1_{[0,1]}(s) \cdot s^{-\alpha/q} + e^m 1_{(1,\infty)}(s) \cdot e^{-ms^\delta}s^{-\delta}, \quad s > 0,$$

with $m > 0$, $\beta \in (0,1]$, $\delta > 0$ and $\alpha \in (0, 2q)$. Let

$$\nu(dy) := \int_{\mathbb{R}^d} f(|y|) \delta_{A_q}(dy) = \sum_{y \in A_q} f(|y|) .$$

Clearly, $\nu$ is a not necessarily symmetric purely atomic Lévy measure. By \cite{17} Proposition 1 we can easily check that in this case $\Re \Phi(\xi) \asymp |\xi|^2 \land |\xi|^{\alpha/q}$, $\xi \in \mathbb{R}^d \setminus \{0\}$, and $h(t) \asymp t^q/\alpha$, $t \in (0,1]$. Thus the assumption \text{(E)} is satisfied for all $t \in (0,1]$. Moreover, one can see that also the domination property \text{(D)} holds exactly with the function $f$ and $\gamma = 0$.

Some upper bound of transition densities in this case have been recently obtained: it follows from \cite{17} Theorem 1 that

$$p_t(x + tb(t)) \leq c t^{-\frac{d\alpha}{\alpha}}(1 \land tf(|x|/4)), \quad x \in \mathbb{R}^d, \quad t \in (0,1],$$

where $c > 0$ and $1 \land tf(|x|/4)$ represents the minimum of 1 and $tf(|x|/4)$.\hfill $\square$
On the other hand, under the additional assumption that $\nu$ is symmetric (i.e., for every $v \in \{v_n : n = 1, \ldots, k_0\}$ we have $-v \in \{v_n : n = 1, \ldots, k_0\}$), by [21] Theorem 2] we also obtain

$$p_t(x + t b(t)) = p_t(x + t b) \geq c_1 t^{-\frac{d}{2}} \left(1 \wedge t f(|x|)\right), \quad x \in A_q, \quad t \in (0, 1].$$

As in the previous example, arguments in [21] and other available results allow to get the upper bound for large $x$ with the rate $|x|^{-\delta} e^{-m c_2 |x|^{\alpha}}$, for some constant $c_2 \in (0, 1)$, but not exactly $|x|^{-\delta} e^{-m |x|^{\alpha}}$. Our present Theorem says that in this case the optimal rate for large $x$ is indeed given by $|x|^{-\delta} e^{-m |x|^{\alpha}}$ for all $m > 0$, $\beta \in (0, 1]$, $\delta > 0$ and $\alpha \in (0, 2q)$. In particular, we have

$$p_t(x + t b(t)) \leq c_3 t^{-\frac{d}{2}} \left(1 \wedge t f(|x|)\right), \quad x \in \mathbb{R}^d, \quad t \in (0, 1].$$

To justify this, it is enough to check the convolution condition in (C). As before, it suffices to see that for some constant $c_4 > 0$

$$\sum_{y \in A_q \cap B(0, 1)^c \cap B(x, 1)^c} f(|x - y|) f(|y|) \leq c_4 f(|x|), \quad |x| \geq 2.$$

The left hand side is not larger than

$$e^{-m |x|^{\alpha}} \left(\sum_{y \in A_q \cap \{y : 1 < |y| \leq |y - x|\}} (|x - y|) |y|) + \sum_{y \in A_q \cap \{y : 1 < |y - x| < |y|\}} (|x - y|) |y|^{-\delta}\right) \leq c_5 e^{-m |x|^{\alpha}} |x|^{-\delta} \left(\sum_{y \in A_q \cap \{y : 1 < |y| \leq |y - x|\}} |y|^{-\delta} + \sum_{y \in A_q \cap \{y : 1 < |y - x| < |y|\}} |x - y|^{-\delta}\right) \leq c_4 e^{-m |x|^{\alpha}} |x|^{-\delta},$$

which completes the justification.

6.3. Sharpness of the convolution condition (C). We now compare the convolution condition in (C) for small $r$ with the assumption (P) proposed recently in [21]. In Proposition 3 and Example 5 below we show that (C) always implies the inequality in (P) for the same range of $r \in (0, r_0]$ and $s \geq 8 r_0$, but there are Lévy measures and corresponding functions $f$ satisfying (P), for which (C) fails. Note that the following result does not require the condition (D).

**Proposition 3.** Let $\nu$ be a Lévy measure and let $f : [0, \infty) \to (0, \infty]$ be a nonincreasing function such that there is $r_0 > 0$ and a constant $L_1$ satisfying

$$\int_{|x - y| > r_0, \ |y| > r} f(|y - x|) \nu(dy) \leq L_1 \Psi(1/r) f(|x|), \quad |x| \geq 2 r_0, \quad r \in (0, r_0].$$

Then there exists an absolute constant $M > 0$ such that

$$\int_{|y| > r} f \left(s \wedge |y| - \frac{|y|}{2}\right) \nu(dy) \leq M \Psi(1/r) f(s), \quad s \geq 8 r_0, \quad r \in (0, r_0].$$

**Proof.** We use the standard covering argument. First we introduce the two types of covers which will be used below. Let

$$n_0(d) := \inf \{n \in \mathbb{N} : \exists (x_k)_{k=1}^n \subset B(0, 1)^c \text{ s.t. } \forall 1 \leq i \leq n$$

$$\exists 1 \leq j \leq n, \ 1/4 < |x_i - x_j| < 3/8 \text{ and } B(0, 2) \cap B(0, 1)^c \subset \bigcup_{k=1}^n B(x_k, 1/2)\}$$

...
and

\[ n_1(d) := \inf \left\{ n \in \mathbb{N} : \exists (z_k)_{k=1}^n \subset S \text{ s.t. } S \subset \bigcup_{k=1}^n B(z_k, 1/4) \right\}. \]

Also, for \( 0 \neq z \in \mathbb{R}^d \) we denote

\[ \Gamma_z := \left\{ y \in \mathbb{R}^d : \left| y - \frac{|y|}{|z|} z \right| \leq \frac{|y|}{4} \right\}. \]

With this, we may and do choose a finite sequence of points \((x_k)_{k=1}^{n_0} \subset B(0, 1)^c\) such that for every \( s > 0 \) we have \( B(0, 2s) \cap B(0, s)^c \subset \bigcup_{k=1}^{n_0} B(s x_k, s/2) \) and for every \( x_i \in (x_k)_{k=1}^{n_0} \) there is another \( x_j \in (x_k)_{k=1}^{n_0} \) such that \( s/4 < |s x_i - s x_j| < 3s/8 \).

Similarly, we may and do find a sequence of points \((z_k)_{k=1}^{n_1} \subset S\) such that for every \( s > 0 \) we have \( B(0, s) \subset \bigcup_{k=1}^{n_1} \Gamma_{s z_k} \). To verify the latter assertion it is enough to see that for every \( 0 \neq y \in B(0, s) \) there is \( z_i \in (z_k)_{k=1}^{n_1} \) such that \((s/|y|) y \in B(s z_i, s/4)\). Thus \(|y - (|y|/|s z_i|) s z_i| = ((|y|/s)|(s/|y|) y - s z_i|) \leq ((|y|/s)(s/4) = |y|/4\) and, consequently, \( y \in \Gamma_{s z_i} \).

We now apply the both covers above to estimate the integral on the left hand side of (28). Let \( r \in (0, r_0] \) and \( s \geq 8r_0 \) be fixed. We have

\[
\int _{|y|>r} f \left( s \vee |y| - \frac{|y|}{2} \right) \nu(dy) = \int _{|y|<4r_0} + \int _{4r_0 \leq |y|<s} + \int _{s \leq |y|<2s} + \int _{|y|\geq2s} =: I_1(s) + I_2(s) + I_3(s) + I_4(s).
\]

Clearly, by Lemma 1 (a) and (b), we have

\[ I_1(s) \leq f(s - 2r_0)\nu(B(0, r)^c) \leq cf(s)\Psi(1/r) \]

and

\[ I_4(s) \leq f(s)\nu(B(0, 2s)^c) \leq \nu(B(0, r)^c)f(s) \leq c_1 f(s)\Psi(1/r). \]

Hence, it is enough to estimate \( I_2(s) \) and \( I_3(s) \). We first consider \( I_3(s) \). By using the first cover related to \( n_0(d) \) introduced above, we have

\[
I_3(s) \leq \sum_{k=1}^{n_0} \left( \int _{|y|\geq s, s/8<|y-sx_k|<s/2} f \left( \frac{|y|}{2} \right) \nu(dy) \right.

+ \left. \int _{|y|\geq s, |y-sx_k|\leq s/8} f \left( \frac{|y|}{2} \right) \nu(dy) \right)
\]

Recall that the above cover is choosen in a way that for every \( x_i \in (x_k)_{k=1}^{n_0} \) we may find another \( x_j \in (x_k)_{k=1}^{n_0} \) such that \( \overline{B}(s x_i, s/8) \subset B(s x_j, s/2) \setminus \overline{B}(s x_j, s/8) \). By this fact we may be sure that

\[
I_3(s) \leq \sum_{k=1}^{n_0} n_k \int _{|y|\geq s, s/8<|y-sx_k|<r/2} f \left( \frac{|y|}{2} \right) \nu(dy),
\]

where \( n_k - 1 \geq 0 \) is a number of small balls \( B(s x_i, s/8) \) covered by \( B(s x_k, s/2) \setminus \overline{B}(s x_k, s/8) \) for given \( k \) (we assume that each ball \( B(s x_i, s/8) \) is covered once). Clearly, \( \sum_{k=1}^{n_0} n_k = 2n_0 \). Now
since for \( y \in B(0, s)^c \cap B(sx_k, s/2) \) we have \(|y - sx_k| < s/2 \leq |y|/2\), we get

\[
I_3(s) \leq \sum_{k=1}^{n_0} n_k \int_{|y| \geq s} f(|y - sx_k|) \nu(dy)
\]

\[
\leq \sum_{k=1}^{n_0} n_k \int_{|y| > r_0, \ r_0 < |y - sx_k|} f(|y - sx_k|) \nu(dy)
\]

and by (27) and monotonicity of \( \Psi \), we finally obtain

\[
I_3(s) \leq L_1 \Psi(1/r) \sum_{k=1}^{n_0} n_k f(|sx_k|) \leq c_2 f(s) \Psi(1/r).
\]

It remains to estimate \( I_2(s) \). This will be done by using the second cover related to \( n_1(d) \). With this we have

\[
I_2(s) \leq \sum_{k=1}^{n_1} \int_{\{y: 4r_0 < |y| < s \cap \Gamma_{sz_k}\}} f(s - |y|/2) \nu(dy).
\]

Whenever \(|y| > 4r_0 \) and \( y \in \Gamma_{sz_k} \) for some \( k \in \{1, ..., n_1\} \), we have

\[
s - |y|/2 = s - (3/4)|y| + |y|/4 > (4r_0)/4 + (s - |y|) + |y|/4
\]

\[
\geq |(s + r_0)z_k - sz_k| + sz_k - (|y|/s)(sz_k) + |(|y|/s)(sz_k) - y|
\]

\[
\geq |(s + r_0)z_k - y|
\]

and, finally,

\[
I_2(s) \leq \sum_{k=1}^{n_1} \int_{\{y: 4r_0 < |y| < s \cap \Gamma_{sz_k}\}} f(|(s + r_0)z_k - y|) \nu(dy)
\]

\[
\leq \sum_{k=1}^{n_1} \int_{|y| > r_0, \ |(s + r_0)z_k - y| > r_0} f(|(s + r_0)z_k - y|) \nu(dy).
\]

One more use of (27) and monotonicity of \( \Psi \) gives

\[
I_2(s) \leq L_1 \sum_{k=1}^{n_1} f(|(s + r_0)z_k|) \Psi(1/r_0) \leq c_3 f(s) \Psi(1/r).
\]

The proof is complete.

We now give some examples for which the opposite implication in Proposition 3 does not hold.

**Example 5.** Let \( \nu(dy) = g(y)dy \) be a Lévy measure such that \( g(y) = g(-y) \propto |y|^{-d-\alpha}(1 + |y|^{d+\delta}e^{-m|x|^d}) \) for \( y \in \mathbb{R}^d \setminus \{0\} \), where \( m > 0, \ \beta \in (0, 1], \ \alpha \in (0, 2), \ \delta \geq 0 \) (for simplicity we assume here that \( b = 0 \)). One can directly check that for this range of parameters the condition (P) is always satisfied for all \( r > 0 \) and \( s > 0 \) while, as proved in Proposition 2, the condition (C) does not hold when \( \beta = 1 \) and \( \delta \leq (d + 1)/2 \). By using [21] Theorems 1-2 (cf. [22] [8]) we obtain that for all \( m > 0, \ \beta \in (0, 1], \ \alpha \in (0, 2) \) and \( \delta \geq 0 \) it holds that

\[
c_1 \left( t^{-d/\alpha} \wedge t g(x) \right) \leq p_t(x) \leq c_2 \left( t^{-d/\alpha} \wedge t g(x/4) \right), \quad x \in \mathbb{R}^d, \quad t \in (0, 1].
\]

Similarly as in the examples discussed in the previous section, this bound may suggest that the correct decay rate of \( p_t(x) \) at infinity is again given exactly by \( g(x) \). However, our Theorem
Corollary states that when $\beta = 1$ and $\delta \leq (d + 1)/2$ then $g(x/4)$ in the upper bound for large $x$ cannot be replaced by $c_3g(x)$ for any $c_3 > 0$. This means that in this case the lower estimate is too weak and the correct two-sided bound for densities $p_t(x)$ is of different form! The case $\beta = 1$ and $\delta = (d + 1)/2$ determines some kind of 'phase transition' in the dynamics of the convolution semigroups $(P_t)$. This subtle dichotomy phenomena cannot be seen from the previously known results on the asymptotic behaviour of the kernels of jump processes (see e.g. 35, 36, 3, 8, 25, 21, 22), but also it cannot be definitively explained at this stage of our study. We close the discussion by recalling that this range of parameters also involves some well known and important classes of tempered Lévy processes such as Lamperti stable ones and others, for which the optimal bounds of densities are still an open problem.

REFERENCES

[1] R. M. Blumenthal and R. K. Getoor, Some theorems on stable processes, Trans. Amer. Math. Soc. 95, 263–273 (1960).
[2] K. Bogdan, T. Jakubowski, Estimates of heat kernel of fractional Laplacian perturbed by gradient operators, Comm. Math. Phys. 271 (1), 179–1982 (2007).
[3] K. Bogdan, T. Grzywny, M. Ryznar, Density and tails of unimodal convolution semigroups, to appear in J. Funct. Anal.
[4] K. Bogdan et al, Potential Analysis of Stable Processes and its Extensions (ed. P. Graczyk, A. Stós), Lecture Notes in Mathematics 1980, Springer, Berlin, 2009.
[5] K. Bogdan, P. Sztonyk, Estimates of potential kernel and Harnack’s inequality for anisotropic fractional Laplacian, Stud. Math. 181, No. 2, 101–123 (2007).
[6] M. E. Caballero, J. C. Pardo, J. L. Pérez, On Lamperti stable processes, Probab. Math. Stat. 30 (1), 1–28 (2010).
[7] R. Carmona, W.C. Masters, B. Simon Relativistic Schrödinger operators: asymptotic behaviour of the eigenfunctions, J. Funct. Anal. 91, 117–142 (1990).
[8] Z.-Q. Chen, P. Kim, T Kumagai, Global Heat Kernel Estimates for Symmetric Jump Processes, Trans. Amer. Math. Soc. 363, no. 9, 5021–5055 (2011).
[9] Z.-Q. Chen, T. Kumagai, Heat kernel estimates for jump processes of mixed types on metric measure spaces, Probab. Theory Relat. Fields 140, No. 1-2, 277–317 (2008).
[10] Z.-Q. Chen, P. Kim, R. Song, Sharp Heat Kernel Estimates for Relativistic Stable Processes in Open Sets, Annals of Probability 40 (1), 213–244 (2012).
[11] J. Dziubański, Asymptotic behaviour of densities of stable semigroups of measures, Probab. Theory Related Fields 87, 459–467 (1991).
[12] P. Glowacki Lipschitz continuity of densities of stable semigroups of measures, Colloq. Math. 66, No.1, 29–47 (1993).
[13] P. Glowacki, W. Hebisch, Pointwise estimates for densities of stable semigroups of measures, Studia Math. 104, 243–258 (1993).
[14] T. Grzywny, On Harnack inequality and Hölder regularity for isotropic unimodal Lévy processes, to appear in Potential Anal., DOI 10.1007/s11118-013-9360-y.
[15] S. Hiraba, Asymptotic behaviour of densities of multi-dimensional stable distributions, Tsukuba J. Math. 18, No.1, 223–246 (1994).
[16] S. Hiraba Asymptotic estimates for densities of multi-dimensional stable distributions, Tsukuba J. Math. 27 no. 2, 261–287 (2003).
[17] N. Jacob, Pseudo differential operators and Markov processes. Vol. I : Fourier analysis and semigroups. Imperial College Press, London 2001.
[18] N. Jacob, V. Knopova, S. Landwehr, R. Schilling, A geometric interpretation of the transition density of a symmetric Lévy process, Sci. China Math. 55, no. 6, 1099–1126 (2012).
[19] K. Kaleta, J. Lőrinczi, Pointwise eigenfunction estimates and intrinsic ultracontractivity-type properties of Feynman-Kac semigroups for a class of Lévy processes, to appear in Ann. Probab., arXiv:1209.4220.
[20] K. Kaleta, P. Sztonyk, Upper estimates of transition densities for stable-dominated semigroups, J. Evol. Equ. 13 (3), 633–650 (2013).
[21] K. Kaleta, P. Sztonyk, Estimates of transition densities and their derivatives for jump Lévy processes, preprint 2013, arXiv:1307.1302.
[22] V. Knopova, Compound kernel estimates for the transition probability density of a Lévy process in $\mathbb{R}^n$, preprint 2013, arXiv:1310.7081.
[23] V. Knopova, A. Kulik, Exact asymptotic for distribution densities of Lévy functionals, Electronic Journal of Probability 16, 1394–1433 (2011).
[24] V. Knopova, R. Schilling, A note on the existence of transition probability densities for Lévy processes, Forum Math. 25 (1), 125–149 (2013).
[25] V. Knopova, R. Schilling, Transition density estimates for a class of Lévy and Lévy-type processes, J. Theoret. Probab. 25 (1), 144–170 (2012).
[26] T. Kulczycki, M. Ryznar, Gradient estimates of harmonic functions and transition densities for Lévy processes, Trans. Amer. Math. Soc., to appear, arXiv:1307.7158.
[27] A. Mimica, Heat kernel upper estimates for symmetric jump processes with small jumps of high intensity, Potential Anal. 36, no. 2, 203–222 (2012).
[28] A. Mimica, Harnack Inequality and Hölder Regularity Estimates for a Lévy Process with Small Jumps of High Intensity, J. Theoret. Probab. 26, no. 2, 329–348 (2013).
[29] J. Picard, Density in small time at accessible points for jump processes, Stochastic Process. Appl. 67, no. 2, 251–279 (1997).
[30] W.E. Pruitt, S.J. Taylor, The potential kernel and hitting probabilities for the general stable process in $\mathbb{R}^N$, Trans. Amer. Math. Soc. 146, 299–321 (1969).
[31] J. Rosiński, Tempering stable processes, Stochastic Process. Appl. 117 (6), 677–707 (2007).
[32] K.-I. Sato, Lévy Processes and Infinitely Divisible Distributions, Cambridge University Press, 1999.
[33] R. Schilling, P. Sztonyk and J. Wang, Coupling property and gradient estimates for Lévy processes via the symbol, Bernoulli 18, 1128–1149 (2012).
[34] P. Sztonyk, Regularity of harmonic functions for anisotropic fractional Laplacians, Math. Nachr. 283 No. 2, 289–311 (2010).
[35] P. Sztonyk, Estimates of tempered stable densities, J. Theoret. Probab. 23 no. 1, 127–147 (2010).
[36] P. Sztonyk, Transition density estimates for jump Lévy processes, Stochastic Process. Appl. 121, 1245–1265 (2011).
[37] T. Watanabe, The Isoperimetric Inequality for Isotropic Unimodal Lévy Processes, Probab. Theory Relat. Fields 63, 487–499 (1983).
[38] T. Watanabe, Infinite divisibility and generalized subexponentiality, Bernoulli 11 (3), 445–469 (2005).
[39] T. Watanabe, Asymptotic estimates of multi-dimensional stable densities and their applications, Trans. Am. Math. Soc. 359, No. 6, 2851–2879 (2007).
[40] T. Watanabe, Local subexponentiality and self-decomposability, J. Theor. Probab. 23, 1039–1067 (2010).

Kamil Kaleta, Institute of Mathematics, University of Warsaw, ul. Banacha 2, 02-097 Warszawa and Institute of Mathematics and Computer Science, Wrocław University of Technology, Wyb. Wyspińskiego 27, 50-370 Wrocław, Poland
E-mail address: kamil.kaleta@pwr.wroc.pl, kkaleta@mimuw.edu.pl

Paweł Sztonyk, Institute of Mathematics and Computer Science, Wrocław University of Technology, Wyb. Wyspińskiego 27, 50-370 Wrocław, Poland
E-mail address: pawel.sztonyk@pwr.wroc.pl