We theoretically study electro-optic light modulation based on a quantum model where the linear electro-optic effect and the externally applied microwave field result in the interaction between optical cavity modes. The model assumes that the number of interacting modes is finite and effects of the mode overlapping coefficient on the strength of the intermode interaction can be taken into account through dependence of the coupling coefficient on the mode characteristics. We show that, under certain conditions, the model is exactly solvable and can be analyzed using the technique of the Jordan mappings for the $su(2)$ Lie algebra. Analytical results are applied to study effects of light modulation on the frequency dependence of the photon counting rate. In contrast to the limiting case of infinitely large number of interacting modes, when the number of interacting modes is finite, the sideband intensities reveal strongly non-monotonic behavior supplemented with asymmetry of the intensity distribution provided the pumped mode is not central. We also analyze different regimes of two-modulator transmission and establish the conditions of validity of the semiclassical approximation by applying the methods of polynomially deformed Lie algebras for analysis of the model with quantized microwave field.
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almost century long history dating back to the original paper by Dirac [38] and have been the subject of intense studies (a collection of important papers can be found, e.g., in [39]). In particular, the quantum theory of phase and instantaneous frequency along with the interferometry methods of measurements are described in Refs. [36, 37]. In these studies, quantization of spectrally limited optical fields was performed by identifying a slowly varying envelope of the creation operator and limiting its spectrum to a narrow band around the carrier frequency.

A quantum scattering theory based black-box approach to electro-optic modulators is developed in Refs. [40, 41]. In this method, the modulators are regarded as the scattering devices producing a multimode output from a single-mode input.

An alternative approach to phase modulation elaborated in early studies [30, 42] uses the method of coupled classical modes of radiation field (the classical wave coupling theory of the electro-optic effect is also discussed in Refs [43, 44]). According to this approach, phase modulation of laser radiation results from the interaction of cavity eigenmodes caused by time periodic modulation of the dielectric constant of the nonlinear crystal placed in the resonator. In Ref. [45], a quantum theory of the electro-optic phase modulator is formulated in terms of the Hamiltonian describing the intermode interaction in the subspace of single photon states.

The common feature of the theoretical considerations presented in [40, 41, 45] is that the number of modes is assumed to be infinitely large whereas the strength of interaction (the coupling coefficient) between the modes is independent of the mode characteristics. Though these assumptions greatly simplify theoretical analysis, they introduce the difficulties related to the unitarity of the scattering matrix [40, 41] and are inapplicable to the case where the modulator is based on ultra-high quality whispering gallery mode microresonators made out of electro-optically active materials [46–49].

Such resonators are characterized by the non-equidistant spectrum of the eigenmodes, so that only a small number of modes are involved in the interaction induced by the externally applied microwave field. The case of three interacting modes was theoretically studied in Refs. [47, 50–52]. An important result of these studies is that dependence of the intensity of sidebands on the power of the microwave pump shows the saturation effect which cannot be explained by the models where the number of interacting modes is indefinitely large.

In this paper our goal is to examine the case bridging the gap between the above mentioned models of electro-optic modulators. For this purpose, we formulate an exactly solvable model in terms of the Hamiltonian describing the parametric process where the number of interacting optical modes is finite and the strength of interaction varies depending on the mode characteristics such as the mode number related to the mode frequency. Owing to algebraic properties of this model, theoretical analysis can be performed using the generalized Jordan mapping technique and the results can be further extended with the help of the mathematical methods developed in [53].

An important point is that, within our approach, the modulator is explicitly treated as a multiport device (multipoint beam splitter) that may produce and manipulate multiphoton states. Such devices are known to be promising for a variety of applications [54]. In particular, the modulator generated multiphoton states are used as carriers of information in the frequency-coded [15, 23, 55] and subcarrier multiplexing [56] quantum key distribution systems.

The paper is organized as follows.

In Sec. 2, we introduce our model and show that the mode number dependence of the coupling coefficient can be reasonably modeled so as to generate the theory where the algebraic structure of the multimode operators is represented by the generators of the su(2) Lie algebra. In the semiclassical approximation where the microwave is assumed to be a classical field, analytical expressions for the evolution operator and the quasienergy spectrum are obtained in Subsection 2.B. In Subsection 3.A, we apply the theoretical results to study the effect of light modulation on the photon counting rate and present the results of numerical analysis. The limiting case where the number of interacting modes increases indefinitely (the large 5 limit) is studied in Subsection 3.B. The theory is applied to analyze different regimes of two-modulator transmission in Subsection 3.C. Finally, in Sec. 4, we draw the results together and make some concluding remarks. Details on the Jordan mapping technique are relegated to Appendix A. In Appendix B, we show how the method of polynomially deformed algebras can be applied to study the quantum model with quantized microwave field and derive the applicability conditions for the semiclassical approximation.

2. MODEL

As an electro-optical modulator we consider a nonlinear crystal of the length L placed between the metal electrodes parallel to the direction of propagation (the z axis). Radio frequency wave (microwave) excited between the electrodes propagates through the crystal along the z axis. The microwave mode is characterized by the wavenumber \( k_{MW} = 2\pi / L \) and the frequency \( \Omega_{MW} = k_{MW} v_{MW} \), where \( v_{MW} \) is the phase velocity of the mode.

As is illustrated in Fig. 1, the crystal can be regarded as the reflectionless electro-optic cavity (resonator) and we assume that all the traveling optical modes are subject to the periodic boundary conditions. Then the longitudinal wavenumber (the z component of the wave vector) of the modes takes the quantized values:

\[
k_m = \frac{2\pi m}{L}, \quad m \in \mathbb{Z}. \tag{1}
\]

The frequency of the central (carrier) optical mode which is typically excited by the laser pulse is given by

\[
\omega_{opt} = |k_{opt}| v_{opt} = |m_{opt}| \Omega = \frac{2\pi}{L} v_{opt}, \tag{2}
\]

where \( k_{opt} = \frac{2\pi m_{opt}}{L}, v_{opt} \) is the phase velocity of light in the ambient dielectric medium and \( m_{opt} \) stands for the mode number of this operational optical mode. Note that the magnitude of the optical mode number \( m_{opt} \) is typically of the order of \( 10^4 \) to \( 10^6 \) and, owing to mismatch between the phase velocities \( v_{MW} \) and \( v_{opt} \), the frequency of the microwave mode may generally differ from \( \Omega, \Omega_{MW} = \Omega v_{MW} / v_{opt} \neq \Omega \).

In classical optics, the well-known picture suggests that, owing to the linear electro-optic effect in the nonlinear crystal, the externally applied microwave field modulates the phase of the optical wave producing a multimode output observed as the multiple sidebands that a single optical carrier develops after modulation [29, 30]. The modulation process thus involves interaction of different optical modes mediated by the microwave field and the traveling modes appear to be coupled.

The strength of the microwave-field-induced intermode coupling is mainly determined by the two factors: (a) the electro-optic coefficient and (b) the overlapping coefficients represented...
by the averages of a product of the spatial distributions of the modes and the microwave field over the volume of interaction. These factors may severely constrain the number of efficiently interacting modes. For instance, in Refs. [23, 47, 50–52], theoretical considerations of electro-optic modulation are based on the quantum models with three interacting optical modes. Our model can be regarded as a generalization of these results.

The electro-optically induced interactions generally falls within the realms of the parametric processes in nonlinear quantum systems and the theoretical technique developed in earlier studies on this subject [42, 57–60] can be invoked to model them. Our starting point is the Hamiltonian of the photons written in the following form:

\[ H/h = \Omega_{MW}b^\dagger b + \Omega A_0 + \frac{\gamma_0}{f_{\text{max}}} \left\{ A_+ b + A_- b^\dagger \right\}, \]

\[ A_0 = \sum_m m a_m^\dagger a_m^\dagger, \quad A_- = \sum m f(m) a_m a_{m+1}, \quad A_+ = A_+^\dagger, \]

where a dagger will denote Hermitian conjugation, \( b^\dagger \) (\( b \)) is the creation (annihilation) operator of the photons in the microwave mode, \( a_m^\dagger \) (\( a_m \)) is the creation (annihilation) operator of the optical photons numbered by the mode number \( m \), \( \gamma_0 \) is the bare intermode coupling constant (interaction parameter) and \( f(m)/f_{\text{max}} \) is the normalized function describing the mode number dependence of the intermode interaction strength, \( f_{\text{max}} \equiv \max_m f(m) \). Note that in our notations the polarization index has been dropped. It implies that all the modes are assumed to be linearly polarized along a principal axis of the crystal and we shall restrict our considerations to the geometry where the state of polarization remains intact.

A. Hamiltonian and \( su(2) \) algebra

Formula (3) presents the Hamiltonian with the three-boson interaction written in the rotating wave approximation. This approximation assumes that the intermode interaction is dominated by the quasiresonant terms that commute with the operator of the linear momentum: \( k/h = k_{MW}b^\dagger b + \sum_m k_m a_m^\dagger a_m \) and are slowly varying in the representation of interaction (they are proportional to \( \exp(\pm i(\Omega - \Omega_{MW})t) \)), whereas the non-resonant terms are of minor importance. They produce negligibly small effects and hence can be disregarded.

Another key assumption taken in our model is that the intensity of the microwave mode is sufficiently high for its quantum properties to be ignored. So, it can be described as the classical wavefield. In this semiclassical approximation, the creation (annihilation) operator \( b \) (\( b^\dagger \)) is replaced with the c-number amplitude \( B \) \( B^\dagger \) replaced with the c-number amplitude \( B \) \( B^\dagger \) replaced with the c-number amplitude \( B \) \( B^\dagger \) replaced with the c-number amplitude. This approximation assumes that the intermode interaction is dominated by the quasiresonant terms that commute with the operator of the linear momentum: \( k/h = k_{MW}b^\dagger b + \sum_m k_m a_m^\dagger a_m \) and are slowly varying in the representation of interaction (they are proportional to \( \exp(\pm i(\Omega - \Omega_{MW})t) \)), whereas the non-resonant terms are of minor importance. They produce negligibly small effects and hence can be disregarded.

Note that the operator of total photon number \( N \) and the Casimir operator given by

\[ f^2 = f_0^2 + (J_z - J_z^* + J_z - J_z^*)/2 = f_x^2 + f_y^2 + f_z^2, \]

\[ J_z \equiv \frac{1}{2} J_x \pm i f_y \]

where an asterisk will indicate complex conjugation and \( \phi \) is the phase of the amplitude \( B^\dagger \), and the Hamiltonian (3) can be recast into the form:

\[ H/h = \Omega A_0 + \frac{\gamma}{f_{\text{max}}} \left\{ A_+ \exp[-i(\Omega_{MW}t + \phi)] + A_- \exp[i(\Omega_{MW}t + \phi)] \right\}, \]

where \( \gamma = \gamma_0 |B| \). Applicability of the semiclassical approach is discussed in Appendix B where the method of polynomially deformed algebras developed in Ref. [53] is used to analyze the model with quantized microwave mode.

From the above discussion, the number of interacting modes is finite and the mode number range for these modes can generally be defined by the inequality of the form:

\[ m_{\text{min}} < m \leq m_{\text{max}}, \]

where \( m_{\text{min}} \) and \( m_{\text{max}} \) are both the positive integers. The optical central (operational) mode (2) is in the middle of the interval (6) with the mode number given by

\[ m_{\text{opt}} = \frac{m_{\text{max}} + m_{\text{min}} + 1}{2} \]

and we assume that the most efficient intermode coupling occurs in the vicinity of \( m_{\text{opt}} \), whereas the strength of interaction decays to the limit of non-interacting modes at the boundaries of the interaction interval (6). Such behavior can be modeled through the function

\[ f(m) = \sqrt{(m - m_{\text{min}})(m_{\text{max}} - m)} \]

This function describes the dependence of the intermode coupling on the mode number.

The interacting modes can be conveniently relabeled by the shifted mode number \( \mu \) as follows:

\[ m = m_{\text{opt}} + \mu, \quad -S \leq \mu \leq S, \quad S = \frac{m_{\text{max}} - m_{\text{min}} - 1}{2}, \]

\[ a_{m_{\text{opt}} + \mu}^\dagger \equiv a_{\mu}, \quad a_{m_{\text{opt}} + \mu} \equiv a_{\mu}^\dagger, \]

where \( 2S + 1 = m_{\text{max}} - m_{\text{min}} = 2f_{\text{max}} \) is the number of interacting modes.

The operators that enter the Hamiltonian (5) of our model can now be written in the following form

\[ A_0 = m_{\text{opt}} N + J_0, \quad N = \sum_{\mu=-S}^S a_\mu^\dagger a_\mu, \quad J_0 = \sum_{\mu=-S}^S \mu a_\mu^\dagger a_\mu, \]

\[ A_- \equiv J_- = \sum_{\mu=-S}^{S-1} \sqrt{(S + \mu + 1)(S - \mu)} a_\mu^\dagger a_{\mu+1}, \]

\[ A_+ \equiv J_+ = J_0^* = \sum_{\mu=-S}^{S-1} \sqrt{(S + \mu + 1)(S - \mu)} a_\mu a_{\mu+1}^\dagger, \]

where \( N \) is the total photon number operator. The important point is that the operators \( J_0 \) and \( J_\pm \) given in Eqs. (12) and (13) meet the well-known commutation relations for the generators of the \( su(2) \) Lie algebra:

\[ [J_0, J_\pm] = \pm i J_\pm, \quad [J_+, J_-] = 2J_0. \]

Note that the operator of total photon number \( N \) and the Casimir operator given by

\[ f^2 = f_0^2 + (J_+ J_- + J_- J_+) = f_x^2 + f_y^2 + f_z^2, \]

\[ J_z \equiv J_0, \quad J_\pm = J_x \pm i J_y \]
both commute with the generators of $su(2)$ algebra.

Mathematically, the technique of the generalized Jordan mappings for bosons [61] can be applied to derive the relations (14). This technique is briefly reviewed in Appendix A.

The operators (11)–(13) can now be substituted into Eq. (5) with $f_{\text{max}} = (2S + 1)/2$ to yield the resulting expression for the time-dependent Hamiltonian of our semiclassical model

$$H(t)/\hbar = \omega_{\text{opt}} N + \Omega J_z + 2\gamma \left\{ J_+ \exp[-i(\Omega_{\text{MW}} t + \phi)] + J_- \exp[i(\Omega_{\text{MW}} t + \phi)] \right\},$$

(17)

B. Operator of evolution and quasienergy spectrum

Now we show how the algebraic structure of the model can be used to evaluate the operator of evolution and the quasienergy spectrum of the time-periodic Hamiltonian (17):

$$H(t+T_{\text{MW}}) = H(t),$$

where $T_{\text{MW}} = 2\pi/\Omega_{\text{MW}}$ is the period of the microwave mode.

The operator of evolution (propagator) can be found by solving the initial value problem:

$$i\hbar \frac{d}{dt} U(t) = H(t) U(t), \quad U(0) = I,$$

(18)

where $I$ is the identity operator. In the Floquet representation, the propagator takes the form of a product:

$$U(t) = U_P(t) \exp(-iQt/\hbar),$$

(19)

where $U_P(t+T_{\text{MW}}) = U_P(t)$ is the time-periodic operator and $Q$ is the quasienergy operator. In our case, equation (19) can be regarded as the rotating wave ansatz

$$U(t) = U_P(t) U_R(t)$$

(20)

with the unitary operator

$$U_P(t) = \exp[-i(m_{\text{opt}} N + J_z)\Omega_{\text{MW}} t]$$

(21)

performing the transformation to the “rotating coordinate system” and the quasienergy operator is given by

$$Q/\hbar = m_{\text{opt}} \omega N + \omega J_z + 2\gamma \left\{ J_+ \exp(-i\phi) + J_- \exp(i\phi) \right\}, \quad \omega = \Omega - \Omega_{\text{MW}}.$$  

(22)

The rotation operator

$$R(\phi, \beta) = \exp(-i\mu I_x) \exp(-i\beta I_y)$$

(23)

can now be used to transform the quasienergy operator into the diagonal form

$$Q_{\mu}/\hbar = R^\dagger(\phi, \beta) Q R(\phi, \beta) = m_{\text{opt}} \omega N + \Gamma J_z,$$

(24)

$$\omega + i\frac{4\gamma}{25 + 1} = \Gamma \exp[i\beta], \quad \Gamma = \sqrt{\omega^2 + [4\gamma/(25 + 1)]^2},$$

(25)

so that the Fock states $|n_{-}, \ldots, n_{\mu}, \ldots, n_{S}\rangle$ characterized by the mode occupation numbers are the eigenstates of the quasienergy operator (24) with the quasienergies given by

$$E(n, m_z)/\hbar = n m_{\text{opt}} \omega + m_z \Gamma,$$

(26)

where $n = \sum_{\mu=-S}^{S} n_{\mu}$ is the total number of photons and $m_z = \sum_{\mu=-S}^{S} m_{\mu}$ is the azimuthal quantum number, $-nS \leq m_z \leq nS$. Note that a set of the Fock states characterized by the quantum numbers $n$ and $m_z$ forms a vector space $F_n, m_z$, which can further be divided into subspaces $F_{n, m_z}$ classified by the eigenvalues of the Casimir operator (15):

$$J^2|n, j, m_z, \kappa\rangle = j(j+1)|n, j, m_z, \kappa\rangle,$$

where $|m_z\rangle \leq j \leq n$ is the angular momentum number and $\kappa$ is the integer enumerating the basis eigenstates of $F_{n, m_z}, \kappa \in \{1, \ldots, \dim F_{n, m_z}\}$. In other words, the space $F_{n, m_z}$ can generally be decomposed into the direct sum of subspaces $F_{n, m_z}$:

$$F_{n, m_z} = \oplus F_{n_{\mu}, m_z},$$

for example, at $S = 1$, it can be shown that

$$0 \leq j = n - 2k \leq n \text{ with } k \in \{0, 1, \ldots\} \text{ and all the subspaces } F_{n_{\mu}, m_z} \text{ are one-dimensional, } \dim F_{n_{\mu}, m_z} = 1.$$

Given the total photon number $n$, the dimension of the space $F_n = \oplus_{m_z} F_{n_{\mu}, m_z}$ is known to be

$$\dim F_n = (n + 2S)!/(2S)!n! - 1 \text{ and, at } S > 1, \text{ the subspaces } F_{n_{\mu}, m_z} \text{ are not necessarily one-dimensional.}$$

Equations (21)–(24) can now be substituted into the Floquet representation (19) to yield the operator of evolution in the final form:

$$U(t) = e^{-iQ(t)/\hbar} R(\phi, \beta) e^{-i\Omega(t)} U^\dagger(1) e^{-i\omega_{\text{opt}} t N}.$$  

(27)

Using this formula in combination with the identity for the rotation of the annihilation operator (A9) derived in Appendix A, we can describe the temporal evolution of the photon annihilation operator $a_\mu$ as follows

$$a_\mu(T) = U^\dagger(T)a_\mu U(T) = \sum_{\nu=-S}^{S} M_{\mu\nu} a_\nu,$$

(28)

$$M_{\mu\nu} = e^{-i(\omega_{\text{opt}} + \mu \Omega_{\text{MW}}) T} e^{-i|\mu-\nu| T} U^\dagger_{\mu\nu}(T),$$

(29)

$$U^\dagger_{\mu\nu}(T) = \sum_{\beta'=S}^{\nu=-S} a_{\mu\nu}^\dagger(\beta) d_{\beta'\nu}(\beta) e^{-i\beta T} = (-1)^\nu e^{-i(\mu + \nu) T} a_{\mu\nu}^\dagger(\beta),$$

(30)

where $T$ is the duration of intermode interaction which is the time an optical wavefield takes to propagate through the electro-optic modulator and the expression for $U^\dagger_{\mu\nu}(T)$ is simplified by using the addition formula for the Wigner $D$ functions [62], $D_{\mu\nu}^\dagger(\alpha, \beta, \gamma) = \exp[-i\mu\alpha] d_{\mu\nu}(\beta) \exp[-i\nu\gamma]$, with the angles $\alpha$ and $\beta$ defined through the following relations:

$$2\alpha = \pi + \arg\{\sin^2 \beta + (1 + \cos^2 \beta) \cos(\Gamma T) + 2i \cos \beta \sin(\Gamma T)\},$$

(31a)

$$\cos \beta = \sin^2 \beta + \sin^2 \beta \cos(\Gamma T),$$

(31b)

$$\sin \beta = \sin \beta \cos(\Gamma T) - \cos \beta \sin(\Gamma T).$$

(31c)

Details on derivation of these relations are relegated to Appendix A.

3. RESULTS

The model described in the previous section presents the electro-optic modulator as a multiport device that may generally be used to manipulate multimode photonic states. Quantum dynamics of such states involves different frequency modes and lie at the heart of applications based on frequency encoding [16, 23, 28] and quantum effects dealing with the frequency entangled photons [27, 63]. For these applications and effects an important first step is to study the effect of light modulation on the photon counting rate.

For this purpose, in this section, we use the analytical results of Sec. 2 to evaluate the counting rate as the one-electron
Photodetection probability per unit time. We find that it can be written in the factorized form with the modulation form-factor expressed in terms of the matrix (30) and present a number of numerical results for this form-factor. We also discuss what happens in the limiting case where the number of interacting modes increases indefinitely and $S \to \infty$ (the large $S$ limit) and apply the theory to the problem of two-modulator transmission.

A. Photon counting rate

The cavity modes of the modulator are excited by the photons with the carrier frequency $\omega_{\text{opt}}$ that propagate through the electro-optic device. Owing to the electro-optic effect, the traveling microwave field inside the cavity gives rise to the inter-mode interaction. For the modes initialized in the state described by the density matrix of the radiation field $\rho_F(0)$, at the instant of time $T$, the density matrix is given by

$$\rho_F(T) = U(T)\rho_F(0)U^\dagger(T), \quad (32)$$

where $U(t)$ is the operator of evolution (27) (the losses are neglected). Note that, similar to Eq. (28), $T$ is the duration of interaction (the time it takes for a light wave to travel through the region where electro-optic modulation occurs) and Eq. (32) assumes the lossless dynamics of the density matrix $\rho_F$.

An important characteristic of the radiation field is the averaged photon number of the mode with the mode number $\mu$:

$$\langle N_\mu \rangle(T) = \text{Tr}_F \{a_\mu^\dagger a_\mu \rho_F(T)\} = \text{Tr}_F \{a_\mu^\dagger(T)a_\mu(T)\rho_F(0)\}. \quad (33)$$

We can now use the relation (28) to derive the explicit expression for the average (33):

$$\langle N_\mu \rangle(T) = \sum_{\nu',\nu=-S}^S U_{\mu\nu'}^\dagger(T)U_{\nu\mu}^S(T)\mathcal{E}^{i(\nu'-\nu)\phi} \langle a_{\nu'}^\dagger a_{\nu} \rangle(0) \quad (34)$$

where $\langle a_{\nu'}^\dagger a_{\nu} \rangle(0) = \text{Tr}_F \{a_{\nu'}^\dagger a_{\nu} \rho_F(0)\}$. For the special case of single mode pumping where the optical mode with the mode number $\nu$ is the only mode initially excited in the resonator and $\langle a_{\nu'}^\dagger a_{\nu} \rangle(0) = \delta_{\nu\nu'}\langle N_\nu \rangle(0)$, we have

$$\langle N_\mu \rangle(T) \equiv \langle N_\mu \rangle = |U_{\nu\mu}^S(T)|^2 \langle N_\nu \rangle(0). \quad (35)$$

Typically, this is the central mode which is excited and $\nu = 0$.

We consider an experimental setup depicted in Fig. 1. In such a setup, the output of the electro-optic modulator is connected to a Fabry-Perot filter via the optical fiber channel. Then the light wave passed through the filter is collected by a photodetector with sufficiently wide bandwidth.

The wavefield at the exit of the modulator is characterized by the density matrix $\rho_F(T)$ given in Eq. (32). An important point is that the modes of the output light field should be matched to the modes of the optical fiber. In what follows we shall assume that they are perfectly correlated (see, e.g., Chapter 1.4 in the book [64]). So, in the interaction picture, the electric field operator, $E(\mathbf{r}, t)$, of light normally incident on the filter can be decomposed into its positive and negative frequency parts, $E_+(\mathbf{r}, t)$ and $E_-(\mathbf{r}, t)$, as follows

$$E(\mathbf{r}, t) = E_+(\mathbf{r}, t) + E_-(\mathbf{r}, t), \quad (36)$$

where $a_\mu(t) = a_\mu(T) \exp[-i\omega_\mu(t-T)]$, $a_\mu(T)$ is given in Eq. (28), $\omega_\mu = \omega_{\text{opt}} + \mu \Omega$ is the mode frequency and $E_+^{(\pm)}(\mathbf{r})$ is the complex valued vector amplitude that generally depends on a number of characteristics of the mode such as the wavevector, the frequency and the state of polarization. Throughout this paper we have used notations where the index describing the state of polarization of the modes is suppressed by assuming that all the modes are linearly polarized along the unit vector $\hat{e}$.

For the light transmitted through the filter, $E(t) = E_+^{(f)} + E_-^{(f)}$, we have

$$E_+(\mathbf{r}, t) = \sum_{\mu=-S}^S E_\mu^{(+)}(\mathbf{r})a_\mu(t), \quad E_-(\mathbf{r}) = \text{Tr}_r(\omega_f, \omega_\mu)E_\mu^{(+)}(\mathbf{r}), \quad (37)$$

where $\text{Tr}_r(\omega_f, \omega_\mu)$ is the transmission matrix of the filter and $\omega_f$ is the filter frequency. The filter is also characterized by the bandwidth $\Delta \omega_f$, so that the filter transmission is negligibly small provided that $|\omega_f - \omega_\mu| > \Delta \omega_f$.

We now briefly discuss the process of photoelectric detection of the light transmitted through the filter based on the model of an idealized photodetector described in the monograph [65] (Chapter 14). Our task is to compute the photon counting rate as the one-electron photodetection probability per unit time. For this purpose, we take the assumption of a narrowband optically isotropic filter with $\Delta \omega_f < \Omega$ and $\text{Tr}_r(\omega_f, \omega_\mu) = \text{Tr}_r(\omega_f, \omega_\mu)I_3$, where $I_3$ is the $3 \times 3$ identity matrix. So, the result can now be obtained by using the quasi-monochromatic approximation (see Chapter 14.2.2 in the book [65]). For an atom located at $\mathbf{r} = \mathbf{r}_0$, the energy of interaction between the atom and the radiation field in the dipole approximation is

$$V = -\left(\mathbf{d} \cdot \hat{E}(\mathbf{r}_0, t)\right), \quad (38)$$

where $\mathbf{d}$ is the operator of the electric dipole moment.

We can now closely follow the line of reasoning presented in Ref. [65] and obtain the one-electron detection probability rate

$$p(\omega_f) = \sum_{\mu=-S}^S \text{Tr}_r(\omega_f, \omega_\mu)^2 \langle N_\mu \rangle K(\omega_\mu) \quad (39)$$

expressed in terms of the frequency response function of the photodetector

$$K(\omega_\mu) = H(\omega_\mu - \omega_\sigma) \int \sigma(\omega_\mu - \omega_\sigma, \kappa) g(\omega_\mu - \omega_\sigma, \kappa)$$

$$\times |\langle \omega_\mu - \omega_\sigma, \kappa | (\mathbf{d} \cdot \hat{e}) | \mathcal{G} \rangle |^2 \text{d} \kappa, \quad (40)$$

where $H(\chi)$ is the Heaviside unit step function, $| \mathcal{G} \rangle$ is the ground (bounded) state of the atom with the negative energy equal to $-\hbar \omega_\sigma$ (it is the eigenstate of the Hamiltonian of the atomic system $H_A$: $H_A | \mathcal{G} \rangle = -\hbar \omega_\sigma | \mathcal{G} \rangle$, $| \omega_\sigma, \kappa \rangle$ is the excited free electron (unbound) state characterized by the positive energy $\hbar \omega_\sigma$ ($H_A | \omega_\sigma, \kappa \rangle = \hbar \omega_\sigma | \omega_\sigma, \kappa \rangle$) and possibly by other variables represented by $\kappa$; $\sigma(\omega_\mu, \kappa)$ is the density of the excited states and $g(\omega_\sigma, \kappa)$ is the probability for the electron in the state $| \omega_\sigma, \kappa \rangle$ to be collected and registered by the detector.

For the broadband detector with $K(\omega_\mu) \approx K(\omega_{\text{opt}})$, the expression for the counting rate (39) can be further simplified...
where we have used formulas (35) and (30) for the averaged photon number \(N_0\) and \(U_{\mu\nu}^S(T)\), respectively. From Eqs. (41) and (42), it is clear that the photon count form-factor \(p_{\text{mod}}(\omega_f, T)\) accounts for the combined effect of the modulator and the filter, whereas the factor \(p_0(\omega_{\text{opt}})\) gives the counting rate without filtering and modulation. The form-factor \(p_{\text{mod}}(\omega_f, T)\) thus might be called the light modulation form-factor of the photon count rate.

\[
p(\omega_f) \approx p_0(\omega_{\text{opt}})p_{\text{mod}}(\omega_f, T),
\]
\[
p_0(\omega_{\text{opt}}) = K(\omega_{\text{opt}})(N_0)(0),
\]
\[
p_{\text{mod}}(\omega_f, T) = \sum_{\mu=1}^{S} |T_{\mu}(\omega_f, \mu)U_{\mu\nu}^S(T)|^2,
\]
\[
|T_{\mu}(\omega_f, \mu)|^2 = |d_{\mu}^S(\beta)|^2,
\]
where we have used formulas (35) and (30) for the averaged photon number \(N_0\) and \(U_{\mu\nu}^S(T)\), respectively. From Eqs. (41) and (42), it is clear that the photon count form-factor \(p_{\text{mod}}(\omega_f, T)\) accounts for the combined effect of the modulator and the filter, whereas the factor \(p_0(\omega_{\text{opt}})\) gives the counting rate without filtering and modulation. The form-factor \(p_{\text{mod}}(\omega_f, T)\) thus might be called the light modulation form-factor of the photon count rate.

\[
\begin{align*}
|T_{\mu}(\omega_f, \mu)|^2 &= T_{\text{max}}^{(f)} \exp[-(\omega_f - \omega)^2/\sigma_f^2],
\end{align*}
\]

where \(\sqrt{\ln 2} \sigma_f\) is the Gaussian half width at half maximum that determines the bandwidth of the filter \(\Delta \omega_f = \sigma_f\) and \(T_{\text{max}}^{(f)}\) is the maximal transmittance of the filter at the peak \(\omega_f = \omega\). Figures 2–6 show the photon count light modulation form-factor \(p_{\text{mod}}(\omega_f, T)\) computed from Eq. (42) either as a function of the dimensionless filter frequency detuning \((\omega_f - \omega_{\text{opt}}) / \Omega\) (Figs. 2–4) or in relation to the intermode coupling parameter \(\gamma / \Omega\) (Figs. 5 and 6). In these figures, the mode initially excited in the electro-optic cavity is central with \(v = 0\) and the parameters are: \(T_{\text{max}}^{(f)} = 1, \sigma_f / \Omega = 0.15, \omega / \Omega = 0.01\) and \(T = 2 \pi / \Omega\).

**B. Regime of large number of interacting modes: the large \(S\) limit**

In our model, the operator of evolution (27) describing the effect of electro-optically induced light modulation is represented by

In our calculations, the frequency dependence of the filter transmittance is modeled by the Gaussian shaped curve

\[
\begin{align*}
|T_{\mu}(\omega_f, \mu)|^2 &= T_{\text{max}}^{(f)} \exp[-(\omega_f - \omega)^2/\sigma_f^2],
\end{align*}
\]

where \(\sqrt{\ln 2} \sigma_f\) is the Gaussian half width at half maximum that determines the bandwidth of the filter \(\Delta \omega_f = \sigma_f\) and \(T_{\text{max}}^{(f)}\) is the maximal transmittance of the filter at the peak \(\omega_f = \omega\). Figures 2–6 show the photon count light modulation form-factor \(p_{\text{mod}}(\omega_f, T)\) computed from Eq. (42) either as a function of the dimensionless filter frequency detuning \((\omega_f - \omega_{\text{opt}}) / \Omega\) (Figs. 2–4) or in relation to the intermode coupling parameter \(\gamma / \Omega\) (Figs. 5 and 6). In these figures, the mode initially excited in the electro-optic cavity is central with \(v = 0\) and the parameters are: \(T_{\text{max}}^{(f)} = 1, \sigma_f / \Omega = 0.15, \omega / \Omega = 0.01\) and \(T = 2 \pi / \Omega\).

In our model, the operator of evolution (27) describing the effect of electro-optically induced light modulation is represented by

\[
\begin{align*}
\gamma &\sim 2 \omega S^{-1}, \\
\hat{\alpha} &\xrightarrow{S \to \infty} \pi + \omega T, \\
\hat{\beta} &\sim \frac{g}{S}, \quad g = \frac{4 \gamma}{|\omega|} \sin(|\omega|/2).
\end{align*}
\]

Our next step starts with the well-known expression for the
The asymptotic behavior of the Wigner $d$-functions [61]

$$\lim_{n \rightarrow \infty} n^{-\lambda} p_n^{(\alpha, \beta)}(\cos(z/n)) = \lim_{n \rightarrow \infty} n^{-\lambda} p_n^{(\alpha, \beta)}(1 - z^2/n^2/2) = \left[ \frac{Z}{2} \right]^{-\lambda} J_{\alpha}(z),$$  

(46)

where $J_{\alpha}(z)$ is the Bessel function of the first kind [66] (outside this subsection symbols $J_{\alpha}$ without arguments denote the generators of $su(2)$).

From Eqs. (44)–(46), it is rather straightforward to find that the asymptotic behavior of the Wigner $d$ functions and the matrix $U^{S \rightarrow \infty}_{\mu \nu}$ is given by

$$d_{\mu \nu}^{(S)}(\hat{B}) \longrightarrow J_{\mu - \nu}(g),$$  

(47)

$$U^{S \rightarrow \infty}_{\mu \nu}(T) \longrightarrow (-i)^{\mu - \nu} e^{-i(\mu - \nu)\omega T/2} J_{\mu - \nu}(g)e^{-i\omega T}. $$  

(48)

Now we apply the asymptotic relation (48) to describe, in the large $S$ limit, the effect of electro-optic modulation on temporal evolution of light after passing through the modulator at $t > T$. From Eq. (36), the averaged positive frequency part of the electric field can be written as follows

$$\langle E_\perp(r, t) \rangle = \sum_{\mu = -S}^{S} E^{(+)}_\mu(r)e^{-i(\mu - \nu)(\Omega T - \varphi)} J_{\mu - \nu}(g)e^{-i\omega T}(a_\nu)\rangle_0$$  

(49)

where $\omega_\mu = \omega_{\text{opt}} + \mu \Omega$ and $\langle a_\mu(T)\rangle_0 \equiv \text{Tr}_F\langle a_\mu(T)p_F(0)\rangle$.

$$\langle E_\perp(r, t) \rangle \longrightarrow \sum_{\mu, \nu} E^{(+)}_\mu(r)e^{-i(\mu - \nu)(\Omega T - \varphi)} J_{\mu - \nu}(g)e^{-i\omega T}(a_\nu)\rangle_0$$  

$$\approx \sum_{\mu, \nu} e^{-i(\mu - \nu)(\Omega T - \varphi)} J_{\mu - \nu}(g)E^{(+)}_\mu(r)e^{-i\omega T}(a_\nu)\rangle_0$$  

$$= e^{-ig \cos(\Omega T - \varphi)} \langle E_\perp(r, t)\rangle_0,$$  

(50)

by assuming that the modes are linearly polarized $E^{(+)}_\mu = E^{(+)}_\mu e^{i\varphi}$ and the approximation $E^{(+)}_\mu \approx E^{(+)}_\nu$ may break only in the region where $|\mu - \nu|$ is sufficiently large for $|J_{\mu - \nu}(g)|$ to be negligibly small.

The phase factor $\exp[-ig \cos(\Omega T - \varphi)]$ on the right hand side of Eq. (50) implies that the wave after the modulator becomes phase modulated and $g$ plays the role of the phase modulation index (the modulation depth). This is the well known result of the simple classical model [30] which in our model is recovered in the large $S$ limit.

In Figs. 2–4, the filter frequency dependence of the photon count modulation form-factor computed in the large $S$ limit is compared with $p_{\text{mod}}$ evaluated at $S = 3$ (the number of interacting modes equals 7). As is illustrated in Fig. 2, in the case of weak intermode interaction where the coupling constant is small, the differences between the curves are negligible. Referring to Figs. 3 and 4, the latter is no longer the case in the regimes of intermediate and strong coupling.

The effect of electro-optically induced intermode interaction can be clearly seen in Figs. 5 and 6 where the form-factor of the mode with the frequency $\omega_\mu$ selected by the filter at $\omega_f = \omega_\mu$ is plotted as a function of the coupling constant $\gamma$. For the central mode with $\mu = 0$, the results are presented in Fig. 5.

Clearly, in the large $S$ limit, the coupling constant dependence of $p_{\text{mod}}$ shown in Fig. 5 demonstrates that the initially pumped mode becomes depleted as the strength of interaction increases, so that the photons spread over the (infinitely) large number of modes. By contrast, the model with $S = 3$ predicts qualitatively different behavior of the form-factor characterized by oscillations with $p_{\text{mod}}$ being close to a periodic function of $\gamma$. 
Mathematically, the oscillating behavior of $p_{\text{mod}}$ is determined by the elements of the matrix (30) where $|U_{\mu \nu}|^2 = |d^S_{\mu \nu}(\hat{\beta})|^2$ is a $2\pi$ periodic even function of $\hat{\beta}$ with $|d^S_{\mu \nu}(0)| = \delta_{\mu \nu}$ and $|d^S_{\mu \nu}(\pi)| = \delta_{\mu \nu}$. In addition, from Eq. (31), it can be shown that, given the angle $\beta$, the angle $\hat{\beta}$ is regarded as a function of $\Gamma T$ and $|\hat{\beta}\beta, \Gamma T| = |\hat{\beta}\beta, 2\pi \pm \Gamma T|$. This implies that $|U_{\mu \nu}|^2 = |d^S_{\mu \nu}(\hat{\beta})|$ is a periodic function of $\Gamma T$.

From Eq. (25), it can be inferred that, in general, the parameters $\beta$ and $\Gamma$ both depend on the coupling constant $\gamma$. At $\gamma \gg |\omega|$, $\beta \approx \pi/2$ and $\Gamma$ is linearly proportional to $\gamma$. So, at sufficiently strong coupling $|U_{\mu \nu}|^2$ and thus $p_{\text{mod}}$ will be a periodic function of $\gamma$.

In particular, when the phase velocities of microwave and optical fields are matched and $\omega = \Omega - \Omega_{\text{MW}} = 0$, we deal with the resonance case where $\beta = \pi/2$, $\alpha = -\pi/2$ and $\hat{\beta} = \Gamma T = 4\gamma T/(2S + 1)$ (see Eq. (A22) in Appendix A). In the large $S$ limit, it is not difficult to show that $U_{\mu \nu}^2 \rightarrow (e^{-i\nu} - e^{i\nu})/(2\gamma T)$ and we obtain the result in the form of Eq. (50) with $\theta = -\psi$ and $g = 2\gamma T$. For finite number of modes, the coupling parameter $4\gamma T/(2S + 1)$ in contrast, oscillations of the factor $|J_{\nu-\nu}(2\gamma T)|^2$ rapidly decay in magnitude as $\gamma$ increases. Figure 6 illustrates that similar effects occur when the detuning $\omega$ is small and $\mu = 2$.

Figures 2–6 present the results obtained by assuming that the mode excited in the cavity is central with $v = 0$. In this case the model and its large $S$ limit both predict that $|U_{\mu \nu}|^2 = |U_{\mu \nu}^S|^2$ and contributions to the photon counting rate coming from symmetrically arranged sideband modes, $\mu$ and $-\mu$, are equal. This symmetry is evident from the curves shown in Figs. 2–4.

When the pumped mode is not central and $v \neq 0$, the symmetry between the blue-detuned and red-detuned modes with frequencies $\omega_{\mu} + k\Omega$ and $\omega_{\mu} - k\Omega$ appears to be broken provided the number of interacting modes is finite. Mathematically, the reason is the difference between the magnitudes of the matrix elements $|U_{\mu \nu}^S|^2$ and $|U_{\mu \nu}^L|^2$ and contributions to the photon counting rate coming from symmetrically arranged sideband modes, $\mu$ and $-\mu$, are equal. This symmetry is evident from the curves shown in Figs. 2–4.

The results computed at $v = k = 1$ are shown in Fig. 7. They clearly demonstrate pronounced asymmetry between the modes with $\mu = v + 1 = 2$ and $\mu = v - 1 = 0$ that occurs at $S = 3$, whereas the curves evaluated in the large $S$ limit are clearly identical.

C. Two-modulator transmission

In conclusion of this section we briefly discuss how our results can be extended to the important case where the input state after being transformed by a modulator of a sender (Alice) is transmitted through the optical fiber to a receiver (Bob) that sends the incoming state through of a second modulator. This is a simplified scheme representing the key elements used in frequency-coded setups [15, 23]. We characterize the evolution operator of the system in terms of the matrix $M$ [see Eq. (29)] that enter the right hand side of Eq. (28). In our case, this matrix can be written as the product of three matrices

$$ M = M_2 M_0 M_1, $$

$$ M^{(i)}_{\mu \nu} = \delta_{\mu \nu} e^{-i\phi} \rho_i, \quad M^{(0)}_{\mu \nu} = e^{-i\phi_0} d^S_{\mu \nu}(\hat{\beta}_i), $$

where the phase shift $\Phi_{\mu \nu} = \Phi_{\mu \nu}^{(0)} + \mu \phi_0$ represents the effect of propagation in the optical fiber and the elements of the Alice's (Bob's) modulator matrix, $M_1$ ($M_2$), are expressed in terms of the phase given by

$$ \Phi_{\mu \nu}^{(i)} = \Phi_{\mu \nu}^{(0)} + \mu (\Omega_{\text{MW}} T_i + \alpha_i + \phi_i) + \nu (\pi + \alpha_i - \phi_i), $$

where $\Phi_{\mu \nu}^{(0)} = \omega_{\text{opt}} T_i$. We assume that the only difference between otherwise identical modulators is the phase of the microwave field, $\phi_1 = \phi_A$ and $\phi_2 = \phi_B$, that plays the role of the tuning parameter. Other parameters of the modulators are: $T_1 = T_2 = T$, $\alpha_1 = \alpha_2 = \alpha_m$ and $\beta_1 = \beta_2 = \beta_m$. Similar to Eq. (30), we can use the relation

$$ \sum_{\mu = -S} d^S_{\mu \nu}(\beta_m) d^S_{\nu \nu}(\beta_m) e^{-i\mu \nu} \rho_{\mu \nu} = (1) \rho e^{-i(\mu + \nu)\alpha} d^S_{\mu \nu}(\hat{\beta}), $$

where $\psi_0 = \rho_0$. The angles $\hat{\beta}$ and $\beta$ are determined by Eq. (31) with the set of parameters $\{|\Gamma T, \beta\}$ replaced by $\{|\beta_1, \beta_2, \rho_{\mu \nu}^{(0)}\}$.

In particular, from the suitably modified relation Eq. (31b) it follows that $\cos \hat{\beta} = 1$ provided that $\cos \phi_{AB} = 1$. At these values of the tuning parameter $\phi_{AB}$, the modulators compensate each other and $M_{\mu \nu} = \delta_{\mu \nu}$. It implies that, in this regime, for the input light field without sidebands, no sidebands will be detected by Bob's photodetector.

Another limiting case is represented by the regime where the central optical mode is suppressed after passing through Bob's modulator. This regime takes place when the condition

$$ \rho_{\mu \nu}^{(0)} \sim P_S (\cos \hat{\beta}) = 0, $$

where $P_S(x)$ is the Legendre polynomial, is satisfied. The intermode coupling should be sufficiently strong, $\gamma > \gamma_c$, for the condition (59) to be met. To show this, we note that the phase $\phi_{AB}$ varies from unity to $\cos(2\beta_m)$ as the phase $\phi_{AB}$ changes from zero to $\pi$. It implies that the condition (59) cannot be fulfilled if the value of $\cos(2\beta_m)$ is above the largest root of the Legendre polynomial $P_S$ on the interval between zero and unity: $[0, 1]$. By making a simplifying assumption that $\omega = 0$ ($\Omega_{\text{MW}} = \Omega$) and $\beta = \pi/2$, we find that $\beta_m = \Gamma T$ [is given by Eq. (25)]. Then, for $T = 2\pi/\Omega$ and $S = 3$, the critical coupling ratio $\gamma_c/\Omega$ can be numerically estimated to be at about 0.0954. Interestingly, when the number of modes increases, the critical coupling ratio approaches the estimate $\gamma_c/\Omega \approx 0.0957$ obtained from the asymptotic form of the condition (59): $J_0(2\gamma) = 0$, where $g$ is defined in Eq. (44c).

4. CONCLUSIONS AND DISCUSSION

In this paper, we have formulated a quantum multimode model of the electro-optic modulator, where the intermode interaction is induced by the microwave field via the linear electro-optic effect (the Pockels effect). This model is shown to be exactly solvable when the strength of coupling between the interacting modes depends on the mode number characterizing its detuning from the central optical mode and the operators [see Eqs. (12)
These results are then employed for theoretical investigation. By contrast, the intensities of sidebands computed as a function of the frequency and the coupling constant. In particular, the theoretical predictions for the case where the microwave field is treated as a classical signal (the validity of this approximation is justified in Appendix B), we have used the analytical expressions for the quasienergy spectrum and the evolution operator in combination with the method of generalized Jordan mappings (see Appendix A) to describe the temporal evolution of the photonic annihilation (creation) operators in terms of the Wigner D functions. These results are then employed for theoretical investigation into the effects of light modulation on the photon counting rate. Based on the well-known Mandel-Wolf model of an idealized photodetector [65], we have found that the count rate computed as the one-electron photodetection probability per unit time can be written in the factorized form with the light modulation form-factor given by Eq. (42).

Figures 2–7 present the numerical results for the counting rate form-factor evaluated as a function of the frequency and the coupling constant. In particular, the theoretical predictions for the case where \( S = 3 \) (the number of interacting modes equals \( 2S + 1 \)) are compared with the large \( S \) limit where \( S \) increases indefinitely, \( S \to \infty \) (this limiting case is discussed in Subsection 3.B). It is found that the differences between these two cases are negligible at small values of the coupling constant and becomes pronounced as the strength of intermediate interaction increases (see Figs. 3–6).

In the large \( S \) limit, coupling constant dependence of the intensities of sidebands shows that the photons spread over available photonic states leading to depletion of the pumped mode (solid lines in Figs. 5–7). This is a consequence of asymptotic behavior in the large \( S \) limit where, similar to the classical optics, the effect of electro-optic light modulation is shown to be determined by the modulating phase factor given by Eq. (51) [see also Eq. (50)].

By contrast, the intensities of sidebands computed as a function of the coupling coefficient at \( S = 3 \) (dashed lines in Figs. 5–7) appear to be nearly periodic. Another interesting effect which disappears in the large \( S \) limit can be described as the asymmetry in intensity between the sidebands with the frequencies symmetrically arranged with respect to the pumped mode (e.g. red shifted Stokes and blue shifted anti-Stokes modes). As is illustrated in Fig. 7, this asymmetry arises when the pumped mode differs from the central one (the case of detuned pumping).

Analytical results are also employed to describe the two-modulator transmission depending on the microwave phase difference. We have studied the two important limiting regimes where either the modulators compensate each other or have a destructive effect on the central optical mode. The latter is found to occur only if the intermediate interaction strength is sufficiently strong and exceeds its critical value.

We now try to place our results into a more general physical context. Generally, an exactly solvable model where the electro-optic modulator is viewed as a multiport device can be employed as a theoretical tool for investigation into numerous effects coming from the complicated quantum dynamics of multimode systems. In addition, this model deals with parametric processes that play important part in the so-called resonator optomechanics [68, 69] representing a new branch of quantum information science that rapidly evolves at the interface of the nanophysics and the quantum theory of light. Making progress in studies of the Casimir effect, new protocols of quantum communication, quantum computing and quantum memory will require further insight into the theory of such parametric processes.

Mathematically, we have demonstrated in Appendix B that it is feasible to apply the methods of polynomially deformed algebras [53] to extend our considerations to the case of quantized microwave field. This case, however, requires a more comprehensive study which is beyond the scope of this paper. On the other hand, our approach provides a useful tool for investigation of high-frequency light modulation in liquid crystal modulators driven by the orientational Kerr effect [32–35]. In particular, the model can be generalized to take into account effects of non-trivial polarization dependent quantum dynamics. This work is now in progress.

We acknowledge partial financial support from the Government of the Russian Federation (Grant No. 074-U01).

**APPENDIX A: JORDAN MAPPING TECHNIQUE**

These mappings are defined as follows

\[
\mathbf{J}_\alpha \mapsto \mathbf{J}_\alpha = \sum_{\nu,\mu=-S}^{S} \eta_{\nu,\mu}(\alpha) \mathbf{a}_\nu^\dagger \mathbf{a}_\mu \equiv \mathbf{a}_\alpha^\dagger \mathbf{a}_\alpha \tag{A1}
\]
where $J_a$ is the $(2S+1) \times (2S+1)$ matrix. The elements $J_{\nu \mu}^{(a)}(\equiv [J_a]_{\nu \mu})$ of the matrices $J_a$ with $a \in \{0, \pm\}$ are given by
\[
J_{\nu \mu}^{(a)} = \sqrt{(S + \mu)(S + \mu + 1)} \delta_{\nu \mu + 1},
\]
where $\delta_{\nu \mu}$ is the Kronecker symbol. Using the standard bosonic commutation relations
\[
[a_\nu, a_\mu^\dagger] = \delta_{\nu \mu}, \quad [a_\nu^\dagger, a_\mu] = [a_\nu, a_\mu^\dagger] = 0
\]
it is not difficult to check the key useful property of the Jordan construction:
\[
[J_a, J_B^\dagger] = a^3 [J_a, J_B] a^\dagger.
\]
The result (14) follows because the matrices $J_\pm$ and $J_0$ with the elements given in Eq. (A2) satisfy the commutation relations for $su(2)$ algebra. Another useful relation can be derived for the Baker-Campbell-Haussdorff formula
\[
\exp(i\beta J_a) a_\mu \exp(-i\beta J_a) = \sum_{k=0}^{\infty} \frac{i^k \beta^k}{k!} [J_a, a_\mu]^{(k)},
\]
where $[J_a, a_\mu]^{(k)}$ stands for the multiple commutator
\[
[J_a, a_\mu]^{(k)} = [J_a, [J_a, a_\mu]^{(k-1)}],
\]
\[
[J_a, a_\mu]^{(1)} = [J_a, a_\mu], \quad [J_a, a_\mu]^{(0)} = a_\mu.
\]
From Eqs. (A1) and (A3) we have
\[
[J_a, a_\mu] = -\sum_{v=-S}^{S} S_{\mu v}^{(a)} a_v,
\]
and formula (A5) can be recast into the final form
\[
\exp(i\beta J_a) a_\mu \exp(-i\beta J_a) = \sum_{v=-S}^{S} \exp(-i\beta J_a) a_v.
\]
An important consequence of Eq. (A8) is the identity
\[
e^{i\gamma J_a} e^{i\beta J_a} e^{-i\alpha J_a} e^{-i\beta J_a} e^{-i\gamma J_a} = \sum_{v=-S}^{S} D_{\mu v}^{(S)}(\alpha, \beta, \gamma) a_v
\]
\[
= \sum_{v=-S}^{S} D_{\mu v}^{(S)}(\alpha, \beta, \gamma) a_v
\]
for the rotated annihilation operator expressed in terms of the Wigner D functions: $D_{\mu v}^{(S)}(\alpha, \beta, \gamma) \equiv \exp[-i\mu a_\alpha d_{\mu v}^{(S)}(\beta) \exp[-i\nu \gamma]$ that, for the irreducible representation of the rotation group with the angular number $S$, give the elements of the rotation matrix parametrized by the three Euler angles $[61, 62]: \alpha, \beta$ and $\gamma$.

We conclude this section with details on derivation of the expression for the matrix elements of the operator $U_S(t)$ given in Eq. (30). This operator can be written in the form
\[
U_S(t) = e^{-i\beta J_a} e^{-i\gamma J_\nu} e^{i\beta J_a} = e^{-i\gamma (\sin \beta J_\nu + \cos \beta J_a)}.
\]
More generally, we consider the rotation operator
\[
R(\psi, \hat{m}) = \exp[-i\psi (\hat{m} \cdot J)],[A11]
\]
where $J = (J_x, J_y, J_z)$, $\Psi = \Gamma t$ and $\hat{m} = (m_x, m_y, m_z) \equiv (m_1, m_2, m_3) = (\sin \beta, 0, \cos \beta)$ is the unit vector directed along the rotation axis. Equation (A11) defines rotation about the rotation axis $\hat{m}$ by the rotation angle $\psi = \Gamma t$. Alternatively, this rotation can be parametrized by the Euler angles as follows
\[
R(\psi, \hat{m}) = R(\hat{\alpha}, \hat{\beta}, \hat{\gamma}) = e^{-i\hat{\alpha} J_a} e^{-i\hat{\beta} J_\nu} e^{-i\hat{\gamma} J_a}.
\]
Our task is to express the Euler angles $\hat{\alpha}, \hat{\beta}$ and $\hat{\gamma}$ in terms of the rotation angle $\psi = \Gamma t$ and the angle of the rotation axis $\beta$. To this end, we begin with the relations
\[
R(\psi, \hat{m}) = R(\hat{\alpha}, \hat{\beta}, \hat{\gamma}) = (R(\hat{\alpha}, \hat{\beta}, \hat{\gamma}) n \cdot J),
\]
\[
R(\hat{\alpha}, \hat{\beta}, \hat{\gamma}) (n \cdot J) = (R(\hat{\alpha}, \hat{\beta}, \hat{\gamma}) n \cdot J),
\]
where $R(\psi, \hat{m})$ and $R(\hat{\alpha}, \hat{\beta}, \hat{\gamma})$ are the 3 x 3 rotation matrices, that hold for arbitrary vector $n$.

R($\psi, \hat{m}$) = $I_3 \cos \psi + \hat{m} \otimes \hat{m}(1 - \cos \psi) + M \sin \psi,$
where $I_3$ is the 3 x 3 identity matrix and $M$ is the antisymmetric matrix with the elements $M_{ij} = -\sum_{k=1}^{3} \epsilon_{ijk} m_k$ defined using the unit vector $\hat{m}$ and the antisymmetric tensor $\epsilon_{ijk}$ ($\epsilon_{123} = 1$). In our case, we have
\[
M = \begin{pmatrix} 0 & \cos \beta & 0 \\ -\cos \beta & 0 & -\sin \beta \\ 0 & \sin \beta & 0 \end{pmatrix}.
\]
From the other hand, the rotation matrix $R(\hat{\alpha}, \hat{\beta}, \hat{\gamma})$ is given by
\[
R(\hat{\alpha}, \hat{\beta}, \hat{\gamma}) = R_2(\hat{\alpha}) R_y(\hat{\beta}) R_2(\hat{\gamma})
\]
a product of the rotation matrices of the form:
\[
R_2(\hat{\alpha}) = \begin{pmatrix} \cos \hat{\alpha} & -\sin \hat{\alpha} & 0 \\ \sin \hat{\alpha} & \cos \hat{\alpha} & 0 \\ 0 & 0 & 1 \end{pmatrix},
\]
\[
R_y(\hat{\beta}) = \begin{pmatrix} \cos \hat{\beta} & 0 & \sin \hat{\beta} \\ 0 & 1 & 0 \\ -\sin \hat{\beta} & 0 & \cos \hat{\beta} \end{pmatrix}.
\]
The relations linking different parametrizations can now be obtained from the condition:
\[
R(\psi, \hat{m}) = R(\hat{\alpha}, \hat{\beta}, \hat{\gamma}) \equiv R.
\]
Since, for the matrix $R(\psi, \hat{m})$, $R_{13} = R_{31}$, $R_{21} = -R_{12}$ and $R_{23} = -R_{32}$, we have
\[
\hat{\gamma} = \hat{\alpha} + \pi
\]
and the condition (A19) gives the following relations:
\[
-\sin(2\hat{\alpha})(1 + \cos \hat{\beta}) = 2 \sin \beta \sin \psi = R_{21},
\]
\[
-\cos(2\hat{\alpha})(1 + \cos \hat{\beta}) = \sin^2 \beta + (1 + \cos^2 \hat{\beta}) \cos \psi = R_{11} + R_{22},
\]
\[
\cos \hat{\beta} = \cos^2 \beta + \sin^2 \beta \cos \psi = R_{33},
\]
\[
\cos \hat{\alpha} \sin \hat{\beta} = \sin \beta \cos \beta(1 - \cos \psi) = R_{13},
\]
\[
\sin \hat{\alpha} \sin \hat{\beta} = -\sin \beta \sin \psi = R_{23}.
\]
From Eqs. (A21a) and (A21b), we derive the expression for the angle $\hat{\alpha}$ given in Eq. (31a) whereas the angle $\hat{\beta}$ is described by formulas (31b) and (31c) that can be easily obtained from Eqs. (A21c)–(A21e).
Our concluding remarks concern two special cases where either \( \sin \beta = 0 \) or \( \cos \beta = 0 \). When \( \sin \beta = 0 \) and \( \cos \beta = \pm 1 \), the operator (A11) describes rotations about the \( z \) axis by the angle \( \pm \psi \) and the angles \( \bar{\beta}, \bar{\alpha}, \bar{\gamma} \) are given by
\[
\bar{\beta} = 0, \quad \bar{\alpha} + \bar{\gamma} = \pm \psi. \tag{A22}
\]
At \( \cos \beta = 0 \) and \( \sin \beta = \pm 1 \), the rotation axis is parallel to the \( x \) axis and we have
\[
\bar{\beta} = \pm \psi, \quad \bar{\gamma} = -\bar{\alpha} = \pi/2. \tag{A23}
\]

**APPENDIX B: QUANTIZED MICROWAVE FIELD AND POLYNOMICALLY DEFORMED ALGEBRAS**

In the model with the Hamiltonian (5) the microwave field is treated as a classical field characterized by the \( \epsilon \)-number amplitude \( B \). In this appendix we briefly discuss how this model can be extended to the case where, similar to the optical modes, the microwave field is quantized. In our analysis we employ the technique of polynomially deformed algebras to study applicability of the semiclassical approach.

For full quantum description of the modes, we begin with the Hamiltonian (3) rewritten as follows
\[
H = \frac{\Omega_{\text{MW}} N_b + \omega_{\text{opt}} N + \Omega J_z + 2\gamma_0}{25 + 1} \left(J_+ b + J_- b^\dagger\right), \tag{B1}
\]
where \( N_b = b^\dagger b \), the operators \( J_+ \) and \( J_- \) given by Eqs. (11)–(13) meet the commutation relations for generators of \( su(2) \) algebra (14), whereas the creation and annihilation operators of the microwave mode, \( b^\dagger \) and \( b \), obey the commutation relation of the Heisenberg-Weyl algebra: \([b, b^\dagger]\) = 1.

A set of operators that commute with the Hamiltonian (B1) contains three operators: (a) the operator of the total photon number for the optical modes \( N \) given in Eq. (11); (b) the Casimir operator of \( su(2) \) algebra \( J^2 \) given by Eq. (15); and (c) the additional operator \( R = N_0 + J_z \) related to the non-negative excitation number operator \( M = N_0 + J_z + J\ell \), where \( I \) is the identity operator and \( j \) is the angular momentum quantum number \([j(j + 1)] \) is the eigenvalue of \( J^2 \).

The Fock states for the model under consideration are represented by a direct product of the microwave and optical Fock states: \( |n_b, b^\dagger \psi_a, \rangle \), where \( n_b \) is the photon number of the microwave mode. The Fock space can be conveniently divided into subspaces \( F_{n,m,j} \) classified by the quantum numbers \( m, n, j \), where \( m, n \) and \( j(j + 1) \) are the eigenvalues of the operators \( M, N \) and \( J^2 \), respectively. The basis of \( F_{n,m,j} \) can be formed from the eigenstates of the operator \( J_z \)
\[
|m, n, j, m_z\rangle = |n - m_z - j\rangle b^\dagger \psi_a, \tag{B2}
\]
where \( -j \leq m_z \leq \min\{j, m - j\} \) is the azimuthal quantum number [the microwave photon number \( n_b = m - m_z - j \) is a non-negative integer] and \( J_z \psi_a, \rangle = m_z \psi_a, \rangle \). Clearly, the quantum numbers \( m, n \) and \( j \) determine dimension of \( F_{n,m,j} \). At \( m \geq 2j \), the quantum number \( m_z \) is ranged from \(-j \) to \( j \) and \( \text{dim} F_{n,m,j} = 2j + 1 \). In the opposite case with \( m < 2j \), we have \(-j \leq m_z \leq m - j \) and \( \text{dim} F_{n,m,j} = m + 1 \).

In the subspace \( F_{n,m,j} \), the Hamiltonian (B1) is reduced to the following form:
\[
H = \frac{\omega_{\text{opt}} + r\Omega - \omega M_0 + 2\gamma_0}{25 + 1} (M_+ + M_-), \tag{B3}
\]
where \( \Omega = (\Omega + \Omega_{\text{MW}})/2, \) \( r = m - j \) is the eigenvalue of the operator \( R = N_b + J_z \) and the operators \( M_0 \) and \( M_\pm \) are given by
\[
M_- = bJ_+^\dagger, \quad M_+ = b^\dagger J_-, \quad M_0 = \frac{N_b - J_z}{2}. \tag{B4}
\]

We can now closely follow the line of reasoning described in Ref. [53] and apply the methods of deformed (quantum) Lie algebras to solve the spectral problem for the Hamiltonian (B3). For this purpose, we note that the operators (B4) can be regarded as the generators of polynomial algebra of excitations (PAE). This algebra is generally defined through the algebraic relations:
\[
[M_0, M_\pm] = \pm M_\pm, \quad M_+ M_- = p_\kappa (M_0), \tag{B5}
\]
where \( p_\kappa (q) \) is the structure polynomial of degree \( \kappa \) characterizing PAE of order \( \kappa \). In our case, we have
\[
M_+ M_- = N_0 \left( j^2 - J_0^2 - J_z \right) = p_3 (M_0), \tag{B6}
\]
\[
p_3 (q) = -(q - q_1) (q - q_2) (q - q_3), \tag{B7}
\]
where the roots of the polynomial \( p_3 \) are given by
\[
q_1 = \frac{j - m}{2}, \quad q_2 = \frac{m + 3j}{2}, \quad q_3 = \frac{m + j}{2} + 1. \tag{B8}
\]

The structure polynomial (B7) defines PAE of third order that will be denoted by \( M_{\ell,m,j} \). Since \( m \geq 0 \), the largest root is \( q_3 \), whereas relation between \( q_1 \) and \( q_2 \) depends on the values of \( m \) and \( j \); \( q_1 > q_2 \) at \( m < 2j \) and \( q_2 > q_1 \) at \( m > 2j \).

When \( m > 2j \), the finite-dimensional irreducible representation of \( M_{\ell,m,j} \) will be referred to as the high-excitation zone. Its dimension equals \( 2j + 1 \) and the corresponding spectrum of \( p_3 (M_0) \) is ranged from \( q_2 \) to \( q_3 \). In the opposite case with \( m < 2j \), the positive part of the spectrum lies in the interval \([q_1, q_3]\) and the dimension of the representation — the so-called low-excitation zone — is equal to \( m + 1 \).

In the method of Ref. [53], the technique of polynomially deformed algebra is used to construct the transformations that map one polynomial algebra of operators onto another. More specifically, the representation of algebra \( M_{\ell,m,j} \) with the generators \{\( M_0, M_+, M_- \}) is related to a simpler algebra of second order with the generators \{\( S_0, S_+, S_- \}) that meet the commutation relations of \( su(2) \) algebra (14) and its irreducible representation is characterized by the angular quantum number \( s \). The number \( s \) is fixed by the requirement for two representations to be of the same dimension. Mathematical details on the method and a more accurate formulation of the key statements can be found in Ref. [53].

A. High-excitation zone

First we consider the important case of the high-excitation zone, where \( s = j \) and the operators \{\( M_0, M_+, M_- \}) are expressed in terms of \{\( S_0, S_+, S_- \}) as follows [53]
\[
M_0 = \frac{r}{2} - S_0, \quad M_+ = \sqrt{r - S_0} S_+, \quad M_- = [M_+]^\dagger = S_+ \sqrt{r - S_0}. \tag{B9}
\]
where \( r = m - j \). It is also not difficult to obtain the relations

\[
S_0 = j_z, \quad S_+ = \frac{1}{\sqrt{N_j + 1}} a j_+, \quad S_- = j - a^+ \frac{1}{\sqrt{N_j + 1}} \tag{B10}
\]

linking \( \{S_0, S_+, S_- \} \) and the operators that enter the Hamiltonian \( \{B1\} \).

We can now substitute relations \( \{B9\} \) into Eq. \( \{B3\} \) to obtain the Hamiltonian expressed in terms of the operators \( \{S_0, S_+, S_- \} \). In the zero-order approximation, we have

\[
M_0 = \frac{r}{2} - S_0, \quad M_{\pm} \approx \sqrt{r + 1/2} S_\pm, \tag{B11}
\]

so that the approximate structure polynomial

\[
p_2^{(s)}(M_0) = (r + 1/2) S_+ S_- = -(r + 1/2)(M_0 - q_2)(M_0 - q_3) \tag{B12}
\]

is quadratic. The corresponding zero-order Hamiltonian is given by

\[
H_0^{(s)}/\hbar = n \omega_{\text{opt}} + \eta \Omega_{MW} + \omega S_0 + \frac{2\gamma_0}{2S + 1} \sqrt{r + 1/2} (S_+ + S_-). \tag{B13}
\]

A comparison between \( H_0^{(s)} \) and the quasienergy operator for the semiclassical model \( \{B2\} \) shows that these operators are similar in algebraic structure. In particular, similar to formula \( \{B2\} \), the quantum number \( j \) that determines the dimension of the representation does not enter the expression for \( H_0^{(s)} \). So, when \( \gamma \) is replaced by \( \gamma_0 \sqrt{r + 1/2} \), the spectra of these operators are identical up to the additive constant. We thus may conclude that the zero-order approximation for the high-excitation zone of the model with quantized microwave field reproduces the results of semiclassical approach. Note that the condition \( r > n_{\text{max}} S \equiv J_{\text{max}} \) ensures applicability of the semiclassical approximation for the Fock states of the optical modes whose total photon numbers are below \( n_{\text{max}} \).

**B. Low-excitation zone**

In conclusion, we briefly review the results for the low-excitation zone where \( m < 2j \). The dimension of the representation is now equal to \( m + 1 \), so that \( s = m/2 \). The corresponding positive part of \( p_3(M_0) \) spectrum is ranged from \( q_1 = (j - m)/2 \) to \( q_3 = (m + j)/2 + 1 \) and relations linking \( \{ M_0, M_+, M_- \} \) and \( \{ S_0, S_+, S_- \} \) are given by

\[
M_0 = \frac{j}{2} - S_0, \quad M_+ = \sqrt{2j - m/2 - S_0} S_-, \quad M_- = S_+ \sqrt{2j - m/2 - S_0}, \tag{B14}
\]

\[
S_0 = \frac{m}{2} - N_0, \quad S_+ = j + a^+ \frac{1}{\sqrt{1 - j_0}} a, \quad S_- = a^+ \frac{1}{\sqrt{1 - j_0}} j_. \tag{B15}
\]

In the zero-order approximation, the operators \( \{B14\} \) are simplified as follows

\[
M_0 = -S_0 + \frac{j}{2}, \quad M_{\pm} \approx \sqrt{(1 - m)/2 + 2j} S_\pm \tag{B16}
\]

and the approximate structure polynomial is given by

\[
p_2^{(s)}(M_0) = -[(1 - m)/2 + 2j](M_0 - q_1)(M_0 - q_3). \tag{B17}
\]

Finally, substituting relations \( \{B16\} \) into formula \( \{B3\} \) yields the expression for the zero-order Hamiltonian in the low-excitation zone

\[
H_0^{(s)}/\hbar = n \omega_{\text{opt}} + \eta \Omega_{MW} + \frac{\gamma_0}{2S + 1} \sqrt{(1 - m)/2 + 2j} (S_+ + S_-). \tag{B18}
\]

In contrast to the case of the high-excitation zone, the parameters of the Hamiltonian \( \{B18\} \) and the dimension of the representation both depend on the quantum numbers \( r \) and \( j \). So, the semiclassical approximation breaks down in the low-excitation zone and quantum effects become essential for description of this regime even in the zero-order approximation.
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