Evaporation Through a Dry Soil Layer: Column Experiments
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Abstract Modeling of water vapor transport through a dry soil layer (DSL), typically formed in the top soil during dry seasons in arid and semi-arid areas, is still problematic. Previous laboratory experiments in controlled environments showed that the only vapor transport process through the DSL is by Fick’s law of diffusion. However, field experiments exhibited consistently higher evaporation rates than predicted by diffusion flow only. Some proposed reasons for the mismatch were: (a) daily cycles of condensation and evaporation in the DSL due to changes in solar radiation; (b) wind effects on air movement in the DSL; (c) atmospheric pressure fluctuations; (d) nonlinear influence of the DSL thickness on the evaporation process. To link the laboratory experiments with field observations, we performed soil column experiments in the laboratory with thick (>50 cm) DSL, and with different wind speeds, two radiative lamp schedules (continuous and 12 h daily cycles) and different thicknesses of DSL. Atmospheric pressure, air temperature and humidity were measured continuously. The results show that the evaporation rates observed are larger than those predicted by diffusion flow only. We found that it was possible to model the evaporation rates as a function of atmospheric pressure fluctuations. In conclusion, atmospheric pressure fluctuations can induce evaporation rates in DSL larger than estimated by diffusion flow only, possibly explaining the discrepancy between laboratory and field evaporation rates.

1. Introduction

Evaporation is one of the main components of the hydrologic cycle in semi-arid and arid areas, where topsoil (the first few decimeters of soil material) is often very dry, especially during dry season (Wang, 2015). Such areas, often referred to as water limited environments (Parsons & Abrahams, 1994) are characterized by low precipitation and high potential evaporation rates; the precipitation events are mostly concentrated in few months (wet season) but rare during the rest of a year, when long periods of droughts are common (dry season).

When a dry spell is long enough for evaporation to deplete the soil moisture in a topsoil, a dry soil layer (DSL) forms, that is, a layer where water moves only in vapor form (Brutsaert, 2014; Or et al., 2013). Semi-arid and arid regions are generally characterized by sandy soils (Bestelmeyer et al., 2015); hence, most of the time, a thick (5–50 cm) DSL is present in the topsoil (Koonce, 2016; Wang, 2015). During the dry season, due to the high potential evaporation, the top soil becomes increasingly dry and the short precipitation events typically infiltrate only the first few centimeters of soil and quickly evaporate (Sun et al., 2016).

The evaporation process from an initially saturated soil material is thought to occur in two stages (Or et al., 2013): during the first stage the depth of the upper boundary of the saturated zone (the drying front, equivalent to the upper boundary of the capillary rise from the saturate zone, Figure 1) increases because of the loss of water through upward transport in the liquid phase to the ground surface, where evaporation takes place. When the drying front reaches a certain depth, liquid water continuity with the surface is disrupted and a DSL is formed between the ground surface and the vaporization plane, that is, the plane from which all the water moves by vapor to the surface, with depth determined by soil material properties and soil temperature (Figure 1, Lehmann et al., 2008; Neriah et al., 2014). This is the beginning of the second stage of evaporation, when there is a zone through which liquid water moves upward from the drying front to the vaporization plane (Figure 1) where it evaporates and is transported as water vapor through the DSL to the surface (Shokri et al., 2009).
The development of an air-dry DSL has been observed in laboratory experiments (e.g., Or et al., 2013). Most of such experiments were performed on initially saturated sandy soil columns of a few decimeters height under controlled, stable evaporative conditions and at a bottom boundary conditions of either no-flow (Lehmann et al., 2008), or a fixed matric potential head (Shokri & Salvucci, 2011). Or et al. (2013) review of laboratory studies summarized the following observations: (a) evaporation rates during the second stage were independent from the rates of the first stage; (b) the evaporation did not change much (remaining as lower than 1 mm d\(^{-1}\)) over a wide range of boundary conditions and soil textures, and (c) the observed evaporation rates can be described using Pick’s law of diffusion (from here on referred to simply as diffusion).

The development of a DSL has also been observed in field studies (Assouline et al., 2013; Deol et al., 2014; Dijkema et al., 2017; Sun et al., 2016); however, in contrast to laboratory column experiments, the evaporation rates observed in the field were higher than the rates predicted using only diffusion flow. Besides, there seems to be no agreement yet on the process(es) involved in the transport of water through the DSL, which would explain the different results in field and laboratory conditions. The development of a DSL has been observed in the field in different climates during long drying spells. The DSL thickness (\(Z_{\text{DSL}}\)) varied from a few millimeters in a humid sub-tropic climate (Deol et al., 2014), to more than 50 cm in a desert climate (Sun et al., 2016). In field conditions, a DSL is usually observed using destructive sampling of the topsoil (Assouline et al., 2013) or through matric potential measurements (Dijkema et al., 2017).

In most field studies where the reported \(Z_{\text{DSL}}\) was only a few centimeters thick, it was possible to simulate the observed evaporation rates using models that ignored the liquid water discontinuity, that is, ignoring the DSL, or even ignoring vapor flow altogether (Assouline et al., 2013; Brutsaert, 2014). The fact that a DSL of a few centimeters thick had a negligible effect on the evaporation rates was explained by proposing a number of possible processes that enhance water vapor transport through the DSL; processes such as the condensation and evaporation of water vapor in the DSL due to solar-driven daily cycles and the effect of air turbulence on the first centimeters of soil, are often not reproduced in laboratory conditions (Brutsaert, 2014). However, Shokri and Or (2011) showed that, when applying only liquid flow during model simulations, agreement between observed and simulated evaporation rates might have been obtained by adjusting the (unknown) fitting parameters of the unsaturated hydraulic conductivity function, potentially misrepresenting the actual transport process.

Direct field observations showed daily changes of \(Z_{\text{DSL}}\) in the order of few centimeters, attributed to condensation at the bottom of the DSL and evaporation at the vaporization plane (Assouline et al., 2013). Assouline et al. (2013) suggested that these daily changes increase the water vapor diffusion through the DSL by: (a) decreasing the diffusion path length, and (b) storing a certain amount of liquid water close to the soil surface, available for evaporation in the early morning (Brutsaert, 2014; Idso et al., 1979). This results in evaporation rates comparable to those calculated for continuous liquid water upward flow through the soil, as discussed in Assouline et al. (2013) and Brutsaert (2014).

Another mechanism for water vapor transport through a DSL is air advection, which can be induced in the soil material by changes of air pressure at the surface, due to wind or barometric pressure variations. Davarzani et al. (2014) conducted soil column evaporation experiments in a wind tunnel that showed that warm, dry wind with fluctuating speeds has no effect on second stage evaporation. Periodic changes in barometric pressure result in air being pumped in and out of the soil, a process called barometric pumping.
(Kuang et al., 2013). The barometric pumping effect results in two modes of transport in the gas phase: direct advection up and down due to changes in gas phase pressure, and mechanical dispersion resulting from such pumping, as described in Auer et al. (1996). Grifoll (2013) used a numerical model to study the effects of three causes of mechanical dispersion on evaporation through a DSL: (a) temperature variations which, since water vapor pressure is dependent on temperature, create a thermally induced flow (Zeng et al., 2009), (b) barometric pumping, that had a negligible effect, and (c) Stefan flow (Lampinen et al., 2001) that had magnitude similar to the flow due to vapor diffusion, although that the model refered to the specific condition of loamy soil and $Z_{\text{DSL}}$ of $\sim$1 cm.

Soil evaporation studies conducted in semi-arid and arid conditions (Balugani et al., 2018; Dijkema et al., 2017; Wang, 2015) show a significant effect of the DSL on evaporation rates when $Z_{\text{DSL}}$ is larger than $\sim$5 cm. Wang (2015) reviewed several evaporation studies conducted in dry sandy soils, and showed that the effect of the DSL as a limiting factor on evaporation rates increases: linearly for $Z_{\text{DSL}} < 5$ cm, and logarithmically for $Z_{\text{DSL}} > 5$ cm. McColl et al. (2017) showed that the characteristic timescale of soil drying depends on both soil material properties and aridity index (defined in McColl et al., 2017, as the ratio between mean daily net radiation and latent heat of vaporization). Dijkema et al. (2017) found that the underestimation of lysimeter evaporation rates by a numerical model based on Richard’s equation is due to difficulties in modeling the flow in dry conditions at the topsoil ($Z_{\text{DSL}} \sim 25$ cm). Finally, Balugani et al. (2018) observed a significant effect of DSL on the evaporation rates measured in a semi-arid area during the dry season, with a $Z_{\text{DSL}} \sim 25$ cm. Hence, the thickness of the DSL is a factor that needs to be controlled to systematically check possible explanations for differences between laboratory and field observations.

The aim of this study was to investigate the processes of water vapor transport through a thick DSL, imposing controlled laboratory conditions as close as possible to those observed in the field in semi-arid areas. The specific objectives of this study were to test, in a sandy soil with a thick DSL:

1. The commonly used assumption that the water transport through a thick DSL is by diffusion only
2. The DSL effects on the evaporation rates due to:
   - Daily cycles in solar radiation (implying temperature and relative humidity changes as well)
   - Wind speed changes (air turbulence)
   - Atmospheric pressure changes and the related barometric pumping and air advection effects

2. Materials and Methods

2.1. Soil Columns Design

For the experiment, we used two PVC columns with different heights and diameters (Figure 2, from here on referred to as short and long columns, respectively) both equipped with soil moisture, matric potential, and temperature sensors (Decagon, USA, Figure 2). The sensors were connected to a Campbell CR1000 data logger (Campbell Scientific, USA) recording data every 5 min. The bottoms of the columns were covered with 5 cm of gravel (5 mm size) separated from the overlying soil material by a perforated aluminum plate (with 3 mm holes). The columns were wrapped in glass wool to insulate their walls and to slow down lateral heat loss. A valve connected each column (1 cm above the bottom) to a Mariotte bottle in order to maintain a fixed water table depth (WTD) inside the columns. The Mariotte bottles were continuously weighed with digital balances (0.01 g accuracy). Since the water in the columns was in equilibrium with the water in the Mariotte bottles, and the only possible output of water from the Mariotte bottle-column system was as water vapor from the column top, then the change in weight of the Mariotte bottle represented water evaporation from the column.

The columns were filled with quartz sand sieved to select 0.1–0.25 mm particle size. After sieving, the sand was washed and oven dried. The sand was packed in the columns 1 cm at a time until the columns were completely filled. The final porosity of the sand was 0.40 (material density of $\sim$1.06 g cm$^{-3}$). The water retention curve for the sand material was determined using a Decagon WP4 dew point potentiometer (Decagon Devices, Pullman, WA, USA). The $Z_{\text{DSL}}$ was calculated as $Z_{\text{DSL}} = \text{WTD} - L_c$, where $L_c$ is the thickness of the capillary-driven zone (including the capillary fringe, Figure 1), which was determined from soil material properties alone as shown in Shokri and Salvucci (2011). In this study, the $L_c$ for the material used
was estimated to be 10 cm based on the grain size analysis and confirmed by direct observation through destructive sampling at the end of the experiment.

The top boundary conditions were set up using a radiative lamp (800 W maximum power), with a timer switch and a fan. The atmospheric pressure, continuously measured in the nearby (∼1,500 m distance) weather station at the University, was representative for the atmospheric pressure inside the laboratory (not pressurized). The target evaporative conditions were typical for semi-arid conditions: maximum net radiation of 70 MJ m⁻² d⁻¹; maximum top soil temperature ∼75°C (with fan off); relative humidity of 20% at 10 cm above soil surface; evaporative conditions of 20 mm d⁻¹.

2.2. Diffusion Flow in a Thick DSL

To test the hypothesis that the only transport mechanism of water vapor through a thick DSL \( Z_{DSL} > 50 \) cm is by diffusion (objective 1), we compared the observed evaporation rates from the columns with the corresponding theoretical rates of diffusion. This was done for different \( Z_{DSL} \): if there was a proportionally inverse relationship between diffusion flow and \( Z_{DSL} \) (Equation 1), we would expect to see this relationship in the measured evaporation rates. The different evaporation rates were determined for three different water table heights (WTHs) above the column’s bottom: 10, 20, and 30 cm corresponding to WTD of 90, 80, 70 cm in the short column and 190, 180, 170 cm in the long column.

Assuming that only water vapor diffusion takes place between the vaporization plane and the column surface (see Figure 1), the evaporation rate from a column filled with porous material can be calculated with Fick’s law (Shokri et al., 2009) as:

\[
E_{\text{diff}} = D'_{pm} \frac{C_{sat} - C_{air}}{Z_{DSL}}
\]  

\[ (1) \]
where $c_{sat}$ and $c_{air}$ are the vapor densities in soil pores at the vaporization plane (mol mol$^{-1}$) and in the air above the column surface respectively and $D_{pm}^v$ (m$^2$ s$^{-1}$) is the diffusion coefficient for water vapor in the soil material, calculated as in Moldrup et al. (2000):

$$D_{pm}^v = \frac{S_g^{2.5}}{\phi} D_{air}^v,$$

where $S_g$ is the volumetric gas phase content in the soil material (equal to porosity in the DSL, both dimensionless), $\phi$ is the porosity and $D_{air}^v$ is the diffusion coefficient of water vapor in free air (m$^2$ s$^{-1}$), corrected for the absolute mean temperature of the dry layer $T$ (K) as $D_{air}^v = 0.22(T / 273)^{1.75}$.

### 2.3. Radiative Cycles and Stable Wind Effects on Vapor Transport Through a DSL

To test the effects on evaporation rates due to changes in radiation input and with different wind speed applied on the soil surface (addressing objectives 2a and 2b), and with different $Z_{DSL}$, we changed the experimental conditions and measured evaporation rates from the columns at equilibrium conditions. The experimental setup involved different Tests designated as T1 to T8 performed on both columns (Table 1), with WTH, wind speed (U), and radiative lamp schedule (LS) as Test factors. In every Test, only one variable was changed, and when the WTH was changed, the columns were left to equilibrate for $\sim 14$ days. We checked the statistical significance of the differences between evaporation rates measured in the Tests by using the ANOVA test to determine if groups of data were statistically different, and the Tukey post hoc test to assess which group of data differed from the others.

Therefore in: (T1) the water entered the columns while keeping them under constant evaporative conditions (fan turned off and radiative lamp turned on 24 h) until steady state was reached, with WTH = 10 cm (resulting in $Z_{DSL}$ of 80 and 180 cm for the short and long column, respectively, due to $L_c = 10$ cm); (T2) the evaporation rates were measured after equilibrium was reached, with the same evaporative conditions as in the equilibrium period; (T3) the fan was turned on, creating a wind with speed $= 1.8$ m s$^{-1}$; (T4) the WTH was increased to 20 cm (resulting in $Z_{DSL}$ of 70 and 170 cm for the short and long column, respectively); (T5) the connections between the Mariotte bottles and the columns were closed to test the experimental design for possible leakages; (T6) the radiative LS was changed to 12 h on/off cycles; (T7) the WTH was increased to 30 cm (resulting in $Z_{DSL}$ of 60 and 160 cm for the short and long column, respectively); (T8) the fan power was decreased, resulting in a wind speed of 0.3 m s$^{-1}$.

| Test | Start    | End      | WTH [cm] | U [m s$^{-1}$] | Lamp schedule           | Notes                  |
|------|----------|----------|----------|---------------|-------------------------|------------------------|
| T1   | 14 Oct 2011 | 18 Nov 2011 | 10       | 0             | on 24 h                 | column’s equilibration |
| T2   | 19 Nov 2011 | 04 Dec 2011 | 10       | 0             | on 24 h                 | at equilibrium         |
| T3   | 05 Dec 2011 | 11 Dec 2011 | 10       | 1.8           | on 24 h                 | fan turned on          |
| T4   | 12 Dec 2011 | 19 Dec 2011 | 20       | 1.8           | on 24 h                 | WTH raised             |
| T5   | 20 Dec 2011 | 22 Dec 2011 | 20       | 1.8           | on 24 h                 | bottle test            |
| T6   | 23 Dec 2011 | 12 Jan 2012 | 20       | 1.8           | on/off 12 h             | lamp 12 h cycle        |
| T7   | 13 Jan 2012 | 08 Feb 2012 | 30       | 1.8           | on/off 12 h             | WTH raised             |
| T8   | 09 Feb 2012 | 19 Feb 2012 | 30       | 0.3           | on/off 12 h             | slower wind speed      |

Note. WTH - water table height measured from the bottom of the column. U - wind speed. Every time the WTH was raised, the first 5 days of the Mariotte bottle weight datasets were considered as the equilibration period, so were not used in the evaporative rate calculations.
2.4. Atmospheric Pressure Fluctuations Effects on Vapor Transport Through a DSL

2.4.1. Direct Barometric Pumping

To test the hypothesis that the water vapor transport through a thick DSL is a combination of diffusion and atmospheric pressure changes (objective 2c) as described by Auer et al. (1996), we compared the observed evaporation rates with the sum of the calculated diffusion and barometric pumping flow (advection). Changes in atmospheric pressure resulted in an up and down movement of the gas phase in the soil material with an amplitude that decreased with depth from the soil surface, resulting in a movement of water vapor (Massman, 2006). This gas phase movement resulted in: (a) a mix of the vapor in the gas phase near the surface with the air above the soil, shortening the distance traveled by water vapor by diffusion (the direct barometric pumping effect); (b) the mechanical dispersion of water vapor in the DSL, resulting in an increase of the diffusion coefficient proportional to the velocity of the gas phase (Grifoll, 2013).

Assuming that the atmospheric pressure fluctuations can be represented by a few low frequency Fourier components, each characterized by amplitude of pressure change \( \Delta P \), the deepest layer of gas phase mixed with air above the soil (i.e., affected by direct barometric pumping) is:

\[ 2\Delta L_{\text{pump}} \approx 2 \frac{\Delta P}{P_0} Z_{\text{DSL}} \]  

where \( P_0 \) is the average surface pressure (kPa) (for the full derivation of Equation 3, see Auer et al., 1996). Therefore, the actual distance traveled by water vapor by diffusion (\( L \)) is equal to the depth between the vaporization plane and the depth directly mixed by barometric pumping, that is, \( L = Z_{\text{DSL}} - 2\Delta L_{\text{pump}} \).

2.4.2. Dispersion Due to Atmospheric Pressure Fluctuations

Another effect of atmospheric pressure fluctuations is the mechanical dispersion, which combined with water vapor diffusion (\( E_{\text{dif+disp}} \ [\text{mm d}^{-1}] \)), can be expressed (Auer et al., 1996; Bear, 1972) as follows:

\[ E_{\text{dif+disp}} = \left( \frac{D_{\text{em}} + \alpha |V|}{L} \right) \frac{C_{\text{sat}} - C_{\text{air}}}{L} \]  

\[ V \approx \frac{\Delta P}{P_0} (L - z) \omega \sin(\omega t) \]  

where \( \alpha \) is the dispersivity coefficient (m), \( |V| \) is the positive measure of the pore scale velocity of the gas phase \( V \) (m s\(^{-1}\)), \( z \) is depth from the soil surface (m), and \( t \) is time (s). The term \( \alpha \) depends on soil material properties at the scale of interest, so it depends on soil type, water vapor transport distance, and lateral scale of the experiment (Vanderborght & Vereecken, 2007). An estimate for \( \alpha \) can be obtained from the data set of Vanderborght and Vereecken (2007), as in Grifoll (2013).

To test the effects of the mechanical dispersion due to atmospheric pressure changes, we checked the significance of the correlations between \( E \) and \( |\Delta P| \) for all the tests boundary conditions. The combination of Equations 4 and 5 can be simplified as \( E_{\text{disp}} = f(|V|) \) and \( V \approx g(|\Delta P|) \). Combining the two equations results in \( E_{\text{disp}} = f g(\Delta P) = h(|\Delta P|) \), with \( f \) and \( g \) some functions, and \( h \) a combination of them. Therefore, we can simplify the above approach by testing the hypothesis that there is significant correlation between changes in atmospheric pressure (\( \Delta P \) [kPa d\(^{-1}\)]) and corresponding evaporation rates (\( E \ [\text{mm d}^{-1}] \)), i.e., \( E = h(|\Delta P|) \). This can be done without any assumption regarding \( \alpha \) values or distance traveled by water vapor. We also tested the correlations between the evaporation rates measured and the parameters characterizing the atmospheric pressure fluctuations, such as amplitude and frequency.

Simplifying Equation 4 by assuming constant diffusion flow and a constant vertical water vapor concentration gradient, we obtain the total evaporation rates as:
\[ E_{\text{dif-disp}} = \left( D_{\text{pm}} + \alpha |V| \right) \frac{dC}{dz} = D_{\text{dis}} \frac{dC}{dz} + \alpha |V| \frac{dC}{dz} = \Delta P \left( L - z \right) \omega \sin(\omega t) + D_{\text{pm}} \frac{dC}{dz} \]  

(6)

Equation 6 can be simplified as:

\[ E_{\text{dif-disp}} \equiv -\Delta P \cdot k_1 + k_2 \]  

(7)

where \( k_1 = \frac{dC}{dz} \alpha \left( L - z \right) \omega \sin(\omega t) \); \( k_2 = \left( D_{\text{pm}} \frac{dC}{dz} \right) \).

where \( k_1 \) and \( k_2 \) are two constants used to fit the Equation 7, which suggests that evaporation rates should be correlated to the absolute value of the atmospheric pressure changes. To calibrate and validate the model we split the short column evaporation data set into two sets: calibration (T2, T3, and T4) and validation (T6, T7, and T9). The model was then used to simulate the long column evaporation to test its robustness by comparing the simulated with the measured data.

3. Results

3.1. Soil Column Measurements

Figure 3 shows the cumulative evaporation of seven (T2–T7) experimental Tests at short and long columns; all the conducted Tests resulted in the continuous decrease of water from the Mariotte bottles, indicating outflow of water vapor (evaporation) from the columns. Since the soil was mostly dry, the rates of evaporation in all the Tests were relatively small (≈0.3 mm d\(^{-1}\)) but varied among the Tests, as indicated by different slopes (discussed in Section 3.2) and by different, periodic fluctuations (discussed in Section 4.2) in the evaporation rates due to different evaporation conditions.

3.2. Statistical Analysis of Evaporation Rates With Different Evaporative Conditions

The measured evaporation rates from the two columns are shown in a boxplot in Figure 4. Some Tests, such as: T3 (changed wind speed), T6
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Table 2
Comparison of Measured Average Daily Evaporation Rates With Evaporation Rates Calculated Using: (i) Diffusion Only (Equation 1); (ii) Diffusion With Barometric Pumping Effect Estimated as the Sum of Fick’s Diffusion Flow and Direct Barometric Pumping Calculation (Substituting Equation 3 in Equation 1); (iii) Diffusion and Barometric Pressure Fluctuation Effect Estimated as the Sum of Diffusion Flow and the Effect of Barometric Pressure Fluctuation Calculated Using Equation 8, Calibrated Using the Short Column Dataset (Short-cal); Results are the Same for Both Columns

| Evaporation (mm d\(^{-1}\)) | Column | T2 | T3 | T4 | T6 | T7 | T8 |
|-----------------------------|--------|----|----|----|----|----|----|
| Measured                    | Short  | 0.350 | 0.240 | 0.728 | 0.277 | 0.286 | 0.127 |
| Diffusion Only              | Short  | 0.061 | 0.004 | 0.005 | 0.001 | 0.000 | 0.000 |
| Diffusion with Barometric Pumping Effect | Short  | 0.029 | 0.002 | 0.002 | 0.003 | 0.004 | 0.002 |
| Diffusion and Barometric Pressure Fluctuation Effect | Short-cal | 0.265 | 0.328 | 0.344 | 0.344 | 0.256 | 0.226 |
| Z\(_{DSL}\) (cm)             | Short  | 80   | 80  | 70  | 70  | 60  | 60  |
| Long                        | 180    | 180  | 170 | 170 | 160 | 160 |

Notes. All evaporations are in mm d\(^{-1}\).

There is no clear difference in evaporation rates between the two columns with different Tests: in tests T3, T6, T7, and T8 the average evaporation rates seem to be slightly lower for the long column (with larger Z\(_{DSL}\)) than for the short column (with smaller Z\(_{DSL}\)) while in Tests T2 and T4 the opposite is the case. The means are not statistically significant (ANOVA, 95%, \(n = 7,000\)) over all Tests while the differences between evaporation rates of the experimental Tests (same columns) are statistically significant at 99.9% confidence interval. This shows that the difference in behavior between the two columns is not statistically significant, while the different behavior of a column between different Tests is significant. The Tukey tests confirmed that most of the pairs of evaporation rates between these Tests are not statistically different.

It should be noted that, since the evaporative conditions were changed systematically, the interpretation of these statistics should be done looking at Figure 3 and Table 1. The Tests are presented in Section 2.3 in a temporal sequence, and the changes in evaporative conditions are cumulative, so, for example, the first evaporative Test T2 is significantly different from the following evaporative Test T3. This means that the different steepness of the evaporation curves for T2 and T3 is statistically significant, that is, it is not random.

3.3. Atmospheric Pressure Fluctuations Effects on Vapor Transport Through a DSL

3.3.1. Diffusion and Direct Barometric Pumping Effect

Both diffusion related evaporation estimates (Table 2), that is, one with only diffusion (Equation 1) and the other including direct barometric pumping (Equation 3), underestimated the experimental evaporation rates and neither could properly model the evaporation patterns measured in the columnar experiments. The evaporation estimated with only diffusion was 2–3 orders of magnitude smaller than the evaporation measured, and also did not follow the pattern of increases and decreases in evaporation rates between different tests. When the direct barometric pumping effect was added to the diffusion, it only marginally increased the total evaporation flux.

3.3.2. Dispersion Due to Atmospheric Pressure Fluctuations

In Figure 5, the hourly evaporation rates \(E_\text{h} [\text{mm d}^{-1}]\) are plotted against the corresponding hourly atmospheric pressure changes \(\Delta p \text{h} [\text{kPa h}^{-1}]\),

![Figure 5. Scatterplot of the hourly evaporation rates \(E_\text{h}\) against the hourly changes in atmospheric pressure \(\Delta p \text{h}\), for both columns. The best fits for the positive and negative relations (described in the main text) between the data are shown. The red lines show the intersection point between the two relations. For similar graphs but presented separately per test and per short or long column, see Supplementary Materials.](image)
There is a significant correlation between evaporation rates and amplitude and frequency of the atmospheric pressure fluctuations, indicating a relationship between evaporation and atmospheric pressure. We tested the hypothesis that, if the atmospheric pressure fluctuations were driving the evaporation process, then an increase in atmospheric pressure would result in an increase of the evaporation rate, and vice versa. To do so, we analyzed the correlation between the mean evaporation rate and both the mean frequency and the mean amplitude of the atmospheric pressure fluctuations in the evaporation tests conducted, using a moving average with a window of 5 days. We found significant positive correlations between evaporation rates and both amplitude and frequency (average Pearson coefficient $-0.7$) of the atmospheric pressure fluctuations: faster and with larger amplitude barometric fluctuations corresponded with larger evaporation rates.

Figure 5 shows that there are three different relations between $E_h$ and $\Delta P_h$: (a) a positive relation between positive $\Delta P_h$ and positive $E_h$; (b) a negative relation between negative values of $\Delta P_h$ (i.e., when atmospheric pressure decreases) and positive $E_h$, which holds for negative $E_h$ and positive $\Delta P_h$; (c) and a negative relation between positive $\Delta P_h$ and negative $E_h$. When the data set is divided in quadrants (e.g., negative $E_h$ and negative $\Delta P_h$; positive $E_h$ and negative $\Delta P_h$, etc.), it is possible to fit linear models with statistically significant correlation with $R^2 \approx 0.6$ and $p < 0.01$. Looking at Equation 4, the velocity of the gas $|V|$, dependent on $\Delta P_h$, enters the evaporation calculation as absolute value; therefore, a mirroring effect was expected (a change from an increasing to a decreasing relationship). However, the decreasing relation in Figure 5 is also observed for positive values of $\Delta P_h$; in our case, an increase in atmospheric pressure results in an increase of water pushed from the columns into the Mariotte bottles (a “negative evaporation” rate, $E < 0$) and vice versa. Note that the point at which the positive relation starts does not correspond to the Cartesian system origin (point 0, 0 in Figure 5).

Figure 6 shows the time series of $E_h$ and $\Delta P_h$: the positive changes in both $E_h$ and $\Delta P_h$ tend to have similar behavior, while the negative in the $\Delta P_h$ correspond to positive in the $E_h$, as expected from the absolute value sign in Equation 8. The points in which positive values of $\Delta P_h$ correspond to negative values of $E_h$ appear always after a sudden rise of atmospheric pressure changes from negative to positive (red circles in Figure 6).

The evaporation calculated using the model presented in Equation 8 and calibrated on the short column calibration data set (T2, T3, T4), fits the evaporation rates and trends in the data sets for the short column validation data set (T6, T7, T8), as well as for the long column evaporation data set (Figures 7 and 8). The model based on Equation 8, calibrated by fitting linear models for the inverse and direct relationships for the short column T2, T3, and T4 data sets, is different from Equation 7, since we: (a) had to add a constant term inside the module function ($k_3$) in order to explain the shift with respect to the x axis, that was not expected by looking at Equation 7; (b) found two different multiplying coefficients (which, in the model, included both $k_1$ and $k_2$ as well), $k_1^{\text{positive}}$ and $k_2^{\text{negative}}$, for the positive and negative relations between $E_h$ and $\Delta P_h$, respectively:

$$E_{\text{tot}} = f(\Delta P) = \begin{cases} k_1^{\text{positive}} (\Delta P + k_2) + k_3, & \Delta P + k_3 < 0 \\ k_1^{\text{negative}} (\Delta P + k_2) + k_3, & \Delta P + k_3 \geq 0 \end{cases} \quad (8)$$

where $k_1^{\text{positive}} = 4.91$ (mm kPa$^{-1}$), $k_1^{\text{negative}} = -2.00$ (mm kPa$^{-1}$), $k_2 = 0.07$ (mm d$^{-1}$), and $k_3 = 0.003$ (kPa h$^{-1}$). It should be noted here that the $k_3$ parameter fitted on the data had very low statistical significance, due to the wide spread of the data on the x axis at $E_{\text{tot}} = k_2$. A further statistical analysis could not reject the null hypothesis that $k_3 = 0$; hence, this parameter was neglected in the following analysis. The differences between Equations 8 and 7, and their applicability, are discussed in Section 4.2.
4. Discussion

4.1. Top Boundary Conditions and Experimental DSL Evaporation Rates

4.1.1. Wind Speed Effect

The effect of stable wind, with different velocities, on evaporation through a thick, >50 cm, DSL is statistically significant. The wind effect on evaporation rates can be best analyzed by comparing Tests where the wind speed was the only variable changed, that is, T2 with T3 and T7 with T8 (Table 2, Figure 4). The differences in measured evaporation rates between the Tests corresponding to different wind speeds in both columns are significant ($p < 0.05$). It should be noted that the increase in wind speed between Tests T2 and T3 is associated with a decrease in evaporation rate, in contrast to the “expected” decrease in evaporation rates between Tests T7 and T8 when wind speed decreased (Table 2, Figure 4). The unexpected decrease of evaporation between T2 and T3 can be explained by the T3 cooling effect of the wind speed at the top boundary temperature, where the wind speed changed from 0 in T2 to 1.8 m s$^{-1}$ in T3, which resulted in a dramatic drop of the top boundary temperature from $\sim 72^\circ$C to $\sim 35^\circ$C, implying also substantial drop of the DSL temperature gradient. In the T7–T8 transition, instead, the change in wind speed from 1.8 to 0.3 m s$^{-1}$ resulted in a rise in the top boundary temperature only from $\sim 25^\circ$C to $\sim 31^\circ$C, with a minimum effect on the DSL temperature profile, so the decrease of evaporation in both columns was likely attributed to the reduction of air turbulence.

4.1.2. Radiative Lamp Schedule (LS) Effect

The measured evaporation rates (Table 2, Figure 4) generally decreased between the Tests with 24 h continuous LS operation (T2, T3, T4) and the Tests with 12/12 on/off LS (T6, T7, T8). The paired differences of T2 and T4 with any of T6, T7 and T8 Tests were statistically significant with $p < 0.05$, in contrast to T3 pairs with any of T6, T7 and T8 (except of the T3-T8 pair for the short column that was also statistically significant); therefore, the relationship between the LS and the evaporation rates is not clear. The LS affects the top boundary temperature, with the top boundary temperature decreasing from $\sim 32^\circ$C (T4) to $\sim 23^\circ$C (T6), which is similar to the wind speed effect discussed in Section 4.1.1.

The temperature gradient in the DSL and, as such, the gradient of vapor densities in soil pores are a function of the top boundary temperature, which depends on both the radiative LS and the wind speed. Equation 1 supposes a correlation between the diffusion flow for water vapor in the DSL temperature gradient. If evaporation from the columns was only due to diffusion flow we would expect a direct relationship between top boundary temperature and evaporation rates. However, there is no clear relationship observed; it appears that other explanatory factors are involved in the transport of water vapor through the DSL.

The effect of changing the radiative LS from continuous to cyclic results in a reduction of evaporation rates (Figure 4; Table 2); this is in contrast to the increase that could be expected if a condensation/evaporation process was taking place. Effects of condensation and evaporation were not apparent in the columns since there was no observed change in the measured soil moisture. Therefore, the change in LS has an effect on evaporation rates but not on soil moisture in the topsoil. This could be due to the laboratory experimental conditions, where no dew forming was observed at the top of the soil column; another possible reason could be the large thickness of the DSL.

4.1.3. $Z_{DSL}$ Thickness Effect

The relationship between $Z_{DSL}$ and evaporation rates is not always statistically significant. The difference in evaporation rates after the first reduction of $Z_{DSL}$ by 10 cm was statistically significant, but the difference after the second reduction of $Z_{DSL}$ by 10 cm was not. Since the $Z_{DSL}$ appears in the denominator in Equation 1, if all water vapor transport through the DSL was due to diffusion flow only, we would expect an inverse relationship between evaporation rates and $Z_{DSL}$; however even though the mean measured evaporation rates are lower in the long column than in the short column (Table 2) the difference is not statistically significant.
The results do not prove that $Z_{DSL}$ has no effect, rather, that, when $Z_{DSL}$ is $>$50 cm, the effect of $Z_{DSL}$ on evaporation rates is minimal, and that evaporation rates seem mainly dependent on some other transport process.

Many processes that increase evaporation rates for small $Z_{DSL}$ (e.g., at least less than 5 cm, as explained in the introduction) can be negligible or even decrease evaporation rates for larger $Z_{DSL}$ (more than 15 cm). One example is the wind effect on the evaporation rates: when the $Z_{DSL}$ is smaller than the maximum depth of wind turbulence effect (reported to be in the orders of few centimeter), the direct effect of wind turbulence on the air distribution of a shallow profile can increase evaporation rates by actively removing water vapor from the topsoil (Davarzani et al., 2014; Mosthaf et al., 2014). However, when $Z_{DSL}$ is larger than the maximum depth of wind turbulence effect, the only effect of wind is the change of the soil surface temperature (Section 4.1.1). Another example is the pumping out water vapor from the first centimeters of the profile caused by changes in atmospheric pressure: if $Z_{DSL} \sim 2 \Delta \rho_{\text{pump}}$ (as defined in Equation 3, which in this study corresponds to $\sim$2.5 and $\sim$5 cm thick for the short and long column, respectively), the direct barometric pumping increases evaporation rates, but otherwise it has no effect on evaporation (Auer et al., 1996).

Increasing the $Z_{DSL}$ leads to different effects, on evaporation rates, of the daily fluctuations of evaporative conditions at the top boundary, which are usually identified as the drivers of evaporation and condensation cycles in the DSL. Whenever $Z_{DSL}$ is smaller than the depth of the maximum daily change in the soil temperature profile, the temperature change can influence the bottom of the DSL where liquid water is in equilibrium with air saturated by water vapor. In this way, the change in the temperature profile in the DSL results in an increase of evaporation because of direct transport of water vapor through condensation and evaporation cycle (Assouline et al., 2013). However, if the $Z_{DSL}$ is larger than the damping depth of the soil temperature profile, the only effect this change has on the DSL is a decrease in average temperatures in the top boundary of the DSL (Section 4.1.2). This is what happens in this study: the maximum depth of temperature fluctuation is $\sim$50 cm, which is comparable only with the shortest $Z_{DSL}$ for the short column (see Table 2). The relationship between $Z_{DSL}$ and possible evaporation processes is probably dependent on soil material properties, and should be the subject of further investigation in order to improve modeling of DSL evaporation.

### 4.2. Water Vapor Transport Mechanisms in the DSL

The assumption that the main water vapor transport mechanism is diffusion does not hold, even for constant evaporative conditions, and this is not related to the value of the diffusion coefficient, since the observed evaporation rate changes could not be predicted from Fick’s law. This was unexpected, since previous laboratory experiments found that the diffusion flow could explain the evaporation rates measured in soil columns under stable evaporative conditions (Shokri & Salvucci, 2011; Shokri et al., 2008, 2009). This was not the case in this study (Table 2), which could be due to the much larger $Z_{DSL}$ (>50 cm) as compared to other studies; the large distance traveled by the water vapor decreases the diffusion flow considerably, and enhances other processes that otherwise, with shorter $Z_{DSL}$, are less relevant (like the atmospheric pressure fluctuations effect, see below).

The process mainly responsible for the transport of water vapor through the DSL with $Z_{DSL} > 50$ cm seems to be the dispersion due to atmospheric pressure fluctuations, as indicated by the correlation between frequency and amplitude of the atmospheric pressure fluctuations and the measured evaporation rates. The direct effect of atmospheric pressure fluctuations, that is, the direct barometric pumping of air in and out of the topmost soil that reduces the thickness of the layer traveled by the water vapor (Auer et al., 1996), was shown to be of less relevance in this study (Table 2) as it is at least one order of magnitude smaller than the measured evaporation rates.

Equation 8 derived in this study allowed to model the behavior of the measured evaporation time series in both the validation data set for the short column (T6, T7, and T8) and the evaporation measured in the long column (verification data set), as shown in Figures 7 and 8. Given these results, the model appears to be robust, at least for the soil properties and $Z_{DSL}$ studied. The effect of atmospheric pressure fluctuations on the evaporation rates is shown in Figure 3 (all the other boundary conditions are kept constant). Another possible sources of the fluctuations in evaporation rates reported in Figure 3 could be the heterogeneity in...
the soil column material packing, or random errors. As the fluctuations appear to have the same behavior in short and long columns, the effect of soil heterogeneity and of the randomness can be ruled out, pointing at the impact of atmospheric pressure fluctuations.

One reported effect of atmospheric pressure fluctuations on groundwater is that they directly affect the water pressure in the column, resulting in fluctuations in the water levels. This effect probably plays a role in the negative relation between $E_h$ and $\Delta P_h$ shown in Figure 6. However, the hypothesis that the effect of atmospheric pressure fluctuations was limited to fluctuations in the water level in the columns can be ruled out, since this would result in fluctuations without long-term trend due to evaporation. When considering the long-term average of the evaporation rates the pressure fluctuations cancel out, and only the long time trend evaporation would be recorded (see the average $E_h$ in Figure 6). Moreover, this hypothesis is disproved by the fact that the measured Mariotte bottle’s weight changes were larger than those predicted using the equation for water table fluctuations by Rojstaczer and Riley (1990). In field conditions, such static fluctuations would have an effect on evaporation rates only for shallow water table depths, due to the changes in $Z_{DSL}$.

The results of the model represented by Equation 8 and based on Equations 4 and 6, indicate that $E_h$ is dependent on $\Delta P_h$ (Table 2 and Figure 8). The minor differences between the physical equation as Equation 7 and the model using Equation 8, however, need to be explained. The main difference is that, in Equation 8, there are two empirical coefficients (one for the negative and one for the positive relation) instead of only one. Note, the empirical coefficients $k_{positive}$ and $k_{negative}$ represent the efficiency with which the barometric fluctuation extracts the water vapor from the column (a combination of $\alpha$ and other soil material properties), and they switch from one to the other when either the air above the column is pushed inside the column, or the air in the column is pulled out of the column. Such gas transport in soils, with compression and expansion behavior, was observed for CO$_2$ flow in similar, semi-arid conditions of sandy soil, dry topsoil (see Figure 6 in Sánchez-Cañete et al., 2013).

It is possible to explain the need for two different coefficients ($k_{positive}^1$ and $k_{negative}^1$) for the dependence of $E_h$ on $\Delta P_h$ by looking at Equation 6, where the terms $\frac{dC}{dz} = \frac{1}{P_0} \frac{L - z}{\alpha} \sin(\omega t)$ are simplified into the empirical parameter $k_i$. This simplification is based on the assumption that all the terms simplified are independent of the sign of $\Delta P_h$, that is, they do not change their values between a compression or an expansion cycle. However, this may not hold true for the term $\frac{dC}{dz}$ during a compression cycle ($\Delta P_h > 0$), air from above the soil is pumped inside the soil column, and hence the vapor concentration gradient between the saturation value at vaporization plane and atmospheric value at soil surface gets compressed within a distance $2\Delta L_{pump}$. In the same way, during an expansion cycle ($\Delta P_h < 0$) the air inside the soil column is pumped out into the atmosphere, and the gradient is extended equally within a distance $2\Delta L_{pump}$. Therefore, it is expected that $\frac{dC}{dz}$ has a larger value when $\Delta P_h > 0$ and a smaller value when $\Delta P_h < 0$, that is exactly what happens to $k_i$ in this case.

5. Conclusions

We found that the main process of water vapor transport through a thick DSL is not diffusion but atmospheric pressure fluctuations, actually composed of two different processes, dispersion and direct barometric pumping, both dependent on atmospheric pressure fluctuations. The first process happens when air saturated with water vapor is pulled out of the column while atmospheric pressure decreases. The second process happens when the atmospheric pressure increases and air is pushed inside the soil, displacing the water vapor saturated air from the soil. More in detail, we found that:

- The assumption of only diffusion flow with thick $Z_{DSL}$ does not hold, even for the experiment with constant evaporative conditions.
- The wind effect and daily radiation cycles had only very small effect on the evaporation rates with a $Z_{DSL} > 50$ cm.
• The diffusion flow, mechanical dispersion flow, and direct barometric pumping effects, could not explain fluctuations of evaporation rates measured in the experiments (Figure 3).
• The model based on Equation 8 was able to simulate the measured evaporation rates, their trends and their fluctuations (Figures 7 and 8).
• The evaporation measured was found to be mainly dependent on atmospheric pressure fluctuations effect on the water vapor in the DSL, with two processes driving water vapor flow mechanism: direct barometric pumping and dispersion.

The findings of the study indicate that the relevant processes of water vapor transport in the thick DSL are different from the processes in the thin DSL, with thick and thin defined by the depth at which these transport processes change their magnitude. The evaporation rates found in this study with the thick DSL are relevant because: (a) DSL with comparable thickness have been typically reported in field conditions in semi-arid and arid areas; (b) the measured water vapor transport is the basis to understand how $Z_{\text{DSL}}$ influences evaporation rates in presence of a DSL (Balugani et al., 2017; McColl et al., 2017); (c) the evaporation rates measured in this study, that is, in the presence of the thick DSL, confirmed that assuming soil evaporation as occurring mainly due to diffusion flow substantially underestimates the evaporation.

Further studies should try to: (a) define how the relevant processes of water vapor transport through a DSL (atmospheric fluctuations, diffusion, daily cycles of evaporation/condensation, wind) change with increasing $Z_{\text{DSL}}$; (b) testing different evaporative conditions on soil columns with different imposed $Z_{\text{DSL}}$; (c) test the results of this laboratory study under field conditions.

Data Availability Statement
The whole data set is available at https://data.mendeley.com/datasets/s63crgbh2/1.
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