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Abstract: The main design goals of the multipath transmission control protocol (MPTCP) are to improve the throughput and share a common bottleneck link fairly with a single-path transmission control protocol (TCP). The existing MPTCP congestion control algorithms achieve the goal of fairness with single-path TCP flows in a shared bottleneck, but they cannot maximize the throughput in nonshared bottlenecks, where multiple subflows traverse different bottleneck links. This is because the MPTCP is designed not to exceed the throughput of a single-path TCP competing in the bottleneck. Therefore, we believe that MPTCP congestion control should have different congestion window control mechanisms, depending on the bottleneck type. In this paper, we propose an adaptive decrease window (ADW) balanced linked adaptation (BALIA) congestion control algorithm that adaptively adjusts the congestion window decrease in order to achieve better throughput in nonshared bottlenecks while maintaining fairness with the single-path TCP flows in shared bottlenecks. The ADW-BALIA algorithm detects shared and nonshared bottlenecks based on delay fluctuations and it uses different congestion window decrease methods for the two types of bottleneck. When the delay fluctuations of the MPTCP subflows are similar, the ADW-BALIA algorithm behaves the same as the existing BALIA congestion control algorithm. If the delay fluctuations are dissimilar, then the ADW-BALIA algorithm adaptively modulates the congestion window reduction. We implement the ADW-BALIA algorithm in the Linux kernel and perform an emulation experiment that is based on various topologies. ADW-BALIA improves the aggregate MPTCP throughput by 20% in the nonshared bottleneck scenario, while maintaining fairness with the single-path TCP in the shared bottleneck scenario. Even in a triple bottleneck topology, where both types of bottlenecks exist together, the throughput increases significantly. We confirmed that the ADW-BALIA algorithm works stably for different delay paths, in competition with CUBIC flows, and with lossy links.
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1. Introduction

The transport layer protocol provides an end-to-end connection over the Internet. The most widely used transport protocol is the transmission control protocol (TCP), which is designed to offer reliable data transfer [1]. In an end-to-end connection, TCP congestion control has a direct effect on network performance and it increases or decreases the congestion window (cwnd) in order to control the sending rate at the source host [2]. TCP Reno is the most typical and basic congestion control algorithm [2,3], which uses the packet loss as an indicator of network congestion [4].

Recently, cellular networks have presented new challenges for TCP, which are related to the concurrent use of multiple interfaces, such as Wi-Fi and 4G/5G in mobile devices [5,6]. The simultaneous use of multiple interfaces of multi-homed devices can meet the increasing demand for communications [7]. However, the traditional TCP does not
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support the use of multiple available interfaces and it only uses one path for an end-to-end connection [8]. Therefore, the Internet Engineering Task Force created the multipath TCP (MPTCP) working group, and MPTCP was introduced [9,10].

MPTCP is a set of regular TCP extensions for providing a multipath TCP service, allowing the transport connection to simultaneously operate on multiple paths [10]. A sequence of TCP segments transmitting on individual paths that form part of an MPTCP connection is defined as a subflow [9]. MPTCP allows for a single data stream to be sent over multiple paths [11]. Dividing the data stream by subflows between the hosts [12] can maximize resource utilization and increase the end-to-end throughput. Moreover, MPTCP provides better robustness and resilience against network/link failures and the performance degradation of some paths. Multi-homed devices using MPTCP can support continuous connections while changing the network interface.

The three design goals of MPTCP that must be met in order to ensure better performance and fairness are as follows [13]:

• Goal 1 (Throughput improvement): the total throughput of an MPTCP connection should be higher than that of a single TCP using the best path.
• Goal 2 (Fairness to TCP): when multiple subflows share a common bottleneck link with a single-path TCP flow, the aggregate throughput of an MPTCP connection should be equal to that of a single-path TCP.
• Goal 3 (Load balancing): MPTCP should prefer the best paths, and more traffic should be sent to less-congested paths.

The first goal is the reason multiple paths are used [9], whereas the second goal is essential in order to coexist with the single-path TCP in a common bottleneck link. The third goal must be considered in order to improve the performance of MPTCP after achieving the first two goals [14]. Therefore, Goals 1 and 2 must be achieved first, primarily by the MPTCP congestion control algorithm that allocates network resources between flows passing through the link. MPTCP congestion control, which adjusts the congestion window of several subflows, plays a more important role than traditional TCP congestion control, because MPTCP is an extension of TCP.

In order to achieve these goals, additive increase/multiplicative decrease (AIMD)-based [15,16] MPTCP congestion control algorithms, such as coupled [17], linked increase adaptation (LIA) [18], optimized linked increase adaptation (OLIA) [11], and balanced linked adaptation (BALIA) [19], were proposed. The coupled congestion control algorithm focused on TCP friendliness [20], whereas the subsequent algorithms improved responsiveness and load balancing. The MPTCP congestion control algorithm that is currently implemented on Linux was designed to achieve fairness with TCP, which means that the aggregate throughput of the MPTCP connection should not be higher than that of the single-path TCP passing through the best path. While this fairness goal ensures that all of the connections take up the same bandwidth, it is unfair for the MPTCP connection.

The bottleneck link determines the end-to-end throughput of a TCP session. Because the traditional TCP uses a single path, only one bottleneck link exists. However, the aggregate throughput of an MPTCP connection is not always determined by just one bottleneck link. When all of the subflows pass through different links, there can be as many bottleneck links as the number of subflows. Nevertheless, the BALIA congestion control algorithm (and the LIA and OLIA algorithms) limits the throughput of each subflow when it passes through different bottleneck links, while assuming that the subflows pass through the same bottleneck link [21].

In this study, we propose a modified BALIA congestion control algorithm that can minimize the throughput degradation that occurs due to the fairness goal of MPTCP. We call this algorithm the adaptive decrease window (ADW) for BALIA congestion control algorithm, which adjusts the amount of congestion window reduction when congestion occurs. It continuously tracks the delay fluctuations of each subflow and, if the delay fluctuations are similar, then ADW-BALIA behaves the same as the existing BALIA algorithm to coexist fairly with the single-path TCP. If the delay fluctuations are dissimilar, the ADW-BALIA
algorithm improves the throughput by adapting the congestion window reduction, so that surplus resources that are available at nonshared links are not left unused.

The main contribution of the ADW-BALIA algorithm are as follows:

- The ADW-BALIA algorithm improves the aggregate MPTCP throughput by approximately 20% when traversing nonshared bottleneck links. This algorithm also maintains fairness with the TCP congestion control algorithm on the shared bottleneck link.
- In designing the ADW-BALIA algorithm, a major modification of the BALIA algorithm is the congestion window decrease mechanism. ADW-BALIA adaptively adjusts the congestion window reduction based on the round-trip time (RTT) fluctuation of the subflow.
- The ADW method designed in this paper was applied to the BALIA algorithm to implement the ADW-BALIA algorithm. This method can also be applied to both the LIA and OLIA algorithms.

The remainder of the paper is organized, as follows. In Section 2, we investigate the existing MPTCP congestion control algorithms and present a bottleneck type of MPTCP. We introduce the details of the ADW-BALIA congestion control algorithm in Section 3. Subsequently, we evaluate the ADW-BALIA algorithm with various topologies by conducting an emulation experiment in Section 4. Finally, Section 5 concludes the paper.

2. Related Work

2.1. Multipath Transmission Control Protocol Congestion Control Algorithm

TCP Reno was the first congestion control algorithm to be broadly deployed, but today the default algorithm in both Linux and Windows 10 operating systems is TCP CUBIC [22]. With the gradual development of transmission technology and network devices, the transmission capacity of the network significantly increased; however, the TCP congestion control algorithm did not fully use the capacity. Therefore, a new congestion control algorithm, called bottleneck bandwidth round-trip propagation time (BBR) [23], was recently proposed, which attempts to address the need for an optimal TCP congestion control algorithm that is suitable for the current network characteristics.

Similarly, a new congestion control algorithm that is suitable for MPTCP is required to use MPTCP with multiple subflows efficiently. If every subflow of an MPTCP connection operated as an independent TCP Reno connection, then the TCP fairness goal of MPTCP would be violated in the shared bottleneck case. Thus, MPTCP congestion control algorithms, such as EWTCP [24], LIA [18], OLIA [11], BALIA [19], and wVegas [25], have been proposed to use multiple subflows effectively while being fair to the traditional TCP. Most of these algorithms are based on TCP Reno and they retain the same decrease mechanism as TCP Reno, only modifying the increase mechanism of the congestion window.

The default congestion control algorithm in the Linux MPTCP, LIA, adjusts the cwnd on multiple routes, as follows:

- For each ACK received on subflow $r$, $w_r = w_r + \min\left(\frac{a}{w_{total}}, \frac{1}{w_r}\right)$,
- For each packet loss on subflow $r$, $w_r = w_r - \frac{w_r}{2}$,

where $w_r$ is the cwnd of subflow $r$, $a$ is a multipath aggressiveness factor, and $w_{total}$ is the sum of $w_r$ for all subflows. Therefore, the subflow of the default MPTCP connection uses not only its own cwnd, $w_r$, but also the cwnd of other subflows to adjust the cwnd. The modification of the increase mechanism causes the increase rate of the aggregate cwnd of all subflows to be equal to that of the single-path TCP, thus ensuring fairness to the single-path TCP. However, the decrease mechanism is retained as for TCP Reno.

Moreover, the strategy of increasing and decreasing the cwnd of the BALIA algorithm, which is the basis of the proposed algorithm in this paper, is as follows:

- For each ACK received on subflow $r$, $w_r = w_r + \left[\frac{w_r}{\tau_r x^2} \cdot \left(\frac{4 + x}{4 + x + 3}\right) \cdot \left(\frac{\hat{a} + 1}{\hat{a}}\right)\right]$,
- For each packet loss on subflow $r$, $w_r = w_r - \left[\frac{w_r}{2} \cdot \min\left(\alpha_r, \frac{3}{2}\right)\right]$,
where $\alpha_r$ is a multipath aggressiveness factor of subflow $r$, and $\tau_r$ is the round-trip time that is observed on $r$. Each variable is defined, as follows: 

$$\alpha_r = \max\{x\} / x_r,$$  

where 

$$x_r = \frac{w_r}{\tau_r},$$  

and 

$$x = \frac{\sum_{k \in P}(w_k / \tau_k)}{2}.$$

The BALIA algorithm allows for $w_r$ oscillation up to an ideal level to provide a good balance between TCP friendliness and responsiveness. When the subflow $r$ passes through the best path, or the MPTCP connection uses a single path, $\alpha_r$ is set to 1, which makes both the increase and decrease of $w_r$ reduce to the same values with TCP Reno [26].

The fairness goal of MPTCP can also be described by the fluid model for MPTCP [19]. Equations (1) and (2) describe the fluid model, as follows:

$$\dot{x}_r = k_r(x_s)(\phi_r(x_s) - q_r/2)^+_{x_r} \quad (1)$$

$$\dot{p}_l = \gamma_l(y_l - c_l)^+_{p_l} \quad (2)$$

where the MPTCP session source $s$ associates a set of paths, and each path $r \in s$ has the sending rate $x_r$. In addition, $q_r$ represents the approximate packet loss probability on path $r$. Moreover, each link $l \in r$ has the capacity $c_l$, loss probability $p_l$, and aggregate traffic rate $y_l$.

The authors also provide the following TCP friendliness design condition for the gain $\gamma_l$ in the MPTCP fluid model.

**Condition of fairness with TCP:** for any path $r$ of MPTCP session source $s$, the function $\phi_r(x_s)$ in Equation (1) satisfies $\phi_r(x_s) \leq (x_r \tau_r)^{-2}$.

This condition ensures that the cwnd of the MPTCP subflow increases no more aggressively than that of a single-path TCP flow [8,19].

A new MPTCP congestion control has recently been proposed, which deviates from the traditional AIMD-based TCP Reno mechanism [27–31]. Several studies have been conducted as a typical example, which applied the BBR congestion control to MPTCP [28–31]. However, numerous problems have been encountered in the early version of the BBR congestion control, and the proposed multipath BBR congestion control based on the early version inherits related problems and may cause additional issues [32–34]. In addition, BBRv2 is being developed for solving the inherent problem of TCP BBR, and the multipath BBR must be entirely revised according to the change in TCP BBR.

### 2.2. Bottleneck Links in Multipath Transmission Control Protocol

MPTCP can have different bottleneck types, depending on the number of subflows. As depicted in Figure 1, MPTCP subflows can pass through either a different link (Figure 1b) or the same link (Figure 1a). The case in which two subflows pass through the same bottleneck link is a shared bottleneck, and the other case is a nonshared bottleneck [35]. When the MPTCP subflows compete with single-path TCP flows on a shared bottleneck link, MPTCP must meet its fairness goal to coexist with the traditional TCP. If this goal is not achieved, single-path TCP hosts cannot occupy adequate bandwidth, which results in fairness issues.

Therefore, the MPTCP congestion control algorithms currently implemented in Linux [36] demonstrate sufficient fairness with the single-path TCP. However, the efforts of MPTCP to maintain fairness with the traditional TCP may cause unintended performance degradation [19]. Thus, the MPTCP throughput may be limited on a nonshared bottleneck, due to the fairness goal of MPTCP. When each subflow passes through a nonshared bottleneck link, the throughput can be maximized by not considering the fairness goal of MPTCP. However, the existing MPTCP congestion control algorithm in Linux does not achieve the maximum throughput in a nonshared bottleneck.

Two experiments were conducted to observe the throughput of MPTCP, according to the bottleneck type. Section 4 describes the detailed experimental environment and setup. Figure 2a illustrates the throughput of MPTCP and TCP when all flows share the same bottleneck link set to 120 Mbps in bandwidth. One single-path TCP flow competes with the MPTCP connection with two subflows; thus, the fair share is 60 Mbps. Fluctuations exist between MPTCP and TCP, but, on average, they compete fairly. In the nonshared
bottleneck scenario, each subflow of MPTCP competes with a single-path TCP flow at each bottleneck link set to a 60 Mbps bandwidth. In Figure 2b, we present the sum of the throughput of two single-path TCP flows and the aggregate MPTCP throughput. The maximum aggregate throughput that MPTCP can achieve is 60 Mbps, but it averages a throughput of 40 Mbps, which is approximately 30% lower.

![Figure 1. Two types of bottlenecks in the multipath transmission control protocol with two subflows.](image)

![Figure 2. Throughput comparison by bottleneck type.](image)

### 2.3. Shared Bottleneck Detection Algorithm

Because TCP is an end-to-end transport protocol, it cannot explicitly determine which link it passes through or the efficiency of the path. Therefore, the packet loss and delay information can typically be used to detect which flow shares the bottleneck. To detect a shared bottleneck, several studies have used various types of network information [21,22,37–41]. The first algorithm that was proposed to determine whether MPTCP shares a common bottleneck link is the dynamic window coupling algorithm by Hassayoun et al. [22]. It detects the shared bottleneck while using the increase in the delay or packet loss over a certain period. In addition, Ferlin et al. [21] proposed the shared bottleneck detection algorithm for MPTCP based on three key statistics of a one-way delay: skewness, variability, and key frequency. Unlike the above papers using delay information, Wei et al. [41] proposed a congestion control algorithm and packet scheduler for MPTCP based on the bottleneck detection mechanism using explicit congestion notification [42].

These shared bottleneck detection studies exhibited relatively high detection accuracy. However, in the network, multiple bottlenecks can occur, and shared and nonshared bottlenecks may coexist. Therefore, in this study, we provide a customized solution for the BALIA algorithm that adapts and operates on changes of bottleneck, rather than simply categorizing the bottleneck as shared or nonshared. The proposed algorithm does not harm the single-path TCP on a shared bottleneck link. In addition, it improves the aggregate MPTCP throughput on a nonshared bottleneck. Moreover, the ADW-BALIA algorithm exhibits sufficient throughput improvement in complex scenarios, in which shared and nonshared bottlenecks are combined.

### 3. Adaptive Decrease Window for BALIA Congestion Control Algorithm

In this section, we introduce our proposed congestion control algorithm to improve the MPTCP throughput without harming the traditional TCP flows. First, we examine
the characteristics of the delay fluctuation, according to the type of bottleneck through which the MPTCP connection passes. Subsequently, based on the difference in the delay fluctuation, we estimate the similarity between the subflows. The proposed ADW-BALIA congestion control algorithm adaptively adjusts the cwnd decrease mechanism while using the estimated similarity.

3.1. Similarity of the Round-Trip-Time Fluctuations between Subflows

The TCP throughput is determined by the bandwidth of the bottleneck link and the RTT between the end-to-end hosts. In order to achieve the maximum throughput, the available capacity of the link must be used as much as possible, and the maximum amount of data that can be transferred during one RTT period, the bandwidth-delay product (BDP), is calculated as the product of the bottleneck bandwidth and round-trip propagation time. A queue is created on multiple links along the data path of a TCP flow when the amount of inflight data exceeds the BDP. The existing loss-based congestion control algorithm continues to transmit until the bottleneck buffer is full, and the congestion control reduces the amount of transmission when a buffer overflow occurs, which causes end-to-end RTT fluctuations. The bottleneck link capacity can be estimated from the RTT fluctuations in a stable network with no random packet loss.

If the network resources of the two paths are different, the RTT fluctuations of the flows passing through each path are also different. We confirmed the pattern of RTT fluctuations through actual emulation experiments while applying this assumption to the MPTCP subflow. The experiments were configured, so that MPTCP with two subflows passes through two types of bottleneck links. Figure 3 presents the smoothed RTT of each subflow for the shared and nonshared bottlenecks that are presented in Figure 1. In both scenarios, a single-path TCP flow passes through the bottleneck link and, in the nonshared bottleneck scenario, both subflows have the same RTT.

Figure 3. Round-trip-time (RTT) fluctuations according to the types of bottleneck: (a) both subflows coexist in the same bottleneck; (b) the two subflows pass through disjointed bottlenecks.

When two subflows compete on a shared bottleneck link, the RTT fluctuations between the two subflows are similar, because they fill the same bottleneck buffer. Subflows 1 (SF1) and 2 (SF2) exhibit a similar increase and decrease at 10 to 25 s, as presented in Figure 3a. The RTT difference in SF1 between the previous packet loss event and recent packet loss event is calculated while using the following equation:
\[ \Delta RTT_{SF1} = RTT_{SF1,max} - RTT_{SF1,min}. \] (3)

\( \Delta RTT_{SF1} \) is similar to that of SF2. In addition, the subsequent RTT fluctuation also coincides with the pattern of SF2. Instead, if two subflows pass through separate bottleneck links, the RTT fluctuations are distinct, due to their different network resources. Although the bandwidth of each bottleneck link and the RTT of both subflows were the same, \( \Delta RTT_{SF1} \) and \( \Delta RTT_{SF2} \) were slightly different (Figure 3b). However, the difference in the RTT fluctuations according to the scenario that is presented in Figure 3 is not completely reliable information. Even if the environment of each link is completely different, then the same RTT pattern may temporarily occur. Moreover, the RTT fluctuation can be different, even in the same environment. Therefore, the modified BALIA congestion control algorithm proposed in this paper judges that a shared bottleneck link is passed through when the RTT fluctuation similarity for each subflow is high. If the similarity is low, the cwnd decrease phase is adaptively adjusted.

The total average value of \( \Delta RTT \) is calculated to observe the similarity of the fluctuations for each subflow. The minimum and maximum RTT are tracked by comparing the current measured RTT to the previous RTT each time that an ACK is received. The measured minimum and maximum RTT are initialized after performing the ADW algorithm when congestion occurs due to packet loss. The RTT difference between the previous packet loss event and the most recent packet loss event is calculated. All of these variables are calculated separately for each subflow. The smoothed total average value is computed while using the exponential weighted moving average (EWMA) of the running total average sample:

\[
Average_s(i) = (1 - \beta) \times Average_s(i - 1) + \beta \times Average(i),
\] (4)

where \( \beta \) is a weighting factor set to 5/8. \( Average(i) \) is the latest calculated total average sample. This value is always located between \( \max\{RTT_{r \in R}\} \) and \( \min\{RTT_{r \in R}\} \), denoting the maximum and minimum RTT of the subflow \( r \) of the MPTCP connection \( R \). Figure 4 presents three regions for the adaptive cwnd decrease phase. If the average value that is calculated using Equation (4) is located within the 10% boundary of the highest RTT \( max \) and lowest RTT \( min \) of the subflows, it is determined that the RTT fluctuations of all subflows are similar. If the \( Average_s(i) \) value exceeds the 10% boundary and is located within twice the range, the cwnd decrease is reduced when compared to the original cwnd decrease, as presented in Figure 4b. Figure 4c presents the case in which the \( Average_s(i) \) value is not within twice the range. In this case, the similarity of the RTT fluctuation between subflows is judged to be significantly different; thus, the cwnd decrease is further reduced compared with that presented in Figure 4b. The introduced boundaries were established based on experiments in shared and nonshared environments and they were tuned to the values that maintain TCP fairness in shared bottlenecks and lead to the best performance improvements in nonshared bottlenecks.
3.2. Adaptive Decrease Window for Throughput Improvement in a Nonshared Bottleneck

We proposed a congestion control algorithm that adaptively selects the \textit{cwnd} decrease for the packet loss event to improve the aggregate MPTCP throughput in a nonshared bottleneck link while maintaining fairness to the single-path TCP in a shared bottleneck link. Before designing the new algorithm, we evaluated which MPTCP congestion control algorithm exhibits the best fairness to the traditional TCP. Among them, the BALIA algorithm demonstrated better throughput for both bottleneck types. Therefore, we implemented the ADW algorithm by modifying the BALIA congestion control algorithm. However, we found that not all of the existing MPTCP algorithms have ideal throughput and coexist with a single-path TCP in a shared bottleneck link. Therefore, rather than focusing on detecting bottleneck types very accurately, the ADW algorithm aims to enable MPTCP to have the best throughput while competing fairly with the single-path TCP.

The BALIA algorithm balances the tradeoff between responsiveness and TCP friendliness of MPTCP. Peng et al. [19], who proposed BALIA, mentioned that no best parameter setting exists, because there is a tradeoff between all of the performance metrics. After identifying the design criteria for MPTCP algorithm, they experimentally tuned and chose parameters that have a good balance between responsiveness, TCP friendliness, and window oscillation. However, because the BALIA algorithm is also designed in consideration of TCP friendliness on a shared bottleneck link, it does not exhibit sufficient performance in a nonshared bottleneck. Therefore, in order to satisfy TCP friendliness, the cwnd increase phase was left as is, and only the decrease phase was changed. The cwnd increase phase of the ADW-BALIA algorithm is the same as the BALIA algorithm to be fair for the single-path TCP on a shared bottleneck. However, in the decrease phase, the reduction of the cwnd can be smaller than the original BALIA algorithm, and the ADW-BALIA algorithm can occupy the surplus resources of the link, inducing improved throughput on a nonshared bottleneck link.

![Diagram of three regions for the adaptive window decrease](image)

**Figure 4.** Three regions for the adaptive window decrease.
If the RTT fluctuations of each subflow are similar, then each subflow is judged to be passing through the same bottleneck link and it behaves the same as in the cwnd decrease phase of the existing BALIA algorithm. Conversely, if the RTT fluctuations are not similar, then it is assumed that the subflow does not traverse the shared bottleneck link, and the cwnd reduction is attenuated to improve the aggregate throughput. This improvement comes from compensating for link underutilization, due to the excessive cwnd reduction upon congestion, which is a disadvantage of the AIMD-based congestion control.

In Figure 5, the flowchart presents a detailed operation of the ADW-BALIA congestion control algorithm, and the Compensation part is a major modification to improve the throughput.

![Flowchart of the adaptive decrease window (ADW) congestion control algorithm.](image)

The BALIA algorithm reduces the cwnd to a minimum when 1.5 is selected in the \( \min() \) function, which is 1/4 less than the previous cwnd. Based on this value, Compensation 1 sets a decreasing constant of 0.75, which is further reduced by 1/4 from the minimum reduction of the BALIA algorithm. The \( \max() \) function is defined to ensure the stable operation of the ADW-BALIA algorithm in environments with a small bottleneck buffer. In the same way, Compensation 2 is further reduced by an additional 1/4 in order to obtain more surplus resources.

As the proposed ADW-BALIA uses the RTT fluctuation, the operation of algorithm mainly depends on the queueing delay at the bottleneck buffer. Moreover, ADW-BALIA is designed by assuming the tail-drop queue management as the active queue management (AQM) algorithm at the buffer of the routers. There is a possibility that the application of different AQM algorithms might affect ADW-BALIA’s operation. Therefore, the effect of
various AQM algorithms on the MPTCP congestion control algorithm will be investigated and ADW-BALIA will be upgraded further in future work.

4. Experiments and Evaluations

In this section, the performance of the ADW-BALIA congestion control algorithm is evaluated. We conducted an emulation experiment that is based on the Mininet emulator [43]. The Mininet environment was constructed on Ubuntu using the Linux Kernel v. 4.04 with MPTCP v. 0.90.3. For the setting of the detailed experiment, Netem [44] was used to configure the RTT, bandwidth, loss rate, and bottleneck buffer size for each link. Each client host used Iperf3 [45] to send data to the MPTCP server host. The bottleneck buffer size in all scenarios was set to 1 BDP in order to lead to periodic congestion events.

4.1. Topologies for the Experiment

Various topologies, as presented in Figure 6, were constructed to evaluate the fairness for TCP Reno while using the existing MPTCP congestion control algorithms and the proposed ADW-BALIA algorithms and to compare the throughput in nonshared bottlenecks. First, Scenario 1 is an experiment to check whether the second design goal of MPTCP is satisfied. The MPTCP connection with two subflows shares a bottleneck link with two single-path TCP flows (Figure 6a). In Scenario 1, the throughput of one single-path TCP and the aggregate MPTCP throughput should be the same, so that the fairness goal of the MPTCP can be achieved. Figure 6b presents the ideal throughput that each flow should have in this experiment, and it illustrates a simplified topology. In addition, Scenario 2 in Figure 6c was constructed in order to check the performance on a nonshared bottleneck link, where the existing MPTCP congestion control algorithms do not achieve the ideal throughput. Likewise, Scenario 2 is simply presented again in Figure 6d, it and is ideal when all subflows have the same throughput.

The previous two topologies are the most common experimental scenarios for the performance evaluation of the MPTCP congestion control algorithm. Thus far, in the MPTCP congestion control evaluation experiments, each subflow has been limited to two cases, either sharing a bottleneck link or not. For the experiment in more diverse topologies, Scenarios 3, 4, and 5 were constructed by combining the two previous scenarios. Scenarios 3, 4, and 5 are not expected to significantly differ from the previous experiments, because the end-to-end throughput of the TCP is determined by the most congested bottleneck links in the network. However, the throughput in the situation of passing through consecutive bottleneck links was not the same as that in a simple scenario. Therefore, we evaluated the performance of the MPTCP congestion control algorithm in an environment combining two simple topologies.

Figure 6e presents a scenario in which MPTCP competes with a single-path TCP flow in a nonshared link at first, but then competes all together in a subsequent shared bottleneck link. In other words, it is an experiment in which a larger load is applied to the shared bottleneck link in the downstream (i.e., the left side of the shared bottleneck in Figure 6e. All of the bottleneck links have a bandwidth of 60 Mbps; however, the shared bottleneck link in the downstream is more congested due to the competition of four flows. Figure 6g presents the same topology as before, but the nonshared bottleneck link is more congested, and it is expected to yield results similar to Scenario 2, because the bottleneck link is upstream. The last scenario, Figure 6i, depicts a situation where two types of bottleneck links exist simultaneously. Table 1 presents the setting values of the network parameters that were used in the experiment.
Figure 6. Experiment topologies and simple diagrams.
Table 1. Experimental parameters for each scenario.

| Scenario | RTT   | Bandwidth | Buffer Size | Bottleneck Bandwidth | Ideal Aggregate Throughput of MPTCP | Ideal Throughput of Single-Path TCP |
|----------|-------|-----------|-------------|----------------------|-------------------------------------|-------------------------------------|
| 1        | 10 ms | 100 Mbps  |             | 60 Mbps              | 20 Mbps                            | 20 Mbps for each                     |
| 2        |       |           |             |                      |                                    |                                     |
| 3        | 20 ms | 100 Mbps  | 1 BDP       | 60 Mbps for each     |                                    |                                     |
| 4        |       |           |             | 150 Mbps             | 20 Mbps                            | 20 Mbps for each                     |
| 5        | 10 ms | 120 Mbps  |             | 40 Mbps for NSB      | 20 Mbps                            | 20 Mbps for h3, h5                   |
|          |       |           |             | 120 Mbps for SB      |                                    |                                     |

Notes: BDP: bandwidth-delay product; RTT: round-trip time; TCP: transmission control protocol; MPTCP: multipath TCP; NSB: nonshared bottleneck; SB: shared bottleneck.

4.2. Experimental Results

4.2.1. Comparison of the Throughput Ratio

Figure 7a–f present the throughput ratio for a fair bandwidth when the proposed ADW-BALIA and existing MPTCP congestion control algorithms compete with a single-path TCP in a shared bottleneck link. Although all of the sexisting MPTCP congestion control algorithms do not harm the single-path TCP, they are located between 0.8 and 0.9 and have a slightly lower throughput ratio (Figure 7a–c). However, the ADW-BALIA that is proposed by modifying the BALIA algorithm occupies more bandwidth and exhibits higher throughput when compared to the other algorithms. This is a false negative of the ADW algorithm’s misjudgment, and it has no negative influence and increases the throughput in a shared bottleneck. Moreover, the two single-path TCP flows are close to their fair share when competing with the ADW-BALIA flows; thus, the fairness goal of MPTCP is sufficiently guaranteed. Figure 7e shows the results of three single-path TCP flows in a shared bottleneck with large deviations, but distributed near the fair number of 1.0. Here, the independent Reno represents MPTCP capable devices with the MPTCP option disabled, i.e., the MPTCP client host operates as a single path TCP and only uses one path to transfer data. We designed the independent Reno experiment in order to observe how the MPTCP capable communicating devices perform in the shared bottleneck when they use only one of their paths. However, we only performed this experiment in Scenario 1 because it has no significance in the nonshared bottleneck.

If each MPTCP subflow passes through a different path, it is ideal to occupy the same bandwidth as the single-path TCP flow at each link. Figure 8a–e present the throughput ratio for each flow divided by the maximum throughput when each subflow coexists with a single-path TCP flow in a nonshared bottleneck link. When MPTCP operates as the LIA algorithm, the throughput is about 25% lower than the maximum throughput due to the competing single-path TCP flow, as presented in Figure 8a. Figure 8b presents a significantly large deviation for OLIA and, in the worst case, nearly half of the fair throughput ratio is achieved. The BALIA algorithm has the best performance among the existing MPTCP congestion control algorithms. The proposed ADW-BALIA algorithm exhibits more improved fairness than the BALIA algorithm by mitigating the cwnd reduction based on the dissimilarity of the RTT fluctuations that may appear in the nonshared bottleneck link. Figure 8d illustrates that the first subflow exhibits some variation in the throughput ratio when compared to the second flow. However, the aggregate throughput of the ADW-BALIA algorithm is almost fair. In the case of the uncoupled congestion
control algorithm operating both subflows as the general TCP Reno, MPTCP occupies approximately 1.2 times more bandwidth than the single-path TCP.

Figure 7. Evaluation results of Scenario 1: (a) linked increase adaptation (LIA); (b) optimized LIA (OLIA); (c) balanced LIA (BALIA); (d) adaptive decrease window (ADW); (e) independent Reno; and (f) uncoupled Reno.

Figure 8. Evaluation results of Scenario 2: (a) linked increase adaptation (LIA); (b) optimized LIA (OLIA); (c) balanced LIA (BALIA); (d) adaptive decrease window (ADW); and, (e) uncoupled Reno.

Scenario 3 considers a situation where three links coexist; however, a larger load is applied to the shared bottleneck link, which is located in the downstream. The shared bottleneck link at the downstream becomes the main bottleneck, as determining the end-to-end throughput in the network is one bottleneck link, which is most congested.

Overall, the throughput ratio is reduced as compared to Scenario 1, where only one shared bottleneck exists (Figure 9a–c). When compared to other MPTCP congestion control algorithms with throughput ratios of 0.7 to 0.8, the ADW-BALIA algorithm is located between 0.8 and 0.9, showing improved throughput. The uncoupled Reno occupies considerable bandwidth, which results in unfairness with the single-path TCP because the MPTCP fairness goal is not considered when MPTCP operates as an uncoupled congestion control algorithm. Therefore, an MPTCP that does not consider the fairness to the single-path TCP can cause serious throughput degradation to TCP.
Figure 9. Evaluation results of Scenario 3: (a) linked increase adaptation (LIA); (b) optimized LIA (OLIA); (c) balanced LIA (BALIA); (d) adaptive decrease window (ADW); and, (e) uncoupled Reno.

Scenario 4 has the same topology as Scenario 3, but the bottleneck is changed to a nonshared bottleneck link. The bandwidth of each bottleneck link was changed to place a larger load on the nonshared bottleneck link that is located at the front. The LIA and OLIA algorithms exhibit similar results, but the BALIA algorithm demonstrates a reduced throughput ratio when compared to that of Scenario 2 (Figure 10a–c). Conversely, in Figure 10e, the uncoupled Reno takes up more bandwidth in Scenario 4. The proposed ADW-BALIA algorithm not only exhibits the best fairness, but also significantly improves the throughput when compared to the existing MPTCP algorithms.

Figure 10. Evaluation results of Scenario 4: (a) linked increase adaptation (LIA); (b) optimized LIA (OLIA); (c) balanced LIA (BALIA); (d) adaptive decrease window (ADW); and, (e) uncoupled Reno.

Scenario 5 assumes a combination of Scenarios 3 and 4, where three bottleneck links exist simultaneously. New single-path TCP hosts are connected to a shared bottleneck that is located at the downstream, and the same load is applied to the three bottleneck links. Figure 11 presents the throughput ratio for Scenario 5. The existing MPTCP algorithms shown in Figure 11a–c have a low throughput ratio of 0.7 or less due to competition on consecutive bottleneck links. Although the ADW-BALIA algorithm does not reach the ideal throughput ratio, it accounts for about 80% of the ideal bandwidth, which results in
improved throughput (Figure 11d). For the uncoupled Reno, the single-path TCP flows are overpowered, resulting in very unfair results.

Figure 11. Evaluation results of Scenario 5: (a) linked increase adaptation (LIA); (b) optimized LIA (OLIA); (c) balanced LIA (BALIA); (d) adaptive decrease window (ADW); and, (e) uncoupled Reno.

4.2.2. Fairness Index

Figures 7–11 demonstrate how close each flow is to the ideal throughput, and Figure 12 presents a fairness index between the competing flows. The fairness between the MPTCP flows and TCP flows is calculated while using Jain’s fairness index [46]:

\[
\text{Jain’s Fairness Index} = \frac{\left( \sum_{i=1}^{n} x_i \right)^2}{n \sum_{i=1}^{n} x_i^2},
\]

where \( n \) denotes the number of flows and \( x \) denotes the throughput of each flow.

Figure 12. Comparison of Jain’s fairness index for all scenarios.

In the shared bottleneck scenario, the fairness for each throughput of two single-path TCP flows and the aggregate MPTCP throughput was compared, whereas the fairness between one MPTCP subflow and a single-path TCP flow in each nonshared bottleneck link was compared in the nonshared bottleneck scenario.
The uncoupled Reno algorithm exhibits a sufficient fairness index of 0.9 in Scenarios 2 and 4; however, in the shared bottleneck-related scenario, it overwhelms the single-path TCP flow, and the fairness index is reduced to approximately 0.9. In Scenarios 1 and 3, all of the congestion control algorithms, except the uncoupled Reno algorithm, exhibit an excellent fairness index and a small deviation. However, the fairness index of all MPTCP algorithms except the proposed ADW-BALIA algorithm decreases in Scenario 2 and 4, and the decrease in the OLIA algorithm is most noticeable. Moreover, their deviation also substantially increases. In the last scenario, the fairness index of all existing coupled congestion control algorithms is greatly reduced, which results in a throughput imbalance between the MPTCP flows and single-path TCP flows. Conversely, the ADW-BALIA algorithm uses the bandwidth quite fairly when each flow competes on the bottleneck link, showing the best fairness index with a small deviation.

4.2.3. Different Round-Trip Times

Because the ADW-BALIA algorithm proposed in this paper observes the RTT fluctuation of each subflow, the operation must be checked in situations in which the subflows have different delays. Figure 13 displays the throughput ratio when two MPTCP subflows have the same RTT and different RTTs in the topology of Scenarios 1 and 2.

In the shared bottleneck scenario result shown in Figure 13a, all of the MPTCP algorithms guarantee the fairness goal of MPTCP, regardless of whether the RTT of the path is different. In particular, the ADW algorithm has improved throughput when compared to the existing MPTCP algorithm without damaging the TCP flow. Figure 13b demonstrates the results of dividing the aggregate MPTCP throughput by two single TCP throughputs when the two paths have different delays in a nonshared bottleneck scenario. Unlike the shared bottleneck scenario, the throughput changes slightly, due to differences in delays between paths. The throughput of all MPTCP algorithms, except OLIA, is reduced due to the difference in the RTT of the two paths. The ADW algorithm that is designed based on the BALIA algorithm also exhibits a decrease in throughput, but has the highest throughput among the MPTCP algorithms.

![Figure 13. Throughput ratio for Scenarios 1 and 2 according to RTT difference.](image)

4.2.4. Competition with the CUBIC Congestion Control Algorithm

All of the MPTCP congestion control algorithms implemented in Linux are designed based on TCP Reno, but, currently, the default TCP congestion control algorithm in Linux is CUBIC [22]. The CUBIC was implemented based on the proposed binary increment congestion (BIC) control algorithm to improve Reno’s slow congestion window increase mechanism [47]. However, the BIC was difficult to analyze due to its complex design, and there was a problem of RTT fairness, in which flows with a short RTT occupied considerable bandwidth. Therefore, CUBIC was proposed to solve the above problems, and it has been designated as the default TCP congestion control algorithm in Linux since 2006.
Therefore, we performed an experiment in which the proposed ADW algorithm competes with the CUBIC flows. In the basic topologies of Figure 6a,c, the aggregate MPTCP throughput ratio was calculated when competing with the CUBIC flows, divided by its fair share. For comparison, Figure 14 presents the competition results with TCP Reno flows in each scenario. The CUBIC flows occupy more bottleneck bandwidth than the Reno flows in both scenarios. Therefore, all of the MPTCP algorithms show a lower throughput ratio when competing with CUBIC flows than when competing with Reno flows. In a nonshared bottleneck scenario, the ADW algorithm has a 20% higher average throughput ratio than the BALIA and LIA algorithms and it takes up sufficient bandwidth, even if it competes with the CUBIC flows.

Figure 14. Throughput ratio to fair share when MPTCP competes with the CUBIC.

In a shared bottleneck scenario, the existing MPTCP congestion control algorithm has a throughput ratio of higher than 0.8 when competing with the Reno flow, but it exhibits a throughput ratio of lower than 0.8 in competition with the CUBIC flows. This outcome indicates that the MPTCP connection cannot guarantee enough throughput when competing with a single-path CUBIC flow on a shared bottleneck link. In contrast, the ADW algorithm occupies sufficient bandwidth with a throughput ratio of 0.8 or more in a shared bottleneck scenario.

4.2.5. Lossy Environment

All of the introduced experiments were conducted in a lossless environment. The MPTCP congestion control algorithm, which inherits the loss-based TCP congestion control that performs congestion control using packet loss as a congestion signal, may experience performance degradation in a lossy link. Moreover, the RTT fluctuation measurement may not be accurate in a link with frequent loss because the proposed ADW-BALIA algorithm considers the RTT fluctuation of each subflow. Therefore, we evaluated the proposed ADW algorithm performance in an environment, where additional loss exists besides the packet loss due to congestion events.

Figure 15 illustrates the change in the average throughput with increasing random loss rates for shared and nonshared bottleneck links. The throughput sum of two single-path Reno flows and the aggregate MPTCP throughput are plotted together. In a shared bottleneck scenario presented in Figure 15a, as the loss rate increases (≤0.1%), the average throughput of the MPTCP connection gradually increases, and the total throughput of the single-path TCP gradually decreases. At a loss rate of 0.1%, the MPTCP congestion control slightly exceeds its fair share (≈20 Mbps in lossless), but it does not significantly impair fairness. At a high loss rate of 0.5%, the throughput reduction of the single-path
TCP is noticeable, significantly reducing the overall throughput (MPTCP and two TCP flows). The proposed ADW-BALIA algorithm has a higher throughput than the existing MPTCP algorithm for all loss rates, and the gap is wider, especially at a loss rate of 0.5%. Moreover, at a 0.5% loss rate, the ADW-BALIA algorithm occupies excess bandwidth without harming the single-path TCP, leading to increased throughput. The nonshared bottleneck experiment presented in Figure 15b also reveals results that are similar to the shared bottleneck experiment. In both scenarios, the ADW-BALIA algorithm maintains adequate fairness with the single-path TCP and improves the throughput.

Figure 15. Average throughput by loss rate in Scenarios 1 and 2.

5. Conclusions

In this paper, we proposed the ADW for BALIA congestion control algorithm in order to improve the throughput in a nonshared bottleneck while maintaining TCP friendliness in a shared bottleneck. The existing MPTCP congestion control algorithms fairly compete with the single-path TCP in a shared bottleneck, but have not achieved the maximum throughput in a nonshared bottleneck. The congestion window decrease mechanism of the ADW algorithm is adjusted based on the similarity between the subflows estimated through the delay information to achieve the maximum throughput. If the delay fluctuations between subflows are similar, then the algorithm operates like the existing BALIA congestion control algorithms and it attenuates the reduction in the cwnd according to the difference in delay fluctuations. The proposed ADW-BALIA algorithm was evaluated by conducting Mininet-based emulation experiments. The experimental results reveal that the proposed ADW-BALIA algorithm coexists well with the single-path TCP in a shared bottleneck and that the throughput increases by 20% as compared to the default congestion control of the Linux MPTCP. In addition, we revealed that the proposed algorithm effectively works in both simple and complex topologies with two or more bottlenecks. In all scenarios, the ADW-BALIA algorithm had the highest and most stable fairness index. The experiments on different RTT paths, the competition with CUBIC flows, and the lossy links confirm that the ADW-BALIA algorithm improved the throughput when compared to the existing MPTCP congestion control algorithms. In future work, we will investigate the performance of ADW-BALIA on buffers while using different active queue management algorithms.
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Abbreviations

The following abbreviations are used in this manuscript:

TCP Transmission control protocol
MPTCP Multipath TCP
ADW Adaptive decrease window
cwnd Congestion window
AIMD Additive increase/multiplicative decrease
LIA Linked increase adaptation
OLIA Optimized LIA
BALIA Balanced LIA
BBR Bottleneck bandwidth and round-trip time
RTT Round-trip time
SF Subflow
SB Shared bottleneck
NSB Nonshared bottleneck
BIC Binary increment congestion
AQM Active queue management
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