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Abstract—Though federated learning (FL) well preserves clients’ data privacy, many clients are still reluctant to join FL given the communication cost and energy consumption in their mobile devices. It is important to design pricing compensations to motivate enough clients to join FL and distributively train the global model. Prior pricing mechanisms for FL are static and cannot adapt to clients’ random arrival pattern over time. We propose a new dynamic pricing solution in closed-form by constructing the Hamiltonian function to optimally balance the client recruitment time and the model training time, without knowing clients’ actual arrivals or training costs. During the client recruitment phase, we offer time-dependent monetary rewards per client arrival to trade off between the total payment and the FL model’s accuracy loss. Such reward gradually increases when we approach to the recruitment deadline or have greater data aging, and we also extend the deadline if the clients’ training time per iteration becomes shorter. Further, we extend to consider heterogeneous client types in training data size and training time per iteration. We successfully extend our dynamic pricing solution and develop an optimal algorithm of linear complexity to monotonically select client types for FL. Finally, we also show robustness of our solution against estimation error of clients’ data sizes, and run numerical experiments to validate our results.

Index Terms—Federated learning, dynamic pricing, incentive mechanism, incomplete information.

I. INTRODUCTION

THE Internet of Things (IoT) is fast developing and well connects many human clients when using their mobile devices. It is desirable to learn from the massive data generated on such mobile devices to train the client models (e.g., for personal advertisement or recommendation) [1]. To preserve clients’ data privacy, federated learning (FL) is proposed to invite clients to iteratively update their computing results using local data, without sharing such data to the central server [2]. In an FL system (e.g., Gboard [3]), a learning task is implemented in two phases: client recruitment and model training. In the client recruitment phase, the central server waits for sequential arrivals of mobile clients to connect and participate; in the model training phase, clients obtain the central server’s aggregation parameter feedback in last iteration and compute their local results for this iteration to update. In addition, in the model training phase, the central server well utilizes clients’ computing power and local data to train the desired model [4].

Previous works mainly focus on the technological issues of FL. For example, to improve communication efficiency for FL, there are local updating [5], [6], [7], communication communication complexity reduction [8], [9] and compression schemes [10], [11]. To enhance the overall security and privacy of FL systems, Fung et al. [12] propose FoolGold that identifies poisoning sybils based on the diversity of client contributions in the distributed learning process. Liu et al. [13] further introduce a blockchain-based secure FL framework to prevent malicious or unreliable participants in FL. Hao et al. [14] propose an efficient and privacy-preserving federated deep learning protocol based on stochastic gradient descent method, by integrating the additively homomorphic encryption with differential privacy.

Most of their works assume that the clients will voluntarily participate in FL, which may not be realistic due to clients’ training cost including computational energy consumption on model training and parameter transmission. In reality, many clients are reluctant to participate in model training if there is not enough compensation during the training process. Thus, to increase clients engagement and ensure training accuracy, it is important to design pricing compensations to motivate enough clients to join FL and distributively train the global model. There are some recent works (e.g., [15], [16]) discussing the incentive mechanism design in FL, by largely assuming that data quality and costs of clients are readily known. Under this complete information assumption, Zhan et al. [17] design an incentive mechanism to optimize the utilities of mobile clients and the accuracy of the training model by considering the different sensing and training capabilities of mobile clients. Some other researchers (e.g., Feng et al. [18] and Sarikaya and Ercetin [19]) formulate a Stackelberg game to design pricing incentive against the clients’ following responses. Reinforcement learning is also used to derive the optimal pricing strategy for the central server to recruit clients for training [20], [21], [22].
However, in many realistic FL applications such as the financial field (e.g., [23], [24]), client recruitment is by no means in one shot but lasts for a period of time, waiting for clients’ arrivals and joining dynamically. Human clients have their own timing to observe the new FL task opportunity and some even need to complete ongoing tasks first (e.g., [3]). It is natural to consider our two-phase FL model including the recruitment and training phase. Prior works (e.g., [17], [18], [19], [20], [21]) simply decide fixed or one-shot pricing for client recruitment, by assuming all potential clients are always waiting for joining a new FL task. In our dynamic problem, one-shot or static pricing can easily lead to data over-sampling or under-sampling for training, and it is important to adaptively adjust the pricing compensation based on clients’ actual arrival pattern and cost distribution to meet the data target for later model training. Moreover, the clients’ training costs or even their arrival pattern are unknown to the FL system (e.g., [24]), as clients in general have different data sizes or distributions to contribute as well as different model training time per iteration. This incomplete information feature is largely overlooked in the existing incentive mechanisms for FL (e.g., [18], [19], [20], [21]). Only some very recent works (e.g., [25], [26]) consider the information uncertainty about clients’ private training costs, they ignore the recruitment process and stick with the special case of static pricing strategy as an incentive mechanism. Therefore, their performances can be far from the optimum of our dynamic pricing as shown in Section III-B and Section VI of this paper.

We are the first to design a dynamic pricing strategy to incentivize heterogeneous clients to participate in FL, under incomplete information about clients’ private training costs and random arrivals. Moreover, for a finite time horizon, we need to balance the client recruitment time/process and the model training time/process per task, while the incentive works (e.g., [17], [18], [19], [25], [26]) above mainly focus on the first phase of client recruitment. Finally, when facing multiple types of clients with different data size and training time per iteration, the client-type selection should be further taken into consideration to trade off the total data size and global training iterations. Our key novelty and main contributions are summarized as follows:

- **Dynamic client recruitment in federated learning:** To our best knowledge, this paper is one of the first works studying how to motivate dynamically arriving clients to participate in the federated learning over time, without knowing their private training costs or even arrival pattern. Due to the non-trivial waiting time for enough clients, we jointly consider two phases to balance for each FL task: client recruitment and the model training by the involved clients, where the longer time for recruitment helps gain more training data yet leaves less time for FL convergence.

- **Dynamic pricing mechanism under incomplete information:** In the client recruitment phase, we decide time-dependent monetary rewards in closed-form by constructing the Hamiltonian function to balance the total payment to clients and model accuracy loss, where a higher pricing reward attracts more clients for data contribution to FL yet adds expense to the system. We prove that the central server should provide a higher price when approaching to the recruitment deadline or with greater data aging, and show our dynamic pricing strategy always outperforms the static pricing strategy.

  - **Threshold-based client recruitment policy to cope with the dynamic pricing scheme:** Though a longer client recruitment duration helps recruit more clients and enlarge the training dataset, it leaves less model training time. After deciding the dynamic pricing for any recruitment time, we systematically analyze the best partition in client recruitment time and model training time, which is proved to be threshold-based. As compared to model training, we relatively reserve less time for client recruitment given greater data aging or longer training time of each client.

  - **Pricing extension to heterogeneous clients with robustness check:** We extend the pricing solution to consider heterogeneous client types in training data size and training time per iteration. Though a client type may have a greater data size, it also incurs greater computing time to accommodate in the synchronous training. We successfully extend our dynamic pricing solution and develop an optimal algorithm of linear complexity (with respect to the number of client types) to monotonically select client types for FL. Note that given a selected client type, the iteration duration is fixed and including client types with smaller data size and training time only creates updates within the iteration duration without reducing the number of global training iterations. Thus we prove that the optimal client-types should be selected monotonically to accelerate the model training. We also show robustness of our solution even if we have some errors in estimating clients’ data size.

  We also run experiments to validate our conclusion.

The rest of this paper is organized as follows. The system model and problem formulation are given in Section II. In Sections III and IV, we analyze the optimal dynamic pricing and data recruitment threshold for homogeneous clients. The extension to heterogeneous clients case and the robustness checking are discussed in Section V. Experimental results are shown in Section VI. Section VII concludes this paper.

### II. System Model and Problem Formulation

We consider an FL platform that plans to complete a task in $T$ time slots over the discrete time horizon. It first recruits
dynamically arriving clients in the first $T_{th}$ time slots and then proceeds with model training at recruited clients’ mobile devices using their local data in the rest $T-T_{th}$ slots, as shown in Fig. 1. Note that in client recruitment phase, the agreed clients just commit to help for the later model training, without incurring any cost. They only incur costs in computational energy consumption and parameter transmission during the model training phase. We first discuss homogeneous clients with identical data size and training time. The extension to heterogeneous clients with different data size and training time will be presented in Section V. For ease of reading, we list the key notations in Table I.

### A. Client Recruitment Phase

For the client recruitment phase, the central server recruits data from clients for the FL task in any time slot $t = 0, \ldots, T_{th} - 1$. As shown in Fig. 1, at the beginning of each time slot $t \in \{0, \ldots, T_{th} - 1\}$, the central server announces price $p(t)$ for training $T-T_{th}$ time slots. Then a client may appear randomly in this time slot and (if so) he further decides to help train the model or not by comparing the price offer $p(t)$ and his own total cost $c(T - T_{th})$, where $c$ is the unit cost per iteration appears and accepts the price $p(t)$ at time slot $t$, i.e., $\sigma(t) = 1$ and $c(T - T_{th}) \leq p(t)$, he will help train the model using his local training dataset and return the updated local parameter within the training time $\tau$, where $\tau$ represents the clients’ training time (total computation and transmission time) per global iteration. The payoff of the participating client with private unit cost $c$ is the difference between the price and his own training cost, i.e., $p(t) - c(T - T_{th})$. Then, the arrival client’s payoff at time $t$ is concluded as follows:

$$\mathcal{T}(t) = \begin{cases} p(t) - c(T - T_{th}), & \sigma(t) = 1 & c \leq \frac{p(t)}{T-T_{th}}, \\ 0, & \text{otherwise.} \end{cases}$$

(3)

The training efficiency is defined as the ratio between the data size and training time per client. Note that the small training efficiency for a client indicates that the training time is very large even for small data size. In this case, the platform should always set a trivial price $p(t)$ to be the upper bound $b(T-T_{th})$ to recruit arriving clients as soon as possible to save time for model training. With the strong computing capabilities nowadays, the training efficiency is generally not that small. Therefore, in this paper, we consider a more general case with non-trivial training efficiency (data size/training time) $\frac{s}{\tau} \geq 1$ to design dynamic pricing for client recruitment.

### B. Model Training Phase

For the distributed model training phase, we consider the synchronous FL with the one-step local update, which means each client performs one step of mini-batch stochastic gradient descent (SGD) to update the model parameters in each round, and the server waits for all clients’ local parameter updates and then sends the updated global parameter to all clients at the same time for next round’s training. Note that most synchronous FL algorithms require the same client number to participate in each round [28], [29]. Given $M$ clients agreed to participate, each participating client $n \in \{1, \ldots, M\}$ uses its local dataset $\mathcal{D}_n$ with data size $s_n$ to train the model. Denote the collection of data samples in $\mathcal{D}_n$ as $\{x_k, y_k\}_{k=1}^{s_n}$, where $x_k \in \mathbb{R}^d$ is the input sample vector and $y_k \in \mathbb{R}$ is the labeled output value for the sample $x_k$ at client $n$. For a sample data

| Table I: Key Notations and Their Physical Meanings |
|---|
| $T$ | Total time horizon |
| $T_{th}$ | Time threshold for client recruitment phase |
| $D$ | Number of global iterations |
| $N$ | Number of heterogeneous client types |
| $c$ | Client’s unit cost per training time $\in [0, b]$ |
| $\alpha$ | Arrival rate of the clients in each time slot |
| $\tau$ | Discount factor to indicate the freshness of data |
| $s$ | Data size of the heterogeneous clients |
| $s_i$ | Data size of the $i$-th client type |
| $\tau_i$ | Training time per iteration for homogeneous clients |
| $\nu$ | Training time per iteration of the $i$-th client type |
| $p(t)$ | Recruitment price of the homogeneous clients at time slot $t \in \{0, \ldots, T_{th} - 1\}$ |
| $p_i(t)$ | Recruitment price of the $i$-th client type at time slot $t \in \{0, \ldots, T_{th} - 1\}$ |
| $q_i$ | Percentage of type-$i$ clients with $\sum_{i=1}^{N} q_i = 1$ |
| $B(t)$ | Resulting total data size at time slot $t \in \{0, \ldots, T_{th}\}$ |
| $U(T)$ | Total expected cost of the homogeneous clients |
| $J(P(T); T_{th}, \{1, \ldots, T\})$ | Total expected cost given client-types $\{1, \ldots, T\}$ and recruitment threshold $T_{th}$ |
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\{x_k, y_k\}$, the objective is to find the model parameter $\omega \in \mathbb{R}^d$ that predicts the output $y_k$ based on $x_k$ with the loss function $f_k(\omega)$, where $f_k(\omega)$ characterizes the difference between the predicted value $y_k(x_k, \omega)$ and real output $y_k$. The loss function on the data set $D_n$ of client $n$ is

$$F_n(\omega) = \frac{1}{s_n} \sum_{k \in D_n} f_k(\omega).$$

At each iteration $t + 1$, client $n$ updates its local parameter based on last global parameter $\omega_t$ sent by the central server:

$$\omega_{t+1}^n = \omega_t - \eta \nabla F_n(\omega_t),$$

where $\eta$ is the learning rate, and sends $\omega_{t+1}^n$ back to the central server. The server averages the parameters sent back by $M$ participating clients

$$\omega_{t+1} = \sum_{n=1}^{M} \frac{s_n}{\zeta} \omega_{t+1}^n,$$

where $\zeta = \sum_{n=1}^{M} s_n$ is the total data size, and sends the updated global parameter $\omega_{t+1}$ to all clients for next round’s training.

The optimal model parameter $\omega^*$ that minimizes the global loss function is:

$$\omega^* = \arg \min_{\omega} f(\omega) = \arg \min_{\omega} \sum_{n=1}^{M} \frac{s_n}{\zeta} F_n(\omega).$$

Note that there are $T - T_{th}$ time slots left for training and the number of training iterations is $D = \frac{T - T_{th}}{\tau}$. As in [30] and [31], the accuracy loss after $D$ global iterations is measured by the difference between the global loss with the predicted parameter $\omega_D$ and that with the optimal parameter $\omega^*$, i.e., $f(\omega_D) - f(\omega^*)$, where $f(\omega)$ is the general convex objective function. When clients use one step of mini-batch SGD in each round and their datasets distribution is IID, the expected model accuracy loss is $O(\sqrt{\frac{1}{\sqrt{B(T_{th})}D}})$ [30], [31], where $B(T_{th})$ is the total data size contributed by the participating clients at the end of the client recruitment phase. For finite time horizon $T$, the objective $U(T)$ of the central server is to find the optimal dynamic pricing $p(t), t \in \{0, \ldots, T_{th} - 1\}$ and recruitment threshold $T_{th}$ to minimize the total expected cost, which is the summation of the total expected payment to clients and the expected model accuracy loss:

$$U(T) = \min_{p(t), t \in \{0, \ldots, T_{th} - 1\}} \sum_{t=0}^{T_{th}-1} \xi(p(t)) + \frac{1}{\sqrt{B(T_{th})D}} + \frac{1}{D},$$

where $\xi(p(t))$ is the expected payment at time $t$.

C. Problem Formulation

Based on the discussions in Sections II-A and II-B, we use dynamic Bayesian Game to model our federated learning system’s interaction with dynamically arriving clients without knowing their arrivals and private training costs.

- Players: the central server and random arriving clients.
- Strategies: For the central server, it decides the dynamic pricing $p(t), t \in \{0, \ldots, T_{th} - 1\}$, recruitment threshold $T_{th}$ (for heterogeneous clients case, it further decides the client-type choice). For the clients, they decides to help train the model or not.
- Information set: The central server does not know clients’ arrivals and private costs, but knows the client arrival rate $\alpha$ in each time slot and the cost distribution $F(c)$.
- Expected payoffs: The client’s payoff $\Upsilon(t)$ in (3) depends on his private training cost $c$ and price $p(t)$. The central server’s total cost $U(T)$ in (4) is the summation of the total payment to clients and model accuracy loss.

Note that a longer recruitment duration may help recruit more clients, but leaves less training time under finite time horizon $T$. Thus, the central server should balance the client recruitment time and model training time. Moreover, in the client recruitment phase, static pricing cannot adapt to clients’ random arrival patterns and data aging over time. Hence, we need to use dynamic pricing to balance the total payment to clients and the accuracy loss under incomplete client information. By considering the above issues, we formulate the problem by two-stage:

- Stage I: The central server chooses the optimal client recruitment threshold $T_{th}$.
- Stage II: Given the optimal recruitment threshold $T_{th}$, the central server decides the optimal dynamic pricing $p(t), t \in \{0, \ldots, T_{th} - 1\}$.

In the following, we use backward induction to first analyze the dynamic pricing in Stage II given the time threshold, then the optimal recruitment threshold in Stage I.

III. OPTIMAL DYNAMIC PRICING UNDER INCOMPLETE INFORMATION IN STAGE II

In this section, we study the central server’s pricing strategy under incomplete information, i.e., the central server does not know the clients’ arrivals during the client recruitment phase and the participating client’s particular cost. We first discuss the design of the dynamic pricing strategy in Section III-A. Then the discussion of the static strategy to serve as a benchmark is given in Section III-B.

A. Analysis of Optimal Dynamic Pricing

In reality, when waiting for the central server’s client recruitment, the value of the data may decrease, and the data collected earlier is not as fresh as the latest data contributed by recently arrived clients. For example, the real-time traffic information will become outdated and useless over time [32]. Reference [33] shows the freshness of data is inversely proportional to the number of times used in the training process for vehicular networks. The FL server needs the fresh data continuously to include all the important data in the final model and improve the accuracy of the model over time domain [34]. Thus, the useful data size from each device reduces. We denote the data aging factor as $r$. Here we reasonably consider a non-trivial $0.5 < r < 1$ to model data aging, as a trivial $r$ will lead to no recruitment till the deadline, and our dynamic pricing reduces to one-shot pricing.
For the homogeneous clients with identical data size \( s \) and training time \( \tau \), from the initial training data size \( B(t = 0) = 0 \), the probability that the data size \( B(t + 1) \) at time \( t + 1 \) increases to \( B(t) + s \) is \( \alpha F \left( \frac{p(t)}{2(T - Th)} \right) \), i.e., a client appears and accepts the price offer \( p(t) \) at time \( t \). The probability that the data size \( B(t + 1) \) at time \( t + 1 \) remains \( B(t) \) is \( 1 - \alpha F \left( \frac{p(t)}{2(T - Th)} \right) \). Consider uniform distribution of the clients’ private costs, i.e., \( F'(c) = \frac{1}{b}, c \in [0, b] \), the dynamics of the expected data size \( B(t) \) is given as:

\[
B(t + 1) = r((B(t) + s)\alpha F \left( \frac{p(t)}{T - Th} \right) + B(t)(1 - \alpha F \left( \frac{p(t)}{T - Th} \right)) = r(B(t) + \frac{\alpha s}{b(T - Th)}p(t)).
\]  

(5)

Note that \( r \) in Eq (5) indicates the data aging effect that the useful data size reduces over time. That is, we should not only consider the total data size, but also consider the freshness of the data at time slot \( t \).

Since the probability that a client appears and accepts the price \( p(t) \) at time \( t \) is \( \frac{\alpha}{b(T - Th)}p(t) \), the expected payment to this client is \( \frac{\alpha}{b(T - Th)}p(t) \). Note that the optimal price \( p(t) \) should not exceed the maximum cost \( b(T - T_h) \) of the client as it is unnecessary for the provider to over-pay. Therefore, given any time threshold \( T_h \), the objective function (4) of the central server can be rewritten as:

\[
U(T) = \min_{p(t) \leq b(T - T_h)\alpha/4} \sum_{t=0}^{T_h-1} \frac{\alpha}{b(T - T_h)} p^2(t) + \frac{1}{r} \frac{\sqrt{b(T - T_h)D}}{D}
\]

\[s.t. \ B(t + 1) = r(B(t) + \frac{\alpha s}{b(T - Th)}p(t)) \]

(6)

We can see that a higher price in the client recruitment phase leads to smaller accuracy loss for FL, but cause higher payment to afford for the central server. It’s not easy to solve the above problem by considering the huge number of price combinations over time, with computation complexity \( O((b(T - T_h)/\epsilon)^{T_h}) \) increasing exponentially in \( T_h \), where \( \epsilon \) is the precision of searching for pricing in the range [0, b]. In the following proposition, we solve the dynamic pricing in closed-form by constructing the Hamiltonian function.

**Proposition 3.1:** The optimal closed-form dynamic pricing \( p(t), t \in \{0, \ldots, T_h - 1\} \) is given by

\[
p(t) = \left( \frac{b^2 \tau^2 D^2 r^5 T_h^3 - 5t - 6(1 - r^2)^3}{16 \alpha b^2 s(1 - r^{2T_h})^3} \right)^{\frac{1}{2}},
\]

(7)

which is monotonically increasing in \( t \), \( p(t) \leq b(T - T_h) \) holds for any \( t \in \{0, \ldots, T_h - 1\} \). The recruited clients’ expected data size at the end of the client recruitment phase \( T_h \) is

\[
B(T_h) = D^\frac{2}{5} \left( \frac{\alpha s^2}{4br^2} \sum_{i=1}^{T_h} r^{2(i-1)} \right)^{\frac{3}{2}}.
\]

(8)

**Proof:** According to the problem (5)-(6), we have the discrete time Hamiltonian function as

\[
H(t) = \frac{\alpha}{b(T - T_h)} p^2(t) + \lambda(t + 1)(1 - b(T - T_h)) p(t).
\]

(9)

Since \( \frac{\partial^2 H(t)}{\partial p^2(t)} > 0 \), the Hamiltonian function \( H(t) \) is convex in \( p(t) \). Therefore, in order to find the optimal dynamic pricing that minimize the total expected cost \( U(T) \) in (6), it is necessary to satisfy:

\[
\frac{\partial H(t)}{\partial p(t)} = 0,
\]

(10)

\[
\lambda(t + 1) - \lambda(t) = -\frac{\partial H(t)}{\partial B(t)},
\]

(11)

with boundary condition

\[
\lambda(T_h) = \frac{\partial}{\partial B(T_h)} \left( \frac{1}{\sqrt{B(T_h)D}} + \frac{1}{D} \right) = -\frac{1}{2} D^{-\frac{1}{2}} (B(T_h))^{-\frac{3}{2}}.
\]

(12)

According to (11), we have \( \lambda(t) = r \lambda(t + 1) \). Then, based on the boundary condition, we can derive

\[
\lambda(t) = -\frac{1}{2} r^{T_h - t} D^{-\frac{1}{2}} (B(T_h))^{-\frac{3}{2}}.
\]

(13)

Based on (10) and (13),

\[
p(t) = -\frac{r \lambda(t + 1)}{2} = \frac{s}{4} r^{T_h - t} D^{-\frac{1}{2}} (B(T_h))^{-\frac{3}{2}}.
\]

(14)

Insert \( p(t) \) in (14) into (5), for \( t \in \{1, \ldots, T_h\} \), we have

\[
B(t + 1) = \frac{\alpha s^2}{4br^2} D^{-\frac{3}{2}} (B(T_h))^{-\frac{3}{2}} r^{T_h - t + 2} \sum_{i=1}^{T_h} r^{2(i-1)}.
\]

(15)

Thus, the total data size at the end of the client recruitment phase can be solved as in (8). According to (14) and (15), the optimal dynamic pricing \( p(t) \) is obtained as in (7). Note that \( b^2 \tau^2 D^2 \frac{16 \alpha b^2 s}{(\sum_{i=1}^{T_h} r^{2(i-1)})^3} \) will not change with \( t \) for any given \( T_h \). When \( r < 1, r^{5T_h} D - 5t - 6 \) increases with \( t \), and thus \( p(t) \) increases with \( t \).

In the following, we will show that \( p(t) \leq b(T - T_h) \) is satisfied when \( t \leq T_h - 2 \). According to (7), \( p(t) \leq b(T - T_h) \) is equivalent to

\[
16 b^2 \alpha^3 (T - T_h)^3 \frac{s}{\tau} \left( \sum_{i=1}^{T_h} r^{2(i-1)} \right)^3 \geq 1.
\]

(16)

For \( r < 1, (\sum_{i=1}^{T_h} r^{2(i-1)})^3 > \frac{1}{r^{5T_h} D - 5t - 6} \) always holds when \( t \leq T_h - 2 \). Note that \( b \geq 1, r \geq 1, \) and \( \alpha \geq 0.5 \). Thus, (16) always holds when \( t \leq T_h - 2 \). When \( t = T_h - 1, p(T_h - 1) \leq b(T - T_h) \) holds if

\[
(1 - r^2)^3 \leq 2 r (1 - r^{2T_h})^3,
\]

(17)

which always holds if

\[
(1 - r^2)^3 \leq 2 r (1 - r^2)^3,
\]

(18)
i.e., \( r \geq 0.5 \). Therefore, we can conclude that \( p(t) \leq b(T - T_{th}) \) is always satisfied when \( t \leq T_{th} - 1 \).

Proposition 3.1 shows that when time slot \( t \) approaches the recruitment deadline \( T_{th} \) or the data aging factor \( r \) is large, it is necessary to increase the price to ensure recruiting enough data to train the model.

### B. Analysis of Optimal Static Pricing

Note that the static pricing strategy is to use a fixed price to recruit clients at all times. Then the objective function of the central server can be rewritten as:

\[
U_{st}(T) = \min_{p \leq b(T - T_{th})} \sum_{t=0}^{T_{th} - 1} \frac{\alpha}{b(T - T_{th})} p^2 + \frac{1}{\sqrt{B(T_{th})D}} + \frac{1}{D} \\
\text{s.t. } B_{st}(t + 1) = r(B_{st}(t) + \frac{\alpha}{b(T - T_{th})} p),
\]

(19)

where \( p \) is the static pricing given by the central server.

Similar to the dynamic price, we also solve the optimal static pricing in closed form.

#### Lemma 3.1: The optimal closed-form static pricing \( p^* \) is given by

\[
p^* = \min \left\{ \left( \frac{D^2 b^3 r^3 (1 - r)}{16 T_{th} \alpha s r (1 - r_{th})} \right)^{\frac{1}{2}}, b(T - T_{th}) \right\},
\]

(21)

which is a special case of (7). The expected data size at the end of the client recruitment phase \( T_{th} \) is

\[
B_{st}(T_{th}) = \frac{r (1 - r^T_{th}) \alpha s p^*}{(1 - r) b r D}.
\]

(22)

**Proof:** According to the equation (20), we can derive the dynamics of the expected data size \( B_{st}(t) \):

\[
B_{st}(t) = \frac{r (1 - r^t) \alpha s p}{(1 - r) b(T - T_{th})} = \frac{r (1 - r^t) \alpha s p}{(1 - r) b r D}.
\]

(23)

Based on Eq (23), (22) is satisfied. Thus, we can get the objective function of the central server as:

\[
U_{st}(T_{th}) = \frac{T_{th}}{br D} p^2 + \sqrt{\frac{br (1 - r)}{\alpha s p r (1 - r_{th})}} p^{\frac{1}{2}} + \frac{1}{D}.
\]

(24)

Since \( \frac{\partial^2 U_{st}(T_{th})}{\partial p^2} = \frac{T_{th}}{br D} > 0 \), the objective function \( U_{st}(T_{th}) \) is convex in \( p(t) \).

Therefore, in order to find the optimal static pricing that minimizes the total expected cost \( U(T) \) in (24), it is necessary to satisfy:

\[
\frac{\partial U_{st}(T_{th})}{\partial p} = 0.
\]

(25)

Thus, the optimal closed-form static pricing \( p^* \) can be derived as (21).

The performance comparison of static pricing and dynamic pricing is shown in Section VI.

### IV. OPTIMAL RECRUITMENT THRESHOLD IN STAGE I

Under the optimal dynamic pricing in Proposition 3.1, a longer client recruitment time \( T_{th} \) results in a larger total data size \( B(T_{th}) \) in (8) at the cost of less training iteration number \( D \). Therefore, in Stage I the central server should find the optimal recruitment threshold \( T_{th} \) to balance the total data size and training time for cost minimization in finite time horizon \( T \), i.e.,

\[
T_{th}^* = \arg \min_{T_{th} \in \{1, \ldots, T - 1\}} U(T),
\]

(26)

where the total expected costs \( U(T) \) under the optimal dynamic pricing \( p(t) \) in (7) is:

\[
U(T) = (4^{-\frac{4}{5}} + 4^\frac{1}{5}) (\frac{b r \alpha s}{\alpha s r^2} (1 - r^2) (\frac{T - T_{th}}{T - T_{th}})^{\frac{1}{2}} + \frac{\tau}{T - T_{th}}).
\]

(27)

In the following proposition, the optimal threshold \( T_{th} \) is derived in closed-form.

**Proposition 4.1:** The optimal threshold \( T_{th}^* \in \mathbb{Z}^+ \) depends on the training time \( \tau \) per iteration and is given as follows:

- Given high training time per iteration \( \tau > \frac{\bar{\psi}}{5} \), the server decides \( T_{th}^* = 1 \) by recruiting clients in one time slot only and save more time for model training.
- Given low training time per iteration \( \tau < \frac{\bar{\psi}}{5} \), the server decides \( T_{th}^* = \arg \min_{T_{th} \in \{1, \ldots, T - 1\}} U(T) \) under the optimal dynamic pricing \( p(t) \):

\[
\frac{1}{5} (4^{-\frac{4}{5}} + 4^{\frac{1}{5}}) (\frac{b r \alpha s}{\alpha s r^2} (1 - r^2) (\frac{T - T_{th}}{T - T_{th}})^{\frac{1}{2}} + \frac{2^{2T_{th}} \text{ln}(r)}{1 - r^{2T_{th}}} + \frac{4 T_{th}}{T - T_{th}})^2 = 0,
\]

(28)

where

\[
\bar{\psi} = \frac{1}{5} (\frac{b}{\alpha s r^2})^{\frac{1}{5}} (4^{-\frac{4}{5}} + 4^{\frac{1}{5}}) \times \left( 2 \text{ln}(r) \right) r^2 (T - 1)^{\frac{5}{2}} + (T - 1)^{\frac{5}{2}}.
\]

(29)

**Proof:** Take the first-order derivative of (27) with respect to \( T_{th} \), we have

\[
\frac{\partial U(T)}{\partial T_{th}} = \frac{1}{5} (4^{-\frac{4}{5}} + 4^{\frac{1}{5}}) (\frac{b r \alpha s}{\alpha s r^2} (1 - r^2) (\frac{T - T_{th}}{T - T_{th}})^{\frac{1}{2}} + \frac{2^{2T_{th}} \text{ln}(r)}{1 - r^{2T_{th}}} + \frac{4 T_{th}}{T - T_{th}})^2.
\]

(30)

Since \( \frac{\partial U(T)}{\partial T_{th}} > 0 \) for any \( 0.5 \leq r < 1 \), \( T_{th}^* \) can be obtained according to \( \frac{\partial U(T)}{\partial T_{th}} = 0 \). Note that \( \frac{\partial U(T)}{\partial T_{th}} \) increases in \( T_{th} \). Therefore, we consider the following three cases:

- (i) If \( \frac{\partial U(T)}{\partial T_{th}} \mid_{T_{th}=1} \geq 0 \), i.e.,
  \[
  \tau^{\frac{5}{2}} \geq \frac{2}{5} \left( \frac{b}{\alpha s r^2} \right)^{\frac{1}{5}} (4^{-\frac{4}{5}} + 4^{\frac{1}{5}}) \text{ln}(r) \left( r^2 - (T - 1)^{\frac{5}{2}} \right) - \frac{1}{5} \left( \frac{b}{\alpha s r^2} \right)^{\frac{1}{5}} (4^{-\frac{4}{5}} + 4^{\frac{1}{5}}) (T - 1)^{\frac{5}{2}} := \bar{\psi},
  \]
  (31)
doesn’t exist. \(\leq\) always holds, i.e., \(T\) and thus we decide the minimum recruitment time \(0\) can be within the range \(\partial U\) can be obtained as the unique solution to \(r < 1\), and \(\lim_{r \to 1}(1 + 2\ln(r))r^{2(T-1)} = 1\). Thus, (33) always holds, i.e., \(\psi \leq 0\).

Note that \(\frac{\partial^2((1+2\ln(r))r^{2(T-1)})}{\partial r^2} > 0\) always holds for \(T \geq 2\) and \(r < 1\), and \(\lim_{r \to 1}(1 + 2\ln(r))r^{2(T-1)} = 1\). Thus, (33) always holds, i.e., \(\psi \leq 0\).

(iii) If \(\frac{\partial U}{\partial T_{th}}|_{T_{th}=1} < 0\) and \(\frac{\partial U}{\partial T_{th}}|_{T_{th}=T-1} > 0\), i.e., \(0 < \tau_3 \leq \psi\), since \(\frac{\partial U}{\partial T_{th}}\) increases in \(T_{th}\), \(T_{th}^* \in [1, \ldots, T-1]\) can be obtained as the unique solution to \(\frac{\partial U}{\partial T_{th}} = 0\). Note that here \(T_{th}^*\) can still be equal to 1 as the solution to \(\frac{\partial U}{\partial T_{th}} = 0\) can be within the range \(1, 2\). Thus, the integer \(T_{th}^*\) will be decided by comparing \(U(T)|_{T_{th}=1}\) and \(U(T)|_{T_{th}=2}\).

As shown in Proposition 4.1, if training time is high \((r \geq \bar{r})\), the FL training needs sufficient time to converge and thus we decide the minimum recruitment time \(T_{th}^* = 1\). As this requirement relaxes, we gradually increase the recruitment time \(T_{th}^*\). Note that we obtain an expression for time partition \(T_{th}^*\) in closed-form, and do not face any issue for computational complexity.

To more clearly illustrate our results, Fig. 2 numerically shows that the optimal recruitment threshold \(T_{th}^*\) increases with the total time horizon \(T\) to relax the recruitment deadline. Moreover, Fig. 3 shows that the optimal recruitment threshold \(T_{th}^*\) increases with the discount factor \(r\), which tells the data aging effect in (5). As the aging effect becomes weaker with greater \(r\), the clients who arrived early in the recruitment phase still contribute a lot to the training dataset and we prolong the recruitment time \(T_{th}^*\) to accommodate more useful data. In addition, Fig. 4 shows that as the clients’ costs for training increases, it takes more time for the server to recruit clients. Finally, Fig. 5 shows that as the client’s data size \(s\) increases, the server can shorten the recruiting time and spend more time on model training to optimally balance the payment to clients and model accuracy.

V. EXTENSION TO HETEROGENEOUS CLIENTS

In previous sections, we have analyzed the optimal dynamic pricing and recruitment threshold for homogeneous clients with the identical data size and training time. In this section, we will extend to \(N\) types of heterogeneous clients with different data sizes \(s_i\) and training time \(\tau_{th}, i \in \{1, \ldots, N\}\). A client type may have multiple clients and will incur a longer iteration duration if provided with more data to compute [4].
Without loss of generality, we assume \((s_i, \tau_i), i \in \{1, \ldots, N\}\) are sorted in ascending order, i.e., \(s_1 < s_2 < \cdots < s_N, \tau_1 < \tau_2 < \cdots < \tau_N\). A client of type \(i\) with private unit cost \(c\) per training time will accept the price \(p_i(t)\) at time slot \(t\) if the price offer can well compensate his cost with \(ct_iD \leq p_i(t), i = \{1, \ldots, N\}\), where the training iteration number \(D\) now varies according to our selection of client types for FL. The central server recruits clients’ updates. For example, if the central server sets synchronous FL setting, we set each iteration’s duration to be \(1280\) IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 32, NO. 2, APRIL 2024

By noting the data size the price offer can well compensate his cost with per training time will accept the price \(p(t)\). Note that the optimal price \(p_i(t)\) for each type-\(i\) clients should not exceed the maximum cost \(br_iD\) of this client-type as it is unnecessary for the provider to overpay. Therefore, given the inviting types of clients \(\{1, \ldots, N\}\) and recruitment threshold \(T_{th}\), the central server aims to find the optimal dynamic pricing \(p_i(t), t \in \{0, \ldots, T_{th} - 1\}\) for each type-\(i\) clients to minimize the total expected cost \(J(P(t) | T_{th}, \{1, \ldots, N\})\) consisting of the total payment to the clients and the expected accuracy loss for FL. That is,

\[
J(P(t) | T_{th}, \{1, \ldots, N\}) = \min_{p_i(t) \leq br_iD, t \in \{0, \ldots, T_{th} - 1\}} \sum_{t=0}^{T_{th}-1} \sum_{i=1}^{N} \frac{\alpha q_i s_i p_i(t)}{br_iD} + \frac{1}{\sqrt{B(T_{th})D}} + \frac{1}{D} \tag{34}
\]

\[
J(P(t) | T_{th}, \{1, \ldots, N\}) = \min_{p_i(t) \leq br_iD, t \in \{0, \ldots, T_{th} - 1\}} \sum_{t=0}^{T_{th}-1} \left( P(t)^\top WP(t) + \frac{1}{\sqrt{B(T_{th})D}} + \frac{1}{D} \right) \tag{35}
\]

\[
\text{s.t. } B(t+1) = r\left( B(t) + \sum_{i=1}^{N} \frac{\alpha q_i s_i p_i(t)}{br_iD} \right) = rB(t) + QP(t),
\]

where

\[
P(t) = \begin{bmatrix} p_1(t) & \ldots & p_N(t) \end{bmatrix}^\top \in \mathbb{R}^{N \times 1}
\]

\[
Q = \begin{bmatrix} \alpha q_1 s_1 & \ldots & \alpha q_N s_N \end{bmatrix} \in \mathbb{R}^{1 \times N}
\]

\[
W = \begin{bmatrix} \frac{\alpha q_1}{br_1D} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \frac{\alpha q_N}{br_ND} \end{bmatrix} \in \mathbb{R}^{N \times N}
\]

Similar to the analysis of Proposition 3.1, we have the following lemma.

**Lemma 5.1:** The optimal dynamic pricing \(P(t) \in \mathbb{R}^{N \times 1}\) is

\[
P(t) = \min( s_1 \Gamma_1, \ldots, s_N \Gamma_N, \begin{bmatrix} br_1D \\ \vdots \\ br_ND \end{bmatrix} ). \tag{36}
\]

where \(\Gamma_t = \left( \frac{b^3 r^2 s^2 \tau_{th} - s a (1-r^2)^3}{16a^3 (1-r^2)^2 \tau_{th}^{2/3} \sum_{i=1}^{N} \frac{q_i s_i}{\alpha q_i}} \right)^{1/2} \), which is monotonically increasing in \(t^2\).

**Proof:** According to the problem (34)-(35), we can construct the Hamiltonian function as follows:

\[
H(t) = \langle P(t) \rangle^\top WP(t) + \lambda(t+1)((r-1)B(t) + QP(t)). \tag{37}
\]

2If \(s_i \Gamma_1 > br_iD\) for client type \(j\) from certain time slot \(t\), the optimal pricing is \(p_j(t) = br_iD\) for any \(t \geq t'\).
Since $\frac{\partial^2 H(t)}{\partial p_i^2(t)} > 0, i \in \{1, \ldots, \tilde{N}\}$, the Hamiltonian function is convex in $p_i(t)$. Similar to the proof of Proposition 3.1, we have

$$P(t) = \frac{1}{4} W^{-1}Q^T D^{-\frac{1}{2}}(B(T_{th}))^{-\frac{1}{2}} r^t T_{th}^{-l-1},$$
(38)

and

$$B(t) = \frac{1}{4} Q W^{-1} Q^T D^{-\frac{1}{2}}(B(T_{th}))^{-\frac{1}{2}} r^t T_{th}^{-l-1} \sum_{i=1}^{\tilde{N}} t_{i}^2 (i-1).$$
(39)

According to (39), $B(T_{th})$ is solved as:

$$B(T_{th}) = \left(\frac{1}{4} Q W^{-1} Q^T D^{-\frac{1}{2}} \sum_{i=1}^{T_{th}} t_{i}^2 (i-1)\right)^2,$$  
(40)

Insert (40) into (38) and note that $p_i(t) \leq b r^t D$ for any $i \in \{1, \ldots, \tilde{N}\}$, the optimal dynamic pricing $P(t)$ can be derived as (36). Since $r^{5T_{th}-5t-6}$ increases with $t$ for any $0 < r < 1$, $P(t)$ is monotonically increasing with $t$.

Note that the Hamiltonian function is convex in $p_i(t), i \in \{1, \ldots, \tilde{N}\}$ for the problem (34)-(35). Thus, when $p_i(t) > b r^t D$, it’s optimal to set $p_i(t) = b r^t D$. Moreover, by noting that $p_i(t), i \in \{1, \ldots, \tilde{N}\}$ increases with $t$, if $\Gamma_i s_j > b r^t D$ for client type $j$ from certain time slot $t'$, the optimal pricing is $p_i(t) = b r^t D$ for any $t \geq t'$.

According to Lemma 5.1, if $s_i \Gamma_t \leq b r^t D$ holds for any client-type $i \in \{1, \ldots, \tilde{N}\}$, the resulting total expected cost is:

$$J_{\leq}(P(t)|T_{th}, \{1, \ldots, \tilde{N}\})$$

$$= \left(4^{-\frac{1}{2}} + 4^\frac{1}{2}\right)\left(\frac{b}{\alpha r^2}\right)^\frac{1}{2} \left(1 - r - 2 \right)\left(\frac{\tilde{N}}{\tau^2}\right)^{\frac{1}{2}}$$

$$\left(\frac{T_{N}}{T_{th}}\right)^{\frac{1}{2}}$$

$$+ \frac{T_{th}}{T - T_{th}}.\tag{41}$$

Lemma 5.1 also shows that for the client type with large amount of data, higher dynamic prices are required to compensate for their higher training costs. Also, like homogeneous clients, the dynamic price increases over time due to data aging (that is, the value of data decreases over time).

B. Optimal Recruitment Threshold in Stage II

Based on the optimal dynamic pricing in Section V-A, in Stage II we are ready to analyze the optimal recruitment threshold $T_{th}$ given the types $\{1, \ldots, \tilde{N}\}$ of inviting clients in Stage I. We propose the following proposition to find the optimal threshold $T_{th}$ for heterogenous clients case.

Proposition 5.1: The optimal threshold $T_{th}^{*} \in \mathbb{Z}^+$ for heterogeneous clients depends on their training rate $\frac{\tau_j}{r_j}$ (data size/training time) and is given as follows:

- Given low training rate $\frac{\tau_j}{r_j} \leq \frac{b D}{4 r^t}$ for any $i \in \{1, \ldots, \tilde{N}\}, t \in \{0, \ldots, \tilde{T}_{th} - 1\}$, the server decides $T_{th}^* = \tilde{T}_{th}$.
- Given high training rate $\frac{\tau_j}{r_j} > \frac{b D}{4 r^t}$ for certain $i \in \{1, \ldots, \tilde{N}\}, t \in \{0, \ldots, \tilde{T}_{th} - 1\}$, the optimal recruitment threshold $T_{th}^*$ can be obtained according to Algorithm 1.

where $\Gamma_i = \left(\frac{b D^2 s_i^{'2} - 5 s_i^{'2} - (1 - r^2) \tilde{N}^{1.5}}{16 s_i^{'2} (1 - r^2)}\right)^{\frac{1}{2}}$ and $\tilde{T}_{th} = \arg\min_{T_{th}} \left(J_{\leq}(P(t)|T_{th}, \{1, \ldots, \tilde{N}\}), J_{\leq}(P(t)|\tilde{T}_{th} + 1, \{1, \ldots, \tilde{N}\})\right) \in \{1, \ldots, T - 1\}$ with $T_{th} \geq 1$ as the unique solution to

$$\frac{1}{5} \left(4^{-\frac{1}{2}} + 4^\frac{1}{2}\right) \leq \left(\frac{b \tau_i (1 - r^2)}{\alpha r^2 (1 - r^2)}\right)^{\frac{1}{2}}$$

$$\left(\frac{2 r T_{th} \ln(r)}{1 - r^2} + \frac{1}{T - T_{th}} + \frac{\tau}{(T - T_{th})^2}\right) = 0. \tag{42}$$

Proof: Based on Lemma 5.1, we consider the following two cases based on whether $\Gamma_i s_i \leq b r^t D$:

(i) First, we consider the case that $\Gamma_i s_i \leq b r^t D$ is always satisfied for any $i \in \{1, \ldots, \tilde{N}\}, t \in \{0, \ldots, \tilde{T}_{th} - 1\}$. According to $P(t)$ in (36), we obtain the total expected cost $J_{\leq}(P(t)|T_{th}, \{1, \ldots, \tilde{N}\})$ in (41). We can check that $\frac{\partial^2 J_{\leq}(P(t)|T_{th}, \{1, \ldots, \tilde{N}\})}{\partial T_{th}^2} > 0$ is always satisfied, and thus the optimal $T_{th}^{*}$ can be obtained based on the first-order conditions $\frac{\partial J_{\leq}(P(t)|T_{th}, \{1, \ldots, \tilde{N}\})}{\partial T_{th}} = 0$, which is given in (42).

Denote the solution to (42) as $\tilde{T}_{th}$. Note that $\frac{\partial J_{\leq}(P(t)|T_{th}, \{1, \ldots, \tilde{N}\})}{\partial T_{th}} = 0$ increases in $T_{th}$.

If $\frac{\partial J_{\leq}(P(t)|T_{th}, \{1, \ldots, \tilde{N}\})}{\partial T_{th}} \bigg|_{T_{th} = 1} > 0$, we have $\tilde{T}_{th} < 1$.

Since $J_{\leq}(P(t)|T_{th}, \{1, \ldots, \tilde{N}\})$ is convex in $T_{th}$, the optimal threshold $T_{th}^* = \tilde{T}_{th} = \tilde{T}_{th} = 1$.

If $\frac{\partial J_{\leq}(P(t)|T_{th}, \{1, \ldots, \tilde{N}\})}{\partial T_{th}} \bigg|_{T_{th} = 1} \leq 0$, $\tilde{T}_{th} \geq 1$ is the unique solution to (42). By noting that $T_{th} \in \mathbb{Z}^+$, the optimal threshold is $T_{th}^* = \tilde{T}_{th} = \arg\min_{T_{th}} \left(J_{\leq}(P(t)|T_{th}, \{1, \ldots, \tilde{N}\}), J_{\leq}(P(t)|\tilde{T}_{th} + 1, \{1, \ldots, \tilde{N}\})\right) \in \{1, \ldots, T - 1\}$. By noting that $\Gamma_i$ is a function of $T_{th}$, we define $\Gamma_i = \left(\frac{b D^2 s_i^{'2} - 5 s_i^{'2} - (1 - r^2) \tilde{N}^{1.5}}{16 s_i^{'2} (1 - r^2)}\right)^{\frac{1}{2}}$ given $\tilde{T}_{th}$. Therefore, we can conclude that, if $\frac{\tau_j}{r_j} \leq \frac{b D}{4 r^t}$ for any $i \in \{1, \ldots, \tilde{N}\}, t \in \{0, \ldots, \tilde{T}_{th} - 1\}$, $p_i(t) = b r^t D$ for any $t \geq t'$.

Based on the data size updating dynamics (35), the total batch size $B(t)$ at time $T_{th}$ and the resulting total expected cost $J(P(t)|T_{th}, \{1, \ldots, j\})$ in (34) can be derived given the optimal dynamic pricing $P(t)$ in (36). Then, similar to the above analysis, the optimal recruitment threshold $T_{th}^*$ is obtained by checking the first-order condition as shown in Algorithm 1.

The procedure to find the optimal recruitment threshold $T_{th}^*$ for heterogeneous clients is concluded in linear Algorithm 1. Note that if the solution to (42) is less than 1, $\tilde{T}_{th} = 1$, and then we can calculate $T_{th}$ and $\Gamma_i$ to check whether $\frac{\tau_j}{r_j} \leq \frac{b D}{4 r^t}$ is satisfied for any $i \in \{1, \ldots, \tilde{N}\}, t \in \{0, \ldots, \tilde{T}_{th} - 1\}$. If satisfied, $T_{th} = \tilde{T}_{th}$. Otherwise, the total expected cost $J(P(t)|T_{th}, \{1, \ldots, \tilde{N}\})$ can be calculated according to the dynamics of data size $B(t)$ in (35) and optimal dynamic pricing.
chooses client types in set \( \{1, \ldots, N\} \). According to (41), we have \( J(P(t)|T_{th}, \{1, \ldots, j\}) \leq J(P(t)|T_{th}, \{1, \ldots, j\}) \) for any given \( T_{th} \). Thus, the optimal types of inviting clients is \( \{1, 2, \ldots, j^*\} \) with \( j^* = \arg \min_{j \in \{1, \ldots, N\}} J^*(P(t)|T_{th}, \{1, \ldots, j\}) \).

Given a selected client type \( j \), the iteration duration is at least \( \tau_j \). Thus including any client type \( i < j \) with smaller data size and training time only creates updates within the iteration duration without reducing the number of global training iterations. As shown in Proposition 5.2, we monotonically select the first \( j^* \) types of clients with smaller data sizes and training time to accelerate the model training. The optimal types of inviting clients is one of the following cases: \( \{1\}, \{1, 2\}, \ldots, \{1, 2, \ldots, N\} \). This means the multiple client-type choice is monotonic, which can reduce the time complexity of finding the optimal client-type choice from \( O(2^N) \) to \( O(N) \) by enumerating only \( N \) subsets as shown in Algorithm 1.

D. Robustness to Data Size

In reality, our estimation of each client type may not be precise due to some noises, and we wonder our solution’s robustness against estimation error of clients’ data size. Assume the data size \( s_i(t) \) contributed by a type-\( i \) client at time slot \( t \) faces a variable and bounded error from our
estimation: \(s_i(t) \in [s_i - \delta_i, s_i + \delta_i], 0 < \delta_i < s_i,\) where \(s_i\) can be viewed as the mean of type-\(i\) clients’ data size. Given the optimal client type choice \(\{1, \ldots, J^*\}\), by applying the dynamic pricing \(p_i(t)\) in (36), the dynamics of data size \(B(t)\) under uncertain client data size \(s_i(t), i \in \{1, \ldots, J^*\}\) changes from (35) to

\[
\dot{B}(t) + r\dot{B}(t) + r \sum_{i=1}^{J^*} \frac{\alpha_i s_i(t)}{b_i D} p_i(t), \tag{46}
\]

and the resulting total expected cost is

\[
\tilde{J}(P(t)|T_{th}, \{1, \ldots, J^*\}) = \sum_{i=1}^{T_{th}-1} \sum_{j=1}^{J^*} \frac{\alpha_i^2}{b_i D} (p_i(t))^2 + \frac{1}{\sqrt{B(T_{th}) D}} + \frac{1}{D}. \tag{47}
\]

By comparing the total expected cost \(\tilde{J}(P(t)|T_{th}, \{1, \ldots, J^*\})\) under noisy data size \(s_i(t)\) in (47) with the total expected cost \(J(P(t)|T_{th}, \{1, \ldots, J^*\})\) under no noise case where all type-\(i\) clients contribute the precisely data size \(s_i, i \in \{1, \ldots, J^*\}\), we have the following proposition.

**Proposition 5.3:** By applying the optimal dynamic pricing \(P(t)\) in (36), the total expected cost objective \(\tilde{J}(P(t)|T_{th}, \{1, \ldots, J^*\})\) with noisy data size \(s_i(t) \in [s_i - \delta_i, s_i + \delta_i], i \in \{1, \ldots, J^*\}, t \in \{0, \ldots, T_{th} - 1\}\) satisfy

\[
\tilde{J}(P(t)|T_{th}, \{1, \ldots, J^*\}) \leq J(P(t)|T_{th}, \{1, \ldots, J^*\}) + \Phi(\delta_i|\{1, \ldots, J^*\}), \tag{48}
\]

where

\[
\Phi(\delta_i|\{1, \ldots, J^*\}) = \left(\frac{4br\gamma_j(1 - r^2)}{\alpha^2(T - T_{th})(1 - r^{2T_{th}})}\right)^{\frac{1}{2}} \times \left(\frac{\sum_{i=1}^{J^*} \frac{q_i s_i}{\tau_i}}{\sum_{i=1}^{J^*} \frac{q_i s_i (s_i - \delta_i)}{\tau_i}} - \sum_{i=1}^{J^*} \frac{q_i s_i^2}{\tau_i}\right)^{\frac{1}{2}}, \tag{49}
\]

which increases with \(\delta_i, i \in \{1, \ldots, J^*\}\).

**Proof:** According to (34), the total data size \(B(T_{th})\) decreases. Thus, given the optimal dynamic pricing \(p_i(t)\) in (36) and recruitment threshold \(T_{th}\), the worst-case total cost is:

\[
\hat{J}(P(t)|T_{th}, \{1, \ldots, J^*\}) = \max_{s_i(t)} \tilde{J}(P(t)|T_{th}, \{1, \ldots, J^*\}), \tag{50}
\]

which is achieved when \(s_i(t) = s_i - \delta_i\) for any \(i \in \{1, \ldots, J^*\}, t \in \{0, \ldots, T_{th} - 1\}\). In this case, according to (46) and \(p_i(t)\) in (36), the total data size at time \(T_{th}\) is

\[
B(T_{th}) = \left(\frac{\alpha^2}{16b^2D^3(\sum_{i=1}^{J^*} \frac{q_i s_i^2}{\tau_i})^3}\right)^{\frac{1}{3}} \sum_{i=1}^{J^*} q_i s_i (s_i - \delta_i) \times \left(\frac{r^2(1 - r^{2T_{th}})}{1 - r^2}\right)^{\frac{1}{2}}. \tag{51}
\]

The worst-case total cost given \(p_i(t)\) in (36) and \(B(T_{th})\) in (51) is

\[
\hat{J}(P(t)|T_{th}, \{1, \ldots, J^*\}) = \frac{\tau_j^*}{T - T_{th}} + \left(\frac{br\gamma_j(1 - r^2)(T - T_{th})(1 - r^{2T_{th}})}{\alpha^2}\right)^{\frac{1}{2}} \times \left(\frac{4}{\tau_j^*} \left(\sum_{i=1}^{J^*} \frac{q_i s_i^2}{\tau_i}\right)^{\frac{1}{2}} + 4^{-\frac{1}{2}} \left(\sum_{i=1}^{J^*} \frac{q_i s_i^2}{\tau_i}\right)^{-\frac{1}{2}}\right). \tag{52}
\]

By comparing the worst-case total cost \(\hat{J}(P(t)|T_{th}, \{1, \ldots, J^*\})\) with the optimal total expected cost \(J(P(t)|T_{th}, \{1, \ldots, J^*\})\) under no noise case where all type-\(i\) clients contribute the precisely data size \(s_i, i \in \{1, \ldots, J^*\}\), we have

\[
\Phi(\delta_i|\{1, \ldots, J^*\}) = J(T|i \in \{1, \ldots, J^*\}) - J(T|i \in \{1, \ldots, J^*\}) = \left(\frac{4br\gamma_j(1 - r^2)}{\alpha^2(T - T_{th})(1 - r^{2T_{th}})}\right)^{\frac{1}{2}} \times \left(\frac{4}{\tau_j^*} \left(\sum_{i=1}^{J^*} \frac{q_i s_i^2}{\tau_i}\right)^{\frac{1}{2}} - \left(\sum_{i=1}^{J^*} \frac{q_i s_i^2}{\tau_i}\right)^{-\frac{1}{2}}\right),
\]

where \(J(P(t)|T_{th}, \{1, \ldots, J^*\})\) is as given in (41). Note that \(J(P(t)|T_{th}, \{1, \ldots, J^*\}) \leq J(P(t)|T_{th}, \{1, \ldots, J^*\})\). Then, (48) is obtained.

As shown in Proposition 5.3, the error term \(\Phi(\delta_i|\{1, \ldots, J^*\})\) increases with upperbound error \(\delta_i, i \in \{1, \ldots, J^*\}\). Besides worst-case analysis, we also provide the average-case analysis via simulations. As shown in Fig. 6, for randomly generated noisy data size \(s_i(t) \in [s_i - \delta_i, s_i + \delta_i], i \in \{1, \ldots, J^*\}\) in each time slot \(t\), the difference between \(\hat{J}(P(t)|T_{th}, \{1, \ldots, J^*\})\) and \(J(P(t)|T_{th}, \{1, \ldots, J^*\})\) increases with the noise bound \(\delta_i, i \in \{1, \ldots, J^*\}\), which coincides with the changing trend of \(\Phi(\delta_i|\{1, \ldots, J^*\})\).

**VI. NUMERICAL EXPERIMENT**

In this section, we conduct simulation experiments to evaluate the performance of our proposed solution. For homogeneous clients with identical data size and training time,
we discuss the static pricing benchmark versus our dynamic pricing and extend to our closed-form dynamic pricing to the truncated normal distribution of clients’ private costs with CDF. Then we consider heterogeneous clients with different data size and training time to show how different impacting factors affect optimal client-type choice. Default, we train the federated learning model on the CIFAR-10 dataset and use ResNet18 [35] as our neural network. We use the standard SGD algorithm with an initial learning rate of 0.001.

Firstly, we examine the performance of our proposed dynamic pricing for homogeneous clients, by comparing the total expected cost $U(T)$ under the static pricing in (21) and our dynamic pricing in (7). We set parameter values to be $\alpha = 0.99, b = 1, s = 2.0, r = 0.7, \tau = 1.0$. The experimental results in Fig. 7 show that our proposed dynamic pricing strategy always outperforms the static pricing strategy, and the gap increases with time horizon $T$ due to the accumulated advantage of dynamic price over time. In general, the total expected costs $U(T)$ in (6) for both static and dynamic pricing decrease over time. This is because the model accuracy loss decreases as the number of training iterations $D$ increases due to the increased time horizon $T$, while the increase in the clients’ payment is less than the accuracy loss. Moreover, we compare the performance of static pricing strategy and dynamic pricing strategy on the Cifar100 dataset with AlexNet in Fig. 8. It is shown that our dynamic pricing strategy is still very effective for different datasets and machine learning models.

Our results can also be applied to other distribution of clients’ private costs. Consider the truncated normal distribution with CDF as follows:

$$F(c, a, b) = \frac{\text{erf}(\frac{c-a}{\sigma \sqrt{2}}) - \text{erf}(\frac{c-b}{\sigma \sqrt{2}})}{\text{erf}(\frac{a-b}{\sigma \sqrt{2}})} \in [a, b],$$

with clients’ cost mean $\mu$ and variance $\sigma$. In this case, it is not easy to derive closed-form solution to dynamic pricing due to the nonlinear dynamics of data size. Consider $\alpha = 0.9, a = 0, b = 1, \mu = 0.5, \sigma = 1.0, s = 1, r = 0.9, \tau = 0.9, T = 16, T_{th} = 5$ and $\epsilon = 0.1$. By taking exhaustive search, it is shown in Fig. 9 that the dynamic pricing $p(t)$ increases in $t$, which coincides with the results of uniform distribution in Proposition 3.1. However, the computational complexity is very high with $O((b(T - T_{th})/\epsilon)^T_{th} * T_{th})$. We further show in Fig. 10 that the gap of the total expected costs $U(T)$ by applying the optimal dynamic pricing via exhaustive search and our approximate closed-form dynamic pricing in (7) respectively is small, which indicates that it is feasible to apply our closed-form dynamic pricing to other distribution to alleviate the computational burden.

Moreover, we verify our dynamic pricing strategy’s performance on more realistic Non-IID data settings. Let $\alpha = 0.9, b = 1, s_0 = 2.0, r = 0.99$ and $\tau = 1.98$. Refer to the work of Hsu et al. [36], we also assume that every client
disparity $\kappa$ is $0$. $\alpha$ is related to CPU-cycle frequency and transmission rate. Let $\tau$ the data size. According to [4], we set size disparity. Note that a client's training time increases with $\kappa$. Which can be viewed as the performance bound. Meanwhile, the expected cost becomes closer to that for the IID data case. When the Non-IID degree of data decreases, the results. Fig. 11 shows that the data performance under different Non-IID data also decreases. This is because increased recruitment allows more data to be recruited, which mitigates the impact of Non-IID data distribution.

Then, we will show how the optimal client-type choice changes with different factors. Consider $N = 5$ types of clients with uniform client distribution $\{q_i = \frac{1}{5}, i \in \{1, \ldots, N\}\}$, different data size $\{s_i = s_0 + (i - 1)\kappa, i \in \{1, \ldots, N\}\}$ and training time $\{\tau_i, i \in \{1, \ldots, N\}\}$, where $\kappa$ is the data size disparity. Note that a client’s training time increases with the data size. According to [4], we set $\tau_i = \beta s_i$, where $\beta$ is related to CPU-cycle frequency and transmission rate. Let $\alpha = 0.5, b = 1, s_0 = 1, r = 0.5$ and $T = 10$. When data size disparity $\kappa = 1$ and $\beta = 0.01$, the optimal client-type choice is $\{1, 2, 3, 4, 5\}$ by inviting all types of clients. Starting from above setting, Fig 12 shows how the optimal client-type choice changes with different impacting factors. As the data size disparity $\kappa$ between any two neighboring types increases from $1$ to $5$, it is shown in Fig. 12(a) that the optimal client-type choice decreases from $\{1, 2, 3, 4, 5\}$ including all types to $\{1\}$ with only type-1 clients with the smallest data size and training time per iteration. As $\kappa$ increases in the synchronous FL running, the clients with smaller data and training time need to wait longer for those clients with larger dataset to complete, which results in less global training iterations and thus we drop higher client types. As the training rate $\frac{\tau}{\kappa}$ for each client-type $i$ increases, Fig. 12(b) shows that it is better to recruit more types of clients without worrying about their training time difference. Our simulations also show that we will include more client types given a longer time horizon $T$ and more client types $N$. We skip the details here due to the page limit.

![Optimal client-type choice $j^*$ versus data size disparity $\kappa$.](image)

Fig. 12. Optimal client-type choice $j^*$ with $\{1, \ldots, j^*\}$ versus data size disparity $\kappa$ and training rate $\frac{\tau}{\kappa}$.

VII. CONCLUSION

In this paper, we focus on the clients’ incentive mechanism design in FL, by offering time-dependent monetary rewards per client arrival to trade-off between the total payment and the FL model’s accuracy loss, under incomplete information about their random arrivals and private training costs. We jointly consider two phases including the client recruitment phase and model training phase to balance the total data size and training iterations. First, for homogeneous clients with identical data size and training time, we obtain a new dynamic pricing solution in closed-form to optimally balance the total payment to clients and the accuracy loss. Such pricing scheme gradually increases when close to recruitment deadline due to aging effect. Moreover, for heterogeneous clients with different data size and training time, we use a three-stage model to successfully extend our dynamic pricing solution. A linear algorithm is proposed to find the optimal client recruitment threshold and monotonically select client types for FL. Finally, we show the robustness of our solutions against estimation errors of clients’ data size and run numerical experiments to validate our analytical results. In the future, we plan to extend our dynamic pricing analysis to asynchronous FL.
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