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The growing number of fatalities among miners caused by toxic gases puts pressure on the mining industry; innovative approaches are required to improve underground miners’ health. Toxic gases are very often released in underground mines and cannot easily be detected by human senses. This paper investigates the presence of the inherent types of toxic fumes in critical regions and their suspension and trends in the air and intends to generate knowledge that will assist in preventing miners from contracting diseases. The development of intelligent decision support systems is still in its infancy. Knowledge of how to make them profitable in improving miners’ safety is largely lacking. An autonomous remote monitoring framework of wireless sensor networks, which integrates mobile sensing and Ohm’s law, coupled with ambient intelligence governing decision-making for miners, is developed. The framework has been investigated in indoor scenarios and successfully deployed for real-life application in an aeronautic engine test cell environment, such as those typically found in underground mines. Useful demonstrations of the system were carried out to provide similar knowledge to safeguard engineers from the inhalation of toxic gases. This provides early warning for safety agents. The system has proven to be suitable for deployment in underground mines.

1. Introduction

Efficient monitoring of concentrations of toxic gases in restricted areas, such as those typically found in mines, is regarded as a problem of special significance by the mining industry [1]. This challenge is significantly greater in an unstructured underground mining environment, such as a stope. A mine stope is formed as a result of repeatedly blasting hard rock from strategic sides with explosives. After mine blasting or other mining activities, such as drilling, construction, and barring, the underground terrains become restricted, unknown, unstructured, and particularly dangerous owing to the presence of poisonous explosive gases. The mine gases are highly concentrated and toxic, become a threat to both miners’ health and the environment, and also limit visibility.

Figure 1 shows an example of a buildup and explosion of toxic gases, such as methane (CH$_4$), nitrogen dioxide (NO$_2$), and hydrogen sulphide (H$_2$S) in an underground mine. The inhalation of an overlooked black damp in mines, which is a mixture of dust, carbon dioxide, and nitrogen [2], gradually overcomes and destroys the body’s blood system, which may result in chronic diseases as a consequence of exposure to toxic gases. Research conducted in 2006 revealed a significantly elevated risk of leukaemia among German employees with a long occupational career in underground mines [1]. Several recent references to the incidence of mining-related diseases can be found in [3, 4].

It is therefore worth noting that, after blasting, miners currently have to wait outside the mines for a specified period of time for the poisonous gases/dust to dissipate. The question remains whether the gas/dust disappears completely in the air or merely reduces below that which the human nose can sense before miners enter the unsafe areas. Understanding of the density of the poisonous gases suspended in the air will assist in preventing miners from contracting dreaded diseases and is manifestly a sound basis for improving safety procedures in mines.
Predominant current efforts to monitor gas levels are focused on the use of [5] (i) lag/waiting time, (ii) mining ventilation, (iii) preparedness, and (iv) government regulations and agencies such as the Clean Air Act and Environmental Protection Agency in the USA. These promote activities that reduce air pollution. Each of these practices is successful for some environmental monitoring applications, but they require model intelligence. However, other efforts are being made to combat the problems of toxic fumes, such as the traditional fixed pollution monitoring stations measuring the air quality index, for example, the sophisticated equipment setups in Swansea [6] and in Ohio, USA [7]. They are highly sensitive and well calibrated, but the systems are operated with poor flexibility and expansibility, and the stations are expensive, which could be unaffordable for many developing mines and countries.

We seek a research solution to the deficiencies in the current monitoring approaches, which necessitate real-time sensing and decision-making through a wireless sensor network (WSN). WSNs are characterised by self-organisation, wireless communication, distributed, autonomous, and simple maintenance, which have applications in the research of environmental and underground monitoring systems [8]. This research focuses on making useful decisions on improving safety in restricted areas. The areas contain a roughly dynamic compartment whose sources of toxic gases have to be identified and remotely monitored for safety. Relatively little research has focused on providing methods for knowledge generation in WSNs that can support real-time collaborative decision-making on improving underground safety. The prevailing approaches often use structured query language- (SQL-) like primitives, and events are defined using a subevent list and confidence functions in SQL [9]. However, SQL is not appropriate for describing gas-sensing events in WSNs, as it (i) cannot capture data dependencies and interactions among different sensing scenarios, (ii) does not really support probability models, (iii) is inappropriate in describing complex temporal constraints and data dependencies, (iv) lacks the ability to support collaborative decision-making and triggers, and (v) does not facilitate any global analysis of the gas-sensing event system. In our previous research [10], a Bayesian belief network was used for environmental situation recognition in WSNs. The network was used in offline mode as a main representational structure of a ubiquitous sensor network, which only uses qualitative analysis for intelligence. However, we believe that crisp values for qualitative knowledge cannot adequately handle the often imprecise sensor readings. In this paper we demonstrate that using both qualitative and quantitative reasoning in real-time significantly improves the knowledge generated.

In mining environments, network routing efficiency in WSNs stands out as a pivotal factor [11] beside other research problems. Recently, modelling the complexities of underground tunnel communication systems has been a key focus and has been extensively studied in [12, 13]. Long-distance WSN in [14] was applied in a coal mine by building on an integrated mine network. It was proved that it is suitable for a mine environment. We have studied different existing real-world scenarios where WSNs are being applied. Based on this study we have discovered that there are significant commonalities, but we do not know of any methodology that (i) provides detail of implementation for industry reproducibility and (ii) specifies the best practices that should be used in general, from the level of gas sensing up to decision-making in the case of this restricted area. As recommended in [15], newer frameworks need the extension of technologies to monitor complex toxic situations effectively. A real-time remote monitoring framework of WSNs and ambient intelligence based on temporal statistical methods governing decision-making for miners is developed for bridging the challenging gaps. The major contributions of this paper are as follows:

(i) the development of a reactive remote monitoring framework based on real-time gas sensing, which spans physical layers through application space, by building on mine networks;
(ii) the modelling of the theory in WSNs, Ohm’s law, concepts of static and mobile robot sensing, derivations of curvilinear gas calibration equations, and ambient intelligence based on temporal statistical methods;
(iii) the applications to monitor gases remotely in a real-life engine test cell, such as those typically found in underground mines, generating knowledge to improve safety with an assurance of assistance whenever required.

The rest of the paper is arranged as follows: Section 2 presents the background, which includes toxic mine gases, their physiological health effects, and the baseline mine network; Section 3 presents the proposed remote monitoring framework, which includes the sensor publishers, mathematical equations for gas calibration, and the ambient intelligence approach; Section 4 presents two experimental field setups; Section 5 critically presents experimental and comparative evaluations together with benchmarking of our proposed framework. We conclude the paper in Section 6.

2. Background

This section presents toxic mine gases, their physiological health effects, and the baseline mine network. The purpose is to provide the necessary knowledge to understand the requirements of the newly proposed framework fully.
Table 1: Common mine gases.

| Gases | Properties | Health effects | Concentration in the air |
|-------|------------|----------------|-------------------------|
| CO₂   | Colourless; odourless; heavier than air; acidic taste at high concentrations | At 5%, stimulated respiration; at 7% to 10%, unconsciousness after few minutes of exposure | 280–390 ppm |
| CO    | Flammable; colourless; tasteless; odourless; lighter than air | At 200 ppm, slight headache, tiredness, dizziness, nausea after 2 to 3 hrs; at >200 ppm, life threatening after 3 hrs | 0–trace ppm |
| H₂    | Colourless; reacts easily with other chemical substances; explosive mixtures are easily formed; lighter than air | High concentration causes oxygen-deficient environment; headaches; ringing in ears; drowsiness; nausea; skin having blue colour | 0.5 ppm |
| CH₄   | Colourless; odourless; tasteless; flammable; lighter than air; largest component of fire damp | Asphyxiation, dizziness, headache, and nausea in high concentrations due to displacement of oxygen | 1.79–2.0 ppm |
| NO₂   | Reddish-brown colour in high concentrations; acrid or bleach odour; nonflammable; heavier than air | At 1–13 ppm, irritation of nose and throat; ≤80 ppm, tightness in chest after 3 to 5 minutes; >80 ppm, pulmonary edema after 30 minutes | 0.03 ppm |

2.1. Toxic Mine Gases and Physiological Health Effects. Table 1 presents some information about toxic gases commonly found in mine air. The knowledge is extracted from [16]. This information benchmarks our intelligence system to guide the early warning triggers.

2.2. Baseline Mine Network for Remote Monitoring. The integrated mine network proposed in [23] is intended for use as a baseline to connect with the proposed framework. The integrated mine network is composed of optical fibre as the main network through the shaft and uses WSNs in the roadway where monitoring is needed. The WSNs also connect other networks via gateway nodes, realising information interaction of aboveground and underground networks, as shown in Figure 2. The benefits of this mine network are as follows: (1) full usage of the existing network in the mine, which implies low maintenance, (2) no need for a WSN to lay lines for communication and power, which makes it more flexible, (3) sensor nodes that could be positioned optionally and compactly, making it possible to monitor stopes and any other areas in the mine, and (4) expandability of the network even when nodes and roadways are modified, making it convenient to monitor moving robot sensing in underground mines.

In our approach, the network is intended for deploying the sensing nodes to identify toxic gases and sense what is happening underground. The inclusion of fibre-optic cabling through the shaft alleviates the challenges of no network coverage in underground tunnel regions. The fibre-optic cable communicates to a server or data-logger aboveground, which stores sensor readings for forward transmission to the Internet or network space, as used in Figure 3.

3. Proposed Remote Monitoring Gas Sensing Framework

This section introduces the new reactive framework in Figure 3 for remotely monitoring toxic gases in restricted areas, such as those typically found in underground mines. It uses the WSN and ambient intelligence technology by building on Figure 2. The goal of this framework is to guide the monitoring of toxic gases in restricted areas through a set of well-defined nodes in its entire real-time system. As shown, the reactive system is divided into three major nodes: sensor publishers in Section 3.1, gas calibration in Section 3.2, and intelligent decision support system (DSS) nodes in Section 3.3. We expect the benefits of this framework to be numerous: (i) mobile robot sensing balancing between maximising the detection rate of gases and minimising the number of missed detections/unit areas, (ii) the timely detection and early warning of many common problems such as failing sensors, toxic fume levels hazardous to health in various regions, and potential gas explosions, (iii) an intelligent goal-directed decision-making process, (iv) an increase...
in coordination between the different working nodes on the framework, thanks to a clear division of responsibilities, and (v) the reproducibility of knowledge gathered from real-world WSN applications.

3.1. Sensor Publisher Nodes—Physical Layer. The sensor publishers, implemented as shown at the top right of Figure 3, collect gas data from different regions of an environment, which is necessary to understand the concentrations of the gases being monitored fully. This physical layer consists of an exhaustive design of the framework, which could include mobile sensing, shown in Figure 4(a). This is expatiated in the following.

Static and mobile robot sensing nodes provide an electronic “nose” on board, which includes an SD card slot and GPRS capabilities for sending an sms, and come in different communication flavours of Zigbee using the Xbee protocol. Zigbee can operate on line-of-sight or use the direct-sequence spread spectrum to penetrate barriers. The node uses a lithium battery, which can be recharged through a dedicated socket by a solar panel, allows extra sensors and GPS on board, and can transmit over a distance of 75 m. Low-level software programming is embedded onto different board circuitry, enabling wireless communication. Tagging each sensor board at this physical layer enables localisation of the source of various toxic gases, thereby making concurrent gas publishing onto the network space identifiable in Figure 4(b) as separate packet voltage (v) values. Thus, the network space aligns our framework with the integrated mine network, where the network space represents the Internet.

3.2. Mathematical Equations for Gas Calibration Nodes—Middle Layer. Every sensor used in gas measurement can be characterised by a specific response function or calibration
equation relating the sensor output voltage ($V$) to a gas concentration normally measured in parts per million (ppm). The goal of the middle layer is to input the voltage and empirically generate the ppm that subsequent nodes in Figure 3 use. The raw gas measurements captured over the sensors are usually in millivolts (mV), and they are converted to $V$, obviously by dividing by 1,000. This needs to be converted back to the resistance of the sensor using Ohm's law [24] in

$$R_s = \frac{V}{I} = \frac{V}{V_s/R_l} = \frac{V * R_l}{V_s}, \quad (1)$$

where $R_s$ is the resistance of the sensor, $V$ is the voltage supplied, $I$ is the current over the sensor, $R_l$ is the constant load resistance, and $V_s$ is the voltage over the sensor. When a sensor remains without power for a prolonged period of time, it possibly shows an unstable output. This stability is regained after many consecutive cycles of power supply with a defined $R_l$ over the sensor, leading the resistance of the sensor to

$$
\Rightarrow R_s = \frac{V * R_l}{(V_s - R_l)}. \quad (2)
$$

More information and the values of $R_s$ and $V$ can be found in gas datasheets in [25]. Therefore calibration of the gas sensors involves two steps, which are (i) deriving base resistance (zero point) and (ii) span calibration. Since there is no established standard that defines zero air, a good reference point can be an office area where air may be considered fresh. The sensors used here are relative; no device gives the same reading for a certain concentration of gas, but the relationship between the readings for a particular sensor for different concentrations of readings is constant. About ten readings could be experimentally taken in fresh air and averaged to give the calibration point ($R_0$) of the gas sensor. For the span calibration, subsequent readings using (2) will be compared to $R_0$ to form a ratio $R_s/R_0$. The calibration node collects mathematical equations (3)–(9), which can be found in [26]. In the present case, the system selected is (i) power series for calibrating gases CO, NO$_2$, H$_2$, CH$_4$, and NH$_3$, (ii) polynomial model for calibrating H$_2$S, and (iii) exponential for calibrating CO$_2$.

$$\begin{aligned}
& y = ax^b, \quad (6) \\
& y = \ln (ax^b), \quad (7) \\
& y = ae^{ax}, \quad (8) \\
& y = ax^2 - bx + \beta. \quad (9)
\end{aligned}$$

Parameters $a$, $b$, $\alpha$, and $\beta$ are estimated by linearising equations (6)–(9), which can be found in [26]. In the present case, the system selected is (i) power series for calibrating gases CO, NO$_2$, H$_2$, CH$_4$, and NH$_3$, (ii) polynomial model for calibrating H$_2$S, and (iii) exponential for calibrating CO$_2$.

3.3. Ambient Intelligence Node for Decision Support System-Application Layer. Sensors are generally believed to be imprecise and not completely accurate even after the calibration process. To increase our confidence in the presence of uncertainty in toxic gas sensing, an intelligent DSS for reasoning over some periods of time is needed, as shown in Figure 3. One of the important tasks in our remote gas monitoring is sending early warning to safety officers through the real-time intelligence node based on temporal statistical models for reasoning on the imprecise gas sensor readings and allowing users interaction through the theory of situation awareness (SA) [10, 27]. We prefer the theory and the models because of ease in the interpretation of results, fast execution time, and scalability for large multidimensional data sets.

The objective of the SA was to guide safety officers through the decision-making process by detecting hidden patterns in the data captured over the WSN and revealing what is happening, why it is happening to the environment, what can be done to avoid unwanted behaviour, and what will happen next. In consolidating SA, we construct the temporal statistical mean, median, mode, standard deviation, and skewness in Table 2 for describing the situation of the toxic gases, while chi-square inference based on contingency table analyses relationships between parameters in multiple regions over time.

As the toxic gases are observed over time, the statistical models change dynamically in values describing the location and variability of situations based on what is intended to be known in the regions observed. Since skewness measures the shapes of distributions, it characterises the degree of asymmetry of a distribution around its mean [28]. This means that, when skewness > 0 or < 0, the gas concentrations are clustered on one side, and when skewness = 0, they are distributed normally.
Table 2: Temporal statistical methods used in real time.

| Temporal statistical methods | Their models |
|------------------------------|--------------|
| Mean ($\bar{x}_t$) and standard deviation ($SD_t$) | $\bar{x}_t = \frac{1}{n} \sum_{i=1}^{n} x_{ij}$; $SD_t = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (x - \bar{x})^2}$ |
| Skewness ($S_t$) | $S_t = \frac{\sum_{i=1}^{n} (x_j - \bar{x})^3}{(n-1)s^3}$ |

For analysing the relationships between gases, the following five stages are required: (i) a contingency table, which is a frequency between two or more variables, is first constructed, while independence between the variables is conducted by computing the expected values from the observed values using (10); (ii) a chi-square test and degree of freedom are then computed as shown in (11) and (12), respectively; (iii) a temporal probability ($p_t$) representing the degree of independence is computed using an $\chi^2$ distribution function as shown in (13); (iv) an inference on the relationship is made by comparing the $p_t$ with a significant level often set at 5%; and (v) if $p_t < 0.05$, the two variables thus have a relationship, otherwise no relationship can be concluded in the contingency table as follows:

\[
e_{ij} = \frac{\sum_j o_{ij} \ast \sum_i o_{ij}}{\sum_i \sum_j o_{ij}}, \quad \text{(10)}
\]

\[
\chi^2_t = \sum_i \sum_j \frac{(o_{ij} - e_{ij})^2}{e_{ij}}, \quad \text{(11)}
\]

\[
df_t = (\text{total rows} - 1) \ast (\text{total columns} - 1), \quad \text{(12)}
\]

\[
p_t = \chi^2 \text{DIST} \left( \chi^2, df \right). \quad \text{(13)}
\]

It is believed that the theory of SA and the temporal statistics can significantly minimise the number of false positives, as they combine qualitative and quantitative reasoning. To the best of our knowledge, no previous work on applying decision-making to gas monitoring has considered the effects of both theories on the accuracy of early warning. The contribution of this phase is an integration of the set of calibrated gases from multiple zones and building the temporal statistical models for real-time decision-making. The output of the ambient system is the provision of accurate early warning for each zone, taking into account cell phone and E-mail communication with the safety officers.

4. Experimental Field Setups

**Hypothesis 1.** Mobile sensing will not track the variability of gas concentration in air as well as static sensing over WSNs indoors.

![Figure 5: (a) Static sensing node 1 on a filing cabinet in an aerated office, 5 metres away from the monitoring station. (b) Sensing node 2 on a mobile pioneer robot at the printing and network server section, 10 metres and two doors (barriers) away from the monitoring station.](image)

![Figure 6: A mechanical engine test cell, over 20 metres and four walls (barriers) away from Figure 4(b).](image)

In other words, it might not be necessary to implement mobile and static gas sensing over WSN indoors if it is known ahead of time that an environmental volume of air cannot be polluted beyond absorbable levels. To test the hypothesis, it is necessary first to establish different fields’ setups, such as Figure 5(a) showing a cross-ventilation area and Figure 5(b) with no free flow of fresh air.
Hypothesis 2. The performance of remote monitoring of gases in restricted areas over WSNs is not correlated to its performance in areas such as those typically found in underground mines.

An underground mine can be modelled in a more or less detailed fashion as a restricted area. For a mine consisting of multiple features such as wall barriers, the features would ideally need to be modelled separately. A real-life setup in two aeronautic mechanical engine test cells with dimensions 800 m² and 650 m² was used to test this hypothesis. Although it will not be able to reveal whether more accurate setups give better results in all cases, it will allow us to observe the effects of wall barriers encountered during transmission of gas packets outside the enclosed test cell, such as those typically found in underground mines. The good news is that our demonstrator does not rely only on line-of-sight for transmission, but also uses a direct-sequence spread spectrum to penetrate the barriers.

To assess the readiness of our system for underground mine deployment in terms of sensing some toxic gases and localising their sources, the following objectives are set: (i) performing ambient measurements assessing temperature, CO₂, NO₂, and CH₄ buildup or distributions, (ii) getting a feel for the gas flow, (iii) picking up other possible fumes, and (iv) responding to environmental activities/events in the cell. Because of confidentiality in industries, the real-life engine test cell is presented as shown in Figure 6. A sensor node R₁ is located high up, close to the inlet, where fresh air enters the cell, a sensor node R₂ is located at the basement in front of the engine, and a sensor node R₃ is located behind the engine close to the air extractor, while the base monitoring station is outside the cell.

5. Experimental Results and Evaluations

From the ambient measurements, the six variables captured are quantitative data types where temperature is the warmness of the region measured in degrees Celsius (°C), and region values are in integers, while gases CO₂, CH₄, and NO₂ are in ppm. The time step on the x-axis of Figures 8 and 9 is in seconds, and the interval between two time step units was set to 40 seconds. The last time step 80 on the figures implies that the sampling time or observations in the test cell took about one hour. The data model used in these experiments is in the form shown in Figure 7.

Hypothesis 1 (indoor environments). The static and mobile sensor nodes in Figure 5 capture the concentration of gases in the air, publish a stream of gases in voltages over the WSN onto a gateway subscription, and calibrate it into ppm, as shown in Figure 4(b).

5.1. Situation Awareness for Indoors-Qualitative Reasoning.

The objective here is to assess the qualitative performance of the static sensing in a ventilated environment with the region 1 results shown over time in Figure 8(a), which exhibits noticeable differences when compared to the mobile sensing in an enclosed environment with region 2 results in Figure 8(b). In particular, the SA questioning paradigm in the following guides the safety officers through a decision-making process.

Decision-Making: Sample Qualitative Reasoning at Time Step 90.

Q₁: What is happening?
A₁: CH₄ concentration and temperature seem slightly higher in R₂ than R₁; higher instability of CO₂ in R₁ than R₂; slightly more NO₂ concentration in R₁ than R₂.
Q₂: Why is it happening?
A₂: Higher fresh air and noise dilution in R₁ than R₂; suspicious clearer spikes in R₂ due to steady mobility and of course machines in R₂ generate more heat.
Q₃: What can we do about it?
A₃: Unwanted behaviours could be avoided if detonation of explosives is avoided, and machines are serviced regularly.
Q₄: What will happen next?
A₄: Since the concentrations approximately revolve around the acceptable values shown in Table 1, the two regions seem relatively safe to health.

Hypothesis 1 states that mobile sensing will not track the variability of gas concentration in air as well as static sensing over WSNs indoors. The qualitative results, however, show
Figure 8: (i) Temperature at the top left-hand corners, (ii) CO\textsubscript{2} and CO expected at the top right-hand corners, (iii) CH\textsubscript{4} and H\textsubscript{2} expected at the bottom left-hand corners, and (iv) NO\textsubscript{2} at the bottom right-hand corners of (a) and (b).
(a) Changing in values over time with high instability of concentrations at the fresh air inlet $R_1$ in Figure 6

(b) Changing in values over time within the testing region $R_2$ of the engine in Figure 6

**Figure 9:** Continued.
Figure 9: (i) Temperature at the top left-hand corners, (ii) CO$_2$ and CO expected at the top right-hand corners, (iii) CH$_4$ and H$_2$ expected at the bottom left-hand corners, and (iv) NO$_2$ at the bottom right-hand corners of (a), (b), and (c).

that it is not the case, implying that mobile sensing accurately captures the dynamism in region 2, as well as static sensing does in region 1.

Hypothesis 2 (mechanical engine field test cell).

5.2. Situation Awareness of Engine Test Cell-Qualitative Reasoning. The objective here is to access the qualitative performance of a restricted engine test cell for an underground mine. The underlying objectives are to assess (i) temperature and get a feel for its flow, (ii) CO$_2$ and NO$_2$ buildup, and (iii) other possible fumes.

Decision-Making: Sample Qualitative Reasoning at Time Step 80.

Q$_1$: What is happening?

A$_1$: From $R_1$-$R_5$, at time step 80, NO$_2$ reduces from 0.5 to 0.08, CO$_2$ from 400 to 300 ppm, though the engine emits more CO$_2$ in $R_2$; H$_2$ fumes were detected in the cell around time step 20, but disappeared over time with CH$_4$; temperature gradually increases across $R_1$-$R_5$.

Q$_2$: Why is it happening?

A$_2$: The air extractor proves effective, as the concentration drops towards the outlet $R_5$; an event with fire took place at step 20, giving rise to H$_2$ fumes.

Q$_3$: What can we do about it?

A$_3$: The air extractor must be maintained and declared effectively before testing any engine.

Q$_4$: What will happen next?
Table 3: Quantitative results of region 1 shown in Figure 9(a).

| $T_0 \cdots T_{80}$ | Temp     | CO$_2$   | NO$_2$   | CH$_4$   | H$_2$   |
|---------------------|----------|----------|----------|----------|---------|
| Mean                | 1702889  | 369.2593 | 0.208272 | 1.301235 | 0.223457|
| Standard error      | 0.09528  | 24.97194 | 0.017473 | 0.299694 | 0.097962|
| Median              | 17       | 360      | 0.18     | 0        | 0       |
| Mode                | 16       | 50       | 0.04     | 0        | 0       |
| Standard deviation  | 0.857524 | 224.7475 | 0.157256 | 2.697244 | 0.881656|
| Skewness            | -0.09152 | 0.917227 | 1.269842 | 1.814768 | 3.777197|

$\chi^2 = 397.37$ df = 340 Prob. = 0.0173

### 5.3. Situation Awareness of Engine Test Cell-Quantitative Reasoning

From the real-time monitoring of the engine test cell, we specifically assess the quantitative performance of our ambient intelligence approach to consolidate the qualitative reasoning ranging from the use of temporal statistics to finding dependencies between parameters. We set and implemented five research questions in the following. These assist in sending early warning whenever hazardous observations are made over time, as indicated in Figure 6. We want to know the following over time.

$q_1$: What is the level of health safety in each of the three regions in the engine test cell?
$q_2$: What concentrations of the gases are commonly sensed in most regions?
$q_3$: At what temperature levels are the gases’ concentrations being sensed?
$q_4$: Are there any interesting events that could be picked up from the gases’ distributions?
$q_5$: Is there any relationship between CH$_4$ concentrations and the temperature of the region?

Having implemented the temporal statistical models, the results obtained at time step 80 in Tables 2–4 provide answers to the research questions and substantiate the qualitative results reflected in Figure 9. It can be noted that all observed results are quite accurate from a general standpoint, as most standard errors compared to the mean values are less than 5% in all regions.

An interesting observation that can be made from the engine test cell is that the air-extractor inlet ($R_I$) and outlet ($R_O$) are working perfectly. The reason for this is that the average of most of the gases suspended in air is more in $R_O$, but lower in regions $R_I$ and $R_S$. In Table 3, $R_I$ is largely safe when the mean values are compared to the normal gases’ values in Table 1. In Table 4, region 2 is where the engine is run; the system becomes aware of the emission of more CO$_2$, that is, increasing concentration to 900 ppm, making it unsafe, unlike other gases. For the outlet in $R_S$, however, Table 5 shows a quick reduction in CO$_2$ to 300 ppm, making the region safe, as it is for other gases. This answers question $q_1$ and autonomously sends an SMS to safety agents.

At the 80th time step, concentrations commonly sensed in regions $R_1$, $R_2$, and $R_5$ are shown on the modal rows, within temperature = $16^\circ C$, $17^\circ C$, and $21^\circ C$, respectively. The temperature reveals the direction of heat flow. The tables show that CH$_4$ and H$_2$ are rarely found in the cell, while NO$_2$ is constantly low. It is concluded that enough noise is present at the inlet in region 1 with a low 50 ppm concentration of CO$_2$ compared with other regions. This answers questions $q_2$ and $q_3$ and autonomously sends a message to the mobile phones of the safety agents.

The values of skewness in the three tables are greater or less than 0, showing clearly that events took place in the engine test cell: (i) three safety agents opened a door into/out of the cell, and (ii) a fire was ignited from a nozzle for tracing wind direction in the cell, leading to the detection of H$_2$ gas in the process. This actually correlates with the results in Figure 9 and answers question $q_4$.

Since the degrees of independence or probability (of $X^2$ in $R_1$ and $R_5$) < 0.05, it implies that there is a relationship between CH$_4$ and temperature. However, there may not be a relationship between them in region 3, since the probability ($= 0.9606 > 0.05$). It reveals that a higher temperature reflects a high CH$_4$ concentration and vice versa. This interestingly conforms to the properties of CH$_4$ shown in Table 1. This answers question $q_5$.

There are diverse discoveries of knowledge that the system could reveal, but our main questions $q_4$, are needed in order to focus on the hypotheses. Hypothesis 2 states that the performance of remote monitoring of gases in restricted areas, such as the engine test cell, over WSNs is not correlated to its performance in areas such as those typically found in underground mines. These experiments, however, showed that this is not the case, implying that they are correlated.

### 5.4. Benchmarking Our Quantitative Reasoning with Publicly Available Observations and Methods

One of the ways to substantiate the reliability of our demonstrator is to benchmark its quantitative reasoning with publicly available air observations and methods. The Texas commission on environmental air quality captures hourly data collected, in particular, in the CPS Pecan Valley C678, Heritage Middle School C622, and Calaveras Lake C59 regions of San Antonio metropolitan area, USA, in [29]. The information is updated hourly, and it is officially certified by the technical staff. The air gas pollutants considered in this study are CO, SO$_2$, and NO$_2$, with different temperatures in an apparent one-hour.
Table 4: Quantitative results of region 2 shown in Figure 9(b).

| $t_0 \cdots T_{80}$ | Temp | CO$_2$ | NO$_2$ | CH$_4$ | H$_2$ |
|---------------------|------|--------|--------|--------|------|
| Mean                | 17.50074 | 612.9259 | 0.080642 | 1.230864 | 1.033333 |
| Standard error      | 0.077014 | 32.35313 | 0.003432 | 0.194949 | 0.212597 |
| Median              | 17     | 581     | 0.08    | 0.1     | 0    |
| Mode                | 17     | 999     | 0.04    | 0       | 0    |
| Standard deviation  | 0.693128 | 291.1782 | 0.03089 | 1.75454 | 1.913374 |
| Skewness            | 0.985312 | 0.023658 | 0.225995 | 1.176821 | 2.465437 |

$\chi^2 = 696.99$  \hspace{1cm} df = 312  \hspace{1cm} Prob. = 2.00E \ - \ 31

Table 5: Quantitative results of region 5 shown in Figure 9(c).

| $t_0 \cdots T_{80}$ | Temp | CO$_2$ | NO$_2$ | CH$_4$ | H$_2$ |
|---------------------|------|--------|--------|--------|------|
| Mean                | 20.17654 | 359.8519 | 0.06537 | 2.447654 | 1.174074 |
| Standard error      | 0.214816 | 15.80476 | 0.011157 | 0.285151 | 0.214534 |
| Median              | 20.9   | 340     | 0.046   | 2.2     | 0    |
| Mode                | 21     | 299     | 0.04    | 0       | 0    |
| Standard deviation  | 1.93344 | 142.2428 | 0.100415 | 2.566361 | 1.930806 |
| Skewness            | -0.27947 | 0.982282 | 8.174952 | 0.706862 | 1.569931 |

$\chi^2 = 802.87$  \hspace{1cm} df = 875  \hspace{1cm} Prob. = 0.9606

time lag in the data. The sample data for August 25, 2012, was integrated into our temporal statistical models implemented in a Python distributed programming environment.

The temporal quantitative results obtained at time step 23 pm in Table 6 provide answers to most of the research questions, especially question q$_1$ on the level of health safety in the metropolitan area, which the Texas commission provides for benchmarking. An interesting observation that can be made from the area is that the average of most of the gases suspended in air is fairly higher in the Heritage Middle School C622 and Calaveras Lake C59 regions, but lower in the CPS Pecan Valley C678 region. In Table 6, our temporal quantitative reasoning shows that the top region (CPS Pecan) is fairly safe when the mean values of the gases are compared to the acceptable values in air, except for NO$_2$, which is 1.896 ppm. In the middle region in Table 6, the mean values of SO$_2$ and NO$_2$ gases increase to concentrations of 2.608 ppm and 1.658 ppm, respectively, making it manageable or fairly unsafe, except CO, which is within the acceptable range. For the bottom region, however, Table 6 shows relatively more NO$_2$ with 1.642 ppm, making the region fairly unsafe/manageable, though other gases are not recorded. Although our early warning decision to the safety agents is very meticulous, one can see that our quantitative reasoning on the level of health safety is well correlated with the Texas air quality index (AQI) decisions. This answers the main question q$_1$, which benchmarks the two methods and shows the reliability of our approach.

5.5. Comparative Evaluations of the Proposed Framework with Other Related Methods. The evaluation of the contribution to mine safety using our proposed framework indicates that it is similar to the contributions derived from the related methods. A comparison of the related methods and the proposed framework is summarised in Table 7. The comparison and application of the related methods and the proposed framework to achieve mine safety and monitoring of toxic gases in particular show that our approach is comparatively complementary and building on the related baseline methods with regard to the following aspects.

(a) Methodology: (i) the proposed system is a reactive remote monitoring framework developed for real-time gas sensing, which spans physical layers through application space; (ii) the modelling of the theory in WSNs, Ohm’s law, concepts of static and mobile robot sensing, and derivations of curvilinear gas calibration equations are intended to achieve autonomy; (iii) our approach implements distributed sensors more cheaply than the big sophisticated sensors, which could be laborious to set up or expensive for developing mines/countries. Thus, every methodology in Table 7 is obviously driven by the problem focus.

(b) Decision support system: (i) integrating intelligent DSS with distributed WSN for remotely monitoring toxic gases builds on the baseline produced by the related methods; (ii) the ambient intelligence, based on temporal statistical methods governing decision-making for miners, works well with both qualitative as well as quantitative parameters; (iii) this decision-making technique is comparatively easy to use, as it is lighter than using computationally time-consuming algorithms that could be heavy weight, affecting our real-time system with time lag.

(c) Fieldwork: (i) our approach monitors gases remotely in a real-life engine test cell, such as those typically found in underground mines, generating knowledge to improve safety with an assurance of assistance
### Table 6: Benchmarking our approach with USA San Antonio metropolitan regions and its AQI method determining the health safety status.

| Regions                | 12:00 - 23:00 | Temp     | CO       | SO₂      | NO₂      | Our approach | Texas AQI |
|------------------------|---------------|----------|----------|----------|-----------|--------------|-----------|
|                        |               | Mean     | Standard | Median   |           |              |           |
| CPS Pecan Valley c678  |               | 82.820833| 1.185525 | 82.05    |           | 1.895833     |           |
|                        |               | 0.291667 | 0.005763 | 0.3      |           | 0.129726     |           |
|                        |               | 0.020833 | 0.020833 | 0            |           |               |           |
|                        |               |                      |          |          | 1.95      |              |           |
|                        |               | 82.820833 | 1.185525 | 82.05    |           | 1.895833     |           |
|                        |               | 0.291667 | 0.005763 | 0.3      |           | 0.129726     |           |
|                        |               | 0.020833 | 0.020833 | 0            |           |               |           |
|                        |               |                      |          |          | 1.95      |              |           |
| Heritage Middle School |               | 83.545833 | 1.12332  | 82.65    |           | 1.658333     |           |
|                        |               | 2.31498E - 17 | 0.859725 | 0.2      |           | 0.441297     |           |
|                        |               |                      |          |          | 0.6       |              |           |
|                        |               | 83.545833 | 1.12332  | 82.65    |           | 1.658333     |           |
|                        |               | 2.31498E - 17 | 0.859725 | 0.2      |           | 0.441297     |           |
|                        |               |                      |          |          | 0.6       |              |           |
| Calaveras Lake C59     |               | 84.35    | 1.448200 | 83.5     |           | 1.641667     |           |
|                        |               | 0        | 0        | 1.5      |           |              |           |
|                        |               | 84.35    | 1.448200 | 83.5     |           | 1.641667     |           |
|                        |               | 0        | 0        | 1.5      |           |              |           |

whenever required; (ii) knowledge of how to implement DSS and WSN approaches and how to make them profitable in improving miners’ safety is demonstrated; (iii) the proposed model not only assists mine management/companies in doing simulations like most related methods, but has also done real-life field work indoors and in an aeronautical engine test cell, similar to those typically found in underground mines.

### 6. Concluding Remarks

The study on remote monitoring of toxic gases targeting underground mines has analysed various aspects of using a WSN, SA, and temporal statistical models as ambient intelligence in an attempt to effect autonomous decision-making in real time. Some of the main conclusions that can be drawn from the experiments and analysis are as follows.

(i) Every implementation node in our framework functions as well as the pioneer robot when all its parameters are configured appropriately.

(ii) The experiments confirmed some of the claims discovered in the literature survey about toxic gases, Ohm’s law, statistical methods, the theory of SA, and direct correlation of the properties of the engine test cell and underground mines.

(iii) Even the simple ambient intelligence proposed, based on the temporal statistics, provides better results than common qualitative decision-making through consolidation.

(iv) The chosen gas calibration equations may have considerable effects on the accuracy of the ppm results.

(v) It is assumed that the robot navigates moderately to add extra airflow to the sensing node as it perceives higher evident peaks.

While working on the research project, a number of possible variations on the experiments were considered, yet not implemented. These are listed here as topics for future research:

(i) detecting redundant sensor nodes and optimal sensor placement;

(ii) autonomous determination of battery lifetime and remotely hibernating battery power;

(iii) noise removal and alternative decision-making models;

(iv) integrating Figures 2 and 3 to improve safety in underground mines.

The approach of defining hypotheses before performing experiments has advanced researchers’ knowledge in an intriguing approach to studying problems and their potential solutions. Thus, this is a directed research project affecting lives by improving health safety and therefore ready for deployment in underground mines.
Table 7: Comparative evaluations of mine safety methods for toxic gases.

| Related work            | Problem focus/objective                          | Methodology                                      | Results                                          | DSS       | Field work       |
|-------------------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|-----------|------------------|
| Minming et al. 2009 [17]| Data aggregation modelling                       | (i) Directed diffusion (ii) Geographical information metrics | Addresses: data redundancy and transmission delay | N/A       | (i) N/A (ii) Simulation |
| Yuan et al. 2009 [18]   | High energy consumption in long-distance roadway | Uneven fixed cluster and mixed routing          | Good network lifetime and connectivity           | N/A       | (i) N/A (ii) Simulation |
| Niu et al. 2007 [19]    | Design WSN for mine safety monitoring           | Overhearing-based adaptive data collecting scheme | Reduces traffic and control overheads            | N/A       | Real-life test   |
| Shao et al. 2008 [20]   | Safety monitoring system of mine                | Ad hoc technology                               | Design of physical, MAC, and network layers     | Manual    | Not specified    |
| Wu et al. 2010 [21]     | Network deployment and multihop routing patterns | BRIT (bounce routing in tunnels) algorithm      | Hybrid signal propagation model in three-dimensional underground tunnels | N/A       | (i) N/A (ii) Simulation |
| Government practices [22]| Monitoring toxic gases                          | (a) Trainings (b) Ventilation (c) Lag time (d) Big sensors | Laborious and inaccurate                         | Manual    | Real-life        |
| Proposed system model   | Decision-making in monitoring toxic gases       | (i) Distributed portable sensors (ii) Calibration algorithm (iii) Regression models (iv) Ohm’s law (v) Static and mobile sensing and phones | (i) Satisfactory (ii) Real-time and remote monitoring (iii) Temporal statistical models | (i) Autonomous (ii) Ambient intelligence (iii) Indoors |
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