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Abstract

The quantum–like representation algorithm (QLRA) was introduced by A. Khrennikov [1–3, 4, 5] to solve the “inverse Born’s rule problem”, i.e. to construct a representation of probabilistic data– measured in any context of science– and represent this data by a complex or more general 1 probability amplitude which matches a generalization of Born’s rule. The outcome from QLRA will introduce the formula of total probability with an additional term of trigonometric, hyperbolic or hyper-trigonometric interference and this is in fact a generalization of the familiar formula of interference of probabilities.

We study representation of statistical data (of any origin) by a probability amplitude in a complex algebra and a Clifford algebra (algebra of hyperbolic numbers). The statistical datas are collected from measurements of two trichotomous observables and the complexity of the problem increased eventually compared to the case of dichotomous observables. We see that only special statistical data (satisfying a number of nonlinear constraints) have a quantum–like representation. In this paper we will present a class of statistical data which satisfy these nonlinear constraints and have a quantum–like representation. This quantum–like representation induces trigonometric–, hyperbolic– and hyper–trigonometric interferences representation.

1A Clifford algebra is introduced for this more general representation
1 Introduction

The inter-relation between classical and quantum probabilistic data was discussed in numerous papers (from various points of view), see, e.g., [6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. We are interested in the representation of probabilistic data and of any origin by a generalization of complex probability amplitudes (wave function). This problem was discussed in detail in [33]. Here we describe a class of probabilistic data which permits the quantum-like (QL) representation for the case of two trichotomous observable. Recently the interest to trichotomous observable increased in connection with experiments of Greger Weihs’ groups to check validity of Born’s rule for triple slit experiment [17]. This test was proposed by R.D. Sorkin [18, 19] and this is an important test of foundation of quantum mechanics. Experimental studies [17] are characterized by essential increasing of complexity compared to the well known two slit experiment. We met the same increasing of complexity in our general theoretical study.

Many papers have been published concerning inter-relation between psychology and quantum-like representation, e.g., [21, 22, 23, 24, 25]. Busemeyer et al. give examples of experiments from cognitive psychology where the formula of total probabilities fails. They suggest the use of a quantum-like model [26]. In the experiment students look at pictures that depict people with narrow width and thick lips or wide width and thin lips. The students tasks are to categorize the faces belonging to either a ‘good’ or ‘bad’ guy group and also judge if the person have a withdraw or attack action. This can be written as probabilities of categorizing that a face belong to a ‘good’ or ‘bad’ guy group respectively. Similarly we have the probabilities representing withdraw or attack action. The experiment also give the conditional probabilities, e.g., attack action conditional to ‘good’ guy. They show that the law of total probability is violated for some of this collected probability data. To match this data, which is a violation of the law of total probability, they introduce quantum-like models. In [34] A. Khrennikov presented the hypothesis that biological systems might use complex probabilistic amplitudes (“mental wave functions”) in processing of statistical data. If this hypothesis is correct, then these amplitudes can be reconstructed on the basis of collected experimental data. In psychology this approach got the name “constructive wave function approach”.

A general QL-representation algorithm (QLRA) was presented in [33]. This algorithm is based on the formula of total probability with interference term – a disturbance of the standard formula of total probability. Starting with experimental probabilistic data, QLRA produces a complex probability amplitude such that probability can be reconstructed by using Born’s rule.

Although the formal scheme of QLRA works for multi-valued observables of an arbitrary dimension, the description of the class of probabilistic data which can be transferred into QL-amplitudes (the domain of application of QLRA) depends very much on the dimension. In [35] the simplest case of data generated by dichotomous observables was studied. Examples of probabilistic data that generate QL-amplitudes are studied in

\footnote{The list of references is far from complete, see Khrennikov’s monographs [15, 33] for a detailed list of references.}

\footnote{Thus it need not be produced by quantum measurements; it can be collected in e.g. psychology, see [34].}
The complexity of the problem increases incredibly compared to the two dimensional case, but here we show a class of probabilistic data that generate QL-amplitudes.

It appears naturally to represent quantum physics by hyperbolic numbers (also known as perplex, unipodal, duplex or split-complex algebra) and have application to physics \[27\]. Hucks shows that a four-component Dirac spinor is equivalent to a two-component hyperbolic complex spinor and that Lorentz group is homomorphic to the hyperbolic unitary group \[28\]. Ulrych analysis the symmetry of the hyperbolic Hilbert space and representation of Poincaré mass operator in the hyperbolics algebra \[29\].

The scheme of presentation is the following. We start with observables given by quantum mechanics (QM) and derive constraints on phases which are necessary and sufficient for the QL-representation. Then we use these constraints to produce complex amplitudes and more general (so called hyperbolic) amplitudes from data (of any origin); some examples, including numerical, are given. In this paper we stress the role of hyperbolic amplitudes, i.e., amplitudes valued in a special Clifford algebra, so called hyperbolic algebra, see e.g. \[20\].

### 2 Trichotomous incompatible quantum observables

#### 2.1 Probabilities

Let \(\hat{a}\) and \(\hat{b}\) be two self-adjoint operators in three dimensional complex Hilbert space representing two trichotomous incompatible observables \(a\) and \(b\). They take values \(a = \alpha_i, i = 1, 2, 3\) and \(b = \beta_j, j = 1, 2, 3\) - spectra of operators. We assume that the operators have non-degenerated spectra, i.e., \(\alpha_i \neq \alpha_j, \beta_i \neq \beta_j, i \neq j\). Consider corresponding eigenvectors:

\[
\hat{a}e_{\alpha_i} = \alpha_i e_{\alpha_i}, \quad \hat{b}e_{\beta_j} = \beta_j e_{\beta_j}.
\]

Denote by \(\hat{P}_{\alpha_i} = \vert e_{\alpha_i} \rangle \langle e_{\alpha_i} \vert\) and \(\hat{P}_{\beta_j} = \vert e_{\beta_j} \rangle \langle e_{\beta_j} \vert\) one dimensional projection operators and by \(P_{\alpha_i}^a\) and \(P_{\beta_j}^b\) the observables represented by there projections. Consider also projections

\[
\hat{P}_{\alpha_i}^{a\perp} = \hat{P}_{\alpha_i}^a + \hat{P}_{\alpha_i}^b, \quad \hat{P}_{\alpha_i}^{a\perp} = \hat{P}_{\alpha_i}^a + \hat{P}_{\alpha_i}^b, \quad \hat{P}_{\alpha_i}^{a\perp} = \hat{P}_{\alpha_i}^a + \hat{P}_{\alpha_i}^b.
\]

Here the observable \(P_{\alpha_i}^a = 1\) if the result of the \(a\)-measurement is \(a = \alpha_i\) and \(P_{\alpha_i}^a = 0\) if \(a \neq \alpha_i\). The observables \(P_{\beta_j}^b\) are defined in the same way. We have the following relation between events corresponding to measurements

\[
\begin{align*}
\left[ P_{\alpha_1}^a = 0 \right] &= \left[ P_{\alpha_2}^a = 1 \right] \lor \left[ P_{\alpha_3}^a = 1 \right], \\
\left[ P_{\alpha_2}^a = 0 \right] &= \left[ P_{\alpha_1}^a = 1 \right] \lor \left[ P_{\alpha_3}^a = 1 \right], \\
\left[ P_{\alpha_3}^a = 0 \right] &= \left[ P_{\alpha_1}^a = 1 \right] \lor \left[ P_{\alpha_2}^a = 1 \right].
\end{align*}
\]

Here the probabilities given by the QM-formalism are

\[
\begin{align*}
p_{\beta_j}^b &= P_{\psi}(b = \beta) = \vert \langle \psi \vert e_{\beta_j} \rangle \vert^2, \\
p_{\alpha_i}^a &= P_{\psi}(a = \alpha) = \vert \langle \psi \vert e_{\alpha_i} \rangle \vert^2.
\end{align*}
\]
where \( \psi \) is a wave function. We also have the conditional (transition) probabilities given by the QM-formalism as

\[
p_{j/a}^{b/a} = P_{\psi}(b = \beta | P_{a}^j = 1) = \frac{||\hat{P}_{\psi} \hat{P}_{a}^j \psi||^2}{||\hat{P}_{\psi} \psi||^2} = |\langle \epsilon_{\alpha_j}^a | \epsilon_{\beta}^b \rangle|^2. \tag{4}
\]

We remark that non-degeneration of the spectra implies that they do not depend on \( \psi \). Moreover, the matrix of transition probabilities is \textit{doubly stochastic}. We will require the following conditions (compare this with classical probability theory) for these conditional probabilities;

\[
\sum_{j=1}^{3} p_{j/a}^{b/a} = 1, \tag{5}
\]

for all \( j = 1, 2, 3 \). Here the \( \psi \)-dependent conditional probabilities are

\[
p_{j/a}^{b/a} = P_{\psi}(b = \beta | P_{a}^j = 1 \lor P_{a}^k = 0) = P_{\psi}(b = \beta | P_{a}^j = 0) \tag{6}
\]

\[
\frac{||\hat{P}_{\psi} \hat{P}_{a}^j \psi||^2}{||\hat{P}_{\psi} \psi||^2},
\]

where \( i, j, k \in \{1, 2, 3\} \), \( j, k \neq i \). We have

\[
\frac{||\hat{P}_{\psi} \hat{P}_{a}^j \psi||^2}{||\hat{P}_{\psi} \psi||^2} = \frac{||\langle \epsilon_{\alpha_j}^a | \epsilon_{\beta}^b \rangle \langle \epsilon_{\alpha_j}^a | \psi \rangle + |\langle \epsilon_{\alpha_j}^a | \epsilon_{\alpha_j}^a \rangle | \psi \rangle\|^2}{||\langle \epsilon_{\alpha_j}^a | \psi \rangle\|^2}. \tag{7}
\]

Note that \( p_{j/a}^{b/a} = p_{b/a}^{j/a} \).

3 Clifford algebra (hyperbolic algebra)

As mention before we will consider the complex Hilbert space but also the hyperbolic Hilbert space. Therefore let us define a Clifford algebra called hyperbolic algebra (see \cite{B3}) with the purpose to define the hyperbolic Hilbert space. The formalism for this hyperbolic algebra is similar to conventional complex numbers. This algebra contains expressions as unit circle, Euler’s formula and conjugate. Thus, let an element \( z \) belong to the hyperbolic algebra \( \mathbb{G} \) if and only if it have following form;

\[
z = x + jy, \quad x, y \in \mathbb{R},
\]

where \( j^2 = 1 \), \( z_1 + z_2 = x_1 + x_2 + j(y_1 + y_2) \) and \( z_1 z_2 = x_1 x_2 + y_1 + y_2 + j(y_1 x_2 + y_2 x_1) \). This algebra is a commutative two-dimensional algebra with two orthonormal basis
The hyperbolic conjugate is defined as \( \bar{z} = x - jy \) where obviously \( \bar{z} \in G \). Moreover, the square of absolute value is defined by

\[ |z|^2 = z \bar{z} = x^2 - y^2 \]

and therefore will \( |z|^2 \in G \), in fact \( |z|^2 \in \mathbb{R} \). But \(|z|\) will not be well defined for \( z \) such that \(|z|^2 \leq 0\). Therefore set

\[ G_+ = \{ z \in G : |z|^2 \geq 0 \}. \]

and

\[ G_+^* = \{ z \in G : |z|^2 > 0 \}. \]

Moreover define the argument \( \arg z \) for \( z \in G_+^* \) as

\[ \arg z = \arctanh \frac{x}{y} = \frac{1}{2} \ln \frac{x+y}{x-y}. \]

Notice that \( x \neq 0, x - y \neq 0 \) and \( \frac{x+y}{x-y} > 0 \), since \( z \in G_+^* \). We also define a hyperbolic exponential function

\[ e^{i\theta} = \cosh \theta + j \sin \theta, \quad \theta \in \mathbb{R}. \]

Since \( \cosh \theta \geq 0 \), elements \( z \in G_+^* \) with \( x < 0 \) can not be represented by \(|z|e^{i\theta}\). Therefore, in order to represent all elements \( z \in G_+^* \), put

\[ z = \varepsilon |z|e^{i\theta}, \]

where \( \varepsilon = x/|x| \) and \( \arg z = \theta \). Moreover, this is a multiplicative semigroup. Let \( z_1, z_2 \in G_+^* \), so \(|z_1|^2, |z_2|^2 > 0\) then we see that \( z_1 \cdot z_2 \in G_+^* \) by

\[ |z_1z_2|^2 = |\varepsilon_1| |z_1| e^{i\theta_1} |\varepsilon_2| |z_2| e^{i\theta_2}|^2 = |z_1|^2 |z_2|^2 > 0. \]

But, when we add two elements \( z_1, z_2 \in G_+^* \), it follows that the existence of elements so that \( z_1 + z_2 \notin G_+^* \). Let us analyze for which of the elements \( z_1, z_2 \in G_+^* \), \( z_1 + z_2 \notin G_+^* \), i.e. \(|z_1 + z_2|^2 < 0\). It follows that

\[ |z_1 + z_2|^2 = |\varepsilon_1| |z_1| e^{i\theta_1} + \varepsilon_2 |z_2| e^{i\theta_2}|^2 \]

\[ = |z_1|^2 + |z_2|^2 + 2\varepsilon_1 \varepsilon_2 |z_1| |z_2| \cosh (\theta_1 - \theta_2) \]

From (8) and \( \cosh (\theta_1 - \theta_2) > 0 \) it follows that \(|z_1 + z_2|^2 > 0\) if \( \varepsilon_1 \varepsilon_2 = 1 \). Here we consider elements \( z_1, z_2 \in G_+^* \) such that

\[ |z_1|^2 + |z_2|^2 + 2\varepsilon_1 \varepsilon_2 |z_1| |z_2| \cosh (\theta_1 - \theta_2) > 0. \]

Let \( \varepsilon_1 \varepsilon_2 = -1 \) then \(|z_1 + z_2|^2 > 0\) if and only if

\[ \text{arccosh} \left( \frac{|z_1|^2 + |z_2|^2}{2|z_1||z_2|} \right) > |\theta_1 - \theta_2|. \]
3.1 Hyperbolic Hilbert space

A hyperbolic Hilbert space $H$ is a $G$-linear inner product space. Let $x, y, z \in H$ and $a, b \in G$, then consider the inner product as a map from $H \times H$ to $G$ having the following properties:

1. Conjugate symmetry: $\langle x, y \rangle$ is the conjugate to $\langle y, x \rangle$
   $$\langle x, y \rangle = \overline{\langle y, x \rangle}$$

2. Linearity with respect to the first argument:
   $$\langle ax + bz, y \rangle = a \langle x, y \rangle + b \langle z, y \rangle$$

3. Non-degenerate:
   $$\langle x, y \rangle = 0$$
   for all $y \in H$ if and only if $x = 0$

In general, the norm $\| \psi \| = \sqrt{\langle \psi, \psi \rangle}$ is not well defined. But we only need the square of the norm $\| \psi \|^2 = \langle \psi, \psi \rangle$.

3.2 Probability amplitudes

Set $\psi_\beta = \langle \psi | e^b_\beta \rangle$, and consider the complex Hilbert space and the hyperbolic Hilbert space. Then by Born’s rule

$$P^b_\beta = |\psi_\beta|^2.$$ (9)

We have

$$\psi = \sum_\beta \psi_\beta e^b_\beta.$$ (10)

Thus these amplitudes give a possibility to reconstruct the state. We remark that $\psi = \sum_\alpha P^a_\alpha \psi$, hence

$$\psi_\beta = \sum_\alpha \langle P^a_\alpha \psi | e^b_\beta \rangle.$$ (11)

Each amplitude $\psi_\beta$ can be represented as the sum of subamplitudes

$$\psi_\beta = \sum_\alpha \psi_{\beta \alpha}$$ (12)

given by

$$\psi_{\beta \alpha} = \langle P^a_\alpha \psi | e^b_\beta \rangle = \langle \psi | e^a_\alpha \rangle \langle e^a_\alpha | e^b_\beta \rangle.$$ (13)

Hence, one can reconstruct the state $\psi$ on the basis of amplitudes $\psi_{\beta \alpha}$. We remark that

$$|\psi_{\beta \alpha}|^2 = |\langle \psi | e^a_{\alpha \beta} \rangle \langle e^a_{\alpha \beta} | e^b_{\beta \alpha} \rangle|^2 = P^a_{\alpha \beta} P^b_{\alpha \beta}.$$ (14)

In this notations

$$P^b_{\beta \alpha k j} = |\psi_{\beta \alpha k} + \psi_{\beta \alpha j}|^2 / (p^a_{\alpha k} + p^a_{\alpha j}).$$
Here $|\psi_{\beta|\lambda}| = \sqrt{\rho^{\beta|\lambda}_{\alpha}}$ and therefore

$$\psi_{\beta|\lambda} = \sqrt{\rho^{\beta|\lambda}_{\alpha}} \lambda_{\psi_{\beta|\lambda}}$$

(15)

where $|\lambda_{\psi_{\beta|\lambda}}| = 1$. Moreover, put

$$\langle \psi | e^{a}_{\alpha} \rangle = \sqrt{\rho^{\alpha}_{a}} \lambda_{\psi_{\beta|\lambda}}$$

and

\[
\langle \psi | e^{a}_{\alpha} | e^{b}_{\beta} \rangle = \sqrt{\rho^{ab}_{\alpha \alpha}} \lambda_{\psi_{\beta|\lambda}},
\]

where $|\lambda_{\psi_{\beta|\lambda}}| = 1$ and $|\lambda_{\psi_{\beta|\lambda}}| = 1$. Hence, it follows from (13) and (15) that

$$\lambda_{\psi_{\beta|\lambda}} = \lambda_{\psi_{\beta|\lambda}}$$

(17)

We have a system of equations for phases $\psi_{\beta|\lambda}$ for $i, j, k, l \in \{1, 2, 3\}$,

$$|\psi_{\beta|\lambda} + \psi_{\beta|\lambda}|^2 = |\langle \psi | e^{a}_{\alpha} \rangle \langle e^{b}_{\beta} | \rangle + \langle \psi | e^{a}_{\alpha} \rangle \langle e^{b}_{\beta} | \rangle|^2$$

(18)

$$= |\langle \psi | e^{a}_{\alpha} \rangle \langle e^{b}_{\beta} | \rangle|^2 + |\langle \psi | e^{a}_{\alpha} \rangle \langle e^{b}_{\beta} | \rangle|^2$$

$$+ \langle \psi | e^{a}_{\alpha} \rangle \langle e^{a}_{\alpha} | \rangle \langle e^{b}_{\beta} | \rangle \langle e^{b}_{\beta} | \rangle$$

$$+ \langle \psi | e^{a}_{\alpha} \rangle \langle e^{a}_{\alpha} | \rangle \langle e^{b}_{\beta} | \rangle \langle e^{b}_{\beta} | \rangle$$

$$= p^{a}_{\alpha} p^{a}_{\alpha} + p^{b}_{\alpha} p^{b}_{\alpha}$$

$$+ 2 \lambda_{\beta|\lambda} \sqrt{p^{a}_{\alpha} p^{a}_{\alpha} p^{a}_{\alpha} p^{b}_{\beta|\lambda}}$$

where we put

$$\lambda_{\beta|\lambda} \equiv \frac{1}{2} \left( \lambda_{\psi_{\beta|\lambda}} \lambda_{\psi_{\beta|\lambda}} + \lambda_{\psi_{\beta|\lambda}} \lambda_{\psi_{\beta|\lambda}} \right).$$

(19)

Thus, the coefficients of interference $\lambda_{\beta|\lambda}$ can be written by (14) and (18) as

$$\lambda_{\beta|\lambda} \equiv \frac{\left( p^{a}_{\alpha} + p^{b}_{\alpha} \right) p^{b}_{\beta|\lambda} - \left( p^{a}_{\alpha} p^{b}_{\beta|\lambda} + p^{b}_{\alpha} p^{b}_{\beta|\lambda} \right)}{2 \sqrt{p^{a}_{\alpha} p^{a}_{\alpha} p^{a}_{\alpha} p^{b}_{\beta|\lambda}}}. (20)$$

3.3 Interference Classification

Note that the coefficients of interference in (20) will take values in $\mathbb{R}$. We divide this into following two cases of interference depending on the absolute value of $\lambda_{\beta|\lambda}$.

1. Let $|\lambda_{\beta|\lambda}| \leq 1$ and in this case put $\lambda_{\psi_{\beta|\lambda}} = e^{\phi_{\beta|\lambda}}$, then it straight forward from (17) that $e^{\phi_{\beta|\lambda}} = e^{i(\theta_{\beta|\lambda} + \theta_{\beta|\lambda})}$. Thus, by (19) we see that

$$\lambda_{\beta|\lambda} = \cos(\phi_{\beta|\lambda} - \phi_{\beta|\lambda}).$$

We refer to this interference as trigonometric interference.
2. Let $|\lambda_{i,j}| > 1$ and put $\lambda_{\alpha\beta,\alpha\gamma} = \epsilon_{i,j}e^{i\theta_{\alpha\beta,\alpha\gamma}}$ where $j^2 = 1$ and $\epsilon_{i,j} = \lambda_{\alpha\beta,\alpha\gamma}/|\lambda_{\alpha\beta,\alpha\gamma}|$. Here the symbol $j$ is a generator of the Clifford algebra $G^+_z = \{z \in G : |z|^2 > 0\}$, (let us call it Hyperbolic algebra). An element $z \in G^+_z$ have the form $z = x + jy$ and the “hyperbolic conjugate” $z = x - jy$. It is apparent that $\bar{z} \in G^+_z$. We introduce the hyperbolic exponential function

$$e^{i\theta} = \cosh \theta + j \sinh \theta, \quad \theta \in \mathbb{R}.$$  \hfill (21)

We also use the identities

$$\cosh \theta = \frac{e^{i\theta} + e^{-i\theta}}{2} \quad \text{and} \quad \sinh \theta = \frac{e^{i\theta} - e^{-i\theta}}{2j}. \quad \hfill (22)$$

By (19), it follows that

$$\lambda_{i,j} = \epsilon_{i,j} \cosh (\varphi_{\alpha\beta,\alpha\gamma} - \varphi_{\beta\alpha,\gamma\alpha}),$$

where $\epsilon_{i,j} = \epsilon_{i,j} \epsilon_{j,i}$. We will call this hyperbolic interference.

### 3.4 Formula of total probability with interference term

By using the definition of the amplitude $\psi_{\alpha\beta,\gamma\alpha} = \langle \psi | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle$ we obtain

$$P_{\beta i}^b = |\psi_{\alpha\beta,\alpha\gamma} + \psi_{\beta\alpha,\gamma\alpha} + \psi_{\beta\alpha,\gamma\alpha}|^2 \hfill (23)$$

$$= |\langle \psi | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle + \langle \psi | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle + \langle \psi | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle|^2$$

$$= |\langle \psi | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle|^2 + |\langle \psi | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle|^2 + |\langle \psi | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle|^2 +$$

$$+ \langle \psi | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle \langle e_\beta^b | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle \langle e_\beta^b | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle \langle e_\beta^b | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle +$$

$$+ \langle \psi | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle \langle e_\beta^b | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle \langle e_\beta^b | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle \langle e_\beta^b | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle.$$  \hfill (24)

Finally, we obtain

$$P_{\beta i}^b = P_{\alpha\beta,\alpha\gamma} P_{\beta\alpha,\gamma\alpha} + P_{\alpha\beta,\alpha\gamma} P_{\beta\alpha,\gamma\alpha} + 2 \lambda_{i,j} \lambda_{\beta\alpha,\gamma\alpha} \langle \psi | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle \langle e_\beta^b | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle \langle e_\beta^b | e_\alpha^a \rangle \langle e_\alpha^a | e_\beta^b \rangle +$$

$$+ 2 \lambda_{i,j} \sqrt{P_{\alpha\beta,\alpha\gamma} P_{\beta\alpha,\gamma\alpha} P_{\beta\alpha,\gamma\alpha} P_{\beta\alpha,\gamma\alpha}} + 2 \lambda_{j,k} \sqrt{P_{\alpha\beta,\alpha\gamma} P_{\beta\alpha,\gamma\alpha} P_{\beta\alpha,\gamma\alpha} P_{\beta\alpha,\gamma\alpha}}.$$

Here, if $|\lambda_{i,j}| \leq 1$ for all $l, i, j = 1, 2, 3, i \neq j$ then we call this the case of trigonometric interference and the case where $|\lambda_{i,j}| > 1$ for all $l, i, j = 1, 2, 3, i \neq j$ is called the case of hyperbolic interference. All other cases are combinations of these two cases of interference and is called the hyper-trigonometric interference (i.e. for some $l, i, j = 1, 2, 3, i \neq j$).
In this system of coordinates the first of this equations (28) can be rewritten by (17) as a perturbation of the classical formula of total probability.

\[ p^a_{\beta_l} = p^a_{\alpha_l} p^b_{\beta_l \alpha_l} + p^a_{\beta_l} p^b_{\beta_l \alpha_l} + p^a_{\alpha_l} p^b_{\beta_l \alpha_l} \]  \hspace{1cm} (25)

If all coefficients of interferences \( \lambda_{l,ij} \), then (24) coincides with (25).

### 3.5 Unitarity of transition operator

We now remark that bases consisting of \( \hat{a} \)- and \( \hat{b} \)-eigenvectors are orthogonal; hence the operator of transition from one basis to another is unitarity. We can always select the \( b \)-basis in the canonical way

\[ e^a_{\beta_1} = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad e^a_{\beta_2} = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \quad e^a_{\beta_3} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}. \]  \hspace{1cm} (26)

In this system of coordinates the \( a \)-basis has the form

\[ e^a_{\alpha_1} = \begin{pmatrix} \sqrt{P_{\beta_1 \alpha_1} \lambda_{\beta_1 \alpha_1}} \\ \sqrt{P_{\beta_2 \alpha_1} \lambda_{\beta_2 \alpha_1}} \\ \sqrt{P_{\beta_3 \alpha_1} \lambda_{\beta_3 \alpha_1}} \end{pmatrix}, \quad e^a_{\alpha_2} = \begin{pmatrix} \sqrt{P_{\beta_1 \alpha_2} \lambda_{\beta_1 \alpha_2}} \\ \sqrt{P_{\beta_2 \alpha_2} \lambda_{\beta_2 \alpha_2}} \\ \sqrt{P_{\beta_3 \alpha_2} \lambda_{\beta_3 \alpha_2}} \end{pmatrix}, \]  \hspace{1cm} (27)

\[ e^a_{\alpha_3} = \begin{pmatrix} \sqrt{P_{\beta_1 \alpha_3} \lambda_{\beta_1 \alpha_3}} \\ \sqrt{P_{\beta_2 \alpha_3} \lambda_{\beta_2 \alpha_3}} \\ \sqrt{P_{\beta_3 \alpha_3} \lambda_{\beta_3 \alpha_3}} \end{pmatrix}. \]

The matrix

\[ U = \begin{pmatrix} \sqrt{P_{\beta_1 \alpha_1} \lambda_{\beta_1 \alpha_1}} & \sqrt{P_{\beta_1 \alpha_2} \lambda_{\beta_1 \alpha_2}} & \sqrt{P_{\beta_1 \alpha_3} \lambda_{\beta_1 \alpha_3}} \\ \sqrt{P_{\beta_2 \alpha_1} \lambda_{\beta_2 \alpha_1}} & \sqrt{P_{\beta_2 \alpha_2} \lambda_{\beta_2 \alpha_2}} & \sqrt{P_{\beta_2 \alpha_3} \lambda_{\beta_2 \alpha_3}} \\ \sqrt{P_{\beta_3 \alpha_1} \lambda_{\beta_3 \alpha_1}} & \sqrt{P_{\beta_3 \alpha_2} \lambda_{\beta_3 \alpha_2}} & \sqrt{P_{\beta_3 \alpha_3} \lambda_{\beta_3 \alpha_3}} \end{pmatrix} \]

is unitary. Hence, we have the system of equations

\[ \sum_m \sqrt{P_{\beta_\alpha \alpha_m} P_{\beta_\alpha \alpha_m} \lambda_{\beta_\alpha \alpha_m} \overline{\lambda_{\beta_\alpha \alpha_m}}} = 0 \]  \hspace{1cm} (28)

and

\[ \sum_m P_{\beta_\alpha \alpha_m} |\lambda_{\beta_\alpha \alpha_m}|^2 = 1, \]  \hspace{1cm} (29)

from the condition that \( U \) is unitary.

The second equations (29) will always hold by (5) and \( |\lambda_{\beta_\alpha \alpha_m}| = 1 \), see (15).

The first of these equations (28) can be rewritten by (17) as

\[ \lambda_{\beta_\alpha \alpha_m} \sum_l \sqrt{P_{\beta_\alpha \alpha_l} P_{\beta_\alpha \alpha_l} \lambda_{\beta_\alpha \alpha_l} \overline{\lambda_{\beta_\alpha \alpha_l}}} = 0, \]  \hspace{1cm} (30)
or
\[ \sum_m \sqrt{p_{\beta_m \alpha_1} p_{\beta_m \alpha_2} \lambda_{\beta_m \alpha_1} \lambda_{\beta_m \alpha_2}} = 0, \]  
(31)

where \( \lambda_{\beta_m \alpha_1}, \lambda_{\beta_m \alpha_2} \neq 0. \)

Thus (31) imply unitarity of \( U. \)

### 4 Selection of orthonormal bases for the unitarity of transition operator

We now show by example that there exist unitary \( U \) satisfying QLRA. Let us choose to work with the case of hyperbolic interference. The same calculations with similar basis can be done with trigonometric interference. When repeating these calculations for trigonometric interference put \( \lambda_{\beta_m \alpha_i} = e^{i \theta_{\beta_m \alpha_i}}. \) Choose orthonormal \( a \)-bases by setting \( \lambda_{\beta_m \alpha_i} = e^{i \theta_{\beta_m \alpha_i}}. \) Then let
\[ e_{\alpha_i} = \frac{1}{\sqrt{1 + a_{2i}^2 + a_{3i}^2}} \left( e_{a_{2i} e_{a_{3i} t}} \right). \]

Since the bases are orthonormal we have that
\[ \langle e_{\alpha_k} | e_{\alpha_i} \rangle = \begin{cases} \frac{1 + a_{2i} a_{2k}^2 + a_{3i} a_{3k}^2}{\sqrt{(1 + a_{2i}^2 + a_{3i}^2)(1 + a_{2k}^2 + a_{3k}^2)}}, & \text{if } k \neq i, \\ 1, & \text{if } i = k. \end{cases} \]

where \( i, k = 1, 2, 3. \) The case \( k \neq i \) give us a system of equations \( 1 + a_{2i} a_{2k} e_{2i} e_{2k} + a_{3i} a_{3k} e_{3i} e_{3k} = 0, \) \( i, k = 1, 2, 3, \) with solution
\[ a_{31} = \frac{-a_{22}^2 e_{23}^2 - a_{32} a_{33} e_{32} e_{33} - 1}{e_{31} \left( a_{22}^2 e_{22}^2 + a_{33} a_{32} e_{32} e_{33} + a_{33} e_{33} \right)}, \]  
(32)
\[ a_{21} = \frac{-a_{32} a_{33} e_{32} e_{33} - 1}{a_{22} e_{22}^2 + a_{33} e_{33} e_{32} e_{33} + a_{33} e_{33}}, \]
\[ a_{22} = \frac{-a_{32} a_{33} e_{32} e_{33} - 1}{a_{22} e_{22}^2 + a_{33} e_{33} e_{32} e_{33} + a_{33} e_{33}}. \]

Then let
\[ \psi = \frac{1}{\sqrt{v_1^2 + v_2^2 + v_3^2}} (v_1 e^{i \phi_1} e_{p_1} + v_2 e^{i \phi_2} e_{p_2} + v_3 e^{i \phi_3} e_{p_3}). \]

Note that \( |\psi|^2 = 1. \) Next we calculate the probabilities \( p_{\alpha_i} = |\langle e_{\alpha_i}^\dagger | \psi \rangle|^2 \) for \( i = 1, 2, 3, \) in consideration of solutions (32). In order to reduce the size of the expressions we
introduce the following rewriting.

\[
\begin{align*}
  d_1 &= (1 + a_{23}^2 + a_{32} a_{33} e_{32} e_{33}), & d_2 &= (a_{32} (a_{23}^2 + a_{33}^2) e_{32} + a_{33} e_{33}), \\
  d_3 &= a_{23}^2 (3 a_{32} e_{32} - a_{33} e_{33}), & d_4 &= a_{23} e_{23} (a_{32} e_{32} - a_{33} e_{33}), \\
  d_5 &= (1 + a_{32} a_{33} e_{32} e_{33}), & d_6 &= a_{32} e_{32}, \\
  d_7 &= a_{23} v_2 e_{23}, & d_8 &= a_{33} v_3 e_{33}, \\
  d_9 &= a_{23}^2 a_{32} v_2, & d_{10} &= (a_{23} e_{23} + a_{23} a_{32} a_{33} e_{32} e_{33})^2, \\
  d_{11} &= 1 + a_{23}^2 + a_{33}^2, & d_{12} &= a_{23}^2 (1 + a_{32}^2) + d_2^2, \\
  d_{13} &= v_1^2 + v_2^2 + v_3^2.
\end{align*}
\]

\(\gamma_{12} = \gamma_1 - \gamma_2 + s - u, \quad \gamma_{13} = \gamma_1 - \gamma_3 + t - u\)

We then get the following probabilities,

\[
\begin{align*}
  p_{\alpha_1} &= (d_2^2 v_1^2 - 2 d_2 (\cosh (\gamma_{12}) d_4 v_2 + \cosh (\gamma_{13}) d_4 v_3) v_1 + d_3 v_2^2 \\
  &\quad + d_{11} v_3 (2 \cosh (\gamma_{12} - \gamma_{13}) d_4 v_2 + d_1 v_3)) (d_{11} d_{12} d_{13})^{-1}, \\
  p_{\alpha_2} &= (v_1^2 + 2 \cosh (\gamma_{13}) d_4 e_{32} v_1 + a_{32}^2 v_2^2) a_{23}^2 \\
  &\quad - 2 d_5 (\cosh (\gamma_{12} - \gamma_{13}) d_6 + \cosh (\gamma_{12}) v_1) v_2 e_{23} a_{23} + d_3^2 v_2^2) (d_{12} d_{13})^{-1}, \\
  p_{\alpha_3} &= (v_1^2 + 2 \cosh (\gamma_{13}) d_6 v_1 + a_{32}^2 v_2^2 + a_{33}^2 v_3^2) \\
  &\quad + 2 d_7 (\cosh (\gamma_{12} - \gamma_{13}) d_8 + \cosh (\gamma_{12}) v_1)) (d_{11} d_{13})^{-1}
\end{align*}
\]

The calculations of the conditional probabilities \(p_{\beta_i \alpha_j}^{\text{bia}}\) are found in the appendix. Moreover

\[
\begin{align*}
  p_{\beta_1 \alpha_1}^{\text{bia}} &= \frac{d_2^2}{d_{11} d_{12}}, & p_{\beta_1 \alpha_2}^{\text{bia}} &= \frac{1}{a_{32}^2 + \frac{d_3^2}{a_{23}^2} + 1}, & p_{\beta_1 \alpha_3}^{\text{bia}} &= \frac{1}{d_{11}}, \\
  p_{\beta_2 \alpha_1}^{\text{bia}} &= \frac{d_3}{d_{11} d_{12}}, & p_{\beta_2 \alpha_2}^{\text{bia}} &= \frac{d_2^2}{d_{12}}, & p_{\beta_2 \alpha_3}^{\text{bia}} &= \frac{a_{23}^2}{d_{11}}, \\
  p_{\beta_3 \alpha_1}^{\text{bia}} &= \frac{d_1^2}{d_{11} d_{12}}, & p_{\beta_3 \alpha_2}^{\text{bia}} &= \frac{a_{32}^2}{d_{12}}, & p_{\beta_3 \alpha_3}^{\text{bia}} &= \frac{a_{33}^2}{d_{11}}.
\end{align*}
\]

Please note that we require that these probabilities satisfy \(0 < p_{\beta_i \alpha_j}^{\text{bia}} < 1\), \(0 < p_{\alpha_1} < 1\).

Since these probabilities also satisfy that \(\sum_i p_{\alpha_i} = 1\), \(\sum_i p_{\beta_i \alpha_j}^{\text{bia}} = 1\), it is sufficient to show that \(\sum_i p_{\alpha_i} > 0\) and \(\sum_i p_{\beta_i \alpha_j}^{\text{bia}} > 0\) for all \(k, j\). In order to show that there exist at least one such orthonormal basis in (4) and \(\psi\) in (33) that meets these requirements on the probabilities, we here give an example. Let \(\gamma_1 = 0, \gamma_2 = t, \gamma_3 = t, v_1 = -2, v_2 = 3, v_3 = -2\), in the quantum state in (33)

\[
\psi = \frac{1}{\sqrt{17}} (-2 e_{\beta_1} + 3 e_{\beta_2} e_{\beta_3} - 2 e_{\beta_1} e_{\beta_3}).
\]
Let $\varepsilon_{23}a_{23} = 2$, $\varepsilon_{32}a_{32} = 2$, $\varepsilon_{33}a_{33} = 3$, $s = t$, $u = 0.3$ in the basis in \(4\)

\[
\varepsilon_{a_1}^a = \frac{1}{\sqrt{1 + (\frac{2}{29})^2 + (\frac{11}{29})^2}} \left( \frac{e^{0.3j}}{2\frac{29}{11}e^{j} - 11\frac{29}{11}e^{j}} \right),
\varepsilon_{a_2}^a = \frac{1}{\sqrt{1 + (\frac{2}{29})^2 + (2)^2}} \left( \frac{e^{0.3j}}{2\frac{29}{11}e^{j}} \right)
\]

\[
\varepsilon_{a_3}^a = \frac{1}{\sqrt{1 + (2)^2 + (3)^2}} \left( \frac{e^{0.3j}}{2\frac{29}{11}e^{j}} \right)
\]

Then

\[
p_{a_1} = 0.045837, \quad p_{a_2} = 0.937356, \quad p_{a_3} = 0.016807,
\]

\[
p_{p_{a_1}a_{12}} = 0.206349, \quad p_{p_{a_1}a_{13}} = 0.887593, \quad p_{p_{a_2}a_{23}} = 0.075727,
\]

\[
p_{p_{a_2}a_{12}} = 0.650559, \quad p_{p_{a_2}a_{13}} = 0.111601, \quad p_{p_{a_2}a_{23}} = 0.580032,
\]

\[
p_{p_{a_3}a_{12}} = 0.143091, \quad p_{p_{a_3}a_{13}} = 0.000805, \quad p_{p_{a_3}a_{23}} = 0.344240.
\]

5 Appendix:

Here we calculate the conditional probabilities

\[
P_{p_{a_1}a_{12}} = \frac{|\Psi_{p_{a_1}}a_{12} + \Psi_{p_{a_1}}a_{12}|^2}{(P_{a_1}^a + P_{a_2}^a)}.
\]

We use \((34)\) to reduce the size of the expressions

\[
P_{p_{a_1}a_{12}}^\omega = \frac{1}{d_i} + 1 - \left( a_{12}v^2 + a_{13}v^2 - 2\cosh(\varphi_{12} - \varphi_{13})d_1v_1 \right)
\]

\[
\left( v_1^2 + v_2^2 \right) a_{23} + v_1^2 + v_2^2 - 2\cosh(\varphi_{12})d_1v_1 + a_{13} (v_1^2 + v_2^2) \right)^{-1}
\]

\[
P_{p_{a_1}a_{13}}^\omega = \left( d_{12} \left( a_{12} + d_{13} \right) \right)^{-1} \left( d_{12} \left( a_{12} + d_{13} \right) \right)^{-1} \left( \left( a_{12} + d_{13} \right) \right)^{-1} \left( \left( a_{12} + d_{13} \right) \right)^{-1} \left( \left( a_{12} + d_{13} \right) \right)^{-1}
\]

\[
P_{p_{a_2}a_{23}}^\omega = \frac{a_{13} + d_{13} - 2\cosh(\varphi_{13})d_1v_1v_2 + d_1v_2^2}{d_{12} + 1 - \left( a_{12}v^2 - 2\cosh(\varphi_{13})d_2v_3v_2 + d_2v_3v_2 \right)
\]

\[
\left( a_{12} + a_{13} + 2a_{13} + d_{12} \right) v_1^2 + 2d_2 \cosh(\varphi_{13})d_2v_2 + \cosh(\varphi_{13})d_1v_1v_2 \right)
\]

\[
\left( a_{12} + a_{13} + 2a_{13} + d_{12} \right) v_1^2 + 2d_2 \cosh(\varphi_{13})d_2v_2 + \cosh(\varphi_{13})d_1v_1v_2 \right)
\]

\[
\left( a_{12} + a_{13} + 2a_{13} + d_{12} \right) v_1^2 + 2d_2 \cosh(\varphi_{13})d_2v_2 + \cosh(\varphi_{13})d_1v_1v_2 \right)
\]

\[
\left( a_{12} + a_{13} + 2a_{13} + d_{12} \right) v_1^2 + 2d_2 \cosh(\varphi_{13})d_2v_2 + \cosh(\varphi_{13})d_1v_1v_2 \right)
\]
\[ P_{\alpha_1\alpha_2} = \left( (v_1^2 + 2cosh(\gamma_{13}) d_6 d_3 v_3) a_2 + \frac{d_1}{\alpha_1} \right) a_3^2 - 2(\alpha_1^2 + 1)(cosh(\gamma_{12} - \gamma_{13}) d_6 + cosh(\gamma_{12}) v_1) v_1 d_3 a_2 + (\alpha_1^2 + 1)^2 v_1^2 \] 
\[ d_1 \left( (v_1^2 + v_1^2) a_3^2 + v_1^2 + v_1^2 - 2cosh(\gamma_{13}) d_6 v_3 - d_1 \right) (2d_6 / (cosh(\gamma_{12} - \gamma_{13}) d_6 + cosh(\gamma_{12}) v_1) + \alpha_1^2 (v_1^2 + v_1^2)) \right]^{-1} \]

\[ P_{\beta_1\alpha_3} = \left( a_2 (\alpha_1^2 + v_1^2) + (\alpha_2^2 + 1) d_3 ) \right) d_3^2 + 2(\alpha_2^2 + 1) d_3 (cosh(\gamma_{12} - \gamma_{13}) d_6 + cosh(\gamma_{12}) v_3) a_2 + (\alpha_2^2 + 1)^2 v_3^2 \] 
\[ d_1 d_2 \left( (\alpha_2^2 + v_3^2) a_2^2 + 2d_3 (cosh(\gamma_{12}) d_6 v_2) + cosh(\gamma_{12}) d_3 v_2 + (\alpha_2^2 + 1) a_2 v_3 + (\alpha_2^2 + 1)^2 v_3^2 \right) - 2cosh(\gamma_{12} - \gamma_{13}) d_1 d_4 v_2 + v_3^2 (2a_2 d_2 e_2 d_5 a_3^2 + (\alpha_2^2 + 1) a_3^2 + a_2^2 (a_2^3 + (2a_2^3 + 1) a_2^3)) \right]^{-1} \]

\[ P_{\beta_2\alpha_3} = \left( (\alpha_1^2 + v_2^2) (\alpha_2^2 + v_2^2) a_2^2 + 2a_2 d_2 e_2 (\alpha_2^2 + d_2^2) v_1 (cosh(\gamma_{12} - \gamma_{13}) d_6 v_2 - cosh(\gamma_{12}) d_3 v_2) - cosh(\gamma_{12}) a_2 d_3 v_2) - cosh(\gamma_{12}) a_2 d_3 d_4 v_2 e_2 e_2 a_2^2 + (\alpha_2^2 + d_2^2)^2 v_2^2 \right) \] 
\[ d_1 d_2 \left( ((\alpha_2^2 + v_2^2) a_2^2 + 2d_3 (cosh(\gamma_{12} - \gamma_{13}) d_6 + cosh(\gamma_{12}) v_1) a_2^2 + (\alpha_2^2 + d_2^2)^2 v_2^2 \right) + 2a_2 d_2 e_2 (d_6 (cosh(\gamma_{12} - \gamma_{13}) d_6 + cosh(\gamma_{12}) v_1) v_2 - cosh(\gamma_{12}) d_3 d_4 v_2) \right]^{-1} \]

\[ P_{\beta_3\alpha_3} = \left( a_2 (\alpha_1^2 v_2^2 + d_2^2) v_2^2 + 2a_2 d_2 e_2 (\alpha_2^2 + d_2^2) v_1 (cosh(\gamma_{12} - \gamma_{13}) d_6 v_2 - cosh(\gamma_{12}) d_3 v_2) - cosh(\gamma_{12}) a_2 d_3 v_2) - cosh(\gamma_{12}) a_2 d_3 d_4 v_2 e_2 e_2 a_2^2 + (\alpha_2^2 + d_2^2)^2 v_2^2 \right) \] 
\[ d_1 d_2 \left( ((\alpha_2^2 + v_2^2) a_2^2 + 2d_3 (cosh(\gamma_{12} - \gamma_{13}) d_6 + cosh(\gamma_{12}) v_1) a_2^2 + (\alpha_2^2 + d_2^2)^2 v_2^2 \right) + (\alpha_2^2 + d_2^2) v_2^2 + 2a_2 d_2 e_2 (d_6 (cosh(\gamma_{12} - \gamma_{13}) d_6 + cosh(\gamma_{12}) v_1) v_2 - cosh(\gamma_{12}) d_3 d_4 v_2) \right]^{-1} \]
\[ p_{\beta_3 \alpha_3}^{\beta_2} = \left( d_2 \left( \begin{array}{c} \left( d_2^2 \gamma^2 - 2 \cosh(\gamma_{12}) d_2 d_2 \gamma_1 + d_3^2 \gamma^2 \right) d_2^2 + 2 \left( \cosh(\gamma_{13}) d_2 \gamma_1 \\ - \cosh(\gamma_{12} - \gamma_{13}) d_2 \gamma_2 \end{array} \right) v_3 \left( \alpha_2^3 \alpha_1^3 + \left( 2 \alpha_3^3 + 1 \right) \alpha_1^3 + \alpha_3^3 \right) d_2^2 + \alpha_3^3 \right) d_3^2 \right) \\
+ \left( \alpha_2^3 + \alpha_3^3 \right) \left( \alpha_1^3 \right)^2 d_1 \left( \left( d_1^2 v_3^2 + d_1^1 \left( v_3^2 + 2 \cosh(\gamma_{13}) d_3 \epsilon_2 \gamma_1 + \alpha_3^3 \alpha_1^3 \right) d_1^3 \right) d_1^2 \\
- 2 d_3 d_1 \left( \cosh(\gamma_{12} - \gamma_{13}) d_4 + \cosh(\gamma_{13} \gamma_1) \right) \epsilon_2 \epsilon_3 \gamma_2^3 \gamma_3^3 \\
+ d_1^1 \left( v_1^2 + \alpha_3^3 \alpha_1^3 \right) \right) ^{-1} \]
[10] Ballentine, L. E., *Interpretations of probability and quantum theory*, Q. Prob. White Noise Anal. **13**, 71 (2001).

[11] Dvurecenskij A. and Pulmanova, O., *New trends in quantum structures*. Kluwer Academic Publ., Dordrecht, 2000.

[12] Nánásiová, O., *Map for simultaneous measurements for a quantum logic*. International Journal of Theoretical Physics, **42** (2003), pp. 1889–1903.

[13] Nánásiová, O. and Khrennikov, A. Yu., *Representation theorem of observables on a quantum system*. International Journal of Theoretical Physics **45** (2006), pp. 469–482.

[14] Allahverdyan, A., Khrennikov, A. Yu. and Nieuwenhuizen, Th. M., *Brownian entanglement*, Phys. Rev. A, **71**, (2005), 032102-1–032102-14.

[15] Khrennikov, A. Yu., *Interpretations of Probability*. VSP International Science Publishers, Utrecht 1999; second addition (completed) De Gruyter, Berlin 2009.

[16] Nyman, P. and Basieva, I., *Quantum-like representation algorithm for trichotomous observables*, Arxiv preprint [arXiv:1010.1142] 2010.

[17] Sinha, U., Coutreau, C., Medendorp, Z., Sollner, I., Laflamme, R., Sorkin, R., Weihs, G., *Testing Born’s Rule in Quantum Mechanics with a Triple Slit Experiment*, Foundations of Probability and Physics- 5, **1101**, 2009, pp. 200–207

[18] Sorkin, R. D., *Quantum Mechanics as Quantum Measure Theory*, Modern Physics Letters A **9**, pp. 31193127 (1994), [arXiv:gr-qc/9401003](http://arxiv.org/abs/gr-qc/9401003).

[19] Sorkin, R.D., *Quantum Measure Theory and its Interpretation*, in D.H. Feng and B-L Hu (eds.), Quantum Classical Correspondence: Proceedings of the 4th Drexel Symposium on Quantum Nonintegrability, International Press, Cambridge, pp. 229251, 1997, [arXiv:gr-qc/9507057v2](http://arxiv.org/abs/gr-qc/9507057v2).

[20] Kisil, V.V. *Connection between Different Function Theories in Clifford Analysis*. Advances in Applied Clifford Algebras, pp. 63-74, **5**, 1, 1995

[21] I. Basieva, A. Khrennikov, M. Asano, M. Ohya, and Y. Tanaka. Dynamics of entropy in quantum-like model of decision making. In *AIP Conference Proceedings*, volume 1327, page 63, 2011.

[22] J.R. Busemeyer, M. Matthews, and Z. Wang. A quantum information processing explanation of disjunction effects. In *The 29th annual conference of the cognitive science society and the 5th international conference of cognitive science*, Erlbaum, Mahwah, pages 131–135, 2006.

[23] E. Conte, A.Y. Khrennikov, O. Todarello, A. Federici, L. Mendolicchio, and J.P. Zbilut. Mental states follow quantum mechanics during perception and cognition of ambiguous figures. *Open Systems & Information Dynamics*, 16(1):1–17, 2009.
[24] E. Conte, O. Todarello, A. Federici, F. Vitiello, M. Lopane, A. Khrennikov, and J.P. Zbilut. Some remarks on an experiment suggesting quantum-like behavior of cognitive entities and formulation of an abstract quantum mechanical formalism to describe cognitive entity and its dynamics. *Chaos, Solitons & Fractals*, 31(5):1076–1088, 2007.

[25] Masanori Ohya Masanari Asano and Andrei Khrennikov. Quantum-like model for decision making process in two players game. *Found Phys*, 41:538–548, 2011.

[26] J.R. Busemeyer, Z. Wang, and A. Lambert-Mogiliansky. Empirical comparison of markov and quantum models of decision making. *Journal of Mathematical Psychology*, 53(5):423–433, 2009.

[27] Antonuccio, F., *Hyperbolic numbers and the Dirac spinor*, Arxiv preprint hep-th/9812036, 1998

[28] Hucks. J. *Hyperbolic complex structures in physics*, Journal of Mathematical Physics, 34, 5986–6008, 1993

[29] Ulrych. S. *The Poincaré mass operator in terms of a hyperbolic algebra*, Physics Letters B, 612, 1-2, pp. 89–91, 2005

[30] Ulrych. S. *Symmetries in the hyperbolic Hilbert space*, Physics Letters B, 618, 1-4”, pp. 233–236, 2005,

[31] Ulrych. S. *Relativistic quantum physics with hyperbolic numbers*, Physics Letters B, 625, 3-4, pp. 313–323, 2005

[32] Porteous. I.R. *Clifford algebras and the classical groups*, Cambridge Univ Pr, 1995

[33] Khrennikov, A. Yu.: Contextual approach to quantum formalism. Fundamental theories of physics 160, Springer Verlag, New York 2009.

[34] Khrennikov, A. Yu.,*Quantum-like model of cognitive decision making and information processing*, Biosystems, 95, 3, pp. 179–187, 2009, Elsevier

[35] Nyman, P., *On Consistency of the Quantum-Like Representation Algorithm*, International Journal of Theoretical Physics, 49, 1, pp. 1–9, 2010, Springer

[36] Khrennikov, A. Yu.,*Reconstruction of quantum theory on the basis of the formula of total probability*, Arxiv preprint quant-ph/0302194, 2003