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Abstract

Predicting the export price of shrimp is important for Vietnam’s fisheries. It not only promotes product quality but also helps policymakers determine strategies to develop the national shrimp industry. Competition in global markets is considered to be an important factor, one that significantly influences price. In this study, we predicted trends in the export price of Vietnamese shrimp based on competitive information from six leading exporters (China, India, Indonesia, Thailand, Ecuador, and Chile) who, alongside Vietnam, also export shrimp to the US. The prediction was based on a dataset collected from the US Department of Agriculture (USDA), the Food and Agriculture Organization of the United Nations (FAO), and the World Trade Organization (WTO) (May-1995 to May-2019) that included price, required farming certificates, and disease outbreak data. A super learner technique, which combined 10 single algorithms, was used to make predictions in selected base periods (3, 6, 9, and 12 months). It was found that the super learner obtained results in all base periods that were more accurate and stable than any candidate algorithms. The impacts of variables in the predictive model were interpreted by a SHapley Additive exPlanations (SHAP) analysis to determine their influence on the price of Vietnamese exports. The price of Indian, Thai, and Chinese exports highlighted the advantages of being a World Trade Organization member and the disadvantages of the prevalence of shrimp disease in Vietnam, which has had a significant impact on the Vietnamese shrimp export price.
Introduction

Shrimp production and export is an important economic activity in Vietnam. About 90% of Vietnamese shrimp is used for export, with a value of 2 billion USD in 2011 [1]. According to the Food and Agriculture Organization of the United Nations (FAO) [2], Vietnam is the world’s third largest producer of farmed white leg shrimp and giant tiger prawn, accounting for 13% of the global total, while China is the largest (32%) and Indonesia is second (15%), followed by India (12%), Ecuador (9%), and Thailand (6%). Exports of seafood are important not only for economic growth but also for rural development and the improvement of livelihoods [3]. The EU, USA, and Japan are the three main importers of Vietnamese shrimp product, together accounting for more than 50% of the total export value. These markets have strict requirements for imported seafood products based on safe food criteria, traceability, and quality assurance.

Vietnam competes with other exporters to access the global market. Thus, Vietnam tries to satisfy mandatory requirements, seize other competitive advantages, and minimize shrimp disease. Food safety measures imposed by developed countries directly affect the trade flows of export countries [4]. Food safety requirements are met by global GAP certification and the Safe Quality Food standard [5]. Traceability based on the Hazard Analysis Critical Control Point is required in the agriculture chain to increase the value of the product [6]. Country of Origin Labeling and Aquaculture Steward Council certificates are also used to indicate the quality of exported products. Since 2003, the US market has imposed an anti-dumping measure on shrimp imports from China, India, Thailand, Vietnam, Ecuador, and Brazil, which is believed to have affected the export price of those countries [7].

Participating in the World Trade Organization (WTO) constitutes a competitive advantage that enables countries to access high-value markets. By promoting free trade by reducing tariffs in global markets, member countries have the ability to compete with other exporters and domestic products. This is an important factor that influences price and enhances the national shrimp industry.

Shrimp disease is a challenge for producer countries because it threatens the volume and quality of the exported product, and is therefore a competitive disadvantage. Previous studies have evaluated losses caused by early mortality syndrome on commercial shrimp aquaculture [8], economic losses [9], and the global perspective of shrimp disease [10]. The losses due to EMS in Vietnam have been reported [11–13].

The application of computing techniques for farming enhancement, disease prediction, and market trend analysis is widely used. For example, an expert system [14] and tools for processing digital images [15] were used to diagnose shrimp disease. Machine learning has been used for predicting disease occurrence in cultured shrimp. Previous studies used machine learning to predict the occurrence of shrimp disease [16–18] and create applications for aquaculture [19]. Machine learning has also been used in sales forecasting [20–22]. Researchers [23] applied a regression model to predict the stock price, while other research [24] used a random forest algorithm to forecast supply chain demand.

Accurate price prediction is very important for fishery exports because it helps to determine global market trends, enhancing the quality of seafood products. There are millions of tons of shrimp exported to the international market from producer countries and, therefore, estimates of price need to be as precise as possible. This information can be used by exporters to determine strategies to increase exports, leading to more financial benefits for national economies and providing motivation to shrimp farmers.

Although machine learning algorithms are useful for making predictions, they still depend on accurate datasets and each algorithm has its own strength of prediction. For example, the
random forest algorithm was outperformed in terms of prediction by a dataset of power generation and power system security [25], and a logistic regression performed better than a neural network in the prediction of occurrence of early mortality syndrome [17]. A study preferred a probabilistic neural network to a logistic regression model when analyzing a dataset of general shrimp diseases [16]. To increase accuracy and overcome the dependence of the algorithm on the dataset, the combination of many machine learning algorithms was proposed [26]. This enabled the generation of a more powerful predictive model, called the super learner. Researchers [27] used the super learner to predict the phenotypic antiretroviral susceptibility of HIV in humans and found that it was as good as or better than any single algorithm. A combination of ten single machine learning algorithms (a neural network, linear regression, randomized trees, XGBoost, loess, random forest, polyMARS, MARS, lasso, and support vector regression) [28], was used to optimize the accuracy of daily stream flow forecasts. One study [29] used the super learner to improve the accuracy of prediction of mortality risk in an older population.

In addition to improving accuracy, it is also important to determine the importance of each variable used in predictions. For exports, this will help identify the factors that have advantageous and disadvantageous influences on the price of products. The producer will then develop strategies to boost exports by increasing the beneficial conditions and minimizing the negative effects. However, there are difficulties with the machine learning approach because it creates a black-box model that is difficult to interpret, making it difficult for humans to understand and trust.

Due to the effort required to evaluate the contribution of each variable in the output of a machine learning analysis, the SHapley Additive exPlanations (SHAP) method was introduced to interpret predictive models. In 2017, a unified approach used SHAP as a way to explain the importance of each variable in the output of a machine learning analysis [30]. An interpretation by SHAP was also conducted in a previous study [31]. SHAP not only successfully explained the internal logic of prediction but also verified the credibility of a predictive model [32].

In this study, we used a super learner, which had the potential to give accurate and stable price predictions for Vietnamese shrimp products exported to the US market. It combined 10 candidate algorithms to predict the exported price of Vietnamese shrimp based on information from competitive exporters (China, Thailand, Indonesia, India, Ecuador, and Chile). To interpret the prediction, SHAP was used to determine how each predictor influenced the export price and then suggested solutions for the development of the Vietnamese shrimp industry. This study provided a new approach to make accurate Vietnamese price predictions based on information from competitors rather than the use of information solely from Vietnam, as in previous research [33]. It also provided a method to interpret the predicted result.

### Materials and methods

#### Preliminaries

Monthly data was collected from the US Department of Agriculture, WTO, and FAO for the period from May-1995 to May-2019. The seven leading exporters of frozen shrimp products to the US market (China, Thailand, India, Indonesia, Ecuador, Chile, and Vietnam) were included in the dataset. The exporting countries were direct competitors in the US market. Therefore, an increase in the price of exports from any of the listed countries would shift the demand curve of shrimp products imported to the US market [34]. This would lead to an increase in demand for shrimp products imported from other countries among US consumers. The prices of shrimp products imported from other countries would then increase.
Additionally, the variables influencing the Vietnamese export price, and the competitive advantages and drawbacks (i.e., shrimp disease) of these countries were assessed. The difference in price between Vietnam and each competitor country was considered. The correlations between the variables and price in Vietnam and other countries were evaluated and it was determined whether they were negative or positive. A negative value meant that the Vietnamese price was lower than that of the other countries and vice versa. The export price was presented in US dollars; thus, the correlated price was also reported in US dollars. In Fig 1, the correlations between Vietnamese export prices and those of other countries are shown. The prices of Vietnamese exported shrimp were mainly found to be between 10–15 USD per kg, while prices >15 and <10 USD were no common. Export prices of other countries had a wider but smaller distribution range.

The US is one of the largest markets for seafood products in the world. Product quality, food safety, and traceability issues are extremely important in the US market. Shrimp producers that export to the US need to adhere strictly to product requirements. We selected some of the mandatory US requirements that applied to shrimp products from all producer countries, such as global GAP, Hazard Analysis Critical Control Point, Safe Quality Food, and Aquaculture Steward Council. Global GAP and Safe Quality Food aim to provide a food safety assurance that protects consumer health, while Hazard Analysis Critical Control Point guarantees the product origin. The Aquaculture Steward Council practices are used to enhance the responsibility of producers in terms of minimizing their impact on the environment. This certificate requires a limitation on the use of wild fish as an ingredient in shrimp feed, as well as the regular assessment of water quality to avoid pollution and disease outbreaks. These farming certificates are not only needed in response to the requirements of the US market but will also beneficially increase the price of products and the competitive advantages among exporters in the long term due to improvements in product quality [35]. The implementation date for the certificates differs among the producer countries, i.e., Vietnam has applied global GAP since Sep-2007, while Indonesia has only applied this certification to shrimp since Oct-2011.
This was considered likely to affect the export price as both countries export to the same destination, i.e., the US market.

To protect the domestic shrimp industry, anti-dumping tariffs were set by the US government in 2003. These apply to China, India, Thailand, Vietnam, and Ecuador, while Indonesia and Chile are not affected by this requirement [7]. It was considered that the Vietnamese price was impacted by this practice, leading to an inability to compete with the non-impacted countries. To participate in global trade, many countries have attempted to become members of the WTO. This would provide an opportunity to access stringent markets. The different times at which producer countries have joined the WTO are likely to have affected the export price. The number of shrimp exporting countries participating in the WTO will affect the price of Vietnam’s shrimp export. Membership of the WTO was therefore selected as one of variables in the super learner process to evaluate the export price.

Disease is a serious concern in export shrimp production. It can cause problems for producer countries due to US market concerns regarding disease transmission and residual chemicals in the final product due to the materials applied for treatment. This will reduce the competitiveness of exporters and export volumes. Before imports can be accepted, shrimp producers in countries where disease is confirmed could be required to show evidence of safe products. Therefore, early mortality syndrome was selected as a variable that could influence the Vietnamese export price.

Other variables in the dataset, such as enrofloxacin antibiotic residues and Country of Origin Labeling were not used in predictions. Because they applied to all export countries at the same time, they were not meaningful for predicting price variations. We only focused on competitor information and, therefore, the exchange rate and US income per capita were also omitted. To validate the association between independent variables that were used to hypothesize the target value—Vietnamese export price, the Pearson correlation [36] method was applied. This method measures the strength of the relationship between two variables [37], based on their coefficient. The Pearson correlation coefficient between variable X and Y is defined as:

$$ R = \frac{\text{cov}(X, Y)}{\sqrt{\text{var}(X)\text{var}(Y)}} $$

where, \( \text{cov} \) is the covariance and \( \text{var} \) is the variance. Variables that had a high correlation with the Vietnamese export price were selected for prediction. We obtained 13 independent variables for use in the super learner process to predict the Vietnamese export price (see Table 1).

Linear regression. Linear regression builds models that assume a linear relationship between input variables (x) and the single output variable (y) via scale factors to each input, called coefficients (\( \beta \)). The formula of this algorithm is as follows:

$$ y_i = \beta_0 + \beta_1 x_{i1} + \ldots + \beta_p x_{ip} + \varepsilon $$

where \( \beta_0 \) is the intercept (when \( x = 0 \)), \( i \) indicates the \( i^{th} \) sample in the dataset, \( \varepsilon \) is a random variable, \( x \) corresponds to variables in the dataset, \( p \) is the \( p^{th} \) independent variable, and \( y \) is the Vietnamese export price.

Parameters were set to increase the reliability of the predictions for this algorithm. In the scikit-learn Python package, parameter fit_intercept, which is \( \beta_0 \) in (2), was set to “True” to calculate the intercept for this model. Normalize and copy_X, which are used to normalize by L2-norm and copy all variables in the dataset, were set to “True.” Other parameters such as n-jobs and positive were set to default.
Lasso regression. The lasso regression, which is an abbreviation of "least absolute shrinkage and selection operator," is used for variable selection and estimation in linear regression models [38]. A constraint is imposed on model parameters to make regression coefficients for variables shrink to zero. Some variables have a zero-coefficient and are eliminated, while non-zero coefficient variables are used to evaluate the model. The coefficient of linear regression \((\beta_0, \beta_1, \ldots, \beta_P)\) in lasso is as follows:

\[
\hat{\beta}_\lambda = \text{argmin} \| y - x\beta \|^2 + \lambda \| \beta \|_1 \tag{3}
\]

where, \(x\) and \(y\) are input and output variables, respectively, and \(\lambda\) is a non-negative tuning parameter that is used to control the shrinkage. The higher the value of \(\lambda\), the larger the shrinkage of the model.

Similar to linear regression, the parameters in this algorithm including fit_intercept, normalize, and copy_X were set to “True.” The parameter alpha was used to control regularization strength with values at 0.8 being the best. Max_iter, the maximum number of iterations, was set to 500. Other parameters such as tol (used for stopping criterion), precompute, random_state, and others were given default values.

Ridge regression. This is a bias estimation method that is used for estimating the coefficients of a regression model where the independent variables are strongly correlated [39]. The term bias in machine learning can be understood as the extent to which the model fails to produce a plot that is in line with the samples. The ridge regression imposes a penalty term to coefficient \(\beta\) to control bias, thus improving the accuracy of prediction. The cost function for a ridge regression performs an L2 regulation as follows:

\[
f(\beta) = \text{min} \| y - x(\beta) \|^2 + \lambda \| \beta \|_2^2 \tag{4}
\]

where, \(\lambda\) is a penalty term, and \(x\) and \(y\) are the input and output variables, respectively.

To fairly evaluate ridge, linear, and lasso regression, the parameters of ridge including fit_intercept, normalize, and copy_X were also set to “True.” The max_iter was set to 500 and alpha was set to 0.8. The tol, positive, and random_state were set to defaults. The parameter...
solver was set to "svd" which is singular value decomposition of independent data (13 independent variables in the dataset) to compute the Ridge coefficients.

**Elastic net.** Elastic net regression uses penalties from both the lasso and ridge methods to regularize a regression model. It improves the regularization of the predicted model by learning the shortcomings of the ridge and lasso models. The limitation of the lasso regression is that it used only a few samples to produce high dimensional data (too many variables), while the ridge method can keep many highly correlated variables in the dataset. To overcome these issues, the elastic net performs a variable selection and regularization simultaneously. Accordingly, there are two stages involving the lasso and ridge methods: first, it finds the ridge regression coefficient and, second, it uses a lasso-type shrinkage of the coefficient.

To implement this algorithm, we set parameter values the same as the ridge algorithm: alpha equal to 0.8; max_inter at 500; and fit_intercept, normalize, and copy_X set to “True.” Here, the parameter ll_ration was set to 0.5 and selection, which was used to update the coefficient in every iteration was set to the “random” option.

**K-nearest neighbor.** This method is based on the similarity concept that assumes similar things exist in close proximity [40]. Hence, k-nearest neighbor finds the similarity among data points by calculating the distance among them. The Euclidean distance is often used to measure how close two data points are. Here, K represents the specified number of samples that need to be grouped in terms of similarity. All the samples in one group have the same label (or value). Therefore, once a new sample is placed into a specific group, it is assigned the label of that group. Depending on the data, an appropriate k-value must be established. In this study, we took $K = 5$ to make predictions. The parameter weights was set to the value “distance” to indicate that closer neighbors of a query point will have a greater influence than neighbors that are farther away. Leaf_size was set to 20, the distance metric was set to “minkowski,” and algorithm was set to “kd_tree.” Other parameters were set to default values.

**Support vector regression.** A support vector machine attempts to determine a line (called the hyperplane in multidimensional space) that will separate two or many classes of data. Support vector regression was built on the principle of a support vector machine, but is used for regression problems [41]. A support vector regression performs the mapping between inputs and outputs by developing a hyperplane. The data points on either side of the hyperplane that are closest to the hyperplane are called support vectors and are used to determine the boundary line. To increase the prediction accuracy, a support vector regression attempts to find the best hyperplane within a threshold value (distance between the hyperplane and boundary line), instead of minimizing the error between the real and predicted values.

To implement this algorithm, the parameter kernel was set to “sigmoid”; degree was set to 3; gamma was set to “auto”; cache_size, used to specify the size of the kernel cache, was set to 100 megabytes; max_iter was set to 500. For the regularization parameter C, which is known to be a penalty parameter of the error term, was set to 2. Other parameters such as gamma, tol, shrinking, and epsilon were set to default values.

**Decision tree.** The decision tree algorithm is based on the structure of a tree to predict the outcome from independent variables in both classification and regression. There are many nodes located from the root to the branches of the tree. In this architecture, the root node and internal nodes are labeled with input values, while the leaf is the output value. Depending on the type of output value, a decision tree is used for classification or regression. A decision tree where the target variable can take continuous values is called a regression tree. Here, we used a regression tree to predict the Vietnamese export price.

In this algorithm, the parameter criterion used to measure the quality of a split brand of tree, was set to “gini.” Splitter strategy was set to “random.” Max_depth was set to 10.
Min_samples_split was set to 5. Min_samples_leaf was set to 5. Other parameters such as min_weight_fraction_leaf, max_features, and random_state were set to default values.

**Random forest.** The random forest is based on the decision tree concept [42]. As its name suggests, multiple trees are built to make a prediction. The random forest algorithm randomly selects samples and uses the best split of a subset of variables to build, simultaneously, multiple sub-decision trees. Majority voting is used to obtain the final result, which is then applied to the sub-decision trees. The random forest is therefore more flexible than a decision tree.

In the implementation of random forest, the n_estimators, used to indicate the number of trees, was set to 1,000. The parameter criterion function, used to measure the quality of a split in the forest, was set to “entropy.” The parameter min_samples_split, which indicates the minimum number of samples required to split an internal node, was set to 5. The max_depth was set to 5. Other parameters, such as min_samples_leaf, min_weight_fraction_leaf, max_features, max_features, and min_impurity_split were set to the default values.

**Gradient boosting.** Gradient boosting is also based on the decision tree concept. Unlike the decision tree, gradient boosting sequentially builds sub-decision trees. The next sub-tree is built with the purpose of improving the error of the previous tree to enhance the ensemble performance [43]. The process continues to build sub-trees until the specified number of iterations is reached. The prediction of the final model is the sum of the predictions of previous tree models.

Similar to random forest, n_estimators was set to 1,000 in the implementation of gradient boosting algorithm. The parameter max_depth was set to 5. The loss function used was least squares regression. The parameter min_samples_split was also set to 5. The parameter subsample used to control variance and bias was set equal to 1. Other parameters, such as alpha, max_features, and min_impurity_split, were set to their default values.

**Neural network.** This algorithm is inspired by the human brain [44]. There are many connected nodes located inside multiple layers in the structure of this algorithm. The computation is performed inside each node and provides an output by mathematically processing inputs with connected weights. The previous nodes will output a value, which is then used as the input for the next node in the network. Generally, the complex structure of a neural network consists of multiple hidden layers between the input and output layers. The complexity of the algorithm is generated through a number of hidden layers that are used for mapping the input and output. In this study, we applied a neural network with five layers: one input layer to receive values from the independent variable, three hidden layers for the mapping process, and one output layer for the target variable.

For the neural network, the multi-layer perceptron regressor of scikit-learn was used to obtain the prediction. The parameter hidden_layer_size was set to 3 layers, each with 30 neurons. The activation function was set to “tanh.” The solver was set to “lbfgs.” The batch_size, which identifies the size of minibatches for stochastic optimizers, was set to 10. The learning_rate, used to schedule for weight updates, was set to “constant.” Other parameters were set to default values.

**Extra tree regression.** Extra tree regression is an ensemble technique that works by creating a large number of unpruned sub-decision trees from the training dataset. The extra tree prediction is made by averaging the predictions of the sub-decision trees. This technique is similar to that of the random forest, but it randomly chooses a subset of features to build sub-trees, whereas the random forest makes the optimal choice. The difference makes the extra tree run faster because it does not need to calculate the optimal pathway. In this study, the extra tree algorithm is used to combine the predictions of the 10 candidate algorithms and make the final prediction in the super learner process.
Extra tree was implemented to obtain the final prediction for the super learner with specific parameters. The $n_{\text{estimators}}$ was set to 1,000. The parameter $\text{max\_depth}$ was set to 5. The $\text{criterion}$ was set to “absolute error.” The parameter $\text{min\_samples\_split}$ also was set to 5. Other parameters, such as $\text{min\_weight\_fraction\_leaf}$, $\text{bootstrap}$, and $\text{min\_impurity\_decrease}$, were set to their default values.

In this study, all of the algorithms used were obtained from the scikit-learn package [45], which is supported by Python scripts.

**Methodology**

The super learner is a prediction method that allows researchers to combine the results of a set of single machine learning algorithms into one to improve the predictive performance [46]. The advantage of this method is that the prediction accuracy of its model is as good as or better than any model from a single algorithm. This method is based on the theory of cross-validation and can generate the optimal weighted combination among base algorithms, which is both adaptive and robust for use with a small number of samples [47]. The cross-validation means that all candidate models used the same k-fold splits in the dataset. Due to the super learner being developed using a stacked generalization technique, it uses a new model to combine the predictions from multiple candidate models that are already trained. To predict the accuracy of Vietnamese export prices, random forest and gradient boosting were selected as the best single machine learning approaches [33]. Therefore, these two algorithms were first chosen for use in the super learner. Forward selection was applied to iteratively add new potential candidate algorithms to the super learner. To be selected into the model, the potential algorithm had to contribute to the super learner and reduce the error of model. The more algorithms added, the more accurate the ensemble model. However, too many candidate algorithms will increase the time and computer cost for implementation. To balance the accuracy and computer cost, we set the number of algorithms in the super learner to 10. The forward selection settings for predicting the export price is described in Table 2.

After evaluating the suitability of the combination of algorithms, we used the above 10 candidate algorithms (linear regression, elastic net, k-nearest neighbor, support vector regression, decision tree, random forest, gradient boosting, neural network, lasso, and ridge) to make the base prediction. Then the extra trees algorithm was used to combine all base predictions and obtain the final result. The concept of the super learner is shown in Fig 2. Here, we divided the dataset into two subsets: 75% and 25% for the training and testing sets, respectively. According to a time series analysis, the training set used the data for the period from May-1995 to Apr-2013, while the testing set consisted of the following time period from May-2013 to May-2019.

| Step | Candidate algorithm                  | MAPE  |
|------|--------------------------------------|-------|
| 0    | Random forest, Gradient boosting     | 5.16% |
| 1    | Elastic net                          | 3.21% |
| 2    | Lasso                                | 2.84% |
| 3    | Decision tree                        | 2.27% |
| 4    | K-nearest neighbor                   | 1.95% |
| 5    | Linear regression                    | 1.16% |
| 6    | SVR                                  | 1.01% |
| 7    | Bridge                               | 0.95% |
| 8    | Neural network                       | 0.80% |

https://doi.org/10.1371/journal.pone.0275290.t002
To determine how each variable influenced the price, SHAP is used. Originally, SHAP was developed by Shapley in 1953 [48] to estimate the importance of an individual player in a collaborative team game. It evaluates the contribution among players to the final result of the game. It is based on an optimal Shapley value. The Shapley value is calculated by averaging the marginal contribution of the variable’s values across all possible sets (coalitions). Thus, the Shapley value indicates how to distribute the predictions fairly among independent variables. This concept was later developed to interpret the contribution of each predictor in a machine learning analysis [49]. A prediction can therefore be made by assuming that an independent variable of all points in a dataset acts as a “player” in game and the predicted result is the payout [48].

Accordingly, SHAP is used to evaluate the importance of variables for an outcome when making predictions [50]. The contribution of each variable $i$ is indicated by the SHAP value as follows:

\[
\Phi_i = \frac{1}{|N|!} \sum_{S \subseteq N \setminus \{i\}} |S|!(|N| - |S| - 1)! \left[ f(S \cup \{i\}) - f(S) \right]
\]  

where $f(S)$ is the outcome of the sub-set variable $S$ used in a machine learning model, while $N$ is the complete set of all variables. The contribution of variable $i$ (called $\Phi_i$) could have negative and positive signs. A positive value contributes to the prediction of activity, while a negative value contributes to the prediction of inactivity. In this method, the difference between the average and component prediction (for each subset $S$) is fairly distributed among the variables of interest, which guarantees that a full explanation of the predicted result will be delivered. Therefore, SHAP is an ideal solution in the interpretation of prediction problems. However, the computing power required to estimate the Shapley value is extremely large because it needs to handle $2^k$ possible sets of variable values. In the exponential number of subsets, the $k$
number is found by sampling sets and the number of iterations (called \( M \)). There is no rule for setting the optimal \( M \) due to a decrease in \( M \) reducing the computing time, leading to an increase in the variance of the Shapley value and vice versa. Hence, the value of \( M \) needs to be large enough to obtain a good Shapley value and small enough to complete the computation in reasonable time \([49]\). In this study, we used the SHAP package, supported by python, to estimate the Shapley value for each variable in the dataset.

To visualize the contribution of each variable, a summary plot was constructed. Each point was a Shapley value for a variable and a data point. The y-axis is a set of variables, the x-axis is a Shapley value, and the color indicates the value of the variable from low to high. In the summary plot, the importance of variables is ranked in descending order, enabling us to determine which variable is the most important and which is the worst. We evaluated the contribution of all of the independent variables related to competitive factors for the prediction of export price.

**Results**

**Variable selection**

The Pearson correlation method was applied to find the variable with the strongest association with the Vietnamese export price. The correlation assigns a value between \(-1\) and \(1\), where \(0\) is no correlation, \(1\) is the total positive correlation, and \(-1\) is the total negative correlation. For continuous variables including \text{differencePriceVN_China}, \text{differencePriceVN_Chile}, \text{differencePriceVN_Thailand}, \text{differencePriceVN_Indonesia}, \text{differencePriceVN_India} and \text{differencePrice_VN_Ecuador}, the correlation values were -0.76, 0.58, 0.47, 0.65, 0.89 and 0.72, respectively. For binary variables such as \text{certificated_SQF}, \text{Certificated_HACCP}, \text{Certificate_d_ASC}, \text{Infected_EMS}, \text{Member_WTO}, \text{Applied_GAP}, \text{Imposed_ANTI}, we found the high correlation values with Vietnamese price which ranges from \(0.52\) to \(0.96\) of correlation. These high correlation variables were used to hypothesize the Vietnamese export price for 3-, 6-, 9-, and 12-month base predictions.

**Prediction accuracy**

We predicted the export price based on historical data for the previous 3, 6, 9, and 12 months. We used the mean absolute error (MAE), and mean squared error (MSE) to measure the accuracy of prediction in the testing subset (period from May-2013 to May-2019) as follows:

\[
MAE = \frac{1}{m} \sum_{i=1}^{m} |y_i - \hat{y}_i| \\
MSE = \frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2
\]

where \(m\) is the number of test samples, \(y_i\) is the actual value, and \(\hat{y}_i\) is the predicted value.

Then, the percentage error was calculated (for MAE, mean absolute percentage error \( \text{MAPE} = (\text{MAE} \times 100)/\text{average price} \), and for MSE, mean square percentage error \( \text{MSPE} = (\text{MSE} \times 100)/\text{average price}^2 \)). The average price in the dataset was 11.9 USD. The results obtained using the candidate algorithms and super learner are given in Table 3.

In the 3 month period, the super learner produced a prediction result with a MAPE of 0.8% and MSPE of 0.01%. This was an improvement on the accuracy of the single algorithms. The average MAPE of the candidate algorithms was 6.81%, while the MSPE was 0.83%. Accordingly, the super learner method improved the MAPE by about 6 percentage points and the MSPE by about 0.80 percentage points compared to the single algorithm approach. Among the candidate algorithms, the best performance was achieved by lasso (MAPE of 5.46%, MSPE
of 0.46%) and the ridge method (MAPE of 5.57% and MSPE of 0.45%), while the worst accuracy was achieved by the neural network (MAPE of 10.04% and MSPE of 2.39%). Fig 3A shows how close the predicted values from the super learner were to actual values.

In the 6-month period, the super learner produced a prediction result with a MAPE of 1.19% and MSPE of 0.04%. The combined approach substantially reduced the error compared to the average prediction from the candidate algorithms (MAPE of 6.50% and MSPE of 1.08%). Among the candidate algorithms, lasso achieved the highest accuracy (MAPE of 5.92% and MSPE of 0.50%), while the neural network (MAPE of 13.82% and MSPE of 3.99%) had the worst performance. Fig 3B shows the prediction for this 6-month period.

In the 9-month period, the super learner produced a prediction result with a MAPE of 1.06% and MSPE of 0.03%. Among the candidate algorithms, lasso achieved the highest accuracy (MAPE of 5.61% and MSPE of 0.50%), while linear regression produced the worst prediction with the highest error (MAPE of 17.02% and MSPE of 4.49%). Compared to the best candidate algorithm (lasso), the super method improved the error by at least 4 percentage points (for MAPE) and 0.47 percentage points (for MSPE). The accuracy of the predictions is presented in Fig 3C.

In the 12-month period, the super learner produced a prediction result with a MAPE of 1.12% and MSPE of 0.02%. In the stand-alone approach, the accuracy of some candidate algorithms was substantially different. The lowest MAPE and MSPE were obtained using lasso (5.92% and 0.55%, respectively). The MAPE values obtained with the ridge, neural network, and linear regression methods were large (16.74%, 22.81%, and 19.88%, respectively), while the other algorithms produced predictions with MAPE values in the range of 6.03–8.68%. Fig 3D shows a comparison of the actual and predicted values of the super learner.

### The SHAP evaluation

To indicate the importance of each variable used in the dataset, a summary plot of SHAP values is presented in Fig 4. These contributions were ranked in descending order, with the...
Fig 3. a. Prediction for a 3-month base by the super learner. b. Prediction for a 6-month base by the super learner. c. Prediction for a 9-month base by the super learner. d. Prediction for 12-month base by the super learner.

https://doi.org/10.1371/journal.pone.0275290.g003
highest importance at the top and the lowest at the bottom. The horizontal location in each feature indicates its impact on the prediction, i.e., red had a strong influence on prediction, while blue had a weak influence. The results indicated that differencePriceVN_India, member_WTO, differencePriceVN_Thailand, differencePriceVN_China, infected EMS and differencePriceVN_Ecuador had large and positive impacts on the prediction of the target variable (Vietnamese export price). The strong influence was indicated by the red color and there was a positive impact indicated on the right axis of the SHAP figure. Generally, the difference in export price between Vietnam and other competitive exporters had a strong influence on the predictive model, while farming certificates had little impact on the accuracy. Among the competitors, India had the most influence on the Vietnamese export price. Participating as a member of WTO was the second most important factor, followed by Thailand, China, outbreak of disease (early mortality syndrome), and Ecuador, while Indonesia, Chile, and farming certificates (Safe Quality Food, Hazard Analysis Critical Control Point, and Aquaculture Steward Council) were less significant.

Discussion

The super learner produced predictions that not only obtained a high accuracy but were also stable for different periods of historical data. The MAPE in all predictions was very low at 0.8%, 1.19%, 1.06%, and 1.12% for the 3-, 6-, 9-, and 12-month periods, respectively. Similarly to MAPE, the optimal MSPE was obtained with the super learner, with values of 0.01% (3 months), 0.04% (6 months), 0.03% (9 months), and 0.02% (12 months). Compared to the performance of each candidate in the base algorithms, this method completely improved the error
The MAPE was improved by more than 4 percentage points using the super learner compared to the best candidate algorithm. It significantly reduced the error from the best single candidate (lasso), with reductions from 5.46% to 0.8%, 5.92% to 1.19%, 5.61% to 1.06%, and 5.92% to 1.12% for the 3-, 6-, 9-, and 12-month base predictions, respectively. There was an improvement of at least 0.4 percentage points in the MSPE for the super learner compared to the best single approach. Additionally, the combined method resulted in a stable prediction, meaning that the accuracy was less dependent on historical data. The MAPE values for the 6 and 12 month periods were 1.12% and 1.19%, respectively. Fig 3 shows the stable accuracy of the super learner, which minimized errors in all predictions. These data prove that the super learner is a suitable approach for predicting the Vietnamese price of export shrimp. The combination of candidate algorithms makes the ensemble model powerful, overcoming the dependence of each algorithm on the dataset.

This work enhanced the previous predictions presented by [33]. A high accuracy and stable prediction were obtained using the super learner, which outperformed the single approaches of the random forest and gradient boosting. To gain an advantage in a global market, a producer not only has to satisfy the mandatory product requirements but also needs to reach an agreement on an appropriate price. Therefore, accurately predicting the price of an exported shrimp product is essential for enabling a producer to compete in the market.

The factors influencing the prediction were evaluated. In the SHAP (shown in Fig 4), the variable with the largest impact was the correlation in price between Vietnam and India. This was because India is the country exporting the most frozen shrimp in the global market (3.89 billion USD in 2019), followed by Ecuador, Vietnam, and Indonesia at 3.6 billion USD, 1.9 billion USD, and 1.4 billion USD, respectively. About 32% of all shrimp imported to the US originates from India [51], and it therefore has a very strong competitive position, significantly affecting other exporters, including Vietnam.

In our analysis, the correlation between Indian and Vietnamese prices (in Fig 1) had an associate value of 0.89, the highest in our study. The distribution of Indian prices was similar to that of Vietnamese prices but lower. Indian prices ranged mainly between 8 and 11 USD, while Vietnam prices were 10–15 USD. This means that India has lower export prices, leading to a competitive advantage with Vietnam estimated in the SHAP evaluation (Fig 4).

India has promoted the development of shrimp production, which has become a key sector of the Indian economy, contributing 70% of the value of India’s seafood exports [52]. From 2011 to 2018, farmed shrimp production in India increased by 23%, far surpassing the average global growth rate of 5.6% [53].

The export price of Thai and Chinese shrimp products was the leading factor that affected the export price for Vietnam, and this factor had the top ranking in the SHAP evaluation. Thailand is famous for the quality of its shrimp products. Seafood is the industry that generates most income for Thailand, and frozen shrimp are the highest value export from the country. The FAO [54] reported that Thailand was the top global exporter of shrimp products, which were the country’s most important commodity trade in terms of value. About 82% of the shrimp produced is used for export, while the remaining 18% is consumed domestically. In the production of shrimp, Thailand has prioritized food safety, welfare, and traceability among shrimp farmers and its production is conducted in an environmentally responsible manner.

The US is the most important importer of Thailand shrimp products and Thailand is a strong competitor of Vietnam in the US shrimp market. With the advantage of its large potential farming area, China could also produce a large quantity of shrimp and it has become the world’s largest producer of shrimp [2]. The Chinese shrimp export price was the lowest among the exporters investigated here (as shown in Fig 5), which had an impact on the export price in Vietnam. Chile is also a strong competitor with Vietnam in exporting shrimp to the US market.
due to its advantageous geographical location. Chile and the US are located in the same continent, which reduces transportation costs and there are fewer trade barriers imposed by the US, i.e., the anti-dumping law. Chile also has favorable natural conditions, i.e. a long coastline, which favors shrimp production.

As a member of the WTO, Vietnam has obtained an advantage in exporting shrimp to the US market, which has partly overcome the unfair imposition of the anti-dumping tariff from the US government that is used to protect inefficient domestic industries [7]. Vietnam became the 150th member of WTO in 2007, and the export volume and price of shrimp products was positively affected. It increased from 11.78 USD/kg (Dec-2006) to 13.00 USD/kg (Jan-2007). In addition, WTO members face lower trade barriers; thus, they obtain more benefits from low tariffs, regulations, and import quotas.

Disease clearly influenced the export price. It not only affected the quality of shrimp but also caused a scarcity in the quantity for export. The global shrimp industry has been severely affected by early mortality syndrome, and has experienced huge losses. In addition to the decrease in production for domestic consumption, shrimp losses have directly affected national exports by causing fluctuations in the exported volume and price. According to data of the US Department of Agriculture used in this study, the average export price of Vietnamese shrimp to the US was 11.7 USD/kg, which increased to 12.2 USD/kg after early mortality syndrome was observed. Similarly to Vietnam, Thailand has also experienced large changes in the export price due to the early mortality syndrome outbreak. The average price before the disease outbreak was 8.8 USD/kg, but this increased to 10.3 USD/kg after infection. The Chinese export price increased from 5.5 to 7.8 USD/kg after EMS was confirmed, while the shrimp product from Chile increased by an average of 4.7 USD for each exported kilogram, which resulted in an overall increase from 8.3 to 13.0 USD/kg. The early mortality syndrome outbreak clearly affected the export prices of shrimp products in the global market. The disease reduced the production volume; thus, it caused the global price to increase. Another impact of the disease on global trade was the reduction of opportunities for exports. Importers could
implement policies restricting imported shrimp from affected countries [8]. This will reduce the competitiveness and export volume of exporters.

Although other factors, including Aquaculture Steward Council certificates, global GAP, Safe Quality Food, and Hazard Analysis Critical Control Point, had less of an impact on the predictive model, they also impacted the export price of Vietnam and other countries in terms of the assurance of food safety, traceability, and disease risk. It is likely that Vietnam will obtain a better price for its shrimp products if it fully implements the assurance certificates for exported shrimp, which may give it a competitive advantage over other producer countries in the international market. The more the requirements of the US are satisfied, the greater the export volume and price Vietnam will obtain. These certificates not only help increase productivity and reduce the risks from diseases during stocking, but they also ensure the safety of exported foods [55]. Currently, the export price of Vietnamese shrimp is higher than that of other exporters (as shown in Fig 5). This presents difficulties for Vietnam in terms of competition with other countries in the US market. The quality of shrimp products is a significant consideration during farming due to the enhancement of product quality being the main goal for the Vietnamese shrimp production industry. This explains why the US still prefers to import shrimp products from Vietnam even though the price is higher than products from other countries. Vietnam is one of the major exporting countries to the US market; however, the requirements imposed on Vietnamese producers by the US market have increased the cost of production. For example, Hazard Analysis Critical Control Point, a traceability certificate, is considered the best strategy for gaining consumer trust regarding exported seafood products. Accordingly, Vietnam needs to implement Hazard Analysis Critical Control Point in cultured shrimp for export. However, the impact on the production cost needs to be considered [56]. To increase confidence in the origin of product, Vietnam issued a national traceability regulation (Circular No.03/2011 BNN-PTNT) through the Vietnamese Directorate of Fisheries in March-2011. Applying certificates in farming will satisfy the US market, but the product cost will need to increase to guarantee a profit for farmers. Currently, the export price of Vietnam’s shrimp is 30% higher than that of Ecuador, India, and Indonesia [57]. Therefore, planning the good strategy for suitable export price and increasing product quality will make Vietnam’s shrimp products more competitive with other exporters, leading to an increase in the ranking of the country among the top exporting countries in the future.

Supporting information

S1 Dataset.
(CSV)

Author Contributions

Conceptualization: Nguyen Minh Khiem, Yuki Takahashi, Nobuo Kimura.

Data curation: Nguyen Minh Khiem, Yuki Takahashi, Khuu Thi Phuong Dong.

Formal analysis: Nguyen Minh Khiem, Yuki Takahashi, Nobuo Kimura.

Investigation: Nguyen Minh Khiem, Yuki Takahashi, Hiroki Yasuma, Khuu Thi Phuong Dong, Tran Ngoc Hai, Nobuo Kimura.

Methodology: Nguyen Minh Khiem, Yuki Takahashi, Nobuo Kimura.

Resources: Nguyen Minh Khiem, Yuki Takahashi, Hiroki Yasuma, Khuu Thi Phuong Dong.

Software: Nguyen Minh Khiem, Yuki Takahashi.
**Supervision:** Yuki Takahashi, Hiroki Yasuma, Tran Ngoc Hai, Nobuo Kimura.

**Writing – original draft:** Nguyen Minh Khiem, Yuki Takahashi, Khuu Thi Phuong Dong.

**Writing – review & editing:** Nguyen Minh Khiem, Yuki Takahashi, Hiroki Yasuma, Khuu Thi Phuong Dong, Tran Ngoc Hai, Nobuo Kimura.

### References

1. VASEP. Report On Vietnam Shrimp Sector 2009–2018. Vietnam Association of Seafood and Producers. Vietnam. March 2018 [cited 2021 Dec 10]. Available from: https://seafood.vasep.com.vn/reports/report-on-vietnam-seafood-products/report-on-vietnam-shrimp-sector-2008-2017-19904.html.

2. FAO. The State of Food and Agriculture 2018. Migration, agriculture and rural development. FAO, Rome. 2018 [cited 2021 Oct 10]. Available from: https://www.fao.org/policy-support/tools-and-publications/resources-details/en/c/1157723/

3. Duc NM. Economic contribution of fish culture to farm income in Southeast Vietnam. Aquaculture International. 2009; 17:15–29. https://doi.org/10.1007/s10499-008-9176-8

4. Babool MAI, Reed M. Food Safety Standards and Export Competitiveness in the Food and Processed Food Industries in Asia-Pacific Countries. Research in Agriculture and Applied Economics. April 2007 [cited 2021 Dec 10]. Available from: https://ideas.repec.org/p/agc/eaa1039/9399.html. https://doi.org/10.22003/ag.econ.9399

5. Suzuki A, Nam VH. Status and Constraints of Costly Port Rejection: A Case from the Vietnamese Frozen Seafood Export Industry. IDE-JETRO discussion paper No.395. March 2013 [cited 2021 Nov 10]. Available from: https://www.ide.go.jp/English/Publish/Publications/Dp/395.html.

6. Dong KTP, Saito Y, Hoa NTN, Dan TY, Matsuishi T. Pressure–State–Response of traceability implementation in seafood-exporting countries: evidence from Vietnamese shrimp products. Aquaculture International. 2019; 27: 1209–1229. https://doi.org/10.1007/s10499-019-00378-2

7. Owusu-Kodu K. Anti-Dumping Measures on Shrimp Imports: Analysis of the Dispute between the U.S. Southern Shrimp Alliance (SSA) and Shrimp Exporters from China, India, Thailand, Vietnam, Ecuador and Brazil. Research gate. January 2016 [cited 2021 Oct 12]. https://doi.org/10.13140/RG.2.1.4131.8488

8. Tang KFJ, Bondad-Reantaso MG. Impacts of acute hepatopancreatic necrosis disease on commercial shrimp aquaculture. Rev Sci Tech. 2019; 38:477–490. https://doi.org/10.20506/rst.38.2.2999 PMID: 31866681

9. Nallely EP, Javier MJ RV, Alfredo HL. Economic risk scenarios for semi-intensive production of Litopenaeus (Penaeus) vannamei shrimp affected by acute hepatopancreatic necrosis disease. Aquaculture Reports. 2020; 18: 2352–5134. https://doi.org/10.1016/j.aqrep.2020.10.004

10. Bondad-Reantaso, Melba G. Acute hepatopancreatic necrosis disease (EMS) of penaeid shrimps: Global perspective. Conference ASEAN Regional Technical Consultation on EMS/AHPND and Other Transboundary Diseases for Improved Aquatic Animal Health in Southeast Asia, 22–24 February 2016, Makati City, Philippines. January 2016 [cited 2021 Oct 10]. Available from: https://aquadocs.org/handle/1834/40236.

11. Dang TL, PHAM AT, PHAN TV. Acute Hepatopancreatic Necrosis Disease (AHPND) in Vietnam. Asian Fisheries Science. 2018; 31S:274–282. https://doi.org/10.33997/j.afs.2018.31.S1.020

12. Shinn AP, Pratoomyot J, Griffiths D, Trong TQ, Vu NT, Iravanichpaisal P, et al. Asian shrimp production and the economic costs of disease. Asian Fisheries Science. 2018; 31: 29–58. https://doi.org/10.33997/afs.2018.31.S1.003

13. Boonyawiwat V, Nguyen TVN, Melba GB. Risk factors associated with Acute Hepatopancreatic Necrosis Disease (EMS) outbreak in the Mekong Delta, Viet Nam. Asian Fisheries Science. 2018; 31: 226–241.

14. Alagappan M, Mariappan K. Expert system for shrimp aquaculture—an ICT aided tool for knowledge management. Indian Journal of Fisheries. 2015; 62: 56–61.

15. Rao PV. Computer Aided Shrimp Disease Diagnosis in Aquaculture. International Journal for Research in Applied Science and Engineering Technology. 2017; 1:538–541. https://doi.org/10.22214/JRASET.2017.2079

16. Leung PS, Tran TL. Predicting shrimp disease occurrence: artificial neural networks vs. logistic regression. Aquaculture. 2000; 187: 35–49. https://doi.org/10.1016/S0044-8486(00)00300-8
17. Khiem NM, Takahashi Y, Oanh DTH, Hai TN, Kimura N. The use of machine learning to predict acute hepatopancreatic necrosis disease (AHPND) in shrimp farmed on the east coast of the Mekong Delta of Vietnam. Fisheries Science. 2020; 86: 673–683. https://doi.org/10.1007/s12562-020-01427-z

18. Nghia TD, Luy-Da Q, Ngon NC. Towards Classification of Shrimp Diseases Using Transferred Convolutional Neural Networks. Advances in Science, Technology and Engineering Systems Journal. 2020; 5:724–732. https://doi.org/10.25046/aj050486

19. Rahman A, Tasnim S. Application of Machine Learning Techniques in Aquaculture. Computational Engineering, Finance, and Science. 2014; 10:214–215. https://doi.org/10.14445/22312803/IJCTT-V10P137

20. Cheriyani S, Ibrahim S, Mohanan S, Treesa S. Intelligent Sales Prediction Using Machine Learning Techniques. 2018 International Conference on Computing, Electronics & Communications Engineering (ICCECE). August 2018 [cited 2021 Nov 10]. Available from: https://ieeexplore.ieee.org/document/8659115. https://doi.org/10.1109/ICCECOME.2018.8659115

21. Mehra V, Deeksha C, Vinay AT, Arun K. Stock Closing Price Prediction using Machine learning Techniques. Procedia Computer Science. 2020; 167:599–606. https://doi.org/10.1016/j.procs.2020.03.326

22. Bohdan MP. Machine-Learning Models for Sales Time Series Forecasting. Data. 2019; 4:15. https://doi.org/10.3390/data4010015

23. Sidra M, Jaydip S, Abhishek D. Stock Price Prediction Using Machine Learning and LSTM-Based Deep Learning Models. Conference: Second Symposium on Machine Learning and Metaheuristics Algorithms. arXiv:2009.10819. 2020 [cited 2021 Sep 12]. Available from: https://arxiv.org/abs/2009.10819. https://doi.org/10.13140/RG.2.2.23846.34880

24. Stoll F. A Comparison of Machine Learning and Traditional Demand Forecasting Methods. M.Sc. Thesis. Clemson University, South Carolina. 2020. Available from: https://tigerprints.clemson.edu/all-theses/3367.

25. Dudek G. Short-Term Load Forecasting Using Random Forests. In: Flev D. et al. (eds.) Intelligent Systems’2014. Advances in Intelligent Systems and Computing, volume 323. Springer, Cham. 2015. https://doi.org/10.1007/978-3-319-11310-4_71

26. Cerulli G. A Super–Learning Machine for Predicting Economic Outcomes. HORIZON2020 Program financed project RISIS (European Research Infrastructure for Science, Technology and Innovation Policy Studies) WEEK, held at ISI Fraunhofer (Karlsruhe, Germany) on January 27th–30th 2020. January 2020 [cited 2021 Dec 15]. Available from: https://mpra.ub.uni-muenchen.de/99111/1/MPRA_paper_99111.pdf.

27. Sandra ES, Eric CP, Maya LP, Soo-Yon R, Mark JL. Super learner: An Application to the Prediction of HIV-1 Drug Resistance. Statistical Applications in Genetics and Molecular Biology. 2007; 6: Article 7. https://doi.org/10.2202/1544-6115.1240 PMID: 17402922

28. Tyrallis H, Papacharakampous G, Langousis A. Super ensemble learning for daily streamflow forecasting: large-scale demonstration and comparison with multiple machine learning algorithms. Neural Computing and Applications. 2021; 33:3053–3068. https://doi.org/10.1007/s00521-020-05172-3

29. Rose S. Mortality risk score prediction in an elderly population using machine learning. Am J Epidemiol. 2013; 177:443–452. https://doi.org/10.1093/aje/kws241 PMID: 23364879

30. Lundberg SM, and Lee SI. A unified approach to interpreting model predictions. NIPS’17: Proceedings of the 31st International Conference on Neural Information Processing Systems. December 2017 [Cited 2021 Jul 20]. Available from: https://dl.acm.org/doi/10.5555/3295222.3295230.

31. Raquel RP, Jürgen B. Interpretation of machine learning models using Shapley values: application to compound potency and multi-target activity predictions. Journal of computer-Aided Molecular Design. 2020; 34:1013–1026. https://doi.org/10.1007/s10822-020-03014-0 PMID: 32361862

32. Han T, Chen J, Wang L, Cai Y, Wang C. Interpretation of Stability Assessment Machine Learning Models Based on Shapley Value. In 2019 IEEE 3rd Conference on Energy Internet and Energy System Integration (EI2). Nov 2019 [cited 2021 Aug 15]. https://doi.org/10.1109/EI247380.2019.9061984

33. Khiem NM., Takahashi Y, Dong KTP, Yasuma H, Kimura N. Predicting the price of Vietnamese shrimp products exported to the US market using machine learning. Fisheries Science. 2021; 87: 411–423. https://doi.org/10.1007/s12562-021-01498-6

34. Tucker BL. Chapter 3: Market Demand and Supply. Economics for Today’s World, 5th edn. Thomson South-Western. Transcontinental—Beauchelle Quebec, Canada; 2018. pp 52–57.

35. Dong KTP, Duc NM (2012) The impacts of non-tariff barriers on the export price of Vietnamese catfish. In: Toan H.T. et al. (eds.) IFS 2012: Sharing knowledge for sustainable aquaculture and fisheries in the Southeast Asia. CanTho City, Vietnam. Agriculture Publishing House; 2012. pp. 315–326.

36. Isabelle G, André E. An Introduction of Variable and Feature Selection. Journal of Machine Learning Research. 2003; 3:1157–1182. https://dl.acm.org/doi/10.5555/944919.944968
37. Blessie EC, Karthikeyan E. Sigmis: A Feature Selection Algorithm Using Correlation Based Method. 2012; 6:385–394. https://doi.org/10.1260/1748-3018.6.3.385
38. Robert T. Regression Shrinkage and Selection via the Lasso. Journal of the Royal Statistical Society: Series B (Methodological). 1996; 58:267–288.
39. Hilt DE, Seegrist DW. Rigde: A computer program for calculating ridge regression estimates. 1st ed. JSDA Forest Service Research Note NE-236; 1977.
40. Zhang Z. Introduction to machine learning: k-nearest neighbours. Annals of Translational Medicine. 2016; 4:218. https://doi.org/10.21037/atm.2016.03.37 PMID: 27386492
41. Harris D, Christ CB, Linda K, Alexander JS, Vladimir NV. Support Vector Regression Machines. In Advances in Neural Information Processing Systems 9. MIT Press; 1997. pp. 155–161.
42. Breiman L. Random Forest. Mach Learn. 2001; 45:5–32.
43. Friedman J. Greedy function approximation: a gradient boosting machine. The Annals of Statistics. 2001; 29:1189–1232. https://doi.org/10.1214/aos/1013203451
44. Harston CT. The neurological basis for neural computations. In: Maren A.J., Harston CT, Pap RZ (Eds), Handbook of Neural Computing Applications. Academic Press, San Diego; 1990. pp. 29–44.
45. Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, et al. Scikit-learn: Machine Learning in Python. JMLR. 2011; 12: 2825–2830.
46. Ashley IN, Laura BB. Stacked Generalization: An Introduction to Super learner. European Journal of Epidemiology. 2018; 33:459–464. https://doi.org/10.1007/s10654-018-0390-z PMID: 29637384
47. Polley EC, van der Laan MJ. Super Learner in Prediction. In: In van der Laan M.J. and Rose S., Targeted Learning: Causal Inference for Observational and Experimental Data, Chapter 3. New York, Springer; 2010. pp. 1–21.
48. Shapley LS. A value for N-person games. Contributions to the theory of games. In: Kuhn HW, Tucker AW (eds.) Annual of Mathematical Studies. Princeton University Press, Princeton; 1953. pp. 307–317.
49. Molnar C. Chapter 7 Neural network interpretation. 2nd ed. Interpretable Machine Learning: A guide for making black box models explainable; 2019.
50. Rodríguez-Pérez R, Bajorath J. Interpretation of compound activity predictions from complex machine learning models using local approximations and Shapley values. Journal of Medicinal Chemistry. 2020; 63:1–10. https://doi.org/10.1021/acs.jmedchem.9b01101 PMID: 31512867
51. World’s top export. Big Export Sales for Frozen or Fresh Shrimps. August 2020 [cited 2021 Oct 12]. Available from: https://www.worldstexports.com/
52. Devi U, Prasad YE. Export Competitiveness of Indian Shrimp in the World Market. Indian Journal of Agricultural Marketing., 2006; 20: 90–99.
53. Rubel H, Woods W, David P, Shalini U, Felde AM, Sphie Z, et al. A strategic approach to sustainable shrimp production in India. Boston Consulting Group. August 2019 [cited 2022 Jan 10]. Available from: http://media-publications.bcg.com/BCG-A-Strategic-Approach-to-Sustainable-Shrimp-Production-in-Vietnam-Aug-2019.pdf.
54. FAO. The State of World Fisheries and Aquaculture. FAO, Rome. 2020 [cited 2021 Oct 10]. Available from: https://www.fao.org/documents/card/en/ca9229en/
55. Honda K, Otsuki T, Wilson JS. Food Safety Standards and International Trade: The Impact on Developing Countries’ Export Performance. In: Hammoudi A., Grazia C., Surny Y., Traversac JB. (eds) Food Safety, Market Organization, Trade and Development. Springer, Cham; 2015.pp 151–166. https://doi.org/10.1007/978-3-319-15227-1_8
56. Dong KTP, Matsushi TF, Duc NM, Hoa NTN, Saito Y, Dan TY. Does application of quality assurance certification by shrimp farmers enhance feasibility of implementing traceability along the supply chain? Evidence from Vietnam. Journal of Applied Aquaculture. 2021. https://doi.org/10.1080/10454438.2020.1856751
57. VietShrimp Aquaculture International Fair (2021) Vietnam’s shrimp exports expected to face fierce competition in next 3–5 years. April 2021 [cited 2021 Aug 11]. Available from: https://vietshrimp.net/