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Abstract

During the third observing run (O3) of the Advanced LIGO and Advanced Virgo detectors, dozens of candidate gravitational-wave (GW) events have been catalogued. A challenge of this observing run has been the rapid identification and public dissemination of compact binary coalescence (CBC) signals, a task carried out by low-latency searches such as PyCBC Live. During the later part of O3, we developed a method of classifying CBC sources, via their probabilities of containing neutron star or black hole components, within PyCBC Live, in order to facilitate immediate follow-up observations by electromagnetic and neutrino observatories. This fast classification uses the chirp mass recovered by the search as input, given the difficulty of measuring the mass ratio with high accuracy for lower-mass binaries. We also use a distance estimate derived from the search output to correct for the bias in chirp mass due to the cosmological redshift. We present results for simulated signals, and for confirmed candidate events identified in low latency over O3.

1 Introduction

Since the beginning of observations with the network of advanced gravitational-wave (GW) interferometers in 2015, including Advanced LIGO [1] and Advanced Virgo [2], low-latency alerts for follow-up by electromagnetic (EM) and other observatories [3–7] have been a crucial element in enabling GW astronomy as a multi-messenger endeavour. The detection of joint GW-EM emission on August 2017 from the merger of two neutron stars [8] with subsequent emission over the entire accessible EM spectrum [9,10] dramatically demonstrated the science potential of such follow-up programs. Despite efforts to increase coverage, the capacities of both terrestrial and space-based observatories to follow up frequent GW alerts are limited in speed of pointing, field of view and survey depth. Therefore, with the expected increasing sensitivity of the GW detector network [11] and corresponding increase in detection rate, there is an increasing need to distinguish between different classes of signal and source. Binary systems containing one or two neutron stars (NSs) are of particular interest, in contrast to binary black hole (BBH), which are in general not expected to emit electromagnetic or other radiation at merger.

Binary merger GW signals are identified in the data streams from the global detector network almost exclusively by the use of matched filter methods, e.g. [12]; see [13,14] and references therein for recent results and discussion. We could then hope that the matched filter template(s) that identify a given event would indicate the type of source and the presence of NS components. However, there are several obstacles to deducing the identity of the GW source directly from the templated search pipeline output. While some of these issues are mainly technical, some may be considered fundamental, meaning they may not be overcome by refinements to data analysis methods and can only be addressed (if at all) by increasing detector sensitivity. The first such fundamental issue is the presence of noise in the detector outputs and the (relatively) low signal-to-noise ratio (SNR) of most detected events, of order 10. This leads us to expect significant uncertainties in any estimate of binary system parameters (e.g. [15]). The second, related issue is the correlation between errors in the system's compo-

1Exceptions may occur for signals with unusual features which cause a mismatch with commonly used binary coalescence templates, for instance strong amplitude modulation due to orbital plane precession or high orbital eccentricity. As yet, there is no clear evidence for such a population of mergers ‘invisible’ to existing templated searches.
nent spins and in component masses \[^{16,17}\] which results in substantial uncertainties in the masses, especially for lower-mass events if a wide range of possible spins is allowed \textit{a priori}.

A third fundamental issue, which we will not attempt to address, concerns the possibility to distinguish between NS and black hole (BH) components of the same mass using only GW data, via the tidal deformation and disruption of NS components before and during merger \[^{18,19}\]. Given current knowledge of the neutron star equation of state and limits on tidal deformability, it seems unlikely that such effects will yield clear information with the current generation of GW detectors.

To distinguish between NS and BH components, published LIGO-Virgo-KAGRA (LVK) investigations have relied on the estimated masses of the binary components: either imposing an approximate classification boundary, for instance \(3 \ M_\odot\) as in LVK public alerts \[^{20}\], or by comparing the estimated masses, including uncertainties due to noise, with the maximum NS masses resulting from models of neutron star structure informed by various observations \[^{21}\]. Both of these methods use component mass samples resulting from detailed Bayesian parameter estimation analysis (e.g. \[^{22}\]) which is, so far, computationally prohibitive to pursue in low latency for lower-mass mergers. For online alerts, more approximate methods have been used \[^{7,20,23,24}\] attempting to quantify component mass uncertainties via geometric estimates, via machine learning methods, via the recovered parameters of simulated signals or, in the simplest case, assuming that the template produced by the search gives the true source mass, thus neglecting uncertainties and systematic error.

Here we present a method to estimate both the source classification, i.e. the probabilities of either binary component to be NS or BH, and the source distance directly from the output of the PyCBC Live search pipeline \[^{25,26}\]. The method approximates the uncertainties in source masses by assuming that only one quantity, the chirp mass, is reliably recovered by the search: due to this simplification we are able to provide the estimated distance and classification with \(< 50\) ms additional latency (in comparison to a typical total latency of \(~ 20\) s including data transfers and time for PyCBC Live to identify candidates \[^{26}\]).

The paper is structured as follows. In the next section, we present the technical problem to be addressed and the state of the art in more detail. In Section 3 we present the method developed during the later part of O3, and in Section 4 we demonstrate the performance of the method on a large set of simulated signals added to real LIGO-Virgo data. In Section 5 we discuss the results of applying the method to GW event candidates identified in low latency during O3, and compare these with other source probability estimates. Finally, in Section 6 we conclude with a summary and discussion of possible future work.

## 2 Context & Motivation

The search for compact binary coalescence (CBC) signals in the detector data is performed in low latency by the following matched-filter based analysis pipelines: PyCBC Live, GstLAL \[^{27,28}\], MBTAOnline \[^{29}\] and SPIIR \[^{30}\]. When a candidate GW signal is detected, it is saved in the Gravitational-Wave Candidate Event Database (GraceDB \[^{2}\]) as an \textit{event}. To unify all candidates from the different searches that are neighbours in time, the events collected within a given time window

\[^{2}\]https://gracedb.ligo.org/
form a *superevent*. One of the candidates is chosen as the *preferred event* based on maximising search SNR, for the purposes of issuing public alert information such as sky localization [20].

The probability of a CBC candidate event of being of astrophysical origin, $p_{\text{astro}}$, is obtained via a Poisson mixture formalism that models foreground and background event rates and distributions [31]; the probability of terrestrial noise origin is thus $p_{\text{terrestrial}} = 1 - p_{\text{astro}}$. The latter is distributed in the LIGO/Virgo Public Alerts, along with the probabilities of the candidate event to belong to each of the four CBC categories established in O3: binary neutron star (BNS), MassGap (MG), neutron star-black hole (NSBH) and BBH. A detailed description of these categories is given in the next section. The probabilities $p_{\text{BNS}}, p_{\text{MG}}, p_{\text{NSBH}}$ and $p_{\text{BBH}}$, have to sum to $p_{\text{astro}}$. In the work presented in this paper, we only consider estimation of the relative astrophysical probabilities of the four categories.

During the period of the third observing run (O3), astrophysical source classification for PyCBC Live candidates was performed by the LIGO/Virgo rapid alert infrastructure using a “hard cuts” method, which assigns Boolean weights (either 1 or 0) to the different source types based on component mass cuts applied to the reported search template [32]. The component masses taken from the point estimates of the search are measured with large uncertainties that are not taken into account in the classification. Another bias and additional source of uncertainty is caused by the fact that template component masses are redshifted with respect to the true masses of the source; this bias is also ignored by the previous method.

A parameter measured by the pipelines with much more accuracy is the combination of component masses known as *chirp mass*:

$$M = \frac{(m_1 m_2)^{3/5}}{(m_1 + m_2)^{1/5}}, \quad (1)$$

where $m_1$ refers to the primary component mass in the binary, and $m_2$ refers to the secondary. Using a set of simulated astrophysical signals, described in detail in Section 4, we compare the fractional errors in PyCBC Live’s estimation of the redshifted (‘detector frame’) chirp mass $M^{\text{det}} = (1+z)M$ and in the mass ratio $q \equiv m_2/m_1$. The comparison is shown in Fig. 1 where errors in the search recovered $M^{\text{det}}$ and $q$ are presented for several ranges of $M^{\text{det}}$. For low chirp mass binaries, considered more interesting for possible follow-up, the relative error in $M$ is around two orders of magnitude smaller than the relative error in $q$. For high chirp mass binaries the difference between the uncertainties decreases to under one order of magnitude. These trends roughly match expectations from overlap calculations in [33].

The difference in accuracy, along with the mentioned bias caused by redshift, suggest an improvement in the source classification for PyCBC Live: the proposed new method is described in the next section.

### 3 Methods

In this section we will describe a method based on the search pipeline outputs to estimate the probability of a candidate event to belong to one of the following four astrophysical categories: BNS, NSBH, BBH or MassGap. For this classification, we consider every object with a mass below $3 M_\odot$ as a NS, every object with a mass above $5 M_\odot$ as a BH, and every candidate event with at least one component mass between these limits as a MassGap.

As stated in Section 2 the method uses the chirp mass (1) recovered by the search pipeline as an input. Since this value is measured with high accuracy (up to a correction due to redshift, which we will discuss below), the component masses $m_1$ and $m_2$ are constrained to be close to a line of constant chirp mass over the mass plane. Assuming an uncertainty on the chirp mass, $\Delta M$, this line becomes a contour of $M \pm \Delta M$ over the mass plane; we discuss our uncertainty estimate $\Delta M$ in more detail below. In Fig. 2 we show some chirp mass contours corresponding to PyCBC Live triggers of events of the first half of the third observing run (O3a). The main idea of this estimation method is that the probabilities of the different categories are taken to be proportional to the area of each region of the plane that is inside the contour of chirp mass. The method thus assumes an uniform prior

![Figure 2: Chirp mass contours over the plane of component masses, $m_1$, $m_2$, for several O3 PyCBC Live triggers. Our (source frame) chirp mass estimates are: GW190412 (14.91 ± 0.46 $M_\odot$), GW190425 (1.43 ± 0.02 $M_\odot$), GW190426_151255 (2.42 ± 0.05 $M_\odot$), GW190814 (5.99 ± 0.09 $M_\odot$).](image-url)
we estimate the luminosity distances using a parameter. To overcome this problem the search pipeline does not have access to the trigger has been uploaded to GraceDB and hence the follow-up process starts after the candidate event BAYESTAR[37] as a part of the sky localization process. For low-latency analysis, the luminosity source and on its position and orientation relative to the detector. For low-latency analysis, the luminosity distance is inversely proportional to the distance estimated by any one pre-determined detector will be a good predictor of $D_B$, so we choose for each candidate event the closest effective distance to $D_B$, which

![Figure 3: Fitting plots for the luminosity distance $\tilde{D}_L$ (left) and its uncertainty $\tilde{\sigma}_{D_L}$ (right).](image)

of candidate signals over the plane of component masses $m_1$, $m_2$. The output of this method for a candidate event is a list of probabilities $\{p_{BNS}, p_{PMG}, p_{NSBH}, p_{BBH}\}$ summing to unity.

Component masses $m_1$, $m_2$, measured in the source frame, are constrained to the range $1 < m/M_\odot < 45$, which results in a chirp mass range $0.87 < \mathcal{M}/M_\odot < 39.17$. The lower bound on the component masses is the lower limit on the template bank mass space adopted by the pipeline during O3a[34], and the upper bound is chosen based on BBH population studies from the first and second observing runs (O1 and O2)[35] and O3a[36]. Given these limits, every object with a chirp mass lower than $0.87 M_\odot$ will be considered a BNS, and every object with a chirp mass greater that $39.17 M_\odot$ will be considered a BBH.

However, the chirp mass value recovered by the pipeline is that of the matched filter templates: since the templates are designed to match the signal as it appears in the data stream, the template mass corresponds to the redshifted chirp mass, $\mathcal{M}$, and with zero inclination (angle between the direction to the observer and the orbital angular momentum of the binary) [12]. The effective distance $D_{\text{eff},i}$ is related to the luminosity distance $D_L$ by geometrical factors as

$$D_{\text{eff},i} = D_L \left[ F_{+,i}^2 \left( \frac{1 + \cos^2 \iota}{2} \right) + F_{x,i}^2 \cos^2 \iota \right]^{-1/2},$$

where $F_+$ and $F_x$ are the antenna response functions for the incident signal, and $\iota$ is the inclination angle [12]. Note that $D_{\text{eff},i} \geq D_L$ for all detectors.

Using Eq. (2), the effective distance is estimated by PyCBC Live for each of the instruments present for a given event as

$$\tilde{D}_{\text{eff},i} = \frac{\sigma_i}{\rho_i} \text{Mpc},$$

where $\rho_i$ is the matched filter SNR.

To estimate the luminosity distance using these estimated effective distances, we study the relation between them. We collect the $D_{\text{eff},i}$ values in each detector and the luminosity distance computed using BAYESTAR, $D_B$, for PyCBC Live triggers from all the public candidate events from O3a. We do not expect that the effective distance estimated by any one pre-determined detector will be a good predictor of $D_B$, so we choose for each candidate event the closest effective distance to $D_B$, which
is also the smallest one: \( \min(D_{\text{eff},i}) \). We then estimate luminosity distances as

\[
\tilde{D}_L = C_D \cdot \min(D_{\text{eff},i}),
\]

(5)

where \( C_D \) is a constant, for which we take the mean of the ratios \( D_B/\min(D_{\text{eff},i}) \) of all selected triggers to obtain \( C_D = 0.749 \). This can be seen in the left plot of Fig. 3. We also estimate the uncertainty on luminosity distance using the same selection of triggers from O3a, by performing a log-linear regression of the (1\( \sigma \)) luminosity distance uncertainties computed using BAYESTAR, \( \sigma_B \), relative to the estimated luminosity distances of Eq. (5), against the network SNR of the trigger, \( \rho_c \). This fit, shown in the right plot of Fig. 3 gives a estimate of the uncertainty

\[
\tilde{\sigma}_{D_L} = e^{-0.516} \cdot \tilde{D}_L \cdot \rho_c^{-0.322}.
\]

(6)

From the estimated luminosity distance and relative uncertainty, we derive the redshift \( \tilde{z} \) and redshift uncertainty \( \tilde{\sigma}_z \) estimates assuming a standard flat ΛCDM cosmology, where

\[
D_L(z) = \frac{c(1 + z)}{H_0} \int_0^z \frac{dz'}{\Omega_m(1 + z')^3 + (1 - \Omega_m)},
\]

(7)

with Hubble parameter \( H_0 = 67.90 \text{ km s}^{-1} \text{ Mpc}^{-1} \) and matter density parameter \( \Omega_m = 0.3065 \) \[38\].

To finally estimate the source frame \( \mathcal{M} \) uncertainty \( \Delta \mathcal{M} \), we combine the propagated redshift uncertainty \( \tilde{\sigma}_z \) with a small nominal uncertainty of 1% in the detector-frame chirp mass recovered by the search pipeline. As shown in Fig. 3, this 1\% nominal error is a representative value for signals around the centre of the total mass range we consider. Also, in most cases we expect the redshift uncertainty will be comparable to or larger than

\[
\tilde{\sigma}_z = \sqrt{\sum_i \rho_c^2}, \text{being } i \text{ each detector present in the event detection.}
\]

uncertainty in \( \mathcal{M}_{\text{det}} \). For higher-mass signals, a highly accurate estimate of \( \Delta \mathcal{M} \) is not necessary as the classification will be dominated by BBH; for low-mass signals, the 1\% nominal error is an overestimate, however we have verified that the effect on the resulting source probabilities is negligibly small.

4 Check with simulated signals

In order to check the accuracy of the classification method and test the luminosity distance fitting constants used in Eq. (5) and (6), we use a population of simulated astrophysical signals injected into the O3a data and recovered using PyCBC Live. The simulated population campaign was originally performed for testing the improvements made to PyCBC Live for O3, and therefore is described in detail in \[26\]. In summary, for the simulated binaries, neutron stars have masses distributed uniformly between \( 1 \text{ M}_\odot \) and \( 3 \text{ M}_\odot \), and black holes have masses distributed uniformly between \( 3 \text{ M}_\odot \) and \( 97 \text{ M}_\odot \). This masses are measured in the detector frame. All CBC simulated sources are distributed uniformly in chirp distance \[12\] between \( 5-300 \text{ Mpc} \).

4.1 Accuracy of distance estimation

First, we present a test on the reliability of the luminosity distance estimation of Eq. (5). In Fig. 4 we show a box-plot of the ratio of the simulated luminosity distances, \( D_{\text{sim}} \), and the minimum effective distances recovered by PyCBC Live, \( \min(D_{\text{eff},i}) \) for detector-frame chirp mass intervals between \( 0.9-84.4 \text{ M}_\odot \). The dotted line in the plot represents the fit obtained in the previous section, \( C_D = 0.749 \). The plot shows a deviation from the fitting constant for low chirp mass and very high chirp mass binaries. Up to \( \sim 50 \text{ M}_\odot \), this ratio is overestimated; conversely, for chirp mass values over \( \sim 70 \text{ M}_\odot \), the fitting constant is underestimated. As expected, the fit is more
accurate for chirp masses toward the centre of the range, since it was estimated using O3a events which mostly fall into this region.

A possible reason for this bias may be that the search template sensitivity $\sigma_i$, used in Eq. (4) to estimate the source distance, is biased with respect to the sensitivity for a template corresponding to the true source parameters. In Fig. 5, we present a boxplot of the ratio between the injected (redshifted) chirp masses and the chirp masses recovered by PyCBC Live, for chirp mass intervals between 0.9-84.4 $M_\odot$: for low chirp mass signals the search shows an unbiased recovery, however for signals with $M(1+z) \gtrsim 50 M_\odot$ there is a clear bias towards underestimating injection chirp masses, which may result from the limited extent of the template bank. Since the sensitivity $\sigma_i$ is largely determined by the template chirp mass, this recovery bias will contribute to a bias in the estimation of source distances.

For low-chirp-mass systems, which are of most interest for potential EM follow-up, we may thus obtain a distance estimate that is not affected by this bias, at the cost of a higher bias for high-mass BBH signals. For this, we reproduce the linear fit of the previous section taking the mean of the ratio $D_{\text{inj}}/\min(D_{\text{eff},i})$ only for low chirp mass signals the search shows an unbiased recovery, however for signals with $M(1+z) \gtrsim 50 M_\odot$ there is a clear bias towards underestimating injection chirp masses, which may result from the limited extent of the template bank. Since the sensitivity $\sigma_i$ is largely determined by the template chirp mass, this recovery bias will contribute to a bias in the estimation of source distances.

For low-chirp-mass systems, we may thus obtain a distance estimate that is not affected by this bias, at the cost of a higher bias for high-mass BBH signals. For this, we reproduce the linear fit of the previous section taking the mean of the ratio $D_{\text{inj}}/\min(D_{\text{eff},i})$ only for low chirp mass signals the search shows an unbiased recovery, however for signals with $M(1+z) \gtrsim 50 M_\odot$ there is a clear bias towards underestimating injection chirp masses, which may result from the limited extent of the template bank. Since the sensitivity $\sigma_i$ is largely determined by the template chirp mass, this recovery bias will contribute to a bias in the estimation of source distances.

4.2 Accuracy of classification method

In order to check the accuracy of the chirp-mass based classification, we impose an additional constraint on the simulated signal parameters. Given the component mass limits described in Section 4, asymmetric high-mass NSBH systems outside these limits are not representative of the accuracy of the method. Therefore, we restrict the black hole components of simulated NSBH events to be below 50 $M_\odot$.

We present two different visualizations of the performance of the method: a confusion matrix and a kernel density estimate (KDE) of predicted probabilities.

The confusion matrix, shown in Fig. 6, compares the category of the simulated signals (true category), defined by their given source masses, against the category found with the highest probability by the classification method (predicted category).

BBH and NSBH simulated events are assigned with highest probability to their correct categories in a large majority of cases: 95% and 88% respectively. BNS signals have a 61% probability of being classified correctly, but a notable 34% of cases are found more likely to be MassGap sources. Simulations of MassGap sources are mostly classified as NSBH, with a 63% probability, followed by BBH and MassGap. This bias between
NSBH and MassGap categories can be justified considering the high uncertainty on rates and masses of both CBC sources, and implies a conservative approach of the classification method: it will suggest a follow-up for possible EM counterparts of NSBH signals even if the source is a MassGap binary.

The KDE plot, presented in Fig. 7, shows the distribution of the estimated probabilities that our method assigns to the correct CBC category of each simulated signal. The correct category is determined from the given source component masses of the signal, according to the mass boundaries described in Section 3.

BNS and BBH simulated signals are assigned correctly with probabilities over 80% for a large or very large majority of cases. These high probabilities are expected, due to the location of both classes in the plane of component masses $m_1$, $m_2$: chirp mass contours over BNS or BBH areas do not necessarily overlap other target regions. This is not the case of NSBH or MassGap simulated events, whose chirp mass contours always overlap other source areas, and this lowers the probabilities assigned to the correct category. The majority of NSBH simulations are assigned to the correct class with probabilities $p_{\text{NSBH}}$ over 50%, but the narrowness of the MassGap region causes the $p_{\text{MG}}$ probabilities to fall under the 50% for the majority of cases.

4.3 Removal of MassGap category

The MassGap category was included in the CBC source classification at the beginning of O3, motivated by the possible existence of a limit on the minimum mass of a black hole around 5 $M_\odot$. At the time of writing, heading towards the start of the fourth observing run (O4), there are suggestions for changing the status of MassGap from a source class to a source property, along with the already existing HasNS and HasRemnant [20]. In view of this potential change, we present the same visualization plots for the chirp-mass based classification of the mentioned population of simulated signals in the remaining BNS, NSBH and BBH categories: in this case, every component with mass greater than 3 $M_\odot$ is considered a BH.

The confusion matrix of Fig. 8 shows a slight change in the probability of a BBH to be assigned correctly, from 95% to 93%, where the remaining 7% will be classified as NSBH. In the case of NSBH simulated signals, the rate of correct assignments changes from 88% to 78%, and 21% of cases are now classified as most likely to be BBH. Lastly, there is no change in the 61% of BNS simulations correctly assigned, and the remaining cases are found as most likely to be NSBH, meaning that an EM follow-up would be always recommended for this range of masses.

The KDE plot, presented in Fig. 9, shows a main change in the distribution of NSBH probabilities, where a notable amount of cases are now assigned very high correct class probabilities. This behaviour is consistent with the decrease of the overlap between the NSBH area with the other source class regions.

5 Results for O3 confirmed events

In this section we present the probabilities obtained applying the chirp-mass based classification method to 26 events detected during O3a, and 19 during the second half of the third observing run (O3b). The selected events follow these criteria: they were candidate events disseminated in the public Gamma-ray Coordi-
mated Network (GCN) notices and circulars during O3, and they pass the publication thresholds of the second Gravitational Wave Transient Catalog (GWTC-2) \cite{13} and the third Gravitational Wave Transient Catalog (GWTC-3) \cite{14}, respectively.

We want to compare the accuracy of our method against the classification sent in the public low-latency GCN Circulars and the detailed parameter estimation (PE) results obtained afterwards (offline) for GWTC-2 and GWTC-3. The results are presented in Table 1 where the second column gives the probabilities obtained by the method described in this paper. These results are compared with the probabilities distributed in the GCN Circulars \cite{39}, in the third column, and with the probabilities obtained by the PE techniques of GWTC-2 and GWTC-3, in the fourth column. The source chirp mass computed with PE is also shown as context for further discussion. The section is organized as follows: in the three first subsections we describe in more detail how the probability estimates were obtained for each of the methods we compare, and the last subsection is devoted to an extended discussion of this comparison.

5.1 Chirp-Mass based probabilities

We apply the chirp-mass based method to a total of 45 online triggers belonging to public candidate events that were submitted to GraceDB near the time of the event. The same candidate event may be reported to GraceDB by different analysis pipelines, so a trigger choice has to be made in order to perform the analysis. The trigger selection is motivated as follows: as we plan to implement this method in PyCBC Live, we use the data of the online trigger of this pipeline, if available; if no PyCBC Live trigger is available, we take the information of the preferred trigger of the event. The criteria for choosing the preferred trigger can be found in the LIGO/Virgo Alerts User Guide \cite{20}. Trigger data is not publicly available, but it can be computed analyzing the Data Releases of GWTC-2 \cite{10} and GWTC-3 \cite{11} with the corresponding online pipeline codes.

O3a events For 21 of the 26 candidate events selected, a PyCBC Live trigger is available in the GraceDB database. To apply the chirp-mass based method, we extract from them their chirp mass, their effective distances and their SNR. The candidate event GW190425 is a special case, since it was detected by PyCBC Live as a LIGO Livingston single-detector trigger. During O3, the single-detector significance calculation method \cite{26} was not yet implemented into the PyCBC Live pipeline, and thereby the trigger was not reported in GraceDB. However, since it was detected by PyCBC Live in low latency, we use its single-trigger parameters to compute the chirp-mass based probabilities.

The 4 remaining O3a candidate events without a PyCBC Live trigger are GW190513_205428, GW190630_185205, GW190728_064510 and GW190915_235702. All of them have a preferred trigger from the GstLAL online search. Since this pipeline does not compute effective distances, we directly use the preliminary luminosity distances computed with BAYESTAR to apply the chirp-mass based method, besides the chirp mass and the SNR values.

O3b events In this case, 14 candidate events out of the 19 selected have a PyCBC Live trigger available in GraceDB. As in the O3a events, we use their chirp mass, their effective distances and their SNR to compute the chirp-mass based probabilities.

The candidate GW200105_162426 was detected by PyCBC Live as a LIGO Livingston single-detector trigger, and thereby was not reported in GraceDB. Even so, we use its single-trigger parameters to compute the chirp-mass based probabilities.

The 5 candidate events of O3b without a PyCBC Live trigger are GW191204_171526, GW191222_033537, GW200112_155838, GW200302_015811 and GW200316_215756. All of them have a preferred trigger from the GstLAL online search, thus we compute the chirp-mass based probabilities using their BAYESTAR preliminary luminosity distances, chirp masses and SNRs.

5.2 GCN Alert probabilities

The GCN Notices and Circulars always include a probability of the source to be of terrestrial origin. In order to make an effective comparison with the chirp-mass based
| Event Name       | Chirp-Mass Based | Public Alerts | GWTC-2-3 PE |
|------------------|-----------------|---------------|-------------|
|                  | BNS  MG  NSBH  BBH | BNS  MG  NSBH  BBH | BNS  MG  NSBH  BBH |
| GW190408_181802  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190412         | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190421_213856  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190425         | 29.4                  | 0   0   0   100  | 100   |
| GW190426_152155  | 60.4  40.3  53.7  0 | 57.4  27.6  15.0  0 | 99.5  <0.1  0   0  |
| GW190503_185404  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190512_180714  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190613_265428  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190617_055101  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190619_153544  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190521         | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190523_074359  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190602_175927  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190630_185205† | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190701_203306  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190706_222641  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190707_093326  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190720_000836  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190727_060333  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190728_064510† | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190814         | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190828_063405  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190828_065509  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190915_235702† | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190924_021846  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW190930_133541  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW191105_143521  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW191109_010717  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW191215_220352  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW191218_233338  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW191222_033357† | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW200108_162426  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW200112_155838† | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW200115_042309  | 7.0  40.8  52.2  0 | 0   0   0   100  | 0   0   0   100  |
| GW200127_000111  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW200129_065458  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW200223_022234† | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW200225_060412  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW200302_015811† | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW200311_115553  | 0   0   0   100  | 0   0   0   100  | 0   0   0   100  |
| GW200316_215756† | 46.4  2.6  51.0  0 | 0   0   0   100  | 0   0   0   100  |

Table 1: Source classification percentage probabilities for confirmed O3a events identified in low-latency alerts. Chirp-mass based probabilities, in the second column, are estimated using search template chirp masses and estimates of the distance to the source. PyCBC Live distance estimates are available for all events, except the ones with a dagger (†), where GstLAL triggers and BAYESTAR distance estimates are used. Probabilities issued as low-latency public alerts, in the third column, are derived from the preferred search trigger in GraceDB. Bold-faced events correspond to PyCBC Live preferred triggers, events in italics correspond to MBTOnline preferred triggers, typewriter-font corresponds to a SPIIR preferred trigger, and the rest correspond to GstLAL preferred triggers. If two sets of GCN probabilities are shown, the second set is a later update based on posterior support from parameter estimation. To compute PE probabilities, in the fourth column, we use samples reweighted to a prior with uniform merger rate in the co-moving frame. The source chirp mass computed from PE is also shown.
method, we rescaled the GCN Circular probabilities to the total probability of astrophysical origin.

The set of probabilities sent on initial GCN Circulars is computed within the LIGO/Virgo rapid alert infrastructure, where the probability estimation method depends on the pipeline that reported the preferred trigger of the candidate event.

Some events in Table 1 present two sets of GCN Circulars probabilities. Second sets correspond to a later update based on posterior support from PE. For GW190426_152155, an initial Circular [42] was sent in low latency, giving the candidate event a rescaled 57\% BNS probability, but a Source Classification update [43] was sent 10 days later assigning the event a 60\% probability of NSBH origin. For GW190728_064510, the low-latency Circular [44] reports a 52\% probability of being a MassGap, but a few hours later an update on Source Classification [45] was made public, including a PE-based classification that gives the event a 95\% BBH probability. Lastly, for GW190814, the source classification sent in the initial Circular [46] was based on point mass estimates, assigning an estimate of 100\% MassGap probability to the candidate event. A few hours later, an update on Source Classification [47] was sent in low latency, giving the candidate a 100\% probability of MassGap origin. A week later, a Source Classification update [48] was made public, including a > 99\% BBH probability.

The probabilities sent in Notices and Circulars are limited in precision to 1\% and in some cases are stated as an upper or lower limit. We use numerical values obtained from p_astro.json data files available at GraceDB.

### 5.3 Probabilities from GWTC-2 and GWTC-3 Parameter Estimation

We may compare the chirp-mass based probabilities with the PE results computed for the catalogs using samples published in the Data Releases of GWTC-2 [40] and GWTC-3 [41]. Here we use samples reweighted to have a luminosity distance prior that corresponds to a uniform merger rate in the co-moving frame of the source, which are also used for PE results in GWTC-2 and GWTC-3. The probabilities for the four CBC categories are computed by distributing the samples in the different regions of the component mass plane, counting how many samples fall in each area and dividing them between the total number of samples: we use PEPredicates code\footnote{https://pypi.org/project/pepredicates/} accessed via the PESummary package\footnote{https://pypi.org/project/pesummary/} to carry out the calculation.

For some events, for instance GW190426_152155, a fraction of samples have component mass under the $1M_\odot$ limit usually taken as the minimum NS mass. These samples are not assigned to any astrophysical class, thus the sum of probabilities is not 100\% in such cases. In contrast, our method generally assumes zero probability of a source having component mass $< 1M_\odot$, thus our probabilities do sum to 100\%.

### 5.4 Discussion of results

Finally, in this section we discuss the main features of the method for confirmed GW events identified in low latency during O3, and compare them with the classifications issued via GCN and with those resulting from detailed offline PE. The events naturally fall into several groups according to the PE chirp mass. In Fig. 10 we compare the redshifted chirp masses from the low-latency searches and the PE analysis: there is no apparent bias except for higher $M$ binaries, where in some cases the searches underestimate the value relative to PE. This deviation is expected at least for the PyCBC Live pipeline, given the results obtained using the simulated signals described in Section 4 (see Fig. 5).

For a large number of high- or moderately high-mass BBH signals, all methods give probabilities of 100\% to the BBH class, a result expected even if the $M$ and distance values used for the estimate have relatively large errors. There are several signals with somewhat lower chirp mass than the majority of BBH, in the approximate range of $7 - 9M_\odot$, for which our method gives significantly large probabilities to the MG class in addition to BBH. These signals are all classified as BBH.
with high probability by PE, indicating that the data disfavour asymmetric masses in the MG range, as opposed to our method which neglects information on mass ratio. However, our method still assigns high probability to the most likely true class (BBH). The GCN probabilities for these events are either 100% BBH or 100% MG (for instance GW190930_133541), thus in some cases assigning zero probability to the most likely origin.

Two events, GW190814 and GW190924_021846, have chirp mass consistent with BBH, MG and NSBH origin. They were assigned as 100% MG in GCN alerts, however detailed PE indicates their probable true class as either certainly NSBH (for GW190814), and conversely BBH or MG with nearly equal probability (GW190924_021846). Our method assigns NSBH origin the highest probability for these events, with MG the next most likely and small nonzero \( p_{\text{BBH}} \). Thus in one case we correctly identify the most likely class, and in the other we at least do not assign zero probability to the correct class.

Three further events have chirp masses inconsistent with BBH, but allow MG and NSBH origin: the marginal candidate GW190426_152155 and the first NSBH detections, GW200105_162426 and GW200115_042309 [50]. All three are most likely NSBH according to PE analysis, with nonzero MG probabilities for the first and last. GCN alerts issued in low latency correctly identify the most likely class only for GW200105_162426, whereas our method assigns all three as NSBH with over 50% probability (though also with significant nonzero \( p_{\text{MG}} \)).

Finally, only the event GW190425 [51] has a chirp mass consistent with BNS origin. It was assigned a 100% \( p_{\text{BNS}} \) by both our method and the low-latency GCN alert, in agreement with the PE result.

### 5.4.1 Results without MassGap category

As previously discussed in Section 4.3, there are suggestions for removing the status of MassGap as a source class category. Therefore, we present the chirp-mass based probabilities of the 45 selected events to be consistent with a BNS, NSBH or BBH origin. In this case, we only compare these probabilities against the ones obtained using the PE samples. Results are presented in Table 2.

| Event Name   | Chirp-Mass Based | GWTC-2,-3 PE |
|--------------|------------------|--------------|
|              | BNS  | NSBH | BBH | BNS  | NSBH | BBH | \( M(M_\odot) \) |
| GW190425     | 100  | 0    | 0   | 99.5 | 0    | 0   | 1.4 |
| GW190426_152155 | 6.0  | 94.0 | 0   | 1.1  | 93.6 | 0   | 2.4 |
| GW190707_093326 | 0    | 7.2  | 92.8 | 0    | 0    | 100 | 8.5 |
| GW190720_000836 | 0    | 4.0  | 96.0 | 0    | 0    | 100 | 8.9 |
| GW190728_064510† | 0    | 2.4  | 97.6 | 0    | 0    | 100 | 8.6 |
| GW190814     | 0    | 51.7 | 48.3 | 0    | 100  | 0   | 6.1 |
| GW190924_021846 | 0    | 55.7 | 44.3 | 0    | 3.9  | 96.1 | 5.8 |
| GW190930_133541| 0    | 13.7 | 86.3 | 0    | <0.1 | >99.9 | 8.5 |
| GW191105_143521 | 0    | 12.2 | 87.8 | 0    | <0.1 | >99.9 | 7.8 |
| GW191129_134029 | 0    | 28.1 | 71.9 | 0    | 0    | 100 | 7.3 |
| GW191204_171526† | 0    | 4.2  | 95.8 | 0    | 0    | 100 | 8.6 |
| GW191216_213338 | 0    | 0.6  | 99.4 | 0    | 0    | 100 | 8.3 |
| GW200105_162426 | 0    | 85.0 | 15.0 | 0    | 99.3 | 0.7 | 3.4 |
| GW200115_042309  | 7.0  | 93.0 | 0    | 0.7  | 98.9 | 0   | 2.4 |
| GW200316_215756† | 0    | 2.6  | 97.4 | 0    | <0.1 | >99.9 | 8.8 |

Table 2: Source probabilities for O3 events without the MassGap category (in %). Only events with a probability of BBH less than 100% are shown. PyCBC Live distance estimates are available for all events, except the ones with a dagger (†), where GstLAL triggers and BAYESTAR distance estimates are used.
Table 3: Source probabilities for O3 events, comparing the results with and without the redshift correction (in %). Only events with a probability of BBH less than 100% are shown. PyCBC Live distance estimates are available for all events, except the ones with a dagger (†), where GstLAL triggers are used. We also show our redshift estimates from search pipeline triggers, with a 1σ uncertainty estimate, and compare with the PE values (median and symmetric 90% interval).

5.4.2 Effect of redshift correction

Lastly, we discuss how the correction to the chirp mass for the bias caused by the redshift affects the distribution of source probabilities. We compare the probabilities obtained using our chirp-mass based method with and without this correction for the selected 45 events of O3. Results are presented in Table 3 where only the events with $p_{\text{BBH}} < 100\%$ are shown; the table also compares our redshift estimates to the PE values published in GWTC-2 and GWTC-3. In general, as ignoring the redshift bias overestimates the value of the chirp mass of the event, the probabilities are shifted towards the values that more massive systems would have. Also, the shifts in the assigned probabilities are of order $100\%\times z$.

This comparison is done using the fit of Eq. (4) with $C_D = 0.749$ as obtained from O3a events. With the slightly smaller value $C_D = 0.576$, our estimated probabilities would be shifted slightly towards the values obtained without any redshift correction.

Although the detailed pattern of changes in probability including the MG class is complicated, we see that for instance for GW190425, omitting the redshift correction leads to a small but nonzero $p_{\text{MG}}$. At the other extreme, for events with a source chirp mass between $7-9M_\odot$, their $p_{\text{NSBH}}$ falls to $\sim 0\%$, whereas their $p_{\text{BBH}}$ grows significantly. While this result happens to lead to estimated probabilities close to PE, this outcome is due to an accidental combination of different biases.

We note that our estimated redshifts are almost all within the PE 90% range, thus we may expect to able to obtain an unbiased redshift estimate (albeit with possibly large statistical errors).

6 Conclusions

In this paper we present a new method to directly estimate CBC source distances and source classifications from the output of the PyCBC Live online search pipeline, while adding less than 50ms of alert latency. These classifications are obtained using the template chirp mass point estimates of the search, correcting for the bias caused by cosmological redshift. We applied the method to confirmed GW events identified by LIGO-Virgo in low latency during O3, as well as to a large population of simulated astrophysical signals. For high and low chirp mass binary systems, classifications tend to be accurate, assigning high or very high probabilities to the correct class. On the other hand, for sources with intermediate chirp masses, the method always gives some probability to the correct category, but also significant nonzero probabilities to other categories. This behaviour is expected, due to systematic errors and statistical measurement uncertainty in the binary mass ratio, which our method does not completely account for. Estimates of source distances have a large statistical uncertainty, but we show that we can produce an unbiased estimate at
least for systems with chirp masses up to $40 \, M_\odot$. For more massive systems, chirp masses and distances show a bias in recovery, possibly due to a limitation of the template bank of the search.

Although this method was not deployed in O3, in part due to the earlier than expected end of the run, it will be available for the next LVK observing run O4. As noted above, to obtain more accurate classification probabilities we must include information on the binary mass ratio. To obtain an unbiased estimate we will also need to account for component spins; thus, future extensions of this method will consider a higher dimensional parameter space, as done in [52].

Going beyond the estimation of binary component properties, it is of interest for follow-up observations to predict the possibility of EM emission from the binary based on those properties, as investigated in [53]. Though, even knowledge of the (source frame) chirp mass alone, which we are able to estimate with high accuracy, is sufficient to predict many features of a BNS merger and its subsequent evolution [54].

7 Acknowledgments

This work has received financial support from Xunta de Galicia (Centro singular de investigación de Galicia accreditation 2019-2022), by European Union ERDF, and by the “María de Maeztu” Units of Excellence program MDM-2016-0692 and the Spanish Research State Agency. VVO thankfully acknowledges support from the Ministry of Science, Innovation and Universities (MCIU) of Spain (FPI grant PRE2018-085436). The authors would like to thank Gareth S. Cabourn Davies for his useful comments on an earlier version, and Tito Dal Canton, Juan Calderón Bustillo and Bhooshan Gadre for discussions and technical advice. The authors are grateful for computational resources provided by the LIGO Laboratory and supported by National Science Foundation Grants PHY-0757058 and PHY-0823459. Some of the results in this paper have been derived using the “psummary” package [19]. This research has also made use of data or software obtained from the Gravitational Wave Open Science Center (gw-openscience.org), a service of LIGO Laboratory, the LIGO Scientific Collaboration, the Virgo Collaboration, and KAGRA. LIGO Laboratory and Advanced LIGO are funded by the United States National Science Foundation (NSF) as well as the Science and Technology Facilities Council (STFC) of the United Kingdom, the Max-Planck-Society (MPS), and the State of Niedersachsen/Germany for support of the construction of Advanced LIGO and construction and operation of the GEO600 detector. Additional support for Advanced LIGO was provided by the Australian Research Council. Virgo is funded, through the European Gravitational Observatory (EGO), by the French Centre National de Recherche Scientifique (CNRS), the Italian Istituto Nazionale di Fisica Nucleare (INFN) and the Dutch Nikhef, with contributions by institutions from Belgium, Germany, Greece, Hungary, Ireland, Japan, Monaco, Poland, Portugal, Spain. The construction and operation of KAGRA are funded by Ministry of Education, Culture, Sports, Science and Technology (MEXT), and Japan Society for the Promotion of Science (JSPS), National Research Foundation (NRF) and Ministry of Science and ICT (MSIT) in Korea, Academia Sinica (AS) and the Ministry of Science and Technology (MoST) in Taiwan.

References

[1] J. Aasi et al., “Advanced LIGO,” Class. Quant. Grav., vol. 32, p. 074001, 2015.

[2] F. Acernese et al., “Advanced Virgo: a second-generation interferometric gravitational wave detector,” Class. Quant. Grav., vol. 32, no. 2, p. 024001, 2015.

[3] J. Abadie et al., “First Low-Latency LIGO+Virgo Search for Binary Inspiralss and their Electromagnetic Counterparts,” Astron. Astrophys., vol. 541, p. A155, 2012.

[4] M. G. Aartsen et al., “Multimessenger search for sources of gravitational waves and high-energy neutrinos: Initial results for LIGO-Virgo and IceCube,” Phys. Rev. D, vol. 90, no. 10, p. 102002, 2014.

[5] B. P. Abbott et al., “Localization and broadband follow-up of the gravitational-wave transient GW150914,” Astrophys. J. Lett., vol. 826, no. 1, p. L13, 2016.

[6] A. Albert et al., “Search for High-energy Neutrinos from Binary Neutron Star Merger GW170817 with ANTARES, IceCube, and the Pierre Auger Observatory,” Astrophys. J. Lett., vol. 850, no. 2, p. L35, 2017.

[7] B. P. Abbott et al., “Low-latency Gravitational-wave Alerts for Multimessenger Astronomy during the Second Advanced LIGO and Virgo Observing Run,” Astrophys. J., vol. 875, no. 2, p. 161, 2019.

[8] B. P. Abbott et al., “GW170817: Observation of Gravitational Waves from a Binary Neutron Star Inspiral,” Phys. Rev. Lett., vol. 119, no. 16, p. 161101, 2017.

[9] B. P. Abbott et al., “Gravitational Waves and Gamma-rays from a Binary Neutron Star Merger: GW170817 and GRB 170817A,” Astrophys. J. Lett., vol. 848, no. 2, p. L13, 2017.
[10] B. P. Abbott et al., “Multi-messenger Observations of a Binary Neutron Star Merger,” Astrophys. J. Lett., vol. 848, no. 2, p. L12, 2017.

[11] B. P. Abbott et al., “Prospects for observing and localizing gravitational-wave transients with Advanced LIGO, Advanced Virgo and KAGRA,” Living Rev. Rel., vol. 21, no. 1, p. 3, 2018.

[12] B. Allen, W. G. Anderson, P. R. Brady, D. A. Brown, and J. D. E. Creighton, “FINDCHIRP: An Algorithm for detection of gravitational waves from inspiraling compact binaries,” Phys. Rev. D, vol. 85, p. 122006, 2012.

[13] R. Abbott et al., “GWTC-2: Compact Binary Coalescences Observed by LIGO and Virgo During the First Half of the Third Observing Run,” Phys. Rev. X, vol. 11, p. 021053, 2021.

[14] R. Abbott et al., “GWTC-3: Compact Binary Coalescences Observed by LIGO and Virgo During the Second Part of the Third Observing Run,” 11 2021.

[15] C. Cutler and E. E. Flanagan, “Gravitational waves from merging compact binaries: How accurately can one extract the binary’s parameters from the inspiral wave form?,” Phys. Rev. D, vol. 49, pp. 2658–2697, 1994.

[16] E. Baird, S. Fairhurst, M. Hannam, and P. Murphy, “Degeneracy between mass and spin in blackhole-binary waveforms,” Phys. Rev. D, vol. 87, no. 2, p. 024035, 2013.

[17] M. Hannam, D. A. Brown, S. Fairhurst, C. L. Fryer, and I. W. Harry, “When can gravitational-wave observations distinguish between black holes and neutron stars?,” Astrophys. J. Lett., vol. 766, p. L14, 2013.

[18] H. Yang, W. E. East, and L. Lehner, “Can we distinguish low mass black holes in neutron star binaries?,” Astrophys. J., vol. 856, no. 2, p. 110, 2018. [Erratum: Astrophys.J. 870, 139 (2019)].

[19] S. M. Brown, C. D. Capano, and B. Krishnan, “Using gravitational waves to distinguish between neutron stars and black holes in compact binary mergers,” 5 2021.

[20] LIGO Scientific and Virgo Collaborations, “LIGO/Virgo Public Alerts User Guide.” https://emfollow.docs.ligo.org/userguide/, 2020.

[21] R. Abbott et al., “The population of merging compact binaries inferred using gravitational waves through GWTC-3,” 11 2021.

[22] J. Veitch et al., “Parameter estimation for compact binaries with ground-based gravitational-wave observations using the LALInference software library,” Phys. Rev. D, vol. 91, no. 4, p. 042003, 2015.

[23] D. Chatterjee, S. Ghosh, P. R. Brady, S. J. Kapadia, A. L. Miller, S. Nissanke, and F. Pannarale, “A Machine Learning Based Source Property Inference for Compact Binary Mergers,” Astrophys. J., vol. 896, no. 1, p. 54, 2020.

[24] S. J. Kapadia et al., “A self-consistent method to estimate the rate of compact binary coalescences with a Poisson mixture model,” Class. Quant. Grav., vol. 37, no. 4, p. 045007, 2020.

[25] A. H. Nitz, T. Dal Canton, D. Davis, and S. Reyes, “Rapid detection of gravitational waves from compact binary mergers with PyCBC Live,” Phys. Rev. D, vol. 98, no. 2, p. 024050, 2018.

[26] T. Dal Canton, A. H. Nitz, B. Gadre, G. S. Cabourn Davies, V. Villa-Ortega, T. Dent, I. Harry, and L. Xiao, “Real-time Search for Compact Binary Mergers in Advanced LIGO and Virgo’s Third Observing Run Using PyCBC Live,” Astrophys. J., vol. 923, no. 2, p. 254, 2021.

[27] C. Messick et al., “Analysis Framework for the Prompt Discovery of Compact Binary Mergers in Gravitational-wave Data,” Phys. Rev. D, vol. 95, no. 4, p. 042001, 2017.

[28] S. Sachdev et al., “The GstLAL Search Analysis Methods for Compact Binary Mergers in Advanced LIGO’s Second and Advanced Virgo’s First Observing Runs,” 1 2019.

[29] T. Adams, D. Buskulic, V. Germain, G. M. Guidi, F. Marion, M. Montani, B. Mours, F. Piergiovanni, and G. Wang, “Low-latency analysis pipeline for compact binary coalescences in the advanced gravitational wave detector era,” Class. Quant. Grav., vol. 33, no. 17, p. 175012, 2016.

[30] Q. Chu, Low-latency detection and localization of gravitational waves from compact binary coalescences. PhD thesis, The University of Western Australia, 2017.

[31] W. M. Farr, J. R. Gair, I. Mandel, and C. Cutler, “Counting And Confusion: Bayesian Rate Estimation With Multiple Populations,” Phys. Rev. D, vol. 91, no. 2, p. 023005, 2015.

[32] LIGO Scientific Collaboration and Virgo Collaboration GCN, vol. 25324, 2019.

[33] S. Biscoveanu, S. Vitale, and C.-J. Haster, “The reliability of the low-latency estimation of binary neutron star chirp mass,” Astrophys. J. Lett., vol. 884, no. 2, p. L32, 2019.
[34] T. Dal Canton and I. W. Harry, “Designing a template bank to observe compact binary coalescences in Advanced LIGO’s second observing run,” 2017.

[35] B. P. Abbott et al., “Binary Black Hole Population Properties Inferred from the First and Second Observing Runs of Advanced LIGO and Advanced Virgo,” *Astrophys. J. Lett.*, vol. 882, no. 2, p. L24, 2019.

[36] R. Abbott et al., “Population Properties of Compact Objects from the Second LIGO-Virgo Gravitational-Wave Transient Catalog,” *Astrophys. J. Lett.*, vol. 913, no. 1, p. L7, 2021.

[37] L. P. Singer and L. R. Price, “Rapid bayesian position reconstruction for gravitational-wave transients,” *Phys. Rev. D*, vol. 93, p. 024013, Jan 2016.

[38] P. A. R. Ade et al., “Planck 2015 results. XIII. Cosmological parameters,” *Astron. Astrophys.*, vol. 594, p. A13, 2016.

[39] LIGO Scientific Collaboration and Virgo Collaboration *GCN*, vol. 24069, 24098, 24141, 24168, 24237, 24377, 24411, 24503, 24522, 24570, 24598, 24621, 24632, 24717, 24922, 24950, 24998, 25012, 25115, 25164, 25187, 25208, 25324, 25333, 25497, 25503, 25753, 25829, 25871, 26182, 26202, 26303, 26334, 26441, 26454, 26543, 26570, 26640, 26715, 26759, 26906, 26926, 27014, 27130, 27184, 27193, 27278, 27358, 27388, 2019-2020.

[40] LIGO Scientific Collaboration and Virgo Collaboration, “GWTC-2 Data Release,” 2020.

[41] LIGO Scientific Collaboration and Virgo Collaboration, “GWTC-3 Data Release,” 2021.

[42] LIGO Scientific Collaboration and Virgo Collaboration *GCN*, vol. 24237, 2019.

[43] LIGO Scientific Collaboration and Virgo Collaboration *GCN*, vol. 24411, 2019.

[44] LIGO Scientific Collaboration and Virgo Collaboration *GCN*, vol. 25187, 2019.

[45] LIGO Scientific Collaboration and Virgo Collaboration *GCN*, vol. 25208, 2019.

[46] LIGO Scientific Collaboration and Virgo Collaboration *GCN*, vol. 25333, 2019.

[47] LIGO Scientific Collaboration and Virgo Collaboration *GCN*, vol. 26454, 2019.

[48] LIGO Scientific Collaboration and Virgo Collaboration *GCN*, vol. 26570, 2019.

[49] C. Hoy and V. Raymond, “PESummary: the code agnostic Parameter Estimation Summary page builder,” *SoftwareX*, vol. 15, p. 100765, 2021.

[50] R. Abbott et al., “Observation of Gravitational Waves from Two Neutron Star–Black Hole Coalescences,” *Astrophys. J. Lett.*, vol. 915, no. 1, p. L5, 2021.

[51] B. P. Abbott et al., “GW190425: Observation of a Compact Binary Coalescence with Total Mass $\sim 3.4M_\odot$,” *Astrophys. J. Lett.*, vol. 892, no. 1, p. L3, 2020.

[52] F. Ohme, A. B. Nielsen, D. Keppel, and A. Lundgren, “Statistical and systematic errors for gravitational-wave inspiral signals: A principal component analysis,” *Phys. Rev. D*, vol. 88, no. 4, p. 042002, 2013.

[53] C. Stachie et al., “Predicting electromagnetic counterparts using low-latency gravitational-wave data products,” *Mon. Not. Roy. Astron. Soc.*, vol. 505, no. 3, pp. 4235–4248, 2021.

[54] B. Margalit and B. D. Metzger, “The Multi-Messenger Matrix: the Future of Neutron Star Merger Constraints on the Nuclear Equation of State,” *Astrophys. J. Lett.*, vol. 880, no. 1, p. L15, 2019.

Verónica Villa-Ortega [veronica.villa.ortega@usc.es]
Thomas Dent [thomas.dent@usc.es]
Andrés Curiel Barroso [acurielbarroso@gmail.com]