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Abstract

Background: Scales measuring depressive symptoms in adolescents and adults are widely used for epidemiological purposes. The purpose of this study is to use Rasch measurement theory to examine the psychometric properties of a six-item scale intended to measure depressive symptoms in Norwegian adolescents.

Methods: The study is based on cross-sectional data from Ungdata, a survey conducted by the Norwegian Social Research Institute in cooperation with Regional Centres for Drug Rehabilitation in 2017. The target group comprised 13- to 19-year-olds in Norway. Six items with four response categories, intended to measure depressive symptoms, were analysed. The analysis focused on invariance, including differential item functioning across gender and school levels. In addition, targeting, possible multidimensionality, response dependency, and the categorisation of the items were analysed.

Results: The scale measuring depressive symptoms shows good reliability and, on the whole, the items work well. However, one item, 'had sleep problems', clearly misfit and another, 'worried too much about things', works differently for males and females.

Conclusions: The scale has the potential to measure depressive symptoms in adolescents though there is room for improvement. To further improve the scale, the item concerning sleep problems should be rephrased.
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Background

Depression is one of the major public health challenges around the world and involves considerable economic, societal, and individual costs [1]. Worldwide, it is estimated that 10–20% of young people experience mental health problems [2]. In Norway, 16% of adolescents between the ages of 13 and 19 show depressive symptoms; this proportion has been increasing in recent years [3]. This may have serious consequences as mental health problems increase the risk of marginalisation from school and the labour market, leading to further social and economic marginalisation [4]. Adolescents with depressive symptoms also have a higher risk of mental and physical problems later in life, along with a higher risk of drug-related problems [1, 5, 6]. Several studies have found that females have a higher risk of depressive symptoms than males do [3, 7, 8].

In population-based surveys, questionnaires measuring mental health are frequently used to collect self-reported data. Measurements assessing depressive symptoms are...
important to identify those at risk, develop prevalence profiles, and identify where services may be required. Such knowledge is needed to achieve a knowledge base for preventing mental health problems. Good measurement scales are therefore important for both research and clinical purposes. To provide valid and reliable results to generate recommendations for practice and policies, scales with sound psychometric properties are required [9].

A wide range of scales measuring depressive symptoms exists, for example, the Beck Depression Inventory [10] and the Depressive Mood Inventory [11]. In addition, there exist several scales for measuring psychological distress in which items for measuring depressive symptoms are included, such as the Hopkins Symptom Checklist–10 (HSCL–10) [12]. The Depressive Mood Inventory shares five items with the HSCL–10. In a national survey of adolescents in Norway (Ungdata), six items derived from the Depressive Mood Inventory are used to measure depressive symptoms. However, the wording of the items differs slightly. The items are used both as single items and as a scale that provides a total score for depressive symptoms [3, 13]. Previous studies have reported that the six items measuring depressive symptoms have acceptable reliability (Cronbach’s $\alpha = 0.88$) [13, 14].

The Depressive Mood Inventory has been validated using confirmatory factor analysis (CFA) in Norwegian adolescents aged 16 to 17, and was found to have acceptable fit (comparative fit index: 0.96–1; Tucker–Lewis index: 0.93–0.99; and root mean square error of approximation: 0.029–0.077). An acceptable Cronbach’s alpha was also reported: $\alpha = 0.83$ [15]. However, we have not found any studies reporting psychometric properties of the Depressive Mood Inventory by means of Rasch measurement theory (RMT). RMT is a type of modern test theory named after the Danish mathematician Georg Rasch [16] and involves testing data against the probabilistic Rasch model [17, 18]. The Rasch model exists independently of the data and could form an external criterion the data could be tested against. If the data fit the Rasch model all requirements of fundamental measurement, such as specific objectivity [19] invariance [9], additivity [20, 21] and sufficiency [22], are satisfied. If data fit the Rasch model, the total score contains all the information about the person parameter and provide sufficient statistics for the persons [23]. A key feature of RMT is that person and item estimates can be measured on the same metric scale [23]. To make valid comparisons across different groups when it comes to a latent trait (in our survey: depressive symptoms), the items should work the same way across levels of person factors, such as gender, age and educational level, etc. [24, 25]. Otherwise, comparisons of scores across levels of person factors may be invalid. Such violation of the requirement of invariance is called differential item functioning (DIF) [25]. Moreover, RMT can provide detailed information at the item level [26], and seems to provide precise person estimates of the construct being measured [27].

The psychometric properties of HSCL–10 have been evaluated using RMT in Norwegian adolescents aged 15 to 16 [28], the HSCL–10 generally displayed good reliability (Cronbach’s $\alpha = 0.85$ and 0.91 for data obtained in 2001 and 2009, respectively, and Person Separation Index (PSI) of 0.59 and 0.74 in 2001 and 2009, respectively). To our knowledge, neither the Depressive Mood Inventory nor the scale measuring depressive symptoms used in Ungdata has been validated using RMT. The quality of scales measuring depressive symptoms is important if knowledge of these among adolescents is to be valid and reliable. The purpose of this study is to use RMT to examine the psychometric properties of a six-item scale intended to measure depressive symptoms in Norwegian adolescents.

Methods

Data collection and study population
This study is based on information retrieved from Ungdata, a survey conducted by the Norwegian Social Research (NOVA) institute in cooperation with Regional Centres for Drug Rehabilitation (KoRus). Ungdata is an annual national cross-sectional survey designed to collect data at the municipal level in Norway. The study is funded by the Norwegian Directorate of Health, the Ministry of Children, Equality, and Social Inclusion and the Ministry of Justice and Public Security. Ungdata was initiated in 2010, and, since then, has been conducted in adolescents (aged 13–19) in lower and upper secondary schools across the country [29]. The Ungdata survey covers various aspects of adolescents’ lives, such as depressive symptoms, health issues, relationships with parents and friends, leisure time activities, the local environment, and school issues. It has become an important source of information on adolescents’ well-being and health at both the municipal and national levels. Results from Ungdata are used in recommendations for policy, practice, and are frequently reported in media.

All secondary schools are invited to participate in the Ungdata survey. Participation is voluntary, and both parents and adolescents are informed in advance by means of an information letter. Since Ungdata began in 2010, 439,200 respondents have participated. In the present study, 28,105 adolescents responded to the items measuring depressive symptoms. Data collection was undertaken in lower and upper secondary schools in the eastern part of Norway during March 2017. Both rural and urban municipalities were included. The adolescents completed an anonymous web-based questionnaire at school. A teacher or an administrator was available for questions. The questionnaire was completed in Norwegian.
Measuring depressive symptoms
Depressive symptoms were measured using six items derived from the Depressive Mood Inventory [11], which was in turn, derived from the Hopkins Symptom Checklist [12]. The adolescents were asked whether, during the previous week, they had been affected by any of the following: ‘felt that everything is a struggle (item 1)’, ‘had sleep problems (item 2)’, ‘felt unhappy, sad or depressed (item 3)’, ‘felt hopelessness about the future (item 4)’, ‘felt stiff or tense (item 5)’, and ‘worried too much about things (item 6)’. The six items have four response categories: ‘not been affected at all (1)’, ‘not been affected much (2)’, ‘been affected quite a lot (3)’, and ‘been affected a great deal (4)’. Higher scores indicate higher levels of depressive symptoms.

Rasch measurement theory
Data were analysed against the partial credit parameterization [30] of the unidimensional polytomous Rasch model [16]. The average item-location estimate is set to 0.0 in all analyses.

The Person Separation Index (PSI) was used in this study as a reliability indicium. The PSI is analogous to Cronbach’s α, but is based on a non-linear transformation of the raw scores and could be measured despite missing values. A high PSI value indicates high reliability (consistency) and means that the scale is able to separate persons along the latent trait [24].

Rasch measurement theory includes several tests to examine the psychometric properties of the scale. Included in this study were tests of local independence (unidimensionality and response dependence), targeting, item fit, ordering of response categories, and the presence of DIF.

Dimensionality and response dependence
To examine dimensionality of the depressive symptoms scale, the procedure of combined principal component analysis (PCA) of residuals and paired t-test was used. Based on the PCA, two subsets of the scale were established, and the person estimates for the two subsets were compared using paired t-test. If the proportion of individuals with significantly different person-location estimates on the pair of compared subscales exceeds 5%, multidimensionality in data is present [31, 32]. Residual correlations between two items > 0.3 were used as possible indicators of ‘significant’ response dependence [33]. In such cases, a response to an item is dependent on the response to another item, and might indicate that the scale is collecting redundant information. Hence, it could be considered whether one of the items should be deleted.

Targeting
Targeting indicates how well a scale captures the person estimates. The targeting of the scale measuring depressive symptoms was assessed by comparing the distribution of the item threshold estimates to the distribution of the person estimates and was assessed both graphically and statistically. Mean person location values around zero indicate that the scale is well-targeted [18]. A positive value of mean person location indicates that the sample is located at a higher level, having more depressive symptoms than captured by the average difficulty of the items. A negative value of mean person location suggests the opposite [18]. Bad targeting might bring lower reliability, and the scale might have problems to differentiate people according to their proficiency [24].

Item fit
Item fit was examined using chi-square statistics and standardised residuals based on comparisons between observed and expected values. Items with low chi-square values and probability values higher than a Bonferroni-adjusted 5% were considered to have adequate fit with the Rasch model [18]. Item residuals between −2.5 and +2.5 indicate adequate item fit. In addition, item-characteristic curves (ICCs) were inspected to assess item fit.

As our study is based on a relatively large sample, there might be a danger of drawing false conclusions regarding item fit since significance tests such as chi-square are sensitive to sample size [34]. When large samples are used, even very small differences between the expected values from the Rasch model and the observed data might indicate significant misfit [9]. To avoid problems with regard to sample size, Bergh [35] recommends using a random sample approach to adjust sample size. Bergh also claims that this method is more reliable than the ‘adjust sample size’ function offered by the RUMM2030 software. Since we have a large sample size in the present study, it might be expected that sample size adjustment may be necessary. We conducted the procedure in line with Bergh [35]. Hence, 10 randomly selected samples of 540 were drawn. It is recommended to calculate sample size based on the number of items multiplied by the number of thresholds multiplied by 30 persons per threshold [36]. As the present scale has six items, four response categories, and consequently three thresholds, a sample size of 540 could be deemed adequate (6 x 3 x 30 = 540).

Ordering of response categories
The response categories are considered to be ordered when the thresholds were significantly different and in the correct order [24].

Differential item functioning
The criteria of invariance of measurement is a central requirement of the Rasch model and means that an
instrument should work in the same way for all persons, irrespective of level of person factors, such as gender, school level, and the like.

The items were examined with respect to DIF using two-way analysis of variance (ANOVA) of standardised residuals and inspecting graphical displays (i.e., ICCs). ANOVA was used to examine whether there is a significant difference among the mean residuals for levels of available person factors [23]. Analyses of DIF were performed for the person factors gender, grade, and school level (lower vs. upper secondary school). Items showing DIF were resolved by splitting the item into e.g. gender-specific items, and the opposite person factor category was treated as a non-response. The items were resolved sequentially to distinguish real DIF from artificial DIF, starting with the item having the highest F-value [37]. Statistical significance was assumed at a Bonferroni-adjusted \( p < 0.05 \).

The same procedure of analyses was conducted for the whole data set, as well as the randomly selected ten subsets of the data. The psychometric properties of the scale were assessed using RUMM2030 software [38].

Handling missing data
Missing data is easily handled in RMT as the RUMM2030 transforms raw scores into person location estimates. However, this assumes that the data are missing at random and there is adequate coverage of each of the response options, which is the case in the present study.

Results
Our sample consists of an equal proportion of males and females. Of the 28,105 respondents, 60% were recruited in lower secondary school (aged 13–16), whereas 40% were recruited in upper secondary school (aged 16–19; Table 1).

The combined PCA and paired t-test procedure indicated that the scale could be deemed to be unidimensional (the proportion of significant t-tests of the difference in person–location estimates between subsets of items was 2.46%). None of the items showed evidence of response dependence (none of the pairs of items had residual correlations > 0.3), which indicates that the requirement of local independence was met. The scale was found to have acceptable reliability (PSI of 0.802), and all the items had ordered response categories.

Targeting
With regard to the comparison of item and person thresholds, the item thresholds were centred around zero, while the person thresholds had a skewed distribution, with the main weight on the left (Fig. 1). The mean person location was \(-0.808\).

| Table 1 Sample characteristics \((n = 28,105)\) |
|-----------------------------------------------|
| Characteristic | \(n\) (\%) |
| Gender |
| male | 13,171 (47) |
| female | 13,243 (47) |
| missing | 1691 (6) |
| Education |
| lower secondary school | 16,746 (60) |
| - grade 8 | 5754 (20) |
| - grade 9 | 5565 (20) |
| - grade 10 | 5365 (19) |
| upper secondary school | 11,359 (40) |
| - year 1 | 4528 (16) |
| - year 2 | 3721 (13) |
| - year 3 | 3085 (11) |

The person–item threshold distribution for lower and upper secondary schools indicated better targeting for adolescents in upper secondary school (mean value: \(-0.526\) logits) compared to lower secondary school (mean value: \(-1.0\) logits). Furthermore, the targeting was better for females (mean location: \(-0.303\) logits) than for males (mean location: \(-1.325\) logits).

Item fit
According to the chi-square statistics, misfit was observed for all the items (Table 2), which was expected due to the large sample size. Inspecting location values, item 6 was the easiest to endorse, while item 5 was the hardest.

According to the values of fit residuals, items 2 and 5 under-discriminated, whereas items 1, 3, 4, and 6 over-discriminated (Table 2). Comparing observed to expected values in the graphical presentation, item 5 could be deemed to have an acceptable fit, whereas item 2 under-discriminated (Fig. 2).

When 10 random samples of 540 were drawn, item 2 under-discriminated in all the samples, evidencing fit residuals of between 3.658 and 5.658. Item 5 did not under-discriminate in any of the randomly selected samples.

Differential item functioning
All items displayed DIF with regard to gender, but items 2 and 6 had very high F-values (505.05 and 739.36, respectively). In addition, all items except item 6 displayed DIF with regard to school level. Following the analysis of the randomly selected samples, only items 2 and 6 were of specific concern regarding gender DIF. Figure 3 shows the DIF for the person factor gender for items 2 and 6. Item 6 had the greatest magnitude of gender DIF and
displayed DIF in all the randomly selected samples. For item 2, this was the case in seven of the ten randomly selected samples.

Males scored higher than females for item 2, whereas for item 6, females scored higher than males, given the same location of the latent trait. As the ICCs for males and females are parallel, the items show evidence of uniform DIF.

To resolve the gender DIF, item 6 was split into two separate items, one for males and one for females. The PSI was the same for both item sets (0.80). In the final step in which item 6 was resolved, the difference between the two genders is 0.09 logit smaller than the magnitude of 1.022 in the original set of six items, a change of 8.8%. After resolving the DIF for item 6, given the adjusted sample size of 540 persons, no item showed significant DIF, indicating that the DIF for item 2 was artificial.

**Discussion**

At the overall level, the psychometric properties of the scale are satisfactory, and the scale has acceptable reliability (PSI). However, at a finer level, the scale shows some psychometric weaknesses related to item misfit and DIF.

**Targeting**

We observed a slight mismatch between the person and item threshold distribution. However, this was expected since the scale originally is developed for clinical purposes and the present study is conducted in a healthy population. The same tendency of mismatch was observed when the HSCL–10 was validated using RMT in a general population of Norwegian adolescents [28]. However, the targeting problem is less severe for the present scale measuring depressive symptoms. Bad targeting of a scale might imply a decreased reliability index [24]. Hence, the reliability of our scale might be even better in a population where the scale is better targeted. When used for general populations of adolescents, the targeting might be improved by adding items intended to measure better and positive mental health. The targeting was also found to be better for females than for males, which is as expected as females tend to

| Item | Label                           | Location | Fit residual | $\chi^2$   | Probability |
|------|---------------------------------|----------|--------------|------------|-------------|
| 1    | felt that everything is a struggle | −0.382   | −7.856       | 413.027    | < 0.001     |
| 2    | had sleep problems              | 0.014    | 30.129       | 701.689    | < 0.001     |
| 3    | felt unhappy, sad or depressed  | 0.303    | −11.566      | 524.419    | < 0.001     |
| 4    | felt hopelessness about the future | 0.340    | −7.256       | 292.364    | < 0.001     |
| 5    | felt stiff or tense             | 0.362    | 5.210        | 57.630     | < 0.001     |
| 6    | worried too much about things   | −0.636   | −11.282      | 421.640    | < 0.001     |
report more depressive symptoms than males [3, 7, 8].

The scale may be better adapted to females, with items that are more in line with how they might express their challenges to depressive symptoms. According to Cavanagh [39], females tend to use common verbally defined conceptions of psychological distress, whereas males tend to categorize symptoms by function and physiology.

**Item fit**

All the items showed significant misfit to the Rasch model, probably due to the large sample size. After ICCs were investigated and random samples were drawn, only item 2 was of specific concern. Hence, this shows that when investigating item fit (or other analyses based on chi-square statistics), it is important to consider sample size. Item 2 under-discriminated, which is in line with Kleppang and Hagquist [28] applying RMT to the HSCL–10. Under-discriminating items are probably tapping other constructs that are negatively correlated with the latent trait [40], here depressive symptoms. There might be reasons other than depression for sleep problems, such as the use of smart devices late at night. Being on social media or gaming may also influence the answers. In addition, the item wording is very imprecise. Sleeping problems might be problems concerning falling asleep, staying asleep, waking up, or restless sleep [41]. In the course of this study, different versions of item wording were found for this item when it was used in different scales, languages, and studies [3, 11, 13, 14]. In the Depressive Mood Inventory [11] and when reporting on depressive symptoms from Ungdata in English, the wording ‘having trouble going to sleep or staying asleep’ is used [13]. However, the wording in the Norwegian version is ‘sleep problems’. Consequently, there might be problems with the translation that affect the psychometric properties of the scale. Difficulties having trouble going to sleep or staying asleep is much more precise than sleep problems, and the former item wording is preferable. For future data collection, revising this item wording is recommended, so that it is more precise and in line with the English wording of the item.

**Differential item functioning**

Differential item functioning related to gender is one of the concerns revealed in this study, which is in line with Kleppang and Hagquist [28]. For items displaying DIF, further quantitative information is required and item content should be qualitatively assessed [25, 36]. There might be several reasons why item 6 (‘worried too much about things’) shows gender DIF. An explanation may be that females worry more about things than males do [42], and hence are more familiar with these kinds of problems. Alternatively, it might be easier for females than males to express their worries. On the other hand,
there might be a risk of response bias as some of the adolescents might answer in the way they think is expected. The item wording may also be a source of DIF. What ‘too much’ really means can be discussed; the adolescents may have different perceptions about this. Moreover, the wording ‘worried about things’ is unclear. The adolescents may have different perceptions of what ‘things’ refers to – it may concern school, family, social relations, or health.

Splitting the item might reveal whether the DIF is real or artificial [37]. However, the consequences of creating separate response items unique to females and males, respectively, need to be considered. By splitting the item, information about depressive symptoms and the possibility of a direct comparison between males and females might be lost.

**Conclusion**

The psychometric properties of the scale intended to measure depressive symptoms are satisfactory at an overall level of analysis. The scale has high reliability (PSI), the targeting is acceptable, and the response categories are ordered. However, at a finer level of analysis, the scale shows some problems related to misfit and DIF for some of the items. This study concludes that this is most likely related to the wording of the item. For future studies using the scale, we recommend that the specific items showing problems are worded in order to strengthen the psychometric properties of the scale. Furthermore, it is recommended that psychometric analysis of this new version with worded items is conducted. For studies for which data has already been collected, and the scale is used in its present form, this study provides valuable insights into the strengths and weaknesses of the scale – this needs to be taken into account when analysing and discussing results. It is crucial that policy and practice both in Norway and internationally are based on data from health care research that use reliable and valid scales.
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