Normal Forms, Stability and Splitting of Invariant Manifolds I. Gevrey Hamiltonians
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Abstract—In this paper, we give a new construction of resonant normal forms with a small remainder for near-integrable Hamiltonians at a quasi-periodic frequency. The construction is based on the special case of a periodic frequency, a Diophantine result concerning the approximation of a vector by independent periodic vectors and a technique of composition of periodic averaging. It enables us to deal with non-analytic Hamiltonians, and in this first part we will focus on Gevrey Hamiltonians and derive normal forms with an exponentially small remainder. This extends a result which was known for analytic Hamiltonians, and only in the periodic case for Gevrey Hamiltonians. As applications, we obtain an exponentially large upper bound on the stability time for the evolution of the action variables and an exponentially small upper bound on the splitting of invariant manifolds for hyperbolic tori, generalizing corresponding results for analytic Hamiltonians.
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1. INTRODUCTION AND MAIN RESULTS

1. Let $n \geq 2$ be an integer, $\mathbb{T}^n = \mathbb{R}^n/\mathbb{Z}^n$ and $B_R$ be the closed ball in $\mathbb{R}^n$, centered at the origin, of radius $R > 0$ with respect to the supremum norm. For $\varepsilon > 0$, we consider a near-integrable Hamiltonian of the form

$$\begin{cases} H(\theta, I) = h(I) + f(\theta, I) \\ |f| \leq \varepsilon \ll 1, \end{cases}$$

where $(\theta, I) \in D_R = \mathbb{T}^n \times B_R$ are angle-action coordinates for the integrable part $h$ and $f$ is a small perturbation in some suitable topology defined by a norm $|\cdot|$. The phase space $D_R$ is equipped with the symplectic structure induced by the canonical symplectic structure on $\mathbb{T}^n \times \mathbb{R}^n = T^*\mathbb{T}^n$. For $\varepsilon = 0$, the system is trivially integrable: the action variables are integrals of motion and their level sets $\{I = I_0\}$, $I_0 \in B_R$, are invariant embedded tori on which the flow is linear with frequency $\nabla h(I_0)$. An important subject of study is the dynamical properties of these systems when $\varepsilon > 0$.

Here we will be interested in the local dynamics of the perturbed system around an invariant torus of the integrable system, which, without loss of generality, we assume is located at $I = 0$. The qualitative and quantitative properties of this invariant torus with a linear flow is then determined by its frequency vector $\omega = \nabla h(0) \in \mathbb{R}^n$. Let us say that a vector subspace of $\mathbb{R}^n$ is rational if it has a basis of vectors with rational (or equivalently, integer) components, and we let $F = F_\omega$ be the smallest rational subspace of $\mathbb{R}^n$ containing $\omega$. If $F = \mathbb{R}^n$, the vector $\omega$ is said to be non-resonant and the dynamics on the invariant torus $T_0 = \{I = 0\}$ is then minimal and uniquely ergodic. If $F$...
is a proper subspace of $\mathbb{R}^n$ of dimension $d$, the vector $\omega$ is said to be resonant and $d$ (respectively $m = n - d$) is the number of effective frequencies (respectively the multiplicity of the resonance): the invariant torus $T_0$ is then foliated into invariant $d$-dimensional tori (which are just images of translates of $F$ under the canonical projection $\pi_0 : \mathbb{R}^n \to T_0$) on which the dynamics is again minimal and uniquely ergodic. The example of a resonant vector to keep in mind, to which the general case can be actually reduced, is $\omega = (\tau, 0) \in \mathbb{R}^n = \mathbb{R}^d \times \mathbb{R}^m$ with $\tau \in \mathbb{R}^d$ non-resonant, for which $F = \mathbb{R}^d \times \{0\}$. From now on, we will assume that $1 \leq d \leq n$ (the case $d = 0$ corresponds to an invariant torus which consists uniquely of equilibrium solutions), and the particular case $d = 1$ will play a special role: in this case, writing $\omega = v$, the torus is foliated by periodic orbits and if $T$ denotes the minimal common period, then $Tv \in \mathbb{Z}^n$, and such a vector $v$ will be called periodic.

In order to study the local dynamics of the perturbed system around such an invariant torus, it is important to quantify the minimal character of this linear flow with frequency $\omega$ (on the whole invariant torus if $d = n$ or on each leaf if $d < n$). In general, to such a vector $\omega$ one can associate a constant $Q_\omega > 0$ and a real-valued function $\Psi_\omega$ defined for all real numbers $Q \geq Q_\omega$, which is non-decreasing and unbounded, by

$$\Psi_\omega(Q) = \max \left\{ |k \cdot \omega|^{-1} \mid k \in \mathbb{Z}^n \cap F, \ 0 < |k| \leq Q \right\},$$

(1.1)

where $\cdot$ denotes the Euclidean scalar product and $|.|$ is the supremum norm for vectors (see, e.g., [2] for much more detailed information, where this function is denoted by $\Psi^w$). Note that by definition, we have

$$|k \cdot \omega| \geq \frac{1}{\Psi_\omega(Q)}, \quad k \in \mathbb{Z}^n \cap F, \ 0 < |k| \leq Q.$$

Let us say that a vector $\omega$ is Diophantine if there exist constants $\gamma > 0$ and $\tau \geq d - 1$ such that $\Psi_\omega(Q) \leq \gamma^{-1}Q^\tau$, and let us denote by $\Omega_d(\gamma, \tau)$ the set of such vectors. For $d = 1$, $\omega = v$ is $T$-periodic and $F = F_v$ is just the real line generated by $v$, so that for any non-zero vector $k \in \mathbb{Z}^n \cap F$, as $k$ is collinear to $v$ and $k$ and $Tv$ are non-zero integer vectors, we have

$$|k \cdot v|^{-1} = |k|^{-1}|v|^{-1} = T|k|^{-1}|Tv|^{-1} \leq T$$

hence $\Psi_v(Q) \leq T$ and therefore any $T$-periodic vector belongs to $\Omega_1(T^{-1}, 0)$.
a second paper [8], we will prove the corresponding result for finitely differentiable Hamiltonians using a similar method (but with fairly different technical details).

We give two applications of our main result. As a first application, we prove local and exponentially long stability estimates for the evolution of the action variables for perturbations of non-linear integrable systems, without any condition on the integrable part. We also prove global and exponentially long stability estimates for perturbations of integrable linear systems, and show that the latter result is essentially optimal. If one is interested in global stability estimates for perturbations of non-linear integrable systems, one needs to impose a geometric condition on the integrable part. It is known that for convex integrable systems, an essentially optimal result can be obtained using only the case \( d = 1 \) (see [13] for analytic systems, [16] for Gevrey systems and [5] for finitely differentiable systems). However, it seems that the general case \( 1 \leq d \leq n \) is needed if one is interested in such global estimates for non-convex integrable Hamiltonians. In [4] and [6], special normal forms adapted to the problem were constructed using only periodic approximations; however, the quantitative results obtained there were very far from being optimal, and in particular our main theorem in this paper gives much more general and precise normal forms that should be useful in trying to also obtain essentially optimal results for perturbations of non-convex integrable systems. As a second application, we will prove an exponentially small upper bound for the splitting of invariant manifolds for a hyperbolic torus.

3. Let us now state precisely our results, starting with the regularity assumption. Recall that \( n \geq 2 \) and \( R > 0 \) have been fixed, and that our phase space is \( \mathcal{D}_R = \mathbb{T}^n \times B_R \), where \( B_R \) is the closed ball in \( \mathbb{R}^n \), centered at the origin, of radius \( R \) with respect to the supremum norm.

Given \( \alpha \geq 1 \) and \( L > 0 \), a real-valued function \( f \in C^\infty(\mathcal{D}_R) \) is \((\alpha,L)\)-Gevrey if, using the standard multi-index notation, we have

\[
|f|_{G^{\alpha,L}(\mathcal{D}_R)} = \sup_{(\mathbf{I},\mathbf{I}) \in \mathbb{N}^n} |f|_{\alpha,\mathbf{I},\mathbf{I},R} < \infty, \quad |f|_{\alpha,\mathbf{I},\mathbf{I},R} = \sum_{p=0}^L |\partial^\mathbf{I} f|_{C_\alpha(\mathcal{D}_R)},
\]

where \( |\cdot|_{C_\alpha(\mathcal{D}_R)} \) is the usual supremum norm for functions on \( \mathcal{D}_R \). The space of such functions, with the above norm, is a Banach space, which we denote by \( G^{\alpha,L}(\mathcal{D}_R) \). In the sequel, we shall forget the dependence on the domain in the notation and simply write \( |\cdot|_{\alpha,L} = |\cdot|_{G^{\alpha,L}(\mathcal{D}_R)} \) and \( |\cdot|_{\alpha,\mathbf{I},\mathbf{I},R} = |\cdot|_{G^{\alpha,L}(\mathcal{D}_R)} \). Next, for \( p \geq 1 \), a vector-valued function \( F \in C^\infty(\mathcal{D}_R,\mathbb{R}^p) \) is \((\alpha,L)\)-Gevrey if \( F = (f_1, \ldots, f_p) \) with \( f_i \in G^{\alpha,L}(\mathcal{D}_R) \) for \( 1 \leq i \leq p \). The space of such functions, which we denote by \( G^{\alpha,L}(\mathcal{D}_R,\mathbb{R}^p) \), is also a Banach space with the norm

\[
|F|_{G^{\alpha,L}(\mathcal{D}_R,\mathbb{R}^p)} = \max_{1 \leq i \leq p} |f_i|_{G^{\alpha,L}(\mathcal{D}_R)}.
\]

Similarly, we shall simply write \( |\cdot|_{\alpha,L} = |\cdot|_{G^{\alpha,L}(\mathcal{D}_R,\mathbb{R}^p)} \). By identifying functions with values in \( \mathbb{T} \) with 1-periodic real-valued functions, we can also define \( G^{\alpha,L}(\mathcal{D}_R,\mathbb{T}^n \times \mathbb{R}^n) \) and \( |\cdot|_{\alpha,L} = |\cdot|_{G^{\alpha,L}(\mathcal{D}_R,\mathbb{T}^n \times \mathbb{R}^n)} \). Finally, we will also use the notation \( G^n = \bigcup_{L \geq 0} G^{\alpha,L} \) to denote the space of functions which are \((\alpha,L)\)-Gevrey for some \( L > 0 \), on appropriate domains.

Note that analytic functions are a particular case of Gevrey functions, as one can check that \( G^{1,L}(\mathcal{D}_R) \) is exactly the space of bounded real-analytic functions on \( \mathcal{D}_R \) which extend as bounded holomorphic functions on the complex domain

\[
V_L(\mathcal{D}_R) = \{(\theta, I) \in (\mathbb{C}^n / \mathbb{Z}^n) \times \mathbb{C}^n \mid |I(\theta)| < L, \ d(I, B_R) < L\},
\]

where \( I(\theta) \) is the imaginary part of \( \theta \), \( |\cdot| \) the supremum norm on \( \mathbb{C}^n \) and \( d \) the associated distance on \( \mathbb{C}^n \).

Since we will be only interested in local properties, it will be enough to consider first linear integrable Hamiltonians, that is \( h(I) = \omega(I) = \omega \cdot I \). As we will see, our result for an arbitrary non-linear integrable Hamiltonian \( h \) will be obtained from the linear case by a straightforward localization procedure. Therefore we shall first consider a Hamiltonian \( H \in G^{\alpha,L}(\mathcal{D}_R) \) of the form

\[
\begin{cases}
H(\theta, I) = \omega(I) + f(\theta, I), \quad (\theta, I) \in \mathcal{D}_R, \\
|f|_{\alpha,L} \leq \varepsilon.
\end{cases}
\]

\[(G1)\]
We denote by \{\ldots\} the Poisson bracket associated to the symplectic structure on \(\mathcal{D}_R\). For any vector \(w \in \mathbb{R}^n\), let \(X^t_w\) be the Hamiltonian flow of the linear integrable Hamiltonian \(l_w(I) = w \cdot I\), and given any \(g \in C^1(\mathcal{D}_R)\), we define the average (along the linear flow of frequency \(w\)) of \(g\) by

\[
[g]_w = \lim_{s \to +\infty} \frac{1}{s} \int_0^s g \circ X^t_w dt.
\] (1.3)

Note that \(\{g, l_w\} = 0\) if and only if \(g \circ X^t_w = g\) if and only if \(g = [g]_w\). Recall that the function \(\Psi_{\omega}\) has been defined in (1.1), then we define the functions

\[
\Delta_{\omega}(Q) = Q \Psi_{\omega}(Q), \quad Q \geq Q_{\omega},
\]

\[
\Delta^*_\omega(x) = \sup\{Q \geq Q_{\omega} \mid \Delta_{\omega}(Q) \leq x, \ x \geq \Delta_{\omega}(Q_{\omega})\}.
\]

Our first result is the following.

**Theorem 1.** Let \(H\) be as in (G1). There exist positive constants \(c, c_1, c_2, c_3, c_4, c_5\) and \(C\) that depend only on \(n, R, \omega, \alpha\) and \(L\) such that if

\[
\Delta^*_\omega(ce^{-1}) \geq c_1,
\] (1.4)

then there exists a symplectic map \(\Phi \in G^\alpha, \tilde{L}(\mathcal{D}_{R/2}, \mathcal{D}_R)\), where \(\tilde{L} = CL\), such that

\[
H \circ \Phi = l_\omega + [f]_\omega + g + \tilde{f}, \quad \{g, l_\omega\} = 0
\]

with the estimates

\[
|\Phi - \text{Id}|_{\alpha, \tilde{L}} \leq c_2 \Delta^*_\omega(ce^{-1})^{-1}
\] (1.5)

and

\[
|g|_{\alpha, \tilde{L}} \leq c_3 \varepsilon \Delta^*_\omega(ce^{-1})^{-1}, \quad |\tilde{f}|_{\alpha, \tilde{L}} \leq c_4 \varepsilon \exp \left(-c_5 \Delta^*_\omega(ce^{-1})^{1/2}\right).
\] (1.6)

On the domain \(\mathcal{D}_{R/2}\), the above theorem states the existence of a symplectic Gevrey conjugacy, close to identity, between the original Hamiltonian and a Hamiltonian which is the sum of the integrable part, the average of the perturbation whose size is of order \(\varepsilon\), a resonant part which by definition Poisson commutes with the integrable part and whose size is of order \(\varepsilon(\Delta^*_\omega(ce^{-1}))^{-1}\), and a general part whose size is now exponentially small with respect to \(\Delta^*_\omega(ce^{-1})^{1/2}\). The first terms of this Hamiltonian, namely, \(l_\omega + [f]_\omega + g\), is what is called a resonant normal form, and the last term \(\tilde{f}\) is a “small” remainder.

Concerning the size of this remainder, in [7] an example in the analytic case for \(d = n\) is given to show that this result is “essentially” optimal: we will show below in \(\S 2\) that this example can be easily adapted to the Gevrey case and for any \(1 \leq d \leq n\), and that our estimate for the remainder in the Gevrey case is also “essentially” optimal. The word “essentially” should be understood as follows: given \(\omega\), one can always construct a sequence of positive real numbers \(\varepsilon_j = \varepsilon_j(\omega)\), going to zero as \(j\) goes to infinity, and a sequence of \(\varepsilon_j\)-perturbations \(f_j\), such that the estimate for the remainder \(\tilde{f}_j\) cannot be improved (see the next section for a precise statement). This, of course, does not preclude this estimate from being improved for other values of \(\varepsilon\).

Now in the Diophantine case, the estimates of Theorem 1 can be made more explicit. Indeed, in this case we have the upper bound \(\Psi_{\omega}(Q) \leq \gamma^{-1}Q^*\) which gives the lower bound \(\Delta^*_\omega(ce^{-1}) \geq (c_7\varepsilon^{-1})^{1/\gamma}\). The following corollary is then straightforward.

**Corollary 1.** Let \(H\) be as in (G1), and \(\omega \in \Omega_d(\gamma, \tau)\). There exist positive constants \(c, c_1, c_2, c_3, c_4, c_5\) and \(C\) that depend only on \(n, R, \omega, \alpha\) and \(L\) such that if

\[
\varepsilon \leq c_1^{-1}(1+\tau)\gamma,
\]

then there exists a symplectic map \(\Phi \in G^\alpha, \tilde{L}(\mathcal{D}_{R/2}, \mathcal{D}_R)\), where \(\tilde{L} = CL\), such that

\[
H \circ \Phi = l_\omega + [f]_\omega + g + \tilde{f}, \quad \{g, l_\omega\} = 0
\]
with the estimates
\[ |\Phi - \text{Id}|_{\alpha, \tilde{L}} \leq c_2(c^{-1} \gamma^{-1} \varepsilon)^{\frac{1}{1+r}} \]
and
\[ |g|_{\alpha, \tilde{L}} \leq c_3 \varepsilon (c^{-1} \gamma^{-1} \varepsilon)^{\frac{1}{1+r}}, \quad |f|_{\alpha, \tilde{L}} \leq c_4 \varepsilon \exp \left( -c_5(c \gamma \varepsilon^{-1})^{\frac{1}{\alpha(1+r)}} \right). \]

Even though the size of the remainder is essentially optimal, as we have already explained, in the Diophantine case we believe that the other estimates, concerning the size of the transformation \( \Phi \) and the resonant term \( g \), can be improved. As a matter of fact, these improvements are known in the analytic case for \( d = n \) (see the comments at the end of this section).

4. We can now state a local result for a perturbation of a general non-linear integrable Hamiltonian system, that is for a Hamiltonian \( H \in G^{a,d}(D_R) \) of the form
\[
\begin{cases}
H(\theta, I) = h(I) + f(\theta, I), \quad (\theta, I) \in D_R, \\
\nabla h(0) = \omega, \quad |h|_{\alpha, L} \leq 1, \quad |f|_{\alpha, L} \leq \varepsilon.
\end{cases}
\]

(G2)

For a “small” parameter \( r > 0 \), we will focus on the domain \( D_r = \mathbb{T}^n \times B_r \), which is a neighborhood of size \( r \) of the unperturbed torus \( T_0 = \mathbb{T}^n \times \{0\} \).

Since we are interested in \( r \)-dependent domains in the space of action, the estimates for the derivatives with respect to the actions will have a different size than the one for the derivatives with respect to the angles. To distinguish between them, we will split multi-integers \( l \in \mathbb{N}^{2n} \) as \( l = (l_1, l_2) \in \mathbb{N}^n \times \mathbb{N}^n \) so that \( \partial^l = \partial_{\theta}^{l_1} \partial_I^{l_2} \) and \( |l| = |l_1| + |l_2| \). Let us denote by \( \text{Id}_I \) and \( \text{Id}_\theta \) the identity map in the angle and action space, respectively, and for a function \( F \) with values in \( \mathbb{T}^n \times \mathbb{R}^n \), we shall write \( F = (F_{\theta}, F_I) \).

**Theorem 2.** Let \( H \) be as in (G2). There exist positive constants \( c, c_6, c_7, c_8, c_9 \) and \( c_{10} \) that depend only on \( n, R, \omega, \alpha \) and \( L \), such that if
\[ \sqrt{\varepsilon} \leq r \leq R, \quad \Delta^*_c(cr^{-1}) \geq c_6, \] (1.7)

then there exists a symplectic map \( \Phi \in G^a(D_{r/2}, D_r) \) such that
\[ H \circ \Phi = h + g + [f]_{\omega} + \tilde{f}, \quad \{g, l_\omega\} = 0. \]

Moreover, for \( \tilde{L} = CL \) and any \( l = (l_1, l_2) \in \mathbb{N}^{2n} \), we have the estimates
\[ |\Phi_I - \text{Id}_I|_{\alpha, \tilde{L}, l} \leq c_7 r^{-|l_2|} \Delta^*_c((cr^{-1})^{-1}), \quad |\Phi_\theta - \text{Id}_\theta|_{\alpha, \tilde{L}, l} \leq c_7 r^{-|l_2|} \Delta^*_c((cr^{-1})^{-1}) \]
and
\[ |g|_{\alpha, \tilde{L}, l} \leq c_8 r^2 r^{-|l_2|} \Delta^*_c((cr^{-1})^{-1}), \quad |\tilde{f}|_{\alpha, \tilde{L}, l} \leq c_9 r^2 r^{-|l_2|} \exp \left( -c_{10} \Delta^*_c((cr^{-1})^{-1}) \right). \] (1.8)

(1.9)

The proof of Theorem 2 is an easy consequence of Theorem 1: the Hamiltonian (G2) on the domain \( D_r \) is, after scaling, equivalent to the Hamiltonian (G1) on the domain \( D_1 \), and due to the non-linearity, the small parameter is here naturally \( r \geq \sqrt{\varepsilon} \) instead of \( \varepsilon \). Note that no assumptions on \( h \) are required, since no information on the vector \( \nabla h(I) \) for \( I \in B_r \) is used except of course at \( I = 0 \).

Let us note that the transformation \( \Phi \), and the functions \( g \) and \( \tilde{f} \) are not \((\alpha, \tilde{L})\)-Gevrey because of the factors \( r^{l_2} \) appearing in the estimates (nevertheless, they are still \((\alpha, \tilde{L}_r)\)-Gevrey for some \( \tilde{L}_r \) depending on \( \tilde{L} \) and \( r \), but this will not be used in the sequel). Even though these factors come from our method of proof (which consists in scaling the system so that it reduces to a perturbation of a linear integrable Hamiltonian), we believe this is not an artefact (similar factors appear in the analytic case when one uses Cauchy estimates to control the norm of the derivatives of a function from the norm of the function on a domain of size \( r \)).

Let us also note that in the statement of Theorem 2, one has the freedom to choose any \( r \) such that \( \sqrt{\varepsilon} \leq r \leq R \), provided \( r \) is sufficiently small so that the second part of (1.7) is satisfied. In the
sequel, we shall use the statement only for $r = \sqrt{\varepsilon}$, which appears to be the most natural value, but for some other purposes, for instance, if one is interested in global stability estimates for non-linear systems (as in the Nekhoroshev theorem), it is useful (and perhaps necessary) to use the statement for bigger values of $r$.

As before, in the Diophantine case we can give a more concrete statement.

**Corollary 2.** Let $H$ be as in (G2), and $\omega \in \Omega_\delta(\gamma, \tau)$. There exist positive constants $c$, $c_6$, $c_7$, $c_8$, $c_9$ and $c_{10}$ that depend only on $n, R, \omega, \alpha$ and $L$, such that if

$$\sqrt{\varepsilon} \leq r \leq R, \quad r \leq c_6^{-1+r}\gamma,$$

then there exists a symplectic map $\Phi \in C^\alpha(D_r, D_r)$ such that

$$H \circ \Phi = h + g + [f]_\omega + \tilde{f}, \quad \{g, l_\omega\} = 0.$$ 

Moreover, for $\tilde{L} = CL$ and any $l = (l_1, l_2) \in \mathbb{N}^{2n}$, we have the estimates

$$|\Phi|_{1} - Id_{L}|_{\tilde{\alpha}, \tilde{L}, l} \leq c_7 r^{-|l_2|} (c^{-1} \gamma^{-1} r)^{\frac{1}{1+r}}, \quad |\Phi_{\theta} - Id_{\theta}|_{\tilde{\alpha}, \tilde{L}, l} \leq c_7 r^{-|l_2|} (c^{-1} \gamma^{-1} r)^{\frac{1}{1+r}}$$

and

$$|g|_{\tilde{\alpha}, \tilde{L}, l} \leq c_8 r^2 r^{-|l_2|} (c^{-1} \gamma^{-1} r)^{\frac{1}{1+r}}, \quad |\tilde{f}|_{\tilde{\alpha}, \tilde{L}, l} \leq c_9 r^2 r^{-|l_2|} \exp \left( -c_{10} (c^r r^{-1})^{\frac{1}{1+r}} \right).$$

5. It is perhaps worthwhile to compare our results with previous results, which were restricted mostly to the analytic case $\alpha = 1$ or the periodic case $d = 1$.

In the analytic case $\alpha = 1$, results similar to Theorem 1 (and also to Theorem 2) are contained in [18] and [10] (see also [21]). Note, however, that our results are more accurate than those contained in [18]: in the estimates for $\Phi$ and $g$, the term $\Delta^{\ast}_\varepsilon(c^{-1})^{-1}$ we obtain here is replaced by 1. This does not lead to any improvement if one is interested in global stability estimates for perturbations of non-linear integrable Hamiltonians because the geometry of resonances prevails in this case, but this improvement on the estimate for $\Phi$ is visible for global stability estimates for perturbations of linear integrable Hamiltonians (compare Theorem 3 below with Theorem 5 of [18]) and for local stability estimates for perturbations of non-linear integrable Hamiltonians. Also, the improvement on the estimate for $g$ is important for the application to the splitting of invariant manifolds (see Remark 1). Now concerning Corollary 1 in the special case $\alpha = 1$, one can in fact find better results in [11]: still in the estimates for $\Phi$ and $g$, the term $(c^{-1} \gamma^{-1})^{-1}$ we find is replaced by $c^{-1} \gamma^{-1} \varepsilon$. This discrepancy can be explained as follows. The perturbation theory of quasi-periodic motions essentially relies on solving a certain equation (called homological) which consists in integrating a function along the linear flow of frequency $\omega$. Assuming that the function has zero average along the flow, a formal solution always exists, and it is a smooth convergent solution if and only if $\omega$ is Diophantine. So if one considers non-Diophantine vectors (which is important for several problems, such as Nekhoroshev type estimates), one can only solve an “approximate” equation. The usual approach is to approximate the function by a nicer function (usually a polynomial function), whereas here, as in [2], we just approximate the frequency by a nicer frequency (a periodic frequency). But if we restrict to Diophantine vectors, then one can actually solve the exact equation, and this ultimately leads to better estimates.

Now in the periodic case $d = 1$, the result is known for any $\alpha \geq 1$ (see [16]), and our proof of the general case $1 \leq d \leq n$ crucially relies on it. In fact, in [16], one has a more accurate result, namely, the existence of a formal transformation to a formal normal form, both having Gevrey asymptotics. Such a result is stronger than the existence of a transformation to a normal form with an exponentially small remainder, as the latter is implied by the former (but not the contrary). In the analytic case $\alpha = 1$, these asymptotics were first established in [20].

Finally, there are some related results for $d = n$ and any $\alpha \geq 1$. First in [15], the dynamics in the neighborhood of a Gevrey Lagrangian torus is considered, and a Gevrey normal form is constructed. The system studied there can be brought to a system of the form we considered, though with a special perturbation, and the result obtained in [15] is therefore close but different. Then, in an unpublished manuscript (“Moyennisation Gevrey multiphase”, D. Sauzin in collaboration...
with B. Braaksma and L. Stolovitch, 2006), a result analogous to [16], that is the construction of a
formal transformation to a formal normal form with Gevrey asymptotics, is proved in the case of
a Diophantine vector. As before, these two results give more information but in a different setting,
and, moreover, they are based on solving exact homological equations and so they cannot apply to
non-Diophantine vectors.

6. Finally, let us describe the plan of this paper. In Section 2, we will deduce from Theorem 1
and Theorem 2 exponentially large stability estimates for the evolution of the action variables,
which are global for perturbations of linear integrable systems and only local for perturbations
of non-linear integrable systems. In the first case, that is for perturbations of linear integrable systems,
we will show by an example that these estimates cannot be improved in general. Then in Section 3,
we will use Theorem 2 to prove a result of exponential smallness for the splitting of invariant
manifolds of hyperbolic tori. The proof of Theorem 1 and Theorem 2 will be given in Section 4.
Finally, we will gather in a appendix some technical estimates concerning Gevrey functions that
are used to prove our theorems.

To simplify the notations and improve the readability, when convenient, we shall replace
constants depending on \( n, R, \omega, \alpha \) and \( L \) that can, but need not, be made explicit by a \( \cdot \),
that is an expression of the form \( u \cdot v \) means that there exists a constant \( c > 0 \) that depends on the
above set of parameters, such that \( u \leq cv \). Similarly, we will use the notations \( u \cdot v \) and \( u = \cdot v \).

2. APPLICATION TO STABILITY ESTIMATES

In this section, we will give direct consequences of our normal form theorems (Theorem 1 and
Theorem 2) to the stability of the action variables.

Recall that we have defined \( F \) as the smallest rational subspace containing the vector \( \omega \). The
key point to obtain stability estimates is the following observation. By definition of the Poisson
Bracket, the equalities \( \{ [f]_\omega, l_\omega \} = \{ g, l_\omega \} = 0 \) imply that \( l_\omega \) is a first integral of the normal form
\( l_\omega + [f]_\omega + g \) in the statement of Theorem 1 (or a first integral of \( h + [f]_\omega + g \), since \( h \) is integrable,
in the statement of Theorem 2). Therefore the action variables of all solutions of the normal form
remain constant along \( F \), that is \( \Pi_F(I(t) - I_0) = 0 \) as long as they are defined, if \( I_0 = I(0) \) is an
arbitrary initial action and where we have denoted by \( \Pi_F \) the projection onto the subspace \( F \). Now
if we add a small remainder to the normal form, the quantities \( |\Pi_F(I(t) - I_0)| \), as long as they are
defined, will have small variations for an interval of time which is roughly the inverse of the size
of (the partial derivative with respect to \( \theta \) of) the remainder. Coming back to our original system,
since it is conjugated by a symplectic map which is close to identity to such a normal form with a
small remainder, the same property remains true as long as the solution stays on the domain where
the conjugacy is defined.

7. Let us state precisely the result, starting with a perturbation of a linear integrable
Hamiltonian as in (G1).

**Theorem 3.** Under the notations and assumptions of Theorem 1, let \((\theta(t), I(t))\) be a solution of
the Hamiltonian system defined by \( H \), with \((\theta_0, I_0) \in D_{R/4} \) and let \( T_0 \) be the smallest \( t \in [0, +\infty] \)
such that \((\theta(t), I(t)) \notin D_{R/4} \). Then we have the estimates

\[
|\Pi_F(I(t) - I_0)| \leq \delta, \quad |t| < \min \left\{ T_0, \delta \varepsilon^{-1} \exp \left( -\Delta_\omega^*(\varepsilon^{-1})^{\frac{1}{n}} \right) \right\}
\]

for any \( (\Delta_\omega^*(\varepsilon^{-1}))^{-1} < \delta < 1 \). Moreover, if \( F = \mathbb{R}^n \), then

\[
|I(t) - I_0| \leq \delta, \quad |t| < \delta \varepsilon^{-1} \exp \left( -\Delta_\omega^*(\varepsilon^{-1})^{\frac{1}{n}} \right).
\]

**Corollary 3.** Under the notations and assumptions of Corollary 1, let \((\theta(t), I(t))\) be a solution of
the Hamiltonian system defined by \( H \), with \((\theta_0, I_0) \in D_{R/4} \) and let \( T_0 \) be the smallest \( t \in [0, +\infty] \)
such that \((\theta(t), I(t)) \notin D_{R/4} \). Then we have the estimates

\[
|\Pi_F(I(t) - I_0)| \leq \delta, \quad |t| < \min \left\{ T_0, \delta \varepsilon^{-1} \exp \left( -\gamma \varepsilon^{-1} \frac{1}{\omega(n+2)} \right) \right\}
\]
for any \((\gamma^{-1} \varepsilon)^{1+r} < \delta < 1\). Moreover, if \(F = \mathbb{R}^n\), then
\[
|I(t) - I_0| \leq \delta, \quad |t| < \delta \varepsilon^{-1} \exp \left(\frac{(\gamma \varepsilon^{-1})^{1/(1+r)}}{\alpha}\right).
\]

Note that we have exponential stability for the action variables only in the case \(F = \mathbb{R}^n\), that is when \(\omega\) is non-resonant, since in this case we can ensure that \(T_0\) is at least exponentially large. In general, the stability result is only partial since it involves the projection of the action components onto \(F\), and the time \(T_0\), which is easily seen to be always at least of order \(\delta \varepsilon^{-1}\), cannot be much larger in general (it is easy to construct examples for which the action variables of a solution drift along the orthogonal complement of \(F\) with a speed of order \(\varepsilon\)).

Note that in the particular case where \(\delta = (\Delta^*_\omega(\varepsilon^{-1}))^{-1}\), we have
\[
|\Pi_F(I(t) - I_0)| < (\Delta^*_\omega(\varepsilon^{-1}))^{-1}
\]
for
\[
|t| < \min \left\{ T_0, (\Delta^*_\omega(\varepsilon^{-1}))^{-1} \varepsilon^{-1} \exp \left(\frac{(\Delta^*_\omega(\varepsilon^{-1}))^{1/4}}{\alpha}\right) \right\}
\]
and in the Diophantine case, for \(\delta = (\gamma^{-1} \varepsilon)^{1+r}\), we have
\[
|\Pi_F(I(t) - I_0)| < (\gamma^{-1} \varepsilon)^{1+r}
\]
for
\[
|t| < \min \left\{ T_0, -\gamma^{-1} \varepsilon^{-1} \exp \left(\frac{(\gamma \varepsilon^{-1})^{1/(1+r)}}{\alpha}\right) \right\}.
\]
Still in the Diophantine case, we expect that it may be possible to take \(\delta = \gamma^{-1} \varepsilon\) (see the comments at the end of the first section).

The deduction of Theorem 1.6 from Theorem 1 is very classical, but for completeness we give the details.

**Proof.** Using Theorem 1, it is enough to prove the statement for a solution \((\theta(t), I(t))\) of the Hamiltonian \(\tilde{H} = H \circ \Phi\), with \((\theta_0, I_0) \in \mathcal{D}_{R/2}\) and \(T_0\) being the smallest \(t \in [0, +\infty)\) such that \((\theta(t), I(t)) \notin \mathcal{D}_{R/2}\). Indeed, we have \(\tilde{H} = H \circ \Phi\), where \(\Phi : \mathcal{D}_{R/2} \to \mathcal{D}_{R}\) is symplectic. Moreover, from (1.5), we have the estimate
\[
|\Phi - \text{Id}|_{C^0(\mathcal{D}_{R/2})} \leq |\Phi - \text{Id}|_{|\alpha, \tilde{L}|} < (\Delta^*_\omega(\varepsilon^{-1}))^{-1}.
\]
so we can ensure that the image of \(\Phi\) contains the domain \(\mathcal{D}_{R/4}\), and since we have assumed that \((\Delta^*_\omega(\varepsilon^{-1}))^{-1} < \delta < 1\), the statement for \(\tilde{H}\) trivially implies the statement for \(H\) (only with different implicit constants). Note that in fact we will not use the first part of (1.6), but only the following obvious consequence of the second part of (1.6):
\[
|\partial_\theta \tilde{f}|_{C^0(\mathcal{D}_{R/2})} < |\tilde{f}|_{|\alpha, \tilde{L}|} \leq \varepsilon \exp \left(\frac{-(\Delta^*_\omega(\varepsilon^{-1}))^{1/4}}{\alpha}\right).
\]
(2.1)

Recall that the equations of motion of \(\tilde{H}\) are
\[
\dot{\theta} = \partial_I \tilde{H}(\theta, I), \quad \dot{I} = -\partial_\theta \tilde{H}(\theta, I)
\]
and using the mean value theorem and the fact that \(l_\omega\) is integrable,
\[
|I(t) - I_0| \leq |t| |\partial_\theta \tilde{H}|_{C^0(\mathcal{D}_{R/2})} \leq |t| |\partial_\theta (\{f\}_\omega + g + \tilde{f})|_{C^0(\mathcal{D}_{R/2})}, \quad |t| \leq T_0.
\]
But \(\{g, l_\omega\} = 0\) is equivalent to \(\partial_\theta g(\theta, I) \in F^\perp\), and similarly for \(\{f\}_\omega\), hence if we project onto \(F\), we have
\[
|\Pi_F(I(t) - I_0)| \leq |t| |\partial_\theta \tilde{f}|_{C^0(\mathcal{D}_{R/2})}, \quad |t| \leq T_0.
\]
Now using (2.1) and

$$|t| < \delta \varepsilon^{-1} \exp \left( - \frac{1}{2} (\Delta^*(\varepsilon^{-1}))^\frac{1}{n} \right)$$

we obtain

$$|\Pi_F(I(t) - I_0)| \leq \delta, \quad |t| < \min \left\{ T_0, \delta \varepsilon^{-1} \exp \left( - \frac{1}{2} (\Delta^*(\varepsilon^{-1}))^\frac{1}{n} \right) \right\}$$

for any $(\Delta^*(\varepsilon^{-1}))^{-1} < \delta < 1$. Finally, note that if $F = \mathbb{R}^n$, the map $\Pi_F$ is the identity so that

$$T_0 \cdot \delta \varepsilon^{-1} \exp \left( - \frac{1}{2} (\Delta^*(\varepsilon^{-1}))^\frac{1}{n} \right)$$

and hence

$$|I(t) - I_0| \leq \delta, \quad |t| < \delta \varepsilon^{-1} \exp \left( - \frac{1}{2} (\Delta^*(\varepsilon^{-1}))^\frac{1}{n} \right).$$

This concludes the proof.

8. Now we will show by an example that the estimates of Theorem 3, and therefore the estimate on the remainder in Theorem 1, are essentially optimal.

**Theorem 4.** Let $\omega \in \mathbb{R}^n \setminus \{0\}$. Then there exist a sequence $(\varepsilon_j)_{j \in \mathbb{N}}$ of positive real numbers and a sequence $(f_j)_{j \in \mathbb{N}}$ of functions in $G^{n,1}(\mathcal{D}_R)$, with

$$\varepsilon_j < |f_j|_{n,1} < \varepsilon_j, \quad \lim_{j \to +\infty} \varepsilon_j = 0,$$

such that for $j > 1$, the Hamiltonian system defined by $H_j = l_\omega + f_j$ has solutions $(\theta(t), I(t))$ which satisfy

$$|t| \varepsilon_j \exp \left( - \frac{1}{2} (\Delta^*(\varepsilon^{-1}))^\frac{1}{n} \right) \leq |\Pi_F(I(t) - I_0)| \leq |t| \varepsilon_j \exp \left( - \frac{1}{2} (\Delta^*(\varepsilon^{-1}))^\frac{1}{n} \right).$$

**Proof.** First recall the following fact from linear algebra: there exists an invertible square matrix $A$ of size $n$ with integer coefficients such that $\omega = A(\bar{\omega}, 0) \in \mathbb{R}^d \times \mathbb{R}^m = \mathbb{R}^n$ with $\bar{\omega} \in \mathbb{R}^d$ non-resonant. So replacing $H$ by $H \circ \Phi_A$, where $\Phi_A : \mathbb{T}^n \times \mathbb{R}^n \to \mathbb{T}^n \times \mathbb{R}^n$ is the linear symplectic map given by $\Phi_A(\theta, I) = (A\theta, (A^{-1})^t I)$, we can assume that $\omega = (\bar{\omega}, 0)$ as the statement for $H$ and $H \circ \Phi_A$ are equivalent (up to constants depending on $A$, and so on $n$ and $\omega$). Moreover, dividing $\bar{\omega}$ by $|\pm|\bar{\omega}|$ and reordering its components if necessary, we can also assume that $\bar{\omega} = (1, \bar{\omega}_1, \ldots, \bar{\omega}_{d-1}, 0)$, with $|\bar{\omega}_i| \leq 1$ for $1 \leq i \leq d-1$.

So we have reduced the general case to

$$\omega = (1, \bar{\omega}_1, \ldots, \bar{\omega}_{d-1}, 0) \in \mathbb{R}^d \times \mathbb{R}^m = \mathbb{R}^n, \quad F = \mathbb{R}^d \times \{0\}.$$ 

Let us denote by $(p_j/q_j)_{j \in \mathbb{N}}$ the sequence of the convergents of $\bar{\omega}_1$ for instance. We have the classical inequalities

$$(q_j + q_{j+1})^{-1} < |q_j \bar{\omega}_1 - p_j| < q_{j+1}^{-1}, \quad j \in \mathbb{N},$$

and since $q_{j+1} > q_j$, this gives

$$(2q_{j+1})^{-1} < |q_j \bar{\omega}_1 - p_j| < q_{j+1}^{-1}, \quad j \in \mathbb{N}. \tag{2.2}$$

Now by definition of $\Psi_{\omega}$, we obtain

$$q_{j+1} < \Psi_{\omega}(q_j) < 2q_{j+1}. \tag{2.3}$$

The perturbation $f_j$ will be of the form

$$f_j(\theta, I) = f_j^1(I) + f_j^2(\theta), \quad (\theta, I) \in \mathcal{D}_R.$$ 

First, we choose $f_j^1(I) = v_j \cdot I - \omega \cdot I$, where $v_j = (1, p_j/q_j, \bar{\omega}_2, \ldots, \bar{\omega}_{d-1}, 0)$. We set

$$\varepsilon_j = |\bar{\omega}_1 - p_j/q_j|.$$
From the inequalities (2.2) and (2.3), recalling the definitions of $\Delta_\omega$ and $\Delta^*_\omega$, we have

$$(\Delta_\omega(q_j))^{-1} \leq \epsilon_j < (\Delta_\omega(q_j))^{-1}, \quad \Delta^*_\omega(\epsilon_j^{-1}) < q_j < \Delta^*_\omega(\epsilon_j^{-1}).$$  \hspace{2cm} (2.4)

Now by definition, $|f_j|_{\alpha,L} = \epsilon_j$. Then, if we let $k_j = (p_j, - q_j, 0, \ldots, 0) \in \mathbb{Z}^n$, we define $f_j^2(\theta) = \epsilon_j \mu_j \sin(2\pi k_j \cdot \theta)$ with $\mu_j$ to be chosen. Note that $|k_j| = q_j$ since $|q_j| \geq |p_j|$ (as $|\varpi| \leq 1$). It is easy to estimate

$$\epsilon_j \mu_j \exp(|k_j|^{1/\alpha}) < |f_j^2|_{\alpha,L} \leq \epsilon_j \mu_j \exp(\cdot |k_j|^{1/\alpha})$$

and so

$$\epsilon_j \mu_j \exp(\cdot q_j^{1/\alpha}) < |f_j^2|_{\alpha,L} \leq \epsilon_j \mu_j \exp(\cdot q_j^{1/\alpha}).$$

Therefore we choose $\mu_j = \cdot \exp(- \cdot q_j^{1/\alpha})$ so that $\epsilon_j < |f_j|_{\alpha,L} < \epsilon_j$. Finally, $f_j = f_j^1 + f_j^2$ so $\epsilon_j < |f_j|_{\alpha,L} < \epsilon_j$, and $\epsilon_j \to 0$ when $j \to +\infty$. Now we can write the Hamiltonian

$$H_j(\theta, I) = I_\omega(I) + f_j(\theta, I)$$

$$= \omega \cdot I + v_j \cdot I - \omega \cdot I + \epsilon_j \mu_j \sin(2\pi k_j \cdot \theta)$$

$$= v_j \cdot I + \epsilon_j \mu_j \sin(2\pi k_j \cdot \theta)$$

and as $k_j, v_j = 0$, the associated system is easily integrated:

$$\begin{cases} 
\theta(t) = \theta_0 + tv_j \in \mathbb{Z}^n \\
I(t) = I_0 - t \epsilon_j \mu_j \sin(2\pi k_j \cdot \theta) 
\end{cases}$$

Choosing any solution with an initial condition $(\theta_0, I_0)$ satisfying $k_j, \theta_0 = 0$, $\cos(2\pi k_j \cdot \theta_0) = 1$ and using the fact that $|k_j| = q_j$ and $\mu_j = \cdot \exp(- \cdot q_j^{1/\alpha})$, we obtain

$$|I(t) - I_0| = |t| \epsilon_j q_j \exp(- \cdot q_j^{1/\alpha}).$$

For $j > 1$, $q_j > 1$ and we have $\exp(- \cdot q_j^{1/\alpha}) < q_j \exp(- \cdot q_j^{1/\alpha}) < \exp(- \cdot q_j^{1/\alpha})$ for well-chosen implicit constants, hence

$$|t| \epsilon_j \exp(- \cdot q_j^{1/\alpha}) < |I(t) - I_0| < |t| \epsilon_j \exp(- \cdot q_j^{1/\alpha}).$$

Using (2.4) gives

$$|t| \epsilon_j \exp\left(- \cdot \left(\Delta^*_\omega(\epsilon_j^{-1}) \right)^{\frac{1}{\alpha}}\right) < |I(t) - I_0| < |t| \epsilon_j \exp\left(- \cdot \left(\Delta^*_\omega(\epsilon_j^{-1}) \right)^{\frac{1}{\alpha}}\right)$$

and as the vector $k_j$ belongs to $F = \mathbb{R}^d \times \{0\}$, the solution we have constructed satisfies $\Pi_F(I(t) - I_0) = I(t) - I_0$. This concludes the proof.

9. For a perturbation of a non-linear integrable Hamiltonian as in (G2), we have a stability result similar to Theorem 3.

**Theorem 5.** Under the notations and assumptions of Theorem 2, let $(\theta(t), I(t))$ be a solution of the Hamiltonian system defined by $H$, with $(\theta_0, I_0) \in \mathcal{D}_{r/4}$ and let $T_0$ be the smallest $t \in [0, +\infty]$ such that $(\theta(t), I(t)) \notin \mathcal{D}_{r/4}$. Then we have the estimates

$$|\Pi_F(I(t) - I_0)| \leq \delta, \quad |t| < \min\left\{T_0, \delta r^{-2} \exp\left(\Delta^*_\omega(\epsilon_0^{1/\alpha})\right)\right\}$$

for any $r(\Delta^*_\omega(\epsilon_0^{-1}))^{-1} < \delta < r$. Moreover, if $F = \mathbb{R}^n$, then

$$|I(t) - I_0| \leq \delta, \quad |t| < \delta r^{-2} \exp\left(\Delta^*_\omega(\epsilon_0^{1/\alpha})\right).$$
Corollary 4. Under the notations and assumptions of Corollary 2, let \((\theta(t), I(t))\) be a solution of the Hamiltonian system defined by \(H\), with \((\theta_0, I_0) \in \mathcal{D}_{r/4}\) and let \(T_0\) be the smallest \(t \in [0, +\infty]\) such that \((\theta(t), I(t)) \notin \mathcal{D}_{r/4}\). Then we have the estimates
\[
|\Pi_r(I(t) - I_0)| < \delta, \quad |t| < \min \left\{ T_0, \delta r^{-2} \exp \left( (\gamma r^{-1})^{\frac{1}{\alpha + \tau}} \right) \right\}
\]
for any \(r(\gamma r)^{\frac{1}{\alpha + \tau}} < \delta < r\). Moreover, if \(F = \mathbb{R}^n\), then
\[
|I(t) - I_0| < \delta, \quad |t| < \delta r^{-2} \exp \left( (\gamma r^{-1})^{\frac{1}{\alpha + \tau}} \right).
\]

The proof of Theorem 5 is entirely similar to the proof of Theorem 3, replacing the use of Theorem 1 by the use of Theorem 2, since the only information we need to derive these estimates from the resonant normal form with a remainder are \(C^0\) estimates for the distance to the identity (with respect to the action variables) of the conjugacy \(\Phi\) and \(C^0\) estimates for the partial derivatives (with respect to the action variables) of the remainder \(\tilde{f}\), and this information is contained in Theorem 2. Therefore we shall not repeat the details.

These local estimates of stability (or their variants) are at the basis of global (in phase space) estimates of stability for perturbations of non-linear integrable systems, provided that the integrable part satisfies some geometric assumption. However, we do not know if it is possible to construct an example such as in Theorem 4 that would show that the estimates of Theorem 5 are “essentially” optimal.

3. APPLICATION TO THE SPLITTING OF INVARIANT MANIFOLDS

In this section, we apply our normal form results to a different but ultimately related problem, which is the so-called “splitting” of invariant manifolds (or “splitting” of “separatrices”). Roughly speaking, if a Hamiltonian system \(H\), as in (G2), has a suitable “hyperbolic” invariant torus for which the stable and unstable manifolds intersect, the problem is to evaluate in some sense the “angle” between these invariant manifolds at the intersection point. This is an important problem in itself, and this is also closely related to the problem of the speed of instability for the action variables (which is known as the speed of Arnold diffusion).

The general principle is that the “splitting” is exponentially small for analytic systems, and the literature on the subject is huge. Here we shall closely follow [12], Chapter §2, where an approach to obtaining exponentially small upper bounds in the analytic case is given based on normal form techniques. The results contained in [12] are quite general, as they are valid for any number of degrees of freedom, any Diophantine frequency vector and without any restriction on the perturbation, assuming that the torus exists and that its stable and unstable manifolds intersect. However, because of this great generality, these results are not very accurate, they only give an upper bound with a reasonable value for the exponent in the exponential factor. Much more accurate results, such as an asymptotic formula and reasonable values for the other constants involved, can be obtained in much more restricted situations (essentially for two degrees of freedom, specific frequency vectors and specific perturbations, see [3] for some recent results and references).

Our aim here is to generalize the results of [12] for Hamiltonian systems which are only Gevrey regular. We will also assume the existence of a “hyperbolic” torus, together with the property that its invariant manifolds intersect (that is, the existence of homoclinic orbits), simply because conditions that ensure the existence of these objects are well-known (we will quote some of these conditions).

10. We will not try to give an abstract definition of a hyperbolic torus for a Hamiltonian system, first because we will deal with rather concrete examples, but also because we could not find any satisfactory abstract definition (for instance, one which would ensure the existence and uniqueness of stable and unstable manifolds, we refer to [12] and [9] for some attempts).

Now let us consider the setting as described in (G2). Let \(T_0 = \mathbb{T}^n \times \{0\}\) be the
in the proof of Theorem 4), we may already assume that \( \omega = (\varpi, 0) \in \mathbb{R}^d \times \mathbb{R}^m = \mathbb{R}^n \) with \( \varpi \in \mathbb{R}^d \) non-resonant.

If \( \omega \in \Omega_n(\gamma, \tau) \), by KAM theory this torus will persist under any sufficiently small and regular perturbation, provided that \( h \) is non-degenerate (in the analytic case, the assumption that \( \omega \in \Omega_n(\gamma, \tau) \) can be weakened). This is not true if \( d \leq n - 1 \); however, under appropriate assumptions on the system, one can still apply KAM theory to prove the existence of an invariant \( d \)-dimensional torus, with frequency \( \varpi \), which is hyperbolic in the sense that it possesses stable and unstable manifolds. Moreover, such a tori will be isotropic and its asymptotic manifolds will be Lagrangian. If the stable and unstable manifolds intersect, following [12], we can define a symmetric matrix of size \( n \) at a given homoclinic point, called a splitting matrix, the eigenvalues of which are called the splitting angles. Our result is that there exist at least \( d \) splitting angles which are exponentially small (see Theorem 7). The proof of this result will be analogous to the one in [12]. However, in [12], it seems that the normal forms they used, which are taken from [18], are not accurate enough to derive the result they claimed (see Remark 1).

Before stating precisely the result, we need some rather lengthy preparations in order to introduce our definitions and assumptions (the validity of our assumptions will be briefly discussed after the statement of Theorem 7).

First let us split our angle-action coordinates \( (\theta, I) \in D_R = T^n \times B_R \) accordingly to \( \omega = (\varpi, 0) \in \mathbb{R}^d \times \mathbb{R}^m = \mathbb{R}^n \): we write \( \theta = (\theta_1, \theta_2) \in \mathbb{T}^d \times T^n \) and \( I = (I_1, I_2) \in B^d_R \times B^m_R \), where \( B^d_R = B_R \cap \mathbb{R}^d \) and \( B^m_R = B_R \cap \mathbb{R}^m \). We shall always assume here that \( m \geq 1 \), that is \( d \leq n - 1 \). Then Theorem 2 states that for the value \( r = 2\sqrt{\varepsilon} \), if

\[
\Delta_{\varepsilon}^{\text{sym}}(\cdot; \varepsilon^{-1}) \cdot 1,
\]

there exists a symplectic map \( \Phi \in G^s(D_{r/2}, D_r) \), satisfying the estimate (1.8), such that

\[
H \circ \Phi = h + [f]_\omega + g + \tilde{f}, \quad [f]_\omega(\theta_2, I) = \int_{\theta_1 \in \mathbb{T}^d} f(\theta, I) d\theta_1, \quad g(\theta, I) = g(\theta_2, I)
\]

with \( g \) and \( \tilde{f} \) satisfying the estimates (1.9). As in the proof of Theorem 2, it will be more convenient to use a rescaled version of the Hamiltonian \( H \circ \Phi \). Consider the map

\[
\sigma : (\theta, I) \mapsto (\theta, \sqrt{\varepsilon} I)
\]

which sends the domain \( D_1 \) onto \( D_{r/2} \), and let

\[
\mathcal{H} = \varepsilon^{-1}(H \circ \Phi \circ \sigma) = \varepsilon^{-1} h \circ \sigma + \varepsilon^{-1}[f]_\omega \circ \sigma + \varepsilon^{-1} g \circ \sigma + \varepsilon^{-1} \tilde{f} \circ \sigma
\]

be the rescaled Hamiltonian, which is defined on \( D_1 \). Note that in the proof of Theorem 2, we used the same scaling map but the scaling factor was \( \varepsilon^{-1} \) in order to bring the linear part of \( h \) to order one, while here the scaling factor is \( \varepsilon^{-1} \) since it is the quadratic part of \( h \) we want to bring to order one. Consequently, the solutions of the Hamiltonian system defined by \( \mathcal{H} \) coincide with those of \( H \circ \Phi \) only after scaling time by \( \sqrt{\varepsilon} \); since we will be only interested in invariant and asymptotic manifolds, it makes no difference to consider \( \mathcal{H} \) instead of \( H \circ \Phi \). Now let us define

\[
\lambda = \lambda(\varepsilon) = (\Delta^{\text{sym}}_{\varepsilon}(\cdot; \varepsilon^{-1}))^{-1}, \quad \mu = \mu(\varepsilon) = \exp(- \cdot \lambda(\varepsilon)^{-\frac{1}{2}}) = \exp(- \cdot \lambda^{-\frac{1}{2}}).
\]

For any \( l = (l_1, l_2) \in \mathbb{N}^{2n} \), we have

\[
\partial_l^j (g \circ \sigma) = \partial_j^l \partial_l^j (g \circ \sigma) = \sqrt{\varepsilon}^{l_2} |(\Delta \omega^1) | \partial_l^j g \circ \sigma
\]

so

\[
|\partial_l^j (g \circ \sigma)|_{C^0(D_1)} \leq \sqrt{\varepsilon}^{l_2} |\partial_l^j g|_{C^0(D_{r/2})}
\]

and therefore

\[
|g \circ \sigma|_{\alpha, \beta, l} \leq \sqrt{\varepsilon}^{l_2} |g|_{\alpha, \beta, l'}.
\]
Now using (1.9) gives
\[ |g \circ \sigma|_{\alpha,\tilde{L},I} < \sqrt{\varepsilon^2} \varepsilon (\sqrt{\varepsilon})^{-|I|} \lambda = \varepsilon \lambda \]
and hence
\[ |g \circ \sigma|_{\alpha,\tilde{L}} < \varepsilon \lambda. \tag{3.2} \]

In the same way,
\[ |\tilde{f} \circ \sigma|_{\alpha,\tilde{L}} < \varepsilon \mu. \tag{3.3} \]

We will further decompose \( h \) and \( [f]_\omega \) as follows. Without loss of generality, we can assume that \( h(0) = 0 \). Then by Taylor’s formula, we can expand \( h \) at \( I = 0 \) at order 2:
\[ h(\sqrt{\varepsilon} I) = \sqrt{\varepsilon} \varepsilon \cdot I_1 + \varepsilon AI_1 \cdot I_1 + \varepsilon BI_1 \cdot I_2 + \varepsilon CI_1 \cdot I_2 + \varepsilon \varepsilon \varepsilon R_h(I), \]
where
\[ R_h(I) = 2^{-\frac{1}{2}} \int_0^1 (1-t)^2 \varepsilon^3 h(t \sqrt{\varepsilon} I)(I, I, I)dt, \]

\( A \) and \( B \) are square matrices of size \( d \) and \( m \), respectively, and \( C \) is a matrix of size \( m \times d \).

The rectangular term represented by \( CI_1 \cdot I_2 \) is slightly inconvenient, so we will assume:

(A.1) \( C = 0 \).

Then we expand \( [f]_\omega \) at \( I = 0 \) at order 0:
\[ [f]_\omega(\theta_2, \sqrt{\varepsilon} I) = [f]_\omega(\theta_2, 0) + \sqrt{\varepsilon} \int_0^1 \nabla I [f]_\omega(\theta_2, t\sqrt{\varepsilon} I)Idt = \tilde{V}(\theta_2) + \sqrt{\varepsilon} R_{[f]_\omega}(\theta_2, I). \]

and so
\[ \varepsilon^{-1} [f]_\omega \circ \sigma = \varepsilon^{-1} \tilde{V} + \sqrt{\varepsilon}^{-1} R_{[f]_\omega} = \tilde{V} + \sqrt{\varepsilon}^{-1} R_{[f]_\omega}. \]

Thus we have
\[ H(\theta, I) = \sqrt{\varepsilon}^{-1} \varepsilon \cdot I_1 + AI_1 \cdot I_1 + BI_2 \cdot I_2 + V(\theta_2) + (\sqrt{\varepsilon} R_h(I) + \sqrt{\varepsilon}^{-1} R_{[f]_\omega}(\theta_2, I) + \varepsilon^{-1} f(\theta_2, \sqrt{\varepsilon} I)) + \varepsilon^{-1} f(\theta, \sqrt{\varepsilon} I). \]

Applying Lemma 7 (respectively, with \( s = 3 \) and \( s = 1 \)), we obtain \( |R_h|_{\alpha, L'} < 1 \) and \( |R_{[f]_\omega}|_{\alpha, L'} < \varepsilon \), for \( L' = \tilde{L}/2 \), so that the first two terms in the parenthesis above (which are the Hamiltonians independent of \( \theta_1 \)) are of order \( \sqrt{\varepsilon} \). However, the last term in this parenthesis is of order \( \lambda \gg \varepsilon \) by (3.2), so we define
\[ R = \lambda^{-1} \sqrt{\varepsilon} R_h + \lambda^{-1} \sqrt{\varepsilon}^{-1} R_{[f]_\omega} + \lambda^{-1} \varepsilon^{-1} g \circ \sigma, \]

so that the Hamiltonian in the parenthesis above is \( \lambda R \), with \( |R|_{\alpha, L'} < 1 \). Let us also write
\[ F = \varepsilon^{-1} \mu^{-1} \tilde{f} \circ \sigma \]
so that the last term in the expression of \( H \) is \( \mu F \), with \( |F|_{\alpha, L'} \leq |F|_{\alpha, \tilde{L}} < 1 \) by (3.3). Finally, we obviously have \( |V|_{\alpha, L'} \leq 1 \).

Now recalling the dependence of \( \lambda \) and \( \mu \) in the notation, we have obtained a Hamiltonian \( H = H_{\lambda, \mu} \), defined on \( D_1 \), of the form
\[
\begin{align*}
H_{\lambda, \mu}(\theta, I) &= H_\lambda(\theta_2, I) + \mu F(\theta, I), \quad |F|_{\alpha, L'} < 1 \\
H_\lambda(\theta_2, I) &= H^{\text{av}}(\theta_2, I) + \lambda R(\theta_2, I), \quad |R|_{\alpha, L'} < 1 \\
H^{\text{av}}(\theta_2, I) &= \sqrt{\varepsilon}^{-1} \varepsilon \cdot I_1 + AI_1 \cdot I_1 + BI_2 \cdot I_2 + V(\theta_2), \quad |V|_{\alpha, L'} \leq 1.
\end{align*}
\]
they both depend on $\varepsilon$ as in (3.1). One has to consider $\mathcal{H}_{\lambda, \mu}$ as an arbitrary $\mu$-perturbation of $\mathcal{H}_{\lambda} = \mathcal{H}_{\lambda, 0}$, and $\mathcal{H}_{\lambda}$ as a special $\lambda$-perturbation of the “averaged” system $\mathcal{H}^{av}$ (special because the perturbation $R$ is independent of $\theta_1$). Note that the averaged system can be further decomposed as a sum of two Hamiltonians

$$\mathcal{H}^{av}(\theta_2, I) = K(I_1) + P(\theta_2, I_2),$$

where $K(I_1) = \sqrt{\varepsilon^{-1}} \omega \cdot I_1 + AI_1 \cdot I_1$ is a completely integrable system on $D^d_1 = \mathbb{T}^d \times B^d_1$ and $P(\theta_2, I_2) = BI_2 \cdot I_2 + V(\theta_2)$ is a mechanical system (or a “multidimensional pendulum”) on $D^m_1 = \mathbb{T}^m \times \mathbb{R}^m$. We make the following assumption on the mechanical system:

(A.2) The matrix $B$ is positive definite (or negative definite), and the function $V: \mathbb{T}^m \rightarrow \mathbb{R}$ has a non-degenerate maximum (or minimum).

Without loss of generality, we may assume that $V$ reaches its maximum at $\theta_2 = 0$, so that $O = (0, 0) \in D^m_1$ is a hyperbolic fixed point for the Hamiltonian flow generated by $P$. This, in turn, implies that, for any $I^* \in B^d_1$, the set $T(I^*) = \{I_1 = I^*_1\} \times O$ is a $d$-dimensional torus invariant for the averaged system, and it is hyperbolic in the sense that it has $C^1$ stable and unstable manifolds

$$W^{\pm}(T(I^*)) = \{I_1 = I^*_1\} \times W^{\pm}(O),$$

where $W^{\pm}(O)$ are the stable and unstable manifolds of $O$, which are Lagrangian. In particular, the torus $T(0)$ is quasi-periodic with frequency $\sqrt{\varepsilon^{-1}} \omega$.

Now this picture is easily seen to persist if we move from $\mathcal{H}^{av}$ to $\mathcal{H}_{\lambda}$. Indeed, since $\mathcal{H}_{\lambda}$ is still independent of $\theta_1$, the level sets of $I_1$ are still invariant, hence for a given $I^*_1 \in B^d_1$, the Hamiltonian flow generated by the restriction of $\mathcal{H}_{\lambda}$ to $\{I_1 = I^*_1\} \times D^m_1$ (considered as a flow on $D^m_1$ depending on $I^*_1$) is a $\lambda$-perturbation of the Hamiltonian flow generated by $P$; as a consequence, it has a hyperbolic fixed point $O_{\lambda}(I^*_1) \in D^m_1$ which is $\lambda$-close to $O$, for $\lambda$ small enough. Hence $T_{\lambda}(I^*) = \{I_1 = I^*_1\} \times O_{\lambda}(I^*_1)$ is invariant under the Hamiltonian flow of $\mathcal{H}_{\lambda}$, and it is hyperbolic with Lagrangian stable and unstable manifolds

$$W^{\pm}(T_{\lambda}(I^*)) = \{I_1 = I^*_1\} \times W^{\pm}(O_{\lambda}(I^*_1)),$$

The torus $T_{\lambda}(0)$ is still quasi-periodic with frequency $\sqrt{\varepsilon^{-1}} \omega$.

**Remark 1.** Let us point out here that in [12], it is stated incorrectly that the size of the Hamiltonian we called $AR$ is of order $\sqrt{\varepsilon}$ (as we mentioned above, this Hamiltonian is composed of three terms and only two of them are of order $\sqrt{\varepsilon}$, the last one being of order $\lambda(\varepsilon)$). Now in [12], normal forms taken in [18] were used, which contains estimates that are less accurate than ours (as we have already explained, $\lambda(\varepsilon)$ is only of order one in [18]) and, consequently, these estimates do not allow one to show the existence of the invariant torus for the system we called $\mathcal{H}_{\lambda}$.

Our next assumption concerns the persistence of the torus $T_{\lambda}(0)$, as well as its stable and unstable manifolds, when we move from $\mathcal{H}_{\lambda}$ to $\mathcal{H}_{\lambda, \mu}$:

(A.3) For any $0 \leq \lambda < 1$ and $0 \leq \mu < \lambda$, the system $\mathcal{H}_{\lambda, \mu}$ has an invariant torus $T_{\lambda, \mu}$, with $T_{\lambda, 0} = T_{\lambda} = T_{\lambda}(0)$, of frequency $\sqrt{\varepsilon^{-1}} \omega$, with $C^1$ stable and unstable manifolds $W^{\pm}(T_{\lambda, \mu})$ which are exact Lagrangian graphs over fixed relatively compact domains $U^{\pm} \subseteq \mathbb{T}^n$. Moreover, $W^{\pm}(T_{\lambda, \mu})$ are $\mu$-close to $W^{\pm}(T_{\lambda})$ for the $C^1$-topology.

Let us denote by $S^{\pm}_{\lambda, \mu}$ generating functions for $W^{\pm}(T_{\lambda, \mu})$ over $U^{\pm}$, that is if $V^{\pm} = U^{\pm} \times B_1$, then

$$W^{\pm}(T_{\lambda, \mu}) \cap V^{\pm} = \{(\theta_s, I_s) \in V^{\pm} \mid I_s = \partial_\theta S^\pm_{\lambda, \mu}(\theta_s)\},$$

where $S^\pm_{\lambda, \mu}: U^{\pm} \rightarrow \mathbb{R}$ are $C^2$ functions. Since $W^{\pm}(T_{\lambda, \mu})$ are $\mu$-close to $W^{\pm}(T_{\lambda})$ for the $C^1$-topology, the first derivatives of the functions $S^\pm_{\lambda, \mu}$ are $\mu$-close to the first derivatives of $S^{\pm}_{\lambda} = S^{\pm}_{\lambda, 0}$ for the $C^1$-topology.
Then, in order to evaluate the splitting, we need the existence of orbits which are homoclinic to $T_{λ,μ}$:

(A.4) For any $0 ≤ λ < 1$ and $0 ≤ μ < λ$, the set $W^+(T_{λ,μ}) \cap W^-(T_{λ,μ}) \setminus T_{λ,μ}$ is non-empty.

11. We can finally define the notions of the splitting matrix and splitting angles, and state our results.

The set $W^+(T_{λ,μ}) \cap W^-(T_{λ,μ}) \setminus T_{λ,μ}$ is invariant, so it consists of orbits of the Hamiltonian system defined by $H$. Let $γ_{λ,μ}$ be one of these homoclinic orbits, and $p_{λ,μ} = γ_{λ,μ}(0) = (θ_{λ,μ}, I_{λ,μ})$ a homoclinic point. Since $p_{λ,μ}$ is a homoclinic point, $θ_{λ,μ} ∈ U^+ \cap U^−$ and $∂θS^+_{λ,μ}(θ_{λ,μ}) = ∂θS^−_{λ,μ}(θ_{λ,μ})$.

Then we can define the splitting matrix $M(T_{λ,μ}, p_{λ,μ})$ of $T_{λ,μ}$ at the point $p_{λ,μ}$ as the symmetric square matrix of size $n$

$$M(T_{λ,μ}, p_{λ,μ}) = ∂^2_θ(S^+_{λ,μ} - S^-_{λ,μ})(θ_{λ,μ}).$$

Moreover, for $1 ≤ i ≤ n$, we define the splitting angles $α_i(T_{λ,μ}, p_{λ,μ})$ as the eigenvalues of the matrix $M(T_{λ,μ}, p_{λ,μ})$. Note that since the homoclinic point belongs to a homoclinic orbit, at least one of these angles is necessarily zero.

Theorem 6. Let $H_{λ,μ}$ be as in (3.4), and assume that (A.2), (A.3) and (A.4) are satisfied. Then, with the previous notations, we have the estimates

$$|α_i(T_{λ,μ}, p_{λ,μ})| < μ, \quad 1 ≤ i ≤ d.$$  

We have used the fact that the stable and unstable manifolds are exact Lagrangian graphs over some domains in $T^n$ in order to define the splitting matrix and splitting angles, but in fact only the Lagrangian property (and not the exactness or the graph property) is necessary to make those definitions (see [12]).

Now the solutions of the Hamiltonian system defined by $H \circ Φ$ differ from those of $H_{λ,μ}$ only by a time change, so $T_{λ,μ}$ is still an invariant hyperbolic torus for $H \circ Φ$, with the same stable and unstable manifolds. Coming back to our original system, the torus $T_ε = Φ(T_{λ,μ})$ is hyperbolic for $H$, with stable and unstable manifolds $W^±(T_ε) = Φ(W^±(T_{λ,μ}))$, and for $γ_ε = Φ(γ_{λ,μ})$ and $p_ε = Φ(p_{λ,μ})$ we can define a splitting matrix $M(T_ε, p_ε)$ and splitting angles $α_i(T_ε, p_ε)$ for $1 ≤ i ≤ n$.

Theorem 7. Let $H$ be as in (G2), with $r = 2√ε$ satisfying (1.7). Assume that (A.1) is satisfied, and that (A.2), (A.3) and (A.4) are satisfied for the Hamiltonian $H_{λ,μ}$. Then, with the previous notations, we have the estimates

$$|α_i(T_ε, p_ε)| < α(1 + (Δ^1_ε(·) - 1)^1/2) \exp\left(- (γ - 1)^{-1/α}\right), \quad 1 ≤ i ≤ d.$$  

Corollary 5. Let $H$ be as in (G2), with $ω ∈ Ω_2(γ, τ)$ and $r = 2√ε$ satisfying (1.10). Assume that (A.1) is satisfied, and that (A.2), (A.3) and (A.4) are satisfied for the Hamiltonian $H_{λ,μ}$. Then, with the previous notations, we have the estimates

$$|α_i(T_ε, p_ε)| < α(1 + (γ - 1)^{-1/2}) \exp\left(- (γ - 1)^{-1/α}\right), \quad 1 ≤ i ≤ d.$$  

Let us note that the exponent in the exponential factor in our corollary is not far from being optimal, at least for $α > 1$, $d = n - 1$ and for a badly approximable vector $ω ∈ Ω_{2α(n - 1)}(γ, n - 2)$: indeed, in this case we have an exponentially small upper bound with the exponent $(2α(n - 1))^{-1}$, whereas in [14], a sequence of $ε_j$-perturbations, with $ε_j$ going to zero as $j$ goes to infinity, is constructed such that the perturbed system has an invariant hyperbolic torus of dimension $d = n - 1$, with $d - 1 = n - 2$ splitting angles which have an exponential small lower bound with the exponent $(2α(n - 1))^{-1}$.

Let us now briefly discuss the validity of our assumptions (A.1), (A.2), (A.3) and (A.4), referring to [12] for more details. Concerning (A.1), in principle it is just a simplifying assumption and it
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can be removed, though we shall not try to do it here. The assumption (A.2) is crucial as it ensures that the averaged system has an invariant hyperbolic torus. Then, using classical KAM theory, (A.3) follows from (A.2) under usual assumptions (there are many references in the analytic case, but we do not know any for non-analytic but sufficiently regular systems). Now concerning the existence of homoclinic orbits (A.4), this is a general assumption: using a variational argument one can prove that the mechanical system has orbits homoclinic to the hyperbolic fixed point and so the averaged system has orbits homoclinic to the hyperbolic torus $T(0)$, then assuming that the stable and unstable manifolds of $T(0)$ intersect transversely along one of these homoclinic orbits inside the energy level, the assumption (A.4) is satisfied, that is this homoclinic orbit for the averaged system can be continued to a homoclinic orbit for the full system.

Note that the results in Theorem 6 and Theorem 7 are just upper bounds on $d$ splitting angles. These splitting angles can actually be equal to zero, as we did not assume that the stable and unstable manifolds intersect transversely inside the energy level. As we have already mentioned, this transversality assumption implies (A.4) provided (A.1), (A.2) and (A.3) are satisfied, and, moreover, under this assumption, one can prove that they are exactly $d$ splitting angles which are non-zero and exponentially small as the other angles can only be polynomially small (we recall that at least one of them is zero, but we could have avoided this situation by taking a Poincaré section and by studying the associated discrete system).

12. Let us now give some details concerning the proof of Theorem 6 and Theorem 7, which follow from simple lemmas (the proof of which, or references, can be found in [12]).

Consider first the Hamiltonian $H_\lambda$, with its hyperbolic invariant torus $T_\lambda = T_{\lambda,0} = T_\lambda(0)$ with stable and unstable manifolds

$$W^\pm(T_\lambda) = \{I_1 = 0\} \times W^\pm(O_\lambda(0)).$$

Let us denote by $S^\pm_{\lambda} = S^\pm_{\lambda,0}$ the corresponding generating functions, and by $p_\lambda = p_{\lambda,0}$ the homoclinic point. From the expression of $W^\pm(T_\lambda)$, one immediately has $\partial_\theta S^\pm_{\lambda} = 0$. Let us write $M_\lambda = M(T_\lambda, p_\lambda)$. The following lemma is then obvious.

**Lemma 1.** The matrix $M_\lambda$ admits the following block decomposition:

$$M_\lambda = \begin{pmatrix} 0 & 0 \\ 0 & M^\perp_\lambda \end{pmatrix},$$

where $M^\perp_\lambda = \partial^2_\theta (S^+_{\lambda} - S^-_{\lambda})(\theta_\lambda)$ is a square symmetric matrix of size $m$.

Note that the matrix $M^\perp_\lambda$ always has zero as an eigenvalue (because we are in a continuous setting), and that the fact that $W^\pm(T_\lambda)$ intersect transversely along the homoclinic orbit inside the energy level is equivalent to zero being a simple eigenvalue of $M^\perp_\lambda$.

Now let us come back to the Hamiltonian $H_{\lambda,\mu}$, and let us write $M_{\lambda,\mu} = M(T_{\lambda,\mu}, p_{\lambda,\mu})$. From assumption (A.3) the second derivatives of the functions $S^\pm_{\lambda,\mu}$ are $\mu$-close to the second derivatives of $S^\pm_{\lambda}$ for the $C^0$-topology. This immediately implies the following lemma, where we also denote by $|.|$ the norm induced by the supremum norm on the space of matrices.

**Lemma 2.** We have the estimate

$$|M_{\lambda,\mu} - M_\lambda| < \mu.$$

Then, in order to use the previous lemma, we need to know how the eigenvalues of a symmetric matrix vary under perturbation. This is the content of the next lemma, where we denote by $d$ the distance on $\mathbb{R}^n$ induced by the supremum norm.

**Lemma 3.** Let $A$ and $A'$ be two symmetric matrices, with spectrum $\text{Spec}(A)$ and $\text{Spec}(A')$. Then we have the estimate

$$d(\text{Spec}(A), \text{Spec}(A')) \leq |A - A'|.$$
Note that the above lemma is quite specific to symmetric matrices, and the fact that the splitting matrix is indeed symmetric in the general case (in our restricted case, this is obvious by definition) ultimately comes from the Lagrangian character of the stable and unstable manifolds.

The proof of Theorem 6 is now a straightforward consequence of Lemma 1, Lemma 2 and Lemma 2.

Let us now come back to the Hamiltonian $H$ as in (G2). It is related to the Hamiltonian $\mathcal{H}_{\lambda(\epsilon),\mu(\epsilon)}$ by a scaling transformation and by a symplectic transformation $\Phi$. The effect of the scaling transformation is simply to multiply the splitting matrix by $\sqrt{\epsilon}$. The effect of the symplectic transformation is more complicated to describe, but the overall effect is contained in the following lemma, where we denote $M_\epsilon = M(T_\epsilon, p_\epsilon)$.

**Lemma 4.** There exist two invertible square matrices $B$ and $C$ of size $n$ such that
$$
M_\epsilon = \sqrt{\epsilon}BM_{\lambda(\epsilon),\mu(\epsilon)}C
$$
where $B$ and $C$ satisfy
$$
|B| < 1 + (\Delta^*_\epsilon (\cdot \sqrt{\epsilon}^{-1}))^{-1}, \quad |C^{-1}| < 1 + (\Delta^*_\epsilon (\cdot \sqrt{\epsilon}^{-1}))^{-1}.
$$

The matrices $B$ and $C$ depend on the differential of the transformation $\Phi$ (we refer to [12], Proposition 1.5.4 for an explicit expression), and the estimates on $B$ and $C$ follow from the estimates on $\partial_\Phi \Phi_0$ and $\partial_\Phi \Phi_I$ contained in (1.8) in Theorem 2.

Finally, we need yet another lemma from linear algebra.

**Lemma 5.** Let $A$ and $A'$ be two symmetric matrices, with $A' = BAC$ for two invertible square matrices $B$ and $C$ of size $n$. Assume that $A$ has $d$ eigenvalues in the interval $(-\delta, \delta)$. Then $A'$ has $d$ eigenvalues in the interval $(-\delta |B||C^{-1}|, \delta |B||C^{-1}|)$.

The proof of Theorem 7 is now an obvious consequence of Theorem 6, Lemma 4 and Lemma 5.

### 4. PROOF OF THE MAIN RESULTS

This section is devoted to the proofs of Theorem 1 and Theorem 2.

**13.** Let us first state an approximation lemma of an arbitrary vector by linearly independent periodic vectors, which was proved in [2]. Recall that a vector $v \in \mathbb{R}^n \setminus \{0\}$ is called periodic if there exists a real number $t > 0$ such that $tv \in \mathbb{Z}^n$. In this case, $T = \inf\{t > 0 \mid tv \in \mathbb{Z}^n\}$ is called the period of $v$, and a periodic vector with period $T$ will be simply called $T$-periodic. It is easy to see that a vector is periodic if and only if its minimal rational subspace is one-dimensional.

Now consider an arbitrary vector $\omega \in \mathbb{R}^n \setminus \{0\}$, and let $d$ be the dimension of its minimal rational subspace $F = F_\omega$. For a given $Q \geq 1$, it is always possible to find a $T$-periodic vector $v \in F$, which is a $Q$-approximation in the sense that $|T\omega - Tv| \leq Q^{-1}$, and for which the period $T$ satisfies the upper bound $T < Q^{d-1}$; this is essentially the content of Dirichlet’s theorem. Then it is not hard to see that there exist not only one, but $d$ linearly independent periodic vectors in $F$ which are $Q$-approximations. Moreover, one can obtain not only linearly independent vectors, but periodic vectors $v_1, \ldots, v_d$ of periods $T_1, \ldots, T_d$ such that the integer vectors $T_1v_1, \ldots, T_dv_d$ form a $\mathbb{Z}$-basis of $\mathbb{Z}^n \cap F$. However, the upper bound on the associated periods $T_1, \ldots, T_d$ is necessarily larger than $Q^{d-1}$, and is given by a function that we call here $\Psi_\omega'$ (once again, see [2] for more precise and general information, but note that in [2] $\Psi_\omega'$ was denoted by $\Psi_\omega$ and $\Psi_\omega$, which we defined in (1.1), was denoted by $\Psi_\omega'$). The main Diophantine result of [2] is that this function $\Psi_\omega'$ is in fact equivalent to the function $\Psi_\omega$, up to constants and for $Q$ large enough. This gives the following result.

**Proposition 1.** Let $\omega \in \mathbb{R}^n \setminus \{0\}$. For any $Q > 1$, there exist $d$ periodic vectors $v_1, \ldots, v_d$, of periods $T_1, \ldots, T_d$, such that $T_1v_1, \ldots, T_dv_d$ form a $\mathbb{Z}$-basis of $\mathbb{Z}^n \cap F$ and for $j \in \{1, \ldots, d\}$,
$$
|\omega - v_j| < (T_j Q)^{-1}, \quad 1 < T_j < \Psi_\omega(Q).
$$
For the proof, we refer to [2], Proposition 2.3. The implicit constants depend only on \( d \) and \( \omega \) (the dependence on \( \omega \) is through its norm \(|\omega|\) and the discriminant of the lattice \( \mathbb{Z}^n \cap F \)).

Now a consequence of the fact that the vectors \( T_1v_1, \ldots, T_dv_d \) form a \( \mathbb{Z} \)-basis of \( \mathbb{Z}^n \cap F \) is contained in the following corollary. For simplicity, we shall write \([\cdot]_{v_1, \ldots, v_d} = [\cdots [\cdot]_{v_1} \cdots]_{v_d} \), where \([\cdot]_w \) has been defined for an arbitrary vector \( w \) in (1.3).

**Corollary 6.** Under the assumptions of Proposition 1, let \( l, \omega(I) = \omega \cdot I + l, v_j(I) = v_j \cdot I \) for \( j \in \{1, \ldots, d\} \). For any \( g \in C^1(D_R) \), we have \([g]_\omega = [g]_{v_1, \ldots, v_d} \) and therefore \([g, l, \omega] = 0 \) if and only if \([g, l, v_j] = 0 \) for any \( j \in \{1, \ldots, d\} \).

**Proof.** Let \( \Lambda = \mathbb{Z}^n \cap F \) and \( dv \) be the Haar measure on the compact quotient group \( F/\Lambda \). The flow \( \chi_t \) leaves invariant the foliation on \( \mathbb{T}^n \) induced by the trivial affine foliation on \( \mathbb{R}^n \) defined by \( F \). Each leaf of this foliation on \( \mathbb{T}^n \) is diffeomorphic to \( F/\Lambda \), and the restriction of \( \chi_t \) to each leaf is uniquely ergodic. By Birkhoff’s ergodic theorem, we have

\[
[g]_\omega = \lim_{s \to +\infty} \frac{1}{s} \int_0^s g \circ \chi_t dt = \int_{\theta \in F/\Lambda} g \circ \chi_t d\theta.
\]

Also, as \( T_jv_j \) is an integer vector, we have

\[
[g]_{v_j} = \lim_{s \to +\infty} \frac{1}{s} \int_0^s g \circ \chi_t dt = \frac{1}{T} \int_0^T g \circ \chi_t dt = \int_0^1 g \circ \chi_t_{T_jv_j} dt.
\]

Using the fact that the vectors \( T_1v_1, \ldots, T_dv_d \) form a \( \mathbb{Z} \)-basis of \( \Lambda \), the first assertion follows easily from these expressions by a change of variables. Now if \([g, l, v_j] = 0 \) for any \( j \in \{1, \ldots, d\} \), then \( g = [g]_{v_j} \) and so by the first assertion, \( g = [g]_\omega \), which means that \([g, l, \omega] = 0 \). Conversely, if \([g, l, \omega] = 0 \), then \( g = [g]_\omega \) and therefore \( g = [g]_{v_1, \ldots, v_d} \) by the first assertion. Since the maps \([\cdot]_{v_j} \) are projectors (that is \([\cdot]_{v_j} = [\cdot]_{v_j} \)), this implies that

\[
[g]_{v_j} = [g]_{v_1, \ldots, v_d, v_j} = [g]_{v_1, \ldots, v_d} = g,
\]

and since they commute, we eventually find \([g]_{v_j} = g \) for any \( j \in \{1, \ldots, d\} \) and therefore \([g, l, v_j] = 0 \) for any \( j \in \{1, \ldots, d\} \).

**14.** Then we shall make use of the statement of Theorem 1 (or Corollary 1) in the particular case \( d = 1 \), that is when \( F \) is one-dimensional, which was proved in [16]. As previously stated, in this situation the vector is in fact periodic so we shall denote it by \( v \), and for any non-zero integer vector \( k \in F \), we have the lower bound \(|k \cdot v| \geq T^{-1} \) and so we will have \( \Delta \geq (T\varepsilon)^{-1} \) in the statement of Theorem 1 (or \( \tau = 0 \) and \( \gamma = T^{-1} \) in the statement of Corollary 1) for this particular case.

For subsequent use, we introduce another parameter \( \nu > 0 \) and consider the Hamiltonian

\[
\begin{aligned}
H(\theta, I) &= l_\nu(I) + s(I) + u(\theta, I), \quad (\theta, I) \in D_R, \\
T &\in \mathbb{Z}, \quad |s|_{\alpha, \nu} \leq \nu, \quad |u|_{\alpha, \nu} \leq \varepsilon.
\end{aligned}
\]

Let us define \( \delta = (2d)^{-1}R \). Then we have the following result.

**Proposition 2.** Let \( H \) be as in (4.1), and assume that

\[
\varepsilon < \nu, \quad T \nu < 1.
\]

Then there exists a symplectic map \( \Phi \in G^{\alpha, L'}(D_R - \delta, D_R) \), with \( C = 1 \) and \( L' = CL \), such that

\[
H \circ \Phi = l_\nu + s + |u|_{\nu} + u' + \tilde{u}, \quad \{u', l_\nu\} = 0
\]

with the estimates

\[
|\Phi - \text{Id}|_{\alpha, L'} < T\nu, \quad |u'|_{\alpha, L'} < \varepsilon T\nu, \quad |\tilde{u}|_{\alpha, L'} < \varepsilon \exp(- \cdot (T\nu)^{-1/\alpha}).
\]
Let us further define $L$ as the perturbation. Since we have assumed that $\varepsilon < \mu$, the size of the perturbation is of order $\mu$, and thus $L$ is integrable, the size of the non-resonant part of the perturbation is of order $\varepsilon$. Note that if we are only interested in the periodic case, then we may take $s = 0$ in (4.1), $\varepsilon = \nu$ and write $u = f$ in the statement of Proposition 2, and this gives exactly the statement of Theorem 1.

For a proof of Proposition 2, we refer to [16], Proposition 3.2 (note that in [16], the size of the perturbation is called $\varepsilon$ instead of $\mu$, and the size of the non-resonant part of the perturbation is called $\varepsilon'$ instead of $\varepsilon$). The implicit constants in the above statement depend only on $n, R, \alpha$ and $L$.

Let us now state a simple algebraic property (in our restricted setting), which complements Proposition 2.

**Proposition 3.** Under the assumptions of Proposition 2, suppose that $l_w$ is a linear integrable Hamiltonian such that $\{u, l_w\} = 0$. Then, in the conclusions of Proposition 2, we have $\{u', l_w\} = 0$.

This property has been used several times (this was first used in [1] and [19]) and is valid under much more general assumptions, we refer to [4] for a proof in the analytic case (see also [6]). Of course, this is a purely algebraic property, and is valid regardless of the regularity of the system.

**15.** Now we can finally prove Theorem 1, which is a straightforward consequence of the more flexible proposition below.

**Proposition 4.** Let $H$ be as in (G1), and $Q \geq 1$. If

$$Q \cdot 1, \quad \varepsilon < \Delta_\omega(Q)^{-1},$$

then there exists a symplectic map $\Phi \in G^{\alpha, \tilde{L}}(\mathcal{D}_{R/2}, \mathcal{D}_R)$, with $\tilde{L} = \cdot L$, such that

$$H \circ \Phi = l_\omega + |f|_\omega + g + \tilde{f}, \quad \{g, l_\omega\} = 0$$

with the estimates

$$|\Phi - \text{Id}|_{\alpha, \tilde{L}} < Q^{-1}, \quad |g|_{\alpha, \tilde{L}} < \varepsilon Q^{-1}, \quad |\tilde{f}|_{\alpha, \tilde{L}} < \varepsilon \exp \left( - \cdot Q^{-1/\alpha} \right).$$

**Proof (Proof of Theorem 1).** We choose

$$Q = \Delta_{\omega}(\varepsilon^{-1})$$

with a well-chosen implicit constant so that the second part of (4.3) is satisfied. Proposition 4 with this value of $Q$ implies Theorem 1, as the first part of (4.3) is satisfied by the threshold (1.4).

It remains to prove Proposition 4.

**Proof (Proof of Proposition 4).** Recall that we are considering $H$ as in (G1). Since $Q \cdot 1$ by the first part of (4.3), we can apply Proposition 1: there exist $d$ periodic vectors $v_1, \ldots, v_d$, of periods $T_1, \ldots, T_d$, such that $T_1 v_1, \ldots, T_d v_d$ form a $Z$-basis of $\mathbb{Z}^n \cap F$ and for $j \in \{1, \ldots, d\}$,

$$|\omega - v_j| < (T_j Q)^{-1}, \quad 1 < T_j < \Psi_\omega(Q).$$

For $j \in \{1, \ldots, d\}$, let us define

$$s_j = l_\omega - l_{v_j}, \quad \nu_j = (T_j Q)^{-1}$$

with a suitable implicit constant so that $|s_j|_{\alpha, L} \leq \nu_j$. Note that $l_\omega = l_{v_j} + s_j$, and that $T_j \nu_j = \cdot Q^{-1}$. Let us further define $L_j = C^j L$ and $R_j = R - j \delta$ so that in particular $R_d = R/2$.

Then we claim that for all $1 \leq j \leq d$, there exists a symplectic map $\Phi_j \in G^{\alpha, L_j}(\mathcal{D}_{R_j}, \mathcal{D}_R)$ such that

$$H \circ \Phi_j = l_\omega + |f|_{v_1, \ldots, v_j} + g_j + f_j, \quad \{g_j, l_{v_i}\} = 0$$

for any $1 \leq i \leq j$, with the estimates

$$|\Phi_j - \text{Id}|_{\alpha, L_j} < Q^{-1}, \quad |g_j|_{\alpha, L_j} < \varepsilon Q^{-1}, \quad |f_j|_{\alpha, L_j} < \varepsilon \exp(- \cdot Q^{-1/\alpha}).$$
The proof of the proposition follows from this claim: it is sufficient to let \( \Phi = \Phi_d \), \( g = g_d \), \( \tilde{f} = f_d \)
and \( \tilde{L} = L_d \), since from Corollary 6, \( [f]_{v_1, \ldots, v_d} = [f]_\omega \) and \( \{g, l_{v_i}\} = 0 \) for \( 1 \leq i \leq d \) is equivalent to
\( \{g, l_{\omega}\} = 0 \).

Now let us prove the claim by induction. For \( j = 1 \), writing \( l_{\omega} = l_{v_1} + s_1 \), this is nothing but
Proposition 2 (up to a change of notations, namely \( s_1 \) instead of \( s \), \( f \) instead of \( u, g_1 \) instead of \( u' \) and \( f_1 \) instead of \( \tilde{u} \)). So assume the statement holds true for some \( 1 \leq j \leq d - 1 \), and let us prove that it
is true for \( j + 1 \). By the inductive assumption, there exists a symplectic map \( \Phi_j \in G^{\alpha, L_j}_{\omega}(D_{R_j}, D_R) \)
such that
\[
H \circ \Phi_j = l_{\omega} + [f]_{v_1, \ldots, v_j} + g_j + f_j, \quad \{g_j, l_{v_i}\} = 0,
\]
for any \( 1 \leq i \leq j \), with the estimates
\[
|\Phi_j - \text{Id}|_{\alpha, L_j} < Q^{-1}, \quad |g_j|_{\alpha, L_j} < \varepsilon Q^{-1}, \quad |f_j|_{\alpha, L_j} < \varepsilon \exp(-\cdot Q^{-1/\alpha}).
\]
Now let us consider the Hamiltonian
\[
H \circ \Phi_j - f_j = l_{\omega} + [f]_{v_1, \ldots, v_j} + g_j = l_{v_{j+1}} + s_{j+1} + [f]_{v_1, \ldots, v_j} + g_j = l_{v_{j+1}} + s_{j+1} + u_j
\]
with \( u_j = [f]_{v_1, \ldots, v_j} + g_j \), so \( |u_j|_{\alpha, L_j} < (\varepsilon + \varepsilon Q^{-1}) < \varepsilon \). We want to apply Proposition 2 to this
Hamiltonian, and we observe that (4.3) implies (4.2): indeed, \( Q > 1 \) implies \( T_j v_j \cdot Q^{-1} < 1 \), whereas
\[
\varepsilon < \Delta_\omega(Q)^{-1} = (Q \Psi_\omega(Q))^{-1} < (T_j Q)^{-1} = \nu_j.
\]
So we can apply Proposition 2: there exists a symplectic map \( \Phi^{j+1} \in G^{\alpha, L_{j+1}}_{\omega}(D_{R_{j+1}}, D_{R_j}) \) such that
\[
(H \circ \Phi_j - f_j) \circ \Phi^{j+1} = l_{v_{j+1}} + s_{j+1} + [u_j]_{v_{j+1}} + u_j' + \tilde{u}_j
\]
\[
= l_{\omega} + [f]_{v_1, \ldots, v_j} + g_j]_{v_{j+1}} + u_j' + \tilde{u}_j
\]
\[
= l_{\omega} + [f]_{v_1, \ldots, v_{j+1}} + [g_j]_{v_{j+1}} + u_j' + \tilde{u}_j
\]
with \( \{u_j', l_{v_{j+1}}\} = 0 \) and the estimates
\[
|\Phi^{j+1} - \text{Id}|_{\alpha, L_{j+1}} < T_j v_{j+1} \cdot Q^{-1}
\]
and
\[
|u_j'|_{\alpha, L_{j+1}} < \varepsilon Q^{-1}, \quad |\tilde{u}_j|_{\alpha, L_{j+1}} < \varepsilon \exp(-\cdot (T_{j+1} v_{j+1})^{-1/\alpha}) = \varepsilon \exp(-\cdot Q^{-1/\alpha}).
\]
Obviously, we have \( |[g_j]_{v_{j+1}}|_{\alpha, L_j} < \varepsilon Q^{-1} \), so we set
\[
\Phi_{j+1} = \Phi_j \circ \Phi^{j+1}, \quad g_{j+1} = [g_j]_{v_{j+1}} + u_j', \quad f_{j+1} = \tilde{u}_j + f_j \circ \Phi^{j+1}.
\]
We have \( \Phi_{j+1} \in G^{\alpha, L_{j+1}}_{\omega}(D_{R_{j+1}}, D_{R_j}) \), and since
\[
|\Phi^{j+1} - \text{Id}|_{\alpha, L_{j+1}} < Q^{-1} < 1,
\]
using Corollary 7 we have the estimate
\[
|\Phi_{j+1} - \text{Id}|_{\alpha, L_{j+1}} \leq |\Phi_j - \text{Id}|_{\alpha, L_j} + |\Phi^{j+1} - \text{Id}|_{\alpha, L_{j+1}} < Q^{-1}.
\]
Now \( \{g_j, l_{v_i}\} = 0 \) for \( 1 \leq i \leq j \) from the induction hypothesis, and obviously we have
\( \{[f]_{v_1, \ldots, v_j}, l_{v_i}\} = 0 \) for \( 1 \leq i \leq j \), hence \( \{u_j, l_{v_i}\} = 0 \) for \( 1 \leq i \leq j \). Then if we apply Proposition 3
with \( l_{\omega} = l_{v_i} \) for \( 1 \leq i \leq j \), we obtain that \( \{u_j', l_{v_i}\} = 0 \) for \( 1 \leq i \leq j \). But \( \{u_j', l_{v_{j+1}}\} = 0 \) and
hence \( \{u_j', l_{v_i}\} = 0 \) for \( 1 \leq i \leq j + 1 \). Moreover, we claim that \( \{g_j, l_{v_i}\} = 0 \) for \( 1 \leq i \leq j \) implies
\( \{g_j, l_{v_{j+1}}\} = 0 \) for \( 1 \leq i \leq j \), and as \( \{[g_j]_{v_{j+1}}, l_{v_{j+1}}\} = 0 \), this gives \( \{[g_j]_{v_{j+1}}, l_{v_i}\} = 0 \) for \( 1 \leq i \leq j + 1 \), and this eventually gives \( \{g_{j+1}, l_{v_i}\} = 0 \) for \( 1 \leq i \leq j + 1 \). To prove the claim, note that since
\( \{l_{v_i}, l_{v_{j+1}}\} = 0 \) for \( 1 \leq i \leq j \), \( l_{v_i} = l_{v_i} \circ X^0_{v_{j+1}} \) and so
\[
\{[g_j]_{v_{j+1}}, l_{v_i}\} = \lim_{s \rightarrow +\infty} \frac{1}{s} \int_0^s \{g_j \circ X^t_{v_{j+1}}, l_{v_i}\} dt
\]
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which sends the domain $D$ neighborhood of size $r$ around the origin to obtain

Without loss of generality, we assume that $h$.

Proof (Proof of Theorem 2).

This proves the claim and completes the proof of the proposition.

Finally, from Lemma 6 and (4.4), we have

Let $\Phi = \partial h/\partial l_0$.

Moreover, for any $l = (l_1, l_2) \in \mathbb{N}^{2n}$, we have the estimates

and therefore

This proves the claim and completes the proof of the proposition.

16. Let us now prove Theorem 2, which is an easy consequence of Theorem 1. As before, this will be deduced from the more flexible proposition below.

Proposition 5. Let $H$ be as in (G2), and $Q \geq 1$. If

\[ Q > 1, \quad \varepsilon \leq r^2, \quad r < \Delta_\omega(Q)^{-1}, \quad r \leq R, \tag{4.5} \]

then there exists a symplectic map $\Phi \in G^s(D_{r/2}, D_r)$, such that

\[ H \circ \Phi = h + [f]_\omega + g + \tilde{f}, \quad \{g, l_\omega\} = 0. \]

Moreover, for any $l = (l_1, l_2) \in \mathbb{N}^{2n}$, we have the estimates

\[ |\Phi_I - \text{Id}_I|_{\alpha, \tilde{L}, l} < r^{-|l_2|}Q^{-1}, \quad |\Phi_\theta - \text{Id}_\theta|_{\alpha, \tilde{L}, l} < r^{-|l_2|}Q^{-1} \]

and

\[ |g|_{\alpha, \tilde{L}, l} < r^2 r^{-|l_2|}Q^{-1}, \quad |f|_{\alpha, \tilde{L}, l} < r^2 r^{-|l_2|} \exp \left( - \cdot Q^{-1/\alpha} \right). \]

Proof (Proof of Theorem 2). We choose

\[ Q = \Delta_\omega^*(r^{-1}) \]

with a well-chosen implicit constant so that the third part of (4.5) is satisfied. Proposition 5 with this value of $Q$ implies Theorem 2, as the other conditions of (4.5) are satisfied by (1.7).

Now let us prove Proposition 5.

Proof (Proof of Proposition 5). To analyze our Hamiltonian $H$ in the domain $D_r$, which is a neighborhood of size $r$ around the origin, we rescale the action variables using the map

\[ \sigma : (\theta, I) \longrightarrow (\theta, rI) \]

which sends the domain $D_1$ onto $D_r$, the latter being included in $D_R$ by the last part of (4.5). Let

\[ H' = r^{-1}(H \circ \sigma) \]

be the rescaled Hamiltonian, so $H'$ is defined on $D_1$ and reads

\[ H'((\theta, I) = r^{-1}H(\theta, rI) = r^{-1}h(rI) + r^{-1}f(\theta, rI), \quad (\theta, I) \in D_1. \]

Without loss of generality, we assume that $h(0) = 0$. Now, using Taylor’s formula, we can expand $h$ around the origin to obtain

\[ h(rI) = r\omega \cdot I + r^2 \int_0^1 (1 - t)\nabla^2 h(trI)(I, I)dt = r\omega \cdot I + r^2 h'(I) \]
and so we can write
\[ H' = l_\omega + f' \]
with
\[ f' = rh' + r^{-1}(f \circ \sigma). \]
Now we know that \(|f|_{\alpha, L} \leq \varepsilon\), so that \(|r^{-1}(f \circ \sigma)|_{\alpha, L} \leq r^{-1}\varepsilon\), and using the second part of (4.5), \(|r^{-1}(f \circ \sigma)|_{\alpha, L} \leq r\). Moreover, applying Lemma 7 (with \(s = 2\)) we have \(|h'|_{\alpha, L/2} < |h|_{\alpha, L} < 1\), so that \(|rh'|_{\alpha, L/2} < r\). This eventually gives \(|f'|_{\alpha, L/2} < r\). Now we will apply Proposition 4 to the Hamiltonian \(H' = l_\omega + f'\), defined on the domain \(D_1\) and such that \(|f'|_{\alpha, L/2} < r\). The first and third parts of condition (4.5) imply condition (4.3) with 1 instead of \(R\), \(L/2\) instead of \(L\) and \(r\) instead of \(\varepsilon\), so that there exists a symplectic map \(\Phi' \in G^{\alpha, L}(D_1/2, D_1)\), with \(\tilde{L} = L\), such that
\[ H' \circ \Phi' = l_\omega + [f']_\omega + g' + \tilde{f}', \quad \{g', l_\omega\} = 0 \]
with the estimates
\[ |\Phi' - \text{Id}|_{\alpha, \tilde{L}} < Q^{-1}, \quad |g'|_{\alpha, \tilde{L}} < rQ^{-1}, \quad |\tilde{f}'|_{\alpha, \tilde{L}} < r \exp \left(-\cdot Q^{-1/\alpha}\right). \]
Note that \([f']_\omega = [rh' + r^{-1}(f \circ \sigma)]_\omega = rh' + r^{-1}[f]_\omega \circ \sigma\), so the transformed Hamiltonian can be written as
\[ H' \circ \Phi' = l_\omega + rh' + r^{-1}[f]_\omega \circ \sigma + g' + \tilde{f}'. \]
Now, scaling back to our original coordinates, we define \(\Phi = \sigma \circ \Phi' \circ \sigma^{-1}\), therefore \(\Phi : D_{r/2} \rightarrow D_r\) and
\[ H \circ \Phi = rH' \circ \Phi' \circ \sigma^{-1} \]
\[ = r(l_\omega + rh' + r^{-1}[f]_\omega \circ \sigma + g' + \tilde{f}') \circ \sigma^{-1} \]
\[ = (rl_\omega + r^2h') \circ \sigma^{-1} + [f]_\omega + ry' \circ \sigma^{-1} + r\tilde{f}' \circ \sigma^{-1}. \]
Observe that \((rl_\omega + r^2h') \circ \sigma^{-1} = h\), so we may set
\[ g = ry' \circ \sigma^{-1}, \quad \tilde{f} = r\tilde{f}' \circ \sigma^{-1}, \]
and write
\[ H \circ \Phi = h + [f]_\omega + g + \tilde{f}. \]
The equality \(\{g, l_\omega\} = 0\) is obvious. Now let \(l = (l_1, l_2) \in \mathbb{N}^{2n}\). Observe that from the definition of \(\sigma\) and \(g\),
\[ \partial^I g = \partial_\theta^I \partial_\alpha^I g = rr^{-|l_2|}(\partial^I g') \circ \sigma^{-1} \]
so
\[ |\partial^I g|_{C^0(D_{r/2})} \leq rr^{-|l_2|}|\partial^I g'|_{C^0(D_{r/2})} \]
and therefore
\[ |g|_{\alpha, \tilde{L}, l} \leq rr^{-|l_2|}|g'|_{\alpha, \tilde{L}, l} < r^2r^{-|l_2|}Q^{-1}. \]
Replacing \(g'\) by \(\tilde{f}'\) in the above argument, we obtain
\[ |\tilde{f}'|_{\alpha, \tilde{L}, l} \leq rr^{-|l_2|}|\tilde{f}'|_{\alpha, \tilde{L}, l} < r^2r^{-|l_2|} \exp \left(-\cdot Q^{-1/\alpha}\right). \]
Finally, writing \(\Phi = (\Phi_\theta, \Phi_I)\) and \(\Phi' = (\Phi_\theta, \Phi'_I)\), we observe that \(\Phi_\theta = \Phi_\theta' \circ \sigma^{-1}\) and \(\Phi_I = r\Phi'_I \circ \sigma^{-1}\), which immediately gives the estimates for \(\Phi_\theta\) and \(\Phi_I\). This concludes the proof.
In this section we recall some technical estimates concerning Gevrey functions, taken from [16], which are used in the proofs.

Note that our Gevrey norm differs from the one in [16], in which the authors used

\[ \|H\|_{G^{\alpha,L}(\mathcal{D}_R)} = \sum_{l \in \mathbb{N}^{2n}} L^{l[\alpha]}(1)^{-\alpha} |\partial^l H|_{C^0(\mathcal{D}_R)} < \infty \]

instead of (1.2). However, these norms are “almost equivalent” in the sense that obviously we have \( \|H\|_{G^{\alpha,L}(\mathcal{D}_R)} \leq \|H\|_{G^{\alpha,L}(\mathcal{D}_R)} \) while, for instance, \( \|H\|_{G^{\alpha,L}(\mathcal{D}_R)} \leq 2^\alpha (2^\alpha - 1)^{-1} \|H\|_{G^{\alpha,L}(\mathcal{D}_R)} \). So this change only affects the implicit constants.

First recall that our proof of Theorem 1 proceeds by induction on \( 1 \leq j \leq d \), starting with the case \( d = 1 \), which is exactly Proposition 2, and the transformation in Theorem 1 is a composition of transformations given by Proposition 2. Therefore we shall have to estimate the Gevrey norm of a composition of functions, and unlike classical \( C^0 \) norms used in the analytic case, these estimates are not completely trivial.

**Lemma 6.** There exists a constant \( C \) depending on \( n, \alpha \) and \( L \) such that for any \( 0 < \delta < R \), if \( F \in G^{\alpha,L}(\mathcal{D}_R, \mathbb{R}^{2n}) \) and \( \Phi \in G^{\alpha,L'}(\mathcal{D}_{R'}, \mathcal{D}_R) \), with \( L' = CL \) and \( R' = R - \delta \), and if \( |\Phi - \text{Id}|_{\alpha,L'} < 1 \), then \( F \circ \Phi \in G^{\alpha,L'}(\mathcal{D}_{R'}, \mathbb{R}^{2n}) \) and we have the estimate

\[ |F \circ \Phi|_{\alpha,L'} \leq |F|_{\alpha,L}. \]

This lemma is contained in the statement of Corollary A.1, Appendix A.2, in [16], in the case where \( F \) is a real-valued function, but it can be extended immediately to vector-valued functions, by applying it component by component. The implicit constant also depends on \( \delta \), but the statement will be used for a value of \( \delta \) depending only on \( d \) and \( R \).

Here is a direct consequence, which we will also use.

**Corollary 7.** There exists a constant \( C \) depending on \( n, \alpha \) and \( L \) such that for any \( 0 < \delta < R \), if \( \Psi \in G^{\alpha,L}(\mathcal{D}_R, \mathbb{R}^{2n}) \) and \( \Phi \in G^{\alpha,L'}(\mathcal{D}_{R'}, \mathcal{D}_R) \), with \( L' = CL \) and \( R' = R - \delta \), and if \( |\Phi - \text{Id}|_{\alpha,L'} < 1 \), then \( \Psi \circ \Phi \in G^{\alpha,L'}(\mathcal{D}_{R'}, \mathbb{R}^{2n}) \) and we have the estimate

\[ |\Psi \circ \Phi - \text{Id}|_{\alpha,L'} \leq |\Psi - \text{Id}|_{\alpha,L} + |\Phi - \text{Id}|_{\alpha,L'}. \]

Let us also state a straightforward lemma which says that the Gevrey norm of a function controls the Gevrey norm of its derivatives, provided we restrict the parameter \( L \) (in the statement below, we simply choose \( L/2 \)).

**Lemma 7.** Let \( f \in G^{\alpha,L}(\mathcal{D}_R) \). For any \( s \in \mathbb{N} \), there exists a constant \( c \) depending on \( s, \alpha \) and \( L \) such that

\[ \sup_{l \in \mathbb{N}^{2n}, |l|=s} |\partial^l f|_{\alpha,L/2} \leq c |f|_{\alpha,L}. \]
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