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We perform a Principal Component Analysis (PCA) of \(v_3(p_T)\) in event-by-event hydrodynamic simulations of Pb+Pb collisions at the LHC. The PCA procedure identifies two dominant contributions to the two particle correlation function, which together capture 99.9% of the squared variance. We find that the subleading flow (which is the largest source of flow factorization breaking in hydrodynamics) is predominantly a response to the radial excitations of a third-order eccentricity. We present a systematic study of the hydrodynamic response to these radial excitations in 2+1D viscous hydrodynamics. Finally, we construct a good geometrical predictor for the orientation angle and magnitude of the leading and subleading flows using two Fourier modes of the initial geometry.

I. INTRODUCTION

Two particle correlation measurements in ultra-relativistic heavy ion collisions provide an extraordinarily detailed test of the hydrodynamic description of heavy ion events. Indeed, the measured two particle correlations exhibit elliptic, triangular, and higher harmonic flows, which can be used to constrain the transport properties of the Quark Gluon Plasma (QGP) produced in heavy ion collisions [1, 2]. In hydrodynamic simulations of heavy-ion events, fluctuations in the initial state are propagated by the expansion dynamics of the QGP, and this expansion ultimately induces fluctuations in the momentum spectra of the produced particles. Thus, measurements of the momentum space fluctuations (or correlations) constrain the properties of the QGP expansion and the initial state. The purpose of the current paper is to classify and to quantify the dominant momentum space fluctuations in (boost-invariant) event-by-event hydrodynamics, and then to optimally correlate these fluctuations in momentum space with specific fluctuations in the initial state geometry. The current paper is focused on triangular flow, since it is a strong signal and driven entirely by fluctuations [3]. The corresponding studies of the other harmonics are postponed for future work.

Due to flow fluctuations the correlation matrix of event-by-event triangular flows, \(\langle V_3(p_{T1})V_3^*(p_{T2})\rangle\), in hydrodynamics does not factorize [4]. Factorization breaking is quantified by the parameter \(r(p_{T1},p_{T2})\),

\[
\begin{align*}
  r(p_{T1},p_{T2}) & \equiv \frac{\langle V_3(p_{T1})V_3^*(p_{T2})\rangle}{\sqrt{\langle |V_3(p_{T1})|^2 \rangle \langle |V_3(p_{T2})|^2 \rangle}} \leq 1, \quad (1)
\end{align*}
\]

which must be less than unity when there are several statistically independent sources of triangular flow in the event sample [4]. Factorization breaking has been studied in event-by-event hydrodynamics [4–6] and compares reasonably to the measured data for appropriate parameters [6]. It is generally understood from these analyses that factorization breaking is caused by the hydrodynamic response to geometrical properties of the initial state that are poorly characterized by the coarse geometrical measure \(\varepsilon_3\). For instance, in Ref. [6] the \(r(p_{T1},p_{T2})\) matrix was found to be sensitive to a parameter controlling the roughness of the initial state. In Ref. [5] it was suggested that a careful study of the \(r\)-matrix and other observables could be used to test hydrodynamic predictions for the \(p_T\)-dependence of the event plane angle, which arises when multiple triangular flows are present in a single event. The current paper clarifies the origin of factorization breaking by associating the largest non-factorizable contribution to the triangular flow with the hydrodynamic response to the first radial excitation in the triangular geometry.

First, in Section II we use Principal Component Analysis (PCA) of the harmonic spectrum to analyze the transverse momentum dependence of the third harmonic in boost invariant event-by-event hydrodynamics. PCA is a statistical technique that decomposes the flow correlation matrix into eigenvectors and eigenvalues [7]. The procedure naturally identifies the most important contributions to flow fluctuations. Typically only two modes are needed to give an excellent description of the full covariance matrix \(\langle V_3(p_{T1})V_3^*(p_{T2})\rangle\) to 0.1% accuracy. When there are only two significant eigenvectors (or triangular flow patterns), the \(r\)-matrix can be expressed as [7]

\[
  r(p_{T1},p_{T2}) \simeq 1 - \frac{1}{2} \frac{V_3^{(2)}(p_{T1}) - V_3^{(2)}(p_{T2})}{V_3^{(1)}(p_{T1}) - V_3^{(1)}(p_{T2})}^2, \quad (2)
\]

where \(V_3^{(i)}(p_T)\) and \(V_3^{(i)}(p_T)\) are the first and second eigenvectors\(^1\).

\(^1\) As described in Section II, the eigenvectors are normalized to the eigenvalue \(\int_0^\infty dp_T \langle V_3^{(n)}(p_T) \rangle = \lambda_n\), and we are assuming that \(\lambda_1 \gg \lambda_2\).
The leading mode of the third harmonic is strongly correlated with the triangular event plane \([3]\), and thus is essentially equivalent to familiar measurements of \(v_3(p_T)\) with the scalar product or event plane method. However, the subleading mode is uncorrelated with the leading event plane, and is therefore projected out in most measurements of harmonic flow. Section III studies the basic properties of the subleading triangular flow, such as its dependence on centrality and viscosity.

In Section IV A we show that the subleading triangular flow arises (predominantly) from the radial excitation of the triangular geometry. To reach this conclusion we first directly calculate the average geometry in the event plane of the leading and subleading flows. This averaged geometry (as explained in Section IV A) is shown in Fig. 4 and exhibits a familiar triangular shape for the leading flow, and a triangular shape with a radial excitation for the subleading flow.

Having identified the physical origin of the subleading flow, we will introduce several geometric predictors which (with various degrees of accuracy) quantitatively predict the magnitude and orientation of the subleading flow in event-by-event hydrodynamics based on the initial data, in much the way that \(\varepsilon_3\) predicts the orientation and magnitude of the leading \(v_3(p_T)\).

As a first step, in Section IV B we correlate the principal momentum space fluctuations with the Fourier modes of the geometry. Based on this analysis in Section IV C we construct a good geometrical predictor for the orientation angle and magnitudes of the leading and subleading flows based on two Fourier modes.

For comparison, we also correlate the subleading flow with a linear combination of the complex \(\varepsilon_{3,3}\) and \(\varepsilon_{3,5}\),

\[
\varepsilon_{3,3} \equiv -\frac{\langle r^3 e^{i\phi} \rangle}{R_{\text{rms}}^3}, \quad (3a)
\]

\[
\varepsilon_{3,5} \equiv -\frac{\langle r^3 e^{i\phi} \rangle}{R_{\text{rms}}^5}, \quad (3b)
\]

where the square brackets \([\ ]\) denote an average over the initial entropy density in a specific event, and \(R_{\text{rms}} = \sqrt{\langle r^2 \rangle}\) is the event averaged root-mean-square radius. Note that our definitions of \(\varepsilon_{3,3}\) and \(\varepsilon_{3,5}\) are chosen to make the event-by-event quantities \(\varepsilon_{3,3}\) and \(\varepsilon_{3,5}\) linear in the fluctuations, since the denominator is a constant event-averaged quantity. In this respect this definition is different from the conventional one which is a nonlinear function of the initial perturbations\(^2\) (see Section II B for further explanation). We find that the subleading mode is also reasonably correlated with a linear combination of these two quantities, but the quality of this predictor is considerably worse than a predictor based on two specific Fourier modes.

The geometric predictors described above are ultimately based on the assumption of linear response. At least for the third harmonic (the scope of this paper), these assumptions are checked in Section V. In this section we explicitly compare the response to the average (“single-shot” hydrodynamics \([9]\)) and the average response (event-by-event hydrodynamics). We find reasonable agreement between these two computational strategies for both the leading and subleading triangular modes.

II. PCA OF TRIANGULAR FLOW IN EVENT-BY-EVENT HYDRODYNAMICS

A. Principal components

PCA was recently introduced in Ref. \([7]\) (which includes one of the authors) to quantify the dominant momentum space fluctuations of harmonic flows in transverse momentum and rapidity in a precise way. This section provides a brief review of this statistical technique.

Paraphrasing Ref. \([7]\), in the flow picture of heavy ion collisions the particles in each event are drawn independently from a single particle distribution which fluctuates from event to event. The event-by-event single particle distribution is expanded in a Fourier series

\[
\frac{dN}{dp} = V_0(p_T) + \sum_{n=1}^{\infty} V_n(p_T)e^{-in\varphi} + \text{h.c.}, \quad (4)
\]

where \(dp = dp_T d\varphi\) notates the phase space, \(\varphi\) is the azimuthal angle of the distribution, and h.c. denotes hermitian conjugate. \(V_n(p_T)\) is a complex Fourier coefficient recording the magnitude and orientation of the \(n\)-th harmonic flow. This definition deviates from the common practice of normalizing the complex Fourier coefficient by the multiplicity, \(v_n(p_T) = V_n(p_T)/V_0(p_T)\).

Up to non-flow corrections of order the multiplicity \(N\), the long range part of the two particle correlation function is determined by the statistics of the event-by-event fluctuations of the singles distribution

\[
\left\langle \frac{dN_{\text{pairs}}}{dp_1 dp_2} \right\rangle = \left\langle \frac{dN}{dp_1} \frac{dN}{dp_2} \right\rangle + \mathcal{O}(N). \quad (5)
\]

If the two particle correlation function is also expanded in a Fourier series

\[
\left\langle \frac{dN_{\text{pairs}}}{dp_1 dp_2} \right\rangle = \sum_n V_n\Delta(p_T_1, p_T_2)e^{-in(\varphi_1 - \varphi_2)}
\]

then this series determines the statistics of \(V_n(p_T)\)

\[
V_n\Delta(p_T_1, p_T_2) = \langle V_n(p_T_1)V_n^*(p_T_2) \rangle. \quad (7)
\]

\(^2\) We compared analogous results with \(\varepsilon_{3,3}\) and \(\varepsilon_{3,5}\) defined via cumulants \([8]\), and found them marginally worse than the ones presented in this paper.
The covariance matrix $V_{\Delta}(p_{T1},p_{T2})$, which is real, symmetric, and positive-semidefinite, can be decomposed into real eigenvectors,

$$V_{\Delta}(p_{T1},p_{T2}) = \sum_{a} \lambda^{a} \phi^{(a)}(p_{T1}) \phi^{(a)}(p_{T2}), \quad (8)$$

$$= \sum_{a} V_{n}^{(a)}(p_{T1}) V_{n}^{(a)}(p_{T2}), \quad (9)$$

where $V_{n}^{(a)}(p_{T}) \equiv \sqrt{\lambda^{a}} \psi^{(a)}(p_{T})$ and $\int_{0}^{\infty} dp_{T} \psi^{(a)}(p_{T})^{2} = \delta_{ab}$. As discussed above we have not normalized $V_{3}(p_{T})$ by the multiplicity. To make contact with previous work, we define and present numerical results for

$$\|V_{n}^{(a)}\|^2 = \frac{\int \langle V_{n}^{(a)}(p_{T}) \rangle^{2} dp_{T}}{\int \langle dN/dp_{T} \rangle^{2} dp_{T}} = \frac{\lambda^{a}}{\int \langle dN/dp_{T} \rangle^{2} dp_{T}}, \quad (10)$$

which scales with multiplicity and $\varepsilon_{3}$ in the same way as an integrated $v_{3}(2)$ measurement. Typically in event-by-event hydrodynamics (as will be shown below) the eigenvalues are strongly ordered, and two eigenvectors describe the variance in the harmonic flow to 0.1% accuracy. Thus, PCA provides a remarkably economical description of the momentum dependence of flow fluctuations.

The harmonic flow in each event can be decomposed into its principal directions,

$$V_{3}(p_{T}) = \xi_{1} V_{3}^{(1)}(p_{T}) + \xi_{2} V_{3}^{(2)}(p_{T}) + \ldots \quad (11)$$

The real vectors $V_{3}^{(1)}(p_{T}), V_{3}^{(2)}(p_{T}), \ldots$ (which do not fluctuate from event to event) record the root-mean-square amplitude of the leading and subleading flows. The complex coefficients $\xi_{1}, \xi_{2}, \ldots$ indicate the orientation and event-by-event amplitude of their respective flows. The amplitudes of the different components are uncorrelated by construction

$$\langle \xi_{a} \xi_{b}^{*} \rangle = \delta_{ab} \quad (12)$$

The original impetus for this work was a desire to understand which aspects of the geometry are responsible for the orientation angle of the second principal component.

**B. Simulations**

In this paper we will use boost-invariant event-by-event hydrodynamics to study the principal components of $V_{3}(p_{T})$ for LHC initial conditions. The implementation details of the hydrodynamics code will be reported elsewhere, and here we will note only the most important features. Our simulations are boost invariant and implement second order viscous hydrodynamics [10], using a codebase which has been developed previously [11, 12]. For the initial conditions we use the Phobos Glauber Monte Carlo [13], and we distribute the entropy density in the transverse plane according to a two component model. Specifically, for the $i_{th}$ participant we assign a weight

$$A_{i} \equiv \kappa \left( \frac{1-\alpha}{2} + \frac{\alpha}{2} (n_{coll})_{i} \right), \quad (13)$$

with $\alpha = 0.11$, and $\kappa = 35.1$ for $\eta/s = 0.08$, and $\kappa = 32.8$ for $\eta/s = 0.16$. $(n_{coll})_{i}$ is the number of binary collisions experienced by the $i_{th}$ participant; so the total number of binary collisions is $N_{coll} = \frac{1}{2} \sum_{i} (n_{coll})_{i}$. The entropy density in the transverse plane at initial time $\tau_{o}$ and transverse position $\mathbf{x} = (x, y)$ is taken to be

$$s(\tau_{o}, \mathbf{x}) = \sum_{i \in N_{parts}} s_{i}(\tau_{o}, \mathbf{x} - \mathbf{x}_{i}), \quad (14)$$

where $\mathbf{x}_{i} = (x, y)$ labels the transverse coordinates of the $i_{th}$ participant, and

$$s_{i}(\tau_{o}, \mathbf{x}) = A_{i} \frac{1}{\tau_{o} (2 \pi \sigma^{2})} e^{-\frac{x^2}{2 \sigma^{2}} - \frac{y^2}{2 \sigma^{2}}}, \quad (15)$$

with $\sqrt{2} \sigma = 0.7 \text{fm}$. The parameters $\kappa$ and $\alpha$ are marginally different from Z. Qiu’s thesis [14], and we have independently verified that this choice of parameters reproduces the average multiplicity in the event.

The equation of state is motivated by lattice QCD calculations [15], and has been used previously by Romatschke and Luzum [16]. In this paper we will compute “direct” pions (i.e. pions calculated directly from the freezeout surface) and we do not include resonance decays. We use a freezeout temperature of $T_{o} = 140 \text{MeV}$.

Simulation results were generated for fourteen 5% centrality classes with impact parameter up to $b = 12.4 \text{fm}$ and at two viscosities, $\eta/s = 0.08$ and $\eta/s = 0.16$. Unless specified, the results are for $\eta/s = 0.08$. We generated 5000 events per centrality class. We then performed PCA for the third harmonic $V_{3}(p_{T})$ by discretizing $V_{3}(p_{T})$ results from hydrodynamics into 100 equally spaced bins between $p_{T} = 0 \ldots 5 \text{GeV}$, and finding the eigenvalues and eigenvectors of the resulting hermitian matrix. Similar results for the other harmonics will be discussed elsewhere.

Table I records the Glauber data which is used in this analysis. Event-by-event averages with the initial entropy density are notated with square brackets, $e.g.$

$$[r^{2}] = \frac{1}{2 \tau_{o}} \int d^{2} \mathbf{x} \tau_{o} s(\tau_{o}, \mathbf{x}) r^{2}, \quad (16)$$

3 More precisely we have verified that for these parameters hydrodynamics with averaged initial conditions reproduces $dN_{ch}/dp_{T}|_{|p_{T}| < 4}$, as a function of centrality after all resonance decays are included. Assuming that the ratio of the charged particle yield to the direct pion yield is the same as in the averaged simulations, the current event-by-event simulations reproduces $dN_{ch}/dp_{T}$.

4 We thank Soumya Mohapatra for collaboration during the initial stages of this project.
TABLE I. Table of parameters from the Glauber Model. (All distances are measured in fm.)

| centrality (b_{min}, b_{max}) | \( \bar{N}_{\text{part}} \) | \( R_{\text{rms}} \) | \( \tau_{\text{max}} \) | \( \varepsilon_{3,5}^{\text{rms}} \) |
|---|---|---|---|---|
| 0-5% (0.0, 3.3) | 384 | 4.1 | 8.1 | 0.11 |
| 5-10% (3.3, 4.7) | 335 | 3.9 | 7.8 | 0.14 |
| 10-15% (4.7, 5.7) | 290 | 3.7 | 7.5 | 0.17 |
| 15-20% (5.7, 6.6) | 250 | 3.6 | 7.3 | 0.20 |
| 20-25% (6.6, 7.4) | 215 | 3.4 | 7.0 | 0.22 |
| 25-30% (7.4, 8.1) | 184 | 3.3 | 6.7 | 0.25 |
| 30-35% (8.1, 8.8) | 156 | 3.2 | 6.4 | 0.28 |
| 35-40% (8.8, 9.4) | 132 | 3.1 | 6.2 | 0.32 |
| 40-45% (9.4, 9.9) | 110 | 3.0 | 5.9 | 0.35 |
| 45-50% (9.9, 10.5) | 91 | 2.9 | 5.7 | 0.30 |
| 50-55% (10.5, 11.0) | 74 | 2.7 | 5.4 | 0.44 |
| 55-60% (11.0, 11.5) | 60 | 2.7 | 5.1 | 0.48 |
| 60-65% (11.5, 11.9) | 47 | 2.6 | 4.8 | 0.52 |
| 65-70% (11.9, 12.4) | 37 | 2.4 | 4.4 | 0.55 |

where \( S_{\text{tot}} \) is the average total entropy in a given centrality class, \( \int d^2x \tau_s(\tau_o, x) \). Averages over events are denoted with \( \langle \rangle \), so that the root mean square radius is

\[
R_{\text{rms}} \equiv \sqrt{\langle |r|^2 \rangle}. \tag{17}
\]

As a technical note, here and below the radius is measured from the center of entropy, so \( |x| = 0, \varepsilon_{3,3} \) and \( \varepsilon_{3,5} \) are defined in a somewhat unorthodox fashion in eq. (3), with \( \varepsilon_{3,3}^{\text{rms}} \equiv \sqrt{\langle |\varepsilon_{3,3}|^2 \rangle} \). \( \tau_{\text{max}} \) is the averaged maximum participant radius, max \( |x| \).

### III. Subleading Triangular Flow

As a first step, we list the (scaled) magnitudes of flows \( ||v_3^{(a)}|| \) (eq. (10)) in central collisions for the simulations described above:

| \( a \) | 1 | 2 | 3 | 4 |
|---|---|---|---|---|
| \( ||v_3^{(a)}|| \) | \( 1.5 \times 10^{-2} \) | \( 2.6 \times 10^{-3} \) | \( 4.8 \times 10^{-4} \) | \( 1.1 \times 10^{-4} \) |

Note that the quantities in this table are proportional to the square-root of the eigenvalues, \( ||v_3^{(a)}|| \propto \sqrt{\lambda_a} \). From the decreasing magnitudes of the listed (scaled) magnitudes, we see that the first two eigenmodes account for 99.9% of the squared variance, which can be represented as a sum of the eigenvalues

\[
\int_0^{\infty} dp_T \langle V_3(p_T)V_3^*(p_T) \rangle = \sum_a \lambda_a \propto \sum_a ||v_3^{(a)}||^2. \tag{18}
\]

Fig. 1(a) displays the eigenvectors, \( V_3^{(a)}(p_T) \), for the leading and first two subleading modes. We see that only the first two flow modes are significant, and in the rest of this paper we will consider only these two. To make contact with the more traditional definitions of \( v_3(p_T) \), we divide by \( \langle dN/dp_T \rangle \) and present the same eigenmodes in Fig. 1(b).

We also investigated the centrality and viscosity dependence of the principal components. The normalized principal flow eigenvectors \( v_3^{(a)}(p_T) \) are approximately independent of viscosity (not shown). In Fig. 2, we show the centrality dependence of these normalized eigenvectors. In more central collisions the eigenvectors shift to larger transverse momentum, which can be understood with the system size scaling introduced in Ref. [17].

The magnitude of the flow, \( i.e. \) the squared integral \( \int \langle V_3^{(a)}(p_T)^2 \rangle dp_T \), depends on both centrality and viscosity. To factor out the trivial multiplicity dependence of \( V_3(p_T) \), we plot the scaled flow eigenvalues \( ||v_3^{(a)}|| \) (see eq. (10)) in Fig. 3. Going from \( \eta/s = 0.08 \) to \( \eta/s = 0.16 \) we see significant suppression of the leading mode. In general the subleading scaled flow \( ||v_3^{(a)}|| \) depends weakly on centrality.

### IV. Geometric Predictors for Subleading Flow

#### A. Average geometry in the subleading plane

In this section, we will clarify the physical origin of the subleading flow by correlating the subleading hydrodynamic response with the geometry.

As a first step, we determined the average initial geometry in the principal component plane. Specifically, for each event the phase of the principal component \( \xi_a \) (see eq. (11)) defines orientation of the flow. We then rotate each event into \( \xi_a \) plane and average the initial entropy density, \( S(x) = \tau_s(\tau_o, x) \). More precisely, the event-by-event geometry in the principal component plane is defined to be

\[
S(r, \phi; \xi_a) \equiv \frac{1}{3} \sum_{\ell=0}^{2} S \left( r, \phi + (\arg \xi_a + 2\pi \ell)/3 \right), \tag{19}
\]

where we have averaged over the phases of \( \sqrt{\xi_a} \). Next, we average \( S(r, \phi; \xi_a) \) over all events weighted by the magnitude of the flow

\[
\bar{S}(r, \phi; \xi_a) \equiv \langle S(r, \phi; \xi_a) | \xi_a \rangle. \tag{20}
\]

Fig. 4 shows the in-plane averaged geometry \( \bar{S}(r, \phi; \xi_a) \) for the leading and subleading principal components in central collisions. Clearly, the leading principal component \( V_3^{(1)} \) is strongly correlated with the triangular components of the initial geometry, while the subleading component \( V_3^{(2)} \) is correlated with the radial excitations of this geometry.

To give a one dimensional projection of Fig. 4, we in-
FIG. 1. Momentum dependence of flow components in central collisions. a) Principal flow vectors, $V_3^{(a)}(p_T)$. b) Principal flow vectors divided by the average multiplicity, $v_3^{(a)}(p_T) \equiv V_3^{(a)}(p_T)/\langle dN/dp_T \rangle$.

FIG. 2. Centrality dependence of flow eigenvectors $\psi^a(p_T)$.

FIG. 3. Centrality and viscosity dependence of scaled eigenvalues $\|v_3^{(a)}\|$. (The subleading flow has been magnified 5 times to bring to scale with leading flow.)

Integrate eq. (20) over the azimuthal angle to define

$$S_3(r; \xi_a) \equiv \int_0^{2\pi} d\phi \bar{S}(r, \phi; \xi_a) e^{i3\phi}. \quad (21)$$

This is equivalent to defining $S_3(r)$,

$$S_3(r) \equiv \int_0^{2\pi} d\phi \bar{S}(r, \phi) e^{i3\phi}, \quad (22)$$

and correlating this with the flow fluctuation $\xi_a$

$$\bar{S}_3(r; \xi_a) = \langle S_3(r) \xi_a^* \rangle. \quad (23)$$

Results for $\bar{S}_3(r; \xi_a)r^4$ are shown by the blue curves in Fig. 5.

Again we see that the leading flow originates from a geometric fluctuation with a large integrated eccentricity, while the subleading flow is sensitive to the radial excitation of the triangularity. Note that the relatively small subleading flow corresponds to a fairly significant fluctuation of the initial geometry.
FIG. 4. Average geometry in the leading and subleading principal component planes in central collisions minus an averaged radially symmetric background, \( r^3 \left( \mathcal{S}(x; \xi_a) - \langle \mathcal{S}(x) | \xi_a \rangle \right) \). Peak fluctuations are \( \pm 10-20\% \) above the background.

B. The average geometry in Fourier space

It is evident from Fig. 5 that the leading and subleading geometries have different characteristic wave numbers. This becomes apparent when we correlate the flow signal with the Fourier (or Hankel) transform of the triangular geometry

\[
S_3(k) \equiv -\frac{1}{N_{\text{part}}} \sum_{i=1}^{N_{\text{part}}} e^{i3\phi_i} \left[ \frac{3!}{(kR_{\text{rms}}/2)^3} J_3(kr_i) \right],
\]

which approaches \( \varepsilon_{3,3} \) as \( k \to 0 \). Clearly in a Glauber model there is an analogous definition

\[
\varepsilon_3(k) = -\frac{1}{N_{\text{part}}} \sum_{i=1}^{N_{\text{part}}} e^{i3\phi_i} \left[ \frac{3!}{(kR_{\text{rms}}/2)^3} J_3(kr_i) \right],
\]

where the coordinates of the \( i \)th participant are \( x_i = (r \cos \phi_i, r \sin \phi_i) \).

The Pearson correlation coefficient between the flow and a specific wave number \( k \) is

\[
Q_a(k) = \frac{\langle \xi_a \Delta S^3(k) \rangle}{\sqrt{\langle \xi_a^2 \rangle \langle \Delta S^3(k)^2 \rangle}}.
\]

Examining \( Q_a(k) \) in Fig. 6, we see that leading component is produced by low \( k \)-fluctuations, while subleading flow originates from fluctuations at larger \( k \).
advocated for in [19],

$$k_b R_o = j_{3,1}, j_{3,2} \quad R_o \simeq 3 R_{\text{rms}} ,$$

where \((j_{3,1}, j_{3,2}) \simeq (6.38, 9.76)\) are the zeros of \(J_3(x)\), and we select \(R_o\) to optimize the correlation between the geometrical predictor and the flow. For comparison, we also constructed a two term linear predictor from the familiar eccentricities \(\varepsilon_{3,3}\) and \(\varepsilon_{3,5}\) defined in eqs. (3a) and (3b).

In Fig. 7(a) and (b) we show the correlation coefficient between the leading and subleading flow amplitudes \(\xi_a\) and the predicted amplitudes \(\xi_a^{\text{pred}}\) using the two and five Fourier mode fits, and the \(\varepsilon_{3,3}, \varepsilon_{3,5}\) fit. As is well known, the leading mode is very well predicted by \(\varepsilon_{3,3}\) and \(\varepsilon_{3,5}\), though the quality degrades towards peripheral collisions. These results for the leading mode can be compared profitably with Fig. 4 of Ref. [20] where similar results were recently reported. For the subleading flow the linear correlation coefficient is reduced relative to the leading flow, and a high degree of correlation is only achieved for the 0-40% centrality range. The simple geometric predictor based on \(\varepsilon_{3,3}\) and \(\varepsilon_{3,5}\) is reasonably correlated with the subleading flow in central collisions, but this correlation rapidly deteriorates in more peripheral collisions. The predictor based on two judiciously chosen wave numbers generally outperforms all other predictors we studied for both the leading and subleading modes. Indeed, we believe based on numerous other fits that these two wave numbers essentially exhaust the predictive power of the event-by-event triangular geometry, \(S_3(r)\). Additional histograms correlating the amplitudes and phases of the flow and the two term prediction are shown in Fig. 12 in Appendix A.

The two wave number fit correlates the flow with a specific projection of the triangular geometry, \(\rho(r)\),

$$\xi_a^{\text{pred}} \propto \int_0^\infty r dr S_3(r) \rho(r) ,$$

where \(\rho(r)\) is a radial weight chosen to maximize the correlation between the flow and the projection. This is analogous to using \(\varepsilon_{3,3}\) to predict triangular flow, where the radial weight is \(\rho(r) \propto -r^3\)

$$\varepsilon_{3,3} \propto -\int_0^\infty r dr S_3(r) r^3 .$$

We have used Fourier modes as a basis for \(\rho(r)\),

$$\rho(r) \propto \omega_1 \frac{J_1(k_1 r)}{(k_1 R_{\text{rms}})^3} + \omega_2 \frac{J_3(k_2 r)}{(k_2 R_{\text{rms}})^3} ,$$

but other functions could have been used. In Fig. 8 we compare the radial weights for the leading and subleading

\(^5\) A table of \(\omega_1/\omega_2\) is given as a function of centrality in Appendix A.
FIG. 7. Pearson correlation coefficient for 2 and 5 $k$-mode predictors (eq. (26)), and a predictor based on the eccentricities $\varepsilon_{3,3}$ and $\varepsilon_{3,5}$. a) Correlations for the leading flow (zero suppressed for clarity). b) Correlations for the subleading flow.

FIG. 8. Radial weight functions for the leading and subleading flow predictors in central collisions, see eq. (34).

modes. The overall normalization of weight function $\rho(r)$ is adjusted so that

$$\left\langle \left( \int_0^\infty r dr \rho(r) S_3(r) \right)^2 \right\rangle = S_{\text{tot}}^2.$$  

(37)

The weight function for the leading projector is very close to cubic weight, but the subleading radial weight has a node at $r \approx 1.5 R_{\text{rms}}$.

Within the framework of linear response, in Section IV A we found the optimal geometry for predicting the leading and subleading flows by correlating the observed flow with the geometry, $\langle S_3(r) \xi_{a}^* \rangle$. To test if the two and five wave number predictors reproduce this optimal geometry, we formed the analogous correlator between the predicted flow $\xi^{\text{pred}}$ and $S_3(r)$, $\langle S_3(r) \xi_{a}^{\text{pred}} \rangle$.

Examining Fig. 9, we see that the two term predictor fully captures the optimal average geometry. For peripheral collisions the optimal geometry differs from what we can construct using linear combinations of Fourier modes, suggesting that additional nonlinear physics \([9, 12, 18]\) plays a role in determining the subleading flow.

Fig. 7(b) also shows the correlation (or lack thereof) between the subleading flow and the integrated $v_3$

$$Q \equiv \frac{\langle \xi_2 v_3^* \rangle \sqrt{\langle v_3 v_3^* \rangle \langle \xi_2 \xi_2^* \rangle}}{\langle v_3 v_3^* \rangle \langle \xi_2 \xi_2^* \rangle}.$$  

(38)

Since the subleading mode is uncorrelated with the leading mode (by construction), there is almost no correlation between the integrated $v_3$ and the subleading mode. The upshot is that measurements of $v_3(p_T)$ based on the event plane or scalar product method are projecting out the important physics of the subleading mode.

V. TESTING LINEAR RESPONSE

The success of the linear flow predictors discussed in previous section depends on the applicability of linear response. A straightforward way to check this assumption is to compare the averaged response of event-by-event hydrodynamics to the hydrodynamic response to suitably averaged initial conditions.

In Section IV A we computed the average geometry in the event planes of the leading and subleading flows (see Fig. 4). It is straightforward to simulate this smooth initial condition and to compute the associated $V_3(p_T)$.
It is useful to examine the time development of the subleading flow in the single-shot hydrodynamics. In Fig. 11, we present three snapshots of the subleading flow evolution. The color contours show the radial momentum density per rapidity,

$$\tau T = \tau (e + p) u^r u^r,$$  \hspace{1cm} (39)

as a function of proper time $\tau$.

Shortly after the formation of the fireball, at $\tau = 2.6$ fm we observe negative triangular flow in Fig. 11(a). This flow is produced by the excess of material at small radii flowing into the “valleys” at larger radii (see Fig. 4(b)). However, the radial flow has not developed yet, and therefore this phase of the evolution creates negative flow at small transverse momentum. After this stage, we see typical flow evolution of a triangular perturbation, i.e. the negative geometric eccentricity at small radii is transformed into positive triangular flow at large transverse momentum (see Fig. 11(b) and (c)). The inner eccentricity dominates over the outer eccentricity at high $p_T$ because the radial flow has more time to develop before freeze-out, and because there is more material at small radii.

**VI. DISCUSSION**

This paper illustrates how principal component analysis can be used to understand the physics encoded in the two particle correlation matrix of hydrodynamics. PCA is an economical way to summarize the factorization breaking in these correlations. More precisely, we found that the $r$-matrix of correlation coefficients in hydrodynamics, eq. (1), is completely described by two principal components, $V_3^{(1)}(p_T)$ and $V_3^{(2)}(p_T)$ as written in eq. (2). Importantly, these components have a simple physical interpretation – they are the hydrodynamic response to two statistically independent initial conditions in the fluctuating geometry. The leading principle component is the hydrodynamic response to the participant triangularity, while the subleading flow (which is uncorrelated with the leading flow) is the hydrodynamic response to the first radial excitation of the triangularity. This conclusion was reached by averaging the event-by-event geometry in the event plane of the subleading flow (Fig. 4). The magnitude of this radial excitation is on par with the magnitude of the triangularity (Fig. 5), although the hydro response is smaller in magnitude. Since the subleading component is uncorrelated with the integrated $v_3$, it is projected out in analyses of triangular flow based on the scalar product or event plane methods.

We first studied the basic properties of the subleading flow such as its dependence on transverse momentum (Fig. 1), and centrality and shear viscosity (Fig. 3). The flow response is approximately linear to the geometrical deformation. This was checked by simulating the

This is known as “single-shot” hydrodynamics in the literature [9]. In Fig. 10 we compare $V_3(p_T)$ from the leading and subleading average geometries to the principal components $V_3^{(1)}(p_T)$ and $V_3^{(2)}(p_T)$ of event-by-event hydro. The qualitative features of both principal components are reproduced well by single-shot hydrodynamics, especially for the leading flow. It is particularly notable how the single-shot evolution reproduces the change of sign in $V_3^{(2)}(p_T)$. However, in an important $p_T$ range, $p_T \sim 1.2$ GeV, the single-shot evolution misses the event-by-event curve for subleading flow by $\sim 30\%$. 

![FIG. 9. Comparison of the averaged geometry in the principal component plane, $S_3(r; \xi_a)$, and two and five term predictor plane, $S_3(r; \xi_{a^{\text{pred}}})$, in central collisions.](image)

![FIG. 10. Comparison of event-by-event hydro (averaged response) and single-shot hydrodynamics (response to average geometry) in central collisions. The single-shot hydrodynamic results are generated from the initial conditions in Fig. 4.](image)
response to the average in-plane geometry with “single-shot” hydrodynamics (Fig. 11), and comparing this result to event-by-event hydrodynamics, i.e. we compared the response to the average with the averaged response (Fig. 10).

Motivated by the linearity of the response, we constructed a geometrical predictor for the subleading flow analogous to $\varepsilon_{3.3}$. We first defined $\varepsilon_3(k)$ as the $k$-th Fourier mode of the event-by-event triangular geometry up to normalization\(^6\). Then we constructed a linear geometrical predictor for the leading and subleading flow angles and magnitudes based on two Fourier modes (Fig. 7 and Fig. 12). Indeed, the subleading flow response is proportional to an event-by-event quantity which captures the radial excitation of the triangular geometry,

$$\int d^2x\ s(\tau_o, x) e^{i3\phi} \rho(r),$$

where $s(\tau_o, x)$ is the initial entropy distribution, and $\rho(r)$ is an appropriate excited radial weight function. The two term Fourier fit to $\rho(r)$ is tabulated in Appendix A and graphed in Fig. 8. The subleading flow probes the initial state geometry at higher wave numbers than the leading flow (Fig. 6). We found that the correlation between the flow and the Fourier components of the geometry is maximized for wave numbers away from zero, $kR_{\text{rms}} \sim 4.0$. Thus, the subleading flow provides a new test of viscous hydrodynamics and initial state models.

In peripheral collisions the correlation between the linear geometrical predictor and the flow is smaller. This suggests that non-linear dynamics at large impact parameters couples the average elliptic geometry to the harmonic perturbations [9, 12, 18]. The statistical tools such as PCA and related methods developed in this work can be used to clarify this complex hydrodynamic response.
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**Appendix A: Two term predictor**

Here we present the best fit results for the two wave number predictor, see eqs. (34), (36) and (37),

$$k_i R_o = j_{3,1}, j_{3,2}, \quad R_o \simeq 3 R_{\text{rms}}.$$  \(\text{(A1)}\)

Table II records the ratios of fit coefficients $\omega_2/\omega_1$ for the leading and subleading predictors.

In Fig. 12 we show the correlations between the flow and its predictor for both the angles and magnitudes. The subleading flow direction correlates well with the predictor, and there is reasonable correlation for the magnitude as well.
FIG. 12. Angle and magnitude correlations between the flow and the two term predictor in central collisions.

| Centrality | Leading | Subleading |
|------------|---------|------------|
| 0-5%       | -0.93   | -2.61      |
| 5-10%      | -0.87   | -2.89      |
| 10-15%     | -0.83   | -3.03      |
| 15-20%     | -0.78   | -3.08      |
| 20-25%     | -0.73   | -3.16      |
| 25-30%     | -0.70   | -3.18      |
| 30-35%     | -0.63   | -3.22      |
| 35-40%     | -0.58   | -3.17      |
| 40-45%     | -0.53   | -3.15      |
| 45-50%     | -0.44   | -3.12      |
| 50-55%     | -0.35   | -3.07      |
| 55-60%     | -0.23   | -3.02      |
| 60-65%     | -0.06   | -2.99      |
| 65-70%     | 0.08    | -2.88      |

TABLE II. Table of two term predictor coefficients, eqs. (34), (36) and (37).
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