Comparison study of the combination of the SPSA algorithm and the PSO algorithm
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Abstract—Particle swarm optimization (PSO) is attracting an ever-growing attention and more than ever it has found many application areas for many challenging optimization problems. It is, however, a known fact that PSO has a severe drawback in the update of its global best (gbest) particle, which has a crucial role of guiding the rest of the swarm. In this paper, we propose three efficient solutions to remedy this problem using the SPSA Algorithm. In the first approach, gbest is updated with respect to a global estimation of the gradient and can avoid getting trapped into a local optimum. The second approach is based on the formation of an alternative or artificial global best particle, the so-called aGB, which can replace the native gbest particle for a better guidance, the decision of which is held by a fair competition between the two. The third approach is based on the update of the swarm particle. For this purpose we use simultaneous perturbation stochastic approximation (SPSA) for its low cost. Since SPSA is applied only to the gbest (not to the entire swarm) or to the entire swarm, both approaches result thus in a negligible overhead cost for the entire PSO process. Both approaches are shown to significantly improve the performance of PSO over a wide range of non-linear functions, especially if SPSA and PSO parameters are well selected to fit the problem at hand. As in the basic PSO application, experimental results show that the proposed approaches significantly improved the quality of the Optimization process as measured by a statistic analysis.

I. INTRODUCTION

Particle swarm optimisation (PSO) was introduced by Kennedy and Eberhart [1] in 1995 as a population-based stochastic search and optimisation method. PSO is widely used in science and engineering, particularly to optimise highly nonlinear multidimensional problems and often even physical plants, such as technical devices, electromagnetics, chemical processes, batteries, or even the body [2]–[9]. It arose from computer simulation of the individuals (particles or living organisms) in a flock of birds [10], which basically exhibit natural behaviour when searching for a target (e.g., food). Therefore, the algorithm has certain similarities with the other evolutionary algorithms (EAs) [11] such as the genetic algorithm (GA) [12], genetic programming (GP) [13], evolutionary strategies (ES) [14], and evolutionary programming (EP) [15]. Their common ground is that evolutionary algorithms are population-based and they can avoid being trapped in a local optimum. So they can find optimal solutions. However, it is never guaranteed. A major drawback of the algorithm lies in the direct connection of the information flow between particles and the global best particle gbest, which then guides the rest of the swarm. This leads to the formation of similar particles with some loss of diversity. This phenomenon thus increases the probability of being trapped in local optima [15], and it is the main cause of the problem of premature convergence, especially when the search space has high dimensions [17] and the problem to be optimised is multimodal [16].

Moreover, PSO is an optimisation method that is sensitive to perturbations. In PSO, particles explore the search space by iteratively passing on the best solutions they find and their respective quality to other particles in the swarm. These interactions allow them to develop new solutions based on their own experience and that of others. However, the quality of such solutions depends largely on how accurate the information about the problem is. That is, if the information is noisy, the particles will be driven to solutions whose quality may be significantly worse than expected. Therefore, the performance of PSO is degraded in noisy environments.

An approach that we consider more reliable to deal with local convexity and noise in large optimisation problems, which is omnipresent when measurement data are involved in physical plants, and still low probability of being trapped in local optima combines particle swarm optimisation with stochastic approximation, such as simultaneous perturbation stochastic approximation (SPSA). Due to efficient gradient approximation under noise and variability influence, the SPSA algorithm is suitable for high-dimensional problems where many terms are determined in the optimisation process. Furthermore, it allows the objective function to consist of noisy measurements. The algorithm has desirable properties for both global and local optimisation in the sense that the gradient approximation is sufficiently noisy to avoid local minima, and at the same time sufficiently informative about the slope of the function to facilitate global convergence. To this end, in this paper we will analyse three approaches to address the drawbacks of particle swarm optimisation in an efficient and generic manner. The different approaches will be proposed in the next steps.

II. PARTICLE SWARM OPTIMISATION

Particle Swarm optimisation (PSO) is a popular meta-heuristic based on the social interaction of individuals living together in groups and cooperating with each other. It has attracted attention from a growing number of researchers because of its simplicity and efficiency [18], [19], [20].
The goal of the PSO algorithm is to find the optimum of an objective function

\[ f : S \subseteq \mathbb{R}^n \rightarrow \mathbb{R} \]

For the rest of this paper, we assume that \( f \) is to be minimised. Particle swarm optimisation is often used in practice when there is no closed form of \( f \). In such a situation, information about \( f \) can only be obtained by evaluating \( f \) pointwise. In particular, the information about the slope of \( f \) can only be obtained by evaluating \( f \) pointwise. In such a situation, the information about the slope of \( f \) can only be obtained by evaluating \( f \) pointwise. In particular, the information about the slope of \( f \) is not available, which is usually relevant for finding the optimum of the target variable. Figure gives a graphical overview of the described situation, which is called a black-box optimisation problem (see Figure 1).

### A. The PSO algorithm

The first version of a particle swarm optimisation algorithm was published by Kennedy and Eberhart [1]. The algorithm was designed to simulate a population of individuals, such as flocks of birds or schools of fish, searching for a region that is optimal with respect to some objective function, such as the quantity and quality of food. Unlike other popular nature-inspired meta-heuristics such as evolutionary algorithms (EAs), the particles of a particle swarm work together and exchange information about good places, rather than against each other.

The PSO algorithm takes into account two main sources of influence for social learning processes: Individuals rely on their own past experiences (cognitive component), and they imitate better group members (social component). They are implemented in an iteration-based optimisation algorithm as follows:

A population of \( p \) individuals, hereafter called particles, explore the \( n \)-dimensional search space \( S \) of an optimisation problem with objective function \( f : S \subseteq \mathbb{R}^n \rightarrow \mathbb{R} \). Each particle \( i \) has a position \( \vec{x}_{i,k} \) (where \( k \) is the iteration counter), a fitness value \( f(\vec{x}_{i,k}) \), and moves through the search space at a speed \( \vec{v}_{i,k} \). The best search space position that particle \( i \) has visited by iteration \( k \) is called its personal best position \( \vec{p}_{i,k} \). Each particle is assigned a subset of all particles as its neighbourhood. The best position visited by all particles up to iteration \( k \) is called the global best position \( \vec{G}_k \). In addition to the cognitive and social components, and following the model of flocks of birds or schools of fish, each particle additionally retains some of its old velocity, resulting in the following update equations for swarm optimisation:

\[
\begin{align*}
\vec{v}_{i,k} &= \omega \cdot \vec{v}_{i,k-1} + c_1 \cdot \vec{r}_{1,i,k} \cdot (\vec{p}_{i,k-1} - \vec{x}_{i,k-1}) \\
&+ c_2 \cdot \vec{r}_{2,i,k} \cdot (\vec{G}_{k-1} - \vec{x}_{i,k-1}) \\
\vec{x}_{i,k} &= \vec{x}_{i,k-1} + \vec{v}_{i,k}
\end{align*}
\]

where \( \omega, c_1, \) and \( c_2 \) are given parameters, \( \vec{r}_{1,i,k} \) and \( \vec{r}_{2,i,k} \) are vectors of real random numbers whose components are uniformly distributed in the interval \([0, 1]\).

After each particle has calculated its new position and velocity (see Figure 2), the personal best position of all particles are updated. Normally, the personal best position of a particle \( \vec{p}_{i,k} \) is updated to its current position \( \vec{x}_{i,k} \) if \( f(\vec{x}_{i,k}) < f(\vec{p}_{i,k}) \) holds. To update the private guides, the objective function \( f \) must be evaluated once for each particle in each iteration. The PSO is shown in Algorithm 1. It is terminated as soon as a certain termination criterion is met, e.g., as soon as the best solution found has not further improved or the iteration counter \( k \) exceeds a certain limit. When applying particle swarm optimisation to a specific problem, the parameters of the algorithm, e.g., \( \omega, c_1, c_2 \), must be chosen accordingly.

### B. Initialisation of parameters

We will now discuss the initialisation of the particle swarm optimisation parameters. The inertia weight \( \omega \) was first introduced by Shi and Eberhart in 1998 [21]. It is mostly used smaller than 1 to reduce the exploration behaviour of the swarm over time. The so-called acceleration coefficients or control parameters \( c_1 \) and \( c_2 \) determine the relative influence of the cognitive and social components on the movement of a particle. The population size \( p \) is often set to values between 20 and 50 and should be chosen problem characteristics and
dimensionality. It appears that the size of the population only slightly affects the performance of the particle swarm.

Based on a deterministic PSO model, Clerc and Kennedy [22] showed that particle velocity limitation is not necessary to obtain a convergent particle swarm. Nevertheless, the use of velocity limiting can significantly improve the performance of a PSO algorithm. A detailed discussion of velocity limiting, including time-dependent and adaptive settings was presented by Engelbrecht [23]. By adjusting the parameters, the trade-off between searching in areas not yet visited, and refining already good search points, can be influenced. Initialisation of positions is usually done uniformly at random over a limited search space. An alternative is presented in [24], where the authors propose a method based on centroidal Voronoi mosaics to ensure that particles are distributed more uniformly over the search space than with a purely random distribution. The velocities of the particles can be initialised using one of the following ways:

- Uniform: The particle velocities are drawn uniformly at random in a given n-dimensional space;
- Zero: The velocities are initialised to zero [25].

In a PSO process and for iteration $k$, each particle $i$ in the swarm $\xi = \{x_1, \ldots, x_a, \ldots, x_S\}$, is represented by the following properties:

- $x^{i,k}_d$: dimension component of particle $i$, in dimension $x_d(k)$,
- $v^{i,k}_d$: dimension component of particle $i$, in dimension $v_d(k)$,
- $x^{i,t}_d(t)$: personal best (pbest) position of particle $i$, in dimension $x_d(k)$
- $\hat{G}(d)$: Global best particle index in dimension $d$
- $x^{i,k}_d(t)$: $j$-th component of the global best position of the swarm, in dimension $d$
- $\hat{v}_d(t)$: dimension component of particle $i$
- $\hat{v}_d(t)$: velocity component of the dimension of particle $i$
- $x^{i,k}_d(t)$: personal best dimension component of particle $i$

C. Simultaneous Perturbation Stochastic Approximation

The simultaneous perturbation stochastic approximation (SPSA) method was introduced by Spall [26]. It is based on an easy-to-implement and highly efficient gradient approximation based on the measurement of the objective function rather than the measurement of the gradient of the objective function. Here, only two measurements of the objective function are needed, regardless of the number of parameters to be optimised, to estimate the derivative at each run. This contrasts with the Kiefer-Wolfowitz algorithm in that $2p$ measurements are required, where $p$ is the number of parameters to be optimised, to approximate the gradient. Furthermore, it was proved by Spall that the SPSA achieves the same statistical accuracy as FDSA for a given number of runs, although SPSA uses $p$ times fewer function evaluations than FDSA.

The objective of the SPSA algorithm is to solve the problem

$$\min_{\theta} L(\theta)$$  \hspace{1cm} (3)

where $L$ represents the objective function. Here it is assumed that there are only noisy measurements $y(\theta) = L(\theta) + \varepsilon(\theta)$ ($\varepsilon(\theta)$ represents the noise term) of the objective function and $L$ is a differentiable function of $\theta$. Here, the SPSA procedure uses the same iterative process as the Kiefer-Wolfowitz procedure per

$$\hat{\theta}_{k+1} = \hat{\theta}_k - a_k \hat{g}_k(\hat{\theta}_k),$$  \hspace{1cm} (4)

where $a_k$ is a positive non-random sequence that approaches zero as $k$ grows to infinity, and $\hat{g}_k$ is the simultaneous perturbation approximation to the unknown derivative $g(\hat{\theta}_k) = \frac{\partial L(\hat{\theta}_k)}{\partial \hat{\theta}_k}$. $\hat{g}_k$ is calculated as

$$\hat{g}_k(\hat{\theta}_k) = \frac{y(\hat{\theta}_k) + c_k \Delta_k - y(\hat{\theta}_k) - c_k \Delta_k}{2c_k}$$ \hspace{1cm} (5)

where $c_k$ is again a positive non-random sequence that approaches zero as $k$ grows to infinity, and $\Delta_k$ is the $i$-th component of the vector $\Delta_k$ representing the distribution of perturbation terms. To ensure the efficiency of the algorithm, the parameters of the algorithm should satisfy the conditions

$$\sum_{k=1}^{\infty} a_k = \infty,$$  \hspace{1cm} (6)

$$c_k \rightarrow 0 \text{ for } k \rightarrow \infty,$$  \hspace{1cm} (7)

$$\sum_{k=1}^{\infty} a_k^2 c_k^2 < \infty.$$  \hspace{1cm} (8)
\[ \Delta_{ki} \] must be independent random variables with zero mean, symmetrically distributed around zero.

It should be noted that the algorithm was designed for unconstrained problems. However, by applying penalty methods, it is possible to use SPSA on a constrained problem.

III. THE PROPOSED TECHNIQUE

A. First SPSA–PSO approach

In the PSO procedure, a swarm of particles (or agents), each representing a potential solution to an optimisation problem, navigates the search space (or solution space). At each time \( t \), every particle \( i \) has a current position \( \vec{x}_{i,k} \) and a velocity \( \vec{v}_{i,k} \). In addition, each particle remembers the best position it has visited so far. This position is called the local attractor or private guide and is denoted by \( \vec{p}_{i,k} \). The best of all the local attractors in the swarm is called the global attractor. This particular position is denoted \( \vec{G}_k \) and it is visible to every particle. By updating the global attractor, a particle shares its information with the rest of the swarm. This clarifies that in each iteration of a PSO procedure \( \vec{G}_k \) is the most important particle. However, it has the worst updating equation, i.e., when a particle becomes \( \vec{G}_k \), it is at its personal best position \( (\vec{p}_{i,k}) \) and thus both social and cognitive components in the velocity updating equation (see Eq. (1)) are cancelled. Thus, if \( \vec{G}_k \) is trapped in a local optimum, the rest of the swarm risks being trapped in a local optimum. The idea of the first approach simply improves and updates the global best position after each iteration using the SPSA algorithm (27). In that case, \( \vec{G}_k \) is chosen as the initial parameter for the SPSA procedure. The SPSA exploits local convexity of the average cost function and pushes the global best into the nearby average minimum. The resulting \( \vec{G}'_k \) then replaces the old global best position \( \vec{G}_k \) of the swarm. The pseudo-code of the approach based on the algorithm first proposed in (27) is shown below.

B. Second SPSA–PSO approach

The second approach has a similar motivation to the fractional global best (GB) formation (FGBF) proposed in (28). FGBF (28) was designed to avoid premature convergence by providing significant diversity through proper fusion of the best components of the swarm. At each iteration in a PSO process, an artificial GB (aGB) particle is formed (fractionated) by taking the most promising (or simply the best) particles from the entire swarm. Therefore, especially in the first steps, FGBF may be a better alternative than the \( gbest \) particle optimised from the particle swarm. This process naturally exploits the available diversity of each dimensional component and thus can prevent the swarm from being trapped in local optima. Therefore, in the proposed method, the best components from each particle are collected to create an artificial GB candidate, namely aGB, which will replace the global best position \( \vec{G}_k \) particle of the swarm if it is better than the previous global best particle. It should be noted here that whenever a better (real) \( gbest \) particle or aGB particle appears, it will replace the current global best particle. Therefore, without using any of the above modifications, we will show that the proposed fractional SPSA–PSO approach is an effective global search method. It can avoid local optima and thus find the optimum (or close to optimum) even in high-dimensional search spaces and usually at earlier stages. In consequence, aGB is only used if it is better than the global best and replaces the same; otherwise, the results are ignored and forgotten. The pseudo-code of the approach based on the algorithm first proposed in (27) is presented below.

C. Third SPSA–PSO approach

In PSO, particles explore the search space by iteratively passing the best solutions they find and their respective quality to other particles in the swarm. These interactions allow them to develop new solutions based on their own experience or history and that of others. With noisy measurements of the objective function, there is then a high probability that the particles will be driven to solutions whose quality may be significantly worse than expected. In this approach, each particle is then updated using the SPSA procedure, as it is
much more robust than particle swarm optimisation. That is, if a particle changes \( \hat{G}_k \) after one iteration using the update equation, it is updated, i.e., moved to the new position, using the SPSA algorithm before the next iteration. The pseudo-code of the above algorithm is shown below.

**Algorithm 3 SA-PSO (2) (termination criteria: IterNo, cut-off error = 10^{-3}, \( S, a, c, A, \alpha, \gamma \))**

1: for all \( i \in [1, S] \) do
2: Randomize \( x_{d_i}(0), v_{d_i}(0) = 0 \)
3: Initialize \( \hat{x}_{d_i}(0) = x_{d_i}(0) \)
4: end for
5: for all \( k \in [1, \text{IterNo}] \) do
6: for all \( i \in [1, S] \) do
7: Compute \( p_{best} \)
8: if \( \hat{f}(p_i(k)) < \min_{1 \leq j < i} \{ \hat{f}(p_j(t)) \} \) then
9: \( \hat{g}_{best} = i \) and \( \hat{p}(t) = p_i(t) \)
end if
10: end for
11: end for
12: If any termination criterion is met, then Stop.
13: for all \( i \in [1, S] \) do
14: for all \( j \in [1, N] \) do
15: Compute \( v_{i,j}(t+1) \) using Eq. 1
16: if \( v_{i,j}(t+1) > V_{max} \) then
17: \( \hat{V}_{i,j}(t+1) = V_{max} \)
end if
18: end for
19: Compute 4 using Eq. 2
20: if \( i = \hat{g}_{best} \) then
21: for all \( k \in [1, \text{IterNo}] \) do
22: Create a new aGB particle,
\[
\{(xx_{dGB}(t+1), xy_{dGB}(t+1))\} \forall d \in [d_{min}, D_{max}]
\]
23: Let \( \hat{\theta}_0 = aGB \)
24: Compute \( a_k \) and \( c_k \)
25: Compute \( L(\hat{\theta}_k + c_k \Delta_k) \) and \( L(\hat{\theta}_k - c_k \Delta_k) \)
26: Compute \( \hat{g}_k(\hat{\theta}_k) \)
27: Compute \( \hat{\theta}_{k+1} \)
end for
29: if \( f(xy_{dGB}(t+1)) < f(xy_{g_{best}}(t)) \) then
30: \( xy_{g_{best}}(t) = xy_{dGB}(t+1) \)
end if
32: end if
33: end for
34: end for
35: end for

IV. RESULTS OF THE NUMERICAL ANALYSIS

Here, we test and evaluate both approaches of the SPSA–PSO in comparison to the basic PSO (bPSO) (see Algorithm 1) and SPSA over several uni- and multimodal benchmark functions in high dimensions. We used three benchmark functions listed in Table II to provide a good mix of complexity and modality and have been investigated by several researchers, see for example. [29], [30] and [31]. The Sphere function (see Figure 4) and the Rosenbrock function (see Figure 5) are the uni-modal functions and the Rastrigin function (see Figure 6) is multimodal, which means that it has many deceptive local minima. We used the same termination criteria as the maximum number of iterations allowed (MaxIter = 10000). Also, three dimensions (20, 50, and 80) are used for the example functions to test the performance of each method in these different dimensions individually. For the particle swarm optimisation and the three different approaches of the SPSA–PSO combination, we used the swarm size \( S = 50 \).

In this work, the parameters of the SPSA–PSO algorithm were also optimised. For this purpose, the results with the original parameters according to Kennedy and Eberhart [31] are compared with optimised parameters. The particle swarm optimisation parameters for the experiments in this paper are \( c_1 = c_2 = 2 \). We use these parameters for each experiment except for the experiments where the parameters were optimised.

By tuning the parameters, it is possible to balance the trade-off between exploration (the ability to search in areas not yet
Algorithm 4 SA-PSO (3) (termination criteria: IterNo, cut-off error = 10^{-4}, S, a, c, A, α, γ)

1: for all \( i \in [1, S] \) do
2: Randomize \( xd_i(0), vd_i(0) = 0 \)
3: Initialize \( xd_i(0) \) = \( xd_i(0) \)
4: end for
5: for all \( k \in [1, IterNo] \) do
6: for all \( i \in [1, S] \) do
7: Compute \( pbest \)
8: if \( f(p_i(k)) < \min(f(\hat{p}(k - 1)), f(p_j(t))) \) then
9: \( gbest = i \) and \( \hat{p}(t) = p_i(t) \)
10: end if
11: end for
12: If any termination criterion is met, then Stop.
13: for all \( i \in [1, S] \) do
14: for all \( j \in [1, N] \) do
15: Compute \( \nu_{i,j}(t + 1) \) using Eq. 1
16: if \( \nu_{i,j}(t + 1) > V_{\text{max}} \) then
17: \( V_{i,j}(t + 1) = V_{\text{max}} \)
18: end if
19: Compute 4 using Eq. 2
20: if \( i = gbest \) then
21: for all \( k \in [1, IterNo] \) do
22: Initialize \( \theta_0 = gbest \)
23: Compute \( a_k \) and \( c_k \)
24: Compute \( \hat{L}(\hat{\theta}_k + c_k \Delta k) \) and \( L(\hat{\theta}_k - c_k \Delta k) \)
25: Compute \( \hat{\theta}_k \)
26: Compute \( \hat{\theta}_{k+1} \)
27: end for
28: Compute \( \hat{\theta}_k = gbest \)
29: end if
30: end for
31: end for
32: end for

\[
\ddot{x}_{i,k} = \ddot{x}_{i,k-1} + \ddot{v}_{i,k}, \tag{10}
\]

Where \( \chi \) is called the constriction coefficient. These updating equations are algebraically equivalent to the standard equations (see Eq. 1 and Eq. 2) by \( \chi = \omega \) and \( \chi \cdot \phi_i = c_i \) for \( i = 1, 2 \). Clerc and Kennedy proved that the dynamical system converges when the constriction coefficient \( \chi \) is calculated as

\[
\chi = \frac{2 \cdot \kappa}{\phi - 2 + \sqrt{\phi^2 - 4 \cdot \phi}}, \tag{11}
\]

Where \( \kappa \in [0, 1] \) and \( \phi = \phi_1 + \phi_2 > 4 \). In our tests, we used the following parameters: \( \kappa = 1 \), \( \phi_1 = 2.05 \), \( \phi_2 = 2.05 \).

For the SPSA algorithm, we used the recommended values for \( A \), \( \alpha \), and \( \gamma \): 200, 0.602 and 0.101, which are fixed for all functions. We intentionally set the parameter setting for SPSA as this was feasible for these studies. To allow a
fair comparison between SPSA, bPSO, and SPSA–PSO, the number of scores is kept the same.

Fig. 7. bPSO on the Rosenbrock with dimension $d = 80$.

Fig. 8. SPSA–PSO (1) on the Rosenbrock with dimension $d = 80$.

Fig. 9. SPSA–PSO (2) on the Rosenbrock with dimension $d = 80$.

Fig. 10. SPSA–PSO(3) on the Rosenbrock with dimension $d = 80$.

better results than the bPSO II even with noisy test functions. Moreover, it can be seen that adjusting the parameters (see Eq. [1]) improves the PSO algorithm. Moreover, the third approach (see Eq. III-C) has 100 times more function calls per iteration than the other two proposed approaches. Nevertheless, this approach achieves better results than the others.

For each setting (for each function and dimension), 100 runs are performed and the first- and second-order statistics (mean $\mu$ and standard deviation $\sigma$) of the fitness scores are presented in Table II, IV, and III, with the best statistics highlighted. For each run, the process stops when the maximum number of iterations is reached. As the overall statistics on the right-hand side of Table II show, both SPSA–PSO approaches outperform the Rosenbrock function, regardless of dimension and modality and without exception. In other words, SPSA–PSO always performs better than the best bPSO. This basically confirms our claim above, i.e., the PSO update for $\text{gbest}$ is so poor that even adjusting the parameters of the PSO algorithm can still significantly improve the overall performance.

V. CONCLUSION

In this paper, we have investigated three methods to improve the convergence of the PSO algorithm. The first and second methods (based on the stochastic PSO algorithm proposed in [27]) mainly focused on improving the poor updating of the $\text{gbest}$ particle. This can be a severe problem, which may cause premature convergence to local optima since $\text{gbest}$ as the common term in the update equation of all particles, is the primary guide of the swarm. The third approach focused on the exploitation (the ability to refine search points that are already good) of the particle in the swarm. Those approaches are tested for three multidimensional non-linear functions with noise and the experimental results demonstrated that they achieved a better performance over all functions regardless of the dimension, modality, etc. Especially if the setting of the critical parameters, $c_1$, $c_2$, $\alpha$, and $c$ is appropriate, a significant performance gain can be achieved by SPSA–PSO. The ability to deal with noise was also here investigated. The experimental results shown that the proposed algorithms achieved a good
### TABLE II

**Statistical Results from 100 Runs Over the Rosenbrock Function**

| Functions         | d   | bPSO  | bPSO-chi | SPSA–PSO (1) | SPSA–PSO-chi (1) | SPSA–PSO (2) | SPSA–PSO-chi (2) | SPSA–PSO (3) | SPSA–PSO-chi (3) |
|-------------------|-----|-------|----------|-------------|-----------------|-------------|-----------------|-------------|-----------------|
|                   | µ   | σ    | µ        | σ           | µ               | σ           | µ               | σ           | µ               |
| **Rosenbrock**    | 20  | 8.15 | 3.99     | 0.57        | 1.4             | 0.46        | 0.2             | 1.08        | 2.64            |
|                   | 50  | 59.2 | 27.7     | 15.7        | 7.81            | 15.9        | 5.21            | 1.29        | 0.48            |
|                   | 80  | 213  | 115      | 64.2        | 30.6            | 70.9        | 10.5            | 28.15       | 5.16            |
| **Rosenbrock + noise** | 20  | 12.3 | 3.64     | 12.3        | 2.62            | 12.2        | 12.3            | 2.57        | 12.4            |
|                   | 50  | 83.4 | 31.2     | 59.2        | 14.3            | 89.4        | 46.23           | 18.9        | 34.5            |
|                   | 80  | 319  | 68       | 169         | 55.6            | 170         | 58.5            | 112         | 58              |
| **Rastrigin**     | 20  | 52   | 9.67     | 22          | 10.5            | 43.8        | 7.4             | 6.8         | 1.8             |
|                   | 50  | 62.6 | 28.3     | 55.7        | 17.81           | 8.4         | 2.1             | 7.9         | 3.58            |
|                   | 80  | 300.9| 85       | 164.2       | 86.6            | 43.8        | 7.4             | 5.83        | 2.38            |
| **Rastrigin + noise** | 20  | 52.5 | 8.79     | 22.3        | 12.62           | 20.9        | 12.2            | 12.3        | 2.67            |
|                   | 50  | 83.4 | 31.2     | 59.2        | 14.5            | 27.4        | 14.8            | 13.2        | 1.7             |
|                   | 80  | 319  | 68       | 169         | 55.6            | 58.1        | 18.3            | 53          | 18              |
TABLE IV  
STATISTICAL RESULTS FROM 100 RUNS OVER THE Sphere-Function

| Functions | Sphere | Sphere + noise |
|-----------|--------|----------------|
| d         | 20     | 50             |
|           | 50     | 80             |
|           | 20     | 80             |
|           | 50     | 80             |

performance over all functions. But the complexity of SPSA–PSO is not negligible. SPSA–PSO needed more run time than the bPSO. It was shown that the second approach achieved a superior performance in all aspects (dimension, modality, complexity, run time).
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