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Abstract

We revisit the one- and two-stage detector distillation tasks and present a simple and efficient semantic-aware framework to fill the gap between them. We address the pixel-level imbalance problem by designing the category anchor to produce a representative pattern for each category and regularize the topological distance between pixels and category anchors to further tighten their semantic bonds. We name our method SEA (SEmantic-aware Alignment) distillation given the nature of abstracting dense fine-grained information by semantic reliance to well facilitate distillation efficacy. SEA is well adapted to either detection pipeline and achieves new state-of-the-art results on the challenging COCO object detection task on both one- and two-stage detectors. Its superior performance on instance segmentation further manifests the generalization ability. Both 2x-distilled RetinaNet and FCOS with ResNet50-FPN outperform their corresponding 3x ResNet101-FPN teacher, arriving 40.64 and 43.06 AP, respectively. Code will be made publicly available.

1. Introduction

In object detection, well-designed backbones [14, 24, 30, 32, 34] provide strong support for powerful detectors to tackle challenging tasks [7, 20]. The balance between latency and accuracy is an inevitable trade-off in detection, especially when deploying models on mobile devices. Unlike pruning [11, 12] and quantization [11, 16, 17, 26, 46] that alter the original model weights and storage bits, knowledge distillation [2, 5, 6, 10, 33, 36] for object detection were mainly designed for two-stage detectors. For example, DSIG [5] improves two-stage detectors [28] by more than 2%. But it decreases performance by 0.8% when applied to FCOS [35].

This inconsistency mainly comes from the discrepancy between one- and two-stage detection pipelines (Figure 1). In two-stage pipelines, prior proposals are generated by Region Proposal Network [28] to extract region of interest (RoI) features, making prediction stem from pixel collections. While in one-stage counterparts (also known as dense detectors) without proposals, dense feature maps are processed by consecutive convolutions. Individual pixels are directly used to yield predictions.

A potential issue existing in one-stage detector is that the “interested regions” (i.e., selected individual pixels) are not aligned with the real interested regions (i.e., bounding boxes) in dense detectors. In contrast, the region proposals adopted in the two-stage designs are naturally suitable for instance-level box predictions. Besides, predictions of unimportant or wrong pixels might introduce unnecessary noise during the pixel-to-pixel distillation process between one-stage teacher and student models, such that the relationship-based methods [5, 6] could erroneously leverage the correlation between elements, leading to performance deduction.

To address this issue, we propose a new perspective to understand knowledge distillation for dense detectors. As mentioned before, dense detectors are comprised of multiple levels of feature maps, where pixel-level training samples are extremely imbalanced and no explicit instance-level relations can be exploited from the dense feature maps. Fur-
thermore, dense detectors have another parallel branch to deal with localization information, which can be much better exploited.

**Resolve Drastic Imbalance:** Different from two-stage detectors that regularize the ratio of foreground (FG) samples to background (BG) samples, one-stage ones just let it be. This results in a higher level of imbalance between FGs and BGs, and even between different class of foregrounds. Two-stage oriented distillers \[5, 10\] tend to decouple FGs from BGs and adjust their loss weights differently. In one-stage detectors, FGs and BGs are hard to be split and tuned on dense feature maps. The drastic imbalance makes distillation less effective if regularization is exerted. To address this problem, we encode a new knowledge representation called *Category Anchor*, which is designed as a general pattern for each existing category. It also acts as semantic summary for dense feature maps of scene images. When it comes to distilling the *Category Anchor*, the imbalance between categories (including BG) is moderated.

**Excavate Sparse Relations in Pixel-Level:** Two-stage style instance-level relations \[5, 6\] are difficult to be transferred to one-stage pipelines. The uniformly-sampled dense relation distillation \[23\] even worsens the detection performance. This indicates that the relations need to be better defined regarding the rich information inside each semantic pixel. Also, it will be better if irrelevant dense relations can be screened.

To this end, we map the spatial pixel representation into a unit hypersphere, where the spatial local similarity with the nearby elements is retained without losing the discrimination ability with those having distinct characteristics. Instead of measuring the relations among all of them, we only quantify the distances between these elements and *Category Anchors*. It lets plenty of meaningless relations be discarded and sparsification automatically complete (Figure 3). We name this strategy *Topological Distance Distillation*.

**Different Semantics in Disentangled Branches:** The classification and bounding box regression are empirically not complementary (Figure 4). Thus they are accomplished independently by two separated branches, in order to disentangle features and make them focus on optimizing their own tasks. Moreover, experimental results (Table 5) show that simply matching pixels via MSE loss in bounding box branch is not conducive to the performance.

As demonstrated in Figure 4, the high activation is generally clustered around objects in the branch for regressing the bounding box, while the activations of the classification branch are more likely to get widely spread starting from the object regions. Considering this discrepancy, instead of adopting simple pixel-pixel matching, we develop *Localization Distribution Alignment* to match relative localization regression between student and teacher via probability distributions, to be detailed in Sec 3.3. In this way, we avoid distilling the absolute value of each activation map and find another approach to model information of relative locations in spatial domain.

**Our Contributions:** We address the aforementioned issues and come up with the final solution for rarely studied one-stage detector distillation. To leverage the dense feature maps in multiple scales and layers, we design a proper knowledge representation *Category Anchor* to summarize the general semantic pattern in the scene. Based on it, *Topological Distance* is introduced to maintain the semantic bonds within pixel-level samples. Lastly, we form the localization distillation as a distribution alignment problem to efficiently transfer knowledge of localization information. We name our method Semantic-aware Alignment distillation regarding the nature to exploit fine-grained knowledge from a semantic-aware perspective.

Our method outperforms all previous state-of-the-art object detection distillers on the COCO \[20\] detection task by a large margin w.r.t. diverse modern one-stage detectors with heterogeneous backbones and shows its generality on the COCO instance segmentation task. In addition, we achieve strong performance on par with state-of-the-arts on two-stage detectors. While two-stage and one-stage detector adopt different processing scheme, they both share one common ground: the majority of parameters are devoted to yielding high-level semantic feature maps, which serve as the foundation for subsequent tasks. Distilling on this intersection is the key to bridging the gap between them. In our ablation study, we analyze the effect of each component and test hyper-parameters sensitivity. Our method is stable to train and does not introduce extra parameters to distillation training. To the best of our knowledge, this is the first attempt of realizing one-stage detector distillation.

## 2. Related Work

### 2.1. Object Detectors

Deep learning based object detectors are categorized into two groups of two-stage and one-stage detectors. The former generates prior proposals to extract regional features, while the latter accomplishes detection without the priors.

Two-stage methods are mainly originated from R-CNN \[9\], the following works \[1, 8, 28\] further refined the R-CNN pipeline to generate more precise proposals and save the implemented real-time. There are also many excellent methods \[3, 38, 42\] to further improve two-stage detectors. They all enclose the extracted features by regions and treat them as instances in classification and localization.

In the absence of generated proposals, one-stage detectors \[4, 18, 21, 22, 27, 35, 44\] were designed for low latency
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Figure 2. Distillation framework of our method. For simplicity, we only display one branch between the classification and bounding box branches in the dense detection head. $L_{anchor}$ and $L_{distance}$ align the category anchors and topological distances generated in each feature map from student and teacher, respectively, and $L_{loc}$ aligns the feature map in the bounding box branch.

while maintaining high accuracy. YOLO [27] was first proposed to introduce the anchor boxes to predict classes and bounding boxes from feature maps. In order to alleviate the foreground-background imbalance issue in dense detection, RetinaNet [21] proposed the focal loss to down-weight the well-classified easy examples. Further, ATSS [44] refined the label assign algorithm and GFL [18] proposed an optimized focal loss and a box distribution loss. There are also anchor-free detectors that discard the bounding box prior, such as FCOS [35], which implemented detection from only points. In our paper, we experiment with these detectors, including two-stage [1, 28], one-stage anchor-based [18, 21, 44] and anchor-free [35] ones.

2.2. Knowledge Distillation

Knowledge Distillation transfers knowledge from a large capacity teacher model to a light weight student model. Hinton et al. [15] first regarded the soft logits of output layers as knowledge representation to be distilled. Besides, intermediate feature representations [29] and attention maps [41] are also used to match student and teacher. Recently, several knowledge distillation frameworks further excavate the potential, such as Mutual Learning [45], Noisy Student [40], and TAKD [25].

Object Detection benefits a lot from knowledge distillation since it achieves considerable accuracy with less inference cost and memory footprint. We categorize detection distillation methods into four groups:

(1) Region-based: Chen et al. [2] first presented a detection knowledge distillation framework for two-stage detectors and specially re-designed the logits distillation loss for detection. Wang et al. [36] generated the fine-grained masks from ground truth to distill the selected near-object regions in feature maps. Sun et al. [33] proposed a Gaussian mask to achieve more attention on regions near object center and learning rate decay strategy to improve generalization. Recently, Guo et al. [10] split the features into foreground and background, treating them differently. These methods all first extract attentional regions and then conduct distillation on these selected pixels.

(2) Relation-based: Chen et al. [5] and Dai et al. [6] utilized the instance relations in detection to align student with teacher. These methods also use prior regions (i.e. proposals and ground-truth boxes) to select regional features as elements to build relations for further distillation.

(3) Backbone-based: Zhang et al. [43] leveraged the attention module and generated a level of attention maps for conducting backbone distillation in detector. However, it does not utilize the following detection head, which also contains sufficient information.

(4) Segmentation-based: There also exist methods derived from the segmentation task. Liu et al. [23] proposed a structured method to transfer relations between regular block of pixels. Note in detection, this kind of relation brings much noise due to high ratio of background. Shu et al. [31] distilled channel-wise information – the activation map of detectors is dissimilar from that of segmentation.

3. Semantic-aware Alignment Distillation

In this section, we introduce our overall distillation pipeline that is composed of category anchor distillation, topological distance distillation and localization distribution alignment. The category anchors represent the
global categorical information mined from multi-scale feature maps. It depicts the distribution between semantic prototypes and individual pixels without being adversely affected by the inter-class imbalance. Thus the topological distance can be better illustrated in latent embedding space. The localization distribution alignment effectively utilizes distribution matching loss to distill the regression feature maps from teacher to student, where pixels exhibit semantics in spatially relative locations.

Our diagram is shown in Figure 2, we apply a set of distillation losses on the dense detector head (convolutional branches), which does not introduce additional parameter and brings minor extra training overhead. In our pipeline, anchors for individual categories are firstly generated from feature maps. Based on that, the topological distance between individual pixel and anchor is computed. With student and teacher anchors and the topological distances, the anchor loss $L_{anchor}$ and topological distance loss $L_{distance}$ are applied to student training. The location distribution alignment loss $L_{loc}$ regularizes the bounding box branch. We note that no distillation is applied yet to the detector backbone, leaving much room for further improvement in our future work.

### 3.1. Category Anchor Distillation

To avoid imbalanced information from a series of convolutional layers by dense pixel matching, we devise category anchor as categorial summary of existing instances in one image batch (Figure 3). A categorial summary functions like the two-stage detectors that extract regions of interest to assist detection. Instead of pixel-wise imitation between the student and teacher models like [10, 36], we elect attentional pixels to build category anchors and make dense feature maps focus on categoricial regions. Considering that square bounding boxes do not represent actual shape of real objects, we divide boxes into the central and marginal parts. Thus, each category owns two category anchors, which collect all pixels belonging to the categorical regions across the whole image batch.

Specifically, in one image batch $I$ with feature map $F$ produced by layer $L$, we denote category anchors as $C = \{c_1, ..., c_{2i-1}, c_{2i}, c_{bg}\}$, where $i$ indexes different categories except the background in this batch and $2i-1, 2i$ here denotes the central, marginal category anchors for category $i$, respectively. Note that, we do not discard pixels belonging to the background like [5, 36] and instead produce an anchor for the background. The category anchors are generated through the following steps.

1. Initialize all-zeros Category masks $M = \{M_1, ..., M_{2i}, M_{bg}\}$. For each instance in $I$ belonging to category $j$ ($1 \leq j \leq i$), we split it into central and marginal part and set the values of corresponding regions on $M_{2j-1}$, $M_{2j}$ respectively to 1. The final Category masks turn out to be $M = \{M_1, ..., M_{2i}, M_{bg}\}$, where $M_{bg} = \sum_j M_{2j-1} + M_{2j}$.
2. For the $p$-th ($1 \leq p \leq 2i + 1$) category anchor, the relevant regions on the feature maps are masked by $M_p$: $F_p = F * M_p$.
3. For the $p$-th category anchor, the masked feature maps are vectorized to category anchors by spatial average pooling as $c_p = \text{AvgPool2d}(F_p)$.

With the multi-level detection scheme proposed in [19], networks with consecutive convolutional layers also yield multi-scale feature maps. Therefore, in our distillation framework, the final category anchors are denoted as $C = \{C_{1,1}, ..., C_{m,k}\}$, where $C_{m,k}$ is the category anchor generated from the $m$-th conv with $k$-th scale-level of the convolutional feature maps. More details are in supplementary.

**Multi-level Anchor Matching:** Different levels of anchors concentrate information collected from multi-resolution feature maps. We distill student and teacher anchors on all levels of feature maps as

$$L_{anchor} = \frac{1}{N_m N_k} \sum_m \sum_k 1 - \frac{C_{m,k} \cdot C_{m,k}^t}{\|C_{m,k}\| \cdot \|C_{m,k}^t\|}$$

where $C_s$ and $C_t$ represent the anchors of student and teacher, respectively. $L_{anchor}$ aims to align each level of student category anchors with that of teacher. It makes sure optimization towards the general category prototype from a multi-scale perspective. We apply it to both classification and bounding box branches.

### 3.2. Topological Distance Distillation

We regard each pixel as an individual sample in one-stage detection framework where each pixel owns adequate
information to support the following classification and localization regression tasks. Similarly, samples scatter in embedding spaces and have their correlations with each other [23]. Rather than modeling dense correlations among all pixels, we measure the distances between pixels and category anchors. The distances construct a topological structure for calibrating individual samples against the anchors. Well trained teacher exhibits more precise measure regarding the distances. Thus it regularizes student topology. We devise the topological distance distillation loss between student and teacher as

$$\begin{equation}
L_{distance} = \frac{1}{N_m N_k} \sum_m \sum_k D(F_{m,k}^s \circ C_{m,k}^s || F_{m,k}^l \circ C_{m,k}^l)
\end{equation}$$

(2)

where $F \circ C$ denotes the cosine similarity for computing the distances and $\tau_d$ stands for the temperature.

3.3. Localization Distribution Alignment

We empirically observe that the bounding box branch in detectors behaves differently from the classification branch. It is noticed that the pixels in the classification branch are more activated on the edge of ground truth instances, revealing highly salient semantics. However, for the bounding box (bbox) branch where the content of each pixel is not correlated with class information, it is less semantically sensitive about scene understanding since it predicts the deltas from anchor box or point to the ground truth boxes.

As shown in Figure 4, the bbox feature maps have pixels near an object center in the image more activated, which actually indicates the relative locations between itself and the ground truth center. Inspired by this finding, we model distribution alignment in spatial domain, and effectively adopt the Kullback-Leibler divergence loss to distill the bbox layer from teacher to student as

$$\begin{equation}
L_{loc} = \frac{1}{N_m N_k} \sum_m \sum_k D(F_{m,k}^s || F_{m,k}^l)
\end{equation}$$

(3)

where $F_{m,k}$ denotes the $m$-th scale and $k$-th bbox branch feature map.

3.4. Overall Distillation Loss

Incorporating the three aforementioned distillation losses into detection loss in student detector training, we yield the overall distillation loss as

$$L = L_{det} + \lambda_\alpha L_{anchor} + \lambda_d L_{distance} + \lambda_l L_{loc}$$

(4)

where $L_{det}$ is the original detection loss for student detector, including classification and localization loss, which is designed differently in each type of detector. $\lambda_\alpha$, $\lambda_d$, and $\lambda_l$ represent the penalty coefficients for $L_{anchor}$, $L_{distance}$ and $L_{loc}$, respectively. We empirically set $\{\lambda_\alpha, \lambda_d, \lambda_l, \tau_d, \tau_l\}$ to $\{10, 1000, 1, 0.1, 0.1\}$. Detailed implementations of three proposed losses are provided in supplementary material.

4. Experiments

Experimental Benchmark: We adopt the most popular and challenging object detection dataset COCO\footnote{COCO images abide by Flickr Terms of Use and annotations are licensed under a Creative Commons Attribution 4.0 License.} [20] to evaluate the effectiveness of our proposed method and make comparison. We evaluate results with the detection average precision (AP) over IoU threshold. The COCO style AP metrics, including mAP@[0.5:0.95], AP$_{50}$, AP$_{75}$, AP$_{S}$, AP$_{M}$, and AP$_{L}$, are applied.

Network Architectures: Our base structure is on Detectron2 [39]. In detail, we adopt ResNet-FPN as the backbone architecture for teacher. Simultaneously, we choose the ResNet-series [14] ResNet18/50, mobile-level MobileNetV2 [30] and NAS-based EfficientNet-B0 [34] as backbones for the student. To verify the generality of our method, we distill on one-stage anchor-based RetinaNet [21], ATSS [44], GFL [18], one-stage anchor-free FCOS [35], and also two-stage Faster R-CNN [28] and Cascade R-CNN [1] with these backbones.

Training Details: For existing detectors, we adopt the off-the-shelf pre-trained teacher from Detectron2 Model Zoo, and prepare other teacher detectors following the same training details as student. With the guidance of teacher models, we compose different architecture and capacity student-teacher pairs (R18-R50, R50-R101, MV2-R50, and}
Table 1. Our distilled Object Detection box AP on COCO val w.r.t. one-stage detectors. We validate it on anchor-based RetinaNet [21], ATSS [44], GFL [18] and anchor-free FCOS [35] with various backbones of ResNet18(R18), ResNet50(R50), ResNet101(R101), MobileNetV2(MV2) and EfficientNet-B0(EB0).

4.1. Main Results

We show our notable results on state-of-the-art one-stage detectors of RetinaNet [21], FCOS [35], ATSS [44] and GFL [18] with multiple heterogeneous backbones, as shown in Table 1. Our method yields substantial improvement over the baseline by 2.71 AP on average. We also implement NAS-Architecture backbone EfficientNet-B0 on those detectors, which is improved by 3.66 AP on average. Though guided by dissimilar architecture of the teacher network, MobileNetV2 student detectors still have 4.29 AP on average beyond the baseline. For larger detectors, ResNet-50 student detectors surpass the baseline by 2.71 AP on average. We also implement NAS-Architecture backbone EfficientNet-B0 on those detectors, which is improved by 2.73 AP on average.

We also validate our method on two-stage detectors of Faster R-CNN [28] and Cascade R-CNN [1], as listed in Table 2. With four distillation pairs, Faster R-CNN and Cascade R-CNN achieve 3.29 and 3.66 AP gain on average against student baseline, indicating that our method is surprisingly general.

4.2. Comparison with Other Methods

We compare our method with state-of-the-arts in recent years, and show results in Table 4. For fairness, we implement all methods based on the Detectron2 codebase except those marked with †, where results are from the original papers. In one-stage anchor-based RetinaNet, our 1x method achieves superior results, outperforming all previous methods by 1.89 AP on average. Our 2x students also surpass previous state-of-the-arts [43] by 0.92 AP. Also, for one-stage anchor-free FCOS, our method achieves great gain over previous SOTA of 3.56 point AP on average. And we improve the previous SOTA [43] by 0.76 AP on 2x results.

Since anchor-free methods rely more on rich information in each pixel to complete both classification and regression without box priors, they benefit more from our method that can better distill fine-grained pixel-level information. On RetinaNet [21] and FCOS [35], our method outperforms the region-based ones [10, 33, 36] by 2.64 AP on average, indicating the high applicability of our method than...
implementing Anchor Loss: that each of them makes a difference. As shown in Table 5, we conduct experiments on multiple combinations of different losses in our method to manifest effectiveness of our design in the detector head. Even for the two-stage Faster R-CNN, we still accomplish comparable results on students and slightly better results than state-of-the-arts [5, 43]. It reveals the great potential of our method to generally improve detector distillation.

### 4.3. Experiments for Instance Segmentation

We also extend our method to the instance segmentation task and manifest our improvements on predicted masks. We adopt two-stage box-based Mask R-CNN [13] as well as one-stage box-free SOLOv2 [37] as our network and evaluate the same student-teacher pairs as before. Models are trained on COCO2017 images that contain annotated masks. We report the standard evaluation metric AP\textsubscript{mask} on COCO\textsubscript{val} w.r.t. two-stage Mask R-CNN [13] and one-stage SOLOv2 [37].

Matching instantiates solutions that nominate regions. Compared with relation-based methods [5, 6], ours yields 1.72 AP gain, manifesting that the topological distance is more effective than instance-relations in one-stage detectors. We also achieve 0.84 AP higher than backbone-based method [43], and 3.04 AP higher than segmentation-based methods [23, 31], which manifest effectiveness of our design in the detector head.

Even for the two-stage Faster R-CNN, we still accomplish comparable results on students and slightly better results than state-of-the-arts [5, 43]. It reveals the great potential of our method to generally improve detector distillation.

### 4.4. Ablation Studies

#### 4.4.1 Component Analysis

As shown in Table 5, we conduct experiments on multiple combinations of different losses in our method to manifest that each of them makes a difference.

**Anchor Loss:** Implementing $L_{\text{anchor}}$ brings about 2.31 AP to student baseline, whereas the direct pixel-pixel matching only achieves 1.42 AP. It means when the dense pixels are responsible for prediction tasks, it is necessary to summarize the categorical information among all pixels rather than mimicking global feature maps. With the distillation of $L_{\text{anchor}}$, information in large size feature maps avoids distillation in an imbalanced way since it concentrates on the category anchor.

**Distance Loss:** Distance Loss $L_{\text{distance}}$ outperforms the baseline by about 1.05 AP, which means that in dense detectors, correlations among pixels are important to form the dense topological space. Instead of modeling dense relations like [23], the $L_{\text{distance}}$ restricts the distance between pixel itself and each category anchor of student and teacher, which makes it better regularization for the student.

**Location Distribution Alignment:** Adding $L_{\text{loc}}$ improves FCOS-ResNet50 to 42.52 AP. It does help align the localization information of student and teacher, which reveals that the pixels in bounding box layer conforms to a kind of distribution. Also, applying L2 loss on the bounding box layer does no benefit to performance, which shows that matching the distribution in the bounding box layer is more effective than straightforward pixel-pixel distillation.

#### 4.4.2 Hyper-parameters Sensitivities

**Loss penalty coefficients:** We test sensitivities of three loss penalty coefficients $\lambda_a$, $\lambda_d$ and $\lambda_I$ in Eq. (4) (see Figure 5). It shows these coefficients are robust in a large range, which verifies the stability of our method.

**Temperatures:** We test the logit temperatures $\tau_{\alpha}$ and $\tau_I$ of KLD losses in Eqs. (2)-(3), and show results in Table 6. The performance is robust within the range of 0.01 and 5.0.

### 5. Concluding Remarks

In this paper, we have proposed SEA (SEmantic-Aware Alignment) distillation for object detectors. To bridge the

| Student   | Teacher | Schedule | $\text{AP}_{\text{box}}$ | $\text{AP}_{\text{mask}}$ |
|-----------|---------|----------|--------------------------|---------------------------|
| Mask R-CNN | R18     | 1x       | 33.89                    | 31.30                     |
| Mask R-CNN | R18     | 1x       | 37.17                    | 33.94                     |
| Mask R-CNN | MV2     | -        | 30.65                    | 28.55                     |
| Mask R-CNN | MV2     | R50      | 34.54                    | 31.62                     |
| Mask R-CNN | R50     | -        | 38.64                    | 35.24                     |
| Mask R-CNN | R50     | R101     | 40.82                    | 36.99                     |
| Mask R-CNN | EB0     | -        | 35.28                    | 32.81                     |
| Mask R-CNN | EB0     | R101     | 37.93                    | 34.53                     |

Table 3. Our distilled **Instance Seg. mask** AP on COCO\textsubscript{val} w.r.t. two-stage Mask R-CNN [13] and one-stage SOLOv2 [37].
Table 4. Performance comparison with state-of-the-art methods in Object Detection box AP on COCO val w.r.t. one-stage anchor-based RetinaNet [21], one-stage anchor-free FCOS [35], and two-stage Faster R-CNN [28].

Table 5. Ablation study of loss component analysis in Object Detection box AP on COCO val w.r.t. FCOS [35] with ResNet50.

Table 6. Ablation study of logit temperatures in Object Detection box AP on COCO val w.r.t. RetinaNet [21] with ResNet50.

Limitations: The general limitation lies in the nature of distillation that the teacher is inevitably needed to transfer its knowledge to student. While the distillation is mainly for small student models, it is hard to find a proper teacher for large-model students.

Societal Impact: Our method compresses the huge teacher models to tiny student models while maintaining the accuracy, which saves computational cost and environmental resource consumption. Our method has no explicit negative societal impact, except that in distillation procedure, we spend more resource training than the original student detector and we need to prepare the pre-trained teacher model.
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