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Abstract
In this paper, we advocate for representation learning as the key to mitigating unfair prediction outcomes downstream. Motivated by a scenario where learned representations are used by third parties with unknown objectives, we propose and explore adversarial representation learning as a natural method of ensuring those parties act fairly. We connect group fairness (demographic parity, equalized odds, and equal opportunity) to different adversarial objectives. Through worst-case theoretical guarantees and experimental validation, we show that the choice of this objective is crucial to fair prediction. Furthermore, we present the first in-depth experimental demonstration of fair transfer learning and demonstrate empirically that our learned representations admit fair predictions on new tasks while maintaining utility, an essential goal of fair representation learning.

1. Introduction
There are two implicit steps involved in every prediction task: acquiring data in a suitable form, and specifying an algorithm that learns to predict well given the data. In practice these two responsibilities are often assumed by distinct parties. For example, in online advertising the so-called prediction vendor profits by selling its predictions (e.g., person X is likely to be interested in product Y) to an advertiser, while the data owner profits by selling a predictively useful dataset to the prediction vendor (Dwork et al., 2012).

Because the prediction vendor seeks to maximize predictive accuracy, it may (intentionally or otherwise) bias the predictions to unfairly favor certain groups or individuals. The use of machine learning in this context is especially concerning because of its reliance on historical datasets that include patterns of previous discrimination and societal bias. Thus there has been a flurry of recent work from the machine learning community focused on defining and quantifying these biases and proposing new prediction systems that mitigate their impact.

Meanwhile, the data owner also faces a decision that critically affects the predictions: what is the correct representation of the data? Often, this choice of representation is made at the level of data collection: feature selection and measurement. If we want to maximize the prediction vendor’s utility, then the right choice is to simply collect and provide the prediction vendor with as much data as possible. However, assuring that prediction vendors learn only fair predictors complicates the data owner’s choice of representation, which must yield predictors that are never unfair but nevertheless have relatively high utility.

In this paper, we frame the data owner’s choice as a representation learning problem with an adversary criticizing potentially unfair solutions. Our contributions are as follows: We connect common group fairness metrics (demographic parity, equalize odds, and equal opportunity) to adversarial learning by providing appropriate adversarial objective functions for each metric that upper bounds the unfairness of arbitrary downstream classifiers in the limit of adversarial training; we distinguish our algorithm from previous approaches to adversarial fairness and discuss its suitability to fair classification due to the novel choice of adversarial objective and emphasis on representation as the focus of adversarial criticism; we validate experimentally that classifiers trained naively (without fairness constraints) from representations learned by our algorithm achieve their respective fairness desiderata; furthermore, we show empirically that these representations achieve fair transfer — they admit fair predictors on unseen tasks, even when those predictors are not explicitly specified to be fair.

In Sections 2 and 3 we discuss relevant background materials and related work. In Section 4 we describe our model and motivate our learning algorithm. In Section 5 we discuss our novel adversarial objective functions, connecting them to common group fairness metrics and providing theoretical guarantees. In Section 6 we discuss experiments demonstrating our method’s success in fair classification and fair transfer learning.
2. Background

2.1. Fairness

In fair classification we have some data $X \in \mathbb{R}^{n}$, labels $Y \in \{0, 1\}$, and sensitive attributes $A \in \{0, 1\}$. The predictor outputs a prediction $\hat{Y} \in \{0, 1\}$. We seek to learn to predict outcomes that are accurate with respect to $Y$ but fair with respect to $A$; that is, the predictions are accurate but not biased in favor of one group or the other.

There are many possible criteria for group fairness in this context. One is demographic parity, which ensures that the positive outcome is given to the two groups at the same rate, i.e. $P(\hat{Y} = 1|A = 0) = P(\hat{Y} = 1|A = 1)$. However, the usefulness of demographic parity can be limited if the base rates of the two groups differ, i.e. $P(Y = 1|A = 0) \neq P(Y = 1|A = 1)$. In this case, we can pose an alternate criterion by conditioning the metric on the ground truth $Y$, yielding equalized odds and equal opportunity (Hardt et al., 2016); the former requires equal false positive and false negative rates between the groups while the latter requires only one of these equalities. Equal opportunity is intended to match errors in the “advantaged” outcome across groups; whereas Hardt et al. (2016) chose $Y = 1$ as the advantaged outcome, the choice is domain specific and we here use $Y = 0$ instead without loss of generality. Formally, this is $P(\hat{Y} \neq Y|A = 0, Y = y) = P(\hat{Y} \neq Y|A = 1, Y = y) \forall y \in \{0, 1\}$ (or just $y = 0$ for equal opportunity).

Satisfying these constraints is known to conflict with learning well-calibrated classifiers (Chouldechova, 2017; Kleinberg et al., 2016; Pleiss et al., 2017). It is common to instead optimize a relaxed objective (Kamishima et al., 2012), whose hyperparameter values negotiate a tradeoff between maximizing utility (usually classification accuracy) and fairness.

2.2. Adversarial Learning

Adversarial learning is a popular method of training neural network-based models. Goodfellow et al. (2014) framed learning a deep generative model as a two-player game between a generator $G$ and a discriminator $D$. Given a dataset $X$, the generator aims to fool the discriminator by generating convincing synthetic data, i.e., starting from random noise $z \sim p(z)$, $G(z)$ resembles $X$. Meanwhile, the discriminator aims to distinguish between real and synthetic data by assigning $D(G(z)) = 0$ and $D(X) = 1$. Learning proceeds by the max-min optimization of the joint objective

$$V(D, G) \triangleq \mathbb{E}_{p(X)}[\log(D(X))] + \mathbb{E}_{p(z)}[\log(1 - D(G(z)))] ,$$

where $D$ and $G$ seek to maximize and minimize this quantity, respectively.

3. Related Work

Interest in fair machine learning is burgeoning as researchers seek to define and mitigate unintended harm in automated decision making systems. Definitional works have been broadly concerned with group fairness or individual fairness. Dwork et al. (2012) discussed individual fairness within the owner-vendor framework we utilize. Zemel et al. (2013) encouraged elements of both group and individual fairness via a regularized objective. An intriguing body of recent work unifies the individual-group dichotomy by exploring fairness at the intersection of multiple group identities, and among small subgroups of individuals (Kearns et al., 2018; Hébert-Johnson et al., 2018).

Calmon et al. (2017) and Hajian et al. (2015) explored fair machine learning by pre- and post-processing training datasets. McNamara et al. (2017) provides a framework where the data producer, user, and regulator have separate concerns, and discuss fairness properties of representations. Louizos et al. (2016) give a method for learning fair representations with deep generative models by using maximum mean discrepancy (Gretton et al., 2007) to eliminate disparities between the two sensitive groups.

Adversarial training for deep generative modeling was popularized by Goodfellow et al. (2014) and applied to deep semi-supervised learning (Salimans et al., 2016; Odena, 2016) and segmentation (Luc et al., 2016), although similar concepts had previously been proposed for unsupervised and supervised learning (Schmidhuber, 1992; Gutmann & Hyvärinen, 2010). Ganin et al. (2016) proposed adversarial representation learning for domain adaptation, which resembles fair representation learning in the sense that multiple distinct data distributions (e.g., demographic groups) must be expressively modeled by a single representation.

Edwards & Storkey (2016) made this connection explicit by proposing adversarially learning a classifier that achieves demographic parity. This work is the most closely related to ours, and we discuss some key differences in sections 5.4. Recent work has explored the use of adversarial training to other notions of group fairness. Beutel et al. (2017) explored the particular fairness levels achieved by the algorithm from Edwards & Storkey (2016), and demonstrated that they can vary as a function of the demographic unbalance of the training data. In work concurrent to ours, Zhang et al. (2018) use an adversary which attempts to predict the sensitive variable solely based on the classifier output, to learn an equal opportunity fair classifier. Whereas they focus on fairness in classification outcomes, in our work we allow the adversary to work directly with the learned representation, which we show yields fair and transferable representations that in turn admit fair classification outcomes.
4. Adversarially Fair Representations
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Figure 1. Model for learning adversarially fair representations. The variables are data $X$, latent representations $Z$, sensitive attributes $A$, and labels $Y$. The encoder $f$ maps $X$ (and possibly $A$ - not shown) to $Z$, the decoder $k$ reconstructs $X$ from $(Z, A)$, the classifier $g$ predicts $Y$ from $Z$, and the adversary $h$ predicts $A$ from $Z$ (and possibly $Y$ - not shown).

4.1. A Generalized Model

We assume a generalized model (Figure 1), which seeks whose exact terms are modified according to the fairness (2016); below we address our specific choices of adversarial objectives and explore their fairness implications, which distinguish our work as more closely aligned to the goals of fair representation learning.

The dataset consists of tuples $(X, A, Y)$ in $\mathbb{R}^n$, $(0, 1)$ and $(1, 0)$, respectively. The encoder $f : \mathbb{R}^n \rightarrow \mathbb{R}^m$ yields the representations $Z$. The encoder can also optionally receive $A$ as input. The classifier and adversary $g, h : \mathbb{R}^m \rightarrow \{0, 1\}$ each act on $Z$ and attempt to predict $Y$ and $A$, respectively. Optionally, a decoder $k : \mathbb{R}^m \times \{0, 1\} \rightarrow \mathbb{R}^n$ attempts to reconstruct the original data from the representation and the sensitive variable.

The adversary $h$ seeks to maximize its objective $L_{Adv}(h(f(X, A)), A)$. We discuss a novel and theoretically motivated adversarial objective in Sections 4.2 and 5, whose exact terms are modified according to the fairness desideratum.

Meanwhile, the encoder, decoder, and classifier jointly seek to minimize classification loss and reconstruction error, and also minimize the adversary’s objective. Let $L_C$ denote a suitable classification loss (e.g., cross entropy, $\ell_1$), and $L_{Dec}$ denote a suitable reconstruction loss (e.g., $\ell_2$). Then we train the generalized model according to the following min-max procedure:

$$\min_{f,g,k} \max_h \mathbb{E}_{X,Y,A}[L(f,g,h,k)], \tag{1}$$

with the combined objective expressed as

$$L(f,g,h,k) = \alpha L_C(g(f(X,A)), Y) + \beta L_{Dec}(k(f(X,A), A), X) + \gamma L_{Adv}(h(f(X,A)), A) \tag{2}$$

The hyperparameters $\alpha, \beta, \gamma$ respectively specify a desired balance between utility, reconstruction of the inputs, and fairness.

Due to the novel focus on fair transfer learning, we call our model Learned Adversarially Fair and Transferable Representations (LAFTR).

4.2. Learning

We realize $f, g, h$, and $k$ as neural networks and alternate gradient decent and ascent steps to optimize their parameters according to (2). First the encoder-classifier-decoder group $(f, g, k)$ takes a gradient step to minimize $L$ while the adversary $h$ is fixed, then $h$ takes a step to maximize $L$ with fixed $(f, g, k)$. Computing gradients necessitates relaxing the binary functions $g$ and $h$, the details of which are discussed in Section 5.3.

One of our key contributions is a suitable adversarial objective, which we express here and discuss further in Section 5. For shorthand we denote the adversarial objective $L_{Adv}(h(f(X, A)), A)$—whose functional form depends on the desired fairness criteria—as $L_{Adv}^i(h)$. For demographic parity, we take the average absolute difference on each sensitive group $D_0, D_1$:

$$L_{Adv}^{DP}(h) = 1 - \frac{1}{|D_1|} \sum_{(x,a) \in D_1} |h(f(x,a)) - a| \tag{3}$$

For equalized odds, we take the average absolute difference on each sensitive group-label combination $D_0^i, D_1^i, D_0^j, D_1^j$, where $D_i^j = \{(x,y,a) \in D | a = i, y = j\}$:

$$L_{Adv}^{EO}(h) = 2 - \frac{1}{|D_i^j|} \sum_{(x,a) \in D_i^j} |h(f(x,a)) - a| \tag{4}$$

To achieve equal opportunity, we need only sum terms corresponding to $Y = 0$. 

---

1 In learning equalized odds or equal opportunity representations, the adversary $h : \mathbb{R}^m \times \{0, 1\} \rightarrow \{0, 1\}$ also takes the label $Y$ as input.
4.3. Motivation

For intuition on this approach and the upcoming theoretical section, we return to the framework from Section 1, with a data owner who sells representations to a (prediction) vendor. Suppose the data owner is concerned about the unfairness in the predictions made by vendors who use their data. Given that vendors are strategic actors with goals, the owner may wish to guard against two types of vendors:

- The indifferent vendor: this vendor is concerned with utility maximization, and doesn’t care about the fairness or unfairness of their predictions.
- The adversarial vendor: this vendor will attempt to actively discriminate by the sensitive attribute.

In the adversarial model defined in Section 4.1, the encoder is what the data owner really wants; this yields the representations which will be sold to vendors. When the encoder is learned, the other two parts of the model ensure that the representations respond appropriately to each type of vendor: the classifier ensures utility by simulating an indifferent vendor with a prediction task, and the adversary ensures fairness by simulating an adversarial vendor with discriminatory goals. It is important to the data owner that the model’s adversary be as strong as possible—if it is too weak, the owner will underestimate the unfairness enacted by the adversarial vendor.

However, there is another important reason why the model should have a strong adversary, which is key to our theoretical results. Intuitively, the degree of unfairness achieved by the adversarial vendor (who is optimizing for unfairness) will not be exceeded by the indifferent vendor. Beating a strong adversary \( h \) during training implies that downstream classifiers naively trained on the learned representation \( Z \) must also act fairly. Crucially, this fairness bound depends on the discriminative power of \( h \); this motivates our use of the representation \( Z \) as a direct input to \( h \), because it yields a strictly more powerful \( h \) and thus tighter unfairness bound than adversarially training on the predictions and labels alone as in Zhang et al. (2018).

5. Theoretical Properties

We now draw a connection between our choice of adversarial objective and several common metrics from the fair classification literature. We derive adversarial upper bounds on unfairness that can be used in adversarial training to achieve either demographic parity, equalized odds, or equal opportunity.

We are interested in quantitatively comparing two distributions corresponding to the learned group representations, so consider two distributions \( D_0 \) and \( D_1 \) over the same sample space \( \Omega_D \), as well as a binary test function \( \mu : \Omega_D \rightarrow \{0, 1\} \). \( \mu \) is called a test since it can distinguish between samples from the two distributions according to the absolute difference in its expected value. We call this quantity the test discrepancy and express it as

\[
d_{\mu}(D_0, D_1) \triangleq E_{x \sim D_0} [\mu(x)] - E_{x \sim D_1} [\mu(x)]. \tag{5}
\]

The statistical distance (a.k.a. total variation distance) between distributions is defined as the maximum attainable test discrepancy (Cover & Thomas, 2012):

\[
\Delta^*(D_0, D_1) \triangleq \sup_{\mu} d_{\mu}(D_0, D_1). \tag{6}
\]

When learning fair representations we are interested in the distribution of \( Z \) conditioned on a specific value of group membership \( A \in \{0, 1\} \). As a shorthand we denote the distributions \( p(Z|A = 0) \) and \( p(Z|A = 1) \) as \( Z_0 \) and \( Z_1 \), respectively.

5.1. Bounding Demographic Parity

In supervised learning we seek a \( g \) that accurately predicts some label \( Y \); in fair supervised learning we also want to quantify \( g \) according to the fairness metrics discussed in Section 2. For example, the demographic parity distance is expressed as the absolute expected difference in classifier outcomes between the two groups:

\[
\Delta_{DP}(g) \triangleq d_g(Z_0, Z_1) = |E_{Z_0}[g] - E_{Z_1}[g]|. \tag{7}
\]

Note that \( \Delta_{DP}(g) \leq \Delta^*(Z_0, Z_1) \), and also that \( \Delta_{DP}(g) = 0 \) if and only if \( g(Z) \perp \!\!\!\perp A \), i.e., demographic parity has been achieved.

Now consider an adversary \( h : \Omega_Z \rightarrow \{0, 1\} \) whose objective (negative loss) function\(^2\) is expressed as

\[
L_{Adv}^{DP}(h) \triangleq E_{Z_0} [1 - h] + E_{Z_1} [h] - 1. \tag{8}
\]

Given samples from \( \Omega_Z \) the adversary seeks to correctly predict the value of \( A \), and learns by maximizing \( L_{Adv}^{DP}(h) \). Given an optimal adversary trained to maximize (8), the adversary’s loss will bound \( \Delta_{DP}(g) \) from above for any function \( g \) learnable from \( Z \). Thus a sufficiently powerful adversary \( h \) will expose through the value of its objective the demographic disparity of any classifier \( g \). We will later use this to motivate learning fair representations via an encoder \( f : \mathcal{X} \rightarrow Z \) that simultaneously minimizes the task loss and minimizes the adversary objective.

**Theorem.** Consider a classifier \( g : \Omega_Z \rightarrow \Omega_Y \) and adversary \( h : \Omega_Z \rightarrow \Omega_A \) as binary functions, i.e., \( \Omega_Y = \Omega_A = \)

\(^2\)This is equivalent to the objective expressed by Equation 3 when the expectations are evaluated with finite samples.
which comprises the absolute difference in false positive rates. Theorem.

Proof. By definition $\Delta_{DP}(g) \geq 0$. Suppose without loss of generality (WLOG) that $\mathbb{E}_z[\alpha_g] \geq \mathbb{E}_z[\beta_g]$, i.e., the classifier predicts the “positive” outcome more often for group $A_0$ in expectation. Then, an immediate corollary is $\mathbb{E}_z[1 - g] = \mathbb{E}_z[1 - g]$, and we can drop the absolute value in our expression of the disparate impact distance:

$$\Delta_{DP}(g) = \mathbb{E}_z[\alpha_g] - \mathbb{E}_z[\beta_g] = \mathbb{E}_z[\alpha_g] + \mathbb{E}_z[1 - g] - 1$$

where the second equality is due to $\mathbb{E}_z[1 - g] = 1 - \mathbb{E}_z[1 - g]$.

Now consider an adversary that guesses the opposite of $g$, i.e., $h = 1 - g$. Then,

$$L_{Adv}^{DP}(h) = L_{Adv}^{DP}(1 - g) = \mathbb{E}_z[\alpha_g] + \mathbb{E}_z[1 - g] - 1 = \Delta_{DP}(g)$$

The optimal adversary $h^*$ does at least as well as any arbitrary choice of $h$, therefore $L_{Adv}^{DP}(h^*) \geq L_{Adv}^{DP}(h) = \Delta_{DP}$. 

5.2. Bounding Equalized Odds

We now turn our attention to equalized odds. First we extend our shorthand to denote $p(Z|A = a, Y = y)$ as $\mathcal{Z}_a$, the representation of group $a$ conditioned on a specific label $y$. The equalized odds distance of classifier $g : \Omega_z \to \{0, 1\}$

$$\Delta_{EO}(g) \triangleq |\mathbb{E}_z[\alpha_g] - \mathbb{E}_z[\beta_g]|$$

comprises the absolute difference in false positive rates plus the absolute difference in false negative rates. $\Delta_{EO}(g) = 0$ means $g$ satisfies equalized odds. Note that $\Delta_{EO}(g) \leq \Delta(\mathcal{Z}_0, \mathcal{Z}_1) + \Delta(\mathcal{Z}_0, \mathcal{Z}_1)$.

We can make a similar claim as above for equalized odds: given an optimal adversary trained on $Z$ with the appropriate objective, if the adversary also receives the label $Y$, the adversary’s loss will upper bound $\Delta_{EO}(g)$ for any function $g$ learnable from $Z$.

Theorem. Let the classifier $g : \Omega_z \to \Omega_y$ and the adversary $h : \Omega_z \times \Omega_y \to \Omega_z$, as binary functions, i.e., $\Omega_y = \Omega_A = \{0, 1\}$. Then $L_{Adv}^{EO}(h^*) \geq \Delta_{EO}(g)$: the equalized odds distance of $g$ is bounded above by the optimal objective value of $h$.

Proof. Let the adversary $h$’s objective be

$$L_{Adv}^{EO}(h) = \mathbb{E}_{z, y}[1 - h] + \mathbb{E}_{z, y}[h]$$

where $\mathbb{E}_{z, y}[1 - h] + \mathbb{E}_{z, y}[h] - 2$

By definition $\Delta_{EO}(g) \geq 0$. Let $|\mathbb{E}_z[\alpha_g] - \mathbb{E}_z[\beta_g]| = \alpha \in [0, \Delta_{EO}(g)]$ and $|\mathbb{E}_z[1 - g] - \mathbb{E}_z[1 - g]| = \Delta_{EO}(g) - \alpha$. WLOG, suppose $\mathbb{E}_z[\alpha_g] \geq \mathbb{E}_z[\beta_g]$ and $\mathbb{E}_z[1 - g] \geq \mathbb{E}_z[1 - g]$. Thus we can partition (11) as two expressions, which we write as

$$\mathbb{E}_z[\alpha_g] + \mathbb{E}_z[1 - g] = 1 + \alpha, \quad \mathbb{E}_z[1 - g] + \mathbb{E}_z[1 - g] = 1 + (\Delta_{EO}(g) - \alpha),$$

which can be derived using the familiar identity $\mathbb{E}_p[\eta] = 1 - \mathbb{E}_p[1 - \eta]$ for binary functions.

Now, let us consider the following adversary $h$

$$h(z) = \begin{cases} g(z), & \text{if } y = 1 \\ 1 - g(z), & \text{if } y = 0 \end{cases}.$$  (14)

Then the previous statements become

$$\mathbb{E}_z[1 - h] + \mathbb{E}_z[1 - h] = 1 + \alpha \quad \mathbb{E}_z[1 - h] + \mathbb{E}_z[1 - h] = 1 + (\Delta_{EO}(g) - \alpha)$$

Recalling our definition of $L_{Adv}^{EO}(h)$, this means that

$$L_{Adv}^{EO}(h) = \mathbb{E}_z[1 - h] + \mathbb{E}_z[1 - h] + \mathbb{E}_z[1 - h] + \mathbb{E}_z[1 - h] - 2 = 1 + \alpha + 1 + (\Delta_{EO}(g) - \alpha) - 2 = \Delta_{EO}(g)$$

That means that for the optimal adversary $h^* = \sup_h L_{Adv}^{EO}(h)$, we have $L_{Adv}^{EO}(h^*) \geq L_{Adv}^{EO}(h) = \Delta_{EO}$. 

An adversarial bound for equal opportunity distance, defined as $\Delta_{EOpp}(g) \triangleq |\mathbb{E}_z[\alpha_g] - \mathbb{E}_z[\beta_g]|$, can be derived similarly.

5.3. Additional points

One interesting note is that in each proof, we provided an example of an adversary which was calculated only from the joint distribution of $Y, A,$ and $Y = g(Z)$—we did not require direct access to $Z$—and this adversary achieved a loss exactly equal to the quantity in question ($\Delta_{DP}$ or $\Delta_{EO}$). Therefore, if we only allow our adversary access to those outputs, our adversarial objective (assuming an optimal adversary), is equivalent to simply adding either $\Delta_{DP}$ or $\Delta_{EO}$ to our classification objective, similar to common regularization approaches (Kamishima et al., 2012; Bechavod & Ligett, 2017; Madras et al., 2017; Zafar et al., 2017). Below we consider a stronger adversary, with direct access to the key intermediate learned representation $Z$. This allows for a potentially greater upper bound for the degree of unfairness, which in turn forces any classifier trained on $Z$ to act fairly.

In our proofs we have considered the classifier $g$ and adversary $h$ as binary functions. In practice we want to learn these functions by gradient-based optimization, so we instead substitute their continuous relaxations $\tilde{g}, \tilde{h} : \Omega_z \to [0, 1]$. By viewing the continuous output as parameterizing a Bernoulli
distribution over outcomes we can follow the same steps in our earlier proofs to show that in both cases (demographic parity and equalized odds) \( E[\ell(h^*)] \geq E[\Delta(\tilde{g})] \), where \( h^* \) and \( \tilde{g} \) are randomized binary classifiers parameterized by the outputs of \( \tilde{h}^* \) and \( \tilde{g} \).

### 5.4. Comparison to Edwards & Storkey (2016)

An alternative to optimizing the expectation of the randomized classifier \( \tilde{h} \) is to minimize its negative log likelihood (NLL - also known as cross entropy loss), given by

\[
L(\tilde{h}) = -E_{Z,A}[A \log \tilde{h}(Z) + (1 - A) \log(1 - \tilde{h}(Z))].
\]

(17)

This is the formulation adopted by Ganin et al. (2016) and Edwards & Storkey (2016), which propose maximizing (17) as a proxy for computing the statistical distance\(^4\) \( \Delta^*(Z_0, Z_1) \) during adversarial training.

The adversarial loss we adopt here instead of cross-entropy is group-normalized \( \ell_1 \), defined in Equations 3 and 4. The main problems with cross-entropy loss in this setting arise from the fact that the adversarial objective should be calculating the test discrepancy. However, the cross entropy objective sometimes fails to do so, for example when the dataset is imbalanced. In Appendix A, we discuss a synthetic example where a cross-entropy loss will incorrectly guide an adversary on an unbalanced dataset, but a group-normalized \( \ell_1 \) adversary will work correctly.

Furthermore, group normalized \( \ell_1 \) corresponds to a more natural relaxation of the fairness metrics in question. It is important that the adversarial objective incentivizes the test discrepancy, as group-normalized \( \ell_1 \) does; this encourages the adversary to get an objective value as close to \( \Delta^* \) as possible, which is key for fairness (see Section 4.3). In practice, optimizing \( \ell_1 \) loss with gradients can be difficult, so while we suggest it as a suitable theoretically-motivated continuous relaxation for our model (and present experimental results), there may be other suitable options beyond those considered in this work.

### 6. Experiments

#### 6.1. Fair classification

LAFTR seeks to learn an encoder yielding fair representations, i.e., the encoder’s outputs can be used by third parties with the assurance that their naively trained classifiers will be reasonably fair and accurate. Thus we evaluate the quality of the encoder according to the following training procedure, also described in pseudo-code by Algorithm 1. Using labels \( Y, \) sensitive attribute \( A, \) and data \( X, \) we train an encoder using the adversarial method outlined in Section 4, receiving both \( X \) and \( A \) as inputs. We then freeze the learned encoder; from now on we use it only to output representations \( Z. \) Then, using unseen data, we train a classifier on top of the frozen encoder. The classifier learns to predict \( Y \) from \( Z \) — note, this classifier is not trained to be fair. We can then evaluate the accuracy and fairness of this classifier on a test set to assess the quality of the learned representations.

During Step 1 of Algorithm 1, the learning algorithm is specified either as a baseline (e.g., unfair MLP) or as LAFTR, i.e., stochastic gradient-based optimization of (Equation 1) with one of the three adversarial objectives described in Section 4.2. When LAFTR is used in Step 1, all but the encoder \( f \) are discarded in Step 2. For all experiments we use cross entropy loss for the classifier (we observed training unstability with other classifier losses). The classifier \( g \) in Step 3 is a feed-forward MLP trained with SGD. See Appendix B for details.

We evaluate the performance of our model\(^5\) on fair classification on the UCI Adult dataset\(^6\), which contains over 40,000 rows of information describing adults from the 1994 US Census. We aimed to predict each person’s income category (either greater or less than 50K/year). We took the sensitive attribute to be gender, which was listed as Male or Female.

Figure 2 shows classification results on the Adult dataset. Each sub-figure shows the accuracy-fairness trade-off (for varying values of \( \gamma; \) we set \( \alpha = 1, \beta = 0 \) for all classification experiments) evaluated according to one of the group fairness metrics: \( \Delta_{DP}, \Delta_{EO}, \) and \( \Delta_{EOpp}. \) For each fairness metric, we show the trade-off curves for LAFTR trained under three adversarial objectives: \( L_{Adv}, L_{EO}, \) and \( L_{EOpp}. \) We observe, especially in the most important regime for fairness (small \( \Delta), \) that the adversarial objective we propose for a particular fairness metric tends to achieve the

### Algorithm 1 Evaluation scheme for fair classification \((Y' = Y) \) & transfer learning \((Y' \neq Y)\).

**Input:** data \( X \in \Omega_X, \) sensitive attribute \( A \in \Omega_A, \) labels \( Y, Y' \in \Omega_Y, \) representation space \( \Omega_Z \)

**Step 1:** Learn an encoder \( f : \Omega_X \rightarrow \Omega_Z \) using data \( X, \) task label \( Y, \) and sensitive attribute \( A. \)

**Step 2:** Freeze \( f. \)

**Step 3:** Learn a classifier (without fairness constraints) \( g : \Omega_Z \rightarrow \Omega_Y \) on top of \( f, \) using data \( f(X'), \) task label \( Y', \) and sensitive attribute \( A'. \)

**Step 3:** Evaluate the fairness and accuracy of the composed classifier \( g \circ f : \Omega_X \rightarrow \Omega_Y \) on held out test data, for task \( Y'. \)

---

\(^4\)These papers discuss the bound on \( \Delta_{DP}(g) \) in terms of the \( H \)-divergence (Blitzer et al., 2006), which is simply the statistical distance \( \Delta \) up to a multiplicative constant.

\(^5\)See https://github.com/VectorInstitute/laftr for code.

\(^6\)https://archive.ics.uci.edu/ml/datasets/adult
Learning Adversarially Fair and Transferable Representations

(a) Tradeoff between accuracy and $\Delta_{DP}$
(b) Tradeoff between accuracy and $\Delta_{EO}$
(c) Tradeoff between accuracy and $\Delta_{EOpp}$

Figure 2. Accuracy-fairness tradeoffs for various fairness metrics ($\Delta_{DP}$, $\Delta_{EO}$, $\Delta_{EOpp}$), and LAFTR adversarial objectives ($L_{Adv}$, $L_{Adv}^{EO}$, $L_{Adv}^{EOpp}$) on fair classification of the Adult dataset. Upper-left corner (high accuracy, low $\Delta$) is preferable. Figure 2a also compares to a cross-entropy adversarial objective (Edwards & Storkey, 2016), denoted DP-CE. Curves are generated by sweeping a range of fairness coefficients $\gamma$, taking the median across 7 runs per $\gamma$, and computing the Pareto front. In each plot, the bolded line is the one we expect to perform the best. Magenta square is a baseline MLP with no fairness constraints. see Algorithm 1 and Appendix B.

The task is as follows: using data $X$, sensitive attribute $A$, and labels $Y$, learn an encoding function $f$ such that given unseen $X'$, the representations produced by $f(X', A)$ can be used to learn a fair predictor for new task labels $Y'$, even if the new predictor is being learned by a vendor who is indifferent or adversarial to fairness. This is an intuitively desirable condition: if the data owner can guarantee that predictors learned from their representations will be fair, then there is no need to impose fairness restrictions on vendors, or to rely on their goodwill.

The original task is to predict Charlson index $Y$ fairly with respect to age $A$. The transfer tasks relate to the various primary condition group (PCG) labels, each of which indicates a patient’s insurance claim corresponding to a specific medical condition. PCG labels $\{Y'\}$ were held out during LAFTR training but presumably correlate to varying degrees with the original label $Y$. The prediction task was binary: did a patient file an insurance claim for a given PCG label in this year? For various patients, this was true for zero, one, or many PCG labels. There were 46 different PCG labels in the dataset; we considered only used the 10 most common—whose positive base rates ranged from 9.60%—as transfer tasks.

Our experimental procedure was as follows. To learn representations that transfer fairly, we used the same model as described above, but set our reconstruction coefficient $\beta = 1$. Without this, the adversary will stamp out any information not relevant to the label from the representation, which will hurt transferability. We can optionally set our classification coefficient $\alpha$ to 0, which worked better in practice. Note that although the classifier $g$ is no longer involved when $\alpha = 0$, the target task labels are still relevant for either equalized odds or equal opportunity transfer fairness.

We split our test set (~20,000 examples) into transfer-train,
-validation, and -test sets. We trained LAFTR (α = 0, β = 1, ℓ2 loss for the decoder) on the full training set, and then only kept the encoder. In the results reported here, we trained using the equalized odds adversarial objective described in Section 4.2; similar results were obtained with the other adversarial objectives. Then, we created a feed-forward model which consisted of our frozen, adversarially-learned encoder followed by an MLP with one hidden layer, with a loss function of cross entropy with no fairness modifications. Then, ∀ i ∈ 1...10, we trained this feed-forward model on PCG label i (using the transfer-train and -validation) sets, and tested it on the transfer-test set. This procedure is described in Algorithm 1, with Y′ taking 10 values in turn, and Y remaining constant (Y′ ≠ Y).

We trained four models to test our method against. The first was an MLP predicting the PCG label directly from the data (Target-Unfair), with no separate representation learning involved and no fairness criteria in the objective—this provides an effective upper bound for classification accuracy. The others all involved learning separate representations on the original task, and freezing the encoder as previously described; the internal representations of MLPs have been shown to contain useful information (Hinton & Salakhutdinov, 2006). These (and LAFTR) can be seen as the values of REPRLEARN in Alg. 1. In two models, we learned the original Y using an MLP (one regularized for fairness (Bechavod & Ligett, 2017), one not; Transfer-Fair and -Unfair, respectively) and trained for the transfer task on its internal representations. As a third baseline, we trained an adversarial model similar to the one proposed in (Zhang et al., 2018), where the adversary has access only to the classifier output Y′ = g(Z) and the ground truth label (Transfer-Y-Adv), to investigate the utility of our adversary having access to the underlying representation, rather than just the joint classification statistics (Y, A, Y′).

We report our results in Figure 3 and Table 1. In Figure 3, we show the relative change from the high-accuracy baseline learned directly from the data for both classification error and ∆EO. LAFTR shows a clear improvement in fairness; it improves ∆EO on average from the non-transfer baseline, and the relative difference is an average of ~20%, which is much larger than other baselines. We also see that LAFTR’s loss in accuracy is only marginally worse than other models.

A fairly-regularized MLP (“Transfer-Fair”) does not actually produce fair representations during transfer; on average it yields similar fairness results to transferring representations learned without fairness constraints. Another observation is that the output-only adversarial model (“Transfer-Y-Adv”) produces similar transfer results to the regularized MLP. This shows the practical gain of using an adversary that can observe the representations.

Since transfer fairness varied much more than accuracy, we break out the results of Fig. 3 in Table 1, showing the fairness outcome of each of the 10 separate transfer tasks. We note that LAFTR provides the fairest predictions on 7 of the 10 tasks, often by a wide margin, and is never too far behind the fairest model for each task. The unfair model TraUnf achieved the best fairness on one task. We suspect this is due to some of these tasks being relatively easy to solve without relying on the sensitive attribute by
We provide coarser metrics of fairness for our representations. We also demonstrate success on fair transfer representations. As for transfer fairness, it would be useful to understand between what tasks and in what situations transfer fairness is possible, and on what tasks it is most likely to succeed.
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A. Understanding cross entropy loss in fair adversarial training

As established in the previous sections, we can view the purpose of the adversary’s objective function as calculating a test discrepancy between $Z_0$ and $Z_1$ for a particular adversary $h$. Since the adversary is trying to maximize its objective, then a close-to-optimal adversary will have objective $L_{Adv}(h)$ close to the statistical distance between $Z_0$ and $Z_1$. Therefore, an optimal adversary can be thought of as regularizing our representations according to their statistical distance. It is essential for our model that the adversary is incentivized to reach as high a test discrepancy as possible, to fully penalize unfairness in the learned representations and in classifiers which may be learned from them.

However, this interpretation falls apart if we use (17) (equivalent to cross entropy loss) as the objective $L_{Adv}(h)$, since it does not calculate the test discrepancy of a given adversary $h$. Here we discuss the problems raised by dataset imbalance for a cross-entropy objective.

Firstly, whereas the test discrepancy is the sum of conditional expectations (one for each group), the standard cross entropy loss is an expectation over the entire dataset. This means that when the dataset is not balanced (i.e. $P(A = 0) \neq P(A = 1)$), the cross entropy objective will bias the adversary towards predicting the majority class correctly, at the expense of finding a larger test discrepancy. Consider the following toy example: a single-bit representation $Z$ is jointly distributed with sensitive attribute $A$ according to Table 3. Consider the adversary $h$ that predicts $A$ according to $\hat{A}(Z) = T(h(Z))$ where $T(\cdot)$ is a hard threshold at 0.5. Then if $h$ minimizes cross-entropy, then $h^*(0) = \frac{0.03}{0.09}$ and $h^*(1) = \frac{0.02}{0.05}$, which achieves $L(h) = -0.051$. Thus every $Z$ is classified as $\hat{A} = 0$ which yields test discrepancy $d_h(Z_0, Z_1) = 0$. However, if we directly optimize the test discrepancy as we suggest, i.e., $L^{DP}_{Adv}(h) = d_h(Z_0, Z_1)$, $h^*(Z) = Z$, which yields $L^{DP}_{Adv}(h) = \mathbb{E}_{A=0}[1 - h] + \mathbb{E}_{A=1}[h] - 1 = \frac{0.92}{0.95} + \frac{0.02}{0.05} - 1 \approx 0.368$ (or vice versa). This shows that the cross-entropy adversarial objective will not, in the unbalanced case, optimize the test discrepancy as well as the group-normalized $\ell_1$ objective.

|        | $A = 0$ | $A = 1$ |
|--------|---------|---------|
| $Z = 0$ | 0.92    | 0.03    |
| $Z = 1$ | 0.03    | 0.02    |

Table 3. $p(Z, A)$

B. Training Details

We used single-hidden-layer neural networks for each of our encoder, classifier and adversary, with 20 hidden units for the Health dataset and 8 hidden units for the Adult dataset. We also used a latent space of dimension 20 for Health and 8 for Adult. We train with $L_C$ and $L_{Adv}$ as absolute error, as discussed in Section 5, as a more natural relaxation of the binary case for our theoretical results. Our networks used leaky rectified linear units and were trained with Adam (Kingma & Ba, 2015) with a learning rate of 0.001 and a minibatch size of 64, taking one step per minibatch for both the encoder-classifier and the discriminator. When training CLASSLEARN in Algorithm 1 from a learned representation we use a single hidden layer network with half the width of the representation layer, i.e., g. REPRLEARN (i.e., LAFTR) was trained for a total of 1000 epochs, and CLASSLEARN was trained for at most 1000 epochs with early stopping if the training loss failed to reduce after 20 consecutive epochs.

To get the fairness-accuracy tradeoff curves in Figure 2, we sweep across a range of fairness coefficients $\gamma \in [0.1, 4]$. To evaluate, we use a validation procedure. For each encoder training run, model checkpoints were made every 50 epochs; $r$ classifiers are trained on each checkpoint (using $r$ different random seeds), and epoch with lowest median error $+ \Delta$ on validation set was chosen. We used $r = 7$. Then $r$ more classifiers are trained on an unseen test set. The median statistics (taken across those $r$ random seeds) are displayed.

For the transfer learning experiment, we used $\gamma = 1$ for models requiring a fair regularization coefficient.