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Abstract

We have developed a computational code, DynaPhoPy, that allow us to extract the microscopic anharmonic phonon properties from molecular dynamics (MD) simulations using the normal-mode-decomposition technique as presented by Sun et al. [T. Sun, D. Zhang, R. Wentzcovitch, 2014]. Using this code we calculated the quasiparticle phonon frequencies and linewidths of crystalline silicon at different temperatures using both of first-principles and the Tersoff empirical potential approaches. In this work we show the dependence of these properties on the temperature using both approaches and compare them with reported experimental data obtained by Raman spectroscopy [M. Balkanski, R. Wallis, E. Haro, 1983 and R. Tsu, J. G. Hernandez, 1982].
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1. Introduction

Lattice dynamics calculations are a powerful tool to characterize the collective motion of atoms in crystalline materials. These calculations allow us to describe the thermodynamic behavior of crystals. For nearly harmonic crystals the harmonic approximation is commonly used. Under this approximation the temperature dependence of phonon frequencies is not described. To study this dependence it is necessary to consider the anharmonicity of crystals.

When we expand the crystal potential into series with respect to the phonon coordinates, the weak anharmonicity is expected to be well described with lower order phonon-phonon interactions. These interactions induce phonon frequency shift and lifetime, which may be represented by the phonon quasiparticle picture. These phonon quasiparticles are observable experimentally, e.g., by Raman spectroscopy and neutron scattering.

In this work, we use molecular dynamics (MD) simulations to analyze the crystal anharmonicity as a function of temperature. In this analysis, the power spectrum of the mass-weighted velocity obtained from MD is fitted to model-spectral-function shapes to calculate both quasiparticle phonon frequencies and linewidths. For this purpose we developed a computational code in which the normal-mode-decomposition technique as reported by Sun et al. is implemented. This technique allows us to extract the phonon quasiparticles from MD trajectories by projecting the atomic velocities onto the phonon eigenvectors.

We applied our code to silicon to obtain the quasiparticle phonon frequencies and linewidths at different temperatures. To run the MD simulations, we employed first-principles and the Tersoff empirical potential approaches. The first-principles calculations give us accurate energy landscapes, though they are computationally expensive. On the other hand, the use of empirical potentials allow us to run the MD simulations with longer simulation times and larger supercell sizes than using first-principles calculations, which is of major importance to densely sample the reciprocal space. As a result of our calculations, we found that the experimental phonon frequency shifts are well reproduced using both first-principles and the Tersoff empirical potential approaches for silicon. However, in the phonon linewidth calculations we observe a disagreement between both approaches. We shortly discuss these results by comparing them with the experiments by Raman spectroscopy available in literatures.

2. Anharmonic model

In a perfect crystal, the atomic position \( \mathbf{r}_{ij} \) can be written as

\[
\mathbf{r}_{ij}(t) = \mathbf{r}_{ij}^0 + \mathbf{u}_{ij}(t),
\]

where \( \mathbf{r}_{ij}^0 \) is the equilibrium position, and \( \mathbf{u}_{ij} \) is the atomic displacement from \( \mathbf{r}_{ij}^0 \) at the lattice point \( l \) and atomic index \( j \) of each lattice point. Within the harmonic approximation the atomic displacement is described as a superposition of phonon normal modes:

\[
\mathbf{u}_{ij}(t) = \frac{1}{\sqrt{N m}} \sum_q \mathbf{e}_q(\mathbf{q}, s) e^{i q \cdot \mathbf{r}_{ij}} u_q(t),
\]

where \( N \) is the number of lattice points, \( m_j \) is the atomic mass, \( \mathbf{e} \) is the phonon eigenvector, \( \mathbf{q} \) and \( s \) are the wave vector and branch, respectively, and \( u_q(t) \) is the displacement in the phonon coordinate. These phonon modes are obtained as the solution of the eigenvalue problem of the dynamical matrix

\[
\mathbf{D}(\mathbf{q}) \mathbf{e}(\mathbf{q}, s) = \omega_q^2 \mathbf{e}(\mathbf{q}, s),
\]

where \( \omega_q \) is the phonon frequency and \( \mathbf{D}(\mathbf{q}) \) is the dynamical matrix, whose elements are defined as

\[
D_{\alpha\beta}(j'j, \mathbf{q}) = \frac{1}{(m_j m_{j'})^{1/2}} \sum_{s'\ell} \Phi_{\alpha\beta}(j'j, 0'\ell') e^{i q \cdot (\mathbf{r}_{ij} - \mathbf{r}_{i'j'})},
\]

where \( \alpha \) and \( \beta \) are the indices of the Cartesian coordinates. \( \Phi \) is the harmonic force constants matrix whose elements are given by

\[
\Phi_{\alpha\beta}(j'j, \ell'\ell) = \frac{\partial^2 W}{\partial u_{ij} \partial u_{j'i'\ell'\ell'}}.
\]

where \( W \) is the crystal potential energy.

To include the anharmonicity we use the phonon quasiparticle model. In this model, the atomic velocity \( v_{ij}(t) \) is defined to be similar to Eq. (2) as

\[
v_{ij}(t) = \frac{1}{\sqrt{N m}} \sum_q \mathbf{e}_q(\mathbf{q}, s) e^{i q \cdot \mathbf{r}_{ij}} v_q(t),
\]

where \( v_q(t) \) is the velocity of the phonon quasiparticle. We consider that the phonon quasiparticle is a good model if the power spectrum of \( v_q(t) \), i.e., the Fourier transform of the autocorrelation function of \( v_q(t) \), has a well defined spectral shape. This power spectrum is the central information that we want to compute and it is given as

\[
G_q(\omega) = 2 \int_{-\infty}^{\infty} \langle v_q(0) v_q(\tau) \rangle e^{i \omega \tau} d\tau,
\]
where \( G_\mathbf{q}(\omega) \) is the one-sided power spectrum and \( \langle v_{\mathbf{q}}(t) v_{\mathbf{q}}^\dagger(\tau) \rangle \) is the autocorrelation function of \( v_{\mathbf{q}}(t) \) defined as
\[
\langle v_{\mathbf{q}}^* (0) v_{\mathbf{q}} (\tau) \rangle = \lim_{\tau \to \infty} \frac{1}{\tau} \int_{0}^{\tau} v_{\mathbf{q}}(t) v_{\mathbf{q}}(t+\tau)dt.
\]

3. Methodology

We use the normal-mode-decomposition technique to obtain \( v_{\mathbf{q}}(t) \) from MD simulations. In this technique, the atomic velocities are projected onto a wave vector \( \mathbf{q} \) as
\[
v_{\mathbf{q}}(t) = \sqrt{\frac{m_j}{N}} \sum_{j} \exp(-i\mathbf{q}\cdot\mathbf{r}_j) \mathbf{v}_j(t),
\]
Then, \( v_{\mathbf{q}}(t) \) is projected onto a phonon eigenvector \( \mathbf{e}(\mathbf{q}, s) \) by
\[
v_{\mathbf{q}}(t) = \sum_{s} v_{\mathbf{q}}^s(t) \cdot \mathbf{e}_s^j(\mathbf{q}, s).
\]
Finally, the power spectrum of \( v_{\mathbf{q}}(t) \) is calculated using Eq. (7). Sun and Allen showed the approximate expression of this power spectrum to have a Lorentzian function shape[9]. This is expected to work well when the phonon frequency shift and linewidth are both small. Based on this approximation, we employ a Lorentzian function form to fit \( G_\mathbf{q}(\omega) \):
\[
G_\mathbf{q}(\omega) \approx \frac{\langle |v_{\mathbf{q}}(t)|^2 \rangle}{\frac{1}{2} \gamma_\mathbf{q} \pi \left(1 + \frac{\omega - \omega_\mathbf{q}}{\gamma_\mathbf{q}} \right)}.
\]
From this fitting the quasiparticle phonon frequency \( \tilde{\omega}_\mathbf{q} \) is determined as the peak position and the phonon linewidth \( \gamma_\mathbf{q} \) as the full width at half maximum (FWHM).

The wave-vector-projected power spectrum \( G_\mathbf{q}(\omega) \) and full power spectrum \( G(\omega) \) are written as
\[
G_\mathbf{q}(\omega) = \sum_{j} \int_{-\infty}^{\infty} \langle v_{\mathbf{q}, j}^* (0) v_{\mathbf{q}, j} (\tau) \rangle e^{-i\omega \tau} d\tau
\]
and
\[
G(\omega) = \sum_{\mathbf{q}} G_\mathbf{q}(\omega) = \sum_{\mathbf{q}} G_\mathbf{q}(\omega).
\]

This relation allow us to define the total power of \( G(\omega) \) as
\[
\int_{0}^{\infty} G(\omega) d\omega = \sum_{\mathbf{q}} \int_{0}^{\infty} G_\mathbf{q}(\omega) d\omega = \sum_{\mathbf{q}} \langle |v_{\mathbf{q}}(0)|^2 \rangle,
\]
where
\[
\langle |v_{\mathbf{q}}(0)|^2 \rangle = \lim_{\tau \to \infty} \frac{1}{\tau} \int_{0}^{\tau} v_{\mathbf{q}}(t) v_{\mathbf{q}}^* (t) dt.
\]
This shows that the total power of \( G(\omega) \) is related with the kinetic energy as
\[
\int_{0}^{\infty} G(\omega) d\omega = 2\langle K \rangle,
\]
since
\[
\sum_{\mathbf{q}} \langle |v_{\mathbf{q}}(0)|^2 \rangle = \sum_{\mathbf{q}} m_j \langle |v_{\mathbf{q}}(0)|^2 \rangle = 2\langle K \rangle,
\]
where \( v_{\mathbf{q}}(t) \) is the atomic velocity and \( \langle K \rangle \) is the average vibrational kinetic energy of the system that we are interested in. At the classical limit,
\[
\langle K \rangle = \frac{3}{2} N n_a k_B T
\]
where \( n_a \) is the number of atoms per lattice point and \( k_B \) the Boltzmann constant.

Within the harmonic approximation, the phonon density of states (DOS) is related to the Fourier transform of the velocity autocorrelation function within a constant factor[1][10]. We employ this relation in the phonon quasiparticles model along with the result in Eq. (14) to define the quasiparticle DOS \( g(\omega) \) as
\[
g(\omega) = \frac{1}{3 N n_a k_B T} G(\omega).
\]

4. Software overview

DYaNaPhoPy is mainly written in Python and its performance bottle-neck is treated by C. The purpose of this software is to extract quasiparticle phonon frequencies and linewidths from MD trajectories using the normal-mode-decomposition technique[3]. At the present time DYaNaPhoPy prepares interfaces to VASP[11][12] and LAMMPS[13] MD trajectories and relies on Phonopy[14] to calculate the phonon eigenvectors. To do this calculation it requires the information
about the crystal structure and the forces on the atoms. To calculate the quasiparticle phonon frequencies and linewidths, first, the mass-weighted velocity is projected onto a wave vector \( \mathbf{q} \) to obtain \( \mathbf{v}(\mathbf{q}) \) (Eq. (9)). Next, DynaPhoPy interfaces with PhonoPy to obtain the phonon eigenvector at the wave vector \( \mathbf{q} \) and the band index \( s \), and \( \mathbf{v}(\mathbf{q}) \) is projected onto this phonon eigenvector to obtain \( \mathbf{v}_s(\mathbf{q}) \) (Eq. (10)). Finally, the power spectrum of \( \mathbf{v}_s(\mathbf{q}) \) is calculated (Eq. (7)) and fitted to the Lorentzian function (Eq. (11)). To increase the numerical accuracy of the power spectrum DynaPhoPy averages the power spectra at symmetrically equivalent wave vectors.

In addition, DynaPhoPy uses the quasiparticle phonon frequencies \( \omega_{q_s} \) calculated at commensurate \( \mathbf{q} \)-points corresponding to the chosen supercell size to interpolate \( \omega_{q_s} \) at incommensurate \( \mathbf{q} \)-points. To perform this we define a crudely renormalized force constants matrix \( \Phi \) whose elements are

\[
\Phi_{\alpha\beta}(j,j') = \frac{m_j m_j}{N} \sum_\mathbf{q} \tilde{D}_{\alpha\beta}(j,j',\mathbf{q}) e^{-i\mathbf{q}\cdot(\mathbf{r}_j - \mathbf{r}_{j'})},
\]

with

\[
\tilde{D}_{\alpha\beta}(j,j',\mathbf{q}) = \sum_\mathbf{s} \tilde{\omega}_{q_s}^2 \langle \mathbf{f}_{j\alpha}^* \mathbf{f}_{j'\beta} \rangle \mathbf{e}_{j\mathbf{q}0}(\mathbf{q}) e_{s\mathbf{q}0}(\mathbf{q}, s).
\]

The renormalized force constants are useful to compute the thermodynamic properties including the anharmonic correction [15]. In this work we do not use them since we want to focus on the analysis of the frequency shifts and linewidths, which is presented in the following sections.

5. Computational details

Crystalline silicon is a widely studied material, composed by a single element and packed in a cubic structure at ambient condition. Due to the high importance of its properties and applications there is a large amount of information available in literatures, both theoretical and experimental. This makes silicon a suitable candidate for benchmarking our code.

In this work we present the quasiparticle phonon frequencies and linewidths of silicon as a function of temperature. For this purpose we used MD simulations computed using two different approaches, i.e., first-principles and the Tersoff empirical potential, for which VASP [11] [12] and LAMMPS [13] codes were employed, respectively. In Tables 1 and 2 we summarize the major parameters used to perform these calculations.

| Parameters | Value |
|------------|-------|
| Lattice parameter | 5.45 Å |
| k-point sampling | Monkhorst-Pack [16] 2x2x2 |
| Methodology | Density functional theory and GGA (PBESol [17]) |
| Thermostat | Nosé-Hoover [18] |
| Cutoff energy | 300 eV |
| Number of atoms | 64 |
| Number of time steps | 500000 |
| Relaxation time steps | 20000 |
| Time step length | 2.0 fs |

First-principles calculations were used as references with respect to calculations by the Tersoff empirical potential, since we expect them to have the higher level of prediction. MD simulations using the empirical potential are computationally less demanding, therefore we use them to analyze the dependency of the MD supercell size on the quasiparticle phonon properties. PhonoPy code was used to obtain the phonon eigenvectors. Harmonic force constants were calculated by the finite displacement method using the 2x2x2 supercell of the conventional unit cell. We also employed PhonoPy-qha to calculate the thermal expansion contribution to the frequency shift based on the quasi-harmonic approximation (QHA).

To calculate the power spectra we used two different methods: the Fourier transform (FT) method (Appendix A) and the maximum entropy (ME) method (Appendix C). According to our tests, the power spectra obtained using the ME method gives a smoother profile, however its calculation requires a larger number of MD time steps than that of the FT method. In small supercells we observed that the frequency shifts and linewidths obtained from \( G_\mathbf{q}(\omega) \) calculated using the MEM method are slightly overestimated with respect to those calculated using the FT method. In contrast, for the calculation of the total power of \( G(\omega) \) we obtain similar results using both methods. In this study we used the ME method to calculate the full power spectrum \( G(\omega) \)
and the FT method to calculate the frequency shift and linewidth from $G_{q\omega}(t)$.

6. Results and discussion

Fig. 1 shows the phonon band structures and DOS obtained using harmonic lattice dynamics calculations, where no temperature effect is considered. We use them as simple reference points of the band structure shapes to discuss the following results.

In Sec. 6.1 we show the power spectra $G(\omega)$, $G_{q\omega}(\omega)$ and $G_{q\omega}(\omega)$ obtained from the MD simulations. From $G(\omega)$ we check the convergence of the MD simulations by calculating its total power, which is related to the average kinetic energy (Eq. (17)), and comparing it with the classical limit. In $G_{q\omega}(\omega)$ we observe the different peaks that correspond to quasiparticle phonon modes with wave vector $\mathbf{q}$. We assign these peaks in $G_{q\omega}(\omega)$ to phonon modes at commensurate $\mathbf{q}$-points in Fig. 1. Analyzing the power spectra $G_{q\omega}(\omega)$ we observe that the quasiparticle phonon modes are well separated using the phonon eigenvectors basis.

In Sec. 6.2 we show the frequency shifts obtained from MD simulations as a function of temperature. We include the contribution of the thermal expansion to the frequency shift employing the QHA. Then, we compare the results obtained using first-principles and the Tersoff empirical potential approaches with the Raman experiments, and finally we analyze the effect of the supercell size on the computed results.

In Sec. 6.3 we show the phonon linewidths obtained from MD simulations using the two different approaches and analyze their dependence on the supercell size.

![Fig. 1. Harmonic phonon band structure (left) and DOS (right) of silicon calculated using (a) first-principles and (b) the Tersoff empirical potential approaches. The labels transversal (T), longitudinal (L), acoustic (A) and optical (O) indicate the phonon branches. Phonon DOS is normalized to the number of phonon modes in the primitive cell.](image-url)
The differences observed between the results obtained using first-principles and the Tersoff empirical potential are relatively small but they are more noticeable in $G(\omega)$ than in the phonon band structure. This happens because $G(\omega)$ only includes information of phonon at commensurate $q$-points while the phonon band structure and DOS shown in Fig. 1 include phonon interpolated at non-commensurate $q$-points.

In Fig. 2 we compare the average kinetic energies per phonon mode obtained from $G(\omega)$ as

$$\frac{1}{2N_i} \int_0^\infty G(\omega) d\omega$$

with the classical limit, where $N_i$ is the number of degrees of freedom of the system. In LAMMPS calculations we employed $N_i = 3n_a$ while in VASP we used $N_i = 3n_a – 3$ due to the different treatments of rigid translation in these codes. In contrast to LAMMPS, VASP adds three additional restrictions to the system by keeping the center of mass constant to avoid the lattice drift during the MD simulation. The results obtained for the average kinetic energy show an excellent agreement with the classical limit at all temperatures in both VASP and LAMMPS calculations. This indicates that the full power spectrum is well reproduced using the ME method.

In Fig. 3 we show the wave-vector-projected power spectra $G_q(\omega)$ of silicon at $\Gamma$, $X$, and $L$ points obtained from the first-principles MD simulations at 800 K using the FT method. In these power spectra we can easily distinguish the peaks corresponding to each individual quasiparticle phonon mode. From the position of each peak we extract its phonon frequency. We use this information to assign each peak to a branch of the phonon band structure shown in Fig 1.

At $\Gamma$ point (solid blue curve) we observe only one peak that corresponds to the LTO branch. The acoustic mode at $\Gamma$ point should not be observed as shown in Fig. 4. This acoustic phonon mode at $\Gamma$ point corresponds to lattice translations which are restricted in VASP MD simulations. At $X$ (dashed red curve) and $L$ (dotted green curve) points we observe three and four peaks respectively. This agrees with the number of phonon branches obtained in the phonon band structure in Fig.

In Fig. 5 we show the wave-vector-projected power spectra $G_q(\omega)$ at $\Gamma$, $X$, and $L$ points obtained from the first-principles MD simulations at 800 K using the FT method. In these power spectra we can easily distinguish the peaks corresponding to each individual quasiparticle phonon mode. From the position of each peak we extract its phonon frequency. We use this information to assign each peak to a branch of the phonon band structure shown in Fig 1.
Fig. 4. Wave-vector-projected power spectra \(G_q(\omega)\) at \(\Gamma\) (blue), \(X\) (red) and \(L\) (green) points. The power spectra are calculated from first-principles MD simulations at 800 K using the FT method. The labels transversal (\(T\)), longitudinal (\(L\)), acoustic (\(A\)) and optical (\(O\)) indicate the corresponding phonon branches.

\[
\Gamma, \ X \text{ and } L \text{ points calculated using first-principles and the Tersoff empirical potential. We observe similar results in both approaches. In both cases the projection on the distinguishable phonon modes show a single peak with a Lorenzian function shape (Eq. (11)). We observe that each } G_q(\omega) \text{ matches with one of the peaks in the corresponding } G_q(\omega). \text{ This shows that the phonon mode decomposition of the MD trajectories has been performed successfully.}
\]

### 6.2. Frequency shifts

Here frequency shift refers to the change of the phonon frequency with respect to temperature. At constant pressure condition, the frequency shift is composed of two main contributions: the intrinsic lattice anharmonicity \(\Delta \omega^A_q\) and the crystal thermal expansion \(\Delta \omega^E_q\). We approximate the total frequency shift \(\Delta \omega_q\) as

\[
\Delta \omega_q \approx \Delta \omega^A_q + \Delta \omega^E_q, \tag{24}
\]

where \(\Delta \omega^A_q\) and \(\Delta \omega^E_q\) are computed separately. \(\Delta \omega^A_q\) is calculated from MD simulations at constant volume conditions and it is measured with respect to the corresponding harmonic frequency obtained by the lattice dynamics calculation. \(\Delta \omega^E_q\) is calculated based on QHA by the following equation:

\[
\Delta \omega^E_q(T) = \omega_q [V(T)] - \omega_q [V^0], \tag{25}
\]

where \(V(T)\) is the equilibrium cell volume at the given temperature \(T\) and zero pressure, which is obtained by the QHA calculation using \textsc{phonopy-qha}, and \(V^0\) the reference cell volume at 0 K and zero pressure.

In Fig. 6 we show \(\Delta \omega^A_q\) at \(\Gamma\), \(X\) and \(L\) points as a function of temperature obtained using first-principles and the Tersoff empirical potential. We observe a qualitative agreement between both approaches. The tendency of \(\Delta \omega^A_q\) with the temperature is similar and the orders of the different branches mostly agree. At these three wave vectors, the frequency shifts show a linear tendency with negative slope. This is an expected behavior of the frequency shift when the anharmonicity is weak, i.e., \(\Delta \omega_q \ll \omega_q\). However we observe an unexpected curvature of the frequency shift tendency of some optical modes at high temperatures in the results obtained using the Tersoff empirical potential. This behavior is not observed in the first-principles calculations.

In Fig. 7 we show \(\Delta \omega^E_q\) obtained using first-principles and the Tersoff empirical potential. In general, we also observe a good qualitative agreement between both approaches. It has to be noted, however, that the results obtained using the Tersoff empirical potential show systematically lower \(\Delta \omega^E_q\) than those obtained by first-principles. This is specially noticeable in the LTO branch at \(\Gamma\) point and the TA branches at \(X\) and \(L\) points.

In Fig. 8 we show the computed results obtained for the total frequency shift \(\Delta \omega_q\) compared with experimental results obtained by Raman spectroscopy. The experimental frequency shift is measured with respect to the corresponding estimated harmonic frequency at 0 K as described by Cardona and Ruf\[19\]. Adding the thermal expansion contribution to the frequency shift calculated using the Tersoff empirical potential affects mostly to the acoustic modes. This cancels the curvature observed at high temperatures resulting in a more linear tendency with the temperature. The results obtained from the MD simulations show in general a good agreement with the experimental data. We obtain an excellent agreement at \(\Gamma\) point using both first-principles and the Tersoff empirical potential approaches and we find very similar tendencies with the temperature at \(X\) and \(L\) points.

To analyze the supercell size effect on the frequency shifts we calculated the frequency shifts from MD simulations using the Tersoff empirical potential and the supercell of 512 atoms. In Fig. 9 we compare the results obtained using the supercells of 64 and 512 atoms. As can be observed, the differences between them are not significant. Therefore we consider that the supercell size effect on the frequency shifts is small and the 64 atoms supercell is sufficient to describe the frequency shift of silicon. This is attributed to short interaction range among atoms in silicon.
6.3. Phonon linewidths

Using MD simulations we computed the phonon linewidths measuring the FWHM of the peak obtained from each $G_{qk}(\omega)$ fitted to the Lorentzian function of Eq. 11. The calculated phonon linewidths are shown in Fig. 10. In this figure we compare the results obtained using first-principles with the ones obtained using the Tersoff empirical potential. We also include the experimental results obtained by Raman spectroscopy at $\Gamma$ point. As can be seen in Fig. 10 the linewidths calculated using both approaches agree with the experimental result at $\Gamma$ point. However we observe a discrepancy between the results calculated using first-principles and the Tersoff empirical potential approaches at $X$ and $L$ points. The linewidths obtained for the TO and LA branches using first-principles show much larger linewidths at high temperatures than the ones calculated using the Tersoff empirical potential. Unfortunately, we were not able to find experimental results for those wave vectors in literatures.

To analyze the effect of the supercell size on the linewidth we employed the Tersoff empirical potential to compute MD simulations using the supercell of 512 atoms. In Fig. 11 we compare the phonon linewidths obtained using the supercells of 64 and 512 atoms. In this figure we observe a weak dependence of the linewidth with the supercell size. Despite small differences observed between the two supercell sizes, we consider that they occur because the width measured from the fitted power spectrum is very sensitive to small changes in its spectral shape. Therefore, we do not expect large differences in the linewidth using larger supercells and we think that the supercell of 64 atoms is sufficient to analyze the linewidths of silicon with our acceptable accuracy.

7. Conclusions

We have implemented the phonon-mode-decomposition technique following the scheme proposed by Sun et al[4]. This methodology provides a systematic procedure to calculate the microscopic phonon properties including anharmonicity to arbitrary order from MD simulations.

To test our implementation we computed the frequency shifts and linewidths of crystalline silicon at $\Gamma$, $X$ and $L$ points using first-principles and the Tersoff empirical potential approaches. Using first-principles we obtained a good agreement of the frequency shift and linewidth with the experiments of Raman spectroscopy. In spite of the limitations of empirical potentials, the frequency shifts calculated using the Tersoff empirical potential showed a good agreement with the experiments and the first-principles calculations. However, the results obtained for the linewidths showed some discrepancies with respect to the first-principles calculations at the $X$ and $L$ points.

This study was also a good test of the treatment of anharmonicity on the Tersoff empirical potential. We believe that this methodology and our software are useful not only to study anharmonic materials but also to develop and clarify new empirical potentials that considers the anharmonicity.

At the present time, first-principles MD simulations are still computationally expensive. However, due to the increase in power of computers, we expect that these calculations will be easily accessible in the near future.
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Fig. 5. Wave-vector-projected power spectra $G_q(\omega)$ (grey curve) and phonon-mode-projected power spectra $G_{q_s}(\omega)$ (black curve) of silicon at $\Gamma$, $X$ and $L$. These power spectra have been calculated using the FT method from MD simulations at 800 K computed employing (a) first-principles and (b) the Tersoff empirical potential approaches. Phonon modes are numbered from the lowest to highest phonon frequency.
Fig. 6. Intrinsic lattice anharmonicity contribution to the frequency shift of silicon as a function of temperature. These results have been calculated using (a) first-principles and (b) the Tersoff empirical potential approaches. The FT method was used to calculate the frequency shifts depicted as open circles. Dashed lines are guides to the eye.

Fig. 7. Thermal expansion contribution to the frequency shifts of silicon calculated using (a) first-principles and (b) the Tersoff empirical potential approaches. MD simulations were computed using the supercell of 64 atoms. Open circles depict the calculations. Dashed lines are guides to the eye.
(a) First-principles

(b) Empirical potential

Fig. 8. (a) Total phonon frequency shifts including both of the intrinsic lattice anharmonicity and thermal expansion contributions of silicon obtained using (a) first-principles and (b) the Tersoff empirical potential approaches. MD simulations were computed using the supercell of 64 atoms. Open circles depict the calculations and solid dots are the Raman experimental data from Ref. [6] and (Γ point) and Ref. [7] (X and L points). Dashed lines are guides to the eye.

Fig. 9. (a) Total phonon frequency shifts of silicon obtained from the MD simulations using the Tersoff empirical potential and the supercell of (a) 64 atoms and (b) 512 atoms. Open circles depict the calculations and solid dots are the Raman experimental data from Ref. [6] and (Γ point) and Ref. [7] (X and L points). Dashed lines are guides to the eye.
Fig. 10. Linewidths of silicon as a function of temperature obtained from MD simulations using (a) first-principles and (b) the Tersoff empirical potential approaches. MD simulations were computed using the supercell of 64 atoms and the FT method was employed to calculate the power spectra. Open circles depict the calculations and solid dots are the Raman experimental data obtained from Ref. [6] (Γ point) and Ref. [7] (X and L points). Dashed lines are guides to the eye.

Fig. 11. Phonon linewidths of silicon as a function of temperature. Linewidths have been obtained from MD simulations computed with the Tersoff empirical potential using the supercell of (a) 64 atoms and (b) 512 atoms. Open circles depict the calculations and solid dots are the Raman experimental data obtained from Ref. [6] (Γ point) and Ref. [7] (X and L points). Dashed lines are guides to the eye.
Appendix A. The discrete Fourier transform

In the MD calculations the velocity is obtained at a constant time interval $\Delta$. We use the discrete Fourier transform (FT) to compute the power spectrum from the discretized data. The discrete FT is defined for a finite number of samples $h_n$ as

$$H_j \equiv \sum_{n=0}^{N-1} h_n e^{-in\omega/N},$$

(A.1)

where $N$ is the number of samples. In this definition, the inverse discrete Fourier transform that recovers $h_n$ from $H_j$ is

$$h_n = \frac{1}{2\pi N} \sum_{j=0}^{N-1} H_j e^{in\omega/N}.$$  

(A.2)

The Fourier transform $H(\omega_j)$ is estimated from the discrete FT as

$$H(\omega_j) = \int_{-\infty}^{\infty} h(t)e^{i\omega_j t} dt \approx \sum_{n=0}^{N-1} h_n e^{in\omega_j}.$$  

(A.3)

where

$$I_n \equiv n\Delta.$$  

(A.4)

$H(\omega_j)$ is obtained at discrete frequencies $\omega_j$ given by

$$\omega_j = \frac{2\pi j}{N_s\Delta}, \quad j = -\frac{N_s}{2}, \ldots, \frac{N_s}{2}.$$  

(A.5)

The extreme values of $j$ in Eq. (A.5) correspond to the lower and upper limits at which the discrete FT is defined. The corresponding frequency at these limits is known as the Nyquist frequency $\omega_N$ that is

$$\omega_N = \frac{\pi}{\Delta}.$$  

(A.6)

The power spectrum computed from the discrete FT is obtained at the same resolution and defined within the same frequency range than the discrete FT. Therefore, the resolution at which the power spectrum is obtained is given by eq. (A.5) and corresponds to

$$\omega_R = \frac{2\pi}{N_s\Delta}.$$  

(A.7)

In contrast to $\omega_N$, $\omega_R$ depends on the number of samples $N_s$. At constant $\Delta$, increasing $N_s$ improves the resolution of $H(\omega_j)$.

To make the best use of the MD data, we carefully chose the value of $\omega_N$ and $\omega_R$ to obtain power spectra defined within the frequency range that we are interested in, and with enough resolution to resolve the peaks that correspond to the quasiparticle phonon modes. In this study we set $\omega_R$ to 0.05 THz, which is smaller than the width of the peaks that we want to measure and $\omega_N$ is determined by the time step used to compute the MD simulations. According to Eq. (A.7), the number of samples $N_s'$ needed to calculate the power spectrum with this resolution is

$$N_s' = \frac{2\pi}{0.05\Delta}.$$  

(A.8)

Because the number of time steps calculated from MD simulations is larger than $N_s'$, we divide the full trajectory in small segments of length $N_s'$. Then we calculate the power spectrum of each segment and average them to obtain the final power spectrum. By this procedure we improve the precision of the measurement of the power spectrum from the MD data.

We use the fast Fourier transform (FFT) algorithm to calculate the discrete FT. This algorithm allow us to reduce the computation time significantly compared with the direct method shown in Eq. (7). There exists several implementations of this algorithm. In DynaPhoPy we use numpy[20] and FFTW[21] implementations.

Appendix B. The maximum entropy method

An alternative approach to estimate the power spectrum is the maximum entropy (ME) method[22]. This method allow us to obtain a smoother power spectrum estimation with lower computational cost than using the discrete FT. However, according to our tests, it requires a larger number of samples than the discrete FT to obtain a good estimation. In this section we summarize the algorithm employed in our code.

In the ME method we assume that the atoms trajectory follows an autoregressive model. Using this model, the power spectrum is calculated as

$$P(\omega) = \frac{\langle \hat{x}^2 \rangle \Delta}{1 - \sum_{j=1}^{m} a_j e^{i\omega_j \Delta}}.$$  

(B.1)

where $\langle \hat{x}^2 \rangle$ form a set of $m$ coefficients that defines the model, $\langle \hat{x}^2 \rangle$ is the mean square discrepancy between the model and the data and $\Delta$ is the sampling interval. The number of coefficients is an input parameter in this method and it has to be carefully chosen. These coefficients are calculated from a linear prediction that is a mathematical operation where the subsequent values $h_n$ are predicted by a linear function of the previous ones using a set of coefficients $a_j$. The linear predictor is defined as
The Burg’s method algorithm proceeds as follows:

\[ h_n = \sum_{j=1}^{k} a_j h_{n-j} + f_{k,n}, \quad (B.2) \]

where \( f_{k,n} \) is the discrepancy between the original data and the prediction. This is called the forward linear prediction. This operation can also be done in the opposite direction, predicting the former values as a function of the following ones obtaining the backward prediction:

\[ h_{n-k} = \sum_{j=1}^{k} c_j h_{n-j+1} + b_{k,n}, \quad (B.3) \]

where \( b_{k,n} \) is the discrepancy in the backward linear prediction and \( c_j \) are the backward prediction coefficients. These coefficients are related to \( a_j \) by

\[ c_j = a_{k-j+1}. \quad (B.4) \]

The aim of the ME method is to obtain the best set of coefficients that minimizes the total discrepancy. To achieve this we used the Burg’s method\(^{22}\), where the sum of the forwards and backward discrepancy is minimized using the Levinson-Durbin algorithm\(^{23}\). In this algorithm the coefficients \( a_j \) are determined through a recursive procedure in which the coefficients are related to each other by parameters \( \mu_k \) that are optimized at each iteration. The parameters \( \mu_k \) are known as reflection coefficients and are obtained by

\[ \mu_k = \frac{2b_k^T f_k}{f_k^T f_k + b_k^T b_k}. \quad (B.5) \]

\( f_k \) and \( b_k \) are known as the discrepancy vectors and are defined as

\[
\begin{pmatrix}
  f_{k,2} \\
  f_{k,3} \\
  f_{k,4} \\
  \vdots \\
  f_{k,N}
\end{pmatrix}
\quad \begin{pmatrix}
  b_{k,1} \\
  b_{k,2} \\
  b_{k,3} \\
  \vdots \\
  b_{k,N-1}
\end{pmatrix},
\quad (B.6)
\]

where

\[ f_{0,n} = b_{0,n} = h_n, \quad (B.7) \]

The Burg’s method algorithm proceeds as follows:

1. Initialization
   \[ a_0 \leftarrow 2b_0^T f_0 / (f_0^T f_0 + b_0^T b_0), \]
   \[ k \leftarrow 1 \]
2. Calculation of the reflection coefficient
   \[ \mu_k \leftarrow 2b_k^T f_k / (f_k^T f_k + b_k^T b_k) \]
3. Update of coefficients \( a_j \)
   \[ a_{j+1} \leftarrow 0 \]
   \[ \text{for } j = 0, \ldots, k-1 \text{ do} \]
   \[ a_j \leftarrow a_j + \mu_k a_{j-k-j} \]
4. Increment of \( k \)
   \[ k \leftarrow k + 1 \]
   Back to step 2
5. Finish

As can be observed, at each iteration \( k \) a new set of coefficients \( a_j \) is calculated until \( k = m \) is reached. Finally, the mean square discrepancy is calculated from the reflection coefficients \( \mu_k \) as

\[ \langle x^2 \rangle = \frac{1}{N_s} \sum_{n=0}^{N-1} h_n^2 - \sum_{k=1}^{m} \mu_k. \quad (B.8) \]

Appendix C. Supercell size effect on first-principles MD calculations

We have also analyzed the effect of the supercell size on the quasiparticle phonon properties using first-principles calculations by calculating MD simulations using the supercell of 512 atoms. Unfortunately due to the high computational demand of these calculations we are not able to show results obtained with the same precision as the ones presented in the main text. For this reason, especially in the case of the linewidths, these results should be taken with caution and be used as qualitative references. In Fig. C.12 we show the frequency shifts and linewidths of Si calculated from MD using the supercell of 512 atoms. The power spectrum was calculated using the FT method employing 30000 time steps. In this figure we observe similar results for the frequency shifts than the ones obtained using the 64 atoms supercell. Consequently, the total shifts computed including the thermal expansion contribution are also in agreement with the experiments as can be observed in Fig. C.12. This allow us to conclude that, as observed in the analysis shown in Sec. 5.2 using the Tersoff empirical potential, the supercell of 64 atoms is sufficient to compute the frequency shifts of Si.

For linewidths, however, we observe that in the result at \( \Gamma \) point obtained using the supercell of 512 atoms, although shows the same tendency with the temperature, is slightly overestimated with respect to the experiment. At the other analyzed high symmetry points, \( X \) and \( L \), we observe also small differences with respect to the calculations using the supercell of 64 atoms but with
similar tendencies with the temperature. It is interesting to notice, however, that the linewidths obtained using the supercell of 512 atoms show a more linear tendency with the temperature than the ones obtained using the supercell of 64 atoms. This behavior is in agreement with the general linear tendency that linewidths usually present with the temperature in experiments. This suggests that the curvature that the phonon linewidths show in Fig. 10, especially at high temperatures, may be an effect of the limited supercell size. This effect can also be observed in the linewidth at \( \Gamma \) point obtained using the Tersoff empirical potential approach shown in Fig. 11.