Probabilistic Prediction of Multi-Wells Production Based on Production Characteristics Analysis Using Key Factors in Shale Formations
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Abstract: In this study, we propose a novel workflow to predict the production of existing and new multi-wells. To perform reliable production forecasting on heterogeneous shale formations, the features of these formations must be analyzed by classifying the formations into various groups; the groups have different production characteristics depending on the key factors that affect the shale formation. In addition, the limited data obtained from nearby existing multi-wells should be used to estimate the production of new wells. The key factors that affect shale formation were derived from the correlation and principal component analysis of available production-related attributes. The production of existing wells was estimated by classifying them into groups based on their production characteristics. These classified groups also identified the relationship between hydraulic fracturing design factors and productivity. To estimate the production of new wells (blind wells), we generated groups with different production characteristics and leveraged their features to estimate the production. Probabilistic values of the group features were entered into the input layer of the artificial neural network model to consider the variation in the production of shale formations. All the estimated productions exhibited less error than the previous analytical results, suggesting the utilization potential of the proposed workflow.
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1. Introduction

In the ever-increasing global demand for energy, unconventional resources now account for a large portion of untapped reserves. Among them, tight/shale gas and oil are expected to be actively produced [1]. In addition, production techniques, such as horizontal drilling and hydraulic fracturing for large-scale production, have been developed for continuously distributed shale formations. The application of hydraulic fracturing for efficient production and the number of horizontal wells is expected to increase. These improvements in the production technology have led to low development costs and high commercial success rates. Moreover, the break-even prices of oil and gas production, which provide equal revenues and costs over a certain period of time from shale formation, are gradually decreasing due to the improvements in production technologies.

However, the heterogeneity of the shale reservoirs with a permeability distribution in the nano-Darcy scale and complex flow mechanisms makes it difficult to use conventional techniques for production forecasting. Conventional analytical methods, which are applied to predict production, have uncertainties and limitations due to subjective judgments and assumptions of input settings and forecasting production trends. Therefore, a reliable method for production forecasting that considers the unclear flow mechanisms during production and native and hydraulic design parameters of the shale formations is required.
The petroleum exploration and production (E&P) industry is currently undergoing a revolution owing to the use of data-driven analytics, which has become an important competitive technology. Regarding production from unconventional resources, shale companies have collected large amounts of data over the last few years, which can be used to optimize production forecasts, exploration risks, production development scenarios, drilling and completion, and production operations.

Recently, data-driven analytics have been employed to predict the performance of shale formations using production-related attributes, such as native, design, and dynamic parameters. However, the complex effects of the attributes do not exhibit specific trends in productivity, and the relations among attributes have not been clearly examined in the existing literature. Therefore, data-driven analytics techniques, such as artificial intelligence and machine learning, were applied to classify production wells and estimate production forecasts in this study. Several studies have shown that data-driven analytics are effective in estimating reservoir properties, predicting production, optimizing drilling, and solving various other issues in shale formations. The results of the decline curve analysis (DCA) and artificial neural networks (ANN) were compared and analyzed to predict the production over time for a single well [2,3], while actual production was predicted using a recurrent neural network [4,5].

However, shale strata that are heterogeneously distributed over a large area require analysis of multiple wells rather than a single well. Mohaghegh [6] identified the correlation among reservoir characteristics, rock-mechanical properties, hydraulic fracturing design factors, and production in shale formations, and evaluated their impact using pattern recognition. In addition, the effects of each key factor and productivity were identified based on field data obtained from the Permian Basin [7], and machine learning was applied to estimate the decline curve factors; estimated ultimate recovery (EUR) was also obtained for production forecasting [8–12]. Furthermore, machine learning has been applied to evaluate the mechanical properties of hydraulic fracturing design factors [13,14]. Machine learning has also been applied for new wells with input factors similar to those of the existing wells to predict the production behavior and cumulative production in these new wells for over six months [15]. Amr et al. [16] developed a prediction model using the data from nearby production wells owing to limited information on new regions; however, despite considering the reservoir characteristics, the influence of heterogeneous shale formations on production of multi-wells was unclear.

Therefore, in this study, we proposed a workflow to predict the production of existing and new multi-wells in shale formations. First, we derived production-related attributes of existing production wells and identified the key factors from the correlated response variables. Accordingly, we identified the relationship between production and key factors and improve the reliability of production forecasts by classifying formations with different production characteristics into groups to estimate the cumulative production of existing wells based on the trend line of each group. For the new wells, we developed a model that could classify groups with limited input attributes, such as key factors, and utilize probabilistic values from these classified groups to perform cumulative production forecasting considering uncertainty using ANN (Figure 1).

Section 1 covers the background and objectives of the study and describes the production-related attributes used for data-driven analytics in the study area. In Section 2, the analysis methods used in shale formations to predict production and recent research trends are explained. Section 3 covers the analytical methods used in the proposed workflow, and the results for existing and new wells obtained from the workflow are summarized in Sections 4 and 5.
Production in shale formations is influenced by both the reservoir characteristics and hydraulic fracturing design; it is particularly dependent on well completion technology. The success of hydraulic fracturing indicates that the stimulated reservoir volume (SRV) related to productivity may not be generated homogeneously, or a nonfractured section may persist. By monitoring these shale reservoirs, micro seismic data can be used to determine cracked and unstimulated areas [17], and cracks can be characterized using micro seismic data, production logging, image logging, and tracer tests [18]. However, these methods are expensive in terms of data acquisition or are limited in their ability to individually identify one planar crack in a complex fracture network [19].

Hydraulic fracturing creates artificial cracks by injecting high-pressure fluid blended with proppant into the rock formation [20]. With the increase in diameter of the proppant particles, the conductivity and strength increased. In the case of a fracturing fluid, suitable fluids should be selected based on their sensitivity to formation, pH, and fluid behavior and stability linked to temperature [21]. This results in high initial production and declining rates, leading to a large decline in production in the first five years, with subsequent low production levels. In addition, there are several key challenges in the prediction of production from shale formations, such as a short production period of a significant number of wells, productivity of wells dependent on hydraulic fracturing factors, and uncertain fluid flow mechanisms [2].

Operators have increased the lateral length, number of stages, and amount of hydraulic fracturing fluids on unconventional well completion [22]. For Marcellus shale and Eagle Ford shale, the number of stages increased from 10 in 2008 to 16 in 2012 [23]; for Bakken shale, the number of stages increased from 20 in 2008 to 94 in 2019 [24]. The length of the horizontal wells is usually long, 5000–10,000 ft, and a hydraulic fracturing operation can have as many as 30–40 fracturing stages [25]. For an ideal hydraulic fracturing design, it should be kept in mind that the cost of well completion increases with the number of stages. Thus, further research is required to determine an appropriate hydraulic fracturing design by optimizing the number of stages besides other factors. Field data related to shale production are summarized in Figure 2. However, the relationships between these factors and their effects on production remain unclear [15]. Production changes owing to the complex effects of multiple factors. Therefore, the impact of these factors on productivity should first be identified based on the statistical analysis of each attribute.
1.2. Study Area

Eagle Ford Shale, one of the most active shale formations in the United States, has more than 100 rigs in operation. The region that forms the source rock for Austin Chalk is estimated to contain 20.81 Tcf of natural gas and 3.351 bbl of oil, wherein various phases of fluids, such as dry gas, wet gas, natural gas liquids, gas condensate, and crude oil are produced. The shale formations have a width and an average thickness of 50 and 250 ft, respectively, and are located at a depth of 4000–14,000 ft [26].

Production data for Eagle Ford shale were acquired from Enverus for the Texas and Louisiana Gulf Coast Basin. The data included the operator, period of production, and duration of well completion; 250 wells were produced in approximately 60 months. The production rate data are generally allocated by commercial data vendors (Enverus or IHS Markit) and are not measured by individual production well gauges. In this study, the oil production data for the target area, that is, the north–west trend area in Eagle Ford Shale, were used, as shown in Figure 3. MATLAB (R2019b, MathWorks) was used for this purpose.
2. Production Estimation Method in Shale Formations

Conventional methods, such as reservoir simulation, rate transient analysis, and DCA, can be used to predict production in shale formations. However, as mentioned earlier, the conventional methods have uncertainties and limitations owing to the subjective judgments and assumptions made in defining input parameters and predicting production trends. Consequently, data-driven analytics, such as artificial intelligence and machine learning, can be used to overcome the limitations of conventional methods and obtain meaningful insights from the results, assuming that meaningful input factors are utilized.

2.1. Decline Curve Analysis

DCA was applied in this study to identify the decline behavior of the curve and predict productivity using only production rate data. If there is no significant physical change around the well, the production changes gradually according to the state of the reservoir. Accordingly, extrapolation can be effectively used to estimate the amount of remaining oil resources and production period. The Arps [28] equation, which is commonly used to predict oil and gas production in the field, can be categorized into three equations according to the decline exponent, namely, exponential, hyperbolic, and harmonic decline curve equations. Although conventional oil and gas resources have a decline exponent in the range 0–1.0, a hyperbolic function is also used in the shale reservoirs with a decline exponent exceeding 1, resulting in an overestimation of EUR. To overcome this problem, various techniques, such as the modified hyperbolic [29], the logistic growth model (LGM) [30], modified stretched exponential production decline (SEPD) [31], and Duong [32] methods, have been proposed. DCA should be performed meticulously because of limitations and subjective judgments regarding its use [33]. Therefore, a suitable DCA differs depending on the type of fluid and the application of production technologies.

The Arps equation, which is commonly used among conventional methods, was used for comparison with the results of the newly applied method in this study. The hyperbolic equation used to predict the production of shale formations in this study is as follows:

\[ q_t = q_i (1 + bD_i t)^{-1/b} \]  

(1)

where \( q_t \) is the production rate at time \( t \), \( q_i \) is the initial production rate, \( b \) is the decline exponent, \( D_i \) is the initial decline rate, and \( t \) is the time.

The characteristics of the change in the decline curve factor are that the larger the initial decline rate, the steeper the decline is in the initial production; moreover, the larger the decline exponent, the slower is the decrease in the latter half of production [34]. Because shale formation produces oil or gas through cracks generated by hydraulic fracturing, the decline exponent is estimated to be different depending on the period of the production data used [35]. In addition, if there is insufficient production rate data at the beginning of the production, the production forecast results exhibit uncertainty even when using techniques other than DCA [36].

2.2. Probabilistic Method

In shale formations, as the transitional flow is long, boundary-dominated flow may not appear during the production, and the long-term production data may not be sufficient for analysis [37]. Because it is difficult to measure the reservoir properties required when estimating the number of resources using the volumetric method, the Monte Carlo simulation is applied to consider the uncertainty of the number of resources [23].

It is difficult to consider production variability in shale formations when using DCA, which predicts a single value [38]. Therefore, when DCA was applied, a study for calculating the EUR of shale gas was performed using a probabilistic method to predict the number of resources [39,40]. However, when there are limited data, distorted data, etc., there is a limit to applying a histogram in which the shape of the probability density function varies depending on the class intervals or starting points. Therefore, when applying Monte
Carlo simulation by identifying the appropriate distribution form for the decline curve factor using kernel density functions, which is a non-parametric method that analyzes statistics without presupposing inaccurate assumptions, the EUR can be calculated from the probability distribution reflecting the characteristics of the data [41].

2.3. Research Trends

Shale strata that are heterogeneously distributed over a large area require analysis of multiple production wells rather than a single well. Unlike conventional resources, the characteristics of shale reservoirs have not been identified yet. Therefore, many studies that reflect data features over the past three to four years have been conducted using machine learning. The goal of these studies is to predict future production changes for existing wells and forecast the production of a newly drilled well. Further, data-driven analysis should be used to identify unclear correlations between factors affecting the production behavior of shale formations and use them to predict future performance. In this section, we describe the analysis of the research that performed predictions on production of shale formations using machine learning that reflected the characteristics of the shale reservoir; the primary contents are summarized in Tables 1 and 2.

| Author(s) | [9] | [10] | [11] | [12] | [42] |
|-----------|-----|-----|-----|-----|-----|
| Basin     | Reservoir simulation | Marcellus | Eagle Ford | Duvernay | Bakken |
| Fluid     | Oil & Gas | Gas | Oil | Oil | Oil & Gas |
| Well Num. | 100 | 100 | 120 | 262 | 2061 |
| Method    | ANN [7 50 3] | ANN [20 20 1] | RF SVM MARS | LR Multiple LR ANN | Deep learning [8 4*100 1] |
| Input     | 7 | 20 | 9 | 21 | 8 |
| • Permeability | Total proppant | Latitude | Azimuth | Total thickness |
| • Porosity | Lateral length | Longitude | TVD | Norm proppant |
| • Fracture width | MD, stages | Initial prod. | Total proppant | Depth |
| • Fracture half length | Fracture clusters | Total fluid | Total fluid | Porosity |
| • Fracture conductivity | Avg. pressure | Stages | Stages | Stages |
| • Formation pressure/temperature | Easting northing | Lateral length | Lateral length | Norm fluid |
| • Other | TOC | TVD of heel | TOC | Norm spacing |
| • Other | Azimuth | TVD heel–toe difference | Acid volume | Water saturation |
| Output | LGM (K, a, n) | 50 years EUR | DCA parameters & EUR (Arps, SEPD, Duong, Weibull) | Well performance (individual well/type curve) | 1-year production by stage |
| Results | R 0.92 | The points of the actual and predicted data are almost identical | RMSE (for EUR) 45,32,44,30 (RF) 44,31,43,29 (SVM) - (MARS) | R² 0.41 (LR) 0.76 (multi LR) 0.93 (ANN) | R² 0.75 (training) 0.61 (testing) |
Table 2. Research on productivity prediction of new wells in shale formations.

| Author(s) | [15] | [16] |
|-----------|------|------|
| Basin     | Marcellus | DJ, Williston, Anadarko, Powder River |
| Fluid     | Oil & Gas | Oil |
| Well no.  | 128 (DJ) | 713 (DJ) |

| Method                | ANN [9 15 1] | Extreme gradient boosting tree (xgbTree) (Best performing of 7 algorithms) |

| Input                                                                 | Output 6-month Cum. production Arps (q, D_i, EUR) (one of each parameter) |
|-----------------------------------------------------------------------|------------------------------------------------------------------------|
| TVD                                                                   | R² 0.96 (training) 0.77 (testing)                                       |
| Net thickness                                                        | Accuracy (%) (for best case) 97.31, 87.82, 93.27 (PLs) 81.89, 80.97, 76.74 (NPLs) |
| Porosity                                                              |                                                                        |
| TOC                                                                   |                                                                        |
| Lateral length                                                       |                                                                        |
| Total no. of stage                                                   |                                                                        |
| No. of clusters per stage                                           |                                                                        |
| Fluid per lateral                                                   |                                                                        |
| Proppant per lateral                                                |                                                                        |
| Surface/bottom latitude & longitude                                 |                                                                        |
| County                                                               |                                                                        |
| Lateral length                                                      |                                                                        |
| Proppant lateral                                                     |                                                                        |
| 3, 6, 12 Cum. oil production                                        |                                                                        |
| Reservoir properties (bulk volume, thickness, porosity, water saturation) |                                                                        |
| Distance, angle (neighbor wells)                                    |                                                                        |
| Avg. 3, 6, 12 Cum. oil production (neighbor wells)                   |                                                                        |
| Avg. reservoir properties (neighbor wells)                           |                                                                        |
| Etc.                                                                 |                                                                        |

Data-driven analytics is a technology based on data mining and artificial intelligence. The fundamental concept of this method is to utilize algorithms to make better decisions and predictions using the features extracted from the data. In addition, although a large amount of data and many variables are involved, data-driven analytics can be applied to complex tasks without pre-existing equations. Using these methods, studies are being conducted based on data from existing wells, and the key factors among various attributes are identified for future production behavior and productivity estimation.

Li and Han [9] performed principal component analysis (PCA), which is widely used for dimensionality reduction by minimizing data loss, for 10 factors, including reservoir properties and hydraulic fracturing design factors based on reservoir simulations; subsequently, seven key factors were utilized as input factors for the ANN models. Three variables of LGM, which is a DCA, were located in the output layer, and the ANN model was trained with 70% training, 15% verification, and 15% testing data. In addition, its applicability to the actual field site was determined by the mean square error (MSE) and correlation coefficient of 0.013 Mcf/day and 0.92, respectively. However, if there are no reservoir properties, it is difficult to apply the model; moreover, verification using field data is required.

He [10] identified the key performance indicator (KPI) using IMPROVE™, which was developed by Intelligent Solution Inc., for the reservoir characteristics, hydraulic fracturing design factors, and dynamic parameters, and developed an ANN model based on KPI. For 20 input layers, 80% training, 10% verification, and 10% testing data were learned using an error back-propagation algorithm, estimating 50 years of EUR, and analyzing the effect on the reservoir characteristics and hydraulic fracturing design factors on productivity. There are many input factors for the predictive model, and the future production volume can be obtained. However, this trend could not be identified.

Vyas et al. [11] considered four DCA methods using production rate data; three machine learning algorithms were applied to obtain the decline curve factors and EUR using nine factors by employing the productivity of shale formations as inputs. The results of averaging using Bayesian model averaging (BMA) and generalized likelihood
uncertainty estimation (GLUE) for various DCA results showed that the support vector machine (SVM) results of SEPD were the most accurate, followed by relative influence (RI) to input factors by initial production rate, total amount of proppant, and true vertical depth. Although several machine learning algorithms have been used, the accuracy of the prediction results should be improved.

Bowie [12] quantified multicollinearity by calculating the variance inflation factor (VIF) from correlation coefficients for factors related to maturity, pad wells, and hydraulic fracture size, and applied simple and multi-linear regression. By applying these as well as ANN, the prediction accuracy of the ANN model was the highest, with a coefficient of determination of 0.93. Although an individual well exhibits satisfactory performance, there are many input factors required to use the ANN model, which is difficult to apply.

Luo et al. [42] identified interrelated variables from correlation coefficients for the reservoir properties and hydraulic fracturing design factors and learned a deep learning model consisting of multiple hidden layers and neurons with eight input factors obtained from feature selection. However, despite using data from many production wells and models with many hidden layers and neurons, the coefficient of determination was 0.61. Furthermore, the effects of geological and hydraulic fracturing design factors on the production per unit length were identified using the developed prediction model. At low porosity, the thickness of the shale formation was high, the number of stages was large, and the production increased as the depth increased. Although many production wells were analyzed using deep learning, the results were unsatisfactory because data with different characteristics were not classified.

These studies show that using an ANN enhances prediction performance, and prediction using machine learning is possible in numerical analysis. Moreover, the selection and extraction process of the features that have a major impact on the prediction results should be performed. It must also be noted that some shale formations have high production variability, regardless of the number of production wells.

Unlike in conventional petroleum resources, existing analysis techniques have limited application for shale formations with uncertain flow mechanisms in production; therefore, the impact of hydraulic fracturing design factors on productivity must be identified. In addition, production forecasting for new wells is required, along with a development plan for well production. Recently, owing to the influence of oil and gas prices, drilled but uncompleted wells (DUCs) have been gradually increasing in North America [43], and their locations and depths have been identified.

Therefore, when developing new wells without information from shale reservoirs, the development plan is generally based on information from nearby production wells. Related development plans or productivity forecasting studies are in the early stages, and similar input factors from the existing production wells have been utilized for new wells to predict production behavior and cumulative production at a specific point in time.

Cao et al. [2] applied an ANN model to predict the production behavior of a single well, and tubing head pressure (THP) and production rate data were used to forecast the production of existing wells. For a new well, the results were obtained by inputting the target location, geological maps, THP, and production rate data obtained from nearby production wells; the results were compared with those obtained by applying the DCA of Arps, SEPD, Duong, and power law to more than four years of production rate data. Although the production behavior from DCA was similar to the actual data, the ANN model using THP was more accurate in the production forecast.

Mohaghegh et al. [15] introduced the concept of shale analytics, which can be applied to data-driven shale formations, using IMPROVE™ to perform well quality analysis (WQA) and identify the relationship between productivity and native and design factors such as KPIs. This was estimated as an input factor of the ANN model for six months of cumulative production, with 96% accuracy for the existing production wells. For the prediction of new wells, the existing production wells were assumed to be blind, resulting in accuracy and average error rates of 77% and 12.9%, respectively. Furthermore, a look-back
analysis was performed using Monte Carlo simulations and prediction models to understand the influence of hydraulic fracturing design factors on production, and a method to present optimized hydraulic fracturing design factors for a single well was proposed.

Amr et al. [16] utilized a large amount of basin and other related data to estimate productivity for producing locations (PLs) and non-producing locations (NPLs). Using the Arps equation, which is an industry criterion, the initial decline rate and EUR were estimated, and the type curves of P10, P50, and P90 were obtained using information from nearby production wells. In addition, a machine learning model capable of estimating the initial decline rate and EUR was developed using data from nearby production wells that satisfy the conditions of the reservoir characteristics and hydraulic fracturing design factors of less than 2500 ft for production forecasting. Seven algorithms were applied, of which the EUR prediction accuracy for extreme gradient boosting trees (xgbTree) was 93.27% for PLs and 76.74% for NPLs. To improve the accuracy of NPLs, data from various regions were added and analyzed, but the highest case was 67.43%, which is relatively low in accuracy for non-production areas despite the use of reservoir characteristics and nearby production well data.

Therefore, in this study, the existing production wells were classified into groups according to the field conditions of shale formations, where various production characteristics were presented. The groups were then used to make reliable estimations of production. For new wells, there is a limit to the use of information from the nearby production wells in shale formations with severe vertical and horizontal changes; therefore, we utilize probabilistic inputs from different groups of production characteristics and perform output prediction considering the uncertainty in the new wells with limited data.

3. Data-Driven Analytics of Production Characteristics in Shale Formations

3.1. Feature Selection and Extraction for Identifying Key Factors

Productivity among different wells can differ based on geological properties or hydraulic fracturing designs [44], and limitations exist in the acquisition of reservoir properties and geological information among native, design, and dynamic parameters. Therefore, the features should be selected and extracted from data preprocessing from limited data, and related variables should be identified to derive key factors in shale formations.

It is advantageous to include sufficient and accurate information because machine learning depends on the quantity and quality of the data. However, the extent to which the accurate information can only be obtained through observation is limited. Nevertheless, this information can be obtained if the problem to be solved has a sufficient background of accurate information, which is not the case in most situations. Therefore, before applying a machine learning algorithm, it is necessary to select features that significantly influence the production performance. Feature extraction and selection were performed to check whether the features using sufficient data were valid. This method generates new input data based on existing inputs, and it is usually executed before the learning process, which is a key preprocessing step in the machine learning structure.

High-dimensional datasets have many correlating features and attributes. If these types of data are analyzed without characterization, problems such as overfitting and wasteful storage can occur. PCA is widely used in machine learning and pattern recognition techniques to solve these problems. Features can be extracted and selected by reducing the complexity and independence of the input parameters. PCA is a statistical procedure for generating relational variables for linearly uncorrelated vectors [9], and dimensionality reduction is possible with minimal data loss by analyzing multivariate data obtained for several response variables based on singular-value decomposition. This analysis technique has been applied to various fields for purposes such as history matching and seismic interpretation [45]. In addition, PCA provides new dimensions that can be used as the input variables for cluster analysis for efficient interpretation [46,47].
3.2. Unsupervised Learning for Group Classification

Unsupervised learning can be useful for unclear information contained in the data or for nonspecific objectives of the data search. Most unsupervised learning methods define groups based on measures of similarity or attributes for multiple objects with multiple attributes; this method is known as cluster analysis. This can be divided into hierarchical clustering and nonhierarchical or partitional clustering; hierarchical clustering has partial clusters within a cluster, whereas nonhierarchical clustering is mutually exclusive, without subsets or overlapping among clusters [48]. In addition, nonhierarchical clustering can be divided into hard clustering, in which each data point belongs to one category, and soft clustering, in which each measurement point can belong to two or more categories [49].

A typical hard clustering algorithm was used to determine the number of k clusters in advance. It sets the representative value of each cluster and assigns each object to one of the clusters based on the distance between the data and the centroid of each cluster. These methods are categorized based on representative values such as the mean or median. Soft clustering methods include fuzzy c-means and Gaussian mixture models, which are expressed as the probability that a single entity belongs to several clusters. Fuzzy clustering is similar to k-means cluster analysis but includes fuzziness, meaning that a point can belong to more than one cluster. The Gaussian model shows the probability that a point belongs to a cluster such that it can be easily used when the correlation structure of the cluster size and attributes varies [50]. Among these clustering methods, k-means can be used to determine the minimum linear distance from the center value, that is, to minimize the objective function. Each well is assigned to a unique cluster, which can lead to incorrect or biased results. The fuzzy c-means method represents the likelihood of an individual well belonging to several clusters, and the condition is obtained by updating the membership function repeatedly to determine a value that converges to the local minimum or saddle point of the objective function [51].

3.3. Supervised Learning for Classified Group Estimation

Supervised learning can train models with a set of labeled input and output data to make reasonable predictions of new inputs and applies classification and regression algorithms for model development. Common classification algorithms include decision trees, discriminant analysis, logistic regression, naïve Bayes, SVM, and k-nearest neighbor (k-NN) algorithms, which include linear and non-linear regression, SVM regression, and Gaussian process regression (GPR). Determining suitable methods among various algorithms requires sufficient data analysis and prior knowledge of the field.

Discriminant analysis identifies primary defects in features based on Gaussian distributions, classifies the data, and applies them to new data classification to generate class labels. Hereafter, straight lines or curves were created to classify the data into categories. Furthermore, discriminant analysis assumes that these variables are normally distributed and have the same covariance matrix in groups, and it is usually the first method to be utilized in classifier development [52].

The naïve Bayes classifier is a classification algorithm based on the concept of probabilities and statistics and is widely used in research [53]. This analysis is performed under the assumption that different features in clusters are statistically independent, based on conditional probability. Clusters are classified based on the highest probability that new data will belong to a specific cluster, and because it can be classified into training data, it has the advantage of high computational efficiency.

SVM classifiers identify a hyperplane that separates all measurement points from those of other clusters and classifies the data; the accuracy of the results depends on the maximum margin, which is the zone around the hyperplane where the distance is maximum in each nearest plane. In nonlinear cases, it is applied by converting into higher dimensions, where hyperplanes can be found using kernel transformations [54]. SVM regression algorithms function similarly to SVM classification algorithms but are modified to predict continuous responses, which identify models that deviate by small values from
the measured data using as few parameters as possible to minimize sensitivity to errors instead of exploring the hyperplane.

k-NN categorizes objects based on nearby clusters within the dataset, and distances, such as Euclidean and cosine, are used considering the assumption that objects close to each other are similar. It is the simplest non-parametric procedure to determine labels for data samples, and the nearest k neighboring labels are determined based on the voting mechanism [55].

Among the regression algorithms, linear regression expresses continuous response variables as a linear function for one or more predictors; although the model is simple, it can provide an appropriate and interpretable description of the relationship between inputs and outputs [56]. This method is universally utilized to obtain the least-squares method.

3.4. Artificial Neural Networks for Production Forecasting

ANN is expressed as a mathematical connection relationship between nerve cells by mimicking the operating principle of the nervous system and biological neurons and comprises an input layer, a hidden layer, and an output layer. It is learned by varying the intensity of the connection. The output of the neuron can be changed according to the type of activation function, as follows:

\[ a^i = \sigma \left( W^i a^{i-1} + b^i \right) \]  

where \( a^i \) is the neuron in layer \( i \), \( a^{i-1} \) is the neuron in layer \( i - 1 \), \( b^i \) is the bias vector, \( W^i \) is the weight matrix for each layer \( i \), and \( \sigma \) is the activation function.

Activation functions are typically binary, linear, rectified linear, sigmoid, Gaussian, or hyperbolic tangent functions. The binary function is a unipolar or bipolar function; when the sum of input weights is less than the threshold, the output of the neuron is 0, and the output of the neuron is 1 when it is greater than or equal to the threshold. The sigmoid function is a unipolar or bipolar nonlinear continuous function, and any form of input value can be expressed as a value between 0 and 1.

For data, an ANN can apply supervised or unsupervised learning. In the former case, the connection strength is changed such that the output value is within the error range of the target according to the given input, and typical models include Perceptron, Hopfield, and backpropagation. In the latter case, similar input patterns are adjusted to be learned at the same output, including Kohonen’s competitive learning and Grossberg’s adaptive response theory (ART) model.

ANNs can derive pattern recognition and nonlinear features, despite the incomplete learning process of the input data, and can process a large amount of data simultaneously in a short time [57]. Furthermore, by adjusting the connection strength through learning, the relationship between the input and output data can be identified without prior knowledge. Therefore, we can model nonlinear systems, even if the model is to be continuously updated.

4. Analysis of the Existing Wells
4.1. Acquisition of Field Data and Preprocessing

The field data were normalized with the lateral length or number of stages to allow comparisons among multiple wells (Figure 4). The normalized volume (NV) and normalized production (NP) were derived, and the value per unit length was calculated assuming that the number of stages was equally distributed [42]. In addition, preprocessing was performed on production-related attributes, such as removing very small or large outliers for each attribute.
Figure 4. Data preprocessing for shale formations.

Normalization was performed to obtain NV and NP for comparison of multiple wells, and preprocessing was performed on production-related attributes in the study area. To obtain the dynamic attributes, previous studies used more than 12 months to estimate the decline curve parameters [16,19], but stable production behavior was observed when long-term production data were used [33]. In this study, 48 months of production history data from 220 production wells were used to obtain the dynamic attributes. Different results of the decline exponent were estimated according to the period of production rate data used for DCA [35]. Therefore, DCA was performed according to the production period, and the cumulative probability distribution of the initial decline rate and decline exponent was derived for the total production wells (Figure 5). The production rate data for a sufficient period of 48 months were used; however, despite the shale formations, a value exceeding 1 rarely appeared, (Figure 6). If the decline exponent exceeds 1, it is called 'beyond hyperbolic', which is in the same form as that of the hyperbolic function in a shale reservoir [37].

Figure 5. Change of cumulative probability for the DCA parameters according to production period: (a) the initial decline rate; (b) the decline exponent analysis for permeability.
4.2. Identification of Correlations and the Key Factors

The 22 attribute datasets obtained in this study based on the preprocessing and DCA results are summarized in Table 3. In the case of the landing direction, the azimuth angle was derived from the position of the production well at the surface and bottom hole, which can be referred to when generating hydraulic fracturing cracks in the direction of the horizontal well. Correlations were analyzed to identify the relationships among production-related attributes. For the four attributes of the well location and five attributes associated with production, as in Figure 7, similar factors indicate a high correlation. Therefore, the correlation coefficients are shown in Figure 8 for factors that show trends, except for attributes that are not correlated and are similar.

The lateral length and measure depth (MD) showed a correlation of 0.8, and the hydraulic fracturing (HF) stage, lateral length, norm spacing, and NV fluid (NVF) showed a correlation exceeding 0.7. In addition, the MD and HF stages, NV proppant (NVP), norm spacing, and NVF and NVP showed values over 0.6. Finally, the HF stage and norm spacing exhibited correlations of >0.5. However, the other factors were found to have nonlinear relationships.

![Figure 6](image_url) Relative frequency of the DCA parameters after preprocessing: (a) the initial production rate; (b) the initial decline rate; and (c) the decline exponent.

![Figure 7](image_url) Highly correlated input attributes: (a) the attributes of the well location; (b) the attributes of production.
Figure 7. Highly correlated input attributes: (a) the attributes of the well location; (b) the attributes of production.

Figure 8. Correlation coefficients among input attributes.

Table 3. List of acquired attributes in this study.

| Native              | Design                        | Dynamic                              |
|---------------------|-------------------------------|--------------------------------------|
| Surface latitude    | Lateral length (ft)            | NP IP (bbl/ft)                       |
| Surface longitude   | HF stage                      | NP 6 months (bbl/ft)                 |
| Bottom hole latitude| Norm spacing (ft/stage)        | NP 12 months (bbl/ft)                |
| Bottom hole longitude| NVP (lbs/ft)                 | NP 24 months (bbl/ft)                |
| Measured depth (ft) | NP 6 (bbl/ft)                 | NP Q_i (Arps) (bbl/ft)               |
| True vertical depth (ft) | NP 12 (bbl/ft)        | D_i (Arps)                           |
| Landing direction (degree) | NP 24 (bbl/ft)       | b (Arps)                             |
| Choke size          |                               |                                      |
| County number       |                               |                                      |
| Well elevation (ft) |                               |                                      |

Well productivity depends on the native parameters of shale formations and the success of the hydraulic fracturing design. PCA was conducted to reduce and summarize the correlated multidimensional variables and identify the key factors among the limited datasets. Factors that have a major influence on the various attributes related to production were identified as key factors in this study. Four case studies and PCAs were performed for the input attributes to identify the key factors, as listed in Table 4.

Among the 22 attributes, if the correlation between the production volume and well location exceeded 0.9, it was considered a duplicate state. Duplicate values were eliminated from the 22 attributes, and 16 attributes were analyzed for Case 1, considering the surface latitude, surface longitude, and NP 6. For Case 1, it was found that three principal components (PCs) represented approximately 51% of the total attributes, and the PC coefficients of county number, well elevation, landing direction, and choke size were smaller than those of the other attributes (Figure 9a). In Case 2, 12 attributes were analyzed, except for the four attributes in Case 1, which had a low correlation with the PCs. Three PCs represented approximately 76% of the total attributes (Figure 9b). In Case 3, two decline curve parameters with relatively small PC coefficients and well locations with similar ranges of coefficient values for all PCs were excluded. The results revealed that the three PCs represented approximately 82% of the eight attributes, and the effects on the main attributes were considered for Cases 1 and 2 (Figure 9c).
Table 4. List of input attributes in the case studies.

| Case 1 | Case 2 | Case 3 | Case 4 |
|--------|--------|--------|--------|
| County num. | Surface latitude | MD | TVD |
| Surface latitude | Surface longitude | TVD | LF stage |
| Well elevation | Landing direction | MD | TVD |
| MD | TVD | Norm spacing |
| Lateral length | HF stage | NVP |
| Norm spacing | Di (Arps) | b (Arps) |
| NVP | NP 6 |

Figure 9. Scree plot of PCA results for all cases: (a) Case 1; (b) Case 2; (c) Case 3; (d) Case 4.

Apart from the lateral length used for normalization, based on the analysis of the primary attributes affecting the PCs, a PCA was performed in Case 4 to determine the effects of the true vertical depth (TVD) and hydraulic fracturing design factors. As shown in Figure 9d, it was found that the three PCs represented a large portion (approximately 88%) when using only five limited attributes. In addition, Table 4 shows the values of the key factors for each PC, and based on these values, factors with absolute values of 0.4 or higher were determined to be correlated with the PC. Moreover, the influence of the key factors on each PC was quantitatively different and classified without overlapping. These results are shown in Figure 10, and a significant correlation between the positive...
and negative directions was observed. The norm spacing, NVF, and NVP for PC 1, TVD and HF stages for PC 2, and the number of HF stages and NVP for PC 3 are represented as follows:

\[ PC_1 = 0.1146 \text{TVD} + 0.3921 \text{Stage} - 0.5601 \text{Spacing} + 0.4803 \text{NVP} + 0.5374 \text{NVF} \]  \hspace{1cm} (3)

\[ PC_2 = 0.8905 \text{TVD} - 0.4446 \text{Stage} - 0.0111 \text{Spacing} + 0.0396 \text{NVP} + 0.0876 \text{NVF} \]  \hspace{1cm} (4)

\[ PC_3 = 0.3957 \text{TVD} + 0.7112 \text{Stage} - 0.0583 \text{Spacing} - 0.5525 \text{NVP} - 0.1702 \text{NVF} \]  \hspace{1cm} (5)

---

4.3. Analysis of Production Characteristics Using Group Classification

To classify the groups based on the PCA results, fuzzy c-means were used, which indicates the possibility that an individual belongs to several clusters and is considered one of the most representative fuzzy cluster analyses. In this study, fuzzy cluster analyses were performed 10 times using the three PCs of Case 4, which consisted of the key factors from the PCA. This was verified by confirming that the objective function converged to a constant value in all trials. The number of wells in the three groups was 50, 74, and 96, respectively (Figure 11). This allows each group to identify a distinct classification of hydraulic fracturing design factors by PC 1, which is correlated with the norm spacing, NVF, and NVP.

To compare the production among wells, the average and cumulative production by group were determined based on the normalized production per unit length (Figure 12). It was found that the initial and cumulative production decreased in the order of Clusters 1, 2, and 3. In addition, the decline trend for up to approximately 15 months differed from group to group, whereas the trend in the latter half of production was similar. In particular, the production of Cluster 3 was small, and it would be better to exclude cases belonging to Cluster 3 when developing new wells in the study areas.

---

**Figure 9.** Scree plot of PCA results for all cases: (a) Case 1; (b) Case 2; (c) Case 3; (d) Case 4.

**Figure 10.** Visualization of the PCs in 3D plot for Case 4.

---

The case study found that the key factors among the available data in the study area were TVD and hydraulic fracturing design factors. In addition, depending on the study area or acquired data, the key factors may be different, according to the PCA results, which could be used for group classification based on the identified key factors.
To determine the group features, a statistical analysis of the key factors was performed to draw box plots of the mean, maximum, median, quartile, and minimum values for each key factor (Figure 13). First, we analyzed the results for each key factor. TVD was similar to Clusters 1 and 2, and Cluster 3 was in a shallower area than Clusters 1 and 2. Compared to the normalized production results, the deeper the TVD in the study area, the better the productivity. The HF stage had many stages of Cluster 1, and Clusters 2 and 3 were similar. The higher the number of HF stages, the better the production; however, it is important to determine the appropriate number of stages. Norm spacing is more productive if narrow, but it is necessary to identify appropriate intervals where interference does not occur. If only the norm spacing is considered, Cluster 1 was the narrowest, thus leading to a large production. It is known that productivity increases with increasing amounts of NVP and NVE, and Cluster 1 had the largest amount; therefore, its production is expected to be large. NP 6 is the cumulative production per unit length at six months and is plotted to check the difference in the early stages of production, independent of the key factors. In the case of normalized production, Clusters 1 and 2 had a slight difference in production, and Cluster 3 had the least.
These results revealed that hydraulic fracturing increased the production volume for narrow spacing and large amounts of injected proppant and fluids per unit length. Although Clusters 1 and 2 had similar TVD, they contained wells with higher productivity under the influence of hydraulic fracturing design factors. Clusters 2 and 3 had similar numbers of HF stages, but the cumulative production per unit length was high owing to the hydraulic fracturing design factors. Had the hydraulic fracturing design factors increased, the productivity of Cluster 1 would have been good, but there were production wells with similar productivity in Cluster 2. This means that Cluster 2 performed hydraulic failure under worse conditions than Cluster 1, but Cluster 2 was more productive on similar TVD.

Unlike the previous studies, in which production-related attributes were not discriminated by production volume [7,11], the results obtained by categorizing the groups using the key factors of shale formations showed different ranges of hydraulic fracturing design factors. This enabled us to verify the results of the key factors derived using PCA and showed that the procedure proposed in this study is applicable to more than grouping only. Furthermore, it was possible to identify the field conditions of high productivity in the study area. The feature values are expected to be used for classification of groups with different production characteristics for new wells.

4.4. Production Estimation Using Classified Groups

If the initial production data for the shale formations are available, DCA is usually performed to obtain the production forecast and estimate the EUR or cumulative production for a certain period (i.e., 48 months or long-term period). Production was estimated for 48 months using the production data for 12 months. After the Arps hyperbolic equation was applied to the production rate data for 12 months, the distribution of the estimated NP 48 for cumulative production was obtained, as shown in Figure 14. Outliers were excluded, and the average absolute percentage error (AAPE) was calculated as follows:

$$AAPE = \frac{100}{n} \sum_{i=1}^{n} |\text{Measured}_i - \text{Estimated}_i|/|\text{Measured}_i|$$

Figure 13. Variable distribution of the three groups based on key factors: (a) the TVD; (b) the HF stage; (c) the norm spacing; (d) the NVP; (e) the NVF; (f) the NP6.
where \( n \) represents the number of datasets. The results revealed that the error was approximately 26% for all production wells, and relatively large errors were obtained owing to the production variability over a short production period. When six months of production rate data were applied to DCA, many production wells yielded abnormal estimates and were excluded from the comparison.

![Figure 14. Estimated production results of all wells using the Arps hyperbolic for 12 months.](image)

The normalized cumulative production for 48 months was estimated by deriving trend lines from the normalized cumulative production for 6 and 12 months for each group. Figures 15 and 16 show the regression equation and determination coefficient of each trend line, respectively. The AAPE of the estimated values using the trend line for each group is presented in Table 5. When the trend line is calculated with NP 6, the coefficient of determination (\( R^2 \)) is lower than that of NP 12, but it has a value near 0.8; hence, it can be used to estimate production. The coefficient of determination for the trend line of NP 12 is 0.9; hence, it is recommended to use the trend line if the production data for the period can be utilized. In addition, the accuracy of the trend line can be evaluated using error analysis, such as the AAPE. When calculated with NP 6, it has a value of approximately 10%, and for NP 12, it shows an error of less than 8%. This is a much better and reliable result than the 26% error that was derived when DCA was applied to the production rate data for 12 months of the entire wells. Furthermore, it was difficult for DCA to analyze the production rate data for six months.

If there is a cumulative production for 6 or 12 months for a producing well, it is possible to predict the cumulative production for 48 months using the trend line derived from the input data characterization. The cumulative production at different times can also be predicted using the trend line. It can be seen from the graph that Cluster 3 could be used to predict production wells with relatively low productivity, and that the productivity of Clusters 1 and 2 was similar.

|            | Cluster 1 | Cluster 2 | Cluster 3 |
|------------|-----------|-----------|-----------|
| NP 6 vs. NP 48 | 9.72%     | 12.02%    | 12.60%    |
| NP 12 vs. NP 48 | 6.44%     | 7.94%     | 7.87%     |
5. Analysis of the New Wells

This section aimed at applying various methods for predicting production from new multi-wells with limited input factors, utilizing databases from existing wells. Here, we classified groups with different production characteristics and predicted probabilistic results rather than single values for uncertainty consideration of the forecasts.

5.1. Probability Input and Feature Extraction by Group

We utilized the characteristics of classified groups for reliable production forecasting in new wells, and identified statistical features for the key and decline curve factors related to production among the 22 attributes. From the box plot, we can see that each key factor normalized between 0 and 1 for each group had different characteristics of the mean, maximum, median, minimum values, and interquartile range (IQR) (Figure 17). Among them, the group characteristics of spacing, NVP, and NVF were clearly distinguished among the hydraulic fracturing design factors and were expected to be available as a major attribute in group classification. Furthermore, due to differences with other groups on the characteristic values of the hydraulic fracturing design factors of Cluster 1, it can be identified as containing high-productivity wells at initial production. Assuming that the production well used in the analysis applied the optimal hydraulic fracturing design, the grouping would enable the estimation of hydraulic fracturing design factors for new wells.
Figure 17. Normalized variable distribution of key and production factors by group: (a) Cluster 1; (b) Cluster 2; (c) Cluster 3.

Owing to the characteristics of the heterogeneous shale formations when selecting input values for new wells, uncertainties exist when predicting production only with information on nearby existing production wells. To take this into account, we derived probabilistic values (p-value) for each group to utilize the input parameters of the prediction model, P10, P50, and P90, summarizing them in Table 6 from the cumulative probability graph of Figure 18. From these results, the production characteristics classified by the influence of the key factors reflect the features of different groups and are expected to be available for predicting the production of new wells.

Table 6. Probability value of the DCA parameters by group.

|                      | Cluster 1 | Cluster 2 | Cluster 3 |
|----------------------|-----------|-----------|-----------|
|                      | P10       | P50       | P90       | P10       | P50       | P90       | P10       | P50       | P90       |
| Initial production rate (bbl/ft/Month) | 1.95      | 3.25      | 4.97      | 1.99      | 2.89      | 4.57      | 1.03      | 2.18      | 3.73      |
| Initial decline rate  | 0.10      | 0.20      | 0.28      | 0.15      | 0.25      | 0.32      | 0.14      | 0.23      | 0.31      |
| Decline exponent     | 0.25      | 0.59      | 0.88      | 0.33      | 0.68      | 0.99      | 0.49      | 0.73      | 1.02      |

Figure 18. Cumulative probability of the DCA parameters by group: (a) Cluster 1; (b) Cluster 2; (c) Cluster 3.
5.2. Case Study of Input Attributes for Group Estimation

In this study, we developed a model using machine learning to classify groups using the key factors without going through a series of processes with different production characteristics of the shale formations. To this end, we applied the classification algorithms among the supervised learning methods to organize the input data into 80% for training and 20% for testing, and performed five-fold cross-validation on training.

Considering the well location, case studies were carried out according to the input variables (Table 7); the input variables were intended to utilize the attributes of the key factors and dynamic parameters. For the case of six and seven attributes, the dynamic attributes were excluded, and the case of four attributes was analyzed without considering TVD.

Table 7. Case study for input attributes.

| 8 Attributes | ... | 5 Attributes | ... | 3 Attributes |
|--------------|-----|--------------|-----|-------------|
| TVD          |     | TVD          | TVD | Norm Spacing |
| Lateral Length |   | HF Stage     |     | NVP          |
| HF Stage     | HF  | Norm Spacing |     | NVF          |
| Norm Spacing |     | NVP          |     |              |
| NVP          |     |              | NVP |              |
| NVF          |     |              |     |              |
| NP IP        |     |              |     |              |
| NP 6         |     |              |     |              |

The results with the highest accuracy for each attribute count are presented in Figure 19 with different classification algorithm results owing to the effect of the attributes. Among the classification algorithms, the accuracy of discriminant analysis, naïve Bayes, and SVM was approximately 80%, and the results depended on the attributes used by each algorithm. In the case of discriminant analysis, the accuracy of the test data was high in six to seven attribute cases that did not contain dynamic attributes, and SVM showed high prediction accuracy in four attribute cases, with the exception of TVD. The naïve Bayes classifier did not have a significant change in accuracy due to its attributes, but among them, the prediction accuracy was high for three to five attribute cases that included the key factors. This allowed us to identify the different classification algorithms with high accuracy depending on the effect of the attributes, and the group classification results of the existing production wells in which all the information exists were relatively less affected by the input variables.

![Figure 19. Accuracy for testing wells by machine learning methods and number or attributes.](image-url)
The classification model verified with existing production wells was used to classify 44 blind wells (new wells). For the missing attributes in new wells other than well location and TVD, the average value of each attribute in the nearby production wells within a distance of 2500 ft was utilized, referring to the candidate conditions of Amr et al. [16].

We also performed case studies according to the input variables for the new wells, which resulted in similar algorithm accuracy, depending on the number of attributes, as shown in Figure 20. However, unlike the testing with existing production wells, classification by group was clearly indicated using three attributes: spacing, NVP, and NVF among the key factors, and the accuracy of the prediction result was the highest. This was considered to be the result of uncertainty due to the use of the average value of nearby production wells for input data on new wells. In addition, the error and accuracy results for each group of three attributes are shown in Figure 21; the accuracy of the naïve Bayes algorithm was approximately 70%. In the validation of classification models using existing production wells, naïve Bayes also had high accuracy according to the attributes. Moreover, this algorithm, which classifies groups based on probabilities, is appropriate when using limited input attributes.

![Figure 20](image_url)

**Figure 20.** Accuracy for the new wells by machine learning methods and number of attributes.

![Figure 21](image_url)

**Figure 21.** Classification results of group by machine learning methods for 3 attributes.
For the new wells, case studies were performed according to the input variables for group classification with different production characteristics, which allowed us to identify different algorithms with high accuracy, depending on the attributes and data features. Thus, performing a data-driven analysis may change the appropriate algorithm owing to the influence of the input variables or data features utilized in the analysis. Furthermore, we confirmed that group predictability is possible by using limited attributes and including key factors. The reliability improvement in production prediction can be achieved by classifying groups of new wells.

5.3. Development and Validation of ANN Model

The input layer of the ANN models, as shown in Figure 22, considered the new wells with limited information, with analysis results of existing production wells, utilizing the location and TVD of wells, spacing, and decline curve factors of the Arps equation. In the development of ANN models, we optimized them by considering the number of neurons in the hidden layers, performing a validation check, and epoch, and applying normalized input values between 0 and 1 for numerical stability.

A model with 12 hidden layers and a learning function of scaled conjugate gradient (SCG) that can update the connection strength by back-propagating the error signal was determined. For each group, the available data were split into training (including validation) and test data with a ratio of 80(20):20. A bipolar sigmoid function was applied between the input layer and the first hidden layer between the first and second hidden layers, and a linear function was used between the second hidden layer and the output layer.

To verify the ANN model, we compared the estimated results of the existing production wells with the actual production (Figure 23). Consequently, NP 6, 12, and 48 for the 44 blind wells had AAPEs of 2.85%, 2.69%, and 3.24%, respectively, with approximately 98% accuracy. This enables the estimation of cumulative production per unit length for multiple wells; this can be used even in the case of oil wells that have been produced for a short period.

![Figure 22. Structure of the ANN model in this study.](image-url)
5.4. Prediction of Probabilistic Production

In the ANN model validation, the well location, TVD, and decline curve factors used values that changed depending on the well. However, for new wells, production was predicted by utilizing three \( p \)-values for the spacing and decline curve factors to consider the uncertainty of input factors. For 44 blind wells, the AAPE with the minimum error of the three results of P10, P50, and P90 for each group were calculated as 9.52\%, 8.85\%, and 11.01\%, respectively. Furthermore, we compared the actual production with the prediction results of the new wells using a validated ANN model (Figure 24) with an accuracy of approximately 80\% or more.

The results of probabilistic production forecasting for each well are shown in Figure 25, and the cumulative production at 48 months showing relatively stable production behavior was included between the P10 and P90 results. In the 6- and 12-months cases, production variability was large in the shale formation, so the range of forecast results did not include some cases of large or small production. However, it is close to the range of the probabilistic production.
These results indirectly confirmed the initial decline in the production at 6 and 12 months. The production behavior before the latter half period, which continues with low production, can be identified from the cumulative production of 48 months. By deriving these probabilistic results, uncertainty about the deterministic results was considered, and the cumulative production per unit length can be predicted using the cumulative production at a specific time, hydraulic fracturing design factors, and decline curve factors for each group.
To compare the reliability of the prediction results for new wells, we estimated the production using the commonly utilized hyperbolic function of Arps and Monte Carlo simulations. In this case, the analysis procedure proposed by Shin et al. [41] was utilized, and the results were derived by applying a kernel density function that could reflect the characteristics of the data in selecting the probability distribution shape for the decline curve factor of the entire well. Based on this probability distribution, we applied Monte Carlo simulations to estimate the cumulative production at 48 months for existing production wells, as shown in Figure 26.

Therefore, for the entire well, P10, P50, and P90 were estimated to be 228.80, 117.34, and 48.69 Mmbbl, respectively. To obtain the production per unit length, each of the 44 blind wells, assumed to be new wells, was divided into lateral lengths. For the cumulative production per unit length of each well, we identified that AAPE showed a relatively higher error than probabilistic results, with an error percentage of approximately 17% through values with the least error among the p-values as mentioned in the study. Accordingly, the probabilistic results for the existing multi-wells in the study area can be identified as large ranges of production prediction, such as the type curve, of new wells. In addition, the probabilistic production range may suggest the results of well units in a narrower range than the type curve.

6. Discussion

This study identified key factors in production-related attributes targeting 220 multi-wells produced over 60 months in the Eagle Ford shale. PCA was performed to extract features from various production-related attributes, and it was found that PC 1 was correlated with norm spacing, NVF, and NVP; TVD and HF stages for PC 2; and HF stage and NVP for PC 3. By classifying the groups, the production characteristics of the effects of hydraulic fracturing design factors were analyzed, and Cluster 2 conditions were identified as suitable when comparing the key factors with the productivity.

The production relationships of the classified groups were used to forecast the cumulative production of the existing wells. For each classified group, a trend line of NP 6 and NP 12 was drawn for NP 48, where the former case exhibited an error rate of approximately 10% for each group, and the latter case had an error rate of less than 10%. The trend line was derived by the analysis of production characteristics using the identified key factors of the existing wells; we could estimate the cumulative production per unit length using this

Figure 26. Probabilistic results of the total wells using the Arps hyperbolic for 48 months: (a) Histogram; (b) the cumulative probability distribution.
approach. In other words, the classification of production characteristics can be changed according to the changes in input attributes. As this study was found to be applicable even with very limited attributes, it can be applied to any field of shale formations. This could be achieved by using the three attributes of the new well (well locations, TVD) and four attributes (average value of spacing, probability value of dynamic parameters) obtained from the existing wells with a radius of 2500 ft or less of the new well.

Furthermore, we performed the production forecasting of new multi-wells using the existing wells. In the new wells with limited available field data, groups with different production characteristics were classified using only the key factors; machine learning with high accuracy or appropriate algorithms was identified based on the attributes and data features included. The accuracy of group classification can be improved by considering various input attributes in the future.

Owing to the characteristics of the shale reservoir with high production variability, the production trend can rapidly decrease after the initial production. To consider this, a prediction model of cumulative production per unit length of 6 and 12 months and 4 years was developed. The ANN model developed with the well location, TVD, hydraulic fracturing design factors, and dynamic parameters consisted of 80% training and 20% testing data. The results of verification with existing wells showed accuracy and error rates of approximately 98% and 2–3%, respectively. For the validated model, the cumulative production per unit length was predicted using probabilistic values of spacing and dynamic parameters, resulting in an accuracy exceeding 80% and an error of approximately 10%. In addition, the actual production value was included in the range of the predicted probabilistic values, and the error was small compared to the previous method.

The proposed multi-wells productivity analysis is a trial-and-error process based on data-driven analytics. It can be used to predict shale production to evaluate the economic feasibility of a project and establish a field development plan. Furthermore, this analysis can help to decrease the time and resources expended for data acquisition, thereby improving the reliability of productivity forecasts in shale development.
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