MTI-YOLO: A Light-Weight and Real-Time Deep Neural Network for Insulator Detection in Complex Aerial Images
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Abstract: Insulator detection is an essential task for the safety and reliable operation of intelligent grids. Owing to insulator images including various background interferences, most traditional image-processing methods cannot achieve good performance. Some You Only Look Once (YOLO) networks are employed to meet the requirements of actual applications for insulator detection. To achieve a good trade-off among accuracy, running time, and memory storage, this work proposes the modified YOLO-tiny for insulator (MTI-YOLO) network for insulator detection in complex aerial images. First of all, composite insulator images are collected in common scenes and the “CCIN_detection” (Chinese Composite INsulator) dataset is constructed. Secondly, to improve the detection accuracy of different sizes of insulator, multi-scale feature detection headers, a structure of multi-scale feature fusion, and the spatial pyramid pooling (SPP) model are adopted to the MTI-YOLO network. Finally, the proposed MTI-YOLO network and the compared networks are trained and tested on the “CCIN_detection” dataset. The average precision (AP) of our proposed network is 17% and 9% higher than YOLO-tiny and YOLO-v2. Compared with YOLO-tiny and YOLO-v2, the running time of the proposed network is slightly higher. Furthermore, the memory usage of the proposed network is 25.6% and 38.9% lower than YOLO-v2 and YOLO-v3, respectively. Experimental results and analysis validate that the proposed network achieves good performance in both complex backgrounds and bright illumination conditions.
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1. Introduction

Insulators are one of the essential devices in overhead power transmission systems which play an important role in electrical isolation and mechanical support [1,2]. However, insulators are usually exposed to outdoor scenes and have to suffer from hard weathers, bird droppings, and human external interference. Insulator defects can threaten the security and stability of a power transmission system. Statistically, almost 81.3% power accidents in power transmission systems are caused by insulator defects [3]. Therefore, it is necessary to regularly conduct visual inspections on power transmission systems; it is especially quite important to detect insulator defects timely and in an intelligent way. In recent years, power transmission system inspections have typically been performed using traditional methods, such as manual patrol [4], manned helicopter patrol, and climbing robot patrol [5]. Compared with unmanned aerial vehicle (UAV) patrol, these traditional methods are costly and time-consuming [6]. The inspection methods of existing power transmission systems are shown in Figure 1. With the developments of image processing techniques, insulator detection based on aerial images is drawing increasing attention from power utilities.
Meanwhile, insulator detection based on image processing techniques is regarded to be an important task [7].

Figure 1. The existing inspection methods of power transmission systems.

Insulator inspection on aerial images can be divided into insulator detection and defect recognition [8]. Specifically, insulator detection is the most important process of insulator defect recognition. However, aerial images usually contain complex backgrounds, which are composed of vegetation, rivers, power towers, etc. Most importantly, these complex backgrounds make the existing insulator detection methods suffer from low accuracy and poor robustness. Existing methods usually adopt color, shape, and texture features to detect insulators. Zhai et al. [9] proposed an insulator detection algorithm based on visual saliency and adaptive morphology. To detect the insulator, the gradient and color features are used to distinguish the insulator from complex image backgrounds. However, this method will fail when the background interference’s color is similar to that of the insulator. In the work of [10], a texture-based insulator segmentation algorithm is presented by using principal component analysis (PCA) and an active contour model (ACM). Although an insulator’s texture features are usually different from most of the background interference, they are quite similar to leaves on a tree. Liao et al. [11] put forward an efficient insulator detection algorithm based on multi-scale and multi-feature descriptors. Firstly, the local features of an insulator are extracted by multi-scale and multi-feature descriptors. Secondly, spatial sequence features are obtained by trained local features of the insulator. Finally, a coarse-to-fine matching strategy is proposed to locate the region of the insulator. However, due to the complexity of the coarse-to-fine matching strategy adopted in this method, this method is time-consuming and cannot meet real-time applications. Li et al. [12] propose a novel approach for insulator detection by combining the PCA algorithm and contour projection scheme. To overcome the influence of image noise, a threshold-based method is designed to pre-process aerial images, and then, the insulator regions can be obtained by using the contour projection scheme directly. To improve the accuracy of the insulator detection, some researches explore some novel insulator features and then propose the corresponding detection methods [13,14].

Recently, with the rapid development of deep learning theories, convolution neural networks (CNNs) have been successfully applied in image classification and object detection [15,16]. Naturally, the existing object detection networks can be adopted to detect insulators by using the transfer learning strategy. The existing object detection networks can be divided into two categories: one-stage networks and two-stage networks. You Only Look Once (YOLO) [17–19] and Single Shot multibox Detector (SSD) [20] are the typical one-stage networks, while the Regions with Convolutional Neural Network (R-CNN) [21], Fast R-CNN [22], and Faster R-CNN [23] are two-stage networks. Specifically, the two-stage networks achieve a slightly higher accuracy than part of the one-stage networks in some public datasets. However, the two-stage networks are time-consuming and hard to train. In contrast, the one-stage networks can achieve a real-time performance which can meet the requirements of the real-time applications. Therefore, it is possible to apply deep learning algorithms for insulator detection and obtain satisfactory detection results.
In [24], the Faster R-CNN is adopted and trained to detect the insulator in aerial images. Compared with traditional image processing methods, the experimental results verify that the efficiency and accuracy of the defect recognition have been significantly improved. To solve the problem that the traditional manual feature extraction methods are usually inefficient, Miao et al. [25] propose an automatic multi-level feature extraction model based on an SSD network to extract insulator features. To obtain a model suitable for insulator detection, a two-stage fine-tuning strategy is implemented on the proposed model training. However, the aerial images in the testing set contain only forest background and building background, which cannot reflect the diversity of real aerial image scenes. To obtain the fine contour of the insulator, Ling et al. [26] present a real-time and accurate method that combines the Faster R-CNN and U-net as a pipeline framework. In the proposed framework, the Faster R-CNN is used for insulator locating and the U-net is used for insulator pixels classification. In the work of [27], a cascaded CNN is designed for insulator localization and defect detection. First of all, an insulator is located by a trained VGG-16 network, and then, a ResNet-101 network is trained to recognize the insulator and its defects. Last but not the least, the authors collect and construct an insulator public dataset named Chinese Power Line Insulator Dataset (CPLID), and it can be downloaded from git-hub. To improve the efficiency of insulator detection, a YOLO-v2 network is adopted as a deep learning model for insulator detection in [28]. Experimental results demonstrate that using the YOLO-v2 network can achieve a good trade-off between detection accuracy and real-time performance (0.04 s/per image and 88% accuracy in testing set). Han et al. [29] propose a cascaded model for insulator multi-defect detection. Firstly, a deep learning network is proposed for locating the regions of interest (ROIs) that contain insulator strings, and then, a YOLO-tiny network is trained to detect the insulator multi-defects. The experimental results show that the proposed model can be used for on-line insulator detection. To improve the efficiency and effectiveness of the insulator detection, in the work of [30], a YOLO-v3-based model is explored to detect both an insulator and its defects. Experimental results validate that the explored model is quite efficient and can process 45 frames per second.

In summary, it can be concluded that using a deep learning model to detect insulators can achieve good performance and has the potential to meet the requirements of actual applications. Compared with two-stage target detection networks, one-stage target detection networks, such as YOLO-v2 and YOLO-v3, are much faster [31]. However, some of the one-stage target detection networks’ weight files are too large and require much memory storage in actual applications. Although YOLO-tiny achieves good performance in both running time and memory storage [32], it is difficult to detect insulators accurately in complex backgrounds. To achieve a good trade-off among the accuracy, running time, and memory storage, this work proposes the MTI-YOLO network for insulator detection in complex aerial images. To improve the detection accuracy of different sizes of insulator, multi-scale feature detection headers are presented in the MTI-YOLO network. To obtain different scales of the insulator semantic features, a structure of multi-scale feature fusion is proposed in the architecture of the MTI-YOLO network. To improve the feature expression of specific sizes of insulator, the SPP is introduced in the detection headers of the MTI-YOLO network. To solve the problem of the lack of insulator aerial images, a novel composite insulator dataset named the “CCIN_detection” dataset is constructed in this work.

The rest of this paper is organized as follows. (1) Section 1 reports the existing works of insulator detection. (2) Section 2 introduces the framework of YOLO-tiny. (3) Section 3 details the proposed MTI-YOLO network. (4) Section 4 gives experimental results and analysis. (5) Finally, Section 5 presents the conclusion of this paper.

2. The Framework of YOLO-Tiny

As mentioned in Section 1, YOLO is one of the excellent one-stage object detection networks. Specifically, the existing YOLO-v2 and YOLO-v3 networks adopt large num-
bers of convolution operations and pooling operations, which utilize large computing resources and memory storage, making the networks hard to train and difficult to apply in embedded platforms [33,34]. Compared with YOLO-v2 and YOLO-v3, YOLO-tiny can be seen as a simplified version of YOLO-v3, which has fewer parameters and less memory storage [35,36]. The backbone network of YOLO-v3 is composed of 53 convolution layers, while YOLO-tiny includes only seven convolution layers and six max-pooling layers, as shown in Figure 2. The Convolutional Batch Normalization Leaky Relu (CBL) module is composed of a convolution layer, a batch normalization layer, and a Leaky Relu. The convolution core of filters in the convolution layer is $3 \times 3$, and the number of filters is increased from 16 to 1024. To realize the fusion of low-level feature maps and high-level feature maps, a two-scale prediction approach is adopted. Concretely, two-scale prediction of $13 \times 13$ feature maps and $26 \times 26$ feature maps prediction are used for the feature extraction network, as follows: (1) after the 13th feature layer, two convolution layers are connected to a detection header ($13 \times 13$), which is inclined to detect large objects. (2) To reduce the dimension of feature maps ($13 \times 13$), the $1 \times 1$ convolution layer is connected to the 13th feature layer. After that, an up-sampling operation is performed to obtain feature maps ($26 \times 26$). Finally, the eighth feature layer is added to the above feature maps ($26 \times 26$) to obtain a detection header ($26 \times 26$), which is prone to detect relatively small objects. Generally, two types of features in CNNs are used for feature extraction. The first few layers of CNNs learn low-level features, and the last few layers learn high-level features. The low-level features usually contain details and information of an image, such as edge, corner, color, pixels, gradients, etc. Compared to low-level features, high-level features have more abundant semantic information, which can be used to identify and detect the shape of objects in the image.

![Figure 2. The network structure of You Only Look Once (YOLO)-tiny.](image)

To achieve the detection of multiple objects, the input image ($416 \times 416$) of the YOLO-tiny network is divided into $S \times S$ grid cells. The grid cell is not only responsible for detecting the class of the objects but also generating three predict boxes, which include position and class information $(\bar{x}, \bar{y}, \sqrt{\bar{w}}, \sqrt{\bar{h}}, \bar{C})$. Specifically, $(\bar{x}, \bar{y})$ are the center coordinates of a predict box, while $(x, y)$ are the center coordinates of ground truth. $(\sqrt{w}, \sqrt{h})$ are the width and height of a predict box, while $(w, h)$ are the width and height of ground truth. $(\bar{C})$ is the confidence of the corresponding predict objects, while $(C)$ is the confidence of true objects. The loss function of YOLO-tiny can be divided into three parts: the predict coordinate error, the confidence error, and classification error, as defined in Formulas (1)–(3).

$$\text{Error}_{\text{coord}} = \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1_{\text{obj}}^{ij} \left[ (x_{ij} - \bar{x}_{ij})^2 + (y_{ij} - \bar{y}_{ij})^2 \right] + \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1_{\text{obj}}^{ij} \left[ \left( \sqrt{w_{ij}} - \sqrt{\bar{w}_{ij}} \right)^2 + \left( \sqrt{h_{ij}} - \sqrt{\bar{h}_{ij}} \right)^2 \right]$$  \hspace{1cm} (1)

$$\text{Error}_{\text{con}} = \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1_{\text{obj}}^{ij} \left[ (C_{ij} - \bar{C}_{ij})^2 \right] + \lambda_{\text{noobj}} \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1_{\text{noobj}}^{ij} \left[ (C_{ij} - \bar{C}_{ij})^2 \right]$$  \hspace{1cm} (2)
\[ \text{Error}_{\text{class}} = \sum_{i=0}^{S^2} \sum_{c \in \text{class}} 1^{\text{obj}}_{ij} \left( \left( p_i(c) - \overline{p}_i(c) \right)^2 \right) \] (3)

In Formulas (1)–(3), \( B \) denotes the number of bounding boxes of each grid cell; \( 1^{\text{obj}}_{ij} \) refers to whether an object falls in the \( j \)th bounding box of the \( i \)th grid cell; \( p_i(c) \) and \( \overline{p}_i(c) \) denote the probability of object classification and predicted probability of object classification, respectively; \( \text{Error}_{\text{coord}} \) is the loss function of predict coordinate error, \( \text{Error}_{\text{con}} \) is loss function of confidence error including confidence error with objects and without objects, and \( \text{Error}_{\text{class}} \) is the loss function of classification error; \( \lambda_{\text{coord}} \) is the confidence weights when there is an object, \( \lambda_{\text{noobj}} \) refers to the confidence penalty when there is no object, and the total loss function of YOLO-tiny is shown in Formula (4):

\[
\text{loss} = \lambda_{\text{coord}} \times \text{Error}_{\text{coord}} + \text{Error}_{\text{con}} + \text{Error}_{\text{class}}
\]

\[= \lambda_{\text{coord}} \times \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1^{\text{obj}}_{ij} \left[ (x_{ij} - \overline{x}_{ij})^2 + (y_{ij} - \overline{y}_{ij})^2 \right] + \lambda_{\text{coord}} \times \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1^{\text{obj}}_{ij} \left[ \left( \sqrt{w_{ij}} - \sqrt{w_{ij}} \right)^2 + \left( \sqrt{h_{ij}} - \sqrt{h_{ij}} \right)^2 \right] + \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1^{\text{obj}}_{ij} \left[ (C_{ij} - \overline{C}_{ij})^2 \right] + \lambda_{\text{noobj}} \times \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1^{\text{noobj}}_{ij} \left[ (C_{ij} - \overline{C}_{ij})^2 \right] + \sum_{i=0}^{S^2} 1^{\text{obj}}_{ij} \sum_{c \in \text{class}} \left( p_i(c) - \overline{p}_i(c) \right)^2 \] (4)

3. Methodology

In the network of YOLO-tiny, the feature extraction network is composed of few convolution layers and max-pooling layers, and the accuracy of object detection can be affected by insufficient feature extraction, while the weight files of YOLO-v2 and YOLO-v3 are too large and require much memory storage in actual applications. Inspired by these excellent networks, it is worth investigating how to achieve a good trade-off among the accuracy, running time, and memory storage. This work proposes the MTI-YOLO network for insulator detection in complex aerial images. To improve the detection accuracy of different sized insulators, several improvements are implemented in the MTI-YOLO network. (1) Multi-scale feature detection headers are adopted in the MTI-YOLO network. (2) A structure of multi-scale feature fusion is proposed in the architecture of the MTI-YOLO network. (3) The SPP model is introduced in the detection headers of the MTI-YOLO network. Figure 3 shows the entire structure of the MTI-YOLO network, including the backbone network, the feature pyramid network, the spatial pyramid pooling network, and the detection network.
3.1. Structure of Backbone Network

In the YOLO-tiny network, scales of $13 \times 13$ and $26 \times 26$ are introduced to detect objects; large objects can be accurately detected, while small objects cannot obtain good detection results. As is known to all, with the increase in the network depth, the performance of deep learning networks can be enhanced and the detection results become more and more accurate. However, the deeper the network layers, the more the network parameters and the more complex the detection network. To enhance the feature reuse of the YOLO-tiny network, residual blocks (ResBlocks) are introduced to the feature extracting network in this work, and the MTI-YOLO network is proposed based on the network of YOLO-tiny. Figure 4 shows the backbone network of the proposed network.
As shown in Figure 4, the backbone network is composed of 15 convolution layers, 3 max-pooling layers, 2 up-sample layers, 4 route layers, 3 detection headers, and 3 ResBlocks. The convolution layers, max-pooling layers, and ResBlocks are combined to extract different sizes of feature maps; ResBlock 1 is responsible for extracting $52 \times 52$ feature maps, ResBlock 2 is responsible for extracting $26 \times 26$ feature maps, and ResBlock 3 is responsible for extracting $13 \times 13$ feature maps, respectively. Moreover, a route layer is connected between the two ResBlocks, i.e., one layer in ResBlock 1 can skip over several layers directly and superimpose to the other layer in ResBlock 2, which improves the prediction performance of the network. The high-level feature maps are connected to the low-level feature maps by the combination of the up-sample and route layer, which adds semantic information of the high-level feature maps. Three scale feature detection headers are adopted to the network, and the detection accuracy of different sized insulators can be improved effectively. Specifically, the detection header of feature maps $52 \times 52$ is used to detect small-size insulators, the detection header of feature maps $26 \times 26$ is used to detect medium-size insulator, and the detection header of feature maps $13 \times 13$ is used to detect large-size insulator.

In deep learning networks, the performance of feature extraction can be improved by increasing the width and depth of networks, and networks with deep layers are commonly better than those with shallow layers. However, with the increase in network layers, gradient vanishing and gradient exploding occur easily during the process of backpropagation, which results in the network being hard to train. To solve the problem of performance degradation caused by the deepening of network, Residual Network (ResNet) is proposed by He et al. [37] to optimize the training process. A shortcut connection is used every three layers in the whole network, and the output feature of the first layer is added to the third one so that the gradient cannot be zero in the backpropagation. Therefore, the whole network can be trained effectively. The ResNet is composed of residual blocks, as shown in Figure 5. The structure of Figure 5a is adopted to ResBlock 1 and ResBlock 3, and the structure of Figure 5b is adopted to ResBlock 2.

![Figure 5. Two structures of residual blocks (ResBlocks).](image)

Take ResBlock 1 for example—this residual block is composed of two Conv $3 \times 3$ and a Conv $1 \times 1$. Specifically, the first Conv $3 \times 3$ is responsible for reducing the dimensions of the input layer, and then, the feature maps $X$ are obtained. The Conv $1 \times 1$ is responsible for channel compression, and its input is connected to the feature maps $X$. The second Conv $3 \times 3$ is responsible for enhancing feature extraction and channel expansion, and its input is connected to the output of Conv $1 \times 1$. The output of the second Conv $3 \times 3$ is feature maps $F(X)$, and feature maps $F(X)$ are connected to feature maps $X$ by a shortcut. The residual block learns the feature maps $F(X)$ through convolution layers and adds them to the input feature maps $X$ to obtain the output feature maps $H(X)$, expressed as $H(X) = F(X) + X$. The ResNet introduces shortcut connections to increase the depth of the network, which alleviates the gradient vanishing problem and accelerates the training of the networks. The accuracy of the detection network can be improved by adding ResBlocks to YOLO-tiny network.
3.2. The Feature Pyramid Network

For the input image (416 × 416), with the increase in the network depth, the semantic information is strengthened continuously after down-sampling, and the position information of the corresponding feature maps (13 × 13, 26 × 26, and 52 × 52) are weakened. Therefore, the higher the level, the richer the semantic information contained in the network layers. To recognize insulators of different sizes requires feature maps of different layers, and high-level semantic information can commonly achieve object detection accurately. However, in the network of YOLO-tiny, only the feature maps of the last convolution layer are adopted to predict, and other low-level feature maps are ignored, which loses many feature maps of the insulators (shape, color, texture, etc.). This results in feature maps for prediction that do not have good ability to recognize insulators, which will seriously affect the accuracy of insulator detection. Feature pyramid networks (FPNs) provide a good route for multi-scale object prediction. To obtain different scales of insulator semantic feature maps, being motivated by the works of [38–40], a structure of multi-scale feature fusion is proposed in this work, as shown in Figure 6. In the proposed model, high-level semantic feature maps are fused with low-level feature maps, and three feature maps of different scales are fused as the prediction layer. The detection accuracy of the network is improved by fusing multi-resolution feature maps.

![Figure 6. The structure of multi-scale feature fusing.](image)

The process of multi-scale prediction is as follows: Firstly, three scale feature maps (52 × 52, 26 × 26, and 13 × 13) are extracted by the backbone of the proposed network from top to bottom, obtaining 52 × 52 large-scale feature maps LF0, 26 × 26 medium-scale feature maps MF0, and 13 × 13 small-scale feature maps SL0, respectively. The large-scale feature maps LF1, medium-scale feature maps MF1, and small-scale feature maps SF1 are obtained by 1 × 1 convolution operation with the above extracted feature maps. The feature maps SF1 are up-sampled and then fused with the feature maps MF1 to obtain 26 × 26 feature maps MF2. Subsequently, the feature maps MF2 are up-sampled and then fused with the large-scale feature maps LF1 to obtain 52 × 52 feature maps LF2. The
52 × 52 feature maps LF2 are the prediction feature maps for scale 52 × 52. Secondly, the 52 × 52 feature maps LF2 are down-sampled and then fused with the feature maps MF2 to obtain 26 × 26 feature maps MF3, and the 26 × 26 feature maps MF3 are the prediction feature maps for scale 26 × 26. Finally, the feature maps MF3 are down-sampled and then fused with the small-scale feature maps SF1 to obtain 13 × 13 feature maps SF2, and the 13 × 13 feature maps SF2 are the prediction feature maps for scale 13 × 13.

In this work, the final feature maps of three different scales (13 × 13, 26 × 26, and 52 × 52) were obtained from the proposed multi-scale feature fusing structure. Through the feature fusing operation, the feature maps for prediction have both higher semantics and higher resolution, which will be more effective in predicting insulators of different scales. The detection accuracy of small insulators can also be improved by the proposed feature fusing structure.

3.3. Spatial Pyramid Pooling

To solve the problem of input image sizes not meeting the requirements in the practical application, the work of [41] proposes an SPP network. SPP-net is a structure to fuse feature maps into a fixed-length feature vector by multi-scale pooling operation. As is known to all, the receptive field of high-level features strongly expresses semantic information, and the receptive field of low-level features has a good expression ability of spatial position information and high resolution. SPP is one of the important methods in deep learning-based networks [42–46], and to increase the receptive field of high-level semantic feature, an SPP model is introduced to obtain multi-scale local region feature maps, as shown in Figure 7.

![Figure 7. The structure of introduced spatial pyramid pooling.](image_url)

The SPP model can be divided into three parts, i.e., SPP1, SPP2, and SPP3. The structure of SPP1 is used for the 13 × 13 detection header, the structure of SPP2 is used for the 26 × 26 detection header, and the structure of SPP3 is used for the 52 × 52 detection header. Each part of the SPP is composed of three different scale max-pooling layers; the kernel of max-poolings is 13 × 13, 9 × 9, and 5 × 5, and the stride is 1. The local region feature maps are obtained by three scale max-pooling operations. The input feature maps are fused with the local region feature maps as the final prediction feature maps, i.e., 13 × 13 × 2048, 26 × 26 × 1024, and 52 × 52 × 512, respectively. The use of the SPP
model can greatly increase the receptive field of the local region feature maps, obtain more abundant local feature information, and improve the accuracy of the prediction.

4. Experiments Results and Discussion

To validate the effectiveness of the proposed network, the “CCIN_detection” dataset was constructed. For a fair comparison, both the proposed network and the compared networks were trained and then tested on “CCIN” dataset.

4.1. Dataset Preparation

Currently, there is only one public dataset available for insulator detection, which is named the “CPLID” dataset [47], and it is composed of 600 images captured by a UAV. Based on the work of Tao et al., another 900 aerial images of composite insulator were collected to construct a novel dataset named the “CCIN_detection” dataset. Compared with the aerial images in the “CPLID” dataset, the aerial images in the “CCIN_detection” dataset are more diverse and contain more common aerial scenes, as shown in Figure 8.

![Sample images of the “CCIN_detection” dataset.](image)

To improve the generalization ability of the proposed network and to avoid overfitting, image augmentation technology was used in this work. Specifically, noise adding and image rotating were adopted to change the original image styles. Finally, the “CCIN_detection” dataset contains 4500 aerial images in total; inspired by the previous work of Han et al. [46], 3000 images were randomly selected to be a training set, while the other 1500 images were used for testing, as shown in Table 1. All the images in the “CCIN_detection” dataset were set to be 416 pixels × 416 pixels.

| Images Number | Training Set | Testing Set | Image Size   | Insulator Number |
|---------------|--------------|-------------|--------------|-----------------|
| 4500          | 3000         | 1500        | 416 × 416    | 8165            |

4.2. Anchor Boxes Clustering

Anchor boxes are prediction boxes that guide network model training. During model training, if the initial anchor box is closer to the ground truth, the model will be easier to train and converge faster. To make the models of the MTI-YOLO network and the YOLO-tiny network easier to train, a K-means clustering algorithm was adopted in the “CCIN_detection” dataset to obtain anchor boxes, and the results are shown in Table 2.
Table 2. The anchor boxes for the training models.

| K   | K = 1 | K = 3 | K = 5 | K = 7 | K = 9 | K = 11 | K = 12 | K = 13 | K = 14 | K = 15 |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| IOU |       |       |       |       |       |       |       |       |       |       |
|     | 38.98%| 62.79%| 67.57%| 71.76%| 74.90%| 75.81%| 76.74%| 77.18%| 77.99%| 78.46%|

As shown in Table 2, the number K of cluster centers and the average intersection over union (IOU) were obtained from the K-means algorithm; it can be seen from the table that when K is taken as 9, the value of IOU is 74.90%, and the average IOU changes slowly after K = 9. Finally, the number K of clustering centers for the “CCIN_detection” dataset was set to be K = 9, and the responding anchor boxes for three-scale feature detection are obtained as follows: (78 × 20), (71 × 45), (122 × 32), (63 × 116), (154 × 67), and (250 × 47). Among them, (78 × 20), (71 × 45), and (122 × 32) are the anchor boxes for Scale 3; (63 × 116), (154 × 67), and (250 × 47) are the anchor boxes for Scale 2; (267 × 83), (159 × 120), and (279 × 153) are the anchor boxes for Scale 1. Meanwhile, in the YOLO-tiny network, the sizes of six anchor boxes for two-scale feature detection are obtained as follows: (85 × 21), (94 × 43), (228 × 47), (127 × 99), (258 × 81), and (260 × 147). Among them, (85 × 21), (94 × 43), and (228 × 47) are the anchor boxes for Scale 2; (127 × 99), (258 × 81), and (260 × 147) are the anchor boxes for Scale 1.

4.3. Quantitative and Qualitative Analysis

The experiments were conducted on a PC with an Intel-CPU-i9-9900K, 8 GHz of CPU, 32 GB of RAM, and a Nvidia GeForce GTX 3080 (10GB). The experiment environment parameters are shown in Table 3. In the process of training, the number of iterations of our proposed network and the compared networks was set to be 38,000, and the initialization of the learning rates was set as 0.001. The learning rates were reduced to 0.0001 and 0.00001 after 25,000 and 32,000 iterations, respectively. Random shift of saturation, hue, and exposure were adopted to achieve sample augmentation during the training. The experiment parameters’ configuration is shown in Table 4. The proposed network and the compared networks were trained on the Dark-net framework [48], and the final models of insulator detection were evaluated on the Visual studio framework.

Table 3. Experiment environment.

| Parameters                  | Configuration                                      |
|-----------------------------|---------------------------------------------------|
| CPU                         | Intel-CPU-i9-9900K, CPU/8 GHz, RAM/32 GB          |
| GPU                         | Nvidia GeForce GTX 3080(10G)                       |
| Operating System            | Windows 10                                        |
| Accelerated Environment     | CUDA 11.1, cuDNN 8.0.5                             |
| Training Framework          | Dark-net                                          |
| Visual Studio Framework     | Visual Studio 2017, Open CV 3.4                   |

Table 4. Experimental parameters configuration.

| Input Size | Channel | Batch Size | Batch Size | Learning Rate |
|------------|---------|------------|------------|---------------|
| 416 × 416  | 3       | 64         | 16         | 0.001–0.00001 |
| Momentum   | Saturation | Exposure | Hue | Training Step |
| 0.9        | 1.5      | 1.5        | 0.1        | 38,000        |

To evaluate the effectiveness of the proposed MTI-YOLO network, the “CCIN_detection” dataset was divided into a training set and a testing set. Specifically, in the “CCIN_detection”
dataset, 3000 images were set as a training set, while the other 1500 images were adopted as a testing set. The proposed network was compared with three existing networks: YOLO-tiny, YOLO-v2, and YOLO-v3. For a fair comparison, YOLO-tiny, YOLO-v2, YOLO-v3, and our proposed network were trained and tested on the “CCIN_detection” dataset. Moreover, four measurements of average precision (AP), running times, floating point operations (FLOPs), and memory usage were introduced to verify the effectiveness of the proposed network quantitatively.

In the machine learning field, to evaluate the binary classification model, all the results can be divided into four categories: True Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN). Specifically, TP indicates that the sample is positive in actuality and positive in the predicted result; FP indicates that the sample is negative in actuality and positive in the predicted result; TN indicates that the sample is positive in actuality and negative in the predicted result, and FN indicates that the sample is negative in actuality and negative in the predicted result.

As is known to all, Precision, Recall, and AP are the indicators commonly used in the field of target detection and classification. The definitions of Precision and Recall are given in Formulas (5) and (6), respectively.

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{5}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{6}
\]

Specifically, a two-dimensional precision–recall (P-R) curve is drawn by the values of the Precision and Recall. The AP is calculated by enclosed area of the P-R curve, which is defined as:

\[
AP = \int_0^1 P(R) dR \tag{7}
\]

Figure 9 shows the P-R curves of the proposed network and three compared networks, and they were conducted on the testing set of “CCIN_detection”. According to the observation of Figure 9, the AP values of the four networks are as follows: YOLO-tiny (72.78%), YOLO-v2 (80.88%), YOLO-v3 (90.29%), and MTI-YOLO (89.72%). It can be seen that the AP value of our proposed network is 17% higher than that of YOLO-tiny and 9% higher than that of YOLO-v2, while just a little (0.57%) lower than that of YOLO-v3. Compared with the networks of YOLO-tiny, YOLO-v2, and YOLO-v3, the performance of our proposed MTI-YOLO is superior to the YOLO-tiny and YOLO-v2 networks and almost consistent with that of the YOLO-v3 network. Therefore, our proposed network is more accurate than the networks of YOLO-tiny and YOLO-v2.

Figure 9. The precision–recall curves of the proposed network and the three compared networks.
Moreover, the performances of the four networks were also evaluated by running time, memory usage, and FLOPs of the models [49]. To prove the effectiveness of our proposed network, the experimental results of the MTI-YOLO network were compared with those of three networks (YOLO-tiny, YOLO-v2, and YOLO-v3), and the results are listed in Table 5. It was found that the running times of the four networks are as follows: YOLO-tiny (3.96), YOLO-v2 (4.56), YOLO-v3 (11.67), and MTI-YOLO (6.44); the FLOPs of the four networks are YOLO-tiny (5.45), YOLO-v2 (29.34), YOLO-v3 (65.30), and MTI-YOLO (26.39); and the memory usages of the four networks are YOLO-tiny (33.89), YOLO-v2 (197.57), YOLO-v3 (240.53), and MTI-YOLO (146.93). Comparing our proposed network with the other three networks, the running time of the proposed MTI-YOLO network (6.44) is a bit higher than those of YOLO-tiny (3.96) and YOLO-v2 (4.56), which means that our proposed network can run in real time. Furthermore, the FLOPs of the proposed MTI-YOLO network (26.39) are 10% and 59.6% lower than those of the YOLO-v2 (29.34) and the YOLO-v3 (65.30), respectively, and the memory usage of the proposed network MTI-YOLO (146.93) is 25.6% and 38.9% lower than those of YOLO-v2 (197.57) and YOLO-v3 (240.53), respectively. Therefore, considering the AP, running times, FLOPs, and memory usages, our proposed network is more advantageous and can be deployed on embedded devices.

Table 5. The measurements indexes of different networks.

| Networks | Precision | Recall | AP   | Running Times (ms) | FLOPs | Memory Usage (MB) |
|----------|-----------|--------|------|--------------------|-------|-------------------|
| YOLO-tiny | 79%       | 67%    | 72.78% | 3.96               | 5.45  | 33.89             |
| YOLO-v2  | 74%       | 85%    | 80.88% | 4.56               | 29.34 | 197.57            |
| YOLO-v3  | 94%       | 95%    | 90.29% | 11.67              | 65.30 | 240.53            |
| Our network | 95%     | 91%    | 89.72% | 6.44               | 26.39 | 146.93            |

UAV-based insulator images usually contain various background interferences, such as the presence of buildings, vegetation, sky, power towers, etc. However, due to the different filming angles and filming distances in real applications, insulators in aerial images are extremely diverse in appearance, shapes, and sizes. Moreover, in an actual detection environment, aerial images capture the views of different environmental and illumination conditions. Most of the existing image processing methods cannot achieve good performance with complex background interference. Therefore, processing these images is complicated and may lead to decreasing the accuracy of detection. In order to solve the problem and reduce the impact of backgrounds’ interference on insulator detection, a deep neural network is proposed to detect insulator in aerial images.

To validate the accuracy and robustness of our proposed network in different aerial scenes, some typical images with complex backgrounds were selected to exhibit the visualization performances of four networks: YOLO-tiny, YOLO-v2, YOLO-v3, and MTI-YOLO, as shown in Figures 10–14. Specifically, each figure shows the detection results for insulator detection including the detection box, prediction name (insulator), and predicted confidence. Figure 10 shows an experimental scene with a background of buildings. Due to the color of buildings being similar to that of the insulator, it is hard for YOLO-tiny (Figure 10a) and YOLO-v2 (Figure 10b) to distinguish insulators from the buildings scene, and as a result, only two insulators were detected by YOLO-tiny and YOLO-v2. Meanwhile, three insulators were detected by the proposed network MTI-YOLO, and four insulators were detected by YOLO-v3. Compared with the networks of YOLO-tiny and YOLO-v2, the network of MTI-YOLO (Figure 10d) exhibits slightly better detection results, and the network of YOLO-v3 (Figure 10c) works best. The background of Figure 11 is vegetation, it can be found that the networks of YOLO-v2 (Figure 11b), YOLO-v3 (Figure 11c), and MTI-YOLO (Figure 11d) can detect all the insulators in the image, while YOLO-tiny (Figure 11a) can detect just two insulators. In addition, there is a misdetection in YOLO-v2. As the shape of the bridge is similar to that of the insulator, the network of YOLO-v2 detected the bridge as an insulator. Figure 12 exhibits an experimental scene with a background of sky.
Because the background of sky is relatively simple, all the insulators (except for vertical insulators) in the image can be detected correctly by the networks of YOLO-v3 (Figure 12c) and MTI-YOLO (Figure 12d). Compared with YOLO-v3 and MTI-YOLO, because the networks of YOLO-tiny (Figure 12a) and YOLO-v2 (Figure 12b) are not able to detect the small-size insulators, they can detect just half of all the insulators. The experimental scene with a background of power tower is shown in Figure 13. The network of YOLO-v3 (Figure 13c) works best, and it can detect all the insulators in the image. The network of YOLO-tiny (Figure 13a) works worst, because it can detect only one insulator in the image. The network of YOLO-v2 (Figure 13b) can detect all the insulators in the image, but one of the prediction boxes is inconsistent with the ground truth of an insulator. Most insulators in the image can be detected by the network of MTI-YOLO (Figure 13d). Figure 14 shows the experimental results with bright lighting conditions. Although the lighting in the image is bright, the networks of YOLO-v3 (Figure 14c) and MTI-YOLO (Figure 14d) can still detect all the insulators (except for vertical insulators) in the image. While the networks of YOLO-tiny (Figure 14a) and YOLO-v2 (Figure 14b) are susceptible to lighting conditions, they can detect most of the insulators in the image. Based on the observation of Figures 10–14, the proposed network MTI-YOLO achieves good performances in all four common scenes and bright lighting conditions.

![Experimental scene with background of buildings.](image-url)
Figure 11. Experimental scene with background of vegetation.

Figure 12. Experimental scene with background of sky.
Figure 13. Experimental scene with background of power tower.

Figure 14. Experimental results with bright lighting conditions.
5. Conclusions

In this paper, to achieve a good trade-off among the accuracy, running time, and memory storage, a novel deep neural network (MTI-YOLO) is proposed to detect insulators in complex aerial images. First of all, insulator images captured by a UAV were collected and a composite insulator dataset “CCIN_detection” was constructed, which contains more common aerial scenes than that of the “CPLID” dataset. After that, to improve the accuracy and robustness of different-sized insulator detection, three improvements were implemented in the MTI-YOLO network. Finally, the proposed MTI-YOLO network and the compared networks were trained and tested on the “CCIN_detection” dataset. Experimental results and analysis validated that the proposed network achieves better performances than some YOLO networks. Specifically, compared with the network of YOLO-tiny, the AP value of our proposed network is 17% higher, and the precision is 16% higher. Compared with the network of YOLO-v2, the AP value of our proposed network is 9% higher, the precision is 21% higher, the memory usage is 25.6% lower, and the FLOPs are 10% lower. Compared with the network of YOLO-v3, the AP value of our proposed network is just a little lower, the precision is 1% higher, the memory usage is 38.9% lower, the FLOPs are 59.6% lower, and the running time is far less than that of YOLO-v3. Therefore, it can be concluded that using the proposed network to detect insulators can achieve good performance and it has the potential to be deployed on embedded devices.

For a future study, the proposed model will be used for UAV-based real-time transmission line inspection. In addition, the “CCIN_detection” dataset will be further improved and the proposed MTI-YOLO detection network will be optimized to obtain better performances.
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