Finding spin glass ground states through deep reinforcement learning
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Spin glasses are disordered magnets with random interactions that are, generally, in conflict with each other. Finding the ground states of spin glasses is not only essential for the understanding of the nature of disordered magnetic and other physical systems, but also useful to solve a broad array of hard combinatorial optimization problems across multiple disciplines. Despite decades-long efforts, an algorithm with both high accuracy and high efficiency is still lacking. Here we introduce DIRAC — a deep reinforcement learning framework, which can be trained purely on small-scale spin glass instances and then applied to arbitrarily large ones. DIRAC displays better scalability than other methods and can
be leveraged to enhance any thermal annealing method. Extensive calculations on 2D, 3D and 4D Edwards-Anderson spin glass instances demonstrate the superior performance of DIRAC over existing methods. As many hard combinatorial optimization problems have Ising spin glass formulations, our results suggest a promising tool in solving these hard problems. Moreover, the presented algorithm will help us better understand the nature of the low-temperature spin-glass phase, which is a fundamental challenge in statistical physics.

Introduction

The Ising spin glass is a classical disordered system that has been studied for decades. Its spectacular behaviors have attracted considerable interests in several branches of science, including physics, mathematics, computer science, and biology. The endogenous nature of quenched disorder in spin glasses results in the fact that, it is hard to find out the ground state of such a system due to the frustrations (i.e., the impossibility of simultaneously minimizing all the interactions), despite its seemingly simple Hamiltonian:

$$H = - \sum_{\langle i,j \rangle} J_{ij} \sigma_i \sigma_j.$$  

(1)

In general, this Hamiltonian can be defined on arbitrary graphs. Here, we will focus on the most heavily studied lattice realization of the nearest neighbor Ising spin glass in which the sites lie on a $d$-dimensional hypercubic lattice with $N = L^d$ sites (see Fig. 1 for 2D instances) and $\sigma_i = \pm 1$ represents the binary Ising spin value at site $i$. The coupling $J_{ij}$ is a Gaussian random variable that represents the interaction strength between two neighboring spins $i$ and $j$. In the literature, this is
often referred to as the Edwards-Anderson (EA) spin glass model. The EA model aims at capturing
the quintessential character of real, physically occurring, spin glasses. Comparing to other short
range models such as the mean-field Bethe Lattice, the EA model seems more challenging in the
sense that there exists amounts of short loops that will lead to much more frustration.

There are at least three strong motivations to find the ground states of spin glasses. First
of all, finding the spin glass ground states is a key to the mysteries behind the strange and
complex behaviors of spin glasses (and many other disordered systems), such as its glassy phase
and ergodicity breaking. In particular, ground-state energies in different boundary conditions
can be used to compute the stiffness exponent of spin glasses, which can help us ensure the
existence of a spin glass phase at finite temperature. Second, finding ground states of Ising
spin glasses in three or higher dimensions is a non-deterministic polynomial-time (NP) hard
problem, which is closely related to many other hard combinatorial optimization problems.
For example, all of Karp’s 21 NP-complete problems and many NP-hard problems (such as the
max-cut problem, the traveling salesman problem, the protein folding problem, etc.) have Ising
spin glass formulations. Therefore, finding the Ising spin glass ground states may help us solve
many other NP problems. Finally, the celebrated Hopfield model and other pioneering models of
neural networks drew deep connections with Ising magnets (and spin glasses, in particular)
on general networks. Also, finding the underlying community structure of general networks can
be mapped onto a spin glass ground state problem. The study of spin glasses and their ground
states has led to (and will continue lead to) the development of powerful optimization tools such
as the cavity method and Belief Propagation that will further shed new light on computational
complexity transitions [18].

Given the NP-hard nature of finding the spin glass ground states in three or higher dimensions, the exact branch-and-bound approach can only be used for very small systems [19]. For two-dimensional lattices with periodic boundary conditions in at most one direction (or planar graphs in general), the Ising spin glass ground states can be calculated by mapping to the minimum-weight perfect matching problem, which can be exactly solved in polynomial time [20, 21]. However, for general cases with large system sizes, we lack a method with both high accuracy and high efficiency. We used to rely on heuristic methods. In particular, heuristic Monte Carlo methods based on thermal annealing, e.g., simulated annealing [22], population annealing [23] and parallel tempering [24–27], have been well studied in the statistical physics community.

Recently, reinforcement learning (RL) has proven to be a promising tool in tackling many combinatorial optimization problems, such as the minimum vertex cover problem [28], the minimum independent set problem [29], the network dismantling problem [30], the travelling salesman problem [31], the vehicle routing problem [32], etc. Compared to traditional methods, RL-based algorithms can achieve a more favorable trade-off between accuracy and efficiency in solving those combinatorial optimization problems. On the other hand, despite the fact that AI has been frequently used to facilitate physics research [33], recent work also shows that reinforcement learning, specifically, can be applied to solve statistical mechanics, for example, by computing variational free energy [34]. We also note that RL was recently used to devise a smart temperature control scheme of simulated annealing in finding ground states of the 2D spin glass system,
which enabled small systems to better escape local minimum and reach their ground states with high probability \(^\text{[35]}\). However, this RL-enhanced simulated annealing still fails in finding ground states for larger spin glass systems in three or higher dimensions. In this work, we introduce DIRAC (Deep reinforcement learning for spin-glass ground-state calculation), an RL algorithm that can directly calculate spin glass ground states. DIRAC has several advantages. First, it displays better scalability than other methods. Second, it demonstrates superior performances (in terms of accuracy) over the state-of-the-art thermal annealing methods, e.g., parallel tempering. Finally, it can be leveraged to enhance any thermal annealing method and offer better solutions.

**Results**

**Reinforcement learning formulation**

Following many other RL frameworks in solving combinatorial optimization problems \(^\text{[31,36,38]}\), DIRAC considers the spin glass ground state search as a Markov decision process (MDP), which involves an agent interacting with the environment, and learning an optimal policy that sequentially takes the long-sighted action so as to accumulate the maximum rewards. To better describe this process, we first define *state*, *action* and *reward* in the context of Ising spin glass ground state calculation. *State*: a state \(s\) represents the observed spin glass instance, including both the spin configuration \(\{\sigma_i\}\) and the coupling strengths \(\{J_{ij}\}\), based on which the optimal action will be chosen. The *terminal state* \(s_T\) is met when the agent has tried to flip each spin once. *Action*: an
action $a^{(i)}$ means to flip spin $i$. \textit{Reward}: the reward $r(s, a^{(i)}, s')$ is defined as the energy change after flipping spin $i$ from state $s$ to get a new state $s'$: $r(s, a^{(i)}, s') = 2 \sum_{j \in \partial i} J_{ij} \sigma_i \sigma_j$, where $\partial i$ refers to the nearest neighbors of $i$.

Through the RL formulation, we seek to learn a policy $\pi_\Theta(a_t | s_t)$ that takes the observed state $s_t$ and produces the action $a_t$ corresponding to the optimal spin flip at any time step $t$. Here $\Theta = \{\Theta_E, \Theta_D\}$ represents a collection of learnable encoding parameters $\Theta_E$ and decoding parameters $\Theta_D$, which will be updated through RL.

\textbf{DIRAC architecture}

We design DIRAC to learn the policy $\pi_\Theta$ automatically. As shown in Fig. 2, DIRAC consists of two phases: offline training and online application. During the offline training phase, DIRAC is self-taught on randomly generated small-scale EA spin glass instances. For each instance, DIRAC interacts with the environment through a sequence of states, actions and rewards (Fig. 2a). Meanwhile, DIRAC gains experiences to update its parameters, which enhances its ability in finding the ground states of EA spin glasses (Fig. 2b-c). For online application, the well-trained DIRAC agent can be used either directly (DIRAC$^1$, Fig. 2d) or iteratively (DIRAC$^m$, Fig. 2e) or just as a plug-in to any thermal annealing method, on EA spin glass instances with much larger sizes than the training ones.

DIRAC’s success is mainly determined by the following two key issues: 1) How to represent
states and actions effectively? 2) How to leverage these representations to compute a $Q$-value, which predicts the long-term gain for an action under a state. We refer to these two questions as the encoding and decoding problem, respectively.

**Encoding.** Since a hypercubic lattice can be regarded as a special graph, we design an encoder based on graph neural networks, namely SGNN (Spin Glass Neural Network), to represent states and actions. As shown in Fig. 3 to capture the coupling strengths (i.e., edge weights $J_{ij}$), which are crucial to determine the spin glass ground states, SGNN performs two updates at each layer, specifically, the edge-centric update and the node-centric update, respectively. The edge-centric update (Fig. 3b) aggregates edge embedding vectors, which are initialized as edge features, from its adjacent nodes. The node-centric update (Fig. 3c) aggregates node embedding vectors, which are initialized as node features, from its adjacent edges. Both updates concatenate the self embedding and the neighborhood embedding and are afterwards subjected to a non-linear transformation (e.g., rectified linear unit, $ReLU(z) = z$ if $z > 0$ and $0$ otherwise). Traditional graph neural networks architectures often carry one node-centric update, with edge weights taken as node’s neighborhood if needed. Yet this would fail in our case where edge weights play vital roles, and thus lead to unsatisfactory performances.

For a $d$-dimensional hypercubic lattice with periodic boundary conditions, since there are no node attributes and useful node structure statistics (all nodes share the same degree $2d$), it is hard to obtain node features. We here establish a rectangular coordinate system that takes any node in the lattice as the origin, then other nodes’ coordinates in this coordinate system are used as their
SGNN repeats several layers of both edge-centric and node-centric updates, and finally obtains an embedding vector for each node (or spin) (Fig. 3e). Essentially, the node’s embedding vector after $K$ layers captures both its position and its long-range couplings with neighbors within $K$ hops (see Fig. 3f for an example of $K = 5$). In our RL setting, each node is subject to a potential action, thus we also call the embedding vector of node $i$, denote as $z_i$, as its action embedding. Collectively, we denote $z_a = \{z_i\}$, which includes embedding vectors for all the nodes $i = 1, \cdots, N$. To represent the whole lattice (i.e., the state in our setting) and obtain the state embedding, denote as $z_s$, we sum over all node embedding vectors, which is a straightforward but empirically effective way for graph-level encoding.

**Decoding.** Once the action embedding $z_a$ and state embedding $z_s$ are computed in the encoding stage, DIRAC will leverage these representations to define the state-action pair value function $Q(s, a^{(i)}; \Theta)$, which predicts the expected future rewards if taking action $a^{(i)}$ under state $s$, and following the policy $\pi_\Theta$ till the end. Specifically, we concatenate the embeddings of state and action, and apply a neural network with nonlinear transformations to map the concatenation to a scalar value. In theory, any neural network architecture can be used. Here for the sake of simplicity, we adopt the classical multilayer perceptron (MLP) with ReLU:

$$Q(s, a^{(i)}; \Theta) = \text{MLP}([z_s, z_i]; \Theta).$$

**Offline training.** We will adopt the above $Q$ score to design the spin glass ground state
search strategy. Prior to that, we first need to optimize the $Q$ function to predict a more accurate future gain, which will be trained offline. Specifically, we minimize the following $n$-step $Q$-learning loss and perform mini-batch gradient parameters updates over large amounts of experience transitions (Fig. 2a):

$$L = \mathbb{E}[(r_t, r_{t+n}, s_{t+n}) \sim B]\left[(r_{t+n} + \gamma \max_{a_{t+n}} Q(s_{t+n}, a_{t+n}; \hat{\Theta}) - Q(s_t, a_t; \Theta))^2\right],$$

where the 4-tuple transition $(s_t, a_t, r_{t+n}, s_{t+n})$ is randomly sampled from the experience replay buffer $B$, $r_{t+n} = \sum_{k=0}^{n-1} r(s_{t+k}, a_{t+k}, s_{t+k+1})$ represents the $n$-step cumulated reward, $\gamma$ controls how much to discount future rewards. $\hat{\Theta}$ is the target parameter set, which will only be updated with $\Theta$ every a certain number of steps.

**Online application.** DIRAC will be trained over a large amount of small random spin glass instances. Once the training phase is finished, we will design the optimized $Q^*$-based ground state search strategy. Traditional $Q$-learning greedily takes the highest $Q$-value action each step till the end. We refer this policy as the vanilla or original DIRAC strategy, and denote as DIRAC$^1$. As shown in Fig. 2d, similar to the training phase, DIRAC$^1$ starts from the all-spin-up configuration $\{\sigma_i = +1\}$ for the input instance, and then greedily flips the highest-$Q$ spin till the end, i.e., the all-spin-down configuration $\{\sigma_i = -1\}$. The spin configuration of the lowest energy encountered during this process is returned as the predicted ground state.

Due to the restriction of the finite-horizon MDP, DIRAC$^1$ can only start from the uniform spin configuration, e.g., the all-spin-up configuration. To enable DIRAC$^1$ to start from arbitrary spin configurations, we employ the so-called gauge transformation in such Ising lattice systems.  


The gauge transformations between one spin glass instance \( \{ \sigma_i, J_{ij} \} \) and another instance \( \{ \sigma'_i, J'_{ij} \} \)
are given by

\[
J'_{ij} = J_{ij} t_i t_j, \quad \sigma'_i = \sigma_i t_i,
\]

where \( t_i = \pm 1 \) are independent auxiliary variables so that \( \sigma'_i \) can take any desired Ising spin value. This naturally leaves the system energy invariant, because \( J'_{ij} \sigma'_i \sigma'_j = J_{ij} \sigma_i \sigma_j \). With the aid of
gauge transformations shown in Eq. (4), we can transform any spin configuration to a uniform
configuration. This leads to a much more powerful strategy beyond DIRAC\(^1\), which we name
as DIRAC\(^m\). As the name shows (also shown in Fig. 2\(k\)), DIRAC\(^m\) repeats multiple rounds of
DIRAC\(^1\) until the system energy converges.

Another prime use of the gauge transformation is the so-called \textit{gauge randomization} \(^4\),
where one may execute many runs (or randomizations) of DIRAC (either DIRAC\(^1\) or DIRAC\(^m\))
for an input spin glass instance, with each run the instance is randomly initialized with a different
spin configuration. The configuration of the lowest energy among these runs is then returned as
the predicted ground state of the input instance. We can see from Fig. 6 that both DIRAC\(^m\) and
gauge randomization greatly improve upon DIRAC\(^1\).

\textit{DIRAC plug-in.} DIRAC can also serve as a plug-in to Monte-Carlo based methods, such as
simulated annealing and parallel tempering. The key ingredient of these methods is the so-called
\textit{Metropolis-Hasting} criterion:

\[
P(\Delta E; \beta) = \min(1, e^{-\beta \Delta E}),
\]

which implies that the probability of accepting a move with energy change \( \Delta E \) at \( \beta \) (indicates
the inverse temperature, $1/T$) is the minimum of 1 and $e^{-\beta \Delta E}$. The move is usually referred to as a small perturbation of the system, and in our case, is defined as a single-spin flip. At high temperatures (i.e., lower $\beta$), the Metropolis-Hasting criterion tends to accept all possible moves. However, at low temperatures it is more likely to accept those that could lower the energy (i.e., with $\Delta E < 0$), rendering the move-and-accept iteration more like a greedy search. The art of these Monte-Carlo based methods, in some sense, is the balance of explorations at high temperatures and exploitation (energy descents) at low temperatures. The general idea of the plugged-in DIRAC is to replace the move-and-accept iteration at low temperatures with a single DIRAC descent, as it has a better performance than an energy descent procedure (Fig. 4).

**A long-sighted greediness**

In Fig. 4, we compare the system’s energy difference between DIRAC$^1$ and the Greedy algorithm at each step. DIRAC$^1$ and Greedy both perform in a greedy way. The former greedily flips the highest-$Q$-score spin at each step while the latter greedily flips the greatest-energy-drop spin at each step. Greedy represents an extremely short-sighted strategy, since it focuses only on each step’s maximum energy drop. Fig. 4 clearly shows that compared to this short-sighted strategy, DIRAC$^1$ always goes through a high-energy state temporarily for the early steps, so as to reach a much lower energy state in the long run. In other words, DIRAC$^1$ is smart enough to sacrifice in the short term for a long-term gain.
Performance of finding the ground state

To demonstrate the power of DIRAC in finding the ground states of Ising spin glasses, we first calculate the probability $P_0$ of finding the ground state of small-scale EA spin glass instances as a function of the number of initial spin configurations $n$ (see Fig. 5). Empirically, we compute $P_0$ as the fraction of 1000 random instances for which the ground state is found at a given $n$. We found that DIRAC enables a much faster finding of true ground states (which are confirmed by the branch-and-bound based Gurobi solver[49]) than the Greedy, SA, and the state-of-the-art PT algorithm. In fact, all DIRAC variants (DIRAC$m$, DIRAC$^1$ and PT$_{DIRAC}$) facilitate the finding of ground state, with much less initial configurations when compared to the existing algorithms. For example, in the case of $d = 2$ and $L = 10$ (Fig. 5[a]), denote $n^*$ as the value of $n$ where $P_0$ reaches 1.0, we found that $n^*$ of PT is 322,800, while $n^*$ of DIRAC$m$ is only 600. In fact, for DIRAC$m$ the ground state can be found with only one gauge randomization for some instances, i.e., $P_0 > 0$ for $n = m$, with $m$ the number of its rounds.

Performance of minimizing the energy

For larger systems, it is hard to directly compare the probability of finding the ground states, because even the best branch-and-bound solver could not calculate the ground states within acceptable time. A more practical choice of benchmarking various methods is to compare the energy of the “ground state”, denoted as $E_0$, predicted by each method. In particular, we
are interested in the disorder averaged “ground-state” energy per spin, denoted as $e_0$, which is computed as $E_0/N$ averaged over many instances. In Fig. 6, we demonstrate $e_0$ as a function of the number of initial configurations $n$, we found that DIRAC$^m$ maintains the lowest $e_0$ for almost all the dimensions and sizes. In some cases (e.g., $d = 2, L = 25$), DIRAC$^m$ with only one gauge randomization (counts as $m = 6$ initial configurations) could beat Greedy, SA and DIRAC$^1$ with $2 \times 10^4$ initial configurations, and PT with 306 epochs (counts as $306 \times 20 = 6,120$ initial configurations). This fully verifies the effectiveness of DIRAC$^m$ in minimizing the energy of EA spin glass models.

We notice a clear performance gap between DIRAC$^1$ and DIRAC$^m$ in Fig. 6. Since DIRAC$^m$ just repeats multiple rounds of DIRAC$^1$, this gap actually tells us that DIRAC$^1$ would not fall into the local optimum after a round like Greedy does. This might be another gain of DIRAC$^1$’s long-term sight.

We also notice that although with increasing $n$, all methods eventually get lower $e_0$, but obviously PT displays the largest decrease of $e_0$. PT does not perform extremely well at first, but it gradually reaches lower and lower $e_0$ and eventually outperforms Greedy, SA and DIRAC$^1$. In the case of $d = 4$ and $L = 6$ (Fig. 6i), PT eventually reaches an $e_0$ that is even lower than that of DIRAC$^m$. However, as shown in Fig. 6 that PT$_{\text{DIRAC}}$, as a DIRAC-plug-in enhanced PT, significantly outperforms PT for all the dimensions and sizes tested here, especially when the number of initial configurations is relatively small. This suggests that replacing the Metropolis-Hasting criterion with a single DIRAC descent at low temperature significantly improves the
performance of PT.

**Efficiency**

Besides the effectiveness, DIRAC is also computationally efficient. During the application phase, we flip a small finite fraction (e.g., 1%) of the highest-$Q$ spins at each adaptive step, rather than the one-by-one flip in the training phase. In our numerical experiments, we found this *batch nodes selection* strategy reduces the running time significantly without sacrificing much accuracy. Both time complexity and empirical calculations suggest that DIRAC with *batch nodes selection* displays better scalability than other methods.

We should admit that DIRAC needs to be offline trained while other methods do not have to. We think it is reasonable to compare DIRAC’s efficiency without considering its training time, since DIRAC needs to be trained offline only once for each dimension, (which all converge rapidly), and could then be applied infinite number of times. Besides, DIRAC’s training time is often affordable. For example, it takes about 2.5 hours for DIRAC to finish training on the 3D Ising spin glass system (all the calculations were conducted on a 20-core computer server with 512GB memory and a 16GB Tesla V100 GPU). For some large systems, the running time of DIRAC, even with the training time considered, is still faster than that of PT. For example, the well-trained 3D DIRAC$^m$ takes an average 417 seconds (one gauge randomization, counts as $n = m = 8$ initial configurations, the same calculation costs only 252 seconds with graphics processing unit (GPU)-accelerations) to calculate a random spin glass instance with $L = 20$, whilst PT algorithm needs an
average 3 hours (191 epochs, counts as $n = 191 \times 20 = 3,820$ initial configurations) to achieve the same energy (Fig. 6f). Furthermore, multiple gauge randomizations of DIRAC can be calculated with trivial parallelization, since these runs all start from independent configurations. However, multiple epochs of PT can only be computed in a serial mode since these epochs are consecutive with each other.

Since the biggest computational cost of DIRAC comes from the matrix multiplications in SGNN, the GPU-accelerations can be more easily applied on DIRAC than other methods, as the matrix multiplication itself is particularly suitable for paralleling. Still, for the sake of fairness, here we report DIRAC’s CPU running times only, and do not deploy its GPU-accelerations in the application phase. We only utilized GPU to speed up the training phase. Hence, the efficiency of DIRAC presented here is rather conservative.

**Training using different coupling distributions**

The results presented so far are for Gaussian EA spin glass instances, of which the couplings $\{J_{ij}\}$ are sampled from the Gaussian distribution. We used Gaussian, Bimodal and Uniform distributions to generate training and test instances separately, and analyze their impacts on DIRAC. We found that DIRAC performs the best when test instances are generated from the same distribution as the training instances, and DIRAC trained with instances from the Gaussian distribution generalizes better than those trained with instances from the other two distributions.
Application on the max-cut problem

Since many NP-hard problems have Ising spin glass formulations, an efficient algorithm for the Ising spin glass ground state problem paves the way to better solutions of these problems. We applied DIRAC to solve the max-cut problem, a canonical example of the mapping between Ising spin glasses and NP-hard problems. We found that DIRAC consistently outperforms other competing max-cut solvers. We anticipate that DIRAC could benefit us in solving a wide range of NP-hard problems that have Ising spin glass formulations.

Discussion

This work reports an effective and efficient deep reinforcement learning based algorithm, DIRAC, that can directly calculate the ground states of EA spin glasses. Extensive numerical calculations demonstrate that DIRAC outperforms state-of-the-art algorithms in terms of both solution quality and running time. Through a pure data-driven way and with no domain-specific guidance, DIRAC smartly learns to sacrifice in the short term to obtain long-term gains. The learned DIRAC enables a much faster finding of true ground states than existing algorithms, and it maintains the lowest system energy for almost all dimensions and sizes. Besides, DIRAC could also serve as a general plug-in and improve Monte-Carlo based methods, e.g., parallel-tempering. We believe that DIRAC will facilitate us solve many mysteries behind the strange and complex behaviors of spin glasses. It will also help us solve many other NP-hard problems with Ising
spin glass formulations. Moreover, the gauge transformation adopted in DIRAC might open up a new promising avenue for reinforcement learning models to be trained in the finite-horizon MDP and applied in the infinite-horizon MDP, which would be extremely beneficial to its use in other NP-hard combinatorial optimization problems.

We openly admit that this work has some limitations. For example, compared to the state-of-the-art PT algorithm, DIRAC\textsuperscript{m} converges much faster as the number of initial configuration increases, this hinders DIRAC\textsuperscript{m} from achieving lower energy (for high dimensions and large sizes), as the convergence also means the reaching of local optimum. By contrast, PT converges more slowly, resulting in a lower energy for some high dimensions and large sizes. We think this is largely due to the art of PT’s balance between high-temperature configuration space exploration and low-temperature energy descent. During each epoch, PT keeps exploring the whole configuration space by accepting all possible moves at high-temperature replicas, and searching for lower-energy configurations at low-temperature replicas. At the end of each epoch, PT exchanges the configurations of high-temperature replicas with the low-temperature ones, which manages to prevent the low-temperature replicas from getting stuck in some local minimums. The diversity of the initial spin configurations makes PT more likely to find out the ground state in the end. PT\textsubscript{DIRAC} can be regarded as an improvement of DIRAC in this respect, which balance between high-temperature configuration space exploration and low-temperature DIRAC descent exploitation. We can see PT\textsubscript{DIRAC} converges slower than both DIRAC\textsuperscript{i} and DIRAC\textsuperscript{m}, and could consistently outperform PT. However, the gap between PT and PT\textsubscript{DIRAC} gradually diminishes as the number of configurations increases.
In the future, we need to explore more effective ways to combine PT and DIRAC, so as to better approach the ground states with large amounts of initial configurations. Besides, advances in deep graph representations may enable us design better encoder and further improve DIRAC’s performances to find the ground states of Ising spin glasses. Our current framework is just the beginning of such a promising adventure.
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Figure 1  Case study comparison. We applied four algorithms: (a) Greedy, (b) Simulated annealing (SA), (c) Parallel tempering (PT), and (d) DIRAC (more precisely, DIRAC$^m$) in finding the ground state of a randomly generated $6 \times 6$ Edwards–Anderson (EA) spin glass instance with fixed boundary conditions and couplings $J_{ij}$ sampled from the Gaussian distribution $\mathcal{N}(0, 1)$. The ferromagnetic bonds ($J_{ij} > 0$) are shown with straight lines, while the anti-ferromagnetic bonds ($J_{ij} < 0$) are shown with zigzag lines. The width of the lines are proportional to $|J_{ij}|$. Nodes are filled/hollow if the spin values $\sigma_i = +1/ -1$, respectively. If the energy of a bond, $-J_{ij}s_is_j$, is positive, namely not satisfied, we draw a light blue shaded rectangle around the bond, with width proportional to $|J_{ij}|$. This way smaller total shaded area of the image corresponds to lower system energies. We also show the approximate ratio ($\frac{\text{prediction}}{\text{ground truth}}$, where the numerator is the energy of the predicted ground state computed by each method and the denominator is the exact ground state energy computed by the Gurobi solver$^{49}$) in brackets. Note that in this small case DIRAC can actually achieve the exact ground state.
Figure 2  Overview of DIRAC. The DIRAC framework is composed of two phases: the offline training phase and the online application phase. (Left) During the training phase, we first generate random EA spin glass instances with couplings sampled from a certain distribution (e.g., Gaussian distribution), and then train for many episodes on these instances. A. An episode is the entire ground states finding process which starts from the all-spin-up configuration and ends at the all spin-down configuration with each spin flipped only once, and during which a trajectory of state, action and reward is generated (b). Here, state is the observed instance, action is to flip a spin, and reward is the energy change after taking the action. To determine the right action to take, DIRAC first adopts an encoder SGNN to represent each node as a low-dimensional embedding vector (shown as color bars), and then leverage these representations and decode a Q score (shown as green bars, with heights proportional to its values) for each node that predicts its long-term rewards. To balance between exploration and exploitation, we adopt the \( \epsilon \)-greedy strategy, which
takes the highest-$Q$ node with probability $(1-\epsilon)$ and random actions otherwise, with $\epsilon$ linearly annealing from 1.0 to 0.05 over 50,000 episodes. After an episode ends, we obtain a trajectory $(s_1, a_1, r_1, \ldots, s_l)$, and collect the $n$-step transitions, i.e., $(s_t, a_t, r_{t:t+n}, s_{t+n})$, where $r_{t:t+n} = \sum_{k=t}^{t+n} r_k$, into the experiences replay buffer $B$, which is a queue that maintains a number of most recent $n$-step transitions. b. To update parameters, we randomly sample mini-batch transitions from the buffer and perform gradient descents over Eq. (3). c. Repeating the episodes and updates until the training process converges (measured by the validation performance), we obtain the optimized parameters $\{\Theta^*_E, \Theta^*_D\}$, which can be applied directly in the application phase. (Right) During application, we have two strategies: DIRAC$^1$ and DIRAC$^m$. d. DIRAC$^1$ performs like training, which starts from the all-spin-up configuration for an input spin glass instance, and ends at the all-spin-down configuration. The differences lie in that DIRAC$^1$ adopts the batch $Q^*$ greedy strategy, which flips a finite fraction (e.g., 1%) of highest $Q^*$ spins each step, rather than the one-by-one $\epsilon$-greedy flip in training. The spin configuration of the lowest energy encountered during this process is returned as the predicted ground state. e, DIRAC$^m$ can be considered as a multi-round-DIRAC$^1$, which repeats multiple rounds of DIRAC$^1$ for a given instance until the system energy converges. For each round, DIRAC$^m$ takes input the all-spin-up configuration that is gauge transformed from the returned configuration in last round, then repeats DIRAC$^1$, the returned configuration should be gauge transformed back to be the predicted ground state of this round. Here the gauge transformation technique switches the spin glass system between any two configurations while keeping the system energy invariant[46,47]. The spin configuration of the converged energy is returned as the predicted ground state of DIRAC$^m$. Note that with gauge transformation, we
could also perform multiple gauge randomizations for both DIRAC\(^1\) and DIRAC\(^m\), with each randomization starting from a different initial configuration, and return the lowest energy among these runs.
Figure 3  **SGNN encoder.** SGNN encodes (a) the input spin glass instance (with any arbitrary spin configuration) into a (e) low-dimensional space, where each spin is associated with an
embedding vector (shown as color bars). (b) SGNN first updates edge embedding vectors based on the edge itself and its adjacent nodes, and then (c) updates node embedding vectors based on the node itself and its adjacent edges. Note that the node-centric updates take place only when the edge-centric updates finish for all edges at each layer. Both updates are followed by a non-linear transformation operator (e.g., ReLU) with learnable parameters. The edge features are initialized by edge weights, and the node features are initialized by its coordinates in the hypercubic coordinate system. d, Each node or edge updates its embedding vector in one layer. Repeating several layers, we obtain an embedding vector for each node (e) that reflects its informative features. f, Each layer of updates increases the long-range couplings with one more hop’s neighbors (dashed lines) for a given spin. For example, for the central spin (colored in dark red), its final embedding vector after $K = 5$ layers captures both its position and its long-range couplings with neighbors within $K = 5$ hops.
Figure 4  A long-sighted greediness. We compare the energy difference between DIRAC\textsuperscript{1} and the Greedy algorithm at each step. Note that the greedy steps of two methods may not be exactly the same, we make up the length of the shorter sequence with its last value, so as the two sequences can be compared step by step. Note that to compare with Greedy step by step more precisely, here the results of DIRAC\textsuperscript{1} are achieved by flipping only one spin each step. (a-i) illustrate the energy gaps for different dimensions and different sizes. For each size, we compare on 100 randomly generated EA spin glass instances (with couplings sampled from Gaussian distribution $N(0,1)$), which are represented by 100 curves of different colors. It can be clearly seen that DIRAC\textsuperscript{1} always goes through a high-energy state temporarily in the early stage of the greedy process, so as to reach a much lower energy state in the long run.
Figure 5  Performance of finding the ground state. To compare the ability of finding the exact ground states, we evaluate different methods on small spin glass systems for which the true ground state can be computed by the branch-and-bound-based Gurobi solver [19]. The quantity we choose to compare is the mean probability of finding the ground state $P_0$, which is calculated as the fraction of 1000 random instances for which the ground state is found. Note that it is not necessary to consider many runs for one instance, the error associated $P_0$ becomes small if many instances are calculated, and only one run is enough for each one of them [50]. We compare $P_0$ as a function of the number of different initial configurations $n$ (log scale is used here for visualization purpose). For PT, PT$_{\text{DIRAC}}$ and DIRAC$^m$, $n = tm$, where $t$ is the number of PT (or PT$_{\text{DIRAC}}$) epochs or DIRAC$^m$ gauge randomizations, $m$ is the number of PT (or PT$_{\text{DIRAC}}$) replicas (set as 20) or number of DIRAC$^m$ rounds. For DIRAC$^1$, $n$ just refers to the number of independent gauge randomizations. Note that PT curves in (a) and (b) show slight shifts to the right compared to Fig. 6 and Fig. 11 in Ref. [50], it is because the $t$ in x-axis in Ref. [50] is actually the $t/2.3$ in our case (we implement the B variant of PT algorithm in [50]).
Figure 6 Performance of minimizing the energy. We compare the disorder averaged “ground-state” energy per spin (predicted by each method), denote as $e_0$, as a function of the number of initial configurations $n$, to benchmark various methods on large systems. We compare on three dimensions ($d = 2, 3, 4$), and for each dimension we consider three different sizes (a-i). For each case, we run $n = 2 \times 10^4$ initial configurations for each method to reach its approximate convergence. At a given $n$, we choose the lowest energy among all runs for each instance, and average the 50 independent instances as the final result. Note that some literature reported a lower PT energy than what we show here, e.g., \cite{50,51} calculates an average energy $-1.6981$ for the system with $d = 3$ and $L = 10$, while we calculate only $-1.6707$ (f). We claim this is because they run
with up to $3.2 \times 10^7$ initial configurations, while we only compute up to $n = 2 \times 10^4$ ones due to high computational costs.