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Abstract
The space of polyharmonic Maass forms was introduced by Lagarias–Rhoades, recently. They constructed its basis from the Taylor coefficients of the real analytic Eisenstein series. In this paper, we introduce polyharmonic weak Maass forms, that is, we relax the moderate growth condition at cusp, and we construct a basis as a generalization of Lagarias–Rhoades’ works. As a corollary, we can obtain a preimage of an arbitrary polyharmonic weak Maass form under the $\xi$-operator.
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1 Introduction
We begin by discussing Kronecker’s first limit formula. The Riemann zeta function $\zeta(s) := \sum_{n=1}^{\infty} n^{-s}$ has a simple pole at $s = 1$, and the following Laurent expansion is known.

$$\zeta(s) = \frac{1}{s} - 1 + \gamma + O(s - 1),$$

where $\gamma = 0.577215 \ldots$ is Euler’s constant. As an analogue we now consider the real analytic Eisenstein series given by
E(z, s) := ∑_{(m,n) \in \mathbb{Z}^2 \setminus (0,0)} \frac{y^s}{|mz + n|^2s}

for s ∈ \mathbb{C} with Re(s) > 1 and a modular variable z = x + iy in the upper half plane \mathfrak{H}. It is a non-holomorphic modular form of weight 0 on SL_2(\mathbb{Z}), and meromorphically continued to the whole s-plane. Then this Eisenstein series has the Laurent expansion of the form

E(z, s) = \frac{\pi}{s - 1} + 2\pi(\gamma - \log 2 - \log(\sqrt{y}|\eta(z)|^2)) + O(s - 1),

where, for q := e^{2\pi iz}, η(z) := q^{1/24} \prod_{n=1}^{\infty} (1 - q^n) is the Dedekind eta function. This is so-called Kronecker’s first limit formula. This limit formula has been extensively studied since a long time ago, and a lot of proofs are known, Kroneker’s own and Shintani [25] using the Barnes double Gamma function, and many others. Further results on Kronecker’s first limit formula are reviewed in [12]. On the other hand, Lagarias–Rhoades [18] considered the higher Laurent coefficients of E(z, s) from the viewpoint of harmonic Maass forms. In fact, E(z, s) is an eigenfunction of the hyperbolic Laplacian Δ_0 := −y^2(\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}) + iky(\frac{\partial}{\partial x} + i \frac{\partial}{\partial y}).

Then they showed that the r-th Laurent coefficient F_r(z) in the form

E(z, s) = \sum_{r=-1}^{\infty} F_r(z)(s - 1)^r

satisfies the differential equation Δ_0^{r+2} F_r(z) = 0. Based on this property, they constructed a new space called polyharmonic Maass forms, and revealed the roles of these Laurent coefficients in this new space.

A harmonic Maass form of even weight k ∈ 2\mathbb{Z} on SL_2(\mathbb{Z}) is a smooth function f on \mathfrak{H} satisfying the following conditions.

1. For any γ = [a\ b \ c\ d] ∈ SL_2(\mathbb{Z}),

f\left(\frac{az + b}{cz + d}\right) = (cz + d)^k f(z).

2. f is annihilated by the weight k hyperbolic Laplacian

Δ_k := −y^2(\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}) + iky\left(\frac{\partial}{\partial x} + i \frac{\partial}{\partial y}\right).

3. There exists an α ∈ \mathbb{R} such that f(x + iy) = O(y^\alpha) as y → ∞, uniformly in x ∈ \mathbb{R}.
The space of all such forms is denoted by \( H_k \). Relaxing the condition (3) to \( f(x + iy) = O(e^{\alpha y}) \), we denote by \( H^1_k \). In addition, we relax the condition (2) to \( \Delta_k f = 0 \) for \( r \in \mathbb{Z}_{\geq 1} \), then we denote by \( H^r_k \) and \( H^{r,1}_k \), respectively, and we call a function \( f \in H^r_k \) (resp. \( H^{r,1}_k \)) a polyharmonic (weak) Maass form of weight \( k \) and depth \( r \) (see [3, 18]). In particular, we see that \( H^1_k = H_k \) and \( H^{1,1}_k = H^1_k \). We next consider the real analytic Eisenstein series of weight \( k \in 2\mathbb{Z} \) defined by

\[
E_k(z, s) := \sum_{(m, n) \in \mathbb{Z}^2 \setminus (0,0)} \frac{y^s}{(m+z+n)^{k}|m+z+n|^{2s}},
\]

and its double completion

\[
\hat{E}_k(z, s) := \left( s + \frac{k}{2} \right) \left( s + \frac{k}{2} - 1 \right) \pi^{-\left(s+\frac{k}{2}\right)} \Gamma\left(s + \frac{k}{2}ight) E_k(z, s).
\]

(As a remark, this doubly completed Eisenstein series \( \hat{E}_0(z, s) \) coincides \( F_z(s) \) in Brown–Omar [5].) Then we also have the equation \( \Delta_k \hat{E}_k(z, s) = s(1-k-s) \hat{E}_k(z, s) \).

We define the Taylor coefficients of \( \hat{E}_k(z, s) \) by

\[
\hat{E}_k(z, s) = \begin{cases} 
\sum_{r=0}^{\infty} F_{k,r}(z)(s + k - 1)^r & \text{if } k \leq 0, \\
\sum_{r=0}^{\infty} G_{k,r}(z)s^r & \text{if } k \geq 2,
\end{cases}
\]

then the following theorem was established.

**Theorem 1.1** [18] Let \( r \geq 1 \) be an integer, and \( k \in 2\mathbb{Z} \) an even integer. Then

1. For an even integer \( k \leq 0 \), \( \{F_{k,0}(z), \ldots, F_{k,-1}(z)\} \) is a basis for \( H^r_k \).
2. For \( k = 2 \), \( \{G_{2,1}(z), \ldots, G_{2,-1}(z)\} \) is a basis for \( H^r_k \).
3. For an even integer \( k \geq 4 \), it holds that \( H^r_k = E^r_k + S_k \), where \( E^r_k \) is spanned by \( \{G_{k,0}(z), \ldots, G_{k,-1}(z)\} \) and \( S_k \) consists of cusp forms on \( SL_2(\mathbb{Z}) \).

**Remark** The first few coefficients are given by

\[
F_{0,0}(z) = 1,
F_{0,1}(z) = \gamma + 1 - \log(4\pi) - \log(y|\eta(z)|^4),
G_{2,0}(z) = 0,
G_{2,1}(z) = \frac{\pi}{3} - \frac{1}{y} - 8\pi \left( \sum_{n=1}^{\infty} \sigma_1(n)q^n \right) = \frac{\pi}{3} E^4_2(z),
\]

1 This definition of harmonic Maass forms adopted in Lagarias–Rhoades [18] is not the standard one. For example in Bringmann–Diamantis–Raum [4], a harmonic Maass form might have exponentially growing terms at the cusp.
where \( \sigma_1(n) \) is the sum of divisors of \( n \), and \( E_k(z) \) is the usual Eisenstein series of weight \( k \), whose constant term is equal to 1.

Moreover, we define polyharmonic Maass forms with half-integral depth. Let \( \xi_k \) be the Maass-type differential operator defined by

\[
\xi_k := 2iy^k \frac{\partial}{\partial z}.
\]

This operator was introduced by Bruinier–Funke [6]. The important point is that this operator sends harmonic Maass forms of weight \( k \) to holomorphic modular forms of weight \( 2 - k \), and \( \Delta_k = -\xi_{2-k} \circ \xi_k \) holds. Then for an integer \( r \geq 1 \), a polyharmonic Maass form \( f(z) \) of depth \( r - 1/2 \) is characterized by (1) modularity, (2) moderate growth condition at the cusp, and (3) \( \xi_k \circ \Delta_r^{-1} f(z) = 0 \). Lagarias–Rhoades [18] obtained the recursion formulas among the above Taylor coefficients \( F_{k,r}(z) \) and \( G_{k,r}(z) \) as follows:

\[
\begin{align*}
\xi_k F_{k,r}(z) &= G_{2-k,r}(z), \\
\xi_k G_{k,r}(z) &= (k - 1) F_{2-k,r-1}(z) + F_{2-k,r-2}(z), \\
\Delta_k F_{k,r}(z) &= (k - 1) F_{k,r-1}(z) - F_{k,r-2}(z), \\
\Delta_k G_{k,r}(z) &= (1 - k) G_{k,r-1}(z) - G_{k,r-2}(z).
\end{align*}
\]

Hence, we can refine Theorem 1.1.

**Theorem 1.2** [18] Let \( r \geq 1 \) be an integer, and \( k \in 2\mathbb{Z} \) an even integer. Then

1. For an even integer \( k \leq -2 \), \( H_k^{1/2} = \{0\} \) and \( \{F_{k,0}(z), \ldots, F_{k,-r-1}(z)\} \) is a basis for \( H_k^r = H_k^{r+1/2} \).
2. For \( k = 0 \), \( \{F_{0,0}(z), \ldots, F_{0,-r-1}(z)\} \) is a basis for \( H_0^r = H_0^{r-1/2} \).
3. For \( k = 2 \), \( H_2^{1/2} = \{0\} \) and \( \{G_{2,1}(z), \ldots, G_{2,r}(z)\} \) is a basis for \( H_2^r = H_2^{r+1/2} \).
4. For an even integer \( k \geq 4 \), it holds that \( H_k^r = H_k^{r-1/2} = E_k^r + S_k \), where \( E_k^r \) is spanned by \( \{G_{k,0}(z), \ldots, G_{k,-r-1}(z)\} \) and \( S_k \) consists of cusp forms on \( \text{SL}_2(\mathbb{Z}) \).

By the above recursion formulas (1.1), for example we obtain the following “Maass sequence”:

\[
\cdots \xrightarrow{\xi_{2-k}} \frac{1}{k-1} G_{k,1}(z) \xrightarrow{\xi_k} F_{2-k,0}(z) \xrightarrow{\xi_{2-k}} G_{k,0}(z) \xrightarrow{\xi_k} 0.
\]

In other words, we can construct preimages of the Eisenstein series under the \( \xi \)-operator. On the other hand as for the discriminant function \( \Delta(z) \), Ono [22] constructed its preimage \( R_\Delta(z) \) satisfying \( \xi_{-10} R_\Delta(z) = \Delta(z) \) up to a constant multiple. However, it has an exponentially growing term, that is, \( R_\Delta(z) \notin H_{-10}^1 \) but \( R_\Delta(z) \in H_{-10}^{1,1} \). In
order to construct a preimage of any polyharmonic Maass forms (of course, including holomorphic cusp forms) under the $\xi$-operator, it is necessary to generalize Theorem 1.2 and the formulas (1.1) for the whole of polyharmonic weak Maass forms.

For the purpose of constructing polyharmonic weak Maass forms, we consider the Maass–Poincaré series. Let $\Gamma = \text{SL}_2(\mathbb{Z})$, and $\Gamma_\infty$ the stabilizer of $\infty$ in $\Gamma$. For $k \in 2\mathbb{Z}$ and $m \in \mathbb{Z}_{\neq 0}$, we define the Maass–Poincaré series by

$$P_{k,m}(z, s) := \sum_{\gamma \in \Gamma_\infty \setminus \Gamma} \phi_{k,m}(z, s) |_{k} \gamma$$

$$= \sum_{\gamma \in \Gamma_\infty \setminus \Gamma} \left( (4\pi)^{-k} M_{\text{sgn}(m)}(\frac{k}{2}, s - \frac{1}{2}) (4\pi |m| \gamma e^{2\pi i m \gamma}) \right) |_{k} \gamma$$

for $\text{Re}(s) > 1$, where $|_{k} \gamma$ is the usual slash operator and $M_{\mu,\nu}(\gamma)$ is the $M$-Whittaker function. This function satisfies $\Delta_{k} P_{k,m}(z, s) = (s - k/2)(1 - k/2 - s) P_{k,m}(z, s)$, and it has the following Taylor expansion form:

$$P_{k,m}(z, s) = \begin{cases} \sum_{r=0}^{\infty} F_{k,m,r}(z)(s + \frac{k}{2} - 1)^{r} & \text{if } k \leq 0, \\ \sum_{r=0}^{\infty} G_{k,m,r}(z)(s - \frac{k}{2})^{r} & \text{if } k \geq 2. \end{cases}$$

If $k = 0$ or 2, this series needs the analytic continuation to $s = 1$. Then these Taylor coefficients $F_{k,m,r}(z)$ and $G_{k,m,r}(z)$ are polyharmonic weak Maass forms of weight $k$ and depth $r + 1$ in a similar manner, and satisfy the following recursion formulas:

**Theorem 1.3** Let $k \in 2\mathbb{Z}$, $m \neq 0$, and $r \geq 0$ be integers. For the Taylor coefficients $F_{k,m,r}(z)$ and $G_{k,m,r}(z)$, they hold that

$$\xi_{k} F_{k,m,r}(z) = (4\pi)^{1-k} \left\{ (1 - k) G_{2-k,-m,r}(z) + G_{2-k,-m,r-1}(z) \right\},$$

$$\xi_{k} G_{k,m,r}(z) = (4\pi)^{1-k} F_{2-k,-m,r-1}(z),$$

$$\Delta_{k} F_{k,m,r}(z) = (k - 1) F_{k,m,r-1}(z) - F_{k,m,r-2}(z),$$

$$\Delta_{k} G_{k,m,r}(z) = (1 - k) G_{k,m,r-1}(z) - G_{k,m,r-2}(z).$$

Here, we put $F_{k,m,r}(z) = G_{k,m,r}(z) = 0$ for any $r < 0$.

By Theorem 1.3, for example we obtain the following “Maass sequences”:

$$\ldots \xrightarrow{\xi^{-10}} (4\pi)^{11} G_{12,1,1}(z) \xrightarrow{\xi^{12}} F_{-10,-1,0}(z) \xrightarrow{\xi^{-10}} 11(4\pi)^{11} G_{12,1,0}(z) \xrightarrow{\xi^{12}} 0.$$  

$$\ldots \xrightarrow{\xi^{0}} 4\pi G_{2,1,2}(z) \xrightarrow{\xi^{2}} F_{0,-1,1}(z) \xrightarrow{\xi^{0}} 4\pi G_{2,1,1}(z) \xrightarrow{\xi^{2}} F_{0,-1,0}(z) \xrightarrow{\xi^{0}} 0.$$  

Here, we use the fact that $G_{2,m,0}(z)$ with $m > 0$ is equal to 0. Furthermore, we have the following theorem as an extension of Theorem 1.2.
Theorem 1.4 Let $r \geq 1$ be an integer. For an even integer $k \in 2\mathbb{Z}$, we define an integer $\ell_k$ by $k = 12\ell_k + k'$ where $k' \in \{0, 4, 6, 8, 10, 14\}$. For each integer $m \geq -\ell_k$, the unique weakly holomorphic modular form of the form $f_{k,m}(z) = q^{-m} + \sum_{n > \ell_k} a_k(m,n)q^n$ is given. Then \( \left\{ f_{k,m}(z) \mid m \geq -\ell_k \right\} \) is a basis of $H^{1/2}_k$. Moreover,

1. For an even integer $k \leq 0$,
   \( \left\{ F_{k,m,r-1}(z) \mid m > \ell_k \right\} \) is a basis for $H^{r,1}_k/H^{r-1/2,1}_k$.
   \( \left\{ \tilde{F}_{k,m,r-1}(z) \mid m \leq \ell_k \right\} \) is a basis for $H^{r-1/2,1}_k/H^{r-1,1}_k$.

2. For an even integer $k \geq 2$,
   \( \left\{ G_{k,m,r}(z) \mid m > \ell_k \right\} \) is a basis for $H^{r,1}_k/H^{r-1/2,1}_k$.
   \( \left\{ G_{k,m,r}(z) \mid m \leq \ell_k \right\} \) is a basis for $H^{r-1/2,1}_k/H^{r-1,1}_k$.

Here, we put

\[
\tilde{F}_{k,m,r-1}(z) := \left| m \right|^{-\frac{k}{2}} F_{k,m,r-1}(z) + \sum_{\ell_k < n \leq 0} a_k(-m,n)\left| n \right|^{-\frac{k}{2}} F_{n,r-1}(z),
\]

\[
G_{k,m,r}(z) := m^{\frac{k}{2}-1} G_{k,m,r}(z) - \sum_{0 < n \leq \ell_k} a_k(-n,m)n^{\frac{k}{2}-1} G_{n,r}(z).
\]

In addition, we put $F_{k,0,r}(z) := F_{k,r}(z)$, $G_{k,0,r}(z) := G_{k,r}(z)$, $\tilde{F}_{0,0,r-1}(z) := F_{0,0,r-1}(z)$, and $\tilde{G}_{2,0,r}(z) := G_{2,0,r}(z)$.

Remark It is known that $G_{12,1,0}(z)$ is equal to the discriminant function $\Delta(z)$ up to a constant multiple, and $F_{0,-1,0}(z) = j(z) - 720$, the elliptic modular $j$-function whose constant term is equal to 24. The functions $f_{k,m}(z)$ in Theorem 1.4 are called the Duke–Jenkins basis, for more details, see Sect. 4.

Remark In the special case of $r = 1$ and $k = 2$, a basis for $H^{1,1}_2$ was constructed by Duke–Imamoğlu–Tóth [11]. More recently, for general $k \in \frac{1}{2}\mathbb{Z}$, Jeon–Kang–Kim [16] obtained a basis for $H^{1,1}_k$, and the author [20] generalized their works to $H^{r,1}_k$ for any $k, r \in \frac{1}{2}\mathbb{Z}$.

As a corollary of Theorems 1.3 and 1.4, we obtain the following statement.

Corollary 1.5 For an even integer $k \in 2\mathbb{Z}$ and any $r \in \frac{1}{2}\mathbb{Z}$, the map

\[
\xi_k : H^{r,1}_k \rightarrow H^{r-1/2,1}_{2-k}
\]

is surjective.

Historically speaking, Duke–Imamoğlu–Tóth [10] constructed an example of polyharmonic Maass form of depth 3/2 whose Fourier coefficients encode real quadratic class numbers. After that Bringmann–Diamantis–Raum [4] introduced general sesquiharmonic Maass forms (“sesqui” means depth 3/2) to study the non-critical values
of $L$-functions. (Poly-)Harmonic Maass forms have played important roles in the number theory. Bruinier–Ono [8], and more generally Alfes–Griffin–Ono–Rolen [1] established the connection between the central values $L(E_D, 1)$, $L'(E_D, 1)$ and the theory of harmonic Maass forms, where $L(E_D, s)$ is the Hasse–Weil $L$-function of the quadratic twist elliptic curve $E_D$. More precisely, they gave the canonical harmonic Maass forms which encode the vanishing or non-vanishing of $L(E_D, 1)$ and $L'(E_D, 1)$. Other studies on polyharmonic Maass forms are given by Bruinier–Funke–Imamoğlu [7] and Ahlgren–Andersen–Samart [2].

Section 2 consists of basic properties of Whittaker functions and known results on polyharmonic Maass forms. In this section, we give the Fourier–Whittaker expansion of polyharmonic weak Maass forms. In Sect. 3, we review the Maass–Poincaré series based on Duke–Imamoğlu–Tóth [11]. For the special case of depth 1/2, that is, weakly holomorphic modular forms, Duke–Jenkins [9] constructed a basis for the space of such forms. We recall their results in Sect. 4, and reveal the connection between their basis $f_{k,m}(z)$ and our polyharmonic weak Maass forms $F_{k,m,r}(z)$ and $G_{k,m,r}(z)$. After that, in Sects. 5 and 6, we give proofs of Theorems 1.3 and 1.4, respectively. Finally in Sect. 7, we show some examples of known polyharmonic weak Maass forms.

2 Polyharmonic weak Maass forms and Whittaker functions

In this section, we review the basic definitions and properties of Whittaker functions, and give the Fourier–Whittaker expansion of polyharmonic weak Maass forms.

2.1 The Whittaker differential equation

For given parameters $\mu, \nu \in \mathbb{C}$, the Whittaker differential equation [13, (9.220)], [19, (7.1.1)] is defined by

$$D_{\mu, \nu}w(z) := \frac{d^2 w}{dz^2} + \left( -\frac{1}{4} + \frac{\mu}{z} + \frac{1 - 4\nu^2}{4z^2} \right) w = 0. \quad (2.1)$$

The standard solutions to this differential equation are given the Whittaker functions $M_{\mu, \nu}(z)$ and $W_{\mu, \nu}(z)$. For parameters $\mu, \nu$ with $\text{Re}(\nu \pm \mu + 1/2) > 0$ and $y > 0$, these Whittaker functions have integral representations [19, (7.4.1), (7.4.2)];

$$M_{\mu, \nu}(y) = y^{\nu + \frac{1}{2}} e^{\frac{y}{2}} \frac{\Gamma(1 + 2\nu)}{\Gamma(\nu + \mu + \frac{1}{2}) \Gamma(\nu - \mu + \frac{1}{2})} \int_0^1 t^{\nu + \mu - \frac{1}{2}} (1 - t)^{\nu - \mu - \frac{1}{2}} e^{-yt} dt,$$

$$W_{\mu, \nu}(y) = y^{\nu + \frac{1}{2}} e^{\frac{y}{2}} \frac{1}{\Gamma(\nu - \mu + \frac{1}{2})} \int_1^\infty t^{\nu + \mu - \frac{1}{2}} (t - 1)^{\nu - \mu - \frac{1}{2}} e^{-yt} dt.$$
Then from these integral representations, we can obtain their asymptotic behaviors as $y \to \infty$ (see [11], [19, (7.6.1)];

\[
M_{\mu,\nu}(y) \sim \frac{\Gamma(1 + 2\nu)}{\Gamma(v - \mu + \frac{1}{2})} y^{-\mu} e^{\frac{y}{2}} \text{ and } W_{\mu,\nu}(y) \sim y^{\mu} e^{-\frac{y}{2}}.
\]

(2.2)

However, since the Wronskian between $M_{\mu,\nu}(z)$ and $W_{\mu,\nu}(z)$ is given by [19, (7.1.2)]

\[
\mathcal{W}(M_{\mu,\nu}(z), W_{\mu,\nu}(z)) = -\frac{\Gamma(2\nu + 1)}{\Gamma(v - \mu + \frac{1}{2})},
\]

$M_{\mu,\nu}(z)$ and $W_{\mu,\nu}(z)$ are linearly dependent if the right-hand side vanishes. On the other hand, the function $W_{-\mu,\nu}(ze^{\pi i})$ is also a solution of (2.1), and the Wronskian is given by [19, (7.1.2)]

\[
\mathcal{W}(W_{\mu,\nu}(z), W_{-\mu,\nu}(ze^{\pi i})) = e^{-\pi i \mu}.
\]

Then we can take $W_{\mu,\nu}(z)$ and $W_{-\mu,\nu}(ze^{\pi i})$ as linearly independent solutions to (2.1). According to the paper [3], we put $M_{\mu,\nu}^+(y) := W_{-\mu,\nu}(ze^{\pi i})$. By [13, (9.233)], we see

\[
M_{\mu,\nu}(y) = \frac{\Gamma(1 + 2\nu)}{\Gamma(v - \mu + \frac{1}{2})} e^{\pi i \mu} M_{\mu,\nu}^+(y) + \frac{\Gamma(1 + 2\nu)}{\Gamma(v + \mu + \frac{1}{2})} e^{-\pi i (v - \mu + \frac{1}{2})} W_{\mu,\nu}(y),
\]

(2.3)

for $2\nu \not\in \mathbb{Z}_{<0}$ and $y > 0$.

### 2.2 The Fourier–Whittaker expansion

As we mentioned in Sect. 1, a polyharmonic weak Maass form $f$ of weight $k \in 2\mathbb{Z}$ and depth $r \in \mathbb{Z}_{\geq 1}$ is defined by the following conditions:

1. For any $\gamma = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{SL}_2(\mathbb{Z})$,

\[
f \left( \frac{az + b}{cz + d} \right) = (cz + d)^k f(z).
\]

2. $f(z)$ is smooth, and satisfies

\[
\Delta_k^r f(z) = 0.
\]

3. There exists an $\alpha \in \mathbb{R}$ such that $f(x + iy) = O(e^{\alpha y})$ as $y \to \infty$, uniformly in $x \in \mathbb{R}$. 
We now explain the Fourier–Whittaker expansion of \( f(z) \in H_k^{r,1} \). The key point is that the operator \( \frac{\partial}{\partial y} \) commutes with \( \Delta_k \). In order to obtain our goal, we recall the functions \( u_{k,n}^{[j],\pm} (y) \) defined by

\[
\begin{align*}
    u_{k,n}^{[j],-} (y) &:= y^{-\frac{k}{2}} \frac{\partial^j}{\partial s^j} W_{sgn(n) \frac{k}{2}, s-\frac{1}{2}} (4\pi |n|y) \bigg|_{s=\frac{k}{2}}, \\
    u_{k,n}^{[j],+} (y) &:= y^{-\frac{k}{2}} \frac{\partial^j}{\partial s^j} \mathcal{M}_{sgn(n) \frac{k}{2}, s-\frac{1}{2}} (4\pi |n|y) \bigg|_{s=\frac{k}{2}}
\end{align*}
\]

for \( n \in \mathbb{Z}_{\neq 0} \), and for \( n = 0 \) we put

\[
\begin{align*}
    u_{k,0}^{[j],-} (y) &:= \frac{\partial^j}{\partial s^j} y^{1-\frac{k}{2} - s} \bigg|_{s=\frac{k}{2}} = (-1)^j (\log y)^j y^{1-k}, \\
    u_{k,0}^{[j],+} (y) &:= \frac{\partial^j}{\partial s^j} y^{s-\frac{k}{2}} \bigg|_{s=\frac{k}{2}} = (\log y)^j.
\end{align*}
\]

These functions are the special cases \( u_{k,n}^{[j],\pm} (y; 0) \) of the functions introduced in [3, (3.4), (3.5)]. As a remark, it is known that [11, (2.11), (2.12)], [19, (7.2.4)]

\[
\begin{align*}
    u_{k,n}^{[0],-} (y) e^{2\pi inx} &= y^{-\frac{k}{2}} W_{sgn(n) \frac{k}{2}, \frac{k-1}{2}} (4\pi |n|y) e^{2\pi inx} \\
    &= \begin{cases} 
        (4\pi n)^{\frac{k}{2}} q^n & \text{if } n > 0, \\
        (4\pi |n|)^{\frac{k}{2}} \Gamma(1 - k, 4\pi |n|y) q^n & \text{if } n < 0,
    \end{cases}
\end{align*}
\]

\[
\begin{align*}
    u_{k,n}^{[0],+} (y) e^{2\pi inx} &= y^{-\frac{k}{2}} \mathcal{M}_{-\frac{k}{2}, \frac{k-1}{2}} (4\pi |n|y) e^{2\pi inx} \\
    &= (4\pi n)^{\frac{k}{2}} q^n,
\end{align*}
\]

where \( \Gamma(s, y) := \int_y^\infty e^{-t} t^{s-1} dt \) is the incomplete Gamma function. By [3, Corollary A.2], the set

\[
\begin{align*}
\left\{ u_{k,n}^{[j],-} (y) \mid 0 \leq j \leq r \right\} \cup \left\{ u_{k,n}^{[j],+} (y) \mid 0 \leq j \leq r \right\}
\end{align*}
\]

is linearly independent for each integer \( r \). Then by the conditions (1) and (2), a polyharmonic weak Maass form has the following Fourier–Whittaker expansion form:

**Proposition 2.1** [3, Section 3] Let \( f(z) \in H_k^{r,1} \) for \( k \in 2\mathbb{Z} \) and \( r \in \mathbb{Z}_{\geq 1} \). Then the Fourier–Whittaker expansion of \( f(z) \) is given by

\[
f(z) = \sum_{n=-\infty}^{\infty} \sum_{j=0}^{r-1} \left( c_{n,j}^- u_{k,n}^{[j],-} (y) e^{2\pi inx} + c_{n,j}^+ u_{k,n}^{[j],+} (y) e^{2\pi inx} \right).
\]
where \( c_{n,j}^\pm \in \mathbb{C} \).

Furthermore by Corollary A.3 in [3], for \( n \neq 0 \), \( u_{k,n}^{[j]_-} (y) \) decays exponentially as \( y \to \infty \), while \( u_{k,n}^{[j]_+} (y) \) grows exponentially as \( y \to \infty \). Combining with the condition (3), we see that the Fourier–Whittaker coefficients \( c_{n,j}^+ \) are 0 for almost all indices \((n, j)\). If all coefficients \( c_{n,j}^+ \) are 0 for \( n \neq 0 \), then \( f \in H_k^0 \).

### 2.3 The action of \( \xi \)-operator

First, we recall some basic properties of the Maass-type differential operator \( \xi_k \). For a \( C^\infty \)-function \( f : \mathcal{H} \to \mathbb{C} \), any \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \) and integer \( k \), it can be easily checked that

\[
\xi_k \left( (cz + d)^{-k} f(\gamma z) \right) = (cz + d)^{k-2} (\xi_k f)(\gamma z).
\]  

(2.4)

Thus we obtain the most important property, if \( f(z) \) is a modular form of weight \( k \), then \( \xi_k f \) is of weight \( 2-k \). Moreover, \( \xi_k f = 0 \) if and only if \( f \) is holomorphic. Since a harmonic Maass form is characterized by \( \Delta k f = -\xi_{2-k} \circ \xi_k f = 0 \), we see that \( \xi_k \) maps \( H_k^{1,1} \) to \( H_{2-k}^{1,1} = M_{2-k} \) with kernel \( M_k^1 \). Here we denote by \( M_k^1 \) the space of weakly holomorphic modular forms of weight \( k \).

For general \( H_k^{r,1} \) terms, we show the following Lemma.

**Lemma 2.2** Under the above notations, we have

\[
\xi_k \left( u_{k,n}^{[j],-} (y) e^{2\pi i n x} \right) = \begin{cases} 
 j(1-k)u_{2-k,-n}^{[j-1],-} (y) e^{-2\pi i n x} - j(j-1)u_{2-k,-n}^{[j-2],-} (y) e^{-2\pi i n x} & \text{if } n > 0, \\
 -u_{2-k,-n}^{[j],-} (y) e^{-2\pi i n x} & \text{if } n < 0,
\end{cases}
\]

\[
\xi_k \left( u_{k,n}^{[j],+} (y) e^{2\pi i n x} \right) = \begin{cases} 
 -u_{2-k,-n}^{[j],+} (y) e^{-2\pi i n x} & \text{if } n > 0, \\
 j(1-k)u_{2-k,-n}^{[j-1],+} (y) e^{-2\pi i n x} - j(j-1)u_{2-k,-n}^{[j-2],+} (y) e^{-2\pi i n x} & \text{if } n < 0,
\end{cases}
\]

\[
\xi_k (u_{k,0}^{[j],-} (y)) = (-1)^j \left( j u_{2-k,0}^{[j-1],+} (y) + (1-k) u_{2-k,0}^{[j],+} (y) \right),
\]

\[
\xi_k (u_{k,0}^{[j],+} (y)) = (-1)^{j-1} j u_{2-k,0}^{[j-1],-} (y),
\]

where we put \( u_{k,n}^{[j],\pm} (y) = 0 \) for any \( j < 0 \).

**Proof** By the commutativity \( \xi_k \frac{\partial}{\partial s} = \frac{\partial}{\partial s} \xi_k \), we have

\[
\xi_k \left( u_{k,n}^{[j],-} (y) e^{2\pi i n x} \right) = \xi_k \left( y^{-\frac{k}{2}} \frac{\partial}{\partial s} W_{\text{sgn}(n), \frac{\xi}{2} + \frac{j}{2}} (4\pi |n| y) \right) \bigg|_{s = \frac{\xi}{2}} e^{2\pi i n x}.
\]
Polyharmonic weak Maass forms of higher depth for $\text{SL}_2(\mathbb{Z})$ 

$\frac{\partial^j}{\partial \bar{s}^j} \xi_k \left( y^{-\frac{k}{2}} e^{2\pi n y W_{\text{sgn}(n)^2, s-\frac{1}{2}} (4\pi |n| y) e^{2\pi i n x - 2\pi n y}} \right) \bigg|_{\bar{s} = \frac{k}{2}}.$

For $n > 0,$

$$\xi_k \left( y^{-\frac{k}{2}} e^{2\pi n y W_{\bar{s}^{k}, s-\frac{1}{2}} (4\pi n y) e^{2\pi i n x - 2\pi n y}} \right)$$

$$= iy^k \left( \frac{\partial}{\partial x} + i \frac{\partial}{\partial y} \right) \left( y^{-\frac{k}{2}} e^{2\pi n y W_{\bar{s}^{k}, s-\frac{1}{2}} (4\pi n y) e^{2\pi i n z}} \right)$$

$$= (4\pi n)^{\frac{k}{2}} y^k \left( 4\pi n y \right)^{-\frac{k}{2}} e^{2\pi n y W_{\bar{s}^{k}-1, s-\frac{1}{2}} (4\pi n y)} e^{-2\pi i n \bar{z}}.$$

By the formula [19, (7.2.1)],

$$\frac{d}{dz} \left( z^{-\mu} e^{\frac{1}{2} z} W_{\mu, \nu}(z) \right) = \left( \frac{1}{2} + \nu - \mu \right) \left( \frac{1}{2} - \nu - \mu \right) z^{-\mu-1} e^{\frac{1}{2} z} W_{\mu+1, \nu}(z),$$

it holds that

$$\frac{\partial}{\partial y} \left( 4\pi n y \right)^{-\frac{k}{2}} e^{2\pi n y W_{\bar{s}^{k}, s-\frac{1}{2}} (4\pi n y)}$$

$$= \frac{1}{y} \left( s - \frac{k}{2} \right) \left( 1 - \frac{k}{2} - s \right) e^{2\pi n y (4\pi n y)^{-\frac{k}{2}} W_{\bar{s}^{k}-1, s-\frac{1}{2}} (4\pi n y)},$$

that is, we obtain

$$\xi_k \left( y^{-\frac{k}{2}} W_{\bar{s}^{k}, s-\frac{1}{2}} (4\pi n y) e^{2\pi i n x} \right)$$

$$= y^{k-1} \left( \bar{s} - \frac{k}{2} \right) \left( 1 - \frac{k}{2} - \bar{s} \right) W_{\bar{s}^{k}-1, \bar{s}-\frac{1}{2}} (4\pi n y) e^{-2\pi i n x}.$$

For the case of $n < 0,$

$$\xi_k \left( y^{-\frac{k}{2}} W_{\bar{s}^{k}, s-\frac{1}{2}} (-4\pi n y) e^{2\pi i n x} \right) = y^{k} \frac{\partial}{\partial y} \left( y^{-\frac{k}{2}} e^{2\pi n y W_{\bar{s}^{k}, s-\frac{1}{2}} (-4\pi n y)} \right) e^{-2\pi i n \bar{z}}.$$

By using [19, (7.2.1)],

$$\frac{d}{dz} \left( z^\mu e^{-\frac{1}{2} z} W_{\mu, \nu}(z) \right) = -z^{\mu-1} e^{-\frac{1}{2} z} W_{\mu+1, \nu}(z),$$

similarly we have
monic weak Maass forms, that is,

\[
\xi_k \left( u_{k,n}^{[j],+}(y)e^{2\pi i ny} \right) = \begin{cases} \\
\frac{\partial^j}{\partial \bar{s}^j} \left( \left( \frac{s}{2} - k \right) \left( 1 - k - \bar{s} \right) y^{-2-k} W_{\frac{s}{2}, \frac{1}{2} - \frac{1}{2}\bar{s}} (4\pi ny)e^{-2\pi iny} \right) \bigg|_{\bar{s}=\frac{k}{2}} \quad \text{if } n > 0, \\
\frac{\partial^j}{\partial \bar{s}^j} \left( -y^{-2-k} W_{\frac{s}{2}, \frac{1}{2} - \frac{1}{2}\bar{s}} (4\pi |n|y)e^{-2\pi iny} \right) \bigg|_{\bar{s}=\frac{k}{2}} \quad \text{if } n < 0.
\end{cases}
\]

If \( n > 0 \), then

\[
\xi_k \left( u_{k,n}^{[j],-}(y)e^{2\pi i ny} \right) = \left( j \left( 1 - k - \bar{s} \right) \frac{\partial^{j-1}}{\partial \bar{s}^{j-1}} \left( y^{-2-k} W_{\frac{s}{2}, \frac{1}{2} - \frac{1}{2}\bar{s}} (4\pi ny)e^{-2\pi iny} \right) \right) \bigg|_{\bar{s}=\frac{k}{2}}
\]

\[
= j(1-k)u_{2-k,-n}^{[j-1],-}(y)e^{-2\pi iny} - j(j-1)u_{2-k,-n}^{[j-2],-}(y)e^{-2\pi iny}.
\]

If \( n < 0 \), we have

\[
\xi_k(u_{k,n}^{[j],-}(y)e^{2\pi iny}) = -u_{2-k,-n}^{[j],-}(y)e^{-2\pi iny}.
\]

For the case of \( u_{k,n}^{[j],+}(y) \), we can calculate them by using

\[
\frac{d}{dz} \left( z^{-\mu} e^{\frac{1}{2}z} \mathcal{M}_{\mu,v}^+(z) \right) = -z^{-\mu-1} e^{\frac{1}{2}z} \mathcal{M}_{\mu-1,v}^+(z),
\]

\[
\frac{d}{dz} \left( z^\mu e^{-\frac{1}{2}z} \mathcal{M}_{\mu,v}^+(z) \right) = \left( \frac{1}{2} + v + \mu \right) \left( \frac{1}{2} - v + \mu \right) z^{\mu-1} e^{-\frac{1}{2}z} \mathcal{M}_{\mu+1,v}^+(z).
\]

For the remaining cases, we can get them by direct calculations. \( \square \)

Combining Proposition 2.1 and Lemma 2.2, we obtain

**Proposition 2.3** The \( \xi_k \) operator sends polyharmonic weak Maass forms to polyharmonic weak Maass forms, that is,

\[
\xi_k(H_r^{k,1}) \subset H_{2-k}^{r-1/2,1} \quad \text{and} \quad \Delta_k(H_r^{k,1}) \subset H_k^{r-1,1}.
\]

In particular for a function \( f \in H_r^{k,1} \) with an integer \( r \), if \( c_{n,r-1}^- = 0 \) for all \( n \leq 0 \) and \( c_{n,r-1}^+ = 0 \) for all \( n > 0 \) in Proposition 2.1, then it strictly holds

\[
f \in H_k^{r-1/2,1} \quad (2.5)
\]

and the space of polyharmonic weak Maass forms of depth \( r - 1/2 \) consists of such forms.
Remark For the proof of this proposition, the \( \xi \)-operator is applied to the infinite Fourier–Whittaker expansion of Proposition 2.1. This is guaranteed as follows: We consider the Fourier expansion of the form \( f(z) = \sum_{n \in \mathbb{Z}} a(n, y)e^{2\pi inx} \). Since a polyharmonic weak Maass form \( f(z) \) is smooth, by the general theory of Fourier expansion, its termwise derivatives in \( x \) is valid. As for its termwise derivatives in \( y \), by the definition of the Fourier coefficients, we have

\[
\frac{\partial}{\partial y} a(n, y) = \int_0^1 \frac{\partial f(x + iy)}{\partial y} e^{-2\pi inx} dx,
\]

that is, \( \frac{\partial}{\partial y} a(n, y) \) is the \( n \)-th Fourier coefficient of \( \frac{\partial}{\partial y} f(x + iy) \).

3 Maass–Poincaré series

In this section, we consider the Maass–Poincaré series as a generalization of Niebur’s Poincaré series [21], and compute its Taylor expansion with respect to \( s \). Let \( \Gamma = \text{SL}_2(\mathbb{Z}) \). For an even integer \( k \) and nonzero integer \( m \), let

\[
\phi_{k, m}(z, s) := (4\pi y)^{-\frac{k}{2}} M_{\text{sgn}(m)\frac{k}{2}, s - \frac{1}{2}} (4\pi |m|y) e^{2\pi imx}
\]

and define the corresponding Poincaré series

\[
P_{k, m}(z, s) := \sum_{\gamma \in \Gamma \backslash \Gamma} \phi_{k, m}(z, s)|_{k \gamma}.
\]

This series converges for \( \text{Re}(s) > 1 \). We call \( P_{k, m}(z, s) \) the Maass–Poincaré series of weight \( k \) and index \( m \).

Lemma 3.1 For a nonzero integer \( m \), we have

\[
\xi_k \phi_{k, m}(z, s) = (4\pi)^{1-k} \left( \frac{s}{2} - \frac{k}{2} \right) \phi_{2-k, -m}(z, s).
\]

Proof By [19, (7.2.1)], they hold that

\[
\frac{d}{dz} \left( z^{-\mu} e^{\frac{s}{2} M_{\mu, \nu}(z)} \right) = \left( \frac{1}{2} + \nu - \mu \right) z^{-\mu-1} e^{\frac{s}{2} M_{\mu-1, \nu}(z)},
\]

\[
\frac{d}{dz} \left( z^{\mu} e^{-\frac{s}{2} M_{\mu, \nu}(z)} \right) = \left( \frac{1}{2} + \nu + \mu \right) z^{\mu-1} e^{-\frac{s}{2} M_{\mu+1, \nu}(z)}.
\]

Applying these formulas to \( \xi_k \phi_{k, m}(z, s) \), then we have
\[ \xi_k \phi_{k,m}(z, s) = iy^k \left( \frac{\partial}{\partial x} + i \frac{\partial}{\partial y} \right) |m|^{\frac{k}{2}} (4\pi |m|y)^{-\frac{k}{2}} e^{2\pi my} M_{\text{sgn}(m)} \frac{k}{2}, s - \frac{1}{2} (4\pi |m|y)e^{2\pi imz} \]
\[ = y^k |m|^{\frac{k}{2}} \frac{\partial}{\partial y} \left( (4\pi |m|y)^{-\frac{k}{2}} e^{2\pi my} M_{\text{sgn}(m)} \frac{k}{2}, s - \frac{1}{2} (4\pi |m|y) \right) e^{-2\pi imz} \]
\[ = (4\pi)^{1-k} \left( \bar{s} - \frac{k}{2} \right) (4\pi y)^{\frac{k}{2}-1} M_{\text{sgn}(-m)} \frac{k}{2}, \bar{s} - \frac{1}{2} (4\pi |m|y)e^{-2\pi imx} \]
\[ = (4\pi)^{1-k} \left( \bar{s} - \frac{k}{2} \right) \phi_{2-k, -m}(z, \bar{s}). \]

\( \square \)

From (2.4) and Lemma 3.1, for a nonzero integer \( m \), we see that
\[ \xi_k P_{k,m}(z, s) = (4\pi)^{1-k} \left( \bar{s} - \frac{k}{2} \right) P_{2-k, -m}(z, \bar{s}), \] (3.1)
and
\[ \Delta_k P_{k,m}(z, s) = -\xi_{2-k} \circ \xi_k P_{k,m}(z, s) = \left( s - \frac{k}{2} \right) \left( 1 - \frac{k}{2} - s \right) P_{k,m}(z, s). \] (3.2)

Thus \( P_{k,m}(z, s) \) is harmonic at \( s = k/2, 1 - k/2 \). Substituting \( s = k/2 \) if \( k > 2 \), or \( s = 1 - k/2 \) if \( k < 0 \), we immediately obtain harmonic forms. In the cases of \( k = 0 \) and \( 2 \), Duke–Imamoğlu–Tóth [11] gave the analytic continuation for \( P_{k,m}(z, s) \) to \( s = 1 \). Thus we can include the cases of \( k = 0, 2 \).

**Remark** For the real analytic Eisenstein series \( E_k(z, s) \), they hold that
\[ \xi_k E_k(z, s) = \bar{s} E_{2-k}(z, \bar{s} + k - 1), \]
\[ \Delta_k E_k(z, s) = s (1 - k - s) E_k(z, s). \]

By using Kohnen’s approach [17], we can compute the Fourier expansion of \( P_{k,m}(z, s) \) expressed in terms of the Kloosterman sums and Bessel functions. Further details are explained in [14, Section 3].

**Proposition 3.2** (This form is found in [11, Proposition 2]) For an even integer \( k \) and a nonzero integer \( m \), the Maass–Poincaré series \( P_{k,m}(z, s) \) has the following Fourier expansion form:
\[ P_{k,m}(z, s) = (4\pi y)^{-\frac{k}{2}} M_{\text{sgn}(m)} \frac{k}{2}, s - \frac{1}{2} (4\pi |m|y)e^{2\pi imx} \]
\[ + g_{k,m,0}(s) L_{m,0}(s) (-4\pi y)^{-\frac{k}{2}} y^{1-s} \]
\[ + \sum_{n \neq 0} g_{k,m,n}(s) L_{m,n}(s) (-4\pi y)^{-\frac{k}{2}} W_{\text{sgn}(n)} \frac{k}{2}, s - \frac{1}{2} (4\pi |n|y)e^{2\pi inx}, \]
where

\[ g_{k,m,n}(s) := \Gamma(2s) \times \begin{cases} \frac{2\pi \sqrt{|m/n|}}{\Gamma(s + \text{sgn}(n)k/2)} & \text{if } n \neq 0, \\ \frac{4\pi^{1+s}|m|^s}{(2s-1)\Gamma(s+k/2)\Gamma(s-k/2)} & \text{if } n = 0, \end{cases} \]

and

\[ L_{m,n}(s) := \begin{cases} \sum_{c=1}^{\infty} \frac{K(m,n,c)}{c} J_{2s-1} \left( \frac{4\pi \sqrt{|mn|}}{c} \right) & \text{if } nm > 0, \\ \sum_{c=1}^{\infty} \frac{K(m,0,c)}{c^{2s}} & \text{if } n = 0, \\ \sum_{c=1}^{\infty} \frac{K(m,n,c)}{c} I_{2s-1} \left( \frac{4\pi \sqrt{|mn|}}{c} \right) & \text{if } nm < 0, \end{cases} \]

where \( I_s(x) \) and \( J_s(x) \) are two types of Bessel functions, and \( K(m,n,c) \) is the Kloosterman sum

\[ K(m,n,c) := \sum_{d(c)^*} e^{2\pi i \frac{ma+nd}{c}}. \]

### 4 Duke–Jenkins basis

Duke–Jenkins [9] constructed a basis for the space \( H_{1/2}^{k} = M_k^{1} \) of weakly holomorphic modular forms. For an even integer \( k \in 2\mathbb{Z} \), we define an integer \( \ell_k \) by \( k = 12\ell_k + k' \) where \( k' \in \{0, 4, 6, 8, 10, 14\} \). For each integer \( m \geq -\ell_k \), there exists the unique weakly holomorphic modular form \( f_{k,m}(z) \) with the Fourier expansion of the form

\[ f_{k,m}(z) = q^{-m} + \sum_{n \geq \ell_k} a_k(m,n)q^n. \]

Then they showed the set \( \{ f_{k,m}(z) \mid m \geq -\ell_k \} \) is a basis of \( M_k^{1} \). In the case of \( k = 0 \), the first few of the basis are given by

\[ f_{0,0}(z) = 1, \]
\[ f_{0,1}(z) = j(z) - 744 = q^{-1} + 196884q + 21493760q^2 + \cdots, \]
\[ f_{0,2}(z) = j(z)^2 - 1488j(z) + 159768 = q^{-2} + 42987520q + 4049190936q^2 + \cdots. \]
For a general weight \( k \), we put \( f_k(z) = \Delta(z)^{\ell_k} E_k'(z) \), where \( E_0(z) := 1 \). Then the functions \( f_{k,m}(z) \) are characterized by the following generating function:

\[
\sum_{m \geq -\ell_k} f_{k,m}(\tau) q^m = \frac{f_k(\tau) f_{2-k}(z)}{j(z) - j(\tau)},
\]

see [9, Theorem 2]. Hence, it follows that

\[
a_k(m, n) = -a_{2-k}(n, m).
\] (4.1)

We describe these basis functions \( f_{k,m}(z) \) in terms of our functions \( F_{k,m,r}(z) \) and \( G_{k,m,r}(z) \). Combining the Fourier expansion form in Proposition 3.2 and (2.3), we have

\[
P_{k,m}(z, s) = (-4\pi y)^{-\frac{k}{2}} \left( \frac{\Gamma(2s)}{\Gamma(s + \text{sgn}(m)k/2)} e^{-s\pi i} W_{\text{sgn}(m)\frac{k}{2} - \frac{1}{2}, s - \frac{1}{2}}(4\pi |m| y) \right) e^{2\pi imx}
\]

\[
+ \frac{\Gamma(2s)}{\Gamma(s - \text{sgn}(m)k/2)} \mathcal{M}_{\text{sgn}(m)\frac{k}{2} - \frac{1}{2}}^{+}(4\pi |m| y) e^{2\pi imx}
\]

\[
+ g_{k,m,0}(s) L_{m,0}(s)(-4\pi y)^{-\frac{k}{2}} y^{1-s} + \sum_{n \neq 0} g_{k,m,n}(s) L_{m,n}(s)(-4\pi y)^{-\frac{k}{2}} W_{\text{sgn}(n)\frac{k}{2} - \frac{1}{2}}(4\pi |n| y) e^{2\pi imx}.
\]

For a nonzero integer \( m \), the Taylor coefficients \( F_{k,m,r}(z) \) and \( G_{k,m,r}(z) \) are given by

\[
F_{k,m,r}(z) = \left. \frac{1}{r!} \frac{\partial^r}{\partial s^r} P_{k,m}(z, s) \right|_{s = 1 - \frac{k}{2}} \quad \text{for } k \leq 0,
\]

\[
G_{k,m,r}(z) = \left. \frac{1}{r!} \frac{\partial^r}{\partial s^r} P_{k,m}(z, s) \right|_{s = \frac{k}{2}} \quad \text{for } k \geq 2.
\]

As remarks, first for \( k = 0, 2 \), this Fourier expansion form gives the analytic continuation of \( P_{k,m}(z, s) \) to \( s = 1 \), that is, its termwise derivatives in \( s \) are valid, (see [11, Section 3.2]). Secondary, for a nonzero integer \( m \), this Poincaré series \( P_{k,m}(z, s) \) has no pole at \( s = k/2 \) for \( k \geq 2 \), and \( s = 1 - k/2 \) for \( k \leq 0 \). Then we have the Fourier–Whittaker expansion forms of \( F_{k,m,r}(z) \) and \( G_{k,m,r}(z) \),

\[\text{Springer}\]
\[ r!( -4\pi )^{k} F_{k,m,r}(z) \]
\[ = \sum_{j=0}^{r} (-1)^{j} \left( \begin{array}{c} r \\ j \end{array} \right) \frac{\partial^{r-j}}{\partial s^{r-j}} \left( \frac{\Gamma(2s)}{\Gamma(s + \text{sgn}(m)k/2)} e^{-s\pi i} \right) \Bigg|_{s=1-k/2} u_{k,m}^{[j],-}(y) e^{2\pi i mx} \]
\[ + \sum_{j=0}^{r} (-1)^{j} \left( \begin{array}{c} r \\ j \end{array} \right) \frac{\partial^{r-j}}{\partial s^{r-j}} \left( \frac{\Gamma(2s)}{\Gamma(s - \text{sgn}(m)k/2)} \right) \Bigg|_{s=1-k/2} u_{k,m}^{[j],+}(y) e^{2\pi i mx} \]
\[ + \sum_{j=0}^{r} (-1)^{j} \left( \begin{array}{c} r \\ j \end{array} \right) \frac{\partial^{r-j}}{\partial s^{r-j}} \left( g_{k,m,0}(s)L_{m,0}(s) \right) \Bigg|_{s=1-k/2} u_{k,0}^{[j],+}(y) \]
\[ + \sum_{j=0}^{r} \sum_{n \neq 0} (-1)^{j} \left( \begin{array}{c} r \\ j \end{array} \right) \frac{\partial^{r-j}}{\partial s^{r-j}} \left( g_{k,m,n}(s)L_{m,n}(s) \right) \Bigg|_{s=1-k/2} u_{k,n}^{[j],-}(y) e^{2\pi i nx}, \] (4.2)

and

\[ r!( -4\pi )^{k} G_{k,m,r}(z) \]
\[ = \sum_{j=0}^{r} \left( \begin{array}{c} r \\ j \end{array} \right) \frac{\partial^{r-j}}{\partial s^{r-j}} \left( \frac{\Gamma(2s)}{\Gamma(s + \text{sgn}(m)k/2)} e^{-s\pi i} \right) \Bigg|_{s=1-k/2} u_{k,m}^{[j],-}(y) e^{2\pi i mx} \]
\[ + \sum_{j=0}^{r} \left( \begin{array}{c} r \\ j \end{array} \right) \frac{\partial^{r-j}}{\partial s^{r-j}} \left( \frac{\Gamma(2s)}{\Gamma(s - \text{sgn}(m)k/2)} \right) \Bigg|_{s=1-k/2} u_{k,m}^{[j],+}(y) e^{2\pi i mx} \]
\[ + \sum_{j=0}^{r} \left( \begin{array}{c} r \\ j \end{array} \right) \frac{\partial^{r-j}}{\partial s^{r-j}} \left( g_{k,m,0}(s)L_{m,0}(s) \right) \Bigg|_{s=1-k/2} u_{k,0}^{[j],-}(y) \]
\[ + \sum_{j=0}^{r} \sum_{n \neq 0} \left( \begin{array}{c} r \\ j \end{array} \right) \frac{\partial^{r-j}}{\partial s^{r-j}} \left( g_{k,m,n}(s)L_{m,n}(s) \right) \Bigg|_{s=1-k/2} u_{k,n}^{[j],-}(y) e^{2\pi i nx}, \] (4.3)

where we use the property \( \frac{\partial^{j}}{\partial v^{j}} W_{\mu,v}(z) |_{v=v_0} = (-1)^{j} \frac{\partial^{j}}{\partial v^{j}} W_{\mu,v}(z) |_{v=-v_0} \). By these Fourier–Whittaker expansion forms, we see that \( F_{k,m,r}(z), G_{k,m,r}(z) \in H_{k}^{r+1} \). In particular, since \( G_{k,m,r}(z) \) satisfies the conditions for \( (2.5) \), \( G_{k,m,r}(z) \) has a half-integral depth \( r + 1/2 \).

Let \( k \leq 0 \) and \( m > 0 \). By (4.2), we immediately see that

\[ F_{k,-m,0}(z) = (1-k)!m^{\frac{k}{2}}q^{-m} \]
\[ - (1-k)m^{\frac{k}{2}}\Gamma(1-k,4\pi m)q^{-m} \]
\[ - (-4\pi^2 m)^{\frac{k}{2}} L_{m,0}(1 - \frac{k}{2}) \]
\[ + (-1)^{\frac{1}{2}} \sum_{n > 0} 2\pi (1-k)!\sqrt{m/n}L_{m,n}(1 - \frac{k}{2}) n^{\frac{k}{2}} q^{n} \]
\[ + (-1)^{\frac{1}{2}} \sum_{n < 0} 2\pi (1-k)!\sqrt{|m/n|}L_{m,n}(1 - \frac{k}{2}) |n|^{\frac{k}{2}} \Gamma(1-k,4\pi |n|y)q^{n}. \]
Comparing with Duke–Jenkins basis $f_{k,m}(z) = q^{-m} + \sum_{n>\ell_k} a_k(m,n)q^n$, for $k < 0$ and $m \geq -\ell_k > 0$, we see that

$$(1 - k)! f_{k,m}(z) = m^{-\frac{k}{2}} F_{k,-m,0}(z) + \sum_{\ell_k < n < 0} a_k(m,n)|n|^{-\frac{k}{2}} F_{k,n,0}(z)$$

is a harmonic function and bounded on the upper half plane $\mathbb{H}$. Thus this difference is a constant, that is, equal to 0. For $k = 0$ and $m > -\ell_0 = 0$, similarly we have

$$f_{0,m}(z) - F_{0,-m,0}(z) = -4\pi^2 mL_{-m,0}(1).$$

By Ramanujan [23], it is known that

$$L_{-m,0}(1) = \frac{6}{m\pi^2}\sigma_1(m). \quad (4.4)$$

Then it holds that $f_{0,m}(z) = F_{0,-m,0}(z) - 24\sigma_1(m)$. In addition, $f_{0,0}(z) = F_{0,0,0}(z) = 1$.

As for $k \geq 2$, it is known that the functions $G_{k,m,0}(z)$ with $m > 0$ span the space $S_k$ of holomorphic cusp forms. More precisely, Rhoades [24] showed the following theorem.

**Theorem 4.1** [24, Theorem 1.21] Let $k \in 2\mathbb{Z}$ with $k \geq 2$ and $\mathcal{I}$ be a finite set of positive integers. Then

$$\sum_{m \in \mathcal{I}} \alpha_m G_{k,m,0}(z) \equiv 0,$$

if and only if there exists a weakly holomorphic modular form of weight $2 - k$ with principal part at $\infty$ equal to

$$\sum_{m \in \mathcal{I}} \frac{\alpha_m}{mk/2-1} q^{-m}.$$

Here, this theorem looks different from [24, Theorem 1.21], because his definition of the Poincaré series and ours are slightly different. By this theorem and the relation $\ell_{2-k} = -1 - \ell_k$, we see that $\{G_{k,m,0}(z) \mid 0 < m \leq \ell_k\}$ is a basis for $S_k$. As for $k \geq 2$ and $-m < 0$,

$$G_{k,-m,0}(z) = m^{\frac{k}{2}} q^{-m} + (-1)^{\frac{k}{2}} \sum_{n>0} 2\pi \sqrt{m/n} L_{-m,n} \left( \frac{k}{2} \right) n^{\frac{k}{2}} q^n.$$

Canceling out the pole at the cusp, we have that

$$f_{k,m}(z) - m^{-\frac{k}{2}} G_{k,-m,0}(z) \quad (4.5)$$
is a holomorphic cusp form for weight $k > 2$. For $k = 2$ and $m > 0$, since $f_{2,m}(z) = q^{-m} + \sum_{n=0}^{\infty} a_2(m, n)q^n$ holds, the function (4.5) is a holomorphic modular form with the constant term $a_2(m, 0)$. By $f_{0,0}(z) = 1$ and the duality (4.1), we see $a_2(m, 0) = -a_0(0, m) = 0$. Then (4.5) for $k = 2$ is also a holomorphic cusp form. Finally, for $k > 2$ and $m = 0$ we see that

$$f_{k,0}(z) - E_k(z) = f_{k,0}(z) - \frac{\pi^2}{\left(\frac{k}{2} - 1\right)k!\xi(k)}G_{k,0}(z)$$

is a holomorphic cusp form. In conclusion, we obtain the following proposition.

**Proposition 4.2** For an even integer $k \in 2\mathbb{Z}$, we define an integer $\ell_k$ by $k = 12\ell_k + k'$ where $k' \in \{0, 4, 6, 8, 10, 14\}$. For each integer $m \geq -\ell_k$, the unique weakly holomorphic modular form $f_{k,m}(z) = q^{-m} + \sum_{n>\ell_k} a_k(m, n)q^n$ is expressed in terms of the functions $F_{k,m,0}(z)$, $G_{k,m,0}(z)$ as follows:

1. For $k \leq -2$,
   $$f_{k,m}(z) = \frac{1}{(1-k)!}\left\{m^{-\frac{k}{2}}F_{k,-m,0}(z) + \sum_{\ell_k < n < 0} a_k(m, n)|n|^{-\frac{k}{2}}F_{k,n,0}(z)\right\}.$$

2. For $k = 0$ and $m > 0$, $f_{0,m}(z) = F_{0,-m,0}(z) - 24\sigma_1(m)$, and $f_{0,0}(z) = F_{0,0,0}(z) = 1$.
3. For $k \geq 2$, the set $\{G_{k,m,0}(z) \mid 0 < m \leq \ell_k\}$ is a basis for the space $S_k$ of holomorphic cusp forms.
   a. For $m > 0$, $f_{k,m}(z) - m^{-\frac{k}{2}}G_{k,-m,0}(z)$ is a holomorphic cusp form.
   b. For $m = 0$, $f_{k,0}(z) - \pi^2\left\{(\frac{k}{2} - 1)k!\xi(k)\right\}^{-1}G_{k,0,0}(z)$ is a holomorphic cusp form.
   c. For $m < 0$, $f_{k,m}(z)$ is a holomorphic cusp form.

For all $k \in 2\mathbb{Z}$, the set $\{f_{k,m}(z) \mid m \geq -\ell_k\}$ is a basis for $M_k^!$.

**5 Proof of Theorem 1.3**

We consider the Taylor expansion form of $P_{k,m}(z, s)$ again,

$$P_{k,m}(z, s) = \begin{cases} \sum_{r=0}^{\infty} F_{k,m,r}(z)(s + \frac{k}{2} - 1)^r & \text{if } k \leq 0, \\ \sum_{r=0}^{\infty} G_{k,m,r}(z)(s - \frac{k}{2})^r & \text{if } k \geq 2. \end{cases}$$

Let $k \leq 0$, we have

$$\xi_k P_{k,m}(z, s) = \sum_{r=0}^{\infty} \xi_k F_{k,m,r}(z)\left(\bar{s} + \frac{k}{2} - 1\right)^r.$$
On the other hand, by (3.1),

\[ \xi_k P_{k,m}(z, s) = (4\pi)^{1-k} \left( \bar{s} - \frac{k}{2} \right) P_{2-k,-m}(z, \bar{s}) \]

\[ = (4\pi)^{1-k} \left( 1 - k + \bar{s} + \frac{k}{2} - 1 \right) \sum_{r=0}^{\infty} G_{2-k,-m,r}(z) \left( \bar{s} + \frac{k}{2} - 1 \right)^r \]

\[ = (4\pi)^{1-k} \left\{ (1 - k) \sum_{r=0}^{\infty} G_{2-k,-m,r}(z) \left( \bar{s} + \frac{k}{2} - 1 \right)^r \right\} \]

\[ + \sum_{r=0}^{\infty} G_{2-k,-m,r}(z) \left( \bar{s} + \frac{k}{2} - 1 \right)^{r+1} \} \].

Term by term comparison in \((\bar{s} + \frac{k}{2} - 1)^r\) yields

\[ \xi_k F_{k,m,r}(z) = (4\pi)^{1-k} \left\{ (1 - k) G_{2-k,-m,r}(z) + G_{2-k,-m,r-1}(z) \right\}. \]

Let \(k \geq 2\), we have

\[ \xi_k P_{k,m}(z, s) = \sum_{r=0}^{\infty} \xi_k G_{k,m,r}(z) \left( \bar{s} - \frac{k}{2} \right)^r. \]

Similarly,

\[ \xi_k P_{k,m}(z, s) = (4\pi)^{1-k} \left( \bar{s} - \frac{k}{2} \right) P_{2-k,-m}(z, \bar{s}) \]

\[ = (4\pi)^{1-k} \left( \bar{s} - \frac{k}{2} \right) \sum_{r=0}^{\infty} F_{2-k,-m,r}(z) \left( \bar{s} - \frac{k}{2} \right)^r. \]

Then we have

\[ \xi_k G_{k,m,r}(z) = (4\pi)^{1-k} F_{2-k,-m,r-1}(z). \]

### 6 Proof of Theorem 1.4

By the Fourier–Whittaker expansion form of \(F_{k,m,r}(z)\) and \(G_{k,m,r}(z)\) in Sect. 4, it can be easily checked that, in the description of Proposition 2.1, the Fourier–Whittaker coefficients of \(u_k^{[r],+}(y)e^{2\pi imx}\) satisfy

\[ r!(4\pi)^{\frac{k}{2}} c_{m,r} = \frac{(-1)^r \Gamma(2s)}{\Gamma(s - \text{sgn}(m)k/2)} \bigg|_{s=1-\frac{k}{2}} \]
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Thus for an even integer $k \leq 0$ and an arbitrary $f(z) \in H^r_{k,1}$, canceling out all exponentially growing terms $u^{[j],+}_{k,n}(y)$, we have

$F_k$, $m,j$

where $S \subset \mathbb{Z}$ is a finite subset and $a_{k,m,j} \in \mathbb{C}$. By Theorem 1.1, the set

$\{ F_{k,m,r-1}(z) \mid m \in \mathbb{Z} \}$

is a generating set of $H^r_{k,1}/H^{r-1}_{k,1}$, where we put $F_{k,0,r-1}(z) := F_{k,r-1}(z)$ in Theorem 1.1. Next we show that the subset $\{ F_{k,m,r-1}(z) \mid m \geq -\ell_{2-k} \}$

is a basis of $H^r_{k,1}/H^{r-1/2,1}$. For any finite subset $S \subset \mathbb{Z}_{\geq -\ell_{2-k}}$, we assume that

$F_{k,m,r-1}F_{k,m,r-1}(z) = 0.$

Taking the action of $\xi_k \circ \Delta_k^{-1}$, we have

$\xi_k \circ \Delta_k^{-1}\left( \sum_{m \in S} a_{k,m,r-1}F_{k,m,r-1}(z) \right) = \sum_{m \in S} b_{k,m,r-1}G_{2-k,-m,0}(z), \quad (6.1)$

where

$b_{k,m,r-1}$

The result (6.1) is a weakly holomorphic modular form of weight $2-k$, and by assumption it is equal to 0. By Proposition 4.2, we can see that the set $\{ G_{2-k,-m,0}(z) \mid m \geq -\ell_{2-k} \}$

is a basis for $M^r_{2-k}$. Then each coefficient $b_{k,m,r-1} = 0$, that is, $a_{k,m,r-1} = 0.$
Thus \( \{F_{k,m,r-1}(z) \mid m \geq -\ell_{2-k}\} \) is linearly independent. On the other hand, for \( m < -\ell_{2-k} \), there exists a finite subset \( S \subset \mathbb{Z}_{\geq -\ell_{2-k}} \) and \( a_{k,n,r-1} \in \mathbb{C} \) such that

\[
\xi_k \circ \Delta_k^{r-1} \left( F_{k,m,r-1}(z) - \sum_{n \in S} a_{k,n,r-1} F_{k,n,r-1}(z) \right) = 0,
\]

that is, \( F_{k,m,r-1}(z) \) is written as a linear combination of \( F_{k,n,r-1}(z) \) with \( n \geq -\ell_{2-k} \) in \( H_k^{r,1}/H_k^{r-1,1} \). Thus for \( k \leq 0 \), we conclude that \( \{F_{k,m,r-1}(z) \mid m \geq -\ell_{2-k}\} \) is a basis of \( H_k^{r,1}/H_k^{r-1,1} \). Since it holds that \( \ell_{2-k} = -1 - \ell_k \), we obtain Theorem 1.4 (1-a). By the same calculation as (6.1) and Proposition 4.2,

\[
\begin{cases}
\tilde{F}_{k,m,r-1}(z) := |m|^{r-\frac{k}{2}} F_{k,m,r-1}(z) + \sum_{\ell_k < n < 0} a_k(-m,n)|n|^{-\frac{k}{2}} F_{k,n,r-1}(z) \mid m \leq \ell_k 
\end{cases}
\]

is a basis of \( H_k^{r-1,2}/H_k^{r-1,1} \). The key property is for \( k \leq -2 \) and \( m \geq -\ell_k > 0 \),

\[
\Delta_k^{r-1} \tilde{F}_{k,m,r-1}(z) = (k - 1)^{r-1} \left( m^{r-\frac{k}{2}} F_{k,m,0}(z) + \sum_{\ell_k < n < 0} a_k(m,n)|n|^{-\frac{k}{2}} F_{k,n,0}(z) \right)
\]

\[
= (k - 1)^{r-1}(1 - k)! f_{k,m}(z).
\]

As for \( k = 0 \) and \( m \geq -\ell_0 = 0 \),

\[
\Delta_0^{r-1} \tilde{F}_{0,m,r-1}(z) = (-1)^{r-1} F_{0,m,0}(z)
\]

\[
= (-1)^{r-1} \begin{cases}
f_{0,m}(z) + 24\sigma_1(m) \text{ if } m > 0, \\
f_{0,0}(z) \text{ if } m = 0.
\end{cases}
\]

For an arbitrary \( f \in H_k^{r-1,2}/H_k^{r-1,1} \), it holds that \( \Delta_k^{r-1} f \in H_k^{1,2}/H_k^{r,1} \) by Proposition 2.3. Then \( f \) can be expressed as a linear combination of \( \tilde{F}_{k,m,r-1}(z) \) with \( m \leq \ell_k \) in \( H_k^{r-1,2}/H_k^{r-1,1} \). By these properties, we obtain Theorem 1.4 (1-b).

As for the case of \( k \geq 2 \), we see that the set \( \{G_{k,m,r}(z) \mid m \in \mathbb{Z}\} \) is a generating set of \( H_k^{r+1,2}/H_k^{r,1} \). Similarly, we can take \( \{G_{k,m,r}(z) \mid m \leq \ell_k\} \) as a basis of \( H_k^{r+1,2}/H_k^{r,1} \). Moreover, by Proposition 4.2,

\[
\begin{cases}
\tilde{G}_{k,m,r}(z) := m^{r-1} G_{k,m,r}(z) - \sum_{0 < n \leq \ell_k} a_k(-n,m) n^{r-1} G_{k,n,r}(z) \mid m > \ell_k
\end{cases}
\]

is a basis of \( H_k^{r,1}/H_k^{r-1,2} \). The key properties are

\[
\xi_k \circ \Delta_k^{r-1} \tilde{G}_{k,m,r}(z) = (4\pi)^{1-k}(1 - k)^{r-1}(k - 1)! f_{2-k,m}(z) \quad \text{for } m > 0, k \geq 2,
\]

\[
\xi_2 \circ \Delta_2^{r-1} \tilde{G}_{2,0,r}(z) = (-1)^{r-1} F_{0,0,0}(z) = (-1)^{r-1} f_{0,0}(z) \quad \text{for } m = 0, k = 2,
\]

and \( m > \ell_k \iff m \geq -\ell_{2-k} \). This concludes the proof of Theorem 1.4.

\( \Box \) Springer
7 Examples

In this last section, we follow the expositions of some examples of the functions $F_{k,m,r}(z)$, $G_{k,m,r}(z)$ related to the previous works by [11], [15], and [22].

(1) In the cases of $k = 12$ and $-10$. Ono [22] constructed a mock modular form $M_{\Delta}(z)$ for the discriminant function $\Delta(z)$ of the form

$$\frac{1}{11!} \cdot M_{\Delta}(z) = \frac{1}{q} + \frac{24}{B_{12}} + O(q),$$

where $B_{12} = -691/2730$ is the 12th Bernoulli number. This function satisfies the property that

$$R_{\Delta}(z) := M_{\Delta}(z) + (2\pi)^{11} \cdot 11i \cdot \beta_{\Delta} \int_{-z}^{i\infty} \frac{\Delta(-\tau)}{(-i(\tau + z))^{10}} d\tau$$

is a weight $-10$ harmonic weak Maass form on $SL_2(\mathbb{Z})$, where the constant $\beta_{\Delta} = 2.840287 \ldots$ is defined by $G_{12,1,0}(z) = \beta_{\Delta} \Delta(z)$. Then this function is expressed in our notations as $F_{-10,-1,0}(z) = R_{\Delta}(z)$.

(2) In the case of $k = 2$. Duke–Imamoğlu–Tóth [11] gave the explicit formulas

$$G_{2,m,0}(z) = P_{2,m}(z, 1) = \begin{cases} 0 & \text{if } m > 0, \\ -mq^m - \sum_{n \geq 0} nc_m(n) q^n = -j_m(z) & \text{if } m < 0, \end{cases}$$

where $j_m \in \mathbb{C}[j]$ is the unique polynomial in the elliptic modular $j$-function having a Fourier expansion of the form

$$j_m(z) = q^m + \sum_{n=1}^{\infty} c_m(n) q^n.$$

Moreover, they showed that the space $H_{2,1}^1$ is spanned by $\{ G_{2,m,0}(z) \mid m < 0 \} \cup \{ E_2^+(z) \} \cup \{ G_{2,m,1}(z) \mid m > 0 \}$. Furthermore, they gave the Fourier–Whittaker expansion of $G_{2,m,1}(z)$ in terms of the regularized Petersson inner products.

(3) In the case of $k = 0$. For a positive integer $m$, Jeon–Kang–Kim [15] considered a polyharmonic Maass form $\widehat{j}_m(z)$ satisfying $\xi_k \widehat{j}_m(z) = 4\pi G_{2,m,1}(z)$ and $\Delta_0 \widehat{j}_m(z) = -j_m(z) - 24\sigma_1(m)$, and its cycle integral. According to this paper, their $\widehat{j}_m(z)$ coincides our $F_{0,-m,1}(z)$, and we get $F_{0,-m,0}(z) = j_m(z) + 24\sigma_1(m)$ from (4.4), originated with Ramanujan [23].

Acknowledgements I would like to express my gratitude to Scott Ahlgren for letting me know polyharmonic Maass forms. Many thanks also to Daeyeol Jeon, Soon-Yi Kang, and Chang Heon Kim for their helpful comments on Theorem 1.4, and to Kathrin Bringmann and Jonas Kaszian for providing me a detailed history of polyharmonic Maass forms. Furthermore, it is a pleasure to thank Shunsuke Yamana for inviting me to MPIM, and also thank Soon-Yi Kang and Masanobu Kaneko for giving me the precious opportunity to discuss in NIMS. I am very grateful to the referee for careful reading of this paper and fruitful suggestions.
References

1. Alfes, C., Griffin, M., Ono, K., Rolen, L.: Weierstrass mock modular forms and elliptic curves. Res. Number Theory 1, 1–31 (2015)
2. Ahlgren, S., Andersen, N., Samart, D.: A polyharmonic Maass form of depth 3/2 for $SL_2(\mathbb{Z})$. arXiv:1707.06117
3. Andersen, N., Lagarias, J.C., Rhoades, R.C.: Shifted polyharmonic Maass forms for $PSL(2, \mathbb{Z})$. arXiv:1708.01278
4. Bringmann, K., Diamant, N., Raum, M.: Mock period functions, sesquiharmonic Maass forms, and non-critical values of $L$-functions. Adv. Math. 233, 115–134 (2013)
5. Brown, F., Omar, S.: Li’s criterion for Epstein zeta functions, generalization of Kronecker’s limit formula and the Gauss problem. J. Number Theory 158, 90–103 (2016)
6. Bruinier, J.H., Funke, J.: On two geometric theta lifts. Duke Math. J. 125, 45–90 (2004)
7. Bruinier, J.H., Funke, J., Imamoglu, Ö.: Regularized theta liftings and periods of modular functions. J. Reine Angew. Math. 703, 43–93 (2015)
8. Bruinier, J.H., Ono, K.: Heegner divisors, $L$-functions, and harmonic weak Maass forms. Ann. Math. 172(2), 2135–2181 (2010). no. 3
9. Duke, W., Jenkins, P.: On the zeros and coefficients of certain weakly holomorphic modular forms, Pure Appl. Math. Q. 4, (2008). no. 4, Special Issue: In honor of Jean-Pierre Serre. Part 1, 1327–1340
10. Duke, W., Imamoglu, Ö., Tóth, Á.: Cycle integrals of the $j$-function and mock modular forms. Ann. Math. 173(2), 947–981 (2011)
11. Duke, W., Imamoglu, Ö., Tóth, Á.: Regularized inner products of modular functions. Ramanujan J. 41, 13–29 (2016)
12. Duke, W., Imamoglu, Ö., Tóth, Á.: Kronecker’s first limit formula, revisited. Res. Math. Sci. 5(2), 1–21 (2018)
13. Gradshteyn, I.S., Ryzhik, I.M.: Table of integrals, series, and products, Translated from the Russian. Sixth edition. Translation edited and with a preface by Alan Jeffrey and Daniel Zwillinger, xlvii+1163 pp. Academic Press, Inc., San Diego, CA (2000)
14. Jeon, D., Kang, S.-Y., Kim, C.H.: Weak Maass–Poincaré series and weight 3/2 mock modular forms. J. Number Theory 133, 2567–2587 (2013)
15. Jeon, D., Kang, S.-Y., Kim, C.H.: Cycle integrals of a sesqui-harmonic Maass form of weight zero. J. Number Theory 141, 92–108 (2014)
16. Jeon, D., Kang, S.-Y., Kim, C.H.: Bases of spaces of harmonic weak Maass forms and Shintani lifts on harmonic weak Maass forms, preprint
17. Kohlen, W.: Fourier coefficients of modular forms of half-integral weight. Math. Ann. 271, 237–268 (1985)
18. Lagarias, J.C., Rhoades, R.C.: Polyharmonic Maass forms for $PSL(2, \mathbb{Z})$. Ramanujan J. 41, 191–232 (2016)
19. Magnus, W., Oberhettinger, F., Soni, R.: Formulas and theorems for the special functions of mathematical physics, Third enlarged edition. Die Grundlehren der mathematischen Wissenschaften, Band 52, viii+508 pp. Springer-Verlag New York, Inc., New York, (1966)
20. Matsusaka, T.: Traces of CM values and cycle integrals of polyharmonic Maass forms. arXiv:1805.02064
21. Niebur, D.: A class of nonanalytic automorphic functions. Nagoya Math. J. 52, 133–145 (1973)
22. Ono, K.: A mock theta function for the Delta-function. In: Proceedings of the 2007 Integers Conf. Combinatorial Number Theory, pp. 141–155. de Gruyter, Berlin (2009)
23. Ramanujan, S.: On certain trigonometrical sums and their applications in the theory of numbers, Collected Papers of Srinivasa Ramanujan, vol. 170. AMS, Providence (2000)
24. Rhoades, R.C.: Interplay between weak Maass forms and modular forms and statistical properties of number theoretic objects, Ph.D. Thesis, The University of Wisconsin, Madison, 148 pp (2008)
25. Shintani, T.: A proof of the classical Kronecker limit formula. Tokyo J. Math. 3(2), 191–199 (1980)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.