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One of the most interesting tasks in mathematics is, undoubtedly, to solve any kind of equations. Naturally, this problem has occupied the minds of mathematicians since the dawn of algebra. There are hundreds of techniques for solving many classes of equations, facing the problem of finding solutions and studying whether such solutions are unique or multiple. One of the recent methodologies that is having great success in this field of study is the fixed point theory. Its iterative procedures are applicable to a great variety of contexts in which other algorithms fail. In this paper, we study a very general class of integral equations by means of a novel family of contractions in the setting of metric spaces. The main advantage of this family is the fact that its general contractivity condition can be particularized in a wide range of ways, depending on many parameters. Furthermore, such a contractivity condition involves many distinct terms that can be either adding or multiplying between them. In addition to this, the main contractivity condition makes use of the self-composition of the operator, whose associated theorems used to be more general than the corresponding ones by only using such mapping. In this setting, we demonstrate some fixed point theorems that guarantee the existence and, in some cases, the uniqueness, of fixed points that can be interpreted as solutions of the mentioned integral equations.

1. Introduction

Nowadays, nonlinear analysis is one of the most active branches of mathematics. Its applications to real-life contexts have attained great success. Physics, engineering, chemistry, biology, and economy are some of the scientific areas that have benefited the most from the techniques developed in nonlinear analysis. In this context, fixed point theory has played an important role in the development of new methodologies for the determination of solutions of certain equations of several types, such as matrix equations, integral equations, and differential equations.

In principle, the elements used by fixed point theory are few and very simple to handle a nonlinear operator for which we want to find its possible fixed points, a real metric that endows the underlying space with a complete character, and an inequality (called the contractivity condition) that is strong enough to ensure the existence of fixed points. With these three ingredients, it is possible to propose good fixed point theorems, as has been done for the last seventy years (see, for instance, Boyd and Wong [1], Caristi [2], Chatterjea [3], Hardy and Rogers [4], Kannan [5, 6], Ćirić [7], Geraghty [8], Meir and Keeler [9], Samet et al. [10], Khojasteh et al. [11], Kutbi et al. [12], and Jleli and Samet [13]).

Based on these three initial tools, the possibilities that this field of study has shown have been practically endless. On the one hand, researchers have worked with increasingly abstract metric spaces. In some of these cases, the object associated with the distance between two points has not been a single real number but much more general abstract objects. On the other hand, the operators involved in these studies
have been increasingly general, including the possibility of studying multidimensional fixed points (see [14]). Finally, the contractivity condition is the part that has received the most attention within the field of fixed point theory.

In recent times, major efforts have been done in order to introduce as weak as possible contractivity conditions. For instance, it is usual to find auxiliary functions that help to consider extremely weak inequalities. Having this aim in mind, we would like to highlight here two possible extensions.

(i) On the one hand, although the first contractivity conditions only considered a small quantity of terms, after the appearance of the Ćirić theorem [7], the current versions involve more and more terms in their developments. This is the case, for instance, of Karapnar’s interpolative-type contractions [15], but many other results can be cited in this line of research (see [16, 17])

(ii) On the other hand, in general, notice that the good and reasonable properties that an operator \( T : M \rightarrow M \) satisfies are usually inherited by the self-composition \( T^2 = T \circ T \), but it is possible that \( T^2 \) enjoys those good properties without \( T \) doing it. This is the case, for instance, of continuity: it is possible for \( T^2 \) to be continuous without \( T \) being continuous. In this sense, some results (like Istrăţescu’s fixed point theorem; see [18, 19]) employing \( T^2 \) are more general than their corresponding ones with \( T \)

One of the powerful applications of fixed point theory can be found in the context of integral equations, whose recent numerical treatments have made great scientific advances in this field (see, for instance, collocation methods [20], operational matrix methods [21–23], Galerkin methods [24, 25], and Krylov subspace methods [26]).

In this paper, we introduce a new family of contractive mappings that we call hybrid-interpolative Reich-Istrăţescu-type contractions because they are inspired by the previous classes of contractive operators. The main advantage of this new family of contractive mappings is that they allow us to present, at the same time, contractivity conditions that involve a large number of terms, including some with the self-composition \( T^2 \) of the operator, and which are placed either adding or multiplying to the other terms. Furthermore, we introduce some fixed point results that confirm that this kind of operators is appropriate in this field of study. Finally, we illustrate the utility of the novel theorems by introducing a novel application in the setting of integral equations.

This work is organized as follows. Section 2 is dedicated to presenting some notations, preliminaries, and related results in the field of fixed point theory. In Section 3, we describe a complete study about the behavior of the Picard sequences that we will handle in the following sections. The main results of this paper can be found in the Section 4, and direct consequences are placed in Section 5. The application of the main statements is developed in Section 6. Finally, some conclusions and prospect works are discussed in Section 7.

### 2. Background on Fixed Point Theory

In this work, we denote by \( \mathbb{R} \) and \( \mathbb{N} = \{0, 1, 2, \cdots \} \) the set of all real numbers and the set of nonnegative integers, respectively. Let \( (M, d) \) be a metric space and let \( T : M \rightarrow M \) be a mapping. A point \( u \in M \) is a fixed point of \( T \) if \( Tu = u \). We will denote by \( \text{Fix}_T(M) \) the set of all fixed points of \( T \) in \( M \).

Given \( n \in \mathbb{N} \), the mapping \( T^n = T \circ T \circ \cdots \circ T : M \rightarrow M \) is the \( n \)-th iterate of \( T \) (as convention, we agree that \( T^0 \) is the identity mapping on \( M \)). Given \( z_0 \in M \), the sequence \( \{z_n\}_{n \in \mathbb{N}} \) defined by \( z_n = T^n z_0 \) for all \( n \in \mathbb{N} \) is the Picard sequence of \( T \) based on \( z_0 \). Such sequence can recursively be defined as \( z_{n+1} = T z_n \) for all \( n \in \mathbb{N} \). A mapping \( T \) is called a Picard operator if each Picard sequence of such operator converges to one of its fixed points.

A binary relation on the set \( M \) is a nonempty subset \( \mathcal{R} \) of the Cartesian product \( M \times M \). We will write \( z \mathcal{R} t \) when two points \( z, t \in M \) verify \((u, t) \in \mathcal{R}\).

**Definition 1.** Let \( \alpha : M \times M \rightarrow [0,\infty) \) be a function. A mapping \( T : M \rightarrow M \) such that

\[
\text{if } z \in M, \alpha(z, Tz) \geq 1 \Rightarrow \alpha(Tz, T^2z) \geq 1
\]

is known as an \( \alpha \)-admissible mapping.

One of the first results in fixed point theory in which the contractivity condition was stated in terms of its self-composition \( T^2 = T \circ T \) rather than in terms of \( T \) was due to Istrăţescu (see [18, 19]).

**Theorem 2** (Istrăţescu [18, 19]). Given a complete metric space \((M, d)\), every continuous map \( T : M \rightarrow M \) is a Picard operator provided that there exist \( a, c \in (0, 1) \) such that \( a + c < 1 \) and

\[
d(T^2z, T^2t) \leq ad(Tz, Tt) + cd(z, t),
\]

for all \( z, t \in M \).

Notice that the good properties (like continuity) of an operator \( T \) are usually inherited by \( T^2 \), but it is possible that \( T^2 \) enjoys those good properties without \( T \) doing it. In this sense, some results employing \( T^2 \) are more general than their corresponding ones with \( T \). Some generalizations of this result in different abstract metric spaces (\( b \)-metric spaces, ordered metric spaces, cone metric spaces, etc.) were presented in recent papers (see [27–29]).

In other lines of research, inspired by Kannan’s theorem [5, 6], Karapnar introduced in [15] a family of contractions in which the distances of the right-hand side of the contractivity condition are multiplying instead of adding up. Also, notice that his contractivity condition must only be verified by pairs of points in the metric space that are not fixed points of the considered nonlinear operator, which avoids any kind of indetermination of the involved powers.
Theorem 3 (Karapinar [15]). Let \((M, d)\) be a complete metric space and let \(T : M \rightarrow M\) be a mapping such that there exist constants \(k \in (0, 1)\) and \(\lambda \in (0, 1)\) satisfying
\[
d(Tz, Tt) \leq k \cdot d(z, Tz)^{\lambda} \cdot d(t, Tt)^{1-\lambda},
\]
for all \(z, t \in M \setminus *\text{Fix}_T(M)\). Then, \(T\) has a unique fixed point in \(M\).

In the previous result, as \(z\) and \(t\) are not fixed points of \(T\), then \(d(z, Tz) > 0\) and \(d(t, Tt) > 0\). Furthermore, as \(\lambda > 0\) and \(1 - \lambda > 0\), then the expressions \(d(z, Tz)^{\lambda}\) and \(d(t, Tt)^{1-\lambda}\) are well defined. However, in the main results that we will introduce later, we will employ expressions such as
\[
a_{4} \cdot d(Tz, Tt)^{\lambda},
\]
which we would like to explain for the sake of clarity: on the one hand, (4) means the product \(a_{4} \cdot [d(Tz, Tt)]^{\lambda}\), where \(a_{4}\) and \(\lambda\) are nonnegative real numbers (notice that the exponent \(\lambda\) only affects the distance \(d(Tz, Tt)\)), and we avoid to write the brackets; on the other hand, the power \(d(Tz, Tt)^{\lambda}\) is not well defined when the base and the exponent take the value 0 at the same time. However, for our purposes, we must advise the reader that, when the base and the exponent are 0 at the same time, we will use the convention \(0^0 = 1\).

3. Study of the Behavior of Some Picard Sequences

In this section, we describe the behavior of some sequences that will be of importance in the proofs of the main results of this work.

Proposition 4. Given \(c \in [0,\infty)\), let \(\{r_{n}\} \subset [0,\infty)\) be a sequence such that
\[
r_{n+2} \leq c \cdot \max\{r_{n}, r_{n+1}\} \text{ for all } n \in \mathbb{N}.
\]
Let \(\Delta = \max\{r_{0}, r_{1}\}\). Then,
\[
r_{2n} \leq c^{n} \Delta, r_{2n+1} \leq c^{n} \Delta \text{ for all } n \geq 1,
\]
which is equivalent to
\[
r_{n+2} \leq c^{E[n/2]} \cdot \Delta \text{ for all } n \in \mathbb{N}.
\]
In particular, if \(c \in [0,1)\), then \(\{r_{n}\} \rightarrow 0\).

Proof. For \(n = 0\) in (5),
\[
r_{2} \leq c \cdot \max\{r_{0}, r_{1}\} = c\Delta
\]
and for \(n = 1\) in (5),
\[
r_{3} \leq c \cdot \max\{r_{1}, r_{2}\} \leq c \cdot \max\{r_{1}, c \cdot \max\{r_{0}, r_{1}\}\}
= c \cdot \max\{r_{1}, c \cdot r_{0}, c r_{1}\} \leq c \cdot \max\{r_{1}, c r_{0}\}
\leq c \cdot \max\{r_{1}, r_{0}\} = c\Delta.
\]
This means that inequalities (6) hold for \(n = 1\). Suppose that (6) holds for some \(n \in \mathbb{N}\), that is,
\[
r_{2n} \leq c^{n} \Delta, r_{2n+1} \leq c^{n} \Delta.
\]
Therefore,
\[
r_{2n+2} \leq c \cdot \max\{r_{2n}, r_{2n+1}\} \leq c \cdot \max\{c^{n+1} \Delta, c^{n} \Delta\} = c^{n+1} \Delta,
\]
\[
r_{2n+3} \leq c \cdot \max\{r_{2n+1}, r_{2n+2}\} \leq c \cdot \max\{c^{n} \Delta, c^{n} \Delta\} = c^{n+1} \Delta.
\]
This completes the induction. 

Lemma 5. Let \(\{z_{n}\}_{n \in \mathbb{N}}\) be a sequence on a metric space \((M, d)\). Suppose that there is \(c \in [0, 1)\) such that
\[
d(z_{n+2}, z_{n+1}) \leq c \cdot \max\{d(z_{n}, z_{n+1}), d(z_{n+1}, z_{n+2})\} \text{ for all } n \in \mathbb{N}.
\]
Then, \(\{z_{n}\}_{n \in \mathbb{N}}\) is a Cauchy sequence in \((M, d)\).

Proof. Let us consider the sequence \(\{r_{n}\}\) defined by \(r_{n} = d(z_{n}, z_{n+1})\) for all \(n \in \mathbb{N}\). By the hypothesis, this sequence verifies (5). Then, Proposition 4 guarantees that
\[
d(z_{2n}, z_{2n+1}) = r_{2n} \leq c^{n} \Delta, d(z_{2n+1}, z_{2n+2}) = r_{2n+1} \leq c^{n} \Delta \text{ for all } n \geq 1,
\]
where \(\Delta = \max\{r_{0}, r_{1}\}\). In particular,
\[
d(z_{2n}, z_{2n+1}) + d(z_{2n+1}, z_{2n+2}) \leq 2c^{n} \Delta \text{ for all } n \geq 1.
\]
If \(c = 0\) or \(\Delta = 0\), then \(\{z_{n}\}_{n \in \mathbb{N}}\) is a constant sequence, so it is a Cauchy sequence. Suppose that \(c > 0\) and \(\Delta > 0\). In order to prove that the sequence \(\{z_{n}\}_{n \in \mathbb{N}}\) is a Cauchy sequence in \((M, d)\), let \(\epsilon > 0\) be arbitrary. Since \(c^{n}(2\Delta) > 0\) and \(0 < c < 1\), there is a natural number \(n_{0} > 1\) such that
\[
\sum_{k=n_{0}}^{+\infty} c^{k} < \frac{\epsilon}{2\Delta},
\]
In particular,
\[
2\Delta \sum_{k=n_{0}}^{p} c^{k} < 2\Delta \sum_{k=n_{0}}^{+\infty} c^{k} < \epsilon \text{ for all } p \in \mathbb{N} \text{ such that } p \geq n_{0}.
\]
Let $n, m \in \mathbb{N}$ such that $m > n \geq 2n_0$. Let $p$ be a natural number such that $p \geq n_0 + 1$ and $2p \geq m$. Therefore, by (14),

$$d(z_m, z_m) \leq \sum_{j=n}^{m-1} d(z_j, z_{j+1}) \leq \sum_{j=2n_0}^{2p-1} d(z_j, z_{j+1})$$

$$= \sum_{k=n_0}^{p-1} [d(z_{2k}, z_{2k+1}) + d(z_{2k+1}, z_{2k+2})]$$

$$\leq \sum_{k=n_0}^{p-1} 2c^k \Delta \leq 2 \Delta \sum_{k=n_0}^{\infty} c^k < \epsilon.$$  

This proves that $\{z_n\}_{n \in \mathbb{N}}$ is a Cauchy sequence in $(M, d)$. □

Remark 6. Taking into account that, in general, the notation $\Delta^\alpha$ is not well defined because the number $\Delta(\alpha)$ is distinct to $(\Delta^\alpha)^\beta$, we clarify that, in the next statement, we use the convention:

$$\Delta^\alpha = \Delta^{(\alpha)}.$$  \hspace{2cm} (18)

**Proposition 7.** Given $c \in (0, \infty)$ and $\alpha \in (0, 1)$, let $\{r_n\} \subset [0, \infty)$ be a sequence such that

$$r_{n+2} \leq c \cdot \max \{r_n, r_{n+1}\}$$  \hspace{2cm} (19)

Let $\Delta = \max \{r_0, r_1, 1\}$. Then,

$$r_{2n} \leq c^{1+\alpha} \Delta^\alpha, r_{2n+1} \leq c^{1+\alpha} \Delta^\alpha$$  \hspace{2cm} (20)

Therefore,

$$\limsup_{n \to +\infty} r_n \leq c^{1/(1-\alpha)}.$$  \hspace{2cm} (21)

Proof. If $c = 0$, the announced properties are trivial. Suppose that $c > 0$. Since $\alpha \in (0, 1)$, we know that

$$\alpha^{m+1} < \alpha^m < \alpha^{m-1} < \cdots < \alpha^2 < \alpha$$  \hspace{2cm} (22)

Therefore, as $\Delta \geq 1$, then

$$\Delta^{\alpha^{m+1}} < \Delta^{\alpha^m} < \Delta^{\alpha^{m-1}} < \cdots < \Delta^{\alpha^2} < \Delta^{\alpha}$$  \hspace{2cm} (23)

Using $n = 0$ in (19),

$$r_2 \leq c \cdot \max \{r_0, r_1\} \leq c\Delta^\alpha,$$  \hspace{2cm} (24)

and if $n = 1$ in (19), using (23),

$$r_3 \leq c \cdot \max \{r_1, r_2\} \leq c \cdot \max \{\Delta, c\Delta^\alpha\} \leq c \cdot \max \{\Delta^\alpha, c\Delta^\alpha\} \leq c \Delta^\alpha \cdot \max \{1, c\} = c \Delta^\alpha.$$  \hspace{2cm} (25)

The previous two inequalities mean that (20) holds for $n = 1$. Suppose that (20) is fulfilled for some $n \in \mathbb{N}$, and we are going to prove it for $n + 1$. Indeed,

$$r_{2(n+1)+2} \leq c \cdot \max \{r_{2n+2}, r_{2n+1}\} \leq c \cdot \max \left\{c^{1+\alpha} \Delta^\alpha, c^{1+\alpha} \Delta^\alpha \cdot \max \{\Delta^\alpha, c\Delta^\alpha\}\right\}$$

$$\leq c \cdot \left(c^{1+\alpha} \Delta^\alpha\right) \Delta^\alpha = c \Delta^\alpha \cdot \max \left\{c^{1+\alpha} \Delta^\alpha, c^{1+\alpha} \Delta^\alpha \cdot \max \{\Delta^\alpha, c\Delta^\alpha\}\right\}$$

$$= c \Delta^\alpha \cdot \max \left\{c^{1+\alpha} \Delta^\alpha, c^{1+\alpha} \Delta^\alpha \right\} = c \Delta^\alpha \cdot \max \left\{c^{1+\alpha} \Delta^\alpha, c^{1+\alpha} \Delta^\alpha \right\} \leq c \Delta^\alpha.$$  \hspace{2cm} (26)

which completes the induction. Then, (20) holds.

Taking into account that $\{\alpha_n\}_{n \in \mathbb{N}} \to 0$, we know that $\{\Delta^\alpha\}_{n \in \mathbb{N}} \to \Delta^\alpha$. On the other hand,

$$\lim_{n \to +\infty} \left(1 + \alpha + \alpha^2 + \cdots + \alpha^{n-1} + \alpha^n\right) = \sum_{k=0}^{\infty} \alpha^k = \frac{1}{1 - \alpha},$$  \hspace{2cm} (28)

then

$$\lim_{n \to +\infty} c^{1+\alpha} \Delta^\alpha \Delta^\alpha = c^{1/(1-\alpha)}.$$  \hspace{2cm} (29)

Hence,

$$\limsup_{n \to +\infty} r_n \leq c^{1/(1-\alpha)}.$$  \hspace{2cm} (30)

In order to check how different the conditions (19), where $\alpha \in (0, 1)$, and (5), where $\alpha = 1$, are, let us consider the following example. □
Example 8. Let \( \{r_n\}_{n \in \mathbb{N}} \subset (0, \infty) \) be the sequence defined by

\[
r_1 = r_2 = 0.25, \quad r_{n+2} = c \cdot \max \{ r_n, r_{n+1} \}^a \quad \text{for all } n \in \mathbb{N},
\]

where \( c = \alpha = 0.5 \). Then, it can be easily proven by induction that \( \{r_n\} \) is the constant sequence given by \( r_n = 0.25 \) for all \( n \in \mathbb{N} \). Indeed, if \( r_n = r_{n+1} = 0.25 \) for some \( n \in \mathbb{N} \), then

\[
r_{n+2} = c \cdot \max \{ r_n, r_{n+1} \}^a = 0.5 \cdot \max \{ 0.25, 0.25 \}^{0.5} = 0.25.
\]

(32)

As a consequence, \( \{r_n\} \to 0.25 \), but it does not converge to zero, as in Proposition 4.

Corollary 9. Let \( \{z_n\}_{n \in \mathbb{N}} \) be a sequence on a metric space \( (M, d) \). Suppose that there are \( c \in [0, 1] \) and \( \alpha, \beta \in [0, 1] \) verifying \( \alpha + \beta = 1 \) such that

\[
d(z_{n+2}, z_{n+3}) \leq c \cdot d(z_n, z_{n+1})^\alpha \cdot d(z_{n+1}, z_{n+2})^\beta \quad \text{for all } n \in \mathbb{N}.
\]

(33)

Then, \( \{z_n\}_{n \in \mathbb{N}} \) is a Cauchy sequence in \( (M, d) \).

Proof. Notice that, for all \( n \in \mathbb{N} \),

\[
d(z_{n+2}, z_{n+3}) \leq c \cdot d(z_n, z_{n+1})^\alpha \cdot d(z_{n+1}, z_{n+2})^\beta \\
\leq c \cdot \max \{ d(z_n, z_{n+1}), d(z_{n+1}, z_{n+2}) \}^a \\
\cdot \max \{ d(z_n, z_{n+1}), d(z_{n+1}, z_{n+2}) \}^\beta \\
= c \cdot \max \{ d(z_n, z_{n+1}), d(z_{n+1}, z_{n+2}) \}^{a+\beta} \\
= c \cdot \max \{ d(z_n, z_{n+1}), d(z_{n+1}, z_{n+2}) \}.
\]

(34)

Then, Lemma 5 is applicable.

4. Fixed Point Theorems for Hybrid-Interpolative Reich-Istrătescu-Type Contractions

In this section, we introduce the novel class of contractive mappings based on Reich and Istrătescu’s approaches.

Definition 10. Let \( (M, d) \) be a metric space and let \( \alpha : M \times M \to [0, \infty) \) be a function. A mapping \( T : M \to M \) is a hybrid-interpolative Reich-Istrătescu-type contraction in the case that for some \( \lambda \in (0, \infty) \), there exist a constant \( k \in (0, 1) \) and six numbers \( a_1, a_2, a_3, a_4, a_5, \delta \geq 0 \) such that, for all distinct \( z, t \in M \setminus \text{Fix}_T(M) \),

\[
a(z, t) d(T^2z, T^2t) \leq k \cdot \mathcal{F}^\lambda(z, t),
\]

(35)

where

\[
\mathcal{F}^\lambda(z, t) = \begin{cases} 
\sum_{i=1}^5 a_i d(z, t)^{\delta_i} + a_2 d(z, Tz)^{\delta_i} + a_3 d(t, Tt)^{\delta_i} + a_4 d(Tz, T^2t)^{\delta_i} + a_5 d(Tz, T^2z)^{\delta_i} \\
\lambda d(Tz, T^2t)^{\delta_i} \cdot d(Tz, T^2z)^{\delta_i} \cdot d(Tz, T^2z)^{\delta_i} \cdot d(Tz, T^2t)^{\delta_i} \cdot d(Tz, T^2z)^{\delta_i} \cdot d(Tz, T^2t)^{\delta_i},
\end{cases}
\]

for \( \lambda > 0 \),

(36)

\[
\sum_{i=1}^5 a_i + \delta \leq 1, \quad \text{if } \lambda > 0, \quad \sum_{i=1}^5 a_i + \beta = 1, \quad \text{if } \lambda = 0.
\]

(37)

Remark 11.

(1) As we have commented in the second section, when \( \lambda > 0 \), the expression \( d(z, t)^\lambda \) is well defined even if the base is zero. However, although \( z \neq t \) in (36), in the case \( \lambda = 0 \), it is possible that we can find the indetermination \( 0^0 \) in the expression of \( \mathcal{F}^\lambda(z, t) \). In such a case, we will use the convention \( 0^0 = 1 \) to avoid such indetermination. In other words, if some exponent in the expression of \( \mathcal{F}^\lambda(z, t) \) is zero, then its correspondent power will take the value 1. Notice that in this case, it is impossible that all exponents are zero because \( \sum_{i=1}^5 a_i + \delta = 1 \)

(2) We can believe that the cases

\[
\sum_{i=1}^5 a_i + \delta \leq 1, \quad \sum_{i=1}^5 a_i + \delta = 1
\]

(38)

are equivalent because if \( \sum_{i=1}^5 a_i + \delta < 1 \), then we can replace \( \delta \) by \( \delta' = 0 \), such that \( \sum_{i=1}^5 a_i + \delta' = 1 \), and the mapping \( T \) is also a hybrid-interpolative Reich-Istrătescu-type contraction by considering the new parameters \( a_1, a_2, a_3, a_4, a_5, \delta' \geq 0 \). However, as we will show later, when \( \lambda = 0 \), we cannot permit the sum of the exponents to be less than 1 because, in
From the hypothesis, we know that there exists \( \alpha \) such that
\[
\alpha = 1, a_2 = a_3 = a_4 = a_5 = \delta = 0.
\]

In this case, if \( \lambda > 0 \),
\[
\mathcal{J}^1(z, t) = \left[ 1 \cdot d(z, t)^{1/\lambda} \right]^{1/\lambda} = d(z, t),
\]
and if \( \lambda = 0 \),
\[
\mathcal{J}^0(z, t) = d(z, t)^1 \cdot d(z, Tz)^0 \cdot d(t, Tt)^0 \cdot d(Tz, Tt)^0
\]
\[
\cdot d(Tz, T^2z)^0 \cdot d(Tt, T^2t)^0 = d(z, t) \cdot 1 \cdot 1 \cdot 1 \cdot 1 = d(z, t).
\]

Notice that this case corresponds to the Banach contractivity condition particularized to \( T^2 \) instead of \( T \):
\[
\alpha(z, t)d(T^2z, T^2t) \leq k \cdot d(z, t),
\]
which appears when \( \alpha(z, t) = 1 \) for all \( z, t \in M \). Other similar cases will be discussed in Remark 23.

The first main theorem of this work is the following one.

**Theorem 12.** Let \((M, d)\) be a complete metric space. A continuous hybrid-interpolative Reich-Istrățescu-type contraction \( T : M \rightarrow M \) has at least a fixed point provided that the mapping \( T \) is \( \alpha \)-orbital admissible and there exists \( z_0 \in M \) such that \( \alpha(z_0, Tz_0) \geq 1 \).

**Proof.** From the hypothesis, we know that there exists \( z_0 \in M \) such that \( \alpha(z_0, Tz_0) \geq 1 \). Since \( T \) is \( \alpha \)-orbital admissible, \( \alpha(T^n z_0, T^{n+1} z_0) \geq 1 \), and by an inductive reasoning, we get that \( \alpha(T^n z_0, T^{n+1} z_0) \leq 1 \) for any \( n \in \mathbb{N} \). Starting from this point \( z_0 \in M \), we define the sequence \( \{z_n\} \) in \( M \) as follows:
\[
z_1 = Tz_0, z_2 = Tz_1 = T^2z_0, \ldots, z_n = Tz_{n-1} = T^n z_0.
\]

If there is some \( n \in \mathbb{N} \) satisfying that \( z_n = z_{n+1} \), then \( z_n \) is a fixed point of \( T \), and the proof finishes here. On the contrary, suppose that \( z_n \) is distinct to \( z_{n+1} \) for all \( n \in \mathbb{N} \).

We will divide the proof into two cases, namely, \( \lambda > 0 \) and \( \lambda = 0 \). In both cases, we prove that the sequence \( \{z_n\} \) is Cauchy.

Case A. For the first case, \( \lambda > 0 \), given any \( n \in \mathbb{N} \), taking in (35) \( z = z_n \) and \( t = z_{n+1} \), we have
\[
d(z_{n+2}, z_{n+1}) \leq k \cdot \left( \left( \sum_{i=0}^{n+1} \left( \sum_{j=0}^{n+1} \right) \right) d(z_{n+1}, z_n) \right)^{1/\lambda}
\]
which means that, for all \( n \in \mathbb{N} \),
\[
d(z_{n+2}, z_{n+1})^\lambda \leq k \cdot \left( \left( \sum_{i=0}^{n+1} \left( \sum_{j=0}^{n+1} \right) \right) d(z_{n+1}, z_n)^{1/\lambda} \right)^\lambda
\]
\[
\leq k \cdot \left( \left( \sum_{i=0}^{n+1} \left( \sum_{j=0}^{n+1} \right) \right) d(z_{n+1}, z_n)^{1/\lambda} \right)^\lambda
\]
which means that, for all \( n \in \mathbb{N} \),
\[
d(z_{n+2}, z_{n+1})^\lambda \leq k \cdot \left( \left( \sum_{i=0}^{n+1} \left( \sum_{j=0}^{n+1} \right) \right) d(z_{n+1}, z_n)^{1/\lambda} \right)^\lambda
\]
or, equivalently,
\[
d(z_{n+2}, z_{n+1}) \leq \left( k \cdot \left( \left( \sum_{i=0}^{n+1} \left( \sum_{j=0}^{n+1} \right) \right) \right) d(z_{n+1}, z_n)^{1/\lambda} \right)^{1/\lambda}
\]
Let us denote
\[
\epsilon = \left( \frac{k \cdot (1 - \delta)}{1 - k \cdot \delta} \right)^{1/\lambda}.
\]
Clearly,
\[
\epsilon = \left( \frac{k^1 (1 - \delta)}{1 - k^1 \delta} \right)^{1/\lambda} = \left( \frac{k^1 - k^1 \delta}{1 - k^1 \delta} \right)^{1/\lambda} < 1. \tag{50}
\]
This proves that there is \( \epsilon \in (0, 1) \) such that
\[
d(z_{n+2}, z_{n+3}) \leq \epsilon \max \{d(z_n, z_{n+1}), d(z_{n+1}, z_{n+2})\} \quad \text{for all } n \in \mathbb{N}. \tag{51}
\]

Lemma 5 concludes that \( \{z_n\}_{n \in \mathbb{N}} \) is a Cauchy sequence in \((M, d)\).

Case B. For the case \( \lambda = 0 \), given \( n \in \mathbb{N} \), taking \( z = z_n \) and \( t = z_{n+1} \), we have
\[
\mathcal{F}^\lambda(z_n, z_{n+1}) = d(z_n, z_{n+1})^a_1 \cdot d(z_n, Tz_n)^a_2 \cdot d(z_{n+1}, Tz_{n+1})^a_3
\nonumber
\cdot d(Tz_n, Tz_{n+1})^a_4 \cdot d(Tz_{n+1}, T^2z_{n+1})^a_5
\nonumber
\cdot d(Tz_{n+1}, T^2z_{n+1})^{-1}. \tag{52}
\]
Hence, the contractivity condition (35) means that
\[
d(z_{n+2}, z_{n+3}) \leq \alpha(z_{n+2}, z_{n+3}) \cdot d(z_{n+2}, z_{n+3})
\nonumber
\leq \alpha(z_n, z_n) \cdot d(T^2z_n, T^2z_n)\]
\[
\leq k \cdot \mathcal{F}^\lambda(z_n, z_{n+1}) = k \cdot d(z_n, z_{n+1})^a_1 \cdot d(Tz_n, Tz_n)^a_2 \nonumber
\cdot d(z_{n+1}, Tz_{n+1})^a_3 \cdot d(Tz_{n+1}, T^2z_{n+2})^a_4 \cdot d(Tz_{n+2}, T^2z_{n+2})^a_5 \cdot d(Tz_{n+2}, T^2z_{n+2})^{-1}. \tag{53}
\]
If \( \delta = 1 \), then \( a_1 = a_2 = a_3 = a_4 = a_5 = 0 \), and the previous inequality would be
\[
0 < d(z_{n+2}, z_{n+3}) \leq k \cdot d(z_{n+2}, z_{n+3}), \tag{54}
\]
which is false. Then, necessarily \( \delta < 1 \), so \( \sum_{i=1}^{5} a_i = 1 - \delta > 0 \), which means that the numbers
\[
\alpha = \frac{a_1 + a_2}{1 - \delta}, \nonumber
\beta = \frac{a_3 + a_4 + a_5}{1 - \delta}, \tag{55}
\]
satisfy \( \alpha + \beta = 1 \). As a result, property (53) is equivalent to
\[
d(z_{n+2}, z_{n+3}) \leq k \cdot d(z_n, z_{n+1})^a_1 \cdot d(z_{n+1}, z_{n+2})^a_4 \nonumber
\cdot d(z_{n+2}, z_{n+3})^a_5 \cdot d(z_{n+1}, z_{n+2})^a_3 \cdot d(Tz_n, Tz_n)^a_2 \nonumber
\cdot d(Tz_{n+1}, Tz_{n+1})^{-1}. \tag{56}
\]
for all \( n \in \mathbb{N} \). Taking into account that \( k \in (0, 1) \),
\[
0 < 1 - \delta \leq 1 \Rightarrow 1 \leq \frac{1}{1 - \delta} \Rightarrow k^{1(1-\delta)} < k < 1. \tag{57}
\]
Since \( 0 < k^{1(1-\delta)} < 1 \) and \( \alpha + \beta = 1 \), Corollary 9 finally concludes that \( \{z_n\}_{n \in \mathbb{N}} \) is a Cauchy sequence in \((M, d)\).

In both cases (\( \lambda > 0 \) and \( \lambda = 0 \)), we have demonstrated that \( \{z_n\}_{n \in \mathbb{N}} \) is a Cauchy sequence in \((M, d)\). As it is complete, then there exists a point \( u \in M \) such that \( \{z_n\} \rightarrow u \) as \( n \rightarrow \infty \). Moreover, due to the continuity of the mapping \( T \), we conclude that \( Tu = u \); that is, \( u \) is a fixed point of \( T \).

Remark 14. Notice that in the previous proof we have shown, without using the continuity of the mapping \( T \); that is, in both cases (\( \lambda > 0 \) and \( \lambda = 0 \)), the Picard sequence \( \{z_n\}_{n \in \mathbb{N}} \) is Cauchy in the metric space \((M, d)\). Using its completeness, it follows that there exists a point \( u \in M \) such that \( \{z_n\} \rightarrow u \) as \( n \rightarrow \infty \). Then, we can use this argument in the next results because the continuity of the mapping \( T \) is only used in the last part of the proof.

When \( \lambda = 0 \) and \( \sum_{i=1}^{5} a_i + \delta < 1 \), the statement given by Theorem 12 is false. For instance, if \( a_1 = a_3 = a_4 = a_5 = \delta = 0 \), the contractive condition (36) does not provide any kind of control on \( d(T^2z, T^2t) \) because the value of \( \mathcal{F}^\delta(z, t) \) is always 1 (all exponents are zero). However, even if all constants \( a_1, a_2, a_3, a_4, a_5 \), and \( \delta \) are strictly positive, the operator \( T \) could be fixed point free, as we show in the next example.

Example 15. Let \( M = \{0, 0.001, 0.002, 0.003, 0.004\} \) be endowed with the Euclidean distance \( d \). Let \( T : M \rightarrow M \) be defined by
\[
Tz = \begin{cases} 
z + 0.001, & \text{if } z < 0.004, \\
0, & \text{if } z = 0.004.
\end{cases} \tag{58}
\]
Clearly, \( d(z, t) \leq 0.004 \), so
\[
d(T^2z, T^2t) \leq 0.004 \quad \text{for all } z, t \in M. \tag{59}
\]
If we define
\[
k = 0.95, \quad a_1 = a_2 = a_3 = a_4 = a_5 = \delta = 0.05, \tag{60}
\]
the values of \( k \cdot \mathcal{F}(z, t) \) are given in the following table:

| \( k \cdot \mathcal{F}(z, t) \) | 0 | 0.001 | 0.002 | 0.003 | 0.004 |
|-----------------------------|---|--------|--------|--------|--------|
| 0                          | 0 | 0.119598 | 0.128182 | 0.134067 | 0.137382 |
| 0.001                      | 0.119598 | 0 | 0.119598 | 0.137382 | 0.140196 |
| 0.002                      | 0.128182 | 0.119598 | 0 | 0.128182 | 0.140196 |
| 0.003                      | 0.134067 | 0.137382 | 0.128182 | 0 | 0.147242 |
| 0.004                      | 0.137382 | 0.140196 | 0.140196 | 0.147242 | 0 |

(61)

As a consequence, if \( \alpha \) is given by \( \alpha(z, t) = 1 \) for all \( z, t \in M \), then the mapping \( T \) satisfies

\[
d(T^2z, T^2t) \leq 0.004 < 0.1 < k \cdot \mathcal{F}(z, t),
\]

for all distinct \( z, t \in M \). Therefore, \( T \) is a hybrid-interpolative Reich-Istratescu-type contraction. Furthermore, \( (M, d) \) is complete, \( T \) is \( \alpha \)-orbital admissible, and there exists \( z_0 \in M \) such that \( \alpha(z_0, Tz_0) \geq 1 \). However, \( T \) is fixed point free.

**Remark 16.** The reason why Theorem 12 could fail when \( \lambda = 0 \) and \( \sum_{h=1}^{n}a_h + \delta < 1 \) is the following one: a sequence \( \{z_n\}_{n \in \mathbb{N}} \) satisfying

\[
d(z_{n+2}, z_{n+3}) \leq k \cdot d(z_n, z_{n+1})^\alpha \cdot d(z_{n+1}, z_{n+2})^\beta
\]

for all \( n \in \mathbb{N} \),

could be non-Cauchy when \( \alpha + \beta < 1 \). For instance, let \( \{z_n\}_{n \in \mathbb{N}} \) be the sequence defined by

\[
z_n = 0.25n
\]

for all \( n \in \mathbb{N} \).

(64)

If \( M = \{z_n : n \in \mathbb{N}\} \subset [0, \infty) \) is endowed with the Euclidean distance, then

\[
d(z_{n+1}, z_n) = |z_{n+1} - z_n| = 0.25(n + 1) - 0.25n = 0.25
\]

for all \( n \in \mathbb{N} \).

(65)

Therefore, if we take

\[
k = \delta = \frac{1}{2},
\]

\[
a_2 = \frac{1}{16},
\]

\[
a_3 = a_4 = a_5 = \frac{1}{24},
\]

then, for all \( n \in \mathbb{N} \),

\[
k \cdot d(z_n, z_{n+1})^{(a_1+a_2)/(1-\delta)} \cdot d(z_{n+1}, z_{n+2})^{(a_3+a_4+a_5)/(1-\delta)}
\]

\[
= 0.5 \cdot 0.25^{0.25} \cdot 0.25^{0.25} = 0.25 = d(z_{n+2}, z_{n+3}).
\]

(67)

However, the sequence \( \{z_n\}_{n \in \mathbb{N}} \) positively diverges, so it is not Cauchy.

If the operator \( T \) is continuous on \( M \), then the composition \( T^2 = T \circ T \) also is. However, the mapping \( T^2 \) could be continuous even if \( T \) is not continuous. In this case, we can replace the continuity of the mapping \( T \) with a weaker condition, namely, the continuity of \( T^2 \), whose set of fixed points is nonempty, as it is shown in the next statement.

**Theorem 17.** Let \( (M, d) \) be a complete metric space and \( T : M \longrightarrow M \) be a hybrid-interpolative Reich-Istratescu-type contraction such that \( T^2 \) is continuous. If, in addition,

(1) \( T \) is \( \alpha \)-orbital admissible

(2) there exists \( z_0 \in M \) such that \( \alpha(z_0, Tz_0) \geq 1 \)

(3) \( \alpha(u, Tu) \geq 1 \) for \( u \in \text{Fix}_T(M) \)

then \( T \) has a fixed point.

**Proof.** Let \( \{z_n = T^n z_0\}_{n \in \mathbb{N}} \) be the Picard sequence of \( T \) whose initial point is \( z_0 \). In Remark 14, we commented that this sequence has a limit \( u \in M \). Since the mapping \( T^2 \) is continuous, then

\[
d(u, T^2u) = \lim_{n \to \infty} d(z_{n+2}, T^2u) = \lim_{n \to \infty} d(T^2z_n, T^2u) = 0.
\]

(68)

Thereby, \( T^2u = u \); that is, \( u \) is a fixed point of \( T^2 \). As a result, the mapping \( T^3 \) has at least one fixed point; that is, the set \( \text{Fix}_{T^2}(M) \) is nonempty. Furthermore, \( T^3u = Tu \). In order to check that \( u \) is also a fixed point of \( T \), suppose, by contradiction, that \( u \neq Tu \). In this case,\( Tu \) is not a fixed point either because, in such a case, \( Tu = T^2u = u \), which is false. Then, \( u, Tu \in M \setminus \text{Fix}_T(M) \).

Case A. If \( \lambda > 0 \), then

\[
\mathcal{F}(u, Tu) = \left[ a_1d(u, Tu)^{a_1} + a_2d(u, Tu)^{a_2} + a_3d(Tu, Tu^2)^{a_3} + a_4d(Tu, Tu^2)^{a_4} \right]^{1/\lambda}
\]

\[
= \left[ a_1d(u, Tu)^{a_1} + a_2d(u, Tu)^{a_2} + a_3d(Tu, Tu^2)^{a_3} + a_4d(Tu, Tu^2)^{a_4} \right]^{1/\lambda}
\]

\[
= \left[ (a_1 + a_2 + a_3 + a_4 + \delta) d(u, Tu)^{a_1} + \delta d(u, Tu)^{a_2} + \delta d(u, Tu)^{a_3} + \delta d(u, Tu)^{a_4} \right]^{1/\lambda}
\]

\[
\leq \left[ d(u, Tu)^{a_1} \right]^{1/\lambda} = d(u, Tu).
\]

(69)

Since \( \alpha(u, Tu) \geq 1 \), then from (35),

\[
0 < d(u, Tu) \leq \alpha(u, Tu)d(u, Tu) = \alpha(u, Tu)d(T^2u, T^3u)
\]

\[
\leq k \cdot \mathcal{F}(u, Tu) \leq k \cdot d(u, Tu),
\]

(70)

which is a contradiction. Then, \( Tu = u \), so \( u \) is a fixed point of \( T \).
Case B. If $\lambda = 0$, then
\[
\mathcal{F}^{0}(u, Tu) = d(u, Tu)^{a_1} \cdot d(u, Tu)^{a_2} \cdot d(Tu, T^2u)^{a_3} \\
\cdot d(Tu, T^2u)^{a_4} \cdot d(Tu, T^2u)^{a_5} \cdot d(Tu, T^3u)^{a_6} \\
= d(u, Tu)^{a_1} \cdot d(u, Tu)^{a_2} \cdot d(Tu, u)^{a_3} \cdot d(Tu, u)^{a_4} \\
\cdot d(Tu, u)^{a_5} \cdot d(Tu, u)^{a_6} = d(u, Tu)^{\delta a_1 + \delta a_2 + \delta a_3 + \delta a_4 + \delta a_5} \\
= d(u, Tu),
\]
and the argument of the previous case can be repeated here.

For the case $\lambda > 0$, by adding a supplementary condition, we can show the uniqueness of the fixed point.

**Theorem 18.** Under the hypotheses of Theorem 17, if we suppose that the contractivity condition (35) holds for all distinct points $u, v \in M$ and also that $\alpha(u, v) \geq 1$ for every $u, v \in \ast \mathcal{E}(M)$, then $T$ has a unique fixed point.

**Proof.** Theorem 17 guarantees that the set of fixed points of $T$ is nonempty. Suppose that $T$ has two distinct fixed points $u, v \in \ast \mathcal{E}(M)$.

**Case A.** If $\lambda > 0$, replacing such points in (35), we obtain
\[
\mathcal{F}^{\lambda}(u, v) = [a_1 d(u, v)^{\lambda} + a_2 d(u, Tu)^{\lambda} + a_3 d(v, T^2v)^{\lambda} \\
+ a_4 d(Tu, T^3v)^{\lambda} + \alpha d(Tu, T^2v)^{\lambda} + \delta d(Tu, Tu)^{\lambda}]^{1/\delta} \\
= [a_1 d(u, v)^{\lambda} + a_4 d(v, u)^{\lambda}]^{1/\delta} = (a_1 + a_4)^{1/\delta} d(u, v) \\
\leq d(u, v).
\]

Therefore,
\[
d(u, v) \leq \alpha(u, v) d(u, v) = \alpha(u, v) d(T^2u, T^2v) \\
\leq k \cdot \mathcal{F}^{\lambda}(u, v) \leq k \cdot d(u, v) < d(u, v),
\]
which is impossible. Then, $T$ cannot have two distinct fixed points.

**Case B.** If $\lambda = 0$, then
\[
\mathcal{F}^{0}(u, v) = d(u, v)^{a_1} \cdot d(u, Tu)^{a_2} \cdot d(v, T^2v)^{a_3} \\
\cdot d(v, T^2v)^{a_5} \cdot d(Tu, Tu)^{a_6} = d(u, Tu)^{0^{a_1} + 0^{a_2} + 0^{a_3} + 0^{a_5} + 0^{a_6}} \\
= d(u, Tu),
\]
so the contractivity condition (35) leads to
\[
d(u, v) \leq \alpha(u, v) d(u, v) = \alpha(u, v) d(T^2u, T^2v) \leq k \cdot \mathcal{F}^{\lambda}(u, v) = 0,
\]
which is false because $u$ and $v$ are distinct points. On the contrary, if $a_2 = a_3 = a_5 = \delta = 0$, we agreed that $0^{a_2} = 0^{a_5} = 0^{\delta} = 0^0 = 1$, so
\[
a_1 + a_4 = \sum_{i=1}^{5} a_i + \delta = 1,
\]
\[
\mathcal{F}^{0}(u, v) = d(u, v)^{a_1 + a_4} = d(u, v).
\]

The argument shown in (73) proves that this case is also impossible, so the mapping $T$ cannot have two distinct fixed points in any case.

Also, a particular result holds for the case $\lambda = 0$; more exactly, we can remove the continuity conditions of $T$ or $T^2$.

**Theorem 19.** Let $(M, d)$ be a complete metric space, and let $T : M \rightarrow M$ be a hybrid-interpolative Reich-Istrătescu-type contraction for $\lambda = 0$ such that $a_1 > 0$ or $a_2 > 0$ or $a_5 > 0$. If we suppose that

(i) $T$ is $a$-orbital admissible

(ii) there exists $z_0 \in M$ such that $\alpha(z_0, Tz_0) \geq 1$

(iii) for any sequence $\{z_n\}_{n \in \mathbb{N}}$ in $M$ such that $\alpha(z_n, z_{n+1}) \geq 1$ for $n \in \mathbb{N}$ and $\{z_n\} \rightarrow u$ as $n \rightarrow \infty$, we have that $\alpha(z_n, u) \geq 1$ for all $n \in \mathbb{N}$

then $T$ has a fixed point.

**Proof.** Following the proof of Theorem 12, we considered the Picard sequence $z_n = T^n z_0$ for all $n \in \mathbb{N}$. If this sequence contains a fixed point, the proof is finished. On the contrary case, we have shown that it is a Cauchy sequence on $(M, d)$, so it converges to a point $u \in M$. To prove that $u$ is a fixed point of $T$, suppose, by contradiction, that $u \neq Tu$.

Without loss of generality, we can assume that $\{z_n\}_{n \in \mathbb{N}}$ satisfies $z_n \neq z_n^*$ for all $n, m \in \mathbb{N}$ such that $n \neq m$. In this case, there is $n_0 \in \mathbb{N}$ such that $z_n$ and $u$ are distinct and they are not fixed points of $T$ for all $n \geq n_0$. Let us check that $u$ is a fixed point of $T^2$. Indeed, for all $n \geq n_0$,
\[
d(z_{n+2}, T^2u) \leq \alpha(z_n, u) d(T^2z_n, T^2u) \leq k \cdot \mathcal{F}^{0}(z_n, u) \\
= k \cdot d(z_n, u)^{a_1} \cdot d(z_n, z_{n+1})^{a_2} \cdot d(u, Tu)^{a_3} \\
\cdot d(Tz_n, Tu)^{a_4} \cdot d(Tz_n, z_{n+1})^{a_5} \cdot d(u, Tu)^{a_6} \\
\cdot d(u, Tu)^{a_7} \cdot d(z_{n+1}, Tu)^{a_8} \cdot d(z_{n+1}, z_{n+2})^{a_9} \\
\cdot d(Tu, T^2u)^{a_{10}}.
\]

Since $a_1 > 0$ or $a_2 > 0$ or $a_5 > 0$, letting $n \rightarrow \infty$ in (77), we find out that $d(u, T^2u) = 0$; that is, $u$ is a fixed point of $T^2$. Now, following the lines from Theorem 17, we obtain a contradiction that proves that $u$ is also a fixed point of $T$.\]
Let us show an example in which we can deduce the existence of a fixed point from Theorem 19 even when \(T\) and \(T^2\) are not continuous at the same time.

**Example 20.** Let \((M, d)\) be the complete metric space where \(M = [-1, 1]\), and \(d : M \times M \to [0, \infty)\) is the metric \(d(z, t) = |z - t|\) for all \(z, t \in M\). Let \(T : M \to M\) be the mapping defined for each \(z \in M\) by

\[
Tz = \begin{cases} 
\sqrt{1 - z^2}, & \text{if } z \in [-1, 0), \\
\frac{z^2}{2}, & \text{if } z \in [0, 1].
\end{cases}
\] (78)

Its self-composition is given by

\[
T^2z = \begin{cases} 
1 - \frac{z^2}{2}, & \text{if } z \in [-1, 0), \\
\frac{z^4}{8}, & \text{if } z \in [0, 1].
\end{cases}
\] (79)

Clearly, \(T\) and \(T^2\) are not continuous mappings. Next, let us show that \(T\) is a hybrid- interpolative Reich-Istrăţescu-type contraction w.r.t. the function \(\alpha : M \times M \to [0, \infty)\) defined as follows:

\[
\alpha(z, t) = \begin{cases} 
\frac{3}{2}, & \text{if } z, t \in [0, 1], \\
1, & \text{if } z = -1, t = 1, \\
0, & \text{otherwise.}
\end{cases}
\] (80)

Let us take

\[
k = \frac{3}{4}, a_1 = a_4 = 1, a_2 = a_3 = a_5 = \delta = 0.
\] (81)

Assumptions (i), (ii), and (iii) of Theorem 19 are satisfied. Furthermore, the contractivity condition can be checked as follows:

(a) For every \(z, t \in [0, 1]\), we have

\[
a(z, t)d(T^2z, T^2t) = \frac{3}{2} \left| \frac{z^4}{8} - \frac{t^4}{8} \right| = \frac{3}{16} \left| z^2 - t^2 \right| (z^2 + t^2)
\]

\[
\leq \frac{3}{8} |z^2 - t^2| = \frac{3}{8} \sqrt{|z^2 - t^2|} \cdot \sqrt{|z^2 - t^2|}
\]

\[
= \frac{3}{8} \sqrt{2} \cdot \sqrt{|z + t| \cdot |z - t| \cdot \sqrt{\frac{z^2 - t^2}{2}}}
\]

\[
\leq \frac{3}{8} \sqrt{2} \cdot \sqrt{|z + t| \cdot |z - t|} \cdot \frac{|z^2 - t^2|}{2}
\]

\[
= \frac{3}{8} \sqrt{2} \cdot \sqrt{|z + t|} \cdot \sqrt{|z - t|} \cdot \frac{|z^2 - t^2|}{2}
\]

\[
= \frac{3}{4} \cdot d(z, t)^{1/2} \cdot d(Tz, Tt)^{1/2}.
\] (82)

(b) For \(z = -1\) and \(t = 1\), we have

\[
a(-1, 1)d(T^2(-1), T^21) = \frac{1}{8} < \frac{3}{4}
\]

\[
= \frac{3}{4} \cdot d((-1, 1)^{1/2}, d(T(-1), T1)^{1/2}.
\] (83)

(c) For all other cases,

\[
a(z, t)d(T^2z, T^2t) = 0 \leq \frac{3}{4} \cdot d(z, t)^{1/2} \cdot d(Tz, Tt)^{1/2}.
\] (84)

Hence, from Theorem 19, we conclude that \(T\) has a fixed point.

**5. Consequences**

In the field of fixed point theory, it is commonly accepted that a contractivity condition is all the more general if it has more possibilities of being particularized, giving rise to versions of already known theorems. Therefore, in order to show the power of the main introduced results, in this section we are going to illustrate several contexts in which they can be applied.

The first important framework appears when the mapping \(\alpha : M \times M \to [0, \infty)\) constantly takes the value 1; that is, \(\alpha(z, t) = 1\) for each \(z, t \in M\). In this case, the hypotheses about the \(\alpha\)-orbital admissibility and the existence of a point \(z_0 \in M\) such that \(\alpha(z_0, Tz_0) \geq 1\) are trivial.

**Corollary 21.** Let \((M, d)\) be a complete metric space, and let \(T : M \to M\) be a mapping such that

(i) either \(T\) or \(T^2\) is continuous

(ii) for some \(\lambda \in [0, 1)\), there exist a constant \(k \in 0, 1\) and six numbers \(a_1, a_2, a_3, a_4, a_5, \delta \in [0, 1]\) such that, for all distinct \(z, t \in M\),

\[
d(T^2z, T^2t) \leq k \cdot \mathcal{J}^\lambda(z, t),
\] (85)

where \(\mathcal{J}^\lambda(z, t)\) is defined by (36) and

\[
\sum_{i=1}^{s} a_i + \delta \leq 1, \quad \text{if } \lambda > 0,
\]

\[
\sum_{i=1}^{s} a_i + \delta = 1, \quad \text{if } \lambda = 0.
\] (86)

Then, \(T\) has a fixed point.
In addition to this, for the case \( \lambda > 0 \), if we suppose that the contractivity condition (85) holds for all distinct points \( u, v \in M \), then \( T \) has a unique fixed point.

**Proof.** It follows from Theorems 12, 17, and 18 applied to the case in which \( \alpha(z, t) = 1 \) for each \( z, t \in M \).

The following result follows by choosing in the set of constants \( \{a_1, a_2, a_3, a_4, a_5, \delta\} \) one of them as 1 and the other ones as 0. Notice that six corollaries are being summarized into only one.

**Corollary 22.** Let \((M, d)\) be a complete metric space, let \( \alpha : M \times M \rightarrow [0, \infty) \) be a function, and let \( T : M \rightarrow M \) be a mapping such that

1. either \( T \) or \( T^2 \) is continuous, \( T \) is \( \alpha \)-orbital admissible, and there exists \( z_0 \in M \) such that \( \alpha(z_0, Tz_0) \geq 1 \)
2. there exists a constant \( k \in (0, 1) \) such that at least one of the following conditions is fulfilled for all distinct \( z, t \in M \setminus \text{Fix}_T(M) \):

\[
\begin{align*}
\alpha(z, t)d(T^2z, T^2t) &\leq k \cdot d(z, t), \\
\alpha(z, t)d(T^2z, T^2t) &\leq k \cdot d(z, Tz), \\
\alpha(z, t)d(T^2z, T^2t) &\leq k \cdot d(t, Tt), \\
\alpha(z, t)d(T^2z, T^2t) &\leq k \cdot d(Tz, T^2t), \\
\alpha(z, t)d(T^2z, T^2t) &\leq k \cdot d(T^2, T^2t).
\end{align*}
\]

Then, \( T \) has a fixed point.

**Proof.** This result corresponds to the case \( \lambda > 0 \) in Theorem 12 (\( T \) continuous) or Theorem 17 (\( T^2 \) continuous) when the contractivity condition (35) is considered by using the following respective choices for constants:

\[
\begin{align*}
a_1 &= 1, a_2 = a_3 = a_4 = a_5 = \delta = 0; \\
a_2 &= 1, a_1 = a_3 = a_4 = a_5 = \delta = 0, \\
a_3 &= 1, a_1 = a_2 = a_4 = a_5 = \delta = 0, \\
a_4 &= 1, a_1 = a_2 = a_3 = a_5 = \delta = 0, \\
a_5 &= 1, a_1 = a_2 = a_3 = a_4 = \delta = 0, \\
\delta &= 1, a_1 = a_2 = a_3 = a_4 = a_5 = 0.
\end{align*}
\]

\( \square \)

**Remark 23.** Notice that we would have obtained the same six contractivity conditions (87) for the case \( \lambda = 0 \) under the six cases given by (88).

The following result follows by using \( \alpha(z, t) = 1 \) for each \( z, t \in M \) in the previous statement.

**Corollary 24.** Let \((M, d)\) be a complete metric space, and let \( T : M \rightarrow M \) be a mapping such that

1. either \( T \) or \( T^2 \) is continuous
2. there exists a constant \( k \in (0, 1) \) such that at least one of the following conditions is fulfilled for all distinct \( z, t \in M \setminus \text{Fix}_T(M) \):

\[
\begin{align*}
d(T^2z, T^2t) &\leq k \cdot d(z, t), \\
d(T^2z, T^2t) &\leq k \cdot d(z, Tz), \\
d(T^2z, T^2t) &\leq k \cdot d(t, Tt), \\
d(T^2z, T^2t) &\leq k \cdot d(Tz, T^2t), \\
d(T^2z, T^2t) &\leq k \cdot d(T^2, T^2t).
\end{align*}
\]

Then, \( T \) has a fixed point.

Particular cases are especially interesting, like in the following case, in which it is not necessary to assume the continuity of the mapping \( T \).

**Corollary 25** ([Istrățescu [18, 19]]). Let \((M, d)\) be a complete metric space, and let \( T : M \rightarrow M \) be a continuous mapping such that there exist \( a, b \in (0, 1) \) with \( a + b < 1 \) satisfying

\[
d(T^2z, T^2t) \leq a \cdot d(z, t) + b \cdot d(Tz, Tt) \text{ for all } z, t \in M.
\]

Then, \( T \) has a unique fixed point.

**Proof.** Let us consider the choices \( \lambda = 1 \) and \( \alpha(z, t) = 1 \) for each \( z, t \in M \). Let \( k = a + b \in (0, 1) \), and let

\[
\begin{align*}
a_1 &= \frac{a}{k}, a_2 = \frac{b}{k}, a_3 = a_4 = a_5 = \delta = 0.
\end{align*}
\]

Then, for each distinct \( z, t \in M \),

\[
k \cdot \mathcal{I}^1(z, t) = k \cdot \left[ \frac{a}{k} d(z, t) + \frac{b}{k} d(Tz, Tt) \right] = a \cdot d(z, t) + b \cdot d(Tz, Tt),
\]

which means that the contractivity condition

\[
\alpha(z, t)d(T^2z, T^2t) \leq k \cdot \mathcal{I}^1(z, t) \text{ for all distinct } z, t \in M \setminus \text{Fix}_T(M)
\]

holds because of (90). Under this framework, the proof of Theorem 12 (using any initial point \( z_0 \in M \)) guarantees that the Picard sequence \( \{z_n = T^nz_0\}_{n \in \mathbb{N}} \) converges to a point.
\( u_0 \in M \). Since \( T \) is continuous, then \( \{z_{n+1} = Tz_n\}_{n \in \mathbb{N}} \) converges to \( T u_0 \), so \( T u_0 = u_0 \).

Furthermore, \( T \) has a unique fixed point because if \( u_0 \) and \( v_0 \) were two distinct fixed points of \( T \), then

\[
d(u_0, v_0) = d(T^2 u_0, T^2 v_0) \leq a \cdot d(u_0, v_0) + b \cdot d(Tu_0, Tv_0)
\]

\[
= (a + b) \cdot d(u_0, v_0) < d(u_0, v_0),
\]

which is impossible.

In the following result, we employ a binary relation for controlling the pairs of points that must satisfy the contractivity condition. Let \( \mathcal{R} \) be a binary relation on the set \( M \). A mapping \( T : M \rightarrow M \) is \( \mathcal{R} \)-orbital admissible if \( Tz_\mathcal{R}Tt \) for all \( z, t \in M \) such that \( z \mathcal{R} t \).

**Corollary 26.** Let \( (M, d) \) be a complete metric space endowed with a binary relation \( \mathcal{R} \), and let \( T : M \rightarrow M \) be a continuous mapping. Assume that for some \( \lambda \in (0, \infty) \), there exist a constant \( k < 0, 1 \) and six numbers \( a_1, a_2, a_3, a_4, a_5, \delta \geq 0 \) satisfying (37) such that, for all distinct \( z, t \in M \) such that \( z \mathcal{R} t \),

\[
d(T^2 z, T^2 t) \leq k \cdot J^1(z, t).
\]

If \( T \) is \( \mathcal{R} \)-orbital admissible and there is \( z_0 \in M \) such that \( z_0 \mathcal{R} Tz_0 \), then \( T \) has at least one fixed point.

**Proof.** Let us consider the function \( \alpha_{\mathcal{R}} : M \times M \rightarrow [0, \infty) \) defined by

\[
\alpha_{\mathcal{R}}(z, t) = \begin{cases} 1, & \text{if } z \mathcal{R} t, \\ 0, & \text{otherwise.} \end{cases}
\]

Then, \( T \) is \( \alpha_{\mathcal{R}} \)-orbital admissible and there is \( z_0 \in M \) such that \( \alpha_{\mathcal{R}}(z_0, Tz_0) = 1 \). The contractivity condition (95) is equivalent to (35) under the assumptions (37). Hence, Theorem 12 is applicable.

In the previous corollary, when \( M \) is endowed with a binary relation \( \mathcal{R} \), we can replace the completeness of the metric space by the weaker version: the metric space \( (M, d) \) is \( \mathcal{R} \)-increasingly complete if each \( d \)-Cauchy sequence \( \{z_n\}_{n \in \mathbb{N}} \subseteq M \) satisfying that \( z_n \mathcal{R} z_{n+1} \) for all \( n \in \mathbb{N} \) is \( d \)-convergent to a point of \( M \). In this case, Corollary 26 can be stated as follows.

**Corollary 27.** Let \( (M, d) \) be a \( \mathcal{R} \)-increasingly complete metric space w.r.t. a binary relation \( \mathcal{R} \) on \( M \), and let \( T : M \rightarrow M \) be a continuous mapping. Assume that for some \( \lambda \in (0, \infty) \), there exist a constant \( k < 0, 1 \) and six numbers \( a_1, a_2, a_3, a_4, a_5, \delta \geq 0 \) satisfying (37) such that, for all distinct \( z, t \in M \) such that \( z \mathcal{R} t \),

\[
d(T^2 z, T^2 t) \leq k \cdot J^1(z, t).
\]

If \( T \) is \( \mathcal{R} \)-orbital admissible and there is \( z_0 \in M \) such that \( z_0 \mathcal{R} Tz_0 \), then \( T \) has at least one fixed point.

**Proof.** Using the function \( \alpha_{\mathcal{R}} \) defined in (96) and following the lines of the proof of Theorem 12, we get that the Picard sequence \( \{z_n = T^n z_0\}_{n \in \mathbb{N}} \) is a Cauchy sequence in \( (M, d) \) such that \( z_n \mathcal{R} Tz_n \) for all \( n \in \mathbb{N} \), that is, \( z_n \mathcal{R} z_{n+1} \) for all \( n \in \mathbb{N} \). Since \( (M, d) \) is an \( \mathcal{R} \)-increasingly complete metric space, such sequence is convergent to a point \( u_0 \in M \). Then, the rest of the proof of Theorem 12 can be repeated.

The following consequence corresponds to the choice \( \alpha(z, t) = 1 \) for each \( z, t \in M \) in Theorem 19. Notice that here the operator \( T \) has not been continuous.

**Corollary 28.** Let \( (M, d) \) be a complete metric space, and let \( T : M \rightarrow M \) be a mapping for which there exist a constant \( k \in (0, 1) \) and six numbers \( a_1, a_2, a_3, a_4, a_5, \delta \geq 0 \) such that, for all distinct \( z, t \in M \) such that \( z \mathcal{R} t \),

\[
d(T^2 z, T^2 t) \leq k \cdot d(z, t)^{a_1} \cdot d(z, Tz)^{a_2} \cdot d(t, Tt)^{a_3} \cdot d(Tz, T^2 z)^{a_4} \cdot d(Tt, T^2 t)^{a_5}.
\]

Suppose that \( \sum_{i=1}^{5} a_i + \delta = 1 \) and \( a_1 + a_2 + a_5 > 0 \). Then, \( T \) has at least one fixed point.

Furthermore, if the contractivity condition (98) holds for all distinct points \( u, v \in M \) and also \( a(u, v) \geq 1 \) for every \( u, v \in \mathcal{F} T(M) \), then \( T \) has a unique fixed point.

**Proof.** This result follows from the case \( \lambda = 0 \) in Theorem 19 by using the function \( \alpha(z, t) = 1 \) for each \( z, t \in M \). Notice that the condition \( a_1 + a_2 + a_5 > 0 \) means that at least one of the constants \( a_1, a_2, \) or \( a_5 \) is strictly positive.

To prove the uniqueness, suppose that \( u, v \in \mathcal{F} T(M) \) are two distinct fixed points of \( T \). Then,

\[
J^0(u, v) = d(u, v)^{a_1} \cdot d(u, Tu)^{a_2} \cdot d(v, Tv)^{a_3} \cdot d(Tu, Tv)^{a_4} \cdot d(Tu, T^2 u)^{a_5} \cdot d(Tv, T^2 v)^{a_5} \cdot d(Tu, T^2 u)^{a_5} \cdot d(Tv, T^2 v)^{a_5} \cdot d(Tu, Tu)^{a_5} \cdot d(v, v)^{a_5} \cdot 0^{a_5} \cdot 0^{a_5} \cdot 0^{a_5} \cdot 0^{a_5} \cdot 0^{a_5}.
\]

If \( a_2 > 0 \) or \( a_3 > 0 \) or \( a_5 > 0 \) or \( \delta > 0 \), we can deduce that \( J^0(u, v) = 0 \), so the contractivity condition (98) leads to

\[
d(u, v) = d(T^2 u, T^2 v) \leq k \cdot J^1(u, v) = 0,
\]
which is false because \( u \) and \( v \) are distinct points. On the contrary, if \( a_2 = a_3 = a_5 = 0 = 0^2 = 0^3 = 0^6 = 1 \), so

\[
a_1 + a_4 = \sum_{i=1}^{5} a_i + \delta = 1,
\]

(101)

\[ J^0(u, v) = d(u, v) = d(u, v). \]

Therefore,

\[ d(u, v) = d(T^2 u, T^2 v) \leq k \cdot J^0(u, v) = k \cdot d(u, v) < d(u, v), \]

(102)

which is impossible. Then, \( T \) cannot have two distinct fixed points. □

6. An Application to Integral Equations

Let \( C([\tau_0, \Theta], [0, 1]) \) be the space of all continuous functions with value on \([0, 1]\) where \( \Theta > 0 \) and for all \( z, t \in C([\tau_0, \Theta], [0, 1]) \):

\[ d(z, t) = \sup_{\tau \in [\tau_0, \Theta]} |z(\tau) - t(\tau)|. \]

(103)

Obviously, the pair \((M, d)\), where \( M = C([\tau_0, \Theta], [0, 1]) \), forms a complete metric space.

A family \( \{C(\tau) : \tau \in \mathbb{R}\} \) of bounded linear operators is said to be a strongly continuous cosine family if and only if

1. \( C(0) = I \) (here \( I \) is the identity operator)
2. for each \( z \in M \), \( C(\tau)z \) is strongly continuous in \( \tau \) on \( \mathbb{R} \)
3. \( C(\tau + v) + C(\tau - v) = 2C(\tau)C(v) \) for all \( \tau, v \in \mathbb{R} \)

For a strongly continuous cosine family \( \{C(\tau) : \tau \in \mathbb{R}\} \) in \( M \), we consider the following:

1. The associated sine family \( \{S(\tau) : \tau \in \mathbb{R}\} \) where \( S(\tau) z = \int_{0}^{\tau} C(\tau) z \, d\tau \) for \( \tau \in \mathbb{R} \) and \( z \in M \)
2. The infinitesimal generator \( A : M \longrightarrow M \) defined by

\[ Az = (d^2/d\tau^2)C(\tau) z |_{\tau=0} \text{ for } z \in D(A), \text{ where } D(A) = \{ z \in M | C(\tau)z \in C^2(\mathbb{R}, M) \} \]

Let also \( M \geq 1 \) and \( N \geq 0 \) be two constants such that \( |C(t)| \leq M \) and \( |S(t)| \leq N \) for any \( \tau \in [\tau_0, \Theta] \).

We consider the equation

\[ z''(\tau) = Az(\tau) + \xi(\tau, z(\tau), \int_{\tau_0}^{\tau} \xi(\tau, u, z(u)) \, du), \quad 0 < \tau_0 < \Theta, \]

(104)

\[ z(\tau_0) = z_0, \quad z'(\tau_0) = w_0 \]

(105)

where \( \xi : [\tau_0, \Theta] \times 0, 1] \times \mathbb{R} \longrightarrow \mathbb{R} \) and \( \xi : [\tau_0, \Theta] \times \tau_0, \Theta] \times \mathbb{R} \) are continuous functions.

A function \( z \in M \) defined by

\[ z(\tau) = C(\tau - \tau_0)z_0 + S(\tau - \tau_0)w_0 + \int_{\tau_0}^{\tau} S(\tau - v) \xi(\tau, v, z(\tau), \int_{\tau_0}^{\tau} \xi(\tau, s, z(s)) \, ds) 
\]

(106)

is said to be the mild solution of equation (104).

**Theorem 29.** In this context, if

(a) the mapping \( T : M \longrightarrow M \) defined for \( \tau \in [\tau_0, \Theta] \) by

\[ Tz(\tau) = C(\tau - \tau_0)z_0 + S(\tau - \tau_0)w_0 + \int_{\tau_0}^{\tau} S(\tau - v) \xi(\tau, v, z(\tau), \int_{\tau_0}^{\tau} \xi(\tau, s, z(s)) \, ds) \, dv, \]

(107)

is continuous

(b) for \( \tau, v \in [\tau_0, \Theta] \) and \( z_1, z_2, t_1, t_2 \in M \), there exist some constants \( k_1 > 0, k_2 > 1 \) such that

\[ |\xi(\tau, z_1(\tau), t_1(\tau)) - \xi(\tau, z_2(\tau), t_2(\tau))| \leq k_1 |z_1(\tau) - z_2(\tau)| + |t_1(\tau) - t_2(\tau)|, \]

\[ |\xi(\tau, u, z_1(u)) - \xi(\tau, u, z_2(u))| \leq k_2 |z_1(u) - z_2(u)|^{|t_2|/2}. \]

(108)

(c) \( Nk_1\Theta^2 [Nk_2 (1 + k_2\Theta)] + k_2 < 1 \) and \( Nk_1 (1 + k_2\Theta) > 1 \), then equation (104) has a unique mild solution on \([\tau_0, \Theta] \).

**Proof.** We notice that the mild solution of equation (104) is precisely a fixed point of the mapping \( T \). For this reason, we check if the assumption of Theorem 12 holds. Considering the function \( a : M \times M \longrightarrow [0, \infty] \) defined as \( a(\tau, z_1, z_2) = 1 \) for any \( z_1, z_2 \in M \), we have that \( T \) is an orbital admissible and there exists \( z_0 \in M \) such that \( a(\tau_0, Tz_0) = 1 \). Moreover, for \( \tau, t \in M \),
we have

\[
d(Tz, Tt) = \sup_{\tau \in [\tau_0, \theta]} |Tz(\tau) - Tt(\tau)|
\]

\[
= \sup_{\tau \in [\tau_0, \theta]} \left| \int_{\tau_0}^{\tau} S(\tau - \upsilon) \xi \left( v, z(v), \int_{\tau_0}^{\upsilon} \zeta(v, s, z(s)) ds \right) d\upsilon \right|
\]

\[
- \xi \left( v, t(v), \int_{\tau_0}^{t(v)} \zeta(v, s, t(s)) ds \right) \right| d\upsilon \right|
\]

\[
\leq \sup_{\tau \in [\tau_0, \theta]} |S(\tau - \upsilon)\xi(v, z(v), \int_{\tau_0}^{\upsilon} \zeta(v, s, z(s)) ds)| d\upsilon \leq N \int_{\tau_0}^{\theta} k_1 \left( \sup_{\tau \in [\tau_0, \theta]} |z(\upsilon)| \right) d\upsilon - \xi \left( v, t(v), \int_{\tau_0}^{t(v)} \zeta(v, s, t(s)) ds \right) \right| d\upsilon \right|
\]

\[
= N \int_{\tau_0}^{\theta} k_1 \left( |z(\upsilon)| - t(v) \right) + \int_{\tau_0}^{t(v)} \zeta(v, s, Tz(s)) ds d\upsilon \leq N \int_{\tau_0}^{\theta} k_1 \left( \sup_{\tau \in [\tau_0, \theta]} |z(\upsilon)| \right) d\upsilon - t(v) + \int_{\tau_0}^{t(v)} k_2 \left( |z(\upsilon)| - t(v) \right) |^{1/2} \right| d\upsilon \right|
\]

\[
= N k_1 \left| d(z, t)(\tau - \tau_0) + \int_{\tau_0}^{t(v)} k_2 \left| d(z, t) \right| |^{1/2} \right| (v - \upsilon) \right| d\upsilon \right|
\]

\[
= N k_1 \left| d(z, t)(\tau - \tau_0) + k_2 \left| d(z, t) \right| |^{1/2} \right| \frac{(\tau - \tau_0)^2}{2} \right|
\]

\[
(109)
\]

Analogically,

\[
d(T^2 z, T^2 t) = \sup_{\tau \in [\tau_0, \theta]} |T^2 z(\tau) - T^2 t(\tau)| = \sup_{\tau \in [\tau_0, \theta]} |T(T(z(\tau)) - T(t(\tau))|
\]

\[
\leq \sup_{\tau \in [\tau_0, \theta]} \left| \int_{\tau_0}^{\tau} S(\tau - \upsilon) \xi \left( v, Tz(v), \int_{\tau_0}^{\upsilon} \zeta(v, s, Tz(s)) ds \right) d\upsilon \right|
\]

\[
- \xi \left( v, Tt(v), \int_{\tau_0}^{t(v)} \zeta(v, s, Tz(s)) ds \right) \right| d\upsilon \right|
\]

\[
\leq N \sup_{\tau \in [\tau_0, \theta]} \int_{\tau_0}^{\theta} k_1 \left( |Tz(\upsilon) - Tt(\upsilon)| + \int_{\tau_0}^{\upsilon} \zeta(v, s, Tz(s)) ds \right) ds d\upsilon \leq N \int_{\tau_0}^{\theta} k_1 \left( \sup_{\tau \in [\tau_0, \theta]} |Tz(\upsilon)| - t(v) \right) \right| d\upsilon \right|
\]

\[
- t(v) + \int_{\tau_0}^{t(v)} k_2 \left( |z(\upsilon)| - t(v) \right) |^{1/2} \right| d\upsilon \right|
\]

\[
= N k_1 \left| d(z, t)(\tau - \tau_0) + \int_{\tau_0}^{t(v)} k_2 \left| d(z, t) \right| |^{1/2} \right| (v - \upsilon) \right| d\upsilon \right|
\]

\[
= N k_1 \left| d(z, t)(\tau - \tau_0) + k_2 \left| d(z, t) \right| |^{1/2} \right| \frac{(\tau - \tau_0)^2}{2} \right|
\]

\[
(110)
\]

and taking (109) into account, we have

\[
d(T^2 z, T^2 t) \leq N k_1 \left[ d(z, t)(\tau - \tau_0) + k_2 \left| d(z, t) \right| |^{1/2} \right| (\tau - \tau_0) \right| \frac{(\tau - \tau_0)^2}{2} \right|
\]

\[
+ k_2 \left| d(Tz, Tt) \right| |^{1/2} \right| (\tau - \tau_0) \right| \frac{(\tau - \tau_0)^2}{2} \right|
\]

\[
\leq N k_1 \left[ d(z, t)(\tau - \tau_0) + k_2 \left| d(z, t) \right| |^{1/2} \right| (\tau - \tau_0) \right| \frac{(\tau - \tau_0)^2}{2} \right|
\]

\[
+ k_2 \left| d(Tz, Tt) \right| |^{1/2} \right| (\tau - \tau_0) \right| \frac{(\tau - \tau_0)^2}{2} \right|
\]

\[
= (N k_1 + k_2) \left[ d(z, t)(\tau - \tau_0) + k_2 \left| d(z, t) \right| |^{1/2} \right| (\tau - \tau_0) \right| \frac{(\tau - \tau_0)^2}{2} \right|
\]

\[
(111)
\]

If we denote \( k = N k_1 \Theta^2 (N k_1 + k_2) \), choosing \( a_1 = (N k_1 \Theta^2 (N k_1 + k_2))/k_1 < 1 \), the reader pays attention, some of these sequences repeatedly appearing in the proofs that we have introduced has been carried out. If the reader pays attention, some of these sequences repeatedly appear in the field of the fixed point theory. For example, the condition \( d(z_{n+1}, z_{n+1}) \leq \lambda d(z_n, z_{n+1}) \) for all \( n \in \mathbb{N} \) appears in many demonstrations in this field of study. Therefore, the results of Section 3 have been of great help in the development of the main results.

In this section, we have demonstrated some fixed point theorems that guarantee the existence and, in some cases, the uniqueness, of fixed points. To illustrate the power of the introduced results, we have shown several consequences of the main statements. We have also remarked how the proposed results are optimal with respect to the involved parameters; that is, when a result includes the hypothesis about \( \sum_{i=1}^{\infty} a_i + \delta < 1 \), we have described an example in which the equality in the previous strict inequality leads to the invalidity of the corresponding result.

\[ \square \]

7. Conclusions and Future Lines of Research

In this paper, we have introduced a great family of contractions that we have called hybrid-interpretative Reich-\v{R}e\vs{a}tescu-type contractions in the setting of metric spaces. The main advantage of this family is the fact that its general contractivity condition can be particularized in several ways, depending on many parameters \( (\lambda, k, a_1, a_2, a_3, a_4, a_5, \delta) \). Furthermore, such contractivity condition involves many distinct terms that can be either adding or multiplying between them (it depends on \( \lambda \)). In addition to this, we must highlight that the main contractivity condition makes use of the self-composition \( T^2 = T \circ T \), whose associated theorems used to be more general than the corresponding results by only using \( T \).

For the study of the behavior of the Picard sequence that is used in the main results, an analysis of the convergence of certain sequences of nonnegative real terms that naturally appear in the proofs that we have introduced has been carried out. If the reader pays attention, some of these sequences repeatedly appear in the field of the fixed point theory. For example, the condition \( d(z_{n+1}, z_{n+1}) \leq \lambda d(z_n, z_{n+1}) \) for all \( n \in \mathbb{N} \) appears in many demonstrations in this field of study. Therefore, the results of Section 3 have been of great help in the development of the main results.

In this setting, we have demonstrated some fixed point theorems that guarantee the existence and, in some cases, the uniqueness, of fixed points. To illustrate the power of the introduced results, we have shown several consequences of the main statements. We have also remarked how the proposed results are optimal with respect to the involved parameters; that is, when a result includes the hypothesis about \( \sum_{i=1}^{\infty} a_i + \delta < 1 \), we have described an example in which the equality in the previous strict inequality leads to the invalidity of the corresponding result.
Finally, we have taken advantage of the main contents of the manuscript in order to introduce a novel application in which, under very general conditions, we are able to deduce the existence of solution of a kind of integral equations.

Prospective work must be done in this line of research. On the one hand, further studies should be done on how to reformulate the contractivity condition in order to be able to develop fixed point theory in more general abstract metric spaces (for instance, b-metric spaces or fuzzy metric spaces). On the other hand, we propose studying the possible existence of fixed points for an operator \( T \) such that

\[
\alpha(z, t)d(T^2z, T^2t) \leq k \cdot \max\{d(z, t), d(z, Tz), d(t, Tt), d(Tz, T^2z), d(Tt, T^2t)\},
\]

for all distinct points \( z, t \in \Omega \), where \( \Omega \) is an appropriate subset of a metric space \((M, d)\).
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