On the Sub-optimality of Single-letter Coding in Multi-terminal Communications
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Abstract—We investigate binary block-codes (BBC). A BBC is defined as a vector of Boolean functions. We consider BBCs which are generated randomly, and using single-letter distributions. We characterize the vector of dependency spectrums of these BBCs. We use this vector to upper-bound the correlation between the outputs of two distributed BBCs. Finally, the upper-bound is used to show that the large blocklength single-letter coding schemes in the literature are sub-optimal in some multiterminal communication settings.

I. INTRODUCTION

In his paper, "A Mathematical Theory of Communications"[1] - often regarded as the Magna Carta of digital communications - Shannon pointed out that in order to exploit the redundancy of the source in data compression, it is necessary to compress large blocks of the source simultaneously. More precisely, optimality is only approached as the effective length of the encoding functions approaches infinity. In this context, the effective length of an encoding function can be interpreted as the average number of input elements necessary to estimate an output element of the encoding function with high accuracy. The same observation was made in the case of point-to-point (PtP) channel coding. As a result, a common feature of the coding schemes used in PtP communication is that they have large effective lengths. Loosely speaking, this means that each output element in these schemes is a function of the entire input sequence, where the length of the input sequence is asymptotically large. In the source coding problem, by compressing large blocks at the same time, one can exploit the redundancy in the source. In the channel coding problem, transmitting the input message over large blocks allows the decoder to exploit the typicality of the noise vector. These large blocklength gains due to the typicality of the noise vector in channel coding, and the source vector in source coding are also present in coding over networks. However, in multiterminal communication it is often desirable to maintain correlation among the output sequences at different nodes. This requirement can be due to explicit constraints in the problem statement such as joint distortion measures in multiterminal source coding, or it can be due to implicit factors such as the need for interference reduction in multi-terminal channel coding, or it can be due to the nature of the shared communication channel. In the latter case, correlation between the outputs is necessary as a means for further cooperation among the transmitters. In this paper, we show that pairs of encoding functions with large effective lengths are inefficient in coordinating their outputs. This is due to the fact that such encoding functions are unable to produce highly correlated outputs from highly correlated inputs. The loss of correlation undermines the encoders' ability to cooperate and take advantage of the multi-terminal nature of the problem. In PtP communication problems, where there is only one transmitter, the necessity for cooperation does not manifest itself. For this reason, although encoders with asymptotically large effective lengths are optimal in PtP communications, they are sub-optimal in the network communication case. It is worth mentioning that there is a subtle difference between the effective length mentioned here and the blocklength of an encoding function. The effective length of an encoding function can be interpreted as the average number of input elements necessary to estimate an output element with high precision. Whereas the blocklength is the length of the sequence which is the input to the encoding function. It is well-known that the performance of block-codes is super-additive with respect to blocklength, meaning that the best performance of block-codes of a certain length is an increasing function of the blocklength. However, the performance as a function of the effective length of the code is not necessarily super-additive.

The loss in correlation caused by the application of large effective-length codes causes a discontinuity in the performance of such codes in some multi-terminal problems. This was first observed for the problem of distributed source coding[2], in the Berger-Tung coding strategy. It was noted that when common information is available to the two encoders in the distributed source coding problem, the performance is discontinuously better than when the common information is replaced with highly correlated components. In[3], we argued that the discontinuity in performance is due to the fact that the encoding functions in the Berger-Tung scheme preserve common information, but are unable to preserve correlation between highly correlated components. We proposed a new coding scheme, and derived an improved achievable rate-distortion region for the two user distributed source coding...
problem \[4\]. The new strategy uses a concatenated coding scheme which consists of one layer of codes with finite effective length, and one layer of codes with asymptotically large effective lengths.

In this paper, we prove the assertion that there is a discontinuity in the correlation preserving abilities of encoding functions produced using single-letter coding schemes such as the Berger-Tung scheme \[5\]. The single-letter coding schemes considered in this work are general and include Shannon’s point-to-point source coding scheme \[1\], the Berger-Tung scheme \[5\], the Zhang-Berger scheme \[8\]. The proof involves several steps. We make extensive use of the mathematical machinery developed in \[11\].

In \[11\], we provide a bound on the correlation between the outputs of two arbitrary Boolean functions. The bound is presented as a function of the dependency spectrum of the Boolean functions. The dependency spectrum is a generalization of the effective length of a Boolean function, and is explained in more detail in the next sections. Here, we consider two arbitrary binary block codes (BBC) as defined in \[6\]. The two encoding functions are applied to two correlated discrete, memoryless sources (DMS). We define the correlation between the outputs of these encoding functions as the average probability that any two output-bits are equal, where the average is over the elements of the output vector. Using the bound in \[11\], we show that codes generated by large blocklength single-letter coding schemes are incapable of producing highly correlated outputs from highly correlated inputs. More precisely, we show that as the block-length increases, the outputs of the quantizers at each terminal become less correlated. This leads us to conjecture that such schemes are sub-optimal in network communication problems. We provide one example in the problem of lossless transmission of correlated sources over the interference channel, and prove that in this example single-letter coding schemes are sub-optimal.

The rest of the paper is organized as follows: Section \[II\] gives the notation used in this work. Section \[III\] includes a summary of the mathematical tools in \[11\] which are used here. In Section \[IV\] we derive a probabilistic bound on the correlation between the outputs of encoding functions produced using single-letter coding schemes. Section \[V\] includes an example where we show the sub-optimality of single-letter schemes in a specific multi-terminal problem. Section \[VI\] concludes the paper.

II. NOTATION

In this section, we introduce the notation used in the paper. We represent random variables by capital letters such as \(X, U\). Sets are denoted by calligraphic letters such as \(\mathcal{X}, \mathcal{U}\). For a random variable \(X\), the corresponding probability space is \((\mathcal{X}, F_X, P_X)\), where \(F\) is the underlying \(\sigma\)-field. The set of all subsets of \(\mathcal{X}\) is written as \(2^\mathcal{X}\). There are three different notations used for different classes of vectors. For random variables, the \(n\)-length vector \((X_1, X_2, \ldots, X_n)\), where \(X_i \in \mathcal{X}\), is denoted by \(X^n \in \mathcal{X}^n\). For the vector of functions \((e_1(X), e_2(X), \cdots, e_n(X))\) we use the notation \(e(X)\).

The binary string \((i_1, i_2, \ldots, i_n)\), \(i_j \in \{0, 1\}\), is written as \(i\). As an example, the set of functions \(\{e_1(X^n) | i \in \{0, 1\}^n\}\) is the set of \(n\)-length vectors of functions \((e_1, e_2, \cdots, e_n)\) operating on the vector \((X_1, X_2, \ldots, X_n)\) each indexed by an \(n\)-length binary string \((i_1, i_2, \ldots, i_n)\). The vector of binary strings \((i_1, i_2, \ldots, i_n)\) denotes the standard basis for the \(n\)-dimensional space (e.g. \(i_1 = (0, 0, \cdots, 0, 1)\)). The vector of random variables \((X_j, X_{j_2}, \cdots, X_{j_k})\), \(j_i \in [1, n], j_i \neq j_k\), is denoted by \(X_k\), where \(i_j = 1, \forall i \in [1, k]\). For example, take \(n = 3\), the vector \((X_1, X_3)\) is denoted by \(X_{101}\), and the vector \((X_1, X_2)\) by \(X_{110}\). Particularly, \(X_1 = X_j, j \in [1, n]\). Also, for \(t = 1\), the all-ones vector, \(X_t = X^n\). For two binary strings \(i, j\), we write \(i < j\) if and only if \(i_k < j_k, \forall k \in [1, n]\). For a binary string \(i\) we define \(N_i^j = w_H(i)\), where \(w_H\) denotes the Hamming weight. Lastly, the vector \(\sim i\) is the element-wise complement of \(i\).

III. CORRELATION AND THE DEPENDENCY SPECTRUM

Recently, we introduced the ‘effective length’ of an additive Boolean function, and its extension the ‘Dependency spectrum’ of a general Boolean function \[11\]. We used the dependency spectrum to bound the correlation between the outputs of functions of sequences of random variables. Loosely speaking, for the Boolean function \(f : \{0, 1\}^n \rightarrow \{0, 1\}\), the dependency spectrum is a vector which characterizes the correlation between the output \(f(X^n)\) with any of the subsequences of the input sequence. In this work, we make extensive use of the upper-bound in \[11\], as well as the mathematical apparatus developed there. Hence, we provide a concise review of the material.

Let \(e : \{0, 1\}^n \rightarrow \{0, 1\}\) be a Boolean function. Following the method presented in \[7\], we convert the problem of analyzing a Boolean function into one where the encoder is a binary real-valued function. Mapping the discrete-valued function to a real-valued one is crucial since it allows us to use the rich set of tools available in functional analysis. Assume that \(P(e(X^n) = 1) = q\). The corresponding real function for \(e\) is defined as:

\[
\tilde{e}(X^n) = \begin{cases} 
1 - q, & e(X^n) = 1, \\
q, & \text{otherwise}.
\end{cases}
\]

The following gives the definition for the additive decomposition of \(\tilde{e}\).

**Definition 1.** The vector of real functions \(\{\tilde{e}_k\}_{k \in \{0, 1\}^n}\) is called the additive decomposition of \(\tilde{e}\), where \(\tilde{e}_k = \mathbb{E}_{X^n} (\tilde{e} | X_k) - \sum_{j \neq k} \tilde{e}_j\).

**Remark 1.** From the above definition, it follows that \(\tilde{e} = \sum_{k \in \{0, 1\}^n} \tilde{e}_k\).

The following proposition describes the properties of the components of the additive decomposition:

**Proposition 1.** Define \(P_i\) as the variance of \(\tilde{e}_i\). The following hold:
1) \(\forall k \leq k, \text{ we have } \mathbb{E}_{X^n} (\tilde{e}_i | X_k) = \tilde{e}_i.\)
2) \(\mathbb{E}_{X^n} (\tilde{e}_i \tilde{e}_k) = 0, \text{ for } i \neq k.\)
3) ∀k ≤ i : E_{X \forall \mathcal{X}_k} (\hat{e}_i | X_k) = 0.
4) \( P_i = E (\hat{e}_i^2) = c_i^2 (q(1 - q))^q(i) \).

The following lemma gives the formula for calculating \( P_i \).

**Lemma 1.** For arbitrary \( e : \{0, 1\}^n \rightarrow \{0, 1\} \), let \( \hat{e} \) be the corresponding real function. The variance of each component \( e_i \) in the additive decomposition is given by the following recursive formula \( P_i = \text{Var}(\hat{e}_i) = E_X (E_{X \forall \mathcal{X}_k} (\hat{e}_i | X)) - \sum_{j \neq i} P_j, \forall i \in \{0, 1\}^n \), where \( P_2 \equiv 0 \).

The dependency spectrum of the function is defined below.

**Definition 2 (Dependency Spectrum).** For a Boolean function \( e \), the vector of variances \((P_i)_{i\in\{0,1\}^n}\) is called the dependency spectrum of \( e \).

Let \((X, Y)\) be a pair of DMS’s. Consider two arbitrary Boolean functions \( e : X^n \rightarrow \{0, 1\} \) and \( f : Y^n \rightarrow \{0, 1\} \). Let \( q \equiv P(e(X^n)) = 1, r \equiv P(f(Y^n)) = 1, \) and \( \epsilon \equiv P(X \neq \epsilon Y) \). Also, let \( \hat{e} = \sum_{i \in e} e_i \) and \( \hat{f} = \sum_{i \in f} f_i \) be the additive decomposition of these functions.

**Theorem 1.** The following bound holds:

\[
2 \sqrt{\sum_i P_i} \sqrt{\sum_i Q_i} - 2 \sum_i C_i P_i^2 Q_i^2 \leq P(e(X^n) \neq f(Y^n)) \\
\leq 1 - 2 \sqrt{\sum_i P_i} \sqrt{\sum_i Q_i} + 2 \sum_i C_i P_i^2 Q_i^2, 
\]

where \( C_i \equiv (1 - 2e)^N_i, \) and \( \hat{e} (\hat{f}) \) is the real function corresponding to \( e (f) \), and \( P_i (Q_i) \) is the variance of \( e_i (f_i) \), and finally, \( N_i \equiv w_H(i) \).

IV. CORRELATION PRESERVATION IN SINGLE-LETTER BBCS

In this section, we provide the definition of a ‘coding scheme’, and identify three properties which are shared among many of the coding schemes available for multi-terminal communications. We call the group of coding schemes which share these properties the Single-letter Random Coding Schemes (SLCS). These coding schemes include Shannon’s PtP source coding scheme, the Berger-Tung coding scheme for distributed source coding [5], and the Zhang-Berger multiple-descriptions coding scheme [6]. We use the results in the previous section to bound the correlation between the outputs of two encoding functions produced using a SLCS. The proof involves several steps. First, it is shown that SLCSs produce encoding functions which have most of their variance either on the single-letter components of their dependency spectrum or on the components with asymptotically large blocklengths. This along with Theorem 1 are used to prove that such schemes are inefficient in preserving correlation. The following defines a coding scheme:

**Definition 3.** A Coding Scheme \( \mathcal{S} \) is characterized by a probability measure \( P_{\mathcal{S}} (e_1, e_2, \cdots, e_l) \) on the set of encoding functions \( e_k, k \in [1, l] \), and decoding functions \( d_k, k \in [1, l] \).

For example, Shannon’s point-to-point coding schemes determine \( P_{\mathcal{S}}(e)p_{\mathcal{S}}(d|e) \) by using a single-letter distribution to assign probabilities to codebooks, and then using typicality encoding and decoding rules to determine the encoding and decoding functions. Whenever the choice of the coding scheme is clear, we denote the distribution by \( P_{\mathcal{S}}(e)p_{\mathcal{S}}(d|e) \). The following defines the SLCSs:

**Definition 4.** The coding scheme characterized by \( P_{\mathcal{S}} \) is called an SLCS if the following constraints are satisfied. For an arbitrary \( k \in [1, l] \), let \( \hat{E} = \hat{E}_k \), then

1) \( \forall x^n, \exists y^n > 0, \exists B_\delta (x^n) \subset X^n \) such that \( P_{\mathcal{S}} (X^n \in B_\delta (x^n)) \leq 2^{-m_0} \), and \( \forall y^n \not\in B_\delta (x^n), E(x^n) \| E(y^n) \).

2) \( \forall n > 0, \exists m > n, \forall x^n \in [0, 1]^m, \forall i \in [1, m], |P_{\mathcal{S}} (E_i (x^n) = y^n) - P_{\mathcal{S}} (E_i (x^n) = x^n) \| E(x^n) | < \epsilon. \)

3) \( \forall n \in S_n : P_{\mathcal{S}} (E) = P_{\hat{E}} (E) \), where \( E (X^n) = \pi^{-1} (E (X^n)) \), where \( S_n \) is the symmetric group of length \( n \).

**Remark 2.** The first condition can be interpreted as follows: for an arbitrary sequence \( x^n \), let \( B_\delta (x^n) \) be the set of sequences \( y^n \), such that the set of encoding functions which map \( x^n \) to \( y^n \) the same sequence has non-zero probability with respect to the measure \( P_{\mathcal{S}} \), (e.g. in typicality encoding this requires \( x^n \) and \( y^n \) to be jointly typical based on some fixed distribution). Then, the condition requires that the probability of the set \( B_\delta (x^n) \) goes to 0 exponentially as \( n \rightarrow \infty \). Furthermore, if \( y^n \not\in B_\delta (x^n) \), then it is mapped to a codeword which is chosen independent of \( \hat{E} (x^n) \) (i.e. codewords are chosen pairwise independently).

**Remark 3.** The second condition can be interpreted as follows: the joint distribution of the input sequence and the output sequence of the encoding function averaged over all possible encoding functions approaches a product distribution in variational distance as \( n \rightarrow \infty \).

**Remark 4.** The explanation for the third condition is that the probability that a vector \( x^n \) is mapped to \( y^n \) depends only on their joint type and is equal to the probability that the permutated sequence \( \pi (x^n) \) is mapped to \( \pi (y^n) \). As an example, this condition holds in typicality encoding.

**Example 1.** Consider the PtP source coding problem depicted in Figure 1. A discrete memoryless source \( X \) is being fed to...
an encoder. The encoder utilizes the mapping $E : \mathcal{X}^n \to \mathcal{U}^n$ to compress the source sequence. The image of $E$ is indexed by the bijection $i : \text{Im}(E) \to [1, |\text{Im}(Q)|]$. The index $M \triangleq i(E(X^n))$ is sent to the decoder. The decoder reconstructs the compressed sequence $U^n \triangleq i^{-1}(M) = E(X^n)$. The efficiency of the reconstruction is evaluated based on the separable distortion criteria $d_r : \mathcal{X}^n \times \mathcal{U}^n \to [0, \infty)$. The separability property means that $d_r(x^i, u^i) = \sum_{1 \leq j \leq n} d_1(x_j, u_j)$. We assume that the alphabets $X$ and $\mathcal{U}$ are both binary. The rate of transmission is defined as $R \triangleq \frac{1}{n} \log |\text{Im}(E)|$, and the average distortion is defined as $\frac{1}{n} \mathbb{E}(d_r(X^n, U^n))$. The goal is to choose $E$ such that the rate-distortion tradeoff is optimized. Note that the choice of the bijection ‘$i$’ is irrelevant to the performance of the system. The following Lemma gives the achievable RD region for this setup:

**Lemma 2.** \cite{1} For the source $X$ and distortion criteria $d_1 : \{0, 1\} \times \{0, 1\} \to [0, \infty]$, fix a conditional distribution $p_{UX}(u|x, X, U \in \{0, 1\})$. The rate-distortion pair $(R, D) = (\frac{1}{n} \mathbb{E}(d_r(X^n, U^n)), \mathbb{E}(d_r(X^n, U^n)))$ is achievable for all $R < I(U; X)$.

**Proof:** In order to verify the properties of the SLCS’s in the coding scheme used in this problem, we give an outline of the scheme. Fix $n \in \mathbb{N}$, and $\epsilon > 0$. Define $P_U(u) = \mathbb{E}_X[P_{UX}(u|X)]$. Proving achievability is equivalent to showing the existence of a suitable encoding function $E(X^n)$. In \cite{1}, a randomly generated encoding function is constructed with the aid of a set of vectors called the codebook, and an assignment rule called typicality encoding. We construct the codebook $C$ as follows. Let $A^2(U) \triangleq \{u^n \mid \mathbb{E}_U[u^n] - P_U(1) < \epsilon\}$ be the set of $n$-length binary vectors which are $\epsilon$-typical with respect to $P_U$. Choose $2^{nR}$ vectors from $A^2(U)$ randomly and uniformly. Let $C \subset A^2(U)$ be the set of these vectors. The encoder constructs the encoding function $E(X^n)$ as follows. For an arbitrary sequence $x^n \in \{0, 1\}^n$, define $A^2(U)(x^n)$ as the set of vectors in $C$ which are jointly $\epsilon$-typical with $x^n$ based on $P_{UX}$. The vector $E(x^n)$ is chosen randomly and uniformly from $A^2(U)(x^n) \cap C$. The probabilistic choice of the codewords as well as the quantization, puts a distribution on the random function $E$. It can be shown that as $n$ becomes larger codes produced based on this distribution $P(Q)$ achieve the rate-distortion vector $(R, D)$ with probability approaching one.

**Remark 5.** It is well-known that in the above scheme, the codebook generation process could be altered in the following way. Instead of choosing the codewords randomly and uniformly from the set of typical sequences $A^2(U)$, the encoder can produce each codeword independently of the others and with the distribution $P_U(u^n) = \prod_{1 \leq i \leq n} P_U(u_i)$. However, the discussion that follows remains unchanged regardless of which of these codebook generation methods are used.

1) Codewords are chosen pairwise independently. So, for two input sequences $x^n$ and $y^n$ given that $A^2(U)(x^n) \cap A^2(U)(y^n) = \phi$, the two vectors are not mapped to the same codeword, hence they are mapped to independently generated codewords (i.e. $E(x^n)$ is chosen independently of $E(y^n)$).

2) As $n$ becomes large, the $i$th output element $E_i(X^n)$ is correlated with the input sequence $X^n$ only through the $i$th input element $X_i$:

$$\forall \delta > 0, \exists n \in \mathbb{N} : m > n \Rightarrow \forall x^n \in \{0, 1\}^m, v \in \{0, 1\},$$

$$|P_S(Q(X^n) = v, X^n = x^n) - P_S(Q(x^n) = v, X_i = x_i)| < \delta$$

**Proof:** For a fixed quantization function $e : \{0, 1\}^m \to \{0, 1\}^m$, $e(X^n)$ is a function of $X^n$. However, without the knowledge that which encoding function is used, $E_i(X^n)$ is related to $X^n$ only through $X_i$. In other words, averaged over all encoding functions, the effects of the rest of the elements diminishes. We provide a proof of this statement below:

First, we are required to provide some definitions relating to the joint type of pairs of sequences. For binary strings $u^n, x^n$, define $N(a, b|u^n, x^n) \triangleq |\{u_i, x_i\} = (a, b)\}$ that is the number of indices $j$ for which the value of the pair $(u_j, x_j)$ is $(a, b)$. For $s, t \in \{0, 1\}$, define $I_{st} = N(s, t|u^n, x^n)$, the vector $(I_{00}, I_{01}, I_{10}, I_{11})$ is called the joint type of $(u^n, x^n)$.

For fixed $x^n$ the set of sequences $T(I_{00}, I_{01}, I_{10}, I_{11})$ is achievable for all $r < \min_{s, t \in \{0, 1\}} (I_{st})$, is the set of vectors which have joint type $(I_{00}, I_{01}, I_{10}, I_{11})$ with the sequence $x^n$. Fix $m, \epsilon > 0$, and define $L_m = \mathbb{E}_x[I_{st}(x, t)] - P_{UX}(s, t) < \epsilon$.

Then for the conditional typical set $A^2(U)(x^n)$ defined above we can write

$$A^2(U)(x^n) = \cup_{I_{00}, I_{01}, I_{10}, I_{11}} L_m \cap T(I_{00}, I_{01}, I_{10}, I_{11}).$$

The type of $x^n$, denoted by $(I_{00}, I_{01}, I_{10}, I_{11})$, is defined in a similar manner. Since $E(X^n)$ are chosen uniformly from the set $A^2(U)(x^n)$, we have:

$$P_S(E_i(X^n) = v, X_i = x_i) = \frac{|\{u^n | u_i = v, u_i \in E(X^n)\}|}{|\{u^n | u_i \in E(X^n)\}|} = \frac{\sum_{(00, 01, 10, 11)} |\{u^n | u_i = v, u_i \in T(I_{00}, I_{01}, I_{10}, I_{11})\}|}{\sum_{(00, 01, 10, 11)} |\{u^n | u_i \in T(I_{00}, I_{01}, I_{10}, I_{11})\}|} = \frac{\sum_{(00, 01, 10, 11)} \mathbb{E}(I_{st}|x^n) P_{UX}(s, t)}{\sum_{(00, 01, 10, 11)} \mathbb{E}(I_{st}|x^n) P_{UX}(s, t)}$$

$$\leq \frac{\sum_{(00, 01, 10, 11)} \mathbb{E}(I_{st}|x^n) P_{UX}(s, t)}{\sum_{(00, 01, 10, 11)} \mathbb{E}(I_{st}|x^n) P_{UX}(s, t)}$$

In (a), we use the fact that for fixed $x^n$, $(I_{00}, I_{01}, I_{10}, I_{11})$ is fixed to simplify the numerators. In (b) we have used that for jointly $\epsilon$-sequences $(u^n, x^n)$, $I_{st} \in \mathbb{E}(I_{st}|x^n) P_{UX}(s, t) - \epsilon, n(P_{UX}(x_i) - \epsilon)$, and $I_{st} \in \mathbb{E}(I_{st}|x^n) P_{UX}(x_i) + \epsilon$, and $I_{st} \in \mathbb{E}(I_{st}|x^n) P_{UX}(x_i) + \epsilon$.

3) The encoder is insensitive to permutations. Due to typicality encoding the probability that a vector $x^n$ is mapped to $y^n$ depends only on their joint type and is equal to the probability that $\pi(x^n)$ is mapped to $\pi(y^n)$.
Our goal is to analyze the correlation preserving properties of SLCS’s. More precisely, we investigate two encoding functions generated using a SLCS, and bound the correlation between the outputs of these two functions. For a randomly generated encoding function $E = (E_1, E_2, \ldots, E_n)$, denote the additive decomposition of the real function corresponding to the $k$th element as $\tilde{E}_k = \sum_{j} \tilde{E}_{k,j}, k \in [1, n]$. Let $P_{i,j}$ be the variance of $\tilde{E}_{k,j}$. The next theorem shows that SLCSs produce encoding functions which have most of their variance either on the single-letter components of their dependency spectrum or on the components with asymptotically large blocklengths.

**Theorem 2.** For any $k \in [1, n], m \in \mathbb{N}, \gamma > 0$, $P_S(\sum_{k \in \mathbb{N}} P_{i,k} \geq \gamma) \to 0$, as $n \to \infty$. Where, $i_k$ is the $k$th standard basis element.

**Proof:** Please refer to the Appendix.

Theorem 2 shows that SLCS’s distribute most of the variance of $\tilde{E}_k$ on $\tilde{E}_{k,j}$’s which operate on asymptotically large blocks of the input, and on the single-letter component $\tilde{E}_{k,j}$. Hence, the encoders generated using such schemes have high expected variance for decomposition elements with large effective lengths. This along with Theorem 1 gives an upper bound on the correlation preserving properties of SLCS’s. The following theorem states this upper bound which is the main result of this section:

**Theorem 3.** Let $(X, Y)$ be a pair of DMS’s, with $P(X = Y) = 1 - \epsilon, \epsilon > 0$. Also, assume that the pair $E, F : \{0, 1\}^n \to \{0, 1\}$ are produced using a SLCS characterized by $P_S$. Define $E \triangleq E_1$, and $F \triangleq F_1$. Then, $\forall \delta > 0$:

$$P_S \left( P_{X,Y} \neq F(Y^n) \neq (\epsilon^n) \rightarrow 2P_{F} \sum_{k=1}^{n} Q_{X,k} - \delta \right) \to 1,$$

as $n \to \infty$. Where $P_1 \triangleq \text{Var}(\tilde{E}_1), Q_i \triangleq \text{Var}(\tilde{F}_i), P \triangleq \text{Var}(\tilde{E}),$ and $Q \triangleq \text{Var}(F)$.

**Proof:** Please refer to Appendix.

**Remark 6.** The result in the theorem is also valid in the case when the SLCS sets $E = F$, and $E$ is produced based on $P_S$ (i.e. when both encoders use the same encoding function.).

In order to increase the correlation between the outputs of encoding functions produced using SLCSs, the variance of $\tilde{E}_{k,j}$, $k \in [1, n]$ needs to increase. This in turn increases the single-letter mutual information between the input and output of the encoder, which would require higher rates. For example consider the extreme case where $\text{Var}(\tilde{E}_{k,j})$ is set to maximum (i.e. $\text{Var}(\tilde{E}_{k,j}) = \text{Var}(\tilde{E}_k)$). This requires $E_k(X^n) = X_k$. So, in order to achieve maximum correlation, the encoder must use uncoded transmission.

**Theorem 3** shows that there is a discontinuity in the correlation preserving ability of SLCSs as a function of the joint distribution $P(X, Y)$. Particularly, when $X = Y$, there is common-information available at the encoders. If the encoders use the same encoding function $E(X^n) = E(Y^n)$, their outputs would be equal with probability one. Whereas, if $P(X = Y) = 1 - \epsilon$, for any non-zero $\epsilon$, the output correlation is bounded away from $0$ by the bound provided in Theorem 3 and the probability of equal outputs does not approach $1$ as $n \to \infty$. So, the correlation between the outputs of these encoding functions is discontinuous as a function of $\epsilon$. A special case of this phenomenon was observed in [2], in the distributed source coding problem, and was used to prove the sub-optimality of the Berger-Tung strategy.

V. MULTI-Terminal COMMUNICATION EXAMPLES

In this section, we provide an example of a multi-terminal communication setup where SLCSs have suboptimal performance. We use the discontinuity mentioned in the previous section to show the sub-optimality of SLCSs.

Consider the problem of transmission of correlated sources over the interference channel (ICCS) described in [9]. Here, the sources $X$ and $Y$ are Bernoulli random variables with parameters $\alpha_X$ and $\alpha_Y$, and $Z$ is a $q$-ary random variable with distribution $P_Z$. $X$ and $Z$ are independent. $Y$ and $Z$ are also independent. Finally, $X$ and $Y$ are correlated, and $P(X \neq Y) = \epsilon$. The random variable $N_\delta$ is Bernoulli with parameter $\delta$. The first transmitter transmits the binary input $X_1$, and the second transmitter transmits the pair of inputs $(X_{21}, X_{22})$, where $X_{21}$ is $q$-ary and $X_{22}$ is binary. Receiver 1 receives $Y_1 = X_1 \oplus N_\delta$, and receiver 2 receives $Y_2$ which is given below:

$$Y_2 = \begin{cases} X_{21}, & \text{if } X_{22} = X_1, \\ \epsilon, & \text{otherwise.} \end{cases}$$

So, the second channel outputs $X_{21}$ noiselessly if the second encoder ‘guesses’ the first encoder’s output correctly (i.e. $X_{22} = X_1$), otherwise an erasure is produced. The following proposition gives a set of sufficient conditions for the transmission of correlated sources over this interference channel:

**Proposition 2.** The sources $X$ and $Z$ are transmissible if there exist $\epsilon, \delta, d > 0$, and $n \in \mathbb{N}$ such that:

$$H(X) \leq (1 - h_\epsilon(\delta)) \left( 1 - \frac{h_\delta(\gamma + d)}{1 - h_\delta(\delta)} \right) + O \left( 1 + \sqrt{nV + \delta^\epsilon - \delta \gamma} \right),$$

$$H(Z) \leq (1 - \epsilon)^\delta \log q \left( 1 - \frac{h_\delta(\gamma + d)}{1 - h_\delta(\delta)} \right),$$

where $h_\epsilon(\cdot)$ is the binary entropy function, $V = \delta(1-\delta)\log_2(\frac{1-\delta}{\delta})$ is the channel dispersion, and $V(\cdot)$ is the rate-dispersion function for the channel.
function as in \[10\], and \(Q(.)\) is the Gaussian complementary cumulative distribution function.

For a fixed \(n\), \(e\) and \(\gamma\), we denote the set of pairs \((H(X), H(Z))\) which satisfy the bounds by \(S(n, e, \gamma)\).

**Proof:** First we provide an outline of the coding strategy. Fix \(n, m \in \mathbb{N}, d, \gamma \in \mathbb{R}\), where \(n < m\). Let \(k = n \left(1 - \frac{h_0(d + \gamma)}{1 - h_0(\gamma)}\right)^{-1}\). The encoders send \(kn\) bits of the compressed input at each block of transmission. The first encoder transmits its source in two steps. First, it uses a fixed blocklength source-channel code \[10\] with parameters \((k, n, d, \gamma)\). The code maps \(k\)-length blocks of the source to \(n\)-length blocks of the channel input, and the average distortion resulting from the code is less than \(d + \gamma\). In this step, the encoder transmits the source in \(m\) blocks of length \(k\). A total of \(nm\) channel uses are needed (note that \(n < k\)). In the second step, the encoder uses a large blocklength code to correct the errors in the previous step. The code has rate close to \(\frac{1}{b}\) and its input length is equal to \(km\).

The second encoder only transmits messages in the first step of transmission. It uses the same fixed blocklength code as the first encoder and the source sequence \(Y^d\) to estimate the outcome of the first encoder. It sends this estimate of the first encoder’s output on \(X^d_{22}\). Since \(P(X^d = X^d_{22}) = (1 - e)^k\), we conclude that \(X^d_{21}\) and \(X^d_{22}\) are equal at least with probability \((1 - e)^k\). The encoder sends the source \(Z\) using \(X_{21}\) over the resulting \(q\)-ary erasure channel which has probability of erasure at most \((1 - e)^k\). The following provides a detailed description of the coding strategy:

**Codebook Generation:** Fix \(n, e, d\). Let \(k = n \left(1 - \frac{h_0(d + \gamma)}{1 - h_0(\gamma)}\right)^{-1}\). Let \(C\) be the optimal source-channel code with parameters \((k, n, d, \gamma)\) for the point-to-point channel of the binary source over the binary symmetric channel, as described in \[10\]. The code transmits \(k\)-length blocks of the source using \(n\)-length blocks of the channel input; and guarantees that the resulting distortion at each block is less than \(d\) with probability \((1 - e)\), i.e. \(P(d_{P}(X^n, \hat{X}^n) > d) \leq \gamma\), where \(\hat{X}\) is the reconstruction of the binary source \(X\) at the decoder. In \[10\], it is shown that the parameters of the code satisfy:

\[
n(1 - h_0(\delta))k(1 - h_0(\alpha _0 + d)) \geq \frac{\sqrt{nV + kVd}Q^{-1}(\gamma) + O(\log(n))}{n(1 - e)^k\log(q) \geq kH(Z)}.
\]

Simplifying these conditions by replacing \(k = n \left(1 - \frac{h_0(d + \gamma)}{1 - h_0(\gamma)}\right)^{-1}\), we have:

\[
n(1 - h_0(\delta))(1 - h_0(\alpha _0 + d)) \geq \frac{\sqrt{nV + kVd}Q^{-1}(\gamma) + O(\log(n))}{n(1 - e)^k\log(q) \geq kH(Z)}.
\]

For an arbitrary encoding scheme operating on blocks of length \(n\), let the encoding functions be as follows: \(X^n = e_1(X^n), (X_{21}^n, X_{22}^n) = (e_{21}(Y^n, Z^n), e_{22}(Y^n, Z^n))\). The following lemma gives an upper bound on \(H(Z)\) as a function of the correlation between the outputs of \(e_1\) and \(e_{21}\).

**Lemma 3.** For a coding scheme with encoding functions \(e_1(X^n), e_{21}(Y^n, Z^n), e_{22}(Y^n, Z^n)\), the following holds:

\[
H(Z) \leq 1 - \frac{1}{n} \sum_{i=1}^{n} P(e_{1,i}(X^n) = e_{21,i}(Y^n, Z^n)) + 1.
\]

**Proof:** Since \(Z^n\) is reconstructed losslessly at the decoder,
by Fano’s inequality the following holds:

\[ H(Z^n) \approx I(Y^n_2; Z^n) \overset{(a)}{=} I(E^n, Y^n_2; Z^n) = I(E^n; Z^n) + I(Y^n_2; Z^n | E^n) \]

\[ \overset{(b)}{\leq} H(E^n) + \sum_{i=1}^{n} P(e_{1,i}(X^n) = e_{2,i}(Y^n, Z^n)) \log q \]

\[ \overset{(c)}{\leq} n + \sum_{i=1}^{n} P(e_{1,i}(X^n) = e_{2,i}(Y^n, Z^n)) \log q, \]

where in (a) we have defined \( E^n \) as the indicator function of the event that \( Y_2 = e \), in (b) we have used Equation \( \ref{eq:correlation-bound} \) and in (c) we have used the fact that \( E^n \) is binary.

Using Theorem \( \ref{thm:correlation-bound} \) we show that if the encoding functions are generated using SLCSs, \( \theta_{E_1}(X^n) = e_{2,i}(Y^n, Z^n) \) is discontinuous in \( \epsilon \). The next proposition shows that SLCSs are sub-optimal:

**Proposition 4.** There exists \( \lambda > 0 \), and \( q \in \mathbb{N} \), such that sources with \( (H(X), H(Z)) = (1 - h_0(\delta) - \lambda, \log q - \lambda) \) are not transmissible using SLCSs.

**Proof:** Let \( X_1^n = E_1(X^n) \), and \( X_{22} = E_{22,\epsilon}(Y^n), z^n \in \{0, 1\}^n \) be the encoding functions used in the two encoders to generate \( X_1 \) and \( X_{22} \). If \( H(Z^n) \approx \log(q) \), from \( \ref{thm:correlation-bound} \), we must have \( P(E_{1,i}(X^n) = e_{22,\epsilon,\epsilon}(Y^n)) \approx 1 \) for almost all of the indices \( j \in \{1, n\} \). From Theorem \( \ref{thm:correlation-bound} \) this requires \( \epsilon_{1,i} \approx 1 \), which requires uncoded transmission (i.e. \( X_1^n = E(X^n) \approx X^n \)). However, uncoded transmission contradicts the lossless reconstruction of the source at the first decoder.

The proof is not restricted to any particular scheme, rather it shows that any SLCS would have sub-optimal performance.

**VI. Conclusion**

We characterized a set of properties which are shared between the SLCSs used in the literature. We showed that schemes which have these properties produce encoding functions which are inefficient in preserving correlation. We derived a probabilistic upper-bound on the correlation between the outputs of random encoders generated using SLCSs. We showed that the correlation between the outputs of such encoders is discontinuous with respect to the input distribution. We used this discontinuity to show that all SLCSs are sub-optimal in a specific multi-terminal communications problem involving the transmission of correlated source over the interference channel.
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**Appendix**

**A. Proof of Theorem \( \ref{thm:correlation-bound} \)**

**Proof:** The following proposition shows that the probability \( P_\delta(\sum_{i:N_i \leq m, i \neq k} P_{\epsilon,i} \geq \gamma) \) is independent of the index \( k \). This is due to property 1) in Definition \( \ref{def:correlation-bound} \) of SLCS’s.

**Proposition 5.** \( P(\sum_{i:N_i \leq m, i \neq k} P_{\epsilon,i} \geq \gamma) \) is constant in \( k \).

**Proof:** Fix \( k, k' \in \mathbb{N} \). Define the permutation \( \pi_{k \rightarrow k'} \in S_n \) as the permutation which switches the \( k \)th and \( k' \)th elements and fixes all other elements. Also, let \( \mathcal{E} \) be the set of all mappings \( e : \{0, 1\}^n \rightarrow \{0, 1\}^n \).

\[
P_\delta(\sum_{i:N_i \leq m, i \neq k} P_{\epsilon,i} > \gamma) = \sum_{g \in \mathcal{E}} P_\delta(e)(\sum_{i:N_i \leq m, i \neq k} P_{\epsilon,i} > \gamma) = \sum_{g \in \mathcal{E}} P_\delta(e)(\sum_{i:N_i \leq m, i \neq k} P_{\epsilon,i} > \gamma) + \sum_{g \in \mathcal{E}} P_\delta(e)(\sum_{i:N_i \leq m, i \neq k} P_{\epsilon,i} > \gamma)
\]

Where in (a) we have used property (2) 3) in Definition \( \ref{def:correlation-bound} \) and in (b) we have defined \( g \equiv e_{\pi_{k \rightarrow k'}} \), and used \( \pi_{k \rightarrow k'}^2 = 1 \).

Using the previous proposition, it is enough to show the theorem holds for \( k = 1 \). For ease of notation we drop the subscript \( k \) for the rest of the proof and denote \( P_{1,i} \) by \( P_i \). By the Markov inequality, we have the following:

\[
P_\delta(\sum_{i:N_i \leq m, i \neq 1} P_i \geq \gamma) \leq \frac{\sum_{i:N_i \leq m, i \neq 1} \mathbb{E}_\delta(P_i)}{\gamma}.
\]

So, we need to show that \( \sum_{i:N_i \leq m, i \neq 1} \mathbb{E}_\delta(P_i) \) goes to 0 for all fixed \( m \). We first prove the following claim.

**Claim 1.** Fix \( i \), such that \( N_i \leq m \), the following holds:

\[
\mathbb{E}_E(X^n | E_1(X_i)) = \mathbb{E}_X(\mathbb{E}_E^n(X^n | E_1(X_i))) + O(e^{-m\delta}).
\]
Proof:

\[
\mathbb{E}_{\tilde{x}, \tilde{X}} (\mathbb{E}_{X', \tilde{X}} (\tilde{E} | X)) = \sum_{x_i} P(x_i)P(\tilde{e}) \left( \sum_{x_{-i}} P(x_{-i}) \tilde{e}(x_{-i}) \right)^2 \\
= \sum_{x_i} P(x_i)P(\tilde{e}) \sum_{y: \gamma_i = y_i} \sum_{x: \tilde{y}_i = \tilde{y}_i} P(x_{-i}) \tilde{e}(x_{-i}) \tilde{e}(y_{-i}) \\
= \sum_{x_i} P(x_i) \sum_{y: \gamma_i = y_i} \sum_{x: \tilde{y}_i = \tilde{y}_i} P(y_{-i}) \mathbb{E}_e (\tilde{E}(x_i) \tilde{E}(y_{-i})) \\
= \sum_{x_i} P(x_i) \sum_{y: \gamma_i = y_i} \sum_{x: \tilde{y}_i = \tilde{y}_i} P(y_{-i}) \mathbb{E}_e (\tilde{E}(x_i) \tilde{E}(y_{-i})) \\
\leq \sum_{x_i} P(x_i) \sum_{y: \gamma_i = y_i} \sum_{x: \tilde{y}_i = \tilde{y}_i} P(y_{-i}) \mathbb{E}_e (\tilde{E}(x_i) \tilde{E}(y_{-i})) \\
= P(Y \in B_e(X^n)) E(X_i | X) + \sum_{x_i} P(x_i) \sum_{y: \gamma_i = y_i} \sum_{x: \tilde{y}_i = \tilde{y}_i} P(y_{-i}) \mathbb{E}_e (\tilde{E}(x_i) \tilde{E}(y_{-i})) \\
= O(e^{-\delta x}) + \sum_{x_i} P(x_i) \sum_{y: \gamma_i = y_i} \sum_{x: \tilde{y}_i = \tilde{y}_i} P(y_{-i}) \mathbb{E}_e (\tilde{E}(x_i) \tilde{E}(y_{-i}))
\]

In (a) we use the fact that \( \tilde{E} \leq 1 \) by definition, in (b) follows from property 1) in Definition 4. Define \( \bar{E}_i = \mathbb{E}_e (\tilde{E}_i) = \mathbb{E}_{\tilde{x}, \tilde{X}} (\tilde{E} | X) - \sum_{i \neq j} \tilde{E}_i \), and also define \( \bar{P}_i = \text{Var}(\bar{E}_i) \).

Using the above claim we have:

\[
P_\delta (\sum_{i: N_i \leq m, i \neq i} P_i) \geq \tilde{P}_i \\
\leq \frac{2^m O(e^{-\delta x})) + \sum_{i, N_i \leq m} \mathbb{E}_e (\tilde{P}_i) - \mathbb{E}_e (\bar{P}_i)}{\gamma}.
\]

Using the arguments from the proof of Proposition 1 we can see that the properties stated in that Proposition hold for \( \bar{E}_i \) as well. Using the same results as in Lemma 1 we have that \( \sum_{i, N_i \leq m, i \neq i} \bar{P}_i = \bar{P}_1 \). Following the calculations in (5):

\[
P_\delta (\sum_{i: N_i \leq m, i \neq i} P_i) \geq \tilde{P}_1 \\
\leq \frac{2^m O(e^{-\delta x}) + \sum_{i, N_i \leq m} \mathbb{E}_e (\tilde{P}_1) - \mathbb{E}_e (\bar{P}_1)}{\gamma}.
\]

Where in the last inequality we have used the second property in Definition 4. The last line goes to 0 as \( n \to \infty \). This completes the proof.

B. Proof of Theorem 3

Proof: From Theorem 1 we have:

\[
P_i^0 Q_1^0 \geq \sum_{i} C_i P_i^0 Q_i^0 \leq P(E(X^n) \neq F(Y^n)).
\]

From Theorem 2 we have:

\[
\forall m \in \mathbb{N}, \gamma > 0, \\
P_\delta (\sum_{i: N_i \leq m, i \neq i} P_i) < \gamma \to 1, \quad P_\delta (\sum_{i: N_i \leq m, i \neq i} Q_i) < \gamma \to 1.
\]

Note that:

\[
\sum_{i: N_i \leq m, i \neq i} P_i < \gamma, \quad \sum_{i: N_i \leq m, i \neq i} Q_i < \gamma
\]

\[
\Rightarrow \sum_{i} C_i P_i^0 Q_i^0 > (1 - 2\epsilon)(P_i + \gamma)^0 (Q_i + \gamma)^0 + (1 - 2\epsilon)^0 P_i^0 Q_i^0,
\]

which converges to \( (1 - 2\epsilon)P_i^0 Q_i^0 + (1 - 2\epsilon)^0 P_i^0 Q_i^0 \) as \( \gamma \to 0 \). Also \( C_i \) is decreasing in \( N_i \) and goes to 0 as \( N_i \to \infty \). Choose \( \gamma \) small enough and \( m \) large enough such that \( (1 - 2\epsilon)(P_i + \gamma)^0 (Q_i + \gamma)^0 + (1 - 2\epsilon)^0 P_i^0 Q_i^0 < \delta \). Then Equations (7) and (9) gives

\[
P_\delta \left( P_{X,Y} (E(X^n) \neq F(Y^n)) < 2P_i^0 Q_i^0 - 2(1 - 2\epsilon)P_i^0 Q_i^0 - \delta \right) \to 0.
\]

This is equivalent to the statement of the theorem.

References

[1] C. E. Shannon, “A mathematical theory of communication,” The Bell System Technical Journal, vol. 27, pp. 379–423, July 1948.
[2] A. B. Wagner, B. G. Kelly, and Y. Allug, “Distributed rate-distortion with common components,” IEEE Transactions on Information Theory, vol. 57, no. 7, pp. 4035–4057, July 2011.
[3] F. S. Chaharsougi, A. G. Sahabi, and S. S. Pradhan, “Distributed source coding in absence of common components,” in Information Theory Proceedings (ISIT), 2013 IEEE International Symposium on, July 2013, pp. 1362–1366.
[4] F. Shirani and S. S. Pradhan, “Finite block-length gains in distributed source coding,” in *Information Theory Proceedings (ISIT)*, 2014 IEEE International Symposium on, July 2014, pp. 1702-1706.

[5] S. Y. Tung, “Multiterminal source coding,” Ph.D. dissertation, Cornell University, Ithaca, NY, 1978.

[6] P. Gacs and J. Körner, “Common information is far less than mutual information,” *Problems of Control and Information Theory*, vol. 2, no. 2, pp. 119–162, 1972.

[7] H. S. Witsenhausen, “On sequences of pair of dependent random variables,” *SIAM Journal of Applied Mathematics*, vol. 28, no. 1, pp. 100–113, 1975.

[8] Z. Zhang and T. Berger, “New results in binary multiple descriptions,” *IEEE Transactions on Information Theory*, vol. 33, no. 4, pp. 502–521, Jul 1987.

[9] M. Salehi and E. Kurtas, “Interference channels with correlated sources,” in *Proceedings. IEEE International Symposium on Information Theory*, Jan 1993, pp. 208–208.

[10] V. Kostina and S. Verdú, “Lossy Joint Source-Channel Coding in the Finite Blocklength Regime,” *IEEE Transactions on Information Theory*, vol. 59, no. 5, pp. 2545-2575, May 2013.

[11] F. Shirani, S. S. Pradhan, On the Correlation between Boolean Functions of Sequences of Random Variables, arxiv.org, Jan 2017.