Low Rank Approximation Method for Efficient Green’s Function Calculation of Dissipative Quantum Transport
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In this work, the low rank approximation concept is extended to the non-equilibrium Green’s function (NEGF) method to achieve a very efficient approximated algorithm for coherent and incoherent electron transport. This new method is applied to inelastic transport in various semiconductor nanodevices. Detailed benchmarks with exact NEGF solutions show 1) a very good agreement between approximated and exact NEGF results, 2) a significant reduction of the required memory, and 3) a large reduction of the computational time (a factor of speed up as high as 150 times is observed). A non-recursive solution of the inelastic NEGF transport equations of a 1000 nm long resistor on standard hardware illustrates nicely the capability of this new method.
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I. INTRODUCTION

Modern semiconductor devices have reached such small dimensions that carrier confinement, interference effects and tunneling play an equally important role as incoherent scattering, momentum and energy relaxation do.1–4 The non-equilibrium Green’s function (NEGF) method is among the most widely employed methods to describe carrier dynamics in open quantum systems. In fact, the NEGF method is applied to a constantly growing variety of systems ranging from phonon transport,24–25 spin transport,26–28 electron dynamics in metals,19–23 organic molecules,17–19 and fullerenes,14–15 and semiconductor nanostructures.29–31 Unfortunately, the basic NEGF equations are numerically cumbersome and extremely time demanding to solve. Therefore, several different approximations for particular devices and situations have been developed to reduce the numerical costs. The recursive Green’s function method reduces the peak numerical burden to a device dependent sub-block matrix of the system’s hamiltonian, and the computational cost scales linearly with the number of blocks but cubically with the block size.24,25 It is widely used for the simulations with one transport direction such as FinFET,2–4 and nanowire structures.26 Mode space approaches in similar wire structures as well as the newly developed Equivalent transport mode method separate the transport direction from transverse confinement directions thus reducing the block size in each layer.26–28 All these methods usually require a clear distinction between the transport direction and transverse degrees of freedom. When this distinction gets blurred, as in the case of incoherent scattering, their numerical efficiency drops significantly. A very efficient method to solve ballistic NEGF equations is the contact block reduction method (CBR).29–31 However, this method does not offer self-consistent incoherent scattering capability. Niche applications of the NEGF method have used sophisticated Wannier and Wannier Stark functions to represent the transport problem in the presence of many incoherent scattering mechanisms.32–33 This specific basis representation, however, is custom made for quantum cascade lasers and superlattices.

In this work, the low rank approximation (LRA) method is adapted to the NEGF equations of electrons in semiconductors in the presence of inelastic scattering on phonons. This method is an extension of the “basis reduction method” of Greck et al.35–37 The concept of low rank approximation is inherited from data modeling in control theory,37 machine learning,38 signal processing,39 bioinformatics39 for microarray data analysis etc. In the framework of NEGF, the transport problem is transformed from the original basis representation, i.e. in this work real space in effective mass hamiltonian presentation, to a more appropriate basis of quasi-particle states that are close to the quasi-particles of the actual device. In this representation, the number of required basis functions is much less than in the original space, which allows to reduce the numerical costs significantly. In so far, this method is closely related to the before-mentioned mode space approach. However, the LRA method is a generalization to that, since it does not have any prerequisites to the device geometry. In addition, the LRA implementation of this work uses a third basis represen-
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tation to enable real space defined inelastic scattering mechanisms.

In Sec. III the method of this work is introduced, its numerical complexity is analyzed and differences of this method with existing approximations are discussed. In Sec. IIII transport in homogenous resistor and a resonant tunneling diode is calculated. The comparisons of exact NEGF calculations with the LRA approximated results show the accuracy of the presented method. Limitations that this method (as every approximation approach does) faces are also discussed in this section. To exemplify the computational strength of the LRA method, electronic transport in a 1000 nm resistor is calculated in the end of this section. Energy resolved density spectrum illustrates the transition from ballistic to drift diffusion transport in this resistor. The paper concludes with a summary in Sec. IV.

II. METHOD

A. Low Rank Approximation Method

NEGF calculations are time consuming since they involve the inversion and multiplication of matrices with the rank \( N \) of the system’s hamiltonian. The fundamental concept of the LRA method is to reduce the computational cost by transforming the NEGF equations into a space of lower rank \( n \) and solving the equations therein. It is expected that the closer the basis functions of the lower rank space are to the physically relevant quasi-particles of the device, the better the LRA approximation is and the smaller the ratio \( n/N \) can be chosen. The solution of the NEGF equations and all observables can be transformed back into the original space after self-consistent calculation is achieved. In this way, the matrices that represent the Green’s functions and self-energies still have the lower rank \( n \), but the dimensionality \( N \) which is required to maintain compatibility with other equations (such as the Poisson equation) that might still be given in the original space.

This method is exemplified on the stationary vertical transport in laterally homogeneous quantum well heterostructures that are in contact with two charge reservoirs. The electron structure is represented in terms of a single band effective mass hamiltonian \( H_0 \) that is represented in a basis of \( N \) position eigenfunctions

\[
H_0 = \frac{-\hbar^2}{2m^*} \frac{d}{dz} \frac{1}{m^*(z)} \frac{d}{dz} + \frac{\hbar^2 k_{||}^2}{2m^*} + V(z),
\]

where \( k_{||} \) is the in-plane electron momentum and \( V(z) \) represents a position dependent potential. In the NEGF formalism, stationary transport is determined by four coupled partial differential equations

\[
\begin{align*}
G^R &= \left( E - H_0 - \Sigma^R \right)^{-1}, \\
G^< &= G^R \Sigma^< G^R, \\
\Sigma^< &= G^< \Sigma^D, \\
\Sigma^R &= G^R D^R + G^R D^< + G^< D^R. 
\end{align*}
\]

Here, the electronic retarded and lesser Green’s functions are given by \( G^R, G^< \), respectively. \( D \) is the sum of all environmental Green’s functions that incorporate e.g. phonons, and \( \Sigma \) denotes the self-energies. The devices are in contact with two charge reservoirs, represented with contact self-energies. If not explicitly stated otherwise, all calculations in this work include inelastic scattering by longitudinal acoustic phonons given by the scattering self-energies.

\[
\Sigma_{ac}^< = \frac{1}{(2\pi)^3} \frac{k_B T D_{ac}^2}{2\rho v_s^2} \\
\times \int dq dq e^{i[q|z-z'|]} \left[ \tilde{G}_{<,R}^< \left( z, z', \left| \vec{k}_|| - \vec{q}_|| \right|, E + \hbar\omega_q \right) + \tilde{G}_{<,R}^< \left( z, z', \left| \vec{k}_|| - \vec{q}_|| \right|, E - \hbar\omega_q \right) \right],
\]

with the energy-averaged Green’s functions

\[
\tilde{G}^< \left( z, z', q_{||}, E \right) = \frac{1}{2\hbar\omega_{D_{ac}}} \int_{E-h\omega_{D_{ac}}}^{E+h\omega_{D_{ac}}} dE' G \left( z, z', q_{||}, E' \right).
\]

The acoustic deformation potential and the material density is denoted by \( D_{ac} \) and \( \rho \), respectively. The acoustic phonon frequency is \( \omega_q \) and \( v_s \) is the sound velocity. The Debye frequency \( \omega_{D_{ac}} \) limits the width of the average.

As the first step of this method, the \( n \) eigenfunctions of the free particle Hamiltonian \( H_0 \) with Neumann boundary conditions are solved that have smallest eigen energy \( E_i \)

\[
H_0 \phi_i = E_i \phi_i, \quad i = 1, 2, \ldots, n.
\]

Hereby, \( n \) is chosen such that the energy \( E_n \) is about several \( k_B T \) above the highest chemical potential of all leads (with the Boltzmann constant \( k_B \) and the temperature \( T \)). Thereby, all quasi-particles with energies below \( E_n \) are appropriately considered in the calculation. This is essential to capture all occupied electronic states and to predict the density accurately. It is worth to mention that if only the transmission around a given energy \( E_0 \) is required, it is sufficient to consider eigenstates of a few \( k_B T \) around \( E_0 \).

In the second step, the \( n \) orthonormal eigenstates \( \phi_i \) are set into the \( n \) columns of a \( N \times n \) dimensional matrix \( S \). This matrix \( S \) is unitary in the \( n \) dimensional space \( \Omega \) spanned by the wavefunctions \( \phi_i \), but note that it is not unitary in the \( N \) dimensional real space of step one

\[
S^\dagger S = I.
\]
To define the locality/non-locality of scattering self-energies, the position operator of the real space discretization $X$ is transformed into the reduced rank basis in the third step

$$X_S = S^T X S.$$  

The position operator $X$ is a diagonal matrix, whereas the reduced rank matrix $X_S$ is a dense matrix. Therefore, the operator $X_S$ is diagonalized to find the reduced rank position eigenfunction basis \{\psi_i\}

$$X_S \psi_i = x_i \psi_i, \ i = 1, 2, \ldots n.$$  

These orthonormal basis functions \{\psi_i\} define the columns of a squared, unitary $n \times n$ transformation matrix $P$. In the basis \{\psi_i\} the NEGF equations Eqs. \ref{eq:negf} read

$$G_P^R = (P^T T^T (E - H_0) T P - \Sigma_P^R)^{-1},$$

$$G_P^\Sigma = G_P^R \Sigma_P^\Sigma G_P^R,$$

$$\Sigma_P^\Sigma = \Sigma_P^R D_P^R,$$

$$\Sigma_P^R = G_P^R D_P^R + G_P^R D_P^\Sigma + G_P^\Sigma D_P^R.$$  

Since every basis function $\psi_i$ is associated with a position $x_i$ the equations above are discretized in a reduced rank real space representation. Position dependent scattering self-energies such as the acoustic phonon scattering self-energy in Eq. \ref{eq:acoustic} are then self-consistently solved with the non-equilibrium Green’s functions in the numerically efficient reduced rank real space. The introduction of the reduced real space helps to avoid the back-transformation of the Green’s functions into the original real space in the self-consistent calculation when position dependent scattering self-energy is calculated.

Once the NEGF equations Eqs. \ref{eq:negf} are converged, the diagonal and the first off-diagonal elements of $G^\Sigma$ are transformed back into the original rank $N$ real space representation. Observables such as the density or the current density can then be evaluated in the original, high resolution real space. However, the rank of the Green’s functions in the $N$ dimensional system equals the dimension of the space they are solved in, i.e. the rank equals $n$. The smaller $n$ is compared to $N$, the more reliable the $N$ dimensional spatial information is, i.e. the stronger deviations of the LRA results from the exact results are. It will be shown as one of the example results in the next section, that the LRA approximated current density oscillates in the original space, although the physical current of exact calculations is conserved. To predict current voltage characteristics in the LRA method, this inhomogenous current density is averaged over the device excluding areas within $\Delta N/n$ from the leads (where $\Delta$ is the average mesh point distance in the original real space representation).

### B. Comparison with existing efficient NEGF algorithms

It is important to highlight some differences of this method with other, well established efficient NEGF algorithms such as the CBR method\textsuperscript{26,27}, mode space approach\textsuperscript{45,46} and recursive Green’s function method\textsuperscript{24}.

In the CBR method, the NEGF equations are first transformed into an efficient representation to utilize the fact that ballistic calculations require only some sections of the retarded Green’s function $G^R$ to be solved. A rectangular transformation that reduces the rank of the NEGF equations is applied only after that first transformation. Although the CBR method is very efficient, it is fundamentally limited to ballistic calculations.

The mode space approach assumes a separation Ansatz for the wave functions of propagating quasi-particles. Typically, the Ansatz requires confined modes or plane waves perpendicular to the transport direction. The mode space approach allows a significant rank reduction of the NEGF equations. The computational burden is even further reduced if these modes are well separated in energy and the particle propagation does not couple different modes. However, if the device contains inhomogeneities (impurities, non conformal confinement, etc.) the number of the modes is no longer a conserved quantum number. Then, the modes are coupled and the rank of the mode space has to be large to predict transport without loss of accuracy.

The recursive Green’s function method allows to limit the calculation of the retarded Green’s function to selected parameter intervals of the propagation space (i.e. sub-matrices of $G^R$, when $G^R$ is represented in matrix form). This allows limiting ballistic NEGF calculations on the required elements of $G^R$ only, which results in much faster transport solutions than the case when the complete $G^R$ is solved.\textsuperscript{24} NEGF that includes incoherent scattering, however, requires the full $G^R$ which deteriorates the advantages of this recursive method.

In contrast to these three methods, the LRA method allows the inclusion of any incoherent scattering as well as arbitrary device geometries. The ”modes/sub-block matrix” of the LRA method are device dependent wave functions that automatically include non-conformal confinement - if such confinement appears.

### C. Numerical Complexity and Memory Usage Analysis

Coherent quantum transport calculations for realistically extended devices have been shown to efficiently consume the computational power of over 220,000 processing cores.\textsuperscript{45,46} Incoherent NEGF based calculations require about 100x more computational power, are limited to generally unrealistical small structures, and can only scale to about 100,000 cores.\textsuperscript{47,48} Involving incoherent scattering in realistically extended devices requires dramatically large computational resources.
The numerical complexity and memory usage of self-consistent NEGF calculations reduce when the LRA method is applied. To qualify that, this section compares the number of floating point operations and the memory usage of a "conventional" NEGF calculation with an approximated ballistic NEGF solution that employs the LRA method. In the following, the transport problem is assumed to be originally discretized with \( N \) orthogonal basis functions. Within the LRA method, the rank of the NEGF equations is reduced down to \( n \). The energy and other conserved quantum numbers of the NEGF equations are resolved with a mesh of \( N_E \) points. To get a conserved current density within the self-consistent Born approximation, \( N_i \) iterations of the Green’s functions and self-energies are required. The integral in Eq. (3) is solved with \( N_{ph} \) energy points.

**Exact NEGF:** The exact solution of one retarded Green’s function involves the inversion of a \( N \) dimensional matrix which requires \( O(N^3) \) floating point operations. The solution of each lesser Green’s function involves two matrix-matrix products with a numerical load of \( O(N^3) \) floating point operations. The solution of the local scattering self-energy of Eq. (3) is \( O(N_{ph} \times N) \) for each energy point in each iteration. In total, solving the NEGF equations exactly requires \( N_E \times N_i \times (O(N^3) + O(N_{ph} \times N)) \) floating point operations, while the memory needed to store the matrix representation of Green’s functions and self-energies is \( N_E \times O(N^2) \) floating point numbers.

**Approximate NEGF:** The LRA method can be decomposed into three steps: 1) the transformation of the NEGF equations into the reduced space, 2) the solution of the NEGF equations within the reduced space and 3) the back-transformation of some relevant results into the original space. Step 1) requires first to get the eigen states that construct the transformation matrix, i.e. \( O(N^2n) \) floating point operations. The memory used to store the transformation matrix is \( O(Nn) \) floating point numbers. The transformation of the device’s Hamiltonian into the reduced space requires then \( O(N^2n) \) floating point operations. The contact self-energies have to be transformed for every energy point in every iteration. Since the contact self-energy is zero except for the mesh points adjacent to the leads in the original space, each transformation requires only \( N_E \times N_i \times O(n^2) \) floating point operations and \( N_E \times O(n^2) \) floating point numbers to be stored. Solving the NEGF equations in the reduced space in step 2) requires \( N_E \times N_i \times O(n^3) \) floating point operations and memory usage of \( N_E \times O(n^2) \) floating point numbers. The calculation of the acoustic phonon self-energy costs \( O(N_{ph} \times n) \) operations in the reduced real space for each energy point in each iteration. To calculate the energy resolved densities and current densities in the original space, the step 3) requires to back-transform the diagonal and the two first off-diagonals of \( G^\langle \) of the original space. This transformation requires \( N_E \times O(Nn^2) \) floating point operations and memory usage of \( N_E \times O(N) \) floating point numbers.

In a typical effective mass NEGF calculation, the simulation setup reads \( N = 100, n = 10, N_E = 1000, N_i = 10 \) and \( N_{ph} = 10 \). According to the analysis above, the numerical complexity of standard NEGF calculation in the typical effective mass situation is \( O(10^{10}) \) floating point operations, and the memory usage is \( O(10^7) \) floating point numbers; the numerical complexity of LRA approximated NEGF calculation is \( O(10^7) \) floating point operations, and the memory usage is \( O(10^5) \) floating point numbers. This observation demonstrates clearly that LRA method can reduce both numerical cost and memory usage significantly.

The comparison of the amount of floating point operations and memory usage between the exact and the approximated LRA approach illustrate that the LRA method offers approximated solutions of the NEGF equations much faster and with a much smaller memory load than the exact solutions. In fact, one can easily find NEGF equations of state of the art devices that are only solvable when the LRA method is applied. To illustrate this, section III.C shows LRA approximated NEGF results of a 1000 nm homogeneous resistor with inelastic acoustic phonon scattering calculated on single CPU.

### III. RESULTS AND DISCUSSIONS

All devices in this section are laterally homogeneous layers grown in the \( z \)-direction. Stationary transport along the \( z \) direction is calculated for conduction band electrons in the effective mass approximation. In the original real space discretization (i.e. before LRA transformations are applied), the Green’s functions and self-energies are functions of two propagation coordinates \( z \) and \( z' \), the absolute in-plane momentum \( k \) and the electron energy \( E \). All devices of a given length \( L \) are considered to be in contact with two charge reservoirs at \( z = 0 \) and \( z = L \), respectively.

#### A. Homogeneous structure

Conduction band electrons of a 50 nm thick, homogeneous layer of GaAs with an effective mass of \( m^* = 0.067 \, m_e \) are considered in this section. The NEGF equations are discretized with a 0.5 nm mesh spacing. The Fermi energies in both leads are assumed to agree with the respective conduction band edge. The temperature is set to 300 K. The conduction band in the device is set to be constant in the first and last 5 nm of the device and to drop linearly by the amount of the applied bias voltage in the central 40 nm of the device.
are strongest close to the leads.

The electron density in the homogenous layer of GaAs in equilibrium and at finite applied bias voltage. In both cases, the deviations from the exact solution stronger, if the rank of the NEGF equations is reduced more: Figure 2 shows the electron density in the original real space indicate this kind of violation of particle conservation. Similar to previous figures, the deviation of the LRA approximated from the exact NEGF results is larger, the larger the rank reduction is. Nevertheless, a reduction of rank to 10\% is still able to well reproduce the I-V characteristics, since only a small fraction of electronic states in the low energy range contributes to the current density. In contrast, results of exact NEGF calculations with a ten times coarser grid deviate significantly from the full rank result: Such a coarser real space mesh yields a different effective electron dispersion\(^{29,31}\) that deviates from the parabolic dispersion within the relevant energies.

It is worth to mention that the boundary conditions for the electronic wave functions of Eq. (5) are relevant for the efficiency of the LRA method. In agreement to similar findings of Mamaluy et al.\(^{29–31}\) basis functions with Dirichlet boundary conditions turned out to be inferior to Neumann conditions.

The LRA method and standard NEGF calculations were implemented in Matlab with 8 cores parallelization. For this concrete homogeneous structure calculation, the

**Figure 1.** Spatially resolved current density in the homogenous structure described in the main text Sec. IIIA with a linear potential drop of 0.2 eV. The lines show result calculated with the NEGF method solved exactly (solid) and with the NEGF method solved approximately with a reduction of the matrix rank down to 20\% (dashed) and 10\% (dash-dotted).

Both of the above figures indicate that the LRA method can reproduce exact NEGF results in the device center up to close to the leads. This motivated the device average of the current density described in Sec. IIIA. All remaining current densities in this paper are such device averaged results.

**Figure 2.** Calculated electron density of the homogeneous device of Fig. 1 in equilibrium (a) and when a linear potential drop of 0.2 eV is assumed (b). Results of an exact NEGF calculation (solid) are compared with approximated NEGF calculations where the NEGF equations’ matrix rank is reduced down to 20\% (dashed) and 10\% (dash-dotted).
measured computational time for matrix rank reductions down to 10% and 20% is reduced by factories of 35X and 87X respectively compared to the full solutions, as listed in Table I. In our non-optimized LRA Matlab implementation, most of the time is spent to transform Green’s functions between different basis representations. If further optimization on matrix transformation is performed (as discussed in Sec. II C), the factor of speed up can be even larger.

B. Resonant tunneling diode

This section explores the compatibility of the LRA method in quantum confined systems. The NEGF equations are solved in a 80 nm GaAs/Al_{0.3}Ga_{0.7}As resonant tunneling diode (RTD) structure at 100 K. The RTD consists of two 3 nm wide Al_{0.3}Ga_{0.7}As barriers and a 5 nm quantum well in the center. In addition, a 40 nm flat band region is located at emitter region. The effective mass for GaAs is 0.067 m_0 and 0.0919 m_0 for Al_{0.3}Ga_{0.7}As. The band offset between these two materials is 230 meV. In the original real space representation, the device is discretized with a grid spacing of 0.5 nm. The Fermi energies in the leads are set 0.005 eV beneath the respective conduction band edges. The potential profile is assumed to be constant in the left most 40 nm and to drop linearly in the remaining RTD region. This is illustrated by the solid line in Fig. 3 (a) and (b) which show the same assumed conduction band profile of the RTD in an exact NEGF calculation (a) and a 10% LRA approximated NEGF calculation (b).

The effective mass for GaAs is 0.07 eV and positions z ∈ [65, 80]. Even the confined state in the triangular quantum well locating at left of the first RTD barrier (at energy of about 0.07 eV and position 50 nm) is well reproduced in the LRA calculation. This is remarkable, since electrons can enter this state effectively only via inelastic scattering. Therefore, inelastic scattering and tunneling are well reproduced with the LRA method. That can also be seen in Fig. 5, which shows the I-V characteristics of this RTD structure calculated in the exact NEGF method, as well as in the LRA method with 10% and 3.1% of the original matrix rank. Neither the current amplitude nor the resonance value get significantly altered when the NEGF equations are solved with only 10% of the original matrix rank. If the matrix rank is reduced too much, electronic states that are relevant for the transport are neglected. Consequently, the current density starts to deviate then. This is illustrated in Fig. 5 with the I-V characteristic results of a LRA approximated NEGF calculation of only 3.1% of the original matrix rank. As stated in Sec. II A, the ratio of the matrix rank reduction can be estimated from the energy interval in which the states are occupied.

For this RTD example, the measured computational time for matrix rank reductions down to 10% and 20% is reduced by factories of 39X and 150X respectively compared to the full solutions, as listed in Table II.
The new LRA method is not only more efficient than the standard NEGF approach, it also opens up a space of device configurations that previously could not be tackled. This section considers electronic transport in the presence of inelastic phonon scattering in a 1000 nm long homogeneous GaAs layer. In the range of 100 nm within the source and the drain contact/device interface, the conduction band is assumed to be constant. In the remaining device, the conduction band drops linearly according to the applied bias voltage. The temperature of the phonon bath and the electrons in the leads is 300 K according to the applied bias voltage. The temperature of the system is originally discretized with a mesh spacing of 1 nm. The resulting NEGF equations are approximated with a 20% matrix rank. This reduces the numerical complexity of the NEGF equations such that they have been solved on a single CPU without recursive approaches. The nature of the transport is tuned from purely ballistic to almost drift diffusion like by increasing the deformation potential $D$ of the phonon scattering self-energy of Eq. [3]. Hereby, three different scattering potentials have been considered: 27 eV, 60 eV and 135 eV, which corresponds to a scattering rate of $1 \times 10^{12}$ s$^{-1}$, $5 \times 10^{12}$ s$^{-1}$ and $2.5 \times 10^{13}$ s$^{-1}$ for electrons with kinetic energy of 0.3 eV. The impact of the scattering is illustrated in Fig. 6 as it shows the calculated I-V characteristics of the device with various scattering strengths. The I-V characteristic is almost ohmic in the case of a deformation potential of 135 eV. The nature of transport at this large deformation potential can be understood from Fig. 7. It shows the calculated I-V characteristics of the device at a scattering rate of 1$\times$ 10$^{12}$ s$^{-1}$, 5$\times$ 10$^{12}$ s$^{-1}$ and 2.5$\times$ 10$^{13}$ s$^{-1}$ for electrons with kinetic energy of 0.3 eV. The nature of transport at this large deformation potential can be understood from Fig. 7. It shows the calculated I-V characteristics of the device at a scattering rate of 1$\times$ 10$^{12}$ s$^{-1}$, 5$\times$ 10$^{12}$ s$^{-1}$ and 2.5$\times$ 10$^{13}$ s$^{-1}$ for electrons with kinetic energy of 0.3 eV.
increased to almost drift diffusion like transport. Out recursion and even incoherent scattering was calculated. An exact NEGF calculation of this long structure of Fig. 6 with a deformation potential of 135 eV and a potential drop of 0.1 V.

IV. CONCLUSION

In this work, the low rank approximation method is applied to efficiently and accurately solve the approximated NEGF equations in the effective mass approximation. It is shown that this method reliably solves the electronic transport in the ballistic and incoherently scattered transport regime. Quantum effects that are natively included in the NEGF equations (such as interferences, confinement and tunneling) are accurately reproduced by the LRA method, but with a fraction of the numerical load of the original NEGF equations. This method differs from existing NEGF approximations since it allows to include incoherent scattering (in contrast to the CBR method) and does not require specific device shapes (in contrast to the mode space approach and EM method).

In this paper, the LRA method has been applied to homogeneous resistors and resonant tunneling diodes, i.e. to classical resistors and quantum confined structures. In both systems, a very good agreement of the LRA-approximated I-V characteristics and energy and spatially resolved densities with exact NEGF solutions has been demonstrated. Significant deviations of the LRA method from exact results appear only for matrix rank reductions that are too strong and neglect states relevant for transport. To show the efficiency and power of the LRA method, transport in a 1000 nm long GaAs resistor has been calculated. An exact NEGF calculation of this long device is not feasible without recursive algorithms. The LRA method, however, allowed to solve this system without recursion and even when incoherent scattering was increased to almost drift diffusion like transport.

ACKNOWLEDGMENTS

Lang Zeng would like to thank China Scholarship Council (No.2009601231) for financial support of his visiting study at Purdue University. The authors would like to thank Peter Greck and Peter Vogl at the Walter Schottky Institute and Aki Narayan at the Department of Mathematics at Purdue University for fruitful discussions. Computational resources from nanoHUB.org and support by National Science Foundation (NSF) (Grant No. EEC-0228390 and No. OCI-0749140) are gratefully acknowledged. This work was also supported by the Semiconductor Research Corporation’s (SRC) Nanoelectronics Research Initiative and National Institute of Standards & Technology through the Midwest Institute for Nano-electronics Discovery (MIND), SRC Task 2141 and SRC Task 2273.

REFERENCES

1. G. E. Moore, Proc. SPIE 2, 2438 (1995).
2. F.-L. Yang, D.-H. Lee, H.-Y. Chen, C.-Y. Chang, S.-D. Liu, C.-C. Huang, T.-X. Chang, H.-W. Chen, C.-C. Huang, Y.-H. Liu, et al., in VLSI Technology, 2004. Digest of Technical Papers. 2004 Symposium on (2004), pp. 196 – 197.
3. B. Yu, L. Chang, S. Ahmed, H. Wang, S. Bell, C.-Y. Yang, C. Tabery, C. Ho, Q. Xiang, T.-J. King, et al., in Electron Devices Meeting, 2002. IEDM ’02. Digest. International (2002), pp. 251 – 254.
4. X. Huang, W.-C. Lee, C. Kuo, D. Hisamoto, L. Chang, J. Kedzierski, E. Anderson, H. Takeuchi, Y.-K. Choi, K. Asano, et al., in Electron Devices Meeting, 1999. IEDM Technical Digest. International (1999), pp. 67 – 70.
5. L. P. Kadanoff and G. Baym, Quantum Statistical Mechanics (W. A. Benjamin, Inc., Menlo Park, California, 1962).
6. L. V. Keldysh, Sov. Phys. JETP 20, 1018 (1965).
7. Y. Xu, J.-S. Wang, W. Duan, B.-L. Gu, and B. Li, Phys. Rev. B 78, 224303 (2008).
8. N. Mingo, Phys. Rev. B 74, 125402 (2006).
9. M. Yamamoto, T. Ohnuki, and B. Kramer, Phys. Rev. B 72, 115321 (2005).
10. N. Sergueev, Q.-f. Sun, H. Guo, B. G. Wang, and J. Wang, Phys. Rev. B 65, 165303 (2002).
11. Z. Chen, J. Wang, B. Wang, and D. Y. Xing, Phys. Lett. A 334, 436 (2005).
12. Y. Ke, K. Xia, and H. Guo, Phys. Rev. Lett. 100, 166805 (2008).
13. W. Belzig, F. K. Wilhelm, C. Bruder, G. Schön, and A. D. Zaikin, Superlattices and Microstructures 25, 1251 (1999).
14. T. Frederiksen, M. Paulsson, M. Brandbyge, and A.-P. Jauho, Phys. Rev. B 75, 205413 (2007).
15. T. Sato, K. Shizu, T. Kuga, K. Tanaka, and H. Kaji, Chem. Phys. Lett. 458, 152 (2008).
16. P. Damle, A. W. Ghosh, and S. Datta, Chem. Phys. 281, 171 (2002).
17. H. Li and X. Q. Zhang, Phys. Lett. A 372, 4294 (2008).
18. G. Schull, T. Frederiksen, M. Brandbyge, and R. Berndt, Phys. Rev. Lett. 103, 206803 (2009).
19. X. Zheng, W. Chen, M. Stroscio, and L. F. Register, Phys. Rev. B 73, 245304 (2006).
20. P. Havu, M. J. Puska, R. M. Nieminen, and V. Havu, Phys. Rev. B 70, 233308 (2004).
21. M. Lazzieri, S. Piscanec, F. Mauri, A. C. Ferrari, and J. Robertson, Phys. Rev. Lett. 95, 236802 (2005).
22. M. Luisier, A. Schenk, and W. Fichtner, J. Appl. Phys. 100, 043713 (2006).
23 V. N. Do, P. Dollfus, and V. L. Nguyen, J. Appl. Phys. 100, 093705 (2006).
24 R. Lake, G. Klimeck, R. C. Bowen, and D. Jovanovic, Journal of Applied Physics 81 (1997).
25 D. K. Ferry and S. M. Goodnick, Transport in nanostructures (University Press, Cambridge, 1997).
26 I. Wang, E. Polizzi, and M. Landstrom, Journal of Applied Physics 96 (2004).
27 E. Polizzi and N. Ben Abdallah, Phys. Rev. B 66, 245301 (2002).
28 G. Milnikov, N. Mori, and Y. Kamakura, Phys. Rev. B 85, 035317 (2012).
29 D. Mamaluy, M. Sabathil, and P. Vogl, Journal of Applied Physics 93, 4628 (2003).
30 S. Birner, C. Schindler, P. Greck, M. Sabathil, and P. Vogl, Journal of Computational Electronics 8, 267 (2009).
31 D. Mamaluy, D. Vasileska, M. Sabathil, T. Zibold, and P. Vogl, Phys. Rev. B 71, 245321 (2005).
32 S.-C. Lee, F. Banit, M. Woerner, and A. Wacker, Phys. Rev. B 73, 245320 (2006).
33 A. Wacker, phys. stat. sol., 5, 215 (2008).
34 I. Markovsky, Low Rank Approximation: Algorithms, Implementation and Application (Springer, 2012).
35 P. Greck, Master’s thesis, Technische Universitt Munchen (2008).
36 P. Greck, private communication.
37 V. Song, Z. Zhuang, H. Li, Q. Zhao, J. Li, W. Lee, and C. Giles, in Proceedings of the 31st annual international ACM SIGIR conference on Research and development in information retrieval (ACM, 2008), pp. 515–522.
38 I. Kirsteins and D. Tufts, Aerospace and Electronic Systems, IEEE Transactions on 30, 55 (1994).
39 K. Fu and J. Albus, Syntactic pattern recognition (Springer-Verlag, 1977).
40 T. Kubis, C. Yeh, P. Vogl, A. Benz, G. Fasching, and C. Deutsch, Phys. Rev. B 79, 195323 (2009).
41 S. Datta, Quantum transport: atom to transistor (University Press, Cambridge, 2005).
42 S. Datta, Electronic transport in mesoscopic systems (University Press, Cambridge, 1997).
43 A. Mátýás, T. Kubis, P. Lugli, and C. Jirauschek, Physica E: Low-dimensional Systems and Nanostructures 42, 2628 (2010).
44 T. Kubis, C. Yeh, and P. Vogl, J. Comput. Electron. 7, 432 (2008).
45 G. Klimeck and M. Luisier, Computing in Science & Engineering 12, 28 (2010).
46 B. Haley, S. Lee, M. Luisier, H. Ryu, F. Saied, S. Clark, H. Bae, and G. Klimeck, in Journal of Physics: Conference Series (IOP Publishing, 2009), vol. 180, p. 012075.
47 M. Luisier and G. Klimeck, Physical Review B 80, 155430 (2009).
48 M. Luisier, in Proceedings of the 2010 ACM/IEEE International Conference for High Performance Computing, Networking, Storage and Analysis (IEEE Computer Society, 2010), pp. 1–11.
49 T. Kubis and P. Vogl, Phys. Rev. B 83, 195304 (2011).
50 Landolt-Börnstein and O. Madelung, Semiconductors: Intrinsic Properties of Group IV Elements and III-V, II-VI and I-VII Compounds (Springer, Berlin, 1987).
51 T. Kubis and P. Vogl, Journal of Computational Electronics 6, 183 (2007).
52 S.-C. Lee and A. Wacker, Appl. Phys. Lett. 83, 2506 (2003).