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ABSTRACT

Recent analytical work on the modelling of dark halo abundances and clustering has demonstrated the advantages of combining the excursion set approach with peaks theory. We extend these ideas and introduce a model of excursion set peaks that incorporates the role of initial tidal effects or shear in determining the gravitational collapse of dark haloes. The model – in which the critical density threshold for collapse depends on the tidal influences acting on protohaloes – is well motivated from ellipsoidal collapse arguments and is also simple enough to be analytically tractable. We show that the predictions of this model are in very good agreement with measurements of the halo mass function and traditional scale dependent halo bias in N-body simulations across a wide range of masses and redshift. The presence of shear in the collapse threshold means that halo bias is naturally predicted to be nonlocal, and that protohalo densities at fixed mass are naturally predicted to have Lognormal-like distributions. We present the first direct estimate of Lagrangian nonlocal bias in N-body simulations, finding broad agreement with the model prediction. Finally, the simplicity of the model (which has essentially a single free parameter) opens the door to building efficient and accurate non-universal fitting functions of halo abundances and bias for use in precision cosmology.
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1 INTRODUCTION

Structure in the Universe builds up hierarchically, starting from small perturbations in the initial matter density and leading up to a complex cosmic web populated by gravitationally collapsed, virialised ‘haloes’. Since the statistics of the initial field are well-understood (and Gaussian to an excellent approximation), while the structure of the gravitationally evolved field is far richer and more complex, there is considerable theoretical and practical motivation to build models that can accurately identify the locations in the initial conditions where collapse is likely to occur at a later time. The statistics of these locations (their number and spatial distribution, for example) could then be mined for cosmologically interesting information.

The excursion set approach provides a useful and flexible framework to do precisely this, by embedding simplified dynamical models of gravitational evolution into the random fluctuations of the initial conditions. In practice, many different effects (both technical and conceptual) need to be accounted for in this approach; e.g., the gravitational evolution of collapsing regions (Gunn & Gott 1972; Press & Schechter 1974), the correlated nature of the steps of the random walks in the initial field (Peacock & Heavens 1990; Bond et al. 1991; Musso & Sheth 2012), the fact that collapse occurs preferentially at peaks of the density (Bardeen et al. 1986; Appel & Jones 1990; Ludlow & Porciani 2011; Paranjape & Sheth 2012b; Paranjape et al. 2013a), and the stochastic influence of initial tides or shear on the evolution (White & Silk 1979; Eisenstein & Loeb 1995; Bond & Myers 1996; Sheth, Mo & Tormen 2001; Sheth & Tormen 2002; Angrick & Bartelmann 2010; Borzyszkowski, Ludlow & Porciani 2014). These have been studied in various com-
combinations in the literature, but a single model that incorporates all these effects and correctly describes numerical measurements is still lacking. In this paper we make some headway into constructing such a model.

In particular, we will motivate and develop a new model of the excursion sets of peaks that explicitly includes the effects of initial tides or shear in determining the collapse of haloes. Our model has a single free parameter, whose value we will adjust to match the low-mass halo mass function in N-body simulations at \( z = 0 \). We will then explore the predictions of the model for a number of observables (mass function, halo bias, protohalo overdensity) across wide ranges of mass and redshift. Importantly, we will present results for qualitatively new ‘nonlocal’ bias coefficients that are predicted by our model, comparing these with numerical estimates of the same.

The paper is structured as follows. We start by setting up our notation and describing our numerical simulations in section 2. We motivate our model in section 3 using measurements of the distribution of overdensities of protohalo patches in the initial conditions that eventually become haloes in our simulations. Sections 4 and 5 compare our model predictions with, respectively, the halo mass function and scale-dependent halo bias measured in the simulations (including the first estimate in the literature of the new nonlocal bias coefficient). For numerical measurements of bias, we employ the model-independent techniques recently proposed by Castorina et al. (2016). Hereafter, CPS16.) We summarize and discuss possible future extensions of our model in section 6. Appendix A provides technical details of calculations used in the main text, while Appendix B describes a Monte Carlo algorithm for generating peak weighted random walks, which we use to validate our analytical approximations. We will work exclusively with Gaussian initial conditions in a flat, \( \Lambda \)-cold dark matter (\( \Lambda \)CDM) universe.

2 ANALYTICAL AND NUMERICAL PREREQUISITES

2.1 Notation

The excursion set peak formalism requires us to track the shear tensor \( \psi_{ij} \), the derivative of density \( \eta \), and the shape tensor \( \zeta_{ij} \):

\[
\psi_{ij} = \partial_i \partial_j \phi ; \quad \eta = \partial_i \partial_j \psi ; \quad \zeta_{ij} = \partial_i \partial_j \psi = \nabla^2 \psi_{ij} , \quad (1)
\]

where \( i, j = 1, 2, 3 \) and \( \phi \equiv (3\Omega_m H_0^2 / 2)^{-1} \Phi_N \) where \( \Phi_N \) is the Newtonian potential, so that \( \nabla \psi = \nabla^2 \phi = \delta \), the initial matter overdensity field. We will denote \( \{ \psi_1, \psi_2, \psi_3, \psi_4, \psi_5, \psi_6 \} \equiv \{ \psi_{11}, \psi_{22}, \psi_{33}, \psi_{12}, \psi_{13}, \psi_{23} \} \), and similarly for \( \zeta_{ij} \). We will need the following spectral integrals:

\[
\mathcal{A}_{\mu}^2 (R) = \int d \ln k \Delta^2 (k) k^{3/2} W_\mu (k R) , \quad (2)
\]

\[
\mathcal{A}_{\mu, \alpha, \beta} (R, R_0) = \int d \ln k \Delta^2 (k) k^{3/2} W_\mu (k R) W_\alpha (k R_0) , \quad (3)
\]

where \( \Delta^2 (k) \equiv k^3 P(k) / 2\pi^2 \) is the dimensionless power spectrum and where \( \alpha, \beta \) can be one of \( \{ T, G \} \) for TopHat and Gaussian, respectively: \( W_T (q) \equiv (3/4^q) (\sin q - q \cos q) \) and \( W_G (q) \equiv e^{-q^2 / 2} \). We will suppress the \( R \)-dependence when no confusion can arise. The spectral ratio \( \gamma \) defined by

\[
\gamma \equiv \sigma_{\alpha m}^2 / (\sigma_{\alpha T} \sigma_{\alpha G}) , \quad (4)
\]

where \( \sigma_{\alpha m}^2 (R) \equiv \sigma_{\alpha T}^2 (R, R) \), plays a key role in the cross-correlation between the shape and shear tensors.

The following linear combinations of the matrix elements will be useful

\[
\sigma_{\alpha T} \equiv - (\zeta_{11} + \zeta_{22} + \zeta_{33}) / 2 , \quad \sigma_{\alpha G} \equiv - (\zeta_{11} - 2\zeta_{22} + \zeta_{33}) / 2 , \quad \sigma_{\alpha T} \nu \equiv \psi_1 + \psi_2 + \psi_3 ,
\]

\[
\sigma_{\alpha T} \nu \equiv \psi_1 - 2\psi_2 + \psi_3 , \quad \sigma_{\alpha T} \gamma \equiv \sqrt{5} (\psi_1 - \psi_2 + \psi_3) , \quad \sigma_{\alpha T} \gamma \equiv \sqrt{5} (\psi_1 - \psi_2 + \psi_3) / 2 , \quad \sigma_{\alpha T} \gamma \equiv \sqrt{5} (\psi_1 - \psi_2 + \psi_3) / 2 .
\]

The covariance structure of these variables is well known (Bardeen et al. 1986; van de Weygaert & Bertschinger 1996; Lavaux & Wandelt 2010, see also Appendix A1). In particular, the variables \( \{ \nu, l_1, \ldots, l_6 \} \) have zero mean and unit variance by construction, and upon integrating over the shape tensor at random locations they form a set of 6 independent standard normal variables (van de Weygaert & Bertschinger 1996; Sheth et al. 2001). We will work exclusively in the eigenbasis of the shape tensor \( \zeta_{ij} \), so that the variables \( \{ x, y, z \} \) are linear combinations of the eigenvalues of \( \zeta_{ij} \) and the off-diagonal components \( \zeta_{ij} \) vanish for \( A = 4, 5, 6 \).

We will also frequently use the variable \( \nu_c \) defined as

\[
\nu_c (m, z) \equiv \frac{\delta_c (z)}{\sigma_\nu (m)} \frac{D(0)}{D(z)} , \quad (8)
\]

where \( m = (4\pi/3)^{1/2} \bar{\rho} \) is the mean density of the Universe, \( D(z) \) is the growth factor of linear density perturbations, and \( \delta_c (z) \) is the critical threshold for collapse at redshift \( z \) in the spherical collapse model.

1 The reason for allowing mixed filtering of this type is the fact that we will typically be interested in TopHat filtered density (and shear) fields, while the shape tensor requires Gaussian filtering as discussed by Bardeen et al. (1986). Although this means that \( \zeta_{ij}, \nu \neq \nabla^2 \psi_{ij}, \nu \) in practice a judicious choice of matching the filtering scales means that this does not introduce any problems. Unless stated otherwise, we will ensure that Gaussian filtered fields use a smoothing scale \( R_c \) related to the corresponding TopHat filter scale by demanding \( \langle \delta_c | \delta_T \rangle = \delta_T \), i.e. \( \langle \delta_c \delta_T \rangle = \sigma^2_{\nu T} \), which leads to \( R_c \approx R_T / \sqrt{5} \) with a slow variation (Paranjape et al. 2013a).

2 The value of \( \delta_c (z) \) in a flat CDM universe is weakly dependent on redshift and cosmology, in contrast to that in an Einstein-deSitter background (see, e.g., Eke et al. 1996), and can be approximated by \( \delta_c (z) \approx \delta_{c, EDE} (1 - 0.0123 \log_{10} (1 + z) \) and \( \delta_{c, EDE} = 1.866 \) (Henry 2000). For example, requiring collapse at present epoch gives \( \delta_c (z = 0) = 1.676 \) for the Planck13 cosmology and 1.674 for the WMAP3 cosmology.
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2.2 N-body Simulations

We will validate our model using N-body simulations of collisionless CDM in periodic cubic boxes performed using the tree-PM code GADGET-2 (Springel 2005). For low redshift results (0 \( \leq z \leq 1 \)) we have used two configurations, a large box of comoving size (2\( h \)^{-1}Gpc)^3 which samples the high-mass end of the mass function, and a smaller box of size (200\( h \)^{-1}Mpc)^3 to sample lower masses. Additionally, for higher redshifts (6 \( \leq z \leq 9 \)) we have used a box of size (50\( h \)^{-1}Mpc)^3. Table 1 summarizes the properties of these simulations.

Initial conditions were generated in each case at \( z = 99 \) employing 2\textsuperscript{nd}-order Lagrangian Perturbation Theory (Scoccimarro 1998), using the code MUSIC (Hahn & Abel 2011). All simulations used flat CDM cosmologies with transfer functions generated using the prescription by Eisenstein & Hu (1998). The low redshift large box and the high redshift box used a ‘Planck13’ cosmology having parameters (\( \Omega_m, \Omega_b, h, \sigma_8, n_s \)) = (0.315, 0.0487, 0.673, 0.83, 0.96) consistent with results presented by the Planck Collaboration et al. (2014), while the low redshift smaller box used a ‘WMAP3’ cosmology with parameters (\( \Omega_m, \Omega_b, h, \sigma_8, n_s \)) = (0.25, 0.045, 0.7, 0.8, 0.96) consistent with the 3-year results of the Wilkinson Microwave Anisotropy Probe (Spergel et al. 2007). We ran multiple realisations for each configuration by changing the random number seeds for the initial conditions. All simulations were run on the Brutus cluster at ETH Zürich.

Haloes were identified using the code ROCKSTAR (Behroozi et al. 2013), which is based on an adaptive hierarchical Friends-of-Friends algorithm in 6-dimensional phase space. ROCKSTAR has been shown to be robust for a variety of diagnostics such as density profiles, velocity dispersions, merger histories and the halo mass function. Throughout, we will use the mass definition \( m_{200b} \), which is the mass contained in a spherical volume of radius \( R_{200b} \), at which the enclosed density surrounding the center-of-mass reaches 200 times the mean density of the Universe. Unless specified, results are shown for haloes resolved with 100 particles or more.

For our analysis, we require measurements of \( \psi_{ij}, \eta_i \) and \( \zeta_{ij} \) at the locations of protohaloes in the initial conditions of our simulations (i.e., patches in the initial conditions which eventually form haloes at, say, \( z = 0 \)). We do this following the methodology of Hahn & Paranjape (2014). Briefly, we use the code MUSIC to generate the initial density used for the simulation as grid data, Fourier transforming which allows us to calculate \( \psi_{ij}, \eta_i \) and \( \zeta_{ij} \) on the grid. Using particle IDs of the constituents of a protohalo patch, we can then directly evaluate these tensors at the patch locations, averaging them component-wise in spheres corresponding to the Lagrangian radius \( R_L = (3m/4\pi\rho)^{1/3} \) of each patch. Quantities such as eigenvalues and rotational invariants are then evaluated using these averaged tensors. We refer the reader to section 3 of Hahn & Paranjape (2014) for further details.

Table 1. Details of N-body simulations used in this work. Columns correspond to the cosmology (see text), simulation box length \( L_{\text{box}} \), number of particles \( N_p \), particle mass \( m_p \), force resolution \( \epsilon \) (comoving) and number of realisations \( N_r \). The simulations used a PM grid of \( 8 \times N_p \) cells in each case.

| Cosmo.  | \( L_{\text{box}} \) (Mpc/h) | \( N_p \) | \( m_p \) (M\(_\odot/)h) | \( \epsilon \) (kpc/h) | \( N_r \) |
|---------|------------------|--------|------------------|------------------|--------|
| Planck13 | 2000             | 1024^3 | 6.5 \times 10^{14} | 65               | 9      |
| WMAP3   | 200              | 512^3  | 4.1 \times 10^{2}  | 12.5             | 10     |
| Planck13 | 50               | 1024^3 | 1.0 \times 10^{7}  | 2                | 5      |

Figure 1. Distribution of the \( z = 0 \) protohalo overdensity in the WMAP3 simulation as a function of mass, coloured by the measured values of \( q_{(5)} \sigma_{\text{RT}} \) (equation 9). Horizontal line shows the spherical collapse value \( \delta_c = 1.674 \). Results are shown for \( 10^4 \) randomly chosen haloes resolved with 200 particles or more. Empty circles show the median overdensity in bins of halo mass, with error bars indicating the standard deviation in the bin (the error on the mean is typically much smaller). The smooth curve shows the mean barrier \( \langle B(m) \rangle \) for the model discussed in section 4 which gives a good description of the halo mass function.

3 A SIMPLE MODEL FOR THE ROLE OF SHEAR

From the point of view of ellipsoidal collapse, we are interested in a barrier that depends on the rotational invariant \( q_{(5)} \) defined as

\[ q_{(5)}^2 \equiv (l_2^2 + l_3^2 + l_4^2 + l_5^2 + l_6^2)/5, \] (9)

whose distribution for random locations is closely linked to a Chi-squared with 5 degrees of freedom. (See, e.g., Sheth & Tormen 2002, who discussed an excursion set model using

\[ \delta_c = 1.674 \]
the variable $\tau^2 = q_{(3)}^2 \sigma_{\text{SPT}}$. A dependence of the barrier on the initial tidal field might be anticipated by arguing that smaller protohalo patches, which do not dominate their surroundings, must necessarily struggle more in order to hold themselves together and become haloes, while larger patches are less susceptible to the disrupting influence of gravitational shear (Sheth et al. 2001). Therefore, the barrier for smaller patches should, on average, be higher than that for larger patches, with a height that grows in proportion to the average tidal field surrounding the patch (see, however Borzyszkowski et al. 2014, for an alternate point of view, which we return to in section 6).

We would then like to track the variables $\{\nu, q_{(3)}, x, y, z\}$, the latter three being necessary to impose the peaks constraint as in Bardeen et al. (1986). Figure 1 shows the correlation between $q_{(3)} \sigma_{\text{SPT}}$ and the overdensity $\delta$ of the CDM protohaloes at $z = 0$ in the WMAP3 simulation (see also Dalal et al. 2008; Hahn & Paranjape 2014; Ludlow et al. 2014b). From the colour scheme we see that $q_{(3)} \sigma_{\text{SPT}}$ correlates strongly with $\delta$, in stark contrast to a Gaussian random field for which these variables are independent (Sheth et al. 2001; Sheth & Tormen 2002). The empty circles show the mean overdensity in bins of halo mass, and the error bars show the scatter of the overdensity in each bin. The smooth curve shows the mean excursion set barrier from the model discussed below, in which the barrier slope is adjusted to give a good description of the low-redshift halo mass function in this simulation. We see that there is reasonable agreement between the model barrier and the measured mean overdensities, although the model is systematically higher than the measurements, with the relative gap increasing at high masses. We will discuss this later.

An excursion set barrier based on $q_{(3)}$ is, however, difficult to analyse due to the correlation between $\{l_2, l_3\}$ and $(y, z)$. Instead, as we show in Appendix A2, there is a combination of variables that is straightforward to handle as well as being close to $q_{(3)}$ in its statistics. We define the variable $\tau$ as follows:

$\tau^2 \equiv \frac{3q_{(3)}^2 + (l_2 - \gamma \sqrt{15} y)^2 + (l_3 - \gamma \sqrt{5} z)^2}{(1 - \gamma^2)}$, \hspace{1cm} (10)

where the quantity $q_{(3)}$ defined by

$\quad q_{(3)}^2 \equiv \frac{l_2^2 + l_3^2 + l_4^2}{3}$ \hspace{1cm} (11)

captures the misalignment between the shape and shear tensors as represented by the off-diagonal shear components in the shape eigenbasis (see equation 7).

In the limit $\gamma \to 0$ we would have $\tau \to \sqrt{3} q_{(3)}$. For non-zero $\gamma$ it is clear that $\tau$ and $q_{(3)}$ will be tightly correlated for a Gaussian random field. As Figure 2 shows, this is also the case for protohaloes, reassuring us that the combination $\tau \sqrt{(1 - \gamma^2)/5}$ should indeed be a good proxy for $q_{(3)}$ in the ESP calculation.

The distribution of $\tau$ in the eigenbasis of $\zeta_{ij}$ is given by (Appendix A2)

$\begin{align*}
\text{d} \tau \ p_{\zeta}(\tau) & \equiv \frac{\text{d} \tau}{3} \sqrt{\frac{2}{\pi}} \tau^{4} e^{-\tau^2/2},
\end{align*}$ \hspace{1cm} (12)

which is related to the distribution of a Chi-squared variate with 5 degrees of freedom: $\begin{align*}
\text{d} \tau \ p_{\zeta}(\tau) & \equiv \text{d} \tau \ p_{\chi^2}(\tau; k = 5).
\end{align*}$ A virtue of using $\tau$ is that its distribution completely decouples from the peaks constraint; the problematic correlation between $\{l_2, l_3\}$ and $(y, z)$ is absorbed into its definition (Appendix A2). Figure 3 further shows that, despite the scatter between $\tau$ and $q_{(3)}$ seen in Figure 2, the protohalo densities do show a noticeable (but weaker) correlation with...
\[ B = \delta_c + \beta \sigma_{\Omega T} \tau \sqrt{1 - \gamma^2} / \beta \]
\[ \equiv \delta_c + \tilde{\beta} \sigma_{\Omega T} \tau, \quad (13) \]

with \( \beta \) being a constant and the only free parameter in the model, and where the second line defines the (weakly) mass dependent quantity \( \tilde{\beta} \). We will show results below for \( \beta = 0.5 \), which we have found leads to an accurate description of the halo mass function at \( z = 0 \) in our WMAP3 simulation.

To test the robustness of the model, we then do not change the value of \( \beta \) when comparing with simulation results for the mass function and halo bias at different redshifts and/or for the Planck13 cosmology. We will refer to this model as ‘ESP\( r \)' below.

It is instructive to contrast our model for the barrier (13) with that of Paranjape et al. (2013a, hereafter, PSD13), who considered the stochastic barrier

\[ B = \delta_c + \beta \sigma_{\Omega T} \tau \quad (14) \]

whose slope \( \beta \) (motivated by the protohalo measurements of Robertson et al. 2009) was taken to be a Lognormally distributed variable, independent of the shear and shape tensors. Both models lead to distributions of protohalo density at fixed mass that have approximately Lognormal shapes (and therefore qualitatively agree with Robertson et al. 2009). In the PSD13 model, this is by construction. In the ESP\( r \) model, on the other hand, the Lognormal-like shapes arise naturally since \( \tau \) at fixed halo mass is close to being Chi-squared distributed with 5 degrees of freedom, which we have found leads to an accurate description of the halo mass function at \( z = 0 \) in our WMAP3 simulation. We see that these distributions are very similar to each other (with a very weak mass dependence) and to the mass-independent distribution \( p_0(\tau) \) which is closely linked to the Chi-squared distribution with 5 degrees of freedom.

**Figure 4.** (Left panel:) Predicted distribution of proto-halo density \( \delta_{1X} \) in excursion set models using the barrier (13) with (solid) and without (dashed) the peaks constraint, for the Planck13 cosmology. See text for details. (Middle panel:) Comparison of the distribution of \( \delta_{1X} \) predicted by the ESP\( r \) model (solid lines) with corresponding measurements using CDM protohalo in the WMAP3 simulation (dashed lines). (Right panel:) Comparison of the distribution \( p(\tau|m) \) predicted by the ESP\( r \) model (thin dashed lines) with the measured distribution of \( \sqrt{q_0(m)} / \sqrt{1 - \gamma^2} \) using the WMAP3 CDM protohalo (solid lines). The thick dashed line marked \( x^2(5) \) shows the mass-independent distribution \( p_0(\tau) \) which is closely linked to the Chi-squared distribution with 5 degrees of freedom.

\[ \tau \text{ in what follows, we therefore consider the barrier}^8 \]
\[ B = \delta_c + \beta \sigma_{\Omega T} \tau \sqrt{1 - \gamma^2} / \beta \]
\[ \equiv \delta_c + \tilde{\beta} \sigma_{\Omega T} \tau, \quad (13) \]

\[ \text{In principle, one could explore barrier models with more complex nonlinear functions of} \ \tau \ \text{as well.} \]

\[ \text{We leave this to future work and restrict attention here to the simpler form in equation (13).} \]

\[ \text{The left panel of Figure 4 demonstrates that the Lognormal-like shape for this distribution is a robust prediction of the first-crossing (or up-crossing) constraint, and does not depend strongly on additionally imposing the peaks constraint. (In practice, the calculation without the peaks constraint is performed by setting} \ F(x) \rightarrow 1 \ \text{in the results of section 4 and Appendix A2.)} \]

\[ \text{The middle panel compares the prediction of our peaks-based ESP\( r \) model with protohalo measurements in the WMAP3 simulation. We see that the model consistently underpredicts the width of the distribution at all masses (a similar level of disagreement was also true of the PSD13 model).} \]

\[ \text{At the highest masses, however, it is likely that our (200h^{-1}\text{Mpc})^3 WMAP3 simulation preferentially misses high density, large \( q_0(5) \) objects due to volume effects, leading to an increased mismatch in both the scatter as well as mean value of the distribution of \( \delta_{1X} \) (see also Figure 1).} \]

The right panel of Figure 4 compares the prediction of \[ p(\tau|m) \] in the ESP\( r \) model with the measured distributions of \( \sqrt{q_0(m)} / \sqrt{1 - \gamma^2} \) for protohalo in the WMAP3 simulation. We see that these distributions are very similar to each other (with a very weak mass dependence) and to the mass-independent distribution \( p_0(\tau) \) which is related to the Chi-squared with 5 degrees of freedom (shown as the thick black dashed curve). This suggests that the disagreement seen in the middle panel is probably due to an over-simplified barrier shape. In principle, one could explore barrier models that are more complex nonlinear functions of \( \tau \) (see, e.g., Chiuieh & Lee 2001; Sheth & Tormen 2002), or that involve other variables. We leave this to future work and restrict attention here to the simpler form in equation (13).
4 HALO MASS FUNCTION

In this section we present results for the halo mass function predicted by the ESP$\tau$ model, comparing them with measurements in N-body simulations and fits from the literature.

4.1 Basic model

The calculation sketched in Appendix A2 gives the mass function of excursion set peaks with the $\tau$-barrier (13) as

$$n(m; \beta) = \int_0^\infty \ln \sigma_T \frac{d\ln m}{dm} \left[ \frac{1}{V_*} \frac{e^{-\left(\ln m + \beta \tau\right)^2/2}}{\sqrt{2\pi}} \right] \times \int_0^\infty dx F(x) e^{-\frac{(x-\gamma c/\Gamma_\tau)^2}{2(1-\gamma^2)}} \times \mathcal{E}S'(x/\gamma - \beta \tau),$$

where $V_* = (6\pi)^{3/2} (\sigma_{1G}/\sigma_{2G})^3$, $F(x)$ is given by equation (A19) and $\mathcal{E}S'$ is given by

$$\mathcal{E}S'(w) \equiv \frac{w}{2} \left[ 1 + \text{erf} \left( \frac{\Gamma_{\tau} w}{\sqrt{2}} \right) \right] + \frac{e^{-t^2-w^2/2}}{\sqrt{2\pi t}}.$$  (17)

with $\Gamma_{\tau} = \gamma/\beta$, and where $\beta$ was defined in equation (13). The integrals over $x$ and $\tau$ must be performed numerically; this is the same level of complexity that was present in the original excursion set peaks model of PSD13.

4.2 Low redshift results

Figure 5 compares the ESP$\tau$ mass function of equation (15) with $\beta = 0.5$ (solid curves) to measurements in N-body simulations (points with error bars). The left panel shows measurements from the WMAP3 simulation which probes group-scale masses, while the right panel shows the larger volume Planck13 simulation which probes cluster-scale masses. We also show the mass function from the ESP model presented by PSD13 and the fit presented by Tinker et al. (2008, hereafter, T08), with the bottom panels showing the ratio with the T08 fit.

As mentioned earlier, the value $\beta = 0.5$ was chosen
models, on the other hand, incorporate non-universal effects through the weak mass dependence of, primarily, the quantity \(V/V_t\) and to some extent also that of \(\gamma\), while the T08 fit (which was calibrated for the range \(0 \leq z \leq 2\)) is non-universal due to the explicit redshift dependence of its parameters.

We see from the Figure that the T08 fit extrapolated to high redshifts continues to describe the \(m_{200}\) ROCKSTAR halo mass function surprisingly well (at the \(\sim 10-20\) per cent level) in the range \(9 \lesssim \log_{10} (m/h^{-1}M_\odot) \lesssim 11\), which does not seem to have been emphasized in the literature previously. The ESP\(\tau\) and PSD13 models now substantially underpredict the number of haloes, by \(\sim 20\) per cent at \(z = 6\) and by a factor of \(\sim 1.5\) or more at \(z = 9\), with ESP\(\tau\) doing somewhat worse than PSD13.

Other authors have previously explored the high redshift halo mass function (see, e.g., Lukić et al. 2007; Watson et al. 2013; Despali et al. 2016) which is of great interest for studies of early structure formation, in particular the epoch of reionization. Figure 6 highlights the fact that the high-redshift ROCKSTAR mass function has a small but significant level of non-universality when using the \(m_{200}\) mass definition. To see this, note that the difference between the simulation data and the universal ST99 fit at fixed halo mass increases as we go from \(z = 6\) to \(z = 9\), and one can show that this increase cannot be ascribed\(^9\) simply to a corresponding increase in the value of \(\nu_c\). The non-universal mass functions of ESP\(\tau\), PSD13 and T08 also show identical trends, as expected.

These results extend the conclusions drawn by T08 to higher redshifts than explored by those authors (see also Watson et al. 2013). This discussion is particularly interesting in the context of recent results by Despali et al. (2016), who showed that using the \(m_{200}\) definition\(^9\) rather than \(m_{200b}\), leads to a substantial decrease in non-universality of spherical-overdensity haloes for \(0 \leq z \leq 5\). Whether this continues to be the case at \(z \lesssim 9\) remains to be seen. In any case, Figure 6 shows that the ESP\(\tau\) and PSD13 models are too non-universal, in that they under-predict halo abundances at fixed mass by increasingly larger factors at higher redshifts, even after accounting for the effect of increasing \(\nu_c\). We will comment on this in section 6 in the context of constructing improved fits.

5 HALO BIAS

Traditionally, the concept of halo bias follows from the recognition that the small-scale, local density that drives gravitational collapse in some region of space is correlated with...
Figure 7. Lagrangian linear (left panel) and quadratic (right panel) bias parameters $\delta, b_1$ and $\delta^2, b_2$, respectively, at $z = 0$. The points with error bars show measurements surrounding $z = 0$ CDM protohaloes in the initial conditions of the WMAP3 simulation at 3 different smoothing scales $R_0 = 20, 30, 40 h^{-1}$ Mpc (respectively, red circles, blue triangles and black squares). See text for details. The measurements are averaged over 9 realisations of the simulation, with error bars indicating the standard deviation around the mean. For clarity, we have given small horizontal offsets to points. Smooth curves show the scale-dependent prediction of the ESP$\tau$ model, with the solid red, dashed blue and dotted black curves corresponding to $R_0 = 20, 30, 40 h^{-1}$ Mpc, respectively. The insets in both panels zoom in on the low mass behaviour.

Recently, CPS16 generalised this notion, arguing that halo bias is better thought of as the fact that the conditions that make the locations of collapse special (these could be the density smoothed on different scales, or the large scale tidal field, and so on). For example, in addition to the density $\delta$, the slope of a random walk $\delta = \delta_b/\delta_{\sigma RT}$ and peak curvature $x$ are important in determining halo abundances in models of excursion sets and/or peaks, and correlate strongly with large scale density, thereby leading to $k$-dependent bias in Fourier space (Paranjape & Sheth 2012a; Musso & Sheth 2012; Musso et al. 2012, PSD13). Correlating the locations of collapse with any large-scale Gaussian variable that correlates with one or more of $\delta, \dot{\delta}$ and $x$ then leads to the same $k$-dependent Fourier-space bias parameters.

CPS16 further showed how this reinterpretation can be exploited in real space to obtain model independent estimates of the scale-independent coefficients of various scale-dependent terms in measurements of $n$th order bias$^{11}$. Moreover, if the conditions determining collapse depend on variables that do not correlate with the density in a random field (e.g., the rotational invariant $q_0$), then one expects new bias coefficients associated with these variables, possibly with their own scale dependence. In the following, we will apply some of the techniques suggested by CPS16 to measure halo bias in our simulations (using the environments of protohaloes in the initial conditions) and compare the results with the Lagrangian predictions of the ESP$\tau$ and other models.

5.1 Scale dependent bias parameters $b_n$

Following Musso et al. (2012) and CPS16, a natural definition of the density bias parameters $b_n$ ($n = 1, 2, \ldots$) in real space is

$$b_n \equiv \frac{S_{n/2}}{S_0} \{ H_n(\delta_0/\sqrt{S_0}) \} \{ \text{haloes} \} ,$$

(18)

where $S_0 \equiv \langle \delta_0^2 \rangle = \sigma_{\sigma RT}^2(R_0)$ is the variance of the large scale density $\delta_0$, $S_x \equiv \langle \delta_0 \delta \rangle = \sigma_{\delta \cdot \delta_{\sigma RT}}(R, R_0)$ is the cross-correlation between the large scale and halo scale densities, and $H_n(x) \equiv e^{x^2}/(\sqrt{\pi}) e^{-x^2/2}$ are the “probabilist’s” Hermite polynomials. For example, the linear bias parameter $b_1$ is then simply

$$b_1 = \langle \delta_0 \} \{ \text{haloes} \} / \langle \delta_0 \delta \} .$$

(19)

Numerically the coefficients $b_n$ can be estimated by computing $\delta_0$ on scale $R_0$ (centered at protohalo locations in an $N$-body simulation) and averaging the appropriate Hermite polynomial over specific bins in mass:

$$\tilde{b}_n = \frac{S_{n/2}}{S_0} \sum_{n=1}^{N} H_n(\delta_{\alpha}/\sqrt{S_0})/N ,$$

(20)

with $\delta_{\alpha}$ the measurement of $\delta_0$ around the $\alpha$-th of $N$ haloes in the bin.

---

$^{11}$ This improves upon the model-dependent “reconstruction” technique (Musso et al. 2012, PSD13) used previously by some of us (Paranjape et al. 2013b).
Analytically, the calculation proceeds using the joint distribution of the excursion set peaks number density and \( \delta_0 \), and then computing the conditional expectation value \( \langle H_n(\delta_0/\sqrt{b_\alpha})/\text{ESP}\tau \rangle \). We refer the reader to PSD13 for details (see also Paranjape et al. 2013b). The result is

\[
b_n = \sum_{r=0}^{n} \binom{n}{r} b_n \epsilon_x^r
\]

where the quantity \( \epsilon_x \) is defined as

\[
\epsilon_x \equiv s \sigma_{\delta x,GT}^2(R, R_0)/(S_x \sigma_{1m}^2),
\]

with \( s \equiv \langle \delta^2 \rangle = \sigma_{\delta}^2(R) \), and the scale-independent coefficients \( b_{nr} \) are given by equation (A20). The Fourier-space scale dependence of bias mentioned above manifests through the presence of \( \epsilon_x \) in equation (21).

The points with error bars in Figure 7 show measurements of \( b_1 \) (left panel) and \( b_2 \) (right panel) using the smoothed density field surrounding \( z = 0 \) protohalo patches in the WMAP3 simulation, for three choices of smoothing scale. The smooth curves in each panel show the ESP\( \tau \) predictions corresponding to each smoothing scale. We see that there is good agreement at high masses, whereas at low masses the model overpredicts both parameters (although the low mass \( b_2 \) measurements are probably also being affected by finite volume effects, see, e.g., Paranjape et al. 2013b, who saw similar effects using the “reconstruction” technique).

5.2 Scale independent bias coefficients \( b_{nr} \)

At large scales \( R_0 \gg R \), we have \( \epsilon_x \to 0 \) and the bias coefficients reduce to \( b_n \to b_0 \), which are the usual “peak-background split” bias coefficients routinely computed as derivatives of the halo mass function with respect to the spherical collapse threshold \( \delta_c \) (Mo & White 1996; Mo et al. 1997; Sheth & Tormen 1999). These are also directly related to traditional large scale measurements of bias in Fourier space (Paranjape & Sheth 2012a; Musso et al. 2012). The first two peak-background split coefficients in the ESP\( \tau \) model are given in equation (A26).

As CPS16 pointed out, it is possible to separate out \( b_{10} \) and \( b_{11} \) from the combination \( b_1 = b_{10} + \epsilon_x b_{11} \) by measuring the latter using protohalo-centered averages of two variables, such as the density at two different scales. If these measurements are denoted \( b_{1,(1)} \) and \( b_{1,(2)} \), then we can write the matrix equation

\[
\begin{pmatrix} b_{1,(1)} \\ b_{1,(2)} \end{pmatrix} = \begin{pmatrix} 1 & \epsilon_x,1 \\ 1 & \epsilon_x,2 \end{pmatrix} \begin{pmatrix} b_{10} \\ b_{11} \end{pmatrix},
\]

inverting which gives us estimates for both \( b_{10} \) and \( b_{11} \) with no assumptions about the shape of the barrier or the variables affecting it. Similar arguments hold for higher order bias parameters, which can be separated with measurements using correspondingly larger numbers of variables.

Figure 8 shows these reconstructions for linear bias using the \( b_1 \) measurements in the left panel of Figure 7 pairwise. The points with error bars in the left panel show pairwise differences of these measurements, which are proportional to \( b_{11} \), while those in the right panel show the values...
recovered for $b_{10}$ upon inverting equation (23). While the $b_{11}$ measurements are rather noisy, we see that $b_{10}$ is recovered quite cleanly, with excellent agreement between the three sets of measurements. The smooth curves in each panel show various theoretical predictions and fits: in the left panel we show the predictions for $b_{11}$ of the ESP$\tau$ model, with the scale dependence arising from the proportionality factors which involve pairwise differences of $\epsilon_\times$ at different scales, while in the right panel we show the scale-independent predictions for $b_{10}$ of the ESP$\tau$ and PSD13 models, as well as the fitting function for $m_{200b}$ haloes from Tinker et al. (2010, T10). While the curves all agree with the high mass measurements, at low masses the measurements clearly prefer the T10 fit.

5.3 Moments of the stochastic barrier from bias measurements

We have seen above that the ideas presented in CPS16 lead to model-independent measurements of linear and higher order Lagrangian bias coefficients. These measurements can also, in principle, be extended to obtain model-independent estimates of the moments of the barrier distribution itself, as we discuss next.

The key ingredient here is the existence of certain “consistency relations” between the scale-independent bias coefficients $b_{nr}$ (Musso et al. 2012, PSD13). A simple derivation outlined in Appendix A3 shows that the $b_{nr}$ must obey equation (A27); turning this around leads to expressions for the moments of the barrier. For example, at linear order we find the mean relation

$$\langle B/\sigma_\mathrm{LT} \mid m \rangle = \sigma_\mathrm{LT} (b_{10} + b_{11}),$$

which is just a consequence of the fact that the cross-correlation we used to measure bias parameters is equivalent to the enclosed mean density profile in Lagrangian space. At quadratic order, the consistency relations give the variance

$$\text{Var}(B/\sigma_\mathrm{LT} \mid m) = \sigma_\mathrm{LT}^2 \left\{ b_{20} + 2b_{21} + b_{22} - (b_{10} + b_{11})^2 \right\},$$

and so on for higher order moments. Measurements of the bias coefficients can therefore lead to an alternative description of the distribution of barrier heights. This was exploited by CPS16, who used Monte Carlo random walks to show that the first two consistency relations hold, for both a simple spherical collapse model and a stochastic model which resembles the one in equation (13). In Appendix B, we generalize these results of CPS16 to the case of peak weighted walks with stochastic barriers.

In an $N$-body simulation, however, these measurements are rather susceptible to noise and finite volume effects. Figure 9 shows the mean barrier $\langle B(m) \rangle$ recovered from the $b_{10}$ and $b_{11}$ measurements shown in Figure 8. The smooth solid curve shows the theoretical expression from the ESP$\tau$ model, which was also shown in Figure 1. Comparing Figures 1 and 9 we see that, apart from the noise at all masses, the new measurements substantially overestimate the mean protohalo densities of small mass objects (note that the vertical axis in Figure 9 has a logarithmic scale). We can trace this effect to the overestimation of the pairwise differences of bias parameters shown in the left panel of Figure 8, which is quite likely due to finite volume effects similar to those affecting the $b_2$ measurements of Figure 7. These overestimated differences are then divided by factors involving pairwise differences of $\epsilon_\times$, whose values are much smaller than unity at these masses, leading to the overestimate of the mean barrier in Figure 9. It will be interesting to repeat this analysis on simulations with larger volume at the same mass resolution, an exercise we leave for future work.

5.4 Nonlocal bias induced by shear

As a final application of ideas presented by CPS16, we explore the bias parameters $c_n$ associated with the fact that shear is important in determining the locations of collapse. Whereas the parameters $b_n$ could be recovered through protohalo-centered averages over variables that correlate with density, the $c_n$ analogously require averages over variables that correlate with shear. And since the distribution of $q_{nl}^2$ ($\text{or } \tau^2$) at random locations is Chi-squared rather than Gaussian, the Hermite polynomials are replaced with generalized Laguerre polynomials, which are the orthogonal polynomials associated with the Chi-squared distribution.

The presence of nonlocal shear-induced bias in the Eulerian (i.e., gravitationally evolved) spatial distribution of haloes is of considerable interest due to its effect on the halo mass spectrum and, consequently, its potential effect on the recovery of cosmological parameters and the detection of primordial non-Gaussianity from large scale structure (Chan et al. 2012; Baldaluf et al. 2012; Sheth et al. 2013; Saito et al. 2014; Biagetti et al. 2014; Angulo et al. 2015). Previous authors (Chan et al. 2012; Baldaluf et al. 2012; Sheth et al. 2013, hereafter, SCS13) have argued that nonlocal terms in the Lagrangian field would also be relevant for Eulerian measurements of bias, since gravitational evolution
induces a coupling between density and shear. The prediction of these Lagrangian terms in the analytical ESP model is therefore potentially of great interest for interpreting Eulerian measurements of the halo bispectrum, and represents a qualitative departure from the model of PSD13 in which the barrier stochasticity was an ad hoc ingredient that did not correlate with the protohalo environment.

The numerical estimator for nonlocal bias suggested by CPS16 is based on the large-scale rotational invariant $Q(5)$ defined at scale $R_0$ exactly like $q(5)$ is defined at the halo scale $R$, and is given by

$$
\tilde{c}_{2j} = (-1)^j r_\zeta^{-2j} \frac{1}{N} \sum_{n=1}^{N} L_j^{(3/2)}(5Q_{(5)\alpha}/2)
$$

with $j = 1, 2, \ldots$, where $Q_{(5)\alpha}$ is the measurement of $Q(5)$ around the $\alpha$-th of $N$ protohaloes in the bin, $L_j^{(\alpha)}(x) \equiv x^{-\alpha}e^x(d/dx)^j(e^{-x}x^j\alpha)/j!$ are the generalized Laguerre polynomials and $\tau_\zeta$ is the correlation coefficient between the large-scale and small-scale shear (see Appendix A4 for details).

As CPS16 showed, the scale-dependent coefficients $c_{2j}$ are expected to have a structure very similar to that of $b_n$ (equation 21). For example, at lowest order $j = 1$, one has $c_2 = c_{20} + 2\tilde{c}_x c_{21} + \tilde{\epsilon}_x c_{22}$, where $\tilde{c}_x$ is a coefficient analogous to $c_x$ (equation 22), now involving shear rather than density. At very large scales, the only relevant term is $c_{20}$ (similarly, $c_{(2)0}$ at order $j$). In Appendix A4, we show that, in our analytical model which uses $\tau$ rather than $q(5)$, this is very well approximated by

$$
c_{(2)0}(m; \beta) \simeq \frac{1}{j!} \frac{1}{n(m; \beta)} \left( \frac{x^2}{2} \right)^j \frac{1}{\beta \partial \beta} \frac{d}{d\beta} n(m; \beta),
$$

which is precisely analogous to the definition of the peak-background split density bias coefficients as derivatives of the mass function with respect to $\delta$. As CPS16 showed using Monte Carlo experiments, and as further discussed in Appendix B, the scale dependent pieces $c_{21}$ and $c_{22}$ are not so important at the scales we probe in our simulations; given the size of the errorbars, these can be safely neglected.

Figure 10 compares our protohalo measurements according to equation (26) at two large scales with the expectation from equation (A34). To connect with the results of SCS13, we note that their convention for the nonlocal bias coefficient they called $c_2$ is related to ours through $\delta c_2^{SCS13} = \nu^2 c_2$, which is the combination we display. Unfortunately, the measurements are dominated by noise, with hints of the same scale-dependent finite volume effects seen in the $b_2$ measurements of Figure 7. While there is broad agreement between the measurements and the model prediction, drawing sharper conclusions would require better error control (see also the previous discussion of the mean barrier). Nevertheless, Figure 10 represents the first attempt at directly measuring Lagrangian nonlocal bias in $N$-body simulations.

### 6 SUMMARY & DISCUSSION

The role of tidal influences or shear in the formation of dark matter haloes has long been recognised as an important ingredient in models of hierarchical structure formation (Bond & Myers 1996; Sheth et al. 2001; Sheth & Tormen 2002; Borzyszkowski et al. 2014). In parallel, analytical work on peaks theory and the excursion set approach with correlated steps has shown how these two can be combined (Musso & Sheth 2012; Paranjape & Sheth 2012b), leading to realistic and accurate “excursion set peak” (ESP) models of the halo mass function and scale dependent halo bias (Paranjape et al. 2013a, PSD13). This ESP approach, however, does not incorporate the tidal influences mentioned above, a situation that we have rectified in this paper.

We have introduced an ESP model that explicitly depends on the initial tidal field by including the effect of the latter in the critical density threshold for gravitational collapse. Although simplified, this collapse barrier (equation 13) is well-motivated from standard ellipsoidal collapse arguments which typically lead to an enhancement of the critical density by terms depending on the rotational invariants of the tidal tensor (Sheth et al. 2001; Sheth & Tormen 2002; Sheth et al. 2013). Moreover, by adjusting the value of a single parameter (the strength $\beta$ of the tidal effect in the collapse barrier), the resulting ‘ESP’ model gives an excellent description of the halo mass function (Figure 5) and linear and quadratic scale-dependent bias parameters (Figure 7) at low redshift over a wide range of halo masses. The performance of the ESP model in this regard is comparable to that of the PSD13 model.

Our model highlights the intimate connection between scale dependent halo bias and the moments of the stochastic
halo formation barrier (section 5.3; Figure 9), recently discussed by Castorina et al. (2016, CPS16)\textsuperscript{12}. Moreover, the presence of shear in the ESP\textsuperscript{7} collapse barrier (13) leads to qualitatively new features that the PSD\textsuperscript{13} model lacks. First, the Lognormal-like shape of the distribution of overdensities of protohalo patches is a prediction of this model, rather than being an assumption as in the case of PSD\textsuperscript{13}. Quantitatively, this prediction provides a reasonably good description of direct measurements of protohalo overdensities in N-body simulations (Figures 1 and 4, although see below).

Secondly, the fact that shear is important in determining the locations of collapse leads to conceptually new bias coefficients (CPS16) that are not predicted in the PSD\textsuperscript{13} model. We presented an estimate (the first in the literature) of this ‘nonlocal’ Lagrangian bias in Figure 10; although noisy, the measurements are in broad agreement with the ESP prediction. Another manifestation of this nonlocal bias arises due to the gravitational coupling between density and shear, an effect which has been discussed in the literature and recently measured in simulations (see section 5.4 for references). Our Lagrangian prediction will have consequences for the interpretation of this Eulerian effect, which in turn can affect cosmological parameter recovery and the hunt for primordial non-Gaussianity from large scale structure.

By extrapolating the models to high redshifts $6 \leq z \leq 9$ and comparing with simulations, we also demonstrated that the ESP models predict a level of non-universality in the mass function that is substantially larger than what is measured (Figure 6)\textsuperscript{13}. This is one of several features in our model that deserves more attention: for example, the measurements of the scale independent linear bias coefficient $b_{10}$ are significantly overpredicted by the model at low masses (right panel of Figure 8), the mean value of the protohalo overdensity distribution is also overpredicted (Figure 1), while its scatter is substantially underpredicted (Figure 4).

There are at least two possible approaches to resolving these issues. A phenomenological solution might involve direct comparisons of the mass function and barrier stochasticity with measurements in simulations at several redshifts and masses, with the purpose of fitting the parameter $\beta$ and/or introducing more parametrized terms (e.g., nonlinear terms in the shear) in the barrier equation (13). This approach would have the immediate benefit of providing well-motivated, self-consistent and accurate fitting forms for the mass function and nonlinear, nonlocal bias.

A second, potentially more rewarding approach, could involve exploring other variables that can be important in determining the locations of collapse. For example, recent work on the formation histories of CDM haloes by Borzyszkowski et al. (2014) has demonstrated two very interesting facts: first, the ellipsoidal collapse model of Bond & Myers (1996), after accounting for the nontrivial initial shapes of protohalo patches, tends to systematically overpredict collapse times (a similar conclusion was also reached indirectly by Hahn & Paranjape 2014, through an analysis of warm dark matter simulations), and secondly, the overdensities of protohaloes of a given mass strongly correlate with their actual collapse times in the simulation.

Since collapse times, as well as their intimate connection with other properties such as halo concentration, are natural statistical ingredients in the excursion set formalism (Lacey & Cole 1993; Castorina & Sheth 2013), developing an accurate physical model of halo formation times and their dependence on protohalo shape and initial shear is clearly of great interest. In addition to potentially resolving (at least some of) the issues faced by the ESP model of this paper, such a model would also have consequences for accurate predictions of the concentration-mass-redshift relation (Ludlow et al. 2014a, 2016) and measured trends of halo assembly bias (Sheth & Tormen 2004; Gao et al. 2005).

One point of interest in this regard is that the peaks framework naturally predicts an assembly bias signature from the correlation between the peak curvature and the large scale density (Dalal et al. 2008). Musso & Sheth (2014b) made the point that the effect is more general: in the excursion set framework the assembly bias effect is due to the correlation between the slope of the density profile and the large scale density - the peaks constraint is not necessary. In our excursion set peaks approach, coefficients like $b_{11}$ essentially measure the strength of both correlations. In addition, Castorina & Sheth (2013) showed that stochasticity in halo formation is another source of assembly bias, and CPS16 show how stochasticity and slope correlations combine in coefficients like $b_{11}$. So it follows that these coefficients contain information about assembly bias (at least for the unevolved, Lagrangian field). In principle, then, measuring these coefficients could lead to a new window for detecting assembly bias. Exploring these ideas is the subject of work in progress.
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APPENDIX A: DETAILS OF CALCULATIONS

A1 Correlations

The covariances between the matrix elements are given by

\[ \langle \psi_i \psi_{kl} \rangle = \frac{\sigma_{\text{OT}}}{15} \left( \delta_{ij} \delta_{kl} + \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} \right) , \]  
\[ \langle \zeta_i \zeta_{kl} \rangle = \frac{\sigma_{\text{OT}}}{15} \left( \delta_{ij} \delta_{kl} + \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} \right) , \]  
\[ \langle -\psi_i \zeta_{kl} \rangle = \frac{\sigma_{\text{IM}}}{15} \left( \delta_{ij} \delta_{kl} + \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} \right) , \]
\[ \langle \eta_i \eta_j \rangle = \frac{\sigma_{\text{OT}}}{3} \delta_{ij} , \]
\[ \langle \eta_i \psi_j \rangle = 0 = \langle \eta_i \zeta_k \rangle , \]

where \( \delta_{ij} \) is the Kronecker delta, and \( \sigma_{\text{IM}} \) was defined below equation (4).

The variables defined in equations (5) and (6) have the following non-zero covariances:

\[ \langle x^2 \rangle = 1 = \langle \nu^2 \rangle ; \quad \langle x \nu \rangle = \gamma \]
\[ 15 \langle y^2 \rangle = 1 = \langle \ell_2^2 \rangle ; \quad \langle y \ell_2 \rangle = \gamma \sqrt{15} \]
\[ 5 \langle z^2 \rangle = 1 = \langle \ell_3^2 \rangle ; \quad \langle z \ell_3 \rangle = \gamma \sqrt{5} \]

where \( \gamma \) was defined in equation (4). Additionally, \( \sigma_{\text{OT}}^{-2} \langle \psi_A^2 \rangle = 1/15 = \sigma_{\text{OT}}^2 \langle \zeta_A^2 \rangle \)
\[ \langle \sigma_{\text{OT}} \sigma_{\text{GC}} \rangle^{-1} \langle \psi_A \zeta_B \rangle = -\langle \gamma/15 \rangle \delta_{AB} , \]

where \( A, B = 4, 5, 6 \).

A2 Mass function for ESP with shear

The differential number density of peaks can be written as (van der Weygaert & Bertschinger 1996)

\[ \mathcal{N}_{pk}(\nu, l_1, l_3, q_{(3)}, x, y, z) \, d\nu \, dl_1 \, dl_3 \, dq_{(3)} \, dz \, dz \]

where \( V_* = (6\pi)^{1/2} (\sigma_{\text{GC}}/\sigma_{\text{OT}})^3 \), the constraints on the shape eigenvalues are given by

\[ \chi(x, y, z) = \Theta_H(y) \Theta_H(y-z) \Theta_H(y+z) \Theta_H(x-3y+z) , \]
and, following Bardeen et al. (1986, hereafter, BBKS), we denote
\[ F(x, y, z) \equiv (x - 2z)y(g^2 - z^2)[(x + z)^2 - (3y)^2] . \] (A10)
Introducing the variables
\[ q \equiv \sqrt{3}(l_1)/\sqrt{1 - \gamma^2} \]
\[ l_2 \equiv (l_2 - \gamma \sqrt{3} y)/\sqrt{1 - \gamma^2} \]
\[ l_3 \equiv (l_3 - \gamma \sqrt{3} z)/\sqrt{1 - \gamma^2} , \] (A11)
equation (A8) can be rewritten as
\[ N_{pk}(x, y, z, \nu, l_1, l_2, l_3, q) \, dx \, dy \, dz \, dv \, dl_1 \, dl_2 \, dl_3 \, dq \]
\[ = \frac{1}{V_*} \, d\nu \, p_{3}(q) \frac{dv}{\sqrt{2\pi}} \frac{dx}{\sqrt{2\pi}} \frac{dy}{\sqrt{2\pi}} \frac{dz}{\sqrt{2\pi}} \frac{dv}{\sqrt{2\pi}} \frac{dl_1}{\sqrt{2\pi}} \frac{dl_2}{\sqrt{2\pi}} \frac{dl_3}{\sqrt{2\pi}} \]
\[ \times \frac{3^{2} \cdot 5^{2} \cdot 15^{2}}{\pi} \frac{dy}{2} \frac{dz}{1 - \gamma^2} F(x, y, z) e^{-15\gamma^2/2} e^{-5\gamma^2/2} \chi(x, y, z) , \] (A12)
where \( p_{3}(q) = \sqrt{2\pi} q^2 e^{-q^2/2} \). The first line of (A12) (apart from the factor \( 1/V_* \)) simply gives the conditional distribution \( dq \, dl_1 \, dl_2 \, dl_3 \, p(q, l_1, l_2, l_3) = 0 \) of the variables \( q, l_1, l_2, l_3 \) in the eigenbasis of \( \zeta_{ij} \). As we see this distribution completely decouples from the peaks constraint. We can now apply a 3-dimensional polar coordinate transformation \( \{ q, l_1, l_2, l_3 \} \rightarrow \{ \tau, \theta, \phi \} \), the radial coordinate being \( \tau \) as defined in equation (10) which also reads \( \tau^2 = q^2 + l_1^2 + l_2^2 \). Assuming that the excursion set constraint only depends on \( \tau \), the angular part of this transformation can be integrated over: due to the form of \( p_{3}(q) \) this involves the integrals \( \int_{0}^{\pi} \, d\theta \, e^{\sin^2 \theta} = 4/3 \) and \( \int_{0}^{\pi} \, d\phi \, \cos^2 \phi = \pi/2 \), where the range of integration of \( \phi \) follows from noting the restriction \( q \geq 0 \). We are left with
\[ N_{pk}(x, y, z, \nu, \tau, \phi) \, dx \, dy \, dz \, dv \, d\tau \]
\[ = \frac{1}{V_*} \, d\nu \, p_{5}(\tau) \frac{dv}{\sqrt{2\pi}} \frac{dx}{\sqrt{2\pi}} \frac{dy}{\sqrt{2\pi}} \frac{dz}{\sqrt{2\pi}} \frac{dv}{\sqrt{2\pi}} \frac{d\tau}{\sqrt{2\pi}} \]
\[ \times \frac{3^{2} \cdot 5^{2} \cdot 15^{2}}{\pi} \frac{dy}{2} \frac{dz}{1 - \gamma^2} F(x, y, z) e^{-15\gamma^2/2} e^{-5\gamma^2/2} \chi(x, y, z) , \] (A13)
where \( p_{5}(\tau) \) was defined in equation (12) and does not couple to the peaks constraint.

The mass function of excursion set peaks (“haloes”) is given by multiplying the peaks number density by the excursion set constraint and integrating over all relevant variables:
\[ n(m) = \left[ \frac{d\ln \sigma_{\text{OT}}}{d\ln m} \right] \int \, dX \, N_{pk}(X) \, ES(\sigma_{\text{OT}}, (\delta, B)) , \] (A14)
where the excursion set constraint, restricted to up-crossing of a barrier \( B \) by the walk height, \( \delta \), is given by
\[ ES(\sigma_{\text{OT}}, (\delta, B)) = (\delta - B) \, \Theta_{\delta}(\delta - B) \, \delta(\nu - B/\sigma_{\text{OT}}) , \] (A15)
with the overdot denoting a derivative with respect to \( \sigma_{\text{OT}} \), and \( \Theta \) in our case represents \( \{ \nu, \tau, x, y, z \} \).

We use a barrier of the form (13) for the reasons discussed in the text. To proceed, we need the derivative of the barrier (13). Ignoring the weak mass dependence of \( \gamma \), this is given by
\[ \dot{\beta} = \beta \tau + v ; \quad v \equiv \beta \sigma_{\text{OT}} \frac{\tau}{\dot{\gamma}} , \] (A16)
where \( n(m, \tau, \beta) \) was defined in equation (16). The first two peak-background split coefficients evaluate to

\[
\begin{align*}
\delta s_{b_{10}} &= \langle \mu_1 \rangle_{ ESP\tau} + \langle \lambda_1 \rangle_{ ESP\tau} \\
\delta s_{b_{20}} &= \langle \mu_2 \rangle_{ ESP\tau} + \langle \mu_1 \lambda_1 \rangle_{ ESP\tau} + \langle \lambda_2 \rangle_{ ESP\tau}.
\end{align*}
\] (A26)

Of particular interest from the point of view of barrier stochasticity are the “consistency relations” first noticed by Musso et al. (2012) and discussed by PSD13 and CPS16: summing over equation (A20), we can easily see that \( 14 \)

\[
\begin{align*}
\sum_{r=0}^{n} \binom{n}{r} \delta s_{b_{0 r}} &= \sum_{r=0}^{n} \sum_{j=0}^{n-r} \binom{n}{r} \binom{n-r}{j} (-1)^j \langle \mu_j \lambda_{n-j} \rangle_{ ESP\tau} \\
also &= \langle \mu_n \rangle_{ ESP\tau} \\
&= \nu^0 (H_n (B \sigma_{ESP\tau}) \ ESP\tau) \ .
\end{align*}
\] (A27)

We discuss this relation further in the main text.

### A4 Nonlocal bias induced by shear

To obtain the analytical analog of the bias (26) associated with shear, we must define the large scale version of \( \tau \), which we denote \( T \). If the components of the large-scale shear tensor are organized into the variables \( \{ \delta s_{b}/\sqrt{s_0}, L_3, L_4, L_5, L_6 \} \) exactly like the small-scale shear was organized into \( \{ \nu, L_2, L_4, L_5, L_6 \} \) (except that we standardize using \( \sigma_{tt}(R_0) = \sqrt{s_0} \) instead of \( \sigma_{QTT}(R) = \sqrt{s} \)), then we can define

\[
\begin{align*}
3Q^2(3) &\equiv L_2^2 + L_3^2 + L_4^2 \\
Q &\equiv \sqrt{3Q(3)/\sqrt{1-\gamma_x^2}} \\
L_2 &\equiv (L_2 - \gamma_x \sqrt{15} \gamma_y)/\sqrt{1-\gamma_x^2} \\
L_3 &\equiv (L_3 - \gamma_x \sqrt{5} \gamma_y)/\sqrt{1-\gamma_x^2}.
\end{align*}
\] (A28)

which are analogous to \( \{ q, I_2, I_3 \} \) defined in equation (A11), and since we are still working in the eigenbasis of the small-scale shape tensor \( \zeta_{ij} \), the relevant correlation coefficient that appears in \( \gamma_x \) is defined by

\[
\gamma_x \equiv \frac{\text{Cov}(L_2, \zeta_{ij})}{\sqrt{\text{Var}(L_2) \text{Var}(\zeta_{ij})}} = \frac{\sigma_{\zeta_{ij}TT}(R, R_0)^2}{\sigma_{\zeta_{ij}TT}(R_0) \sigma_{\zeta_{ij}TT}(R)}.
\] (A29)

Analogously to \( T \) (equation 10), we can then define \( T \) using

\[
T^2 \equiv Q^2 + L_2^2 + L_3^2.
\] (A30)

Turning to the cross-correlation between shear at different scales, we note that in the absence of any constraint on the small-scale reference frame (and keeping in mind that the \( L_A \) and \( L_A \) are all standardized), the relevant correlation coefficient between \( T \) and \( \tau \) would have been \( r \) defined by

\[
r \equiv \text{Cov}(L_A, T) = \frac{\sigma_{\zeta_{ij}TT}(R, R_0)}{\sigma_{\zeta_{ij}TT}(R) \sigma_{\zeta_{ij}TT}(R_0)} = S_x/\sqrt{s_0}.
\] (A31)

\[
14 \quad \text{To prove the second equality in equation (A27), one can exchange the order of summation and recognize the binomial expansion of } (1 - 1)^{n-1} = 0.
\]

Due to the requirement of being in the \( \zeta_{ij} \) eigenbasis, this changes to \( r_{C} \) given by

\[
r_{C} = (r - \gamma \gamma_x)/\sqrt{(1-\gamma^2)(1-\gamma_x^2)}.
\] (A32)

The joint distribution of \( \tau \) and \( T \) is then \( d\tau dT p(\tau, T) = d\tau dT p_0(\tau; r_{C}) \) where \( p_0(\tau) \) is given by equation (12) and we have (using the expression for a bivariate Chi-squared distribution with 5 degrees of freedom)

\[
p_0(\tau; r_{C}) dT = dT T^{3/2} (1-\tau_{C})^{-3/2} I_{\tau} \left( \frac{r_{C} T}{1-r_{C}} \right),
\] (A33)

with \( I_{3/2}(x) \) a modified Bessel function of the first kind.

Strictly speaking, what we require for the calculation of shear-induced bias is the conditional distribution \( p(T|\tau, \hat{\tau}) \), since the excursion set constraint depends on both \( \tau \) and its derivative. Although \( \hat{\tau} \) does not correlate with any of the variables at the halo scale, it \textit{does} correlate with large scale shear. At leading order, keeping track of the additional correlation with \( \hat{\tau} \) leads to a scale dependent bias \( c_{20} \) involving coefficients \( c_{20}, c_{21}, \) and \( c_{22}, \) exactly analogous to the structure of \( b_2 \) (equation 21). The coefficient \( c_{20} \) is given in full by

\[
c_{20} = - \int \frac{d\tau dx dv d\nu}{\langle m; \beta \rangle} N_{pk}(\nu, \tau, x) p(v) \text{ESP}(\sigma_{tt}, \{ B \}) \times \left[ L_1^{(3/2)}(\tau^2/2) + \Gamma_2 \tau v/\beta + \Gamma_2 L_4^{(-1)}(\Gamma_2 v^2/\beta^2) \right] \text{ESP}_{T} \ ,
\] (A34)

which can be compared with the expression for \( b_{20} \) in equation (A26). The full derivation of \( c_{20} \) in equation (A34) can be found in CPS16 (their Appendices A and B). Since the ESP\( \tau \) constraint and the barrier in equation (13) do not change the correlation structure of \( p(T|\tau, \hat{\tau}) \), \( c_{20} \) can be computed from equation B5 of CPS16, replacing \( q \) with \( \tau, \hat{\tau} \) with \( v \), and adding an extra \( F(x) \) weighting.

As CPS16 showed, however, the pieces in equation (A34) involving the variable \( v \) – which arise from the correlation between \( \hat{\tau} \) and the large scale \( T \) – are much smaller than the first piece involving only the Laguerre polynomial in \( \tau \) (see also Figure B3). This first piece can be derived by approximating \( p(T|\tau, \hat{\tau}) \approx p(T|\tau) = p_0(T|\tau; r_{C}) \), as
we show below. At order \( j \), we have

\[
-1^j r_j^2 c_{2j,0} \rightarrow \left\langle L_j^{(3/2)}(T^2/2) \right\rangle_{\text{ESP} \tau}, \langle T^j \rangle \simeq 0 \bigg) \\
= \int dT \, L_j^{(3/2)}(T^2/2) p(T) \text{ESP} \tau, \langle T^j \rangle \simeq 0 \bigg) \\
= \int dT \, L_j^{(3/2)}(T^2/2) \int d\tau p(T|\tau) p(\tau) \text{ESP} \tau \\
= \int dT \, L_j^{(3/2)}(T^2/2) \int d\tau \, p_0(T|\tau; \tau_0) \frac{p_0(\tau)n(m, \tau; \beta)}{n(m; \beta)} \\
= \int d\tau \, p_0(\tau)n(m, \tau; \beta) \int dT \, p_0(T|\tau; \tau_0) \frac{L_j^{(3/2)}(T^2/2)}{\tau_0} \\
= r_j^2 \left\langle L_j^{(3/2)}(T^2/2) \right\rangle_{\text{ESP} \tau}, \quad (A35)
\]

where the last equality but one uses a special case of \( \int dT \, p_0(z+1)(T|\tau; \tau_0) L_j^{(3/2)}(T^2/2) = r_j^2 L_j^{(3/2)}(\tau^2/2) \) for a conditional Chi-squared distribution with \( 2(\alpha + 1) \) degrees of freedom (obtained by setting \( 3/2 \rightarrow \alpha \) in the last two terms in equation A33), which can be proved using the identity 7.421(4) of Gradshteyn et al. (2007). Using the definition of the generalized Laguerre polynomials and integrating the last line but one in equation (A34) by parts, we see that this term can be written as in equation (27).

**APPENDIX B: WEIGHTED RANDOM WALKS**

The procedure to generate quasi-random walks with a given correlation structure was described for the first time in a cosmological context by Bond et al. (1991). This technique was then used by Musso & Sheth (2012); Musso et al. (2012) and later by many others to test the accuracy, within the up-crossing approximation, of analytic predictions for the first crossing rate and the bias parameters with respect to the outcome of numerical excursion set experiments.

In this Appendix we describe the key steps to generate Monte Carlo walks with **peak weights**, which is a straightforward extension of the algorithm of Bond et al. (1991) to include the effects of performing the excursion set calculation at peaks of the initial density field. Given a set of linear Fourier modes of the density field, \( \delta_k \), for each random walk and at each step labelled by its smoothing scale \( R \), the density field convolved with a window function \( W(kR) \) can be computed as

\[
\delta_R = \sum_k \delta_k W(kR). \quad (B1)
\]

For simplicity, and without loss of generality, we assumed the walk is centered at the origin of coordinates.

A certain number of variables, e.g., the smoothing scale and the value of density field, are stored at the scale where the first crossing condition, say \( \delta_R \leq B \), is satisfied, and the same is done at the larger scales one later wants to use to compute the bias parameters, using the estimators in equation (20). The barrier \( B \) of equation (13) is constructed by using an appropriate number of independent Gaussian random numbers to build Chi-squared objects like \( q_R \) and \( \tau \). For the relevant steps in the random walk, we also store the value of \( x \), defined in equation (5),

\[
x_R = \sum_i k_i^2 \delta_k W_G(k_iR)/\sigma_{2G}(R). \quad (B2)
\]

The peak weight is computed as

\[
w_{pk}(x_R, R) = \frac{V}{V_\ast} F(x_R) \Theta_H(x_R), \quad (B3)
\]

where \( V = (4\pi/3)R^3 \), \( V_\ast \) was defined below equation (16), \( F(x) \) is given by equation (A19), and \( \Theta_H(x) \) is the Heaviside theta function that enforces \( x > 0 \). When computing the first crossing distribution, this weight is used as the contribution of each walk to the frequency histogram. If \( N_i \) walks first cross the barrier in the \( i \)th bin of smoothing scale, then the corresponding weighted first crossing fraction of walks \( f_i \) is

\[
f_i = \frac{N_i}{\hat{N}_i} \sum_{\alpha=1}^{N_i} w_{pk}(x_{R_\alpha}, R_\alpha)/N_{tot}, \quad (B4)
\]

with \( \alpha \) counting over the walks contributing to this bin, and where \( N_{tot} \) is the total number of walks simulated. The first crossing distributions of walks with and without weighting are shown in Figure B1, along with analytical up-crossing based results. We see that the analytical results provide an excellent description of the numerical measurements in each case, thus validating the main technical approximation underlying the ESP formalism.

When computing bias, on the other hand, the weight is included in the estimators in equation (20). For instance, for \( b_n \), in the \( i \)th bin of smoothing scale,

\[
b_n = \frac{\sum_{\alpha=1}^{N_i} w_{pk}(x_{R_\alpha}, R_\alpha) H_n(\delta_{n,\alpha}/\sqrt{S_n})}{\sum_{\alpha=1}^{N_i} w_{pk}(x_{R_\alpha}, R_\alpha)}. \quad (B5)
\]
Measurements such as these can be combined, as discussed in the main text, to provide numerical estimates of the scale independent coefficients \( b_{nr} \) (see below).

Dealing with random walks also helps to assert the validity of our approximation of trading \( \tau \) with \( q_5 \), that we used to simplify the evaluation of the peak constraint. In the Monte Carlo runs with barrier as in equation (13), but with the true \( q_5 \) replacing \( \tau \), we can actually weight by \( F(x) \Theta_H(x) \) as well as by the full \( F(x, y, z) \chi(\zeta, x, y, z) \). Unfortunately, while the former can be applied to each single one of the over a million walks we have first crossing for, only a few tens of thousands of these walks satisfy the latter constraint. Nevertheless, we find that, on the range of scales we expect our model to provide a good description of the haloes in the simulations, the difference between the full weighting of a \( q_5 \) barrier and the ESP \( \tau \) barrier is negligible (see Figure B1). Departures start to become appreciable at \( \nu < 1 \). For the rest of the Appendix we therefore focus on \( F(x) \) weighting.

Figure B2 compares measurements of \( b_{10} \) and the model-independent estimate of the mean barrier \( \langle B|m \rangle \) using the weighted walks described above, with the analytical results described in the main text. We see that the analytical model agrees extremely well with these measurements, including at small masses. The discrepancies seen between the model and the proto-halo based estimates of \( b_{10} \) in the right panel of Figure 8 are a failing of the basic underlying assumptions in the ESP approach, rather than of the various technical approximations made in the excursion set calculations. On the other hand, the good agreement between model and measurements in the right panel of Figure B2 reassures us that the discrepancies seen in Figure 9 are in fact due to the biased nature of the estimate, as discussed in section 5.3.

Given the noisy measurements of the shear bias coefficient \( c_2 \) in simulations seen in Figure 10, we further tested our analytical predictions with the outcome of the Monte Carlo runs. The results are shown in Figure B3. The ESP\( \tau \) model provides a very good description of the measurements in the walks, with Figure B3 also allowing us to show that the scale dependence of \( c_2 \) in the walks and in the analytic calculation (following CPS16, see also Appendix A4) is negligible. Whether this result remains valid for protohaloes in an \( N \)-body simulation remains to be checked with more accurate measurements than the one we present in Figure 10.