Effective Thermal Conductivity of Nanofluids: Measurement and Prediction
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Abstract
In the present study, the effective thermal conductivity of nanoparticle dispersions, so-called nanofluids, is investigated experimentally and theoretically. For probing the influence of the nanoparticles on the effective thermal conductivity of dispersions with water as liquid continuous phase, nearly spherical and monodisperse titanium dioxide (TiO2), silicon dioxide (SiO2), and polystyrene (PS) nanoparticles with strongly varying thermal conductivities were used as model systems. For the measurement of the effective thermal conductivity of the nanofluids with particle volume fractions up to 0.31, a steady-state guarded parallel-plate instrument was applied successfully at temperatures between (298 and 323) K. For the same systems, dynamic light scattering (DLS) was used to analyze the collective translational diffusion, which provided information on the dispersion stability and the distribution of the particle size as essential factors for the effective thermal conductivity. The measurement results for the effective thermal conductivity show no temperature dependency and only a moderate change as a function of particle volume fraction, which is positive or negative for particles with larger or smaller thermal conductivities than the base fluid. Based on these findings, our theoretical model for the effective thermal conductivity originally developed for nanofluids containing fully dispersed particles of large thermal conductivities was revisited and also applied for a reliable prediction in the case of particles of relatively low thermal conductivities.
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1 Introduction

Dispersions of particles on the nanometer scale with a liquid continuous phase, also often called nanofluids, are of interest for many applications of process and energy technology. Here, the miniaturization of electronic devices by efficient cooling [1], the development of high-performance materials for thermal insulation [2], or the design of new working fluids for energy storage [3] can be mentioned. A key property characterizing dispersions is their effective thermal conductivity. First experimental observations in the 1990s claimed that adding a small amount of solid nanoparticles to liquids can enhance the effective thermal conductivity of nanofluids by up to 250 % relative to the base fluid [4]. This report has triggered a plethora of experimental and theoretical studies, most of which give similar conclusions, as it is highlighted in the review article of Tertsinidou et al. [5]. However, other studies do not observe any significant enhancement [5 –7]. Until now, debate has continued with respect to the relevant mechanisms affecting thermal conduction in nanofluids, where the Brownian motion [8–10], clustering [11, 12], and interfacial layering [13, 14] related to the particles or a combination of these effects were considered as main factors for an enhanced energy transport.

In connection with models for the effective thermal conductivity, theoretical and empirical approaches are available. In the latter, experimental data for the effective thermal conductivity are correlated as a function of relevant parameters characterizing the system such as volume fraction, temperature, particle geometry, and/or layer thickness [15–17]. Among the theoretical models, the most popular model has been developed by Hamilton and Crosser (HC) [18]. Their effective medium theory has originally been derived for two-phase two-component solid dispersions and describes the macroscopic effective thermal conductivity considering the thermal conductivities of the dispersed and continuous phases as well as their relative volume fractions. Based on the HC model, which is also applicable for nanofluids containing particles of varying size and shape and assumes no thermal resistance at the particle–fluid interface, many different modified versions have been suggested; see, e.g., Refs. [9, 10, 19, 20]. These models include additional effects which in most of the cases aim to explain the significant enhancement of the effective thermal conductivity of nanofluids relative to the thermal conductivity of the base fluid. Our theoretical model [21] for the effective thermal conductivity of nanofluids containing fully dispersed particles accounts for the heat transfer mechanisms caused by thermal conduction in the base fluid and in the particles as well as microconvection due to the Brownian motion of the particles. The consideration of the latter effect at the interface between fluid and particles was found to limit the enhancement of the effective thermal conductivity in comparison with a system where no convective thermal resistance is present. For nanofluids with highly conductive particles of varying size and shape, the predictions from our model were in agreement with the HC model [21]. Thus, our model suggests that the Brownian motion of the particles has no distinct enhancing effect on the effective thermal conductivity of nanofluids.
The ongoing controversy regarding the actual behavior of the effective thermal conductivity of nanofluids is also connected to the question about the reliability of the experimental methods [5]. The accurate measurement of the thermal conductivity of fluid systems is a challenging task. In addition to the effective thermal conduction through the fluid, which is of primary interest, also other mechanisms of heat transfer in form of, e.g., convection or radiation as well as parasitic heat flows can be present. If not considered in the data evaluation, these effects can falsify the measurements. For dispersions, the measurement results depend not only on the thermodynamic state variables, but also on the measurement procedure itself [5]. According to Tertsinidou et al. [5], the experimental data for the effective thermal conductivity of nanofluids agree well with the predictions from the HC model if data from reliable experimental techniques have been selected.

Existing methods for the measurement of the thermal conductivity can be separated into steady-state and transient methods. Among the latter which are characterized by a local temperature gradient changing as a function of time, the transient hot-wire (THW) technique is most commonly used for nanofluids; see, e.g., Refs. [5, 6, 22, 23]. Based on a proper application of the technique, the method allows for an absolute and fast measurement of the thermal conductivity with an expanded uncertainty of about 2 % [6]. Other transient methods including the hot-disk instrument [24, 25], the temperature-oscillation method [15, 26], or the $3\omega$-method [27, 28] have a limited theoretical basis and often require calibration [5]. Furthermore, the presence of advection during the measurement may affect the obtained effective thermal conductivities. Only a very limited number of experimental investigations on nanofluids is given applying steady-state techniques such as the methods based on concentric cylinders [29–31] or parallel plates [32, 33], where the fluid is subjected to a constant temperature gradient during the measurement. Here, for an accurate determination of the thermal conductivity, the Fourier law of heat conduction has to be fulfilled as close as possible in the experimental realization. This includes, for example, a proper guard system around the balanced heating body, which can often not be fulfilled in the above studies. Another imbalance applies to the systems studied experimentally, where the focus lies on nanofluids with particles of relatively large thermal conductivities such as metal oxide particles or carbon nanotubes; see, e.g., Refs. [5, 6, 16, 22, 27]. Only a few experimental studies on the effective thermal conductivity of nanofluids where the particles show similar or smaller thermal conductivities than the base fluid are available [31, 33–37].

The main aim of the present work is to contribute to an improved understanding of the effective thermal conductivity of nanofluids. For this, the effective thermal conductivity of water-based nanofluids with titanium dioxide, silicon dioxide, or polystyrene nanoparticles of strongly varying thermal conductivities was measured with a steady-state guarded parallel-plate instrument. For the characterization of particle size and its distribution as well as the dispersion stability, microscopy and sedimentation measurements were accompanied by dynamic light scattering experiments on the same samples as investigated regarding their effective thermal conductivities. The effects of temperature as well as volume fraction and thermal conductivity of the particles on the measured effective thermal conductivities are discussed and used for the application of our prediction model for the effective thermal conductivity.
thermal conductivity of nanofluids, which is also revisited in the present work. This means that the representation of the thermal resistance related to the thermal conduction through the particles was modified appropriately in the model, resulting in an improved prediction of the effective thermal conductivity of nanofluids containing fully dispersed particles.

2 Experimental

2.1 Materials and Sample Preparation

2.1.1 Initial Nanofluids

In the present study, three different types of nanofluids were studied for which the relevant details are given in Table 1. Two nanofluids are ready-made ones provided by commercial suppliers, while the third one was prepared in our laboratory. The commercial sample “AERODISP® W-740 X” from Evonik Industries AG is an aqueous dispersion containing titanium dioxide (TiO$_2$) particles with a specified original solid mass fraction $w = 0.398$ [38]. In the sample “LUDOX® TM-50 colloidal silica” provided by Sigma Aldrich, silicon dioxide (SiO$_2$) particles are dispersed in water with a solid mass fraction $w = 0.500$ [39, 40]. To achieve colloidal stability of the TiO$_2$ and SiO$_2$ nanoparticles with mean diameters of (70 and 22) nm, electrostatic stabilization is adjusted via the pH which is specified to be 5.9 and 9.0 for the nanofluids containing TiO$_2$ and SiO$_2$, respectively.

For the self-made water-based nanofluid containing polystyrene (PS) particles, the latter were synthesized as described by Zhang et al. [41]. The main steps of the synthesis are briefly summarized below. The PS-based nanofluid was produced by emulsion polymerization. As reaction vessel, a three-neck flask of 250 mL total volume equipped with a reflux condenser was used. The reaction temperature was controlled by an oil bath heated by a magnetic stirring heating plate. Agitation of the reaction system was performed by a magnetic stirring bar. 0.11 g of sodium dodecyl sulfate (SDS) as anionic emulsifier and 0.1 g of potassium persulfate as polymerization initiator were dissolved in 70 mL of an ethanol–water mixture with an alcohol-to-water volume ratio of 5:2. Then, 4.5 mL of styrene was added to the solution. The system was heated to about 343 K under stirring and kept at this temperature.

### Table 1 Properties of the initial water-based nanofluids

| Particle type | Particle mass fraction $w$ | Mean particle diameter/nm | Stabilization mechanism | Provider |
|---------------|---------------------------|---------------------------|------------------------|----------|
| TiO$_2$       | 0.398                     | 70$^a$                    | pH (5.9)               | Evonik Industries AG [38] |
| SiO$_2$       | 0.500                     | 22$^a$                    | pH (9.0)               | Sigma Aldrich [39, 40]  |
| PS            | 0.160                     | 610$^b$                   | Surfactant SDS         | Self-made |

$^a$ Average diameter specified by the supplier
$^b$ Average number-based diameter obtained from sedimentation analysis
for 8 h to allow for complete polymerization. The mass fraction of PS after synthesis was about 0.06. Finally, the product was washed several times with deionized water by centrifugation and concentrated to a mass fraction of PS particles of \( w = (0.165 \pm 0.002) \) for further usage. Here, the concentration of the surfactant SDS in the nanofluid can be estimated to be smaller than \( 10^{-4} \) M. Although the mean diameter of the dispersed PS particles of 610 nm is larger than 100 nm and, thus, does not strictly apply to the definition of a nanofluid, we keep the term “nanofluid” also in connection with the PS-based nanofluids throughout the entire manuscript for the sake of convenience.

For the three types of initial nanofluids, the relative expanded \((k=2)\) uncertainty of the mass fraction of the dispersed particles \((k=2)\) is estimated to be 5 %. Furthermore, the volume fraction of the stabilizing agents and other impurities originating from the manufacturing process is considered to be smaller than \( 10^{-3} \) and, thus, sufficiently small to have a negligible impact on the properties including the effective thermal conductivity of the studied nanofluids.

### 2.1.2 Preparation of Diluted Nanofluids

Dilution of the initial nanoparticle dispersions was realized with distilled water to prepare nanofluids with different particle volume fractions \( \phi \). For this, a flask was filled with distilled water to which the required amount of the initial nanofluid was added using a syringe. Before this, each nanofluid sample was shaken manually and then sonicated for about 15 min in an ultrasonic bath to obtain a homogeneous suspension. The concentrations of the diluted nanofluids were determined by weighing the flasks before and after adding the nanoparticle dispersion with a Sartorius Entris 224I-1S balance with a precision of 0.1 mg and an estimated expanded uncertainty \((k=2)\) of 1 mg. For each nanofluid type, the mass fraction of particles in the diluted dispersions was adjusted to be about a half and a fourth of that in the initial dispersion. These three dispersions referred to as “concentrated nanofluids” in the following with particle volume fractions between about \( 4 \cdot 10^{-2} \) and \( 3 \cdot 10^{-1} \) have been used in connection with the thermal conductivity and dynamic light scattering (DLS) measurements. Furthermore, two “highly diluted nanofluids” with very low particle volume fractions on the order of \( 1 \cdot 10^{-6} \) and \( 2 \cdot 10^{-5} \), i.e., close to infinite dilution, were prepared to obtain information on the particle size by DLS. The mass fractions of particles were converted to volume fractions based on the density of the pure bulk fluid water \( \rho_{bf} \) [42] and of the particles \( \rho_p \). In this approach, an ideal mixing behavior neglecting any influences of further impurities is assumed. Since the true density of the particles is not specified by the suppliers or is unknown, literature data at 298.15 K were collected for TiO\(_2\) \( \rho_p = 3900 \) kg m\(^{-3}\) [6], SiO\(_2\) \( \rho_p = 2196 \) kg m\(^{-3}\) [43], and PS \( \rho_p = 1050 \) kg m\(^{-3}\) [44]. For the temperature range investigated here, the temperature dependence of the true density of the particles can be neglected. Taking into consideration the sample preparation procedure and the uncertainties associated with the input parameters, the relative expanded \((k=2)\) uncertainty of the particle volume fractions in all nanofluids studied is estimated to be 5 %.
All nanofluid samples used in connection with the characterization and measurement methods described in the following Sects. 2.2 and 2.3 were stored within flasks inside a refrigerator at a temperature of about 277 K. Prior to these investigations, the samples were dispersed in an ultrasonic bath for about 15 min to improve dispersion.

2.2 Characterization of Nanofluids

2.2.1 Visual Inspection of Stability

For probing the long-time stability of the nanofluids investigated in connection with the effective thermal conductivity, 10 mL of a freshly prepared and sonicated sample inside a 10 mL vial was kept at ambient conditions at a temperature of about 293 K over a period of 13 days. During this time, a daily visual inspection was performed for all concentrated nanofluids. For all TiO₂- and SiO₂-based samples, no visual sedimentation was observed. This has also been found by Ehle et al. [31] for the same type of initial SiO₂-based nanofluid over a period of 17 days. For the nanofluids containing PS particles where corresponding photographs at days 1, 2, 3, 4, and 13 are shown in Fig. 1, a weak sedimentation effect was observed after about 4 days for the initial suspension and after 3 days for the two diluted suspensions. The earlier sedimentation of the two diluted nanofluids can be related to the varying concentration of the SDS surfactant which is reduced in the same way as the nanoparticle concentration upon dilution by water. Nevertheless, for the time period of the measurements of the effective thermal conductivity lasting around 2 days per sample, stability can be assumed for all nanofluids studied.

![Fig. 1 Photographs of the concentrated water-based nanofluids containing PS particles for various days after the preparation and sonication of the initial (φ = 0.158) sample and the diluted (φ = 0.078 and 0.037) samples](image-url)
2.2.2 Scanning Electron Microscopy

The size and shape of the particles was assessed by scanning electron microscopy (SEM). For sample preparation, the initial nanofluids were diluted to particle volume fractions of about 0.005. From the diluted samples, about 10 µL suspension was deposited onto an air plasma-treated silicon wafer and dried at ambient temperature over night. The SEM-device Gemini Ultra 55 from Zeiss is equipped with a through-the-hole detector and was operated at an acceleration voltage of 1 kV. For the three particle types studied, exemplary micrograph images are shown in Fig. 2 and used for particle size analysis after their binarization where only isolated particles were considered. The SiO2 and PS particles are of almost perfect spherical shape and narrow size distribution with average primary particle diameters including double standard deviations \( k = 2 \) of \((24.2 \pm 4.2) \text{ nm}\) and \((565 \pm 54) \text{ nm}\), respectively. In contrast, the TiO2-based system is made up of aggregates of differently sized primary particles with a diameter of about 70 nm which is also specified by the supplier as average particle diameter [38]. The aggregates were supposed to be formed during the drying process for the preparation of the SEM analysis.

2.2.3 Differential Centrifugal Sedimentation

To obtain further information about the morphology of the initial concentrated nanofluids and for comparison with the results from SEM, the particle size distributions of the considered materials were determined via differential centrifugal sedimentation analysis. For this, a DC2400 disk centrifuge from CPS Instruments operated at 24 000 min\(^{-1}\) was applied. For the nanofluids containing SiO2 and TiO2, an aqueous sucrose density gradient with nine sucrose mass fractions between 0.08 and 0.24 in steps of 0.02 was used, while smaller sucrose density gradients at nine mass fractions ranging from 0 to 0.08 in steps of 0.01 were applied for the PS-based nanofluid. The density gradients were realized by successive injection of 1.6 mL of nine sucrose solutions starting with the largest concentration. Prior to the differential sedimentation analysis, the density gradient was equilibrated for 15 min. As particle size standard, spherical polyvinylchloride (PVC) particles with a diameter of 483 nm purchased from CPS Instruments were used.

The volume sum distributions \( Q_3 \) of the considered materials determined by sedimentation analysis are depicted in Fig. 3. In general, the results from SEM imaging and/or from the suppliers are confirmed. For PS, a volume-averaged particle

![Fig. 2 SEM micrographs of the dried TiO2 (left), SiO2 (middle), and PS (right) nanoparticles](image-url)
diameter $d_{50,3} = 610$ nm including the lower bound $d_{10,3} = 569$ nm and the upper bound $d_{90,3} = 705$ nm was obtained. The very narrow size distribution of the PS particles is expressed by the span $(d_{90,3} - d_{10,3}) \cdot (d_{50,3})^{-1}$ of 0.22. For TiO$_2$ and SiO$_2$, diameters of $d_{50,3} = 66$ nm ($d_{10,3} = 43$ nm, $d_{90,3} = 105$ nm) and $d_{50,3} = 36$ nm ($d_{10,3} = 26$ nm, $d_{90,3} = 58$ nm) were obtained. Compared to the PS particles, the widths of the particle size distributions for the two oxidic particle types is larger with spans of 0.94 for TiO$_2$ and 0.88 for SiO$_2$ particles.

### 2.3 Measurement Methods

#### 2.3.1 Effective Thermal Conductivity by Guarded Parallel-Plate Instrument

The effective thermal conductivity of the nanofluids $\lambda_{\text{eff}}$ was measured at ambient pressure with a guarded parallel-plate instrument. A detailed description of the complete measurement instrument including its application for the investigation of fluids and solids can be found in Refs. [45–47]. Below, only essential features of the instrument and the experimental conditions and procedures relevant for this study are given.

The principle of parallel-plate instruments for the measurement of the thermal conductivity $\lambda$ is to fulfill the ideal one-dimensional form of the Fourier law of heat conduction for a planar sample,

$$\dot{Q} = A \frac{\lambda}{s} (T_{\text{hot}} - T_{\text{cold}}),$$

in the experimental realization as close as possible. For this, it is necessary to perform a precise determination of the heat flux $\dot{Q}$ caused purely by conduction through
the sample, the heat transfer area $A$, the sample layer thickness $s$, and the temperature difference $\Delta T (= T_{\text{hot}} - T_{\text{cold}})$ between the two outer surfaces of the sample. For an accurate measurement of the thermal conductivity, any parasitic heat fluxes due to convection in the sample, heat leakages to the surrounding, radiative heat transfer between the plates contacting the sample, and further effects related to the Soret and/or Dufour effect of the particles have to be minimized or considered reliably, which is discussed below.

The sample is placed between two parallel circular plates oriented perpendicular to the gravitational field. By this arrangement and the heat flux from the upper to the lower plate, advection effects inside the sample layer are minimized. For all experimental conditions in the present study, calculated Rayleigh numbers were in a range between 200 and 530 for pure water and between 3 and 400 for the nanofluids, which is smaller than the critical value of 1000 stated by Naziev et al. [48] for vertical coaxial cylinders. Thus, advective heat transfer can be neglected for all measurements. To avoid any heat leakages from the balancing heating plate (diameter 85.96 mm ± 0.01 mm) to the surrounding, the plate is immersed in a multi-part guard system. Each component of the guard system is controlled independently to the same temperature as the heating plate. The temperature control is realized by resistance heating for the heating plate and the guard components as well as by Peltier elements for the cooling plate. For the Pt100 resistance probes used for all temperature measurements in the instrument, a calibration of the probes including the whole cabling of the four-wire system was performed, resulting in an absolute uncertainty ($k = 2$) of 0.01 K. As a further guard around the multi-guard system, an insulating housing was kept at about 2 K below the temperature of the heating plate by a lab thermostat.

A possible contribution of radiative heat transfer between the plates to the measured overall heat flux through the sample is minimized by covering the polished surface of the plates with a thin chrome layer to reduce the emission coefficient to about 0.04. For pure water as a relatively strongly absorbing fluid, radiation contributions can be neglected because they make up less than 0.1 % of the measured thermal conductivities [47]. Since the investigated water-based nanofluids become more and more opaque with increasing particle concentration, absorption of radiation is expected to be more pronounced than for pure water. Thus, any influence of radiative heat transfer on the measurement results can be neglected for all systems studied in this work.

For nanofluid systems, besides a conductive energy transport caused by a temperature gradient, also energy transport caused by a concentration gradient, the so-called Dufour effect, may arise. The latter effect results from the mass transfer of the particles due to the applied temperature gradient. Ali Pakravan and Yaghoubi [49] derived an analytical expression for the energy transport due to the Dufour effect, which increases with increasing particle thermodiffusion coefficient and temperature and with decreasing self-diffusion coefficient and volume fraction of the particles. For typical values of the thermodiffusion and self-diffusion coefficient of nanoparticles on the order of $10^{-13}$ m$^2$·s$^{-1}$·K$^{-1}$ and $10^{-11}$ m$^2$·s$^{-1}$ [50], the contribution to the effective thermal conductivity of the present nanofluids caused by the Dufour effect is distinctly less than 1 % and, thus, can be neglected. According to the numerical calculations of Savino et al. [51], steady-state techniques such as the parallel-plate
method are also not affected by thermodiffusion effects because in principle the entire fluid volume is subjected to the balancing heat flux. Although a concentration gradient could be present over the sample layer if the particle thermodiffusion coefficient is unequal zero, the measurement result is related to an average effective thermal conductivity corresponding to the overall composition of the nanofluid. This can, however, only be ensured if $\lambda_{\text{eff}}$ shows a linear dependence on the particle volume fraction, which holds well for nanofluids [5].

Within the sample preparation and measurement procedure, first, the thickness of the sample layer was adjusted to $(1 \pm 0.02)$ mm ($k=2$) for all reported measurements. The filling of the sample layer was performed with a peristaltic pump by circulating the water or nanofluid sample until no air bubbles were observed from the outlet channel. Then, the sample gap was closed with bellow-type valves. For the measurement, the sample was subjected to a constant temperature gradient related to a defined temperature difference between the upper heating plate and the lower cooling plate. Once the temperatures of these two plates including the multi-guard system were stable within 0.01 K, the resulting heat flux conducted through the sample is determined by measuring the electric power dissipated to the resistance heating wire with a relative uncertainty ($k=2$) of 0.2 %. For the heating plate, the temperatures measured at distances of (5 and 13) mm from its surface are averaged and used as surface temperature, given the large thermal conductivity of the copper material and the low heat flux. In the cooling plate, the data from only one temperature probe installed with a distance of 5 mm from the surface is directly used as surface temperature. Based on Eq. 1, the effective thermal conductivity of all investigated samples is determined in an absolute way with an estimated expanded uncertainty of 5 % ($k=2$), taking into consideration the uncertainties of the input parameters.

As a reference, the thermal conductivity $\lambda_{\text{bf}}$ of the bulk fluid water was measured at ambient pressure at mean temperatures of (298.15, 303.15, 313.15, and 323.15) K using two temperature differences of (2 and 3) K between the two plate surfaces. Thereafter, the effective thermal conductivity $\lambda_{\text{eff}}$ of the nine different nanofluids was measured at the same four mean temperatures as studied for pure water using a temperature difference of 3 K. Here, the measurements for a given sample were performed from the lowest to the highest temperature within 1 day. On the next day, a repetition measurement was performed at 303.15 K as a cross-check. Then, the instrument was opened and the sample was inspected visually for any indications of sedimentation or agglomeration in the nanofluids, which could not be observed in all cases. After the investigation of each nanofluid sample, the cleaned instrument was tested by measuring the thermal conductivity of water at the four aforementioned temperatures with a temperature difference of 3 K. In all cases, agreement with the first measurement set within the expanded experimental uncertainty of the measured data was found.

### 2.3.2 Diffusion Coefficients by Dynamic Light Scattering (DLS)

For the characterization of particle size and its distribution as well as the dispersion stability of the nanofluids in the same fluid state as it is investigated in connection with the effective thermal conductivity, the diffusion coefficients were obtained by dynamic light scattering (DLS). For details on the principles of the technique
and its application for the determination of several thermophysical properties of various types of fluids [53–56] and dispersed systems [57–59], the reader is referred to the respective literature. In the following, only the information relevant for the present investigations is given.

For nanofluids in macroscopic thermodynamic equilibrium, the decay of microscopic fluctuations in the particle concentration is governed by the translational particle diffusion coefficient \( D \) and reflected in the time-dependent intensity correlation function (CF) of light scattered by the particles. For monodisperse spherical particles and heterodyne conditions where the scattered light is superimposed coherently with reference light of much larger intensity, the detectable normalized CF takes the form of an exponential with a characteristic decay time \( \tau_c \) [60]. The latter represents the mean lifetime of the observed fluctuations and is connected to \( D \) by

\[
\tau_c = (D \cdot q^2)^{-1}.
\]

The modulus of the scattering vector \( q = (4\pi n/\lambda_0) \cdot \sin(\Theta_S/2) \) is given by the scattering angle \( \Theta_S \) between the directions of the incident and the scattered light and by the refractive index \( n \) of the fluid at the laser wavelength in vacuo \( \lambda_0 = (532.1 \pm 0.3) \) nm. For polydisperse samples featuring a distribution of particle sizes, the CF represents a spread of exponentials with different decay times and signal intensities. Here, a cumulant analysis for the calculation of the decay time distribution is often employed [60].

For mono- or polydisperse particles dispersed in Newtonian fluids close to infinite dilution at \( \phi \) values smaller than about \( 10^{-4} \), the measured translational diffusion coefficients can be used to determine a hydrodynamic diameter or its distribution via the Stokes–Einstein equation [61],

\[
D = \frac{k_B T}{3\pi \eta d}.
\]

Here, \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature, \( \eta \) is the dynamic viscosity of the solvent, and \( d \) is the effective hydrodynamic diameter of the particles. For concentrated dispersions far away from infinite dilution, the Stokes–Einstein equation is not valid anymore, but still often used in literature [24, 25, 62] for the determination of particle size. In such dispersions, direct particle interactions and indirect hydrodynamic interactions affect the collective diffusion coefficient \( D \) in the particle–fluid system and, thus, the relaxation times observed by DLS [63, 64]. In related theoretical approaches, \( D \) is commonly represented in form of a virial expansion with respect to the particle volume fraction [63, 65]. A further experimental challenge is that with increasing particle concentration, multiple scattering between the particles can occur, which further impedes the interpretation of DLS data [63].

In the present study, the same experimental setup as applied in our previous work [59] has been used to perform heterodyne DLS experiments under vertical polarization directions of the incident and the detected light. For the concentrated nanofluids which are strongly light-absorbing in most cases, only a detection of the scattered light in reflection direction was possible. Here, the detection volume was positioned close to the wall of the cuvette, which enables the application of low laser powers and minimizes multiple-scattering effects. Under such conditions, five scattering angles between (146 and 163)° were adjusted. For the highly diluted nanofluids, transparent samples are given, which allowed to analyze the scattered light under a scattering angle of \( \Theta_S = 90^\circ \). In all cases, an expanded uncertainty \( (k = 2) \) in \( \Theta_S \) of 1° can be specified. The sample temperature was measured by a calibrated Pt100 resistance probe with an expanded uncertainty \( (k = 2) \) of 0.04 K. Within one measurement
series, i.e., five measurements at different scattering angles for the concentrated nanofluids or five independent measurements at $\Theta_S = 90^\circ$ for the highly diluted nanofluids, the temperature stability was always better than $\pm 0.014$ K. A sample of each concentrated nanofluid which was filled into the guarded parallel-plate instrument was investigated at (298.15 and 323.15) K, with a repetition at 298.15 K within one day. One day after the thermal conductivity measurements were finished, the corresponding sample was removed from the instrument and analyzed by DLS at 298.15 K to compare the results with those from the previous day.

For the data evaluation detailed in our previous work on highly diluted nanoparticle dispersions [59], the CFs measured simultaneously by the linear-tau and multi-tau correlator were represented by least-squares fitting. In all cases, the sum of two or three exponentially decaying signals associated with the corresponding mean decay times $\tau_C$ were needed to obtain residuals between the measured and fitted data, which are free of systematic behaviors. For comparison, also an analysis of the distribution of decay times determined via the cumulant analysis for the corresponding correlator data obtained by the multi-tau correlator was performed. In all measurements reported here, agreement between the two analysis methods was found.

For the refractive index $n$ of the nanofluids required to obtain $q$, the volume fraction-based Gladstone-Dale mixing rule [66, 67] considering the refractive indices of pure water and the particles was used as an estimation for the concentrated nanofluids. This rule agreed within the estimated uncertainty with the experimental data obtained with an Abbe refractometer detailed in Ref. [68]. In the present study, measurements were only possible for the relatively transparent nanofluids with SiO$_2$ at all volume fractions or with TiO$_2$ up to $\phi = 0.02$. In case of the highly diluted nanofluids, the refractive index of pure water could reliably be used. For $\lambda_0 = 532.1$ nm, $n$ data for water as a function of temperature [69] as well as temperature-independent data for TiO$_2$ [70], SiO$_2$ [70], and PS [71] were employed. The refractive index data are calculated at the average temperatures of the related DLS measurement series with an estimated relative expanded uncertainty of 0.5 % and 2 % for the highly diluted and concentrated nanofluids. For each thermodynamic state, the final diffusion coefficients were obtained by averaging the data determined from the individual CFs recorded with the two correlators for five different individual measurements using an uncertainty-based weighting scheme [59]. As expanded uncertainties of the $D$ data, the double standard deviations of the values obtained from the individual measurements and weighted in the same manner were calculated.

3 Results and Discussion

In the following, the measured data for the translational diffusion coefficients obtained by DLS and used to characterize the stability and hydrodynamic diameter of the nearly spherical particles dispersed in water are summarized. Then, the measurement results for the thermal conductivity of pure water and the effective thermal conductivity of the nanofluids including corresponding enhancement factors are discussed and compared with available literature data and common theoretical
approaches. Finally, an improved analytical model for the effective thermal conductivity of nanofluids is proposed.

### 3.1 Diffusion Coefficients

Figure 4 shows the mean diffusion coefficients $D$ of the water-based nanofluids measured by DLS at a temperature of 298.15 K as a function of the volume fractions of the dispersed TiO$_2$ (upper part), SiO$_2$ (middle part), and PS (lower part) particles. The symbols refer to the mean diffusion coefficients related to the measured mean decay times of the fast (□), medium (△), and slow (○) exponential signals. The lines and dashed lines indicate the values calculated by the Stokes–Einstein equation [61] at conditions close to infinite dilution of the particles considering their average diameters and lower or upper boundaries evaluated by the sedimentation analysis.

Fig. 4 Diffusion coefficients $D$ in the water-based nanofluids measured by DLS at a temperature of 298.15 K as a function of the volume fractions of the dispersed TiO$_2$ (upper part), SiO$_2$ (middle part), and PS (lower part) particles. The symbols refer to the mean diffusion coefficients related to the measured mean decay times of the fast (□), medium (△), and slow (○) exponential signals. The lines and dashed lines indicate the values calculated by the Stokes–Einstein equation [61] at conditions close to infinite dilution of the particles considering their average diameters and lower or upper boundaries evaluated by the sedimentation analysis.
of the dispersed TiO₂ (upper part), SiO₂ (middle part), and PS (lower part) particles. For each system, besides the two highly diluted samples with particle volume fractions below $10^{-4}$, i.e., close to infinite dilution, also the results for three concentrated nanofluids investigated in connection with the effective thermal conductivity are given.

For all systems at conditions close to infinite dilution discussed in the following, two main modes related to two diffusion coefficients were observed. Each of the diffusion coefficients agrees within combined uncertainties at the two studied particle volume fractions. For comparison, theoretical translational diffusion coefficients shown by the solid lines were calculated based on the Stokes–Einstein equation [61]. For this, we used the reference data for the dynamic viscosity of pure water reported by Huber et al. [72] and the volume-averaged particle diameter $d_{50,3}$ which was obtained from the sedimentation analysis and is approximated as hydrodynamic diameter. The dashed lines indicate the predictions, where the lower ($d_{10,3}$) and upper ($d_{90,3}$) boundaries of the evaluated particle diameters were used. Within combined uncertainties, agreement between the theoretical $D$ data and one of the two measured diffusion coefficients is found for each system. The mean hydrodynamic diameters of 85.2 nm, 39.3 nm, and 877.9 nm for TiO₂ (triangles), SiO₂ (triangles), and PS (circles), respectively, obtained from the diffusion coefficients from DLS for the lowest particle volume fractions fit well with the mean particle diameters deduced from the sedimentation analysis, but also with those from SEM at diluted conditions. The somewhat larger diameters obtained from DLS than the ones from SEM may be related to the additional hydrodynamic layer around the particles. As can be seen in Fig. 4, the smaller diffusion coefficients for the systems with TiO₂ or SiO₂ (circles) seem to be related to the presence of larger particle aggregates resulting from the changing pH values by water dilution. For the systems with PS, the additional faster diffusion coefficients (triangles) may be artifacts caused by multiple-scattering effects which give rise to an additional fast decaying contribution in the measured CF.

For the concentrated nanofluids at particle volume fractions larger than $10^{-2}$, the two main diffusion coefficients apparently related to the collective diffusion of single and aggregated particles are still observable for all systems. Both diffusion coefficients are almost independent of concentration and tend to increase weakly up to volume fractions of about $10^{-1}$, which is in agreement with the common theories [63, 65, 73]. At the largest particle volume fractions studied for each system, a distinct reduction of the measured diffusion coefficients can be found, in particular for the most concentrated SiO₂-based nanofluid with $\phi=0.312$. The increasing impact of interparticle interactions with increasing particle fraction are often reflected in increasing viscosities and decreasing diffusion coefficients in concentrated dispersions [73]. For the TiO₂- and PS-based systems, an additional fast DLS signal of similar intensity as the other two signals was observed. The respective pseudo diffusion coefficients indicated by the square symbols in Fig. 4 seem to be related to multi-scattering effects which are more dominant for larger concentrations and larger particles, as it is given for TiO₂ and especially PS. Furthermore, effects caused by many-body excluded volume, hydrodynamic interactions, polydispersity with respect to size and shape, and/or additional rotational motion besides
translational motion impede the interpretation of DLS measurements at intermediate and high concentrations [74], which is outside the scope of the present work. Future investigations should analyze the different light scattering signals for concentrated dispersions.

The DLS experiments performed at 323.15 K revealed the same concentration-dependent trends as shown in Fig. 4 at 298.15 K. For the larger temperature, also comparable hydrodynamic diameters within combined uncertainties could be calculated at conditions close to infinite dilution. For all systems, the results from the repetition measurements at 298.15 K performed at the same day for the same sample after the measurement at 323.15 K and at the next day for the sample investigated within the guarded parallel-plate instrument agree with the results given in Fig. 4 within combined uncertainties. All these observations imply a high degree of stability of the probed nanofluids over the entire concentration range investigated.

3.2 Effective Thermal Conductivity

3.2.1 Summary of Measurement Results

For the base fluid water, the measured thermal conductivities $\lambda_{bf}$ obtained for temperatures from (298.15 to 323.15) K at atmospheric pressure are shown in Fig. 5. Two temperature differences between the sample surfaces of (2 and 3) K were applied for all temperature states except for 323.15 K where only $\Delta T=3$ K was investigated. All data obtained with the guarded parallel-plate instrument deviate by less than 7 % from the reference data [75], which is within the combined expanded uncertainties of the datasets. The positive deviations are in agreement with our former measurement results [47] and seem to be attributed to underestimated heat leakages between the heating plate and the guard system. These leakages are suppressed as much as possible by the use of a multi-guard system around the heating plate. Their complete elimination represents a challenging task and can hardly be realized.

Fig. 5 Thermal conductivity of water at atmospheric pressure as a function of temperature: □ ($\Delta T=2$ K), ○ ($\Delta T=3$ K), this study, measurements; , Huber et al. [75], reference correlation. For the experimental data, the error bars representing the expanded measurement uncertainties ($k=2$) are only shown for $\Delta T=3$ K. Dashed lines represent the expanded uncertainties of the reference correlation ($k=2$).
Table 2  Measurement results for the thermal conductivity of water and the effective thermal conductivity of the studied water-based nanofluids including the corresponding enhancement factors

| System       | w   | φ   | T/K  | λ_{ bf} or λ_{ eff} (mW·m\(^{-1}\)·K\(^{-1}\)) | 100·(λ_{ eff} − λ_{ bf})/λ_{ bf} |
|--------------|-----|-----|------|--------------------------------------------|----------------------------------|
| H\(_2\)O     | 0   | 0   | 298.15 | 647.7                                      | 0.0                              |
|              |     |     | 303.15 | 648.8                                      | 0.0                              |
|              |     |     | 313.15 | 664.5                                      | 0.0                              |
|              |     |     | 323.15 | 676.1                                      | 0.0                              |
| TiO\(_2\)+H\(_2\)O | 0.087 | 0.024 | 298.15 | 674.2                                      | 4.1                              |
|              |     |     | 303.15 | 678.6                                      | 4.6                              |
|              |     |     | 313.15 | 691.1                                      | 4.0                              |
|              |     |     | 323.15 | 704.8                                      | 4.2                              |
|              |     |     | 303.15\(a\) | 695.4                                      | 7.2                              |
|              | 0.223 | 0.069 | 298.15 | 722.0                                      | 11.5                             |
|              |     |     | 303.15 | 734.3                                      | 13.2                             |
|              |     |     | 313.15 | 748.9                                      | 12.7                             |
|              |     |     | 323.15 | 764.9                                      | 13.1                             |
|              |     |     | 303.15\(a\) | 739.9                                      | 14.0                             |
|              | 0.398 | 0.145 | 298.15 | 830.6                                      | 28.3                             |
|              |     |     | 303.15 | 832.1                                      | 28.2                             |
|              |     |     | 313.15 | 855.6                                      | 28.7                             |
|              |     |     | 323.15 | 876.8                                      | 29.7                             |
|              |     |     | 303.15\(a\) | 840.4                                      | 29.5                             |
| SiO\(_2\)+H\(_2\)O | 0.150 | 0.074 | 298.15 | 685.5                                      | 5.9                              |
|              |     |     | 303.15 | 686.2                                      | 5.8                              |
|              |     |     | 313.15 | 704.5                                      | 6.0                              |
|              |     |     | 323.15 | 715.3                                      | 5.8                              |
|              |     |     | 303.15\(a\) | 705.0                                      | 8.7                              |
|              | 0.277 | 0.148 | 298.15 | 695.7                                      | 7.5                              |
|              |     |     | 303.15 | 697.8                                      | 7.6                              |
|              |     |     | 313.15 | 721.0                                      | 8.5                              |
|              |     |     | 323.15 | 727.1                                      | 7.5                              |
|              |     |     | 303.15\(a\) | 715.5                                      | 10.3                             |
|              | 0.500 | 0.312 | 298.15 | 786.8                                      | 21.5                             |
|              |     |     | 303.15 | 792.0                                      | 22.1                             |
|              |     |     | 313.15 | 810.5                                      | 22.0                             |
|              |     |     | 323.15 | 839.2                                      | 24.1                             |
|              |     |     | 303.15\(a\) | 801.4                                      | 23.5                             |
in the experimental situation. The $\lambda_{bf}$ data obtained at $\Delta T = 3$ K are given in Table 2 and serve as a reference for the calculation of the enhancement factors for the effective thermal conductivity of the nanofluids.

For the three types of nanofluids, the measurement results for the effective thermal conductivity $\lambda_{eff}$ at ambient pressure are listed in Table 2 for the four studied temperatures of (298.15, 303.15, 313.15, and 323.15) K and the repetition measurement at 303.15 K. From the measured $\lambda_{eff}$ and $\lambda_{bf}$ data with expanded uncertainties of 5 %, the percentage enhancement factor of the effective thermal conductivity relative to the thermal conductivity of the base fluid, $100 \cdot (\lambda_{eff} - \lambda_{bf})/\lambda_{bf}$, can be calculated with an absolute expanded uncertainty of 7 % ($k=2$) based on error propagation calculations. For the state points investigated for the nanofluids, the enhancement factors are listed in Table 2 and are illustrated in Fig. 6 as a function of the particle volume fraction. In the figure, different types of symbol fillings are used to differentiate between different nanofluid systems, while different symbol types represent different temperatures.

For all systems, a moderate and approximately linear change of the effective thermal conductivity and of the enhancement factor with increasing particle volume fraction is found. Within the temperature range investigated, no significant effect of temperature on the enhancement factor is given, as it has also been found in the experiments of Ehle et al. [31] with a modified version of a steady-state

### Table 2 (continued)

| System | $w$ | $\varphi$ | $T$/K | $\lambda_{bf}$ or $\lambda_{eff}$/(mW·m⁻¹·K⁻¹) | $100 \cdot (\lambda_{eff} - \lambda_{bf})/\lambda_{bf}$ |
|--------|-----|-----|-----|---------------------|-------------------------------|
| PS + H₂O | 0.039 | 0.037 | 298.15 | 593.0 | − 8.4 |
| | | | 303.15 | 582.2 | − 10.3 |
| | | | 313.15 | 602.4 | − 9.3 |
| | | | 323.15 | 608.3 | − 10.0 |
| | | | 303.15 | 608.1 | − 6.3 |
| 0.082 | 0.078 | 298.15 | 567.8 | − 12.3 |
| | | | 303.15 | 575.0 | − 11.4 |
| | | | 313.15 | 588.7 | − 11.4 |
| | | | 323.15 | 584.0 | − 13.6 |
| | | | 303.15 | 588.5 | − 9.3 |
| 0.165 | 0.158 | 298.15 | 483.7 | − 25.3 |
| | | | 303.15 | 493.3 | − 24.0 |
| | | | 313.15 | 514.1 | − 22.6 |
| | | | 323.15 | 518.2 | − 23.4 |
| | | | 303.15 | 504.2 | − 22.3 |

*aRepetition measurement 1 day later*
concentric-cylinder instrument for the same type of initial nanofluid containing SiO₂ particles. This finding indicates that the increasing Brownian motion of the particles with increasing temperature has a negligible effect on the effective thermal conductivity of nanofluids, which is in agreement with the HC model [18] and our model [21] discussed later on. The enhancement factor is positive for the TiO₂ and SiO₂ particles showing larger thermal conductivities (λₚ ≈ 12 W·m⁻¹·K⁻¹ for TiO₂, λₚ ≈ 1.4 W·m⁻¹·K⁻¹ for SiO₂) than water (λₜf ≈ 0.6 W·m⁻¹·K⁻¹). Since TiO₂ has a larger thermal conductivity than SiO₂, the resulting enhancement factors for the TiO₂-based nanofluids are also larger. In contrast, the enhancement factors for the PS-based systems are negative because of the lower thermal conductivity of PS (λₚ ≈ 0.11 W·m⁻¹·K⁻¹) compared to water. Although in this case the term “enhancement” should be replaced by “reduction”, we keep the nomenclature throughout the entire manuscript for the sake of convenience. The absolute reductions in the effective thermal conductivity of up to −25 % for the largest PS concentration are similar and somewhat larger than those obtained by the measurements of Rusconi et al. [35] for water-based nanofluids containing a different type of polymer particles (λₚ ≈ 0.2 W·m⁻¹·K⁻¹) than studied in this work.

For all probed nanofluids at 303.15 K, the effective thermal conductivities at the repetition measurements indicated by the gray markers in Fig. 6 showed only a slight increase by at most 3 % relative to the first measurement at the previous day, which is within the experimental uncertainty. The repeatability of the measurements

Fig. 6 Enhancement factors of the measured effective thermal conductivity of the three types of water-based nanofluids relative to the thermal conductivity of water at different temperatures as a function of particle volume fraction: left-filled, TiO₂; open, SiO₂; right-filled, PS. Black circles, 298.15 K, squares, 303.15 K; triangles, 313.15 K; diamonds, 323.15 K; gray squares, repetition at 303.15 K. The uncertainties in the enhancement factor and in the particle volume fractions are only shown for the datasets measured at 298.15 K. Dashed lines displayed for each system serve as guides for the eye.
and, thus, the stability of the nanofluid samples was also confirmed by a long-time test over eight days for the most concentrated TiO$_2$-based nanofluid with $\phi = 0.145$. For the entire period, the measured data recorded at each subsequent day matched within the measurement uncertainty and with the value from the first measurement set given in Table 2. In the following, only our measurement results at 298.15 K will be discussed because the effect of temperature on the effective thermal conductivity is negligible within the temperature range studied.

3.2.2 Data Comparison

A comparison of our measured effective thermal conductivities with experimental data from literature is only possible for the water-based nanofluids containing TiO$_2$ or SiO$_2$. For nanofluids with PS, no experimental data are available so far. In Fig. 7, the results for the enhancement factor obtained for the water-based nanofluids with nearly spherical TiO$_2$ (left) and SiO$_2$ (right) particles at comparable temperatures between (293.15 and 303.15) K are shown as a function of the particle volume fraction, where different markers detailed in the figure legend are used for the different literature sources. For the TiO$_2$-based systems, only numerical values for $\lambda_{\text{eff}}$ or the resulting enhancement factors reported in literature were considered here, whereas a complete review of all available data is

![Fig. 7](image_url)
given by Tertsinidou et al. [5]. Considering the distinctly smaller database for the SiO₂-based systems, available numerical values [33, 37] were supplemented with data extracted from figures [31, 36]. The uncertainties of the enhancement factors exemplarily depicted in Fig. 7 for each dataset are based on error propagation calculations of the uncertainties of the λ_eff and λbf data. For comparison, the theoretical predictions based on the HC model [18] and our model [21] for nanofluids containing fully dispersed particles are shown as dotted and dashed lines. The origin of the thermophysical properties of the particles and the base fluid at atmospheric pressure needed for all subsequent calculations is summarized below.

For the thermal conductivity of the particles λ_p required in both models [18, 21] and assumed to be independent of size, values for TiO₂ (λ_p = 12 W·m⁻¹·K⁻¹ at 298.15 K) [5], for SiO₂ (λ_p = 1.4 – 1.8 W·m⁻¹·K⁻¹ from 273 K to 463 K) [43], and for PS (λ_p = 0.105 – 0.128 W·m⁻¹·K⁻¹ from 273 K to 373 K) [76] were taken from literature. Here, the corresponding λ_p data for SiO₂ and PS were correlated linearly as a function of temperature within the specified range to calculate the values at 298.15 K. For the particle density ρ_p in our model [21], the same data at 298.15 K as detailed in Sect. 2.1 were used. For the calculation of the Nußelt number Nu in the model [21], the values for the thermal conductivity λbf, density ρbf, kinematic viscosity νbf, and thermal diffusivity αbf of the base fluid water specified by the Refprop database [42] were employed. Here, the required information about the diameter of the considered spherical particles was approximated with the mean values d₅₀,₃ obtained by the sedimentation analysis and used for all particle volume fractions studied. This is justified because the mean diameters obtained from the DLS measurements close to infinite dilution and from the sedimentation analysis for the most concentrated nanofluids agree within combined uncertainties.

The left part of Fig. 7 shows for the TiO₂-based systems with a λ_p/λbf ratio of about 20 that most of the experimental data in literature [6, 62, 77, 78] associated with particle volume fractions up to 0.06 provide moderate enhancement factors which scatter around the HC model [18] and our model [21]. Only the data obtained by Reddy and Rao [79] with the steady-state concentric-cylinder method with a stated uncertainty of 0.6 % and especially those obtained by Maheshway et al. [80] with a hot-wire method of unknown uncertainty show clearly larger enhancement factors. Our measurement results follow the data of Fedele et al. [62] based on the hot-disk technique and extend the data range up to larger particle volume fractions. Here, for φ > 0.06, the available experimental data are in better agreement with our model [21] than with the HC model [18]. The lower measured enhancements factors than predicted by the HC model indicates that an additional thermal resistance related to the interface is present, which seems to be reflected appropriately in our model [21] by additionally considering the convective heat transfer between the fluid and the nanoparticles.

For the SiO₂-based systems featuring a λ_p/λbf ratio of about 2.5, the four different experimental datasets [31, 33, 36, 37] including our data shown in the right part of Fig. 7 agree well with each other over the entire concentration range up to φ values of about 0.3. For the latter concentration corresponding to the same type of sample...
investigated in a benchmark study of Buongiorno et al. [33] by different methods including a parallel-plate method, whose working procedure has not been described, and by Ehle et al. [31] with a concentric-cylinder instrument requiring a calibration, matching enhancement factors with relative absolute deviations of 1.1 % and 2.5 % from our measurement result are found. In addition, the measurement results at $\phi$ values larger than 0.1 give a weaker concentration-dependent trend than the HC model [18], which is similar to the situation found for the TiO$_2$-based systems, and especially than our model [21]. Both models diverge for particle volume fractions above 0.05. It seems that our existing model can represent the behavior of the enhancement factor for nanofluids with relatively large $\lambda_p/\lambda_{bf}$ ratios well, as it is given for the present TiO$_2$-based nanofluids and for the nanofluids studied in our previous work [21]. However, the model overestimates the enhancement factors for decreasing $\lambda_p/\lambda_{bf}$ ratios, i.e., for particles with relatively small thermal conductivities such as SiO$_2$. The same trend is also found for the nanofluids containing PS particles with a $\lambda_p/\lambda_{bf}$ ratio of about 0.2, which will be discussed later in connection with Fig. 8.

3.2.3 Improvement of Prediction Method

The existing discrepancy between our experimental and theoretical data for systems with relatively low $\lambda_p/\lambda_{bf}$ ratios motivated an improvement of our prediction method for the effective thermal conductivity of nanofluids. Before the description of the
improvements, the main concept of the model is summarized in the following. More details can be found in Ref. [21].

In our model proposed in 2016, the heat transfer problem in nanofluids containing fully dispersed particles is treated by the analysis of the corresponding thermal resistances present in such systems. For this, a single nanoparticle with diameter or volume-equivalent diameter for spherical or non-spherical particles, \(d_p\), is located in a cube which is filled with the liquid and has an edge length of \(L\). By this, the particle volume fraction \(\varphi = (\pi/6)\cdot(d_p/L)^3\) is defined. To calculate the total thermal resistance of the nanofluid, \(R_{\text{eff}}\), connected with its effective thermal conductivity \(\lambda_{\text{eff}}\), the thermal resistance of the base fluid, \(R_{\text{bf}}\), is considered to be parallel to the thermal resistance related to the nanoparticle, \(R_p\). The latter is modeled by the sum of the thermal resistance caused by the thermal conduction in the particles, \(R_{p,\text{cond}}\), and by the convective heat transfer through the boundary layer at the surface of the nanoparticles, \(R_{p,\text{conv}}\). To account for the volumes associated with the resistances of the two phases, the inverse values of the thermal resistances \(R_{\text{bf}}\) and \(R_p\) are weighted by the corresponding volume fractions \((1-\varphi)\) and \(\varphi\), resulting in

\[
\frac{1}{R_{\text{eff}}} = \frac{1-\varphi}{R_{\text{bf}}} + \frac{\varphi}{R_{p,\text{conv}} + R_{p,\text{cond}}}. \tag{2}
\]

By inserting the three individual resistance contributions into Eq. 2, an analytical model for the effective thermal conductivity could be derived as a function of the volume fraction, diameter, and shape of the nanoparticles, the thermal conductivities of the particles and of the base fluid as well as the temperature [21]. While the particle diameter and temperature have no significant effect on the enhancement factor, the latter increases with increasing \(\lambda_p/\lambda_{\text{bf}}\) ratios and changes steadily with increasing \(\varphi\) values.

According to the observations made in connection with Fig. 7, the reason behind the failure of our model for nanofluids containing particles of relatively low thermal conductivities seems to be related to the resistance due to the thermal conduction through the particles, \(R_{p,\text{cond}}\). With decreasing \(\lambda_p\) values, \(R_{p,\text{cond}}\) increases and can become larger than \(R_{p,\text{conv}}\), i.e., \(R_{p,\text{cond}}\) is the limiting factor for the thermal resistance related to the nanoparticle, \(R_p\). Thus, our current model apparently underestimates the value for \(R_{p,\text{cond}}\) which is effectively modeled by the thermal resistance of an isothermal nanoparticle, \(R_{p,\text{cond}} = 1/(2\pi\lambda_p d_p)\). In an analogous way as it has been performed for \(R_{\text{bf}}\) in our former approach [21], it is more appropriate to model \(R_{p,\text{cond}}\) by \(R_{p,\text{cond}} = L/(\lambda_p L^2) = 1/(\lambda_p L)\), taking into consideration the length \(L\) and the cross-section \(L^2\) of the cube which consists now solely of the particle. Since \(R_{p,\text{cond}}\) is inversely weighted by the particle volume fraction \(\varphi\) in Eq. 2, the contribution of the thermal conduction through the particle to the overall effective conduction in the nanoparticle-fluid system is already considered reasonably. It is found that starting from \(\varphi \approx 0.002\), the reformulated \(R_{p,\text{cond}}\) value is always larger than the former one, which increases with increasing \(\varphi\).

On the basis of the new definition for \(R_{p,\text{cond}}\) and the same definitions for \(R_{\text{eff}}, R_{\text{bf}},\) and \(R_{p,\text{conv}}\) as given in our former work [21], the revisited model for the
dimensionless effective thermal conductivity $\frac{\lambda_{\text{eff}}}{\lambda_{\text{bf}}}$ of nanofluids containing fully dispersed particles has the simple form

$$\frac{\lambda_{\text{eff}}}{\lambda_{\text{bf}}} = (1 - \varphi) + \varphi \left[ \frac{\lambda_{\text{bf}}}{\lambda_p} + \left( \frac{\pi}{6\varphi} \right)^{1/3} \cdot \frac{\psi}{\pi \cdot \text{Nu}} \right]^{-1}.$$  \hspace{1cm} (3)

In Eq. 3, $\psi$ is the sphericity of the particles, which is 1 for spherical particles. For particles of same volume, decreasing sphericity of the particles ($\psi < 1$) causes an increasing surface area and, thus, a decreasing value for $R_{p,\text{conv}}$, which increases the enhancement factor according to Eq. 3. $\text{Nu}$ is the Nußelt number which can be obtained from a correlation of the Péclet number ($Pe$) and, thus, from the Prandtl ($Pr$) and Reynolds ($Re$) numbers [21]. For macroscopically static nanofluids, $Pe < 1$ and $Re \ll 1$, which results in $Nu$ numbers close to 2. In the improved model, the same equations were applied to calculate the $Nu$ number, as it has been performed in our previous work [21]. Furthermore, the experimental $d_{50,3}$ values were used as input to calculate the $Re$ and, thus, $Nu$ numbers.

In Fig. 8, our measured enhancement factors for the effective thermal conductivity of the nanofluids studied at a temperature of 298.15 K are compared with the theoretical predictions for well-dispersed systems based on the HC model (dotted line) [18], our model (dashed line) [21], and its revisited improved version given by Eq. 3 (solid line) for varying volume fractions of the spherical particles. For all nanofluid systems studied, the improved model provides a better representation of our concentration-dependent experimental data in comparison with the original model. This holds in particular for the water-based nanofluids containing SiO$_2$ or PS particles with small $\lambda_{\text{eff}}/\lambda_{\text{bf}}$ ratios of 2.5 or 0.2, where the reformulated expression for the resistance of the nanoparticles due to conduction reduces the enhancement factor more strongly. For all cases, the improved model is also in good agreement with the HC model [18]. In this model, it is assumed that only thermal conduction is present, i.e., no thermal resistance exists at the interface between the liquid and the solid phase. The latter is taken into consideration in our model via the convective heat transfer resistance between the fluid and the diffusing particles, $R_{p,\text{conv}}$. As a result, smaller enhancement factors are predicted by our model than by the HC model [18] for the TiO$_2$- and SiO$_2$-based systems where $R_{p,\text{conv}}$ is distinctly larger than or comparable to $R_{p,\text{cond}}$.

When $R_{p,\text{cond}}$ is much larger than $R_{p,\text{conv}}$ as it is the case for the PS-based systems, the improved model provides slightly larger enhancement factors than the HC model [18]. In this case where the dispersed nanoparticles act as thermal insulators, the heat flux is mainly transferred through the continuous liquid phase, resulting in predictions close to those for a simple parallel conduction model [50]. The residual discrepancy between the predictions from our improved model and the measured data may arise from a weak sedimentation of the PS particles within the guarded parallel-plate instrument. This behavior corresponds to some extent to a serial conduction model which gives distinctly lower values for $\lambda_{\text{eff}}$ and, thus, for the enhancement factors than the parallel conduction model [50].
It should be noted that the predictions based on our improved model are also in good agreement with the approach of Nan et al. [20] who included a term accounting for the interfacial thermal contact resistance $R_b$ between the particles and the fluid within the HC model. For example, using the value for $R_b$ derived by Ehle et al. [31] from their measurements for the most concentrated SiO$_2$-based nanofluid in combination with the values for $d_{50,3}$ and $k_p$ of the assumed spherical nanoparticles, the model of Nan et al. [20] showing smaller enhancement factors than the HC model agrees with our improved model and our experimental data within 8% over the entire concentration range studied. The same trends can be found for the TiO$_2$-based nanofluids using a typical value for $R_b$ for nanofluid systems [33] in the model of Nan et al. [20]. All these findings imply that the convective heat transfer resistance between the fluid and the particles included in our model and related to the term associated with the $Nu$ number in Eq. 3 seems to reasonably account for an interfacial thermal contact resistance.

4 Conclusions

In the present work, the effective thermal conductivity of nanofluids consisting of nearly spherical and monodisperse titanium dioxide (TiO$_2$), silicon dioxide (SiO$_2$), or polystyrene (PS) nanoparticles and water as liquid continuous phase was investigated. It could be demonstrated for the first time that a steady-state guarded parallel-plate instrument can be applied reliably for the absolute determination of the effective thermal conductivity of dispersions over a broad composition range up to particle volume fractions of 0.31. For the same systems, DLS experiments analyzing the translational diffusion coefficients in macroscopic thermodynamic equilibrium could reveal the stability of the nanofluids by the agreement of the derived particle sizes and their distributions with the results from scanning electron microscopy and differential centrifugal sedimentation measurements. The experimental data for the effective thermal conductivity with an expanded uncertainty of 5% show no significant dependence on temperature between (298.15 and 323.15) K and a moderate change as a function of the particle volume fraction. For the systems with TiO$_2$ or SiO$_2$ particles showing larger thermal conductivities than water, the corresponding enhancement factors of the effective thermal conductivity are positive and agree well with the available literature. For the systems containing PS particles of lower thermal conductivity compared to that of water, the measured negative enhancement factors are the first data reported so far. In connection with the nanofluids containing the relatively weakly conductive SiO$_2$ and PS particles, the overestimations of the enhancement factors by our model proposed in 2016 [21] could be related to the used expression for the thermal resistance associated with the thermal conduction through the particles. Based on a revisited formulation for the latter resistance, our model for the effective thermal conductivity of nanofluids with fully dispersed particles could be improved and enables now reliable predictions in case of dispersed particles with broadly varying thermal conductivities.
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