Asymptotic properties of entanglement polytopes for large number of qubits
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Abstract
Entanglement polytopes have been recently proposed as a way of witnessing the stochastic local operations and classical communication (SLOCC) multipartite entanglement classes using single particle information. We present first asymptotic results concerning the feasibility of this approach for a large number of qubits. In particular, we show that entanglement polytopes of the $L$-qubit system accumulate in the distance $O(\frac{1}{\sqrt{L}})$ from the point corresponding to the maximally mixed reduced one-qubit density matrices. This implies existence of a possibly large region where many entanglement polytopes overlap, i.e. where the witnessing power of entanglement polytopes is weak. Moreover, we argue that the witnessing power cannot be strengthened by any entanglement distillation protocol, as for large $L$ the required purity is above current capability.
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1. Introduction
Correlations in multipartite quantum systems possess surprising and useful properties that have been a subject of studies since the very beginning of quantum theory [1]. A pure state $\psi \in \mathcal{H}$ of a quantum system consisting of $L$ subsystems is not entangled (separable) if and only if it is a simple tensor, i.e. $\psi = \psi_1 \otimes \psi_2 \otimes \cdots \otimes \psi_L$. The standard approach to the classification of entanglement is based on the fact that quantum correlations remain unchanged under the action of local transformations called local operations and classical communication (LOCC) [2]. Two states have the same type of entanglement if they can be transformed to each other using LOCC transformations. Recently, the set of maximally entangled states under LOCC operations in $L$ qubit systems has been determined [3]. Relaxing the LOCC
constraint to—transformed to each other using LOCC transformations with a finite probability—we obtain the class of operations called SLOCC (stochastic LOCC). The classification of entanglement using SLOCC operations has been extensively studied for small numbers of distinguishable and indistinguishable particles (see for example [4–10]). Extension of these results to many particles is, however, considered to be difficult as one needs to know the ring of all SLOCC invariants which in general is difficult to find [11, 12].

In this paper we focus on many qubit systems exploring recently proposed concept of entanglement polytopes (EP) [20, 21]. Mathematically, L-qubit SLOCC operations can be represented by the group \( G = SL(2, \mathbb{C})^\otimes L \) (collections of \( 2 \times 2 \) invertible complex matrices with determinant one). The action of \( g = g_1 \otimes \ldots \otimes g_L \in G \) on the Hilbert space of L-qubit pure states \( \mathcal{H} \) is defined by

\[
G.\phi = \frac{(g_1 \otimes \ldots \otimes g_L)\phi}{\| (g_1 \otimes \ldots \otimes g_L)\phi \|}, \quad g_k \in SL(2, \mathbb{C}), \quad \phi \in \mathcal{H}.
\]

The space of pure states is divided by this action into SLOCC entanglement classes:

\[
\mathcal{C}_\phi := G.\phi = \{ g.\phi : g \in G \}.
\]

Topological closures, \( \overline{\mathcal{C}} \), of classes \( \mathcal{C} \) are not disjoint as they all contain the class of separable states. Moreover, typically for multipartite systems, there is an infinite number of SLOCC classes and the number of parameters distinguishing these classes grows exponentially with the number of particles. For qubits, only one-, two- and three-qubit systems have a finite number of SLOCC classes [4]. Thus, the task of checking to which class a given state belongs, requires the knowledge that is typically not accessible experimentally. Taking into account these limitations, recently, a new approach for witnessing the SLOCC multipartite entanglement classes has been proposed [20, 21]. It uses single particle information contained in the spectra of the one-particle reduced density matrices (RDM) in order to witness multipartite entanglement. The idea is based on certain algebraic and symplectic geometry results concerning the action of groups on algebraic varieties and the associated with it momentum map that captures information about symmetries [13, 14]. The momentum map approach has proved to be a useful tool in quantum information theory and related fields. One of the main applications is the study of quantum entanglement, see [21–28, 30]. Momentum map techniques have also been used to solve the one-body quantum marginal problem [18, 29], whose solution in the context of fermionic systems gives rise to the generalised Pauli constraints and quantum pinning [39–46]. In the setting of this paper the momentum map results from the action of the local unitary operations \( SU(2)^\otimes L \) on the space of pure states. It assigns to every \( \phi \in \mathcal{H} \) the collection of the shifted one-qubit RDMs, \( \rho_1(\phi) - \frac{1}{2} I, \ldots, \rho_L(\phi) - \frac{1}{2} I \), where \( \rho_i(\phi) \) is the \( i \)th one-qubit RDM, i.e.

\[
\rho_i(\phi) = \frac{1}{\| \phi \|^2} \text{tr} \left[ \rho_1(\phi) \ldots \rho_L(\phi) \right].
\]

Next, for a state \( \phi \) let \( (p_1(\phi), 1 - p_1(\phi)) \) be the increasingly ordered spectrum of the one-particle RDM \( p_1(\phi) \), where \( p_1(\phi) \in [0, \frac{1}{2}] \). The shifted local spectra, i.e. the spectra of \( \rho_i(\phi) - \frac{1}{2} I \) are given by \( \{ -\lambda_i(\phi), \lambda_i(\phi) \} \), where \( 0 \leq \lambda_i(\phi) = \frac{1}{2} - p_i(\phi) \leq \frac{1}{2} \). The map that plays an important role is the map \( \Psi \) defined by

\[
\Psi : \mathcal{H} \rightarrow \left[ 0, \frac{1}{2} \right]^\otimes L, \quad \Psi(\phi) = (\lambda_1(\phi), \ldots, \lambda_L(\phi)).
\]

There are certain key properties concerning the image of map \( \Psi \), i.e. the set of admissible local spectra, that are regarded as convexity theorems [16, 33]. The convexity theorems are
also central to the SLOCC classification [21]. The first convexity theorem is connected to the one-qubit marginal problem [17] and ensures that $\Delta_H = \Psi(H)$ is a convex polytope. This polytope is given by the intersection of [31]

$$\forall 1 \leq i \leq L \quad \lambda_i \leq \sum_{i \neq j} \left( \frac{1}{2} - \lambda_i \right),$$

with the cube $[0, \frac{1}{2}] \times L$ (for a different approach, see [38]). Another important fact is that for the closure of any SLOCC class, i.e. for $\mathcal{C}$ the corresponding (shifted) spectra of one-qubit RDMs forms a convex polytope $\Delta_C = \Psi(\mathcal{C})$ called the entanglement polytope (EP) [16, 20, 21]. Obviously $\Delta_C \subset \Delta_H$. The method of entanglement polytopes is more robust then the standard approach of distinguishing all SLOCC classes. This is because for $L \geq 4$ the number of different SLOCC classes $\mathcal{C}$ is infinite, while the number of different polytopes $\Delta_C$ is always finite [14, 21].

Finding entanglement polytopes is a difficult task as it requires knowing the generating set of covariants [20, 32]. These are known only up to four qubits [32]. Using this prior knowledge the entanglement polytopes for systems of up to four qubits have been found [20]. The important property of the entanglement polytopes is that they are typically not disjoint, $\Delta_C \cap \Delta_C' \neq \emptyset$. For example, one easily shows that the entanglement polytope corresponding to the closure of the SLOCC class of the many-qubit GHZ state is equal to $\Delta_H$ and thus contains any polytope $\Delta_C$. This motivates treating entanglement polytopes as entanglement witnesses, i.e. for any $\phi \in H$ we give a list of EPs that do not contain the RDM spectra of $\phi$. Obviously, the longer the list is, the better. Note that in experimental applications, only EPs of full dimension are useful. Therefore, we always restrict ourselves to considering only such polytopes. The decision-making power of the set of EPs is thus determined by the volume of the region in $\Delta_H$ where many fully-dimensional EPs overlap. States, whose one-qubit RDMs spectra belong to this region are poorly witnessed by entanglement polytopes. In this paper we study the witnessing power of EPs for the system of large number of qubits. As finding EPs, even for five qubits, is intractable, we use the connection between the EPs and the critical points of the linear entropy. Our main idea is to study the critical points via the random matrix theory for the Bernoulli and Wishart ensembles [19]. This way we show that the region in $\Delta_H$ where EPs have a weak witnessing power always exists. We conjecture that in fact this region is large. The rigorous proof of this conjecture is beyond the methods used in this paper. We also point out that the procedure of entanglement distillation [20], which in small systems is helpful in witnessing SLOCC classes whose polytopes intersect, is of limited usefulness when $L$ is large. We conclude that for large systems it is difficult to distinguish between generic entanglement classes using only single particle information. It is known that a generic quantum state is in a class that contains states, whose one-particle RDMs are maximally mixed. Equivalently, entanglement classes, whose entanglement polytopes do not contain $\overline{0}$ form a set of measure zero in the space of pure quantum states. However, these classes have operational importance, as, for example, there is the class of $L$-qubit $W$-state among them. In this work we consider entanglement classes, whose EPs do not contain $\overline{0}$. For entanglement classes of such a type, we show that the entanglement polytopes are concentrated in a distance $O(\frac{1}{\sqrt{L}})$ from zero. As we explain in the following section, this fact means that in large systems the locally maximally entangled states within a fixed entanglement class are usually close to states, whose one-qubit RDMs are maximally mixed. In this work, the locally maximally entangled states are the states that maximise the linear entropy (equation (4)) within a fixed entanglement class $\mathcal{C}$. 

$$\left\langle H \right\rangle = \sum_{\{\lambda_i\}} \lambda_i.$$
2. Entanglement polytopes and the linear entropy

The starting point for our considerations is establishing the connection between EPs and critical points of the mean linear entropy, \( E(\phi) \), of the one-qubit RDMs,

\[
E(\phi) = 1 - \frac{1}{L} \sum_{i=1}^{L} \text{Tr} (\rho_i(\phi)^2) = \frac{1}{2} - \frac{2}{L} \|\Psi(\phi)\|^2,
\]

where \( \Psi(\phi) \) is determined by (2) and \( \|\Psi(\phi)\|^2 = \sum_{i=1}^{L} \lambda_i^2(\phi) \). Up to three qubits, the set of SLOCC entanglement classes is in bijection with the set of critical points of the linear entropy [34]. As a direct consequence of (4) the value of \( E(\phi) \) is determined by \( \Psi(\phi) \), i.e. by spectra of one-qubit RDMs. Let \( C \) be an entanglement class and \( \Delta_C = \Psi(\overline{C}) \) its EP. EPs are convex and thus the restrictions of \( E \) to \( \Delta_C \) has exactly two critical points, i.e. the minimum and the maximum. The minimum of \( E \) is attained at \( \lambda_{\text{sep}} = (\frac{1}{2}, \ldots, \frac{1}{2}) \). The states \( \phi \in \overline{C} \) that satisfy \( \Psi(\phi) = \lambda_{\text{sep}} \) are all separable states. On the other hand, the maximum of \( E \) is attained at the point that we denote by \( \lambda_C \in \Delta_C \) and call the critical local spectra of \( C \). This point is the closest point of \( \Delta_C \) to the origin \( \overline{0} \). Finally, we note that the maximal value of \( E \) on \( \overline{C} \) which we denote by \( E_C \) is given by 

\[
E_C = \frac{1}{2} - \frac{2}{L} \|\lambda_C\|^2.
\]

Notably, the set of all possible critical local spectra, \( \lambda_C \), is finite and can be found using a simple algorithm, where one considers convex combinations of points, that are the spectra of separable states that form a computational basis [13, 15]. More precisely, let \{\{i_1, \ldots, i_L\} : i_j \in \{0, 1\}\} be the computational basis of \( \mathcal{H} \). We have \( \Psi(\{i_1, \ldots, i_L\}) = ((-1)^{i_1} \frac{1}{2}, \ldots, (-1)^{i_L} \frac{1}{2}) \). The algorithm is as follows. For every set of \( L \) linearly independent vertices \( \{\overline{v}_1, \ldots, \overline{v}_L\} \) of the hypercube \( \mathbb{H}_L \) centred at zero, whose vertices \( \{\overline{v}_i\} \) have \( \pm \frac{1}{2} \) coordinates, we:

1. Find \( \lambda_0 \)—the closest to zero point of Conv \( \{\overline{v}_1, \ldots, \overline{v}_L\} \).
2. If \( \lambda_0 \geq 0 \) for all \( i \) and \( \lambda_0 \) does not belong to an edge of \( \mathbb{H}_L \), then \( \overline{0} = \overline{\lambda}_C \) for some SLOCC class \( C \).

Adding \( \overline{\lambda}_C = \overline{0} \) and \( \lambda_{\text{sep}} \) one obtains all possible \( \overline{\lambda}_C \). The condition for the \( L \)-subset of vertices to be linearly independent assures that the corresponding polytope \( \Delta_C \) is of full dimension. The above procedure of finding the critical local spectra gives us a simple prescription for computing the critical values of \( E_C \), or equivalently of \( \|\lambda_C\|^2 \)—the squared distances of the entanglement polytopes \( \Delta_C \) from zero. In the following we shall focus on the latter quantity.

3. Distribution of the distances of entanglement polytopes from zero

Firstly, we note that a subset of \( L \) linearly independent vertices of \( \mathbb{H}_L \) defines an \( L \)-simplex, which is spanned on those vertices and the vertex \( \overline{0} \). The height of this simplex with respect to the vertex \( \overline{0} \) is equal to \( d = \|\overline{\lambda}_C\| \) for some \( C \) (see figure 1). In order to compute \( d \), we will use the formula \( V = \frac{1}{L} Ad \), where \( V \) is the volume of the simplex and \( A \) is the area of the base. The volume is given by \( V = \sqrt{|G(\overline{v}_1, \ldots, \overline{v}_L)|/L!} \), where \( G(v_1, \ldots, v_L) \) is the Gramm matrix, whose entries read \( G_{ij} = \overline{v}_i \cdot \overline{v}_j \) and \( |G| \) denotes the determinant of \( G \). The base of the simplex is spanned by vectors \( \overline{v}_i - \overline{v}_L, \ i = 1, 2, \ldots, L - 1 \), hence its area is given by \( A = \sqrt{|G(\overline{v}_1 - \overline{v}_L, \ldots, \overline{v}_{L-1} - \overline{v}_L)|/(L - 1)!} \). Thus
\[ \| \lambda_C \|^2 = |G(v_1, \ldots, v_L)| \]
\[ = |G(v_1 - v_L, \ldots, v_{L-1} - v_L)|. \] \hspace{1cm} (5)

For further calculation we rescale the distance and define
\[ d^2_C := 4\| \lambda_C \|^2. \] \hspace{1cm} (6)

It is easy to see that \( d^2_C \) is given by (5) with \( v_i \) having \( \pm 1 \) entries. The numerical computations that go through all \( L \)-subsets of vertices of \( H_L \) were carried out up to \( L = 7 \). As one can see from figure 2(a) values of \( \| \lambda_C \|^2 \) accumulate close to zero. In order to study this phenomenon in larger systems, we sampled \( 10^6 \) \( L \)-subsets of vertices of \( H_L \) for \( L \) up to 200. The results for \( \ln \left( \| \lambda_C \|^2 \right) \) are plotted in figures 2(b) and (c). We observe that the logarithmic distribution attains maximum at values less than zero and the maximum shifts in the negative direction when the number of qubits is increased.

4. Derivation of \( \Gamma \) distribution

In this section we describe the distribution of \( \| \lambda_C \|^2 \) using arguments from random matrix theory. Our main results is:

**Main result.** The distribution of the squared distances of entanglement polytopes from the origin \( \mathbf{0} \) for large \( L \) tends to the \( \Gamma \) distribution
\[ \| \lambda_C \|^2 \sim \Gamma \left( \frac{1}{2}, 2L \right), \] \hspace{1cm} (7)

where \( \Gamma(\alpha, \beta) \) is the probability distribution with the density:
\[ f(x) = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x}. \]

Let us begin with the observation that vertices \( v_i \) (with \( \pm 1 \) coordinates) of the \( L \)-dimensional cube are uniformly distributed on \( S^{L-1} \) with \( r^2 = L \). The distribution of \( d^2_C \) is obtained assuming every vertex \( v_i \) is given the same probability equal to \( \frac{1}{2^L} \). Calculation of \( d^2_C \) for large \( L \) is,
however, difficult as the entries of $\nu_i$ are discrete Bernoulli random variables. Our main idea is to do the calculations using continuous Gaussian random variables. As we will see later the distribution $d_2^2$ calculated with Bernoulli random variables tends for large $L$ to the distribution of $d_2^2$, where $d_2$ is defined as in (6) and vectors $\nu_k = (\nu_1, ..., \nu_L)^t \in \mathbb{R}^L$ are Gaussian vectors such that $\nu_k \sim N(0, 1)$ are independent Gaussian variables, i.e. $\nu \sim \exp(-\frac{1}{2}\|\nu\|^2)$. The distribution of $\nu$ depends only on the length of $\nu$ and thus is isotropic. Note that $\|\nu\|^2$ is the sum of squares of $L$ independent Gaussian-distributed random variables, hence its distribution is the chi-squared distribution $\chi^2_L$ with the mean $L$ and the standard deviation $\sigma = \sqrt{2L}$ [19].

When $L \to \infty$ the ratio $\frac{\sqrt{2L}}{L} \to 0$, so vectors $\nu_i$ are distributed on a thin shell. Thus, instead of calculating distribution of $d_2^2$ using $\nu_i$’s with $\pm 1$ entries, our aim is to calculate the analogous distribution for $\nu_i \sim N(0, I)$. To this end, we start with a simpler calculation, namely the distribution of the ratio

$$\frac{|G(\nu_1, \ldots, \nu_L)|}{|G(\nu_1, \ldots, \nu_{L-1})|},$$

where $\nu_i \sim N(0, I)$. Under our assumptions, matrix $G := G(\nu_1, \ldots, \nu_L)$ is a positive symmetric matrix distributed according to Wishart distribution $\mathcal{W}(L, I)$ [19]:

$$\frac{1}{2^{L^2/2}\Gamma(\frac{L}{2})} |G|^{\frac{1}{2}} e^{-\frac{1}{2}\|\nu\|^2}. $$

As $G$ is positive and symmetric we can decompose it using the Cholesky decomposition [35], $G(\nu_1, \ldots, \nu_L) = TT^t$, where $T$ is a lower triangular matrix. The following theorem is a standard fact from the multivariate probability theory [19]:

**Fact 1 (Bartlett).** $T^2_{ii}$ are independent random variables

$$T^2_{ii} \sim \Gamma\left(L - i + 1, \frac{1}{2}\right).$$

One can easily see that $T^2_{ii}$ is exactly the variable that we want to describe, i.e.
\[ T_{2L}^2 = \frac{|G(v_1, \ldots, v_L)|}{|G(v_1, \ldots, v_{L-1})|} = \frac{|G|}{|G^{1L}|} \sim \Gamma \left( \frac{1}{2}, \frac{1}{2} \right), \]

where by \(|G^{1L}|\) we denote (L, L)-minor of the matrix G.

### 4.1. Derivation of the \(\|\vec{x}_v\|^2\)-distribution using Gaussian vectors

In the following, we show that the distribution of \(\frac{1}{2} d^2\) calculated using Gaussian vectors \(v_k \sim N(\overline{0}, I)\) is exactly given by \(\Gamma \left( \frac{1}{2}, 2L \right)\). The mathematically rigorous proof showing that distribution \(\frac{1}{2} d^2\) calculated with Bernoulli vectors tends for large \(L\) to \(\Gamma \left( \frac{1}{2}, 2L \right)\) will be published elsewhere. Here we only show numerically that \(\Gamma \left( \frac{1}{2}, 2L \right)\) matches histograms of \(\frac{1}{2} d^2\) almost perfectly already for \(L \geq 20\) (figure 2).

For calculation of the distribution of \(d^2\) we make the following observations. First, using antisymmetry of the determinant, we have that

\[ |G(v_1, \ldots, v_{L-1}, v_L)| = |G(v_1 - v_L, \ldots, v_{L-1} - v_L, v_L)|. \]

Let us define

\[ G' := G(v_1 - v_L, \ldots, v_{L-1} - v_L, v_L). \]

This allows us to write

\[ d^2 = \frac{|G'|}{|G^{1L}|}. \]

We note that \(G' = A' G A\), where A is the lower triangular matrix

\[
A = \begin{pmatrix}
1 & 0 & \ldots & 0 & 0 \\
0 & 1 & \ldots & 0 & 0 \\
\vdots & 0 & \ddots & 0 & 0 \\
0 & 0 & \ldots & 1 & 0 \\
-1 & -1 & \ldots & -1 & -1
\end{pmatrix}
\]

and \(G = G(v_1, \ldots, v_L)\) with \(v_k \sim N(\overline{0}, I)\). The following fact is crucial for our purposes [19].

**Fact 2.** Assume \(G \sim \mathcal{W}(L, I)\) and A is an invertible matrix. Then \(G' = A' G A \sim \mathcal{W}(L, \Sigma)\), where \(\Sigma := A' A\). In other words \(G'\) is distributed according to the Wishart distribution \(\mathcal{W}(L, \Sigma)\), that is, \(G'\) is a Gramm matrix of \(L\) sample vectors \(\vec{w}_i \sim N(\overline{0}, \Sigma)\)

\[
\vec{w} \sim \frac{\exp \left( -\frac{1}{2} \vec{w}^T \Sigma^{-1} \vec{w} \right)}{\sqrt{(2\pi)^L \det \Sigma}}.
\]

As a direct consequence, we get that for vectors \(v_i \sim N(\overline{0}, I)\) and vectors \(\vec{w}_i \sim N(\overline{0}, \Sigma)\) the distributions of

\[ \frac{|G(v_1, \ldots, v_L)|}{|G(v_1 - v_L, \ldots, v_{L-1} - v_L)|} \text{ and } \frac{|G(\vec{w}_1, \ldots, \vec{w}_L)|}{|G(\vec{w}_1 - \vec{w}_L, \ldots, \vec{w}_{L-1} - \vec{w}_L)|} \]

are the same. Therefore, we need to calculate the distribution of \(\frac{|G(v_1, \ldots, v_L)|}{|G(v_1, \ldots, v_{L-1})|}\) for \(v_j \sim N(0, \Sigma)\).

To this end, let \(R R'\) be the Cholesky decomposition of \(\Sigma = A' A\) and let \(T T'\) be the Cholesky decomposition of \(G \sim \mathcal{W}(L, I)\). Using fact 2 one easily see that \(R T T' R' \sim \mathcal{W}(L, \Sigma)\). Moreover
matrices $R$ and $T$ are lower triangular and their product is also a lower triangular matrix. Therefore the ratio $\frac{|G(w_1, \ldots, w_L)|}{|G(w_1, \ldots, w_{L-1})|}$ has the same distribution as 

\[(RT)_{LL}^2 = R_{LL}^2 T_{LL}^2 = \frac{1}{L} T_{LL}^2.\]

By fact 1 we know that $T_{LL}^2 \sim \Gamma\left(\frac{1}{2}, \frac{1}{2}\right)$. The main result is obtained using a property of $\Gamma$ distributions, which states that if a random variable $X$ is distributed according to $\Gamma(\alpha, \beta)$, then $\lambda X$ has distribution $\Gamma(\alpha, \lambda \beta)$. In our case, $\alpha = \beta = \frac{1}{2}$ and $\lambda = \frac{1}{4L}$. Figure 2 shows that histograms of $\|\lambda C\|^2 = \frac{1}{4} d_C^2$ fit very well $\Gamma\left(\frac{1}{2}, 2L\right)$.

Figure 3. For each $C$, one can construct a thin polytope contained in $\Delta_C$, whose basis contains $\lambda C$ and whose one vertex is $v_{\text{sep}}$ (grey area). The intersection of such polytopes over all classes $C$ gives the area of weak entanglement witnessing power.

Figure 4. Precision $\delta_L(p)$ required for distinguishing between generic polytopes in large $L$ limit (black line) versus precision required for distinguishing between all polytopes (black dots). In order to distinguish between all polytopes for $L = 7$, the required purity is around 0.99. However, a generic polytope requires purity around 0.95.
5. Conclusions

One of the corollaries from the main result is existence of a region in \( \Delta_H \), where the witnessing power of entanglement polytopes is weak. Namely, consider polytopes, that do not contain \( \emptyset \) and are of full dimension. The lower facet of such a polytope, \( \Delta_C \), is given by the intersection of the hyperplane perpendicular to \( \lambda_C \) and containing \( \lambda_C \) with \( \Delta_H \) [14]. Moreover, because the set of separable states is in the closure of every entanglement class, we have \( \left( \frac{1}{2}, \ldots, \frac{1}{2} \right) \in \Delta_C \). By the convexity of entanglement polytopes, the convex hull of the lower facet and the separable vertex is contained in \( \Delta_C \) (see figure 3). Constructing such a sub-polytope for each entanglement class, we obtain the set of cones, whose lower facets are accumulated in the distance of \( \frac{1}{2\sqrt{L}} \) from zero and that share the separable vertex. Therefore, they intersect in a region concentrated along the line from zero to the separable vertex. The numerical data that we obtained for 7 qubits suggests that the entanglement polytopes are in fact larger than the subpolytopes described above. Namely, by constructing states that have the critical spectra \( \lambda_C \) and acting on such states only with diagonal SLOCC operations, one can reach more vertices of \( \Delta_H \) than just the separable vertex.

Another conclusion from the main result of this work is the fact that the optimal entanglement distillation protocol, which has been proposed in [20] as a way of improving the witnessing power of entanglement polytopes, does not work for large number of qubits. Such a protocol transforms a given state \( \phi \in \mathcal{C} \) using SLOCC operations to a state with critical local spectra \( \lambda_C \). This is done by following the gradient flow of \( E \). The gradient \( \text{grad} E(\psi) \) is always tangent to \( \mathcal{C}_\phi \) at point \( \phi \) [14], hence the lines of gradient flow can be realised by SLOCC operations. A similar protocol using random SLOCC operations has been realised experimentally in [37]. The main idea behind using the entanglement distillation protocols is the fact that for small systems the critical spectra \( \lambda_C \) usually belong to the intersection of a small number of polytopes. For a system of 3 qubits, for example, such a procedure allows one to perfectly decide whether a given state has the type of entanglement of the GHZ- or of the W-state. However, when \( L \) is large, the critical spectra are very densely packed in a region close to \( \emptyset \), so entanglement distillation is usually not helpful.

Our results also give a quantitative estimation of the required purity of states in experimental applications of the entanglement polytopes’ method. A calculation based on perturbation theory shows that for a mixed state \( \rho \) with \( \text{Tr}\rho^2 = p \) there exists a pure state \( \psi \) such that \( \langle \psi | \rho | \psi \rangle \geq p \) and whose vector of local spectra differs from the local spectra of \( \rho \) by at most \( \delta_L(p) = \frac{1}{2}(1 - \sqrt{2p - 1}) \) [20]. This means that the entanglement polytopes can witness entanglement successfully with precision \( \delta_L(p) \) [20, 36]. Hence, for a generic entanglement polytope the required precision is \( \delta_L(p) \leq \frac{1}{2\sqrt{L}} \). However, in order to be able to distinguish the polytopes perfectly, we need the precision which is less than the smallest value of \( \|\lambda_C\| \) of all entanglement classes. These quantities are compared to \( \delta_L(p) \) on figure 4.

The techniques introduced in this paper can be generalised and used to formulate a general framework for studying multipartite entanglement in systems of many qudits, bosons or fermions in the limit of many particles. Namely, one can construct a similar algorithm for finding the critical values of the linear entropy by looking at the local spectra of states that form a computational basis of the proper Hilbert space. By sampling the sets of local spectra of basis states and computing volumes of the corresponding simplices, one constructs different random matrix models, where the limit or large matrix size corresponds to the limit of a large number of particles.
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