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Abstract

Metallic bodies that were the cores of differentiated bodies are sources of iron meteorites and are considered to have formed early in the terrestrial planet region before migrating to the main asteroid belt. Surface temperatures and mutual collision velocities differ between the terrestrial planet region and the main asteroid belt. To investigate the dependence of crater shape on temperature, velocity and impactor density, we conducted impact experiments on room- and low-temperature iron meteorite and iron alloy targets (carbon steel SS400 and iron-nickel alloy) with velocities of 0.8–7 km s\(^{-1}\). The projectiles were rock cylinders and metal spheres and cylinders. Oblique impact experiments were also conducted using stainless steel projectiles and SS400 steel targets which produced more prominent radial patterns downrange at room temperature than at low temperature. Crater diameters and depths were measured and compiled using non-dimensional parameter sets based on the \(\pi\)-group crater scaling relations. Two-dimensional numerical simulations were conducted using iSALE-2D code with the Johnson–Cook strength model. Both experimental and numerical results showed that the crater depth and diameter decreased with decreasing temperature, which strengthened the target, and with decreasing impact velocity. The decreasing tendency was more prominent for depth than for diameter, i.e., the depth/diameter ratio was smaller for the low temperature and low velocity conditions. The depth/diameter ratios of craters formed by rock projectiles were shallower than
those of craters formed by metallic projectiles. Our results imply that the frequency distribution of the depth/diameter ratio for craters on the surface of metallic bodies may be used as a probe of the past impact environment of metallic bodies.
1. Introduction

Iron meteorites are composed of iron-nickel alloys and classified structurally into hexahedrites (5–6.5 wt% Ni), octahedrites (6–12 wt% Ni), and ataxites (~10 to >20 wt% Ni). Iron meteorites are also classified chemically in terms of the concentrations of trace elements, for example Ge and Ga, into several groups (e.g., Goldberg et al., 1951). Comparisons of the chemical trends within groups suggest that there are two different types: magmatic and non-magmatic (Wasson, 1985). Magmatic groups are thought to be derived from the metallic cores of differentiated bodies whereas non-magmatic groups may come from bodies that were not heated enough to form metallic cores (Haack and McCoy, 2004). The cores formed in the parent bodies of magmatic iron meteorites less than ~1.0 Myr after the formation of calcium-, aluminum-rich inclusions (CAIs) (Markowski et al., 2006; Burkhardt et al., 2008), whereas chondrule ages are about 2–4 Myr after CAIs (Scott and Sanders, 2009).

Bottke et al. (2006) suggested that the parent bodies of iron meteorites were formed in the terrestrial planet region (0.5–2 AU from the Sun), differentiated early in solar system history by the decay of $^{26}\text{Al}$, and then scattered and driven into the main asteroid belt by gravitational interactions with protoplanets. Asteroid 16 Psyche is the largest metal-rich asteroid in the main asteroid belt, measuring $232 \times 189 \times 279$ km (Shepard et al., 2017), and might be such a remnant: it is the target of the Psyche mission (Elkins-Tanton et al., 2017). The equilibrium temperature of
the iron meteorites’ parent bodies decreased from about 300 K to 160 K during migration from
the terrestrial planet region to the main asteroid belt. Some iron meteorites undergo a transition
from ductile to brittle behavior as the temperature decreases (Johnson and Remo, 1974).
Octahedrite iron meteorites (Gibeon, El Sampal, and Arispe) showed brittle behavior at <200 K
in previous impact cratering experiments (Matsui and Schultz, 1984). Cooled steel (SS400 carbon
steel) targets were shown to produce finer fragments compared to those at room temperature
(Katsura et al., 2014). Impact cratering experiments on iron meteorites and foundry-cast ingots
showed that cratering efficiency was lower for lower temperatures (Marchi et al., 2019).
Accordingly, it is expected that the shape of impact craters on iron meteorites’ parent bodies is
dependent upon temperature and, therefore, heliocentric distance. Moreover, the most probable
collision velocity in the main asteroid belt is 4.4 km/s (Bottke et al., 1994), however, it could have
been higher in the terrestrial planet region early in the solar system (Bottke et al., 2006). Such a
velocity difference may also cause a difference in crater shape on metallic bodies.

Crater formation is affected by both the material strength of, and gravity at, the surface of
the target (Holsapple, 1993). The relative influence of strength and gravity on cratering efficiency
can be assessed by the ratio $S = \frac{Y}{\rho g L}$, where $Y$, $\rho$, $g$, and $L$ are the strength, density,
gravitational acceleration and impactor diameter, respectively. Large values of $S$ (> 10) imply
strength-dominated cratering (Collins et al., 2011). If we assume a spherical metallic body of 200
km in diameter with bulk density of 7.8 g cm\(^{-3}\) and static strength of 500 MPa, \(L \approx 30\) km corresponds to \(S \approx 10\). A previous impact cratering experiment showed that an \(L = 1\) mm stainless steel projectile forms a crater of 3.3 mm diameter on a stainless steel target by vertical impact at 5 km s\(^{-1}\) at room temperature (Burchell and Mackay, 1998). Therefore, it is expected that most craters on 200 km metallic bodies form in the strength regime, if the surface regolith is not considered and excepting the largest possible craters.

In this paper we describe laboratory impact cratering experiments on, and numerical simulations of, Gibeon iron meteorite, SS400 and iron-nickel alloy targets at room and low temperatures. Velocities of 0.8–7.0 km s\(^{-1}\) and 1.0–25 km s\(^{-1}\) were used in the laboratory experiments and the numerical simulations, respectively. We focused on the effects of temperature and impact velocity on crater shape. We also discuss the effect of projectile material on the depth/diameter ratio. Modification of the surface composition and texture of the Gibeon target due to impact was reported in a separate paper (Libourel, et al., 2019). Although a slight size-scaling effect on crater diameter on aluminum targets has been reported (Walker et al., 2020), here we simply extrapolate the results of this study to asteroid scale. Possible detection of the impact environment, such as temperature and impactor population in terms of impact velocity and density of impactor, are then discussed, based on the combined results of the laboratory experiments and the numerical simulations.
2. Experiments

We performed impact cratering experiments on room- and low-temperature metallic targets using a two-stage hydrogen-gas gun installed at the Institute of Space and Astronautical Science (ISAS) and a vertical powder gun at Kobe University. Cylindrical projectiles of dunite or basalt were used to simulate rocky impactors. These were cut from leftover samples from previous impact experiments (Katsura et al., 2014; Nakamura and Fujiwara, 1991). The bulk densities of the dunite and basalt were 3.2 and 2.7 g cm\(^{-3}\), respectively. Projectiles of stainless steel (SUS304; 7.93 g cm\(^{-3}\)) were used to simulate metallic projectiles. Spherical projectiles of copper (8.94 g cm\(^{-3}\)), titanium (4.5 g cm\(^{-3}\)), cemented tungsten carbide (WC-6\%Co; 15 g cm\(^{-3}\)), aluminum (2.7 g cm\(^{-3}\)) or alumina (3.95 g cm\(^{-3}\)) were used to examine the effect of projectile density on crater shape. The targets were blocks of Gibeon iron meteorite (7.9 g cm\(^{-3}\)), steel (SS400; 7.85 g cm\(^{-3}\)) or iron-nickel alloy (8.2 g cm\(^{-3}\)). The number of Gibeon blocks available was limited, therefore we used the SS400 and iron-nickel alloy blocks as replacements. Gibeon iron meteorite is composed of an iron-nickel alloy that includes 8 wt\% Ni (Buchwald, 1969); it undergoes a ductile-brittle transition as the temperature is lowered. Its transition temperature increases with strain rate and is expected to be 200 ± 50 K under impact conditions (Johnson and Remo, 1974). SS400 has a tensile strength of 400–510 MPa. The ductile-brittle transition of SS400 in Charpy impact tests occurs at a similar
temperature to that of the Gibeon meteorite, at about 230 K (Arai et al., 2010).

After impact, the surface profile of the target was measured using a laser profiler installed at ISAS as described previously (Suzuki et al., 2012; 2021). In the following, the setups of the experiments with the two-stage hydrogen-gas gun and the powder gun are described.

2.1. Two-stage hydrogen-gas gun experiments

The projectiles used were dunite or basalt cylinders with a diameter of 3 mm and height of 2 mm, or stainless steel, copper, WC, titanium, aluminum or alumina spheres with a diameter of 1 or 3 mm. They were launched horizontally with velocities from 1.8 to 7.0 km s\(^{-1}\) using a sabot (Kawai et al., 2010). The projectile speed was determined from the time interval for flight between two laser beams. The error of velocity estimation is 0.3% or less. Table 1 shows the experimental conditions for these two-stage hydrogen-gas gun shots. The targets were blocks of Gibeon or cubes of SS400, with sides 40 mm or longer, or Ni-31.5 wt% and Ni-42 wt% iron-nickel alloy with 50 mm sides. A hole with a diameter of 3 mm and depth of 10 mm was drilled for a rod-shaped temperature sensor for the cube targets. We used targets at room and low temperatures (nominally below 150 K). The targets for the low-temperature shots, including Gibeon, were cooled by liquid nitrogen to 77 K for more than 10 minutes before impact, then put on a cooled SS400 cube with 70-mm sides to keep the temperature low in the experimental chamber, in which
the ambient pressure was rapidly reduced to below 0.5–5.0 Pa. The temperature was monitored during the pumping-down phase before impact and did not significantly exceed 150 K. The results of four shots of rock projectiles on Gibeon targets, which showed a resulting coat of projectile material on the surface of the craters, have been published as a separate paper (Libourel et al., 2019).

Nine oblique shots were conducted with incident angles, $\theta$, from the surface to the projectile trajectory of 10–45 degrees. The targets were SS400 rectangular parallelepiped blocks measuring $10 \times 5 \times 5$ cm and the projectiles were stainless steel spheres. The long axis of the block was placed in the ballistic direction of the projectile. Details on how to set up the target can be found in Suzuki et al. (submitted). Table 1 shows the experimental conditions of these oblique impacts.

### 2.2. Powder gun experiments

The projectiles used were stainless steel cylinders with a diameter of 15 mm and height of 15 mm, launched vertically with velocities of 0.8–1.3 km/s. The impact velocity was determined by high-speed imaging of the projectiles. Because the number of images available was limited, the error in velocity estimates is about 3%. Table 2 shows the experimental conditions of the powder-gun shots. Targets were SS400 cubes with sides of 70 mm or more. The target and a spare
block were put into liquid nitrogen before each shot. Then the target block was set in the experimental chamber. The ambient pressure in the chamber was about $10^4$ Pa, but the time between setting the target and the impact was much shorter than in the two-stage hydrogen-gas gun experiments. We monitored the temperature of the spare block left outside the chamber, instead of direct temperature measurement of the target inside it.

### 3. Numerical simulation

We carried out numerical simulations of vertical impact using the two-dimensional version of the iSALE shock physics code, i.e., iSALE-Chicxulub version (iSALE-2D; Wünneann et al., 2006) especially for hypervelocity impacts (>7.0 km s$^{-1}$), which cannot be conducted via two-stage hydrogen-gas gun experiments. iSALE is an extension of the SALE hydrocode (Amsden et al., 1980). To simulate hypervelocity impact in solid materials, SALE was modified to include an elastoplastic constitutive model, fragmentation models, various equations of state, and multiple materials (Melosh et al., 1992; Ivanov et al., 1997). More recent improvements include a modified strength model (Collins et al., 2004) and a porosity compaction model (Wünneann et al., 2006).

We used the ANEOS model for the equation of state of iron (Thompson and Lausen, 1972) for the Gibeon iron meteorite target, the SS400 target and the SUS304 projectile and the Tillotson equation of state of copper for the copper projectile. We used a strength model based on the
Johnson–Cook strength model (JNCK; Johnson and Cook, 1983, 1985) for the Gibeon, SS400, SUS304 and copper. JNCK is one of several strength models available in iSALE-2D. Yield strength, $Y$, in this model is defined as:

$$Y = (A + B\varepsilon_p^N)(1 + C \ln(\dot{\varepsilon}^*))(1 - T^*M)$$

(1)

where $\varepsilon_p$ is the equivalent plastic strain and $\dot{\varepsilon}^*$ is the non-dimensional plastic strain rate normalized by the reference strain rate $\dot{\varepsilon}_0 = 1 \text{ s}^{-1}$. The non-dimensional temperature $T^*$ is defined as:

$$T^* = \frac{T - T_{ref}}{T_m - T_{ref}}$$

(2)

where $T$ is temperature, $T_{ref}$ is reference temperature, and $T_m$ is the melting point of the material. $A$, $B$, $N$, $C$, and $M$ are constants (here after JNCK parameters), where $A$ is $Y$ when $\varepsilon_p = 0$ and $\varepsilon^* = 1$. JNCK parameters have previously been experimentally determined for Armco iron, oxygen-free high thermal conductivity (OFHC) copper, and other metals (Johnson and Cook, 1985). We estimated the JNCK parameters based on literature information on octahedrite iron meteorite and used these for the Gibeon iron meteorite. We also estimated the parameters for SS400 and SUS304 as described below and shown in Table 3.

### 3.1. JNCK parameters

#### 3.1.1. Parameters for iron meteorite
We determined JNCK parameters $A$, $B$, $N$, $C$, and $M$ for iron meteorites based on the true stress–true strain ($\sigma - \varepsilon$) curves of an octahedrite, the Henbury meteorite (7.5 wt% Ni) (Furnish et al., 1994). In the JNCK model, the dependencies on strain, strain rate, and temperature are independent, although the measurement results show that they are not. In addition, instead of setting $T_{\text{ref}} = 298$ K, we set $T_{\text{ref}} = 77$ K to use it to simulate a low temperature target. As discussed below in this section and shown later in Figure 9, the determined parameter set reproduced only part of the measurement behavior of the stress-strain curves of the meteorite.

First, $C$ was determined assuming that the ratio of the yield strengths $\sigma_y$ on the $\sigma - \varepsilon$ curves, when $\dot{\varepsilon} = 0.001$ and 4000 s$^{-1}$ at 298 K was $\sim 1.5$. Using the following relationship, we derived $C = 0.027$:

$$\frac{\sigma_y(298 \text{ K: } \dot{\varepsilon} = 4000)}{\sigma_y(298 \text{ K: } \dot{\varepsilon} = 0.001)} = \frac{Y(298 \text{ K: } \dot{\varepsilon} = 4000)}{Y(298 \text{ K: } \dot{\varepsilon} = 0.001)} = 1 + C \ln(4000) \sim 1.5.$$

(3)

Note that the value of $C=0.027$ gives $\frac{Y(\dot{\varepsilon}=3000)}{Y(\dot{\varepsilon}=0.001)} = \frac{1+C\ln(3000)}{1+C\ln(0.001)} = 1.495$; however, the ratio of the measured yield strength at 77 K (when $\dot{\varepsilon} = 0.001$ and 3000 s$^{-1}$) is approximately unity and is smaller than 1.5; in other words, parameter $C$ is not a constant, but is dependent on temperature.

Based on Equations 1 and 2, the relation between $A$ and $Y$ at 77 K, $Y(77 \text{ K}: \dot{\varepsilon})$, is written as:

$$A = \frac{Y(77 \text{ K}: \dot{\varepsilon})}{1 + C \ln(\dot{\varepsilon})}.$$

(4)

Inserting the value of $\sigma_y$ of the Henbury meteorite when $\dot{\varepsilon} = 0.001$, $\sim 550$ MPa, at 77K (Furnish et al., 1994) into $Y$ in Equation 4 gives $A \approx 680$ MPa. The parameters $B$ and $N$ are determined
from the plastic part of the stress-strain curve, that is, the strain hardening ($\Delta \sigma = \sigma - \sigma_y$)–plastic strain ($\varepsilon_p = \varepsilon - \varepsilon_y$, where $\varepsilon_y$ is the yield strain) curve. We assumed a power law relationship between the strain hardening and plastic strain, such that:

$$\Delta \sigma = B\varepsilon_p^N$$

(5)

and obtained $B = 1015$ MPa and $N = 0.53$. Finally, the thermal parameter $M$ was determined by the following equation:

$$M \sim \frac{\log \left\{ 1 - \frac{\sigma_y(298 \text{ K}: \dot{\varepsilon})}{\sigma_y(77 \text{ K}: \dot{\varepsilon})} \right\}}{\log \left\{ \frac{298}{T_m - 77} \right\}},$$

(6)

where $\sigma_y(298 \text{ K}: \dot{\varepsilon})$ and $\sigma_y(77 \text{ K}: \dot{\varepsilon})$ are the yield strengths for the same strain rate at each temperature, respectively. Note that the experiment data show that the ratio $\frac{\sigma_y(298 \text{ K}: \dot{\varepsilon})}{\sigma_y(77 \text{ K}: \dot{\varepsilon})}$ is not constant but varies with strain rate. As shown in Table 3, we assumed a lower $T_m (= 1783 \text{ K})$ than that used for iron ($1811 \text{ K}$) corresponding to the lower value for Ni than for Fe (Swartzendruber et al., 1991). We used a value of 0.52 for $M$.

3.1.2. Parameters for SS400 and SUS304

We determined the JNCK parameters $A$, $B$, $N$, $C$ and $M$ with $T_{\text{ref}}$ fixed at 298 K for SS400 based on data obtained at room temperature. We first derived the parameters $A$ and $C$ using the data for $Y$ of SS400 at a different strain rate (Shimada et al., 2012) by assuming $T = T_{\text{ref}}$:

$$Y(\dot{\varepsilon}) = A\{1 + C\ln(\dot{\varepsilon})\}.$$

(7)
We obtained $A = 360$ MPa and $C = 0.045$. Second, we obtained $B = 555$ MPa and $N = 0.49$ according to Equation 5 using the plastic part of the stress-strain curve of SS400 at 298 K and $\dot{\varepsilon} = 2.5 \times 10^{-5} \text{ s}^{-1}$ (Itoh et al., 2001). Finally, the temperature dependence of $Y$ of SS400 obtained at $\dot{\varepsilon} = 0.0025$ (JIS G3101 (2004)) was used to determine $M$ according to:

$$Y(\dot{\varepsilon} = 0.0025; T) = 360(1 + 0.045 \ln(0.0025))(1 - T^M).$$

Here we assumed $T_m = 1811$ K. The value of $M$ was derived as 0.602. The same procedure was followed to obtain the parameters of SUS304 based on data from the literature (Li et al., 2013; JIS G 4304 (2005)).

### 3.2. Simulation setup

We defined the geometry of the mesh as having cylindrical symmetry. The mesh had a high-resolution zone close to the impact site, which was 150–200 and 250–350 cells in size in the x- and y-directions, respectively, and extension zones below, above and to the right of the high-resolution zone to mitigate the effects of reflections of the shock wave from the mesh boundaries. We chose a spatial resolution of 20 cells per projectile radius based on previous studies (Pierazzo et al., 2008; Davison et al., 2011). Simulations were performed with impact velocities of 1–25 km s$^{-1}$, including conditions similar to the Gibeon target experiments (Gd1–3 and Gs1–4) and three shots of the SS400 target experiments (Sc1–3). The material properties of dunite were used
for the projectile in simulations Gd1–3, while those of SUS304 were used for the projectile in Gs1–4. We used the ANEOS equation-of-state of dunite ($\rho_p=3.32$ g cm$^{-3}$) (Benz et al., 1989), a strength model of rock (Collins et al., 2004), and a damage model (Ivanov et al., 1997) according to the simulation of a basin forming impact on asteroid 4 Vesta (Bowling et al., 2014) for the dunite projectile. The initial temperature of the target was set at 298 K and 132 K for the room- and low-temperature conditions, respectively. The simulation ended when the crater rim stopped growing.

4. Results

4.1. Measurement results

All of the experimental craters have overturned and partly disrupted crater rims. Figures 1a–d shows optical images of the Gibeon targets after the shots. For impacts of dunite projectiles (Gd1–3), particularly the high velocity shot (Gd2), fractures can be seen near the crater, as shown in Figure 1a–c. Scanning electron microscopy images of these craters have been reported in a previous study (Libourel et al., 2019). No obvious temperature dependence of the structure of the crater rim or the fractures around the crater was observed in the images of the Gibeon targets in this study, in contrast to a previous study (Matsui and Schultz, 1984). Figure 1e–h shows optical images of the craters on Gibeon targets formed by stainless steel projectiles.
The Gibeon blocks in this study are small compared to the crater size. For brittle targets, the tensile strength is much lower than compressive or shear strength; therefore, when the target is small, the rarefaction waves generated at the free surface affect the spall diameter and total crater volume, with the topographic profile of the central pit being unaffected (Suzuki et al., 2018). Metal targets are less susceptible to rarefaction waves than are brittle targets because of their high tensile strength. The crater shape has a roughly circular symmetry, although the rim shape is highly irregular and seems to be affected by local discontinuities (fractures) more than the boundaries of the targets. The target looked intact before the Gs2 shot, as shown in Figure 2a, however, the interiors of the targets were oxidized, which may have affected the fracture patterns. Figure 2b shows the target for which a shot produced the largest fracture; brown zones appeared along the fractured surfaces.

Figure 3 compares the craters formed on SS400 targets by oblique impacts. The crater became elongated along the velocity component and shallower as $\theta$ became smaller. At the shallowest $\theta$ ($= 10^\circ$), the cavity consisted of multiple depressions along a line in the direction of the velocity component, as shown in a previous study (Burchell and Mackay, 1998). The downrange damage is due to a decapitated projectile (Burchell and Mackay, 1998; Davison et al., 2011; Suzuki et al., submitted). Differences among the appearances of crater cavities formed at different temperatures are not clear as shown in Figure 6 below, although the patterns extending
downrange of the crater are more obvious for those at room temperature. It has been reported that
the target material formed into metal beads from a few nanometers to tens of micrometers in size
mixed with melted dunite projectile material in the crater of Gd2 (the room temperature, 7 km/s
shot) (Libourel et al., 2019). Ejecta from the normal impact of silicate projectiles into steel targets
have been found to contain metal beads (Ganino et al., 2019). Such metal beads may have formed
the splatter pattern found in the highly oblique shots in this study. The ejecta pattern of a highly
oblique impact provides a clue regarding the impact conditions, not only the impact angle but also
the target temperature and impact velocity for a metallic surface.

Figure 4 shows the definitions of the crater diameter, $D$, crater depth, $d$, and height of the
crater rim, $h$, in this study. For oblique impact experiments, the length of the crater along the
velocity vector $D_{\text{length}}$ and the width perpendicular to this $D_{\text{width}}$ were measured. For normal
impacts, the diameter uncertainty was typically a few percent (considering the variation in each
measurement direction) and the depth uncertainty was $\leq 0.1$ mm. $h$ was measured for four points
at either end of two roughly orthogonal profiles taken through the crater formed by a normal
impact shown in Table 1. Due to the variation in rim height along the periphery, the values of rim
height are affected by the choice of measurement directions. Therefore, the values of rim height
shown in Table 1 contain large uncertainty.

Figures 5a, b shows $D$ versus impact energy and $d$ versus impact energy. Panel (c) shows
the depth/diameter ratio, $\frac{d}{D}$, versus the normal component of the impact velocity $U$, i.e. $U \sin \theta$. Here, we plot $\frac{d}{D_{\text{mean}}}$, where $D_{\text{mean}} = \sqrt{D_{\text{length}}D_{\text{width}}}$, for an oblique impact. We discuss the dependence on the impact angle below. $D$ is only weakly dependent on the projectile material and temperature, in contrast to $d$. Depth tends to be shallower at low temperature, therefore, $\frac{d}{D}$ values of room-temperature targets tend to be larger than those at low temperature, although the ratio also depends on other factors such as projectile material and impact velocity, as shown in a previous study of metallic targets (Burchell and Mackay, 1998). For example, craters formed by a WC-6%Co projectile have $\frac{d}{D}$ values a few times larger than those of other projectiles. The craters of the powder-gun shots ($\leq 1.3$ km s$^{-1}$) and those formed by highly oblique incidences had smaller $\frac{d}{D}$. We compare the results of $D$ and $d$ from our simulations with those of our experiments in Figure 5d, e. The differences between $D$ and $d$ from the experiments and the simulations were within 5% and 17%, respectively.

Figure 6 shows the data from oblique impact experiments on SS400 targets performed with an impact velocity of 5 km s$^{-1}$. The ratio $\frac{D_{\text{length}}}{D_{\text{width}}}$ is defined as the ellipticity (Bottke et al., 1994). It can be seen in Figure 6a that the ellipticity increases as $\theta$ decreases. The ellipticities we measured are lower than those of the craters formed by stainless steel projectiles with an impact velocity of 5 km s$^{-1}$ on stainless steel targets (Burchell and Mackay, 1998). A numerical simulation of oblique impacts on metal targets showed that ellipticity is lower for targets with lower strength.
The strength of SS400 is lower than that of stainless steel, therefore, the lower ellipticity of SS400 craters is consistent with the numerical study. No temperature effect is evident in our data for $\theta \geq 20^\circ$, and the large difference in the results for $\theta = 10^\circ$ might have been due to the stochastic nature of the breakup of the projectile.

Figure 6b shows the mean diameter, $D_{\text{mean}}(\theta)$, and depth, $d(\theta)$, of the crater. These are normalized using the average diameters (11.0 ± 0.6 and 11.0 ± 0.3 mm for room and low temperatures, respectively) and depths (6.7 ± 0.3 and 6.0 ± 0.2 mm, respectively) of the craters formed in vertical impacts with a velocity of about 5 km s$^{-1}$ (4.98 ± 0.08 and 4.96 ± 0.20 km s$^{-1}$, respectively). The error bars displayed correspond to the scatter of the values for vertical incidence. In Figure 6b, the previous results for a stainless steel projectile and target (Burchell and Mackay, 1998) are also shown. Our present results for the SS400 target are similar to those previous data. No temperature dependence was observed between the results for normalized diameter and depth, especially for normalized depth, i.e., the ratio of crater depth at an oblique incidence to normal incidence. In other words, the effects of impact angle were indistinguishable between low temperature and room temperature.

Power-law relationships were obtained using both the present and previous data; these are shown in Figure 6b by solid curves:
\[
\frac{D_{\text{mean}}(\theta)}{D} = \sin^{0.316\pm0.022\theta}, \quad (9a)
\]

and

\[
\frac{d(\theta)}{d} = \sin^{1.076\pm0.029\theta}. \quad (9b)
\]

A previous study of numerical simulations of oblique impacts on a metal target with a strength of 200 MPa reported \( D_{\text{length}}(\theta) \propto \sin^{0.22\theta} \) and \( D_{\text{width}}(\theta) \propto \sin^{0.46\theta} \) (Davison et al., 2011), meaning \( D_{\text{mean}}(\theta) \propto \sin^{0.34\theta} \). The work of Davison et al. (2011) also showed \( d(\theta) \propto \sin\theta \), which is consistent with Equation 9b. However, Equation 9a underestimates the mean crater diameter at \( \theta \geq 45^\circ \). To reproduce the diameter data at \( \theta \geq 45^\circ \) better, a modified empirical relationship is obtained:

\[
\frac{D_{\text{mean}}(\theta)}{D} = (\sin\theta)^{0.677\pm0.096}\exp[(0.67 \pm 0.16)(1 - \sin\theta)]. \quad (10)
\]

Note that Equations 9 and 10 were based on data from experiments conducted at about 5 km s\(^{-1}\), while previous experiments showed that the dependence of crater depth, length, and width on impact angle varies with \( U \) and the combination of projectile and target (Burchell and Mackay, 1998).

According to Equations 9b and 10, \( \frac{d}{D} \) can be represented as:

\[
\frac{d(\theta)}{D_{\text{mean}}(\theta)} = (\sin\theta)^{0.40}\exp[0.67(\sin\theta - 1)]\left(\frac{d}{D}\right). \quad (11)
\]

Figures 7 shows \( h \) versus \( D \). The data is very scattered, however, \( h \) may tend to be slightly larger for craters formed at room temperature than those at low temperature. This is consistent
with the tendency toward deeper craters formed at room temperature shown in Figure 5b, c. Note that a coating of the projectile material on the crater floor and wall was visible in most of our experiments on metal projectiles, as shown in the cross-sectional images of craters in Figure 8a–c. The thickness of the coating was thicker on the bottom of craters than on the wall. It was shown that the material of rock projectiles coated the interior of the craters and modified the reflectance spectra (Libourel et al., 2019). Figure 8a–c also shows that the craters formed at lower velocity (Figure 8a, b) have shallower cavities and smoother walls, indicative of plastic deformation of the target with the projectile becoming embedded, while the crater formed at higher velocity (Figure 8c) has a rugged surface and bowl shape as a result of intense excavation and the ejection of target material. In another study, a similar transition of the crater shape and wall roughness with impact velocity was observed for aluminum targets (Nishida et al., 2012).

4.2. \( \pi \)-group scaling

We compared \( D \) and \( d \) quantitatively using \( \pi \)-group scaling (according to Equation 6 in Holsapple and Schmidt, 1982),

\[
\pi_D = \left( \frac{\rho_t}{m} \right)^{\frac{1}{3}} D, \quad \pi_d = \left( \frac{\rho_t}{m} \right)^{\frac{1}{3}} d, \quad \pi_V = \frac{\rho_t V}{m}, \quad \pi_3 = \frac{Y_s}{\rho_p U^2}, \quad \pi_4 = \frac{\rho_t}{\rho_p},
\]

where \( V \) is the crater volume, \( Y_s \) is the strength of the target material, \( U \) is the impact velocity, and \( \rho_t \) and \( \rho_p \) are the target and projectile densities, respectively. \( \pi_D \), \( \pi_d \) and \( \pi_V \) are
considered to depend on $\pi_3$ and $\pi_4$ in the strength-dominated regime (e.g., Holsapple and Schmidt, 1982) as,

$$\pi_D = K_D \pi_3^{-\alpha_D} \pi_4^{\beta_D}, \quad \pi_d = K_d \pi_3^{-\alpha_d} \pi_4^{\beta_d}, \quad \pi_V = K_V \pi_3^{-\alpha_V} \pi_4^{\beta_V}. \tag{13}$$

where $K_D, K_d, K_V, \alpha_D, \alpha_d, \alpha_V, \beta_D, \beta_d,$ and $\beta_V$ are constants. Previous results of laboratory cratering experiments on geologic materials were often compiled using the static strength such as tensile strength of the target (e.g., Housen and Holsapple, 2011; Suzuki et al., 2012; Nakamura, 2017). Figure 9 shows the temperature dependence of the tensile stress and the yield strength ($Y$) of the Henbury iron meteorite (Furnish et al., 1994), and $Y$ of the Gibeon iron meteorite (Gordon, 1970). We show $Y$ of the JNCK model calculated from the parameters of an iron meteorite determined in section 3.1.1. We assumed that the temperature dependence of tensile stress is the same as that of yield strength, and obtained:

$$Y_T = Y_{T,\text{ref}} (1 - T^M), \tag{14}$$

where $Y_{T,\text{ref}} = 890 \text{ MPa}$, based on the Henbury data in Figure 9. We calculated the value of $Y_s = Y_T$ for $\pi$-group scaling according to Equation 14 for the low-temperature Gibeon target.

To obtain the relationships in Equation 13 for the Gibeon results, we conducted least squares fits to the data of this study. We also fitted power-law relationships between $\pi_D$ and $\pi_d$ versus $\pi_3$ for the dataset of a stainless steel projectile with an SS400 target to obtain the indices of $\alpha_D$ and $\alpha_d$ for room and low temperature, respectively. In this procedure, we assumed the
room temperature $Y_s (= 480 \text{ MPa})$ for the SS400 target, irrespective of the temperature condition, which should not affect the values of $\alpha_d$ and $\alpha_d$. Note that the value of $\pi_4$ is 0.990 and is approximately unity for this projectile-target combination, that is $\pi_4^{\beta_d} \sim \pi_4^{\beta_d} \sim 1$. The results are shown in Table 5, and collectively show that $\alpha_d \sim 0.27$ and $\alpha_d \sim 0.5$ for iron material. The value of $\alpha_d \sim 0.5$ shows that $d$ is proportional to $U$ with a power index of 1, which is close to the power index of $\sin \theta$ (1.08) shown by Equation 9b. Accordingly, we could use a modified $\pi_3' = \frac{Y_s}{\rho_p(u \sin \theta)^2}$ for $d$. The replacement of $U$ by the vertical component of the velocity vector was suggested in previous studies (e.g., Chapman and Makinnon, 1986; Davison et al., 2011).

If the crater shape does not change with the impact velocity and material parameters, it is expected that $\alpha_v = 2\alpha_d + \alpha_d$ and $\beta_v = 2\beta_d + \beta_d$. In this study, $2\alpha_d + \alpha_d = 1.1 \pm 0.3$ and $2\beta_d + \beta_d = 1.0 \pm 0.6$, while $\alpha_v = 0.709 \pm 0.030$ and $\beta_v = 0.523 \pm 0.037$ were obtained in a previous study of craters on metal targets (Holsapple and Schmidt, 1982). As shown in Figure

\begin{equation}
V = K_sD^2d, \text{ where } K_s \text{ is a shape factor that can depend on impact velocity and material parameters such as projectile and target density and porosity, and target strength.}
\end{equation}

Substituting Equations 13 and 14 into $V = K_sD^2d$, we obtain: $K_v\pi_3^{-\alpha_v}\pi_4^{\beta_v} = K_sK_D^2K_d\pi_3^{-(2\alpha_d+\alpha_d)}\pi_4^{2\beta_d+\beta_d}$.
8a–c, the crater shape is not the same but varies with impact conditions, therefore, the discrepancies between the power-law indices are natural. Note that according to an empirical relationship for penetration depth into an infinite target for $\frac{\rho_p}{\rho_t} < 1.5$ (Christiansen, 1992, and references therein):

$$d \propto (2a)^{\frac{19}{18}}H^{-0.25}\left(\frac{\rho_p}{\rho_t}\right)^{0.5}\left(\frac{U}{C}\right)^{2}$$

where $a$, $H$, and $C$ denote the projectile radius, Brinell hardness of the target, and sound speed in the target, respectively. From this, $\beta_d = 0.17$ is inferred and is consistent with the value obtained for the Gibeon target data.

Figure 10a and b show the experimental and numerical results of $\pi_D/\pi^{\beta_D}$ and $\pi_d/\pi^{\beta_d}$, respectively, for the Gibeon target of this study, the results of the SS400 target conducted at room temperature (except for the WC projectile), and the results of our numerical simulations of the impacts on SS400 by a copper projectile. Almost all of the experimental results in Figure 10a, b follow the empirical relationships obtained for the Gibeon target data, irrespective of the temperature condition. One outlier among the experimental results is the shot of a basalt projectile into an SS400 target. For this, it is possible that the projectile broke during acceleration in the gun muzzle and, as a result, the $D$ and $d$ became smaller. $D$ for numerical simulations of low $U$ (1.0 and 1.5 km s$^{-1}$, that is, $\pi_3 > 10^{-1}$) for rock projectiles are larger than the extrapolation of the empirical relationship because the diameter of the crater cannot be smaller than the diameter of
the cylindrical projectile, while the values of $d$ of the two lowest $U$ cases follow the empirical relationship. As for $d$, the slope of the $\pi_d - \pi_3$ relationship at high $U$ ($\pi_3 \leq 10^{-3}$) appears to be shallower than for low $U$.

Let us discuss the velocity dependence of $D$ and $d$. The diameter and depth are proportional to $U$, to the power of $\sim 0.5$ and $\sim 1$, which means that $\frac{d}{D}$ is proportional to $U$, to the power of about 0.5: the higher the value of $U$, the deeper the crater. According to Equations 12 and 13, we obtain:

$$\frac{d}{D} = \frac{\pi_d}{\pi_D} = \frac{K_d}{K_D} \pi_3^{-(\pi_d - \pi_D)} \pi_4^{(\beta_d - \beta_D)}.$$  \hfill \text{(16)}

Substituting the fitting results of Gibeon data shown in Table 5, we obtain:

$$\frac{d}{D} = 0.11 \pi_3^{-0.28} \pi_4^{-0.11} \propto \rho_p^{0.39} \rho_t^{-0.11} U^{0.56} Y_s^{-0.28}. \hfill \text{(17)}$$

On the other hand, previous impact experiments on sedimentary rock targets gave a set of similar exponents of $\pi_3$ for $\pi_D$ and $\pi_d$: $-0.22 \pm 0.02$ and $-0.25 \pm 0.02$, respectively (Suzuki et al., 2012). Similarly, results for igneous rock targets showed that $D$ and $d$ have similar power-law dependences on $U$, i.e., 0.740 and 0.714, respectively (Gault, 1973). These indicate that the $\frac{d}{D}$ values of craters on rock targets are almost insensitive to $U$. By contrast, the $\frac{d}{D}$ values of craters on metallic bodies are indicative of the impact velocity, as well as $\rho_p$, and $Y_s$.

Figure 11 shows the $\frac{d}{D}$ values of craters formed on Gibeon targets at room and low temperature and SS400 targets at room temperature by vertical impact in the laboratory versus $\pi_3$. The results of numerical simulation for a Gibeon target and dunite projectile at low
temperature with impact velocities of 8, 14, and 20 km/s and the experimental data of a previous study of a quartz projectile striking a Gibeon target (March et al., 2019) are also shown. The data of rock projectiles in this study are lower than the dotted curve, which shows $\frac{d}{D} = 0.11 \pi^{-0.28}$. Although the data for higher density projectiles tend to locate above the data for rock projectiles, the data for a quartz projectile (density: 2.2 g cm$^{-3}$) are also above the data for rock projectiles, which indicates more complex dependence of $\frac{d}{D}$ on material properties than the power law of projectile density.

We obtained an empirical relationship that defines the lower limit of $\frac{d}{D}$, shown by the dashed curve in Figure 11, as:

$$\frac{d}{D} = 0.16 \pi^{-0.16},$$

using the experimental results for a Gibeon target and rock projectile (four data points) and the numerical results shown in Figure 11 (three data points).

5. Crater depth/diameter ratio distribution on a metallic body

This study shows that $d$ depends more on $Y_s$ and $U$ than $D$ does in cratering on metal targets, including Gibeon targets. Accordingly, it is expected that $\frac{d}{D}$ for a metallic body depends on $Y_s$ and $U$. According to Equations 14 and 17, the temperature difference between 150 K and 300 K corresponds to a velocity ratio of only $\frac{720}{580}^{0.5} \approx 1.1$, that is to say, the $U$ distribution
of impactors for a metallic body has a more significant effect on $\frac{d}{D}$ than the temperature of the body. This is one reason why the effect of temperature difference on crater shape was not apparent (Libourel, et al., 2019).

To test the effect of impact conditions on the $\frac{d}{D}$ values of craters on the surface of an iron meteorite parent body, we calculated $\frac{d}{D}$ based on two different environments. Model 1 was for a body in the main asteroid belt and model 2 was for a body in the terrestrial planet region. In model 1, the impactor velocity distribution was assumed to mimic the population of impactors in the main asteroid belt (Bottke, et al., 1994). We used a synthesized probability function:

$$P(U)dU \propto \exp \left\{ -\frac{(U - U_{01})^2}{4\sigma_1^2} \right\} \exp \left\{ -\frac{(\log_{10} U - \log_{10} U_{01})^2}{4(\log_{10} \sigma_1)^2} \right\} dU, \text{ (model 1)} \quad (19a)$$

where we chose $U_{01} = 4.4 \text{ km s}^{-1}$ and $\sigma_1 = 1.8 \text{ km s}^{-1}$. The typical value of the impact velocities $U$ of the bodies striking one another in the regions of 0.5–1.0 au and 1.0–1.5 au from the Sun were estimated to be $\approx 12$ and $10 \text{ km s}^{-1}$, respectively (Bottke et al., 2006). For model 2, we chose a median $U$ of $11 \text{ km s}^{-1}$ and used the following simpler probability function:

$$P(U)dU \propto \exp \left\{ -\frac{(U - U_{02})^2}{2\sigma_2^2} \right\} dU, \text{ (model 2)} \quad (19b)$$

where $U_{02} = 11 \text{ km s}^{-1}$ and $\sigma_2 = 3.2 \text{ km s}^{-1}$. The temperatures of the bodies were assumed to be 150 K and 300 K, corresponding to $Y_s = 720 \text{ MPa}$ and $580 \text{ MPa}$, for models 1 and 2, respectively. The $\frac{d}{D}$ distribution was calculated using Equations 11, 18, 19, and the probability of oblique impact, $P(\theta)d\theta = 2\sin\theta\cos\theta d\theta$ (Shoemaker, 1962). $\rho_p = 3 \text{ g cm}^{-3}$ was assumed. The velocity
distributions (Equations 19a and 19b) and resultant distribution of $\frac{d}{D}$ values are shown in Figure 12. The blue solid curve is the expected distribution of $\frac{d}{D}$ if cratering events on a metallic body occurred mostly in the main asteroid belt by rocky impactors after the body had cooled to the equilibrium temperature for that orbit. The apparent crater morphology may become shallower due to re-accumulated ejecta generated by impact cratering (Katsura et al., 2011). By contrast, if craters were formed by metallic impactors, the craters become deeper than the curves shown in Figure 12.

A detailed study of the surface morphology of a metallic body by a spacecraft mission, especially trying to use $d/D$ would be a challenge, but it may reveal the past history of the impact environment of the body and will give a constraint on the dynamical evolution of the early solar system. If a metallic body migrated from the terrestrial planet region to the main asteroid belt, and if the craters on the surface of the body were formed mainly in the terrestrial planet region, then deeper craters than expected by model 1 would cover the surface of the body. If the impactor population was dominated by those of metallic, rather than rocky, composition, the $\frac{d}{D}$ values of the body’s craters should be larger than in model 1.

Recent telescopic observations indicate that asteroid 16 Psyche consists of a mixture of metal and silicate, not pure iron-nickel (Shepard et al., 2017; Viikinkoski et al., 2017). Even in such a case, craters may have been formed on a surface region with a high concentration of metals
or blocks of iron-rich composition. The $\frac{d}{D}$ values of micro-craters on lunar rocks provide a constraint on the composition of impacting dust particles (Hörz et al., 1975). In a similar way, the $\frac{d}{D}$ values of small craters on the surface may provide information on the composition and $U$ of impactor particles.

6. Summary

We conducted impact cratering experiments on Gibeon iron meteorite and steel targets, i.e., SS400 and iron-nickel alloy targets, at room and low temperatures, with impact velocities of 0.8–7 km s$^{-1}$. Experiments for oblique incidence using SS400 targets were also conducted and showed more prominent radial patterns downrange at room temperature than at low temperature. The crater dimensions, i.e., $D$, $d$ and $h$, were measured. We also performed iSALE-2D simulations using the JNCK model assuming JNCK parameters for the Gibeon iron meteorite, SS400 and SUS304.

The temperature dependence of $D$ was not significant, however, the $d$, and possibly $h$, values of craters in room-temperature targets were slightly larger than those in low-temperature targets. The two-dimensional numerical simulation reproduced the experimental results for Gibeon and SS400 targets. The results were compiled using non-dimensional parameters according to $\pi$-group scaling. The laboratory and numerical results collectively show that the $\frac{d}{D}$
values of metallic targets are more dependent on $U$ than are those of rocky targets. The ratio is smaller under low velocity and low-temperature conditions; however, the ratio is more sensitive to $U$ than it is to the temperature of the target. The $\frac{d}{D}$ values of craters formed by rock projectiles were shallower than those formed by metallic projectiles. Our results imply that the $\frac{d}{D}$ values of craters on metallic surfaces contain information about the past impact environment of metallic bodies.
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| Shot No. | projectile | impact condition | target | crater |
|---|---|---|---|---|
| | m | U | θ | T | D | d | h |
| | (mg) | (km/s) | (degree) | (K) | (mm) |
| **Dunite cylinder, 3.14φ×2.0** | | | | | | | |
| Gd1 | 45.4 | 3.25 | 90 | room | 6.6 | 2.1 | 0.71±0.24 |
| Gd2 | 44.4 | 6.97 | 90 | room | 8.9 | 4.0 | 1.10±0.36 |
| Gd3 | 45.8 | 3.28 | 90 | 151 | 6.0 | 1.8 | 0.87±0.50 |
| **Basalt cylinder, 3.14φ×2.0** | | | | | | | |
| Gb | 38.1 | 5.08 | 90 | 131 | 7.6 | 2.5 | 0.77±0.09 |
| **SUS304 sphere, 1.0φ** | | | | | | | |
| Gs1 | 3.8 | 1.86 | 90 | room | 1.8 | 0.6 | 0.46±0.17 |
| Gs2 | 3.8 | 5.10 | 90 | room | 3.2 | 1.8 | 0.71±0.24 |
| Gs3 | 3.8 | 1.95 | 90 | 132 | 1.8 | 0.5 | 0.31±0.08 |
| Gs4 | 3.8 | 5.09 | 90 | 131 | 3.2 | 1.7 | 0.69±0.27 |
| **Basalt cylinder, 3.2φ×2.0** | | | | | | | |
| Sb1 | 44 | 6.34 | 90 | room | 6.7 | 2.9 | 1.01±0.11 |
| Sb2 | 44 | 6.29 | 90 | ≤150*1 | 7.7 | 3.0 | 0.90±0.14 |
| **SUS304 sphere, 3.2φ** | | | | | | | |
| Ss1 | 133 | 4.89 | 90 | room | 10.6 | 6.5 | 1.61±0.44 |
| Ss2 | 133 | 4.98 | 90 | room | 10.7 | 6.1 | 1.96±0.37 |
| Ss3 | 133 | 5.01 | 90 | room | 11.3 | 6.7 | 1.79±0.49 |
| Ss4 | 133 | 5.00 | 90 | room | 11.7 | 6.9 | 1.46±0.43 |
| Ss5 | 133 | 5.10 | 90 | room | 11.6 | 7.0 | 1.34±0.41 |
| Ss6 | 133 | 4.91 | 90 | room | 11.0 | 6.8 | 1.62±0.53 |
| Ss7 | 133 | 1.98 | 90 | room | 6.7 | 2.7 | 1.26±0.05 |
| Ss8 | 133 | 5.11 | 90 | ≤150*1 | 10.7 | 5.8 | - |
| Ss9 | 133 | 4.73 | 90 | 169 | 11.3 | 6.0 | 1.04±0.30 |
| Ss10 | 133 | 5.05 | 90 | ≤150*1 | 11.1 | 6.3 | 1.13±0.27 |
| Ss11 | 133 | 1.88 | 90 | ≤150*1 | 6.0 | 1.6 | 1.02±0.12 |
| SsO1 | 133 | 5.03 | 45 | room | 12.0*2 | 11.0*3 | 4.9 | |
| SsO2 | 133 | 5.09 | 30 | room | 12.0*2 | 9.1*3 | 3.3 | - |
| SsO3 | 133 | 5.13 | 20 | room | 9.5*2 | 2.4 | - |
| Material       | Diameter | Length | Angle | Room | Width | Height | Density | Error |
|---------------|----------|--------|-------|------|-------|--------|---------|-------|
| SsO4          | 133      | 5.11   | 10    | room | 9.4   | 3.8    | 7.1     | 0.8   |
| SsO5          | 133      | 5.04   | 10    | room | 9.6   | 3.9    | 7.1     | 0.8   |
| SsO6          | 133      | 5.00   | ≤150*1| room | 11.5  | 10.2   | 7.1     | 3.0   |
| SsO7          | 133      | 5.05   | ≤150*1| room | 10.0  | 7.9    | 7.1     | 2.0   |
| SsO8          | 133      | 5.07   | ≤150*1| room | 9.3   | 6.4    | 7.1     | 0.7   |
| SsO9          | 133      | 4.98   | ≤150*1| room | 6.2   | 3.5    | 7.1     | -     |
| Copper sphere | 3.2φ     | SS400  |       |      |       |        |         |       |
| Sc1           | 152      | 2.38   | 90    | room | 7.5   | 3.4    | 1.28±0.34 |
| Sc2           | 152      | 4.39   | 90    | room | 11.2  | 6.3    | 1.51±0.48 |
| Sc3           | 152      | 6.52   | 90    | room | 13.4  | 8.8    | 1.90±0.51 |
| Sc4           | 152      | 4.30   | 90    | room | 11.0  | 6.2    | 1.55±0.55 |
| Sc5           | 152      | 4.35   | 90    | ≤150*1| 11.0  | 4.9    | 1.16±0.19 |
| Sc6           | 152      | 2.14   | 90    | ≤150*1| 6.7   | 2.2    | 1.34±0.33 |
| Sc7           | 152      | 5.13   | 90    | ≤150*1| 12.7  | 7.4    | 1.33±0.66 |
| Sc8           | 152      | 6.00   | 90    | ≤150*1| 13.3  | 7.8    | 1.63±0.66 |
| Sc9           | 152      | 6.08   | 90    | ≤150*1| 14.0  | 7.3    | -       |
| Titanium sphere | 3.2φ   | SS400  |       |      |       |        |         |       |
| St1           | 75       | 6.50   | 90    | room | 12.1  | 5.5    | -       |
| St2           | 75       | 6.48   | 90    | ≤150*1| 10.6  | 5.0    | 1.06±0.32 |
| WC-6%Co sphere | 3.2φ   | SS400  |       |      |       |        |         |       |
| Stwc1         | 250      | 1.38   | 90    | room | 4.8   | 5.9    | 1.34±0.10 |
| Stwc2         | 250      | 1.37   | 90    | ≤150*1| 4.5   | 4.7    | 1.25±0.07 |
| Aluminum sphere | 3.2φ  | SS400  |       |      |       |        |         |       |
| Sal1          | 45       | 3.49   | 90    | room | 6.9   | 2.1    | 0.78±0.18 |
| Sal2          | 45       | 3.35   | 90    | ≤150*1| 6.3   | 1.6    | 0.73±0.04 |
| Alumina sphere | 3.2φ   | SS400  |       |      |       |        |         |       |
| Sa1           | 65       | 2.23   | 90    | room | 5.7   | 2.2    | 0.84±0.09 |
| Sa2           | 65       | 2.28   | 90    | ≤150*1| 5.4   | 1.8    | 0.75±0.16 |
| SUS304 sphere, 3.2φ | Iron-nickel alloy (Ni42wt%) |
|---------------------|-----------------------------|
| INs1 133 5.04 90   | room 13.1 6.6 2.19±0.19 |
| INs2 133 5.08 90   | ≤150*1 11.2 6.2 1.62±0.27 |
| SUS304 sphere, 3.2φ | Iron-nickel alloy (Ni31.5wt%) |
| INs3 133 5.07 90   | room 13.1 6.5 2.05±0.72 |
| INs4 133 5.16 90   | ≤150*1 11.6 5.7 0.84±0.26 |

*1 The detection limit of the sensor used in the earlier shots was 150 K.
*2 Length.
*3 Width.
| Shot No. |  |  |  |  |  |  |
|---------|---|---|---|---|---|---|
| m (g) | U (km/s) | θ (degree) | T (K) | D | d | h (mm) |
| **SUS304 cylinder, 15φ×15** | **SS400** |  |  |  |  |  |
| Ss12 | 21.8 | 0.97 | 90 | room | 25.5 | 8.1 | 3.6±0.6 |
| Ss13 | 21.7 | 0.97 | 90 | room | 25.1 | 7.5 | 3.2±0.3 |
| Ss14 | 22.1 | 1.27 | 90 | room | 27.3 | 12.2 | 3.9±0.5 |
| Ss15 | 21.8 | 0.78 | 90 | 230 | 23.6 | 4.6 | 1.68±0.24 |
| Ss16 | 22.7 | 0.90 | 90 | 170 | 24.3 | 5.0 | 2.33±0.27 |
| Ss17 | 21.9 | 1.21 | 90 | 150 | 26.5 | 9.0 | 3.3±0.6 |
Table 3 Model parameters, including the Johnson-Cock (JNCK) parameters used in the iSALE 2D simulation in this study.

| Model and Parameters | Gibeon | SUS304 | SS400 | dunite | copper |
|----------------------|--------|--------|-------|--------|--------|
| EOS                  | ANEOS iron | ANEOS iron | ANEOS iron | Tillotson |
| Strength model       | JNCK   | JNCK   | JNCK  | ROCK   | JNCK   |
| Damage model         | -      | -      | -     | IVANOV | -      |
| Acoustic fluidisation| -      | -      | -     | BLOCK  | -      |
| Low density weakening | -      | -      | -     | POLY   | -      |
| Melting temperature (K) | 1783  | 1811   | 1811  | 1373   | 1358   |
| Specific heat (J/kg K) | 473   | 473    | 473   | 1000   | 385    |
| Thermal softening parameter | -     | -      | -     | 1.2    | -      |
| Simon A parameter (MPa) | 6000  | 6000   | 6000  | 1520   | 6000   |
| Simon C parameter    | 3.00   | 3.00   | 3.00  | 4.05   | 3.00   |
| Poisson's ratio      | 0.3    | 0.3    | 0.3   | 0.3    | 0.3    |
| Cohesion (undamaged, damaged) (MPa) | -   | -      | -     | 10, 0.01 |
| Coefficient of internal friction (undamaged, damaged) | - | - | - | 1.2, 0.6 | - |
| Strength at infinite pressure (GPa) | - | - | - | 3.5 | - |
| Ivanov damage parameters | | | | | |
| $A$                  | -      | -      | -     | $10^4$ | -      |
| $B$                  | -      | -      | -     | $10^{11}$ | -     |
| $C$                  | -      | -      | -     | $3 \times 10^8$ | -    |
| JNCK parameters      | | | | | |
| $A$ (MPa)            | 676    | 468    | 360   | -      | $90^{+1}$ |
| $B$ (MPa)            | 1015   | 395    | 555   | -      | $292^{+1}$ |
| $N$                  | 0.53   | 0.54   | 0.49  | -      | $0.31^{+1}$ |
| $C$                  | 0.027  | 0.043  | 0.045 | -      | $0.025^{+1}$ |
| $M$                  | 0.52   | 0.87   | 0.60  | -      | $1.09^{+1}$ |
| $T_{ref}$(K)         | 77     | 293    | 293   | -      | 293    |

*1 Parameters of OFHC copper (Johnson and Cook, 1985).
Table 4 Results of numerical simulations.

| Shot No.*1 | projectile mass | impact velocity | target | crater |
|------------|-----------------|----------------|--------|--------|
|            | m (mg) | U (km/s) | T (K) | D (mm) | d (mm) |
| Gd1        | 44.8   | 3.25     | 298   | 6.7    | 2.0    |
| Gd2        | 44.8   | 6.97     | 298   | 9.0    | 4.0    |
| -          | 44.8   | 1.00     | 132   | 3.8    | 0.5    |
| -          | 44.8   | 1.50     | 132   | 4.7    | 0.7    |
| Gd3        | 44.8   | 3.28     | 132   | 6.0    | 1.8    |
| -          | 44.8   | 8.00     | 132   | 9.6    | 4.4    |
| -          | 44.8   | 14.0     | 132   | 12.3   | 6.0    |
| -          | 44.8   | 20.0     | 132   | 14.0   | 7.4    |
| -          | 44.8   | 25.0     | 132   | 15.9   | 8.9    |
| Gs1        | 4.1    | 1.86     | 298   | 1.9    | 0.7    |
| Gs2        | 4.1    | 5.10     | 298   | 3.3    | 2.0    |
| Gs3        | 4.1    | 1.95     | 132   | 1.9    | 0.6    |
| -          | 4.1    | 3.00     | 132   | 2.5    | 1.2    |
| -          | 4.1    | 4.00     | 132   | 2.9    | 1.6    |
| Gs4        | 4.1    | 5.09     | 132   | 3.2    | 1.9    |
| -          | 4.1    | 8.00     | 132   | 4.0    | 2.4    |
| -          | 4.1    | 14.0     | 132   | 5.4    | 3.4    |
| -          | 4.1    | 20.0     | 132   | 6.5    | 4.0    |
| Sc1        | 150    | 2.38     | 298   | 7.8    | 4.0    |
| Sc2        | 150    | 4.39     | 298   | 10.7   | 6.5    |
| Sc3        | 150    | 6.52     | 298   | 13.1   | 8.2    |

*1 Corresponding shot number of the laboratory experiment (see Table 1).
Table 5 Fitted parameters of \( \pi \)-group scaling.

| Target                          | \( K_D \) \({}^\dagger\) | \( \alpha_D \) | \( \beta_D \) | \( K_d \) \({}^\dagger\) | \( \alpha_d \) | \( \beta_d \) |
|--------------------------------|-----------------|----------------|----------------|-----------------|----------------|----------------|
| Gibeon (all data)              | \( 10^{-0.07} \pm 0.30 \) | 0.27 \( \pm 0.15 \) | 0.38 \( \pm 0.26 \) | \( 10^{-1.04} \pm 0.20 \) | 0.55 \( \pm 0.09 \) | 0.27 \( \pm 0.17 \) |
| SS400 (room temp.) (SUS projectile) | (\( 10^{-0.062} \pm 0.033 \)) | 0.267 \( \pm 0.015 \) | - | (\( 10^{-0.786} \pm 0.034 \)) | 0.459 \( \pm 0.015 \) | - |
| SS400 (low temp.) (SUS projectile) | (\( 10^{-0.072} \pm 0.029 \)) | 0.268 \( \pm 0.014 \) | - | (\( 10^{-1.025} \pm 0.081 \)) | 0.531 \( \pm 0.040 \) | - |

\({}^\dagger\) In the case of the SS400 target, the values shown are those derived with an approximation of \( \pi^4 D = \pi^4 d = 1 \).
Figure captions

Figure 1. Craters in Gibeon iron meteorite targets from the experiments. (a) Gd1, (b) Gd2, (c) Gd3, (d) Gb. The scale bar is 4 mm. (e) Gs1, (f) Gs2, (g) Gs3, (h) Gs4. The scale bar is 1 mm.

Figure 2. (a) The Gibeon iron meteorite sample (Gs2) before the shot. (b) A Gibeon iron meteorite sample on which we impacted a basalt projectile with a velocity of 5.0 km s\(^{-1}\) at 134 K. This shot is not listed in Table 1 because we could not measure the crater dimensions.

Figure 3. Oblique impact craters on SS400 targets. (a) Incident angle, \(\theta = 45^\circ\) at room (SsO1) and (b) low temperature (SsO6), (c) \(\theta = 30^\circ\) at room (SsO2) and (d) low temperatures (SsO7), (e) \(\theta = 20^\circ\) at room (SsO3) and (f) low temperatures (SsO8), (g) \(\theta = 10^\circ\) at room (SsO4) and (h) low temperatures (SsO9), respectively. Surface elevation of the target for (i) \(\theta = 20^\circ\) at room and (j) low temperatures, (k) \(\theta = 10^\circ\) at room and (l) low temperatures. The top is downrange. The lowest elevation points of 1 or 2 pixels are not holes in the surface, but mismeasurements of the laser profiler.

Figure 4. The definitions of crater diameter, crater depth and rim height used in this study. On the left is the numerical result and on the right is the experimental result for an SUS-Gibeon 5.1-km/s
impact (Gs4). The black and gray parts of the numerical result represent the projectile and target materials, respectively.

Figure 5. The dimensions of the craters formed by the impact experiments and the numerical simulations. (a) Crater diameter versus impact energy in the experiments (except for oblique impact data), (b) crater depth versus impact energy in the experiments (except for oblique impact data), (c) depth to diameter ratios in the experiments, (d) comparisons of crater diameter, and (e) crater depth between experiments and simulations. Filled black and open blue symbols show room and low temperature data, respectively. The two data points in (c) with d/D > 1 are of the shots with the WC projectile. The dashed lines in (d) and (e) indicate exactly where the simulation and experiment coincide.

Figure 6. The crater dimensions for oblique impacts. (a) Ellipticity of craters. (b) Normalized average diameter and depth of craters formed by oblique impact experiments. Filled black and open blue symbols show room and low temperature data, respectively. Previous results for craters in stainless steel targets (Burchell and Mackay, 1998) are also shown. The solid curves show the power-law relationship (Equation 9) and the dashed curve shows a modified power-law relationship (Equation 10).
Figure 7. Rim height versus diameter of the craters formed at room temperature (filled black symbols) and low temperature (open blue symbols).

Figure 8. Cross-sections of the craters formed by copper projectiles (a) at room temperature with a velocity of 2.38 km s\(^{-1}\) (Se1), at low temperature (b) with velocities of 2.14 km s\(^{-1}\) (Se6), and (c) 6.08 km s\(^{-1}\) (Se9).

Figure 9. Yield strength and tensile stress of the Gibeon and Henbury meteorites. The dashed curve shows Equation 14, while the dotted curve shows the JNCK model with the parameters assumed in this study.

Figure 10. Compilation of results in \(\pi\)-group scaling. (a) \(\pi_D\), and (b) \(\pi_d\) for the laboratory data for the laboratory and numerical results in this study. Dashed curves show the fitting results for the Gibeon target.
Figure 11 Crater depth/diameter ratios for this study. The data from a previous study of a quartz projectile impacted on a Gibeon target (March et al., 2019) are also shown. Dotted curve and dashed curve show $\frac{d}{D} = 0.11\pi^{-0.28}$ and Equation 18, respectively.

Figure 12 (a) Velocity distribution model of asteroid main belt (model 1) and terrestrial planet region (model 2) and (b) expected crater depth/diameter ratio in a metallic body.
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Figure 3. Oblique impact craters on SS400 targets. (a) Incident angle, $\theta = 45^\circ$ at room (SsO1) and (b) low temperature (SsO6), (c) $\theta = 30^\circ$ at room (SsO2) and (d) low temperatures (SsO7), (e) $\theta = 20^\circ$ at room (SsO3) and (f) low temperatures (SsO8), (g) $\theta = 10^\circ$ at room (SsO4) and (h) low temperatures (SsO9), respectively. Surface elevation of the target for (i) $\theta = 20^\circ$ at room
and (j) low temperatures, (k) $\theta = 10^\circ$ at room and (l) low temperatures. The top is downrange.
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