An Efficient DA-Net Architecture for Lung Nodule Segmentation
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Abstract: A typical growth of cells inside tissue is normally known as a nodular entity. Lung nodule segmentation from computed tomography (CT) images becomes crucial for early lung cancer diagnosis. An issue that pertains to the segmentation of lung nodules is homogenous modular variants. The resemblance among nodules as well as among neighboring regions is very challenging to deal with. Here, we propose an end-to-end U-Net-based segmentation framework named DA-Net for efficient lung nodule segmentation. This method extracts rich features by integrating compactly and densely linked rich convolutional blocks merged with Atrous convolutions blocks to broaden the view of filters without dropping loss and coverage data. We first extract the lung’s ROI images from the whole CT scan slices using standard image processing operations and k-means clustering. This reduces the search space of the model to only lungs where the nodules are present instead of the whole CT scan slice. The evaluation of the suggested model was performed through utilizing the LIDC-IDRI dataset. According to the results, we found that DA-Net showed good performance, achieving an 81% Dice score value and 71.6% IOU score.
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1. Introduction

Statistical data reveal that lung cancer is an incurable disease with a worldwide survival rate of around 18% for only five years [1]. The nature of this disease requires diagnosis before time, and proper treatment planning is also necessary for better treatment [2]. Over time, advancement has been witnessed in computer-aided diagnostic (CAD) systems, but there have been fewer improvements in CAD systems specifically in terms of lung nodule detection thus far [3–5]. Due to the complexity of the disease, detection of cancer tends to be inaccurate, eventually affecting diagnosis and treatment planning. Computed tomography (CT) plays a vital part in the diagnosis as well as treatment of lung nodule cancer [6]. However, as data are expanding with time, CT images are also rising in quantity. With the growing number of images, it becomes challenging to move towards manual lung nodule segmentation procedures. Considering this issue, we require automatic segmentation procedures, and it is important to move towards this area [7]. The structure and location of lung nodules make lung nodule detection a difficult problem [8–10]. Lung nodule detection is very demanding because of the way nodules are structured and situated inside the pulmonary region. Often, there is an indistinguishable color contrast among lung nodules and neighboring regions on CT images, which makes it difficult to design a generic segmentation method. The juxtapleural nodules are distinctively responsible for exhibiting identical color contrast as of lung wall, and manual approaches provide inaccurate results in this case. An additional complication is with achieving accurate segmentation of juxtavascular nodules since these are directly linked to blood vessels in the lung parenchyma.
It causes difficulty in performing error-free segmentation of juxtavascular nodules because extremely low contrast is observed in CT images with blood vessels [11].

Ground-glass opacity nodules are also similar and have been observed to have low contrast in the neighboring background. In this scenario, simple threshold approaches often fail in achieving accurate results [12]. On the contrary, significantly high contrast is observed for calcific nodules with neighboring region pixels. Traditional threshold approaches such as OTSU are useful for nodule segmentation in cases such as these, but on an overall scale, this approach provides inaccurate results for adhesion-type nodules (juxtapleural and juxtavascular) and GGO nodules. The cavity nodule comprises a specific cavity that represents a malignant nodule and is round in shape. The cavity has a low-density shadow, greater than 5 mm, as seen in the CT image. Usually, the density of shadows found in cavitary nodules is significantly different as compared to other parts of the body [13]. For this reason, the segmentation of cavitary nodules is generally inaccurate. It is a notable fact that numerous lung nodules secure a compact space with smaller diameters. This makes nodules almost identical to one another as well as to the intensity of the adjacent noise region. Moreover, nodules of small size potentially weaken and restrict the down-sampling segmentation network on an overall basis. Different types of nodules are presented in Figure 1. The network faces many constraints regarding deep semantic feature extraction, and the performance of the feature extraction step for large nodules subsequently deteriorates. For this purpose, it is important to critically analyze and understand the segmentation framework for better results. The multi-scale problem of nodular cysts must be addressed appropriately with the single detection and segmentation technique.

![Figure 1](image)

Figure 1. (A) Non-solid; (B) tiny; (C) partially solid; (D) solid; (E) well-circumscribed; (F) juxtapleural.

In the past, various intensity-based techniques have been applied that make use of morphological operators [14,15] and region growing [16] for lung nodule segmentation. Other than these techniques, energy-optimized approaches [9] include the graph-cut method [17]. However, it was observed that the aforementioned methods are not well suited specifically for juxtapleural nodules and nodules less than a diameter of 6mm [9,17]. It was observed in morphological approaches that morphological template size is inadaptable for nodules with fluctuating diameters [10]. Other approaches are based on semi-automatic interaction, which is entirely supported by user participation [18]. Some shape-constrained techniques are reliant on a provided set of rules [19]. In any case, all the above-mentioned techniques show a decline in performances and go through patchy nodular cysts if provided shape assumption is not followed. Extensive experimentation and research have revealed that CNN is practically an effective architecture, especially for computer vision problems [10,16,20,21]. CNN and its variants are well researched specifically due to its automatic feature learning. However, due to size differences and contrast issues of lung nodules, it is difficult for basic CNN architecture to detect various nodules simultaneously. With all these challenges taken into account, it is necessary to design an efficient approach that addresses all the issues discussed. Thus, in order to just contribute to the solutions of these problems, we present an end-to-end improved U-Net-based model called DA-Net for lung nodule detection and segmentation. The proposed model incorporates the DA blocks in the original U-Net for rich dense feature extraction by integrating compactly linked dense convolutional blocks
merged with Atrous convolution blocks. It broadens the view of filters without dropping loss and coverage data. The dense connections among different convolutional layers improve the performance and boost up the process of feature reusability. The issues of vanishing gradients are also overcome by these connections [22]. Moreover, we also added different scales of transposed convolutions to encapsulate the information of different sizes of nodules instead of simple upsampling operations that are used in the original U-Net. Besides this, we also used different types of pooling that included max and average pooling. The proposed framework was trained on Lungs ROI extracted from the whole CT slice image. This step was performed by using various preprocessing operators such as morphological operations and k-means clustering. Our proposed model was assessed on the LIDC-IDRI dataset and exhibited good and acceptable results. Moreover, the proposed work efficiently handles different types of heterogeneous nodules.

The rest of the paper is organized as follows: Section 2 presents related work; Section 3 discusses the proposed methodology; and Section 4 explains the results, followed by a conclusion and discussion on future work.

2. Related Work

There are various techniques proposed for lung nodule detection including morphological-based techniques [14,15], region-growing-based techniques [10,16], energy-based optimization techniques [9], and machine learning-based techniques [23]. A large number of morphological operations were used to get rid of nodule connected to vessels [24] and growth patterns [25]. After performing this step, we discarded nodules according to a selection of linked regions. Lung walls were separated from juxtapleural nodules using a morphological parameter with shape hypothesis to alternate a fixed-size morphological template [26,27]. It is normally a difficult task to achieve accurate segmentation results using morphological operation [14]. Different region-growing approaches can be used to ideally segregate calcified nodules. A drawback of these approaches, however, is that the segmentation result of juxtavascular nodules and juxtapleural nodules is not accurate [10]. Dehmeshki et al. [16] presented a modified region growing method based on intensity information, distance, fuzzy connectivity, and peripheral contrast as a solution to this problem. This method was not productive enough for nodules with uneven shapes. A variation observed in energy optimization techniques is that researchers modify the segmentation phase into the energy minimization phase [28–31]. The level set function was exploited in this research for image characterization. In the next stage, the segmented patch corresponds with juxtapleural nodules, and energy function is documented as the least [28–31]. Making use of a similar methodology, Farag et al. [9] presented their research approach, which is the lung nodule segmentation approach based on shape prior hypotheses. A graph-cut approach that converts lung nodular segmentation to maximum flow problem has been used as well [17,32,33]. However, these techniques are inadequate in terms of dealing with GGO nodules and juxtapleural nodular cysts at a time.

Furthermore, segmentation of targeted nodule is the primary step in the machine learning method, and to perform this step, related features are essentially extracted for voxel classification [23,34–36]. Lu et al. [37] presented a set of features with translational and rotational invariance to carry out classification. According to research work given by Wu et al. [38], it can be observed that their proposed method was based on conditional random fields and features related to nodular shape and texture were used. To acquire a mask of lung blood vessels, Hu et al. [39] performed nodule segmentation and applied vascular feature extraction based on the Hessian matrix. After this, they removed blood vessels from lung masks and used artificial neural networks for classification. Other than these techniques, Jung et al. [40] presented an efficient technique for the segmentation of ground-glass nodules. Their proposed technique was based on asymmetric multi-phase deformable layouts. Making use of the Hessian strategy, Gonçalves et al. proposed a 3D multi-scale lung nodule segmentation method [41].

In addition to the above, there are advanced techniques such as convolutional neural networks (CNNs) that are used for lung nodule detection. CNN is a multi-layer neural
network that hierarchically learns features from the provided raw imagery data and labels [42,43]. The CNN-based lung nodule segmentation was carried out by altering the segmentation phase with the voxel classification problem. Wang et al. [44] used a multi-view convolutional neural network (MV-CNN) for lung nodule segmentation. The proposed work had three CNN branches linked to three views of an axial plane, coronal plane, and sagittal plane. In their later work, they proposed a semi-automatic central focused CNN for voxel classification [45]. However, their proposed model was not efficiently applicable over smaller nodules. In the research work of Zhao et al. [46], an updated pyramid deconvolution neural network was presented in which high-level semantic features were linked with low-level fine-grained features. Huang et al. [47] introduced a fully automated approach for the segmentation of lung nodules. The first step presented in their methodology related to the detection of nodules, the second step deals with nodular candidate integration, while the third step relates to false-positive minimization. The nodule segmentation was performed in the final step. On the other hand, a fully convolutional network (FCN) has also been used by researchers for image segmentation [48]. There are techniques such as the 2D U-Net framework by Ronneberger et al. [49] and the 3D U-Net framework by Çiçek et al. [50], which are adaptive to medical imagery data. As an extension to the above deep learning-based methods, we also propose a segmentation algorithm for the detection of lung nodules.

3. Materials and Methods

The proposed method is presented in Figure 2 and explained here in detail.

![Figure 2. A framework of the proposed method.](image)

3.1. Dataset

In this research work, we used public datasets from Lung Image Database Consortium and Image Database Resource Initiative (LIDC-IDRI) [51] to conduct experiments. There were exactly 986 samples of nodules found in the LIDC-IDRI dataset, all of which were labeled by four radiologists who are experts in this domain. We were highly motivated to obtain accuracy as the nodules marked by four doctors were predicted to be true nodules. Another factor observed in labeling was dissimilarity, which became the primary reason for using the 50% consistency criterion to acquire a ground-truth outline [40]. It can be said that if the current voxel point was chosen by a total count of more than two physicians, it must be reserved, and in other cases, should be deleted from the gold standard. To conduct our research experimentation, we arbitrarily partitioned 986 nodules into three subsets for training, validation, and testing, with the number of nodules contained in each subset being 387, 55, and 544, respectively.
3.2. Pre-Processing

Medical imaging datasets often contain unwanted regions and noise, which affects the performance. This is an unnecessary part of medical imaging datasets that should be handled before further processing. It is also important to pass the dataset through a preprocessing phase so that an improved and clear version of images can be achieved. In this research, specifically for minimizing the search space of our proposed models, we worked on the extraction of ROI from a whole CT scan image with nodular cysts. To extract lung nodule ROI, we carried out the following crucial steps. A complete view of preprocessing is presented in Figure 3.

3.2.1. Standard Operations

It is commonly observed that a better output can be achieved using even basic image pre-processing techniques. Considering this notion in this research, we chose to apply two fundamental operations and observed a significant difference. We applied standard mean and deviation over the actual set of raw images in the CT slice. In the next step, we proceeded towards subtracting the image from the standard mean and deviation. Once this step was performed, the mean of the acquired cropped area was determined. Later on, the maximum and minimum values of the original slice were obtained, and the image was replaced by the mean of the cropped region.

3.2.2. Noise Removal Filters

Noise consists of some pixels or an entire region that does not fall under the ROI. The noise could be an object, multiple objects, blurred pixels, distorted boundaries, or unnecessary details that are of no use. Researchers have proposed many methods to minimize and remove noise in medical imaging. Over time, many noise removal filters have been introduced to achieve this goal, so here two of these filters have been used to obtain improved images [52–56]. A median filter is one of the most commonly used filters in medical imaging [52,57]. It targets the spatial domain of the image and preserves all the edges of the image without any loss. The median filter exploits a smaller matrix called the kernel to perform scanning of the entire image. Central pixel value is recalculated by obtaining a median of matrix values. We chose a kernel size of $3 \times 3$ in this scenario for the application of the median filter over the resultant image. Another filter that we used
was an anisotropic diffusion filter. It was one of the non-linear filters and is also referred to as Perona–Malik diffusion. This filter tries to avoid noise inside an image without smudging the edges and corners of the nodule boundary line. The two constants associated with this filter include the gamma and kappa coefficients, whose values were 0.1 and 50. The diffusivity at different locations was reduced by a non-uniform process named the anisotropic process, and hence the edges of the objects remained stable while removing the noise.

3.2.3. K-Means Clustering

There are different methods proposed by different researchers for the segmentation of medical images [58,59]. One of the most widely used techniques is the k-means algorithm, which is also most widely used in the medical domain [60,61]. The k-means algorithm is based on unsupervised learning, and it extracts ROI from image background to perform segmentation. A prerequisite to achieve efficient results from the k-means algorithm is having smooth and clear imagery data for further processing. In our research work, this prerequisite step was performed during the pre-processing phase, and once the noise was removed, we proceeded towards k-means clustering. We set the value of k as \( k = 2 \) for performing segmentation of lungs from image followed by thresholding image so that two clusters were formed. Initially, the k-means algorithm chooses a random central point by calculating distance in image pixels. In the next step, a new centroid is calculated, and the value is updated. This algorithm keeps on performing iterations until the centroid becomes constant. The similarity measures determined during clustering directly relate to Euclidian distance given in Equation (1):

\[
D(x, y) = \sqrt{\sum x_i y_i}
\]

where the image is represented by \( D(x, y) \), while \( x \) and \( y \) represent the pixel coordinates of images.

3.2.4. Morphological Operations

Morphological operators are used to discard distortions in imagery data [62]. The morphological operations are performed with these operators using numerous structuring elements referred to as pre-defined kernels on an image. We obtain a binary image from the previous step. Generally, there are many imperfections and flaws that are visible in a binary image. To remove these flaws, we applied erosion operation on an image along with dilation operation. It can be seen that object boundaries were even, and all tiny objects present in the foreground were eradicated by applying erosion operation. Moreover, dilation operation was used for restoring intrusions because of enlarged objects and for diminishing the gaps. This process of erosion followed by dilation is termed as opening on the image \( I(x, y) \), which is a binary image obtained from the previous step. The structuring element of size \((4, 4)\) was used in erosion operation, while in dilation operation, it was \((10, 10)\). The morphological opening operation is defined in Equation (2):

\[
I^o s = (I \ominus s) \oplus s
\]

where an opening operation is denoted by \( I^o s \), by which structuring element \( s \) is applied to the image \( I \), while an erosion operation is denoted by \( \ominus \), and dilation is denoted by \( \oplus \).

3.2.5. Extracting Lung ROI

In this step, our ROI of lungs is extracted out of the CT scan image. The previously obtained results from a morphological opening operation were used to label the output image. This was entirely based on the intensity values of pixels. Two pixels are supposed to share a similar link and have the same values while sharing a neighborhood. When this rule is followed, all connected regions usually are assigned to a similar integer value. In the later stage, features of all labeled areas are assessed using bounding boxes that cover all pixels and belong to a single area. By making use of these bounding boxes, we extracted a
lungs mask. After this, we carried out dilation operation over lung mask obtained as output with structuring element of size $(10, 10)$. The structuring element of size $(10, 10)$ was convolved over the extracted lungs mask. This dilation operation blurred the boundaries of the lungs and filled out holes and gaps. In the last step, the lungs mask was multiplied with a slice image to obtain the required ROI.

3.3. DA-Net Architecture

We propose a novel U-Net based architecture named DA-Net whose input is a lung ROI image with their ground masks to segment the lung nodules. Our proposed framework follows an end-to-end approach for the segmentation of lung nodules. A U-Net is an efficient segmentation algorithm in biomedical image segmentation. It consists of three main parts named a contracting path, a bottleneck path, and an expansion path. We improved the original U-Net to achieve better results. The complete architecture of the encoder, decoder, and bottleneck part of our DA-Net is also shown in Figure 4.

Figure 4. An improved U-Net architecture with DA, pooling, and transposed convolution blocks.

3.3.1. Encoder Path

The encoder path of our DA-Net consists of five DA blocks instead of simple four convolutional blocks, as is the case in the original U-Net. The increase in depth of the network results in the extraction of deeper features to discriminate the nodules region from the non-nodules region. Each DA block is composed of dense deep blocks and dense Atrous blocks. In each dense deep block, as shown in Figure 5, there are three convolutions of size $3 \times 3$, followed by batch-normalization [63] and Leaky ReLu [64] activation function as per Equation (3):

$$f(X) = \{x \text{ if } x > 0 \text{ otherwise } 0.05x\} \quad (3)$$

Usually, the negative part of features is ignored by ReLu [65] activation function and causes the problem of dying neurons, which can be solved by the Leaky ReLu activation function [65]. After every convolution operation, we introduced a batch normalization, which made training faster by normalizing the input values using mean and variance. Batch normalization increases the performance of the network and makes the weight initialization process easier. A batch consists of different examples such as $N$, with each represented as D-dimensional vector, being given as an input to the batch normalization.
layer. All inputs to layer in the form of \( X \in \mathbb{R}^{N \times D} \) are given as a matrix in which each \( x_i \) represents each example. Equation (4) is used to normalize each example.

\[
\hat{x}_i = \frac{x_i - \mu}{\sqrt{\sigma^2 + \epsilon}}
\]  

(4)

Here, \( \mu \) and \( \sigma^2 \) are the mean and variance. The equations for mean and variance are given by Equations (5) and (6)

\[
\mu = \frac{1}{N} \sum_{i} x_i 
\]  

(5)

\[
\sigma^2 = \frac{1}{N} \sum_{i} (x_i - \mu)^2 
\]  

(6)

Besides this, the densely connected convolutions [22] in our DA-Net combine the features maps resulting from one convolutional layer to all the next convolution layers to obtain more dense and rich features, as shown in Figure 5. Thus, every nth layer receives input of the feature-maps produced by all previous layers \( y_0 \) to \( y_{n-1} \). Therefore,

\[
y_n = H_n([y_0, y_1, \ldots, y_{n-1}])
\]  

(7)

where \( ([y_0, y_1, \ldots, y_{n-1}] \) refers to the feature map’s concatenation generated from layers 0 to \( n - 1 \). Besides this, the results of the dense deep block are also concatenated with densely connected Atrous convolutions in the Atrous block, as shown in Figure 5. In the Atrous convolution block, the Atrous convolutions of rates \( 2 \times 2, 3 \times 3, 4 \times 4 \) and \( 5 \times 5 \) are used with a kernel size of \( 3 \times 3 \), followed by batch normalization and Leaky ReLu activation function. For Atrous convolutions, we had a feature map \( x \), which is a two-dimensional input signal, and a kernel \( w \), also called filter; then, the output at every location \( y \) is computed as in Equation (8):

\[
y[i] = \sum_{k} x[i + r \cdot k]w[k]
\]  

(8)

In Equation (8), with the help of the \( r \) parameter, the input signal is sampled, which is simply a stride, and its operation is similar to the convolution operation on an input \( x \), with kernels \( w \), which is upsampled by inserting \( r - 1 \) zero among consecutive filter values along each spatial dimension. A similar method has been adopted on the infinite line for the detection of opinion evolution in social networks [66]. Besides this, in the whole downsampling path, we use two types of pooling of size \( 2 \times 2 \) after every convolution block. One is average pooling, and the other is max pooling, as shown in Figure 5, followed by a dropout rate of 0.05 to stop the model from overfitting. The output of max-pooling is calculated by selecting the maximum value from the given input region, and it is defined by Equation (9):

\[
y^i_{k,w} = \max_{0 \leq a,b \leq p} (x^i_{k \times p + a \times w + b})
\]  

(9)

In Equation (9), on the downsampling layer, the neuron \( y^i_{k,w} \) is present on a position represented by \( (k, w) \) on ith output map. In the region, \( p \times p \), the maximum value, is selected and assigned to a neuron \( y^i_{k,w} \) in theith input map \( x_i \), while the average pooling provides the average value of the given input region. The results of both types of pooling are concatenated in the network. The total number of filters on each of our five DA blocks, which are further composed into dense deep and Atrous blocks, are 16, 32, 64, 128, and 256. The encoder path of DA-Net helps to extract the semantic information from an image by downsampling it with the help of convolution and pooling layers.
3.3.2. Bottleneck Path

The bottleneck part of our proposed DA-Net also consists of densely connected deep convolution block and Atrous convolutions that constitute our DA block, as shown in Figure 4.

3.3.3. Decoder Path

Furthermore, on the decoder path of our DA-Net, we employed three different kernel sizes of transpose convolution in DA-Net, which were $2 \times 2$, $3 \times 3$ and $4 \times 4$ and the results of all of them were concatenated to best localize the nodule, as shown in Figure 4. The transpose convolution serves as a deconvolution layer and upsamples images with proper learning instead of upsampling operation that upsample the image without learning. After the transposed convolution, a concatenation operation is performed between feature maps returned by each transposed convolution with corresponding results of the encoder path. The loss of spatial and location information in the encoder path is recovered in the decoder path of DA-Net with the help of concatenation of the encoder part to the decoder part. It combines both contextual and localization information of lung nodules in the lungs.

3.4. Training Details and Hyper Parameters

The lung ROI images, and their corresponding ground masks are used to train the network. To optimize weights, we used an Adam optimizer with a learning rate set to 0.0001. In Adam optimizer, an RMSprop and stochastic gradient descent is used along with momentum term. The equation to update weights in Adam optimizer is given by Equation (10):

$$W_t = W_{t-1} - \eta \frac{\hat{m}_t}{\hat{m}_t + \epsilon}$$  \hspace{1cm} (10)

where weights of the model are represented by $W$, which is then optimized in several iterations, and $\eta$ represents the step size. The values of $\hat{m}_t$ and $\hat{v}_t$ are given in Equation (11):

$$\hat{m}_t = \frac{m_t}{1 - \beta_1^t} \text{ and } \hat{v}_t = \frac{v_t}{1 - \beta_2^t}$$  \hspace{1cm} (11)

Here in our research work, the default values of $\beta_1$ and $\beta_2$ are used, which are 0.9 and 0.999, respectively. The values of $m_t$ and $v_t$ are computed using Equations (12) and (13), respectively:

$$m_t = \beta_1 m_{t-1} + (1 - \beta_1)g_t$$  \hspace{1cm} (12)
\[ v_t = \beta_2 m_{t-2} + (1 - \beta_2)g^2_t \quad \text{(13)} \]

In Equations (12) and (13), \( g \) denotes the gradient of the current mini-batch. Besides this, binary cross-entropy is used as a loss function in our model, and it is defined in Equation (14):

\[
\text{BCE} = -\frac{1}{N} \sum_{i=1}^{N} y_i \log(P(y_i)) + (1 - y_i) \log(1 - p(y_i)) 
\quad \text{(14)}
\]

where \( y_i \) represents the predicted class label of the pixel in our model outputs, while the predicted probability is represented by \( P(y_i) \) of our trained model for all pixels classified as background or nodule class.

### 4. Experiments and Results

This section provides a set of experiments being performed, and evaluation criteria used in this research work, followed by some comparisons with existing work.

#### 4.1. Evaluation Criteria

To evaluate segmentation results from all three proposed models in this research, we used symmetric volume difference (SVD) as the primary evaluation factor. SVD provides a difference between segmented and actual ground truth images. Another primary evaluation parameter used in our evaluation is the Dice similarity coefficient (DSC), which calculates the overlap of two segmentation results. Furthermore, the IOU score and sensitivity \([3,4,67–71]\) (SEN) are used as auxiliary evaluation parameters. Equations (15)–(18) represent their definitions.

\[
\text{DSC} = \frac{2 \cdot TP}{2 \cdot TP + FP + FN} \quad \text{(15)}
\]
\[
\text{SVD} = 1 - \text{DSC} \quad \text{(16)}
\]
\[
\text{SEN} = \frac{TP}{TP + FN} \quad \text{(17)}
\]
\[
\text{IOU} = \frac{TP}{TP + FP + FN} \quad \text{(18)}
\]

where \( TP \) refers to true positive, \( FP \) refers to false positive, and \( FN \) refers to the false negative in the actual and segmented mask of lung nodules.

#### 4.2. Results

For detecting and segmenting lung nodules more efficiently and before giving input to the model, we performed some pre-processing steps, as explained in Section 3. These operations included standard operations, morphological operations, and k-means clustering. The optimal number of clusters for k-means clustering was found through the elbow method, as shown in Figure 6.

Figure 7 shows the segmentation results of DA-Net. As shown in Figure 7, row 1 shows the original images, row 2 shows the actual ground truth, row 3 shows the predicted masks by the segmented model, and the last row shows the overlay images of lungs. In row 1, the first image is an example of a tiny and juxtalesional nodule that has a very high similarity to lung walls. It was clearly observed that our model correctly segmented this type of nodule. Similarly, the second image in row 1 is an example of a non-solid nodule that is not segmented by the model. Furthermore, the proposed model correctly segmented the juxtalesional and well-circumscribed nodule shown in the third image of row 1, as well as the tiny nodule shown as the fourth image in row 1. Therefore, proposed model showed good performance in segmenting different types of nodules with heterogeneous characteristics.
Figure 6. Graph of elbow method to show error for optimal clustering.

Figure 7. Segmentation results of proposed DA-Net architecture.

Table 1 provides complete detail regarding the proposed model and values of different scores. It is evident from Table 1 that the results of the proposed DA-Net were good when it came to nodular segmentation. This particular model demonstrated great performance with a Dice score value of 81%. However, when compared with U-Net, the results of this model were comparatively higher. The values for SVD and sensitivity exhibited by the proposed DA-Net were 0.19% and 87.2%, respectively. Moreover, the IOU score achieved by DA-Net was 71.6%. Furthermore, the different scores achieved by U-Net were 71.0% Dice score, 62.8% IOU score, 0.29 SVD, and 70.2% sensitivity.
Furthermore, the inaccurate and wrong predictions performed by the proposed model are referred to as model loss over a single instance. The value of model loss should be close to zero to perform efficient prediction. Usually, the loss of a perfect model is very near to zero. We also checked model’s loss over iterations in comparison with U-Net, which is shown in Figure 8. Similarly, in general, the number of correct predictions by the proposed model is given by the accuracy of the model. The efficiency of the model is indicated by the higher value of accuracy. We also validated proposed model in order to determine its accuracy over each epoch of the model. The accuracy of proposed DA-Net in comparison with U-Net during network training is shown in Figure 8.

| Sr. No. | Models   | Dice Score | IOU Score | SVD   | Sensitivity |
|--------|----------|------------|-----------|-------|-------------|
| 1      | U-Net [49] | 71.0       | 62.8      | 0.29  | 70.2        |
| 2      | DA-Net   | 81         | 71.6      | 0.19  | 87.2        |

Table 1 provides complete detail regarding the proposed model and U-Net.

Figure 8. Accuracy and loss graphs of both DA-Net and U-Net.

4.3. Discussions

The results presented in Section 4.2 reveal that proposed model provides good results in segmenting nodules of different types. The efficient construction of layers with dense connections merged with Atrous convolution boosted the process of feature learning of the model. The dense connections enabled feature reusability in the network and controlling the problems of vanishing gradients. The different types of pooling and different scales of transposed convolutions helped to obtain the information for different sizes of nodules. The efficient and careful design of layers improved the process of feature extraction of the model. The existing methods also adopt deep learning-based algorithms for the automated segmentation of nodules, achieving very good results [42,44,46]. In addition to all these previous design approaches, the proposed variant of deep learning algorithm based on U-Net showed significant improvements over the existing algorithms. The layers of the proposed model are designed in such a way that the process of feature learning is improved, and the model extracts more discriminative features for segmentation. Moreover, the preprocessing part also plays an important role in the increased performance of the model. Existing methods work by first extracting the various number patches of nodules from the CT slices of different sizes as a preprocessing step [42,72]. Here, we changed the approach, and instead of giving patches to the model, we extracted the ROIs from the CT scan image. Therefore, this research also contributes to the problem of automated lung nodule segmentation.

Furthermore, to validate the proposed model in terms of evaluation metrics, we compared our methodology with existing approaches in detail. Table 2 shows detail of various techniques along with the evaluation parameters such as Dice score and IOU score.
According to the analysis, many researchers have proposed improved techniques and have achieved excellent results for lung nodule segmentation. When a comparison was carried out, the DSC value of the model proposed by Shen et al. [42] was 78.55%, and it was further improved by Huang et al. [73] in the following year. Wang et al. [44] proposed their technique and achieved a value of DSC of 77.67. Wu et al. [74] presented their approach, achieving a DSC value of 74.05% and an IOU score of 58%. Some recent works include the work of Qian et al. [46]. They achieved a Dice score value of 62.8% and an IOU score of 71.93. Moreover, Hancock et al. [75] and Huang et al. [47] achieved IOU scores of 71.85 and 70.24, respectively.

| Sr. No. | Method                  | Dice Score | IOU Score | Year  |
|---------|-------------------------|------------|-----------|-------|
| 1       | Wang et al. [44]        | 77.67%     | -         | 2017  |
| 2       | Jiang et al. [72]       | 68%        | -         | 2019  |
| 3       | Huang et al. [73]       | 80.52      | -         | 2017  |
| 4       | Qian et al. [46]        | 62.8       | 71.93     | 2019  |
| 5       | Hancock et al. [75]     | -          | 71.85     | 2019  |
| 6       | Huang et al. [47]       | -          | 70.24     | 2019  |
| 7       | Wu et al. [74]          | 74.05      | 78        | 2018  |
| 8       | Shen et al. [42]        | 78.55      | -         | 2016  |
| 9       | U-Net [49]              | 71.0       | 62.8      | 2015  |
| 10      | Proposed DA-Net         | 81         | 71.6      | -     |

The above comparison with existing approaches revealed that proposed model achieves better performance.

5. Conclusions

Lung nodular segmentation is a critical topic to deal with due to the same visual attributes of nodules. There is a noisy neighboring region around nodules that also causes inaccuracy in segmentation and decline in performance. To address these issues and to obtain good segmentation of lung nodules, we proposed a U-Net-based improved data-driven model. The proposed model extract features by densely connected convolution blocks and Atrous convolution blocks. The experimental setup was performed over the LIDC-IDRI dataset that comprises 986 sample nodular images. Furthermore, we conducted an elaborated comparison analysis to validate our methodology. It is clear from the comparison drawn that the proposed model in this research study is suitable for lung nodular segmentation, with a DSC of 81% and an IOU score of 71.6%. Results have also shown that the DA-Net model can segment out complex nodular cysts such as juxtapleural and tiny nodules. Our proposed model can be useful for radiologists in the diagnosis of lung cancer in time. In the future, we aim to design a lung nodule detection algorithm based on DSSD (deconvolution single-shot detector) network architecture that can enhance the efficiency of the proposed method.
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