Abstract. In this work we investigate partial actions of a Hopf algebra $H$ on nonunital algebras and the associated partial smash products. We show that our partial actions correspond to nonunital algebras in the category of partial representations of $H$. The central problem of existence of a globalization for a partial action is studied in detail, and we provide sufficient conditions for the existence (and uniqueness) of a minimal globalization for associative algebras in general. Extending previous results by Abadie, Dokuchaev, Exel and Simon, we define Morita equivalence for partial Hopf actions, and we show that if two symmetrical partial actions are Morita equivalent then their standard globalizations are also Morita equivalent. Particularizing to the case of a partial action on an algebra with local units, we obtain several strong results on equivalences of categories of modules of partial smash products of algebras and partial smash products of $k$-categories.

1. Introduction

A partial action of a Hopf algebra $H$ on a unital algebra $A$ is a weakened version of the well-known concept of $H$-module algebra. A main motivation for introducing this subject was the previous development of a theory of partial group actions, which had then recently culminated in the Galois theory for partial group actions obtained by Dokuchaev, Ferrero and Paques in [19].

Partial group actions on algebras were originally introduced by Exel in the area of $C^*$-algebras [20], and later were being investigated from a more purely algebraic point of view. Some important features are the construction of a partial skew group algebra $A * G$ associated to a partial action of $G$ on $A$, which is a $G$-graded algebra, which is well-suited for the computation of cohomology invariants [20, 3]; the existence, with mild hypotheses, of a globalization or enveloping action of $G$ on an algebra $B$ which contains $A$ as an ideal, with partial action induced by the $G$-action on $B$ [17]; a Morita context between the skew group algebra $A * G$ and the skew group algebra $B * G$ of its globalization [17]; a Galois theory for partial actions [19].

Partial actions of Hopf algebras on unital algebras first appear in [10]. In this paper, Caenepeel and Jansen show that to a (unital) partial $H$-module algebra $A$ there corresponds a nonunital algebra structure on the tensor product $A \otimes H$, and the idempotent $1_A \# 1_H$ generates a unital ideal called the partial smash product $A \# H$. It was shown in [4] that there is always an $H$-module algebra $B$ which globalizes $A$, and that there is a Morita context between $A \# H$ and $B \# H$. There is a Hopf-Galois theory as well for partial actions and coactions [10], and partial $H$-module algebras may be characterized as algebras in an appropriate category, the category of partial representations [6]; (see the survey [15]).

From this point on the theory was extended in the direction of generalizing the objects that act, the ones that are acted upon, or both. In the first case, there are partial actions of...
weak Hopf algebras on unital algebras [11]; in the second case, there are the partial actions of
Hopf algebras on \( k \)-categories [2]; and there are partial actions of multiplier Hopf algebras on
nondegenerate nonunital algebras, which fall in the third case [9, 21].

In the present work we investigate partial actions of Hopf algebras on nonunital algebras
in the broadest sense possible, including the degenerate ones, but we also study in depth the
case of partial actions on algebras with local units. This approach was motivated by partial
Hopf actions on \( k \)-categories, which were in turn inspired by group actions and Hopf actions
on categories [13, 24].

We relate partial \( H \)-module nonunital algebras and nonunital algebras in the category of
partial representations of \( H \) (Theorem 22). Constructing the partial smash product \( A \# H \), we
relate its left modules with the \((A, H)\)-modules, extending a result from [12]. We introduce
globalizations and we establish sufficient conditions for the existence and uniqueness of minimal
globalizations (Thm. 41 and Thm. 43). It is also proved that there is a strict Morita context
between \( A \# H \) and \( B \# H \), where \( B \) is a globalization of the partial action of \( H \) on \( A \).

In [2] it was shown that every partial action on a \( k \)-category \( C \) induces a partial action on the “matrix algebra” \( a(C) \), which is an algebra with local units. Conversely, given an algebra
\( A \) with a system of local units \( S \), one may construct a \( k \)-category \( C^S(A) \), and we study partial
actions on \( A \) that induce partial actions on this category. We prove that the category of the
left unital modules of \( A \) is equivalent to the left modules of the category of \( C^S(A) \).
Also, if \( C \) is a \( k \)-category, we proved that the category of the left \( C \)-modules and the category of
the left unital \( a(C) \)-modules are equivalent.

We develop a theory of Morita equivalence of partial Hopf actions, extending the concept and
results of Morita equivalence of partial group actions presented in [1]. Following the
first results of Abadie, Dokuchaev, Exel and Simón, in [1], we define the concept of Morita
equivalence of partial \( H \)-actions, and with this we prove that every symmetric partial action
on an idempotent algebra is Morita equivalent to a partial action where the algebra has trivial
right (or left) annihilator (Thm. 86). In [1], the authors constructed a canonical globalization
for a regular partial group action and proved that whenever two regular partial \( G \)-actions are
Morita equivalent, the global actions of its canonical globalizations are also Morita equivalent;
we have obtained a similar result for partial \( H \)-actions (Thm. 87).

Finally, it also holds that if \( H \) is a Hopf algebra and \( A \) is a partial \( H \)-module algebra with
a system of local units \( S \), then the categories of modules over the algebras \( A \# H \) and \( a(C^S(A)) \# H \),
and over the \( k \)-category \( C^S(A) \# H \), are all equivalent (Corollaries 84 and 85).

Throughout this work, all the linear structures will be considered over a field \( k \); for instance,
algebra means \( k \)-algebra. Unless otherwise stated, “module” stands for “left module” and
“partial action” stands for “left partial action”.

2. Partial Hopf Actions

The intent of the next three subsections is to relate the suggested definition of partial Hopf
actions on associative algebras with previous results found in the literature.

2.1. Partial Hopf Actions and the Smash Product. In [10], Caenepeel and Jansen intro-
duced the concept of a Hopf algebra \( H \) acting partially on a unital algebra \( A \) as a linear map
from \( H \otimes A \) to \( A \) which satisfies some necessary and sufficient conditions for the respective
smash product \( A \# H \) to be a unital, associative algebra.

Definition 1 ([10]). Let \( H \) be a Hopf algebra and \( A \) an algebra with unit \( 1_A \). A linear map
\( \cdot : H \otimes A \rightarrow A, h \otimes a \mapsto h \cdot a \) is called a partial action of \( H \) on \( A \) if, for all \( a, b \in A, h, g \in H \),
(1) \( 1_H \cdot a = a \);
(2) \( h \cdot (ab) = \sum(h_{(1)} \cdot a)(h_{(2)} \cdot b) \);
(3) \( h \cdot (g \cdot a) = \sum(h_{(1)} \cdot 1_A)(h_{(2)}g \cdot a) \),
where \( \Delta(h) = \sum h_{(1)} \otimes h_{(2)} \). In this case we say that \( A \) is a partial \( H \)-module algebra with unity. If the equality 
\[ h \cdot (g \cdot a) = \sum (h_{(1)} g \cdot a)(h_{(2)} \cdot 1_A) \]
also holds, then we say that this partial action is symmetrical [2].

Inspired by [2] and, mainly, by [10], we introduce the following definition of a partial action on associative algebras in general.

**Definition 2.** Let \( A \) be an associative algebra. A linear map \( \cdot : H \otimes A \rightarrow A \), \( h \otimes a \mapsto h \cdot a \) will be called a partial action of \( H \) on \( A \) if, for all \( a, b \in A, h, k \in H \),
\[
\begin{align*}
(1) & \quad 1_H \cdot a = a; \\
(2) & \quad h \cdot (a(k \cdot b)) = \sum (h_{(1)} \cdot a)(h_{(2)} k \cdot b).
\end{align*}
\]

In this case, \( A \) will be called a partial \( H \)-module algebra. We will say that the partial action is symmetrical if, additionally,
\[
(3) h \cdot ((k \cdot b)a) = \sum (h_{(1)} k \cdot b)(h_{(2)} \cdot a)
\]
for every \( a, b \in A, h, k \in H \).

In [9] the authors considered partial actions of multiplier Hopf algebras on nondegenerate algebras; here we are considering partial actions of Hopf algebras on all kind of associative algebras, introducing additional nondegeneracy properties only when needed. At the end of this section we will show that when \( H \) is a Hopf algebra and \( A \) is a nondegenerate algebra, then both definitions of partial action coincide.

Recall that the right annihilator of an algebra \( A \) is the ideal
\[ r(A) = \{ a \in A \mid ba = 0, \forall b \in A \}. \]

Analogously, the left annihilator of \( A \) is the ideal
\[ l(A) = \{ b \in A \mid ba = 0, \forall a \in A \}. \]

The following lemmas follow closely the equivalence presented in [10] mentioned in the beginning of this section. For this, we will assume that \( H \) is a Hopf algebra, \( A \) is an associative algebra with \( r(A) = 0 \), \( \cdot : H \otimes A \rightarrow A \) is a linear map given by \( (h \otimes a) = h \cdot a \) and \( A\#H \) is its associated smash product, which is the vector space \( A \otimes H \) endowed with the product
\[
(a\#h)(b\#k) = a(h_{(1)} \cdot b)\#h_{(2)}k.
\]

As it is customary, to avoid confusion with the tensor algebra \( A \otimes H \), we will use the notation \( a\#h \) for the vector \( a \otimes h \) as an element of the algebra \( A\#H \).

**Lemma 3.** \( A\#H \) is an associative algebra if and only if
\[ h \cdot (a(k \cdot b)) = \sum (h_{(1)} \cdot a)(h_{(2)} k \cdot b) \]
for every \( h, k \in H, a, b \in A \).

**Proof.** In fact, \( A\#H \) is an associative algebra if and only if for every \( a, b, c \in A, h, k, l \in H \),
\[
((c\#l)(a\#h))(b\#k) = (c\#l)((a\#h)(b\#k)) \]
\[
\sum c(l_{(1)} \cdot a)(l_{(2)} h_{(1)} \cdot b)\#l_{(3)} h_{(2)} k = \sum c(l_{(1)} \cdot (a(h_{(1)} \cdot b)))\#l_{(2)} h_{(2)} k \]
\[
\sum c(l_{(1)} \cdot a)(l_{(2)} h \cdot b) = c(l \cdot (a(h \cdot b))) \]
\[
c[\sum (l_{(1)} \cdot a)(l_{(2)} h \cdot b) - (l \cdot (a(h \cdot b)))] = 0.
\]
Since \( r(A) = 0 \), we have the required equality. Conversely, if \( h \cdot (a(k \cdot b)) = \sum (h_{(1)} \cdot a)(h_{(2)} k \cdot b) \), clearly \( A\#H \) is associative. \( \square \)
The next two lemmas are proved similarly, using a “support element” $c$ as before.

**Lemma 4.** $A \# H$ is an $A$-bimodule with structure given by
\[
b(a \# h)b' = \sum ba(h_{(1)} \cdot b')h_{(2)}
\]
if and only if
\[
h \cdot ab = \sum (h_{(1)} \cdot a)(h_{(2)} \cdot b),
\]
for every $h \in H$, $a, b \in A$.

**Lemma 5.** The linear map $\iota : A \to A \# H$, $a \mapsto a \# 1_H$, is a right $A$-linear morphism if and only if $1_H \cdot a = a$.

In the previous three lemmas, even if $r(A) \neq 0$, the axioms of a partial $H$-module algebra guarantee that the respective smash product will be an associative algebra, an $A$-bimodule and that the inclusion $\iota : A \to A \# H$ is a right $A$-linear morphism. We only need $r(A) = 0$ for the converse.

**Proposition 6.** Let $H$ be a cocommutative Hopf algebra. If $A$ and $B$ are both (symmetrical) partial $H$-module algebras, then $A \otimes B$ is a (symmetrical) partial $H$-module algebra via
\[
h \cdot (a \otimes b) = \sum h_{(1)} \cdot a \otimes h_{(2)} \cdot b.
\]

In [8], this result was obtained (for unital algebras) as a consequence of a similar result for partial Hopf actions on categories.

### 2.2. Partial $H$-module Algebras and Algebras in $\mathcal{M}_H^{par}$

In [8], Alves, Batista e Ver-\-cruysses proved that, when the antipode of $H$ is bijective, there is a bijective correspondence between partial $H$-module algebras with symmetrical partial actions and unital algebras in the category of the partial $H$-modules. We will show that an analogous correspondence still holds for nonunital algebras $A$ that satisfy at least one of the following properties:

1. $A^2 = A$;
2. $l(A) = 0$;
3. $r(A) = 0$.

In order to do so, we consider the category of $(A, H)$-modules associated to a partial $H$-module $A$ introduced in [12]. We will show that, under the same conditions above, the category of $(A, H)$-modules is equivalent to the category of $A \# H$-modules, and then we use the fact that the partial $H$-modules are the same as modules over an appropriate partial smash product.

We begin by recalling the definition of a partial representation of a Hopf algebra from [8], which is a shorter version of the one originally introduced in [4].

**Proposition 7.** [8, Lemma 2.11] Let $H$ be a Hopf $\mathbb{k}$-algebra, $B$ be a unital $\mathbb{k}$-algebra and $\pi : H \to B$ be a linear map. The following are equivalent:

1. $\pi : H \to B$ satisfies
   - (PR1) $\pi(1_H) = 1_B$;
   - (PR2) $\pi(h)\pi(k_{(1)})\pi(S(k_{(2)})) = \pi(hk_{(1)})\pi(S(k_{(2)}))$, for every $h, k \in H$;
   - (PR3) $\pi(h_{(1)})\pi(S(h_{(2)}))\pi(k) = \pi(h_{(1)})\pi(S(h_{(2)})k)$, for every $h, k \in H$.
2. $\pi : H \to B$ satisfies
   - (PR1) $\pi(1_H) = 1_B$;
   - (PR4) $\pi(h)\pi(S(k_{(1)}))\pi(k_{(2)}) = \pi(hS(k_{(1)}))\pi(k_{(2)})$, for every $h, k \in H$;
   - (PR5) $\pi(S(h_{(1)}))\pi(h_{(2)})\pi(k) = \pi(S(h_{(1)}))\pi(h_{(2)})k$, for every $h, k \in H$.

**Definition 8.** Let $H$ be a Hopf $\mathbb{k}$-algebra, and let $B$ be a unital $\mathbb{k}$-algebra. A partial representation of $H$ in $B$ is a linear map $\pi : H \to B$ which satisfies the equivalent conditions of Proposition 7.

**Remark 9** ([6]). If $H$ is cocommutative, then the items in the definition of a partial representation coalesce into (PR1), (PR2) and (PR5).
We will show in the following that, under mild conditions, a partial $H$-module algebra $A$ carries a partial representation $\pi : H \to \text{End}(A)$ (this is well-known when $A$ is unital).

First note that if $A$ is any partial $H$-module algebra, then for all $x, y \in A$, $h \in H$, we have that
\[
\sum h_{(1)} \cdot S(h_{(2)}) \cdot xy = \sum (h_{(1)} \cdot S(h_{(2)}) \cdot x)y,
\]
because
\[
\sum h_{(1)} \cdot S(h_{(2)}) \cdot xy = \sum h_{(1)} \cdot [(S(h_{(3)}) \cdot x)(S(h_{(2)}) \cdot y)]
= \sum (h_{(1)} \cdot S(h_{(4)}) \cdot x)(h_{(2)} S(h_{(3)}) \cdot y)
= \sum (h_{(1)} \cdot S(h_{(2)}) \cdot x)y.
\]

Equality (1) means that the linear map $a \mapsto \sum h_{(1)} \cdot S(h_{(2)}) \cdot a$ is a right $A$-module map from $A$ to $A$ for every $h \in H$. Analogously, if the partial action is symmetrical, the equality
\[
\sum S(h_{(1)}) \cdot h_{(2)} \cdot xy = x(\sum S(h_{(1)}) \cdot h_{(2)} \cdot y)
\]
means that the linear map $a \mapsto \sum S(h_{(1)}) \cdot h_{(2)} \cdot a$ is a left $A$-module map from $A$ to $A$ for every $h \in H$.

**Lemma 10.** Let $A$ be a partial $H$-module algebra with symmetrical partial action and $H$ a Hopf algebra. If $A$ is either idempotent, $l(A) = 0$ or $r(A) = 0$ and the antipode of $H$ is bijective, then the linear map $\pi : H \to \text{End}(A)$, defined by $\pi(h)(a) = h \cdot a$, is a partial representation.

**Proof.** (PR1) is straightforward: given $a \in A$, $\pi(1_H)(a) = 1_H \cdot a = a$, therefore $\pi(1_H) = id_A$. Let us proceed by proving (PR2) and (PR3) first for an idempotent algebra $A$.

Since for any element $a \in A$ there exist $b_1, \ldots, b_n, c_1, \ldots, c_n \in A$ such that $a = \sum_{i=1}^n b_i c_i$ and $\pi$ is a linear map, we only need to check the axioms of partial representation for elements of the form $xy \in A$. Let $x, y \in A$ and $h, k \in H$, and
\[
\sum \pi(h)\pi(k_{(1)})\pi(S(k_{(2)}))(xy) = \sum h \cdot k_{(1)} \cdot S(k_{(2)}) \cdot (xy)
\]
\[
\sum h \cdot ((k_{(1)} \cdot S(k_{(2)}) \cdot x)y)
= \sum (h_{(1)} k_{(1)} \cdot S(k_{(2)}) \cdot x)(h_{(2)} \cdot y)
= \sum (h_{(1)} k_{(1)} \cdot S(k_{(4)}) \cdot x)(h_{(2)} k_{(2)} S(k_{(3)}) \cdot y)
= \sum hk_{(1)} \cdot [(S(k_{(3)}) \cdot x)(S(k_{(2)}) \cdot y)]
= \sum hk_{(1)} \cdot S(k_{(2)}) \cdot (xy)
= \sum \pi(hk_{(1)})\pi(S(k_{(2)}))(xy).
\]

This proves that item (PR2) holds. For item (PR3), we have that
\[
\sum \pi(k_{(1)})\pi(S(k_{(2)}))\pi(h)(xy) = \sum k_{(1)} \cdot S(k_{(2)}) \cdot h \cdot (xy)
= \sum k_{(1)} \cdot S(k_{(2)}) \cdot (h_{(1)} \cdot x)(h_{(2)} \cdot y)
= \sum k_{(1)} \cdot [(S(k_{(3)}) h_{(1)} \cdot x)(S(k_{(2)}) \cdot h_{(2)} \cdot y)]
= \sum (k_{(1)} \cdot S(k_{(2)}) h_{(1)} \cdot x)(h_{(2)} \cdot y)
= \sum k_{(1)} \cdot [(S(k_{(3)}) h_{(1)} \cdot x)(S(k_{(2)}) h_{(2)} \cdot y)]
= \sum k_{(1)} \cdot S(k_{(2)}) h \cdot (xy)
= \sum \pi(k_{(1)})\pi(S(k_{(2)}))(xy).
\]
Now we will assume that $A$ is not necessarily idempotent, but that instead we have $l(A) = 0$. Then, for every $a, x \in A$, $h, k \in H$, we have also that $\pi(1_H) = id_A$ and
\[
\sum \pi(h)\pi(k_{(1)})\pi(S(k_{(2)}))(a)x = [h \cdot k_{(1)} \cdot S(k_{(2)}) \cdot a]x
\]
\[
= \sum h_{(1)} \cdot [(k_{(1)} \cdot S(k_{(2)}) \cdot a)(S(h_{(2)}) \cdot x)]
\]
\[
= \sum (h_{(1)}k_{(1)} \cdot S(k_{(3)}) \cdot a)(h_{(2)} \cdot S(h_{(3)}) \cdot x)
\]
\[
= \sum h_{(1)}k_{(1)} \cdot [(S(k_{(3)}) \cdot a)(S(k_{(2)}) \cdot S(h_{(2)}) \cdot x)]
\]
\[
= \sum h_{(1)}k_{(1)} \cdot (a(S(h_{(2)}) \cdot x))
\]
\[
= \sum h_{(1)}k_{(1)} \cdot [(S(k_{(3)}) \cdot a)(S(k_{(2)})S(h_{(2)}) \cdot x)]
\]
\[
= \sum (hk_{(1)} \cdot S(k_{(2)}) \cdot a)x
\]
\[
= \sum \pi(hk_{(1)})\pi(S(k_{(2)}))(a)x.
\]
Since $l(A) = 0$ and this holds for all $x \in A$, we have that
\[
\sum \pi(h)\pi(k_{(1)})\pi(S(k_{(2)})) = \sum \pi(hk_{(1)})\pi(S(k_{(2)})).
\]
For item (PR3), we have that
\[
\sum \pi(h_{(1)})\pi(S(h_{(2)}))\pi(k)(a)x = \sum [h_{(1)} \cdot S(h_{(2)}) \cdot k \cdot a]x
\]
\[
= \sum h_{(1)} \cdot S(h_{(2)}) \cdot [(k \cdot a)x]
\]
\[
= \sum h_{(1)} \cdot (S(h_{(3)})k \cdot a)(S(h_{(2)}) \cdot x)
\]
\[
= \sum (h_{(1)} \cdot S(h_{(3)})k \cdot a)(h_{(2)}S(h_{(3)}) \cdot x)
\]
\[
= \sum (h_{(1)} \cdot S(h_{(3)})k \cdot a)x
\]
\[
= \sum \pi(h_{(1)})\pi(S(h_{(3)})k)(a)x.
\]
Since $l(A) = 0$ and this holds for all $x \in A$, we have that
\[
\pi(h_{(1)})\pi(S(h_{(2)}))\pi(k) = \pi(h_{(1)})\pi(S(h_{(3)})k).
\]
Finally, assume that $r(A) = 0$ and that the antipode is bijective. By recurring to Proposition 7 it is enough to prove that properties (PR4) and (PR5) hold. For item (PR4),
\[
\sum x\pi(h)\pi(S(k_{(1)}))\pi(k_{(2)})(a) = \sum x(h \cdot S(k_{(1)}) \cdot k_{(2)} \cdot a)
\]
\[
= \sum h_{(2)} \cdot [(S^{-1}(h_{(1)}) \cdot x)(S(k_{(1)}) \cdot k_{(2)} \cdot a)]
\]
\[
= \sum (h_{(2)} \cdot S^{-1}(h_{(1)}) \cdot x)(h_{(3)}S(k_{(1)}) \cdot k_{(2)} \cdot a)
\]
\[
= \sum h_{(2)}S(k_{(1)}) \cdot [(k_{(2)} \cdot S^{-1}(h_{(1)}) \cdot x)(k_{(3)} \cdot a)]
\]
\[
= \sum h_{(2)}S(k_{(1)}) \cdot [(k_{(2)}S^{-1}(h_{(1)}) \cdot x)(k_{(3)} \cdot a)]
\]
\[
= \sum x(hS(k_{(1)}) \cdot k_{(2)} \cdot a)
\]
\[
= \sum x\pi(hS(k_{(1)}))\pi(k_{(2)})(a),
\]
since $r(A) = 0$ and this holds for all $x \in A$, we have that
\[
\sum \pi(h)\pi(S(k_{(1)}))\pi(k_{(2)}) = \sum \pi(hS(k_{(1)}))\pi(k_{(2)}).
The calculations needed to verify item (PR5) are similar, although in this case the bijectivity of the antipode of $H$ is not needed.

**Corollary 11.** Let $H$ be a cocommutative Hopf algebra and $A$ a partial $H$-module algebra with symmetrical partial action. If $r(A) = 0$ or $l(A) = 0$, then the linear map $\pi : H \to \text{End}(A)$, defined by $\pi(h)(a) = h \cdot a$, is a partial representation.

This corollary shows that if $G$ is a group, $H = kG$ and $A$ is a partial $H$-module algebra with symmetrical partial action, then the mapping $\pi(g)(a) = g \cdot a$ defines a partial representation and since

$$\sum \pi(h(1))\pi(S(h(2)))\pi(h(3)) = \sum \pi(h(1))\pi(S(h(2))h(3)) = \pi(h)\pi(1_H) = \pi(h),$$

for every partial representation $\pi : H \to \text{End}(A)$, we have that

$$g \cdot g^{-1} \cdot g \cdot a = g \cdot a,$$

for every $a \in A$, $g \in G$. This equality will be useful in the next section.

**Definition 12 ([6]).** Let $H$ be a Hopf algebra. A partial $H$-module is a vector space $M$ with a partial representation $\pi : H \to \text{End}(M)$.

Motivated by the relation between $H$-modules and representations of $H$, Alves, Batista and Vercruysse presented in [6] an equivalent definition of partial $H$-module.

**Definition 13.** Let $H$ be a Hopf algebra. A partial $H$-module is a vector space $M$ with a linear map $\bullet : H \otimes M \to M$ satisfying the following properties:

- $(P1)$ $1_H \bullet m = m$;
- $(P2)$ $\sum h \bullet (k(1) \bullet (S(k(2)) \bullet m)) = hk(1) \bullet (S(k(2)) \bullet m)$;
- $(P3)$ $\sum h(1) \bullet (S(h(2)) \bullet (k \bullet m)) = h(1) \bullet (S(h(2))k \bullet m)$.

Of course, as a consequence of Proposition [7], the following equalities also hold for a partial $H$-module:

- $(P4)$ $\sum h \bullet (S(k(1)) \bullet (k(2) \bullet m)) = hS(k(1)) \bullet (k(2) \bullet m)$;
- $(P5)$ $\sum S(h(1)) \bullet (h(2) \bullet (k \bullet m)) = S(h(1)) \bullet h(2) \bullet (k \bullet m)$.

In what follows, by a partial $H$-module we will always mean a vector space endowed with a linear map $\bullet : H \otimes A \to A$ as in Definition [13]. If $M$ and $N$ are partial $H$-modules, a morphism of partial $H$-modules is a $k$-linear map $f : M \to N$ such that $f(h \bullet m) = h \bullet f(m)$ for every $h \in H$ and $m \in M$ (equivalently, $f\pi_M(h) = \pi_N(h)f$, where $\pi_M : H \to \text{End}(M)$ and $\pi_N : H \to \text{End}(N)$ are the corresponding partial representations). The category of partial $H$-modules will be denoted by $H\text{Mod}_{\text{par}}$.

The defining equations of a partial representation suggest the following construction.

**Definition 14 ([6]).** Let $H$ be a Hopf algebra. The algebra $H_{\text{par}}$ is the quotient algebra $T(H)/I$, where $T(H)$ is the tensor algebra and $I$ is the ideal generated by the elements:

- $(1)$ $1_H - 1_{T(H)}$;
- $(2)$ $\sum x \otimes y(1) \otimes S(y(2)) - xy(1) \otimes S(y(2))$;
- $(3)$ $\sum x \otimes S(y(1)) \otimes y(2) - xS(y(1)) \otimes y(2)$;

Recall from [6] that, when the Hopf algebra $H$ has a bijective antipode, the category of the partial $H$-modules is isomorphic to the category of the $H_{\text{par}}$-modules.

In fact, if we denote the class of $x^n$ in $T(H)/I$ by $[x^n]$, it is clear that the map

$$t : H \to H_{\text{par}}, \ h \mapsto [h]$$

is a partial representation, and every partial representation factors through it: if $M$ is a partial $H$-module, the corresponding structure of left $H_{\text{par}}$-module is defined by $[h] \cdot m = h \bullet m$. 
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[1] Vercruysse presented in [6] an equivalent definition of partial $H$-module.
Given \( h \in H \), let \( \varepsilon_h = [h_{(1)}][S(h_{(2)})] \). From [6] we know that \( H_{\text{par}} \) is generated, as a vector space, by elements of the form

\[ \varepsilon_{k_1} \cdots \varepsilon_{k_n} [h]. \]

If \( A \subset H_{\text{par}} \) is the subalgebra

\[ A = \text{span}\{\varepsilon_{k_1} \cdots \varepsilon_{k_n}; \ h^i \in H\}, \]

then there exists a canonical partial action of \( H \) on \( A \), given by

\[ h \cdot a = [h_{(1)}] \cdot a [S(h_{(2)})], \]

and in [6] it is proved that the linear map

\[ \frac{A\# H}{H_{\text{par}}}, \ (a \# h)1_A \mapsto a[h] \]

is an isomorphism of algebras.

This last isomorphism provides another equivalence of categories \( H_M^\text{par} \cong A\# H_M \) which is given explicitly by the following: if \( M \) is a left \( A\# H \)-module, then it is also a partial \( H \)-module by the rule

\[ h \cdot m := (1_A \# h) \triangleright m, \]

and, as we can see in [6], we have that for \( a = \varepsilon_{k_1} \cdots \varepsilon_{k_n} \in A, m \in M, k \in H, \)

\[ (a \# k) \triangleright m = \sum h_{(1)}^1 \cdot (S(h_{(2)}^1) \cdot (\cdots (h_{(1)}^n \cdot (S(h_{(2)}^n) \cdot (k \cdot m)) \cdots)). \]

Also in [6], the authors highlight that every partial \( H \)-module \( M \) can be viewed as an \( A \)-bimodule: there are algebra morphisms

\[ s : A \to \frac{A\# H}{H_{\text{par}}}, \quad s(a) = a \# 1_H, \]

and

\[ t : A^{\text{op}} \to \frac{A\# H}{H_{\text{par}}}, \quad t(\varepsilon_h) = (1_A \# h_{(2)})(1_A \# S^{-1}(h_{(1)})), \]

which satisfy \( s(a)t(b) = t(b)s(a) \) for all \( b \in A \), and so

\[ am := s(a) \triangleright m, \quad ma := t(a) \triangleright m \]

define an \( A \)-bimodule structure on \( M \). We note that \( s \) and \( t \) are part of the Hopf algobroid structure on \( H_{\text{par}} \) (see [6]).

**Definition 15 ([12]).** Let \( A \) be a unital partial \( H \)-module algebra. A vector space \( M \) is a (left) partial \( (A, H) \)-module if \( M \) is a left \( A \)-module together with a linear map \( H \otimes M \to M, h \otimes m \mapsto hm \) such that:

1. \( 1_H m = m; \)
2. \( h(a(km)) = \sum (h_{(1)} \cdot a)((h_{(2)} k)m), \)

for every \( h, k \in H, a \in A, m \in M \).

Since for every \( h \in H \), we have that

\[ h \cdot 1_A = \sum [h_{(1)}][S(h_{(2)})] = \varepsilon_h \]

and, as we can see in [12], every \( \frac{A\# H}{H_{\text{par}}} \)-module is a partial \( (A, H) \)-module, then we have that

\[ h \cdot x = h \cdot (1_A x) = \sum \varepsilon_{h_{(1)}} (h_{(2)} \cdot x), \quad (4) \]

and

\[ h \cdot x = h \cdot (x 1_A) = \sum (h_{(1)} \cdot x)\varepsilon_{h_{(2)}}, \quad (5) \]

Now we will present a definition of partial \( (A, H) \)-modules for when \( A \) does not have a unit.

**Definition.** Let \( A \) be an associative partial \( H \)-module algebra. A vector space \( M \) is a (left) partial \( (A, H) \)-module if \( M \) is an unital \( A \)-module together with a linear map \( H \otimes M \to M, h \otimes m \mapsto hm \) such that:
(1) $1_H m = m$;
(2) $h(a(km)) = \sum (h_{(1)} \cdot a)((h_{(2)}k)m)$, for every $h, k \in H, a \in A, m \in M$.

Recall that if $A$ is a partial $H$-module algebra with unit, then the smash product $A\#H$ is the algebra defined by: $A\#H = A \otimes H$ as vector space, and the product is given by

$$(a \otimes h)(b \otimes k) = \sum a(h_{(1)} \cdot b) \otimes h_{(2)}k.$$

This structure is defined in [10], where Caenepeel and Jansen noticed that $A\#H$ may not have unit, but the subalgebra $A\#H = (A\#H)(1_A \# 1_H)$, that is called the partial smash product, has unit $1_A \# 1_H$. Also in [10], the authors proved that $A\#H$ is an $A$-bimodule, and here we highlight that $A\#H$ is, in fact, the unital part of $A\#H$ as an $A$-bimodule. Note that $A\#H$ is generated by the elements $a\#h = \sum a(h_{(1)} \cdot 1_A) \otimes h_{(2)}$ and $\sum a(h_{(1)} \cdot 1_A)\#h_{(2)} = a\#h$.

For nonunital partial $H$-module algebras, we will construct the smash product in the same way: $A\#H = A \otimes H$ as vector space, and the product is given by

$$(a \otimes h)(b \otimes k) = \sum a(h_{(1)} \cdot b) \otimes h_{(2)}k.$$

Now, consider the vector space $A\#H = (A\#H)(A\#1_H)$, which corresponds to the partial smash product when $A$ has unit, and because of that, we will also call it partial smash product. In fact, $A\#H$ is the unital sub $A$-bimodule of $A\#H$, and it is generated by the elements $\sum a(h_{(1)} \cdot b)\#h_{(2)}$.

Also, note that whenever $A$ is at least an idempotent partial $H$-module algebra, then $a \otimes 1_H \in A\#H$, for every $a \in A$. It is a consequence of the fact that $xy \otimes 1_H = (x \otimes 1_H)(y \otimes 1_H)$. Hence we have the following:

**Proposition 17.** Let $A$ be an idempotent partial $H$-module algebra. Then $A\#H$ is an idempotent algebra.

In [12] it was proved that, when $A$ is a unital algebra, $A\#H$-modules are partial $(A,H)$-modules and vice-versa. But even for a nonunital partial $H$-module algebra $B$, essentially the same argument shows that whenever $M$ is a partial $(B,H)$-module, it is then a $B\#H$-module with action

$$\sum a(h_{(1)} \cdot b)\#h_{(2)} \triangleright m = a(h \cdot (bm));$$

moreover, if $M$ is a unital $B$-module (i.e., $BM = M$), then $M$ will also be a unital $B\#H$-module. For the converse we have two problems: one of them is that even if $M$ is a unital $B\#H$-module, it might not be a unital $B$-module with respect to the induced action. The other problem is that, even when $M$ is a unital $B$-module, it is not clear how should one define a linear map $H \otimes M \to M$ such that, with the structure of $B$-module induced by the action of $B\#H$, $M$ becomes a partial $(B,H)$-module. Nevertheless, this can be achieved when $M$ is a unital $B$-module and $B$ is a left $s$-unital algebra.

Recall that a ring $B$ is left $s$-unital if for each $b \in B$ there exists $x \in B$ such that $xb = b$ (see for instance ([16, 22, 24])). It is clear that in this case $B$ is idempotent and also that $r(B) = 0$. It can be shown that if $B$ is $s$-unital, $M$ is a unital $B$-module and $m_1, \ldots, m_n \in M$, then there exists $x \in B$ such that $x m_j = m_j$ for $j = 1, 2, \ldots, n$ [24, Thm.1]. This property holds in particular for $M = B$.

Assume that $M$ is a unital $B\#H$-module and that $B$ is a left $s$-unital algebra, then $M$ is also a unital $B$-module with the induced action. In fact, if $M$ is a unital $B\#H$-module, then there exist $a_i, b_i \in B$ and $h^i \in H$ such that

$$m = \sum_{i,h} a_i(h^i_{(1)} \cdot b_i)\#h^i_{(2)} \triangleright m_i,$$
but since $B$ is a left $s$-unital algebra, there exists $x \in B$ such that $xa_i = a_i$ for every $a_i$, which means that

$$m = x \# 1_H \triangleright \sum_{i,h} a_i (h^{i_1}_1 \cdot b_i) \# h^{i_2}_2 \triangleright m_i.$$

Now, given $h \in H$ and $m \in M$, we define $hm = \sum h^{(1)} \cdot x \# h^{(2)} \triangleright m$, where $x \in B$ is such that $xm = m$. Note that if also $m = ym$, there exists $z \in B$ such that $yz = y$ and $zx = x$, then $zm = m$ and

$$\sum h^{(1)} \cdot x \# h^{(2)} \triangleright m = \sum h^{(1)} \cdot zx \# h^{(2)} \triangleright m$$

$$= \sum h^{(1)} \cdot z \# h^{(2)} \triangleright x \# 1_H \triangleright m$$

$$= \sum h^{(1)} \cdot z \# h^{(2)} \triangleright xm$$

$$= \sum h^{(1)} \cdot z \# h^{(2)} \triangleright ym$$

$$= \sum h^{(1)} \cdot z \# h^{(2)} \triangleright y \# 1_H \triangleright m$$

$$= \sum h^{(1)} \cdot zy \# h^{(2)} \triangleright m$$

$$= \sum h^{(1)} \cdot y \# h^{(2)} \triangleright m,$$

hence $h \otimes m \mapsto h \cdot m$ is well-defined.

Moreover, since $M$ is also a unital $B$-module given by $a \otimes m \mapsto am = a \# 1_H \triangleright m$, for every $a \in B, m \in M$, it follows that

$$1_H m = x \# 1_H \triangleright m = xm = m.$$

Also, let $a \in B$, $m \in M$, $h, k \in H$ and consider $x, y \in B$ such that $xa = a, x(a(km)) = a(km)$ and $ym = m$; then we have that

$$h(a(km)) = \sum [h^{(1)} \cdot x \# h^{(2)}] \triangleright [a \# 1_H] \triangleright [k^{(1)} \cdot y \# k^{(2)}] \triangleright m$$

$$= \sum h^{(1)} \cdot xa \# h^{(2)} \triangleright [k^{(1)} \cdot y \# k^{(2)}] \triangleright m$$

$$= \sum [(h^{(1)} \cdot a)(h^{(2)}k^{(1)} \cdot y) \# h^{(3)}k^{(2)}] \triangleright m$$

$$= \sum [h^{(1)} \cdot a \# 1_H] \triangleright [h^{(2)}k^{(1)} \cdot y \# h^{(3)}k^{(2)}] \triangleright m$$

$$= \sum (h^{(1)} \cdot a)(h^{(2)}km).$$

Therefore, $M$ is a partial $(B, H)$-module.

**Proposition 18.** Let $H$ be a Hopf algebra and $B$ be an left $s$-unital partial $H$-module algebra.

1. If $M$ is a unital $B \# H$-module, then it is a partial $(B, H)$-module;
2. If $M$ is a partial $(B, H)$-module, then it is a unital $B \# H$-module.

Recall that in [22], García and Simon defined the torsion of a left $A$-module $M$ as the $A$-submodule $t_A(M) = \{m \in M \mid am = 0, \forall a \in A\}$. With this concept we can prove a similar result to Proposition 18 for a more general class of nonunital algebras.

Let $B$ be an idempotent algebra and $H$ a Hopf algebra with bijective antipode. We will show that a unital left $B \# H$-module $M$ with trivial torsion $B$-submodule $(t_B(M) = \{m \in M \mid am = \sum a \# 1_H \triangleright m = 0, \forall a \in B\} = 0)$ is a partial $(B, H)$-module.
In fact, for every \( a, b, c \in B \), \( m \in M \), we have that

\[
\sum a(h_{(2)} \cdot S^{-1}(h_{(1)}) \cdot b)\# h_{(3)} \triangleright cm = \sum a(h_{(2)} \cdot S^{-1}(h_{(1)}) \cdot b)\# h_{(3)} \triangleright c\#1_H \triangleright m
\]

\[
= \sum a(h_{(2)} \cdot ((S^{-1}(h_{(1)}) \cdot b)c))\# h_{(3)} \triangleright m
\]

\[
= \sum ab(h_{(1)} \cdot c)\# h_{(2)} \triangleright m
\]

\[
= ab\#1_H \triangleright \sum (h_{(1)} \cdot c)\# h_{(2)} \triangleright m.
\]

Then, since every element of \( B \) is a finite sum of products in \( B \) and \( t_B(M) = 0 \), whenever \( m = \sum_i a_i m_i = \sum_j b_j n_j \in M \), we have that \( \sum_i (h_{(1)} \cdot a_i)\# h_{(2)} \triangleright m_i = \sum_j (h_{(1)} \cdot b_j)\# h_{(2)} \triangleright n_j \). Hence, the linear map \( H \otimes M \to M \) given by \( h(am) = \sum (h_{(1)} \cdot a)\# h_{(2)} \triangleright m \) is well-defined, and straightforward computations show that \( M \) is a partial \((B, H)\)-module. To assure that \( M \) will be a unital \( B \)-module induced by the action of \( B\# H \), note that since \( B \) is idempotent, for every \( a, b \in B \), \( h \in H \), there exist \( a_i, c_i \in B \) such that \( a = \sum a_i c_i \) and, therefore,

\[
\sum_h a(h_{(1)} \cdot b)\# h_{(2)} = \sum_{i, h} (a_i\#1_H)(c_i(h_{(1)} \cdot b)\# h_{(2)}).
\]

This proves the next result.

**Proposition 19.** Let \( H \) be a Hopf algebra with bijective antipode and \( B \) be any partial \( H \)-module algebra.

1. If \( M \) is a unital \( B\# H \)-module such that

\[
t_B(M) = \{ m \in M ; \text{ } a m = a\#1_H \triangleright m = 0, \forall a \in B \} = 0,
\]

then it is a partial \((B, H)\)-module;

2. If \( M \) is a partial \((B, H)\)-module, then it is a unital \( B\# H \)-module.

**Lemma 20.** Let \( B \) be a (not necessarily unital) algebra in \( H\mathcal{M}^{par} \), where \( H \) is a Hopf algebra with bijective antipode. Then \( H \) acts partially in \( B \) with symmetrical partial action.

**Proof.** In fact, for every \( x, y \in B \), \( h, k \in H \), since \( H_{par} \simeq A\# H \), we have that

\[
1_H \cdot x = 1_A\#1_H \triangleright x = 1_{A\# H} \triangleright x = x,
\]

\[
h \cdot (x(k \cdot y)) = 1_A\# h \triangleright (x(1_A\# k \triangleright y))
\]

\[
= \sum (1_A\# h_{(1)} \triangleright x)((1_A\# h_{(2)})(1_A\# k) \triangleright y)
\]

\[
= \sum (h_{(1)} \cdot x)(((h_{(2)} \cdot 1_A)\# h_{(3)} k) \triangleright y)
\]

\[
= \sum (h_{(1)} \cdot x)((\epsilon h_{(2)}\#1_H)(1_A\# h_{(3)} k) \triangleright y)
\]

\[
= \sum (h_{(1)} \cdot x)\epsilon h_{(2)} ((1_A\# h_{(3)} k) \triangleright y)
\]

\[
= \sum (h_{(1)} \cdot x)\epsilon h_{(2)} ((h_{(3)} k) \cdot y)
\]

\[
= \sum (h_{(1)} \cdot x)((h_{(2)} k) \cdot y),
\]
and for the symmetrical case,

\[ h \bullet ((k \bullet x)y) = \sum ((1_A \# h(1))(1_A \# k) \triangleright x)(1_A \# h(2) \triangleright y) \]

\[ = \sum ((h(1) \cdot 1_A \# h(2)) \triangleright x)(h(3) \bullet y) \]

\[ = \sum ((h(2)S^{-1}(h(1))) \cdot 1_A)(h(3) \cdot 1_A \# h(3)k \triangleright x)(h(4) \bullet y) \]

\[ = \sum (h(2) \cdot S^{-1}(h(1)) \cdot 1_A \# h(3)k \triangleright x)(h(4) \bullet y) \]

\[ = \sum ((1_A \# h(2))(S^{-1}(h(1))) \cdot 1_A \# k \triangleright x)(h(3) \bullet y) \]

\[ = \sum ((1_A \# h(4))(S^{-1}(h(3)) \cdot 1_A \# S^{-1}(h(2))h(1)k \triangleright x)(h(5) \bullet y) \]

\[ = \sum ([(1_A \# h(3))(1_A \# S^{-1}(h(2)))](1_A \# h(1)k \triangleright x)(h(4) \bullet y) \]

\[ = \sum ([(1_A \# h(3))(1_A \# S^{-1}(h(2)))] \triangleright (1_A \# h(1)k) \triangleright x)(h(4) \bullet y) \]

\[ = \sum (1_A \# h(1)k \triangleright x)\epsilon_{h(2)}(h(3) \bullet y) \]

\[ \square \sum (h(1)k \bullet x)(h(2) \bullet y). \]

**Lemma 21.** Let \( H \) be a Hopf algebra with bijective antipode and \( B \) a partial \( H \)-module algebra with symmetrical partial action. If either \( B \) is idempotent, \( r(B) = 0 \) or \( l(B) = 0 \), then \( B \) is an algebra in \( H\mathcal{M}^\text{par} \).

**Proof.** We proved that a partial \( H \)-module algebra with these properties is a partial \( H \)-module and, since \( H \) acts partially in \( B \), the multiplication of \( B \) is clearly a morphism of partial \( H \)-modules. Then, as the base algebra of the monoidal structure of \( H\mathcal{M}^\text{par} \) is \( A \), i.e., the tensor of this category is over \( A \), we only need to show that \( B \) is, in fact, an \( A \)-bimodule and the multiplication of \( B \) is balanced. First, we consider \( B \) as an \( A \)-bimodule with the structure presented in [6] given by

\[ \epsilon_h x = \sum h(1) \bullet S(h(2)) \bullet x \]

\[ x \epsilon_h = \sum h(2) \bullet S^{-1}(h(1)) \bullet x. \]

We already saw that the linear map \( x \mapsto \sum h(1) \cdot S(h(2)) \cdot x \) is a morphism of right \( B \)-modules and that the linear map \( x \mapsto \sum h(2) \cdot S^{-1}(h(1)) \cdot x \) is a morphism of left \( B \)-modules. Hence, the multiplication of \( B \) is a morphism of \( A \)-bimodules. To show that the multiplication of \( B \) is also balanced, we have that

\[ (x \epsilon_h) y = \sum (h(2) \bullet S^{-1}(h(1)) \bullet x)y \]

\[ = \sum (h(2) \bullet S^{-1}(h(1)) \bullet x)(h(3)S(h(4)) \bullet y) \]

\[ = \sum (h(2)S^{-1}(h(1)) \bullet x)(h(3) \bullet S(h(4)) \bullet y) \]

\[ = \sum x(h(1) \bullet S(h(2)) \bullet y) \]

\[ = x(\epsilon_h y). \]

\[ \square \]

These results lead us to the following theorem.

**Theorem 22.** Let \( H \) be a Hopf algebra with bijective antipode. Then, when we consider only algebras that either are idempotent or have trivial right or left annihilator, there exist a bijective correspondence between algebras in \( H\mathcal{M}^\text{par} \) and partial \( H \)-module algebras with symmetrical partial action.
2.3. Partial Hopf Actions and Partial Group Actions. The concept of a partial action of a Hopf algebra has its origins in the theory of partial group actions, which predates the former by some 14 years (see for instance the survey [15]). We recall the definition of a partial action of a group $G$.

**Definition 23 ([17]).** A partial action $\alpha$ of a group $G$ on an algebra $A$ consists of a family of two-sided ideals $D_g$ in $A$, $g \in G$, and algebra isomorphisms $\alpha_g : D_{g^{-1}} \rightarrow D_g$, such that:

1. $D_1 = A$ and $\alpha_1 : A \rightarrow A$ is the identity;
2. $\alpha_g(D_{g^{-1}} \cap D_h) \subseteq D_g \cap D_{gh}$;
3. $\alpha_g(\alpha_h(x)) = \alpha_{gh}(x)$, for any $x \in D_{h^{-1}} \cap D_{(gh)^{-1}}$.

Note that $A$ might be a nonunital algebra. It is well-known that if $A$ is a unital algebra then there is a bijective correspondence between partial actions of the group algebra $kG$ and partial actions of the group $G$ on $A$ such that the ideals $D_g$ are generated by central idempotents, i.e., $D_g = Ae_g$ for every $g \in G$, $e_g$ a central idempotent (see for instance [3] and [10]). We will prove that a similar correspondence still holds when we consider algebras without identity.

The correspondence proved in [10] implies that given a symmetrical partial $kG$-action on a unital algebra $A$, the elements $g \cdot 1_A$, for $g \in G$, are central idempotents of $A$, and the ideals of the induced partial $G$-action are of the form $D_g = A(g \cdot 1_A)$. But for every $a \in A$, we have that

$$a(g \cdot 1_A) = (gg^{-1} \cdot a)(g \cdot 1_A) = g \cdot g^{-1} \cdot a,$$

which means that if we define the algebra maps

$$\psi_g : A \rightarrow A \quad a \mapsto g \cdot g^{-1} \cdot a,$$

then $D_g = \psi_g(A)$. This remark is the key for extending the correspondence between symmetrical partial $kG$-algebras and a class of partial $G$-actions for nonunital algebras.

**Lemma 24.** Consider a symmetric partial $kG$-action on an associative algebra $A$, let $g \in G$ and let $\psi_g : A \rightarrow A$ be as defined above.

1. $\psi_g$ is an $A$-bimodule map.
2. $\psi_g(A)$ is an ideal of $A$.
3. If $A = A^2$, $r(A) = 0$ or $l(A) = 0$ then $\psi_g^2 = \psi_g$.

**Proof.** In fact, for every $g \in G$, $a, b, x \in A$, we have that

$$\psi_g(axb) = g \cdot g^{-1} \cdot (axb) = (gg^{-1} \cdot a)(g \cdot g^{-1} \cdot (xb)) = a(g \cdot g^{-1} \cdot x)(gg^{-1} \cdot b) = a\psi_g(x)b.$$

It is then obvious that $\psi_g(A)$ is an ideal. Since $\psi_g$ is an $A$-bimodule map and also an algebra map it also follows that, for every $a, b \in A$,

$$\psi_g^2(ab) = \psi_g(a\psi_g(b)) = \psi_g(a)\psi_g(b) = \psi_g(ab)$$

and

$$a\psi_g^2(b) = \psi_g^2(ab) = \psi_g(ab) = a\psi_g(b),$$

which means that $a(\psi_g^2(b) - \psi_g(b)) = 0$. Analogously, we can show that $(\psi_g^2(b) - \psi_g(b))a$, for every $a, b \in A$. Therefore $\psi_g^2 = \psi_g$ whenever $A = A^2$, $r(A) = 0$ or $l(A) = 0$. □

The next lemma follows directly from the previous section.

**Lemma 25.** Let $A$ be a partial $kG$-module algebra with symmetrical partial action and $\psi_g$ as before. If $A$ is idempotent, $r(A) = 0$ or $l(A) = 0$, then:

1. $g \cdot h \cdot h^{-1} \cdot a \in \psi_{gh}(A)$;
2. $g \cdot h \cdot a = gh \cdot h^{-1} \cdot h \cdot a$;
3. $\psi_g \psi_h = \psi_{gh} \psi_g$;
4. $g \cdot g^{-1} \cdot h \cdot a = h \cdot h^{-1}g \cdot g^{-1}h \cdot a$,

for every $a \in A$, $g, h \in G$. 


Proposition 26. Let $A$ be an associative algebra such that $A^2 = A$, $r(A) = 0$ or $l(A) = 0$. There is a bijective correspondence between symmetrical partial $kG$-actions on $A$ and partial $G$-actions $\alpha = \{\alpha_g\}_{g \in G}, \{D_g\}_{g \in G}$ on $A$ endowed with algebra epimorphisms $p_g : A \to D_g$, such that:

1. $p_1 : A \to A$ is the identity of $A$
2. $p_g^2 = p_g$
3. $p_g p_h = p_h p_g$
4. $p_g \alpha_h = \alpha_h p_{h^{-1} g} |_{D_{h^{-1}}}$

Proof. Let $A$ be a partial $kG$-module algebra with symmetrical partial action. For each $g \in G$, consider $D_g = \psi_g(A), p_g = \psi_g$ and define $\alpha_g : D_{g^{-1}} \to D_g$ by $\alpha_g(\psi_{g^{-1}}(a)) = g \cdot \psi_{g^{-1}}(a)$. We will prove that $\alpha$ is a partial group action. First, note that $\psi_1(A) = A$ and $\alpha_1(\psi_1(a)) = a$. Now, $\psi_g(a) = \psi_g^2(a) = g \cdot g^{-1} \cdot g \cdot g^{-1} \cdot a = \alpha_g(\psi_{g^{-1}}(g^{-1} \cdot a))$, i.e., $\alpha_g$ is surjective. For the injectivity of $\alpha_g$, assume that $\alpha_g(\psi_{g^{-1}}(a)) = \alpha_g(\psi_{g^{-1}}(b))$, then

$$g^{-1} \cdot g \cdot a = g^{-1} \cdot g \cdot g^{-1} \cdot g \cdot b = g^{-1} \cdot g \cdot g^{-1} \cdot a,$$

i.e., $\psi_{g^{-1}}(a) = \psi_{g^{-1}}(b)$. Since all $\alpha_g$ are clearly algebra morphisms, we have that they are algebra isomorphisms.

Now, let us prove that $\alpha_g(D_{g^{-1}} \cap D_h) = D_g \cap D_{gh}$. In fact, for any $x \in D_{g^{-1}} \cap D_h$, there exist $a, b \in A$ such that $x = \psi_{g^{-1}}(a) = \psi_h(b)$, then on one hand

$$\alpha_g(x) = \alpha_g(\psi_{g^{-1}}(a)) = g \cdot g^{-1} \cdot g \cdot a = \psi_g(g \cdot a) \in D_g,$$

and on the other hand,

$$\alpha_g(x) = \alpha_g(\psi_h(b)) = g \cdot h \cdot h^{-1} \cdot b \in \psi_{gh}(A) = D_{gh}.$$

Hence $\alpha_g(D_{g^{-1}} \cap D_h) \subseteq D_g \cap D_{gh}$.

For the last axiom of the definition of partial group action, let $x \in D_{h^{-1}} \cap D_{(gh)^{-1}}$, then there exists $a \in A$ such that $x = \psi_{h^{-1}}(a)$ and

$$\alpha_g(\alpha_h(x)) = \alpha_g(\alpha_h(\psi_{h^{-1}}(a))) = g \cdot h \cdot h^{-1} \cdot h \cdot a = gh \cdot h^{-1} \cdot h \cdot a = \alpha_{gh}(x).$$

Item (4) is a direct consequence of item (4) of Lemma 25.

For the converse of the proposition, suppose that $\alpha$ is a partial group action of $G$ on $A$ and that there exist algebra morphisms of $A$ onto the ideals $p_g : A \to D_g$ that satisfy items (1), (2), (3) and (4) of the proposition. Define a map $kG \otimes A \to A$ by $g \cdot a = \alpha_g(\psi_{g^{-1}}(a))$, then

$$1_G \cdot a = \alpha_1(p_1(a)) = a$$

and

$$g \cdot (a(h \cdot b)) = \alpha_g(p_{g^{-1}}(a \alpha_h(p_{h^{-1}}(b))))$$

$$= \alpha_g(p_{g^{-1}}(a)) \alpha_g(p_{g^{-1}}(\alpha_h(p_{h^{-1}}(b))))$$

$$= \alpha_g(p_{g^{-1}}(a)) \alpha_g(\alpha_h(p_{h^{-1}g^{-1}p_{h^{-1}}(b)}))$$

$$= \alpha_g(p_{g^{-1}}(a)) \alpha_{gh}(p_{h^{-1}g^{-1}p_{h^{-1}}(b)})$$

$$= \alpha_g(p_{g^{-1}}(a)) \alpha_{gh}(p_{h^{-1}p_{h^{-1}g^{-1}}(b)})$$

$$= \alpha_g(p_{g^{-1}}(a)) \alpha_{gh}(p_{h^{-1}g^{-1}p_{h^{-1}}(b)})$$

$$= \alpha_g(p_{g^{-1}}(a)) \alpha_{gh}(p_{h^{-1}g^{-1}p_{h^{-1}}(b)}) = (g \cdot a)(gh \cdot b).$$
Analogously, $g \cdot ((h \cdot a)b) = (gh \cdot a)(g \cdot b)$. Hence $A$ is a partial $kG$-module algebra with symmetrical partial action. \qed

**Definition 27.** Let $\alpha$ be a partial action of the group $G$ on the algebra $A$. A family of algebra morphisms $\{p_g : A \to D_g\}_{g \in G}$ that satisfies all the properties mentioned in the previous proposition will be called a family of \(\alpha\)-projections.

Note that $\alpha$-projections correspond, in the case of nonunital algebras, to the central idempotents that characterize, in the case of unital algebras, the partial $G$-actions that come from partial $kG$-actions. In fact, if $A$ is unital and $D_g = A1_g$, we only need to consider the linear maps $p_g : A \to D_g$ defined by $p_g(a) = a1_g$. Clearly each $p_g$ is an algebra map and any two such projections commute. For the last property, we have that

$$
\alpha_k p_{k^{-1}}g p_{k^{-1}}(a1_{k^{-1}}) = \alpha_k(a1_{k^{-1}}1_{k^{-1}}g) = \alpha_k(a1_{k^{-1}})\alpha_k(1_{k^{-1}}1_{k^{-1}}g) = \alpha_k(a1_{k^{-1}})1_g = \alpha_k(a1_{k^{-1}})1_g = p_g\alpha_k(a1_{k^{-1}}).
$$

Actually, the partial $G$-action induced by a partial $kG$-action is a regular partial action, as we will prove next.

**Definition 28 ([1]).** A regular partial $G$-action is a partial action such that for every $g_1, \cdots, g_n \in G$, we have that

$$D_{g_1} \cap \cdots \cap D_{g_n} = D_{g_1} \cdot D_{g_2} \cdots D_{g_n}.
$$

If we consider only idempotent algebras, then the bijection of the previous proposition is between symmetrical partial $kG$-actions and regular partial $G$-actions. In fact, for every $g_1, \cdots, g_k \in G$, since every $p_{g_i}$ is a projection, we have that if $x \in D_{g_1} \cap \cdots \cap D_{g_k}$ then

$$x = p_{g_1}(x) = \cdots = p_{g_k}(x)
$$

and since $x = \sum_{i=1}^n a_{i_1} \cdots a_{k_i}$, for some $a_{ji} \in A$, $1 \leq j \leq k$, $1 \leq i \leq n$, $x = p_{g_1} \circ \cdots \circ p_{g_k}(x)$

$$= \sum_{i=1}^n p_{g_1} \circ \cdots \circ p_{g_k}(a_{i_1} \cdots a_{k_i})
$$

$$= \sum_{i=1}^n (p_{g_1} \circ \cdots \circ p_{g_k}(a_{i_1})) \cdots (p_{g_1} \circ \cdots \circ p_{g_k}(a_{k_i})) \in D_{g_1} \cdot D_{g_2} \cdots D_{g_k},$$

because the projections commute. Hence $D_{g_1} \cap \cdots \cap D_{g_n} \subseteq D_{g_1} \cdot D_{g_2} \cdots D_{g_n}$, and the other inclusion is a consequence of every $D_g$ being an ideal.

### 2.4. Connections with partial actions of Multiplier Hopf Algebras

Fonseca et al. introduced partial actions of a multiplier Hopf algebra $H$ on a nondegenerate algebra $A$, i.e., $r(A) = l(A) = 0$. In this section we will show that when $H$ has $1_H$ (i.e., $H$ is a Hopf algebra), both definitions of partial actions coincide. Let us recall the definition of partial action considered in [9] (see also [21]).

**Definition 29.** [9] Let $H$ be a regular multiplier Hopf algebra, $A$ be a nondegenerate algebra and $M(A)$ be its multiplier algebra. A triple $(A, \cdot, \epsilon)$ is a partial $H$-module algebra if $\cdot$ is a linear map,

$$\cdot : H \otimes A \rightarrow A$$

$$h \otimes a \mapsto h \cdot a$$

and $\epsilon$ is a linear map $\epsilon : H \rightarrow M(A)$ satisfying the following conditions, for all $h, k \in H$ and $a, b \in A$:
(1) $h \cdot (a(k \cdot b)) = \sum (h(1) \cdot a)(h(2)k \cdot b)$;
(2) $\epsilon(h)(k \cdot a) = \sum h(1) \cdot (S(h(2))k \cdot a)$ and $\epsilon(H)A \subseteq H \cdot A$;
(3) given $h_1, \ldots, h_m \in H$ and $a_1, \ldots, a_m \in A$, there exists $k \in H$ such that $h_ik = kh_i = h_i$ and $h_i \cdot a_j = h_i \cdot k \cdot a_j$, for all $1 \leq i \leq n$ and $1 \leq j \leq m$;
(4) $H \cdot a = 0$ if and only if $a = 0$, that is, $\cdot$ is a nondegenerate action.

Under these conditions, the map $\cdot$ is called a partial action of $H$ on $A$, and we say that it is symmetric if the following additional conditions also hold:

(5) $h \cdot ((k \cdot a)b) = \sum (h(1)k \cdot a)(h(2)b)$;
(6) $(k \cdot a)\epsilon(h) = \sum h(2) \cdot (S^{-1}(h(1))k \cdot a)$;
(7) $A\epsilon(H) \subseteq H \cdot A$,

for all $a, b \in A$ and $h, k \in H$.

It is proved in [3] that when $H$ is a (unital) Hopf algebra then items (3) and (4) are equivalent to the condition that $1_Ha = a$ for all $a \in A$; and that if $A$ is a unital algebra, then $\epsilon(h) = h \cdot 1_A$. This shows that when there exists $1_H$ and $A$ is a nondegenerate algebra, we have a partial action as in Definition 29. Conversely, if $H$ is a Hopf algebra with bijective antipode and $A$ is a nondegenerate symmetric partial $H$-module algebra, we can define $\epsilon : H \to M(A)$ by $\epsilon(h) = (e_1(h), e_\tau(h))$ where

$$e_1(h)(a) = \sum h(1) \cdot (S(h(2)) \cdot a)$$
and
$$e_\tau(h)(a) = \sum h(2) \cdot (S^{-1}(h(1)) \cdot a),$$

then we have a symmetric partial action as in Definition 29. In fact, since for all $h, k \in H$ and $a, b \in A$

$$\left(\sum h(2) \cdot S^{-1}(h(2)) \cdot a\right)b = \left(\sum h(2) \cdot S^{-1}(h(2)) \cdot a\right)(h(2)S(h(4)) \cdot b) = \left(\sum h(2) \cdot [S^{-1}(h(2)) \cdot a](S(h(4)) \cdot b)\right) = \left(\sum (h(2)S^{-1}(h(2)) \cdot a)(h(3) \cdot S(h(4)) \cdot b)\right) = a\left(\sum h(1) \cdot S(h(2)) \cdot b\right),$$

which shows that $[e_\tau(h)(a)]b = a[e_1(h)(b)]$, i.e., $\epsilon$ is well-defined, $\epsilon(H)A \subseteq H \cdot A$ and $A\epsilon(H) \subseteq H \cdot A$. Moreover,

$$[\epsilon(h)(k \cdot a)]b = \left[\sum h(1) \cdot S(h(2)) \cdot k \cdot a\right]b$$

$$= \sum h(1) \cdot S(h(2)) \cdot [(k \cdot a)b]$$

$$= \sum h(1) \cdot [(S(h(3))k \cdot a)(S(h(2)) \cdot b)]$$

$$= \sum (h(1) \cdot S(h(4))k \cdot a)(h(2)S(h(3)) \cdot b)$$

$$= \sum h(1) \cdot S(h(2))k \cdot a\right)b,$$

proving that item (2) of Definition 29 is satisfied. Analogously, we have that $(k \cdot a)\epsilon(h) = \sum h(2) \cdot S^{-1}(h(2))k \cdot a$.

3. Globalization of a Partial Hopf Action

If $B$ is an $H$-module algebra with action $\triangleright : H \otimes B \to B$ and $e$ is a central idempotent of $B$, then $A = eB$ is a unital ideal of $B$ and the formula

$$h \cdot a = \epsilon(h \triangleright a)$$

(6)
defines a partial $H$-action on $A$ which is called an induced, or restricted, partial action in [4]. Conversely, in [4] and [5] it is shown that every partial Hopf action on a unital algebra admits
a globalization, which in particular means that every partial action is the restriction of a global action; moreover, there exists a minimal globalization that is unique up to isomorphism. The original partial action is equivalent to a restricted partial action in this globalization.

In this section we will show that every symmetrical partial Hopf action is a restriction of a global action as in the case of partial actions on algebras with unit.

Going back to the situation where $B$ is an $H$-module algebra, $e$ is a central idempotent of $B$ and $A = eB$, the partial action on $A$ defined by formula (6) comes from the canonical projection of $B$ onto $A$ given by multiplication by $e$. In the following we will show that if $A$ has trivial right or left annihilator then there exists a projection (Proposition 33) of the globalization onto $A$ which plays the role of multiplication by a central idempotent in the unital case. In Section 4 we show that such a projection may be obtained for an ideal which has local units (see Proposition 58).

Let us recall the definition of globalization for partial actions on unital algebras.

**Definition 30 ([1], [5]).** Let $\cdot : H \otimes A \rightarrow A$ be a symmetrical partial action, where $A$ is a unital algebra. A pair $(B, \theta)$ is called an enveloping action, or globalization, for the partial action $\cdot$ if:

1. $B$ is an $H$-module algebra (possibly nonunital), with action $\triangleright$;
2. $\theta : A \rightarrow B$ is a monomorphism of algebras;
3. $\theta(h \cdot a) = \theta(1_A)(h \triangleright \theta(a)) = (h \triangleright \theta(a))\theta(1_A), \forall a \in A, h \in H$;
4. $B = H \triangleright \theta(A)$.

Items (3) and (4) imply that $\theta(1_A)$ is a central idempotent of $B$ and that $\theta(A)$ is the ideal generated by $\theta(1_A)$. Hence

$$h \rightarrow x := \theta(1_A)(h \triangleright x), h \in H, x \in \theta(A),$$

determines a partial action on $\theta(A)$. It follows from items (2) and (3) that $\theta$ is a monomorphism of partial actions.

Now, let $A$ be any associative algebra that is a partial $H$-module algebra with symmetrical partial action $\cdot : H \otimes A \rightarrow A$. Clearly, item (3) of the previous definition of globalization poses a problem in the context of nonunital algebras, and so we introduce a version of globalization for partial actions on associative algebras in general.

**Definition 31.** A globalization for the partial action $\cdot$ is a pair $(B, \theta)$ such that

1. $B$ is an $H$-module algebra (possibly nonunital), with action $\triangleright$;
2. $\theta : A \rightarrow B$ is a monomorphism of algebras;
3. For every $a, b \in A$ and $h \in H$, we have $\theta((h \cdot a)b) = (h \triangleright \theta(a))\theta(b)$ and $\theta(b(h \cdot a)) = \theta(b)(h \triangleright \theta(a))$;
4. $B = H \triangleright \theta(A)$;
5. $h \cdot \theta(a) = \theta(h \cdot a)$ defines a partial action of $H$ on $\theta(A)$.

Note that if $(B, \theta)$ is a globalization for $\cdot$, from items (3) and (4), we still have that $\theta(A)$ is an ideal of $B$, as can be seen in [1], just as for the globalization of a partial $H$-action on a unital algebra.

We remark that if $A$ is a partial $H$-module algebra with unit and $(B, \theta)$ is a globalization, then $(B, \theta)$ is actually a globalization in the sense of Definition 30 and vice-versa.

Note that if $h \cdot \theta(a) := \theta(h \cdot a)$ defines a partial action of $H$ on $\theta(A)$, we have that $\theta$ turns out to be a morphism of partial $H$-module algebras. Moreover, $\theta(b)(h \cdot \theta(a)) = \theta(b)\theta(h \cdot a) = \theta(b)(h \triangleright \theta(a))$ and this suggests that $h \cdot \theta(a)$ and $h \triangleright \theta(a)$ could be associated in some way. When $A$ is a unit algebra, we have that $\theta(h \cdot a) = \theta(1_A(h \cdot a)) = \theta(1_A)(h \triangleright \theta(a)) =: h \rightarrow \theta(a)$, so item (5) of the definition of globalization was not necessary in this case; moreover, the existence of $\theta(1_A)$ provides a projection of $B = H \triangleright \theta(A)$ onto $\theta(A)$ in such a manner that we could say that the partial action $\cdot : H \otimes A \rightarrow A$ was induced by the action $\triangleright : H \otimes B \rightarrow B$. These considerations motivate the next result.
**Proposition 32.** Let $B$ be an $H$-module algebra with action $\triangleright$ and $A$ an ideal of $B$. If there exists a projection $\pi : H \triangleright A \to H \triangleright A$, with image $A$, such that

$$\pi(h \triangleright (a \triangleright (k \triangleright b))) = \sum \pi(h(1) \triangleright a)\pi(h(2)k \triangleright b),$$

for every $h, k \in H$ and $a, b \in A$, then the linear map $h \cdot a = \pi(h \triangleright a)$ defines a partial action of $H$ on $A$.

**Proof.** In fact, we have that $1_H \cdot a = \pi(1_H \triangleright a) = \pi(a) = a$ and

$$h \cdot (a(k \cdot b)) = \pi(h \triangleright (a \triangleright (k \cdot b))) = \sum \pi(h(1) \triangleright a)\pi(h(2)k \cdot b) = \sum (h(1) \cdot a)(h(2)k \cdot b),$$

for every $h, k \in H$ and $a, b \in A$. \hfill $\square$

Now we will show that, whenever $r(A) = 0$ or $l(A) = 0$, then the partial action is induced by the action of the globalization.

**Proposition 33.** Let $A$ be a partial $H$-module algebra with symmetrical partial action given by $\cdot : H \otimes A \to A$ and $(B, \theta)$ a globalization where $B$ is an $H$-module algebra with action $\triangleright$. If $r(A) = 0$ or $l(A) = 0$, then $\pi(h \triangleright \theta(a)) = \theta(h \cdot a)$ defines a projection as in Proposition 32.

**Proof.** We will assume that $r(A) = 0$, since the case where $l(A) = 0$ follows from an analogous argument. Assume that $\sum_i h_i \triangleright \theta(a_i) = 0$, then for every $x \in A$ we have that

$$\theta(x)(\sum_i h_i \triangleright \theta(a_i)) = \sum_i \theta(x(h_i \cdot a_i))$$

$$= \theta(x)(\sum_i \theta(h_i \cdot a_i)) = 0.$$

Since $\theta$ is a monomorphism and $r(A) = 0$, we have that $\sum_i \theta(h_i \cdot a_i) = 0$, i.e., $\pi(h \triangleright \theta(a)) = \theta(h \cdot a)$ is well-defined. The fact that $\pi$ satisfies the property of Proposition 32 follows immediately from the hypothesis that $h \cdot \theta(a) = \theta(h \cdot a)$ defines a partial action of $H$ on $\theta(A)$. \hfill $\square$

Proposition 33 shows that the existence of a globalization implies that the partial action $\cdot$ is induced by the global action $\triangleright$.

**Remark 34.** In [21], a projection that satisfies the conditions of Proposition 32 is called an $H$-projection.

**Definition 35.** Let $\cdot : H \otimes A \to A$ be a symmetrical partial action. A globalization $(B, \theta)$ will be called minimal if $\sum_i kh_i \cdot a_i = 0$, for all $k \in H$, implies $\sum_i h_i \triangleright \theta(a_i) = 0$.

In [4], the authors defined minimal globalizations in the following way:

**Definition 36.** Let $H$ be a Hopf algebra and $A$ a unital partial $H$-module algebra. A globalization $(B, \theta)$ is minimal if $\theta(1_A)M = 0$ implies that $M = 0$, for every $H$-submodule $M$ of $B$.

Since $\theta(A)$ is an ideal of $B$, we can consider the projection $\Pi_0 : B \to A$ given by $\Pi_0(x) = \theta(1_A)x$; then the previous definition is equivalent to saying that the kernel of $\Pi_0$ does not contain any nonzero $H$-submodule of $B$.

When $r(A) = 0$ there is an analogous projection.

**Definition 37.** Let $A$ be a partial $H$-module algebra such that $r(A) = 0$ and let $(B, \theta)$ be a globalization; then we define $\Pi : B \to \theta(A)$ as the linear projection $\Pi(h \triangleright \theta(a)) = \theta(h \cdot a)$.

The linear map $\Pi : B \to \theta(A)$, given by $\Pi(h \triangleright \theta(a)) = \theta(h \cdot a)$ (that is equivalent to $\Pi_0$ when $A$ is unital), is well-defined because if $\sum_i h_i \triangleright \theta(a_i) = \sum_j k_j \triangleright \theta(b_j)$, then for every $c \in A$ we have that

$$\theta(c \sum_i h_i \cdot a_i) = \theta(c) \sum_i h_i \triangleright \theta(a_i) = \theta(c) \sum_j k_j \triangleright \theta(b_j) = \theta(c \sum_j k_j \cdot b_j),$$
and since $r(A) = 0$ and $\theta$ is a monomorphism, it follows that $\sum_i h_i \cdot a_i = \sum_j k_j \cdot b_j$. Note also that $\Pi$ is a projection by its definition.

**Proposition 38.** Let $H$ be a Hopf algebra and $A$ a (not necessarily unital) partial $H$-module algebra. If $r(A) = 0$, then a globalization $(B, \theta)$ is minimal if and only if the kernel of $\Pi$ does not contain any nonzero $H$-submodule of $B$.

**Proof.** Suppose that the globalization $(B, \theta)$ is minimal and let $M$ be an $H$-submodule of $B$ such that $\Pi(M) = 0$. Then for every $\sum_i h_i \cdot \theta(a_i) \in M$, we have that $\sum_i k h_i \cdot \theta(a_i) \in M$ for every $k \in H$, which means that $\theta(\sum_i k h_i \cdot a_i) = 0$. Since $\theta$ is injective and the globalization is minimal, we conclude that $\sum_i h_i \cdot \theta(a_i) = 0$, hence $M = 0$. Let us now assume that the kernel of $\Pi$ does not contain any nonzero $H$-submodule of $B$ and suppose that $\sum_i k h_i \cdot a_i = 0$ for every $k \in H$. Then the $H$-submodule $M$ of $B$ generated by $\sum_i h_i \cdot \theta(a_i)$ is contained in the kernel of $\Pi$, but since $\ker \Pi$ does not contain any nonzero $H$-submodule of $B$, we conclude that $M = 0$, hence $\sum_i h_i \cdot \theta(a_i) = 0$. \hfill $\Box$

**Lemma 39.** Let $\cdot : H \otimes A \to A$ be a partial action and $(B, \theta)$ a globalization.

1. If $r(B) = 0$, then $r(A) = 0$;
2. If $r(B) = 0$, then $(B, \theta)$ is a minimal globalization;
3. If $r(A) = 0$, $H$ has bijective antipode and $(B, \theta)$ is a minimal globalization, then $r(B) = 0$.

**Proof.** First, note that if $a \in r(A)$, then $(h \cdot \theta(b)) \theta(a) = \theta((h \cdot b) a) = 0$, for every $h \in H$, $b \in B$, i.e., $\theta(a) \in r(B) = 0$, and since $\theta$ is a monomorphism, we have that $a = 0$.

Now, note that if $\sum_i k h_i \cdot a_i = 0$ for every $k \in H$, then

$$(k \cdot \theta(b)) \left( \sum_i h_i \cdot \theta(a_i) \right) = \sum k (k_{(1)} \cdot \theta(b)) (\sum_i k_{(2)} S(k_{(3)}) h_i \cdot \theta(a_i))$$

$$= \sum k (k_{(1)} \cdot [\theta(b)] (\sum_i S(k_{(3)}) h_i \cdot \theta(a_i)))$$

$$= \sum k (k_{(1)} \cdot \theta(b \sum_i S(k_{(3)}) h_i \cdot a_i))$$

$$= 0$$

Therefore $\sum_i h_i \cdot \theta(a_i) \in r(B) = 0$, hence $(B, \theta)$ is a minimal globalization.

Finally, suppose that $r(A) = 0$ and that $(B, \theta)$ is a minimal globalization. If $\sum_i h_i \cdot \theta(a_i) \in r(B)$, we have that

$$\theta(b (\sum_i k h_i \cdot a_i)) = \theta(b) \left( \sum_i k h_i \cdot \theta(a_i) \right)$$

$$= \sum (k_{(2)} S^{-1}(k_{(3)}) \cdot \theta(b)) (\sum_i k_{(1)} h_i \cdot \theta(a_i))$$

$$= \sum k (k_{(2)} \cdot [S^{-1}(k_{(1)}) \cdot \theta(b)] (\sum_i h_i \cdot \theta(a_i)))$$

$$= 0$$

for every $k \in H$ and $b \in A$. Since $\theta$ is a monomorphism, we have that $\sum_i k h_i \cdot a_i \in r(A) = 0$, and since $(B, \theta)$ is minimal, we have that $\sum_i h_i \cdot \theta(a_i) = 0$. \hfill $\Box$

The previous lemma shows that there exist a (maybe) easier way to verify if a globalization is minimal. Now we will show that there always exists a minimal globalization for any symmetrical partial action over any associative algebra.

We recall that the convolution algebra $\text{Hom}(H, A)$ is a left $H$-module algebra with action $\cdot$ given by $(k \cdot f)(h) = f(hk)$. Any partial action $\cdot : H \otimes A \to A$ induces a morphism of
algebras \( \varphi : A \to \text{Hom}(H, A) \) given by \( \varphi(a)(h) = h \cdot a \), and

\[
H \triangleright \varphi(A) = \left\{ \sum_i h_i \triangleright \varphi(a_i); h_i \in H, a_i \in A \right\}
\]

is the smallest \( H \)-submodule algebra of \( \text{Hom}(H, A) \) that contains \( \varphi(A) \).

**Lemma 40.** Let \( \cdot : H \otimes A \to A \) be a partial action. Then

1. \( B = H \triangleright \varphi(A) \) is an \( H \)-module subalgebra of \( \text{Hom}(H, A) \);
2. If the partial action is symmetrical then \( \varphi(A) \) is an ideal of \( B \);
3. If \( r(A) = 0 \) and \( \varphi(A) \) is an ideal of \( B \), then the partial action is symmetrical.

**Proof.** Let \( k, h \in H, a, b \in A \). Then the equality

\[
\varphi(a)(h \triangleright \varphi(b)) = \varphi(a(h \cdot b)).
\]

follows by the same reasoning of [4] for unital algebras. Similarly, if the partial action is symmetrical then

\[
(h \triangleright \varphi(a))\varphi(b) = \varphi((h \cdot a)b).
\]

Hence

\[
(k \triangleright \varphi(a))(h \triangleright \varphi(b)) = k_1 \triangleright ((\varphi(a))(S(k_2)h \triangleright \varphi(b)) = k_1 \triangleright (\varphi(a(S(k_2)h \cdot b)));
\]

which shows that \( B \) is a subalgebra of \( \text{Hom}(H, A) \); clearly it is an \( H \)-submodule as well.

Equation (7) also shows that \( \varphi(A) \) is a right ideal of \( B \) and, if the partial action is symmetrical, then (8) implies that \( \varphi(A) \) is a left ideal of \( B \).

Now assume that \( \varphi(A) \) is a left ideal of \( B \). Then, for \( k \in H, a \in A \), for every \( b \in A \), we have that \( (k \triangleright \varphi(a))\varphi(b) \in \varphi(A) \). Hence, for every \( c \in A \),

\[
\varphi(c)\varphi((k \cdot a)b)(h) = \sum (h_1 \cdot c)(h_2 \cdot (k \cdot a))(h_3 \cdot b) = \sum (h_1 \cdot (c(k \cdot a)))(h_2 \cdot b) = \sum (h_1 \cdot c)(h_2 k \cdot a)(h_3 \cdot b) = \varphi(c)(k \triangleright \varphi(a))\varphi(b)(h).
\]

Now, since \( r(A) = 0 \) and \( \varphi \) is a monomorphism of algebras, we have that \( r(\varphi(A)) = 0 \). Then, as the previous calculation holds for every \( c \in A \), we have that

\[
\varphi((k \cdot a)b)(h) = (k \triangleright \varphi(a))\varphi(b)(h),
\]

i.e., the partial action is symmetrical.

**Theorem 41.** Let \( \cdot : H \otimes A \to A \) be a symmetrical partial action. Then, the pair \((B, \varphi)\), where \( B = H \triangleright \varphi(A) \), is a minimal globalization for \( \cdot \).

**Proof.** The fact that \((B, \varphi)\) satisfies item (1)-(4) of Definition 31 follows from similar calculations for the unital case. Here we only need to prove that there exists a projection as in Proposition 32. In this case, the projection \( \pi : H \triangleright \varphi(A) \to H \triangleright \varphi(A) \) given by \( \pi(h \triangleright \varphi(a)) = \varphi(h \cdot a) \), for all \( h \in H \) and \( a \in A \), is well-defined even if \( r(A) \neq 0 \) and \( l(A) \neq 0 \). To prove this, note that if \( \sum h_i \triangleright \varphi(a_i) = \sum k_j \triangleright \varphi(b_j) \), then applying these morphisms in \( 1_H \) we obtain \( \sum h_i \cdot a_i = \sum k_j \cdot b_j \), hence \( \varphi(\sum h_i \cdot a_i) = \varphi(\sum k_j \cdot b_j) \).

**Definition 42.** The pair \((B, \varphi)\) as before will be called the standard globalization of the symmetrical partial action \( \cdot : H \otimes A \to A \).

We already know that when we consider only unital algebras, there exists only one minimal globalization, up to isomorphism [4]. The next theorem shows that this also holds for a broader class of associative algebras.
Theorem 43. Let \( H \) be a Hopf algebra, let \( A \) and \( A' \) be partial \( H \)-module algebras with symmetrical partial actions, and let \((B, \theta), (B', \theta')\) be globalizations for \( A \) and \( A' \) respectively. Assume that \( r(A') = 0 \) or \( l(A') = 0 \). If \((B, \theta)\) is a minimal globalization and \( \alpha : A' \to A \) is a morphism of partial actions, then there exists a unique morphism of \( H \)-module algebras \( \Phi : B' \to B \) such that \( \Phi(\theta'(a)) = \theta(\alpha(a)) \) for each \( a \in A' \).

Proof. Let the global \( H \)-actions on \( B' \) and \( B \) be denoted by “\( \triangleright \)" and “\( \triangleright' \)" respectively. If \( \Phi : B' \to B \) satisfies the conditions above then clearly it is unique, since \( B' = H \triangleright \theta'(A') \) and hence
\[
\Phi \left( \sum_{i=1}^{n} h_i \triangleright' (a_i) \right) = \sum_{i=1}^{n} h_i \triangleright (\alpha(a_i));
\]
then we will define a linear map \( \Phi : B' \to B \) by the previous expression.

First we will prove that \( \Phi \) is well-defined. It is enough to show that if \( x = \sum_{i=1}^{n} h_i \triangleright \theta'(a_i) = 0 \) then \( \sum_{i=1}^{n} h_i \triangleright \theta(\alpha(a_i)) = 0 \). For every \( c \in A' \) and \( k \in H \),
\[
0 = \theta'(c)(k \triangleright x) = \theta'(c)(\sum_{i=1}^{n} kh_i \triangleright \theta'(a_i)) = \theta'(c) \left( \sum_{i=1}^{n} kh_i \cdot a_i \right).
\]
Since \( \theta' : A' \to B' \) is injective, we have that \( \sum_{i=1}^{n} c(kh_i \cdot a_i) = 0 \) for every \( c \in A', k \in H \). Assuming that \( r(A') = 0 \) it follows that \( \sum_{i=1}^{n} kh_i \cdot a_i = 0 \) for every \( k \in H \), hence also
\[
\sum_{i=1}^{n} kh_i \cdot \alpha(a_i) = \alpha \left( \sum_{i=1}^{n} kh_i \cdot a_i \right) = 0
\]
in \( A \); since \((B, \theta)\) is a minimal globalization, we have that \( \sum_{i=1}^{n} h_i \triangleright \theta(\alpha(a_i)) = 0 \), thus showing that \( \Phi : B' \to B \) is well-defined. The case where \( l(A') = 0 \) follows by a similar calculation.

\( \Phi \) is a morphism of \( H \)-modules by construction, and the proof that \( \Phi \) is a morphism of (nonunital) algebras is the same as in [4], which is based essentially on the equality
\[
(h \triangleright \theta(a))(k \triangleright \theta(b)) = \sum_{i} h_{(1)} \triangleright \theta(a(S(h_{(2)})k \cdot b)),
\]
that is a consequence of axiom 3) of the definition of globalization. \( \square \)

Corollary 44. Let \( H \) be a Hopf algebra and \( A \) a partial \( H \)-module algebra with symmetrical partial action. If \( r(A) = 0 \) or \( l(A) = 0 \), there exist only one minimal globalization of the partial action on \( A \) up to isomorphism.

Proof. Let \((B, \theta), (B', \theta')\) be two minimal globalizations of the partial \( H \)-module algebra \( A \). By the previous result the identity map of \( A \) lifts to morphisms of \( H \)-module algebras \( \Phi : B' \to B \) and \( \Psi : B \to B' \) and, by uniqueness, it follows that \( \Psi \circ \Phi = I_{B'} \) and \( \Phi \circ \Psi = I_{B} \). \( \square \)

Theorem 45. Let \( H \) be a Hopf algebra, let \( A \) and \( A' \) be partial \( H \)-module algebras with symmetrical partial actions, and let \((B, \varphi), (B', \varphi')\) be the standard globalizations for \( A \) and \( A' \), respectively. If \( \alpha : A' \to A \) is a morphism of partial actions, then there exists a unique morphism of \( H \)-module algebras \( \Phi : B' \to B \) such that \( \Phi(\varphi'(a)) = \varphi(\alpha(a)) \) for each \( a \in A' \).

Proof. If there exists such a morphism, it should be as in Theorem 43. But in this case, \( \Phi \) is well-defined even if \( r(A') \) and \( l(A') \) are nontrivial. In fact, if \( \sum_{i} h_i \triangleright \varphi'(a_i)(k) = 0 \) for every \( k \in H \), i.e., \( \sum_{i} kh_i \cdot a_i = 0 \). Since standard globalizations are minimal and \( \alpha(\sum_{i} kh_i \cdot a_i) = \sum_{i} kh_i \cdot \alpha(a_i) = 0 \), we have that \( \Phi(\sum_{i} h_i \triangleright \varphi'(a_i)) = \sum_{i} h_i \triangleright \varphi(\alpha(a_i)) = 0 \). \( \square \)

Remark 46. It follows from Theorem 43 that the standard globalization defines a functor from partial \( H \)-module algebras to the category of \( H \)-module algebras. Moreover, it follows from Lemma 39 that if \( H \) has bijective antipode, then the standard globalization defines a functor from partial \( H \)-module algebras with trivial right annihilator to the category of \( H \)-module algebras with trivial right annihilator.
Note that if $r(A) \neq 0$ and $l(A) \neq 0$, there always exists at least one minimal globalization, the standard globalization. By similar calculations as in Theorems 43 and 45, we know that there always exists at least an epimorphism from the standard globalization to any other minimal globalization.

4. Partial Actions on Algebras with local units

4.1. Categorizable partial actions. Now that we have established a good definition for partial actions on associative algebras in general, we will restrict our study to algebras with local units and associate the obtained results to the known results about partial actions on categories. We begin by presenting an equivalent definition of partial action in the context of algebras with local units.

**Definition 47.** A $\mathbb{k}$-category is a category $\mathcal{C}$ such that every set of morphisms $\mathbb{C}_x = \text{Hom}_\mathcal{C}(x, y)$ is a vector space over $\mathbb{k}$ and the composition maps $\circ : \mathbb{C}_y \times \mathbb{C}_x \rightarrow \mathbb{C}_x$ are $\mathbb{k}$-bilinear for every $x, y, z \in \mathcal{C}_0$.

**Definition 48.** Let $A$ be a $\mathbb{k}$-algebra. The set $S = \{e_\lambda\}_{\lambda \in \Lambda}$ is called a system of local units of $A$ if $e_\lambda^2 = e_\lambda$, for every $\lambda \in \Lambda$, and for every finite subset $F$ of $A$, there exists $e_\alpha \in S$ such that $e_\alpha a = ae_\alpha = a$ for every $a \in F$. In this case we say that $A$ is an algebra with local units.

**Remark 49.** Let $A$ be an algebra and $S$ be a system of local units. We recall that there is a partial order on $S$ defined by

$$e_\alpha \leq e_\beta \iff e_\alpha e_\beta = e_\beta e_\alpha = e_\alpha.$$ 

By the definition of system of local units, given any finite set $F$ of local units, there exists a local unit $e_\alpha$ such that $e_\lambda e_\alpha = e_\lambda e_\beta = e_\lambda$ for every $e_\lambda \in F$, i.e., $e_\lambda \leq e_\alpha$ for all $e_\beta \in F$.

**Proposition 50.** Let $H$ be a Hopf algebra, $A$ an algebra with local units with system of local units $S = \{e_\lambda\}_{\lambda \in \Lambda}$, and $\cdot : H \otimes A \rightarrow A$ a linear map. Then this map defines a partial $H$-action if and only if, for all $a, b \in A$, $h, k \in H$, we have:

1. $1_H \cdot a = a$;
2. $h \cdot (ab) = \sum(h_{(1)} \cdot a)(h_{(2)} \cdot b)$;
3. $h \cdot (k \cdot a) = \sum(h_{(1)} \cdot e_\alpha)(h_{(2)}k \cdot a)$, for every $e_\alpha \in S$ such that $e_\alpha(k \cdot a) = k \cdot a$.

Additionally, this partial partial action is symmetrical if and only if

$$h \cdot (k \cdot a) = \sum(h_{(1)}k \cdot a)(h_{(2)} \cdot e_\beta)$$

for every $e_\beta \in S$ such that $(k \cdot a)e_\beta = k \cdot a$.

It is clear that if the linear map $\cdot : H \otimes A \rightarrow A$ is a partial action then (1), (2) and (3) hold. Conversely, assuming these properties, item (2) of Definition 2 follows from the fact that if $A$ is a partial $H$-module algebra with local units, for every $a, b \in A$, $h, k \in H$, there exists $e_\alpha \in S$ such that $be_\alpha = b$ and $e_\alpha(k \cdot a) = k \cdot a$, then:

$$h \cdot (b(k \cdot a)) = \sum(h_{(1)} \cdot b)(h_{(2)} \cdot (k \cdot a))$$

$$= \sum(h_{(1)} \cdot b)(h_{(2)} \cdot e_\alpha)(h_{(3)}k \cdot a)$$

$$= \sum(h_{(1)} \cdot be_\alpha)(h_{(2)}k \cdot a)$$

$$= \sum(h_{(1)} \cdot b)(h_{(2)}k \cdot a).$$

This calculation illustrates that if $\cdot : H \otimes A \rightarrow A$ is a partial action for some s.l.u. (system of local units) $S$ of $A$, then it will be a partial action for any other s.l.u. of $A$.

Now we will see a particular class of partial actions on algebras with local units, the categorizable ones. This terminology is motivated by the fact that given a categorizable partial action, then we can induce a partial action on an associated category.
We begin by recalling the construction of the algebra with local units associated to a \( k \)-category and the definition of partial \( H \)-module category.

**Definition 51.** Let \( \mathcal{C} \) be a \( k \)-category. We will denote by \( a(\mathcal{C}) \) the algebra consisting of elements of the form \((yf_x)_{x,y \in \mathcal{C}_0}\), with finite \( yf_x \neq 0 \), where the multiplication is given by matrix multiplication and the composition of \( \mathcal{C} \).

Let \( \{x\} \in \mathcal{C} \) be the direct sum \( \bigoplus_{x,y \in \mathcal{C}_0} yC_x \). It is well-known that \( a(\mathcal{C}) \) is an algebra with local units: in fact, one has the canonical system \( S_0 \) of local units whose elements are finite sums of distinct elements \( e_{xx} \), which are given by \( \varepsilon_1 \) at the position \((x, x)\) and zero at every other position. In this manner, for every finite subset \( P \subset \mathcal{C}_0, P \neq \emptyset \), we may associate the local unit \( e_P = \sum_{x \in P} e_{xx} \).

**Definition 52.** [13] An action of a Hopf algebra \( H \) on a \( k \)-category \( \mathcal{C} \) is a family of linear maps \( \triangleright = \{\triangleright_{(x,y)} : H \otimes yC_x \rightarrow yC_x\}_{x,y \in \mathcal{C}_0} \), such that, for every \( x, y, z \in \mathcal{C}_0 \), \( yf_x \in yC_x \) and \( zg_y \in zC_y \), we have that:

1. \( 1_H \triangleright_{(x,y)} yf_x = yf_x \);
2. \( h \triangleright_{(x,z)} (zg_y \circ yf_x) = \sum (h(1) \triangleright_{(y,z)} zg_y) \circ (h(2) \triangleright_{(x,y)} yf_x) \);
3. \( k \triangleright_{(x,y)} (k \triangleright_{(x,y)} yf_x) = (hk) \triangleright_{(x,y)} yf_x \);
4. \( h \triangleright_{(x,x)} x1_x = \varepsilon(h) x1_x \).

We also say that \( \mathcal{C} \) is an \( H \)-module category.

Combining the concept of \( H \)-module category from [13] with the definition of partial \( H \)-module algebra from [10], we obtain the following definition from [2].

**Definition 53.** [2]. A partial action of \( H \) on a \( k \)-category \( \mathcal{C} \) is a family of linear maps \( \triangleright = \{\triangleright_{(x,y)} : H \otimes yC_x \rightarrow yC_x\}_{x,y \in \mathcal{C}_0} \), such that, for every \( x, y, z \in \mathcal{C}_0 \), \( yf_x \in yC_x \) and \( zg_y \in zC_y \), we have that:

1. \( 1_H \triangleright_{(x,y)} yf_x = yf_x \);
2. \( h \triangleright_{(x,z)} (zg_y \circ yf_x) = \sum (h(1) \triangleright_{(y,z)} zg_y) \circ (h(2) \triangleright_{(x,y)} yf_x) \);
3. \( k \triangleright_{(x,y)} (k \triangleright_{(x,y)} yf_x) = \sum (h(1) \triangleright_{(y,y)} y1_y) \circ (h(2) \triangleright_{(x,y)} yf_x) \);
4. If additionally \( h \triangleright_{(x,y)} (k \triangleright_{(x,y)} yf_x) = \sum (h(1)k \triangleright_{(x,y)} yf_x) \circ (h(2) \triangleright_{(x,x)} x1_x) \), \( \triangleright \) is called a symmetrical partial action.

In this case, we say that \( \mathcal{C} \) is a (symmetrical) partial \( H \)-module category.

Here, different from [2], we present the symmetrical condition as an additional property.

**Definition 54.** If a linear map \( \cdot : H \otimes A \rightarrow A \) is a (symmetrical) partial action and there exists some s.l.u. \( S = \{e_{\lambda}\}_{\lambda \in \Lambda} \) such that \( H \cdot e_\alpha \subseteq e_\alpha Ae_\alpha \), for every \( e_\alpha \in S \), we will say that this partial action is an \( S \)-categorizable (symmetrical) partial action.

**Definition 55.** Let \( A \) be an algebra and \( S \) be a system of local units for \( A \). The category \( \mathcal{C}^S(A) \) has \( \Lambda \) as its set of objects. For any two objects \( \alpha, \beta \in \Lambda \) we associate the vector space of morphisms \( \mathcal{C}^S(A)(\alpha, \beta) = \beta \mathcal{C}^S(A)_{\alpha} = e_\beta Ae_\alpha \), and composition is just the restriction of multiplication of \( A \).

Note that \( \mathcal{C}^S(A) \) is a \( k \)-category. The next result explains the name “\( S \)-categorizable partial action”.

**Proposition 56.** Let \( \mathcal{C} \) be a \( k \)-category and let \( A \) be an algebra with system of local units \( S \).

1. Every (symmetrical) partial \( H \)-module category \( \mathcal{C} \) induces canonically a (symmetrical) categorizable partial action of \( H \) on the algebra \( a(\mathcal{C}) \) for the canonical system of local units of \( a(\mathcal{C}) \).
2. Every (symmetrical) \( S_0 \)-categorizable partial action of \( H \) on \( a(\mathcal{C}) \) induces a (symmetrical) partial \( H \)-action on the category \( \mathcal{C}^{S_0}(A) \).
Proof. Consider a (symmetrical) partial $H$-action on $C$ given by the family of linear maps
\[ \triangleright = \{ \triangleright_{(x,y)} : H \otimes yC_y \to yC_y \} \]. The corresponding partial action on $a(C)$ is the linear map
\[ \cdot : H \otimes a(C) \to a(C) \] given by $h \cdot (yf)_x = (h \triangleright_{(x,y)} yf)_x$.

In fact, clearly $1 \cdot (yf)_x = (yf)_x$ and
\[
h \cdot (yf)_x(yg)_x = \sum (h(1) \cdot (yf)_x)(h(2) \cdot (yg)_x).
\]

For the third axiom of partial action, note that
\[
h \cdot k \cdot (yf)_x = (h \triangleright_{(x,y)} k \triangleright_{(x,y)} yf)_x = \sum ((h(1) \triangleright_{(y,y)} y1_y)(h(2)k \triangleright_{(x,y)} yf))_x = \sum (h(1) \cdot \sum_{y,yf \neq 0} E_{yy})(h(2)k \cdot (yf)_x),
\]
i.e., there exists at least one subset $P \subseteq C_0$ such that $e_P \cdot (yf)_x = k \cdot (yf)_x$ and $h \cdot k \cdot (yf)_x = (h(1) \cdot e_P)(h(2)k \cdot (yf)_x)$. Analogously, if the original partial action is symmetrical, there exists at least one subset $Q \subseteq C_0$ such that $k \cdot (yf)_x = e_Q \cdot (yf)_x$ and $h \cdot k \cdot (yf)_x = \sum (h(1)k \cdot (yf)_x)(h(2) \cdot e_Q)$.

Now, note that whenever $e_U, e_V \in S_0$ are such that $e_U \leq e_V$ , i.e. $U \subseteq V$, we have that $e_U - e_V = e_{V \setminus U} \in S$. Moreover, given a Hopf algebra $H$ and an algebra $A$ with s.l.u. $S = \{ e_\lambda \}_{\lambda \in \Lambda}$, for every linear map $\cdot : H \otimes A \to A$, where $H \cdot e_\lambda \subseteq e_\lambda Ae_\lambda$, and $e_\beta - e_\alpha \in S$ whenever $e_\alpha \leq e_\beta$, we have that $\sum (h(1) \cdot e_\lambda)(h(2)k \cdot a) = \sum (h(1) \cdot e_\lambda)(h(2)k \cdot a)$ for every $e_\lambda, e_\gamma \in S$ such that $e_\alpha a = a = e_\beta a$. In fact, let $e_\alpha, e_\beta$ be local units such that $e_\alpha a = a = e_\beta a$, then there exists a local unit $e_\gamma$ such that $e_\alpha, e_\beta \leq e_\gamma$. Hence
\[
\sum (h(1) \cdot e_\gamma)(h(2)k \cdot a) = \sum (h(1) \cdot (e_\gamma - e_\alpha + e_\alpha)(h(2)k \cdot a) = \sum (h(1) \cdot (e_\gamma - e_\alpha))(h(2)k \cdot a) + (h(1) \cdot e_\alpha)(h(2)k \cdot a) = \sum (h(1) \cdot (e_\gamma - e_\alpha))(e_\gamma - e_\alpha)(e_\alpha)(h(2)k \cdot a) + (h(1) \cdot e_\alpha)(h(2)k \cdot a) = \sum (h(1) \cdot e_\alpha)(h(2)k \cdot a).
\]

Analogously, $\sum (h(1) \cdot e_\gamma)(h(2)k \cdot a) = \sum (h(1) \cdot e_\beta)(h(2)k \cdot a)$.

This is useful when one wants to verify whether some linear map $\cdot : H \otimes A \to A$ is a (symmetrical) partial action or not, because we will only need to calculate the third axiom of partial actions for one local unit that satisfies the required property.

Consequently, one can conclude that the linear map $\cdot : H \otimes a(C) \to a(C)$ mentioned before is, in fact, a (symmetrical) partial action.

Conversely, given a (symmetrical) partial action $\cdot : H \otimes a(C) \to a(C)$, if there exist some s.l.u. $S = \{ e_\lambda \}_{\lambda \in \Lambda}$ such that $h \cdot e_\alpha \in e_\alpha Ae_\alpha$, for all $\alpha \in \Lambda$, $h \in H$, we have that
\[
e_\alpha(h \cdot e_\alpha a e_\beta) e_\beta = \sum e_\alpha(h(1) \cdot e_\alpha)(h(2) \cdot e_\alpha a e_\beta)(h(3) \cdot e_\beta) e_\beta = \sum (h(1) \cdot e_\alpha)(h(2) \cdot e_\alpha a e_\beta)(h(3) \cdot e_\beta) = h \cdot e_\alpha a e_\beta,
\]
for all $e_\alpha, e_\beta \in S$, i.e., $H \cdot e_\alpha A e_\beta \subseteq e_\alpha A e_\beta$. Hence, we can induce a (symmetrical) partial action of $H$ on the category $C^0(A)$ by
\[ \triangleright_{(\beta,\alpha)} : H \otimes C^0(A)(\alpha, \beta) \to C^0(A)(\alpha, \beta), \ h \triangleright_{(\beta,\alpha)} e_\beta a e_\alpha = h \cdot e_\beta a e_\alpha. \]
4.2. Globalization of partial actions on algebras with local units. We already know that every symmetrical partial action on any algebra has a globalization, so it is also true for algebras with local units. Here we will present an equivalent definition of globalization, regarding only algebras with local units, which will be useful for relating globalizations of categorizable partial actions and globalizations of the induced partial action on the category associated to the considered system of local units.

But first, we will follow the idea of Proposition \text{[32]} to provide a sufficient condition to determine if we can induce a partial action on an ideal of units of an H-module algebra.

**Definition 57.** Let A be an algebra with local units and S be an s.l.u. of A. A subfamily \( T \subseteq S \) which is also an s.l.u. of \( A \) will be called a subsystem of local units of \( S \).

The goal of the next two results is to present an equivalent definition of globalization (see Definition \text{[51]} in the particular case where the algebra has local units.

**Proposition 58.** Let \( B \) be an H-module algebra with action \( \triangleright \) and \( A \) be an ideal of \( B \). If \( A \) has an s.l.u. \( S = \{e_\lambda\}_{\lambda \in \Lambda} \) and for every \( h \in H \), \( a \in A \) there exist subsystems of local units \( L(h, a) \) and \( H(h, a) \) of \( S \) such that \( e(h \triangleright a) = (h \triangleright a)f \), for all \( e \in L(h, a), \ f \in R(h, a) \), then the linear map \( h \mapsto a = e(h \triangleright a) \), where \( e \in L(h, a) \), determines a partial action of \( H \) on \( A \).

**Proof.** First note that if \( e, e' \in L(h, a) \) and \( ee' = e'e \), then \( e' \in eL(h, a) \). Then, we have

\[
(e' \triangleright a) = e(h \triangleright a) = (h \triangleright a)f = (h \triangleright a)f^2 = (h \triangleright a)f.
\]

Note also that if \( e \in L(h, a) \) then we may enlarge \( L(h, a) \) by adding each local unit \( x \in S \) such that \( x \geq e \). In fact, for every local unit \( x \geq e \), since \( x(h \triangleright a) \in A \), \( A \) is an ideal of \( B \) and \( R(h, a) \) is a subsystem of local units, there exists \( f \in R(h, a) \) such that \( x(h \triangleright a) = x(h \triangleright a)f = x(e(h \triangleright a)) = e(h \triangleright a) \). Hence, we may assume that if \( e \in L(h, a) \) and \( x \geq e \) then \( x \in L(h, a) \).

\[ e(h_1, \ldots, h_n) = (h_1, \ldots, h_n) \]

for every \( h_1, \ldots, h_n \in H \) and \( a_1, \ldots, a_n \in A \) we can construct a family \( \{L_i = L(h_i, a_i)\}_{i=1}^n \) whose intersection \( L = \bigcap_{i=1}^n L_i \) is also a subsystem of local units; in fact, we may consider \( L_i = L_i \) for every \( i = 1, \ldots, n \). Correspondingly, we may take \( R(h_i, a_i) = R_i \), for some subsystem of local units \( R_i \), for every \( i = 1, \ldots, n \), obtaining the pair \( L, R \) of subsystems of local units such that \( e(h_i \triangleright a_i) = (h_i \triangleright a_i)f \) for every \( e \in L, f \in R, \) and every \( i = 1, \ldots, n \).

Following Proposition \text{[32]} consider the linear map \( \pi : H \triangleright A \to A \) given by \( \pi(h \triangleright a) = e(h \triangleright a) \), where \( e \in L(h, a) \). This map is well-defined: if \( e, e' \in L(h, a) \) then, taking an arbitrary \( f \in R(h, a) \),

\[
e'(h \triangleright a) = (h \triangleright a)f = e(h \triangleright a).
\]

By construction, \( \pi \) is a projection of \( H \triangleright A \) onto \( A \). Moreover, given \( a, b \in B, h, k \in H \), we may choose \( e_1 \in L(h, (a \pi(k \triangleright b))) \) and \( e_2 \in L(k, b) \) such that \( ae_2 = a, \) thus obtaining

\[
\pi(h \triangleright (a \pi(k \triangleright b))) = e_1(h \triangleright (ae_2(k \triangleright b))) = \sum e_1(h_1 \triangleright a)(h_2 \triangleright k \triangleright b).
\]

Now, it follows from the fact that \( A \) is an ideal of \( B \) and the previous discussions on the intersections of \( L_i, b_i \) that we may choose a local unit \( e_3 \) such that

\[
\sum e_1(h_1 \triangleright a)(h_2 \triangleright k \triangleright b) = \sum e_1(h_1 \triangleright a)e_3(h_2 \triangleright k \triangleright b) = \sum \pi(h_1 \triangleright a)\pi(h_2 \triangleright k \triangleright b),
\]

and it follows from Proposition \text{[32]} that \( h \mapsto a = \pi(h \triangleright a) \) defines a partial action on \( A \). \( \square \)

**Proposition 59.** Let \( \cdot : H \otimes A \to A \) be a symmetrical partial action where \( A \) is an algebra with s.l.u. \( S = \{e_\lambda\}_{\lambda \in \Lambda} \). Then the pair \((B, \theta)\) is a globalization for \( \cdot \) if and only if:

(1) \( B \) is an H-module algebra (possibly nonunital), with action \( \triangleright ; \)
(2) \( \theta : A \to B \) is an algebra monomorphism;
(3) \( \theta(A) \) is an ideal of \( B ; \)
(4) \( \theta(e_\alpha)(h \triangleright \theta(a)) = (h \triangleright \theta(a))\theta(e_\beta), \) for every \( e_\alpha, e_\beta \in S, a \in A, \) such that \( e_\alpha(h \cdot a) = h \cdot a = (h \cdot a)e_\beta, \) and \( \theta(h \cdot a) = \theta(e_\alpha)(h \triangleright \theta(a)), \) for every \( e_\alpha \in S \) such that \( e_\alpha(h \cdot a) = h \cdot a; \)
(5) \( B = H \triangleright \theta(A). \)
Note that when $A$ has local units and $(B, \theta)$ is a globalization, we have that
\[
\theta(h \cdot a) = \theta(e)(h \triangleright \theta(a)) = (h \triangleright \theta(a))\theta(f),
\]
for every $e, f \in A$ such that $e(h \cdot a) = h \cdot a = (h \cdot a)f$. In this case the subsystems considered are $L(h, a) = \{e_a \in S; e_a(h \cdot a) = h \cdot a\}$ and $R(h, a) = \{e_a \in S; (h \cdot a)e_a = h \cdot a\}$, and then item (4) means that $\theta$ is a morphism of partial actions.

4.3. **Globalization of partial gradings.** Let $G$ be a group. Partial $G$-gradings have been investigated in [4, 2, 6, 7]. In this section we will use the results and definitions presented until now to find the minimal globalization of a good partial $G$-grading on $FMat_{\mathbb{N}}(k)$, the algebra of $\mathbb{N} \times \mathbb{N}$ matrices with finitely many nonzero entries.

Following [14], a **good grading** of the matrix algebra $M_n(k)$ is a $G$-grading where each elementary matrix $E_{ij}$ is homogeneous. In this same paper all good gradings are classified [14, Proposition 2.1, Corollary 2.2]; every such grading is determined by the $(n - 1)$-tuple of elements of $G$ $(deg(E_{1,2}, \ldots, deg(e_{n-1,n}))$). Alternatively, every such grading is associated to a sequence $(g_2, \ldots, g_n) \in G^{n-1}$ by defining $g_1 = 1$ and $deg(E_{ij}) = g_i g_j^{-1}$. It is shown that if $G$ is torsionfree then every $G$-grading of $M_n(k)$ is a good grading (Theorem 1.4, Corollary 1.5). Moreover, if $M_n(k)$ has a $G$-grading where some matrix $E_{ij}$ is homogeneous then there is an isomorphism of $G$-graded algebras with $M_n(k)$ endowed with a good $G$-grading (Corollary 1.6).

It is well-known that $G$-gradings of an algebra $A$ correspond to right $kG$-coactions on $A$ and, when $G$ is a finite group, these in turn are the same as left $(kG)^*$-actions on $A$, which is a particular case of the right $H^*$-coaction / left $H$-action correspondence for a finite-dimensional Hopf algebra $H$. The same still holds for partial $H^*$-actions and $H$-coactions and, based on this result, we will work with partial gradings by a finite group $G$, i.e., partial (right) coactions of $kG$, as partial (left) $(kG)^*$-actions.

Good partial $G$-gradings were introduced for the matrix algebra $M_n(k)$ in [6], and here we extend this idea naturally to the algebra of finite matrices $FMat_{\mathbb{N}}(k)$.

**Definition 60.** Let $G$ be a finite group. A **good partial $G$-grading** of $FMat_{\mathbb{N}}(k)$ is a partial action of $(kG)^*$ on $FMat_{\mathbb{N}}(k)$ such that each elementary matrix $E_{ij}$ is a simultaneous eigenvector for all the elements of the canonical base $\{p_g; g \in G\}$ of $(kG)^*$.

In what follows, when we consider the matrix algebra $FMat_{\mathbb{N}}(\Lambda)$, where $\Lambda$ is an associative algebra, we will write $(\alpha)E_{ij}$ to denote the matrix which has the element $\alpha \in \Lambda$ at the $(i, j)$-entry of the matrix, and has zero in all other entries; in particular, $E_{ij} = (1_\Lambda)E_{ij}$.

Let $G$ be a finite abelian group such that $\text{char}(k) \nmid |G|$, $H = (kG)^*$ and $A = FMat_{\mathbb{N}}(k)$. Suppose that the map $\cdot : H \otimes A \to A$ is a good partial $G$-grading on $A$. Then, by [2] and [6], there exists a subgroup $L$ of $G$ and a family $\{t_{ij}; i, j \in \mathbb{N} \subseteq G\}$ such that
\[
t_{ik}t_{kj}L = t_{ij}L
\]
and
\[
p_g \cdot E_{ij} = \delta_{g, t_{ij}}L \frac{1}{|L|} E_{ij}.
\]
Let us describe a globalization for this partial grading.

Equality (9) implies that the subspace $B = \bigoplus_{i,j \in \mathbb{N}} B_{ij}$ of $FMat_{\mathbb{N}}(kG)$, where $B_{ij} = \bigoplus_{g \in t_{ij}L} kg$, is a subalgebra of $FMat_{\mathbb{N}}(kG)$. Let $\theta : A \to B$ be the map
\[
E_{ij} \mapsto \left(\delta_{(x,y), (i,j)} \frac{1}{|L|} \sum_{g \in t_{ij}L} g\right)_{x,y \in \mathbb{N}} = \left(\frac{1}{|L|} \sum_{g \in t_{ij}L} g\right)E_{ij}.
\]
The natural action of $H$ in $kG$ given by $p_g \to h = \delta_{g, h}h$ induces a structure of $H$-module algebra on $FMat_{\mathbb{N}}(kG)$, and $B$ is an $H$-submodule algebra of $FMat_{\mathbb{N}}(kG)$. The $H$-action on
B is given explicitly by
\[ p_g \triangleright (\sum_{h \in t_{ij}L} \alpha_h h)E_{ij} = (\delta_{gL,t_{ij}L} \alpha_g g)E_{ij}. \]

We claim that \((B, \theta)\) is a minimal globalization for the good partial \(G\)-grading on \(A\). In fact, it is not hard to show that \(B = H \triangleright \theta(A)\) and \(\theta\) is a monomorphism of algebras. To prove that \(\theta(A)\) is an ideal of \(B\), note that for every \(g \in G, i, j, k \in \mathbb{N}\), we have
\[
\theta(E_{ik}) (p_g \triangleright \theta(E_{kj})) = \delta_{gL,t_{ijk}L} \frac{1}{|L|} \theta(E_{ij}),
\]
\[
(p_g \triangleright \theta(E_{ik})) \theta(E_{kj}) = \delta_{gL,t_{ijk}L} \frac{1}{|L|} \theta(E_{ij}).
\]
Consequently,
\[
\theta(p_g \cdot E_{ij}) = \frac{1}{|L|} \theta(E_{ij}) = \theta(E_{il}) (p_g \triangleright \theta(E_{lj})) = (p_g \triangleright \theta(E_{ij})) (p_g \triangleright \theta(E_{lj})).
\]
Therefore, given \(M \in FMat(\mathbb{k})\), it follows that \(\theta(p_g \cdot M) = \theta(E) (p_g \triangleright \theta(M)) = (p_g \triangleright \theta(M)) \theta(F)\), for every pair of finite sums \(E, F\) of distinct matrices \(E_{il}', s\) such that \(EM = M = MF\).

Finally, suppose that \(\sum_i k_i h_i \cdot a_i = 0\) for every \(k \in H\), with \(h_i = \sum_{g \in G} \alpha^g_i p_g\) and \(a_i = \sum_{j,l \in \mathbb{N}} a^i_{jl} E_{jl}\), where almost every \(a^i_{jl} = 0\). Hence, for every \(g \in G\), choosing \(k = p_g\), we have that
\[
0 = \sum_i \alpha^i_g p_g \cdot a_i = \sum_{i,j,l} \alpha^i_g \cdot a^i_{jl} E_{jl} = \sum_{i,j,l} \alpha^i_g \delta_{gL,t_{ij}L} a^i_{jl} \frac{1}{|L|} E_{jl},
\]
then, for every \(j, l \in \mathbb{N}\), it follows that
\[
\sum_i \alpha^i_g \delta_{gL,t_{ij}L} a^i_{jl} = 0.
\]

Hence,
\[
\sum_i h_i \triangleright \theta(a_i) = \sum_{i,g} \alpha^i_g p_g \triangleright \left(\sum_{j,l} \sum_{h \in t_{ij}L} \frac{1}{|L|} a^i_{jl} h \right) E_{jl}
= \sum_{i,j,l,g} \left(\alpha^i_g \frac{1}{|L|} a^i_{jl} \delta_{gL,t_{ij}L} g \right) E_{jl} = 0,
\]
thus showing that \((B, \theta)\) is the minimal globalization of the partial action \(\cdot : H \otimes A \to A\).

### 4.4. Globalization of \(S\)-categorizable partial actions.
In this section we will consider globalizations of \(S\)-categorizable partial actions and their connections to globalizations of partial actions on categories. Before we proceed, we recall some definitions from \([2]\).

**Definition 61.** \([2]\) (semicategories and semifunctors)

1. A \(\mathbb{k}\)-semicategory \(C\) consists of a class \(C_0\) (its objects) and, for each \(x, y \in C_0\), a \(\mathbb{k}\)-linear space \(\gamma C_x\), the space of morphisms from \(x\) to \(y\), such that \(C\) satisfies all the axioms of a \(\mathbb{k}\)-category except for the existence of an identity for every object.
2. A \(\mathbb{k}\)-semifunctor from the \(\mathbb{k}\)-semicategory \(C\) to the \(\mathbb{k}\)-semicategory \(D\) is a family of \(\mathbb{k}\)-linear maps \(\gamma F_x : \gamma C_x \to \gamma C_{F(x)}\), where \((x, y) \in C_0 \times C_0\), such that \(\gamma F_x (\gamma g_y \circ \gamma F_x) = \gamma F_x (\gamma g_y) \circ \gamma F_x (\gamma f_x)\) for every \(x, y, z \in C_0\), \(\gamma F_x \in \gamma C_x\), and \(\gamma g_y \in \gamma C_y\). As usual, we will simply write \(F\) instead of \(\gamma F_x\).
3. Let \(C\) be a \(\mathbb{k}\)-semicategory.
   (a) A \(C_0\)-semicategory is a semicategory \(D\) whose class of objects is \(C_0\).
   (b) A \(C_0\)-subsemicategory \(E\) of a \(C_0\)-semicategory \(D\) is a subsemicategory of \(D\) such that \(E_0 = D_0 = C_0\).
   (c) A \(C_0\)-semifunctor is a functor between \(C_0\)-semicategories that is the identity on the objects.
Definition 62 ([2]). Let \( \mathcal{C} \) be a \( k \)-category. An ideal of \( \mathcal{C} \) is a \( \mathcal{C}_0 \)-subsemicategory \( J \) of \( \mathcal{C} \) such that \( z f_x \circ x y \circ y g_w \in z J_w \) for every \( z f_x \in z \mathcal{C}_x, x y \in x \mathcal{C}_x, y g_w \in y \mathcal{C}_w \).

The concept of central idempotent in a \( k \)-category appears in [2] but, in fact, it extends trivially to the context of \( k \)-semicategories.

Definition 63 ([2]). A central idempotent in a \( k \)-semicategory \( \mathcal{C} \) is an idempotent natural transformation \( e \) of the identity functor \( \text{Id}_\mathcal{C} \) to itself, i.e., it is a collection \( e = \{ e_x \} \) for every \( x, y \) such that \( e_x e_y = e_x \) for all \( x, y \) in \( \mathcal{C} \). Given a central idempotent \( e \), the ideal \( J \) of \( \mathcal{C} \) generated by \( e \) is given by

\[
y J_x = y e_y y C_x e x = e y C_x = y C_x x e x.
\]

The definition of a central idempotent of a category was motivated by the well known fact that if \( B \) is an \( H \)-module algebra with action \( \triangleright \) and \( A \) is the ideal of \( B \) generated by a central idempotent \( e \), i.e., \( A = B e \), then the mapping \( g \cdot a = (h \triangleright a) e \) determines a partial action of \( H \) on \( A \). Moreover, if \( \mathcal{C} \) is a semicategory with finite number of objects, then \( B = a(\mathcal{C}) \) is a nonunital algebra, and every element of the form \( \sum_{x \in \mathcal{C}_0} e x x \) such that \( e x x \circ x y f y x x = x y f y e y y \) for every \( x, y \) in \( \mathcal{C}_0 \), i.e., \( e = \{ e x x \} \) determines a central idempotent as in the definition above, is a central idempotent of this algebra. Definition 63 is written in such a way that it works even for categories with infinite number of objects.

Definition 64 ([2]). Let \( \mathcal{B} \) be a partial \( H \)-module category. A globalization of the partial action is a pair \((\mathcal{B}, F)\) where

1. \( \mathcal{B} \) is an \( H \)-module semicategory over \( \mathcal{C}_0 \), with action \( \triangleright \);
2. \( F : \mathcal{C} \to \mathcal{B} \) is a faithful \( \mathcal{C}_0 \)-semifunctor and \( F(\mathcal{C}) \) is the ideal of \( \mathcal{B} \) generated by the central idempotent \( e = \{ F(x_1) \} \) for every \( x_1 \in \mathcal{C}_0 \);
3. \( B = H \triangleright F(\mathcal{C}) \);
4. \( F \) intertwines the partial action on \( \mathcal{C} \) and the induced partial action on \( F(\mathcal{C}) \), i.e., for every \( y f_x \in y \mathcal{C}_x \) we have

\[
F(h \cdot y f_x) = F(y 1_y)(h \triangleright F(y f_x)) = (h \triangleright F(y f_x))F(x 1_x).
\]

Proposition 65. Let \( \cdot : H \otimes A \to A \) be an \( S \)-categorizable symmetrical partial action and \((B, \theta)\) be an enveloping action. Then the partial action of \( H \) on \( C^S(A) \) induced by \( \cdot \) has a globalization \((B, F)\) given by:

- \( B_0 = C^S(A)_0 \)
- \( B(\alpha, \beta) = e B_\alpha = H \triangleright \theta(e S^S(A) \alpha) = H \triangleright \theta(e \beta A e \alpha) \)
- \( F : C^S(A) \to B \) is given by \( F_0(\alpha) = \alpha \) and \( F_1(e \beta e \alpha) = \theta(e \beta e \alpha) \).

Proof. In fact,

1. \( B_0 = C^S(A)_0 \), with action \( \triangleright \) induced by \( \triangleright \);
2. \( F \) is a faithful functor, because \( \theta \) is monomorphism, \( e = \{ \theta(e) \} \) is a central idempotent and \( F(C^S(A)) \) is the ideal of \( B \) generated by \( e \);
3. \( B = H \triangleright F(C^S(A)) \);
4. \( F(h \cdot e \beta e \alpha) = \theta(h \cdot e \beta e \alpha) = \theta(e \beta)(h \triangleright \theta(e \beta e \alpha)) = F(e \beta)(h \triangleright F(e \beta e \alpha)) \) and

\[
F(h \cdot e \beta e \alpha) = \theta(h \cdot e \beta e \alpha) = (h \triangleright \theta(e \beta e \alpha)) \theta(e) = (h \triangleright F(e \beta e \alpha)) F(e).
\]

\( \square \)

Conversely, if the partial action \( \triangleright : H \otimes \mathcal{C} \to \mathcal{C} \) has a globalization \((B, F)\), then the partial action \( \cdot : H \otimes a(\mathcal{C}) \to a(\mathcal{C}) \) induced by \( \triangleright \) has a globalization given by the pair \((a(B), \theta)\), where \( \theta((y f_x)_{x,y}) = (F(y f_x))_{x,y} \) and the action on \( a(B) \) is induced by the action on \( B \).
5. A Morita context between $A\#H$ and $B\#H$

In [5], Alves and Batista proved that there exists a strict Morita context between $A\#H$ and $B\#H$, whenever $(B, \theta)$ is a globalization for the symmetrical partial action on the unital algebra $A$ and $H$ has bijective antipode. We will show that an equivalent argument holds for nonunital algebras.

We recall from [22] that two idempotent rings are Morita equivalent, i.e., their categories of unital and torsionfree modules are equivalent, if and only if there exists a strict Morita context where the modules are unital.

**Lemma 66.** Let $A$ be a partial $H$-module algebra and $\theta : A \to B$ be a globalization. Then the map

$\Phi : A\#H \to B\#H, \quad \Phi(\sum a(h_{(1)} \cdot b)\#h_{(2)}) = \sum \theta(a)(h_{(1)} \triangleright \theta(b))\#h_{(2)},$

is an algebra monomorphism.

**Proof.** Consider the linear map $\Phi : A\#H \to B\#H$ defined by

$\Phi(a\#h) = \theta(a)\#h.$

By the same calculations as in [4] $\Phi$ is a well-defined algebra morphism (due to the axioms of a globalization), and $\Phi$ is injective because $\theta$ is injective.

Its restriction to the subalgebra $A\#H$, which we will also denote by $\Phi$, is therefore an injective algebra morphism, whose expression on a generator $\sum a(h_{(1)} \cdot b)\#h_{(2)}$ is given by

$\Phi(\sum a(h_{(1)} \cdot b)\#h_{(2)}) = \sum \theta(a)(h_{(1)} \triangleright \theta(b))\#h_{(2)}.$

□

**Theorem 67.** Let $H$ be a Hopf algebra with bijective antipode, $A$ be an idempotent algebra which is a partial $H$-module algebra, and let $(B, \theta)$ be a globalization for $A$. Then, there exists a strict Morita context between $A\#H$ and $B\#H$.

**Proof.** As in [4] and [17], consider the vector spaces

$M = \{ \sum \theta(a_i)\#h_i; \ a_i \in A, \ h_i \in H \}\$

$N = \{ \sum (h_i)_{(1)} \triangleright \theta(a_i)\#(h_i)_{(2)}; \ a_i \in A, \ h_i \in H \},$

i.e., $M = \Phi(A\#H)$ and $N$ is the subspace of $B\#H$ generated by the elements $\sum h_{(1)} \triangleright \theta(a)\#h_{(2)}$. Since $M$ and $N$ are subspaces of $B\#H$ and $A\#H$ can be seen as a subspace of $B\#H$, by the previous lemma, it is not hard to show that $M$ is an $A\#H - B\#H$-bimodule and $N$ is a $B\#H - A\#H$-bimodule; these bimodule structures are the same ones considered in [4].

For the rest of the Morita context, define the maps

$\tau : M \otimes_{B\#H} N \to A\#H \cong \Phi(A\#H) \subseteq B\#H$

$\sigma : N \otimes_{A\#H} M \to B\#H,$

both induced by the multiplication in $B\#H$. This is possible because $M$, $N$ and $A\#H$ are seen as subspaces of $B\#H$, as mentioned before. Since the multiplication on $B\#H$ is associative, we have that both $\tau$ and $\sigma$ are bimodule morphisms. Hence, from [22], we only need to prove that they are surjective.

First, we have that $MN \subseteq \Phi(A\#H)$ because for every $a, b \in A$ and $h, k \in H$ we have

$(\theta(a)\#h)(\sum k_{(1)} \triangleright \theta(b)\#k_{(2)}) = \sum \theta(a)(h_{(1)}k_{(1)} \triangleright \theta(b))\#h_{(2)}k_{(2)}$

$= \sum \theta(a)((hk)_{(1)} \triangleright \theta(b))\#(hk)_{(2)} \in \Phi(A\#H).$
Since $\sum \theta(a)(h_{(1)} \triangleright \theta(b))\# h_{(2)} = (\theta(a) \# h)(\theta(b) \# 1_H)$ and $\theta(b) \# 1_H$ lies in $N$, we have that $MN = \Phi(A\# H)$. Finally, as $NM \subseteq B\# H$, $h \triangleright \theta(a) \# k$ is a generator of $B\# H$ as vector space and

$$h \triangleright \theta(a) \# k = \sum (h_{(1)} \triangleright \theta(a_1) \# h_{(2)})(\theta(a_2) \# S(h_{(3)})k) \in NM,$$

where $a = \sum a_1 a_2 = \sum a_1 a_2$ ($A$ is idempotent), we have that $NM = B\# H$. \hfill $\square$

Since $A$ is idempotent, we have that both $A\# H$ and $B\# H$ are also idempotent, and by [22] we have the following result.

**Theorem 68.** Under the hypotheses of the previous theorem, we have that the category of the unital and torsionfree left $B\# H$-modules ($B\# H$-mod) and the category of the unital and torsionfree left $A\# H$-modules ($A\# H$-mod) are equivalent.

**Remark 69.** Under the hypothesis of Theorem 67, if $A$ is a unital algebra, even if $B\# H$ does not have unit, there still exist an equivalence between the categories of $A\# H$-modules and the category of the unital and torsionfree left $B\# H$-modules.

6. **Morita equivalence between $A$ and $a(C^S(A))$**

In this section we will show that every algebra $A$ with s.l.u. $S$ is Morita equivalent to the algebra $a(C^S(A))$. This result will be fundamental further on for deriving an equivalence between the categories of unital $A\# H$ modules and of $C^S(A)\# H$ modules (see Corollary 85). In order to do that, we will prove that the category of the unital $A$-modules is equivalent to the category of $C^S(A)$-modules, and then we will show that for every $k$-category $C$, the category of the $C$-modules is equivalent to the category of the unital $a(C)$-modules. We begin by recalling the definition of modules of a $k$-category.

**Definition 70.** Let $C$ be a $k$-category. A $C$-module $M$ is a functor from $C$ to the category of $k$-vector spaces $\text{Vec}$. In other words, for every object $x \in C_0$, a vector space $xM$ is determined, and for every linear map $f : x \to y$ in $C_1$, a linear transformation $f : xM \to yM$ is determined, such that for all $x, y, z \in C_0$, $xm \in xM$ and $ygz, fz \in C_1$,

1. $x1xm = xm$;
2. $ygz(1fxm) = (gyz \circ 1fx)m$.

We know that given an algebra with local units $A$ and a fixed s.l.u. $S = \{e_\lambda\}_{\lambda \in \Lambda}$, every $A$-module $M$ can be seen as a $C^S(A)$-module, namely $M = \{\lambda M\}_{\lambda \in \Lambda}$, where $\lambda M = e_\lambda M$ and the actions on each $e_\lambda M$ are the restrictions of the original action of $A$ on $M$.

Now, to construct an $A$-module arising from a $C^S(A)$-module, note that given a $C^S(A)$-module $M = \{\lambda M\}_{\lambda \in \Lambda}$, for every $\lambda \leq e_\alpha$, we have that $e_\lambda \in e_\alpha Ae_\lambda \cap e_\lambda Ae_\alpha \cap e_\lambda Ae_\lambda$, hence $e_\lambda \cdot (\lambda, \lambda) \lambda m = e_\lambda \cdot (\alpha, \lambda) (e_\lambda \cdot (\lambda, \alpha) \lambda m)$ for every $\lambda \in \lambda M$. Since $e_\lambda \cdot (\lambda, \lambda) \square = id_{\lambda M}$, we have that $I_{(\lambda, \alpha)} = e_\lambda \cdot (\lambda, \alpha) \square$ is an injective linear map. This calculation is illustrated by the following diagram.

$$\begin{align*}
\xymatrix{\xymatrix@R=10pt@C=10pt{e_\lambda \cdot (\lambda, \lambda) \ar[r]^-{e_\lambda \cdot (\lambda, \alpha)} & \ar[l]_-{e_\lambda \cdot (\lambda, \lambda)} \lambda M} & aM} \end{align*}$$

**Lemma 71.** $\{\lambda M\}_{\lambda \in \Lambda}$, $\{I_{(\lambda, \alpha)} : \lambda M \to aM\}_{\lambda \leq \alpha \in \Lambda}$ forms a direct system of vector spaces.

**Proof.** follows directly from the fact that $e_\gamma e_\alpha = e_\alpha$ whenever $e_\alpha \leq e_\gamma$. \hfill $\square$

It is well known that every direct system of vector spaces $\{t_{ij} : M_i \to M_j\}$ has a (unique) limit, i.e., there exists a vector space $M$ with inclusions $t_i : M_i \to M$ such that for every vector space $N$ with inclusions $\nu_i : M_i \to N$ there exists a unique linear transformation $\theta : M \to N$ such that $\theta \circ t_i = \nu_i$ for every $i$.

To describe the limit of the direct system of the previous lemma, consider the subspace $T$ of $\bigoplus_{\lambda \lambda} \lambda M$ generated by elements of the form $\lambda m - I_{(\lambda, \alpha)}(\lambda m)$ with $\lambda \leq e_\alpha$; then $\lim_{\lambda \lambda} \lambda M = \bigoplus_{\lambda \lambda} \lambda M$. 
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\( \oplus \Lambda M/T \) by Proposition 2.6.8 of [25]. Since \( I_{(\lambda, \alpha)} \) is injective, we can identify \( \lambda M \) with \( \overline{\lambda M} \subset M \) by \( \chi m \mapsto \overline{\chi m} \), the equivalence class of \( \chi m \) in \( M \).

Now, consider \( M = \lim_{\to} \Lambda M \) and define

\[
\bullet : A \otimes M \rightarrow M \\
an \otimes \overline{\chi m} \mapsto e_{\beta}ae_{\alpha} \cdot (\alpha, \beta) I_{(\lambda, \alpha)} \chi m,
\]

where \( ae_{\alpha} = a = e_{\beta}a \) and \( e_{\alpha} \leq e_{\alpha} \). In other words, \( a \bullet \overline{\chi m} = e_{\gamma} ae_{\lambda} \cdot (\lambda, \alpha) \chi m = \overline{ae_{\lambda} \cdot (\lambda, \beta) \chi m} \)

**Proposition 72.** \( M \) is an \( A \)-module via \( \bullet \).

**Proof.** We will prove only that \( \bullet \) is well-defined, since the remaining verifications are then straightforward. Because of the description \( a \bullet \overline{\chi m} = \overline{ae_{\lambda} \cdot (\lambda, \beta) \chi m} \), that does not depend on the choice of \( e_{\alpha} \), we will show that \( \overline{ae_{\lambda} \cdot (\lambda, \beta) \chi m} = \overline{ae_{\lambda} \cdot (\lambda, \gamma) \chi m} \) whenever \( e_{\beta} \leq e_{\gamma} \), in fact

\[
\overline{ae_{\lambda} \cdot (\lambda, \beta) \chi m} = \overline{I_{(\beta, \gamma)}(ae_{\lambda} \cdot (\lambda, \beta) \chi m)} = \overline{e_{\beta} \cdot (\beta, \gamma) ae_{\lambda} \cdot (\lambda, \beta) \chi m} = \overline{e_{\gamma} ae_{\lambda} \cdot (\lambda, \beta) \chi m} = \overline{ae_{\lambda} \cdot (\lambda, \gamma) \chi m}.
\]

Finally, if we chose \( e_{\alpha} \) and \( e_{\beta} \) such that \( e_{\beta}a = e_{\alpha}a = a \), there always exist \( e_{\gamma} \geq e_{\alpha}, e_{\beta} \), and we are done. \( \square \)

**Theorem 73.** Let \( A \) be an algebra with s.l.u. \( S \). Then the category of the unital \( A \)-modules is equivalent to the category of \( C^{\ast}(A) \)-modules.

**Proof.** First, note that if \( \overline{\chi m} = \overline{\alpha m} \in G(M) \), there exist \( \gamma \in \Lambda \) such that \( I_{(\lambda, \gamma)}(\lambda m) = I_{(\alpha, \gamma)}(\alpha m) \).

Let \( f : M \rightarrow N \) be a morphism in \( C^{\ast}(A) - \text{Mod} \), then

\[
I_{(\lambda, \gamma)}(f_{\alpha}(\chi m)) = e_{\lambda} \cdot (\lambda, \gamma) \overline{f_{\alpha}(\chi m)} = f_{\lambda}(e_{\lambda} \cdot (\lambda, \gamma) \chi m) = f_{\gamma}(I_{(\lambda, \gamma)}(\lambda m)) = f_{\gamma}(I_{(\alpha, \gamma)}(\alpha m)) = I_{(\alpha, \gamma)}(f_{\alpha}(\alpha m)),
\]

i.e., \( f_{\lambda}(\chi m) = f_{\alpha}(\alpha m) \) and \( G \) is well-defined. Now, let \( A - \text{Mod} \) be the category of all unital \( A \)-modules. We have the following functors

\[
F : A - \text{Mod} \rightarrow C^{\ast}(A) - \text{Mod} \\
(M, \cdot) \mapsto \{ e_{\lambda}M \}_{\lambda \in \Lambda} \\
f : M \rightarrow N \mapsto \{ F(f)_{\lambda} = f|_{e_{\lambda}M} \}
\]

\[
G : C^{\ast}(A) - \text{Mod} \rightarrow A - \text{Mod} \\
\Lambda M \mapsto \langle \lim_{\to} M_{\lambda} \bullet \rangle \\
f = \{ f_{\lambda} : \lambda M \rightarrow \lambda N \} \mapsto G(f)(\overline{\chi m}) = \overline{f_{\lambda}(\chi m)}
\]

Since \( \lim_{\to} e_{\lambda}M = M \) whenever \( M \in A - \text{Mod} \) and the \( A \)-module structure of \( M \) coincides with that given by the functor \( G \), we have that \( GF = Id_{A - \text{Mod}} \) on objects, and is easy to see that \( GF = Id_{A - \text{Mod}} \) in the morphisms too. Now, consider the linear map

\[
\varphi_{\lambda} : \lambda M \rightarrow e_{\lambda} \cdot G(M) \\
\overline{\chi m} \mapsto \overline{\chi m}.
\]

Since \( \overline{\chi m} = e_{\lambda} \cdot (\lambda, \beta) \overline{\chi m} = e_{\lambda} \bullet \overline{\chi m} \), we have that \( \varphi \) is well-defined. Now, suppose that there exist \( \lambda m, \chi n \in \chi M \) such that \( \overline{\chi m} = \overline{\chi n} \). Then, there exist \( e_{\lambda} \leq e_{\beta} \) such that \( I_{(\lambda, \beta)}(\lambda m) = I_{(\lambda, \beta)}(\lambda n) \), since \( I_{(\lambda, \beta)} \) is injective, we conclude that \( \chi m = \chi n \). Finally, note that for every \( \lambda, \beta \in \Lambda \) there exist \( \gamma \in \Lambda \) such that \( e_{\lambda} \leq e_{\gamma} \) and \( e_{\beta} \leq e_{\gamma} \), then

\[
e_{\lambda} \cdot \overline{\beta m} = e_{\lambda}e_{\gamma} \cdot (\gamma, \lambda) I_{(\beta, \gamma)}(\beta m) = \varphi_{\lambda}(e_{\lambda}e_{\gamma} \cdot (\gamma, \lambda) I_{(\beta, \gamma)}(\beta m)),
\]
since $e_\lambda e_\gamma (\gamma, \lambda) I(\beta, \gamma)(\lambda m) \in \lambda M$, we have that $\varphi_\lambda$ is surjective and, consequently, each $\varphi_\lambda$ is an isomorphism of vector spaces. Moreover, as

$$e_\beta a e_\lambda \cdot \varphi_\lambda (\lambda m) = e_\beta a e_\lambda \cdot \varphi_\beta (\lambda m),$$

we have that the following diagrams commute:

$$\begin{array}{ccc}
\lambda M & \xrightarrow{\varphi_\lambda} & \beta M \\
\downarrow & & \downarrow \\
e_\lambda \cdot G(M) & \xrightarrow{e_\beta a e_\lambda} & e_\beta \cdot G(M)
\end{array}$$

i.e., since every $\varphi_\lambda$ is a linear isomorphism, $\varphi = \{\varphi_\lambda\}_{\lambda \in \Lambda}$ is a $C^S(A)$-module isomorphism. Hence $FG \cong Id_{C^S(A)-Mod}$ when restricted to the objects. Finally, we have that

$$FG(f)(\varphi_\lambda^M(\lambda m)) = G(f)(\varphi_\lambda^M(\lambda m)) = \varphi_\lambda^N(f_\lambda(\lambda m)).$$

Then $\varphi$ is actually a natural transformation, hence a natural isomorphism. \qed

**Theorem 74.** Let $C$ be a $k$-category. Then the category of the $C$-modules and the category of the unital $a(C)$-modules are equivalent.

**Proof.** In fact, consider the functors

$$F: C-Mod \to a(C)-Mod$$

$$M = \{x M\}_{x \in C_0} \mapsto \bigoplus_{x \in C_0} x M$$

$$\theta: M \to N \mapsto F(\theta)((x m)_{x \in C_0}) = (\theta x (x m))_{x \in C_0}$$

and

$$G: a(C)-Mod \to C-Mod$$

$$M \mapsto \{e_x M\}_{x \in C_0}$$

$$\alpha: M \to N \mapsto G(\alpha)_x = \alpha,$$

where $e_x$ denotes the matrix with $x 1_x$ in the $(x, x)$ position and 0 otherwise. Note that $S = \{\sum_{i=1}^n e_{x_i}\}$ is a system of local units for $a(C)$. Now, we have that

$$FG(M) = \bigoplus_x x G(M) = \bigoplus_x e_x M = M$$

and

$$y GF(\{x M\}) = e_y \left(\bigoplus_x x M\right) = y M,$$

then $FG = Id_{a(C)-Mod}$ and $GF = Id_{C-Mod}$ in the objects. For the morphisms, we have that

$$(FG(\alpha))(m) = (GF(\alpha)) \left(\sum_{i=1}^n e_{x_i} m\right) = \sum_{i=1}^n \alpha(e_{x_i} m) = \sum_{i=1}^n e_{x_i} \alpha(m) = \alpha(m),$$

where $e = \sum_{i=1}^n e_{x_i}$ is such that $em = m$. And

$$(GF(\theta))(y m) = F(\theta)(y m) = \theta_y(y m).$$

Now we can enunciate the desired result.

**Corollary 75.** Let $A$ be an algebra with s.l.u. $S$. Then $A$ and $a(C^S(A))$ are Morita equivalent.
By [26], every algebra with local units is Morita equivalent to some algebra with enough idempotents, i.e., to some algebra \( R \) such that \( R = \bigoplus e \cdot e R = \bigoplus e R e \), where \( \{ e \} \) is a family of orthogonal idempotents in \( R \). The previous corollary prove the same thing and give a better description of such algebra with enough idempotents. Also, in spite of the notation as subset of a system of local units, nothing require that the local units must be different. So, if we consider a unital algebra \( A \) with an s.l.u. \( S = \{ e_1, \ldots, e_n \} \) where every \( e_i = 1_A \), this corollary provides the well known Morita equivalence between \( A \) and \( Mat_{n \times n}(A) \).

We can push this result even further: in [18] the authors prove that given two algebras with enough idempotents \( A \) and \( B \), there exists an infinite set of indexes \( X \) such that \( FMat_X(A) \cong FMat_X(B) \) as algebras. As a consequence, we obtain the following result.

**Corollary 76.** Let \( A \) be an algebra with s.l.u. \( S = \{ e_\lambda \}_{\lambda \in \Lambda} \) and \( B \) an algebra with s.l.u. \( T = \{ f_i \}_{i \in \Gamma} \). If \( A \) and \( B \) are Morita equivalent, then there exist an infinite set of indexes \( X \) whose cardinality is greater than or equal to those of \( \Lambda \) and \( \Gamma \) such that \( FMat_X(a(C^S(A))) \cong FMat_X(a(C^T(B))) \).

### 7. Morita Equivalence of Partial Actions

In this section we introduce Morita equivalence of partial Hopf actions, extending part of the theory developed in in [1] for partial group actions. We will show that every partial action is Morita equivalent to a partial action of the Hopf algebra on an algebra with trivial right annihilator. Turning to the case of a partial \( H \)-module algebra with local units \( A \) with \( S \)-globalizable partial action, we will prove that \( A \# H \) is Morita equivalent to \( a(C^S(A)) \# H \), where the partial action on \( a(C^S(A)) \) is induced by the \( S \)-categorizable partial action on \( A \).

**Definition 77.** Let \( A \) and \( B \) be associative partial \( H \)-module algebras with partial actions \( \cdot_A \) and \( \cdot_B \), respectively. We will say that \( \cdot_A \) and \( \cdot_B \) are Morita equivalent partial actions if

1. There exists a strict Morita context \((A, B, AB, \#B, \#A, \tau, \sigma)\), where \( M \) and \( N \) are unital bimodules;
2. There exists a partial action \( \triangleright : H \otimes C \to C \), where \( C \) is the context algebra \( C = \begin{pmatrix} A & M \\ N & B \end{pmatrix} \), such that its restriction to \( \begin{pmatrix} A & 0 \\ 0 & 0 \end{pmatrix} \) and \( \begin{pmatrix} 0 & 0 \\ 0 & B \end{pmatrix} \) coincides with \( \cdot_A \) and \( \cdot_B \), respectively.

We recall that the multiplication of matrices in \( C \) comes from the bimodule structures on \( M \) and \( N \) and from the maps \( \tau : M \otimes_B N \to A \) and \( \sigma : N \otimes_A M \to B \) of the Morita context. Throughout this subsection, we will denote \( \tau(m, n) = (mn) \) and \( \sigma(n, m) = (nm) \), for every \( m \in M, n \in N \).

Note that if \( \cdot_A \) and \( \cdot_B \) are Morita equivalent, then the partial action \( \triangleright \) on \( C \) provides a linear map \( \varphi_M : H \otimes M \to M, \varphi_M(h \otimes m) = hm \). In fact, since \( M \) is a unital left \( A \)-module, for any \( m \in M \), we have that \( m = \sum_i a_i m_i \), with \( a_i \in A, m_i \in M \) and

\[
\begin{align*}
    h \triangleright \begin{pmatrix} 0 & m \\ 0 & 0 \end{pmatrix} &= \sum_i h \triangleright \begin{pmatrix} a_i & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} 0 & m_i \\ 0 & 0 \end{pmatrix} \\
    &= \sum_i \left( h_{(1)} \cdot_A a_i \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} h_{(2)} \triangleright \begin{pmatrix} 0 & m_i \\ 0 & 0 \end{pmatrix} \right) \in \begin{pmatrix} A & M \\ 0 & 0 \end{pmatrix}.
\end{align*}
\]

Analogously, since \( M \) is a unital right \( B \)-module, we have that

\[
    h \triangleright \begin{pmatrix} 0 & m \\ 0 & 0 \end{pmatrix} \in \begin{pmatrix} 0 & M \\ 0 & 0 \end{pmatrix},
\]

hence

\[
    h \triangleright \begin{pmatrix} 0 & m \\ 0 & 0 \end{pmatrix} \in \begin{pmatrix} 0 & M \\ 0 & 0 \end{pmatrix} \cap \begin{pmatrix} A & M \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 0 & M \\ 0 & 0 \end{pmatrix},
\]
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and therefore, we define $hm$ by the equation
\[
  h \triangleright \begin{pmatrix} 0 & m \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 0 & hm \\ 0 & 0 \end{pmatrix} \in \begin{pmatrix} 0 & M \\ 0 & 0 \end{pmatrix}.
\]

In the same way, the partial action on $C$ provides a linear map $\varphi_N : H \otimes N \to N$, $\varphi_N(h\otimes n) = hn$. Thus we may write the partial action in the following form:
\[
  h \triangleright \begin{pmatrix} a & m \\ n & x \end{pmatrix} = \begin{pmatrix} h \cdot_A a & hm \\ hn & h \cdot_B x \end{pmatrix}.
\]

**Lemma 78.** The linear map $\varphi_M$ satisfies the following properties:

1. $1_H m = m$;
2. $h(a(km)) = \sum(h_{(1)} \cdot_A a)((h_{(2)}k)m)$;
3. $h(m(k \cdot_B b)) = \sum(h_{(1)}m)((h_{(2)}k) \cdot_B b)$,

for every $h,k \in H$, $m \in M$.

**Proof.** In fact, for item (2), we have that
\[
  \begin{pmatrix} 0 & h(a(km)) \\ 0 & 0 \end{pmatrix} = h \triangleright \begin{pmatrix} 0 & a(km) \\ 0 & 0 \end{pmatrix} = h \triangleright \left( \begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix} \left( k \triangleright \begin{pmatrix} 0 & m \\ 0 & 0 \end{pmatrix} \right) \right) = \sum \left( h_{(1)} \triangleright \begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix} \right) \left( h_{(2)} k \triangleright \begin{pmatrix} 0 & m \\ 0 & 0 \end{pmatrix} \right) = \sum \left( \begin{pmatrix} h_{(1)} \cdot_A a & 0 \\ 0 & 0 \end{pmatrix} \right) \left( 0 & (h_{(2)}k)m \atop 0 & 0 \right) = \begin{pmatrix} 0 & \sum(h_{(1)} \cdot_A a)((h_{(2)}k)m) \\ 0 & 0 \end{pmatrix},
\]

for every $a \in A$, $m \in M$, $h,k \in H$. Item 3) is proved using similar arguments. \(\square\)

In particular, items (1) and (2) show that $\varphi_M$ defines a structure of partial $(A,H)$-module on $M$ (see Definition 16). Analogously, $\varphi_N$ satisfies similar properties.

**Lemma 79.** For every $h,k \in H$, $m \in M$, $n \in N$, we have that

1. $h \cdot_A (m(kn)) = \sum(h_{(1)}m)((h_{(2)}k)n)$;
2. $h \cdot_B (n(km)) = \sum(h_{(1)}n)((h_{(2)}k)m)$.

**Proof.** In fact, for item (1), we have that
\[
  \begin{pmatrix} h \cdot_A (m(kn)) & 0 \\ 0 & 0 \end{pmatrix} = h \triangleright \begin{pmatrix} (m(kn)) & 0 \\ 0 & 0 \end{pmatrix} = h \triangleright \left( \begin{pmatrix} 0 & m \\ 0 & 0 \end{pmatrix} \left( k \triangleright \begin{pmatrix} 0 & 0 \\ n & 0 \end{pmatrix} \right) \right) = \sum \left( h_{(1)} \triangleright \begin{pmatrix} 0 & m \\ 0 & 0 \end{pmatrix} \right) \left( h_{(2)} k \triangleright \begin{pmatrix} 0 & 0 \\ n & 0 \end{pmatrix} \right) = \sum \left( \begin{pmatrix} 0 & h_{(1)}m \\ 0 & 0 \end{pmatrix} \right) \left( 0 & (h_{(2)}k)n \atop 0 & 0 \right) = \begin{pmatrix} \sum((h_{(1)}m)((h_{(2)}k)n) & 0 \\ 0 & 0 \end{pmatrix},
\]

for every $m \in M$, $n \in N$, $h,k \in H$. Item (2) is proved using similar arguments. \(\square\)

In the definition of Morita equivalent partial actions, item (2) can be replaced by the existence of compatible partial $(A,H) - (B,H)$ and $(B,H) - (A,H)$-bimodule structures on $M$ and $N$, respectively. Just to be clear, the “right module” version of Definition 16 is as follows.
Definition 80. Let $B$ be an associative right partial $H$-module algebra. A vector space $N$ is a right partial $(B, H)$-module if $N$ is a unital right $B$-module together with a linear map $N \otimes H \to N$, $n \otimes h \mapsto nh$ such that:

1. $n1_h = n$;
2. $(nk)b h = \sum(n(kh(1)))(b \cdot h(2))$.

for every $h, k \in H$, $b \in B$, $n \in N$. If $N$ also has a structure of left $(A, H)$-module, where $A$ is an associative (left) partial $H$-module algebra, then we will say that $N$ is a partial $(A, H) - (B, H)$-bimodule if

3. $a(nb) = (an)b$ for all $a \in A$, $b \in B$;
4. $h(nk) = (hn)k$ for all $h, k \in H$.

Proposition 81. Let $A$ and $B$ be associative partial $H$-module algebras with partial actions $\cdot_A$ and $\cdot_B$, respectively, and assume that item (1) of Definition 77 holds. The following are equivalent:

1. There exists a partial action $\triangleright : H \otimes C \to C$, where $C$ is the context algebra $C = \begin{pmatrix} A & M \\ N & B \end{pmatrix}$, such that its restriction to $\begin{pmatrix} A & 0 \\ 0 & 0 \end{pmatrix}$ and $\begin{pmatrix} 0 & 0 \\ 0 & B \end{pmatrix}$ coincides with $\cdot_A$ and $\cdot_B$, respectively.
2. $M$ has a partial $(A, H) - (B, H)$-bimodule structure and $N$ has a partial $(B, H) - (A, H)$-bimodule structure such that:
   - $h \cdot_A (m kn) = \sum (h(1)m)(h(2)kn)$;
   - $h \cdot_B (n km) = \sum (h(1)n)(h(2)km)$,
   for every $h \in H$, $m \in M$, $n \in N$.

Proof. The proof of (1)$\Rightarrow$(2) is in the previous calculations following Definition 77. For (2)$\Rightarrow$(1), we define a partial action of $H$ on $C$ by

$$h \triangleright \begin{pmatrix} a & m & \cdot \\ n & x \end{pmatrix} = \begin{pmatrix} h \cdot_A a & hm \\ hn & h \cdot_B x \end{pmatrix}.$$ 

Note that if the hypothesis are satisfied, then we have that $h \cdot_A (mn) = \sum (h(1)m)(h(2)n)$ and $h \cdot_B (nm) = \sum (h(1)n)(h(2)m)$.

Proposition 82. Morita equivalence of partial actions is an equivalence relation.

Proof. Let $A$, $A'$, $A''$ be associative partial $H$-module algebras with partial actions $\cdot$, $\cdot_1$, $\cdot_2$, respectively. Suppose that $\cdot$ is Morita equivalent to $\cdot_1$ and $\cdot_1$ is Morita equivalent to $\cdot_2$ with strict Morita contexts $(A, A', M, M')$ and $(A', A'', L', L'')$, respectively. Now, consider the linear maps

$$\tau : (M \otimes_{A'} L') \otimes_{A''} (L'' \otimes_{A'} M') \to A$$

$$m \otimes l' \otimes l'' \otimes m' \mapsto (m(1l''m')),$$

and

$$\sigma : (L'' \otimes_{A'} M') \otimes_A (M \otimes_{A'} L') \to A''$$

$$l'' \otimes m' \otimes m \otimes l' \mapsto (l''((m'm)m')).$$

Since these maps are induced by morphisms of strict Morita contexts, when we consider the natural $(A, A'')$-bimodule structure of $M \otimes_{A'} L'$ and the natural $(A'', A)$-bimodule structure of $L'' \otimes_{A'} M'$, we have the strict Morita context $(A, A'', M \otimes_{A'} L', L'' \otimes_{A'} M', \tau, \sigma)$. Finally, defining

$$h \triangleright \begin{pmatrix} l'' & m & \cdot \\ a' & a'' \end{pmatrix} = \sum \begin{pmatrix} h \cdot_A a & h(1)m \otimes h(2)l' \\ h(1)l'' \otimes h(2)m' & h \cdot_2 a'' \end{pmatrix},$$

we have that the partial actions $\cdot$ and $\cdot_2$ are Morita equivalent. Since clearly Morita equivalence of partial actions is reflexive and symmetric, it is an equivalence relation. 

\[ \square \]
We recall from [22] that two idempotent rings are Morita equivalent, i.e., its categories of unital and torsionfree modules are equivalent, if and only if there exists a strict Morita context where the modules are unital. We also recall that if $A$ is an idempotent partial $H$-module algebra then $A\#H$ is also an idempotent algebra (Proposition 17).

**Theorem 83.** Let $A$ and $B$ be idempotent partial $H$-module algebras with partial actions $\cdot_A$ and $\cdot_B$, respectively. If $\cdot_A$ is Morita equivalent to $\cdot_B$, then $A\#H$ is Morita equivalent to $B\#H$.

**Proof.** Suppose that the Morita equivalence of $A$ and $B$ is given by the strict Morita context $(A, B, _AM_B, _BN_A)$. Note that $M \otimes H$ is an $A\#H - B\#H$-bimodule with structure given by:

$$(m \otimes h)(x \otimes k) = \sum m(h(1) \cdot_B x) \otimes h(2)k$$

$$(a \otimes h)(m \otimes k) = \sum a(h(1)m) \otimes h(2)k.$$  

Analogously $N \otimes H$ is a $B\#H - A\#H$-bimodule. Now, since $A\#H$ and $B\#H$ are subalgebras of $A\#H$ and $B\#H$, respectively, we have that $M \otimes H$ is also an $A\#H - B\#H$-bimodule and $N \otimes H$ is also a $B\#H - A\#H$-bimodule. Since

$$(M \otimes H)(B\#H)(B\#H) \subseteq (M \otimes H)(B\#H)(B\#H),$$

because $(M \otimes H)(B\#H) \subseteq M \otimes H$, we have that $(M \otimes H)(B\#H)$ is an $A\#H - B\#H$-sub-bimodule of $M \otimes H$, and this sub-bimodule structure is given by

$$\sum a(h(1) \cdot_A b)(h(2)) \cdot_B z \otimes k_2 = \sum a(h(1)(bm))h(2)k_1 \cdot_B z \otimes h(3)k_2,$$

$$\sum m(k_1) \cdot_B z \otimes k_2 \cdot_B h_2 = \sum m(k_1 \cdot_B (zx))h(2)k_1 \cdot_B y \otimes k_3h_2,$$

for every $h, k \in H$, $a, b, c \in A$, $x, y, z \in B$, $m \in M$.

Analogously, $(N \otimes H)(A\#H)$ is a $B\#H - A\#H$-sub-bimodule of $N \otimes H$ with structure given by

$$\sum x(h(1) \cdot_B y)h(2) \cdot_B z \otimes k_2 = \sum x(h(1)(yn))h(2)k_1 \cdot_A c \otimes h_3k_2,$$

$$\sum n(k_1 \cdot_A c) \otimes k_2 \cdot_A b = \sum n(k_1 \cdot_A ca)h(2)h(1) \cdot_B b \otimes k_3h_2,$$

for every $h, k \in H$, $a, b, c \in A$, $x, y, z \in B$, $n \in N$.

Since $M$ and $N$ are unital bimodules, then $(M \otimes H)(B\#H)$ and $(N \otimes H)(A\#H)$ are also unital bimodules. Finally, consider the linear maps

$$\tau : (M \otimes H)B \otimes B\#H (N \otimes H)A \rightarrow A\#H$$

$$(\sum m(h(1) \cdot_B x) \otimes h(2)) \otimes (\sum n(k_1) \cdot_A a) \otimes k_2) \rightarrow \sum (m(h(1)(xn)))(h(2)k_1 \cdot_A a)h(3)k_2,$$

and

$$\sigma : (N \otimes H) \otimes A\#H (M \otimes H) \rightarrow B\#H$$

$$(\sum n(k_1) \cdot_A a) \otimes (\sum m(h(1) \cdot_B x)) \rightarrow \sum (n(h(1)(am)))(h(2)k_1 \cdot_B x)h(3)k_2,$$

that are well-defined because $M$ and $N$ are unital, and are also surjective because the Morita context $(A, B, M, N)$ is strict. Clearly $\tau$ and $\sigma$ are morphisms of bimodules, and they are balanced by construction. Hence $A\#H$ is Morita equivalent to $B\#H$. $\square$

Consider $A$ a partial $H$-module algebra with s.l.u. $S = \{e_\lambda\}_{\lambda \in \Lambda}$ with symmetrical $S$-categorizable partial action. To prove that $A\#H$ and $a(\mathcal{C}^S(A))\#H$ are Morita equivalent, first we will use the strict Morita context $(A, a(\mathcal{C}^S(A)), \oplus_\lambda Ae_\lambda, \oplus_\lambda e_\lambda A, \tau, \sigma)$, where the elements of $\oplus_\lambda Ae_\lambda$ are seen as row matrices, the elements of $\oplus_\lambda e_\lambda A$ are seen as column matrices,
the $A$-module structures are the usual and the $a(C^S(A))$-module structures and the morphisms
$\tau$ and $\sigma$ are given by matrix multiplication.

Corollary 84. Let $A$ be a partial $H$-module algebra with s.l.u. $S = \{e_{\lambda}\}_{\lambda \in \Lambda}$ with symmetrical $S$-categorizable partial action and consider the induced symmetrical partial action on $a(C^S(A))$. Then $A\#H$ and $a(C^S(A))\#H$ are Morita equivalent.

Proof. We only need to consider the linear map
\begin{align*}
h \cdot \left( \begin{array}{c} a \\ (a_{\lambda})_{\lambda} \\ (\alpha^\lambda)_{\lambda,\alpha} \end{array} \right) &= \left( \begin{array}{c} h \cdot a \\ (h \cdot a_{\lambda})_{\lambda} \\ (h \cdot (a_{\lambda}, \alpha))_{\lambda,\alpha} \end{array} \right),
\end{align*}
where $a^\lambda \in Ae_{\lambda}$, $a_{\lambda} \in e_{\lambda}A$ and $a(\lambda, \alpha) \in e_{\alpha}Ae_{\lambda}$. Since the partial action on $A$ is symmetrical $S$-categorical, this map is well-defined and it is straightforward that it determines a partial action on $C = \left( \begin{array}{c} A \\ \oplus_{\lambda} Ae_{\lambda} \\ a(C^S(A)) \end{array} \right)$. \hfill \Box

In [2], the authors proved that given a partial $H$-module $k$-category $C$, we have that $a(C)\#H$ and $a(C\#H)$ are isomorphic, where the partial action on $a(C)$ is induced by the partial action on $C$. Considering this fact, Theorem 74 and the previous results of this section, we have the following result.

Corollary 85. Let $A$ be a partial $H$-module algebra with s.l.u. $S$ with symmetrical $S$-categorizable partial action. Then the category of the unital $A\#H$ modules is equivalent to the category of the $C^S(A)\#H$ modules.

In [1], it was proved that every partial group action is Morita equivalent to a globalizable partial action. Since we know that every symmetrical partial Hopf action has a globalization, here we will show that every symmetrical partial action is Morita equivalent to a partial action the algebra has trivial right (or left) annihilator.

Let $A$ be an associative algebra and consider $B = A/r(A)$ and $C = A/l(A)$. In [22], García and Símón highlighted the fact that $A$, $B$ and $C$ are Morita equivalent algebras. Explicitly, denoting the equivalence class of $a \in A$ in $B$ and in $C$ by $[a]_r$ and $[a]_l$, respectively, we have that the mappings $a[b]_r = ab$ and $[a]_rb = [ab]_r$ provide a structure of right $B$-module on $A$ and a structure of right $A$-module on $B$.

Hence, considering the natural structures of left $A$-module of $A$ and of left $B$-module of $B$, we have that $(A, B, AAB, BBA)$ determines a strict Morita context where the bimodules morphisms of the context are given by the same mappings of the module structures.

Analogously, $(C, A, ACA, ACA)$ determines a strict Morita context between $C$ and $A$.

For the partial actions we will assume that $A$ is a partial $H$-module algebra with symmetrical partial action. Note that if $H$ has bijective antipode, then for every $x \in r(A)$, $a \in A$ and $h \in H$, we have that
\begin{align*}
a(h \cdot x) &= \sum (h(2)S^{-1}(h(1)) \cdot a)(h(3) \cdot x) \\
&= \sum h(2) \cdot ((S^{-1}(h(1))) \cdot a)x \\
&= 0,
\end{align*}
i.e., $h \cdot x \in r(A)$. Hence we can define a partial $H$-module algebra structure in $B$ given by $h \cdot [a]_r = [h \cdot a]_r$.

For the algebra $C$, even if $H$ does not have bijective antipode, for every $x \in l(A)$, $a \in A$ and $h \in H$, we have that
\begin{align*}(h \cdot x)a &= \sum (h(1) \cdot x)(h(2)S(h(3)) \cdot a) \\
&= \sum (h(1) \cdot (x(S(h(2)) \cdot a)) \\
&= 0,
\end{align*}
i.e., $h \cdot x \in l(A)$. Hence we can define a partial $H$-module algebra structure in $C$ given by $h \cdot [a]_l = [h \cdot a]_l$.

Clearly these partial actions are symmetrical and the bimodules $A_B$ and $B_A$ (analogously $A_C$ and $C_A$) satisfy the hypotheses of Proposition $[51]$, i.e., the symmetrical partial action of $H$ on $A$ is Morita equivalent to the induced symmetrical partial action of $H$ on $C$ and to the induced (if $H$ has bijective antipode) partial action on $B$.

We recall that if $A$ is idempotent, then $r(A/r(A)) = 0 = l(A/l(A))$, hence $l(C) = 0$. Therefore, by the previous discussion, we obtain the following result.

**Theorem 86.** Every symmetrical partial Hopf action on an idempotent algebra is Morita equivalent to a partial action on an idempotent algebra with trivial right (or left) annihilator.

Considering the results presented in $[1]$, the authors constructed a canonical Morita globalization for a regular partial action and proved that whenever two regular partial $G$-actions are Morita equivalent, the global actions of its canonical Morita globalizations are also Morita equivalent. Here, we will prove that a similar result holds for partial $H$-actions.

**Theorem 87.** Let $A$ and $B$ be two symmetrical partial $H$-module algebras with Morita equivalent partial actions. Then the global actions of its standard globalizations are also Morita equivalent.

**Proof.** Consider the strict Morita context $(A, B, _A M_B, B N_A, \tau, \sigma)$ from the Morita equivalence of the partial $H$-actions on $A$ and on $B$. We will denote the two partial actions on $A$ and $B$ by a dot “.”, the elements of $A$ by $a, b, \ldots$, the elements of $B$ by $x, y, \ldots$ and the mappings of the Morita context by $\tau(m, n) = (mn)$ and $\sigma(n, m) = (nm)$, for every $m \in M, n \in N$. We will also denote the standard globalizations by $A' = H \triangleright \varphi_A(A)$ and $B' = H \triangleright \varphi_B(B)$ (note that here we will use the notation $\triangleright$ to represent the actions of both globalizations, because it will not give rise to any confusion in the calculations).

The Morita equivalence of the partial actions yields two linear maps $H \otimes M \rightarrow M$ and $H \otimes N \rightarrow N$; then the Adjoint Isomorphism provides the linear maps $\varphi_M : M \rightarrow \text{Hom}(H, M)$ and $\varphi_N : N \rightarrow \text{Hom}(H, N)$ defined by $\varphi_M(m)(h) = hm$ and $\varphi_N(n)(h) = hn$, respectively, for all $m \in M, n \in N, h \in H$.

Also, as for partial $H$-module algebras, the vector spaces $\text{Hom}(H, M)$ and $\text{Hom}(H, N)$ are $H$-module algebras with $H$-module structures given by $(k \triangleright f)(h) = f(hk)$ (again, the same notation for the action), particularly, $(k \triangleright \varphi_M(m))(h) = (hk)m$.

Now, we will consider the vector spaces $M' = H \triangleright \varphi_M(M)$ and $N' = H \triangleright \varphi_N(N)$ and prove that $M'$ is an $(A', B')$-bimodule and $N'$ is a $(B', A')$-bimodule. It is enough to prove those claims for $M'$, and we define the $A'$-module structure on $M'$ by

$$(k \triangleright \varphi_A(a) \triangleright k \triangleright \varphi_M(m))(l) = \sum(h \triangleright \varphi_A(a)(l(1)))(k \triangleright \varphi_M(m)(l(2))) = \sum(l(1)h \cdot a)(l(2)k)m).$$

Note that if $\sum h^l \triangleright \varphi_A(a^l) = 0$, then $\sum lh^l \cdot a = 0$ for every $l \in H$, hence $\sum h^l \triangleright \varphi_A(a^l) \triangleright k \triangleright \varphi_M(m) = 0$. Also, we have that

$$(h \triangleright \varphi_A(a) \triangleright k \triangleright \varphi_M(m))(l) = \sum(l(1)h \cdot a)(l(2)k)m)$$

$$= \sum lh(1) a(S(h(2))k)m))$$

$$= \sum(h(1) \triangleright \varphi_M(a((S(h(2))k)m)))(l),$$

i.e., $h \triangleright \varphi_A(a) \triangleright k \triangleright \varphi_M(m) \in M'$, and we proved that $\triangleright$ is well-defined. Moreover, since $\triangleright$ works like the "convolution product" together with the $A$-module structure of $M$, it follows that $\triangleright$ is actually an action.

The right $B'$-module structure is given, analogously, by

$$(k \triangleright \varphi_M(m) \triangleright (h \triangleright \varphi_B(x)))(l) = \sum((l(1)k)m)(l(2)h \cdot x).$$
Now, instead of using the notations $\varphi_A$, $\varphi_B$, $\varphi_M$ and $\varphi_N$ we will only write $\varphi$. We can also use the previous calculation to show that the mappings

\[
\tau'(h \triangleright \varphi(m), k \triangleright \varphi(n))(l) = \sum \tau((l(1)h)m, (l(2)k)n),
\]

\[
\sigma'(k \triangleright \varphi(n), h \triangleright \varphi(m))(l) = \sum \sigma((l(2)k)n, (l(1)h)m),
\]

define linear maps

\[
\tau' : M' \otimes N' \to A',
\]

\[
\sigma' : N' \otimes M' \to B',
\]

that are well-defined balanced bimodule maps. Additionally, they are surjective because $\tau$ and $\sigma$ are surjective and $M$ and $N$ are unital bimodules. In other words, $(A', B', M', N', \tau', \sigma')$ is a strict Morita context. Finally, with the considered $H$-actions on $M'$ and $N'$, we can easily see that the $H$-actions on $A'$ and on $B'$ are Morita equivalent. □

7.1. Morita Equivalence of Partial $kG$-Actions and Morita Equivalence of partial $G$-actions. In [1], Abadie et al. proved that the global actions of the globalizations of two Morita equivalent partial group actions are also Morita equivalent. In the previous section we proved that the actions of the minimal globalizations of two Morita equivalent partial actions are also Morita equivalent; we also know from [4] that every globalization of a partial $kG$-action on a unital algebra is minimal. We will show that even if we consider nonunital algebras, under some assumptions, this result also holds.

**Lemma 88.** Let $A$ be an associative partial $kG$-module algebra, where $G$ is a group, and let $(B, \theta)$ be a globalization. Then:

1. if $A$ is unital, then $B$ has local units;
2. if $A$ has local units, then $B$ has local units;
3. if $A$ is $s$-unital, then $B$ is $s$-unital;
4. if $A$ is idempotent, then $B$ is idempotent;
5. if $r(A) = 0$, then $r(B) = 0$ if and only if the globalization is minimal.

**Proof.** We will only prove item (3), since items (1) and (2) are analogous and we already proved that items (4) and (5) hold for any Hopf algebra. Assume that $A$ is $s$-unital. For every $h \triangleright \theta(a) \in B$, there exists $x \in A$ such that $xa = ax = a$, hence

\[(h \triangleright \theta(x))(h \triangleright \theta(a)) = h \triangleright \theta(a) = (h \triangleright \theta(a))(h \triangleright \theta(x))\]

and therefore $B$ is $s$-unital. □

**Corollary 89.** Let $G$ be a group, $A$ be an associative partial $kG$-module algebra and $(B, \theta)$ be a globalization. If $A$ is $s$-unital then the globalization is minimal.

Now, we will relate the definitions of Morita equivalence of partial $kG$-actions and of Morita equivalence of partial $G$-actions, as was done for partial actions. We begin by recalling the concept of a product partial action, where the intersections of domains are substituted by their products.

**Definition 90** ([1]). A product partial action $\alpha$ of a group $G$ on an algebra $A$ consists of a family of two-sided ideals $D_g$ in $A$, $g \in G$, and algebra isomorphisms $\alpha_g : D_{g^{-1}} \to D_g$, such that:

1. $\alpha_1$ is the trivial isomorphism $A \to A$;
2. $D_g^2 = D_g \cdot D_h = D_h \cdot D_g$;
3. $\alpha_g(D_g \cdot D_h) \subseteq D_g \cdot D_{gh}$;
4. $\alpha_g(\alpha_h(x)) = \alpha_{gh}(x)$, for any $x \in D_h \cdot D_{(gh)^{-1}}$.

Every regular partial action is also a product partial action.
**Definition 91 ([H]).** Let
\[
\alpha = \{\alpha_g : D_{g^{-1}} \to D_g\} \quad \text{and} \quad \alpha' = \{\alpha'_g : D'_{g^{-1}} \to D'_g\}
\]
be regular partial actions of \(G\) on algebras \(A\) and \(A'\), respectively. We say that \(\alpha\) is Morita equivalent to \(\alpha'\) if:

1. There exists a strict Morita context \((A,A',\lambda,\lambda',\tau,\sigma)\), where \(M\) and \(M'\) are unital bimodules such that \(M'D_gM = D'_g\) for any \(g \in G\);
2. \(\alpha\) and \(\alpha'\) are Morita equivalent regular partial actions of \(G\) on \(A\) and \(A'\), respectively.

Recall from [H] that ”\(\alpha\) restricted to \(\theta\) is \(\alpha\)” means that, for every \(g \in G\),
\[
E_g \cap \left(\begin{array}{cc} A & 0 \\ 0 & 0 \end{array}\right) = \left(\begin{array}{cc} D_g & 0 \\ 0 & 0 \end{array}\right)
\]
and
\[
\theta_g \left(\begin{array}{cc} a & 0 \\ 0 & 0 \end{array}\right) = \left(\begin{array}{cc} \alpha_g(a) & 0 \\ 0 & 0 \end{array}\right), \quad \forall a \in D_{g^{-1}}.
\]

A consequence of Proposition [26] is that whenever \(\alpha\) is idempotent, \(\alpha\) is a regular partial action of \(G\) on \(A\) and there exist \(\alpha\)-projections \(p_g : A \to D_g\), then the linear map \(\cdot : \mathbb{k}G \otimes A \to A\) defined by \(g \cdot a = \alpha_g(p_{g^{-1}}(a))\) is a symmetrical partial action.

**Lemma 92.** Let
\[
\alpha = \{\alpha_g : D_{g^{-1}} \to D_g\} \quad \text{and} \quad \alpha' = \{\alpha'_g : D'_{g^{-1}} \to D'_g\}
\]
be Morita equivalent regular partial actions of \(G\) on idempotent algebras \(A\) and \(A'\), respectively, with product partial action on the context algebra \(C\) given by \(\theta = \{\theta_g : E_{g^{-1}} \to E_g\}\). Suppose that there exist algebra morphisms \(p_g : A \to D_g\), \(p'_g : A' \to D'_g\) and \(P_g : C \to E_g\) that are \(\alpha\)-projections, \(\alpha'\)-projections and \(\theta\)-projections, respectively, and that every \(P_g\) restricted to the copy of \(A\) and \(A'\) is \(p_g\) and \(p'_g\), respectively, i.e.
\[
P_g \left(\begin{array}{ccc} a & 0 \\ 0 & 0 \end{array}\right) = \left(\begin{array}{ccc} p_g(a) & 0 \\ 0 & 0 \end{array}\right),
\]
\[
P_g \left(\begin{array}{ccc} 0 & 0 \\ 0 & a' \end{array}\right) = \left(\begin{array}{ccc} 0 & 0 \\ 0 & p'_g(a') \end{array}\right).
\]

Then the induced partial actions of \(\mathbb{k}G\) on \(A\) and \(A'\) are also Morita equivalent.

**Proof.** We only need to prove that the induced partial actions of \(\mathbb{k}G\) on the context algebra restricted to \(\left(\begin{array}{cc} A & 0 \\ 0 & 0 \end{array}\right)\) and \(\left(\begin{array}{cc} 0 & 0 \\ 0 & A' \end{array}\right)\) are, respectively, the induced partial actions of \(\mathbb{k}G\) on \(A\) and \(A'\). In fact, in the first case, we have that
\[
g \cdot \left(\begin{array}{ccc} a & 0 \\ 0 & 0 \end{array}\right) = \theta_g p_{g^{-1}} \left(\begin{array}{ccc} a & 0 \\ 0 & 0 \end{array}\right)
\]
\[
= \theta_g \left(\begin{array}{ccc} p_{g^{-1}}(a) & 0 \\ 0 & 0 \end{array}\right)
\]
\[
= \left(\begin{array}{ccc} \alpha_g(p_{g^{-1}}(a)) & 0 \\ 0 & 0 \end{array}\right)
\]
\[
= \left(\begin{array}{ccc} g \cdot a & 0 \\ 0 & 0 \end{array}\right).
\]
Analogously, the induced partial action of \(\mathbb{k}G\) on the context algebra restricted to \(\begin{pmatrix} 0 & 0 \\ 0 & A' \end{pmatrix}\) is the induced partial action of \(\mathbb{k}G\) on \(A'\).

**Theorem 93.** Let \(A\) and \(A'\) be idempotent partial \(\mathbb{k}G\)-module algebras with Morita equivalent symmetrical partial actions. Then the induced partial actions of \(G\) on \(A\) and \(A'\) are Morita equivalent.

**Proof.** Since \(A\) is idempotent, we know that the induced partial action of \(G\) on \(C\) is regular, hence by [1] it is a product partial action.

Now, consider the Morita context \((A, A', M, M')\) given by the Morita equivalence of the symmetrical partial actions of \(\mathbb{k}G\) on \(A\) and on \(A'\). In order to show that the restriction properties holds, note that \(D_g = g \cdot g^{-1} \cdot A\) and \(D'_g = g \cdot g^{-1} \cdot A'\), hence

\[
g \cdot g^{-1} \cdot M = g \cdot g^{-1} \cdot AM = (g \cdot g^{-1} \cdot A)M = M(g \cdot g^{-1} \cdot A'),
\]

\[
g \cdot g^{-1} \cdot M' = g \cdot g^{-1} \cdot A'M' = (g \cdot g^{-1} \cdot A')M' = M'(g \cdot g^{-1} \cdot A).
\]

Then, since \(MD'_g M'\) is generated by elements of the form \(m(g \cdot g^{-1} \cdot a)m'\), we have that

\[
m(g \cdot g^{-1} \cdot a)m' = (g \cdot (g^{-1}m)(g^{-1} \cdot a))m'
\]

\[
= g \cdot (g^{-1}m)(g^{-1} \cdot a)(g^{-1}m')
\]

\[
= g \cdot g^{-1} \cdot (\tau(m, am')) \in D_g.
\]

Conversely, for every \(g \cdot g^{-1} \cdot a \in D_g\), there exist \(m_1, \ldots, m_r \in M\) and \(n_1, \ldots, n_r \in M'\) such that \(a = \sum_i \tau(m_i, n_i)\); since \(M\) is a unital right \(A'\)-module we may also write each \(m_i\) as a linear combination \(m_i = \sum_j m_{ij}a_{ij}'\), where \(m_{ij} \in M\), \(a_{ij}' \in A'\), and therefore

\[
g \cdot g^{-1} \cdot a = \sum_{i,j} g \cdot g^{-1} \cdot \tau(m_{ij}b_{ij}, n_i)
\]

\[
= \sum_{i,j} \tau(g(g^{-1}m_{ij})(g \cdot g^{-1} \cdot b_{ij}), g(g^{-1}n_i)) \in MD'_g M',
\]

proving that \(MD'_g M' = D_g\). Analogously, we have that \(M'D_g M = D'_g\). Hence

\[
E_g = C(g \cdot g^{-1} \cdot C)
\]

\[
= \begin{pmatrix} A & M \\ M' & A' \end{pmatrix} \begin{pmatrix} g \cdot g^{-1} \cdot A & g \cdot g^{-1} \cdot M \\ g \cdot g^{-1} \cdot M' & g \cdot g^{-1} \cdot A' \end{pmatrix}
\]

\[
= \begin{pmatrix} A & M \\ M' & A' \end{pmatrix} \begin{pmatrix} D_g & D_g M \\ D'_g M' & D'_g \end{pmatrix}
\]

\[
= \begin{pmatrix} D_g & D_g M \\ D'_g M' & D'_g \end{pmatrix},
\]

then

\[
E_g \cap \begin{pmatrix} A & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} D_g & 0 \\ 0 & 0 \end{pmatrix},
\]

\[
E_g \cap \begin{pmatrix} 0 & 0 \\ 0 & A' \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & D'_g \end{pmatrix},
\]
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and
\[
\theta_g \left( \begin{array}{cc}
g^{-1} \cdot g \cdot a & 0 \\
0 & 0 
\end{array} \right) = g \cdot g^{-1} \cdot g \cdot \left( \begin{array}{cc}
g^{-1} \cdot g \cdot a & 0 \\
0 & 0 
\end{array} \right)
\]
\[
= \left( \begin{array}{cc}
g \cdot g^{-1} \cdot g \cdot g^{-1} \cdot g \cdot a & 0 \\
0 & 0 
\end{array} \right)
\]
\[
= \left( \begin{array}{cc}
g \cdot g^{-1} \cdot a & 0 \\
0 & 0 
\end{array} \right)
\]
\[
= \left( \begin{array}{cc}
\alpha_g(g^{-1} \cdot g \cdot a) & 0 \\
0 & 0 
\end{array} \right).
\]

Hence the restriction of the induced partial action of $G$ on $C$ to $\left( \begin{array}{cc} A & 0 \\
0 & 0 \end{array} \right)$ is the induced partial action of $G$ on $A$. Analogously, the induced partial action of $G$ on $C$ restrict to $\left( \begin{array}{cc} 0 & 0 \\
0 & A' \end{array} \right)$ is the induced partial action of $G$ on $A'$.

\[\square\]
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