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Abstract

Finite element methods require the composition of the global stiffness matrix from local finite element contributions. The composition process combines the computation of element stiffness matrices and their assembly into the global stiffness matrix, which is commonly sparse. In this paper we focus on the assembly process of the global stiffness matrix and explore different algorithms and their efficiency on shared memory systems using \texttt{C++}. A key aspect of our investigation is the use of atomic synchronization primitives for the derivation of data-race free algorithms and data structures. Furthermore, we propose a new flexible storage format for sparse matrices and compare its performance with the compressed row storage format using abstract benchmarks based on common characteristics of finite element problems.
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1 Introduction

The finite element (FE) method approximates solutions to partial differential equations (PDEs) by subdividing a problem domain into a finite number of subdomains, called finite elements. The properties of the PDE in the subdomain are represented by the element’s stiffness matrix, the term dates back to the development of the method for elasticity problems but serves to represent the finite element matrices of all kinds of PDEs. In order to find solutions in the domain, the finite element contributions must be computed and assembled into a global stiffness matrix, which is sparse and often symmetric. This assembly process \[9\] is a time-consuming operation that affects the performance of FE programs, especially when iterative solution schemes are employed. Therefore, the parallelization of the process can lead to vast improvements in performance of the software.

In modern processor architectures parallelization is available in three forms. The first form is multithreading. A processor contains multiple cores, each of which is capable of handling one or more threads of tasks on its own. Splitting a program into several tasks and spreading them across multiple cores can yield faster computations. In this case, however, synchronization is required to ensure data integrity in case two or more threads attempt to modify the same data simultaneously, a phenomenon known as data race. The second form of parallelization is vectorization, also known as Single Instruction Multiple Data (SIMD). Each processor core is capable of executing a single instruction on a set of multiple data, for which the common requirement is contiguous data alignment. The last form of parallelization is Instructions Per Cycle (IPC). Depending on the instruction and latency, the processor might be able to perform more than one instruction in a single cycle. Latter is not discussed in this work.

Memory efficiency is another major aspect in designing for performance. The main hardware elements that make up the computer memory structure are roughly speaking, in increasing order of response time and capacity, the cache, the RAM and hard drive. Computationally expensive tasks in a FE program like matrix assembly, matrix-vector multiplication or matrix factorization, to name a few, use primarily cache and RAM and therefore are affected by the concept of data locality, often called locality of the reference. This concept refers to the tendency of a computer program to achieve faster access to objects whose addresses are near one another, either in space (spatial locality) or in time (temporal locality). It has been shown \[7, 12, 19\] that by improving data locality a performance boost in SpMV (Sparse Matrix by dense vector product) algorithms is obtained. We show in this work that the same idea can be applied to matrix assembly algorithms.

Available literature for assembly algorithms mostly considers strategies for dividing the assembly, such that data races do not occur \[10, 17\]. Perhaps the most common example is the use of colouring algorithms \[1, 5, 8, 11, 18\]. Another strategy, known as divide and conquer \[4, 11, 16\], suggests splitting the finite element mesh across the processor cores such that bordering elements are assembled separately. While these approaches allow for a lock-free assembly, they usually require rearrangement of data and the setting of barriers for synchronization. For example, colour graph methods can assemble one colour at a time in parallel and a barrier is set between colours. In other words, an external sequential loop iterates over colours.

In contrast, this paper focuses on the application of synchronization primitives in order to derive data race free data structures and algorithms and compares their respective performance. Specifically, the usage of atomics is emphasized. Further, the performance of the new algorithms is compared to a colouring algorithm in order to frame them with respect to the commonly used methods.

There are many available sparse matrix storage formats for finite element programs \[13\] which allow to reduce the storage requirements of the data structure. Perhaps the most common of which is the compressed storage row (CSR) format. Consequently, we employ the CSR format as our frame of reference for performance measurements. Another common format, specifically for finite element computations, is the block compressed storage row (BCSR) format, which hard-codes specific matrix block sizes into the sparse matrix data structure depending on the problem type. In this paper we introduce a new flexible sparse matrix storage format designated compressed row aligned columns (CRAC). The flexibility of the format stems from its storage of blocks of various sizes, making it independent of the problem type. Consequently, this format integrates well in finite element programs, where the problem to be solved is defined at runtime (dynamically).

Remark 1.1 The focus of this paper is not the improvement in performance of a specific finite element problem or the definition of a correspondingly matching sparse matrix format, but rather the introduction and a general
investigation of the performance of parallel assembly algorithms with respect to the parallelization strategy and the sparse matrix format. Consequently, the computation of each element stiffness matrix is not the main focus of this article and dummy elements are employed. We note that in terms of performance, the computation of the element stiffness matrices is greatly affected by problem type and the employed methodology, compare [14].

This paper is organized as follows: In Section 2 we present the data structures used to represent the element and global stiffness matrices and introduce a new storage format for sparse matrices. In Section 3 we discuss parallelization strategies based on the current C++ standards and introduce the corresponding pseudocode. Then, in Section 4 the numerical experiments on a specific architecture, namely, a Windows server, are presented and discussed. Finally, in Section 5 we give our conclusions and an outlook for further development.

2 Data structures for finite element programs

In this section we describe the data structures used for the element stiffness matrix, hereinafter referred to as K, and the global sparse stiffness matrix, hereinafter referred to as G.

The assembly process in the finite element method usually results in a global sparse matrix, i.e., a matrix that consists mostly of zeros. As mesh grids containing many elements generate large global matrices and due to the memory limitations of standard computers, many types of storage formats have been developed for the sparse matrix, where the zero coefficients are omitted and only none zero values are stored, see e.g. [3, 13].

One of the most widely employed formats is the so called compressed storage row (CSR) and its column-major analogue, the compressed storage column (CSC). Another common format, specifically in the realm of finite elements, is the block compressed storage row (BCSR). The BCSR format stores block matrices of a fixed size and maps to them in the same manner the CSR format maps to values. The usefulness of this features is made apparent by multi-dimensional problems. For example, in plane-stress linear elasticity each node on the finite element mesh has two translational degrees of freedom. If these are numbered contiguously, each node implies a contribution of a dense $\mathbb{R}^{2\times2}$ matrix to the global stiffness matrix. Consequently, a BCSR format storing blocks of $\mathbb{R}^{2\times2}$ matrices is ideal, see [13].

In the following we explain CSR and introduce a new format, drawing design aspects from both CSR and BCSR. We designate the new format as Compressed Row Aligned Columns (CRAC). Its column-major counterpart is the compressed columns aligned rows (CCAR). Furthermore, we discuss the generic element and consider possible storage schemes for its DOFs map.

2.1 A generic element

In order to assess the efficiency of the assembly algorithms presented in Section 3, the operations associated to the computation of the local stiffness matrix are omitted, see Remark 1.1. Therefore, solely a dynamically allocated constant local stiffness matrix is defined for each element. Furthermore, since in our experiments we make use of quadrilateral meshes and the number of degrees of freedom (DOFs) per node is constant for each benchmark, we employ a matrix filled with ones as double precision floating-point number in accordance with an element’s DOFs. The local stiffness matrix is associated with an array element_dofs_array containing the DOF indices that map K into G. Both data structures, K and element_dofs_array, define a generic element.

The element_dofs_array of a finite element can be stored in two manners. Let us consider, for a four-node quadrilateral element with 4 DOFs per node with a typical but arbitrary sequence of numbers as an example:

\[
\text{element_dofs_array} := [52 \ 53 \ 54 \ 55 \ 96 \ 97 \ 98 \ 99 \ 100 \ 101 \ 102 \ 103 \ 48 \ 49 \ 50 \ 51].
\]

If a node has multiple degrees of freedom, the array contains several series of contiguous DOF indices. Furthermore, a node might be neighbouring another, such that their combined DOF indices generate a contiguous sequence. This motivates a new storage scheme, where the advantage of this characteristic is taken into account. Namely, one stores only the first index in a sequence and the number of contiguous consecutive terms, in the example above:

\[
\text{element_dofs_array} := [52 \ 4 \ 96 \ 8 \ 48 \ 4].
\]

This representation is usually more compact, allowing for a reduction in data storage. Additionally, this representation becomes advantageous in Section 3.3, where vectorization is discussed.
2.2 The CSR and CRAC formats

The CSR format stores a matrix in three arrays. The first is the row pointers array, containing the indices for the start of each row in the columns and values arrays. Correspondingly, the end of a row is given by the following integer in the row pointers array. As such, the row pointers array requires one row more than the matrix in order to store the end of the last row. The columns and values arrays have the same size. The columns array maps values to their respective column index as both share the same position in their respective arrays.

The BCSR format is used primarily in FE-software, since for two or more DOF per node the DOFs belonging to one node yield a contiguous sequence of fixed size, and their stiffness terms can be stored as a block matrix in the global sparse matrix, i.e., a small sub matrix. The CRAC format extends the idea presented in the element DOF indices array and relaxes the assumptions of the BCSR format by introducing row blocks that vary in length.

Remark 2.1 Note that unlike in BCSR, the CRAC format does not actually store block matrices, but rather the start and end of a column block in the values array. Consequently, the data in CRAC remains contiguous and compact, whereas BCSR may lead to padding if the sub matrix is not a multiple of 16 byte memory blocks.

Instead of storing the indices of all columns, the column alignments array stores the first index of consecutive contiguous coefficients and its corresponding position in the values array. I.e., the column alignments array stores pairs of integers, see example in Fig. 1. As such, the column alignments array requires at least two entries per row and one final pair to mark the end of the values array.

We compare the access pattern of the CSR and CRAC formats in retrieving the coefficient (3, 6) as an example, see also Fig. 1.

Algorithm 1: Linear block search for the CRAC format

```
i = row_start_position  // start of the row in the column alignments array
\[c = column_index\]  // the index of the searched column
while i < row_end
next_column_index = column_alignments_array(i + 2)
if next_column_index > c  // compare with next column index
break  // break the loop if larger
i = i + 2
\[column_start_index = column_alignments_array(i)\]  // first column block index
values_array_start_position = column_alignments_array(i + 1)  // column block start in values array
values_array_end_position = column_alignments_array(i + 3)
column_end_index = column_start_index + (values_array_end_position - values_array_start_position)
  // compute position if in block
if c >= column_start_index and c < column_end_index
\[return values_array_start_position + (c - column_start_index)\]
```

In the CSR format, ones enters the row pointers array at positions 3 and 3 + 1 = 4 and retrieves the indices 5 and 9. The column indices of that row are therefore stored in the column indices array between the positions 5 and 9 − 1 = 8. Searching the column indices array between 5 and 8 for the number 6 yields the position 8. Consequently, the value of the coefficient (3, 6) is found at the position 8 of the values array, reading 3.33.

In the analogous procedure in the CRAC format one enters the row pointers array at positions 3 and 3 + 1 = 4, retrieving the indices 5 and 9. Therefore, the data regarding the row is contained in the column alignments array between the positions 5 and 9 − 1 = 8. One searches the column alignments array between the positions 5 and 8 for an index larger than 6 using jumps of 2. In other words man compares only the starting indices of column blocks with the column number 6. If a larger index is found, the previous block may contain the searched column number. Else the last column block of the row is fetched, as is the case in our example. Consequently, one finds the indices 5 and 7. The first index represents the start of the relevant column block and the second index is its position in the values array. The starting position of the next column block in the
values array is given at $8 + 2 = 10$ of the column alignments array and contains the integer 9. Consequently, the column block goes from 5 to $5 + 9 - 7 - 1 = 6$, i.e. the length of the column block is $9 - 7 = 2$. As the searched column index 6 is in the column blocks range $(5 \leq 6 \leq 6)$, the position of its corresponding value can be calculated by subtracting the difference in column indices and adding it to the position of the values array $6 - 5 + 7 = 8$. Thus, the value is found at position 8 of the values array and reads 3.

When accessing coefficients in the CSR format, we note the necessity of searching the row for the corresponding column. Depending on the amount of coefficients in a row, we employ either a linear or a binary search. Our investigations show the binary search to outperform the linear search only for rows with more than 30 coefficients. While the search algorithm in the CRAC format adds a small layer of complexity, it in-fact allows for faster access speeds, as no search is needed inside a column block, but rather only between column blocks. Finally, our investigation shows that using a linear search between column blocks of the CRAC format yields the highest access speed due to the limited number of column blocks per row. This is a direct result of the alignment expected in FE-programs.

3 Assembly algorithms

In this section we present several assembly algorithms. The initialization of the sparse matrix including its sparsity pattern is performed only once in the preprocessing stage, i.e. the rows- and columns arrays are initialized with the corresponding indices (see Fig. 1b) and the values array is sized to the number of none zero entries (NNZ), where each entry is set to zero. Between assemblies, the entries of the values array are reset to zero.

Remark 3.1 Both the initialization and the reset of the global sparse matrix are not measured in our benchmarks, since we focus on the assembly procedure.

The assembly is done via loops, where $K$ is assembled into $G$. Improvements to the assembly algorithms will be introduced progressively following the ideas of parallelization and vectorization.

3.1 Sequential assembly method

We introduce the sequential method of assembly as a basis for performance comparison. The assembly is done in three loops, the outer loop over the elements array, and two inner loops over rows and columns. The sequential method takes advantage of neither multi-threading nor vectorization. Hence, it will be used to measure the improvement in performance obtained with the other methods presented in this work. Some compilers try to vectorize simple loops, for which they require data alignment of the coefficients. Since the degrees of freedom of one element are not guaranteed to be aligned in the sparse matrix, no auto-vectorization can take place.

\begin{algorithm}
for $e = 1$ to number of elements
  $K =$ stiffness matrix of element $e$
  $D =$ element_dofs_array of element $e$
  for $r = 1$ to number of rows in $K$
    for $c = 1$ to number of columns in $K$
      do $G(D(r),D(c)) = G(D(r),D(c)) + K(r,c)$
\end{algorithm}

3.2 Parallelization

There are several methods of synchronizing multi-threaded applications in order to prevent data races, e.g. a standard mutex, a colour graph [18] or D&C strategies (Divide and conquer) [11]. The C++11 standard introduced new types of synchronization primitives called atomics [21]. Atomic primitives are accessed and modified using atomic instructions. These are special compiler instructions, where an action can be seen as either complete or not yet started by all threads; no intermediate state can be observed. Consequently, the modification of atomic variables is inherently thread safe and lock-free. While several atomic instructions are
Figure 1: Standard matrix representation (a) and the corresponding sparsity pattern with indices (b). Search for coefficient (3, 6) in CSR (c) format and CRAC (d) format representations.
available, for our purposes we consider the atomic exchange, compare_exchange and fetch_add operations. The first instruction simply replaces the value of a target parameter with a new value atomically. The second instruction reads the current value of the parameter and compares it to a different given value. If the values match, the instruction will replace the old value with a third given value and return true as an indicator of a successful exchange. If the values do not match, no replacement takes place and the instruction returns false for a failed exchange. The third instruction adds a value to the target atomically. The first two instructions build the foundation for the design of more complex data-race free data-structures and methods [21].

The C++20 standard introduces full-blown atomic double precision floating-point numbers by implementing the fetch_add instruction for them. The instruction was not available for non-integers in previous C++ standards. These types can be modified concurrently in a lock free manner.

With this first tool at hand, the simplest form of parallel assembly using atomics consists in modifying all the coefficients of the sparse matrix atomically, where the first loop over the elements is now done in parallel

```
Algorithm 3: Parallel assembly using atomic addition

```

```
parallel for e = 1 to number of elements // parallel loop over elements
    K = stiffness matrix of element e
    D = element_dofs_array of element e
    for r = 1 to number of rows in K
        for c = 1 to number of columns in K
do fetch_add (G(D(r),D(c)), K(r,c)) // modify each coefficient atomically
```

While the parallel atomic method guarantees data-race free assembly, it is not the only solution. Another simple method can be achieved by using an array of standard mutex and locking each row before modification. This approach would require the matrix to contain another array with the size 80 \( n_{rows} \) (\( n_{rows} \) is the number of rows in the sparse matrix), since each standard mutex weighs 80 bytes. For large matrices this can be expensive and in fact, unnecessary. Assuming the time spent working on each row is negligible, a spin_mutex could be used instead. The spin_mutex is based on the atomic_flag type, which can only have two states: locked or unlocked; locking and unlocking is done atomically. A thread will keep trying to lock a spin_mutex in a loop until it succeeds, effectively causing the thread to wait. The spin_mutex weighs only 4 bytes allowing to considerably reduce the size of the mutex array to 4 \( n_{rows} \). This is already a significant improvement. Note however, that using another array of locks will always increase the size of the sparse matrix data structure. Instead, by considering the functionality of the spin_mutex it is also possible to drop the new mutex array altogether. As a spin_mutex only differs between two states, one can achieve the same effect by considering negative and positive integers.

```
Algorithm 4: Locking an integer

v = abs (t) // get the absolute value of target t
while (t.compare_exchange (v, −v) == false) // attempt to set negative value
```

```
Algorithm 5: Unlocking an integer

v = abs (t) // get the absolute value of target t
v = exchange (v) // replace with absolute value
```

Locking the index is achieved by setting its sign to minus. Unlocking is done by replacing the index with its absolute value. Now the spin_int type can be used to construct the row pointers array of both the CSR and CRAC formats without the need for any additional arrays for synchronization. In other words, the row pointers array now serves both its original purpose and as a synchronization mechanism to allow for mutual exclusion of rows. Whenever the index is required for array access, the absolute value is returned.

The parallel assembly with a row mutex now takes the form

1 the parallel for is done using the parallel std :: for_each (std :: execution :: par_unseq ...) method introduced in C++17.
2 the parallel for is now done using the parallel std :: for_each (std :: execution :: par ...) in order to account for locks.
Algorithm 6: Parallel assembly using a spin mutex

parallel for e = 1 to number of elements
  K = stiffness matrix of element e
  D = element_dofs_array of element e
  for r = 1 to number of rows in K
    lock(D(r))  //lock the row of the global matrix
    for c = 1 to number of columns in K
      do G(D(r),D(c)) = G(D(r),D(c)) + K(r,c)
    unlock(D(r))  //unlock the row

3.3 Vectorization

By employing the second format of the element_dofs_array for the elements, the next form of parallelization, namely vectorization using SIMD instructions, can be used. The SIMD-AVX instruction set is already widely available on modern processors. The instruction set allows adding multiple double precision floating-point numbers to multiple double precision floating-point numbers in a single instruction. The number of double precision floating-point numbers added in a single operation depends on the specific AVX instruction set.

The main requirement of SIMD instructions is memory alignment. Since the DOFs are stored in a row major fashion in a single array, any contiguous sequence of columns is aligned in memory. Using the second format of the dummy element we can now iterate over aligned column sets and modify the matrix with vector instructions, where the iteration over the element DOFs array is now in jumps of 2, such that two values are extracted from the array at each iteration, the first one being the column index and second one being the size of the contiguous slice. By locking each row for modification using the spin_int version of the sparse matrix storage format, we write the result via SIMD directly to the values array.

Algorithm 7: Vectorized parallel assembly with a spin_int sparse matrix data structure

parallel for e = 1 to number of elements
  K = stiffness matrix of element e
  D = element_dofs_array of element e  //D is now the array of dofs and alignment
  for r = 1 to number of rows in K
    lock(D(r))  //lock the row of the global matrix
    c = 1  //for iteration over columns of K
    a = 1  //for iteration over the alignment in D
    while(c < number of columns in K) do
      //modify aligned coefficients via simd instructions
      G(D(r),D(a):D(a) + D(a+1)) = G(D(r),D(a):D(a) + D(a+1)) + K(r,c : c + D(a +1))
      c = c + D(a+1)
      a = a + 2  //start of the next slice in D
    unlock(D(r))  //unlock the row

where the : operator indicates the fetching of a slice.

In order to frame our methods with respect to commonly used algorithms, we consider the assembly algorithm with parallelization using colouring while employing the vectorization method.
for colour = 1 to number of colours
    parallel for e = 1 to number of elements in colour
        K = stiffness matrix of element e
        D = element_dofs_array of element e  //D is now the array of dofs and alignment
        for r = 1 to number of rows in K
           c = 1 //for iteration over columns of K
           a = 1 //for iteration over the alignment in D
           while(c < number of columns in K) do
              //modify aligned coefficients via simd instructions
              G(D(r),D(a):D(a) + D(a+1)) = G(D(r),D(a):D(a) + D(a+1)) + K(r,c : c + D(a+1))
              c = c + D(a+1)
              a = a + 2 //start of the next slice in D
        end
end

where the greedy colouring algorithm [6] has been used to generate colours. Since elements of the same colour do not share any neighbouring nodes, each colour can be assembled in parallel without locks.

4 Performance benchmarks

In this work we quantify the efficiency of an assembly algorithm by the speed factor $c$. To obtain the value, a given assembly algorithm is called $n$ times and its execution time $t_i$ is measured at every call. Thus, the average execution time for a given method is computed as

$$t_{avg} = \frac{1}{n} \sum_{i} t_i. \quad (4.1)$$

The average speed factor for every method except the sequential one is defined accordingly

$$c = \frac{t_{seq}}{t_{method}} \cdot (4.2)$$

Further, we define multiple benchmarks based on the abstract characteristics of finite element meshes for various variational problems. The general approach for achieving solution convergence in finite element applications is by mesh refinement. Refinement of the element size, the so called h-refinement, is reflected by the h-benchmark, where we successively reduce the element size. Another strategy is to increase the polynomial power of the base functions, leading to p-refinement and the corresponding p-benchmark, where the amount of nodes on each element is increased. We conduct the p-benchmark by increasing the element power from 1 to 8. The last type of benchmark is the dimensional benchmark (d-benchmark). This benchmark relates the dimensionality of the solution variable to the amount of degrees of freedom on each node of the finite element mesh. For example, in plane-stress linear elasticity each node has two translational degrees of freedom reflecting the displacement field $u \in \mathbb{R}^d$, $d = 2$. However, for many types of problems the amount of DOF per node may be much larger. Common examples in mechanics are shell elements [20] and generalized continuum theories [15]. The d-benchmark is done by increasing the amount of DOF per node from 1 to 8. In order to characterize the h- and p-benchmarks for problems involving vectorial solutions ($u \in \mathbb{R}^d$, $d > 1$) we also test the methods for the case $d = 4$.

**Remark 4.1** The h-, p- and d-benchmarks all correspond with an increase in size of the global stiffness matrix. However, they lead to different sparsity patterns and differing lock-unlock patterns. For example, in the h-benchmark the size of the element matrix remains the same and as such, the amount of row-locking for each element is constant. In contrast, the p- and d-benchmarks change the size of the element matrix, leading to more row-locking per element. Further, the d-benchmark assures contiguous DOF indices on each node, which translates to high vectorization levels. The same is not necessarily true for the p-benchmark, where the new DOF indices are not guaranteed to be contiguous between the element nodes.
For our experiments we employ several structured and unstructured meshes generated with Gmsh [2], starting with a square domain that is progressively refined, see Fig. 2, producing two sets of 8 meshes with

structured: 36, 144, 576, 2304, 9216, 36864, 147456, 589824
unstructured: 38, 152, 608, 2432, 9728, 38912, 155648, 622592

elements, achieved by splitting each element into 4. Applying the greedy colouring algorithm on the meshes yields the distributions depicted in Fig. 3. On structured meshes, the algorithm yields the optimal result of 4 colours with elements distributed evenly. On unstructured meshes, the algorithm finds 6 to 7 colours, where 4 colours contain most of the elements and the remaining 2−3 colours contain about 10−12% of the remaining elements.

Remark 4.2 Every element stiffness matrix is calculated as many times as there are elements in the mesh in each run, as to reflect the equivalent procedure in standard FE-programs.

For our investigations we employ the following Windows-workstation system
The performance of the sequential assembly method for the case \( d = 1 \) is given in Fig. 4 as a frame of reference for computation times, where the abbreviations Str and Unstr refer to structured and unstructured meshes, respectively. The computation time of the h-benchmark grows linearly, whereas the slope of the computation times of the p-benchmark for the fourth structured and unstructured meshes changes for each point. This can be traced back to the ever growing size of the element matrix and consequently, the higher amount of time required to initialize and assemble each element matrix.

The number of none zero entries for the highest amount of DOF for each benchmark reads

| Benchmark | Structured | Unstructured |
|-----------|------------|--------------|
| h-benchmark | 5313025 | 5609473 |
| p-benchmark | 14753281 | 15575041 |

The performance of the sequenced assembly method for the case \( d = 4 \) is depicted in Fig. 5 and behaves similarly to the case \( d = 1 \). The number of none zero entries for the highest amount of DOF for each of the benchmarks for the case \( d = 4 \) is given by

| Benchmark | Structured | Unstructured |
|-----------|------------|--------------|
| h-benchmark | 5326864 | 5627920 |
| p-benchmark | 21270544 | 22462480 |

Further, we give the assembly times of the d-benchmark on the sixth structured and unstructured meshes, see Fig. 6, where the highest numbers of non-zero entries read

| Benchmark | Structured | Unstructured |
|-----------|------------|--------------|
| d-benchmark | 21307456 | 22511680 |

**Remark 4.3** The size of the values array is given by \( s = \left( \frac{8}{1000000} \right) n_{\text{entries}} \) in megabytes. Consequently, for value arrays with more than 2000000 entries the array cannot be contained in the L3 cache, whose limit is 16
megabytes. However, this is a simplification. In reality, even smaller problems might need to access the RAM, as other data structures such the rows and columns arrays or the elements array are also being loaded into the cache.

Finally, we compare the storage requirements of the CSR and CRAC formats. To that end, we define the factor

\[ \gamma = \frac{n_{\text{CRAC}}}{n_{\text{CSR}}} , \]

where \( n_{\text{CSR}} \) represents the length of the column indices array of the CSR format and \( n_{\text{CRAC}} \) the length of the column alignments array of the CRAC format. For \( \gamma < 1 \) the CRAC format represents the lighter storage scheme and for \( \gamma > 1 \) the heavier, since both formats have the same length for the row pointers and value arrays.

For all benchmark figures, the methods are summarized as follows:

| Method:               | Abbreviation: | Parallel: | Vectorized: | for CSR: | for CRAC: |
|-----------------------|---------------|-----------|-------------|----------|----------|
| Atomic fetch\_add     | \( A_{\text{CSR}} \) | √         | √           | √        |          |
| Using \text{spin\_int} | \( S_{\text{CSR}} \) | √         | √           | √        |          |
| Using colouring       | \( C_{\text{CSR}} \) | √         |             | √        |          |
| Vectorized with \text{spin\_int} | \( S_{\text{vec}}^{\text{CSR}}, S_{\text{vec}}^{\text{CRAC}} \) | √         | √           | √        | √        |

### 4.1 Speed factors

We start this discussion by considering the case \( d = 1 \). The speed factors for the h-benchmark are given in [Fig. 7](#). We notice the slopes of the improvement curves flatten with ever larger meshes. Generally, for all parallel methods we find an improvement factor between 4.5 and 6, representing the limit for improvement for the parallel methods for this type of problems on our system. For both mesh types on the finest mesh, the fastest method was the non-vectorized \text{spin\_int} method, yielding the factors \( c = 5.71 \) and \( c = 5.92 \) for the structured and unstructured meshes, respectively. Since both the colouring and atomic methods are lock-free, it is clear that the locking algorithm does not dominate the assembly time in the \text{spin\_int} methods. Further, it suggests lock-free methods are not necessarily optimal for parallel assembly as, although the atomic method...
allows parallel access to all elements of the sparse matrix, it falls short in terms of performance in comparison with the spin_int method. In both cases the CRAC format performed slightly slower than the CSR format. This is likely due to the low amount of contiguous columns present in the $d = 1$ case, making the CRAC format the heavier storage scheme.

The performance of the p-benchmark using the fourth structured and unstructured meshes is depicted in Fig. 8. We notice a sudden change in the speed improvement factor between 39425 and 61441 degrees of freedom on unstructured meshes. At 39425 DOF, the size of the values array is about 11.2 megabytes. At 61441 DOF, the size changes to about 23.2 megabytes. In other words, up to and including 39425 DOF, access to the sparse matrix was done purely on the cache. From 61441 DOF and on, the matrix no longer fits in the L3 cache (16 megabytes) and RAM access is required, being much slower. Interestingly, the phenomenon is less apparent for structured meshes. This suggests the structured nature of the meshes facilitates memory fetching, which in turn, allows to slightly diminish the negative effects of the memory wall. The results of the p-benchmark reinforce the conclusions of the h-benchmark. Namely, using lock-free methods does not guarantee higher performance. Additionally, the CRAC format now performs better than the CSR format for $p > 3$. This is a direct result of the naturally occurring, higher level of contiguity of columns in the sparse matrix. Another consequence of the p-adaption is an increased level of contiguity of column index sequences on each element and the resulting higher performance of the vectorized methods in comparison with the non-vectorized methods.

Remark 4.4 Note that the higher level of contiguity of the column alignments array in the CRAC format is not hard-coded in any way. In fact, it results naturally from the higher order elements. Further, the elements produce partially contiguous DOF indices.

Having considered the $d = 1$ case, we now take a look at benchmarks with $d = 4$, which translates to an alignment of 4 DOF on each node. The h-benchmark is depicted in Fig. 9. The higher levels of continuity translate to the high performance of the vectorized methods. Interestingly, the colouring scheme suffers the most from the memory wall in terms of performance, whereas the other methods simply stagnate. Unlike in previous benchmarks, the CRAC format is consistently faster than the CSR format, peaking at an improvement of 13%.

Next we consider the p-benchmark, see Fig. 10, where the jump resulting from hitting the memory wall is apparent. Nevertheless, the performance improvement of the vectorized schemes is clear and once again, the CRAC format outperforms the CSR format.

In the previous benchmark the dimension of the problem was set to $d = 4$, which guaranteed a minimum alignment of 4 for all column sequences. The d-benchmark tests the performance improvement for an ever increasing alignment using the sixth meshes, see Fig. 11. The L3 cache is surpassed for $d > 2$. Even so, the
Global degrees of freedom $c = \frac{t_{seq}}{t_{avg}}$.

(a) h-benchmark on structured meshes

(b) h-benchmark on unstructured meshes

Figure 7: Improvement factors of assembly times for the h-benchmark for the case $d = 1$.

(a) p-benchmark on structured meshes

(b) p-benchmark on unstructured meshes

Figure 8: Improvement factors of assembly times for the p-benchmark for the case $d = 1$ using the fourth structured and unstructured meshes.
Global degrees of freedom \( c \) = \( t_{\text{seq avg}} \) / \( t_{\text{avg}} \)

Figure 9: Improvement factors of assembly times for the h-benchmark for the case \( d = 4 \).

Figure 10: Improvement factors of assembly times for the p-benchmark for the case \( d = 4 \) using the fourth structured and unstructured meshes.
vectorized spin\_int assembly schemes continue to improve, whereas the coloured scheme stagnates far earlier. Since also the coloured assembly scheme is vectorized, this suggests the method requires more frequent access to RAM. I.e., the coloured assembly scheme results in more cache-misses. The peak speed improvement factor of the spin\_int method with the CRAC format is $c = 25.56$ for the structured mesh, being 20\% faster than the CSR version. A comparison between the coloured scheme and the spin\_int version of the CSR format shows the latter to be $2.19 - 2.22$ times faster than the coloured scheme. Another test with the fourth structured mesh and $d = 20$ yields the improvement factor $c = 28.54$, which represents an approximate limit for highly aligned problems larger than the L3 cache for this assembly scheme on our system.

4.2 Storage factor

The speed improvement factors showed the CRAC format to be faster than the CSR format for problems with apparent alignment, whether the alignment occurs due to the dimension of the problem or the polynomial power of the element. Another factor for the efficiency of the CRAC of format is given by comparing the length of its column alignments array and the column indices array of the CSR format. Fig. 12 depicts the behaviour of $\gamma$ for scalar-valued problems. For $d = 1$, h-adaption does not improve the factor, which is over 1, suggesting the CSR format to be the lighter storage scheme. However, adapting $p$ to 3 or higher results in higher alignment and the CRAC format becomes far lighter, having the lowest value of about $\gamma = 0.13$ for $p = 8$. The improvement in storage for $p > 2$ can be explained by the way Gmsh [2] defines nodes. Namely, first vertex nodes are numbered and edge nodes follow. For $p = 1$ no edge nodes are present. For $p = 2$ each edge contains one node, but they are not numbered contiguously with respect to the vertex nodes. In the case of $p = 3$ each edge incorporates two nodes, that are numbered contiguously, resulting in natural DOF alignment.

The storage factor for the case $d = 4$ is given in Fig. 13. In the h-benchmark the factor remains approximately $\gamma = 0.32$. Using p-refinement allows to further lower the factor to $\gamma = 0.1$ for the same dimension of the problem.

Lastly, for higher dimensional problems the storage factor is given by Fig. 14. Clearly, the CRAC format is the lighter storage scheme for $d > 1$.

Remark 4.5 A lower $\gamma$ value translates to a lighter storage scheme and higher contiguity levels of the sparse matrix. The former results in better locality of the reference and the latter serves to increase vectorization levels.
Global degrees of freedom $\gamma = \frac{n_{CRAC}}{n_{CSR}}$

(a) h-benchmark

(b) p-benchmark

Figure 12: Column storage improvement factors for scalar problems $d = 1$.

Global degrees of freedom $\gamma = \frac{n_{CRAC}}{n_{CSR}}$

(a) h-benchmark

(b) p-benchmark

Figure 13: Column storage improvement factors for scalar problems $d = 4$. 
Global degrees of freedom

\[ \gamma = \frac{n_{\text{CRAC}}}{n_{\text{CSR}}} \]

Figure 14: Column storage improvement factors for the d-benchmark.

5 Conclusions and outlook

Although the colouring scheme allows for parallel lock-free assembly of the global sparse matrix, it does not outperform the spin_int methods in our tests. This suggests that the colouring scheme leads to more cache misses and increased RAM access. The atomic method allows to modify every entry of the global sparse matrix in parallel but is also outperformed by the spin_int methods. Consequently, it seems that the lock-unlock patterns of spin_int methods do not dominate the assembly run time.

Using a format containing alignment information for the element DOFs array, we have been able to vectorize the assembly, yielding larger speed-up factors. This format is general and can be used to assemble all sorts of sparse matrices common in FE-Analysis. The introduced spin_int data structures allow for data-race free assembly without increasing the storage requirements of the format and yield the best performance in their vectorized versions.

Based on the grouping of aligned columns, the CRAC format allows to improve the search algorithms needed for accessing coefficients, resulting in shorter assembly times. Further, for the majority of the problems discussed, the CRAC format was both the lighter and faster storage scheme. Even for \( d = 1 \) (only one DOF per node) the CRAC format leads to faster performance in case of p-adaption.

The CRAC format also entails other benefits not yet discussed in this paper. Since the format retains the alignment data of column indices for each row in the sparse matrix, this data can now be easily exploited for the design of parallel, vectorized versions of the Matrix-Vector product and correspondingly, the design of iterative solvers. This information is not hard-coded into the sparse matrix design, but instead arises naturally from the variational problem and polynomial power of the elements, making the CRAC format a flexible and efficient design for dynamically defined FE-problems and the application of p- and hp-refinements.
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