Abstract—Today’s cloud infrastructure landscape offers a broad range of services to build and operate software applications. The myriad of options, however, has also brought along a new layer of complexity. When it comes to procuring cloud computing resources, consumers can purchase their virtual machines from different providers on different marketplaces to form so called cloud portfolios: a bundle of virtual machines whereby the virtual machines have different technical characteristics and pricing mechanisms. Thus, selecting the right server instances for a given set of applications such that the allocations are cost efficient is a non-trivial task.

In this paper we propose a formal specification of the cloud portfolio management problem that takes an application-driven approach and incorporates the nuances of the commonly encountered reserved, on-demand and spot market types. We present two distinct cost optimization heuristics for this stochastic temporal bin packing problem, one taking a naive first fit strategy, while the other is built on the concepts of genetic algorithms. The results of the evaluation show that the former optimization approach significantly outperforms the latter, both in terms of execution speeds and solution quality.

Index Terms—Cloud Economics, Resource Portfolio Optimization, Cloud Decision Support, Stochastic Temporal Bin Packing

I. INTRODUCTION

The ever-increasing relevance of cloud computing has brought along a paradigm shift in terms of how modern software applications are developed and operated. While these advancements have certainly made reliable high-performance infrastructure more accessible, they have also added an additional layer of complexity. Heterogeneous cloud portfolio management, where the virtual machines are purchased from different marketplaces, is now concerned with the challenging task of finding cost-efficient resource allocations for a given set of applications.

Nowadays, well-known cloud service providers such as Amazon1 commonly offer three different types of marketplaces for computational resources, i.e. the reserved, on-demand and spot marketspace. The reserved instance type offers steep discounts, but also requires longer-term commitments, as they must be purchased by the client for a predefined time period. On-demand instances, on the other hand, are characterized by their flexibility since providers usually employ a pay-per-use billing method for this type of service. This flexibility, however, incurs a higher price in comparison to the other types. Finally, on the spot marketplace one can find excess compute resources that are heavily discounted. However, instances of this type may be revoked at the service provider’s discretion and are therefore only suitable for highly fault-tolerant workloads.

The heterogeneous nature of cloud markets is not the only complexity driver for this cost optimization problem. An aspect not to be neglected is the fact that applications typically are time-bound. That is, a cost-efficient resource allocation must be found over a longer temporal horizon and not only for a single point in time. Furthermore, applications rarely show a constant resource requirement. It is more common that workloads experience periods of high as well as low demands.

To our knowledge, scientific literature does not yet provide a cloud portfolio optimization model that combines the concepts of heterogeneous marketplaces, variable resource demands, as well as the temporal character of workloads. However, all three aspects can be considered to be of integral importance to a realistic depiction of the problem, as well as any derived cost-optimization approach. Thus, with this paper we contribute to this field by

(i) establishing a formal problem specification that incorporates the aforementioned relevant features of cloud portfolio management, and by

(ii) proposing and evaluating two distinct optimization heuristics for creating cost-efficient portfolio allocations.

The paper at hand is part of our research on an autonomous Cloud Portfolio Manager as depicted in figure[1]. It is an entity that creates for a bundle of requested resources an optimal cloud portfolio by purchasing them from different providers as well as marketspaces. A precondition for creating such an overarching system is the determination of appropriate

1https://aws.amazon.com/de/ec2/
algorithms for creating cloud portfolios. Hence, in this paper we analyze two different cloud portfolio algorithms.

![Diagram](https://example.com/diagram.png)  
**Fig. 1**: Portfolio manager creating optimal cloud portfolios by purchasing resources from different providers and market spaces

The structure of the paper is as follows: In section II we give an overview of related work. Section III lays out the exact mathematical model for the problem formulation. Section IV presents the two novel algorithmic optimization heuristics, and in section V the results of the empirical evaluation are outlined. The conclusions of the research work and future directions are discussed in section VI.

## II. STATE OF THE ART

One of the key challenges of cloud portfolio management is the heterogeneous nature of the relevant market spaces. In literature the spot market has received comparatively more research attention than the on-demand and reserved ones. This can be attributed to the fact that, depending on the respective cloud service provider, spot instances can offer significant optimization potential, due to their unique and dynamic pricing mechanisms. Sharma et al., for instance, focused on preemptible servers and utilized concepts from the domain of financial modelling to construct cost-efficient cloud portfolios while also adhering to the specific requirements of the applications that needed to be served. However, since spot instances are preemptible they require special mitigation procedures to avoid the loss of data upon sudden revocation. Jangjaimon and Tzeng tried to address this problem by proposing a sophisticated checkpointing mechanism. The process of checkpointing, i.e. regularly persisting a recoverable state for computational workloads, is quite common when working with transient cloud servers, as also pointed out by Tang et al. In their work the authors propose a bidding strategy for spot instances based on the concepts of a constrained Markov decision process. Their research focused on the EC2 Spot market of Amazon Web Services (AWS) and aimed to provide a balanced approach between cost-optimization and revocation mitigation. However, as mentioned by Baughman et al., AWS revised the pricing mechanism of its preemptible servers in 2017. The currently active schema makes prices less volatile, meaning that instead of having high price peaks according to the fluctuating supply and demand, the curve is now flattened. Based on this overhauled pricing mechanism of EC2 spot instances, Zhou et al. developed a long-term price prediction and dynamic task reallocation system. However, their scheduling system does not take into account a heterogeneous cloud market. Mireslami et al., on the other hand, incorporated on-demand and reserved instances in their provisioning approach. However, besides the fact that the authors did not consider the spot market, their model also lacks a sophisticated temporal component and thus is not suitable for long-term task scheduling. Li et al. include time-bound constraints in their dynamic bin packing approach, however, while they do assume that the size of an item may vary from one to another, they do not model the capacity requirements as a random variable. Furthermore, they also do not fully incorporate the heterogeneous nature of cloud markets. Nodari et al. also do not pay attention to the spot market, but instead put an emphasis on reserved and on-demand instances in their stochastic model, to which they apply the concepts of inventory theory. In the research of Haussmann et al. a cost model was presented that incorporated volatile as well as secure instance types. Their research showed that preemptible spot instances can contribute to significantly lower cost in the domain of high performance parallel computing. However, while their model does consider varying execution times, it too is not suitable for long-term job scheduling. Alenizi et al. try to capture the time-bounded nature of workflows by making the remaining expected execution time an integral part of their model. Their approach, however, again only considers reserved and on-demand instances. Further, it also does not consider various starting times of workflows and thus is more geared towards dynamic ad hoc resource allocations. Shen et al. do consider separate arrival and departure times for workflows in their job scheduling model, but also do not incorporate all three of the aforementioned cloud markets. Further, their integer programming problem formulation only considers non-fluctuating resource demands for the individual workflows. A more holistic approach to cloud portfolio management was taken by Pittl et al., who showed that heterogeneous portfolios tend to be more cost-efficient. Furthermore, they also pointed out the importance of right-sizing the server instances to the capacity requirements of the workloads.

The task of right-sizing is also highly relevant to the closely-related domain of energy-efficient data center operations. For this field Hwang and Pedram proposed a portfolio-based optimization approach with a probabilistic model, where the assigned workloads have resource demands that are characterised by a normal distribution. Martinovic et al. also use a problem formulation based on probabilities rather than deterministic aspects. They then applied a stochastic bin packing approach to find efficient server allocations. Fatima et al. evaluated a particle swarm optimization algorithm against other approaches in a scenario where the server capacities are assumed to be variable. Wu et al., on the other hand, used a more traditional genetic algorithm concept in their proposed solution for physical and virtual server instance consolidation. De Cauwer et al. assumed deterministic resource demands for their tasks, which arguably is a less.
plausible depiction of reality. However, they also introduced a temporal component to their problem formulation. Instead of simply finding efficient server consolidation schemes for a single point in time, they added time as another resource dimension. This better captures the true nature of many computational workloads, which often do not run indefinitely, but rather have a predefined lifespan [17].

As has been shown, while one can find extensive research on the subject of cloud cost optimization, very little work has been done on long-term allocations. Long-term cost-efficient cloud portfolio management does require to put an emphasis on the temporal component that is inherent to such a problem. Some research tries to capture this time-bound characteristic [7], [9]–[11], [17], however, to the best of our knowledge their scientific literature does not yet provide optimization approaches that adequately capture this constraint, while also incorporating the heterogeneous nature of cloud markets. As mentioned, the research by Pittl et al. performs a more holistic analysis of resource management, i.e. procurement options from reserved, on-demand as well as spot markets are considered, but it can be argued that it does not appropriately address the uncertain nature of capacity demands [12]. As pointed out, researcher that already previously incorporated stochastic problem formulations in their models [8], [14], is not suited for the task of long-term resource allocations in heterogeneous cloud market environments.

Based on our past research on resource optimization techniques [18], [19] and cloud market analysis [20], [21] we try to close this gap. That is, our model not only considers reserved, on-demand and spot instances, it also puts an emphasis on long-term resource allocations. The proposed model and the derived optimization approaches support fine-grained task scheduling over a longer planning horizon, which allows to properly make use of reserved instances. Furthermore, our application driven approach is based on the assumption of uncertain resource requirements and thus also adds a stochastic notion to the problem formulation.

### III. Problem Formulation

The problem formulation for cost-efficient cloud portfolio management presented in this section uses the notation as defined in table I.

In the scope of this work a cloud portfolio is defined as a set of cloud instances \( I \) that are necessary to host a set of applications \( A \). The optimization problem, in short, is then concerned with finding a cost-efficient allocation of these applications and instances.

Applications running in the cloud are typically characterized by their resource demands. Following the proposed approach of Hwang and Pedram these capacity requirements are assumed to be fluctuating and are therefore represented by an expected demand mean \( \mu_a \) and corresponding standard deviation \( \sigma_a \) [13]. Furthermore, it is assumed that workloads have varying life spans, which is denoted by the starting time \( S_a \) and finishing time \( F_a \) of an application. Note that \( S_a < F_a \) must apply. Since spot instances are only suitable for very fault-tolerant processes, the binary variable \( U_a \) is used to denote whether or not an application can be assigned to such a preemptible server instance.

\[
U_a = \begin{cases} 
1 & \text{if } a \text{ is preemptible} \\
0 & \text{else (1)} 
\end{cases}
\]

An instance \( i \in I \) has a predefined resource capacity \( R_i \) (e.g. CPU, RAM). Moreover, each type of instance is also associated with a certain price per time unit \( C_i \). The total cost incurred by a single host is based on the price per time slot and the overall up-time. The up-time of an instance is given by its starting time \( B_i \) and ending time \( E_i \), where \( B_i < E_i \) again must hold true. To denote if an instance is considered to be a spot (preemptible) type, the binary parameter \( O_i \) is used.

\[
O_i = \begin{cases} 
1 & \text{if } i \text{ is only suitable for preemptible apps} \\
0 & \text{else (2)} 
\end{cases}
\]

The aggregated demand of all applications assigned to instance \( i \in I \) at time slot \( t \in T \) is represented by the parameter \( D_{it} \). This aggregated demand is also a random variable and thus one can only evaluate the probability with which an instance stays within the designated capacity limits. The proposed model assumes that one can specify a desired minimum quality of service, denoted by \( Q_{min} \). In case the probability that the aggregated demand \( D_{it} \) stays below the provided capacity of the instance \( R_i \) does not satisfy the minimum quality of service \( Q_{min} \) for time slot \( t \), then the allocation is invalid.

To formally model the application and instance assignments, while also considering the temporal restrictions of the problem, the approach suggested by Dell’Amico et al. is used. The variable \( x \) denotes which hosting instance an application has

| Parameter | Description |
|-----------|-------------|
| \( I \) | A set of selected cloud instances (hosts) |
| \( A \) | A set of applications |
| \( T \) | A set of time slots for which to optimize |
| \( x_{ait} \) | Variable denoting assignments of apps to instances |
| \( S_a \) | The starting time of app \( a \) |
| \( F_a \) | The finishing time of app \( a \) |
| \( U_a \) | Indicates if app \( a \) is preemptible |
| \( \mu_a \) | The expected resource demand of app \( a \) |
| \( \sigma_a \) | The std. deviation of the resource demand of app \( a \) |
| \( R_i \) | The resource capacity of instance \( i \) |
| \( C_i \) | The cost of instance \( i \) for one time slot |
| \( B_i \) | The first available time slot of an instance |
| \( E_i \) | The last available time slot of an instance |
| \( O_i \) | Marks instances as suitable for non-preemptible apps |
| \( D_{it} \) | Aggregated resource demand of instance \( i \) at time \( t \) |
| \( Q_{min} \) | The desired quality of service |
been assigned to at a specific point in time. The resource demands of an application $a \in A$ are considered to be 0 for any time slot $t \in T$ if $t < S_a$ or $t > F_a$ [22].

$$x_{ait} = \begin{cases} 1 & \text{if } a \text{ is assigned to } i \text{ at time slot } t \\ 0 & \text{else} \end{cases}$$

(3)

The cloud portfolio management problem can now be defined as follows:

$$\min \sum_{i \in I} C_i \times (E_i - B_i)$$

(4)

subject to:

$$\sum_{i \in I} x_{ait} = 1 \quad \forall a \in A, \forall t \in [S_a, F_a]$$

(5)

$$\sum_{i \in I} x_{ait} \times U_a \geq O_i \quad \forall a \in A, \forall t \in [S_a, F_a]$$

(6)

$$P(D_a < R_t) \geq Q_{min} \quad \forall i \in I, \forall t \in [B_i, E_i]$$

(7)

$$x_{ait} \in \{0, 1\}$$

(8)

$$U_a \in \{0, 1\}$$

(9)

$$O_i \in \{0, 1\}$$

(10)

$$Q_{min} \in [0, 1]$$

(11)

Constraint [5] states that the optimization approach needs to assign each application to an instance. At any given point in the up-time of an application, only one instance can be the dedicated host. Constraint [6] requires the selected host to be from a suitable marketspace. Furthermore, equation [7] stipulates that for each time slot an instance is active, the probability that the resource demand stays within the capacity limits of the respective instance is at least the predefined quality of service. This constraint is based on the approach proposed by Hwang and Pedram [13] and assumes applications with load profiles that do not show any correlation and have a normal distribution. With constraints [8] to [11] the auxiliary variables are bound to a valid range.

IV. OPTIMIZATION APPROACHES

The cloud portfolio optimization problem, as modeled in section [11], is in essence a multi-dimensional packing problem. Such problems are NP-hard and thus complex to solve [23]. While exact algorithms for much simpler variations of the bin packing problem have been proposed in literature - for instance by Martello and Vigo [24] - a complete enumeration of all possible solutions is often not computationally feasible. Hence, in this work we present two distinct optimization heuristics, which try to find good approximations of optimal solutions.

A. The Greedy Optimization Approach

The first of the two presented optimization heuristics incorporates principles from the well-known first fit decreasing (FFD) approach [25], as well as the proposed portfolio management strategy by Hwang and Pedram [13]. The algorithm outlined in the following, which has been named Efficient Resource Inference for Cloud Hosting (ERICH), consists of 4 stages:

Stage 1: The algorithm expects sets of preemptible and non-preemptible applications, as well as all possible instance types from the three respective marketspaces as input. In the initialization phase applications are sorted according to increasing starting dates and non-increasing resource demand standard deviations. This is based on the proposed idea by Hwang and Pedram, who suggested that grouping together workloads with similar resource demand deviation may lead to overall reduced capacity needs [13]. Furthermore, the various instance types are sorted by cost per time slot for the provided capacity in an increasing order, ensuring that the algorithm chooses cost-efficient hosts first.

Stage 2: According to the first fit decreasing approach, the algorithm tries to fit all non-preemptible applications into reserved instances. For each application, it is first checked if a suitable host, i.e. one covering the entire life cycle of the application while also providing the required capacity, already exists in the constructed portfolio. If it does, then the application is assigned to said instance. In case no candidate host exists, a new one is allocated based off the first instance type satisfying the application’s requirements.

Stage 3: Although reserved instances usually provide steep discounts compared to the on-demand marketspace, the fact that they have a minimum allocation period means that stage 2 may result in a cost-inefficient portfolio. To achieve a potentially higher packing density the algorithm iterates over each allocated reserved instance. During each iteration, a new temporary portfolio without the respective reserved instance is created. Applications from the removed reserved host are then assigned to on-demand instances following the same first fit decreasing approach as described in stage 2. If the newly created portfolio is more cost efficient, than it replaces the old one in the next iteration.

Stage 4: In the final step, the algorithm is concerned with finding well-fitting allocations for all preemptible applications. Preemptible workloads may be assigned to multiple hosts during their life cycle, which is why the optimization approach allocates these applications not as a whole, but rather on a individual time slot basis. That is, the algorithm first finds all time steps for which a suitable candidate hosts exists and assigns the app to these instances for the respective periods. In case there are still some assignment gaps in the schedule of the workload the algorithm proceeds with allocating new instances from the input set of spot hosts. This approach ensures that preemptible applications fill up any left-over capacity before new bins are opened. When following these scheme one may need to consider if the applications require a checkpointing mechanism similar to what has been discussed in related literature [2].

Algorithm 2 outlines the above described approach in a condensed form. The evaluation whether or not an application fits into an instance is performed based on equation [7].
blocks and genetic operators are presented. (GEORG). In the following its most essential building

Genetic Optimization of Resource Groupings

Input: A set of non-preemptible apps $A_1$; A set of preemptible apps $A_2$; A set of on-demand instance types $RES$; A set of reserved instance types $ON$; A set of spot instance types $SPOT$

Result: List of packing patterns (portfolios)

population

population $\leftarrow$ use semi-random heuristic to create initial population

while termination criteria are not met do

parents $\leftarrow$ fitness-based selection of individuals from population

offspring $\leftarrow$ apply temporal biased crossover for each tuple in parents

offspring $\leftarrow$ repair broken chromosomes in offspring after crossover

offspring $\leftarrow$ apply domination mutation operator to random offspring

offspring $\leftarrow$ repair broken chromosomes in offspring after mutation

population $\leftarrow$ fitness-based merge of offspring and current population

end

Fig. 3: Genetic Algorithm GEORG

operators of a GA [27]. Falkenauer has proposed an encoding scheme, in which the chromosome is an array of bins, each holding a set of items. However, this approach is not well suited for the temporal component of the problem specification. Thus, we propose a temporal group encoding, in which each locus of the chromosome corresponds to a specific time step, with the allele being a set of instances running at the respective point in time. Every host is then mapped to a set of applications, which are assigned to the respective instance at this time slot.

Population Initialization: To ensure a high degree of genetic diversity while also providing initial individuals with comparatively high fitness, a hybrid approach is taken for the creation of an initial set of solutions. Fifty percent of the time applications are assigned in a manner that reduces the number of allocated instances and therefore the overall cost. In the remaining cases, the assignment is at random.

Fitness Evaluation: To evaluate the fitness of an individual, i.e. the quality of a solution, equation (4) is used.

Crossover: In each generation a group of individuals is selected based on the fitness proportionate roulette wheel method. The crossover is then applied to a set of two individuals (parents) in order to yield a new offspring. We propose a biased temporal crossover operator that is built on the concepts presented by Quiroz-Castellanos et al. [28] and promotes the transmission of well-fitting genetic material to the next generation. For each time step (gene), active instances are sorted in decreasing order based on their average rate of

Algorithm 1: Efficient Resource Inference for Cloud Hosting

Input: A set of non-preemptible apps $A_1$; A set of preemptible apps $A_2$; A set of reserved instance types $RES$; A set of on-demand instance types $ON$; A set of spot instance types $SPOT$

Result: Packing pattern portfolio

sort applications $A_1$ and $A_2$ by increasing start time and non-increasing $\sigma_a$

sort $RES$, $ON$ and $SPOT$ by increasing $C_i$ per $R_i$ and time slot

portfolio $\leftarrow$ empty allocation variable

forall $a \in A_1$ do

assign $a$ to portfolio (FFD) while only considering $RES$ instances

end

forall $i \in \text{reserved instances from portfolio}$ do

$\text{tmp}_\text{portfolio} \leftarrow$ copy of portfolio without instance $i$

forall $a \in i$ do

reinsert $a$ into $\text{tmp}_\text{portfolio}$ (FFD) including $ON$ instances

end

if total cost of $\text{tmp}_\text{portfolio} < \text{total cost of portfolio}$ then

portfolio $\leftarrow$ $\text{tmp}_\text{portfolio}$

end

forall $a \in A_2$ do

assign $a$ to portfolio without allocating new instances

gaps $\leftarrow$ consecutive time slots where $a$ is not yet assigned to portfolio

forall $gap \in \text{gaps}$ do

assign $a$ to portfolio for time slots in $gap$ by allocating $SPOT$ hosts

end

end

Fig. 2: Greedy Algorithm ERICH

B. The Evolutionary Optimization Approach

The application of genetic algorithms (GA) to bin packing scenarios is not a new notion. In fact, GAs have proven to be well suited to tackle the complex nature of such combinatorial optimization problems [26]–[29]. Their flexible framework built around genetic operators that can be adapted to the problem at hand means that GAs allow for a very efficient and targeted search in the problem space. The algorithm presented here has been named Genetic Optimization of Resource Groupings (GEORG). In the following its most essential building blocks and genetic operators are presented.

Encoding Scheme: For bin packing problems the grouping of items and their respective bins is an essential piece of information, which is also relevant to the individual genetic
capacity utilization and cost per time slot. A partial solution is created by zip-merging the instances of both parents. The ranked partial solution is pruned by eliminating hosts of already assigned applications. Instances that result in packing patterns violating the constraints of the problem formulation are ignored in the crossover process of further time steps. The culling of instances may break the chromosome, since applications may end up being partially or fully without any host assignments. To repair the chromosome, a simple heuristic is applied to reinsert any applications that are now considered to be free.

**Mutation:** The mutation operator is applied to newly created offspring at random. Its goal is to introduce new genetic characteristics to individuals of the population, while also following a targeted approach to enhance the overall fitness. Martello and Toth [30] introduced the concept of dominance, which can be used to replace a subset of items with an item of larger or equal size. This approach has already been employed in the context of genetic algorithms by other researchers [27], [28]. As Quiroz-Castellanos et al. also pointed out, the flexibility gained by only having to reinsert smaller items can ultimately lead to a tighter packing pattern and an overall better solution. Since random chance determines which items are initially chosen to perform a dominance check, the design allows for the introduction of new variations of genetic material, while also potentially improving the already existing solution [28].

The definition of the dominance criterion needs to be slightly adapted to be applied to the cloud portfolio optimization problem with its temporal component. Furthermore, instead of comparing entire allocations, i.e. instances, with each other, the dominance definition used in the following focuses on the application level. An application $a$ that is intended to be hosted by instance $i \in I$ for the time slots $[S_d, F_d]$ is said to dominate a partition of apps $P$ from instance $i$ if the time span denoted by $[S_d, F_d]$ encompasses all assignments slots of the partition for the respective host. Furthermore, the expected resource demands of the dominating application must be greater than the aggregated capacity requirements of all elements of the dominated partition. In fact, the probability that the resource demands of the dominating app exceed those of the dominated workloads must be greater than fifty percent. The depictions in figure 4 and 5 show the application level resource requirements over a horizon of three time steps. The bold lines indicate the expected resource demands, while the dotted ones showcase the deviations.

Figure 4 depicts a set of three applications and a set of three partitions. Each individual application in $A_2$ dominates the respective partition of $A_1$ in the same color. The above listed criteria for dominance are fulfilled in all dimensions, i.e. capacity and time. For instance, application $i_1$ clearly has a higher expected resource demand than partition $p_1$. At the same time, $i_1$ also dominates $p_1$ in the temporal dimension. The application $i_2$ matches the starting and finishing times of partition $p_2$ exactly. This is in accordance with the temporal dominance criterion. It further also has a higher expected resource demand and thus it can be said that $i_2$ dominates $p_2$. The partition $p_3$ consists of two applications, with a combined expected resource demand that is less than that of $i_3$. Since $i_3$ also covers at least the same time slots as $p_3$ it can be said that $i_3$ dominates $p_3$. The mutation operator now could replace one of the dominated partitions and yield a tighter packing pattern. Figure 5 shows a scenario, in which none of the selected applications dominates any partition. For instance, while $i_1$ certainly has a higher expected resource demand, it does not cover the entire live span of partition $p_1$. On the other hand $i_2$ may cover the same time period as $p_2$, but has the same expected resource demands. Hence, it too cannot be considered as a dominating application. In the case of application $i_3$, the deviations from the expected capacity requirements are significant. Therefore, the probability that $i_3$ experiences higher resource demands than what is the expected aggregated distribution for partition $p_3$ is quite low. Besides, the temporal constraints is not satisfied either, which means that $i_3$ cannot be considered to dominate $p_3$. 

![Fig. 4: Fulfilled Temporal Dominance Criterion](image1.png)

Note. Figure inspired by Falkenauer.

![Fig. 5: Unfulfilled Temporal Dominance Criterion](image2.png)

Note. Figure inspired by Falkenauer.

The temporal dominance criterion is checked against partitions of applications of size two for the respective candidate instance, as otherwise the computational efforts might become
unfeasible [28]. In case the dominance criterion holds true, the unassigned application is swapped with the partition. Similar to the crossover operator, this procedure may leave certain applications unassigned, meaning that the chromosome no longer represents a valid solution. In such a case the same aforementioned insertion heuristic is now again used to repair the corrupted individual, as otherwise the genetic algorithm would not be able to continue its process.

**Insertion Heuristic:** Equation 5 of the problem specification essentially requires that each application must be assigned an appropriate host for all relevant time slots. During the crossover and mutation processes this constraint might end up being violated, resulting in a broken chromosome. Preemptible applications might have multiple gaps in their packing pattern, where no valid assignment is available. In any case, the insertion heuristic follows a naive first-fit approach, where for each assignment gap of an orphaned application a candidate instance from the existing chromosome is selected. If no candidate host exists, then a new random instance is created to host the respective application. The component of randomness to this rather simple heuristic is intended to mitigate the risk of premature convergence on local optima by ensuring that the genetic diversity is kept at an adequate level.

**Termination:** Commonly encountered stopping criteria can be employed, such as a maximum number of processed generations or a certain threshold when it comes to the convergence level of the fitness scores among individuals in the population [31].

V. Evaluation

The proposed optimization heuristics have been empirically evaluated with synthetic data. The algorithms were implemented using Python 3.9 and the tests were run on a Windows machine with an Intel Core i7-4770 processor (3.4 GHz base clock, 3.9 GHz turbo) and 16 GB of DDR3 memory at 1600 MHz.

A. Data Set Description

With the problem at hand, there are multiple dimensions which contribute to the difficulty of a particular test set. As is usually the case for bin packing optimization algorithms, the greater the number of items to be assigned the more challenging a task becomes. However, due to the temporal component of the problem formulation the number of allocation periods for which to find suitable assignments must not be neglected. It was therefore thought to be imperative that the variety in the data reflects these difficulty attributes.

While the data was synthetically created, careful attention was paid to crafting realistic scenarios. That is, the expected price discounts for spot and reserved instances relative to on-demand ones are based on real-world observations. Furthermore, the price to capacity relations are also modeled according to commonly encountered offerings of popular cloud service providers. Table II summarizes the key resource demand and allocation characteristics of the application data sets. Note that the columns Non-pre. and Pre. list the number of non-preemptible and preemptible applications that each data set holds. The table further describes the expected average resource demands (Avg. Res. Dem.) as well as the deviations from this average within the data set (Std. Res. Dem.). Moreover, the column Avg. Res. Dev. highlights the mean resource demand deviations that are assumed for applications. With column Std. Res. Dev. the fluctuations of these deviations within the data set are described. Furthermore, table II also lists the average allocation periods.

These samples were combined with the instance type data sets described in table III. Each instance type data set included five hundred different types from which the algorithms could choose. Table III describes the mean capacities of the instance types, as well as the average prices per market space. It is important to note that the high deviations of the cost levels highlight the great price diversity found in the data sets. The following six unique test cases were created: case_1 (apps_1, types_1), case_2 (apps_2, types_1), case_3 (apps_3, types_2), case_4 (apps_4, types_2), case_5 (apps_5, types_3) and case_6 (apps_6, types_3). The full data sets are available publicly.

| App. Set | Non-Pre. | Avg. Res. Dem. | Std. Res. Dev. | Avg. Res. Dev. | Std. Alloc. Periods | Avg. Alloc. Periods |
|----------|----------|----------------|----------------|----------------|---------------------|---------------------|
| apps_1   | 14 6     | 3.27 1.71      | 0.53 0.48      | 43.15 33.4     |                     |                     |
| apps_2   | 59 41    | 3.0 2.62       | 0.53 0.74      | 63.93 49.94    |                     |                     |
| apps_3   | 10 10    | 3.02 2.01      | 0.71 0.63      | 212.2 167.88   |                     |                     |
| apps_4   | 42 58    | 3.1 2.57       | 0.5 0.59       | 237.16 171.57  |                     |                     |
| apps_5   | 7 13     | 3.12 2.69      | 0.6 0.56       | 2758.55 1996.98|                     |                     |
| apps_6   | 41 59    | 2.78 1.97      | 0.49 0.57      | 2871.74 2055.67|                     |                     |

| Instance Type Set | Avg. Cap. | Std. Cap. | Avg. Res. Prc. | Std. Res. Prc. | Avg. On. Prc. | Std. On. Prc. | Avg. Spot Prc. | Std. Spot Prc. |
|-------------------|-----------|-----------|----------------|----------------|---------------|---------------|----------------|----------------|
| types_1           | 9.60      | 8.77      | 2.27           | 2.85           | 3.10          | 2.16          | 2.53           | 2.21           |
| types_2           | 10.32     | 11.40     | 2.16           | 2.38           | 3.13          | 2.57          | 3.15           | 4.84           |
| types_3           | 9.79      | 9.91      | 2.41           | 3.80           | 3.10          | 2.41          | 2.33           | 1.74           |

B. Results

The evaluation was conducted with three quality criteria in mind, i.e. execution speed, packing density and overall cost of the constructed cloud portfolios. In the following the results are discussed.

Since wall clock time was chosen as the evaluation metric the test cases for the evaluation of the execution speeds were run a total of 10 times to eliminate any potential side effects.
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of background tasks. As can be seen in figure 6, the execution speeds for the greedy optimization approach ERICH was significantly better across the board. Its deterministic character resulted in more or less static runtime performance. The little variations in the execution speeds can be explained by the expected noise caused by various background tasks on the host machine.

However, the execution speed of the GA, which can be seen in figure 7, has proven to be highly volatile, which can be attributed to the fact that the individual genetic operators are heavily influenced by randomness. Furthermore, the overall runtime for each individual test case is significantly higher than the corresponding evaluation result for ERICH. The processing time required by GEORG is at times more than five-fold higher. The most significant factor that contributes to this is likely the crossover operator described. The temporal component of the problem specification requires a substantial amount of evaluations to be performed to yield a single offspring. Furthermore, it can easily be the case that the crossover results in certain applications not being assigned to any hosts, in which case the insertion heuristic has to reinsert these applications. The same reasoning can be applied to the mutation operator.

However, while the execution speed certainly is an interesting evaluation criterion, especially in the context of bin packing heuristics, it cannot be considered the single most important quality aspect. In fact, since the focus of this research lies on finding cost-efficient long-term cloud resource assignments it is not expected that the presented approaches are applied in dynamic reallocation scenario. That is, the heuristics are best suited to assist the decision process when initially setting up a portfolio of cloud instances for a given set of applications. Since no continuous monitoring and optimization of resource usage patterns are required, the execution speeds can be considered to be of lesser relevance. Important is that the problem space is broadly explored.

Another relevant performance indicator for the proposed optimization heuristics is the packing density. In this work the utilization rate of an instance is defined as the total expected resource demand of all assigned applications over the relevant time slots, relative to the absolute capacity provided for the same time period. The results shown in figure 8 clearly show the dominance of ERICH over GEORG in terms of the average packing density of the allocation instances. It is important to note that the definition of the utilization rate focuses solely on the expected resource demands of the individual applications. The resource demand deviations relevant to the proposed stochastic component of the model are not included in this metric. Therefore, the yield packing density can be considered adequately high.

Figure 9 depicts the data for the weighted utilization rate. Instead of simply taking the average utilization rate over all instances within a portfolio, this metric puts an emphasis on those instances with longer allocation periods. The higher the
number of time slots for which an instance is assigned to the portfolio, the more it contributes to the overall utilization rate. However, the conclusion that the greedy optimization approach yields tighter-packed portfolios remains unchallenged.

Figure 9: Weighted Instance Utilization Rates

Figure 10 depicts the overall performance of the algorithms in terms of the cost incurred by the resulting packing patterns. Note that the graph shows the results on a logarithmic scale. What can be seen is that ERICH, similar to the analysis of the execution speeds and packing density, outperforms the genetic algorithm substantially in each and every of the evaluated test cases. However, the variance within the population of the genetic algorithm is quite high, indicating that the problem space is actually searched rather broadly. Nonetheless, the much simpler approach of the greedy bin packing algorithm shows to be better suited for the evaluated test cases. This can likely be explained by the fact that it acts more target driven in its search for cost-efficient instance types. For the GA, in order to preserve the genetic diversity, a less direct approach was chosen. The crossover operator does not per se assign new instances. Rather, it serves as a smart selection mechanism, merging well-fitting allocations from individuals. New instances are allocated by the insertion heuristic, which is applied to repair broken chromosome. This mechanism, however, relies on a simple semi-random first fit decreasing logic and is not geared towards selecting cost-efficient instances.

However, that is not to say that the GA did not work as intended. Figure 11 depicts the fitness level over multiple generations for the data set case_6. Starting from an initial population (generation 0) with a very high degree of genetic diversity, the average fitness score continuously improves as the generations progress. In the end, the average cost has been cut by more than half by the time generation 10 has been processed. As has been shown in section 11 related work in the field of cloud cost optimization often operates under drastically different assumptions. Therefore, the proposed algorithms are not compared to already existing approaches. Instead, the initial population of the genetic algorithm serves as a baseline comparison for the quality of the yielded solutions of both heuristics. As mentioned, the GA’s population uses a semi-random first fit mechanism for finding allocations. Since both algorithms produce results with notably lower costs compared to the initial population, it can be said that either approach significantly improves upon the solutions one would yield from such simple and unplanned allocations of resources.

VI. CONCLUSION

In a world where cloud deployment strategies become ever increasingly popular, finding cost-efficient resource allocations is a highly relevant industry problem. In this paper we have presented a formal model for the domain of cloud portfolio management, following an application-centered long-term optimization approach considering uncertain resource demands and incorporating heterogeneous marketplaces. The specification falls into the category of bin packing problems and is characterized by its temporal and stochastic nature. To
the best of our knowledge current literature does not provide comprehensive solutions to such long-term probabilistic resource allocation problems. With our research we try to close this gap, while also providing optimization approaches employable by those who wish to find initial cost-efficient cloud portfolio allocations over a longer time horizon.

Two distinct optimization heuristics have been developed for this NP-hard problem, one following a traditional first fit approach, while the other is built on top of the framework of genetic algorithms. The GA uses genetic operators specifically adapted to the problem at hand, using a temporal biased crossover and a mutation procedure that incorporates a temporal dominance criterion as defined by us. However, although the genetic algorithm does explore the broad problem space quite thoroughly, the evaluation has shown that it is significantly outperformed in terms of execution, packing density and overall cost-efficiency.

In future research we plan to extend the problem specification and tweak the optimization heuristics. For instance, we consider it relevant to also look at scenarios where the resource demand of the applications is correlated. Furthermore, in future iterations we also intend to incorporate resource demand load profiles for applications that may change over time. That is, in the current model it is assumed that an application’s resource demand is characterized by a normal distribution. More research is necessary to determine the affects on optimization heuristics in case these capacity requirements change over time.
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