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Abstract
We show that several families of classical orthogonal polynomials on the real line are also orthogonal on the interior of an ellipse in the complex plane, subject to a weighted planar Lebesgue measure. In particular these include Gegenbauer polynomials $C_n^{(1+\alpha)}(z)$ for $\alpha > -1$ containing the Legendre polynomials $P_n(z)$ and the subset $P_n^{\left(\frac{\alpha+1}{2}, \pm \frac{1}{2}\right)}(z)$ of the Jacobi polynomials. These polynomials provide an orthonormal basis and the corresponding weighted Bergman space forms a complete metric space. This leads to a certain family of Selberg integrals in the complex plane. We recover the known orthogonality of Chebyshev polynomials of the first up to fourth kind. The limit $\alpha \to \infty$ leads back to the known Hermite polynomials orthogonal in the entire complex plane. When the ellipse degenerates to a circle we obtain the weight function and monomials known from the determinantal point process of the ensemble of truncated unitary random matrices.
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1 Introduction

Orthogonal polynomials in the complex plane play an important role for non-Hermitian random matrix theory. A prominent example is the elliptic Ginibre ensemble with complex normal matrix elements, having different variances for their real and imaginary parts, [23]. Its complex eigenvalues follow a determinantal point process, with its kernel constituted by the Hermite polynomials orthogonal in the complex plane [9]. Likewise, the chiral partner of this ensemble leads to a kernel of generalised Laguerre polynomials orthogonal in the complex plane [2,21] and [13]. The respective kernels allow for a complete characterisation of all complex eigenvalue correlation functions of these ensembles of random matrices. Moreover, in the limit of weak non-Hermiticity introduced in [8], these nontrivial polynomials allow us to study an interpolation between the statistics of real eigenvalues of Hermitian random matrices on the one hand, e.g., of the Gaussian Unitary Ensemble characterised by Hermite polynomials on the real line, and those of complex eigenvalues, e.g., of the Ginibre ensemble, being characterised by monomial polynomials in the complex plane. We refer to [3] for a list of interpolating limiting kernels known to date.

In this paper we ask the question whether further classical orthogonal polynomials on the real line also form a set of orthogonal polynomials on a two dimensional domain in the complex plane. Orthogonal polynomials on the real line or subsets thereof, as well as those on one-dimensional curves on the complex plane—typically the unit circle—are a classical topic in mathematics [25]. Therefore, it is quite surprising that relatively few works have addressed this question. The orthogonality of Chebyshev polynomials of the second kind on the interior of an unweighted ellipse probably goes back to [11]. The fact that Hermite polynomials are also orthogonal with respect to a Gaussian weight in the complex plane was first shown in 1990 [6], see [5] for an independent proof. Generalised Laguerre polynomials in the complex plane were found in the context of applications to quantum field theory in [21], see [2] for a concise orthogonality proof. The orthogonality of all Chebyshev polynomials of the first to fourth kind on an ellipse can be found in [17].

While the Gram–Schmidt construction of orthogonal polynomials on any subset of the real line and in the complex plane is completely analogous, given that all moments exist, see [26], the fact that the former always satisfy a three-step recursion relation is special. While Lempert [16] showed that we cannot expect any finite term recurrence for orthogonal polynomials in the complex plane in general, it was shown much more recently that the existence of a finite term recurrence relation on an unweighted bounded domain with sufficiently regular boundary implies that the domain is an ellipse and the recursion depth is three [14,22]. This suggests searching for elliptic domains as our polynomials originating from the real line do have a three step recurrence. We note, however, that the aforementioned results [14,22] only apply to unweighted domains. It is an open question whether orthogonal polynomials with finite-term recurrences exist on weighted, bounded domains other than the ellipse. For
the Chebyshev polynomials of first, third and fourth kind, the weight function on the ellipse is no longer flat [17].

In this work we obtain the following results. We show that the classical Gegenbauer or ultraspherical polynomials $C_n^{(1+\alpha)}(z)$, for $\alpha > -1$, provide a family of planar orthogonal polynomials on the interior of an ellipse parametrised by $h(z) := (\text{Re } z)^2/a^2 + (\text{Im } z)^2/b^2$, with $a > b > 0$ and weight function $(1 - h(z))^{\alpha}$. They generalise the monomials that appear in the determinantal point process on the unit disc, obtained from the ensemble of truncated unitary random matrices [27]. Furthermore, we find a subset of the Jacobi polynomials to be orthogonal on a weighted ellipse. These findings allow us to recover the orthogonality of all four Chebyshev polynomials from [17]. All these planar orthogonal polynomials lead to examples for Selberg-(or Mehta-) type integrals in the complex plane containing a Vandermonde determinant modulus squared, when determining the normalisation of the corresponding determinantal point processes; see [7] for a review of Selberg integrals.

As an application we use the Gegenbauer polynomials to construct further (non-classical) planar orthogonal polynomials on a weighted ellipse that do not satisfy a recursion relation of finite depth. In that sense, the ellipse is not a special domain in the complex plane once nontrivial weight functions are allowed. At present we do not know a random matrix model that leads to a determinantal point process with a kernel of Gegenbauer or a subset of Jacobi polynomials, apart from a trivial normal matrix representation. In this work we restrict ourselves to polynomials of finite degree. The asymptotics of the Bergman kernel in the limit of weak non-Hermiticity, both in the bulk and at the edge of the ellipse, will be presented elsewhere [19].

The remainder of this article is organised as follows. To prepare the ground, in Sect. 2 we show that the weighted Bergman space on the ellipse is a complete metric space. To that aim, in Sect. 3 we prove the orthogonality of the Gegenbauer polynomials $C_n^{(1+\alpha)}(z)$ of even degree, for $\alpha > -1$, with respect to the inner product on the weighted ellipse. The case with an odd degree is very similar and presented in “Appendix A”. This immediately implies the orthogonality of Legendre polynomials $P_n(z)$ as well, and we recover the orthogonality of Chebyshev polynomials of the second kind $U_n(z)$. In “Appendix C” an alternative orthogonality proof for Gegenbauer polynomials independent of the degree is given which in contrast relies on the known orthogonality of the Chebyshev polynomials of the second kind on the unweighted ellipse. The proof of the latter from [12] is collected in “Appendix B” for completeness.

In Sect. 4 we prove that two families of particular Jacobi polynomials $P_n^{(\alpha+\frac{1}{2}, \pm \frac{1}{2})}(z)$, for $\alpha > -1$, are orthogonal on weighted ellipses. The known orthogonality of the Chebyshev polynomials of the third, fourth and first kind, $V_n(z)$, $W_n(z)$ and $T_n(z)$ respectively, follow as a consequence. In Sect. 5 we construct an explicit example for orthogonal polynomials on a weighted ellipse that do not satisfy a recursion relation of finite depth. The construction is based on Gegenbauer polynomials and the Heine-formula for planar orthogonal polynomials. Here, we also present the Selberg integral based on the family of Gegenbauer polynomials $C_n^{(1+\alpha)}(z)$ as an example that can be analytically continued in $\alpha$. 

\text{Springer}
2 Weighted Bergman Space on the Interior of an Ellipse

To begin let us fix some notation for the quantities to be considered. For \( a > b > 0 \) the function
\[
h(z) := \frac{(\Re z)^2}{a^2} + \frac{(\Im z)^2}{b^2}
\] (2.1)
provides an explicit parametrisation of the interior of an ellipse \( E \):
\[
E = \{ z \in \mathbb{C} : h(z) < 1 \}.
\] (2.2)

For \( 0 < p < \infty \) and \( -1 < \alpha < \infty \), we will denote by \( A^p_\alpha := A^p_\alpha(E) \subseteq L^p(E, dA_\alpha) \) the (weighted) Bergman space of the ellipse \( E \); i.e., the subspace of analytic functions in \( L^p(E, dA_\alpha) \) with finite \( p \)-norm. The area measure
\[
dA_\alpha(z) = (1 + \alpha)(1 - h(z))^\alpha dA(z)
\] (2.3)
is defined in terms of the normalised area measure on the ellipse \( dA(z) = dx dy/(\pi ab) \), with \( z = x + iy \), together with \( h(z) \) defined in the parametrisation of the ellipse (2.1). It is not difficult to see that it is normalised \( \forall \alpha > -1 \):
\[
\int_E dA_\alpha(z) = \frac{1 + \alpha}{\pi} \int_0^1 dr \int_0^{2\pi} d\theta (1 - r^2)^\alpha = 1,
\] (2.4)
after changing variables to
\[
x = ar \cos(\theta) , \quad y = br \sin(\theta),
\] (2.5)
with \( r \in [0, 1) \), \( \theta \in [0, 2\pi] \) and Jacobian \( J(r, \theta) = abr \). For \( 1 \leq p < \infty \) the associated \( L^p \)-norm is defined by
\[
||f||_{p, \alpha} = \left( \int_E |f(z)|^p dA_\alpha(z) \right)^{1/p},
\] (2.6)
and for \( 0 < p < 1 \) the corresponding metric is given by
\[
d(f, g) = \left( \int_E |f(z) - g(z)|^p dA_\alpha(z) \right)^{1/p}.
\] (2.7)

In this section we show that the Bergman space \( A^p_\alpha \) is a Banach space when \( 1 \leq p < \infty \), and a complete metric space when \( 0 < p < 1 \). The proof is quite standard and follows the lines of Corollary 1.12 and Proposition 1.13 in [4].

Proposition 2.1 Let \( 0 < p < \infty \) and \( -1 < \alpha < \infty \), and \( K \) be a compact subset of \( E \), with positive minimum distance to \( \partial E \). Then there is a positive constant \( C \) such that

\[ \square \] Springer
\[
\sup_K |f(z)|^p \leq C \|f\|^p_{p,\alpha}.
\]

for all \( f \in A^p_{\alpha} \).

**Proof** Let \( t \in E \) and \( 0 < \varrho < \text{dist}(t, \partial E) =: d \) be arbitrary. We define the smaller ellipse

\[
E_\varrho = \{ z \in \mathbb{C} : h_\varrho(z) := (\text{Re } z)^2/(a - \varrho/2)^2 + (\text{Im } z)^2/(b - \varrho/2)^2 \leq 1 \},
\]

and suppose that there is a point \( z_0 \in B(t, \varrho/2) \setminus E_\varrho \) such that

\[
\{|z_0 - w| : w \in \partial E\} \subseteq \{|z - w| : z \in B(t, \varrho/2); w \in \partial E\}.
\]

Taking the infimum on both sides of (2.9), we obtain

\[
\text{dist}(B(t, \varrho/2), \partial E) \leq \text{dist}(z_0, \partial E).
\]

But (2.10) implies that \( d - \varrho/2 \leq \varrho/2 \), therefore \( B(t, \varrho/2) \subseteq E_\varrho \). In consequence we obtain

\[
\sup_{z \in B(t, \varrho/2)} h(z) \leq \sup_{z \in E_\varrho} h(z) =: c(\varrho), \quad z_\ast \in \partial E_\varrho.
\]

It is easy to see that \( 0 < c(\varrho) < 1 \), and it can be computed explicitly by introducing a Lagrange multiplier, for example.

Thus, given \( f \in A^p_{\alpha}, B(t, r) \subseteq E \) with positive minimum distance to the boundary \( \partial E \), i.e., \( 0 < \varrho < \text{dist}(B(t, r), \partial E) \), we can find another positive constant \( C > 0 \) such that

\[
|f(z)|^p \leq \frac{4}{\pi \varrho^2} \int_{B(z, \varrho/2)} |f(w)|^p \, dA(w)
\leq C \int_{B(z, \varrho/2)} |f(w)|^p \, dA_\alpha(w)
\leq C \int_{E} |f(w)|^p \, dA_\alpha(w)
= C \|f\|^p_{p,\alpha} \quad \text{for } z \in B(t, r).
\]

In the first step we have used the subharmonicity of \( |f|^p \). In the second step the upper bound is trivial for negative \(-1 < \alpha < 0\), due to \( 0 \leq h(z) \), whereas for positive \( \alpha > 0 \) we have used the estimate from (2.11). \( \square \)

One immediate consequence of Proposition 2.1 is that any Cauchy sequence \( \{f_n\} \in A^p_{\alpha} \) is locally bounded, and so by Montel’s Theorem it constitutes a normal family. Thus, some subsequence converges locally uniformly in \( E \), to a function in \( A^p_{\alpha} \), and we have the following.

**Corollary 2.2** For every \( 0 < p < \infty, -1 < \alpha < \infty \), the weighted Bergman space \( A^p_{\alpha} \) is closed in \( L^p(E, dA_\alpha) \).
Proof Let \( \{ f_n \} \) be a Cauchy sequence in \( A_p^\alpha \) and \( f \in L^p(\mathbb{E}, dA_\alpha) \), such that \( \int |f_n - f|^p dA_\alpha \to 0 \) as \( n \to \infty \). By Montel’s Theorem \( \{ f_n \} \) converges locally uniformly to a function\( g \) that is analytic in \( \mathbb{E} \). Since \( \| f_n - f \|_{p, \alpha} \to 0 \), this implies that \( f_n \) converges in measure to \( f \). By Riesz’ Theorem there is a subsequence \( \{ f_{n_k} \} \) such that \( f_{n_k}(z) \to f(z) \) almost everywhere Thus \( f = g \) almost everywhere and so \( f \in A_p^\alpha \). \( \square \)

For \( p \geq 1 \) it follows from Corollary 2.2 that the Bergman space is a Banach space, and in particular for \( p = 2 \) a Hilbert space. In the next section we will consider the Bergman space for \( p = 2, A_2^\alpha \), as a Hilbert space, with the notion for the inner product defined as

\[
\langle f, g \rangle_\alpha := \int_{\mathbb{E}} f(z) \overline{g(z)} \, dA_\alpha(z),
\]

for two integrable functions \( f, g \in A_2^\alpha \).

For analyticity it is of course important that we consider the interior of the ellipse \( \mathbb{E} \) (2.2), being an open set. Because the boundary of the ellipse \( \partial \mathbb{E} \) is one-dimensional and of measure zero in the complex plane, all integrals over \( \mathbb{E} \) and \( \overline{\mathbb{E}} \) agree, i.e.,

\[
\int_{\mathbb{E}} f(z) \overline{g(z)} \, dA_\alpha(z) = \int_{\overline{\mathbb{E}}} f(z) \overline{g(z)} \, dA_\alpha(z),
\]

for \( -1 < \alpha \). We will come back to this point when relating to the ensemble of truncated unitary matrices in Remark 3.6.

3 Orthogonality of Gegenbauer and Legendre Polynomials

For any non-negative integer \( n \) and real parameter \( \alpha > -1 \) let us define the polynomials

\[
p_n^{(\alpha)}(z) := \frac{1}{\sqrt{h_n}} C_n^{(1+\alpha)} \left( \frac{z}{c} \right),
\]

where \( C_n^{(1+\alpha)}(x) \) are the standard Gegenbauer polynomials on the real line having real coefficients, now taken with a complex argument. We recall that the ellipse \( \mathbb{E} \) in (2.2) defining the inner product (2.13) is parametrised by the real numbers \( a > b > 0 \). The constant

\[
c := \sqrt{a^2 - b^2} > 0
\]

then gives the location of the right focus of the ellipse \( \mathbb{E} \), and we define by

\[
h_n := h_n(a, b) = \frac{1 + \alpha}{1 + \alpha + n} C_n^{(1+\alpha)} \left( \frac{a^2 + b^2}{a^2 - b^2} \right) > 0,
\]

the norms of the Gegenbauer polynomials in the complex plane. Their positivity follows from (3.21), and a short argument goes as follows. Because the Gegenbauer polynomials (3.1) have all their zeros in \((-1, 1)\), the fact that the argument \((a^2 + b^2)/(a^2 - b^2) > 1\) in (3.3) is to the right of this interval, together with the
positivity of the leading coefficient of the \( C_n^{(1+\alpha)}(x) \) there [20], leads to the positivity of \( h_n \) for all integers \( n \geq 0 \). We claim the following

**Theorem 3.1** The set of polynomials \( \{ p_n^{(\alpha)} \}_{n \in \mathbb{N}} \) defined in (3.1) forms an orthonormal basis for \( A_\alpha^2 \) for any \( \alpha > -1 \).

In view of the previous subsection we need to prove the orthonormality and completeness of the basis. The former is shown in the following lemma, whereas the completeness is deferred to the very end of this section.

**Lemma 3.2** For the sequence of Gegenbauer polynomials \( \{ C_n^{(1+\alpha)} \}_{n \in \mathbb{N}} \), with \( -1 < \alpha \), on the domain (2.2) with weight (2.3), the following orthogonality relation holds

\[
\int_E C_m^{(1+\alpha)} \left( \frac{z}{c} \right) C_n^{(1+\alpha)} \left( \frac{z}{c} \right) dA_\alpha(z) = \frac{1 + \alpha}{1 + \alpha + n} C_n^{(1+\alpha)} \left( \frac{a^2 + b^2}{a^2 - b^2} \right) \delta_{nm}
\]

(3.4)

where \( a > b > 0 \) and \( c = \sqrt{a^2 - b^2} \).

**Remark 3.3** In this section we will present an elementary proof of the orthogonality relation (3.4). Due to the reflection symmetry of the weight function, domain and parity of the polynomials, the proof can be split into even and odd polynomials separately. Because these two cases are very similar we only present the one for the even polynomials in the main body of the paper here. For completeness we have put the proof for the odd polynomials into the “Appendix A”. A second independent proof valid for the orthogonality of the even and odd polynomials alike is presented in “Appendix C”. It starts by assuming the known orthogonality of Chebyshev polynomials of the second kind \( U_n \) on the unweighted ellipse, which can be found in [11] and that is reproduced for completeness in “Appendix B”. While the orthogonality proof in “Appendix C” is more elegant, there the determination of the norms \( h_n \) is much more cumbersome and therefore will not be presented.

In addition to the proof presented below, the orthogonality of the Chebyshev polynomials of the first up to fourth kind follows as a corollary, as demonstrated in Sect. 4. This establishes an independent proof of [17], where the orthogonality of all four kind was shown previously.

**Proof** It is sufficient to show that for all \( m \in \mathbb{N} \)

\[
\int_E C_m^{(1+\alpha)} \left( \frac{z}{c} \right) \left( \frac{z}{c} \right)^j dA_\alpha(z) = 0 , \text{ for } j = 0, 1, \ldots, m - 1 .
\]

(3.5)

Since both the weight function (2.3) and domain (2.2) are invariant under the reflection \( z \rightarrow -z \), and the polynomials have parity, \( C_n^{(1+\alpha)}(-z) = (-1)^n C_n^{(1+\alpha)}(z) \), without restriction we assume that either \( m = 2n \) and \( j = 2l \) are both even, or \( m = 2n + 1 \) and \( j = 2l + 1 \) are both odd, and \( l < n \). In the following we will only present the even-even case. The odd-odd case follows from the same line of arguments and is collected in “Appendix A” for the reader’s convenience.
We rewrite the integral (3.5) with \( z = x + iy \) in terms of elliptic coordinates. With this aim we change variables as follows:

\[
x = ar \cos(\theta), \quad y = br \sin(\theta), \quad \text{with} \ r \in [0, 1), \ \theta \in [0, 2\pi].
\] (3.6)

The Jacobian for this transformation reads \( J(r, \theta) = abr \), and we obtain for the complex arguments

\[
\frac{z(r, \theta)}{c} = \frac{r}{2}(Re^{i\theta} + R^{-1}e^{-i\theta}), \quad \text{with} \ R := \frac{a + b}{c} = \sqrt{\frac{a + b}{a - b}}.
\] (3.7)

We also obtain \( h(z) = r^2 \) from (2.1). This leads to the following expression

\[
\int_E C^{(1+\alpha)}_{2n} \left( \frac{z}{c} \right) \left( \frac{\bar{z}}{c} \right)^{2l} dA_\alpha(z) =
\]

\[
= \frac{1 + \alpha}{\pi} \int_0^1 dr \int_0^{2\pi} d\theta C^{(1+\alpha)}_{2n} \left( \frac{z(r, \theta)}{c} \right) \left( \frac{\bar{z}(r, \theta)}{c} \right)^{2l} (1 - r^2)^\alpha. \] (3.8)

The even Gegenbauer polynomials can be written in terms of Gauß’ hypergeometric function in the following way, see, e.g., [10, 8.932.2].

\[
C^{(1+\alpha)}_{2n} \left( \frac{z(r, \theta)}{c} \right) = \frac{(-1)^n \Gamma(n + 1 + \alpha)}{\Gamma(n + 1)\Gamma(1 + \alpha)} \left( -n, n + \alpha + 1; \frac{1}{2}; \frac{z(r, \theta)^2}{c^2} \right)
\]

\[
= \frac{(-1)^n}{2\Gamma(1 + \alpha)n!} \sum_{p=0}^n \sum_{k=0}^{2p} (-1)^p \binom{n}{p} \binom{2p}{k} \frac{\Gamma(1 + \alpha + n + p)\Gamma(p)}{\Gamma(2p)} (2p)^{2l} R^{2(k-p)} e^{2i\theta(k-p)}
\]

\[
= \frac{(-1)^n}{2\Gamma(1 + \alpha)n!} \sum_{p=0}^n \sum_{k=0}^{2p} (-1)^p \binom{n}{p} \binom{2p}{k} \frac{\Gamma(1 + \alpha + n + p)\Gamma(p)}{\Gamma(2p)} (2p)^{2l} R^{2(p-k)} e^{2i\theta(p-k)}.
\] (3.9)

Here, we introduced two representations, both to be used below, using the binomial theorem for (3.7) in two equivalent ways. In order to prepare the integration in (3.8), we spell out the complex conjugated variable to the power \( 2l \):

\[
\left( \frac{z(r, \theta)}{c} \right)^{2l} = \left( \frac{r}{2} \right)^{2l} \left( Re^{-i\theta} + R^{-1}e^{i\theta} \right)^{2l} = \left( \frac{r}{2} \right)^{2l} \left[ \sum_{k=1}^l \binom{2l}{k+l} R^{-2k} e^{2i\theta k} + \binom{2l}{l} + \sum_{k=1}^l \binom{2l}{k+l} R^{2k} e^{-2i\theta k} \right].
\] (3.10)
From the radial integral in (3.8) we obtain, including all prefactors,
\[
\frac{1 + \alpha}{\pi} \int_0^1 dr r^{2p+1} \frac{r^{2l}}{2^{2l}} (1 - r^2)^\alpha = \frac{\Gamma(2 + \alpha) \Gamma(1 + p + l)}{2^{2l+1} \pi \Gamma(2 + \alpha + p + l)}.
\tag{3.11}
\]

For the remaining angular integration we thus have
\[
\int_E C_{2n}^{(1+\alpha)} \left( \frac{\xi}{c} \right) \left( \frac{\eta}{c} \right)^{2l} dA_\alpha(z)
\]
\[
= \frac{(1 + \alpha)(-1)^n}{2^{2l+1} \pi} \sum_{k'=1}^l \sum_{p=0}^n \sum_{k=0}^{2p} \left( \frac{2l}{k' + l} \right) \left( -\frac{1}{p} \right)^p \Gamma(1 + \alpha + n + p) \Gamma(1 + l + p)
\times R^{2(p-k-k')}(p-k-k')
\]
\[
+ \frac{(1 + \alpha)(-1)^n}{2^{2l+1} \pi} \sum_{k'=1}^l \sum_{p=0}^n \sum_{k=0}^{2p} \left( \frac{2l}{k' + l} \right) \left( -\frac{1}{p} \right)^p \Gamma(1 + \alpha + n + p) \Gamma(1 + l + p)
\times R^{2(p-k)}(p-k)
\]
\[
+ \frac{(1 + \alpha)(-1)^n}{2^{2l+1} \pi} \sum_{k'=1}^l \sum_{p=0}^n \sum_{k=0}^{2p} \left( \frac{2l}{k' + l} \right) \left( -\frac{1}{p} \right)^p \Gamma(1 + \alpha + n + p) \Gamma(1 + l + p)
\times R^{2(k-p+k')}(k-p+k')
\tag{3.12}
\]

In the first step we have already simplified the binomial factors and Gamma-functions from (3.9). Notice that in the first two terms, obtained from integrating over the first two contributions on the right-hand side of (3.10), we have used the second identity in (3.9), whereas for the last sum from (3.10) we have used the first form of identity in (3.9). We now evaluate each of the multiple sums in (3.12) individually. In the last triple sum we have \( k = p + k' \) due to the angular integration, and because \( k \leq 2p \) and thus \( k' \leq p \) we obtain for it
\[
\frac{(1 + \alpha)(-1)^n}{2^{2l}} \sum_{k'=1}^l \left( \frac{2l}{k' + l} \right) \sum_{p=k'}^{2p} \left( -\frac{1}{p} \right)^p \Gamma(1 + \alpha + n + p) \Gamma(1 + l + p)
\times R^{4k'}(p-k-k')
\]
\[
:= \frac{(1 + \alpha)(-1)^n}{2^{2l}} \sum_{k'=1}^l \left( \frac{2l}{k' + l} \right) a_k R^{4k'}.
\tag{3.13}
\]
It is a polynomial in $R$ of degree $4l$. We have to show that all its coefficients $a_{k'} = a_{k'}(n, l)$ vanish for $l < n$. Before we do that let us compute the other sums in (3.12).

From the second term in (3.12), the double sum, we obtain from $\varepsilon > 0$. We then have

$$\left| a_{k'} \right| \leq \varepsilon \left| a_{k'} \right|$$

for some constant $C_F$.

which is $R$-independent. It is the same as the contribution in (3.13) for $k' = 0$. For the first triple sum in (3.12) we have again $k = p + k'$ and thus $k' \leq p$:

$$\frac{(1 + \alpha)(-1)^n}{2^{2l}} \sum_{k'=1}^{l} \frac{2l}{(k'+l)} \sum_{p=k'}^{n} \frac{(-1)^p \Gamma(1 + \alpha + n + p) \Gamma(1 + l + p)}{(n - p)! (p)! (2 + \alpha + l + p)} = \frac{(1 + \alpha)(-1)^n}{2^{2l}} \left( \frac{2l}{l} \right) a_0. \quad (3.14)$$

It agrees with (3.13) replacing $R \to R^{-1}$. So in summary, if we can show that all coefficients $a_{k'}$ vanish for $k' = 0, 1, \ldots, l$ when $l < n$, we are done. This can be seen as follows. From the definition (3.13) we have, after a change of variables,

$$a_k = \frac{(-1)^k}{(n - k)!} \sum_{p=0}^{n-k} (-1)^p \frac{n-k}{p} \frac{\Gamma(1 + \alpha + n + k + p) \Gamma(1 + l + k + p)}{(2k + p)! \Gamma(1 + 2k + p)} \Gamma(1 + \alpha + n + k) \int_0^1 dx x^{l+k} (1-x)^\alpha F(-n+k, 1+\alpha+n+k, 1+2k; x).$$

$$= \frac{(-1)^k}{(n-k)! \Gamma(1+\alpha) (2k)!} \int_0^1 dx x^{l+k} (1-x)^\alpha \Gamma(1+\alpha+n+k) \frac{\Gamma(1+\alpha+n+k+p) \Gamma(1+l+k+p)}{(2k+p)!} \Gamma(1+\alpha+n+k) \int_0^1 dx x^{l+k+\varepsilon} (1-x)^\alpha F(-n+k, 1+\alpha+n+k, 1+2k; x).$$

This reduces the problem to showing that the integral containing the hypergeometric function vanishes, when $l < n$ and $\alpha > -1$. Let us introduce a regularising parameter $\varepsilon > 0$. We then have

$$\left| x^{l+k+\varepsilon} (1-x)^\alpha F(-n+k, 1+\alpha+n+k, 1+2k; x) \right| \leq C_F x^{l+k} (1-x)^\alpha, \quad x \in [0, 1],$$

for some constant $C_F$. Since $x^{l+k} (1-x)^\alpha \in L^1([0, 1])$, by Lebesgue’s dominated convergence theorem, we have

$$\int_0^1 dx x^{l+k} (1-x)^\alpha F(-n-k, 1+\alpha+n+k, 1+2k; x) \leq \lim_{\varepsilon \to 0} \int_0^1 dx x^{l+k+\varepsilon} (1-x)^\alpha F(-n-k, 1+\alpha+n+k, 1+2k; x)$$

$$= \lim_{\varepsilon \to 0} \frac{\Gamma(1+2k) \Gamma(1+l+k+\varepsilon) \Gamma(1+\alpha+n-k) \Gamma(n-l-\varepsilon)}{\Gamma(1+k+n) \Gamma(2+\alpha+n+l+\varepsilon) \Gamma(-\varepsilon -(l-k))}.$$
In the next step we use Euler’s reflection formula. Finally, the limit

\[ \lim_{\varepsilon \to 0} \frac{(-1)^{l-k-1} \Gamma(1 + 2k) \Gamma(1 + l + k + \varepsilon) \Gamma(1 + \alpha + n - k) \Gamma(l + 1 - k + \varepsilon)}{\pi \Gamma(1 + k + n) \Gamma(2 + \alpha + n + l + \varepsilon)} \times \Gamma(n - l - \varepsilon) \sin(\pi \varepsilon). \]  

(3.17)

In the second step we have used the following integral, see [10, 7.512.2],

\[ \int_0^1 t^{\varepsilon - 1} (1 - t)^{\beta - \gamma - m} F(-m, \beta; \gamma; t) \, dt = \frac{\Gamma(\gamma) \Gamma(\beta - \gamma + 1) \Gamma(\gamma - \varepsilon + m)}{\Gamma(\gamma + m) \Gamma(\beta - \gamma + \varepsilon + 1) \Gamma(\gamma - \varepsilon)} \]

for \( m = 0, 1, 2, \ldots; \Re \varepsilon > 0, \Re(\beta - \gamma) > m - 1. \)

In the next step we use Euler’s reflection formula. Finally, the limit

\[ \lim_{\varepsilon \to 0} \Gamma(n - l - \varepsilon) \sin(\pi \varepsilon) = \begin{cases} -\pi & l = n \\ 0 & l < n \end{cases} \]  

(3.18)

establishes the claimed orthogonality of (3.5) for even indices.

In order to compute the squared norm on the right-hand side of (3.4), we first compute (3.12) for \( n = l \). For that purpose we summarise the result for the coefficients \( a_k \) in (3.16) that follows from the above:

\[ a_k(n, n) = \frac{(-1)^n \Gamma(1 + \alpha + n + k) \Gamma(1 + \alpha + n - k)}{\Gamma(1 + \alpha) \Gamma(2n + \alpha + 2)}, \]  

(3.19)

which we insert into (3.13). We thus obtain for this, as well as for (3.15) at \( n = l \),

\[ \sum_{k' = 1}^{n} \binom{2n}{k' + n} a_{k'}(n, n) R^{\pm 4k'} \]

\[ = \frac{(-1)^n (2n)!}{\Gamma(1 + \alpha) \Gamma(2n + \alpha + 2)} \sum_{k' = 1}^{n} \frac{\Gamma(1 + \alpha + n + k') \Gamma(1 + \alpha + n - k')}{(n - k')!(n + k')!} R^{\pm 4k'} \]

\[ = \frac{(-1)^n (2n)!}{\Gamma(1 + \alpha) \Gamma(2n + \alpha + 2)} \sum_{k = n+1}^{2n} \frac{\Gamma(1 + \alpha + k) \Gamma(1 + \alpha + 2n - k)}{(2n - k) k!} R^{4(2n-k)} \]

\[ = \frac{(-1)^n (2n)!}{\Gamma(1 + \alpha) \Gamma(2n + \alpha + 2)} \sum_{k = 0}^{n-1} \frac{\Gamma(1 + \alpha + 2n - k) \Gamma(1 + \alpha + k)}{k!(2n - k)!} R^{4(n-k)}, \]  

(3.20)

after relabelling the sum twice. With this result it is easy to see that we can write the three contributions (3.13)–(3.15) at \( n = l \) in (3.12) as a single sum as

\[ \int_E C^{(1+\alpha)} \left( \frac{z}{c} \right) \left( \frac{\bar{z}}{\bar{c}} \right)^{2l} \, dA_\alpha(z) = \]

\[ = \frac{(1 + \alpha)(2n)!}{2^{2n} \Gamma(1 + \alpha) \Gamma(2n + \alpha + 2)} \sum_{k = 0}^{2n} \frac{\Gamma(1 + \alpha + k) \Gamma(1 + \alpha + 2n - k)}{\Gamma(2n - k + 1) \Gamma(k + 1)} R^{4(n-k)}. \]  

(3.21)
The remaining sum can be related to a single Gegenbauer polynomial as follows. Because this sum is invariant under $k \rightarrow 2n - k$, we can write it as

\[
\sum_{k=0}^{2n} \frac{\Gamma(1 + \alpha + k) \Gamma(1 + \alpha + 2n - k)}{\Gamma(2n - k + 1) \Gamma(k + 1)} \left( R^{4(n-k)} + R^{-4(n-k)} \right)
\]

\[
= \sum_{k=0}^{2n} \frac{\Gamma(1 + \alpha + k) \Gamma(1 + \alpha + 2n - k)}{\Gamma(2n - k + 1) \Gamma(k + 1)} \cosh[(2n - 2k) \ln(R^2)]
\]

\[
= \Gamma(1 + \alpha)^2 C_{2n}^{(1+\alpha)} \left( \frac{a^2 + b^2}{a^2 - b^2} \right).
\]  

(3.22)

In the last step we have used the (analytically continued) relation [20, 18.5.11]

\[
C_j^{(1+\alpha)}(\cos \theta) = \sum_{l=0}^{j} \frac{(1 + \alpha)_l (1 + \alpha)_{j-l}}{l!(j-l)!} \cos((j - 2l)\theta),
\]

(3.23)

with $(a)_n = \Gamma(a + n)/\Gamma(n)$ being the Pochhammer symbol, together with

\[
\cosh[\ln(R^2)] = \frac{1}{2} (R^2 + R^{-2}) = \frac{a^2 + b^2}{a^2 - b^2},
\]

(3.24)

which follows from (3.7). In order to obtain (3.4) we still need to multiply (3.21) with the leading power of the Gegenbauer polynomial, which is easy to obtain from the first line of (3.9), see [20]

\[
C_{2l}^{(1+\alpha)}(x) = \frac{\Gamma(2l + 1 + \alpha)2^{2l}}{\Gamma(1 + \alpha)(2l)!} x^{2l} + O(x^{2l-2}).
\]

(3.25)

Because the lower powers give zero, combined with (3.22) we finally have

\[
\int_E C_{2n}^{(1+\alpha)} \left( \frac{z}{c} \right) C_{2l}^{(1+\alpha)} \left( \frac{z}{c} \right) dA(z) = \delta_{2n,2l} \frac{(1 + \alpha)}{(2n + \alpha + 1)} C_{2n}^{(1+\alpha)} \left( \frac{a^2 + b^2}{a^2 - b^2} \right),
\]

(3.26)

which agrees with (3.4) for even indices. The proof for the odd polynomials follows exactly in the same way, and for completeness we have collected the necessary steps in “Appendix A”.

**Remark 3.4** In the case $\alpha = 0$ we recover the orthogonality relation for Chebyshev polynomials of the second kind, due to $U_n(x) = C_n^{(1)}(x)$, which goes back to [11]. We will come back to this statement in Sect. 4.

For $\alpha = -1/2$ we obtain as a special case the orthogonality of the Legendre polynomials $P_n(x) = C_n^{(1/2)}(x)$.
Corollary 3.5 The Legendre polynomials $P_n$ are orthogonal with respect to the weight function $dA_\alpha$ defined in (2.3) at $\alpha = -1/2$:

$$\int_E P_m\left(\frac{z}{c}\right) P_n\left(\frac{z}{c}\right) dA_{-\frac{1}{2}}(z) = \frac{1}{1+2n} P_n\left(\frac{a^2+b^2}{a^2-b^2}\right) \delta_{n,m}. \quad (3.27)$$

We have not been able to find this result in the literature.

Furthermore, we can make contact with Hermite polynomials as polynomials in the full complex plane. Setting $z \rightarrow z/\sqrt{1+\alpha}$ and taking $\alpha$ to infinity in (3.4), we have from [20, 18.7.24]

$$\lim_{\alpha \to \infty} (1+\alpha)^{-\frac{n}{2}} C_n^{(1+\alpha)} \left( \left(1+\alpha\right)^{-\frac{1}{2}} x \right) = H_n(x)/n!, \quad (3.28)$$

leading to

$$\int_C H_m(z/c) H_n(z/c) e^{-h(z)} d^2z = \pi n! \left(\frac{2a^2+b^2}{a^2-b^2}\right)^n \delta_{n,m}, \quad (3.29)$$

with $h(z)$ defined in (2.1). This reproduces the known orthogonality relation for Hermite polynomials in the complex plane, obtained by van Eijndhoven and Meyers [6, Eq.(0.5)] for $a = \sqrt{\frac{1}{1-A}}$ and $b = \sqrt{\frac{A}{1-A}}$, with $0 < A < 1$, see also [5].

Remark 3.6 In the limit $c \to 0$, when the ellipse $E$ becomes a disc, we obtain for integer values of $\alpha$ the weight function that results from the complex eigenvalues of the ensemble of truncated unitary random matrices studied in [27], with monomials as orthogonal polynomials. This can be seen as follows: We have from (3.9) that the monic Gegenbauer polynomials occurring in (3.4) read:

$$\tilde{p}_n^{(\alpha)}(z) := \frac{n!c^n}{2^n(1+\alpha)n} C_n^{(1+\alpha)}(z/c). \quad (3.30)$$

Multiplying (3.4) with the corresponding factors, we can take the limit $b \to a$, implying $c \to 0$ in this orthogonality relation, to obtain

$$\int_{x^2+y^2<a^2} z^m \overline{z}^n (1+\alpha) \left( 1 - \frac{|z|^2}{a^2} \right)^\alpha \frac{d^2z}{\pi a^2} = \frac{\Gamma(n+1)\Gamma(1+\alpha)(1+\alpha)}{\Gamma(1+\alpha+n)(1+\alpha+n)} a^{2n} \delta_{n,m}, \quad (3.31)$$

where $z = x + iy$. After rescaling $z \to az$, and dividing (3.31) by $(1+\alpha)$, we arrive at the weight function and monic polynomials for the complex eigenvalues in the ensemble of truncated unitary random matrices [27] on the unit disc. It is defined starting from the circular unitary ensemble of Haar distributed unitary random matrices of size $N \times N$, and truncating these to the upper left block of size $M \times M$ with $N > M$, by removing $N - M$ rows and columns. The weight function reads $w(z) = (1-|z|^2)^{N-M-1}$, that is, we have to identify $\alpha = N-M-1 \geq 0$. In

\[ \text{We denote by this the Hermite polynomials orthogonal with respect to } \exp[-x^2] \text{ on } \mathbb{R}. \]
this case there is no singularity on the boundary of the circle, and we may extend our integration from inside the disc to include the boundary, see (2.14). In this ensemble this is important as for large \( M \) and small truncation \( N - M \) a substantial fraction of eigenvalues of the truncated unitary matrix may remain on the unit circle. We refer to [27] for a further discussion of the limiting behaviour.

In analogy to the relation between the Ginibre ensemble and its elliptic version, our Gegenbauer polynomials can thus be viewed as the orthogonal polynomials of an elliptic version of the truncated unitary ensemble [27], with an appropriate random matrix realisation yet to be constructed.

**Remark 3.7** Finally, we can establish contact with the usual orthogonality relation for the Gegenbauer polynomials on the real interval \([-1, 1]\). The change of variables for the imaginary part \( y = \frac{b}{a} \sqrt{1 - x^2} \) maps the ellipse to a disc of radius \( a \). Together with \( dA_{\alpha}(z) = (1 + \alpha)(1 - (x/a)^2 - (y/b)^2)^\alpha dxdy/(ab\pi) \), this allows us to take the limit \( b \to 0 \) on (3.4):

\[
\begin{align*}
\lim_{b \to 0} & \int_E C_m^{(1+\alpha)} \left( \frac{z}{c} \right) C_n^{(1+\alpha)} \left( \frac{\bar{z}}{c} \right) dA_{\alpha}(z) \\
= & \int_{-a}^{a} C_m^{(1+\alpha)} \left( \frac{x}{a} \right) C_n^{(1+\alpha)} \left( \frac{x}{a} \right) \left( 1 - \frac{x^2}{a^2} \right) \int_{-\sqrt{a^2-x^2}}^{\sqrt{a^2-x^2}} \left( 1 - \frac{y^2}{a^2-x^2} \right)^\alpha \left( 1 + \alpha \right) dy dx \\
= & \int_{-1}^{1} C_m^{(1+\alpha)}(x) C_n^{(1+\alpha)}(x) \left( 1 - x^2 \right)^{\alpha + \frac{1}{2}} F \left( \frac{1}{2}, -\alpha; \frac{3}{2}; 1 \right) \frac{2(1+\alpha)}{\pi} dx \\
= & \frac{1 + \alpha}{1 + \alpha + n} C_n^{(1+\alpha)}(1) \delta_{n,m}. \quad (3.32)
\end{align*}
\]

Identities for the Gegenbauer polynomial [20, Table 18.6.1]

\[
C_n^{(1+\alpha)}(1) = \frac{\Gamma(2 + 2\alpha + n)}{\Gamma(2 + 2\alpha)\Gamma(n + 1)}, \quad (3.33)
\]

and for Gauß’ hypergeometric function [10, 9.122] at unity

\[
F \left( \frac{1}{2}, -\alpha; \frac{3}{2}; 1 \right) = \frac{\sqrt{\pi} \Gamma(1 + \alpha)}{2\Gamma(\alpha + 3/2)} \quad (3.34)
\]

yield the standard orthogonality relation

\[
\int_{-1}^{1} C_n^{(\alpha+1)}(x) C_m^{(\alpha+1)}(x) (1 - x^2)^{\alpha + \frac{1}{2}} dx = \frac{2^{1-2(1+\alpha)}\pi \Gamma(2 + 2\alpha + n)}{(1 + \alpha + n)\Gamma^2(1 + \alpha)n!} \delta_{n,m}. \quad (3.35)
\]

We can now finish the proof of Theorem 3.1 by showing the completeness of the system of orthogonal polynomials.

**Proof** Let \( f \in A_\alpha^2 \) with \( \langle f, p_n \rangle_\alpha = 0 \) for all \( n = 0, 1, 2, \ldots \). Then

\[
0 = \lim_{b \to 0} \langle f, p_n \rangle_\alpha = \int_{-1}^{1} dx \ f(ax) C_n^{(1+\alpha)}(x)(1 - x^2)^{\alpha + \frac{1}{2}}. \quad (3.36)
\]
Hence \( f(ax) = 0 \) for all \( x \in (-1, 1) \), see [25] for the completeness of the Jacobi polynomials on the real line. Since \( f \) is regular in \( E \), it follows that \( f \equiv 0 \), i.e. \( \{p_n^\alpha\} \) defined above form an orthonormal basis for \( A_2^\alpha \).

\[ \square \]

4 Orthogonality of Certain Jacobi and all Chebyshev Polynomials

In this section we will first deduce Corollary 4.1 from our Lemma 3.2, by mapping the Gegenbauer polynomials to a certain sub-family of Jacobi polynomials orthogonal on an ellipse, with a different weight function. We will not use the standard, symmetric representation [20, 18.7.1]

\[
C_n^{(1+\alpha)}(z) = \frac{(2 + 2\alpha)_n}{(\alpha + \frac{3}{2})_n} P_n^{(\alpha + \frac{1}{2}, \alpha + \frac{1}{2})}(z),
\]

which is linear, but rather a quadratic transformation that leads to a non trivial orthogonality relation, as described below. Second, we will use this corollary to show the orthogonality of Chebyshev polynomials of the first, second, third and fourth kind \( T_n, U_n, V_n \) and \( W_n \), respectively, that were derived in a different way in [17], see Corollary 4.4 below. We will come back to the polynomials \( U_n \) of the second kind, where the orthogonality was already stated in Remark 3.4, following from Lemma 3.2.

Let us summarise our first statement as follows.

**Corollary 4.1** Define the ellipse \( E \) as before in (2.2), and the function

\[
j(w) = \frac{a}{b^2} |c + w| - \frac{c}{b^2} \Re(c + w).
\]

It satisfies \( 0 < j(w) < 1 \) on \( E \). Then, for \( \alpha > -1 \) the following two sub-families of Jacobi polynomials are orthogonal on \( E \): First,

\[
\int_E P_n^{(\alpha + \frac{1}{2}, -\frac{1}{2})}(w/c) P_m^{(\alpha + \frac{1}{2}, -\frac{1}{2})}(w/c) \, dB_\alpha^-(w) = \frac{(1/2)_n^2}{(\alpha + 1/2)_n^2} \frac{1 + \alpha}{1 + \alpha + 2n} C_n^{(1+\alpha)} \left( \frac{a}{c} \right) \delta_{n,m},
\]

with respect to the weight function

\[
dB_\alpha^-(w) := \frac{(1 + \alpha) (1 - j(w))^\alpha}{2\pi b} \frac{1}{|c + w|} \, d^2 w,
\]

and, second,

\[
\int_E P_n^{(\alpha + \frac{1}{2}, \frac{1}{2})}(w/c) P_m^{(\alpha + \frac{1}{2}, \frac{1}{2})}(w/c) \, dB_\alpha^+(w) = \frac{2c(1/2)_{n+1}^2(1 + \alpha)(2 + \alpha)}{a(\alpha + 1)_{n+1}^2(2 + \alpha + 2n)} C_{2n+1}^{(1+\alpha)} \left( \frac{a}{c} \right) \delta_{n,m},
\]

\[ \square \]
with weight
\[
\mathrm{d} B^\pm_\alpha(w) := \frac{(1 + \alpha)(2 + \alpha)}{2\pi ab}(1 - j(w))^\alpha \mathrm{d}^2 w.
\] (4.6)

The measures \(\mathrm{d} B^\pm_\alpha(w)\) are chosen to be normalised, \(\int_E \mathrm{d} B^\pm_\alpha(w) = 1\).

**Proof** We begin with the orthogonality relation (4.3). Using the quadratic transformation [20, 18.7.15], we have for all even Gegenbauer polynomials
\[
C^{(\alpha+1)}_{2n}(z/c) = \frac{(\alpha + 1)n}{(\frac{1}{2})_n} P^{(\alpha+\frac{1}{2}, -\frac{1}{2})}_n \left(\frac{z}{c} \right) \left(2 \left(\frac{z}{c} \right)^2 - 1\right),
\] (4.7)

which leads us to identify the map to a new coordinate \(w\)
\[
\frac{w}{c} = 2 \left(\frac{z}{c} \right)^2 - 1.
\] (4.8)

In order to specify the orthogonality relation following from Lemma 3.2 for this family of Jacobi polynomials in \(w/c\), we have to determine the domain and weight function resulting from the map (4.8) of the ellipse (2.2) and weight (2.3). In order to make the mapping (4.8), to be inverted for \(z\), unique,
\[
\frac{z(w)}{c} = \sqrt{\frac{w + c}{2c}},
\] (4.9)

we subdivide the ellipse \(E = E_+ \cup E_-\), with
\[
E^{+(-)} = \{z = x + iy \in \mathbb{C} : x^2/a^2 + y^2/b^2 < 1, x > (<) 0\}.
\] (4.10)

Because the weight and measure are invariant under the inversion \(z \to -z\), that maps \(E^- \to E^+\), we have for the even Gegenbauer polynomials before the map (4.9)
\[
\int_E C^{(\alpha+1)}_{2n}(z/c)C^{(\alpha+1)}_{2l}(\bar{z}/c) \mathrm{d} A_\alpha(z) = 2 \int_{E^+} C^{(\alpha+1)}_{2n}(z/c)C^{(\alpha+1)}_{2l}(\bar{z}/c) \mathrm{d} A_\alpha(z)
\]
\[
= \int_E P^{(\alpha+\frac{1}{2}, -\frac{1}{2})}_n (w/c) P^{(\alpha+\frac{1}{2}, -\frac{1}{2})}_m (\bar{w}/c) \mathrm{d} \bar{B}^-_\alpha(w),
\] (4.11)

which leads to the claimed orthogonality in the second line, as we will explain now. The map (4.9) has a square root cut for \(\{\text{Re}(w) + c < 0\}\), and for the Jacobian we obtain from
\[
\frac{\mathrm{d}z(w)}{\mathrm{d}w} = \frac{\sqrt{c}}{2\sqrt{2}} \frac{1}{\sqrt{w + c}} \Rightarrow \ \mathrm{d}^2 z = \frac{c \, \mathrm{d}^2 w}{8|w + c|}.
\] (4.12)
In order to determine the domain to be \( \tilde{E} \subset \mathbb{C}\setminus \{ \text{Re}(w) + c < 0 \} \), resulting from (4.9), we introduce two auxiliary quantities \( A > B > 0 \) in terms of the parameters \( a > b > 0 \) of the original ellipse \( E \) in (2.2):

\[
A = \frac{a^2 + b^2}{2a^2b^2}, \quad B = \frac{a^2 - b^2}{2a^2b^2} = \frac{c^2}{2a^2b^2}.
\]  

(4.13)

Here, we have recalled the definition (3.2) of parameter \( c \). These two quantities satisfy

\[
A^2 - B^2 = \frac{2B}{c^2} \quad \text{and} \quad Bc^2 = \frac{(a^2 + b^2)^2}{4a^2b^2}.
\]  

(4.14)

Furthermore, we can write for \( z = x + iy \)

\[
A|z|^2 - B\text{Re}(z^2) = \frac{(a^2 + b^2)(x^2 + y^2)}{2a^2b^2} - \frac{(a^2 - b^2)(x^2 - y^2)}{2a^2b^2} = \frac{x^2 + y^2}{a^2} - \frac{y^2}{b^2}.
\]  

(4.15)

Therefore, the domain \( E \) expressed in terms of the new variable \( w = u + iv \) reads

\[
1 > A|z|^2 - B\text{Re}(z^2) = \frac{cA}{2}|w + c| - \frac{cB}{2}\text{Re}(w + c) = \frac{cA}{2}\sqrt{(u + c)^2 + v^2} - \frac{cB}{2}(u + c),
\]  

(4.16)

which is the defining equation for the new domain. The claim that it is again given by an ellipse, with new parameters \( \tilde{a} \) and \( \tilde{b} \) to be determined, can be seen as follows. From (4.16) we have

\[
0 < \frac{cA}{2}\sqrt{(u + c)^2 + v^2} < 1 + \frac{cB}{2}(u + c)
\]

\[
\implies \frac{c^2}{4}(A^2 - B^2)u^2 + uc\left(\frac{c^2(A^2 - B^2)}{2} - B\right) + \frac{c^2A^2}{4}v^2 < 1 - \frac{c^4(A^2 - B^2)}{4} + Bc^2
\]

\[
\implies c^2u^2 + \frac{c^2(a^2 + b^2)^2}{4a^2b^2}v^2 < (a^2 + b^2)^2,
\]  

(4.17)

which is obtained after squaring the inequality, using (4.14) and multiplying with \( 4a^2b^2 \). We are thus led to define the new domain as

\[
\tilde{E} := \{ w = u + iv \in \mathbb{C} : u^2/\tilde{a}^2 + v^2/\tilde{b}^2 < 1 \}, \text{ with } \tilde{a} = \frac{(a^2 + b^2)}{c}, \quad \tilde{b} = \frac{2ab}{c}.
\]  

(4.18)

We note that \( c^2 = \tilde{a}^2 - \tilde{b}^2 = a^2 - b^2 \) follows. It remains to show (4.2), which follows from (4.15) and (4.16) as

\[
1 - h(z) = 1 - \frac{cA}{2}|w + c| + \frac{cB}{2}\text{Re}(w + c) = 1 - j(w),
\]  

(4.19)
together with \( cA/2 = \bar{a}/\bar{b}^2 \) and \( cB/2 = c/\bar{b}^2 \). Inserting all these into the right hand side of (4.11), we arrive at (4.3) with weight (4.4). The fact that the weight (4.4) is normalised to unity immediately follows from setting \( n = 0 \) in (4.3), as \( C_0^{(1+\alpha)}(x) = 1 \). Dropping the tilde on all quantities we arrive at the statement in (4.3).

It is important to note here that once we consider the Jacobi polynomials (4.3), with weight (4.4) on the new ellipse (4.18), there is no more square root cut inside, which would lead to a slit domain. To see this we multiply the equation defining \( E \)

\[
\frac{u^2}{a^2} + \frac{v^2}{b^2} < 1
\]

\[
\iff a^2 \left( (u + c)^2 + v^2 \right) < (b^2 + c(u + c))^2 , \quad (4.20)
\]

by \( a^2b^2 \), to arrive at the second line. While it is clear that the left hand side is always positive, we can take the square root here without crossing zero, due to the following fact. It holds that \( b^2 + c(u + c) = cu + a^2 \) inside the square on the right hand side is always positive for \( u \in (-a, +a) \). This ends the proof for the first set of polynomials.

For the orthogonality relation (4.5) of the second set of polynomials only few modifications are needed. We start from Lemma 3.2 for the odd Gegenbauer polynomials and use the relation [20, 18.7.16]:

\[
C_{2n+1}^{(\alpha+1)}(z/c) = \frac{(\alpha + 1)_{n+1}}{(\frac{1}{2})_{n+1}} \frac{z}{c} P_n^{(\alpha+\frac{1}{2}, \frac{1}{2})} (2(z/c)^2 - 1) . \quad (4.21)
\]

The identification of variables (4.8) is identical, and the map to \( E^+ \) works in the same way as in (4.11), after cancelling the two minus signs obtained from the reflection of the two odd polynomials. Apart from the additional constant factors, we obtain from (4.21) an additional factor

\[
\left| \frac{z}{c} \right|^2 = \left| \frac{w + c}{2c} \right| \quad (4.22)
\]

which cancels the pole from the Jacobian in (4.12). This leads to the orthogonality (4.5) with weight (4.6), after multiplying with an overall factor \((2 + \alpha)\) for the correct normalisation of the area measure. This can be seen using that \( C_1^{(1+\alpha)}(x) = 2(1+\alpha)x \) for \( n = 0 \) on the right hand side of (4.5).

**Remark 4.2** In order to show that the Bergman space with weights \( dB^{+\alpha}_\sigma \) (4.4) and \( dB^{-\alpha}_\sigma \) (4.6) is closed in \( L^p \), as in Sect. 2, all one needs to do is to find an estimate as in (2.8), such that we can apply Proposition 2.1 and Corollary 2.2 to these.

From (4.20) it follows that \( j(z) = 1 \) if and only if \( z \in \partial E \). It is easy to see that there are no local extrema for \( j(z) \) inside of \( E_\varrho \), therefore \( 0 < \max_{z \in E_\varrho} j(z) = j(z_*) < 1 \) for some \( z_* \in E_\varrho \). This shows that the Bergman space \( A_0^p(E, dB^{+\alpha}_\sigma) \) is closed in \( L^p(E, dB^{+\alpha}_\sigma) \). As a consequence of Hölder’s inequality we obtain the same result for the weight \( dB^{-\alpha}_\sigma \) and \( p \geq 1 \).
Remark 4.3 As was done in Remark 3.7, we can make contact to the usual orthogonality relations for Jacobi polynomials \( P_n^{(\alpha+\frac{1}{2}, \frac{1}{2})} \) on the real line, by rescaling the imaginary part of \( z \), \( \text{Im} z \rightarrow \frac{b}{a} \text{Im} z \). The same steps can be taken for \( P_n^{(\alpha+\frac{1}{2}, -\frac{1}{2})} \). Without giving any details, in the limit \( b \to 0 \) we obtain in analogy to (3.32)

\[
\lim_{b \to 0} \int_E P_m^{(\frac{1}{2}+\alpha, \frac{1}{2})} \left( \frac{z}{c} \right) P_n^{(\frac{1}{2}+\alpha, \frac{1}{2})} \left( \frac{z}{c} \right) \, dB_a^+(z) = F \left( \frac{1}{2}, -\alpha; \frac{3}{2}, 1 \right) \frac{(1+\alpha)(2+\alpha)}{2^\alpha \pi} \int_1^1 P_m^{(\frac{1}{2}+\alpha, \frac{1}{2})}(x)P_n^{(\frac{1}{2}+\alpha, \frac{1}{2})}(x)(1-x)^{\alpha+\frac{1}{2}}(1+x)^{\frac{1}{2}} \, dx
\]

\[
= \frac{2(1/2)_n^2(1+\alpha)(2+\alpha)}{(\alpha+1)_m^2(2+2\alpha+\alpha)} C_{2n+1}^{(1+\alpha)}(1) \delta_{n,m},
\]

(4.23)

which yields the correct normalisation on \([-1, 1]\), see [20, 18.3.1].

Finally, as in (3.36), it is easy to see that Jacobi polynomials \( P_n^{(\alpha+\frac{1}{2}, \pm\frac{1}{2})} \) provide an orthonormal basis for the underlying Hilbert space from Corollary 4.1.

In the remaining part of this section we will prove the orthogonality of the Chebyshev polynomials of first to fourth kind as a direct consequence of Corollary 4.1. The following statement is due to [17], where the notation for the polynomials of third and fourth kind is interchanged compared to ours, \( V_n \leftrightarrow W_n \). We follow the notation of [20].

Corollary 4.4 The Chebyshev polynomials satisfy the following orthogonality relations on the ellipse defined in (2.2), with \( r = a + b \) and \( c^2 = a^2 - b^2 \):

\[
\int_E T_n(z/c)T_m(\zeta/c) \frac{d^2z}{|z^2 - c^2|} = \begin{cases} 
\pi n ((r/c)^{2n} - (c/r)^{2n}) \delta_{n,m} & \text{for } n > 0, m \geq 0, \\
2\pi \ln(r/c) & \text{for } n = m = 0,
\end{cases}
\]

(4.24)

\[
\int_E U_n(z/c)U_m(\zeta/c) \frac{d^2z}{|z^2 + c^2|} = \frac{\pi c^2}{4(1+n)} ((r/c)^{2n+2} - (c/r)^{2n+2}) \delta_{n,m},
\]

(4.25)

\[
\int_E V_n(z/c)V_m(\zeta/c) \frac{d^2z}{|c+z|} = \frac{\pi c}{1+2n} ((r/c)^{2n+1} - (c/r)^{2n+1}) \delta_{n,m},
\]

(4.26)

\[
\int_E W_n(z/c)W_m(\zeta/c) \frac{d^2z}{|c-z|} = \frac{\pi c}{1+2n} ((r/c)^{2n+1} - (c/r)^{2n+1}) \delta_{n,m}.
\]

(4.27)

Note that for better comparison with [17]² our statements are with respect to the flat measure \( d^2z \), rather than the area measure \( dA(z) = d^2z / (\pi ab) \).

Proof We begin with the Chebyshev polynomials of the second kind \( U_n \). Because of the relation [20, 18.7.4]

\[
U_n(z) = C_n^{(1)}(z) = \frac{1 + n}{P_n^{(1/2, 1/2)}(1)} P_n^{(1/2, 1/2)}(z),
\]

(4.28)

² In contrast to the orthogonality of the Chebyshev polynomials on the contour given by the boundary of the ellipse \( \partial E \) stated in [17] too, the weight function we find here differs from the classical weight on the real line, continued to the ellipse.
we set $\alpha = 0$ in (4.5), to obtain

$$
\int_E p_{n(1/2,1/2)}(z/c) p_{m(1/2,1/2)}(\bar{z}/c) \frac{d^2z}{\pi ab} = \frac{2c((1/2)_{n+1})^2}{a((1)_{n+1})^2(1+n)} C_{2n+1}^{(1)} \left( \frac{a}{c} \right) \delta_{n,m},
$$

(4.29)

After using

$$
p_{n(1/2)}(1) = \Gamma(n+3/2)/((3/2)\Gamma(n+1)),
$$

(4.30)

from [20, Table 18.6.1], we arrive at

$$
\int_E U_n(z/c)U_m(\bar{z}/c) \ d^2z = \frac{\pi cb}{2(1+n)} C_{2n+1}^{(1)} \left( \frac{a}{c} \right) \delta_{n,m}.
$$

(4.31)

Recalling $r = a + b$ and $c^2 = a^2 - b^2$, we have

$$
\frac{1}{2} \left( \frac{r}{c} + \frac{c}{r} \right) = \frac{a}{c} \quad \text{and} \quad \frac{1}{2} \left( \frac{r}{c} - \frac{c}{r} \right) = \frac{b}{c}.
$$

(4.32)

With this the Gegenbauer polynomial on the right hand side of (4.31) can be simplified as follows. Applying (3.23) we have

$$
C_{2n+1}^{(1)}(\cos(i \ln(r/c))) = \sum_{k=0}^{2n+1} \cos((2n+1-2k)i \ln(r/c))
$$

$$
= \sum_{k=0}^{2n+1} \frac{1}{2} \left( (c/r)^{2n+1-2k} + (r/c)^{2n+1-2k} \right)
$$

$$
= \frac{c}{2b} \left( (r/c)^{2n+2} - (c/r)^{2n+2} \right).
$$

(4.33)

When replacing $C_{2n+1}^{(1)}(a/c)$ in (4.31) we arrive at the statement (4.24).

Let us recall that the orthogonality of $U_n(z)$ (4.28) also follows by setting $\alpha = 0$ in Lemma 3.2, see Remark 3.4. Comparing this statement

$$
\int_E U_n(z/c)U_m(\bar{z}/c) \ d^2z = \frac{\pi ab}{(1+n)} C_n^{(1)} \left( \frac{a^2 + b^2}{a^2 - b^2} \right) \delta_{n,m},
$$

(4.34)

with (4.31), we find that the following identity must hold:

$$
C_{2n+1}^{(1)}(x) = x C_n^{(1)}(2x^2 - 1).
$$

(4.35)

Indeed this follows from the quadratic relation (4.21) at $\alpha = 0$, and (4.28). We emphasise, however, that beyond $\alpha = 0$ apparently no such identity (4.35) exists, that would allow to further simplify the right-hand side of Lemma 3.2.
The Chebyshev Polynomials of the third kind $V_n$ are related to Jacobi polynomials following [20, 18.7.5]:

$$V_n(z/c) = \frac{1 + 2n}{P_n^{(1/2, -1/2)}(1)} P_n^{(1/2, -1/2)}(z/c).$$

(4.36)

Setting $\alpha = 0$ in (4.3) we obtain

$$\int_E V_n(w/c) V_m(w/c) \frac{d^2 w}{|c + w|} = \frac{2\pi b}{1 + 2n} C_n^{(1)}(\frac{\alpha}{c}) \delta_{n,m}.$$  

(4.37)

Here, we have inserted (4.30). Similar to (4.33) we can simplify the Gegenbauer polynomial on the right hand side of (4.37), using (3.23) for an even index. We have

$$C_n^{(1)}(\cos(i \ln(r/c))) = \sum_{k=0}^{2n} \cos((2n - 2k)i \ln(r/c))$$

$$= \sum_{k=0}^{2n} \left( \frac{r}{c} \right)^{2n-k} \left( \frac{c}{r} \right)^k$$

$$= \frac{c}{2b} \left( (r/c)^{2n+1} - (c/r)^{2n+1} \right),$$

(4.38)

which, upon replacing $C_n^{(1)}(\alpha/c)$ in (4.37), leads to the statement (4.25).

The orthogonality relation for Chebyshev polynomials of the fourth kind, $W_n$, is simple, due to the relation $V_n(-x) = (-1)^n W_n(x)$ which is true for $\forall n \in \mathbb{N}$. A reflection $z \rightarrow -z$ upon (4.37) leads to

$$\int_E W_n(w/c) W_m(w/c) \frac{d^2 w}{|c - w|} = \frac{2\pi b}{1 + 2n} C_n^{(1)}(\frac{\alpha}{c}) \delta_{n,m}. $$  

(4.39)

Here, the signs trivially cancel when $n = m$, together with the simplification (4.38) just described, leading to (4.26).

We turn to the orthogonality for the Chebyshev polynomials of the first kind, $T_n$. The relation [20, 18.7.18]

$$T_{2n+1}(x) = x W_n(2x^2 - 1)$$

(4.40)

allows us to find the corresponding weight function and orthogonality of the odd polynomials, starting from (4.39):

$$\int_E W_n(z'/c) W_m(z'/c) \frac{d^2 z'}{|z' - c|} = 8c \int_E \frac{z}{c} W_n(2(z/c)^2 - 1) \frac{z}{c} W_m(2(z/c)^2 - 1) \frac{d^2 z}{|z^2 - c^2|}$$

$$= 4c \int_E T_{2n+1}(z/c) T_{2m+1}(z/c) \frac{d^2 z}{|z^2 - c^2|}. $$  

(4.41)
Here, we use the inverse transformation of (4.8) applied in the proof of Corollary 4.1, for the definition of $E^+$ and $\tilde{E}$ see (4.10) and (4.18). Thus the polynomials $\{T_n\}$ are orthogonal with respect to $\frac{1}{|z^2-c^2|}d^2z$. The following well known relation [17] holds for the Joukowsky map $z/c = \frac{1}{2}(w/c + c/w)$:

$$T_n(z/c) = \frac{1}{2}((w/c)^n + (c/w)^n) \text{ for } n \geq 0,$$

which maps the ellipse $E$ to the annulus $A := \{w \in \mathbb{C} : c < |w| < r\}$. Thus we obtain for $n > 0, m \geq 0$

$$\int_E T_n(z/c)T_m(\overline{z}/c) \frac{d^2z}{|z^2-c^2|} = \int_A T_n(z(w)/c)T_m(z(w)/c) \frac{d^2w}{|w|^2} = \frac{\pi}{4n}((r/c)^{2n} - (c/r)^{2n})\delta_{n,m}$$

by changing to polar coordinates $w = s e^{i\theta}$. When performing the elementary integrations we need to assume that $n > 0$ and $m \geq 0$. Then, the first part of (4.24) follows, while in the last step we have inserted (4.33) in order to compare it to the previous orthogonality relations. Following the same computation for $n = m = 0$, we have with $T_0(x) = 1$,

$$\int_E \frac{1}{|z^2-c^2|}d^2z = 2\pi \ln(r/c),$$

which ends the proof of Corollary 4.4.

\section{5 Bergman Polynomials, Selberg Integrals and Finite-Term Recurrence}

All the orthogonal polynomials on an ellipse we encountered in the previous section satisfy a three-step recursion relation, as they result from classical polynomials on the real line. It was shown by Khavinson and Stylianopoulos in [15], if the planar orthogonal polynomials on a domain $D$ with regular enough boundary satisfy a finite recurrence relation, then the size of the recursion is three and the domain is an ellipse. This result was demonstrated for the unweighted case, also known as Carleman’s polynomials, as summarised in Theorem 5.2 below. Using the Gegenbauer polynomials...
from Lemma 3.2 that are orthogonal on a weighted ellipse, we will construct an example of a family of orthogonal polynomials with respect to a non-flat weight function, that has no finite-term recursion on such ellipse. Therefore the elliptic domain is not special and weight functions which leads to finite-term recursion are exceptional. In this sense, it remains an open question to characterise the positive Borel measures supported on an ellipse, such that the associated planar orthogonal polynomials do satisfy a three-term recurrence relation.

Because we will work with normalised expectation values to construct such an example, we will state in passing the normalising factor (partition function) for Gegenbauer polynomials, constituting a special case of a Selberg integral in the complex plane.

Consider a bounded simply connected domain \(D\) in the complex plane, let \(d\mu(z) = w(z)\, dA(z)\) be a measure on \(D\), where \(dA\) is the planar Lebesgue measure, and \(w\) a non-negative weight function on \(D\). Given that all moments exist, \(\int_D z^k \overline{z}^l w(z)\, dA(z) < \infty\), a unique sequence of polynomials \(p_n(z) = \gamma_n z^n + \ldots, \gamma_n > 0\), can be constructed using the Gram–Schmidt process, that are orthonormal with respect to \(d\mu\), see, e.g., [26]:

\[
\int_D p_n(z) \overline{p_m(z)} w(z)\, dA(z) = \delta_{n,m}.
\] (5.1)

In the literature these polynomials are called **Bergman orthonormal polynomials**. For example choosing \(D = E\) as an ellipse, and \(w(z) = (1 + \alpha)(1 - h(z))^\alpha\), these polynomials \(p_n\) are proportional to the Gegenbauer polynomials, see (3.1).

The multiplication operator acting on polynomials can always be represented by expanding \(zp_n(z)\) as a series using Bergman polynomials as a basis:

\[
z p_n(z) = \sum_{l=0}^{n+1} c_{l,n} p_l(z)\quad n = 0, 1, 2, \ldots.
\] (5.2)

The Fourier coefficients \(c_{l,n}\) are then given by

\[
c_{l,n} = \int_E z p_n(z) \overline{p_l(z)} w(z)\, dA(z).
\] (5.3)

These coefficients \(c_{l,n}\) constitute the entries of an infinite upper Hessenberg matrix

\[
M = \begin{pmatrix}
c_{0,0} & c_{0,1} & c_{0,2} & c_{0,3} & \ldots \\
c_{1,0} & c_{1,1} & c_{1,2} & c_{1,3} & \ldots \\
0 & c_{2,1} & c_{2,2} & c_{2,3} & \ldots \\
0 & 0 & c_{3,2} & c_{3,3} & \ldots \\
\vdots & \vdots & \vdots & \ddots & \ddots
\end{pmatrix}.
\]
This matrix provides a representation of the Bergman Shift operator, which is linear and defined by $(T_z f)(z) = zf(z)$ with respect to the basis $\{p_n\}_{n \in \mathbb{N}}$.

**Definition 5.1** (see [15]) We say that the upper Hessenberg matrix is *banded* or, equivalently, that the orthogonal polynomials $p_n$ satisfy a *finite $(d + 1)$-term recurrence* if there exists a positive integer $d$ such that

$$c_{l,n} = 0, \text{ for } 0 \leq l < n + 1 - d.$$  \hfill (5.4)

In [15] Khavinson and Stylianopoulos proved the following:

**Theorem 5.2** If the Bergman polynomials orthogonal with respect to the flat measure, on a bounded simply-connected domain $D$ with regular enough boundary, satisfy a $(d + 1)$-term recurrence relation with $2 \leq d$, then $D$ is an ellipse and $d = 2$.

For all orthogonal polynomials supported on the real line, in particular for $I = [-1, 1]$, it is well-known that the associated orthogonal polynomials satisfy a *three-term recurrence* relation ($d = 2$), including a nontrivial weight on $I$. Because the Gegenbauer polynomials that we found to be orthogonal on the weighted ellipse also satisfy a three-step recurrence, it is a natural question if the above Theorem 5.2 extends to the weighted case, or at least if the weighted ellipse is special. Unfortunately the answer is no and we will construct a family of examples below that has no finite-term recurrence on the weighted ellipse. The fact that in general in the complex plane no finite-term recurrence can be expected was illuminated by [16] in the unweighted case. Notice that the examples of Hermite and Laguerre polynomials are orthogonal on the entire complex plane and thus do not provide a good testing ground to construct polynomials orthogonal on a finite domain.

We will use an alternative representation to Gram–Schmidt that allows us to construct orthogonal polynomials, the Heine formula, see [25]. For a given domain $D \subseteq \mathbb{C}$ in the complex plane, a non-negative weight function $w(z)$, and a normalised area measure $dA$ on $D$ such that all moment exist, we define the following expectation value:

$$\langle O \rangle_{N,w} = Z_N^{-1} \int_{D^N} |\Delta_N(z)|^2 \prod_{i=1}^N w(z_i) dA(z_i), \hfill (5.5)$$

where $O$ depends on $z_i=1,\ldots,N \in \mathbb{C}$. Here, $\Delta_N(z) = \prod_{i > j}^N (z_i - z_j)$ is the Vandermonde determinant, and $Z_N$ is a normalisation constant that ensures $\langle 1 \rangle_{N,w} = 1$. The expectation value can be thought of resulting from the joint density of complex eigenvalues of a complex non-Hermitian random matrix ensemble, such as the elliptic Ginibre ensemble. The Heine formula then states that the orthogonal polynomials of degree $N$ in monic normalisation, $\tilde{p}_N(z) = z^N + \ldots$, are given by
\( \tilde{p}_N(z) = \left( \prod_{i=1}^{N} (z - z_i) \right)_{N,w} \). \hspace{1cm} (5.6)

That is, they are given by the expectation value of a single characteristic polynomial. Denoting the squared norms of the monic polynomials by \( \tilde{h}_N \), we have from (5.1)

\[
\int_D \tilde{p}_n(z) \tilde{p}_m(z) w(z) \, dA(z) = \delta_{n,m} \tilde{h}_n . \hspace{1cm} (5.7)
\]

It is well known (see, e.g., [18]) that the normalisation constant in (5.5) can be expressed in terms of these norms as

\[
Z_N = \int_{D^N} |\Delta_N(z)|^2 \prod_{i=1}^{N} w(z_i) dA(z_i) = N! \prod_{j=0}^{N-1} \tilde{h}_j . \hspace{1cm} (5.8)
\]

**Remark 5.3 Selberg integrals.** For our Gegenbauer polynomials with weight function \( w(z) dA = (1 + \alpha)(1 - h(z))^\alpha dA = dA_{\alpha} \), we have for the monic polynomials (3.30)

\[
\tilde{p}_n^{(\alpha)}(z) = \frac{n! c^n}{2^n (1 + \alpha)_n} C_n^{(1+\alpha)}(z/c) , \hspace{1cm} (5.9)
\]

with orthogonality relation

\[
\int_E \tilde{p}_n^{(\alpha)}(z) \tilde{p}_m^{(\alpha)}(z) dA_{\alpha}(z) = \delta_{n,m} \tilde{h}_n^{(\alpha)} , \hspace{1cm} (5.10)
\]

and squared norms

\[
\tilde{h}_n^{(\alpha)} = \frac{n^2 c^{2n}}{2^{2n} (1 + \alpha)^2} \frac{1 + \alpha}{1 + \alpha + m} C_n^{(1+\alpha)} \left( \frac{a^2 + b^2}{a^2 - b^2} \right) \delta_{n,m} = \left( \frac{c}{2} \right)^{2n} \frac{\sqrt{\pi} \Gamma(2 + \alpha) \Gamma(2 + 2\alpha + n) \Gamma(n + 1)}{2^{2\alpha+1} \Gamma(\alpha + \frac{3}{2}) \Gamma(1 + \alpha + n) \Gamma(2 + \alpha + n)} \left( 2 + 2\alpha; -n; \alpha + \frac{3}{2}; -\frac{b^2}{c^2} \right). \hspace{1cm} (5.11)
\]

Here, we have used the representation [10, 8.932.1] of Gegenbauer polynomials in terms of Gauß’ hypergeometric function,

\[
C_n^{(1+\alpha)}(t) = \frac{\Gamma(2 + 2\alpha + n)}{\Gamma(n + 1) \Gamma(2 + 2\alpha)} \left( 2 + 2\alpha; -n; \alpha + \frac{3}{2}; \frac{1 - t}{2} \right) . \hspace{1cm} (5.12)
\]
Consequently we obtain the following Selberg integral in the complex plane

\[
\int_{E^N} |\Delta_N(z)|^\beta \prod_{i=1}^N \left(1 - \frac{1}{a^2} \text{Re}(z_i)^2 - \frac{1}{b^2} \text{Im}(z_i)^2\right)^\alpha \frac{d^2z_i}{\pi ab} \bigg|_{\beta=2} = N^N \pi^{N! \Gamma(1 + \alpha)^N} \left(\frac{e}{2}\right)^{N(N-1)/2} \prod_{n=0}^{N-1} \frac{\Gamma(2 + 2\alpha + n)\Gamma(n + 1)}{\Gamma(1 + \alpha + n)\Gamma(2 + \alpha + n)}
\]

\[
\times F \left(2 + 2\alpha, -n; \alpha + \frac{3}{2}; -\frac{b^2}{c^2}\right),
\]

(5.13)
after using the doubling formula for the \(\Gamma\)-function. This one-parameter family can be analytically continued in \(\alpha\). Of course for general \(\alpha \in \mathbb{C}\) it will no longer be positive and can no longer be interpreted as a normalisation constant. It is an open problem how this result could be extended to arbitrary \(\beta \in \mathbb{C}\).

Let us return to our example for a set of orthogonal polynomials on the weighted ellipse \(E\), which do not satisfy a finite-term recurrence relation. For this, we will apply the following theorem proved in [1], which generalises Christoffel’s Theorem for polynomials on \(\mathbb{R}\):

**Theorem 5.4** Let \(\{v_i; i = 1, \ldots, K\}\) and \(\{u_i; i = 1, \ldots, L\}\) be two sets of complex numbers which are pairwise distinct among each set. Without loss of generality we assume \(K \geq L \geq 0\), where the empty set is permitted. Then, the following statement holds:

\[
\left\langle \prod_{k=1}^{N} \left(\prod_{i=1}^{K} (v_i - z_k) \prod_{j=1}^{L} (\bar{u}_j - z_k)\right) \right\rangle_{N,w} = \prod_{i=1}^{N-L} \frac{\hat{h}_i^{1/2}}{\Delta_K(v)} \prod_{j=1}^{N-K} \frac{\hat{h}_j^{1/2}}{\Delta_L(\bar{u})} \det_1^{1\leq l,m \leq K} [B(v_l, \bar{u}_m)],
\]

(5.14)

with matrix

\[
B(v_l, \bar{u}_m) = \begin{cases} 
\kappa_{N+L}(v_l, \bar{u}_m) & : \sum_{i=0}^{N+L-1} p_i(v_l)\overline{p_i(\bar{u}_m)} \text{ for } m = 1, \ldots, L \\
\tilde{p}_{N+L-1}(v_l) & : \text{ for } m = L + 1, \ldots, K 
\end{cases}
\]

(5.15)
The monic polynomials \(\tilde{p}_n(z)\) are orthogonal with respect to \(w(z)\), with squared norms \(\tilde{h}_n\) and \(p_n(z) = \tilde{p}_n(z)/\sqrt{\tilde{h}_n}\).

The multiplication operation on a sequence of polynomials can be explicitly computed, using the above Theorem 5.4 for \(K = 2\) and \(L = 1\), as given in [1]. Following the Heine formula (5.6), the polynomials \(\{\tilde{P}_n^{(1)}\}_{n \in \mathbb{N}}\) orthogonal with respect to \(|v-z|^2 w(z)\)

---

\(^3\) The empty products are understood in the following sense: \(\Delta_0(x) = \Delta_1(x) = 1\) and \(\prod_{i=1}^{M \leq N-1} h_i = 1\).
can be expressed in terms of the polynomials $p_n$ orthogonal with respect to $w(z)$. They are reading in monic normalisation

$$\tilde{P}_N^{(1)}(z) = \left\{ \prod_{i=1}^{N} (z - z_i) \right\}_{N,|v-\cdot|^2}^{w} = \left\{ \prod_{i=1}^{N} |v - z_i|^2 \right\}_{N,w}^{w}$$

$$= h_{N+1}^{1} \kappa_{N+1}(z, \bar{v}) p_{N+1}(v) - \kappa_{N+1}(v, \bar{v}) p_{N+1}(z) \quad (v - z) \kappa_{N+1}(v, \bar{v}). \quad (5.16)$$

Their respective squared norms $\tilde{h}_N^{(1)}$ are not difficult to compute, using the orthonormality of the underlying polynomials $\tilde{p}_n$ (5.7):

$$\tilde{h}_N^{(1)} = \int \tilde{P}_N^{(1)}(z) \tilde{P}_N^{(1)}(z) |v - z|^2 w(z) dA(z)$$

$$= \frac{h_{N+1}}{\kappa_{N+1}(v, \bar{v})} \left( \kappa_{N+1}(v, \bar{v})|\tilde{P}_N^{(1)}(v)|^2 + \kappa_{N+1}(v, \bar{v})^2 \right)$$

$$= \frac{h_{N+1} \kappa_{N+2}(v, \bar{v})}{\kappa_{N+1}(v, \bar{v})}. \quad (5.17)$$

This leads to the orthonormal polynomials

$$P_N^{(1)}(z) = \frac{\kappa_{N+1}(z, \bar{v}) p_{N+1}(v) - \kappa_{N+1}(v, \bar{v}) p_{N+1}(z)}{(v - z) \sqrt{\kappa_{N+1}(v, \bar{v}) \kappa_{N+2}(v, \bar{v})}}. \quad (5.18)$$

The next step is to show that the Fourier coefficients $c_{l,N}$ of

$$zP_N^{(1)}(z) = \sum_{l=0}^{N+1} c_{l,N} P_l^{(1)}(z) \quad (5.19)$$

are (in general) non-zero for $l \leq N-2$ for our example, when we choose $w(z)$ to be the Gegenbauer weight function, and thus the polynomials to be $\tilde{p}_n^{(\alpha)}$ from (5.10), with squared norms (5.11). Here, we may use the fact that the orthonormalised Gegenbauer polynomials (3.1) in the complex plane also satisfy a *three-term recurrence* relation (C.5), reading

$$z p_n^{(\alpha)}(z) = a_{n+1} p_{n+1}^{(\alpha)}(z) + b_n p_{n-1}^{(\alpha)}(z), \quad (5.20)$$

with

$$a_{n+1} = \frac{c(n+1)}{2(n+\alpha+1)} \sqrt{\frac{h_{n+1}}{h_n}}, \quad b_n = \frac{c(n+2\alpha+1)}{2(n+\alpha+1)} \sqrt{\frac{h_{n-1}}{h_n}}. \quad (5.21)$$

Here, we use the definition from (3.3) for the squared norms $h_n$ of the (un-normalised, non-monic) Gegenbauer polynomials. Notice that in contrast to the recursion for orthonormal Gegenbauer polynomials on the real line, the recurrence (5.20) is not...
symmetric, \(a_n \neq b_n\). This is due the difference in norm for \([-1, 1]\) and \(E\). From now on we will use the following notation for \(\kappa_{i+1}(v, \bar{v}) := \kappa_{i+1}\). A simple calculation implies that the coefficients

\[
c_{l,n} = \int_E z P_n^{(1)}(z) \overline{P_l^{(1)}(z)} |v - z|^2 dA_\alpha(z)
\]

are given by

\[
c_{l,n} = \frac{1}{\sqrt{\kappa_{l+1}(v) \kappa_{n+2} + \kappa_{l+1}\kappa_{l+2}}} \left[ \left( \sum_{k=1}^{l} a_k P_k^{(v)}(v) P_{k-1}^{(\bar{v})} - \sum_{k=0}^{\min(l,n-1)} b_{k+1} P_{k+1}^{(v)}(v) P_{k+1}^{(\bar{v})} \right) \right.
\]

\[
\times p_{l+1}^{(v)}(\bar{v}) p_{l+1}^{(\bar{v})}(v) - \left( a_{l+1} p_l^{(v)}(v) \Theta(n-l) - b_{l+2} p_{l+2}^{(v)}(v) \Theta(n-l-2) \right) \kappa_{l+1} p_{n+1}^{(v)}(v)
\]

\[
+ \kappa_{n+1} \kappa_{l+1} \kappa_{n+2} a_{n+2} \delta_{n+1} - \kappa_{n+1} b_{n+1} p_{l+1}^{(v)}(v) p_{l+1}^{(\bar{v})}(v) \Theta(l-n) + \kappa_{n+1} \kappa_{n+1} \delta_{n-1,l}.
\]

(5.23)

where we have used the recursion (5.20) and introduced the step function

\[
\Theta(x) := \begin{cases} 
1 & \text{for } x \geq 0, \\
0 & \text{for } x < 0.
\end{cases}
\]

(5.24)

If we only restrict ourselves to those indices \(l \leq n - 2\) which spoil the three-step recurrence, the remaining terms are simplified considerably and we obtain

\[
c_{l,n} = \frac{p_{l+1}^{(v)}(v)}{\sqrt{\kappa_{l+1}(v) \kappa_{n+2} + \kappa_{l+1}\kappa_{l+2}}} \left[ \left( v \kappa_l + b_l p_{l-1}^{(v)}(v) p_l^{(v)}(v) + b_{l+1} p_l^{(v)}(v) p_{l+1}^{(\bar{v})}(v) \right) \right.
\]

\[
\left. - \left( a_{l+1} p_l^{(v)}(v) + b_{l+2} p_{l+2}^{(v)}(\bar{v}) \right) \kappa_{l+1} \right] = p_{l+1}^{(v)}(\bar{v}).
\]

(5.25)

In what follows, we will show that these coefficients are non-vanishing for all \(n - 2 \geq l \geq 0\) and \(b > 0\) in general. This means that there can be exceptions, for example \(c_{l,n}\) can be zero for some \(n\). This occurs when \(v\) is a zero of the Gegenbauer polynomial of degree \(n + 1\), \(p_{n+1}^{(v)}(v)\) in the numerator of (5.25). Notice further that \(p_{n+1}^{(\alpha)}\) and \(p_{n+2}^{(\alpha)}\) do not have common zeros.

Let us first check that we recover the three-term recurrence in the real limit \(b \rightarrow 0\), where we have to show that indeed \(c_{l,n} = 0\) in this limit for \(l \leq n - 2\). When \(b = 0\) and the corresponding normalisation constants are understood as \(h_n = h_n(a, 0)\), the recursion coefficients (5.21) become symmetric, \(a_n = b_n\), as it is known for Gegenbauer polynomials on \([-1, 1]\) [20], see Remark 3.7. We thus obtain for the bracket in (5.25) at \(b = 0\)

\[
p_{l+1}^{(v)}(v) \left( v \kappa_l(v, \bar{v}) + b_l p_{l-1}^{(v)}(v) p_l^{(v)}(v) + b_{l+1} p_l^{(v)}(v) p_{l+1}^{(\bar{v})}(\bar{v}) - \bar{v} \kappa_{l+1}(v, \bar{v}) \right)
\]
Here, we have used the notation \( p_{-1}^{(\alpha)} = 0 \), and after relabelling the sums, they cancel.

To see that the expression (5.25) is non-vanishing in general for \( b > 0 \), we consider the leading coefficient of (5.25) as a polynomial in \( \bar{v} \), which is of degree \( 2l + 2 \). We thus have to focus on

\[
\left( b_{l+1} p_{l+1}^{(\alpha)}(\bar{v})^2 - b_{l+2} p_{l}^{(\alpha)}(\bar{v}) p_{l+2}^{(\alpha)}(\bar{v}) \right) p_l^{(\alpha)}(v) .
\]

(5.27)

Because the polynomials of degree \( l \) and \( l+1 \) do not have common zeros, it is sufficient to consider the leading coefficients inside the bracket, which read

\[
\frac{c(l + 3 + 2\alpha)}{2(l + 2 + \alpha)} \sqrt{h_l} \frac{1}{h_{l+1} h_{l+1}} \left( \frac{2^{l+1} \Gamma(2 + l + \alpha)}{\Gamma(1 + \alpha)(l + 1)! c^{l+1}} \right)^2
\]

\[- \frac{c(l + 3 + 2\alpha)}{2(l + 3 + \alpha)} \sqrt{h_{l+1}} \frac{1}{h_{l+2}} \left( \frac{2^{2l+2} \Gamma(1 + \alpha + l) \Gamma(3 + \alpha + l)}{\Gamma(1 + \alpha)^2 l!(l + 2)! c^{2l+2}} \right),
\]

(5.28)

upon using (5.21) and (C.3). Inserting (3.3) and recalling [20]

\[
C_l^{(1+\alpha)}(1) = \frac{\Gamma(2 + 2\alpha + l)}{\Gamma(2 + 2\alpha) l!},
\]

(5.29)

it can be shown that (5.28) vanishes only if the following equality holds:

\[
\frac{\left( C_{l+1}^{(1+\alpha)}(x) \right)^2}{\left( C_{l+1}^{(1+\alpha)}(1) \right)^2} = \frac{C_l^{(1+\alpha)}(x) C_{l+2}^{(1+\alpha)}(x) - C_l^{(1+\alpha)}(1) C_{l+2}^{(1+\alpha)}(1)}{0},
\]

(5.30)

where

\[
x = \frac{a^2 + b^2}{a^2 - b^2}.
\]

(5.31)

The expression on the left hand side of (5.30), usually denoted by \( \Delta_n(x) \), is known as the Turán determinant. By [24, Theorem 1] \( \Delta_n(x) = 0 \) if and only if \( x = \pm 1 \). Thus \( c_{l,n} \equiv 0 \) for \( 0 \leq l \leq n - 2 \) in the limit \( b \to 0 \), that is when \( x \to 1 \), which brings us back to the real line with a three-step recursion. For \( x > 1 \) all Fourier coefficients are non-vanishing, \( c_{l,n} \neq 0 \) for \( 0 \leq l \leq n - 2 \), in our example of polynomials (5.18), and thus there exists no finite-term recurrence relation.
In this appendix we collect the relevant formulae for the proof that (3.5) holds when $m = 2n + 1$ and $j = 2l + 1$ are both odd. We begin by expressing the odd Gegenbauer polynomials in terms of a Gauss hypergeometric function, see e.g., [10, 8.932.3].

We obtain for the angular integration

\[
\int_E C_{2n+1}^{(1+\alpha)} \left( \frac{z(r, \theta)}{c} \right) \left( \frac{z}{c} \right)^{2l+1} dA_\alpha(z)
\]
\[
\frac{(1 + \alpha)(-1)^n}{2^{2l+2}} \sum_{k' = 1}^{l+1} \sum_{p = 0}^{n} \sum_{k = 0}^{2p+1} \frac{(2l + 1) \left( \begin{array}{c} k' + l \\ k \end{array} \right)}{(n - p)!k!(2p + 1)!} \frac{(-1)^p \Gamma(2 + \alpha + n) \Gamma(2 + l + p)}{\Gamma(3 + \alpha + l + p)}
\]
\[\times R^{2(k-p-k'-1)} \int_0^{2\pi} d\theta \, e^{2i\theta(k-p-k')} \]
\[+ \frac{(1 + \alpha)(-1)^n}{2^{2l+2}} \sum_{k' = 1}^{l+1} \sum_{p = 0}^{n} \sum_{k = 0}^{2p+1} \frac{(2l + 1) \left( \begin{array}{c} k' + l \\ k \end{array} \right)}{(n - p)!k!(2p + k - 1)!} \frac{(-1)^p \Gamma(2 + \alpha + n) \Gamma(2 + l + p)}{\Gamma(3 + \alpha + l + p)}
\]
\[\times R^{2(p-k-k'-1)} \int_0^{2\pi} d\theta \, e^{2i\theta(p-k-k')} \]
\hspace{1cm} (A.3)

Let us evaluate the first triple sum, where we have \( k = p + k' \) due to the angular integration. Because \( k \leq 2p + 1 \) this implies \( k' \leq p + 1 \). We thus obtain for it

\[
\frac{(1 + \alpha)(-1)^n}{2^{2l+1}} \sum_{k' = 1}^{l+1} \frac{(2l + 1) \left( \begin{array}{c} k' + l \\ k' \end{array} \right)}{(n - p)!k'(p + 1 - k')!} \frac{(-1)^p \Gamma(2 + \alpha + n) \Gamma(2 + l + p)}{\Gamma(3 + \alpha + l + p)} R^{4k' - 2}
\]
\[:= \frac{(1 + \alpha)(-1)^n}{2^{2l+1}} \sum_{k' = 1}^{l+1} (2l + 1) \left( \begin{array}{c} k' + l \\ k' \end{array} \right) b_{k'} R^{4k' - 2}. \]
\hspace{1cm} (A.4)

It is a polynomial in \( R \) of degree \( 4l + 2 \), and we have to show that all its coefficients \( b_{k'} = b_k(n, l) \) vanish for \( l < n \). The second triple sum in (A.3) agrees with (A.4), with \( R \to R^{-1} \). This is because the angular integration in (A.3) leads to \( k = p + k' \) and \( k' \leq p + 1 \). The coefficients \( b_k \) can again be rewritten as an integral. After shifting the summation index we have

\[
b_k = \frac{(-1)^{k-1}}{(n + 1 - k)!} \sum_{p = 0}^{n+1-k} (-1)^p \left( \begin{array}{c} n+1-k \\ p \end{array} \right) \frac{\Gamma(1 + \alpha + n + k + p) \Gamma(1 + l + k + p)}{\Gamma(2k + p) \Gamma(2 + \alpha + l + k + p)}
\]
\[= \frac{(-1)^{k-1}}{(n + 1 - k)!} \int_0^1 dx x^{l+k}(1-x)^\alpha \sum_{p = 0}^{n+1-k} (-1)^p \left( \begin{array}{c} n+1-k \\ p \end{array} \right) \frac{\Gamma(1 + \alpha + n + k + p)}{\Gamma(2k + p)} x^p
\]
\[= \frac{(-1)^{k-1} \Gamma(1 + \alpha + n + k)}{(n + 1 - k)! \Gamma(1 + \alpha) \Gamma(2k)} \int_0^1 dx x^{l+k}(1-x)^\alpha F(-n - 1 + k, 1 + \alpha + n + k; 2k; x)
\]
\hspace{1cm} (A.5)

The very same steps as in the proof for the even polynomials allow us to manipulate the remaining integral as follows:

\[
\int_0^1 dx x^{l+k}(1-x)^\alpha F(-(n - 1 + k), 1 + \alpha + n + k; 2k; x)
\]
\[= \lim_{\varepsilon \to 0} \int_0^1 dx x^{l+k+\varepsilon}(1-x)^\alpha F(-(n - 1 + k), 1 + \alpha + n + k; 2k; x)
\]
\[= \lim_{\varepsilon \to 0} \frac{\Gamma(2k) \Gamma(1 + l + k + \varepsilon) \Gamma(2 + \alpha + n - k) \Gamma(n - 1 - \varepsilon)}{\Gamma(1 + k + n) \Gamma(3 + \alpha + n + l + \varepsilon) \Gamma(-\varepsilon - (l + 1 - k))}
\]
We obtain a single sum
\[ \sum_{\ell} \frac{(-1)^{l-k} \Gamma(2k) \Gamma(1+l+k+\varepsilon) \Gamma(2+\alpha+n-k) \Gamma(l+2-k+\varepsilon)}{\pi \Gamma(1+k+n) \Gamma(3+\alpha+n+l+\varepsilon)} \times \Gamma(n-l-\varepsilon) \sin(\pi \varepsilon). \] (A.6)

Together with (3.18) this establishes the orthogonality of the odd polynomials (A.3).

In order to compute the norms for the odd polynomials we summarise the above results for the coefficients
\[ b_k(n, n) = \frac{(-1)^n \Gamma(1+\alpha+n+k) \Gamma(2+\alpha+n-k)}{\Gamma(1+\alpha) \Gamma(3+\alpha+2n)}, \] (A.7)

which has to be inserted into (A.3), and the corresponding equation with \( R \to R^{-1} \).

We obtain at \( n = l \)
\[ \sum_{k'=1}^{n+1} \frac{2n+1}{k'+n} b_{k'}(n, n) R^{\pm(4k'-2)} \]
\[ = \frac{(-1)^n (2n+1)!}{\Gamma(1+\alpha) \Gamma(2n+\alpha+3)} \sum_{k=n+1}^{2n} \frac{\Gamma(1+\alpha+k) \Gamma(2+\alpha+2n-k)}{(2n+1-k)! k!} R^{\mp(4n-k)+2} \]
\[ = \frac{(-1)^n (2n+1)!}{\Gamma(1+\alpha) \Gamma(2n+\alpha+3)} \sum_{k=0}^{n} \frac{\Gamma(1+\alpha+2n+1-k) \Gamma(1+\alpha+k)}{k!(2n+1-k)!} R^{\pm(4n-k)+2}, \] (A.8)

relabelling the sum twice. These two sums with \( R^{\pm} \) can be inserted into (A.3), to give a single sum
\[ \int_E c^{(1+\alpha)}_{2n+1} \left( \frac{z}{c} \right)^{l+1} dA_{\alpha}(z) \]
\[ = \frac{\delta_{n,l}(1+\alpha)(2n+1)!}{2^{2n+1} \Gamma(1+\alpha) \Gamma(2n+\alpha+3)} \sum_{k=0}^{2n+1} \frac{\Gamma(1+\alpha+k) \Gamma(1+\alpha+2n+1-k)}{\Gamma(2n+1-k+1) \Gamma(k+1)} R^{4n+2-4k}. \] (A.9)

This sum can be written as a single Gegenbauer polynomial, using its invariance under \( k \to 2n+1-k \):
\[ \frac{1}{2} \sum_{k=0}^{2n+1} \frac{\Gamma(1+\alpha+k) \Gamma(1+\alpha+2n+1-k)}{\Gamma(2n+1-k+1) \Gamma(k+1)} \left( R^{4n+2-4k} + R^{-(4n+2-4k)} \right) \]
\[ = \sum_{k=0}^{2n} \frac{\Gamma(1+\alpha+k) \Gamma(1+\alpha+2n+1-k)}{\Gamma(2n+1-k+1) \Gamma(k+1)} \cosh[(2n+1-2k) \ln(R^2)] \cosh[(2n+1-2k) \ln(R^2)] \]
\[ = \Gamma(1+\alpha)^2 C^{(1+\alpha)}_{2n+1} \left( \frac{a^2+b^2}{a^2-b^2} \right), \] (A.10)
where we used again [20, 18.5.11] and (3.24). The leading power of the odd Gegenbauer polynomials can be read off from the first line of (A.1),

\[ C^{(1+\alpha)}_{2l+1}(x) = \frac{\Gamma(2l + 2 + \alpha)2^{2l+1}}{\Gamma(1 + \alpha)(2l + 1)!} x^{2l+1} + O(x^{2l-1}) \]  \hspace{1cm} (A.11)

Multiplying (A.3) with this factor and using that the lower powers vanish yields

\[ \int_E C^{(1+\alpha)}_{2n+1} \left( \frac{z}{c} \right) C^{(1+\alpha)}_{2l+1} \left( \frac{z}{c} \right) dA(z) = \delta_{2n+1,2l+1} \frac{1 + \alpha}{2n + \alpha + 2} C^{(1+\alpha)}_{2n+1} \left( \frac{a^2 + b^2}{a^2 - b^2} \right). \]  \hspace{1cm} (A.12)

It agrees with (3.4) for odd indices.

**B Orthogonality of Chebyshev Polynomials of the Second Kind**

For completeness we present an independent proof for the orthogonality of the Chebyshev polynomials of the second kind \(U_n\) on the interior of the ellipse \(E\) (2.2),

\[ \int_E U_m \left( \frac{z}{c} \right) U_n \left( \frac{z}{c} \right) dA(z) = \frac{1}{1 + n} U_n \left( \frac{a^2 + b^2}{a^2 - b^2} \right) \delta_{n,m}. \]  \hspace{1cm} (B.1)

The argument of the proof is not new and it can be found in [11, pag. 546]. It uses Stokes’ theorem (see e.g. [12]), which we restate for the readers convenience.

Let \(G\) to be a bounded open set in \(\mathbb{C}\), such that the boundary \(\partial G\) consists of a finite number of \(C^1\) Jordan curves. For any \(F \in C^1(\overline{G})\) Stokes’ theorem relates the integral over \(G\) to that over its boundary \(\partial G\):

\[ \int_G \overline{\partial} F(z) dA(z) = \frac{1}{2i} \int_{\partial G} F(z) dz, \quad \overline{\partial} := \frac{\partial}{\partial \overline{z}}. \]  \hspace{1cm} (B.2)

In particular for \(F(z) = f(z)g(z)\) with \(f, g\) analytic, we have

\[ \int_G \overline{\partial} \left[ f(z)g(z) \right] dA(z) = \int_G f(z)g'(z) dA(z) = \frac{1}{2i} \int_{\partial G} f(z)g(z) dz. \]  \hspace{1cm} (B.3)

**Proof** To show (B.1), we can use the well-known formula [20, 18.9.21] relating Chebyshev polynomials of the first \(T_n\) and second kind

\[ T'_n(z) = nU_{n-1}(z), \]  \hspace{1cm} (B.4)

for \(n = 1, 2, \ldots\). We can thus rewrite the left hand side of (B.1) for any \(n, m = 0, 1, \ldots\) to apply Stokes’ theorem

\[ \int_E U_n \left( \frac{z}{c} \right) U_m \left( \frac{z}{c} \right) dA(z) = \frac{c^2}{(n+1)(m+1)} \int_E T'_{n+1} \left( \frac{z}{c} \right) T'_{m+1} \left( \frac{z}{c} \right) dA(z) \]
\[ = \frac{c^2}{(n+1)(m+1)} \int_E \left[ T_{n+1}' \left( \frac{z}{c} \right) T_{m+1} \left( \frac{z}{c} \right) \right] dA(z) \]
\[ = \frac{c^2}{(n+1)(m+1)} \frac{1}{2i} \int_{\partial E} T_{n+1}' \left( \frac{z}{c} \right) T_{m+1} \left( \frac{z}{c} \right) \frac{dz}{\pi ab}. \quad (B.5) \]

Next, we use the Joukowsky map
\[ z(w) = \frac{1}{2} \left( w + \frac{c^2}{w} \right), \quad (B.6) \]
which maps the circle \(|w| = r\) of radius \(r := a + b\) onto the boundary \(\partial E \ni z\) of the ellipse \(E\). The chain rule
\[ T_{n+1}'(z) = \frac{d}{dz} T_{n+1}(z) = \frac{d}{dw} T_{n+1}(z(w)) \frac{dw}{dz}, \quad (B.7) \]
allows us to rewrite
\[ \int_{\partial E} T_{n+1}' \left( \frac{z}{c} \right) T_{m+1} \left( \frac{z}{c} \right) \frac{dz}{\pi ab} = \int_{|w|=r} \frac{d}{dw} T_{n+1}(z(w)/c) \overline{T_{m+1}(z(w)/c)} \, dw. \quad (B.8) \]
Note that the contribution from the Jacobian of the transformation \((B.6)\) just cancels the extra factor \(\frac{dw}{dz}\) stemming from \((B.7)\). Furthermore, as we have stated already in \((4.42)\), it is well known \([17]\) that
\[ T_{n+1}(z(w)/c) = \frac{1}{2} ((w/c)^{n+1} + (c/w)^{n+1}) \]
holds for the Joukowsky map \((B.6)\). Therefore
\[ \frac{d}{dw} T_{n+1}(z(w)/c) = \frac{n+1}{2w} \left[ (\frac{w}{c})^{n+1} - (\frac{c}{w})^{n+1} \right] \]
allows us to exploit the orthogonality on the circle
\[ \int_{|w|=r} w^a \overline{w}^b \frac{dw}{w} = i r^{a+b} \int_0^{2\pi} e^{i\theta(a-b)} d\theta = 2\pi i r^{2a} \delta_{a,b}, \quad (B.11) \]
as follows:
\[ \int_{\partial E} T_{n+1}' \left( \frac{z}{c} \right) T_{m+1} \left( \frac{z}{c} \right) \frac{dz}{\pi ab} \]
\[ = \frac{n+1}{4} \int_{|w|=r} \left[ (\frac{w}{c})^{n+1} - (\frac{c}{w})^{n+1} \right] \left[ (\frac{w}{c})^{m+1} + (\frac{c}{w})^{m+1} \right] \frac{dw}{w} \]
\[ = \frac{i\pi(n+1)}{2} \left[ (\frac{r}{c})^{2n+2} - (\frac{c}{r})^{2n+2} \right] \delta_{n,m}. \quad (B.12) \]
In this form the orthogonality is stated in [11]. To arrive at the right hand side of (B.1) we use (4.33) and (4.38), together with \( U_n = C_n^{(1)} \).

\[ \Box \]

**C Alternative Proof of Lemma 3.2**

In the proof presented here we do not need to distinguish between Gegenbauer polynomials with even and odd parity. The main assumption to be made here is that the orthogonality of the Chebyshev polynomials of the second kind \( U_n(x) \) holds on the unweighted ellipse, as shown in (B.1) in the previous Appendix B. Using \( U_n(x) = C_n^{(1)}(x) \), we only need to show that, from (B.1), follows that

\[
\int_E C_m^{(1+\alpha)} \left( \frac{z}{c} \right)^{\gamma} \, dA_\alpha(z) = 0, \quad j = 0, 1, \ldots, m - 1, \quad (C.1)
\]

holds for \( \alpha > -1 \). The computation of the norms however, is much more involved in this approach and we will not present it here. It leads to the same result as given in Lemma 3.2.

The general Gegenbauer polynomials can be explicitly written in the following form, as can be seen, for example, from the representations in terms of a hypergeometric function (see (3.9) and (A.1)),

\[
C_n^{(1+\alpha)}(z) = \sum_{j=0}^{n} \kappa_j^n(\alpha) z^j, \quad (C.2)
\]

with the coefficients reading

\[
\kappa_j^n(\alpha) = \begin{cases} 
\frac{(-1)^{n-j}/2! \Gamma(\alpha+1+(n+j)/2)}{\Gamma(\alpha+1)\Gamma(1+(n-j)/2)}, & \text{for } n - j \text{ even}, \\
0, & \text{for } n - j \text{ odd}. 
\end{cases} \quad (C.3)
\]

This immediately implies the following relation

\[
\kappa_j^n(\alpha) = \frac{\Gamma(\alpha + 1 + (n + j)/2)}{\Gamma(\alpha + 1)\Gamma(1 + (n + j)/2)} \kappa_j^n(0), \quad (C.4)
\]

between the expansion coefficients for general Gegenbauer and Chebyshev polynomials of the second kind \( (\alpha = 0) \). The former satisfy the following three-term recurrence relation

\[
z C_n^{(1+\alpha)}(z) = \frac{n + 1}{2(n + \alpha + 1)} C_{n+1}^{(1+\alpha)}(z) + \frac{n + 2\alpha + 1}{2(n + \alpha + 1)} C_{n-1}^{(1+\alpha)}(z), \quad n = 1, 2, 3, \ldots. \quad (C.5)
\]

Let us recall our notation for the inner product (2.13),

\[
\langle f, g \rangle_\alpha := \int_E f(z) \overline{g(z)} \, dA_\alpha(z). \quad (C.6)
\]
From (B.1) we immediately have for arbitrary integers \(m\) and \(j\), satisfying \(m > j \geq 0\), that
\[
\langle C_m^{(1)}(z/c), z^j \rangle_0 = 0. \tag{C.7}
\]
Using the three-term recurrence relation (C.5) for \(\alpha = 0\), we see that \(z^j C_m^{(1)}(z/c)\) can be expanded in terms of \(C_k^{(1)}(z/c)\) with \(m - l \leq k \leq m + l\). It thus follows that
\[
\langle C_m^{(1)}(z/c), z^j z^l \rangle_0 = \langle z^l C_m^{(1)}(z/c), z^j \rangle_0 = 0 \tag{C.8}
\]
holds, for \(j \geq 0, l \geq 0\) and \(j + l < m\). Our goal is to use this relation and to prove the orthogonality (C.1) by relating inner products, with general \(\alpha > -1\), to those with \(\alpha = 0\). In particular we can generalise the above statement (C.8) to the following

**Lemma 1** For an arbitrary positive integer \(m\)
\[
\langle C_m^{(1+\alpha)}(z), z^j z^l \rangle_\alpha = 0 \tag{C.9}
\]
holds for \(\alpha > -1\), given that \(j \geq 0, l \geq 0\) and \(j + l < m\).

Obviously (C.1) then follows by choosing \(l = 0\).

**Proof** Due to the previously noted invariance of the weight and domain under the reflection \(z \rightarrow -z\), we have that
\[
\langle z^p, z^q \rangle_\alpha \neq 0 \text{ if and only if } p + q \text{ is even}, \tag{C.10}
\]
that is when \(p\) and \(q\) have the same parity. Furthermore, we can relate the inner products of such monomials with general \(\alpha > -1\) and with \(\alpha = 0\) as follows. The change of variables (3.7) decouples radial and angular integration and leads to
\[
\langle z^p, z^q \rangle_\alpha = \frac{\Gamma(1 + \alpha)}{\Gamma(1 + (p + q)/2)} \frac{\Gamma(2 + (p + q)/2)}{\Gamma(2 + \alpha + (p + q)/2)} \langle z^p, z^q \rangle_0, \tag{C.11}
\]
due to standard integrals
\[
\int_0^1 dr r^{p+q+1} (1 - r^2)^\alpha = \frac{\Gamma(1 + \alpha) \Gamma(1 + (p + q)/2)}{\Gamma(2 + \alpha + (p + q)/2)}.
\]
We proceed to prove (C.9) by induction. For \(m = 1\), we can readily find
\[
\langle C_1^{(1+\alpha)}(z/c), 1 \rangle_\alpha = \kappa_1^{(1)}(\alpha) \langle z/c, 1 \rangle_\alpha = 0, \tag{C.12}
\]
which holds due to parity, see (C.10). Now, suppose that the claim (C.9) holds for \(m = 1, 2, \cdots, k\). We will show
\[
\langle C_k^{(1+\alpha)}(z/c), z^j z^l \rangle_\alpha = 0, \tag{C.13}
\]
separately for (i) \( j + l \leq k - 2 \), (ii) \( j + l = k - 1 \) and (iii) \( j + l = k \).

(i) If \( j, l \geq 0 \) and \( j + l + 1 \leq k - 1 \), the induction assumption guarantees that

\[
0 = c^{-1} \langle C_{k}^{(1+\alpha)}(z/c), z^{j}z'^{l+1} \rangle_{\alpha} = \langle (z/c) C_{k+1}^{(1+\alpha)}(z/c), z^{j}z'^{l} \rangle_{\alpha} + \frac{k + 2\alpha + 1}{2(k + \alpha + 1)} \langle C_{k-1}^{(1+\alpha)}(z/c), z^{j}z'^{l} \rangle_{\alpha}.
\]

(C.14)

Here, we have used the recursion relation (C.5) and in the second line again the induction assumption, to arrive at the claimed statement.

(ii) If \( j, l \geq 0 \) and \( j + l = k - 1 \), we may directly use the expansion (C.2) to obtain

\[
\frac{1}{1 + \alpha} \langle C_{k+1}^{(1+\alpha)}(z/c), z^{j}z'^{l} \rangle_{\alpha} = \frac{1}{1 + \alpha} \sum_{p=0}^{k+1} k_{p}^{k+1}(\alpha)((z/c)^{p}, z^{j}z'^{l})_{\alpha} = \sum_{p=0}^{k+1} k_{p}^{k+1}(\alpha) \frac{\Gamma(\alpha + 1)\Gamma((k + p + 3)/2)}{\Gamma((k + 2\alpha + p + 3)/2)} \langle (z/c)^{p}, z^{j}z'^{l} \rangle_{0}.
\]

(C.15)

In the second step we have used the relation (C.11), to be able to relate to the known orthogonality (C.8) via (C.2).

(iii) If \( j, l \geq 0 \) and \( j + l = k \), we see from (C.2) that the expectation value

\[
\langle C_{k+1}^{(1+\alpha)}(z/c), z^{j}z'^{l} \rangle_{\alpha} = \sum_{p=0}^{k+1} k_{p}^{k+1}(\alpha)((z/c)^{p}, z^{j}z'^{l})_{\alpha} = 0
\]

(C.16)

vanishes due to parity: because of (C.3) \( k + 1 - p \) is even, implying that \( p + j - l = p + k - 2l \) is odd.

\[\Box\]
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