TYPE Ia SUPERNOVA DISTANCE MODULUS BIAS AND DISPERSION FROM K-CORRECTION ERRORS: A DIRECT MEASUREMENT USING LIGHT CURVE FITS TO OBSERVED SPECTRAL TIME SERIES
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ABSTRACT

We estimate systematic errors due to K-corrections in standard photometric analyses of high-redshift Type Ia supernovae. Errors due to K-correction occur when the spectral template model underlying the light curve fitter poorly represents the actual supernova spectral energy distribution, meaning that the distance modulus cannot be recovered accurately. In order to quantify this effect, synthetic photometry is performed on artificially redshifted spectrophotometric data from 119 low-redshift supernovae from the Nearby Supernova Factory, and the resulting light curves are fit with a conventional light curve fitter. We measure the variation in the standardized magnitude that would be fit for a given supernova if located at a range of redshifts and observed with various filter sets corresponding to current and future supernova surveys. We find significant variation in the measurements of the same supernovae placed at different redshifts regardless of filters used, which causes dispersion greater than ~0.05 mag for measurements of photometry using the Sloan-like filters and a bias that corresponds to a 0.03 shift in \( w \) when applied to an outside data set. To test the result of a shift in supernova population or environment at higher redshifts, we repeat our calculations with the addition of a reweighting of the supernovae as a function of redshift and find that this strongly affects the results and would have repercussions for cosmology. We discuss possible methods to reduce the contribution of the K-correction bias and uncertainty.

Key words: cosmology: observations – supernovae: general

1. INTRODUCTION

For several years now, Type Ia supernovae have no longer been limited by statistical uncertainty in their use as standardized candles. Therefore, in order to improve their use as cosmological tools, it has become necessary to further limit systematic errors to obtain the highest possible accuracy from supernova measurements. This becomes increasingly crucial as we find more supernovae to constrain the properties of dark energy. Modern supernova searches (such as the Supernova Legacy Survey, (SNLS); Astier et al. 2006, and the Dark Energy Survey, (DES); Bernstein et al. 2012) typically are designed to find supernovae in a certain redshift range using a fixed set of photometric filters, which means that the supernovae found will be observed with a range of supernova-frame filter configurations. To use these supernovae for cosmology, the observations generally are converted into peak standardized absolute magnitudes in a common band.

This conversion necessarily involves using an estimate of the spectral time series. Originally, photometric observations were converted to a common band by adding an explicit K-correction to the magnitudes, which was calculated with an example spectrum (a process originally developed for use on galaxies in Humason et al. 1956 and Oke & Sandage 1968). Kim et al. (1996) extended this method with the development of the cross-filter K-correction, which allowed for conversion between different filters. K-corrections were further improved by Nugent et al. (2002) with a spectral time series template that could be stretched or warped to match a supernova’s shape. Once the supernova observations have been K-corrected, they
can be fit by a light curve template to get the standardized peak absolute magnitude, as done by MLCS2k2 or SNooPy (Jha et al. 2007; Burns et al. 2011).

Modern spectral time series-based light curve fitters combine the two-step process of $K$-correcting and then fitting photometric data. Light curve fitters like SALT2 and SiFTO (Guy et al. 2007; Conley et al. 2008) fit observed photometric data with integrals over a time-evolving spectral energy distribution model that can be adjusted by means of free parameters. The standardized magnitude is calculated from the parameters and the rest-frame magnitude of the best-fit model.

In either of these methods, errors in the supernova’s magnitude will occur if the estimated spectrum is different from the true spectrum of the observed supernova, either in the spectral shape or the flux normalization with respect to the other phases. This can happen if the diversity of the supernova population is greater than can be encompassed by the model. Further, since the estimated spectrum is based on the available photometry, it can vary as a function of the filters used to observe the supernova, depending on which spectral features fall in each filter band and the relative weighting of different parts of the spectral time series model. While a separate $K$-correction is only explicitly done in the first type of light curve fitter, we will here refer more generally to errors due to inaccurate estimation of the supernova spectrum as $K$-correction errors.

Variation in the best-fit spectrum propagates into variation in the distance modulus. Uncertainty due to a random scatter in the errors will decrease in proportion to the square root of the number of supernovae observed. However, bias in the ensemble mean of the magnitudes will cause a systematic error in the fitting of the Hubble diagram that will not be reduced with greater numbers of supernovae. Such errors are thought to be subdominant, but have not been exactly tested using a current-generation light curve fitter and a large supernova data set.

With photometric data alone, it would be extremely difficult to cleanly measure the size of this effect, but using supernova spectrophotometric time series data it is possible to exactly measure the effect on each supernova. Spectrophotometry can be integrated over any passband to synthesize photometry for the same supernova as if it were observed through different filters or at different redshifts; changes in the light curve fit for different filters due to $K$-correction error are then directly measurable. From the ensemble of supernovae in the data set, the bias and dispersion on that supernova population can be calculated. In this paper, we calculate the redshift-dependent distance modulus variation due to $K$-corrections by applying a state-of-the-art two-parameter light curve fitter to spectrophotometric time series data from the Nearby Supernova Factory (SNfactory; Aldering et al. 2002). The bias and distribution of distance modulus variation over the whole ensemble provide an estimate of the added uncertainty in distance modulus applicable to other supernovae without spectroscopic time series that will be used in cosmological measurements.

In Section 2, the SNfactory supernova data set is described. The questions we address with different filter sets are given in Section 3, with a description of the procedure used in Section 4. Section 5 compares the $K$-correction effects when using these different sets of photometric filters and discusses the effect of potential hidden calibration errors in the sample supernova set. In Section 6 we consider the contribution of $K$-correction effects to the total dispersion seen in supernova standardized magnitudes. We also consider the applications of our results for future high-redshift programs, where different filter configurations are planned, and with the addition of possible shifts in the makeup of the supernova population in Section 7. Finally, in Section 8, we discuss the sources of the errors that are seen and we discuss possible methods for minimizing errors due to $K$-correction.

2. THE SUPERNOVA DATA SET

The data set used in this study consists of spectrophotometric time series for a set of over 100 nearby supernovae, observed by the SNfactory between 2005 and 2009 with the SuperNova Integral Field Spectrograph (SNIFS; Lantz et al. 2004). Most of these supernovae have been previously presented, for example, in Thomas et al. (2007, 2011), Bailey et al. (2009), and Chotard et al. (2011). SNIFS is a fully integrated instrument optimized for automated observation of point sources on a structured background over the full ground-based optical window at moderate spectral resolution ($R \sim 500$). It consists of a high-throughput wide-band pure-lenslet integral field spectrograph (IFS; “à la TIGER”; Bacon et al. 1995, 2000, 2001), a multi-filter photometric channel to image the field in the vicinity of the IFS for atmospheric transmission monitoring simultaneous with spectroscopy, and an acquisition/guiding channel. The IFS possesses a fully filled $6′ \times 6′$ spectroscopic field of view subdivided into a grid of $15 \times 15$ spatial elements, a dual-channel spectrograph covering 3200–5200 Å and 5100–10000 Å simultaneously, and an internal calibration unit (continuum and arc lamps). SNIFS is continuously mounted on the South bent Cassegrain port of the University of Hawaii 2.2 m telescope on Mauna Kea and is operated remotely. A description of host galaxy subtraction is given in Bongard et al. (2011).

The spectra are flux-calibrated following the procedure detailed in Buton et al. (2013) and the color calibration is trusted to within 1% based on observations of standard stars. Comparison between spectra from the same supernovae observed by SNIFS and by the Hubble Space Telescope (Maguire et al. 2012) confirms that any $B-V$ color offset is below this 1% level. In the analysis we have included a dispersion empirically measured in the light curve fits using SNfactory and other data sets as an error floor of 0.04 mag on the ability of the light curve model to match the photometric data points. The SNfactory supernova spectra are originally calibrated using a hybrid system of both CALSPEC (Bohlin 2014, and references within) and Hamuy (Hamuy et al. 1992, 1994) standard stars, which are listed in Buton et al. (2013). However, in this analysis the supernovae have been recalibrated to the CALSPEC standards in order to match the calibration of the SALT2 training data. The effect of the calibration on the analysis is discussed further in Section 5.

The supernovae in our data set range in redshift from $z \approx 0.007$ to 0.11 and in epoch from approximately 12 days before maximum to 55 days after, with an average of 14 spectra for each supernova. The supernovae spectra have been corrected for Milky Way dust extinction (Schlegel et al. 1998; Cardelli et al. 1989) and placed in a common rest frame at $z = 0$. In order to preserve any characteristics caused by circumstellar and host galaxy extinction, we do not correct for any further reddening due to these dust sources. We do not include in our sample a small number of supernovae that have been previously identified as Ia-CSM or super-Chandrasekhar mass Type Ia supernovae and that would be easily identified and removed from a photometric supernova survey (Aldering et al. 2006; Scalzo et al. 2010, 2012). After removing these, we are left with 119 supernovae in our set, which are listed in Childress et al. (2013).
Figure 1. Transmission of filters sets used for synthetic photometry. The MegaCam-R09 (Sloan-type) filters and Euclid-L11 filters are shown with the logarithmically shaped filters covering similar wavelength ranges.

Table 1
Filter Set Specifications

| Filter Set | Filter Name | Wavelength Range (Å) | Central Wavelength (Å) | Redshift Line-up$^a$ |
|------------|-------------|-----------------------|------------------------|----------------------|
| LL1        | 3345–4000   | 3672                  |                        | LL1-(1 + 0.20)$^b$  |
| LL2        | 4000–4783   | 4391                  |                        | LL1-(1 + 0.43)      |
| LL3        | 4783–5719   | 5251                  |                        | LL1-(1 + 0.71)      |
| LL4        | 5719–6839   | 6279                  | LL1·(1 + 1.05)         |                      |
| LL5        | 6839–8179   | 7509                  | LL1·(1 + 1.45)         |                      |
| LL6        | 8179–9780   | 8979                  | LL1·(1 + 1.92)         |                      |
| LL7$^c$    | 9780–11696  | 10738                 | LL1·(1 + 2.50)         |                      |
| LL8$^c$    | 11696–13987 | 12841                 |                        |                      |
| u          | 3370–4110   | 3740                  |                        |                      |
| g          | 4140–5590   | 4870                  |                        |                      |
| r          | 5640–6850   | 6250                  |                        |                      |
| i          | 6980–8430   | 7700                  |                        |                      |
| z          | 8230–10190  | 8900                  |                        |                      |
| LH1        | 10000–12600 | 11300                 |                        |                      |
| LH2        | 12600–15873 | 14236                 | LH1-(1.26) = LH1·(1+z)$^{1.52}$ |                      |
| LH3        | 15873–20000 | 17936                 | LH1-(1.59) = LH1·(1+z)$^{1.77}$ |                      |
| Y          | 9200–11460  | 10330                 |                        |                      |
| J          | 11460–13720 | 12590                 |                        |                      |
| H          | 13720–20000 | 16860                 |                        |                      |

Notes.
$^a$ Determined by the redshifts at which $T_A(\lambda \cdot (1 + z_1)) = T_B(\lambda \cdot (1 + z_2))$, where $T_A$ is the transmission for filter $A$ as a function of $\lambda$.
$^b$ As an example, we show the redshifts at which the supernova-frame LL1 band lines up with each of the other bands at $z = 0$.
$^c$ Not included in “finite” set of logarithmically spaced filters.
$^d$ Here we show the supernova-frame redshifts at which the LH1 band lines up with the other bands at the arbitrarily chosen supernova-frame redshift $z = 1$.

3. QUESTIONS ADDRESSED AND FILTERS USED

Different sets of photometric filters, shown in Figure 1 and described in Table 1, are used to answer a series of questions.

In order to test the best-case scenario where observer-frame and supernova-frame filters can be exactly matched, in Section 5 we use a set of top-hat-shaped filters with logarithmically spaced edges, which extend to whatever wavelength range is needed to fully cover the supernova spectrum and so are called the “infinite” set (top panel of Figure 1 and Table 1). The filter spacing is chosen so that the LL4, LL5, and LL6 bands approximately match bands $r$, $i$, and $z$ in the MegaCam-R09
filter set, allowing for a closer comparison between them. Because of the logarithmic spacing, these filters move in and out of alignment across redshift such that, at certain redshifts, filters in the observer frame exactly overlap with filters in the supernova frame. A similar technique was used in Schmidt et al. (1998), where filters meant to mimic $B$ and $V$ filters redshifted to $z = 0.35$ and $z = 0.45$ were used to minimize $K$-correction errors in the range $0.25 < z < 0.55$. The logarithmically spaced filter set used here presents a more flexible variation their on supernova frame. A similar technique was used in Schmidt et al. in the top panel of Figure 1), which were used in the Supernova Legacy Survey (hereafter referred to as MegaCam-R09; Regnault et al. 2009). The MegaCam-R09 filter transmission curves are calculated at 14 cm from the center of the focal plane and include average atmospheric transmission at Mauna Kea, the CCD quantum efficiencies, the transmission along the optical path, and the mirror reflectivity. In Section 7, we address the issue of fitting high-redshift supernovae, where different filters need to be used for the measurements’ low-redshift anchor. For higher-redshift supernovae, we use the filters planned for the original design of the Euclid Space Telescope (referred to as Euclid-L11 filters; Laureijs et al. 2011), the results of which are then contrasted with an artificial logarithmically spaced filter set we have designed to have a similar wavelength coverage (both shown in the bottom panel of Figure 1).

4. PROCEDURE

In this analysis we use SALT2 (both version 2.2; Guy et al. 2010, and the recently released version 2.4; Betoule et al. 2014) as an exemplar of the capabilities of a state-of-the-art two-parameter light curve fitter. Other light curve fitters based on similarly simple templates are expected to give comparable results (SFTO, for example, was shown in Conley et al. 2008 to be very similar to SALT2). Using the spectrophotometric data for each of the SNfactory supernovae, we construct mock supernovae at fixed redshift intervals, using a given set of filter functions to perform synthetic photometry. The supernova spectra are shifted in wavelength, but the flux normalization of the supernova is not changed because we are interested in the differences in light curve fits due to filter coverage, not supernova distance.

We begin by using SALT2 to fit the multi-band light curves of a supernova at $z = 0$ and use this fit as a zero point to which other fits of the supernova are compared. SALT2 fits a spectral energy distribution model to the supernova data by using two free parameters that correspond to the color and light curve shape of the supernova. By combining the fitted peak $B$-band magnitude with these color and $x_1$ (stretch-like) parameters, we get the standardized magnitude, $M_{\text{std}}$:

$$M_{\text{std}} = M_B + \alpha x_1 - \beta c,$$

where $\alpha$ and $\beta$ are redshift-independent terms that can be fit by minimizing the residuals in the Hubble diagram (in this analysis we use $\alpha = 0.137$ and $\beta = 3.07$; Rubin et al. 2013 to emulate cosmological analyses). We stress that this standardization method, including the $\alpha$ and $\beta$ parameters, is entirely extrinsic to the SALT2 light curve fit; it is only the systematic variations on $M_B, x_1$, and $c$ that concern us here. We then fit the light curve of the redshifted version of the same supernova. As discussed in Section 1, in order to fit this light curve and get the standardized peak magnitude of the redshifted supernova, a $K$-correction must be involved in fitting a template to the supernova, which necessarily uses an approximation (in the form of an imperfect spectral model) to fit the measured data. This introduces error into the calculation. Having set the standardized magnitude found for the rest frame as our zero point, we can find the fit-dependent difference between the two distance estimators of the supernova:

$$\Delta \mu (z_i) \equiv M_{\text{std}}|_{z=z_i} - M_{\text{std}}|_{z=0}.$$

This allows us to see the variation around the expected standardized magnitude (or equivalently the fit-dependent part of the variation in the distance modulus) found when using a two-parameter model to fit the same supernova placed at different redshifts. For simplicity, we call this difference the error due to $K$-correction.

At a given redshift, the above procedure is repeated for the 119 supernovae in our data set, and from the aggregate of the errors we assess the accuracy of the $K$-corrections. Examples of the range of errors across redshifts may be seen in the top panel of Figure 2, which shows histograms of the errors for each of the supernovae at redshift intervals. As a baseline we use robust statistics, meaning that the bias and dispersion are calculated from the median and normalized median absolute deviation (nMAD) of the errors (i.e., the median and nMAD of the $\Delta \mu$ values for all the supernovae at a given redshift), ensuring results are not sensitive to outliers. However, the mean and standard deviation of a Gaussian function fit to the histogram of the errors at a given redshift give equivalent results, as may be seen by comparing the Gaussian curves in the top panel to the amount of dispersion in the bottom panel of Figure 2. A bootstrap test confirms that the error in the bias is approximately equal to \(\sqrt{\pi/(2N)}\) x the dispersion, as expected for bias calculated from the median, where $N = 119$, the number of supernovae used. This further shows that outliers are not driving the dispersion seen in the results.

Some supernovae are fit consistently by the template, such that their standardized magnitudes are reconstructed well; this means that even at redshifts where there is a large standard deviation, these supernovae are still in the peak of the histogram. Less well fit supernovae have standardized magnitudes, which vary more across redshifts and make up the wings of the histograms at redshifts where there is a high standard deviation. The errors assembled across redshifts allow us to gauge general trends in the standardized magnitudes, in particular the amount of dispersion at different redshifts, or consistent positive or negative biases.

As an example of the possible variation of SALT2 light curve fits, in Figure 3 we show the rest-frame spectra nearest
maximum of three supernovae, along with the SALT2 model spectra constructed from the parameters fit to each supernova at a range of redshifts. It can be seen that for the supernova in the top panel, the best-fit SALT2 spectral reconstructions vary noticeably across redshift, while for the supernova in the bottom panel, the SALT2 reconstructions are more difficult to distinguish from one another.

5. SOURCES OF \( K \)-CORRECTION ERRORS

We consider first the results of our analysis when using version 2.2 of SALT2: For all supernovae, when an object is measured with logarithmically spaced filters, shown as dotted lines in Figure 1, which fully cover the wavelength range used by SALT2, there are some redshifts where the filters in the frame of the supernova and the filters in the frame of the observer line up exactly. When a supernova is measured at one of these redshifts, with the same number of filters as were used for the rest-frame measurement, the \( K \)-correction is done in exactly the same way for the \( z = 0 \) and the redshifted supernova, which means that the calculated standardized magnitudes are the same.

When we move away from this ideal situation, errors start to appear. The most easily identifiable source of error is when filters are out of alignment. As can be seen in Figures 2 and 4, the dispersion in the errors increases and the bias oscillates as the filters fall out of alignment, and then both go to zero as the filters become more aligned. When the filters are maximally misaligned, the dispersion peaks at about 0.04–0.05 mag, while the bias varies between −0.01 and 0.01 mag. In both the bias and the dispersion we see a periodically repeating pattern, the size of which does not increase as we go up to higher redshifts. It should be noted that in a cosmological analysis, a periodic bias such as this can in principle be fit out, whether or not the size of the bias is known, though in practice this has never been done.

For the subset of supernovae that are well fit by the SALT2 templates, the SALT2 fit is almost the same at every redshift (the supernova in the bottom panel of Figure 3 is an example of such a supernova). This source of error is thus the result of supernova spectral diversity not captured by the light curve fitter parameterization of the underlying spectrum. The dispersion is set by the degree of diversity, while the bias reflects a shift between the demographics of the SNfactory data set and that of the supernova set used to train the SALT2.2 spectral templates.

A further source of error occurs if we no longer have enough filters to always cover the wavelength range of the supernova at a given redshift. This means that as we get to higher redshifts, we run out of filters and measure a supernova with fewer filters than we had for the rest-frame measurement. To test this situation, the filters used are limited to those covering observer frame 3345–9780 Å, the “finite” set. We then calculate the standardized magnitudes that would be found with the limited filters at a given redshift, compare them to the rest-frame magnitudes, and find the bias and dispersion in the aggregate of the errors (Figure 5). Filter coverage of the redder wavelengths is lost starting at \( z = 0.53 \) since the LL7 filter, which would otherwise cover this range is not included in the “finite” set. As the lack of overlapping wavelength coverage becomes more severe around \( z = 0.7 \), a large amount of dispersion appears, increasing to more than 0.15 mag, and the bias oscillates over a much larger range. The results suggest that some loss of filter coverage can be tolerated, but that it will become a major source of systematic errors when the filter coverage is limited and covers bluer supernova-frame wavelengths. The possible causes of this effect are discussed below.

A starker difference in the standardized magnitudes is seen if filters are used that are not logarithmic in their shape and relative spacing, as is shown in Figure 5. As a comparison to the logarithmically spaced filter set, we look at the filters used in the
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Figure 3. Examples of spectral reconstructions of different qualities of SALT2.2 light curve fits calculated when using logarithmically spaced filters. Spectra near maximum for three example supernovae are shown in gray. Overplotted are the spectra constructed from the SALT2 parameters fit to the supernova at a range of redshifts. The inset plots show the values for the variation in the standardized magnitudes at the corresponding redshifts. The top panel shows a supernova for which the fits vary widely, the middle panel shows a supernova for which there is moderate variation, and the bottom panel shows a supernova that SALT2 fits very similarly at any redshift.

MegaCam wide-field imager, a set of Sloan-like filters that are shown in Figure 1 and have wavelength coverage similar to that of the “finite” set of logarithmic filters. Here there is no longer any redshift where the supernova-frame filters line up with the observer-frame filters and thus there are no redshifts at which a $K$-correction can be done perfectly. Instead, there is a consistent amount of dispersion at around 0.05 mag, increasing to about 0.20 mag as wavelength coverage is lost. We find a small bias in the data, varying across redshift within about 0.02 mag between $z = 0$ and 0.7, but by an increasing amount as redder wavelength coverage is lost at higher redshifts.

We next consider the results of our analysis when using the recently released version 2.4 of SALT2 on synthetic photometry from the same three filter sets. SALT2.4 uses the same model as SALT2.2, but the templates and color law have been retrained on a larger data set, which changes both the individual fits and the ensemble average, and the error bands have been improved. As can be seen in Figure 6, at redshifts below $z = 0.6$, the results are very similar to that found using SALT2.2. Reasons for this are discussed below.

5.1. Isolating the Cause of the Results at Higher Redshifts

The high bias and dispersion seen above $z \approx 0.7$ in Figure 5 raise questions about light curve fitting when coverage of the red side of supernova’s spectra is lost at higher redshifts. Here we examine possible causes for this breakdown in $K$-correction accuracy, such as an overall offset between the calibration of SALT2 and the SNfactory data, which would lead to biased results, or dispersion in the calibration, which would lead to dispersion in the results.

First, there is uncertainty in the calibration of the data used to train SALT2. We perform a Monte Carlo simulation to test the impact of SALT2 input calibration errors following the error distribution shown in Appendix A of Guy et al. (2010). These errors are used to produce variations in the SALT2 spectral template, which are then propagated through the $K$-corrections analysis by fitting the template variations with SALT2. This gives an error on the bias equal to about 0.01 at low redshifts,
Figure 4. Bias and dispersion in the standardized magnitude variation due to \(K\)-correction errors when an “infinite” set of logarithmic filters are used with SALT2.2. Note that these are the same results as in Figure 2, shown over a greater redshift range. As a comparison, the lower panel shows, the total dispersion in the standardized magnitudes, which is what would actually be observed (this is equivalent to the dispersion in the distance moduli on a Hubble diagram).

Figure 5. Bias and dispersion in standardized magnitude variation found using the MegaCam-R09 filters with SALT2.2. Results from previous iterations using an “infinite” and a finite number of logarithmically shaped filters are shown in light and dark gray. The redshift ranges in which only two MegaCam-R09 or logarithmic filters are available with the SNfactory data are indicated in the top panel.

Increasing to about 0.04 at \(z = 1\). This uncertainty is shown for both SALT2.2 and 2.4 in gray in Figure 7. A similar effect is shown in Mosher et al. (2014), where varying the SALT2 training data and scatter model is shown to result in biased Hubble diagrams.

Next, we evaluate whether undiagnosed calibration errors might play a role in the effects seen. Dispersion in the calibration of the \(U\) band (averaging to zero) would be a plausible cause of the dispersion in the standardized magnitudes, since the light curve fit becomes more sensitive to the \(U\)-band photometry
Figure 6. Same as Figure 5 but using SALT2.4 for the light curve fits.

Figure 7. Calibration uncertainty is shown as an error band on the bias zero point, overlaid on the bias calculated using SNfactory spectra. The top panel shows the bias and calibration uncertainty calculated using SALT2.2 and the MegaCam-R09 filters, while the bottom panel shows the same results calculated using SALT2.4. The spike in the uncertainty for SALT2.4 at around $z = 0.25$ reflects the fact that at this redshift the $g$ band covers the far UV in the supernova frame where there is very large calibration uncertainty in the training data. The redshift range where each of the MegaCam-R09 filters can be used is shown in the top panel; the redshift ranges for the results in the bottom panel are the same.

when redder bands are lost. To test whether a calibration error in the SNfactory data could cause this effect, a Monte Carlo simulation was performed in which a random, Gaussian distributed calibration error with $\sigma = 0.06$ mag was added to the $U$ band of fake supernovae made using the SALT2 template. These supernovae were then placed at a range of redshifts and the above analysis was repeated to synthesize photometry and fit the standardized magnitude at each redshift. While SALT2
does not find exactly the same standardized magnitude at every redshift for each of these simulated supernovae, the variation is negligible in comparison to the results seen in Figure 5, with dispersion at about 0.005 mag. At higher redshifts, as redder filters are lost and the U band becomes more important when the MegaCam or finite logarithmic filters are used, the dispersion does increase to about 0.04 mag at $z = 1.0$, but this is still only a small fraction of the dispersion that we see from variation due to $K$-corrections (about 0.2 mag).

This suggests that more deep-seated differences between the $U$ bands of the SNfactory data and the SALT2 template must be the source of the large biases seen. The decrease in the biases seen between SALT2.2 and SALT2.4 in particular shows that the additional training material in the new version has brought the blue end of the SALT2 model closer to that of the average SNfactory supernova spectrum. Even with the new model the dispersion at higher redshifts has stayed high however. This implies that the UV spectra of Type Ia supernovae are inherently more diverse than can be accounted for by a two-parameter light curve fitter, or that there are UV subpopulations that are not represented by the spectral templates (Figure 3 shows examples in which the SALT2 reconstructions do not match the spectra in the UV). Hints of the importance of subpopulations in the UV spectra have been seen already in the literature, but this will require further study (Jha et al. 2007; Ellis et al. 2008; J. Nordin et al., in preparation).

An additional calibration test was done in which a gray calibration error was added to the SALT2 template. In this scenario, a random, Gaussian-distributed wavelength-independent error with $\sigma = 0.05$ mag was added to the spectrum. As in the previous test, SALT2 did not find exactly the same standardized magnitude at every redshift for the simulated supernovae. However, the bias and dispersion in these standardized magnitudes is again small compared to the bias and dispersion that we see in the fits to the real supernova data. Even with this conservative estimate of a possible gray calibration error, the dispersion is at most about 20% of what is seen with the real data, and the bias is negligible until filters are lost at high redshifts, where the bias increases to about 0.004, again small compared to the bias in the real data (compare to bias in top panel of Figure 5).

The $U$ band and gray calibration issues have been ruled out as causes of the dispersion seen at higher redshifts. Systematic errors in the standard star calibration of both the SALT2 training data and the SNfactory data cause uncertainty, which may explain some of the bias that is seen. The remaining bias and the dispersion must then be due to either spectral feature differences or broad band differences in the SNfactory data set and the SALT2 training set. Visual inspection suggests that both of these are in play, but further work will be required to decide quantitatively, which has the greater effect.

6. CONTRIBUTION OF $K$-CORRECTIONS TO THE TOTAL DISPERSION IN MAGNITUDE MEASUREMENTS

The effects of $K$-corrections have not been seen in the data from past photometric supernova surveys because their effects are lost in what we actually observe, which is the total dispersion in supernova standardized magnitudes, or equivalently the dispersion in Hubble diagram residuals. As a comparison, the dispersion due to $K$-correction errors is shown with the total dispersion in the supernova standardized magnitudes in Figure 4. For both logarithmically and non-logarithmically spaced filters, the dispersion in the standardized magnitudes (as opposed to the dispersion only in the $K$-correction error) is close to a constant value of about 0.15 mag across redshifts, until filter coverage is lost at higher redshifts. (This is comparable to the rms of the Hubble residuals, 0.161 mag, found in SALT2; Guy et al. 2007.) Thus, while $K$-corrections have the effect of moving individual magnitudes away from their standardized magnitudes as measured in the rest frame, these changes are subdominant to the overall spread in the data.

To test whether the results using synthetic photometry of SNfactory data agree with recent supernova searches, the total dispersion in standardized magnitudes of the redshifted SNfactory data set used here is compared to the results of the Sloan Digital Sky Survey (SDSS-II; Holtzman et al. 2008; Frieman et al. 2008; D. Rubin et al., in preparation), shown in Figure 8. The SDSS-II supernova set consists of 129 photometrically measured supernovae spread across redshifts 0.06–0.42. To compare the SDSS-II results with our own, the Hubble residuals of the standardized magnitudes fit by SALT2.2 (calculated with $\Omega_m = 0.27$) were binned and then the bias and dispersion of the Hubble residuals in each bin were calculated. The variation of the bias in the SDSS-II data is on a comparable scale with the bias variation predicted from the synthetic SNfactory distance moduli. While the dispersion in this data set is not as constant, the uncertainties on the value in each bin are consistent with a constant dispersion.

Again, the amount of dispersion in the data means that the effect of $K$-corrections by themselves cannot be seen in the total dispersion of the data set, where they are subdominant to measurement uncertainty and intrinsic dispersion. This does not, however, mean that it is not important to isolate the $K$-correction errors: future advances may reduce sources of dispersion that are currently dominating what is observed. Additionally, future supernova searches will use hundreds or thousands of supernovae to narrow the statistical dispersion of binned distance moduli (Bernstein et al. 2012; LSST Science Collaboration et al. 2009). Thus, while $K$-corrections are currently subdominant, due to the fact that they are a systematic source of bias they will become a limiting factor in precision if future searches do not address these issues, as discussed below.

7. IMPLICATIONS FOR SUPERNOVA COSMOLOGY

An important application of this study will be for high-redshift supernova analyses, requiring that our previous results be extended to higher redshifts. Doing so for an internally consistent set of logarithmically spaced filters would simply extend to higher redshifts the oscillatory behavior seen in Figure 4. A more interesting and relevant case is to address the effect of the jump from ground-based to space-based experiments when going to higher redshift, and the attendant filter choices. In this case, high-redshift supernovae observations will need to be compared to low-redshift supernovae that have been observed under different conditions. To calculate the $K$-correction errors in this situation, for the $z = 0$ zero-point measurements we will use the MegaCam-R09 filters, which are a representative of high-redshift supernovae observations at different conditions. To calculate the $K$-correction errors in this situation, for the $z = 0$ zero-point measurements we will use the MegaCam-R09 filters, which are a representative of ground-based experiments like SNLS, DES, and LSST. For the high-redshift measurements, we use two alternative filter sets that would be realistic for a space-based mission: first, a set of three filters once planned for the Euclid mission, and second, three logarithmically spaced filters that Euclid or other space missions could use instead (bottom panel of Figure 1).

Such externally imposed changes in filter spacing mean that the ground-based and space-based rest-frame wavelength coverages never line up exactly. This means that the
Figure 8. Bias and dispersion in the Hubble residuals of supernovae from SDSS-II are shown by black points with error bars, binned at intervals of 0.05 in redshift. The bias and dispersion in the standardized magnitudes of our mock supernova observations (where the median of the standardized magnitudes at $z = 0$ is used as the zero point for the bias) are shown as a comparison by the blue line and error band. Both data sets are fit using SALT2.2.

Figure 9. Bias and dispersion of the standardized magnitude variation found using SALT2.2 with the Euclid-L11 filters and a set of logarithmically shaped filters covering a corresponding wavelength range. Since these filters cannot measure low-redshift supernovae, the results from the MegaCam-R09 filters are used as the zero-redshift fiducial points. The Euclid-L11 filters approximately align with the MegaCam-R09 filters in the regions around $z = 1.05$ and 1.73 and the logarithmically spaced filters approximately align with the MegaCam-R09 filters around $z = 1.27$ and 1.9. The importance of wavelength coverage can be seen in the Euclid-L11 results, where the inclusion of the $H$ band at redshifts above 1.37 causes a large drop in the bias and dispersion.

$K$-corrections cannot be done perfectly at any redshift, but we do still see that as filters move closer and farther from approximate alignment the dispersion rises and falls (Figure 9). Though neither filter set appears particularly favored in the comparison with a MegaCam-R09 baseline, the logarithmically spaced filter set has the advantage that internally measurements can be compared exactly: a supernova will have the same supernova-frame standardized magnitude if it is, for example, observed
Bias and dispersion in the standardized magnitude variation due to K-correction errors in supernova populations shifted toward high-bias supernovae (in blue) or low-bias supernovae (in red) when using SALT2.2. The results from the MegaCam-R09 filters are used from $z = 0$ to $z = 0.8$ and the results from Euclid-L11 are used from there to $z = 2.0$. The population consists of 50% high-bias and 50% low-bias supernovae at $z = 0$ and shifts quadratically such that in the region of $z = 0.6$ to $0.8$ about 70% of the supernovae are from one population, and at $z = 2.0$, 95% of the supernovae are from one and 5% are from the other. The results with the original population are shown in black.

7.1. Impact on $w$ and the Effect of a Possible Population Shift

For applications at higher redshifts, a trend in the biases of the K-correction errors that is monotonic with redshift, such as was seen at lower redshifts in the results in using the MegaCam-R09 filters (Section 5), will be a concern when supernova searches are applied to questions in cosmology, in particular the calculation of the time variation of the dark energy equation of state ratio $w$. Subtracting out the bias found using the MegaCam-R09 filters from data in the range $0 < z < 0.8$ causes $w$ to shift by about $-0.03$ (using as a representative sample supernovae from the Union Supernova Ia Compilation; D. Rubin et al., in preparation). Since the bias has been calculated using the supernovae that we artificially redshifted, we could simply correct for it in future searches, but that assumes that the supernova population at higher redshifts is the same as the low-redshift population.

To measure the effects of a change in population, we repeated the calculation of the bias and dispersion on supernova sets where the population shifts toward a certain subset of supernovae as the redshift increases. As a simple test, the supernovae were divided into two sets, one containing supernovae with average standardized magnitude variation (using the magnitudes calculated at redshifts between $z = 0.3$ and 0.7) above the median, called the high-bias set, and one with average standardized magnitude variation below the median, called the low-bias set. We then simulated supernova sets, which at $z = 0$ would have the original population of 50% high-bias supernovae and 50% low-bias supernovae, and would then shift quadratically with redshift so that at $z = 2.0$ they would have 95% high-bias supernovae and 5% low-bias supernovae. The bias and dispersion of the supernova sets were calculated with the MegaCam-R09 filters up to $z = 0.8$ and with the Euclid-L11 filters from there to $z = 2.0$. This was then repeated with supernova sets that shift toward having more low-bias supernovae at high redshift.

The results, shown in Figure 10, indicate that even at redshifts like $z = 0.6$ where the population is only shifted from 50% to about 70% toward one population, the difference between
the biases is near 0.05 mag. At higher redshifts, the effect is more consistently large, though particularly large at the redshifts around \( z = 1.25 \) where the filter configuration gives more weight to regions of the spectrum where the two populations differ more. The difference between the bias calculated with the original population and the bias with a population shift would correspond to a change in \( w \) of \( \sim 0.03 \) when calculated with data up to \( z = 0.8 \) (again using supernovae from the Union Supernova Ia Compilation). This indicates that without some knowledge of the supernova population, attempts to correct for a bias in magnitudes due to \( K \)-correction errors will introduce a significant amount of uncertainty. It is important to note that these biases, too, always become small when there are redshifts at which the low- and high-redshift observer’s filters align (e.g., around \( z = 1 \) in Figure 10). While an accurate measurement could be made at these points, this would only be possible for a limited range of redshifts for each filter set, an expensive proposition as a way to study the variation of \( w \) with time.

8. DISCUSSION

We have isolated the component of the standardized magnitude variation due to \( K \)-corrections across a range of redshifts. These inconsistencies in the magnitudes measured are a direct consequence of the imperfect way in which the light curve fitting template is able to match the underlying spectrum of each supernova at each phase. The best fit of an individual supernova varies depending on the filter configuration with which it was observed: examination of the actual spectral time series of a supernova juxtaposed with the spectra constructed from the SALT2 fit of the supernova shows that there are differences between the data and the template fit to it at every redshift. When a fixed filter system is used over a range of redshifts, these differences move across the photometric filters, causing changes in the best fit of the parameters to the light curve. As a result we see a variation in the standardized magnitudes fit to the supernova. Biases appear in the average fitted standardized magnitudes when there is an offset between the population of the observed supernovae and the supernovae in the light curve fitter’s training set. In the current generation of light curve fitters, this may be due to the fact that the models are trained on photometry from limited redshift ranges with no spectra or with spectra from a relatively small number of supernovae. The dispersion that is seen in the standardized magnitudes, however, is an inherent effect of the fact that the flexibility of a model built with two linear components and a color law is unable to capture the diversity of Type Ia supernovae. This is reinforced by the finding in Kim et al. (2013) that a model incorporating more parameters produced a significant reduction in the dispersion.

We see then that even when using a fairly sophisticated two-parameter light curve fitter systematic errors remain. These produce significant, though currently subdominant, amounts of dispersion in supernovae magnitudes, along with bias if the fitter training set does not match the distribution of the fitted supernovae. A more precise model cannot be trained with data insufficient to capture the full range of Type Ia supernova behaviors. However, the existence of the SNfactory spectrophotometric time series suggests possible methods for improving results. As described in Section 7, the SNfactory data could be used to predict bias and subtract it out of high-redshift results, but this is limited by our knowledge of the high-redshift population. A more sophisticated approach would be using the SNfactory data as the low-redshift anchor for the Hubble diagram and performing direct matching between the SNfactory supernovae and high-redshift supernovae, eliminating the step of using a template-based light curve fitter (H. K. Fakhouri et al., in preparation). Another possibility would be to use SNfactory data to train a more complex spectral model with the flexibility to capture more of Type Ia supernova diversity, though light curves alone may not have sufficient data on which to fit such a model.

This then highlights the primary remaining issues: that we cannot currently recognize which model or observed low-redshift spectrum corresponds to a given high-redshift supernova from photometric light curves alone, and that we cannot assume that the overall population stays the same across redshifts. Future work must determine whether spectroscopy of high-redshift supernovae is necessary or if there are unique photometric indicators beyond the currently employed light curve width and color that can be used to identify a given supernova among the diverse range of possible Type Ia supernovae.

9. CONCLUSION

We have calculated the variation in distance moduli due to \( K \)-corrections for filter sets of various configurations and with wavelength coverages selected for low to mid-range and high-redshift supernovae. We find that the dispersion and bias in the distance moduli are the most predictable and the most constrained when we use logarithmically shaped filters that are sufficiently numerous to ensure that the full wavelength range of the supernovae is covered. However, this variation in the distance moduli is a symptom of using a template that lacks the flexibility to span the diversity of Type Ia supernovae, meaning it will occur at most redshifts regardless of the choice of filters. While we have used the two-parameter light curve fitter SALT2 in this analysis, no other current fitters provide different methods that would resolve the issues seen here. Thus, the results show that if we use photometry and simple template-based light curve fitters, we must expect that errors in our magnitude measurements will be propagated into cosmology measurements.

A supernova spectral time series template trained on low-redshift spectrophotometry from the SNfactory should be capable of making an improvement in the bias of distance moduli due to \( K \)-corrections, but would be handicapped by lack of information concerning shifts in the supernova population. In this case then, we would need to spot check our high-redshift photometry for changes in supernova population or environment, which would be expensive. Another possibility for improving results would be redundant, overlapping filters, but this is also expensive. Nevertheless, in order to accurately measure high-redshift supernovae, future searches must have a way to identify and account for population drift, and this may in the end require partial or complete spectrophotometry.
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