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Abstract

Context modeling and recognition represent complex tasks that allow mobile and ubiquitous computing applications to adapt to the user’s situation. The real advantage of context-awareness in mobile environments mainly relies on the prompt system’s and applications’ reaction to context changes. Current solutions mainly focus on limited context information generally processed on centralized architectures, potentially exposing users’ personal data to privacy leakage, and missing personalization features. For these reasons on-device context modeling and recognition represent the current research trend in this area. Among the different information characterizing the user’s context in mobile environments, social interactions and visited locations remarkably contribute to the characterization of daily life scenarios. In this paper we propose a novel, unsupervised and lightweight approach to model the user’s social context and her locations based on *ego networks* directly on the user mobile device. Relying on this model, the system is able to extract high-level and semantic-rich context features from smartphone-embedded sensors data. Specifically, for the social context it exploits data related to both physical and cyber social interactions among users and their devices. As far as location context is concerned, we assume that it is more relevant to model the familiarity degree of a specific location for the user’s context than the raw location data, both in terms of GPS coordinates and proximity devices. We demonstrate the effectiveness of the proposed approach with 3 different sets of experiments by using 5 real-world datasets collected from a total of 956 personal mobile devices. Specifically, we assess the structure of the social and location ego networks, we provide a semantic evaluation of the proposed models and a complexity evaluation in terms of mobile computing performance. Finally, we demonstrate the relevance of the extracted features by showing the performance of 3 different machine learning algorithms to recognize daily-life situations, obtaining an improvement of 3% of AUROC, 9% of Precision, and 5% in terms of Recall with respect to use only features related to physical context.
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1. Introduction

The increasing computational and sensing capabilities of mobile devices, along with their pervasiveness in our daily lives, have contributed to the rapid expansion and evolution of the Internet at its edges [1]. Specifically, mobile systems do not represent only the data collection point for a subsequent centralized elaboration, but they are becoming the core of the data modeling and processing, by exploiting on-device computation capabilities [2, 3]. This new paradigm creates additional opportunities for the development of novel pervasive and context-aware mobile applications which can benefit from low-latency device-to-device communications and sensing capabilities of modern mobile devices. Examples of these applications include networking services, like data dissemination algorithms [4] and forwarding protocols [5], but also application-oriented services like mobile health systems [6, 7], intelligent transportation systems [8], augmented reality applications [9], and pervasive recommender systems [10, 11].

Context-awareness represents the key feature of such applications. Specifically, the great variety of sensors embedded in modern mobile devices (e.g., smartphones and wearables) provides essential information to recognize different aspects of the user’s daily life, including, for example, movements and body postures [12] and daily life situations [13]. According to Rawassizadeh et al. [3], processing user’s data directly on the local device provides several advantages. Firstly, it allows both the device and the applications to quickly adapt their behavior according to the user’s situation and needs. Since the mobile environment can be particularly dynamic, the application scenario in which the device is employed might rapidly change according to our daily activities. Secondly, user privacy can considerably benefit from the use of such a decentralized approach [14]. In fact, traditional client-server solutions may demotivate privacy-aware people to use pervasive applications since a third-party entity will be in charge of storing and processing their data, thus requiring additional mechanisms to safeguard their privacy [15]. On the contrary, shifting the computation from remote servers to the user device allows the system to preserve her privacy, avoiding trusting external entities. In the last few years, such advantages have been found in several application domains, including IoT [16], healthcare [17], and smart-cities [18], thus highlighting the need for a paradigm change. Finally, on-device analysis has been proven to be more energy-efficient than offloading the data processing to remote infrastructures, especially when the size of the data grows [19].

Among the possible context information, social relationships and location are two of the most relevant features proposed in the literature to model the user’s context in mobile environments [20, 21]. They can be particularly effective not just to recognize the user’s daily activities, but also to characterize her
preferences and needs based on the place she is currently visiting and with whom. However, existing solutions to extract such information from user’s data strongly rely on a centralized approach. Social relationships among users are typically modeled from a global point of view, analyzing a big amount of data collected through crowd-sensing techniques to identify, for example, communities of users with similar interests or behaviors [22]. On the other hand, the user’s location is usually characterized by labels associated with geographical coordinates on centralized databases (e.g., Foursquare1 and Google Places2). Such approaches mainly provide general-purpose results without taking into account the individual characteristics and needs of the single user. Instead, it would be really useful to associate to a location or a person the familiarity degree of the local user. This would provide a personalized evaluation of the social and location contexts that could further optimize the final application.

In order to fill this gap, in this paper we investigate the use of the ego network model to characterize both the user’s social context and location information as an efficient, unsupervised, and lightweight approach to mine high-level and semantic-rich context features derived from smartphone-embedded sensor data, by performing the entire processing on the mobile device. An ego network is a special type of graph with a star topology that typically describes the relationships between an individual (ego) and its peers (alters) [23], in which the alters are organized in a hierarchical structure based on their interaction frequencies with the ego. Such a characteristic makes the ego network a simple but effective tool to automatically discriminate between relevant and casual ego-alter links, without requiring a learning phase or fixing thresholds during the system design. To the best of the authors’ knowledge, this is the first time ego networks are used to model both the user’s social context and her visited locations in mobile and distributed computing.

Another important difference with existing solutions is the type of data used to define these models. In this case social context and location information are based on data derived from smartphone-embedded sensors and from the user interaction with her personal mobile device. As shown in Figure 1, we envision the implementation of the proposed models as part of a pre-existing middleware architecture [13], which includes all the necessary components to perform the context-recognition task directly on the user’s device: a Sensing Manager (SM) layer that unobtrusively collects context data from both physical and virtual sensors available on mobile devices, a Context Modeling (CM) layer aimed at processing raw sensor data to extract meaningful features to characterize the user’s context; and a Context Reasoning (CR) layer that relies on such features to recognize the user’s context by using machine learning models, including both unsupervised clustering solutions [24, 25] and pre-trained supervised classifiers (e.g., Random Forest and Artificial Neural Networks [26, 27]).

Specifically, we propose the Social Context and Familiar Places modules...
that are especially designed to be executed online on the mobile device and automatically updated when new data is available. The Social Context component models the user’s social relationships by creating an ego network based on heterogeneous social signals, including applications data (e.g., calls and messages), face-to-face interactions, and activities performed on Online Social Network platforms (OSN). The underlying idea of combining such heterogeneous data sources has its origin in the cyber-physical convergence theory: according to Conti et al. [28], mobile devices act as gateways between the physical world around us and the virtual world of the Internet, making them deeply interwoven, constantly interacting with each other. However, previous works on ego networks only focus on one dimension of the user’s social context, modeling her social relationships either offline [29] or online [30], mainly trying to demonstrate
the correspondence between physical and virtual social relationships. On the contrary, in our case the idea is to create a unified model that combines both dimensions, thus characterizing different aspects of the user’s social context while using the mobile technology.

To be effective, the Social Context module must be able to identify the alters in the social signals collected by SM. To this aim, each user must be associated with unique identifiers, such as her OSN ID, phone number, and MAC addresses of the available wireless interfaces of her mobile device. This can be achieved by using a fully-distributed approach, allowing the mobile devices to share the required information among them through the use of device-to-device (D2D) communication channels. This implies specific procedures to ensure both the compliance with the user’s privacy management and the secure communication of personal information. Specifically, the user’s identifiers can be encrypted by the middleware and shared with other devices in proximity by using the available D2D technologies, such as Wi-Fi Direct (WFD) and Bluetooth LE (BLE) Services [31, 32]. Upper layer applications do not need the access to this information, and the middleware can maintain only the encrypted identifier in order to guarantee pseudo-anonymization. In this way, through a fully distributed approach the user maintain a local control on her personal data, finely selecting which information to share through the middleware settings.

Similar to the Social Context module, the Familiar Places component relies on the ego networks to model the level of familiarity of the user’s locations based on their visiting frequencies. For example, the user’s home and workplace could be the locations in which she spends the majority of her daily time, while occasionally visited locations might represent specific shops or restaurants. This module creates two distinct ego networks where the alters represent GPS locations and smart devices in proximity, respectively. Creating specific models for different location data sources allows the Familiar Places module to analyze the user’s location from two distinct perspectives. On the one hand, the GPS-based ego network aims at characterizing outdoor places, where the GPS signal is typically high enough to accurately identify her geographical location. On the other hand, when the user is located inside a building, the proximity-based model is crucial to characterize the nearby environment by creating a sort of fingerprint of the place based on the wireless-enabled smart devices available in the nearby (e.g., Wi-Fi Access Points, printers, and home personal assistants). In this way, our approach is able to automatically identify the most familiar places of the user, extracting semantic-rich features without relying on external services.

To validate the proposed approach, we firstly analyze the structure of the Social Context and Familiar Places ego networks by using 5 real-world datasets collected by a total of 956 personal mobile devices. We also assess the ability of both modules to extract semantic-rich features by using the Ground Truth contained in 3 of the considered datasets. Then, we provide a complexity analysis aimed at demonstrating the feasibility of the models’ execution on resource-constrained devices. Finally, as a proof-of-concept application, we show how the extracted features can be used to improve the recognition of daily-life activities.
based on smartphone-embedded sensor data and machine learning classifiers.

In summary, the paper provides the following contributions:

- The introduction of ego networks in mobile context modeling demonstrating their efficacy to extract semantic-rich features from mobile sensor data describing social context and location information.

- The experimental evaluation of the effectiveness of the proposed solutions on 5 public datasets collected from real mobile devices.

- A theoretical and empirical evaluation of the time complexity of the execution of the proposed models on resource-constrained devices.

- A real application scenario in which the extracted features improve the performance of 3 machine learning classifiers commonly used for context-recognition to identify daily-life activities from smartphone sensors data.

The remainder of the paper is organized as follows. In Section 2, we present the related works referring to both mobile sensors features extraction and ego networks applications. Section 3 presents the proposed models for Social Context and Familiar Places. Section 4 outlines the experimental settings used to validate the proposed solutions and discusses the obtained results. Section 5 describes the models’ complexity evaluation to demonstrate their mobile computing performances. Then, in Section 6 we present a use-case scenario demonstrating the performance of machine learning classifiers in recognizing the user’s context based on the selected sensor data. Eventually, in Section 7 we draw our conclusions and present some directions for future works.

2. Related work

The novel contributions of this paper with respect to the state of the art include multiple aspects. First of all, it introduces a new way to analyze mobile sensor data, both physical and virtual, and extract relevant features to characterize the social context of a user and her visited locations. In addition, it presents the first attempt to use ego networks to extract those features. For these reasons, this section will briefly discuss the state of the art both in sensing data analysis for context recognition and ego networks modeling.

As far as sensing data analysis is concerned, most of the previous works mainly focus on human activity recognition. In those cases, raw sensors data is firstly processed to extract descriptive statistics that characterize the current user’s activity, including average value, absolute difference, time between peaks, and distribution’s skewness. Then, those features are commonly used as input to machine learning classifiers to infer high-level semantics from data. For example, Voicu et al. [33] used three motion sensors commonly available on smartphones (i.e., accelerometer, gyroscope, and gravity sensor) to recognize different labels related to the user’s gait (e.g., walking, running, and sitting), while Zebin et al. [27] recognized similar activities by using wearable inertial sensors and a deep
learning model. Moreover, physical sensors are also broadly used to identify transportation modalities (e.g., walk, run, bike, bus, and train) \cite{34, 35}, and to characterize different well-being and health conditions of the user, including sleep quality \cite{36} and stress level \cite{37}.

However, the user’s context in mobile environments refers to more complex activities describing, for example, daily life situations as working, shopping, or watching a movie with friends. Modeling such contexts requires the fusion of a heterogeneous and broad set of data extracted from not just physical sensors, but also virtual sensors characterizing the interactions between the user and her device, and the surrounding environment including, for example, the list of running applications, the device hardware status, and the list of other devices in the nearby. Recently, only a few researchers have investigated the use of high-dimensional data to recognize daily activities and behavioral patterns \cite{38}.

For instance, Vaizman et al. \cite{39} proposed a multi-layer perceptron to recognize daily-life situations (e.g., At home, Cooking, and Computer work) based on the fusion of different context signals collected from both smartphones and wearable devices, including motion sensors, phone state (e.g., running application and Wi-Fi connectivity), audio recordings, and the user’s GPS coordinates. On the other hand, other researchers combine such information with data collected from external sensors available in the nearby to detect human behaviors in smart environments \cite{40, 41}.

Social context, in terms of interpersonal relationships with other users, has been underestimated by previous works in shaping the user’s daily activities, even though it has been proved in the literature that there is a strong correlation between human activities and social data \cite{42}. In fact, modeling the user’s personal network of social relationships can greatly contribute to highlight the differences among the contexts in which she can be involved in mobile scenarios (e.g., working with colleagues, or chatting with friends). To this aim, social networks analysis can be performed at the (i) macroscopic level, which investigates the global properties of the whole structure of social networks, and at the (ii) microscopic level, that aims at characterizing the social networks of single individuals, taking into account only the portion of the network composed by the set of relationships of a particular user \cite{43}. Since we are interested in modeling the user’s social context in mobile environments, we mainly focus on the latter one, with particular reference to the use of ego networks \cite{44}.

According to the sociological theory postulated by Roberts and Dunbar \cite{45, 46}, the social ties of an ego network do not have the same relevance. Each individual has only a few strong links and many more weak ties, due to the limited human cognitive capacity to handle too many social relationships \cite{47}. A visual representation of the ego network structure is shown in Figure 2: the ego is placed at the center of four or five concentric circles (also called layers) in which the alters are distributed according to the strength of their social ties with the ego. The innermost circle (support clique) is the smaller layer, containing only a few alters representing the strongest social relationships of the ego. The second layer (sympathy group) contains those people that can be considered as close friends. The third circle (affinity group) is composed by casual friends and
Figure 2: Structure of an ego network. The red circle in the center represents the ego, while the white ones are the alters. The links between the ego and its alters are depicted based on their strength: thicker is the line and stronger is the relationship between the ego and the specific alter.

extended family members, while the last layer (active network) includes people with whom the individual has occasional social interactions. The ego network model has been successfully used to characterize the social relationships in both OSN platforms, like Facebook and Twitter, and offline social networks, based on surveys, phone call logs, and Bluetooth proximity. However, to the best of our knowledge, their application to model social relationships in a combination of the two worlds has not yet been explored.

As far as location information is concerned, its use as context information has been well investigated to facilitate the provisioning of personalized services, including location-based marketing, social networking, and recommendations. For example, Do and Gatica-Perez presented a framework for predicting future user’s location and which mobile applications she will use by exploiting different contextual information from smartphone sensors, including the user’s locations history. On the other hand, Niu et al. have recently proposed a clustering-based approach to discover significant places for the mobile user by analyzing her spatial and temporal trajectories. Even though current solutions are effective in mining meaningful information from raw GPS traces, they are ultimately based on centralized approaches, where a big amount of data are processed by using offline techniques. Moreover, grouping GPS coordinates in clusters is effective to attenuate the approximation error introduced by the positioning system available on commercial mobile devices, but this approach is inadequate to discriminate between relevant and casual locations for the user. To this aim, in this work, we propose the use of ego networks as an unsupervised and online model to effectively characterize the user’s location by extracting valuable information from mobile sensors data by taking into account her behavior and habits. In the last few years, several works propose to use ego networks to study a broad set of phenomenons, including human migrations, transportation modalities, language production, and...
3. Modeling the user’s social context and familiar locations

The modeling process implemented by both the Social Context and Familiar Locations modules is graphically represented in Figure 3 which can be summarized in the following 4 main steps:

1. Sensor data is processed to identify the so-called active-alters, which, in our case, represent either other people with whom the local user is interacting with, or visited locations;
2. for each active alter, a relevance weight is computed, based on its past interactions with the ego (i.e., social interactions or visits);
3. the ego-network model is updated to reflect the changes in the user’s social relationships and her familiar locations, by possibly re-organizing the alters among its layers based on the new computed weights;
4. the active alters are classified according to their position in the ego-network, and a set of features is generated to characterize the user’s social context and her location.

In the following sections we present the details of both the modules, describing how the alters’ weights are computed and how the ego networks are dynamically updated as soon as new context data is available from the underlying sensors. Moreover, Table 1 describes the main notation used to define the proposed models.

3.1. The Social Context module

The Social Context module characterizes the user’s social relationships relying on the typical hierarchical structure of the social ego networks model, but exploiting both physical and cyber interactions. On the one hand, OSN represent an invaluable source of social data to characterize the user’s virtual social relationships. On the other hand, sensing information including proximity data and phone calls/SMS logs (or, more generally, messaging applications logs) are
Table 1: Notation used in the definition of the Social Context and Familiar Places modules. Here, $e$ indicates the ego (i.e., the local user), while $a$ represents an alter.

| Scope       | Symbol | Description                                                                 |
|-------------|--------|-----------------------------------------------------------------------------|
| Social Context | $\omega_v(e, a)$ | virtual social weight between $e$ and $a$                                    |
|   | $\omega_p(e, a)$ | physical social weight between $e$ and $a$                                    |
|   | $\omega_s(e, a)$ | overall social weight between $e$ and $a$                                    |
|   | $S_v$ | set of OSN data sources                                                      |
|   | $S_p$ | set of physical social data sources                                          |
|   | $I_s(e, a)$ | number of social interactions between $e$ and $a$ for the data source $s$ |

Familiar Places

| Symbol | Description                                |
|--------|--------------------------------------------|
| $\omega_l(a)$ | proximity-based weight of $a$               |
| $n_a$ | number of times $a$ has been in proximity of $e$ |
| $\Delta_{t_1, t_2}$ | difference between the timestamps $t_1$ and $t_2$ |

essential to model social interactions in the real life. For this reason, we decided to model the users social interactions by using the following data sources: (i) phone calls and SMS logs, (ii) proximity data, and (iii) activities performed by the user on OSN platforms.

The first step to build the ego network of an individual is to estimate the strength of the social ties with its alters. In this regard, several studies have highlighted that the number of interactions between two subjects is a valid indicator of the strength of their social relationship [60]. Based on this consideration, to model the strength of the user’s social ties in the cyberspace, we take into account different activities performed by the users on OSN, including comments, reactions (e.g., likes) and people mentioned (i.e., tagged) in her shared contents. Formally, the strength of the virtual social link between the ego $e$ and an alter $a$, $\omega_v(e, a)$, is calculated as follows:

$$\omega_v(e, a) = \sum_{s \in S_v} I_s(e, a),$$  \hspace{1cm} (1)$$

where $S_v$ is the set of the aforementioned OSN data sources, and the function $I_s(e, a)$ calculates the number of interactions between $e$ and $a$ for a given data source $s \in S_v$.

On the other hand, to characterize the user’s physical social links we calculate the number of interactions with other people based on mobile applications, including also phone calls and SMS logs, and face-to-face contacts inferred by using wireless communication technologies. Specifically, we consider both Bluetooth/Bluetooth-LE (BT) and Wi-Fi Direct (WFD) scan data related to personal mobile devices of other people that are close enough to suppose to have a social interaction with the local user. To this aim, the Social Context module firstly filters out data related to devices with a signal strength (RSSI) less than $-65$ dBm. According to the literature [61], such a RSSI threshold allows us to take into account only those proximity data that represent face-to-face interac-
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tions among the users, both in indoor and outdoor scenarios. However, wireless scans can be noisy since the local user might be in proximity of wireless-enabled but not personal devices, such as smart TVs, printers, smart bulbs, and home assistant devices (e.g., Amazon Alexa and Google Home). Therefore, we finally select only personal mobile devices (e.g., smartphones and wearables) based on their functionalities information provided by the respective wireless technologies, that is, the Bluetooth Class ID \footnote{https://www.bluetooth.com/specifications/assigned-numbers/baseband} for BT, and information shared through Wi-Fi Direct Services (i.e., UPnP \footnote{https://openconnectivity.org/developer/specifications/upnp-resources/upnp} and Bonjour \footnote{https://developer.apple.com/bonjour} networking protocols) for WFD.

Similarly to the virtual social links, we define the strength of the physical social relationship between the ego $e$ and an alter $a$, $\omega_p(e, a)$, as the number of the their interactions through mobile apps (including phone calls and SMS), and physical proximity as follows:

$$\omega_p(e, a) = \sum_{s \in S_p} I_s(e, a),$$

where $S_p$ is the set of considered physical data sources, and $I_s(e, a)$ represents the number of interactions between the two users for the given data source, e.g., the number of times they had a phone call, or a face-to-face contact. Finally, the overall strength of the social link between $e$ and $a$ is given by the linear combination of the previous weights as follows:

$$\omega_s(e, a) = \lambda \cdot \omega_v(e, a) + (1 - \lambda) \cdot \omega_p(e, a),$$

with a parameter $\lambda$ governing the relative importance of the virtual and social interactions, respectively.

Such a simple definition of the alters’ weights allows our solution to quickly process the sensors data directly on the mobile device, updating the model as soon as the user’s context changes. Indeed, every time new social data is available, the Social Context module firstly extracts the list of users with whom the local user is interacting with, called active alters. Then, for each active alter, the corresponding social weight is computed according with Equation 3. Please note that, for this step, the full history of past interactions between the local user and her alters is not required. On the contrary, for each alter, the Social Context module keeps in memory only the last computed weight, which is incrementally updated as soon as new social interactions are identified.

Once the social weights of the active alters have been computed, the user’s social ego network can be dynamically updated by using Algorithm \footnote{https://developer.apple.com/bonjour} which requires as input the following 5 arguments: (i) $A = [w_1, w_2, \ldots, w_n]$, the ranking of previously computed alters’ weights sorted in descending order; (ii) $W = [w_{a1}, w_{a2}, \ldots, w_{an}]$, the active alters’ weights; (iii) $E$, the current ego network model; $l$, the number of layers of the ego network, and $\eta$, a parameter.
Algorithm 1 Ego Network dynamic update

1. **Input**
2. \( A \) ranking of the alters’ weights (descending order)
3. \( W \) active alters’ weights
4. \( E \) current ego network
5. \( l \) number of layers
6. \( \eta \) maximum number of alters to keep in \( E \)
7. **function** `UpdateEgoNet(A, W, E, l, \eta)`
8. \( A' \leftarrow A \cup W \) \( \triangleright \) Update \( A \) with the new weights
9. if \( A'_\eta \neq A_\eta \) then \( \triangleright \) \( A_\eta = \) first \( \eta \) elements in \( A \)
10. \( E \leftarrow HC(A'_\eta, l) \) \( \triangleright \) Hierarchical Clustering in \( l \) layers
11. end if
12. \( A \leftarrow A' \)
13. **return** \( E \)
14. **end function**

that indicates the maximum number of alters to use to build the social ego network. The algorithm firstly updates the alters’ weights ranking with those of the active alters. Then, only if the new weights modify the first \( \eta \) positions of \( A \), the ego network model must be re-calculated because the user’s social relationships might be changed since the last update. To this aim, the first \( \eta \) weights are clustered by using the Hierarchical Clustering approach \[62\], which produces as output the layered structure of the user’s ego network, where the innermost circles host the alters with whom the user has social interactions more frequently (e.g., close friends and colleagues), while occasional interactions (e.g., acquaintances) are located in the outer circles. In other words, the parameter \( \eta \) is required to keep the model accurate and its update as fast as possible, taking into account only the most relevant interactions between the ego and her alters.

The presence of the threshold \( \eta \) finds its ground reason in the anthropological literature. In fact, according to the *social brain hypothesis* developed by Dunbar \[63\] and verified in several experiments \[64, 65\], to model the user’s social relationships, \( \eta \) can be surely set to 150, which represents the human cognitive limit to the number of people with whom an individual can maintain stable social relationships. Such characteristic allows the model to dynamically keep track of the changes in the structure of the user’s social relationships. The more the ego interacts with an alter \( a \), the more \( a \) will rise in the ranking, thus becoming part of her ego network. On the contrary, when the interactions between the ego and \( a \) become less frequent, the alter will be gradually moved to the outer circles of the network, until it completely leaves the social network when its position in the ego’s ranking overtakes the threshold \( \eta \).

Once the model is updated, the active alters can be finally classified based on the layers of the user’s ego network in which they are located. At a given time \( t \), the final output of the Social Context module is an array \( SCI_t = [aa_1, aa_2, \ldots, aa_l] \), where each element, \( aa_i \), represents the percentage of ac-
Figure 4: Recognition of the user’s social context. People interacting with the local user (called active alters) are extracted from the social data sources available in the Sensing Manager and they are classified by using the ego network model based on the past interactions. The output generated by the Social Context module at a given time $t$, $SC_t$, represents the percentage of active alters in each layer.

For example, consider that in a given time window $t$ the local user is having a face-to-face interaction with two colleagues ($b$ and $c$), while she also receives a message from an old friend ($a$) she hasn’t heard from for a long time. Such information is firstly extracted from the raw sensor data; then, based on the social weights calculated by using Equation 3, $b$ and $c$ are placed in the 2nd and 3rd layers of the network, respectively. Instead, $a$ is located in the outermost ring, due to her limited amount of interactions with the local user. Finally, our solution classifies the relevance of the current active alters for the local user based on the layers in which they are placed in the ego network, thus producing as output the array $SC_t$, which clearly indicates that the ego is interacting with three different people located in the 2nd, 3rd, and 4th circles, respectively.

Even though our solution does not assign a semantic label to the active alters (e.g., relative, colleague, or friend), the information contained in the output array is sufficient to model the user’s social context in the mobile environment. Such information can be directly used by both the local device and third-party applications to adapt their functionalities according to user’s social context changes, or it can also be combined with other contextual features to recognize higher-level information, such as the user’s behavior, her preferences, or the general situation in which she is currently involved.

3.2. The Familiar Places module

Among the available context information, location is one of the most common features proposed in the literature to characterize the user’s context in the mobile environment [20, 21]. However, geographical coordinates (i.e., latitude and longitude) simply represent a point in the space, which does not contribute
to the recognition of the user’s situation. In the literature, this drawback has
been typically addressed by associating a semantic label with GPS data, thus
describing the corresponding most likely point of interest (e.g., restaurant, park,
or bar) \[66, 67\]. However, also this approach presents several shortcomings.
Firstly, the selection of the most likely point of interest can be inaccurate due
to the GPS approximation error, but also because it does not take into ac-
count the unique characteristics of the local user, including her preferences and
past behavior. Moreover, it strongly relies on external services to select the
most suitable label for a given location, potentially exposing the user to privacy
leakages. On the contrary, we propose a valid alternative to characterize the
user’s location by keeping both the user’s data and the computation on her
local device, exploiting the ego network model to dynamically identify the most
relevant locations for the user based on her visit frequencies, without the need
of semantic labels collected from external services.

The user’s location can be characterized not only by using GPS coordinates,
but also taking into account other sensors data that describe the nearby environ-
ment, such as the list of Wi-Fi Access Points (APs) and other wireless-enabled
devices in proximity. For example, smart TVs and personal home assistants
are common in domestic environments, while the presence of wireless printers
in the nearby could indicate that the user is located in a workplace. The Fa-
miliar Places module relies on such information and on the layered structure
of ego networks to model the familiarity degree of the venue in which the user
is currently located. A familiar place can be defined as a geographical area or
surrounding environment where the local user spends a relatively long time pe-
riod of her daily life, with a certain frequency. To this aim, we propose the ego
network of locations model that automatically recognize the familiarity level of
the user’s locations based on both geographical and proximity data.

Figure 5a shows the high-level architecture of the Familiar Places module. It
is composed by two main elements: the Proximity based and GPS based modules,
each of them creating an ego network specialized on specific context information.
While both the modules rely on Algorithm 1 to incrementally update their ego
networks as soon as new context data is available, they mainly differ on the type
of data used to represent the alters. The former model infers the familiarity
degree of a location based on the presence of familiar devices in proximity. In
this case, the alters distributed among the ego network’s circles represent the
devices discovered through the use of both BT and WFD scans, and the ego-
alter links are weighted according to their contact frequencies with the local
device. In other words, the more often a device is discovered in proximity of
the user, and the more familiar the corresponding location will be. However,
as we pointed out in the previous section, wireless scan results can be noisy,
including devices that are not relevant for inferring the user’s location. To
this aim, similarly to the filtering procedure performed by the Social Context
module, we take into account only the context information related to smart
objects in proximity, including printers, smart bulbs, and smart TVs, based on
the information collected by using the WFD and BT communication protocols.
Therefore, we define the strength of the link between the ego and an alter a,
\( \omega_l(a) \), as the total time the two devices have been in proximity of each other, multiplied by the number of their contacts. Formally, we define \( \omega_l(a) \) as follows:

\[
\omega_l(a) = \begin{cases} 
(n_a + 1) \cdot \Delta_{t_{a-1}, t_t} & \text{if } \Delta_{t_{a-1}, t_t} \leq \delta \\
(n_a + 1) & \text{else}
\end{cases}
\]  

(4)

where \( n_a \) is the number of times the device \( a \) has been discovered in proximity of the local user, \( \Delta_{t_{a-1}, t_t} \) represents the difference between two timestamps, and \( \delta \) is the maximum time to consider two different observations as part of the same contact window. This formulation allows the system to keep in memory only a small amount of information for each alter (i.e., \( \omega_l(a) \), \( n_a \), and \( a_t \)), and to update its associated weight as soon as new data is collected from the sensors available on the mobile device. Finally, the ego-alter weights calculated with Equation 4 are then clustered by Algorithm 1 to define the hierarchical structure of the ego network, and consequently classify the user’s location based on its familiarity degree.

On the other hand, the GPS based module implements a different approach, inferring the user’s familiar places by processing GPS data. Similarly to the previous model, we use the ego network to discriminate between familiar and occasional venues visited by the user. However, due to GPS approximation errors, geographical data can be particularly noisy, and different coordinates can actually represent the same place. To cope with this issue, we firstly cluster raw GPS data to identify the actual location visited by the user, and then we build the ego network of locations by using the clusters centers as alters (as shown in Figure 5b).
It is worth noting that, theoretically, GPS clusters can be identified by using every density-based clustering algorithm, such as the well known DBSCAN \cite{68}. However, traditional (i.e., offline) clustering requires to keep all the data samples in memory and to process them several times to find the best clusters’ configuration that optimizes a given metric (e.g., the average squared Euclidean distance in K-means), which is not feasible for memory-constrained devices like smartphones and wearables. Therefore, to preprocess the GPS data on the local device, the GPS based module relies on COMPASS, an online clustering algorithm we recently proposed in the literature to identify hidden patterns from mobile sensors data streams \cite{24}. The algorithm has been compared with the state-of-the-art, both for offline and online clustering approaches, demonstrating to outperform the reference algorithms. Specifically, it uses each observation only once to update its model, and keeps in memory only the necessary information to describe each cluster (i.e., center, radius, and density), instead of processing all the data samples several times to identify the clusters’ configuration.

In this case, the cluster’s density is calculated by using Equation 4, thus representing both the number of times the local user has visited the venue represented by the identified cluster and the total amount of time she spent in that location. Then, the clusters’ centers are considered as alters and further processed by Algorithm 1 to extract the layered structure of the GPS-based ego network, thus automatically discriminating between familiar and occasional venues.

At a given time $t$, the final output of the Familiar Places module is represented by two distinct arrays, $\mathbf{FPP}_t$ and $\mathbf{FPG}_t$, representing the familiarity level of the current user’s location with respect to the list of devices in proximity and GPS coordinates, respectively. Third-party applications, as well as other middleware components, can easily request to the Familiar Places module which output array they prefer to use to characterize the user’s location, even selecting both of them to model the user’s context by taking into account a broader set of features.

4. Experimental evaluation

In this section, we perform two different types of experiments to evaluate the effectiveness of the proposed Social Context and Familiar Places modules to correctly describe the user’s social context and location in terms of extracted features from mobile sensors data. As a first step, we assess the structure of both social and location ego networks by using 5 real-world datasets collected from commercial smartphones. Specifically, we identify the exact number of layers required to model the user’s social relationships and familiar places in the mobile scenario, by analyzing in detail how the alters (i.e., both people and locations) are distributed among those layers and comparing our findings with the reference literature.

Then, we differentiate our proposal from the related works by providing a semantic evaluation of the models. In fact, previous works typically validate only
the structural characteristics of the ego networks (i.e., their topology) because they extract the social interactions from big data, where the Ground Truth relationships among the users are unknown (e.g., data crawled from OSN). On the contrary, we use smaller datasets, but containing the true nature of the social relationships and the relevance of the visited locations for the local user. This allows us to validate the distribution of the alters among the ego network’s layers from a semantic point of view, assessing, for example, that the most important social relationships of the user and her most familiar places are correctly located within the first layers of the ego network, while the model gives less importance to weak social ties and occasionally visited venues, placing them in the outermost layers of the network.

4.1. Datasets

In order to perform reproducible experiments, we use the following real-world and publicly available datasets that have been collected from personal mobile devices, including both smartphones and smartwatches:

**Friends & Family (FF)**: this dataset is part of the *Reality Commons* project[^6] and it has been collected in 2011 by the MIT Human Dynamics research group to investigate how people social behaviors affect different aspects of their life, including financial status, physical activity and daily-life decisions[^69]. The researchers deployed a sensing application on the personal smartphones of 130 volunteers for over a year, and the resulting dataset includes continuous collection of over 25 phone-based signals, including location, Bluetooth-based device proximity, communication activities (i.e., phone calls and messages), and running applications.

**Copenhagen Networks Study (CNS)**: contains social data collected from the personal mobile devices of 700 university students over a period of four weeks in 2019 and it is accessible from the figshare repository[^70]. Specifically, it includes information related to Bluetooth-based proximity, phone calls, text messages, and Facebook friendships among the participants. The main purpose of collecting such information was to study different characteristics of human social systems, such as modeling temporal social networks, investigating the spreading of information on social networks, analyzing and modeling human mobility, and understanding the interplay between mobility and social behavior[^70].

**ExtraSensory (ES)**: is composed by multi-dimensional sensors data generated by the smartphones of 60 subjects. ES dataset has been collected in 2015-2016 to validate context recognition algorithms in-the-wild, and promoting practical applications that work in real-life mobile settings[^71].

[^6]: http://realitycommons.media.mit.edu
[^70]: https://doi.org/10.6084/m9.figshare.7267433.v1
[^71]:
The dataset is freely available on the reference website, and it contains a total of 300 minutes of measurements, where each data sample is composed by 228 features extracted from both physical and virtual sensors, including accelerometer, gyroscope, user location, and phone conditions (e.g., app status, battery level, and Wi-Fi availability).

**MyDigitalFootprint (MDF)**: similarly to ES, MDF dataset has been collected in 2018 to model and recognize the user’s context in mobile environments. It is available on Github, and it includes two months of measurements and information collected by the personal mobile devices of 31 volunteer users, in their natural environment, without limiting their usual behavior. Specifically, 25 volunteers were high-school students of three different cities, while 7 were researchers and Ph.D. students working in the same research center. Compared to ES, MDF contains also relevant information that can be used to characterize the users’ social context and preferences, including Wi-Fi Direct and Bluetooth proximity data, along with information related to the users’ activity on Facebook.

**UbiqLog (UL)**: this dataset has been collected in order to characterize daily-life events by using smartphone-embedded sensors, and it is available on the public UCI Machine Learning repository. The data collection has been conducted in 2013 with 35 participants, for a period of one month. During this period, a mobile application installed on the volunteers’ devices monitored different sensors and events, including running applications, text messages, user’s location, physical sensors (e.g., accelerometer and compass), Bluetooth devices and Wi-Fi Access Points in proximity.

### 4.2. Social Context evaluation

The first step in building the user’s ego network is to set the number of circles in which the alters will be distributed. This parameter usually depends on the type of social interactions considered to model the social ties among the ego and the alters. While social networks in the physical world are commonly characterized by four layers, five circles are a common finding for OSN. Since our objective is to model all the aspects of the users’ social context in the mobile environment by taking into account social interactions in both physical and cyber worlds, we firstly need to find the optimal number of circles to use in our model.

To this aim, we combine the different social signals available in the FF, CNS, and MDF datasets in one single dataset. Specifically, we take into account the data logs related to Bluetooth and Wi-Fi Direct scans, phone calls, and text messaging. In addition, to characterize the users’ social relationships on OSN,
Figure 6: Distribution of the social interactions contained in the FF, CNS, and MDF datasets (a), and the optimal number of circles for the social ego networks (b). Mean and median values are represented by the blue-continuous and red-dashed lines, respectively.

Figure 7: Average number of users located in the different circles of the ego networks (a), and their related contact frequencies with the egos used to weight their social relationships (b).

We also include the Facebook activities contained in the MDF dataset, including comments, reactions and people mentioned (i.e., tagged) in their shared contents (i.e., posts, videos, and photos). The final dataset is composed by 6,993,147 social interactions among 887 users. Please note that each user is analyzed by using her own data, and we combine the aforementioned datasets only to the purpose of obtaining a reliable estimation of the optimal number of circles in our reference scenario.

Figure 6a shows the Complementary Cumulative Function (CCDF) of the unique number of people with whom each user had social interactions. As we can note, it is a long-tailed distribution, where 80% of the users had social interactions with at least 10 people, while only 10% interacted with more than 100 users.

According to the literature [48], we find the optimal number of circles through cluster analysis by using the non-parametric clustering algorithm Meanshift [77].
Figure 8: Semantic evaluation of the Social Context module by using the CNS (a) and MDF (b) datasets. The most relevant social relationships (i.e., Friends in CNS and people belonging to the same community - SC - in MDF) are located within the most inner circles of the ego networks, while people who have occasional social interactions with the egos (i.e., Others in SNC and members of other communities - DC - in MDF) are predominant within the outermost circles.

The ego network’s links are weighted by using Equation 3 and we set $\gamma = 0.5$ to equally consider both the user’s virtual and physical social interactions with other people. Figure 6b shows the optimal number of circles found by Meanshift for each user in our dataset, where the continuous-blue and dashed-red lines represent the mean and median values, respectively. As we can note, on average, the best number of layers required to model the user’s social relationships in our reference scenario is 4, which is in accordance with the results found in the literature individually for physical and cyber social interactions data. Figure 7 shows the inner characteristics of the ego networks extracted from the dataset by using the optimal number of circles. Specifically, Figure 7a shows the average number of alters contained in each circle, while Figure 7b presents the average number of contacts (i.e., social interactions) between the ego and the alters. It is worth noting that the most inner circles host only a few people but with a very high contact frequency with the ego, possibly representing her stronger social relationships among those modeled by the ego network. On the contrary, the outermost circles contain a considerable high number of people with whom the ego has few contacts, thus representing occasional social interactions.

In order to further validate the effectiveness of our approach, we analyze the obtained ego networks from a semantic point of view. Specifically, we investigate the nature of the social relationships between the ego and the alters, based on the circles in which they are located. To this aim, we use those datasets where the Ground Truth is available, that is CNS and MDF. In the former dataset we know whether two users are also friends on Facebook, while in MDF the community of each single user is available (i.e., the school class and workplace).

Figures 8 shows the average percentage of users located in each circle, based on the nature of the relationships between the alters and the egos. Specific-
cally, Figure 8a shows the percentage of Facebook friends and non-friends users (referred to as Others) located in each layer of the ego networks.

As we can note, the ego network approach correctly ranks the users’ social interactions according to their strength, distributing the majority of the friends within the first circles. On the other hand, less important relationships represent only a small percentage of the total interactions considered in the first layers, while they are predominant in the outermost circles. This is even more evident in the results obtained by using the MDF dataset shown in Figure 8b. In this case, more than 80% of the alters located in each of the first three layers represent people belonging to the same social community of the ego (SC, e.g., colleagues and school mates), while less importance is given to interactions related to people belonging to different communities (DC), which represent the majority only in the last circle.

The obtained results clearly show the effectiveness of our approach in modeling the user’s social context by taking into account different types of information characterizing social interactions with other people. In fact, according to the results shown in Figure 8, if a person is classified as a member of the first circles, she probably represents a close friend or a colleague of the local user. On the other hand, if the user’s context is characterized by the presence of alters classified within the outermost circles, the system can surely infer that she is interacting with people occasionally met during her daily life or, however, people not belonging to her closest social relationships.

4.3. Familiar Places evaluation

To evaluate the effectiveness of the Familiar Places module, we firstly extract two distinct sets of data from the datasets presented in Section 4.1. The first set is composed by observations related to those devices in proximity that can characterize the user’s location, such as Wi-Fi APs, smart TVs, printers, and home personal assistants. We refer to this set as proximity-based dataset. Specifically, it includes 4,277,823 data samples related to 204 users contained in the FF, MDF, and UL datasets. Instead, the latter set is composed by GPS traces available in the UL, MDF, and ES datasets, for a total of 1,093,158 observations obtained from 117 users. We refer to this set as GPS-based dataset.

Figure 9 shows the main peculiarities of these two datasets considered for Familiar Places evaluation. Specifically, Figure 9a shows the distribution of the number of unique devices in proximity in the proximity-based dataset, while Figure 9b presents the distribution of unique GPS locations visited by the users in the GPS-based dataset. These datasets contain far more observations compared to the ones used in Section 4.2 for user’s social context modeling. In fact, as we can note, 60% of the users contained in the proximity-based dataset has been in contact with more than 100 devices, while in the GPS-based one, the same percentage of users is associated with at least 1000 unique GPS locations. This is mainly due to the following reasons. Firstly, wireless technology is nowadays embedded in several devices and objects, allowing our personal mobile devices to potentially discover (and being in contact with) even hundreds of devices every day. Secondly, GPS data can be extremely noisy, especially in indoor
Figure 9: Characteristics of the datasets used to evaluate the ego networks of locations. Figure (a) shows the distribution of the number of unique devices in proximity, while Figure (b) shows the distribution of the unique locations visited by the users based on GPS traces.

Figure 10: Optimal number of circles for the ego networks of locations based on proximity (a) and GPS data (b). Mean and median values are represented by the blue-continuous and red-dashed lines, respectively.

locations, and several observations can actually refer to the same geographic location. To deal with this issue, the Familiar Places module pre-processes the raw GPS data by using COMPASS online clustering algorithm to identify the actual places visited by the local user. In this way, the 4 millions observations contained in the GPS-based dataset are finally reduced to 1,196 locations and, on average, each user is associated with only 10 clusters.

Since all the necessary information have been extracted from the original datasets, we can now define the structure of the two types of ego networks of locations by following the same approach used to model the user’s social context. Firstly, we calculate the weight of the ego-alter links by using Equation 4 and setting $\delta = 5$ minutes, which defines the maximum interval time between two consecutive observations to update the total time spent by the user in their reference location. Then, we use the Meanshift algorithm to find the optimal
number of circles of the two types of ego networks by clustering the alters according to their associated weights. Figures 10a and 10b show the optimal number of circles for the proximity-based and GPS-based ego networks of locations, respectively. As we can note, both the distributions considerably differ from the one we obtained with social data, mainly due to the cardinality and nature of the datasets: while the number of circles of the proximity-based ego networks are in the range [1, 34], the ones obtained for the GPS-based model are rather less, arranged between 1 and 6. Despite the difference, the optimal numbers of circles found for the ego networks of locations (i.e., 6 for the proximity-based and 3 for the GPS-based) are comparable to the one proposed in the literature for social interactions’ modeling, allowing us to keep the structure of the ego networks simple, and thus, model only the most relevant places visited by the users.

The detailed characteristics of the obtained ego networks of locations are shown in Figure 11. As we expected, in both models, the alters are correctly distributed among the available circles, according with their associated weights.

Figure 11: Ego networks of locations structure details. Specifically, Figures (a) and (b) show the average number of alters located in the different circles of the proximity-based model and the value of their associated weights, respectively. The same characteristics are presented for the GPS-based ego networks in Figures (c) and (d).
Figure 12: Semantics evaluation of the ego networks of locations. The figures show the locations of both relevant (RP) and occasional (OP) places within the ego networks' circles. Specifically, Figures (a) and (b) respectively show the results for the proximity-based ego networks by using the MDF and FF datasets, while Figure (c) shows the results obtained from the GPS-based model based on MDF. Figure (d) shows the geographical representation of the GPS clusters classified by the GPS-based model. The clusters are colored based on their associated layer in the ego network: red for the first circle, green is the second, and blue is the third.

The proximity-based model (Figures (a) and (b)) puts the most familiar locations within the first layers, and they are characterized by only a few devices (on average, only 2 and 3 devices in the first two circles, respectively), but with an extremely high contact frequency (i.e., the average weight value associated with the devices in the first layer is almost $5 \times 10^3$). Similarly, the most frequently visited GPS clusters (Figures (c) and (d)) are located in the first 2 layers, while the rest, which is the majority, represents occasional places, rarely visited by the user and just for a short time.

We now evaluate the effectiveness of the proposed ego networks to identify the most familiar places among the location visited by the users with respect to the Ground Truth contained in both MDF and FF. Specifically, in the proximity-based dataset both the proximity and GPS data are associated with labels describing the daily life situation in which the user was involved when
she was visiting those places, while in the GPS-based dataset only the list of Wi-Fi APs in the nearby of the user is available. Here, we refer as **Familiar Places** (FP) the set of sensors data associated with labels that describe common relevant locations (e.g., *Home*, *Workplace*, *School*), while **Occasional Places** (OP) represent labelled data that characterizes other situations (e.g., *Free Time*, and *Holiday*).

Figures 12a and 12b show the results obtained by the proximity-based ego networks of locations by using the sets of data extracted from MDF and FF, respectively. Moreover, Figure 12c shows the percentage of FP and OP in each circle of the GPS-based models extracted from MDF. It is worth noting that the percentage of FP is predominant in the most inner circles of both models, correctly highlighting the most relevant locations visited by the users. On the other hand, the presence of OP increases as we observe the data located in the outermost layers of the ego network, representing the great majority of the observations placed in the last circle.

To further demonstrate the effectiveness of the Familiar Places module, we analyze the classification results obtained from the GPS data of a researcher contained in the MDF dataset. Figure 10b shows the geographical clusters extracted by COMPASS from the GPS trace of the user, where each cluster is colored according to the ego network’s circle in which it is located: red for the first circle, green represents the second circle, and blue is used to illustrate the clusters that belong to the outermost layer. Moreover, the figure highlights the two clusters representing the user’s home location and workplace (indicated with IIT), respectively. The obtained result clearly shows the capability of the proposed approach to correctly identify the most familiar places visited by the users, placing both her workplace and home locations within the first two circles. On the other hand, the clusters that represent venues sporadically visited by the user, such as restaurants, gyms and supermarkets, are properly placed in the last circle and, therefore, classified as OP.

### 5. Complexity evaluation

The main purpose of our work is to define a lightweight solution to characterize the user’s social context and her familiar places as fast as possible by relying on the computational resources available on modern mobile devices. Both the Social Context and Familiar Places modules are based on Algorithm 1 which incrementally updates the ego network model online, as soon as new context data is available from the underlying sensors.

As part of its input, the algorithm requires $W = [w_{a1}, w_{a2}, \ldots, w_{an}]$, the list of weights calculated for the current active alters that must be evaluated to possibly update the current ego network model. Its computation requires negligible time to update the alters’ weights based on the information extracted from the context data sources. According with Equation 3 for the Social Context module, an alter’s weight, $\omega_a$, simply represents the number of times in which the alter appears in the virtual ($S_v$) and physical ($S_p$) social data sources, thus requiring $O(S_v + S_p)$ time to perform such a computation.
Figure 13: Time required to update the ego network model with an increasing number of unique alters encountered by the ego \((n_a)\) and 3 different values of \(\eta\), the maximum number of alters to include in the model. The red and continuous lines show the average times to update the model when the ego network reaches the \(\eta\) value.

On the other hand, the execution time required to calculate \(\omega_a\) in the Familiar Places module mainly depends on the type of context data to process. While for proximity data Equation 4 has a constant time complexity \(O(1)\) because it simply incrementally updates the total time an alter has been in proximity of the local device, GPS data processing requires a pre-clustering phase, which can be efficiently performed in just a few milliseconds with an online clustering algorithm like COMPASS [24].

Both for the Social Context and Familiar Places modules, once \(\omega_a\) has been calculated, Algorithm 1 performs two main steps: it updates the alters ranking and, if necessary, the ego network model. While the former operation can be performed in \(O(n)\) (e.g., by using a linked list data structure), the latter represents the most time consuming part of the whole algorithm. Actually, in order to distribute the alters among the ego network layers based on their associated weights, a Hierarchical Clustering (HC) [62] algorithm is required. This type of algorithms typically have a time complexity of \(O(n^3)\) (where \(n\) is the number of elements that must be clustered), but better performances can be obtained by using efficient agglomerative clustering methods that have a complexity of \(O(n^2)\), such as SLINK [78].

Even though \(O(n^2)\) is not optimal, Algorithm 1 further limits this time complexity by introducing \(\eta\), an upper-bound of the number of alters that must be taken into account by a given ego network. As we discussed in Section 3.3, \(\eta = 150\) is broadly used to model the most relevant social relationships of an individual, while 500 and 15 are the upper-bounds we empirically found in Section 4.3 to successfully characterize the user’s locations based on both proximity and GPS data, respectively.

In order to assess the performances of Algorithm 1 to be executed on resource-
constrained devices and to update the ego network model in real-time, we perform a set of experiments to evaluate the execution time of HC by setting 3 different values of $\eta$: 150, 500, and 1000 alters. Specifically, we created a synthetic dataset composed by 20,000 randomly generated contacts between the ego and a population of 5,000 alters, which can represent either other devices in proximity or GPS locations visited by the user. Even though our algorithm updates the ego network only when the first $\eta$ positions in the alters’ ranking change, in this experiment we execute HC at each contact, thus simulating the worst-case scenario in which the user’s context continuously changes.

Figure 13 shows the time required to update the ego network in the 3 considered settings. Such measurements have been performed on a common laptop (i.e., a MacBook Pro with Intel i7-9750H 6-core a 2.6 GHz processor) by forcing a single-core computation to simulate the execution on a resource-constrained devices. It is worth noting that the execution time rapidly increases according to the number of encountered alters ($n_a$), but it stabilizes once $n_a$ reaches the upper-bound $\eta$. Specifically, the average execution time to update the ego network model is 0.56 ms with $\eta = 150$, 2.80 ms with $\eta = 500$, and 10.52 ms for $\eta = 1000$. The obtained results clearly show that the proposed approach can be entirely executed on the mobile device by processing sensors data in a few milliseconds, thus providing to both the user’s device and third-party applications the ability to quickly adapt and, consequently, react to the changes in the user’s context in a mobile setting.

6. Proof-of-concept application: using the extracted features to recognize daily life situations

The output produced by the proposed modules can be used either to adapt the status and behavior of the mobile device and applications, or as semantic-rich features to automatically recognize the user’s context. In this section, we assess the ability of the features extracted by the Social Context and Familiar Places modules to improve the recognition of daily life situations by using a broad set of smartphone-embedded sensors data and state-of-the-art machine learning algorithms.

For this set of experiments, we use the MDF dataset, which is the most comprehensive one. It is composed by 67,216 data samples, where each of them characterizes a 1-minute snapshot of the user’s context. Specifically, each data sample is represented by a high-dimensional vector of 57 features extracted from the following set of heterogeneous smartphone sensors and data sources: user gait, audio state, charging state, display status, weather conditions, and Wi-Fi connection status. Since the available data describes both the user’s physical activity and her device status, we refer to this set of information as the user’s Physical Context (PC). Moreover, the data samples are associated with labels describing different daily life situations, including Free time, Holiday, Home, School, and Working. Figure 14 shows the number of samples available for each label. The dataset is highly imbalanced; the great majority of the
data belongs to the *Holiday* and *Home* classes, while the others are distributed among *Working*, *School*, and *Holiday*.

To evaluate the semantic expressiveness of the features extracted by the Social Context and Familiar Places modules, we combine them with PC, thus creating 4 different features sets: (i) a baseline set, containing only the physical context information, (ii) PC+SC, which combines the physical and social contexts, (iii) PC+FP, which takes into account both the physical context and the features extracted by the Familiar Places module, and (iv) All, which includes all the available features. We then use these features sets to compare the performances of three different types of machine learning classifiers typically used in the literature for user’s activity recognition based on mobile sensors data [79]: Decision Tree (DT), Random Forest (RF), and Deep Neural Network (DNN). DT is a tree-based prediction model, where leaves represent the target classes, while branches represent conjunctions of input features that lead to those class labels. The main goal of DT is to automatically learn the branch splits that best fit the input data. RF is an ensemble of a number of DT trained on various sub-samples of the original dataset to increase the prediction power of the whole model. The final output of RF is obtained by averaging the results produced by the trained DTs.

DNN learns a non-linear function $f(x; \theta) = \hat{y}$, where $x$ is the input vector, $\hat{y}$ represents the predicted label, and $\theta$ is the set of model’s parameters learned by using a gradient descent optimization algorithm. To define the DNN architecture we follow the traditional approach for multi-class classification. Specifically, we use the *Rectified Linear Unit (ReLU)* as activation function for the hidden layers, and the output layer is composed by 5 output units, one for each of the considered context classes, which implement the *Softmax* activation function to ensure the output values are in the range of $[0, 1]$ and may be used as predicted
probabilities. To evaluate the predicted label and then update the model parameters accordingly, we use the well-known \textit{Categorical Cross Entropy} loss function that calculates the discrepancy between the actual and predicted labels when the classification problem includes two or more classes. Then, the model’s parameters are updated by using the Adamax optimization algorithm \cite{80}. Moreover, to speed-up the learning process, we use \textit{Batch normalization} \cite{81} that normalizes and scales the activation output of the hidden layers, and, finally, we rely on the \textit{Dropout} \cite{82} algorithm to randomly deactivate hidden units during the training, thus avoiding the overfitting of the final model.

As shown in Figure 14, the MDF dataset is highly skewed, where some classes appear more frequently than others. Even though this is a common characteristic for real-world datasets, it can negatively influence the generalization and reliability of machine learning algorithms, biasing the classification results towards the majority classes \cite{83}. Therefore, to deal with this issue, we compare the performance of the considered machine learning algorithms in terms of \textit{Area Under the Receiver Operating Characteristics (AUROC)}, which is an effective metric to evaluate classifiers with imbalanced datasets \cite{84, 85}. The AUROC describes the binary classification performance of a model comparing the true positive rate with the false positive rate at various threshold settings. To use it in our multi-class classification problem, we followed the One-vs-Rest approach by computing the AUROC of each class against the rest of the available labels and, then, calculating the average score obtained by each class \cite{86}.

The evaluation metric is defined in [0, 1], where 0.5 corresponds to the accuracy of a random guesser (i.e., a model that provides random classification) and 1 represents the perfect match between the provided predictions and the Ground Truth. Moreover, in order to evaluate the algorithms performances in detail, we also consider two additional classification metrics: Precision and Recall. The former evaluates the ability of the classifier not to label as positive a sample that is actually negative, and it can formally be defined as the ratio $\frac{tp}{tp + fp}$, where $tp$ is the number of true positive and $fp$ represents the number of false positive predictions. On the other hand, Recall evaluates the ability of the classifier to correctly identify all the positive samples among a collection, and it is defined as $\frac{tp}{tp + fn}$, where $fn$ is the number of false negative predictions. Similarly to AUROC, both Precision and Recall can be used for a multiclass classification problem with imbalanced datasets by calculating the metrics for each label, and then finding their average value, weighted by the number of true instances for each label.

To avoid biasing the results to a specific train/test sets split (thus possibly obtaining an optimistically evaluation of the model performance), we perform a \textit{5-fold nested cross-validation}: the entire dataset is firstly divided into 5 non-overlapping folds; then, each fold is used as held back test to validate the performance of the model, while all the other folds are collectively used as training dataset. Moreover, to overcome the problem of overfitting the trained model, an inner 5-fold cross-validation is performed over the training dataset both for model selection and hyperparameter tuning. To this aim, we adopted two dif-
Table 2: Classification results for each features set. The best results for each evaluation metric and feature set are highlighted in boldface.

| Algorithm | Features | AUROC | Precision | Recall |
|-----------|----------|-------|-----------|--------|
| DT        | PC       | 0.854 | 0.663     | 0.682  |
|           | PC+SC    | 0.797 | 0.627     | 0.643  |
|           | PC+FP    | 0.842 | 0.658     | 0.691  |
|           | All      | 0.849 | 0.661     | 0.692  |
| RF        | PC       | 0.871 | 0.536     | 0.630  |
|           | PC+SC    | 0.883 | 0.590     | 0.632  |
|           | PC+FP    | 0.900 | 0.580     | 0.665  |
|           | All      | 0.906 | 0.621     | 0.675  |
| DNN       | PC       | 0.947 | 0.773     | 0.777  |
|           | PC+SC    | 0.957 | 0.804     | 0.807  |
|           | PC+FP    | 0.957 | 0.802     | 0.803  |
|           | All      | 0.965 | 0.826     | 0.827  |

Different strategies based on the classification algorithm. Specifically, we use the Grid search approach implemented in scikit-learn \(^\text{[87]}\) to perform an exhaustive search over a specified value space for the most important parameters of DT and RF, while we rely on Keras Tuner \(^\text{[88]}\) to find the best DNN configuration by using the Hyperband optimization algorithm \(^\text{[89]}\).

The most important parameters of DT and the corresponding values space we considered are the following: (i) \textit{min sample leaf} \((\text{min}_{sl} \in [10, 50, 100, 200])\), the minimum number of training samples used to define a leaf node; and \textit{max depth} \((\text{max}_{d} \in [10, 50, 100, 200])\), that represents the maximum depth of the decision tree. RF shares with DT the first two parameters to define the structure of the decision tree used in the whole model. Additionally, we also tune the parameter \textit{estimators} \((n_e \in [100, 400, 500])\), which defines the number of estimators to use to produce the final prediction. The DNN hyperparameters that we evaluate are the following: \textit{batch-size} \((b_s \in [128, 512, 1024, 200])\), the number of samples that will be propagated through the network at each training step; \textit{dropout-rate} \((d_r \in [0, 0.2, 0.4, 0.6])\), that represents the percentage of neurons that must be deactivated during the model training; \textit{epochs} \((e \in [50, 100, 200, 300])\), the number of training iterations; \textit{hidden layers} \((n_{hl} \in [1, \ldots , 5])\), the number of hidden layers; \textit{hidden units} \((n_{hu} \in [100, 200, 300])\), which defines the number of neurons for each hidden layer; and \textit{learning rate} \((l_r \in [0.001, 0.01, 0.1])\), the learning rate value to use with the Adamax optimization algorithm.

Table 2 shows the classification performance of the considered algorithms over the 4 datasets in terms of AUROC, Precision, and Recall. Precisely, we report the average scores over the 5-folds, while we omit their standard deviations because we obtained irrelevant values during the experiments (i.e., less than 0.001). As we can note, the simplest solution, DT, performs worst and it is the only algorithm that does not take advantage of the proposed additional fea-
tures, obtaining its best performance by using only the baseline dataset: 0.854 AUROC, 0.663 Precision, and 0.682 Recall. On the other hand, the ensemble classifier, RF, successfully exploits the combination of our semantic-rich features with the physical context data. Indeed, its classification performances clearly increase when all the features are used, obtaining a gain of approximately 3% in terms of AUROC, 8% of Precision, and 4% of Recall, with respect to the results scored with the PC dataset. Moreover, the use of both SC and FP allows RF to improve the AUROC of DT by 5%, with a slight increase in terms of false positive rate, and a comparable Recall score.

The DNN model clearly overcomes the other two solutions, obtaining, on average, a performance increase of 7% AUROC against RF and 12.75% AUROC with respect to DT, over all the 4 datasets. Specifically, it achieves 0.947 of accuracy with the PC dataset, 0.957 when either the social context or familiar places are included, and 0.965 both our features sets are combined with the physical sensors data. Moreover, the proposed features allows DNN to obtain a gain of 6% in terms of both Precision and Recall, compared with its performance obtained by using only PC. This result is surely due to the ability of the model to learn effective non-linear combination of the input data, but it also proves the great advantage of modeling both the users’ social interactions and her familiar places with the proposed unsupervised approaches.

7. Conclusions and future work

In this paper, we propose two unsupervised algorithms to automatically model the user’s social context and visited location directly on the mobile device based on embedded sensor data. Specifically, we presented the implementation of such algorithms as the Social Context and Familiar Places modules of a more general middleware solution that support all the tasks required to collect and recognize the user’s context in mobile scenarios. The Social Context module characterizes the user’s social relationships as an ego network, modeling both physical and virtual social interactions based on different signals, including face-to-face contacts inferred by using wireless technologies, phone calls, text messages, and Online Social Networks activities. Based on these data sources, the user’s ego network is extracted by clustering the identified people (alters) based on their contact frequencies with the local user, thus creating a hierarchical structure that classifies the user’s social relationships according to their relevance. Based on a similar approach, the Familiar Places module models the level of familiarity of the user’s locations based on her visiting frequency. Specifically, it creates two distinct ego networks where the alters represent, respectively, GPS locations and smart devices in proximity (e.g., smart TVs and Wi-Fi Access Points).

To evaluate the effectiveness of our proposals, we performed 4 different sets of experiments by using 5 real-world datasets collected by personal mobile devices, including both smartphones and smartwatches. Firstly, we assessed the structure of the proposed ego networks and the distribution of the data among
their layers. Then, we provided a semantic evaluation of the two models, assessing that the most relevant social relationships and familiar places are properly located among the first layers of the model, while the least important are placed on the outermost circles. We determined the theoretical and empirical time complexity of the proposed solutions, proving their effectiveness in quickly adapting the ego network model by performing the entire processing on the local mobile device. Finally, we presented a proof-of-concept application to show the efficacy of the extracted features to recognize the user’s context. Specifically, we demonstrated how the performance of 3 different machine learning algorithms improve by using such features to recognize daily-life situations based on smartphone-embedded sensors data.

As part of our future work, we will investigate unsupervised solutions to characterize other aspects of the user’s context, including, for example, preferences and habits. Such an information is extremely relevant for service personalization maintaining data and processing on the personal mobile device, at the Edge of the Internet. In addition, we are currently working on the implementation of a prototype of the context-aware middleware including the presented modules. This will allow us to evaluate the algorithms proposed in this paper in real-world scenarios.
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