Slow periodic oscillation without radiation damping: New evolution laws for rate and state friction
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SUMMARY
The dynamics of sliding friction is mainly governed by the frictional force. Previous studies have shown that the laboratory-scale friction is well described by an empirical law stated in terms of the slip velocity and the state variable. The state variable represents the detailed physicochemical state of the sliding interface. Despite some theoretical attempts to derive this friction law, there has been no unique equation for time evolution of the state variable. Major equations known to date have their own merits and drawbacks. To shed light on this problem from a new aspect, here we investigate the feasibility of periodic motion without the help of radiation damping. Assuming a patch on which the slip velocity is perturbed from the rest of the sliding interface, we prove analytically that three major evolution laws fail to reproduce stable periodic motion without radiation damping. Furthermore, we propose two new evolution equations that can produce stable periodic motion without radiation damping. These two equations are scrutinized from the viewpoint of experimental validity and the relevance to slow earthquakes.
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1 INTRODUCTION
1.1 Evolution equations for rate-and-state-dependent friction law
Since slip behaviours of earthquake faults are mainly dominated by the frictional force, study of friction laws plays a vital role in understanding earthquakes from physical point of view. Data from laboratory experiments on quasi-static slip and isothermal condition of rocks are well summarized into an empirical law, which is referred to as the rate- and state-dependent friction law (hereafter the RSF law) (Dieterich 1979).

$$\mu = \mu_0 + a \log \left( \frac{\dot{V}}{V_0} \right) + b \log \left( \frac{V_0 \dot{\theta}}{L} \right),$$

(1)

where $\dot{V}$ is the slip velocity, $\dot{\theta}$ is the state variable, $L$ is the characteristic length, and $V_0$ and $\mu_0$ are constants involving an arbitrary reference state. Two nondimensional parameters $a$ and $b$ depend on materials and various experimental condition. The logarithmic nature of this law reflects a thermal activation process at asperities (Heslot et al. 1994). In view of mathematical convenience, we adopt the natural logarithm unless otherwise indicated.

The state variable $\dot{\theta}$ has the dimension of time representing the condition of the sliding surface. The behaviour of the state variable is described by a time evolution equation.

$$\frac{d\dot{\theta}}{dt} = f(X(t)), \quad (2)$$

where $X(t)$ denotes relevant macroscopic variables such as the slip velocity, state variable(s), or the shear stress. We then need to choose an appropriate function for the right hand side. However, since there is no rigorous definition of the state variable, derivation of a time evolution equation cannot be systematic but only heuristic. As a result, there has been no decisive form for the function $f$ in Eq. (2).

Here we briefly review some of the most commonly used equations (Ruina 1983):

$$\frac{d\dot{\theta}}{dt} = -\frac{\dot{V} \dot{\theta}}{L} \log \left( \frac{\dot{V} \dot{\theta}}{L} \right),$$

(3)

$$\frac{d\dot{\theta}}{dt} = 1 - \frac{\dot{V} \dot{\theta}}{L}. \quad (4)$$

The former equation, referred to as the slip law, leads to an exponential relaxation of the friction force after an abrupt velocity change. The latter equation is referred to as the aging law. It describes monotonic increase of the state variable, which is interpreted as time-dependent healing or aging. The slip law does not describe such a healing effect. These laws have their own merits and drawbacks, but somewhat describe experimental results under isothermal and low-velocity conditions.

Less common but more recent equation is the following (Nagata et al. 2012).

$$\frac{d\dot{\theta}}{dt} = 1 - \frac{\dot{V} \dot{\theta}}{L} \frac{\gamma}{\sigma} \frac{d\tau}{dt},$$

(5)

where $\gamma$ is a positive constant, $\sigma$ is the normal stress, and $\tau$ is the shear stress.
These three evolution laws have their own merits and drawbacks (Marone 1998; Bizzarri 2011). At a steady state, however, each equation gives \( \dot{\theta} = L/V \), leading to

\[
\mu = \mu_0 + (b - a) \log \left( \frac{V}{V_0} \right).
\]  

(6)

1.2 Feasibility of periodic motion with RSF law

Using the RSF law as a boundary condition, the motion of faults is defined and solved numerically based on the elasticity theory (Cochard & Madariaga 1994). Linear stability analysis under some simple configurations (e.g., anti-plane shear) reveals that uniform and steady slip can be unstable via a Hopf bifurcation, where long-wavelength perturbations grow exponentially with time (Rice & Ruina 1983; Rice et al. 2001).

To characterize the oscillatory motion due to Hopf bifurcation, linear stability analysis alone is not sufficient since the oscillation is mainly governed by nonlinear effects in the friction force. To this end, nonlinear analysis must be implemented (Gu et al. 1984; Ranjith & Rice 1999; Viesca 2016). In particular, for a single degree of freedom system, Gu et al. (1984) and Ranjith & Rice (1999) construct quantities similar to a Lyapunov function and show rigorously that any trajectory moves away from the unstable fixed point. Their results also imply that the limit cycle is absent and the trajectory diverges. This is rather a major drawback of existing time evolution equations for the RSF. This has been already pointed out by Rice (1993), but does not appear to be commonly recognized.

To prevent the divergence of trajectory and to yield the stable cycle of oscillation, some extra ingredients have been introduced. For instance, if inertia is introduced to the equation, it yields a steady oscillatory motion. However, the equation with inertia corresponds to the motion of a rigid body pulled with an elastic spring (Sugiura et al. 2014), but cannot be a model for a slip patch. More commonly used technique is to introduce a viscous resistance that is proportional to the slip velocity. This resistance is called as the “radiation damping” (Rice 1993), which can be derived from the dynamic elasticity theory (Cochard & Madariaga 1994). A popular model for slow earthquakes, which is referred to as a quasi-static (or quasi-dynamic) model, assumes the static Green’s function together with the radiation damping. It may be, however, an ad hoc hybrid of dynamic/static elasticity. More importantly, use of radiation damping in modelling slow aseismic events may be somewhat contradictory since they do not radiate seismic waves.

Some studies have shown that, if the friction is velocity strengthening at higher velocities, aseismic slow oscillation can be realized (Matsuzawa et al. 2010; Shibazaki & Shimamoto 2007; Barbot 2019a). However, these models also adopt radiation damping. To the best of our knowledge, there have been very few studies that reproduce aseismic slip cycles without radiation damping (Hawthorne & Rubin 2013). However, the model settings in Hawthorne & Rubin (2013) appear rather special in terms of the spatial distribution of frictional parameters and the boundary conditions. It is thus not clear how general such a model can reproduce an aseismic slip cycle without radiation damping. Some models may be able to reproduce transitory cycles of aseismic slips, but such a transitory cycle is not our aim here. Rather, we wish to reproduce a steady aseismic cycle in the sense that it is repeatable for arbitrary times.

In this paper, we shed new light on this problem. Using a mathematical theorem, we show analytically that the limit cycle does not exist in a single degree of freedom system with popular evolution equations. We then propose new evolution equations and show that they reproduce periodic motion repeatedly within the time of simulation (more than one hundred times). We also show that, in contrast to some previous studies, velocity-strengthening is not an essential ingredient to realize a slow aseismic slip. In Section 2, we formulate the problem by introducing the fault patch model and review some previous results. In Section 3, we prove that three major evolution laws cannot yield any periodic motion. In Section 4, we propose two new evolution laws that can realize periodic motion. We then discuss the behaviours of these new equations in the context of velocity step experiments and examine the validity of these laws. In Section 5, we discuss the relevance of these new equations in the context of slow earthquakes (Obara & Kato 2016).

2 MODEL

2.1 Single degree of freedom system

Since nonlinear analysis of partial differential equations is not straightforward, slip dynamics on a spatially extended system is often reduced to a single degree of freedom system (Scholz 1990). This is done by considering that the slip velocity on a fault plane is perturbed only in a finite circular area, and the rest of the fault plane is displaced at a constant slip velocity, \( V_p \). The relevant variables are then the perturbed slip velocity \( \dot{u} \) and the displacement \( \ddot{u} \) at the patch center.

The shear stress \( \sigma \) on the patch is proportional to the perturbed displacement with the effective stiffness \( k \); \( \tau = k(V_p \dot{u} - \ddot{u}) \). Since the applied shear stress and frictional force must balance on the fault plane, the following equation holds:

\[
\frac{k}{\sigma} (V_p \dot{u} - \ddot{u}) = \mu_0 + a \log \left( \frac{V}{V_0} \right) + b \log \left( \frac{V_0 \dot{u}}{L} \right),
\]  

where \( V = d\dot{u}/dt \) and \( \sigma \) is the normal stress.

2.2 Definition of dimensionless variables

Hereafter we use dimensionless variables given as follows

\[
u = \frac{\dot{u}}{L}, \quad V = \frac{\dot{V}}{V_p}, \quad \theta = \frac{\dot{\theta}V_p}{L}, \quad k = \frac{kL}{\sigma}, \quad t = \frac{tV_p}{L}.
\]  

(8)

Here, \( V_p \), \( k \), and \( L \) are the steady-state slip velocity, the spring constant, and the characteristic length, respectively.

2.3 Governing equations

Assuming that the velocity and the state variable change smoothly, we may differentiate the equation with respect to time. Using (8), we can derive the nondimensional equations.

\[
\frac{dV}{dt} = \frac{k}{a} (1 - V) - \frac{b}{a \theta} f(V, \theta)V,
\]  

(9)

\[
\frac{d\theta}{dt} = f(V, \theta).
\]  

(10)

After differentiation, the system is reduced to an autonomous system with two variables, making the analysis easier.

A linear stability analysis of this system reveals that a Hopf bifurcation occurs when the stiffness \( k \) is smaller than the critical value \( k_c \) (Ruina 1983). However, in normal linear stability analysis,
one can know the flow field only in a closed proximity of the fixed point. To know the solution realized in the linearly unstable regime, one needs to know the global flow field.

3 ABSENCE OF PERIODIC MOTION: PROOF

Here we scrutinize three major evolution equations as to whether they can yield stable periodic solutions.

3.1 Dulac’s criterion and its implication

In two dimensional dynamical systems, some useful theorems guarantee the absence of closed orbits. Here we make use of the following Dulac’s criterion (Strogatz 2001). The proof is described in Supplemental Information.

Theorem 3.1. Dulac’s criterion

The vector $\mathbf{x}$ is defined in a set $A$, which is a simply connected area on $R^2$. Time evolution of the vector $\mathbf{x}$ is described by $\dot{\mathbf{x}} = \mathbf{f}(\mathbf{x})$, where $\mathbf{f}(\cdot)$ is a differentiable vector field. Let $g(\mathbf{x})$ be a real-valued function. If the sign of $\nabla \cdot (g\dot{\mathbf{x}})$, either positive or negative, is the same at any point on $A$, then there is no closed orbit.

If there is no closed orbit, a limit cycle cannot exist. We can thus prove the absence of limit cycle by making use of the above theorem. In the present context, the vector field $\dot{\mathbf{x}}$ is given by Eqs. (9) and (10). Then, to prove the absence of the limit cycle, we need to find a function $g(\cdot)$ that satisfies the criterion.

Since the present system is described by two variables, the trajectory is limited to the two-dimensional space, $(V, \theta)$. According to the theory of dynamical systems (Strogatz 2001), the asymptotic behavior of two-dimensional systems is limited to three cases: fixed point, limit cycle, and divergence to infinity. (Note that strange attractor is ruled out in two dimensional space). Therefore, if the fixed point becomes unstable and the limit cycle does not exist, the trajectory must diverge after a sufficiently long time. This holds for all the three cases below.

Note that, since $V > 0$, it is sufficient to consider the first quadrant in $(V, \theta)$ space; i.e., $V > 0$ and $\theta > 0$.

3.2 Case 1: Slip law

In the case of slip law, the governing equations are

$$\frac{dV}{dt} = \frac{k}{a}(1-V)V + \frac{b}{a}V^2 \log(V\theta),$$  \hspace{1cm} (11)

$$\frac{d\theta}{dt} = -V\theta \log(V\theta).$$  \hspace{1cm} (12)

This system has a unique fixed point at $(V, \theta) = (1, 1)$. Jacobi matrix $J$ is then derived as

$$J = \begin{pmatrix} \frac{\partial V}{\partial V} & \frac{\partial V}{\partial \theta} \\ \frac{\partial \theta}{\partial V} & \frac{\partial \theta}{\partial \theta} \end{pmatrix}_{(V, \theta)=(1,1)} = \begin{pmatrix} b-k & b \\ a & -1 \end{pmatrix}. $$  \hspace{1cm} (13)

Therefore the eigenvalues are

$$\lambda = \frac{1}{2} \left[ \frac{b-a-k}{a} \pm \sqrt{\left( \frac{b-a-k}{a} \right)^2 - 4 \frac{k}{a}} \right].$$  \hspace{1cm} (14)

Thus, if the spring constant $k$ is smaller than the critical value $k_c = b-a$, $Re\{\lambda\}$ and $Re\{\bar{\lambda}\}$ are positive and the fixed point is unstable. In other words, Hopf bifurcation occurs at $k = k_c$, below which steady slip is unstable.

We then prove the absence of limit cycle in this system based on the Dulac’s criterion. By choosing

$$g(V, \theta) = \frac{a}{V} \theta^{b/(a-1)},$$  \hspace{1cm} (15)

the divergence of $g\dot{\mathbf{x}}$ is calculated as

$$\nabla \cdot (g\dot{\mathbf{x}}) = \theta^{b/(a-1)}(b-a-k) = \theta^{b/(a-1)} \epsilon,$$  \hspace{1cm} (16)

where $\epsilon$ is a constant defined as $\epsilon = k_c - k$. The divergence Eq. (16) is always positive except at the bifurcation point, $k = k_c$. Namely, there is no limit cycle if $k < k_c$.

3.3 Case 2: Aging law

In the case of aging law, the governing equations are

$$\frac{dV}{dt} = \frac{k}{a}(1-V)V - \frac{b}{a\theta}(1-V\theta)V, $$  \hspace{1cm} (17)

$$\frac{d\theta}{dt} = 1 - V\theta.$$  \hspace{1cm} (18)

This system also has a unique fixed point at $(V, \theta) = (1, 1)$. Jacobi matrix $J$ is then derived as

$$J = \begin{pmatrix} b-k & b \\ a & -1 \end{pmatrix}.$$  \hspace{1cm} (19)

Then we can calculate the eigenvalues of $J$ and find the Hopf bifurcation point as $k_c = b - a$.

We can again prove the absence of limit cycle in this model by setting

$$g(V, \theta) = \frac{a}{V} \theta.$$  \hspace{1cm} (20)

This leads to

$$\nabla \cdot (g\dot{\mathbf{x}}) = -k + b - a = \epsilon,$$  \hspace{1cm} (21)

where $\epsilon$ is constant defined as $\epsilon = k_c - k$. The divergence Eq. (21) is always positive for $k < k_c$. This result means that there is no limit cycle once the fixed point is unstable.

3.4 Case 3: Nagata’s law

In the case of Nagata’s law, the governing equations are

$$\frac{dV}{dt} = \frac{k}{a}(1-V)V - \frac{b}{a\theta} \left[ 1 - V\theta - \frac{\gamma k}{b}(1-V\theta) \right] V,$$  \hspace{1cm} (22)

$$\frac{d\theta}{dt} = 1 - V\theta - \frac{\gamma k}{b}(1-V\theta).$$  \hspace{1cm} (23)

This system has a unique fixed point at $(V, \theta) = (1, 1)$. At this point the Jacobi matrix is

$$J = \begin{pmatrix} -k + b - \gamma k & b \\ a & -1 + \gamma k \end{pmatrix}.$$  \hspace{1cm} (24)

Then we calculate the eigenvalues of $J$ and find that Hopf bifurcation occurs at $k_c = (b-a)/(\gamma + 1)$.

We then prove the absence of limit cycle in this system by choosing the function $g$ as

$$g(V, \theta) = \frac{a}{V} (V^\theta \theta)^\gamma.$$  \hspace{1cm} (25)
After some calculation, one gets
\[ \nabla \cdot (\dot{g} \mathbf{x}) = \theta^\gamma V \dot{V} (b - a - (1 + \gamma)k) = \epsilon (1 + \gamma) (\theta V \dot{\theta})^\gamma. \] (26)
This quantity is always positive if the system is unstable ($\epsilon > 0$). Therefore, the limit cycle is again not feasible for this system.

4 PROPOSAL OF NEW EVOLUTION LAWS

In this section, we propose two novel evolution equations and demonstrate that they yield the limit cycle and thus stable periodic oscillation. Note that radiation damping is not necessary for these new equations.

To study the nonlinear nature of the solution, we make use of the normal form theory and derive the first Lyapunov coefficient, which is denoted by $l_1$. This is the function given by the coefficients of the cubic term when the dynamical system is expanded around the Hopf bifurcation point. The sign of this function determines the type of Hopf bifurcation. If $l_1$ is positive, then the bifurcation is supercritical. In this case, it is mathematically guaranteed that there is a limit cycle in the vicinity of the fixed point. The details are described in Appendix B.

4.1 Modified ageing law I

We first show that a simple improvement of the ageing law can prevent the divergence of trajectory. The first equation we wish to propose is the following.
\[ \frac{d\theta}{dt} = 1 - \left( \frac{V \dot{\theta}}{L} \right)^n, \] (27)
where $n$ is a positive constant. At steady states, this equation yields a simple logarithmic dependence on the slip velocity, Eq. (6). Note that Eq. (27) with $n = 1$ is reduced to the ageing law; the evolution equation Eq. (27) is regarded as an extension of the ageing law for $n \neq 1$.

Dimensionless form of the single degree of freedom model then reads
\[ \frac{dV}{dt} = \frac{k}{a} V (1 - V) - \frac{b}{a \theta} [1 - (V \theta)^n] V, \] (28)
\[ \frac{d\theta}{dt} = 1 - (V \theta)^n. \] (29)
This system has the fixed point: $(V, \theta) = (1, 1)$. Jacobi matrix $J$ at this point is
\[ J = \left( \begin{array}{cc} -k + nb & nb \\ \frac{a}{-n} & \frac{a}{-n} \end{array} \right). \] (30)
By calculating the eigenvalues, we obtain the critical stiffness at which Hopf bifurcation occurs.
\[ k_c = n(b - a), \] (31)
where $n > 0$ and $b > a$ are required. For instance, in the case of $n = 1/2$, supercritical Hopf bifurcation occurs at $k_c = (b - a)/2$.

We then calculate the first Lyapunov coefficient by using the normal form theory.
\[ l_1(0) = \frac{1}{4} \left( \frac{b - a}{a} \right)^{3/2} (n - 1) \] (32)
Note that the absolute value may differ depending on how the critical eigenvectors are normalized. Since $b > a$ and $n > 0$, $l_1(0)$ is negative if $0 < n < 1$. It means that the bifurcation is supercritical and the limit cycle exists.

The numerical result is shown in Figure 1 where the limit cycle exists and the amplitude increases as $k$ decreases. Therefore, we confirm a supercritical Hopf bifurcation. More importantly, a periodic motion is realized without introducing radiation damping.

We also inspect the transient behaviour by considering the velocity step test. Here the velocity is switched between $V_p$ and $10V_p$. In this case, it is more convenient to use $V_p$ in place of an arbitrary constant $V_0$ in the RSF, i.e., Eq. (1). We then introduce
\[ \delta \mu = \mu - \mu_0 = a \log V + b \log \theta \] (33)
with the dimensionless form of the evolution equation.
\[ \frac{d\theta}{dt} = 1 - (V \theta)^n. \] (34)
After a steady state is realized at $V_p$, we change the velocity to $10V_p$. This switch is done instantaneously. We also inspect the opposite case: switch from $10V_p$ to $V_p$. Such instantaneous switching processes are the ideal limit of infinite stiffness in Eqs. (28) and (29).

As shown in Figure 2, the relaxation after deceleration is generally steeper than that after acceleration. This asymmetric relaxation behaviour is common to the original ageing law, but the asymmetry is rather enhanced as the exponent $n$ decreases from $n = 1$. In this respect, modified ageing law I is worse than the original one, although it produces the stable limit cycle.

We also perform a slide-hold-slide test (Figures not shown), in which the static friction is measured as a function of the hold time. For $n > 1$, this modified ageing law predicts the static friction coefficient smaller than the experimental value. This may be expected from the PRZ law case [Perrin et al. 1995; Marone 1998].

For $n < 1$, however, the predicted static friction coefficient is only slightly larger than that of the ageing law, and therefore the modified ageing law predicts the behaviour close to the experimental one.

4.2 Modified ageing law II

As we have seen, it is now possible to avoid the divergence problem with a minor change of the ageing law. However, a modified ageing law represented by Eq. (43) does not work very well for velocity...
we propose another evolution equation.

This velocity dependence, if \( b > a \), is not monotonic as shown in Figure 3. At low velocities, the friction coefficient decreases in a logarithmic manner. This behaviour then changes at a specific velocity

\[
\dot{V} = \frac{c}{1 - c} - \frac{a}{c} V_c,
\]

above which the velocity dependence is positive. A similar crossover is also observed in some experiments (Heslot et al. 1994; Kilgore et al. 1993). The evolution law proposed here thus somehow captures this behaviour.

Note that the parameters in this friction law can be estimated from experiments. Parameters \( a, b, \) and \( L \) are estimated in a similar manner with the case of conventional evolution laws. Parameter \( c \) should not be close to zero for healing to occur, while the possible range is \( 0 < c < 1 \). In view of the experimental results by Heslot et al. (1994), Kilgore et al. (1993), the constant \( V_c \) may be on the order of 1 to 10 [\( \mu \mathrm{m}/\mathrm{s} \)]. More detailed discussions are given in Appendix B.

Applying this law to the single degree of freedom model with dimensionless variables defined by Eq. (8), we get the following equations.

\[
\frac{dV}{dt} = \frac{k}{a} (1 - c) V - \frac{b}{a \theta} [c + (1 - c) a V - V \theta] V,
\]

(39)

\[
\frac{d\theta}{dt} = c + (1 - c) a V - V \theta.
\]

(40)

Here \( c \equiv V_p/V_c \). This system has the fixed point at \( V, \theta = (1, c + (1 - c) \alpha) \). At the point, Jacobi Matrix is

\[
J = \left( \begin{array}{cc}
-\frac{k}{a} + \frac{bc}{a(c + (1 - c) \alpha)} & \frac{b}{a c + (1 - c) \alpha} \\
-c & -1
\end{array} \right).
\]

(41)

Calculating the eigenvalues, we get the critical stiffness \( k_c \) at which the Hopf bifurcation occurs.

\[
k_c = \frac{(b - a)c - a \alpha (1 - c)}{c + (1 - c) \alpha}.
\]

(42)

The first Lyapunov coefficient of this system is calculated as

\[
l_1(0) = \frac{(c - 1) ab}{2 \sqrt{a(c + \alpha (1 - c))^3 \sqrt{k_c}}}.
\]

(43)

This is always negative since \( 0 < c < 1 \), and therefore the system undergoes supercritical Hopf bifurcation.

The existence of limit cycle is confirmed numerically as shown in Figure 4 where the amplitude of the limit cycle increases as \( k \) decreases. This is a clear evidence for supercritical Hopf bifurcation. We again wish to stress that radiation damping is not introduced here to simulate the limit cycle behaviour. We then inspect the response to step-wise change of the slip velocity for modified ageing law I, calculated from Eqs. (23) and (35) as a function of the (dimensionless) displacement. Parameters are set to \( b = 4.0 \) and \( a = 1.0 \). Effect of the exponent \( n \) is studied by setting \( n = 0.5, 0.6, 0.7, 0.8, \) and \( 1.0 \). (a) Velocity is changed from \( V = 1.0 \) to \( V = 10 \). (b) Velocity is changed from \( V = 10 \) to \( V = 1.0 \).
velocity between \( V_p \) and \( 10V_p \). Here we use nondimensional variables with \( V_0 \). Results are shown in Figure 5. To clarify the relaxation behavior, the vertical axis is based on the steady state after relaxation. Although relaxation is not completely symmetric in terms of acceleration and deceleration, the deviation declines at smaller \( c \). In short, this evolution law can realize almost the same degree of symmetry as the aging law. Although the symmetry is inferior to the slip law, there is enough rationality in using this law as a substitute for the aging law, considering that there was no evolution law that can realize the limit cycle.

Note also, however, that this result is highly dependent on the parameters value. As can be seen from equation (44), if \( \alpha \) is sufficiently small, the form of the equation is almost identical to the aging law, and the similar behavior may appear regardless of the value of \( c \).

5 DISCUSSIONS

5.1 Physical meaning of new evolution law

The evolution law given by Eq. (35) may represent the effect of wear. Friction between brittle materials produces fine wear particles on the sliding interface. Wear particles have the fresh surfaces that possess adhesion force, changing the friction force significantly. However, the adhesion force may be lost due to oxidation of the surface.

Here we assume that the surface of particles can be oxidized to lose the ability for healing, and incorporate this effect into the ageing law. The fraction of the oxidized surface is denoted by \( 1 - c \), where \( c \) is the fraction of fresh and unoxidized surface (thus \( 0 < c < 1 \)). The evolution law for the interface is at rest (\( V = 0 \)) then reads

\[
\frac{d\theta}{dt} = c.
\]

(44)

This is interpreted that the ageing is suppressed due to oxidation of the surface.

For sliding surfaces (\( V > 0 \)), wear particles are generated with the slip amount. These fresh particles have the unoxidized surface, and thus have the ability for healing. We assume that the oxidized surface is replaced by the fresh surface at the rate of \( \dot{V} / V_c \), where \( V_c \) is the characteristic velocity for wear. We thus have the additional ageing term \( (1-c)\dot{V} / V_c \). Combining these effects with the linear slip weakening term, we obtain Eq. (35).

5.2 Oscillatory motion and velocity dependence of friction

With conventional evolution equations, radiation damping is an essential ingredient to reproduce the periodic oscillation in friction. Since it is similar to linear velocity-strengthening friction, one might regard the velocity-strengthening nature is essential (Matsuzawa et al. 2010; Shibazaki & Shimamoto 2007; Barbot 2019a). However, we wish to stress that the velocity-strengthening friction is not essential to reproduce the periodic oscillation. This is obvious because Eq. (27), which is velocity-weakening, reproduces the limit cycle.

Similarly, another evolution equation, Eq. (35), changes its velocity dependence from negative to positive (from velocity weakening to velocity-strengthening) at the crossover velocity given by Eq. (35). However, we wish to stress that the limit cycle behaviour is not due to this crossover, because the velocity oscillates around \( V_p \) and does not necessarily exceed the crossover velocity. In other words, the friction is always velocity-weakening during the oscil-
5.3 Relevance to slow slip events

Recent development of observation technology enables us to discover various kinds of slow earthquakes (Obara & Katô 2016), which span a wide range of time and energy scales (Ike et al. 2007). This implies that the natural fault motion is much more complex than a simple stick-slip motion. A remarkable case is off coast of Tohoku, Japan, where the subduction rate oscillates with the period of several years (Uchida et al. 2016). The maximum subduction rate during an oscillation period is only several times larger than the average subduction rate, and therefore this oscillation may be interpreted as a family of slow slip events (SSE).

Here we wish to discuss SSE based on the present fault-patch model with the RSF. This simple model may be partly verified by observations that SSEs repeat themselves in patch-like regions. The use of RSF may be rational in view of small slip rates of SSE. We thus assume geodetic inversion on the afterslip data for the 2003 Tokachi-oki earthquake (Fukuda et al. 2009). We thus assume that the oscillation period estimated here is based on a simple fault-patch model. Subduction zones, where most slow earthquakes occur, extend over several hundred kilometers and involve many kinds of heterogeneity. If there is a slip patch that is sufficiently isolated from other seismogenic zones, the discussion here may apply. Otherwise, the discussion here should be interpreted as an ideal case analysis.

Since the observed oscillation of subduction rates is spatially heterogeneous (Uchida et al. 2016), the discussion given here should be interpreted as a preliminary guess for more quantitative studies on spatially extended systems, which would be a promising attempt in the future.

5.4 Case of multiplicative form

The discussions so far are based on the standard form of RSF, in which the effects of slip rate and state variable(s) are expressed in the additive manner. On the other hand, an alternative form is also known, in which the effects of slip rate and state variable(s) are expressed in the multiplicative manner. We may discuss the stability of limit cycle produced by this alternative form of RSF.

We inspect two variations proposed by Barbot (2019b) and Bar-Sinai et al. (2014), respectively, by performing numerical calculations on the patch model together with the standard ageing law. We find the stable limit cycle without radiation damping for both the cases. Details of the results are given in the supplementary material. This result indicates the supremacy of the multiplicative form for the RSF law in reproducing the stable limit cycle. One may thus need to reflect on the use of popular additive form of the RSF, depending on the specific situation that one needs to consider.

6 CONCLUSIONS

In a slip patch model implemented with the rate and state friction (RSF) law, it has been well known that the numerical solution diverges unless the radiation damping is introduced. However, this divergence has been known only empirically and numerically. Here we have analytically shown that the divergence is inevitable for three major evolution equations: the slip law, the ageing law, and the Nagata’s law.

The radiation damping, which has been conventionally used, is due to the energy dissipation caused by the radiation of elastic waves. Therefore, from a physical point of view, introducing radiation damping may not be verified in models for slow aseismic motion such as slow slip events, in which seismic waves are not radiated. On the other hand, slow slip events are often accompanied by tremors, which radiate weak seismic waves. Such a complex nature of slow earthquakes may verify the use of radiation damping, but the quantitative aspect is not clear.

In light of the above points, the choice of evolution equation requires discretion in modelling slow earthquakes, which radiate only a little amount of seismic waves. To model slow aseismic slip motion, two new evolution laws are proposed here. Both the equations reproduce slow periodic oscillation (i.e., the limit cycle) without radiation damping, at least for a single degree-of-freedom system. Modified ageing law I illustrates that a limit cycle can be realized only with a minor change in the evolution law. However, in view of the asymmetric relaxation after the abrupt velocity change, it cannot be a good replacement for the existing evolution laws. Modified ageing law II also exhibits asymmetric relaxation, but it is at the same level as the original ageing law. The only defect may be time-dependent healing is somewhat (by factor $c$) smaller than the original ageing law. The only difference is as small as $b \log c$. This is generally negligible.
The difference between the two novel equations is most apparent in the steady-state behaviours. The velocity dependence of modified ageing law I is monotonic, whereas the modified ageing law II exhibits crossover to velocity-strengthening above a certain slip velocity. The difference may be useful in determining a suitable evolution law based on the experimental data. Regarding a relaxation behavior after an abrupt change of the slip velocity, the modified ageing law II is more consistent with experiments than the modified ageing law I.

Since this study is limited to a single degree of freedom system, application of these new evolution laws to spatially extended systems may be promising future work toward understanding of slow earthquakes. At the same time, critical consideration on the use of additive form of the RSF is needed.
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APPENDIX A: NORMAL FORM THEORY

To know the type of bifurcation, we must calculate the nonlinear effect directly. Normal form theory is an effective way for this purpose. Here we consider a 2D dynamical system that undergoes...
Hopf bifurcation. According to the theory, after appropriate coordinate transformation, one can rewrite the time evolution equation as follows. in the neighbourhood of the bifurcation point,

\[ \frac{du}{dt} = (\beta + i)u + \sigma_1 |u|^2 + O(|u|^4), \] \hspace{1cm} (A.1)

where \( u \) is a complex variable, \( \beta \) is a constant, and \( \sigma_1 = \pm 1 \) corresponding to the the sign of the first Lyapunov coefficient, \( l_1(0) \). The functional form of \( l_1(0) \) is not shown here. One can refer to a reference (Kuznetsov 2004) or supplemental material.

The type of Hopf bifurcation, either supercritical or subcritical, is determined by \( \sigma_1 \). When \( \sigma_1 = -1 \), the system undergoes supercritical Hopf bifurcation. In this case, the limit cycle of small amplitude arises once the system loses its stability. If \( \sigma_1 = 1 \), subcritical Hopf bifurcation occurs. Then the limit cycle appears with the large amplitude. In general, the solution diverges once the system loses its stability.

There are some methods to calculate the value of \( l_1(0) \) numerically. In this paper, we employ the method stated in (Kuznetsov 2004) using a software, Maple\textsuperscript{TM}. Detailed calculation is shown in supplement material.

APPENDIX B: DETERMINING THE PARAMETERS FOR MODIFIED AGING LAW II

The parameters in modified aging law II can be determined from experimental data. Noting that \( \mu_0 \) and \( V_0 \) are arbitrary constants, the parameters to be determined are \( a, b, c, V_c \) and \( L \).

(i) Parameter \( a \)
This is determined from the direct effect in the velocity step experiment, as is usually done for major evolution laws. For sudden velocity change, the state variable does not change and the change of friction coefficient \( \delta \mu \) is written as

\[ \delta \mu = a \log \left( \frac{V_2}{V_1} \right), \] \hspace{1cm} (B.1)

where the slip velocity is changed from \( V_1 \) to \( V_2 \).

(ii) Parameter \( b \)
Parameter \( b \) involves the healing (Beeler et al. 1994; Marone 1998). If holding time is sufficiently long and the apparatus is sufficiently stiff, the velocity can be regarded to be zero during the holding time. Then the state variable evolves as

\[ \frac{d\theta}{dt} = c. \] \hspace{1cm} (B.2)

Then, as in the case of original aging law, the amount of the healing of the friction \( \Delta \mu \) depends on the holding time as

\[ \frac{d\Delta \mu}{d \log t} \simeq b, \] \hspace{1cm} (B.3)

from which parameter \( b \) is determined.

(iii) Parameters \( c \) and \( V_c \)
These parameters are determined from the crossover velocity \( \dot{V}_{\text{cross}} \) and the value of the friction coefficient there:

\[ \dot{V}_{\text{cross}} = \frac{c}{1 - c} \frac{b - a}{a} V_c, \] \hspace{1cm} (B.4)

above which the velocity dependence switches from negative to positive. The steady-state friction coefficient at the crossover velocity is

\[ \mu_{ss} = \mu_0 + (a - b) \log \left( \frac{\dot{V}_{\text{cross}}}{V_0} \right) + b \log \left( \frac{b}{a} \right) + b \log c. \] \hspace{1cm} (B.5)

Since \( \dot{V}_{\text{cross}} \) can be known from experiment, \( c \) and \( V_c \) are found using Eqs. (B.4) and (B.5).

(iv) Parameter \( L \)
This is determined from the relaxation process in velocity step tests by comparing the model behaviour with the observed relaxation process.

Since \( \dot{V}_{\text{cross}} \) can be known from experiment, \( c \) and \( V_c \) are found using Eqs. (B.4) and (B.5).

This is determined from the relaxation process in velocity step tests by comparing the model behaviour with the observed relaxation process.
1 SLIDE-HOLD-SLIDE TEST FOR MODIFIED AGING LAW I

To investigate the healing effect of the modified aging law I, we conduct the slide-hold-slide test. We solve the following equations

\[
\frac{d\hat{V}}{dt} = \frac{k'}{a} \hat{V}(V_p - \hat{V}) - \frac{b}{a\hat{\theta}} \left[ 1 - \left( \frac{\hat{\theta}}{L} \right)^n \right] \hat{V},
\]

\[
\frac{d\hat{\theta}}{dt} = 1 - \left( \frac{\hat{\theta}}{L} \right)^n.
\]

Here \( k' \) is defined as \( k' \equiv \hat{k}/\sigma \).

In this test, steady sliding state is realized at the slip velocity of \( V_p \) for the duration of 100[s]. Here we adopt \( V_p = 3.0 \times 10^{-7}[\text{m/s}] \). Then the slip velocity is changed to zero and keep this state for a certain time. We then change the slip velocity to \( V_p \) again. Through this process, change in friction \( \Delta \mu \) is measured.

We set parameters as \( a = 8.0 \times 10^{-3}, b = 9.0 \times 10^{-3}, L = 3.0 \times 10^{-6} [\text{m}] \) and \( k' = 7.4 \times 10^4 [\text{m}^{-1}] \). These parameter values are based on Fig.3 of Marone (1998). We test the case of \( n = 0.5, 1, \) and 2. The numerical results are shown in Fig[1]. Interpretation of these results is explained in the main text.
2 DULAC’S CRITERION

For convenience, a brief proof of the Dulac’s criterion is given based on (Strogatz 2001). Consider a closed orbit $C$ and the area $A$ surrounded by $C$. We integrate $\nabla \cdot (g\dot{x})$ on $A$.

$$\int_A \nabla \cdot (g\dot{x}) dxdy = \int_A \left[ \frac{\partial (g\dot{x})}{\partial x} + \frac{\partial (g\dot{y})}{\partial y} \right] dxdy. \tag{3}$$

Using the Green’s theorem, this is reduced to

$$= \oint_C (-g\dot{y}dx + g\dot{x}dy) = \oint_C (g\dot{x}) \cdot dn, \tag{4}$$

where $dn = (dy, -dx)^T$ is orthogonal to the closed orbit $C$. By definition, $\dot{x}$ is tangent to $C$, and thus orthogonal to $dn$. The above integral then vanishes, leading to

$$\int_A \nabla \cdot (g\dot{x}) dxdy = 0. \tag{5}$$

This must hold for any area $A$ surrounded by a closed orbit.

If the sign of the integrand $\nabla \cdot (g\dot{x})$ is always positive or negative on $A$, this equation cannot hold, and the boundary of $A$ cannot be a closed orbit. If this is true for any area, the closed orbit cannot exist on the entire space.

3 NORMAL FORM THEORY OF HOPF BIFURCATION

In the main text, we have used a nonlinear analysis method called the normal form theory for Hopf bifurcation. Here we outline the theory. Our calculations are based on (Kuznetsov 2004).

First, consider the following two-dimensional differential equations that are on the critical point of Hopf bifurcation.

$$\frac{d\xi_1}{dt} = F_1(\xi_1, \xi_2), \tag{6}$$

$$\frac{d\xi_2}{dt} = F_2(\xi_1, \xi_2). \tag{7}$$

For simplicity, we assume that the fixed point of this system is the origin. We then rewrite these equations in vector form as

$$\frac{d\xi}{dt} = F(\xi). \tag{8}$$

Expanding the right hand side around the fixed point, one gets

$$\frac{d\xi}{dt} = A\xi + \frac{1}{2}B(\xi, \xi) + \frac{1}{6}C(\xi, \xi, \xi), \tag{9}$$

where $A$ is the Jacobi matrix at the fixed point, and $B$ and $C$ are the coefficients for the Taylor
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expansion. For instance, $B$ is given by

$$B_l(\xi, \eta) = \sum_{i,j} \frac{\partial^2 F_l}{\partial \xi_i \partial \eta_j} \bigg|_{\xi=0, \eta=0} \xi_i \eta_j. \quad (10)$$

and $C$ is given in a similar manner.

The critical eigenvectors $q$ and $p$ are defined as

$$A q = I \omega q, \quad (11)$$

$$A^T p = -I \omega p. \quad (12)$$

The normalization condition is $\langle p, q \rangle \equiv \sum_i \bar{p}_i q_i = 1$, where $\bar{p}_i$ represents the complex conjugate of $p_i$. Using these vectors, we can write $\xi$ as

$$\xi = z q + \bar{z} \bar{q}. \quad (13)$$

Substituting this in the first equation, one gets

$$\frac{d(z q + \bar{z} \bar{q})}{dt} = A * (z q + \bar{z} \bar{q}) + \frac{1}{2} B(z q + \bar{z} \bar{q}, z q + \bar{z} \bar{q}) + \frac{1}{6} C(z q + \bar{z} \bar{q}, z q + \bar{z} \bar{q}, z q + \bar{z} \bar{q}). \quad (14)$$

Taking the inner product with $p$, this equation becomes

$$\frac{d z}{dt} = I \omega z + \frac{1}{2} (\langle p, B(q, q) \rangle z^2 + \langle p, B(q, \bar{q}) \rangle \bar{z} \bar{z} + ...) + \frac{1}{6} (\langle p, C(q, q, q) \rangle z^3 + ...). \quad (15)$$

According to the normal form theory for Hopf bifurcation, by using a proper nonlinear transformation, this equation can be transformed into the following the normal form

$$\frac{du}{dt} = (\beta + I) u + \sigma_1 |u|^2 + \mathcal{O}(|u|^4), \quad (16)$$

where $u$ is a complex variable, $\beta$ is a constant, and $\sigma_1 = \pm 1$ corresponds to the the sign of the first Lyapunov coefficient, $l_1(0)$. It is given by

$$l_1(0) = \frac{1}{2\omega^2} \text{Re}(I g_{20} g_{11} + \omega g_{21}), \quad (17)$$

where

$$g_{20} = \langle p, B(q, q) \rangle, \quad (18)$$

$$g_{11} = \langle p, B(q, \bar{q}) \rangle, \quad (19)$$

$$g_{21} = \langle p, C(q, q, q) \rangle. \quad (20)$$

Whether the Hopf bifurcation is supercritical or subcritical is determined by $\sigma_1$. If $\sigma_1 = -1$, the system undergoes the supercritical Hopf bifurcation. In this case, the limit cycle of small amplitude arises once the system loses its stability. If $\sigma_1 = 1$, the subcritical Hopf bifurcation occurs. Then the limit cycle appears with a large amplitude. The solution diverges once the system loses its stability.
4  Mizushima and Hatano

For simplicity, we assume that the fixed point is the origin. If the fixed point is not located at the origin, the fixed point must be displaced to the origin. For instance, if $\xi^0$ is the fixed point instead of Eq. (13), one should substitute

$$\xi = \xi^0 + zq + \bar{z}\bar{q}$$

(21)

into the equations and expand the right-hand side around the fixed point. Then, as mentioned above, the nonlinear parts $B$ and $C$ are obtained.

4  DERIVATION OF NORMAL FORM FOR MODIFIED AGING LAW I

One can calculate the first lyapunov coefficient for modified aging law I, which we derive as Eq.(32) in the main text. Governing equations are given as

$$\frac{dV}{dt} = \frac{k}{a} V (1 - V) - \frac{b}{a\theta} [1 - (V\theta)^n] V;$$

(22)

$$\frac{d\theta}{dt} = 1 - (V\theta)^n.$$  

(23)

Then let us calculate the Jacobi matrix $A$ and its transpose matrix $A^T$. Recalling that the fixed point is $(V, \theta) = (1, 1)$ and that the critical point is $k = n(b - a)$, these matrices are derived as

$$A = \begin{bmatrix} n & \frac{n^2+\omega^2}{n} \\ -n & -n \end{bmatrix},$$  

(24)

$$A^T = \begin{bmatrix} n & -n \\ \frac{n^2+\omega^2}{n} & -n \end{bmatrix}.$$  

(25)

One can use the critical frequency $\omega$ defined as

$$\omega^2 = \frac{n^2(b - a)}{a}.$$  

(26)

From these conditions, one can get the critical eigenvectors as

$$q = \begin{bmatrix} \frac{n^2+\omega^2}{n(\omega-n)} \\ 1 \end{bmatrix},$$  

(27)

$$p = \begin{bmatrix} \frac{(n-\omega)n}{2\omega(\omega+n)} \\ -\frac{ln+\omega}{2\omega} \end{bmatrix}.$$  

(28)

Here the coefficients of the vector $p$ are defined to satisfy the conditions: $\langle p, q \rangle = 1$.

Then let us calculate the nonlinear part $B$ and $C$. This calculation is somewhat cumbersome and therefore one may use any computer algebra system. (Here we use Maple.) Each term of Eq.(17) are
then given as
\[ g_2,0 = \frac{(-41b + 41a) n^3 + \omega((1a - 1b) \omega - 4a + 2b) n^2 - (1a - 1b - \omega a) \omega^2 n - a \omega^3}{2n \omega a}, \tag{29} \]
\[ g_1,1 = \frac{(-41b + 41a) n^3 - \omega((1a - 1b) \omega - 2a) n^2 + (-a \omega^3 + (31a - 1b) \omega^2) n + a \omega^3}{2n \omega a}, \tag{30} \]
\[ g_2,1 = \frac{1a(n - 2)(n - 1) \omega^4 - (n(-b + a) - b)(n - 1)n \omega^3 - 41a(n - 1) n^2 \omega^2 + 2(n(-b + a) - a)n^3 \omega + 121n^4 b}{2n^4 \omega a}. \tag{31} \]

Thus, the first Lyapunov coefficient is
\[ l_1(0) = \frac{(-b + a) n^4 - \frac{\omega^2 (a-b)n^3}{4} + \frac{5 \omega^2 (a-b)n^2}{4} - a \frac{\omega^4}{4} + \frac{a \omega^4}{2}}{\omega^3 n a^2} (-b + a). \tag{32} \]
Substituting Eq. (26) into the above equation, one gets
\[ l_1(0) = \frac{1}{4} \left( \frac{b - a}{a} \right)^{\frac{3}{2}} (n - 1), \tag{33} \]
which is Eq.(32) of the main text.

5 DERIVATION OF NORMAL FORM FOR MODIFIED AGING LAW II

One can calculate the first lyapunov coefficient for modified aging law II, which is Eq.(43) of the main text. Governing equations are given as
\[ \frac{dV}{dt} = \frac{k}{a}(1 - V)V - \frac{b}{a \theta}[c + (1 - c)\alpha V - V \theta]V, \tag{34} \]
\[ \frac{d\theta}{dt} = c + (1 - c)\alpha V - V \theta. \tag{35} \]

Let us calculate Jacobi matrix \( A \) and its transpose matrix \( A^T \). Recalling that the fixed point is \((V, \theta) = (1, c + (1 - c)\alpha)\) and that the critical point is \(k = ((b - a)c - a\alpha(1 - c))/(c + (1 - c)\alpha) \equiv k_c\), one can get
\[ A = \begin{bmatrix} 1 & \frac{\omega^2 + 1}{c} \\ -c & -1 \end{bmatrix}, \tag{36} \]
\[ A^T = \begin{bmatrix} 1 & -c \\ \frac{\omega^2 + 1}{c} & -1 \end{bmatrix}. \tag{37} \]
Here we use the critical frequency \( \omega \) defined as
\[ \omega^2 = \frac{(-aa + a - b)c + a \alpha}{((\alpha - 1)c - \alpha)a}. \tag{38} \]
From these conditions, one can get critical eigenvectors as
\[
q = \begin{bmatrix} \omega^2 + 1 \\ \frac{c(1-\omega)}{c(1-\omega) + 1} \end{bmatrix},
\]
(39)
\[
p = \begin{bmatrix} -2(1+\omega) \\ -\frac{1+\omega}{2(1+\omega)} \end{bmatrix}.
\]
(40)

Here the coefficients of the vector \(p\) is defined to satisfy the normalization condition: \(\langle p, q \rangle = 1\).

Each term of Eq.(17) is then given as
\[
g_{2,0} = \frac{(2a(1-\omega) \alpha^2 - 4(\alpha - \frac{1}{2}) (1-\omega) \alpha + (2I-2\omega) \alpha - 2(1-\omega \frac{\omega}{4}) b) c^2 - 4(\alpha a - a + \frac{1}{2} b) \alpha (1-\omega) c + 2a(1-\omega) \alpha^2}{c a ((\alpha - 1) c - \alpha)^2 \omega},
\]
(41)
\[
g_{1,1} = \frac{((\alpha - 1) c - \alpha) (L\omega^2 + 2I + \omega) a + 2Ibc}{c a ((\alpha - 1) c - \alpha) \omega},
\]
(42)
\[
g_{2,1} = -\frac{(c - 1)^2 (\omega - 3I + L\omega^2) \alpha^2 - c (c - 1) (L\omega^2 + 9I - 4\omega) \alpha + 6c^2 (1 - \frac{\omega}{4}) b}{c a ((\alpha - 1) \alpha - c)^3 \omega}.
\]
(43)

Substituting the above equations and Eq.(38) into Eq.(26), the first lyapunov coefficient is derived as
\[
l_1(0) = -\frac{(c - 1) \alpha b}{2\sqrt{a}} \sqrt{\frac{-(c-1)\alpha + c(2b-a)}{(c-1)\alpha - c}} \frac{1}{(\alpha c - \alpha - c)^3} \sqrt{\alpha c}.
\]
(44)

6 MULTIPLICATIVE RSF LAW

In the discussion part of the main text, the stability of limit cycle produced by the multiplicative RSF law is pointed out. Here we describe the details of calculation.

6.1 Barbot (2019)

Barbot (2019) suggests the following equation.
\[
\mu = \mu_0 \left( \frac{\hat{V}}{V_0} \right)^{\alpha_0} \left( \frac{\hat{\theta} V_0}{\hat{\theta} V_0} \right)^{\alpha_0}.
\]
(45)

Applying this equation to the fault patch model with the aging law, the governing equations can be derived as
\[
\frac{dV}{dt} = \frac{k}{aV \theta V_0} V(1-V) - \frac{b}{a \theta} (1-V \theta)V
\]
(46)
\[
\frac{d\theta}{dt} = 1 - V \theta
\]
(47)

Here we use non-dimensional variables defined in the main paper and set \(V_0 = V_p\). This system has a fixed point at \((V, \theta) = (1, 1)\). According to the linear stability analysis, the Hopf bifurcation point is
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Figure 2. The limit cycle realized by the multiplicative RSF law proposed in [Barbot (2019)]. We show results for \( k = 2.9 \times 10^{-3}, 2.7 \times 10^{-3} \) and \( 2.5 \times 10^{-3} \). The other parameters are set to \( a = 1.0 \times 10^{-3}, b = 4.0 \times 10^{-3} \) and \( \mu_0 = 1.0 \times 10^{-3} \). The critical point is \( k_C = 3.0 \times 10^{-3} \).

\[ k_c = b - a. \]

Note also that the steady-state friction coefficient is

\[ \mu_{ss} \propto V^\frac{a-b}{\mu_0}. \]  

We solve this model numerically. Parameters are set as \( a = 1.0 \times 10^{-3}, b = 4.0 \times 10^{-3} \) and \( \mu_0 = 1.0 \times 10^{-3} \), leading to \( k_c = 3.0 \times 10^{-3} \). Results for \( k = 2.9 \times 10^{-3}, 2.7 \times 10^{-3} \) and \( 2.5 \times 10^{-3} \) are shown in Fig. 2. In this case, we acknowledge the existence of the limit cycle.

6.2 Bar-Sinai et al. (2014)

Bar-Sinai et al. (2014) suggests the following equation.

\[ \mu = f_0 + \alpha \log \left( \frac{V}{V_0} \right) + \beta \log \left( 1 + \frac{\theta V_0}{L} \right) + \frac{\alpha \beta}{f_0} \log \left( \frac{V}{V_0} \right) \log \left( 1 + \frac{\theta V_0}{L} \right). \]  

The equation is originally proposed for steady-state, but here we assume its general validity. Meaning of the parameters are stated in [Bar-Sinai et al., 2014]. Applying this equation to the fault patch model with the aging law, governing equations are derived as

\[ \frac{dV}{dt} = \frac{k}{\alpha + \frac{\alpha \beta}{f_0} \log (1 + \theta)} (1 - V) - \frac{(1 - V \theta) \left( \beta + \frac{\alpha \beta}{f_0} \log V \right)}{(\alpha + \frac{\alpha \beta}{f_0} \log (1 + \theta))(1 + \theta)} V \]  

\[ \frac{d\theta}{dt} = 1 - V \theta \]

Here we use non-dimensional variables defined in the main paper and set \( V_0 = V_p \). This system has a
Figure 3. The limit cycle realized by multiplicative RSF law proposed in (Bar-Sinai et al. 2014). We show results for $k = 2.3 \times 10^{-3}, 1.8 \times 10^{-3}$ and $1.3 \times 10^{-3}$. The other parameters are set to $\alpha = 1.0 \times 10^{-3}, \beta = 8.0 \times 10^{-3}$ and $f_0 = 8.0 \times 10^{-3}$. The critical point is $k_c = 2.31 \times 10^{-3}$

fixed point at $(V, \theta) = (1, 1)$. According to the linear stability analysis, the Hopf bifurcation point is $k_c = \beta/2 - \alpha - (\alpha \beta/f_0) \log 2$.

We solve the model numerically. Parameters are set as $\alpha = 1.0 \times 10^{-3}, \beta = 8.0 \times 10^{-3}$ and $f_0 = 8.0 \times 10^{-3}$, leading to $k_c = 2.31 \times 10^{-3}$. Results for $k = 2.3 \times 10^{-3}, 1.8 \times 10^{-3}$ and $1.3 \times 10^{-3}$ are shown in Fig.3 We also acknowledge the existence of the limit cycle in this model.
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