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Abstract

Nekrasov partition function for the supersymmetric gauge theories with general Lie groups
is not so far known in a closed form while there is a definition in terms of the integral. In
this paper, as an intermediate step to derive it, we give a recursion formula among partition
functions, which can be derived from the integral. We apply the method to a toy model which
reflects the basic structure of partition functions for BCD type Lie groups and obtained a
closed expression for the factor associated with the generalized Young diagram.
1 Introduction

Starting from a seminal work by Seiberg and Witten [1], the connection between supersymmetric gauge theories in 4D and 2D conformal field theories is getting more and more tight. The first key step in such direction is the explicit derivation of instanton partition function by Nekrasov and others in the omega background [2, 3]. They were written as a sum over factors associated with (a set of) Young diagrams which implied the connection with 2D theories. Such correspondence becomes more explicit by the AGT conjecture [4] where the partition function is directly related to the correlation function of Liouville theory. This conjecture, originally made for $SU(2)$ gauge theories, was later generalized to $SU(N)$ gauge groups and has been proved for various set-ups in the last few years [5–11]. The application of Nekrasov formula is not limited to AGT conjecture, it has been used to study the nonperturbative aspects of gauge theories, like dualities and global symmetry enhancements.

So it will be valuable to understand the structure of these partition functions and their exact form. A natural next step in such development is to consider the general Lie groups. In this respect, however, while many efforts have done [12–16], the analysis was limited to the cases for small number of instantons. The origin of such difficulty is that we do not know how to perform the integration that defines the partition function. For the $SU(N)$ case, the integration reduces to the evaluation of residues where poles are located in the shape of Young diagrams. There is another way to evaluate this partition functions by use of the Hilbert scheme, which give the same result [17, 18]. On the other hand, for $Sp(N)$ and $SO(N)$ cases, similar poles show up in the form of “the generalized Young diagrams” and the algorithm to derive the residue in a closed form was not known. There are also some difficulties which does not exist for $SU(N)$ case. One is the appearance of double poles and the other is the multiplicity factor associated with each generalized Young diagram [14]. Each of them is a tough question, which may not be solved at once.

In this paper, we give a partial answer to these problems. We develop a method to derive the explicit form of the residue for the any generalized Young diagram. It is a generalization of the recursion formula derived in [9]. For $SU(N)$ case, it represents an infinite dimensional nonlinear symmetry [7] which is equivalent to $W$ algebra. We derive the recursive relation in a similar form and give the explicit form of the residue as a product of factors for generalized Young diagrams. For the derivation of the formula, however, we will focus on a “simplified version” of integral in order to avoid the complication coming from the double pole.

We organize the paper as follows. In section 2, we review the Nekrasov partition function for classical Lie groups in the form of the integration. For the $SU(N)$ case, such integration is explicitly performed. We explain the derivation of recursion formula for $SU(N)$ case in two ways, a derivation from product formula and another one from the integration. In section 3, we apply the latter idea to derive a similar recursion formula for the simplified model in a form that is readily generalized to
other Lie groups. In section 4, we solve the recursion formula and derive the partition function as a product of factors for the generalized Young diagram. In the discussion, we give some arguments how to fight with other problems by using our strategy.

2 Recursive construction of the Nekrasov partition function: $A_n$ case

In 2002, Nekrasov introduced a way to calculate the non-perturbative corrections of partition functions for 4-dimensional $\mathcal{N} = 2$ supersymmetric $SU(N)$ gauge theories [2]. Soon later, by the parameterizations of instanton moduli spaces by ADHM matrices, he and Shadchin managed to generalize the technique to the cases when the gauge groups are classical and gave integral representations of the corrections [12, 19].

When the gauge group is unitary, one can perform the integrations exactly and these results are heavily used especially for deeper understandings of AGT correspondences [4].

So we want to find such parallel formulae for other gauge groups. In this section, as a warm-up, we explain how such recursion formulae show up in the case of the unitary 4-dimensional $\mathcal{N} = 2$ super-Yang-Mills theory. The idea is to perform the integration inductively. We will see later that it can be readily generalized to the cases of other Lie groups.

2.1 Integral representations of instanton partition function for $ABCD$

Let $N$ and $k$ be the positive integer. Let $Z_k^{U(N)}$ be the $k$-instanton correction to the partition function of the 4d $\mathcal{N} = 2$ supersymmetric $U(N)$ Yang-Mills theory. In the following, we restrict ourselves to $N_f = 0$ case for simplicity. When the gauge coupling is small, this value is approximately a volume of the classical moduli space of $k$-instanton. This moduli space can be expressed by the famous ADHM matrices [20], constrained by the ADHM equation and the internal gauge symmetry rotating instantons. Turning on the small background vector field, called the $\Omega$-background, on the spacetime $\mathbb{R}^4$, localization technique makes the volume into the form of a summation over the fixed points in the moduli space with respect to the background. Thus $Z_k^{U(N)}$ can be represented by the following integral;

$$Z_k^{U(N)} = \frac{1}{k!} \left( \frac{\varepsilon}{2\pi i \varepsilon_1 \varepsilon_2} \right)^k \int_{\mathbb{R}} \frac{d\phi_1 \cdots d\phi_k}{\prod_{j=1}^k P(\phi_j - \varepsilon_+) P(\phi_j + \varepsilon_+) \Delta(0) \Delta(\varepsilon) \Delta(\varepsilon_1) \Delta(\varepsilon_2)}$$

with the appropriate coefficient of the dynamical scale of the theory, and

$$P(x) = \prod_{i=1}^N (x - a_i)$$

$$\Delta(x) = \prod_{i<j} ((\phi_i - \phi_j)^2 - x^2).$$
The $a_i$’s which appear in $P(x)$ mean the vev of the adjoint matter and are real numbers.\(^1\) The $\varepsilon_{1,2}$ parametrize the $\Omega$-background $(e^{i\varepsilon_1}, e^{i\varepsilon_2}) \in U(1)^2_{\Omega}$. In the integration, we treat them to have positive imaginary parts. String theoretically, $a_i$’s represent the positions of D-branes and the $\Omega$ background comes from the Kalb-Ramond 2-form field $B$. We use notations $\varepsilon := \varepsilon_1 + \varepsilon_2 =: 2\varepsilon_+$. The integration variables, $\phi$’s, are originally defined to parameterize the maximal torus of $\mathfrak{u}(k)$, the internal group rotating instantons. When we take the limit to 4d gauge theories, the integration range is replaced to those on the real axis. The denominator of the integrand comes from the weights of the ADHM matrices under $U(k) \times U(N) \times U(1)^2_{\Omega}$, and the numerator comes from the constraint of the ADHM equation and of the internal gauge symmetry. This integral ends up with the summation over poles, where some of the weights of the ADHM matrices vanish. These correspond the fixed points of the moduli space in the localization method.

The above arguments except for the last step are also applicable when one can coordinate similar classical moduli spaces. For classical groups, the ADHM construction gives such expressions. So there are similar integral representations of the instanton corrections for the other classical gauge groups. For super-Yang-Mills theories, the instanton partition functions are represented as follows:

$$Z_{k}^{SO(N=2n+\chi)} = \frac{(-1)^{k(N+1)}}{2^{k}k!} \left( \frac{\varepsilon}{2\pi i \varepsilon_1 \varepsilon_2} \right)^k \int_{\mathbb{R}} \frac{d\phi_1 \cdots d\phi_k}{\prod_{j=1}^{k} P(\phi_j - \varepsilon_+) P(\phi_j + \varepsilon_+)} \Delta(0) \Delta(\varepsilon),$$

$$P(x) = x^\chi \prod_{i=1}^{n} (x^2 - a_i^2),$$

$$\Delta(x) = \prod_{i<j} ((\phi_i - \phi_j)^2 - x^2) ((\phi_i + \phi_j)^2 - x^2),$$

$$Z_{k=2n+\chi}^{Sp(N)} = \frac{1}{2^{2n-1}n!} \left( \frac{\varepsilon}{2\pi i \varepsilon_1 \varepsilon_2} \right)^n \left( \frac{1}{2\varepsilon_1 \varepsilon_2 P(\varepsilon_+)} \right)^\chi$$

$$\times \int_{\mathbb{R}} \frac{d\phi_1 \cdots d\phi_n}{\prod_{j=1}^{n} P(\phi_j - \varepsilon_+) P(\phi_j + \varepsilon_+) (4\phi_j^2 - \varepsilon_1^2) (4\phi_j^2 - \varepsilon_2^2)} \Delta(0) \Delta(\varepsilon),$$

$$P(x) = \prod_{i=1}^{N} (x^2 - a_i^2),$$

$$\Delta(x) = \left( \prod_{i<j} ((\phi_i - \phi_j)^2 - x^2) ((\phi_i + \phi_j)^2 - x^2) \right) \left( \prod_{j=1}^{n} (\phi_j^2 - x^2) \right)^\chi.$$

Again the integration variables $\phi$ represent the maximal torus of $\mathfrak{sp}(k)$ or $\mathfrak{so}(k)$ and are replaced by the integration along $\mathbb{R}$ in the 4D limit. $\chi$ takes the value 0 (resp. 1) when the instanton number $k$ is even (resp. odd).

While the integration formulae are similar to $U(N)$, there are some characteristic difference at the same time. First, the factor $\Delta$ contains $\phi_i + \phi_j$ as well as the difference $\phi_i - \phi_j$. Second, the function $P$ contains the extra factors which gives rise to extra poles near the origin $\phi_i = 0$. Third, the number of the integration variables is $[k/2]$ instead of $k$ and we have extra factor which shows up when $k$ is odd. We will discuss the implication of them later in the next section.

\(^1\)The reality of $a_i$’s is just for the correct contour of the integration. After the integration, the value is analytically continued.
2.2 Recursion relation for $U(N)$ cases

The integration contours along the real axis in (1) can be closed in the upper plane. For $U(N)$ case, the integrand contains $P(\phi_j - \epsilon_+)$ and $\Delta(\epsilon_1)\Delta(\epsilon_2)$ in the denominator. The first one gives rise to a pole at $\phi_j = a_l + \epsilon_+$ in the upper half plane. The second one describe a pole in the neighbor of other integration variables, $\phi_i - \phi_j = \epsilon_{1,2}$. We pick these poles in each integration variables. Some detail of the procedure will be explained later but for the moment we accept that the poles are arranged in the shape of $N$ Young diagrams $\mathbf{Y} = (Y^{(1)}, Y^{(2)} \ldots , Y^{(N)})$ as

$$a_l + \epsilon_+ + (n - 1)\epsilon_1 + (m - 1)\epsilon_2 \hspace{1cm} (10)$$

where $(n, m)$ are positive integers and describe a coordinate on a Young diagram $Y^{(l)}$. The instanton number $k$ is identical to the number of boxes $k = \sum_i |Y^{(i)}| = k$.

$Z^U_{k(N)}$ is expressed as a sum:

$$Z^U_{k(N)} = \sum_{\mathbf{Y} : |\mathbf{Y}| = k} Z^U_{k,\mathbf{Y}} \hspace{1cm} (11)$$

where $Z^U_{k,\mathbf{Y}}$ is the residues labeled by $\mathbf{Y}$. The explicit formula [21, 22] is given by

$$Z^U_{k,\mathbf{Y}} = \prod_{l,p=1}^N \prod_{(i,j)\in Y^{(l)}} \frac{1}{a_l - a_p + (Y^{(l)}_{j} - i + 1)\epsilon_1 + (j - (Y^{(p)T}_i))\epsilon_2} \times \prod_{(i,j)\in Y^{(p)}} \frac{1}{a_l - a_p + (i - Y^{(p)}_{j})\epsilon_1 + ((Y^{(l)T})_{i} - j + 1)\epsilon_2} \hspace{1cm} (12)$$

where $Y^{(p)T}$ is the transpose of $Y^{(p)}$ and we denote the length of each row of a Young diagram by $Y^{(l)}_h$. They characterize the Young diagram:

$$Y^{(l)} = (Y^{(l)}_1 \geq Y^{(l)}_2 \geq \cdots \geq Y^{(l)}_{h(l)} > 0 = Y^{(l)}_{h(l)+1} = Y^{(l)}_{h(l)+2} = \cdots) \hspace{1cm} (13)$$

For example, a Young diagram $\young(3,2)$ has the partition $Y_1 = 3, Y_2 = 2, Y_\geq 3 = 0 \ (h(1) = 2)$. Young diagrams appear in the formula through the “arm” and “leg” lengths, which are given, for a Young diagram $Y$ and a position $s = (i, j)$ of the box (not necessarily in $Y$), by

$$a_Y(s) = Y_j - i, \quad l_Y(s) = Y_i^{T} - j \hspace{1cm} (14)$$

These integers can be represented diagrammatically; when $Y$ is of the form

$$Y = \begin{array}{cccc}
\text{\textbullet} & \text{\textbullet} & \text{\textbullet} & \text{\textbullet} \\
\text{\textbullet} & \text{\textbullet} & \text{\textbullet} & \text{\textbullet} \\
\text{\textbullet} & \text{\textbullet} & \text{\textbullet} & \text{\textbullet} \\
\text{\textbullet} & \text{\textbullet} & \text{\textbullet} & \text{\textbullet} \\
\end{array} \hspace{1cm} (s = (i, j) = (3, 2)) \hspace{1cm} (15)$$

then $a_Y(s)$ is equal to the number of black circles and $l_Y(s)$ is equal to the number of white circles (with appropriate signs).
In the following, we explain the recursive structure derived from (12). Such formula was derived in [9] to show the conformal Ward identity. Here we provide a simplified analysis. For the simplicity of argument, we describe $N = 1$ case, where the formula becomes

$$Z_{k,Y}^{U(1)} = \prod_{s \in Y} \frac{1}{(a(s) + 1)\varepsilon_1 - l(s)\varepsilon_2 - a(s)\varepsilon_1 + (l(s) + 1)\varepsilon_2}. \quad (16)$$

We compare the factor when we add a box to $Y$ at the position $(\hat{n}, \hat{m})$. We write the new Young diagram as $Y_+$. The addition of a box results in the change of factors at $i = \hat{n}$ or $j = \hat{m}$. More explicitly, for each $s \in Y$,

$$a_{Y_+}(s) = \begin{cases} a_Y(s) & (j \neq \hat{m}) \\ a_Y(s) + 1 = Y_{\hat{n}} - i + 1 = \hat{n} - i & (j = \hat{m}) \end{cases} \quad (17)$$

$$l_{Y_+}(s) = \begin{cases} l_Y(s) & (i \neq \hat{n}) \\ l_Y(s) + 1 = Y^T_{\hat{n}} - j + 1 = \hat{m} - j & (i = \hat{n}) \end{cases} \quad (18)$$

Also, $a_{Y_+}(\hat{n}, \hat{m}) = l_{Y_+}(\hat{n}, \hat{m}) = 0$. The ratio between $Z_{k,Y}^{U(1)}$ and $Z_{k+1,Y_+}^{U(1)}$ becomes

$$\frac{Z_{k+1,Y_+}^{U(1)}}{Z_{k,Y}^{U(1)}} = \frac{1}{\varepsilon_1 \varepsilon_2} \prod_{j=1}^{\hat{m} - 1} \frac{(\hat{n} - i)\varepsilon_1 - (Y^T_{\hat{n}} - \hat{m})\varepsilon_2}{(\hat{n} - i + 1)\varepsilon_1 - (Y^T_{\hat{n}} - \hat{m} + 1)\varepsilon_2} \cdot \frac{(i + 1 - \hat{n})\varepsilon_1 + (Y^T_{\hat{n}} - \hat{m} + 1)\varepsilon_2}{(i - \hat{n})\varepsilon_1 + (Y^T_{\hat{n}} - \hat{m} + 1)\varepsilon_2} \times \prod_{j=1}^{\hat{m} - 1} \frac{(Y^T_{\hat{n}} - \hat{m} + j)\varepsilon_1 + (\hat{m} - j)\varepsilon_2}{(Y^T_{\hat{n}} - \hat{m} + 1)\varepsilon_1 + (\hat{m} - j + 1)\varepsilon_2}. \quad (19)$$

A characteristic feature of the formula is that it is a product of factors of the form $(x - \hat{n})\varepsilon_1 + (y - \hat{m})\varepsilon_2$. One may represent them graphically by indicating the position $(x, y)$ on $Y$. We assign the factors in the denominator (resp. numerator) to the boxes with $-$ (resp. $+$) sign. Interestingly these factors are located on the boundary of Young diagram $Y$ and there are some cancellation of factors in the numerator and the denominator. Graphically the cancellation can be illustrated as:
After the cancellation, the residue is written as the product of the factors associated with the corners of the Young diagram. In order to represent the edges, we divide the Young diagram by rectangles described by a set of integers $r_0 := 0 < r_1 < r_2 < \cdots < r_f$ and $s_1 > \cdots > s_f > s_{f+1} := 0$ (see the figure below for $f = 3$ case).

We define the factor which describe the edges:

\[
\begin{align*}
A_i &= (r_i + 1) \varepsilon_1 + (s_{i+1} + 1) \varepsilon_2 + (a_1 + \varepsilon_+) \quad (i = 0, 1, \cdots, f, r_0 = 0, s_{f+1} = 0) \\
B_i &= r_i \varepsilon_1 + s_i \varepsilon_2 + (a_1 + \varepsilon_+) \quad (i = 1, 2, \cdots f).
\end{align*}
\]

Then the diagrammatic formula is written as

\[
\frac{Z^{U(1)}_{k+1,Y_+}}{Z^{U(1)}_{k,Y}} = \frac{1}{\varepsilon_1 \varepsilon_2} \frac{\prod_{j=1}^{f} (B_j - A_l + \varepsilon_1) (B_j - A_l)}{\prod_{i=0, i \neq l}^{f} (A_i - A_l) (A_i - \varepsilon_1 - A_l)}
\]

(23)

where $A_l = \square$.

The generalization for higher $N$ is straightforward. Again we have similar cancellation of factors along the boundaries on $Y^{(p)}$. The explicit formula can be found in the appendix of [9].

### 2.3 Recursion relation from integral formula

For general Lie groups, the explicit form of partition function that corresponds to (12) is not known. We use a recursion formula to derive them. For that purpose we need to derive it directly from the
integration such as (1). Here we explain the procedure for $U(N)$ case. We assign numbers to boxes in $\bar{Y}$ like

$$\bar{Y} = \left( \begin{array}{cccc} \Box & \Box & \Box \end{array} \right) \rightarrow \left( \begin{array}{cccc} \Box & \Box & \Box \end{array} \right).$$

(24)

Namely $i \in Y^{(p)}$ and $j \in Y^{(q)}$ should satisfy $i < j$ if $p < q$. Similarly for the boxes in the same Young diagram, we assign numbers from top to bottom and left to right as shown in the diagrams.

The poles of the integration (1) are described by $\hat{\phi}_i(i = 1, \cdots k)$

$$\hat{\phi}_i = a_i + \varepsilon_+ + (n_i - 1)\varepsilon_1 + (m_i - 1)\varepsilon_2$$

(25)

where we assume the box $i$ is in $Y^{(l)}$ and $(n_i, m_i)$ is the position of the box in the diagram $Y^{(l)}$. For example, $l(4) = 1$ and $(n_4, m_4) = (1, 2)$. The residues at $\phi_i = \hat{\phi}_i$ becomes

$$Z_{k, \bar{Y}}^{U(N)} = \frac{n_{\bar{Y}}}{k!} \left( \frac{\varepsilon}{\varepsilon_1\varepsilon_2} \right)^k \int_{\phi_1} d\phi_1 \cdots \int_{\phi_k} d\phi_k \frac{1}{2\pi i} \prod_{j=1}^{k} P(\phi_i - \varepsilon_+)P(\phi_i + \varepsilon_+) \Delta(0) \Delta(\varepsilon) \Delta(\varepsilon_1) \Delta(\varepsilon_2)$$

(26)

where $\int_{\phi}$ indicates that this integration is done along a sufficiently small circle around $\hat{\phi}$. Here $n_{\bar{Y}}$ is the combinatorial factor. In the case of $U(N)$, this factor is $k!$, which can be interpreted as coming from different choices of poles $\phi_i = \hat{\phi}_\sigma(i)$ with $\sigma \in \mathfrak{S}_k$ and cancels the factor in the denominator. This combinatorial factor will be more complicated for other Lie groups.

Now we add one extra box to $\bar{Y}$ to get another vector $\bar{Y}'$ of Young diagrams. We set the extra box at a position $(\hat{n}, \hat{m})$ in $Y^{(l)}$. In the language of $\hat{\phi}$,

$$\hat{\phi}_{k+1} = \hat{\phi} = a_i + \varepsilon_+ + (\hat{n} - 1)\varepsilon_1 + (\hat{m} - 1)\varepsilon_2$$

(27)

We get

$$Z_{k+1, \bar{Y}'}^{U(N)} = \left( \frac{\varepsilon}{\varepsilon_1\varepsilon_2} \right)^{k+1} \int_{\phi_{k+1}} d\phi_{k+1} \int_{\hat{\phi}_1} d\hat{\phi}_1 \cdots \int_{\hat{\phi}_k} d\hat{\phi}_k \frac{1}{2\pi i} \prod_{j=1}^{k+1} P(\hat{\phi}_j - \varepsilon_+)P(\hat{\phi}_j + \varepsilon_+) \Delta(0) \Delta(\varepsilon) \Delta(\varepsilon_1) \Delta(\varepsilon_2)$$

(28)

After the integrations with respect to $\phi_1, \cdots, \phi_k$, we get

$$Z_{k+1, \bar{Y}'}^{U(N)} = Z_{k, \bar{Y}}^{U(N)} \frac{\varepsilon}{\varepsilon_1\varepsilon_2} \int_{\phi} d\phi \frac{1}{2\pi i} P(\phi - \varepsilon_+)P(\phi + \varepsilon_+) \prod_{j=1}^{k} \frac{(\phi - \hat{\phi}_j)^2((\phi - \hat{\phi}_j)^2 - \varepsilon_1^2)}{(\phi - \hat{\phi}_j)^2 - \varepsilon_1^2}$$

(29)

Again we have a diagrammatic representation of the integrand. We assign boxes with sign in the Young table the factor $\phi - \hat{\phi}_j$ in the numerator (denominator). This integrand is represented...
diagrammatically;

\[
\frac{(\phi - \hat{\phi}_j)^2 ((\phi - \hat{\phi}_j)^2 - \varepsilon^2)}{((\phi - \hat{\phi}_j)^2 - \varepsilon_1^2)((\phi - \hat{\phi}_j)^2 - \varepsilon_2^2)} = Y^{(l(i))}
\]  

(30)

Then we have cancellation for factors assigned to boxes in the Young tables. We arrive at the ratio of \(Z\)'s;

\[
\frac{Z_{k+1,Y_i}^{U(N)}}{Z_{k,Y}^{U(N)}} = \frac{\varepsilon}{\varepsilon_1\varepsilon_2} \int_0^{2\pi i} d\phi \prod_{l=1}^{N} Y^{(l)}
\]

(31)

We find that there are simple poles at boxes with \(-\) sign in the Young diagram as pairs, one outside of the edge and the other inside of the edge. Again the cancellation mechanics of the multiplicity implies the poles inside the Young diagram do not contribute. Now we get sum of residues by picking a pole at \(\phi = \hat{\phi} = a_i + \varepsilon_+ + (\hat{n} - 1)\varepsilon_1 + (\hat{m} - 1)\varepsilon_2\). As the diagram suggests, the residue is the same as (21).

3 Recursion relation for \(BCD\)

3.1 New features for \(BCD\) and a simplified integral

Now we focus on the \(BCD\) cases. While the appearance is similar, there are some new features as we mentioned in the previous section. Every material was explained in detail in the appendix of [14]. Let us review them in more detail to make this paper self-contained.

Generalized Young diagram

What is crucially different from the unitary case is the definitions of the \(\Delta(x)\)'s. These contain factors like \(\phi_i + \phi_j - x\) which implies we may pick a pole at \(\phi_i = -\phi_j + \varepsilon_{1,2}\). We have to take care
of not only the location of poles \( \{ \hat{\phi}_1, \cdots, \hat{\phi}_n \} \), but also their mirror image \( \{-\hat{\phi}_1, \cdots, -\hat{\phi}_n \} \).

The shapes of the poles are not necessarily (vectors of) Young diagrams. Regarding this point, Hollands, Keller and Song proposed the notion of a “generalized Young diagram” [14], which is defined as the subtraction \( Y - Y' \) of two Young diagrams \( Y, Y' \) (\( Y \) contains \( Y' \)). In other words, a generalized Young diagram must slope from the upper right to the lower left. For example,

\[
\begin{array}{|c|c|c|}
\hline
\times & \times & \times \\
\hline
\end{array} = 
\begin{array}{|c|c|c|}
\hline
\times & \times & \times \\
\hline
\end{array} - 
\begin{array}{|c|c|c|}
\hline
\times & \times & \times \\
\hline
\end{array}
\]

are generalized Young diagrams, but

\[
\begin{array}{|c|c|c|}
\hline
\times & \times & \times \\
\hline
\end{array}, 
\begin{array}{|c|c|c|}
\hline
\times & \times & \times \\
\hline
\end{array}, 
\begin{array}{|c|c|c|}
\hline
\times & \times & \times \\
\hline
\end{array}
\]

are not. It is similar to the “relative Young diagram” which appears in the literature. It is also obtained by subtracting a Young diagram from another one. The difference between the two is that boxes in the generalized Young diagram should be connected on the edges while the relative one may not be.

**Location of Anchor and multiplicity of the diagram**

The other related difference is that the location of the “anchor”, the location of the pole from \( P(x) \). For \( U(N) \) case, such pole at \( \hat{\phi} = a_l + \epsilon_+ \) is fixed at the top-left corner of the Young diagram. On the other hand, in the generalized Young diagram one may in principle put the anchor to any box in the diagram.

For example, let us consider the \( Sp(1) \) 4-instanton correction. There are two integration variable \( \phi_{1,2} \) and two boxes. One way of picking up poles is to take \( \phi_1 = a_1 + \epsilon_+ \) and \( \phi_2 = \phi_1 + \epsilon_1 \). In this case, we write the tableau as \( \begin{array}{|c|c|}
\hline
\times & \times \\
\hline
\end{array}_{a_1+\epsilon_+} \), where we indicate the location of the anchor by “\( \times \)” and put their value as suffix. We have other choice of picking poles, namely, \( \phi_1 = -\phi_2 + \epsilon_1 \) and \( \phi_2 = a_1 + \epsilon_+ \). This time, the diagram associated with it is written as, \( \begin{array}{|c|c|}
\hline
\times & \times \\
\hline
\end{array}_{a_1+\epsilon_+} \).

The number of choice of poles for the same diagram, the multiplicity of the diagram, becomes more complicated. For example, there are two other ways to obtain the diagram \( \begin{array}{|c|c|}
\hline
\times & \times \\
\hline
\end{array}_{a_1+\epsilon_+} \), namely \( \phi_1 = \phi_2 + \epsilon_1, \phi_2 = a_1 + \epsilon_+ \) and \( \phi_1 = -\phi_2 + \epsilon_1, \phi_2 = a_1 + \epsilon_+ + \epsilon_1 \). So this diagram has multiplicity 3. On the other hand, the diagram \( \begin{array}{|c|c|}
\hline
\times & \times \\
\hline
\end{array}_{a_1+\epsilon_+} \) has multiplicity 1. Unlike the \( U(N) \) case where the multiplicity for each Young diagram is fixed to \(|Y|!\), the multiplicity for generalized Young diagram depends on the location of the anchor and the closed formula for them is by itself a challenging problem.
Poles near the origin

The next difference from the $U(N)$ cases is that there are poles near origin. For $Sp(N)$ cases, for example, in addition to the poles at $\phi = \pm a_i$ we have extra poles at $\phi = \pm \epsilon_i/2$. While the contributions from the first one can be interpreted as the contribution of D-brane (and its mirror), the second one should be interpreted as the contributions from the orientifold. We have to combine the contributions from both parts. For example, the two instanton partition function $Z_{2}^{Sp(1)}$ is written in their expanded forms as

$$Z_{2}^{Sp(1)} = \left( \times_{1+\epsilon+} + \times_{-a_1+\epsilon+} \right) + \left( \times_{1/2} + \times_{1/2} \right)$$

where $\times_x$ means the residue at the pole where the box with $\times$ is at $x$. The first term comes from 2-instantons near D-branes and the second comes from ones near the orientifold plane. Due to the isomorphism that $Sp(1) \cong SU(2)$, the partition function should be identical to that of $SU(2)$. In above example, one may confirm that it is identical to $Z_{2}^{SU(2)}$ after some algebra. Similarly the four-instanton partition function can be written graphically as,

$$Z_{4}^{Sp(1)} = \left( 3 \times \times_{1+\epsilon+} + 3 \times \times_{-a_1+\epsilon+} + \times \times_{1/2} + \times \times_{1/2} + 2 \times \times_{1/2} + \times, \times_{1/2} \right)
+ 2 \times \left( \times_{1+\epsilon+}, \times_{1/2} \right) + \left( \times_{-a_1+\epsilon+}, \times_{1/2} \right) + \left( \times_{1+\epsilon+}, \times_{1/2} \right) + \left( \times_{-a_1+\epsilon+}, \times_{1/2} \right)$$

$$= Z_{4}^{SU(2)}. \quad (33)$$

The coefficients in front of the diagram imply the multiplicity. The last term comes from the cross term of two 2-instantons. The contributions from poles take very different form compared with $SU(2)$ case. After the summation, however, the two partition functions become identical in a very nontrivial way.

Picking the poles near the origin needs the extra care since the generalized Young diagram may involve extra anchors since they are located near the origin. It induces the second order pole in the integration. Also, it may be possible to have configurations like closed cycles [14] which contain no anchor in the diagram.

Simplified model

Having seen the extra complications to evaluate the integration, it may be a good idea to focus on one of them and solve it explicitly. In this paper, we concentrate on the residue associated with the generalized Young diagram with one anchor. It consists of the evaluation of simple poles and the
problem can be reduced to the recursion relations. For that purpose, instead of the evaluation of BCD type integral directly, we focus on a simplified version

\[ \tilde{Z}_n = \frac{1}{2^{2n-1}n!} \left( \frac{\varepsilon}{2\pi i \varepsilon_1 \varepsilon_2} \right)^n \int_{\mathbb{R}} \prod_{\phi_1} \frac{d\phi_1 \cdots d\phi_n}{\Delta'(0) \Delta'(-1)} \Delta'(\varepsilon_1) \Delta'(\varepsilon_2) \]

where \( b \) is a constant with a positive imaginary part and

\[ \Delta'(x) = \left( \prod_{i<j} \left( (\phi_i - \phi_j)^2 - x^2 \right) (\phi_i + \phi_j)^2 - x^2 \right) \]

Compared with the original integral, we simplified \( P(x) \) to have a pole only at \( b \). In the meanwhile we mostly keep the form of \( \Delta(x) \) to retain the structure of mirrors in the analysis. In the following of this paper, we concentrate on this simplified model. In this section, we derive recursion relations near D-branes (or \( b \)) and in the next section we solve them.

3.2 Recursion relation from integral formula

In the following of this paper, we focus on the contributions from a single D-brane. In principle, one may combine such factors with the contribution from orientifold plane to obtain the general partition function. For the simplicity of the computation, we use the expression for the simplified model. We derive the recursion relations of fixed points near \( \pm b \) in this model. In other words, we compare the integrals that are associated with two generalized Young diagrams.

Let \( Y \) be a generalized Young diagram which is given by subtracting a Young diagram \( Y_2 \) from another \( Y_1 \), like

\[ Y^{(2)} = Y^{(1)} \]

and \( \{\hat{\phi}_j | j = 1, \cdots, n\} \) be a set of some poles of the simplified integral, whose values and their minuses \( \{\pm \hat{\phi}_j\} \) make the diagram \( Y \) and its mirror diagram \( -Y \). So we have

\[ \frac{\tilde{Z}_{n,Y}}{n_Y} = \frac{(-1)^n}{2^n n!} \left( \frac{\varepsilon}{\varepsilon_1 \varepsilon_2} \right)^n \int_{\hat{\phi}_n} \frac{d\phi_n}{2\pi i} \cdots \int_{\hat{\phi}_1} \frac{d\phi_1}{2\pi i} \frac{\Delta'(0) \Delta'(-1)}{\Delta'(\varepsilon_1) \Delta'(\varepsilon_2)} \prod_{j=1}^n \frac{1}{\phi_j^2 - b^2}. \]

where \( n_Y \) is the combinational factor for \( Y \) discussed in the last section.

We add one extra box to \( Y \) and label the 1-box-added diagram \( Y_+ \). We write the position of the extra box as

\[ \hat{\phi}_{n+1} = \hat{\phi} = b + (n - 1)\varepsilon_1 + (m - 1)\varepsilon_2. \]
As in the previous section, we get the ratio of two integrals;

\[
\frac{\tilde{Z}_{n,Y_i}}{\tilde{Z}_{n,Y_i}^{n_{Y_i}}} = \frac{1}{2(n+1)} \varepsilon \int_0^{2\pi i} d\phi \frac{1}{\phi^2 - b^2} \times \prod_{j=1}^n \frac{(\phi + \phi_j)^2((\phi + \phi_j)^2 - \varepsilon_1^2)((\phi + \phi_j)^2 - \varepsilon_2^2)((\phi - \phi_j)^2 - \varepsilon_1^2)((\phi + \phi_j)^2 - \varepsilon_2^2)}{(\phi - \phi_j)^2 - \varepsilon_1^2)((\phi - \phi_j)^2 - \varepsilon_2^2)}
\]

This integrand can be expressed diagrammatically as a product of factors coming from \( Y \) and \(-Y\);

\[
= \prod_{j=1}^n \frac{(\phi + \phi_j)^2((\phi + \phi_j)^2 - \varepsilon_1^2)((\phi + \phi_j)^2 - \varepsilon_2^2)((\phi - \phi_j)^2 - \varepsilon_1^2)((\phi + \phi_j)^2 - \varepsilon_2^2)}{(\phi - \phi_j)^2 - \varepsilon_1^2)((\phi - \phi_j)^2 - \varepsilon_2^2)}
\]

(37)

We introduce the notations \( A, B, \bar{A}, \bar{B} \) as in the previous section;

\[
b - b_1\varepsilon_1 - b_2\varepsilon_2
\]

\[
\begin{align*}
A_i &= (r_i + 1)\varepsilon_1 + (s_{i+1} + 1)\varepsilon_2 + b - b_1\varepsilon_1 - b_2\varepsilon_2 \quad (i = 0, 1, \cdots, f, r_0 = 0, s_{f+1} = 0) \\
B_i &= r_i\varepsilon_1 + s_i\varepsilon_2 + b - b_1\varepsilon_1 - b_2\varepsilon_2 \quad (i = 1, 2, \cdots, f) \\
\bar{B}_i &= (\bar{r}_i + 1)\varepsilon_1 + (\bar{s}_{i+1} + 1)\varepsilon_2 + b - b_1\varepsilon_1 - b_2\varepsilon_2 \quad (i = 0, 1, \cdots, \bar{f}, \bar{r}_0 = 0, \bar{s}_{\bar{f}+1} = 0) \\
\bar{A}_i &= \bar{r}_i\varepsilon_1 + \bar{s}_i\varepsilon_2 + b - b_1\varepsilon_1 - b_2\varepsilon_2 \quad (i = 1, 2, \cdots, \bar{f})
\end{align*}
\]

(39)

(40)
Substituting $\hat{\phi}_l$’s in the explicit forms, the part of the integrand above becomes
\[
\prod_{j=1}^{n}(\phi + \hat{\phi}_j)^2(\phi - \hat{\phi}_j)^2((\phi + \hat{\phi}_j)^2 - \epsilon^2)((\phi - \hat{\phi}_j)^2 - \epsilon^2)
\]
\[
= \prod_{i=1}^{f}(\phi^2 - B_i^2)(\phi^2 - (B_i + \epsilon)^2) \prod_{i=0}^{f}(\phi^2 - B_i^2)(\phi^2 - (B_i - \epsilon)^2)
\]
\[
\prod_{i=0(\neq l)}^{f}(\phi^2 - A_i^2)(\phi^2 - (A_i - \epsilon)^2) \prod_{i=1}^{f}(\phi^2 - A_i^2)(\phi^2 - (A_i + \epsilon)^2)
\]
Now we evaluate the residue which corresponds to adding 1-box into $Y$. In terms of $Y_i$ ($i = 1, 2$), it corresponds to adding a box to $Y_1$ or deleting a box from $Y_2$. In the first case, the residue picks up the pole $A_i(l = 0, \cdots, f)$ and the integrand above becomes
\[
\frac{\tilde{Z}_{n+1,Y_+}}{n_{Y_+}} \left( \frac{\tilde{Z}_{n,Y}}{n_Y} \right)^{-1} = \frac{-1}{2(n + 1)\epsilon_1\epsilon_2} \frac{1}{\epsilon_1\epsilon_2}
\]
\[
\frac{\prod_{i=1}^{f}(A_i^2 - B_i^2)(A_i^2 - (B_i + \epsilon)^2) \prod_{i=0}^{f}(A_i^2 - B_i^2)(A_i^2 - (B_i - \epsilon)^2)}{\prod_{i=0(\neq l)}^{f}(A_i^2 - A_i^2)(A_i^2 - (A_i - \epsilon)^2) \prod_{i=1}^{f}(A_i^2 - A_i^2)(A_i^2 - (A_i + \epsilon)^2)}
\]
In the second case, the residue picks up the pole $-A_i(l = 1, \cdots, f)$ and the integrand above becomes
\[
\frac{\tilde{Z}_{n+1,Y_+}}{n_{Y_+}} \left( \frac{\tilde{Z}_{n,Y}}{n_Y} \right)^{-1} = \frac{-1}{2(n + 1)\epsilon_1\epsilon_2} \frac{1}{\epsilon_1\epsilon_2}
\]
\[
\frac{\prod_{i=1}^{f}(A_i^2 - B_i^2)(A_i^2 - (B_i + \epsilon)^2) \prod_{i=0}^{f}(A_i^2 - B_i^2)(A_i^2 - (B_i - \epsilon)^2)}{\prod_{i=0(\neq l)}^{f}(A_i^2 - A_i^2)(A_i^2 - (A_i - \epsilon)^2) \prod_{i=1}^{f}(A_i^2 - A_i^2)(A_i^2 - (A_i + \epsilon)^2)}
\]
These are the recursion relations of the simplified models.

We have a technical comment here. We have to be careful when we add a box at a special location in $Y$. For example, when an extra box is added at
\[
Y
\]

the generalized Young diagram $Y = Y^{(1)} - Y^{(2)}$ is given as follows;

\[
Y^{(2)} = \begin{array}{c}
Y^{(1)}
\end{array}
\]
In this case we have to add a row (instead of deleting a box) to \( Y^{(2)} \).

Similarly, when an extra box is added at

\[
Y
\]

we have to add a column to \( Y^{(2)} \);

\[
Y^{(2)} = Y^{(1)}
\]

In the next section, we solve the relation and give the exact formula. We have to be careful that the solution satisfies these exceptional cases as well.

### 4 Solution for the recursion relations

In this section, we give a closed expression\(^2\) of the partition function associated with a generalized Young diagram for the simplified integral with the anchor at \( b \). We prove that it satisfies the recursion relations (41,42) derived in Sec.3.2. We also made a cross-check explicitly for \( n(= \left\lfloor \frac{k}{2} \right\rfloor) \leq 3 \) cases.

#### 4.1 Proposed formula

We will introduce some notations. We introduced the notions of the arm \( a \) and leg \( l \) of a Young diagram. For the generalized Young diagram, it is more convenient to modify the notation since we need to express the effect of the mirror:

\[
u_p(s) = \phi_s + a_{Y(p)}(s)\varepsilon_1 = Y_j^{(p)}\varepsilon_1 + j\varepsilon_2 + (b - b_1\varepsilon_1 - b_2\varepsilon_2) \quad (47)
\]

\[
u_p(s) = \phi_s + l_{Y(p)}(s)\varepsilon_2 = i\varepsilon_1 + Y_i^{T(p)}\varepsilon_2 + (b - b_1\varepsilon_1 - b_2\varepsilon_2) \quad (48)
\]

\(^2\)Some years ago, there was a proposal of the instanton partition function for the BCD-type gauge theories \( [16] \) in the self-dual background. It was based on the direct use of orbifold projection in the moduli space and the result takes very different form compared with ours.
where \( s = (i, j) \) is a position in a given Young diagram \( Y^{(p)} \) \((p = 1, 2)\). When \( s \) is in a generalized Young diagram \( Y \) written as \( Y^{(1)} - Y^{(2)} \), \( u_p(s) \) and \( v_p(s) \) represent the “absolute coordinate” of the horizontal (vertical) border of \( Y^{(p)} \) as follows:

\[
b - b_1 \varepsilon_1 - b_2 \varepsilon_2
\]

We claim that the partition function that solves the recursion relations is given as follows:

\[
\tilde{Z}_Y(n) = n_Y \frac{-1}{2^n n!} \prod_{p,q=1,2} \left( \prod_{s \in Y^{(p)}} u_p(s) + v_q(s) + \varepsilon \prod_{s \in Y^{(q)}} -u_q(s) + v_p(s) + \varepsilon \right)^{(-1)^{p-q}}
\]

\[
\times \prod_{s \in Y^{(1)}} \frac{t(\phi_s + v_2(s))}{t(2\phi_s) t(-2\phi_s)} \prod_{s \in Y^{(2)}} t(\phi_s + v_0^2(s))
\]

\[
\times \prod_{s \in Y} \frac{(2\phi_s)^2 - \varepsilon_1^2)(2\phi_s)^2 - \varepsilon_2^2)}{\phi_s^2 - b^2}
\]

We note that the product in this formula should be treated carefully. There are a few factors in the numerator and denominator that vanish. The numbers of zeros are identical in the numerator and denominator and should be removed in the definition of formula. For example, in the product \( \prod_{s \in Y^{(1)}} (-u_1(s) + v_2(s) + \varepsilon) \) (51), the factor associated with the upper right position of the diagram \( Y \) vanishes. Also the factor associated with the anchor of the diagram \( Y \) vanish in the product (53).

We also note that the formula is not symmetric on \( Y \) and \(-Y\). We do not know at this moment if such asymmetry is superficial and can be removed by rewriting the formula.
In the rest of the section, we provide a proof that the formula satisfies the recursion formulae (41,42). We also cross-checked the formula by explicit computation for \( n \leq 4 \) by explicit computation.

### 4.2 Proof of recursion relation

We denote a diagram \( Y \) with an extra box added by \( Y_+ \). We express \( \tilde{Z}_Y(n) \) as \( Z_1(Y) \times Z_2(Y) \times Z_3(Y) \times Z_4(Y) \), where \( Z_1 \) (resp. \( Z_2, Z_3, Z_4 \)) is the factor in the line (50), (resp. (51), (52), (53)), respectively.

We have to two possibility to add a box to \( Y \) : adding a box to \( Y = Y^{(1)} - Y^{(2)} \) means either adding a box to \( Y^{(1)} \) or removing a box from \( Y^{(2)} \). Since the proposed formula (50–53) is asymmetric with respect to \( Y^{(1,2)} \) we need separate analysis.

**Case 1** Adding 1-box \( \phi_t(= A_t) \) into \( Y \) along \( Y_1 \). (\( Y_m^{(1)} = r_t = \hat{n} - 1, Y^{(1)T}_\hat{m} = s_t+1 = \hat{m} - 1 \) ) The evaluation of the ratio of the factors \( Z_1(Y_+)/Z_1(Y) \), \( Z_3(Y_+)/Z_3(Y) \), \( Z_4(Y_+)/Z_4(Y) \) are straightforward:

\[
\begin{align*}
\frac{Z_1(Y_+)}{Z_1(Y)} &= \frac{1}{2(n+1)}, \\
\frac{Z_3(Y_+)}{Z_3(Y)} &= \frac{t(\phi_t + v_2(s))}{t(2\phi_t)t(-2\phi_t)} = \frac{t((2\xi_1 + 2\hat{n}, 2\xi_2 + \hat{m} + Y^{(2)T}_\hat{m}))}{(2A_t)^2((2A_t)^2 - \varepsilon_1^2)((2A_t)^2 - \varepsilon_2^2)}, \\
\frac{Z_4(Y_+)}{Z_4(Y)} &= \frac{(2A_t)^2 - \varepsilon_1^2}{A_t^2 - b^2},
\end{align*}
\]

where \( (x, y) := x\varepsilon_1 + y\varepsilon_2 \) for \( x, y \in \mathbb{C} \) and \( b - b_1\varepsilon_1 - b_2\varepsilon_2 =: \xi_1\varepsilon_1 + \xi_2\varepsilon_2 \). On the other hand, lengthy calculation is needed to evaluate \( Z_2(Y_+)/Z_2(Y) \). After some analysis, we arrive at

\[
\begin{align*}
\frac{Z_2(Y_+)}{Z_2(Y)} &= \prod_{i=1}^{\hat{n}-1} q^h(2\xi_1 + \hat{n} + i, 2\xi_2 + \hat{m} + Y^{(1)T}_i)q^h(-\hat{n} + i, -\hat{m} + Y^{(1)T}_i) \\
&\quad \cdot \frac{q^h(2\xi_1 + \hat{n} + i, 2\xi_2 + \hat{m} + Y^{(2)T}_i)q^h(-\hat{n} + i, -\hat{m} + Y^{(2)T}_i)}{(2A_t)^2((2A_t)^2 - \varepsilon_1^2)((2A_t)^2 - \varepsilon_2^2)} \\
&\quad \cdot \frac{\prod_{j=1}^{\hat{m}-1} q^v(2\xi_1 + \hat{n} + Y^{(1)}_j, 2\xi_2 + \hat{m} + j)q^v(-\hat{n} + Y^{(1)}_j, -\hat{m} + j)}{(2A_t)^2((2A_t)^2 - \varepsilon_1^2)((2A_t)^2 - \varepsilon_2^2)} \\
&\quad \cdot (-1) \cdot \frac{2A_t(2A_t + \varepsilon)}{\varepsilon_1\varepsilon_2} \\
&\quad \cdot \frac{(0, -\hat{m} + Y^{(2)T}_\hat{m} + 1)(-1, -\hat{m} + Y^{(2)T}_\hat{m})}{(2\xi_1 + 2\hat{n} + 1, 2\xi_2 + \hat{m} + Y^{(2)T}_\hat{m} + 1)(2\xi_1 + 2\hat{n}, 2\xi_2 + \hat{m} + Y^{(2)T}_\hat{m})}.
\end{align*}
\]
where
\[ q^h(x, y) := \frac{(x, y)(x + 1, y + 1)}{(x - 1, y)(x, y + 1)}, \quad q^v(x, y) := \frac{(x, y)(x + 1, y + 1)}{(x, y - 1)(x + 1, y)} \]  \hspace{1cm} (65)

Again we have cancellations between the factors in the numerator and the denominator. For that purpose the following formula is useful. For arbitrary \( x, y \in \mathbb{C} \),
\[ \prod_{i=1}^{\tilde{n}-1} q^h(x + i, y + Y^{(1)}_i) = \prod_{i=1}^{\tilde{l} - 1} \frac{(x + r_i, y + s_i)(x + r_i + 1, y + s_i + 1)}{(x + r_{i-1}, y + s_i)(x + r_{i-1} + 1, y + s_i + 1)} \]  \hspace{1cm} (66)
\[ \prod_{j=1}^{\tilde{m}-1} q^v(x + Y^{(1)}_j, y + j) = \prod_{i=1}^{f} \frac{(x + r_i, y + s_i)(x + r_i + 1, y + s_i + 1)}{(x + r_i, y + s_{i+1})(x + r_i + 1, y + s_{i+1} + 1)}. \]  \hspace{1cm} (67)

We also use the following identities:
\[ \prod_{i=1}^{\tilde{n}-1} \left( q^h(x + i, y + Y^{(2)}_i) \right)^{-1} = \prod_{i=1}^{\tilde{l}} \frac{(x + \bar{r}_{i-1}, y + \bar{s}_i)(x + \bar{r}_{i-1} + 1, y + \bar{s}_i + 1)}{(x + \bar{r}_{i}, y + \bar{s}_i)(x + \bar{r}_{i} + 1, y + \bar{s}_i + 1)} \]  \hspace{1cm} (68)
\[ \prod_{j=1}^{\tilde{m}-1} \left( q^v(x + Y^{(2)}_j, y + j) \right)^{-1} = \prod_{i=1}^{f} \frac{(x + \bar{r}_i, y + \bar{s}_{i+1})(x + \bar{r}_i + 1, y + \bar{s}_{i+1} + 1)}{(x + \bar{r}_i, y + \bar{s}_i)(x + \bar{r}_i + 1, y + \bar{s}_i + 1)}, \]  \hspace{1cm} (69)

where \( \tilde{l}, \tilde{p} \) satisfy \( \bar{r}_{\tilde{l} - 1} < \tilde{n} - 1 \leq \bar{r}_\tilde{l}, \bar{r}_{\tilde{p} - 1} < \tilde{n} \leq \bar{r}_\tilde{p} \). We arrive at:
\[ \frac{Z_2(Y_+)}{Z_2(Y)} = \frac{\prod_{i=1}^{\tilde{l}}(A_i^2 - B_i^2)(A_i^2 - (B_i + \epsilon^2)^2)}{\prod_{i=0}^{\tilde{l}}(A_i^2 - B_i^2)(A_i^2 - (B_i - \epsilon)^2)} \]  \hspace{1cm} (71)
\[ \cdot \frac{\prod_{i=0}^{\tilde{l}}(A_i^2 - B_i^2)(A_i^2 - (B_i - \epsilon)^2)}{\prod_{i=1}^{\tilde{l}}(A_i^2 - A_i^2)(A_i^2 - (A_i + \epsilon)^2)} \cdot (-1) \cdot \frac{2A_i(2A_i + \epsilon)}{\epsilon_1 \epsilon_2} \cdot \frac{1}{t((2\xi_1 + 2\bar{n}, 2\xi_2 + \bar{m} + Y^{(2)}_n))}. \]
\hspace{1cm} (72)
\hspace{1cm} (73)

Combining these results, we obtain the recursion relation (41).

**(case.2)** Removing a box \( \phi_s(= \tilde{A}_i) \) from \( Y_2 \quad (Y_2^{(2)} = \tilde{r}_l = \tilde{n}, Y_2^{(2)}T = \tilde{s}_l = \tilde{m}) \)

The variation of \( Z_1, Z_3, Z_4 \) is straightforward:
\[ \frac{Z_1(Y_+)}{Z_1(Y)} = \frac{1}{2(n + 1)}. \]  \hspace{1cm} (74)
\[ \frac{Z_3(Y_+)}{Z_3(Y)} = \frac{Y^{(1)}_n}{\prod_{j=1}^{\tilde{m}} t((2\xi_1 + 2\bar{n}, 2\xi_2 + \bar{m} - 1 + j))} \cdot \frac{1}{t((2\xi_1 + 2\bar{n}, 2\xi_2 + \bar{m} + j))} \]  \hspace{1cm} (75)
\[ = \frac{1}{t((2\xi_1 + 2\bar{n}, 2\xi_2 + \bar{m} + Y^{(1)}_{\tilde{n}}))}. \]  \hspace{1cm} (76)
\[ \frac{Z_4(Y_+)}{Z_4(Y)} = \frac{((2A_i)^2 - \epsilon_1^2)((2A_i)^2 - \epsilon_2^2)}{A_i^2 - b^2}. \]  \hspace{1cm} (77)
\hspace{1cm} (77)
On the other hand, lengthy calculation gives:

\[
\frac{Z_2(Y_+)}{Z_2(Y)} = \prod_{i=1}^{\tilde{n}-1} q^h(2\xi_1 + \tilde{n} + i, 2\xi_2 + \tilde{m} + Y_{i}^{(1)T}) q^h(-\tilde{n} + i, -\tilde{m} + Y_{i}^{(1)T}) \cdot \prod_{j=1}^{\tilde{n}-1} \left(q^v(2\xi_1 + \tilde{n} + Y_{j}^{(2)}, 2\xi_2 + \tilde{m} + j) q^v(-\tilde{n} + Y_{j}^{(2)}, -\tilde{m} + j)\right)^{-1} \cdot (1) \cdot \frac{\varepsilon_1 \varepsilon_2}{2A_l(2A_l + \varepsilon)} \cdot \left(2\xi_1 + 2\tilde{n} + 1, 2\xi_2 + \tilde{m} + Y_{\tilde{n}}^{(1)T} + 1\right) \left(2\xi_1 + 2\tilde{n} + 2\xi_2 + \tilde{m} + Y_{\tilde{n}}^{(1)T}\right) \cdot \left(0, -\tilde{m} + Y_{\tilde{n}}^{(1)T} + 1\right) \left(-1, -\tilde{m} + Y_{\tilde{n}}^{(1)T}\right)
\]  

(78)

(79)

(80)

(81)

(82)

To simplify it, we need following formulae:

\[
\prod_{i=1}^{\tilde{n}-1} \left(q^h(x + i, y + Y_{i}^{(2)T})\right)^{-1} = \prod_{i=1}^{\tilde{l}} \frac{(x + r_i - 1, y + s_i)(x + r_i - 1 + 1, y + s_i + 1)}{(x + r_i, y + s_i)(x + r_i + 1, y + s_i + 1)} \times \frac{(x + r_i, y + s_i)(x + r_i + 1, y + s_i + 1)}{(x + r_i - 1, y + s_i)(x + r_i, y + s_i + 1)}
\]  

(83)

\[
\prod_{j=1}^{\tilde{n}-1} \left(q^v(x + Y_{j}^{(2)}, y + j)\right)^{-1} = \prod_{i=1}^{\tilde{l}} \frac{(x + r_i, y + s_i)(x + r_i + 1, y + s_i + 1)}{(x + r_i - 1, y + s_i)(x + r_i, y + s_i + 1)} \times \frac{(x + r_i - 1, y + s_i)(x + r_i, y + s_i + 1)}{(x + r_i, y + s_i)(x + r_i - 1, y + s_i + 1)}
\]  

(84)

\[
\prod_{i=1}^{\tilde{n}-1} q^h(x + i, y + Y_{i}^{(1)T}) = \prod_{i=1}^{\tilde{l}} \frac{(x + r_i, y + s_i)(x + r_i - 1, y + s_i + 1)}{(x + r_i - 1, y + s_i)(x + r_i, y + s_i + 1)} \times \frac{(x + r_i - 1, y + s_i - 1)(x + r_i, y + s_i - 1)}{(x + r_i, y + s_i)(x + r_i + 1, y + s_i + 1)}
\]  

(85)

\[
\prod_{j=1}^{\tilde{n}-1} q^v(x + Y_{j}^{(1)}, y + j) = \prod_{i=1}^{\tilde{l}} \frac{(x + r_i, y + s_i)(x + r_i + 1, y + s_i + 1)}{(x + r_i - 1, y + s_i)(x + r_i, y + s_i + 1)} \times \frac{(x + r_i, y + s_i)(x + r_i + 1, y + s_i + 1)}{(x + r_i, y + s_i)(x + r_i + 1, y + s_i + 1)}
\]  

(86)

(87)

(88)

(89)

where \(l, l'\) satisfy \(r_{l-1} < \tilde{n} - 1 \leq r_l, r_{l'-1} < \tilde{n} \leq r_{l'}\). The variation of \(Z_2\) becomes:

\[
\frac{Z_2(Y_+)}{Z_2(Y)} = \frac{\prod_{l'=1}^{l'} (A_l^2 - B_l^2)(A_l^2 - (B_l + \varepsilon)^2)}{\prod_{l=0}^{l} (A_l^2 - B_l^2)(A_l^2 - (B_l - \varepsilon)^2)} \cdot \frac{\prod_{l=0}^{l'} (A_l^2 - B_l^2)(A_l^2 - (B_l - \varepsilon)^2)}{\prod_{l=1}^{l'} (A_l^2 - B_l^2)(A_l^2 - (B_l - \varepsilon)^2)} \cdot \frac{t((2\xi_1 + 2\tilde{n}, 2\xi_2 + \tilde{m} + Y_{\tilde{n}}^{(1)T}))}{\varepsilon_1 \varepsilon_2 A_l(2A_l + \varepsilon)(4A_l^2 - \varepsilon^2)(4A_l^2 - \varepsilon^2)}.
\]  

(90)

(91)

(92)

Combining these results, we arrive at the recursion formula (42).
5 Discussion

As we explained in the introduction and text, what we have derived is the contribution of poles that may be interpreted as the contribution of D-brane. There are many questions to be answered to understand the whole picture of the problem. One issue is how to derive the multiplicity factor \( n_Y \). So far the general algorithm was not found for the integer factor. Also we have not solved the contribution near the origin. While the form of the recursion should be similar, the location of the poles may overlap with their mirrors and careful treatment is necessary to resolve it. A related issue is the existence of extra configuration of poles which takes the shape of cycles [14]. We suspect that some extra inspirations will be necessary to solve these problems.

We considered the simplified integral in this paper because the original integral gives apparent double poles when we treat 8-instantons and higher cases, which seem to require us to take care of the appropriate integration cycle. Regarding this point, one may give correct results by counting JK-residues [23, 24], but it remains unclear whether we can count the multiplicity factor without looking at each pole.

Another puzzling feature of the problem is that the recursion relation does not directly related to the infinite dimensional symmetry as in the \( SU(N) \) case. For \( SU(N) \), the poles takes the form of \( N \) Young diagrams which can be identified with the basis of the Hilbert space of \( N \) bosons and \( W_N \) algebra. For the generalized Young diagrams and the contribution of the poles such obvious correspondence does not seem to exist. Also, the understanding of the multiplicity factor from the viewpoint of field theory will be necessary. We hope to come back to these issues in the feature publications.

Finally we comment on the relation with the nonlinear symmetry. As we mentioned, for \( SU(N) \) case, we have a direct relation between the recursion relation and the action of generators on the states. For \( BCD \) cases, the pole is labeled by the generalized Young diagram. So far, the precise correspondence with the generalized Young diagram and the Fock space of some free fields is not obvious. It should be also clarified what would be the interpretation for the multiplicity factor from the symmetry. While double affine Hecke algebra has their analog in arbitrary Lie group, it does not seem to have a direct implication in these issues. This is another issue that should be studied in the future.
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