Abstract

Searching techniques significantly determine the speed of getting the information or objects. Finding an object in a set is related to membership checking. In the case of massive data, it needs an appropriate technique to search an object accurately and faster. This research implements searching methods, namely Bloom Filter and Sequential Search algorithms, to find objects in a set of data. It aims to improve our system getting a proper item. Due to the possibility of False-Positive existence as a result of Bloom filter technique, there is a potentially inaccurate representation to object sought. Some parameters are influencing False-Positive, namely the number of objects, available bits, and the number of mapped-bit. A combination of those parameters could decrease the level of False-Positive and improve their accuracy and faster accessibility. In this research, we use three data object variations with the biggest object size of 2,000,000. Cached objects used in our experiments are between 2 – 20% of variation from the generated objects. The best results with the lowest False-Positive is a combination of bit = 8, mapped bit = 7, and 6% of cache size from 2,000,000 generated objects.
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1. Introduction

Nowadays, total internet users/clients increasing has contributed to greater access to a server. This increase can be seen by growing number of people who depend on internet services supporting their activities, even to meet their daily needs. The rise of social media applications and online businesses is one example of interaction widely used by community as well as to support their daily activities.

The high access to data/objects in a server causes the server workload to service requests from clients are also increasing. To address these issues, scalability of a system is needed to handle the demand and increase the amount of data in order not to negatively impact on the performance of the scheme. Excellent scalability of a system can affect the latency and throughput system itself. Latency in this case is that when a number of user increases significantly, then the system provides relatively constant latency. Meanwhile, throughput is that if client significantly increases, the system can improve the ability to handle the number of requests per second linearly. Therefore, we need a method to fulfill client request well.

One of ways to improve response time to client requests is by placing objects closer to the client, it is known as cache [1]. When the client requests an object, the object will be stored in the cache first. This technique is able to serve the demand of an object without taking the object from database as source; therefore, it can reduce communication costs and latency resulted from the process database queries [2]. However, with the limitations of an object that cached, it is possible that client requested object is not in cache. For that, we need to take back the object from the database to give to the client, and this will require a lot more time when the demand is getting higher, and requested objects are in a large set.

To search for objects in a database/very large set, we need searching techniques or methods and related to the checking of object membership in a set [3]. Techniques of object
searching are important to determine speed of the object sought [4]. The checking of object membership in a set can simply be done by checking one by one to the existing object until the object sought is found. This results in high accuracy but less efficient because it takes long time to get an object, especially if the object is in a large set.

Other techniques that can be used are the searching membership techniques of an object by prioritizing speed and tolerates little errors. A Tolerable error is a mistake in the form of objects that are not members but said as a member of the set (false positive) [5]. The technique allowing for a false positive is the Bloom filter technique. Bloom filter is a data structure that is used to determine the membership of an object in a set \((\text{Is } X \in S?)\) [6]. The performance of a Bloom filter is affected by the number of objects, the number of bits, and the number of hash functions (map bits) used [7, 8].

Both searching techniques use Bloom filter and Sequential Search which has different advantages in getting an object employed as a material for searching membership of an object in a set and reduce the false positive rate. Therefore, this study will compare the Bloom Filter technique and Sequential Search techniques to get the membership of an object in a large set with the lowest false positive rate until objects obtained. In addition to comparing the techniques Bloom filter with Sequential search, Sequential Search techniques is also used to verify the accuracy of the Bloom filter technique in getting an object in a enormous set.

In order to get the expected results, simulation will be applied in Bloom filter and Sequential search technique. Simulation will use the same data to both Bloom filter and Sequential search.

2. Research Method

The stages of the research activities are illustrated in Figure 1.
This study begins with the design to create a model of Bloom filters and Sequential search. The next stage is to do the simulation for both designs, Sequential Search and Bloom Filter. Simulations carried out by making the scenario that there is a set of objects with a vast number in it. Furthermore, the steps to determine the half objects of the object set as objects to be stored in the buffer. The next stage or fourth stage is to choose a random object (object x) of the object as a set of objects which will be sought at the buffer. The fifth step are checking the existence of the object x on the buffer using Bloom filter. The sixth stages are checking the existence of the object x using Sequential search (for your information, that the object x in the sixth step is the same object with the object x that is utilized in the fifth stage). The next stage named count of false positive and the false negative is to calculate the difference between the Bloom filter and Sequential search results. The next stage after simulation is result analysis. This phase will discuss the results obtained from the simulation process. The ninth stage is the evaluation. Evaluation is carried out between the result of Bloom filter and Sequential search. The final stage is the conclusion. It concludes which searching technique is the best, between Bloom filter and Sequential search. Details description of each phase carried out in research methods will be discussed in the next sub-discussion.

2.1. Design
Design aims to determine the shape of the design to be created for the Bloom filter and Sequential search and identify the parameters to be used. Algorithms Bloom filter and Sequential search is designed in a form of programming language, models developed is model to search an object in a set which use the same object in the same for both algorithms.

2.2. Simulation
The simulation, in this case, will be divided into several stages, they are generation data/object stage used as the primary input, buffer as a medium container data/objects are cached, Get object x is the choice of objects which will be sought its membership in cache in the buffer. Principal simulation is object searching effort using Bloom filter and Sequential search, as well as counting the number of false positive and false negative of Bloom filter after verification using Sequential search. It also records time used by Bloom filter and Sequential search to get a membership of an object in a set.

2.3. Result Analysis
This phase will discuss the results obtained from the simulation process. Bloom filter method and Sequential search, in this case, would get the same number of objects input. Both of these methods seeks membership of the object which is searched at the same set. All the object that raised will be hashing using CRC32 hashing technique to test the membership of an object in a set using Bloom filter, After hashing, the object will occupy the bits that are different for each object. This placement varies according to the number of bits specified folder. In this study also uses the number of bits as variables provided to accommodate the object, the number of map bits to place object in bit provided and the variation of the number of objects to be placed in the buffer. For more details, these variables can be seen in Table 1. The possibility of a false positive on a Bloom filter \([1]\) can be expressed by the equation:

\[
\left(\frac{1}{2}\right)^k \approx 0.6185^{m/n}
\]  

(1)

\(m\) = number of bits
\(k\) = the number of folders bits
\(n\) = number of objects
2.4. Evaluation

This step is performed to evaluate the object searching results that have been obtained using Bloom filter and Sequential search technique. This section will compare the results of object membership using Bloom filter and membership of an object using Sequential search. This evaluation focused on the false positives generated by Bloom filter and the time necessary to obtain the membership of an object by both methods. Since Bloom filter can give false positive results while the Sequential search not, the results of both accuracy and speed of the algorithm will be combined to obtain better results.

3. Results and Analysis

The simulation results that have been done show the influence of variable values in Table 1 for the presence of false positive (FP). It can be seen in Figure 2, which shows significant change to false positive when the number of objects is varied. Figure 2 also shows that the false positive rate to 0 when the number of objects in the buffer is 6% of the actual object 2000000 and stable until the object in buffer is 20%. Furthermore, variations on the number of bits and the map bit although it can lead to false positive changes but it does have great influence on false positives. The influence of the number of bits and the map bit only slightly decreases false positive or insignificant. It can be seen in Figure 3 and Figure 4.

| Total Objects | Objects in the buffer (%) | Number of bits supplied | Total of bits folder object mapping |
|---------------|---------------------------|-------------------------|-----------------------------------|
| 20,000        | 2                         | 8                       | 2                                 |
| 200,000       | 4                         | 16                      | 3                                 |
| 2,000,000     | 6                         | 32                      | 4                                 |
|               | 8                         | 5                       |                                    |
|               | 10                        | 6                       |                                    |
|               | 12                        | 7                       |                                    |
|               | 14                        | 8                       |                                    |
|               | 16                        |                         |                                    |
|               | 18                        |                         |                                    |
|               | 20                       |                         |                                    |

Figure 2. Influence of the Number of Objects to False Positive
Figure 3. Effect of Number of Bits of the False Positive
Figure 4. Effect of folder bit against False Positive
In case of time, accessing an object/data using a Bloom filter is faster than using Sequential search. The results of Bloom filter will be compared to the results from Sequential search regarding accuracy and speed. Table 2 shows the comparison of access and speed between Bloom filter and Sequential search.

Table 2 Comparison of Access Time between Bloom filter and Sequential Search

| Objects in the Buffer (%) | BF (μs) | SS (μs) | BF (μs) | SS (μs) | BF (μs) | SS (μs) | BF (μs) | SS (μs) | BF (μs) | SS (μs) | BF (μs) | SS (μs) | BF (μs) | SS (μs) | BF (μs) | SS (μs) |
|---------------------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| 2                         | 0       | 130     | 0       | 220     | 0       | 150     | 0       | 160     | 0       | 200     | 0       | 230     | 0       | 200     | 0       | 230     |
| 4                         | 0       | 240     | 0       | 270     | 0       | 230     | 0       | 290     | 0       | 230     | 0       | 200     | 0       | 230     | 0       | 200     |
| 6                         | 0       | 250     | 0       | 240     | 0       | 300     | 0       | 220     | 0       | 300     | 0       | 280     | 0       | 230     | 0       | 230     |
| 8                         | 0       | 270     | 0       | 300     | 0       | 290     | 0       | 340     | 0       | 240     | 0       | 260     | 0       | 200     | 0       | 200     |
| 10                        | 0       | 280     | 0       | 230     | 0       | 200     | 0       | 220     | 0       | 260     | 0       | 290     | 0       | 300     | 0       | 300     |
| 12                        | 0       | 420     | 0       | 270     | 0       | 290     | 0       | 270     | 0       | 250     | 0       | 300     | 0       | 230     | 0       | 330     |
| 14                        | 0       | 280     | 0       | 260     | 0       | 270     | 0       | 250     | 0       | 300     | 0       | 270     | 0       | 270     | 0       | 290     |
| 16                        | 0       | 240     | 0       | 260     | 0       | 270     | 0       | 290     | 0       | 270     | 0       | 260     | 0       | 220     | 0       | 220     |
| 18                        | 0       | 180     | 0       | 300     | 0       | 330     | 0       | 280     | 0       | 300     | 0       | 280     | 0       | 250     | 0       | 250     |
| 20                        | 0       | 270     | 0       | 210     | 10      | 290     | 0       | 290     | 0       | 230     | 0       | 200     | 0       | 270     | 0       | 270     |

In general, using Bloom filter is faster than using Sequential search engines, this can be seen from the results of research that combine each of the parameters that can influence the false positive. Searching using Bloom filter is faster than the Sequential search since Bloom filter search space of an object becomes smaller. It is because the utilization of buffer as a temporary space which is determined only by a few percent from existing data sets. Meanwhile, on Sequential search, the search space is equal to the existing set. However, because of the possibility of a false positive on a Bloom filter, it is necessary to reinforce the results of the comparison to the accuracy of the Bloom filter.

Figure 5 shows a comparison of the average time accessing Bloom filter and Sequential search. It can be seen that the time used by Bloom filter to obtain membership of an object is faster (0μs) and constant although the number of objects on the set is continuously increasing. Meanwhile, the use of Sequential search, takes much longer time and is not constant.

From the results that have been obtained, it can be seen that the best results when object accessing comparing to Bloom filter and Sequential search is on 2000000 number of objects with map Bit by 5 bits for all bit variations available.

Based on the equation (1), with the number of objects that exist and the number of bits provided, false positive level is obtained from the Bloom filter as shown in Figure 6. Thus, it can be seen the high probability of false positives that appeared based on the relationship of object and bit amount available.
3.1. Evaluation

Based on the results, to get the membership of an object in a large set can be used Bloom filter method and Sequential search. Regarding speed, Bloom filter is faster than Sequential search as well as accuracy and precision. Bloom filter still has false positive for some smaller objects but for the larger objects Bloom filter is better. In the condition tested by combination of bit and bitmap, it is found that false positive in Bloom filter can be reduced or even can be non-existent. This reduction can be seen in the test of object X membership in set of objects with combination of 2000000 object in the buffer of 6% of the total number of objects existing, with the bits provided 8 bits and mapped with 7 map bits.

In term of object in a set, out of 100 objects searched, Bloom filter only takes average time 10μs even faster (0μs) compared to Sequential search which takes average time between 10 and 420μs to search with the same number of objects. Even for the larger number of objects, the time required by Sequential search is greater. Bloom filter is more stable at 10μs and even faster (0μs) in search for larger objects such as presented in Table 2.

4. Conclusion

Based on the results and analysis, this study can be concluded that false positives generated from the use of Bloom filter method can be minimized by making the right combinations to the number of objects, the number of bits and mapping the number of objects (map bits). Out of the three parameters affecting false positive on Bloom filter method, the number of object is the most influence parameter to the emergence of false positives. The lowest false positives is obtained with the combination of parameters used on the number of objects 2000000, the number of bits = 8, and the number of map bits = 7. The greater the number of objects in a set, the smaller false positive level obtained. The best number for the availability of objects cached in the buffer is equal to 6-8% of the entire object. Membership searching speed of object in large set using Bloom filter is faster which average time is 10μs and tend to be stable despite of the large number of objects. Therefore, the use of Bloom filter is highly recommended to seek membership object in very large set.
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