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Optimal non-local heat-engines, based on Coulomb-coupled systems, demand a sharp step-like change in energy resolved system-to-reservoir coupling around the ground state of quantum-dots [1–5]. Such sharp step-like transition in the system-to-reservoir coupling cannot be achieved in a realistic scenario. Here, I propose realistic design for non-local heat engine based on Coulomb-coupled systems. The performance of the proposed heat engine is then theoretically investigated using quantum-master-equation (QME) approach. It is demonstrated that the theoretical maximum power output for the proposed set-up is limited to about 50% of the optimal design. Despite a lower performance compared to the optimal set-up, the novelty of the proposed design is the conjunction of fabrication simplicity along with reasonable power output. At the end, the sequential transport processes leading to a performance deterioration of the proposed design strategy are analyzed and a method to alleviate such transport processes is proposed. The design proposed in this paper can be used to fabricate high-performance non-local cryogenic heat engines.

FIG. 1. Schematic diagram of the proposed non-local heat-engine based on Coulomb-coupled quantum dots. The entire system consists of three dots $S_1$, $S_2$ and $G_1$ which are electrically coupled to the reservoirs $L$, $R$ and $G$ respectively. The dots $S_1$ and $S_2$ are tunnel coupled, while $S_1$ and $G_1$ are electrostatically coupled. The ground states of $S_1$ and $S_2$ form a staircase configuration with $\varepsilon_{2s} \approx \varepsilon_{1s} + \Delta \varepsilon$. In the proposed arrangement, current can be driven between the cold reservoirs $L$ and $R$ by absorbing thermal energy from the hot reservoir $G$.

I. INTRODUCTION

With the progress in fabrication and scaling technology, efficient heat harvesting in lower dimensional systems has gained a lot of attention [6–16]. One of the major issues affecting heat harvesting performance in nano-systems is the drastic lattice heat flux resulting from a small spatial separation between the heat reservoir and the heat sink. The large lattice heat flux severely limits the overall efficiency of the heat engine and poses a major performance issue in cases where supply of heat energy is limited. Tailoring the lattice thermal conductance, in an attempt to gain enhanced harvesting efficiency generally affects the current path, thereby deteriorating the peak harvested power. As such, one of the crucial focus of the modern thermoelectric community is to facilitate an independent optimization of the electron transport path and lattice heat conduction path, by introducing a spatial separation between the current path and the heat reservoir [17–19]. This phenomenon of harvesting heat from a reservoir, which is spatially separated from the current conduction path, is known as non-local heat harvesting [1–5, 17–20]. In this case, tailoring the lattice heat transport path, in an attempt to gain enhanced efficiency, can be accomplished without altering the current conduction path. Recently designs and concepts of non-local heat engines and refrigerators using Coulomb coupled quantum dots have been proposed and explored in literature [1–5, 20]. However, the operation of such non-local heat engines demand a sharp step-like change in the system-to-reservoir coupling around the ground state energy [1–5, 20], which is impossible to achieve in a practical scenario. In this paper, I propose a realistic design strategy to accomplish non-local heat harvesting using capacitively coupled quantum dots. Unlike the optimal non-local heat-engine based on Coulomb coupled systems [1–5, 20], the proposed design doesn’t demand an change in the system-to-reservoir coupling near the ground state. The performance proposed heat-engine is then evaluated and compared with the optimal set-up. It is demonstrated that the performance of the proposed heat engine hovers around 50% of the optimal set-up. However, the novelty of the proposed set-up is the conjunction of fabrication simplicity along with a reasonable power output. At the end, the
processes leading to a performance deterioration of the proposed set-up is discussed and analyzed. This paper is organized as follows. In Sec. II, I illustrate the proposed design strategy and elaborate the transport formulation employed to analyze the thermoelectric performance of the same. Next, Sec III elaborates a detailed analysis on the heat harvesting performance and regime of operation of the proposed heat-engine. A performance comparison between the proposed heat engine and the optimal set-up is also conducted along with a brief discussion on the transport processes leading to a performance deterioration of the proposed heat engine. I conclude this paper briefly in Sec. IV

II. PROPOSED DESIGN AND TRANSPORT FORMULATION

The proposed heat engine, schematically demonstrated in Fig. 1, consists of three dots $S_1$, $S_2$ and $G_1$ which are electrically coupled to the reservoirs $L$, $R$ and $G$ respectively. $S_1$ and $S_2$ are tunnel coupled to each other, while $G_1$ is capacitively coupled to $S_1$. The ground states of $S_1$ and $S_2$ form a stair-case configuration with $\varepsilon_1^2 \approx \varepsilon_1^1 + \Delta \varepsilon$. Any electronic tunneling between the dots $S_1$ and $G_1$ is suppressed via suitable fabrication techniques. Energy exchange between the two dots is, however, possible via capacitive coupling [21–23]. Quantum dots that are far from each other in space, may be bridged to obtain strong capacitive coupling , in addition to excellent thermal isolation between the hot and cold reservoirs [21, 22]. In addition, the bridge may be fabricated between two specific quantum dots to drastically enhance their mutual capacitive coupling, without affecting the electrostatic energy of the other quantum dots [21–23]. Thus, the change in electron number $n_{S_1} (n_{G_1})$ of the dot $S_1 (G_1)$ influences the electrostatic energy of the dot $G_1 (S_1)$. In general, the total electrostatic energy $U$ of the system, demonstrated in Fig. 1 (a), consisting of three dots can be given by:

$$U(n_{S_1}, n_{G_1}, n_{S_2}) = \sum_{x} U_{x}^{self} \left( n_x - \frac{V_x C_x^{self}}{q} \right)^2 + \sum_{x \neq x_2} U_{x_1, x_2}^{m} \left( n_{x_1} - \frac{V_{x_1} C_{x_1}^{self}}{q} \right) \left( n_{x_2} - \frac{V_{x_2} C_{x_2}^{self}}{q} \right),$$

where $n_x$ is the electron number, $C_x^{self}$ is the self-capacitance and $U_{x}^{self} = \frac{q^2}{2 C_x^{self}}$ is the electrostatic energy due to self-capacitance of quantum dot ‘$x’$. $U_{x_1, x_2}^{m}$ is the electrostatic energy arising out of Coulomb coupling between two different quantum dots that are separated in space. Here, a minimal physics based model is used to investigate the heat engine performance under the assumption that the change in potential due self-capacitance is much greater than than the average thermal voltage $kT/q$ or the applied bias voltage $V$, that is $U_{x}^{self} = \frac{q^2}{C_x^{self}} \gg (kT, qV)$. Hence, electron occupation probability or transfer rate via the Coulomb blocked energy level, due to self-capacitance, is negligibly small. The analysis of the entire system of dots may hence be approximated by limiting the maximum number of electrons in each dot to one. Thus the analysis of the entire system may be limited to eight multi-electron levels, which I denote by the electron occupation number in the ground state of each quantum dot. Hence, a possible state of interest in the system may be denoted as $|n_{S_1}, n_{G_1}, n_{S_2}\rangle = |n_{S_1}\rangle \otimes |n_{G_1}\rangle \otimes |n_{S_2}\rangle$, where $n_{S_1}, n_{G_1}, n_{S_2} \in (0,1)$. I also assume that the electrostatic coupling between $S_1$, $S_2$ and between $S_2$, $G_1$ is negligible, such that, for all practical purposes under consideration, $U_{S_1 S_2} \approx 0$ and $U_{G_1 S_2} \approx 0$. Since, the electronic transport and ground states in $S_1$ and $G_1$ are mutually coupled, I treat the pair of dots $S_1$ and $G_1$ as a sub-system ($S_1 G_1$), $S_2$ being the complementary sub-system ($S_2$) of the entire system consisting of three dots [24]. The state probability of $S_1$ is denoted by $P_{i, S_1}^{S_1}$, $i$ and $j$ being the number of electrons in the dot $S_1$ and $G_1$ respectively. $P_{k, S_2}^{S_2}$, on the other hand, denotes the probability of occupancy of the dot $S_2$ in the sub-system $S_2$. It can be shown that if $\Delta \varepsilon$ is much greater than the ground state broadening due to system-to-reservoir coupling, then the interdot tunneling rate between $S_1$ and $S_2$ is optimized when $\varepsilon_1^1 + U_{S_1 G_1} = \varepsilon_2^2$, that is when $\Delta \varepsilon = U_{S_1 G_1}^{m}$ [24]. To evaluate the optimal performance of the proposed heat-engine, I hence assume $\Delta \varepsilon = U_{S_1 G_1}^{m}$ [24]. Henceforth, I would simply represent $U_{S_1 G_1}^{m}$ as $U_m$. Under the assumption stated above, the equations governing sub-system state probabilities in steady state can be derived as [24]:

$$P_{0, 0}^{S_1} \left( f_L(\varepsilon_1^1) + f_C(\varepsilon_1^1) \right) + P_{0, 1}^{S_1} \left( 1 - f_C(\varepsilon_1^1) \right) + P_{1, 0}^{S_1} \left( 1 - f_L(\varepsilon_1^1) \right) = 0$$

$$P_{0, 1}^{S_1} \left( 1 - f_L(\varepsilon_1^1) + f_C(\varepsilon_1^1 + U_m) \right) + P_{1, 1}^{S_1} \left( 1 - f_C(\varepsilon_1^1 + U_m) \right) + P_{0, 0}^{S_1 f_C(\varepsilon_1^1)} = 0$$

$$P_{0, 1}^{S_1} \left( 1 - f_R(\varepsilon_1^2) + f_C(\varepsilon_2^2 + U_m) + \frac{\gamma}{\gamma_c} P_{0, 1}^{S_1} \right) + P_{1, 1}^{S_1 \gamma_c f_C(\varepsilon_1^1 + U_m)} + P_{0, 1}^{S_1} \left( f_C(\varepsilon_1^2 + U_m) + \frac{\gamma}{\gamma_c} P_{1, 1}^{S_1} \right) = 0 \tag{1}$$

$$P_{0, 2}^{S_1} \left( f_R(\varepsilon_1^2) + \frac{\gamma}{\gamma_c} P_{1, 1}^{S_1} \right) + P_{1, 2}^{S_1} \left( 1 - f_R(\varepsilon_1^2) + \frac{\gamma}{\gamma_c} P_{1, 1}^{S_1} \right) = 0$$

$$P_{1, 2}^{S_1} \left( 1 - f_R(\varepsilon_1^2) + \frac{\gamma}{\gamma_c} P_{1, 1}^{S_1} \right) + P_{2, 2}^{S_1} \left( f_R(\varepsilon_1^2) + \frac{\gamma}{\gamma_c} P_{1, 1}^{S_1} \right) = 0, \tag{2}$$

where $\gamma_c$ and $\gamma$ are related to the reservoir-to-system
tunnel coupling and the inter-dot tunnel coupling respectively [24, 25]. In the above set of equations, \( f_\lambda(\varepsilon) \) denote the probability of occupancy of the reservoir \( \lambda \) at energy \( \varepsilon \). For the purpose of calculations in this paper, I assume an equilibrium Fermi-Dirac statistics at the reservoirs. From the set of Eqns. (1) and (2), it is clear that an electron in \( S_1 \) can tunnel into \( S_2 \) only when the ground state in the dot \( G_1 \) is occupied with an electron. The set of Eqns. (1) and (2) are coupled to each other and may be solved using any iterative method. Here, I use Newton-Raphson iterative method to solve the steady-state values of sub-system probabilities. On calculation of the sub-system state probabilities \( P_{\varepsilon_1}^{\lambda_3} \) and \( P_{\varepsilon_2}^{\lambda_3} \), the electron current flow into (out of) the system from the reservoirs \( L(R) \) can be given as:

Next, I use the set of Eqns. (1), (2) and (3), to evaluate the thermoelectric generation performance of the the set-up demonstrated in Fig. 1. To analyze the performance of the heat engine, I use a voltage-controlled set-up demonstrated in literature [26–28], where an applied bias voltage \( V \) is used to emulate the voltage drop across an external load. Assuming the equilibrium electrochemical potential across the entire set-up is \( \mu_0 \), and a voltage drop \( V \) across the external load, the quasi-Fermi levels at the reservoirs \( L \) and \( R \) may be written as \( \mu_{L(R)} = \mu_0 \pm \frac{V}{2} \). The generated power \( (P) \) and efficiency \( (\eta) \) can be defined as:

\[
P = I_{L(R)} \times V,
\]

\[
\eta = \frac{P}{I_Q},
\]

where \( V \) is the applied potential bias in the voltage controlled model and \( I_Q \) is the sum of electronic and lattice heat flux from the heat source \( (G) \). In the non-local heat engine the lattice heat flux can be favourably engineered [29–33] without affecting the current conduction path. In addition the lattice heat flux is generally independent of the system configuration [34–41]. Hence, to simplify our calculation, we assume ideal condition by neglecting the lattice heat flux as done in recent literature [6, 7, 42, 43]. The generation efficiency for our case, can hence be defined as:

\[
\eta = \frac{P}{I_{Qe}},
\]

where the electronic heat flux at the heat source \( I_{Qe} \) can be calculated as [24]:

\[
I_{Qe} = U_m \gamma_c \{ P_{L(1)}^{\mu_0} f_G(\varepsilon_g + U_m) - P_{L(1)}^{\mu_0} \{ 1 - f_G(\varepsilon_g + U_m) \} \}
\]

Interestingly Eqn. (6) is not directly dependent on \( \varepsilon_g \). This is due to the fact that the net electronic current into or out of the reservoir \( G \) is zero. To better understand this, let us consider the situation where an electron tunnels into \( G_1 \) from \( G \) with an energy \( \varepsilon_g + U_m \), when the ground state of \( S_1 \) is occupied. Next, the electron tunnels out of \( S_1 \) with an energy \( \varepsilon_1^* + U_m \), followed by the electron tunneling out of \( G_1 \) with an energy \( \varepsilon_g \). In this process a heat packet \( U_m \) is lost from \( G \), independent of \( \mu_0 \). Without loss of generality, I assume that \( \gamma_c = 10^{-6} \frac{q}{R} \) and \( \gamma = 10^{-5} \frac{q}{R} \). The temperature of the reservoirs \( L(R) \) and \( G \) are assumed to be \( T_{L(R)} = 5K \) and \( T_G = 10K \). The average temperature between the hot and the cold reservoirs is, hence, given by \( T = \frac{T_{L(R)} + T_G}{2} = 7.5K \).

III. RESULTS

In this section, I discuss the optimal operation regimes of the proposed heat engine. In addition, I conduct a performance comparison of the proposed heat engine

FIG. 2. Variation of the proposed heat engine performance with variation in the ground states \( \varepsilon_g \) and \( \varepsilon_1^* \) for \( U_m = 3.9meV \approx 6 \frac{q_T}{h} \) and \( V = 1.3meV \approx 2 \frac{q_T}{h} \). Colour plot demonstrating the variation in (a) generated power \( (P) \) and (b) efficiency \( (\eta) \). \( T_0 = \frac{T_{L(R)} + T_G}{2} = 7.5K \) is the average temperature between the heat source and the heat sink. The efficiency of generation is measured with respect to the Carnot efficiency \( \eta_c = 1 - T_{L(R)}/T_G \):

\[
I_L = q_c \times \{ P_{L(0)}^{\mu_0} f_L(\varepsilon_1^*) + P_{L(1)}^{\mu_0} f_L(\varepsilon_1^* + U_m) \} - q_c P_{L(1)}^{\mu_0} \{ 1 - f_L(\varepsilon_1^*) \} - q_c P_{L(1)}^{\mu_0} \{ 1 - f_L(\varepsilon_1^* + U_m) \}
\]

\[
I_R = - q_c \times \{ P_{R(0)}^{\mu_0} f_R(\varepsilon_1^*) - P_{R(1)}^{\mu_0} \{ 1 - f_R(\varepsilon_1^*) \} \}.
\]
with the optimal set-up discussed in literature and investigate the transport processes leading to a performance deterioration of the proposed set-up. Fig. 2 demonstrates the performance of the heat engine, in particular the generated power $P$ and efficiency of generated power ($\eta$) over a range of values of $V$ and $U_m$. To find out the maximum power $P_m$ for a given value of $V$ and $U_m$, the ground states of the dots are tuned to optimal position. $T = \frac{T_{L(R)} + T_G}{2} = 7.5K$ is the average temperature between the heat source and the heat sink. The efficiency of maximum power ($P_m$) generation is normalized with respect to the Carnot efficiency $\eta_c = 1 - \frac{T_{L(R)}}{T_G}$.
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**FIG. 3.** Variation in the peak performance of the heat engine with variation in Coulomb coupling energy $U_m$ and applied bias $V$. Colour plot depicting the (a) peak generated power $P_m$ and (b) efficiency at the peak generated power for a range of values of $V$ and $U_m$. To find out the maximum power $P_m$ for a given value of $V$ and $U_m$, the ground states of the dots are tuned to optimal position. $T = \frac{T_{L(R)} + T_G}{2} = 7.5K$ is the average temperature between the heat source and the heat sink. The efficiency of maximum power ($P_m$) generation is normalized with respect to the Carnot efficiency $\eta_c = 1 - \frac{T_{L(R)}}{T_G}$.

State $\varepsilon_g$ is always occupied with an electron and so the asymmetry of the system with respect to the reservoir $L$ and $R$ disappears. Hence a directional thermoelectric current flow is not possible [5]. On the other hand, when $\varepsilon_g - \mu_0 > \text{few } kT_G$, the probability of an electron tunneling into the reservoir $G_1$ with an energy $\varepsilon_g + U_m$ (provided that the ground state of $S_1$ is occupied) is negligibly small, resulting in the deterioration of the unidirectional current flow and hence, power generation. Fig. 2(b) demonstrates the heat engine efficiency as a function of the ground state energy levels. The efficiency of heat harvesting increases monotonically with increase in $\varepsilon_g - \mu_0$. An equivalent behaviour can be noted in bulk and lower dimensional thermoelectric engines as the equilibrium Fermi-energy moves outside the band-edge [6, 7, 12, 42, 43]. The variation in generation efficiency with $\varepsilon_g$ is non-monotonic. Initially as $\varepsilon_g$ increases and approaches the Fermi energy, the generated power increases leading to an increase in efficiency. As $\varepsilon_g$ gradually increases the probability of reverse electronic flow from the system to reservoir $L$ at energy $\varepsilon_g + U_m$ increases. Such processes (discussed later) lead to a deterioration in the generation efficiency. The variation of the optimal performance of the heat engine with variation in the Coulomb coupling energy $U_m$ and applied bias $V$ is demonstrated in Fig. 3. In particular, Fig. 3 (a) demonstrates the maximum generated power ($P_m$), while Fig. 3 (b) demonstrates the efficiency at the maximum generated power for a range of values of the applied bias $V$ and the Coulomb coupling energy $U_m$. To calculate the the maximum generated power $P_m$ for a given value of $V$ and $U_m$, the ground states of the dots are tuned to the optimal energy position. It should be noted that the maximum generated power is low for low values of $U_m$. This is due to the fact that the ground state of the dots approach symmetrical arrangement with respect to the reservoir $L$ and $R$ as $U_m$ approaches towards zero. Hence, the directional flow of electrons decreases. As $U_m$ increases, the asymmetry of the system increases resulting in an increase in directional electron flow, and hence, the maximum generated power [5]. With further increase in $U_m$, the maximum generated power reaches its peak and then decreases due to lower probability of an electron tunneling into $G_1$ with an energy $\varepsilon_g + U_m$, when the ground state of $S_1$ is already occupied. For a fixed value of $U_m$, the maximum generated power first increases and then decreases with an increase in the bias voltage $V$. Such a behaviour is indeed expected from heat engines as the regime of operation approaches from short-circuited condition to the open-circuited condition [28]. Fig. 3(b) demonstrates the efficiency at the maximum generated power with variation in applied bias $V$ and Coulomb coupling energy $U_m$. The efficiency varies non-monotonically with the applied bias $V$, that is, the efficiency increases with an increase in $V$ as the regime of operation approaches the point of maximum power and then gradually decreases as the generated power.
FIG. 4. Performance comparison of the proposed non-local heat engine (solid lines) with the optimal set-up [1–4] (dashed lines) for different values of the Coulomb coupling energy. Plot of (a) maximum generated power $P_M$ vs bias voltage $V$, (b) efficiency (with respect to Carnot efficiency) at the maximum generated power vs bias voltage, (c) maximum power $P_M$ vs efficiency at the maximum power for the optimal set-up (d) maximum power $P_M$ vs efficiency at the maximum power for the proposed design.

decrees with the regime of operation approaching the open circuited condition. Such a trend can also be noted in bulk and lower dimensional heat engines [6, 7]. On the other hand with an increase in $U_m$, the efficiency at the maximum power increases monotonically as $\varepsilon_g + U_m$ gradually surpasses the Fermi energy. An equivalent trend, again, can be noted in bulk and lower dimensional thermoelectric engines as the band-edge gradually surpasses the Fermi-energy [6, 26–28, 44]. Fig. 4 demonstrates a performance comparison of the proposed heat engine with the optimal non-local heat engine put forward in literature [1–4]. In particular, Fig. 4(a) and (b) demonstrates the variation in the maximum power $P_M$ and efficiency at the maximum power respectively with applied load bias $V$ for different values of $U_m$. We note that the overall maximum generated power for the proposed design $P^{\text{prop}}_{\text{MAX}}$ is approximately 2.03fW, which is about 50% of the overall maximum power output of 3.8fW for the optimal design $P^{\text{opt}}_{\text{MAX}}$. In both these cases the maximum power is generated around $U_m \approx 4\text{meV}$. As already discussed in literature [5], the efficiency at the overall maximum generated power for the optimal set-up increases linearly with the applied bias for a given value of $U_m$. The efficiency at the overall maximum power for our proposed design and the optimal set-up are 24.5% and 60% of the Carnot efficiency respectively. In addition, it can also be noted that the open circuit voltage for the optimal set-up is slightly higher compared to the proposed design. Fig. 4 (c) and (d) demonstrates the the maximum power vs efficiency loops [6] for the optimal design and the proposed design respectively for various values of $U_m$. We note that the power-efficiency trade-off for the optimal set-up is somewhat mild compared to the proposed design.

I end the discussion with a brief description of the processes leading to a deterioration in generated power and efficiency for the proposed set-up. First, let us consider the cycles leading to electron transport from the reservoir $L$ to the reservoir $R$ against the applied bias while absorbing a heat packet $U_m$ from reservoir $G$. Let us consider the cycle $(n_{S_1}, n_{G_1}, n_{S_2}) \rightarrow (n_{S_1} + 1, n_{G_1}, n_{S_2}) \rightarrow (n_{S_1} + 1, n_{G_1} + 1, n_{S_2}) \rightarrow (n_{S_1}, n_{G_1} + 1, n_{S_2} + 1) \rightarrow (n_{S_1}, n_{G_1}, n_{S_2} + 1) \rightarrow (n_{S_1}, n_{G_1}, n_{S_2})$. In this cycle, the system starts with an initial state with the unoccupied ground state in all the three quantum dots. An electron tunnels from $L$ into $S_1$ at energy $\varepsilon_1$, followed by an electron tunneling into $G_1$ from $G$ at energy $\varepsilon_g + U_m$. At the next instant, the electron in $S_1$ tunnels into $S_2$, after which the electron in $G_1$ tunnels out into $G$ with energy $\varepsilon_g$. The cycle is completed and the system returns to the initial state when the electron in $S_2$ tunnels out into the reservoir $R$ with an energy $\varepsilon_2 = \varepsilon_1 + U_m$. It is clear that in this process an electron is transferred from $L$ to $R$ while absorbing a heat packet $U_m$ from $G$. Another cycle that again transfers electrons from $L$ to $R$, while absorbing heat packet from $G$ can be given by $(n_{S_1}, n_{G_1}, n_{S_2}) \rightarrow (n_{S_1} + 1, n_{G_1}, n_{S_2}) \rightarrow (n_{S_1} + 1, n_{G_1} + 1, n_{S_2}) \rightarrow (n_{S_1}, n_{G_1} + 1, n_{S_2} + 1) \rightarrow (n_{S_1}, n_{G_1}, n_{S_2} + 1) \rightarrow (n_{S_1}, n_{G_1}, n_{S_2})$. These transport processes contribute to thermoelectric power generation while absorbing heat energy from $G$. Next, consider the cycle $(n_{S_1}, n_{G_1}, n_{S_2}) \rightarrow (n_{S_1} + 1, n_{G_1}, n_{S_2}) \rightarrow (n_{S_1} + 1, n_{G_1} + 1, n_{S_2}) \rightarrow (n_{S_1}, n_{G_1} + 1, n_{S_2} + 1) \rightarrow (n_{S_1}, n_{G_1}, n_{S_2} + 1) \rightarrow (n_{S_1}, n_{G_1}, n_{S_2})$. This cycle consists of an electron tunneling into $S_1$ from $L$, with an energy $\varepsilon_3$, followed by an electron tunneling into $G_1$ with an energy $\varepsilon_g + U_m$. At the next step, the electron in $S_1$ exits into reservoir $L$ with an energy $\varepsilon_1 + U_m$. The cycle is completed with the electron in $G_1$ tunnels out into $G$ with energy $\varepsilon_g$. It is evident that in this process, a packet of heat energy $U_m$ is transmitted from reservoir $G$ to $L$ without any net flow of electrons between $L$ and $R$. So, effectively the heat packet $U_m$ is wasted without any power conversion.
FIG. 5. Colour plots demonstrating the electron flow into the system from the reservoir \( L \) with variation in the ground states \( \varepsilon_g \) and \( \varepsilon_1 \), for \( U_m = 3.9\text{meV} \approx 6\frac{kT}{q} \) and \( V = 1.3\text{meV} \approx 2\frac{kT}{q} \), when the (a) ground state of the dot \( G_1 \) is unoccupied (b) ground state of the dot is occupied (c) total average current between the system and the reservoir \( L \). Interestingly, when the ground state of the dot \( G_1 \) is occupied, the electron current flow into \( L \) is positive or against the voltage bias, generating a net value of thermoelectric power. We find that when \( \varepsilon_g \) is unoccupied, the electron current flow into \( L \) is to reduce the generated power and efficiency. Once the ground state of \( G_1 \) is occupied, an electron existing in \( S_1 \) can either tunnel into \( S_2 \) giving rise to directional electronic flow or tunnel out to \( L \) without any net electron flow. Hence, the power output as well as efficiency of the proposed set-up hovers around 50% of the optimal design. To further understand the situation, in Fig. 5, I separate out the current flow into the system from the reservoir \( L \) depending on the occupation of ground state of the dot \( G_1 \). In particular, Fig. 5(a) and (b) demonstrate the electron current flow into the system from reservoir \( L \) when the ground state of \( G_1 \) is unoccupied and occupied respectively. It should be noted that the electronic current demonstrated in Fig. 5, is opposite to the direction of conventional current flow. We find that when \( \varepsilon_g \) is unoccupied, the electron current flow into \( L \) is positive or against the voltage bias, generating a net value of thermoelectric power. Interestingly, we also find that when the ground state of \( G_1 \) is occupied, the electronic current from \( L \) to \( S_1 \) is negative, that is, the net electron current flows into the reservoir from the system in the direction of voltage bias. It is evident that this component of electron current flow from the system into the reservoir \( L \) transmits heat packets, but impacts negatively on the generated power. Thus, this component of electron current impacts both the generated power and efficiency. The deterioration in the heat engine performance, due to the current component discussed above, can be alleviated by adding an extra filter between \( L \) and \( S_1 \). However, doing so nullifies the novelty of the proposed set-up in terms of fabrication simplicity. In Fig. 5(c), I show the total electronic current flow from \( L \) to \( S_1 \). The negative values of total electronic current corresponds to current flow in the direction of the applied bias, resulting no net thermoelectric power generation.

IV. CONCLUSION

To conclude, in this paper I have proposed a realistic design strategy for non-local heat engine based on Coulomb coupled systems. The performance of the proposed design was then theoretically analyzed and compared with the optimal set-up [5] using the QME approach. It was demonstrated that the proposed set-up outputs a maximum power of around 50% of the optimal set-up. However, the crucial advantage of the proposed design strategy is that along with a reasonable output power, it also circumvents the demand for a sharp step-like change in reservoir-to-system coupling, which is required for proper operation of the optimal set-up proposed in literature[5]. Although not shown here, the proposed system can also work as an efficient non-local heat engine when the reservoir \( G \) acts as a heat sink (cold) with respect to the reservoirs \( L \) and \( R \) (hot). In such a case, the direction of thermoelectric current flow is reversed. The various different possible design strategies
for non-local heat engines and their performance is left for future exploration. In addition, an investigation of the impact of electron-phonon interaction on the proposed design also constitutes an interesting research direction. Nevertheless, the set-up proposed in this paper can be employed to fabricate high performance non-local heat engines using Coulomb coupled systems.
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