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1 INTRODUCTION
The need for mental health interventions is increasing with more individuals turning towards different well-being practices such as mindfulness [4, 96] and Positive Psychology (PP) [33]. While mindfulness provides a meditation-based tool for alleviating anxiety and depression levels [68], PP is a branch of psychology that aims to enhance well-being by focusing particularly on the positive experiences of people and positive individual traits [33], [84]. Such positive reflection has been shown to increase feelings of positive affect and future expectancy in individuals [76].

With the recent COVID-19 pandemic, the general population has been severely impacted, resulting in negative mental health outcomes [87]. People have found it particularly difficult to seek mental health advice and treatment due to social distancing regulations imposed [52]. As a result, digital forms of healthcare have been applied to assist individuals in need [66]. These include telehealth services via video calls, online therapies, and self-help resources through mobile and web apps. As more people become accepting of robots as mental health support partners [21], Socially Assistive
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Robots (SARs) are being explored to provide mental health coaching and assistance [78, 82]. Examples include robots aimed at improving the psychological well-being of individuals by providing mindfulness coaching [2, 10], instilling behavioural changes to achieve weight loss [48], and administering PPs [43]. In the absence of close access to experienced mental well-being practitioners, such SARs could support individuals and help prevent mental health deteriorating to the point where medical help is needed, by providing accessible and timely interventions.

However, for SARs to be effective, they need socio-emotional adaptability that allows them to not only generalise to real-world interactions with individuals but also provide personalised interaction experiences by adapting to individual context and behaviours [19]. They need to be sensitive to specific user verbal and non-verbal behaviours [18] while learning to respond dynamically and appropriately, adhering to the context and evolution of the interaction [24, 32].

Extending our previous work [16] on embedding Continual Learning (CL)-based personalised affect perception and interaction capabilities in the social robots (see Section 2.4 for more details), this work presents an autonomous Robotic Coach (RC) that aims to help promote mental well-being amongst individuals using PP. We employ an iterative design [69] approach, together with a professional practising psychologist, to develop conversational and gestural capabilities in the RC that extend the study design presented in [16] to multiple well-being coaching rounds and exercises. With this enhanced interaction design that involves the participants repeatedly talking to the RC and undergoing three different well-being exercises, we investigate the differences in participant perceptions of the RC by conducting a within-subjects user study with N = 20 participants. We examine the following research questions:

RQ1: What are the participants’ perceptions of the RC and the interaction?
RQ2: What are the participants’ emotional experiences during the interaction?
RQ3: What is the impact of Continual Learning on the participants’ perceptions and experiences during the interaction?
RQ4: Do the participants’ personality traits influence their perceptions and experiences over time?

In order to examine RQ1 and RQ2, we collect quantitative self-measures from participants before and after each of the three interaction rounds. Additionally, we triangulate these results with qualitative data gathered from semi-structured post-interaction interviews, the analysis of which is discussed in Section 6. To examine RQ3, we compare three interaction rounds within participants, in which the robot randomly chooses from either following a static and scripted robot behaviour (C1), or using affect-based adaptation to modulate RC behaviour (C2), or embeds continual personalisation [16] in the RC (C3) to adapt to participant behaviour. Finally, to examine RQ4, we conduct a longitudinal analysis of quantitative perception and experience measures, in order to examine whether and how participant personality contributed toward the development of the participants’ experience during the interaction.

Our results demonstrate that participants had positive experiences of the Positive Psychology exercises the robot was conducting, and were accepting of the robot as a potential coach. Participants preferred the RC with continual personalisation across most evaluations, although they did still find that the robot’s skills needed improvement. We found that the participants’ impressions of the robot, as well as their emotional experiences, were affected by their personality when examined over time. Significant effects were found with regards to participants’ level of Extraversion and Neuroticism, as well as Agreeableness and Openness.
2 RELATED WORK

2.1 Well-being Coaching and Positive Psychology

Coaching for well-being is a non-clinical approach that places an emphasis on the present, as well as how the coachee may thrive in the future and increase their fulfilment in life and at work [39]. Contrary to psychological therapy, which is intended to manage mental illness, coaching aims to boost the coachee’s mental well-being, optimism, and goal-striving [37]. Coaching can emphasise various psychological practices, such as brief-solution focused practise (helping the coachee focus on how their problem is already being addressed in small ways) and cognitive behavioural therapy (focus on the relationship between thoughts, feelings, and actions), as well as positive psychology (paying more attention to the positive aspects of one’s life). Different styles of coaching emphasize different psychological practices, such as cognitive behavioural coaching (examining the relationship between the coachee’s actions, feelings, and thoughts), or brief-solution focused coaching (encouraging the coachee to notice and plan small steps that they are taking to address their problem) [37].

Positive psychology coaching is another style of coaching, which places emphasis on the positive aspects of the coachee’s life, and fostering a positive attitude toward things that happen in their life) [83]. Positive psychology practices can include e.g. focusing on positive experiences or positive individual traits [28]. Examples of positive psychology exercises are writing down things the person is grateful for daily (in order to increase gratitude), and identifying a person’s key strengths that they used a particular situation [64]. Positive psychology has been widely used e.g. in organizations to enhance employee well-being and performance [64], and in schools to improve student well-being, relationships, and academic performance [91].

2.2 Well-being in HRI

Robots have recently been explored to address participant well-being. Positive psychology was previously explored in a study where students interacted with the robot Jibo over seven sessions at their home [43]. Participants showed improvements in their mood, well-being, and readiness to change. Another longitudinal study examined the use of a robot as a mindfulness coach, in comparison to a human coach [10]. Both coaches received positive feedback, however the human coach rated significantly higher than the robotic coach. Both these studies noted the participants’ personality traits of Neuroticism and Conscientiousness having an influence on the results of the study. Jeong et al. [43] found that people with higher Neuroticism and lower Conscientiousness had a lower well-being increase response to the robot’s interventions, in comparison to people with lower Neuroticism and higher Conscientiousness. Bodala et al. [10] found that people with higher Conscientiousness gave low overall ratings for Robot Motion, and people with high Neuroticism enjoyed the mindfulness sessions less. These studies show that participants’ personality traits can have an influence on their experiences and outcomes during a robotic well-being coaching session.

A study by Alimardani et al. [2] also examined the use of robot-led mindfulness meditation, finding that the participants’ mood improved after the interaction. Robots have also been used to improve well-being by instilling behavioural changes to help with weight loss [47], and to improve participants’ mood by self-disclosing to a robot conversational partner [1]. Duan et al. [27] compared self-disclosure to a robot and in a journal, and found that people who felt stronger negative emotions benefited more from talking to the robot in comparison to the journal. Finally, Karim et al. [46] explored a community-based social robot that could help by displaying the users’ mood data, and to raise community awareness about the emotions people feel.
2.3 Affect-based Adaptation for Personalised Interactions

Endowing social robots with such affect perception mechanisms has been explored in several Human-Robot Interaction (HRI) studies [61] aimed at improving individuals’ experiences interacting with the robots. Robots are made to estimate user affective states by analysing their facial expressions [54], body gestures [49, 71] and speech [81] during interactions. This may enable them to adapt their own behaviours during interactions to appropriately reflect the users’ affective state, engaging them in meaningful conversations [17, 32]. However, this may not be easy in all situations owing to the unpredictability of human-centred environments resulting from changing environmental conditions and interaction contexts and the inherent uncertain and subjective nature of human affective expression [30]. Most HRI evaluations make use of off-the-shelf affect perception mechanism that, despite providing state-of-the-art results on benchmark datasets, are not able to adapt to the dynamics of real-time interactions [19]. Enabling personalised affect perception requires robots to adapt their perception towards individual users, accounting for individual differences in expression and other characteristic attributes [18]. Using such personalised models to encode the users’ affective state as a contextual affordances, robots may dynamically model and adapt their interactions with the users instead of following the same static and scripted interaction for each user [15, 40]. Such personalised interactions are expected to enhance the users’ experience interacting with the robot, offering a naturalistic interaction experience.

Lifelong or Continual Learning (CL) [74, 88]-based methods have been shown to be sensitive to dynamic shifts in data distributions and can balance novel learning in robots, as they interact with their environments, with the preservation and consolidation of knowledge across of past learning. For social robots, this entails learning during affective interactions with individual users, adapting their perception models to be sensitive to individual expressions [7, 18, 35]. This allows for robots to offer personalised interactions [16] sensitive to individual behaviours, while retaining their generalisation abilities [85] for a widespread application across different individuals.

2.4 The Proof-of-Concept Interaction Framework

Our earlier proof-of-concept work [16] presented a multi-modal framework for enabling personalised HRI capabilities in affective robots, especially in the context of PP-oriented well-being coaching. Employing a CL-based personalised affect perception model [18], the proposed framework allowed for robots to be sensitive to individual affective behaviour during interactions and adapt the interaction based on such personalised perception. [16] also presents a proof-of-concept user study comparing the proposed CL-based personalised interaction capabilities in the Pepper robot to using static interaction scripts or an off-the-shelf, deep Machine Learning (ML)-based affect perception model [5, 6]. The preliminary results indicate the participants’ preference for CL-based personalised interaction capabilities in the robot, rating it high on anthropomorphism, animacy and likeability as well as on offering warm and more comfortable interactions, compared to static interactions, by being sensitive to the participants’ expressions. This work extends the user-study conducted in [16], from a single interaction round to 3 interaction rounds, in order to evaluate whether the participants still prefer the CL-based interactions. We also extend the work to examine whether the participants’ personality influence how they perceive the robot across these 3 interaction rounds as well as how the participants experience the interactions, using a qualitative analysis.

3 MATERIAL AND METHODS

In this section, we introduce how we designed and set-up the study, who our participants were, what the experiment conditions were, what our experiment protocol was, and the capabilities of the robot Pepper as the well-being coach.
3.1 Iterative Design

We employed an iterative design approach [69] when designing the robot’s behaviour. Firstly, we considered relevant works that studied what participants would prefer in a robotic well-being coach (for example, [3]), to create a sense of empathy in robot behaviour toward participants through utterances [51]. Secondly, to create a salient script for the RC, we collaborated with a professional psychologist (similar to [78]). The initial script was written by adopting PP exercises appropriate for a one-off session [72, 80], with the assumption that the robot would have only a limited conversational understanding. The script was improved with the psychologist, by removing phrases that were deemed to be invalidating or patronising, improving the explanations for the exercises, clarifying prompts for participants to share their experiences, and determining the appropriate amount of conversation. This script was implemented on the Pepper robot, which the psychologist interacted with in a 1-hour session. During this session, they took notes on further improvements which were implemented for the final version used in the study.

3.2 User Study

3.2.1 Set-up. As seen in Fig. 1, the participant sat in front of the RC on a chair with a low table separating the two. A distance of $\approx 1.0m$ was kept between the two to ensure that the RC did not violate the participants’ ‘personal space’ [62, 67]. Two cameras were placed facing the participant and the robot, respectively, to record the entire interaction. An external microphone was placed on the table in front of the participant to record their speech. Additionally, a tablet was placed on the table for the participants to fill out the questionnaires.

3.2.2 Participants. The user study was conducted as a within-subjects study with $N = 20$ participants (12 female, 5 male, 3 not disclosed) aged 26.70 ± 3.68 years from 12 different nationalities, recruited amongst the students and members of the university. The majority of the participants ($N = 13$) indicated little to no prior experience with humanoid robots. To specifically target a non-clinical population, some of the enlisted participants were screened out if they were undertaking any mental health treatment or medication. All participants were asked to fill in the General Anxiety Disorder (GAD7) [86] and Participant Health Questionnaire (PHQ9) [50] before they were enrolled in the experiments to make sure no participants were experiencing high anxiety or depression. Before the study, participants were also asked to watch two videos of the Pepper robot showing its interaction capabilities, in order to familiarise them with the robot. After the screening process, all participants provided informed consent for their participation and the usage of...
their data for post-study analyses. The participants were compensated in the form of Amazon vouchers. The consent form, study-design and the experimental protocol was approved by the Departmental Ethics Committee.

3.2.3 Experiment Conditions. During the study, each participant experienced three different conditions across three different interaction rounds. First the robot asked them to talk about events in their recent past, then about their present, and finally it asked them to imagine possible future scenarios for themselves. To investigate RQ3 (see Section 1), we implemented three different conditions with regards to the robot's level of personalisation.

(C1) Static and Scripted Interaction: In this condition, the interaction between the participant and the robot follows the pre-defined script where the robot's responses are always the same and do not take into account the participants' affective responses towards the robot. The robot always responds in an anodyne manner (control condition).

(C2) Affect-based Adaptation without Personalisation: To evaluate if embedding adaptation in the robot influences its interactions with the participants as a well-being coach, in this condition, we employed an off-the-shelf and state-of-the-art facial affect prediction model, to determine the affect expressed by the participant (see Section 3.3.3 for details). Starting from the same initial state in the dialogue manager as C1, the affect perception outcome is used to modulate robot responses to adapt to the interaction.

(C3) Affect-based Adaptation with Continual Personalisation: In this condition, instead of the pre-trained off-the-shelf model, a CL-based affect perception model is employed to determine the affective state expressed by the participant during the interactions (see Section 3.3.4 for details). As the interaction progresses, the model continually personalises towards the individual participant’s facial expressions, customising its learning. CL model’s real-time affect prediction is used to modulate the robot’s responses towards each participant. In each interaction round (past, present or future), the robot randomly ‘administers’ one of the conditions (C1, C2 or C3), randomising the order in which the participants witness the three conditions. For instance, the RC may randomly choose C3 while talking about the past, C2 while talking about the present and C1 while talking about the future. The participants were not informed of any differences between the rounds.

3.2.4 Experiment Protocol. The overall duration of the study was designed to be a maximum of 1-hour, depending on participant responses (average length was 50 ± 11 minutes, including the questionnaires after each interaction round).

For each interaction round, the participants held similar interactions with the RC, with only slight variations focusing on their past, present, and future, in that order. This ordering reflects the emphasis that well-being interventions often place on imagining optimistic futures, which has been shown to reduce pessimism, negative affect, and emotional exhaustion [56]. Expressly, for the past (first interaction round) the RC asked the participants to recall events from the past few weeks, for the present (second condition); from the same day or week, and for future (third condition); they were asked to imagine situations that may arise in the coming weeks.

(1) Introduction: The RC first greeted the participant by introducing itself, and explaining the experiment protocol. During the introduction, it asked yes/no questions making sure that the participant understood the instructions and were willing to interact with it. This allowed the participants to get comfortable with talking to the RC.

(2) Administering the Experiment Conditions: After the introduction, the RC randomly assigned the three conditions (C1, C2 and C3) talking about the past, present and future, respectively. Past (11 ± 4 minutes), present (9 ± 3 minutes), future (10 ± 3 minutes), and overall interactions (31 ± 10 minutes). Depending upon the condition administered, the RC aimed to sympathise with the participant, with empathetic utterances [51] in accordance with the predicted participant affect. Each interaction round consisted of three exercises:
i. **Two Impactful Things:** In this exercise, the RC asked the participants to talk about 2 impactful things or events that either happened in the past two weeks (past), happened or are expected to happen today (present) or are expected to happen in the coming two weeks (future). The RC also asked the participants to think about why these events happened and how they made them feel.

ii. **Two Things the Participant is Grateful For:** This exercise focused on developing gratitude, a concept emphasised during PPs, to increase positive affect, subjective happiness and life satisfaction [23, 31]. The RC asked the participant to recall or imagine (depending on past, present or future interactions) 2 things that they felt or might feel grateful for.

iii. **Two Accomplishments:** In this exercise, the RC asked the participant to think about past, present or future accomplishments, focusing on self-esteem, which has been applied to increase well-being and ameliorate depressive symptoms [34]. The RC asked the participant to describe past, present or potential accomplishments, strengths the participant applied or may apply to accomplish these [58], and how these accomplishments make the participant feel.

(3) **Feedback:** After finishing each round, the RC asked the participant for verbal and survey-based feedback on the interaction. All participants partaking in the study completed the Positive and Negative Affect Schedule (PANAS) questionnaire [92] (measuring interest, positive and negative affect in individuals) before the experiment. During the experiment, after each interaction round, that is talking about past, present or future, the participants filled in the PANAS, the Godspeed [8, 93] (measuring robot anthropomorphism, animacy, likeability, perceived intelligence and perceived safety), and the Robotic Social Attributes Scale (RoSAS) [14] (18-item scale to measure people’s perceptions of social robots based on warmth, competence, and discomfort) questionnaires along with customised questions on whether the RC understood what they said or how they felt and adapted its behaviour during the interactions, recording the participants’ impressions of their interaction with the RC. As each interaction ‘administered’ one of the three experiment conditions (C1, C2 or C3), user evaluations were used to understand how a particular condition is evaluated by the participants. After finishing the questionnaire for that interaction, the process was repeated for the rest of the interactions.

(4) **Interview and Debriefing:** After finishing all three interactions with the RC a semi-structured interview was conducted with the participants, documenting their feedback and general impressions about the interactions. This enabled us to gather qualitative data on the participant’s perceptions of the robot and debrief them on the objectives of the study and how the conditions were administered. The interview structure can be seen in Appendix A.

### 3.3 Pepper as the Well-being Coach

Similar to other related works [10, 77], we employed the Pepper Humanoid Robot[^1] to provide well-being coaching to the participants. Pepper is a 1.2m tall 20-DoF humanoid robot, equipped with multi-modal sensing capabilities to model social interactions with humans. For our experiments, we implemented different functionalities of the Pepper robot as Robot Operating System (ROS) modules as described below. A detailed description of the different components of the interaction framework developed for the Pepper robot to deliver PP-oriented wellbeing coaching can be found in [16].

[^1]: https://www.softbankrobotics.com/emea/en/pepper
[^2]: http://wiki.ros.org/melodic
3.3.1 Dialogue Management. To effectively interact with the participants, we modelled a bi-directional interaction listening to what the participants say while responding appropriately by generating naturalistic and congruous responses. For this, we implemented a Finite-state Machine (FSM)-based dialogue manager using the SMACH [11] library where each interaction consisted of 20 different dialogue states with user-responses parsed and mapped to these states. Based on the current state and the participant’s response, state transitions were designed to generate robot responses.

Speech Recognition. An external microphone was used to accurately capture the participants’ voice due to the intrinsic fan-noise causing disturbances while using Pepper’s on-board microphone. The Speech Recognition Python Library [98] was used for recognition. For the Yes/No questions, we implemented keyword-spotting to capture variations of affirmative and negative user responses. These responses were used by the dialogue manager to model state-transitions. Other user-responses to the different exercises (see Section 3.2.4) were captured for the qualitative analyses but did not effect the robot’s decision making.

Natural Language Generation (NLG). For each of the 20 states in the dialogue manager, pre-defined sentence dictionaries were used by the NLG module to generate corresponding robot responses. A total of 150 robot responses were scripted, split into several sentence dictionaries, each mapped to a given dialogue state. Pepper’s in-built Text-to-Speech (TTS) python library\(^3\) was used to generate robot responses. The on-board speakers, located on the left and right of its head, were used to communicate the generated utterances.

3.3.2 Gestures. During the interactions, the robot was made to generate certain upper-body gestures by manipulating its joints (head, shoulders, elbows, wrists and hands) to make the interactions more naturalistic [57, 65]. These gestures were performed as the robot welcomed the participant, asked a question, responded to their affective expressions (only in C2 and C3), and at the end of the experiment to say goodbye. All gestures (see Fig. 2 for examples) were pre-defined using Choregraphe\(^4\), after consulting the psychologist in order to mitigate potential negative feelings in the participants caused by the gestures.

\(^3\)http://doc.aldebaran.com/2-5/naoqi/audio/altexttospeech.html
\(^4\)http://doc.aldebaran.com/2-4/software/choregraphe/index.html

Manuscript submitted to ACM
3.3.3 Real-time Facial Affect Recognition. We used Pepper’s on-board RGB-camera (on the forehead) to record participants’ behaviour at 30 FPS with a resolution of 640 × 480. OpenCV Face Detection\(^5\) was used to detect and crop-out the participants’ face from the recorded images.

For affect-based adaptation without personalisation (C2), these face images were passed to the FaceChannel [5, 6], a light-weight off-the-shelf neural model, to encode the participants’ facial expressions in terms of valence, representing the positive or negative nature of their expression and arousal, representing the intensity, normalised to \(\in \left[{-1}, {1}\right]\). Model predictions were averaged for the last 5 seconds (5 × 30 = 150 frames) of the participants’ responses, and used to modulate state-transitions accordingly. Based on arousal-valence predictions, dialogue states were mapped to the four quadrants (Q1: positive valence & positive arousal, Q2: negative valence & positive arousal, Q3: negative valence & negative arousal, and Q4: positive valence & negative arousal) of the Circumplex Model of affect [79], to determine robot responses. An additional Neutral dialogue-state was mapped for valence \(\in \left[{-0.10}, {0.10}\right]\). The FaceChannel was implemented as a ROS module publishing frame-based predictions as ROS parameters to be processed by the state manager.

3.3.4 Continual Personalisation. We base our implementation of embedding continual personalisation (C3) in the robot on the CLIFER [18] approach by extending the imagination model presented by the authors to dimensional facial expression editing [55]. Instead of the FaceChannel, here, we randomly sample 10 face images of the participant, extracted using OpenCV Face Detection, and for each of these images, simulate 49 additional facial images representing the participants’ face corresponding to arousal and valence values ranging from \(-0.75\) to \(0.75\). These simulated images are used by the model to update its learning, personalising towards the participants’ expressions. All hyper-parameters of the model were kept the same as presented in [18]. Since the participants see the C3 condition for only one interaction round (past, present or future), only episodic memory results were used to summarise the arousal-valence predictions over the last 5 seconds of each dialogue. Similar to the FaceChannel, model predictions are published as ROS parameters.

3.4 Analyses

To evaluate the results and validate our research questions, we employ triangulation by combining multiple data sources, both quantitative and qualitative, for a comprehensive evaluation of Pepper as a well-being coach providing PPs [75]. While the quantitative data evaluates how participants rate the robot during the interactions as well as how their affect scores evolve, qualitative analysis delves deeper into their overall impressions of Pepper and provides the basis for our discussions.

Preliminary results from our study, evaluating whether continual personalisation capabilities in Pepper improve participants impressions of the robot were presented in [16]. In this work, we present an in-depth analysis of the extended user study conducted to evaluate the different factors at play that robotic well-being coaches, in the manner designed and presented here, need to focus on. As such, we present, in the following three sections, (i) a quantitative analysis of the different interaction rounds (Section 4), (ii) a longitudinal analysis of how participants’ personality dimensions may have influenced the different evaluation measures (Section 5), and (iii) a qualitative analysis of participant responses from the post-session interviews (Section 6). For all the results presented in figures, * represents \(p < 0.05\) and ** represents \(p < 0.01\).

\(^5\)https://github.com/opencv/opencv
4 QUANTITATIVE ANALYSIS OF THE DIFFERENT INTERACTION ROUNDS

This section examines the participants’ perceptions of the robot and interaction (RQ1), their emotional experiences (RQ2), and how these perceptions and experiences were impacted by the level of Continual Learning (RQ3). For the quantitative analyses, we compared the self-evaluation scores using the pairwise Wilcoxon Signed-Rank Test [94] as these evaluations are recorded under repeated-measures settings where, irrespective of the conditions assigned, the participants provide these ratings for all three interaction rounds, one after the other. We compared the scores after each round to measure any significant changes. For the robot scores, while comparing how these ratings change over the different rounds using the pairwise Wilcoxon Signed-Rank Test [94], we also evaluated how they vary within each round depending upon the condition assigned. For this we employed the Mann-Whitney U Test [60] as this comparison represents independent-measures settings. Here we present the main outcomes of these evaluations.

4.1 Self-evaluation Scores

To understand whether the interactions with Pepper as the RC had any influence on changing their affective evaluations of themselves [22], similar to [2, 89], we recorded their responses to the PANAS questionnaires before the start of the experiment as well as after each interaction round (past, present and future). As can be seen in Fig. 3, the positive affect values for the participants increases after talking about the past but not significantly. However, as the participants continue the rounds, these values significantly decrease after the present ($W = 140.5, p = 0.008$) and the future ($W = 169.0, p = 0.001$) rounds, compared to the past. The negative affect scores also see a significant decline after the present ($W = 120.0, p = 0.019$) and future ($W = 119.5, p = 0.020$) rounds, compared to before starting the
Fig. 5. GODSPEED [8] scores for past, present and future rounds across all participants.

Fig. 6. GODSPEED [8] Scores under C1, C2 and C3 for past interactions.

experiments, showing that the interactions with the robot caused a decrease in negative affect scores. In particular, we see participants significantly lose interest ($W = 78.0, p = 0.0008$), become less enthusiastic ($W = 123.0, p = 0.011$), less alert ($W = 108.0, p = 0.002$) and less attentive ($W = 83.0, p = 0.025$) comparing their scores from before the start of the user study to after the future interaction round, despite feeling significantly more proud ($W = 15.0, p = 0.015$), less nervous ($W = 64.0, p = 0.021$), and less jittery ($W = 92.0, p = 0.003$) (see Fig. 4).

4.2 Robot Perception Scores

Participants’ impressions of the robot are evaluated using the following instruments:
within each interaction round, we witness significant differences between the conditions only for the past compared to the present interaction round (see Fig. 5). In particular, the robot was rated significantly kinder \((W = 31.5, p = 0.016)\) for the past interactions than for the present round. Furthermore, it is also rated significantly more responsible \((W = 46.0, p = 0.022)\) and intelligent \((W = 66.0, p = 0.010)\) for the past compared to the future round. These scores indicate an overall decline in robot scores as the interaction progresses through the different rounds.

Exploring the underlying dimensions, we see significant differences between the conditions for several dimensions for the past interactions while present and future rounds also see a couple of significant results. For the past interactions (see Fig. 6b), C3 is rated significantly higher than C1 on human-like \((U = 4.0, p = 0.017)\), conscious \((U = 2.5, p = 0.007)\), lifelike \((U = 4.5, p = 0.022)\), liking \((U = 4.5, p = 0.024)\), kind \((U = 4.0, p = 0.015)\), pleasant \((U = 2.0, p = 0.005)\) and nice \((U = 2.0, p = 0.005)\) dimensions. Additionally, C3 is also rated significantly higher than C2 on pleasant \((U = 5.5, p = 0.004)\) and nice \((U = 8.5, p = 0.011)\) dimensions while C2 is rated significantly more conscious \((U = 5.0, p = 0.008)\) than C1. For the present interactions, however, C1 is rated as significantly more conscious \((U = 45.5, p = 0.015)\) than C2 while C2 is rated as significantly more relaxed \((U = 18.0, p = 0.024)\) than C3. No other significant differences are found for the present interaction round. Similarly, for the future interaction round, the conditions are not rated to be significantly different for most dimensions except for friendly where C1 is rated as significantly higher than C2 \((U = 40.0, p = 0.001)\) and for kind where C1 is rated significantly higher than both C2 \((U = 22.0, p = 0.014)\) and C3 \((U = 36.0, p = 0.010)\).

4.2.2 RoSAS. Comparing participant ratings at the end of the three interaction rounds, a one-tailed Wilcoxon Signed-Rank Test measured significant decline in warmth ratings (see Fig. 7). The robot is rated significantly higher for the past compared to both present \((W = 123.0, p = 0.013)\) and future \((W = 143.0, p = 0.006)\) interaction rounds. Exploring the underlying dimensions, the robot was rated to be significantly better at feeling \((W = 40.5, p = 0.010)\) for the past interactions compared to the future interactions. Additionally, it is also rated significantly more reliable \((W = 21.0, p = 0.011)\), albeit stranger \((W = 98.0, p = 0.013)\). When comparing past and present interactions, the robot is rated significantly more awkward \((W = 36.0, p = 0.004)\) for past interactions.

Similar to the GODSPEED evaluations, when investigating the impact of the assigned condition to robot evaluation within each interaction round, we witness significant differences between the conditions only for the past interactions. A one-tailed Mann-Whitney-U test found the robot under C3 to be rated significantly higher for warmth compared to C1 \((U = 2.0, p = 0.010)\), as seen in Fig. 8a. Additionally, it was also rated significantly lower on discomfort ratings \((U = 29.0, p = 0.006)\) compared to C1, indicating the interactions to be much more comfortable for the participants under C3. Furthermore, C2 was also rated significantly higher \((U = 4.5, p = 0.009)\) on warmth ratings compared to C1.
Investigating the underlying dimensions constituting warmth, competence and discomfort, significant differences between the conditions were witnessed across several dimensions for past interactions while future interactions differed only for two dimensions. No significant differences were found for the present interactions. For the past interactions (see Fig. 8b), the robot under C3 was rated to be significantly less awkward ($U = 30.0, p = 0.003$), more feeling ($U = 2.0, p = 0.008$), more compassionate ($U = 4.0, p = 0.017$), more emotional ($U = 4.0, p = 0.021$) and more organic ($U = 4.0, p = 0.017$) than the robot under C1. Additionally, it was rated as significantly less awkward ($U = 45.5, p = 0.014$) than the robot under C2. The robot under C2 was also rated to be significantly more responsive ($U = 5.5, p = 0.011$), more feeling ($U = 4.5, p = 0.008$), more compassionate ($U = 6.0, p = 0.012$), and more organic ($U = 7.5, p = 0.020$) than under C1.

No significant differences were found between the conditions for the present interactions while for the future interactions, we see a reversed effect compared to the past interactions. Here, C1 is rated as significantly less awkward ($U = 4.5, p = 0.015$) and more compassionate ($U = 35.0, p = 0.017$) than C3.

4.2.3 Customised Questions. The customised questions are used to measure specific aspects of the interactions with the robot coach such as its ability to understand what the user said, how they felt and whether it was adapting towards the participant. We see no significant differences in the participant ratings when comparing the different interaction rounds (see Fig. 9). However, when investigating how these ratings were influenced by the conditions within individual interaction rounds, we see significant differences for the past and present interaction rounds while no significant differences between the conditions are witnessed for future interactions.
Fig. 9. Customised question scores for the past, present and future interactions across all participants.

Fig. 10. Customised question scores under C1, C2 and C3 for past and present interactions.

For past interactions (see Fig. 10a), the robot under C3 was rated significantly higher ($U = 1.0, p = 0.005$) on its ability to understand how the participant felt compared to C1. Additionally, C2 was also rated significantly higher ($U = 5.5, p = 0.009$) on the same, compared to C1. For the present interactions, however, we see a reverse effect (see Fig. 10b) where C1 is rated to be significantly higher than C3 on the robot’s ability to understand what the participants said ($U = 37.0, p = 0.023$) and how they felt ($U = 38.5, p = 0.012$). C1 is also rated significantly higher than C2 ($U = 45.5, p = 0.016$) on the robot’s ability to understand how the participants felt.

5 LONGITUDINAL QUANTITATIVE ANALYSIS OF PERSONALITY

This section examines the participants’ perceptions of the robot and interaction (RQ1), their emotional experiences (RQ2), and whether and how these perceptions and experiences were influenced by the participants’ personality traits (RQ4). Before the interaction with the robot, all participants completed the mini-IPIP [26], a 20-item personality questionnaire based on the Big Five (also known as OCEAN) model of personality [36, 70]. The OCEAN model introduces five personality traits: Openness (inventive and curious), Conscientiousness (efficient and organized), Extraversion (outgoing and energetic), Agreeableness (friendly and compassionate), and Neuroticism (sensitive and nervous). An overview of average personality traits of the study population can be seen in Figure 11a, and the overall personality compositions within the study population can be seen in Figure 11b.

Our longitudinal analysis examined the relationship of the five OCEAN personality traits (Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism) to the development of participants’ PANAS scores measured before the study and as the study progressed (over four measurements). We also examined scores measured after interaction each round (over three measurements): Godspeed and RoSAS scores for the robot, as well as how the participants rated...
custom questions about the robot’s capabilities (whether it understood what they said, felt, and whether it adapted. We also examined how these personality traits affected how much time participants spent on each interaction round.

5.1 Methods

We performed an analysis with a random-intercept model following the approach illustrated by Bliese and Ployhart [9] in order to examine how measures of participants’ experience develop over time. We examine these measures in relation to each individual personality trait (Section 5.2) and participants’ inclusion in a personality group (Section 5.3). As fixed effects, we entered either the OCEAN personality trait or the participants’ personality group, as well as the interaction round (as they progressed through time). As a random effect, we had an intercept for the individual participants.

As we are interested specifically in how the participants’ experiences change over time during the interaction, we report the significant effects with regards to slope, i.e. how a personality trait or inclusion in a personality group may have affected the change of a given measure over time. With these significant results regarding slope, we also report the related statistically significant effects on intercepts (an indicator of initial overall values) related to these slopes. In the personality group analysis, we conducted post-hoc independent t-tests for each interaction round to study which weeks showed significant differences between the groups with respect to experience measures, however found no significant differences.

We attempted to examine the study conditions’ effect on participants’ measures, by utilizing a random slope model. This model would have allowed experience ratings to have different slopes to model the effect of the changing study condition on these measures. However, such a model would have fewer observations than random effects, and would thus be unreliable. As such, all longitudinal analyses presented here do not take into account the effect of individual study conditions. We take the assumption that while participants’ experiences did also differ statistically significantly between conditions, the progress of time and the knowledge gained during the interaction is a more significant contributor to developing experiences when measured over time.
5.2 Longitudinal Analysis of the Effect of Personality Traits

We examined the effect of the 5 OCEAN personality traits (Openness, Conscientiousness, Extraversion, Agreeableness, Neuroticism) on the measures on participant emotions, and their perceptions of the robot over time.

5.2.1 Openness. No significant effect was found on the PANAS emotion measures by the personality trait Openness. On the Godspeed measures regarding participants’ perceptions of the robot, we found a significant negative effect of the personality trait Openness on the Godspeed Anthropomorphism measure Lifelike on the slope ($t = -2.173, p = 0.036$), and significant positive effects on the measures of perceived Safety of Relaxed on the slope ($t = 2.185, p = 0.035$), and Calm on the slope ($t = 2.066, p = 0.046$). On RoSAS measures, we found a significant negative effect of Openness on the Competence measures of Interactive on the slope ($t = -2.247, p = 0.031$), and Responsive on the slope ($t = -2.187, p = 0.035$), as well as the Discomfort measure Strange on the slope ($t = -2.292, p = 0.028$). Openness also had a negative effect on the custom variable of perceiving the robot to adapt to what the participant said and did on the slope ($t = -2.129, p = 0.040$).

These results suggest that high Openness can have a positive effect on the participants’ perceptions of the robot’s sociality (perceiving it as more Lifelike, Relaxed, and Calm, and less Strange). However, this personality trait has negative effects on perceptions of the robot’s technical competence (Interactive and Responsive), as well as the participants’ perception of the robot’s capability to adapt to what they were saying. This suggests that while people with high Openness may perceive the robot as a social other, they may be disappointed in the robot’s technical competence to sustain the social interaction.

5.2.2 Conscientiousness. A significant positive effect over time was found on the negative PANAS measure of Jittery by the personality trait Conscientiousness on the slope ($t = 2.012, p = 0.049$). A significant positive effect was found on the Godspeed Likeability measure of Kind on the slope ($t = 2.928, p = 0.006$). A significant positive effect was found on the RoSAS Competence measure of Competent on the slope ($t = 2.181, p = 0.036$) and Warmth measure Social on the slope ($t = 2.115, p = 0.041$). A significant negative effect was found on the RoSAS Discomfort measure of Aggressive on the slope ($t = -2.671, p = 0.011$).

These results suggest that high Conscientiousness can have a negative effect on the participants’ emotional experience, causing them to become more Jittery over time. However, highly Conscientious participants also perceived the robot as higher on sociable measures (perceiving it to be more Kind, Competent and Social and less Aggressive), and more Competent over time. These results suggest that highly Conscientious people may become nervous or uncomfortable during the interaction with the robot, but they perceive it as an effective and safe social other.

5.2.3 Extraversion. A significant positive effect over time was found on the negative PANAS measure of Afraid by the personality trait Extraversion on the slope ($t = 2.523, p = 0.015$). A significant negative effect was found on the Godspeed measures of the robot’s Animacy for the measure Responsive on the slope ($t = -2.306, p = 0.027$), its Likeability measure of how much they Liked the robot on the slope ($t = -2.584, p = 0.014$), and the average of Godspeed Likeability measures on the slope ($t = -2.220, t = 0.033$). Significant negative effects of Extraversion were also found for the RoSAS measures of Competence of Knowledgeable on the slope ($t = -2.429, p = 0.020$), Interactive on the slope ($t = -3.150, p = 0.003$), and the average of Competence measures on the slope ($t = -2.863, p = 0.007$). Finally, a significant positive effect was found for the RoSAS Discomfort measure of Awful on the slope ($t = 2.158, p = 0.038$), and the average of Discomfort measures on the slope ($t = 2.113, p = 0.042$).
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These results suggest that participants with high Extraversion tend to perceive the interaction with the robot more negatively over time, both in their emotional experience (a positive effect on Afraid), and how they perceive the robot (negative effects on Likeability, Knowledgeable, Interactive, Competence, Emotional, and a positive effect for Awfulness and overall Discomfort). This suggests that people who have high Extraversion, who are described as highly social, may be expecting more from the robot during a social interaction.

5.2.4 Agreeableness. Significant negative effects over time were found by the personality trait Agreeableness on the PANAS measures of negative emotional experience of Distressed on the slope \( t = -2.005, p = 0.050 \), Scared \( t = -2.147, p = 0.036 \), and Afraid on the slope \( t = -2.638, p = 0.012 \). No significant effects were found on the participants’ perceptions of the robot.

These results suggest that participants with high Agreeableness have a more positive emotional experience over time while interacting with the robot. Agreeable people have been described as empathetic and having a high capacity to work with others. This suggests that people with this trait may become more accepting of the robot over time.

5.2.5 Neuroticism. Significant positive effects over time were found by the personality trait Neuroticism on the PANAS measures of positive emotional experiences of Strong on the slope \( t = 2.891, p = 0.006 \) and Active on the slope \( t = 2.722, p = 0.009 \). Significant positive effects were also found by the personality trait Neuroticism on the Godspeed Intelligence measure of Knowledgeable on the slope \( t = 2.030, p = 0.050 \), and the average of Intelligence measures on the slope \( t = 2.317, p = 0.026 \). Positive effects were also found for the RoSAS Competence measure of Interactive on the slope \( t = 2.804, p = 0.008 \), and the average of Competence measures on the slope \( t = 2.307, p = 0.027 \). A positive effect was also found for the RoSAS Warmth measure of Compassion on the slope \( t = 2.158, p = 0.038 \). Finally, significant negative effects by the personality trait Neuroticism were found for the RoSAS measure of Discomfort of Strange on the slope \( t = -2.932, p = 0.006 \), and the average of Discomfort measures on the slope \( t = -2.900, p = 0.006 \).

These results suggest that people with high Neuroticism have a better emotional experience of the interaction over time (positive effects on Strong and Active), as well as a more positive perception of the robot (positive effect on Warmth and negative effects on Strange and the average of Discomfort measures) and its capabilities (positive effects on Knowledgeable, the average of Intelligence measures, Interactive, and the average of Competence measures). These results suggest that while people with high Neuroticism are more predisposed to negative emotionality, they are able to gain a positive experience while interacting with the robot over time. This may suggest that people with high Neuroticism may be able to benefit from the interaction with the RC.

5.3 Longitudinal analysis of personality groups

In order to further our analysis, we aimed to examine not only how personality traits affect such variables our analysis, but whether people could be grouped on the basis of their personality, and whether different groupings had a different development in experience over time. Such groupings could help us determine how robots could adapt to individuals that fall within certain personality groups. We applied Pearson’s correlation coefficient to find significant correlations between personality traits, and grouped participants into two groups according to these correlated personality traits with a K-means clustering algorithm. In our study population, we found three groupings of people with significant correlations between personality traits: high Extraversion and low Neuroticism (in comparison to low Extraversion and high Neuroticism); high Agreeableness and high Openness (in comparison to low Agreeableness and low Openness); and high Extraversion and low Conscientiousness (in comparison to low Extraversion and high Conscientiousness).
5.3.1 Extraversion and Neuroticism. People with high Extraversion have been shown to experience positive emotions with higher frequency, duration, and intensity, while people with high neuroticism have been shown to experience negative emotions with higher frequency and duration [90]. The combination of high neuroticism and low extraversion has been associated with less positive and more negative average mood as well as greater mood variation, while high extraversion and low neuroticism was associated with a better and more stable mood [95].

We examine the group $E^+N^-$ (high Extraversion and low Neuroticism) in comparison to $E^-N^+$ and find a significant negative correlation in our study population between Extraversion and Neuroticism ($r = -0.482, p = 0.037$). We group participants with a K-means clustering algorithm ($k = 2$) into groups $N_{E+N^-} = 10$ and $N_{E^-N^+} = 10$. Comparing the two groups ($E^+N^-$ and $E^-N^+$), we found significant effects between groups for the following 7 measures (Figure 12):

1. A significant positive effect of inclusion in $E^+N^-$ on the PANAS measure Nervous on the slope ($t = 2.102; p = 0.040$) suggesting that people included in $E^+N^-$, when compared to the group $E^-N^+$, over time, gave higher ratings over four measures for Nervous.

2. A significant positive effect on the subject-wise average of Negative PANAS measures on the slope ($t = 2.089; p = 0.041$) suggesting that people included in $E^+N^-$, over time, gave higher ratings for the four measures for Negative PANAS measures.

3. A significant negative effect on the GODSPEED Intelligence measure, Knowledgeable, on the slope ($t = -2.100; p = 0.043$) suggesting that people included in $E^+N^-$, over time, gave lower ratings over the three measures for Knowledgeable.

4. A significant positive effect on the RoSAS Discomfort measure, Strange, on the slope ($t = 2.789; p = 0.008$) suggesting that people included in $E^+N^-$, over time, gave lower ratings over the three measures for Strange.
(5) A significant positive effect on the RoSAS Discomfort measure, Awful, on the slope \((t = 2.343; p = 0.025)\) suggesting that people included in E+N-, over time, gave lower ratings over three measures for Awful.

(6) A significant positive effect on the subject-wise average of RoSAS measures for Discomfort on the slope \((t = 2.622; p = 0.013)\) suggesting that people included in E+N-, over time, gave higher ratings over the four measures for Discomfort.

(7) A significant positive effect on the Time used for each interaction round on the slope \((t = 2.517; p = 0.016)\), and a significant negative effect on the intercept \((t = −2.725, p = 0.014)\). This suggests that people included in E+N-, over time, used more Time over the four interaction rounds, and also started at a significantly lower usage of time.

Inclusion in the E+N- group shows a negative statistical difference in robot measures related to the participants’ emotional experience: both the PANAS measure for Nervous, as well as the subject-wise average for Negative emotions, increase over time. Participants in group E+N- also rated the robot more negatively over time: the Godspeed measure Knowledgeable decreases, and the RoSAS measures Strange and Awful increase over time. The subject-wise average of RoSAS Discomfort measures also increases over time. Thus, members of the E+N- group seem to view the robot more negatively over time, and their emotional experience becomes more negative over time. Participants who have high Extraversion and low Neuroticism may be more comfortable in social interactions, and thus expect more from their social interaction partner in return. Members of this group may have been disappointed in the robot’s social capabilities, and thus had a more negative experience.

5.3.2 Agreeableness and Openness. High Agreeableness and Openness have been shown to be predictors of tolerance to human diversity with respect to beliefs, showing that agreeableness and openness are predictors of some forms of pro-social behaviour [13]. Openness was also found to be related to higher cultural intelligence (i.e. a person’s ability to deal effectively with people from different cultural backgrounds), when the agreeableness of the person was also high (but not when it was low) [53].

We examine the group A+O+ (high Agreeableness and high Openness) in comparison to A−O−. Applying Pearson’s correlation coefficient, we find a significant positive correlation in our study population between Agreeableness and Openness \(r = 0.55, p = 0.013\). We group participants with a K-means clustering algorithm \((k = 2)\) into groups \((N_{A+O+} = 12)\) and \((N_{A−O−} = 8)\). Between the two groups, we found significant effects between groups for the following 5 measures (Figure 13):

(1) A significant positive effect of inclusion in A+O+ on the GODSPEED Likeability measure, Friendly, on the slope \((t = 2.752, p = 0.009)\) suggesting that people included in A+O+, when compared to the group A−O−, over time, gave higher ratings over the three measures Likeability.

(2) A significant positive effect on the GODSPEED Safety measure, Relaxed, on the slope \((t = 2.122, p = 0.041)\), suggesting that people included in A+O+, over time, gave higher ratings over the three measures for Relaxed.

(3) A significant negative effect on the RoSAS Competence measure, Interactive, on the slope \((t = −2.848, p = 0.007)\), suggesting that people included in A+O+, over time, gave lower ratings over the three measures the Interactive measure.

(4) A significant negative effect on the RoSAS Competence measure, Responsiveness, on the slope \((t = −2.626, p = 0.013)\), suggesting that people included in A+O+, over time, gave lower ratings over the three measures for Responsiveness.
(5) A significant negative effect on the RoSAS Discomfort measure, Strange, on the slope ($t = -2.042, p = 0.049$), suggesting that people included in A+O+, over time, gave lower ratings over the three measures for Strange.

Inclusion in the A+O+ group shows a positive statistical difference in robot measures related to interpersonality: Godspeed’s Friendly and Relaxed have higher ratings over time, and the RoSAS measure Strange decreases over time. Thus, members of the A+O+ group seem to rate the robot as more personable over time. However, members of the A+O+ group also seem to expect more from the robot in terms of technical competence: members rate the robot lower over time in the RoSAS measures of Interactive and Responsiveness. Participants who are highly agreeable and who are open to new experiences may view the robot with a more open mind, thus being more accepting of the robot’s social skills. However, the same participants, who are characterized by imagination, might have imagined more developed capabilities for the robot, thus being disappointed in its technical competence.

5.3.3 Extraversion and Conscientiousness. In the context of job performance requiring interpersonal interaction, high Extraversion has been shown to result in better performance in high individuals with high Conscientiousness (but Manuscript submitted to ACM
lower performance in people with low Conscientiousness) [97]. Additionally, people with higher Extraversion have also been shown to anthropomorphize robots more [44].

We examine the group E+C− (high Extraversion and low Conscientiousness) in comparison to E−C+.

Applying Pearson’s correlation coefficient, we find a significant negative correlation in our study population between Extraversion and Conscientiousness ($r = -0.482, p = 0.037$). We group participants with a K-means clustering algorithm (k = 2) into groups ($N_{E+C−} = 9$) and ($N_{E−C+} = 11$). Yet, no significant differences were found between the two groups, for any of participants’ reported scores.

5.3.4 PANAS measures Over Time. We also examined how the average of negative and positive PANAS measures developed over time, and how these differed by personality groups (Figure 14). Applying a post-hoc t-test, we found significant differences between the first and the final measure of the average negative emotions in the whole population ($p = 0.050$), with negative emotions having significantly decreased. The same significant decrease in the average of negative emotions was found for the personality groups A+O+ ($p = 0.036$) and E−N+ ($p = 0.018$). No significant differences were found for the changes in the average of positive PANAS emotions.

6 QUALITATIVE ANALYSIS OF PARTICIPANT RESPONSES

This section examines the participants’ perceptions of the robot and interaction (RQ1), and their emotional experiences (RQ2), from a qualitative point of view. For a qualitative understanding participants experience of the interactions, as well as their impressions of the RC and the exercises conducted, we applied Thematic Analysis (TA) [20] and analysed the data gathered from the post-study semi-structured interviews (see Appendix A for the interview questions). Participants were asked about their perceptions of the robot, its performance as a well-being coach, and its behaviour. We coded the transcribed interviews into ten major themes (see Fig. 15) presented below.
6.1 PP Exercises

Participants made several comments on the Positive Psychology (PP) exercises (see Table 1), noting that the exercises themselves were successful and helped them reflect on the positives in their life, and they experienced the robot being helpful. P9 underlined the importance of the robot asking the “correct questions”, saying that working with a coach is important, and that the questions were well made in this case. P7 noted that they felt more grateful and positive after the exercise, and that the interaction was effective, especially those about the future. Participants noted that the exercises made them think of new things, but that some of them had difficulty understanding the tasks. This could be mitigated with the robot further explaining the structure of the exercise session in the beginning. Instructions on how to interact with the robot, as well as the ability to ask the robot to repeat questions were called for in future interactions.

Participants noted that improvements are needed on the robot’s responses (see Table 1). Participants also noted that the robot could be more responsiveness in its responses — e.g. P11 suggested that the robot could ask follow-up questions about telling someone about a thing they were grateful for, i.e. who they would like to tell. This is discussed further in the next section (Section 6.2).

6.2 Robot capabilities

Robot capabilities were also discussed outside of the PP exercise content itself (see Table 2). As noted in the context of PP exercises, participants wanted more responsiveness, noting that the robot was “inert” in its lack of suggestions (P3). P5 noted that they enjoyed the robot giving specific new responses such as “that sounds like a great accomplishment” and “you should be proud”, describing a sense of being listened to. This wording variety should be emphasised in future
Table 1. Quotes from participants ($P_i, (i = 1, 2, \ldots, 20)$) regarding the Positive Psychology exercises by the Pepper robot. $+/−$ signs indicate positive and negative statements, neutral statements do not contain signs.

| PP exercises | Quotes from participants |
|--------------|--------------------------|
| Experience of helpfulness | $P_{2+}$: “[It’s] an exercise we could do ourselves, but it felt more interactive because the robot was asking you questions.”  
$P_{6+}$: “I particularly liked it trying to make me think about a positive future. [...] That made me feel hopeful of what will come.”  
$P_{7+}$: ‘At the end I think I felt more grateful. [...] I’m feeling more positive than I was before the start of the exercise, in that respect it was effective.”  
$P_{12+}$: ‘If I [use it every day], it can potentially lift my mood. It’s like a pet, but I’m not responsible for it when I travel or something like that.”  
$P_{19+}$: “Pretty useful in terms of guiding me to reflect on certain things that I feel grateful for, it did have an impact on my present emotions, and I did feel better after the exercise.” |
| Correct questions | $P_{2+}$: “It was good that it explained the thought process behind the exercises [...] why thinking of the positive aspects was important.”  
$P_{9+}$: “I think the questions were really well made, and so because of that it does help you centre a little bit, into ‘What has been positive?’ ‘What has been negative?’ It really felt a little bit like a coaching [or] counselling session. In that sense, it helped a lot.”  
$P_{3+}$: “The questions really made me think, especially for the questions about future. The present and the past are usually something which we reflect on, but for the future it’s something which is nice. It made me think about things that I usually don’t.” |
| Thinking of new things | $P_{7+}$: “It was good, trying to make me think ‘oh why would I feel grateful for things’ so that was that was good because I don’t really think about that.”  
$P_{11+}$: “It definitely made me think of stuff that I hadn’t thought of before, it took me a little while to think of things, and once I was thinking of them, I was like ‘oh yeah, let’s listen to that’ so I think it did its job.”  
$P_{4+}$: “[...] It’s good to have the opportunity to think about these things. The difficulty sometimes is [being put] on the spot to list these things.”  
$P_{5}$: “It feels weird to talk to a robot about anything personal at all. So I’m not sure I would choose that if I had an option. But surprisingly, at the end I was like ‘Oh yeah, I am grateful for things’, so I don’t know. I guess it did work.”  
$P_{6+}$: “I felt guided through things and [it] structured my thinking about different things.” |
| Repeat questions | $P_{21}$: “An ability to go back or repeat the question would fix a lot of the problems I had.”  
$P_{6}$: ‘[...] I didn’t understand one of the questions [...] so I asked if it could repeat that and I think it registered that as a next [answer]. So I guess [being able to ask it to repeat questions] would be better in making it feel like a conversation.” |
| Difficulty understanding tasks | $P_{11}$: ‘I couldn’t quite see the structure ahead of time [...] . It asked what are you grateful for, and then when it talks about the accomplishments, I was like, ‘oh, I totally should have used that’. [...] I just feel like it would have been more natural with a person to be like, ‘oh, that one thing that I was just saying before’. And to a robot I kind of just felt like I said the same thing again as I did before, so I guess that was slightly weird.”  
$P_{16}$: “These three [rounds (past, present, and future)], they all seemed similar. […] It asks very similar questions. The first one was supposed to focus on the past and the second one on the present. And it asked similar questions like ‘recent accomplishments’ and that was confusing.” |
| Instructions to use robot | $P_{2}$: “Maybe I wasn’t speaking loud enough, because I felt like I needed to repeat the commands on the feedback portion of the interaction] a lot of times.”  
$P_{3}$: “I responded and it didn’t get it, but after that it was very accurate. I didn’t have to have any trouble, like having to wait for it. Sorry, you asked me to wait, but it didn’t feel very natural.” |

applications of a robotic coach. A sense of acknowledgement and active listening (a technique used in coaching [12]) could be emphasised further by picking up keywords from the participants’ speech, and adapting the robot’s responses specifically to these. P1 noted that this would “reinforce the person’s belief that the robot was understanding what they’re saying”.
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Table 2. Quotes from participants ($P_i$, ($i = 1, 2, ..., 20$)) regarding the Robot Capabilities. $+/−$ signs indicate positive and negative statements, neutral statements do not contain signs.

| Robot capabilities | Quotes from participants |
|--------------------|--------------------------|
| Responsive-ness    | P5+: “There were a few times when it did have a specific new response or it said ‘That sounds like a great accomplishment’ or ‘You should be proud’ and that was nice, I was like ‘Oh thank you robot for listening to me’.” | |
|                    | P18-: “I would like to feel a difference between the reactions to something positive or negative I’m saying. If I said ‘I’m very happy’ I wouldn’t like to say ‘That’s fine’. [I would like it to] engage more positively with my positive feelings.” | |
|                    | P10-: “Even though it was pretty much always the same response, I think it’s nice that she responded to everything I said.” | |
|                    | P1-: “It wasn’t really useful past the fact that it did ask the questions [...]. If there’s a complex robot in front of me, in order to do more than just readouts, it would be nice if it could respond.” | |
| Acknowledgement    | P14-: “You say something and then it continues along not really acknowledging what you said.” | |
|                    | P20-: “[...] [the thing that made] me feel that it wasn’t useful was when I didn’t feel that what I was saying was being reacted to in a way I expected.” | |
|                    | P13: “It did ask good questions, but then there wasn’t any room for follow up.” | |
|                    | P1: “If you did add acknowledgement to it while [someone is] talking, [...] it would reinforce the person’s belief in the robot actually understanding what you’re saying. As opposed to when it’s just standing, then I don’t know if it actually really understands what I’m saying.” | |
| Active listening   | P13: “It asked good questions that made me think. But it felt more like the robot has a good script than the robot is engaging in active listening.” | |
|                    | P19: “Sometimes I feel like [it’s] not really listening because [there are] very few responses, [and it’s] choosing between the available sentences. So [it] can say ‘Umm, I see. Thank you for sharing that with me’, with exactly the same [tone] every single time.” | |
|                    | P10: “More natural head movements and arm movements, while I’m talking, [...] If that’s enhanced, [it’s] useful for keeping me engaged. [...] Nodding or saying ‘Umm’, ‘OK’, or ‘Wow’.” | |
|                    | P8+: “I think the head nods were quite real and if it gets very in sync, those were one of the things that made me feel like I was being listened to.” | |
| Wording variety    | P16: “Maybe include more of a variety of responses, [so it’s] not always the same.” | |
|                    | P11: “I guess a wider repertoire of different things it might do [...]. There were certain phrases it would say lots of times. I think it was moving the same way every time.” | |
|                    | P6: “[To feel that it] understood how I felt, it would have required more of a range of replies.” | |
|                    | P4: “If there is a bit more variability, it would feel more natural. [...] Because then when you do this five times [...] it loses all sense of humanity. You just disconnect because you can see the automaton. Now you can see the machine there.” | |
| Adaptation         | P13:-: “[...] [it was] asking me questions that are making me think productively on my end, but it’s not really responding to what I’m saying.” | |
| Keywords           | P9: “[...] I don’t know how much it actually was just reacting to keywords, or was really sensing what I was feeling.” | |
|                    | P3: “[...] it can give some suggestions, like ‘try focusing more’.” | |
| Keywords           | P12: “I told the story, so maybe mentioning some keywords from my stories rather than using a template [...]” | |
| Keywords           | P17: “I thought it could do a little bit more personalization, if I say the the keywords, like ‘organisation’ or ‘events’ it could say ‘Oh, I hope you have a nice event’ or [...] ‘You have a nice organisational skills’ or ‘Seems like good organisational skills’, so it can pick up words and make it seem more human interactive I think.” | |

6.3 Robot features

Participants made notes on the robot’s features (Table 3), such as its form, voice, movements and behaviour. In appearance, P9 described the robot as an overall “positive figure” and “cute”. P21 noted that it was at the high end of humanoid before being creepy, while P15 called it “non-threatening”. P4 “approachable”, and P10 “animated” as it spoke. Overall, the Pepper robot was evaluated positively on appearance for this task. Participants made a few specific complaints...
Table 3. Quotes from participants ($P_i, (i = 1, 2,\ldots,20)$) regarding the robot’s features. $+/−$ signs indicate positive and negative statements, neutral statements do not contain signs.

| Robot features | Quotes from participants |
|----------------|--------------------------|
| **Behaviour**  | P2+: “Very supportive, especially once it starts to properly respond to the content of what we’re saying. [...] very helpful, it kind of guided you through the whole process.” |
|                | P2-: “I think at some points it felt a bit condescending. Maybe it’s just my ego talking, it just felt a bit weird to be told ‘well done’ by a robot.” |
|                | P5-: “It accomplished the task, but it was robotic [...]” |
|                | P16+: “A lot of listening and giving space to talk. I think that’s important.” |
|                | P9+: “It made me feel comfortable, so I was OK in talking about these things.” |
|                | P8+: “One really nice thing was that I felt heard. [...] and I felt like we were interacting.” |
|                | P16+: “It gave me a good feeling because it seemed compassionate.” |
|                | P20+: “I felt a bit stressed out because I knew that it would respond quickly and I’m not very fast when it comes to classifying emotions.” |
|                | P2+: “I liked that it stays calm. When someone talks to another person who isn’t a qualified professional, it’s very hard to get someone to stay completely calm in the face of some things.” |
|                | P4: “I like the friendliness, it’s a good thing. I like the positive reassurance that it gives when it talked to me about the achievements and then said ‘great you deserve this’, that’s good to hear.” |
| **Voice**      | P19+: “[The robot] speaks at a relatively slow pace, [...] it’s patient and listening.” |
|                | P9+: “The tone of voice was also really good.” |
|                | P14-: “I was very creeped out. The technical speech engine isn’t human.” |
|                | P20+: “The voice is pleasant. There’s some weird pronunciation [...], but otherwise it’s good.” |
|                | P21+: “I like the voice actually. I’m cool with this slightly robot-like inflection.” |
|                | P8: “I like the friendly like tone voice. That made me want to talk more with the robot.” |
|                | P18: “I like the voice. It doesn’t seem as mechanical as I thought it would.” |
| **Appearance** | P9+: “There’s a lot of things here that together all of it may be a very very positive figure. And it doesn’t feel very threatening at the moment. [...] It’s very cute.” |
|                | P21: “It’s just about is at the high end [of being humanoid] before it gets too creepy. [...] It didn’t have to be an entire robot, [it could be] a rectangle with eyes maybe.” |
|                | P10+: “The human form factor is quite nice.” |
|                | P21+: “It does have quite a friendly face, it’s non-threatening. It’s a good size.” |
|                | P7: “I think if it was more human-like, that would actually have a negative impact.” |
|                | P15+: “That it didn’t have any expressions [...] was actually good. It was like I’m talking to somebody, but at the same time that person is [...] just taking in what I’m saying, it’s not really even giving back. That’s actually a good thing.” |
|                | P20+: “Because the expression is the same, it’s very hard to see if the robot is empathising.” |
|                | P4+: “I like that it has a more positive than neutral face. It’s more approachable like that.” |
| **Movement**   | P17: “During speaking it can make some motions. [...] There are other ways of agreeing and not agreeing in body language terms. Tapping, clicking, thinking, putting their hands together in a more lifelike in a way.” |
|                | P14-: “There’s nothing that’s clearly missing, except in terms of movement. Maybe moving around while I’m talking as opposed to only when it’s responding. And acknowledging things as I talk.” |
|                | P14+: “The way it moves is actually not too odd. The movement seems to be fairly lifelike.” |
|                | P21+: “Because it was always mostly the same gesture, that gesture made it artificial.” |
|                | P19+: “[It’s] trying to show open, welcome, and friendliness, but we don’t really get the meaning. It’s always the same movement with exactly the same angle, so it’s easy to see the programming.” |
|                | P18: “Even though I like the expression of the hands, it could be a little bit repetitive.” |

about Pepper’s appearance, noting that they were sometimes distracted by the light in its eye, and were sometimes confused by the function of Pepper’s tablet displaying a screen saver animation. However, some participants noted that
Table 4. Quotes from participants ($P_i, (i = 1, 2, ... 20)$) regarding the advantages of a robotic coach. +/- signs indicate positive and negative statements, neutral statements do not contain signs.

| Robot advantages | Quotes from participants |
|------------------|--------------------------|
| Saying out loud  | P21+: “Being forced to do it out loud is helpful.”  
P14+: “It was good to kind of think about what’s going on at the moment”  
P15+: “[...] When you think about it and you say it out loud, it puts a lot of things in perspective, so I think the robot did help me do that.”  
P4+: “[...] you can still benefit from simply having to say things, and listening to them as well.” |
| Lack of judgement | P3+: “It’s easier to talk to a robot somehow than a real human being. You don’t face judgement from a robot, so that’s nice. It’s an open ended question so sometimes you feel stupid saying certain answers to a human than a robot.”  
P19+: “It does a good job in listening and not judging you.”  
P15+: “I felt like I wasn’t getting judged. [...] the fact that it didn’t have any expressions was actually a good thing. A lot of times when you talk about things you look at another [person], whether verbally or non-verbally [they react] [...] and the fact that it didn’t do it made me feel like I can say as much as I can.”  
P8+: “When you’re trying to do this with a person one more wall that you have to navigate, which I didn’t feel like in the beginning. [...] You’re not entering a room and sitting with a person, so there’s less social layers you have to navigate.” |
| Accessibility    | P9: “For coaching it could definitely help. Not for making a first assessment, because I think that still should be a human. But needing someone that you can interact with and actually go through the things you’re [thinking about], having the robot react to this, [...] that’s really good.” |
| Sense of presence| P1+: “It’s obviously not going to be on the same level as as a human [...] so the question really is, is it better than just something you can do to yourself? [...] If it were online then [...] you can just go to any question and just skim through it. Whereas with this, you actually have to sit down and it has to actually say each one to you. So you’re forced to consider each question and in that sense I suppose it’s better than just reading something.”  
P20: “It’s like seeing an online quiz, [...] but having a text to speech sort of thing and tell me, that and having a physical presence in the room with me. That establishes more of a connection. It’s not the same as if it were a human.” |

they enjoyed the animation and it made them feel relaxed. For future interactions, a robot with no eye light or tablet could be considered, if they are not relevant for the interaction.

Participants had more feedback on its movement, calling for more gestures to signal body language and turn-taking, making it clearer when they should be speaking. Gestures were also seen as “artificial” and “repetitive”. This could be mitigated by developing a more sophisticated method for back-channeling during conversations.

In its behaviour, the robotic coach was called “very supportive” (P2), “compassionate” (P16), and “giving space to talk” (P10), all important qualities for a robotic coach. However P2 noted that it also felt “condescending” at points, even if the robot telling them “well done” was intended to be friendly. The robot’s encouragement phrases should be further evaluated on when they are useful, and when they are seen as too invasive. This could vary according to participant, which makes examining how different personality traits affect perceptions of the robot important.

Participants also commented on the robot’s voice, appreciating the “slow pace” that made it appear “patient” (P19), its tone of voice (P9), “pleasant” (P20), and “friendly” (P7). P14 however said they were very “creeped out” by the voice, and P13 called it “weird”. This illustrates that there is no one-size-fits-all solution with regards to the voice of a robotic coach — rather that the voice should be selected in order to be congruous with the expectations of a wellbeing coach (i.e. patient, pleasant, and friendly.
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Table 5. Quotes from participants (\(P_i, (i = 1, 2, ..., 20)\)) regarding the disadvantages of a robotic coach. +/- signs indicate positive and negative statements, neutral statements do not contain signs.

| Robot disadvantages | Quotes from participants |
|---------------------|--------------------------|
| Timing              | P19: “It can be a distraction, when I haven’t finished the whole speech, but I’m just pausing a little bit, and [it] thought I finished and then [it] asked me questions.”  
   P10: “The long pauses were awkward, but you also don’t want to interrupt people.”  
   P10-: “While I narrate saying ‘Oh wait, I’m thinking’, [the robot] thinks I’ve said something and goes on to the next question. [...] I didn’t know what to do to give myself time to think.”  
   P9-: “I didn’t understand the interval it was giving me to talk, if it’s a fixed interval. Sometimes it would interrupt me or I almost couldn’t finish the sentence and it was asking the next question.”  
   P20: “There were times that I felt interrupted, so there was a point when I was thinking about something. [The robot says], ‘oh I couldn’t understand what you said’, so it’s that sort of speech processing and recognition. So at times it felt that it was trying to hurry me up.”  
   P18: “Sometimes you want to reply saying ‘thank you’ as well. And I don’t know if the robot is waiting for me to say that or not.” |
| Incorrect responses | P6-: “I was saying I managed to travel and it was the first time that I’ve done that in a while, and just spent time with people I care about. And the replies were. ‘That sounds like a tough experience’, so I don’t know what triggered it to say that, but it was the complete opposite of what I was feeling and it was making me feel obviously misunderstood. And also made me question what was I saying that was making this happen.”  
   P15: “I think at times I would say something positive and it would say ‘oh, I’m sorry you felt that way’. [...] At times, it didn’t understand what I was trying to say.” |
| Privacy issues      | P4: “It’s hard to choose what you even say, especially if you know you’re being recorded, you have to choose something that is not going to expose you extremely at the same time.”  
   P19: “I feel like more like I’m being recorded, than being heard, or [listened to].” |
| Lack of humanness   | P7-: “If this was an actual person asking me the same questions, maybe it would have had a better impact like because maybe I could have had a more personal connection with them. And the robot is quite limited in the depth of information that it can ask. You can’t program it to ask follow up questions. A real therapist or […] a coach [...] could have done better [...]”  
   P19: “It doesn’t have some of the bad things a human coach would have, like negative comments. [...] On the flip side [the robot] didn’t give me an organic response. It’s always the same response and sometimes it can be demotivating.” |

6.4 Robot Advantages, Disadvantages and Comparisons with Human or App-based Coaching

Participants detailed both robot advantages (see Table 4) and disadvantages (see Table 5). Participants also made favourable and negative comparisons of the robot to both a human coach and a hypothetical phone or computer application performing the same PP exercises (Table 6). These three themes are interrelated, and are all discussed in this section.

A major advantage that participants saw in using the robot was speaking out loud. Participants felt that verbalizing their thoughts helped them think of new things and put things into perspective, and benefited simply by hearing themselves talk. This is supported by literature, where self-talk is found to be related to motivation [38], and that the production effect indicates that words spoken out loud improve explicit memory in comparison to words simply read quietly [42, 59]. However, speaking out loud can come with the disadvantage of incorrect robot responses. On occasion, the robot would respond incongruousley to an emotional experience that a participant had described, making them feel misunderstood. This suggests that there is a delicate balance in using adaptive robot utterances, so that participants can benefit from speaking and being responded to, while mitigating the negative effects of incorrect responses. The same negative effects can be seen in the disadvantage of incorrect timing: some participants noted that long pauses were
Table 6. Quotes from participants ($P_i$, ($i = 1, 2, ..., 20$)) comparing the RC to a human or another type of application. $+/−$ signs indicate positive and negative statements, neutral statements do not contain signs.

| RC VS human or application | Quotes from participants                                                                                                                                 |
|---------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------|
| RC VS human               | P10: “Not too bad, [it’s] obviously not a replacement for [a human]. If there’s no human counsellors or coaches available, then it’s possible that it can have a good effect on people.”  
|                           | P9+: “I wonder how different this would be from a real human session. It made me feel comfortable, so I was OK in talking about these things. So in that sense, it’s definitely positive.”  
|                           | P5-: “It was appropriate in telling me what to think, but it didn’t seem like it was understanding things because it just said the same thing back. Which is fine, because it’s not actually my therapist, but probably would be irritating if you were really pouring your heart out.”  |
| RC VS application         | P20+: “I’ve tried this in the past as well, maintaining a gratitude diary. […] When someone puts you on the spot to think about it’s more effective, than trying to enforce it myself.”  
|                           | P21+: “The voice, the interactive part of it, that is different to doing it on a screen, or in self help books. So I think that is positive.”  
|                           | P10+: “It’s quite useful, and a better format than doing it on a laptop or something like that.”  
|                           | P9+: “We’ve seen some of these coaching exercises through a computer when you even have just a sentence, like let me think about the positive thing. So having a voice and a sort of reaction is a really good step, so I think in that sense as a coach, I think it was cool. It was very positive.”  |

awkward, or that the robot would begin responding when the participant hadn’t finished. This could be improved by enhancing turn-taking cues, e.g. with robot backchannelling via vocalizations and gestures.

Another such delicate balance in robotic coach design is the relationship between privacy and data collection, as well as adaptation and responsiveness. Multiple participants wished the robot would adapt to their speech in its verbal utterances, creating wording variety with picking up keywords from their speech. This could improve the impression of active listening, which they saw could be a potential advantage over a mobile phone or computer application. However, participants were concerned about being recorded while sharing their emotional experiences. The concern for lack of privacy could be mitigated through user education on what data exactly is being collected, and how it is being stored.

Participants also commented on both the robot’s lack of judgement, but also its lack of humanness. Participants noted feeling comfortable with the robot, and that there were less social layers to navigate than with a human coach. A participant also noted that it didn’t have some of the “bad things” that a human coach may have (such as negative comments), however that the responses weren’t organic, which could be demotivating. On the other hand, some participants experienced a lack of judgement from the robot, noting that it was easier to talk to, and that they “didn’t feel stupid” giving the robot answers, as they might feel with a human coach. A participant noted that the robot’s lack of facial expressions was a good thing, and that they felt like they could “say as much as they can” without reactions from the robot. This suggests that robotic coaches are useful for certain use cases, but could be irritating if they were “pouring their heart out”.

6.5 Users

Participants also made suggestions as to for whom such a robotic coach could be useful (Table 7). Participants saw that the robot worked on a basic level, and could work especially for users who didn’t have a lot of experience with PP exercises, and could benefit from learning them and the positive thinking from the robot. However, high expectations might lead to disappointment. Participants suggested that introverted users may benefit from the robot, if users were to feel shy or awkward talking to a human. A participant specifically mentioned the robot being useful at their home.
Table 7. Quotes from participants ($P_i$, ($i = 1, 2, ... 20$)) regarding the potential users of the robotic coach. $+/-$ signs indicate positive and negative statements, neutral statements do not contain signs.

| Users | Quotes from participants |
|-------|--------------------------|
| User expectations | P6: “I guess it’s more beneficial for people who have never done therapy or that kind of stuff. Because if you’re already used to laying things up like this and focusing on the positive aspects rather than the negative ones, then it feels very obvious, what it’s doing.”  
P3: “I think it also depends upon the expectations of the people. So if some days I’m feeling really crappy and if I’m expecting more, maybe then I wouldn’t get what I want.”  
P3: “It works to at the very basic level. It definitely works, but you don’t have the same day every day. So it depends upon that. What kind of expectations you have coming into this.” |
| COVID-19 | P12: “[With] COVID quarantine [...] if this is industrialised for people who are isolated at homes [...]. It’s a moving intelligence, and being able to understand your difficulties, and trying to help with some mental health problems. I think that’s really, really beneficial.”  
P12: “If we apply this to the home, to a domestic situation. I would say it’s very useful. [...] even in not Covid-19 times, I think it’s still very useful. And for these people who are at care homes or or these people who are not sociable, like in Japan, a lot of teenagers are absorbed in computer games and they only talk to virtual machines. So I would say this is a very good channel for them to open themselves back to society, like a transition period because the computer does interact. So this can bridge them from self isolate situation to a more [social life].” |
| Introverts | P12: “For an introverted person it’s really helpful [...] [you] could be acting very shy to a real person, but I feel quite relaxed to talk, because in your mind it’s still a machine.”  
P9: “It will be helpful for a lot of people who might have awkward interactions with humans.”  
P9: “[...] People who feel awkward when they want to say things that are very personal and private. If the robot can react, and help people go through their problems, it’s a huge thing.”  
P17: “Some people feel more confident talking on video call [...] this might cater to a particular part of the of people who who are more confident speaking to a robot.” |
| Nurseries and hospitals | P9: “[...] that could help a lot in nurseries and hospitals. You can’t have a nurse to every person, but you could have a robot. Having these small interactions, this could make a huge difference.”  
P9: “[...] my parents worked in the health sector and I know these can provide a huge help. [...] especially thinking about older generations who are alone [...]” |

during Covid-19 social distancing conditions. Another user suggested the robot could be useful in the *health sector*, such as in nurseries and hospitals, where there is a lack of staff, and having small interactions with a robot could make a positive difference. One participant mentioned that it “depends on the expectations of people”, suggesting that deploying these robotic coaches into the field needs to be carefully framed to participants as to their usefulness and capabilities.

### 6.6 User perceptions of conditions

Even though participants remarked both positively and negatively on every condition (see Table 8), they especially highlighted instances when the robot made mistakes with regards to empathetic utterances, during affect-based adaptation ($C_2$) or affect-based adaptation with personalisation ($C_3$). Here, participants sometimes preferred $C_1$, which employed no adaptation and thus did not cause the robot to make mistakes. This occasional preference for *neutrality* is in-line with the comments made by the consulting psychologist, who remarked that neutral statements may be preferred by some individuals as the RC making mistakes and saying things that do not align with participants’ expectations may become jarring (as seen under the themes in Table 2  *Responsiveness* and *Adaptation*).

Yet, some participants remarked being particularly pleased when the robot responded accurately, as seen in Table 2 with regards to *Responsiveness*. This supports the notion that *continual personalisation* may become even more relevant for long-term interactions, in the form of *active listening*, which would help them engage more with the robot. In
Table 8. Quotes from participants \((P_i, (i = 1, 2, \ldots, 20))\) regarding the study conditions. +/- signs indicate positive and negative statements, neutral statements do not contain signs.

| Conditions | Quotes from participants |
|------------|--------------------------|
| **Condition C1** | |
| P4+ (Present): "I think the robot was performing really well on the present (C1) task." |
| P6- (Present): "In general, I think the past (C3) was fine, the future (C2) was great, and the present (C1) was really bad." |
| **Condition C2** | |
| P17+ (Past): "Except the last round (C2) [...], it felt like mechanical sort of questions that came one upon the other. [...] In last round, I felt it did pick up on some things and it understood what’s a good event." |
| P3- (Present): "If I said some negative things it still didn’t react to the negativity. That made [it] feel a bit mechanical." |
| **Condition C3** | |
| P3+ (Future): "I think the last one (C3) was smoother. It was telling me OK, I hope you achieve these things. The last one was easier. It felt more meaningful but I don’t know. Maybe I got used to it." |
| P6- (Past): "I think for the first part about the past (C3), it was just the same sequence of replies that it would give me. Thank you for sharing that with me’ was said almost all the time." |

In particular, participants would hope to see the robot using "keywords" from their speech to signify that it understood what had been said, and provide acknowledgement via gesturing and intermittent back-channelling (such as "Huh" and "Okay" noises) during the participants’ self disclosure.

### 6.7 Novelty and habituation

In addition to the themes outlined above, the phenomena of **novelty and habituation**, and **suspension of disbelief** were evident in the analysis of qualitative data (Table 9).

Participants described their experience being described by **novelty and habituation** [41], both to the exercises and the robot itself. Participants noted that their experience changed throughout the sessions. Habituation was seen as a positive by P17, who understood the exercises more clearly throughout the sessions. P8 on the other hand saw this as both a positive and a negative, noting feeling more prepared but reflecting less due to being able to predict the interactions. Participants described feelings of **surprise** toward the RC when first encountering it. However, participants habituated to the robot over time, after “getting used to it”. These observations suggest that in order to create successful longitudinal (whether longer single sessions, or multiple repeated sessions) interactions with a robot, the robot should follow an interaction pattern to be understandable, but with variations introduced in order to keep the participant engaged in the exercises.

### 6.8 Suspension of disbelief

Suspension of disbelief is a concept that originates from the examination of the willing participation in a fiction by an audience [73]. It has been previously defined in HRI [29] as the person’s willingness to suspend their disbelief of what is living in physical social robotics, and that this may effect how the person perceives the robot. Suspension of disbelief is also relevant in well-being practices, as the optimism — a foundational concept of Positive Psychology — has been described as a “willing suspension of disbelief” [63].

While participants did not explicitly describe their experiences as a suspension of disbelief, but described feelings of strangeness and being conscious of how they responded to the robot (Table 9). For example, P2 said that being aware of the robot not actually understanding what they were saying made them less engaged. P2 described talking to an inanimate object as “shouting into the void”, as they weren’t sure what it was actually comprehending.

Participants also noted that the robot’s form contributed to their lack of suspension of disbelief, citing its hands as too human. P4, who has more extensive experience with robots than the majority of participants, noted that they were
Table 9. Quotes from participants ($P_i, (i = 1, 2, ... 20)$) regarding the phenomena of Novelty and Habituation, and Suspension of Disbelief during RC interaction. $\pm$ signs indicate positive and negative statements, neutral statements do not contain signs.

| Phenomenon | Quotes from participants |
|------------|--------------------------|
| Novelty and habituation | Exercises  
P17: “I felt the last round, [...] I got more used to the pattern and that is probably the bias here, but it might have also been that it understood things more clearly in the last round.”  
P8: “I think it was very useful, but after the first run, I could predict what exactly was going to happen, and what questions I would be asked, so I felt more prepared. But consequentially, that meant I wasn’t thinking or reflecting enough for that.”  
Robot  
P11: “[... the surprise], it was weird to be talking to a robot. It’s the surprise when it first talked and moved, and the first time it would say certain things, that were kind of funny as well. I think once I got used to it, and it didn’t take very long to get used to it, the weirdness wore off early. [...] Then I was like, ‘Oh OK, cool that’s what it’s trained to do’, but it caught me off guard.”  
P20: “Initially I was a bit creeped out by the smile, but it’s actually fine. It seemed completely fine, maybe a bit surprising at first when there’s some weird arm movement. But otherwise easy to get used to. And even though it was weird at the beginning, I got very used to the appearance after just a few minutes.”  
P11: “At the beginning I kept laughing and [thinking], this is not the purpose of [the interaction, if] I’m just sitting here laughing [...]. After I got over laughing I started paying closer attention.” |
| Suspension of disbelief | P2: “The fact that this is a study might have skewed my response towards the robot [...]. The experience, especially it being in such a controlled environment [is] a bit strange [...] I felt a lot more observed. I think that definitely did play into how open I was with responses.”  
P2: “I think initially it felt a bit strange to be talking to a robot, but I think it really did get a lot better through the exercises. It felt more natural somehow, once you get over the initial strangeness of the whole thing. [...] The entire concept, [...] talking to an inanimate object about your feelings, and your thought process. [...] So it feels like ‘am I just saying this, am I just shouting things out into the void’? Or is it actively responding to me?”  
P9: “It was quite strange because you don’t really know how much the robot is reacting to what you’re actually saying, or to keywords. [...] Even though you have someone or something there to listen to you, it’s actually not listening to you. [...] You start questioning, ‘what type of interaction am I having’? But it does help to talk about it, even if it is out loud.”  
P4: “I know the domain so I was conscious. I was trying to reverse engineer how Pepper works.”  
P9+: “It’s quite well made in terms of creating the environments that you might need for a coaching session.” |

7 DISCUSSION AND CONCLUSION

Our analyses extensively examined how participants experienced the interaction with the RC as well as the PP exercises (RQ1), along with their emotional experiences (RQ2), from both a quantitative (Sections 4 and 5) and qualitative (Section 6) perspective. Additionally, we examined how impressions of the RC corresponded to the level of emotional adaptation in the robot (RQ3, Section 4), and how these impressions developed longitudinally (over time) according to personality traits and personality groups (RQ4, Section 5).

With regards to their impressions of the RC (RQ1) and their emotional experience (RQ2), participants described feelings of helpfulness, and noted that the robot asked the correct questions during the exercises. Participants especially...
appreciated *thinking of new things* during the exercises, and having the opportunity to focus on the positives throughout the exercises. Additionally, the participants’ negative affect (PANAS) scores decreased significantly from before the overall interaction, to after. These results indicate that the participants, overall, found the exercises to be useful in themselves.

Participants enjoyed the *future* exercises the most, noting that the future is something that they do not usually reflect on. However, participants spent the most time on the *past* exercises, describing that it was the easiest to think of things to say for these exercises. From *past to future* exercises, a decrease, albeit insignificant, was seen in participants’ ratings of the robot, as well as their positive affect scores. These, along with qualitative data, may indicate a *novelty and habituation* [41] effect, although the same results could be explained by the participants feeling more able to find things to say during the *past* exercises. While we did show images and video of the robot to participants before the study to habituate them with the robot’s appearance and functional abilities, future research should aim to further reduce these effects via warm-up sessions before interactions.

The participants’ preference for the RC with *Continual Personalisation* (RQ3), further emphasises the relevance of future research on *responsiveness and adaptation*. The preference for adaptation, and the need for future improvements, was supported by the qualitative results. While participants appreciated the robot when it adapted to them, participants would have wanted the robot to respond even more to what they were saying, and to acknowledge their emotions. Along with facial affect, future studies should also consider undertaking long-term studies integrating more advanced Natural Language Processing (NLP) capabilities, strengthening the active listening capabilities in the RC.

With regards to the influence of participants’ personality traits on their perceptions and experiences (RQ4), a significant decrease in negative affect was witnessed for all participants, especially for those belonging to personality groups *A+O+* and *E-N*+ (in comparison to the groups *A-O−* and *E+N−*). Additionally, people with higher *Openness, Conscientiousness, Agreeableness* and *Neuroticism* all perceived the robot more socially positively over time. This is especially promising in the case of *Neuroticism*, in which people are predisposed to higher negative emotionality, a trait which can pose challenges for the usefulness of practices such as Positive Psychology. These results suggest that the robot could be suitable for people high in all these four personality traits.

In contrast, people with higher *Extraversion* perceived the robot more *negatively* over time, and also had a more negative emotional experience. This could be due to extraverted people being highly social, and thus expecting more from a social interaction. The same effect is seen in the analysis of the personality group *E+N−*, where this group viewed the robot more negatively over time in terms of technical capabilities and levels of discomfort (in comparison to the group *E−N*+). These results are supported by participants describing that the robot could be especially useful for *introverted users*. Introverted people should be considered as a relevant user group for Robotic Coaches and interactions with such groups needs further research. For this user group, the robot could provide the advantages of being *accessible*, helping the participants *speak out loud*, and provide a *lack of judgement* and *sense of presence*. The impact of personality traits should continue to be explored, especially keeping in mind the potential advantages the robot could have for introverted users.

7.1 Limitations

Our study has a limited number of participants (*N* = 20). Additionally, participants interact with the robot repeatedly over multiple exercises in a single session. While this one-session study with 20 participants is an necessary examination of how robotic coaches could operate, future research is needed with more participants, where the participants would
interact with the robot over a longer term in multiple sessions. Such a study would enable the examination of whether the results discussed here still hold under a longer time frame.

Additionally, future studies should aim to adapt the robot based on other social signals from the user, in addition to facial affect. For example, body language [25] and tone of voice [45] are other important indicators of emotional experience. Furthermore, using the participants’ personality traits to further personalise the interactions towards each participant can help improve their individual experience interacting with the robot. Additionally, the robot should also adapt its behaviour, along with the interaction, by generating appropriate gestural responses as well as modulating its verbal responses towards the participants. This may be achieved by using back-channeling, hand and head movements as well as other physical gestures in order to improve its social behaviours.
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A POST-INTERACTION INTERVIEW

The questions asked during the semi-structured post-interaction interview:

1. Robot
   - What do you think was good about the robot’s appearance? What did you like?
   - What do you think was bad about the robot’s appearance? What would you change?
   - How appropriate do you think the robot was for helping you focus on the positive aspects in your life? How appropriate do you think the robot was for helping you foster a positive attitude toward things that happen in your life?
   - How appropriate do you think the robot was for these coaching tasks?
   - How useful do you think the robot was for these coaching tasks?
   - How beneficial do you think the robot was for these coaching tasks?

2. Behaviour
   - What do you think was good about the robot’s behaviour? What did you like?
   - What do you think was bad about the robot’s behaviour? What would you change?
   - How appropriate do you think the robot’s behaviour was for these coaching tasks?
   - How useful do you think the robot’s behaviour was for these coaching tasks?
   - How beneficial do you think the robot’s behaviour was for these coaching tasks?
   - Do you think the robot understood what you said?
   - Do you think the robot understood how you felt?
   - Do you think the robot adapted to what you said and did?
   - Did you notice any differences?