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Abstract

In malware behavioral analysis, the list of accessed and created files very often indicates whether the examined file is malicious or benign. However, malware authors are trying to avoid detection by generating random filenames and/or modifying used filenames with new versions of the malware. These changes represent real-world adversarial examples. The goal of this work is to generate realistic adversarial examples and improve the classifier’s robustness against these attacks. Our approach learns latent representations of input strings in an unsupervised fashion and uses gradient-based adversarial attack methods in the latent domain to generate adversarial examples in the input domain. We use these examples to improve the classifier’s robustness by training on the generated adversarial set of strings. Compared to classifiers trained only on perturbed latent vectors, our approach produces classifiers that are significantly more robust without a large trade-off in standard accuracy.

1 Introduction

Robustness of classifiers against adversarial attacks [7, 17, 15] is particularly relevant in security sensitive domains. We consider the problem of determining whether an executable application is benign or malicious based on the set of files the application accessed/created during runtime [21]. Malware authors avoid detection by generating random filenames and/or perturbing existing ones. These changes represent real-world adversarial examples against the detection classifier. The success of attacks using these adversarial examples depends primarily on how much knowledge the adversary has about the target classifier and on the robustness of the classifier against adversarial examples. We focus on the latter part and aim to develop methods for training string classifiers that are robust against adversarial examples.

We consider the following problem (see Figure 1): Assume a classifier that classifies a set of strings representing accessed files as benign or malicious. What is the minimal sequence of perturbations that results in a given set of strings being misclassified? Unlike the image domain, any change in the set of strings will be perceptible by humans. Therefore, we are interested in perturbations that produce adversarial strings which are close to the original strings. In theory, we are guaranteed to find a minimal sequence of adversarial perturbations using combinatorial search algorithms [26, 16]. However, these methods are not feasible for our problem as the cardinality of the search space is \( \approx 256^n l \), where \( n \) is the number of strings in the set and \( l \) is the average length of strings. Instead, we focus on adversarial perturbations in the continuous latent representation space. As we have full access to the classifier, we
can leverage its gradients to compute an adversarial perturbation in the latent representation space and then directly generate adversarial strings from the perturbed latent representation.

To make the generation of actual adversarial strings possible, we use an encoder-decoder style neural network \[8\] to learn latent representations of strings in an unsupervised fashion. We develop a convolutional-recurrent architecture that achieves high reconstruction accuracy on highly irregular/random strings. This is important to us because we want generated changes to be caused by latent perturbations rather than high bias of the decoder. Using a pre-trained representation model, we then train a multiple instance classifier to classify sets of strings representing accessed files as benign or malicious.

Next, we use existing gradient-based methods to compute adversarial perturbations of latent string representations. We then generate adversarial strings using the decoder part of our network, where we use the perturbed latent representations as the decoder’s initial state. This allows us to generate adversarial examples inside the training loop of the classifier and use them as additional input examples.

Finally, we explore the benefits of our method compared to adversarial training on perturbed latent vectors only (i.e., without generating actual adversarial sets of strings). We show that adversarial training on perturbed strings allows us to train classifiers that are significantly more robust without a large trade-off in standard accuracy. Our contributions are as follows:

- We develop an encoder-decoder architecture that achieves high reconstruction accuracy on highly irregular/random strings.
- We generate realistic looking adversarial strings using gradient-based attack methods in the latent representation space.
- We compare the performance of classifiers trained on adversarial strings vs. classifiers trained only on perturbed latent vectors. We show that string adversarial training produces classifiers which are significantly more robust against adversarial examples without requiring a large trade-off in standard accuracy.

2 Related Work

Adversarial perturbations for neural networks were first introduced by Szegedy et al. \[22\] and later explored by Goodfellow et al. \[7\] in the domain of computer vision. They describe perturbations of input images that are imperceptible by humans but cause the image classifier to assign an incorrect label for the perturbed input. More importantly, different models trained on different subsets of data can misclassify the same adversarial example \[22\]. This suggests that it is possible to generate adversarial examples using a surrogate model to which the attacker has full access, and then use these adversarial examples to attack an unknown model of interest.

Adversarial attacks were also explored, among others, in the field of natural language processing which is relevant to ours because it operates on string inputs. Main approaches for adversarial attacks in the natural language processing domain can be categorized as sentence-level attacks \[28, 24\], word-level attacks \[19, 20, 27\], and character-level attacks \[4, 5\]. Sentence-level and word-level attacks seem to exploit high-level semantic information and often make use of synonyms or sentences with the same meaning as adversarial perturbations. We instead focus on character-level attacks which allows us to generate adversarial perturbations inside of individual file/directory names.

In this work, we consider input examples that are represented as sets of strings. Formally, this is known as Multiple Instance Learning (MIL) \[2\]. Prior work describes three main paradigms for solving multiple instance learning problems, namely, instance-space paradigm, bag-space paradigm and embedding-space paradigm. We follow the embedding-space paradigm \[25\] as we first embed individual strings into vectors, and then aggregate instance vector representations into a fixed-size bag vector representation. Our bag aggregation function is similar to methods proposed in \[11, 14\].

Existing methods for malware classification predict either a binary class (benign/malicious) \[18, 21\] or a malware family \[1\]. Furthermore, they can use hand engineered features, end-to-end learned feature extractors \[15, 12\], or a combination of both \[6\]. Prior work also explores adversarial examples for malware classifiers. Grosse et al. \[9\] explore gradient-based attack on classifiers that use binary feature vectors. Hu et al. \[10\] use Generative Adversarial Networks (GANS) to generate adversarial attacks without access to the target classifier. Kolosnjaji et al. \[13\] propose a gradient-based method to adversarial attacks which changes only a few specific bytes at the end of malware sample.

\[\text{Note that strings corresponding to accessed files contain various special characters and/or numbers and thus differ significantly from standard words from natural language.}\]
3 Methods

3.1 Vector Representations of Character Sequences

We aim to represent variable-length character sequences as fixed-size vectors in $\mathbb{R}^d$. We learn the latent representation of sequences from data in an unsupervised fashion. Firstly, we embed individual ASCII characters as vectors in $e_i \in \mathbb{R}^l$; $i = 1...n$, where $l$ is the embedding size and $n$ is the sequence length. Secondly, we use an encoder function $F : \mathbb{R}^{n \times l} \rightarrow \mathbb{R}^d$ to represent a sequence of character embeddings as a vector in $\mathbb{R}^d$, where $n$ is the sequence length, $l$ is the embedding size, and $d$ is the latent representation size. Lastly, we use a decoder function $G : \mathbb{R}^d \rightarrow \mathbb{R}^{n \times 256}$ to reconstruct the original input sequence from its respective latent representation $h_T \in \mathbb{R}^d$. We normalize each of the decoder outputs $\hat{y}_t \in \mathbb{R}^{256}$; $t = 1...n$ using the softmax function to obtain a valid probability distribution over ASCII characters at each output step $t$. Unlike the encoder, the decoder does not have access to the input sequence, but instead uses its outputs at step $t - 1$ as inputs at step $t$. Hence, it autoregressively decodes the output sequence using only information encoded in the fixed-size vector representation $h_T$.

![Figure 2: Convolutional Recurrent Sequence-to-Sequence Autoencoder](image)

We use a combination of convolutional and recurrent neural networks for the encoder $F$ and the decoder $G$ (Figure 2). The encoder first applies a 1D convolution with $kernelWidth = 5$ and $stride = 5$ to represent 5-grams as vectors and to reduce the length of the input to the recurrent layer. A recurrent neural network is then used to summarize the sequence of 5-gram vector representations into a single, fixed-size, vector representation. Given this vector representation, we then use an autoregressive decoder $G$ to obtain a reduced-length sequence of vectors and apply a transposed 1D convolution to obtain the output sequence with the same length as the input sequence.

3.2 Multiple Instance Classification

Our approach to multiple instance classification follows the embedding-space paradigm [25, 3] and assumes that the labels are only available on the bag level. We use a transformation function $A : \mathbb{R}^{k \times m} \rightarrow \mathbb{R}^{hd}$, where $k$ is the number of instances in the bag, $m$ is the size of vectors that represent instances, $h$ is the number of attention heads, and $d$ is the hidden size. Input to $A$ is a matrix $E \in \mathbb{R}^{k \times m}$, where rows of the matrix are latent representations of character sequences. Output of $A$ represents an aggregated fixed-size vector representation of the input bag.

\[
K := EW_K \in \mathbb{R}^{k \times d}
\]
\[
V := EW_V \in \mathbb{R}^{k \times d}
\]
\[
W := W_Q K^T \in \mathbb{R}^{h \times k}
\]
\[
w_i = \frac{\exp(w_i)}{\sum_{j=1}^{k} \exp(w_j)}; i = 1...k
\]
\[
o := \text{vec}(WV) \in \mathbb{R}^{hd}
\]

3
3.3 Adversarial Sample Generation

We now describe our approach for generating adversarial examples using gradient-based perturbations of latent representations. Given a trained encoder $F$, decoder $G$ and a multiple instance classifier $C$, we generate adversarial samples in the following way. First, using the encoder $F$ we encode all instances $S = \{s_1, ..., s_n\}$ in the bag to their respective latent representations as $Z = \{z_i = F(s_i); \forall z_i \in \mathbb{R}^d, i \in \{1, ..., n\}\}; Z \in \mathbb{R}^{n \times d}$, where $n$ is the number of instances and $d$ is the latent representation size. Then, we use the multiple instance classifier $C$ to obtain a perturbation of these latent representations as $\delta^* = \text{argmax}_{\delta \in \Delta} \ell(C(Z + \delta), y); \delta^* \in \mathbb{R}^{n \times d}$. Finally, we generate a set of adversarial instances in the original (string) domain as $S_{adv} = \{x_{adv} = G(Z_i + \delta_i^*); i \in \{1, ..., n\}\},$ where $Z_i \in \mathbb{R}^d$ and $\delta_i^* \in \mathbb{R}^d$.

We modify existing gradient-based attack methods, namely Projected Gradient Descent (PGD) (Algorithm 1) and Fast Gradient Sign Method (FGSM) (Algorithm 2), to approximately find an optimal perturbation $\delta^* \in \Delta$, where $\Delta$ is a set of allowable perturbations. The modifications are due to the fact that the encoder $F$ and the decoder $G$ are not a perfect inverse of each other, i.e. it does not necessarily hold that $F(G(z)) = z$ for some latent representation $z \in \mathbb{R}^d$. Because of this, we may find a perturbation $\delta^*$ that is adversarial in the latent representation space, i.e. $C(z + \delta^*) \neq y$, but the bag generated from the perturbed state $z + \delta^*$ is not adversarial, i.e. $C(F(G(z + \delta^*)) = y$. Therefore, our modified algorithm generates an adversarial bag after each gradient step, encodes this generated bag to its respective latent representation, classifies the latent representation, and checks if the label is different from the true label. Only misclassified bags generated from perturbed latent states are considered to be successful adversarial examples.

3.4 Robust Classifier Training

To train a classifier that is robust to adversarial examples, we augment the training dataset with adversarial examples generated using methods described in the previous section (Algorithm 3). Given a classifier function $f_\theta$ with parameters $\theta$, we modify the training procedure from a simple minimization of the classification loss $\ell(f_\theta(x), y)$ to minimax optimization (Equation 6). The outer minimization tries to
minimize the classification loss on the training set \( T \), while the inner maximization tries to maximize it by adversarially perturbing the input.

\[
\theta^* = \arg\min_{\theta} \frac{1}{\lvert T \rvert} \sum_{i=1}^{\lvert T \rvert} \max_{\delta \in \Delta} \ell(f_\theta(x_i + \delta), y_i)
\]  

(6)

The update rule for classifier’s parameters \( \theta \) is then defined as Equation 7.

\[
\theta := \theta - \alpha \nabla_{\theta} \max_{\delta \in \Delta} \ell(f_\theta(x + \delta), y)
\]  

(7)

To compute gradient of the inner maximization we make use of the Danskin’s Theorem, which states that the gradient of the \( \max \) operator is equal to the gradient of the inner function evaluated at the maximum point (Equation 8).

\[
\nabla_{\theta} \max_{\delta \in \Delta} \ell(f_\theta(x + \delta), y) = \nabla_{\theta} \ell(f_\theta(x + \delta^*), y)
\]  

(8)

However, this result only applies for the case where we can compute the maximum exactly and that maximum is unique, neither of which can be guaranteed for our case as we are only able to solve the maximization approximately. Nevertheless, the stronger the adversarial attack is, the better approximation of the true maximum we get, and thus we also get a better approximation of the gradient.

**Algorithm 3: Adversarial Training**

```
for \( B \subseteq T \) do
    \( \nabla_{\theta} \leftarrow 0 \);
    for \((x,y) \in B\) do
        \( \nabla_{\theta} \leftarrow \nabla_{\theta} + \nabla_{\theta} \ell(f_\theta(x), y); \)
        if \( f_\theta(x) = y \) then
            \( \delta^* \leftarrow \arg\max_{\delta \in \Delta} \ell(f_\theta(x + \delta), y); \)
            \( \nabla_{\theta} \leftarrow \nabla_{\theta} + \nabla_{\theta} \ell(f_\theta(x + \delta^*), y); \)
        end
    end
    \( \theta \leftarrow \theta - \frac{\alpha}{\lvert B \rvert} \nabla_{\theta}; \)
end
```

### 4 Experiments

In this section we describe our experimental setup and achieved results. Unfortunately, there is no public dataset on the classification of set of strings similar to the problem of malware classification and thus we use a proprietary dataset that is the result of a proprietary emulator of a major antivirus vendor. This dataset is split according to a timestamp into training and testing subsets. The temporal split is important as it captures future modifications of the malware that are not known at the training time.

The encoder-decoder model (Section 3.1) is pre-trained to represent individual strings as fixed-size vectors and to reconstruct input strings from their respective vector representations. We use \( \text{hiddenSize} = 128 \) and \( \text{kernelWidth} = 5 \) throughout our experiments. A full list of the encoder-decoder hyperparameters and their performance is provided in Appendix B.1. We then freeze the model weights of both the encoder and the decoder, and use the encoder’s latent representations to train a multiple instance classifiers (Section 3.2). We set the number of attention heads to \( \text{heads} = 8 \) and provide a full list of the classifier hyperparameters and their performance in Appendix B.2.

Using the data and the classifier, we first investigate the attack success rate and quality of generated adversarial samples for methods described in Section 3.3 to find appropriate parameters for the algorithms that generate adversarial attacks. Second, we compare standard accuracy and adversarial robustness between the original (non-robust) classifier, robust classifier trained on latent perturbations, and robust classifier trained on string perturbations.

#### 4.1 Quality of Generated Adversarial Samples

We compare the quality of generated adversarial strings across multiple gradient-based attack methods with different hyperparameters. Our goal is to find methods with high attack success rate that generate adversarial strings which are close to the original input. As a measure of string similarity, we define a Relative Levenshtein Distance (RLD) as \( \text{RLD} = \frac{\text{LevenshteinDistance}}{\text{Input Length}} \), where lower RLD
means that strings are more similar. Figure 3a shows the adversarial attack success rate and average RLD between perturbed inputs and original inputs for both FGSM and PGD. We explore different hyperparameter settings for the projection operator $\mathcal{P}$, PGD step size $\alpha$, FGSM step size $\delta$, and $\epsilon$-neighborhood size $\epsilon$. Table 1 then shows attack success rate and average RLD for all Pareto optimal solutions, where adversarial strings were generated using 7 distinct classifiers to obtain uncertainty estimates. We use the Pareto optimal set of solutions to choose methods and their respective hyperparameters for further experiments. Additionally, we select methods with different adversarial attack success rates and compare the similarity of generated adversarial strings to the original inputs. Figure 3b shows empirical cumulative distribution function of Relative Levenshtein Distances for attack methods that achieved the following average attack success rates: 63.86% (blue), 74.42% (orange) and 87.04% (green).

| Method                  | Attack Success Rate | Average RLD |
|-------------------------|---------------------|-------------|
| FGSM (delta: 0.01, max $\epsilon$: 1.00) | 56.13% ± 2.23% | 0.122 ± 0.017 |
| PGD (alpha: 2.00, eps: 10.00, projection: l2) | 62.67% ± 3.45% | 0.141 ± 0.015 |
| PGD (alpha: 0.50, eps: 5.00, projection: linf) | 63.83% ± 3.69% | 0.146 ± 0.015 |
| PGD (alpha: 0.50, eps: 10.00, projection: linf) | 63.86% ± 3.63% | 0.146 ± 0.015 |
| PGD (alpha: 1.00, eps: 2.00, projection: linf) | 69.83% ± 1.45% | 0.162 ± 0.019 |
| PGD (alpha: 1.00, eps: 5.00, projection: linf) | 74.32% ± 2.64% | 0.193 ± 0.039 |
| PGD (alpha: 1.00, eps: 10.00, projection: linf) | 74.42% ± 2.56% | 0.213 ± 0.057 |
| PGD (alpha: 2.00, eps: 2.00, projection: linf) | 76.91% ± 3.92% | 0.168 ± 0.021 |
| PGD (alpha: 2.00, eps: 5.00, projection: linf) | 86.76% ± 4.43% | 0.300 ± 0.066 |
| PGD (alpha: 2.00, eps: 10.00, projection: linf) | 87.04% ± 4.80% | 0.371 ± 0.098 |

Table 1: Pareto Optimal Solutions

These experiments show that it is possible to find methods with high attack success rate which also generate adversarial examples that are close to the original input. We compared FGSM and PGD with both $\ell_2$ and $\ell_\infty$ projections, where PGD with $\ell_\infty$ projection produced the best adversarial examples, FGSM produced adversarial examples with high attack success rate but with too many perturbations, and PGD with $\ell_2$ projection produced adversarial examples that are close to the original input but have low attack success rate. Therefore, we use PGD with $\ell_\infty$ projection for further experiments and vary the step size $\alpha$ to control the strength of adversarial attacks.

4.2 Adversarial Training

To demonstrate benefits of adversarial training on generated strings over perturbed latent vectors only, we first adversarially train classifiers using both methods, and then compare their robustness on adversarial examples generated using the original (non-robust) classifier, robust classifier trained on latent perturbations, and robust classifier trained on string perturbations.

Table 2 and Table 3 show standard classification accuracy and adversarial attack success rates for all classifiers, where in Table 3 rows are models that generated adversarial attacks and columns are
target models that were attacked. The reported results are obtained using 7 runs per classifier type. As expected, standard classification accuracy drops for both adversarially trained classifiers. However, the classifier trained on generated adversarial strings is significantly more robust compared to the classifier trained only on perturbed latent vectors. The classifier trained on adversarial strings is also more robust against adversarial attacks generated using the classifier trained only on perturbed latent vectors (90.95% ± 1.80% vs. 65.43% ± 5.07%). We conjecture that this is due to the fact that classifiers trained only on perturbed latent representations are less robust and therefore adversarial examples generated using these classifiers are weaker.

| Classifier          | Standard Accuracy |
|---------------------|-------------------|
| Non-robust          | 93.59% ± 0.11%    |
| Adversarial - Latent| 91.84% ± 0.13%    |
| Adversarial - Full  | 91.18% ± 0.85%    |

Table 2: Standard Accuracy of Adversarially Trained Classifiers

| Target Model | Attack Model  |
|--------------|--------------|
|              | Adversarial - Latent | Adversarial - Full |
| Non-robust   | 89.95% ± 1.09% | 95.20% ± 1.42% |
| Adversarial - Latent | 65.43% ± 5.07% | 90.95% ± 1.80% |
| Adversarial - Full   | 76.84% ± 2.25% | 85.05% ± 2.00% |

Table 3: Robustness of Adversarially Trained Classifiers

Additionally, we train multiple robust classifiers using both methods with varying step size $\alpha$ to compare their robustness with regards to the drop in standard accuracy (Table 4). In this experiment, we use adversarial examples generated using the original (non-robust) classifier for adversarial attacks. Robust classifiers trained on generated adversarial strings generally outperform robust classifiers trained only on perturbed latent vectors at comparable levels of standard classification accuracy. We omit uncertainty estimates due to computational resources needed to train a large number of adversarial classifiers.

| Classifier | Standard Accuracy | Robustness |
|------------|-------------------|------------|
| Full - $\alpha=0.5$ | 92.19% | 94.62% |
| Full - $\alpha=1$   | 92.05% | 94.51% |
| Latent - $\alpha=0.05$ | 91.90% | 90.44% |
| Latent - $\alpha=0.1$ | 89.33% | 93.64% |
| Full - $\alpha=2$   | 88.02% | 98.29% |
| Latent - $\alpha=0.2$ | 82.21% | 97.45% |

Table 4: Standard Accuracy vs. Robustness

5 Conclusion

In this work we have developed a method to efficiently generate adversarial strings in multiple instance learning setting. This allowed us perform adversarial training on perturbed sets of strings instead of perturbed latent representations. We experimented with standard (non-robust) classifiers, latent adversarial classifiers, and string adversarial classifiers where we compared their standard accuracy and robustness against adversarial examples. Classifiers trained on adversarial strings were the most robust against adversarial attacks and achieved similar standard accuracy as classifiers trained only on perturbed latent representations.
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A Adversarial Input Examples

Input:
C:\Documents and Settings\Administrator\Application Data\Yandex\ui
Adversarial input:
C:\Documents and Settings\Administrator\Application Data\Yandex\ote.exi

Input:
C:\WINDOWS\Temp\GUM896.tmp\goopdateres_uk.dll
Adversarial input:
C:\WINDOWS\Temp\GUM896.tmp\goopdateres_rk.dll

Input:
C:\Program Files\GUMA36C.tmp\goopdateres_en-GB.dll
Adversarial input:
C:\Program Files\EUMA36C.tmp\goopdateres_en-d1.dll.exe

Input:
C:\WINDOWS\Temp\oCFVhbs.ini
Adversarial input:
C:\WINDOWS\Temp\UCBstos.eni

Input:
C:\WINDOWS\Temp\nsb7261.tmp\UAC.dll
Adversarial input:
C:\WINDOWS\Temp\nsc6531.tmp\UAC.dll

Input:
C:\WINDOWS\Temp\BgRh53b.ini
Adversarial input:
C:\WINDOWS\Temp\1OnDoebF.bae

Input:
C:\WINDOWS\Temp\nsk6C58.tmp\UAC.dll
Adversarial input:
C:\WINDOWS\Temp\nsk6C58.tmp

Input:
C:\WINDOWS\Temp\i4j_nlog_2
Adversarial input:
C:\WINDOWS\Temp\i4j_nlogdllgodb.g.dxe

Input:
C:\WINDOWS\Temp\GUM896.tmp\goopdateres_zh-TW.dll
Adversarial input:
C:\WINDOWS\Temp\GUM896.tmp\goopdateres_zh-TR.dll

Input:
C:\WINDOWS\Temp\lkpYxWW.ini
Adversarial input:
C:\WINDOWS\Temp\wLpYizC.eni

Input:
C:\WINDOWS\Temp\nsg28B0.tmp\System.dll
Adversarial input:
C:\WINDOWS\Temp\nsg68F0.tmp\System.dll
B Hyperparameters

B.1 Encoder-Decoder Hyperparameters

We explore effects of latent representation size (Table 5) and kernel width (Table 6) on the sample reconstruction quality. Using larger representation sizes increases reconstruction accuracy on the test set. Conversely, larger convolution kernels do not necessarily lead to better performance. The optimal choice of kernel width for our problem is 5.

| Representation Size | Reconstruction Accuracy |
|---------------------|-------------------------|
| 32                  | 91.06%                  |
| 64                  | 96.67%                  |
| 128                 | 98.26%                  |
| 256                 | 99.02%                  |
| 512                 | **99.28%**              |

Table 5: Effects of Representation Size

| Kernel Width | Reconstruction Accuracy |
|--------------|-------------------------|
| 3            | 97.22%                  |
| 5            | **98.50%**              |
| 7            | 98.48%                  |
| 9            | 96.47%                  |

Table 6: Effects of Kernel Width

B.2 Classifier Hyperparameters

We compare mean+max aggregation with learnable bag aggregator using different number of heads. Average classification accuracy and standard deviation are reported in Table 7. Increasing the number of heads improves test classification accuracy, where \( \text{heads} = 64 \) achieves better performance than the mean+max baseline.

| Model           | Accuracy        |
|-----------------|-----------------|
| Mean + Max      | 93.84% ± 0.05%  |
| LBA(heads=2)    | 92.65% ± 0.04%  |
| LBA(heads=4)    | 93.14% ± 0.03%  |
| LBA(heads=8)    | 93.52% ± 0.06%  |
| LBA(heads=16)   | 93.85% ± 0.07%  |
| LBA(heads=32)   | 93.92% ± 0.05%  |
| LBA(heads=64)   | **94.04% ± 0.03%** |

Table 7: Classifier Accuracy