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Abstract: In daylighting design, variation of building façade thickness (f) will result in variation of the daylight opening areas, which in turn will modify the values of daylight metrics within the space. However, studies dedicated to investigating the impact of varying f on indoor daylight metrics are relatively scarce. This study, therefore, aims to assess the theoretical impact of various façade thicknesses on various daylight metrics and lighting energy demands in a reference office space. Analytical calculations are performed using an outdoor diffuse illuminance profile of a tropical city. The building façade thickness values are varied within 0–0.50 m, at window-to-wall ratios (WWR) of 25%, 50%, and 75%. Based on sensitivity analysis, it is found that variation of f yields different impacts on the observed metrics, with sDA300/50% being the least influenced. Among all metrics in the central calculation point, DA300, UDI-a, and UDI-a’ yield relatively small coefficients of variation, and thus, have the lowest uncertainty with respect to f. Among all metrics for the entire room, sDA300/50% and sUDI-a50% have the lowest uncertainty, with interquartile ranges of no more than 0.4%. Overall, the contribution of this study is providing insight into the impact of façade thickness on various daylight metrics in indoor spaces, particularly in the worst-case scenario under the standard CIE overcast sky.
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1. Introduction

Over the past two or three decades, there has been a large body of research highlighting the physical, physiological, and/or psychological benefits of daylight admission in buildings. It is also widely understood that daylight can improve the building occupants’ performance and health (e.g., [1–7]). An excessive daylight admission may, however, increase the risk of visual and thermal discomfort, as well as the total building energy demand (e.g., [8–12]), so that careful considerations in the design phase are required.

The current practice of daylighting design in buildings typically employs computational modelling and simulation so that the impact of the proposed design parameters on the indoor environmental quality can be better predicted. Among many relevant design parameters, the opening area or window-to-wall ratio (WWR) is arguably the one most discussed due to the potential conflict that may arise between the resulting thermal, energy, and lighting performances of the indoor space (e.g., [11,13–17]).
Another daylighting design parameter that may reasonably influence the building performance is the façade or opening wall thickness. With respect to the thermal performance, it is obvious that the change (or uncertainty) of the façade’s thickness will vary the thermal transmittance, the overall thermal transfer value, and the associated cooling or heating energy demand. This has been well reflected in the literature (e.g., [18–24]).

Meanwhile, with respect to (day) lighting performance, the change of façade thickness will change the effective daylight opening areas, which will also change the daylight metrics values within the space. However, studies dedicated to investigating the impact of varying façade thickness on indoor daylight metrics are relatively scarce. Several studies involving the so-called reference office space assume a certain baseline value for the façade thickness, for instance, 0.355 [25] or 0.150 m [26]. In the former study, possible variations between 0.295 and 0.325 m were proposed for the façade thickness, although they were observed only regarding the thermal performance. In the latter, no variations of thickness were considered. Indeed, the choice of façade thickness in actual constructions is determined by various technical considerations and regulations. However, since the consideration is mostly based on thermal performance requirements, an inexperienced designer may incorrectly think that the thickness has little to no influence on the daylighting performance. Nevertheless, further verification is still required on this matter.

A recent study [27] has investigated the impact of varying façade thickness on various daylight metrics and lighting energy demands by means of annual daylighting simulation, using the climate data of an Indonesian city. The study suggests that the average daylight factor ($DF_{av}$) on the workplane is the metric that is the most influenced by façade thickness variation. However, the results are based on a constant WWR value, i.e., 25%, and thus may not be generalised for other values.

Moreover, the use of a more general approach, for instance, by considering the standard CIE overcast sky [28], is still needed to provide the idea of a ‘worst-case’ scenario. In fact, many national and regional standards (e.g., the former British standard BS 8206-2:2008 [29] and the recent EN 17037 [30]) still adopt(ed) the standard CIE overcast sky, which is implicitly indicated through the utilisation of daylight factor (DF) as one of the daylighting performance indicators.

The current study, therefore, aims to assess the theoretical impact of various façade thicknesses, which also includes an incorrect assumption of the values on various daylight metrics and lighting energy demands in a reference office space. The assessments are carried by means of analytical calculation, followed by sensitivity and uncertainty analyses, assuming the presence of the standard CIE overcast sky for the case of a tropical city.

The article is structured as follows. Sections 2 and 3, respectively, describe the relevant theoretical concept and the assessment method. Sections 4 and 5 provide the results and discussion, while Section 6 concludes the article.

2. Concept
2.1. Sky Component

To observe the worst-case scenario in daylighting design, the well-known standard CIE overcast sky is still in use to date, particularly to predict the daylighting performance under only diffuse daylight illuminance, regardless of the climate type and orientation. Under this sky model, the sky luminance $L_\theta$ at a given elevation angle $\theta$ (where $0 \leq \theta \leq \pi/2$) and at any azimuth angle $\psi$ reads:

$$L_\theta = \frac{L_z}{3} (1 + 2 \sin \theta)$$

where $L_z$ is the zenith luminance.

It can be shown [31–33] that the horizontal illuminance $E_{out}$ at any point on an unobstructed ground plane under this sky model reads:

$$E_{out} = \frac{2\pi}{3} \int_0^\pi \int_0^{\pi/2} \frac{L_z}{3} (1 + 2 \sin \theta) \sin \theta \cos \theta \, d\theta \, d\psi = \frac{7}{9} \pi L_z$$
Consider now a black room with a vertical, rectangular daylight opening with length \( L \) and height \( H \) on one of the room walls (Figure 1), under the CIE standard overcast sky. Suppose inside the room there is a calculation point \( P \) on the horizontal (work) plane, at a distance \( D \) from the opening wall. The projection of \( P \) on the \( y-z \) plane, where the opening sits, coincides with one of the vertices of the opening, which in this case is the lower-left vertex (Figure 1).

The ratio between \( E_{\text{in,sky}} \) and \( E_{\text{out}} \) is known as the sky component (SC) at the calculation point. The SC is of general interest because it is a purely geometrical variable, and its value shall remain the same so long as the geometrical configuration is unchanged. In the case of the configuration in Figure 1, it can be shown that the SC at \( P \) reads:

\[
SC_P = \frac{E_{\text{in,sky},P}}{E_{\text{out}}} = \frac{3}{14\pi} (\beta - \beta' \cos \gamma) + \frac{2}{7\pi} \arcsin(\sin \beta \sin \gamma) - \frac{1}{7\pi} (\sin 2\gamma \sin \beta')
\]  

(3)

Notice that the SC at \( P \), in that case, depends only on the values of \( L \) and \( H \), which represent the length and height of the effective opening, and obviously \( D \), which is the distance. For practical reasons, one may write \( SC_P = SC(L, H) \) to indicate the dependency.

In the case where the façade thickness is non-zero, the effective daylight opening is smaller than that in the case with zero façade thickness, even in the absence of external obstructions and shading devices. To illustrate this, consider a vertical, rectangular daylight opening of actual length \( L_o \) and actual height \( H_o \) inside a black room, which has an internal height \( H_r \), an internal width \( W_r \), and a façade thickness \( f \). For simplicity, the position of the opening is centred symmetrically on the façade. The lowest part of the actual opening is located at height \( z = z_o \), while the highest is at \( z = z_2 \).

Suppose the calculation point \( P \) lies on the coordinate \((x_P, y_P, z_P)\), referring to Figure 1, in which \( x_P = D \) and \( z_P \) are taken as 0.75 m. Depending on \( x_P \) and \( y_P \), there are four possible configurations in which \( SC_P \) can be calculated (Figures 2 and 3). These are as follows:
(1) $z_P \leq z_o$ and $y_P \leq y_o$ (plan view: Figure 2a, section view: Figure 2c, elevation view: Figure 3a).
(2) $z_P \leq z_o$ and $y_P > y_o$ (plan view: Figure 2a, section view: Figure 2d, elevation view: Figure 3b).
(3) $z_P > z_o$ and $y_P \leq y_o$ (plan view: Figure 2b, section view: Figure 2c, elevation view: Figure 3c).
(4) $z_P > z_o$ and $y_P > y_o$ (plan view: Figure 2b, section view: Figure 2d, elevation view: Figure 3d).

Figure 2. Plan view of the configuration in which (a) $z_P \leq z_o$, (b) $z_P > z_o$; section view of the configuration in which (c) $y_P \leq y_o$, (d) $y_P > y_o$. 

\[
\begin{align*}
\text{(c) } & \quad \text{Plan view of the configuration in which } z_P \leq z_o, \quad \text{section view of the configuration in which } y_P \leq y_o, \\
\text{(d) } & \quad \text{Plan view of the configuration in which } z_P > z_o, \quad \text{section view of the configuration in which } y_P > y_o.
\end{align*}
\]
The effective daylight opening in all configurations has the length $L$ and height $H$, both of which are, respectively, smaller than $L_o$ and $H_o$. In Figure 3, the effective daylight opening is shown by the unshaded areas. Notice that, despite the actual opening being symmetrically placed at the façade, the effective opening is, in general, not centred, unless $P$ lies on the room's longitudinal axis (i.e., $y_P = W_r/2$).

In configuration (1), cf. Figure 3a, the SC at $P$ reads:

$$SC_P = SC(L_1, H_1) - SC(\Delta y, H_1) + SC(\Delta y, \Delta z) - SC(L_1, \Delta y)$$

(4)
with reference to the text explaining Equation (3). From Figure 2a,c, \( L_1 \) and \( H_1 \) read:

\[
L_1 = D \tan \delta = D \cdot \frac{L_0 + \Delta y}{D + f} = D \cdot \frac{L_0 + y_o - y_P}{D + f} \tag{5}
\]

\[
H_1 = D \tan \alpha = D \cdot \frac{H_0 + \Delta z}{D + f} = D \cdot \frac{L_0 + z_o - z_P}{D + f} \tag{6}
\]

In configuration (2), cf. Figure 3b, the SC at P reads:

\[
SC_P = SC(L_1, H_1) - SC(L_1, \Delta z) + SC(L_2, H_1) - SC(L_2, \Delta z) \tag{7}
\]

From Figure 2d, \( L_1 \) and \( L_2 \) read:

\[
L_1 = D \tan \delta_1 = D \cdot \frac{\Delta y_1}{D + f} = D \cdot \frac{y_P - y_o}{D + f} \tag{8}
\]

\[
L_2 = D \tan \delta_2 = D \cdot \frac{\Delta y_2}{D + f} = D \cdot \frac{y_o - y_P}{D + f} \tag{9}
\]

while \( H_1 \) is as per Equation (11).

In configuration (3), cf. Figure 3c, the SC at P reads:

\[
SC_P = SC(L_1, H) - SC(\Delta y, H) \tag{10}
\]

where \( \Delta y = y_o - y_P \). Notice that the part of the opening that lies beneath the workplane, i.e., \( z < z_P \), is neglected from the SC calculation. From Figure 2b, \( H \) reads:

\[
H = D \tan \alpha = D \cdot \frac{z_o - z_P}{D + f} \tag{11}
\]

while \( L_1 \) is as per Equation (10).

In configuration (4), cf. Figure 3d, the SC at P reads:

\[
SC_P = SC(L_1, H) + SC(L_2, H) \tag{12}
\]

where \( L_1 \) and \( L_2 \) are as per Equations (8) and (9), while \( H \) is as per Equation (11).

### 2.2. Externally Reflected Component

Suppose now there are also reflections from the exterior surfaces that contribute to the horizontal illuminance value at the calculation point P. The so-called externally reflected component (ERC) at P is thus defined as the ratio between the illuminance contribution from the external reflections and \( E_{\text{out}} \). Alternatively, ERC can be thought as the SC at P if the external obstructions are not present (\( SC_{\text{obs}} \)), multiplied with the obstructions’ reflectance (\( \rho_{\text{obs}} \)), so that:

\[
ERC_P = \rho_{\text{obs}} \cdot SC_{\text{obs,P}} \tag{13}
\]

In the ideal case of a room with zero façade thickness and in the absence of external obstructions and shading devices, the ERC at any point inside the room is zero. However, in the case of non-zero façade thickness, the thick parts of the façade (which are outside the internal space of the room) shall obstruct the direct view to the sky from the calculation point, thus effectively reducing the daylight opening area. Nonetheless, the thick parts may also assume certain reflectance values, which eventually contribute to the internal illuminance, so that the ERC exists.

With reference to the four possible configurations in Section 2.1, the ERC at P can be determined by evaluating the \( SC_P \) from the grey-shaded opening areas in Figure 3, multiplied with the assumed reflectance value \( \rho_{\text{obs}} \). If \( \rho_{\text{obs}} \) is assumed constant for the entire thick part of the façade, then in configuration (1), cf. Figure 3a, the ERC at P reads (prior to simplification):
\[ SC_P = \rho_{obs}\{SC(L_0 + \Delta y, H_0 + \Delta z) - SC(\Delta y, H_0 + \Delta z) + SC(\Delta y, \Delta z) - SC(L_0 + \Delta y, \Delta z) + SC(L_0 + \Delta y, H_1) - SC(L_1, H_1) + SC(\Delta y, \Delta z) - SC(L_0 + \Delta y, \Delta z)\} \] (14)

In configuration (2), cf. Figure 3b, the ERC at P reads:

\[ SC_P = \rho_{obs}\{SC(\Delta y_1, H_0 + \Delta z) - SC(\Delta y_1, H_1) + SC(\Delta y_1, H_1) - SC(L_1, H_1) + SC(L_1, \Delta z) - SC(\Delta y_1, \Delta z) + SC(\Delta y_2, H_0 + \Delta z) - SC(\Delta y_2, H_1) + SC(\Delta y_2, H_1) - SC(L_2, H_1) + SC(L_2, \Delta z) - SC(\Delta y_2, \Delta z)\} \] (15)

In configuration (3), cf. Figure 3c, the ERC at P reads:

\[ SC_P = \rho_{obs}\{SC(L_0 + \Delta y, H_0 - \Delta z) - SC(\Delta y, H_0 - \Delta z) + SC(\Delta y, H) - SC(L_0 + \Delta y, H) + SC(L_0 + \Delta y, H) - SC(L_1, H)\} \] (16)

In configuration (4), cf. Figure 3d, the ERC at P reads:

\[ SC_P = \rho_{obs}\{SC(\Delta y_1, z_02 - z_P) - SC(\Delta y_1, H) + SC(\Delta y_1, H) - SC(L_1, H) + SC(\Delta y_2, z_02 - z_P) - SC(\Delta y_2, H) + SC(\Delta y_2, H) - SC(L_2, H)\} \] (17)

2.3. Daylight Factor

Suppose now there are also reflections from the interior surfaces (i.e., the room is not entirely black) that contribute to the horizontal illuminance value at the calculation point P. The so-called internally reflected component (IRC) is thus defined as the ratio between the illuminance contribution from the internal reflections and \( E_{out} \). The IRC is typically assumed as a single value throughout the indoor space, i.e., it does not depend on the coordinate of the calculation point. The value depends on various parameters, namely the glazing transmittance \( \tau_g \); the actual daylight opening area \( A_0 \); the total room surface area (including the opening) \( A \); the area-weighted mean room surface reflectance \( R \), the area-weighted mean floor and lower walls reflectance, below the middle height of the opening, excluding the façade (\( R_{cw} \)); the area-weighted mean ceiling and upper walls reflectance, above the middle height of the opening, excluding the façade (\( R_{cw} \)); and the coefficient \( C \) that depends on the external obstruction angle. The IRC equation reads:

\[ IRC = \frac{\tau_g A_0}{A(1 - R)} (CR_{fw} + 5R_{cw}) \] (18)

The sum of SC, ERC, and IRC at the calculation point P is known as the daylight factor (DF) at P, according to the split-flux method [34]. In an actual situation, corrections may be applied to the predicted DF values due to maintenance factors (\( M \), between 0.5 and 0.9), glass factors (\( G \), between 0.55 and 1), and bars or framing factors (\( B \), between 0.65 and 0.85) [35], so that:

\[ DF_{P(actual)} = M \cdot G \cdot B( SC_P + ERC_P + IRC) \] (19)

The DF, which is also the ratio between total indoor illuminance at P (\( E_{in,P} \)) and \( E_{out} \), has been adopted in many national standards and building codes around the world as a practical measure of daylighting performance in indoor spaces.

Given a certain room, it is common to evaluate the DF at several calculation or sensor points on the workplane so that the spatially averaged value (DF_{av}) can be obtained to indicate daylight availability in the room. The DF at any point inside the room and the DF_{av} are known as ‘static’ metrics because the values are not expected to change with respect to façade orientation and site location, so long as the room geometry is unchanged, and the assumption of the standard CIE overcast sky prevails.

2.4. Climate-Based Daylight Metrics

While the standard CIE overcast sky model is typically considered only in the prediction of static daylight metrics, to some extent, the model can also be employed to predict...
the climate-based daylight metrics. The concept has been proposed and validated in the literature [36] to predict the so-called minimum daylight autonomy (DA_{min}), which is derived from the estimation of solar altitude and azimuth throughout the year using the standard CIE overcast sky, instead of the Perez (all weather) sky model distribution.

In this study, however, it is proposed to observe the typical annual profile of outdoor diffuse daylight illuminance (E_{out}) in the building site location. Such profiles may be available in national standards (e.g., the former BS 8206-2:2008 [29]) and are practical for climates with predominantly overcast sky [37–39]. By observing the profile, one can obtain the probability of any specified E_{out} values being exceeded in a typical year under the overcast sky model. The annual exceedance probability P_{ex} can be described as a function of E_{out}, i.e., P_{ex} = F(E_{out}). However, E_{out} and the total indoor illuminance at any calculation point P (i.e., E_{in,P}) are proportional by the factor of DF_{P}. Therefore, given a certain E_{in} target value and having known the DF value at P, the annual probability of exceeding E_{in} is equal to the annual probability of exceeding the corresponding E_{out}. One can thus write:

$$P_{ex|E_{out,P}} = P_{ex|(E_{in,P}/DF_{P})} = F\left(\frac{E_{in,P}}{DF_{P}}\right)$$  \hspace{1cm} (20)

Using this model, the following climate-based daylight metrics can be predicted for any calculation point P inside the room:

1. Daylight autonomy, 300 lx threshold (referring to the LEED v4.1 recommendation [40]) (DA_{300}):

   $$DA_{300} = P_{ex|300\text{ lx}} = F\left(\frac{300\text{ lx}}{DF_{P}}\right)$$  \hspace{1cm} (21)

2. Useful daylight illuminance, autonomous (100–2000 lx, i.e., the original range proposed by [41]) (UDI-a):

   $$UDI - a = P_{ex|2000\text{ lx}} - P_{ex|100\text{ lx}} = F\left(\frac{2000\text{ lx}}{DF_{P}}\right) - F\left(\frac{100\text{ lx}}{DF_{P}}\right)$$  \hspace{1cm} (22)

3. Useful daylight illuminance, autonomous (300–3000 lx, i.e., the new range proposed by [42]) (UDI-a’):

   $$UDI - a' = P_{ex|3000\text{ lx}} - P_{ex|300\text{ lx}} = F\left(\frac{3000\text{ lx}}{DF_{P}}\right) - F\left(\frac{300\text{ lx}}{DF_{P}}\right)$$  \hspace{1cm} (23)

4. Useful daylight illuminance, exceeded (>2000 lx, i.e., the original range) (UDI-e):

   $$UDI - e = P_{ex|2000\text{ lx}}$$  \hspace{1cm} (24)

5. Useful daylight illuminance, exceeded (>3000 lx, i.e., the new range) (UDI-e’):

   $$UDI - e' = P_{ex|3000\text{ lx}}$$  \hspace{1cm} (25)

Based on the obtained climate-based metrics at each calculation point on the workplane in the observed room, one can proceed to estimate spatial metrics, such as the spatial daylight autonomy with 300 lx threshold in at least 50% of the time in a year (sDA_{300/50%}), so that:

$$sDA_{300/50\%} \approx \frac{n_{DA_{300 \geq 50\%}}}{n_{\text{tot}}} \cdot 100\%$$  \hspace{1cm} (26)

where n_{DA_{300 \geq 50\%}} is the number of points satisfying DA_{300} \geq 50\%, and n_{\text{tot}} is the total number of calculation points. With analogy to sDA_{300/50\%}, one can also estimate the spatial version of the aforementioned UDI metrics, i.e., sUDI-a_{50\%}, sUDI-a’_{50\%}, sUDI-e_{50\%}, and sUDI-e’_{50\%} [27,39], all having a temporal threshold of 50%.
2.5. Annual Lighting Energy Demand

Annual lighting energy demand (ED) is hereby defined as the total demand for electrical lighting energy in a year, in kWh/m$^2$/yr. The procedure to estimate ED in this study follows the assumption of an ideal, linear dimming system [39,43], in which a certain value of lighting power density (LPD (W/m$^2$)) is assumed for the observed room. Having known the annual $E_{out}$ profile of the site location and having computed the DF at the entire calculation points in the room, the indoor illuminance $E_{in}$ at each point can be computed. The $E_{out}$ value exceeded at 50% of the time is taken in this case to represent the median scenario.

Any calculation point with $E_{in} < 300$ lx is considered in need of supplementary electric lighting, which in turn requires electrical energy. The values of $(300 - E_{in})$ at the calculation points that require supplementary lighting are then averaged. The average value is divided by $\eta$, which is the ratio between the target illuminance and the LPD. The obtained value is then multiplied by the total working hours in a year ($T$), and is finally divided by 1000 to convert the unit to kWh, so that:

$$\text{ED (kWh/m}^2/\text{yr}) = \frac{1}{m} \sum_{i=1}^{m} (300 - E_{in,i}) \cdot \frac{1}{\eta} \cdot \frac{T}{1000} \quad (27)$$

where $m$ is the number of calculation points with illuminance below 300 lx, with reference to the recommended threshold in LEED v4.1 [40]. When the $E_{in}$ values are estimated with respect to the $E_{out}$ value satisfying $P_{ex} = 50\%$, the resulting annual lighting energy demand can be properly written as ED$_{50\%}$.

3. Methods

3.1. Room Settings

To evaluate whether the introduction of façade thickness may create an impact on the aforementioned daylight metrics and annual lighting energy demand, an isolated room with internal measures of 6 m $\times$ 4 m $\times$ 3 m is considered. The size of the room originally refers, with slight adjustments, to the size of the reference office of van Dijk and Platzer [25], which was also later adopted in more recent studies [27,39]. Thirty-five illuminance calculation points are evenly placed on the workplane inside the room, at 0.75 m above the floor (Figure 4).

A rectangular daylight opening with actual length $L_o$ and actual height $H_o$ high is placed centred on the 4 m $\times$ 3 m façade, which has a thickness of $f$. The ratio between $L_o$ and $H_o$ is set constant as 4:3, following the aspect ratio of the façade. The room is assumed to sit under the standard CIE overcast sky, which is rotationally symmetrical so that the façade orientation is irrelevant for the calculation. No external obstructions and shading devices are assumed, other than the thick part of the façade itself.

The room interior surface reflectances are set to 0.8, 0.5, and 0.2, respectively, for the ceiling, walls, and floor. The thick part of the façade is assumed to have a reflectance of 0.2. For the IRC calculation, the glazing is assumed to have 0.85 visible transmittance, and the $C$ coefficient is assumed to be 39 (i.e., no external obstruction angle [44]). The DF correction factors are set as follows: $M = 0.90$ (vertical opening in a relatively clean room at a non-industrial area), $G = 1.00$ (clear glass), and $B = 0.85$, assuming the largest suggested values in reference [35].
3.2. Annual Daylight Profile

For the purpose of estimating the climate-based daylight metrics, the site location of the room is set as Makassar, Indonesia (5°8′ S, 119°25′ E). The city is located in the Am (tropical monsoon) region according to the Köppen–Geiger climate classification, with an elevation of around 0–25 m above sea level. This city is particularly chosen since long-term measurement data of solar irradiance and daylight illuminance for the city are available since the 1990s; through the International Daylight Measurement Programme (IDMP) [37,38]. Geographically speaking, Makassar is located in a coastal area, as is the case for the majority of large cities in Indonesia, and thus shall be sufficiently representative.

The typical annual profile of $E_{\text{out}}$ can be drawn (Figure 5) based on the provided data with the $P_{\text{ex}}$ interval of 1% [37], for the time frame between 09.00 and 17.00 h each day. The 100% exceedance probability corresponds to $E_{\text{out}} = 6000$ lx or lower; $P_{\text{ex}} = 50\%$ corresponds to $E_{\text{out}} = 30,070$ lx; and $P_{\text{ex}} = 0\%$ corresponds to $E_{\text{out}} = 79,000$ lx or higher. Hereinafter, the first value is called the lowermost $E_{\text{out}}$ (i.e., $E_{\text{out,low}}$), the middle value is the median $E_{\text{out}}$ (i.e., $E_{\text{out,med}}$), and the last value is the uppermost $E_{\text{out}}$ (i.e., $E_{\text{out,up}}$).
To estimate the climate-based metrics as described in Section 2.4, it is important to determine the $P_{ex}$ values that correspond to the threshold illuminance ($E_t$) of 100, 300, 2000, and 3000 lx at each calculation point. However, given a certain opening configuration, one shall start with computing the DF values. Having known the DF value at a certain point, one would wish to directly estimate the annual probability of exceeding a certain $E_t$ value so that the climate-based metrics can be computed for that point. In other words, it shall be practical to represent the $P_{ex}$ as a function of DF at various threshold illuminances. To do so, it is first required to have the relation between the $P_{ex}$ and the normalised outdoor illuminance ($\xi$) values. The latter is defined as the ratio between a given $E_{out}$ value and the $E_{out,up}$ in the annual profile. In the case of $E_{out} > E_{out,up}$, the $\xi$ is defined as 1.

$$\xi = \begin{cases} \frac{E_{out}}{E_{out,up}}, & E_{out} \leq E_{out,up} \\ 1, & E_{out} > E_{out,up} \end{cases} \quad (28)$$

The $E_{out}$ values in Figure 5 are thus converted to $\xi$, with respect to the $E_{out,up} = 79,000$ lx. Since $E_{out,low} = 6000$ lx, the smallest $\xi$ is thus $\approx 0.0759$. After performing the appropriate polynomial regression, the relation between $P_{ex}$ and $\xi$ for the given annual profile ($\xi \in [0.0759, 1]$) reads:

$$P_{ex} = -2376.1353 \xi^6 + 8738.9044 \xi^5 - 12,877.7845 \xi^4 + 9642.6051 \xi^3 - 3674.2889 \xi^2 + 465.5675 \xi + 81.0071; \quad R^2 = 0.9999 \quad (29)$$
Provided a certain threshold illuminance $E_t$ and having known the DF at the calculation $P$, the corresponding $\xi$ can be determined as follows:

$$\xi = \begin{cases} 
0.0759, & E_t / DF > E_{out,up} \\
\frac{E_t}{DF} - E_{out,up}, & E_{out,low} \leq E_t / DF \leq E_{out,up} \\
1, & E_t / DF < E_{out,low}
\end{cases} \quad (30)$$

The obtained $\xi$ value is thus inserted to Equation (29) to yield $P_{ex}$ for the calculation $P$, with respect to the defined $E_t$. To create graphical representations of the relationship, several variations of DF are introduced, ranging from 0.1% to 50%, with $E_t = 100, 300, 2000,$ and $3000$ lx. The resulting graphs between $P_{ex}$ and DF for the four $E_t$ values are displayed in Figure 6. Whenever necessary, linear interpolation may be applied between two adjacent points on the graphs to estimate the $P_{ex}$. Having known the relation between $P_{ex}$ and DF, one can thus proceed with the estimation of climate-based metrics as desired.

---

**Figure 6.** Annual exceedance probability of threshold illuminance of 100, 300, 2000, and 3000 lx, provided various DF values in a room, based on the annual daylighting profile of Makassar, Indonesia.

### 3.3. Sensitivity and Uncertainty Analyses

Various façade thickness $f$ from 0 to 0.50 m, with an interval of 0.05 m, are considered in this study. Theoretical calculations are performed for three different WWR, namely 25%, 50%, and 75%, to represent typically small, medium, and large opening areas.

Several output variables or metrics are reported and observed in this study, i.e.,:

1. Metrics at the central calculation point (cf. Figure 4), which include: DF, $DA_{300}$, $UDI-a$, $UDI-a'$, $UDI-e$, and $UDI-e'$.

2. Metrics for the entire room, based on all calculation points in Figure 4, which include: $DF_{av}$, $sDA_{300/50}$, $sUDI-a_{50}$, $sUDI-a'_{50}$, $sUDI-e_{50}$, $sUDI-e'_{50}$, and $ED_{50}$.

To observe the sensitivity of each metric with respect to varying $f$, scatter plots of the metrics are drawn at each WWR. Plots with steeper gradients shall indicate higher
sensitivity to the variation of façade thickness. Furthermore, each metric value at \( f = 0 \) is compared to the value at \( f = 0.25 \) and 0.50 m, where ratios closer to unity indicate a lower impact of façade thickness. One can thus compute the estimation error \( \varepsilon \) when \( f \) is neglected, which in this case is defined as follows:

\[
\varepsilon = \left| \frac{\text{Estimated metric value at } f = 0}{\text{Actual metric value at } f > 0} - 1 \right| \quad (31)
\]

To quantify the effect of uncertainty, the coefficient of variation (CV), i.e., the ratio between standard deviation and mean values, is also evaluated across \( f \) at each WWR. Smaller CV values indicate less uncertainty of the outcome when \( f \) is not exactly known.

Moreover, the minimum, three quartiles (\( Q_1, Q_2, Q_3 \)), and maximum values of each metric are reported as boxplots to observe the uncertainty due to all possible variations of \( f \). In addition, the interquartile range (IQR) is also computed. The smaller the IQR, the smaller the resulting uncertainty of the metric.

4. Results
4.1. Sensitivity Analysis

To observe the sensitivity with respect to façade thickness \( f \), Figure 7 displays the relationship between the obtained metrics at the central calculation point in the modelled room as a function of \( f \). It is observed that variation of \( f \) yields different impacts on the daylight metrics, but the degree of the impact also depends on the relative size of the opening area (WWR). For example, with regard to DF (Figure 7a), the greater the façade thickness, the smaller the DF, but the trend is more visible at WWR 75%, i.e., in scenes with a large opening area. With regard to DA300 (Figure 7b), the impact of \( f \) is more visible at WWR 25%, i.e., in scenes with a small opening area. In scenes with a large opening area, the threshold illuminance of 300 lx has been achieved so that the metric is saturated, regardless of the façade thickness.

![Figure 7. Cont.](image-url)
With regard to UDI-a (Figure 7c), in scenes with a small opening area, the values are maintained at 100%, regardless of the façade thickness. In other words, the workplane illuminance at the central point is always well within the range of 100–2000 lx. In scenes with a large opening area, the upper threshold of 2000 lx is exceeded so that the resulting UDI-a becomes smaller. In that case, increasing the façade thickness shall reduce the effective daylight opening so that the UDI-a becomes larger, hence the positive gradient.

Interestingly, altering the useful illuminance range will also change the sensitivity trend. The graph of UDI-a’ (Figure 7d), which apply 300–3000 lx as the target range, suggests that the trend gradient is negative at WWR 25%, is almost flat at WWR 50%, and is positive at WWR 75%.

Table 1 displays the ratios between each metric value at \( f = 0 \) and at \( f = 0.25 \) or 0.50 m at each WWR. The bold-printed numbers represent unity, i.e., the compared values are exactly the same. It is found that UDI-a is the least affected by the variation of \( f \). At WWR 25%, assuming \( f = 0 \), yields the UDI-a value that is just the same as the value at \( f = 0.25 \) m.
In other words, neglecting the façade thickness, in that case, shall result in practically zero error. At WWR 75%, assuming \( f = 0 \) yields 9% lower UDI-a than when \( f = 0.25 \) m is assumed, or about 9% error if the thickness is ignored.

### Table 1. Ratio between each metric value at the central point at \( f = 0 \) and \( f = 0.25 \) m or 0.50 m.

| WWR (%) | Ratio between Value at \( f = 0 \) and \( f = 0.25 \) m | Ratio between Value at \( f = 0 \) and \( f = 0.50 \) m |
|---------|------------------------------------------------------|------------------------------------------------------|
|         | DF | DA300 | UDI-a | UDI-a’ | UDI-e | UDI-e’ | DF | DA300 | UDI-a | UDI-a’ | UDI-e | UDI-e’ |
| 25      | 1.12 | 1.08 | 1.00 | 1.08 | n/a | n/a | 1.23 | 1.17 | 1.00 | 1.17 | n/a | n/a |
| 50      | 1.11 | 1.01 | 0.96 | 1.01 | 2.32 | n/a | 1.22 | 1.02 | 0.94 | 1.02 | 5.84 | n/a |
| 75      | 1.10 | 1.00 | 0.91 | 0.97 | 1.32 | 2.62 | 1.20 | 1.00 | 0.86 | 0.96 | 1.68 | 6.44 |

n/a: both compared values or the denominator are zero.

With regard to DA\textsubscript{300}, in scenes with a medium or large opening area, neglecting the façade thickness shall yield less than 2% error, which is insignificant. A relatively large error (around 17% overestimation) for DA\textsubscript{300} only occurs in scenes with a small opening area. Meanwhile, with regard to DF, the errors when \( f \) is neglected are consistent at around 10–12%, where slightly smaller errors are expected in the presence of a large opening area. In terms of UDI-e and UDI-e’, as also observed in Table 1, the comparison is irrelevant in cases with a small opening area. In cases with a large opening area, the estimation errors of UDI-e and UDI-e’ are expected to be great, i.e., more than 100%. This is due to the small quantity of the metrics (cf. Figure 7e,f), which makes the number seems highly sensitive to small changes.

Figure 8 displays the relationship between the obtained metrics for the entire room to various façade thicknesses. As in the results of the metrics for the central point, the variation of façade thickness also yields a different impact on the daylight metrics. Most of the plots in Figure 8 have more fluctuations than those in Figure 7, because Figure 8 represents the spatial metrics for the entire room, which involve all calculation points that may average each other, so that the trend is less monotonous compared to the metrics for a single point.
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Figure 8. Resulting daylight metrics: (a) $DA_{av}$, (b) $DA_{300/50\%}$, (c) $UDI-a_{50\%}$, (d) $UDI-a'_{50\%}$, (e) $UDI-e_{50\%}$, (f) $UDI-e'_{50\%}$, and (g) $ED_{50\%}$ in the entire room due to various façade thicknesses.
The sensitivity trends may also vary in different scenes with different opening area sizes. For example, the sUDI-a50% (Figure 8c) and sUDI-a′50% (Figure 8d) values initially increase when the WWR is getting larger; but decrease again when the WWR is larger than the optimum values. The ED50% values are zero in scenes with a medium or large opening area, regardless of the façade thickness, because the workplane illuminance at all calculation points in that case already exceeds 300 lx; thus, no supplementary electric lighting is required.

Table 2 suggests a similar tendency with Table 1, with sDA300/50% being the least affected by the variation of f, having the ratios of exactly 1 in scenes with a medium or large opening area. Moreover, the ratios for sUDI-a50% in Table 2 are relatively small, within 0.92–1.00 in comparison to f = 0.25 m, and within 0.88–1.00 in comparison to f = 0.50 m.

| WWR (%) | DFav | sDA300/50% | sUDI-a50% | sUDI-a′50% | sUDI-e50% | sUDI-e′50% | ED50% |
|---------|------|------------|-----------|------------|-----------|------------|-------|
| 25      | 1.25 | 1.09       | 0.97      | 1.10       | 1.33      | 1.00       | 1.05  |
| 50      | 1.18 | 1.00       | 1.00      | 0.87       | 1.00      | 2.00       | n/a   |
| 75      | 1.15 | 1.00       | 0.92      | 1.00       | 1.18      | 1.00       | n/a   |

WWR (%) | Ratio between Value at f = 0 and f = 0.50 m | DFav | sDA300/50% | sUDI-a50% | sUDI-a′50% | sUDI-e50% | sUDI-e′50% | ED50% |
|---------|------------------------------------------|------|------------|-----------|------------|-----------|------------|-------|
| 25      | 1.51                                     | 1.25 | 0.97       | 1.29      | 1.33      | 1.00       | 1.10      |
| 50      | 1.36                                     | 1.00 | 1.00       | 0.84      | 1.00      | 2.67       | n/a       |
| 75      | 1.30                                     | 1.00 | 0.88       | 1.00      | 1.30      | 1.00       | n/a       |

n/a: both compared values or the denominator are zero.

Meanwhile, the ratios for DFav are within 1.15–1.25 in comparison with f = 0.25 m, and within 1.30–1.51 in comparison with f = 0.50 m. The ratios tend to become smaller in scenes with a large opening area. The remaining metrics have fluctuating ratios since all calculation points are considered in the computation. On the contrary, when evaluated at only a single point, the metric values tend to consistently increase or decrease as the WWR increases.

4.2. Uncertainty Analysis

The CV values of each metric at the central calculation point across all façade thicknesses f are summarised in Table 3, in which the bold-printed numbers indicate CV = 0, i.e., no deviation at all from the mean value. Table 3 suggests that several metrics, namely DA300, UDI-a, and UDI-a′, yield relatively small CVs and thus are the least affected by the change of f. In particular, DA300 and UDI-a have the most consistently small CV, ranging from 0 to 0.05.

| WWR (%) | DF | DA300 | UDI-a | UDI-a′ | UDI-e | UDI-e′ |
|---------|----|-------|-------|--------|-------|--------|
| 25      | 0.07 | 0.05  | 0.00  | 0.05   | n/a   | n/a    |
| 50      | 0.07 | 0.01  | 0.02  | 0.01   | 0.56  | n/a    |
| 75      | 0.06 | 0.00  | 0.05  | 0.01   | 0.17  | 0.58   |

n/a: both the standard deviation and the mean values are zero.

Meanwhile, the greatest CV values (0.58) are found for UDI-e′, particularly in scenes with a large opening area. In scenes with a small opening area, UDI-e and UDI-e′ are irrelevant because the upper threshold illuminance is never exceeded in those scenes, as also depicted in Figure 7e,f.
Table 4 summarises the CV values of the obtained metrics for the entire room across $f$ at various WWRs. It is observed that $sDA_{300/50\%}$ has the most occurrences of zero CV, which are achieved in scenes with a medium or large opening area, meaning that the $sDA_{300/50\%}$ values shall remain unchanged despite the uncertainty of $f$ in those scenarios. Next to $sDA_{300/50\%}$, the $sUDI-a_{50\%}$ also has consistently small CV values, between 0 and 0.06. Both metrics are thus the ones with the lowest uncertainty.

Table 4. Coefficient of variation of each metric for the entire room across façade thicknesses.

| WWR (%) | Coefficient of Variation (-) |  |
|---------|-----------------------------|--|
|         | $DF_{av}$ | $sDA_{300/50\%}$ | $sUDI-a_{50\%}$ | $sUDI-a'_{50\%}$ | $sUDI-e_{50\%}$ | $sUDI-e'_{50\%}$ | $ED_{50\%}$ |
| 25      | 0.14      | 0.10            | 0.02            | 0.12            | 0.15            | 0.00            | 0.10 |
| 50      | 0.10      | 0.00            | 0.00            | 0.06            | 0.00            | 0.42            | n/a |
| 75      | 0.09      | 0.00            | 0.06            | 0.00            | 0.12            | 0.00            | n/a |

n/a: both the standard deviation and the mean values are zero.

With regard to $DF_{av}$, the CV values tend to become smaller as the WWR becomes larger. However, even at WWR 75%, the CV is still 0.09, meaning that the uncertainty of $DF_{av}$ is higher than the uncertainties of $sDA_{300/50\%}$ and $sUDI-a_{50\%}$ in the same case. Meanwhile, the CV values of the annual lighting energy demand $ED_{50\%}$ are undefined in scenes with a medium or large opening area because the workplane illuminance exceeds 300 lx at all calculation points (assuming 50% exceedance probability of the $E_{out}$), yielding zero demand for supplementary electrical lighting. In scenes with a small opening area, $ED_{50\%}$ has CV = 0.10, which is roughly the same as the CV of $sDA_{300/50\%}$ in the same case.

To further visualise the effect of uncertainty, Figure 9 displays the boxplots depicting the minimum, the three quartiles ($Q_1$, $Q_2$, $Q_3$), and the maximum values of each metric at the central calculation point and for the entire room due to possibly varying façade thicknesses $f$ at each WWR value. In addition, Table 5 summarises the interquartile range of each metric.
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Figure 9. Boxplots showing the minimum, Q1, Q2, Q3, and maximum values of each metric (a) at the central point and (b) for the entire room due to uncertain façade thickness.

Table 5. Interquartile range (IQR) of each metric at the central point and for the entire room due to uncertain façade thickness.

| WWR (%) | IQR of Metric at the Central Point (%) | IQR of Metric for the Entire Room (%) |
|---------|---------------------------------------|--------------------------------------|
|         | DF | DA300 | UDI-a | UDI-a' | UDI-e | UDI-e' | DFav | sDA300/50% | sUDI-a50% | sUDI-a'50% | sUDI-e50% | sUDI-e'50% | ED50% |
| 25      | 0.15 | 5.71 | 0.07 | 5.71 | 0.00 | 0.00 | 0.63 | 12.86 | 2.86 | 12.86 | 2.86 | 0.00 | 0.00 | 2.61 |
| 50      | 0.29 | 1.20 | 2.67 | 1.20 | 2.67 | 0.00 | 0.83 | 0.00 | 0.00 | 5.71 | 0.00 | 5.71 | 0.00 | 0.00 |
| 75      | 0.40 | 0.00 | 6.47 | 2.24 | 6.47 | 2.24 | 0.96 | 0.00 | 8.57 | 0.00 | 8.57 | 0.00 | 0.00 | 0.00 |

Figure 9 and Table 4 suggest that the resulting uncertainties due to varying façade thickness are different for each metric and each WWR value. Despite all variations, among all metrics, the DF at the central point is apparently the one with the smallest uncertainty, i.e., having an IQR of no more than 0.4%. The DFav comes next, having an IQR of no more than 1%.

Some of the remaining metrics are found to have a zero IQR, meaning that the values are not changed at all in scenes with a small opening area; but the IQR becomes rather large in scenes with a large opening area. Examples of these metrics are UDI-e and UDI-e’ because they are sensitive to the upper illuminance threshold (2000 or 3000 lx), which is more likely to be achieved when the WWR is large. Conversely, several other metrics have a zero IQR in scenes with a large opening area but have a large IQR in scenes with a small opening area. The DA300, sDA300/50%, and ED50% are examples of this type of metric, because they are sensitive to the lower illuminance threshold (300 lx), which is critical when the WWR is small.
5. Discussion

5.1. Inter-Model Comparison

To further verify the proposed concept, an inter-model comparison is conducted referring to an earlier study that performed a simulation of the same reference office space [27]. In that study, the Perez sky model was assumed based on the weather data (EPW file) of Bandung, Indonesia, and the results were entirely obtained from annual simulation using Daysim. Since the EPW file was employed, the presence of direct sunlight or direct normal irradiance was also included in that study.

The WWR of the façade in that study [27] was set constant at 25% (i.e., 3 m × 1 m), and simulations were performed for each of the four façade orientations. The simulation results of DF_{av}, sDA_{300/50%}, sUDI-a_{50%}, and sUDI-e_{50%} are shown in Table 6. The majority of the CV values across the four orientations are within no more than 0.05, suggesting small differences in the outcome due to different façade orientations. This does not necessarily imply that the real sky (or overcast sky) in the tropics is always rotationally symmetrical in a perfect way as in the standard CIE overcast sky. Differences do occur, but the figures, in this case, are negligible to some extent.

Table 6. Simulation results of each metric at four façade orientations based on the data from reference [27].

| Metric            | 0.05 | 0.10 | 0.15 | 0.20 | 0.25 | 0.30 | 0.35 | 0.40 | 0.45 | 0.50 |
|-------------------|------|------|------|------|------|------|------|------|------|------|
| **DF_{av}**       |      |      |      |      |      |      |      |      |      |      |
| North             | 4.97 | 4.74 | 4.42 | 4.16 | 3.92 | 3.67 | 3.46 | 3.25 | 3.07 | 2.89 |
| South             | 5.02 | 4.71 | 4.41 | 4.16 | 3.90 | 3.65 | 3.45 | 3.25 | 3.08 | 2.94 |
| East              | 4.98 | 4.69 | 4.46 | 4.16 | 3.95 | 3.76 | 3.43 | 3.22 | 3.08 | 2.86 |
| South             | 5.01 | 4.69 | 4.43 | 4.16 | 3.89 | 3.65 | 3.43 | 3.24 | 3.03 | 2.89 |
| Average           | 5.00 | 4.70 | 4.43 | 4.16 | 3.91 | 3.66 | 3.44 | 3.24 | 3.07 | 2.89 |
| CV                | 0.01 | 0.01 | 0.00 | 0.00 | 0.01 | 0.00 | 0.00 | 0.00 | 0.01 | 0.01 |
| **sDA_{300/50%}** |      |      |      |      |      |      |      |      |      |      |
| North             | 71.4 | 71.4 | 65.7 | 68.6 | 65.7 | 60.0 | 62.9 | 57.1 | 57.1 | 57.1 |
| South             | 71.4 | 71.4 | 68.6 | 65.7 | 65.7 | 62.9 | 57.1 | 57.1 | 57.1 | 57.1 |
| East              | 71.4 | 71.4 | 68.6 | 65.7 | 65.7 | 60.0 | 57.1 | 57.1 | 57.1 | 57.1 |
| South             | 71.4 | 71.4 | 71.4 | 71.4 | 68.6 | 65.7 | 62.9 | 62.9 | 57.1 | 57.1 |
| Average           | 71.4 | 71.4 | 68.6 | 67.9 | 66.4 | 62.1 | 60.0 | 58.6 | 57.1 | 57.1 |
| CV                | 0.00 | 0.00 | 0.03 | 0.04 | 0.02 | 0.04 | 0.05 | 0.05 | 0.00 | 0.00 |
| **sUDI-a_{50%}**  |      |      |      |      |      |      |      |      |      |      |
| North             | 82.9 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 94.3 |
| South             | 88.6 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 94.3 |
| East              | 85.7 | 88.6 | 88.6 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 |
| South             | 88.6 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 97.1 |
| Average           | 86.4 | 90.7 | 90.7 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 91.4 | 94.3 |
| CV                | 0.03 | 0.02 | 0.02 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.02 |
| **sUDI-e_{50%}**  |      |      |      |      |      |      |      |      |      |      |
| North             | 17.1 | 14.3 | 11.4 | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  |
| South             | 11.4 | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  |
| East              | 17.1 | 14.3 | 11.4 | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  |
| South             | 11.4 | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  |
| Average           | 14.3 | 11.4 | 10.0 | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  | 8.6  |
| CV                | 0.23 | 0.29 | 0.16 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.43 |

A possible explanation for this phenomenon is the fact that in the tropics, the sun elevation angle around noon on any day of the year is typically high, i.e., near the zenith, so that the contribution of direct sunlight on the building façade around that time is relatively small. Direct sunlight on the façade is thus limited only at early or late in the day, in which the direct normal irradiance is practically smaller than that at noon. Moreover, for tropical regions located in the archipelago, the chance of having cloudy days is relatively high due
to the proximity to the ocean, which renders the assumption of the standard CIE overcast sky more realistic.

Results from the reference study in Table 6 also suggest that $DF_{av}$ and $sDA_{300/50\%}$ generally decrease with respect to $f$, while $sUDI-a_{50\%}$ and $sUDI-e_{50\%}$ are generally stable, agreeing with the general trend of the current study. Having known that the differences within orientations are relatively small, Figure 10 displays the results of the inter-model comparison of the average values of $DF_{av}$, $sDA_{300/50\%}$, $sUDI-a_{50\%}$, and $sUDI-e_{50\%}$ in reference [27] and the obtained theoretical values in this study. Note that the $M \times G \times B$ correction is not applied in the compared $DF_{av}$ values.

The linear differences between theoretical values of $DF_{av}$ in Makassar and simulated $DF_{av}$ in Bandung are between $-0.3\%$ at $f = 0.05 \text{ m}$ and $+0.4\%$ at $f = 0.50 \text{ m}$. In that case, the resulting differences are also linear across $f$ values. Meanwhile, the linear differences between theoretical values of climate-based metrics in Makassar and simulated climate-based metrics in Bandung are within $\pm 4\%$ (cf. Figure 10), suggesting a good agreement.
Therefore, the choice of using the outdoor daylight profile of Makassar in this study is deemed justified since it can reasonably represent the situation in other cities in an Indonesian context. It is, however, possible that locations outside the tropical climate region may not be well represented due to the difference in the climate characteristics.

5.2. Spatial Distribution

To visualise the spatial distributions on the workplane in the room, Figure 11 displays the spatial distribution plan of the DF calculated in this study, for each WWR and for \( f = 0, 0.25, \) and \( 0.50 \) m. Notice that the relative spatial distributions are always symmetrical, as expected due to the symmetry of the window and of the standard CIE overcast sky.

![Spatial distribution plan of the DF on the workplane, at WWRs](image)

**Figure 11.** Spatial distribution plan of the DF on the workplane, at WWRs (a) 25%, (b) 50%, and (c) 75%, each for \( f = 0, 0.25, \) and \( 0.50 \) m.

It is observed that even under the standard CIE overcast sky, the spatial distribution of daylight within the room is very much uneven or non-uniform (cf. Figure 11), thus giving the qualitative ‘nuance’ of the space. For that reason, uniformity metrics are not considered in this study because they tend to ignore the fact that daylight distribution in a room is mostly uneven but is still appreciated. Thus, the worst-case scenario assumption does not necessarily mean that the qualitative aspect of daylight is ignored.

It is also noticed that regardless of the WWR and \( f \), the DF values at the rear of the room are always maintained at 1–2%, as the values are largely influenced by the room surface reflectances, which are unchanged. The IRC model in Equation (18) is based on the principle of flux conservation, which is generally true for the given scenario.
Indeed, it is based on several assumptions, for instance, that the room surface reflectance is diffuse (Lambertian) and homogenous for the given area. It does not cover specific situations in which, for example, the surfaces have certain specularities, roughness, and non-homogeneity. However, in modelling and simulation practice, the assumption of diffuse and homogenous surface finishing areas is mostly acceptable and is sufficient to indicate the general tendency.

5.3. General Discussion

The goal of this study is to assess and quantify the theoretical impact of various façade thicknesses $f$ on selected daylight metrics and annual lighting energy demand in a hypothetical reference office. While it can be anticipated that the impact on each metric will be different due to the different threshold or criterion, the numerical differences are yet to be provided in the literature, hence the motivation for this study. It is also understood that among all possible building design parameters, WWR plays a highly significant role in determining the outcome of the daylight calculation or simulation [13–45], so that the influence of $f$ on the daylight metrics is presumably much less than the influence of WWR. Therefore, the analysis in this study only involves three distinct WWR values while involving 10 different $f$ values, to focus on the effect of the latter rather than the former.

This study also finds that the WWR yields a greater impact on the daylight metrics compared to $f$. However, as mentioned in the Introduction, this study aims to assess the impact of $f$ on those metrics, or to some extent, to prove the hypothesis that $f$ has no influence on the metrics. The results suggest that several metrics, such as UDI-e and UDI-$e'$, have a very small uncertainty due to varying $f$ in scenes with a small opening area; but have large uncertainty in scenes with a large opening area. Meanwhile, DA$_{300}$, sDA$_{300/50%}$, and ED$_{50%}$, have the opposite behaviour. Thus, it can be argued that the findings of this study are non-trivial and can be obtained only after performing a systematic analysis.

A few remarks can be made regarding the presented results of this study. The results are bounded with the assumed room geometry and site location, even though the concept can still be applied in any location, provided the annual profile of outdoor diffuse daylight illuminance. In the reference [27], the WWR of the façade was set constant at 25%, following the generally recommended or optimum WWR values in the literature [13,14,35,45], between 20% and 30%. While assuming a value within that specific range may be reasonable, the observed effect of a façade thickness cannot be generalised, particularly for scenarios with a larger opening area. In the current study, situations with a larger WWR are also considered to provide more insights on the matter. Due to the use of the standard CIE overcast sky, however, the effect of building orientation is irrelevant in this study, as opposed to the earlier one that assumed the Perez sky model.

The absolute values in the outdoor diffuse illuminance ($E_{\text{out}}$) profile are taken from the long-term measurement data in Makassar, Indonesia [37,38]. The $E_{\text{out}}$ value of 10,000 lx is, in fact, recommended as the reference for daylight calculations under the typical overcast sky in the Indonesian national standard [46], due to the high probability of exceeding this value ($P_{\text{ex}} > 90\%$), as shown in Figure 4. Other national standards, for instance, the former BS 8206-2:2008 [29], also published typical $E_{\text{out}}$ profiles for the relevant region, but the absolute values are obviously lower than those in Indonesia. Nevertheless, the concept of using overcast sky data to predict climate-based daylight metrics has been demonstrated and validated using test cell measurements elsewhere [36] for various geographical latitudes, though not necessarily based on the annual $E_{\text{out}}$ profile.

While it is understood that actual measurement data under the real-world overcast sky may be different from the theoretical values under the standard CIE overcast sky, Acosta et al. [36] proposed the following guidelines to ensure acceptable settings for overcast sky validation. In short, the sky ratio should be greater than 0.85; the measured luminance at the four cardinal orientations should be close to each other within ±5% difference; and the measured $E_{\text{out}}$ at the sampled time should be close to $\frac{7}{9}g\pi L_z$ [28] within ±10% difference, where $L_z$ is the zenith luminance at the particular time [36].
Thus, the proposed concept can still be applicable in a real-world situation, provided the conditions are satisfied.

The assumption of the worst-case scenario, i.e., under the standard CIE overcast sky, throughout this study is not a misleading attempt because the necessary conditions are all given in the first place. The results are also in agreement with the reference that employed annual simulation with weather data of similar locations in the tropics. Moreover, as mentioned in Section 3.1, there are 35 calculation points equally spaced on the workplane, and calculations are performed for all those points, not only on a single point. For simplicity, only metrics at the central calculation point and spatial metrics for the entire room are reported in Section 4. However, to obtain the spatial metrics, one obviously first needs to calculate the metric values at each calculation point; thus, no points are deliberately isolated. The plot across the façade thickness, if found linear, as in the case for the DF at the central point, suggests that the findings are consistent.

Regarding the room geometry, while it is clearly taken from a typical geometry of reference office space [25,27,39], it does not necessarily mean that all office spaces are always cuboids. However, in modelling and simulation practice, such an assumption is mostly acceptable and is sufficient to indicate the general tendency. In diagnostic tests, such as the CIE test cases [46,47] and BESTEST [48,49], the use of a cuboid room is also common, mostly because it serves the purpose. For other geometries, the results would certainly be different, but the concept can still be applied.

Moreover, in a realistic office space, the use of shading devices is indeed important in controlling direct sunlight penetration and the associated glare risk. However, this study focuses on the parametric effect of façade thickness, so that façade features other than the thickness itself and (selected values of) WWR are not considered. This is not to ignore the importance of shading devices in reality, but simply to focus the analysis on the defined input variables so that one can focus on them without intervention from other variables. Again, this is also a common practice in diagnostic tests, such as CIE test cases [46,47], in which shading devices are not present in the model, except when the test case is specifically conducted to observe the impact of such devices.

As described in Section 4.1, most of the plots between the metrics and the façade thickness in Figure 8 are more fluctuating and less ‘linear’ than the corresponding plots in Figure 7 because Figure 8 represents the spatial metrics. An exception is found for the DF_{av}, whose plot is also relatively linear, as in the case of the DF at the central point. The linearity of the DF_{av} plot is also confirmed in the simulation results of the earlier study [27], due to the relatively similar behaviour of the DF values at all calculation points that contribute to the DF_{av}.

Meanwhile, the unique pattern of UDI-a at the central point (Figure 7c), which has different directions (negative or positive) and gradients at different WWR, can only be observed when scenarios with large WWR values are considered. This was not performed in the earlier study; thus, a new insight is offered on this matter. From the sensitivity analysis results, it can be said that the trends for spatial metrics for the entire room are not necessarily similar to those at the central point. Different results can be expected if the single calculation point is located, for instance, at 1/4 or 3/4 of the room depth [14], or 1/3 of the room depth [50], or at the distance of 2 or 2.5 times the window-head height as per the well-known rule of thumb [51,52].

In general, finding the position of a single point that can best represent the spatial characteristics of daylight metrics in any given room is still an open yet relevant question because once known, one can save time and energy during in situ daylighting measurements by focusing on the representative point. This topic would be a follow-up to this research theme. Overall, the contribution of this study is providing insight into the impact of façade thickness on the sensitivity and uncertainty of various daylight metrics in indoor spaces. While no real experiments are involved in this study, the inter-model comparison with annual simulations using real weather data has been performed, and the results are generally in agreement. The concept is expected to be applicable in the case of site locations
where only the outdoor daylight diffuse illuminance profile is available or in the worst-case scenario under the standard CIE overcast sky.

6. Conclusions

Analytical daylighting calculations have been performed to predict the theoretical impact of non-zero façade thickness \( f \) (0 < \( f \) ≤ 0.50 m) on various daylight metrics and annual lighting energy demand in a reference office room under the standard CIE overcast sky, taking the case of the annual daylighting profile of a tropical city in Indonesia. Sensitivity analysis suggests that the variation of \( f \) yields different impacts on the observed metrics. The metrics DF, DA\(_{300}\), and UDI-a' are more sensitive to \( f \) in scenes with a small opening area. In those scenes, the UDI-e and UDI-e' values are irrelevant because the upper threshold illuminance is never exceeded.

Among all metrics in the central calculation point, DA\(_{300}\), UDI-a, and UDI-a' yield relatively small coefficients of variation (CV), and thus, have the lowest uncertainty with respect to \( f \). The greatest CV values (0.58) are found for UDI-e', particularly in scenes with a large opening area. Among all metrics for the entire room, sDA\(_{300/50}\) and sUDI-a\(_{50}\) have the lowest uncertainty, with an interquartile range of no more than 0.4%. Furthermore, several metrics, such as UDI-e and UDI-e', have a very small uncertainty in scenes with a small opening area; but have large uncertainty in scenes with a large opening area. Meanwhile, DA\(_{300}\), sDA\(_{300/50}\), and ED\(_{50}\) have the opposite behaviour due to the defined illuminance threshold. In closure, this study has provided an insight on the impact of \( f \) on the sensitivity and uncertainty of various daylight metrics in indoor spaces, particularly in the worst-case scenario where the standard CIE overcast sky is applicable.
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