Hubble Space Telescope detection of oxygen in the atmosphere of exoplanet HD 189733b
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Abstract

Detecting heavy atoms in the inflated atmospheres of giant exoplanets that orbit close to their parent stars is a key factor for understanding their bulk composition, their evolution, and the processes that drive their expansion and interaction with the impinging stellar wind. Unfortunately, very few detections have been made thus far. Here, we use archive data obtained with the Cosmic Origins Spectrograph onboard the Hubble Space Telescope to report an absorption of \( \sim 6.4\% \pm 1.8\% \) by neutral oxygen during the HD 189733b transit. Published results from a simple hydrodynamic model of HD 189733b, and assuming a mean temperature of \( (8 - 12) \times 10^3 \) K for the upper atmosphere of the exoplanet, a mean vertical integrated O I density column of \( \sim 8 \times 10^{13} \) cm\(^{-2}\) produces only a 3.5% attenuation transit. Much like the case of the hot-Jupiter HD 209458b, super-solar abundances and/or super-thermal broadening of the absorption lines are required to fit the deep transit drop-off observed in most far-ultraviolet lines. We also report evidence of short-time variability in the measured stellar flux, a variability that we analyze using time series derived from the time-tagged exposures, which we then compare to solar flaring activity. In that frame, we find that non-statistical uncertainties in the measured fluxes are not negligible, which calls for caution when reporting transit absorptions. Despite cumulative uncertainties that originate from variability in the stellar and sky background signals and in the instrument response, we also show a possible detection for both a transit and early-ingress absorption in the ion C II 133.5 nm lines. If confirmed, this would be the second exoplanet for which an early-ingress absorption is reported. In contrast, such an early ingress signature is not detected for neutral O I. Assuming the HD 189733b magnetosphere to be at the origin of the early absorption, we use the Parker model for the stellar wind and a particle-in-cell code for the magnetosphere to show that its orientation should be deflected \( \sim 10 - 30\)° from the planet-star line, while its nose’s position should be at least \( \sim 16.7 R_p \) upstream of the exoplanet in order to fit the C II transit light curve. The derived stand-off distance is consistent with a surface magnetic field strength of \( \sim 5.3 \) Gauss for the exoplanet, and a supersonic stellar wind impinging at \( \sim 250 \) km/s, with a temperature of \( (2.1 - 5) \times 10^3 \) K and a density \( \sim 6.3 \times 10^3 \) cm\(^{-3}\) at the planetary orbit, yet the fit is not unique.
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1. Introduction

Observations in the far-ultraviolet (FUV) spectral range of HD 209458b, the first detected exoplanet transiting a sun-like star, have clearly shown that its atmosphere is hot and inflated\cite{Vidal-Madjar:2003,Ballester:2007,Ben-Jaffel:2007}. However, there is no clear spectral indication on any escape of gas outside its Roche lobe\cite{Ben-Jaffel:2008}. Filling the Roche lobe is a necessary but not sufficient condition for escape to occur since various effects could confine the extended nebula. Planetary magnetic field, even of weak strength, will trap particles on closed field lines, as shown by several studies\cite{Adams:2011,Trammell:2011}. The impinging stellar wind can also confine the expanding gas\cite{Bisikalo:2013,Murray-Clay:2009,Stone:2009}. In addition, the planetary magnetic field could affect ions and neutrals differently\cite{Khodachenko:2012}. The level of stellar X-ray and extreme-ultraviolet (XUV) radiation at the planet as well as time variations can also affect the extension of the neutral versus ion components\cite{Guo:2011}. All these effects cast doubts on the distribution of the upper atmospheric components assumed to produce the transit absorption signatures, and thus on the mass loss rates disseminated thus far in the literature\cite{Lammer:2012}.

Two main difficulties, the relative faintness of the FUV (115-143 nm) stellar emissions and the variability of the sources, are at the origin of the major uncertainties on any estimation of the composition and the net mass loss from a exoplanetary atmosphere. Indeed, of the 854 exoplanets detected until the end of 2012, only 291 are transiting and very few systems are close enough to the Earth to show a high enough FUV flux level to be detected by the Hubble Space Telescope (HST) without requiring very expensive resources. This explains that up to now, only a few transiting planets have been observed in the FUV. Furthermore, the two most often observed stars, namely the sun-like HD 209458 star and the young K-star HD 189733, show clear evidence of variability in their flux on time scales ranging from a few hours to the rotational period\cite{Ben-Jaffel:2007,Lecavelier:2010}. Flaring activity has also been reported for HD 189733 based on nearly simultaneous X-ray and FUV observations\cite{Lecavelier:2012}. A third difficulty, due to signal contamination by both the sky background signal (at some spectral lines) and the instrument response, adds to the complexity of the problem. While the first difficulty can be resolved by focusing on a few close-by and UV-bright stars, the signal variability from both the source and the instrument is a real problem that should be addressed to build a reliable diagnostic to extract
Table 1. Archival HST COS data set used in this study

| Data set name | Exposure time (s) | Orbital phase | HST orbit |
|---------------|------------------|---------------|-----------|
| lb0ukq        | 209              | -0.071        | 0         |
| lb0umq        | 889              | -0.050        | 1         |
| lb0hmq        | 889              | -0.045        | 1         |
| lb0aq         | 889              | -0.020        | 2         |
| lbauq         | 889              | -0.015        | 2         |
| lbauq         | 889              | -0.009        | 2         |
| lbavq         | 889              | +0.010        | 3         |
| lbavq         | 889              | +0.015        | 3         |
| lbavq         | 889              | +0.021        | 3         |
| lbavq         | 889              | +0.040        | 4         |
| lbavq         | 889              | +0.045        | 4         |
| lbavpq        | 889              | +0.051        | 4         |

Notes. The twelve individual exposures were obtained with the G130M grating in the timetag mode (program HST-GO-11673). Central transit time was defined by propagating from zero phase on HJD 2453988.80339 and a period of 2.21857312 days (Triaud et al. 2009). The short exposure #0 has not been used in this work.

Fig. 1. HD 189733 full spectrum obtained by HST/COS G130M. The geocoronal O I and H I emissions have not been subtracted.
to evaluate the confidence we may attach to simple representations of the time series before we compared in- to out-of-transit line profiles of the key lines. The crucial problem of the time variability of the observed flux, particularly that related to the patchiness on the stellar disk is discussed in section 3.

2.1. Oxygen triplet 130.4nm

The 100-s time-tag sampling of the exposures does not show any steep change in the total flux for the oxygen emission in any of the triplet lines beyond statistical fluctuations as a function of time. Significant geocoronal background emission is seen particularly in the first exposure of the HST orbit, and we successfully removed this background with a method that uses a deep-sky exposure taken by the COS team in the same grating wavelength setting (http://www.stsci.edu/hst/cos/calibration/airglow.html).

First, we notice that the HD 189733 O I lines appear as thin and bright features over the broader gecoronal lines (Fig. 2). The additional error from the imprecision on the geocoronal subtraction represents few to 30% of the total error depending on the emission level of the contamination. Errors shown here do include that additional uncertainty. It is important here to stress that for the broader stellar Lyman-α emission, the line width is comparable to the width of the geocoronal line that fills the science aperture, as seen by COS, which prevents separating the stellar line from the background (Linsky et al. 2010). The technique used here offers a unique opportunity to extend the use of COS to derive O I abundances from transiting exoplanets for which the O I lines are thin and bright enough to allow a spectral separation from the extended geocoronal line.

The O I 130.4 nm feature is a triplet with lines at 130.2, 130.49, and 130.6 nm. However, the 130.49 nm line is contaminated on the blue wing by the stellar Si II 130.44 nm line, which hinders subtracting the geocoronal O I line. Figure 3 shows the transit flux ratios derived by merging the O I triplet lines, integrating each line out to ~ ±40 km/s, since farther out there is significant error from the subtracted geocoronal background. A chi-square analysis of the O I transit light curve shows that its representation by a linear trend, which could be related to a patchiness effect or a temporal variability in the stellar emission or a combination of these, is rejected with a confidence level slightly higher than 99% (10 degrees of freedom). This result was obtained using the PAN package that implements the Levenberg-Marquardt technique and a bootstrap Monte Carlo simulation of the statistical noise propagation (Dimeo 2005). In contrast, assuming a synthetic light curve model (occulting disk with the radius and the time center as free parameters) gives a $\chi^2 \sim 12$ (10 degrees of freedom), a good indication that the O I dataset is consistent with a transit by an occulting disk of ~ 1.7$R_p$ radius. This result is also confirmed by the comparison of the in-transit (orbit 2) to out-of-transit (orbit 4) line profiles for the O I 130.6 nm line (Figure 4a). The absorption derived for the 130.2 and 130.6 nm lines combined is ~ 8.1 ± 2.2%, while that for the three lines is ~ 6.4 ± 1.8%. We adopted the ~ 6.4 ± 1.8% absorption as
the proper measurement. Despite the noise level and the limited accuracy on COS/G130M wavelengths, a transit absorption line width of ∼ 50 ± 10 km/s is estimated for both the 130.2 and 130.6 nm lines after correcting for the line spread function (LSF).

It is important to stress that the reported uncertainties include photon noise but no stellar/detector variability (see Table 2 for more details). The size ∼ 1.7 R_p of the O I opaque region falls inside the 2.84 R_p Roche lobe radius (which would produce 19% obscuration), yet this does not mean that the Roche lobe is not filled. Indeed, the intense X-ray and EUV flux from the young and active K1V star may easily ionize the gas inside the external layer between 1.7 R_p and 2.84 R_p that faces the star (Guo 2011). More details on the ionized components are provided in the following section when we analyze the singly-ionized carbon lines. Interestingly, the low-resolution detection of extended H1 on this planet has shown a confined ∼ 5.0 ± 0.8% absorption averaged over three transits observed in 2007-2008 (Lecavelier et al. 2010). Recent medium-resolution HST/STIS H I Lyman-α transit data seems to indicate a variation with values of 2.9 ± 1.4% in 2010 and 5.0 ± 1.3% in 2011 for the line-integrated absorption (Lecavelier et al. 2012). Our transit absorption obtained for neutral oxygen is thus consistent with most neutral hydrogen detections, despite the reported variations. The time variation problem for the COS data set is discussed in more detail in Sect. 3.

2.2. Carbon doublet 133.5 nm

This stellar emission is the brightest FUV emission after H I Lyman-α (and about as intense as the H I Lyman-α observed from HD 209458), and thus provides relatively high signal-to-noise (S/N) data. After subtracting a weak stellar continuum level, the ratios of the stellar flux per exposure versus the nominal out-of-transit data were derived by merging the C II 133.4 and 133.6 nm lines, integrating each line out to ∼ ± 50 km/s from line center. These ratios are shown in Figure 3. A chi-square analysis of the C II time series leads to a χ^2 ∼ 40.0 when using a linear trend (such as related to patchiness and/or temporal variation; 10 degrees of freedom), while for a representation by two synthetic light curves, we obtain a χ^2 ∼ 28.8 (3 free parameters: depth of planet’s transit, depth and relative phase position of an extra absorption such as a magnetosphere; 9 degrees of freedom). The better confidence obtained for the two-light-curve models may not be real because the extra freedom allowed by the model may enhance the probability that a false-positive result would be obtained. Nevertheless, the statistical analysis supports the conclusion that both the linear trend and the two-light-curve models poorly represent the data set. Obviously, a new approach that goes beyond the pure statistical analysis is required to improve our understanding of the C II timeseries.

In a first step, we compared the C II 133.5 nm line profiles respectively from the in-transit and ingress orbital phases to the out-of-transit line profile. As shown in Figure 4b, when compared to orbit 4, the orbit 2 (in-transit) line profile has a clear absorption that is higher than the statistical noise. Based on this C II line profile diagnostic, a transit absorption of ∼ 7.0 ± 2.1% is derived. Despite the noise level and the limited accuracy on COS wavelengths, we can also estimate that the spectral width of the transit absorption line is ∼ 60 km/s after correcting for the instrument’s LSF. Similar to the transit absorption obtained for O I, the C II absorption would correspond to an opaque occulting disk of ∼ 1.7 R_p that is smaller than the Roche lobe. The C II fluxes also show a significant absorption, at the ∼ 10% level, earlier in phase (during orbit 1) than expected from ions confined to

![Fig. 4. Comparison of in-transit (orbit 2: dotted) to out-of-transit (orbit 4: solid) line profiles. We binned spectra by 4 (∼ 7.5 km/s), approximately corresponding to the nominal spectral accuracy of the dispersion of the COS/G130M grating. A redshift of ∼ 2.6 km/s of the star was corrected for (Bouchy et al. 2005). It is important to stress that the COS wavelength calibration does not allow one to know the relative position of the lines with an accuracy better than ∼ 7.5 km/s (Oliveira et al. 2010). For the available low S/N COS dataset, this inaccuracy makes the interpretation of the transit absorption line profile very uncertain, particularly the veracity of any blueshift or redshift that may appear between in-transit and out-of-transit line profiles. (a) OI 130.6 nm line. (b) C II 133.5 nm line. (c) SiIV 139.3 nm line.](image-url)
the Roche lobe (e.g., Fig 3). The early-ingress absorption is further confirmed by the line profile diagnostic (e.g., Figure 5). This result suggests properties in the C II ions that are strikingly different in the OI neutrals in the extended upper atmosphere and beyond, where plasma interactions are at play. It is unlikely that the apparent extra absorption is caused by intrinsic stellar variation since no other stellar emission shows this temporal behavior at high S/N. The temporal variation problem is discussed in more detail in the following section to check the veracity of the observed event. If confirmed, this would be the second target after WASP-12b for which an early-ingress absorption is detected (Fossati et al. 2010).

In the following, we therefore address the time variability problem of the measured fluxes, focusing on the different sources that may produce it. To distinguish the different effects, we propose a multi-species (spectral) analysis that should clarify most uncertainties and confirm our diagnostic about the OI detection and the potential C II detection.

3. Temporal variation: a combined statistical and multi-spectral approach

Addressing the temporal variation problem during a planetary transit is very complex because the observed variability could originate from the full stellar disk, the stellar latitudes sampled during transit, the details of the planet-obscuring area, and the instrument. Each of these sources of variability represents a challenge in itself, particularly if the data set is limited in time, which offers no opportunity to check the repeatability of any event. In the following, we discuss the three sources of variability as they may appear in the COS dataset, focusing on emissions of the four species OI, C II, Si III and Si IV. Our goal is to obtain a higher confidence in the OI and CII detections, particularly by checking if a stellar variation might mimic a transit-like light curve in the current COS dataset.

3.1. Stellar intrinsic activity

Stellar activity is a crucial problem in characterizing extrasolar planets and their evolution. The activity of HD 189733 in the X-ray and EUV has been reported from XMM-Newton X-ray spectra and from modeling of the EUV emission that was based on previous studies of stellar coronal models by Sanz-Forcada et al. (2011). The luminosities are log \( L_X = 28.18 \) and log \( L_{EUV} = 28.48 \) in the X-ray (0.5–10 nm) and EUV (10–92 nm). These values are almost identical to those of the extensively studied star Epsilon Eridanis (log \( L_X = 28.20 \) and log \( L_{EUV} = 28.44 \)). Epsilon Eridanis and HD 189733 are both early-K main-sequence stars (K1–K2 and K0–K1) of relatively high activity and similar estimated ages (respectively 1.1 and 1.2 Gyr; Sanz-Forcada et al. 2011). X-ray measurements of HD 189733 have also been made with the SWIFT satellite spanning about 30 hours in 2011, during which time enhanced activity was seen, including a bright flare (Lecavelier et al. 2012). The average of the combined X-ray and EUV fluxes derived from the SWIFT data was \( 7.1 \times 10^{28} \) erg/s. This is somewhat higher than the total X-ray and EUV \( 4.5 \times 10^{28} \) erg/s fluxes previously reported (Sanz-Forcada et al. 2011). The chromospheric Ca II H & K line emission of HD 189733 has also been measured at log \( R(H\alpha) = -4.501 \) with Keck (Knutson et al. 2010). The activity of HD 189733 is higher than that of the Sun. The mean Sun has log \( L_X = 27.35 \) erg/s and log \( R(H\alpha) = -4.905 \) (Mamajek & Hillenbrand 2008; Mamajek 2012; Judge et al. 2003). For comparison, HD 209458 may be of medium, sun-like activity, although there are significant uncertainties (Ballester & Ben-Jaffel 2013; Sanz-Forcada et al. 2011; Knutson et al. 2010).

Available FUV observations of HD 189733 are very limited in time and offer no full reference on the activity level versus short and long time scales from existing data. What remains are the solar activity databases as a reference for the relative variation of the key FUV resonance emission lines. Our goal is to derive a reliable diagnostic on the activity level that occurs during the observing period reported in this study, using the solar flaring activity as a reference. For this purpose, we revisited Solar Radiation and Climate Experiment (SORCE) FUV archive observations of the Sun obtained since 2003 along with a catalog of flares observed by the Solar EUV Experiment on the Thermosphere Ionosphere Mesosphere Energetics and Dynamics mission (Woods et al. 2009).

Without any loss of generality, we may classify the stellar activity into long-term (longer than spin period), the mid-term (close to a spin period), and short-term (a day or less). Furthermore, in addition to the solar periodicity related to both the 27-day rotation and the solar cycle, flaring activity may occur at a level that can be, for strong events, comparable to the long-term activity (Brekeke et al. 1999; Woods et al. 2003). The variation in Si III, Si IV, H I, O I, and C II EUV lines have been reported for sunspot activity (Woods & Rottman 2002; Woods et al. 2004; Snow et al. 2010). However, for flare activity, only very strong or moderate events have been published that we are aware of (Brekeke et al. 1999; Woods et al. 2003). To obtain several levels of activity, namely low, moderate, strong, and extreme levels of flare activity, we analyzed SORCE data obtained between 2003 and 2007, a period for which a flare activity catalog exists. Solar spectra obtained with the Solar Stellar Irradiance Experiment (SOLSTICE) onboard SORCE on a daily basis have a low 1 nm resolution, yet they offer the opportunity to study most of our resonance lines simultaneously. After subtracting a weak solar continuum, we derived a timeseries of the irradiance of each line during the selected period. Using the list of flare events provided in the LASP database (lasp.colorado.edu/see/see-flare-catalog.html), we derived for each line an approximate estimate of the activity level that is calculated as a standard deviation around each event described in the LASP catalog (see Table 3). It is interesting to find that the variation levels are comparable for all lines for the low-activity sector, which may include variation of the plages and enhanced networks. Results differ significantly for stronger flare events. For extreme level flares (X17), the stellar variation is strong but remains comparable to the sunspot activity (see Table 3).

Here, we emphasize that the solar activity derived was used as a reference level for comparison with the HD 189733 activity for the same resonance lines. We did not use these numbers to derive any intrinsic activity level of the HD 189733 EUV line emissions. We instead preferred to rely on the HST/COS data thus far obtained in the time-tag mode to derive a time series that was used to estimate stellar/instrument temporal variations that were then added quadratically to the statistical noise. In this way, the shown light curves have more realistic error bars.

3.2. FUV HD 189733 flux variability: assessment

To track stellar activity during the transit observations of HD 189733b, we generated a time series of observed spectra every 100s. The time series has several gaps, yet it is useful for
Table 2. Absorption depth of stellar emission during the HD 189733b transit

| Atoms | Wavelength (nm) | Flux drop-off (a) (%) | Photon-noise error (%) | Total error bar (%) |
|-------|----------------|-----------------------|------------------------|---------------------|
| O I   | 130.21 + 130.60 | 8.1                   | 2.2                    | 3.4                 |
| O I   | 130.4 triplet   | 6.4                   | 1.8                    | 3.4                 |
| C II  | 133.45 + 133.57 | 7.0                   | 1.2                    | 2.1                 |
| Si III| 120.6           | 6.8                   | 2.0                    | 4.7                 |
| Si IV | 139.3 +140.3    | 2.6                   | 2.5                    | 5.6                 |

Notes. Flux drop-off during transit of HD 189733 derived from HST/COS G130M medium-resolution observations. Total error bars include both photon noise and stellar/instrument variability. (a) The signal drop-off is derived from the data at planet orbital phase of ~ 0.985 sampled during transit in HST orbit 2.

Fig. 5. Comparison of ingress (orbit 1: dotted) to out-of-transit (orbit 4: solid) line profiles. We binned spectra by 4 (~ 7.5 km/s) same as in Fig. 4. (a) C II 133.5 nm line. (b) Si IV 139.3 nm line.

First, we notice that most temporal variations (beyond photon noise) recorded during the total duration of the observations (~ 5 hours) are weaker than the Sun’s medium flaring activity. Only for orbit 3, the extra variability recorded for the Si IV 139.8 nm lines is comparable to the Sun’s medium flaring activity. For that orbit, the 900 s data scatter seems to indicate a relatively strong temporal variability that is clearly visible for the Si III 120.6 nm and Si IV 139.8 nm lines. However, for the O I & C II lines, the derived scatter of the ~ 900 s signal seems smaller for orbit 3 than for the Sun medium flaring activity, yet it is higher than the photon noise level. This specific behavior of the orbit 3 signal will be very useful in the following for discussing the different sources of the observed fluctuations. The similitude between signal scatter levels observed for the O I and C II lines shows that the origin is probably not the residuals from the correction of the sky background temporal variation because the C II lines are not affected by that contamination. For a total exposure time of ~ 45 minutes, we are also at a loss to explain the high variance by the response of the COS detector at the Si IV spectral position. In addition, as we discuss below, for the O I and C II lines, the crossing of a bright local region by the planetary obscuring area does not seem to show strong fluctuations during the 45 minutes of observation during orbit 2. This is demonstrated in figure 4, where we see for orbit 2 (during transit) comparable or lower fluctuation than in orbit 4 (out-of-transit reference orbit) for the O I and C II lines. For all these reasons, we can conclude that the signal variations observed for O I, C II, and Si IV on the orbit-to-orbit time scale are most likely of stellar and/or planetary origin (e.g., Fig. 6). The key question is how to distinguish between the two fluctuation sources on the basis of the limited COS dataset?

To begin answering this question, we stress that chromospheric O I and C II emissions are not restricted to the active regions only (the so-called patches). There are background-quiet regions that do emit in the FUV lines that originate from the chromosphere but are not that dependent on solar cycle...
verify whether what is known for the Sun is consistent with the plages and enhanced network regions is stronger for the Si IV generated from patchiness on the star. This result is quite consistent with CTL data set, the orbit 2 average signal does show the expected transit absorption, while orbit 3 shows the opposite effect from that observed in the OI signal. We can therefore conclude that the OI transit is detected with a high confidence.

For the C II dataset, assuming a linear trend is a good representation of the time variation of the signal (despite the poor confidence derived from the statistical analysis), one would expect a more pronounced effect for Si IV emission because the latter originates from hotter regions. As shown in Fig. 3, the orbit-to-orbit variation in the Si IV averaged-signal is much weaker than the one observed for C II. In addition, the flux averaged in orbit 2 shows a variation that is exactly what is expected from a transit for the Si IV line. For these reasons, we dismiss the idea that any spatial concentration of active regions on the stellar disk may have produced the C II light curve. The fact that the scatter is larger for Si IV lines during orbits 2 and 3 is probably related to bright-limb-crossing effects. Indeed, the expected limb brightening for Si IV (a center-to-limb factor (CTL) ~ 3.82 increase in the intensity for the Sun) is much higher than for the OI and C II lines (CTL~ 1.21 for CII, CTL~ 1.19 for OI) (Worden et al. 2001). For Si III the bright-limb-crossing effect is also significant with CTL~ 1.74. In addition, the timing of the two orbits (2 and 3) is close to the planetary disk crossing of the stellar bright limb. Therefore, the scatter thus far observed (high, low, high flux) for Si IV during orbit 3 is probably related to the bright-limb-crossing with the middle point being exactly the crossing time on egress. The bright-limb-crossing effect also seems to be happening in orbit 2.

The averaged signal from orbit 3 shows for C II a specific behavior that is observed in all lines except OI, and that is not easy to explain with simple changes in the planet absorption or by the stellar patchiness. The origin of this enhancement could be a flare event, a scenario that cannot be assessed from the limited dataset however. Despite the uncertainty on the origin of the orbit 3 signal, the C II line profile information from orbits 2 and 4 and the inconsistency of the patchiness assumption discussed above (see Figure 5a) both support a tentative detection of the CII transit. In addition, because we do not see any similar behavior in the Si IV lines that would result from a patchiness effect, we now have more confidence in the early-ingress absorption possibility for C II, particularly in view of the line profile comparison in Figure 5. Nevertheless, in all cases, we must stress that results for the C II data set require confirmation with future observations. The tentative detection of an early-ingress ion absorption on this planet has motivated us to model the interaction of the planet with the magnetized stellar wind. This modeling effort is a valuable tool for planning future observations of the system.

3.3. Temporal variation: final diagnostic

For the OI data, our chi-square analysis rejected a linear trend with a very high confidence. In addition, the same statistical analysis showed that a transit light curve (with the same degrees of freedom as the linear trend) was a good representation of the data. Furthermore, the comparison between in- to out-of-transit line profiles for the OI lines clearly shows the expected absorption. Finally, the observed flux drop-off in the OI signal that appears unchanged between orbit 2 and 3 is unlikely to be produced by the planet crossing a concentration of active regions because we see no similar effect in the Si IV lines which are more sensitive to these regions. Indeed, we emphasize that for the Si IV data set, the orbit 2 average signal does show the expected transit absorption, while orbit 3 shows the opposite effect from that observed in the OI signal. We can therefore conclude that the OI transit is detected with a high confidence.

For the C II dataset, assuming a linear trend is a good representation of the time variation of the signal (despite the poor confidence derived from the statistical analysis), one would expect a more pronounced effect for Si IV emission because the latter originates from hotter regions. As shown in Fig. 3, the orbit-to-orbit variation in the Si IV averaged-signal is much weaker than the one observed for C II. In addition, the flux averaged in orbit 2 shows a variation that is exactly what is expected from a transit for the Si IV line. For these reasons, we dismiss the idea that any spatial concentration of active regions on the stellar disk may have produced the C II light curve. The fact that the scatter is larger for Si IV lines during orbits 2 and 3 is probably related to bright-limb-crossing effects. Indeed, the expected limb brightening for Si IV (a center-to-limb factor (CTL) ~ 3.82 increase in the intensity for the Sun) is much higher than for the OI and C II lines (CTL~ 1.21 for CII, CTL~ 1.19 for OI) (Worden et al. 2001). For Si III the bright-limb-crossing effect is also significant with CTL~ 1.74. In addition, the timing of the two orbits (2 and 3) is close to the planetary disk crossing of the stellar bright limb. Therefore, the scatter thus far observed (high, low, high flux) for Si IV during orbit 3 is probably related to the bright-limb-crossing with the middle point being exactly the crossing time on egress. The bright-limb-crossing effect also seems to be happening in orbit 2.

The averaged signal from orbit 3 shows for C II a specific behavior that is observed in all lines except OI, and that is not easy to explain with simple changes in the planet absorption or by the stellar patchiness. The origin of this enhancement could be a flare event, a scenario that cannot be assessed from the limited dataset however. Despite the uncertainty on the origin of the orbit 3 signal, the C II line profile information from orbits 2 and 4 and the inconsistency of the patchiness assumption discussed above (see Figure 5a) both support a tentative detection of the CII transit. In addition, because we do not see any similar behavior in the Si IV lines that would result from a patchiness effect, we now have more confidence in the early-ingress absorption possibility for C II, particularly in view of the line profile comparison in Figure 5. Nevertheless, in all cases, we must stress that results for the C II data set require confirmation with future observations. The tentative detection of an early-ingress ion absorption on this planet has motivated us to model the interaction of the planet with the magnetized stellar wind. This modeling effort is a valuable tool for planning future observations of the system.

4. Comparison with model simulations

The O I lines show an ~ 7 % level of absorption during transit. This absorption can be caused by an opaque disk with a size of ~ 1.7 R_p that is smaller than the Roche lobe size (~ 2.84 R_p along the planet-star line and ~ 2.06 R_p across) of the exoplanet. To properly constrain the atmospheric composition, sophisticated models that include photochemistry and radial transport in the atmosphere of HD 189733b are needed. In addition, a careful analysis of the transit absorption requires a parametric study that is beyond the scope of this paper. However, using simplified modeling that accounts for the hydrodynamical transport and ionization of the main species in the extended atmosphere is enough for our purpose to achieve a better insight into the O I density column required to fit the observed transit drop-off of
Table 3. Solar flare activity in the FUV

| Species (feature nm) | Activity level | Nature | Variability level (%) |
|----------------------|---------------|--------|-----------------------|
| C II (133.5)         | (L, M, H, E)  | flare  | (3.7, 7.6, 12.5, 30.0) |
| O I (130.5)          | (L, M, H, E)  | flare  | (2.7, 5.0, 7.3, 16.0)  |
| Si III (120.6)       | (L, M, H, E)  | flare  | (4.0, 9.0, 12.8, 27.6) |
| Si IV (139.8)        | (L, M, H, E)  | flare  | (4.3, 8.6, 14.3, 33.4) |
| C IV (154.0)         | (L, M, H, E)  | flare  | (3.9, 5.0, 11.7, 31.7) |
| C II (133.5)         | (27D, 11Y)    | sunspot| (22, 57)               |
| O I (130.5)          | (27D, 11Y)    | sunspot| (15, 29)               |
| Si III (120.6)       | (27D, 11Y)    | sunspot| (27, 73)               |
| Si IV (139.3)        | (27D, 11Y)    | sunspot| (22, 60)               |

Notes. Solar observations were obtained with the Solstice instrument onboard SORCE using the 1 nm low-resolution spectrometer. The flare activity level is based on a list of flaring events derived by the Colorado/LASP team (lasp.colorado.edu/see/see-flare-catalog.html). (L, M, H, E) are for low- (class M1), medium- (class M5), high- (X1), and extreme- (X17) activity flare activity (Hudson 2011). (27D, 11Y) are the 27-days spin and solar cycle periods (Woods & Rottman 2002). (a) The variability level is estimated as a standard deviation around the selected flare event. For the 11Y period, the variability is the ratio of the mean solar irradiance value when the solar cycle is at its maximum (1992) to its minimum (1996).

~ 7%. Recent photochemistry and hydrodynamic models show that the base of the planetary wind is close to the pressure level of ~ 0.1 – 1 bar at which H₂ is dissociated (Koskinen et al. 2010, Moses et al. 2011). In the following, we assume that the atmosphere is spherically symmetric and that O I is dragged out to high altitudes by H I (García Muñoz et al. 2007, Koskinen et al. 2012a). This allows us to build the atomic oxygen distribution versus altitude from the H I distribution embedded between the bottom of the planetary wind region and the edge of the Roche lobe, assuming a hydrostatic regime for the atmosphere (Guo 2011). For reference, the H I and temperature distributions used here are based on a multi-fluid model of atomic-proton mixture, yet it does not include photochemistry nor heavy atoms (Guo 2011). In a first step, we assume that only thermal broadening affects the atmospheric absorption. Starting from the solar abundance distribution provided by Guo (2011), we can estimate an ~ 3.5% attenuation during transit that corresponds to O I density column of ~ 8.3 × 10¹⁵ cm⁻², and a volume density $n_{O I} \approx 6.8 \times 10^{17}$ cm⁻³ at the base of the model near $r = R_p$. Scaling the initial atmospheric model to a 40x solar-abundance level produces an attenuation of ~ 5.3% during transit. The corresponding O I density column is ~ 3.3 × 10¹⁷ cm⁻² produced with a volume density $n_{O I} \approx 2.7 \times 10^{19}$ cm⁻³ at $r = R_p$. These high densities are probably difficult to justify because that would increase the atmospheric mean mass, decrease the corresponding scale height, and consequently would require unrealistically higher stellar EUV input to maintain the extended atmosphere (Koskinen et al. 2010, 2012a).

In a second step, we include super-thermal line broadening that is produced by a layer of hot O I atoms confined on top of the atmosphere (Ben-Jaffel & Hosseini 2010). As described in detail in Ben-Jaffel & Hosseini (2010), both the bottom position and the effective temperature of the layer are free parameters. Our intent is not to conduct a parametric study, but rather to investigate how super-thermal populations may modify the result obtained above for only thermal broadening. Assuming solar abundances, a hot O I layer above ~ 1.1R_p with an effective temperature of $T_{eff} \approx 8.4 \times 10^4$ K produces a transit absorption of ~ 4.6% that is ~ 1σ below the nominal value. Increasing the solar abundance by 5x solar for the same hot O I layer produces the observed ~ 6.4% transit drop-off. If we place the bottom of the hot layer near ~ 1.5R_p, the same 5x super-solar model with the same effective temperature of ~ 8.4 × 10⁴ K leads to a transit attenuation of ~ 5.2%. Other solutions exist and may require a full sensitivity study.

It is important to stress that our results are not sensitive to the O I line selected for the atmospheric analysis. In agreement with recent results on HD 209458b, super-solar abundances with thermal broadening and super-thermal broadening probably affect the FUV transit of hot exoplanets (Ben-Jaffel & Hosseini 2010, Koskinen et al. 2012b). Sophisticated models that combine photochemistry and hydrodynamic transport in the atmosphere of HD 189733b are needed in the future to test whether solar or super-solar abundances in the exoplanet’s bulk atmosphere may produce enough thermal and super-thermal O I atoms to fit the densities derived here (García Muñoz 2007, Koskinen et al. 2012a). In addition to a sensitivity study that includes most important line broadenings, future observation of high-resolution line profiles of key FUV lines must be obtained with high S/N to separate the different effects.

In contrast to the neutral O I component for which a classical transit light curve is obtained, the peculiar signature detected in the early ingress of the C II lines seems to indicate that the gas topology around the very XUV-hot Jupiter HD 189733b cannot be sketched by the Roche lobe volume simply filled by the magnetized plasma. Future observations are much needed to confirm the veracity of the C II light curve, yet we can already explore whether such a feature could be predicted by model simulations using realistic parameters for the HD 189733 system.

4.1. Model simulation of HD 189733b magnetosphere
An early-ingress absorption feature was already reported in the near-UV for the very-hot-Jupiter WASP-12b (Fossati et al. 2010, Haswell et al. 2012). The first explanation proposed thus far is that the extra absorption is produced by the denser and hotter gas of the bow-shock upstream of the exoplanet magnetosphere (Fossati et al. 2010, Vidotto et al. 2010, Khodachenko et al. 2012). To study the stellar wind interaction with the exoplanet, a few numerical simulations have been made using MHD and hybrid 3D codes (Preuss et al. 2007, Johansson et al. 2011, Cohen et al. 2011). While large-scale simulations that include the star-planet system are very useful for obtaining a global view of the system, they do not give that much detail on the planetary magnetosphere itself or on its opacity imprint on the transit light curves. In addition, the intrinsic rotation of the magnetized planet and the formation of the magne-
tospheric current sheet are not properly incorporated in those 3D numerical simulations (for more details, see Khodachenko et al. 2012). Therefore, up to now, only empirical models have been used to derive the bow-shock position and predict its opacity effect on the transit light curves (Khodachenko et al. 2012; Llama et al. 2011; Trammell et al. 2011).

Another explanation of the early-ingress absorption relies on gas-dynamics simulations of the stellar wind interaction with the exoplanet’s atmosphere where no magnetic fields are included. These simulations predict a large-scale asymmetric gas distribution around an un-magnetized exoplanet that is supposed to produce a distorted light curve during transit (Bisikalo et al. 2013). While the stellar wind and planetary magnetic fields are difficult to estimate in general, the gas-dynamics models may produce very useful scenarios of stellar interaction for very weakly magnetized exoplanets, particularly if realistic transit light curves are provided to support the claimed predictions.

In the following, we assume that the early absorption feature observed for HD 189733b could be caused by its magnetosphere. To test this scenario, we need to estimate the stellar wind conditions at the planet’s orbit at 0.031 AU as well as the spatial orientation of the nose of the magnetosphere relative to the planet-star line, taking into account the orbital velocity of the planet (Vidotto et al. 2010). HD 189733 is a main-sequence K star for which a coronal stellar wind is expected as revealed by the intense X-ray emission observed (Sanz-Forcada et al. 2011; Lecavelier et al. 2012). To model the stellar wind formation, we used in a first step the Parker model which represents a good approximation despite its limitations (Parker 1958; Cohen 2011). X-ray observations show that the HD 189733 corona has a temperature in the range of a few $10^6$ K and a density up to $10^{10}$ cm$^{-3}$ (Sanz-Forcada et al. 2011). We accordingly assumed these properties as boundary conditions for the base of the stellar wind in the Parker model. Combining the isothermal Parker model with a hydrostatic distribution of the gas provides the stellar wind parameters (speed, density, and temperature) at the planet’s orbit as summarized in Table 4. For the interplanetary magnetic field (IMF) at the orbit of the exoplanet, we assumed a field strength in the range $\sim 10^6 - 10^7$ G reported for the average field from polarimetry observations of HD 189733 (Fares et al. 2010). At the level of our exploratory work, we can free ourselves from accuracy concerns of the Parker model and accept any solution for the stellar wind properties within the range displayed in Table 4. Taking into account these wind parameters, the orbital motion of the planet, and the stellar corotation effect, we obtain a geometrical orientation of the magnetosphere with a nose deflection angle in the range $10 - 30^\circ$ from the exoplanet-star line (Vidotto et al. 2011).

To quantitatively estimate the opacity impact of the magnetosphere on the stellar flux around transit, we first need to model the HD 189733b magnetosphere using the stellar parameters in the range described in Table 4. Here, we assume that the planetary magnetic field is a dipole, whose strength is a free parameter in the range $\lesssim 14$ G (Reiners & Christensen 2010). Because our goal is to derive the large-scale structure of the exoplanet’s magnetosphere, we used a particle-in-cell (PIC) 3D electromagnetic and relativistic code (Baraka & Ben-Jaffel 2007; 2011; Wodnicka 2009), which we describe in the following section.

4.1.1. PIC simulation of magnetosphere and comparison with observations

We employed a PIC code, originally developed and validated for Earth’s magnetosphere (Buneman 1993; Baraka & Ben-Jaffel 2007, 2011), which we extended to HD 189733b using the fact that the expected magnetospheric cavity is relatively small (Wodnicka 2009). Indeed, assuming a typical magnetic field strength of $\sim 7$ G (Reiners & Christensen 2010) and a stellar wind of $\sim 500$ km/s, the magnetopause position is estimated to be $\sim 6 - 8 \, R_\star$, comparable to $\sim 10 \, R_\star$ on Earth. This allowed us to use a relatively dense grid to describe the whole system without requiring very expensive computer resources. Electrons and ions are represented as macro-particles that contain a large number of real particles. The PIC code solves Maxwell equations on the assumed grid

$$\frac{\partial B}{\partial t} = - \nabla \times E, \quad (1)$$

$$\frac{\partial E}{\partial t} = \mu_0^{-1} \nabla \times B - J, \quad (2)$$

where $J = \Sigma (n_i q_i v_i - n_q q_i v_i)$ is the current vector, and follows each macro-particle in the simulation box using the Newton-Lorentz motion equation,

$$d(y_{mv}) = q \left(E + v \times B\right), \quad (3)$$

where $\gamma = \frac{1}{\sqrt{1 - \frac{v^2}{c^2}}}$ accounts for the relativistic motion of particles. The PIC code units are such that the dielectric constant $\epsilon_0 = 1$ and the magnetic permeability of vacuum $\mu_0 = \frac{1}{\gamma}$. Because charge is conserved and magnetic fields are divergence-free, both Gauss laws appear as initial conditions. In other terms, since the Gauss laws are fulfilled at t=0, they will remain satisfied at any future time of the simulation (Villasenor & Buneman 1992; Buneman 1993).

To avoid numerical instability, the Courant condition $c \Delta t < \frac{\Delta x}{\gamma}$ should be fulfilled (Courant et al. 1928); here the speed of light speed was taken to be $c = 0.5$, $\Delta t$ is the step time, and $\Delta x$ is the uniform grid size. Plasma instabilities can be efficiently reduced with the strong condition on the plasma frequency $\omega_p \Delta t \le 0.25$ (Tskhakaya et al. 2007). In addition, to avoid the classical problems of grid heating and instabilities, we ensured that the Debye length did not reach values below a critical size defined by $\Delta_x \ge \frac{\lambda_D}{\gamma}$ (Cai et al. 2003; Tskhakaya et al. 2007). To enforce the shielding effect of charges on the Debye volume, we assumed an initial particle density of five pairs per simulation cell (Reimann & Fajans 2002). In the PIC code, the strength of the magnetic field of the planet is selected to obtain a magnetopause position at the desired value. An initial estimate was obtained from empirical models of the magnetopause position (Vidotto et al. 2010; Khodachenko et al. 2012). Non-reflecting boundary conditions were applied to the fields on all external facets of the box (Lindman 1975). Corotation with the planetary magnetic field was included by adding a corotational electric field as a boundary condition at the surface of the planet. Particles traveling down toward the surface are lost and thus removed from the simulation box. This explains the empty volume obtained around the planet’s position (see Fig. 7).

The simulation box has dimensions of $305 \times 195 \times 195 \, \Delta x^3$ along the OX-OY-OZ axes, each pixel having a uniform size in the range $\Delta x = 0.2 - 0.5 \, R_\star$ depending on the size of the magnetospheric cavity and limitations related to our computer resources. Simulations started with a total number of $5.5 \times 10^7$ pairs of macro-particles in the box. The OX axis corresponds to the impinging stellar wind direction relative to the planet and makes the angle $\theta$ with the planet-star line (e.g., Table 4). The
Table 4. HD 189733 stellar wind and magnetosphere parameters

| Density (cm$^{-3}$) | Temperature (K) | Speed (km/s) | $B_{IMF}$ (mG) | Magnetopause nose angle$^{07}$ |
|--------------------|-----------------|--------------|----------------|-----------------------------|
| $< 5 \times 10^{3}$ | $< 4 \times 10^{4}$ | $- 200 - 900$ | 4-23 | $(10 - 30)^\circ$ |

Notes. All quantities are estimated at the exoplanet’s orbital distance of 0.031 AU. The wind parameters are based on the Parker model and a hydrostatic distribution of isothermal gas density. The bottom conditions of the stellar corona are defined from X-rays observations (see text). (a) The interplanetary magnetic field is based on polarimetry observation of HD 189733 (Fares et al. 2010). (b) The $\theta$ angle is derived using an orbital velocity of $\sim 152.5$ km/s and a stellar corotation speed of $\sim 28.5$ km/s of the stellar plasma and magnetic field at the distance of the planet (Vidotto et al. 2011). A spin period of 11.9 days is assumed for the star (Henry & Winn 2008).

We modeled the extended atmosphere as a cloud of pairs of macro-ion and macro-electron pairs that are randomly and continuously injected to produce a uniform spherical flow around the planet that is confined in space and that has the same kinetic temperature $\sim 10^4$ K, density of few $10^7$ cm$^{-3}$, and radial speed $\sim 5$ km/s (Guo 2011). The spatial extent and the total content of the resulting nebula were free parameters that were to be fixed by the transit absorption depth. Ideally, one should include an altitude-dependent ionospheric distribution, but that is beyond the scope of this preliminary study (Johansson et al. 2009). Initial conditions require Maxwell distributions for the velocity field of both macro-ions and macro-electrons at their corresponding temperatures. Stellar wind was injected versus time from the YZ plane located on the top edge of the box in the Ox axis (see Figure 7). The planet’s dipole magnetic field was switched on smoothly until it reached its maximum value. The system was then left evolving to reach a steady state in which the observable large-scale structures were not changing anymore. Post-processing of simulation results allowed us to derive all moments of the macro-particles velocity distributions anywhere in the box. Plasma number density, temperature, and bulk velocity distributions were thus calculated, allowing us estimate the gas opacity of the magnetosphere at the desired spectral line and its obscuration of the stellar disk flux as the planet moves along its orbit from ingress to egress. In Figure 7, a typical magnetospheric configuration is shown in the equatorial plane. We can easily distinguish the planetary atmospheric nebula, the plasma equatorial sheet, and the upstream bow shock. Streamlines of the bulk speed in that plane show the corotation effect on the plasma located near the planet. Here, it is important to stress that the equatorial plasma and current sheet (also called magnetodisk) is naturally formed with the PIC code, a consistency that cannot be met in MHD simulations.

In a first step of the simulations, assuming a surface magnetic field strength of $\sim 7$ G (Reiners & Christensen 2010) for the planet and using the fast stellar wind solution as derived from X-ray observations ($\sim 500$ km/s), a magnetospheric configuration with a nose angle of $10 - 30^\circ$ from the star-planet line produces only a poor fit to the C II light curve (assuming C/H solar abundance; see Fig. 8). It is important to notice that we do obtain an asymmetric transit light curve and early-ingress absorption, but later than observed. The model misfit tends to show that the magnetopause (MP) position obtained by the model ($\sim 7 R_p$) is too close to the planet to enable a fit to the observed C II early-ingress absorption seen in HST orbit 1 (see Fig. 8).

To improve our diagnostic, we therefore focused on the magnetopause position that allowed to fit the observed early-ingress absorption. In practice, we varied the ram pressure of the stellar wind until a good fit was obtained for the C II light curve,
All these results can be easily understood from the total pressure balance that occurs at the MP. Indeed, if the stellar wind total pressure is changed for the same MP position, the total planetary pressure should be modified on the opposite side to maintain the pressure balance. In that way, an excessively strong planetary magnetic field could be required to fit the MP position at ∼ 16.7 $R_p$ for some stellar wind parameters. For example, for a stellar wind temperature of ∼ 10^6 K, a density of ∼ $1.0 \times 10^{17}$ cm$^{-3}$, and a speed of ∼ 250 km/s, a good fit could be obtained but with a planet magnetic field of ∼ 16.2 G. Finally, we emphasize that we could find models that produce a magnetosphere with the required MP position, but that do not fit the CII transit light curve. A full sensitivity study versus the stellar wind and planetary atmosphere parameters is needed, but this is beyond the scope of the present study.

In practice, to improve the present diagnostic of a magnetospheric signature during transit, we need to obtain a better coverage of the transit light curve of strong resonance lines of several ionized species, particularly on ingress and egress (see Fig. 8). Additionally, to account for potential orbital phase variations in the stellar wind, we may need models that include the full stellar corona-exoplanet system in the simulation box to better uncover any star-planet electromagnetic coupling and any magnetopause effects.

For all these reasons, only a sensitivity study may help separate the different effects and properly constrain the exoplanet magnetic field if a full transit light curve is confirmed with the expected strong early-ingress or weak late-egress absorptions. To that end, recent studies on the solar wind interaction with the magnetized local interstellar medium can provide a good reference for a future approach to uncover the plasma environment and magnetic field of HD 189733b (Ben-Jaafel & Ratkiewicz 2012).

5. Summary and conclusions

Using archival HST/COS G130M observations, we have positively detected neutral oxygen ∼ 7% absorption during the transit of exoplanet HD 189733b. We also reported a tentative detection of singly ionized carbon. If sketched as a compact disk, this detection of O I reveals a distribution of atoms extending to about ∼ 1.7 $R_p$ inside a Roche lobe radius of ∼ 2.84 $R_p$. Assuming a mean temperature of ∼ (8−12) × 10^5 K for the upper atmosphere of the exoplanet, we used the hydrodynamic model of Guo (2011) to derive that for solar abundances with an O I density column of ∼ $8 \times 10^{14}$ cm$^{-2}$, an attenuation of ∼ 3.5% is obtained for the O I 130.6 nm line during transit, at least ∼ 2.5σ below the observed absorption. Invoking up to 40 times solar abundances with an O I density column of ∼ $3.3 \times 10^{17}$ cm$^{-2}$, produces an attenuation of ∼ 5.3% during transit that is closer to observations. These very high density columns of heavy atoms are difficult to justify because they would require substantial additional energy in the system to compensate for the reduced scale height. In contrast, we show that including a super-thermal O I layer integrated on top of the atmosphere reduces the need for highly super-solar abundances. For example, with twice solar abundances and a hot O I layer confined above ∼ 1.5 $R_p$ with an effective temperature of $T_{O I} \sim 8.4 \times 10^5$ K, a transit absorption of ∼ 4.3% is produced that is only about ∼ 1σ below the observed value. Our preliminary results tend to confirm the general conclusion that similar to HD 209458b, super-solar abundances with thermal broadening as well as super-thermal broadening probably affect the FUV transit of hot exoplanets (Ben-Jaafel & Hosseini 2010; Koskinen et al. 2012b).
High-resolution line profiles observations of key FUV lines must be obtained with high S/N to separate the different effects. The O I detection reported here opens up new perspectives to use the revealed that a magnetopause stand-off distance of most cases of stellar wind parameters. Second, the simulations showed that a magnetopause forms with a bow shock and a nose that is oriented almost \( \sim 30^\circ \) from the star-planet line for most cases of stellar wind parameters. Second, the simulations revealed that a magnetopause stand-off distance of \( \sim 16.7 \) \( \text{R}_\oplus \) is required to obtain a satisfactory fit to the transit light curve observed for C II (e.g., Fig. 8). However, our preliminary assessment of the PIC simulation results showed that many solutions exist for the stellar wind parameters and the magnetic field of the exoplanet that fit the C II transit curve. Several reasons could explain the origin of this degeneracy, namely the limited coverage of the transit event by the HST/COS observations, the signal variability (stellar or instrumental), and finally the nature of magnetospheric cavity. Indeed, because the magnetopause is a stagnation region where a total pressure balance occurs between stellar and planetary plasmas and fields, no unique solution exists for either the stellar wind parameters or the magnetic field strength of the exoplanet that provide a prescribed magnetopause stand-off distance. For example, we are able to find a good fit for the C II transit light curve with a speed of \( \sim 250 \text{ km/s} \), a temperature of \( \sim 1.2 \times 10^5 \text{ K} \), and a density \( \sim 6.3 \times 10^6 \text{ cm}^{-3} \) at the planet orbit for the stellar wind, and a magnetic field strength of \( \sim 5 \text{ G} \) for the exoplanet magnetic field. However, other solutions exist (see previous section).

In all cases, whether the C II peculiar feature is real or not, our PIC simulations showed that the C II spatial distribution that contributes to the observed transit absorption is not solely related to the planet’s extended atmosphere but rather is dependent on the plasma configuration that results from the complex interaction between the stellar wind, the exoplanet atmosphere, and the local planetary and stellar magnetic fields. New HST FUV observations are urgently needed to confirm our results and extend the coverage of the early-ingress and late-egress behavior in the C II 133.5 nm line absorption. Our quick comparison of PIC simulations of HD 189733b’s magnetosphere with transit observations showed that fundamental properties of the plasma configuration around the exoplanet may be accurately constrained through the specific shape of the light curve versus wavelength bands either from a single line or using multiple lines.
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