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\textbf{ABSTRACT}

The graph fused lasso—which includes as a special case the one-dimensional fused lasso—is widely used to reconstruct signals that are piecewise constant on a graph, meaning that nodes connected by an edge tend to have identical values. We consider testing for a difference in the means of two connected components estimated using the graph fused lasso. A naive procedure such as a z-test for a difference in means will not control the selective Type I error, since the hypothesis that we are testing is itself a function of the data. In this work, we propose a new test for this task that controls the selective Type I error, and conditions on less information than existing approaches, leading to substantially higher power. We illustrate our approach in simulation and on datasets of drug overdose death rates and teenage birth rates in the contiguous United States. Our approach yields more discoveries on both datasets. Supplementary materials for this article are available online.

\section{1. Introduction}

We consider a vector $Y \in \mathbb{R}^n$, assumed to be a noisy realization of a signal $\beta \in \mathbb{R}^n$,

$$Y_j = \beta_j + \epsilon_j, \quad \epsilon_j \sim_{iid} N(0, \sigma^2), \quad j = 1, \ldots, n,$$

(1)

with known variance $\sigma^2$. We assume that $\beta$ has some underlying structure of interest. For instance, $\beta$ might be \textit{sparse}, with few nonzero elements, or \textit{piecewise constant}, meaning that the elements of $\beta$ are ordered, and adjacent elements tend to take on equal values.

It is natural to estimate $\beta$ by solving the optimization problem

$$\hat{\beta} = \arg\min_{\beta \in \mathbb{R}^n} \left\{ \frac{1}{2} \|y - \beta\|_2^2 + \lambda \|D\beta\|_1 \right\},$$

(2)

where $D$ is an $m \times n$ penalty matrix that encodes the structure of $\beta$. Problem (2) is a special case of the generalized lasso

$$\min_{\beta \in \mathbb{R}^n} \left\{ \frac{1}{2} \|y - \beta\|_2^2 + \lambda \sum_{(j,f) \in E} |\beta_j - \beta_f| \right\},$$

(3)

where $G = (V,E)$ is an undirected graph, $V = \{1, \ldots, n\}$, and $(j, f) \in E$ indicates that the $j$th and $f$th vertices in the graph are connected by an edge (Tibshirani and Taylor 2011). For sufficiently large values of the nonnegative tuning parameter $\lambda$, we will have $\hat{\beta}_j = \hat{\beta}_f$ for some $(j, f) \in E$. We can segment $\hat{\beta}$ into \textit{connected components}—that is, sets of elements of $\hat{\beta}$ that are connected in the original graph and share a common value. We might then consider testing the null hypothesis that the true mean of $\beta$ is the same across two \textit{estimated} connected components, that is,

$$H_0 : \sum_{j \in \hat{C}_1} \beta_j / |\hat{C}_1| = \sum_{f \in \hat{C}_2} \beta_f / |\hat{C}_2| \quad \text{versus} \quad H_1 : \sum_{j \in \hat{C}_1} \beta_j / |\hat{C}_1| \neq \sum_{f \in \hat{C}_2} \beta_f / |\hat{C}_2|,$$

(4)

where $\hat{C}_1 \subseteq V$ and $\hat{C}_2 \subseteq V$ are connected components of $\hat{\beta}$, with cardinality $|\hat{C}_1|$ and $|\hat{C}_2|$, and $\hat{C}_1 \cap \hat{C}_2 = \emptyset$. This is
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equivalent to testing \( H_0 : v^\top \beta = 0 \) versus \( H_1 : v^\top \beta \neq 0 \), where

\[ v_j = 1_{(j \notin \hat{C}_1)} / |\hat{C}_1| - 1_{(j \notin \hat{C}_2)} / |\hat{C}_2|, \quad j = 1, \ldots, n. \quad (5) \]

Here, \( H_0 \) is chosen based on the data, that is, we selected the contrast vector \( v \) in (5) because \( \hat{C}_1 \) and \( \hat{C}_2 \) are estimated connected components. We focus on developing a test of \( H_0 \) that controls the selective Type I error rate (Fithian, Sun, and Taylor 2014), that is, one for which the probability of rejecting \( H_0 \) at level \( \alpha \), given that \( H_0 \) holds and we decided to test \( H_0 \), is no greater than \( \alpha \):

\[ P_{H_0}(\text{reject } H_0 \text{ at level } \alpha \mid H_0 \text{ is tested}) \leq \alpha, \forall \alpha \in (0, 1). \quad (6) \]

It is not hard to see that a standard two-sample z-test of \( H_0 : v^\top \beta = 0 \), with p-value \( P_{H_0}(|v^\top Y| \geq |v^\top y|) \), fails to account for the fact that we decided to test \( H_0 \) after looking at the data, and therefore does not control the selective Type I error rate (6).

To address this problem, Hyun, G’Sell, and Tibshirani (2018) propose an elegant approach for testing \( H_0 : v^\top \beta = 0 \) that makes use of the selective inference framework developed by Lee et al. (2016), Fithian, Sun, and Taylor (2014), and Tibshirani et al. (2016). Their key insight is as follows: the set of \( v \) for which the inequality constraint in (7) is tight.

### 2. Background on the Generalized Lasso

In this section, we review the selective inference framework of Hyun, G’Sell, and Tibshirani (2018) for testing hypotheses based upon the generalized lasso estimator (2), which includes the graph fused lasso as a special case. Their framework relies on the dual path algorithm of Tibshirani and Taylor (2011) for solving (2). Thus, we begin with a very brief overview of that algorithm.

#### 2.1. The Dual Problem, and the Dual Path Algorithm

Tibshirani and Taylor (2011) develop an efficient path algorithm for solving the dual problem for (2), which takes the form

\[ \hat{u}(\lambda) = \arg\min_{u \in \mathbb{R}^m} \| y - D^\top u \|_2^2 \] subject to \[ \| u \|_\infty \leq \lambda, \] (7)

and is related to (2) through the identity \( \hat{\beta}(\lambda) = y - D^\top \hat{u}(\lambda) \), where the notation \( \hat{\beta}(\lambda) \) and \( \hat{u}(\lambda) \) makes explicit that \( \hat{\beta} \) and \( \hat{u} \) are functions of \( \lambda \). This dual path algorithm is detailed in Appendix A.1, supplementary materials. While the details of the algorithm are not important for the current paper, we briefly summarize the main idea. The algorithm begins with \( \lambda = \infty \), and then proceeds through a series of steps, corresponding to decreasing values of \( \lambda \). The kth step involves computing a boundary set \( B_k \subseteq \{m\} \), which consists of the subset of indices of the vector \( u \) for which the inequality constraint in (7) is tight. The signs of the elements of \( u \) associated with this boundary set, \( s_{B_k} \), are also computed. These quantities satisfy

\[ \hat{\beta}(\lambda) = \mathbb{P}_{\text{null}(D_{-B_k})}(y - \lambda \cdot D_{B_k}^\top s_{B_k}) \] (8)

for a range of \( \lambda \) values corresponding to the kth step (Tibshirani and Taylor 2011). In (8), \( D_{B_k} \) and \( D_{-B_k} \) correspond to the submatrices of \( D \) with rows in \( B_k \) and not in \( B_k \), respectively, and \( \mathbb{P}_{\text{null}(D_{-B_k})} \) is the projection matrix onto the null space of \( D_{-B_k} \). To summarize, (8) indicates that \( \hat{\beta}(\lambda) \) can be computed from \( (B_k, s_{B_k}) \), for an appropriate range of \( \lambda \) values.

The next proposition considers the special case of the graph fused lasso problem (3).

**Proposition 1.** Let \( B_k \) denote the boundary set that results from the kth step of the dual path algorithm for (3), and let \( \hat{\beta} \) denote
the solution to (3). Let $G_{\sim B_k}$ denote the subgraph of $G$ with edges in the boundary set $B_k$ removed, and let $C_1, \ldots, C_L$ denote the $L$ connected components of $G_{\sim B_k}$. Then, under (1), with probability $1$, $\hat{\beta}_j = \tilde{\beta}_j$ if and only if $j, j' \in C_l$ for some $l \in [L]$.

We close with a brief summary of the main points in this section:

- For the generalized lasso (2), $\hat{\beta}$ can be computed from $\lambda$ and $(B_k, B_{\sim B_k})$ from the dual path algorithm.
- In the special case of the graph fused lasso (3), the connected components of $\hat{\beta}$ can be computed from $B_k$ from the dual path algorithm.

2.2. Existing Work on Selective Inference for the Generalized Lasso

The main idea behind selective inference is as follows: when testing a null hypothesis that is a function of the data, to control the selective Type I error in the sense of (6), we must condition on the information used to construct that null hypothesis (Fithian, Sun, and Taylor 2014; Tibshirani et al. 2016; Lee et al. 2016). In particular, to test a null hypothesis of the form $H_0 : \nu^T \beta = 0$ where $\nu$ is a function of the data, we must condition on the information used to construct $\nu$.

In a recent elegant line of work, a number of authors have shown that the model selection events of several well-known model selection procedures, including the lasso (Lee et al. 2016), stepwise regression (Loftus and Taylor 2014; Tibshirani et al. 2014; Lee et al. 2016), and marginal screening (Reid, Taylor, and Tibshirani 2017), can be written as polyhedral constraints on $Y$. More precisely, conditioning on the selected model (and in some cases, additional information) is equivalent to conditioning on a polyhedral set $\{Y : AY \leq b\}$, where the matrix $A$ and the vector $b$ can be explicitly computed. Thus, we can test null hypotheses that are a function of the selected model by considering the null distribution of $Y$ truncated to a polyhedral set.

Recently, Hyun, G’Sell, and Tibshirani (2018) extended this line of work to develop an approach for selective inference for the generalized lasso (2). Their key insight is as follows:

The set of $Y$ that leads to a specified output for the first $K$ steps of the dual path algorithm for (2) is a polyhedron, i.e., $\{Y : AY \leq 0\}$, for a matrix $A$ that can be explicitly computed.

Proposition 2 details this result.

**Proposition 2** (Proposition 3.1 in Hyun, G’Sell, and Tibshirani (2018)). Consider solving (2) using the dual path algorithm for $y \in \mathbb{R}^n$. For the $k$th step, $k = 1, \ldots, K$, define

$$M_k(y) \equiv \{B_k(y), s_{B_k}(y), R_k(y), L_k(y)\}$$

where the boundary set $B_k(y)$ and the sign vector of the boundary set $s_{B_k}(y)$ are defined in Algorithm 1 (see Appendix A.1, supplementary materials), and $L_{k+1}(y) = \{i : i \in B_k(y), c_i < 0, d_i < 0\}$, for $a_i, c_i$, and $d_i$ specified in Algorithm 1.

Then the set $\{Y \in \mathbb{R}^n : \bigcap_{k=1}^K \{M_k(Y) = M_k(y)\}\}$ is of the form $\{Y : AY \leq 0\}$ for some matrix $A$ that can be constructed explicitly based on $M_1(y), \ldots, M_K(y)$.

Motivated by this result, Hyun, G’Sell, and Tibshirani (2018) proposed to test $H_0 : \nu^T \beta = 0$, where $\nu$ is a function of the generalized lasso estimator, via a $p$-value of the form

$$P_{\text{Hyun}} \equiv \mathbb{P}_{H_0}(\{\nu^T Y \geq |\nu^T y| \cap \bigcap_{k=1}^K \{M_k(Y) = M_k(y)\})$$

$$\Pi_\nu^+ Y = \Pi_\nu^+ y.$$

In (10), conditioning on $\Pi^+ \nu$ eliminates the nuisance parameter $\Pi^+ \nu \beta$; see sec. 3.1 of Fithian, Sun, and Taylor (2014). Now, under (1), the conditional distribution of $\nu^T Y$ is normal with mean zero and variance $\sigma^2||\nu||_2^2$, truncated to a set that can be characterized and efficiently computed using Proposition 2. This yields the $p$-value in (10). Furthermore, unlike the $z$-test based on the naive $p$-value $\mathbb{P}_{H_0}(\{\nu^T Y \geq |\nu^T y|\})$, a test that rejects $H_0$ when the $p$-value in (10) is less than some level $\alpha$ controls the selective Type I error rate, in the sense of (6).

We emphasize that the $p$-value in (10) conditions on the event $\bigcap_{k=1}^K \{M_k(Y) = M_k(y)\}$; that is, on all of the outputs of the first $K$ steps of the dual path algorithm (rather than simply the $k$th step). However, the contrast vector $\nu$ in $H_0 : \nu^T \beta = 0$ is constructed using only (at most) the output of the $k$th step in the dual path algorithm. In what follows, we will consider conditioning on much less information than (10). This will result in a test that controls the selective Type I error as in (6), and that has substantially higher power under the alternative.

3. Proposed Approach

3.1. What Should We Condition On?

To control the selective Type I error in (6), we must condition on the aspect of the data that led us to test the specific null hypothesis $H_0 : \nu^T \beta = 0$ (Fithian, Sun, and Taylor 2014; Hyun, G’Sell, and Tibshirani 2018).

If a data analyst wishes to choose the contrast vector $\nu$ in the null hypothesis $H_0 : \nu^T \beta = 0$ by inspecting the elements of $\hat{\beta}$ resulting from the $k$th step of the dual algorithm of the generalized lasso problem (2), then there is no reason to condition on $\bigcap_{k=1}^K \{M_k(Y) = M_k(y)\}$ (as was done by Hyun, G’Sell, and Tibshirani 2018), since the outputs of the first $K - 1$ steps of the dual path algorithm are not considered in constructing $\nu$. In fact, according to (8), which states that $B_K$ and $s_{B_K}$ uniquely determine $\hat{\beta}$, the data analyst need only condition on $B_K$ and $s_{B_K}$, rather than on $M_K = (B_K, s_{B_K}, R_K, L_K)$.

Furthermore, the data analyst might construct the contrast vector $\nu$ in $H_0 : \nu^T \beta = 0$ to take on a constant value within each connected component of $\hat{\beta}$, as in (4) and (5). Recall from Proposition 1 that the connected components of $\hat{\beta}$ are equivalent to the connected components of the subgraph $G_{\sim B_K}$. Therefore, it suffices to condition only on the connected components of the subgraph $G_{\sim B_K}$, or even on just the pair of connected components under investigation in (4).

What is the disadvantage of conditioning on $\bigcap_{k=1}^K \{M_k(Y) = M_k(y)\}$, as in Hyun, G’Sell, and Tibshirani...
(2018)? Conditioning on too much information leads to a loss of power (Fithian, Sun, and Taylor 2014; Lee et al. 2016; Liu, Markovic, and Tibshirani 2018; Jewell, Fearnhead, and Witten 2022). We wish to condition on less information to achieve higher power than Hyun, G’Sell, and Tibshirani (2018), while controlling the selective Type I error (6). Of course, this could result in computational challenges, as the conditioning sets described in the use cases above are not polyhedral, so the conditional distribution of $v^\top Y$ is no longer a normal truncated to an easily characterized set.

In what follows, we focus on the case where the data analyst constructs the contrast vector $v$ to take on a constant value in each connected component of $\hat{\beta}$, and consider a $p$-value of the form

$$ p_{\hat{C}_1, \hat{C}_2} = \mathbb{P}_{H_0}(v^\top Y \geq |v^\top y| | \hat{C}_1(y), \hat{C}_2(y) \in CC_K(Y), \Pi_{v^\top Y} = \Pi_{v^\top y}). $$

(11)

In (11), $\hat{C}_1(y)$ and $\hat{C}_2(y)$ are two connected components estimated from the data realization $y$ and used to construct the contrast vector $v$ in (5), and $CC_K(Y)$ is the set of connected components obtained from applying $K$ steps of the dual path algorithm for (3) to the random variable $Y$. Roughly speaking, this $p$-value answers the following question:

**Assuming that there is no difference between the population means of $\hat{C}_1$ and $\hat{C}_2$, then what’s the probability of observing such a large difference in the sample means of $\hat{C}_1$ and $\hat{C}_2$, given that these two connected components were estimated from the data?**

While our proposed $p$-value $p_{\hat{C}_1, \hat{C}_2}$ conditions on far less information than Hyun, G’Sell, and Tibshirani (2018), the recent proposal of Le Duy and Takeuchi (2021) takes an intermediate approach. They condition on the full boundary set $B_K$ at the $K$th step of the dual path algorithm (and thus, implicitly, on all of the connected components in $CC_K(Y)$), whereas we condition only on the two connected components of interest. See Appendix A.13, supplementary materials for further discussion and comparison.

### 3.2. Illustrative Example

We now demonstrate that conditioning on less information leads to increased power, using an example involving the graph fused lasso applied to a two-dimensional grid graph.

To begin, we constructed a graph composed of 64 nodes arranged in an $8 \times 8$ grid, such that each node is connected to its four closest (up, down, left, right) neighbors. We generated data on this grid according to (1), where $\beta$ has three piecewise constant segments, $C_1$, $C_2$, and $C_3$, with means of 3, 0, and $-3$, respectively. The true values of $\beta$, as well as the data generated from this model, are shown in Figures 1(a)–(b). On this particular dataset, $K = 13$ steps of the dual path algorithm for the graph fused lasso recovered the true connected components exactly.

For each pair of connected components, we then constructed a contrast vector $v$ as in (4), so that $H_0 : v^\top \beta = 0$ posits that the two components being tested have the same mean. We tested $H_0$ using the $p$-values $p_{\text{Hyun}}$ and $p_{\hat{C}_1, \hat{C}_2}$ given in (10) and (11), respectively. The $p$-values for all pairs of connected components
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**Figure 1.** (a): We generated $\beta$ on an $8 \times 8$ grid. There are three true connected components, which take on values of $-3, 0,$ and $3$. (b): A noisy realization from the model $Y \sim N(\beta, I_{64})$. In this particular example, running 13 steps of the dual path algorithm for the graph fused lasso results in perfect recovery of the true connected components of $\beta$ (displayed in gray). (c): For each pair of estimated connected components, we tested the null hypothesis of equality in means using $p_{\text{Hyun}}$ in (10) and $p_{\hat{C}_1, \hat{C}_2}$ in (11). (d): The conditional null distributions of $v^\top Y$, where $v$ is chosen to test for a difference in means between $C_1$ and $C_2$, conditional on the conditioning sets in the definitions of $p_{\text{Hyun}}$ in (10) and $p_{\hat{C}_1, \hat{C}_2}$ in (11). In (d), the test statistic $|v^\top y| = 3.36$ is displayed as a dashed black line; this value is quite large relative to the null distribution of $p_{\hat{C}_1, \hat{C}_2}$, but modest relative to that of $p_{\text{Hyun}}$.**
are displayed in Figure 1(c). Because \( p_{\text{Hyun}} \) conditions on unnecessary information, the test based on \( p_{\text{Hyun}} \) has extremely low power and it cannot reject any \( H_0 \). By contrast, the test based on \( p_{\hat{C}_1, \hat{C}_2} \) has higher power. In Figure 1(d), we display the null distribution of \( v^\top Y \), conditional on the conditioning sets in (10) and (11).

### 3.3. Properties of \( p_{\hat{C}_1, \hat{C}_2} \)

The following result establishes key properties of \( p_{\hat{C}_1, \hat{C}_2} \) in (11).

**Proposition 3.** Suppose that \( Y \sim \mathcal{N}(\beta, \sigma^2 I_\nu) \). Define

\[
y'(\phi) = \Pi_+^\top y + \phi \cdot \frac{v}{||v||_2} = y + \left( \frac{\phi - v^\top y}{||v||_2^2} \right) v.
\]

(12)

Let \( \phi \sim \mathcal{N}(0, \sigma^2 ||v||_2^2) \). Then, under \( H_0 : v^\top \beta = 0 \),

\[
p_{\hat{C}_1, \hat{C}_2} = \mathbb{P} \left( |\phi| \geq |v^\top y|, \hat{C}_1(y), \hat{C}_2(y) \in CC_K(y'(\phi)) \right). \quad (13)
\]

Moreover, the test that rejects \( H_0 \) if \( p_{\hat{C}_1, \hat{C}_2} \leq \alpha \) controls the selective Type I error at level \( \alpha \).

Therefore, to compute the \( p \)-value in (11), it suffices to characterize the set

\[
S_{\hat{C}_1, \hat{C}_2} = \left\{ \phi \in \mathbb{R} : \hat{C}_1(y), \hat{C}_2(y) \in CC_K(y'(\phi)) \right\}. \quad (14)
\]

We can think of \( y'(\phi) \) in (12) as a perturbation of the data by a function of \( \phi \) along the direction defined by \( v \). Figure 2 illustrates this intuition in the toy example from Figure 1, in the context of a test for the difference in the means of \( C_1 \) and \( \hat{C}_2 \) (see Figure 2(a)). Panel (a) displays the observed data, for which \( v^\top y = 3.36 \), where \( v \) is defined in (5). In panel (b), we perturb the observed data to \( \phi = 0 \). Now the graph fused lasso with \( K = 13 \) no longer detects the three connected components. In panel (c), we perturb the observed data to \( \phi = -5 \); in this case, the graph fused lasso with \( K = 13 \) estimates all three connected components. Therefore, \( \phi = 3.36 \) and \( -5 \) are in the set \( \{ \phi \in \mathbb{R} : \hat{C}_1, \hat{C}_2 \in CC_3(y'(\phi)) \} \), but \( \phi = 0 \) is not. Panel (d) displays \( \{ \phi \in \mathbb{R} : \hat{C}_1, \hat{C}_2 \in CC_3(y'(\phi)) \} = (-\infty, -1.71) \cup (1.69, 12.3) \cup (36.3, \infty) \).

We now leverage ideas from Jewell, Fearnhead, and Witten (2022) to develop an efficient approach to compute the set (14). First, we characterize the set \( S_{\hat{C}_1, \hat{C}_2} \) in (14) in Proposition 4. Recall that \( M_k(y) = (B_k(y), s_B(y), R_k(y), L_k(y)) \) is the output of the \( k \)th step of Algorithm 1, supplementary materials. We first present a corollary of Proposition 2.

**Corollary 1.** The set \( \{ \phi \in \mathbb{R} : \bigcap_{k=1}^K \{ M_k(y'(\phi)) = M_k(y) \} \} \) is an interval.

**Proposition 4.** Let \( \mathcal{I} \) be the set of possible outputs of Algorithm 1, supplementary materials that yield \( \hat{C}_1 \) and \( \hat{C}_2 \) and can be obtained via a perturbation of \( y \) defined in (12), that is,

\[
\mathcal{I} \equiv \left\{ (m_1, \ldots, m_K) : \exists \alpha \in \mathbb{R} \text{ such that} \right\}
\]

\[
\hat{C}_1(y), \hat{C}_2(y) \in CC_K(y'(\alpha)), \bigcap_{k=1}^K \{ M_k(y'(\alpha)) = m_k \}. \quad (15)
\]

Then, there exists an index set \( \mathcal{J} \) and scalars \( a_{-1} < a_0 < a_1 < a_2 < \cdots \) such that
1. the set $\mathcal{S}_{\hat{C}_1, \hat{C}_2}$ in (14) is the union of $|\mathcal{J}|$ intervals:

$$
\mathcal{S}_{\hat{C}_1, \hat{C}_2} = \left\{ \phi \in \mathbb{R} : \hat{C}_1(y), \hat{C}_2(y) \in CC_K(y') \right\} = \bigcup_{i \in \mathcal{I}} \{a_i, a_{i+1}\},
$$

(16)

2. $|\mathcal{I}| = |\mathcal{J}|$ (i.e., the sets $\mathcal{I}$ and $\mathcal{J}$ have the same cardinality); and

3. $\forall i \in \mathcal{J}$, $\exists (m_1, \ldots, m_K) \in \mathcal{I}$ such that $\{a_i, a_{i+1}\} = \left\{ \phi \in \mathbb{R} : \bigcap_{k=1}^{K} \{M_k(y'(\phi)) = (m_1, \ldots, m_K)\} \right\}$.

In words, Proposition 4 states that the set $\mathcal{S}_{\hat{C}_1, \hat{C}_2}$ in (14) can be expressed as a union of intervals, each of which can be computed by applying Corollary 1 on a perturbation of $y$. Next, we use Proposition 4 to develop an efficient recipe to compute $\mathcal{S}_{\hat{C}_1, \hat{C}_2}$ by constructing the index set $\mathcal{J}$ and scalars $\cdots < a_{-2} < a_{-1} < a_0 < a_1 < a_2 < \cdots$. To begin, we run the first $K$ steps of the dual path algorithm on the data $y$. We then apply Corollary 1 to obtain the set $[a_0, a_1] = \left\{ \phi \in \mathbb{R} : \bigcap_{k=1}^{K} \{M_k(y'(\phi)) = M_k(y)\} \right\}$. By construction, $[a_0, a_1] \subseteq \mathcal{S}_{\hat{C}_1, \hat{C}_2}$, because $\hat{C}_1$ and $\hat{C}_2$ are connected components estimated from the data $y$. Therefore, we initialize the index set $\mathcal{J}$ as $\{0\}$. Then, for a small $\eta > 0$, we apply Corollary 1 to obtain the interval $\left\{ \phi \in \mathbb{R} : \bigcap_{k=1}^{K} \{M_k(y'(\phi)) = M_k(y'(a_1 + \eta))\} \right\}$. If the left endpoint of this interval does not equal $a_1$, then we must repeat with a smaller value of $\eta$ until we obtain an interval of the form $[a_1, a_2]$. We can then check whether $\hat{C}_1, \hat{C}_2 \in CC_K(y'(a_1 + \eta))$: if so, then $[a_1, a_2] \subseteq \mathcal{S}_{\hat{C}_1, \hat{C}_2}$ and we update $\mathcal{J}$ to include $[1]$. Otherwise, $\mathcal{J}$ remains unchanged. We continue in this vein, along the positive real line, until we reach an interval for which the right endpoint equals $\infty$.

Finally, we proceed along the negative real line: we apply Corollary 1 to compute the interval $[a_{-1}, a_0] = \left\{ \phi \in \mathbb{R} : \bigcap_{k=1}^{K} \{M_k(y'(\phi)) = M_k(y'(a_0 - \eta))\} \right\}$. If $\hat{C}_1, \hat{C}_2 \in CC_K(y'(a_0 - \eta))$, then $\mathcal{J}$ is set to $\mathcal{J} \cup \{-1\}$; otherwise, $\mathcal{J}$ remains unchanged. We iterate until the algorithm outputs an interval for which the left endpoint equals $-\infty$. Finally, $\mathcal{S}_{\hat{C}_1, \hat{C}_2} = \bigcup_{i \in \mathcal{J}} \{a_i, a_{i+1}\}$. The procedure is summarized in Algorithm 2 of Appendix A.3, supplementary materials.

In our implementation, we initialize with $\eta = 10^{-4}$, which proves to be an efficient choice in experiments in Section 5 (see details in Appendix A.3, supplementary materials). In principle, the running time of Algorithm 2 can be quite slow, and potentially even exponential in $K$. However, in practice, the runtime of Algorithm 2 is nowhere near the worst-case upper bound (see Appendix A.11, supplementary materials for a detailed empirical study of the timing complexity of Algorithm 2). In addition, in Proposition 5, we describe an “early stopping” rule that guarantees a conservative $p$-value and only requires running Algorithm 2 until we reach intervals containing $|u \uparrow y| + \delta$ and $-|u \downarrow y| - \delta$ for some $\delta > 0$, as opposed to $\infty$ and $-\infty$. Then, the set is appended with $(-\infty, -|u \downarrow y| - \delta]$ and $[|u \uparrow y| + \delta, \infty)$. This “early stopping” rule also applies to the extensions in Section 4. In practice, we suggest using $\delta = \max\{0, 10\sigma ||u||_2 - |u \downarrow y|\}$ to balance the inferential accuracy and computational efficiency (see details in Appendix A.6, supplementary materials).

**Proposition 5.** Provided that $\mathbb{P}(\phi \in S_{\hat{C}_1, \hat{C}_2}) > 0$, for any $\delta > 0$, we have that

$$
\mathbb{P}\left( |\phi| \geq |u \uparrow y| \right| \phi \in S_{\hat{C}_1, \hat{C}_2}) \geq \mathbb{P}\left( |\phi| \geq |u \uparrow y| \right| \phi \in S_{\hat{C}_1, \hat{C}_2}) \geq (\infty, -|u \downarrow y| - \delta] \cup S_{\hat{C}_1, \hat{C}_2} \cup [|u \uparrow y| + \delta, \infty).
$$

4. Extensions

4.1. Confidence Intervals for $u \uparrow \beta$

We now construct a $(1 - \alpha)$ confidence interval for $u \uparrow \beta$, the difference between the population means of two connected components $\hat{C}_1$ and $\hat{C}_2$ resulting from the graph fused lasso.

**Proposition 6.** Suppose that (1) holds, and let $\hat{C}_1$ and $\hat{C}_2$ be two connected components obtained from performing $K$ steps of the dual path algorithm for the graph fused lasso (3). For a given value of $\alpha \in (0, 1)$, define functions $\theta(t)$ and $\theta_u(t)$ such that

$$
F^{\mathcal{S}_{\hat{C}_1, \hat{C}_2}}(t) = \frac{1 - \alpha}{2}, \quad F^{\mathcal{S}_{\hat{C}_1, \hat{C}_2}}(t) = \frac{\alpha}{2},
$$

(18)

where $F^{\mathcal{S}_{\hat{C}_1, \hat{C}_2}}(t)$ is the cumulative distribution function of a $N(\mu, \sigma^2)$ random variable, truncated to the set $\mathcal{S}_{\hat{C}_1, \hat{C}_2}$ defined in (14). Then $[\theta(t \uparrow u), \theta_u(t \uparrow u)]$ has $(1 - \alpha)$ selective coverage (Fithian, Sun, and Taylor 2014; Lee et al. 2016; Tibshirani et al. 2016) for $u \uparrow \beta$, in the sense that

$$
\mathbb{P}\left( \theta(t \uparrow u), \theta_u(t \uparrow u) \mid \hat{C}_1, \hat{C}_2 \in CC_K(Y) \right) = 1 - \alpha.
$$

(19)

Computing $\theta(t)$ and $\theta_u(t)$ in (18) amounts to a root-finding problem, which can be solved using bisection (Chen and Bien 2020). A similar result is used to construct confidence intervals corresponding to $p_{\text{Hyun}}$ in Hyun, G’Sell, and Tibshirani (2018).

4.2. An Alternative Conditioning Set

The conditioning set for $p_{\hat{C}_1, \hat{C}_2}$ involves the connected components of the graph fused lasso solution after $K$ steps of the dual path algorithm. However, in practice, a data analyst might prefer a more “user-facing” choice of $K$, such as the value that yields $L$ connected components in the solution $\beta$.

For this reason, we now consider a slight modification of $p_{\hat{C}_1, \hat{C}_2}$.

$$
p_{\hat{C}_1, \hat{C}_2}^* = \mathbb{P}_{H_0}\left( |\phi \uparrow y| \geq |u \uparrow y| \right| \hat{C}_1(y), \hat{C}_2(y) \in CC(Y),
$$

$$
\Pi_{Y \uparrow} Y = \Pi_{Y \downarrow} Y),
$$

(20)

where the subscript $K$ on $CC$ has been dropped, indicating that the number of steps of the graph fused lasso algorithm is no longer fixed; instead, the function $CC$ now represents the graph fused lasso estimator tuned to yield exactly $L$ connected components. Thus, in $p_{\hat{C}_1, \hat{C}_2}^*$, we condition on datasets
for which $\hat{C}_1(y), \hat{C}_2(y)$ are among $L$ connected components estimated using the graph fused lasso. It is not hard to show that Proposition 4 and Algorithm 2, supplementary materials require only minor modifications to enable the computation of the p-values $p_{\hat{C}_1, \hat{C}_2}$; details are provided in Section A.8 of the Appendix, supplementary materials.

5. Simulation Study

We consider testing the null hypothesis $H_0 : \nu^T \beta = 0$ versus $H_1 : \nu^T \beta \neq 0$, where, unless otherwise stated, $\nu$ is defined in (5) for a randomly-chosen pair of estimated connected components $\hat{C}_1, \hat{C}_2$ of the solution to (3). We consider three p-values: $p_{\text{Hyun}}$ in (10), $p_{\hat{C}_1, \hat{C}_2}$ in (11), and the naive p-value

$$p_{\text{Naive}} \equiv \mathbb{P}_{H_0}(|\nu^T Y| \geq |\nu^T y|),$$

and compare the selective Type I error (6) and power of the tests that reject $H_0$ when these p-values are less than $\alpha = 0.05$.

In the simulations that follow, comparing the power of the tests requires a bit of care. Because the null hypothesis $H_0 : \nu^T \beta = 0$ involves the contrast vector $\nu$, which is a function of the data, the effect size $|\nu^T \beta|$ may differ across simulated datasets from the same data-generating distribution. Therefore, in what follows, we consider the power as a function of $|\nu^T \beta|$. Alternatively, we can separately assess the detection probability (i.e., the probability that $\hat{C}_1$ and $\hat{C}_2$ are true piecewise constant segments) and the “conditional power” (Gao, Bien, and Witten 2020; Hyun et al. 2021) (i.e., the probability of rejecting $H_0$, given that $\hat{C}_1, \hat{C}_2$ are true piecewise constant segments). Details are in Appendix A.9, supplementary materials.

5.1. One-Dimensional Fused Lasso

We first consider the special case of the graph fused lasso on a chain graph, in which the observations are ordered, and there is an edge between each pair of adjacent observations. This leads to the one-dimensional fused lasso problem (Tibshirani and Taylor 2011). We simulated from the “middle mutation” model of Hyun et al. (2021), where the signal contains two true changepoints of size $\delta$, and in turn, three connected components:

$$Y_j \sim \mathcal{N}(\beta_j, \sigma^2), \quad \beta_j = \delta \times 1_{(101 \leq j \leq 140)}, \quad j = 1, \ldots, 200.$$  

Figure 3(a) displays an example of this synthetic data with $\delta = 3$ and $\sigma = 1$.

5.1.1. Selective Type I Error Control under the Global Null

We simulated $y_1, \ldots, y_{200}$ according to (22) with $\delta = 0$ and $\sigma = 1$. Therefore, the null hypothesis $H_0 : \nu^T \beta = 0$ holds for all contrast vectors $\nu$ in (5), regardless of the pair of estimated connected components under consideration.

We solved (3) with $K = 2$ steps in the dual path algorithm, which yields exactly three estimated connected components by the properties of the one-dimensional fused lasso. Then, for each simulated dataset, we computed $p_{\hat{C}_1, \hat{C}_2}$ in (11), $p_{\text{Hyun}}$ in (10), and the naive p-value in (21).

Figure 3(b) displays the observed p-value quantiles versus Uniform(0,1) quantiles, aggregated over 1000 simulated datasets. We see that (i) the test based on the naive p-value in (21), which does not account for the fact that the connected components were estimated from the data, is anti-conservative; and (ii) tests based on $p_{\text{Hyun}}$ and $p_{\hat{C}_1, \hat{C}_2}$ control the selective Type I error (6).

5.1.2. Power as a Function of Effect Size

Next, we show that the test based on $p_{\hat{C}_1, \hat{C}_2}$ has higher power than that based on $p_{\text{Hyun}}$. We generated 1,500 datasets from (22) with $\sigma \in \{0.5, 1, 2\}$, for each of 10 evenly-spaced values of $\delta \in [0.5, 5]$. For every simulated dataset, we solved (3) with $K = 2$. We then rejected $H_0 : \nu^T \beta = 0$ if $p_{\text{Hyun}}$ or $p_{\hat{C}_1, \hat{C}_2}$ was less than $\alpha = 0.05$. Recalling that $\nu$ in (5) is a function of the data, and the effect size $|\nu^T \beta|$ will vary across simulated datasets drawn from an identical distribution, we created seven evenly-spaced bins of the observed values of $|\nu^T \beta|$, and then computed the proportion of simulated datasets for which we rejected $H_0$ within each bin.
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Figure 3. (a): One realization of $y$ generated according to (22) with $\delta = 3$ and $\sigma = 1$ (gray dots), along with the true signal $\beta$ (black curve). (b): When $\delta = 0$, tests based on both $p_{\text{Hyun}}$ in (10) and $p_{\hat{C}_1, \hat{C}_2}$ in (11) control the selective Type I error in the sense of (6). By contrast, the naive p-value in (21) leads to a test with inflated selective Type I error. (c): The power of the tests based on both $p_{\text{Hyun}}$ and $p_{\hat{C}_1, \hat{C}_2}$ increases as a function of $|\nu^T \beta|$. For a given bin of $|\nu^T \beta|$, the test based on $p_{\hat{C}_1, \hat{C}_2}$ has higher power than the test based on $p_{\text{Hyun}}$; the power of each test increases as $\sigma$ decreases.
Results are in Figure 3(c). The power of each test increases as the value of \(|v^T \beta|\) increases. For a given bin of \(|v^T \beta|\), the test based on \(p_{\hat{C}_1, \hat{C}_2}\) has higher power than the test based on \(p_{\text{Hyun}}\). For a given test and bin of \(|v^T \beta|\), a smaller value of \(\sigma\) results in higher power. As an alternative to binning, we can use regression splines to estimate the power as a smooth function of the effect size; see Appendix A.9, supplementary materials.

5.2. Two-Dimensional Fused Lasso

We consider the graph fused lasso on a grid graph, constructed by connecting each node to its four closest neighbors (up, down, left, right). This leads to the two-dimensional fused lasso problem, also known as total-variation denoising (Rudin, Osher, and Fatemi 1992; Tibshirani and Taylor 2011).

The signal \(\beta\) consists of with 64 observations arranged in an 8 \(\times\) 8 grid. It has three piecewise constant segments with means \(\delta, 0,\) and \(−\delta\), displayed in Figure 4(a):

\[
Y_j \sim \mathcal{N}(\beta_j, \sigma^2), \quad \beta_j = \delta \times 1_{(j \in C_1)} + (-\delta) \times 1_{(j \in C_2)},
\]

\[j = 1, \ldots, 64.\]  

5.2.1. Selective Type I Error Control under the Global Null

We simulated \(y_1, \ldots, y_{64}\) according to (23) with \(\delta = 0\) and \(\sigma = 1\). Thus, the null hypothesis \(H_0: v^T \beta = 0\) holds for any contrast vector \(v\) under consideration.

For each simulated dataset, we solved (3) with \(K = 15\) steps in the dual path algorithm, which typically yields between 2 and 4 estimated connected components. Then, provided that there was more than one connected component in the solution \(\hat{\beta}\), we computed \(p_{\text{Naive}}\) in (21), \(p_{\text{Hyun}}\) in (10), and \(p_{\hat{C}_1, \hat{C}_2}\) in (11). We rejected \(H_0\) if the \(p\)-values were less than \(\alpha = 0.05\).

Panel (b) of Figure 3 displays the observed \(p\)-values quantiles versus the Uniform(0, 1) quantiles, over 1,000 simulated datasets. As in Section 5.1.1, the tests based on both \(p_{\text{Hyun}}\) and \(p_{\hat{C}_1, \hat{C}_2}\) control the selective Type I error in (6), whereas the test based on \(p_{\text{Naive}}\) is anti-conservative.

5.2.2. Power as a Function of Effect Size

We generated data according to (23) with each of eight evenly-spaced values of \(\delta \in [0.5, 4]\) and \(\sigma \in [0.5, 1, 2]\). For each simulated dataset, we solved (3) with \(K = 15\) steps in the dual path algorithm. Provided that there were at least two estimated connected components, we then computed \(p_{\text{Hyun}}\) in (10) and \(p_{\hat{C}_1, \hat{C}_2}\) in (11), and rejected \(H_0\) if the \(p\)-values were less than 0.05.

In Figure 4(c), we display the proportion of simulated datasets for which we rejected \(H_0\) using the two tests, over seven evenly-spaced bins of \(|v^T \beta|\). For a given bin, the test based on \(p_{\hat{C}_1, \hat{C}_2}\) has substantially higher power than that based on \(p_{\text{Hyun}}\); the power of each test increases as \(\sigma\) decreases.

5.3. Allowing for Unknown Variance

Throughout this section, we have assumed that \(\sigma^2\) in (1) is known. In Appendix A.10, supplementary materials, we investigate the Type I error control and power of several variance estimators in simulations.

6. Data Applications

In this section, we apply our proposed \(p\)-value \(p_{\hat{C}_1, \hat{C}_2}\) to a dataset consisting of two measures: (a) drug overdose death rates (deaths per 100,000 persons), and (b) teenage birth rates (births per 1000 females aged 15–19), in each of the 48 contiguous states in the United States (Centers for Disease Control and Prevention 2020a, 2020b). In what follows, we consider the two measures after applying a log transformation. We can think of the data as noisy measurements of the true drug overdose death and teenage birth rate rates in each state, which are known to exhibit geographic trends (Ventura, Hamilton, and Matthews 2014; Amin et al. 2017; Schieber et al. 2019). Therefore, we solve the graph fused lasso in (3) with a custom graph that encodes the geography of the 48 states: each state is a node, and there is an edge between each contiguous pair of states. We then consider testing the equality of measures for pairs of estimated connected components.
For each pair of connected components, we computed three
$p$-values: $p_{\hat{C}_1, \hat{C}_2}$ in (11), $p_{\text{Hyun}}$ in (10), and $p_{\text{Naive}}$ in (21). We also computed
confidence intervals for $v^T \beta$, the difference between
population means of a pair of estimated connected components,
using $p_{\hat{C}_1, \hat{C}_2}$ and $p_{\text{Hyun}}$, as described in Section 4.1, along with
the naive confidence interval $[v^T y - z_{1-\alpha/2} \cdot \sigma ||v||_2, v^T y + z_{1-\alpha/2} \cdot \sigma ||v||_2]$, where $z_{\alpha}$ is the $\alpha$th quantile of the standard
normal distribution. For each $p$-value and confidence interval, we
used $\hat{\sigma}^2 = \frac{1}{48-\ell} \sum_{j=1}^{\ell} \sum_{j' \in \hat{C}_j} (y_j - (\sum_{j' \in \hat{C}_j} y_{j'}/|\hat{C}_j|))^2$ to
estimate $\sigma^2$ in (1), where $\hat{C}_1, \ldots, \hat{C}_4$ are the estimated connected
components. The average time required to test each hypothesis
$H_0 : v^T \beta = 0$ is 2 min.

6.1. Drug Overdose Death Rates in the Contiguous U.S. in 2018

Figure 5(a) displays the drug overdose death rate in a color
map. We solved (3) with $K = 30$ steps in the dual path
algorithm, which resulted in five connected components (see
Appendix A.12, supplementary materials for results with other
choices of $K$); the results are displayed in Figure 5(b). We have
estimated a constant drug overdose death rate in five geographical
regions, which we refer to as the Northeast ($\hat{C}_1$), Ohio ($\hat{C}_2$),
the West and Mountain region ($\hat{C}_3$), the Southeast ($\hat{C}_4$), and the
Midwest ($\hat{C}_5$). Among these regions, the Northeast and Midwest
have the highest estimated drug overdose rates.

We assess the equality of the means of each pair of connected
components using $p_{\text{Naive}}$ in (21), $p_{\text{Hyun}}$ in (10), and $p_{\hat{C}_1, \hat{C}_2}$ in
(11). The results are in Figure 5(c). The subset of pairs for
which $p_{\hat{C}_1, \hat{C}_2}$ is below 0.05 and $p_{\text{Hyun}}$ is not is displayed in bold.

For instance, the Northeast ($\hat{C}_1$) and the Southeast ($\hat{C}_4$) have a statistically significant difference in mean drug overdose death rates using the test based on $p_{\hat{C}_1, \hat{C}_2}$, but not using the test based on $p_{\text{Hyun}}$ at level $\alpha = 0.05$. Confidence intervals corresponding to these $p$-values are displayed in Figure 5(d). Intervals based on $p_{\text{Hyun}}$ are much wider than those based on $p_{\hat{C}_1, \hat{C}_2}$ across all 10 pairs of connected components. In addition, the confidence intervals based on $p_{\hat{C}_1, \hat{C}_2}$ are not much wider than those based on $p_{\text{Naive}}$, even though the latter do not have correct coverage for the true parameter $v^T \beta$.

6.2. Teenage Birth Rates in the Contiguous U.S. in 2018

Figure 6(a) displays the teenage birth rate in each of the 48
states. We solved the graph fused lasso with $K = 30$ steps of the
dual path algorithm, which results in five estimated connected
decomponents displayed in Figure 6(b); Appendix A.12, supple-
mentary materials contains additional results for $K = 20$. For
each pair of estimated connected components, we computed the
$p$-values $p_{\text{Naive}}, p_{\text{Hyun}},$ and $p_{\hat{C}_1, \hat{C}_2},$ along with the corresponding
confidence intervals for the difference in means. The results are displayed in Figures 6(c) and (d).

As in Section 6.1, at level $\alpha = 0.05$, the test based on $p_{\hat{C}_1, \hat{C}_2}$
makes more rejections than that based on $p_{\text{Hyun}}$. Additionally,
the confidence intervals based on $p_{\hat{C}_1, \hat{C}_2}$ are much narrower
than those based on $p_{\text{Hyun}}$; in some cases, the former are of
comparable length to those based on $p_{\text{Naive}}$.

![Figure 5](image_url)

**Figure 5.** (a) The observed drug overdose death rates (deaths per 100,000 persons) for the 48 contiguous U.S. states in the year 2018. (b): Applying the graph fused lasso to the drug overdose data results in five estimated connected components. (c): For each pair of estimated connected components, we computed $p_{\text{Naive}}$ in (21), $p_{\text{Hyun}}$ in (10), and $p_{\hat{C}_1, \hat{C}_2}$ in (11). For brevity, we use the notation $\hat{\beta}_j = \sum_{j' \in \hat{C}_j} \hat{\beta}_{j'}/|\hat{C}_j|$. (d): For each pair of estimated connected components, we constructed confidence intervals for the difference in means, corresponding to $p_{\text{Naive}}, p_{\text{Hyun}},$ and $p_{\hat{C}_1, \hat{C}_2}$. 

|   | $p_{\text{Naive}}$ | $p_{\text{Hyun}}$ | $p_{\hat{C}_1, \hat{C}_2}$ |
|---|------------------|------------------|------------------|
| $\beta_1$ | 0.78 | 0.78 | 0.45 |
| $\beta_1$ | $\beta_3$ | < 0.001 | < 0.001 | 0.890 |
| $\beta_1$ | $\beta_4$ | 0.003 | 0.024 | 0.820 |
| $\beta_1$ | $\beta_5$ | 0.12 | 0.49 | 0.68 |
| $\beta_1$ | $\beta_6$ | 0.007 | 0.64 | 0.58 |
| $\beta_1$ | $\beta_7$ | 0.10 | 0.70 | 0.65 |
| $\beta_1$ | $\beta_8$ | 0.29 | 0.78 | 0.52 |
| $\beta_1$ | $\beta_9$ | 0.03 | 0.21 | 0.36 |
| $\beta_1$ | $\beta_5$ | 0.003 | 0.039 | 0.650 |
| $\beta_1$ | $\beta_6$ | 0.36 | 0.24 | 0.60 |
7. Discussion

We have proposed a new procedure for testing the difference in the means of two connected components resulting from the graph fused lasso. Our approach conditions on less information than existing approaches, leading to substantially higher power while still controlling the selective Type I error.

Methods developed in this article are implemented in the R package GFLassoInference. Instructions on how to download and use this package can be found at https://yiqunchen.github.io/GFLassoInference. Code and files to reproduce the results in the article can be found at https://github.com/yiqunchen/GFLassoInference-experiment.

7.1. Incorporating the Selection of the Tuning Parameter

Throughout this article, we have chosen \( K \), the number of steps in the dual path algorithm for (3), without making use of the data. However, in practice, the tuning parameter \( K \) is often selected based on the data. For instance, we could choose the value of \( K \) that minimizes the modified Bayesian information criterion (Hyun, G’Sell, and Tibshirani 2018; Zhang and Siegmund 2007). We leave the details to future work.

7.2. Extension to other Generalized Lasso Problems

Ideas in this article apply beyond the setting of the piecewise constant model in (1) and the graph fused lasso estimator in (3). For instance, we can consider extending our proposal to the trend filtering problem, which postulates that the underlying signal is ordered and piecewise polynomial (Kim et al. 2009; Tibshirani 2014). Because trend filtering is a special case of (2) and can be solved using the dual path algorithm, an extension of the approach in Section 3 can be applied.

In addition, we can extend our proposal from an identity matrix in (2) to any design matrix \( X \in \mathbb{R}^{n \times q} \) with full column rank, that is, \( \hat{\beta} = \arg \min_{\beta \in \mathbb{R}^q} \{ \frac{1}{2} ||y - X\beta||_2^2 + \lambda ||D\beta||_1 \} \). Hyun, G’Sell, and Tibshirani (2018) showed that a p-value similar to (10) can be used in this case to test the hypothesis (4). Therefore, we can directly apply the computational insights in Section 3 to obtain a more powerful test.

We leave the details of outlined extensions, as well as comparisons to recent selective inference tools for trend filtering (e.g., Mehrizi and Chenouri 2021; Leiner et al. 2021), to future work.

7.3. Relaxes Assumptions in (1)

While the idea of conditioning on less information to improve the power of a selective inference procedure applies regardless of the distributions of the observations, the assumptions in model (1) are critical to the proof of Proposition 3, and therefore, the efficient computation of \( \bar{p}_{C_1,C_2} \). A line of recent work in selective inference has focused on relaxing these assumptions in high-dimensional linear modeling (Tibshirani et al. 2018; Tian and Taylor 2018; Charkhi and Claeskens 2018), and may be applicable to the generalized lasso. Alternatively, we can extend (1) to other exponential family distributions by leveraging the recent developments in generalized data carving (Rasines and Alastair Young 2021; Leiner et al. 2021; Schultheiss, Renaux, and Bühlmann 2021).
Supplementary Materials

The supplementary material contains proofs, technical details, and additional simulation results. [Online].
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