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1 Introduction
Imagine you have designed an algorithm for a tabletop robotic arm. You had a task specification (e.g., move an object from the in-tray to an out-tray). You likely also had an environment specification—a description of the range of environments the robot should perform successfully in (e.g., “robot at table’s centre, two trays at any position on the table, object weighs 500-1000g and always starts in the in-tray”). Across all potential variations in position, size, and weight, you now wish to assess your algorithm’s performance (e.g., with an STL robustness metric based on your task specification [8, 11, 15]).

Checking all possible environments is usually impossible: one robotic experiment, even simulated, takes non-trivial time; We cannot check all values for continuous variables like object position without first discretizing them; assessing all interaction effects between parameters requires an exponential combination of values. Realistically, we have time to try only a finite subset of the possible environments.

Given a budget of \( N \) experiments, how can we pick the best subset of possible values which will give us best coverage of the possible range of environments? We could draw \( N \) environment configurations at random; Frameworks like Scenic [6] or ProbRobScene [9] provide a way to automatically generate samplers for declarative descriptions of an environment specification. However, there is no guarantee a random sample of configurations will best represent the range of parameter values, nor interactions between parameters—random samples tend to have high discrepancy [7].

To generate low-discrepancy (uniform) sample sets, there exist established methods in experiment design. Such methods generate sample sets (designs) on the \( d \)-dimensional unit-hypercube. However, in robot experiments like the one above, the parameter space is not a hypercube, but a constrained geometric region. Generating low-discrepancy samplings over such regions often requires knowledge of special properties of the space [14]. Further, large environment specifications may require a design over not just one, but multiple (possibly dependent) regions. Typical users lack the expertise to construct such complex designs, despite being able to express their environment specification declaratively.

This paper augments the probabilistic programming language ProbRobScene (prs) [9] with a module for automatically synthesizing uniform designs. It builds on methods for constructing uniform designs over irregular domains [18], dependency resolution [6], and algorithms for convex geometry [9]. We also include a case-study which uses snippets of an environment specification from a tabletop scenario. Our experiments show that our designs achieve lower discrepancy than random-sampling for a range of \( N \). We also show how the computation time varies with \( N \) and \( d \).

2 Uniform Designs and Environment Specs
We first review uniform designs on a unit hypercube, and the prs language. We explain our method for synthesizing designs from arbitrary prs specifications in the next section.
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Figure 2. Visualization of \( N = 50 \) samples in \([0, 1]^2\) for Random vs GLP

\[ t = \text{Table on V3D}(0,0,0) \]
\[ r_1 = \text{Robot on (top back t)} \]
\[ \text{Cube completely on t, with mass (500, 1000)} \]

(a) “Cube-Table”

\[ t = \text{Table on V3D}(0,0,0) \]
\[ r_1 = \text{Robot on (top back t)} \]
\[ \text{tr}_1 = \text{Tray completely on t, ahead of r1, left of t} \]
\[ \text{Cube completely on tr}_1 \]

(b) “Cube-Tray-Table”

Figure 3. Examples of prs environment specifications

2.1 Uniform Designs on the Unit HyperCube

 Say we have a budget for \( N \) experiments, \( \mathcal{X}^N_d = \{x^{(i)} \in D| i = 0 \ldots N\} \) where our domain \( D \) is defined by \( d \) parameters in the unit range (i.e., \( D = [0,1]^d \)). We wish to pick an \( \mathcal{X}^N_d \) with low discrepancy over \( D \). Discrepancy measures how much \( \mathcal{X}^N_d \) differs from the ideal uniform design—one where, in every subspace \( \Delta D \subset [0,1]^d \), the proportion of points in \( \Delta D \) is proportional to the size of \( AD \) [7].

There exist standard methods to generate low discrepancy unit hyper-cube designs. For example the Good Lattice Point Method (GLP) [17] leverages the relative primes of \( N \) to produce reliably low-discrepancy designs. Figure (2) shows random sampling versus GLP on the unit-square.

2.2 prs Specs as Dependent Convex Regions

Probabilistic programming languages can be used declaratively to specify environments in domains such as autonomous vehicles [6], image generation [10], and procedural modeling [13]. Here, we focus on prs, which is well suited to setting up tabletop manipulation environments. Figure (3) shows two examples of prs environment specifications. prs leverages the specifier syntax (from Scenic [6]) to let the user describe the value ranges for object properties in three ways. First, they can provide a scalar (e.g., set the z-coordinate of t to 0). Second, they can provide a uniform range (e.g., setting mass of Cube to between 500 and 1000).

Third, they can define range of values for a property via a geometric relation (e.g., \( \text{tr}_1 \) is ahead of \( r_1 \)). prs generates samples from this specification in several steps. First, prs converts each geometric relation into a convex set. Since some properties are defined as the combination of multiple relations, this may also involve using algorithms for intersecting convex polytopes. For example, in (3b), the tray position is intersection of the table surface, and the two half-spaces in front of the robot and to the left of the table centre. Next, prs determines which order to evaluate the specifiers, as some depend on each other. Again in figure (3b): Cube’s position depends on the size and position of \( \text{tr}_1 \), which depends on the size and position of \( t \). Finally, once the dependency order and sampling regions are defined, prs draws samples from the constrained space using hit-and-run—a uniform sampling method for convex polytopes [16].

Using this framework, users can declaratively specify the range of environments they expect their robot to operate in, and automatically generate samples which conform to this specification. However, as discussed in the previous section, generating arbitrary samples from a space tends to result in a high-discrepancy designs, and is therefore typically a poor representation of the performance of the system. We now show how we extend this system such to automatically synthesize uniform designs.

3 Design Synthesis from prs Specifications

Recall our setup—we have \( N \) experiments to generate a design \( \mathcal{X}^N_d \) with low discrepancy over \( D \). However, now \( D \) is not a unit hypercube \([0,1]^d\), but a combination of dependent convex regions. Can we generate a uniform design over this new domain by building on our ability to generate a unit-hypercube design \( \mathcal{U}^N_d = \{u^{(i)} \in [0,1]^d | i = 0 \ldots N\} \)? Recent work in transforming uniform designs gives us an insight: Let \( x \in D \subseteq \mathbb{R}^d \) be a random vector with density:

\[ f(x_1, \ldots, x_d) = f_1(x_1)f_2|x_1|(x_2|x_1) \ldots f_d|x_1|\ldots(x_d|x_1, \ldots) \] (1)

If we can write the cumulative distribution functions (cdfs) for each factor of (1) (denoted \( F_1, F_2 \ldots F_d \)), then we can map \( D \) to \([0,1]^d\):

\[
\begin{align*}
  u_1 &= F_1(x_1) \\
  u_j &= F_{j|1\ldots j-1}(x_j|x_1, \ldots, x_{j-1}), \ j = 2, \ldots, d 
\end{align*}
\] (2)

Given (2), we can convert \( \mathcal{U}^N_d \) to a uniform design \( \mathcal{X}^N_d \) over \( D \) using the Inverse Rosenblatt Transformation [18]:

\[
\begin{align*}
  x_1^{(i)} &= F_1^{-1}(u_1^{(i)}) \\
  x_j^{(i)} &= F_{j|1\ldots j-1}^{-1}(u_j^{(i)} | x_1^{(i)} \ldots x_{j-1}^{(i)}), \ j = 2, \ldots, d
\end{align*}
\] (3)
To construct the cdfs for our specification, recall that each geometric relation in prs can be represented by a convex-set. Each region can therefore be written compactly as:

\[
R_x = \{ x \in \mathbb{R}^k \mid Ax + b \leq 0 \} \quad (4)
\]

\(A \in \mathbb{R}^{mk}\) and \(b \in \mathbb{R}^m\) are the coefficients of \(m\) convex inequalities. Using (4) we can construct a cdf for a uniform distribution over a convex region by integrating over \(R_x\). For a 3-dimensional convex polyhedron, \(F_1\) would be given by:

\[
F_1(x^{(i)}_1) = \iiint x^{(i)}_1 \frac{1}{V(R_x)} \partial x_1 \partial x_2 \partial x_3 \quad (5)
\]

Where \(V(R)\) is the volume of region \(R\). The conditional cdfs such as \(F_{2|1}(x^{(i)}_2 | x^{(i)}_1)\) can be computed similarly by first projecting \(R_x\) onto the relevant hyper-plane. While we lack a closed form representation for the inverse cdfs required to calculate (3), we can approximate each transformation from \(u^{(i)}\) to \(x^{(i)}\) numerically using Brent’s method [1].

We can now generate uniform designs over convex regions. To synthesize a uniform design over a full prs specification, we have two further difficulties.

First, prs environment specifications are actually comprised of several convex regions, whose boundaries depend on one another (e.g., recall from Figure (3b)—the Cube position depends on \(\text{tr} = 1\), which depends Table). We must therefore construct a tree of these dependencies, similar to the process followed when sampling. This dependency tree limits on the possible factorings of (1) and, by extension, the orders we can condition the cdfs in (2, 3).

The second difficulty is that our design is dependent on the order we condition each cdf dimension — \(x^{(i)}_1 = F^{-1}_1(u^{(i)}_1)\), \(x^{(i)}_2 = F^{-1}_2(u^{(i)}_2 | x^{(i)}_1)\) produces a different design from \(x^{(i)}_2 = F^{-1}_2(u^{(i)}_2), x^{(i)}_1 = F^{-1}_1(u^{(i)}_1 | x^{(i)}_2)\). To decide the best, we pick the \(X^N_d\) with minimal **central composite discrepancy** (ccd) [3]:

\[
\text{ccd}(X^N_d) = \left( \frac{2^d}{V(D)} \sum_{k=1}^{2^d} \left| \frac{X^N_d \cap D_k(z)}{N} - \frac{V(D_k(z))}{V(D)} \right|^2 \right)^{1/2} \quad (6)
\]

Here, \(D_k(z)\) is \(k\)-th section if we partition \(D\) into \(2^d\) sections, splitting across every axis from centre \(z\). Intuitively, (6) measures the difference between the proportion of points in each sub-region, and the sub-region’s relative volume.

Algorithm (1) summarizes the full process. First, the prs specification is converted into individual convex regions, and an object property dependency graph is extracted. Next, we loop through viable dimension orderings (respecting restrictions imposed by the dependency graph), generate candidate design via (3), then choose the design with minimal ccd.

### Algorithm 1 Uniform Design from prs Specification

1. **function** Synthesize-Design(prs-spec, \(N\))
2. \(\text{viable-orders} \leftarrow \text{extract-dependencies}(\text{prs-spec})\)
3. \(D \leftarrow \text{convert-to-convex-regions}(\text{prs-spec})\)
4. \(U^N_d \leftarrow \text{Good-Lattice-Point}(N, d)\)
5. \(\text{for } d\text{-order } \in \text{viable-orders} \text{ do}\)
6. \(\text{designs}_d \leftarrow \text{Inverse-Rosenblatt}(U^N_d, d\text{-order})\)
7. \(\text{CCD}_d \leftarrow \text{ccd}(\text{cand-designs}_d)\)
8. \(\text{return } X^N_d \text{ in } \text{designs with lowest CCD}\)

![Figure 4](https://example.com/fig4.png)

**Figure 4.** ccds and times for \(N = \{10, 25, 50, 100\}\)

### 4 Case Study: Tabletop Setups

This section demonstrates our augmented prs module on two environment specification snippets from tabletop manipulation examples (Figures (3a) and (3b)). These cover the single convex region case and the dependent region case.

Figure (4) shows the ccd and computation time for our method for \(N = \{10, 25, 50, 100\}\). Our system achieves reliably low-discrepancy designs at all values of \(N\), with lower discrepancies as \(N\) increases. Contrast this with random sampling, which has consistently higher discrepancies.

One thing to note in the change from (4a) to (4b) is the change in relative computation time. While random sampling remains quick and scales linearly with \(N\), our method appears to increase both in absolute time and relative growth. The reason for this is that the bulk of the computation resides in the inverse-rosenblatt transformation, and the number of transformations to consider grows factorially with \(d\). In
practice, the computation time taken to generate the experimental designs is usually completely dominated by the time taken to actually run the experiments. However, for complex specifications with large $d$, heuristics for searching the space of possible transformations may have to be used to preserve scalability.

5 Related Work and Discussion

Most existing probabilistic programming languages offer only the ability to draw Monte-Carlo samples [6, 10, 13]. VerifAI [4] allows users to manually configure external quasi-random samplers (e.g., Halton sampling [12]) which tend to achieve lower discrepancies. None offer the ability to synthesize uniform designs directly from specifications.

Our module builds off a generic technique for synthesizing designs using Inverse Rosenblatt transforms [18], but there are also specialized techniques based on particle swarms [2], and identifying specific sub-classes of convex polyhedrons [14]. Such specialized methods tend not to generalize to arbitrary specifications, but could be used as pruning heuristics to improve computational efficiency in larger specifications.

Our synthesis approach can be classified as system-free, as it favours low discrepancy designs without reference to a task-specific metric. However, in the field of robot manipulation, there exist numerous metrics for evaluating task success with respect to a formal task-specification [8, 11, 15]. One direction for future work is to use such metrics to drive adaptive experiment design. Such methods choose samples based on uncertainty over predicting the task metric [5].
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