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Abstract

In the international digital platform market, a handful of US companies enjoy immense cultural, economic and political power. The short form video platform TikTok provides significant competition to these US incumbents but so far policymakers have focused on the geopolitical implications of TikTok. This paper provides a content analysis of government and company sources, issued between April and August 2020, to systematically establish the geopolitics of the TikTok controversy. It is important to identify geopolitical motivations because they can obscure other factors relevant to platform politics, such as the value of competition in a highly concentrated international platform market.

The paper concludes by outlining a research agenda for enhancing competition and avoiding the solidification of conventional geopolitical power dynamics in the international digital platform market.

Introduction

The short form video app TikTok is the first social media ‘platform’ born outside the US to significantly rival the Silicon Valley incumbents. Since its rise in the short video economy, TikTok has come under intense criticism from governments around the world, resulting in outright bans in some jurisdictions (Press Information Bureau Delhi, 2020). Lawmakers have questioned whether ByteDance, the company that owns TikTok, sufficiently protects user data against access by the Chinese state. Yet, TikTok’s data practices are not dissimilar to those of its US counterparts (Fowler, 2020) and the controversy over TikTok’s rise in the US cannot be explained by an analysis of the company’s technology, policies or practices alone. This article provides a geopolitical analysis of the political and economic contestations over TikTok that played out at the national level between the US and China from April to August 2020.

Applying a geopolitical lens to the political rhetoric and actions relating to TikTok improves understanding of the core issues that have animated this platform controversy. For at least two decades now, the US has dominated in the international digital platform market. This dominance falls within a broader geopolitical system of US hegemony that has defined the liberal world order since the end of the Cold War. Through strategic partnerships and alliances with nations around the world the US has enjoyed great economic and political power. China’s economic growth destabilises a world order that centres upon US hegemony. What the TikTok controversy shows is the extent to which this geopolitical setting is affecting the politics of platforms today. It is important to identify and isolate pertinent geopolitical motivations because they can work to obscure other factors relevant to platform politics, such as the value of competition in a highly concentrated international platform market.

In most sectors, market concentration is problematic but it is particularly so in an information economy. Digital
platforms are information gatekeepers, with the capacity to influence social conditions by determining the ideas and information that are shared and amplified across vast socio-technical systems. In the international platform market, a handful of US companies enjoy immense cultural, economic and political power derived from their ownership and control over platform infrastructure and data. TikTok has provided competition to these US companies and the global success of TikTok confirms that users will adopt innovative new platforms when they are made available to them, regardless of their geographic origins. If consumers are not locked in to the incumbents, there is potential for increased competition to lead to a dilution of concentrated power in the international platform market. But this requires overcoming conventional geopolitical agendas and eschewing both US and Chinese hegemony.

1. Platforms and geopolitics: adventures in US hegemony

The dominance of the digital environment by Silicon Valley technology companies presents a range of social, political and economic problems, many of which are compounded by their oligopolistic status. It is undemocratic and anticompetitive to have a small number of companies own and control the systems by which we communicate, socialise and transact (Gray, 2020). The incumbent US platforms, including Facebook, Instagram, YouTube and Twitter, are also dysfunctional in their democratic role. To varying degrees, they spread and amplify misinformation and hate speech (Donzelli et al., 2018; Matamoros-Fernández, 2017), they generate and exploit data at the expense of user privacy (Burdon, 2020; Kitchin & Lauriault, 2014), they embed unfair and harmful biases into their algorithms and technical infrastructure (Maayan & Elkin-Koren, 2016; Pasquale, 2015), they fail to ensure the security of user data (Mann & Daly, 2020), and they offer limited mechanisms for transparency and accountability (Suzor et al., 2019). Two decades into the new millennium, the politics of ‘platforms’ (Gillespie, 2010) is a highly wrought sociopolitical affair.

Lawmakers around the world are increasingly taking action to curtail the reach and influence of the dominant US platforms. From the European Union’s General Data Protection Regulation (Lynskey, 2017), to the Australian Competition and Consumer Commission’s investigation of the impact of Facebook and Google on competition in media and advertising (Australian Competition & Consumer Commission, 2017), to the 2020 US congressional hearings where the heads of Google, Apple, Amazon and Facebook were questioned over the potential use of their market power to stifle competition (Romm, 2020), these lawmakers are questioning whether the activities of the dominant US platforms are legal, legitimate or fair. Given this backdrop, the open hostility evident at the level of international politics towards TikTok, a competitor to the incumbent US platforms, might appear illogical. Properly understanding the logic that underpins the political actions and rhetoric over TikTok requires that they be placed within a geopolitical context.

To systematically establish the geopolitics of the TikTok controversy, this study involves a qualitative content analysis of US and Chinese government documents issued between April and August 2020 (a period in which the Trump administration actively pursued the regulation of TikTok), as well as relevant corporate sources. Using keyword searches of government websites and databases, 27 documents were collected in which statements were made about TikTok by US and Chinese state officials. US sources included documents published by whitehouse.gov, specifically, transcripts of three White House briefings statements made by the US Press Secretary, one briefing statement published by the National Security Council, transcripts of eight briefing statements by President Trump, three Executive Orders by President Trump along with three related letters to the Speaker of the House and President of the Senate, and a press statement by the US Department of State authored by Mike Pompeo. Statements made by Mike Pompeo in an interview with Fox News were also reviewed. Chinese sources included eight English language transcripts of press conferences published by the Ministry of Foreign Affairs of the People’s Republic of China: three held by Spokesperson Zhao Lijian and five by Spokesperson Wang Wenbin. Together, these sources contain the political positions and responses of US and Chinese state actors during a period in which the Trump administration was actively pursuing the regulation of TikTok and, notably, they present highly consistent positions on TikTok for both states. Corporate documents included fourteen official statements released by TikTok executives and one official statement by Microsoft Inc.

In accordance with a classical geopolitical approach, these sources are used to establish an objective account of a specific
geopolitical context. Classical geopolitics, unlike critical geopolitics (Toal et al., 1998), is characterised by the modernist epistemological and ontological assumption that a common geopolitical reality can be observed through ‘historical example, logic, common sense, visualisation, statistical analysis and rational choice’ (Kelly, 2006, p. 16). A limitation of this approach is that it requires that we accept that there is an objective geopolitical context to be established in the first place. Conducting a critical geopolitical analysis of the TikTok controversy, including an examination of how geopolitical knowledge is reproduced and reinforced in this controversy, is a topic worthy of future study and the research provided in this paper should be helpful in that pursuit. However, for the purposes of this research, which is to understand the impact of the geopolitical contest between China and the US on platform politics, a classical geopolitical approach is effective. Through a classical geopolitical analysis we can improve our understanding of how state territoriality and changes in the global distribution of economic and military power are playing out in the digital environment.

The classical model of geopolitics suggests the actions and policies of a state are influenced by that state’s geographical conditions (Lee, 2018). A state will have largely stable geographical conditions (Flint, 2016)—including its location, position in a region, resources, topography, climate, size and shape (Kelly, 2006)—and these conditions will influence how the state approaches international affairs. Geopolitical theorists recognise that historically US foreign policy has been influenced by its geographical isolation from other economic and military powers (Kelly, 2006). Unlike many European nations, for example, the US is geographically isolated, and US leaders have sought to use this position of relative isolation as insulation from national security threats. In broad terms, the US has managed its strategic interests through ‘offshore balancing’ (Layne, 1997). By aligning with certain ‘offshore’ nations, the US takes action to influence the global distribution of power, all while sustaining a position of isolation from the threat of military incursion at home. As Kelly explains, the US has had

a rather permanent security strategy of maintaining a favorable balance of power within the rimlands of the Eurasian continent, enabled by its marine strength and by bases in certain pivotal areas (Western Europe, Persian Gulf, and Korea/Japan). Its allies and opponents might vary from time to time; yet, North America will continue unrelentingly towards this secure rimlands position framed within its advantages of great distances and isolation from likely foes, no matter what other global and regional transformations may appear (Kelly, 2006, p. 16).

Regardless of swings in specific foreign policy approaches—from ‘US First’ to US as primus inter pares to US exceptionalism and anti-imperialism (O’loughlin, 1999)—a notion of protection through geographical isolation has long informed the US approach to its international affairs. For the US, the merits of this approach are evidenced by the global hegemony it has enjoyed. Through strategic alliances and partnerships that have offset military threats and advanced the US economy, for several decades, the US has sustained a position of global economic and military dominance (Alcaro, 2018).

The rise of China in the global world order represents a threat to US hegemony (Alcaro, 2018). This is, of course, a simplification of a complex relationship that also features ‘pathological codependency’ due in significant part to enduring macroeconomic imbalances resulting from China’s foreign exchange reserves of US currency (Roach, 2014). Nevertheless, the relationship between the US and China is evolving and China’s growth can be viewed as destabilising to longstanding US geopolitical strategy. In geopolitics, military and economic capacity are key indices of power (Flint, 2016). But geopolitical power is also relational; military and economic capacities “only have an effect when two actors form a power relation” (Flint, 2016, p.16), whether that be a relationship of alliance or competition. In recent years, China has greatly improved its economic and military capacities resulting in increasingly competitive power relations between the US and China (Xuetong, 2020). While geopolitical relations between the two nations are complex, China’s continuing accumulation of power challenges a world order that is shaped to best serve US interests.

The TikTok controversy falls within an intensifying contest between the US and China over the strategic value of the digital environment (Cartwright, 2020). The geopolitics of the digital environment, and of platforms more specifically,
involves contestation over who gets to extract economic value from the platform economy (Cartwright, 2020); who gets to set laws and norms for and exert ideological influence through vast sociotechnical systems (DeNardis & Hackl, 2015; Tusikov, 2019); and who enjoys the strategic political power derived from control over or access to digital data and infrastructure (Mann & Warren, 2018). Up to this point, this realm of geopolitics has largely mirrored that of the physical environment—the US has dominated economically and culturally across large regions of the digital environment (Gray, 2020). Recently, however, Chinese technology firms have flourished (Hong, 2017), expanding China’s economic and strategic capacities and sparking competitive tensions with the US (Cartwright, 2020). As the economic value of the digital environment continues to grow, we can expect to see more contests between nations seeking to extract value and exert influence in the digital environment; and identifying the geopolitical underpinnings of ensuing platform controversies is important for an effective evaluation of the related legal or public policy interventions.

As Sickler explains, viewing “the world in which we live from a geopolitical and geostrategic perspective is important...because it can help make clear what the real stakes are in such issues and thus enable the public to assess the choices taken by the government in its name” (Sickler, 2010, pp. 17–18). By placing the recent contestation over TikTok within its geopolitical context, we improve understanding of key political motivations driving this platform controversy and the resulting policy responses.

2. The geopolitics of TikTok’s controversial rise in the US

In the short form video market, while apps such as Marco Polo and House Party have provided alternatives to market leaders Instagram, Snapchat and Facebook, only TikTok has managed to achieve a level of adoption high enough to pose an actual competitive threat to the market incumbents. TikTok rose to prominence in 2019 and, by early 2020, it was the most downloaded app globally (Williams, 2020), surpassing 2 billion downloads in the Google Play and App Store combined (Moshin, 2020). In 2021, TikTok is estimated to have over 700 million active monthly users worldwide (Datareportal, 2021).

TikTok is the product of technology developer ByteDance Ltd, a company born in China but incorporated in the Cayman Islands and notable for not being part of the three tech giants in China—Baidu, Alibaba and Tencent. In 2016, ByteDance brought its short video platform to the Chinese market as Douyin. A year later, the company acquired Musical.ly—a lip synching platform, also created in China, which had some limited success among teenagers in the US (Spangler, 2016). In 2018, ByteDance integrated Musical.ly with Douyin technology to produce TikTok, a product designed specifically for a global audience (Jia & Ruan, 2020). TikTok hosts audiovisual works between 15-60 seconds, algorithmically curated for audiences, with features designed to instigate user generated content and virality (Kaye et al., in press).

TikTok’s success is due in significant part to its innovative recommendation system (Chan, 2018). TikTok’s machine learning-enabled recommendation system does not require users to follow creators or to explicitly opt-in to certain types of content. Instead, the platform decides what to serve its users as they swipe through a never-ending stream of short videos (TikTok Newsroom, 2020a). To determine which videos it serves each user, TikTok reportedly uses three key algorithms: a recommendation algorithm, a content classification algorithm, and a user profiling algorithm (C. Wang, 2020). The recommendation algorithm reportedly uses real-time training and learns from features such as correlation between content and user information, user behaviour and trends (C. Wang, 2020). TikTok also provides all videos that pass an initial screening process exposure to at least 200 users, giving a wide range of content creators an opportunity for virality, but also providing TikTok with vast troves of user and video data that it can feed into its algorithms. With TikTok, Bytedance has successfully harnessed machine learning systems to provide an innovative short video platform experience.

Despite its large and enthusiastic global user base, TikTok has been the subject of intense criticism and speculation about the ethics of the platform, its objectives and its sociocultural implications. The platform has been accused of excessive data extraction and analysis practices, including unnecessarily copying data from users’ phones (Al-Heeti,
and collecting information that may be used to identify and track the location of users (Misty Hong v Bytedance Inc, 2019). TikTok has also been subject to claims that it hosts harmful content; for example, in July 2020, the BBC reported that extremist libertarian groups in the US had a substantial presence on the platform (Clayton, 2020). At the same time, others argue TikTok unfairly exploits user content and copyrighted works without sufficient economic return for creators and intellectual property owners (Alexander, 2020). Yet, most of the issues at the heart of these criticisms are not unique to TikTok or new to the short form video economy. They are reflective of the well established politics of platforms, which feature controversies over data security and user privacy (Isaak & Hanna, 2018), content moderation (Gillespie, 2018), and the regulation of speech (Balkin, 2017). YouTube, Facebook, Google, Twitter, Instagram and other US platforms have been subject to criticisms and controversies similar to those surrounding TikTok (Suzor, 2019). What the TikTok controversy reveals is the extent to which the politics of platforms is immersed in geopolitical tensions between the US and China.

The geopolitical tensions underpinning the TikTok controversy are reflected most strongly in the debates over TikTok’s national security implications. On 24 June 2020, national security advisor to the US government, Robert O’Brien, spoke at the Arizona Commerce Authority on the topic of the Chinese government’s “ideological and global ambitions” (O’Brien, 2020). In his speech, O’Brien warned that China posed a threat to US citizens and he directly implicated TikTok in his critique:

On TikTok, a Chinese-owned social media platform with over 40 million American users—probably a lot of your kids and younger colleagues—accounts criticizing CCP policies are routinely removed or deleted... When the Chinese Communist Party cannot buy your data, it steals it...How will the Chinese Communist Party use this data? In the same way it uses data within China’s borders: to target, to flatter, to cajole, to influence, to coerce, and to even blackmail individuals to say and do things that serve the Party’s interests (O’Brien, 2020, para. 22).

While the Chinese government has been known to influence the content available on Douyin, the evidence of similar influence on TikTok is limited. For example, a 2020 comparative study of the two Bytedance short form video apps found the Chinese government used Douyin to promote Chinese patriotism but there was no corresponding evidence on TikTok (Chen et al., 2020). When Bytedance first began releasing TikTok into markets outside of China in 2017, the platform’s content moderation guidelines were aimed at limiting the circulation of all highly controversial materials on the platform. In some cases, this resulted in censorship of content unfavourable to the Chinese state, including videos relating to Tibetan independence and the treatment of Uighurs in Xinjiang (Hern, 2019). But TikTok’s approach to content moderation has evolved (TikTok Newsroom, 2019), and a range of political activists are now prominent on the platform (Andrews, 2020). While TikTok is often praised for facilitating access to diverse creators and content (see, e.g., Yan, 2020) it also continues to be criticised for algorithmically suppressing political videos, such as those from Black Lives Matter activists (McCluskey, 2020). Currently, there is a lack of robust evidence for measuring and evaluating the extent to which TikTok’s algorithms meaningfully promote politically and socially diverse content, but what does seem clear from the available evidence (e.g., Chen et al, 2020; Zhang 2020) is that TikTok is not subject to Chinese state influence to the same extent as is Douyin.

The lack of a robust evidence-base notwithstanding, in his speech, O’Brien was explicit about the ideological and security implications of TikTok, and its relationship to US geopolitical strategy:

President Trump understands that lasting peace comes through strength ... The Trump Administration will speak out and reveal what the Chinese Communist Party believes, and what it is planning—not just for China and Hong Kong and Taiwan, but for the world...Together with our allies and partners, we will resist the Chinese Communist Party’s efforts to manipulate our people and our governments, damage our economies, and undermine our sovereignty. (O’Brien, 2020, para. 47).

On 6 July 2020, US Secretary of State, Mike Pompeo, confirmed the Trump administration was considering banning
TikTok on national security grounds (Bella, 2020). Pompeo expressed that TikTok might pose a national security threat if Bytedance were compelled to provide information about US citizens to the Chinese government and implied TikTok should be treated similar to Huawei, the Chinese telecommunications company that is effectively banned in the US (Keane, 2020). Evidently, it was the Trump administration’s position that TikTok is not simply a platform for connection and entertainment but a tool the Chinese state might wield for strategic security and ideological influence within the US. In other words, TikTok might be used to further empower China in geopolitical relations between the two states.

TikTok’s data policies and practices provide no indication that the platform poses any singular national security threat and compared to other popular Chinese mobile applications it has higher standards of user data privacy protections (Jia & Ruan, 2020). The company also has a formal policy to deal with requests for user information made by governments. TikTok’s policy provides that TikTok will honour requests for user information that are made through “proper channels and where otherwise required by law” or “in limited emergency situations...without legal process” to prevent deaths or serious injury (TikTok Safety Centre, 2020a, Compliance with government requests section). TikTok’s law enforcement guidelines further clarify that proper process includes providing “the appropriate legal documents required for the type of information being sought, such as a subpoena, court order, or warrant, or submit an emergency request” (TikTok Law Enforcement, 2020, TikTok’s policy on responding to law enforcement requests section). Both Facebook and Google have similar policies for handling requests for user information made by governments (Facebook, 2019; Google Inc., 2020).

Since December 2019, TikTok has released to the public aggregated data on the requests for user information made to TikTok by governments from around the world (Ebenstein, 2019). According to 2019 and 2020 reports, TikTok has not received any requests from the Chinese government and the majority of requests for user information received between 1 July 2019 and 31 December 2020 were made by India and the United States (TikTok Safety Centre, 2020b). It is beyond the scope of this research to determine whether TikTok’s reports are wholly accurate, however, they broadly follow the standards of reporting that Google and Facebook provide in their transparency reports (Facebook, 2019; Google Inc., 2020). It is also notable that a 2020 CIA assessment of TikTok reportedly concluded that while it was possible that the Chinese government could intercept TikTok data, there was no evidence to suggest that it had in fact done so (Sanger & Barnes, 2020). From the available evidence, it appears that the potential for the Chinese government to use TikTok data to threaten US national security remains theoretical.

The national security concerns expressed by the US government—most specifically the concern that TikTok user data may be accessed by the Chinese government and used to track and gather information on US citizens and companies—raise an interesting issue of territoriality. Over the past few years, Bytedance has extended its operations well beyond Chinese territorial spaces. While Bytedance Ltd was founded in China, it is incorporated outside of China, in the Cayman Islands, and it operates as a multinational organisation, with subsidiaries in the US, Australia, Singapore and the UK (Bytedance, 2020). TikTok operates from across the US, Europe and Asia with its largest US offices in Los Angeles, Mountain View and New York (Shead, 2020). In 2020, TikTok reportedly had almost 1,400 US employees (McGill, 2020). To use TikTok for the surveillance of US citizens (a key concern stated by US officials) the Chinese state would either need to do so without TikTok’s permission (as it might seek to do with any company) or it would need to compel Chinese or US TikTok employees to provide access to its operations within the US. While neither course of action is inconceivable, and indeed TikTok’s multinational structure may make it more strategically useful to the Chinese state (Cartwright, 2020), the Chinese origins of TikTok can be used to overstate or oversimplify the platform’s actual territorial connection to China.

Notably, when new national security laws were introduced in Hong Kong in 2020—laws that may have subjected TikTok to China’s National Intelligence regime which require organisations to cooperate with Chinese intelligence agencies—TikTok suspended the app’s operation there (Wang, 2020). In this case, TikTok took overt action to stay out of the jurisdictional reach of the Chinese government.
Since its rise in the international digital platform market, TikTok has attempted to establish a reputation as a secure and transparent global corporate citizen. In April 2020, in an update on TikTok’s security policies and practices, Roland Cloutier, TikTok’s Chief Security Officer, explained that the company had “engaged with the world’s leading cyber security firms to accelerate our work advancing and validating our adherence to globally recognized security control standards” and continued to limit “the number of employees who have access to user data and the scenarios where data access is enabled” (Cloutier, 2020a, para. 15). Cloutier further explained his goal was to “minimize data access across regions so that, for example, employees in the APAC region, including China, would have very minimal access to user data from the EU and US” (Cloutier, 2020a, para. 7). In late June 2020, TikTok announced that it had established offices in Los Angeles and Washington, DC dedicated to giving “lawmakers and experts the opportunity to look under the hood of TikTok” (Cloutier, 2020b, para. 2). At these centres, the access TikTok provides includes access to the source code of its algorithms, a practice that stands TikTok apart from most other platforms in the US digital platform market. Former TikTok CEO, Kevin Mayer, explained TikTok’s desire to be a market leader in transparency and encouraged other platforms to make similar disclosures (Mayer, 2020). In the midst of increasingly hostile rhetoric from the US government, TikTok has publicly given the appearance of working enthusiastically on its security, transparency and accountability credentials.

While openly rejecting the security claims made against it, TikTok has also sought to redirect political discourse towards competition in the digital platform market. In late July 2020, TikTok released a statement arguing that competition drives innovation and that it was “unfortunate for creators, brands, and the broader community that it has been years since a company came along and reimagined what a social entertainment platform could be” (Mayer, 2020, para. 1). TikTok’s then CEO, Kevin Mayer, also urged the US government to consider the benefits of “fair and open competition” and pointed to “maligning attacks by our competitor—namely Facebook—disguised as patriotism and designed to put an end to our very presence in the US” (Mayer, 2020, para. 7). As reported by the Wall Street Journal, in 2019, Mark Zuckerberg, CEO of Facebook, conducted a series of meetings with US politicians, including US Senators and President Donald Trump, in which he argued TikTok posed a serious economic threat to the US (Wells et al., 2020). For TikTok executives, the controversy over its rise internationally is an issue of market competition and TikTok considers its US counterparts to be seeking to leverage their relationship with US lawmakers (Birnhack & Elkin-Koren, 2003) to protect their dominance in a highly lucrative international digital platform market.

TikTok has also tried to use the criticisms of its data practices to initiate a discussion of the problems of transparency and accountability present in the international digital platform market at large. TikTok has suggested that rather than focusing narrowly on TikTok’s Chinese ties: “the bigger move is to use this moment to drive deeper conversations around algorithms, transparency, and content moderation, and to develop stricter rules of the road” (Mayer, 2020, para. 11). Mayer stated that he accepted the scrutiny the company received based on its Chinese origins and embraced “the challenge of giving peace of mind through greater transparency and accountability...Even more, we believe our entire industry should be held to an exceptionally high standard” (Mayer, 2020, para. 5). It is unclear whether these statements reflect a genuine commitment by TikTok. They may simply be an offensive rhetorical tactic in an ongoing political battle. Nonetheless, it appears TikTok has attempted to leverage the scrutiny over its data policies and practices to initiate a broader debate about the politics of platforms and the problems inherent to almost all market participants.

Despite TikTok’s actions and rhetoric, on 31 July 2020, President Trump confirmed that he was indeed intending to ban TikTok in the US (Trump, 2020a). Several days later, Microsoft released a statement explaining that its representatives had spoken to President Trump directly regarding the acquisition of TikTok (Microsoft, 2020). Microsoft also confirmed that it was in discussions with ByteDance and that any acquisition would include a term ensuring all US user data is stored only in the US (Microsoft, 2020). Speaking about his conversations with Microsoft, President Trump stated, “it can’t be controlled, for security reasons, by China. Too big, too invasive, and it can’t be” (Trump, 2020b, para. 451). Trump also commented that he wanted “no security problems with China. It’s got to be an American company. It’s got to be American security. It’s got to be owned here” (Trump, 2020c, para. 91). For the Trump administration, regardless of any enhanced transparency by TikTok or the benefits of increased competition in the US digital platform market,
TikTok was to be treated as a Chinese asset, one that could be leveraged to enhance Chinese state power in relation to the US.

On 3 August 2020, Chinese Foreign Ministry Spokesperson, Wang Wenbin, commented that the US government’s involvement in the negotiations between Microsoft and ByteDance was a “violation of market economy rules” and he called on the US to “stop politicizing economic and trade issues, and stop practicing discriminatory and exclusive policies in the name of national security” (Wenbin, 2020a, paras. 5-6). On 4 August 2020, Wenbin added “it is nothing new for the US to use its state machine to suppress foreign companies” (Wenbin, 2020b, para. 34). In its response, China sought to position the US government’s rhetoric and actions over TikTok as an act of economic nationalism. Certainly, the intervention by a US President to force the sale of a private company stands at odds with principles of free market capitalism, and the Trump administration may have been motivated in some part by a desire to protect a thriving American industry. Yet, both states have more to gain in this contest than economic benefits alone. The US position on TikTok falls within a broader contest over the strategic capacities at play in the digital environment and within a broader set of policy objectives.

On 5 August 2020, the US Department of State announced an expansion of its Clean Network programme, which has the stated objective of “guarding our citizens’ privacy and our companies’ most sensitive information from aggressive intrusions by malign actors, such as the Chinese Communist Party (CCP)” (Pompeo, 2020, para. 1). Expansions to the programme included five new policies aimed explicitly at reducing the presence of China in the US, by limiting the use of Chinese providers of telecommunication carriers, applications sold in app stores and pre-installed on devices, cloud services, and undersea cables. When discussing the expanded programme Pompeo called for its “allies and partners in government and industry around the world to join the growing tide to secure our data from the CCP’s surveillance state and other malign entities” (Pompeo, 2020, para. 5). In keeping with its strategy of offshore balancing, the Trump administration sought to leverage its global alliances and partnerships to limit the growth of Chinese companies in the digital environment; as with, for example, Huawei, which the Trump administration pressured allies to ban (successfully so in the case of the UK and Canada where Huawei has been stopped from providing 5G network infrastructure) (Ljunggren, 2020; Baker & Chalmers, 2020).

The following day, the Trump administration issued an executive order aimed at forcing the sale of TikTok to a US company (Trump, 2020d). It did so by prohibiting transactions with Bytedance by any person in the US after 45 days from the issue of the executive order. The order specified that the prohibition was necessary in the context of a national emergency relating to “the spread in the United States of mobile applications developed and owned by companies in the People’s Republic of China” (Trump, 2020d, para. 2). The order posited that TikTok posed a threat to “the national security, foreign policy, and economy of the United States” and that TikTok’s data collection might allow the Chinese government “access to Americans’ personal and proprietary information—potentially allowing China to track the locations of Federal employees and contractors, build dossiers of personal information for blackmail, and conduct corporate espionage” (Trump, 2020d, para. 3). A similar order was issued against the Chinese company Tencent Holdings Ltd which owns the messaging app WeChat (Trump, 2020e). On 14 August 2020, the Trump administration announced a second executive order requiring Bytedance to divest from TikTok on the grounds that a review by the US Committee on Foreign Investment found credible evidence to suggest that Bytedance’s acquisition of Musical.ly posed a threat to US national security (Trump, 2020f).

Responding to the actions taken against it by the Trump administration, TikTok argued there was no evidence to support the administration’s position and the executive orders lacked due process (TikTok Newsroom, 2020b). The company explained that it had tried to engage in good faith negotiations to address security concerns but the US government “paid no attention to facts, dictated terms of an agreement without going through standard legal processes, and tried to insert itself into negotiations between private businesses” (TikTok Newsroom, 2020b, para. 2). TikTok asserted that the executive order showed the US government was relying on “unnamed "reports" with no citations, fears that the app "may be" used for misinformation campaigns with no substantiation of such fears, and concerns about the
collection of data that is industry standard for thousands of mobile apps around the world” (TikTok Newsroom, 2020b, para. 3).

The Chinese government similarly voiced opposition to the executive orders. In support of TikTok, China’s Foreign Ministry Spokesperson, Zhao Lijian, called for the US to “correct its hysterical and wrong actions, come back to market principles and WTO norms, and stop unjustified suppression and discriminatory restriction targeting Chinese companies” (Lijian, 2020a, para. 53). Spokesperson Lijian also emphasised the strong foundations TikTok already has in the US, pointing to the senior TikTok staff who are US citizens, TikTok’s US operations including company servers and data centres, and hundreds of American employees (Lijian, 2020b). Lijian argued that US national security concerns were unfounded and the US was acting in contravention of free market principles and international trade laws:

“even a CIA assessment says there’s no evidence that China intercepted TikTok data or used the app to bore into cell phones. A think-tank in the US also said that there is no security justification for banning an app merely because it is owned by a Chinese company. This proves once again that “freedom and security” is nothing more than an excuse for some US politicians to pursue gunboat diplomacy in the digital age. Such bullying practices are a flagrant denial of the principles of market economy and fair competition, of which the US is a self-claimed "champion"”, (Lijian, 2020b, para. 13)

China also called for the US to reverse its executive orders (Lijian, 2020b), but, in late August, it announced new technology export rules that apply to artificial intelligence technology which may limit Bytedance’s capacity to sell TikTok’s machine learning algorithms. The Chinese government advised TikTok to “seriously and cautiously” review the rules and consider their implication for the intended US sale (Xiao & Lin, 2020, para. 5). In effect, China retaliated against the US with its own policy intervention aimed at spoiling negotiations over the sale of TikTok to a US firm.

This snapshot of the controversy over TikTok’s rise in the US provides a useful case study in the current geopolitics of platforms which is in large part defined by shifts in the world order caused by the economic rise of China and its implications for US hegemony. Essentially, TikTok has found itself in the middle of a contest between two nations over the strategic and economic value of the digital environment. Certainly, in 2020 TikTok was also at the whim of an idiosyncratic and highly transactional US President who may have been motivated by personal misgivings against TikTok (Lorenz et al., 2020), a desire to unconventionally profit from its sale (Davidson, 2020) and his particular view of the US-China economic relationship (Mason et al., 2020). Nonetheless, the Trump administration’s actions and rhetoric towards TikTok are consistent with a geopolitical analysis which suggests that regardless of specific leaders or foreign policy approaches, since the end of the Cold War, the US has pursued a hegemonic geopolitical strategy informed by its “territorial nation-state identity” (Sharp, 2000, p. 332) defined by its geographical isolation and capacity to undertake offshore balancing. In other words, there is a logic that underlies the US government’s view of TikTok, as evidenced by policymakers such as Pompeo and O’Brien, that is consistent with many decades of US geopolitical strategy. In the game of platform geopolitics, as China has begun to amass information and communication capacities (Hong, 2017; Thussu, 2018), the US is taking strategic policy action to preserve its advantages.

To be sure, China can not claim any high road in this geopolitical contest. In 2018, China forced Apple to move data about Chinese citizens to data centres located in China and certain US technology companies are completely banned from operating there (O’Hara & Hall, 2018). Indeed, both nations have a history of sustaining protectionist policies aimed at shielding strategically important industries (Lenway et al., 1996). By no means are China and the US the only states participating in the geopolitics platforms; the European Union, for example, recently issued a paper exploring the potential for greater ‘digital sovereignty’ for that region (Madiega, 2020) and in 2020 India banned TikTok and 58 other apps on the grounds that they were a “threat to sovereignty and integrity of India” (Press Information Bureau Delhi, 2020).The geopolitics of the digital environment is multifaceted. And yet, once we recognise the geopolitical motivations underpinning a platform controversy such as this, the harder challenge is working out how to move beyond conventional geopolitical bounds—neither US nor Chinese hegemony in the digital environment is ideal or inevitable—
and there are other important policy considerations relevant to this platform controversy.

3. Digital platform competition: imagining a world order for the digital environment unbound from conventional geopolitics

TikTok provides significant competition to the US platform incumbents. But, so far, the US government has opted to explicitly focus on the geopolitical implications of TikTok, rather than the implications for the US digital platform market. Whether the Biden administration will take a similar approach to that of the Trump administration remains to be seen. Importantly though, TikTok’s willingness to increase transparency beyond current industry standards indicates that, when pressed, platforms can adapt in areas such as security, transparency and accountability. TikTok’s immense global user base also indicates the willingness of consumers to adopt products regardless of their country of origin. If real competition and user choice were to increase, requiring the incumbent platforms to compete for users more actively, we might see further innovations in the digital platform market and a dilution of the concentrated private power wielded by the incumbent market actors (Ghosh & Couldry, 2020).

Free market economic theory suggests competition will occur if markets are free from government regulation and other state interventions, under the assumption of a level playing field for all market participants (Harvey, 2007). But, in the digital platform market, there are embedded companies who enjoy advantages from economies of scale and high barriers to entry, often resulting from vast and self-perpetuating data stores (Pasquale, 2015; Plantin et al, 2016). Under these conditions, competition is unlikely to spontaneously occur. In recent years, scholars have proposed a range of pathways for improving competition in digital platform markets (see e.g. Burdon, 2020; Daly, 2016; Flew et al., 2019; Khan, 2016, 2019; Svantesson, 2017; Winseck, 2020). Following these scholars and, more recently, certain policymakers (see e.g. Australian Competition and Consumer Commission, 2019, 2021; European Commission, 2020; Favaro Corvo Ribas & Maximiano Munhzo, 2020; Utsunomiya & Takamiya, 2020), two types of market reform interventions appear particularly urgent: antitrust measures including breaking up vertically and horizontally integrated firms and the effective application of rules that limit the expansion of market incumbents through mergers and acquisitions; and the widespread adoption of data portability and interoperability standards that meaningfully address power asymmetries and barriers to entry into data-driven markets.

Geopolitical forces have the potential to both aid and hinder platform market reform agendas, depending on the nature and level of international cooperation (van Dijck et al., 2018). Successfully regulating companies with transnational operations, such as Facebook, Google and Amazon, is likely to require substantial international cooperation. Recently, Winseck and Puppis (2020) collated over 88 different platform regulation inquiries, reviews and proceedings undertaken in jurisdictions around the world between 2016 and 2020. A high number of regulatory initiatives globally suggests a high level of willingness among lawmakers globally to address the problems created by market concentration in the digital economy, yet so far there has not been a coordinated global regulatory undertaking. Any such undertaking would inevitably require confronting the countervailing force of digital nationalism (Mann & Daly, 2020; Pohle & Thiel, 2020). A challenge for interested researchers and policymakers is the pursuit of an agenda that will incentivise nation-states from around the globe to overcome nationalistic impulses and economic protectionism, in order to realise the benefits of competition, innovation, and the decentralisation of power in the digital economy.

The dilution or dispersal of geopolitical power derived from the digital economy would require competitive market participants from more countries than the US and China. In addition to market reforms, this objective could be supported by national digital infrastructure and investment programmes aimed at growing domestic platform economies. Specific programmes would need to be tailored to suit national economies, taking into account economic conditions, existing resources, and industry capacities, but undoubtedly, they must extend beyond microeconomic investments such as industry grants or start-up incubators. To spur innovation, policymakers must think big; at the scale of, for example, high speed rail programmes; national highway projects; or national broadband initiatives (Winseck, 2020).
More work is required to identify the most viable pathways for achieving a competitive international digital platform market and avoiding the solidification of conventional geopolitical power dynamics within the digital environment. To summarise, a research agenda with this goal might comprise the following streams of inquiry:

1. How can nation-state collaboration in the regulation of platforms be extended, beyond existing multilateral and regional undertakings, to achieve a globally coordinated regulatory approach to market reforms for greater platform competition?
2. How might growing international consensus about the need for interventions to reduce concentrated private power be reconciled with digital nationalism, with a view to achieving a more decentralised digital environment?
3. What types of national infrastructure and investment programmes could a state implement, complementing market reforms, to support emerging digital platforms to overcome existing barriers to entry into markets nationally and internationally?

Ambitious legal, economic, and technical policy undertakings are politically difficult, but they should not be relegated to the theoretical. China is acting on at least two of these policy fronts. The China Standards 2035 industry policy plan is expected to outline an agenda to enable China to set the technical standards for the future development of advanced technological systems including artificial intelligence, the Internet of Things, and 5G internet (Kharpal, 2020). This plan is expected to work in concert with the country’s Belt and Road Initiative, through which China is investing in infrastructure and trade corridors throughout Eurasia and other nearby regions (Koyt, 2020), and will be used to export Chinese technical standards (Cai, 2017). For those concerned about the future distribution of power in the digital environment, now is the time to take up the challenge of devising innovative and ambitious policy programmes.

**Conclusion**

On the basis of its data policies and practices, TikTok poses no greater security threat to its users than do its counterparts. Almost all of the most widely used digital platforms threaten the privacy and security of users, they all have the capacity for immense ideological influence, and they exploit user data for economic gain. As a geopolitical analysis makes clear, TikTok has found itself in the middle of a contest over the value of the digital environment and the US is eager to preserve the economic and strategic advantages it has enjoyed for several decades. In many ways, though, this is a familiar economic story: market incumbents striving to sustain their privileged positions, policymakers seeking to protect strategically important industries. But, if policymakers were to embrace platform competition, rather than rejecting it along conventional geopolitical grounds, there is potential for greater innovation and a dilution of the concentration of power in the international platform market. Achieving a competitive market, and eschewing conventional geopolitical power dynamics, is a monumental challenge. It will require highly ambitious public policy interventions. But it is a challenge worth taking up. The concentration of private power in the digital environment diminishes democratic societies and we should seek solutions that look beyond both US and Chinese hegemonic power.
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