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Abstract. Aiming at the problem that the traditional scheduling method can’t deal with a large number of data quickly when dealing with social network resource data, a new scheduling method of social network resource data based on multi-Agent technology is proposed. Firstly, the social network scheduling framework is designed, using the two-level structure of Agent and three CDN management domains to hide the distribution and heterogeneity of different resources, setting the upper limit trigger conditions of data in each management domain of the framework, using reasoning tools to infer and calculate the SLA comprehensive level of each network operation node, calculating the proportion difference between various resources, selecting the appropriate bias a two-stage resource scheduling method is used to realize resource data scheduling. The experimental results show that: compared with the traditional scheduling method, the social network resource data scheduling method based on multi-Agent technology can maintain the processing time in about 10 s with the increase of data volume, and the processing time is shorter, which is more suitable for practical use.
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1 Introduction

Agent technology has become a hot topic in the 1990s, even referred to as the next far-reaching breakthrough in the field of software by some literatures. One of the important reasons is that Agent technology is the mainstream technology in the field of computer technology in the network distributed computing, which is also playing an increasingly important role. On the one hand, Agent technology provides an effective way to solve new distributed application problems. On the other hand, it provides a reasonable conceptual model for the comprehensive and accurate study of the characteristics of distributed computing system. The concept and technology of Agent appear in the development of distributed application system, which shows obvious effectiveness [1].

Agent has its own computing resources and its own behavior control mechanism. It can decide and control its own behavior according to its internal state and perceived environmental information without direct external manipulation. Agent can interact with other Agent and implement flexible and diverse interaction with Agent communication language, and can work effectively with other Agent. For example, a user on
the Internet needs to use the Agent communication language to present information requirements to the active service Agent. The Agent can sense the environment and respond to related events [2].

Scheduling method refers to the method used by the dispatchers of automobile transportation enterprises when they perform vehicle scheduling. The main scheduling method is empirical scheduling. Experiential scheduling is carried out by means of simple and visualized tools, such as using marks on the scheduling board or transportation network diagram to display the vehicle running dynamics and arrange the vehicle running routes. Using the method of mathematics or artificial intelligence combined with electronic computer to make the plan, at the same time using modern communication technology to transmit and feedback scheduling information, commanding and supervising the vehicle operation, the research on the social network resource data scheduling method based on multi-Agent technology can schedule the social resources in the way of data, and more reasonable allocation of social resources.

2 Data Scheduling Method of Social Network Resources Based on Multi-Agent Technology

2.1 Design the Social Network Scheduling Framework

When designing the social network scheduling framework, virtualization technology is used to hide the distribution and heterogeneity between different resources, so that the network resource data is no longer an independent entity, but all resources are integrated together, so that many virtual machines form a virtual resource pool, which is managed by the management system, the preliminary design of the management framework is shown in the Fig. 1 below:

When there are application request resources, the above management framework will allocate corresponding amount of resources from the resource pool to provide the service in the form of virtual machine. When the application request is completed, the service will release the resources, the system will recycle the virtual machine and put the released resources back to the resource pool. Users do not need to care about the structure and specific implementation methods of the system, but only about the quality of their own services. Because there are different users in the social network and different users have different needs, there will be a great demand fluctuation in the network access end, which requires that the management and scheduling of resources in the network management system can dynamically meet the needs of users and solve the resource utilization rate and application availability, to achieve on-demand allocation [3].

According to the nature of the Agent itself, integrate the framework of Fig. 1, use the interaction between each Agent, combine the learning and adaptability of the Agent, and make automatic adjustment for the current environment. When scheduling, multiple Agent are used. Through coordination and cooperation, the system can make reasonable arrangements for different goals, and finally form an overall scheme. Therefore, when integrating the design framework of Fig. 1, the first level Agent can effectively manage and schedule network resources by controlling multiple second
level Agent. Then use the hierarchical architecture, two-level structure and three CDN management domains, and appropriately increase the number of Agents and the number of Agent management domains in each layer, the overall framework structure is shown in Fig. 2 below:

Fig. 1. Management framework designed

Fig. 2. Architecture diagram for integrating Agent technology
Using the architecture diagram designed in the above figure, the number of monitoring items includes memory utilization and network utilization. In actual monitoring, we only need to ensure that the user determines the upper limit of the amount of usage in the process of establishing the virtual machine instance, that is, the upper limit of the memory size and the bandwidth of the virtual machine can be satisfied without affecting the operation of the scheduling task in the virtual machine. In this way, only the sum of the upper limit of memory and the upper limit of bandwidth of all virtual machine instances on the host needs to be guaranteed within the range of memory and bandwidth resources owned by the physical server. However, in terms of cost, users usually want to use the actual amount of resources used by the virtual machine to count the use of the virtual machine, so a relatively complex scheduling method is needed to schedule effectively, and then set an upper limit trigger condition [4].

2.2 Set the Upper Limit Trigger Condition

The factors that need to be considered for the upper limit trigger conditions mainly include utilization, memory utilization and network utilization. These three monitoring factors represent two different monitoring standards and cannot be monitored by a unified measurement method. Therefore, the three monitoring factors are divided into two groups. The first group is quality monitoring item, which only includes utilization. The main reason why it is called quality monitoring item is that its performance, that is, the computing power provided by the computing center, cannot be measured by the utilization of virtual machine instances alone, because even though the utilization of a specific virtual machine is very low, other virtual machine loads on the same host are the same all of them are very high, resulting in a very high utilization rate of the host, resulting in less time slice allocated by the host to each virtual machine instance, so its computing power is still very low, so it is unscientific to use the utilization rate of the virtual machine as the measurement standard of the virtual machine performance [5].

Another measure is to represent the performance of all virtual machines on the host through the utilization of the host of each virtual machine. This measurement standard is more scientific than the former one, because the higher the utilization rate of the host computer is, the busier the host computer is, the less time can be allocated to each virtual machine, and its computing power will be lower for each virtual machine. This measurement method will perform well in the data center of the same structure, that is, the configuration of the running nodes in the data center is the same. However, due to the different computing power requirements of virtual machine instances running on the work nodes, and the servers in the data center are often heterogeneous, that is, the configuration of servers is often different. Because each running node is different, there are some differences in the computing power between CPUs. Therefore, there must be a big deviation in using the CPU utilization rate to measure the CPU performance of each running node. Therefore, when inferring the upper limit, use the inference tool to synthesize the data value processed by CPU to get the upper limit trigger condition. Use the inference tool as shown in the following Fig. 3 to infer the upper limit trigger condition:

After using reasoning tools, SLA is used to enhance the data quality of conditions. Before evaluation, a group of representative computing tasks will be generated, which
represent different aspects of CPU computing power, and specify the ideal completion time of each task. After that, the completion time of each task is calculated by executing this group of tasks in all running nodes. Through the combination of these two data and SLA level strategy, the SLA level of each node for each task is calculated. And sum up all SLA levels of each node, and then calculate the SLA comprehensive level of each running node. This is a measure of the CPU’s computing power based on the quality of work. It allows the CPU to perform real tasks, and then evaluate its computing power according to its performance. In this way, there is no problem of heterogeneous servers to affect the evaluation of CPU performance of running nodes. And through the selection of SLA level strategy, it can effectively highlight the sensitivity of each virtual machine to the change of CPU computing power and effectively guarantee the work quality of virtual machines with high demand for CPU [6].

One of the problems that should be considered is the virtual machine migration triggered by the instantaneous peak value of all monitoring items on the work node. In the process of virtual machine running, the instantaneous utilization of a monitoring item may increase for some reason, but it will return to the normal level only for a short time. When the monitoring items exceed the preset threshold, the virtual machine will be migrated. When the instantaneous peak value is encountered, many unnecessary migrations will be carried out to reduce the overall performance of the data center, and this instantaneous peak value often occurs. So when calculating the upper limit, follow the flow chart below (Fig. 4):

Run the device at the running node, execute the pre-defined test tasks on all the running nodes every t, record the execution time of each task, calculate the integration $L = (l_1, l_2, l_3, \ldots, l_n)$ of SLA level L of each node for each task combined with the expected execution time of each task, finally calculate the SLA comprehensive level $L_r$ of each node r, and complete the upper limit setting [7].

2.3 Determine Scheduling Parameters

When determining the scheduling parameters, first deploy the tasks that users apply for various types of resources to the cloud to complete their application deployment or
calculation work. Different types of users work with different resource requirements, in addition, the physical devices in the cloud environment data center have different specifications, to design an effective method to get the optimal creation scheme of the virtual machine, make efficient use of resources, reduce resource waste, and at the same time, make the available resources in the cloud be allocated to many users fairly, this is the question that needs to be considered in the resource scheduling algorithm of the virtual machine layer question. Using a game theory based fairness effectiveness trade-off resource scheduling algorithm to solve the resource scheduling problem considering the fairness of resource utilization and resource allocation [8].

In the process of scheduling, we should choose the resource that has the lowest utilization on a single physical machine to maximize the utilization value. First, quantify the utilization value of network resources, and the quantification formula is as follows:

![Fig. 4. Execution process](image-url)
\[ utl_k^{(m_i)} = 1 - \frac{R_k(m_i) - \sum x_{tk}^{(m_i)}}{PM_k(m_i)} \]  

Among them, \( R_k(m_i) \) is the total number of available resources \( K \) on the network resource \( m_i \), \( \tau \) is the task processed on the physical machine \( m_i \), \( \sum x_{tk}^{(m_i)} \) is the number of resources of type \( k \) of the assignment task \( \tau \) on the network resource data, \( PM_k(m_i) \) is the total number of resources \( k \) in the initial state of the network data.

In order to avoid the large difference in the proportion of various resources, when the proportion of a certain type of resources reaches the threshold value, the physical machine has no ability to create a new virtual machine, at this time, resources with a small proportion are very easy to waste resources, also known as resource fragments [9]. In order to reduce the generation of resource fragments, it is necessary to reduce the difference of the proportion of various types of resource occupation on a single physical machine as much as possible, so that they tend to balance in all resource dimensions, so as to reduce the probability of fragment generation. Skewness is used to measure the imbalance of the proportion of various types of resources on the physical machine [10]. The smaller the skewness is, the less the residual resource fragments will be and the higher the resource utilization will be. The calculation formula of deflection is as follows:

\[ ske(m_i) = \frac{\sqrt{\sum_{k=1}^{K} (utl_k^{(m_i)} - \overline{utl_k^{(m_i)}})^2}}{\sum_{k=1}^{K} (utl_k^{(m_i)} - \overline{utl_k^{(m_i)}})} \]  

Among them, \( utl_k^{(m_i)} \) represents the utilization rate of resource \( k \) on network resource \( m_i \) and \( \overline{utl_k^{(m_i)}} = \frac{1}{K} \sum_k utl_k^{(m_i)} \) represents the average utilization rate of resource \( m_i \). Select the scheduling data with appropriate skewness, and use a two-stage resource scheduling method to achieve resource data scheduling [11].

### 2.4 Realization of Resource Data Scheduling

In order to achieve resource data scheduling, a two-stage resource scheduling method is used. In the first stage, it is appropriate to find out how much data each network resource data needs to be allocated. In the second stage, a stable placement algorithm is proposed to determine which scheduling algorithm the allocated network resource data needs to use. Most data centers often run a large number of servers. Due to the low average utilization rate of resources on the servers, most resources are idle [12]. In view of the heterogeneity of the physical devices in the data center and the difference of resource requests from a large number of user groups, there must be some physical resources that cannot be fully used in the scheduling process, resulting in a waste of resources. In the multi-type resource allocation problem, the optimization of resource utilization is more complex, and each type of resource consumption needs to be considered [13].
There are two ways to improve resource utilization, first, the minimum value maximization method is used to consider the bottleneck of resource consumption in multiple types of resources [14]. For a large cluster of physical machines in the data center, there may be multiple physical machines carrying sporadic virtual machines, which idle a large number of resources, but because there are virtual machines running, they must maintain normal working conditions, consume energy, and increase maintenance costs. The best running state of a single physical machine should make the utilization rate of all types of resources reach the closed value of the best workload. Therefore, when selecting physical machines, the resource utilization on each physical machine should be maximized within the threshold range [15].

Using each data subtask type $\tau$, each algorithm is regarded as a service platform. Assuming that the data rate of network resources is distributed in a compound Poisson distribution, set the server rate as $\mu$, and calculate the probability of free time occurrence of resource data scheduling as follows:

$$P_0(\tau) = \sum_{n=1}^{K} \left( \frac{P^n}{n!} \mu - 1 \right)$$

(3)

where, $P_0(\tau)$ represents the number of blank data in the whole scheduling method. According to the number of blanks, we remove the blank scheduling data from the network resource data, and complete the research on the scheduling method of social network resource data based on multi-Agent technology.

### 3 Simulation Test Experiment

#### 3.1 Experimental Data Preparation

Using the configuration of the CloudSim experimental environment, install several corresponding software packages in the configuration. The installed software packages are as follows (Table 1):

| Serial number | Name               | Model        |
|---------------|--------------------|--------------|
| 1             | Operating system   | Windows      |
| 2             | Memory             | 4G           |
| 3             | Development tool   | Eclipse 3.7.1|
| 4             | Java environment   | JDK 1.7      |
| 5             | CloudSim           | CloudSim3.1  |

Cloud computing is used to provide various types of services. In order to simplify the operation, four types of services are set. According to the setting of the Cloudlet
class in CloudSim, different requirements are quantified, and the task parameters in the following Table 2 are obtained:

| Task type | Length | File size | Output size | Network |
|-----------|--------|-----------|-------------|---------|
| 1         | 40     | 100       | 80          | 120     |
| 2         | 200    | 60        | 100         | 60      |
| 3         | 600    | 80        | 50          | 100     |
| 4         | 800    | 20        | 10          | 50      |

In contrast to user services, there are many kinds of virtual machines with different performance in the cloud platform to meet the needs of users. This paper sets up three virtual machines with different performance to handle tasks with different requirements, as shown in the following Table 3:

| VM type | A | B | C |
|---------|---|---|---|
| CPU     | Single-core | Dual-core | Quad-core |
| Memory  | 256 | 1024 | 2048 |
| Network | 4000 | 1000 | 2000 |
| Storage | 40000 | 20000 | 10000 |
| Power   | 100 | 400 | 1000 |

After initializing CloudSim, use the DataCenter in the software to create the data center, submit the user request according to the rules of Agent technology, create the task list and virtual machine list after creating the data center Agent, call the functions defined when creating the database center, start the experiment, record the two traditional methods and the social network resource data scheduling method based on multi-Agent technology the time to complete the task of scheduling social network resource data.

3.2 Experimental Result

In the experiment, according to the order of data task quantity from more to less, the time of completing different data quantity by three methods is compared, the results are as follows (Fig. 5):

It can be seen from the above figure that when the task volume is small, with the increase of task volume, the execution time of the three scheduling methods is almost linear growth, and the social network resource data scheduling method of multi-Agent technology does not show obvious advantages. When the network resource data task volume is greater than 60, the processing time of traditional scheduling method 1
increases linearly, while that of traditional scheduling method 2 and multi-Agent based scheduling method 2 increases linearly the processing time of social network resource data scheduling method based on t technology gradually slows down. When the number of network resource data scheduling tasks reaches 120, the processing time of traditional scheduling method 1 and traditional scheduling method 2 still increases rapidly, while the social network resource data scheduling method based on multi-Agent technology maintains a stable state. To sum up, with the increase of scheduling data tasks, the processing time of social network resource data scheduling method based on multi-Agent technology can be maintained at about 10 s, while the two traditional scheduling methods, with the increase of scheduling tasks, the processing time will also increase, with weak timeliness, which is not conducive to the scheduling of social network resource data.

4 Conclusions

With the rapid development of social network and the continuous popularization of Agent technology, the current resource management and scheduling technology has been unable to meet the needs of all application environments. How to schedule and manage the social network resource data reasonably and realize the unity of user service availability and system resource reliability is the core issue of research. At present, most of the research on resource scheduling in the academic community considers virtual machine as the abstract unit of resource scheduling, but few of the research on resource scheduling in social network using multi-Agent technology. Therefore, this paper proposes a data scheduling method of social network resources based on multi-Agent technology, aiming at the problem that the traditional scheduling method takes too long to process multi data tasks, which is of developmental significance.
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