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Summary

Atrial fibrillation is a clinically important arrhythmia. There are some reports on machine learning models for AF diagnosis using electrocardiogram data. However, few reports have proposed an eXplainable Artificial Intelligence (XAI) model to enable physicians to easily understand the machine learning model’s diagnosis results.

We developed and validated an XAI-enabled atrial fibrillation diagnosis model based on a convolutional neural network (CNN) algorithm. We used Holter electrocardiogram monitoring data and the gradient-weighted class activation mapping (Grad-CAM) method.

Electrocardiogram data recorded from patients between January 4, 2016, and October 31, 2019, totaling 57,273 electrocardiogram waveform slots of 30 seconds each with diagnostic information annotated by cardiologists, were used for training our proposed model. Performance metrics of our AI model for AF diagnosis are as follows: sensitivity, 97.1% (95% CI: 0.969-0.972); specificity, 94.5% (95% CI: 0.943-0.946); accuracy, 95.3% (95% CI: 0.929-0.933). The area under the receiver operating characteristic curve for AF detection using our model was 0.988 (95% CI: 0.987-0.988). Furthermore, using the XAI method, 94.5 ± 3.5% of the areas identified as regions of interest using our machine learning model were identified as characteristic sites for AF diagnosis by cardiologists.

AF was accurately diagnosed and favorably explained with Holter ECG waveforms using our proposed CNN-based XAI model. Our study presents another step toward realizing a viable XAI-based detection model for AF diagnoses for use by physicians.
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Atrial fibrillation (AF) is a clinically important arrhythmia that can cause palpitations, cerebral infarction, and heart failure. The prevalence of atrial fibrillation is increasing because a large portion of the US population is aging. Consequently, the cost of emergency consultation and treatment for atrial fibrillation is also rising. In particular, 20-40% of cerebral infarctions are caused by an unknown embolic source, and about 40% of these cerebral infarctions are related to atrial fibrillation. Nevertheless, the risk of cardioembolic cerebral infarction can be reduced via anticoagulation therapy. There are clinical guidelines indicating anticoagulation therapy, such as CHADS2 and CHADS-VASC scores. It is essential to detect atrial fibrillation before administering anticoagulation therapies.

Recently, machine learning models have been developed to interpret clinical data in a detailed manner. Also, some studies on detecting atrial fibrillation using neural networks have reported high diagnostic performance of these networks similar to that of human cardiologists. However, it is important for clinicians to understand the reason for a diagnosis made by artificial intelligence (AI) models before suggesting treatments for patients. Therefore, it is insufficient to implement traditional
black-box AI decision algorithms, especially those based on convolutional neural networks (CNNs), for such clinical applications. Thus, to enable AI as a practical diagnostic tool for clinicians, it is important to implement interpretable diagnostic models. Therefore, a technology called eXplainable AI (XAI) has been recently developed; XAI shows a visualization of the AI decision process, enabling physicians and clinicians to better understand the results obtained via machine learning models.

In light of the above, in this study, we developed an AI-based electrocardiogram (ECG) interpretation model for atrial fibrillation diagnosis using a CNN-based Holter monitor and the gradient-weighted class activation mapping (Grad-CAM) method to enable the validation of the obtained results for clinical use.

Methods

Ethics approval: This study was approved by the International University of Health and Welfare Ethical Review Board (No. 5-17-23). This approval followed the “Declaration of Helsinki” and the responsible institutional committee’s ethical standards on human experimentation. Informed consent was obtained via an online opt-out option; patients who opted-out online were excluded from the study.

Preparation of training and test data sets: This study included all patients who underwent Holter monitor ECG testing at the International University of Health and Welfare Mita Hospital between January 4, 2016, and October 31, 2019. All Holter monitor ECGs were first analyzed by a clinical technician and then read by a cardiologist to obtain diagnostic information. To prepare the training and test data sets for our machine learning system, we extracted raw ECG data, anonymized it, and annotated it with diagnostic information based on the basic rhythm in the ECG as either sinus rhythm, atrial fibrillation, or paroxysmal atrial fibrillation.

Construction of the CNN-based atrial fibrillation diagnosis model: We extracted waveform data at all time points from the annotated ECG database and sampled them at 125 Hz. ECG data were recorded for approximately 24 hours per case, and then 30-second slots of data were extracted from it. A cardiologist manually confirmed annotations of the basic cardiac rhythm for the extracted data slots. Next, to learn the morphological characteristics of the extracted ECG waveforms, the corresponding waveform data were transformed into two-dimensional image data, and the related diagnostic annotations were prepared for supervised learning.

Waveform data for atrial fibrillation from subjects with persistent atrial fibrillation and sinus rhythm, respectively, were extracted as training data for our proposed CNN-based atrial fibrillation diagnosis model. Figure 1 shows the architecture of our proposed model. A deep learning framework, called Chainer, was used in this study. Our proposed CNN model primarily consists of two convolutional layers and two fully connected layers. We also included normalization layers (such as local response normalization and dropout) in our model to avoid overfitting.

Model validation and statistical analysis: To evaluate our constructed machine learning diagnosis model’s performance, we performed a validation study using a validation data set. Data from cases that were not used for model training were randomly selected to construct the validation data set. Like the training data, the validation data were composed of 30-second single-lead ECG data annotated with diagnostic information subsequently converted to image data. The validation data were inputted to the constructed machine learning model, and the outputs for atrial fibrillation diagnosis were evaluated based on the annotations. We considered 95% confidence intervals (CI) to evaluate the performance of our model. All statistical analyses were performed using the IBM SPSS Statistics software version 25 or higher.

Grad-CAM: Grad-CAM can be used to produce a visual prediction map to highlight important regions in an image. The key principle on which Grad-CAM is based can be described as follows: For a given input image, we consider channel $k$ of a feature map $A^i$ that is outputted by a convolutional layer and compute the gradient of the score
Table. Performance Evaluation of the Machine Learning Model for Atrial Fibrillation Detection

| The number of predictions for Af by the machine learning model | The number of subjects with |
|---------------------------------------------------------------|----------------------------|
| Af rhythm | non Af rhythm |
| Af rhythm | 18079 | 2135 |
| Non Af rhythm | 543 | 36516 |

Af indicates atrial fibrillation.

Results

Preparation of training and validation data sets from the original database: ECG waveforms from 1883 cases of Holter ECG at our institution between January 4, 2016, and October 31, 2019, were included in our study. All waveform data were stored in a database for model training; these waveform data included 24-hour Holter ECGs annotated with diagnostic information for arrhythmia by cardiologists. We sequentially inputted ECG data of patients with sinus rhythm and atrial fibrillation into a CNN for training from this data set. We continued training the CNN with 45 patients, each with sinus rhythm and atrial fibrillation, leading to a total of 255,478 slots of waveform data.

Furthermore, we evaluated the performance of our CNN-based machine learning model using validation data. In particular, 57,273 slots of waveform data from the database were used to validate the performance of the model; these data were extracted from 10 patients with sinus rhythms, 5 with persistent atrial fibrillation, and 5 with paroxysmal atrial fibrillation. Of these 57,273 slots, 18,622 slots were annotated as atrial fibrillation data, wherein 14,400 and 4,222 slots were for persistent and paroxysmal atrial fibrillation, respectively. The remaining 38,651 slots included non-atrial fibrillation data annotated as sinus rhythm waveforms, with 28,757 and 9,894 slots belonging to subjects with sinus rhythm and those with non-transient rhythms (paroxysmal atrial fibrillation), respectively (Supplemental Figure 1).

Validation of the proposed machine learning model for atrial fibrillation diagnosis: To validate our proposed machine learning model’s performance, we inputted the validation data into the model to obtain atrial fibrillation diagnoses. Table lists the corresponding performance results. The performance metrics obtained for our machine learning model for atrial fibrillation are as follows: sensitivity: 97.1% (95% CI: 0.969-0.972); specificity: 94.5% (95% CI: 0.943-0.946); accuracy: 95.3% (95% CI: 0.952-0.955); positive predictive value: 89.3% (95% CI: 0.892-0.897); and F-value: 93.1% (95% CI: 0.929-0.933). Figure 2 shows the receiver operating characteristics (ROC) curve for atrial fibrillation diagnoses using our machine learning model. The area under the ROC curve (AUC) for atrial fibrillation detection using validation data was 0.988 (95% CI: 0.987-0.988), which indicates the high discrimination ability of our model for the detection of atrial fibrillation.

XAI images of the focused lesions obtained via Grad-CAM: To obtain XAI images, we converted the waveform data of atrial fibrillation and non-atrial fibrillation to image data. Then we evaluated using Grad-CAM to obtain regions of interest, which were then superimposed on the
image data. In particular, typical heat map images superimposed over the original waveform images are shown in Figure 3A.

Based on the regions of interest highlighted via Grad-CAM, it can be deduced that our proposed CNN focuses on fibrillation waves (f-waves) and irregular QRS waveforms in the case of atrial fibrillation. In contrast, in the case of sinus rhythm, the proposed CNN focuses on the presence of P-waves and on the regularity of QRS waveforms; however, it is noteworthy that the regions of interest in the case of sinus rhythm waveforms were smaller compared with those in the case of atrial fibrillation waveforms.

Grad-CAM was able to highlight areas of interest for diagnosis. The results of the visualization process provide key diagnostic features to clinicians. The XAI model can become a powerful diagnostic tool for clinicians by presenting the diagnosis itself and the interpretable process from the CNN (Figure 3B). In the meantime, typical false-positive and false-negative waveforms illustrate the examples that this AI suffers poor performance for diagnosis (Supplemental Figure 2), which were mainly caused by fine shakings of baselines.

**Validity assessments of XAI images obtained via Grad-CAM by cardiologists:** To assess the validity of the XAI images obtained via Grad-CAM, new atrial fibrillation waveform data that was not previously used for training were randomly extracted from the original database. The obtained Grad-CAM heat map images were superimposed on the ECG waveforms for 500 consecutive slots that were correctly diagnosed by the proposed AI model and were then evaluated by six cardiologists who were not involved in the original annotation process. The cardiologists identified 94.5 ± 3.5% of the area highlighted via Grad-CAM as characteristic sites for atrial fibrillation. Most of the irrelevant areas highlighted via Grad-CAM included drifted baselines, noisy waveforms, or small heat map displays, as shown in Supplemental Figure 3.

**Discussion**

In this study, our machine learning model, based on Holter ECG waveform data, showed acceptable accuracy for atrial fibrillation diagnosis. It also established an interpretation model using Grad-CAM as an XAI approach; our results indicated that the features assumed to be considered by our proposed CNN for the diagnosis of atrial fibrillation matched those perceived by cardiologists with high accuracy.

In particular, the visualization of the regions of interest considered by our CNN-based machine learning model for atrial fibrillation using Grad-CAM is an important feature of this study. First, the diagnostic accuracy of our machine learning model for atrial fibrillation presented significant improvement. Then, we showed that the machine learning model could suggest f-waves and irregularities in RR intervals with an accuracy similar to that of human cardiologists. Thus far, detection algorithms have not been quite successful at detecting P-waves than detecting QRS waves due to the former’s small amplitude. As an alternative method for P-wave detection in previous works, researchers attempted to locate P-waves based on their positional relationship with QRS waves by detecting the maximum and minimum points of the second derivative curve of a p-wave. In a previous study, Suzuki et al. reported that the correct response rate for their automatic atrial fibrillation diagnosis algorithm using Holter ECG data was about 80%. In contrast, in the present study,
the detection performance of our CNN-based algorithm for atrial fibrillation diagnosis was 95.3%, 97.1%, and 94.5% in terms of accuracy, sensitivity, and specificity. Also, the positive diagnosis rate of our algorithm was higher than that proposed by Suzuki et al.22) Thus, our proposed model enables the detection of atrial fibrillation in ECG data, which has been difficult to achieve using existing diagnostic methods; furthermore, our results indicate that the use of CNN’s can provide a breakthrough in terms of detection accuracy compared with conventional automatic ECG diagnosis approaches.

Another important feature of this study is an explainable and interpretable model for atrial fibrillation diagnosis. The “black-box” that exists from input to output in the diagnosis process using AI-based methods poses a problem for physicians in understanding the results and the diagnosis process using AI-based methods poses a problem for physicians in understanding the results and consequently hampers the reliability of those results.23) The most important advantage of using XAI in this study is that the XAI system can be used to visually highlight important diagnostic features in the ECG waveforms that primarily contribute to the prediction result of our machine learning model. By identifying the regions of interest in the ECG waveforms considered by the machine learning model for atrial fibrillation diagnosis, physicians will understand the output results of the model better, thus improving the reliability of the diagnosis results.

**Limitations of the study:** First, our XAI framework does not necessarily reflect the internal analysis performed by the machine learning model; on the contrary, it is just an approximation of those analysis results. Thus, we can identify the parts of the ECG that were considered important in the machine learning model using Grad-CAM, but we cannot determine the reason for their selection or the analysis methodology employed by the model.

Second, this study was a retrospective study, and our results have not been prospectively validated; thus, our proposed machine learning model needs to be validated in a prospective observational study. Also, the effect of ethnic differences in the ECG waveforms cannot be entirely ignored because the participants in this study only included individuals from the Asian ethnicity. As future work, we will improve our CNN-based atrial fibrillation diagnosis model’s robustness using training data obtained from diverse groups of subjects.

**Conclusion**

In conclusion, atrial fibrillation was accurately diagnosed from Holter ECG waveforms using our proposed CNN-based machine learning model. Furthermore, Grad-CAM enabled the visualization of the CNN diagnosis approach, thus providing an explanation model to better understand the working of the CNN diagnoses model, which has not been attempted in any similar study to the best of our knowledge.
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