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Low-latency detection of Binary Black Hole (BBH) and Binary Neutron Star (BNS) merger Gravitational Wave (GW) signals is essential for enabling multi-messenger observations of such systems. The merger GW signals have varying frequencies and are contaminated by non-stationary noises. Earlier studies of non-templated merger signal detection techniques used traditional Fourier transform-based time-frequency decomposition methods for spectrogram generation, which have had difficulties identifying rapid frequency changes in merger signals with heavy background noise. To address this problem, we introduce the Joint-Chirp-rate-Time-Frequency Transform (JCTFT), in which complex-valued window functions are used to modulate the amplitude, frequency, and phase of the input signal. In addition, we outline the techniques for generating chirp-rate-enhanced time-frequency spectrograms from the results of a JCTFT. We demonstrate an average of 14% improved merger detectability among simulated detector signals with Signal-to-Noise Ratios between 6 and 10 using the InceptionV3 image classification neural network compared to the same network trained with Q-transform spectrograms. The JCTFT is a general transformation technique that can be applied to existing and third-generation GW detector signals. Further studies will aim to improve the efficiency and performance of the JCTFT.

I. INTRODUCTION

The direct detection of gravitational waves (GW) in 2015 by the Laser Interferometer Gravitational-Wave Observatory (LIGO) and Virgo (European Gravitational Wave Observatory) scientific collaboration opened up a new era of GW research and provided researchers with never-before-seen data that allowed insights into the cosmic events that produce such signals \(\mathsection\). Some of the most prominent sources of GW signals are Binary Black-Hole (BBH) and Binary Neutron Star (BNS) mergers \(\mathsection, \mathsection\). With the addition of the Japanese KAGRA detector, formally known as the Large Scale Cryogenic Gravitational Wave Telescope, and LIGO India, next-generation ground and space-based detectors such as the Einstein Telescope, Cosmic Explorer, and the Laser Interferometer Space Antenna, underway, developing tools that allow for the fast and accurate identification of GW signals from merger events will allow immediate coordination between observatories to capture a fuller picture of the process leading up to the merger \(\mathsection\).

There are two main approaches for merger signal detection: templated and non-templated searches \(\mathsection, \mathsection\). Currently, one of the most reliable methods is matched filtering using simulated merger waveforms. This templated search technique matches the detector signal to a collection of waveform templates in the template bank, and outputs the best match based on a series of criteria. In the context of BBH and BNS merger GW signals, simulated merger waveforms obtained using a combination of numerical techniques are correlated with detector signals, thereby producing matched filters \(\mathsection, \mathsection, \mathsection, \mathsection, \mathsection\). A high presence of the template waveform in the detector signal produces a good match. The matched waveform is then considered as a detected signal if it passes a series of vetoing algorithms \(\mathsection, \mathsection, \mathsection, \mathsection\). Many researchers have also attempted non-templated search techniques based on time-frequency spectrograms, where the algorithm looks for sudden appearances of chirp signals that resemble the characteristics of a BBH or BNS merger. The fundamental technique used to generate spectrograms, such as the Fourier Transform (FT), can be loosely considered as a type of matched filtering. Because FT-inspired spectrogram generation techniques contain no actual merger waveforms and the filter bank is rather simple, we excluded the use of simple spectrograms from templated searches. An example of such an algorithm is coherence waveBurst, which has been applied to merger signal searches and analysis since the early days of BBH merger detection \(\mathsection, \mathsection\). The performance of such spectrogram-based, non-templated searches may vary depending on the time-frequency decomposition method. The short-time-Fourier-transform
Non-templated detection techniques based on time-frequency decomposition are gaining traction again owing to recent advances in machine learning algorithms\cite{12}. These algorithms are extremely effective in identifying underlying connections within complicated input data and predicting outcomes based on efficient statistical procedures\cite{26,30}. Examples that use spectrograms as an integral part of a classification ANN include the Gravity Spy Project, where GW detector glitches are classified using an image ANN\cite{50}, and the merger GW signal forecasting ANN built on the pre-trained image classification network ResNet-50\cite{54}. However, there are several shortcomings associated with the use of traditional time-frequency decomposition methods for GW signal detection and classification. For instance, the risk of degrading weak signals in map-whitening, the inability to distinguish low-frequency and low-power inspiral signals from background noise\cite{25}, and the difficulty in capturing the rapid frequency change of a merger. Weaker signals make accurate detection even more difficult to achieve. Although many of the problems can be addressed through better machine learning architectures, high-performance hardware, and more training data, a signal decomposition method that provides better pre-processed input data has the potential to produce immediate improvements in detection sensitivity and accuracy, particularly for low Signal-to-Noise Ratio (SNR) merger GW signals.

In this paper, we introduce the complex window-based Joint-Chirp-rate-Time-Frequency Transform (JCTFT) for non-templated merger chirp signal detection. JCTFT uses a frequency-related complex window function to vary its time-sampling interval and the degree of frequency shift for different frequency components. Lower frequency signals were sampled for longer periods of time to account for their longer durations. In comparison, higher-frequency signals were sampled for shorter periods of time to capture the quick frequency changes in a chirp signal. This method is distinct from existing windowed STFT methods and most commonly used wavelet transforms. The complex window function contains terms that do not satisfy the wavelet admissible condition and the transform produces results in three dimensions instead of only time and frequency. JCTFT introduces frequency shifts represented by non-linear time scales that are not present in traditional time-frequency decomposition methods, thereby generating more prominent frequency peaks of chirp signals. Some studies have discussed intents or techniques reminiscent of JCTFT\cite{9,31,38,47,50}, in particular, the chirplet transform\cite{11}. However, we find our definition is unique in terms of the complex-window design, window application procedure, result processing, and intent for application. We found an average of 14\% improved merger detection accuracy or lower false positive rate in two InceptionV3 convolutional neural networks trained separately with JCTFT and QT spectrograms.

The remainder of this paper is organized as follows. In Section two, we introduce the idea behind the linear chirp approximation of BBH merger GW signals, the JCTFT, and the technique for generating chirp-rate-enhanced time-frequency spectrograms. Section three provides the processed three-dimensional JCTFT results, spectrograms of high and low-SNR simulated BBH merger GW signals, and the ANN classification statistics. In Section four we discuss the significance, applications, and potential improvements associated with the JCTFT. Section five presents the conclusions and outlines the broader applications of the complex window function.

II. METHODS

A. Linear Chirp Base for BBH Merger GW Signal Representation

A simplified BBH merger GW instantaneous frequency (IF) model for lower frequency, near-circular orbit systems, is given by\cite{4}

\[
IF_{\text{merger}}^{\text{chirp}}(t) = \frac{8\pi}{5} \left( \frac{GM_{\text{chirp}}}{c^3} \right)^{5/3} (t_c - t),
\]

(1)

following a 2PN correction. Then

\[
IF_{\text{merger}}(t) = \frac{53/8}{8\pi} \left( \frac{c^3}{GM_{\text{chirp}}} \right)^{5/8} (t_c - t)^{-3/8},
\]

(2)

where \( G \) is the gravitational constant, \( t_c \) is the coalescence time, and \( M_{\text{chirp}} \) is the chirp mass of the BBH system defined by the individual masses \( m_1 \) and \( m_2 \) via

\[
M_{\text{chirp}} = \frac{(m_1 m_2)^{3/5}}{(m_1 + m_2)^{1/5}}; m_1 > 0, \ m_2 > 0.
\]

(3)

A complex linear chirp signal can be represented as

\[
\chi(t) = Ae^{i2\pi(\Omega t + \gamma t^2)},
\]

(4)

where \( A \) is the amplitude, \( \Omega \) is the starting frequency, and \( \gamma \) is the chirp rate. A simple differentiation of the power term \( \Omega t + \gamma t^2 \) yields the IF

\[
IF_{\text{linear}}^{\text{chirp}}(t, \Omega) = 2\gamma t + \Omega.
\]

(5)

It is easy to show that the merger frequency model \( IF_{\text{merger}}(t) \) is an entire function on \( t \in (0, t_c) \), and its chirp rate \( IF_{\text{merger}}(t) \) is monotonic. By appropriate choices of parameter values, there always exists a linearly changing frequency in the form of equation\cite{5} that satisfies the following limit near the domain of \( t \in (0, t_c) \):

\[
\lim_{t \to t'} IF_{\text{merger}}(t) = IF_{\text{linear}}^{\text{chirp}}(\delta t, \Omega),
\]

(6)

where \( \delta t \) is the time allowed for the linear chirp frequency to vary, and \( \Omega \) is an arbitrary base frequency.
Constrained by the sampling frequency of the input signal and the desired range of the frequency and chirp rate analysis, &t and & are upper and lower limits when dealing with real detector signals. Given that a BBH merger GW waveform can be approximated by linear chirp signals with an appropriate base frequency, chirp rate, and time sampling interval, we propose that the merger signal within such a time interval be analyzed using linear chirp transform (LCT). Instead of matching the detector signal & within a constant frequency signal model & in an FT, a linear chirp signal model & is used. The continuous LCT is defined as:

\[ H_L(\Omega, \gamma) = \int_{-\infty}^{\infty} h(t)e^{-i2\pi(\Omega t + \gamma t^2)}dt, \]  

and the continuous inverse LCT is given by

\[ h(t) = \int_{-\infty}^{\infty} H_L(\Omega, \gamma)e^{i2\pi(\Omega t + \gamma t^2)}d\Omega, \]  

where the optimal ranges of & and & are determined based on the target BBH merger population and GW detector specifications.

B. The Joint-Chirp-Rate-Time-Frequency Transform

We define the complex window function based JCTFT as

\[ H_J(\gamma, \tau, \Omega) = \int_{-\infty}^{\infty} h(t)g_c(\gamma, t - \tau, \Omega)e^{-i2\pi\Omega t}dt, \]  

where \( h(t) \) is the input signal, \( t \) is the input time, \( \tau \) is the transformed time, \( \gamma \) is the chirp rate, \( \Omega \) is the frequency, and \( g_c(\gamma, t - \tau, \Omega) \) is the complex window function. The complex window function is defined as follows:

\[ g_c(\gamma, t - \tau, \Omega) = \frac{[\Omega_0 + \mu\Omega]}{\sqrt{2\pi}} \frac{1 + \frac{(t - \tau - \gamma)}{\Omega}}{2} e^{-\frac{1}{2}[(t - \tau)^2 + (\gamma\Omega)]}, \]  

where \( \frac{[\Omega_0 + \mu\Omega]}{\sqrt{2\pi}} \) is the partial normalization factor that ignores the contribution of the imaginary component, and \( \Omega_0 + \mu\Omega \) in the exponent acts as a frequency-varying standard deviation control of the window function width. \( \Omega_0 \) is an arbitrary base frequency parameter and \( \mu \) is the frequency scaling parameter, both of which can be determined experimentally. This frequency-varying window standard deviation control technique allows for the dynamic self-adjustment of the window width for improved resolution. A set of these complex window functions is shown in Figure 1, where \( \Omega = 1 \text{ Hz} \), \( \Omega_0 = 0 \), \( \mu = 1 \), and the chirp rate \( \gamma \) is equal to 0 and 1 s\(^{-2}\). As stated by equation (10), the complex-valued window function is a typical Gaussian function with the frequency shift component of a linear chirp signal absorbed into itself. To make use of this frequency-related window function standard deviation control in equation (10), it is necessary to have prior knowledge of the input signal frequency distribution in time, which is not always possible. Fortunately, this problem can be solved efficiently by converting the JCTFT windowing operation from the time domain to the frequency domain. Instead of sliding the complex window function in time and transforming the windowed signal, we first obtain the frequency distribution of the input signal via an FT and then slide a complex window function along the frequency axis of the signal. It is easy to show that the FT of a window function \( g_c(t - \tau) \) with a time shift \( \tau \) is

\[ \mathcal{F}\{g_c(t - \tau)\} = \mathcal{F}\{g_c(t)\}e^{-i2\pi\Omega\tau}, \]  

where \( \mathcal{F} \) is the FT operator and all other variables are treated as coefficients for a particular window. The JCTFT can be represented as follows with the time shift factored out explicitly:

\[ H_J(\gamma, \tau, \Omega) = \mathcal{F}\{f(t)g_c(t - \tau, \gamma, \Omega)\} = \mathcal{F}\{f(t)\} \ast \mathcal{F}\{g_c(t - \tau, \gamma, \Omega)\} = \mathcal{F}\{f(t)\} \ast \mathcal{F}\{g_c(t, \gamma, \Omega)\}e^{-i2\pi\Omega\tau}, \]  

where the convolution theorem is used to convert the FT of multiplication in the time domain to convolution in the frequency domain, which is represented by the convolution operator \( \ast \). Finally, an alternative frequency domain definition of the JCTFT is

\[ H_J(\gamma, \tau, \Omega) = \int_{-\infty}^{\infty} H(\Omega + \alpha)G_c(\gamma, \Omega, \alpha)e^{i2\pi\alpha t}d\alpha, \]  

where \( \alpha \) is the frequency shift parameter introduced by the definition of convolution, \( H(\Omega + \alpha) \) is the FT of the
original input signal on the shifted frequency scale, and \( G_c(\gamma, \Omega, \alpha) \) is the FT of the complex window function \( g_c(\gamma, t, \Omega) \) without time shift \( \tau \).

\[
G_c(\gamma, \Omega, \alpha) = \frac{[\Omega_0 + \mu\Omega]}{\sqrt{2\pi}} \{e^{-\pi\alpha^2/\sqrt{z}} \left(1 + \operatorname{erf}(\frac{i\pi\alpha}{\sqrt{z}})\right)\},
\]

where \( z = a + ib = \frac{(\Omega_0 + \mu\Omega)^2}{2}, \) and \( b = 2\pi\gamma. \) The alternative JCTFT definition equation \( (13) \) takes a form similar to the S transform \( (24) \) with the difference being that \( G_c \) is complex and contains a frequency-shift term. Figure (2) shows a set of complex window functions given by equation \( (13) \) with \( \Omega = 1Hz, \Omega_0 = 0, \mu = 1, \) \( \tau = 0, \) chirp rate \( \gamma = 0, \) and 1 s\(^{-2}\). The convolution shift parameter \( \alpha \) vanishes after the integration. According to the definition of convolution, this frequency shift should occur in the opposite direction such as \( H(\Omega - \alpha) \) and \( G_c(\gamma, \Omega, -\alpha) \). However, by invoking the correlation theorem after convolution, this frequency shift can be interpreted as \( H(\Omega - (-\alpha)) \) and \( G_c(\gamma, \Omega, -(-\alpha)) \). This step is important for discrete JCTFT computations as it transforms a convolution operation to an inverse FT, which can be computed efficiently using the inverse fast FT (IFT) algorithm on the complexity scale of \( n \log(n) \).\( \PageIndex{19} \)

The discrete JCTFT referencing equations \( \PageIndex{18} \) and \( \PageIndex{14} \) is given by

\[
H_J[l,m,k] = \frac{1}{N} \sum_{j=0}^{N-1} H[k+j]G_c[l,k,j]e^{\frac{2\pi i j n}{N}},
\]

where \( l \) is the discrete chirp rate number, \( m \) is the discrete transformed time, \( k \) is the discrete frequency, \( j \) is the discrete shifted frequency, and \( N \) is the total number of the original discrete time. Here, the discrete time and frequency share the same length \( N \). By the convention established earlier, \( H[k+j] \) represents the discrete FT (DFT) of the input signal \( h[n] \).

\[
H[k+j] = \sum_{n=0}^{N-1} h[n]e^{-\frac{2\pi i j n}{N}}.
\]

\( G_c[l,k,j] \) represents the DFT of the discrete complex window function in equation \( \PageIndex{14} \).

\[
G_c[l,k,j] = \frac{[k_0 + \mu k]}{\sqrt{2\pi}} \{e^{-\pi j^2/v} \left(\frac{v}{2}\right) \operatorname{erf}(\frac{i\pi j}{\sqrt{v}})\},
\]

where \( v = c + id, c = \frac{(k_0 + \mu k)^2}{2}, \) and \( d = 2\pi Cl \). The discrete chirp rate is represented by the product of a constant scaling coefficient \( C \) and the discrete chirp rate number \( l \). \( k_0 \) is the discrete equivalent of the base frequency \( \Omega_0 \). Similar to STFT, which uses a real window function \( g(t-\tau) \), JCTFT is invertible. More precisely, the solution of JCTFT corresponding to any chirp rate \( \gamma \) alone contains the full information required for an inverse transform. When the chirp rate \( \gamma = 0 \), the time-frequency decomposition is equivalent to an S transform, and the inverse transform follows the inverse S transform algorithm.\( \PageIndex{30} \) For JCTFT solutions with non-zero \( \gamma \) values, corrections to the frequency shifts introduced by the linear chirp component are needed. In general, the partially normalized complex window function in equation \( \PageIndex{10} \) has

\[
\int_{-\infty}^{\infty} g_c(\gamma, t-\tau, \Omega)dt = \sqrt{\frac{(\Omega_0 + \mu\Omega)^2}{4(\Omega_0 + \mu\Omega)^2 + i16\pi\gamma}}.
\]

An immediate consequence of equation \( \PageIndex{18} \) is

\[
A \int_{-\infty}^{\infty} g_c(\gamma, t-\tau, \Omega)dt = 1,
\]

with \( A = \frac{(\Omega_0 + \mu\Omega)^2}{\pi(\Omega_0 + \mu\Omega)^2 + i16\pi\gamma} \)^{-1/2}. When combined with the inverse FT, the properly normalized inverse JCTFT (IJCTFT) is given by

\[
h(t) = A \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} H_J(\gamma, \tau, \Omega) d\tau e^{2\pi i\tau t}d\Omega,
\]

where \( H_J \) is the \( \gamma \) portion of the JCTFT result. The discrete IJCTFT is obvious:

\[
h[n] = \sum_{j=0}^{N-1} \frac{1}{N} \sum_{m=0}^{N-1} A \cdot H_J |m,j| e^{2\pi j n}.
\]

In practice, other approaches also exist to invert a discrete JCTFT, some of which can be more efficient than equation \( \PageIndex{21} \). For example, the effect of a window function can be reversed for a time interval simply by applying the inverse of the particular function. Zero-division errors must be avoided because the complex windows \( g_c(\gamma, t-\tau, \Omega) \) and \( G_c(\gamma, \Omega, \alpha) \) may have multiple zero-crossings.
C. Chirp Rate Enhanced Time-Frequency Spectrogram

The result of a JCTFT has three dimensions: chirp rate, time, and frequency. In many cases, having two-dimensional representations of a higher-dimensional dataset simplifies the analysis, given that these lower-dimensional representations capture a sufficient amount of detail of the original data. With this assumption, in this section, we define an operation based on the result of a JCTFT for time-frequency spectrogram generation. The spectrogram generation operation is achieved by taking an orthogonal projection of JCTFT along the chirp rate axis:

\[ S_J(\Omega, \tau) = \int_{-L}^{L} H_J(\gamma, \tau, \Omega) d\gamma, \]  

where the chirp rate \( \gamma \) is assumed to have a range of \([-L, L]\) for \( L \in \mathbb{R} \). The discrete operation follows

\[ S_J(m, j) = \sum_{l=-l}^{l} H_J[l, m, j]. \]  

where \( l = L/C \). The integral in equation (22) suggests that the individual chirp rate distribution is lost during the process, making this operation non-invertible. Custom window functions tailored for generating desired time-frequency spectrograms can be further developed to enhance the complex window function. For instance, an additional window function for removing weaker frequency components can be defined as

\[ g_{freq}(\Omega) = e^{-\frac{(\Omega - \Omega_{\text{peak}})^2}{2\sigma^2}}, \]

where \( \Omega_{\text{peak}} \) is the peak frequency response position of the signal for a given chirp rate, and \( \sigma \) is an independent standard deviation control parameter. The quality of a custom window function largely dictates the quality of the generated spectrogram. However, we do not discuss window design in detail here. It should be mentioned that the chirp-rate-enhanced time-frequency spectrogram must not be treated as an accurate time-frequency representation of the input signal as the frequency content of the input signal has been modified by the complex window function. JCTFT is designed with easier chirp signal detection in mind rather than as an alternative to traditional time-frequency decomposition methods.

Similarly, replacing the chirp rate integral with a frequency integral produces the chirp rate variant of the projection operation:

\[ C_J(\gamma, \tau) = \int_{-\infty}^{\infty} H_J(\gamma, \tau, \Omega) d\Omega. \]

Because of the typical wide signal representation in the chirp-rate-frequency domain along the chirp rate axis, an efficient custom window design for equation (25) is particularly difficult.

III. RESULTS

A. Three-dimensional JCTFT Result

Let \( h_{Mpc}^{600}(t) \) and \( h_{Mpc}^{1800}(t) \) be BBH merger GW signals from systems with \( m_1 = 15M_\odot \) and \( m_2 = 10M_\odot \) at distances of 600 Mpc and 1800 Mpc generated using the frequency-domain phenomenological model IMRPhenomD\cite{33}. Figure (3) shows the mergers with simulated advanced LIGO (aLIGO) noise. The clean strain \( h_{Mpc}^{600}(t) \) in red in Figure (3a) has amplitudes around the order of \( 10^{-22} \) with a peak amplitude of approximately \( 4 \cdot 10^{-22} \). The clean strain \( h_{Mpc}^{1800}(t) \) in Figure (3b) has a peak amplitude of approximately \( 1.7 \cdot 10^{-22} \). Parameters in Table (I) were used to compute the JCTFT. Figures (4) and (5) show three-dimensional JCTFT voxels with the top 1% highest values for visualization purposes. Voxels represent signal presence near the neighborhood. Figure (4) shows the processed JCTFT result of \( h_{Mpc}^{600}(t) \) viewed from the time-frequency front. Reddish colors represent higher frequencies and bluish colors represent lower frequencies. As time progresses in the positive direction indicated by the green axis in the lower left corner of Figure (4), the main frequency feature also climbs higher. This is visible from the redder voxels that reach higher values in the positive frequency direction labeled by the blue axis. Figure (5) shows the JCTFT result viewed from the chirp-rate-frequency front. The positive chirp rate direction is indicated by the red axis and the positive frequency direction is indicated by the blue axis in the lower-left corner of Figure (5). The lowest frequency components located near the lower-left corner have lower chirp rates. As frequency increases in the positive blue axis direction, the signal chirp rate first increases, and then develops branches visible in both Figure (4) and Figure (5). The higher frequency components on the right side of Figure (5) show redder colors, which indicate that higher values

| Parameter                | Value  |
|--------------------------|--------|
| Input Sample Frequency (s^-1) | 2048   |
| JCTFT Sample Frequency (s^-1) | 600    |
| \( \Omega \) (s^-1)      | 30 - 300 |
| \( \Omega_0 \) (s^-1)    | 25     |
| \( \mu \)                | 0.0075 |
| \( \gamma^* \) (s^-2)    | 0 - 2400 |
| \( C^* \) (s^-2)         | 60     |
| \( l^* \)                | 0 - 40 |
| \( \sigma^* \) (s^-1)    | 6      |

TABLE I. JCTFT parameter values or ranges used for generating the results in this paper unless specified otherwise. The JCTFT sampling frequency and \( \Omega \) are determined based on detector specifications\cite{1}. Parameters labeled by * are estimated based on determined values using equations (1), (6), and (7). Different combinations may produce better or worse results.
FIG. 3. (a) Signal $h_{SNR}^{29.9}(t)$: Simulated high SNR BBH merger GW signal strain $h_{3000}^{29.9}(t)$ with aLIGO detector characteristic noise. (b) Signal $h_{SNR}^{10.4}(t)$: Simulated low SNR BBH merger GW signal strain $h_{3000}^{10.4}(t)$ with aLIGO detector characteristic noise. Noisy signals $h_{SNR}^{29.9}(t)$ and $h_{SNR}^{10.4}(t)$ are plotted in blue. Merger signals are plotted in red.

FIG. 4. Processed JCTFT result of merger signal $h_{3000}^{600}(t)$ plotted in three-dimensional space. The green, blue, and red axes indicate time, frequency, and chirp rate. Red voxels represent higher frequencies, and blue voxels represent lower frequencies.

FIG. 5. Processed JCTFT result of merger signal $h_{3000}^{600}(t)$ plotted in three-dimensional space. The green, blue, and red axes indicate time, frequency, and chirp rate. Red voxels represent higher frequencies, and blue voxels represent lower frequencies.

and higher frequency voxels have higher chirp rates.

B. Time-Frequency Spectrogram

The time-frequency projection of a JCTFT by definition is comparable to that of a traditional transform with a low-to-moderate amount of noise in the input signal and a sufficient time interval sampling rate. We compare the JCTFT time-frequency spectrograms of simulated merger signals with three different SNR levels to the spectrograms generated by Q-Transform. Transformations in the QT family are widely used in audio analysis and signal processing because their logarithmically scaled, and frequency-varying window functions are well-suited for signals that span across large frequency scales [16]. Additional controls over window functions in the QT are introduced by a quality factor Q where larger Q dilates windows across all frequencies and smaller Q does the opposite. For this reason, a QT with dynami-
cally determined Q-factors is one of the most commonly used transformation techniques in GW merger signal visualization and analysis. The following QT spectrograms were generated using the Q-factor optimization and QT algorithms in GWDetChar [37] and GWpy [39], the algorithms used in the official LIGO detector characterization [22]. The JCTFT spectrogram values represent the combined matching amplitudes and the QT spectrograms represent the normalized energy. Figure (6a) shows the JCTFT time-frequency projection of the clean merger signal $h_{600}^{600}(t)$, which we refer to as spectrogram for simplicity. Figure (6b) shows the QT spectrogram of $h_{600}^{600}(t)$. (c) JCTFT spectrogram of $h_{SNR}^{29.9}(t)$. (d) QT spectrogram of $h_{SNR}^{29.9}(t)$. (e) JCTFT spectrogram of $h_{SNR}^{10.4}(t)$. (f) QT spectrogram of $h_{SNR}^{10.4}(t)$.
of the slightly whitened clean merger signal \( h_{Mpc}^{500}(t) \). The whitening was applied for optimal QT performance. Both spectrograms display the peak merger frequency near 2.5 s to 2.70 s. The JCTFT spectrogram contains a more prominent inspiral stage signal between 1 and 2 seconds when compared to the QT spectrogram. The QT spectrogram peak merger frequency component extends to approximately 300 Hz, and the JCTFT spectrogram merger frequency reaches only approximately 150 Hz.

Substituting the high SNR simulated noisy strain \( h_{SNR}^{29.9}(t) \) into equation (22) with the additional frequency domain window function equation (24) yields the JCTFT spectrogram shown in Figure (6c). The QT spectrogram of \( h_{SNR}^{29.9}(t) \) is shown in Figure (6d). Both the JCTFT and the QT spectrograms show reduced peak merger frequency as a result of the increased amount of simulated background noise. The faint inspiral stage signal is visually more pronounced when comparing Figure (6c) to (6d).

Substituting \( h_{SNR}^{10.4}(t) \) into the JCTFT time-frequency projection and the QT yields the JCTFT (Figure 6e) and QT (Figure 6f) spectrograms of the low SNR signal. Both \( h_{SNR}^{10.4}(t) \) JCTFT and QT spectrograms are of much worse quality than \( h_{SNR}^{29.9}(t) \) and \( h_{Mpc}^{500}(t) \) spectrograms (for the purpose of merger detection). The lower frequency inspiral signal is less consistent, with significant amounts of discontinuity caused by the simulated aLIGO noise.

### C. Spectrogram Classification Accuracy

The InceptionV3 is a deep convolutional neural network architecture that has demonstrated state-of-the-art image classification performance on the ImageNet classification dataset. We use an InceptionV3 network with pre-trained ImageNet weights as the base model for further training and evaluating the merger detection accuracy using JCTFT and QT spectrograms. The training dataset is comprised of two subsets, M1200 and M2000. M1200 contains 12,500 simulated noisy merger waveforms from BBH systems between 600 Mpc and 1200 Mpc, and 12,500 aLIGO detector noise waveforms; M2000 contains 12,500 simulated noisy merger waveforms from systems between 1400 Mpc and 2000 Mpc, and 12,500 aLIGO detector noise waveforms. The merger waveforms were simulated for systems with combined pre-merger masses between 10 M⊙ and 83 M⊙. The merger waveforms were randomly injected into the 2-second, 3-second, and 4-second positions of the 6-second noise waveforms with an additional 0.5 seconds of random shifts. Table (A1) contains details of the dataset specifications.

We train the two InceptionV3 networks using JCTFT and QT spectrograms separately in two stages, first with the M1200 and then with the M2000 subset. The JCTFT-trained network achieved 98.26% accuracy for the M1200 dataset and 91.6% accuracy for the M2000 dataset. The QT-trained network achieved 97.3% and 89.02% respectively. We evaluate the performance of both InceptionV3 networks using a set of 4000 newly generated waveforms, where half of which are noisy merger waveforms generated following the same specifications as in Table (A1). The classification performance was evaluated in 12 merger signal SNR categories: less than 5, 5 - 14 in intervals of 1, and greater than 15. Figure 7 shows the classification accuracy vs. signal SNR ranges. Between SNR 6 to 10, the InceptionV3 model trained on JCTFT spectrograms performed consistently better than the same model trained with QT spectrograms. The JCTFT-trained network saw an 11% improvement in classification accuracy at SNR 6. Cases of 7, 8, 9, and 10 each saw improvements of 5.2%, 4.4%, 8.2%, and 5%. The QT-trained network performed slightly better with SNR 12, 13, and 14. For all signals with SNR higher than 15, both networks performed equally well with minimal difference.

Figures (8a) and (8b) show the network confusion matrices of both networks evaluated using the SNR-categorized dataset. Merger-Merger (MM) and Noise-Noise (NN) represent the percentage of merger signals being correctly classified as mergers or noises. Merger-Noise (MN) and Noise-Merger (NM) represent the percentage of mergers or noises being misclassified as opposites. Both the JCTFT and QT-trained InceptionV3 networks were able to classify the noise signals to very high accuracies. Higher SNR corresponds to higher MM accuracy. Lower SNR corresponds to a higher NM rate. Figure (8a) demonstrates the difference in the confusion matrices of the JCTFT-trained network and the QT-trained network. The JCTFT-trained network has consistently higher MM accuracy and lower MN error rate than the QT-trained network. For example, the JCTFT-trained...
network saw a 19.5% improvement in MM accuracy at SNR 6. Cases with SNR of 7, 8, 9, and 10 each showed a growth of 11.5%, 9.9%, 17.2%, and 11.9% in MM accuracy.

IV. DISCUSSION

A. Three-dimensional JCTFT

A chirp signal can be traced in the additional chirp rate dimension of the three-dimensional JCTFT solution. In contrast to having only the time-frequency spectrogram, JCTFT provides higher matching amplitudes of a signal within a short time interval when the chirp signal model matches the input chirp signal well. This is demonstrated in the $h_{600}^{Mpc}(t)$ JCTFT solution viewed from the chirp-rate-frequency front in Figure (5). All voxels with values below the top 99 percentile were removed from the result. The zero chirp rate time-frequency plane resembles the traditional time-frequency spectrogram of the merger signal $h(t)$, which only shows lower frequency components of the signal. This is due to the lower frequency inspiral signals having lower chirp rates. Higher-frequency merger signals have higher chirp rates and, as a result, the best matching merger stage voxels have higher frequencies and higher chirp rates. This technique accumulates the chirp signal matching amplitude with the inclusion of chirp rates and produces clearer frequency domain peaks than traditional transform methods. In Figure (6a), the abundance of high chirp rate artifacts characterizes the JCTFT result. By comparing the time-frequency plane of different non-zero chirp rate values to the zero chirp rate spectrogram and analyzing the JCTFT definition, we conclude that these voxels are caused by partially matched linear chirp waveforms. The starting frequencies of these partially matched waveforms are different from the actual starting frequency of the input chirp signal. However, when paired with the complex window function, the IF of these waveforms increases or decreases to a degree that matches a significant portion but not all of the input chirp signal, generating artifacts in the form of branches in the three-dimensional JCTFT result. Fortunately, these artifacts can easily be removed by masking functions. Tracing high matching amplitudes in the chirp rate, time, and frequency domains provides a new way of identifying the chirp signal and paves the ground for new three-dimensional analysis applications.

B. JCTFT and QT Spectrograms

Valuable information about the input signal can be extracted from the two-dimensional JCTFT time and frequency projections. The lower frequency bound of the clean merger signal $h_{600}^{Mpc}(t)$ was set to 30 Hz. The aLIGO noise model also has a lower frequency cut-off of approximately 30 Hz. The QT spectrogram in Figure (6) displays a cluster of peak normalized energy centered around 1 second in time and 30 Hz in frequency. This peak normalized energy value is so high relative to all other energy tiles in the QT spectrogram that the main inspiral stage signal of the merger after the first second can only be seen vividly in the background. On the contrary, the combined matching amplitudes of the JCTFT remained in the order of $10^{-22}$ for all three different SNR levels. In addition, the peak amplitude positions in time and frequency remained relatively stable. For lower SNR merger signals, the dynamic Q-factor optimization and energy normalization processes in the QT, originally designed to improve the spectrogram quality, becomes a disadvantage. The JCTFT time-frequency spectrograms might perform better than other transformation techniques for some specialized purposes. However, chirp-rate-enhanced JCTFT spectrograms should not be treated like traditional spectrograms generated using methods such as the STFT, ST, QT, or most wavelet transforms. For each small interval in time, the JCTFT result contains implicit frequency drifts that do not show up in the time-frequency projection. Additional frequency features might be present due to the frequency shifts in the JCTFT, for example, the peak merger frequency feature between 2.7 and 3 seconds in Figure (6a). We would not expect features like this in traditional time-frequency spectrograms. A clean linear chirp signal from $\omega_0$ to $\omega_1$ with a constant chirp rate $\gamma_0$ triggers narrow and well-isolated frequency peaks at the starting frequency of each small time interval and chirp rate $\gamma_0$. In contrast, traditional decomposition methods show continuously varying frequency distributions across $\omega_0$ to $\omega_1$ with lower peak amplitudes. The JCTFT spectrogram prohibits accurate representation of the signal in the time-frequency domain alone unless corrections are made using the chirp rate distribution information. In cases with high time-sampling rates or low chirp rates, one can treat the JCTFT time-frequency distribution as a traditional spectrogram, keeping the above differences in mind.

C. Neural Network Spectrogram Classification Accuracy

Figure (7) shows consistently better performances of the JCTFT-trained model for merger signals with SNRs between 6 and 10. The QT-trained network performed slightly better than that of the JCTFT for datasets with SNR of 12, 13, and 14. Combined with the visual comparison of the spectrograms in Figure (6), we conclude the QT of high and moderate SNR cases provides spectrograms that are easier for image classification networks like the InceptionV3. This is because the Q-factor optimization and energy normalization work in favor of isolating the merger signal from background noise. On the contrary, when the SNR is low, the Q-factor optimization and the energy normalization introduce more uncertainty.
as to whether the transformed peak normalized energy is the peak of desired merger signals. The JCTFT complex chirp window function and the summation technique for time-spectrogram generation were designed with preserving more information about the desired chirp signal in mind rather than an alternative transformation technique that performs better for all cases. The main disadvantages of the QT in low SNR merger spectrogram generation tasks are the difficulty in determining the optimal quality factor. The normalized energy is also a metric used in determining the optimal Q-factor during the factor optimization process which could potentially lead to the choice of a less ideal Q-factor due to the influence of heavy non-stationary background noise. This could produce peak normalized energy that is several magnitudes higher than the rest of the signal, overpowering the useful information about the hidden merger signal that ANN requires for making informed predictions. The main objective of the JCTFT is to optimize its window function while preserving as much of the original merger information as possible. As a consequence, even when the generated spectrogram is littered with heavy background noise, there could still be enough information for the classification network to predict whether a merger signal is hidden in the spectrogram.

D. Cases of Application

There are multiple ways to define the JCTFT. Each definition leads to similar results but with slightly different approaches to the signal decomposition problem. JCTFT works well when the input signal within each short time interval is well-matched by the linear chirp model. Alternatively, in our definition, equation (9), the dominant frequency component in the windowed interval triggers a narrow and localized response in the Fourier space. This idea is not new in the field of BBH merger GW signal detection and other signal detection algorithms\cite{35, 39}. It uses the complex window function to optimize the peak frequency response in a signal voxel in three-dimensional space or signal tile in two-dimensional projection.

The BBH merger GW signal is unique in that both the frequency and chirp rate span across large scales in a highly non-linear manner. Non-linear chirp rate scales should be used in discrete implementations of the JCTFT to efficiently cover the chirp rate space. In addition to chirp signal detection, JCTFT can be used for chirp rate and frequency estimations. The JCTFT produces consecutive peaks in the chirp-rate-frequency domain when a clear chirp signal is present. The chirp rate and frequency values for each time interval are the linear approximation of a section of the input signal. The main purpose of the JCTFT and JCTFT chirp rate enhanced spectrogram is to make identifying chirp signals from background noise easier rather than as an alternative method to traditional transformations. This objective is achieved by testing how the frequency-domain representation of a signal changes with different chirp rates. JCTFT enables new data analysis techniques by breaking down a time-series signal further than traditional time-frequency decomposition methods. The added chirp rate dimension opens up signal searches and analysis to three-dimensional spatial techniques and different ANN architectures. Examples include three-dimensional nearest neighbor search, correlation analysis, and even finding more efficient manifolds for two-dimensional signal representation with the help of machine learning algorithms\cite{42}.

E. Potential Improvements

JCTFT is not a perfect solution for representing non-stationary signals, especially when faced with highly non-linear input signals and heavy background noise. The current GW detector signals fall into this category. Tak-
ing more discrete steps to linearly approximate a nonlinear chirp signal may produce more accurate approximations, however, this process also makes the matched result prone to the influence of noise. A longer sampling duration accumulates the desired input signal, and the background noise can be analyzed by known noise models, but such an analysis requires a more complicated signal model design. The JCTFT is not restricted from using highly non-linear signal models, and the complex window function may take different forms. Therefore, it is necessary to balance the generality, effectiveness, and complexity of this method in practice. Correcting the frequency shift caused by the complex window and denoising the result of a JCTFT time-frequency spectrogram using the chirp rate information will allow some infrastructures developed for current spectrogram-based search methods to be transferred for the JCTFT with minor tuning. We are working on a more detailed analysis of the JCTFT characteristics and frequency shift correction in immediate follow-up studies.

V. CONCLUSIONS

The JCTFT decomposes time-series signals into chirp rate, time, and frequency, and establishes the relationship between the three quantities. The linear chirp approximation gives the JCTFT, and methods extended from it, the ability to model continuous chirp signals better than traditional time-frequency decomposition methods. These characteristics of the JCTFT pave the way for new three-dimensional chirp signal searches and analysis techniques, using either classic methods or machine learning algorithms. The time-frequency projection spectrogram of the JCTFT result resembles a regular time-frequency spectrogram generated by traditional methods with appropriate choices of transform parameters. The use of additional chirp rate information and frequency window functions provides the knowledge required for generating chirp-enhanced spectrograms which makes JCTFT well-suited for chirp signal detection and analysis. InceptionV3 image classification network trained with JCTFT-generated spectrograms was able to achieve an average of 14% better performance for simulated BBH merger signals with SNR 6-10. The JCTFT is a general signal decomposition technique that is applicable to a wide variety of signals, and can be applied to current generation ground-based GW detectors and future generation detectors, including space-based detectors, such as the Laser-Interferometer Space Antenna for long-duration and small chirp rate inspiral stage signal detection. We propose quantitative studies of the effect of JCTFT in BBH and BNS merger GW signal detection pipelines and compare the results with pipelines using other techniques. Efficient non-templated searches powered by JCTFT processed data have the potential to reveal faint and distant GW sources with improved confidence.
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APPENDIX

A1. Noisy Merger Waveform Dataset Specifications

| Parameters | Values |
|------------|--------|
| Sample Frequency (s\(^{-1}\)) | 2048 |
| Lower-Frequency Cut-off (s\(^{-1}\)) | 30 |
| Spectrogram Shape (pixels) | 256*256*3 |
| Combined Pre-merger Mass (\(M_\odot\)) | 10 - 83 |
| Distances (kMpc) | 0.6 - 1.2 |
| Z-axis Spin | [-1,1] |
| Spin Beta Distribution | \(\alpha = \beta = 0.125\) |
| Merger Position (s) | 2, 3, or 4 ± 0.5 |

TABLE A1. Training and Testing Dataset Parameter Values.
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