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Abstract—Long-term time-series forecasting (LTSF) plays a crucial role in various practical applications. Transformer and its variants have become the de facto backbone for LTSF, offering exceptional capabilities in processing long sequence data. However, existing Transformer-based models, such as Fedformer and Informer, often achieve their best performances on validation sets after just a few epochs, indicating potential underutilization of the Transformer’s capacity. One of the reasons that contribute to this overfitting is data redundancy arising from the rolling forecasting settings in the data augmentation process, particularly evident in longer sequences with highly similar adjacent data. In this paper, we propose a novel approach to address this issue by employing curriculum learning and introducing a memory-driven decoder. Specifically, we progressively introduce Bernoulli noise to the training samples, which effectively breaks the high similarity between adjacent data points. To further enhance forecasting accuracy, we introduce a memory-driven decoder. This component enables the model to capture seasonal tendencies and dependencies in the time-series data and leverages temporal relationships to facilitate the forecasting process. The experimental results on six real-life LTSF benchmarks demonstrate that our approach can be seamlessly plugged into varying Transformer-based models, with our approach enhancing the LTSF performances of various Transformer-based models by maximally 30%.

Index Terms—Long-term time series forecasting, Transformer, Curriculum learning, Memory module

I. INTRODUCTION

LONG-TERM time series forecasting (LTSF) stands as a cornerstone within a multitude of practical applications for complex real-life scenarios, such as finance [1], traffic, weather [2] and hospital admission rates prediction [3], wielding the power to shape crucial outcomes. Witness the success of Transformer [4] and further applications in numerous fields [5]–[11], researchers have begun to utilize the Transformer and its evolutionary descendants [12]–[15] as the de facto backbone in this intricate landscape. It showcases unparalleled prowess in handling extensive sequence data, elucidates patterns, and unveils latent structures that under-
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score sequential phenomena. More details, these Transformer-based LTSF systems have demonstrated strong performance, for which they can predict hundreds of time steps ahead, in contrast to other sequence processing networks and traditional methods that were mostly only capable of making predictions for 48-time points or less [16]–[18]. The spotlight on the Transformer architecture within LTSF illuminates a sophisticated symphony of computation, where self-attention mechanisms and hierarchical processing harmoniously intertwine. This orchestration empowers these models to decipher intricate temporal intricacies and discern long-range dependencies embedded within extensive sequences [19].

Strikingly, when playing with these Transformer-based LTSF systems [4], [14], [15], [19], we observed that these models frequently attain their apex performance on validation datasets within a remarkably abbreviated span of training epochs, sometimes even the first epoch [15], and then the performances dropped gradually. This observation hints at the latent underexploitation of the Transformer-based systems’ innate potential. The emergence of such a phenomenon can typically be attributed to a confluence of two primary factors: insufficient training data and the constrained parameter within the network architecture. However, the inherent modularity of these architectures allows for facile parameter augmentation by virtue of stacking additional Transformer modules. This architectural extensibility, coupled with the recognition that the constrained parameter space might not be the predominant
bottleneck, guides our inference toward the more probable origin: the paucity of comprehensive and high-quality training data.

Delving further into this phenomenon, we found that there is severe data redundancy within the training samples, stemming from the common practice of rolling forecasting settings (see Figure. 1 for more details) during data augmentation. Under the rolling forecasting setting, if the stride size is 1, then the previous and current training samples are only one data point apart from each other. Since making longer predictions typically requires longer input sequences, training samples for LTSF models have a higher degree of similarity. For example, when the model’s input length is 2, the similarity between two consecutive training inputs is 50% (1/2); however, if we increase the model’s input length to 168, the similarity between two consecutive training inputs rises to 99.4% (167/168). Therefore, the LTSF models are more likely to suffer from overfitting due to such data redundancy. One could argue that we could decrease the training sample similarities by increasing the stride size; however, the number of training samples decreases by the factor of the stride size, as the training sample numbers are calculated by:

\[ N_t = \frac{N_d - S_w + 1}{S_s}, \]  

where \( N_t \) represents the number of training samples, \( N_d \) represents the total number of time points in the training data, \( S_w \) refers to the window size, and \( S_s \) is the stride size. Although increasing stride sizes can decrease the sample similarities, it causes a decrease in training sample numbers, which also increases the likelihood of overfitting.

To address the aforementioned data redundancy issue, we propose CLMFormer, a novel pipeline with curriculum learning and a memory-driven decoder, designed to revitalize varying Transformer-based LTSF systems. Since data redundancy directly results from the heightened similarity present within the training data, our priority is to break this similarity while concurrently preserving the necessary training sample volume. To achieve this, we leverage the concept of curriculum learning \([20]–[22]\), gradually increasing training difficulty and data variety by progressively introducing Bernoulli noise to the training data through a dynamic dropout scheme. Such a scheme reduces the propensity for overfitting while simultaneously enhancing the model’s capacity to capture sequential patterns. To further enhance the Transformer’s ability to recognize intricate sequential patterns from highly similar training data, we propose a memory-driven decoder to facilitate the forecasting process. This is accomplished by adopting a seasonal memory and memory-conditioned layer normalization operation, both of which effectively utilize past time-series information and introduce additional computations to enhance the model’s capability for complex pattern recognition. The main contributions of this paper are summarized as follows:

- We uncover the swift validation peak in Transformer-based LTSF systems, attributed to data redundancy stemming from rolling forecasting settings.
- We propose a novel pipeline, CLMFormer, introducing curriculum learning and a memory-driven decoder to revitalize Transformer-based LTSF systems.
- We employ a progressive training schedule to increase the training difficulty and data variety and propose a seasonal memory matrix to recognize sequential patterns from highly similar training data.
- Extensive experiments are performed, and the results show that our method can be seamlessly plugged into various transformer-based LTSF models and improve their performances by maximally 30%.

II. RELATED WORK

A. Time Series Forecasting

Time series forecasting (TSF) \([23]\) is a critical task in various domains, encompassing domains such as finance, energy, healthcare, and more. Early approaches to TSF often revolved around traditional statistical and machine learning methods. These methods include ARIMA models \([24]\), exponential smoothing methods \([25]\), and seasonal decomposition of time series algorithms \([26]\). These techniques have been widely used due to their simplicity and interpretability. However, they often struggle to capture intricate temporal patterns and dependencies present in real-world data.

In recent years, deep learning techniques have gained traction for TSF. RNNs, including LSTM \([16]\), GRU \([27]\) and DeepAR \([28]\), have demonstrated their capability to capture temporal patterns. However, these models easily suffer from error accumulation, a phenomenon where small errors generated during earlier time steps can propagate and magnify as the sequence progresses \([29]\). This issue can significantly impact the overall accuracy and stability of the model’s predictions, especially in long sequences or when dealing with complex relationships within the data.

B. Transformer-based LTSF Systems

Due to the superior performances in processing sequence data, Transformer-based models have achieved state-of-the-art results in many time-series tasks \([30]\), especially in LTSF problems \([12], [15], [19], [31]\). There are several areas of focus among the latter studies. Some have focused on reducing the computational costs to enable longer predictions by sparse attention, whereby the memory cost is reduced from \(O(L^2)\) to as low as \(O(L \log L)\) \([15], [32]\), where \(L\) refers to the sequence length in attention layers. Other studies aim at improving the architecture or patch representations to further enhance the Transformer’s ability to learn seasonal and intricate temporal patterns. The Autoformer model \([19]\) introduces an innovative Auto-Correlation mechanism that enables sub-series level aggregation, effectively addressing the inherent periodicity within time series data. FEDFormer \([14]\), on the other hand, focuses on learning a sparse temporal representation through the utilization of frequency-enhanced blocks/attention. This approach involves leveraging a random subset of frequency components along with learnable complex-number parameters. Another recent development, InParformer \([12]\), incorporates evolutionary seasonal-trend decomposition modules and an
interactive parallel attention mechanism with frequency-aware attention and time-aware attention, enhancing its ability to capture meaningful patterns within time series data. PatchTST [13] adopts subseries-level patches and channel independence to improve the capability of representation learning. Despite the significant progress made, Zeng et al. [33] argued that Transformer-based LTSF models are underutilized. They proposed a simple linear model that achieved superior performance. In this paper, we revisit these models and uncover the issue attributed to data redundancy stemming from rolling forecasting settings.

III. APPROACH

In this section, we present our solutions to revitalize Transformer-based systems that specifically target the challenges for LTSF. Our approach is based upon the Transformer architecture; we aim to enhance Transformer models on LTSF problems by making improvements to mitigate data redundancy from both training optimization prospects and the architecture. The overview of our approach is illustrated in Figure 2. Our model comprises three major elements, namely the input embedding, the main Transformer-based model, and the seasonal memory component, whereby we propose to train the model based on a progressive training strategy. We first introduce the background of employing Transformer models for LTSF and then describe the training strategy. The seasonal memory component is described in the remaining subsections.

Typical Transformer-based LTSF models normally train under rolling forecasting settings with a fixed window and a stride size = 1, as shown in Figure 1. The input data at time t can be written as \( X^t = \{ x^t_1, x^t_2, \ldots x^t_{L_S} \} \), where \( L_S \) is the input length and the feature dimension \( d_f \). Moreover, the model output is \( Y^t = \{ y^t_1, y^t_2, \ldots y^t_{L_p} \} \), where \( L_p \) is the prediction length, and the output feature dimension is flexible and is not limited to single sequence predictions.

A. Base Model

1) Input Embedding: The input data are first passed through an embedding. Different from other types of sequential data, in time series problems, the model should capture the time information. This is extremely crucial in LTSF settings, as models are required to make predictions up to weeks in advance. We decided to utilize the time-series-specific embedding method proposed by [15]. The method applies a combination of the context vector, the positional embedding, and the seasonal embedding. The context vector \( u^t \in R^{L_S \times d_{model}} \) is obtained by projecting the model input \( X^t \in R^{L_S \times d_f} \) into a dimension of \( d_{model} \) by an 1-D convolutional layer. The goal of the context vector is to transform the input data into an appropriate dimension. The positional embedding (PE(pos)) and the seasonal embedding (SE(pos)) are used to capture the local context and the global time feature, respectively. The formula for the input embedding is:

\[
X^t_{\text{embed}} = \delta u^t + \text{PE(pos)} + \sum_k \text{SE(pos)}_k
\]  

(2)

Where \( X^t_{\text{embed}} \in R^{L_S \times d_{model}} \) is the embedded model input, \( \delta \) is the weight factor to balance between the embeddings and the context vector and \( k \) represents the levels of the seasonal components, i.e. days, weeks, seasons, holidays.

2) Encoder-Decoder Architecture: The backbone of our method lies in Transformer-based models following an encoder-decoder structure. Despite some minor differences between different variants, their general purpose is the same. The encoder takes past input sequences into the model and generates hidden states as outputs that contain time pattern information, which the decoder uses to make predictions. We decided to use generative-style decoding [15], which has been proven to achieve superior performances in LTSF problems and have exponentially better computational efficiency than conventional dynamic decoding [34]. The generative-style decoding generates all predictions in one step, with the decoder feeding vector \( X^t_{\text{feed,dec}} \) presented as:
\[ X_{\text{feed,dec}} = \text{Concat}(X_{\text{dec}}^t, X_d^t) \in R^{(L_{\text{dec}}+L_p) \times d_j}, \]  
where \( X_{\text{dec}}^t \in R^{L_{\text{dec}} \times d_j} \) is the time-series input sequence for the decoder, \( L_{\text{dec}} \) is the length of the decoder time-series input, \( X_d^t \in R^{L_p \times d_j} \) is the placeholder for the prediction sequence, and \( L_p \) is the prediction length.

3) Loss Function: The loss function we use is Mean Squared Error (MSE) loss on the target sequences, and it is then backpropagated across the entire network.

\[ L_{\text{MSE}} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \]  
where \( y_i \) is the true value for the \( i^{th} \) time step in the output sequence, \( \hat{y}_i \) is the predicted value, and \( n \) is the total number of values. Both \( y_i \) and \( \hat{y}_i \) have a dimension of \( \geq 1 \).

B. Progressive Training Strategy

As mentioned before, we argued that the under-exploitation of Transformer-based LTSF models attributed to the heightened similarity within the training samples stemming from rolling forecasting settings. Therefore, we decided to break these similarities during the training process but kept the rolling forecasting settings. Because it does augment the training samples effectively and efficiently. Since increasing stride size for the rolling window does not help with the overfitting issue, inspired by the masking strategy [34], we decided to mitigate the data redundancy issue by adding sample variety. These noises should be added in a manner such that the rate is slower at the beginning to ensure that the model has a good grasp of the data pattern before we start to increase the rate of introducing noises to prevent the model from overfitting. To achieve this goal, we decided to alter dropout rates, as there is a proven connection between dropout and noises [35]–[37]. We dynamically alter the dropout rate during training based on a monotone function proposed by [38], whereby the function rate starts slower and later increases as training proceeds. The dropout rate function is based on:

\[ \theta_d(t) = \min(\theta_{\text{max}}, 1 - \theta_{\text{max}} - (1 - \theta_{\text{max}}) \exp(-\gamma t)) \]  
where \( t \) is the \( t^{th} \) number of 100 iterations, \( \theta_d \) is the dropout rate, \( \theta_{\text{max}} \) is the maximum dropout rate, and \( \gamma \) is a hyper-parameter typically set between 0.001 to 0.01.

C. Seasonal Memory-driven Forecasting

After adding noise to increase the data variety, it is critical to improve the models’ capability to capture long dependencies and intricate temporal patterns. In this paper, we introduce a seasonal memory-driven decoder to facilitate the forecasting process. Applications of the memory concept have demonstrated superior performances in a variety of sequential tasks [39]–[41]. In particular, [42] demonstrated that the memory concept is effective in improving LSTM’s ability on multivariate TSF. Therefore, we argued that this concept should also work on Transformer models under the multivariate forecasting setting.

There are various ways of implementing memory into Transformers [43]–[47]. Our goal is to enhance the Transformer’s ability on both handling increased data complexity brought and recognizing hidden sequential patterns from highly similar training data. We decided to incorporate a memory unit into the decoder block because the decoder block is highly relevant to the output predictions. To achieve this goal, we proposed a seasonal memory, having a self-attention layer that can help to further analyze the hidden sequential patterns that are missed by the encoder-decoder component by combining information stored in the memory matrix together with the model input. The way to connect the seasonal memory block to the decoder is via a memory-driven conditional layer normalization (MDCLN) layer, the general formula for this connection can be written as:

\[ \text{MDCLN}(\text{Att}(h_{l-1}), M_t) \]  
where MDCLN(.) is the memory-driven conditional layer normalization, Att(.) represents the attention layer in the decoder block, \( h \) represents the output state from the previous layer \( l - 1 \), and \( M_t \) refers to the updated memory matrix at time point \( t \).

1) Memory-driven Conditional Layer Normalization: The Memory-driven Conditional Layer Normalization (MDCLN) is a way to integrate seasonal memory into the decoder, where outputs from the decoder’s self-attention layer undergo layer normalization along with the memory information provided from the seasonal memory block. The reason for using layer normalization instead of batch normalization is that input data are normalized before feeding into models as common practice for time-series forecasting. Hence, instead of normalizing values among batches, we use layer normalization to normalize the features within each batch to give each time feature an equal weight for generating predictions.

In MDCLN, we update \( \gamma \) and \( \beta \) based on the memory matrix \( M_t \), as they are the two most essential parameters for normalization:

\[ \gamma_t = \gamma + f_1(M_t), \]  
\[ \beta_t = \beta + f_1(M_t). \]

Where \( f_1(.) \) represents the linear layer. The MDCLN is achieved by:
MDCLN\( (h_{l-1}, M_l) = \gamma_l \odot \frac{h_{l-1} - \mu}{\sigma} + \beta_l + f_l \). \hfill (9)

Where \( \mu \) and \( \sigma \) are the mean and standard deviation of \( h_{l-1} \), and \( h_{l-1} \) is the output of self-attention at layer \( l-1 \) in the decoder.

2) Seasonal Memory Matrix: In addition to the further calculations that the seasonal memory unit can bring, another main characteristic of this unit is that it can read/write information from/to a memory matrix which assists with analyzing time patterns. In NLP problems, we use dynamic decoding [34]; the memory matrix works by maintaining information from the prediction of the last token/word while predicting a paragraph, and this matrix is re-initialized after each paragraph, as each paragraph is perceived as being independent. However, as explained above, we use generative-style decoding for our task, in which it generates all predictions in a single step [15]. In this case, the traditional matrix initialization method will not work, as we do not generate individual time point predictions one by one. In addition, for each forecasting problem, the input sequences for making previous predictions are still helpful for any future prediction, as they come from the same time series and share similar pattern interactions. Therefore, we maintain a memory matrix for each specific forecasting task, where we keep the matrix output from the seasonal memory at the prediction time point \( t-1 \) as the input matrix at time point \( t \); this matrix is updated after every prediction by a gating mechanism to control the ratio of the memory matrix being updated. Since more recent model inputs are weighted higher than those from the distant past, the matrix can maintain all relevant time information. In addition, this matrix will continue updating even after training, which ultimately increases the model’s generalization power. The seasonal memory unit updates the memory matrix by first calculating the self-attention based on the matrix \( M \) at time point \( t-1 \), where \( Q = M_{t-1} \times W_Q, K = [M_{t-1}; \text{embed}(X_{feed,dec}^{t-1})] \times W_K \), and \( V = [M_{t-1}; \text{embed}(X_{feed,dec}^{t-1})] \times W_V \). The \( W_Q, W_K, \) and \( W_V \) are trainable weights, and \([M_{t-1}; \text{embed}(X_{feed,dec}^{t-1})]\) is the row-wise concatenations between \( M_{t-1} \) and the embedded decoder feeding vector. We then calculate the self-attention score \( Z \) from \( Q, K \) and \( V \). After the self-attention layer, we go through a feedforward layer to produce \( \tilde{M}_t \), which is calculated as:

\[
\tilde{M}_t = \text{Feedforward}(Z + M_{t-1} + Z + M_{t-1}) \hfill (10)
\]

\( \tilde{M}_t \) is then passed through a gating mechanism to calculate the ratio of the \( \tilde{M}_t \) to be added to the final \( M_t \):

\[
M_t = \sigma(G_f^t) \odot M_{t-1} + \sigma(G_i^t) \odot \tilde{M}_t, \hfill (11)
\]

where \( G_i^t \) is the input gate, \( G_f^t \) is the forget gate, \( \odot \) is the Schur product, and \( \sigma(\cdot) \) is the sigmoid function.

3) Gate Mechanism: The gate mechanism decides the proportion of new information from \( M_t \) to incorporate and the proportion of \( M_{t-1} \) to discard to produce the final \( M_t \). As shown in Figure. [3] the gate mechanism has two key components: the input gate \( G_i^t \) and the forget gate \( G_f^t \). The two gates are calculated by balancing the embedded decoder input \( X_{feed,dec}^{t-1} \) and the previous memory matrix at \( t-1 \) \( (M_{t-1}) \), where we duplicate the \( \text{embed}(X_{feed,dec}^{t-1}) \) to match the dimension of \( M_{t-1} \). These two gates have the following formulas:

\[
G_i^t = \text{embed}(X_{feed,dec}^{t-1}) \times W_i + \tanh(M_{t-1}) \times U_i, \hfill (12)
\]

\[
G_f^t = \text{embed}(X_{feed,dec}^{t-1}) \times W_f + \tanh(M_{t-1}) \times U_f. \hfill (13)
\]

Where \( W_i, W_f, U_i, \) and \( U_f \) are trainable weights for the two gates.

IV. Experiments

A. Datasets

We conduct extensive experiments on 6 public real-life benchmark datasets. For all datasets, train/valid/test sets are split follow the ratio of 0.7/0.1/0.2 in chronological order. ETT (Electricity Transformer Temperature) [15]. The dataset contains information about six power load features and the target value “oil temperature”. We use the two hourly datasets from the source named as Ettth1 and Ettth2. We use the first 20 months of data; Weather[4]. The dataset contains hourly data about climate information from around 1,600 locations in USA between 2018 and 2020. The data consist of seven quantitative climatological features with “dry bulb temperature” as the target; Air Quality[3]. The dataset consists of eleven quantitative hourly features relevant to air quality with the target value set as “PM10” from 12 national air quality monitoring sites. We use the data from the “Wanshouxigong” station; Traffic[2]. The dataset contains the traffic condition data measured in the of between Minneapolis and St Paul, Minnesota, USA. The dataset has five hourly numerical features with the target value of “traffic volume”, Exchange[1]. The collection of the daily exchange rates of eight foreign countries including Australia, British, Canada, Switzerland, China, Japan, New Zealand and Singapore ranging from 1990 to 2016.

B. Experimental Details

1) Baselines: We use four Transformer variants as our baseline with generative-style decoding to generate the output sequences in one step [15]. These models are FEDformer [14], AutoFormer [19], Informer [15] and the vanilla Transformer [4], respectively. In addition, since traditional methods like ARIMA and RNNs-based networks lack competitive performance [12], [14], we only compared our model’s performances with the SOTA Transformer-based model, InPerformer [12].

https://www.ncei.noaa.gov/data/local-climatological-data

https://archive.ics.uci.edu/ml/datasets/Beijing+Multi-Site+

Air-Quality+Data

https://archive.ics.uci.edu/ml/datasets/Metro+Interstate+

Traffic+Volume

https://github.com/aiaguokun/multivariate-time-series-

data/blob/master/exchange_rate
TABLE I: The multivariate results comparison of our method with the SOTA Transformer-based LTSF models (three repetitions). The numbers in bold indicate the better-performing models within each Transformer-based LTSF model pair.

| Methods | FedFormer+ours | FedFormer | Informer+ours | Informer | Transformer+ours | Transformer |
|---------|----------------|-----------|---------------|----------|-----------------|-------------|
|         | MSE | MAE | MSE | MAE | MSE | MAE | MSE | MAE | MSE | MAE |
| Eth1    | 24  | 0.304 | 0.270 | 0.315 | 0.381 | 0.495 | 0.493 | 0.350 | 0.541 | 0.474 | 0.493 |
|         | 48  | 0.335 | 0.338 | 0.338 | 0.392 | 0.582 | 0.555 | 0.644 | 0.606 | 0.585 | 0.568 |
|         | 168 | 0.407 | 0.438 | 0.420 | 0.443 | 0.981 | 0.771 | 1.110 | 0.861 | 0.914 | 0.750 |
|         | 336 | 0.451 | 0.454 | 0.459 | 0.463 | 1.098 | 0.816 | 1.237 | 0.893 | 1.001 | 0.801 |
|         | 720 | 0.467 | 0.489 | 0.506 | 0.507 | 1.156 | 0.842 | 1.475 | 0.993 | 1.164 | 0.871 |
| Ethh2   | 24  | 0.224 | 0.216 | 0.220 | 0.312 | 0.342 | 0.360 | 0.385 | 0.407 | 0.334 | 0.581 |
|         | 48  | 0.271 | 0.358 | 0.284 | 0.47 | 1.190 | 0.873 | 1.959 | 1.119 | 0.909 | 0.761 |
|         | 168 | 0.405 | 0.410 | 0.412 | 0.427 | 4.690 | 1.856 | 5.957 | 2.036 | 4.951 | 1.807 |
|         | 336 | 0.481 | 0.469 | 0.496 | 0.487 | 4.672 | 1.872 | 4.303 | 1.780 | 4.371 | 1.727 |
|         | 720 | 0.442 | 0.453 | 0.463 | 0.474 | 3.358 | 1.569 | 3.444 | 1.574 | 3.690 | 1.671 |
| Air     | 24  | 0.590 | 0.411 | 0.588 | 0.412 | 0.542 | 0.374 | 0.562 | 0.386 | 0.560 | 0.398 |
|         | 48  | 0.694 | 0.459 | 0.686 | 0.457 | 0.650 | 0.435 | 0.692 | 0.447 | 0.679 | 0.440 |
|         | 168 | 0.805 | 0.504 | 0.816 | 0.515 | 0.720 | 0.479 | 0.883 | 0.518 | 0.780 | 0.502 |
|         | 336 | 0.827 | 0.515 | 0.834 | 0.518 | 0.773 | 0.505 | 0.852 | 0.536 | 0.789 | 0.501 |
|         | 720 | 0.885 | 0.526 | 0.898 | 0.540 | 0.793 | 0.503 | 0.861 | 0.534 | 0.840 | 0.514 |
| Traffic | 24  | 0.611 | 0.412 | 0.556 | 0.364 | 0.324 | 0.222 | 0.381 | 0.264 | 0.337 | 0.248 |
|         | 48  | 0.588 | 0.373 | 0.561 | 0.359 | 0.351 | 0.243 | 0.440 | 0.300 | 0.364 | 0.275 |
|         | 168 | 0.587 | 0.364 | 0.612 | 0.381 | 0.405 | 0.300 | 0.567 | 0.396 | 0.407 | 0.300 |
|         | 336 | 0.584 | 0.350 | 0.621 | 0.383 | 0.397 | 0.291 | 0.572 | 0.399 | 0.413 | 0.302 |
|         | 720 | 0.597 | 0.351 | 0.626 | 0.382 | 0.468 | 0.330 | 0.585 | 0.400 | 0.392 | 0.293 |
| Weather | 24  | 0.148 | 0.231 | 0.162 | 0.247 | 0.253 | 0.338 | 0.258 | 0.342 | 0.253 | 0.340 |
|         | 48  | 0.189 | 0.274 | 0.204 | 0.293 | 0.344 | 0.411 | 0.354 | 0.418 | 0.338 | 0.414 |
|         | 168 | 0.263 | 0.325 | 0.284 | 0.347 | 0.507 | 0.520 | 0.578 | 0.544 | 0.513 | 0.512 |
|         | 336 | 0.305 | 0.356 | 0.349 | 0.390 | 0.545 | 0.537 | 0.591 | 0.553 | 0.512 | 0.507 |
|         | 720 | 0.384 | 0.395 | 0.413 | 0.428 | 0.593 | 0.567 | 0.625 | 0.643 | 0.554 | 0.530 |

2) Implementation Details: Our model is constructed based on PyTorch with Python 3.7. We use a single NVIDIA GeForce RTX 3080Ti GPU for training. All of the input data undergo normalization before being fed into the model. The training is performed under the rolling forecasting setting (stride size=1). The encoder and decoder input lengths are \{48, 96, 168, 336\} and \{24, 48, 168, 336\}, which correspond to the prediction lengths of \{24, 48, 168, 336, 720\}, respectively. For the progressive training scheme, we update the dropout rate for every 100 iterations with the upper dropout limit of 0.1. Moreover, we apply an early stopping technique with patience=3 during training and the training epoch is set to be 10. The learning rate starts from 0.0001 and it halves its value for every epoch after the first two epochs.

3) Model Reproducibility: To ensure model reproducibility, we present detailed parameter settings in this section. Table II describes the details for all Transformer-based models. We use the same setting for all three Transformer-based models in our experiment because these three models share a very similar structure and show optimal performance under similar settings. However, we use different settings for different prediction output lengths to adjust the model for different prediction tasks. Table III specifies the model dimension (d_model), the dimension of positional feedforward layers inside the encoder and decoder block (d_ff), and the number of attention heads in each attention layer (n_heads). In addition, we include information about batch size, layer activation function, the encoder layer number (Enc.Layers. no.), and the decoder layer number (Dec.Layers. no.). Table IV describes the parameters for the relational memory block. There are three key parameters for the relational memory unit: the unit dimension (d_r), the number of memory units (Mem.slot.no), and the number of attention heads in the relational memory (Mem.head.no). Here, we apply different relational memory settings for the three Transformer-based models as they require different settings to achieve optimal performance.

We use two evaluation metrics to measure our model performance: Mean Squared Error (MSE) and Mean Absolute Error (MAE).

C. Multivariate Results

Table I summarizes the multivariate results of the Transformer-based LTSF models and our proposed methods.
TABLE IV: The univariate results comparison of our method with the Transformer-based LTSF models. The numbers in bold and red indicate the better-performing models within each Transformer-based LTSF model pair and comparing to the InParformer.

| Methods       | FederFormer+ours | FedFormer | AutoFormer+ours | AutoFormer | InParformer |
|---------------|------------------|-----------|-----------------|------------|-------------|
| Metric        | MSE MAE | MSE MAE | MSE MAE | MSE MAE | MSE MAE | MSE MAE | MSE MAE |
| Weather       | 96      | 0.0065 0.062 | 0.0062 0.062 | 0.0111 0.083 | 0.0110 0.081 | 0.0022 0.036 |
|               | 192     | 0.0061 0.062 | 0.0060 0.062 | 0.0074 0.067 | 0.0075 0.067 | 0.0038 0.048 |
|               | 336     | 0.0039 0.048 | 0.0041 0.050 | 0.0060 0.059 | 0.0063 0.062 | 0.0033 0.045 |
|               | 720     | 0.0051 0.088 | 0.0055 0.059 | 0.0079 0.066 | 0.0085 0.070 | 0.0030 0.042 |
| ETTh2         | 96      | 0.126 0.270 | 0.128 0.271 | 0.150 0.301 | 0.153 0.306 | 0.117 0.264 |
|               | 193     | 0.188 0.319 | 0.185 0.330 | 0.200 0.347 | 0.204 0.351 | 0.169 0.319 |
|               | 336     | 0.221 0.364 | 0.231 0.378 | 0.238 0.382 | 0.246 0.389 | 0.225 0.373 |
|               | 720     | 0.267 0.406 | 0.278 0.420 | 0.252 0.398 | 0.268 0.409 | 0.241 0.399 |
| Exchange      | 96      | 0.155 0.301 | 0.154 0.304 | 0.239 0.388 | 0.241 0.387 | 0.105 0.247 |
|               | 193     | 0.284 0.427 | 0.286 0.420 | 0.295 0.366 | 0.300 0.369 | 0.207 0.360 |
|               | 336     | 0.498 0.552 | 0.511 0.555 | 0.498 0.517 | 0.509 0.524 | 0.400 0.498 |
|               | 720     | 1.126 0.860 | 1.301 0.879 | 1.167 0.832 | 1.260 0.867 | 1.172 0.836 |

We applied the same setting for each transformer-based model pair to achieve a fair comparison. Based on the results in Table IV, we find that: (1) Our model can significantly improve the Transformer-based LTSF models’ performances up to 30% on multivariate LTSF problems across most cases; it improves the MSE and MAE scores in 20 of 25 prediction tasks in FEDformer, 23 of 25 prediction tasks in Informer and 19 of 25 tasks in vanilla Transformer. Our results show that our proposed CLMformer with the progressive training schedule and memory-driven decoder can help Transformers with multivariate LTSF problems. (2) Our method works particularly well in longer prediction settings. For instance, when the prediction length is 720, our approach improves the Informer’s MSE score by 21.63% for the Etth1 dataset and 20.00% for the traffic dataset, in contrast to the 10.00% and 14.96% improvements, respectively, for the prediction length of 24, and this trend is consistently observed across all different models and datasets. The improved performance with longer prediction settings makes sense, considering that the seasonal memory unit is highly effective at dealing with highly similar data, and our progressive training strategy effectively addresses the overfitting issues caused by increased prediction lengths. (3) Our method can further improve the performances of the SOTA LTSF model, FEDformer, on almost all tasks. Such experimental results prove that our method can be seamlessly plugged into varying Transformer-based LTSF systems even when these models are designed to explore the long dependencies and seasonal-trend features to improve the prediction capabilities. The frequency modules in FEDformer can be considered as another kind of memory-driven paradigm, and it is encouraging to observe that our methods bring out additional improvements.

D. Univariate Results

In Table IV an extensive univariate results comparison is presented, comparing our method with various Transformer-based LTSF models. Notably, standout performers are indicated by values displayed in bold and red within each Transformer-based LTSF model pair, as well as in contrast to the InParformer model. Since InParformer is not an open-source work, we directly listed the numbers from the original paper [12] for reference. The observations yield several important insights: (1) Our method consistently outperforms alternative Transformer-based models, including FEDformer and AutoFormer, across a spectrum of prediction lengths and datasets, especially in lengthier predictions. This is evidenced by reductions in both MSE and MAE. For instance, in the “Exchange” dataset with a prediction length of 720, our approach built upon FEDformer achieves an MSE of 1.126 compared to FEDformer’s 1.301, while InParformer records 1.172. (2) Our methodology demonstrates pronounced efficacy in extended prediction scenarios, yielding substantial performance gains relative to longer prediction lengths. This pattern is consistently observed across multiple models and datasets. For instance, on the “ETTh2” dataset with a prediction length of 720, our approach improves an MSE of 0.267 in comparison to FEDformer’s 0.278, and an MAE of 0.398 in comparison to AutoFormer’s 0.409, which also achieves competitive performances to InParformer. (3) The integration of our approach produces enhancements when embedded within the state-of-the-art LTSF model FEDformer and AutoFormer for univariate LTSF, thereby affirming its capability to augment performance in various Transformer-based systems designed to capture extended dependencies and seasonal-trend features. This incorporation leads to additional improvements, complementing existing mechanisms to capture intricate temporal patterns and long dependencies in these models. It is also encouraging to observe the compelling superiority of our proposed methodology in addressing univariate LTSF tasks across diverse contexts.

E. Ablation Study

The ablation study detailed in the Table examines the impact of various components of the proposed model on time series forecasting accuracy across three datasets: Etth1, Air Quality, and Traffic. This study specifically looks at
the performance of the Informer and FedFormer model and their enhancements through progressive training (p.t.), our memory approach (mem), and a combination of both referred to as “ours.” From the results, we can draw several key observations. Both the progressive training strategy and the memory approach independently improve the Informer’s forecasting accuracy. For instance, in the Eth1 dataset, applying progressive training reduced the MSE from 1.110 to 1.021 for a 168-hour prediction horizon, and incorporating the memory approach further reduced it to 1.009. Similar improvements are seen in MAE and across other datasets. The combination of progressive training and the memory approach under “Informer + ours” consistently yields the best results. For example, it achieves the lowest MSE of 0.495 and MAE of 0.493 for a 24-step forecast on the Eth1 dataset. This pattern holds across all datasets and prediction horizons, indicating a synergistic effect when both enhancements are applied together. The improvements are more pronounced for longer prediction horizons. For instance, in the Traffic dataset, the “Informer + ours” configuration reduces the MSE to 0.405 and the MAE to 0.300 for a 168-step forecast, suggesting that the proposed components are particularly effective at addressing challenges in long-term sequence forecasting (LTSF). While the Informer model and its enhancements focus on incremental improvements, the FedFormer model, both alone and with added enhancements (progressive training, memory approach, and combined), shows varied performance across datasets. “FedFormer+ours” achieves better MSE and MAE scores in the shorter and longer prediction horizons for the Eth1 dataset, and always outperforms the base model, especially in the Air Quality and Traffic datasets for longer horizons. These detailed observations confirm the effectiveness of the combined approach in improving forecasting accuracy, especially in longer prediction horizons. This suggests that the integration of these components can effectively tackle the inherent challenges in LTSF problems, making it a valuable strategy for enhancing time series forecasting models.

Table [VI] presents the findings from our second ablation study focused on evaluating the efficacy of different memory matrix initialization methods within our proposed model across three distinct datasets: Eth1, Eth2, and Weather. This study specifically compares the performance of our model using a seasonal memory matrix (denoted as “ours”) against a baseline initialization approach employing an Identity matrix [45], [46]. The results delineated in the table underscore the superior performance of the Informer model augmented with our seasonal memory matrix across the majority of tasks and horizons, particularly highlighting its robustness.
Fig. 4: Samples of time series data from the ETTh1 and Air Quality datasets, along with predictions by FedFormer and our CLMFormer. We employ multivariate settings with prediction lengths of 720 and visualize the OT value and temperature value for the ETTh1 and Air Quality datasets, respectively.

This validation not only reinforces the value of our adaptations to the memory matrix but also highlights the potential for further innovations in enhancing the capabilities of time series forecasting models.

F. Case Study

In this section, we embark on two case studies to conduct a qualitative evaluation of the predictive capabilities of our CLMFormer and FedFormer. Specifically, we present the input and ground truth instances with the predictions rendered by both FedFormer and CLMFormer over a forecast length of 720 intervals within the ETTh1 and Air Quality datasets, as depicted in Figure 4. Across both subplots, it is discernible that the predictions generated by our CLMFormer, represented in green, more closely adhere to the ground truth, delineated in blue, exhibiting similar trends in contrast to those of FedFormer. This convergence with the ground truth underscores the enhanced capability of CLMFormer to generate both extensive and high-fidelity predictions. Moreover, it becomes evident that the FedFormer’s predictions, illustrated in purple, tend to perpetuate the trends observed in the input data, adhering to a linear trajectory. In contrast, CLMFormer is adept at capturing non-linear relationships. We postulate that this is attributable to our proposed seasonal memory-driven forecasting modules, which empower the model to internalize
seasonal patterns from the entire corpus of training data, thereby furnishing more accurate and elongated predictive insights.

V. CONCLUSION

In this paper, we propose a novel pipeline, named CLM-Former, to revitalize Transformer-based LTSF systems by mitigating data redundancy stemming from the rolling forecasting settings. We first discuss the influence of rolling forecasting settings on Transformer-based LTSF systems. Subsequently, we train a seasonal memory-driven Transformer-based model in a progressive fashion. We demonstrate that seasonal memory improves the model’s ability to comprehend both multivariate and univariate sequential patterns from highly similar training samples. In addition, the progressive training schedule can effectively address overfitting issues in LTSF. We validate our methods on six public real-life benchmarks with five different prediction lengths ranging from 24 to 720 time steps. The results show that our method works exceptionally well with longer prediction sequences and can be seamlessly integrated into varying Transformer-based LTSF models and achieve up to 30% improvement.
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