Finite-size effects in canonical and grand-canonical quantum Monte Carlo simulations for fermions
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We introduce a quantum Monte Carlo method at finite temperature for interacting fermionic models in the canonical ensemble, where the conservation of the particle number is enforced. Although general thermodynamic arguments ensure the equivalence of the canonical and the grand-canonical ensembles in the thermodynamic limit, their approach to the infinite-volume limit is distinctively different. Observables computed in the canonical ensemble generically display a finite-size correction proportional to the inverse volume, whereas in the grand-canonical ensemble the approach is exponential in the ratio of the linear size over the correlation length. We verify these predictions by quantum Monte Carlo simulations of the Hubbard model in one and two dimensions in the grand-canonical and the canonical ensemble. We prove an exact formula for the finite-size part of the free energy density, energy density and other observables in the canonical ensemble and relate this correction to a susceptibility computed in the corresponding grand-canonical ensemble. This result is confirmed by an exact computation of the one-dimensional classical Ising model in the canonical ensemble, which for classical models corresponds to the so-called fixed-magnetization ensemble. Our method is useful for simulating finite systems which are not coupled to a particle bath, such as in nuclear or cold atom physics.

I. INTRODUCTION

One of the central tenets of statistical mechanics is the notion of statistical ensembles. In thermal equilibrium, a system can be described by different statistical ensembles: the microcanonical, the canonical, and the grand-canonical ensemble. In the thermodynamic limit, and in the presence of short-ranged interactions, bulk properties do not generically depend on the choice of the ensemble. Such a property is known as ensemble equivalence. In particular, a textbook argument for the equivalence between the canonical and the grand-canonical ensembles consists in the following observation. In the grand-canonical ensemble the particle number as well as the energy are sharp in the thermodynamic limit, i.e., their relative fluctuation vanishes in the thermodynamic limit. This stems from the fact that the specific heat,

$$C_V = \frac{d\langle H \rangle}{dT} = k_B \beta^2 \left( \langle H^2 \rangle - \langle H \rangle^2 \right),$$

(1)

and the charge susceptibility

$$\Xi_e = \frac{d\langle N \rangle}{d\mu} = \beta \left( \langle N^2 \rangle - \langle N \rangle^2 \right),$$

(2)

are extensive quantities that measure energy and particle-number fluctuations. In Eqs. (1) and (2) $H$ is the Hamiltonian of the system, $N$ the particle-number operator, $\beta = 1/k_BT$ the inverse temperature in units of the Boltzmann constant $k_B$, and $\mu$ the chemical potential. Thus,

$$\lim_{N \to \infty} \frac{\sqrt{\langle H^2 \rangle - \langle H \rangle^2}}{\langle H \rangle} = \lim_{N \to \infty} \frac{\sqrt{\langle N^2 \rangle - \langle N \rangle^2}}{\langle N \rangle} = 0$$

(3)

and the selection of the ensemble is merely a matter of convenience. Nonetheless, in many cases the choice of ensemble is dictated by the physical properties of the system under study. In fact, while the canonical ensemble requires the presence of a heat bath which fixes the temperature, the grand-canonical ensemble additionally needs a particle reservoir which allows to fix the chemical potential. Systems which lack such a particle bath, like those found in nuclear physics or in cold atoms, require a description in terms of the canonical ensemble. Moreover, in the case of mesoscopic systems with a finite particle number, a reliable comparison with experimental data needs a theoretical computation based on the canonical ensemble. In this context, we mention that, unlike the finite-temperature auxiliary field quantum Monte Carlo (QMC) method considered here, the so-called projective auxiliary field QMC, which targets the ground state of fermionic models, is a method which is intrinsically formulated within the canonical ensemble.

The aim of this paper is twofold. On one hand we will introduce a QMC method for fermionic models in the canonical ensemble, consisting in a simple formulation of the auxiliary field QMC method which enforces the conservation of the particle number. Our approach differs from that adopted in Ref. [4] and supplements the Hamiltonian that we simulate in the grand-canonical ensemble by the long-ranged interaction term

$$\lambda \left( \hat{N} - N \right)^2,$$

(4)

such that in the infinite-$\lambda$ limit charge fluctuations are suppressed and the canonical ensemble is recovered. This type of interaction is easily incorporated in the auxiliary field QMC, especially in the formulation provided in Ref. [5]. The advantage of such an approach is that $\lambda$ can be dynamically chosen. For instance, at low temperatures the charge susceptibility can vanish due to finite size or correlation-induced charge gaps. In this case $\lambda$ can be set to a very small number, or even to zero since both canonical and grand-canonical ensembles yield identical results. At high temperatures, where the grand-canonical ensemble exhibits significantly large charge fluctuations, the inverse temperature in units of the Boltzmann constant and the charge susceptibility are

"..."
fluctuations, bigger values of $\lambda$ are required to impose the constraint.

The second motivation of the paper is to look into finite-size corrections both in the canonical and grand-canonical ensembles, which we study in quantum and classical lattice models.

Concerning classical models on a lattice, it should be noted that in the literature the canonical ensemble is often defined by the usual partition function sum, where one considers all the configurations without any constraint. In the case of the standard Ising model, this corresponds to the usual partition function:

$$Z_{\text{gc}}(h) = \sum_{\{S_i = \pm 1\}} \exp \left\{ \beta J \sum_{<ij>} S_i S_j + h \sum_i S_i \right\}. \quad (5)$$

However, through the mapping to the lattice gas, the magnetization of the model corresponds to the particle number, which in the ensemble of Eq. (5) is allowed to fluctuate. In order to provide a more meaningful comparison to quantum models, we refer to the lattice gas language and define the grand-canonical ensemble as the one where the magnetization is not fixed; in Eq. (5) we have anticipated this definition, such that the subscript gc refers the grand-canonical ensemble. Conversely, we define the canonical ensemble as the ensemble where the magnetization is fixed, so that the corresponding partition function of the Ising model is

$$Z_{\text{can}}(h, m) = \sum_{\{S_i = \pm 1\}} \exp \left\{ \beta J \sum_{<ij>} S_i S_j + h \sum_i S_i \right\} \cdot \delta \left( m - \frac{1}{V} \sum_i S_i \right), \quad (6)$$

where the constraint is enforced by employing the Kronecker delta function $\delta(m, n)$. In the literature, the ensemble of Eq. (6) is often referred to as the fixed-magnetization ensemble. In three dimensions, the Ising model at fixed magnetization has been investigated by means of Monte Carlo (MC) simulations in Ref. [6], using the geometric cluster algorithm [7,8].

In this work, we study the approach to the thermodynamic limit in the presence of a finite mass gap or, in the language of statistical physics, with a finite exponential correlation length. Generically for short-ranged Hamiltonians, on a finite volume with periodic boundary conditions and in the grand-canonical ensemble, the various observables are expected to show a finite-size correction which is proportional to $\exp(-L/\xi)$, where $L$ is the linear size of the system and $\xi$ is the exponential correlation length (or inverse mass gap). This expectation has been confirmed by explicit field theory calculations, both in the continuum [9,10] and on a lattice [11]; early numerical studies confirmed these predictions [12]. An exponential approach to the thermodynamic limit is also verified, e.g., in the well-known solution of the one-dimensional Ising model, as well as in generic one-dimensional $O(N)$-invariant spin models [13]. Nevertheless, it should be noted that, in the grand-canonical ensemble, some specific observables can exhibit a leading finite-size correction proportional to a power law of the system size. This is the case of the most common definition of the second-moment correlation length on a lattice, where finite-size corrections $\propto 1/L^2$ are due to the discretization of momenta on a finite lattice; see, e.g., the corresponding discussion in Ref. [14] and Appendix A of Ref. [15]. We also remark that, in the presence of nontranslationally invariant boundary conditions, finite-size corrections polynomial in the inverse lattice size $1/L$ arise naturally, being related to subleading terms in the free energy; for instance, open boundary conditions result in the presence of a surface free energy which is depressed by a factor $1/L$ with respect to the bulk one and gives rise to finite-size corrections $\propto 1/L$ for bulk observables.

Conversely, in the canonical ensemble the prediction of exponentially decaying finite-size corrections fails, since the constraint introduces a long-ranged interaction, such that fluctuations in spatially separated regions (as measured by the correlation length) are not independent. Such a long-ranged (weak) correlation modifies also the high-temperature expansion of a model [16] and results in a slower approach to the thermodynamic limit of various observables, so that the leading finite-size correction is proportional to the inverse volume $V$. Several important properties of the free energy in the canonical ensemble have been, in fact, discussed in the literature, although under a different perspective and notation. In quantum field theory, the so-called constrained effective potential $U_{\text{eff}}$, introduced in the context of scalar field theories in Ref. [17], is defined as

$$e^{-VU_{\text{eff}}(m,V)} = \int [D\phi] e^{-S[\phi]} \delta \left( m - \frac{1}{V} \int d^d x \phi(x) \right), \quad (7)$$

where $S[\phi]$ is the action of the theory and the right-hand side of Eq. (7) is a constrained path-integral over the field configurations where the volume-average value of $\phi$ is fixed to $m$. In the language of statistical physics, the right-hand side of Eq. (7) is precisely a constrained partition function sum at fixed magnetization, i.e., the partition function in the canonical ensemble. Hence, $U_{\text{eff}}(m,V)$ is the free energy per volume and $k_B T$ in the canonical ensemble. A detailed analysis of the constrained effective potential has shown that it admits an infinite-volume limit $U_{\text{eff}}(m,V \to \infty)$ which coincides with the usual effective potential $\Gamma(m)$ of the theory [18]. Moreover, as argued in Ref. [10], $U_{\text{eff}}(m,V)$ exhibits finite-size corrections which are polynomial in $1/V$. This is because, as a consequence of the definition in Eq. (7), the grand-canonical average of any function of the magnetization $m$ is equivalent to an average over an effective probability measure $\propto \exp(-VU_{\text{eff}}(m,V))$, which for $V \to \infty$ can be evaluated by a saddle-point expansion, resulting in a series in $1/V$. On the other hand, the grand-canonical average converges exponentially to the limit $V \to \infty$. This is possible only if $U_{\text{eff}}(m,V)$ displays finite-size corrections polynomial in $1/V$, which exactly cancel the expansion in $1/V$ originating from the saddle-point evaluation [10]. A renormalized loop expansion for a $\phi^4$ theory on the lattice has confirmed the existence of finite-size corrections $\propto 1/V$ [19].
In this context, a recent study verified the existence of finite-size corrections $\propto 1/V$ in the canonical ensemble, and, conversely, of exponentially decaying finite-size corrections in the grand-canonical ensemble [16]. In this paper we provide an exact formula for the leading finite-size corrections in the canonical ensemble of the free energy density, energy density and other observables. While our analysis is restricted to the case of a finite correlation length, we mention that the introduction of a constraint to a nonordering parameter results in the so-called Fisher renormalization, leading to a modification of the singularities associated with a critical point, such that the critical exponents differ from those observed in the corresponding unconstrained system [22, 23]. The choice of ensemble is also relevant to the so-called critical Casimir force [24], whose behavior in the canonical ensemble has been recently investigated within mean-field theory and MC simulations [23].

This paper is organized as follows. In Sec. II we illustrate the QMC method that we use to generate numerical data for fermionic models in the canonical ensemble. In Sec. III we provide an exact determination of the leading finite-size corrections in the canonical ensemble. In Sec. IV we study the finite-size corrections of the Hubbard model in one and two dimensions. In Sec. V we summarize our results. In the Appendix we provide an exact solution of the one-dimensional classical Ising model in the canonical ensemble to the leading order in $1/V$, which confirms the general result of Sec. III.

II. CANONICAL AUXILIARY FIELD METHODS

A. General formulation

In this section we review various methods to achieve canonical auxiliary field QMC simulations at finite temperature. We will consider a Hamiltonian of the form

$$H = \hat{T} + \hat{V},$$

$$\hat{T} \equiv \sum_{x,y} c_x^\dagger T_{x,y} c_y,$$

$$\hat{V} \equiv \sum_k U_k (\hat{V}^{(k)} + \alpha_k)^2, \quad \hat{V}^{(k)} \equiv \sum_{x,y} c_x^{(k)} c_y^{(k)} c_x,$$  

(8)

that can be readily implemented in the ALF package [5]. Here $x$ is a super-index encoding orbital and spin degrees of freedom, $c_x^\dagger$ are fermion creation operators, $\hat{V}^{(k)}$ and $T$ are Hermitian matrices, and $U_k$, $\alpha_k$ real numbers. To simplify the notation, in the following we assume that the chemical potential term $\mu N$, with $N \equiv \sum_x c_x^\dagger c_x$, has been adsorbed into the Hamiltonian $H$. Using the Trotter decomposition with $L_{\tau} \Delta \tau = \beta$, and a discrete version of the Hubbard-Stratonovich (HS) transformation,

$$e^{\Delta \tau \beta^2} = \frac{1}{4} \sum_{l=\pm 1, \pm 2} \gamma(l) e^{\sqrt{\Delta \tau \beta} \eta(l) \hat{A}} + \mathcal{O}(\Delta \tau^4),$$

(9)

with $\gamma(\pm 1) = 1 + \sqrt{6}/3$, $\eta(\pm 1) = \pm \sqrt{2(3-\sqrt{6})}$, and $\gamma(\pm 2) = 1 - \sqrt{6}/3$, $\eta(\pm 2) = \pm \sqrt{2(3+\sqrt{6})}$, one can approximate the imaginary time propagator $e^{-\beta \hat{H}}$ as

$$e^{-\beta \hat{H}} = \sum_{\{l_{k,\tau}\}} e^{S_0\{l_{k,\tau}\}} \prod_{\tau=1}^{L_{\tau}} \prod_k e^{-\Delta \tau U_k \eta(l_{k,\tau}) \hat{V}^{(k)}} + i \Delta \tau \hat{R} + O(\Delta \tau^2).$$

(10)

Here $S_0 \{l_{k,\tau}\} = \sum_{l_{k,\tau}} \ln (\gamma(l_{k,\tau})) + \sqrt{-\Delta \tau U_k} \eta(l_{k,\tau}) \alpha_k$. It is easy to show that the contribution of the anti-Hermitian operator $i \hat{R}$ to the expectation value of an Hermitian observable is purely imaginary, so that the discretization error $\propto \Delta \tau$ can be filtered out, leading to a Trotter error $\propto \Delta \tau^2$. The systematic error involved in this discrete HS transformation is of a higher order than the one encountered in the Trotter decomposition so that it can be regarded as good as exact. At this point, one can integrate out the fermions so as to obtain the grand-canonical partition function:

$$Z_{gc} = \text{Tr} \left\{ e^{-\beta \hat{H}} \right\} = \sum_{\{l_{k,\tau}\}} e^{S_0\{l_{k,\tau}\}} \det(1 + U(l_{k,\tau}))$$

(11)

with

$$U(l_{k,\tau}) = \prod_{\tau=1}^{L_{\tau}} \prod_k e^{-\Delta \tau U_k \eta(l_{k,\tau}) \hat{V}^{(k)}}.$$ 

(12)

Using the Leibniz formula for determinants, one can show that:

$$\det(1 + U) = 1 + \sum_{N=1}^{N_s} \sum_{x_1 \ldots x_N \ldots} \det \frac{U_{x_1, x_1} \ldots U_{x_1, x_N}}{\ldots} + \ldots$$

$$= 1 + \sum_{N=1}^{N_s} U_{x, x} + \sum_{x > x} \det \frac{U_{x_1, x_1} U_{x_1, x_2}}{U_{x_2, x_1} U_{x_2, x_2}} + \ldots$$

(13)

Here $N_s$ corresponds to the number of single-particle states, and one can readily see that each term of the sum corresponds to the canonical trace of $N$ single-particle states. Thereby, the canonical partition function $Z_{can}(N)$ is given by:

$$Z_{can}(N) = \left. \frac{d^N}{dz^N} \sum_{\{l_{k,\tau}\}} e^{S_0\{l_{k,\tau}\}} \det(1 + z U(l_{k,\tau})) \right|_{z=0}.$$ 

(14)

A numerical implementation of the above equation reads:

$$Z_{can}(N) = \frac{1}{N_s} \sum_{m=1}^{N_s} \sum_{\{l_{k,\tau}\}} e^{S_0\{l_{k,\tau}\}} e^{-i\phi_m N} \det(1 + e^{i\phi_m} U(l_{k,\tau})).$$

(15)
where \( \phi_m = 2\pi m/N \). An equivalent way to show the above result is to note that the total particle number \( \hat{N} \) commutes with the Hamiltonian such that:

\[
Z_{\text{can}}(N) = \text{Tr} \left[ e^{-\beta \hat{H}} \delta_{\hat{N},N} \right] = \frac{1}{N^\lambda} \sum_{m=1}^{N^\lambda} e^{-i\phi_m N} \text{Tr} \left[ e^{i\phi_m \hat{N}} e^{-\beta \hat{H}} \right].
\]

By applying a Trotter decomposition and HS transformation to the right-hand side of Eq. (16), one can reproduce Eq. (15). Implementations of canonical simulations using the above results have been proposed in Refs. [24, 25]. In these approaches, the discrete Fourier transformation is computed exactly at each MC step. For the method to be successful, the chemical potential has to be chosen such that the average particle number is peaked around the desired value.

### B. Constraint of the particle-number fluctuations

Here we follow a slightly different approach and modify the Hamiltonian as

\[
\hat{H}(\lambda) = \hat{H} + \hat{H}_\lambda,
\]

\[
\hat{H}_\lambda \equiv \lambda \left( \hat{N} - N_0 \right)^2,
\]

such that

\[
Z_{\text{can}}(N_0) = \lim_{\beta \to \infty} \frac{1}{N^\lambda} \text{Tr} \left[ e^{-\beta \hat{H}(\lambda)} \right].
\]

As discussed above, in Eqs. (17) and (18) the Hamiltonian \( \hat{H} \) implicitly depends on the chemical potential \( \mu \), which needs to be tuned such that \( \langle \hat{N} \rangle = N_0 \). In practice, this is done by computing \( \langle \hat{N} \rangle \) as a function of \( \mu \), for a suitable interval in \( \mu \), by means of auxiliary field QMC and then fixing \( \mu \) such that the equation \( \langle \hat{N} \rangle = N_0 \) is satisfied within the desired statistical accuracy; at half-filling one has exactly \( \mu = 0 \).

Since \( \hat{H} \) conserves the particle number, one can foresee rapid convergence in \( \lambda \) because particle-number sectors with \( \hat{N} \neq N_0 \) have a statistical weight suppressed by a factor \( e^{-\lambda \beta (\hat{N} - N_0)^2} \). The latter also shows that the relevant parameter for the convergence is \( \beta \lambda \) rather than \( \lambda \) itself. The additional term is a perfect square term which is easily implemented within the ALF code [3]. Since \( (\hat{N} - N_0)^2 \) effectively corresponds to a long-ranged interaction, one may face the issue that the acceptance rate of a single HS flip becomes excessively small on large lattices. To circumvent this problem we have used the following decomposition:

\[
e^{-\beta \hat{H}} = \prod_{\tau=1}^{L_\tau} e^{-\Delta \tau \hat{T}} e^{-\Delta \tau \hat{V}} e^{-\Delta \tau \hat{H}_\lambda} \left( e^{-\Delta \tau \hat{H}} \right)^{n_\lambda \times \text{times}}.
\]

Thereby, we need \( n_\lambda \) fields per time slice to impose the constraint. For each field, the coupling constant is effectively suppressed by a factor \( n_\lambda \), thus allowing to control the acceptance of the QMC algorithm.

In order to test the efficiency of our QMC method in the canonical ensemble, we computed the uniform intensive charge susceptibility \( \chi_c \), defined as

\[
\chi_c \equiv \frac{\beta}{V} \left( \langle \hat{N}^2 \rangle - \langle \hat{N} \rangle^2 \right).
\]

Note that compared with the extensive definition in Eq. (2), here the susceptibility is divided by the system volume \( V \). In Fig. 1 we show \( \chi_c \) for the one-dimensional (1D) Hubbard model as a function of \( \beta \lambda \) and \( n_\lambda \). As shown in Fig. 1a, \( \chi_c \) decays gradually from a finite value to zero on increasing \( \beta \lambda \). The threshold in \( \lambda \) for which \( \chi_c \) converges to zero corresponds to the canonical ensemble. A comparison of the results for lattice sizes \( L = 4, 8, \) and 16 suggests that the charge fluctuations are easier to suppress for larger system sizes. The dependence of \( \chi_c \) on \( n_\lambda \) defined in Eq. (19) is shown in Fig. 1b, which illustrates the increased Trotter error for larger values of \( \beta \lambda \).

Figure 2 shows the decay of charge susceptibility \( \chi_c \) as a function of \( \lambda \) in the two-dimensional (2D) Hubbard model,
for $U = 4.0$, $L = 4$ and several inverse temperatures $\beta = 0.5$, 2.0, and 5.0. Inspection of Fig. 2 reveals that in the grand-canonical ensemble the $\beta = 2.0$ case exhibits charge fluctuations larger than the $\beta = 0.5$ case, thereby requiring a larger value of $\beta\lambda$ to realize the canonical ensemble.

III. FINITE-SIZE CORRECTIONS IN THE CANONICAL ENSEMBLE: EXACT RESULTS

In this section, by exploiting the relation between the canonical and the grand-canonical free energy, we determine the leading finite-size correction of the free energy in the canonical ensemble and relate it to a susceptibility. To be concrete, we consider a quantum model on a lattice, where, in the canonical ensemble, the number of particles is fixed, and we prove that on a finite volume $V$

$$F_{\text{can}}(n_0, V) - F_{\text{gc}}(V) = \frac{1}{2V} \ln (2\pi V) + \frac{1}{2V} \ln \left(\frac{\chi_c}{\beta}\right) + O \left(\frac{1}{V^2}\right), \quad (21)$$

where $F_{\text{can}}(n_0, V)$ and $F_{\text{gc}}(V)$ are the free energies per volume $V$ and in units of $k_B T$ in the canonical and grand-canonical ensembles, respectively, and $\chi_c$ is the charge susceptibility (in the grand-canonical ensemble), defined in Eq. (20); the filling fraction $n_0$ in $F_{\text{can}}(n_0, V)$ is fixed to the corresponding expectation value in the grand-canonical ensemble. Equation (21) provides the leading additional contribution to the free energy density due to the particle-number constraint. As discussed towards the end of this section, Eq. (21) allows also to determine the leading finite-size correction of observables in the canonical ensemble if, as expected, finite-size corrections in the grand-canonical ensemble decay faster than $1/V$.

In order to prove Eq. (21), we observe that the free energy density $F_{\text{can}}(n, V)$ can be related to a path-integral formula-
the right-hand side of Eq. (24) is depressed by a factor \( \exp\{-V[F_{\text{can}}(n_{\text{min}}, V) - F_{\text{can}}(n, V)]/V^{1/2}\} \) with respect to the first term, therefore, since \( n_0 \) is the minimum of \( F_{\text{can}}(n, V) \), it is subleading with respect to the first factor. Moreover, the convergence of the integral in Eq. (24) requires the last term on the right-hand side of Eq. (25) to be subleading with respect to the first factor. Thus, by factorizing the first term on the right-hand side of Eq. (25) and taking the logarithm, the last two terms give a contribution of order \( \ln\{1 + \exp\{-cV\}/V^{1/2}\} \sim \exp\{-cV\}/V^{1/2} \), which is negligible with respect to the correction of order \( 1/V \) originating from the next-to-leading term of the saddle-point expansion. On taking the logarithm on both sides of Eq. (25) we find

\[
F_{\text{gc}}(V) = F_{\text{can}}(n_0, V) - \frac{1}{V}\ln V - \frac{1}{2V}\ln(\frac{2\pi}{V}) + \frac{1}{2V}\ln\left(\frac{\partial^2 F_{\text{can}}}{\partial n^2}(n_0, V)\right) + O\left(\frac{1}{V^2}\right),
\]

where subleading exponential corrections have been neglected. The second and third terms \( \propto \ln V \) on the right-hand side of Eq. (26) represent an entropic contribution which is due to the larger configurational space of the grand-canonical ensemble as compared to the canonical one. In particular, the first constant originates from the discretization of the allowed values of \( n \) [see the discussion after Eq. (22)] and is absent in continuous models. The saddle-point position \( n_0 \) appearing in the previous equations corresponds precisely to the grand-canonical expectation value of \( \langle N/V \rangle_{\text{gc}} \). This is because, using Eq. (24) and Eq. (25), one can write \( \langle N/V \rangle_{\text{gc}} e^{-V F_{\text{gc}}(V)} = \sum_{n=n_{\text{min}}}^{n_{\text{max}}} n e^{-V F_{\text{can}}(n, V)} \). Along the same line of reasoning as above, one finds that, as expected also from thermodynamic considerations, \( \lim_{V \rightarrow \infty} \langle N/V \rangle_{\text{gc}} = n_0 \). Thus, the quantity \( F_{\text{can}}(n_0, V) \) on the right-hand side of Eq. (26) is precisely the free energy density with a particle number fixed to its expectation value in the grand-canonical ensemble, i.e., the thermodynamic quantity which is meaningful to compare with the grand-canonical ensemble. Since \( \chi_c \) has a finite thermodynamic limit and exponentially decaying finite-size corrections, it does not give rise to a further algebraic volume dependence. Equation (30) can be generalized to other local observables and correlations thereof. To this end, one can supplement the action of the model with an external source term

\[
S[\Psi] \rightarrow S[\Psi] - h \sum_x \int d\tau O(x, \tau),
\]

where the sum extends to the lattice sites and \( O(x, \tau) \) is a local observable, to be expressed in terms of the fields \( \Psi \) entering in the path integral of Eq. (22). Such an addition corresponds to the insertion of external lines in the Feynman diagram expansion, and hence one expects, in line with the analysis of Ref. [10], that in the presence of a finite mass gap correlations including \( O(x, \tau) \) are characterized by exponentially decaying finite-size corrections. Under the substitution of Eq. (31), the charge susceptibility \( \chi_c \) entering in Eq. (21) and Eq. (29) acquires a dependence on the external field \( h \). Differentiations of the free energy density with respect to \( h \) provide the analogous of Eq. (30) for the finite-size corrections of the volume-average and susceptibility of \( O \):

\[
O(\tau) = \frac{1}{\beta V} \sum_x \int d\tau \langle O(x, \tau) \rangle_{h=0},
\]

\[
O_{\text{can}}(V) - O(V = \infty) = \frac{\partial \chi_c(h) / \partial h}{2\beta V \chi_c(h = 0)},
\]

\[
\chi O(\tau) = \frac{1}{\beta V} \sum_{x,x'} \int d\tau d\tau' \left[ \langle O(x, \tau) O(x', \tau') \rangle_{h=0} - \langle O(x, \tau) \rangle_{h=0} \langle O(x', \tau') \rangle_{h=0} \right],
\]

\[
\chi_O(\tau) = \frac{1}{2\beta V \chi_c(h = 0)} \left( \frac{\partial \chi_c(h) / \partial h}{\partial h} \right)^2 - \chi_c(h = 0) \frac{\partial^2 \chi_c(h) / \partial h^2}{\partial h} \biggl|_{h=0},
\]

where we emphasize that the expectation values of \( O(x, \tau) \) are computed in absence of the external field \( h \). In particular, in a
spinful model Eq. (33) implies a leading finite-size correction $\propto 1/V$ of the spin susceptibility in the canonical ensemble. We remark that the derivatives of $\chi_s(h)$ appearing in Eqs. (32) and (33) can be in principle directly computed by sampling a suitable observable, thus avoiding a numerical differentiation.

The results of Eqs. (21), (29), (30), (32), and (33) can be easily generalized to other correlations by considering a space- and imaginary time-dependent source $h(x, \tau)$ in Eq. (31), or to other types of constrained models, along the same line of reasoning.

IV. FERMIONIC SIMULATIONS IN THE CANONICAL ENSEMBLE

We performed QMC simulation of the $SU(2)$ Hubbard model in both the grand-canonical and canonical ensemble. The Hamiltonian of the Hubbard model is defined as:

$$\hat{H} = -t \sum_{\langle i, j \rangle, \sigma} \hat{c}_{i, \sigma}^\dagger \hat{c}_{j, \sigma} + U \sum_i \left( \hat{n}_{i, \uparrow} - \frac{1}{2} \right) \left( \hat{n}_{i, \downarrow} - \frac{1}{2} \right) - \mu \sum_i (\hat{n}_{i, \uparrow} + \hat{n}_{i, \downarrow}),$$

(34)

where $\hat{n}_{i, \sigma} \equiv \hat{c}_{i, \sigma}^\dagger \hat{c}_{i, \sigma}$. The canonical ensemble is realized by adding the constraint given in Eq. (17). For such a modified Hamiltonian, the total number of particles converges quickly to $N_0$ on increasing $\beta \lambda$.

Here we simulated both ensembles on a 1D lattice, as well as on the 2D square lattice at finite temperature, both of which are known to be disordered. We mainly considered the models at half filling ($N_0 = N_s/2$, with $N_s = 2L^d$) with zero chemical potential $\mu = 0$ and carried out some test calculations for the two-dimensional doped Hubbard model. In all simulations we fixed $t = 1$ and $U = 4.0$. Our basic MC observables are as follows:

1. Energy density:

$$E = \frac{1}{L^d} \left( -t \sum_{\langle i, j \rangle, \sigma} \hat{c}_{i, \sigma}^\dagger \hat{c}_{j, \sigma} + U \sum_i \hat{n}_{i, \uparrow} \hat{n}_{i, \downarrow} \right)$$

(35)

2. Uniform spin susceptibility:

$$\chi_s = \frac{\beta}{L^d} \sum_{i, j} \langle \hat{S}_i \hat{S}_j \rangle$$

(36)

A. 1D model

The QMC simulations of the one-dimensional Hubbard model are performed in both the grand-canonical and canonical ensembles at inverse temperature $\beta = 0.5$, system sizes $L = 4, 8, 12, 16, 20, 24, 28, 32, 40, 48, 64, 72, 80$, and at half-filling. A comparison of the size effect for the energy density $E(L)$ and for the uniform spin susceptibility $\chi_s(L)$ in the two ensembles is shown in Fig. 3 and Fig. 4 respectively. We observe that in the grand-canonical ensemble both $E$ and $\chi_s$ converge quickly to the thermodynamic limit for small system sizes. This indicates a small correlation length $\xi$ at this temperature.

On the other hand, except for the smallest system sizes, in the canonical ensemble both observables exhibit a linear-like behavior as a function of $1/L$. A fit of energy density in the canonical ensemble $E_{\text{can}}(L)$ to $E_{\text{can}}(L) = E(L \to \infty) + a/L$, with $E(L \to \infty) = 0.1771(2)$ and $a = -0.738(4)$, where the minimum lattice size taken into account is $L_{\text{min}} = 16$; the dashed green line linking the grand-canonical data is a guide to the eye.

FIG. 3. Finite-size data of the energy density $E$ for the 1D Hubbard model in the grand-canonical and canonical ensembles, at $\beta = 0.5$ and half-filling. The red line is a linear fit of the canonical ensemble data to $E_{\text{can}}(L) = E(L \to \infty) + a/L$, with $E(L \to \infty) = 0.1771(2)$ and $a = -0.738(4)$, where the minimum lattice size taken into account is $L_{\text{min}} = 16$; the dashed green line linking the grand-canonical data is a guide to the eye.

FIG. 4. Same as Fig. 3 for the spin susceptibility $\chi_s$. The red line is the linear fit of the canonical ensemble data to $\chi_s_{\text{can}}(L) = \chi_s(L \to \infty) + a/L$, with $\chi_s(L \to \infty) = 0.3177(1)$ and $a = 0.135(1)$, where the minimum lattice size taken into account is $L_{\text{min}} = 12$. 

---

3 Up to an inessential, filling-dependent, additive constant, $E$ corresponds to the energy part on the right-hand side of Eq. (34).
Lattice size taken into account for the fit is $\chi_s$, canonical ensemble are expected to be temperature dependent. On the other hand, in the canonical ensemble the energy density $E$ and the spin susceptibility $\chi_s$ show a linear-like behavior as function of $1/L^2$.

For a more quantitative check of the finite-size correction in the canonical ensemble, we fitted $E_{\text{can}}(L)$ to $E_{\text{can}}(L) = E(L \to \infty) + aL^{-1} + bL^{-2} + cL^{-3}$ and $\chi_{s,\text{can}}(L)$ to an equivalent Ansatz, leaving $a$, $b$, and $c$ as free parameters. Fit results for both observables show a good $\chi^2$/DOF when $L_{\text{min}} = 6$, and the coefficient $a$ vanishes within error bars, whereas $b$ acquires a finite value. On the other hand, a fit of $E_{\text{can}}(L)$ to $E_{\text{can}}(L) = E(L \to \infty) + bL^{-d}$, leaving $b$ and $d$ as free parameters, and of $\chi_s(L)$ to an equivalent Ansatz, gives $d = 2.05(3)$ and $d = 1.91(1)$ for $E$ and $\chi_s$, respectively, when $L_{\text{min}} = 6$. In line with the discussions of Sec. III these fit results confirm that the leading finite-size correction in the canonical ensemble is $\propto 1/L^2$.

We also simulated the 2D Hubbard model at a lower temperature $\beta = 2.0$. A corresponding comparison of the finite-size energy density for the grand-canonical and canonical ensemble is shown in Fig. 7. Generically, finite-size corrections in the canonical ensemble are expected to be temperature dependent. On the other hand, the exponential correction characterized by the correlation length in the grand-canonical ensemble may start to be relevant at a lower temperature, because of an increased correlation length.

The data shown in Fig. 7 exhibit a visible decay of the energy density in the grand-canonical ensemble $E_{\text{gc}}$, on increas-

B. 2D model

We simulated the Hubbard model on the square lattice for both ensembles at $\beta = 0.5$ and $\beta = 2.0$, lattice sizes $L = 4$, 6, 8, 10, 12, 14, 16, and at half-filling.

Figure 5 and Fig. 6 show the size behavior of $E$ and $\chi_s$ for the two ensembles at $\beta = 0.5$. The observed tiny size dependence of the observables in the grand-canonical ensemble suggests that the correlation length $\xi$ is smaller than the minimum lattice size $L = 4$. On the other hand, in the canonical ensemble the energy density $E$ and the spin susceptibility $\chi_s$ show a linear-like behavior as function of $1/L^2$.
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We also simulated the 2D Hubbard model at a lower temperature $\beta = 2.0$. A corresponding comparison of the finite-size energy density for the grand-canonical and canonical ensemble is shown in Fig. 7. Generically, finite-size corrections in the canonical ensemble are expected to be temperature dependent. On the other hand, the exponential correction characterized by the correlation length in the grand-canonical ensemble may start to be relevant at a lower temperature, because of an increased correlation length.
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of various sources of finite-size corrections, such as the on e proportional to $1/L^2$ due to the regular part of the free energy. Neverthe less, a finite-size dependence in the canonical ensemble shows a nonmonotonic behavior between $L = 4$ and $6$, which might be due to a combination of various sources of finite-size corrections, such as the one proportional to the correlation length, and the residual correction term due to the regular part of the free energy. Nevertheless, a finite-size dependence proportional to $1/L^2$ can be clearly observed in Fig. 7 for $L > 6$, with a smaller slope compared to the $\beta = 0.5$ case (compare with Fig. 5).

We note that the auxiliary field QMC for the grand-canonical ensemble has a mild sign-problem under doping away from half filling. Here we also tested the efficiency of the canonical ensemble QMC method under doping. To this end, for every lattice size we tuned the chemical potential $\mu$ such that the expectation value of the number of particles in the grand-canonical ensemble matches the desired number $N_0$ of particles in the canonical ensemble. Subsequently, the canonical ensemble is realized by introducing a Lagrange multiplier, as discussed in Sec. II B. In order to test the sign-problem, we also calculated the average sign during the MC simulation:

$$\langle \text{sign} \rangle = \frac{\sum_c \text{Re}[e^{-S(C)}]}{\sum_c |\text{Re}[e^{-S(C)}]|},$$  \hspace{1cm} (37)$$

where $S(C)$ is the action for the MC configuration $C$, so that the corresponding statistical weight is $\propto e^{-S(C)}$. The sign is not necessarily a real number (when the MC is sign-problem free, $S(C)$ is real and $\langle \text{sign} \rangle = 1$). On the other hand, the expectation value of observables can be computed via a reweighting scheme only when $\langle \text{sign} \rangle$ is not too small.

Figure 8 shows the average sign during MC of a doped 2D Hubbard model at $\beta = 2.0$. Quite remarkably, when the number of particles is fixed in the canonical ensemble, the code still exhibits an average sign higher than 0.97, for system sizes up to $L = 20$. This confirms the feasibility of our QMC method for the canonical ensemble, even under doping. Figure 9 shows the finite-size behavior of energy density of the two ensembles at $\beta = 2.0$. Similar to the results at half-filling, and in line with the analysis of Sec. III, the energy density in the grand-canonical ensemble exhibits very small finite-size corrections when $L \geq 10$, whereas in the canonical ensemble we observe a finite-size correction approximately linear in $1/L^2$ for $L \geq 12$.

V. SUMMARY

In this paper we have introduced a method to simulate fermionic models in the canonical ensemble. It consists in an auxiliary field QMC simulation, where the Hamiltonian is supplemented by an additional Lagrange multiplier, which constraints the particle number. The method can implemented using the ALF package for fermionic simulations [5]. In general, we find that canonical simulations are more computationally demanding than the corresponding ones in the grand-canonical ensemble. Although in the presence of short-ranged interactions the grand-canonical and the canonical ensemble are equivalent in the thermodynamic limit, their approach to the infinite-volume limit is distinctively different. In the canonical ensemble the observables are generically found to display a finite-size correction which is proportional to the inverse volume. In Sec. III we prove an exact formula for the leading finite-size correction of the free energy density, the energy density, and other observables. Such a correction is controlled by the charge susceptibility and is found to be proportional to the inverse volume. This result is further substantiated by an exact calculation for the one-dimensional Ising model reported in the Appendix. Our numerical simulations of the Hubbard model reported in Sec. IV confirm the presence of finite-size corrections proportional to the inverse volume in the canonical ensemble. In line with previous theo-
retical results, in the presence of a finite correlation length and for periodic boundary conditions, observables computed in the grand-canonical ensemble display a faster approach to the thermodynamic limit, such that the leading finite-size correction is exponential in the ratio of the linear size over the correlation length.

Note added: After completing this paper we became aware of related research presented in Ref. [26], which investigates the effect of a constraint within statistical field theory.

ACKNOWLEDGMENTS

FFA acknowledges useful conversations with A. Sandvik. FPT acknowledges useful communications with M. Gross. This work was supported by the German Research Foundation (DFG) through Grant No. SFB 1170 ToCoTronics and Grant No. FOR 1807. We acknowledge the computing time granted by the John von Neumann Institute for Computing (NIC) and provided on the supercomputer JURECA [27] at the Jülich Supercomputing Centre.

APPENDIX: ONE-DIMENSIONAL ISING MODEL IN THE CANONICAL ENSEMBLE: EXACT RESULTS

In this Appendix we compute the leading finite-size correction of the free energy of the one-dimensional Ising model in the canonical ensemble. Although we mainly consider the antiferromagnetic Ising model, the results are also valid for the ferromagnetic model. Employing periodic boundary conditions, the Hamiltonian is

\[ H = J \sum_{i=1}^{L} S_i S_{i+1}, \quad S_i = \pm 1 \]  

(A1)

where \( L \) is the number of sites and \( S_{i+1} \equiv S_i \). The partition function \( \mathcal{Z}_{\text{can}} \) in the canonical ensemble with fixed magnetization \( M = 0 \) is given by

\[ \mathcal{Z}_{\text{can}} = \sum_{\{S_k=\pm 1\}} \exp \left\{ -K \sum_{i=1}^{L} S_i S_{i+1} \right\} \delta \left( \sum_{i=1}^{L} S_i, 0 \right), \]  

(A2)

where we have defined \( K \equiv \beta J \).

The constraint \( M = 0 \) can be expressed by using an integral representation of the Kronecker delta function \( \delta \) appearing in Eq. (A2), such that

\[ \mathcal{Z}_{\text{can}} = \frac{1}{2\pi} \sum_{\{S_k=\pm 1\}} \int_{0}^{2\pi} d\mu \exp \left\{ -K \sum_{i=1}^{L} S_i S_{i+1} + i\mu \sum_{i=1}^{L} S_i \right\}. \]  

(A3)

Inspecting Eq. (A3), we observe that \( \mathcal{Z}_{\text{can}} \) is obtained as the integral over \( \mu \) of the partition function for a one-dimensional Ising model in an external imaginary field \( i\mu \). The trace over the configuration space can be computed using standard transfer-matrix techniques, yielding

\[ \mathcal{Z}_{\text{can}} = \frac{1}{2\pi} \int_{0}^{2\pi} d\mu \left[ \lambda_+ (\mu)^L + \lambda_- (\mu)^L \right], \]  

(A4)

where the eigenvalues of the transfer matrix are

\[ \lambda_\pm (\mu) = e^{-K} \left( \cos(\mu) \pm \sqrt{e^{4K} - \sin(\mu)^2} \right), \]  

(A5)

and \( \lambda_\pm (\mu) \) depends implicitly also on \( K \). By noting that \( \lambda_\pm (\mu + \pi) = -\lambda_\mp (\mu) \), Eq. (A4) can be cast in the form

\[ \mathcal{Z}_{\text{can}} = \frac{1}{2\pi} \int_{0}^{\pi} d\mu \left[ \lambda_+ (\mu)^L + \lambda_- (\mu)^L \right] \]  

\[ + \frac{1}{2\pi} \int_{0}^{\pi} d\mu \left[ (-\lambda_+ (\mu))^L + (-\lambda_- (\mu))^L \right]. \]  

(A6)

Equation (A6) shows that for \( L \) odd the partition function vanishes exactly. This can be readily understood by the impossibility of imposing the constraint \( \sum_{i} S_i = 0 \) with an odd number of spin variables \( S_i \), which take values \( \pm 1 \). In the following we shall assume that \( L \) is even, such that the two terms in Eq. (A6) are identical and we have

\[ \mathcal{Z}_{\text{can}} = \frac{1}{\pi} \int_{0}^{\pi} d\mu \left[ \lambda_+ (\mu)^L + \lambda_- (\mu)^L \right]. \]  

(A7)

For large \( L \) the integral of Eq. (A7) is dominated by the saddle points of \( \lambda_\pm (\mu) \) which are solutions of

\[ \frac{d\lambda_\pm (\mu)}{d\mu} = -e^{-K} \left( -\sin(\mu) \mp \frac{\sin(\mu) \cos(\mu)}{\sqrt{e^{4K} - \sin(\mu)^2}} \right) = 0. \]  

(A8)

For both eigenvalues, Eq. (A8) has solutions for \( \mu = 0 \) and \( \mu = \pi \), which lie at the boundary of the integration domain in Eq. (A7). We observe that for \( K > 0 \) (antiferromagnetic model), the eigenvalues are real. For \( K < 0 \) (ferromagnetic model), \( \lambda_\pm (\mu) \) given in Eq. (A5) are real for \( |\mu| < \varepsilon_0 \equiv \arcsin(e^{2K}) \) and \( |\mu - \pi| < \varepsilon_0 \), i.e., in an interval around the saddle points. For this reason, without losing generality it is convenient to shift the domain of integration in Eq. (A7)

\[ \mathcal{Z}_{\text{can}} = \frac{1}{\pi} \int_{-\varepsilon_0}^{\pi - \varepsilon_0} d\mu \left[ \lambda_+ (\mu)^L + \lambda_- (\mu)^L \right], \]  

(A9)

where for \( K > 0 \) one can take, e.g., \( \varepsilon_0 = \pi/2 \), such that the single saddle point \( \mu = 0 \) in the integration domain is an interior point. In order to determine the finite-size correction to the free energy, we need to compute the corrections around the saddle point. To this end, it is important to observe that for \( K > 0 \) (antiferromagnetic model) both eigenvalues \( \lambda_\pm (\mu) \) have a maximum around \( \mu = 0 \); however, since \( \lambda_- (\mu) < 0 \), with \( L \) even the term \( \lambda_- (\mu)^L \) in Eq. (A9) has a minimum at \( \mu = 0 \), whereas \( \lambda_+ (\mu) > 0 \) and \( \lambda_+ (\mu)^L \) has a maximum. For \( K < 0 \) (ferromagnetic model) \( \lambda_\pm (\mu) \) are real and positive in an interval around \( \mu = 0 \); however, while \( \lambda_+ (\mu) \) has a
maximum at $\mu = 0$, the other eigenvalue $\lambda_- (\mu)$ has instead a minimum around $\mu = 0$. Therefore, for both cases $K > 0$ and $K < 0$ it is not possible to separate Eq. (A9) into a sum of two integrals to be evaluated for $L \to \infty$, but it is necessary to consider the behavior around $\mu = 0$ of the sum of the two eigenvalues. To do so, we write the integrand of Eq. (A9) as

$$g(\mu, L) \equiv \ln \left[ (\lambda_+(\mu)^L + \lambda_-(\mu)^L)^{1/L} \right].$$

(A10)

A second-order Taylor expansion of $g(\mu, L)$ around $\mu = 0$ gives

$$g(\mu, L) = \ln \left[ (\lambda_+(0)^L + \lambda_-(0)^L)^{1/L} \right] - \frac{e^{-2K}}{2} \left( \frac{1 - \tanh(K)\mu}{1 + \tanh(K)\mu} \right)^{2L} + o(\mu^2).$$

(A11)

Equation (A11) shows that, indeed, $g(\mu, L)$ exhibits a maximum around $\mu = 0$. Moreover, the coefficient in front of $\mu^2$ remains finite in the limit $L \to \infty$. Inserting the expansion of Eq. (A11) in Eq. (A10), and using the resulting expression for $\lambda_+(\mu)^L + \lambda_-(\mu)^L$ in Eq. (A9) we obtain, after a Gaussian integration,

$$Z_{\text{can}} \approx \frac{1}{2\pi} \left[ (\lambda_+(0)^L + \lambda_-(0)^L)^{1/L} \right] \int \frac{2\pi (1 + \tanh(K)\mu)}{(1 - \tanh(K)\mu)} e^{2K\mu^2} \mu^{2L} d\mu^{2L}.$$

(A12)

The free energy per volume $L$, and in units of $k_B T$, $F_{\text{can}} = -\ln Z_{\text{can}}/L$ is

$$F_{\text{can}} \approx \frac{1}{2L} \ln \left( \frac{\pi L}{2} \right) - \ln \left( \frac{\lambda_+(0) - K}{L} \right)$$

$$- \frac{1}{L} \ln \left( 1 + \frac{\lambda_-(0)}{\lambda_+(0)} \right)^L$$

$$- \frac{1}{2L} \ln \left( \frac{1 + \tanh(K)\mu}{1 - \tanh(K)\mu} \right)^{2L}.$$

(A13)

Using Eq. (A13) and the known relation between the correlation length $\xi$ and the transfer-matrix eigenvalues

$$\xi = -\frac{1}{\ln |\lambda_- (0)/\lambda_+(0)|} = -\frac{1}{\ln \tanh |K|}.$$

(A14)

Eq. (A13) can be written as

$$F_{\text{can}} \approx \frac{1}{2L} \ln \left( \frac{\pi L}{2} \right) - \ln [2 \cosh(K)]$$

$$- \frac{1}{L} \ln \left( 1 + e^{-L/\xi} \right) - \frac{1}{2L} \ln \left( \frac{1 + e^{-L/\xi}}{1 - e^{-L/\xi}} \right) - \frac{K}{L}$$

$$\approx \frac{1}{2L} \ln \left( \frac{\pi L}{2} \right) - \ln [2 \cosh(K)] - \frac{2}{L} e^{-L/\xi} - \frac{K}{L},$$

(A15)

where in the last equality we have expanded for $\xi/L \ll 1$, using the fact that $\xi$ is always finite. Equation (A15) agrees with the general result of Eq. (29), where subleading exponential finite-size corrections have been neglected. To confirm this, we observe that, under the mapping to the lattice gas model, the equivalent charge susceptibility $\chi_c$ (i.e., fluctuation of the particle number per volume and multiplied by $\beta$) is given by $\chi_c = \chi/4$, where $\chi$ is the usual spin susceptibility which, for the one-dimensional Ising model, is $\chi = \beta \exp(-2K)$; on substituting $\chi_c = \chi/4 = \beta \exp(-2K)/4$ in Eq. (29) we recover Eq. (A15). Alternatively, one can repeat the calculations of Sec. III fixing in Eq. (22) the magnetization per volume $m$ instead of the filling fraction $n$. Then in the result of Eq. (29), $\chi_c$ is replaced by the fluctuations of the magnetization, i.e., the usual spin susceptibility $\chi$. Moreover, different than for $n$, the allowed values for $m$ are separated by an interval of $2/V$. This results in a factor $1/2$ in front of the right-hand side of Eq. (24), which in turns gives rise to an additional contribution $-\ln[2]/V$ to the right-hand side of Eq. (29). Taking into account this additional term, and substituting $\chi_c \to \chi$ in Eq. (29) we recover Eq. (A15).

A comparison of Eq. (A15) with the corresponding result for the grand-canonical ensemble

$$F_{\text{gc}} = -\ln [2 \cosh(K)] - \frac{1}{L} \ln \left( 1 + e^{-L/\xi} \right)$$

$$\approx -\ln [2 \cosh(K)] - \frac{1}{L} e^{-L/\xi},$$

(A16)

shows that, besides an irrelevant $L$-dependent constant, the free energy density in the canonical ensemble is affected by a finite $1/L$ correction to its thermodynamic limit $-\ln [2 \cosh(K)]$, which is absent in the grand-canonical ensemble. We also notice that the constraint $M = 0$ alters the coefficient in front of the subleading exponential correction $\exp(-L/\xi)$. From Eq. (A15) we can compute the energy density as

$$E_{\text{can}} = \frac{\partial F_{\text{can}}}{\partial \beta} = -J \tanh(K) - \frac{J}{L} + O \left( e^{-L/\xi}; \frac{1}{L^2} \right),$$

(A17)

which exhibits a leading finite-size correction $\propto 1/L$. Due to the fact that $\chi/\beta$ is exactly exponential in the one-dimensional Ising model, such a finite-size term is temperature independent [see Eq. (29)].

As emphasized in the derivation of the results, Eq. (A15) and Eq. (A17) are also valid for $J < 0$, $K < 0$, i.e., for a ferromagnetic model. We remark that it is not possible to take the limit $T \to 0$ in Eq. (A15) and Eq. (A17) because the calculation assumes a finite correlation length $\xi$. Indeed, for $T \to 0$ the coefficient of $\mu^2$ in Eq. (A11) either vanishes (for the antiferromagnetic model) or diverges in $L$ (for the ferromagnetic model), rendering the saddle-point expansion singular. In the ground state of the antiferromagnetic model $E_{\text{can}} = -J$, with no size dependence.
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