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Abstract: The European Union (EU) Framework Programmes represent the ideal platform for exchanging knowledge potentially leading to innovation outcomes, in addition to providing vital research funds for various types of organisations (firms, universities, agencies, etc.). The present paper aims to assess whether innovativeness (‘innovation-driven’ participation) or energy demand/vulnerability (‘challenge-driven’ participation) determine a different degree of participation in the context of the energy programme funded under Horizon 2020 (2014–2020 period). By combining social network analysis and econometrics, our empirical analysis clearly shows that the more innovative EU regions hold a central or key position, while the regions characterised by higher energy demand or vulnerability play a marginal role in the EU energy network. These findings are not dissimilar to what other scholars have observed in relation to different EU programmes and funding schemes. Based on this, we argue that EU policymakers and evaluators should aim at encouraging challenge-driven participation and, more generally, a more balanced participation through appropriate and specific policy actions.
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1. Introduction

The transition to a climate-neutral society by 2050 is among the top priorities of European Union (EU) policy and represents one of the core pillars of the European Green Deal. A systemic approach to energy policy has been implemented in the EU. Its aims include eliminating pollution, ensuring sustainable and environmentally friendly production cycles and fostering opportunities for alternative and cleaner sources of energy [1].

Recent conceptual work on green innovation distinguishes between the generation (production or supply side) and application (demand side) of green technologies that contribute to mitigating climate change and other environmental issues [2]. Regions are said to vary markedly in their capacity to develop and produce new green products and solutions due to different endowments of assets such as knowledge, skilled workers, finance, favourable institutional set ups, etc. [3]. Regions also face different kinds of environmental challenges that call for the adoption and use of green innovation (developed in the region or elsewhere) [2]. Arguably, regions are diverse and a number of different challenges and opportunities for energy transition may be found in different types of regions. We contend that both strong innovation capacities (supply side) and the need to solve environmental challenges (demand side) may explain why regional organisations take part in international energy innovation networks. In this article, the former is referred to as ‘innovation-driven’ participation, while the latter is called ‘challenge-driven’ participation.
Based on these premises, the present article aims at determining whether regional innovativeness (proxied by the position of a region in the Regional Innovation Scoreboard—hereafter RIS) or energy demand or vulnerability (proxied by heating and cooling degree days (HCDD) and energy vulnerability index (EVI), respectively) are associated with node centrality and key positioning in the ‘Energy’ network created within Horizon 2020 (H2020–ENERGY), i.e., the current EU Framework Programme (FP). We presume that performing better in the RIS can be related to capacity to develop and produce energy innovations, while higher energy demand (HCDD) or vulnerability (EVI) are primarily related to the application of energy innovations. Therefore, we address the following research question: Do the research projects funded under H2020–ENERGY mainly foster the generation or application of energy innovations in the EU regions involved?

Although the transition to cleaner and renewable energy systems seems to be at the core of the political debate worldwide, the potential of renewable energy sources, the adoption of new technologies and, more generally, the development of an efficient energy framework are still far from being achieved in many countries [4]. According to the European Commission, H2020–ENERGY is designed to support the transition to a reliable, sustainable and competitive energy system. The EU has allocated €5139 million throughout the 2014–2020 period to fund research projects related to crucial energy issues and has identified three main priorities in the context of the H2020–ENERGY programme: energy efficiency, low-carbon technologies, and smart cities and communities [5].

Recently, Geels et al. applied a multi-level perspective to energy transition, entailing “major changes in the ‘socio-technical systems’ that provide societal functions such as mobility, heat, housing, and sustenance” [6] (p. 464). According to the authors, an interdependent and co-evolving mix of technologies, supply chains, infrastructures, markets, regulations, user practices, and cultural meanings are needed for the successful transition to a new socio-technical framework [6]. Among others, Schmidt et al. stressed the importance of effective policy measures in fostering environmental technological change [7]. In this regard, the participation of different types of regional organisations in collaborative research and development projects can be seen as a critical tool for developing niche technologies within a broader systemic approach to energy and, more generally, sustainability transitions [8,9].

As noted above, some regions show a strong endowment of skills, competences and expertise that allow them to succeed in the extremely competitive funding schemes periodically launched by the European Commission. Based on this, we argue that innovativeness may determine a high level of participation of more competitive and dynamic regions in the H2020–ENERGY. On the other hand, a high energy demand and a stronger need for transition towards more sustainable production and consumption patterns may motivate regional organisations to participate. Both innovativeness and energy demand (or vulnerability) might thus represent drivers for regional participation in H2020–ENERGY.

Innovation-driven participation: We argue that the capacity of regions to take part in international energy innovation networks is primarily related to innovativeness (i.e., proxied by the RIS ranking, in our study) by virtue of critical factors such as well-functioning research systems, high degree of entrepreneurship, competences, technologies [10] and strong institutions [11,12]. These elements can be generally found in well-organised and successful regional innovation systems [13].

Challenge-driven participation: We deem that energy demand or vulnerability are mainly related to the application of new technologies and solutions in the energy field. Intuitively, more vulnerable regions are generally characterised by energy-intensive and polluting industries (proxied by EVI), while regions showing a higher energy demand are situated in geographical areas that require a considerable employment of energy because of climate conditions (proxied by HCDD) [14]. The possibility of benefiting from new applications may trigger participation in H2020–ENERGY of those regions that, more than others, are called to face energy poverty or vulnerability.

The geographical structure and coordination of innovation activities play a key role in the knowledge exchange dynamics that potentially lead to transition processes and new development paths [15]. Innovation is primarily an interactive process [16,17] and cooperation with firms, research
establishments, agencies, venture capitalists, etc., enables regional organisations to benefit from access to capital, resources, new skills and fresh ideas [18,19]. The innovation networks fostered by the EU FPs, including the H2020–ENERGY, represent the most important research and innovation policy implemented by the EU and the ideal platform for knowledge circulation potentially leading to relevant and effective innovation outcomes [20]. In fact, the EU FPs precisely aim at promoting multi-scalar innovation networks in which organisations from three or more different countries cooperate in cutting-edge joint research projects [21].

Scholarly work has dealt with the structural features of the collaborations established in the context of the various EU programming cycles, providing several interesting findings. Among other things, the networks created within the EU FPs are characterised by clearly identifiable hubs and a core of connected actors, which tend to remain largely unaltered throughout the various EU programming cycles [22]. In general, such network cores comprise more innovative and competitive regions [23] and largely overlap with the level of development of the areas involved [24]. Particularly interesting for our empirical analysis, a recent study showed that both the quality of regional research establishments and the need for greening the economy play a relevant role in mobilising regional participation. In particular, these two elements have enhanced different regional development paths in Norway; i.e., branching in oil dependent regions and path creation in regions with stronger research capacity, although the number of the former dominates the participation of the Norwegian organisations [9].

The studies reviewed above provide us with the background for our network and statistical analyses and let us hypothesise that more innovative regions play a central role in the H2020–ENERGY network under analysis (see also [25–27] in this regard).

2. Materials and Methods

We adopted social network analysis (SNA) and econometrics for assessing the existence of an association between node centrality or key positioning and innovativeness, energy demand or vulnerability. Network data was collected through the CORDIS database. Overall, 230 projects funded under the H2020–ENERGY programme, involving organisations located in 221 EU regions (NUTS 1 or 2 level based on how they are classified on the RIS), were surveyed. A case-by-case matrix in which the EU regions represent the cases was reconstructed. Two regions were considered as connected to each other when the respective regional organisations participated in at least one joint research project funded under the H2020–ENERGY programme. SNA methods and techniques, such as overall density, density by groups, degree centralisation and core-periphery model, were applied for carrying out our network analysis.

Moreover, we used centrality measures (i.e., degree, eigenvector and betweenness) and ego-networks (structural holes) as dependent variables, representing node centrality and key positioning, respectively. Degree centrality refers to the overall number of ties established by each region under analysis. Eigenvector allowed us to determine the influence that each region has within the H2020–ENERGY network (i.e., connections to high-scoring nodes contribute more to the score of a given region than connections to low-scoring nodes). Betweenness captures the importance of a node based on the probability that it lies along all the possible paths connecting the nodes of the network. Specifically, betweenness centrality allowed us to identify the regions that mainly ‘control’ the knowledge transfer between the regional areas under analysis. Finally, a structural hole can be defined as a ‘broker’, i.e., a node representing the only connection between other nodes. In our case study, a structural hole is a region that lies in a strategic position since, among other things, it can benefit from novel and non-redundant knowledge and potentially exclude a varying number of other regions from competition for resources [28].

The Tweedie model was applied in our main econometric models and robustness test by virtue of the dependent variables that we employed (i.e., non-integer normalised variables characterised by exponential type distribution; see Figure 1). Moreover, a second test was carried out with the aim of determining whether our results remain robust even when a different econometric method is
adopted. In particular, we used the Tobit model for assessing the impact of ‘zeros’ (non-participating regions) and low scoring regions in terms of degree centrality on the actual regional participation in the H2020–ENERGY programme.

Figure 1. Degree, eigenvector, betweenness and structural holes—exponential distribution.
We used three main independent variables in the applied econometric models. As specified above, RIS was used as a proxy for regional innovativeness (four categorical variables—modest, moderate, strong and leader innovators), while regional weighted annual HCDD (four categorical variables ranging from 0–0.125 to >0.375) and EVI (binary variables) were used for measuring energy demand and vulnerability, respectively.

More specifically, the RIS is an index periodically issued by the European Commission, which comprises 18 indicators related to categories such as ‘innovation enablers’, ‘firm activities’ and ‘innovation outputs’ at the regional level (see [29] for details). The RIS is considered the regional extension of the European Innovation Scoreboard (which captures innovation performances at the country level) and is frequently used in the geography of innovation studies for providing a measure of regional innovativeness (e.g., [30–32]). The RIS represents a reliable and up-to-date source for comparing regional innovation performances of the EU and associated countries (i.e., Norway, Serbia and Switzerland), even though the index is not exempt from criticism (see, e.g., [29,33]). Among other shortcomings, Trippl et al. [29] emphasized the lack of available data regarding some specific categories (e.g., ‘innovation enablers’) and regional areas in given countries, while Edquist et al. [33] argue that alternative measures seem to be necessary since “sampling variation and measurement errors [. . . ] may polarize results and bias the [. . . ] associated rankings”. Although [33] specifically refer to the European Innovation Scoreboard (i.e., country level), similar considerations can be extended to the RIS and its application. Keeping in mind these relevant remarks and considering the specific characteristics of the energy sector, we decided to adopt an alternative version of the RIS in the second robustness test we carried out. Among other things, the energy sector is defined as “a large scale, project-oriented industry” [34] (p. 6) whose market is driven by larger and more powerful firms (e.g., [35]). These peculiarities led us to ignore the RIS indicators specifically addressing innovation in small and medium enterprises (SMEs) (i.e., ‘SMEs innovating in-house’ and ‘Innovative SMEs collaborating with others’). Moreover, we omitted RIS indicators such as ‘Trademark applications’ and ‘Design applications’ (referring to branding or aesthetic features) since they might be of relative importance when considering the energy sector. In this way, we scrutinized each RIS indicator and, at the end of the process, we were able to build the aforementioned adapted index based on the average scores of the indicators we selected (i.e., ‘Product or process innovators’, ‘Patent applications’, ‘Employment in high-technology industries and knowledge-intensive services’, and ‘Sales of new-to-market and new-to-firm innovations’; see Appendix A for details). This narrower version of the RIS primarily refers to ‘innovation outputs’ and was integrated with complementary control variables capturing different and similarly interesting innovation-related aspects and dynamics (e.g., ‘tertiary education’). As briefly mentioned above, we used such an alternative version of the RIS when we tested the robustness of our main econometric model specifically related to regional participation; namely, method: Tobit model; dependent variable: degree centrality; see below in this section for further details. HCDD represent our second independent variable and are calculated as the difference between the daily temperature mean and 65 °F. HCDD are largely used for measuring energy use, although such an indicator is strongly influenced by the geographical location of a given place and does not specifically consider the employment of energy by regional industries. In other words, HCDD do not fully capture the energy need of a region. For this reason, EVI was also included in the econometric models we adopted. More vulnerable regions were identified based on a report published by Pye, et al., who mapped out different subnational regions across Europe that may be more vulnerable [36]. More vulnerable regions were identified through a set of indicators capturing the presence of energy vulnerable households and energy-intensive industries (the full list of indicators adopted by [36] is provided in Appendix A). In their report, Pye et al. indicated only the regions that can be considered vulnerable, without sharing the figures related to the various indicators adopted [36]. Consequently, based on the information available, a dichotomous variable was applied in our econometric models for classifying the EU regions based on their level of vulnerability (0 = less vulnerable; 1 = more vulnerable) (see Section 3 and Appendix A for further details on all variables included in our econometric models).
Control variables such as regional PM10 emissions per inhabitant, population, GDP per capita, quality of institutions and country fixed effects were used for determining the relationship between our dependent and independent variables and testing the validity of our models. Specifically, we used PM10 emissions to control for whether pollution may determine a higher participation of more polluted regional areas due to energy need and necessity to transition to greener forms of consumption and production (e.g., [1]). Population was included in our econometric models since we hypothesised that the regional size may represent a relevant factor in determining the centrality or key positioning of a given region. Finally, we hypothesised that the quality of regional government [11] may have a positive impact on regional participation in the H2020–ENERGY programme.

Two further checks were carried out for assessing the robustness of our econometric analysis against alternative models. In particular, we adopted the Tweedie model and different metrics for RIS (ten categories instead of four categories) and HCDD (continuous variables as a substitute for categorical variables) in the first robustness test. Moreover, we used new variables such as gross value added (GVA) per capita and level of education (college or university level and lifelong learning). These variables replaced GDP per capita and quality of regional institutions, respectively (see Appendix A for details). Finally, we carried out a second robustness test based on a different method such as the Tobit model. Specifically, Tobit is a censored regression model which is used for estimating the existence of a linear relationship between variables when there is either a left or right censoring in the dependent variable. In our empirical analysis, we decided to use degree (participation in the H2020–ENERGY) as dependent variable and censor all the values that fell at or below 0.01 (on the use of lower limits different from zero in the Tobit model, see, e.g., [37,38]). Through the adoption of this method, we were able to specifically determine the impact of non-participating or very low scoring regions on the validity of our main econometric model related to the actual number of ties established by regional organisations (i.e., degree centrality).

3. Results

3.1. Social Network Analysis: The Structural Features of the H2020–ENERGY Network

In a first step, we calculated the density of the network created by the EU regions in the context of the H2020–ENERGY programme (see Table 1). The density is the total number of ties divided by the total number of possible ties and is a measure that provides insights into the speed at which knowledge diffuses among the nodes [28]. The overall network density was relatively high, with 14.1% of connected nodes, corresponding to 6834 ties. However, the network is characterised by a high degree of centralisation (67%), meaning that the number of participation is largely unequal, with only a few regions that actually benefit from a considerable number of connections and related positional advantage [28].

| Table 1. | SNA measures: overall density, number of ties, standard deviation, average degree and degree centralisation. |
| --- | --- | --- | --- | --- |
| **Overall Density** | 0.141 | **Ties** | 6834 | **St. Dev.** | 0.348 | **Avg. Degree** | 30.923 | **Centralisation (Degree)** | 0.670 |

As displayed in Table 2, Germany is the most represented country with 274 participations, followed by Spain (231), United Kingdom (184), Italy (150) and France (144). In general, larger countries, but also some competitive smaller ones (e.g., Netherlands, Belgium, Austria, Sweden and Denmark) show the highest level of participation. Besides, we can observe that primarily innovation leaders (Netherlands, Sweden and Denmark) and strong innovators (Germany, France, United Kingdom, Belgium and Austria) are listed in the top 10 participating countries, while moderate innovators (Spain and Italy) are underrepresented. Finally, no modest innovators are included in the top 10 participating countries and, more generally, they play a very marginal role in the H2020–ENERGY network.
Table 2. Top 10 countries in the H2020–ENERGY (Total number of participations and participations per 10,000 inhabitants).

| Ranking | Country         | Participations | Participations per 10,000 Inhabitants |
|---------|-----------------|----------------|-------------------------------------|
| 1       | Germany         | 274            | 0.033                               |
| 2       | Spain           | 231            | 0.028                               |
| 3       | United Kingdom  | 184            | 0.022                               |
| 4       | Italy           | 150            | 0.018                               |
| 5       | France          | 144            | 0.017                               |
| 6       | Netherlands     | 117            | 0.014                               |
| 7       | Belgium         | 94             | 0.011                               |
| 8       | Austria         | 68             | 0.008                               |
| 9       | Sweden          | 58             | 0.007                               |
| 10      | Denmark         | 57             | 0.007                               |

Regarding the more central or well-positioned regions in the H2020–ENERGY network, the top 15 ranking related to the various SNA measures adopted (degree, eigenvector, betweenness, structural holes) shows a high degree of stability. In fact, the same regions can be generally found in the ranking regardless of the SNA measure applied. In particular, 17 regions from 11 countries make up the top 15 ranking and we observed only some negligible changes in the rank order (see Table 3). These regions generally overlap with the geographical areas where the capitals or the most advanced areas of the surveyed countries are located (e.g., Oberbayern in Germany, Île de France in France, Madrid and Cataluña in Spain, Lazio and Lombardia in Italy, Zuid-Holland in the Netherlands, Bruxelles and Vlaams Gewest in Belgium, Stockholm in Sweden, Hovedstaden in Denmark, Ostösterreich in Austria, Attiki in Greece).

Table 3. Top 15 EU regions in the H2020–ENERGY (degree, eigenvector, betweenness and structural holes).

| Degree Score | Eigenvector Score | Betweenness Score | Structural Holes Score |
|-------------|-------------------|-------------------|------------------------|
| Oberbayern (DE) 177 | Oberbayern (DE) | 0.173 | Oberbayern (DE) 31 | Oberbayern (DE) 0.825 |
| Madrid (ES) 125 | Madrid (ES) | 0.166 | Bruxelles (BE) 3.093 | Madrid (ES) 0.699 |
| Bruxelles (BE) 120 | Île de France (FR) | 0.162 | Madrid (ES) 2.998 | Bruxelles (BE) 0.664 |
| Île de France (FR) 119 | Bruxelles (BE) | 0.160 | Île de France (FR) 2.360 | Île de France (FR) 0.648 |
| Cataluña (ES) 109 | London (UK) | 0.153 | Cataluña (ES) 1.966 | Cataluña (ES) 0.630 |
| London (UK) 105 | Cataluña (ES) | 0.152 | Attiki (EL) 1.685 | Attiki (EL) 0.606 |
| Zuid-Holland (NL) 101 | Zuid-Holland (NL) | 0.148 | Lazio (IT) 1.632 | Lazio (IT) 0.605 |
| Vlaams Gewest (BE) 99 | Vlaams Gewest (BE) | 0.147 | Zuid-Holland (NL) 1.610 | London (UK) 0.599 |
| Attiki (EL) 95 | País Vasco (ES) | 0.142 | Vlaams Gewest (BE) 1.385 | Ostösterreich (AT) 0.591 |
| País Vasco (ES) 95 | Stockholm (SE) | 0.139 | Ostösterreich (AT) 1.340 | Zuid-Holland (NL) 0.589 |
| Hovedstaden (DK) 93 | Hovedstaden (DK) | 0.138 | London (UK) 1.325 | Vlaams Gewest (BE) 0.579 |
| Lazio (IT) 93 | Lombardia (IT) | 0.137 | Karlsruhe (DE) 1.202 | País Vasco (ES) 0.571 |
| Lombardia (IT) 91 | Attiki (EL) | 0.135 | Hovedstaden (DK) 1.135 | Hovedstaden (DK) 0.570 |
| Stockholm (SE) 90 | Lazio (IT) | 0.133 | Lombardia (IT) 1.074 | Karlsruhe (DE) 0.562 |
| Ostösterreich (AT) 87 | Karlsruhe (DE) | 0.133 | Stuttgart (DE) 1.062 | Lombardia (IT) 0.562 |

In addition, we conducted a Spearman’s rank correlation analysis for testing the association between the SNA measures adopted and RIS (four categories, from Modest to Leader), HCDD (four categories, from 0–0.125 to >0.375) and EVI (dichotomous variable). Moreover, a different RIS classification was taken into consideration (ten categories, ranging from Modest − to Leader +). Finally, Pearson’s correlation was used for testing the association between HCDD and the adapted version of the RIS we constructed (continuous variables in both cases) and degree, eigenvector, betweenness and structural holes. In particular, these different classifications (RIS) and metrics (HCDD and new version of the RIS) were used subsequently for testing the robustness of our econometric analysis against alternative models (see Section 3.3).

The correlation analysis displayed in Table 4 shows a relatively high positive and statistically significant association between RIS and network centrality (with values ranging between 0.464 and 0.603 depending on the RIS classification and SNA measure adopted), while we found only a weak
positive correlation between HCDD (both categorical and continuous variables) and node centrality or strategic positioning (correlation coefficient <0.300). Conversely, EVI is negatively associated with all the SNA measures applied. In other words, this means that less vulnerable regions show a positive association with node centrality and key positioning in the H2020–ENERGY network (i.e., weak correlation with degree centrality and barely moderate correlation with eigenvector, betweenness and structural holes). All these figures are particularly interesting, pointing to the existence of a stronger positive association between node centrality or strategic positioning and regional innovation capacity rather than challenges; that is, energy demand or vulnerability (proxied by HCDD and EVI).

**Table 4.** Correlation between dependent and main independent variables.

| Variables                           | Degree | Eigenvector | Betweenness | Structural Holes |
|-------------------------------------|--------|-------------|-------------|------------------|
| RIS (4 categories)                  | 0.464 **| 0.553 **    | 0.553 **    | 0.530 **         |
| RIS (10 categories)                 | 0.515 **| 0.603 **    | 0.574 **    | 0.574 **         |
| RIS (Selected indicators/Continuous variable) | 0.462 **| 0.534 **    | 0.534 **    | 0.451 **         |
| HCDD (4 categories)                 | 0.232 **| 0.287 **    | 0.287 **    | 0.298 **         |
| HCDD (Continuous variable)          | 0.237 **| 0.260 **    | 0.260 **    | 0.287 **         |
| EVI (Dichotomous variable)          | −0.296 **| −0.363 **   | −0.363 **   | −0.355 **        |

Variables: degree, eigenvector, betweenness, structural holes, RIS (4 categories), RIS (10 categories), RIS (selected indicators/continuous variable), HCDD (4 categories), HCDD (continuous variable), EVI (dichotomous variable). Methods: Spearman’s rank correlation (RIS—4 categories, RIS 10—categories, HCDD—4 categories, EVI—dichotomous variable) and Pearson’s correlation (RIS—selected indicators/continuous variable; HCDD—continuous variable). ** = statistically significant at the 0.01 level.

Having revealed some basic structures and statistics of the network under analysis, we calculated the density within and between groups related to RIS, HCDD and EVI (see [39] for further methodological considerations on density by groups). It must be specified that density can be affected by the number of nodes making up a network (larger networks tend to be less dense; e.g., [40]). This potential bias should be definitely kept in mind, although the considerable differences that we observed in the various targeted groups provide us with clear indications and make the adoption of this specific SNA method quite accurate and informative. Notably, our analysis revealed a considerably higher density when only innovation leaders are considered (61.8% of connected regions) if compared with the other surveyed groups (i.e., density within strong, moderate and modest innovators). Moreover, the group merging innovation leaders and strong innovators is relatively dense (34.8% of connected regions), while the density within and between all of the other groups tends to decrease significantly. In particular, the density within groups related to moderate and modest innovators is particularly low, i.e., 25% and 13% of connected regions, respectively. Interestingly, the analysis related to HCDD shows similar patterns, even though the density within the group characterised by the highest energy demand (i.e., >0.375) is considerably lower than the one observed within the most innovative regions (i.e., innovation leaders); i.e., 31.3% versus 61.8% of connected regions. Finally, a very low degree of connections can be observed within the regions characterised by a higher level of energy vulnerability (4.4% of connected nodes), while the density within the less vulnerable regions is definitely higher, although not particularly high in absolute terms (22.1% of connected regions) (see Table 5).
Table 5. Density by groups (Ucinet elaboration [41]). Variables: RIS, HCDD and EVI.

|             | RIS       |            |            |            |
|-------------|-----------|------------|------------|------------|
|             | Modest    | Moderate   | Strong     | Leader     |
| Modest      | 0.013     | 0.025      | 0.024      | 0.089      |
| Moderate    |           | 0.091      | 0.116      | 0.231      |
| Strong      |           |            | 0.199      | 0.348      |
| Leader      |           |            |            | 0.618      |
| Ties within each group | Modest | Moderate | Strong | Leader |
|             | 10        | 794        | 960        | 502        |

|         | HCDD      |            |            |            |
|         | 0–0.125   | 0.126–0.250| 0.251–0.375| >0.375     |
| 0–0.125 | 0.044     | 0.066      | 0.079      | 0.123      |
| 0.126–0.250 |         | 0.131      | 0.170      | 0.204      |
| 0.251–0.375 |         |            | 0.209      | 0.249      |
| >0.375   |           |            |            | 0.313      |
| Ties within each group | 0–0.125 | 0.126–0.250| 0.251–0.375| >0.375     |
|          | 134       | 804        | 452        | 488        |

|         | EVI       |            |            |            |
|         | 0         | 1          |            |            |
| 0        | 0.221     | 0.087      |            |            |
| 1        | 0.087     | 0.044      |            |            |
| Ties within each group | 0 | 1 |            |            |
|          | 4682      | 246        |            |            |

3.2. Core and Peripheral Regions in H2020–ENERGY

The core-periphery model [42] is commonly used in network studies for identifying the existence of a group of nodes which shows a high level of connectedness (the core) and another group which is characterised by a very low number of connections (the periphery) [28]. The next three graphs show that the network created by the regional organisations involved in the H2020–ENERGY is characterised by a clear core-periphery structure (See Figure 2). In the first two graphs, the red and yellow circles represent the core regions in the reconstructed networks related to RIS and HCDD, respectively, while the size of the circles refer to their corresponding category (the bigger the circles, the higher the rank in the RIS and HCDD classifications). The third graph refers to the network related to EVI. In this case, the green circles highlight the network core and the size of the circles distinguishes between less vulnerable regions (bigger circles) and more vulnerable regions (smaller circles). In the case of RIS and HCDD, the core primarily includes regions that are characterised by higher levels of innovativeness and energy demand. With regard to EVI, the core comprises, almost exclusively, less vulnerable regions, while more vulnerable regions make up the periphery of the network.
The results displayed in Table 6 strengthen our considerations on the core/periphery dynamics that characterise the H2020-ENERGY network. We compared the overall number of regions that fall in each category applied to RIS, HCDD and EVI with the number of regions observed in the respective network cores. This particular type of analysis aims at clarifying which regions actually make up the network cores. It appears evident that innovation leaders and strong innovators show the highest number of organisations in the network core related to RIS (i.e., 36.1% of innovation leaders and 34.4% of strong innovators vs. 13.1% and 31.7% of the overall surveyed regions, respectively). Conversely, moderate innovators show fewer regions in the network core, both in absolute terms and in comparison with the overall number of surveyed regions (29.5% vs. 35.7%). No modest innovators can be found in the network core, although this category represents 12.6% of the overall regions surveyed in the present case study. The network core related to HCDD shows some differences when compared with the one related to RIS, the main of which is that the highest number of regions making up the network core shows a moderate level of energy demand (i.e., 0.126–0.250; 34.4% of core regions). Moreover, the highest difference between the core and overall regions can be observed in the group that shows a very high degree of energy demand (i.e., 32.9% of regions in the network core vs 18.1% of the overall surveyed regions). Finally, more vulnerable regions represent 33.9% of the total surveyed regions, but only 8.2% of them are included in the network core (i.e., five regions, namely Attiki and Kentriki Makedonia in Greece, Lisboa and Norte in Portugal, and Budapest in Hungary).
Table 6. Number of regions and core members by groups.

| Regions (Overall) | 0      | 1      | 2      | 3      | 4      | Total    |
|------------------|--------|--------|--------|--------|--------|----------|
| RIS              | 28 (12.6%) | 94 (42.6%) | 70 (31.7%) | 29 (13.1%) | 221 (100%) |
| HCDD             | 56 (25.3%) | 79 (35.7%) | 46 (20.8%) | 40 (18.1%) | 221 (100%) |
| EVI              | 146 (66.1%) | 75 (33.9%) |        |        | 221 (100%) |

| Core Members     | 1      | 2      | 3      | 4      | Total    |
|------------------|--------|--------|--------|--------|----------|
| RIS              | 0      | 18 (29.5%) | 21 (34.4%) | 22 (36.1%) | 61 (100%) |
| HCDD             | 3 (4.9%) | 21 (34.4%) | 17 (27.8%) | 20 (32.9%) | 61 (100%) |
| EVI              | 56 (91.8%) | 5 (8.2%) |        |        | 61 (100%) |

Legend: RIS (1: modest, 2: moderate, 3: strong, 4: leader); HCDD (1: 0–0.125, 2: 0.126–0.250, 3: 0.251–0.375, 4: >0.375); EVI (0: Not vulnerable, 1: Vulnerable).

3.3. Econometric Analysis: Is Node Centrality Associated with Innovativeness or Energy Demand/Vulnerability?

The results of our econometric analysis show that being ranked high in the RIS is positively correlated with all the SNA measures adopted (i.e., degree, eigenvector, betweenness and structural holes) and statistically significant. Conversely, the coefficient related to HCDD is slightly negative and not statistically significant, while EVI is negatively associated with node centrality or positioning and statistically significant (with the only exception of degree, which is not statistically significant). In line with the hypothesis advanced in the introductory section of this paper, our econometric analysis reveals that the research projects funded under the H2020–ENERGY programme tend to privilege the generation (supply side) of energy innovation in consideration of the correlation that we found between regional innovativeness and node centrality or strategic positioning. Conversely, the application (demand side) seems to be very marginal due to the absence of correlation between HCDD and the SNA measures applied, and the inverse correlation that we noticed in the case of EVI (i.e., less vulnerable regions have a more central role or benefit from a positional advantage). Although not directly addressed in our study, the analysis of our control variables brings to light a number of additional interesting patterns. More densely populated and richer regions are positively associated with node centrality or strategic positioning, while the quality of institutions is positively associated, but not statistically significant. Interestingly, PM10 emissions (more polluted regions) are negatively correlated with network centrality or key positioning and statistically significant (see Table 7).

The results of the robustness check, in which we adopted different variables or metrics, confirm the validity of our econometric analysis (see Table 8). In the alternative models, we used ten categories for classifying the EU regions based on their level of innovativeness (i.e., from Modest – to Leader +, according to the RIS classification) and used a continuous variable for calculating HCDD instead of a categorical variable. Moreover, GVA per capita replaced GDP per capita, while a proxy of knowledge and human capital (i.e., level of education at the regional level) was used for replacing a specific institutional variable such as quality of regional government (see Appendix A for further details on the new variables adopted in the robustness check). As mentioned before, the results of our test largely confirm the robustness of our main econometric models. Regional innovativeness remains positively correlated with node centrality and key positioning in the H2020–ENERGY network, while the interactions between our new variables made HCDD slightly positively correlated, but similarly not statistically significant. EVI is negatively correlated with key positioning and statistically significant in the case of Model 4 (dependent variable: structural holes). It is worth mentioning that EVI is negatively associated with all of the other SNA measures adopted and statistically significant at 10% level, although these correlations are not highlighted in Table 8 since only statistical significance at 1% and 5% is reported. Regarding our control variables, regional population and level of education are associated with node centrality and a strategic position in the H2020–ENERGY network, while
PM10 emissions is negatively correlated (less polluted regions are more central or benefit from a positional advantage). Finally, GVA per capita shows no correlation with our dependent variables in the robustness check.

| Table 7. Tweedie model with country fixed effects (reference country: Belgium). |
|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
|                  | Model 1          | Model 2          | Model 3          | Model 4          | Model 5          | Model 6          | Model 7          | Model 8          |
|                  | (Degree)         | (Eigenv.)        | (Between.)       | (Struc. Holes)   | (Degree)         | (Eigenv.)        | (Between.)       | (Struc. Holes)   |
| Intercept        | −0.517 (0.978)   | 0.387 (0.123)    | 0.513 (0.250)    | −0.716 (0.282)   | −0.100 (0.091)   | −0.054 (0.082)   | −0.054 (0.082)   | −0.088 (0.091)   |
| EVI              | −0.507 (0.276)   | −0.512 (0.250)   | −0.513 (0.250)   | −0.716 (0.282)   | −0.100 (0.091)   | −0.054 (0.082)   | −0.054 (0.082)   | −0.088 (0.091)   |
| Country          | Yes              | Yes              | Yes              | Yes              | Yes              | Yes              | Yes              | Yes              |
| Fixed           | Effects         | Effects         | Effects         | Effects         | Effects         | Effects         | Effects         | Effects         |
| Likelihood       | 190.5 **         | 202.7 **         | 202.8 **         | 308.4 **         | 188.6 **         | 199.0 **         | 199.1 **         | 302.8 **         |

Dependent variables: degree (Models 1 and 5), eigenvector (Models 2 and 6), betweenness (Models 3 and 7), structural holes (Models 4 and 8). Legend: ** = statistically significant at the 0.01 level; * = statistically significant at the 0.05 level. Standard errors in parentheses.

| Table 8. Tweedie model with country fixed effects (reference country: Belgium). |
|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
|                  | Model 1          | Model 2          | Model 3          | Model 4          | Model 5          | Model 6          | Model 7          | Model 8          |
|                  | (Degree)         | (Eigenv.)        | (Between.)       | (Struc. Holes)   | (Degree)         | (Eigenv.)        | (Between.)       | (Struc. Holes)   |
| Intercept        | −5.705 (9.840)   | −1.997 (9.184)   | −0.224 (9.191)   | −8.280 (9.183)   | −12.045 (9.311)  | −7.899 (8.728)   | −6.133 (8.734)   | −16.258 (8.651)  |
| RIS              | 0.210 ** (0.061) | 0.175 ** (0.055) | 0.176 ** (0.056) | 0.219 ** (0.060) | 0.205 ** (0.061) | 0.172 ** (0.059) | 0.172 ** (0.059) | 0.216 ** (0.060) |
| EVI              | −0.49 (0.273)    | −0.452 (0.247)   | −0.452 (0.247)   | −0.573 * (0.274) | 0.035 (0.459)    | 0.044 (0.420)    | 0.043 (0.420)    | 0.476 (0.448)    |
| Country          | Yes              | Yes              | Yes              | Yes              | Yes              | Yes              | Yes              | Yes              |
| Fixed           | Effects         | Effects         | Effects         | Effects         | Effects         | Effects         | Effects         | Effects         |
| Likelihood       | 197.6 **         | 209.6 **         | 209.6 **         | 321.5 **         | 194.4 **         | 206.2 **         | 206.3 **         | 318.3 **         |

Dependent variables: degree (Models 1 and 5), eigenvector (Models 2 and 6), betweenness (Models 3 and 7), structural holes (Models 4 and 8). Legend: ** = statistically significant at the 0.01 level; * = statistically significant at the 0.05 level. Standard errors in parentheses.
Having demonstrated and tested the robustness of the association between innovativeness (innovation-driven participation) and node centrality and key positioning, a final robustness test was carried out for illuminating whether the considerable number of non-participating and low-scoring EU regions affects regional participation in the H2020–ENERGY programme (i.e., dependent variable: degree; see Table 9). For this purpose, we used the Tobit model and set the lower limit at $\leq 0.01$. The control variables we employed in this final robustness test were selected based on their widespread association and statistical significance in the previous models applied (i.e., PM10 emissions, population, GDP per capita, and level of education). Finally, we used an alternative version of the RIS (continuous variable based on selected indicators; see Section 2), HCDD (continuous variable) and EVI as independent variables. The results of this further statistical test unequivocally confirm that innovativeness remains a critical factor for determining regional participation in the H2020–ENERGY, while HCDD and EVI are not associated with degree centrality when censoring the lowest-scoring EU regions making up our dataset. Finally, all of the control variables previously associated with node centrality or strategic positioning are similarly associated with regional participation when the Tobit model is applied.

Table 9. Tobit model. Dependent variable: degree (maximum likelihood estimates).

|                      | Model 1 (Degree) |
|----------------------|------------------|
| Intercept            | $-0.183^{**}$ (0.0559) |
| RIS                  | 0.340^{**} (0.0955) |
| EVI                  | 0.030 (0.0281) |
| HCDD                 | 0.118 (0.0638) |
| PM10 Emissions       | $-2.686^{**}$ (0.7431) |
| Population           | 0.243^{**} (0.0835) |
| GDP per Capita       | 0.226 * (0.0963) |
| Education            | 0.167^{**} (0.0609) |
| Sigma                | 0.139 (0.0075) |
| Log-Likelihood       | 67.9              |
| Chi-Square           | 7.4               |

Legend: ** = Statistically significant at the 0.01 level; * = Statistically significant at the 0.05 level. Standard errors in parentheses. Lower limit: 0.01.

4. Discussion

Based on the distinction between the generation (production or supply side) and application (demand side) of green technologies [2], this paper aimed to assess whether innovativeness (innovation-driven participation) or energy demand and vulnerability (challenge-driven participation) are associated with node centrality and key positioning in the H2020–ENERGY. Our empirical analysis, based on a combination of SNA and econometrics, was embedded in a broader theoretical background and achieved several interesting results.

First, we were able to reveal that the network under analysis is characterised by a high degree of centralisation and an evident core-periphery structure, in which a very few regions play a dominant role and benefit from knowledge circulation. These findings definitely corroborate the results of previously published papers, according to which the network cores observed in the context of the EU FPs generally comprise innovative and competitive regions [23], as well as clusters of clearly identifiable nodes (see [22,24]). In addition to this, network statistics allowed us to determine a positive correlation between innovativeness and regional participation in H2020–ENERGY.

This latter finding was further strengthened by our econometric analysis, which showed how the level of innovation (i.e., regions scoring high in the RIS) is positively associated with regional participation, being central (i.e., degree, eigenvector and betweenness) or holding a key positioning (structural holes) in H2020–ENERGY. Conversely, energy demand and vulnerability (proxied by HCDD and EVI, respectively) showed more controversial results. In fact, EVI is characterized by an inverse
and statistically significant correlation in our main econometric model and, although partially, in our first robustness test. On the other hand, EVI seems to be positively associated with regional participation, but not statistically significant, when low-scoring regions are censored (i.e., in the second robustness test). Finally, HCDD is not correlated with network centrality or positioning irrespective of the econometric methods and models applied.

Based on these empirical results, we can confidently assert that our hypothesis is confirmed: innovation drives the participation of the EU regions in the H2020–ENERGY, while the regional areas that face challenges in terms of energy demand and vulnerability play a very marginal role. Similar knowledge exchange dynamics and related outputs have been previously observed in different EU programming cycles and funding schemes (e.g., [25–27]). This observation leads us to reflect on the policy implications of our study, which we briefly outline in the concluding section.

5. Conclusions

More general policy implications can be drawn from the results of our empirical analysis. Literature on regional development and the geography of innovation stresses the importance of effective institutions and good government in enhancing trust-based networks and facilitating knowledge diffusion among various types of economic actors (e.g., [11,12]). Contrary to what these studies suggest, regional institutions seem to have a marginal impact on determining node centrality and key positioning in the EU energy network (there is a positive, but not statistically significant association). However, our finding is not as surprising as it would appear at a first glance. In fact, the lacking association between quality of regional government and the various SNA measures applied is primarily determined by the high degree of participation of regional organizations located in Southern European countries that perform traditionally well in the context of the EU FPs (e.g., Italy, Spain and Greece; see the previous studies conducted by [20,26] in this regard). These Southern European regions are relatively—or even quite—prosperous and characterized by good research infrastructures (e.g., Lombardia, Lazio, Liguria and Toscana in Italy; Comunidad de Madrid, País Vasco and Comunidad Valenciana in Spain), although they tend to show—to various degrees—weaker institutions than their Northern European counterparts.

Richer and more densely populated regions participate more often or hold a key position in the H2020–ENERGY programme, thus confirming the results of studies previously revealing analogous collaborative patterns [25,26]. Similarly, less polluted regions play a key role in the EU energy network, thus revealing that the need of transitioning to greener forms of consumption and production does not drive regional participation. The inverse relationship between PM10 emissions and network centrality can be attributed to the fact that the more polluted EU regions in relative terms are generally located in lesser developed Southern or Eastern European countries or—to a lesser extent—in weaker Northern European regions compared to the respective national contexts.

One of the most important policy implications of our study is that H2020–ENERGY is characterised by largely unbalanced participation. In this respect, innovation literature suggests that more innovative regions are clearly associated with stronger regional innovation systems [13]. Our paper confirms, once again (see [22–26], among others), that better equipped regions in terms of innovative organisations and level of education benefited the most from the EU funds and knowledge circulation triggered by the H2020–ENERGY programme. This is undoubtedly an issue that the EU should address in the next programming cycles since it seems to be in clear contrast with the “overall harmonious development of its member States” (Cohesion Policy; [43]) and, more specifically, with the principles of the European Research Area (i.e., integration of the scientific resources of the EU and effective circulation of researchers, scientific knowledge and technology; [44]).

A policy recommendation in this regard might consist of taking studies like the present one into more careful consideration and, as a consequence, aiming at enhancing a more balanced participation by means of specific policy actions. For example, an option is encouraging challenge-driven participation through the creation of research consortia in which at least one organisation located in marginally
innovative or vulnerable regions is involved. This might lead to more widespread and potentially impactful knowledge circulation.
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**Appendix A**

Detailed information about dependent, independent and control variables.

| Table A1. Dependent, independent and control variables: Indicators and description. |
|---|
| **Dependent Variables** | **Indicator** | **Econometric Models** |
| Participation | Degree H2020–ENERGY | Degree Centrality (EU Regions): Number of connections established by each organisation in the FP7-NMP. Source: CORDIS. |
| Eigenvector centrality | Eigenvector FP7–ENERGY | Eigenvector Centrality (EU Regions): Measuring the “influence” of nodes in the network. Eigenvector shows how well-connected actors are to the parts of the network with the greatest connectivity. Source: CORDIS. |
| Betweenness centrality | Betweenness | Betweenness Centrality (EU Regions): Number of shortest paths between i and k that actor j resides on. Betweenness measures the probability that an actor would be along all the possible paths connecting the nodes of the network. Source: CORDIS. |
| Structural Holes | Structural Holes (Effective Size) | Structural Hole (EU Regions): “Empty space” between contacts in a university’s network. Effective size: Number of non-redundant contacts in a focal actor’s network [15]. Source: CORDIS. |

| **Independent Variables** | **Indicator** | **Description** |
|---|
| RIS | Regional Innovation Scoreboard 2019 | Four ordinal variables based on the ranking in the Regional Innovation Scoreboard 2019: Modest; Moderate; Strong; Leader. Source: Regional Innovation Scoreboard 2019. |
| HCDD | Heating Degree Days + Cooling Degree Days | Difference between the daily temperature mean and 65 °F. Four ordinal variables: 0–0.125; 0.126–0.250; 0.251–0.375; >0.375. Source: Eurostat. |

| **Control Variables** | **Indicator** | **Description** |
|---|
| PM10 Emissions | Particulate matter | Particulate matter (less than 10 micrometers in diameter). Main sources of human origin: commercial, residential and households (39%), industrial processes and product use (20%), agriculture (15%), road transport (11%), energy use in industry (6%), energy production and distribution (4%), waste (3%) and non-road transport (2%). Source: European Commission. |
Table A1. Cont.

| Econometric Models |
|--------------------|
| **Population** | Resident population | Population on 1 January 2019. Source: Eurostat. |
| **GDP per capita** | Real GDP per capita | Ratio of real GDP to the average population. Source: Eurostat. |
| **Institutions** | Quality of government | Quality of Government Index by the Quality of Government Institute (University of Gothenburg) [11]. Source: Regional Competitiveness Index. |
| **Country** | Country fixed effects | Fixed effects/dummy variables. Reference country: Belgium (first country listed in the RIS). |

**Other variables (Robustness Check)**

| Control Variables | Indicator | Description |
|-------------------|-----------|-------------|
| RIS | Regional Innovation Scoreboard 2019 | Continuous variable—average scores of some selected RIS indicators (i.e., product or process innovators, patent applications, employment in high-technology industries and knowledge-intensive services, and sales of new-to-market and new-to-firm innovations. |
| GVA per capita | Gross Value Added per capita | Output value at basic prices less intermediate consumption valued at purchasers’ prices. Source: Eurostat. |
| Education | Level of education and lifelong learning | Percentage of people educated at a college or university level/Development after formal education. Source: Regional Competitiveness Index 2019. |
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