Improved Sparse Recovery Thresholds with Two-Step Reweighted $\ell_1$ Minimization
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Abstract—It is well known that $\ell_1$ minimization can be used to recover sufficiently sparse unknown signals from compressed linear measurements. In fact, exact thresholds on the sparsity, as a function of the ratio between the system dimensions, so that with high probability almost all sparse signals can be recovered from iid Gaussian measurements, have been computed and are referred to as “weak thresholds” \cite{4}. In this paper, we introduce a reweighted $\ell_1$ recovery algorithm composed of two steps: a standard $\ell_1$ minimization step to identify a set of entries where the signal is likely to reside, and a weighted $\ell_1$ minimization step where entries outside this set are penalized. For signals where the non-sparse component has iid Gaussian entries, we prove a “strict” improvement in the weak recovery threshold. Simulations suggest that the improvement can be quite impressive—over 20% in the example we consider.

I. INTRODUCTION

Compressed sensing addresses the problem of recovering sparse signals from under-determined systems of linear equations \cite{12}. In particular, if $x$ is a $n \times 1$ real vector that is known to have at most $k$ nonzero elements where $k < n$, and $A$ is a $m \times n$ measurement matrix with $k < m < n$, then for appropriate values of $k$, $m$ and $n$, it is possible to efficiently recover $x$ from $y = Ax$ \cite{1,2,3,5}. The most well recognized such algorithm is $\ell_1$ minimization which can be formulated as follows:

$$\min_{Az = A\hat{x}} \|z\|_1$$  \hspace{1cm} (1)

The first result that established the fundamental limits of signal recovery using $\ell_1$ minimization is due to Donoho and Tanner \cite{4,2}, where it is shown that if the measurement matrix is iid Gaussian, for a given ratio of $\delta = \frac{m}{n}$, $\ell_1$ minimization can successfully recover every $k$-sparse signal, provided that $\mu = \frac{k}{n}$ is smaller than a certain threshold. This statement is true asymptotically as $n \to \infty$ and with high probability. This threshold guarantees the recovery of all sufficiently sparse signals and is therefore referred to as a strong threshold. It therefore does not depend on the actual distribution of the nonzero entries of the sparse signal and as such is a universal result. At this point it is not known whether there exists other polynomial-time algorithms with superior strong threshold.

Another notion introduced and computed in \cite{4,2} is that of a weak threshold where signal recovery is guaranteed for almost all support sets and almost all sign patterns of the sparse signal, with high probability as $n \to \infty$. The weak threshold is the one that can be observed in simulations of $\ell_1$ minimization and allows for signal recovery beyond the strong threshold. It is also universal in the sense that it applies to all symmetric distributions that one may draw the nonzero signal entries from. Finally, it is not known whether there exists other polynomial-time algorithms with superior weak thresholds.

In this paper we prove that a certain iterative reweighted $\ell_1$ algorithm indeed has better weak recovery guarantees for particular classes of sparse signals, including sparse Gaussian signals. We had previously introduced these algorithms in \cite{11}, and had proven that for a very restricted class of polynomially decaying sparse signals they outperform standard $\ell_1$ minimization. In this paper however, we extend this result to a much wider and more reasonable class of sparse signals. The key to our result is the fact that for these classes of signals, $\ell_1$ minimization has an approximate support recovery property which can be exploited via a reweighted $\ell_1$ algorithm, to obtain a provably superior weak threshold. In particular, we consider Gaussian sparse signals, namely sparse signals where the nonzero entries are iid Gaussian. Our analysis of Gaussian sparse signals relies on concentration bounds on the partial sum of their order statistics. Though not done here, it can be shown that for symmetric distributions with sufficiently fast decaying tails and nonzero value at the origin, similar bounds and improvements on the weak threshold can be achieved.

It is worth noting that different variations of reweighted $\ell_1$ algorithms have been recently introduced in the literature and, have shown experimental improvement over ordinary $\ell_1$ minimization \cite{10,7}. In \cite{7} approximately sparse signals have been considered, where perfect recovery is never possible. However, it has been shown that the recovery noise can be reduced using an iterative scheme. In \cite{10}, a similar algorithm is suggested and is empirically shown to outperform $\ell_1$ minimization for exactly sparse signals with non-flat distributions. Unfortunately, \cite{10} provides no theoretical analysis or performance guarantee. The particular reweighted $\ell_1$ minimization algorithm that we propose and analyze is of significantly less computational complexity than the earlier ones (it only solves two linear programs). Furthermore, experimental results confirm that it exhibits much better performance than previous reweighted methods. Finally, while we do rigorously establish an improvement in the weak threshold, we currently do not have tight bounds on the new weak threshold and simulation.
results are far better than the bounds we can provide at this time.

II. BASIC DEFINITIONS

A sparse signal with exactly \( k \) nonzero entries is called \( k \)-sparse. For a vector \( x \), \( \|x\|_1 \) denotes the \( \ell_1 \) norm. The support (set) of \( x \), denoted by \( \text{supp}(x) \), is the index set of its nonzero coordinates. For a vector \( x \) that is not exactly \( k \)-sparse, we define the \( k \)-support of \( x \) to be the index set of the largest \( k \) entries of \( x \) in amplitude, and denote it by \( \text{supp}_k(x) \). For a subset \( K \) of the entries of \( x \), \( x_K \) means the vector formed by those entries of \( x \) indexed in \( K \). Finally, \( \max |x| \) and \( \min |x| \) mean the absolute value of the maximum and minimum entry of \( x \) in magnitude, respectively.

III. SIGNAL MODEL AND PROBLEM DESCRIPTION

We consider sparse random signals with iid Gaussian nonzero entries. In other words we assume that the unknown sparse signal is a \( n \times 1 \) vector \( x \) with exactly \( k \) nonzero entries, where each nonzero entry is independently derived from the standard normal distribution \( \mathcal{N}(0, 1) \). The measurement matrix \( A \) is a \( m \times n \) matrix with iid Gaussian entries with a ratio of dimensions \( \delta = \frac{m}{n} \). Compressed sensing theory guarantees that if \( \delta = \frac{m}{n} \) is smaller than a certain threshold, then every \( k \)-sparse signal can be recovered using \( \ell_1 \) minimization. The relationship between \( \delta \) and the maximum threshold of \( \mu \) for which such a guarantee exists is called the strong sparsity threshold, and is denoted by \( \mu_S(\delta) \). A more practical performance guarantee is the so-called weak sparsity threshold, denoted by \( \mu_W(\delta) \), and has the following interpretation. For a fixed value of \( \delta = \frac{m}{n} \) and iid Gaussian matrix \( A \) of size \( m \times n \), a random \( k \)-sparse vector \( x \) of size \( n \times 1 \) with a randomly chosen support set and a random sign pattern can be recovered from \( Ax \) using \( \ell_1 \) minimization with high probability, if \( \frac{m}{n} < \mu_W(\delta) \). Similar recovery thresholds can be obtained by imposing more or less restrictions. For example, strong and weak thresholds for nonnegative signals have been evaluated in [6].

We assume that the support size of \( x \), namely \( k \), is slightly larger than the weak threshold of \( \ell_1 \) minimization. In other words, \( k = (1 + \epsilon_0)\mu_W(\delta) \) for some \( \epsilon_0 > 0 \). This means that if we use \( \ell_1 \) minimization, a randomly chosen \( \mu_W(\delta)n \)-sparse signal will be recovered perfectly with very high probability, whereas a randomly selected \( k \)-sparse signal will not. We would like to show that for a strictly positive \( \epsilon_0 \), the iterative reweighted \( \ell_1 \) algorithm of Section VI can indeed recover a randomly selected \( k \)-sparse signal with high probability, which means that it has an improved weak threshold.

IV. ITERATIVE WEIGHTED \( \ell_1 \) ALGORITHM

We propose the following algorithm, consisting of two \( \ell_1 \) minimization steps: a standard one and a weighted one. The input to the algorithm is the vector \( y = Ax \), where \( x \) is a \( k \)-sparse signal with \( k = (1 + \epsilon_0)\mu_W(\delta)n \), and the output is an approximation \( x^* \) to the unknown vector \( x \). We assume that \( k \), or an upper bound on it, is known. Also \( \omega > 1 \) is a predetermined weight.

Algorithm 1.

1) Solve the \( \ell_1 \) minimization problem:

\[
\hat{x} = \arg \min \|z\|_1 \text{ subject to } Az = Ax.
\]

2) Obtain an approximation for the support set of \( x \): find the index set \( L \subset \{1, 2, ..., n\} \) which corresponds to the largest \( k \) elements of \( \hat{x} \) in magnitude.

3) Solve the following weighted \( \ell_1 \) minimization problem and declare the solution as output:

\[
x^* = \arg \min \|z_L\|_1 + \omega \|z_{\overline{L}}\|_1 \text{ subject to } Az = Ax.
\]

The intuition behind the algorithm should be clear. In the first step we perform a standard \( \ell_1 \) minimization. If the sparsity of the signal is beyond the weak threshold \( \mu_W(\delta)n \), then \( \ell_1 \) minimization is not capable of recovering the signal. However, we use the output of the \( \ell_1 \) minimization to identify an index set, \( L \), which we “hope” contains most of the nonzero entries of \( x \). We finally perform a weighted \( \ell_1 \) minimization by penalizing those entries of \( x \) that are not in \( L \) (ostensibly because they have a lower chance of being nonzero).

In the next sections we carefully prove that the above intuition is correct and that, for certain classes of signals, Algorithm 1 has a recovery threshold beyond that of standard \( \ell_1 \) minimization. The idea of the proof is as follows. In section VII we prove that there is a large overlap between the index set \( L \), found in step 2 of the algorithm, and the support set of the unknown signal \( x \) (denoted by \( K \))—see Theorem I and Figure 1. Then in section VII, we show that the large overlap between \( K \) and \( L \) can result in perfect recovery of \( x \), beyond the standard weak threshold, when a weighted \( \ell_1 \) minimization is used in step 3.

V. APPROXIMATE SUPPORT RECOVERY, STEPS 1 AND 2 OF THE ALGORITHM

In this Section, we carefully study the first two steps of Algorithm 1. The unknown signal \( x \) is assumed to be a Gaussian \( k \)-sparse vector with support set \( K \), where \( k = |K| = (1 + \epsilon_0)\mu_W(\delta)n \), for some \( \epsilon_0 > 0 \). By a Gaussian \( k \)-sparse vector, we mean one where the nonzero entries are iid Gaussian (zero mean and unit variance, say). The solution \( \hat{x} \) to the \( \ell_1 \) minimization obtained in step 1 of Algorithm 1...
is in all likelihood a full vector. The set $L$, as defined in the algorithm, is in fact the $k$-support set of $\hat{x}$. We show that for small enough $\varepsilon_0$, the intersection of $L$ and $K$ is with high probability very large, so that $L$ can be counted as a good approximation to $K$ (Figure 1).

In order to find a decent lower bound on $|L \cap K|$, we mention three separate facts and a connection between them. First, we prove a general lemma that bounds $|K \cap L|$ as a function of $\|x - \hat{x}\|_1$. Then, we mention an intrinsic property of $\ell_1$ minimization called weak robustness that provides an upper bound on the quantity $\|x - \hat{x}\|_1$. Finally, we specifically use the Gaussianity of $x$ to obtain Theorem 1. Let us start with a definition.

**Definition 1.** For a $k$-sparse signal $x$, we define $W(x, \lambda)$ to be the size of the largest subset of nonzero entries of $x$ that has a $\ell_1$ norm less than or equal to $\lambda$.

$$W(x, \lambda) := \max \{|S| \mid S \subseteq \text{supp}(x), \|x_S\|_1 \leq \lambda\}$$

Note that $W(x, \lambda)$ is increasing in $\lambda$.

**Lemma 1.** Let $x$ be a $k$-sparse vector and $\hat{x}$ be another vector. Also, let $K$ be the support set of $x$ and $L$ be the $k$-support set of $\hat{x}$. Then

$$|K \cap L| \geq k - W(x, \|x - \hat{x}\|_1)$$

**Proof:** Let $x_i$ be the $i$th entry of $x$ and $e^*$ be the solution to the following minimization program

$$\min \|e\|_1 \quad \text{s.t.} \quad \max \{(x + e)_{K \setminus L} \leq \min \{(x + e)_{K \cap L} \}
\max \{(x + e)_{K \setminus L} \leq \min \{(x + e)_{L \setminus K} \}

Now since, $\hat{x} = x + (x - x)$ satisfies the constraints of the minimization (5), we can write

$$\|e^*\|_1 \leq \|\hat{x} - x\|_1.$$  

Let $a = \max \{(x + e^*)_{K \setminus L}\}$. Then for each $i \in K \setminus L$, using the triangular inequality we have

$$|x_i| - |e_i| \leq |x_i + e_i| \leq a$$

Therefore, by summing up the inequalities in (7) for $i \in K \setminus L$ we have

$$\|e^*_{K \setminus L}\|_1 \geq \sum_{i \in K \setminus L, |x_i| > a} |x_i| - a$$

Similarly,

$$\|e^*_{L \setminus K}\|_1 \geq a|L \setminus K|$$

But $|L \setminus K| = |K \setminus L|$ and therefore we have

$$\|e^*\|_1 \geq \sum_{i \in K \setminus L, |x_i| > a} (|x_i| - a) + a|K \setminus L|$$

$$\geq \sum_{i \in K \setminus L} |x_i|$$

(6) and (10) together imply that $\|x - \hat{x}\|_1 \geq \|x_{K \setminus L}\|_1$, which by definition means that $W(x, \|x - \hat{x}\|_1) \geq |K \setminus L|$. 

We now introduce the notion of weak robustness, which allows us to bound $\|x - \hat{x}\|_1$, and has the following formal definition [9].

**Definition 2.** Let the set $S \subset \{1, 2, \ldots, n\}$ and the subvector $x_S$ be fixed. A solution $\hat{x}$ is called weakly robust if, for some $C > 1$ called the robustness factor, and all $\hat{x}_S$, it holds that

$$\|(x - \hat{x})_S\|_1 \leq \frac{2C}{C - 1}\|x_S\|_1$$

(11)

and

$$\|x_S - \hat{x}_S\|_1 \leq \frac{2}{C - 1}\|x_S\|_1$$

(12)

The weak robustness notion allows us to bound the error in $\|x - \hat{x}\|_1$ in the following way. If the matrix $A_S$ is obtained by retaining only those columns of $A$ that are indexed by $x$, has full column rank, then the quantity

$$\kappa = \max_{w, w \neq 0} \frac{\|w_S\|_1}{\|w\|_1}$$

must be finite, and one can write

$$\|x - \hat{x}\|_1 \leq \frac{2\beta(1 + \kappa)}{C - 1}\|x_S\|_1$$

(13)

In [9], it has been shown that for Gaussian iid measurement matrices $A$, $\ell_1$ minimization is weakly robust, i.e., there exists a robustness factor $C > 1$ as a function of $\frac{\|x\|_1}{\|w\|_1}$ for which (11) and (12) hold. Now let $k_1 = (1 - \epsilon_1)\mu_W(\delta)$ for some small $\epsilon_1 > 0$, and $K_1$ be the $k_1$-support set of $x$, namely, the set of the largest $k_1$ entries of $x$ in magnitude. Based on equation (13) we may write

$$\|x - \hat{x}\|_1 \leq \frac{2\beta(1 + \kappa)}{C - 1}\|x_{K_1}\|_1$$

(14)

For a fixed value of $\delta$, $C$ in (14) is a function of $\epsilon_1$ and becomes arbitrarily close to 1 as $\epsilon_1 \to 0$. $\kappa$ is also a bounded function of $\epsilon_1$, and therefore we may replace it with an upper bound $\kappa^*$. We now have a bound on $\|x - \hat{x}\|_1$. To explore this inequality and understand its asymptotic behavior, we apply a third result, which is a certain concentration bound on the order statistics of Gaussian random variables.

**Lemma 2.** Suppose $X_1, X_2, \ldots, X_N$ are $N$ iid $\mathcal{N}(0, 1)$ random variables. Let $S_N = \sum_{i=1}^N |X_i|$ and let $S_M$ be the sum of the largest $M$ numbers among the $|X_i|$, for each $1 \leq M \leq N$. Then for every $\epsilon > 0$, as $N \to \infty$, we have

$$P(\frac{S_N}{N} - \sqrt{\frac{2}{\pi}} \epsilon) \to 0,$$

$$P(\frac{S_M}{S_N} - \exp(-\frac{\Psi^2(MN)}{2}) | \epsilon) \to 0$$

where $\Psi(x) = Q^{-1}(x)$ with $Q(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^x e^{-\frac{y^2}{2}} dy$.

As a direct consequence of Lemma 2 we can write:

$$P(\frac{\|x_{K_1}\|_1}{\|x_S\|_1} - (1 - \epsilon_1)^{0.5\Psi^2(0.5\frac{MN}{\epsilon})}) | \epsilon) \to 0$$

(17)
for all $\epsilon > 0$ as $n \to \infty$. Define

$$
\zeta(\epsilon_0) := \inf_{\epsilon_1 > 0} \frac{2C(1 + \epsilon^2)}{C - 1} (1 - \epsilon^{-0.5\Psi^2(0.5 + \epsilon_1)})
$$

Incorporating (14) into (17) we may write

$$
\mathbb{P}(|x - \hat{x}|_1 < \zeta(\epsilon_0) < \epsilon) \to 1
$$

for all $\epsilon > 0$ as $n \to \infty$. Let us summarize our conclusions so far. First, we were able to show that $|K \cap L| \geq k - W(x, \|x - \hat{x}\|_1)$. Weak robustness of $\ell_1$ minimization and Gaussianity of the signal then led us to the fact that for large $n$ with high probability $\|x - \hat{x}\|_1 \leq \zeta(\epsilon_0)\|x\|_1$. These results build up the next key theorem, which is the conclusion of this section.

Theorem 1 (Support Recovery). Let $A$ be an iid Gaussian $m \times n$ measurement matrix with $\frac{m}{n} = \delta$. Let $k = (1 + \epsilon_0)\mu_W(\delta)$ and $x$ be a random $n \times 1$ random Gaussian $k$-sparse signal. Suppose that $\hat{x}$ is the approximation to $x$ given by the $\ell_1$ minimization, i.e. $\hat{x} = \arg\min_{A \hat{x} = Ax} \|z\|_1$. Then, as $n \to \infty$, for all $\epsilon > 0$, $\mathbb{P}(|\supp(\hat{x}) \cap \supp(x)|) - 2Q(\sqrt{-2\log(1 - \zeta(\epsilon_0))} - \epsilon) \to 1.$

**Proof:** For each $\epsilon' > 0$ and large enough $n$, with high probability it holds that $\|x - \hat{x}\|_1 < (\zeta(\epsilon_0) + \epsilon')\|x\|_1$. Therefore, from Lemma 1 and the fact that $W(x, \lambda)$ is increasing in $\lambda$, $|K \cap L| \geq k - W(x, (\zeta(\epsilon_0) + \epsilon')\|x\|_1)$ with high probability. Also, an implication of Lemma 2 reveals that for any positive $\epsilon''$ and $\alpha$, $W(x,\|x\|_1) < (1 - 2Q(\sqrt{-2\log(1 - \alpha)})) + \epsilon''$ for large enough $n$. Putting these together, we conclude that with high probability $|K \cap L| \geq 2Q(\sqrt{-2\log(1 - \zeta(\epsilon_0) - \epsilon''))} - \epsilon'$. The desired result now follows from the continuity of the log$(\cdot)$ and $Q(\cdot)$ functions.

Note that if $\lim_{\epsilon_1 \to 0} \zeta(\epsilon_0) = 0$, then Theorem 1 implies that $\frac{|K \cap L|}{k}$ becomes arbitrarily close to 1.

VI. Perfect Recovery, Step 3 of the Algorithm

In Section V we showed that, if $\epsilon_0$ is small, the $k$-support of $\hat{x}$, namely $L = \supp(\hat{x})$, has a significant overlap with the true support of $x$. We even found a quantitative lower bound on the size of this overlap in Theorem 1. In step 3 of Algorithm 1 weighted $\ell_1$ minimization is used, where the entries in $L$ are assigned a higher weight than those in $L$. In [8], we have been able to analyze the performance of such weighted $\ell_1$ minimization algorithms. The idea is that if a sparse vector $x$ can be partitioned into two sets $L$ and $\overline{L}$, where in one set the fraction of non-zeros is much larger than in the other set, then 4 can potentially recover $x$ with an appropriate choice of the weight $\omega > 1$, even though $\ell_1$ minimization cannot. The following theorem can be deduced from [8].

Theorem 2. Let $L \subset \{1, 2, \cdots, n\}$, $\omega > 1$ and the fractions $f_1, f_2 \in [0, 1]$ be given. Let $\gamma_1 = \frac{|L|}{n}$ and $\gamma_2 = 1 - \gamma_1$. There exists a threshold $\delta_c(\gamma_1, \gamma_2, f_1, f_2, \omega)$ such that with high probability, almost all random sparse vectors $x$ with at least $f_1 \gamma_1 n$ nonzero entries over the set $L$, and at most $f_2 \gamma_2 n$ nonzero entries over the set $\overline{L}$ can be perfectly recovered using $\min_{A \hat{x} = Ax} \|z_L\|_1 + \omega \|z_{\overline{L}}\|_1$, where $A$ is a $\delta_c n \times n$ matrix with iid Gaussian entries.

Furthermore, for appropriate $\omega$,

$$
\mu_W(\delta_c(\gamma_1, \gamma_2, f_1, f_2, \omega)) < f_1 \gamma_1 + f_2 \gamma_2
$$

i.e., standard $\ell_1$ minimization using a $\delta_c n \times n$ measurement matrix with iid Gaussian entries cannot recover such $x$.

For completeness, in Appendix A we provide the calculation of $\delta_c(\gamma_1, \gamma_2, f_1, f_2, \omega)$. A software package for computing such thresholds can also be found in [13].

Theorem 3 (Perfect Recovery). Let $A$ be a $m \times n$ i.i.d. Gaussian matrix with $\frac{m}{n} = \delta$. If $\lim_{\epsilon_1 \to 0} \zeta(\epsilon_0) = 0$ and $\delta_c(\mu_W(\delta), 1 - \mu_W(\delta), 1, 0, \omega) < \delta$, then there exist $\epsilon_0 > 0$ and $\omega > 0$ so that Algorithm 7 perfectly recovers a random $(1 + \epsilon_0)\mu_W(\delta)$-sparse vector with iid Gaussian entries with high probability as $n$ grows to infinity.

**Proof:** Leveraging on the statement of Theorem 2 in order to show that $x$ is perfectly recovered in the last step of the algorithm, it is sufficient to find the overlap fractions $f_1 = \frac{|L|}{n}$ and $f_2 = \frac{|\overline{L}|}{n}$ for a given $\epsilon_0$, and show that $\delta_c(\frac{\omega}{n}, 1 - \frac{\omega}{n}, f_1, f_2, \omega) \leq \delta$. On the other hand, according to Theorem 1 as $\epsilon_0 \to 0$, $f_1 \to 1$ and $f_2 \to 0$. Therefore, if $\delta_c(\mu_W(\delta), 1 - \mu_W(\delta), 1, 0, \omega) < \delta$, from the continuity of $\delta_c$ we can conclude that for a strictly positive $\epsilon_0$ and corresponding overlap fractions $f_1$ and $f_2$, $\delta_c((1 + \epsilon_0)\mu_W(\delta), 1 - (1 + \epsilon_0)\mu_W(\delta), f_1, f_2, \omega) < \delta$, which completes the proof.

For $\delta = 0.555$ it is easy to verify numerically that the conditions of Theorem 3 hold. We have chosen $\alpha = 1$ and have computed an approximate upper bound $\zeta^*(\epsilon_0)$ for $\zeta(\epsilon_0)$, using the results of [9]. This is depicted in Figure 2. As shown, when $\epsilon_0 \to 0$, $\zeta^*(\epsilon_0)$ becomes arbitrarily small too. Using this curve and the numerical $\delta_c$ function from Appendix A we can show that for $\omega = 10$, the value of $\epsilon_0 = 5 \times 10^{-4}$ satisfies the statement of Theorem 3. This improvement is of course much smaller than what we observe in practice.

VII. Beyond Gaussians and Simulations

It is reasonable to ask if we can prove a theoretical threshold improvement for sparse signals with other distributions. The
The attentive reader will note that the only step where we used the Gaussianity of the signal was in the the order statistics results of Lemma 2. This result has the following interpretation. For $N$ iid random variables, the ratio $\frac{\|e\|_2^2}{\|x\|_2^2}$ can be approximated by a known function of $\frac{M}{N}$. In the Gaussian case, this function behaves as $(1 - \frac{M}{N})^2$, as $M \to N$. For constant magnitude signals (say BPSK), the function behaves as $1 - \frac{M}{N}$, for $M \to N$, which proves that the reweighted method yields no improvement. A more careful analysis, beyond the scope and space of this paper, reveals that the improvement over $\ell_1$ minimization depends on the behavior of $\frac{\|e\|_2^2}{\|x\|_2^2}$, as $M \to N$, which in turn depends on the smallest order $n$ for which $f^{(n)}(0) \neq 0$, i.e., the smallest $n$ such that the $n$-th derivative of the distribution at the origin is nonzero.

These are exemplified by the simulations in Figure 3. Here the signal dimension is $n = 200$, and the number of measurements is $m = 112$, which corresponds to a value of $\delta = 0.5555$. We generated random sparse signals with iid entries coming from certain distributions; Gaussian, uniform, Rayleigh (square root of $\chi^2$-square), square root of $\chi^1$-square, and a square root of $\chi^0$-square with 6 degrees of freedom. Solid lines represent the simulation results for ordinary $\ell_1$ minimization, and different colors indicate different distributions. Dashed lines are used to show the results for Algorithm II.