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Abstract

In this paper we theoretically study exact recovery of sparse vectors from compressed measurements by minimizing a general nonconvex function that can be decomposed into the sum of single variable functions belonging to a class of smooth nonconvex sparsity promoting functions. Null space property (NSP) and restricted isometry property (RIP) are used as key theoretical tools. The notion of scale function associated to a sparsity promoting function is introduced to generalize the state-of-the-art analysis technique of the $l_p$ minimization problem. The analysis is used to derive an upper bound on the null space constant (NSC) associated to this general nonconvex minimization problem, which is further utilized to derive sufficient conditions for exact recovery as upper bounds on the restricted isometry constant (RIC), as well as bounds on optimal sparsity $K$ for which exact recovery occurs. The derived bounds are explicitly calculated when the sparsity promoting function $f$ under consideration possesses the property that the associated elasticity function, defined as, $\psi(x) = \frac{x df(x)/dx}{f(x)}$, is monotonic in nature. Numerical simulations are carried out to verify the efficacy of the bounds and interesting conclusions are drawn about the comparative performances of different sparsity promoting functions for the problem of 1-sparse signal recovery.
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1. Introduction

1.1. Overview

Compressed sensing [1, 2, 3] is a highly successful theoretical tool in the signal processing community that aims to recover a sparse vector $x \in \mathbb{R}^N$ with no more than $K$ ($K \ll N$) nonzero entries from a small number of linear measurements, $y = \Phi x$, where $y \in \mathbb{R}^M$ with $M < N$. The canonical formulation of the compressed sensing problem is in terms of the following optimization problem:

$$P_0 : \min_{x} \|x\|_0 \text{, s.t. } y = \Phi x,$$

(1)
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where \( \|x\|_0 \) is the \( l_0 \) “norm” of \( x \), which counts the number of nonzero entries of \( x \). The problem \( P_0(1) \), however, is a combinatorial minimization problem which becomes computationally intractable for even moderate problem size \( N \). Candes et al. studied the following convex relaxation of the problem \( P_0(1) \):

\[
P_1 : \min \|x\|_1, \quad \text{s.t. } y = \Phi x.
\]

(2)

It was proved in \[2\] that if \( x \) is \( K \)-sparse, solving the problem \( P_1(2) \) using \( O(K \ln N) \) random Fourier measurements will yield the same minimizer as that of \( P_0(1) \) with probability \( 1 - O(N^{-M}) \). Since then, a plethora of efficient techniques have been developed to solve the problem \( P_1(2) \), ranging from an interior point method \[4\], a modified homotopy method called the least angle regression (LARS) \[5\], a fast iterative shrinkage-thresholding algorithm (FISTA) \[6\], an iteratively reweighted least squares (IRLS) method \[7\] and alternating directions method of multipliers (ADMM) \[8, 9\], to name a few. Because of the convex nature of the problem \( P_1(2) \), all these methods are well-analyzed and have provable convergence guarantees that make them attractive for the purpose of practical usage.

Lately, there has been an increasingly growing interest in studying an alternative formulation of the original problem \( P_0(1) \) as below:

\[
P_f : \min \|x\|_1, \quad \text{s.t. } y = \Phi x,
\]

(3)

where \( J : \mathbb{R}^N \rightarrow \mathbb{R} \) can be decomposed as \( J(x) = \sum_{i=1}^{N} f(x_i) \), where \( f : \mathbb{R} \rightarrow \mathbb{R} \), is a sparsity promoting function \[10, 11\], typically chosen to be a non-negative increasing piece-wise concave function. For different \( f \), the performance of this so called \( J \)-minimization has been studied by numerous researchers \[12, 13, 11, 14, 15, 16, 17, 18\]. Although the problem \( P_f \) is highly non-convex because of the piece-wise concave nature of \( f \), it has been proved and demonstrated in these studies that the sparse recovery performance of this non-convex minimization approach outperforms that of the \( P_1(2) \) problem, either in terms of faster convergence of the solution methods, or in the requirement of smaller number of measurements to achieve the same level of probability of perfect recovery (when using random measurement matrices, typically with i.i.d. Gaussian entries). In most of these analyses the main tools used are the null space property (NSP) and the restricted isometry property (RIP) associated with the sensing (or measurement) matrix \( \Phi \).

1.2. Relevant literature on \( J \)–minimization, NSP and RIP

The paper \[10\] first proposed the NSP and the null space constant (NSC) (and the \( J \)-NSC for problem \( P_f(3) \)) and first established that to recover a \( K \)-sparse vector exactly by solving \( P_f(3) \), the \( J \)-NSC has to be strictly less than unity. Also, it was established in \[10\] that for any sparsity promoting function \( f \), the corresponding \( J \)-NSC is greater than or equal to the \( l_0 \)-NSC for \( P_0(1) \) and less than or equal to the one for \( P_1(2) \). It was further proved in \[11\] that the \( J \)-NSC for the problem \( P_f(3) \) is identical to the \( l_1 \)-NSC for \( P_1(2) \) when the function \( f \) satisfies a certain weak convexity property \[14\]. However, many functions, for example \( f(x) = |x|^p \), or the continuous mixed norm \[19\] (which technically is a quasi-norm) do not satisfy such weak convexity property and it is not clear whether
this conclusion holds true for the corresponding $J$-NSC.

The paper [11] defined the notion of RIP and the restricted isometry constant (RIC) of order $K$, denoted by $\delta_K$, and proved that the condition $\delta_K + \delta_{2K} + \delta_{3K} < 1$ is sufficient for exact recovery of a $K$-sparse signal by solving the problem $P_1$. Following up this research effort, numerous other works [20, 21, 22] have adopted more sophisticated arguments to propose increasingly improved bounds on $\delta_{2K}$ for the recovery of a $K$-sparse vector by solving the problems $P_p$(i.e. $P_f$) with $f(x) = |x|^p$, for $p \in (0, 1]$. Recently, the work [23] has addressed the issue of both determining an upper bound on the $J$-NSC for the problem $P_p$, $p \in (0, 1]$, with explicit dependence on $\delta_{2K}$, $K$, $p$, as well as finding upper bounds on the RIC $\delta_{2K}$ that ensures exact recovery of a $K$-sparse signal by solving the problem $P_p$. Furthermore, [23] has produced the sharpest of all the RIC bounds derived so far. However, in recent years, many researchers have proposed and worked with many other non-convex sparsity promoting functions, for example, the concave exponential $f(x) = 1 - e^{-|x|^p}$, $p \in [0, 1]$ [24, 25, 26], the Lorentzian function $f(x) = \ln(1 + |x|^p)$ [27, 28], and the continuous mixed norm $f(x) = E_p(|x|^p)$ [19], where the expectation is taken with respect to a probability measure defined on the Borel sets of $[0, 1]$ for the random variable $p$. To the best of our knowledge, no effort seems to have been spent on either deriving an upper bound on the $J$-NSC or bounds on $\delta_{2K}$, with explicit dependence on $K$, for such sparsity promoting functions that are neither $l_p$ nor weakly convex.

It is the goal of this paper to investigate the following questions:

1. Can the arguments of [23] be extended to the case of general sparsity promoting functions to derive bounds on $J$-NSC for the problem $P_f$?

2. Can a bound on $\delta_{2K}$ be derived that ensures exact recovery of a $K$-sparse signal by solving the problem $P_f$ for general sparsity promoting functions $f$?

3. For a given sparsity promoting function $f$, can an upper bound for the largest $K$ of exactly recoverable $K$ sparse vector by solving the problem $P_f$ be found?

1.3. Contribution and Organization

In this paper, we answer the above questions related to the performance of sparse recovery generalized nonconvex minimization. First, after describing the notations adopted in the paper as well as some Lemmas and definitions that are used throughout the rest of the paper in Section 2, we present the main technical tool in Section 3, where we extend the techniques of [23] to general sparsity promoting functions. Second, we use this tool to present an upper bound on the null space constant associated with the generalized problem $P_f$ in Section 3. In particular, we show that computing such bound is straightforward for functions which have an associated monotonic elasticity function, defined as $\psi(x) = \frac{xf'(x)}{f(x)}$, where $f'(x) = \frac{df(x)}{dx}$. Third, we use this result to find explicit upper bounds on the NSC in Section 3 and on the RIC and the maximum recoverable sparsity in Section 4 for the problem $P_f$ specialized
to three popular functions $f(x) = \ln(1 + |x|^p), \ 1 - e^{-|x|^p}$ and $\int_0^1 |x|^p \, d\nu$ (for a general probability measure $\nu$), and discuss several of their implications. In Section 5 numerical experiments are performed to study exact recovery of $1-$sparse vectors by solving $P_f$ using different sparsity promoting functions and several interesting observations about comparative recovery performances are illustrated. Furthermore, comparative study of the actual NSC and the derived bounds are numerically studied and the efficacy of the proposed bounds are illustrated for several sparsity promoting functions.

2. Preliminaries

In this section we describe the notations used throughout the paper and describe some relevant results and introduce some definitions and lemmas regarding the sparsity promoting function, that will be useful in the subsequent analysis in the paper.

2.1. Notations

The following notations have been used throughout the paper: ‘$\top$’ in superscript indicates matrix / vector transpose, $[N]$ denotes the set of indices $\{1, 2, \cdots, N\}$, $x_i$ denotes the $i^{th}$ entry of $x$, and $\phi_i$ denotes the $i^{th}$ column of $\Phi$. For any $S$, $S^C$ denotes the complement of the set. $x_S$ denotes a vector in $\mathbb{R}^N$, such that $[x_S]_i = x_i$, if $i \in S$, and $[x_S]_i = 0$ if $i \notin S$. Similarly, $\Phi_S$ denotes the submatrix of $\Phi$ formed with the columns of $\Phi$ having column numbers given by the index set $S$. The null space of a matrix $\Phi$ is denoted by $N(\Phi)$. The generalized $f-$mean of a vector $x \in \mathbb{R}^N$ is defined by $\frac{1}{N} \sum_{i=1}^{N} f(x_i)$. For any two real numbers $a, b$, we denote $a \land b = \min\{a, b\}$, and $a \lor b = \max\{a, b\}$. The set $\mathbb{R}_+$ denotes the set of all non-negative real numbers. For any function $f$ of a single real variable $f'$ denotes its derivative. The notation $\mathbb{E}_p \left( \cdot \right)$ is used to denote expectation with respect to the random variable $p$.

2.2. Definitions

Definition 2.1. A function $f$ is called a sparsity promoting function if it satisfies the following properties:

1. $f(0) = 0$, and is an even function.
2. $f$ is strictly increasing in $[0, \infty)$ and is continuous at 0.
3. $f$ is differentiable and concave in $(0, \infty)$.

Properties similar to the ones in Definition 2.1 first appeared in [10], where $f$ was neither required to be continuous at 0 nor was required to be differentiable in $(0, \infty)$, and the requirement of concavity of $f$ in $(0, \infty)$ was replaced by the weaker requirement that $f(x)/x$ is non-increasing in $(0, \infty)$. However, in the current Definition 2.1 a bit more
smoothness is assumed, without which the analysis might become riddled with unnecessary technical difficulties arising due to non-differentiability issues.

**Definition 2.2** (Definition 2 of [11]). For a sparsity promoting function $f$ let the function $J : \mathbb{R}^N \rightarrow \mathbb{R}$ be defined as $J(x) = \sum_{j=1}^{N} f(x_j)$ for all $x \in \mathbb{R}^N$. The $J$ null space constant ($J$-NSC) $\gamma(J, \Phi, K)$ of matrix $\Phi$ is the smallest number $\gamma > 0$ such that

$$J(z_{S^c}) \leq \gamma J(z_S),$$

for any $z \in \mathcal{N}(\Phi)$ and any subset $S \subset [N]$ such that $|S| \leq K$.

**Definition 2.3.** For a given sparsity order $K$, a matrix $\Phi \in \mathbb{R}^{M \times N}$ ($N \geq K$), is said to satisfy the restricted isometry property (RIP) of order $K$ if $\exists \delta \geq 0$, such that the following is satisfied for all $K$-sparse vectors $x \in \mathbb{R}^N$:

$$(1 - \delta) \|x\|_2^2 \leq \|\Phi x\|_2^2 \leq (1 + \delta) \|x\|_2^2.$$

The smallest such constant $\delta$ is denoted by $\delta_K$, and is called the restricted isometry constant (RIC) [1] of the matrix $\Phi$ of order $K$.

2.3. An useful lemma

**Lemma 2.1** ([29], pp.95, Prop. 2.1.4(a)). If $P$ is a polyhedral subset of $\mathbb{R}^n$ of the form

$$P = \{x : a_j^T x \leq b_j, \ j = 1, 2, \ldots, r\},$$

where $a_j \in \mathbb{R}^n$, $b_j \in \mathbb{R}$, $j = 1, \ldots, r$, then a vector $v \in P$ is an extreme point of $P$ if and only if the set

$$A_v = \{a_j : a_j^T v = b_j, \ j \in \{1, \ldots, r\}\}$$

contains $n$ linearly independent vectors.

2.4. Elasticity of a sparsity promoting function

**Definition 2.4.** The elasticity [30] of a sparsity promoting function $f$ is a non-negative real valued function $\psi : \mathbb{R}_+ \rightarrow \mathbb{R}_+$, defined as $\psi(x) = x f'(x)/f(x)$, $x > 0$. The maximum elasticity and minimum elasticity are defined as $L_\psi = \sup_{x>0} \psi(x)$ and $l_\psi = \inf_{x>0} \psi(x)$, respectively.

2.5. The scale function

In this section, we introduce the scale function associated with a sparsity promoting function. This function plays a critical role later in the analysis.

**Definition 2.5.** The scale function $g : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ of $f$ is defined as $g(x) = \sup_{y>0} f(x/y)$. $f'(y)/f(y)$.

**Lemma 2.2** (Properties of scale function). For any function $f$ satisfying the properties in Definition 2.7 the corresponding scale function $g$ satisfies the following properties:

1. $g(0) = 0$. 
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2. \( g \) is non-decreasing in \((0, +\infty)\).

3. \( g(x)/x \) is non-increasing in \((0, \infty)\).

4. \( g(xy) \leq g(x)g(y), \forall x, y \geq 0.\)

5. \( g(x) \in [x \wedge 1, x \vee 1].\)

**Remark.** The first three properties of Lemma 6.3 makes the function \( g \) similar to a a sparsity promoting function, however it might be discontinuous at 0; the fourth property shows that \( g \) is sub-multiplicative, and the last property shows that \( g(x) \) is finite for each \( x > 0.\)

**Proof.** The part 1) follows simply from \( g(0) = \sup_{y > 0} \frac{f(0, y)}{f(y)} = 0.\)

For part 2), choose \( 0 \leq x_1 \leq x_2, \) and any \( y > 0.\) Using monotonicity property of \( f, \) \( \frac{f(x_1y)}{f(y)} \leq \frac{f(x_2y)}{f(y)} \implies g(x_1) \leq g(x_2).\)

For part 3), note that for any \( 0 < x_1 \leq x_2, \) and for any \( y > 0, \) it follows from property (3) of \( f \) that \( \frac{f(x_1y)}{x_1y} \geq \frac{f(x_2y)}{x_2y} \implies g(x_1) \geq g(x_2).\)

For part 4), first assume that one of \( x, y \) is 0, so that \( g(xy) = 0 = g(x)g(y).\) Then, with \( x, y > 0, \) \( g(xy) = \sup_{z > 0} \frac{f(xy)}{f(z)} = \sup_{z > 0} \frac{f(xz)}{f(z)} \leq \sup_{w > 0} \frac{f(w)}{f(z)} \sup_{z > 0} \frac{f(xy)}{f(z)} = g(y)g(x).\)

Finally, for part 5), we consider the cases \( x \leq 1, \) and \( x > 1.\) If \( x \leq 1, \) \( f(xy) \leq f(y), \) and \( \frac{f(xy)}{xy} \geq \frac{f(y)}{y} \implies f(xy) \geq xf(y).\) Hence, for \( x \leq 1, \) \( g(x) \in [1, x] \) when \( x > 1. \)

2.6. Computation of the scale function

In order to obtain an expression of \( g(y), \) we need to study the function \( \phi_y(x) = f(xy)/f(x), \forall x > 0, \) for a fixed \( y > 0.\) Since \( \phi_1(x) = 1, \forall x, \) we immediately have \( g(1) = 1.\) Now, to compute \( g \) for \( y \neq 1, \) we find

\[
\phi_y'(x) = \frac{f(xy)(\psi(xy) - \psi(x))}{xf(x)}.
\]

(7)

Clearly, if (for a fixed \( y \)) \( \psi \) is a monotonic function, the maximum value of \( \phi_y(x) \) is obtained either at \( x = 0 \) or at \( x = \infty.\) For example, if \( \psi \) is a monotonically increasing function, \( \phi_y'(x) \leq 0 \) for \( y < 1, \) and \( \phi_y'(x) \geq 0, \) for \( y > 1, \) so that \( g(y) = \lim_{x \downarrow 0} f(xy)/f(x) \) when \( y < 1, \) and \( g(y) = \lim_{x \uparrow \infty} f(xy)/f(x) \). Similarly, when \( \psi \) is a monotonically decreasing function, one can show that \( g(y) = \lim_{x \downarrow \infty} f(xy)/f(x), \) when \( y < 1, \) and \( g(y) = \lim_{x \downarrow 0} f(xy)/f(x), \) when \( y > 1.\)

When \( \psi \) is not monotone, the function \( \phi_y \) might possess several (probably even countably infinite) local maxima, making the computation of \( g(y) \) difficult. However, in some special cases, efficient computation might still be possible.

Let us assume that the set \( S_\psi = \{ x \geq 0 : \psi'(x) = 0 \} \) of stationary points of \( \psi \) can be efficiently computed. Let us define the supremum of \( S_\psi \) as \( x_\psi := \sup S_\psi. \) Now consider the case \( x_\psi < B < \infty, \) for some \( B > 0. \) Note
that for any local maxima \( x_\ell \) \((\neq 0, \infty)\) of \( \phi_y \) (for a fixed \( y \)), \( \psi(x,y) = \psi(x_\ell) \), which implies by Rolle’s Theorem that \( \exists c \in [x_1 \land x_\ell, x_1 \lor x_\ell] \), such that \( \psi'(c) = 0 \). Since \( c \leq x_\ell < B \), it follows that \( x_1 \in [0, B/y] \) if \( y < 1 \), and \( x_1 \in [0, B] \) if \( y > 1 \). Therefore, if \( x_\ell < \infty \), all the local maxima \((\neq 0, \infty)\) of \( \phi_y(x) \) (for fixed \( y \)) belong to a compact set. Now, since \( f(x) \) is concave and positive valued, \( 1/f(x) \) is a convex function in \((0, \infty)\). Therefore, maximization of \( \phi_y \), when \( x_\ell \) is bounded, is equivalent to finding the maximum of the ratio of two convex function in a compact set along with the points 0 and \( \infty \). The branch and bound algorithm in [31] can then be used to find the global maxima of \( \phi_y \) and hence the value of \( g(y) \).

On the other hand, if \( x_\ell = \infty \), the algorithm from [31] cannot be applied. In that case one can proceed to find an upper and a lower bound on \( g(y) \) in the following way. Assume that there is a procedure available to efficiently compute \( L_\psi \) and \( l_\psi \) (see Definition 2.4). It is easy to observe that \( 0 \leq l_\psi \leq L_\psi \leq 1 \), so that \( l_\psi \) and \( L_\psi \) exist. Note that, due to concavity of \( f \), for any \( x > 0 \), \( f(xy) \leq f(x) + x(y-1)f'(x) \), so that

$$ g(y) = \sup_{x>0} \frac{f(xy)}{f(x)} \leq \begin{cases} 1 + (y-1)L_\psi, & y > 1 \\ 1 + (y-1)l_\psi, & y < 1 \end{cases} \quad (8) $$

On the other hand, using \( f(xy) \leq f(x) + x(1-y)f'(xy) \) one obtains,

$$ g(y) = \frac{1}{\inf_{x>0} \frac{f(x)}{f(xy)}} \geq \frac{1}{1 + \inf_{x>0} (1-y)\frac{xf'(xy)}{f(xy)}} $$

\( \Rightarrow g(y) \geq \begin{cases} \frac{1}{1 + \frac{y}{y-1}l_\psi}, & y > 1 \\ \frac{1}{1 + \frac{y}{y-1}L_\psi}, & y < 1 \end{cases} \quad (9) $$

2.7. Examples of scale functions and elasticity functions

We will now evaluate the elasticity and scale functions for several important and frequently used sparsity promoting functions \( f \).

1) \( f(x) = |x|^p, \ p \in [0, 1] \): This is the celebrated \( l_p \) function which is a widely used and well-analyzed sparsity promoting function in the literature [10, 12, 32, 13, 15, 18, 23]. Clearly, for this function \( \psi(x) = p, \forall x > 0 \), which implies that \( L_\psi = l_\psi = p \) and \( g(y) = y^p, \forall y > 0 \).

2) \( f(x) = \ln(1 + |x|^p)(p \in (0, 1]) \): This function is commonly known as the Lorentzian function in the literature [24, 28]. For this function, we find that, for all \( x > 0 \),

$$ \psi(x) = \frac{px^p}{(1 + x^p) \ln(1 + x^p)} \quad (10) $$

| No. | \( f(x) \) | support \( \Omega \), \( p_1 = \inf \Omega \), \( p_2 = \sup \Omega \) | \( \psi(x) \) | \( L_\psi \) | \( l_\psi \) |
|-----|-------------|--------|----------------|---|---|
| 1   | \( \ln(1 + |x|^p) \) | \( 1(x \leq 1) + y^1(x > 1) \) | \( \frac{y^p}{1 + y^p} \) | \( p \) | 0 |
| 2   | \( 1 - e^{-|x|^p} \) | \( 1(x \leq 1) + y^1(x > 1) \) | \( \frac{y^p}{1 + y^p} \) | \( p \) | 0 |
| 3   | \( \frac{p}{2} \max(|x|, 1) \) | \( y^p1(x \leq 1) + y^p2(x > 1) \) | \( \frac{p}{2} \max(|x|, 1) \) | \( p_2 \) | \( p_1 \) |
Figure 1: Examples of sparsity promoting functions (one-sided): $f_1(x) = \ln(1 + \sqrt{x})$, $f_2(x) = 1 - e^{-\sqrt{x}}$, $f_3(x) = \int_{0.5}^{1.5} x^p dp$, corresponding scale functions $g_1$ (associated with $f_1$, $f_2$) and $g_2$ (associated with $f_3$) and the associated elasticity functions $\psi_1$, $\psi_2$, $\psi_3$ (corresponding to $f_1$, $f_2$, $f_3$ respectively) from Table 1.

3) $f(x) = 1 - e^{-x^p} (p \in (0, 1))$: This is the so-called concave exponential function \cite{24, 25, 26}. In this case, for $y \in (0, 1]$, $g(y) = \lim_{x \to \infty} \ln(1 + x^p y^p) / \ln(1 + x^p) = 1$, and for $y > 1$, $g(y) = \lim_{x \to 0} \ln(1 + x^p y^p) / \ln(1 + x^p) = y^p$. Furthermore, $L_\psi = \lim_{x \to 0} \psi(x) = p$, $l_\psi = \lim_{x \to \infty} \psi(x) = 0$.

4) $f(x) = \mathbb{E}_p (|x|^p)$: This is the continuous mixed norm function introduced in \cite{19} for $p \in [1, 2]$ and later extended in \cite{23} to $p \in [0, 2]$ (where it becomes a quasi-norm for $p \in (0, 1)$). Here we use the function $f(x) = \mathbb{E}_p (|x|^p) = \int_0^1 |x|^p d\nu$ for some probability measure $\nu$ defined on the Borel $\sigma$-field associated with the set $[0, 1]$. In
Lemma 3.1 can be obtained by solving the following:

\[ \psi'(x) = \frac{\mathbb{E}_p \left( y^2 x^p \right) \mathbb{E}_p(x^p) - (\mathbb{E}_p(px^p))^2}{x(\mathbb{E}_p(x^p))^2} \geq 0, \quad (12) \]

since \( \mathbb{E}_p \left( y^2 x^p \right) \mathbb{E}_p(x^p) \geq (\mathbb{E}_p(px^p))^2 \) by the Cauchy-Schwartz inequality. Hence, for \( y \in (0,1], g(y) = \lim_{x \to 0} \frac{\mathbb{E}_p(x^p y^p)}{\mathbb{E}_p(x^p)}, \) and for \( y > 1, g(y) = \lim_{x \to \infty} \frac{\mathbb{E}_p(x^p y^p)}{\mathbb{E}_p(x^p)}. \) Furthermore, \( l_0 = \lim_{x \to \infty} \psi(x), \) \( l_\psi = \lim_{x \to 0} \psi(x). \) It can be shown that if \( \Omega(\subseteq [0,1]) \) is the support of the measure \( \nu, \) and \( p_1 = \inf \Omega, \) \( p_2 = \sup \Omega, \) with \( 0 < p_1 < p_2 < 1, \)

\[
\begin{align*}
\lim_{x \downarrow 0} \frac{\mathbb{E}_p(x^{pq})}{\mathbb{E}_p(x^p)} &= y^{p_1}, \quad \lim_{x \uparrow \infty} \frac{\mathbb{E}_p(x^{pq})}{\mathbb{E}_p(x^p)} = y^{p_2}, \\
\lim_{x \downarrow 0} \frac{\mathbb{E}_p(px^p)}{\mathbb{E}_p(x^p)} &= p_1, \quad \lim_{x \uparrow \infty} \frac{\mathbb{E}_p(px^p)}{\mathbb{E}_p(x^p)} = p_2. 
\end{align*}
\]

See Appendix 8 for a proof of these claims.

The above sparsity promoting functions as well as the associated elasticity functions and scale functions are tabulated in Table 1 and examples are illustrated in Fig. 1.

3. Upper bound on J-NSC

Before stating the main results of the paper, we state a lemma which lies at the heart of the main result of this paper.

**Lemma 3.1.** Let \( f \) be a function satisfying the properties [27] Let \( u_0 = \inf \{ u \in (0,1] : g(u) = 1 \} \) and for any positive integer \( s \geq 1, \) and real number \( q \geq 1, \) let the non-negative real numbers \( \alpha_f(q,s), \beta_f(q,s) \) satisfy the following:

1. \( \alpha_f(q,s) + \beta_f(q,s) \geq 1, \)
2. \( \text{If } u_0 = 0, \beta_f(q,s) \geq (1 - 1/s)^{1/q}, \)
3. \( \text{If } u_0 > 0, \quad \sup_{u \in (0,u_0]} \frac{g(u)}{(\alpha_f(q,s)u + \beta_f(q,s))^q} \leq 1. \)

Then, for any vector \( \alpha \in \mathbb{R}^n, \) the following is satisfied:

\[
\begin{align*}
\frac{1}{s^{1/q}} \left( \sum_{j=1}^{n} f(a_j) \right) &\leq \frac{\|\alpha\|_q}{s^{1/q}} \leq \alpha_f(q,s) f^{-1} \left( \frac{\sum_{j=1}^{n} f(a_j)}{s} \right) + \beta_f(q,s) \|\alpha\|_\infty.
\end{align*}
\]

**Proof.** See Appendix 7. \( \blacksquare \)

The Lemma 3.1 demonstrates that for a function \( f \) satisfying the conditions [27] of a sparsity promoting function, there is positive linear combination of the \( l_\infty \) norm of a non-negative vector \( \alpha, \) and its generalized \( f \)-mean, such that the combination is no smaller than its \( l_q \) mean for \( q \geq 1. \) This result generalizes Lemma 1 in [23], that uses \( f(x) = |x|^p, \ p \in (0, 1]. \) To verify this, note that when \( f(x) = |x|^p, \ p \in (0, 1], \) one obtains \( g(x) = x^p \) so that \( \beta_f \) in Lemma 3.1 can be obtained by solving the following:

\[
\begin{align*}
\sup_{u \in [0,1]} \left( \frac{u^p}{(\alpha_f u + \beta_f)^q} \right) &\leq 1 \iff \inf_{u \in [0,1]} \left( \alpha_f u + \beta_f - u^{p/q} \right) \geq 0. 
\end{align*}
\]
Since the function \( u^{p/q} \) is concave for \( u > 0 \), the function in \( (16) \) is convex and the minimum is obtained when \( u = \left( \frac{p}{q} \right)^{1/(1-p/q)} \), so that

\[
\inf_{u \in [0,1]} \left( \alpha_f u + \beta_f - u^{p/q} \right) \geq 0 \implies \beta_f^{1-r} \alpha_f^r \geq r^r (1-r)^{1-r},
\]

which implies that \( c^r d^{1-r} \geq 1 \), where \( r = p/q \), \( c = \frac{r}{1-r} \), \( d = \frac{\beta_f}{\alpha_f} \). This is exactly the condition stated in Eq(12) of \( [23] \) with the equality sign. Note that for such a pair of \( \alpha_f, \beta_f \), one has \( \alpha_f + \beta_f \geq 1 \), since \( \alpha_f + \beta_f = c r + d (1-r) = \exp(\ln(c r + d (1-r))) \geq c^r d^{1-r} \geq 1 \), where the penultimate step uses Jensen’s inequality. The Lemma \( 3.1 \) enables us to find upper bounds on the null space constant for generalized sparsity promoting functions beyond \( l_p \), which we believe will be useful in analyzing the performances of sparse recovery problems with general sparsity promoting functions. Using Lemma \( 3.1 \) we now present the main result of this paper in the form of the following theorem:

**Theorem 3.2.** For any given integer \( K_0 \geq 1 \), and any matrix \( \Phi \) satisfying \( \delta_{2K_0} < 1 \), for any positive integer \( 1 \leq K \leq K_0 \) and \( p \in (0,1] \), the following holds for any sparsity promoting function \( f \):

\[
\gamma(J, \Phi, K) < \gamma^*(J, \Phi, K),
\]

where, \( J(x) = \sum_{i=1}^{N} f(x_i) \) for any \( x \in \mathbb{R}^N \), \( L' = 2K_0 - K + 1 \), and

\[
\gamma^*(J, \Phi, K) = \frac{K}{L} g(\zeta_f(K,K_0)),
\]

\[
\zeta_f(K,K_0) = \frac{L'(\pi_f(L') + \beta_f(1,L'))C_{2K_0}' L'}{\sqrt{K} \sqrt{L' - 1}},
\]

\[
C_{2K_0}' = \frac{\sqrt{2} + 1}{2 \sqrt{K} \sqrt{L' - 1}},
\]

\[
\pi_f(L') = \max \left\{ \alpha_f(1,L'), \frac{1}{2} + \frac{1}{2L'} \right\}.
\]

**Proof.** See Appendix [9].

Using the expressions for the scale function \( g \), as tabulated in Table 1, the result of Theorem 3.2 can be specialized for the different sparsity promoting functions described in Table 1 in the form of the following corollary:

**Corollary 3.1.** For any given integer \( K_0 \geq 1 \), and any matrix \( \Phi \) satisfying \( \delta_{2K_0} < 1 \), and for any integer \( 1 \leq K \leq K_0 \):

1. If \( f(x) = \ln(1 + |x|^p) \), or \( f(x) = 1 - e^{-|x|^p} \), the following holds,

\[
\gamma^*(J, \Phi, K) = \frac{K}{L'} \left[ \zeta_1 \mathbb{1}_{\{\zeta_1 \leq 1\}} + \zeta_1'^p \mathbb{1}_{\{\zeta_1 > 1\}} \right],
\]

where \( \zeta_1 = \frac{3L' - 1}{2\sqrt{K} \sqrt{L' - 1}} \).

2. If \( f(x) = \mathbb{E}_p(|x|^p) \), with \( \Omega \) as the support of the probability measure and \( p_1 = \inf \Omega, \ p_2 = \sup \Omega \), the following holds,

\[
\gamma^*(J, \Phi, K) = \frac{K}{L'} \left[ \zeta_2 \mathbb{1}_{\{\zeta_2 \leq 1\}} + \zeta_2'^p \mathbb{1}_{\{\zeta_2 > 1\}} \right]
\]

\[
= \frac{K}{L'} \left[ \zeta_2 \mathbb{1}_{\{\zeta_2 \leq 1\}} + \zeta_2'^p \mathbb{1}_{\{\zeta_2 > 1\}} \right],
\]
where \( \hat{\zeta}_2 = \max\{2L'3L'−2p,L'+1\} \), \( \zeta_2 = 2L'+1 \), \( \zeta_2 = \frac{3L'+1}{2\sqrt{K}L'} \), \( L' = 2K_0 - K + 1 \).

**Proof.** To prove Eq. (23), note that \( g(u) = 1, \forall u \in (0,1] \) so that \( u_0 = 0 \) for both the functions 1, 2 in Table 1. Therefore, by Lemma 3.1, \( \beta_1(1, L') = 1 - 1/L' \), and \( \alpha_1(1, L') = 1/L' \), implying that \( \pi_f(L') = 1/2 + 1/(2L') \), since \( L' > 1 \). Consequently, one obtains, that \( \zeta_f(K, K_0) = \zeta_1 \) for the functions 1, 2.

To prove the bound (25), note that for the function 3 in Table 1, \( g(u) = u^{p_1}, u \in [0,1] \), so that \( u_0 = 1 \). Therefore, one can use Lemma 3.1 to choose \( \beta_1(1, L') = 1 - p_1, \alpha_1(1, L') = p_1, \) so that \( \pi_f(L') + \beta_1(1, L') = \max\{1, 3/2 - p_1 + 1/(2L')\} \), implying that, in this case, \( \zeta_f(K, K_0) = \hat{\zeta}_2 < \zeta_2 \), and thus, \( \gamma^*(J, \Phi, K) = K/L'g(\hat{\zeta}_2) < K/L'g(\zeta_2) \) from Eq. (19). \( \blacksquare \)

We have following remarks to make on Corollary 3.1.

1) We find from Equations (23) and (24) that

\[
\lim_{p \downarrow 0} \gamma^*(J, \Phi, K) = \frac{K}{2K_0 - K + 1},
\]

for the functions 1 and 2 in Table 1 and

\[
\lim_{p_2 \downarrow 0} \gamma^*(J, \Phi, K) = \frac{K}{2K_0 - K + 1},
\]

for the function 3 in Table 1. Now, according to Theorem 5 in [26], if \( J(x) = \sum_{j=1}^N f(x_j), B(x) = \sum_{j=1}^N b(x_j) \), and \( f = a \circ b \), for two sparsity promoting functions \( a, b \), then,

\[
\gamma(l_0, \Phi, K) \leq \gamma(J, \Phi, K) \leq \gamma(B, \Phi, K), \forall K \geq 1.
\]

Denoting the \( J \) functions corresponding to the functions 1, 2, 3 by \( J_1, J_2, J_3 \) and noting that for the functions 1, 2, 3 in Table 1, \( f = a \circ l_0, \) with \( a(x) = \ln(1 + |x|), a(x) = 1 - e^{-|x|} \), and \( a(x) = f(x) \), one obtains using the inequalities (28), for all \( K \geq 1, \)

\[
\gamma(l_0, \Phi, K) \leq \gamma(J_i, \Phi, K) \leq \gamma(l_0, \Phi, K), \quad i = 1, 2
\]

(29) \( \gamma(l_0, \Phi, K) \leq \gamma(J_3, \Phi, K) \leq \gamma(l_{p_2}, \Phi, K) \).

(30)

Now, according to Theorem 2 of [15], if \( \text{Spark}(\Phi) = 2K_0 + 1 \), for all \( 1 \leq K \leq K_0 \),

\[
\lim_{p \downarrow 0} \gamma(l_0, \Phi, K) = \gamma(l_0, \Phi, K) = \frac{K}{2K_0 - K + 1}.
\]

(31) where the last identity is taken from [34]. Therefore, \( V1 \leq K \leq K_0, \lim_{p \downarrow 0} \gamma(J_i, \Phi, K)(i = 1, 2) = \lim_{p \downarrow 0} \gamma(J_3, \Phi, K) = \gamma(l_0, \Phi, K) = \frac{K}{2K_0 - K + 1} \). Hence, as \( p, p_2 \rightarrow 0^+ \), the upper bounds (23), and (25) become tight, given that \( \text{Spark}(\Phi) = 2K_0 + 1 \).

2) It is known from [10] that exact recovery of any \( K \)-sparse vector can be done by solving the problem \( P_f \) if and only if \( \gamma(J, \Phi, K) < 1 \). Thus, by requiring that \( \gamma^*(J, \Phi, K) < 1 \), one can obtain bounds on \( \delta_{2K_0} \), given \( p, K, K_0 \); on \( p \), given \( K, K_0, \delta_{2K_0} \); and on \( K \), given \( K_0, p, \delta_{2K_0} \), under which exact recovery is possible by solving the problem \( P_f \).

\( ^2 \)\( \text{Spark}(\Phi) \) is the smallest positive integer \( r \) such that any collection of \( r \) columns of \( \Phi \) is linearly dependent.
We further observe that the bound (25) becomes the bound for the NSC of $l_p$ minimization, when $p_1 = p_2 = p$. However, this bound is a little different than the bound proposed by (23) in Eq (8)(9)(10)(11), as in our bound the numerator of $\zeta_2$ consists of $3L' + 1$, whereas, according to the bound in (23), it should be $3L'$. This mismatch seems to stem from the fact that in the second last step to arrive Eq (55) in (23), the authors seem to have made a typo by writing $1 - p + \frac{1 + \frac{1}{2}(2K_0 - K)}{2K_0 - K + 1}$, whereas it should have been $1 - p + \frac{1 + \frac{1}{2}(2K_0 - K)}{2K_0 - K + 1}$, which follows from the definition of $\mu$ in Eq (53) therein. This adjustment would make their bound identical to our bound (25) for $p_1 = p_2 = p$.

4. Recovery conditions on RIC, $p$, $K$ for a few special functions

In this section, we obtain bounds on $\delta_{2K_0}$, $p$, $K$, for the three functions in Table II and discuss the implications of these bounds that ensure exact recovery by solving the problem $P_f$.

**Theorem 4.1.** For any $p \in [0, 1]$, and any integer $1 \leq K \leq K_0$, any $K$–sparse vector can be recovered exactly by solving $P_f$:

1. with the functions 1, 2 in Table II if,

$$\delta_{2K_0} < f_1(K, K_0, p) := \frac{1}{1 + b(K, K_0) \left( \frac{K}{K_0 + 1} \right)^{1/p}},$$

where $b(K, K_0) = \left( 3 - \frac{1}{2K_0 - K + 1} \right) \left( \sqrt{2} + 1 \right)/4$;

2. with the function 3 in Table II if

$$\delta_{2K_0} < f_2(K, K_0, p_2) := \frac{1}{1 + d(K, K_0) \left( \frac{K}{K_0 + 1} \right)^{1/p_2}},$$

where $d(K, K_0) = \left( 3 + \frac{1}{2K_0 - K + 1} \right) \left( \sqrt{2} + 1 \right)/4$.

**Proof.** For the part 1), the proof follows by noting that if $\zeta_1 \leq 1$, then obviously, from (23) $\gamma(J, \Phi, K) < 1$, for all $K \leq K_0$, whereas, if $\zeta_1 > 1$, then $\gamma(J, \Phi, K) < 1$ if $\zeta_1 < (L'/K)^{1/p}$. Since $L' > K$, $\forall K \leq K_0$, it follows that a sufficient condition for ensuring $\gamma(J, \Phi, K) < 1$ is $\zeta_1 < (L'/K)^{1/p}$. Finally, noting that $K \leq K_0 \implies K/(2K_0 - K + 1) \leq K/(K_0 + 1)$, $\zeta_1 < (L'/K)^{1/p}$ is ensured if (32) is satisfied. For part 2), using similar reasoning, one finds that a sufficient condition for showing $\gamma(J, \Phi, K) < 1$ is $\zeta_2 < (L'/K)^{1/p_2}$, which is ensured if (33) is satisfied.

We make the following comments on the results of Theorem 4.1

1) Both the functions $f_1(K, K_0, p)$ and $f_2(K, K_0, p_2)$ are decreasing functions of $K$ for $1 \leq K \leq K_0$. This is obvious for $f_2(K, K_0, p_2)$. For $f_1(K, K_0, p)$, it is straightforward to show that

$$\frac{d}{dK} b(K, K_0) K^{1/p} = \frac{1}{4p} \left( \sqrt{2} + 1 \right) K^{1/p-1} \left( 3 - \frac{2K_0 - (1-p)K + 1}{(2K_0 - K + 1)^2} \right).$$

Since $(2K_0 - K + 1)^2 - (2K_0 - (1-p)K + 1) = (2K_0 - K + 1)(2K_0 - K) + pK > 0$ whenever $0 < K \leq 2K_0$, it follows that $b(K, K_0) K^{1/p}$ is increasing in $K$, which implies that $f_1(K, K_0, p)$ is a decreasing function of $K$ for
$1 \leq K \leq K_0$. Therefore, as the sparsity becomes smaller, the RIC bound becomes larger and the recovery becomes easier.

2) For $1 \leq K \leq K_0$, the functions $f_1(K, K_0, p)$ and $f_2(K, K_0, p_2)$ are decreasing functions of $p, p_2$, so that, for smaller $p, p_2$, the RIC bound is larger and the recovery becomes easier. Specifically, if $p, p_2 \to 0+$, the recovery conditions reduce to $\delta_{2K_0} < 1$. Since, as $p, p_2 \to 0+$ the functions 1, 2 in Table I reduce to a constant multiple of $l_0$ (with constants $\ln 2$, and $1 - e^{-1}$, respectively) and the function 3 in Table I reduces to $l_0$, the problems $P_f$ reduce to the problem $P_0$, for which the condition $\delta_{2K_0} < 1$ coincides with the optimal unique sparse recovery condition in [34].

3) Another interesting observation is that for given $K, K_0, p_2 = p$, the RIC bound for the functions 1, 2 are larger than the RIC bound for function 3. Therefore, exact recovery by solving $P_f$ is easier by using functions 1, 2 than by using function 3.

It is worth mentioning that both the bounds (32) and (33) are achievable by choosing $\Phi$ as a random matrix with i.i.d. sub-Gaussian entries. In particular, for any $\epsilon \in (0, 1)$, if one chooses $\Phi$ as a random matrix with i.i.d. Gaussian entries, with number of rows $M \geq 80.098(f_i(K, K_0, p))^{-2}(K_0 \ln(Ne/K_0) + \ln(2/\epsilon))$, using Theorem 9.27 in [34], the matrix $\Phi$ satisfies the bound (32) (for $i = 1$) or the bound (33) (for $i = 2$) with probability at least $1 - \epsilon$. When $K, K_0$ are large, one can see from Theorem 4.1 that the quantities $b(K, K_0)$ and $d(K, K_0)$ become almost equal to the constant $\frac{2}{(\sqrt{2} + 1)} := D$, so that $f_i(K, K_0, p)^{-1} \approx 1 + D(K/K_0)^{1/p}$. Furthermore, for fixed ratio $N/K_0$, $K_0 \ln(Ne/K_0) = O(K_0)$, so that, for large $K_0$, the number of rows of the Gaussian measurement matrix, required for satisfaction of the bounds (32) and (33) with high probability, scale as $(1 + D(K/K_0)^{1/p})^2 O(K_0)$.

**Theorem 4.2.** Let $\zeta_1, \zeta_2$ be defined as in Corollary 3.1. For any given $K_0 \geq 1$, with matrix $\Phi$ satisfying $\delta_{2K_0} < 1$, the following holds:

1. For a given $K(K \leq K_0)$, $P_f$ can recover any $K$–sparse vector under the following conditions: for $f$ as functions 1, 2 in Table I, $p \leq p_{K,1}$, and for the function 3 in Table I, $p_1 \in (0, 1), p_2 \geq p_1, p_2 \leq p_{K,2}$ where
   \[
   p_{K,1} = \max \left\{ p \in [0, 1] \mid p \ln \zeta_1 < \ln \left( \frac{2K_0 - K + 1}{K} \right) \right\},
   \]
   \[
   p_{K,2} = \max \left\{ p \in [0, 1] \mid p \ln \zeta_2 < \ln \left( \frac{2K_0 - K + 1}{K} \right) \right\}.
   \]

2. For a given $p \in [0, 1], p_1 \in (0, 1), p_2 \in (p_1, 1), P_f$ can recover any $K$–sparse vector ($K \leq K_0$) under the following conditions: for functions 1, 2 in Table I, $K \leq K_1$, and for function 3 in Table I, $K \leq K_2$, where
   \[
   K_1 = \max \left\{ K \in [1, K_0], K \in \mathbb{Z}^+ \mid K \frac{L}{L'} \left( \mathbb{I}_{\{\zeta_1 \leq 1\}} + \mathbb{I}_{\{\zeta_1 > 1\}} \zeta_1^p \right) < 1 \right\},
   \]
   \[
   K_2 = \max \left\{ K \in [1, K_0], K \in \mathbb{Z}^+ \mid K \frac{L}{L'} \left( \zeta_2^p \mathbb{I}_{\{\zeta_2 \leq 1\}} + \mathbb{I}_{\{\zeta_2 > 1\}} \zeta_2^p \right) < 1 \right\}.
   \]

**Proof.** The proof of the first part follows by plugging in the expressions of $\zeta_1, \zeta_2$ in the expressions for $\gamma(J, \Phi, K)$,
and requiring that $\gamma(J, \Phi, K) < 1$. When $\zeta_1, \zeta_2 \leq 1$, the LHS of the bounds (34) and (35) are negative and so trivially satisfied. Thus, these bounds captures the maximum range of $p, p_2$ for all values of $\zeta_1, \zeta_2$.

For the proof of the second part, again we just need to ensure that, for a fixed $p, p_2$, $K$ is chosen in such a way that $\gamma^*(J, \Phi, K) < 1$. Plugging in the expressions of $\gamma^*(J, \Phi, K)$ from (23) and (25), the bounds (36) and (37) follow.

5. Numerical results

In this section we numerically study the recovery performance of the problem $P_f$ using the different sparsity promoting functions $f(x) = |x|^p, \ln(1 + |x|^p), 1 - e^{-|x|^p}$, which will now be referred to as $f_a(x), f_b(x)$ and $f_c(x)$, respectively, in the rest of this section. The parameters of interest that are varied to study the comparative performances are the sparsity $K$ of the problem, and the maximum elasticity, which for all these functions, is simply $p$ (See Table 1).

For the $l_p$ minimization problem, as the parameter $p$ is made smaller, the corresponding $l_p$ minimization problem becomes more nonconvex and therefore harder to solve [35], although with smaller number of measurements [12]. Similar implications can also be expected to hold true for the more general sparsity promoting functions $f_a, f_b, f_c$, which would imply the significance of conducting experiments by varying the maximum elasticity $p$. However, a detailed study of how the maximum elasticity affects the hardness of numerically solving $P_f$ with these sparsity promoting functions seems to be rather difficult and beyond the scope of this paper.

5.1. Example of recovery properties of $P_f$

In the first experiment we numerically study the recovery capabilities of the $J$-minimization (that is the problem $P_f$) by considering exact recovery of 1-sparse vector using the functions $f_a, f_b$ and $f_c$. For any $1 \leq i \leq N$, we study the following version of the problem $P_f$, which we will call $Q_i$:

\[
\min_{x \in \mathbb{R}^N} \sum_{j=1}^{N} f(x_j), \text{ s.t. } y = \lambda \Phi e_i, \quad (38)
\]
where $x = \lambda e_i$, $\lambda \neq 0$ is a real number and $e_i \in \mathbb{R}^N$ is the $i$th $(1 \leq i \leq N)$ standard basis vector with $[e_i]_i = 1$ and $[e_i]_j = 0$, $\forall j \neq i$. We also assume that the matrix $\Phi$ has full row rank $M$ and that $N = M + 1$, so that there exists a vector $v$ such that $\mathcal{N}(\Phi) = \text{span}(v)$. Let us assume that $v = [v_1 v_2 \cdots v_N]^t$ and that the entries $v_i$ are ordered according to magnitude as $|v_{\pi(1)}| \geq \cdots \geq |v_{\pi(N)}|$, where $\pi$ is some permutation of the set $\{1, \cdots, N\}$.

Now, consider solving the problem $Q_i$, $1 \leq i \leq N$. Clearly, any element of the constraint set satisfies $x = \lambda e_i + uv$, for some $u \in \mathbb{R}$. Therefore, to find the optimal $x$, one needs to find $u$ which minimizes the function $h_i(u) = f(\lambda + u v_i) + \sum_{j \neq i} f(\omega_{ij})$. Observe that since the function $f$ is even, it is sufficient to assume $\lambda > 0$ and consider the function $h_i(u) = f(\lambda + u |v_i|) + \sum_{j \neq i} f(\omega_{ij})$. If $v_i = 0$, then it is obvious that the minimizer of $h_i$ is 0 and therefore the solution to $Q_i$ yields exact recovery. Therefore, we only consider the case $|v_i| > 0$. Since concave functions assume minimum at endpoints, and since the function $h_i(u)$ is decreasing in $(-\infty, -\lambda/|v_i|)$ and increasing in $(0, \infty)$, finding minimum of the function $h_i(u)$ is equivalent to finding $\min \{\sum_{j \neq i} f(\lambda |v_j|/|v_i|), f(\lambda)\}$. Therefore solution of the problem $Q_i$ yields exact recovery if and only if the solution is $u = 0$, or equivalently, $\sum_{j \neq i} f(\lambda |v_j|/|v_i|) \geq f(\lambda)$. Clearly, when $i \neq \pi(1), \sum_{j \neq i} f(\lambda |v_j|/|v_i|) \geq f(\lambda |v_{\pi(1)}|/|v_i|) \geq f(\lambda)$. Therefore, the solution of all the problems $Q_i$, $i \neq \pi(1)$ yield exact recovery. Furthermore, if $\sum_{j \neq 1} |v_{\pi(j)}| \geq |v_{\pi(1)}|$, we have $\sum_{j \neq 1} f(\lambda |v_{\pi(j)}|/|v_{\pi(1)}|) \geq f(\lambda \sum_{j \neq 1} |v_{\pi(j)}|/|v_{\pi(1)}|) \geq f(\lambda)$. Therefore, it only remains to see how the different functions perform while recovering exact solutions of the problem $Q_{\pi(1)}$ when $\sum_{j \neq 1} |v_{\pi(j)}| < |v_{\pi(1)}|$. To avoid confusion, we refer problem $Q_{\pi(1)}$ with such constraint on the corresponding vector spanning the null space as $Q'_{\pi(1)}$.

In order to study the solutions of the problem $Q'_{\pi(1)}$ we consider the simulation setup similar to the one used in [23, Section VII-A], and use the following sensing matrix:

$$
\Phi = \sqrt{\frac{2}{101.01}} \begin{bmatrix} 0.1 & 0 & 10 \\ 1 & -10 & 0 \end{bmatrix}.
$$

(39)

As discussed in Sec VII-A of [23], for this matrix $K_0 = 1, \delta_{2K_0} = 0.9998 < 1$, so that $P_0$ can recover any 1—sparse signal. The null space of this matrix is spanned by $v = [100 10 -1]^t$, so that, according to the discussion in the last paragraph, $\pi(1) = 1$. Therefore, the corresponding $h_1$ function is

$$
h_1(u) = f(\lambda + 100u) + f(10u) + f(u).
$$

(40)

In Fig. 2, exact recovery of a 1—sparse vector by solving the problem $Q'_{\pi(1)}$ with the measurement matrix of (39) is investigated using the sparsity promoting functions $f_a, f_b, f_c$. Since each of the functions $f_a, f_b, f_c$ is specified by their maximum elasticity $p$, for each pair of $\lambda$ and $p$, whether the solution of $Q'_{\pi(1)}$ yields exact recovery is indicated by coloring the tuple $(\lambda, p)$ either in white if exact recovery occurs or in black otherwise. From Figs. 2(a), 2(b) and 2(c) it can be seen that irrespective of the value of $\lambda$, for all the sparsity promoting functions, exact recovery for all values of $\lambda$ occurs when $p \in (0, p_0)$ where $p_0$ is somewhat larger than 0.2. Interestingly, for values of $p$ larger than this threshold, while exact recovery is not possible for any value of $\lambda$ in the range (0, 1000) when $f_a$ is used, using the
functions $f_b, f_c$, exact recovery is still possible when $\lambda$ is larger than the values indicated by the respective dashed curves in Figs. 2(b) and 2(c). Since the requirement that the bound $f(\lambda) \leq f(\lambda/10) + f(\lambda/100)$ is satisfied for all $\lambda > 0$, can be seen to be equivalent to requiring the corresponding $J-\text{NSC} < 1$ and since it can be shown that for any given $p \in (0, 1]$, the $J-\text{NSC}$ for $f_a, f_b, f_c$ are the same (see Appendix 10), the simulations in Fig. 2 imply that while for the function $|x|^p$, exact recovery of any 1-sparse vector is impossible by solving $Q_1'$ when the corresponding $J-\text{NSC} \geq 1$, for the functions $\ln(1 + |x|^p)$ and $1 - e^{-|x|^p}$, it is still possible for large enough $\lambda$.

5.2. Comparison of NSC bounds with true NSC

In the second experiment, the bounds on NSC for the different functions are compared with the true NSC for a randomly generated measurement matrix.

We consider the experimental setup used in Section VII-B of [23] and generate a random matrix $\Phi \in \mathbb{R}^{8 \times 9}$ with standard normal entries and then normalize the columns of the matrix. The RIC’s of the matrix are $\delta_2 = 0.5617$, $\delta_4 = 0.9034$, $\delta_6 = 0.9781$, $\delta_8 = 0.9999$. Clearly, $K_0 = 4$, and $\mathcal{N}(\Phi)$ is spanned by a single vector. In this case, the $J-\text{NSC}$ for the functions $f_a, f_b, f_c$ can be shown to be all identical. See Appendix 10 for a proof of this fact.

In Fig. 3 for different values of $K$, the variation of the actual NSC and the bounds (23), and (25) are plotted against the maximum elasticity of the functions ($p$) with either knowing only $\delta_8$, or with knowing all the RICs i.e., $\delta_2, \delta_4, \delta_6$ and $\delta_8$. In the plots, the true NSC is referred to as $\gamma$; with only knowing $\delta_8$, the NSC bound obtained from (25) for $f_a$ is referred to as $\gamma_{2f}^i$, while for functions $f_b, f_c$, the bound obtained from (23) is referred to as $\gamma_{2f}^f$. With the knowledge of $\delta_2, \delta_4, \delta_6$ and $\delta_8$, the bound for $f_a$ is referred to as $\gamma_{1f}^i$, while for functions $f_b, f_c$, the corresponding bound is referred to as $\gamma_{2f}^f$. All the plots reveal that for small $p$, $\gamma_{2f}^f$ is the best and for large $p \gamma_{2f}^i$ is the best bound. For small $p$
5.3. Recovery conditions for different values of $K$ and $p$

In Figure 4, the ranges of the maximum elasticity $p$ for which a particular sparsity $K$ is recoverable, are plotted so as to ensure that $\frac{\gamma_1^*, \gamma_2^*, \gamma_1^*_f, \gamma_2^*_f}{\gamma_1^*, \gamma_2^*, \gamma_1^*_f, \gamma_2^*_f}$ are almost equal to the actual NSC $\gamma$, whereas, for large $K$ ($K = 4$), all the bounds are almost equal for small $p$. This indicates that for highly sparse systems, for small $p$, the bounds derived in Corollary 3.1 become almost equal to the actual NSC.

5.4. Comparison of upper bounds (32) and (33)

In this section we plot the bounds $f_1(K, K_0, p)$ (32) and $f_2(K, K_0, p_2)$ (with $p_2 = p$) (33) against the maximum elasticity $p$ in the Fig. 5 for different values of $K$. In Fig. 5(a) we use $K_0 = K$ and in Fig. 5(b) we use $K_0 = 2K$. From both the figures, it is evident that the upper bound $f_2$ is smaller than $f_1$ for a fixed $K, K_0, p$. Furthermore, for fixed
6. Conclusion

This paper aims to study sparse recovery problems, termed as the $J$-minimization problems, using general sparsity promoting functions using RIP and NSP. In order to do that, the analysis technique of [28], which focused on studying the performance of sparse recovery of $l_p$ functions, is generalized to the case of general sparsity promoting functions by introducing the notion of elasticity of a function and scale function. Thereafter, bounds on the general $J$-NSC is derived and is used to find concrete bounds for three particular sparsity promoting functions, $f(x) = \ln(1 + |x|^p), 1 - e^{-|x|^p}, \int_0^1 |x|^p \, dv$. These specialized results are further used to find concrete bounds on the RIC that ensures sparse recovery using these functions, and are thereafter utilized to find bounds on maximum recoverable sparsity using these functions. Finally, it is numerically demonstrated that the $J-$minimization problem using $f(x) = \ln(1 + |x|^p), 1 - e^{-|x|^p}$ has interesting theoretical recovery properties which are very competitive to the the $l_p$ minimization problem and in some cases more advantageous. Furthermore, the actual NSC, as well as the true maximum recoverable sparsity for these functions are evaluated and compared with the derived bounds for an example measurement matrix and the resulting implications are discussed. Several interesting questions, for example how the maximum elasticity affects the recovery capability of a general sparsity promoting functions, in terms of hardness of solving the corresponding $J$-minimization problem, as well as convergence rate of relevant solution techniques, can be considered as topics for future research.

Appendix

7. Proof of Lemma 3.1

7.1. Lower bound

First, we establish the lower bound in (15). Before proceeding any further, we first observe that we can restrict ourselves to the case when $a \in \mathbb{R}_+^s$, since the function $f$ as well as $\|\cdot\|_q$ are even functions. More importantly, we observe that establishing the lower bound is equivalent to proving that $\sum_{j=1}^{s} f(a_j) \leq s f \left( \frac{\|a\|_q}{s^{1/q}} \right)$, for $q \geq 1$, and $a \in \mathbb{R}_+^s$. However, the last statement is equivalent to showing that $\forall \xi > 0, \|a\|_q \leq s^{1/q} f^{-1}(\xi/s) \implies \sum_{j=1}^{s} f(a_j) \leq \xi$. Hence, we fix any $\xi > 0$, and solve the following optimization problem (41):

$$\max_a \sum_{j=1}^{s} f(a_j), \text{ s.t. } a \in C,$$

(41)
where $C = \{a \in \mathbb{R}_+^s : \|a\|_q^q \leq h(\xi)\}$, and $h(\xi) = s (f^{-1}(\xi/s))^q$. We intend to show that the solution of the optimization problem (41) will yield a value of the objective function, which is $\leq \xi$.

To solve the optimization problem (41), we first note that the objective function $\sum_{j=1}^s f(a_j)$ is concave whenever $a \in \mathbb{R}_+^s$. Also, the set $C$ can be easily shown to be convex, since the function $\|\cdot\|_q$ is convex for $q \geq 1$. Hence, the optimizer of the problem (41) is its KKT point.

To find the KKT point, we form the Lagrangian for problem (41),

$$L(a, \lambda) = \sum_{j=1}^s f(a_j) + \lambda \left(\|a\|_q^q - h(\xi)\). \tag{42}$$

The KKT point $a^*$ satisfies, for all $j = 1, \ldots, s,$

$$\frac{\partial L}{\partial a_j}|_{a_j = a_j^*} = 0, \lambda \left(\|a^*\|_q^q - h(\xi)\) = 0, \tag{43}$$

with $\lambda = 0$, if $\|a^*\|_q^q < h(\xi)$, and $\lambda < 0$, if $\|a^*\|_q^q = h(\xi)$. Now $\frac{\partial L}{\partial a_j}|_{a_j = a_j^*} = 0 \implies f'(a_j) = -\lambda q(a_j^*)^{q-1}$, $j = 1, \ldots, s$. Now, if $\lambda = 0$, clearly, we have $f'(a_j) = 0$, $\forall j$, which is not possible as $f$ is strictly increasing in $[0, \infty)$.

Hence, one must have $\lambda < 0$, and $f'(a_j^*) = -\lambda q(a_j^*)^{q-1} \forall j = 1, \ldots, s$. Now, as both the functions $f'(x)$ and $x^{1-q}$ are positive valued with the former non-increasing and the latter strictly decreasing for $x > 0$ the function $f'(x)/x^{q-1}$ is monotonically decreasing and one-one. Hence, $f'(a_j^*) = -\lambda q \forall j = 1, \ldots, s \implies a_j^* = \cdots, a_j^*$. Hence, from $\|a\|_q^q = h(\xi)$, and using $h(\xi) = s (f^{-1}(\xi/s))^q$ one obtains, $a_j^* = f^{-1}(\xi/s)$, $j = 1, \ldots, s$. Therefore, $\max_{a \in C} \sum_{j=1}^s f(a_j) =sf(a_1^*) = \xi$. Since $\xi > 0$ was chosen arbitrarily, we have obtained the lower bound of (15).

7.2. Upper bound

7.2.1. Proof sketch

For proving the upper bound in (15), we follow the approach taken in [23] for proving Lemma 1 therein. We first fix some $\xi > 0$, and show that for some fixed $\alpha, \beta \geq 0$,

$$\alpha f^{-1} \left(\sum_{j=1}^s f(a_j)/s\right) + \beta \|a\|_\infty < \xi \implies \|a\|_q/s^{1/q} \leq h(\xi), \tag{44}$$

for some function $h$. Later we choose $\alpha, \beta$ in such a way that $h(\xi) = \xi$, $\forall \xi > 0$, so that the desired claim is proved.

Let $\kappa(a) = \alpha f^{-1} \left(\sum_{j=1}^s f(a_j)/s\right) + \beta \|a\|_\infty$. We fix some $\xi > 0$, and w.l.o.g. assume that $a \in \mathbb{R}_+^s$, and $a_1 \geq a_2 \geq \cdots \geq a_s \geq 0$. Consider the set $D = \{a \in \mathbb{R}_+^s : a_1 \geq a_2 \geq \cdots a_s, \kappa(a) \leq \xi\}$. We want to maximize the function $\|a\|_q/s^{1/q}$ over the set $D$. In order to do this, following [23], we will create $D_1$ which is the convex polytope with its vertices (extreme points) taken from a set of points in $D$. Since $\|\cdot\|_q$ is convex for $q \geq 1$, the maximum value of $\|a\|_q/s^{1/q}$ over $D_1$ is attained at one of these vertices. Finally, we will show that $D_1 \supset D$, so that the maximum of $\|a\|_q/s^{1/q}$ over points of the set $D$ is upper bounded by the maximum value obtained over the vertices of $D_1$. We now proceed to find these extreme points.
7.2.2. Finding the vertices

As in the proof of Lemma 1 in [23], the \( s + 1 \) vertices of the \( \mathcal{D}_1 \) are obtained by taking the intersection of the hypersurface \( \kappa(a) = \xi \) with hyperplanes of the form \( a_1 = a_2 = \cdots = a_k > a_{k+1} = \cdots = a_s = 0 \), for \( k = 1, \cdots, s \), as well as considering the trivial solution \( a_1 = \cdots = a_s = 0 \). For a fixed \( k = 1, \cdots, s \), \( a_k \) will satisfy

\[
\alpha f^{-1} \left( \frac{k}{s} f(a_k) \right) + \beta a_k = \xi \implies \gamma_k f(a_k) = f \left( \frac{\xi - \beta a_k}{\alpha} \right),
\]

(45)

where \( \gamma_k = k/s, \ 1 \leq k \leq s \). Hence the \( s + 1 \) vertices will form the set \( \mathcal{P} = \{0, p_1, \cdots, p_s\} \), where \( p_k = [a_k, \cdots, a_k, 0, \cdots, 0]^t, \ 1 \leq k \leq s \). At any of the vertices \( p_k \), \( 1 \leq k \leq s \), the value of the function \( \|a\|_q / s^{1/q} \) is \( \gamma_k^{1/q} a_k \). We need to find \( \max_{1 \leq k \leq s} \gamma_k^{1/q} a_k \). Note that our goal is to choose \( \alpha, \beta \) in such a way that this maximum value is \( \leq \xi \). Hence, we have to show that

\[
\max_{1 \leq k \leq s} \gamma_k^{1/q} a_k \leq \xi. \tag{46}
\]

For \( k = s \), desired inequality (46) reduces to \( a_s \leq \xi \). Since \( a_s = \frac{s}{\alpha + \beta} \) (from Eq (45)), (46) holds for \( k = s \) if \( \alpha + \beta \geq 1 \). Now, let us fix some \( k, \ 1 \leq k \leq s - 1 \). If \( \beta \geq \gamma_k^{1/q}, \gamma_k^{1/q} a_k \leq \gamma_k^{1/q} \xi / \beta \leq \xi \). If \( \beta \leq \gamma_k^{1/q} \), then note that the inequality (46) to hold, the following must be satisfied:

\[
\gamma_k f \left( \xi^{1/q} \right) \geq f \left( \frac{\xi - \beta \xi^{1/q}}{\alpha} \right),
\]

(47)

which follows since the function \( \gamma_k f(a_k) - f \left( \frac{\xi - \beta \xi^{1/q}}{\alpha} \right) \) is increasing in \( a_k \), as long as \( a_k \leq \xi / \beta \). Since (47) has to be satisfied \( \forall \xi > 0 \), one must have, along with \( 0 \leq \beta \leq \gamma_k^{1/q}, \alpha + \beta \geq 1, \)

\[
\sup_{\xi > 0} \frac{f \left( \xi^{1/q} \right)}{f \left( \xi^{1/q} \right)} \leq \gamma_k \Leftrightarrow g \left( \frac{\gamma_k^{1/q} - \beta}{\alpha} \right) \leq \gamma_k.
\]

(48)

Therefore, to choose \( \alpha, \beta > 0 \) in such a way the inequality (46) holds true, one needs to consider two cases:

- If \( \beta \geq (1 - 1/s)^{1/q} \), the inequality (46) holds true by default;
- If \( 0 < \beta \leq (l/s)^{1/q} \), for some \( l = 1, \cdots, s - 1 \), then, the inequality (48) has to hold for \( l \leq k \leq s - 1 \).

While the former is a valid choice for \( \beta \), it is dependent upon \( s \), and for large \( s \) this choice might result in choosing \( \beta \) to be too close to 1. However, as it is obvious that the desired upper bound (15) in Lemma 3.1 is valid for any \( \beta \geq 1 \), one should consider if a choice of \( \beta \) which is smaller than 1 and independent of \( s \) is possible. For this reason, one considers the latter case, which is satisfied if the following stronger inequality holds true:

\[
g \left( \frac{x^{1/q} - \beta}{\alpha} \right) \leq x, \ \forall x \in (\beta^q, (\alpha u_0 + \beta)^q),
\]

(49)

where \( u_0 = \inf \{u \in (0, 1] : g(u) = 1\} \). Clearly, this second choice of \( \beta \) can be considered only when \( u_0 > 0 \). By a change of variables, \( x \to u \), with \( u = (x^{1/q} - \beta) / \alpha \), one can see that the above is equivalent to

\[
\sup_{u \in (0, u_0]} \frac{g(u)}{(\alpha u + \beta)^n} \leq 1.
\]

(50)

Hence, we find that the inequality (46) is satisfied if the conditions on \( \alpha, \beta \) hold true as stated in Lemma 3.1. Now we proceed to create the polytope \( \mathcal{D}_1 = \text{conv} \left( \mathcal{P} \right) \).
7.2.3. Proving that $D \subset D_1$

We first fix any $v \in D$. Note that the vectors $\{p_1, \cdots, p_s\}$ form a basis for $\mathbb{R}^s$, so that $\exists c \in \mathbb{R}^s$ such that $v = \sum_{i=1}^{s} c_i p_i$. Then, to prove that $D \subset D_1$, it is enough to show that $c_i \geq 0$, $i = 1, \cdots, s$, and $\sum_{i=1}^{s} c_i \leq 1$.

First, observe that, $v_j = \sum_{i=1}^{s} c_i a_i$, $1 \leq j \leq s$. Then, for any $1 \leq k \leq s - 1$,

$$c_k = \frac{v_k - v_{k+1}}{a_k} = \frac{v_k}{a_k}.$$ (51)

Now note that $a_k > 0$ for all $1 \leq k \leq s$. Otherwise, if $a_k = 0$, for some $1 \leq k \leq s$, then from Eq (45), $f(\xi/\alpha) = 0 \implies \xi = 0$, which contradicts the assumption $\xi > 0$. Now as $v \in D$ implies that $v_1 \geq \cdots v_s \geq 0$, we have that $c_k \geq 0$ for all $1 \leq k \leq s$. Now, we need to show that $\sum_{k=1}^{s} c_k \leq 1$, or equivalently,

$$\sum_{k=1}^{s-1} \frac{v_k - v_{k+1}}{a_k} + \frac{v_s}{a_s} \leq 1 \iff \frac{v_1}{a_1} + \sum_{k=1}^{s-1} \left( \frac{1}{a_{k+1}} - \frac{1}{a_k} \right) \leq 1.$$ (52)

To prove this, let us define, for any $p_2 \geq p_1 \geq 0$, the set,

$$S_{p_1,p_2} = \{ v \in \mathbb{R}^s : v_1 \geq v_2 \geq \cdots \geq v_s \geq 0, p_1 \leq v^t w \leq p_2 \},$$ (53)

where

$$w = \left[ \frac{1}{a_1} \frac{1}{a_2} \cdots \frac{1}{a_s} \right]^t.$$ (54)

Since $D \subset \{ v \in \mathbb{R}^s : v_1 \geq v_2 \geq \cdots \geq v_s \geq 0 \}$, by definition, we need to prove that $D \subset S^C$; where $S = \bigcup_{p_1,p_2:1<p_1 \leq p_2} S_{p_1,p_2}$.

Let us assume that $D \nsubset S^C$, so that $\exists v \in D$, and $p_2 \geq p_1 > 1$ such that $v \in S_{p_1,p_2}$ (Note that such $p_2$ must be finite since, $v^t w < v_1/a_s < \xi/(\beta a_s)$). Consider the function

$$h(v) = \frac{1}{s} \sum_{k=1}^{s} f(v_k) - f \left( \frac{\xi - \beta v_1}{\alpha} \right).$$ (55)

Since $v \in D$, we have $h(v) \leq 0$. However, we will show that $h(v) > 0$ if $v \in S_{p_1,p_2}$ whenever $p_2 \geq p_1 > 1$, so that we will arrive at a contradiction implying that $v \in S^C$. In order to do this, we will show that if $v \in S_{p_1,p_2}$ for some $p_1 > 1$, $\frac{1}{s} \sum_{k=1}^{s} f(v_k) > \eta$, whenever $f \left( \frac{\xi - \beta v_1}{\alpha} \right) \geq \eta$, $\forall \eta > 0$. Hence, we need to show that the minimum value of the objective function of the following optimization problem is $> \eta$:

$$\min_v \frac{1}{s} \sum_{k=1}^{s} f(v_k) \text{ s.t. } v \in T_\eta,$$ (56)

where,

$$T_\eta = \{ v \in \mathbb{R}^s : \rho(\eta) \geq v_1 \geq \cdots \geq v_s \geq 0, p_1 \leq v^t w \leq p_2 \},$$ (57)

where $\rho(\eta) = (\xi - \alpha f^{-1}(\eta))/\beta$. It is easy to check that the set $T_\eta$ is convex and obviously is a subset of $\mathbb{R}^s_+$. Since the function $\frac{1}{s} \sum_{k=1}^{s} f(v_k)$ is concave in $\mathbb{R}^s_+$, the minimum value is achieved at one of the extreme points of the set $T_\eta$.

In order to find the extreme points of $T_\eta$, we use the Lemma [2.1]. First, we express $T_\eta$ in the canonical form of a polyhedra created by a set of linear inequalities as in Lemma [2.1]. The set $T_\eta$ can be expressed as $T_\eta = \{ x \in \mathbb{R}^s : A x \leq b \}$. Here $A \in \mathbb{R}^{(s+3) \times s}$, with the $i$th $(1 \leq i \leq s + 3)$ row of $A$ equal to $a_i^t$, where $a_1 = [1 \ 0 \ 0 \cdots 0]^t$, $a_j = [0 \cdots -1 \ 1 \ \cdots 0]$, $j = 2, \cdots, s$, $a_{s+1} = [0 \ 0 \cdots -1]^t$, $a_{s+2} = -a_{s+3} = w$, and $b_1 = \rho(\eta)$, $b_j = 0$, $j = 2, \cdots, s+1$, $b_{s+2} = p_2$, $b_{s+3} = -p_1$. 
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Now consider an extreme point $v$ of $T_\eta$ such that $v$ has $l$ distinct positive values. If $l = 1$, all the indices have the same value $v_1$, while, for $l \geq 2$, there exist indices $i_1 > i_2 > \cdots > i_{l-1}$, such that $v_1 = \cdots = v_{i_1} > v_{i_1+1} = \cdots = v_{i_2} > \cdots > v_{i_{l-1}} = \cdots = v_s$. Now consider the set $A_v = \{a_j \in \mathbb{R}^s : a_j^t v = b_j, j \in \{1, 2, \cdots , s + 3\}\}$. According to Lemma 2.1, for $v$ to be an extreme point of $T_\eta$, the set $A_v$ must contain $s$ linearly independent vectors. Using the definition of the vectors $a_j$, $j = 1, 2, \cdots , s + 3$, one finds that $a_j^t v = b_j$ implies the following:

$$v_1 = b_1, \text{ if } j = 1,$$

$$v_j = v_{j-1}, \text{ if } j = 2, \cdots , s,$$

$$v_s = 0, \text{ if } j = s + 1,$$

$$a_j^t v = p_2, \text{ resp. } p_1, \text{ if } j = s + 2 \text{ resp. } s + 3.$$

Since there are $l$ distinct values of $v_j$'s, a maximum of $s - l$ of the constraints of the form (59) can be satisfied, which means that a maximum of $s - l$ vectors of the form $a_j$, $j = 2, \cdots , s$ can be there in $A_v$. Furthermore, only one of the constraints in (61) can be satisfied. Now note that if $l \geq 4$, the set $A_v$ can have a maximum of $s - 4$ of the vectors $a_j$, $j = 2, \cdots , s$, which along with the vectors $a_j$, $j = 1, s + 1$ and $j = s + 2$ or $s + 3$, form a linear independent set of a maximum of $s - 1$ vectors. This implies that the entries of a vertex cannot take more than 3 distinct values.

Now, we consider the different cases that arise considering the satisfaction of the constraints (58) and (60). If (58) is satisfied, then $1 \leq l \leq 3$ so that the extreme point has the form $[b_1, b_1, \cdots , b_1, u_2, \cdots , u_2, 0, \cdots , 0]^t$ where $i, j, k$ are arbitrary non-negative integers such that $1 \leq i \leq s$, $0 \leq j + k \leq s - i$, and $u_2 > 0$ is determined from either $v^t w = p_1$ or $v^t w = p_2$. Using the expression for the coordinates of $w$, it follows that $u_2 = \frac{q \alpha_i - \rho(\eta)}{\alpha_i - \alpha_{i+1}}$ (In this case one must have $q a_i > \rho(\eta)$), where $q$ is either $p_1$ or $p_2$. If (59) is not satisfied, then $1 \leq l \leq 2$, where $l = 2$ if (60) is satisfied, and $l = 1$ if it is not. Thus, in this case, the extreme points are of the form $[u_1, \cdots , u_1, 0, \cdots , 0]^t$, where $1 \leq r \leq s$, and $0 \leq t \leq s - r$. Here $u_1$ is obtained from $v^t w = q (q = p_1$ or $p_2)$, so that $u_1 = q a_r$.

Therefore, to summarize, an extreme point of $T_\eta$ is either of the forms $[b_1, b_1, \cdots , b_1, u_2, \cdots , u_2, 0, \cdots , 0]^t$ or, $[u_1, \cdots , u_1, 0, \cdots , 0]^t$ where $i, j, k, r, t$ are arbitrary non-negative integers such that $1 \leq i, r \leq s$, $0 \leq j + k \leq s - i$, $0 \leq t \leq s - r$, and $u_1, u_2$ are obtained as below:

$$u_1 = q_1 a_r,$$  \hspace{1cm} (62)

$$u_2 = \frac{q_2 a_1 - \rho(\eta)}{a_1 - a_1},$$  \hspace{1cm} (63)

where $q_1, q_2 \in \{p_1, p_2\}$. We will now show that the value of $\frac{1}{s} \sum_{i=1}^{s} f(v_i)$ at each of these extreme points is greater than $\eta$.

If the extreme point is of the form $[u_1, \cdots , u_1, 0, \cdots , 0]^t$ with $u_1$ given by Eq (62), then the value of the objective function of the problem (56) at this point is $\frac{r}{s} f(q_1 a_r)$. Since the function $r/s f(a) - f((\xi - \beta a)/\alpha)$ is a strictly
increasing function in $a$ as long as $a < \xi/\beta$, and since $v_1 \leq \rho(\eta) < \xi/\beta \implies q_1a_1 < \xi/\beta$, one obtains, along with the fact that $q_1 > 1$,
\[
\frac{r}{s} f(q_1a_1) > f \left( \frac{\xi - \beta q_1a_1}{\alpha} \right) > \frac{r}{s} f(a_1) - f \left( \frac{\xi - \beta a_1}{\alpha} \right) = 0
\]
\[
\implies \frac{r}{s} f(q_1a_1) > f \left( \frac{\xi - \beta q_1a_1}{\alpha} \right) \geq f \left( \frac{\xi - \beta \rho(\eta)}{\alpha} \right) = \eta. \tag{64}
\]

On the other hand, if an extreme point is of the form $[b_1, b_1, \ldots, b_1, w_2, \ldots, w_3, 0, \ldots, 0]^T$, the value of the objective function at such a point becomes
\[
\frac{i}{s} f(b_1) + \sum_{j} \left( \frac{a_{i+j} q_2 a_j - \rho(\eta)}{a_i - a_{i+j}} \right).
\]
Now, observe that due to the constraint $1 < p_1 \leq \nu^T \mathbf{w} \leq p_2$ and $v_1 \geq v_2 \cdots \geq v_s$, one obtains,
\[
1 < \nu^T \mathbf{w} = \frac{v_1}{a_1} + \sum_{k=1}^{s-1} \left( \frac{1}{a_{k+1}} - \frac{1}{a_k} \right) \leq \frac{v_1}{a_s}
\]
\[
\implies v_1 > a_s \implies \rho(\eta) > a_s
\]
\[
\implies (\xi - \alpha f^{-1}(\eta))/\beta > \xi/(\alpha + \beta) \implies f(a_s) > \eta. \tag{65}
\]
Therefore, $f(b_1) = f(\rho(\eta)) > f(a_s) > \eta$. On the other hand,
\[
a_{i+j}(q_2 a_i - \rho(\eta)) - f^{-1}(\eta) = \frac{a_{i+j}(q_2 \beta a_i - (\xi - \alpha f^{-1}(\eta))) - \beta f^{-1}(\eta)(a_i - a_{i+j})}{\beta(a_i - a_{i+j})} = \frac{a_{i+j}(q_2 \beta a_i - \xi) - f^{-1}(\eta)(\beta a_i - a_{i+j})(\beta + \alpha)}{\beta(a_i - a_{i+j})} = \frac{a_{i+j}}{a_s(a_i - a_{i+j})} \left[ a_s \left( q_2 a_i - \frac{\xi}{\beta} \right) - f^{-1}(\eta) \left( \frac{a_i a_s}{a_{i+j}} - \frac{\xi}{\beta} \right) \right] > \frac{a_{i+j}}{a_s(a_i - a_{i+j})} \left( q_2 - \frac{a_s}{a_{i+j}} \right) > 0, \tag{66}
\]
where the last step used $a_s > f^{-1}(\eta)$ as well as the fact that $q_2 > 1 \geq a_s/a_k, \forall k = 1, 2, \cdots, s$. Hence the value of the objective function at this extreme point is also greater than $\eta$.

Consequently, we have shown that $h(\nu) > 0$, if $\nu \in S_{p_1:p_2}$, for some $1 \leq p_1 \leq p_2$. Hence, we must have that $\nu^T \mathbf{w} \leq 1$, $\forall \nu \in \mathcal{D}$. Therefore, we have proven that $\mathcal{D} \subset \mathcal{D}_1$.

7.2.4. Proving the upper bound

We are now in a position to prove the upper bound in (4). As we have proved that $\mathcal{D} \subset \mathcal{D}_1$, we have $\max_{\mathbf{a} \in \mathcal{D}} \|\mathbf{a}\|_q / s^{1/q} \leq \max_{\mathbf{a} \in \mathcal{D}_1} \|\mathbf{a}\|_q / s^{1/q}$. Since $\|\mathbf{a}\|_q / s^{1/q}$ is a convex function (since $q \geq 1$), we have, using the selection criterion of $\alpha, \beta$ as stated in Lemma 3.1, $\max_{\mathbf{a} \in \mathcal{D}_1} \|\mathbf{a}\|_q / s^{1/q} = \max_{1 \leq k \leq s} (k/s)^{1/q} a_k / s^{1/q} \leq \xi$. Since the selection criterion of $\alpha, \beta$ is independent of $\xi$, the upper bound of (15) follows.
8. Proving the Equations (13) and (14)

We will prove the following more general result: for any continuous and bounded function \( h : [0, 1] \to \mathbb{R}, \)
\[
\lim_{x \to 0} \frac{\mathbb{E}_p(x^p h(p))}{\mathbb{E}_p(x^p)} = h(p_1), \quad \lim_{x \to \infty} \frac{\mathbb{E}_p(x^p h(p))}{\mathbb{E}_p(x^p)} = h(p_2). \tag{67}
\]
Using \( h(p) = y^p, \) which is continuous in \( p \in [0, 1] \) and bounded in \( [\min\{y,1\}, \max\{y,1\}] \), results in Eq. (13), whereas, using \( h(p) = p, \) which is continuous in \( p \in [0, 1] \) and bounded in \( [0, 1] \), results in Eq. (14).

**Evaluation of** \( \lim_{x \to 0} \frac{\mathbb{E}_p(x^p h(p))}{\mathbb{E}_p(x^p)} \), \( y > 0 \): This evaluation is largely similar to the evaluation of \( \lim_{x \to 0} \frac{\mathbb{E}_p(x^p h(p))}{\mathbb{E}_p(x^p)} \), \( y > 0 \). Here again, the goal is to evaluate \( \lim_{n \to \infty} \frac{\mathbb{E}_p(x^p h(p))}{\mathbb{E}_p(x^p)} \) for any sequence of positive numbers \( \{x_n\} \), such that...
\[ x_n \xrightarrow{n \to \infty} \infty. \] We fix such an arbitrary such sequence \( \{x_n\}_{n \geq 0}. \) Again, one can write \[ \frac{E_n(x_n^p y^p)}{h(x_n^p)} = \int y^p d\mu_n, \] with the same description of \( \mu_n, F_n \) as before. Again, using the Theorem 13.23 of [36] about the equivalence of the weak convergence of distributions and the weak convergence of probability measures, we will establish that \[ \lim_{x \uparrow \infty} \frac{E_n(x^p h(p))}{h(x^p)} = h(p_2) \] with \( p_2 = \sup \Omega, \) by showing that \( \lim_{n \to \infty} F_n(u) = \mathbb{1}_{\{u \geq p_2\}}, \forall u \neq p_2. \) To establish this, first note that clearly \( F_n(u) = 1, \) if \( u > p_2, \) and \( F_n(u) = 0, \) if \( u < p_1. \) We thus need to show that, for any fixed \( u \in [p_1, p_2], \) and arbitrarily chosen \( \epsilon > 0, \)

\[
\left| \int \frac{x_n^p}{x_n^p} \left( [p_1, u] \right) d\nu \right| \leq \epsilon \Longleftrightarrow \int [u, p_2] \frac{x_n^p}{x_n^p} d\nu \geq \frac{1}{\epsilon} - 1. \tag{71}
\]

Note that since \( p_1 \leq u < p_2, \exists \epsilon > 0, \) such that \( u + \epsilon < p_2. \) Now, as \( x_n \xrightarrow{n \to \infty} \infty, \exists \) positive integer \( N_1, \) such that \( \forall n \geq N_1, x_n \geq 1. \) Thus, whenever \( n \geq N_1, \int [u, p_2] x_n^p d\nu \geq x_n^{p_2 - \epsilon_1} \int [p_2 - \epsilon_1, p_2] d\nu \) and \( \int [p_1, u] x_n^p d\nu \leq x_n^{p_1} \nu([p_1, u]). \) Therefore, \( \forall n \geq N_1, \)

\[
\left| \int \frac{x_n^p}{x_n^p} \left( [p_1, u] \right) d\nu \right| \leq \epsilon \Longleftrightarrow \int [u, p_2] \frac{x_n^p}{x_n^p} d\nu \geq \frac{1}{\epsilon} - 1. \tag{72}
\]

Let

\[
\epsilon_2 = \left( \frac{1}{\epsilon} - 1 \right) \int [p_1, u] d\nu \left/ \int [p_2 - \epsilon_1, p_2] d\nu \right. \right)^{1/(p_2 - \epsilon_1 - u).} \tag{73}
\]

Now, as \( x_n \xrightarrow{n \to \infty} \infty, \exists \) positive integer \( N_2, \) such that \( \forall n \geq N_2, x_n \geq \epsilon_2. \) Then, \( \forall n \geq N := \max\{N_1, N_2\}, \) it follows from \(72\) and \(73\) that \(71\) is satisfied.

9. Proof of Theorem 3.2

Our proof is an extension of the proof of Theorem 4 in [12, 23]. Before commencing the proof, we describe a standard support partitioning trick [14, 23] that is later used in the proof: Any vector \( z \in \mathcal{N}(\Phi) \) is decomposed by partitioning the indices \( 1, 2, \cdots, N \) into the sets \( T_i, \) \( i = 0, 1, \cdots, \) where:

- \( T_0 \) is the index set corresponding to the coordinates of \( z \) having the largest \( K \) absolute values;
- \( T_1 \) is the index set corresponding to the coordinates of \( z_{T_0} \) with the largest \( 2K_0 - K \) absolute values;
- \( T_i (i \geq 2) \) is the index set corresponding to the coordinates of \( z_{T_0 \cup T_1 \cup \cdots \cup T_{i-1}} \) with the largest \( 2K_0 - K \) absolute values.

Using this partition, our proof begins with Eq (52) and Eq (53) of [23], which are reproduced respectively below:

\[
\|z_{T_i}\|_2 \leq C^2_{2K_0} \sum_{i \geq 2} \|z_{T_i}\|_1, \tag{74}
\]

\[
\sum_{i \geq 2} \|z_{T_i}\|_2 \leq \frac{\|z_{T_0}\|_1}{\sqrt{L}} + \omega z^+_2, \tag{75}
\]

where \( C^2_{2K_0} = \sqrt{\frac{2}{2} + \frac{2K_0}{1 - 2K_0}}, L = 2K_0 - K, z^+_2 = \|z_{T_0}\|_\infty, i \geq 1, T' = T_0 \cup T_1 \setminus \{2K_0 + 1\}, \) and \( \omega = \sqrt{\frac{2}{2} + \frac{2K_0}{1 - 2K_0}}. \)

Let \( \{\check{T}_i\}_{i \geq 2} \) form a partition of the set \( T' \) such that \( \check{T}_i = \{(L + 1)(i - 1) + K + 1, \cdots, (L + 1)i + K\}, \) which has \( L + 1 \) entries. Now, rewriting \( \|z_{T_0}\|_1 \) as \( \sum_{i \geq 2} \|z_{T_i}\|_1 \) and using Lemma 3.1 for function \( f, \) with \( L' = L + 1, \) the
RHS (Right Hand Side) of (75) can be further upper bounded as below:

\[
\sum_{i \geq 2} \|z_{T_i}\|_2 \leq \omega z_2 + \frac{L'}{\sqrt{L}} \sum_{i \geq 2} \left[ \alpha_f(1, L') f^{-1} \left( \frac{F(z_{T_i})}{L'} \right) + \beta_f(1, L') z_i^+ \right],
\]

where \(z_i^+ = \|z_{T_i}\|_\infty\). Now, using

\[z_2^+ \leq z_2, \quad z_{i+1}^+ \leq f^{-1} \left( \frac{F(z_{T_i})}{L'} \right), \quad i \geq 1,
\]

one obtains,

\[
\sum_{i \geq 2} f^{-1} \left( \frac{F(z_{T_i})}{L'} \right) \leq f^{-1} \left( \sum_{i \geq 2} F(z_{T_i}) \right) = f^{-1} \left( \frac{F(z_{T_i \setminus T_i})}{L'} \right).
\]

Now, consider finding

\[
\|z_{T_i}\|_2 = \sup_{\tau \geq 0} \|t \|_2,
\]

one obtains,

\[
\sum_{i \geq 2} \|z_{T_i}\|_2 \leq \frac{L'}{\sqrt{L}} (\alpha_f(1, L') + \beta_f(1, L')) f^{-1} \left( \frac{F(z_{T_i})}{L'} \right) + \left( \omega + \beta_f(1, L') L' \right) f^{-1} \left( \frac{F(z_{T_i \setminus T_i})}{L'} \right)
\]

\[
\leq \frac{L'}{\sqrt{L}} (\pi_f(L') + \beta_f(1, L')) f^{-1} \left( \frac{F(z_{T_i \setminus T_i})}{L'} \right),
\]

where \(\pi_f(L') = \max\{\alpha_f(1, L'), \frac{1}{2} + \frac{1}{2L'}\}\). Furthermore, using the first inequality of (15) of Lemma 3.1 for \(q = 2\), along with inequality (74), one obtains,

\[
f^{-1} \left( \frac{F(z_{T_i \setminus T_i})}{K} \right) \leq \zeta_f(K, K_0) f^{-1} \left( \frac{F(z_{T_i \setminus T_i})}{L'} \right)
\]

\[
\Rightarrow F(z_{T_i \setminus T_i}) \leq f \left( \zeta_f(K, K_0) f^{-1} \left( \frac{F(z_{T_i \setminus T_i})}{L'} \right) \right)
\]

\[
\Rightarrow F(z_{T_i}) \leq \frac{K}{2K_0 - K + 1} g(\zeta_f(K, K_0)) F(z_{T_i}).
\]

**10. Evaluating NSC when \(\mathcal{N}(\Phi) = \text{span} \ (z)\)**

In this case, \(u \in \mathcal{N}(\Phi) \implies u = tz\), for some \(t \in \mathbb{R}\). We assume that the function \(xf'(x)/f(x)\) is non-increasing, which is true for \(f(x) = |x|^p, \ln(1 + |x|^p), 1 - e^{-|x|^p}\), for \(p \in (0, 1]\).

Writing \([N] = \{1, 2, \cdots, N\}\), one then finds that

\[
\gamma(J, \Phi, K) = \max_{S \subset [N], |S| \leq K} \sup_{t > 0} \frac{\sum_{i \in S} f(tz_i)}{\sum_{i \in [N]} f(tz_i)}
\]

\[
= \left[ \left( \max_{S \subset [N], |S| \leq K} \sup_{t > 0} \frac{\sum_{i \in S} f(t|z_i|)}{\sum_{i \in [N]} f(t|z_i|)} \right)^{-1} - 1 \right]^{-1}
\]

\[
= \left[ \left( \sup_{t > 0} \max_{S \subset [N], |S| \leq K} \frac{\sum_{i \in S} f(t|z_i|)}{\sum_{i \in [N]} f(t|z_i|)} \right)^{-1} - 1 \right]^{-1}
\]

\[
= \left[ \left( \sup_{t > 0} \frac{\sum_{i=1}^{K} f(tz_i^+)}{\sum_{i=1}^{K} f(tz_i^+)} \right)^{-1} - 1 \right]^{-1}
\]

\[
= \sup_{t > 0} \frac{\sum_{i=1}^{K} f(tz_i^+)}{\sum_{i=K+1}^{N} f(tz_i^+)}.
\]

where \(z^+\) is the positive rearrangement of \(z\), i.e., for \(i = 1, \cdots, N\), \(z_i^+\) is, magnitude-wise, the \(i\)th largest entry of \(z\). Now, consider finding \(\sup_{t > 0} r(t)\), where \(r(t) = \frac{\sum_{i=1}^{K} f(tz_i^+)}{\sum_{i=K+1}^{N} f(tz_i^+)}\), \(t > 0\), for a vector \(z\) with non-negative entries.
arranged as $z_1 \geq z_2 \geq \cdots \geq z_N \geq 0$. Then
\[
r'(t) = \frac{\sum_{i=1}^{K} \sum_{j=K+1}^{N} f(tz_i)f(tz_j) \left(\frac{|tz_i|f'(tz_i)}{f(tz_i)} - \frac{|tz_j|f'(tz_j)}{f(tz_j)}\right)}{t(\sum_{i=1}^{K} f(tz_i))^2}.
\]
(80)
Therefore, as $xf'(x)/f(x)$ is non-increasing, one can easily check that $r(t)$ is a non-increasing function of $t$, so that
\[
\sup_{t>0} r(t) = \lim_{t\downarrow 0} r(t).
\]
Consequently, $\gamma(J, \Phi, K) = \lim_{t \downarrow 0} \frac{\sum_{i=1}^{K} f(tz_i)^+}{\sum_{i=K+1}^{N} f(tz_i)}$. Therefore, for for $f(x) = |x|^p$, $\ln(1 + |x|^p), 1 - e^{-|x|^p}$, $\gamma(J, \Phi, K) = \frac{\sum_{i=1}^{K} |z_i|^p}{\sum_{i=K+1}^{N} |z_i|^p}$.
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