ViSTRA3: Video Coding with Deep Parameter Adaptation and Post Processing
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Abstract—This paper presents a deep learning-based video compression framework (ViSTRA3). The proposed framework intelligently adapts video format parameters of the input video before encoding, subsequently employing a CNN at the decoder to restore their original format and enhance reconstruction quality. ViSTRA3 has been integrated with the H.266/VVC Test Model VTM 14.0, and evaluated under the Joint Video Exploration Team Common Test Conditions. Bjønegaard Delta (BD) measurement results show that the proposed framework consistently outperforms the original VVC VTM, with average BD-rate savings of 1.8% and 3.7% based on the assessment of PSNR and VMAF.

I. INTRODUCTION

In recent years, there has been a significant increase in the amount of video consumed, associated with the demand for gaming, streaming, conferencing and broadcasting services [1]. Video constitutes the largest proportion of Internet traffic, which is likely to exceed 80% by 2022 [2]. To alleviate the tension between the available bandwidth and the desired bit rate for video communication, there is an urgent requirement for new video compression algorithms with much higher coding efficiency.

Conventional hybrid video coding standards have made remarkable progress in the past three decades. H.264/AVC [3] was launched in 2003, revolutionising Internet-based video streaming, and remains the most widely deployed standard today. H.265/HEVC [4] (2013) achieved significant coding gains (50% on average) over H.264/AVC, while the most recent standard, H.266/VVC [5] offers a further 40-50% bit rate reduction compared to HEVC.

Machine learning methods, in particular those based on convolutional neural networks (CNNs), have made a major impact across a wide range of computer vision and image processing applications [6–8]. They have also been applied in video compression to enhance conventional coding tools [9–12] and to build new end-to-end coding architectures [13–15]. A further and related group of learning-based coding algorithms exploits the redundancy within a video format, adapting spatial resolution, frame rate and bit depth according to content type and quality constraints. This CNN-based parameter restoration has been shown to provide significant coding gains over standard video codecs when integrated into different compression frameworks [16–19].

In this paper, we present a new coding framework, ViSTRA3 (Fig. 1), built upon our previous resolution adaptation and post-processing architectures [16–17–20]. ViSTRA3 adaptively predicts the optimal video parameters during encoding using a CNN-based Quantisation-Mode Optimisation (QMO) module. The original format is then restored at the decoder using an advanced CNN architecture, MFRNet [11], which also enhances the final reconstruction quality. The BVI-DVC database [21] has been used as the training material to optimise all the CNN models in this coding framework. ViSTRA3 has been evaluated using the Joint Video Experts Team (JVET) Common Test Conditions, and the results show consistent bit rate savings when video quality is assessed by PSNR and VMAF [22]. The main contributions of this work are summarised below.

• Development of a novel video coding system integrating four deep learning based coding modes including effective bit depth adaptation (EBDA), spatial resolution adaptation (SRA), spatial resolution and effective bit depth adaptation (SREBDA), and post-processing (PP).
• Employment of an efficient CNN for learning optimal parameter settings directly from the original input video frames.
• Use of an advanced CNN architecture, the Multi-level Feature Review Network (MFRNet), for video parameter restoration and quality enhancement.

The remainder of this paper is structured as follows. In Section II the proposed coding framework is described in detail alongside the mode selection process and the parameter restoration/quality enhancement method. Section III focuses on the evaluation results and provides a critical analysis of the coding performance. Finally, Section IV concludes the paper and suggests possibilities for future work.

II. PROPOSED ALGORITHM

The proposed coding framework is illustrated in Fig. 1. Given original video content and an initial quantisation parameter (QPbase), the Quantisation-Mode-Optimisation (QMO) module selects the optimum adaptation mode from four candidates (M0-M4):
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M0) Default: no parameter adaptation or post-processing is invoked. Only the host codec is used for coding.

M1) Effective bit depth adaptation (EBDA): the effective bit depth (EBD) of the input video frame is down-sampled by 1 bit using bitwise-shifting for both luma and chroma channels. Here EBD refers to the actual bit depth used to represent the video signal. This differs from the pixel bit depth for encoding (e.g. “Internal Bit-Depth” in HEVC and VVC Test Models). The latter is kept constant in the proposed coding workflow. More information on EBD can be found in [17, 23].

M2) Spatial resolution adaptation (SRA): the spatial resolution of the input video frame is down-sampled by a factor of two using a Lanczos3 filter [24].

M3) Spatial resolution and effective bit depth adaptation (SREBDA): both spatial resolution and EBD are downsampled using the methods described for M1 and M2.

M4) Post-processing (PP): all video format parameters are unaltered; only post-processing is invoked at the decoder.

The mode decision is indicated using a one-byte flag, which is included in the bitstream as side information. The pre-processed frames are then passed to the host encoder, which performs video compression using a modified QP = QPbase + ∆QP, where ∆QP is an offset applied according to the adaptation mode decided by the QMO. This offset is designed to produce similar bit rates to those generated by the original host encoder (using QPbase without adaptation). ∆QP is set to -6 for modes M1 and M2, -12 for M3, and 0 for M0 and M4. These QP offset values have been determined empirically by examining the coding statistics of a wide range of training sequences [23, 25].

During decoding, the ViSTRA3 decoder first retrieves the mode and QP information from the bitstream, and then reconstructs each video frame using the adapted video format (or with the original video format for M0 and M4). Depending on the adaptation mode invoked, each video frame is then processed by a CNN to restore its original format (or just to enhance final quality for M4).

The details of the QMO module, the CNN architecture and the training process are described below.

A. Quantisation-Mode Optimisation

It has been previously reported in [16, 17, 19] that the effectiveness of the different parameter adaptation methods is highly content-dependent. Hand-crafted features were employed in these works to optimise the rate quality performance. In contrast, in ViSTRA3, we introduce a Quantisation-Mode Optimisation (QMO) module to determine the optimal parameter adaptation mode, taking account of input content characteristics and quantisation level.

In the QMO module, a CNN is designed to take five consecutive original video frames and the base quantisation parameter QPbase as the input, and to output a mode decision (M0, M1, M2, M3 or M4). Inspired by the coord-conv trick [26, 27], we create a 2D matrix, each entry of which has the same value as QPbase. This is then concatenated with each input frame as an additional channel. The resulting five 4-channel frames are then processed using the CNN. As shown in Fig. 2, the CNN architecture used here is a simplified version of the 3D ResNet [28], which comprises a series of 3D convolution and ReLU activation layers. In the output stage, the intermediate 3D features are then pooled and processed by the final fully-connected layer, which outputs the mode decision using a softmax function.

We have trained this CNN based on the methodology which has been previously employed in [17], using 200 HD source sequences from the BVI-DVC [21] database. Algorithm 1 describes the training instance generation process for each source sequence in detail, and this produces a total of 512,000 (Xj, Yj) pairs for training the CNN. The target ground truth {Yj} was then converted to one-hot encoded vectors during the training process. The CNN was then trained using cross-entropy loss, formulating mode selection as a multi-class classification problem.
Frame reconstructed by the host decoder, (96,96,3)

Final reconstructed frame, (96,96,3)

Fig. 3: Architecture of the MFRNet for parameter re-sampling. Figure adapted from [11].

Algorithm 1: Training Data Generation for QMO

Input : HD sequence $S$ containing 64 frames
Input : Quantisation parameters $Q = \{22, 27, 32, 37\}$
Input : Adaptation mode $M = \{M0,M1,M2,M3,M4\}$
Output: Training instances $D = \{(X_k, Y_k)_{k=1...2560}\}$

1. Initialise empty collection $D$
2. for $i = 1$ to 64 do
3. Randomly crop a 32-frame sequence $S_{tmp}$ of size $256 \times 256$ from $S$
4. Encode and decode $S_{tmp}$ with VTM 14.0 at each $QP_{base} \in Q$ and obtain an anchor rate-PSNR curve via cubic interpolation
5. foreach $QP_{base} \in Q$ do
6. foreach $M \in M$ do
7. Get $QP$ (w/ offset) based on $QP_{base}$ and $M$
8. Encode and Decode $S_{tmp}$ using mode $M$ at $QP$
9. and get a rate-PSNR point
10. end
11. Compare the 4 rate-PSNR points to the anchor rate-PSNR curve and get the best mode $M_{best}$ for the pair $(S_{tmp}, QP_{base})$
12. Set the ground-truth optimal mode $Y_{tmp} = M_{best}$ for $j = 1$ to 10 do
13. Randomly crop 5-frame sequence $S_j$ from $S_{tmp}$
14. Set $X_j = (S_j, QP_{base})$, $Y_j = Y_{tmp}$
15. Append $(X_j, Y_j)$ to $D$
16. end
17. end
18. end

At the evaluation stage, every 5 consecutive frames are concatenated with the $QP_{base}$ and passed to the CNN to predict an optimal mode. When there is a change of predicted optimal modes during the coding process, we adopted the video segmentation approach similar to [29], where videos are truncated into multiple segments, and each segment with the same optimal mode is encoded separately with an individual mode flag. The flag uses one byte to represent M0, M1, M2, M3 or M4. In order to avoid excessive segmentation (which may lead to performance loss) two criteria are employed for a segmentation:

- Each segment should be at least 1 second in duration.
- The predicted probability (the output of the CNN softmax layer) of the optimal mode must be at least 70%.

These criteria constrain the extent of segmentation, maintaining the distinct characteristics of each segment, and do not introduce extra delay if a Random Access configuration is used.

B. Parameter Restoration Network

For all four adaptation modes other than M0, the reconstructed frames produced by the host decoder are fed into a deep CNN to perform video format restoration (for M1, M2 or M3) or video quality enhancement (for M4). In ViSTRA3, we employ the Multi-level Feature Review Network (MFRNet) [11], which was originally developed for post-processing and in-loop filtering. MFRNet contains multiple Multi-level Feature Review blocks (MFRBs), each of which processes both the main output and high-dimensional features produced by previous blocks. With numerous carefully designed residual connections, MFRNet has been reported to offer greater coding gains compared to other network architectures when used for post-processing and in-loop filtering. Further details on MFRNet can be found in [11].

C. Network Training and Evaluation

The training data for the format restoration network was generated from the 200 HD sequences of the BVI-DVC dataset [21]. For each adaptation mode, all original sequences were encoded using the host encoder (VVC VTM 14.0) at four $QP_{base}$ $(22, 27, 32, 37)$, with the corresponding offset configured for M0, M1, M2, M3 or M4. The Random Access (RA) mode in the Joint Video Exploration Team (JVET) Common Test Conditions (CTC) [30] was used.

This resulted in 16 groups (4 adaptation modes $\times$ 4 QPs) of reconstructed videos, where each group contained 200 compressed sequences. For each group, around 50,000 $96 \times 96$ patches together with their ground truth (original uncompressed patches) counterparts were cropped and selected randomly (with augmentation based on rotation and flips).

All CNN models were trained using a combination of the Laplacian Pyramid loss [31] and $L_1$ loss:

$$\mathcal{L} = 10\mathcal{L}_{lap} + \mathcal{L}_1$$

(1)

in which

$$\left\{ \begin{array}{l} \mathcal{L}_{lap} = \sum_{s=1}^{S} 2^{s-1} \left\| L^s(I_{out}) - L^s(I_{gt}) \right\|_1 \\ \mathcal{L}_1 = \left\| I_{out} - I_{gt} \right\|_1 \end{array} \right.$$  

(2)

where $I_{out}, I_{gt}$ are the network output and ground-truth images respectively, $L^s(\cdot)$ denotes the $s$th level of the Laplacian.
TABLE I: Compression results of the proposed framework integrated with VTM 14.0 in terms of PSNR.

| Anchor         | HM 16.22 | VTM 14.0 |
|----------------|----------|----------|
| Sequence       | BD-rate  | BD-PSNR  | BD-rate  | BD-PSNR  |
| BasketballDrive| -45.5%   | +1.09dB  | -2.8%    | +0.04dB  |
| BQTerrace      | -59.8%   | +0.95dB  | -0.7%    | +0.01dB  |
| Cactus         | -51.8%   | +1.20dB  | -2.0%    | +0.03dB  |
| MarketPlace    | -45.8%   | +1.31dB  | -2.2%    | +0.04dB  |
| RitualDance    | -37.2%   | +1.77dB  | -1.4%    | +0.05dB  |
| Overall        | -48.0%   | +1.26dB  | -1.8%    | +0.03dB  |

TABLE II: Compression results of the proposed framework integrated with VTM 14.0 in terms of VMAF.

| Anchor         | HM 16.22 | VTM 14.0 |
|----------------|----------|----------|
| Sequence       | BD-rate  | BD-VMAF  | BD-rate  | BD-VMAF  |
| BasketballDrive| -45.6%   | +4.34    | -3.5%    | +0.18    |
| BQTerrace      | -64.7%   | +2.33    | -1.2%    | +0.00    |
| Cactus         | -53.8%   | +5.46    | -4.8%    | +0.29    |
| MarketPlace    | -50.3%   | +6.94    | -4.7%    | +0.38    |
| RitualDance    | -39.2%   | +5.64    | -4.9%    | +0.47    |
| Overall        | -50.7%   | +4.94    | -3.8%    | +0.26    |

pyramid of an image with \( S \) being the maximum level. The optimizer used was ADAM \([32]\) with \( \beta_1=0.9 \) and \( \beta_2=0.999 \). The network was trained using a batch size of 16 for 50 epochs with the initial learning rate of 0.0001 halved every 20 epochs. All the source code was implemented in TensorFlow \([33]\). A total of 16 CNNs have been trained and, in the evaluation stage, the corresponding CNN model for the given adaptation mode and \( Q_{P}^{\text{base}} \) is invoked. All training and evaluation were performed on a shared cluster, BlueCrystal \([34]\). Specifically, the computation nodes contain 2.4GHz Intel CPUs and NVIDIA P100 GPUs.

III. RESULTS AND DISCUSSION

Our integrated coding framework has been evaluated on the five HD sequences in JVET CTC for the evaluation experiment. We have included two anchor codecs for benchmarking the proposed coding algorithm: HEVC HM 16.22 and VVC VTM 14.0. While VTM was used as an anchor because it is the host codec of ViSTRA3, HM was also compared against for reference. During evaluation, the Random Access configuration was employed for both codecs with four \( Q_{P}^{\text{base}} \) values 22, 27, 32 and 37. Different offsets were applied in ViSTRA3 according to the selected adaptation mode (as described in Section II).

The rate-quality performance of ViSTRA3 is compared to anchor codecs based on Peak Signal-to-Noise Ratio (PSNR) and the Bjøntegaard delta measurements (BD-rate and BD-

\[
\text{PSNR}_{YUV} = \frac{6 \times \text{PSNR}_Y + \text{PSNR}_U + \text{PSNR}_V}{8}
\]

TABLE III: Computational Complexity of ViSTRA3.

| Anchor         | HM 16.22 | VTM 14.0 |
|----------------|----------|----------|
| Sequence       | Encoder  | Decoder  | Encoder  | Decoder  |
| Average        | 1004%    | 9630%    | 102%     | 6485%    |

To further provide more accurate prediction of perceptual quality \([35]\), an additional quality metric, Video Multimethod Assessment fusion (VMAF) \([22]\), has been employed here. Table I and II summarises the coding performance of our proposed framework against the two anchor codecs on the five HD test sequences in JVET-CTC. It can be observed that ViSTRA3 offers significant coding gains over HM 16.22, with average BD-rates of -48.0% and -50.7% for PSNR and VMAF respectively. When VTM is used as the benchmark, ViSTRA3 again achieves consistent bit rate savings on all evaluated sequences, with overall BD-rate figures of -1.8% and -3.8% for these two metrics.

The complexity of the proposed framework was also compared against the two anchor codecs, with results shown in Table III. The decoding complexity of ViSTRA3 is much higher than the original HM and VTM due to the use of CNN for format restoration and quality enhancement. The encoder complexity is similar to VTM and higher than HM, and this is because of the employment of VTM 14.0 as the host encoder.

IV. CONCLUSION

In this paper, a new video compression framework, ViSTRA3, has been proposed which exploits parameter adaptation and post-processing. ViSTRA3 supports intelligent mode optimisation, which maximises overall rate-quality performance. Mode optimisation is performed using an efficient 3D CNN which extracts spatio-temporal features from the input video and then predicts the optimal video parameters for encoding. At the decoder, an advanced CNN architecture, MFRNet, was employed to restore original parameters and further improve video quality. Quantitative results on the JVET-CTC test sequences show that ViSTRA3 achieves 48.0% and 1.8% overall coding gains (based on PSNR) over HEVC and VVC anchors respectively.
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