We provide a self-consistent extension of the Lorentz reciprocity theorem and the Poynting theorem for media possessing electric and magnetic dipolar and quadrupolar responses related to electric and magnetic fields and field gradients thus corresponding to weak spatial dispersion. Using these two theorems, we respectively deduce the conditions of reciprocity and gainlessness and losslessness that apply to the various tensors mediating the interactions of these multipole moments and the associated fields and field gradients. We expect that these conditions will play an essential role in developing advanced metamaterial modeling techniques that include quadrupolar and spatially dispersive responses.

I. INTRODUCTION

The expansion of the electromagnetic fields induced by charges and current distributions in terms of multipolar moments plays an essential role in studying the interactions of light with matter [1, 2]. It has been widely used, for instance, in the electromagnetic characterizations of cubic and nonmagnetic crystals [3, 5] and the studies of optical effects such as optical activity and circular birefringence in chiral media [6]. Historically, these studies have shown that, while dipolar approximations may be sufficient in some cases, it is often necessary to extend the multipolar expansion to higher order terms, such as quadrupoles or even octupoles, in order to properly assess the electromagnetic properties of the considered structures and model their optical response [4, 6].

In more recent years, we have witnessed the advances in the field of metamaterials and metasurfaces research that have led to a myriad of concepts and applications [7–12]. In the case of metasurfaces, most of the design and modeling techniques that pertain to their synthesis and analysis are almost entirely based on dipolar approximations, since the scattering particles that compose them are small enough compared to the wavelength such that dipolar approximations are sufficient to model their responses [13–15]. However, the extreme number of degrees of freedom enabled by the ability to engineer the metasurface scattering particles may be leveraged to induce non-negligible higher order multipolar components for additional field control capabilities, the necessity to control the angular scattering response of metasurfaces for analog signal processing and the fact that dielectric metasurfaces are composed of dielectric resonators that are electrically large enough to exhibit at least electric quadrupolar responses prompt the need to improve the existing multipolar techniques by including higher order multipolar components [16–25].

However, the theoretical expressions derived in [11–15, 26] have been limited to rather few multipole moments and related field interactions. Moreover, in these studies, the permutation symmetries that are associated to quadrupolar components, and which correspond to reciprocity conditions, have only been derived based on quantum mechanical concepts [11, 15, 25].

In this work, we shall overcome these limitations by providing a multipolar expansion that includes electric and magnetic dipolar and quadrupolar moments with components related to the electric and magnetic fields as well as their first order derivatives. Additionally, we also provide the permutation symmetries that are associated to reciprocity and energy conservation based on a purely electromagnetic derivation of the Lorentz reciprocity theorem and the Poynting theorem.

For self-consistency, we shall first review the fundamental concepts of the theory of multipoles and that of spatial dispersion in Secs. II.1 and II.2 respectively. Next, we derive the Lorentz reciprocity theorem in Sec. III from which we derive the associated conditions of reciprocity. Then, in Sec. IV we derive the Poynting theorem and deduce the conditions of gainlessness and losslessness, and finally conclude in Sec. V.

II. THEORETICAL BACKGROUND

II.1. Theory of Multipoles

The electric and magnetic responses of a material or a medium are conventionally expressed in terms of constitutive relations [27, 28]. In this work, we will consider that these constitutive relations are given by $D$ and $B$ as functions of $E$ and $H$, as it is particularly well-suited for the study of spatially dispersive metamaterials [18, 20, 29]. These relations are generally derived from a multipolar expansion of the current density induced in the material [27, 30]. For completeness, we next provide a brief derivation of this multipolar expansion. We emphasize that several fundamental concepts related to the theory of multipoles are purposefully omitted in the upcoming discussion for briefness and we direct the interested readers to the extensive explanations provided in [11, 20, 29, 30].

The typical procedure to expand the electric current
density $\mathbf{J}$ in terms of multipoles is to start from the definition of the vector potential $\mathbf{A}$ from which the magnetic field is defined as $\mathbf{B} = \nabla \times \mathbf{A}$ and that is given by [27, 30]

$$A(r) = \frac{\mu_0}{4\pi} \int \frac{J(r')}{|r-r'|} dV',$$

(1)

where $k = 2\pi/\lambda_0$ and the time-harmonic $e^{j\omega t}$ is assumed but omitted throughout [31]. Using a Taylor expansion [32], the free-space Green function in [1] is expanded into

$$\frac{e^{-jk|r-r'|}}{|r-r'|} = \sum_{n=0}^{\infty} \frac{1}{n!} (-\nabla' \cdot \nabla)^n \frac{e^{-kr}}{r}.$$

(2)

Substituting (2), truncated at $n = 2$, into (1) yields [30]

$$A(r) = \frac{\mu_0}{4\pi} \left[ \left( \int J(r') dV' \right) - \frac{1}{2} \left( \int J(r')r' dV' \right) \cdot \nabla + \frac{1}{2} \left( \int J(r')r' dV' \right) \cdot \nabla \right] \frac{e^{-kr}}{r}.$$

We next highlight the fact that the dyadic defined by $J(r')r'$ in (3) may be decomposed into symmetric and antisymmetric parts respectively as

$$J(r')r' = \frac{1}{2} [J(r')r' + r'J(r')] + \frac{1}{2} [J(r')r' - r'J(r')]$$

(4)

which plays an important role in simplifying (3) for the following steps.

The integrals in brackets in (3) can now be individually associated to specific multipole moments. By using (1), we thus define the electric dipole $\mathbf{p}$, the magnetic dipole $\mathbf{m}$, the electric quadrupole $\mathbf{Q}$, and the magnetic quadrupole $\mathbf{\overline{Q}}$ as [31, 26]

$$p_i = \frac{1}{j\omega} \int J_i dV,$$

$$m_i = \frac{1}{2} \int (r \times J)_i dV,$$

$$q_{ij} = \frac{1}{j\omega} \int J_ir_ j + J_jr_i dV,$$

$$s_{ij} = \frac{2}{3} \int (r \times J)_i r_j dV,$$

(5a, 5b, 5c, 5d)

where the Einstein summation convention over repeated indices is assumed. Note that the term $J(r')r'$ in (3) is conventionally split into the magnetic quadrupole moment $s_{ij}$ and into the electric octupole moment, which is intentionally omitted here.

We are next interested in the case of a bulk homogeneous medium assumed to be of infinite extent that, when excited by an electromagnetic field, exhibits a given distribution of current density. This bulk medium may be decomposed into deeply subwavelength subvolumes [33], of volume $V_{sub}$, for which we may individually compute the corresponding multipole moments by evaluating the integrals in (5) over $V_{sub}$.

We may now express the distribution of current density of the bulk medium in terms of the multipole moments as [11, 26, 29, 30]

$$J = j\omega \mathbf{P} + \nabla \times \mathbf{M} - \frac{j\omega}{2} \nabla \cdot \overline{Q} - \frac{1}{2} \nabla \times (\nabla \cdot \mathbf{\overline{Q}}),$$

(6)

where $\mathbf{P} = \mathbf{p}/V_{sub}$, $\mathbf{M} = \mathbf{m}/V_{sub}$, $\overline{Q} = \mathbf{q}/V_{sub}$ and $\mathbf{\overline{Q}} = \mathbf{q}/V_{sub}$ are spatially varying functions corresponding to dipolar and quadrupolar densities.

The constitutive relations of that medium may now be derived by considering the frequency-domain Maxwell equations, expressed in terms of the fundamental fields $\mathbf{E}$ and $\mathbf{B}$ [27], given by

$$\nabla \times \mathbf{E} = -j\omega \mathbf{B},$$

$$\nabla \times \mathbf{B} = \mu_0 (\mathbf{J} + j\omega\varepsilon_0 \mathbf{E}).$$

(7a, 7b)

Substituting (6) into (7b) and re-arranging the terms, yields

$$\nabla \times \left( \mu_0^{-1} \mathbf{B} - \mathbf{M} + \frac{1}{2} \nabla \cdot \mathbf{\overline{Q}} \right) = j\omega \left( \varepsilon_0 \mathbf{E} + \mathbf{P} - \frac{1}{2} \nabla \cdot \overline{Q} \right).$$

(8)

We may now associate the first bracket in (8) to $\mathbf{H}$ and the second one to $\mathbf{D}$ as

$$\mathbf{D} = \varepsilon_0 \mathbf{E} + \mathbf{P} - \frac{1}{2} \nabla \cdot \overline{Q},$$

$$\mathbf{H} = \mu_0^{-1} \mathbf{B} - \mathbf{M} + \frac{1}{2} \nabla \cdot \mathbf{\overline{Q}}.$$

(9a, 9b)

Since, in this work, we are interested in expressing the constitutive relations in terms of $\mathbf{D}$ and $\mathbf{B}$, we deduce from (9) that the constitutive relations may be alternatively expressed as

$$\mathbf{D} = \varepsilon_0 \mathbf{E} + \mathbf{P} - \frac{1}{2} \nabla \cdot \overline{Q},$$

$$\mathbf{B} = \mu_0 \left( \mathbf{H} + \mathbf{M} - \frac{1}{2} \nabla \cdot \mathbf{\overline{Q}} \right),$$

(10a, 10b)

which we will now use as the de facto constitutive relations for the upcoming derivations.

II.2. Spatial Dispersion

Spatial dispersion describes the spatially nonlocal nature of electromagnetic material responses [26, 32]. It implies, for instance, that the electric current density $\mathbf{J}$ may be expressed as the convolution of an exciting electric field $\mathbf{E}$ with the current response of the material $\mathbf{\overline{K}}$ as [26, 34]

$$\mathbf{J}(r) = \int \mathbf{\overline{K}}(r - r') \cdot \mathbf{E}(r') dV'.$$

(11)

We shall now approximate this expression by expanding the electric field as [33]

$$\mathbf{E}(r') = \mathbf{E}(r) + (r' - r) \cdot \nabla \mathbf{E}(r) + \frac{1}{2} [(r' - r) \cdot \nabla]^2 \mathbf{E}(r).$$

(12)
which, upon insertion in [11], yields [1] [26] [29] [30]

$$J_i = b_{ij} E_j + b_{ijk} \nabla_k E_j + b_{ijkl} \nabla_l \nabla_k E_j,$$  \hspace{1cm} (13)

where the rank-2 tensor $b_{ij} = \int \mathcal{K}(r - r')dV'$, the rank-3 tensor $b_{ijk} = \int \mathcal{K}(r - r')(r' - r)dV'$, and so on. Expression (13) shows that the induced current is non-locally related to the exciting electric field via its spatial derivatives, which is the origin of spatial dispersion. This ultimately leads to material parameters that depend on the direction of wave propagation [26][29].

It is particularly important to note that the terms related to the derivatives of the electric field in (13) may be transformed to make the magnetic field $H$ appear. Indeed, consider, for instance, the second term on the right-hand side of (13), which may be split into symmetric and antisymmetric parts as $b_{ijk} = b_{ijk}^{\text{sym}} + b_{ijk}^{\text{asym}}$. Then, considering that an antisymmetric third-rank tensor may be represented by a second-rank pseudotensor implying the dual quantity $b_{ijk}^{\text{asym}} \propto \varepsilon_{ijk} g_{il} [26]$, where $\varepsilon_{ijk}$ is the Levi-Civita symbol and $g_{ij}$ is a second-rank tensor, we obtain

$$b_{ijk} \nabla_k E_j = \left( b_{ijk}^{\text{sym}} + b_{ijk}^{\text{asym}} \right) \nabla_k E_j,$$

$$= \left( b_{ijk}^{\text{sym}} + \frac{j}{\omega \mu_0} \varepsilon_{ijk} g_{il} \right) \nabla_k E_j,$$

$$= b_{ijk}^{\text{sym}} \nabla_k E_j + g_{ij} H_j,$$  \hspace{1cm} (14)

where we have used the fact that in vacuum [7a], may, using $\mathbf{B} = \mu_0 \mathbf{H}$, be written as $\varepsilon_{ijk} \nabla_k E_j = -j\omega \mu_0 H_l$. Relation (14) shows that the dependence of $\mathbf{J}$ on the magnetic field is on the same order as its dependence on the first order derivative of the electric field. Similarly, the last term in (13) may be transformed into two terms, one related to the first derivative of $\mathbf{H}$ and one to the second derivative of $\mathbf{E}$ [26].

From a general perspective, the convolution (11) and its expansion (13) may also be performed for any of the multipole moments in [3] [13] [26]. Accordingly, we now expand these quantities in terms of the electric field, the magnetic field and their first order derivatives, which leads to

$$\begin{pmatrix} P_i \\ M_i \\ Q_{il} \\ S_{il} \end{pmatrix} \rightarrow \mathbb{\bar{X}} \cdot \begin{pmatrix} E_j \\ H_j \\ \nabla_k E_j \\ \nabla_k H_j \end{pmatrix},$$  \hspace{1cm} (15)

where the hypersusceptibility tensor $\mathbb{\bar{X}}$ is given by

\[
\begin{pmatrix}
\varepsilon_0 \chi_{ee,ij} & \frac{1}{\varepsilon_0} \chi_{em,ij} & \frac{1}{\varepsilon_0} \chi_{ee,ijkl} & \frac{1}{\varepsilon_0 \varepsilon_0} \chi_{mm,ij} \\
\frac{1}{\varepsilon_0} \chi_{me,ij} & \chi_{mm,ij} & \frac{1}{\varepsilon_0} \chi_{me,ijkl} & \frac{1}{\varepsilon_0 \varepsilon_0} \chi_{mm,ijkl} \\
\frac{1}{\varepsilon_0} Q_{ee,ij} & \frac{1}{\varepsilon_0} Q_{em,ij} & \frac{1}{\varepsilon_0} Q_{ee,ijkl} & \frac{1}{\varepsilon_0 \varepsilon_0} Q_{mm,ijkl} \\
\frac{1}{\varepsilon_0} S_{me,ilj} & \frac{1}{\varepsilon_0} S_{mm,ilj} & \frac{1}{\varepsilon_0} S_{me,ijkl} & \frac{1}{\varepsilon_0 \varepsilon_0} S_{mm,ijkl}
\end{pmatrix}
\]  \hspace{1cm} (16)

Note that we have normalized each tensor in (16) so as to be dimensionless. As can be seen, we retrieve the conventional bianisotropic susceptibility tensors $\bar{\chi}_{ee}$, $\bar{\chi}_{mm}$, $\bar{\chi}_{em}$, and a plethora of other terms relating the fields and their gradient to dipolar and quadrupolar responses.

The hypersusceptibility tensor $\mathbb{\bar{X}}$ in (15) contains a total number of 576 components. However, several of these components are not independent from each other. Indeed, inspecting the definition of the electric quadrupole moment in [35] reveals that $Q_{ij} = Q_{ji}$, which directly implies that

$$Q_{ee,ijkl} = Q_{ee,jilk} \quad \text{and} \quad Q_{em,ijkl} = Q_{em,jilk}. \hspace{1cm} (17)$$

Additionally, we know that the tensors in (16), which are related to the derivative of the electric field, are symmetric, as demonstrated in (14). This results in the mutability of their two last indices and thus implies that

$$\chi_{ee,ijk} = \chi_{ee,ikj} \quad \text{and} \quad \chi_{me,ijk} = \chi_{me,ikj}. \hspace{1cm} (18)$$

The tensor $Q_{ee,ijkl}$ combines both the symmetry of $Q_{ij}$, which affects its two first indices, and the permutation symmetry of its two last indices due to the fact that it is related to a derivative of the electric field, we thus have that

$$Q_{ee,ijkl} = Q_{ee,jikl} = Q_{ee,jikl} = Q_{ee,jikl}. \hspace{1cm} (19)$$

Since there is no symmetry associated with the magnetic quadrupole $\mathbb{\bar{S}}$ or with the derivative of $\mathbf{H}$, the tensors $Q_{em,ijkl}$ and $S_{me,ijkl}$ only exhibit the partial permutation symmetries

$$Q_{em,ijkl} = Q_{em,jikl} \quad \text{and} \quad S_{me,ijkl} = S_{me,jikl}, \hspace{1cm} (20)$$

whereas the tensors $\chi_{em,ijkl}$, $\chi_{mm,ijkl}$, $S_{me,ijkl}$, $S_{mm,ijkl}$ and $S_{mm,ijkl}$ exhibit no permutation symmetry at all. Taking into account all of these permutation symmetries, the number of independent components in $\mathbb{\bar{X}}$ is reduced to 420. Note that we are considering that the quadrupolar tensors are expressed in their primitive form implying that the electric quadrupole is symmetric but not traceless and the magnetic quadrupole is traceless but has not been symmetrized. If the irreducible (traceless and symmetrized) moments were considered instead of the primitive ones, then the number of independent elements would be smaller [1]. In addition to the symmetries of the multipolar tensors, one should also take into account the symmetries of the material under consideration such as, for instance, the internal atomic symmetries of crystals [2] or, in the case of a metamaterial structure, the symmetries of its constitutive scattering particles [37]. These symmetries that are associated with the physical structure itself would further reduce the number of independent hypersusceptibility components in (16).

### III. Lorentz Reciprocity Theorem

We shall now investigate the reciprocal properties of the tensors $\mathbb{\bar{X}}$ and derive the associated reciprocity conditions that apply to its various subtensors. For this
purpose, we start from the definition of electromagnetic reaction given by \[38\]

\[
\langle a, b \rangle = \int E^a \cdot J^bdV, \tag{21}
\]

which results from the interaction of a source \(a\) with a current distribution \(J^a\) producing the field \(E^a\) acting, within the volume \(V\), on a source \(b\) with current distribution \(J^b\) and electric field \(E^b\), as illustrated in Fig. 1.

The Lorentz reciprocity theorem then states that the medium contained in \(V\) is reciprocal if \[28, 39, 40\]

\[
\langle a, b \rangle = \langle b, a \rangle. \tag{22}
\]

Substituting \[21\] into \[22\] and using \(J = \nabla \times H - j\omega D\) from Maxwell equations along with \[7a\], yields, after rearranging the terms, the equality \[28, 39, 40\]

\[
\langle a, b \rangle - \langle b, a \rangle = \int E^a \cdot J^bdV - \int E^b \cdot J^adV
\]

\[
= \int [j\omega (E^b \cdot D^a - E^a \cdot D^b + H^a \cdot B^b - H^b \cdot B^a) + \nabla \cdot (H^b \times E^a - H^a \times E^b)] dV = 0 \tag{23}
\]

This expression, combined with the constitutive relations \[10\], may now be used to derive the sought after reciprocity conditions. To do so, we next substitute \[10\] into \[23\] and purposefully ignore the trivial responses related to \(D = \varepsilon_0 E\) and \(B = \mu_0 H\) and only concentrate on the dipolar and quadrupolar terms for convenience. We also use the following identities to simplify the quadrupolar expressions \[19\]

\[
E^u \cdot (\nabla \cdot \bar{Q}^v) = \nabla \cdot (\bar{Q}^v \cdot E^u) - \sum_i \hat{u}_i \cdot \bar{Q}^v \cdot \nabla_i E^u, \tag{24a}
\]

\[
H^u \cdot (\nabla \cdot \bar{S}^v) = \nabla \cdot (\bar{S}^v \cdot H^u) - \sum_i \hat{u}_i \cdot \bar{S}^v \cdot \nabla_i H^u, \tag{24b}
\]

where \(u, v = \{a, b\}\) and \(\hat{u}_1 = \hat{x}, \hat{u}_2 = \hat{y}\) and \(\hat{u}_3 = \hat{z}\). Note that the relations in \[24\] correspond to the application of the Leibniz rule defined as \(\nabla_j (E_i Q_{ij}) = E_i (\nabla_j Q_{ij}) + (\nabla_j E_i) Q_{ij}\).

Next, we apply the divergence theorem to the resulting expression and, after rearranging the terms, obtain

\[
\frac{1}{2} \int \left( 2H^b \times E^a - 2H^a \times E^b + \bar{Q}^b \cdot E^a - \bar{Q}^a \cdot E^b - \mu_0 \bar{S}^b \cdot H^a + \mu_0 \bar{S}^a \cdot H^b \right) \cdot dS + j\omega \int \left( E^b \cdot P^a - \frac{1}{2} \sum_i \hat{u}_i \cdot \bar{Q}^a \cdot \nabla_i E^a - E^a \cdot P^b + \frac{1}{2} \sum_i \hat{u}_i \cdot \bar{S}^a \cdot \nabla_i E^b + \mu_0 H^a \cdot M^b - \frac{\mu_0}{2} \sum_i \hat{u}_i \cdot \bar{S}^a \cdot \nabla_i H^b - \mu_0 H^b \cdot M^a + \frac{\mu_0}{2} \sum_i \hat{u}_i \cdot \bar{S}^b \cdot \nabla_i H^a \right) dV = 0. \tag{25}
\]

Since the surface integral in \[25\] vanishes when taking the surface \(S\) to infinity \[19, 28, 39, 40\], we next concentrate our attention only on the volume integral. Substituting \[15\] into the integrand of this volume integral, rearranging the terms and keeping only those that are
not redundant for briefness, we obtain

\[
\int \left[ \epsilon_0 E_i^b \left( \chi_{ee,ij} - \chi_{ee,ji} \right) E_j^a - \mu_0 \frac{4k_0}{k_0} \left( S'_{mm,ijkl} - S'_{mm,ijkl} \right) \nabla_i H_k^a \nabla_j H_i^b + \mu_0 H_j^b \left( \chi_{mm,ij} - \chi_{mm,ji} \right) H_i^b - \frac{1}{4c_0k_0^2} \left( Q'_{em,ijkl} + S'_{me,ijkl} \right) \nabla_i E_k^a \nabla_j E_i^b + \frac{\epsilon_0 E_k^b \left( \chi_{ee,kji} - Q_{ee,ijk} \right) \nabla_i E_j^a - \frac{1}{2c_0k_0^2} H_k^b \left( \chi'_{em,kji} + Q_{em,ijk} \right) \nabla_i E_j^a + \frac{\mu_0}{2c_0k_0^2} H_k^b \left( \chi'_{mm,kji} - S_{mm,ijk} \right) \nabla_i H_j^a - \frac{\epsilon_0}{4k_0^2} \left( Q'_{ee,klij} - Q'_{ee,kjli} \right) \nabla_i E_k^a \nabla_j E_i^b + \frac{1}{\epsilon_0} \left( \chi_{em,ij} + \chi_{me,ji} \right) H_j^a \right] dV = 0.
\]

This equation allows us to straightforwardly deduce the reciprocity conditions that the subtensors in $\mathbf{R}$ must satisfy. Indeed, since (26) must be zero far any field value, the brackets in (26) must individually be equal to zero. This directly leads to the conventional reciprocity conditions for bianisotropic media, which are given by [28, 39, 40]

\[
\chi_{ee,ij} = \chi_{ee,ji}, \quad \chi_{mm,ij} = \chi_{mm,ji}, \quad \chi_{em,ij} = -\chi_{me,ji},
\]

(27)

The reciprocity conditions connecting the dipolar susceptibilities, related to field gradients, to the quadrupole components, related to the fields, are [3, 26]

\[
\chi'_{ee,kji} = Q_{ee,ijk}, \quad \chi'_{mm,kji} = S_{mm,ijk}, \quad \chi'_{em,ki} = -S_{me,ijk}, \quad \chi'_{me,ki} = -Q_{em,ijk},
\]

(28)

and those applying to the quadrupole components related to the field derivatives read [2, 26]

\[
Q'_{ee,klij} = Q'_{ee,kjli}, \quad Q'_{em,ijkl} = -S'_{me,ijkl}, \quad S'_{mm,ijkl} = S'_{mm,ijkl},
\]

(29)

Combining all permutation symmetries obtained in Sec. II.2 with those from reciprocity reduces the number of independent components in $\mathbf{R}$ to 210.

**IV. POYNTING THEOREM**

We shall now derive the conditions of gainelessness and losslessness applying to the subtensors of $\mathbf{R}$ and that can be obtained from the Poynting theorem [39]. The Poynting theorem may be derived by starting from the time-domain Maxwell equation

\[
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}, \quad \nabla \times \mathbf{H} = \frac{\partial \mathbf{D}}{\partial t},
\]

(30a, 30b)

and then subtracting (30a), pre-multiplied by $\mathbf{E}$, to (30a), pre-multiplied by $\mathbf{H}$, which yields

\[
\nabla \cdot \mathbf{S} = -\mathbf{E} \cdot \frac{\partial \mathbf{D}}{\partial t} - \mathbf{H} \cdot \frac{\partial \mathbf{B}}{\partial t}.
\]

(31)

where $\mathbf{S} = \mathbf{E} \times \mathbf{H}$ is the Poynting vector.

We next develop the two terms on the right-hand side of (31). For brevity, we concentrate our attention only on the first term, which may be split into two equal parts and transformed, using (10a), into

\[
\mathbf{E} \cdot \frac{\partial \mathbf{D}}{\partial t} = \frac{1}{2} \left( \mathbf{E} \cdot \frac{\partial \mathbf{D}}{\partial t} + \epsilon_0 \frac{1}{2} \mathbf{E} \cdot \frac{\partial \mathbf{E}}{\partial t} + \frac{1}{2} \mathbf{E} \cdot \frac{\partial \mathbf{P}}{\partial t} - \frac{1}{4} \mathbf{E} \cdot \frac{\partial}{\partial t} \left( \nabla \cdot \mathbf{Q} \right) \right).
\]

(32)

Next, we add the self-canceling terms $\left( \mathbf{P} \cdot \frac{\partial \mathbf{E}}{\partial t} - \mathbf{P} \cdot \frac{\partial \mathbf{E}}{\partial t} \right)/2$ and $\left( \nabla \cdot \mathbf{Q} \right) \cdot \frac{\partial \mathbf{E}}{\partial t} - \left( \nabla \cdot \mathbf{Q} \right) \cdot \frac{\partial \mathbf{E}}{\partial t}/4$ to (32) and combine together terms that are similar to each other, to obtain

\[
\mathbf{E} \cdot \frac{\partial \mathbf{D}}{\partial t} = \frac{1}{2} \frac{\partial}{\partial t} \left( \mathbf{E} \cdot \mathbf{D} \right) + \frac{1}{2} \left( \mathbf{E} \cdot \frac{\partial \mathbf{P}}{\partial t} - \mathbf{P} \cdot \frac{\partial \mathbf{E}}{\partial t} \right) + \frac{1}{4} \left( \nabla \cdot \mathbf{Q} \right) \cdot \frac{\partial \mathbf{E}}{\partial t} - \mathbf{E} \cdot \frac{\partial}{\partial t} \left( \nabla \cdot \mathbf{Q} \right).
\]

(33)

By the same token, we transform the term $\mathbf{H} \cdot \frac{\partial \mathbf{B}}{\partial t}$ in (31), which we then substitute, along with (33), into (31) yielding

\[
\frac{\partial w}{\partial t} + \nabla \cdot \mathbf{S} = -\frac{1}{2} \left( \mathbf{E} \cdot \frac{\partial \mathbf{P}}{\partial t} - \mathbf{P} \cdot \frac{\partial \mathbf{E}}{\partial t} \right) - \frac{1}{4} \left( \nabla \cdot \mathbf{Q} \right) \cdot \frac{\partial \mathbf{E}}{\partial t} - \mathbf{E} \cdot \frac{\partial}{\partial t} \left( \nabla \cdot \mathbf{Q} \right) - \frac{\mu_0}{2} \left( \mathbf{H} \cdot \frac{\partial \mathbf{M}}{\partial t} - \mathbf{M} \cdot \frac{\partial \mathbf{H}}{\partial t} \right) - \frac{\mu_0}{4} \left( \nabla \cdot \mathbf{S} \right) \cdot \frac{\partial \mathbf{H}}{\partial t} - \mathbf{H} \cdot \frac{\partial}{\partial t} \left( \nabla \cdot \mathbf{S} \right),
\]

(34)

where

\[
w = \frac{1}{2} \left( \mathbf{E} \cdot \mathbf{D} + \mathbf{H} \cdot \mathbf{B} \right).
\]

(35)

Relation (34) along with (35) constitute the instantaneous Poynting theorem in the presence of electric and magnetic dipoles and quadrupoles.

We next assume time-harmonic fields, which transforms the time derivatives in (34) into $\partial/\partial t \rightarrow j \omega$, and take the time-average counterpart [42] of (34) to obtain

\[
\nabla \cdot \langle \mathbf{S} \rangle = \frac{\omega}{8} \text{Im} \left[ 2 \mathbf{E}^* \cdot \mathbf{P} - 2 \mathbf{P}^* \cdot \mathbf{E} + \left( \nabla \cdot \mathbf{Q} \right)^* \cdot \mathbf{E} - \mathbf{E}^* \cdot \left( \nabla \cdot \mathbf{Q} \right) + 2 \mu_0 \left( \mathbf{H}^* \cdot \mathbf{M} - \mathbf{M}^* \cdot \mathbf{H} \right) + \mu_0 \left( \nabla \cdot \mathbf{S} \right)^* \cdot \mathbf{H} - \mu_0 \mathbf{H}^* \left( \nabla \cdot \mathbf{S} \right) \right].
\]

(36)
where \((\partial \mathbf{u} / \partial t) = 0\). Finally, we integrate (36) over a volume \(V\) and simplify the resulting expression using the identities (24) with \(u, v = \{^*, \}\), e.g. \(u\) corresponds to the complex conjugate operation while \(v\) performs no operation, and vice versa and, noting that \((\nabla \cdot \mathbf{A})^* = \nabla \cdot \mathbf{A}^\dagger\), with \(\mathbf{A} = \{\mathbf{S}, \mathbf{Q}\}\), we obtain

\[
\int \langle \mathbf{S} \rangle \cdot d\mathbf{S} = \frac{\omega}{8} \text{Im} \left[ \int \left( \begin{array}{l}
\mathbf{S} \cdot \mathbf{H} - \mu_0 \mathbf{S} \cdot \mathbf{H}^* \\mathbf{E} - \mathbf{Q} \cdot \mathbf{E}^* + \mu_0 \mathbf{Q} \cdot \mathbf{E}^* + \\
2 \mathbf{E} \cdot \mathbf{P} + \sum \mathbf{u}_i \cdot \mathbf{Q}^\dagger \cdot \nabla_i \mathbf{E} - \\
2 \mathbf{E} \cdot \mathbf{P}^\dagger + \sum \mathbf{u}_i \cdot \mathbf{Q} \cdot \nabla_i \mathbf{E}^* + \\
2 \mu_0 \mathbf{H} \cdot \mathbf{M} - \mu_0 \sum \mathbf{u}_i \cdot \mathbf{S} \cdot \nabla_i \mathbf{H} - \\
2 \mu_0 \mathbf{H} \cdot \mathbf{M}^\dagger + \mu_0 \sum \mathbf{u}_i \cdot \mathbf{S}^\dagger \cdot \nabla_i \mathbf{H}^* \end{array} \right) \right) dV.
\]

Now, for the same reason mentioned in Sec. [III], the surface integral on the right-hand side of (37) vanishes when \(S\) is taken to infinity. The conditions of gainlessness and losslessness are now obtained from the integrand of the volume integral in (37) knowing that it must be zero since, to satisfy energy conservation, all the energy entering the volume \(V\) must leave it, i.e., \(\oint \langle \mathbf{S} \rangle \cdot d\mathbf{S} = 0\), as illustrated in Fig. [2].

After substituting (15) into (37) and selecting the terms that must cancel each other as in (26), we obtain the desired conditions for bianisotropic media as

\[
\chi_{ee,ij} = \chi_{ee,ji}, \quad \chi_{mm,ij} = \chi_{mm,ji}, \quad \chi_{em,ij} = \chi_{me,ji}.
\]

The conditions applying to the third-rank tensors are then given by

\[
\chi'_{ee,kji} = \chi_{ee,ijk}, \quad \chi'_{mm,kji} = S'_{mm,ijk}, \quad \chi_{em,kji} = S_{em,ijk}, \quad \chi_{me,kji} = Q_{em,ijk},
\]

whereas those for the fourth-rank tensors read

\[
Q'_{ee,klji} = Q_{ee,ijkl}, \quad S'_{mm,klji} = S_{mm,ijkl}, \quad Q_{em,klji} = S_{em,ijkl}.
\]

Comparing relations (38), (39) and (40) to the reciprocity conditions (27), (28) and (29) reveals that these two sets of conditions are almost identical to each other. Indeed, the relations deduced from the Poynting theorem do not imply additional permutation symmetries compared to those already provided by the reciprocity conditions. Instead, they require some tensors to be purely real and some others to be purely imaginary for the medium to satisfy energy conservation.

V. CONCLUSIONS

We have provided a self-consistent and purely electromagnetic derivation of the Lorentz and Poynting theorems, and have deduced the associated conditions of reciprocity and gainlessness and losslessness, in the presence of electric and magnetic quadrupolar responses expressed in terms of fields and field gradients. We expect that these conditions will be especially useful for the development of advanced metamaterial and metasurface modeling techniques requiring the presence of quadrupolar responses.

ACKNOWLEDGEMENTS

We gratefully acknowledge funding from the European Research Council (ERC-2015-AdG-695206 Nanofactory).

[1] R. E. Raab and O. L. De Lange, *Multipole Theory in Electromagnetism: Classical, Quantum, and Symmetry Aspects, with Applications*, Oxford Science Publications No. 128 (Clarendon Press ; Oxford University Press, Oxford : New York, 2005).

[2] V. M. Agranovich and V. Ginzburg, *Crystal optics with spatial dispersion, and excitons*, Vol. 42 (Springer Science & Business Media, 2013).

[3] E. Graham and R. Raab, Light propagation in cubic and other anisotropic crystals, Proceedings of the Royal Society of London. Series A: Mathematical and Physical Sciences 430, 593 (1990).

[4] E. B. Graham, J. Pierrus, and R. E. Raab, Multipole moments and Maxwell’s equations, Journal of Physics B:
Atomic, Molecular and Optical Physics 25, 4673 (1992).

[5] E. B. Graham and R. E. Raab, Magnetic effects in antiferromagnetic crystals in the electric quadrupole approximation, Philosophical Magazine B 66, 269 (1992).

[6] R. Raab and J. Cloete, An eigenvalue theory of circular birefringence and dichroism in a non-magnetic chiral medium, Journal of electromagnetic waves and applications 8, 1073 (1994).

[7] N. I. Landy, S. Sajuyigbe, J. J. Mock, D. R. Smith, and W. J. Padilla, Perfect metamaterial absorber, Physical review letters 100, 207402 (2008).

[8] D. Schurig, J. J. Mock, B. Justice, S. A. Cummer, J. B. Pendry, A. F. Starr, and D. R. Smith, Metamaterial electromagnetic cloak at microwave frequencies, Science 314, 977 (2006).

[9] A. V. Kildishev, A. Boltasseva, and V. M. Shalaev, Planar photonics with metasurfaces, Science 339 (2013).

[10] N. Yu and F. Capasso, Flat optics with designer metasurfaces, Nature materials 13, 139 (2014).

[11] M. Chen, M. Kim, A. M. Wong, and G. V. Eleftheriades, Huygens’ metasurfaces from microwaves to optics: A review, Nanophotonics 7, 1207 (2018).

[12] K. Achouri and C. Caloz, Electromagnetic Metasurfaces: Theory and Applications (Wiley-IEEE Press, 2021).

[13] T. Niemi, A. Karilainen, and S. Tretyakov, Synthesis of polarization transformers, IEEE Trans. Antennas Propag. 61, 3102 (2013).

[14] K. Achouri, M. A. Salem, and C. Caloz, General metasurface synthesis based on susceptibility tensors, IEEE Trans. Antennas Propag. 63, 2977 (2015).

[15] A. Epstein and G. Eleftheriades, Passive lossless Huygens metasurfaces for conversion of arbitrary source field to directive radiation, IEEE Trans. Antennas Propag. 62, 5680 (2014).

[16] J. Petschulat, J. Yang, C. Menzel, C. Rockstuhl, A. Chipouline, P. Lalanne, A. Tiennermann, F. Lederer, and T. Pertsch, Understanding the electric and magnetic response of isolated metaatoms by means of a multipolar field decomposition, Optics Express 18, 14454 (2010).

[17] S. Mühlig, C. Menzel, C. Rockstuhl, and F. Lederer, Multipole analysis of meta-atoms, Metamaterials 5, 64 (2011).

[18] S. Varault, B. Rolly, G. Boudarham, G. Demény, B. Stout, and N. Bonod, Multipolar effects on the dipolar polarizability of magneto-electric antennas, Optics express 21, 16444 (2013).

[19] M. G. Silverinsha, Boundary conditions for quadrupolar metamaterials, New Journal of Physics 16, 083042 (2014).

[20] F. Bernal Arango, T. Coenen, and A. F. Koenenderink, Underpinning Hybridization Intuition for Complex Nanoantennas by Magnetoelectric Quadrupolar Polarizability Retrieval, ACS Photonics 1, 444 (2014).

[21] D. J. Cho, F. Wang, X. Zhang, and Y. R. Shen, Contribution of the electric quadrupole resonance in optical metamaterials, Phys. Rev. B 78, 121101(R) (2008).

[22] E. Poutrina and A. Urbas, Multipole analysis of unidirectional light scattering from plasmonic dimers, Journal of Optics 16, 114005 (2014).

[23] V. E. Babicheva and A. B. Evlyukhin, Metasurfaces with Electric Quadrupole and Magnetic Dipole Resonant Coupling, ACS Photonics 5, 2022 (2018).

[24] A. Momeni, H. Rajabalipanah, A. Abdolali, and K. Achouri, Generalized optical signal processing based on multioperator metasurfaces synthesized by susceptibility tensors, Physical Review Applied 11, 064042 (2019).

[25] K. Achouri and O. J. F. Martin, Angular scattering properties of metasurfaces, IEEE Transactions on Antennas and Propagation 68, 432 (2020).

[26] C. Simovski, Composite Media with Weak Spatial Dispersion (CRC Press, 2018).

[27] J. D. Jackson, Classical electrodynamics, 3rd ed. (Wiley, New York, NY, 1999).

[28] J. Kong, Electromagnetic wave theory, A Wiley-Interscience publication (John Wiley & Sons, 1986).

[29] F. Capolino, Theory and phenomena of metamaterials (CRC Press, 2009).

[30] C. H. Papas, Theory of electromagnetic wave propagation (Courier Corporation, 2014).

[31] We emphasize that using $e^{i\omega t}$ or $e^{-i\omega t}$ does not change any of the fundamental reciprocity and gainless/lossless relations that are ultimately obtained throughout.

[32] We use the following definition of the Taylor expansion:

$$f(x) = \sum_{n=0}^{\infty} \frac{1}{n!} (x-a)^n f^{(n)}(a)$$

[33] In the case where the bulk medium is a metamaterial, these subvolumes would correspond to the metamaterial unit cells.

[34] A. Serdiukov, I. Semchenko, S. Tretyakov, and A. Sihvola, Electromagnetics of bi-anisotropic materials - Theory and Application, Vol. 11 (Gordon and Breach science publishers, 2001).

[35] We use the three first terms of the Taylor expansion defined as $f(x) = \sum_{n=0}^{\infty} \frac{1}{n!} [x-a]^n f^{(n)}(a)$. G. B. Arfken and H. J. Weber, Mathematical methods for physicists (1999).

[36] K. Achouri and C. Caloz, Electromagnetic Metasurfaces: Theory and Applications (John Wiley & Sons, 2021).

[37] V. H. Rumsey, Reaction Concept in Electromagnetic Theory, Physical Review 94, 1483 (1954).

[38] E. J. Rothwell and M. J. Cloud, Electromagnetics (CRC press, 2018).

[39] C. Caloz, A. Ali, S. Tretyakov, D. Sounas, K. Achouri, and Z.-L. Deck-Léger, Electromagnetic Nonreciprocity, Physical Review Applied 10, 047001 (2018).

[40] We also use the identity $\nabla \cdot (E \times H) = H \cdot (\nabla \times E) - E \cdot (\nabla \times H)$.

[41] We have used the following procedure to obtain the time-average counterpart of [34]. Consider the time-domain equation $A(t) = B(t) \cdot C(t)$, where $B(t)$ and $C(t)$ are time-harmonic vectors that can be expressed as $B(t) = Re(Re^{j\omega t})$ and $C(t) = Re(Ce^{j\omega t})$. The time-average counterpart of $A(t)$ is now obtained as $\langle A \rangle = \frac{1}{2} Re(B \cdot C)$. 

