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Abstract
The quality of the decisions made by a machine learning model depends on the data and the operating conditions during deployment. Often, operating conditions such as class distribution and misclassification costs have changed during the time since the model was trained and evaluated. When deploying a binary classifier that outputs scores, once we know the new class distribution and the new cost ratio between false positives and false negatives, there are several methods in the literature to help us choose an appropriate threshold for the classifier’s scores. However, on many occasions, the information that we have about this operating condition is uncertain. Previous work has considered ranges or distributions of operating conditions during deployment, with expected costs being calculated for ranges or intervals, but still the decision for each point is made as if the operating condition were certain. The implications of this assumption have received limited attention: a threshold choice that is best suited without uncertainty may be suboptimal under uncertainty. In this paper we analyse the effect of operating condition uncertainty on the expected loss for different threshold choice methods, both theoretically and experimentally. We model uncertainty as a second conditional distribution over the actual operation condition and study it theoretically in such a way that minimum and maximum uncertainty are both seen as special cases of this general formulation. This is complemented by a thorough experimental analysis investigating how different learning algorithms behave for a range of datasets according to the threshold choice method and the uncertainty level.
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1 Introduction

It is now generally recognised in machine learning that optimal decisions depend on an appropriate identification and use of the operating condition surrounding the problem at hand. In classification, the operating condition is usually represented by the class distribution and the costs of misclassification. For instance, an undetected fault (false negative) in a production line can be far more critical than a false alarm (false positive) depending on the kind of product that is been manufactured. In this case, the kind of product, the deadline of the order and other factors determine the operating condition. While in general this operating condition can present itself in many ways, in important cases it can be integrated in the utility function or cost function. If a decision disregards the operating condition then it is very likely to be suboptimal. Conversely, if we predict the class by taking proper account of the operating condition, better decisions can be made.

But when is the operating condition known, and how much is effectively known about it? Sometimes we have this information when we train and test our models, and the operating condition does not change when the model is finally deployed to classify a new case. For instance, in the manufacturing example, if we train and test our models in a production line that always manufactures the same product and deploys the model in this very same line, the operating condition is well known and constant. This is represented by case A in Table 1. On other occasions, “the class distribution and costs can change with time, or [...] the distribution in the datasets used for training and evaluating the classifier may not reflect reality” (Drummond and Holte 2006). For the manufacturing line, this happens when deadlines or products change, but we have perfect information about them and the associated costs when the model is deployed. This is case B in the table. On the other extreme, one can also have a situation where the operating condition may be changing, but we do not know how it changes, as represented by case D. All these cases have been analysed in prior work and approaches to deal with them are readily available, as indicated in the right-most column of the table.

The present paper is about case C, a common situation situated between cases B and D: the operating condition has changed, and we have some (imprecise, uncertain) information about the most likely change. For example, we may have assumed equal misclassification costs when training the classifier, but now we need to handle a situation or operating condition $c$ where false negatives are approximately twice as costly as false positives.

There are two ways of understanding and addressing case C. On the one hand, we can consider a range of operating conditions, e.g., an interval or a distribution, where $c$ would be somewhat in the middle, and calculate the expected cost in this range of scenarios. This “precise information [being] unavailable when the system is run” (Provost and Fawcett 2001) has been considered in the literature under different terms and mechanisms: “imprecise distribution information [defining a] range of slopes” (Provost et al. 1997), “an interval within which he or she is confident” (Adams and Hand 1999) or “uncertain deployment scenarios” (Johnson et al. 2015). However, for each particular operating condition, all these approaches still calculate the threshold as if $c$ were true. On the other hand, we can explicitly model that there is an uncertainty
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Table 1: Four different cases according to changes in the operating condition (o.c.) during deployment and how much is known about this change

| Description                                      | Approaches                                                                 |
|--------------------------------------------------|-----------------------------------------------------------------------------|
| A Perfect knowledge about operating condition during deployment. The o.c. is the same as the one the model was trained with | Cost-sensitive learning, over- and under-sampling, robust methods to class imbalance, etc. (Elkan 2001) |
| B Perfect knowledge about o.c. during deployment. The o.c. changes from the one the model was trained with | Threshold choice using ROC analysis, DEC curves or cost curves. Calibration (Fawcett 2006; Drummond and Holte 2006; Zadrozny and Elkan 2001b) |
| C Uncertain knowledge about o.c. during deployment. The o.c. may change from the one the model was trained with, where some changes are more likely than others | This paper |
| D No knowledge about o.c. during deployment. The o.c. can change from the one the model was trained with in any possible way | Aggregated metrics, such as AUC, Brier score, etc. (Hernández-Orallo et al. 2012; Flach et al. 2011; Zadrozny and Elkan 2001a; Liu et al. 2011) |

around $c$ and make the decision accordingly, which we can then aggregate or not in regions or intervals. In this paper, we address this scenario in a systematic way, modelling the uncertainty of the operating condition explicitly and analysing how to set a threshold optimally according to that uncertainty.

In classification, given case A in Table 1 we do not need the classifier to be very flexible, as we do not have changing conditions. A crisp classifier outputting class labels can suffice. For the other three cases, we need more versatile classifiers, whose predictions can be adjusted. In particular, when we talk about thresholds we are assuming that the models are able to estimate scores for the classes, and we compare these scores against the threshold, so making the predictions of one or the other class more likely. These scores usually represent some kind of confidence on the prediction, which, if well calibrated, matches the probability that an example is of a particular class. For example, in a well-calibrated binary classifier, if we consider the set of instances for which the model predicts scores around 0.8 then approximately 80% of these instances belong to the positive class.

In binary classification, given the true operating condition and a classifier outputting scores for the classes (e.g., probability estimations), we are in case B, for which there are several procedures in the literature to choose the threshold between positive and negative classification. These procedures are known as threshold choice methods. Previous work (Hernández-Orallo et al. 2011, 2012, 2013) has investigated these methods systematically, and the situations in which some are preferable over others. The analysis has also been extended to case D, by studying aggregated metrics of performance, such as the area under the ROC curve or the Brier Score, assuming a uniform distribution of operating conditions, considering this a very entropic situation.
modelling total uncertainty of the operating condition. However, for the common case C in Table 1, we do not know whether these results can be extrapolated—or interpolated between cases B and D. In other words, how do the threshold choice methods behave for case C? This is the main question addressed in this paper.

Using a model of uncertainty based on the Beta distribution, we provide a theoretical analysis, accompanied by graphical illustrations in terms of cost curves, as well as an extensive empirical evaluation, where several threshold choice methods are analysed for varying degrees of uncertainty. Our empirical results demonstrate different behaviours depending on the kind of dataset and the classification technique, with several factors affecting the performance, such as the calibration of the scores, the dataset imbalance, etc. Analysing these two parameters together (threshold choice method and operating condition uncertainty) for the first time suggests their addition as crucial variables in the learning process as well as in model selection procedures.

In summary, this paper makes a number of novel contributions. First, we consider that the operating condition can be known during deployment with degrees of uncertainty. Second, we model this by means of a cost parameter drawn from a Beta distribution, which is appropriate as the cost parameter is a number between 0 and 1. The location parameter of this Beta distribution is the expected value (as if there were no uncertainty) and a second parameter controls the shape and hence the uncertainty. Third, we perform a theoretical analysis of uncertainty in relation to several threshold choice methods. Fourth, we perform a complete experimental analysis about how different techniques behave for a range of datasets.

The paper is organised as follows. We first further motivate and illustrate case C in the next section. In Sect. 3 we review related work, focusing on the threshold choice methods used for performing model selection and configuration, and different kinds of uncertainty. Section 4 introduces basic notation, the formal definitions of operating conditions, cost curves and threshold choice methods. In Sect. 5 we formalise the notion of operating condition uncertainty and analyse how uncertainty affects threshold choice methods, deriving a series of theoretical results for cost curves and particularly for expected loss for complete uncertainty. Section 6 includes a thorough experimental evaluation with a range of learning techniques, datasets and threshold choice methods for different levels of uncertainty, and extracts a series of findings from the analysis. Finally, Sect. 7 closes the paper with an overall assessment of the results and some future work.

2 The case of operating condition uncertainty

As a motivating example, consider the following simple spam filtering scenario. Detecting spam in email, SMS, or other kinds of communications represents a paradigmatic use of machine learning (Guzella and Caminhas 2009). This is also a representative example to illustrate varying operating conditions, since the cost and prevalence of spam depends on the user: the amount of spam messages each user receives can vary considerably, and additionally the associated costs also differ widely over users as they depend on many factors (Ridzuan et al. 2010). Experiments in Sakkis et al. (2003) consider several operating conditions, some representing that
blocking a good message is as bad as letting 99 spam messages pass the filter, but also operating conditions where blocking 1 good message has the same cost as letting 1 spam message in. In other words the cost ratios go from 99 to 1 depending on the user. Nevertheless, even if we know the exact preferences of a single user, the context of the problem is highly uncertain because of the varying proportions of the spam deliveries. For instance, Figures 1 and 3 in Fawcett (2003) report the percentage of spam over total e-mail for a population of users.

Consider a previously learnt scoring classifier is used to determine whether to flag a message as spam or ham. Table 2a shows the assumed cost matrix to deploy the model for a particular user, which suggests that misclassifying a non-spam email for a given user is $0.28/0.04 = 7$ times more costly than misclassifying spam email. This can be integrated into an assumed cost proportion (i.e., the cost of a false negative in proportion to the joint cost of one false negative and one false positive) of $\hat{c} = 0.28/(0.28 + 0.04) = 0.875$. Now imagine that for a particular message $m$ during this deployment stage the classifier outputs an estimated spam probability of 0.8. Using a score-driven threshold choice method—which compares the estimated probability with the assumed cost proportion $\hat{c}$—we would classify the message as ham, as this minimises the expected loss $(0.8 \cdot \$0.04 < (1 - 0.8) \cdot \$0.28)$.

But because of the uncertainty of the problem, the costs were an assumption. The true costs may be somewhat different, as depicted in Table 2b. This is an example of case C in Table 1: it is not only that the costs have changed from training/test to deployment, but also that the assumed costs during deployment were wrong. The true operating condition is seen to be represented by a cost proportion $c = 0.75$. Using this true cost proportion, the optimal decision would be to classify message $m$ as ham $(0.8 \cdot \$0.07 > (1 - 0.8) \cdot \$0.21)$. We see that the assumed cost matrix leads to a suboptimal decision, not because the classifier is poorly calibrated, but because the operating condition has been poorly estimated. Note that it is not that we were completely wrong about the operating condition. It is 0.75 when we thought it was 0.875 so we are not in case D in Table 1.

---

1 For the variability of global trends, one can check https://www.talosintelligence.com/reputation_center/email_rep or https://www.statista.com/statistics/420391/spam-email-traffic-share/.
What is of interest for our present investigation is that this uncertainty of the operating condition does not affect all threshold choice methods in the same way. In the example above, we used the score-driven threshold choice method, but other methods can be more sensitive to this uncertainty and magnify this error in the operating condition. Let us explore this with some real data. We trained a decision tree model (J48 Unpruned) for the Spambase dataset of the UCI repository (Lichman 2013). This dataset contains a collection of spam and valid emails, and it has been used to build spam filters. The model was trained with 99% of the data. Train dataset and test dataset have a similar class proportion. Figure 1 shows the performance on the remaining 1%, in the form of a cost curve. A cost curve (Drummond and Holte 2006) is a powerful tool to represent performance of binary classifiers on the full range of cost contexts. Cost lines in this plot show possible outputs of the performance of the model depending on the threshold employed.

There are different methods to set the threshold according to the cost context. The most common methods are train-optimal, estimating the optimal thresholds from the training dataset, with the cost curve in blue in Fig. 1, and score-driven, as described above, giving the red cost curve in Fig. 1. Test-optimal is represented in green. This method assumes to be able to choose the best threshold for each test instance, and hence gives an over-optimistic baseline (the lower envelope of all cost lines). These and other methods, such as rate-driven (using the intended predicted positive rate to derive the threshold), have been studied in previous work (Hernández-Orallo et al. 2011, 2012, 2013), showing that train-optimal may be affected by overfitting and score-driven by bad calibration, while rate-driven incurs a constant baseline cost. The use of cost curves allows us to express these different threshold choice methods in a common currency, expected loss, and decide which method to use depending on the situation. For instance, we see that for a cost proportion of \( c = 0.15 \) train-optimal has an expected loss of around 0.2 while test-optimal and score-driven have an expected loss of around 0.1. However, this analysis performed in previous work considers that the operating condition during deployment is perfect, i.e., they were considering case B in Table 1.

Consider now the same cost proportion for deployment as above, but now it is just an estimation \( \hat{c} = 0.15 \). Again, using score-driven or test-optimal, we would expect to have a loss of around 0.1. However, due to the high uncertainty in the context, imagine that the true cost context is actually \( c = 0.4 \). This means that we have to follow the cost line that grows steeply from (0,0), which is prolonged in dotted grey. The true loss we actually have with the chosen cost line goes from 0.1 to slightly above 0.3 as we see with the green arrows in Fig. 1. In this uncertain situation, train-optimal turns out to be a better choice, despite being theoretically a worse option because of its worse area under the curve. For \( c = 0.15 \), it selects the cost line between 0.26 and 0.16, but it even goes slightly down for the actual context of \( c = 0.4 \) (shown with the blue arrows). Note that taking a region or interval around \( c = 0.4 \) or \( \hat{c} = 0.15 \) and calculating an expected cost for that region (one traditional way of modelling uncertainty, as we discussed in the introduction) would never show that train-optimal is better sometimes, as in the case that we are analysing. In other words, there is no region where train-optimal is better than test-optimal, but we can still find decisions, under uncertainty, where train-optimal might be better.
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Fig. 1 Cost curve for an unpruned J48 tree and the spambase dataset. The x-axis shows the cost ratio \( c \) and the y-axis shows the expected loss. Three curves are shown corresponding to threshold choice methods score-driven, test-optimal and train-optimal. The area under these curves is included in the legend.

In this paper we analyse this more realistic case when using several threshold choice methods, by taking into account that the assumed operating condition can be uncertain. For instance, if we use both train-optimal and score-driven threshold choice methods when we are given an operating condition of \( \hat{c} = 0.2 \), which method is more robust if this information has a high degree of uncertainty (and in the end it might well be \( c = 0.1 \) or \( c = 0.5 \))? How should we treat information about the operating condition that is vague or noisy?

The key issue to analyse this case C in Table 1 is to model this uncertainty. For a new user, a good approximation might be to take the operating conditions that we have seen for a sample of existing users, which is simply a distribution of cost ratios. We choose to model the uncertainty in \( \hat{c} \) by a Beta distribution with mode \( c \) and certainty \( \gamma \) (we use an alternate parametrisation of the usual Beta(\( \alpha, \beta \)) with \( \alpha = c \gamma + 1 \) and \( \beta = (1 - c) \gamma + 1 \)). Hence certainty in \( \hat{c} \) ranges from \( \gamma = \infty \), i.e., complete certainty modelled by a delta function at \( \hat{c} = c \) (case B); to \( \gamma = 0 \), i.e., complete uncertainty modelled by a uniform distribution over \( \hat{c} \in [0, 1] \) (case D). Figure 2 includes the distribution of operating conditions considering two values of \( \gamma \) (10 and 100) and an estimated operating condition with mode in 0.2.

We analyse how expected loss and cost curves change for increasing uncertainty to the case of total uncertainty (\( \gamma = 0 \)). We find that many threshold choice methods collapse and become equivalent to their uniform counterparts (e.g., score-driven becomes score-uniform) and we can analytically derive the cost curves and expected losses in this extreme situation of complete uncertainty. This allows us to frame the evolution from perfect operating condition information to total absence of information for all threshold choice methods, where case C in Table 1 becomes a generalisation of both cases B and D.
3 Related work

Research on threshold choice methods mostly originates from the general area of decision making, ROC analysis and cost-sensitive learning in machine learning. A threshold choice method is a particular decision rule that converts the prediction or score provided by a model to a final decision. For instance, one of these methods is provided by ROC analysis, by calculating the Convex Hull of the ROC curve (Flach 2004; Fawcett 2006) [or, equivalently, applying the Pool Adjacent Violators algorithm (Fawcett and Niculescu-Mizil 2007)] to obtain the non-dominated operating points, each of which correspond to an optimal decision threshold for a range of class distributions and/or cost proportions. ROC analysis is usually performed on a training or validation dataset, which means that the decisions are optimal (in the sense of taking the most from the model) for that dataset. It is then important to distinguish between the term \textit{train-optimal} to denote when the decisions are chosen optimally according to the training (or validation) dataset and the term \textit{test-optimal}, which refers to the optimal decisions that would be made assuming the ROC curve could be estimated from the test data (which is usually impossible). Similarly, when we refer to calibration (Zadrozny and Elkan 2001b; Bella et al. 2013; Fawcett and Niculescu-Mizil 2007), it is important to clarify that a model is calibrated for a specific class distribution or dataset (usually the training or validation dataset). These distinctions are important because otherwise (for perfect ROC curves and perfect calibration) choosing according to the convex hull or choosing according to probability estimations would be equally optimal.

Accordingly, recent works have studied other threshold choice methods, such as the so-called \textit{score-driven} and \textit{rate-driven} methods, which might be more appropriate depending on the quality of the ranking and/or the probability estimates. This has led to a better understanding of aggregate performance metrics such as AUC or the Brier score (Hernández-Orallo et al. 2011, 2012, 2013), which are seen as expected
loss for a particular threshold choice method for a range of operating conditions. Most of this work has been theoretical or oriented towards new types of visualisation (e.g., all threshold choice methods can be visualised on the same cost space, as all are expressed in terms of expected loss). An exception is de Melo et al. (2014), which considers cost and different threshold choice methods for proposing algorithm similarity measures from a meta-learning perspective. However, no full experimental analysis has been performed comparing the main realistic threshold choice methods (train-optimal, score-driven and rate-driven) with test-optimal.

The issues about the usual inductive extrapolation from training to test, and ultimately deployment are not the only cause of suboptimal decisions. Some of these other causes are usually grouped under the term ‘uncertainty’, a widely-researched topic in machine learning that has been covered in almost all aspects that can affect model selection and decision making. For instance, much research effort has focused on uncertainty in data, i.e., noise in the output and/or input features used to learn a model or the instances to be predicted (Bishop 2011). In this context, some works have developed versions of existing learning techniques such as decision trees (Tsang et al. 2011; Qin et al. 2009) or Naive Bayes (Ren et al. 2009) to handle this uncertainty. Other papers have addressed data uncertainty in a cost-sensitive setting (Liu et al. 2011; Huang 2015). In Dalton (2016), the authors address uncertainty from a different perspective, they assume the true population densities are members of an uncertainty class of distributions.

The uncertainty in the predictions produced by a classifier is also a very common topic in machine learning, and it has usually been linked to calibration (Zadrozny and Elkan 2001b; Bella et al. 2013; Fawcett and Niculescu-Mizil 2007). Calibration is closely related to the performance of several threshold choice methods, as it has been analysed theoretically (Hernández-Orallo et al. 2012), although not experimentally.

None of the above notions of uncertainty concern uncertainty or noise in the operating condition (case C in Table 1). However, it is well-recognised in machine learning that determining a precise cost matrix is problematic (Provost et al. 1997; Drummond and Holte 2006; Adams and Hand 1999; Provost and Fawcett 2001), as we have discussed in the introduction. Yet surprisingly, only a few works have focused on solving or systematically analysing this issue. Zadrozny and Elkan (2001a) is a seminal work on making optimal decisions when costs and probabilities are both unknown by introducing decision tree and Naive Bayes methods for obtaining well-calibrated probability estimates. A more recent approach is presented in Liu and Zhou (2010), where learning is done assuming cost intervals, specifically with support vector machines. They consider that the false positive and negative costs are taken as $c_0 = 1$ and $c_1$ ranging in a predefined interval $[c_{\text{min}}, c_{\text{max}}]$, which is given. They finally consider any possible distribution, showing that the expected value of the distribution is not the best decision in general, and thereby proposing a method which is based on sampling from the cost distribution, learning independent classifiers and then combining their outputs, which is essentially a Monte Carlo approach. In other words, the model assumes that we have access to the true distribution of $c$, and hence can sample many $\hat{c}$ from this distribution. However, this is unrealistic in many situations.

Similarly, Wang and Tang (2012) consider multiple cost matrices, and the goal is to minimise loss considering all of them are given, so there is no real uncertainty, either.
This is as if the models were evaluated for a set of operating conditions. Recently, Johnson et al. (2015) consider hypothetical deployment scenarios engendered by uncertain operating environments. The authors employ different loss functions to model uncertainty including a Beta distribution. The paper proposes a boosting-based method, RiskBoost, that reduces classifier risk when considering the Beta distribution, as suggested by Hand (2009). Finally, Dou et al. (2016) also consider a set of cost matrices and derives a method based on rough set theory such that “the smallest possible cost and the largest possible cost are calculated”, which can be seen as an intermediate approach between the interval case and the multiple matrices case.

It is important to clarify that all the above approaches are given the parameters of the distribution or the set of cost matrices during deployment. Consequently, despite the name of some of these works, they view uncertainty as variability, and require information about this variability specified as a range of operating conditions [as done, for instance, in Hernández-Orallo et al. (2013)]. Once the range is defined as a distribution on \( c \), the local decisions are made as if the operating condition were the true one, and then aggregated into regions. In other words, there is only one distribution over the true costs. In the current paper, in contrast, we consider that we get a value of \( \hat{c} \) that is sampled (following one conditional distribution) from a true \( c \) (following another unconditional distribution), but the distribution is not known by the decision making system. This is a more realistic situation and more in accordance with the notion of uncertainty. Of course, in our theoretical analysis and the experiments we use some distributions to generate the values of \( \hat{c} \), but the decision rule is not aware of these distributions.

Finally, all the above approaches in the literature have explicitly or implicitly assumed a kind of test-optimal threshold choice method. It is unclear whether the results would be better or worse for some other threshold choice methods. We study this theoretically for an uncertainty model and experimentally for a range of datasets.

4 Preliminaries

In this section we introduce basic notation and the key concepts of threshold choice methods, expected loss under a distribution of operating conditions, and cost curves. Most of this section follows (Hernández-Orallo et al. 2012).

A classifier is a function that maps instances \( x \) from an instance space \( X \) to classes \( y \) from an output space \( Y \). For this paper we will assume binary classifiers, i.e., \( Y = \{0, 1\} \). A model is a function \( m : X \rightarrow \mathbb{R} \) that maps examples to scores on an unspecified scale. We use the convention that lower scores express a stronger belief that the instance is of class 0, which we label the positive class. A probabilistic model is a function \( m : X \rightarrow [0, 1] \) that maps examples to estimates \( \hat{p}(1|x) \) of the probability of example \( x \) to be of class 1. In order to make predictions in the \( Y \) domain, a model can be converted to a classifier by setting a decision threshold \( t \) on the scores. Given a predicted score \( s = m(x) \), the instance \( x \) is classified in class 1 if \( s > t \), and in class 0 otherwise.

For a given, unspecified model and population from which data are drawn, we denote the score density for class \( k \) by \( f_k \) and the cumulative distribution function
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by $F_k$. Thus, $F_0(t) = \int_{-\infty}^{t} f_0(s) ds = P(s \leq t|0)$ is the proportion of class 0 points correctly classified if the decision threshold is $t$, which is the sensitivity or true positive rate at $t$. Similarly, $F_1(t) = \int_{-\infty}^{t} f_1(s) ds = P(s \leq t|1)$ is the proportion of class 1 points incorrectly classified as 0 or the false positive rate at threshold $t$; $1 - F_1(t)$ is the true negative rate or specificity.

Given a dataset $D \subset \langle X, Y \rangle$ of size $n = |D|$, we denote by $D_k$ the subset of examples in class $k \in \{0, 1\}$, and set $n_k = |D_k|$ and $\pi_k = n_k/n$. Clearly $\pi_0 + \pi_1 = 1$.

We will use the term class proportion for $\pi_0$. Given a model and a threshold $t$, we denote by $R(t)$ the predicted positive rate, i.e., the proportion of examples that will be predicted positive if the threshold is set at $t$. This can also be expressed as $R(t) = \pi_0 F_0(t) + \pi_1 F_1(t)$.

A deployment context or operating condition is usually defined in practice by a misclassification cost function and a class distribution. In this paper we concentrate on misclassification costs as operating condition since the case of varying class distributions can be mapped back to a cost-sensitive scenario (Elkan 2001; Flach 2014).

Most approaches to cost-sensitive learning assume that the cost does not depend on the example but only on its class, and then cost matrices can specify that some misclassification costs are higher than others (Elkan 2001). Typically, the costs of correct classifications are assumed to be 0. In this way, for binary models we can describe the cost matrix by two values $c_k \geq 0$ with one or both being strictly greater than 0, representing the misclassification cost of an example of class $k$. Two examples were given in Fig. 2. These costs can be normalised by setting $b = c_0 + c_1$, (which is strictly greater than 0), and $c = c_0/b$; we will refer to $c$ as the cost proportion. Under these assumptions, an operating condition can be defined as $\theta = (b, c, \pi_0)$.

The space of operating conditions is denoted by $\Theta$. Given a classifier characterised by its cumulative distribution functions $F_0$ and $F_1$, the loss for an operating condition $\theta$ using threshold $t$ is defined as:

$$Q(t; \theta) \triangleq b\{c\pi_0(1 - F_0(t)) + (1 - c)\pi_1 F_1(t)\}$$ (1)

A threshold choice method is a key issue when applying a model under different operating conditions, defined as follows:

**Definition 1** Threshold choice method. A threshold choice method is a function $T : \Theta \to \mathbb{R}$ that given an operating condition returns a decision threshold.

Given a threshold choice method $T$, the loss for a particular operating condition $\theta$ is given by $Q(T(\theta); \theta)$. When we are not given the operating condition until deployment, we should evaluate the loss over a distribution of possible (or likely) operating conditions $w(\theta)$, leading to the following general definition of expected loss:

$$L \triangleq \int_{\Theta} Q(T(\theta); \theta)w(\theta)d\theta$$ (2)

As already mentioned we will assume the variability of the operating condition to be fully captured by the cost parameters, so $\pi_k$ are assumed to be constant. Furthermore,
we assume that \( b \) and \( c \) are independent and that thresholds are chosen solely in terms of \( c \). Under these assumptions Eq. 1 is simplified as follows:\(^2\)

\[
Q(t; c) \triangleq \mathbb{E}[b] \{c\pi_0(1 - F_0(t)) + (1 - c)\pi_1 F_1(t)\}
\]  

(3)

The expected value of \( b \) appears in the loss expression as a scaling factor, and can conveniently be set to 2 in order for loss to be commensurate with error rate when costs are balanced (\( c = 0.5 \)).

The expected loss for costs is then adapted from Eq. 2 as follows:

**Definition 2** Given a threshold choice method \( T \) and a probability density function over cost proportions \( w \), expected loss \( L_\delta \) is defined as

\[
L_\delta \triangleq \int_0^1 Q(T(c); c)w(c)dc
\]

(4)

Here we use the symbol \( \delta \) to denote absolute certainty about the operating condition (a Dirac delta distribution, as explained later).

If we plot \( Q(T(c); c) \) against \( c \) we obtain cost curves as defined by Drummond and Holte (2000, 2006). For fixed thresholds these curves are straight lines running from \( Q(t; 0) = 2\pi_1 F_1(t) \) for \( c = 0 \) to \( Q(t; 1) = 2\pi_0(1 - F_0(t)) \) for \( c = 1 \). Given \( n \) examples with different scores (no ties), assuming they are ordered by increasing score, changing a threshold anywhere between two consecutive scores does not change the decision. Consequently, these straight lines corresponding to these \( n + 1 \) cases are usually referred to as “cost lines”, and are represented by the pair \( Q(t; 0) \rightarrow Q(t; 1) \) of values at \( c = 0 \) and \( c = 1 \) respectively, or simply by their index \( i \), between 0 to \( n \).

We now properly introduce the threshold choice methods studied in this paper. Some theoretical properties of these methods can be found in Hernández-Orallo et al. (2012).

The first threshold choice method is based on the optimistic assumption that at deployment time we select the threshold that minimises the loss using the current model. This threshold choice method, denoted by \( T^o \), is defined as follows:

**Definition 3** The optimal threshold choice method is defined as:

\[
T^o(c) \triangleq \arg \min_t \{ Q(t; c) \}
\]

(5)

\[
= \arg \min_t 2\{c\pi_0(1 - F_0(t)) + (1 - c)\pi_1 F_1(t)\}
\]

(6)

Note that the arg min will typically give a range (interval) of values which give the same optimal value. So this method could be called non-deterministic.

This threshold choice method was employed by Drummond and Holte (2000, 2006) to define their cost curves. The cost curve formed by applying this optimal threshold choice method corresponds to the lower envelope of the set of all cost lines, and according to Hernández-Orallo et al. (2012) the area under this lower envelope is related to

\(^2\) Hernández-Orallo et al. (2012) considered a second version of the loss expression where the class prior is absorbed into a different operating condition (\( z \)). Here we stick to the above version.
the model’s refinement loss, actually $RL_{\text{Conv}}$, the refinement loss after convexification of the model [convex hull calibration, (Flach and Matsubara 2007)].

From a practical point of view, we need to differentiate between the test and train (or validation) situations, as already illustrated above. The original optimal threshold choice method is applied over the same data that is used to compute the loss $\arg\min_c \{Q(t; c)\}$. This is clearly unrealistic in practical scenarios and is included here as an optimistic baseline to compare against; it will be called the test-optimal threshold choice method (sometimes just abbreviated to optimal), as we can usually see this with test data, but this is usually considered as an ideal situation during deployment. More realistically, the train-optimal threshold choice method $T^o(c)$ uses one set of data to set the threshold (usually training data) and another set of data to evaluate the associated loss.

The next threshold choice method treats the classifier’s scores as calibrated probability estimates.

**Definition 4** Assuming the model’s scores are expressed on a probability scale $[0, 1]$, the score-driven threshold choice method is defined as follows:

$$T^{sd}(c) \triangleq c$$

The curve for a given classifier defined as a plot of loss against operating condition using the score-driven threshold choice method is defined as the Brier curve (Hernández-Orallo et al. 2011). The area under the Brier curve is equal to the Brier score (Brier 1950). These curves are also useful to know the calibration loss of classifiers by comparing the difference of its Brier curve with respect to the test optimal cost curve.

The next method only considers the order of the scores and not its magnitude.

**Definition 5** The rate-driven threshold choice method is defined as

$$T^{rd}(c) \triangleq R^{-1}(c)$$

where $R(t) = \pi_0 F_0(t) + \pi_1 F_1(t)$ is the predicted positive rate at threshold $t$ or, equivalently, the cumulative distribution function of the classifier’s scores. $R^{-1}$ is hence the quantile function of the scores.

The rate-driven cost curve is defined as a plot of $Q(T^{rd}(c); c)$ and the area under this curve is directly related to AUC (Hernández-Orallo et al. 2013), exactly as $\frac{1}{3} + \pi_1 \pi_0 (1 - 2AUC)$. Unlike the other curves the rate-driven cost curve is interpolating between different cost lines, as some predicted rates may only be achievable by introducing fractional instances.

### 5 Uncertainty in the operating conditions

Consider again expected loss as in Definition 2. In this definition the operating condition $c$ plays a dual role: as input to the threshold choice method $T(c) = t$, and as
input to the loss function $Q(t; c)$, which calculates the loss at that threshold. However, in practice we do not have access to the exact operating condition when setting the threshold, but at best to an approximate, uncertain or noisy $\hat{c}$. The following definition of expected loss captures this more realistic operating condition uncertainty:

**Definition 6** Given a threshold choice method for cost proportions $T$, a probability density function over true cost proportions $w$ and a conditional density function $v$ over presumed cost proportions given the true cost proportion, expected loss $L_v$ is defined as

$$ L_v \triangleq \int_0^1 K_v(c) w(c) dc \quad (7) $$

$$ K_v(c) \triangleq \int_0^1 Q(T(\hat{c}); c) v(\hat{c}|c) d\hat{c} \quad (8) $$

In words, $K_v(c)$ is the expected loss at true cost proportion $c$, where the expectation is taken over the conditional density $v(\hat{c}|c)$; and $L_v$ is $K_v(c)$ averaged over all $c$, where the expectation is taken over the density $w(c)$.

In real situations we do not know $v$ exactly but we can assume a family of distributions that is sufficiently general and flexible to consider both the expectation and the uncertainty of the operating condition. Since costs are bounded between 0 and 1, a natural choice for $v(\hat{c}|c)$ is the Beta distribution $\text{Beta}(\alpha, \beta)$, which has two positive shape parameters $\alpha$ and $\beta$. It is furthermore natural to set the mode of this Beta distribution $((\alpha - 1)/(\alpha + \beta - 2))$ equal to the expected cost proportion $c$ as a location parameter. The remaining degree of freedom is fixed by choosing a *certainty level* $\gamma = \alpha + \beta - 2$ as a shape parameter, ranging from $\gamma = 0$ (complete uncertainty) to $\gamma = \infty$ (complete certainty). We can recover the conventional parameters as $\alpha = cy + 1$ and $\beta = (1 - c)\gamma + 1$.

We define $K_v[c|\gamma=x](c)$ as the expected loss at true cost proportion $c$, where $v(\hat{c}|c)$ is modeled by a Beta distribution using the $\gamma$ parameter defined above fixed to $x$. Trivially, for $\gamma = \infty$ we have $c = \hat{c}$, so the Beta distribution becomes a Dirac delta distribution with all the mass in $c$ and hence $K_v[c|\gamma=\infty](c) = K_\delta(c) = Q(T(c); c)$ and $L_v[c|\gamma=\infty] = L_\delta$. The beta distribution ranges from this delta distribution to the other extreme, when $\gamma = 0$, which is a uniform distribution expressing complete uncertainty about the true operating condition.

We continue with an analytical analysis of the impact of this uncertainty model on expected loss under the various threshold choice methods. In what follows, we study how cost curves are affected by uncertainty. Then, we centre the analysis on the extreme case of complete uncertainty ($\gamma = 0$), first for non-interpolating threshold choice methods, and then for the (interpolating) rate-driven threshold choice method.

### 5.1 Expected loss as a weighted average of cost lines

We can decompose cost curves $Q(T(c); c)$ as follows.
Definition 7: Given $n+1$ cost lines indexed by $i \in \{0, 1, \ldots, n\}$ (for instance, corresponding to a dataset with $n$ examples without ties in the classifier scores), and $T$ a non-interpolating threshold choice method, let us consider the portion of $Q(T(c); c)$ that involves cost line $i$. We define $c_i$ ($c_{i+1}$) as the lowest (highest) value of $c$ for which $T$ selects cost line $i$. Clearly, $c_0 = 0$. If a cost line is never selected by $T$ then $c_i = c_{i+1}$. The height of cost line $i$ at $c$ is denoted as $h_i(c)$. The trapezoid where a cost line $i$ is used is then given by $c_i, c_{i+1}, h_i(c_i)$ and $h_{i+1}(c_{i+1})$.

As introduced above, $v(\hat{c}|c)$ is a distribution quantifying the uncertainty of $\hat{c}$; we denote its cumulative distribution by $V$. As cost lines are straight, the following lemma transforms the segment-wise view of $Q(T(\hat{c}); c)$ into a weighted aggregate of all cost lines that might be selected by $\hat{c}$.

Lemma 1: Given $n+1$ cost lines, the expected loss at point $c$ is given by a weighted sum of the height of all $n+1$ cost lines at $c$:

$$Q(c) = \sum_{i=0}^{n} \Delta V_i(c) h_i(c)$$

where

$$\Delta V_i(c) = V(c_{i+1}|c) - V(c_i|c)$$

The proof of all theorems, lemmas and corollaries are found in Appendix A. This lemma expresses that under uncertainty, the expected loss at true cost proportion $c$ is a ‘vertical’ average of all losses incurred by the different cost lines that may be selected through the noisy $\hat{c}$, weighted by the cumulative probability of obtaining a $\hat{c}$ that would select that cost line.

From this decomposition in weighted aggregates it is easy to see that the area of a curve can be computed as follows:

Theorem 1: The area under a cost curve (expected loss) can be decomposed as:

$$L_v = \sum_{i=0}^{n} L_i$$

where

$$L_i = \int_{0}^{1} [V(c_{i+1}|c) - V(c_i|c)] h_i(c) dc$$

quantifies the contribution of a single cost line to the expected loss.

This theorem states how we can compute expected loss for the full range of $c$ under an uncertainty function $v$ by aggregating the contribution of the cost lines $Q(c)$ for the full range of $c$. 
From the general expression we can derive the special cases for complete certainty and complete uncertainty. We need some notation first. For each cost line $i$ we define $l_i = h_i(0)$ and $k_i = h_i(1) - l_i$, which means that the cost line is defined by $h_i(c) = k_i c + l_i$.

**Theorem 2** The contribution of cost line $i$ to the expected loss for complete uncertainty is $L_i = (c_{i+1} - c_i)\{k_i/2 + l_i\}$.

**Theorem 3** The contribution of cost line $i$ to the expected loss for complete certainty is $L_i = (c_{i+1} - c_i)\{k_i(c_{i+1} + c_i)/2 + l_i\}$.

While mathematically straightforward, Theorems 2 and 3 allow us to say more precisely under what circumstances complete certainty gives a lower expected loss for a given cost line than complete uncertainty: this happens exactly when

$$k_i(c_{i+1} + c_i) < k_i$$

For ascending cost lines with positive slope $k_i$ this means $c_{i+1} + c_i < 1$: i.e., the midpoint of the segment must be below 1/2. Analogously, for descending cost lines the midpoint of the segment should be above 1/2. Taken together, the midpoint of the segment should be within the lower half of the cost line. This is desirable in general but cannot always be guaranteed for every cost line. However, we demonstrate in the next section that when aggregating over all cost lines, expected loss for complete uncertainty is indeed higher than for complete certainty for several threshold choice methods.

### 5.2 Expected loss under complete uncertainty

In this section we analytically derive (expected) cost curves and expected loss for several threshold choice methods under complete uncertainty (i.e., the conditional density of $\hat{c}$ given $c$ is a uniform distribution in $[0, 1]$, modelled by a Beta distribution with certainty parameter $\gamma = 0$).

#### 5.2.1 Score-driven thresholds

**Theorem 4** Assuming scores in $[0, 1]$, the expected cost curve for the score-driven threshold choice method and complete operating condition uncertainty is given by:

$$K_{sd\gamma=0}\{c\} = 2\{\pi_1(1 - \bar{s}_1) + (\pi_0\bar{s}_0 - \pi_1(1 - \bar{s}_1))c\}$$  \hspace{1cm} (9)

where $\bar{s}_k$ represents the average scores for class $k$.

This cost curve is hence a straight line, moving from $K = 2\pi_1(1 - \bar{s}_1)$ for $c = 0$ to $K = 2\pi_0\bar{s}_0$ for $c = 1$. For calibrated classifiers it is horizontal and independent of $c$, since in that case $\pi_0\bar{s}_0 = \pi_1(1 - \bar{s}_1)$ (Hernández-Orallo et al. 2013, Theorem 41).
Corollary 1  The expected loss for the score-driven threshold choice method, uniform \( c \) and complete operating condition uncertainty is the classifier’s mean absolute error:

\[
L_{v[y=0]}^{sd} = \pi_0 s_0 + \pi_1 (1 - s_1) = \text{MAE}
\]

This result should be contrasted with score-driven thresholds under complete certainty of the operating condition, which leads to an expected loss equal to the Brier score (aka mean squared error). For probabilities squared error is never larger than absolute error, and hence the increase of expected loss from BS to MAE characterises precisely the additional loss incurred as a result of uncertainty in \( c \). We will see later that this increase is maximally a factor 2 (for perfectly calibrated models).

These results also establish a connection with the score-uniform threshold choice method defined by Hernández-Orallo et al. (2013), which sets a random threshold on the scores irrespective of the operating condition \( c \). They derive the same cost curve and expected loss as above (Hernández-Orallo et al. 2013, Theorem 11 and Corollary 12). In other words, setting the threshold according to an operating condition that is maximally uncertain is equivalent to ignoring the operating condition and setting the threshold randomly.

5.2.2 Rate-driven thresholds

Theorem 5  The expected cost curve for the rate-driven threshold choice method and complete operating condition uncertainty is given by:

\[
K_{v[y=0]}^{rd}(c) = 2\pi_0 \pi_1 (1 - \text{AUC}) + \pi_1^2 + (\pi_0 - \pi_1)c
\]  

(10)

We again get a straight cost curve, moving from \( K = 2\pi_0 \pi_1 (1 - \text{AUC}) + \pi_1^2 \) for \( c = 0 \) to \( K = 2\pi_0 \pi_1 (1 - \text{AUC}) + \pi_1^2 + (\pi_0 - \pi_1) = 2\pi_0 \pi_1 (1 - \text{AUC}) + \pi_0^2 \) for \( c = 1 \). For balanced classes this line is horizontal and the loss independent of \( c \).

Corollary 2  The expected loss for the rate-driven threshold choice method, uniform \( c \) and complete operating condition uncertainty is related to the classifier’s AUC as follows:

\[
L_{v[y=0]}^{rd} = \pi_0 \pi_1 (1 - 2\text{AUC}) + 1/2
\]

which is 1/6 higher than if the operating condition were fully known.

We find that setting the threshold according to an operating condition that is maximally uncertain is equivalent to ignoring the operating condition and setting the threshold randomly, which is another result of Hernández-Orallo (2013, Theorem 18).

5.2.3 Optimal thresholds

Theorem 6  The expected cost curve for the optimal threshold choice method and complete operating condition uncertainty is:

\[
K_{v[y=0]}^{o}(c) = 2\pi_0 \bar{x}_0
\]
where $s^*$ denotes scores obtained after perfect calibration. Hence the loss is independent of the true operating condition $c$.

**Theorem 7** The expected loss for the optimal threshold choice method with complete uncertainty is twice the expected loss for the optimal threshold choice method with complete certainty:

$$L_{v[y=0]}^{o} = 2L_{\delta}^{o}$$

(11)

Again, we have a result where complete uncertainty increases the loss with respect to complete certainty, this time very considerably by a factor two.

### 5.3 Discussion

Table 3 summarises our results so far for complete operating condition uncertainty. The first column gives the expected cost lines in the form $K(c) = A + Bc$, and the right column gives the expected loss (area under the expected cost line). Table 4 gives the corresponding results for complete operating condition certainty from Hernández-Orallo et al. (2013).

We have seen that the impact of uncertainty is different for different threshold choice methods:

- for score-driven thresholds the loss evolves from $BS$ to $MAE$ and hence the additional loss due to complete operating condition uncertainty depends on the model’s performance;
- for rate-driven thresholds the additional loss is an additive constant (1/6);
- for (test-)optimal thresholds the additional loss is a multiplicative factor (2).

### Table 3

Expected cost curve and expected loss for several threshold choice methods, under complete operating condition uncertainty

| Threshold Choice Method | Expected Cost Curve $K_{v[y=0]}(c)$ | Expected Loss $L_{v[y=0]}$ |
|-------------------------|--------------------------------------|-----------------------------|
| Score-driven            | $2[\pi_1(1 - \pi_1) + (\pi_0\bar{y}_0 - \pi_1(1 - \pi_1))c]$ | $\pi_0\bar{y}_0 + \pi_1(1 - \bar{y}_1) = MAE$ |
| Rate-driven             | $2\pi_0\pi_1(1 - AUC) + \pi_1^2 + (\pi_0 - \pi_1)c$ | $\pi_0\pi_1(1 - 2AUC) + 1/2$ |
| Optimal                 | $2\pi_0\pi_0^*$                     | $2\pi_0\pi_0^* = 2RL(\text{Cal}(m))$ |

### Table 4

Corresponding results from Hernández-Orallo et al. (2013), for complete operating condition certainty

| Threshold Choice Method | Cost Curve $K_{\delta}(c)$ | Expected Loss $L_{\delta}$ |
|-------------------------|----------------------------|----------------------------|
| Score-driven            | $2[\pi_0(1 - F_0(c)) + (1 - c)\pi_1 F_1(c)]$ | $BS$                      |
| Rate-driven             | $2[\pi_0(1 - F_0(R^{-1}(c)) + (1 - c)\pi_1 F_1(R^{-1}(c)))]$ | $\pi_0\pi_1(1 - 2AUC) + 1/3$ |
| Optimal                 | $2[\pi_0(1 - F_0^*(c)) + (1 - c)\pi_1 F_1^*(c)]$ | $\pi_0\pi_0^* = RL(\text{Cal}(m))$ |

$F_k^*(c)$ indicates the optimal $F_k$ for that value of $c$
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Hence it is conceivable that threshold choice method $T_1$ outperforms $T_2$ for one certainty level while the situation is reversed for another certainty level.

To illustrate, we consider two simple baseline models: a model predicting $\pi_1$ for all instances (henceforth called the prior model) and a random model assigning uniform random scores in $[0, 1]$. Figure 3 presents the results of these two basic models for the credit-a dataset from UCI (Lichman 2013). However, for these simple models we can easily derive the cost curves analytically:

Prior model: (Figure 3 (Left)) This model is calibrated by construction ($\overline{s}_0 = \overline{s}_1 = \pi_1$ and hence $\pi_0\overline{s}_0 = \pi_1(1 - \overline{s}_1)$), and so the score-driven thresholds are optimal. As the model is constant we also have that train and test optimal coincide. Their complete certainty curve consists of the two default cost lines $0 \rightarrow 2\pi_1$ and $2\pi_0 \rightarrow 0$, crossing at $(c = \pi_0, Q = 2\pi_0\pi_1)$; the curve has an area of $BS = \pi_0\pi_1$. In the case of complete uncertainty this doubles to $MAE = 2\pi_0\pi_1$, giving the dashed horizontal line. The prior model has $AUC = 1/2$ and hence an expected rate-driven loss under complete certainty of $1/3$; the rate-driven cost curve is the same as for the random model (see below). The expected loss increases to $1/2$ for complete uncertainty, corresponding to a cost line from $(0, \pi_0)$ to $(1, \pi_1)$ (which is slightly tilted for credit-a as this dataset is not quite balanced).

Random model: (Figure 3 (Right)) A model that generates scores uniformly randomly between 0 and 1 has $F_0(s) = F_1(s) = R(s) = s$ (in expectation) and hence both the score-driven and rate-driven cost curves for complete operating condition certainty can be derived from Table 4 as $K_\delta(c) = 2c(1 - c)$ with associated expected loss of $1/3$. As before, under complete uncertainty the expected loss increases to $1/2$ with an expected cost line from $(0, \pi_0)$ to $(1, \pi_1)$. Furthermore, train-optimal coincides with test-optimal (in expectation) so their complete certainty cost curves are composed of the default cost lines while the complete uncertainty line is again horizontal at loss $MAE = 2\pi_0\pi_1$.

![Fig. 3 Cost curves for the credit-a dataset for different threshold choice methods. The class proportion is $\pi_0 = 0.44$ and $\pi_1 = 0.56$. Left: Prior model, Right: Random model. Solid lines correspond to complete certainty ($\gamma = \infty$) and dashed lines correspond to complete uncertainty ($\gamma = 0$).](image-url)
Fig. 4 More cost curves for the credit-a dataset. Different cost curves obtained by four different threshold selection methods (solid lines). Dashed lines correspond to complete uncertainty for credit-a dataset (50% train 50% test). Left, J48 decision tree unpruned with Laplace Correction. Right, Naive Bayes

If we move beyond the prior model and the random model, we get more elaborate curves for the two extremes. Figure 4 includes the curves for no uncertainty (solid lines) and the curves for complete uncertainty (dashed lines) for other models. The left figure shows the curves for the J48 decision tree unpruned with Laplace Correction from the RWeka package (Hornik et al. 2009). The right figure includes the curves for Naive Bayes. In these cases, we see that the curves without uncertainty dominate the curves with complete uncertainty for most of the range between 0 and 1, although there are a few small regions where the solid curve is above the dashed curve (e.g., train-optimal around 0.6 for J48 and score-driven between 0.15 and 0.5 approx. for Naive Bayes).

Please refer to Appendix B for a detailed example of using different threshold choice methods with complete certainty and complete uncertainty.

6 Experiments

In this section we will explore a series of questions experimentally, in order to shed more light on the effect of operating condition uncertainty in classification models. Specifically, we aim to investigate the following questions:

- Are the best configurations for complete certainty also the best when uncertainty increases?
- Is this persistent across model classes or does it depend on the way different models generate scores?
- Is it possible to recommend appropriate threshold choice methods according to the model type and an estimate of the uncertainty level?
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6.1 Materials and methods

In order to do investigate the above questions, we vary on four dimensions:

Data: 26 datasets varying considerably in size (less than 100 to nearly 5000 instances; 4–168 attributes), class imbalance (relative size of the majority class from 0.50 to 0.97) and difficulty. They are shown in Table 5.

Classification Models: 12 representative model types including logical (decision trees/lists/stumps), geometric (support vector machines), distance-based (nearest neighbour), probabilistic (naive Bayes, logistic regression) and baseline (Prior, Random). See Table 6.

Threshold choice methods: 4 threshold choice methods: test-optimal, train-optimal, score-driven and rate-driven.

Uncertainty degree: We study the effect of uncertainty in \( \hat{c} \) by means of different values of \( \gamma \) using the beta model.

To the best of our knowledge, this is the first time that these four characteristics are studied together experimentally. Even for the complete certainty cases, whereas there are several theoretical results about threshold choice methods in the literature, there has been no experimental analysis to date regarding the performance of these methods for different model types and datasets.

For simplicity and space, in this section we will summarise the results for the whole range between \( c = 0 \) and \( c = 1 \) by using the expected loss, i.e., we use the area under the cost curve as a performance measure, and we will only show a selection of cost plots. The code and data used for these experiments can be found in the repository Ferri et al. (2017).

For each dataset, we split the data in 50% for train and 50% test maintaining the class proportion in the datasets (stratified samples). We repeat this procedure 10 times. In this way, we learn \( 26 \times 12 \times 10 = 3120 \) models. For each model, we compute the expected loss considering the four threshold choice methods (train-optimal, test-optimal, rate-driven and score-driven) over the test set.

We cover the range of the operating conditions (\( c \)) by performing 1001 steps with true values \( c = 0, 0.001, \ldots, 0.999, 1 \). In order to simulate uncertainty we use the true \( c \) as the mode of a Beta distribution with certainty level \( \gamma \), as explained in Sect. 5. In that way, given a \( \gamma \) and a \( c \) value we generate values for \( \hat{c} \), which are the presumed operating conditions that are used by the threshold choice methods. We use the values \( \gamma \in \{\infty, 16, 8, 4, 2, 1, 0\} \). The true \( c \) is employed for computing the cost lines, the cost plots and the expected cost.

6.2 Comparison of threshold choice methods without uncertainty

We first analyse the case without uncertainty. To the best of our knowledge this is the first published experimental comprehensive comparison for a range of threshold choice methods, so we will first analyse this setting for its own sake and then we will compare this with the situation with uncertainty. Table 7 gives the performance obtained for different model types and threshold choice methods without incorporating operating condition uncertainty.
Table 5  Characteristics of the datasets used in the experiments

| Dataset            | # Instances | # Attributes | Majority |
|--------------------|-------------|--------------|----------|
| 1 Badges2          | 294         | 11           | 0.71     |
| 2 Breast-cancer    | 286         | 10           | 0.70     |
| 3 Breast-w         | 699         | 10           | 0.66     |
| 4 Bupa             | 345         | 7            | 0.58     |
| 5 Chess-KRVKP      | 3196        | 37           | 0.52     |
| 6 Credit-a         | 690         | 16           | 0.56     |
| 7 Credit-g         | 1000        | 21           | 0.70     |
| 8 Cylinder-bands   | 540         | 40           | 0.58     |
| 9 Diabetes         | 768         | 9            | 0.65     |
| 10 Haberman        | 306         | 4            | 0.74     |
| 11 Heart-statlog   | 270         | 14           | 0.56     |
| 12 Hepatitis       | 155         | 20           | 0.79     |
| 13 Ionosphere      | 351         | 35           | 0.64     |
| 14 Liver-disorders | 345         | 7            | 0.58     |
| 15 Lung-cancer     | 32          | 57           | 0.72     |
| 16 Monks1          | 556         | 7            | 0.50     |
| 17 Monks2          | 601         | 7            | 0.66     |
| 18 Monks3          | 554         | 7            | 0.52     |
| 19 Musk1           | 476         | 168          | 0.57     |
| 20 Ozone           | 2536        | 73           | 0.97     |
| 21 Sonar           | 208         | 61           | 0.53     |
| 22 Spambase        | 4601        | 58           | 0.61     |
| 23 Spect_test      | 187         | 23           | 0.92     |
| 24 Spect_train     | 80          | 23           | 0.60     |
| 25 Tic-tac-toe     | 958         | 10           | 0.65     |
| 26 Vote            | 435         | 17           | 0.61     |

We use 26 binary datasets from the UCI repository (Lichman 2013). Here we include the size of the dataset (number of instances and attributes) as well as the proportion of the majority class.

Specifically, for each model type we include the average Area Under the ROC Curve (AUC), the Brier Score (BS) and its decomposition in Calibration Loss (CL) and Refinement Loss (RL). This decomposition is computed using the method defined in Flach and Matsubara (2007). Given that performance metrics over different datasets are not necessarily commensurate, in the last two columns we include two pairwise comparisons between threshold methods: $sc_{vs_{tr}}$ represents the proportion of cases that the score-driven method obtains a better or equal performance than train-optimal, while $rd_{vs_{tr}}$ represents the proportion of cases that the rate-driven method obtains a better or equal performance than train-optimal.

If we analyse the results comparing the threshold choice methods, and regarding pairwise comparisons, we see that in general score-driven is able to get better or equal results compared to train-optimal in more than half of the cases. Excluding the...
baselines (Prior and Random), score-driven is better for all methods except for SVM and NB. These two methods have, on average, poor performance on BS. In fact, if we study the correlation of the difference of the rate-driven and train-optimal expected losses (not reported here), we find that there is a correlation of 0.44 of this difference with respect to BS, and 0.59 with respect to CL. This means that for models with high BS (hence poor calibration) train-optimal is the best choice, but in general score-driven thresholds are competitive in the absence of operating condition uncertainty. Nevertheless, we have to be careful, because even if the means are not commensurate, they are generally in favour of train-optimal (except for J48Unp). About rate-driven, notice that it often achieves the worst performance because this method employs all cost lines (even if some of them are never optimal), but in some cases (NB, IBK1) the difference with score-driven is relatively small.

To complete the picture for the uncertainty-free case, in Table 8 we include the results segmented by dataset and averaged by model type (except the baselines). This different aggregation of results is advantageous because for each row as the area under the cost curves for the four threshold choice methods are for the same dataset and this is a common currency (expected loss) and hence commensurate. This means that the means are now more meaningful for comparison than before. The entries are sorted in increasing expected loss under the test-optimal threshold, which establishes an optimistic baseline and indicates that the datasets indeed represent a wide range of difficulties (the worst possible test-optimal loss is 0.25—achieved by both baselines—which we get close to on the bottom three datasets: liver-disorders, bupa and cylinder-bands). In the last two columns we again include the relative pairwise comparison between score-driven vs. train-optimal and rate-driven vs. train-optimal, respectively. If we look at the means, train-optimal is advantageous over score-driven (except for dataset 3 and 11, and very slightly). The pairwise comparison gives more proportions in favour of score-driven, but the clearest wins are for train-optimal. Consequently,
Table 7  Results by model type averaged over all datasets, without uncertainty in the operating condition

| Model | AUC  | BS   | CL   | RL   | Test optimal | Train optimal | Score driven | Tate driven | sc_vs_tr | rd_vs_tr |
|-------|------|------|------|------|--------------|---------------|--------------|-------------|----------|----------|
| IBK1  | 0.751| 0.200| 0.062| 0.138| 0.138        | 0.200         | 0.221        | 0.562       | 0.404    |
| IBK10 | 0.810| 0.145| 0.042| 0.103| 0.125        | 0.145         | 0.198        | 0.485       | 0.135    |
| J48   | 0.750| 0.149| 0.028| 0.121| 0.125        | 0.149         | 0.216        | 0.685       | 0.138    |
| J48Unp| 0.798| 0.142| 0.030| 0.112| 0.119        | 0.159         | 0.201        | 0.808       | 0.312    |
| Logist| 0.804| 0.160| 0.145| 0.014| 0.115        | 0.153         | 0.194        | 0.562       | 0.150    |
| NB    | 0.811| 0.183| 0.178| 0.005| 0.122        | 0.145         | 0.198        | 0.131       | 0.092    |
| PART  | 0.768| 0.154| 0.032| 0.122| 0.125        | 0.152         | 0.211        | 0.696       | 0.165    |
| Prior | 0.500| 0.216| 0.000| 0.216| 0.216        | 0.216         | 0.333        | 0.538       | 0.000    |
| Random| 0.498| 0.335| 0.335| 0.000| 0.209        | 0.224         | 0.335        | 0.008       | 0.008    |
| Stump | 0.705| 0.169| 0.009| 0.160| 0.161        | 0.168         | 0.245        | 0.731       | 0.008    |
| SVMp  | 0.818| 0.138| 0.127| 0.011| 0.112        | 0.134         | 0.197        | 0.604       | 0.108    |
| SVM   | 0.735| 0.188| 0.055| 0.133| 0.133        | 0.141         | 0.224        | 0.085       | 0.050    |

The first four columns show performance in terms of four metrics. The following four columns indicate the area under the cost curve obtained with four threshold choice methods (note that the score-driven area equals the Brier score). In boldface the best results from the three realistic threshold choice methods: train-optimal, score-driven and rate-driven. The two last columns indicate pairwise comparisons: sc_vs_tr gives the proportion of cases that the score-driven method obtains better or equal performance than train-optimal, and rd_vs_tr does the same for rate-driven against train-optimal. Italics is used when proportion > 0.5 (bold italic when < 0.5)
### Table 8 Results by dataset averaged over all model types, without uncertainty in the operating condition

| dat. | AUC  | BS   | CL   | RL   | Test optimal | Train optimal | score driven | rate driven | sc_vs_tr | rd_vs_tr | sc_vs_tr | rd_vs_tr |
|------|------|------|------|------|--------------|---------------|--------------|-------------|----------|----------|----------|----------|
| 1    | 0.999| 0.002| 0.002| 0.000| 0.001        | 0.001         | 0.127        | 0.710       | 0.000    |
| 20   | 0.692| 0.059| 0.040| 0.019| 0.025        | 0.032         | 0.314        | 0.220       | 0.000    |
| 3    | 0.969| 0.041| 0.013| 0.028| 0.036        | 0.042         | 0.118        | 0.490       | 0.000    |
| 26   | 0.964| 0.057| 0.028| 0.029| 0.045        | 0.053         | 0.115        | 0.280       | 0.000    |
| 5    | 0.946| 0.057| 0.021| 0.037| 0.052        | 0.054         | 0.112        | 0.490       | 0.000    |
| 23   | 0.688| 0.095| 0.047| 0.049| 0.062        | 0.085         | 0.304        | 0.550       | 0.000    |
| 25   | 0.899| 0.092| 0.036| 0.056| 0.081        | 0.090         | 0.153        | 0.630       | 0.030    |
| 22   | 0.917| 0.102| 0.037| 0.064| 0.084        | 0.089         | 0.140        | 0.510       | 0.000    |
| 18   | 0.901| 0.108| 0.048| 0.059| 0.087        | 0.095         | 0.133        | 0.320       | 0.060    |
| 19   | 0.889| 0.117| 0.044| 0.073| 0.092        | 0.106         | 0.149        | 0.660       | 0.070    |
| 13   | 0.877| 0.121| 0.047| 0.074| 0.093        | 0.110         | 0.161        | 0.680       | 0.030    |
| 6    | 0.868| 0.144| 0.059| 0.085| 0.122        | 0.138         | 0.152        | 0.390       | 0.160    |
| 12   | 0.683| 0.185| 0.081| 0.104| 0.134        | 0.166         | 0.267        | 0.210       | 0.000    |
| 16   | 0.808| 0.166| 0.080| 0.085| 0.138        | 0.148         | 0.179        | 0.560       | 0.160    |
| 15   | 0.669| 0.228| 0.111| 0.117| 0.146        | 0.228         | 0.262        | 0.400       | 0.240    |
| 11   | 0.828| 0.172| 0.062| 0.110| 0.145        | 0.175         | 0.172        | 0.171       | 0.460    |
| 9    | 0.762| 0.197| 0.073| 0.123| 0.171        | 0.193         | 0.214        | 0.800       | 0.150    |
| 7    | 0.702| 0.218| 0.091| 0.127| 0.179        | 0.218         | 0.249        | 0.770       | 0.220    |
| 10   | 0.596| 0.221| 0.092| 0.129| 0.181        | 0.217         | 0.296        | 0.630       | 0.060    |
| dat. | AUC  | BS   | CL   | RL   | Test optimal | Train optimal | score driven | rate driven | sc_vs_tr | rd_vs_tr |
|------|------|------|------|------|--------------|---------------|--------------|-------------|----------|----------|
| 21   | 0.753| 0.247| 0.108| 0.139| 0.181        | 0.240         | 0.247        | **0.208**   | 0.760    | 0.800    |
| 2    | 0.628| 0.233| 0.114| 0.120| 0.187        | **0.226**     | 0.233        | 0.280       | **0.390** | **0.050**|
| 24   | 0.701| 0.271| 0.126| 0.145| 0.195        | 0.267         | 0.271        | **0.233**   | 0.630    | 0.760    |
| 17   | 0.570| 0.247| 0.114| 0.134| 0.211        | **0.239**     | 0.247        | 0.302       | 0.610    | **0.220**|
| 14   | 0.617| 0.281| 0.122| 0.158| 0.223        | **0.266**     | 0.280        | 0.277       | 0.680    | **0.270**|
| 4    | 0.617| 0.281| 0.122| 0.158| 0.223        | **0.266**     | 0.280        | 0.277       | 0.680    | **0.270**|
| 8    | 0.608| 0.291| 0.124| 0.167| 0.225        | **0.241**     | 0.291        | 0.282       | **0.120** | **0.050**|

The columns are the same as in Table 7. The rows are sorted on increasing test-optimal loss (harder data sets are further down the table). In boldface the best results from the three realistic threshold choice methods: train-optimal, score-driven and rate-driven. For the pairwise comparisons Italics is used when proportion > 0.5 (bold italic when < 0.5)
on average for all model types, train-optimal seems a better option than score-driven. Only if we are sure which model type we are using, and we expect this to be well calibrated, should we use score-driven as a first option. Finally, about rate-driven, it seems to perform better against train-optimal for the harder datasets further down in the table, but the pattern is not sufficiently clear to recommend rate-driven consistently in any situation.

6.3 Robustness against uncertainty

In the previous section we compared different threshold choice methods with full certainty regarding the operating condition, which in the beta model is represented by $\gamma = \infty$. We now study the influence of decreasing operating condition certainty ($\gamma \in \{16, 8, 4, 2, 1, 0\}$). This is depicted in Fig. 5 for the same ten model types evaluated previously, for train-optimal and score-driven thresholds, averaged over all datasets. We also include the $\gamma = \infty$ results from Table 7 (columns trainoptimal and scoredriven).

The way uncertainty affects different model types for train-optimal thresholds is fairly gradual and similar, with one or two exceptions. Notice in particular that all curves are monotonic. There are few changes in the performance ranking of the model types until we reach high levels of uncertainty. For complete uncertainty, J48-Unpruned and IBK1 obtain the best performance, while they are among the three worst for total certainty. In other words, the relative increase in expected loss for high levels of uncertainty is lower for those two methods than for the others. For J48-Unpruned this is a consequence of the tree’s low-coverage leaves, which leads to extreme probability estimates (slightly softened by the use of Laplace smoothing). A similar explanation goes for IBK1, which in fact only outputs crisp probabilities (0 or 1) and hence results in a three-point ROC curve with a single non-trivial operating point. The only reason why the curve is not completely flat is that the train-optimal threshold choice method can benefit from choosing one of the trivial operating points for extreme values of $\hat{c}$.

Overall, from this plot, we can conclude that most model types can deal correctly with low levels of operating condition uncertainty with train-optimal thresholds.

In the case of score-driven thresholds we reach similar conclusions: uncertainty affects different model types gradually, similarly and monotonically. We see that the expected loss curve for IBK1 is completely flat, as score-driven thresholds will always choose the non-trivial operating point regardless of the operating condition. We see the same behaviour for SVM, at least if we use the version that outputs crisp probabilities. If we convert the SVM scores to probabilities by means of Platt scaling the behaviour changes considerably and is much more in line with the other model types. The difference is quite striking (SVM is the best method for complete uncertainty but the second-worst method for complete certainty) and relevant for machine learning practitioners, who may not always realise which version of the SVM model type they are actually using.

We continue by looking in more detail at the experimental results for complete certainty ($\gamma = \infty$) and complete uncertainty ($\gamma = 0$). We do this through a scatter plot, so we avoid averaging over datasets. For each of the 26 datasets we run 10 trials with different random train-test splits. Hence each point in the plots of Fig. 6
represents the expected loss of two threshold choice methods, score-driven on the 
$y$-axis against train-optimal on the $x$-axis for one of these trials and a particular model 
type (indicated by colour). We analyse this without uncertainty (top, $\gamma = \infty$) and total 
uncertainty (bottom, $\gamma = 0$). We include lines that represent the averages of every 
model type (distinguished by colour), horizontal lines are for expected loss computed 
by score-driven while vertical lines represent averages of expected loss with train-
optimal (hence these averages can be traced back to the extreme points of the curves 
in Fig. 5). Points below the diagonal represents trials where score-driven outperforms 
train-optimal, while points above the diagonal indicate the opposite.

If we observe the plot without uncertainty (top, $\gamma = \infty$) we see some distinct 
patterns. The preference for train-optimal of SVM and NB is visible above the diagonal, 
indicating that their scores are poorly calibrated as probability estimates. Conversely, 
J48-Unpruned can be mostly found below the diagonal, indicating that train-optimal 
thresholds have a tendency to overfit. We also indicate the two baseline methods: Prior, 
returning the prior probability for class 1 (i.e., $\pi_1$); and Random, returning a uniform 
random score in $[0, 1]$. As derived earlier at the end of Sect. 5.3, Random has expected 
loss $\pi_0\pi_1$ for both score-driven and train-optimal thresholds under complete operating 
condition certainty (slightly under 1/4 when averaged over the 26 datasets, some of 
which are unbalanced); Prior has the same expected loss for train-optimal thresholds 
but a fixed loss of 1/3 for score-driven thresholds.

When we analyse the plot with complete uncertainty (Fig. 6, bottom) we find that, 
as expected, there is a considerable degradation in the performance of the models. 
This can be related back to our analytical results summarised in Tables 3 and 4: for 
score-driven thresholds the expected loss increases from BS to MAE, which can in 
the worst case represent a doubling (although the effect decreases when probabil-
ities become more extreme); and for optimal thresholds the expected loss doubles 
(although this holds analytically only for test-optimal thresholds and may be softened 
by train-optimal thresholds). The plot shows that this generally degrades train-optimal 
thresholds more than score-driven ones (most obviously for SVM).
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Fig. 6 Comparison between the expected losses for score-driven and train-optimal thresholds, without uncertainty (top) and with complete uncertainty (bottom). Model types are distinguished by colours, and for each model type we plot 260 points (10 train-test splits for each of the 26 datasets). Horizontal and vertical lines represent averages. Above (below) the diagonal score-driven performs worse (better) than train-optimal.

Cost curves for some of the model types are given in Fig. 7. Here we can see in detail some of the behaviours detected in Figs. 5 and 6. When we compare the plots of J48 with pruning and without it, we can see how the pruning technique reduces the number of leaves in the tree and this is represented by the lower number of cost lines in the cost plot of J48 with pruning. The performance of all threshold choice methods is reduced in the unpruned version, however score-driven is not so affected. In fact, for the unpruned version score-driven obtains better performance than train-optimal. A similar behaviour is found when we compare IBK10 (using ten neighbours) versus IBK1 (using one neighbour). In the case of support vector machines, we can see the difference between the version that computes scores (SVMp) and the version without scores (SVM). In the case of the version without scores, score-driven selects...
Fig. 7 Cost curves for selected models on the credit-a dataset. The legend includes the expected loss of the several threshold choice methods for complete certainty, and the dashed lines represent the expected curves for complete uncertainty.
the same cost line regardless of the operating condition, and therefore it is invariant under uncertainty.

After the experiments, what can we say about the original questions at the beginning of this section? We can summarise our findings as follows:

- The best threshold choice methods for all degrees of certainty seem to be train-optimal and score-driven. Rate-driven thresholds give poor results in general, even for poorly calibrated models.
- Those model types that are good without uncertainty are usually good for slight degrees of uncertainty. However, for extreme uncertainty, those model types that generate extreme probabilities can get superior results for train-optimal and especially for score-driven thresholds.
- For no uncertainty, several metrics, such as the calibration loss component of the Brier score, might help estimate the performance for score-driven. This was known theoretically, but we have seen this experimentally in Tables 7 and 8.
- For high uncertainty, however, this connection was not that clear theoretically. In Tables 3 and 4 the change from BS to MAE for score-driven might be more noticeable for uncalibrated models but this is more independent of calibration for train-optimal (in the ideal case, the loss is just multiplied by 2). Consistently, now we see experimentally that there is no clear pattern between calibration and performance of score-driven for total uncertainty. Actually, for some poorly calibrated models the results were better than other better calibrated models, suggesting that if uncertainty is maximal, it might be better to turn the probabilities into crisp 0/1.

Overall, the effects are different and more diverse as the degree of uncertainty increases, which reinforces the hypothesis that the expected degree of uncertainty must be taken into account when selecting model type and threshold choice method.

7 Conclusion

The relevance of threshold choice methods to understand how classifiers behave is increasingly being appreciated. Classifiers cannot properly be evaluated if we do not specify what decision rule or threshold choice method will be used. Previous work has analysed the expected loss for a range of operating conditions. However, this previous work was done at the theoretical level for three threshold choice methods (optimal, score-driven and rate-driven) assuming that the given operating condition is perfect. In this work, we first clarify that the optimal threshold choice method has usually been considered in an idealistic way—as if a ROC curve and its convex hull could always be estimated perfectly—instead of a more realistic train-optimal threshold choice method. Secondly, we have considered uncertainty in the operating condition—as estimating misclassification costs precisely is problematic at best in many cases—and we have provided a theoretical analysis of what this implies for threshold choice methods. Thirdly, we have analysed the behaviour of these threshold choice methods without uncertainty and with complete uncertainty (and situations in between) experimentally, using a wide range of techniques and datasets.
In the case of no uncertainty, the results partly follow the intuitions from the theoretical results. For instance, the rate-driven threshold choice method has a constant term that makes it worse than the rest in almost all situations. However we also saw that the train-optimal threshold choice method often performs sub-optimally and hence has to be distinguished from the idealistic test-optimal threshold choice method. Broadly speaking, the train-optimal and score-driven threshold choice methods obtain similar performances, although there are differences depending on the model type and dataset that is employed. Here, we want to emphasise the advantage of score-driven threshold choice method since it can be applied directly without any other information or process, provided we have some reasonably well-calibrated scores. In contrast, the train-optimal threshold choice method requires to analyse which thresholds are optimal on a train dataset (for instance, through ROC analysis) and then those selections are applied for predicting new data. Obviously, performance of the train-optimal threshold choice method depends crucially on how well the train-optimal thresholds generalise to the test set.

When considering uncertainty of operating conditions, we proposed to model this through a Beta distribution modelling the uncertainty in the deployed \( \hat{c} \) cost proportion conditional on the true \( c \). This leads to a model with a single parameter \( \gamma \), ranging from no uncertainty \( \gamma = \infty \) to complete uncertainty \( \gamma = 0 \) on the operation condition. We have theoretically studied how uncertainty influences threshold choice methods. Concretely, we have introduced some results that show that with complete uncertainty, the threshold choice methods select cost lines proportionally to the importance (length of the the values of \( c \) where they are selected). These cost lines are used originally by these threshold choice methods (not considering uncertainty). We thus see that under high uncertainty, cost lines with optimal cost for a small cost range (cost lines with high slopes) could translate into high costs in some regions.

Hence, if our learning task presents uncertainty in the operating conditions, it might be better to use cost lines with lower slopes that do not imply a high cost for some ranges of the operating condition. We can see an example of this in the Support Vector Machine without scores of Fig. 7, where the score-driven threshold choice method obtains a better performance with complete uncertainty \( \gamma = 0 \) because it always selects a cost line with small slope in contrast to train-optimal, which, for the same example, uses three different cost lines. Experiments over 26 datasets and 12 learning methods show that, as expected, uncertainty degrades the performance of most learning techniques and threshold choice methods. Methods that estimate crisp probabilities (SVM not outputting scores, J48 unpruned or IBK1) are then recommended in situations with extreme uncertainty. This might be surprising but it conveys an important message that has been found whenever uncertainty appears in decision theory: perfectly rational procedures when unreliable information is assumed reliable may lead to suboptimal decisions. Only by including all the degrees of certainty involved can we expect rational decision making processes to be optimal.

There are many avenues of future work. For instance, we think that better versions of the rate-driven threshold choice method are possible. Alternatively, we think that with information of the uncertainty of the operating condition, we could define a new optimal threshold choice method for a given uncertainty, or even include the uncertainty as a new parameter in the score-driven method too. Finally, some of these
ideas could be extended to multiclass classification, which would involve a more complex modelling of uncertainty.

In summary, this work closes a circle about the analysis of threshold choice methods and gives a realistic account of how operating conditions have to be used for classification, once one realises that they are rarely fully reliable. From this new understanding, we can even talk about a new kind of overfitting in machine learning, which depends on taking the operating condition (or a range of operating conditions) too seriously, as if it were infallible.
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Appendix A: Proofs

In this appendix, we give the proofs for the theorems, lemmas and corollaries in the paper.

**Lemma 1** Given \( n + 1 \) cost lines, the expected loss at point \( c \) is given by a weighted sum of the height of all \( n + 1 \) cost lines at \( c \):

\[
Q(c) = \sum_{i=0}^{n} \Delta V_i(c) h_i(c)
\]

where

\[
\Delta V_i(c) = V(c_{i+1}|c) - V(c_i|c)
\]

**Proof** For a cost proportion \( c \) and an uncertainty distribution \( v \), the probability of the cost line \( i \) being selected by \( T \) is \( \Delta V_i(c) \). Because of the linearity of cost lines the weights can be calculated as a difference between the cumulative distributions for the interval where \( T \) chooses \( i \).

**Theorem 1** The area under a cost curve (expected loss) can be decomposed as:

\[
L_v = \sum_{i=0}^{n} L_i
\]
where

\[ L_i = \int_0^1 [V(c_{i+1}|c) - V(c_i|c)] h_i(c) dc \]

quantifies the contribution of a single cost line to the expected loss.

**Proof** The proof is straightforward by regrouping the summands of lemma 1.

\[ L_v = \int_0^1 Q(c) dc = \int_0^1 \sum_{i=0}^n \Delta V_i(c) h_i(c) dc = \sum_{i=0}^n \int_0^1 \Delta V_i(c) h_i(c) dc \]



**Theorem 2** The contribution of cost line \( i \) to the expected loss for complete uncertainty is \( L_i = (c_{i+1} - c_i)[k_i/2 + l_i] \).

**Proof** We can express the cost of that line as:

\[ L_i = \int_0^1 [V(c_{i+1}|c) - V(c_i|c)](k_i c + l_i) dc \]

(12)

For complete uncertainty we have a uniform distribution, and the cumulative \( V \) is the identity function, so \( V(c_{i+1}|c) = c_{i+1} \) and \( V(c_i|c) = c_i \). Hence,

\[
L_i = \int_0^1 (c_{i+1} - c_i)(k_i c + l_i) dc \\
= (c_{i+1} - c_i)[k_i \left[ \frac{c^2}{2} \right]_0^{c_i} + [l_i c]_0^{c_i}]
= (c_{i+1} - c_i)[k_i/2 + l_i]
\]



**Theorem 3** The contribution of cost line \( i \) to the expected loss for complete certainty is \( L_i = (c_{i+1} - c_i)[k_i(c_{i+1} + c_i)/2 + l_i] \).

**Proof** For complete certainty the cumulative distribution is a step function at \( c \), and the cost line has a non-zero contribution only if \( c \in [c_i, c_{i+1}] \). Hence

\[
L_i = \int_{c_i}^{c_{i+1}} (k_i c + l_i) dc \\
= [k_i \left[ \frac{c^2}{2} \right]_{c_i}^{c_{i+1}} + [l_i c]_{c_i}^{c_{i+1}}]
= k_i (c_{i+1}^2 - c_i^2)/2 + l_i (c_{i+1} - c_i)
= (c_{i+1} - c_i)[k_i(c_{i+1} + c_i)/2 + l_i]
\]

\[ \square \]
**Theorem 4** Assuming scores in \([0, 1]\), the expected cost curve for the score-driven threshold choice method and complete operating condition uncertainty is given by:

\[
K_{vd\gamma=0}^{sd}(c) = 2\{\pi_1(1 - \bar{\xi}_1) + (\pi_0\bar{\xi}_0 - \pi_1(1 - \bar{\xi}_1))c\}
\]

where \(\bar{\xi}_k\) represents the average scores for class \(k\).

**Proof** We have \(v_{\gamma=0}(\hat{c}|c) = 1\), so, from Eq. 8 and Definition 4 we derive:

\[
K_{vd\gamma=0}^{sd}(c) = \int_0^1 Q(T_{sd}(\hat{\xi}; c)v_{\gamma=0}(\hat{c}|c)d{\hat{\xi}} = \int_0^1 Q(\hat{\xi}; c) d{\hat{\xi}} = \int_0^1 2\{c\pi_0(1 - F_0(\hat{\xi})) + (1 - c)\pi_1 F_1(\hat{\xi})\} d{\hat{\xi}} = \int_0^1 2\{\pi_1 F_1(\hat{\xi}) + (\pi_0(1 - F_0(\hat{\xi})) - \pi_1 F_1(\hat{\xi}))c\} d{\hat{\xi}} = 2\{\pi_1(1 - \bar{\xi}_1) + (\pi_0\bar{\xi}_0 - \pi_1(1 - \bar{\xi}_1))c\}
\]

The last step follows because \(\int_0^1 F_k(t) dt = [t F_k(t)]_0^1 - \int_0^1 t f_k(t) dt = 1 - \bar{\xi}_k.\)

**Corollary 1** The expected loss for the score-driven threshold choice method, uniform \(c\) and complete operating condition uncertainty is the classifier’s mean absolute error:

\[
L_{vd\gamma=0}^{sd} = \pi_0\bar{\xi}_0 + \pi_1(1 - \bar{\xi}_1) = MAE.
\]

**Proof** From Eq. 7,

\[
L_{vd\gamma=0}^{sd} = \int_0^1 K_{vd\gamma=0}^{sd}(c) w(c) dc = \int_0^1 2\{\pi_1(1 - \bar{\xi}_1) + (\pi_0\bar{\xi}_0 - \pi_1(1 - \bar{\xi}_1))c\} w(c) dc = 2\{\pi_1(1 - \bar{\xi}_1) + (\pi_0\bar{\xi}_0 - \pi_1(1 - \bar{\xi}_1))\mathbb{E}_w\{c\}\}
\]

For uniform \(c\) we have \(\mathbb{E}_w\{c\} = 1/2\) and the result follows.

**Theorem 5** The expected cost curve for the rate-driven threshold choice method and complete operating condition uncertainty is given by:

\[
K_{vd\gamma=0}^{rd}(c) = 2\pi_0\pi_1(1 - AUC) + \pi_1^2 + (\pi_0 - \pi_1)c
\]

**Proof** We have \(v_{\gamma=0}(\hat{c}|c) = 1\), so, from Eq. 8 and Definition 5 we derive:

\[
K_{vd\gamma=0}^{rd}(c) = \int_0^1 Q(T_{rd}(\hat{\xi}; c)v_{\gamma=0}(\hat{c}|c)d{\hat{\xi}} = \int_0^1 Q(\hat{\xi}; c) d{\hat{\xi}} = \int_0^1 2\{c\pi_0(1 - F_0(\hat{\xi})) + (1 - c)\pi_1 F_1(\hat{\xi})\} d{\hat{\xi}} = \int_0^1 2\{\pi_1 F_1(\hat{\xi}) + (\pi_0(1 - F_0(\hat{\xi})) - \pi_1 F_1(\hat{\xi}))c\} d{\hat{\xi}} = 2\{\pi_1(1 - \bar{\xi}_1) + (\pi_0\bar{\xi}_0 - \pi_1(1 - \bar{\xi}_1))c\}
\]
\[
\begin{align*}
&= \int_0^1 Q(R^{-1}(\hat{c}); c) d\hat{c} \\
&= 2 \int_0^1 \{c \pi_0 (1 - F_0(R^{-1}(\hat{c}))) + (1 - c) \pi_1 F_1(R^{-1}(\hat{c}))\} d\hat{c} \\
&= 2 \int_0^1 \{c \pi_0 - c \pi_0 F_0(R^{-1}(\hat{c})) + \pi_1 F_1(R^{-1}(\hat{c})) - c \pi_1 F_1(R^{-1}(\hat{c}))\} d\hat{c}.
\end{align*}
\]

Since, by the definition of \( R \) given in the preliminaries, \( \pi_0 F_0(R^{-1}(\hat{c})) + \pi_1 F_1(R^{-1}(\hat{c})) = R(R^{-1}(\hat{c})) = \hat{c} \),

\[
K_{rd}^{c_{[\gamma=0]}}(c) = 2 \int_0^1 \{c \pi_0 - c \hat{c} + \pi_1 F_1(R^{-1}(\hat{c}))\} d\hat{c}
= 2c \pi_0 - 2 \pi_1 \int_0^1 \{F_1(R^{-1}(\hat{c}))\} d\hat{c}
\]

From the proof of (Hernández-Orallo et al. 2013, Theorem 22) we have

\[
2\pi_1 \int_0^1 F_1(R^{-1}(c)) dc = 2\pi_0 \pi_1 (1 - AUC) + \pi_1^2
\]

and so

\[
K_{rd}^{c_{[\gamma=0]}}(c) = 2\pi_0 \pi_1 (1 - AUC) + \pi_1^2 + (2\pi_0 - 1)c
= 2\pi_0 \pi_1 (1 - AUC) + \pi_1^2 + (\pi_0 - \pi_1)c
\]

\[\square\]

**Corollary 2** The expected loss for the rate-driven threshold choice method, uniform \( c \) and complete operating condition uncertainty is related to the classifier’s AUC as follows:

\[
L_{rd}^{c_{[\gamma=0]}} = \pi_0 \pi_1 (1 - 2AUC) + 1/2
\]

which is 1/6 higher than if the operating condition were fully known.

**Proof**

\[
L_{rd}^{c_{[\gamma=0]}} = \int_0^1 K_{rd}^{c_{[\gamma=0]}}(c) w(c) dc
= \int_0^1 \{2\pi_0 \pi_1 (1 - AUC) + \pi_1^2 + (\pi_0 - \pi_1)c\} w(c) dc
= 2\pi_0 \pi_1 (1 - AUC) + \pi_1^2 + (\pi_0 - \pi_1) E_w \{ c \}
\]
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For uniform $c$ we have $E_w[c] = 1/2$ and so

$$L_{U(c)}^{rd} = 2\pi_0 \pi_1 (1 - AUC) + \pi_1^2 + (\pi_0 - \pi_1)/2$$

$$= \pi_0 \pi_1 (1 - 2AUC) + \pi_0 \pi_1 + (1 - \pi_0) \pi_1 + (\pi_0 - \pi_1)/2$$

$$= \pi_0 \pi_1 (1 - 2AUC) + \pi_1 + (\pi_0 - \pi_1)/2$$

$$= \pi_0 \pi_1 (1 - 2AUC) + (\pi_0 + \pi_1)/2$$

$$= \pi_0 \pi_1 (1 - 2AUC) + 1/2$$

(Hernández-Orallo et al. 2013, Theorem 22) derive the expected loss over uniform $c$ without considering operating condition uncertainty as $L_{U(c)}^{rd} = \pi_0 \pi_1 (1 - 2AUC) + 1/3$. $\square$

**Theorem 6** The expected cost curve for the optimal threshold choice method and complete operating condition uncertainty is:

$$K_{\bar{v}[\bar{\gamma}]=0}^\circ(c) = 2\pi_0 \bar{s}_0$$

where $s^*$ denotes scores obtained after perfect calibration. Hence the loss is independent of the true operating condition $c$.

**Proof** From Eq. 8 and Definition 3 we derive:

$$K_{\bar{v}[\bar{\gamma}]=0}^\circ(c) = \int_0^1 Q(T^\circ(\hat{c}); c) v_{\bar{v}[\bar{\gamma}]=0}(\hat{c}|c) d\hat{c}$$

We know from Theorem 44 of Hernández-Orallo et al. (2013) that $T^\circ$ is equivalent to $T^{sd}$ for calibrated models. In other words, optimal thresholds are equivalent to score-driven thresholds after perfect calibration. Hence from Theorem 4 we derive:

$$K_{\bar{v}[\bar{\gamma}]=0}^\circ(c) = 2c \pi_0 \bar{s}_0^* + 2(1 - c) \pi_1 (1 - \bar{s}_1^*)$$

Furthermore, Theorem 41 of Hernández-Orallo et al. (2013) states that for calibrated scores $\pi_0 \bar{s}_0 = \pi_1 (1 - \bar{s}_1)$, and the result follows. $\square$

**Theorem 7** The expected loss for the optimal threshold choice method with complete uncertainty is twice the expected loss for the optimal threshold choice method with complete certainty:
\[ L_{v[y=0]}^o = 2L_{\delta}^o \]  

**Proof** We make the model \( m \) explicit as an argument and we will denote the model resulting from calibration as \( \text{Cal}(m) \). After perfect calibration, we know that optimal thresholds are equivalent to score-driven thresholds (according to Theorem 44 of Hernández-Orallo et al. (2013)), so we have:

\[ L_{v[y=0]}^o(m) = L_{v[y=0]}^{sd}(\text{Cal}(m)) \]

From Theorem 4, we have:

\[ L_{v[y=0]}^{sd}(\text{Cal}(m)) = L_{\delta}^{su}(\text{Cal}(m)) \]

Now, according to Figure 4 in Hernández-Orallo et al. (2013) we can follow all these equalities for calibrated classifiers:

\[ L_{\delta}^{su}(\text{Cal}(m)) = \text{MAE}(\text{Cal}(m)) = 2RL(\text{Cal}(m)) \]

Here, \( RL \) refers to the refinement loss of a classifier, which is one of the components of the Brier score of a classifier (the other component being the calibration loss, which is zero for a perfectly calibrated classifier).

Similarly for the right-hand side of the theorem:

\[ L_{\delta}^o(m) = L_{\delta}^{sd}(\text{Cal}(m)) \]

and again referring to Figure 4 in Hernández-Orallo et al. (2013):

\[ L_{\delta}^{sd}(\text{Cal}(m)) = BS(\text{Cal}(m)) = RL(\text{Cal}(m)) \]

\[ \square \]

**Appendix B: Threshold choice methods on a toy example**

We give an example of using different threshold choice methods with complete certainty and complete uncertainty.

We trained a decision tree model (J48 Unpruned) for the Spambase dataset of the UCI repository Lichman (2013). This dataset contains a collection of spam and valid emails, and it has been used to build spam filters. This dataset contains 4554 instances. The model was trained with 1% of the data (47 instances, 28 of class 0 and 19 of class 1). The following text shows the induced decision tree.
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Fig. 8  Left: Cost lines of the J48 unpruned model in the train dataset. Right: Cost lines of the J48 unpruned model in the test dataset. Cost curves by four different threshold choice methods: score-driven, test-optimal, rate-driven and train-optimal. We consider the actual classes of the left example for the train-optimal threshold choice method. The area under the four cost curves is shown in the legend.

```
word_freq_our <= 0.28
|   word_freq_your <= 3.17
|      |   char_freq_! <= 0.204: 0 (23/0)
|      |   char_freq_! > 0.204
|      |   |   capital_run_length_longest <= 10: 0 (4/0)
|      |   |   capital_run_length_longest > 10: 1 (0/4)
|      |   word_freq_your > 3.17: 1 (0/2)
word_freq_our > 0.28: 1 (1/13)
```

There are five leaves in the tree, the distribution of positive and negative examples is included in the model (numbers between parenthesis). Since Laplace correction is applied, the estimated scores of being class 1 for each of the leaves are: (0.040, 0.833, 0.167, 0.750, 0.875). Higher scores express a stronger belief that the instance is of class 1.

We have 5 leaves and hence 6 cost lines \( Q(t; 0) \rightarrow Q(t; 1) \), as represented by Fig. 8 (left), namely \( (i = 0) \) 0 \( \rightarrow \) 0.8085, \( (i = 1) \) 0.0425 \( \rightarrow \) 0.2553, \( (i = 2) \) 0.0425 \( \rightarrow \) 0.0851, \( (i = 3) \) 0.0425 \( \rightarrow \) 0, \( (i = 4) \) 0.2127 \( \rightarrow \) 0 and \( (i = 5) \) 1.1914 \( \rightarrow \) 0. If we set a fixed threshold on \( t = 0.5 \), we would have a cost curve that corresponds to the cost line in the plot \( (i = 3, 0.0425 \rightarrow 0) \).

More generally, if we change the threshold with \( c \) we would obtain a cost curve that jumps between these cost lines in a way determined by the threshold choice method. In particular, the lowest two cost lines cross at around \( c = 0.05 \) and so the optimal strategy would be to choose the \( (i = 0) \) cost line for \( c < 0.05 \) and the \( (i = 3) \) cost line for \( c > 0.05 \). In terms of thresholds, this would be achieved by setting \( t \) such that \( t < 0.04 \) for \( c < 0.05 \) and \( 0.167 < t < 0.75 \) for \( c > 0.05 \).

Now consider applying the same model to the test dataset with 4554 examples (2760 of class 0 and 1794 of class 1). The previous model obtains an Area under the ROC curve of 0.7921, a Mean Average Error (MAE) of 0.2546, and a Mean Square
Error (MSE) of 0.1743. On this test set, the 6 cost lines are $(i = 0) 0 \rightarrow 0.788$, $(i = 1) 0.189 \rightarrow 0.393,(i = 2) 0.232 \rightarrow 0.187,(i = 3) 0.258 \rightarrow 0.161,(i = 4)$ $0.329 \rightarrow 0.134,$ and $(i = 5) 1.21 \rightarrow 0.$ These cost lines can be seen in the right plot of Fig. 8. On this test set, the optimal strategy would be select cost line $i = 0$ for $c < 0.27$, cost line $i = 2$ for $0.27 < c < 0.5$, cost line $i = 3$ for $0.5 < c < 0.72$, cost line $i = 4$ for $0.72 < c < 0.84$, and cost line $i = 5$ for $c > 0.84$ with an expected loss of 0.1583; but this test-optimal strategy would require knowledge of the test labels. If we apply the train-optimal strategy from before we see that suboptimal decisions are made in the range $0.05 < c < 0.27$ and $c > 0.84$, resulting in a higher expected loss of 0.1977. This difference between train-optimal and test-optimal has usually been overlooked in the literature.

Threshold choice methods on a toy example with uncertainty

Table 3 summarises our results so far for complete operating condition uncertainty. The first column gives the expected cost lines in the form $K(c) = A + Bc$, and the right column gives the expected loss (area under the expected cost line). Table 4 gives the corresponding results for complete operating condition certainty from Hernández-Orallo et al. (2012).

We start by considering the example of Fig. 8. Figure 9 compares the cost curves for complete operating condition certainty (solid lines) and complete uncertainty (dashed lines).

Score-driven: In the test set we have $\pi_0 = 0.394, \pi_1 = 0.606, s_0 = 0.3065$ and $\bar{s}_1 = 0.7790$, so, following the equations in Table 3, the score-driven cost curve under complete uncertainty can be derived as $K(c) = 0.2677 - 0.0263c.$ The area under this curve is $MAE = 0.2546$, which is worse that of the curve under complete certainty ($BS = 0.1743$). Yet, as can be seen in Fig. 9 there is an interval around
\( c = 0.2 \) where the model is poorly calibrated and the expected loss under complete uncertainty is lower than the expected loss under complete certainty.

Rate-driven: We have \( AUC = 0.7921 \) and so the equation of the rate-driven cost curve under complete uncertainty can be derived as \( K(c) = 0.4665 - 0.21c \) with an area of 0.3605, which is 1/6 higher than the expected loss under complete certainty (0.1938).

Test-optimal: We can follow the calculations for score-driven thresholds if we first calibrate the model, obtaining calibrated scores \( s^* \). Here the optimal cost curve under complete uncertainty has an expected loss of 0.3166, which is twice the expected loss under complete certainty (0.1583).

Train-optimal: Again, we need to calibrate scores, and then we can follow the calculations for score-driven. The train-optimal cost curve under complete uncertainty obtains an expected loss of 0.2168, which should be contrasted with the expected loss under complete certainty (0.1977).

In general, we see that, as expected, uncertainty degrades the expected loss for all the threshold choice methods. However, if we observe the particular curve train-optimal, we can find a small area where the complete uncertainty curve dips below the curves for complete certainty. Hence, it may happen that a bad choice of threshold is mitigated by a bad estimation of the operating condition.
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