STABILITY SPACES OF STRING AND BAND MODULES
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Abstract. The stability space of a module is the cone of vectors which make the module semistable. These cones are defined in terms of inequalities; in this paper we draw insights from considering the dual description in terms of non-negative linear spans. We show how stability spaces of thin modules are related to order polytopes. In the case of non-thin modules, we show how the stability spaces of string and band modules are related to the stability spaces of the thin modules corresponding to the abstract string and band. We use this to analyse the way in which the stability space of a band module is the limit of stability spaces of string modules. Namely, the stability space of the band module is a union of cones, each of which is the limit of the stability spaces of a family of string modules.
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1. Introduction

Stability conditions are a classical concept in algebraic geometry used to construct moduli varieties [20]. In the 90s they were introduced for representations of finite dimensional algebras [23, 10] and, more generally, for abelian categories [22].
For a finite-dimensional algebra $A$, the stability conditions over $\text{mod} \ A$ induce a partition of $\mathbb{R}^n$ [16], known as the \textit{wall-and-chamber} structure. The wall-and-chamber structure forms one component of a scattering diagram associated to the finite-dimensional algebra in [6]—the other being a group whose elements correspond to the walls, which induce an action known as \textit{wall-crossing}. Scattering diagrams were originally introduced in algebraic geometry [15, 17] to study wall-crossing phenomena in Donaldson–Thomas theory. They were subsequently applied with remarkable effect in [14] to solve several open problems in the theory of cluster algebras.

The theory of cluster algebras itself has had a sizeable impact on the representation theory of algebras via categorifications of cluster algebras, using such concepts as cluster categories [10, 8, 2] and quivers with potential [12]. These categorifications shed light on previously-undescribed homological properties of categories of modules over algebras, and led to the introduction of $\tau$-tilting theory [1]. In turn, it has been shown that the wall-and-chamber structure of an algebra is governed by the $\tau$-tilting theory of the algebra [7, 4].

In this paper we are interested only in the wall-and-chamber structures of algebras, rather than the full scattering diagrams—meaning that we ignore the group elements associated to walls. The wall-and-chamber structure of an algebra $A$ is built using the notion of stability conditions introduced in [16] as follows (see Section 2 for more details). For each $A$-module $M$ the stability space $\mathcal{D}(M)$ is the set of vectors $v$ in $\mathbb{R}^n$ making the module $M$ $v$-semistable. The union of all of the stability spaces of non-zero objects in $\text{mod} \ A$ forms the wall-and-chamber structure of $A$. Here the \textit{walls} are the stability spaces of codimension one, while the \textit{chambers} correspond to the open connected subsets of the complement of the closure of the walls.

It follows from the definition of stability conditions that $\mathcal{D}(M)$ is the intersection of finitely many half-spaces; in other words, $\mathcal{D}(M)$ is a \textit{polyhedral cone}. The Minkowski–Weyl Theorem, a central result in Linear Programming, states that any cone which is a finite intersection of half-spaces is a non-negative linear span of a finite set of vectors. We investigate stability spaces $\mathcal{D}(M)$ from this dual point of view. We begin by considering the case where $M$ is a thin module, that is, where the composition factors of $M$ are pairwise non-isomorphic. We obtain the following description of the stability space of a thin module using the description of the facial structure of a stability space from [4].

**Proposition 1.1** (Proposition 3.2). \textit{Let $M$ be a thin sincere representation of an acyclic quiver $Q$. A minimal generating set of $\mathcal{D}(M)$ is given by}

$$\text{Span}_{\geq 0}\{e_i - e_j \mid i \rightarrow j \text{ is an arrow of } Q\},$$

where $\text{Span}_{\geq 0}\{\cdot\}$ denotes the non-negative linear span.

Proposition 1.1 has interesting connections with other areas of mathematics. An acyclic quiver $Q$ defines a poset $P$. If $M_P$ is a thin sincere representation $Q$, then we show also that the faces of the stability space of $M_P$ correspond to connected compatible partitions of $P$. This recovers a result of Geissinger and Stanley describing
the faces of the order polytope of a poset \cite{13,25}. We also show that Proposition 1.1
has a natural microeconomic interpretation when the poset defined by the quiver is
interpreted as a set of preferences between certain goods.

We then show how Proposition 1.1 may be used to describe the stability spaces
of string and band modules. Here, given a string or a band, we may consider the
thin representation of the quiver with the same shape as the string or the band. We
obtain the following description of the stability space of the string or band module.

**Theorem 1.2** (Theorems 4.2 and 4.18). Let \( M \) be a string \( A \)-module or a band
\( A \)-module over a special biserial \( K \)-algebra \( A \) and let \( T \) be a thin representation
corresponding to the string or band. Then the stability space \( D(M) \) is the intersection
of \( D(T) \) with the hyperplanes which set the coordinates of repeated vertices in the
string or band equal to each other.

We then apply this theorem to describe in detail how the stability spaces of band
modules are the limits of stability spaces of string modules. For a more formal
statement of this theorem, see Theorem 5.6

**Theorem 1.3** (Theorem 5.6). Let \( A \) be a special biserial algebra and let \( b \) be a
band with \( D(M(b,1,\lambda)) \) the stability space of the corresponding band module. Then
\( D(M(b,1,\lambda)) \) is a union of cones such that each cone is the limit of a particular
family of string modules.

What is interesting is that, in general, one cannot approximate the whole stability
space of the band module by a single family of string modules. Instead, it is necessary
to decompose the stability space of the band module into smaller cones in this way.
We illustrate this in Example 5.8

Theorem 1.3 is related to recent work on \( g \)-tameness \cite{3,21,5}. There is a subfan
of the wall-and-chamber structure known as the ‘\( g \)-vector fan’. Algebras such that
this fan is dense were called ‘\( g \)-tame’ in \cite{3}, where it was shown that complete special
biserial algebras were \( g \)-tame. This implies that every point in \( \mathbb{R}^n \) is a limit of cones
in the \( g \)-vector fan.

This paper is structured as follows. In Section 2, we give the necessary background
to the paper on stability spaces and string and band modules. In Section 3, we
describe the stability spaces of thin modules and show how this description relates
to order polytopes and may be interpreted in terms of microeconomics. In Section 4
we show how the stability spaces of string and band modules may be described.
Finally, in Section 5, we apply the results of the preceding section to describe how
stability spaces of band modules are the limits of stability spaces of string modules.
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2. Background

Throughout this paper we let $A$ be a finite-dimensional algebra over a field $K$ of the form $A = KQ/I$ where $Q$ is a quiver and $I$ is an admissible ideal of the path algebra $KQ$. From Section 4 we will assume that $K$ is algebraically closed. Let $Q_0$ be the set of vertices of $Q$ and let $Q_1$ be the set of arrows. If $\alpha$ is an arrow of $Q$, then we denote the source of $\alpha$ by $s(\alpha) \in Q_0$ and the target of $\alpha$ by $t(\alpha) \in Q_0$. For $\alpha$ and $\beta$ arrows in $Q$ with $t(\alpha) = s(\beta)$, we write $\alpha \beta$ for the non-zero product of $\alpha$ and $\beta$ in $KQ$.

An important family of algebras that we will study in this article is the family of special biserial algebras $[9, 27]$. These are algebras $A = KQ/I$ which are defined by combinatorial properties of their quiver $Q$ and ideal $I$. At the level of the quiver, an algebra $A = KQ/I$ is said to be special biserial if for every vertex $v \in Q_0$ there are at most two arrows $\alpha, \beta \in Q_1$ such that $t(\alpha) = t(\beta) = v$ and at most two arrows $\gamma, \delta \in Q_1$ such that $s(\gamma) = s(\delta) = v$. At the level of relations, if there are arrows $\alpha, \gamma, \delta$ such that $t(\alpha) = s(\gamma) = s(\delta)$, then $\alpha \gamma \in I$ or $\alpha \delta \in I$ or both. Dually, if there are arrows $\alpha, \beta, \gamma$ such that $t(\alpha) = t(\beta) = s(\gamma)$, then $\alpha \gamma \in I$ or $\beta \gamma \in I$ or both.

2.1. Representations of quivers and stability spaces. We denote by $\text{mod} A$ the category of finite-dimensional right $A$-modules. It is well-known that this category is equivalent to the category of representations $(M_i, \phi_\alpha)_{i \in Q_0, \alpha \in Q_1}$ of the bound quiver $(Q, I)$. Here a representation of $Q$ consists of a finite dimensional vector space $M_i$ for every $i \in Q_0$ and a linear map $\phi_\alpha : M_i \rightarrow M_j$ for every arrow $\alpha : i \rightarrow j$ in $Q_1$. Given a path $w = \alpha_1 \ldots \alpha_n$ in $Q$, we write $\phi_w = \phi_{\alpha_n} \ldots \phi_{\alpha_1}$. Similarly, given a linear combination of paths $\rho = \sum_{i=1}^r \lambda_i w_i$, we write $\phi_\rho = \sum_{i=1}^r \lambda_i \phi_{w_i}$. Then $(M_i, \phi_\alpha)_{i \in Q_0, \alpha \in Q_1}$ is a representation of the bound quiver $(Q, I)$ if $\phi_\rho = 0$ for all $\rho \in I$.

The dimension vector $\dim M$ of a representation $Q$ of $M$ is the vector with entries $\dim M_i$. We denote by $K_0(A)$ the Grothendieck group of $\text{mod} A$. This is a free abelian group of rank $n$, where $n$ is the number of vertices of the quiver. Given a $A$-module $M$, we write $[M]$ for the class of $M$ in $K_0(A)$. We have that $[M] = \dim M$ as vectors of integers.
We say that an $A$-module $M$ is thin if all composition factors of $M$ are pairwise non-isomorphic. As consequence, if a module $M$ is thin, we have that the dimension vector $\dim M$ has only 0 and 1 as entries.

Given an $A$-module $M$, we define the support $\supp M$ of $M$ to be the full subquiver of $Q$ with vertices

$$\supp_0 M := \{i \in Q_0 \mid M_i \neq 0\}.$$ 

We say that $M$ is sincere if $\supp_0 M = Q_0$.

Let $M$ be an $A$-module. Let

$$P_{-1} \rightarrow P_0 \rightarrow M \rightarrow 0$$

be the minimal projective presentation of $M$, where $P_0 = \bigoplus_{i=1}^n P(i)^{a_i}$ and $P_{-1} = \bigoplus_{i=1}^n P(i)^{b_i}$. Then the $g$-vector of $M$ is defined to be

$$g^M = (a_1 - b_1, a_2 - b_2, \ldots, a_n - b_n).$$

### 2.2. String and band modules

We now recall the definitions of string and band modules, for which we need the following combinatorics. We refer to [9] for more details on these modules. For every arrow $\alpha: i \rightarrow j$ in $Q_1$, we write $\overline{\alpha}: j \rightarrow i$ for its formal inverse. It is also convenient to define $\overline{\alpha} := \alpha$. We write $Q_1$ for the set of formal inverses of arrows of $Q_1$. We refer to elements of $Q_1$ as direct arrows, and elements of $Q_1$ as inverse arrows.

A walk is a sequence $\alpha_1 \ldots \alpha_r$ of elements of $Q_1 \cup Q_1$ such that $t(\alpha_i) = s(\alpha_{i+1})$ and $\alpha_{i+1} \neq \overline{\alpha_i}$ for every $i \in \{1, \ldots, r - 1\}$. Given a walk $w = \alpha_1 \ldots \alpha_r$, we define $\overline{w} = \overline{\alpha_r} \ldots \overline{\alpha_1}$. When we want to emphasise a vertex $e \in Q_0$ traversed by a walk $w$ we write $e$ in the sequence of $w$. For example, $w = \alpha_1 \epsilon \alpha_2$ when $e = t(\alpha_1) = s(\alpha_2)$.

A string for $A$ is a walk $w$ in $Q$ avoiding the zero relations in $I$ and such that neither $w$, $\overline{w}$ nor any subword of either is a summand in a relation. Given a string $w$, the string module $M(w)$ is obtained by replacing every vertex traversed by $w$ by a copy of the field $K$, direct arrows in $w$ by the identity map, and inverse arrows by the identity map in the opposite direction.

A band $b$ for $A$ is defined to be a cyclic string such that every power $b^n$ is a string, but $b$ itself is not the proper power of some string $w$. A band $b = \alpha_1 \ldots \alpha_r$ can be represented by several different words, such as $\alpha_2 \ldots \alpha_r \alpha_1$. We refer to these words as rotations of the band. Given a band $b = \alpha_1 \ldots \alpha_r$, an element $\lambda \in K^*$, and $m \in \mathbb{N}$, the band module $M(b, \lambda, m)$ is obtained from the band $b$ by replacing each vertex traversed by $b$ with a copy of the $K$-vector space $K^m$, every direct arrow $\alpha_i$ for $i \in \{1, \ldots, r - 1\}$ by the identity matrix of dimension $m$, inverse arrows by the identity map in the opposite direction, and the arrow $\alpha_r$ by a Jordan block of dimension $m$ with eigenvalue $\lambda$.

We will need to use the descriptions of morphisms between string and band modules from [11] [13], which are as follows. Let $w = \alpha_1 \ldots \alpha_i \ldots \alpha_j \ldots \alpha_r$ be a string with substring $u = \alpha_i \ldots \alpha_j$. We say that $u$ is a submodule substring if $\alpha_{i-1}$ is a direct arrow, or $i = 1$, and $\alpha_{j+1}$ is an inverse arrow, or $j = r$. We say that $u$ is a factor substring if $\alpha_{i-1}$ is an inverse arrow, or $i = 1$, and $\alpha_{j+1}$ is a direct arrow, or $j = r$. By [11], given two strings $v, w$ which have a common substring $u$ which is
a factor substring of $v$ and such that either $u$ or $\pi$ is a submodule substring of $v$, then there is a map $f_u: M(v) \to M(w)$. As a map of quiver representations, $f_u$ is the identity on vertices traversed by $u$, and zero on other vertices. Moreover, maps of this form constitute a $K$-basis of $\text{Hom}_A(M(v), M(w))$.

Similarly, a $K$-basis of $\text{Hom}_A(M(v), M(b, \lambda, n))$ (resp. $\text{Hom}_A(M(b, \lambda, n), M(v))$) is given by $f_u$ where $u$ is a factor (resp. submodule) substring of $v$ and a submodule (resp. factor) substring of the infinite string $\infty b \infty$ formed by infinite composition of $b$ with itself.

The situation for maps between band modules is slightly different. Let $M(b, \lambda, n)$ and $M(c, \mu, m)$ be band modules. If either $b \neq c$ or $\lambda \neq \mu$ then a $K$-basis of $\text{Hom}_A(M(b, \lambda, n), M(c, \mu, m))$ is given by maps $f_{(u, \phi)}$ where $u$ is a finite string that is a factor substring of $\infty b \infty$ and a submodule substring of $\infty c \infty$ and $\phi$ is an element of a given basis of $\text{Hom}_K(K^n, K^m)$. For more details on these maps, see [24].

If $b = c$ and $\lambda = \mu$ then the $K$-basis contains an additional class of maps $f_\psi$ where $\psi \in \text{Hom}_K(K^n, K^m)$ and $f_\psi$ is given at a vertex $e$ by a diagonal block $nk \times mk$ matrix where $k$ is the number of occurrences of $e$ in the string $b$ and the diagonal blocks are given by $\psi$.

Note that string and band modules give indecomposable modules for every algebra of the form $A = KQ/I$, but the converse is not true in general. However, for special biserial algebras over an algebraically closed field this is almost true. To be more precise, if $A$ is a special biserial algebra, then every indecomposable non-projective $A$-module is either a string module or a band module [9] [27].

2.3. Stability spaces and polyhedral geometry. We recall the notion of stability from [10]. We denote the standard inner product on $\mathbb{R}^n$ by $\langle \cdot, \cdot \rangle$. Given $v \in \mathbb{R}^n$, we say that a non-zero $A$-module $M$ is $v$-semistable if $\langle v, [M] \rangle = 0$ and $\langle v, [L] \rangle \leq 0$ for every proper submodule $L$ of $M$. If $M$ is $v$-semistable and $\langle v, [L] \rangle \neq 0$ for all proper submodules $L$ of $M$, we say that $M$ is $v$-stable. The stability space of an $A$-module $M$ is then defined to be

$$\mathcal{D}(M) := \{v \in \mathbb{R}^n \mid M \text{ is } v\text{-semistable}\}.$$ 

We write $\mathcal{W}_v$ for the category of $v$-semistable $A$-modules. This is a wide subcategory of $\text{mod } A$ by [7] Proposition 3.24, and hence is an abelian category. The relative simple modules in $\mathcal{W}_v$ are precisely the $v$-stable modules. These $v$-stable modules are always bricks, where a module is a brick if its endomorphism algebra is a division ring.

We define the notation

$$\mathcal{D}_{\text{supp}}(M) := \{v \in \mathbb{R}^{\text{supp} M} \mid M \text{ is } v\text{-semistable}\}.$$ 

A principle we use throughout is that in order to compute the minimal generating set of $\mathcal{D}(M)$, it suffices to compute $\mathcal{D}_{\text{supp}}(M) := \mathcal{D}(M) \cap \mathbb{R}^{\text{supp} M}$. This is because if $W$ is a minimal generating set of $\mathcal{D}(M) \cap \mathbb{R}^{\text{supp} M}$, then $W \cup \{\pm e_i \mid i \in Q_0 \setminus \text{supp}_0 M\}$ is the minimal generating set of $\mathcal{D}(M)$. See [4] Lemma 2.5(3)]. Hence, it suffices to consider the case where $M$ is sincere.
A polyhedral cone $C$ is a subset of $\mathbb{R}^n$ of the form
$$C = \{ v \in \mathbb{R}^n \mid A v \leq 0 \},$$
where $A$ is a $k \times n$ matrix for some $k$. It is clear from the definition that $\mathcal{D}(M)$ is a polyhedral cone, since there are only finitely many Grothendieck-group classes of submodules of $M$. The Minkowski–Weyl Theorem states that every polyhedral cone admits a description as a non-negative linear span of finitely many vectors
$$C = \text{Span}_{\geq 0} \{ w_1, \ldots, w_r \} := \left\{ \sum_{i=1}^r \lambda_i w_i \mid \lambda_i \geq 0 \right\},$$
and conversely that every non-negative linear span of finitely many vectors is a polyhedral cone. If $W = \{ w_1, \ldots, w_r \}$ is minimal with respect to inclusion such that $\text{Span}_{\geq 0} \{ W \} = C$, then we say that $W$ is a minimal generating set for $C$. In this case, we call $\text{Span}_{\geq 0} \{ w_i \}$ the rays of the cone $C$ and $w_i$ ray vectors. A cone is simplicial if any minimal generating set is linearly independent.

Recall that a face $F$ of a cone $C$ is a subset of $C$ which maximises some linear functional on $C$. That is,
$$F = \{ v \in C \mid \langle a, v \rangle \geq \langle a, w \rangle \forall w \in C \}$$
for some $a \in \mathbb{R}^n$. A facet of $C$ is a face of codimension one. The rays of $C$ are precisely the faces of dimension 1.

### 3. Stability spaces of thin representations

In this section, we show how one may compute the stability space of a thin quiver representation as a non-negative span of a set of vectors. We start by showing how the description of the stability space of a thin module as a non-negative linear span follows from a result of Asai on the facial structure of stability spaces. We then show that this description of the stability spaces of thin modules is related to a result of Geissinger and Stanley describing the facial structure of order polytopes of posets. Finally, we show how the description has a natural application in microeconomics. In later sections, we will show how one can extend the description to string and band modules which are not necessarily thin.

#### 3.1. The facial structure of a stability space

We recall the description of the facial structure of a stability space from [4]. For a non-zero $A$-module $M$, define
$$\text{simp}_v M := \left\{ S \in \text{brick} A \mid S \text{ is a simple object appearing in a composition series for } M \text{ in } \mathcal{W}_v \right\},$$
where brick $A$ denotes the set of bricks in the module category of $A$. The result [4, Lemma 2.6] states the following. Let $M$ be a non-zero $A$-module, let $v \in \mathcal{D}(M)$, and let
$$H := \ker \langle -, \text{simp}_v M \rangle = \{ x \in \mathbb{R}^n \mid \langle x, [S] \rangle = 0 \forall S \in \text{simp}_v M \} \subseteq \mathbb{R}^n.$$Then

1. $\mathcal{D}(M) \cap H$ is the smallest face of $\mathcal{D}(M)$ containing $v$;
(2) for $v' \in D(M)$, we have $v' \in D(M) \cap H$ if and only if $\text{simp}_v M \subseteq \mathcal{W}_{v'}$.
(3) for $v' \in D(M)$ and $H' = \ker\langle -, [\text{simp}_{v'}, M] \rangle$, we have that $H' \cap D(M) = H \cap D(M)$ if and only if $\text{simp}_v M = \text{simp}_{v'} M$.

In other words, the faces of $D(M)$ are in bijection with filtrations of $M$ by stable modules under some stability condition. One face is contained in another if the filtration associated with the smaller face refines the filtration associated with the larger face.

Describing the facial structure of $D(M)$ is particularly neat when $M$ is a thin module.

**Lemma 3.1.** Let $M$ be a thin module. For every filtration $\mathfrak{F}$ of $M$ with indecomposable factors, there is a stability condition $v$ such that $\mathfrak{F}$ is the filtration of $M$ by $v$-stable modules.

**Proof.** Let $\mathfrak{F}$ be the filtration

$$0 = M_0 \subset M_1 \subset \cdots \subset M_r = M$$

of $M$ and let $S_i = M_i/M_{i-1}$ be the factors of the filtration. If $v \in \mathbb{R}^n$ is such that $S_i$ are all $v$-stable, then we must have $\langle v, \dim S_i \rangle = 0$ and $\langle v, L \rangle < 0$ for all proper submodules $L$ of $S_i$, for all $i$. The bricks $S_i$ do not share any composition factors, since $M$ is a thin quiver representation. Hence these inequalities and equations are consistent, which means there does exist such a $v \in \mathbb{R}^n$ which makes all the $S_i$ $v$-stable. Consequently, $\mathfrak{F}$ is the filtration of $M$ with $v$-stable modules as factors. $\square$

Hence, for a thin module $M$, the faces of $D(M)$ simply correspond to filtrations of $M$ with indecomposable factors, since all such filtrations arise from stability conditions. We can now use the description of the facial structure of a stability space to compute the stability space of a thin representation as a non-negative span of ray vectors.

**Proposition 3.2.** Let $M$ be a thin representation of an acyclic quiver $Q$. Then a minimal generating set of $D(M)$ is given by

$$\{ e_i - e_j \mid i \to j \text{ is an arrow of } Q \}.$$  

**Proof.** We know from [4, Lemma 2.6] and Lemma 3.1 that the rays of a stability space of a thin representation correspond to filtrations of the representation which can only be refined to the filtration by the simple modules. Such filtrations are evidently the ones where all but one factor is simple, and the non-simple factor only has two composition factors. The non-simple factor therefore corresponds to an arrow $i \to j$ of the quiver. The corresponding ray consists of the span of $e_i - e_j$, since the module $i \overset{i}{\to} j$ must be stable, as must all the other simple modules. $\square$

We hence obtain a neat description of the stability space $D(M)$ of a thin module $M$ as a non-negative linear span of vectors rather than a space cut out by inequalities.
Example 3.3. Consider the following quiver $Q$.

```
1
2 --
|   |
|   |
3
4
```

Let $M$ be the representation of $Q$ with dimension vector $4 \ 2 \ 3 \ 1$ and arrows given by the identity. Then by Proposition 3.2

$$\mathcal{D}(M) = \text{Span}_{\geq 0} \{(1, -1, 0, 0), (1, 0, -1, 0), (0, 1, 0, -1), (0, 0, 1, -1)\}$$

and, moreover, this is a minimal generating set of $\mathcal{D}(M)$.

We will use the following fact later.

Lemma 3.4. Let $Q$ be a quiver such that the underlying graph is a tree. Let $M$ be a thin sincere representation of $Q$. Then $\mathcal{D}(M)$ is a simplicial cone.

Proof. Let $\sum_{i \rightarrow j \in Q_1} \lambda_{ij} (e_i - e_j) = 0$ be a linear dependency for the minimal generating set of $\mathcal{D}(M)$, which we know from Proposition 3.2. Let us split this sum in two depending upon whether the coefficient $\lambda_{ij}$ is positive or negative, giving

$$\sum_{i \rightarrow j \in Q_1} \lambda_{ij} (e_i - e_j) = \sum_{k \leftarrow l \in Q_1} -\lambda_{kl} (e_k - e_l).$$

Consider expanding the sum on each side so that it is in terms of the $e_i$. Since the underlying graph of $Q$ is a tree, $Q$ has no oriented cycles, and so there must be terms $e_i$ on each side of the equation which have non-zero coefficients. Suppose $e_{i_1}$ has a positive coefficient on the left hand-side of the equation. Hence, there is an arrow $i_1 \rightarrow i_2$ in $Q_1$ with $\lambda_{i_1i_2} > 0$. Then, either $e_{i_2}$ has a negative coefficient on the left hand side of the equation, or there is some arrow $e_{i_2} \rightarrow e_{i_3}$ with $\lambda_{i_2i_3} > 0$.

We continue constructing a path $e_{i_1} \rightarrow e_{i_2} \rightarrow \cdots \rightarrow e_{i_r}$ in $Q_1$ in this way until we reach $e_{i_r}$, which has a negative coefficient on the left-hand side of the equation. We then know that $e_{i_r}$ has a negative coefficient on the right-hand side of the equation, so that there is an arrow $e_{i_{r+1}} \rightarrow e_{i_r}$ in $Q_1$ with $\lambda_{i_{r+1}i_r} < 0$. We then proceed in the same way, constructing a path $e_{i_r} \leftarrow e_{i_{r+1}} \leftarrow \cdots$ until we find a positive coefficient, in which case we go back over to the left hand side of the equation. The quiver is finite, and so this process must eventually return to a vertex it has already visited before, in which case we have found an unoriented cycle. This is a contradiction, and so our original linear dependency cannot have existed. Note that the set of arrows on the left-hand side of the equation is disjoint from the arrows on the right-hand side, so that we do not traverse backwards along any arrows that we have already traversed forwards. 

□
We can also describe the facets of the stability space of a thin module, which will become useful later.

**Lemma 3.5.** Suppose that $M$ is an indecomposable thin module. Then the facets of $\mathcal{D}(M)$ are given by the Cartesian products $\mathcal{D}_{\text{supp}}(L) \times \mathcal{D}_{\text{supp}}(N)$ for indecomposable submodules $L$ of $M$ with indecomposable quotients $N = M/L$.

**Proof.** It follows from [4, Lemma 2.6] and Lemma 3.1—or even simply the definition of a stability space—that the facets of $\mathcal{D}(M)$ are in bijection with filtrations of $M$ with two factors, both of which are indecomposable. Let $L$ then be an indecomposable submodule of $M$ such that the quotient $N = M/L$ is also indecomposable. If we then let $H = \ker(-,[L]) \cap \ker(-,[N])$, then the corresponding face of $\mathcal{D}(M)$ is $\mathcal{D}(M) \cap H$. Moreover, we have, for $v \in \mathcal{D}(M)$, that $v \in \mathcal{D}(M) \cap H$ if and only if $\{L,N\} \subseteq \mathcal{W}_v$. In other words, $v \in \mathcal{D}(M) \cap H$ if and only if $L$ and $N$ are both $v$-semistable, which proves that $\mathcal{D}(M) \cap H = \mathcal{D}_{\text{supp}}(L) \times \mathcal{D}_{\text{supp}}(N)$, since if $L$ and $N$ are both $v$-semistable, then so is $M$. □

3.2. **Order polytopes.** In this section we explain how the result of the previous section on stability spaces of thin modules recovers a result of Geissinger and Stanley on the facial structure of order polytopes of posets.

First we explain some notions concerning posets. Given a poset $P$ and a subset $L \subseteq P$, we say that $L$ is a lower set if whenever $x \leq y$ and $y \in L$, then $x \in L$. Similarly, given a subset $U \subseteq P$, we say that $U$ is an upper set if whenever $x \leq y$ and $x \in U$, then $y \in U$. A covering relation of $P$ is a pair $(x,y) \in P \times P$ such that $x < y$ and for any $z$ with $x \leq z \leq y$, we have that either $z = x$ or $z = y$. If $(x,y)$ is a covering relation of $P$, then we write $x < y$. The Hasse diagram of $P$ is the directed graph which has the elements of $P$ as its vertices, with an arrow $y \rightarrow x$ for every covering relation $x < y$. A poset $P$ is connected if its Hasse diagram is connected.

Let $P$ be a connected poset. Given a partition $\pi = (P_1, \ldots, P_n)$ of $P$, one may define a relation $\leq_{\pi}$ on $P_1, \ldots, P_n$ by $P_i \leq_{\pi} P_j$ if and only if there exists $p_i \in P_i$ and $p_j \in P_j$ such that $p_i \leq p_j$ in $P$. This is the quotient relation associated to the partition $\pi$, see [28, Section 5]. Following [25], we call a partition $\pi = (P_1, \ldots, P_n)$ of $P$ compatible if the transitive closure of the quotient relation $\leq_{\pi}$ is a partial order. We further call $\pi$ connected if $P_i$ is connected as a subposet of $P$ for all $i$.

The Hasse diagram of $P$ gives a quiver. This quiver has a representation $M_P$ given by a one-dimensional vector space at every vertex, and every arrow corresponding to the identity map. It is clear that submodules of $M_P$ correspond precisely to lower sets of $P$ and factor modules correspond precisely to upper sets of $P$.

**Proposition 3.6.** Filtrations of $M_P$ with indecomposable factors are equivalent to connected compatible partitions of $P$. Namely, given a partition $\pi = (P_1, \ldots, P_n)$, the corresponding filtration has factors $M_{P_1}, \ldots, M_{P_n}$.

**Proof.** We show that a connected compatible partition gives a filtration with indecomposable factors and vice versa. Let $\pi = (P_1, \ldots, P_n)$ be a connected compatible partition of $P$. Since the transitive closure quotient relation $\leq_{\pi}$ is a partial order,
there exists a $P_i$ which is minimal with respect to the transitive closure of $\leq$. This means that for all $p \in P \setminus P_i$ and for all $p_i \in P_i$, we do not have $p \leq p_i$. Hence $P_i$ is a lower set of $P$, and so $M_{P_i}$ is a submodule of $M_P$. We may then quotient $M_P$ by $M_{P_i}$ and inductively build up a filtration of $M_P$ with factors $M_{P_1}, \ldots, M_{P_n}$. These factors are indecomposable since $\pi$ is a connected partition.

Now suppose that we have a filtration of $M_P$ with indecomposable factors $M_{P_1}, \ldots, M_{P_n}$. We claim that $\pi = (P_1, \ldots, P_n)$ is a connected compatible partition of $P$. It is clear that it is a partition; and it is connected because the factors $M_{P_1}, \ldots, M_{P_n}$ are indecomposable. Suppose, without loss of generality, that the filtration of $M_P$ is

$$0 = L_0 \subset L_1 \subset \cdots \subset L_n = M_P$$

where $L_k/L_{k-1} \cong M_{P_k}$. We claim that the transitive closure of the quotient relation $\leq$ is a subrelation of the total order where $P_i < P_j$ if and only if $i < j$. For this, it suffices to show that $\leq$ is itself a subrelation of this total order. Suppose that $P_i < P_j$. This means that we cannot have $j < i$, otherwise $M_{P_j}$ would not be a submodule of $M_P/L_{j-1}$. Hence $i < j$, and so $\leq$ is a subrelation of a total order, which implies that its transitive closure is a partial order, and so $\pi$ is compatible.

Since $M_P$ is a thin representation, all filtrations of $M_P$ with indecomposable factors are filtrations by stables under some stability condition by Lemma 3.1, and so we obtain the following corollary.

**Corollary 3.7.** The faces of $\mathcal{D}(M_P)$ correspond to connected compatible partitions of $P$.

The finest non-trivial connected compatible partitions of $P$ are where all elements of the partition are singletons, bar one, which corresponds to a covering relation. This implies the following corollary, which just reinterprets Proposition 3.2 in the language of posets.

**Corollary 3.8.**

$$\mathcal{D}(M_P) = \text{Span}_{\geq 0} \{ e_y - e_x \mid y \text{ covers } x \text{ in } P \}.$$ 

Corollary 3.7 recovers the description of the facial structure of order polytopes given by Geissinger and Stanley, which says that the faces of the order polytope $\mathcal{O}(P)$ of a poset $P$ are in bijection with connected compatible partitions of $P$ [13, 25]. Corollary 3.8 gives that $\mathcal{D}(M_P)$ is the dual of the cone $\mathcal{D}^*(M_P)$ which consists of the points $x$ such that $x_i \leq x_j$ for $i < j$ in $P$. The cone $\mathcal{D}^*(M_P)$ was called the monotone polyhedron of $P$ in [19]. It was used to define the order polytope of $P$ in [13, 25]. Let us extend $P$ to $\hat{P} = \{ \hat{0}, \hat{1} \}$, where $\hat{0} \leq p$ and $p \leq \hat{1}$ for all $p \in P$. Then the order polytope $\mathcal{O}(P)$ of $P$ is defined to be the intersection of $\mathcal{D}^*(M_{\hat{P}})$ with the hyperplanes $x_0 = 0$ and $x_1 = 1$. The cone $\mathcal{D}(M_P)$ therefore has the same face lattice as the order polytope $\mathcal{O}(P)$, which explains how Corollary 3.7 recovers the description of the faces of the order polytope from Geissinger and Stanley [13, 25].
3.3. Microeconomic interpretation. Corollary 3.8 has a natural microeconomic interpretation. Here we will interpret a poset as a set of preferences, and Corollary 3.9 tells us how one may describe the set of advantageous trades for an agent with those preferences.

Consider a set of $n$ goods. We denominate these goods in units such that the goods trade on the market at a 1:1 ratio. That such units exist follows from the assumption of absence of arbitrage. For instance, let us suppose that goods $a$ and $b$ trade on the market at a ratio of 1:1. Consider an additional good $c$, which we denominate in units such that $b$ and $c$ trade at 1:1. If $a$ and $c$ do not then trade at a ratio of 1:1, then there is a possible arbitrage given by first trading $a$ with $b$ and then trading $b$ with $c$.

Now consider an agent whose preferences for the $n$ goods are structured according to a poset $P$. That is, if $a < b$ in $P$, then the agent prefers a unit of good $b$ to a unit of good $a$. In this set-up, let a vector $v \in \mathbb{R}^n$ denote a net amount of each of the respective $n$ goods. A vector $v$ such that $\sum v_i = 0$ then represents a possible trade for our agent, since all the net positions of the goods sum to zero, recalling that the goods trade at a ratio of 1:1.

In this situation, we consider which trades $v$ leave the agent strictly better off given their poset of preferences $P$. Consider splitting the poset $P$ into two sets $L$ and $U$ such that for every $l \in L$ and $u \in U$, we have that $l \leq u$, that is, $u$ is preferred by the agent to $l$. Note that this implies that $L$ must be a lower set and $U$ must be an upper set. It is clear, then, that if a trade $v$ leaves the agent strictly better off, we must have

$$\langle v, L \rangle \leq 0 \text{ and } \langle v, U \rangle \geq 0.$$  

If this is not the case, then the preferences of the agent are not satisfied with respect to $U$ and $L$. The agent always prefers goods in $U$ to goods in $L$, so cannot be satisfied if, on balance, they trade goods in $U$ for goods in $L$.

On the other hand, if we have that

$$\langle v, L \rangle \leq 0 \text{ and } \langle v, U \rangle \geq 0$$

for every such $U$ and $L$, then the trade satisfies the agent in every possible way. It can be seen that this is equivalent to $M_P$ being $v$-semistable. Hence, the vectors which make $M_P$ semistable correspond precisely to the trades which leave the agent strictly better off. We call such trades advantageous.

Corollary 3.8 tells us that the vectors which make $M_P$ semistable are precisely those which are sums of $e_y - e_x$, where $x < y$ is a covering relation of the poset. Hence we obtain the following result.

**Proposition 3.9.** The advantageous trades of an agent are precisely the trades which can be reached by a finite number of trades of pairs of goods in which the agent trades a good for one which they prefer.

This result is interesting because it gives us two ways of describing the advantageous trades of the agent. On the one hand, we have the definition of them corresponding to semistability, which gives us an intrinsic criterion for recognising
whether a vector is an advantageous trade. On the other hand, we have the description as combinations of trades of a good for a preferable one. This way allows us to construct all advantageous trades. Another way of describing the result is that the agent never needs to make a bad trade (or even a neutral one) to reach a desirable end state. All advantageous trades can be reached by trading pairs of goods which leave the agent strictly better off.

4. Stability spaces of modules

In this section, we show how one may use Proposition 3.2 to compute the stability spaces of string and band modules as non-negative linear spans. In the next section, we will apply these results to describe how the stability space of a band module is the limit of stability spaces of string modules.

4.1. String modules. We now suppose that we have a string module $M(w)$, which possibly has repeated composition factors. We furthermore assume that $A$ is a special biserial $K$-algebra, where $K$ is now an algebraically closed field, so that all the submodules of $M$ are either string or band modules. Let $T(w)$ be the thin representation corresponding to $w$. Namely, $T(w)$ is the representation of the quiver $Q_w$ which has the same shape as $w$ with a copy of the field $K$ at every vertex and identity maps at every arrow. The aim of this subsection is to prove that one may compute the stability space of $M(w)$ from the stability space of $T(w)$; we state this precisely after introducing some helpful notation.

Notation 4.1. For a string module $M(w)$ with $\dim M(w) = (d_1, \ldots, d_n)$, we set $d := \sum_{i=1}^{n} d_i$ so that $D(T(w))$ is a cone in $\mathbb{R}^d = \text{Span} \{ e_i^j \mid 1 \leq i \leq n, 1 \leq j \leq d_i \}$ and $D(M(w))$ is a cone in $\mathbb{R}^n = \text{Span} \{ e_i \mid 1 \leq i \leq n \}$. We define the linear map

$\iota: \mathbb{R}^n \longrightarrow \mathbb{R}^d$

$e_i \mapsto \sum_{j=1}^{d_i} e_i^j.$

We also introduce notation for the linear subspace where coordinates corresponding to repeated composition factors of $M(w)$ are equal,

$\mathcal{R} := \left\{ x \in \mathbb{R}^d \mid \langle x, e_i^j \rangle = \langle x, e_i^k \rangle, \ 1 \leq i \leq n, 1 \leq j \leq k \leq d_i \right\}.$

We also use the same notation in the case where $M$ is a band module $M(b, \lambda, r)$.

Theorem 4.2. Let $M(w)$ be a string $A$-module over a special biserial $K$-algebra $A$ and let $T(w)$ be the thin representation corresponding to the string $w$. Then

$\iota(D(M(w))) = D(T(w)) \cap \mathcal{R}.$

Before proving Theorem 4.2 we show a series of preliminary results. For this we note that every submodule of $T(w)$ defines a submodule of $M(w)$, but not every submodule of $M(w)$ arises from a submodule of $T(w)$. We call such submodules
diagonally embedded. Alternatively, a submodule $L$ of $M(w)$ is diagonally embedded if there is a component of the morphism of representations $L \hookrightarrow M(w)$ which is a matrix with a column containing more than one non-zero entry. One can likewise consider vector subspaces of $M(w)$ as diagonally embedded or not diagonally embedded. We give an example of a diagonally embedded submodule.

**Example 4.3.** Consider the Kronecker algebra, the path algebra of $1 \Rightarrow 2$. We consider the module $\begin{array}{c} \frac{1}{2} \\ \frac{1}{2} \end{array}$. The submodule $\begin{array}{c} \frac{1}{2} \\ \frac{1}{2} \end{array} \hookrightarrow \begin{array}{c} \frac{1}{2} \\ \frac{1}{2} \end{array}$ is diagonally embedded. It can be seen that this submodule does not arise from a submodule of the thin representation of the quiver $2 \leftrightarrow 1 \rightarrow 2'$. Note that whether or not a given submodule is considered to be diagonally embedded depends upon a choice of basis for $K^2$ in our representation $K \Rightarrow K^2$. Such a basis is implicitly fixed when we view this representation as a string module.

In order to prove Theorem 4.2, we need to show that, for every submodule $L$ of $M(w)$, there exists a non-diagonally embedded submodule $L'$ such that $\dim L = \dim L'$. This is achieved in the following proposition. We will use this to show that the defining inequalities of $\iota(D(M(w)))$ are the same as those of $D(T(w)) \cap R$.

**Proposition 4.4.** Let $M$ be a string module over a special biserial $K$-algebra $A$, and $L$ a submodule of $M$. Then there exists a submodule $L'$ of $M$ such that $L$ is a direct sum of string modules, $\dim L = \dim L'$, and $L'$ does not embed into $M$ diagonally.

To prove Proposition 4.4, we will use the description of the morphisms between string modules from [11, 18], as outlined in Section 2. We split into cases depending upon whether we have a string submodule or a band submodule.

4.1.1. **String submodules of string modules.** We begin by proving the following lemma on string submodules of string modules, which will help us to find non-diagonally embedded submodules.

**Lemma 4.5.** Let $L = M(v)$ and $M = M(w)$ be string modules with $f : L \hookrightarrow M$ a monomorphism. We may write $m$ as a linear sum $\sum_{j \in J} \lambda_j f_{\sigma_j}$ for some finite set $J$ and $\lambda_j \neq 0$, where the map $f_{\sigma_j}$ is induced by $\sigma_j$, with $\sigma_j$ a factor substring of $v$ and submodule substring of $w$. Then the following hold:

1. For every decomposition of $v$ of the form $v = v'xv''$ with $x \in Q_0 \cup Q_1 \cup \overline{Q}_1$ there exists $j \in J$ such that $x$ is a subword of $\sigma_j$. In this case we say that $\sigma_j$ covers $x$.
2. Let $e$ and $e'$ be two consecutive vertices of $v$. Then, for all $j, j' \in J$ such that $\sigma_j$ and $\sigma_{j'}$ cover $e$ and $e'$ respectively, the strings $\sigma_j$ and $\sigma_{j'}$ have a non-empty common subword $\tau$.
3. Let $j, j' \in J$ be such that $\sigma_j$ and $\sigma_{j'}$ have a common subword $\tau$. If $\sigma_j$ and $\sigma_{j'}$ are disjoint as submodule substrings of $w$ then the $K$-subspace of $L$ induced by $\tau$ is diagonally embedded into $M$. Moreover, $\tau$ is a factor substring of $v$. 
We call the common non-empty subword \( \tau \) as in Lemma 4.5(2) an overlap of the strings \( \sigma_j \) and \( \sigma_{j'} \).

**Proof.** First let us consider a decomposition of \( v \) of the form \( v = v'xv'' \) with \( x = e \in Q_0 \). Suppose that there is no \( j \in J \) such that \( \sigma_j \) covers \( e \). Then we have that \( m \) is zero on the vector space at the vertex \( e \), which contradicts our hypothesis that \( m \) is a monomorphism. Now we consider the case when \( x = \alpha \in Q_1 \) is a direct arrow; the case for an inverse arrow will follow dually. By the first part of the proof, we know that there exists \( j \in J \) such that \( \sigma_j \) covers \( t(\alpha) \). Suppose that \( \sigma_j \) does not cover \( \alpha \).

Then we have a decomposition
\[
v = v'\alpha \sigma_j v''
\]
which is a contradiction of the fact that \( \sigma_j \) is a factor substring of \( v \). Thus we have proved (1). We have also proved (2) since if \( \sigma_j \) covers \( \alpha \) it also must cover \( s(\alpha) \).

To show (3), note that the \( K \)-vector subspace of \( L \) generated by \( \tau \) is mapped to two different \( K \)-vector subspaces of \( M \). Hence the \( K \)-vector subspace of \( L \) generated by \( \tau \) is diagonally embedded into \( M \).

Finally, let us show that if two strings \( \sigma_j \) and \( \sigma_{j'} \) overlap for \( j, j' \in J \), then the overlap \( \tau \) is a factor substring of \( v \). Without loss of generality we may assume that there is a decomposition of \( \sigma_j \) of the form
\[
\sigma_j = \tau u.
\]
Since \( \sigma_j \) is a factor substring of \( v \) there exists \( \alpha, \beta \in Q_1 \) such that
\[
v = v'\alpha \sigma_j \beta v'' = v'\alpha \tau u \beta v''.
\]
Thus, the arrow \( \alpha \) to the left of \( \tau \) in \( v \) is inverse. By a similar argument based on \( \sigma_{j'} \), we deduce that the arrow to the right of \( \tau \) in \( v \) is direct. Hence \( \tau \) is a factor substring of \( v \). \( \square \)

**Lemma 4.6.** Let \( L = M(v) \) and \( M = M(w) \) be string modules, with
\[
f = \sum_{j \in J} f_{\sigma_j} : L \to M
\]
a morphism, where \( J \) is a finite set. Then \( f \) is a monomorphism if and only if \( \{\sigma_j \mid j \in J\} \) covers \( v \).

**Proof.** That \( \{\sigma_j \mid j \in J\} \) must cover \( v \) in the case where \( f \) is a monomorphism follows from Lemma 4.5(1).

On the other hand, if \( \{\sigma_j \mid j \in J\} \) covers \( v \), then the definition of the maps \( f \) and \( f_{\sigma_j} \) ensure that \( f \) is non-zero on \( L_e \) for every vertex \( e \) occurring in \( v \). \( \square \)

We can now prove the case of Proposition 4.4 for string submodules.

**Lemma 4.7.** Let \( M \) be a string module over a special biserial \( K \)-algebra \( A \), and \( L \) a string submodule of \( M \). Then there exists a submodule \( \tilde{L} \) of \( M \) such that \( L \) is a direct sum of string modules, \( \dim L = \dim \tilde{L} \) and \( \tilde{L} \) does not embed into \( M \) diagonally.
Proof. Let $M = M(w)$, $L = M(v)$, and $f : L \hookrightarrow M$ be the inclusion map. Then $f$ can be written as a linear sum $\sum_{j \in J} \lambda_j f_{\sigma_j}$ for some finite set $J$, where the map $f_{\sigma_j}$ is induced by $\sigma_j$, where $\sigma_j$ is a factor substring of $v$ and submodule substring of $w$.

To begin, we show that there is a subset $R \subseteq \{\sigma_j \mid j \in J\}$ such that the elements of $R$ cover $v$ and there are no triple overlaps. By ‘triple overlaps’ we mean portions of the string $v$ which are covered by three or more substrings $\sigma_j$ for $j \in J$. We construct $R$ inductively. Namely, start with $R = \emptyset$ and enumerate the vertices of $L$ from left to right $v_0, v_1, \ldots, v_N$, and choose $\rho_0 \in \{\sigma_j \mid j \in J\}$ that covers $v_0$ and such that $\max\{1 \leq i \leq N \mid \rho_0 \text{ covers } v_i\}$ is maximal. Such a $\rho_0$ must exist, by Lemma 4.5(1). Now, inductively, suppose we have $R$ such that $R \subseteq \rho_0, \ldots, \rho_j$ and $\rho_j$ does not cover $v_N$. Choose a $\rho_{j+1} \in \{\sigma_j \mid j \in J\}$ that covers the last vertex of $\rho_j$ and is such that $\max\{1 \leq i \leq N \mid \rho_{j+1} \text{ covers } v_i\}$ is maximal. Add $\rho_{j+1}$ to $R$. Such a $\rho_{j+1}$ must exist, by Lemma 4.5(1) and (2). In this way, we eventually construct $R$ such that the elements of $R$ cover $v$ and thus $\sum_{\rho \in R} f_{\rho} : L \rightarrow M$ is a monomorphism by Lemma 4.6, noting that we have removed the $\lambda_j$ scalars from the original map. Since we always choose $\rho_j$ to be such that $\max\{1 \leq i \leq N \mid \rho_{j+1} \text{ covers } v_i\}$ is maximal, it is guaranteed that $\rho_{j+1}$ does not overlap with $\rho_{j-1}$—otherwise we could have chosen $\rho_{j+1}$ instead of $\rho_j$. Hence there are no triple overlaps, as desired. We also note that $\rho_i$ overlaps with $\rho_j$ if and only if $j \in \{i - 1, i + 1\}$.

We now show that we may inductively resolve the remaining overlaps. That is, we will find a submodule of $M$ with the same dimension vector as $L$ where there are no diagonally embedded composition factors. Throughout, $\alpha, \beta, \gamma$ and $\delta$ will denote elements of $Q_1$. Let $u$ be the subword of $v$ covered by $\{\rho_i \mid i \geq 1\}$. Hence there are word decompositions of $v$

\[
\begin{align*}
v &= \rho_0 \beta v'' \\
v &= v' \bar{\alpha} u
\end{align*}
\]

We know that $\rho_0$ and $u$ overlap exactly along a word $\tau$ so there are $\epsilon_0, \epsilon_1 \in Q_1 \cup \overline{Q_1}$ and word decompositions

\[
\begin{align*}
\rho_0 &= \rho'_0 \epsilon_0 \tau \\
u &= \tau \epsilon_1 u'.
\end{align*}
\]

It follows that $\epsilon_0 = \bar{\alpha}$ and $\epsilon_1 = \beta$. Now, since $\rho_0$ is a submodule substring of $w$, we have the following decomposition of $w$.

\[
\begin{align*}
w &= w' \gamma \rho_0 \bar{\delta} w'' \\
w &= w' \gamma \rho'_0 \bar{\alpha} \tau \bar{\delta} w''.
\end{align*}
\]

Thus, $\rho'_0$ is a submodule substring of $w$. Hence, $\rho'_0$ defines a morphism of string modules $M(\rho'_0) \rightarrow M(w)$. Consider the morphism of string modules

\[
(f_{\rho'_0} f_u) : M(\rho'_0) \oplus M(u) \rightarrow M,
\]

where $f_u = \sum_{i \geq 1} f_{\rho_i}$. This is a monomorphism by Lemma 4.6 since the $\{\rho_i \mid i \geq 1\}$ cover $u$. Moreover, the direct summand $M(\rho'_0)$ is not diagonally embedded here.
Also, since
\[ v = \rho_0 \overline{u}, \]
we have that \( \dim L = \dim M(\rho_0) \oplus M(u) \). We may inductively proceed in this way, next considering \( f_u : M(u) \to M \), which has strictly fewer morphisms \( f_{\rho_i} \) as summands than our original morphism \( f : L \to M \). By induction, we may resolve all of the overlaps and obtain a monomorphism \( L \hookrightarrow M \) where none of the composition factors of \( L \) are diagonally embedded, with \( L \) a submodule of \( M \) such that \( \dim L = \dim L \).

\[ \square \]

4.1.2. Band submodules of string modules. The following lemma will help us to find non-diagonally embedded submodules which have the same dimension vectors as diagonally embedded band submodules.

**Lemma 4.8.** Let \( L = M(v, \lambda, m) \) be a band module, \( M = M(w) \) be a string module and \( f : L \hookrightarrow M \) be a monomorphism. We may write \( f \) as a linear sum \( \sum_{j \in J} \lambda_j f_{\sigma_j} \) for some finite set \( J \), where \( \sigma_j \) is a submodule substring of \( w \) and a factor substring of the infinite string \( \infty v^\infty \), and \( \lambda_j \) are non-zero.

1. Fix a vertex \( e \in Q_0 \). Then, for each factorisation of \( v \) of the form \( v = v' e v'' \), there are at least \( m \) different factorisations of \( w \) of the form \( w = w' e w'' \).

2. Then the set \( \{ \sigma_j \mid j \in J \} \) can be arranged to cover a substring of \( \infty v^\infty \) of the form \( v^m \) (possibly after rotation of \( v \)).

**Proof.** (1) We first note that the dimension \( \dim_K(M_e) \) of the vector space \( M_e \) at the vertex \( e \in Q \) for \( M = M(w) \) is equal to the number of different factorisations of the form \( w = w' e w'' \). Meanwhile, the dimension \( \dim_K(L_e) \) of the vector space \( L_e \) at the vertex \( e \) of the band module \( L = M(v, \lambda, m) \) is equal to \( m t \), where \( t \) is the number of factorisations of the form \( v = v' e v'' \). Since \( f \) is a monomorphism, we have that \( \dim_K(M_e) \geq \dim_K(L_e) \) and the result follows.

(2) Let \( v = v' x e \) for \( x \in Q_1 \cup Q_1^* \) \( e \in Q_0 \). Then the \( \{ \sigma_j \mid j \in J \} \) can be arranged to cover \( v^{m-1} v' \). Indeed, suppose that there is a vertex \( e_0 \) in \( v^{m-1} v' \) which is left uncovered. Then at the vertex \( e_0 \), \( m \) has a non-zero kernel which contradicts \( m \) being a monomorphism. Moreover, there is a word decomposition \( \infty v^\infty = u x (v^{m-1} v') xu' \). Observe that, since the arrow \( x \) cannot be both inverse and direct, the set of strings \( \{ \sigma_j \mid j \in J \} \) must cover more than \( v^{m-1} v' \). Hence this set of strings must cover at least \( m \) copies of \( x \), meaning that a substring of \( \infty v^\infty \) of the form \( v^m \) is covered, after possibly rotating \( v \).

\[ \square \]

**Lemma 4.9.** Let \( M \) be a string module over a special biserial \( K \)-algebra \( A \), and \( L = M(v, \lambda, m) \) a band submodule of \( M \). Then there exists a submodule \( \bar{L} \) of \( M \) such that \( \bar{L} \) is a direct sum of string modules, \( \dim L = \dim \bar{L} \) and \( \bar{L} \) does not embed into \( M \) diagonally.
Proof. We again let $M = M(w)$ and let $f : L \rightarrow M$ be the inclusion map. We will show that there exists a string module $L' = M(u)$ such that $\dim L' = \dim L$ and that $L'$ is a submodule of $M$; whence we will be in the situation of Lemma 4.7.

As it was said in Lemma 4.8(2), we know that $l = \sum_{j \in J} \lambda_j f_{\sigma_j}$ where the set $\{\sigma_j \mid j \in J\}$ covers the string $v^m$. Moreover, we may choose a rotation of the band $v$ such that the $\sigma_j$ are subwords of $v^m v^\infty$. Since the string covering the initial segment of $v^m v^\infty$ must be a factor substring of $v^\infty$, it follows that $v$ is of the form $v = v\gamma\delta\epsilon$.

Let $u$ be the substring $u = v^{m-1}v'$. Since the set $\{\sigma_j \mid j \in J\}$ covers $v^m$, it also covers $u$. Also note that $\dim M(u) = \dim L$.

Now, let $j \in J$. If $\sigma_j$ is a substring of $u$ then it is a factor substring of $u$, by virtue of being a factor substring of $v^\infty$. Since $\sigma_j$ is also a submodule substring of $w$, it induces a map $f_{\sigma_j} : M(u) \rightarrow M(w)$. In this case, fix $\sigma_j' = \sigma_j$. Otherwise, $\sigma_j$ is of the form $\sigma_j = \sigma_j'\delta\sigma_j''$. We likewise know in this case that $\sigma_j$ is a factor substring of $u$, which gives us that $\sigma_j'$ is a factor substring of $u$ too, noting that there is no arrow of $u$ following $\sigma_j'$. Moreover, since $\sigma_j$ is a submodule substring of $w$ we have that $w = w'\gamma\sigma_j\delta\omega''$. Then $\sigma_j'$ is a substring of $w$ since $w = w'\gamma\sigma_j\delta\omega''$. This implies that $\sigma_j'$ induces a map $f_{\sigma_j'} : M(u) \rightarrow M(w)$. Note that the portion of $u$ covered by $\sigma_j'$ here must already be covered by some other string $\sigma_k$ or $\sigma_k'$, due to the rotation we have chosen of $v^m$. As a consequence we can define a map $\iota' : M(u) \rightarrow M(w)$ as $\iota' = \sum_{j \in J} \lambda_j f_{\sigma_j}$, which is a monomorphism because the set $\{\sigma_j' \mid j \in J\}$ covers $u$. This finishes the proof. □

These lemmas now jointly establish Proposition 4.1.3.

Proof of Proposition 4.1.3 Since $A$ is a special biserial algebra, we know that the indecomposable $A$-modules are either string modules, band modules, or projective-injectives. Since $M$ is a string module, $M$ is indecomposable, and so cannot have a projective-injective submodule. We can furthermore assume that the submodule $L$ of $M$ is indecomposable: if $L$ is decomposable then we can consider its indecomposable direct summands one at a time. This gives us that $L$ is either a string submodule, in which case the result follows by Lemma 4.7 or a band submodule, in which case the result follows by Lemma 4.9. □

4.1.3. Describing the stability space. We are now in a position to show how the stability space of the string module $M(w)$ can be described in terms of the stability space of the corresponding thin module $T(w)$.

Proof of Theorem 4.1.4 We claim that if one takes the equations and inequalities defining $\mathcal{D}(T(w))$ and sets the coordinates of repeated factors in $M(w)$ equal to each other, then we obtain the equations and inequalities defining $\mathcal{D}(M(w))$.

This follows from Proposition 4.1.3 since for every submodule of $M(w)$, we can find a submodule with the same dimension vector which is not diagonally embedded, and therefore corresponds to a submodule of $T(w)$. Thus we obtain every dimension
vector of submodules of $M(w)$ by taking submodules of $T(w)$ and identifying the coordinates of the repeated factors in $M(w)$. Since the inequalities defining the stability space only depend on the dimension vectors of submodules, we are done. \[\square\]

In the following example, we illustrate how Proposition 3.2 and Theorem 4.2 can be applied to calculate the minimal generating set of the stability space of a string module $M$ which is not thin.

**Example 4.10.** Consider

$$M = \begin{pmatrix} 1 \\ 2 \\ 3 \end{pmatrix}.$$  

We first consider the thin representation given by the string of this module, namely

$$T = \begin{pmatrix} 1 \\ 2 \\ 3 \end{pmatrix}.$$  

We know from Proposition 3.2 that the vectors generating $D(T)$ are:

$$(1, -1, 0, 0, 0),$$

$$(0, 1, -1, 0, 0),$$

$$(0, 0, 1, -1, 0),$$

$$(0, 0, 0, 1, -1).$$

Hence, we may write any point in $D(T)$ as

$$n_1(1, -1, 0, 0, 0) + n_2(0, 1, -1, 0, 0) + n_3(0, 0, 1, -1, 0) + n_4(0, 0, 0, 1, -1)$$

$$= (n_1, n_2 - n_1, n_3 - n_2, n_4 - n_3, -n_4),$$

where $n_1, n_2, n_3, n_4 \in \mathbb{R}_{\geq 0}$. Then, by setting the coordinates of the repeated factors in $M$ equal to each other, we obtain

$$n_1 = n_4 - n_3,$$

$$n_2 - n_1 = -n_4.$$  

By adding the two equations together we have that $n_2 = -n_3$. But since these are both non-negative, we must therefore have $n_2 = n_3 = 0$. Hence $n_1 = n_4$, and so the intersection of $D(T)$ with the hyperplanes setting the coordinates equal to each other is $(n_1, -n_1, 0, n_1, -n_1) = \ell(D(M))$, using the notation from Theorem 4.2. Hence we have that $D(M) = \text{Span}_{\geq 0}\{(1, -1, 0, 0, 0)\}$.

We now develop this method for computing $D(M(w))$ further, by showing how one can find the ray vectors of $D(M(w))$ without solving equations. This will be useful for proving results in Section 5.
Definition 4.11. Let \( M(w) \) be a string \( A \)-module and let \( S \) be a minimal generating set of \( D(T(w)) \). We say that a sum \( w = \sum_{v \in S} \lambda_v v \) is an admissible sum if \( w \) lies in all the hyperplanes which set the relevant elements of \( T(w) \) equal to each other. We say that \( w \) is a minimal admissible sum if it is an admissible sum and there is no non-trivial admissible sum of vectors from a proper subset of \( S \).

For the next result, we recall the linear map \( \iota \) from Notation 4.11.

Proposition 4.12. Let \( M(w) \) be a string \( A \)-module. A vector \( v \in D(M(w)) \) is a ray vector if and only if \( \iota(v) \) is a minimal admissible sum of ray vectors in \( D(T(w)) \).

Proof. We show that every ray vector of \( \iota(D(M(w))) \) is a minimal admissible sum of ray vectors of \( D(T(w)) \) and, conversely, that every minimal admissible sum of ray vectors of \( D(T(w)) \) is a ray vector of \( \iota(D(M(w))) \). Let \( B \) be the minimal generating set of \( D(T(w)) \).

Let \( w \) be a ray vector of \( \iota(D(M(w))) \). Since \( \iota(D(M(w))) \) is a subset of \( D(T(w)) \), by Theorem 4.12 we have that \( w = \sum_{v \in S} \lambda_v v \), where \( S \subseteq B \). We may also assume that \( \lambda_v \) is non-zero for all \( v \in S \). Since \( w \in \iota(D(M(w))) \), it is clear that this is an admissible sum. Suppose that it is not a minimal admissible sum. Then there exists a proper subset \( S' \subset S \) such that \( w' = \sum_{v \in S'} \lambda'_v v \in \iota(D(M(w))) \). Choose the maximal \( \mu > 0 \) such that \( w'' = w - \mu w' \) is a non-negative linear sum of elements of \( S \). Since \( \mu \) is maximal, we must have that the coefficient of \( v' \) in \( w'' \) is zero, for some \( v' \in S' \). Moreover, \( w'' \in \iota(D(M(w))) \), since it is a non-negative linear combination of elements of \( B \) and lies in the right hyperplanes. However, this means that \( w = \mu w' + w'' \), with \( w' \) and \( w'' \) elements of \( \iota(D(M(w))) \) which are not scalar multiples of each other. But then \( w \) is not a ray vector of \( \iota(D(M(w))) \).

Conversely, let \( w = \sum_{v \in S} \lambda_v v \) be an admissible sum, where \( S \subseteq B \) and \( \lambda_v \) are all non-zero. If this is not a ray vector of \( \iota(D(M(w))) \), then there exist \( w', w'' \in \iota(D(M(w))) \) such that \( w = w' + w'' \), with \( w' \) and \( w'' \) not scalar multiples of each other. Since \( \iota(D(M(w))) \) is a subset of \( D(T(w)) \), we have \( w' = \sum_{v \in S'} \lambda'_v v \) and \( w'' = \sum_{v \in S''} \lambda''_v v \), where we can assume that the scalars \( \lambda'_v \) and \( \lambda''_v \) are non-zero. If \( S' \) and \( S'' \) are proper subsets of \( S \), then it is immediate that \( w \) is not a minimal admissible sum. Otherwise, we similarly let \( \mu \) be maximal such that \( w' - \mu w'' \) is a non-negative linear sum. This lies in \( \iota(D(M(w))) \) and the coefficient of some \( v' \in S'' \) must be zero. Hence \( w' - \mu w'' \) is an admissible sum of vectors from a proper subset of \( S \), which means \( w \) is not a minimal admissible sum.

\( \square \)

We can use this proposition to compute the stability space \( D(M(w)) \), as we illustrate in the following examples.

Example 4.13. We consider again \( M \) and \( T \), as in the previous example. We take each generating vector of \( D(T) \) in turn and add multiples of other generating vectors until the coordinates of the repeated factors of \( M \) are equal, giving an admissible sum. By adding as few vectors as possible, we ensure that it is a minimal admissible sum.
For instance, if we start with $(1, -1, 0, 0, 0)$, in order to get an admissible sum we must make the first and fourth coordinates equal, as well as the second and fifth. We can achieve this by adding the vector $(0, 0, 0, 1, -1)$ to obtain $(1, -1, 0, 1, -1)$.

If we now consider the vector $(0, 1, -1, 0, 0)$, there is no other vector we can add to equate the second and fifth coordinates without rendering the first and fourth no longer equal. Hence we ignore this vector. A similar argument applies to $(0, 0, 1, -1, 0)$.

Since we have effectively already considered $(0, 0, 0, 1, -1)$, the only generating vector we obtain is $(1, -1, 0, 1, -1)$, which corresponds to $(1, -1, 0)$ once the coordinates are identified. Hence, we again obtain $\mathcal{D}(M) = \text{Span}_{\geq 0} \{(1, -1, 0)\}$.

4.2. Band modules. We now study the stability spaces of band modules. Recall that a homogeneous tube is a component of an Auslander–Reiten quiver of the form $\mathbb{Z}A_\infty/\langle \tau \rangle$. An important property of band modules is that they form homogeneous tubes in the Auslander–Reiten quiver of the algebra. We start by showing a general result about the stability spaces of modules in the same homogeneous tube.

**Proposition 4.14.** Let $M, N$ be finitely generated $A$-modules in the same homogeneous tube of rank 1 of the Auslander–Reiten quiver of $A$. Then $\mathcal{D}(M) = \mathcal{D}(N)$.

**Proof.** We can suppose without loss of generality that $M$ is the module sitting at the mouth of the tube. Then, every module $N$ in the same tube can be filtered by $M$.

Let $v \in \mathcal{D}(M)$. As we noted in Section 2.3, it was shown in [7, Proposition 3.24] that the category of $v$-semistable modules is a wide subcategory of $\text{mod } A$. Recall that a wide subcategory is one which is closed under kernels, cokernels, and extensions. Since $N$ is filtered by $M$ and $M$ is a $v$-semistable module, so is $N$. Hence $v \in \mathcal{D}(N)$.

Conversely, let $v \in \mathcal{D}(N)$. Since $N$ is filtered by $M$ we have the following two short exact sequences.

$$0 \rightarrow N' \rightarrow N \rightarrow M \rightarrow 0$$

$$0 \rightarrow M \rightarrow N \rightarrow N'' \rightarrow 0$$

This gives the existence of an endomorphism $f: N \rightarrow N$ such that $\text{Im } f \cong M$. Since the category of $v$-semistable objects is wide in $\text{mod } A$ [7, Proposition 3.24] and $N$ is $v$-semistable by hypothesis, so is $M$. □

As a direct consequence of the previous we obtain the following corollary.

**Corollary 4.15.** Let $M(b, \lambda, 1)$ be a band module. Then we have $\mathcal{D}(M(b, \lambda, r)) = \mathcal{D}(M(b, \lambda, 1))$ for all $r \in \mathbb{N}$.

**Remark** 4.16. Observe that, for $\lambda, \mu \in K^*$, there is a bijection between submodules of $M(b, \lambda, 1)$ and submodules of $M(b, \mu, 1)$ which matches submodules which have the same composition factors. It follows that $\mathcal{D}(M(b, \lambda, 1)) = \mathcal{D}(M(b, \mu, 1))$. 
We may “de-diagonalise” proper string and band submodules of a band module as we did for string modules in Proposition 4.4. By Corollary 4.15 it suffices to consider band modules of the form \(M(b, \lambda, 1)\).

**Proposition 4.17.** Let \(M = M(b, \lambda, 1)\) be a band module and \(L\) a proper submodule of \(M\) that is a string or a band module. Then there exists a submodule \(\tilde{L}\) of \(M\) such that \(\tilde{L}\) is a direct sum of string modules, \(\dim L = \dim \tilde{L}\) and \(\tilde{L}\) has no composition factors that embed diagonally into \(M\).

**Proof.** The proof is analogous to the proof of Proposition 4.4. Indeed, if \(L = M(v)\) is a string module then the map \(L \hookrightarrow M\) is a linear sum \(\sum_{j \in J} \lambda_j f_{\sigma_j}\) for some finite set \(J\), where \(\sigma_j\) is a factor substring of \(v\) and a submodule substring of the infinite string \(\infty b \infty\) and the argument of Lemma 4.7 applies.

Now we consider the case where \(L = M(c, \mu, m)\) is a band module. If \(c = b\) and \(\mu = \lambda\) then, since \(L\) is a submodule of \(M\), we must have that \(m = 1\) and \(L\) is not a proper submodule. Hence we may assume that either \(c \neq b\) or \(\mu \neq \lambda\). Then, the map \(L \hookrightarrow M\) is a linear sum \(\sum_{j \in J} \lambda_j f_{(\phi_j, u_j)}\) using the description of morphisms between band modules from Section 2. We then may proceed as in Lemma 4.8 and Lemma 4.9. \(\Box\)

Consequently, when working over a special biserial algebra, we obtain a version of Theorem 4.2 for band modules. We once again make use of Notation 4.1.

**Theorem 4.18.** Let \(M = M(b, \lambda, r)\) be a band module over a special biserial \(K\)-algebra \(A\) and let \(T(b)\) be the thin representation corresponding to the band \(b\). Then \(\iota(D(M)) = D(T(b)) \cap R\).

**Remark 4.19.** The procedure for finding non-diagonally embedded submodules which have the same dimension vectors as diagonally embedded submodules also extends to tree modules in the sense of [11], provided one assumes that every submodule of the tree module is either a tree module or a band module.

### 4.2.1. Bands, strings, and posets.

In the manner of Section 3.2 we may consider the quivers given by strings and bands as posets, which allows us to make the following observations.

**Proposition 4.20.** Let \(N = M(b, \lambda, r)\) be a band module over a special biserial \(K\)-algebra \(A\) such that \(M(b, \lambda, 1)\) is a thin module. Then for any two distinct strings \(v, v'\) that are obtained from \(b\) by removing an arrow, we have that \(D(N) = \text{Span}_{\geq 0} \{D(M(v)), D(M(v'))\}\).

Moreover \(D(N) = D(M(v))\) if and only if \(v\) and \(b\) are isomorphic as posets.

**Proof.** By Corollary 4.15 and Remark 4.16 for the task of computing \(D(M(b, \lambda, r))\) we may assume that \(\lambda = 1\) and \(r = 1\). Observe that \(\dim M(b, 1, 1) = \dim M(v) = \dim M(v')\) and that every covering relation in the poset defined by the band \(b\) is contained in one of the posets induced by \(v\) or \(v'\). Hence the first statement follows from Theorems 4.2 and 4.18 and Corollary 3.8.
For the second part of the statement, without loss of generality suppose that \( b = vq_1\alpha q_2 \) with \( q_1, q_2 \in Q_0 \). Then the arrow \( \alpha \) induces the relation \( q_1 \geq q_2 \) in the poset generated by \( b \), which in turn induces the vector \( e_{q_1} - e_{q_2} \in \mathcal{D}(N) \). Hence, we have that \( e_{q_1} - e_{q_2} \in \mathcal{D}(M(v)) \) if and only if \( q_1 \geq q_2 \) in the poset structure induced by \( v \). In particular, this is equivalent to say that the poset induced by \( b \) and \( v \) are isomorphic. \( \square \)

A direct consequence of the previous proposition is the following. (Compare [4, Lemma 5.2].)

**Corollary 4.21.** Let \( N = M(b, \lambda, r) \) be a band module over a special biserial algebra and let \( v \) be a string obtained from \( b \) by removing one arrow. Then \( \mathcal{D}(M(v)) \subseteq \mathcal{D}(N) \).

### 5. The Wall-and-Chamber Structure of Special Biserial Algebras

In the previous section we described the stability spaces of string and band modules over special biserial algebras. This is not the first time that the wall-and-chamber structure of special biserial algebras has been studied. In fact, it has been shown in [3] that, for these algebras, the union of all the chambers is a dense set in \( \mathbb{R}^n \). It was shown in [7, 4] that for any finite-dimensional algebra each chamber is surrounded by \( n \) different walls. Moreover, it follows from the results in [26] that if the stability space of a band is a wall, then this wall is not contained in the closure of a single chamber. Consequently, we can conclude that if the stability space of a band module is a wall, then it is in the closure of an infinite family of chambers. This is equivalent to saying that if the stability space of a band module is a wall, then this wall is the limit of infinite families of walls determined by string modules. In this section we construct certain infinite families of strings for any given band. We then use the results of the previous section to show that the stability space of the band module decomposes as a union of cones which are the limits of the stability spaces of these string modules.

Our set-up for the section is as follows. Let \( \Lambda = KQ/I \) be a special biserial algebra with \( b = \alpha_1\alpha_2\ldots\alpha_n \) a band. We will first assume that \( M(b, \lambda, 1) \) is a thin module and then use this to deduce the general case. We will also be considering the restriction of the stability space of a module to the support of the module, so that we will be writing \( \mathcal{D} \) for \( \mathcal{D}_{\text{supp}} \). We enumerate the vertices of \( b \) from left to right as \( v_1, \ldots, v_n, v_{n+1} \) (so that \( v_1 = v_{n+1} \)). Hence, we have that arrow \( \{s(\alpha_i), s(\alpha_{i+1})\} = \{v_i, v_{i+1}\} \). Then, by Proposition [5.2] we know that \( \mathcal{D}(M(b, 1, 1)) = \text{Span}_{\geq 0} \{S\} \) where \( S \) consists of the vectors \( e_i - e_j \) where \( i \rightarrow j \) is an arrow in the thin representation \( T(b) \). We fix \( 0 \leq m < n \) and set \( w = \alpha_1\alpha_2\ldots\alpha_m \) (for \( m = 0 \) we set \( w \) to be the trivial word at the vertex \( v_1 \)).
Remark 5.1. Since we are working over a special biserial algebra, the \( g \)-vector of \( M(b,1,1) \) can be explicitly computed:

\[
\begin{align*}
\mathbf{g}^{M(b,1,1)} &= \sum_{i=1}^{n} \varepsilon_i e_i, \\
\varepsilon_i &= \begin{cases} 
1, & v_i \in \text{top}(M(b,1,1)) \\
-1, & v_i \in \text{soc}(M(b,1,1)) \\
0, & \text{else}.
\end{cases}
\end{align*}
\]

Note that \( \mathbf{g}^{M(b,\lambda,t)} = t \mathbf{g}^{M(b,1,1)} \) and that \( \mathbf{g}^{M(b,1,1)} \in \mathcal{D}(M(b,1,1)) \) since \( \mathbf{g}^{M(b,1,1)} \) is the sum of all the vectors \( e_i - e_j \) corresponding to all direct (or all inverse) arrows in \( b \).

We may also explicitly compute the \( g \)-vector of \( M(w) \). Indeed, the \( g \)-vector of \( M(w) \) is given by the following formula

\[
\mathbf{g}^{M(w)} = ae_1 + be_{m+1} + ce_{m+2} + de_n + \sum_{i=2}^{m} \varepsilon_i e_i
\]

where

\[
a = \begin{cases} 
1, & \alpha_1 \text{ is direct} \\
0, & \alpha_1 \text{ is inverse}
\end{cases}, \quad b = \begin{cases} 
1, & \alpha_m \text{ is inverse and } m \neq 0 \\
0, & \text{else}
\end{cases}, \\
c = \begin{cases} 
0, & \alpha_m+1 \text{ is inverse or } m = 0 \\
-1, & \text{else}
\end{cases}, \quad d = \begin{cases} 
0, & \alpha_n \text{ is inverse} \\
-1, & \alpha_n \text{ is direct}
\end{cases},
\]

and the \( \varepsilon_i \) are as above. It is then also not hard to see that the following holds

\[
\mathbf{g}^{M(b^r w)} = r \mathbf{g}^{M(b,1,1)} + \mathbf{g}^{M(w)}.
\]

Thus the \( g \)-vector of \( M(w) \) encodes the information of the orientation of the arrows \( \alpha_i \) for \( i \in \{1, m, m+1, n\} \). We make use of Notation 4.1 again.

Proposition 5.2. We have that

\[
\mathcal{D}(M(bw)) = \text{Span}_{\geq 0} \{ S' \cup \{ x \} \},
\]

where \( S' \subset S \) is the set of generating vectors \( \mathcal{D}(M(b,1,1)) \) corresponding to arrows of \( T(b) \) except for \( \alpha_{m+1} \) and \( \alpha_n \), and

\[
x = \begin{cases} 
\mathbf{g}^{M(w)}, & \text{w is a factor substring of } b \\
-\mathbf{g}^{M(w)^{\text{op}}}, & \text{w is a submodule substring of } b \\
0, & \text{else}
\end{cases}.
\]

Here \( M(w)^{\text{op}} \) is the string module corresponding to the walk \( w \) over the opposite algebra.

Proof. Observe that \( \mathcal{D}(T(bw)) \) is a cone in

\[
\mathbb{R}^{n+m+1} = \text{Span} \{ e_1^1, e_1^2, \ldots, e_n^1, e_1^2, e_2^2, \ldots, e_{m+1}^2 \}
\]

and that by Theorem 4.2 we know that

\[
\iota(\mathcal{D}(M(bw))) = \mathcal{D}(T(bw)) \cap \text{Span} \{ e_1^1 + e_1^2 + e_2^1 + e_2^2, \ldots, e_{m+1}^1 + e_{m+1}^2, e_{m+2}^1, \ldots, e_n^1 \}.
\]
Moreover, by Proposition 4.12, the ray vectors of \( \iota(D(M(bw))) \) correspond to minimal admissible sums of ray vectors of \( D(T(bw)) \). Now, clearly every element of \( \iota(S') \) is already a minimal admissible sum, and so \( \text{Span}_{\geq 0} \{ \iota(S') \} \subset D(M(bw)) \). Indeed, for \( 1 \leq k \leq m \) the sum of the vectors corresponding to \( \alpha_k \) and \( \alpha_{k+1} \) is a minimal admissible sum; and the vector corresponding to \( \alpha_1 \) is a minimal admissible sum for \( m + 1 < l < n \).

We first verify the claim for when \( w \) is a factor substring of \( b \). Observe that this is the case precisely when \( \alpha_n \) is inverse and \( \alpha_{m+1} \) is direct. Let \( \mathbf{v} \) be a minimal admissible sum such that \( \mathbf{v} \not\in \text{Span}_{\geq 0} \{ \iota(S') \} \), which will be of the form

\[
\mathbf{v} = \lambda(e_1^n - e_1) + \mu(e_{m+1}^n - e_{m+2}) + \mathbf{v}'
\]

with \( \lambda, \mu \geq 0 \) and \( \mathbf{v}' \) in the subspace generated by the vectors corresponding to the arrows \( \alpha_1, \ldots, \alpha_m, \alpha_{m+2}, \ldots, \alpha_{n-1}, \alpha_n, \ldots, \alpha_n \). We denote by \( \lambda_j \) the positive coefficient in \( \mathbf{v}' \) of the generating vector corresponding to \( \alpha_j \). Note that by the minimality of \( \mathbf{v} \) we immediately have that \( 0 = \lambda_1 = \lambda_{m+2} = \lambda_{m+3} = \cdots = \lambda_{n-1} \) and that at most one of \( \lambda_1 \) and \( \lambda_2 \) can be non-zero for \( 1 \leq j \leq m \); else \( \mathbf{v}' \) contains an admissible subsum corresponding to the vectors in \( S' \).

We denote the coefficient of \( e_j^i \) in \( \mathbf{v} \) by \( \varepsilon_j \). Note that since \( \mathbf{v} \) is an admissible sum, we must have that \( \varepsilon_j = \varepsilon_j \) for \( 1 \leq i \leq m \).

First suppose that \( \lambda = 0 = \mu \), so that \( \mathbf{v} = \mathbf{v}' \), and let \( 1 \leq k \leq m \) be minimal such that \( \lambda_k \) is non-zero. By scaling, we may assume that \( \lambda_k = 1 \). We deal with the situation where \( \alpha_k \) is inverse and \( k \) is minimal, \( \varepsilon_k = -1 \). Therefore \( \varepsilon_k \) must also be \(-1\). We deduce that \( \alpha_{k-1} \) must be direct and that \( \lambda_{k-1} = 1 \), since we cannot have that \( \lambda_k \) is non-zero whilst \( \lambda_k \) is non-zero. Indeed, if \( \alpha_{k-1} \) is inverse, then \( \varepsilon_k = \lambda_{k-1} - \varepsilon_k = \lambda_{k-1} - 0 \geq 0 \). Now, as the \( \varepsilon_i \) are 0 for \( 1 \leq i < k \) by assumption, we must have that \( \varepsilon_k = 0 \), which forces \( \alpha_{k-2} \) to be direct, with \( \lambda_{k-1} = 1 \). By repeating this argument, we conclude that all arrows \( \alpha_i \) are direct with \( \lambda_i = 1 \) for \( 1 \leq i < k \). We obtain a contradiction, since \( \alpha_n \) is inverse, so we must have \( \varepsilon_1 = 1 \), which is in conflict with the fact that \( \varepsilon_1 = 0 \). If \( k = 1 \), we obtain that \( \varepsilon_1 = -1 \) and \( \varepsilon_2 = 1 \), which is likewise a contradiction.

Thus, we may suppose that \( \lambda = 1 \). We first consider the case where \( \alpha_1 \) is direct, that is, \( v_1 \in \text{top}(M(b, 1, 1)) \); if \( \alpha_1 \) is inverse the argument is similar. As \( \mathbf{v} \) is admissible, \( \varepsilon_1^1 = \lambda + \lambda_1^2 = 1 + \lambda_1^2 \), which must equal \( \varepsilon_1 = \lambda_1^2 \geq 0 \). Since \( \lambda_1^2 \) and \( \lambda_1^2 \) cannot both be non-zero, we deduce that \( \lambda_1^2 = 1 \) and \( \lambda_1^2 = 0 \).

Whilst the following arrow remains direct, we continue with similar reasoning. Indeed, suppose that \( \alpha_2 \) is direct. Then \( \varepsilon_2 = \lambda_2^2 \geq 0 \) and \( \varepsilon_1 = -\lambda_1^2 + \lambda_1^2 = -1 + \lambda_1^2 \) must be equal and thus, \( \lambda_2^2 = 0 \) and \( \lambda_2^2 = 1 \).

At some point, an inverse arrow, \( \alpha_s \), may be reached. Then, \( \varepsilon_1 = -\lambda_{s-1}^2 - \lambda_s^1 = -1 - \lambda_s^1 \leq -1 \) and \( \varepsilon_s = -\lambda_s^2 \) are equal, from which we deduce that \( \lambda_s^2 = 1 \) and \( \lambda_s^1 = 0 \).
By continuing this argument we reach the following: For $1 \leq j \leq m$, if $\alpha_j$ is direct, then $\lambda^1_j = 1$ and $\lambda^2_j = 0$; and if $\alpha_j$ is inverse, then $\lambda^1_j = 0$ and $\lambda^2_j = 1$.

It remains to consider the coefficients of $\epsilon^1_{m+1}$ and $\epsilon^2_{m+1}$. If $\alpha_m$ is direct, then $\epsilon^1_{m+1} = -\lambda^1_m + \mu = -1 + \mu$ and $\epsilon^2_{m+1} = -\lambda^2_m = 0$ and therefore $\mu = 1$. If $\alpha_m$ is inverse, then $\epsilon^1_{m+1} = \lambda^1_m + \mu = \mu$ and $\epsilon^2_{m+1} = \lambda^2_m = 1$ and thus $\mu = 1$.

Observe that now for $1 \leq j \leq m$ the coefficients $\epsilon^1_j$ (and therefore also the $\epsilon^2_j$) are $1$ (resp. $-1$) precisely when $v_j$ is in the top (resp. socle) of $M(bw)$ and that $\epsilon^1_1$ and $\epsilon^1_{m+1}$ are $-1$. In light of Remark 5.1 we have obtained precisely the $g$-vector of $M(bw)$.

If we instead begin with the assumption that $\mu = 1$, then by similar reasoning, we reach the same admissible sum as above. Hence, for this case we are done.

The case when $w$ is a submodule substring of $b$ is dual. So we must now deal with the case when either $\alpha_n$ and $\alpha_{m+1}$ are both either inverse (with the dual situation of both being direct). In this case, we begin with the same logic as above. The same argument shows that $\lambda = 0 = \mu$ results in no minimal admissible sum not contained in the set $S'$. However, in the case of $\lambda = 1$, after following the same strategy as above and reaching that the $\lambda^1_k$ are $1$ for $\alpha_k$ direct and $0$ otherwise (and vice versa for the $\lambda^2_k$), we reach a contradiction as $\epsilon^2_{m+1}$ and $\epsilon^1_{m+1}$ cannot be equal. Indeed, say $\alpha_m$ is also inverse. Then $\lambda^1_m = 0$ and $\lambda^2_m = 1$ and so $\epsilon^1_{m+1} = \lambda^1_m - \mu = 0 - \mu \leq 0$ and $\epsilon^2_{m+1} = \lambda^2_m = 1$ which is a contradiction. Dually, if $\alpha_m$ is direct, then $\epsilon^1_{m+1} = -\lambda^1_m - \mu = -1 - \mu \leq -1$ and $\epsilon^2_{m+1} = \lambda^2_m = 0$ which is also a contradiction. \[\square\]

We show in the next result that Proposition 5.2 and the explicit expressions of the $g$-vectors from Remark 5.1 allow us to describe a minimal generating set of $\mathcal{D}(M(b'w))$.

**Proposition 5.3.**

$$\mathcal{D}(M(b'w)) = \text{Span}_{\geq 0} \{S' \cup \{x\}\},$$

where $r \geq 1$, $S' \subset S$ is the set of generating vectors $\mathcal{D}(M(b, 1, 1))$ corresponding to arrows of $T(b)$ except for $\alpha_{m+1}$ and $\alpha_n$, and

$$x = \begin{cases} g^{M(b'^{-1}w)}_S, & \text{w is a factor substring of b} \\ -g^{M(b'^{-1}w)^\text{op}}_S, & \text{w is a submodule substring of b} \\ 0, & \text{else.} \end{cases}$$

Here $M(b'^{-1}w)^\text{op}$ is the string module corresponding to the walk $b'^{-1}w$ over the opposite algebra.

**Proof.** All elements of $\iota(S')$ can be seen as minimal admissible sums of ray vectors of $\mathcal{D}(T(b'w))$. This is because the vertices $v_1, \ldots, v_m, v_{m+1}$ are covered $r + 1$ times by $b'w$, whilst the vertices $v_{m+2}, \ldots, v_n$ are only covered $r$ times. Given an arrow in $b$ between two vertices repeated $r + 1$ times, taking the sum of the $r + 1$ generating vectors corresponding to the arrows in $T(b'w)$ gives a minimal admissible sum. The same applies for arrows in $b$ between vertices repeated $r$ times. The only arrows in $b'w$ between vertices which are not repeated the same number of
times are $v_{m+1} \xrightarrow{\alpha_{m+1}} v_{m+1}$ and $v_n \xrightarrow{\alpha_n} v_1$. Hence, $\text{Span}_{\geq 0} \{S'\} \subseteq \mathcal{D}(M(b'w))$ by Proposition 4.12.

Firstly we will prove the rest of statement for when $w$ is a factor substring of $b$, that is, $\alpha_n$ is inverse and $\alpha_{m+1}$ is direct. The method of proof is induction on $r$; the base case, $r = 1$, was shown in Proposition 5.2. Let $z \in \mathcal{D}(M(w^r))$ be a ray vector and we write $g := g^{M(b,1,1)}$.

**Step 1:** Either $z \in S'$ or we may assume $\langle z, (1,1,\ldots,1) \rangle = -1$. Consider the string $\sigma = \alpha_1 \alpha_2 \ldots \alpha_{n-1}$ then $b'w = \sigma \alpha_n b'^{-1}w$. By assumption, we have that the arrow $\alpha_n$ is inverse and thus $M(\sigma)$ is a submodule of $M(w^r)$. Since $\dim M(\sigma) = (1,1,\ldots,1)$ we have that $\langle z, (1,1,\ldots,1) \rangle \leq 0$. Let us show that $\langle z, (1,1,\ldots,1) \rangle = 0$ then $z \in S'$. Indeed, if this were the case we will show that then $z \in \mathcal{D}(M(b,1,1))$ from which we will verify our claim. Notice that $\dim M(b,1,1) = (1,1,\ldots,1)$. Let $L$ be a proper submodule of $M(b,1,1)$. By Proposition 4.17 we may assume that $L = M(\tau)$ is a string module and $\tau$ is a submodule substring of $b$. Hence $\tau$ is also a submodule substring of $b'w$ and so $\langle z, \dim L \rangle \leq 0$. This shows that if $\langle z, (1,1,\ldots,1) \rangle = 0$ then $z \in \mathcal{D}(M(b,1,1)) = \text{Span}_{\geq 0} \{S' \cup \{e_1 - e_n, (e_{m+1} - e_{m+2})\}\}$. So we have that there are $\lambda, \mu > 0$ and $y \in \text{Span}_{\geq 0} \{S'\}$ such that

$$z = \lambda(e_1 - e_n) + \mu(e_{m+1} - e_{m+2}) + y.$$ 

Now,

$$0 = \langle z, \dim M(b'w) \rangle = \langle \lambda(e_1 - e_n) + \mu(e_{m+1} - e_{m+2}) + y, (r + 1,\ldots, r + 1, r, \ldots, r) \rangle$$

$$= \lambda \langle e_1 - e_n, (r + 1,\ldots, r + 1, r, \ldots, r) \rangle + \mu \langle e_{m+1} - e_{m+2}, (r + 1,\ldots, r + 1, r, \ldots, r) \rangle + 0$$

$$= \lambda + \mu$$

so $\lambda = \mu = 0$ and $z = y \in \text{Span}_{\geq 0} \{S'\}$ and since $z$ is a ray vector, $z \in S'$. Therefore if $z \not\in \text{Span}_{\geq 0} \{S'\}$ then $\langle z, (1,1,\ldots,1) \rangle < 0$ and so, after scaling, we may assume that $\langle z, (1,1,\ldots,1) \rangle = -1$.

**Step 2:** $z - g \in \mathcal{D}(M(b'^{-1}w))$. We verify this directly. Firstly, we see that

$$\langle z - g, \dim M(b'^{-1}w) \rangle = \langle z, (r,\ldots, r, r - 1,\ldots, r - 1) \rangle - \langle g, (r,\ldots, r, r - 1,\ldots, r - 1) \rangle$$

$$= \langle [z, (r + 1,\ldots, r + 1, r, \ldots, r)] - \langle z, (1,1,\ldots,1) \rangle \rangle$$

$$- [\langle g, (1,1,0,\ldots,0) \rangle + (r - 1) \langle g, (1,1,\ldots,1) \rangle]$$

$$= 0 + 1 - 1 + 0 = 0,$$ 

where for the computation of the third inner product, we used the fact that $w$ has one more vertex in the top of $b$ than the socle of $b$, since it is a factor substring of $b$; and for the fourth that $g^{M(b,1,1)} \in \mathcal{D}(M(b,1,1))$ by Remark 5.1.
Now let \( L \) be a proper submodule of \( M(b^{r-1}w) \). By Proposition 4.7 we may assume up to dimension vector, that \( L \) is a string module corresponding to a submodule substring \( \sigma \) of \( b^{r-1}w \) with word decomposition \( b^{r-1}w = u\sigma u' \) which exhibits \( \sigma \) as a submodule substring of \( b^{r-1}w \).

If \( u \) is the empty word then, as \( u' \) must be non-empty, then the word decomposition \( b^ru = u\sigma u'\alpha_m+1 \ldots \alpha_n\alpha_1 \ldots \alpha_m \) shows \( \sigma \) as a submodule substring of \( b^ru \). Thus \( \langle z, \dim L \rangle \leq 0 \). Observe that \( \langle g, \dim L \rangle = 0 \) and so \( \langle w - g, \dim L \rangle \leq 0 \).

In the case that the word \( u' \) is non-empty we may assume \( u \) is non-empty too, else we can repeat the above argument. Now, the word decomposition \( b^ru = bu\sigma u' \) shows \( \sigma \) as a submodule substring of \( b^ru \) so \( \langle z, \dim L \rangle \leq 0 \). Note that, in this case, \( \langle g, \dim L \rangle \in \{0, -1\} \) so we must show that \( \langle z, \dim L \rangle < -1 \). Observe that, since \( u \) and \( u' \) are non-empty, there is a factor substring \( \tau \) of \( b^ru \) such that \( \dim L + \dim M(\tau) = k(1, \ldots, 1) \) for some \( 1 \leq k \leq r \). Indeed, if \( \alpha_a \) is the last arrow of \( u \) and \( \alpha_b \) is the first arrow of \( u' \) then set \( \tau = \alpha_{b+1} \alpha_{b+2} \ldots \alpha_n \alpha_1 \ldots \alpha_{a-1} \). Therefore, since \( \langle z, \dim M(\tau) \rangle \geq 0 \) we have that

\[
\langle z, \dim L \rangle = k\langle z, (1, 1, \ldots, 1) \rangle - \langle z, \dim M(\tau) \rangle \leq -k.
\]

We deduce that \( \langle z - g, \dim L \rangle \leq 0 \) and so \( z \in D(M(b^{r-1}w)) \).

**Step 3: Inductive argument.** By Step 2 we have that \( z - g \in D(M(b^{r-1}w)) \).

By our inductive hypothesis, we have that

\[
z - g = \lambda(x + (r - 2)g) + y
\]

where \( x = g^{M(w)} \), \( \lambda > 0 \) and \( y \in \text{Span}_{\geq 0}\{S'\} \). Now

\[
0 = \langle z, \dim M(b^ru) \rangle
= \langle \lambda(x + (r - 2)g) + g + y, (r + 1, \ldots, r + 1, r, \ldots, r) \rangle
= \lambda \langle x, (r + 1, \ldots, r + 1, r, \ldots, r) \rangle
+ \langle \lambda(r - 2) + 1\rangle \langle g, (r + 1, \ldots, r + 1, r, \ldots, r) \rangle + 0
= \lambda(1 - r) + (\lambda(r - 2) + 1)(1)
= 1 - \lambda.
\]

Thus \( \lambda = 1 \) and \( z = x + (r - 1)g + y \). Since, we assumed \( z \) was a ray vector, we deduce that \( y = 0 \) which completes the proof.

The proof of the case when \( w \) is a submodule substring of \( b \) follows by dualising the above. Finally we deal with the case when \( w \) is neither in a factor nor submodule substring of \( b \). Let us assume that the arrows \( \alpha_n \) and \( \alpha_{n+1} \) are both direct, whence the case when they are both inverse will follow by dualising the argument. Let \( z \in D(M(w^r)) \) be a ray vector.

**Step 1**: \( \langle z, (1, 1, \ldots, 1) \rangle = 0 \). Consider the words

\[
\sigma = \alpha_1 \alpha_2 \ldots \alpha_{n-1}
\]

\[
\sigma' = \alpha_{m+2} \alpha_{m+3} \ldots \alpha_n \alpha_1 \ldots \alpha_m
\]
then the word decompositions \( b^r w = \sigma \alpha_n b^{r-1} w \) and \( b^r w = b^{r-1} w \alpha_m \sigma' \) exhibit \( M(\sigma) \) and \( M(\sigma') \) as a factor module and submodule of \( M(b^r w) \) respectively. Since 
\[
\dim M(\sigma) = \dim M(\sigma') = (1, 1, \ldots, 1)
\]
we deduce that \( \langle z, (1, 1, \ldots, 1) \rangle = 0 \).

**Step 2':** \( z \in \mathcal{D}(M(bw)) \). Again we show this directly. First,
\[
\langle z, \dim M(bw) \rangle = \langle z, (2, \ldots, 2, 1, \ldots, 1) \rangle \\
= \langle z, (r + 1, \ldots, r + 1, r, \ldots, r) \rangle - (r - 1) \langle z, (1, 1, \ldots, 1) \rangle \\
= 0 + 0 = 0.
\]

Now let \( L \) be a proper submodule of \( M(bw) \). Then, similarly to Step 2, we see that there is a submodule of \( bw \) with the same dimension vector as \( L \). Thus \( \langle z, \dim L \rangle \leq 0 \) which shows that \( z \in \mathcal{D}(M(bw)) \).

**Step 3':** **Finish the proof.** By the base case, we know that \( \mathcal{D}(M(bw)) = \text{Span}_{\leq 0} \{ S' \} \) and \( z \in \text{Span}_{\geq 0} \{ S' \} \) completes the proof.

\[ \square \]

In the following lemma, we show how the stability space of a band module can be covered by simplicial cones. We will later show how these simplicial cones can be given as the limits of stability spaces of string modules.

**Lemma 5.4.** Let \( A \) be a special biserial algebra and let \( b = \alpha_1 \ldots \alpha_n \) be a band in \( A \) such that \( M(b, 1, 1) \) is a thin module. Denote by \( S \) a minimal generating set for \( \mathcal{D}(M(b, 1, 1)) \) and let \( g = g^{M(b, 1, 1)} \) be the \( g \)-vector of \( M(b, 1, 1) \). Then
\[
\mathcal{D}(M(b, 1, 1)) = \bigcup_{v, w \in S, v \neq w} \text{Span}_{\geq 0} \{(S \setminus \{v, w\}) \cup \{g\}\}.
\]

**Proof.** Recall from Remark 5.1 that \( g \in \mathcal{D}(M(b, 1, 1)) \). In fact, as discussed in Remark 5.1, the sum of all the ray vectors of \( \mathcal{D}(M(b, 1, 1)) \) gives a multiple of \( g \), which implies that \( g \) is in the interior of \( \mathcal{D}(M(b, 1, 1)) \).

First note that it is clear that
\[
\mathcal{D}(M(b, 1, 1)) \supseteq \bigcup_{v, w \in S, v \neq w} \text{Span}_{\geq 0} \{(S \setminus \{v, w\}) \cup \{g\}\},
\]
since \( \mathcal{D}(M(b, 1, 1)) = \text{Span}_{\geq 0} \{ S \cup \{g\} \} \). Now choose a point \( x \in \mathcal{D}(M(b, 1, 1)) \). We wish to show that \( x \) lies in the right hand side of (4). This is clear if \( x \in \text{Span}_{\geq 0} \{ g \} \), so we assume that this is not the case. Hence, consider a line segment connecting \( x \) with the boundary of \( \mathcal{D}(M(b, 1, 1)) \) which passes through \( \text{Span}_{\geq 0} \{ g \} \). Let \( y \) be the point where this line segment passes through the boundary of \( \mathcal{D}(M(b, 1, 1)) \).

The point \( y \) thus lies in a facet of \( \mathcal{D}(M(b, 1, 1)) \). By Lemma 3.3, the facet containing \( y \) must be equal to \( \mathcal{D}(L) \times \mathcal{D}(M(b, 1, 1)/L) \) for some indecomposable submodule \( L \) of \( M(b, 1, 1) \) with indecomposable quotient. Since \( M(b, 1, 1) \) is thin, we must have that the supports of \( L \) and \( M(b, 1, 1)/L \) must be trees. By Lemma 3.4, we have that \( \mathcal{D}(L) \) and \( \mathcal{D}(M(b, 1, 1)) \) must both be simplicial cones. Hence, if \( L \) has dimension \( r \), then the number of generating vectors of the facet containing \( y \) must be \( (r - 1) + (n - r - 1) \). Hence, let the facet containing \( y \) be generated as a non-negative
linear span of $S \setminus \{v, w\}$, where $\{v, w\} \subseteq S$ with $v \neq w$. Consequently, we have that $x \in \operatorname{Span}_{\geq 0}((S \setminus \{v, w\}) \cup \{g\})$, whence the result follows.

In our next result we denote by $B(x, \varepsilon)$ the open ball of $\mathbb{R}^n$ with centre $x$ and radius $\varepsilon > 0$. We show that every point in the stability space of a thin band module can be approximated by the stability spaces of families of strings.

**Proposition 5.5.** Let $A$ be a special biserial algebra and let $b = \alpha_1 \ldots \alpha_n$ be a band in $A$ such that $M(b, 1, 1)$ is thin. Then, for every $x \in \mathcal{D}(M(b, 1, 1))$, there exists an infinite family of strings $\{b^r w \mid r \in \mathbb{N}\}$ such that, for every $\varepsilon > 0$, there is an $r_\varepsilon \in \mathbb{N}$ such that $B(x, \varepsilon) \cap \mathcal{D}(M(b^r w)) \neq \emptyset$ for every $s \geq r_\varepsilon$.

**Proof.** By Lemma 5.4 there are $v, w \in S$ such that $v \neq w$ and $x \in \operatorname{Span}_{\geq 0} \{S' \cup \{g\}\}$, where $S' := S \setminus \{v, w\}$ and $g$ is the $g$-vector of $\mathcal{D}(M(b, \lambda, 1))$. Note that, generically, we can assume that $\operatorname{codim} \operatorname{Span}_{\geq 0} \{S' \cup \{g\}\} = \operatorname{codim} \mathcal{D}(M(b, 1, 1))$. We can rotate the band $b$ such that $v$ corresponds to the arrow $\alpha_n$ and $w$ corresponds to the arrow $\alpha_{m+1}$. Then let $w$ be the string $\alpha_1 \ldots \alpha_m$. By Proposition 5.3 we have that

$$
\mathcal{D}(M(b^r w)) = \operatorname{Span}_{\geq 0} \{S' \cup \{y + (r - 1)g\}\} = \operatorname{Span}_{\geq 0} \left\{S' \cup \left\{\frac{1}{r-1} y + g\right\}\right\}.
$$

Since $x \in \operatorname{Span}_{\geq 0} \{S' \cup \{g\}\}$ and $\frac{1}{r-1} y + g \to g$ as $r \to \infty$, we have that for every $\varepsilon > 0$, there is an $r_\varepsilon \in \mathbb{N}$ such that $B(x, \varepsilon) \cap \mathcal{D}(M(b^r w)) \neq \emptyset$ for every $s \geq r_\varepsilon$. □

We can then apply this proposition to prove the analogous result in the case where we do not have a thin module.

**Theorem 5.6.** Let $A$ be a special biserial algebra and let $b = \alpha_1 \ldots \alpha_n$ be an arbitrary band in $A$. Then, for every $x \in \mathcal{D}(M(b, \lambda, t))$, there exists an infinite family of strings $\{b^r w \mid r \in \mathbb{N}\}$ such that, for every $\varepsilon > 0$, there is an $r_\varepsilon \in \mathbb{N}$ such that $B(x, \varepsilon) \cap \mathcal{D}(M(b^r w)) \neq \emptyset$ for every $s \geq r_\varepsilon$.

**Proof.** First recall that, by Corollary 4.15, we have $\mathcal{D}(M(b, \lambda, t)) = \mathcal{D}(M(b, 1, 1))$, so we only need to prove the statement for the case where $\lambda = 1$ and $t = 1$. This result can be deduced from Proposition 5.5. By Theorem 4.18 and Notation 4.1 we have $\iota(\mathcal{D}(M(b, 1, 1))) = \mathcal{D}(T(b)) \cap \mathcal{R}$. Hence, given a point $x \in \mathcal{D}(M(b, 1, 1))$, there is a corresponding point $\iota(x) \in \mathcal{D}(T(b))$. We know that we can approach with a family of strings $\{b^r w' \mid r \in \mathbb{N}\}$ for $T(b)$, by Proposition 5.3. Consider the corresponding family of strings $\{b^r w \mid r \in \mathbb{N}\}$ of $A$. By Theorem 4.2 we know that $\iota(\mathcal{D}(M(b^r w))) = \mathcal{D}(M(b^r w')) \cap \mathcal{R}$. Hence, since $\{b^r w' \mid r \in \mathbb{N}\}$ approaches $x$, we must have that for every $\varepsilon > 0$, there is an $r_\varepsilon \in \mathbb{N}$ such that $B(x, \varepsilon) \cap \mathcal{D}(M(b^r w)) \neq \emptyset$ for every $s \geq r_\varepsilon$. □

The main result of [24] states that a special biserial algebra is $\tau$-tilting finite if and only if no band module is a brick. In particular this implies that in the wall-and-chamber structure of a $\tau$-tilting finite special biserial algebra there are no walls which are determined by band modules. In the next result we show that, if there is a wall determined by a band module, then this wall can be seen as the limit of a family of walls determined by string modules.
Corollary 5.7. Let $A$ be a special biserial algebra and let $b$ be a band such that $\mathcal{D}(M(b, \lambda, t))$ is a wall in the wall-and-chamber structure of $A$. Then, for every $x \in \mathcal{D}(M(b, \lambda, t))$, there exists an infinite family of strings $\{w_i \mid i \in \mathbb{N}\}$ such that $\mathcal{D}(M(w_j))$ is a wall and there is an $i_x \in \mathbb{N}$ such that $B(x, \varepsilon) \cap \mathcal{D}(M(w_j)) \neq \emptyset$ for every $j \geq i_x$.

Proof. This follows from Theorem 5.6 and the observation that it suffices to consider the strings whose stability spaces have the same codimension as that of the band. This is because Theorem 5.6 gives us countably many string modules such that every point in the stability space of the band module is a limit of points in the stability spaces of the string modules. If we did not have infinitely many string modules whose stability space had the same codimension as that of the band, then uncountably many string modules would be needed in order to have every point in the $\mathcal{D}(M(b, \lambda, t))$ approached by points in the stability spaces of string modules. Hence, if the stability space of the band module has codimension 1, then, for a given point in the stability space of the band module, there must be infinitely many string modules whose stability spaces have codimension 1 which approach it.

We finish by illustrating our results with the following example. Note how the convergence of stability spaces can be understood more clearly by viewing the stability spaces in terms of positive spans of sets of vectors, rather than in terms of inequalities.

Example 5.8. We consider the path algebra of the quiver

```
1
 \alpha
  \downarrow
  \beta
   \downarrow
  \gamma
```

and the band $b = \alpha \beta \gamma \delta$. We have by Proposition 3.2 that the stability space $\mathcal{D}(M(b, 1, 1))$ is equal to $\text{Span}_{i \geq 0} \{e_1 - e_2, e_2 - e_3, e_4 - e_3, e_1 - e_4\}$. The cross-section of this stability space is shown in Figure 1. It can be seen that this stability space divides into four parts. We shall find a family of strings whose stability spaces converge to each of these four parts. Indeed, let

\begin{align*}
w_1 &= \gamma \delta \alpha \beta, \\
w_2 &= \gamma \delta \alpha \beta \gamma, \\
w_3 &= \alpha \beta \gamma \delta, \\
w_4 &= \delta \alpha \beta \gamma \delta.
\end{align*}
The corresponding string modules are

\[
M(w_1) = \begin{pmatrix} 1 \\ 2 \\ 3 \\ 4 \\ 3 \end{pmatrix}, \quad M(w_2) = \begin{pmatrix} 1 \\ 4 \\ 2 \\ 2 \\ 3 \end{pmatrix}, \\
M(w_3) = \begin{pmatrix} 1 \\ 2 \\ 3 \\ 4 \end{pmatrix}, \quad M(w_4) = \begin{pmatrix} 1 \\ 4 \\ 2 \\ 4 \end{pmatrix}.
\]

By Proposition 5.3, the stability spaces of these modules are

\[
\mathcal{D}(M(w_1)) = \text{Span}_{\geq 0} \{e_1 - e_4, e_1 - e_2, e_2 + e_4 - e_3\}, \\
\mathcal{D}(M(w_2)) = \text{Span}_{\geq 0} \{e_1 - e_2, e_4 - e_3, e_1 + e_2 - e_3\}, \\
\mathcal{D}(M(w_3)) = \text{Span}_{\geq 0} \{e_2 - e_3, e_4 - e_3, e_1 - e_2 - e_4\}, \\
\mathcal{D}(M(w_4)) = \text{Span}_{\geq 0} \{e_1 - e_4, e_1 - e_2, e_1 - e_2 - e_3\}.
\]

In order to define the families of strings converging to the different parts of the stability space of the band, we will need to define a few different rotations of the band \(b\), namely

\[
\begin{align*}
b_1 &= w_1, & b_2 &= b_1, \\
b_3 &= w_3, & b_4 &= \overline{\delta\alpha\beta\gamma}.
\end{align*}
\]

Our four families of strings are then \(b'_1 w_1, b'_2 w_2, b'_3 w_3, \) and \(b'_4 w_4\). We can compute the stability spaces of the corresponding string modules using Proposition 5.3, obtaining

\[
\begin{align*}
\mathcal{D}(M(b'_1 w_1)) &= \text{Span}_{\geq 0} \left\{e_1 - e_4, e_1 - e_2, \frac{1}{r-1}(e_2 + e_4 - e_3) + e_1 - e_3\right\}, \\
\mathcal{D}(M(b'_2 w_2)) &= \text{Span}_{\geq 0} \left\{e_1 - e_2, e_4 - e_3, \frac{1}{r-1}(e_1 + e_2 - e_3) + e_1 - e_3\right\}, \\
\mathcal{D}(M(b'_3 w_3)) &= \text{Span}_{\geq 0} \left\{e_2 - e_3, e_4 - e_3, \frac{1}{r-1}(e_1 - e_2 - e_4) + e_1 - e_3\right\}, \\
\mathcal{D}(M(b'_4 w_4)) &= \text{Span}_{\geq 0} \left\{e_1 - e_4, e_1 - e_2, \frac{1}{r-1}(e_1 - e_2 - e_3) + e_1 - e_3\right\}.
\end{align*}
\]

Therefore, as \(r \to \infty\), we have that

\[
\begin{align*}
\mathcal{D}(M(b'_1 w_1)) &\to \text{Span}_{\geq 0} \{e_1 - e_4, e_1 - e_2, e_1 - e_3\}, \\
\mathcal{D}(M(b'_2 w_2)) &\to \text{Span}_{\geq 0} \{e_1 - e_2, e_4 - e_3, e_1 - e_3\}, \\
\mathcal{D}(M(b'_3 w_3)) &\to \text{Span}_{\geq 0} \{e_2 - e_3, e_4 - e_3, e_1 - e_3\}, \\
\mathcal{D}(M(b'_4 w_4)) &\to \text{Span}_{\geq 0} \{e_1 - e_4, e_1 - e_2, e_1 - e_3\}.
\end{align*}
\]

And hence for each part of the stability space of the band module we obtain a family of string modules whose stability spaces converge to it.
Remark 5.9. Note that, in Example 5.8, there also exist the strings
\[ w_1' = \beta\gamma\delta, \quad w_2' = \gamma\delta\alpha, \]
\[ w_3' = \delta\alpha\beta, \quad w_4' = \alpha\beta\gamma. \]
The corresponding string modules are
\[ M(w_1') = \begin{pmatrix} 2 & 3 \\ 4 & 1 \end{pmatrix}, \quad M(w_2') = \begin{pmatrix} 2 & 3 \\ 4 & 1 \end{pmatrix}, \]
\[ M(w_3') = \begin{pmatrix} 2 & 3 \\ 4 & 1 \end{pmatrix}, \quad M(w_4') = \begin{pmatrix} 2 & 3 \\ 4 & 1 \end{pmatrix}. \]

It is then easy to compute using Proposition 3.2 that
\[ \mathcal{D}(M(w_1')) = \text{Span}_{\geq 0} \{ e_2 - e_3, e_4 - e_3, e_1 - e_4 \}, \]
\[ \mathcal{D}(M(w_2')) = \text{Span}_{\geq 0} \{ e_1 - e_2, e_1 - e_4, e_4 - e_3 \}, \]
\[ \mathcal{D}(M(w_3')) = \text{Span}_{\geq 0} \{ e_2 - e_3, e_1 - e_2, e_1 - e_4 \}, \]
\[ \mathcal{D}(M(w_4')) = \text{Span}_{\geq 0} \{ e_1 - e_2, e_2 - e_3, e_4 - e_3 \}. \]

One can note that these stability spaces then cover \( \mathcal{D}(M(b, 1, 1)) \). However, this
does not have the significance that the convergence in Example 5.8 has. These
strings are exceptional strings, meaning that they lie in tubes, whereas the families
of strings in Example 5.8 are non-exceptional.
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