HARNACK INEQUALITY FOR A CLASS OF KOLMOGOROV-FOKKER-PLANCK EQUATIONS IN NON-DIVERGENCE FORM

FARHAN ABEDIN AND GIULIO TRALLI

Abstract. We prove invariant Harnack inequalities for certain classes of non-divergence form equations of Kolmogorov type. The operators we consider exhibit invariance properties with respect to a homogeneous Lie group structure. The coefficient matrix is assumed either to satisfy a Cordes-Landis condition on the eigenvalues, or to admit a uniform modulus of continuity.
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1. INTRODUCTION

The purpose of this article is to study regularity properties of solutions to degenerate-parabolic equations in non-divergence form, whose prototypical example is given by

\[ K := \text{tr} \left( A(v, y, t) D^2 v \right) + \langle v, \nabla y \rangle - \partial_t, \quad \text{for } (v, y, t) \in \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}, \]

where the \( d \times d \) matrix \( A(v, y, t) \) is uniformly positive definite. The case \( A = I_d \) corresponds to the well-known Kolmogorov equation [16], which governs the probability density of a system with \( 2d \) degrees of freedom. The Kolmogorov operator is one of the key examples of hypoelliptic operators studied by Hörmander in his seminal work [14]. Operators like \( \mathcal{K} \) also appear naturally in mathematical finance and various other stochastic models [8, 5, 22]. Most notably perhaps, the operator \( \mathcal{K} \) (and its divergence form counterpart) arises in the kinetic theory of gases as the leading order term in the spatially inhomogeneous Landau equation, which can be interpreted as the limit of the Boltzmann equation when only grazing collisions are taken into account [2, 27]. For more on recent progress in the regularity theory of kinetic equations, we refer the reader to the works [4, 11, 12, 19] and references therein.

In the Landau equation, the coefficients of the principal part depend on the solution itself in a nonlocal manner. This motivates the study of regularity properties of \( \mathcal{K} \) with minimal assumptions on the smoothness
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of $A$. For the divergence-form version of $\mathcal{K}$,
$$\text{div}_v (A(v, y, t) \nabla v) + \langle v, \nabla y \rangle - \partial_t,$$
with bounded measurable coefficients $A$, a Moser-type $L^2$-to-$L^\infty$ iteration was obtained in [29], a Hölder regularity result for the solutions was shown in [33], and the Harnack inequality has been proved recently in [11]. Related regularity estimates for a more general class of divergence-form operators with rough coefficients can be found in [6, 20, 21]. For the non-divergence form operator (1.1) with $A$ assumed to be merely bounded and measurable, the analogue of the Krylov-Safonov Harnack inequality [17] is still unknown. This is primarily due to the lack of a suitable version of the Aleksandrov-Bakelman-Pucci maximum principle; we refer to [20, Chapter VII] for the uniformly parabolic case. On the other hand, with $A$ assumed to be Hölder continuous, the regularity theory is well-settled and several results have been obtained, even for operators with more general drift terms: we mention, among others, the results concerning the existence of the fundamental solution via Levi-parametrix methods, two-sided Gaussian-type bounds, and also Harnack inequalities [7, 8, 30].

In this work, we prove Harnack’s inequality for non-negative solutions to $\mathcal{K}u = 0$ under either a Cordes-Landis condition or a continuity assumption on the coefficient matrix $A$ (see subSection 1.1 hypotheses H1 and H2). Similar results have been obtained for other Hörmander type operators, namely for non-divergence form operators structured on Heisenberg vector fields [1, 13, 32]. The techniques we employ in the present work are inspired by the insightful contributions of Landis from the ’60s [24], where he obtained what is nowadays referred to as the growth lemma for nonnegative subsolutions of uniformly elliptic equations, assuming that the eigenvalue ratio is close to 1. Glagoleva [10] established analogous results for uniformly parabolic equations. We refer the reader to the book [25] for an exposition of these ideas. In accordance with the literature on ultraparabolic equations, we present our results for operators more general than $\mathcal{K}$ which enjoy invariance properties with respect to a homogeneous Lie group structure. We proceed to describe these operators in more detail and state our main results.

1.1. Main Results. Fix $N \in \mathbb{N}$. Throughout the paper we denote by $z = (x, t) \in \mathbb{R}^N \times \mathbb{R}$ a generic point in $\mathbb{R}^{N+1}$. The spatial differential operators will be denoted $\nabla = \nabla_x$, $D^2 = D_x^2$. Fix $p_0, n \in \mathbb{N}$, with $1 \leq p_0 < N$ and $n \geq 1$. Let $\mathbb{I}_{p_0}$ denote the $p_0 \times p_0$ identity matrix. For some open set $\Omega \subseteq \mathbb{R}^{N+1}$, we consider the class of operators

$$\mathcal{L}_A = \text{tr} (A(z)D^2) + \langle x, B\nabla \rangle - \partial_t \quad z \in \Omega,$$

where $A(z) \in \mathbb{R}^{N \times N}$ is a symmetric nonnegative definite matrix which takes the block form

$$A(z) = \begin{bmatrix} \Lambda(z) & 0 \\ 0 & 0 \end{bmatrix} \quad \text{with} \quad \Lambda(z) \in \mathbb{R}^{p_0 \times p_0},$$

and

$$B = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & B_n \\ 0 & 0 & \cdots & 0 \end{bmatrix} \in \mathbb{R}^{N \times N}$$

where, for $j = 1, \ldots, n$, $B_j$ is a $p_{j-1} \times p_j$ block of rank $p_j$, $p_0 \geq p_1 \geq \cdots \geq p_n \geq 1$ and $p_0 + p_1 + \ldots + p_n = N$. The matrix $\Lambda(z)$ is assumed to be uniformly positive definite; that is, there exist constants $\lambda, \Lambda > 0$ such that

$$0 < \lambda \mathbb{I}_{p_0} \leq \Lambda(z) \leq \Lambda \mathbb{I}_{p_0} \quad \text{for all} \quad z \in \Omega.$$ 

Notice that the class of operators (1.1) corresponds to the choices $N = 2d, p_0 = d, n = 1, B_1 = \mathbb{I}_d$. 

$$\text{div}_v (A(v, y, t) \nabla v) + \langle v, \nabla y \rangle - \partial_t,$$
The conditions on \( A(\cdot) \) and \( B \) endow the operators \( \mathcal{L}_A \) with rich algebraic properties. As a matter of fact, in the case of a constant matrix \( A \), the operator is of Hörmander type and the fundamental solution can be written explicitly \([14, 18]\). Moreover, it has been shown in \([23]\) that this operator is invariant under the action of a homogeneous Lie group, with homogeneous dimension

\[
Q + 2 := p_0 + 3p_1 + \ldots + (2n+1)p_n + 2.
\]

We remark that the presence of homogeneity is tied to the upper triangular form \((1.4)\) of the matrix \(B\). The group structure allows one to define a homogeneous norm and corresponding cylinder-like sets

\[Q_{t_1, t_2}(z_0), \quad \text{for } z_0 \in \mathbb{R}^{N+1}, \, t_1, t_2 \in \mathbb{R}, \, r > 0.\]

We refer to Section 2 for a precise description of all these notions.

To establish Harnack’s inequality for the aforementioned operators \((1.2)\), we will assume that the matrix coefficients \(A(\cdot)\) satisfy either one of the following hypotheses:

\([H1]\) **Cordes-Landis assumption:** The coefficients \(A(\cdot)\) satisfy the condition \((1.5)\) with

\[
\frac{\Lambda}{\lambda} < 1 + \frac{2}{Q}.
\]

\([H2]\) **Uniform continuity in \(\Omega\):** The coefficients \(A(\cdot)\) admit a uniform modulus of continuity \(\omega\) in \(\Omega\) (see Definition 4.3).

We can now state our main results. Any constant that depends solely on \(B, Q, n, \lambda, \Lambda\) will henceforth be referred to as a structural constant.

**Theorem 1.1.** (Harnack Inequality under \([H1]\)) Suppose \(\mathcal{L}_A\) satisfies the Cordes-Landis condition \([H1]\). There exist structural constants \(b_B, K, \sigma_0, C > 0\) with \(K > \sigma_0\) such that, for all \(Q_{K_r}^{-b_B r^2, 0}(z_0) \subseteq \Omega\) and \(u \in C^2(\Omega)\) satisfying

\[
u \geq 0 \quad \text{and} \quad \mathcal{L}_A u = 0 \quad \text{in} \quad Q_{K_r}^{-b_B r^2, 0}(z_0),
\]

we have

\[
\sup_{Q_r^-} u \leq C \inf_{Q_r^+} u,
\]

where \(Q_r^- := Q_{\frac{3b_B r^2}{2K^2}, -\frac{b_B r^2}{2K^2}}(z_0)\) and \(Q_r^+ := Q_{\frac{b_B r^2}{2K^2}, 0}(z_0)\).

**Theorem 1.2.** (Harnack Inequality under \([H2]\)) Suppose \(\mathcal{L}_A\) satisfies the uniform continuity assumption \([H2]\) in \(\Omega\), with modulus of continuity \(\omega\). There exist positive constants \(b_B, K, \sigma, C > 0\) depending on \(\omega\) and on structural constants such that, for all \(Q_{K_r}^{-b_B r^2, 0}(z_0) \subseteq \Omega\) with \(0 < r \leq 1\) and \(u \in C^2(\Omega)\) satisfying

\[
u \geq 0 \quad \text{and} \quad \mathcal{L}_A u = 0 \quad \text{in} \quad Q_{K_r}^{-b_B r^2, 0}(z_0),
\]

we have

\[
\sup_{Q_r^-} u \leq C \inf_{Q_r^+} u,
\]

where \(Q_r^- := Q_{\frac{3b_B r^2}{2K^2}, -\frac{b_B r^2}{2K^2}}(z_0)\) and \(Q_r^+ := Q_{\frac{b_B r^2}{2K^2}, 0}(z_0)\).

We point out that Theorem 1.1 is, to the best of our knowledge, the first regularity result for non-divergence form operators like \(K\) that is independent of the smoothness of the coefficients. Theorem 1.2 also generalizes, in the case of the homogeneous operators \((1.2)\), the Harnack’s inequality obtained in \([8]\) assuming Hölder continuity of the coefficients.
The essential ingredients in the proof of Theorems 1.1 and 1.2 are, respectively, Theorem 5.1 and Theorem 5.2. These are the analogues of the classical growth lemma of Landis, and they establish pointwise-to-measure estimates for nonnegative subsolutions to $L_A$ in a quantitative manner. In order to establish these key estimates, we construct barriers using the potentials generated by kernels resembling the fundamental solution for constant coefficient operators. This involves a careful estimate of the aforementioned kernels in terms of the length scale of the cylinders. It is only in the construction of these barriers where we use the hypotheses H1 and H2. Once the required pointwise-to-measure estimates are established, there are, by now, standard ways in the literature to proceed with the proof of Harnack’s inequality. In this work, we have chosen to follow the general approach outlined by Landis in [25]. For this strategy to succeed, we must deal with the non-standard nature of the cylinder-like sets $Q_{r_1,t_2}(z_0)$.

The outline of this paper is as follows. In Section 2, we set up our notation and recall some properties of the relevant geometric objects. In Section 3, we establish upper and lower bounds for the kernels (3.1). We then use these kernels in Section 4 to construct barriers for $L_A$ under the hypotheses H1 and H2 (see respectively subSections 4.1 and 4.2). In Section 5, we prove the growth lemmas (Theorems 5.1 and 5.2), and provide as application the oscillation decay and the Hölder continuity of solutions to $L_Au = 0$. Finally, in Section 6 we complete the proofs of Theorems 1.1 and 1.2.

2. Preliminaries

The assumptions (1.4) on the matrix $B$ imply (see [23, Section 2]) that the following Hörmander’s rank condition (2.1) is satisfied;

$$\text{rank Lie} \{\partial_{x_1}, \ldots, \partial_{x_{p_0}}, \langle x, B\nabla \rangle - \partial_t \} (z) = N + 1 \quad \forall \ z \in \mathbb{R}^{N+1}.$$  

In particular, for any constant matrix $A_0 \in \mathbb{R}^{N \times N}$ with the block structure

$$A_0 = \begin{bmatrix} A_{00} & 0 \\ 0 & 0 \end{bmatrix} \quad \text{with} \quad 0 < \lambda I_{p_0} \leq A_0 \leq \Lambda I_{p_0},$$

the operator

$L_0 = \text{tr} \left( A_0 D^2 \right) + \langle x, B\nabla \rangle - \partial_t$

is hypoelliptic. The operator $L_0$ is the infinitesimal generator of a Gaussian process with covariance matrix given by

$$C_0(t) = \int_0^t E(\sigma)A_0E^T(\sigma) \, d\sigma,$$

where

$E(\sigma) := \exp \left( -\sigma B^T \right), \quad \sigma \in \mathbb{R}$.

The Hörmander rank condition is actually equivalent (see [14, 23]) to the following Kalman-type condition

$$C_0(t) > 0 \quad \forall \ t > 0.$$  

Throughout the paper we will use the notation

$$I_0 = \begin{bmatrix} I_{p_0} & 0 \\ 0 & 0 \end{bmatrix} \in \mathbb{R}^{N \times N} \quad \text{and} \quad C(t) = \int_0^t E(\sigma)I_0E^T(\sigma) \, d\sigma.$$  

Then, the assumption (1.5) for the coefficient matrix $A(z)$ of the operators $L_A$ in (1.2)-(1.3) is clearly equivalent to assuming

$$0 < \lambda I_0 \leq A(z) \leq \Lambda I_0 \quad \text{for all} \ z \in \Omega.$$
Let us now describe the group structure mentioned in the Introduction. We refer the reader to [23, Section 1] for a complete exposition. Recalling (2.22), the group law is given by

\[ z \circ \zeta = (\xi + E(\tau)x, t + \tau), \quad \text{for } z = (x, t), \zeta = (\xi, \tau) \in \mathbb{R}^{N+1}. \]

Moreover, recalling the \( p_i \)'s coming from the structure of \( B \) in (1.4), we can denote any \( x \in \mathbb{R}^N \) as

\[ x = \left( x^{(p_0)}, x^{(p_1)}, \ldots, x^{(p_n)} \right) \in \mathbb{R}^{p_0} \times \mathbb{R}^{p_1} \times \cdots \times \mathbb{R}^{p_n} = \mathbb{R}^N, \]

and we can define the family of group automorphisms \( (\delta_r)_{r > 0} \) as

\[ \delta_r : \mathbb{R}^{N+1} \rightarrow \mathbb{R}^{N+1} \]

\[ \delta_r(x, t) = \left( r x^{(p_0)}, r^2 x^{(p_1)}, \ldots, r^{2n+1} x^{(p_n)}, r^2 t \right). \]

These will play the role of homogeneous dilations. For convenience, we also denote the spatial dilations by

\[ D_r : \mathbb{R}^N \rightarrow \mathbb{R}^N, \quad D_r(x) = \left( r x^{(p_0)}, r^2 x^{(p_1)}, \ldots, r^{2n+1} x^{(p_n)} \right). \]

The fact that \( \delta_r \) are automorphisms with respect to \( \circ \) is encoded in the following commutation property (see [23] equation (2.20)), see also [18]

\[ E(r^2 \sigma) = D_r E(\sigma) D_r^{-1} \quad \text{for any } r > 0 \text{ and } \sigma \in \mathbb{R}. \]

From this, one can deduce that the covariance matrix \( C_0(t) \) satisfies the commutation relation

\[ C_0(t) = D_\sqrt{\tau} C_0(1) D_\sqrt{T}. \]

If \( Q \) is the number defined in (1.6) and \( | \cdot | \) denotes Lebesgue measure (both in \( \mathbb{R}^{N+1} \) and \( \mathbb{R}^N \)), then we have

\[ |\delta_r(E)| = r^{Q+2} |E|, \quad |D_r(F)| = r^Q |F|, \quad |z_0 \circ E| = |E| \]

for all \( z_0 \in \mathbb{R}^{N+1}, r > 0 \), and for any Lebesgue measurable sets \( E \subset \mathbb{R}^{N+1}, F \subset \mathbb{R}^N \). In [23] it is shown that the vector fields \( \{ \partial_{x_1}, \ldots, \partial_{x_n}, (x, B^\nabla) - \partial_t \} \) are left-translation invariant and \( \delta_r \)-homogenous (respectively of degree 1 and 2). Consequently, the operators \( L_0 \) are left-translation invariant and \( \delta_r \)-homogenous of degree 2.

One can associate to this homogeneous structure a family of cylinder-like sets. Denoting also the Euclidean norms in \( \mathbb{R}^N, \mathbb{R}^{p_k} \) or \( \mathbb{R} \) by \( | \cdot | \), we can define the norms \( |x|_B : \mathbb{R}^N \rightarrow \mathbb{R}^+ \) and \( \|z\|_B : \mathbb{R}^{N+1} \rightarrow \mathbb{R}^+ \) by

\[ |x|_B = \sum_{i=0}^n \left| x^{(p_i)} \right|^{\frac{1}{p_i+1}}, \quad \text{for } x = \left( x^{(p_0)}, \ldots, x^{(p_n)} \right) \in \mathbb{R}^{p_0} \times \cdots \times \mathbb{R}^{p_n} = \mathbb{R}^N, \]

\[ \|z\|_B = |x|_B + |t|^{1/2}, \quad \text{for } z = (x, t) \in \mathbb{R}^{N+1}. \]

The subscript \( B \) is used to distinguish the homogeneous norm \( \| \cdot \|_B \) from the matrix norm \( \| \cdot \| \). Note that \( |x|_B \) and \( \|z\|_B \) are respectively \( D_r \)-homogenous and \( \delta_r \)-homogenous functions of degree 1. The homogeneous ball of radius \( r > 0 \) centered at 0 is the set

\[ B_r(0) := \{ x \in \mathbb{R}^N : |x|_B < r \} = D_r \left( B_1(0) \right). \]

The cylinder-like sets centered at \( 0 \) are defined as

\[ Q^{t_1, t_2}_r = B_r(0) \times (t_1, t_2) \]

where \( r > 0 \) and \( t_1 < t_2 \in \mathbb{R} \). Cylinder-like sets centered at an arbitrary point \( z_0 \in \mathbb{R}^{N+1} \) are defined as

\[ Q^{t_1, t_2}_r(z_0) := z_0 \circ Q^{t_1, t_2}_r. \]

It is clear from (2.7) and the composition and dilation laws that, for any \( b > 0 \),

\[ |Q^{t_1, t_2+b}_r(z_0)| = r^{Q+2} |Q^{0, b}_r| \quad \text{for all } z_0 \in \mathbb{R}^{N+1}, t_1 \in \mathbb{R}, r > 0. \]
The notion of parabolic boundary of a cylinder can be naturally extended to this setting, and is defined as
\[ \partial_p Q_r^{t_1,t_2} := (B_r(0) \times \{t_1\}) \cup (\partial B_r(0) \times [t_1, t_2]) \quad \text{and} \quad \partial_p Q_r^{t_1,t_2}(z_0) := z_0 \circ \partial_p Q_r^{t_1,t_2}. \]

It is easy to check that \( \partial_p Q_r^{t_1,t_2}(z_0) = \partial Q_r^{t_1,t_2}(z_0) \cap \{t < t_2 + t_0\} \). We can now state the analogue of the parabolic weak maximum principle for the operators \( \mathcal{L}_A \) in [12], whose proof is, by now, classical for degenerate-parabolic equations.

Let \( T \in \mathbb{R} \) and let \( D \subset \mathbb{R}^{N+1} \) be a bounded open set; if \( v \in C^2(D) \cap C(\overline{D}) \) satisfies
\[
(2.8) \quad \begin{cases} 
\mathcal{L}_A v \geq 0 & \text{in } D \cap \{t < T\}, \\
v \leq 0 & \text{on } \partial D \cap \{t < T\}, 
\end{cases}
\]
then \( v \leq 0 \) in \( D \cap \{t < T\} \).

We recall a number of essential relations between the homogeneous norm \( | \cdot |_B \) and the Euclidean norm that will be used throughout the paper. Some of these can already be found in [15, 28, 30]; we collect and prove them in the following lemma for the reader’s convenience.

**Lemma 2.1.** The following properties hold:

(i) The triangle inequality holds in the norm \( | \cdot |_B \):
\[
(2.9) \quad |x + \xi|_B \leq |x|_B + |\xi|_B \quad \forall x, \xi \in \mathbb{R}^N.
\]

(ii) Denoting \( \sigma_0 = \min_{|x|=1} |x|_B \) and \( \sigma = \max_{|x|=1} |x|_B \) we have
\[
(2.10) \quad \sigma_0 \min \left\{ |x|, |x|^{\frac{1}{2n+1}} \right\} \leq |x|_B \leq \sigma \max \left\{ |x|, |x|^{\frac{1}{2n+1}} \right\} \quad \forall x \in \mathbb{R}^N.
\]

(iii) There exists a structural constant \( c(n, B) > 0 \) such that
\[
(2.11) \quad |(E(t) - \mathbb{1}_N) x|_B \leq c(n, B) \max \left\{ |x|^{\frac{1}{2}}, |x|^{\frac{1}{2n+1}} \right\} \max \left\{ |t|^{\frac{1}{2}}, |t|^{\frac{n}{2n+1}} \right\} \quad \forall x \in \mathbb{R}^N, \forall t \in \mathbb{R}.
\]

**Proof.**

(i) This follows from the subadditivity of \( | \cdot |^p \) for \( 0 < p < 1 \).

(ii) For \( x = 0 \) is trivial. For any \( x \neq 0 \), we have
\[
\frac{|x|_B}{\max \left\{ |x|, |x|^{\frac{1}{2n+1}} \right\}} \leq \sum_{i=0}^{n} \left| \left( \frac{x}{|x|} \right)^{(p_i)} \right| \frac{1}{2n+1} = \sum_{i=0}^{n} \left| \left( \frac{x}{|x|} \right)^{(p_i)} \right| \frac{1}{2n+1} = \left| \frac{x}{|x|} \right| \leq \sigma.
\]

while on the other side,
\[
\frac{|x|_B}{\min \left\{ |x|, |x|^{\frac{1}{2n+1}} \right\}} \geq \sum_{i=0}^{n} \frac{|x|^{(p_i)}}{|x|^{\frac{1}{2n+1}}} = \sum_{i=0}^{n} \left| \left( \frac{x}{|x|} \right)^{(p_i)} \right| \frac{1}{2n+1} = \left| \frac{x}{|x|} \right| \geq \sigma_0.
\]

(iii) Fix any \( x \in \mathbb{R}^N, t \in \mathbb{R} \). By the upper triangular form of \( B \), we have \( (E(t)x)^{(p_0)} = x^{(p_0)} \) and for any \( i \in \{1, \ldots, n\} \)
\[
(E(t)x)^{(p_i)} = x^{(p_i)} + \sum_{k=1}^{i} \frac{(-t)^k}{k!} (B^T B_{i-1}^T \cdots B_{i-k+1}^T) x^{(p_{i-k})}.
\]
There exist structural constants \( \Lambda_1, \lambda_1 \) such that
\[
\frac{1}{\Lambda_1} I_N \leq C_0^{-1} (t) \leq \frac{1}{\lambda_1 t^{2n+1}} I_N \quad \text{for all } 0 < t \leq b_B.
\]

**Proof.** Fix an arbitrary \( v \in \mathbb{R}^N \) with \( |v| = 1 \). If \( 0 < t \leq b_B \), then it follows from (2.10) and (2.13)
\[
\min \left\{ |D_{\sqrt{\tau}}v|, |D_{\sqrt{\tau}}v|^{\frac{1}{2n+1}} \right\} \leq \frac{1}{\sigma_0} |D_{\sqrt{\tau}}v|_B = \sqrt{\frac{t}{\sigma_0}} |v|_B \leq \sqrt{\frac{\sigma}{\sigma_0}} \leq 1.
\]
This says in particular that \( |D_{\sqrt{\tau}}v| \leq |D_{\sqrt{\tau}}v|^{\frac{1}{2n+1}} \), and so
\[
|D_{\sqrt{\tau}}v| \leq \sqrt{\frac{\sigma}{\sigma_0}}.
\]
On the other side, we can use (2.10) again to obtain
\[
|D_{\sqrt{\tau}}v|^{\frac{1}{2n+1}} = \max \left\{ |D_{\sqrt{\tau}}v|, |D_{\sqrt{\tau}}v|^{\frac{1}{2n+1}} \right\} \geq \frac{1}{\sigma} |D_{\sqrt{\tau}}v|_B = \sqrt{\frac{t}{\sigma}} |v|_B \geq \sqrt{\frac{\sigma_0}{\sigma}}.
\]
We can now employ the commutation relation (2.6) and the hypothesis (2.1) on \( A_0 \) to uniformly bound from above and below the quadratic form \( \langle C_0(t)v, v \rangle \). Denote by \( \Lambda_I \) and \( \lambda_I \) respectively the maximum and the
minimum eigenvalue of $C(1)$. Then by (2.15) and (2.16), we get

\[ \langle C_0(t)v, v \rangle \leq \Lambda \langle C(1)D_{\sqrt{\tau}v}, D_{\sqrt{\tau}v} \rangle \leq \Lambda \Lambda_I |D_{\sqrt{\tau}v}|^2 \leq \Lambda \Lambda_I \left( \frac{\sigma}{\sigma_0} \right)^2 t =: \Lambda_1 t, \]

\[ \langle C_0(t)v, v \rangle \geq \lambda \langle C(1)D_{\sqrt{\tau}v}, D_{\sqrt{\tau}v} \rangle \geq \lambda \lambda_I |D_{\sqrt{\tau}v}|^2 \geq \lambda \lambda_I \left( \frac{\sigma_0}{\sigma} \right)^{4n+2} t^{2n+1} =: \lambda_1 t^{2n+1}, \]

for every $v \in \mathbb{R}^N$ with $|v| = 1$. In other words, we have just shown that

\[ \lambda_1 t^{2n+1} \mathbb{I}_N \leq C_0(t) \leq \Lambda_1 t \mathbb{I}_N \quad \text{for all} \quad 0 < t \leq b_B \]

for some structural constants $\lambda_1, \Lambda_1$. This implies

\[ \frac{1}{\Lambda_1 t^\frac{n}{N}} \leq C_0^{-1}(t) \leq \frac{1}{\lambda_1 t^{2n+1}} \mathbb{I}_N \quad \text{for all} \quad 0 < t \leq b_B. \]

\[ \square \]

3. Pointwise estimates for Gaussian Kernels

In this section, we initiate the construction of explicit barriers which will be used to prove the growth lemma. These barriers are modeled after the fundamental solution $\Gamma_0$ (2.12). To this end, for $s, \beta > 0$, we consider the function

\[ \Gamma_{s, \beta}(z) = \begin{cases} 0 & \text{for } t \leq 0, \\ \frac{1}{t^\frac{n}{2}} \exp \left( -\frac{1}{4} \langle C_0^{-1}(1)D_{\frac{1}{\sqrt{\tau}}}x, D_{\frac{1}{\sqrt{\tau}}}x \rangle \right) & \text{for } t > 0. \end{cases} \]

Note that $\Gamma_{s, \beta}$ is $\delta_r$-homogeneous of degree $-sQ$. We devote the rest of this section to establishing the necessary pointwise estimates for $\Gamma_{s, \beta}$.

**Lemma 3.1.** (Upper Bound for $\Gamma_{s, \beta}$) Let $s, \beta$ be positive numbers. There exist $c_1 > 0$ and $K_1 > \sigma_0$ depending just on $s, \beta$, and structural constants such that, for every $r > 0$ and $K \geq K_1$, if we consider the cylinders

\[ Q^1_r := Q^{-b_B r^2, 0}_{K r}, \quad S^1_r := \partial B_{K r}(0) \times [-b_B r^2, 0], \quad Q^3_r := Q^{-b_B r^2, -4 b_B r^2}_{\sigma_0 r}, \]

then we have

\[ \Gamma_{s, \beta}(\zeta^{-1} \circ z) \leq \frac{1}{(b_B r^2)^{\frac{n}{2}}} \exp \left( -\frac{c_1 K^2}{b_B} \right) \quad \forall \zeta = (\xi, \tau) \in Q^3_r, \quad z = (x, t) \in S^1_r. \]

**Proof.** Recall that $\Gamma_{s, \beta}(\zeta^{-1} \circ z) = 0$ if $t \leq \tau$. Therefore, it suffices to assume $z \in S^1_r$ and $\zeta \in Q^3_r$ with $t > \tau$. In this case, we have

\[ \Gamma_{s, \beta}(\zeta^{-1} \circ z) = \frac{1}{(t - \tau)^{\frac{n}{2}}} \exp \left( -\frac{1}{4\beta} \langle C_0^{-1}(t - \tau) (x - E(t - \tau) \xi), (x - E(t - \tau) \xi) \rangle \right). \]

Let us deal with the term inside the exponential. By (2.6), we have

\[ \langle C_0^{-1}(t - \tau) (x - E(t - \tau) \xi), (x - E(t - \tau) \xi) \rangle = \langle C_0^{-1} \left( \frac{t - \tau}{r^2} \right) D_{\frac{1}{r}} (x - E(t - \tau) \xi), D_{\frac{1}{r}} (x - E(t - \tau) \xi) \rangle \quad \text{for all } r > 0. \]
By definition we have $0 < \frac{t - \tau}{r^2} \leq \frac{\bar{\sigma}}{r^2} \leq b_B$. Therefore,

\[
\left\langle C_0^{-1} \left( \frac{t - \tau}{r^2} \right) D_{\frac{t}{r}} (x - E(t - \tau)\xi), D_{\frac{t}{r}} (x - E(t - \tau)\xi) \right\rangle \\
\geq \frac{r^2}{(t - \tau)\Lambda_1} |D_{\frac{t}{r}} (x - E(t - \tau)\xi)|^2 \quad \text{by } (2.14)
\]

\[
= \frac{r^2}{(t - \tau)\Lambda_1} \left( |D_{\frac{t}{r}} x|^2 - 2 \left\langle D_{\frac{t}{r}} x, D_{\frac{t}{r}} E(t - \tau)\xi \right\rangle + |D_{\frac{t}{r}} E(t - \tau)\xi|^2 \right)
\]

\[
\geq \frac{r^2}{(t - \tau)\Lambda_1} \left( |D_{\frac{t}{r}} x|^2 - 2 \left\langle D_{\frac{t}{r}} x, D_{\frac{t}{r}} E(t - \tau)\xi \right\rangle \right) \quad \text{by } (2.5)
\]

\[
\geq \frac{r^2}{(t - \tau)\Lambda_1} \left( |D_{\frac{t}{r}} x|^2 - 2 \left\| E \left( \frac{t - \tau}{r^2} \right) \right\| |D_{\frac{t}{r}} x||D_{\frac{t}{r}} \xi| \right)
\]

\[
\geq \frac{r^2}{(t - \tau)\Lambda_1} |D_{\frac{t}{r}} x| \left( |D_{\frac{t}{r}} x| - 4|D_{\frac{t}{r}} \xi| \right) \quad \text{by } (2.13).
\]

Summing up, we have just proved

\[(3.3) \quad \left\langle C_0^{-1}(t - \tau) (x - E(t - \tau)\xi), (x - E(t - \tau)\xi) \right\rangle \geq \frac{r^2}{(t - \tau)\Lambda_1} |D_{\frac{t}{r}} x| \left( |D_{\frac{t}{r}} x| - 4|D_{\frac{t}{r}} \xi| \right).
\]

We now need a bound from below for $|D_{\frac{t}{r}} x|$ and a bound from above for $|D_{\frac{t}{r}} \xi|$. By (2.10) and the definition of $S^1_\tau$, we have

\[
K_1 \leq K = |D_{\frac{t}{r}} x|_{B^1} \leq \bar{\sigma} \max \left\{ |D_{\frac{t}{r}} x|, |D_{\frac{t}{r}} x|^{\frac{1}{2n+1}} \right\}.
\]

If we choose $K_1 \geq \bar{\sigma}$, this yields

\[(3.4) \quad |D_{\frac{t}{r}} x| = \max \left\{ |D_{\frac{t}{r}} x|, |D_{\frac{t}{r}} x|^{\frac{1}{2n+1}} \right\} \geq \frac{K}{\bar{\sigma}}.
\]

On the other hand, by (2.10) and the definition of $Q^2_\tau$, we have

\[
\sigma_0 \geq |D_{\frac{t}{r}} \xi|_{B^1} \geq \sigma_0 \min \left\{ |D_{\frac{t}{r}} \xi|, |D_{\frac{t}{r}} \xi|^{\frac{1}{2n+1}} \right\},
\]

which says in particular that

\[(3.5) \quad |D_{\frac{t}{r}} \xi| = \min \left\{ |D_{\frac{t}{r}} \xi|, |D_{\frac{t}{r}} \xi|^{\frac{1}{2n+1}} \right\} \leq 1.
\]

Using (3.4) and (3.5) in (3.3), and choosing $K_1 \geq 8\bar{\sigma}$, we get

\[
\left\langle C_0^{-1}(t - \tau) (x - E(t - \tau)\xi), (x - E(t - \tau)\xi) \right\rangle \geq \frac{r^2}{t - \tau} \frac{K^2}{2\Lambda_1(\bar{\sigma})^2}.
\]

Hence

\[
\Gamma_{s,\beta}(\zeta^{-1} \circ z) \leq \frac{1}{(t - \tau)^{\frac{K^2}{2}}} \exp \left( \frac{-r^2}{t - \tau} \frac{K^2}{8\Lambda_1(\bar{\sigma})^2\beta} \right).
\]
The function $f(y) = y^{-s/2} \exp \left( -\frac{C}{y} \right)$ (for $C > 0$) is monotone increasing for $y \in (0, \frac{2C}{s^2}]$. If we finally fix 

$$K_1 = \max \left\{ 8\sigma, 2\sigma \sqrt{b_B\Lambda_1\beta sQ} \right\},$$

then $0 < t - \tau \leq b_B \tau^2 \leq \frac{r^2 K^2}{4\Lambda_1(\sigma)^2\beta sQ}$ by construction and we get 

$$\Gamma_{s,\beta}(\zeta^{-1} \circ z) \leq \frac{1}{(b_B \tau^2)^{s/2}} \exp \left( -\frac{K^2}{8\Lambda_1(\sigma)^2\beta b_B} \right).$$

\[\square\]

**Lemma 3.2.** (Lower Bound for $\Gamma_{s,\beta}$) Let $s, \beta, r$ be positive numbers. Consider the cylinders 

$$Q_r^2 := Q_{\sigma qr}^{-\frac{1}{4}b_B \tau^2}, \quad Q_r^3 := Q_{\sigma qr}^{b_B \tau^2, -\frac{1}{4}b_B \tau^2}.$$ 

There exists $c_2 > 0$ depending on $\beta$ and structural constants such that 

$$\Gamma_{s,\beta}(\zeta^{-1} \circ z) \geq \frac{1}{(b_B \tau^2)^{s/2}} \exp \left( -\frac{c_2}{b_B} \right), \quad \forall \zeta = (\xi, \tau) \in Q_r^3, \quad z = (x, t) \in Q_r^2.$$ 

**Proof.** Fix $z \in Q_r^2$ and $\zeta \in Q_r^3$. Then 

$$b_B \tau^2 \geq t - \tau \geq \frac{1}{4}b_B \tau^2.$$ 

We argue similarly to the proof of Lemma 3.1 to estimate the quadratic form from below: 

$$\langle C_0^{-1}(t - \tau) (x - E(t - \tau)\xi) \rangle (x - E(t - \tau)\xi) \rangle =$$

$$= \left\langle C_0^{-1} \left( \frac{t - \tau}{\tau^2} \right) D_\frac{\tau}{t} (x - E(t - \tau)\xi), D_\frac{\tau}{t} (x - E(t - \tau)\xi) \right\rangle \quad \text{by (2.14)}$$

$$\leq \frac{1}{\lambda_1} \left( \frac{r^2}{t - \tau} \right)^{2n+1} |D_\frac{\tau}{t} (x - E(t - \tau)\xi)|^2 \quad \text{by (2.14)}$$

$$\leq \frac{1}{\lambda_1} \left( \frac{4}{b_B} \right)^{2n+1} |D_\frac{\tau}{t} (x - E(t - \tau)\xi)|^2 \quad \text{by (3.7)}$$

$$\leq \frac{2}{\lambda_1} \left( \frac{4}{b_B} \right)^{2n+1} \left( |D_\frac{\tau}{t} x|^2 + |E \left( \frac{t - \tau}{\tau^2} \right) D_\frac{\tau}{t} \xi|^2 \right) \quad \text{by (2.15)}$$

$$\leq \frac{2}{\lambda_1} \left( \frac{4}{b_B} \right)^{2n+1} \left( |D_\frac{\tau}{t} x|^2 + \left| E \left( \frac{t - \tau}{\tau^2} \right) \right|^2 |D_\frac{\tau}{t} \xi|^2 \right) \quad \text{by (3.7) and (2.13).}$$

Since $x, \xi \in B_{\sigma q r}(0)$, we can argue as in (3.5) to conclude 

$$|D_\frac{\tau}{t} x|, |D_\frac{\tau}{t} \xi| \leq 1.$$ 

Hence 

$$\langle C_0^{-1}(t - \tau) (x - E(t - \tau)\xi) \rangle (x - E(t - \tau)\xi) \rangle \leq \frac{10}{\lambda_1} \left( \frac{4}{b_B} \right)^{2n+1}.$$
Recalling once more \( (3.7) \), we finally obtain
\[
\Gamma_{s,\beta}(\zeta^{-1} \circ z) \geq \frac{1}{(b_B r^2)^{\frac{Q}{2}}} \exp \left( -\frac{5}{2\lambda_1 \beta} \left( \frac{4}{b_B} \right)^{2n+1} \right).
\]

□

4. Construction of Barriers

Our aim in this section is to construct potentials using the kernels \( \Gamma_{s,\beta} \) \( (3.1) \). The eventual goal is to use these potentials as barriers for the operators \( \mathcal{L}_A \) under the hypotheses \( H1 \) and \( H2 \). The pointwise bounds from Section \( 3 \) will then allow us to successfully use comparison principle arguments in the proof of the growth lemma given in Section \( 5 \).

For a fixed Lebesgue-measurable set \( E \subset \mathbb{R}^{N+1} \), consider the function
\[
U_E(z) := \int_E \Gamma_{s,\beta}(\zeta^{-1} \circ z) \, d\zeta, \quad z \in \mathbb{R}^{N+1}.
\]

In order for \( U_E \) to be well-defined, we must impose a bound on the parameter \( s \), as shown in the following lemma.

Lemma 4.1. Fix \( s, \beta > 0 \) and assume \( s < 1 + \frac{2}{Q} \). Then, for any \( T_1 < T_2 \) there exists a constant \( C = C(T_1, T_2, s, \beta) > 0 \) such that
\[
\varphi(z) := \int_{\mathbb{R}^N \times [T_1, T_2]} \Gamma_{s,\beta}(\zeta^{-1} \circ z) \, d\zeta \leq C \quad \text{for all } z \in \mathbb{R}^{N+1}.
\]

Moreover, for all Lebesgue-measurable sets \( E \subset \mathbb{R}^{N+1} \) and for all \( r > 0 \), we have
\[
\sup_{\mathbb{R}^{N+1}} U_{(\delta, E)} = r^{Q+2-sQ} \sup_{\mathbb{R}^{N+1}} U_E.
\]

Proof. We first prove \( (4.2) \). Fix \( z = (x, t) \in \mathbb{R}^{N+1} \). Suppose \( t > T_1 \), since the other possibility is trivial. Note that \( \varphi(z) \) can be written as
\[
\int_{\mathbb{R}^N \times [T_1, \min \{ T_2 \}]} \frac{1}{(t - \tau)^{\frac{Q}{2}}} \exp \left( -\frac{1}{4\beta} \left( C_0^{-1}(1) D_{\frac{1}{\sqrt{t - \tau}}} (x - E(t - \tau) \xi), D_{\frac{1}{\sqrt{t - \tau}}} (x - E(t - \tau) \xi) \right) \right) \, d\xi \, d\tau.
\]

By performing the change of variables \( \xi' = \xi - E(\tau - t) x \) and using the commutation property \( (2.5) \), we get
\[
\varphi(z) = \int_{\mathbb{R}^N \times [T_1, \min \{ T_2 \}]} \frac{1}{(t - \tau)^{\frac{Q}{2}}} \exp \left( -\frac{1}{4\beta} \left( C_0^{-1}(1) D_{\frac{1}{\sqrt{t - \tau}}} E(t - \tau) \xi', D_{\frac{1}{\sqrt{t - \tau}}} E(t - \tau) \xi' \right) \right) \, d\xi' \, d\tau
\]
\[
= \int_{\mathbb{R}^N \times [T_1, \min \{ T_2 \}]} \frac{1}{(t - \tau)^{\frac{Q}{2}}} \exp \left( -\frac{1}{4\beta} \left( E^{T}(1) C_0^{-1}(1) E(1) D_{\frac{1}{\sqrt{t - \tau}}} \xi', D_{\frac{1}{\sqrt{t - \tau}}} \xi' \right) \right) \, d\xi' \, d\tau.
\]

We can now change \( \xi = D_{\frac{1}{\sqrt{t - \tau}}} \xi' \) and get that the last integral is equal to
\[
\left( \int_{\mathbb{R}^N} \exp \left( -\frac{1}{4\beta} \left( E^{T}(1) C_0^{-1}(1) E(1) \xi, \xi \right) \right) \, d\xi \right) \left( \int_{[T_1, \min \{ T_2 \}]} \frac{(t - \tau)^{\frac{Q}{2}}}{(t - \tau)^{\frac{Q}{2}}} \, d\tau \right).
\]

The second integral is finite if \( s < 1 + \frac{2}{Q} \). The first integral can be easily bounded, and it can even be computed explicitly. Indeed, one can see that \( \int_{\mathbb{R}^N} \Gamma_0(\zeta^{-1} \circ z) \, d\xi = 1 \) for every \( z \) with \( t > \tau \). By choosing
$x = 0$ and $t = \tau + 1$, we infer that $\int_{\mathbb{R}^N} c_0 \exp \left( -\frac{1}{4} (E^T(1)C_0^{-1}(1)E(1)\xi, \xi) \right) d\xi = 1$. This implies, by (2.1),

$$
\int_{\mathbb{R}^N} \exp \left( -\frac{1}{4\beta} (E^T(1)C_0^{-1}(1)E(1)\xi, \xi) \right) d\xi = \frac{1}{c_0^{\beta/2}} \leq \left( \frac{4\pi A}{\beta} \right)^{\frac{N}{2}} \sqrt{\det(C(1))}.
$$

This proves (4.2). The proof of (4.3) follows by homogeneity and the properties of the group automorphisms $\delta_t$. In fact, for $z \in \mathbb{R}^{N+1}$ and $r > 0$, we have

$$
U_0(\delta_t z) = r^{Q+2} \int_E \Gamma_{s, \beta}((\delta_t \xi^{-1} \circ (\delta_t z)) d\zeta = r^{Q+2-sQ} \int_E \Gamma_{s, \beta}(\zeta^{-1} \circ z) d\zeta = r^{Q+2-sQ} U_0(z).
$$

We will assume from here onward that the set $E$ in the definition of $U_E$ is contained in some fixed strip $\mathbb{R}^N \times (T_1, T_2)$. In the remainder of this section, we will determine conditions on the parameters $s, \beta$ that are necessary for $U_E$ to be a subsolution for the class of variable coefficient operators (4.2). To this end, we compute $\mathcal{L}_A \Gamma_{s, \beta}$. Recalling the definition of $\Gamma_{s, \beta}$ (3.1), for fixed $s, \beta > 0$ and for all $\Omega \ni z \neq 0$, we can compute

$$
\nabla \Gamma_{s, \beta}(z) = -\frac{1}{2\beta} \Gamma_{s, \beta}(z)C_0^{-1}(t)x
$$

(4.4)

$$
D^2 \Gamma_{s, \beta}(z) = \frac{1}{2\beta} \Gamma_{s, \beta}(z) \left( -C_0^{-1}(t) + \frac{1}{2\beta} (C_0^{-1}(t)x \otimes (C_0^{-1}(t)x)) \right).
$$

(4.5)

To compute the $t$-derivative, we use the following identities for invertible matrices $M(t)$:

- $(M^{-1}(t))^t = -M^{-1}(t)M'(t)M^{-1}(t)$;
- $(\det(M(t)))^t = \text{tr}(M'(t)M^{-1}(t)) \det(M(t))$.

This yields

$$
\partial_t \Gamma_{s, \beta}(z) = \Gamma_{s, \beta}(z) \left( -\frac{s}{2} \frac{(\det(C_0(t)))^t}{\det(C_0(t))} + \frac{1}{4\beta} \langle C_0'(t)C_0^{-1}(t)x, C_0^{-1}(t)x \rangle \right) =
$$

$$
= \Gamma_{s, \beta}(z) \left( -\frac{s}{2} \text{tr} \left( C_0'(t)C_0^{-1}(t) \right) + \frac{1}{4\beta} \langle C_0'(t)C_0^{-1}(t)x, C_0^{-1}(t)x \rangle \right).
$$

We have by definition $C_0'(t) = E(t)A_0E^T(t)$. On the other hand, the following identity also holds

$$
E(t)A_0E^T(t) = A_0 - B^T C_0(t) - C_0(t)B \quad \forall t > 0.
$$

To see this, note that the r.h.s. and the l.h.s. agree at $t = 0$ and they have the same derivative. Consequently,

$$
C_0'(t) = A_0 - B^T C_0(t) - C_0(t)B \quad \forall t > 0.
$$

(4.6)

Multiplying by $C_0^{-1}(t)$ and taking the trace (recall $\text{tr}(B) = 0$), we get

$$
\text{tr} \left( C_0'(t)C_0^{-1}(t) \right) = \text{tr} \left( A_0 C_0^{-1}(t) \right),
$$

which says

$$
\partial_t \Gamma_{s, \beta}(z) = \frac{1}{2\beta} \Gamma_{s, \beta}(z) \left( -s \text{tr} \left( A_0 C_0^{-1}(t) \right) + \frac{1}{2} \langle C_0'(t)C_0^{-1}(t)x, C_0^{-1}(t)x \rangle \right).
$$

(4.7)
Recalling the definition of $\mathcal{L}_A$ and gathering the information in (4.4), (4.5) and (4.7), we obtain
\[
\mathcal{L}_A \Gamma_{s,\beta}(z) = \frac{1}{2\beta} \Gamma_{s,\beta}(z) \left( -\text{tr} \left( A(z)C_0^{-1}(t) \right) + \frac{1}{2\beta} \left( A(z)C_0^{-1}(t)x, C_0^{-1}(t)x \right) - \left( BC_0^{-1}(t)x, x \right) + \right. \\
\left. + s\beta \text{tr} \left( A_0 C_0^{-1}(t) \right) - \frac{1}{2} \left( C_0'(t)C_0^{-1}(t)x, C_0^{-1}(t)x \right) \right) = \\
(4.8) \quad = \frac{1}{2\beta} \Gamma_{s,\beta}(z) \left( s\beta \text{tr} \left( A_0 C_0^{-1}(t) \right) - \text{tr} \left( A(z)C_0^{-1}(t) \right) + \right. \\
\left. + \frac{1}{2} \left( \frac{1}{\beta} \left( A(z)C_0^{-1}(t)x, C_0^{-1}(t)x \right) - \left( A_0 C_0^{-1}(t)x, C_0^{-1}(t)x \right) \right) \right)
\]
where in the last equality we exploited again the expression for $C_0'(t)$ in (4.6).

Using (4.8), we now show that the parameters $s, \beta$ can be chosen appropriately under each of the hypotheses (H1) and (H2) so that $U_E$ is a subsolution for $\mathcal{L}_A$ outside $E$.

4.1. Cordes-Landis Condition [H1] Consider the kernel $\Gamma_{s,\beta}$ with the choice
\[
A_0 = I_0,
\]
where $I_0$ is defined in (2.2). Note that with this choice of $A_0$ we have $C_0 = C$, where $C$ is defined in (2.3).

Fix also
\[
(4.9) \quad \beta = \lambda \quad \text{and} \quad s = \frac{\Lambda}{\lambda}.
\]

Having fixed these quantities, we can prove the following

**Lemma 4.2.** The function $U_E$ is continuous in $\mathbb{R}^{N+1}$, $C^2$ outside $\overline{E}$, and for all $A$ satisfying [H1] we have
\[
\mathcal{L}_A U_E(z) \geq 0 \quad \text{for } z \in \Omega \setminus E.
\]

**Proof.** The choice of $s$ and the hypothesis [H1] allow us to invoke Lemma 4.1 and conclude that $U_E < +\infty$. Moreover, with such choices, $U_E$ is continuous by the dominated convergence theorem and smooth away from the poles in $E$. Let us now prove the $\mathcal{L}_A$-subsolution property. By (4.9), and using (2.4) in (4.8), we have
\[
\mathcal{L}_A \Gamma_{s,\beta}(z) = \frac{1}{2\beta} \Gamma_{s,\beta}(z) \left( s\beta \text{tr} \left( I_0 C^{-1}(t) \right) - \text{tr} \left( A(z)C^{-1}(t) \right) + \right. \\
\left. + \frac{1}{2} \left( \frac{1}{\beta} \left( A(z)C^{-1}(t)x, C^{-1}(t)x \right) - \left( I_0 C^{-1}(t)x, C^{-1}(t)x \right) \right) \right) \geq \frac{1}{2\beta} \Gamma_{s,\beta}(z) \left( (s\beta - \Lambda) \text{tr} \left( I_0 C^{-1}(t) \right) + \frac{1}{2} \left( \frac{\lambda}{\beta} - 1 \right) \left( I_0 C^{-1}(t)x, C^{-1}(t)x \right) \right) = 0.
\]

To complete the proof, we have only to remember that the vector fields $\partial_{x_1}, \ldots, \partial_{x_N}$ and $\langle x, B\nabla \rangle - \partial_t$ are left-invariant with respect to the group law $\circ$. Thus, the function $\Gamma_{s,\beta}(\zeta^{-1} \circ \cdot)$ is $\mathcal{L}_A$-subharmonic for any $\zeta \in \mathbb{R}^{N+1}$, and the lemma follows. \qed

4.2. Uniform Continuity Assumption [H2] We make precise here the notion of uniform continuity of the coefficients as stipulated in condition [H2]

**Definition 4.3.** Let $\omega : [0, 1) \to [0, 1)$ be a non-decreasing function satisfying $\lim_{s \to 0^+} \omega(s) = \omega(0) = 0$. We say the matrix $A(\cdot)$ admits a uniform modulus of continuity $\omega$ if
\[
\sup \left\{ \|A(z) - A(z_0)\| : z \in \Omega \cap Q_\epsilon^c(z_0) \right\} \leq \omega(\epsilon) \quad \text{for all } 0 < \epsilon < 1 \quad \text{and for all } z_0 \in \Omega.
\]
Assume now that $A(\cdot)$ admits a uniform modulus of continuity $\omega$. Fix any $z_0 \in \Omega$ and choose $A_0 = A(z_0)$.

Define
\[ C_{z_0}(t) := C_0(t) = \int_0^t E(\sigma)A(z_0)E^T(\sigma) \, d\sigma. \]

Let
\[ s = 1 + s_0, \quad \beta = \frac{1}{1 + \frac{s_0}{2}} = \frac{2}{2 + s_0} \quad \text{for some } s_0 > 0 \text{ to be determined}. \tag{4.10} \]

Let $\Gamma_{s,\beta}$ be the kernel corresponding to the above choices. We want the associated potential $U_E$ to be a subsolution in a neighborhood of $z_0$ for $0 < s_0 < \frac{2}{\beta}$. To do this, we exploit the continuity of $A(\cdot)$.

**Lemma 4.4.** For every $0 < s_0 < \frac{2}{\beta}$ there exists $0 < \epsilon_0 < 1$ depending on $s_0$ and $\omega(\cdot)$ such that
\[ \mathcal{L}_A U_E(z) \geq 0 \quad \text{for all } z \in \Omega \cap Q_{\epsilon_0}^{-\frac{\epsilon_0}{2} \cdot \epsilon_0}(z_0) \cap \overline{E}. \]

**Proof.** It suffices to show that for all $\zeta \in E$, we have
\[ (\mathcal{L}_A \Gamma_{s,\beta}(\zeta^{-1} \circ \cdot))(z) \geq 0 \quad \text{for all } z \in \Omega \cap Q_{\epsilon_0}^{-\frac{\epsilon_0}{2} \cdot \epsilon_0}(z_0) \setminus \{\zeta\}. \]

Fix $0 < s_0 < \frac{2}{\beta}$. By Definition 4.3, there exists $\epsilon_0 > 0$ such that
\[ \|A(z) - A(z_0)\| \leq \omega(\epsilon_0) \leq \frac{s_0}{2 + s_0} \lambda \quad \text{for all } z \in \Omega \cap Q_{\epsilon_0}^{-\frac{\epsilon_0}{2} \cdot \epsilon_0}(z_0). \]

In particular, this implies
\[ -\frac{s_0}{2} \lambda I_0 \leq A(z) - A(z_0) \leq \frac{s_0}{2 + s_0} \lambda I_0 \quad \text{for all } z \in \Omega \cap Q_{\epsilon_0}^{-\frac{\epsilon_0}{2} \cdot \epsilon_0}(z_0). \tag{4.11} \]

Let us now fix $\zeta \in \mathbb{R}^{N+1}$. Arguing as in (4.8), we have for any $z \neq \zeta$
\[ \begin{align*}
(\mathcal{L}_A \Gamma_{s,\beta}(\zeta^{-1} \circ \cdot))(z) &= \frac{1}{2\beta} \Gamma_{s,\beta}(\zeta^{-1} \circ z) \left( s\beta \text{tr} \left( A(z_0)C_{z_0}^{-1}(t - \tau) \right) - \text{tr} \left( A(z)C_{z_0}^{-1}(t - \tau) \right) + \frac{1}{2} \left( \frac{1}{\beta} \langle A(z)C_{z_0}^{-1}(t - \tau)(x - E(t - \tau)\xi), C_{z_0}^{-1}(t - \tau)(x - E(t - \tau)\xi) \rangle + \langle A(z_0)C_{z_0}^{-1}(t - \tau)(x - E(t - \tau)\xi), C_{z_0}^{-1}(t - \tau)(x - E(t - \tau)\xi) \rangle \right) \right) \\
&= \frac{1}{\beta} A(z) - A(z_0) = A(z) - A(z_0) + \frac{s_0}{2} A(z) \geq A(z) - A(z_0) + \frac{s_0}{2} \lambda I_0 \geq 0.
\end{align*} \]

Let us bound from below separately the trace-terms and the quadratic-terms. Consider any $z \in \Omega \cap Q_{\epsilon_0}^{-\frac{\epsilon_0}{2} \cdot \epsilon_0}(z_0)$. With our choice of $\beta$ in (4.10) we have $\frac{1}{\beta} = 1 + \frac{s_0}{2}$. Thus, using (2.4) and (1.11), we get
\[ M_1(z) := \frac{1}{\beta} A(z) - A(z_0) = A(z) - A(z_0) + \frac{s_0}{2} A(z) \geq A(z) - A(z_0) + \frac{s_0}{2} \lambda I_0 \geq 0 \]

which implies
\[ \langle M_1(z)C_{z_0}^{-1}(t - \tau)(x - E(t - \tau)\xi), C_{z_0}^{-1}(t - \tau)(x - E(t - \tau)\xi) \rangle \geq 0. \]

On the other hand, by (4.10) we have $s\beta = 1 + \frac{s_0}{2 + s_0}$. Again, by (2.4) and (1.11), we get
\[ M_2(z) := s\beta A(z) - A(z) = A(z_0) - A(z) + \frac{s_0}{2 + s_0} A(z_0) \geq A(z_0) - A(z) + \frac{s_0}{2 + s_0} \lambda I_0 \geq 0 \]

which implies
\[ \text{tr} \left( M_2(z)C_{z_0}^{-1}(t - \tau) \right) \geq 0. \]
Hence
\[
(L_A \Gamma_{s, \beta}(\zeta^{-1} \cdot \cdot))(z) = \frac{1}{2\beta} \Gamma_{s, \beta}(\zeta^{-1} \cdot \cdot) \left( \mathrm{tr} \left( M_2(z) C_{z_0}^{-1}(t - \tau) \right) + \frac{1}{2} \left( M_1(z) C_{z_0}^{-1}(t - \tau) (x - E(t - \tau) \xi), C_{z_0}^{-1}(t - \tau) (x - E(t - \tau) \xi) \right) \right) \geq 0
\]
for every \( z \in \Omega \cap Q_{x_0}^{-2e_0, e_0}((z_0) \setminus \{ \zeta \}) \). \qed

**Remark 4.5.** In lieu of the hypothesis (I1), we could have assumed the existence of a fixed matrix \( A_0 \) of the form (2.1) such that
\[
\lambda A_0 \leq A(z) \leq \Lambda A_0 \quad \text{with} \quad \frac{\Lambda}{\lambda} < 1 + \frac{2}{Q}.
\]
The proof of Lemma 4.2 can then be carried out in exactly the same way. This is in contrast with operators in groups of Heisenberg type considered in [11] and [32], where it is not clear how to establish the analogue of Lemma 4.2 under the more general condition (4.12) without making additional structural assumptions on the coefficient matrix. A similar obstruction arises when attempting to prove the analogue of Lemma 4.2 (see [11 Section 3]).

5. Growth Lemma and Applications

In this section, we establish the Landis growth lemma for the operators \( L_A \) under the hypotheses (I1) and (I2). It is well known that such growth lemmas are the starting point for proving oscillation decay, Hölder continuity and Harnack’s inequality for solutions.

Let us recall the definitions of the cylinder-like sets considered in Lemma 3.1 and 3.2:
\[
Q^1_r(z_0) = Q_{-b_0 r^2, 0}(z_0) \quad Q^2_r(z_0) = Q_{-\frac{1}{2} b_0 r^2, 0}(z_0) \quad Q^3_r(z_0) = Q_{-b_0 r^2, -\frac{1}{2} b_0 r^2}(z_0).
\]
In Lemma 3.1 it was shown that there exists a constant \( K_1 > \sigma_0 \) depending only on the structure such that for all \( K > K_1 \), we have the upper bound on \( \Gamma_{s, \beta} \) given in (3.2). We can choose the constant \( K \) large enough so that the bound in (3.6) is greater than the bound in (3.2). To this end, we fix \( K > 0 \) satisfying
\[
K^2 > \max \left\{ \frac{c_2}{\chi b_0^2 E}, K_1^2 \right\}.
\]

**Theorem 5.1.** (“Growth Lemma” under (I4)) Let \( z_0 \in \Omega \), and consider an open set \( D \subseteq Q^3_r(z_0) \subset \Omega \) such that \( D \cap Q^2_r(z_0) \neq \emptyset \). Suppose \( u \in C^2(D) \cap C(D) \) is nonnegative in \( D \), vanishes on \( \partial D \cap Q^1_r(z_0) \), and satisfies \( \mathcal{L}_A u \geq 0 \) in \( D \). Assume, moreover, that the Cordes-Landis condition (I1) holds for the operator \( L_A \). Then there exists a structural constant \( \eta > 0 \) such that
\[
\sup_{D} u \geq \left( 1 + \eta \frac{|Q^3_r(z_0) \cap D|}{|Q^1_r(z_0)|} \right) \sup_{D \cap Q^1_r(z_0)} u.
\]

**Proof.** By translation invariance of the class of operators under consideration, we may assume \( z_0 = 0 \in \Omega \). We may also assume \( u \) is non-trivial, and so \( D \) has limit points on \( S^1_r \cup \{ B_{K_2}(0) \times [-b_0 r^2, 0] \} \) by the weak maximum principle (2.3). Recall from Section 3 that \( S^1_r = \partial B_{K_2}(0) \times [-b_0 r^2, 0] \). Let \( E = Q^1_r \setminus D \) and consider the function \( U_E \) defined in (4.1) with the choice of \( \Gamma_{s, \beta} \) as in subSection 4.1, recall (4.9). If we call \( C \) the positive structural constant given in (4.2) such that \( \sup_{Q^1_r} u \leq C \), then we have by (4.3)
\[
\sup U_E \leq \sup U_{Q^1_r} \leq C r^q + 2^{-s Q},
\]
Moreover, by the bounds (3.2) and (5.6), we have

\[ (5.3) \quad \sup_{S_1^b} U_E \leq \frac{e^{-\mu_2}}{(b_B r^2)^{s\frac{2}{s-2}}} |E| \quad \text{with} \quad \mu_2 := \frac{c_2}{b_B^{2n+1}}, \]

and

\[ (5.4) \quad \inf_{Q_7^2} U_E \geq \frac{e^{-\mu_1}}{(b_B r^2)^{s\frac{2}{s-2}}} |E| \quad \text{with} \quad \mu_1 := \frac{c_1 K^2}{b_B}. \]

Consider the auxiliary function

\[ v(z) = \sup_D \left( 1 - \frac{U_E(z)}{C r^{Q+2-sQ}} + \frac{|E|}{C r^{Q+2}} \frac{e^{-\mu_2}}{(b_B)^{s\frac{2}{s-2}}} \right). \]

Then \( v \) is non-negative everywhere by (5.2). Since \( L_A U_E(z) \geq 0 \) for all \( z \in \Omega \setminus \bar{E} \) by Lemma 4.2, we have \( L_A v \leq 0 \leq L_A u \) in \( D \). We now want to compare \( v \) and \( u \) on the portion of \( \partial D \) required to apply the weak maximum principle. For this purpose, we define the sets \( \gamma := \partial D \cap Q_1^2, \gamma_1 := E \cap R \times \{ -b_B r^2 \} \), and \( \gamma_2 := D \setminus S_1^b \). Since \( u = 0 \) on \( \gamma \), \( v \geq u \) on \( \gamma \). Recall also that \( U_E \) is a continuous function. Since \( U_E(z) = 0 \) for \( z \in B_{K^2}(0) \times \{ -b_B r^2 \} \), we then have \( v(z) \geq \sup_D u \geq u(z) \) for all \( z \in \gamma_1 \). Finally, for \( z \in \gamma_2 \), we have by (5.3)

\[ v(z) \geq \sup_D u \left( 1 - \sup_{S_1^b} U_E \frac{e^{-\mu_2}}{C r^{Q+2-sQ}} + \frac{|E|}{C r^{Q+2}} \frac{e^{-\mu_2}}{(b_B)^{s\frac{2}{s-2}}} \right) \geq \sup_D u. \]

Thus \( v \geq u \) on \( \gamma_2 \). By the weak maximum principle, it follows that \( v \geq u \) in \( D \). Hence, for \( z \in D \cap Q_1^2 \neq \emptyset \), we have by (5.4)

\[ u(z) \leq \sup_D \left( 1 - \inf_{Q_7^2} U_E \frac{e^{-\mu_2}}{C r^{Q+2-sQ}} + \frac{|E|}{C r^{Q+2}} \frac{e^{-\mu_2}}{(b_B)^{s\frac{2}{s-2}}} \right) \leq \sup_D \left( 1 - \frac{|E|}{C r^{Q+2}} \frac{e^{-\mu_1}}{(b_B)^{s\frac{2}{s-2}}} + \frac{|E|}{C r^{Q+2}} \frac{e^{-\mu_2}}{(b_B)^{s\frac{2}{s-2}}} \right). \]

By (5.1), we have \( \mu_1 < \mu_2 \). Hence, we can define \( \bar{\eta} := \frac{e^{-\mu_1} - e^{-\mu_2}}{C b^B s^2 Q^2} > 0 \) and we can write

\[ \bar{\eta} \frac{|E|}{r^{Q+2}} = \bar{\eta} \frac{|Q_1^2 \setminus D|}{r^{Q+2}} = \left( \bar{\eta} |Q_1^2| \right) \frac{|Q_1^2 \setminus D|}{|Q_1^2|} =: \eta \frac{|Q_1^2 \setminus D|}{|Q_1^2|}. \]

This completes the proof. \( \square \)

The proof of Theorem 5.1 also allows us to obtain the following version of the growth lemma under the condition [12]. More specifically, we assume the continuity assumption [12] holds for the operator \( L_A \) and we let \( \epsilon_0 \) be the constant from Lemma 4.4 corresponding to the choice \( s_0 := \frac{1}{Q} \), which we fix from here onwards.

**Theorem 5.2.** ("Growth Lemma" under [12]) Let \( z_0 \in \Omega \), and suppose \( 0 < r \leq \frac{\epsilon_0}{K} \). Consider an open set \( D \subseteq Q_1^2(z_0) \subset \Omega \) such that \( D \cap Q_1^2(z_0) \neq \emptyset \). Suppose \( u \in C^2(D) \cap C(\overline{D}) \) is nonnegative in \( D \), vanishes on \( \partial D \cap Q_1^2(z_0) \), and satisfies \( L_A u \geq 0 \) in \( D \). Assume, moreover, that the continuity condition [12] holds for the operator \( L_A \). Then there exists a constant \( \eta > 0 \) such that

\[ \sup_{D \cap Q_1^2(z_0)} u \geq \left( 1 + \eta \frac{|Q_1^2(z_0) \setminus D|}{|Q_1^2(z_0)|} \right) \sup_{D \cap Q_1^2(z_0)} u. \]
Proof. The proof is essentially that of Theorem 5.1. The only modification is that the function $U_E$ is now constructed with the choice of $\Gamma_{s, \beta}$ as in subSection 4.2; see (4.10). By Lemma 4.4, $U_E$ is a subsolution only inside a cylinder $Q_{\theta_0}^{-\theta, \theta_0^2}(z_0)$ of size $\theta_0$ depending on the modulus of continuity $\omega$ for the coefficients $A(\cdot)$. The assumption $0 < r \leq \frac{n}{\theta}$ (recall that $K \geq 1 \geq \sqrt{\theta B}$) yields $D \subseteq Q_{r_1}^{1}(z_0) \subset \Omega \cap Q_{\theta_0^{-\theta, \theta_0^2}}(z_0)$. \hfill \Box

We provide an immediate application of Theorem 5.1 and Theorem 5.2 by showing oscillation decay and Hölder continuity of solutions to $L_Au = 0$. Recall that the oscillation of a function $u$ over a set $E$ is defined to be $\text{osc}_E u := \sup_E u - \inf_E u$.

**Corollary 5.3.** (Oscillation Decay and Local Hölder Continuity under $H^1$) Suppose the operator $L_A$ satisfies the hypothesis [H]. There exists a structural constant $\theta > 1$ such that if $u$ is a classical solution of $L_Au = 0$ in an open set $D \subseteq \Omega$ and $Q_{r_1}^{1}(z_0) \subseteq D$, then

$$\text{osc}_{Q_{r_1}^{1}(z_0)} u \geq (1 + \frac{\eta}{4}) \text{osc}_{Q_{r_1/\theta}(z_0)} u.$$  

Consequently, there exists a structural constant $\alpha$ and, for any $\rho > 0$, a positive constant $C_\rho$ such that

$$|u(z) - u(\zeta)| \leq C_\rho \|z^{-1} \circ z\|_{L^\infty(D)} \quad \text{for all } z, \zeta \text{ such that } Q_{r_1}^{1}(z), Q_{r_1}^{1}(\zeta) \subseteq D.$$  

**Proof.** We first prove (5.5). Let $\theta := \frac{K}{\theta_0}$. Recalling that $\theta \geq 2$, we have $Q_{r_1/\theta}(z_0) \subseteq Q_{r_1}^{1}(z_0)$ and then $\text{osc}_{Q_{r_1/\theta}(z_0)} u \leq \text{osc}_{Q_{r_1}^{1}(z_0)} u$. Consider the function

$$v = 2u - \left( \sup_{Q_{r_1}^{1}(z_0)} u + \inf_{Q_{r_1}^{1}(z_0)} u \right),$$

and let $D^+$ be the set of points in $Q_{r_1}^{1}(z_0)$ where $v > 0$. We may assume, without loss of generality, that $|Q_{r_1}^{1}(z_0) \setminus D^+| \geq \frac{1}{2}|Q_{r_1}^{1}(z_0)|$; otherwise, consider $-v$ instead of $v$. Applying Theorem 5.1 with $D = D^+$, we obtain

$$2\text{osc}_{Q_{r_1}^{1}(z_0)} u - \text{osc}_{Q_{r_1}^{1}(z_0)} u \geq \sup_{Q_{r_1}^{1}(z_0)} v \geq \left( 1 + \frac{\eta}{2} \right) \sup_{Q_{r_1}^{1}(z_0)} v \geq \left( 1 + \frac{\eta}{2} \right) \text{osc}_{Q_{r_1}^{1}(z_0)} u,$$

which implies

$$\text{osc}_{Q_{r_1}^{1}(z_0)} u \geq P \text{osc}_{Q_{r_1}^{1}(z_0)} u \geq P \text{osc}_{Q_{r_1/\theta}(z_0)} u \quad \text{with } P := 1 + \frac{\eta}{4}.$$  

To prove the estimate (5.6), fix $\rho > 0$ and let $z, \zeta$ be arbitrary points in $D$ such that $Q_{\rho}(z), Q_{\rho}(\zeta) \subseteq D$. Without loss of generality, we may assume $t \leq \tau$. We have two cases: either $z \in Q_{\rho}(\zeta)$ or $z \notin Q_{\rho}(\zeta)$. If $z \in Q_{\rho}(\zeta)$, choose $m_0 \in \mathbb{N} \cup \{0\}$ such that $z \in Q_{\rho}^{1}(\zeta)$ and $z \notin Q_{\rho}^{1}(\zeta)$. Hence, $\|z^{-1} \circ z\|_B \geq \min \{K, \sqrt{\theta B}\} \frac{\rho}{\rho_0 m_0 + 1} = \sqrt{\theta B} \frac{\rho}{\rho_0 m_0 + 1}$. Applying (5.7) recursively, we obtain

$$\text{osc}_{Q_{\rho}^{1}(\zeta)} u \leq \frac{1}{P m_0} \text{osc}_{Q_{\rho}} u \leq \frac{2P \|u\|_{L^\infty(D)}}{P m_0 + 1}.$$  

Writing $P m_0 + 1 = (\theta^{\log_\theta P})^{m_0} = (\theta^{m_0 + 1})^{\log_\theta P}$ and letting $\alpha := \log_\theta P$, we get

$$|u(z) - u(\zeta)| \leq \text{osc}_{Q_{\rho}^{1}(\zeta)}(\zeta) u \leq \frac{2P \|u\|_{L^\infty(D)}}{b_2^2 \rho^\alpha} \left( \sqrt{\theta B} \frac{\rho}{\theta_0^{m_0 + 1}} \right)^\alpha \leq \frac{2P \|u\|_{L^\infty(D)}}{b_2^2 \rho^\alpha} \|z^{-1} \circ z\|_B^\alpha.$$  

Combining the two possibilities, we obtain the desired estimate (5.6) with the choice \( C_\rho = 2Pb_{\rho}^{-\frac{m}{B}}\rho^{-\alpha} \). □

In order to establish the corresponding version of Corollary 5.3 under the hypothesis \([12]\) we notice that the proof can be carried out in the same manner simply by considering \( Q^1_{\rho}(z_0) \subset D \) with \( 0 < r \leq \frac{\rho_0}{R} \). The constant \( C_\rho \) will now depend additionally on \( \epsilon_0 \); however, the constant \( \alpha \) remains independent of \( \epsilon_0 \).

**Remark 5.4.** The regularity estimate (5.6) is equivalent to local Hölder continuity in the standard sense. One can see this by comparing the \( | \cdot |_B \)-norm with the Euclidean norm as in (2.9)–(2.11) (see also [30] Definition 1.2 and Proposition 2.1).

6. **Harnack Inequality**

In this final section, we prove the Harnack inequality for non-negative solutions to \( \mathcal{L}_A u = 0 \) using the growth lemma. We follow closely the approach outlined by Landis in [25] Lemma 9.1 and Theorem 9.1 and make a number of necessary modifications to adapt his proof to our setting.

**Lemma 6.1.** There exist structural constants \( C_1, C_2 > 0 \) such that:

(i) for any \( R > 0 \) and any \( 0 \leq \delta_1 < \delta_2 \leq \frac{1}{2} \), if \( \rho \leq C_1 R (\delta_2 - \delta_1)^{n+\delta_1} \) then

\[
Q_{b_R^{b_R^2, 0}(z_0)} \subseteq Q_{R(\frac{1}{2} + \delta_2)}^{b_R^2, 0} \forall z_0 \in \overline{Q}^{b_R^{R(\frac{1}{2} + \delta_1)}.}
\]

(ii) for any \( R > 0 \) and any \( 0 \leq \delta_1 < \delta_2 \leq 1 \), if \( \rho \leq C_2 R (\delta_2 - \delta_1)^{n+\delta_1} \) then

\[
Q_{\rho}^{b_R^{b_R^2, 0}(z_0)} \subseteq Q_{R^{\frac{1}{2} + \delta_2}}^{b_R^2, 0} - \frac{b_R^2 R^2}{R^{(3 + \delta_1)_0}} \forall z_0 \in \partial R^{b_R^{R^{\frac{1}{2} + \delta_1}} \frac{b_R^2 R^2}{R^{(3 + \delta_1)_0}}}
\]

We postpone the proof of this lemma to the end of the section. For now, we use it to prove the following important consequence of the growth lemma.

**Lemma 6.2.** Let \( \Omega \), and consider an open set \( D \subseteq Q_R^{b_R^{b_R^2, 0}(z)} \subseteq \Omega \) such that \( D^+ := D \cap Q_{\frac{1}{2} R}^{b_R^2 R^2, 0}(z) \neq \emptyset \). Suppose \( u \in C^2(D) \cap C(\overline{D}) \), nonnegative in \( D \), vanishes on \( \partial D \cap Q^{b_R^{b_R^2 R^2, 0}(z)} \), and satisfies \( \mathcal{L}_A u = 0 \) in \( D \). Assume, moreover, that the Cordes-Landis condition \([71]\) holds for the operator \( \mathcal{L}_A \). Then, for any \( M > 1 \), there exists \( \delta > 0 \) (depending on \( M \) and on structural constants) such that, if \( |D| \leq \delta R^{Q+2} \), we have

\[
\sup_{D} u \geq M \sup_{D^+} u \geq Mu(z).
\]

**Proof.** By translation invariance we can assume \( \bar{z} = 0 \in \Omega \). Let \( \eta \) be the constant in Theorem 5.1. For any \( M > 1 \), let \( m \) be the smallest natural number such that \( (1 + \frac{1}{2})^m > M \). For \( i \in \{0, \ldots, m\} \), denote

\[
Q^{(i)} = Q_{\frac{1}{2} R (1 + \frac{1}{m})}^{b_R^2 (1 + \frac{1}{m}).}
\]

For any \( i \in \{0, \ldots, m - 1\} \) we consider the point \( z^i = (x^i, t^i) \) in the parabolic boundary of \( Q^{(i)} \) such that \( u(z^i) = \sup_{D \cap Q^{(i)}} u \). Let us now denote

\[
Q^{(i)}_{\rho} = Q_{\frac{1}{2} R (1 + \frac{1}{m})}^{b_R^2 (1 + \frac{1}{m}).}
\]
By recalling that $K \geq 1$ and by exploiting Lemma 6.1 item (i), with $\delta_1 = \frac{i}{2m}$, $\delta_2 = \frac{i+1}{2m}$ we know that
\[
\rho = \frac{C_1}{(2m)^{n+\frac{3}{2}}} R \quad \text{yields} \quad Q^1_{\rho} \subseteq Q^{(i+1)}.
\]

We are going to prove the statement of the lemma with the choice
\[
\delta = \frac{1}{2} C_1^{Q+2} \frac{|Q_{\rho}^{-b_B - \frac{1}{2} b_B}|}{(2m)^{(n+\frac{3}{2})}}.
\]

In fact, defining $Q^2_{\rho} := Q_{\rho_0}^{-b_B r^2, 0}(z^i)$ and $Q^3_{\rho} := Q_{\rho_0}^{-b_B r^2, -\frac{1}{2} b_B r^2}(z^i)$, the assumption $|D| \leq \delta R^{Q+2}$ implies
\[
|D \cap Q^3_{\rho}| \leq \delta R^{Q+2} = \frac{1}{2} |Q^3_{\rho}| \quad \text{and hence} \quad |Q^3_{\rho} \setminus D| = |Q^3_{\rho}| - |D \cap Q^3_{\rho}| \geq \frac{1}{2} |Q^3_{\rho}|.
\]

Applying Theorem 5.1 in the cylinder $Q^{1,(i)}$, and using the inclusion $Q^1_{\rho} \subseteq Q^{(i+1)}$, we get
\[
\sup_{D \cap Q^{(i+1)}} u \geq \sup_{D \cap Q^3_{\rho}} u \geq \left(1 + \frac{\eta}{2}\right) \sup_{D \cap Q^2_{\rho}} u \geq \left(1 + \frac{\eta}{2}\right) u(z^i) = \left(1 + \frac{\eta}{2}\right) \sup_{D \cap Q^3} u.
\]

This holds true for every $i \in \{0, \ldots, m - 1\}$. Therefore, since $Q^{(0)} = Q_{\frac{1}{4} R}^{-\frac{1}{2} b_B r^2, 0}$ and $Q^{(m)} = Q_{\frac{1}{4} R}^{-b_B r^2, 0}$, we finally obtain
\[
\sup_D u \geq \left(1 + \frac{\eta}{2}\right)^m \sup_{D^+} u \geq M \sup_{D^+} u \geq M u(\bar{z}).
\]

We are finally ready to show the proof of the Harnack inequality. We begin with the proof of Theorem 1.1.

**Proof of Theorem 1.1.** Assume, without loss of generality, that $z_0 = 0$ and $\sup u = 2$. The aim is to find a structural lower bound for $u$ on $Q^+$.

Let us recall the definitions of the cylinders
\[
Q^2 = Q_{\sigma_0}^{-\frac{1}{2} b_B r^2, 0} \quad \text{and} \quad Q^3 = Q_{\sigma_0}^{-b_B r^2, -\frac{1}{2} b_B r^2}.
\]

Notice that $Q^+ \subset Q^2$ and $Q^- \subset Q^3$. Consider the set $G := \{z \in Q^3 : u(z) > 1\}$. Let $\delta > 0$ be the number from Lemma 6.2 corresponding to the choice of $M = 2^{1+(n+\frac{3}{2})} R^{Q+2}$, and define the structural constant
\[
\epsilon_0 := \left(\frac{C_2}{2^{n+\frac{3}{2}}}\right)^{Q+2} \delta,
\]

where $C_2$ is the constant appearing in Lemma 6.1 item (i). We are faced with two possibilities:
- Case 1: $|G| \geq \epsilon_0 R^{Q+2}$, or
- Case 2: $|G| < \epsilon_0 R^{Q+2}$.

For Case 1, we consider the function $w = 1 - u$. With the intent of applying Theorem 5.1 we define the set $D := \{z \in Q^1 : w(z) > 0\}$. We may assume $D \cap Q^2 \neq \emptyset$, for otherwise $u \geq 1$ in $Q^2 \supset Q^+$. Since $u$ is non-negative, we have $w \leq 1$ in $Q^1$. Furthermore, $G \subset Q^3 \setminus D$, and so $|Q^3 \setminus D| \geq \epsilon_0 R^{Q+2}$. It follows from Theorem 5.1 applied to $w$ that
\[
1 \geq \sup_{Q^3} w \geq \left(1 + \frac{\epsilon_0}{|Q^3|}\right) \sup_{Q^3 \cap D} w \geq \left(1 + \frac{\epsilon_0}{|Q^1|}\right) \sup_{Q^1} w.
\]
Thus, 
\[ \inf u \geq \frac{\hat{C}}{1 + \hat{C}} \quad \text{where} \quad \hat{C} := \eta \frac{\epsilon_0}{|Q|^3}. \]
Consequently, (6.7) follows when Case 1 holds.

For Case 2, we carry out an iteration procedure, which we describe in the following steps:

**Step 1:** Set 
\[ Q^{(s)} := Q_{\tau} - \frac{bB^2r^{2(3+s^2)} - bB^2r^2}{2(1+s)}, \quad s > 0. \]
Notice that \( Q^{(0)} = Q_r^{-}, \) while \( Q^{(1)} = Q_{\tilde{\tau}}^3. \) Consider the family of sets 
\[ G_s^{(0)} := G \cap (Q^{(s)} \setminus Q^{(0)}), \quad 0 < s < 1. \]
Observe that 
\[ |G_{1/2}^{(0)}| \leq |G| < \epsilon_0 r^{Q+2} = \left(C_2 r \left(\frac{1}{2}\right)^{n+\frac{1}{2}}\right)^{Q+2} \delta. \]
We claim 
\[ |G_s^{(0)}| \geq s^2 \quad \text{as} \quad s \to 0^+ \]
To see this, consider the point \( \tilde{\zeta} = (\tilde{\xi}, \tilde{\tau}) \in \partial \rho Q^{(0)} \) such that \( u(\tilde{\zeta}) = 2 = \sup_{Q^{(0)}} u. \) By continuity of \( u, \) there exists a small neighborhood \( U_{\tilde{\xi}} \times (\tilde{\tau} - \delta, \tilde{\tau} + \delta) \) of \( \tilde{\zeta} \) in which \( u > 1. \) We face two possibilities: either \( \tilde{\zeta} \) is on the “base” of the cylinder \( Q^{(0)} \), in which case \( \tilde{\zeta} \in B_{r} \rho (0) \) and \( \tilde{\tau} = -\frac{3}{4}bB^2 \), or \( \tilde{\zeta} \) is on the “lateral side” of \( Q^{(0)} \), in which case \( |\tilde{\xi}| = r^2N \) and \( \tilde{\tau} \in (-\frac{3}{4}bB^2, -\frac{1}{2}bB^2). \) In the first case, it suffices to notice that, up to restricting \( U_{\tilde{\xi}} \) and for \( s \) small enough with respect to \( \delta \) and \( r \), we have \( U_{\tilde{\xi}} \times (\tilde{\tau} - \frac{1}{4}bB^2s^2, \tilde{\tau}) \subset G_{s}^{(0)} \) and thus \( |G_{s}^{(0)}| \geq s^2. \) In the second case, up to restricting \( \delta \) and for \( s \) small enough, we have instead a sector \( C_s \subset B_{r} \rho (0) \setminus B_{0} \rho (0) \) such that \( C_s \times (\tilde{\tau} - \delta, \tilde{\tau}) \subset G_{s}^{(0)}. \) Since \( |B_r \rho (0) \setminus B_{0} \rho (0)| \sim s \) by the dilation properties, we deduce that \( |G_{s}^{(0)}| \geq s \geq s^2. \) This completes the proof of the claim (6.2).

By (6.1) and (6.2), there exists \( s_1 \in (0, 1/2) \) such that 
\[ \left|G_{s_1}^{(s_1)}\right| = \left(C_2 \cdot r \cdot s_1^{n+\frac{1}{2}}\right)^{Q+2} \delta. \]
Let \( \zeta_0 \in \partial \rho Q^{(s_1/2)} \) be such that \( u(\zeta_0) \geq 2. \) Using Lemma 6.1 item (ii) with \( \delta_1 = 0, \delta_2 = s_1, \) we obtain the existence of a cylinder \( Q_{\rho}^{-bB^2,0}(\zeta_0) \subseteq Q^{(s_1)} \setminus Q^{(0)}, \) where 
\[ \rho = C_2 \cdot r \cdot s_1^{n+\frac{1}{2}}. \]
Define \( Q(0) := Q_{\rho}^{-bB^2,0}(\zeta_0) \) and \( D(0) := G \cap Q(0). \) Notice that \( \zeta_0 \in D(0) \) and 
\[ |D(0)| \leq \left|G_{s_1}^{(0)}\right| = \delta \rho^{Q+2}. \]
Consider the function \( v := u - 1. \) The measure estimate for \( D(0) \) above allows us to apply Lemma 6.2 to \( v. \)
Noticing that \( v(\zeta_0) \geq 1, \) we thus conclude 
\[ \sup_{D(0)} u \geq \sup_{D(0)} v \geq M. \]
This implies, by the weak maximum principle (2.8), that
\[ \sup_{\partial_p \mathcal{Q}^{(s)}} u \geq M. \]

**Step 2:** For any index \( \mathbb{N} \ni \ell \geq 1 \), define \( G_\ell := \{ z \in \mathcal{Q}_\ell^3 : u(z) > \left( \frac{M}{2} \right) \ell \} \). Let \( \mathcal{Q}^{(s_\ell)} \) be the cylinder satisfying
\[ \sup_{\partial_p \mathcal{Q}^{(s_\ell)}} u \geq 2 \left( \frac{M}{2} \right) \ell. \]
If \( s_\ell \geq 1/2 \), we proceed directly to step 3. Otherwise, we have \( 1 > 1 - s_\ell > 1/2 \). For any \( s > 0 \), define the family of sets
\[ G_s^{(\ell)} := G_\ell \cap \left( \mathcal{Q}^{(s+s_\ell)} \setminus \mathcal{Q}^{(s_\ell)} \right), \quad 0 < s < 1 - s_\ell. \]
Since \( G_\ell \subset G \), we have
\[ |G_1^{(\ell)}| \leq |G| \leq \left( C_2 r \left( \frac{1}{2} \right)^{n+\frac{1}{2}} \right)^{Q+2} \delta. \]
Arguing as in (6.2), we also have \( |G_s^{(\ell)}| \geq s^2 \) as \( s \to 0^+ \). Hence, there exists \( \rho_\ell \in (0, \frac{1}{2}) \) such that
\[ |G_{\rho_\ell}^{(\ell)}| = \left( C_2 r \cdot \rho_\ell^{n+\frac{1}{2}} \right)^{Q+2} \delta. \]
Let \( \zeta_\ell \in \partial_p \mathcal{Q}^{(s_\ell+\frac{\rho_\ell}{2})} \) be such that \( u(\zeta_\ell) \geq 2 \left( \frac{M}{2} \right) \ell \). Defining \( s_{\ell+1} := s_\ell + \rho_\ell \) and using Lemma 6.1, item (ii) with \( \delta_1 = s_\ell, \delta_2 = s_{\ell+1} \), we obtain the existence of a cylinder \( \mathcal{Q}_\rho^{-b_B \rho^2,0}(\zeta_\ell) \subset \mathcal{Q}^{(s_{\ell+1})} \setminus \mathcal{Q}^{(s_\ell)} \), where
\[ \rho = C_2 r \cdot \rho_\ell^{n+\frac{1}{2}}. \]
Define \( \mathcal{Q}(\ell) := \mathcal{Q}_\rho^{-b_B \rho^2,0}(\zeta_\ell) \) and \( D(\ell) := G \cap \mathcal{Q}(\ell) \). Notice that \( \zeta_\ell \in D(\ell) \) and
\[ |D(\ell)| \leq |G_{\rho_\ell}^{(\ell)}| = \left( C_2 r \cdot \rho_\ell^{n+\frac{1}{2}} \right)^{Q+2} \delta = \delta_\rho^{Q+2}. \]
Consider the function \( v := u - \left( \frac{M}{2} \right) \ell \). The measure estimate for \( D(\ell) \) above allows us to apply Lemma 6.2 to \( v \). Noticing that \( v(\zeta_\ell) \geq \left( \frac{M}{2} \right) \ell \), we thus conclude
\[ \sup_{D(\ell)} u \geq \sup_{D(\ell)} v \geq M \cdot \left( \frac{M}{2} \right) \ell = 2 \left( \frac{M}{2} \right)^{\ell+1}. \]
This implies, by the weak maximum principle, that
\[ \sup_{\partial_p \mathcal{Q}^{(s_{\ell+1})}} u \geq 2 \left( \frac{M}{2} \right)^{\ell+1}. \]

**Step 3:** There must exist a smallest integer \( k \geq 1 \) such \( s_{k+1} \geq 1/2 \), for otherwise the function \( u \) would be unbounded on \( \mathcal{Q}_r^3 \). This implies Step 2 must terminate after finitely many iterations. By denoting \( \rho_0 := s_1 \) and recalling the definition of \( s_{k+1} \), we have \( \rho_0 + \rho_1 + \cdots + \rho_k \geq \frac{1}{2} \) and \( \rho_0 + \cdots + \rho_{k-1} < \frac{1}{2} \). For each \( \ell \in \{0, \ldots, k\} \), we know that the corresponding set \( G_{\rho_\ell}^{(\ell)} \) satisfies
\[ |G_{\rho_\ell}^{(\ell)}| = \left( C_2 r \cdot \rho_\ell^{n+\frac{1}{2}} \right)^{Q+2} \delta, \]
and that \( u > \left( \frac{M}{2} \right)^i \) on \( G_{\rho_i}^{(i)} \) by definition. Since \( \rho_0 + \cdots + \rho_k \geq \frac{1}{2} \), there must exist at least one index \( i_0 \in \{0, \ldots, k\} \) such that

\[
\rho_{i_0} \geq \left( \frac{1}{2} \right)^{i_0+2}.
\]

Therefore, we have

\[
\left| G_{\rho_{i_0}}^{(i_0)} \right| \geq \left( C_2 \cdot r \cdot 2^{-(i_0+2)(n+\frac{1}{2})} \right)^{Q+2} \delta,
\]

and

\[
u > \left( \frac{M}{2} \right)^{i_0} \text{ on } G_{\rho_{i_0}}^{(i_0)}.
\]

We now make one final use of Theorem 5.1. Consider the function \( v := \left( \frac{M}{2} \right)^{i_0} - u \). Then \( \mathcal{L}_A v = 0 \) and \( v \leq \left( \frac{M}{2} \right)^{i_0} \) since \( u \) is non-negative on \( Q^1_r \). Define \( D := \{ z \in Q^1_r : v(z) > 0 \} \). Then \( G_{i_0} \subset Q^3_r \setminus D \). Since \( G_{\rho_{i_0}}^{(i_0)} \subset G_{i_0} \), we have from the measure estimate above that

\[
\frac{|Q^3_r \setminus D|}{|Q^3_r|} \geq \frac{\left( C_2 \cdot r \cdot 2^{-(i_0+2)(n+\frac{1}{2})} \right)^{Q+2} \delta}{|Q^3_r|} = \frac{C_2^{Q+2} \delta^{-(n+\frac{1}{2})(Q+2)(i_0+2)}}{|Q^3_r|^2}.
\]

Finally, we may assume that \( \{ v \geq 0 \} \cap Q^3_r \neq \emptyset \); for otherwise, we would have \( u \geq \left( \frac{M}{2} \right)^{i_0} \geq 1 \) on \( Q^2_r \supset Q^1_r \), and \( (1.7) \) would automatically follow. Thus, we may apply Theorem 5.1 to \( v \) and obtain

\[
\left( \frac{M}{2} \right)^{i_0} \geq \sup_{Q^1_r} v \geq \left( 1 + \frac{\eta^{Q+2}}{|Q^3_r|} \right)^{2^{-(n+\frac{1}{2})(Q+2)(i_0+2)}} \sup_{Q^3_r \setminus D} v \geq \left( 1 + \frac{\eta^{Q+2}}{|Q^3_r|} \right)^{2^{-(n+\frac{1}{2})(Q+2)(i_0+2)}} \sup_{Q^3_r} v.
\]

Inserting the definition of \( v \) and recalling that \( M = 2^{1+(n+\frac{1}{2})(Q+2)} \), we have

\[
\left( \frac{M}{2} \right)^{i_0} \geq \left( 1 + \frac{\eta^{Q+2}}{|Q^3_r|} \right)^{2^{-2(n+\frac{1}{2})(Q+2)}} \left( \frac{M}{2} \right)^{-i_0} \left( \frac{M}{2} \right)^6 \inf_{Q^3_r} u \geq \hat{c}.
\]

Denoting \( \hat{c} := \eta^{Q+2} \frac{2^{-2(n+\frac{1}{2})(Q+2)}}{|Q^3_r|} \), we get

\[
\left( 1 + \hat{c} \left( \frac{M}{2} \right)^{-i_0} \right) \inf_{Q^3_r} u \geq \hat{c}.
\]

Since \( \left( \frac{M}{2} \right)^{-i_0} \leq 1 \), we conclude that

\[
\inf_{Q^3_r} u \geq \frac{\hat{c}}{1 + \hat{c}}.
\]

This establishes \( (1.7) \) when Case 2 holds, and finishes the proof of the theorem.

We next show the proof of Theorem 1.2.

Proof of Theorem 1.2. For small radii we can follow the proof of Theorem 1.1. In fact, if

\[
r \leq r_0 := \frac{c_0}{K} \min \left\{ 1, \frac{1}{C_1 C_2^{n+\frac{1}{2}}} \right\},
\]
then we can invoke Theorem 5.2 and argue exactly as in the proofs of Lemma 6.2 and Theorem 1.1. This gives the existence of a structural constant $C_H$ such that, for all $Q_r = Q_{K^2}(z_0) \subseteq \Omega$ and any $u \in C^2(\Omega)$ which is a nonnegative solution to $L_A u = 0$ in $Q^1$, we have

$$\sup_{Q_{\alpha r}^2} \frac{3b_B r^2}{2} \inf_{Q_{\alpha r}^2} u \leq C_H$$

for any $0 < r \leq r_0$.

For $r_0 < r \leq 1$, one can use (5.3) along with the existence of Harnack chains established in this context by Polidoro [31, Section 3]. This proves (1.8) with some constants $\sigma < \frac{n}{2}$ and $C > C_H$ depending on the modulus of continuity of the coefficients $\omega$ (i.e. on $\epsilon_0$).

Finally, we provide the proof of Lemma 6.1, as promised.

**Proof of Lemma 6.1.** We first prove (i). Fix $z_0 = (x_0, t_0)$ in the closure of the cylinder $Q_{R^2(1 + \delta_1)}$, and fix any point $\bar{\zeta} = (\bar{\xi}, \tau) \in Q_{K^2}(z_0)$. This means that there exists $\zeta = (\xi, \tau) \in Q_{K^2}(z_0)$ such that $\bar{\zeta} = z_0 \odot \zeta = (\xi + E(\tau)x_0, \tau + t_0)$. By definition we have

$$0 > \tau + t_0 > b_B^2 - b_B R^2 \left( \frac{1}{2} + \delta_1 \right) \geq b_B R^2 \left( \frac{1}{2} + \delta_2 \right),$$

where the last inequality holds provided that

$$\rho \leq R \sqrt{\beta_2 - \delta_2}.$$ 

We have also to find conditions ensuring that $|\xi + E(\tau)x_0| < R \left( \frac{1}{2} + \delta_2 \right)$. This is trivial if $x_0 = 0$. So, suppose $x_0 \neq 0$. We start by noticing that

$$\max \left\{ \left| D_{\frac{\partial \sigma}{\partial x_0}} x_0 \right|, \left| D_{\frac{\partial \sigma}{\partial t}} x_0 \right| \right\} \geq \frac{1}{\sigma} \left| D_{\frac{\partial \sigma}{\partial x_0}} x_0 \right|_B = 1,$$

which yields

$$\left| D_{\frac{\partial \sigma}{\partial x_0}} x_0 \right| \frac{1}{2n+1} = \min \left\{ \left| D_{\frac{\partial \sigma}{\partial x_0}} x_0 \right|, \left| D_{\frac{\partial \sigma}{\partial t}} x_0 \right| \right\} \leq \frac{1}{\sigma_0} \left| D_{\frac{\partial \sigma}{\partial x_0}} x_0 \right|_B = \frac{\sigma}{\sigma_0}.$$ 

By (2.5), (2.11), and (6.5), we get

$$|E(\tau) - \Pi_N | x_0 |_B = \frac{|x_0|_B}{\sigma} \left| D_{\frac{\partial \sigma}{\partial x_0}} (E(\tau) - \Pi_N) x_0 \right|_B \leq c(n, B) \frac{|x_0|_B}{\sigma} \max \left\{ \left| D_{\frac{\partial \sigma}{\partial x_0}} x_0 \right| \frac{1}{2n+1} \right\} \max \left\{ \left| D_{\frac{\partial \sigma}{\partial t}} x_0 \frac{1}{2n+1} \right| \frac{1}{2n+1} \right\} \max \left\{ \left| D_{\frac{\partial \sigma}{\partial x_0}} x_0 \frac{1}{2n+1} \right| \frac{1}{2n+1} \right\}$$

where we have used $|x_0|_B \leq R$ (since $\delta_1 \leq \frac{1}{2}$) and $n \geq 1$. If in addition

$$\rho \leq \frac{R}{\sigma \sqrt{b_B}},$$

then we have
then we also have \( \left| \frac{\sigma^2}{R^2} \right| \leq \frac{\sigma^2 b_0^2}{R^2} \leq 1 \), and so

\[
(6.7) \quad \left| \left( E(\tau) - \mathbb{I}_N \right) x_0 \right|_B \leq R \frac{c(n, B)}{\sigma} \left( \frac{\bar{\sigma}}{\sigma_0} \right) \frac{2^{n+1}}{3} \left( \frac{\sigma^2 b_0^2}{R^2} \right) \frac{1}{2^{n+1}}.
\]

Hence, by the definition of \( \xi, x_0 \), and by (2.9), (6.7), we get

\[
|\xi + E(\tau)x_0|_B \leq |\xi|_B + |x_0|_B + |(E(\tau) - \mathbb{I}_N)x_0|_B < K \rho + R \left( \frac{1}{2} + \delta_1 \right) + R \frac{c(n, B)}{\sigma} \left( \frac{\bar{\sigma}}{\sigma_0} \right) \frac{2^{n+1}}{3} \left( \frac{\sigma^2 b_0^2}{R^2} \right) \frac{1}{2^{n+1}}.
\]

Finally, if we have

\[
(6.8) \quad \rho \leq R \frac{\delta_2 - \delta_1}{2K}
\]

and

\[
(6.9) \quad \rho \leq R \frac{1}{\sigma \sqrt{b_B}} \left( \frac{\delta_2 - \delta_1}{2} \frac{\sigma_0^{\frac{n+1}{3}}}{c(n, B) \sigma^{\frac{n}{3}}} \right)^{n+\frac{1}{2}},
\]

then

\[
|\xi + E(\tau)x_0|_B < R(\delta_2 - \delta_1) + R \left( \frac{1}{2} + \delta_1 \right) = R \left( \frac{1}{2} + \delta_2 \right)
\]
as desired. The conditions which \( \rho \) has to satisfy are (6.4), (6.5), (6.8), and (6.9). Since \( \delta_2 - \delta_1 < 1 \), these conditions are satisfied if

\[
\rho \leq C_1 R(\delta_2 - \delta_1)^{n+\frac{1}{2}}
\]

for a suitable \( C_1 \) depending on \( b_B, \sigma_0, \sigma, K, c(n, B) \).

Let us now prove (ii). Proceeding verbatim as in the first part, we can prove the existence of a structural constant \( \tilde{C}_2 \) such that, for any \( \rho \leq \tilde{C}_2 R(\delta_2 - \delta_1)^{n+\frac{1}{2}} \) and any \( z_0 \) in the closure of \( \mathcal{Q}_{R^\sigma_{\frac{\rho}{2}}(1 + \delta_2)} \),

\[
z_0 \circ \zeta \in \mathcal{Q}_{R^\sigma_{\frac{\rho}{2}}(1 + \delta_2)} \]

for every fixed \( \zeta \in \mathcal{Q}_{R^\sigma_{\frac{\rho}{2}}(1 + \delta_2)} \).

In particular, for such \( \rho \) and using \( \delta_1, \delta_2 \leq 1 \), we also have (6.7). If we assume, in addition, that \( z_0 \in \partial \mathcal{Q}_{R^\sigma_{\frac{\rho}{2}}(1 + \delta_2)} \), then either \( t_0 = -\frac{b_B}{4} R^2 \left( 3 + \frac{(\delta_1 + \delta_2)^2}{4} \right) \) or \( |x_0|_B = R^\sigma_{\frac{\rho}{2}} \left( 1 + \frac{\delta_1 + \delta_2}{2} \right) \). If the first possibility occurs, we have

\[
\tau + t_0 < t_0 < -\frac{b_B}{4} R^2 \left( 3 + \delta_1^2 \right)
\]

which implies \( z_0 \circ \zeta \notin \mathcal{Q}_{R^\sigma_{\frac{\rho}{2}}(1 + \delta_1)} \).

On the other hand, if the second possibility occurs, then by (2.9) and (6.7) we get

\[
|\xi + E(\tau)x_0|_B \geq |x_0|_B - |\xi|_B - |(E(\tau) - \mathbb{I}_N)x_0|_B
\]

\[
> R^\sigma_{\frac{\rho}{2}} \left( 1 + \frac{\delta_1 + \delta_2}{2} \right) - \rho - R \frac{c(n, B)}{\sigma} \left( \frac{\bar{\sigma}}{\sigma_0} \right) \frac{2^{n+1}}{3} \left( \frac{\sigma^2 b_0^2}{R^2} \right) \frac{1}{2^{n+1}}.
\]

If \( \rho \) also satisfies

\[
\rho \leq R^\sigma_{\frac{\rho}{2}} \frac{\delta_2 - \delta_1}{4}
\]

and

\[
\rho \leq R^\sigma \frac{1}{\sigma \sqrt{b_B}} \left( \frac{\sigma_0 \delta_2 - \delta_1}{2} \frac{\sigma_0^{\frac{n+1}{3}}}{c(n, B) \sigma^{\frac{n}{3}}} \right)^{n+\frac{1}{2}},
\]
then
\[ |\xi + E(\tau)x_0|_B > R_0^2 (1 + \delta_1) \]
which implies
\[ z_0 \circ \zeta \notin Q^{-b B R^2 (1 + \delta_1)} \]
Therefore, up to modifying the constant $\tilde{C}_2$ to a suitable structural constant $C_2$, we have the desired conclusion.

\[ \square \]
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