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Abstract—We study real-time collaborative robot (cobot) handling, where the cobot maneuvers a workpiece under human commands. This is useful when it is risky for humans to directly handle the workpiece. However, it is hard to make the cobot both easy to command and flexible in possible operations. In this work, we propose a Real-Time Collaborative Robot Handling (RTCoHand) framework that allows the control of cobot via user-customized dynamic gestures. This is hard due to variations among users, human motion uncertainties, and noisy human input. We model the task as a probabilistic generative process, referred to as Conditional Collaborative Handling Process (CCHP), and learn from human-human collaboration. We thoroughly evaluate the adaptability and robustness of CCHP and apply our approach to a real-time cobot handling task with Kinova Gen3 robot arm. We achieve seamless human-robot collaboration with both experienced and new users. Compared to classical controllers, RTCoHand allows significantly more complex maneuvers and lower user cognitive burden. It also eliminates the need for trial-and-error, rendering it advantageous in safety-critical tasks.

I. INTRODUCTION
A. Material Handling with Cobots

With the advancement of robotic technologies, robots are getting out of cages and directly working with humans. One immediate application of collaborative robot (cobot) is material handling where the robot moves or presents a workpiece under human commands in real time. It is particularly useful when the material to handle is heavy, as in automotive assembly, or when the material needs to stay untouched by human, as in the case of food production \cite{1}, or when there are safety risks, as in the case of dangerous liquid \cite{2}. Using cobots for handling also improves product lifecycles and customization \cite{3}. Factory workers identify material handling as an aspect where cobots could help \cite{4}.

The choice of human interface is key to making cobots easy to use. There are two major types of interfaces for interacting with robots. The first one is classical devices (e.g., keyboards and joysticks) which requires either tedious integration efforts or programming expertise and can hardly be used in real-time. The second one is natural user interfaces (NUIs) (e.g., gestures and voices) which requires no technical skills and can naturally be invoked in real-time tasks. For cobot handling, we choose NUIs for usability. In human-robot collaboration (HRC) tasks where human workers work with robots to achieve common goals, static gesture is one of the most studied NUIs \cite{2, 5, 6, 7, 8, 9}. However, in real-time cobot handling where the desired material movements change continuously, static gesture would show limited flexibility due to its discrete nature. For example, when inspecting a workpiece, the user might keep rotating the workpiece towards any directions for desired view angles. This incurs an infinite number of possible operations and cannot be represented by finite static gestures. Hence, we propose to use dynamic gesture, since it enables users to directly mimic or depict a mental image of desired material movements, leading to both flexibility and fluidity of interaction. With that in hand, an immediate question is: how to make cobots understand the dynamic gestures from different human users in various tasks, and react with handling operations that meet humans' expectation? This paper aims to address this problem.

B. A Real-Time Collaborative Robot Handling Framework

One challenge in generic HRC tasks comes from the trade-off between accessibility and flexibility. An HRC task is accessible if it demands little technical skill, cognitive efforts, and physical efforts for the user to interact with the cobot. The task is flexible if the user can perform a wide range of operations as desired. For example, both tele-operation via teaching pendant and remote simulation \cite{10} enable flexible tasks and accommodate dangerous materials, but are not highly accessible because they require non-intuitive programming skills \cite{3} and can quickly be tedious as tasks become more complex. On the other hand, walk-through programming (also known as lead-through teaching) is highly accessible because it allows users to physically move the robot end-effector...
and requires no programming knowledge. However, it is not suitable for tasks that forbid human-robot physical contact and as a result, not flexible. In material handling, for example, the robot end-effector might not be reachable by users when a bulky workpiece is hung on it, or when the handled material might lead to health risks.

To achieve both high accessibility and flexibility, we propose a novel Real-Time Collaborative Robot Handling (RTCoHand) framework. This framework enables users to generate complex and flexible workpiece trajectories via only dynamic gestures without any physical contact with the cobot or workpiece. To maintain high accessibility to different users, we introduce policy customization which allows users to customize their own dynamic gestures as commands for arbitrary desired handling operations. In later sections (e.g., section VII), we will verify that RTCoHand provides a practical setting for cobot handling tasks with both high accessibility and flexibility.

C. Enabling Adaptability Using Conditional Cobot Handling

Another challenge in designing robot policies in HRC tasks is how to adapt to different tasks [3], different users styles [4], and uncertainty of natural human input. For example, users might have different joint flexibilities which would render certain gestures natural for some users but hard for others. Allowing users to develop their own gestures mitigates this issue but raises challenges for cobot’s adaptivity. To enable the cobot to adapt to each user, we make the cobot aware of the past working experience with that same user and use it as a reference for interpreting new commands. Besides, natural human inputs such as dynamic gestures can be noisy due to human uncertainty and limited quality of the sensing systems. To capture such uncertainty, we learn and maintain a distribution of cobot policies. Finally, for safe collaboration without abrupt movements, the robot needs to robustly generate smooth actions even when the human input is noisy. To achieve that, we explicitly encourage the continuity of cobot actions in policy design.

Integrating the ideas mentioned above, we frame the problem of cobot handling as learning a distribution of functions, where each realization is a policy variant that maps real-time human dynamic gestures to cobot end-effector motions. The adaptation to different users is solved via conditional dependency on user-specific demonstrations. The uncertainty of human input is naturally captured by various policy variants. The smoothness of cobot handling is achieved by a set of conditional probabilities that encourages dependency between consecutive cobot actions. To learn the distribution, we propose Conditional Collaborative Handling Process (CCHP) inspired by a recent line of research on neural processes (NP) [11], [12], [13]. To ease the learning of long handling operations, we deploy teacher forcing technique [14] during training. As a result, the model initially learns short-term policies based on labeled trajectories and gradually disregards labels to learn long-term policies. We train our cobot policy model and show that the cobot can adapt to user-specific characteristics such as general hand gestures (e.g., whether the user prefer to keep fingers extended or retracted), scale of hand motions, and rotation styles (e.g., whether users rotate hands in-place or while moving the hands). The cobot can also generate reasonable actions in a few-shot fashion, i.e., when the desired handling operation has not been directly labeled for the user, but is inferred with insights drawn from relevant user demonstrations. We implement the RTCoHand framework with a Kinova Gen3 robot arm and verify our approach on a real-time cobot handling task: hot metal inspection. Our user study shows that RTCoHand framework significantly outperforms classical controller-based approach in terms of more complex maneuvers, lower user cognitive burden, and no need for trial-and-error.

D. Overview of Contributions and Conclusions

In short, we summarize our contribution as follows. First, we propose RTCoHand, a novel real-time collaborative robot handling framework where users can achieve complex workpiece maneuvers using self-designed dynamic gestures. Then, to acquire the cobot policy, we propose Conditional Collaborative Handling Process (CCHP), a probabilistic generative process that models cobot handling tasks. CCHP enables across-task and across-user adaption, accommodates human uncertainty, and generate robust cobot actions against noisy input. Finally, we demonstrate the application of RTCoHand framework on a real-time handling task, collaborative hot metal inspection, with a physical robot. With RTCoHand, we achieve seamless human robot collaboration with complex workpiece maneuvers and low user cognitive burden. Users are able to confidently control the cobot actions without trial-and-error, meaning that RTCoHand is advantageous in safety-critical scenarios where mistakes are to be avoided.

II. RELATED WORK

A. Gesture-Based Human Robot Interaction

In human-robot interaction, hand gesture has been widely considered as an intuitive tool for human users to communicate with robots. In literature, there are two major forms of gesture-based commands: static gestures and dynamic gestures. Regarding static gestures, the most common approach is to classify gesture poses using a finite set of symbolic labels. These labels are further mapped to robot actions in rule-based human-robot interactions, such as handling of dangerous liquid [2] and teach and replay [6]. Note that static gesture is not suitable for cobot handling tasks, since there are infinitely many possible handling operations which cannot be matched by a finite set of labels.

Regarding dynamic gestures, [9] treats the whole hand as a single point and interprets its trajectory using some simple geometries such as circle and alphabetical letters. This approach still operates on a discrete set of robot actions, and does not introduce more flexibility on possible operations. We argue that, to fully leverage the expressiveness of dynamic gestures and achieve seamless human-robot interaction, the robot should react to human gestures in real time with continuous actions. Such setting introduces significant challenge in cobot policy because of the continuous robot action space, and
is rarely seen in literature. There is one work [15] mapping hand motions to real-time robot gripper actions based on hand keypoint detection. Such approach is only applicable when hand-robot correspondence is obvious. It also enforces a narrow range of hand motions which may appear hard to users with limited strength and joint flexibilities. Similarly, [16] achieves real-time object pose tracking from hand motions. Their approach requires costly motion capture systems and wearable markers and hence is not flexible. Also, they do not consider different hand motion styles from different users. In this paper, we desire a cobot handler that can be easily commanded by various users in real time without wearing any device. This requires the cobot to adapt to different user control strategies and hand gesture patterns, which is not solved by existing approaches.

B. Functional Distribution with Efficient Inference

The goal of cobot handling is to learn a policy distribution that models human uncertainty, while being able to adapt to different users based on user-specific demonstrations when interpreting new commands. On an abstract level, this is equivalent to regressing a functional distribution which predicts function values at unobserved input locations with uncertainty, given some observations. One direct approach is to perform inference on a stochastic process such as Gaussian process (GP). Although GPs carry all mentioned properties, their computation time scales cubically with respect to the number of observations in original formulation, and quadratically with approximation [17]. This renders GPs infeasible for real-time tasks which require fast online computations. Moreover, GPs require explicitly defined kernel functions, which can hardly be designed manually for high-dimensional tasks like ours.

There is a line of research that models stochastic processes with a class of neural networks, named neural processes (NP), to achieve linear computational complexity with respect to observations during test time. This approach is first formally presented as conditional neural processes (CNP) [11] which explicitly incorporate training data at test time as observations. Based on CNP, neural processes (NP) [12] introduces a latent variable to capture the global uncertainty in target functions. Attentive neural processes (ANP) [13] mitigates the underfitting issues in NPs via an additional attention module on observations. Although NPs, especially ANP, are effective on tasks such as image completion, they cannot be directly apply to cobot handling which is significantly more complex. In image completion, NPs map a set of 2D image coordinates to RGB pixel values, while in cobot handling, we need to map a sequence of gestures (2D hand skeleton model [18]) to 6D object poses in Cartesian space. More importantly, our task output (handling operations) should have strong dependencies between adjacent time steps. Although the latent variable in (A)NP introduces correlation between predictions, such correlation is invariant to the input order and does not consider temporal structures.

To define stochastic processes, we indeed need to ensure invariance to input permutations, i.e., exchangeability condition [19]. However, it is reported to be practically beneficial to relax such assumption when the observations contain time sequences [20]. Specifically, recurrent attentive neural processes (RANP) [20] incorporates a recurrent neural network structure to process the observations, and show improved performance on vehicle trajectory prediction over ANP. We point out that in RANP, the exchangeability is only relaxed on observations, while the temporal structure of test-time input and output is not considered. In cobot handling, we also need to relax exchangeability condition at test time to ensure smooth and consistent cobot actions. Finally, there are other extensions to NPs whose problem setting deviates from ours. For example, recurrent neural processes (RNP) [21] focuses on the dynamics of latent variable, while in our task, we assume that to be fixed during the same handling session with the same user. Moreover, sequential neural processes (SNP) [22], [23] studies the dependency in a sequence of stochastic processes. In our setting, the processes for different users in different sessions are independent.

III. REAL-TIME COBOT HANDLING FRAMEWORK (RTCObHAND)

In this section, we first model how users work with the cobot to handle an object and introduce corresponding terminology. We then discuss the difficulty of achieving accessibility while guaranteeing flexibility in cobot handling tasks, followed by how they are both achieved by RTCObHand framework. Finally, we discuss the challenges that the cobot needs to address and propose corresponding solutions.

A. Real-time cobot handling task and terminology

In the proposed RTCObHand framework, users control the cobot to handle an object by dynamic gestures. In this paper, we focus on only the right hand for simplicity, while our framework can be extended to using both hands directly. We first define dynamic gestures as continuous hand maneuvers involving change of hand position, hand orientation, and finger joint angles, denoted by \( y := (y^{(1)}, y^{(2)}, \ldots, y^{(N)}) \in \mathcal{Y}^N \). Each \( y^{(i)} \in \mathcal{Y} \) encodes the hand gesture at time \( t \) and \( \mathcal{X} \subseteq \mathbb{R}^{D_x} \). \( \mathcal{X}^N := \mathcal{X} \times \mathcal{X} \times \cdots \times \mathcal{X} \) is the dynamic gesture space. Now, we define handling operation as a sequence of 6D rigid body transformation velocities defined in Cartesian space, or Cartesian velocities. We denote the Cartesian velocity at each timestep as \( y \in \mathcal{Y} \) and \( \mathcal{Y} \subset \mathcal{T} \), where \( \mathcal{T} \subset \mathbb{R}^{D_y} \) is the space all possible Cartesian velocities (i.e., \( D_y = 6 \)). We then denote handling operation as \( y := (y^{(1)}, y^{(2)}, \ldots, y^{(N)}) \in \mathcal{Y}^N \) where \( \mathcal{Y}^N := \mathcal{Y} \times \mathcal{Y} \times \cdots \times \mathcal{Y} \) is the operation space. In this paper, we also refer to \( y \) as object motion as situation fits. Here, \( N \) refers to the duration of any continuous cobot handling session, and can vary as needed. To command each desired operation \( y \) on the object, users perform a unique dynamic gesture \( x \). To ease analysis, we assume both sequences to have the same length. In practice, the generated handling operation can be interpolated or sub-sampled if denser or sparser control is desired. Also, to practically implement this task, we assume both dynamic gesture space \( \mathcal{X}^N \) and handling operation space \( \mathcal{Y}^N \) to be bounded. In this work, we propose \textit{ad hoc} constraints to bound \( \mathcal{X}^N \) and \( \mathcal{Y}^N \) (to be discussed in section VI-A), and...
leave systematic approaches as future work. See fig. 2 for an illustration of the aforementioned spaces.

On the cobot side, when observing human command \( x \), the cobot performs operation \( y \) according to a handling policy \( \pi_\theta : \mathcal{X}^N \rightarrow \mathcal{Y}^N \) parameterized by \( \theta \). This policy should achieve human-level assistance as if a human helper were performing operations that match the users’ expectations. In other words, the goal of cobot handling is to find a handling policy \( \pi_\theta \) that solves the following minimization

\[
\min_\theta \mathbb{E}_{(x,y) \sim D_{\text{train}}}[\|\pi_\theta(x) - y\|].
\]

where \( D_{\text{train}} \) is a human-labeled dataset containing dynamic gestures and desired cobot handling operations and \( \| \cdot \| \) is the norm function. For fluent collaboration, we add a real-time requirement that the cobot computes and applies handling operation \( y \) at the same time when users perform commands \( x \). See fig. 1 for an illustration of cobot handling task.

![Figure 2: Illustration of abstract spaces in cobot handling tasks. To the left, we have the dynamic gesture space \( \mathcal{X}^N \) as a subspace of \( D_x \)-dimensional sequences. To the right, we have the handling operation space \( \mathcal{Y}^N \) as a subspace of the Cartesian velocity sequence space \( \Gamma^N \), which is a subspace of \( D_y \)-dimensional sequences. Different users (e.g., user A and user B) are allowed to customize and perform dynamic gestures from different regions (smallest circles) of \( \mathcal{X}^N \) for maximal comfort. We learn a cobot policy from human-human collaboration data (e.g., \((x,y)\) pairs in red) and deploy it in real-time tasks (e.g., \((x,y)\) pairs in green). Finally, a cobot handling task is more accessible if it only needs a small dynamic gesture space (blue suppression arrows on the left) to achieve a wide (flexible) range of possible operations (blue extension arrows on the right).](Image)
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**B. Difficulty of accessibility under flexibility**

Under definitions in the preceding section, flexibility of cobot handling tasks can be defined as proportion of all transformation sequences \( \Gamma^N \) that is covered by possible operations \( \mathcal{Y}^N \). Accessibility is then decided by the minimum size of dynamic gesture space \( \mathcal{X}^N \) such that we can find a valid handling policy \( \pi_\theta \) satisfying \( \forall y \in \mathcal{Y}^N, \exists x \in \mathcal{X}^N \Rightarrow \pi_\theta(x) = y \). The smaller such size is, the less dynamic gestures users need to memorize and hence the better accessibility. Control using dynamic gestures is easy (accessible) when the target actions are simple (inflexible). For example, people have been using dynamic gestures to guide others to park their cars, where target actions might only include “left”, “right”, “proceed”, and “stop”. However, in cobot handling tasks, the target actions are general Cartesian velocities which lead to exponentially more possible decisions. They are significantly harder for users to match with dynamic gestures. One solution is to develop a “manual” that specifies dynamic gesture \( x \) for all possible handling operations \( y \) and ask users to memorize. This approach indeed guarantees the flexibility of operations, but the designed dynamic gestures might be physically demanding for some users if they have limited strength and joint flexibility. In short, achieving accessibility is particularly hard because cobot handling operations are flexible while different users have varying physical capabilities. See fig. 2 for an illustration of accessibility and flexibility under the definition of both dynamic gesture and handling operation spaces.

![Figure 3: Human-human collaboration as demonstration for cobot handling tasks. In contrast to the test time scenario shown in fig. 1 the user performs dynamic gestures according to designated handling operations indicated by the visual cue. The expected real-time handling operations are labeled by a handling expert. The expert maneuvers an object that can be tracked using a camera. Both dynamic gestures and handling operations are stored in user-specific databases. Note that the cobot is idle in this process.](Image)
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**C. RTCoHand framework in user perspective**

To achieve maximum accessibility while enabling flexible handling operations, we propose Real-Time Collaborative Robot Handling (RTCoHand) framework. The key feature of this framework is policy customization which reduces users’ physical burden by allowing them to customize comfortable dynamic gestures \( x \) for desired handling operations \( y \) instead of following a pre-designed one. This is motivated by the fact that the same dynamic gesture can appear natural and intuitive for certain users but not for others due to physical limitations. For example, rotating the wrist without moving the arm might only appear easy to users with high wrist flexibilities. As such, it is impractical to design a common dynamic gestures set which accommodates all different user capabilities. Instead, we allow each user to use only the dynamic gestures that appear easy for that user. To obtain the corresponding cobot
policy $\pi_\theta$, we can learn from human-human collaboration where the user demonstrates the handling task (in his/her customized way) with another human handling expert acting in the role of cobot in real-time (see fig. 3). The resulting data would constitute the dataset $D_{\text{train}}$ as in [1]. Detailed setup for collecting demonstration data will be covered in section VI-A. As a summary, policy customization encourages users to exploit different portions of dynamic gesture space $\mathcal{X}^N$ for maximal comfort (see fig. 2).

D. RTCoHand framework in cobot perspective

In previous sections, we discuss how RTCoHand framework specifies an accessible and flexible cobot handling task for human users. In this section, we focus on the cobot and discuss practical challenges we need to solve. For each challenge, we propose solutions in high-level descriptions and intuitions. We finally reach a mathematical formulation of the goal of cobot handling tasks.

Challenge of adapting to different or new users: With policy customization, the dynamic gestures $x$ for each handling operation $y$ from different users can vary significantly. Such diversity would also increase when new users appear. One naive solution is to train a unique handling policy $\pi_\theta$ for each existing or new user. However, this can be expensive and unscalable especially in industrial scenarios, where new workers should be quickly prepared for existing tasks. Hence, we need a single handling policy $\pi_\theta$ that can both adapt to different existing users and new users without having to repeat the training process. To achieve this, we assume access to some prior knowledge about users and introduce explicit dependence of $\pi_\theta$ on the prior. The prior is essentially some annotated command-operation pairs $\{(x_C, y_C)\}$, referred to as context. Then, we refer to new user commands and true desired operations as target, denote as $\{(x_T, y_T)\}$. In practice, we simply use the policy customization data $D_{\text{train}}$ as context, while the target would be the data $D_{\text{test}} = \{(x_{\text{test}}, y_{\text{test}})\}$ in actual deployment. In this spirit, we update the goal of cobot handling (1) with a conditional form as

$$\min_\theta \mathbb{E}_{(x_T, y_T) \sim D_{\text{test}}}[||\pi_\theta(x_T | x_C, y_C) - y_T||]$$

(2)

where $(x_C, y_C) \equiv D_{\text{train}}$. All $(x, y)$ pairs are labeled with the human demonstrator ID, so that we can match the context with user during testing. In this way, $\pi_\theta$ no longer needs to fully encode each user’s preferences, since it can draw insights from user-specific database to aid the inference of new handling operations. Now, notice that (2) represents a testing (deployment) time objective and cannot be directly solved, because the true desired operation $y_T$ is unavailable during training. Hence, at training time, we split the demonstration $D_{\text{train}}$ into context and target to simulate the testing scenario, yielding a practical training time objective as follows

$$\min_\theta \mathbb{E}_{(x_C, y_C, x_T, y_T) \sim D_{\text{train}}}[||\pi_\theta(x_T | x_C, y_C) - y_T||]$$

(3)

See fig. 4a for an illustration of the training and testing phases of RTCoHand framework. Our idea of solving adaptation via conditional prediction is partially inspired by the line of research on NPs [11], [12], [13] and conceptually similar to few-shot learning, where the target data is compared to observed data in some feature space [24], [25], [26], [27]. For more detailed analysis of such connection, we refer readers to [11], [12], [13].

Challenge of modeling human motion uncertainties: The next challenge we identify is the uncertainty of user commands $x$. We argue that during policy customization, users develop dynamic gestures in high-level intuitions such as “rotate the wrist” and “move the forearm”, instead of hand trajectories with exact numerical values. As such, the actual dynamic gestures $x$ carried out by users for the same desired operation $y$ might vary among multiple trails. As a result, the desired operation $y$ for a given command $x$ might also be uncertain. Hence, to be more general, we promote the handling policy $\pi_\theta$ to a stochastic version $\Pi_\theta$ where $\Pi_\theta(x_T) \sim p_\theta(y_T | x_T, x_C, y_C)$. $p_\theta$ is a conditional probability modeling the human-human demonstration. With that in hand, we arrive at our final formulation of the cobot handling goal as learning a conditional distribution:

$$\max_\theta \mathbb{E}_{(x_C, y_C, x_T, y_T) \sim D_{\text{train}}}[\log p_\theta(y_T | x_T, x_C, y_C)].$$

(4)

Challenge of robustness against noisy input for safety: In previous challenges, we focus on how the cobot can generate reasonable handling operations considering user variation and uncertainty. To deploy the cobot in real scenarios, we also need to ensure safety. In cobot handling tasks, we consider cobot motions to be safe if the trajectory is consistent and smooth, without abrupt movements or large accelerations even when human input is noisy. Naturally, all handling operations collected in prior should satisfy this safe requirement. As such, we just need to enable the cobot to capture the smoothness of $y_T$ during training and ensure the same during testing. To achieve this, we propose a transition probability between adjacent handling operations $y^{(t-1)}_T$ and $y^{(t)}_T$ to encode the continuity in $y_T$. Here, we provide this temporal dependency as an intuition and leave corresponding analytical representation to the next section.

IV. CONDITIONAL COLLABORATIVE HANDLING PROCESS

In this section, we provide an probabilistic view of cobot handling policy $\Pi_\theta$ and formally propose conditional collaborative handling process (CCHP) to model the underlying generative process. Then, we derive the learning objective of CCHP for solving our cobot handling goal (4).

A. Probabilistic Perspective of Cobot Handling

We desire a stochastic cobot handling policy $\Pi_\theta$ which samples from a probability distribution conditioning on user-specific prior, i.e., $\Pi_\theta(x_T) \sim p_\theta(y_T | x_T, x_C, y_C)$. To model this distribution, we propose conditional collaborative handling process (CCHP). See fig. 4b for a graphical representation. The CCHP incorporates three key features, each attending to a practical challenge (see section III-D). First, we incorporate explicit dependence of $\Pi_\theta$ on a user-specific context $(x_C, y_C)$ to adapt to different users. Then, we introduce a latent variable $z \in \mathbb{R}^D$ to capture the underlying randomness of handling operations $y_T$. Intuitively, $z$ encodes a
wide range of characteristics of handling operations, e.g., how dynamic gesture patterns map to those in handling operations, overall scale of cobot movements, and amount of variety (uncertainty). Finally, we setup temporal dependency in \( y_T \) to capture the smoothness of handling operations to ensure robustness and safety under noisy input. Hence, we arrive at the following generative process

\[
p_\theta(y_T \mid x_T, x_C, y_C) = \int p_\theta(y_T \mid x_T, x_C, z)p(z)dz.
\]

\[
= \prod_{t=1}^{N_T} p_\theta(y_T^{(t)} \mid y_T^{(1:t-1)}, x_T^{(t)}, x_C, z)p(z)dz.
\]

where \( y_T^{(1:t-1)} := (y_T^{(1)}, y_T^{(2)}, \ldots, y_T^{(t-1)}) \). As long as the empirical data we learn with (i.e., \( D_{train} \)) contains only safe and smooth handling operations, the temporal dependency of \( y_T \) would prevent the current action \( y_T^{(t)} \) from heavily deviating from the past trajectory \( y_T^{(1:t-1)} \). This in turn improves the safety and smoothness during actual real-time cobot handling.

B. Learning and inference of CCHP

To learn the distribution \( p_\theta \) from data, we approximate the posterior of \( z \) using a variational distribution \( q_\phi(z \mid x_T, y_T, x_C, y_C) \) and minimize its Kullback–Leibler (KL) divergence with the true posterior, given by

\[
\min_\phi D_{KL}(q_\phi(z \mid x_T, y_T, x_C, y_C) \parallel p(z \mid x_T, y_T, x_C, y_C))
\]

where \( \phi \) parameterizes the variational posterior \( q_\phi \). It can be shown that solving \( \min_\phi \) is equivalent to maximizing the following evidence lower bound (ELBO):

\[
\log p(y_T \mid x_T, x_C, y_C) \geq \text{ELBO}
\]

where ELBO is given by

\[
\text{ELBO} := \mathbb{E}_{z \sim q_\phi(z \mid x_T, y_T, x_C, y_C)} \left[ \log p_\theta(y_T \mid x_T, x_C, y_C, z) \right] - D_{KL}(q_\phi(z \mid x_T, y_T, x_C, y_C) \parallel p(z)).
\]

See Appendix A for a detailed derivation of (7) and (8). In the ELBO (8), the first term is the expected log-likelihood of observed \( y_T \). Maximizing this term would encourage CCHP to explain the observation with its generative process. The second term is a regularization term that prevents the posterior from deviating too much from the prior during inference process. Now, note that to optimize (8), we need to know the prior \( p(z) \), which is usually either intractable or assumed to be known (e.g., standard Gaussian). In this work, we follow [4] to approximate it using the variational posterior \( q_\phi(z \mid x_C, y_C) \) conditioned on context data only. Instead of using an uninformed prior as in the case of variational autoencoders [28], we are extracting useful information about each user from a personalized database. The KL term in (8) then essentially keeps the posterior distribution consistent within each user, conditioned on either context (past interaction) or target (new interaction). This can be more clearly seen in the following ELBO form:

\[
\text{ELBO} = \sum_{t=1}^{N_T} \mathbb{E}_{z \sim q_\phi(z \mid x_T, y_T, x_C, y_C)} \left[ \log p_\theta(y_T^{(t)} \mid y_T^{(1:t-1)}, x_T^{(t)}, x_C, y_C, z) \right] - D_{KL}(q_\phi(z \mid x_T, y_T, x_C, y_C) \parallel q_\phi(z \mid x_C, y_C)).
\]

where \( q_\phi(z \mid x_T, y_T, x_C, y_C) \) abbreviates \( q_\phi(z \mid x_T, y_T, x_C, y_C) \). Notice that in (9), we also incorporate the temporal structure of \( y_T \) by expanding \( p_\theta(y_T \mid x_T, y_T, x_C, y_C, z) \) for each time step.

To practically solve (9), we assume that both the generative model \( p_\theta \) and the approximate inference model \( q_\phi \) are Gaussian distributions that can be parameterized by learnable functions, e.g., artificial neural networks. Specifically, we assume a parameterized Gaussian posterior \( q_\phi(z \mid x, y, z) \)
as \( z \sim \mathcal{N}(\mu_\phi, \Sigma_\phi) \). We assume \( \mu_\phi, \Sigma_\phi = F_{\text{enc}}(x_t, y_t \mid \phi) \) where \( F_{\text{enc}} \) is a nonlinear encoder function, represented by a neural network with parameter \( \phi \). When \((x_t, y_t)\) involves target data, we refer to the resulting distribution latent posterior, or \( q_{\phi\mid T} \) as in (9). When \((x_t, y_t)\) contains only context data, we have the approximate latent prior, or \( q_{\phi\mid C} := q_\phi(z \mid x_c, y_c) \). Similarly, we assume the generative process \( p_\theta(y_{t-1}^{T-1}, x_T, x_C, y_C, z) \) as \( y_t^{T} \sim \mathcal{N}(\mu_t^{(t)}(\cdot), \Sigma_t^{(t)}) \) where \( \mu_t^{(t)} \) and \( \Sigma_t^{(t)} \) are generated by a neural network decoder \( F_{\text{dec}}(y_t^{T-1}, x_T, x_C, y_C, z \mid \theta) \). Now, we can write the goal of cobot handling as the following practical form:

\[
\min_{\phi, \theta} \sum_{t=1}^{T} \mathbb{E}_{z \sim q_{\phi\mid T}} \left[ \log p(y_t^{(t)} \mid \mu_t^{(t)}, \Sigma_t^{(t)}) \right] - D_{KL}(q_{\phi\mid T} \| q_{\phi\mid C}).
\] 

(10)

The above problem can be solved using gradient-based methods due to neural network parameterization. By solving (10), we improve inference on the latent \( z \) while learning the generative model \( p_\theta(y_T \mid x_T, x_C, y_C, z) \) from offline data \( D_{\text{train}} \). During online deployment, we computeacobt action by sampling from the learned generative model \( p_\theta \), where the latent \( z \) is sampled from the approximate latent prior \( q_{\phi\mid C} \) conditioned on the user-specific context. In the next section, we describe the network architecture of both encoder \( q_\phi \) and decoder \( p_\theta \).

V. NEURAL NETWORK ARCHITECTURE OF CCHP

We now present a practical implementation of CCHP. See fig. 5 for a computation diagram. In following sections, we present in a top-down fashion, first capturing the overall structure as a probabilistic generative process and then going though fine-grained structures designed specifically for cobot handling tasks. Finally, we mention a robustness issue with training ccbp in Chap. 3 and how it is resolved using a technique called teacher forcing.

A. High-level Structure

The overall structure of CCHP is shown in fig. 5a. In the left segment, we implement the variational posterior \( q_\phi \) as an encoder. The encoder takes any dynamic gestures \( x \) and corresponding handling operations \( y \) as input and generates a Gaussian posterior of latent \( z \). In the right segment, we implement the likelihood \( p_\theta \) as an decoder. The decoder takes current dynamic gestures \( x_T \) and sampled \( z \) as input, and generates a Gaussian likelihood for the desired handling operation \( y_T \), conditioned on some context information.

Note that fig. 5 corresponds to the testing time where we sample \( z \) from approximate prior \( q_\phi(z \mid x_C, y_C) \) in the generative process. In that case, we only need context data to the encoder (see fig. 5a). When necessary to infer the posterior, such as in case of solving (10), we can feed both context and target data to the encoder and get \( q_\phi(z \mid x_T, y_T, x_C, y_C) \), while the network structure of \( q_\phi \) remains the same. In the following section, we describe the encoder architecture in terms of a general form of input \((x, y)\) for simplicity.

B. Encoder \( q_\phi \)

A complete diagram of the encoder is shown in fig. 5a (left). Given an input cobot handling trajectory \((x, y)\) where \( x \in \mathbb{R}^{N \times D_x}, y \in \mathbb{R}^{N \times D_y} \), the encoder first computes a hidden state \( h \) that encodes the input dynamic gesture command at each time step. Here, \( h := (h(1), h(2), \ldots, h(N)) \) where \( h(t) \in \mathbb{R}^H \) and \( H \) is the hidden state size. Since we explicitly consider the temporal dependency in cobot handling operations (see Eq. (5)), we want to consider the past operations \( y^{1:t-1} \) when trying to generate \( y(t) \) at current time step. Hence, when interpreting the current command \( x(t) \), i.e., computing \( h(t) \), we also feed \( y^{1:t-1} \) as input. This leads to the recurrent structure (the leftmost shaded area) we see in fig. 5a. This structure concatenates several instances of the same function, referred to as encoder cell \( f_{\text{enc}} \), explained as follows.

Encoder Cell \( f_{\text{enc}} \): The encoder cell, as shown in fig. 5b, interprets the current user command \( x(t) \) into a hidden state \( h(t) \) while considering the previous handling operation \( y^{t-1} \) and previous hidden state \( h^{t-1} \). This is achieved by the combination of a finger feature module and a long short-term memory (LSTM) cell. In the finger feature module, we first map each \( i \)-th finger \( x(t,i) \in \mathbb{R}^{D_x/N_{\text{fingers}}} \) to high dimensional features \( x_{\text{feat}}(t,i) \) via a learnable function \( f_{\text{finger}}: \mathbb{R}^{D_x/N_{\text{fingers}}} \rightarrow \mathbb{R}^{H^i} \), i.e., \( x_{\text{feat}}(t,i) = f_{\text{finger}}(x(t,i)), \forall i \in [N_{\text{fingers}}] \). These features are then concatenated with the previous hidden state \( h^{t-1} \) to produce a hand feature \( x_{\text{feat}} \) via another learnable function \( f_{\text{hand}}: \mathbb{R}^{N_{\text{fingers}}H^i + H} \rightarrow \mathbb{R}^H \). The final feature \( x_{\text{feat}} \) is concatenated with \( y^{t-1} \) and fed to the LSTM cell to update the hidden state \( h(t) \) (see fig. 5b). Due to the usage of LSTM cells, the hidden state we pass between FACs keeps track of all the past input. In this way, all past operations \( y^{1:t-1} \) are considered at time \( t \) with more focus on recent steps, creating the temporal dependency we desire. Note that in fig. 5b, the internal structure of finger feature module is omitted for clarity.

Now, with the feature \( h \) extracted from input data, we can summarize \( h \) and \( y \) using an aggregation function \( a \), and then generate the final Gaussian posterior \( q_\phi(z \mid x, y) \) with mean \( \mu_\phi \) and covariance \( \Sigma_\phi \). This procedure follows [13] and can be summarized as follows:

\[
s_C = a(f_\theta(h(1), y(1)), \ldots, f_\theta(h(N), y(N)))
\]

(11)

\[
\mu_\phi, \Sigma_\phi = f_\phi(s_C)
\]

(12)

Here, \( f_\theta: \mathbb{R}^{H+D_y} \rightarrow \mathbb{R}^H \) is a learnable feature extractor providing extra flexibility. \( a: \mathbb{R}^{N \times H} \rightarrow \mathbb{R}^H \) can be any function that reduces the time dimension, e.g., mean function. \( f_\phi: \mathbb{R}^H \rightarrow \mathbb{R}^{D_x \times D_y} \) is a learnable function that produces the final statistics of latent \( z \), assuming \( \Sigma_\phi \) is a diagonal matrix.

C. Decoder \( p_\theta \)

Next, we explain the computation carried out by the decoder, shown in fig. 5a (right). Using the context hidden states \( h_C \), context handling operations \( y_C \), and latent \( z_C \) sampled from the approximate prior \( q_{\phi\mid C} \), the decoder’s task is to predict the handling operations \( y_T \) for a target commands \( x_T \). The explicit dependency of \( \Pi_\theta \) on user context (see
Then, we have

the handling operations in context that are most relevant to the shown, but it is applied to the hidden states (i.e., on treated as weights and used to compute a weighted sum over a query. This is done by mapping both to the same embedding attention, as in [13], learns to attend over context hidden states information for current time step from the context. Context trajectory yh is first composed of the same encoder cell to generate a hidden representation encoder. This encoder cell similarly captures the dependency in (b) and (c), shaded with matching color (fenc in purple and fdec in cyan).

Decoder Cell \(f_{\text{dec}}\): Shown in fig. 5c the decoder cell is first composed of the same encoder cell \(f_{\text{enc}}\) used in the encoder. This encoder cell similarly captures the dependency between handling operation \(y_{T}^{(t)}\) at current timestep and past trajectory \(y_{T}^{(1:t-1)}\) (see Eq. (5)) and maintains a target hidden state \(h_{T}^{(t)}\). Now, we feed \(h_{T}^{(t)}\) into a context attention module to generate a hidden representation \(r_{(t)}\) that captures useful information for current time step from the context. Context attention, as in [13], learns to attend over context hidden states \(h_{C}\), known as keys, for each target hidden state \(h_{T}^{(t)}\), known as a query. This is done by mapping both to the same embedding space with a learnable function \(f_{\text{sq}}\) and then selecting similar context-target states in dot product sense. Such similarities are treated as weights and used to compute a weighted sum over the context handling operations \(y_{C}\):

\[
\lambda_{u}^{(t)} = \text{softmax}(\langle f_{\text{sq}}(h_{C}^{(u)}), f_{\text{sq}}(h_{T}^{(t)}) \rangle), \forall u \in [N_{C}].
\]  

(13)

Then, we have \(r_{(t)} = \sum_{u=1}^{N_{C}} \lambda_{u}^{(t)} y_{C}^{(u)}\) In fig. 5c \(f_{\text{sq}}\) is not shown, but it is applied to the hidden states (i.e., on key and query edges) before they enter the context attention block. The dot product then determines whether a given context and target point share the same motion aspect. \(r_{(t)}^{(t)}\) should thus capture the handling operations in context that are most relevant to the current target timestep. Intuitively, the attention module represents a similarity measure for dynamic gestures and extract insights from user-specific data to support online prediction. Finally, we feed the hidden representation \(r_{(t)}\), current hidden state \(h_{T}^{(t)}\) and sampled latent \(z_{C}\) into a learnable function \(f_{y}\) to predict the distribution over the handling operation for this timestep, \(y_{T}^{(t)}\) as follows

\[
\mu_{\theta}^{(t)}, \Sigma_{\theta}^{(t)} = f_{y}(r_{(t)}, h_{T}^{(t)}, z_{C}).
\]  

(14)

To this end, we have described the neural network architecture of CCHP implementation. Note that, CCHP is derived based on novel intuitions in a theoretical sense. Based on that, a carefully designed NN architecture is equally crucial for CCHP to be effective in real-world scenarios. Hence, we present the preceding sections in a great level of details to show how different CCHP features are practically achieved by architecture designs. For example, we achieve adaptation to different users via the context attention module and achieve robustness to noisy input via the recurrent structure in both the encoder and the decoder. Our architecture is designed such that it can serve as a practical reference for other task settings when similar features are desired.

D. Training CCHP with Teacher Forcing

Note that in sections V-A to V-C we present CCHP as in testing time. In this section, we also consider training and denote the model-predicted target operation as \(y_{T}^{(t)}\) to distinguish from the observed values (ground truth) \(y_{T}^{(t)}\). According to Eq. (5), when predicting \(y_{T}^{(t)}\), we should use ground truth \(y_{T}^{(t-1)}\) from the previous step. In the scenario where Eq. (5) can be modelled perfectly and the initial handling operation \(y_{T}^{(0)}\) can be assumed to be zero motion, we could
use Eq. (9) directly to optimize our model. However, due to noises from collected data and the inductive bias introduced by our model architecture, our neural network cannot serve as a perfect, universal function approximator. As a result, during testing, the first prediction \( \hat{y}_T^{(1)} \) will have error, and this error will propagate to the next timestep’s prediction as in \( \hat{y}_T^{(2)} \sim p(y_T^{(2)} | y_T^{(1)}, x_T, C_T, x_C, y_C, z) \) where we include \( \hat{y}_T^{(1)} \) in the past trajectory \( \hat{y}_T \). Such error propagation will build up for future timesteps, leading to a large covariate shift between the training and online distribution over \( y_T^{(1+1)} \). This would ultimately cause the model to fail during testing.

In addition, there are robustness issues \([14], [29]\) when LSTMs are used (in encoder cells). Specifically, LSTMs strongly rely on the dependency between consecutive time steps. If trained only with ground truth as input, the model will always assume that its previous output is correct and cannot handle errors in previous steps. At test time where only the model’s own output is available, minor errors in predictions can compound on one another, causing robustness issues. As a remedy, we apply a practical modification to the training procedure called teacher forcing, initially noted by \([14]\) and popularized by \([29]\). This technique allows the model’s own prediction \( y_T^{(l-1)} \) to be fed to the next time step with some probability \( 1 - p_{TF} \), shown as the additional green cell in fig. 5. The probability \( p_{TF} \) of using ground truth gradually decreases throughout training. With that, the model initially learns to generate reasonable handling operations in short term, and then work on long-term prediction to gain robustness against its own previous errors. In our model, we reduce \( p_{TF} \) at a fixed, linear rate.

VI. EXPERIMENTS AND EMPirical RESULTS

In previous sections, we have introduced RTCoHand framework for cobot handling (section III), proposed CCHP to model the human-robot interaction (section IV), and provided a neural network-based implementation for the cobot handling policy (section V). In this section, we put the pieces together and show how to learn the cobot handling policy from human-human demonstrations. We proceed by first introducing the data collection in policy customization (section VI-A). Then, we present quantitative evaluations (section VI-C) on our model as well as baselines and ablation models using different metrics (described in section VI-B). We then interpret our model qualitatively in section VI-D. Finally, we provide a robustness analysis (section VI-E) of our cobot policy against various human input noises.

A. Collection of Human-Human Handling Demonstrations

In this section, we describe the procedures and physical setup for collecting training and testing data from human-human collaboration (see section III-C). For each user whose command policy is of interest, we involve a human handler who takes the role of cobot. The data collection is composed of recording several clips, each of which contains a dynamic gesture \( x \) and expected handling operation \( y \). As preparation of each clip, we sample an operation \( y^* \sim Y^N \) and instruct the user via a simulated animation of applying \( y^* \) to a virtual object (see fig. 3). With that as the target, the user performs a self-designed dynamic gesture command \( x \), while the human handler maneuvers an object to label \( y \) accordingly in the meantime. The user can communicate with the handler at any time to ensure correct interpretation of dynamic gestures.

The user dynamic gestures are detected using OpenPose library \([18], [30]\) with dual Intel RealSense cameras\( ^1 \) and saved as 3D locations of hand skeleton key points. The object poses are recorded by tracking an ArUco marker \([31]\). \([32]\) attached to it and saved as 6D Cartesian poses. Importantly, we point out that \( y^* \) is only a hint on the general object translation and rotation directions, and the user does not need to replicate the exact velocity and duration. Hence, we record the human-manuevered object motions \( y \) as ground truth, as that represents the desired handling operations in actual human-human collaboration. In addition, we emphasize that we collect data in individual clips to avoid burdening users with the need to rehearse long commands. At test time, our model is able to handle continuous user commands of arbitrary durations since no assumptions on command length has been made. We will verify this in later sections (VII-C). See fig. 5 for an illustration.

With the aforementioned procedure, we can collect demonstration data from human-human collaboration and learn customized policies. Notably, to obtain such policies over large dynamic gesture space \( X^N \) and operation space \( Y^N \), large amount of \( (x, y) \) need to be sampled. This is impractical and cognitively demanding because there are infinitely many possible object motions. To mitigate that, we incorporate two empirical simplifications: (a) dominant motion decomposition which constrains the operation space \( Y^N \) and (b) reference initial gesture which provides a good initial point \( x^{(1)} \) (see definition in section III-A) to constrain the dynamic gesture space \( X^N \).

Dominant motion decomposition: This feature reduces the amount of object motion that users need to focus on. We observe that most user efforts are spent on finding comfortable gestures to represent translations and rotations along arbitrary directions. In comparison, the associated scales can be changed by merely adjusting the speed and duration of hand motions and do not require additional design efforts from the user. As such, we ask users to only focus on object motions \( y \) with respect to three dominant axes: the horizontal axis (“left and right”), the forward axis (“forward and backward”), and the vertical axis (“up and down”). We will refer to the horizontal, forward, and vertical axes as the X, Y, and Z axes respectively in later sections. We refer to the resulting object motions as dominant motions, denoted as \( y^M_d \). We further define the translation or rotation directions that users intend to achieve as active dimensions. For example, if a user intends to move the object to the right (X-axis positive) while rotating it clockwise (Y-axis positive), the recorded operation \( y \) should contain higher values in the first and fifth Cartesian dimensions (active dimensions) than the others (inactive dimensions). In our human study, all 15 users agree that focusing on only dominant motions is significantly

\(^1\) https://github.com/IntelRealSense/librealsense
easier than working on arbitrary object motions. Theoretically, such simplification still preserves the flexibility of possible handling operations because rigid body transformations are decomposable. That is, for all $y \in \mathcal{Y}^N$, we can find $y_d \in \mathcal{Y}^M_d$ such that applying both operations to an object would land it in the same final pose. In our empirical study, we also find evidence of such decomposition in human policies, i.e., users are able to maneuver the object to any position and orientation they desire by stacking dominant motions. Nevertheless, it is worth doing a comprehensive investigation on how much task flexibility is preserved when using $y_d \in \mathcal{Y}^M_d$ only. We leave that for future work.

Reference initial gesture: Although the preceding feature greatly reduces the complexity of policy customization, we still find it time-consuming to design dynamic gestures for certain object motions due to limited joint flexibility. To further ease this process, we make an empirical suggestion that the users initiate every dynamic gesture with their hands roughly facing downwards and relaxed, as if they were resting their hands on a desk. This gesture can be viewed as a “neutral” state that leaves room for various hand joint movements and is likely to lead to comfortable dynamic gestures. Note that it only describes a general mental image rather than any specific gesture for users to replicate. Users can implement the actual gesture in any way they see intuitive and comfortable. For example, when they need room for rotating the hand to the right, they might start with fingers pointing towards left. In our human study, users can find comfortable dynamic gestures in first few attempts if starting with the reference initial gesture. Users also agree that receiving less guidance would make the process considerably more challenging, while following more specific guidance would make them feel constrained. As such, we conclude that the reference initial gesture is effective in the sense that it points to a versatile initial point in $\mathcal{X}$ that facilitates further hand motions.

Figure 6: Relations between user, data, and train test settings. Demonstrations in each data group is customized by users from an assigned user group, as indicated by the arrows on top. During training and testing, the context and target data are taken from different data groups, as indicated by the arrows at the bottom.

Using the aforementioned procedures, we collect human-human collaboration with 15 users in total, 10 assigned to $U_{\text{in-sample}}$ and 5 assigned to $U_{\text{out-sample}}$. From each user, we collect 72 data clips, each containing a dominant motion that lasts for at most 5 seconds. For out-sample users, all 72 clips are directly assigned to the test set $D_{\text{test, out-sample}}$. For in-sample users, data clips are split into a training set $D_{\text{train}}$ and testing set $D_{\text{test, in-sample}}$ (see Appendix B for details). $D_{\text{test, in-sample}}$ serves as a validation set used to fine-tune our hyperparameters. $D_{\text{test, out-sample}}$ allows us to evaluate model generalization across a new group of users $U_{\text{out-sample}}$ whose unique command styles were never observed at training time. Overall, $D_{\text{test}} := D_{\text{test, out-sample}} \cup D_{\text{test, in-sample}}$. See fig. 6 for an illustration of the relations between user groups and data groups.

We use $D_{\text{train}}$ to train our model according to Eq. (3). During testing with $U_{\text{in-sample}}$ user data, we sample targets $(x_T, y_T)$ from $D_{\text{test, in-sample}}$ and context data $(x_C, y_C)$ from $D_{\text{train}}$ and finally evaluate according to Eq. (2). During testing with $U_{\text{out-sample}}$ user data, we draw target samples from $D_{\text{test, out-sample}}$ and context from $D_{\text{train}}$ and evaluate again using Eq. (2). See fig. 6 again for an illustration. For more details on data collection and training, we refer readers to Appendix B and D respectively.

B. Baselines, Ablations, and Evaluation Metrics

To examine the importance of different components of our model, namely context attention and the encouragement of temporal dependency in the output, we compare our model’s performance with two baseline models respectively:

1) Can we interpret dynamic gestures without any context? We compare to Dummy LSTM, an MLP-based hand feature extractor followed by a two-layer LSTM. Dummy LSTM notably does not use any context during prediction and optimize the negative log likelihood instead of ELBO due to lack of latent posterior.

2) Can we solve the task without temporal dependency in the output? We compare to RANP [20], a standard ANP [13] extended with recurrent feature extraction: a sliding window LSTM. RANP notably does not encourage temporal dependencies in the output. RANP optimizes the same ELBO loss as ours (see [10]).

We also analyze the impact of key hyperparameters. First, we can decide what context to be provided for each target sample at training. For a given target sample $(x_T, y_T)$, we generate the context samples $(x_C, y_C)$ based on two criteria: the source user and the active motion dimensions. Context can be taken from the same (U+) or different user (U-) as the target with some probability $p_{U+} \in (0, 1)$. The context can also contain the same (D+) or different active dimensions (D-) as those of the target, and this is chosen with probability $p_{D+} \in (0, 1)$. Intuitively, context from the same user can contain useful information about the user’s unique hand motion styles, even if its active motion dimensions are different. When training our model, for each target clip, we provide one context clip chosen by the above procedure (according to $p_{D+}$ and $p_{U+}$) and two other context clips drawn randomly.

In most scenarios, all timesteps of the sampled context clips are used. However, if a context clip is both taken from the same user and contain the same active dimensions (essentially being the exact same data as the target), we follow [13] to only...
picking context by setting either or both probabilities to 0.0 in training where we configure the context using some probabilities (D+, U+) means the active dimension in target is/is not contained in the context. U+/U- means the target comes from different users than the target.

To examine the impact of these key hyperparameters, we preserve a slice of the target \((x_T, y_T)\) in context. To achieve that, we randomly sample a starting timestep and duration:

\[
(x_C, y_C) \leftarrow (x_T, y_T) | t_0 : t_0 + K \]

subject to \(t_0 \geq 0; \ K \geq T_{\text{min}}; t_0 + K \leq p_{\text{ext}}|x_T|\) (15)

where \(T_{\text{min}}\) is a minimum length hyperparameter, \(|x_T|\) is the length of the target sample \(x_T\), and \(p_{\text{ext}}\) specifies the maximal proportion of the target that can be made context.

Our main CCHP model is trained with an initial teacher forcing rate of \(p_{\text{TF}} = 0.9\), which is constant for the first 600 training steps and linearly decreases thereafter. We set constant values of \(p_{\text{D+}} = 0.5\) and \(p_{\text{U+}} = 0.5\). Ideally, the model is provided context that is relevant to interpreting the given target sample. However, since we desire online inference, we have a computational constraint defined by the length of context that may prevent the context from containing any relevant data. Hence, during training, we only provide relevant context from time to time based on probabilities \((p_{\text{D+}} < 1 \text{ and } p_{\text{U+}} < 1)\).

To examine the impact of these key hyperparameters, we compare performance with several ablations that share the same architecture as CCHP, but only differ from our main model by one hyperparameter:

1) **Is a curriculum for teacher forcing necessary to train a robust model?** We train three CCHP models with fixed Teacher Forcing rates: CCHP \(p_{\text{TF}} = 0.1\), CCHP \(p_{\text{TF}} = 0.5\), and CCHP \(p_{\text{TF}} = 0.9\) while keeping all other parameters unchanged.

2) **Does the choice of context also impact our model’s reliance on context?** We train a CCHP model with different context sampling probabilities \((p_{\text{D+}}, p_{\text{U+}}): (0.1, 0.1), (0.75, 0.75), \text{and} (1.0, 1.0)\).

At test time, we evaluate the performance of baselines and our model on two separate testing sets \(D_{\text{test,in-sample}}\) and \(D_{\text{test,out-sample}}\). Similar to training, both testing sets are composed of target pairs \((x_T, y_T)\). However, unlike during training where we configure the context using some probabilities \((p_{\text{D+}}, p_{\text{U+}})\) both in \((0, 1)\), we consider the extremes of picking context by setting either or both probabilities to 0.0 or 1.0. This enables us to explicitly examine the model’s reliance on different context.

| Models       | [D+,U+] | [D+,U-] | [D-,U+] | [D-,U-] | Unseen | Noisy    |
|--------------|---------|---------|---------|---------|--------|----------|
| Dummy LSTM   | (NA, 4.89) | NA      | NA      | NA      | (-360.35, 5.48) | (NA, 5.38) |
| RANP         | (-410.66, 1.66) | (-401.42, 1.95) | (-400.76, 1.96) | (-400.71, 1.96) | (-369.26, 2.54) | (-288.59, 4.84) |
| CCHP (1.0, 1.0) | (-239.82, 1.8) | (-13.61, 2.29) | (577.09, 2.95) | (618.49, 3.04) | (465.95, 3.01) | (121.30, 2.52) |
| CCHP (0.75, 0.75) | (-611.87, 1.36) | (-353.47, 1.62) | (-949.34, 1.68) | (-495.1, 1.7) | (-370.33, 2.31) | (-222.07, 2.25) |
| CCHP (0.5, 0.5) | (-634.45, 1.4) | (-558.65, 1.62) | (-556.71, 1.63) | (-536.86, 2.26) | (-273.71, 2.28) | (-191.37, 2.41) |
| CCHP (0.1, 0.1) | (-601.4, 1.43) | (-537.42, 1.66) | (-537.22, 1.66) | (-350.8, 2.26) | (-191.37, 2.41) | (-805.37, 3.24) |
| CCHP \(p_{\text{TF}} = 0.1\) | (-270.68, 1.96) | (-58.68, 2.28) | (-51.03, 2.32) | (-50.26, 2.32) | (248.07, 2.9) | (721.69, 3.58) |
| CCHP \(p_{\text{TF}} = 0.5\) | (-323.25, 1.71) | (-172.0, 1.99) | (-135.91, 2.01) | (-143.76, 2.01) | (50.87, 2.64) | (721.69, 3.58) |
| CCHP \(p_{\text{TF}} = 0.9\) | (9512.59, 8.92) | (10554.34, 9.37) | (11120.19, 9.37) | (11050.91, 9.4) | (10354.68, 9.15) | (10354.68, 9.15) |

Table 1: Test losses of different models (rows) across different test settings (columns). “CCHP” refers to our main model with \((p_{\text{D+}}, p_{\text{U+}}) = (0.5, 0.5)\) and \(p_{\text{TF}} = 0.9\) with linear decay. “CCHP (*,*)” refers to ablation model with \((p_{\text{D+}}, p_{\text{U+}}) = (*,*)\) and \(p_{\text{TF}} = 0.9\) with linear decay. “CCHP \(p_{\text{TF}} = *\)” refers to ablation models with \((p_{\text{D+}}, p_{\text{U+}}) = (0.5, 0.5)\) and a fixed \(p_{\text{TF}} = *\) rate. All results are shown as (ELBO loss, MSE loss), the lower the better. The lowest losses under each test setting are marked in bold. D+/D- means the active dimension in target is/is not contained in the context. U+/U- means the target comes from the same/different person as/the context.

Finally, we examine whether our CCHP model is robust against noisy human input as motivated in section [HID] To do that, we simply perturb the target dynamic gestures \(x_T\) during testing with Gaussian noises. We will provide a more extensive study of the robustness in section [VIE].

6) **Noisy input**: Gaussian noise is added to the input hand motion with zero mean and standard deviations \(\sigma_T = 0.050\) and \(\sigma_R = 0.025\) for translation and rotation respectively. The context is not perturbed and is chosen from \((U+, D+)\) setting.

C. **Empirical Quantitative Evaluation**

We now evaluate the performance of our baselines on our collected human motion dataset. Table [I] compares model losses on different test datasets averaged across 5 different trained seeds of each model. “NA” is placed where the experimental result does not apply. Specifically, the Dummy LSTM does not use context data at all, thus is not affected by the variation of \((p_{\text{D+}}, p_{\text{U+}})\) settings. Dummy LSTM also does not model latent posterior distribution so the ELBO loss does
Figure 7: Computation diagram of CCHP with data visualization. Sub-figure (a) visualizes the attention weights (color map) of target dynamic gestures $x_T$ over context $x_C$. Sub-figure (b) shows the computation of target object motion $y_T$ based on context $y_C$. In (a), the context time axis is vertical pointing upwards. The target time axis is horizontal pointing to the right. Two slices of dynamic gestures are visualized, one each from context and target. The hand is plotted as arrows representing the principle direction of fingers and a point for the palm. The axis represents the object pose with X, Y, Z axes in red, green, and blue respectively. The Y-axis is pointing forward in compliance with the right-hand rule. Sub-figure (b) conceptually shows the computation of two target operation slices from attention weights ($\lambda(t_1)$ and $\lambda(t_2)$) and context operations (top). The ground truth target operation is also shown (red). All operations’ plots only show the rotation velocities in Y-axis. Note that the regions on the horizontal axes marked in black and blue refer to the same time ranges in target dynamic gestures (input) and handling operations (output) in (a) and (b) respectively.

As expected, CCHP with a fixed, high teacher force rate of $p_{TF} = 0.9$ performs poorly at test time since it was mainly given ground truth values for the $y_T(t-1)$. CCHP with a low teacher force rate performs better, but still worse than our main model. This is due to the lack of a curriculum to encourage temporal dependency. CCHP performance does not change much when the $(p_{D+}, p_{U+})$ parameters are varied. RANP performs the closest to our main CCHP model, but still performed worse due to the lack of strong temporal dependency between adjacent predictions $y_T(t)$ and $y_T(t-1)$ as described in Eq. (5). Comparing performance where context may (D+) or may not (D-) accurately capture the target motion dimensions, we can see that (D+) loss is consistently lower. This shows that providing relevant context data does improve performance. At the same time, performance does not degrade significantly if the context contains irrelevant data. Comparing (U+) to (U-) columns, we also observe that model performance does not worsen if context data is taken from a different user altogether. This also indicates two possibilities: either (a) the 15 subjects do not differ significantly in their gesture styles or (b) providing the same dominant motion dimensions is more important than providing data from the same user. Performance on unseen data is worse than the other settings, which matches our expectations since these users’ hand motion policies were never observed during training. However, performance is not much worse for CCHP variants, indicating that our model can successfully generalize to new users. Lastly, comparing the columns (D+,U+) and “Noisy”, we notice worse performance across all models in either ELBO or MSE loss. Robustness to noise relies on two crucial aspects: hidden states temporally consistent between adjacent timesteps and context attention to reference similar hand motion data when the raw input itself may be too noisy to interpret correctly.

Comparing “RANP” to “CCHP $p_{TF} = 0.9$”, both models make predictions approximately independently of previous predictions. “RANP” computes all predictions $\hat{y}_T(t)$ as independent outputs of an MLP. “CCHP $p_{TF} = 0.9$” has a teacher force rate of nearly $p_{TF} = 1.0$, meaning that it was trained to make predictions $\hat{y}_T(t)$ conditioned on ground truth $y_T(t-1)$ and not on its own prediction $\hat{y}_T(t-1)$. However, “CCHP $p_{TF} = 0.9$” performs significantly worse because it assumes the previous output is accurate and is not robust to its own prediction errors.

D. Empirical Qualitative Results

We now analyze our CCHP model qualitatively by decomposing the forward computation and visualizing key components such as input dynamic gestures, context attention weights, and output handling operations (see fig. 7). We aim to
show the internal process of CCHP model and interpret how it adapts to the user by inferring meaningful context attention weights.

For clarity, we choose a test case where the ground truth target operation has Y-axis rotation as its dominant motion. We provide two context clips which also contain Y-axis rotations. Recall that the CCHP model first generates a context hidden state $h_C$ using the encoder (section V-B) from the context data $(x_C, y_C)$. Then, the model processes the input, target dynamic gestures $x_T$, into target hidden state $h_T$ (section V-C). Then, using Eq. (13), the model computes context attention weights $\lambda := \{\lambda^{(t)}_u\}_{t \in [N_T], u \in [N_C]}$ for each target time step $t$ over each context time step $u$. The resulting attention weights $\lambda$ is shown in fig. 7a. For a given target timestep (on horizontal axis), the model places normalized attentions across the context timesteps (vertical axis). Now, we focus on one region of high attention marked by a yellow star. This region shows high attention at the target time range marked in blue over the context time range marked in red. Visualizing the corresponding dynamic gestures, we see that they are indeed similar: in both cases, the hand is rotating clockwise. In those frames, we also show the object poses which composes Y-axis rotations. Note that the object poses in the target slice is the ground truth and is not available to the model.

With context attention $\lambda$, the model proceeds to generate target handling operation $y^{(t)}_T$ at each time step $t$. To illustrate, we focus on two target time ranges marked in black and blue in fig. 7a horizontal axis and their attentions $\lambda^{(t)}_1$ and $\lambda^{(t)}_2$ over the context (marked by white dashed lines). We take out both weight slices and align them with the context handling operation $y_C$ as shown in fig. 7b. The model calculates a weighted sum of $y_C$ using $\lambda^{(t)}_1$ and $\lambda^{(t)}_2$ and generate target operation $y_T$ in corresponding time ranges, as bounded by black rectangles on the plot and marked in black and blue on the target time axis. We can see that in both ranges, the target output is highly related to the context at locations with high attention weights. This indicates that our model is able to locate relevant context portions for prediction at different time steps. Note that in this test case, we demonstrate a single-dimensional target operation. Our model is also able to compose complex motions with multiple active dominant dimensions by placing attentions on various context clips. This will be illustrated further in section VII-C with a real-time cobot handling task.

### E. Robustness Against Noisy Human Motions

In section VI-C we have shown the testing performance of all baseline and ablation models under a fixed level of artificial input noise. In this section, we conduct a more extensive study with various levels of input noises. Specifically, we perturb the human dynamic gestures using zero-mean Gaussian noises with standard deviation $\sigma_T$ for translation velocities and $\sigma_R$ for rotation velocities. We use 10 levels of noises that increases from $(\sigma_R = 0.0, \sigma_T = 0.0)$ to $(\sigma_R = 0.1, \sigma_T = 0.05)$ with equal increments. We evaluate all baseline and ablation models using the same user same motion (D+, U+) test setting and summarize their performances in fig. 8. It is evident that in both ELBO and MSE loss evaluations, our main model shows the top robustness against increasing noise intensities. Interestingly, for some models, their ELBO and MSE losses do not follow the same trend. For example, the ELBO loss of RANP model appears to grow the slowest with larger noises, but its MSE loss grows the quickest. Note that although the ELBO loss indicates the model’s fitness of data, it is not as directly related to the real-world cobot performance as MSE loss. This is because the MSE loss examines the mean of cobot policy prediction, which represents the most confident action that the cobot would take during actual deployment.

To help illustrating the discrepancy between two evaluation metrics, we visualize the predictions of both RANP and our model on the same test case under three input noise levels: $(\sigma_R = 0.0, \sigma_T = 0.0)$, $(\sigma_R = 0.05, \sigma_T = 0.025)$ and $(\sigma_R = 0.1, \sigma_T = 0.05)$. These settings correspond to none, medium, and top noise levels in fig. 8. We also plot the model predictions and ground truth in frequency domain to see whether the input noises would cause unwanted high frequency components in the output. We can see from the time domain plot that RANP predictions becomes significantly noisier than CCHP (ours) results as we increase the input noise level. Such prediction noises are reflected only in MSE loss but not ELBO loss, leading to the discrepancy between those two metrics. Similarly in frequency domain plots, we can see that the input noise leads to non-trivial high frequency components of RANP predictions that are not present in the ground truth. While in CCHP predictions, the frequency components are more consistent with the ground truth with minor unwanted high frequency components. Thus, we conclude that our model can robustly generate smooth handling operations under non-trivial
input noises, which can be ubiquitous in real world scenarios due to human motion uncertainty and perception noises.

VII. REAL-TIME COBOT HANDLING TASK

In previous sections, we have shown the performance of our cobot policy based on human-human collaboration data. Now, we apply the cobot policy to a real-time human-robot collaboration task, collaborative inspection, to demonstrate our work in real world scenarios. In this task, a human worker needs to inspect a newly molded metal workpiece from different view angles. Due to high temperature, the human will command a cobot to maneuver the workpiece during inspection. In the following sections, we first elaborate on the inspection task and corresponding hardware setup (section VII-A). To demonstrate the accessibility and flexibility of RTCoHand framework, we conduct a baseline study where the human user commands the robot with a joy stick controller instead of dynamic gestures. Then, we compare our approach to the baseline on both objective measures (e.g., completion time) and subjective metrics (e.g., how easy to use) (section VII-B). We also show a sample of real-time robot actions and context attentions in section VII-C.

A. Collaborative Inspection and Hardware Implementation

In our inspection task, a human worker needs to inspect all surfaces of a newly molded metal workpiece (see fig. 10). At the beginning, the newly molded workpiece rests in the mold and is already grasped by the cobot (see fig. 10c). Due to high temperature, the worker cannot directly handle the workpiece (fig. 10d). Instead, the worker controls a cobot to first lift the workpiece out of the mold and maneuver it for inspection (fig. 10a and fig. 10b). In this work, we demonstrate a “safe version” of the task using a small piece of room-temperatured metal and a fake mold (taped in black and yellow in fig. 10c). Notably, this “safe version” is still highly representative of real manufacturing scenarios since the same setting easily applies to workpieces of arbitrary size, shape, and properties. In particular, when the newly molded workpiece is large, it might only be safe for workers to inspect from behind a safety glass shield instead of walking around. To reflect such constraint in our study, we ask human subjects to perform the inspection with minimal body movement. For better view angles, they would rely on the cobot handler to move and rotate the workpiece. We apply two approaches to this task: dynamic gesture-based control with RTCoHand framework and joy stick controller-based control from robot arm manufacturer. Next, we describe their hardware implementation.

RTCoHand (ours): To implement RTCoHand framework, we use the same perception system as discussed in section VI-A to capture dynamic gestures, a desktop to handle all computations (hand detection, cobot policy $\Pi_0$, etc.), and a Kinova Gen3 robot arm to execute target handling operations (see fig. 10a). During the task, dynamic gestures $x_T$ are detected and sent to the desktop at 10 Hz. This frequency is limited by our computational resources, and can be higher with enhanced hardware. Upon receiving $x_T$, the desktop invokes the learned cobot policy $\Pi_0$ and generate target handling operations $y_T$ in the same frequency 10 Hz, where the latent variable $z$ is sampled from $q(z|C)$ (see the end of section IV-B). To promote safety, we send the operations to the robot for execution at a lower frequency 2 Hz, with each command being the average of the past 10 predicted handling operations $\bar{y}_T$ and upper bounded by conservative thresholds. This post-processing stage is equivalent to first applying a moving average filter to robot actions, then performing a down sampling. Note that this post-processing is not necessary to our RTCoHand framework, and is incorporated only as a practical
B. Experiments and Evaluations

We study how RTCoHand framework performs with two types of human users: in-sample and unseen. For in-sample group, we invite 6 users from $U_{\text{in-sample}}$ in the human-human collaboration process (see section VI-A). For unseen group, we invite 5 users new to the cobot handling task. This simulates the real world situation where new workers need to directly work with existing robotic systems. In-sample users are familiar with the cobot handling task, but have not interacted with real cobot. In addition, user-specific context data is only available for in-sample users while context for unseen users are randomly chosen from in-sample user database. All users also repeat the inspection task with joy-stick controller.

With each approach, each human subject is first given 3 minutes to explore and get familiarized with the control interface as well as cobot actions. Then, all users perform the same collaborative inspection task. To access the task quality, we report time of completion as an objective metric and user feedback on different task aspects as subjective metrics. Specifically, we ask users to evaluate both RTCoHand and controller on seven metrics in three categories: accessibility, flexibility, and overall feasibility. Answers are given on a five-point scale where 1 means “disagree” and 5 means “agree”. See following for the questions and their intuitions. Users are also free to provide extra descriptive feedbacks on any other aspects not already covered.

**Accessibility**: Recall that an HRC task is accessible if it requires little technical skills to understand and easy to perform. We evaluate this via the following four metrics.

1) *It is easy to understand how to control the cobot.*
2) *I do not need trial-and-error during interaction.* Here, trial-and-error means trying different inputs until the cobot move and/or rotates in the intended direction(s).
3) *It takes little cognitive efforts to control the cobot.*
4) *It takes little physical efforts to control the cobot.*

**Flexibility**: An HRC task is flexible if human users can control the cobot to achieve a wide range of operations. We evaluate this via the following two metrics.

5) *I can control the cobot to do complex maneuvers (e.g., move and rotate the object at the same time towards arbitrary directions).*
6) *When the cobot moves or rotates the workpiece in my intended direction, I can easily control the amount it moves.*

**Feasibility**: In this category, we ask about the general feasibility of the cobot helper in real-world production. Namely, we ask the users to evaluate in terms of solely the interaction approach, assuming the hardware implementation is optimized to industrial standard. We evaluate this via the following question.

7) *If the cobot system is highly optimized (e.g., highly responsive and does not lag behind the control input), I prefer this method in everyday production tasks.* "This” refers to either RTCoHand or controller. Note that there can be many criteria in “industrial standard”. For simplicity, we use the responsiveness of the cobot as a proxy since the lag between user input and cobot actions is the most frequently mentioned issue in extra user feedbacks.

See Fig. 11 for a visualization of the user evaluation scores. Comparing the score distributions of different groups on each metric, we can gain useful insights on how RTCoHand can
be beneficial in real-world scenarios, how it works with experienced and new users, and how we can potentially improve. We summarize our findings as follows.

1) **RTCoHand** provides a significantly easier and more intuitive way to interact with cobots, as evident in metric (1) of fig. 11.

2) Examining metric (2), we find that using the controller, most users need to find the correct input operation though trial-and-error. This is mainly due to the non-intuitive mapping from input operations such as “push the left stick” to desired object motions such as “rotate clockwise”. With RTCoHand, users rarely need to do that due to the highly intuitive way of control-by-hand and customized dynamic gestures. We emphasize that in most real-world scenarios, trial-and-error is unacceptable, since wrong commands can be expensive or even fatal (e.g., when handling large components such as ship parts or hazardous materials such as corrosive liquid). Hence, we anticipate RTCoHand to be beneficial when control errors are to be avoided.

3) As shown in metric (3), as expected, users agree that RTCoHand is not mentally demanding to use. They have mixed opinions on the controller, depending on whether they have prior experience with controllers or not. However, it is consensus that RTCoHand requires less cognitive efforts to work with.

4) From metric (4), we see that all users have mixed opinions on both approaches with respect to required physical efforts. While using the controller does not need obvious body movements, some users need to move their head back and forth to examine the metal workpiece and find the correct stick or button on the controller. While commanding by dynamic gestures require body movement, some users learn to save efforts by resting their elbows on the table as support. Hence, we leave the study of systematically saving physical efforts for future work.

5) Metric (5) indicates that RTCoHand is more flexible than the controller in supported operations. RTCoHand supports arbitrary object motions, while with the controller, users can only switch between pure translation and pure rotation.

6) According to metric (6), the controller out-performs RTCoHand in terms of operation precision. This is expected since the controller have an explicit stick or button for each cobot action (e.g., push the left stick to rotate along Y-axis) and users can adjust the cobot’s speed by applying appropriate forces on the controller. However, we argue that with minor enhancement, RTCoHand can also achieve equivalent precision. For example, we can allow users to adjust the overall sensitivity of the cobot via a control knob and scale the cobot operations.

7) Metric (7) indicates the overall user impression on both interaction approaches in real-world scenarios. Users agree that with optimized hardware implementation, RTCoHand would be prefered over classical controllers in everyday production.

Now, we compare the completion time of collaborative inspection using both RTCoHand and the controller. Recall that the goal is to inspect all surfaces of a metal workpiece. Since we do not specify the order of surfaces to inspect or the time to spend on examining each surface, the completion times among users vary significantly, with minimum and maximum being 50 seconds and 215 seconds respectively. Hence, we report the mean and standard deviation of the completion time with RTCoHand normalized by that with the controller for each user: $1.89 \pm 0.66$. We identify two major issues contributing to this result. First, our hardware implementation is bottlenecked by the camera systems for detecting hand keypoints. The system currently runs at around 10 Hz and publishes hand keypoints with a delay of 257.7 milliseconds on average per frame. This creates lag between user commands
and cobot actions and reduces efficiency. Second, the user needs to communicate with another human operator to pause or resume the cobot, which can also be inefficient. These two issues are also frequently mentioned in extra user feedback. However, they deviate from the focus of this work and we aim to resolve both in future work (e.g., with additional computation resources and a voice recognition-based cobot switch).

C. Real-Time Data Sample

In this section, we interpret the behavior of cobot policy based on a sample of real-time collaborative inspection data, including the cobot actions, context being used, context attention weights, and snapshots of user dynamic gesture commands. In this inspection task, the human worker belongs to out-sample group, meaning that he has participated in the data collection process as discussed in section VI-A, but his data is not available during training. Such setting requires the cobot policy to adapt to a new user by corresponding real-time user commands to the given user data that is not involved in training. In following discussions, we shall see that this is indeed the case.

See fig. 12 for visualizations of the data sample. In this task, we provide the cobot policy with six context clips, each of which contains a single active dominant motion (either translation or rotation in either X, Y, or Z axes). Due to space limit, we only focus on the first few hundred time steps of the task where the worker first lifts the workpiece out of the mold and commands a few handling operations. In such a period, the cobot operations mainly involve translations in X and Z axes and rotation in Y axis. Hence, we only plot real-time cobot actions in those three active dimensions, as shown in fig. 12a at the bottom. It immediately follows that only the three context clips containing those active dimensions are of interest, as shown in fig. 12a to the left. Note that same dimension in context and real-time actions are plotted in matching colors. Finally, we plot the attention weights at each real-time step over each plotted context frame with the color scales shown on top. Different from fig. 7, we omit the dynamic gesture axes and directly align the context and target operation plots with attention map. However, note that the attention map is
still computed from context and target dynamic gestures, and the real-time (target) robot actions are generated using the attention map. In the next paragraphs, we provide a deep dive to interpret how our cobot policy corresponds real-time user commands to given context, compute reasonable attentions, and generate desired operations.

First, focusing on the attention map, we observe several regions with high attention weights. Regions in the same horizontal line correspond to the same context time step. We mark four such groups using white dashed rectangles and annotate their semantic meanings. For example, the “-y Rot” group corresponds to around step 20 in context clip 2, where the plot shows negative rotation velocities in Y-axis. On the other hand, regions in the same vertical line correspond to the same target time range. We mark five such groups (in yellow), each considered as an individual handling operation. We also mark those operations in the cobot action plot at bottom and provide real-world photos at those time steps. Each of the marked operations has attention across the context in different locations, indicating different characteristics of real-time dynamic gestures. Also, all operations have different durations, since this is fully decided by the user in real time.

Now, we proceed by focusing on one specific time range during the task: around target time step 320 where the last operation (M5) takes place. The model places attention mainly around two context locations as marked by yellow rectangle in fig. 12. This indicates that the model identifies two different patterns in the human dynamic gestures $x_T$, each matching different context. Observing the real-world photos of operation M5 (fig. 12b bottom), we can easily identify the combination of two such patterns: rotating the hand around Y-axis while moving along X-axis at the same time. With that in hand, we can verify the correctness of attention weights with the high-attention context steps of M5: around step 50 in context clip 1 and step 45 in context clip 2. High attention weights mean that the model considers dynamic gestures $x_T$ in M5 to be similar to $x_C$ within both of those context time ranges. By construction of the context attention, the corresponding context handling operations $y_C$ should also be reasonable for $x_T$ in M5. To verify, we see that the context handling operation ($y_C$) plot indeed shows an X-axis translation and a Y-axis rotation at those high-attention context steps respectively. Hence, we have verified that our CCHP model can extract multiple patterns from the same dynamic gesture command $x_T$, and correctly correspond each of these patterns to a different relevant context time range. Alternatively, one can visualize and compare $x_T$ with $x_C$ during those context time ranges as what is done in fig. 7. This would lead to the same conclusion and thus is omitted.

Now, with reasonable attention weights, the composite motion in M5 is finally mapped to the real-time robot action $y_T$ marked in fig. 12b (bottom). As expected, $y_T$ contains both positive X-axis translation and Y-axis rotation. The same analysis directly applies to all other operations M1 to M4. Thus, we conclude that our cobot policy is able to combine different dominant motions from the context data and generate complex handling operations, when the exact same dynamic gestures in real time are not directly present in the context.

VIII. Conclusion and Future Directions

In this work, we have presented a novel real-time collaborative robot handling (RTCoHand) framework that allows different users to generate complex object handling trajectories using dynamic hand gestures only. We enable the cobot to be both easy to use and flexible in supported operations by allowing users to customize their own control strategies with comfortable dynamic gestures. We have identified several key challenges in implementing RTCoHand framework, including adaptation to different users, human motion uncertainty, and safe and robust robot actions under noisy input. To tackle these challenges, we take a probabilistic view of the cobot handling task and propose conditional collaborative handling process (CCHP) to learn a stochastic cobot policy that conditions on user-specific database. We learn the policy using human-human collaboration data and present both quantitative and qualitative evaluations to verify that all key challenges are resolved. We finally verify our approach on a real-time collaborative inspection task and show that the learned cobot policy is advantageous in both accessibility and flexibility, especially in terms of complex operations, low user cognitive burden, and no need for trial-and-error.

Finally, we point out several directions for future work.

1) As discussed in section III-A, both operation and command spaces should be constrained in practical human-robot collaboration tasks. In this paper, we apply ad hoc constraints that theoretically preserves all task flexibility (see section VI-A), which is supported by our real time experiments. However, it requires more extensive studies to show how exactly those constraints affect the accessibility and flexibility of cobot handling tasks. It is worth studying their relations such that different operation and command spaces can be designed according to application-specific requirements.

2) In this paper, we apply our method to an inspection task where all operations on the workpiece are done by the cobot. This only represents the most simplistic setting among a wide range of scenarios our method is applicable to. In general, any task that requires object manipulation can benefit from this work, e.g., collaborative assembly where the human user installs components on a large base held by the cobot, and tele-controlled sorting where the cobot manipulates (hazardous) materials and arrange them in a container. As future work, we aim to study the efficacy of our approach on advanced settings with more complex maneuvers and procedures.

3) As shown in the user study, our hardware implementation is still improvable in various aspects. For instance, the delay between user commands and cobot actions has been frequently mentioned in the user feedback. Besides, the sensitivity of cobot actions to human dynamic gestures is only comfortable to partial users and an adjustable sensitivity level is desired. Lastly, users should be able to pause and resume the cobot conveniently, e.g., via a voice recognition-based switch. As future work, we aim to optimize the implementation of RTCoHand framework on physical cobots.
APPENDIX

A. Minimization of KL divergence

We now show that minimizing the KL divergence (6) is equivalent to maximizing the ELBO as in (7) and (8). Recall the learning objective of CCHP:

\[ \min_{\phi} D_{KL}(q_{\phi}(z | x, y, x_C, y_C) || p(z | x, y, x_C, y_C)) \]  

(16)

First, we have

\[ p(z | x, y, x_C, y_C) = \frac{p(y_T | x, y, x_C, y_C) \cdot p(y_T | x, x_C, y_C, z)}{p(y_T | x, x_C, y_C, z)} . \]  

(17)

Plugging in the objective of (16) and expand, we have

\[ D_{KL} = \mathbb{E}_{z \sim q_{\phi}(z | x, y, x_C, y_C)} [\log q_{\phi}(z | x, y, x_C, y_C) ] \] 

\[ - \log p(y_T | x, y, x_C, y_C, z) \]

\[ + \log p(y_T | x, x_C, y_C, z) ] \]

Rearranging, we have

\[ \log p(y_T | x, x_C, y_C, z) \]

\[ \geq \mathbb{E}_{z \sim q_{\phi}(z | x, y, x_C, y_C)} [\log p(y_T | x, x_C, y_C, z) ] \]

\[ + \log p(z | x, y, x_C, y_C) \]

Plugging (18) and (19) into (16), we have

\[ \min_{\phi} D_{KL}(q_{\phi}(z | x, y, x_C, y_C) || p(z | x, y, x_C, y_C)) \]

\[ \equiv \min_{\phi} - \text{ELBO} + \log p(y_T | x, x_C, y_C) \]

\[ \equiv \max_{\phi} \text{ELBO} \]  

(20)

since \( \log p(y_T | x, x_C, y_C) \) is intractable and does not depend on \( \phi \). Parameterizing the likelihood \( p(y_T | x, x_C, y_C, z) \) in (17), we arrive at (7) and (8).

B. Train Test Data Collection

In section VI-A we mentioned that all 72 collected data clips from input sample users are separated into \( D_{\text{train}} \) and \( D_{\text{test, in – sample}} \) sets. Each clip can contain one or two active dimensions depending on whether translation or rotation or both are active. Out of these 72 clips, 24 of the clips will only contain one active dimension. These are split evenly among \( D_{\text{train}} \) and \( D_{\text{test, in – sample}} \). The remaining 48 clips will contain two active dimensions each, and these are also evenly split among the two datasets. Among the 24 of these assigned to \( D_{\text{test, in – sample}} \), half are comprised of active dimensions that are also captured in \( D_{\text{train}} \). So overall, \( D_{\text{train}} \) and \( D_{\text{test, in – sample}} \) will overall be given 36 clips each from each in – sample user.

C. Model Architecture

The configurations of different MLP modules introduced in section V are given in table II Each configuration starts with input size and ending with output size. A ReLU activation is applied after input layer and every hidden layer. Introduced in section [V-B] the hidden state sizes \( H \) and \( H' \) are 128 and 32 respectively.

| Module | Description | Configuration |
|--------|-------------|--------------|
| \( f_{\text{finger}} \) | Finger feature | \([y_B]\) \( [6, 32, 32] \) |
| \( f_{\text{hand}} \) | Hand feature | \([y_B]\) \( [320, 128, 64, 32] \) |
| \( f_{\phi} \) | Latent posterior predictor | \( [128, 128, 128, 128] \) |
| \( f_{\mathbf{k}} \) | Key query feature in context attention | \( [128, 32] \) |
| \( f_s \) | Operation prediction | \( [156, 128, 64, 2] \), one for each motion dimension |

Table II: MLP configurations for CCHP neural network implementation.

D. Model Training

We train each model using the Adam optimizer with learning rate \( \ell_r = 5e^{-4} \). During training, command finger velocities \( \mathbf{x} \) are perturbed with Gaussian noises \( \epsilon \sim \mathcal{N}(0, 1e - 6) \). We train our models for a total of 738 epochs with batch size 32, which took around 5 hours using an Nvidia GeForce RTX 2080 Ti GPU with an Intel i9-9940X CPU.
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