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Abstract

Objectives: An accurate exponentially fitted numerical method is developed to solve the singularly perturbed time lag problem. The solution to the problem exhibits a boundary layer as the perturbation parameter approaches zero. A priori bounds and properties of the continuous solution are discussed.

Result: The backward-Euler method is applied in the time direction and the higher order finite difference method is employed for the spatial derivative approximation. An exponential fitting factor is induced on the difference scheme for stabilizing the computed solution. Using the comparison principle, the stability of the method is examined and analyzed. It is proved that the method converges uniformly with linear order of convergence. To validate the theoretical findings and analysis, two test examples are given. Comparison is made with the results available in the literature. The proposed method has better accuracy than the schemes in the literature.
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Introduction

A differential equation in which its highest order derivative term is multiplied by a small parameter is known as a singularly perturbed differential equation (SPDE). It commonly occurs in the modeling of chemical processes, fluid flows, water quality problems in river networks, mechanical systems and simulation of oil extraction from underground reservoirs [1]. The solution of such type of equation possesses a multi-scale character that varies quickly in the boundary layer region and it slows in the outer layer regions.

Due to the multi-scale character of the solution, the classical numerical methods fail to give an accurate result. Currently, it becomes interesting to develop a numerical method which gives accurate results; and its convergence does not depend on the perturbation parameter. For solving the considered problem in Kumar et al. [2] proposed an adaptive mesh method using the concept of entropy function. Hybrid scheme of the midpoint upwind in the outer region and the central difference method in the boundary layer region are used in [3, 4]. Gowrisankar and Natesan [5] used the upwind finite difference method on a piecewise uniform mesh. The upwind finite difference method on Shishkin mesh is used in [6]. Podila and Kumar [7] used a stable finite difference scheme, which works on a uniform and an adaptive mesh. An exponentially fitted scheme is discussed in [8, 9]. The non-standard finite difference method is used in [10]. The numerical schemes developed in [11–16] works for both the large and small delay cases.

In this paper, we proposed a numerical scheme using higher order finite difference scheme fitted by the exponential fitting factor. Moreover, the main aim of this study is to develop a more accurate, stable and uniformly convergent numerical scheme for solving singularly perturbed convection-diffusion problem having small time lag.
In this paper, \( C \) is a generic positive constant, which does not depend on the mesh parameters and the perturbation parameter. The norm \( ||\cdot|| \) defined by \( \| g \| = \max_{t \in [0,1]} |g(t)| \) is the maximum norm.

**Continuous problem**

Consider a class of singularly perturbed convection-diffusion problem of the form

\[
\begin{aligned}
  z_t(s, t) + \mathcal{L}z(s, t) &= -c(s)z(s, t) + g(s, t), \\
  z(s, t) &= \psi_b(s, t) on \eta_b := [0,1] \times [-\tau, 0], \\
  z(0, t) &= \psi_l(t) on \eta_l := \{(0, t) : 0 \leq t \leq T\}, \\
  z(1, t) &= \psi_r(t) on \eta_r := \{(1, t) : 0 \leq t \leq T\},
\end{aligned}
\]

where \( \mathcal{L}z(s, t) = -\varepsilon z_{ss}(s, t) + b(s, t)z(s, t) + a(s)z(s, t), \) \( 0 < \varepsilon \ll 1 \) is the perturbation parameter and \( \tau > 0 \) is the delay parameter. The coefficients \( b(s, t), a(s), c(s, t), g(s, t) \) on \( \Omega \) and \( \psi_b(s, t), \psi_l(t), \psi_r(t) \) on \( \eta = \eta_l \cup \eta_r \cup \eta_b \) are assumed to be smooth and bounded functions that satisfy the conditions \( a(s) \geq a > 0, c(s, t) \geq \gamma > 0, b(s, t) \leq \beta < 0, a(s) + c(s, t) \geq 0 \) on \( \Omega \). Under these conditions, the problem exhibits a boundary layer along \( s = 0 \) [2].

**Properties of the analytical solution**

In this part, we present the analytical aspects of the solution and its derivatives. The existence and uniqueness of a solution of (1).

**Lemma 2.1** [17, 18] The solution \( z(s, t) \) of (1) satisfies

\[ |z(s, t) - \psi_b(s, 0)| \leq C t, \quad (s, t) \in \bar{\Omega} = [0, 1] \times [0, T] \]

where \( C > 0 \) is a constant that does not depend on \( \varepsilon \).

The operator \( L(s, t) = z_t(s, t) + \mathcal{L}z(s, t) \) of (1) satisfies the following minimum principle.

**Lemma 2.2** [19] Let \( v(s, t) \in C^2(\bar{\Omega}) \cap C^0(\bar{\Omega}) \), satisfies \( v(s, t) \geq 0 \) \( (s, t) \in \partial \Omega = \bar{\Omega} - \Omega \). If \( Lv(s, t) \leq 0, (s, t) \in \Omega \), then \( v(s, t) \geq 0, (s, t) \in \Omega \).

**Lemma 2.3** [18, 19] [Stability result] The solution of (1) satisfies the bound

\[
|z(s, t)| \leq \alpha^{-1} \| g \| + \max \{ |\psi_l(t)|, |\psi_b(s, t)|, |\psi_r(t)| \}, \quad t \geq 0,
\]

where \( \alpha \) is the lower bound of \( a(s) \) and \( \| g \| = \max_{s \in \Omega} |g(s, t)| \).

**Lemma 2.4** [20, 21] The following bounds are satisfied for the derivative of the solution \( z(s, t) \) of (1) with respect to \( s \) and \( t \)

\[
\left| \frac{\partial^n z(s, t)}{\partial s^n} \right| \leq C \left( 1 + \varepsilon^{-n} \exp \left( -\frac{\beta s}{\varepsilon} \right) \right), \quad (s, t) \in \bar{\Omega}, \quad n = 0, 1, 2, 3, 4,
\]

and

\[
\left| \frac{\partial^l z(s, t)}{\partial t^l} \right| \leq C, \quad (s, t) \in \bar{\Omega}, \quad l = 0, 1, 2,
\]

where \( \beta \) is lower bound of \( b(s, t) \).

**Main text: numerical scheme**

**Temporal semi-discretization**

Using Taylor’s series expansion for the delay term; using a uniform mesh in \( t \)-direction with step size \( \Delta t = T/M \) given by \( \Omega^M_t = \{ t_n = n\Delta t, n = 0, 1, 2, ..., M, t_M = T \} \), where \( M \) is the number of mesh points in \([0, T]\). Note that \( T = rt \) for some positive integer \( r \). Using the backward-Euler formula, we get

\[
(1 - \tau c(s, t_n)) \frac{z^n(s) - z^{n-1}(s)}{\Delta t} - \varepsilon \frac{d^2 z^n(s)}{ds^2} + b(s, t_n) \frac{dz^n(s)}{ds} + (a(s) + c(s, t_n))z^n(s) = g(s, t_n).
\]
Equivalently, we write
\[-\varepsilon \frac{d^2 Z^n(s)}{ds^2} + b(s, t_n) \frac{dZ^n(s)}{ds} + P(s, t_n) Z^n(s) = R(s, t_n), \]
(6)

Spatial discretization

The spatial domain \([0, 1]\) into \(N\) equal number of sub-intervals with the length of \(h\) is given by
\(0 = s_0, s_1, ..., s_N = 1\) and \(s_i = ih, i = 0, 1, 2, ..., N\). Assume smooth function \(Z(s) = Z^n(s) = Z(s, t_n)\) in the interval \([0, 1]\). From Taylor’s series expansion, we have
\[
Z_{i+1} \approx Z_i + h Z'_i + \frac{h^2}{2!} Z''_i + \frac{h^3}{3!} Z'''_i + \frac{h^4}{4!} Z^{(4)}_i + \frac{h^5}{5!} Z^{(5)}_i + \frac{h^6}{6!} Z^{(6)}_i + \frac{h^7}{7!} Z^{(7)}_i + \frac{h^8}{8!} Z^{(8)}_i,  \\
Z_{i-1} \approx Z_i - h Z'_i + \frac{h^2}{2!} Z''_i - \frac{h^3}{3!} Z'''_i + \frac{h^4}{4!} Z^{(4)}_i - \frac{h^5}{5!} Z^{(5)}_i + \frac{h^6}{6!} Z^{(6)}_i - \frac{h^7}{7!} Z^{(7)}_i + \frac{h^8}{8!} Z^{(8)}_i.  
\]
(11)

Combining the result in (11), we arrive at
\[
Z_{i-1} - 2Z_i + Z_{i+1} = \frac{2h^2}{2!} Z''_i + \frac{2h^4}{4!} Z^{(4)}_i + \frac{2h^6}{6!} Z^{(6)}_i + \frac{2h^8}{8!} Z^{(8)}_i + O(h^{10}),  \\
Z''_{i-1} - 2Z''_i + Z''_{i+1} = \frac{2h^2}{2!} Z''_i + \frac{2h^4}{4!} Z^{(6)}_i + \frac{2h^6}{6!} Z^{(8)}_i + \frac{2h^8}{8!} Z^{(10)}_i + O(h^{12}).  
\]
(12)

where \(P(s, t_n) = a(s) + c(s, t_n) + \frac{1 - c(s, t_n)}{\Delta t}\), and
\(R(s, t_n) = g(s, t_n) + \frac{1 - c(s, t_n)}{\Delta t} Z^{n-1}(s)\) with the boundary
\[Z^n(0) = \psi_f(t_n), \quad Z^n(1) = \psi_r(t_n), \quad 0 \leq n \leq M. \]
(7)

Now, we rewrite (6) as
\[-\varepsilon \frac{d^2 Z(s)}{ds^2} + b(s, t_n) \frac{dZ(s)}{ds} + P(s, t_n) Z(s) = R(s, t_n), \]
(8)
where \(Z(s) = Z^n(s) = Z(s, t_n)\). At each time step the local error is defined as \(e_n(s) := z(s, t_n) - Z^n(s), 0 \leq n \leq M\).

**Lemma 3.1** The local error estimate in the temporal direction satisfies the bound
\[\|e_n\| \leq C_1 (\Delta t)^2, \]
and the global error at nth time level satisfies the bound
\[\|E_n\| \leq C (\Delta t). \]
(9)

**Proof** Refer from the Appendix section. □

**Lemma 3.2** For \(0 \leq n \leq M - 1\), the solution of (6)–(7), satisfies the bound
\[\left| \frac{d^r Z^n(s)}{ds^r} \right| \leq C \left( 1 + e^{-r} \exp \left( -\frac{\beta}{\varepsilon} (s) \right) \right), \]
\(s \in \Omega_{t_n}, 0 \leq r \leq 4. \)
(10)

**Proof** For the proof see [22]. □

Using (12), we get \(\frac{h^4}{12} Z^{(6)}_i\) and, we obtain
\[
Z_{i-1} - 2Z_i + Z_{i+1} = \frac{h^2}{30} (Z''_{i-1} + 28Z''_i + Z''_{i+1}) + \zeta,  
\]
(13)
where \(\zeta = \frac{h^4}{2048} Z^{(4)}_i - \frac{13h^8}{3024000} Z^{(8)}_i + O(h^{10})\). Using (8), we get
\[-\varepsilon Z''_{i+1} = -b(s_{i+1}, t_n) Z'_{i+1} - P(s_{i+1}, t_n) Z_{i+1} + R(s_{i+1}, t_n), \]
\[-\varepsilon Z'_i = -b(s_i, t_n) Z'_i - P(s_i, t_n) Z_i + R(s_i, t_n), \]
\[-\varepsilon Z''_{i-1} = -b(s_{i-1}, t_n) Z''_{i-1} - P(s_{i-1}, t_n) Z_{i-1} + R(s_{i-1}, t_n). \]
(14)

Next, using the non-symmetric finite difference schemes we approximate \(Z''_{i+1}\) and \(Z''_{i-1}\) as
\[
Z'_i = \frac{Z_{i+1} - Z_{i-1}}{2h} + O(h^2), \quad Z''_i = \frac{3Z_{i+1} - 4Z_i + Z_{i-1}}{2h} - h Z'_i + O(h^2), \]
(15)
\[
Z''_{i-1} = \frac{-Z_{i+1} + 4Z_i - 3Z_{i-1}}{2h} + h Z'_i + O(h^2). \]

Substituting (15) into (14) and substituting the resulting equation into (13) after simplifying, we obtain

\[
Z_{i+1} = Z_{i-1} + 2h Z'_i + 6h Z''_i + O(h^2), \quad 0 \leq i \leq M - 1. \]

Using (12), we get \(\frac{h^4}{12} Z^{(6)}_i\) and, we obtain
\[
Z_{i-1} - 2Z_i + Z_{i+1} = \frac{h^2}{30} (Z''_{i-1} + 28Z''_i + Z''_{i+1}) + \zeta,  
\]
(13)
where \(\zeta = \frac{h^4}{2048} Z^{(4)}_i - \frac{13h^8}{3024000} Z^{(8)}_i + O(h^{10})\). Using (8), we get
\[-\varepsilon Z''_{i+1} = -b(s_{i+1}, t_n) Z'_{i+1} - P(s_{i+1}, t_n) Z_{i+1} + R(s_{i+1}, t_n), \]
\[-\varepsilon Z'_i = -b(s_i, t_n) Z'_i - P(s_i, t_n) Z_i + R(s_i, t_n), \]
\[-\varepsilon Z''_{i-1} = -b(s_{i-1}, t_n) Z''_{i-1} - P(s_{i-1}, t_n) Z_{i-1} + R(s_{i-1}, t_n). \]
(14)
\[
\begin{align*}
- \left( \frac{\varepsilon - bb(s_{i-1}, t_n)}{30} + \frac{bb(s_{i+1}, t_n)}{30} \right) \left( Z_{i-1} - 2Z_i + Z_{i+1} \right) \\
+ \frac{b(s_{i-1}, t_n)}{60h} (-3Z_{i-1} + 4Z_i - Z_{i+1}) \\
+ \frac{2bb(s_{i-1}, t_n)}{60h} (Z_{i+1} - Z_{i-1}) \\
+ \frac{b(s_{i+1}, t_n)}{60h} (Z_{i-1} - 4Z_i + 3Z_{i+1}) + \frac{p(s_{i-1}, t_n)}{30} Z_i \\
+ \frac{28P(s_i, t_n)}{30} Z_i + \frac{p(s_{i+1}, t_n)}{30} Z_{i+1} \\
= \frac{1}{30} (R(s_{i-1}, t_n) + 28R(s_i, t_n) + R(s_{i+1}, t_n)).
\end{align*}
\]

\[(16)\]

**Computing the exponential fitting factor**

In this part, we introduce the fitting factor \( \sigma \) and for the obtained scheme of (6)–(7) at \((i, n)th\) level. As the theory of singular perturbation given in [9, 23], the zero order asymptotic solution of the problem of the form

\[
\begin{align*}
- \varepsilon Z''(s) + b(s)Z + p(s)Z(s) = q(s), & \quad s \in \Omega_z = (0, 1), \\
Z(0) = \alpha_l, \quad Z(1) = \alpha_r,
\end{align*}
\]

is given by

\[
Z(s) \approx Z_0(s) + \frac{b(0)}{b(s)} (\alpha_l - Z_0(0)) \exp \left( - \int_0^s \left( \frac{b(s)}{\varepsilon} - \frac{p(s)}{b(s)} \right) ds \right) + O(\varepsilon).
\]

\[(17)\]

From Taylor’s series expansion for \( b(s) \) and \( p(s) \) restricting to their first terms about \( s = 0 \) and the simplified form gives

\[
Z(s) = Z_0(s) + (\alpha_l - Z_0(0)) \exp \left( - \frac{b(0)}{\varepsilon} s \right),
\]

\[(19)\]

where \( Z_0 \) is the reducible problem solution. Considering \( h \) is fairly small and solving the result in (19) at \( s_i \) which gives

\[
Z(s_i) = Z(ih) = Z_0(0) + (\alpha_l - Z_0(0)) \exp(-b(0)i\rho),
\]

where \( \rho = \frac{h}{\varepsilon} \). We present an exponentially fitting factor \( \sigma \) of the scheme (16)

\[
- \frac{\sigma}{\rho} \lim_{h \to 0} (Z_{i-1} - 2Z_i + Z_{i+1}) \\
+ \frac{b_0(t_n)}{60} \lim_{h \to 0} (-3Z_{i-1} + 4Z_i - Z_{i+1}) \\
+ \frac{28b_0(t_n)}{60} \lim_{h \to 0} (Z_{i+1} - Z_{i-1}) \\
+ \frac{b_0(t_n)}{60} \lim_{h \to 0} (Z_{i-1} - 4Z_i + 3Z_{i+1}) = 0.
\]

\[(21)\]

Using the results in (19) and simplifying, we obtain

\[
\frac{\sigma}{\rho} \left( e^{b(0)\rho} + e^{-b(0)\rho} - 2 \right) = \frac{b_0(t_n)}{60} \left( -30e^{b(0)\rho} + 30e^{-b(0)\rho} \right).
\]

\[(22)\]
where
\[ L_{\Delta t} Z_i^n = -(\frac{\varepsilon \sigma - hb(s_{i-1}, t_n)}{30} + \frac{hb(s_{i+1}, t_n)}{30}) \]
\[ \frac{Z_i^{n+1} - 2Z_i^n + Z_{i-1}^n}{h^2} \]
\[ + \frac{b(s_{i-1}, t_n)}{60h} (-3Z_{i-1}^n + 4Z_i^n - Z_{i+1}^n) \]
\[ + \frac{28b(s_i, t_n)}{60h} (Z_{i+1}^n - Z_i^n) \]
\[ + \frac{b(s_{i+1}, t_n)}{60h} (Z_{i-1}^n - 4Z_i^n + 3Z_{i+1}^n) \]
\[ + \frac{28P(s_i, t_n)}{30} Z_{i-1}^n + \frac{P(s_{i+1}, t_n)}{30} Z_{i+1}^n. \]

In the explicit form, we write
\[ r_i^{-} Z_{i-1}^n + r_i^{0} Z_i^n + r_i^{+} Z_{i+1}^n = H_i^n, \]  
(25)
where
\[ r_i^{-} = -\frac{1}{h^2} \left( \varepsilon \sigma - \frac{hb(s_{i-1}, t_n)}{30} + \frac{hb(s_{i+1}, t_n)}{30} \right) \]
\[ - \frac{3b(s_{i-1}, t_n)}{60h} + \frac{P(s_{i-1}, t_n)}{30} \]
\[ - \frac{28b(s_i, t_n)}{60h} + \frac{b(s_{i+1}, t_n)}{60h}, \]
\[ r_i^{0} = \frac{2}{h^2} \left( \varepsilon \sigma - \frac{hb(s_{i-1}, t_n)}{30} + \frac{hb(s_{i+1}, t_n)}{30} \right) \]
\[ - \frac{4b(s_{i+1}, t_n)}{60h} + \frac{28P(s_i, t_n)}{30} \]
\[ r_i^{+} = -\frac{1}{h^2} \left( \varepsilon \sigma - \frac{hb(s_{i-1}, t_n)}{30} + \frac{hb(s_{i+1}, t_n)}{30} \right) \]
\[ - \frac{b(s_{i-1}, t_n)}{60h} + \frac{28b(s_i, t_n)}{60h} \]
\[ + \frac{3b(s_{i+1}, t_n)}{60h} + \frac{P(s_{i+1}, t_n)}{30}, \]
\[ H_i^n = \frac{1}{30} (R(s_{i-1}, t_n) + 28R(s_i, t_n) + R(s_{i+1}, t_n)). \]  
(26)

### Stability and convergence analysis

In this part, for the developed scheme of (24) we take to prove the discrete comparison principle.

**Lemma 3.3** There is a comparison scheme \( v_i^n \) such that \( L_{\Delta t} Z_i^n \leq L_{\Delta t} v_i^n \) for \( 1 \leq i \leq N - 1 \) and if \( Z_0^n \leq v_0^n \) and \( Z_N^n \leq v_N^n \), then \( Z_i^n \leq v_i^n \) for \( 1 \leq i \leq N \).

**Proof** The discrete operator \( L_{\Delta t} Z_i^n \) is matrix of size \((N + 1) \times (N + 1)\) with its entries for \( 1 \leq i \leq N - 1 \) are \( r_i^{-} \), \( r_i^{0} \), and \( r_i^{+} \). We observe that...
\[ |r_i^-| > 0, |r_i^0| > 0, |r_i^+| > 0 \text{ and } |r_i^0| \geq |r_i^-| + |r_i^+|, \]
giving that the matrix is diagonally dominant. Then, it satisfies the property of \( M \) matrix. Thus, the non-negative inverse of the matrix exists. So, it guarantees the existence of unique discrete solution \[22, 24]. \]

**Lemma 3.4 (Stability result)** If the solution of (24) be \( Z^n \), then it satisfies

\[
|Z^n| \leq \frac{\|L^{\Delta t,h}Z^n\|}{\xi} + \max(|\psi(t_n)|, |\psi_r(t_n)|),
\]

\[
\begin{align*}
\left| \frac{dZ^n(s_{i-1})}{ds} \right| - \left| \frac{dZ^n(s_i)}{ds} \right| + \left| \frac{dZ^n(s_{i+1})}{ds} \right| & \leq Ch^2 \left| \frac{d^3Z^n(s_i)}{ds^3} \right|, \\
\left| \frac{dZ^n(s_i)}{ds} \right| & \leq Ch^2 \left| \frac{d^3Z^n(s_i)}{ds^3} \right| + \left| \frac{d^2Z^n(s_i)}{ds^2} \right|,
\end{align*}
\]

\[
|Z^n| \leq \frac{\|L^{\Delta t,h}Z^n\|}{\xi} + \max(|\psi(t_n)|, |\psi_r(t_n)|),
\]

where \( P(s_i, t_n) \geq \xi > 0 \).

**Proof** Let \( \Pi = \frac{L^{\Delta t,h}Z^n}{\xi} + \max(|\psi(t_n)|, |\psi_r(t_n)|) \) and set the barrier functions \( \delta_{t_n}^\pm = \Pi \pm Z^n_i \). On the boundaries, we obtain \( \delta_{t_n}^\pm = \Pi \pm Z^n_i = \frac{L^{\Delta t,h}Z^n}{\xi} + \max(|\psi(t_n)|, |\psi_r(t_n)|) \pm \psi(t_n) \geq 0 \).

On the discretized spatial domain, \( s_i < i < N - 1 \), we have

\[
\left| \frac{d}{ds} \delta_{t_n}^\pm Z^n(s_i) \right| \leq Ch^2 \left| \frac{d^3Z^n(s_i)}{ds^3} \right|, \quad \left| \frac{d^2Z^n(s_i)}{ds^2} \right| \leq C \left| \frac{d^3Z^n(s_i)}{ds^3} \right|,
\]

where \( |Z^{(k)}(s_i)| = \max_k |Z^{(k)}(s_i)|, k = 2, 3, 4 \).

From the discrete comparison principle, we get \( \delta_{t_n}^\pm \geq 0 \), \( i = 0, 1, 2, ..., N \). Hence, the necessary bound is satisfied.

**Lemma 3.5** If \( v_i^n \) be any mesh function such that \( v_0^n = v_N^n = 0 \). Then it satisfies

\[
|v_i^n| \leq \frac{1}{\xi} \max_m |L^{\Delta t,h}v_i^n|.
\]

Using Taylor's series approximation, we have the bounds

\[
|Z^n| \leq \frac{\|L^{\Delta t,h}Z^n\|}{\xi} + \max(|\psi(t_n)|, |\psi_r(t_n)|),
\]

where \( |Z^{(k)}(s_i)| = \max_k |Z^{(k)}(s_i)|, k = 2, 3, 4 \).

In the next theorem we bound the truncation error in space direction discretization.

**Theorem 3.1** Consider the sufficiently smooth functions \( a(s), b(s, t_n) \) and \( c(s, t_n) \) of (6–7) so that \( Z^n(s) \in C^4[0, 1] \). Then, the solution \( Z^n_i \) of (24) satisfies the bound

\[
\left| L^{\Delta t,h}(Z^n(s_i) - Z^n_i) \right| \leq \frac{Ch^2}{h + \varepsilon} \left( 1 + \varepsilon^{-3} \exp \left( -\frac{\beta}{\varepsilon} \right) \right).
\]
Proof  In the spatial direction the local truncation error is given by

\[
\left| L^{\Delta t, h} (Z^n(s_i) - Z^n_i) \right| = \left| -\varepsilon \left( \frac{d}{ds} - \sigma \delta^2_s \right) Z^n(s_i) + \frac{b(s_{i-1}, t_n)}{60h} \right| \left( \frac{dZ^n(s_{i-1})}{ds} - \left( \frac{-Z^n_{i+1} + 4Z^n_i - 3Z^n_{i-1}}{2h} + h \frac{d^2Z^n(s_i)}{ds^2} \right) \right) + \frac{28b(s_i, t_n)}{60h} \left( \frac{d}{ds} - \delta^0_s \right) Z^n(s_i) + \frac{b(s_{i+1}, t_n)}{60h} \right| \left( \frac{dZ^n(s_{i+1})}{ds} - \left( \frac{3Z^n_{i+1} - 4Z^n_i + Z^n_{i-1}}{2h} - h \frac{d^2Z^n(s_i)}{ds^2} \right) \right) \leq \left| \varepsilon \left( \frac{b(s_i, t_n)}{2} \coth \left( \frac{b(0)}{2} \right) - 1 \right) \delta^2_s Z^n(s_i) \right| + \left| \varepsilon \left( \frac{d^2}{ds^2} - \delta^2_s \right) Z^n(s_i) \right| + \left| b(s_{i-1}, t_n) \left( \frac{dZ^n(s_{i-1})}{ds} - \left( \frac{-Z^n_{i+1} + 4Z^n_i - 3Z^n_{i-1}}{2h} + h \frac{d^2Z^n(s_i)}{ds^2} \right) \right) \right| + \frac{28b(s_i, t_n)}{60h} \left( \frac{d}{ds} - \delta^0_s \right) Z^n(s_i) + \frac{b(s_{i+1}, t_n)}{60h} \right| \left( \frac{dZ^n(s_{i+1})}{ds} - \left( \frac{3Z^n_{i+1} - 4Z^n_i + Z^n_{i-1}}{2h} - h \frac{d^2Z^n(s_i)}{ds^2} \right) \right) \right|,
\]

where \( \sigma = b(s_i, t_n) \frac{\rho}{2} \coth(b(0) \frac{\rho}{2}) \) and \( \rho = \frac{\varepsilon}{h} \).

Generally, \( \forall \rho > 0 \), we put as

\[
C_1 \frac{\rho^2}{\rho + 1} \leq \rho \coth(\rho) - 1 \leq C_2 \frac{\rho^2}{\rho + 1},
\] (31)

For the constants \( C_1 \) and \( C_2 \) we have

\[
| \rho \coth(\rho) - 1 | \leq C_1 \rho^2, \quad \text{for} \quad \rho \leq 1. \quad \text{For} \quad \rho \to \infty, \quad \text{since} \quad \lim_{\rho \to \infty} \coth(\rho) = 1 \quad \text{which gives} \quad | \rho \coth(\rho) - 1 | \leq C_1 \rho.
\]
we obtain
\[ \varepsilon [b(s_i, t_n)] \left( \frac{O}{2} \right) \coth \left( \frac{b(0)}{2} \right) - 1 \leq \frac{\varepsilon (h/\varepsilon)^2}{h + 1} = \frac{h^2}{h + \varepsilon}. \]

Using the bound for the difference of the derivatives in (29) and (32), we obtain
\[ \|L^{\Delta t,h}(Z^n(s_i) - Z^n_i)\| \leq \frac{Ch^2}{h + \varepsilon} \left\| \frac{d^2Z^n(s_i)}{ds^2} \right\| + C\varepsilon \left\| \frac{d^3Z^n(s_i)}{ds^3} \right\| + Ch^2 \left\| \frac{d^4Z^n(s_i)}{ds^4} \right\|. \]

From Lemma 3.2, we obtain the bound for the derivatives
\[ \|L^{\Delta t,h}(Z^n(s_i) - Z^n_i)\| \leq \frac{Ch^2}{h + \varepsilon} \left( 1 + \varepsilon^{-2} \exp \left( -\frac{\beta}{\varepsilon} s_i \right) \right) + Ch^2 \left[ \left( 1 + \varepsilon^{-3} \exp \left( -\frac{\beta}{\varepsilon} s_i \right) \right) + \left( \varepsilon + \varepsilon^{-3} \exp \left( -\frac{\beta}{\varepsilon} s_i \right) \right) \right]. \]

Evidently, \( \varepsilon^{-2} \leq \varepsilon^{-3} \), then we obtain
\[ \|L^{\Delta t,h}(Z^n(s_i) - Z^n_i)\| \leq \frac{Ch^2}{h + \varepsilon} \left( 1 + \varepsilon^{-3} \exp \left( -\frac{\beta}{\varepsilon} s_i \right) \right) \] thus, it gives the desired bound.

**Theorem 3.2** Let \( Z^n_i \) be the solution of (24), then we have the following uniform error bound
\[ \sup_{\varepsilon \in (0,1)} \max_i |Z^n(s_i) - Z^n_i| \leq Ch, i = 0, 1, 2, \ldots, N. \] \[ \boxed{(35)} \]

**Proof** Plugging the result in Lemma 3.6 into (30), we arrive at
\[ \|L^{\Delta t,h}(Z^n(s_i) - Z^n_i)\| \leq \frac{Ch^2}{h + \varepsilon}. \] \[ \boxed{(36)} \]

Hence, the result leads \( |Z^n(s_i) - Z^n_i| \leq \frac{Ch^2}{h + \varepsilon} \). Using the sup over all \( \varepsilon \in (0, 1] \), we get

\[ \sup_{\varepsilon \in (0,1)} \max_i |Z^n(s_i) - Z^n_i| \leq Ch. \] \[ \boxed{(37)} \]

From the preceding theorem for the case when \( \varepsilon > h \), the obtained scheme gives second order uniformly convergent. For the case when \( \varepsilon \ll h \), the scheme is first order uniformly convergent in spatial direction.

**Lemma 3.6** For a fixed mesh and as \( \varepsilon \to 0 \), it gives
\[ \lim_{\varepsilon \to 0} \max_i \frac{\exp (-\beta s_i / \varepsilon^n)}{\varepsilon^n} = 0, \quad n = 1, 2, 3, \ldots. \] \[ \boxed{(34)} \]

where \( s_i = ih \), \( 1 \leq i \leq N - 1 \).

**Proof** The proof is considered in [9].

**Theorem 3.3** Let \( z \) and \( Z \) are the solutions of (1) and (24) respectively, then we have the following uniform error bound
\[ \sup_{\varepsilon \in (0,1)} |z - Z| \leq C(h + (\Delta t)). \] \[ \boxed{(38)} \]
Proof The proof can be done by the combination of Lemma 3.1 and Theorem 3.2.

Numerical results and discussions
In this part, we are considering two model examples to validate the theoretical results obtained by the proposed method. If the exact solutions of the considered examples are not known the maximum pointwise error is estimated by using the double mesh principle. So, the maximum pointwise error is calculated by $E_{M}^{N} = \max_{j,u} |Z_{j,u}^{N,M} - Z_{j,u}^{2N,2M}|$, and the $\epsilon$-uniform error is estimated by $E_{\epsilon}^{N,M} = \max_{j,u}(E_{\epsilon}^{N,M})$. The rate of convergence is calculated by $r_{\epsilon}^{N,M} = \log 2(E_{\epsilon}^{N,M} / E_{\epsilon}^{2N,2M})$, and the $\epsilon$-uniform rate of convergence of the proposed scheme with the results of the existing published work of [14] is given. As one observes, the developed scheme gives more accurate result than the scheme in [14].

Example 4.1 Consider the problem
\[
\frac{\partial u}{\partial t} - \frac{\partial (2 + x^2)\frac{\partial u}{\partial x}}{\partial x} + xu(x,t) + u(x,t - \tau) = 0, \quad (x,t) \in (0,1) \times (0,2)
\]
with interval condition $u(x,t) = 0$, on $(x,t) \in [0,1] \times [-\tau,0]$ and the boundary conditions $u(0,t) = 0$ and $u(1,t) = 0$, $t \in (0,2)$.

Example 4.2 Consider the problem
\[
\frac{\partial u}{\partial t} - \frac{\partial (2 + x^2)\frac{\partial u}{\partial x}}{\partial x} = 10^2 \exp(-t)x(1-x),
\]
\[(x,t) \in (0,1) \times (0,2) \text{ with interval condition } u(x,t) = 0, \text{ on } (x,t) \in [0,1] \times [-\tau,0] \text{ and the boundary conditions } u(0,t) = 0 \text{ and } u(1,t) = 0, \quad t \in (0,2).
\]

For different values of $\epsilon$ and an equal number of mesh points the maximum pointwise error, $\epsilon$ -uniform error and $\epsilon$-uniform rate of convergence of the proposed method are displayed in Tables 1 and 2. We observe from these Tables, as $\epsilon \to 0$, the maximum pointwise error after showing increment remains uniform. This shows that the scheme is stable and uniformly convergent irrespective of the values of $\epsilon$. The $\epsilon$-uniform error and $\epsilon$-uniform rate of convergence of the method are indicated in the last rows of each Tables and it confirms that the numerical results agree with the theoretical result.

In Fig. 1, we show the numerical solution of the scheme for Example 4.1 for different values of $\epsilon$. From these Figures, it can be seen that a strong boundary layer is created on the left side of the spatial domain for small $\epsilon$.

In the last section of Table 1, the comparison of the proposed scheme with the results of the existing published work of [14] is given. As one observes, the developed scheme gives more accurate result than the scheme in [14].

Conclusion
We developed a numerical scheme to solve a singularly perturbed parabolic convection-diffusion equation that exhibits a boundary layer. The proposed scheme consists of the backward-Euler method in the time direction and an exponentially fitted finite difference scheme for the spatial direction. Using the comparison principle, the stability of the discrete scheme is examined and analysed. The uniform convergence of the scheme is discussed theoretically. To validate the theoretical finding of the scheme, we considered two model examples and the numerical results are given by applying maximum pointwise absolute error, $\epsilon$-uniform error and $\epsilon$-uniform rate of convergence in Tables. The proposed method contributes more accurate, stable and $\epsilon$-uniform numerical result with linear order of convergence.

Limitations
- The proposed scheme is not layer resolving method since there is no sufficient number of mesh points in the boundary layer region.

Appendix
Proof of Lemma 3.1 Since the function $Z^n(s)$ satisfies

\[
(1 - \tau c(s,t_0) + \Delta tL)Z^n(s) - \Delta g(s,t_0) = Z^{n-1}(s)
\]

\[
Z(t_{n-1}) = (1 - \tau c(t_n) + \Delta tL)Z(t_n) - \Delta g(t_n)
\]

\[
+ \int_{t_{n-1}}^{t_n} (t_{n-1} - s) \frac{\partial^2 Z(s)}{\partial t^2} ds
\]

\[
= (1 - \tau c(t_n) + \Delta tL)Z(t_n) - \Delta g(t_n) + O(\Delta t^2)
\]

Then $e_n(s)$ is the solution of boundary value problem of type

\[
((1 - \tau c(s,t_0)) + \Delta tL)e_n(s) = O(\Delta t^2).
\]

$e_n(0) = 0 = e_n(1)$ by minimum principle, we obtain $\|e_n\| \leq C_1(\Delta t^2)$. Taking the summation of all local error estimate up to $n^{th}$ time step the global error estimate is given by

\[
\|e_n\| = \left\| \sum_{l=1}^{n} e_l \right\| \leq \|e_1\| + \|e_2\| + \|e_3\| + \ldots + \|e_n\|
\]

\[
\leq C_1 T(\Delta t), \quad \text{since } (n)\Delta t \leq T
\]

\[
= C(\Delta t), \quad \text{where } C_1 T = C,
\]

where $C$ is a constant not depends on $\epsilon$ and $\Delta t$.
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