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**Abstract**—This work considers the optimization of the composition of functions in a nested form over Riemannian manifolds where each function contains an expectation. This problem type is gaining popularity in applications such as policy evaluation in reinforcement learning or model customization in meta-learning. The standard Riemannian stochastic gradient methods for non-compositional optimization cannot be directly applied as the stochastic approximation of the inner functions creates biases in the gradients of the outer functions. For two-level composition optimization, we present a Riemannian Stochastic Composition Gradient Descent (R-SCGD) method that finds an approximate stationary point, with expected squared Riemannian gradient smaller than \(c\), in \(O(c^{-2})\) calls to the stochastic gradient oracle of the outer function and stochastic function and gradient oracles of the inner function.

**I. INTRODUCTION**

We consider optimizing the nested composition of functions over Riemannian manifolds. The two-level composition optimization problem has the form

\[
\min_{x \in \mathcal{M}} F(x) = \mathbb{E}_\xi[f_\xi(\mathbb{E}_\phi[g_\phi(x)])] \quad (1)
\]

where \(g_\phi : \mathcal{M} \to \mathcal{N} \) is a smooth map, \(\mathcal{M}\) and \(\mathcal{N} \subseteq \mathcal{E}\) are Riemannian manifolds, \(\mathcal{E}\) is a Euclidean space, \(f_\xi : \mathcal{E} \to \mathbb{R}\) is a continuously differentiable function, and \(\xi\) and \(\phi\) are independent random variables [2]. With a slight abuse of notation, we denote \(\mathbb{E}_\xi[f_\xi(\cdot)], \mathbb{E}_\phi[g_\phi(\cdot)]\) by \(f(\cdot)\) and \(g(\cdot)\), respectively. We assume throughout the paper that there exists at least one global optimal solution \(x^* \in \mathcal{M}\) to problem (1). We do not require either the outer function \(f_\xi\) or the inner function \(g_\phi\) to be (geodesically) convex or monotone. As a result, the composition problem cannot be reformulated into a saddle point problem in general [74]. The Riemannian stochastic gradient method [16] cannot be applied to solve (1) since the stochastic gradient \(\nabla f_\xi\) evaluated at the stochastic function value \(g_\phi\) does not result in an unbiased estimate of \(\nabla F(x)\) [52]. Hence, a special algorithmic setup is required to tackle this type of problem.

The stochastic compositional optimization finds applications in reinforcement learning for policy evaluation, meta-learning, stochastic minimax problems, dynamic programming and risk-averse problems [11], [12], [28], [26], [59]. The Riemannian manifold constraint arises due to 1) recent reformulation of some nonconvex problems as geodesically convex problems over manifolds [76], [63], 2) significant computational or performance gains in introducing manifold constraints in some applications, e.g., training deep neural networks by enforcing hidden-layer weight matrices to belong to Stiefel manifolds [9], [68], [10], [70], [3] new optimization problems that intrinsically involve manifold constraints [3], [32], [30], [62].

Below, we present a policy evaluation problem in reinforcement learning which has two-level nested compositional form over Riemannian manifolds as (1).

**Motivating example.** In reinforcement learning, finding the value function of a given policy is often referred to as policy evaluation problem [21], [64], [59]. Suppose there are \(S\) states with the state variable \(s \in \mathbb{R}^d\) and denote the policy of interest by \(\pi\). Let \(V^\pi \in \mathbb{R}^S\) denote the value function, where \(V^\pi(s)\) represents the value of state \(s\) under policy \(\pi\). The Bellman equation that should be satisfied by the optimal policy is

\[
V^\pi(s) = \mathbb{E}[r_{s,s'} + \rho V^\pi(s')] \forall s,s' \in \{1, \ldots, S\}, \quad (2)
\]

where \(\rho < 1\) is a discount factor, \(r_{s,s'}\) is the reward of transition from state \(s\) to state \(s'\), and the expectation is taken over all possible future states \(s'\) conditioned on current state \(s\) and the policy \(\pi\). In the blackbox simulation environment, the transition and reward matrices are unknown but can be sampled. Furthermore, a large number of states \(S\) makes solving the Bellman equation directly impractical. Therefore, we model the value function with Gaussian basis functions (see [14]) and consider an iterative procedure to estimate the parameters. In particular, we assume that \(V^\pi(s) \approx \sum_{i=1}^{D} w_i N(s; \mu_i, \Sigma_i), \quad D \ll S\). We denote \(\sum_{i=1}^{D} w_i N(s; \mu_i, \Sigma_i)\) by \(\phi(s; \Lambda)\), where \(\Lambda \triangleq \{\{w_i\}, \{\mu_i\}, \{\Sigma_i\}\}_{i=1}^{D}\) is the set of all parameters.

The policy evaluation problem is formulated as

\[
\min_{\Lambda} \sum_{s} \left[\phi(s; \Lambda) - \sum_{s'} \mathbb{E}[\hat{P}_{s,s'}] \left(\mathbb{E}[\hat{r}_{s,s'}] + \rho \phi(s'; \Lambda)\right)\right]^2 \quad (3)
\]

where the optimization variables are on the product of the Euclidean spaces and the manifolds of positive definite matrices. Problem (3) is an instance of (1) with \(f(\cdot) = \| \cdot \|^2\) and function \(g\) defined as \(g : \mathbb{R}^D \times \mathbb{R}^{D \times d} \times \mathcal{M}^D \to \mathbb{R}^S, \{\{w_i\}, \{\mu_i\}, \{\Sigma_i\}\}_{i=1}^{D} \mapsto \{g_1, \ldots, g_S\}\).

\[
g_s \triangleq \phi(s; \Lambda) - \sum_{s'} \mathbb{E}[\hat{P}_{s,s'}] \left(\mathbb{E}[\hat{r}_{s,s'}] + \rho \phi(s'; \Lambda)\right). \quad (4)
\]

Note that the outer function \(f\) in (1) is the deterministic function 2-norm square in this example.
A. Related work

This work stems from two different lines of research: 1. Manifold optimization, 2. Stochastic compositional optimization in Euclidean setting which are briefly reviewed below.

a) Manifold optimization.

The stochastic gradient descent (SGD) method over manifolds was first studied in [16] which proved Riemannian SGD converges to a critical point of the problem. Under geodesic convexity, [76] developed the first global complexity of first-order methods (in general) and established $O(1/k^2)$ complexity to attain an $\epsilon$-optimal solution, i.e., $f(x^k) - f^* \leq \epsilon$, for Riemannian SGD. In the Euclidean setting, many variance reduction techniques have been proposed to improve the sample complexity of SGD [53], [36], [69], [22], [50], [8]. As a generalization of [36], the Riemannian stochastic variance-reduced gradient descent (R-SVRG) method was developed in [75], establishing the linear rate for geodesically strongly convex functions. An extension of Riemannian SVRG with computationally more efficient retraction and vector transport was developed in [56]. In [60], authors adapted the Polyak-Ruppert iterate averaging over Riemannian manifolds [54], [48] reaching $O(1/k)$ rate. The Riemannian version of the stochastic recursive gradient method [46] was proposed in [38]. [37] proposed the adaptive gradient method with the convergence rate of $O(\log(k)/\sqrt{k})$.

Besides the stochastic gradient methods, numerous deterministic algorithms for Euclidean unconstrained optimization [47], [55] have also been generalized to Riemannian settings [2], [61], [17] - see, for instance, gradient descent [76], the Nesterov’s accelerated method [45], [77], [6], [7], proximal gradient method [34], Frank-Wolfe method [67], non-linear conjugate gradient method [58], [57], BFGS [51], Newton’s method [4], [38], trust-region method [1] and cubic regularized method [79], [5], [80].

b) Stochastic compositional optimization.

The stochastic compositional optimization is closely related to the classical SGD and stochastic approximation (SA) methods [52], [39], [40]. When the outer function $f$ is linear, the problem reduces to the standard stochastic non-compositional setting which has been extensively studied. While the problem is indeed compositional with two expected-value functions, [25] applied a simple two-timescale SA scheme, showing its convergence under basic assumptions.

The first nonasymptotic analysis for the stochastic compositional optimization appeared in [64], which uses two sequences of stepsizes in two different timescales: a slower one $\alpha_k$ for updating the optimization variable $x$ and a faster one $\beta_k$ for tracking the value of the inner function. Their analysis requires $\alpha_k/\beta_k \to 0$ as $k \to \infty$. For problems with smooth and convex composition objectives, their algorithm converges at a rate of $O(k^{-2/7})$, and with the rate of $O(k^{-4/5})$ in the strongly convex case, where $k$ represents the number of queries to the stochastic first-order oracles. The first finite-sample error bound is improved in [65] to $O(k^{-4/9})$ for convex and nonconvex settings. While most methods rely on the two-timescale stepsizes, the single timescale algorithm was recently developed in [27], achieving the sample complexity of $O(1/\epsilon^2)$ to find an $\epsilon$-approximate stationary point. Furthermore, [20] proposed a single-loop loop algorithm, without any need for accuracy-dependent stepsizes or increasing batch size, that can achieve the sample complexity of $O(1/\epsilon^2)$ as in [20] (or classic SGD for non-compositional problems).

In addition to the general stochastic optimization, the special setting with finite-sum structure recently gained popularity. The variants of the algorithm in [64] for finite-sum setting have been proposed in [42], [15], [23], [44], [71]. Furthermore, the stochastic compositional problem with certain nonsmooth components was investigated in [35], [81], [78]. A key feature of these works involves variance reduction techniques, which help to achieve better performance for finite-sum stochastic compositional problems. As these methods usually require increasing batch size, it is not possible to directly use them for general stochastic compositional problems. Stochastic composition optimization over Riemannian manifolds is also considered in [33]. While their RCG algorithm has the same complexity as our R-SCGD, RCG requires minibatch and, hence, does not apply to online setups. In recent work, [29] considers a bilevel optimization over manifolds both at upper and lower levels and shows how composition optimization can be formulated into their framework. While their paper allows the inner function to be a general manifold-valued map, their formulation for composition optimization results in another composition with the Riemannian distance square function.

B. Contributions

The main contributions of this paper are as follows: 1) The paper proposes algorithms to optimize the composition of two functions in the expectation form over Riemannian manifolds. We do not require the outer or inner function to be (geodesically) convex, thereby, broadening the scope of applicable problems. To our knowledge, this is the first work opening the discussion for geodesically nonconvex compositional problems. 2) We provide the sample complexity of the proposed algorithms obtaining $O(1/\epsilon^2)$ for an $\epsilon$-approximate stationary point, i.e., $\|\text{grad}(f(x))\| \leq \epsilon$, which is the same rate as Riemannian SGD for stochastic non-composition problems [30] or the algorithms in [20] and [27] for Euclidean composition problems. This result underscores the efficiency and practicality of our approach, especially in the context of Riemannian manifolds. 3) The proposed algorithm is inspired by the Riemannian extension of the ODE gradient flow presented in [20] for the unconstrained Euclidean setting. Our analysis reveals how manifold geometry affects the standard gradient flow and provides insights for future works. 4) We empirically verify the effectiveness of the proposed algorithm for two-level composition problems in the policy evaluation problem discussed in section I. Finally, we note that the extension of the proposed R-SCGD algorithm for multilevel stochastic compositional problem over Riemannian manifolds is available at [72] and eliminated here due to the page limit.
C. Preliminaries

A Riemannian manifold \((M, g)\) is a real smooth manifold \(M\) equipped with a Riemannian metric \(g\). The metric \(g\) induces an inner product structure in each tangent space \(T_xM\) associated with point \(x \in M\). We denote the inner product of \(u, v \in T_xM\) as \(\langle u \rangle_{x}\), and the norm of \(u\) is defined as \(\|u\| = \sqrt{\langle u \rangle_{x}}\). Given a smooth real-valued function \(f\) on a Riemannian manifold \(M\), the Riemannian gradient of \(f\) at \(x\) is denoted by \(\nabla f(x)\). We use \(\nabla f\) to denote the gradient (or Jacobian) of a scalar (or vector) valued function \(f\) in the Euclidean sense.

Definition 1 (Differential): Given manifolds \(M\) and \(M'\), the differential of a smooth map \(F : M \to M'\) at \(x\) is a linear operator \(DF(x) : T_xM \to T_{F(x)}M'\) defined by:

\[
DF(x)[v] = [t \mapsto F(c(t))],
\]

where \(F \circ c\) is seen as a map into \(M'\).

Definition 2 (Riemannian gradient): Let \(F : M \to \mathbb{R}\) be a smooth function on a Riemannian manifold \(M\). The Riemannian gradient of \(f\) is the vector field \(\nabla f\) on \(M\) such that

\[
\nabla f = \frac{\partial F}{\partial x} = \frac{\partial F}{\partial y},
\]

where \(DF(x)[v] = (F \circ c)'(0)\),

(5)

where \(F \circ c\) is seen as a map into \(M'\).

Definition 3 (Adjoint of an operator): Let \(E\) and \(E'\) be two Euclidean spaces, with inner products \(\langle \cdot \rangle_a\) and \(\langle \cdot \rangle_b\) respectively. Let \(A : E \to E'\) be a linear operator. The adjoint of \(A\) is a linear operator \(A^* : E' \to E\) and we have

\[
\forall u \in E, v \in E', \quad \langle A(u), v \rangle_b = \langle u, A^*(v) \rangle_a.
\]

II. TWO-LEVEL RIEMANNIAN COMPOSITION

We first characterize the Riemannian gradient of the composite function \(F(x)\)

\[
DF(x)[v] = (\langle \cdot \rangle)_{x} - (\langle \cdot \rangle)_{y}.
\]

where \(\nabla f = \partial F/\partial x\), \(\nabla g = \partial F/\partial y\), \(\nabla h = \partial F/\partial z\), and \(\nabla k = \partial F/\partial w\).

Following the standard SGD methodology applied on manifold optimization [52, 16, 75, 76, 30], a promising update is

\[
x^{k+1} = \text{Exp}_x^k(-\alpha(Dg_{g^k}(x^k))^*\nabla f_{k}(g(x^k))),
\]

where \(g^k\) and \(x^k\) are samples drawn at iteration \(k\). Note that \(Dg_{g^k}(x^k)^*\nabla f_{k}(g(x^k))\) is an unbiased estimator of grad \(F(x)\), see Assumption 2.4, but the exact evaluation of \(g(x^k)\), i.e., \(E_{\theta}[g_{\theta}(x^k)]\), is generally not attainable. Furthermore, the stochastic gradient is not unbiased if we replace \(g(x^k)\) by its stochastic estimate \(g_{\theta}(x^k)\). Therefore, the stochastic gradient method cannot be directly applied.

A. Algorithm development motivated by ODE analysis

Below, we provide the intuition behind our algorithm design based on the ODE gradient flow which carefully extends the analysis in [20] to the Riemannian setting.

Let \(t\) denote the time in this subsection. Consider the following ODE

\[
\dot{x}(t) = -\alpha(Dg(x))^*\text{Proj}_{g(x)}\nabla f(y(t)),
\]

for some \(\alpha > 0\). If we set \(y(t) = g(x(t))\), then we have

\[
\frac{d}{dt}f(g(x(t))) = \langle (Dg(x))^*\text{Proj}_{g(x)}\nabla f(g(x(t))), \dot{x}(t) \rangle_x(t) \leq -\frac{1}{\alpha}||\dot{x}(t)||^2_x(t) \leq 0.
\]

In this case, (6) describes a gradient flow that monotonically decreases \(f(g(x(t)))\). However, we can not evaluate \(g(x(t))\) exactly. Instead, we can evaluate \(\nabla f\) at \(y(t) \approx g(x(t))\), and the introduced inexactness results in \(f(g(x(t)))\) loosing its monotonicity:

\[
\frac{d}{dt}f(g(x(t))) = -\frac{1}{\alpha}||\dot{x}(t)||^2_x(t) + \langle (Dg(x))^*\text{Proj}_{g(x)}\nabla f(g(x(t))), \dot{x}(t) \rangle_x(t) \leq -\frac{1}{\alpha}||\dot{x}(t)||^2_x(t) + L_f C_g \|g(x(t)) - y(t)\| \cdot ||\dot{x}(t)||_{x(t)} \leq -\frac{1}{\alpha}||\dot{x}(t)||^2_x(t) + \frac{\alpha C_g L_g^2}{2} \|g(x(t)) - y(t)\|_x^2(t),
\]

where \(L_f\) and \(C_g\) are defined in Assumptions 2.2 and 2.5, respectively. This motivates an energy function,

\[
V(t) = f(g(x(t))) + \|g(x(t)) - y(t)\|^2.
\]

We want \(V(t)\) to monotonically decrease. By substitution, we have

\[
\ddot{V}(t) \leq -\frac{1}{2\alpha}||\dot{x}(t)||^2_x(t) + \frac{\alpha C_g L_g^2}{2} \|g(x(t)) - y(t)\|^2\]

\[
+ 2 \langle y(t) - g(x(t)), \dot{y}(t) - Dg(x(t))\dot{x}(t) \rangle_x(t) \leq -\frac{1}{2\alpha}||\dot{x}(t)||^2_x(t) + \frac{\alpha C_g L_g^2}{2} \|g(x(t)) - y(t)\|^2 + 2 \langle y(t) - g(x(t)), \dot{y}(t) - \beta(y(t) - g(x(t))) \rangle_x(t) - Dg(x(t))\dot{x}(t),
\]
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where $\beta > 0$ is a fixed constant. Following the maximum descent principle of $V(t)$, we are motivated to use the following dynamics

$$
\dot{y}(t) = -\beta(y(t) - g(x(t))) + Dg(x(t))[\dot{x}(t)].
$$

(7)

We approximate $Dg(x(t))[\dot{x}(t)]$ by the first-order Taylor expansion [17], i.e.,

$$
Dg(x(t))[\dot{x}(t)] \approx \gamma_k(g(x^k) - g(x^{k-1})),
$$

where $k$ is the discrete iteration index, and $\gamma_k$ is the weight controlling the approximation.

With the insights gained from (6) and (7), we propose the following stochastic update, which serves as the main components in Algorithm 1.

$$
y^{k+1} = y^k - \beta_k(y^k - g_{\phi_k}(x^k)) + \gamma_k(g_{\phi_k}(x^k) - g_{\phi_k}(x^{k-1})),
$$

$$
x^{k+1} = \exp_{x^k}(-\alpha(Dg_{\phi_k}(x^k))^*\text{Proj}_{g_{\phi_k}(x^k)}\nabla f_{\xi}(y^{k+1})).
$$

Algorithm 1 R-SCGD for two-level problem

**Require:** $x^0$, $y^0$, constant sequences $\{\alpha_k\}$, $\{\beta_k\}$, $\{\gamma_k\}$

1. for $k = 0, \ldots, K - 1$ do
2. Randomly sample $\phi^k$ and $\xi^k$
3. Update inner function estimate $y^{k+1}$ using
   $$
y^{k+1} = y^k - \beta_k(y^k - g_{\phi_k}(x^k)) + \gamma_k(g_{\phi_k}(x^k) - g_{\phi_k}(x^{k-1}))
   $$
4. Update Riemannian gradient of the composition function as
   $$
   \eta^{k+1} = (Dg_{\phi_k}(x^k))^*\text{Proj}_{g_{\phi_k}(x^k)}\nabla f_{\xi}(y^{k+1})
   $$
5. Update $x^{k+1} = \exp_{x^k}(-\alpha_k\eta^{k+1})$
6. end for

**B. Iteration complexity of the two-level R-SCGD method**

With the insights gained from the continuous-time Lyapunov function, our analysis in this section essentially builds on the following discrete-time Lyapunov function

$$
Y^k := F(x^k) - F(x^*) + \|g(x^k) - y^k\|^2,
$$

where $x^*$ is (one of) the optimal solution(s) of the problem (1).

**Assumption 2.1:** Function $F(x) : \mathcal{M} \rightarrow \mathbb{R}$ is geodesically $L_g$-smooth, i.e., $\nabla(x, s) \in \mathcal{T},$

$$
\|P_{\mathcal{T}}\gamma^{-1}\text{grad} F(\exp(s)) - \text{grad} F(x)\| \leq L_g\|s\|,
$$

where $\mathcal{T} \subseteq TM$ is the domain of $\text{Exp}$ and $P_{\mathcal{T}}$ denotes parallel transport along $\gamma(t) = \text{Exp}(t)s$ from $t = 0$ to $t = 1$.

**Assumption 2.2:** Function $f_\xi : E \rightarrow \mathbb{R}$ is $L_f$-smooth, i.e., for all $y, y' \in E$,

$$
\|\nabla f_\xi(y) - \nabla f_\xi(y')\| \leq L_f\|y - y'\|.
$$

(9)

**Assumption 2.3:** Random sample oracle of function value $g_{\phi}(x)$ is an unbiased estimator of $g(x)$ and has bounded variance, i.e.,

$$
\mathbb{E}[g_{\phi}(x)] = g(x),
$$

$$
\mathbb{E}[\|g_{\phi}(x) - g(x)\|^2] \leq V^2.
$$

**Assumption 2.4:** The chain rule holds in expectation, i.e.,

$$
\mathbb{E}[(Dg_{\phi}(x))^*\text{Proj}_{g_{\phi}(x)}\nabla f_{\xi}(g(x)) = (Dg(x))^*\text{Proj}_{g(x)}\nabla f_{\xi}(g(x)).
$$

**Remark 2.1:** If the random sample oracle of derivatives (gradients) satisfies

$$
\mathbb{E}[\|Dg_{\phi}(x)[\eta]\| = Dg(x)[\eta],
$$

$$
\mathbb{E}[(\nabla f_{\xi}(x)] = \nabla f(x),
$$

and with the independence between $\phi$ and $\xi$, Assumption 2.4 holds. See lemma below.

**Lemma 2.1:** If the random sample oracle for derivatives (gradients) satisfies

$$
\mathbb{E}[\|Dg_{\phi}(x)[\eta]\| = Dg(x)[\eta],
$$

and random variable $\phi$ is independent of $\xi$, then

$$
\mathbb{E}[\|Dg_{\phi}(x)[\eta]\| = Dg(x)[\eta],
$$

Assumption 2.5: The stochastic gradients of $f_\xi$ and $g_{\phi}$ are bounded in expectation, i.e.,

$$
\mathbb{E}[\|Dg_{\phi}(x)[\eta]\| \leq C_\phi^2,
$$

$$
\mathbb{E}[\|\nabla f_{\xi}(x)\|] \leq C_f^2.
$$

The Assumptions 2.1 and 2.2 require that the objective function and the outer function have Lipschitz continuous gradients. The Assumptions 2.3-2.5 require the stochastic oracles to satisfy certain unbiasedness and second-moment boundedness, which are typical assumptions for stochastic methods. When the manifold $\mathcal{M}$ in problem (1) degenerates to a linear space, then the presented assumptions are equivalent to the assumptions in stochastic compositional optimization in the Euclidean setting ([64], [65], [81], [20]).

**Lemma 2.2:** Consider $\mathcal{F}^k$ as the collection of random variables, i.e., $\mathcal{F}^k := \{\phi^0, \ldots, \phi^{k-1}, \xi^0, \ldots, \xi^{k-1}\}$. Suppose that the Assumptions 2.3 and 2.5 hold, and $y^{k+1}$ is generated by running R-SCGD in Algorithm 1 conditioned on $\mathcal{F}^k$, then the mean square error of $y^{k+1}$ satisfies

$$
\mathbb{E}[\|y^{k+1} - g(x)^2\|^{2}\mathcal{F}^k] \leq (1 - \beta_k)||y^k - g(x^{k-1})||^2 + 2\beta_k^2V_\phi^2 + B_0\alpha_k^2C_g^4C_f^2,
$$

where the constant is defined as $B_0 := 2(1 - \beta_k)^2 + \gamma_k^2 + \frac{1 - \gamma_k - \gamma_k^2}{\beta_k^2}$.

**Theorem 2.1 (Two-level R-SCGD):** Under the Assumption 2.1 to 2.5, if we choose the stepsizes as $\alpha_k = \frac{2h_k}{L_g^2}$ and $\gamma_k = 1 - h_k\beta_k$, such that $t := \sup\{|t_k|\}$ is finite, the iterates $\{x^k\}$ of SCSC in Algorithm 1 satisfy

$$
\sum_{k=0}^{K-1}\mathbb{E}[\|\text{grad} F(x^k)\|^2] \leq \frac{2\nu_0 + 2B_1}{\sqrt{K}}
$$

where the constant is defined as

$$
B_1 := \frac{L_f^2}{2}C_g^2C_f^2 + C_g^2L_g^4V_\phi^2 + [2 + 6(t + 1)^2]C_g^4C_f^2.
$$
III. NUMERICAL STUDIES

This section conducts numerical experiments over problem (3) to compare the proposed algorithm with the straightforward implementation of the Riemannian SGD method. The code is written in MATLAB and uses the MANOPT package [19]. All the studies are run on a laptop with a 1.4 GHz Quad-Core Intel Core i5 CPU and 8 GB memory.

A $9 \times 9$ grid over the state space, i.e., $d = 2$, is generated first. Next, we fix the number of basis functions to five, randomly generate the true parameters $\{w_i\}, \{\mu_i\}, \{\Sigma_i\}$ and generate the true value function, represented by a column vector $v$. We assume $\Sigma_i$ is unique across the basis functions and we fix $\{w_i\}$ and $\{\mu_i\}$ to their true value and optimize (3) over $\Sigma$ belonging to the symmetric positive definite manifold. Next, we find the “true” transition matrix $P$ and reward matrix $r$ based on the true parameters such that the Bellman equation holds. The true transition and reward matrices are added with zero mean Gaussian noises, and the transition matrix is further normalized to be doubly stochastic. These two matrices are used as the outputs of the stochastic oracle at each iteration of the algorithm. We also generate an $11 \times 11$ grid over the state space and follow a similar simulation procedure. We note that while some of the assumptions of our analysis are not easily verifiable for this example (similar to many other studies in Riemannian optimization), we still believe in the significant merits of this study to numerically evaluate the performance of the proposed algorithm.

Figure 1 and 2 compare the proposed method with the Riemannian SGD [16], [76] over 10 replicates for each scenario. The shades provide the percentile information based on the replicates. More specifically, Figure 1 presents the decreasing norm of the Riemannian gradients. The upper two plots select the last iterates as the output while the bottom two plots show the ergodic average of the iterates, on which the analysis is based. On those plots, the proposed R-SCGD method shows at least a linear convergence rate.

Though the test problem is not geodesically convex [17], the decreasing approximate bias and objective function value are illustrated in Figure 2. The results show better performance of the proposed R-SCGD compared to the biased Riemannian SGD for the composition problem.

IV. CONCLUSION

We present the Riemannian stochastic compositional gradient method (R-SCGD) to solve the composition of two functions in the expectation forms over Riemannian manifolds. The proposed algorithm which is motivated by the Riemannian gradient flow approximates the inner function value using a moving average corrected by the first-order information and its parameter is in the same timescale as the stepsize. We established the sample complexity of $O(1/\epsilon^2)$ for the proposed algorithms to obtain $\epsilon$-approximate stationary solution, i.e., $\|\text{grad}f(x)\| \leq \epsilon$. Finally, we empirically studied the performance of the proposed algorithm over a policy approximation example in reinforcement learning.

Fig. 1: Performance of the proposed R-SCGD algorithm compared to the Riemannian SGD, for the norm of the Riemannian gradient. (Left) The first setting with 81 states. (Right) The second setting with 121 states.

Fig. 2: Performance of the proposed R-SCGD algorithm compared to the Riemannian SGD. Left and right plots illustrate the 81- and 121-state settings, respectively. (Top) Top plots show the inner function approximation bias, (Bottom) Bottom plots show the function value gap.
APPENDIX

We provide the proofs related to the complexity analysis of the two-level and multi-level R-SCGD algorithms in this appendix.

A. Complexity analysis of the two-level R-SCGD

1) Proof of Lemma 2.1

Proof: It suffices to show that

$$\left\langle \mathbb{E}[(Dg_\phi(x))\ast Proj_{g_\phi(x)}\nabla f_\phi(g(x))], b_i \right\rangle_x$$

$$= \left\langle (Dg_\phi(x))\ast Proj_{g_\phi(x)}\nabla f(g(x)), b_i \right\rangle_x,$$

where \(\langle \cdot, \cdot \rangle_x\) is the inner product defined on the tangent plane of the manifold \(M\) at \(x, i.e., T_x M\), and \(\{b_i\}\) is the basis of \(T_x M\). We have

$$\langle (Dg_\phi(x))\ast Proj_{g_\phi(x)}\nabla f_\phi(g(x)), b_i \rangle_x$$

(a) $$= \mathbb{E} \left\langle Proj_{g_\phi(x)}\nabla f_\phi(g(x)), Dg_\phi(x)[b_i] \right\rangle_{g_\phi(x)}$$

(b) $$= \mathbb{E} \left\langle Proj_{g_\phi(x)}\nabla f_\phi(g(x)), Dg_\phi(x)[b_i] \right\rangle$$

(c) $$= \mathbb{E} \left\langle \nabla f_\phi(g(x)), Dg_\phi(x)[b_i] \right\rangle$$

(d) $$= \mathbb{E} \left\langle \nabla f(g(x)), Dg(x)[b_i] \right\rangle$$

(e) $$= \left\langle (Dg(x))\ast Proj_{g_\phi(x)}\nabla f(g(x)), b_i \right\rangle_x.$$ 

The equality (a) comes from the linearity of the inner product and the definition of the adjoint operator (see Definition 3). For the equality (b), since we assume the manifold \(N\) is embedded in the Euclidean space \(E\), the inner product is the induced metric inherited from the Euclidean metric [17]. The equality (c) follows from the orthogonality of \(Dg_\phi(x)[b_i]\) and \(\nabla f_\phi(g(x))\). The equality (d) follows from the independence between random variables \(\xi\) and \(\phi\). Finally, the last equality (e) follows from the definition of the adjoint operator.

2) Proof of Lemma 2.2

Proof: Under the update rule

$$y^{k+1} = y^k - \beta_k (y^k - g_{\phi^k}(x^k)) + \gamma_k (g_{\phi^k}(x^k) - g_{\phi^{k-1}}(x^k)),$$

we have

$$y^{k+1} - g(x^k) = (1 - \beta_k)(y^k - g(x^{k-1})) + (1 - \beta_k)T_{1,k} + \beta_k T_{2,k} + \gamma_k T_{3,k},$$

(10)

where \(T_{1,k} := g(x^{k-1}) - g(x^k),\ T_{2,k} := g_{\phi^k}(x^k) - g_{\phi^k}(x^{k-1}),\ T_{3,k} := g_{\phi^k}(x^k) - g_{\phi^k}(x^{k-1}).\) Conditioned on \(F^k\), taking expectation over \(\phi^k\), we have

$$\mathbb{E}[(1 - \beta_k)T_{1,k} + \beta_k T_{2,k} + \gamma_k T_{3,k}|F^k] = (1 - \beta_k - \gamma_k)T_{1,k},$$

where we have used the condition \(\mathbb{E}[g_{\phi^k}(x)] = g(x)\) in the Assumption 2.3.

Therefore, conditioned on \(F^k\), taking expectation on the both sides of (10), we have

$$\mathbb{E}[y^{k+1} - g(x^k)]^2|F^k|$$

$$= \mathbb{E}[(1 - \beta_k)(y^k - g(x^{k-1}))^2|F^k]$$

$$+ \mathbb{E}[(1 - \beta_k)T_{1,k} + \beta_k T_{2,k} + \gamma_k T_{3,k}|F^k]$$

$$\leq (1 - \beta_k)^2||y^k - g(x^{k-1})||^2$$

$$+ 2\beta_k^2||T_{1,k}||^2 + 2\gamma_k^2||T_{3,k}||^2$$

$$\leq (1 - \beta_k)^2||y^k - g(x^{k-1})||^2$$

$$+ 2\beta_k^2||T_{1,k}||^2 + 2\gamma_k^2||T_{3,k}||^2$$

$$\leq (1 - \beta_k)^2||y^k - g(x^{k-1})||^2 + 2\beta_k^2\beta_k + 2\gamma_k^2\gamma_k$$

$$+ (1 - \beta_k - \gamma_k)^2||T_{1,k}||^2,$$

where (a) is based on the Young’s inequality; (b) uses the Cauchy-Schwartz inequality and nonexpansiveness property of the projection operator; The last inequality follows from the Proposition 10.47 in [17].

Conditioned on \(F^k\), taking expectation over \(\phi^k\) and \(\xi^k\) on both sides, we have

$$\mathbb{E}[F(x^{k+1})|F^k]$$

(a) $$\leq \mathbb{E}[F(x^k)] + \frac{\alpha_k^2 L F}{2}||F^{k+1}||^2$$

$$= \mathbb{E}[F(x^k)] + \frac{\alpha_k^2 L F}{2}||F^{k+1}||^2$$

$$+ \alpha_k \mathbb{E}[\langle \nabla f_\phi(x^k), (Dg_\phi(x^k))\ast Proj_{g_\phi(x^k)}\nabla f(g(x^k)) \rangle |F^k]$$

(b) $$\leq \mathbb{E}[F(x^k)] + \frac{\alpha_k^2 L F}{2}||F^{k+1}||^2$$

$$+ \frac{\alpha_k^2 L F}{2}||F^{k+1}||^2$$

$$||F^{k+1}||^2$$

$$\leq \mathbb{E}[F(x^k)] + \frac{\alpha_k^2 L F}{2}||F^{k+1}||^2$$

$$+ \alpha_k \mathbb{E}[\langle \nabla f_\phi(x^k), (Dg_\phi(x^k))\ast Proj_{g_\phi(x^k)}\nabla f(g(x^k)) \rangle |F^k]$$

(c) $$\leq \mathbb{E}[F(x^k)] + \frac{\alpha_k^2 L F}{2}||F^{k+1}||^2$$

$$+ \frac{\alpha_k^2 L F}{2}||F^{k+1}||^2$$

$$||F^{k+1}||^2$$

$$\leq \mathbb{E}[F(x^k)] + \frac{\alpha_k^2 L F}{2}||F^{k+1}||^2$$

$$+ \alpha_k \mathbb{E}[\langle \nabla f_\phi(x^k), (Dg_\phi(x^k))\ast Proj_{g_\phi(x^k)}\nabla f(g(x^k)) \rangle |F^k]$$

(d) $$\leq \mathbb{E}[F(x^k)] + \frac{\alpha_k^2 L F}{2}||F^{k+1}||^2$$

$$+ \frac{\alpha_k^2 L F}{2}||F^{k+1}||^2$$

$$||F^{k+1}||^2$$

$$\leq \mathbb{E}[F(x^k)] + \frac{\alpha_k^2 L F}{2}||F^{k+1}||^2$$

$$+ \alpha_k \mathbb{E}[\langle \nabla f_\phi(x^k), (Dg_\phi(x^k))\ast Proj_{g_\phi(x^k)}\nabla f(g(x^k)) \rangle |F^k]$$

The inequality (a) follows from Assumption 2.4; The inequality (b) uses the Cauchy-Schwartz inequality and nonexpansiveness property of the projection operator; The
inequality (c) is based on Assumptions 2.2, 2.5 and the Jensen inequality; Finally, the inequality (d) uses the Young’s inequality. Based on the definition of the Lyapunov function in (8), it follows that
\[
E[\|y^{k+1}\| - y^k] - y^k
\]
\[
\leq -\alpha_k (1 - \alpha_k C_g^2 C_f^2) \|\nabla F(x^k)\|^2 + \frac{L_F}{2} \alpha_k^2 C_g^2 C_f^2
\]
\[
+ (1 + \beta_k) E[\|g(x^k)\| - y^{k+1} + \|\nabla F(x^k)\| - \|\nabla F(x^k) - y^k\|].
\]

In the following, we enforce \(\beta_k = \frac{\alpha_k C_g^2 C_f^2}{4}\), and \(\alpha_k\) sufficiently small such that \(\beta_k \in (0, 1)\). Combining the result in the Lemma 2.2, we have
\[
E[\|y^{k+1}\| - y^k] - y^k
\]
\[
\leq -\frac{\alpha_k}{2} \|\nabla F(x^k)\|^2 + \frac{L_F}{2} \alpha_k^2 C_g^2 C_f^2 - \beta_k \|g(x^k) - y^k\|^2
\]
\[
+ \frac{1}{2} \alpha_k^2 C_g^4 C_f^4 V_g^2 + [2 + 6(t + 1)^2] \alpha_k^2 C_g^4 C_f^4
\]
\[
\leq -\frac{\alpha_k}{2} \|\nabla F(x^k)\|^2 + \frac{L_F}{2} \alpha_k^2 C_g^2 C_f^2
\]
\[
+ \alpha_k^2 C_g^4 L_f^4 V_g^2 + [2 + 6(t + 1)^2] \alpha_k^2 C_g^4 C_f^2
\]

Defining \(B := \frac{L_F}{2} \alpha_k^2 C_g^2 C_f^2 + C_g^4 L_f^4 V_g^2 + [2 + 6(t + 1)^2] C_g^2 C_f^2\), and taking expectation over \(\mathcal{F}_k\) on both sides of the above inequality, it follows that
\[
E[\|y^{k+1}\| - y^k] \leq -\frac{\alpha_k}{2} E[\|\nabla F(x^k)\|^2] + B \alpha_k^2.
\]

By telescoping, we have
\[
E[\|y^K\| - y^0] \leq -\frac{1}{2} \sum_{k=0}^{K-1} \alpha_k E[\|\nabla F(x^k)\|^2] + B \sum_{k=0}^{K-1} \alpha_k^2.
\]

Using the fact that \(E[\|y^K\|] \geq 0\) and rearranging the terms, we have
\[
\sum_{k=0}^{K-1} \alpha_k E[\|\nabla F(x^k)\|^2] \leq 2y^0 + 2B \sum_{k=0}^{K-1} \alpha_k^2.
\]

Choosing the stepsize as \(\alpha_k = \frac{1}{\sqrt{K}}\) leads
\[
\sum_{k=0}^{K-1} \frac{1}{K} E[\|\nabla F(x^k)\|^2] \leq \frac{2y^0 + 2B}{\sqrt{K}},
\]

from which the proof is complete.
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