Seeing Hofstadter’s Butterfly in Atomic Fermi Gases
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We propose a novel way to detect the fractal energy spectrum of the Hofstadter model from the density distributions of ultracold fermions in an external trap. At low temperature, the local compressibility is proportional to the density of states of the system which reveals the fractal energy spectrum. However, thermal broadening and noises in the real experimental situation inevitably smear out fine features in the density distribution. To overcome this difficulty, we use the maximum entropy method to extract the density of states directly from the noisy thermal density distributions. Simulations show that one is able to recover Hofstadter’s butterfly solely from in situ imaging of the density profiles at current achievable temperature and resolution.

The Hamiltonian of the Hofstadter model reads,

\[ H = -J \sum_{m\neq n} e^{-i2\pi \phi \frac{p}{q}} \hat{c}^\dagger_{m+1,n} \hat{c}_{m,n} + \hat{c}^\dagger_{m,n+1} \hat{c}_{m,n} + H.c, \]

where \( J \) is the hopping amplitude and \( \hat{c}_{m,n} \) are the fermionic annihilation operators, with \( m \) and \( n \) being the column and row indices of a square lattice. An atom hopping clock wise around a plaquette on the square lattice accumulates a phase \( \phi \). Since the typical temperature in the optical lattice is higher than the energy scales associated with the fractal energy spectrum, it is essential to consider the finite temperature properties of the model. To calculate the thermodynamic properties, we adopt the exact diagonalization (ED) [24] and the quantum transfer matrix method (QTM) [25, 26]. In both methods we choose \( \phi = p/q \) where \( p, q \) are two relatively prime integers. In the ED calculation, we diagonalize the Bloch Hamiltonian for each momentum and then calculate the thermodynamical quantities from the exact energy spectrum. In the QTM approach, we calculate the partition function of a system with fixed width and let the length grow to infinite. All other thermodynamic quantities can then be calculated from numerical differentiation of the grand-canonical thermodynamical potential. We have cross checked the results from both methods.

The key physical observable is the density versus chemical potential, which is related to the DOS \( D(\varepsilon) \) through

\[ \rho(\mu, T) = \int_{-\infty}^{\infty} f\left( \frac{\varepsilon - \mu}{k_B T} \right) D(\varepsilon) \, d\varepsilon, \]

where \( f(x) = 1/(e^x + 1) \) is the Fermi-Dirac distribution, \( T \) is temperature of the system. To probe the DOS, we
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take a derivative of both sides and get the compressibility
\[
\kappa(\mu, T) \equiv \frac{\partial \rho}{\partial \mu} = \int_{-\infty}^{\infty} \frac{\partial f}{\partial \mu} D(\varepsilon) \, d\varepsilon.
\]  
(3)

Since \( \partial f/\partial \mu = f(1-f)/(k_B T) \) approaches the Dirac delta function \( \delta(\varepsilon - \mu) \) at zero temperature, the zero temperature compressibility directly probes the DOS [47]:

\[
D(\varepsilon) = \lim_{T \to 0} \kappa(\varepsilon, T).
\]  
(4)

Figure 1 shows the compressibility versus chemical potential and magnetic flux at different temperatures. At \( T/J = 0.05 \) one can clearly see the fractal shape of the energy spectrum. The compressibility is zero when the chemical potential is in the energy gap. At higher temperature the fine features in the compressibility are smeared out, but the coarse feature of the butterfly remains. Even at \( T/J = 0.8 \), the suppression of the compressibility close to \( \mu = 0, \phi = 1/2 \) is still visible. There the system has Dirac-like dispersion around \( \mu = 0 \) and the DOS vanishes linearly. This is in contrast to the \( \phi = 0 \) case where the compressibility peaks at \( \mu = 0 \) because of the Van Hove singularity in the DOS.

In cold atom experiments the trapping potential provides a scan of the chemical potential which can be used to determine the density of states of a uniform system [48]. To see this we first treat the trapping potential using a local density approximation (LDA). The local chemical potential varies as \( \mu(r) = \mu_0 - \alpha r^2 \) where \( \mu_0 \) is the chemical potential in the trap center, \( \alpha \) is related to the geometric mean of the trapping frequencies and the atom mass, \( r \) is the rescaled distances of a site to the trap center. The density \( \rho(r) \) can be measured from the in situ imaging of the atomic cloud [27–30]. The local compressibility can then be estimated as

\[
\kappa(r) = -\frac{1}{2\alpha r} \frac{d\rho}{dr}.
\]  
(5)

Combining this with the known \( \mu(r) \) one can recover \( \kappa(\mu) \) up to an overall shift of the chemical potential. Collecting measurements for different \( \phi \), one can then recover the compressibility plots shown in Fig. 1 [49].

Finite temperature effects and sampling noise inevitably smear out the fine features in the density profile in experimental measurements. Noisy signals pose problems for extracting the local compressibility from the density distributions, which raises the question whether is it possible to observe the fractal structure of \( \kappa \) at an experimental accessible temperature. Figure 2(a) shows results for \( N = 60000 \) fermions in a three-dimensional (3D) trap with \( \alpha = 0.006, \phi = 1/3 \) and entropy per particle \( S/N = 1.0k_B \), which is currently easily accessible [31]. It corresponds to a temperature \( T/J = 0.873 \) and the fine
features in local observables has been smeared out. Only when the entropy per particle is reduced to \(S/N = 0.4k_B\) (Fig 2(b)), one can directly observe the density plateaus and the corresponding peaks in the local compressibility. To resolve a particular feature in the energy spectrum requires the temperature to be smaller than the corresponding energy gap. Figure 2(c) shows the temperature in unit of \(S/N\) versus the entropy per particle. The required entropy for resolving the plateau at \(\phi = 1/3\) is comparable to achieving the antiferromagnetic states in the 3D Hubbard model [32], which is already a challenging task. Above analysis show that even without any noise, the thermal broadening effect already makes it difficult to resolve the Hofstadter butterfly from the local compressibility at experimentally achievable temperatures.

We now come to the key idea of this paper: one is nevertheless able to restore the density \(\rho\), compressibility \(\kappa\), and entropy \(S\) with \(N = 60000, \alpha = 0.006\) and \(\phi = 1/3\). The entropy per particle is (a) \(S/N = 1.0k_B\) and (b) \(S/N = 0.4k_B\). The corresponding temperatures are \(T/J = 0.873\) and \(T/J = 0.329\) respectively. (c). The temperature of the cloud versus entropy per particle \(S/N\) calculated using LDA with the equation of state given by the quantum transfer matrix method.

To resolve a particular feature in the energy spectrum, one can directly deconvolute the effect of the thermal broadening using techniques of spectral analysis. Knowing the temperature of the system (which we will discuss in the following), one can directly deconvolute the effect of the Fermi-Dirac distribution in the Eq.(2) or Eq.(3) to get \(D(\varepsilon)\) from the density distributions. The zero temperature compressibility detection discussed above is a limiting case where one trivially deconvolutes a Dirac delta function in Eq.(3).

At high temperature it is in general difficult to deconvolute Eq.(2) as it is an ill-posed problem, especially given the experimental uncertainties in the measured equation of state \(\rho(\mu)\). To solve the difficulty, the maximum entropy method [29] treats \(D(\varepsilon)\) as a probability distribution and searches for the best solution (in the Bayesian sense) that is consistent with the measured data. The stochastic inference approach [33–36] employs a stochastic process and represents the resulting spectrum as an ensemble average of many feasible solutions. Recently, a new method based on the consistent constraints was also been proposed [37]. These methods have been used for the analytical continuation from the imaginary time quantum Monte Carlo data to the real frequency spectral functions [23, 38]. The deconvolution of Eq.(2) is related to the analytical continuation by setting the imaginary time \(\tau = 0^-\) and introduce chemical potential dependence to the imaginary time Green’s function.

We first apply the maximum entropy approach [50] to a noiseless high temperature density distributions and show it is able to deconvolute the thermal broadening effect. Figure 3(a) shows \(\rho(\mu)\) at \(T/J = 0.8\) which seems featureless compared to the density at \(T/J = 0.05\). Figure 3(b) shows the corresponding compressibilities, where the one at \(T/J = 0.05\) approximates the exact DOS well while the \(T/J = 0.8\) one is much broader. Nevertheless, the deconvoluted DOS from the density at \(T/J = 0.8\) agrees well with \(\kappa(T = 0.05J)\), Figure 3(b). In particular, from the seemingly featureless density profile at high temperature, we have restored the three peaks in the DOS, corresponding to the three energy bands at \(\phi = 1/3\).

To mimic noisy experimental measurements, we generate Gaussian distributed random numbers with standard deviation \(\sqrt{\kappa T}\) according to the fluctuation-dissipation theorem (FDT) [39–41] and add them to the exact \(\rho(\mu)\) data. We then feed the average values and statistical errors of 100 noisy samples (Fig.4) to the maximum en-
tropy calculation. Random noise further washes out the fine features in the density and the resulting DOS are broader than the exact one. (compare in Fig.4 the red solid line against the dashed green line.) Nevertheless, the deconvoluted DOS based on the noisy data still correctly restores the three peaks correspond to the $\phi = 1/3$.

To determine the integral kernel $f(\frac{\varepsilon}{k_B T})$ one needs to determine the temperature $T$ of the system, which can be done using several approaches [31]. In particular, when the density profile is available, one could fit the density in the wing of the cloud [42] (with theoretical input about the $\rho(\mu)$ in the dilute limit) or using the FDT [27, 39, 43] to determine the temperature. We examine the effect of error in the measured temperature $T_{\text{exp}}$ on the restored DOS in Fig.4. If $T_{\text{exp}} > T$, the deconvolution results in a sharper DOS and the peak position are shifted, while $T_{\text{exp}} < T$ has the opposite effect. Still, the error in the measured temperature $T_{\text{exp}} \neq T$ does not destroy the overall feature of the DOS. This analysis also shows that the deconvolution is stable against small variations of temperature in different experimental runs.

Finally, we show the deconvoluted DOS at $T/J = 0.4$ and 0.8 with different $\phi$ in the Fig. 5(a-b). To further incorporate corrections beyond the local density approximation (LDA) [51], we use exact densities on a 101$^2$ lattice in a trapping potential with $\alpha = 0.006$. The deconvoluted DOS reproduces the butterfly spectrum at both temperatures, although the fine structures around the edge ($\phi \sim 0$ and $\phi \sim 1$) are smeared out. Figure 5(c-d) shows the DOS restored from noisy density data. Even at high temperature $T/J = 0.8$ one can still observe the reminiscent of the butterfly spectrum, where the suppression of $D(\mu = 0)$ at $\phi = 1/2$ compares to the $\phi = 0$ case is the most significant feature. By further decreasing the temperature (Fig. 5(c)), one can uncover finer structures of Hofstadter’s butterfly. More importantly, our simulation shows that it is more favorable to gather better statistics, which already allows one to restore the core feature of Hofstadter’s butterfly (Fig. 5(b)) at high temperature ($T = 0.8J$). This is encouraging news for experimentalists who want to observe the butterfly spectrum.

In a broader context, our work provides an example of how spectral information can be extracted from static thermodynamic properties (the equation of state). In the context of this paper, a maximum entropy analysis of the noisy finite temperature density profiles turns out to yield sufficient information to allow observation of the Hofstadter butterfly in ultracold atomic Fermi gases. This approach can also be used in free space and other complicate optical lattices structures, to reveal the novel Dirac dispersions and flat bands [44, 45]. A generalization of our method to interacting systems would be of great interest.
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