Converse theorems for automorphic distributions and Maass forms of level $N$

Tadashi Miyazaki$^1$, Fumihiro Sato$^2$, Kazunari Sugiyama$^3^*$ and Takahiko Ueno$^4$

**Abstract**

We investigate the relationship between $L$-functions satisfying certain functional equations, summation formulas of Ferrar–Suzuki type and Maass forms of integral and half-integral weight. Summation formulas of Ferrar–Suzuki type can be viewed as an automorphic property of distribution vectors of non-unitary principal series representations of the double covering group of $SL(2)$. Our goal is converse theorems for automorphic distributions and Maass forms of level $N$ characterizing them by analytic properties of the associated $L$-functions. As an application of our converse theorems, we construct Maass forms from the two-variable zeta functions related to quadratic forms studied by Peter and the fourth author.
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**Introduction**

It is well-known that the functional equation of the Riemann zeta function, the Poisson summation formula, and the transformation formula for the Jacobi theta function (Thetanullwert) are equivalent (see Hamburger [10]). In the present paper we investigate analogous relations between $L$-functions with certain functional equations, summation formulas of Ferrar–Suzuki type and Maass forms of integral and half-integral weight. The passage from $L$-functions to summation formulas and to Maass forms can be viewed as converse theorems. We introduce twists of $L$-functions with Dirichlet characters and prove converse theorems for automorphic distributions and Maass forms for $\Gamma_0(N)$ similar to Weil’s converse theorem for holomorphic forms. As an application of our converse theorems, we construct Maass forms from the two-variable zeta functions related to quadratic forms studied by Peter [27] and the fourth author [44].

0.1 Let $\ell$ be an integer, $N$ a positive integer, and $\lambda$ a complex number different from $\frac{1-k}{2} \ (k = 0, 1, 2, \ldots)$. We assume that $N \equiv 0 \pmod{4}$ if $\ell$ is odd. Our main concern is the relation between the following three objects defined for $\alpha, \beta : \mathbb{Z} \cup \{\infty\} \to \mathbb{C}$:

1. $L$-functions

$$
\xi_{\pm}(\alpha; s) = \sum_{n=1}^{\infty} \frac{\alpha(\pm n)}{n^s}, \quad \xi_{\pm}(\beta; s) = \sum_{n=1}^{\infty} \frac{\beta(\pm n)}{n^s}.
$$


satisfying the functional equation
\[
N^{s+2\lambda-2}(2\pi)^{-1}\Gamma(s) \begin{pmatrix} e^{\pi s i/2} & e^{-\pi s i/2} \\ e^{-\pi s i/2} & e^{\pi s i/2} \end{pmatrix} \begin{pmatrix} \xi_+(\alpha; s) \\ \xi_-(\alpha; s) \end{pmatrix} \\
= (2\pi)^{-2(2-2\lambda)} \Gamma(2-2\lambda-s) \\
\times \begin{pmatrix} i^\lambda \cdot e^{-\pi(2-2\lambda-s)/2} & i^\lambda \cdot e^{\pi(2-2\lambda-s)/2} \\ e^{\pi(2-2\lambda-s)/2} & e^{-\pi(2-2\lambda-s)/2} \end{pmatrix} \begin{pmatrix} \xi_+(\beta; 2-2\lambda-s) \\ \xi_-(\beta; 2-2\lambda-s) \end{pmatrix}
\] (0.1)
with some additional analytic conditions (see the conditions [A1]–[A4] in §3.2).
Here the constants \(\alpha(0), \beta(0), \alpha(\infty), \beta(\infty)\) are related to the special values \(\xi_+(\alpha; 0) + \xi_-(\alpha; 0), \xi_+(\beta; 0) + \xi_-(\beta; 0)\) and the residues at \(s = 0, 1\) of \(\xi_+(\alpha; s), \xi_+(\beta; s)\) (see (3.21) – (3.24)).

(II) Summation formula of the form

\[
\alpha(\infty)f(\infty) + \sum_{n=-\infty}^{\infty} \alpha(n)(\mathcal{F}f)(n) \\
= \beta(\infty)f_\infty(\infty) + \sum_{n=-\infty}^{\infty} \beta(n)(\mathcal{F}f_\infty) \left( \frac{M}{N} \right) \quad (f \in \mathcal{V}_{\infty,\ell}).
\] (0.2)
Here \(\mathcal{V}_{\infty,\ell}\) is the space of \(C^\infty\)-functions \(f\) on \(\mathbb{R}\) such that

\[
f_\infty(x) := (\text{sgn}(x))^{1/2} |x|^{-2\lambda} f(-1/x)
\]
is also a \(C^\infty\)-function on \(\mathbb{R}\), \(f(\infty) = f_\infty(0), f_\infty(\infty) = i^\lambda f(0)\), and \(\mathcal{F}\) denotes the Fourier transform in a generalized sense (note that \(f \in \mathcal{V}_{\infty,\ell}\) is not necessarily integrable).

Note that the space \(\mathcal{V}_{\infty,\ell}\) is the space of smooth vectors in the line model of the principal series representation of \(SL_2(\mathbb{R})\) for even \(\ell\) and of the double covering group of \(SL_2(\mathbb{R})\) for odd \(\ell\). In this paper, we introduce a group \(\widetilde{G}\) isomorphic to the direct product of \(\mathbb{Z}/2\mathbb{Z}\) and the double covering group of \(SL_2(\mathbb{R})\), and consider the action of \(\widetilde{G}\) on \(\mathcal{V}_{\infty,\ell}\), which we call the principal series representation of \(\widetilde{G}\).

(III) Maass forms of weight \(\ell/2\)

\[
F_\alpha(z) = \alpha(\infty) \cdot y^{1-\ell/4} + \alpha(0) \cdot i^{\ell/2} \cdot (2\pi)^{2-2\lambda} \Gamma(2\lambda-1) \Gamma(\lambda+\frac{\ell}{4}) \Gamma(\lambda-\frac{\ell}{4}) \cdot y^{1-\lambda-\ell/4} \\
+ \sum_{n=-\infty}^{\infty} \alpha(n) \cdot \frac{i^{\ell/2} \cdot \pi^\lambda \cdot |n|^{\lambda-1}}{\Gamma(\lambda + \frac{\text{sgn}(n)\ell}{4})} \cdot y^{-\ell/4} W_{\text{sgn}(n)\ell/4}^{1-\lambda, -\lambda-\ell/4} (4\pi |n| y) \cdot e^{2\pi i ny},
\]

\[
G_\beta(z) = N^\lambda \beta(\infty) \cdot y^{1-\ell/4} + N^{1-\lambda} \beta(0) \cdot i^{\ell/2} \cdot (2\pi)^{2-2\lambda} \Gamma(2\lambda-1) \Gamma(\lambda+\frac{\ell}{4}) \Gamma(\lambda-\frac{\ell}{4}) \cdot y^{1-\lambda-\ell/4} \\
+ N^{1-\lambda} \sum_{n=-\infty}^{\infty} \beta(n) \cdot \frac{i^{\ell/2} \cdot \pi^\lambda \cdot |n|^{\lambda-1}}{\Gamma(\lambda + \frac{\text{sgn}(n)\ell}{4})} \cdot y^{-\ell/4} W_{\text{sgn}(n)\ell/4}^{1-\lambda, -\lambda-\ell/4} (4\pi |n| y) \cdot e^{2\pi i ny},
\]
satisfying
\[ F_\alpha \left( \frac{1}{Nz} \right) \left( \sqrt{Nz} \right)^{-\ell/2} = G_\beta(z). \] (0.3)

Here \( z = x + iy \) is in the Poincaré upper half plane, and \( W_{\mu,i}(y) \) denotes the Whittaker function.

**0.2** First we explain the relation between (I) and (II). A general recipe of deriving a summation formula of Voronoi type from Dirichlet series with functional equation was given by Ferrar [6,7]. The summation formula in (II) can be viewed as the Ferrar summation formula obtained from the \( L \)-functions satisfying the functional equation in (I), though the formulation in (II) is different from Ferrar’s. In Ferrar’s formulation, the test function is \( \varphi = \mathcal{F}f \), not \( f \), and the left hand side and the right hand side of the summation formula carry information about \( \varphi \) and the integral transform \( \mathcal{I}\varphi = \mathcal{F}(\mathcal{F}^{-1}\varphi) \) of \( \varphi \), respectively. The advantage of the formulation in (II) is that it reveals a relation of the \( V \)-continuous dual of \( \varphi \) with \( \varphi \) itself through the Fourier transform. In particular we have

\[ (\mathcal{F}f)(x) \text{ and } \mathcal{F}f(x) \text{ are } \mathcal{F}\text{-transforms of the Fourier transform of } f \text{, respectively.} \]

To the extent of the authors’ knowledge, the summation formula as given in (II) was first introduced by Suzuki [41] (in a more general setting of prehomogeneous vector spaces (GL(\( n \)), Sym(\( n \)))) under the name of “distribution with automorphy”. So we call (0.2) the Ferrar–Suzuki summation formula (of level \( N \)). Suzuki [41] associated \( \mathcal{F} \)-functions with both sides of the summation formula and proved their functional equation by a modification of the method in the theory of prehomogeneous vector spaces. Tamura extended the result of Suzuki to more general prehomogeneous vector spaces in [43]. In [41] and also in [43]), the space of test functions is restricted to the space of \( C^\infty \)-functions on \( \mathbb{R}^\times = \mathbb{R} \setminus \{ 0 \} \) with compact support, and hence the terms involving \( \alpha(\infty) \) and \( \beta(\infty) \) vanish. This means that information on the poles of \( \xi_\pm(\alpha; s) \) and \( \xi_\pm(\beta; s) \) is lost (see [41, Remark to Theorem 1] and [43, Theorem 3]). To consider the summation formula for any \( f \in V_{\lambda,\ell}^\infty \), we have to extend the definition of the Fourier transform \( \mathcal{F}f \), since \( f \in V_{\lambda,\ell}^\infty \) is not necessarily integrable unless \( \Re(\lambda) > \frac{1}{2} \). We discuss this problem in \$2\$ and establish basic properties of the generalized Fourier transformation. In particular we prove the local functional equation relating the Mellin transform of \( f \in V_{\lambda,\ell}^\infty \) to the Mellin transform of the Fourier transform \( \mathcal{F}f \) (Theorem 2.14). If \( f \) belongs to the subspace of rapidly decreasing functions in \( V_{\lambda,\ell}^\infty \), then the local functional equation is the Tate local functional equation over \( \mathbb{R} \) (the simplest example of the local functional equations in the theory of prehomogeneous vector spaces; see [13, §4.2, Example 1]). This extension of the local functional equation is a special case of a more general result due to Lee [14, Theorem 5.2]. We need, however, more precise information, which has not yet been obtained in the general context, such as the location of poles and the exact values of residues.
Based on the results in §2 on the Fourier transformation, we discuss the passage from
the summation formula (II) to $L$-functions (I) and from (I) to (II) in §3. First in §3.1, we
derive from the Ferrar–Suzuki summation formula (0.2) that $(s - 1)(s - 2 + 2\lambda)\xi_{+}\left(\alpha; s\right)$ and
$(s - 1)(s - 2 + 2\lambda)\xi_{-}\left(\beta; s\right)$ can be continued to entire functions and satisfy the functional
equation (0.1) (Theorem 3.4). We also calculate the residues at the poles, which are
expressed in terms of $\alpha(0), \beta(0), \alpha(\infty), \beta(\infty)$. In §3.2, conversely, we derive the Ferrar–
Suzuki summation formula assuming some analytic properties of $L$-functions (Theorem
3.8). Here we follow basically the method of Suzuki [41]. His method is based on the
idea in the theory of prehomogeneous vector spaces (namely, the combination of the
summation formula for arbitrary test functions and the local functional equation), and is
suited well to the proof of the converse theorem as explained in [18, §2] in the case of the
Poisson summation formula (see also [35]). Miller and Schmid [19] discussed the passage
from automorphic distributions to Dirichlet series with functional equation based on their
detailed study on regularity of distributions (see also [20, 37]). Our method here is more
elementary than theirs.

0.3 The passage from the summation formula (II) to Maass forms (III) is given by the
Poisson transformation, which is a $\tilde{G}$-equivariant mapping from the continuous dual of
$\mathcal{V}_{\Delta_1}^{\infty}$ to the space of eigenfunctions of the hyperbolic Laplacian of weight $\ell/2$ of moderate
growth. As we observed above, the Ferrar–Suzuki summation formula (0.2) defines an
automorphic distribution for the group $\tilde{\Delta}(N) = \langle \tilde{\sigma}(1), \tilde{h}(N) \rangle$, and hence its Poisson
transform, which is given by $F_{\sigma}(z)$ in (III), is a Maass form automorphic for $\tilde{\Delta}(N)$. The
transformation formula (0.3) is derived from the comparison of the Poisson transforms
of both sides of the summation formula.

The group $\tilde{\Delta}(N)$ is a subgroup of the lift $\tilde{\Gamma}_0(N)$ of $\Gamma_0(N)$ to $\tilde{G}$. In §4 we prove a converse
theorem that gives a condition for the automorphic distribution for $\tilde{\Delta}(N)$ associated with the
Ferrar–Suzuki summation formula to be automorphic for the larger group $\tilde{\Gamma}_0(N)$ in
terms of twists of the corresponding $L$-functions by Dirichlet characters (Theorem 4.2). By
the Poisson transformation, this yields immediately a converse theorem for Maass forms
for $\tilde{\Gamma}_0(N)$ (Theorem 4.3), which is an analogue of the converse theorem of Weil [47] for
holomorphic modular forms of integral weight (in the case of even $\ell$) and its generalization
by Shimura [38, Sect. 5] to holomorphic modular forms of half-integral weight (in the case
of odd $\ell$). A merit of our approach is to keep calculations involving the Whittaker function
to a minimum. The information on the Whittaker function we need is only the fact that the
Whittaker function appears as the Fourier transform of the Poisson kernel (see (2.15)).
We say now a few words about the assumptions in the converse theorem. In our converse
theorem some analytic properties (functional equations, location of poles and so on) are
assumed for the $L$-functions twisted by Dirichlet characters of prime modulus including
the principal characters. In the original converse theorem of Weil for holomorphic modular
forms [47], the assumptions are imposed for the $L$-functions twisted only by primitive
Dirichlet characters of prime modulus. As pointed out in Gelbart and Miller [8, §3.4], it
has been considered difficult to transfer the argument of Weil to the Maass form case.
In [2, 3], Diamantis and Goldfeld proved a converse theorem for double Dirichlet series
by considering the twists of Dirichlet series by Dirichlet characters including imprimitive
characters (the principal characters), namely by the method originally found by Razar [28]
for holomorphic modular forms. We follow the approach of Razar [28] and Diamantis
and Goldfeld [2, 3]. In a paper [23] that appeared very recently, Neururer and Oliver succeeded
corresponding Maass forms are linear combinations of metaplectic Eisenstein series. The same Maass forms for positive definite series studied by Shintani [39]. In this special case, by using their converse theorem for double Dirichlet series, Diamantis and Goldfeld [2,3] proved more precisely that the negative eigenvalues of $F$ then the functions...Then the zeta functions considered in [27,44] are

$$\zeta_{\pm}(w, s) = \sum_{n=1}^{\infty} Z(\pm n, w) n^{-s}, \quad \zeta^*_{\pm}(w, s) = N^{-1} \sum_{n=1}^{\infty} Z^*(\pm n, w) n^{-s}.$$ 

The analytic properties of the zeta functions $\zeta_{\pm}(w, s), \zeta^*_{\pm}(w, s)$ and their twists by Dirichlet characters necessary for the application of the converse theorem are essentially obtained in [44], and it is shown that, if we put

$$\alpha(n) = e^{\pi i (p-q)/4} |D|^{-1/2} Z(n, w), \quad \beta(n) = Z^*(n, w) \quad (n \in \mathbb{Z}, n \neq 0),$$

$$\alpha(0) = e^{\pi i (p-q)/4} |D|^{-1/2} Z(0, w), \quad \beta(0) = |D|^{-1} Z^*(0, w),$$

$$\alpha(\infty) = \zeta(w - m + 1), \quad \beta(\infty) = e^{-\pi i (p-q)/4} |D|^{-1/2} \zeta(w - m + 1),$$

then the functions $F_\alpha(z)$ and $G_\beta(z)$ in (III) are Maass forms of weight $\ell/2$ with $\ell = p-q+4k$ for $\Gamma_0(N)$ (Theorem 5.1). Here $p$ and $q$ are respectively the numbers of positive and negative eigenvalues of $A$, and $k$ is an arbitrary integer. Mizuno [22, Theorem 1] obtained the same Maass forms for positive definite $A$, and this generalizes the result of Mizuno to indefinite $A$. The simplest case of the two-variable zeta functions is the double Dirichlet series studied by Shintani [39]. In this special case, by using their converse theorem for double Dirichlet series, Diamantis and Goldfeld [2,3] proved more precisely that the corresponding Maass forms are linear combinations of metaplectic Eisenstein series.

**Notation**

We denote by $\mathbb{Z}, \mathbb{Q}, \mathbb{R}$, and $\mathbb{C}$ the ring of integers, the field of rational numbers, the field of real numbers, and the field of complex numbers, respectively. We write $\mathbb{R}^\times = \mathbb{R} \setminus \{0\}$. The set of positive integers and the set of non-negative integers are denoted by $\mathbb{Z}_{>0}$ and $\mathbb{Z}_{\geq 0}$, respectively. The identity matrix of size $m$ is denoted by $I_m$. The real part and the imaginary part of a complex number $s$ are denoted by $\Re(s)$ and $\Im(s)$, respectively. For complex numbers $\alpha, z$ with $\alpha \neq 0$, $\alpha^z$ always stands for the principal value, namely, $\alpha^z = \exp((\log |\alpha| + i \arg \alpha) z)$ with $-\pi < \arg \alpha \leq \pi$. We use $e[x]$ to denote $\exp(2\pi i x)$. The quadratic residue symbol $\left( \frac{z}{n} \right)$ has the same meaning as in Shimura [38, p. 442]. For a meromorphic function $f(s)$ with a pole at $s = \alpha$, we denote its residue at $s = \alpha$ by $\text{Res}_s f(s)$.
1 Preliminaries

1.1 A covering group of $SL_2(\mathbb{R})$

Let $G = SL_2(\mathbb{R}) = \{ g \in M_2(\mathbb{R}) \mid \det g = 1 \}$. The group $G$ acts on the Poincaré upper half plane $\mathcal{H} := \{ z \in \mathbb{C} \mid \Im(z) > 0 \}$ by

$$gz = \frac{az + b}{cz + d} \quad \text{for} \quad g = \begin{pmatrix} a & b \\ c & d \end{pmatrix}. \quad (1.1)$$

We put $j(g, z) = cz + d$. We define a (non-connected) covering group $\tilde{G}$ of $G$ by

$$\tilde{G} = \left\{ (g, \varphi) \mid g \in G, \varphi \text{ is a holomorphic function on } \mathcal{H} \right\}, \quad (1.2)$$

satisfying $\varphi(z)^4 = j(g, z)^2$.

For $\tilde{g}_1 = (g_1, \varphi_1), \tilde{g}_2 = (g_2, \varphi_2) \in \tilde{G}$, the product $\tilde{g}_1 \cdot \tilde{g}_2$ is defined by

$$\tilde{g}_1 \cdot \tilde{g}_2 = (g_1 g_2, \varphi_3), \quad \varphi_3(z) := \varphi_1(g_2 z) \varphi_2(z). \quad (1.3)$$

For $\tilde{g} = (g, \varphi) \in \tilde{G}$, there exists a unique element $\xi$ of the multiplicative group $\mu_4 := \{ \pm 1, \pm i \}$ such that

$$\varphi(z) = \xi \cdot j(g, z)^{1/2} = \xi \cdot (cz + d)^{1/2}.$$

We put

$$[g, \xi] = (g, \xi j(g, z)^{1/2}) \quad (g \in G, \xi \in \mu_4). \quad (1.4)$$

Since $j(g_1 g_2, z) = j(g_1, g_2 z) j(g_2, z)$ for $g_1, g_2 \in G$, there exists a $\sigma(g_1, g_2) \in \{ \pm 1 \}$ such that

$$j(g_1, g_2 z)^{1/2} = \sigma(g_1, g_2) \cdot j(g_1 g_2, z)^{1/2}. \quad (1.5)$$

Using $\sigma(g_1, g_2)$, we can write the product in $\tilde{G}$ as

$$[g_1, \xi_1] \cdot [g_2, \xi_2] = [g_1 g_2, \xi_1 \xi_2 \cdot \sigma(g_1, g_2)]. \quad (1.6)$$

The explicit values of $\sigma(g_1, g_2)$ are given by the following lemma due to Petersson (see Maass [17, Theorem 16] for a proof).

**Lemma 1.1** For $g_1, g_2 \in G$, we put $g_3 = g_1 g_2$ and write $g_i = \begin{pmatrix} a_i & b_i \\ c_i & d_i \end{pmatrix}$ ($i = 1, 2, 3$). We also write $\sigma(g_1, g_2) = \exp(\pi i \sigma(g_1, g_2))$. Then we have

$$4 \cdot \sigma(g_1, g_2) = \begin{cases} \sgn c_1 + \sgn c_2 - \sgn(c_1 c_2 c_3), & \text{if } c_1 c_2 c_3 \neq 0, \\
- (1 - \sgn c_1) (1 - \sgn c_2), & \text{if } c_1 c_2 \neq 0, c_3 = 0, \\
(1 - \sgn d_1) (1 + \sgn c_2), & \text{if } c_2 c_3 \neq 0, c_1 = 0, \\
(1 + \sgn c_1) (1 - \sgn a_2), & \text{if } c_3 c_2 \neq 0, c_2 = 0, \\
(1 - \sgn d_1) (1 - \sgn a_2), & \text{if } c_1 = c_2 = c_3 = 0. \end{cases}$$

Let $p : \tilde{G} \to G$ ($p([g, \xi]) = g$) be the standard projection. We define the subgroups $\tilde{G}_1, \tilde{M}, \tilde{M}_0$ and $\tilde{M}_1$ of $\tilde{G}$ by

$$\tilde{G}_1 := \left\{ [g, \xi] \in \tilde{G} \mid \xi = \pm 1 \right\}, \quad \tilde{M} := \left\{ [\epsilon 1_2, \xi] \mid \epsilon = \pm 1, \xi^4 = 1 \right\},$$

$$\tilde{M}_0 := \left\{ [1_2, \xi] \mid \xi^4 = 1 \right\}, \quad \tilde{M}_1 := \tilde{M} \cap \tilde{G}_1 = \{ 1_2, 1, 1_2, -1, [-1_2, 1], [-1_2, -1] \}.$$

Then $\tilde{G}_1$ is the identity component of $\tilde{G}$, and $\tilde{G}_1$ is the double covering group of $G$. The groups $\tilde{M}$ and $\tilde{M}_1$ are the centers of $\tilde{G}$ and $\tilde{G}_1$, respectively. The group $\tilde{M}_0$ is the kernel
of the projection \( p : \tilde{G} \to G \). The group \( \tilde{G} \) is isomorphic to the group \( \tilde{G}_1 \times \mathbb{Z}/2\mathbb{Z} \) via the isomorphism

\[
\tilde{G}_1 \times \mathbb{Z}/2\mathbb{Z} \to \tilde{G}, \quad ([g, \xi], a \mod 2) \mapsto [g, \xi] \cdot [-1_2, -I]^a.
\]

Note that \([-1_2, -I]\) is an element of order 2 belonging to the center \( \tilde{M} \), and the canonical lift of \(-1_2 \in \Gamma_0(4)\) to \( \tilde{G} \) (see (1.30) below).

For real numbers \( a, x \) with \( a \neq 0 \) and a positive integer \( N \), we use the standard notation

\[
d(a) = \begin{pmatrix} a & 0 \\ 0 & a^{-1} \end{pmatrix}, \quad n(x) = \begin{pmatrix} 1 & x \\ 0 & 1 \end{pmatrix}, \quad \tilde{n}(x) = \begin{pmatrix} 1 & 0 \\ x & 1 \end{pmatrix}, \quad w_N = \begin{pmatrix} 0 & -1/\sqrt{N} \\ \sqrt{N} & 0 \end{pmatrix},
\]

and lift these elements in \( G \) to \( \tilde{G} \) by

\[
\tilde{d}(a) := [d(a), 1], \quad \tilde{n}(x) := [n(x), 1], \quad \tilde{n}(x) := [\tilde{n}(x), 1], \quad \tilde{w}_N := [w_N, 1]. \tag{1.7}
\]

If \( N = 1 \), we simply write \( w \) and \( \tilde{w} \) instead of \( w_1 \) and \( \tilde{w}_1 \), respectively. Concrete calculations of group multiplication in \( \tilde{G} \) can be done by Lemma 1.1. For example, we can easily obtain the following identities needed later:

\[
\begin{align*}
\tilde{n}(-x) &= \tilde{w}\tilde{n}(x)\tilde{w}^{-1}, \\
\tilde{w}_N &= \tilde{w}\tilde{d}(\sqrt{N}), \\
\tilde{w}_N\tilde{w}^{-1} &= \tilde{d}(\frac{1}{\sqrt{N}}), \\
\tilde{w}_N^{-1} &= \begin{pmatrix} a & b \\ cN & d \end{pmatrix}, \quad \xi \tilde{w}_N = \begin{pmatrix} d & -c \\ -bN & a \end{pmatrix}, \quad \xi \sigma (ad - bcN = 1, \; \xi^4 = 1, \; N > 0).
\end{align*}
\tag{1.11}
\]

In (1.11), \( \sigma \) is given by

\[
\sigma = \begin{cases} 
-1 & ([a < 0, \; b > 0, \; c \geq 0] \lor [a < 0, \; b \leq 0, \; c < 0]), \\
1 & \text{(otherwise)}.
\end{cases}
\]

### 1.2 Principal series representations of \( \tilde{G} \)

In this subsection, we introduce the principal series representations of \( \tilde{G} \). For details, we refer to Bruggeman, Lewis and Zagier [1], Suzuki [42], Yoshida [48].

We fix a complex number \( \lambda \) and an integer \( \ell \). For a \( C^\infty \)-function \( f \) on \( \mathbb{R} \), we put

\[
f_{\infty}(x) = (\text{sgn}\, x)^{\ell/2}|x|^{-2\lambda} \cdot f\left(-\frac{1}{x}\right) \quad (x \neq 0).
\tag{1.12}
\]

Here \( (\text{sgn}\, x)^{\ell/2} \) denotes the principal value, namely, \( (\text{sgn}\, x)^{\ell/2} = 1 \) or \( i^\ell \) according as \( x > 0 \) or \( x < 0 \). We consider the space \( \mathcal{V}_{\lambda, \ell}^\infty \) of \( C^\infty \)-functions \( f \) on \( \mathbb{R} \) such that the function \( f_{\infty} \), which is originally defined for \( x \neq 0 \), can be extended to a \( C^\infty \)-function on \( \mathbb{R} \). Then we have

\[
(f_{\infty})_{\infty}(x) = i^\ell f(x),
\tag{1.13}
\]

and the mapping \( f \mapsto f_{\infty} \) preserves \( \mathcal{V}_{\lambda, \ell}^\infty \). When it is necessary to make the dependence of \( f_{\infty}(x) \) on the parameters \( \lambda, \ell \) explicit, we write \( f_{\infty, \lambda, \ell}(x) \).

We define semi-norms \( \nu_{N, \lambda}(N \in \mathbb{Z}_{\geq 0}) \) on \( \mathcal{V}_{\lambda, \ell}^\infty \) by

\[
\nu_{N, \lambda}(f) = \sup_{x \in \mathbb{R}} \left\{ (1 + x^2)^{\nu(\lambda)} \cdot \sum_{j=0}^{N} |(D_x^j f)(x)| \right\},
\]

where \( \nu(\lambda) \) is an integer decided later.
where \( D_\lambda \) is the differential operator given by
\[
D_\lambda = (1 + x^2) \frac{d}{dx} + 2\lambda x.
\]
The space \( \mathcal{V}_{k,\ell}^\infty \) becomes a Fréchet space with the topology defined by the family of semi-norms \( \{ \mathcal{V}_{k,\ell}^\infty | N \in \mathbb{Z}_{\geq 0} \} \).

A continuous representation \( \pi_{k,\ell} \) of \( \tilde{G} \) on \( \mathcal{V}_{k,\ell}^\infty \) (the (non-unitary) principal series representation) can be defined as follows: Let \( \tilde{g} = [g, \xi] \in \tilde{G} \), \( g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{R}) \) and \( f \in \mathcal{V}_{k,\ell}^\infty \). Then, if \(-cx + a \neq 0,\)
\[
(\pi_{k,\ell}(\tilde{g})f)(x) = |cx + a|^{-2\lambda} \cdot f \left( \frac{dx - b}{-cx + a} \right) \cdot \begin{cases} \xi^{-\ell} & (\text{if } -cx + a > 0), \\
(i\xi)^{-\ell} & (\text{if } -cx + a < 0, \ell \geq 0), \end{cases}
\]
and, if \(-cx + a = 0,\)
\[
(\pi_{k,\ell}(\tilde{g})f)(x) = |c|^{2\lambda} \cdot f_{\infty}(0) \cdot \begin{cases} \xi^{-\ell} & (\text{if } -cx + a = 0, \ell > 0), \\
(i\xi)^{-\ell} & (\text{if } -cx + a = 0, \ell > 0). \end{cases}
\]

(1.14)

Note that the representation \( \pi_{k,\ell} \) is determined completely to the restriction to the identity component \( \tilde{G}_I \), since \( \tilde{G} = \tilde{G}_I \cup [-1, 1] \cdot \tilde{G}_I \) and \( (\pi_{k,\ell}([-1, 1])f)(x) = f(x) (f \in \mathcal{V}_{k,\ell}^\infty) \). If \( \ell \) is even, then \( \pi_{k,\ell}([-1, 1])f(x) = f(x) \) \( (f \in \mathcal{V}_{k,\ell}^\infty) \) and hence \( \pi_{k,\ell} \) is essentially a representation of \( \tilde{G} \cong \tilde{G}/\tilde{M}_0 \). In terms of \( \pi_{k,\ell} \), the relation (1.12) of \( f \) and \( f_{\infty} \) can be rephrased as
\[
f_{\infty}(x) = (\pi_{k,\ell}(\tilde{w}^{-1})f)(x), \quad \tilde{w}^{-1} = |w^{-1}, 1| = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, 1.
\]

(1.16)

We call a continuous linear functional \( T : \mathcal{V}_{k,\ell}^\infty \rightarrow \mathbb{C} \) a distribution (on \( \mathcal{V}_{k,\ell}^\infty \)), and denote by \( (\mathcal{V}_{k,\ell}^\infty)^\ast \) the space of distributions on \( \mathcal{V}_{k,\ell}^\infty \). We define the action \( \pi_{k,\ell}^\ast \) of \( \tilde{G} \) on \( T \in (\mathcal{V}_{k,\ell}^\infty)^\ast \) by
\[
(\pi_{k,\ell}^\ast(\tilde{g})T)(f) = T(\pi_{k,\ell}(\tilde{g}^{-1})f) \quad \text{for } \tilde{g} \in \tilde{G}, f \in \mathcal{V}_{k,\ell}^\infty.
\]

(1.17)

We prove a lemma needed in §2 in extending the Fourier transform and the local zeta functions to functions in \( \mathcal{V}_{k,\ell}^\infty \).

**Lemma 1.2** If \( f \) is in \( \mathcal{V}_{k,\ell}^\infty \), then the derivative \( f' \) is in \( \mathcal{V}_{k+1/2,\ell+2}^\infty \). More generally the \( m \)-th derivative \( f^{(m)} \) is in \( \mathcal{V}_{k+m/2,\ell+2m}^\infty \) and there exists a positive constant \( C \) independent of \( f \) satisfying
\[
v_{k+m/2} f^{(m)} \sup_{x \in \mathbb{R}} \left\{ (1 + x^2)^{\frac{m}{2}} \left| f^{(m)}(x) \right| \right\} \leq C v_{m,\lambda}(f).
\]

(1.18)

**Proof** By definition, the function
\[
f_{\infty}(x) = (\text{sgn } x)^{\ell/2} |x|^{-2\lambda} f \left( -\frac{1}{x} \right)
\]
is in \( C^\infty(\mathbb{R}) \). Differentiating both sides of this identity, we have for \( x \neq 0 \)
\[
(f_{\infty})'(x) = -2\lambda (\text{sgn } x)^{\ell/2} |x|^{-2\lambda} x^{-1} f \left( -\frac{1}{x} \right) + (\text{sgn } x)^{\ell/2} |x|^{-2\lambda} f' \left( -\frac{1}{x} \right).
\]
Hence the function
\[ (\text{sgn} \, x)^{(\ell+2)/2} |x|^{-2\lambda-1} f' \left( -\frac{1}{x} \right) = x(f(x)' + 2\lambda (\text{sgn} \, x)^{\ell/2} |x|^{-2\lambda} f \left( -\frac{1}{x} \right) = x(f(x)' + 2\lambda f(x)) \]
is in $C^\infty(\mathbb{R})$. This shows that $f'$ is in $Y_{\lambda+1/2, \ell}^\infty$ and
\[ (f')_{\infty; \lambda+1/2, \ell+2}(x) = x(f(x)' + 2\lambda f(x)). \] (1.19)

From this it is obvious that $f^{(m)} \in Y_{\lambda+m/2, \ell}^\infty$. To show the inequality (1.18), we note that there exist polynomials $u_{m,k}(x)$ of degree at most $m-k$ satisfying
\[ (1 + x^2)^m f^{(m)}(x) = \sum_{k=0}^{m} u_{m,k}(x) D_k f(x) \quad (m \geq 0). \]

Hence we have
\[ (1 + x^2)^{\beta(m)} \left| f^{(m)}(x) \right| \leq (1 + x^2)^{\beta(m)} \sum_{k=0}^{m} \frac{|u_{m,k}(x)|}{(1 + x^2)^{m/2}} \cdot \left| D_k f(x) \right| \leq C(1 + x^2)^{\beta(m)} \sum_{k=0}^{m} \left| D_k f(x) \right|, \]
where
\[ C = \max_{0 \leq k \leq m} \left[ \sup_{x \in \mathbb{R}} \left\{ \frac{|u_{m,k}(x)|}{(1 + x^2)^{m/2}} \right\} \right]. \]
Notice that $C$ is finite, since the degree of $u_{m,k}(x)$ is not greater than $m$. \(\square\)

### 1.3 Poisson transform

Let $\ell \in \mathbb{Z}$ and $F : \mathcal{H} \to \mathbb{C}$ be a complex-valued function on the Poincaré upper half plane $\mathcal{H}$. For $\tilde{g} = (g, \varphi) \in \mathcal{G}$, we define the slash operator $|_{\ell}$ by
\[ (F|_{\ell} \tilde{g})(z) = F(gz) \cdot \varphi(z)^{-\ell}, \] (1.20)
where $gz$ denotes the linear fractional transformation (1.1). By (1.3), we have
\[ F|_{\ell} (\tilde{g}_1 \cdot \tilde{g}_2) = (F|_{\ell} \tilde{g}_1) \circ \tilde{g}_2 \] (1.21)
for $\tilde{g}_1, \tilde{g}_2 \in \mathcal{G}$. The hyperbolic Laplacian $\Delta_{\ell/2}$ of weight $\ell/2$ on $\mathcal{H}$ is defined by
\[ \Delta_{\ell/2} = -y^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + i\ell y \left( \frac{\partial}{\partial x} + i \frac{\partial}{\partial y} \right) \quad (z = x + iy \in \mathcal{H}). \] (1.22)

It is known that for $C^\infty$-functions $F$ on $\mathcal{H}$ and $\tilde{g} \in \mathcal{G}$,
\[ (\Delta_{\ell/2} F)|_{\tilde{g}} = (\Delta_{\ell/2} (F|_{\ell}) \tilde{g}). \] (1.23)
For $\lambda \in \mathbb{C}, \ell \in \mathbb{Z}, u \in \mathbb{R}, z \in \mathcal{H}$, we define the Poisson kernel $p_{\lambda,\ell}(u, z)$ by
\[ p_{\lambda,\ell}(u, z) = \frac{\gamma^{\lambda - \ell/4}}{|z - u|^{2\lambda - \ell/2} \cdot (z - u)^{\ell/2}}. \] (1.24)
When we fix $z \in \mathcal{H}$ (resp. $u \in \mathbb{R}$) and regard $p_{\lambda,\ell}(u, z)$ as a function of $u$ (resp. $z$), we denote it by $p_{\lambda,\ell}(u)$ (resp. $q_{\lambda,\ell}(z)$). Then it is easy to check the following lemma.
Lemma 1.3  As a function of $u$, the Poisson kernel $p_{\ell, z}(u)$ is an element of $\mathcal{V}_{\ell}^{\infty}$. We have

$$ (\pi_{\ell} \tilde{g}) p_{\ell, z}(u) = (q_{\ell, u} \tilde{g})(z) \quad (\tilde{g} \in \tilde{G}). $$

(1.25)

Furthermore, $q_{\ell, u}(z)$ is an eigenfunction of the Laplacian $\Delta_{\ell}/2$ defined by (1.22). That is,

$$ \Delta_{\ell}/2 q_{\ell, u}(z) = \left( \lambda - \frac{\ell}{4} \right) \left( 1 - \lambda - \frac{\ell}{4} \right) \cdot q_{\ell, u}(z). $$

(1.26)

Definition 1.4  The Poisson transform $P_{\ell} T$ of a distribution $T \in \left( \mathcal{V}_{\ell}^{\infty} \right)^*$ is defined by

$$ (P_{\ell} T)(z) = T(p_{\ell, z}). $$

We need the following basic properties of the Poisson transforms.

Lemma 1.5  (1) For $\tilde{g} \in \tilde{G}$, we have

$$ (P_{\ell} T \mid \tilde{g}) (z) = P_{\ell} \left( \pi_{\ell}^* (\tilde{g}^{-1}) T \right)(z). $$

(2) For $T \in \left( \mathcal{V}_{\ell}^{\infty} \right)^*$, the Poisson transform $P_{\ell} T$ satisfies the differential equation

$$ \Delta_{\ell}/2 \cdot (P_{\ell} T)(z) = \left( \lambda - \frac{\ell}{4} \right) \left( 1 - \lambda - \frac{\ell}{4} \right) \cdot (P_{\ell} T)(z), $$

and hence $P_{\ell} T$ is a real analytic function on $\mathcal{H}$.

(3) For $T \in \left( \mathcal{V}_{\ell}^{\infty} \right)^*$, then there exist some $C > 0$ and $r \in \mathbb{Z}_{\geq 0}$ such that

$$ |(P_{\ell} T)(z)| \leq C \cdot \left( \frac{|z + iy|^2}{y} \right)^r \quad (z = x + iy \in \mathcal{H}). $$

The first and the second assertions follow immediately from Lemma 1.3. For the third assertion, we refer to Lewis [15, Theorem 4.1] and Oshima [24, Theorem 3.5]. Furthermore, the Poisson transform is a bijection of $\left( \mathcal{V}_{\ell}^{\infty} \right)^*$ onto the space of functions on $\mathcal{H}$ with the properties in (2) and (3) above for generic $\lambda$. (see Oshima and Sekiguchi [25, Theorem 3.15] and Wallach [46, §11.9] for more general treatment).

1.4 Maass forms for $\Gamma_0(N)$

For a positive integer $N$, let

$$ \Gamma_0(N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}) \right| c \equiv 0 \pmod{N} \right\}. $$

The subgroups $\tilde{\Gamma}_0(N)$ of $\tilde{G}$ corresponding to $\Gamma_0(N)$ are defined differently, in accordance with the parity of $\ell$.

(1) In the case of even $\ell$, the subgroup $\tilde{\Gamma}_0(N)$ of $\tilde{G}$ is defined by

$$ \tilde{\Gamma}_0(N) = \left\{ \tilde{\gamma} \in \tilde{G} \mid \tilde{\gamma} \in \Gamma_0(N) \right\}, \quad \tilde{\gamma}_\pm = [\gamma, \pm 1] = (\gamma, \pm j(\gamma, z)^{1/2}). $$

(1.27)

If we write $\ell = 2k$ ($k \in \mathbb{Z}$), then the action (1.20) of $\tilde{\gamma}_\pm$ becomes

$$ (F \mid \ell \tilde{\gamma}_\pm)(z) = F(\gamma z) \cdot j(\gamma, z)^{-k}, $$

(1.28)

and coincides with the standard action of $\gamma \in \Gamma_0(N)$ with integral weight $\kappa = \ell/2$.

(2) In the case of odd $\ell$, we use the “theta multiplier”. We put

$$ \theta(z) = \sum_{n=-\infty}^{\infty} \exp(2\pi in^2z), \quad j(\gamma, z) = \frac{\theta(\gamma z)}{\theta(z)}. $$
Then it is well-known that
\[ J(\gamma, z) = \varepsilon_d^{-1} \cdot \left( \frac{c}{d} \right) \cdot (cz + d)^{1/2} \quad \text{for} \quad \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(4), \]
where
\[ \varepsilon_d = \begin{cases} 1 & \text{if } (d \equiv 1 \pmod{4}), \\ i & \text{if } (d \equiv 3 \pmod{4}). \end{cases} \tag{1.29} \]
Note that \[ J(\gamma, z)^2 = \left( -\frac{1}{d} \right) \cdot j(\gamma, z). \]
Thus, if we put \[ \gamma^* = (\gamma, J(\gamma, z)) = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(4), \]
then the map \( \gamma \mapsto \gamma^* \) defines an injective homomorphism of \( \Gamma_0(4) \) into \( \tilde{G} \). In the case of odd \( \ell \), for a positive integer \( N \) with \( 4 \mid N \), the group \( \tilde{\Gamma}_0(N) \) is defined to be the image of \( \Gamma_0(N) \) under this injective homomorphism. That is,
\[ \tilde{\Gamma}_0(N) = \{ (\gamma, J(\gamma, z)) \mid \gamma \in \Gamma_0(N) \}. \tag{1.31} \]
Let \( \chi \) be a Dirichlet character mod \( N \). Then we use the same symbol \( \chi \) to denote the character of \( \tilde{\Gamma}_0(N) \) defined by
\[ \chi(\tilde{\gamma}) = \chi(d) \quad \text{for} \quad \tilde{\gamma} = [\gamma, \xi] \text{ with } \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(N). \tag{1.32} \]

**Definition 1.6 (Maass forms)** Let \( \ell \in \mathbb{Z} \), and \( N \) be a positive integer, with \( 4 \mid N \) when \( \ell \) is odd. A complex-valued \( C^\infty \)-function \( F(z) \) on \( \mathcal{H} \) is called a **Maass form** for \( \tilde{\Gamma}_0(N) \) of weight \( \ell/2 \) with character \( \chi \), if the following three conditions are satisfied;

(i) \( F \big| \tilde{\gamma} = \chi(\tilde{\gamma}) \cdot F \) for every \( \tilde{\gamma} \in \tilde{\Gamma}_0(N) \),
(ii) \( \Delta_{\ell/2} F = \Lambda \cdot F \) with some \( \Lambda \in \mathbb{C} \),
(iii) \( F \) is of moderate growth at every cusp, namely, for every \( A \in SL_2(\mathbb{Z}) \), there exist positive constants \( C, K \) and \( \nu \) depending on \( \ell \) and \( F \) such that
\[ |(F \big| [A, 1])(z)| < Cy^\nu \quad \text{if} \quad y = \Im(z) > K. \]
We call \( \Lambda \) the **eigenvalue** of \( F \).

**Remark 1.7** In the condition (i) above, let
\[ \tilde{\gamma} = \begin{cases} [ -1_2, 1] = (-1_2, i) & (\ell \equiv 0 \pmod{2}), \\ (-1_2)^* = [-1_2, -i] = (-1_2, 1) & (\ell \equiv 1 \pmod{2}). \end{cases} \]
Then, we have
\[ (F \big| \tilde{\gamma})(z) = F(z) \cdot \begin{cases} i^\ell & (\ell \equiv 0 \pmod{2}), \\ 1 & (\ell \equiv 1 \pmod{2}). \end{cases} \]
Hence there exist no non-trivial Maass forms for \( \tilde{\Gamma}_0(N) \) of weight \( \ell/2 \) with character \( \chi \), unless \( \chi(-1) = i^\ell \) or 1 according as \( \ell \equiv 0 \pmod{2} \) or \( \ell \equiv 1 \pmod{2} \).
**Definition 1.8** Let $\Gamma$ be a discrete subgroup of $\tilde{G}$ and $\chi$ be a character of $\tilde{\Gamma}$. We say that a distribution $T \in \left( V_{\lambda,\ell}^\infty \right)^*$ is **automorphic** for $\tilde{\Gamma}$ with character $\chi$ if
\[
(\pi_{\lambda,\ell}^*(\tilde{\gamma}) T)(f) = \chi(\tilde{\gamma}) T(f) \quad \text{for} \quad \tilde{\gamma} \in \tilde{\Gamma}, f \in V_{\lambda,\ell}^\infty.
\] (1.33)

When the character $\chi$ is trivial, we simply say that $T$ is automorphic for $\tilde{\Gamma}$.

In Lemma 1.5, we saw that the Poisson transform is an intertwining operator between $\left( V_{\lambda,\ell}^\infty \right)^*$ and the space of eigenfunctions on $H$ with respect to $\Delta_{\ell/2}$ of moderate growth, and therefore, the image of an automorphic distribution through the Poisson transform is a Maass form.

**Theorem 1.9** Let $T \in \left( V_{\lambda,\ell}^\infty \right)^*$ be an automorphic distribution on $V_{\lambda,\ell}^\infty$ for $\tilde{\Gamma}_0(N)$ with character $\chi$. Then the Poisson transform $(P_{\lambda,\ell}T)(z)$ of $T$ is a Maass form for $\tilde{\Gamma}_0(N)$ of weight $\ell/2$ with character $\chi^{-1}$ and eigenvalue $(\lambda - \ell/4)(1 - \lambda - \ell/4)$.

**Proof** Let $T \in \left( V_{\lambda,\ell}^\infty \right)^*$ be an automorphic distribution for $\tilde{\Gamma}_0(N)$ with character $\chi$. Then, by Lemma 1.5 (1) and (2), the Poisson transform of $T$ satisfies
\[
(P_{\lambda,\ell}T)(\tilde{\gamma}^{-1} z) = \chi(\tilde{\gamma})^{1/4} T(z) \quad (\tilde{\gamma} \in \tilde{\Gamma}_0(N)),
\]
\[
\Delta_{\ell/2} \cdot (P_{\lambda,\ell}T)(z) = \left( \lambda - \frac{\ell}{4} \right) \left( 1 - \lambda - \frac{\ell}{4} \right) \cdot (P_{\lambda,\ell}T)(z).
\]

Let $A \in SL_2(\mathbb{Z})$. Then Lemma 1.5 (1) and (3) applied to $\pi_{\lambda,\ell}^*([A, 1]^{-1})T$ imply that there exists a positive constant $\nu$ such that
\[
(P_{\lambda,\ell}T|_\ell [A, 1])(z) = (P_{\lambda,\ell}(\pi_{\lambda,\ell}^*([A, 1]^{-1})T))(z) = O(y^\nu) \quad (y \to \infty)
\]

uniformly with respect to $x$. This shows the moderate growth condition (iii). $\square$

Theorem 1.9 was proved in Unterberger [45, Theorem 3.2] in the case of the full modular group $SL_2(\mathbb{Z})$ and $\ell = 0$. Concrete examples of the correspondence between automorphic distributions and Maass forms are studied in Kato [12] for Maass forms attached to zeta functions of real quadratic fields with Größencharacters, and in Shimeno [36] and Unterberger [45, Sects. 2 and 3] for the Eisenstein series of $SL_2(\mathbb{Z})$.

2 **Local functional equations on $V_{\lambda,\ell}^\infty$**

In this section we consider the local zeta functions $\int |x|\nu^{1-1}f(x) \, dx$ and $\int |t|\nu^{1-1}Ff(t) \, dt$ for $f \in V_{\lambda,\ell}^\infty$ (for the definition of $|x|_\pm$, see (2.2)), and prove the local functional equation which relate these local zeta functions. Here $Ff$ denotes the Fourier transform of $f$. If $f$ is a rapidly decreasing function, then the local zeta functions and the local functional equation are well-studied [9,11,13]. Our purpose here is to extend them for arbitrary $f \in V_{\lambda,\ell}^\infty$.

If $\Re(\lambda) \leq \frac{1}{2}$, then a function $f$ in $V_{\lambda,\ell}^\infty$ is not necessarily absolutely integrable and the integral $\int_{\mathbb{R}} f(x) \exp(2\pi i tx) \, dx$ defining the Fourier transform may not converge. So we start to extend the definition of the Fourier transformation.

2.1 **Fourier transforms of functions in $V_{\lambda,\ell}^\infty$**

For simplicity, we put $e(x) = \exp(2\pi ix)$. Let $f(x)$ be a function in $V_{\lambda,\ell}^\infty$. Then $f(x) = O(|x|^{-2\Re(\lambda)})(|x| \to \infty)$. Hence, if $\Re(\lambda) > \frac{1}{2}$, then $f(x)$ is absolutely integrable and the Fourier transform

\[
(x)f(x) = \lim_{T \to \infty} \int_{-T}^{T} e(-xt) f(x) \, dx
\]
\[ \hat{f}(t) = \int_{\mathbb{R}} f(x)e^{itx} \, dx \]
is well-defined. To define the Fourier transformation for functions in \( \mathcal{V}_{\lambda, \ell}^\infty \) with \( \Re(\lambda) \leq \frac{1}{2} \), we use the following lemma.

**Lemma 2.1** If \( \Re(\lambda) > \frac{1}{2} \) and \( t \neq 0 \), then we have
\[
\hat{f}(t) = \left( \frac{-1}{2\pi it} \right)^m \hat{f}^{(m)}(t)
\]
for \( m \geq 0 \).

**Definition 2.2** For \( t \neq 0 \), we define the Fourier transform \( \mathcal{F}f(t) \) of \( f \in \mathcal{V}_{\lambda, \ell}^\infty \) by
\[
\mathcal{F}f(t) = \left( \frac{-1}{2\pi it} \right)^m \hat{f}^{(m)}(t),
\]
where \( m \) is a positive integer chosen so that \( \Re(\lambda) + \frac{m}{2} > \frac{1}{2} \). Then, by Lemma 1.2, \( f^{(m)} \) is in \( \mathcal{V}_{\lambda, \ell+2m}^{\infty} \) and \( \hat{f}^{(m)}(t) \) is defined. By Lemma 2.1, \( \mathcal{F}f(t) \) is independent of the choice of \( m \).

Note that we use the symbol \( \hat{f} \) to denote the Fourier transform of an integrable function \( f \), and \( \mathcal{F}f \) to denote the Fourier transform in the generalized sense in Definition 2.2. Of course we have \( \mathcal{F}f = \hat{f} \) for an integrable function \( f \).

**Remark 2.3** When \( \Re(\lambda) \leq \frac{1}{2} \), the limit \( \lim_{t \to 0} \mathcal{F}f(t) \) does not exist in general. We shall define later a regularized value \( \mathcal{F}f(0) \) for \( \lambda \notin \frac{1}{2} - \frac{1}{2}\mathbb{Z} \geq 0 \).

**Lemma 2.4** For \( f \in \mathcal{V}_{\lambda, \ell}^\infty \), the Fourier transform \( \mathcal{F}f \) is a \( C^\infty \)-function on \( \mathbb{R}^k \) and satisfies
\[
(\mathcal{F}f)^{(k)}(t) = (2\pi i)^k \mathcal{F}(x^kf)(t) \quad (t \neq 0)
\]
for any non-negative integer \( k \).

**Proof** It is enough to prove that \( \mathcal{F}f \) is differentiable and the identity (2.1) holds for \( k = 1 \). First note that \( xf(x) \in \mathcal{V}_{\lambda-1/2, \ell+2}^{\infty} \) and \( xf(x) = O(|x|^{-2\Re(\lambda)+1}) \) \((|x| \to \infty)\). Hence, if \( \Re(\lambda) > 1 \), then the function
\[
\frac{\partial f(x)e^{itx}}{\partial t} = 2\pi ixf(x)e^{itx}
\]
is an integrable function of \( x \) and we have
\[
(\mathcal{F}f)'(t) = \hat{(f)'(t)} = 2\pi i(\hat{xf})(t) = 2\pi i\mathcal{F}(xf)(t).
\]
Now let \( \lambda \) be arbitrary. Choose a positive integer \( m \) larger than \( 2 - 2\Re(\lambda) \). Then we have
\[
\mathcal{F}f(t) = \left( \frac{-1}{2\pi it} \right)^m \hat{f}^{(m)}(t).
\]
By the choice of \( m \) and what we have seen above, the function \( \hat{f}^{(m)}(t) \) is differentiable and
\[
\frac{d}{dt} \hat{f}^{(m)}(t) = 2\pi i(xf^{(m)})(t).
\]
Hence,
\[
\frac{d}{dt} \mathcal{F}f(t) = 2\pi i \left( m \left( \frac{-1}{2\pi it} \right)^{m+1} \hat{f}^{(m)}(t) + \left( \frac{-1}{2\pi it} \right)^m xf^{(m)}(t) \right)
\]
\[
= 2\pi i \left( \frac{-m}{2\pi it} \mathcal{F}f(t) + \left( \frac{-1}{2\pi it} \right)^m xf^{(m)}(t) \right).
\]
On the other hand, we have
\[
\frac{d^m}{dx^m}(xf(x)) = mf^{(m-1)}(x) + xf^{(m)}(x)
\]
and therefore
\[
\mathcal{F}(xf)(t) = \left(\frac{-1}{2\pi it}\right)^m \left(mf^{(m-1)}(t) + xf^{(m)}(t)\right)
\]
\[
= -\frac{m}{2\pi it}\mathcal{F}f(t) + \left(\frac{-1}{2\pi it}\right)^m xf^{(m)}(t).
\]
This shows that \(\mathcal{F}f\) is differentiable and the identity (2.1) holds for \(k = 1\). \(\Box\)

**Lemma 2.5** For every non-negative integer \(m\) and every sufficiently large \(N\), there exists a constant \(C_{m,N}\) such that the inequality
\[
\left|\left(\mathcal{F}f\right)^{(m)}(t)\right| \leq C_{m,N} \cdot v_{N\lambda - m/2}(x^m f)|t|^{-N}
\]
holds for \(t \neq 0\). Hence, for a fixed \(t \neq 0\), the evaluation map \(f \mapsto \mathcal{F}f(t)\) is continuous and defines a distribution on \(\mathcal{V}_{\lambda,t}^{\infty}\).

**Proof** By Lemma 2.4 it is enough to prove the case where \(m = 0\). For any positive integer \(N > 1 - 2\Re(\lambda)\), it follows from the inequality (1.18) that
\[
\left|\mathcal{F}f(t)\right| \leq \frac{1}{(2\pi |t|)^N} \int_{\mathbb{R}} |f^{(N)}(x)| \, dx
\]
\[
\leq C_{V_{N\lambda}}(f) \frac{1}{(2\pi |t|)^N} \int_{\mathbb{R}} \frac{1}{|1 + x^2|^{\Re(\lambda) + N/2}} \, dx = C_N \cdot v_{N\lambda}(f)|t|^{-N},
\]
where \(C_N = \frac{1}{(2\pi)^N} \int_{\mathbb{R}} \frac{1}{|1 + x^2|^{\Re(\lambda) + N/2}} \, dx < \infty\). \(\Box\)

### 2.2 Local zeta functions on \(\mathcal{V}_{\lambda,t}^{\infty}\)

We denote by \(|x|^s_+\) the functions given by
\[
|x|^s_+ = \begin{cases} 
  x^s & (x > 0), \\
  0 & (x \leq 0), \end{cases} \quad \text{and} \quad |x|^s_- = \begin{cases} 
  0 & (x \geq 0), \\
  |x|^s & (x < 0). \end{cases}
\]
(2.2)

For \(f \in \mathcal{V}_{\lambda,t}^{\infty}\), we consider the local zeta functions defined by
\[
\Phi_{\pm}(f;s) = \int_{\mathbb{R}} |x|^s_{\pm}^{-1} f(x) \, dx = \int_0^{\infty} x^{s-1} f(\pm x) \, dx.
\]

Since \(f\) is in \(C^\infty(\mathbb{R})\) and \(f(x) = O(|x|^{-2\Re(\lambda)})\) (\(|x| \to \infty\)), the integrals defining \(\Phi_{\pm}(f;s)\) converge absolutely only when \(0 < \Re(s) < 2\Re(\lambda)\). Therefore the integrals have no meaning unless \(\Re(\lambda) > 0\). To define the local zeta functions \(\Phi_{\pm}(f;s)\) for arbitrary \(\lambda\), we use the identity
\[
\Phi_{\pm}(f;s) = \frac{(-1)^m}{s(s + 1) \cdots (s + m - 1)} \cdot \Phi_{\pm}(f^{(m)};s + m) \quad (m \geq 1),
\]
(2.3)

which is valid for \(\Re(\lambda) > 0\) and \(0 < \Re(s) < 2\Re(\lambda)\). This identity is obtained by applying the relation
\[
\Phi_{\pm}(f;s) = \left[\frac{x^s f(\pm x)}{s}\right]_{0}^{\infty} + \frac{1}{s} \int_{0}^{\infty} x^{s-1} f(\pm x) \, dx = \mp \frac{1}{s} \cdot \Phi_{\pm}(f^r;s + 1)
\]
repeatedly. Note that, by Lemma 1.2, we have \(f^{(m)}(x) = O(|x|^{-2\Re(\lambda) - m})\) (\(|x| \to \infty\)), and hence the integral on the right hand side of (2.3) converges absolutely for \(-m < \Re(s) < 2\Re(\lambda)\).
Definition 2.6 For λ ∈ C (not necessarily with positive real part), take a positive integer m such that −m < 2ℜ(λ), and we define the local zeta functions Φ±(f; s) for f ∈ V_{λ,ℓ}^∞ by the expression on the right hand side of (2.3). Then, since Φ±(f; s) is determined independently of the choice of m, and m can be arbitrary large, Φ±(f; s) are defined for ℜ(s) < 2ℜ(λ) as meromorphic functions of s. Note that, with this definition, the identity (2.3) holds without any restriction of ℜ(s) and ℜ(λ).

Theorem 2.7 For f ∈ V_{λ,ℓ}^∞, the local zeta functions Φ±(f; s) have analytic continuations to meromorphic functions of s in C with poles only at s = −k; 2λ + k (k ∈ Z≥0). All the poles are of order at most 1. The residues are given by

\[ \text{Res } s=-k \Phi_{\pm} (f; s) = \frac{(\pm 1)^{k}}{k!} f^{(k)}(0), \]

\[ \text{Res } s=2\lambda + k \Phi_{\pm} (f; s) = -(\mp 1)^{-\ell/2} \frac{(\pm 1)^{k} (f_{\infty})^{(k)}(0)}{k!}, \]

unless λ = −\frac{q}{2} ∈ −\frac{1}{2}Z≥0 and 0 ≤ k ≤ q. In the exceptional case the poles at s = −(q − k) and s = 2λ + k (0 ≤ k ≤ q) coincide and the residue is given by

\[ \text{Res } s=-(q-k) \Phi_{\pm} (f; s) = \frac{(\pm 1)^{q-k}}{(q-k)!} f^{(q-k)}(0) - (\mp 1)^{-\ell/2} \frac{(\pm 1)^{k} (f_{\infty})^{(k)}(0)}{k!}. \]

Proof We consider the integrals

\[ \Phi_{\pm,0} (f; s) = \int_{0}^{1} x^{-s-1} f(\pm x) \, dx, \quad \Phi_{\pm,\infty} (f; s) = \int_{1}^{\infty} x^{-s-1} f(\pm x) \, dx \quad (f \in V_{\lambda,\ell}^\infty). \]

The integrals \( \Phi_{\pm,0} (f; s) \) and \( \Phi_{\pm,\infty} (f; s) \) converge absolutely for ℜ(s) > 0 and ℜ(s) < 2ℜ(λ), respectively. By the definition of \( f_{\infty} \), we have

\[ \Phi_{\pm,\infty} (f; s) = (\mp 1)^{-\ell/2} \Phi_{\pm,0} (f_{\infty}; 2\lambda - s) \]

for ℜ(s) < 2ℜ(λ). For a positive integer n, we write

\[ f(\pm x) = \sum_{k=0}^{n-1} \frac{(\pm 1)^{k} f^{(k)}(0)}{k!} x^{k} + f_{n}(\pm x). \]

Here \( f_{n}(x) = O(x^{n}) \) (x → 0). Then, for ℜ(s) > 0,

\[ \Phi_{\pm,0} (f; s) = \sum_{k=0}^{n-1} \frac{(\pm 1)^{k} f^{(k)}(0)}{k!} \int_{0}^{1} x^{s+k-1} \, dx + \int_{0}^{1} x^{-s} f_{n}(x) \, dx \]

\[ = \sum_{k=0}^{n-1} \frac{(\pm 1)^{k} f^{(k)}(0)}{k!} \cdot \frac{1}{s+k} + \int_{0}^{1} x^{-s} f_{n}(x) \, dx. \]

Since the integral involving \( f_{n} \) converges absolutely for ℜ(s) > −n, and n can be arbitrary large, \( \Phi_{\pm,0} (f; s) \) has an analytic continuation to a meromorphic function of s in C with poles of order at most 1 only at s = −k (k ∈ Z≥0). The residue at s = −k is equal to \( (\pm 1)^{k} f^{(k)}(0)/(k!) \). The same argument yields that \( \Phi_{\pm,\infty} (f; s) = i^{-\ell} \Phi_{\mp,0} (f_{\infty}; 2\lambda - s) \) has an analytic continuation to a meromorphic function of s in C with poles of order at most 1 only at s = 2λ + k (k ∈ Z≥0). The residue at s = 2λ + k is equal to \( -(\mp 1)^{-\ell/2} (\mp 1)^{k} f_{\infty}^{(k)}(0)/(k!) \).

For any positive integer m, we have

\[ \Phi_{\pm,0} (f; s) = \sum_{k=0}^{m-1} \frac{(\pm 1)^{k} f^{(k)}(0)}{s(s+1) \cdots (s+k)} + \frac{(\mp 1)^{m}}{s(s+1) \cdots (s+m)} \int_{0}^{1} x^{s+m-1} f^{(m)}(\pm x) \, dx \]

\[ \Phi_{\pm,\infty} (f; s) = \sum_{k=0}^{m-1} \frac{(\pm 1)^{k} f^{(k)}(0)}{s(s+1) \cdots (s+k)} + \frac{(\mp 1)^{m}}{s(s+1) \cdots (s+m)} \int_{1}^{\infty} x^{s+m-1} f^{(m)}(\pm x) \, dx. \]
Then, by definition, we have

\[ \Phi_{\pm, \infty}(f; s) = - \sum_{k=0}^{m-1} \frac{(\mp 1)^k f^{(k)}(\pm 1)}{s(s+1) \cdots (s+k)} + \frac{(\mp 1)^m}{s(s+1) \cdots (s+m)} \int_{1}^{\infty} x^{s+m-1} f^{(m)}(\pm x) \, dx \]

for \( \Re(s) > 0 \), and

\[ \Phi_{0, \infty}(f; s) = \Phi_{\pm, \infty}(f; s) = - \frac{(\mp 1)^m}{s(s+1) \cdots (s+m)} \int_{1}^{\infty} x^{s+m-1} f^{(m)}(\pm x) \, dx \]

for \( \Re(s) < 2\Re(\lambda) \). These are analogues of the identity (2.3) for \( \Phi_{\pm, 0} \) and \( \Phi_{\pm, \infty} \), and proved by repeated use of integration by parts. The integral on the right hand sides of the upper (resp. lower) identity converges absolutely for \( \Re(s) > -m \) (resp. \( 2\Re(\lambda) > \Re(s) \)). This shows that the identity

\[ \Phi_{\pm, 0}(f; s) + \Phi_{\pm, \infty}(f; s) = - \frac{(\mp 1)^m}{s(s+1) \cdots (s+m)} \int_{1}^{\infty} x^{s+m-1} f^{(m)}(\pm x) \, dx \]

holds for \( 2\Re(\lambda) > \Re(s) > -m \). This proves that

\[ \Phi_{\pm}(f; s) = \Phi_{\pm, 0}(f; s) + \Phi_{\pm, \infty}(f; s), \quad (2.8) \]

and the theorem follows from what we have proved for \( \Phi_{\pm, 0}(f; s) \) and \( \Phi_{\pm, \infty}(f; s) \). \( \Box \)

**Corollary 2.8** For \( f \in \mathcal{V}_{\lambda, \ell}^{\infty} \), we have

\[ \Phi_{\pm}(f; s) = (\mp 1)^{-\ell/2} \Phi_{\mp}(f; \infty; 2\ell \lambda \mp s). \quad (2.9) \]

**Proof** By (1.13), (2.7) and (2.8), we have

\[
\begin{align*}
\Phi_{\pm}(f; s) &= \Phi_{\pm, 0}(f; s) + \Phi_{\pm, \infty}(f; s) \\
&= (\mp 1)^{-\ell/2} \Phi_{\mp, \infty}(f; \infty; 2\ell \lambda \mp s) + (\mp 1)^{-\ell/2} \Phi_{\pm, 0}(f; f; 2\ell \lambda \mp s) \\
&= (\mp 1)^{-\ell/2} \Phi_{\mp}(f; \infty; 2\ell \lambda \mp s).
\end{align*}
\]

\( \Box \)

**Lemma 2.9** For a fixed \( s \neq -k, 2\ell \lambda + k (k \in \mathbb{Z}_{\geq 0}) \), the linear functional on \( \mathcal{V}_{\lambda, \ell}^{\infty} \) defined by \( f \mapsto \Phi_{\pm}(f; s) \) is continuous and defines a distribution on \( \mathcal{V}_{\lambda, \ell}^{\infty} \).

**Proof** First assume that \( \Re(s) < 2\Re(\lambda) \). Choose a positive integer \( m \) such that \( \Re(s) > -m \). Then, by definition, we have

\[ \Phi_{\pm}(f; s) = \frac{(\mp 1)^m}{s(s+1) \cdots (s+m-1)} \Phi_{\pm}(f^{(m)}; s + m). \quad (2.10) \]

By the estimate (1.18), there exists a positive constant \( C \) such that

\[
\begin{align*}
|\Phi_{\pm}(f^{(m)}; s + m)| &\leq \int_{0}^{\infty} |f^{(m)}(\pm x)| |x|^{|\Re(s)|+m-1} \, dx \\
&\leq C_{m\lambda}(f) \int_{0}^{\infty} |x|^{|\Re(s)|+m-1} \left( \frac{1}{1 + x^2} \right)^{|\Re(\lambda)|+m/2} \, dx.
\end{align*}
\]

By the choice of \( m \), the integral converges and the mapping \( f \mapsto \Phi_{\pm}(f^{(m)}; s + m) \) is continuous, and hence the mapping \( f \mapsto \Phi_{\pm}(f; s) \) is continuous.

Since the analytic continuation of \( \Phi_{\pm}(f; s) \) preserves the continuity (the discussion in [9, Chap. 1, Appendix 2 and Appendix A] and [11, §5.2] can be modified in a form applicable to the present situation), the mapping \( f \mapsto \Phi_{\pm}(f; s) \) is continuous for any \( \lambda \) and \( s \) away from the poles. \( \Box \)
2.3 Regularized values of \((\mathcal{F}f)^{(k)}\) at 0

In §2.2, we have defined the Fourier transform \(\mathcal{F}f(t) \ (f \in \mathcal{V}^\infty_{\mathcal{L}})\) for \(t \neq 0\). If \(\Re(\lambda) \leq \frac{1}{2}\), then \(\mathcal{F}f(t)\) is not necessarily bounded near \(t = 0\). However, it is convenient to introduce the (regularized) value of the \(k\)-th derivative of \(\mathcal{F}f(t)\) at \(t = 0\) by

\[
(\mathcal{F}f)^{(k)}(0) := (2\pi i)^k \left( \Phi_+(f; k + 1) + (-1)^k \Phi_-(f; k + 1) \right). \tag{2.11}
\]

If \(\Re(\lambda) > (k + 1)/2\), then \((\mathcal{F}f)^{(k)}(0)\) coincides with the value at \(t = 0\) of the \(k\)-th derivative of \(\hat{f}(t)\). Since \(\Phi_\pm(f; s)\) are holomorphic at \(s = k + 1\) if \(\lambda \neq \frac{k + 1}{2} - \frac{1}{2}Z \geq 0\), the value \((\mathcal{F}f)^{(k)}(0)\) is well-defined for any such \(\lambda\). Moreover, by Lemma 2.9, the mapping \(f \mapsto (\mathcal{F}f)^{(k)}(0)\) is continuous.

2.4 Analytic continuation of \(\mathcal{F}f\) with respect to \(\lambda\)

To calculate the Fourier transform \(\mathcal{F}f(t)\) for \(\lambda\) with small real part, it is convenient to use the method of analytic continuation.

Let \(U\) be a connected open subset of \(\mathbb{C}\). For \(r \in \mathbb{R}\), we put \(U_r = \{ \lambda \in U \mid \Re(\lambda) > r \}\) and assume that \(U_{1/2}\) is not empty.

**Proposition 2.10** Let \(f_\lambda(x)\) be a function on \(U \times \mathbb{R}\) satisfying the conditions

(a) For each \(\lambda, f_\lambda(x)\) belongs to \(\mathcal{V}^\infty_{\mathcal{L}}\) as a function of \(x\).

(b) For each \(x, f_\lambda(x)\) is a holomorphic function of \(\lambda\) in \(U\).

We assume that, for any compact subset \(K\) in \(U\) and any sufficiently large positive integer \(m\), there exists a constant \(C_{K,m}\) such that

\[
\left| \frac{\partial^m f_\lambda}{\partial x^m}(x) \right|, \left| \frac{\partial^m f_\lambda}{\partial x^m}(\lambda) \right| \leq C_{K,m}(1 + x^2)^{-\Re(\lambda) - m/2} \quad (\forall \lambda \in K, x \in \mathbb{R}). \tag{2.12}
\]

Then, if \(t \neq 0\), the Fourier transform \(\mathcal{F}f_\lambda(t)\) as a function of \(\lambda\) is holomorphic in \(U\). If \(t = 0\), the Fourier transform \(\mathcal{F}f_\lambda(0)\) as a function of \(\lambda\) is holomorphic in \(U \setminus \left( \frac{1}{2} - \frac{1}{2}Z \geq 0 \right)\).

**Proof** First we consider the case \(t \neq 0\). Then, by Definition 2.2, \(\mathcal{F}f_\lambda(t)\) is given by the integral

\[
\left( \frac{-1}{2\pi i t} \right)^m \int_\mathbb{R} \frac{\partial^m f_\lambda}{\partial x^m}(x) e^{xt} dx \ dt
\]

for sufficiently large \(m\). Hence, by the assumption (2.12) for \(f_\lambda\), the integral above is convergent uniformly on \(K \cap U_{(1-m)/2}\). This shows that \(\mathcal{F}f_\lambda(t)\) is holomorphic on \(U_{(1-m)/2}\). Since \(m\) can be arbitrary large, \(\mathcal{F}f_\lambda(t)\) is holomorphic on \(U\).

Next we consider the case \(t = 0\). Again by (2.12) for \((f_\lambda)_\infty\), we see that the convergence of the local zeta function

\[
\Phi_\pm \left( \frac{\partial^m (f_\lambda)_\infty}{\partial x^m}; 2\lambda - s + m \right)
\]

is locally uniform in \(2\Re(\lambda) + m > \Re(s) > 0\). Hence

\[
\Phi_\pm(f_\lambda; s) = (\mp 1)^{-l/2} \Phi_+(f_\lambda)_\infty; 2\lambda - s)
\]

is a meromorphic function of \((\lambda, s)\) in \(((\lambda, s) \in U \times \mathbb{C} \mid 2\Re(\lambda) + m > \Re(s) > 0)\) with possible poles at \(s = 2\lambda, 2\lambda + 1, \ldots, 2\lambda + m - 1\). Since \(m\) can be arbitrary large, \(\Phi_\pm(f_\lambda; s)\)
can be extended meromorphically to \((\lambda, s) \in U \times C \mid \Im(s) > 0\). Hence, we see that \((\mathcal{F} f_i)(0) = \Phi_+(f_i; 1) + \Phi_-(f_i; 1)\) is a holomorphic function of \(\lambda\) in \(U \setminus \left\{ \frac{1}{2} - \frac{i}{2} \mathbb{Z}_{\geq 0} \right\}\). \(\Box\)

By the proposition above, if one can calculate the Fourier transform \(\int g(t) e^{ixt} dt\) explicitly for \(\lambda\) with sufficiently large real part, then the explicit expression obtained is valid for any \(\lambda \in U\) by the principle of analytic continuation.

Now we give examples of applications of Proposition 2.10.

Example 2.11 Let \(f\) be a function in \(\mathcal{Y}_{\lambda_0, \ell}^\infty\). Put \(f_i(x) = (1 + x^2)^{-\lambda + j_0} f(x)\). Then \(f_i(x)\) satisfies the conditions (a) and (b) in Proposition 2.10. Since \(\mathcal{F}f_i(0) = v_{m,\lambda}(f_i)\), the family \(f_i(x)\) satisfies also the condition (2.12), and Proposition 2.10 can be applied to \(f_i\). Hence \(\mathcal{F}f\) is obtained as the value at \(\lambda = \lambda_0\) of the analytic continuation of \(\mathcal{F}f_i\). For a fixed \(\mu \in \mathbb{R}\), we put \(g_\mu(x) = f_i(x - \mu)\). Then Proposition 2.10 can be applied also to \(g_\mu\). If \(\Im(\lambda) > \frac{1}{2}\), then

\[
\mathcal{F}(g_\mu)(t) = \tilde{g}_\mu(t) = e^{2\pi i \mu} \mathcal{F}(f_i)(t).
\]

By Proposition 2.10 and the principle of analytic continuation, this identity holds for any \(\lambda\), and in particular, the elementary formula

\[
\mathcal{F}g(t) = e^{2\pi i \mu} \mathcal{F}f(t), \quad g(x) = f(x - \mu) = \pi_{\lambda, \ell}(\hat{\eta}(\mu)) f(x) \quad (\mu \in \mathbb{R})
\]

holds for \(f \in \mathcal{Y}_{\lambda_0, \ell}^\infty\). Similarly, we can prove

\[
(\mathcal{F}f)(ty) = t^{-1} (\mathcal{F}(f_{t^{-1}}))(y) \quad (t \neq 0)
\]

for \(f \in \mathcal{Y}_{\lambda_0, \ell}^\infty\) and \(\lambda \notin \frac{1}{2} - \frac{i}{2} \mathbb{Z}_{\geq 0}\).

Example 2.12 As the second example, let us consider the Poisson kernel \(p_{\lambda, \ell, z}(u) (\Im(z) > 0)\) defined in §1.3. Then the Fourier transform of \(p_{\lambda, \ell, z}\) is given by

\[
(\mathcal{F} p_{\lambda, \ell, z})(t) = \begin{cases} i^{-\ell/2} \pi^{1/2} \cdot \left| t \right|^{-\ell - 1} \cdot y^{\ell - \ell/4} \cdot \frac{W_{\left( \lambda + \frac{\Im(t)}{4} \right)} \cdot \Gamma \left( \lambda - \frac{\Im(t)}{2} \right)}{\Gamma \left( \lambda + \frac{\Im(t)}{4} \right)} \cdot e^{2\pi i tx} & (t \neq 0), \\ y^{1-\lambda-\ell/4} \cdot i^{-\ell/2} \cdot \left( 2\pi \right)^{2\lambda - 2} \cdot \Gamma(2\lambda - 1) \cdot \Gamma \left( \lambda - \frac{\ell}{4} \right) \cdot e^{2\pi i ty} & (t = 0), \end{cases}
\]

where \(W_{\mu, \nu}(x)\) is the Whittaker function. This can be proved also by using Proposition 2.10. Indeed, if \(\Im(\lambda) > \frac{1}{2}\) then we have

\[
(\mathcal{F} p_{\lambda, \ell, z})(t) = y^{1-\lambda-\ell/4} \cdot e^{2\pi i ty} \cdot \int_{-\infty}^{\infty} (1 + x^2)^{-\lambda} \cdot \left( \frac{1 - iu}{1 + iu} \right)^{\ell/4} \cdot e^{2\pi i tu} du.
\]

Here we have chosen the principal branch of the logarithm to define the power function in the integrand. Now the identity (2.15) for \(\Im(\lambda) > \frac{1}{2}\) follows from the integral formula.
\[
\int_{-\infty}^{\infty} \frac{e^{iu/2}}{(u^2 + 1)^{v+1/2}} \cdot \frac{1 - iu}{1 + iu} \, du = \begin{cases}
\frac{\pi (x/4)^{v-1/2}}{\Gamma(\mu + v + \frac{1}{2})} \cdot W_{\mu,v}(x) & (x > 0), \\
2\pi \Gamma(2v)2^{-2\nu} & (x = 0),
\end{cases}
\]

which is derived from [5, p. 119 (12)] for \(x > 0\), and from [4, p. 12 (30)] for \(x = 0\). Note that the integral on the left hand side is absolutely convergent for \(\Re(v) > 0\). Since the Whittaker function \(W_{\mu,v}(x)\) is an entire function of \(v\), the Fourier transform \((\cal{F}p_{\lambda,\ell,z})(t)\) is an entire function of \(\lambda\) for \(t \neq 0\), and a meromorphic function of \(\lambda\) with poles at \(\lambda = \frac{1-k}{2}\) \((k \in \mathbb{Z}_{>0})\) for \(t = 0\). Therefore, once we prove that Proposition 2.10 is applicable to \(p_{\lambda,\ell,z}\), then the identity (2.15) holds for any \(\lambda\). To see this, it is enough to show the estimate (2.12) for \(\frac{\partial^m}{\partial u^m}p_{\lambda,\ell,z}(u)\), since \((p_{\lambda,\ell,z})^\infty(u) = z^{-\ell/2}p_{\lambda,\ell-1/2}(u)\). By an elementary calculation, we have

\[
\frac{\partial^m}{\partial u^m}p_{\lambda,\ell,z}(u) = \frac{\lambda^n}{\ell^n} \sum_{k=0}^{m} \frac{P_k(\lambda, \Re(z), u)}{|z - u|^{2\ell/2 + 2k}} (z - u)^{\ell/2 + m + k}.
\]

where \(P_k(\lambda, \Re(z), u)\) are polynomials of \(\lambda, \Re(z)\) and \(u\), and of degree at most \(2k\) with respect to \(u\). Therefore

\[
\frac{\partial^m}{\partial u^m}p_{\lambda,\ell,z}(u) = O\left(|u|^{-2\Re(\lambda) - m}\right) \quad (|u| \to \infty)
\]

and we can take the \(O\)-constant not depending on \(\lambda\) when \(\lambda\) is restricted to a compact subset in \(\mathbb{C}\). Thus we may apply Proposition 2.10 to \(p_{\lambda,\ell,z}\) and the proof of (2.15) is completed.

**Remark 2.13** The explicit formula for the Fourier transform of the Poisson kernel (2.15) was given previously in [42, (1.5), (4.10)].

### 2.5 Dual local zeta functions and local functional equations

For \(f \in \cal{V}_{\lambda,\ell}^\infty\), we define the dual local zeta functions by

\[
\Phi_{\pm}(\cal{F}f; s) = \int_{\mathbb{R}} |x|^{s-1} \cal{F}f(x) \, dx = \int_{0}^{\infty} x^{s-1} \cal{F}f(\pm x) \, dx.
\]

It follows from Definition 2.2 that the estimate \(\cal{F}f(t) = O(|t|^{-m}) \quad (t \to 0)\) holds for any \(m\) with \(2\Re(\lambda) + m > 1\), and by Lemma 2.5, the Fourier transform \(\cal{F}f(t)\) is rapidly decreasing at infinity. Hence, \(\Phi_{\pm}(\cal{F}f; s)\) converge absolutely for \(\Re(s) > m_0\), where \(m_0\) is the smallest non-negative integer satisfying \(m_0 > 1 - 2\Re(\lambda)\).

**Theorem 2.14** (1) For \(f \in \cal{V}_{\lambda,\ell}^\infty\), the dual local zeta functions \(\Phi_{\pm}(\cal{F}f; s)\) have analytic continuations to meromorphic functions of \(s\) in \(\mathbb{C}\). The poles are located only at \(s = -k, 1 - 2\lambda - k \quad (k \in \mathbb{Z}_{\geq 0})\).

(2) The following local functional equation holds:

\[
\left(\begin{array}{c}
\Phi_{+}(\cal{F}f; s) \\
\Phi_{-}(\cal{F}f; s)
\end{array}\right) = (2\pi)^{-s} \Gamma(s) \left(\begin{array}{cc}
e^{\pi i s/2} & e^{-\pi i s/2} \\
e^{-\pi i s/2} & e^{\pi i s/2}
\end{array}\right) \left(\begin{array}{c}
\Phi_{+}(\cal{F}f; 1 - s) \\
\Phi_{-}(\cal{F}f; 1 - s)
\end{array}\right).
\]

(3) If \(\lambda \notin \frac{1}{2} \mathbb{Z}\), then all the poles of \(\Phi_{\pm}(\cal{F}f; s)\) are of order at most 1. If \(\lambda = \frac{q}{2} \quad (q \in \mathbb{Z})\), then the poles at \(s = \min\{0, -(q - 1)\} - k \quad (k \in \mathbb{Z}_{\geq 0})\) are of order at most 2, and the other poles are of order at most 1. Except for the (possible double) poles at \(s = \min\{0, -(q - 1)\} - k \quad (k \in \mathbb{Z}_{\geq 0})\) for \(\lambda = \frac{q}{2} \quad (q \in \mathbb{Z})\), the residues at the poles are given by
Thus the functional equation (2.16) has been proved for $\Re(\lambda) > \frac{1}{2}$ and $0 < \Re(s) < 1$. Then both sides of the functional equation (2.16) converge absolutely, and $\mathcal{F}f(t)$ is given by the convergent integral $\mathcal{F}f(t) = \int_{\mathbb{R}} f(x) e^{ixt} dx$. Hence, the dominated convergence theorem implies that

$$\Phi_\pm(\mathcal{F}f; s) = \int_0^\infty t^{s-1} \left( \int_{\mathbb{R}} f(x) e^{\pm 2\pi ixt} dx \right) dt$$

$$\Phi_\pm(\mathcal{F}f; s) = \lim_{y \to +0} \int_0^\infty t^{s-1} e^{-ty} \left( \int_{\mathbb{R}} f(x) e^{\pm 2\pi ixt} dx \right) dt.$$ Further, by Fubini’s theorem, we have

$$\Phi_\pm(\mathcal{F}f; s) = \lim_{y \to +0} \int_{\mathbb{R}} f(x) \left( \int_0^\infty t^{s-1} e^{-t(y \mp 2\pi ix)} dt \right) dx$$

$$\Phi_\pm(\mathcal{F}f; s) = \Gamma(s) \lim_{y \to +0} \int_{\mathbb{R}} (y \mp 2\pi ix)^{-s} f(x) dx.$$ Note that if $0 < \Re(s) < 1$, then $|x|^{-s}f(x)$ is absolutely integrable, and we can apply the dominated convergence theorem again. Since

$$\lim_{y \to +0} (y \mp 2\pi ix)^{-s} = \left( e^{\mp \text{sgn}(x)\pi i/2} |2\pi x| \right)^{-s},$$

we have

$$\Phi_\pm(\mathcal{F}f; s) = (2\pi)^{-s} \Gamma(s) \int_{\mathbb{R}} \left( e^{\pm \pi is/2} |x|^s + e^{\mp \pi is/2} |x|^{-s} \right) f(x) dx$$

$$\Phi_\pm(\mathcal{F}f; s) = (2\pi)^{-s} \Gamma(s) \left( e^{\pm \pi is/2} \Phi_\pm(f; 1 - s) + e^{\mp \pi is/2} \Phi_\mp(f; 1 - s) \right).$$

Thus the functional equation (2.16) has been proved for $\Re(\lambda) > \frac{1}{2}$ and $1 > \Re(s) > 0$. Since, by Theorem 2.7, $\Phi_\pm(f; 1 - s)$ can be extended to $\mathbb{C}$ meromorphically, the functional equation implies that, if $\Re(\lambda) > \frac{1}{2}$, then $\Phi_\pm(\mathcal{F}f; s)$ can also be extended to $\mathbb{C}$ meromorphically.

Let $\lambda$ be arbitrary. Then, by taking a positive integer $m$ with $\Re(\lambda) + \frac{m}{2} > \frac{1}{2}$, the dual local zeta function is given by

$$\Phi_\pm(\mathcal{F}f; s) = \int_{\mathbb{R}} |t|^{s-1} \left( \frac{-1}{2\pi it} \right)^m \mathcal{F}(f^{(m)})(t) dt = \left( \frac{\mp 1}{2\pi i} \right)^m \Phi_\pm(\mathcal{F}f^{(m)}; s - m).$$

Since $f^{(m)}$ is in $\mathcal{O}_{\lambda+m/2, \ell+2m}$ and $\Re(\lambda) + \frac{m}{2} > \frac{1}{2}$, the local functional equation (2.16) holds for $\Phi_\pm(\mathcal{F}f^{(m)}; s - m)$, and so we have

$$\Phi_\pm(\mathcal{F}f; s) = \left( \frac{\mp 1}{2\pi i} \right)^m (2\pi)^{m-s} \Gamma(s - m)$$

$$\times \left( e^{\mp \pi i(s-m)/2} \Phi_+(f^{(m)}; 1 + m - s) + e^{\mp \pi i(s-m)/2} \Phi_-(f^{(m)}; 1 + m - s) \right).$$
Using (2.3) (valid without any restriction of \(\Re(\lambda), \Re(s)\)), we rewrite the right hand side to obtain

\[
\Phi_{\pm}(\mathcal{F}f; s) = (\pm i)^m(2\pi)^{-i(s - m)} \\
\times \left[ \frac{\Gamma(m + 1 - s)}{\Gamma(1 - s)} \left( (-1)^m e^{\pm \pi i(s - m)/2} \Phi_{\pm}(f; 1 - s) \right) + e^{\mp \pi i(s - m)/2} \Phi_{\pm}(f; 1 - s) \right] \\
= (\pm i)^m(2\pi)^{-i(s - m)} \left( (-1)^m \Gamma(s) \right) \\
\times \left( (-i)^m e^{\pm \pi is/2} \Phi_{\pm}(f; 1 - s) + i^{\pm m} e^{\mp \pi i/2} \Phi_{\pm}(f; 1 - s) \right) \\
= (2\pi)^{-s} \Gamma(s) \left( e^{\pm \pi is/2} \Phi_{\pm}(f; 1 - s) + e^{\mp \pi i/2} \Phi_{\pm}(f; 1 - s) \right).
\]

This shows that the local functional equation holds without any restriction on \(\lambda\), and the dual local zeta functions \(\Phi_{\pm}(\mathcal{F}f; s)\) can be extended to \(\mathbb{C}\) meromorphically.

We now examine the location of poles. Possible poles of the right hand side of the local functional equation (2.16) are the poles of \(\Gamma(s)\) and \(\Phi_{\pm}(f; 1 - s)\). Hence, by Theorem 2.7, the poles of \(\Phi_{\pm}(\mathcal{F}f; s)\) are contained in

\[-k, 1 - 2\lambda, -k, k + 1 | k \in \mathbb{Z}_{\geq 0}].\]

The possible poles at \(s = k + 1\) \((k \in \mathbb{Z}_{\geq 0})\) are not actual poles unless \(\lambda = -\frac{q}{2} \in -\frac{1}{2} \mathbb{Z}_{\geq 0}\) and \(0 \leq k \leq q\), since from Theorem 2.7 we have

\[
\text{Res}_{s = k + 1} \Phi_{\pm}(\mathcal{F}f; s) = (2\pi)^{-k(1)} \Gamma(k + 1) \\
\times \left( e^{\mp (k + 1)\pi i/2} \text{Res}_{s = k + 1} \Phi_{\pm}(f; 1 - s) + e^{\mp (k + 1)\pi i/2} \text{Res}_{s = k + 1} \Phi_{\pm}(f; 1 - s) \right) \\
= -(2\pi)^{-k(1)} \Gamma(k + 1) \frac{f^{(k)}(0)}{k!} \left( e^{\mp (k + 1)\pi i/2} + (-1)^k e^{\mp (k + 1)\pi i/2} \right) \\
= 0.
\]

If \(\lambda = -\frac{q}{2} \in -\frac{1}{2} \mathbb{Z}_{\geq 0}\), then \(k + 1 | 0 \leq k \leq q\) is included in \(\{ 1 - 2\lambda - k | k \in \mathbb{Z}_{\geq 0} \}\). Thus the poles of \(\Phi_{\pm}(\mathcal{F}f; s)\) are contained in \(\{ -k | k \in \mathbb{Z}_{\geq 0} \} \cup \{ 1 - 2\lambda - k | k \in \mathbb{Z}_{\geq 0} \}\), and this proves the first assertion in the theorem.

Since all the poles of \(\Gamma(s)\) and \(\Phi_{\pm}(f; 1 - s)\) are of order 1, the order of a pole of \(\Phi_{\pm}(\mathcal{F}f; s)\) at \(s = s_0\) can be equal to 2, only when \(s_0\) belongs to the set

\[
A := \{ -k | k \in \mathbb{Z}_{\geq 0} \} \cap \{ 1 - 2\lambda - k | k \in \mathbb{Z}_{\geq 0} \}
\]

\[
= \begin{cases} 
\text{min}(0, -(q - 1)) - \mathbb{Z}_{\geq 0} & (\lambda = -\frac{q}{2}, q \in \mathbb{Z}), \\
\emptyset & (\lambda \notin -\frac{1}{2} \mathbb{Z}).
\end{cases}
\]

The poles of \(\Phi_{\pm}(\mathcal{F}f; s)\) not belonging to \(A\) are of order at most 1.

If \(-k \notin A\), then \(s = -k\) is a pole of \(\Phi_{\pm}(\mathcal{F}f; s)\) coming from a pole of \(\Gamma(s)\) and the residue is given by

\[
\text{Res}_{s = -k} \Phi_{\pm}(\mathcal{F}f; s) = (2\pi)^k \cdot \text{Res}_{s = -k} \Gamma(s) \left( e^{\mp k\pi i/2} \Phi_{\pm}(f; k + 1) + e^{\pm k\pi i/2} \Phi_{\pm}(f; k + 1) \right) \\
= \frac{(\pm 1)^k (\mathcal{F}f)^{(k)}(0)}{k!}.
\]
If \( 1 - 2\lambda - k \not\in \mathbb{A} \), then \( s = 1 - 2\lambda - k \) is a pole of \( \Phi_{\pm}(\mathcal{F}f; s) \) coming from a pole of \( \Phi_{\pm}(f; 1 - s) \) and the residue is given by

\[
\text{Res}_{s=1-2\lambda-k} \Phi_{\pm}(\mathcal{F}f; s) = (2\pi)^{2\lambda+k-1} \Gamma(1-2\lambda-k) \left( e^{\pm(1-2\lambda-k)\pi i/2} \text{Res}_{s=1-2\lambda-k} \Phi_{\pm}(f; 1-s) + e^{\mp(1-2\lambda-k)\pi i/2} \text{Res}_{s=2\lambda+k} \Phi_{\pm}(f; s) \right)
\]

\[
= -(2\pi)^{2\lambda+k-1} \Gamma(1-2\lambda-k) \left( e^{\pm(1-2\lambda-k)\pi i/2} \text{Res}_{s=1-2\lambda-k} \Phi_{\pm}(f; 1-s) + e^{\mp(1-2\lambda-k)\pi i/2} \text{Res}_{s=2\lambda+k} \Phi_{\pm}(f; s) \right)
\]

\[
= (\pm i)^k(2\pi)^{2\lambda+k-1} \Gamma(1-2\lambda-k) \left( e^{\pm\lambda\pi i} - e^{\mp\lambda\pi i} \right) \left( f_\infty \right)((0)) \frac{k!}{k!}.
\]

This proves the theorem. \( \Box \)

**Remark 2.15** Analytic continuations of the local zeta functions \( \Phi_{\pm}(f; s) \) and \( \Phi_{\pm}(\mathcal{F}f; s) \) for \( f \in \mathcal{V}_{\lambda, \ell}^\infty \) and the functional equation (2.16) are included in a more general result due to Lee [14], in which Lee discussed the local zeta functions associated with prehomogeneous vector spaces of commutative parabolic type. However, our result on the singularities seems to be new.

### 2.6 Order of magnitude of local zeta functions

**Lemma 2.16** For \( a_1, a_2, \epsilon \in \mathbb{R} \) with \( a_1 < a_2 \) and \( \epsilon > 0 \), put

\[
D = D_{a_1, a_2, \epsilon} = \{ s \in \mathbb{C} \mid a_1 \leq \Re(s) \leq a_2, |\Im(s)| \geq 2|\Im(\lambda)| + \epsilon \}.
\]

Let \( f \in \mathcal{V}_{\lambda, \ell}^\infty \). Then, for any positive integer \( N \), there exists a positive constant \( C_N \) for which the inequalities

\[
|\Phi_{\pm}(f; s)| < C_N |\Im(s)|^{-N}, \quad |\Phi_{\pm}(\mathcal{F}f; s)| < C_N |\Im(s)|^{-N}
\]

hold for any \( s \in D \).

**Proof** First note that, for positive integers \( m \) and \( n \),

\[
\Phi_{\pm}(f; s) = \frac{(\mp 1)^m}{s(s+1) \cdots (s+m-1)} \cdot \Phi_{\pm}(f^{(m)}; s + m)
\]

\[
= \frac{(\mp 1)^{-\ell/2}}{s(s+1) \cdots (s+m-1)} \cdot \Phi_{\pm}(f^{(m)}; 2\lambda - m - s)\Phi_{\pm}(f^{(m)}; 2\lambda - m - s + 1) \cdots (2\lambda - m - s + n)
\]

\[
\times \Phi_{\pm}\left(\left( f^{(m)} \right)_\infty \right)^{(n)}; 2\lambda - m + n - s).
\]

The rightmost expression gives an analytic continuation of \( \Phi_{\pm}(f; s) \) in the domain \( 0 < 2\Re(\lambda) - m + n - \Re(s) < 2\Re(\lambda) + m + n \), equivalently \(-2m < \Re(s) < 2\Re(\lambda) - m + n \). We take \( m, n \) so large that \(-2m < a_1 < a_2 < 2\Re(\lambda) - m + n \). Then, for any \( s \) with \( a_1 \leq \Re(s) \leq a_2 \), we have
of level $\alpha$ estimate for where we put $T$ of distributions. Define two linear functionals $T$ and $T_\infty$ on $V_{\alpha,\ell}^\infty$ by

$$T(f) = \alpha(\infty)f(\infty) + \sum_{n=-\infty}^\infty \alpha(n)(\mathcal{F}f)(n),$$

$$T_\infty(f) = \beta(\infty)f(\infty) + \sum_{n=-\infty}^\infty \beta(n)(\mathcal{F}f)\left(\frac{N}{N}\right).$$

Since the integrals $\int_0^1$ and $\int_1^\infty$ are convergent, we get a constant $C_{a_1,a_2}$ independent of $s$ such that

$$\left|\Phi_\mp\left((f^{(m)})_\infty\right)_{(n)}; 2\lambda - m + n - s\right| \leq \int_0^1 x^{2\Re(\lambda) - a_2 - m + n - 1} \left|\left((f^{(m)})_\infty\right)_{(n)}\mp x\right| dx$$

$$+ \int_1^\infty x^{2\Re(\lambda) - a_1 - m + n - 1} \left|\left((f^{(m)})_\infty\right)_{(n)}\mp x\right| dx.$$

Hence, we have

$$\left|\Phi_\mp(f^{(m)}, \infty)_{(n)}; 2\lambda - m + n - s\right| < C_{a_1,a_2} \left(\Re(s) \leq a_2\right).$$

In this section, we always assume that $\lambda \notin \frac{1}{2} - \frac{1}{2} \mathbb{Z}_{\geq 0}$. This assumption allows us to define $\mathcal{F}f(0)$ for $f \in V_{\alpha,\ell}^\infty$ (see § 2.3).

### 3 Summation formulas and $L$-functions

For complex sequences $\{a(n)\}, \{\beta(n)\} (n \in \mathbb{Z})$ of polynomial growth, complex numbers $\alpha(\infty), \beta(\infty)$, and a positive integer $N$, we consider the Ferrar–Suzuki summation formula of level $N$

$$\alpha(\infty)f(\infty) + \sum_{n=-\infty}^\infty \alpha(n)(\mathcal{F}f)(n)$$

$$= \beta(\infty)f(\infty) + \sum_{n=-\infty}^\infty \beta(n)(\mathcal{F}f)\left(\frac{N}{N}\right) \quad (f \in V_{\alpha,\ell}^\infty),$$

where we put

$$f(\infty) := f(0).$$

Note that, by (1.13), we have $f(\infty) = i^\ell \cdot f(0)$.

First we give an interpretation of the summation formula as an automorphic property of distributions. Define two linear functionals $T$ and $T_\infty$ on $V_{\alpha,\ell}^\infty$ by

$$T(f) = \alpha(\infty)f(\infty) + \sum_{n=-\infty}^\infty \alpha(n)(\mathcal{F}f)(n),$$

$$T_\infty(f) = \beta(\infty)f(\infty) + \sum_{n=-\infty}^\infty \beta(n)(\mathcal{F}f)\left(\frac{N}{N}\right).$$
The summation formula can be rewritten as $T(f) = T_\infty(f_\infty)$. Hence, by (1.16) and (1.17), we have $T_\infty = \pi^*_\lambda,\ell(\tilde{w}^{-1})T$.

**Lemma 3.1** Let $\tilde{\Delta}(N)$ be the subgroup of $\tilde{T}_0(N)$ generated by $\tilde{n}(1)$ and $\tilde{n}(N)$. Then the linear functionals $T$ and $T_\infty$ are distributions on $V_{\lambda,\ell}^\infty$ automorphic for $\tilde{\Delta}(N)$ and $\tilde{w}^{-1}\tilde{\Delta}(N)\tilde{w}$, respectively.

We call $T$ the automorphic distribution for $\tilde{\Delta}(N)$ associated with the summation formula (3.1).

**Proof** Since $T_\infty = \pi^*_\lambda,\ell(\tilde{w}^{-1})T$ and $\tilde{w}\tilde{n}(-N)\tilde{w}^{-1} = \tilde{n}(N)$ (see (1.8)), it is enough to prove that

1. $T$ is a distribution and $\pi^*_\lambda,\ell(\tilde{n}(-1))T = T$, and
2. $T_\infty$ is a distribution and $\pi^*_\lambda,\ell(\tilde{n}(-N))T_\infty = T_\infty$.

We give a proof only for (1). Since $|\alpha(n)|$ is assumed to be of polynomial growth, we can find a positive constant $C$ and a non-negative integer $k$ such that $|\alpha(n)| < C(1 + |n|)^k$ for all $n \in \mathbb{Z}$. By Lemma 2.5, there exists a positive constant $C_{0,k+2}$ such that

$$|(\mathcal{F}f)(n)| \leq \frac{C_{0,k+2}}{|n|^{k+2}} v_{k+2,\lambda}(f)$$

for $n \in \mathbb{Z} \setminus \{0\}$ and $f \in V_{\lambda,\ell}^\infty$.

From this estimate we have

$$\left| \sum_{n=-\infty}^{\infty} \alpha(n)(\mathcal{F}f)(n) \right| \leq \sum_{n=-\infty}^{\infty} |\alpha(n)| \cdot |(\mathcal{F}f)(n)|$$

$$\leq C C_{0,k+2} \cdot v_{k+2,\lambda}(f) \sum_{n=-\infty}^{\infty} \frac{(1 + |n|)^k}{|n|^{k+2}} < +\infty.$$

This shows that $\sum_{n \neq 0} \alpha(n)\mathcal{F}f(n)$ is absolutely convergent and the mapping

$$f \mapsto \sum_{n \neq 0} \alpha(n)\mathcal{F}f(n)$$

defines a continuous linear functional on $V_{\lambda,\ell}^\infty$. Moreover, as stated in §2.3, if $\lambda \notin \frac{1}{2} - \frac{1}{2}Z_{>0}$, the mapping $V_{\lambda,\ell}^\infty \ni f \mapsto (\mathcal{F}f)(0) \in \mathbb{C}$ is continuous. Since

$$|f(\infty)| = |f_\infty(0)| \leq v_{0,\lambda}(f_\infty) = v_{0,\lambda}(f),$$

the mapping $V_{\lambda,\ell}^\infty \ni f \mapsto f(\infty) \in \mathbb{C}$ is also continuous. Thus $T$ defines a distribution in $(V_{\lambda,\ell}^\infty)^*$. By (2.13), we have

$$\mathcal{F}(\pi_{\lambda,\ell}(\tilde{n}(1))f)(n) = \mathcal{F}f(n).$$

for any $n \in \mathbb{Z}$. Since

$$(\pi_{\lambda,\ell}(\tilde{n}(1))f)_{\infty}(x) = (\text{sgn} (1 + x))^{1/2} |1 + x|^{-2\lambda} f_\infty\left(\frac{x}{1+x}\right),$$

it is obvious that $(\pi_{\lambda,\ell}(\tilde{n}(1))f)(\infty) = (\pi_{\lambda,\ell}(\tilde{n}(1))f)_{\infty}(0) = f_\infty(0) = f(\infty)$. Thus we conclude that $(\pi^*_{\lambda,\ell}(\tilde{n}(-1))T)(f) = T(\pi_{\lambda,\ell}(\tilde{n}(1))f) = T(f)$. □
Now, for complex sequences \( \{\alpha(n)\} \) and \( \{\beta(n)\} \) of polynomial growth, we define the \( L \)-functions \( \xi_+(\alpha; s), \xi_-(\beta; s) \) by
\[
\xi_+(\alpha; s) = \sum_{n=1}^{\infty} \frac{\alpha(n)}{n^s}, \quad \xi_-(\beta; s) = \sum_{n=1}^{\infty} \frac{\beta(n)}{n^s}.
\]
(3.4)
Since \( \alpha(n) \) and \( \beta(n) \) are assumed to be of polynomial growth, the \( L \)-functions converge absolutely if \( \Re(s) \) are sufficiently large. We also define the zeta integrals with test function \( f \in \mathcal{V}_{\lambda, \ell}^\infty \) by
\[
Z(\alpha, \mathcal{F}f; s) = \int_0^\infty t^{s-1} \sum_{n=-\infty \atop n \neq 0}^{\infty} \alpha(n) \cdot \mathcal{F}f(tn) \, dt,
\]
(3.5)
\[
Z^{(N)}(\beta, \mathcal{F}f_{\infty}; s) = \int_0^\infty t^{s-1} \sum_{n=-\infty \atop n \neq 0}^{\infty} \beta(n) \cdot \mathcal{F}f_{\infty}(tn) \, dt.
\]
(3.6)

**Lemma 3.2** For any \( f \in \mathcal{V}_{\lambda, \ell}^\infty \), the zeta integrals \( Z(\alpha, \mathcal{F}f; s) \) and \( Z^{(N)}(\beta, \mathcal{F}f_{\infty}; s) \) are absolutely convergent if \( \Re(s) \) is sufficiently large, and the following identities hold:
\[
Z(\alpha, \mathcal{F}f; s) = \xi_+(\alpha; s) \Phi_+(\mathcal{F}f; s) + \xi_-(\alpha; s) \Phi_-(\mathcal{F}f; s),
\]
\[
Z^{(N)}(\beta, \mathcal{F}f_{\infty}; s) = N^s \cdot \xi_+(\beta; s) \Phi_+(\mathcal{F}f_{\infty}; s) + N^s \cdot \xi_-(\beta; s) \Phi_-(\mathcal{F}f_{\infty}; s),
\]
where \( \Phi_+(\mathcal{F}f; s) \) and \( \Phi_+(\mathcal{F}f_{\infty}; s) \) are the dual local zeta functions introduced in Sect. 2.5.

**Proof** If \( f \in \mathcal{V}_{\lambda, \ell}^\infty \), then \( \Phi_+(\mathcal{F}f; s) \) converge absolutely for \( \Re(s) > m_0 \), where \( m_0 \) is the smallest non-negative integer satisfying \( m_0 > 1 - 2\Re(\lambda) \), as we have seen in § 2.5. Hence the following standard (formal) calculation is justified by Fubini’s theorem:
\[
Z(\alpha, \mathcal{F}f; s)
\]
\[
= \int_0^\infty t^{s-1} \sum_{n=-\infty \atop n \neq 0}^{\infty} \alpha(n)(\mathcal{F}f)(tn) \, dt
\]
\[
= \sum_{n=1}^{\infty} \int_0^\infty t^{s-1} \cdot \alpha(n)(\mathcal{F}f)(tn) \, dt + \sum_{n=1}^{\infty} \int_0^\infty t^{s-1} \cdot \alpha(-n)(\mathcal{F}f)(-tn) \, dt
\]
\[
= \left( \sum_{n=1}^{\infty} \frac{\alpha(n)}{n^s} \right) \cdot \int_0^\infty t^{s-1} (\mathcal{F}f)(t) dt + \left( \sum_{n=1}^{\infty} \frac{\alpha(-n)}{n^s} \right) \cdot \int_{-\infty}^0 |t|^{s-1} (\mathcal{F}f)(t) dt
\]
\[
= \xi_+(\alpha; s) \Phi_+(\mathcal{F}f; s) + \xi_-(\alpha; s) \Phi_-(\mathcal{F}f; s).
\]
This also shows that the zeta integral \( Z(\alpha, \mathcal{F}f; s) \) converges absolutely if \( \Re(s) \) is sufficiently large. The proof for \( Z^{(N)}(\beta, \mathcal{F}f_{\infty}; s) \) is quite similar.

Now, assuming the summation formula (3.1), we prove the functional equation of the \( L \)-functions following the method of Suzuki [41] and Tamura [43].

For \( t > 0 \) and \( f \in \mathcal{V}_{\lambda, \ell}^\infty \), we put
\[
f_t(x) = f(tx).
\]
(3.7)
Then, by (2.14) and
\[
(f_{-1})_\infty(x) = (\text{sgn} x)^{(s/2)|x|^{-2s}} \cdot f \left( -\frac{1}{tx} \right) = t^{2s} \cdot f_\infty(tx) = t^{2s} \cdot (f_\infty)_t(x),
\]
we have

\[(\mathcal{F} (f_{t-1})_\infty) (y) = t^{2\lambda} \cdot (\mathcal{F} (f_\infty)_t) (y) = t^{2\lambda-1} \cdot (\mathcal{F} f_\infty)(t^{-1} y).\]

Further, it follows from the definition (3.2) that

\[
(f_{t-1}) (\infty) = (f_{t-1})_\infty (0) = t^{2\lambda} \cdot (f_\infty)_t (0) = t^{2\lambda} \cdot f_\infty (0) = t^{2\lambda} \cdot f (\infty),
\]

\[
(f_{t-1})_\infty (\infty) = t^\ell \cdot f_{t-1} (0) = t^\ell \cdot f (t^{-1} \cdot 0) = f_\infty (\infty).
\]

We substitute \(f_{t-1}\) for \(f\) in (3.1), and multiply the result by \(t^{-1}\) to obtain

\[
t^{2\lambda-1} \cdot \alpha (\infty) f (\infty) + \sum_{n=1-\infty}^\infty \alpha (n) (\mathcal{F} f) (tn)
\]

\[
= t^{-1} \cdot \beta (\infty) f_\infty (\infty) + \sum_{n=1-\infty}^\infty \beta (n) (\mathcal{F} f_\infty) \left( \frac{t^{-1} n}{N} \right).
\]

(3.8)

**Lemma 3.3** Assume that \(\lambda \notin \frac{1}{2} - \frac{1}{2} \mathbb{Z}_{\geq 0}\) and the summation formula (3.1) holds for any \(f \in \mathcal{V}_{\lambda, c}^\infty\). Then the zeta integrals \(Z (\alpha, \mathcal{F} f; s)\) and \(Z^{(N)} (\beta, \mathcal{F} f_\infty; s)\) have analytic continuations to meromorphic functions in the whole \(s\)-plane, and further, they satisfy the functional equation

\[Z (\alpha, \mathcal{F} f; s) = Z^{(N)} (\beta, \mathcal{F} f_\infty; 2 - 2\lambda - s).\]

The poles of \(Z (\alpha, \mathcal{F} f; s)\) and \(Z^{(N)} (\beta, \mathcal{F} f_\infty; s)\) are of order at most 1 and located only at \(s = 0, 1, 2 - 2\lambda, 1 - 2\lambda\). The residues at the poles are given by

\[\text{Res}_{s=1} Z (\alpha, \mathcal{F} f; s) = \beta (\infty) f_\infty (\infty), \quad \text{Res}_{s=1-2\lambda} Z (\alpha, \mathcal{F} f; s) = -\alpha (\infty) f (\infty),\]

and, if \(\lambda \neq 1\), then

\[\text{Res}_{s=0} Z (\alpha, \mathcal{F} f; s) = -\alpha (0) (\mathcal{F} f) (0), \quad \text{Res}_{s=2-2\lambda} Z (\alpha, \mathcal{F} f; s) = \beta (0) (\mathcal{F} f_\infty) (0).\]

If \(\lambda = 1\), then the poles at \(s = 0\) and \(2 - 2\lambda\) coincide and the residue is given by

\[\text{Res}_{s=0} Z (\alpha, \mathcal{F} f; s) = \beta (0) (\mathcal{F} f_\infty) (0) - \alpha (0) (\mathcal{F} f) (0).\]

**Proof** We apply the standard Riemann trick. We put

\[Z_+ (\alpha, \mathcal{F} f; s) = \int_1^\infty t^{s-1} \sum_{n=1-\infty}^\infty \alpha (n) \cdot (\mathcal{F} f) (tn) \, dt,\]

\[Z_- (\alpha, \mathcal{F} f; s) = \int_1^\infty t^{s-1} \sum_{n=0}^\infty \alpha (n) \cdot (\mathcal{F} f) (tn) \, dt,\]

\[Z^{(N)}_+ (\beta, \mathcal{F} f_\infty; s) = \int_1^\infty t^{s-1} \sum_{n=1-\infty}^\infty \beta (n) \cdot (\mathcal{F} f_\infty) \left( \frac{tn}{N} \right) \, dt,\]

\[Z^{(N)}_- (\beta, \mathcal{F} f_\infty; s) = \int_0^1 t^{s-1} \sum_{n=0}^\infty \beta (n) \cdot (\mathcal{F} f_\infty) \left( \frac{tn}{N} \right) \, dt.\]

By Lemma 3.2, the integrals \(Z_+ (\alpha, \mathcal{F} f; s)\) and \(Z^{(N)}_+ (\beta, \mathcal{F} f_\infty; s)\) are absolutely convergent for any \(s \in \mathbb{C}\), and define entire functions of \(s\), while the integrals \(Z_- (\alpha, \mathcal{F} f; s)\) and
$Z^{(N)}_{\pm}(\beta, \mathcal{F}_{f\infty}; s)$ converge absolutely if $\Re(s)$ is sufficiently large. It follows from the summation formula (3.8) that if $\Re(s)$ is sufficiently large,

$$Z_{-}(\alpha, \mathcal{F}f; s) = \int_{0}^{1} t^{s+2\lambda-3} \sum_{n=-\infty \atop n \neq 0}^{\infty} \beta(n) (\mathcal{F}f_{\infty}) \left( \frac{t^{-1}n}{N} \right) dt$$

$$+ \frac{\beta(0) (\mathcal{F}f_{\infty})(0)}{s + 2\lambda - 2} + \frac{\beta(\infty) f_{\infty}(\infty)}{s - 1} - \frac{\alpha(0) (\mathcal{F}f)(0)}{s} - \frac{\alpha(\infty) f(\infty)}{s + 2\lambda - 1}.$$  

By the change of the variable $t \mapsto t^{-1}$, we have

$$\int_{0}^{1} t^{s+2\lambda-3} \sum_{n=-\infty \atop n \neq 0}^{\infty} \beta(n) (\mathcal{F}f_{\infty}) \left( \frac{t^{-1}n}{N} \right) dt$$

$$= \int_{1}^{\infty} t^{(2\lambda-s)-1} \sum_{n=-\infty \atop n \neq 0}^{\infty} \beta(n) (\mathcal{F}f_{\infty}) \left( \frac{tn}{N} \right) dt$$

$$= Z^{(N)}_{\pm}(\beta, \mathcal{F}f_{\infty}; 2 - 2\lambda - s),$$

and hence

$$Z(\alpha, \mathcal{F}f; s) = Z_{+}(\alpha, \mathcal{F}f; s) + Z_{-}(\alpha, \mathcal{F}f; s)$$

$$= Z_{+}(\alpha, \mathcal{F}f; s) + Z^{(N)}_{\pm}(\beta, \mathcal{F}f_{\infty}; 2 - 2\lambda - s) + \frac{\beta(0) (\mathcal{F}f_{\infty})(0)}{s + 2\lambda - 2}$$

$$+ \frac{\beta(\infty) f_{\infty}(\infty)}{s - 1} - \frac{\alpha(0) (\mathcal{F}f)(0)}{s} - \frac{\alpha(\infty) f(\infty)}{s + 2\lambda - 1}. \quad (3.9)$$

Since the first two terms on the right hand side of the second identity are entire functions, the zeta integral $Z(\alpha, \mathcal{F}f; s)$ has an analytic continuation to a meromorphic function of $s$ on the whole $\mathbb{C}$ with possible poles (of order at most 1) only at $s = 0, 1, 2 - 2\lambda, 1 - 2\lambda$. By a similar calculation, we can prove that $Z^{(N)}_{\pm}(\beta, \mathcal{F}f_{\infty}; 2 - 2\lambda - s)$ is also equal to the last expression in (3.9). We therefore obtain the functional equation of the zeta integrals

$$Z(\alpha, \mathcal{F}f; s) = Z^{(N)}_{\pm}(\beta, \mathcal{F}f_{\infty}; 2 - 2\lambda - s).$$

The residue formula follows immediately from the identity (3.9).

**Theorem 3.4** Assume that $\lambda \neq \frac{1}{2} - \frac{1}{2} Z_{\geq 0}$ and the summation formula (3.1) holds for any $f \in V^{\infty}_{\lambda, \ell}$.

1. The L-functions $\xi_{\pm}(\alpha; s)$ and $\xi_{\pm}(\beta; s)$ have analytic continuations to meromorphic functions on the whole $s$-plane with poles only at $s = 2 - 2\lambda$ and $s = 1$. The orders of the poles are at most 1 and the residues are given by

$$\text{Res}_{s=1} \xi_{\pm}(\alpha; s) = i^{\ell} \beta(\infty),$$

$$\text{Res}_{s=2-2\lambda} \xi_{\pm}(\alpha; s) = \pm i (2\pi)^{-2(2\lambda-1)} \Gamma(2\lambda - 1) (i^{\ell} e^{\mp i\lambda} - e^{\pm i\lambda}) \beta(0),$$

$$\text{Res}_{s=1} \xi_{\pm}(\beta; s) = \pm i \frac{N^{2\lambda-2}}{N},$$

$$\text{Res}_{s=2-2\lambda} \xi_{\pm}(\beta; s) = \mp i N^{2\lambda-2} (2\pi)^{-2(2\lambda-1)} \Gamma(2\lambda - 1) (i^{\ell} e^{\pm i\lambda} - e^{\mp i\lambda}) \alpha(0).$$
Thus we see that of positive (resp. negative) real numbers. We denote by \( F_f \) a fixed sign, we have can choose function on \( C \) plane.

\[
\psi(s) = \left( \begin{array}{c} e^{\pi i/2} \\ -e^{-\pi i/2} \\ e^{-\pi i/2} \\ e^{\pi i/2} \end{array} \right), \quad \Sigma(\ell) = \left( \begin{array}{cc} 0 & i^\ell \\ 1 & 0 \end{array} \right).
\]

(3.10)

Then the completed \( L \)-functions \( \Xi_+(\alpha; s) \) and \( \Xi_-(\beta; s) \) satisfy the functional equation

\[
\gamma(s) \left( \begin{array}{c} \Xi_+(\alpha; s) \\ \Xi_-(\alpha; s) \end{array} \right) = N^{2-2\lambda-\ell} \cdot \Sigma(\ell) \cdot \gamma(2-2\lambda-s) \left( \begin{array}{c} \Xi_+(\beta; 2-2\lambda-s) \\ \Xi_-(\beta; 2-2\lambda-s) \end{array} \right).
\]

(3.11)

Remark 3.5 The functional equation above is the simplest case of the result of Suzuki [41, Theorem 1] (see also Tamura [43, Theorem 2]). However, in these earlier works, the residues at the poles of \( L \)-functions are not determined, since the set of test functions for the summation formula is restricted to \( C_0^\infty(\mathbb{R}^*) \).

Proof (1) Let \( \varphi_0 \) (resp. \( \varphi_1 \)) be a function in \( C_0^\infty(\mathbb{R}) \) whose support is contained in the set of positive (resp. negative) real numbers. We denote by \( f_0 \) (resp. \( f_1 \)) a rapidly decreasing function on \( \mathbb{R} \) such that \( \mathcal{F}f_0 = \varphi_0 \) (resp. \( \mathcal{F}f_1 = \varphi_1 \)). Notice that \( f_j(\infty) = 0 \) and \( \mathcal{F}f_j(0) = \varphi_j(0) = 0 \). Then we have

\[
Z(\alpha, \mathcal{F}f_0; s) = \xi_+(\alpha; s)\Phi_+(\mathcal{F}f_0; s), \quad Z(\alpha, \mathcal{F}f_1; s) = \xi_-(\alpha; s)\Phi_-(\mathcal{F}f_1; s).
\]

(3.12)

Since \( f_j \) \((j = 0, 1) \) belongs to \( \mathcal{V}^{\infty}_{\alpha, \ell} \), it follows from Lemma 3.3 that the zeta integrals \( Z(\alpha, \mathcal{F}f_j; s) \) has an analytic continuation to a meromorphic function of \( s \) in \( \mathbb{C} \). Since \( f_j(\infty) = \mathcal{F}f_j(0) = 0 \), \( Z(\alpha, \mathcal{F}f_j; s) \) has poles of order at most 1 only at \( s = 1, 2-2\lambda \). For any \( \lambda_0 \in \mathbb{C} \), we can choose \( \varphi_j \) such that \( \Phi_+(\mathcal{F}f_0; s) \) and \( \Phi_-(\mathcal{F}f_1; s) \) are entire functions of \( s \) which do not vanish at \( s = \lambda_0 \). Hence \( \xi_+(\alpha; s) \) can be continued meromorphically to the whole complex plane \( \mathbb{C} \) with poles of order at most 1 only at \( s = 1, 2-2\lambda \). Let us calculate the residues of \( \xi_+(\alpha; s) \) at \( s = 1, 2 - 2\lambda \). By Lemma 3.3, we have

\[
\text{Res}_{s=1} Z(\alpha, \mathcal{F}f_j; s) = \beta(\infty)(f_j)(\infty) = i^\ell \beta(\infty)f_j(0).
\]

On the other hand, since the support of \( \mathcal{F}f_j(s) \) is contained in the set of real numbers with a fixed sign, we have

\[
\Phi_+(\mathcal{F}f_0; 1) = f_0(0), \quad \Phi_-(\mathcal{F}f_1; 1) = f_1(0).
\]

Hence, by taking the residue at \( s = 1 \) in (3.12), we get

\[
\text{Res}_{s=1} Z(\alpha, \mathcal{F}f_0; s) = \Phi_+(\mathcal{F}f_0; 1) \cdot \text{Res}_{s=1} \xi_+(\alpha; s) = f_0(0) \cdot \text{Res}_{s=1} \xi_+(\alpha; s),
\]

and

\[
\text{Res}_{s=1} Z(\alpha, \mathcal{F}f_1; s) = \Phi_+(\mathcal{F}f_1; 1) \cdot \text{Res}_{s=1} \xi_-(\alpha; s) = f_1(0) \cdot \text{Res}_{s=1} \xi_-(\alpha; s).
\]

Thus we see that

\[
\text{Res}_{s=1} \xi_+(\alpha; s) = \text{Res}_{s=1} \xi_-(\alpha; s) = i^\ell \beta(\infty).
\]
We now consider the residues at $s = 2 - 2\lambda$. By Lemma 3.3 we have

$$\text{Res}_{s=2-2\lambda} Z(\alpha, \mathcal{F}_f; s) = \beta(0) \mathcal{F}((f)_{\infty}) (0) - \delta_{\lambda,1} \alpha(0) (\mathcal{F}_f)(0),$$

where $\delta_{\lambda,1} = 1$ or $0$ according as $\lambda = 1$ or $\lambda \neq 1$. Since $(\mathcal{F}_f)(0) = 0$, the identity implies that

$$\text{Res}_{s=2-2\lambda} Z(\alpha, \mathcal{F}_f; s) = \beta(0) \mathcal{F}((f)_{\infty}) (0)$$

$$= \beta(0) \left( \Phi_+(f)_{\infty}; 1 + \Phi_-(f)_{\infty}; 1) \right)$$

$$= \beta(0) \left( i^2 \Phi_+(f; 2\lambda - 1) + \Phi_-(f; 2\lambda - 1) \right).$$

On the other hand, by (3.12), we have

$$\text{Res}_{s=2-2\lambda} Z(\alpha, \mathcal{F}_f; s) = \Phi_+(\mathcal{F}_f; 2 - 2\lambda) \cdot \text{Res}_{s=2-2\lambda} \xi_+(\alpha; s),$$

$$\text{Res}_{s=2-2\lambda} Z(\alpha, \mathcal{F}_f; s) = \Phi_-\mathcal{F}_f; 2 - 2\lambda) \cdot \text{Res}_{s=2-2\lambda} \xi_-\alpha; s).$$

From the local functional equation (Theorem 2.14), it follows that

$$\left( \frac{\Phi_+(f; 2\lambda - 1)}{\Phi_-(f; 2\lambda - 1)} \right) = i(2\pi)^{1-2\lambda} \Gamma(2\lambda - 1) \left( e^{-\lambda \pi i} - e^{\pi \lambda i} \right) \left( \Phi_+(\mathcal{F}_f; 2 - 2\lambda) \right) \left( \Phi_-\mathcal{F}_f; 2 - 2\lambda) \right).$$

Since $\Phi_-(\mathcal{F}_f; 2 - 2\lambda) = \Phi_+(\mathcal{F}_f; 2 - 2\lambda) = 0$, we have

$$i^2 \Phi_+(\mathcal{F}_f; 2\lambda - 1) + \Phi_-(\mathcal{F}_f; 2\lambda - 1)$$

$$= i\Phi_+(\mathcal{F}_f; 2 - 2\lambda) \cdot (i^2 e^{-\lambda \pi i} - e^{\lambda \pi i})(2\pi)^{-(2\lambda - 1)} \Gamma(2\lambda - 1),$$

$$i^2 \Phi_+(f; 2\lambda - 1) + \Phi_-(f; 2\lambda - 1)$$

$$= i\Phi_-(f; 2 - 2\lambda) \cdot (-i^2 e^\lambda \pi i + e^{-\lambda \pi i})(2\pi)^{-(2\lambda - 1)} \Gamma(2\lambda - 1).$$

Hence we obtain

$$\text{Res}_{s=2-2\lambda} \xi_\pm\alpha; s) = \pm i\beta(s) \cdot (i^2 e^{\mp \lambda \pi i} - e^{\mp \lambda \pi i})(2\pi)^{-(2\lambda - 1)} \Gamma(2\lambda - 1).$$

The assertion for $\xi_\pm(\beta; s)$ can be proved similarly.

(2) The functional equation of the zeta integrals in Theorem 3.3 can be written as

$$(\Phi_+(\mathcal{F}_f; s), \Phi_-\mathcal{F}_f; s)) \left( \xi_+(\alpha; s) \right) \left( \xi_-(\alpha; s) \right)$$

$$= N^{2-2\lambda-s} \cdot \Phi_+(\mathcal{F}_f; 2 - 2\lambda - s), \Phi_-(\mathcal{F}_f; 2 - 2\lambda - s)) \left( \xi_+(\beta; 2 - 2\lambda - s) \right) \left( \xi_-(\beta; 2 - 2\lambda - s) \right).$$

The local functional equation (2.16) yields

$$(\Phi_+(\mathcal{F}_f; s), \Phi_-\mathcal{F}_f; s)) = (2\pi)^{-s} \Gamma(s) \cdot (\Phi_+(f; 1 - s), \Phi_-(f; 1 - s)) \gamma(s),$$

and

$$\left( \Phi_+(\mathcal{F}_f; 2 - 2\lambda - s), \Phi_-(\mathcal{F}_f; 2 - 2\lambda - s) \right)$$

$$= (2\pi)^{s-2\lambda} \cdot \Gamma(2 - 2\lambda - s)$$

$$\times (\Phi_+(f; 2 - 2\lambda - 1), \Phi_-(f; 2 - 2\lambda - 1)) \gamma(2 - 2\lambda - s).$$

Further, by (2.9), we have

$$\left( \Phi_+(f; 2 + 2\lambda - 1), \Phi_-(f; 2 + 2\lambda - 1) \right) = (\Phi_+(f; 1 - s), \Phi_-(f; 1 - s)) \Sigma(\ell).$$
Combining these formulas, we have
\[
(\Phi_+(f; 1 - s), \Phi_-(f; 1 - s)) \gamma(s) \left( \frac{\Xi_+(\alpha; s)}{\Xi_-\alpha; s)} \right)
= N^{2 - 2\lambda} \cdot (\Phi_+(f; 1 - s), \Phi_-(f; 1 - s)) \Sigma(\ell) \cdot \gamma(2 - 2\lambda - s) \left( \frac{\Xi_+(\beta; 2 - 2\lambda - s)}{\Xi_-\beta; 2 - 2\lambda - s)} \right).
\]

Since there exist \(f_0, f_1 \in C_0^{\infty}(\mathbb{R})\) such that
\[
\begin{cases}
\Phi_+(f_0; 1 - s) \neq 0, & \Phi_+(f_1; 1 - s) = 0, \\
\Phi_-(f_0; 1 - s) = 0, & \Phi_-(f_1; 1 - s) \neq 0,
\end{cases}
\]
we obtain the functional equation
\[
\gamma(s) \left( \frac{\Xi_+(\alpha; s)}{\Xi_-\alpha; s)} \right)
= N^{2 - 2\lambda} \cdot \Sigma(\ell) \cdot \gamma(2 - 2\lambda - s) \left( \frac{\Xi_+(\beta; 2 - 2\lambda - s)}{\Xi_-\beta; 2 - 2\lambda - s)} \right).
\]

(3) We consider the magnitude of \(\xi_\pm(\alpha; s)\) and \(\xi_\pm(\beta; s)\). Take a rapidly decreasing function \(f\) and fix a sufficiently large number \(s_0 > 0\), and let \(s = \sigma + it\). We may assume that \(\xi_\pm(\alpha; s), \xi_\pm(\beta; s), \Phi_\pm(\mathcal{F}f; s)\) and \(Z(\alpha, f; s)\) are absolutely convergent for \(\Re(s) \geq s_0\). If \(\sigma \leq s_0\), then
\[
|Z_+(\alpha, \mathcal{F}f; s)| \leq \int_1^\infty t^{s_0 - 1} \sum_{n \neq 0} |\alpha(n)| \cdot |\mathcal{F}f(nt)| dt =: C_{1, s_0} < +\infty,
\]
and
\[
|Z_+^{(N)}(\beta, \mathcal{F}f_\infty; s)| \leq \int_1^\infty t^{s_0 - 1} \sum_{n \neq 0} |\beta(n)| \cdot |\mathcal{F}f_\infty\left(\frac{nt}{N}\right)| dt =: C_{2, s_0} < +\infty.
\]

Hence it follows from (3.9) that in the vertical strip \(2 - 2\Re(\lambda) - s_0 \leq \sigma \leq s_0\), we have
\[
|s(s - 1)(s + 2\lambda - 2)(s + 2\lambda - 1)Z(\alpha, \mathcal{F}f; s)|
\leq (C_{1, s_0} + C_{2, s_0})|s(s - 1)(s + 2\lambda - 2)(s + 2\lambda - 1)|
\quad + |\beta(0)|\mathcal{F}f_\infty(0)||s(s - 1)(s + 2\lambda - 1)| + |\beta(\infty)|\mathcal{F}f_\infty(\infty)||s(s + 2\lambda - 2)(s + 2\lambda - 1)|
\quad + |\alpha(0)|\mathcal{F}f(0)||s(s - 1)(s + 2\lambda - 2)(s + 2\lambda - 1)| + |\alpha(\infty)|\mathcal{F}f(\infty)||s(s - 1)(s + 2\lambda - 2)|.
\]

That is to say, in the vertical strip \(2 - 2\Re(\lambda) - s_0 \leq \sigma \leq s_0\), an entire function \(s(s - 1)(s + 2\lambda - 2)(s + 2\lambda - 1)Z(\alpha, \mathcal{F}f; s)\) satisfies
\[
|s(s - 1)(s + 2\lambda - 2)(s + 2\lambda - 1)Z(\alpha, \mathcal{F}f; s)| = O\left(|\tau|^4\right) \quad (|\tau| = |\Im(s)| \to \infty)
\]
uniformly with respect to \(\sigma = \Re(s)\). Now let \(\varphi_1, \varphi_2\) be rapidly decreasing functions on \(\mathbb{R}\) with \(\mathcal{F}\varphi_1(x) = e^{-\pi x^2}, \mathcal{F}\varphi_2(x) = xe^{-\pi x^2}\). Then we have
\[
\Phi_\pm(\mathcal{F}\varphi_1; s) = \frac{1}{2} \pi^{-s/2} \Gamma\left(\frac{s}{2}\right), \quad \Phi_\pm(\mathcal{F}\varphi_2; s) = \pm \frac{1}{2} \pi^{-s(s+1)/2} \Gamma\left(\frac{s+1}{2}\right),
\]
and thus
\[
s(s - 1)(s + 2\lambda - 2)(s + 2\lambda - 1)\xi_\pm(\alpha; s)
= s(s - 1)(s + 2\lambda - 2)(s + 2\lambda - 1)
\times \left( \pi^{s/2} \Gamma\left(\frac{s}{2}\right)\right)^{-1} Z(\alpha, \mathcal{F}\varphi_1; s) \pm \pi^{s(s+1)/2} \Gamma\left(\frac{s+1}{2}\right)^{-1} Z(\alpha, \mathcal{F}\varphi_2; s).
\]
Recall Stirling’s estimate:
\[ |\Gamma(\sigma + it)| \sim \sqrt{2\pi} |t|^{\sigma - 1/2} e^{-\pi |t|/2} \quad (|t| \to \infty) \]  
(3.15)
uniformly in any vertical strip \( \sigma_1 \leq \sigma \leq \sigma_2 \). Hence, we have
\[ |s(s-1)(s+2\lambda-2)(s+\lambda-1)\xi_{\pm}(\alpha; s)| = O\left(|t|^{4+\Re(\lambda)/4} e^{\pi |t|/4} \right) \quad (|t| \to \infty) \]  
(3.16)
uniformly in the vertical strip \( 2-2\Re(\lambda) - \sigma_0 \leq \sigma \leq \sigma_0 \). On the right half plane \( \Re(s) \geq \sigma_0 \), it follows from the absolute convergence of \( \xi_{\pm}(\alpha; s) \) that \( \xi_{\pm}(\alpha; s) \) is bounded. Hence
\[ (s-1)(s+2\lambda-2)\xi_{\pm}(\alpha; s) = O(|s|^2) \quad (\sigma_0 \leq \Re(s) \to \infty) \]  
(3.17)
with an \( O \)-constant independent of \( \Im(s) \). To estimate \( \Xi_{\pm}(\alpha; s) \) on the left half plane \( \Re(s) \leq 2-2\Re(\lambda) - \sigma_0 \), we use the functional equation (3.11) in the following form:
\[ \left( \begin{array}{c}
\xi_{+}(\alpha; s) \\
\xi_{-}(\alpha; s)
\end{array} \right) = \left( \frac{(2\pi)^s}{\Gamma(s)} \right) \cdot \gamma(s)^{-1} \times \left( \begin{array}{c}
N \\
\frac{\Gamma(2-2\lambda-s)}{2\pi}
\end{array} \right) \left( \begin{array}{c}
\xi_{+}(\beta; 2-2\lambda - s) \\
\xi_{-}(\beta; 2-2\lambda - s)
\end{array} \right) \]  
(3.18)
Since
\[ \frac{1}{\Gamma(s)} \gamma(s)^{-1} = \frac{1}{\Gamma(s) \cdot 2i \sin(\pi s)} \gamma^*(s) = \frac{\Gamma(1-s)}{2\pi i} \gamma^*(s) \]  
\[ \gamma^*(s) = \left( \begin{array}{cc}
e^{\pi is/2} & -e^{-\pi is/2} \\
e^{-\pi is/2} & e^{\pi is/2}
\end{array} \right), \]
we have
\[ \left( \begin{array}{c}
\xi_{+}(\alpha; s) \\
\xi_{-}(\alpha; s)
\end{array} \right) = \left( \frac{(2\pi)^{2s-2\lambda+2} \cdot N^{2-2\lambda-s}}{2\pi i} \right) \cdot \Gamma(1-s) \Gamma(2-2\lambda-s) \]  
\[ \times \gamma^*(s) \Gamma(2-2\lambda-s) \left( \begin{array}{c}
\xi_{+}(\beta; 2-2\lambda - s) \\
\xi_{-}(\beta; 2-2\lambda - s)
\end{array} \right) \]
The first factor \( \left( \frac{(2\pi)^{2s-2\lambda+2} \cdot N^{2-2\lambda-s}}{2\pi i} \right) \) is majorized by \( c_1(4\pi^2/N)^{\Re(s)} \) with some positive constant \( c_1 \). Since
\[ |\Gamma(s)| \leq \int_{|s|}^\infty x^{\Re(s)-1} e^{-x} dx = \Gamma(\Re(s)) = O(e^{\Re(s)}|\log(|\Re(s)|)|) \quad (\epsilon \leq \Re(s) \to \infty) \]
for any positive \( \epsilon \), we have
\[ \Gamma(1-s) \Gamma(2-2\lambda-s) = O(e^{2\Re(s)}|\log(|\Re(s)|)|) \quad (2-2\Re(\lambda) - \sigma_0 \geq \Re(s) \to -\infty) \]
uniformly with respect to \( \Im(s) \). We see furthermore that every entry of the matrix \( \gamma^*(s) \Gamma(2-2\lambda-s) \) is \( O(e^{\Re(s)}|\Im(s)|) \). Finally \( |\xi_{\pm}(\beta; 2-2\lambda-s)| \) are bounded on \( \Re(s) \leq 2-2\Re(\lambda) - \sigma_0 \). Hence there exist positive constants \( A, B \) such that
\[ |\xi_{\pm}(\alpha; s)| \leq Ae^{B|s|\log(|s|)} \quad (\Re(s) \leq 2-2\Re(\lambda) - \sigma_0) \]  
(3.18)
By (3.16), (3.17) and (3.18), we see that \( (s-1)(s+2\lambda-2)\xi_{\pm}(\alpha; s) \) is an entire function of order at most 1.
\[ \square \]
Corollary 3.6 Retain the assumption in Theorem 3.4.

(1) We have
\[
\text{Res } \xi_+(\alpha; s) = \text{Res } \xi_-(\alpha; s), \quad \text{Res } \xi_+(\beta; s) = \text{Res } \xi_-(\beta; s).
\]

(2) If \( \lambda = \frac{q}{2} \) (\( q \in \mathbb{Z}, q \geq 2 \)), then we have
\[
\text{Res }_{s=2-2\lambda} \xi_+(\alpha; s) + (-1)^q \text{Res }_{s=2-2\lambda} \xi_-(\alpha; s) = \text{Res }_{s=2-2\lambda} \xi_+(\beta; s) + (-1)^q \text{Res }_{s=2-2\lambda} \xi_-(\beta; s) = 0.
\]

If \( \lambda = \frac{q}{2} \) further satisfies that \( 2q \equiv \ell \pmod{4} \), then we have
\[
\text{Res }_{s=2-2\lambda} \xi_+(\alpha; s) = \text{Res }_{s=2-2\lambda} \xi_-(\alpha; s) = \text{Res }_{s=2-2\lambda} \xi_+(\beta; s) = \text{Res }_{s=2-2\lambda} \xi_-(\beta; s) = 0.
\]

(3) Unless \( \lambda = \frac{q}{2} \) (\( q \in \mathbb{Z}, q \geq 2 \)) and \( k = q - 2 \) or \( q - 1 \), then we have
\[
\xi_+(\alpha; -k) + (-1)^k \xi_-(\alpha; -k) = \xi_+(\beta; -k) + (-1)^k \xi_-(\beta; -k) = 0 \quad (k \in \mathbb{Z}_{>0}).
\]

Proof The first and the second assertions are immediate consequences of the residue formulas in Theorem 3.4 (1). Let us prove the third assertion. By Lemma 3.3 and Theorem 3.4 (1), the zeta integral \( Z(\alpha, \mathcal{F}f; s) \) and the \( L \)-functions are holomorphic at \( s = -k \) \((k \in \mathbb{Z}_{>0})\) unless \( \lambda = \frac{q}{2} \) \((q \in \mathbb{Z}, q \geq 2)\) and \( k = q - 2, q - 1 \). Moreover, from the local functional equation (2.16) and Lemma 3.2, we have
\[
Z(\alpha, \mathcal{F}f; s) = (2\pi)^{-s} \Gamma(s) \left( \Phi_+(f; 1 - s) \left( e^{\pi i s/2} \xi_+(\alpha; s) + e^{-\pi i s/2} \xi_-(\alpha; s) \right) + \Phi_-(f; 1 - s) \left( e^{-\pi i s/2} \xi_+(\alpha; s) + e^{\pi i s/2} \xi_-(\alpha; s) \right) \right).
\]

Take an \( f \in C_0^\infty(\mathbb{R}) \) that is not identically zero, with non-negative values, and compactly supported in the set of positive real numbers. Then, \( \Phi_-(f; 1 - s) = 0, \Phi_+(f; 1 - (-k)) \neq 0 \), and
\[
Z(\alpha, \mathcal{F}f; s) = (2\pi)^{-s} e^{\pi i s/2} \Gamma(s) \Phi_+(f; 1 - s) \left( \xi_+(\alpha; s) + e^{-\pi i s} \xi_-(\alpha; s) \right).
\]

By the assumption on \( \lambda \) and \( k \), \( Z(\alpha, \mathcal{F}f; s) \) is holomorphic at \( s = -k \). On the other hand, by the choice of \( f \), \((2\pi)^{-s} e^{\pi i s/2} \Phi_+(f; 1 - s) \) does not vanish at \( s = -k \), and \( \Gamma(s) \) has a simple pole at \( s = -k \). Hence \( \xi_+(\alpha; s) + e^{-\pi i s} \xi_-(\alpha; s) \) must have a zero at \( s = -k \). This shows that
\[
\xi_+(\alpha; -k) + (-1)^k \xi_-(\alpha; -k) = 0.
\]

The proof of the assertions for \( \xi_\pm(\beta; s) \) is quite similar. \( \square \)

3.2 A converse theorem for summation formulas

Let us prove the converse of Theorem 3.4. Let \( \lambda \) be a complex number with \( \lambda \not\in \frac{1}{2} - \frac{1}{2} \mathbb{Z}_{>0} \). Let \( \ell \) be an integer and \( N \) a positive integer.

Suppose that two complex sequences \( \alpha = \{\alpha(n)\}, \beta = \{\beta(n)\} \) \((n \in \mathbb{Z} \setminus \{0\})\) of polynomial growth are given. Then, we can define \( L \)-functions \( \xi_\pm(\alpha; s) \) and \( \xi_\pm(\beta; s) \) by (3.4) and the zeta integrals \( Z(\alpha, \mathcal{F}f; s) \) and \( Z^{(N)}(\beta, \mathcal{F}f; s) \) \((f \in \mathcal{Y}_\lambda^{\infty}) \) by (3.5) and (3.6). By Lemma 3.2, if \( \Re(s) \) is sufficiently large, the \( L \)-functions and the zeta integrals are convergent absolutely, and satisfy
\[
Z(\alpha, \mathcal{F}f; s) = \xi_+(\alpha; s) \Phi_+(\mathcal{F}f; s) + \xi_-(\alpha; s) \Phi_-(\mathcal{F}f; s),
\]
\[
Z^{(N)}(\beta, \mathcal{F}f; s) = N^s \cdot \xi_+(\beta; s) \Phi_+(\mathcal{F}f; s) + N^s \cdot \xi_-(\beta; s) \Phi_-(\mathcal{F}f; s).
\]
In the following, for simplicity, we put
\[ \xi_\pm(\alpha; s) = \xi_+(\alpha; s) + \xi_-(\alpha; s), \quad \xi_0(\alpha; s) = \xi_+(\alpha; s) - \xi_-(\alpha; s), \]
\[ \xi_\pm(\beta; s) = \xi_+(\beta; s) + \xi_-(\beta; s), \quad \xi_0(\beta; s) = \xi_+(\beta; s) - \xi_-(\beta; s). \]

Now we assume the following conditions [A1] – [A4]:

[A1] The L-functions \( \xi_\pm(\alpha; s), \xi_\pm(\beta; s) \) have meromorphic continuations to the whole \( s \)-plane, and \( (s - 1)(s - 2 + 2\lambda)\xi_\pm(\alpha; s) \) and \( (s - 1)(s - 2 + 2\lambda)\xi_\pm(\beta; s) \) are entire functions, which are of finite order in any vertical strip.

Here a function \( f(s) \) on a vertical strip \( \sigma_1 \leq \Re(s) \leq \sigma_2 \) \( (\sigma_1, \sigma_2 \in \mathbb{R}, \sigma_1 < \sigma_2) \) is said to be of finite order on the strip if there exist some positive constants \( A, B, \rho \) such that
\[ |f(s)| < Ae^{B|\Re(s)|^\rho}, \quad \sigma_1 \leq \Re(s) \leq \sigma_2. \]

[A2] The residues of \( \xi_\pm(\alpha; s) \) and \( \xi_\pm(\beta; s) \) at \( s = 1 \) satisfy
\[ \Res_{s=1} \xi_+(\alpha; s) = \Res_{s=1} \xi_-(\alpha; s), \quad \Res_{s=1} \xi_+(\beta; s) = \Res_{s=1} \xi_-(\beta; s). \]

[A3] The following functional equation holds:
\[ \gamma(s) \begin{pmatrix} \Xi_+(\alpha; s) \\ \Xi_-(\alpha; s) \end{pmatrix} = N^{2 - 2\lambda - s} \cdot \Sigma(\ell) \cdot \gamma(2 - 2\lambda - s) \begin{pmatrix} \Xi_+(\beta; 2 - 2\lambda - s) \\ \Xi_-(\beta; 2 - 2\lambda - s) \end{pmatrix}, \]
where \( \Xi_\pm(\alpha; s), \Xi_\pm(\beta; s), \gamma(s) \) and \( \Sigma(\ell) \) are as defined in Theorem 3.4.

[A4] • If \( \lambda = \frac{q}{2} \) \( (q \in \mathbb{Z}_{\geq 0}, \ q \geq 4) \), then
\[ \xi_+(\alpha; -k) + (-1)^k \xi_-(\alpha; -k) = 0 \quad (k = 1, 2, \ldots, q - 3). \]

• If \( \lambda = 1 \), then
\[ \Res_{s=2-2\lambda} \xi_\pm(\alpha; s) = \Res_{s=2-2\lambda} \xi_\pm(\beta; s) = 0. \]

• If \( \ell \equiv 0 \mod{4} \) as well as \( \lambda = 1 \), then
\( \xi_\pm(\alpha; s), \xi_\pm(\beta; s) \) are holomorphic at \( s = 2 - 2\lambda = 0. \)

As is proved in Theorem 3.4 and Corollary 3.6, if \( \{a(n)\} \) and \( \{b(n)\} \) are the coefficients of a Ferrar–Suzuki summation formula of level \( N \), then the L-functions \( \xi_\pm(\alpha; s) \) and \( \xi_\pm(\beta; s) \) satisfy the conditions [A1] – [A4]. We prove that, conversely, the conditions [A1] – [A4] imply a summation formula.

Under the assumptions [A1] – [A4], we define \( a(0), b(0), a(\infty), b(\infty) \) by
\[ \alpha(0) = \begin{cases} -\xi_\pm(\alpha; 0) & (\lambda \neq 1), \\ -\frac{s}{2\pi i} \xi_\pm(\alpha; 0) + c & (\lambda = 1, \ \ell \equiv 0 \mod{4}), \\ 2N \Res_{s=1} \xi_\pm(\beta; s) & (\lambda = 1, \ \ell \not\equiv 0 \mod{4}), \end{cases} \]
\[ \alpha(\infty) = \frac{N}{2} \Res_{s=1} \xi_\pm(\beta; s), \] (3.21) (3.22)
Lemma 3.10
\[
\beta(0) = \begin{cases}
-\xi_e(\beta; 0) & (\lambda \neq 1), \\
-\frac{1}{2} \xi_{\lambda\ell}(\beta; 0) + c & (\lambda = 1, \ell \equiv 0 \pmod{4}), \\
\frac{2\pi i}{\ell - 1} \cdot \text{Res}_{s=0} \xi_+(\alpha; s) & (\lambda = 1, \ell \not\equiv 0 \pmod{4}),
\end{cases}
\]
(3.23)
\[
\beta(\infty) = \frac{i^{-\ell}}{2} \text{Res} \xi_e(\alpha; s),
\]
(3.24)

where \(c\) appearing in \(a(0)\) and \(\beta(0)\) in the case \(\lambda = 1\) and \(\ell \equiv 0 \pmod{4}\) is an arbitrary constant.

Remark 3.7 If \(\lambda = 1\) and \(\ell \equiv 0 \pmod{4}\), then we have \(\mathcal{F}_f(s)(0) = \mathcal{F}_f(0)\), as we prove in Lemma 3.10 (2) below. Hence, in the summation formula (3.25), we may replace \(a(0)\) and \(\beta(0)\), respectively, by \(a(0) + c\) and \(\beta(0) + c\) with an arbitrary constant \(c\). This is the reason why an undetermined constant \(c\) appears in the definition of \(a(0)\) and \(\beta(0)\).

Theorem 3.8 Assume that \(\lambda \not\equiv \frac{1}{2} - \frac{1}{2} \mathbb{Z}_{\geq 0}\). If the \(L\)-functions \(\xi_{\pm}(\alpha; s)\) and \(\xi_{\pm}(\beta; s)\) satisfy the assumptions [A1]–[A4], then for any \(f \in \mathcal{V}_{\alpha, \ell}^{\infty}\), the following summation formula holds:
\[
\alpha(\infty)f(\infty) + \sum_{n=-\infty}^{\infty} \alpha(n)(\mathcal{F}_f)(n) = \beta(\infty)f_{\infty}(\infty) + \sum_{n=-\infty}^{\infty} \beta(n)(\mathcal{F}_f_{\infty})(n) = \sum_{n=-\infty}^{\infty} \beta(n)(\mathcal{F}_f_{\infty})(n) \left( \frac{n}{N} \right).
\]
(3.25)

First we prove the following lemma.

Lemma 3.9 Under the same assumptions as in Theorem 3.8, the following hold for any \(f \in \mathcal{V}_{\alpha, \ell}^{\infty}\).

1. The zeta integrals \(Z(\alpha, \mathcal{F}_f; s)\) and \(Z^{(N)}(\beta, \mathcal{F}_f_{\infty}; s)\) have analytic continuations to meromorphic functions of \(s\) in \(\mathbb{C}\) with poles only at \(s = 0, 1, 2 - 2\lambda, 1 - 2\lambda\).

2. The poles are of order at most 1 and the residues are given as follows:
\[
\begin{align*}
\text{Res}_{s=0} Z(\alpha, \mathcal{F}_f; s) &= -\alpha(0)(\mathcal{F}_f)(0), & \text{Res}_{s=1} Z(\alpha, \mathcal{F}_f; s) &= \beta(\infty)f_{\infty}(\infty), \\
\text{Res}_{s=1-2\lambda} Z(\alpha, \mathcal{F}_f; s) &= \beta(0)(\mathcal{F}_f_{\infty})(0), & \text{Res}_{s=1-2\lambda} Z(\alpha, \mathcal{F}_f; s) &= -\alpha(0)f(0).
\end{align*}
\]

In case \(\lambda = 1\), then \(2 - 2\lambda = 0\) and we understand that
\[
\text{Res}_{s=0} Z(\alpha, \mathcal{F}_f; s) = \text{Res}_{s=1} Z(\alpha, \mathcal{F}_f; s) = \beta(0)(\mathcal{F}_f_{\infty})(0) - \alpha(0)(\mathcal{F}_f)(0).
\]

3. They satisfy the same functional equation
\[
Z(\alpha, \mathcal{F}_f; s) = Z^{(N)}(\beta, \mathcal{F}_f_{\infty}; 2 - 2\lambda - s)
\]
(3.26)
as the one in Lemma 3.3.

For the proof of Lemma 3.9, we need the following lemma.

Lemma 3.10 Put
\[
\Phi_e(\mathcal{F}_f; s) = \Phi_+(\mathcal{F}_f; s) + \Phi_-(\mathcal{F}_f; s), \quad \Phi_o(\mathcal{F}_f; s) = \Phi_+(\mathcal{F}_f; s) - \Phi_-(\mathcal{F}_f; s).
\]

1. If \(\lambda \not\equiv -\frac{1}{2} \mathbb{Z}_{\geq 0}\), then \(\Phi_e(\mathcal{F}_f; s)\) is holomorphic at \(s = 1\) and the identity
\[
\Phi_e(\mathcal{F}_f; 1) = f(0)
\]
holds for any \(f \in \mathcal{V}_{\alpha, \ell}^{\infty}\).
(2) If $\lambda = 1$, then $\Phi_\alpha(\mathcal{F} f; s)$ is holomorphic at $s = 0$ and the identities
\[
\mathcal{F} f(0) = \frac{1 + i^{-\ell}}{2} \mathcal{F} f_\infty(0) + \frac{1 - i^{-\ell}}{2\pi i} \Phi_\alpha(\mathcal{F} f_\infty; 0),
\]
\[
\mathcal{F} f_\infty(0) = \frac{1 + i^\ell}{2} \mathcal{F} f(0) - \frac{1 - i^\ell}{2\pi i} \Phi_\alpha(\mathcal{F} f; 0)
\]
hold for any $f \in V^{(\infty)}$. If $\ell \equiv 0 \pmod{4}$ as well as $\lambda = 1$, then $\mathcal{F} f(0) = \mathcal{F} f_\infty(0)$.

Proof (1) From the local functional equation (2.16), it follows that
\[
\Phi_\alpha(\mathcal{F} f; s) = 2(2\pi)^{-s/2} \Gamma(s) \cos\left(\frac{\pi s}{2}\right) \left(\Phi_+ (f; 1 - s) + \Phi_- (f; 1 - s)\right).
\]
Hence we have
\[
\Phi_\alpha(\mathcal{F} f; 1) = \frac{1}{\pi} \lim_{s \to 1} \left\{ \cos\left(\frac{\pi s}{2}\right) (\Phi_+ (f; 1 - s) + \Phi_- (f; 1 - s)) \right\}
\]
\[
= \frac{1}{\pi} \cdot \left( \frac{d}{ds} \cos\left(\frac{\pi s}{2}\right) \right)_{s=1} \cdot (\operatorname{Res} \Phi_+ (f; 1 - s) + \operatorname{Res} \Phi_- (f; 1 - s))
\]
\[
= \frac{1}{\pi} \cdot \left( -\frac{\pi}{2} \right) \cdot (-2f(0)) = f(0).
\]

(2) If $\lambda = 1$, then we have
\[
\mathcal{F} f(0) = \Phi_+ (f; 1) + \Phi_- (f; 1) = \Phi_+ (f_\infty; 1) + i^{-\ell} \Phi_- (f_\infty; 1).
\]
From the local functional equation (2.16), it follows that
\[
\begin{pmatrix}
\Phi_+ (f; s) \\
\Phi_- (f; s)
\end{pmatrix} = (2\pi)^{-s/2} \Gamma(s) \begin{pmatrix}
1 & -i \\
i & 1
\end{pmatrix} \begin{pmatrix}
\cos\left(\frac{\pi s}{2}\right) \Phi_\alpha (\mathcal{F} f; 1 - s) \\
\sin\left(\frac{\pi s}{2}\right) \Phi_\alpha (\mathcal{F} f; 1 - s)
\end{pmatrix}.
\]
Recall that $\Phi_\alpha (\mathcal{F} f; s)$ has a pole of order at most 1 at $s = 0$ with residue $2\mathcal{F} f(0)$, and $\Phi_\alpha (\mathcal{F} f; s)$ is holomorphic at $s = 0$. Hence we get
\[
\begin{pmatrix}
\Phi_+ (f_\infty; 1) \\
\Phi_- (f_\infty; 1)
\end{pmatrix} = \begin{pmatrix}
1 & -i \\
i & 1
\end{pmatrix} \begin{pmatrix}
\frac{1}{2} \mathcal{F} f_\infty(0) \\
\frac{1}{2\pi i} \Phi_\alpha (\mathcal{F} f_\infty; 0)
\end{pmatrix}
\]
and
\[
\mathcal{F} f(0) = \left( \frac{1}{2} \mathcal{F} f_\infty(0) + \frac{1}{2\pi i} \Phi_\alpha (\mathcal{F} f_\infty; 0) \right) + i^{-\ell} \left( \frac{1}{2} \mathcal{F} f_\infty(0) - \frac{1}{2\pi i} \Phi_\alpha (\mathcal{F} f_\infty; 0) \right)
\]
\[
= \frac{1 + i^{-\ell}}{2} \mathcal{F} f_\infty(0) + \frac{1 - i^{-\ell}}{2\pi i} \Phi_\alpha (\mathcal{F} f_\infty; 0).
\]
Since $(f_\infty(\alpha) = i^\ell f(x)$, we also have
\[
\mathcal{F} f_\infty(0) = \frac{1 + i^\ell}{2} \mathcal{F} f(0) - \frac{1 - i^\ell}{2\pi i} \Phi_\alpha (\mathcal{F} f; 0).
\]
If $\ell \equiv 0 \pmod{4}$, then this implies that $\mathcal{F} f_\infty(0) = \mathcal{F} f(0)$.

Proof of Lemma 3.9 As we have seen in § 2.5, $\Phi_\pm (\mathcal{F} f; s)$ and $\Phi_\pm (\mathcal{F} f_\infty; s)$ converge absolutely for sufficiently large $\Re(s)$, and have analytic continuations to meromorphic functions of $s$ in $\mathbb{C}$. Hence, by the identities (3.19), (3.20), and the assumption [A1], $Z(\alpha; \mathcal{F} f; s)$ and $Z^{(\infty)}(\beta; \mathcal{F} f_\infty; s)$ have analytic continuations to meromorphic functions of $s$ in $\mathbb{C}$.

Now the functional equation of the zeta integrals can be proved as follows:
\[
Z(\alpha; \mathcal{F} f; s) = (3.19) \Phi(\mathcal{F} f; s) = (3.20) \Phi_\alpha (f; 1 - s) \gamma(s) \Xi(\alpha; s).\]
\[\lambda^{2-2\lambda-s} \Phi(f; 1-s) \Sigma(\ell) \cdot \gamma(2-2\lambda-s) \tilde{\Phi}(\beta; 2-2\lambda-s)\]

\[N^{2-2\lambda-s} \Phi(f_{\infty}; s + 2\lambda - 1) \gamma(2-2\lambda-s) \tilde{\Phi}(\beta; 2-2\lambda-s)\]

\[N^{2-2\lambda-s} \Phi(f_{\infty}; 2-2\lambda-s) \tilde{\Phi}(\beta; 2-2\lambda-s)\]

\[Z^{(N)}(\beta, f_{\infty}; 2-2\lambda-s).\]

Here we put

\[\Phi = (\Phi_+, \Phi_-), \quad \xi = \left(\begin{array}{c} \xi_+ \\ \xi_- \end{array}\right), \quad \xi = \left(\begin{array}{c} \xi_+ \\ \xi_- \end{array}\right).\]

Let us determine the poles of the zeta integrals. The poles of \(\xi_+(\alpha; s)\) and \(\xi_-(\beta; s)\) are located at \(s = 1, 2 - 2\lambda\) and, by Theorem 2.14, the poles of \(\Phi_+(f; s)\) and \(\Phi_-(f_{\infty}; s)\) are located at \(s = -n, 1 - 2\lambda - n (n \in \mathbb{Z}_{\geq 0})\). Hence the poles of \(Z(\alpha, f; s)\) are at \(s = 1 - n, 2 - 2\lambda - n (n \in \mathbb{Z}_{\geq 0})\), and the poles of \(Z^{(N)}(\beta, f_{\infty}; 2-2\lambda-s)\) are at \(s = n, 1 - 2\lambda + n (n \in \mathbb{Z}_{\geq 0})\). By the functional equation \(Z(\alpha, f; s) = Z^{(N)}(\beta, f_{\infty}; 2-2\lambda-s)\), the actual poles are included in

\[\{1 - n, 2 - 2\lambda - n | n \in \mathbb{Z}_{\geq 0}\} \cap \{n, 1 - 2\lambda + n | n \in \mathbb{Z}_{\geq 0}\}.

The assumption that \(\lambda \notin \frac{1}{2} - \frac{1}{2} \mathbb{Z}_{\geq 0}\) implies that the intersection is

\[\begin{cases} 
0, 1, 2, 2\lambda \in \mathbb{Z} & (\lambda = \frac{q}{2} \in \frac{1}{2} \mathbb{Z}, q \geq 4), \\
0, 1, 2, 2\lambda \in \mathbb{Z} & \text{(otherwise)}.
\end{cases}\]

In the case where \(\lambda = \frac{q}{2} \in \frac{1}{2} \mathbb{Z}\) with \(q \geq 4\) and \(1 \leq k \leq q-3\), then \(\xi_+(\alpha; s)\) and \(\Phi_+(f; s)\) has a pole of order at most 1 at \(s = -k\) with residue \(\frac{\pm k!}{k!} \Phi(f; 0)\).

Hence, by [A4], we see that

\[\text{Res}_{s=-k} Z(\alpha, f; s) = \xi_+(\alpha; -k) \text{ Res}_{s=-k} \Phi_+(f; s) + \xi_-(\alpha; -k) \text{ Res}_{s=-k} \Phi_-(f; s) = (\xi_+(\alpha; -k) + (-1)^k \xi_-(\alpha; -k)) \frac{\Phi(f; k)!(0)}{k!} = 0.\]

This shows that \(s = -k (1 \leq k \leq q-3)\) is not an actual pole of \(Z(\alpha, f; s)\). Therefore the poles of \(Z(\alpha, f; s)\) and also of \(Z^{(N)}(\beta, f_{\infty}; s)\) are located at \(s = 0, 1, 2 - 2\lambda, 2\lambda\).

By Theorem 2.14 and the assumption [A2], the orders of the poles at \(s = 0, 1\) of \(\xi_+(\alpha; s)\) and \(\Phi_+(f; s)\) are given by the following table.

| \(\xi_+(\alpha; s)\) | \(\Phi_+(f; s)\) |
|---------------------|----------------|
| 0 \( (\lambda \neq 1)\) | \(\leq 1 \) |
| 1 \( (\lambda = 1)\) | 0 |

Therefore \(s = 1\) is a pole of \(Z(\alpha, f; s)\) of order at most 1. By Lemma 3.10 and the assumption [A2], the residue there is calculated as follows:

\[\text{Res}_{s=1} Z(\alpha, f; s) = \Phi_+(f; 1) \cdot \text{Res}_{s=1} \xi_+(\alpha; s) + \Phi_-(f; 1) \cdot \text{Res}_{s=1} \xi_-(\alpha; s) = \text{Res}_{s=1} \xi_+(\alpha; s) \Phi_+(f; 1) + \Phi_-(f; 1) = f(0) \cdot \text{Res}_{s=1} \xi_+(\alpha; s).\]
Similarly we can prove that \( Z^{(N)}(\beta, \mathcal{F}_f; s) \) has a pole of order at most 1 at \( s = 1 \) with residue \( N \cdot f_\infty(0) \cdot \text{Res}_{s=1} \xi_+(\beta; s) \). From the functional equation \( Z(\alpha, \mathcal{F}_f; s) = Z^{(N)}(\beta, \mathcal{F}_f; 2 - 2\lambda - s) \), it follows that \( Z(\alpha, \mathcal{F}_f; s) \) has a pole of order at most 1 at \( s = 1 - 2\lambda \) and the residue is given by

\[
\text{Res}_{s=1-2\lambda} Z(\alpha, \mathcal{F}_f; s) = - \text{Res}_{s=1} Z^{(N)}(\beta, \mathcal{F}_f; s) = -N \cdot f_\infty(0) \cdot \text{Res}_{s=1} \xi_+(\beta; s).
\]

If \( \lambda \neq 1 \), then the table above shows that \( s = 0 \) is a pole of \( Z(\alpha, \mathcal{F}_f; s) \) of order at most 1, and the residue there is given by

\[
\text{Res}_{s=0} Z(\alpha, \mathcal{F}_f; s) = \xi_+(\alpha; 0) \cdot \text{Res}_{s=0} \xi_+(\alpha; s) \cdot \text{Res}_{s=0} \xi_-(\alpha; s) = \xi_+(\alpha; 0) \cdot \mathcal{F}_f(0).
\]

Similarly, if \( \lambda \neq 1 \), we can prove that \( Z^{(N)}(\beta, \mathcal{F}_f; s) \) has a pole of order at most 1 at \( s = 0 \) with residue \( \xi_+(\beta; 0) \cdot \mathcal{F}_f(0) \). Again, by the functional equation, we see that \( Z(\alpha, \mathcal{F}_f; s) \) has a pole of order at most 1 at \( s = 2 - 2\lambda \) and the residue is given by

\[
\text{Res}_{s=2-2\lambda} Z(\alpha, \mathcal{F}_f; s) = - \xi_+(\beta; 0) \cdot \mathcal{F}_f(0).
\]

Finally we examine the pole at \( s = 0 \) in the case \( \lambda = 1 \). If \( \lambda = 1 \), then \( \xi_\pm(\alpha; s) \) may have a pole at \( s = 0 = 2 - 2\lambda \), and the coefficient of \( s^{-2} \) in the Laurent expansion of \( Z(\alpha, \mathcal{F}_f; s) \) is given by

\[
\text{Res}_{s=0} \xi_+(\alpha; s) \cdot \text{Res}_{s=0} \xi_-(\alpha; s) \cdot \text{Res}_{s=0} \xi_-(\alpha; s) = \text{Res}_{s=0} \xi_+(\alpha; s) \cdot \mathcal{F}_f(0),
\]

which vanishes by the assumption [A4]. Hence \( Z(\alpha, \mathcal{F}_f; s) \) has a pole of order at most 1 at \( s = 0 \) even in the case \( \lambda = 1 \). Let us calculate the residues. Then, the assumption [A4] implies that \( \xi_+(\alpha; s) \) is holomorphic at \( s = 0 \) and \( \xi_0(\alpha; s) \) has a pole of order at most 1 at \( s = 0 \) whose residue is equal to 2 \( \text{Res}_{s=0} \xi_+(\alpha; s) \). Since \( \Phi_0(\mathcal{F}_f; s) \) is holomorphic at \( s = 0 \), and \( \Phi_0(\mathcal{F}_f; s) \) has a pole of order at most 1 at \( s = 0 \) with residue \( 2 \mathcal{F}_f(0) \). Hence we have

\[
\text{Res}_{s=0} Z(\alpha, \mathcal{F}_f; s) = \frac{1}{2} \text{Res}_{s=0} \xi_+(\alpha; s) \frac{d(1+\ell)^1}{1-\ell^2} \text{Res}_{s=0} \xi_+(\alpha; s) \mathcal{F}_f(0) + \text{Res}_{s=0} \xi_+(\alpha; s) \cdot \Phi_0(\mathcal{F}_f; 0).
\]

By Lemma 3.10 and the assumption [A4], we obtain

\[
\text{Res}_{s=0} Z(\alpha, \mathcal{F}_f; s) = \left\{ \begin{array}{ll} \xi_+(\alpha; 0) + \frac{\pi i(1+\ell)^1}{1-\ell^2} \text{Res}_{s=0} \xi_+(\alpha; s) \mathcal{F}_f(0) \\ - \frac{2\pi i}{1-\ell^2} \text{Res}_{s=0} \xi_+(\alpha; s) \mathcal{F}_f(0) & (\ell \neq 0 \mod 4) \\ \xi_+(\alpha; 0) \mathcal{F}_f(0) & (\ell \equiv 0 \mod 4) \end{array} \right.
\]

For \( \lambda = 1 \), the functional equation in [A3] can be rewritten as

\[
\pi^{-s} \begin{pmatrix} \frac{\Gamma(z)}{\Gamma\left(\frac{z}{2}\right)} \xi_+(\alpha; s) \\ \frac{\Gamma\left(\frac{1+z}{2}\right)}{\Gamma\left(\frac{1-z}{2}\right)} \xi_+(\alpha; s) \end{pmatrix} = N^{-s} \pi^s \begin{pmatrix} 1+\ell^2 & 1-\ell^2 \\ -1+\ell^2 & 1-\ell^2 \end{pmatrix} \begin{pmatrix} \Gamma\left(\frac{z}{2}\right) \xi_+(\beta; s) \\ \Gamma\left(\frac{1+z}{2}\right) \xi_+(\beta; s) \end{pmatrix}.
\] (3.27)
Hence we have

\[ i\pi \operatorname{Res}_{s=0} \xi_+(\beta; s) = -(1 - i^{-\ell})\xi_e(\alpha; 0) + \frac{(1 + i^{-\ell})\pi i}{2} \operatorname{Res}_{s=0} \xi_0(\alpha; s). \]

From this, it follows that

\[
\operatorname{Res}_{s=0} Z(\alpha, \mathcal{F}f; s) = \begin{cases} 
-\frac{2\pi i}{1 - i^{-\ell}} \operatorname{Res}_{s=0} \xi_+(\beta; s) \cdot \mathcal{F}f(0) \\
-\frac{2\pi i}{1 - i^{-\ell}} \operatorname{Res}_{s=0} \xi_+(\alpha; s) \cdot \mathcal{F}f_\infty(0) \quad (\ell \equiv 0 \pmod{4}), \\
\xi_+(\alpha; 0) \mathcal{F}f(0) \quad (\ell \equiv 0 \pmod{4}).
\end{cases}
\]

In case \( \ell \equiv 0 \pmod{4} \), by the functional equation (3.27), we have

\[ \xi_e(\alpha; 0) = -\xi_e(\beta; 0), \quad (3.28) \]

and by Lemma 3.10 (2), we have \( \mathcal{F}f(0) = \mathcal{F}f_\infty(0) \). Therefore

\[ \operatorname{Res}_{s=0} Z(\alpha, \mathcal{F}f; s) = \left( -\frac{1}{2} \xi_e(\beta; 0) + c \right) \mathcal{F}f_\infty(0) - \left( -\frac{1}{2} \xi_e(\alpha; 0) + c \right) \mathcal{F}f(0) \]

for \( \lambda = 1 \) and \( \ell \equiv 0 \pmod{4} \). This completes the proof of Lemma 3.9.

Now Theorem 3.8 can be proved with the standard argument based on the Mellin inversion formula.

**Proof of Theorem 3.8** Take a sufficiently large real number \( \sigma_0 > \max \{1, 2 - 2\Re(\lambda)\} \) so that \( \xi_{\pm}(\alpha; s) \) and \( \xi_{\pm}(\beta; s) \) are absolutely convergent if \( \Re(s) \geq \sigma_0 \). We consider the contour integral

\[ \frac{1}{2\pi i} \int_{\Im(s) = \sigma_0} Z(\alpha, \mathcal{F}f; s) t^{-s} ds. \]

By (3.19), we have

\[ |Z(\alpha, \mathcal{F}f; s)| \leq |\xi_+(\alpha; s)| \cdot |\Phi_+(\mathcal{F}f; s)| + |\xi_-(\alpha; s)| \cdot |\Phi_-(\mathcal{F}f; s)|. \]

Since the inequality

\[ |\xi_{\pm}(\alpha; s)| \leq \xi_{\pm}(\vert\alpha\vert; \sigma_0) := \sum_n \vert\alpha(\pm n)\vert n^{-\sigma_0} \]

holds for any \( s \) with \( \Im(s) = \sigma_0 \), it follows from Lemma 2.16 that, for arbitrary \( \mu > 0 \),

\[ |Z(\alpha, \mathcal{F}f; s)| = O(|\tau|^{-\mu}) \quad (\Im(s) = \sigma_0, \quad |\tau| = |\Im(s)| \to \infty). \]

Hence, by the Mellin inversion formula, we have

\[ \sum_{n=-\infty}^{\infty} \alpha(n)(\mathcal{F}f)(nt) = \frac{1}{2\pi i} \int_{\Im(s) = \sigma_0} Z(\alpha, \mathcal{F}f; s) t^{-s} ds. \quad (3.29) \]

On the other hand, the functional equation (3.26) implies that on the vertical line \( \Im(s) = 2 - 2\Re(\lambda) - \sigma_0 \), for arbitrary \( \mu > 0 \), we have

\[ |Z(\alpha, \mathcal{F}f; s)| = |Z^{(N)}(\beta; \mathcal{F}f_\infty; 2 - 2\lambda - s)| = O(|\tau|^{-\mu}) \quad (|\tau| \to \infty). \]

Furthermore, by the assumption [A1] and Lemma 2.16, in any vertical strip \( \sigma_1 \leq \Im(s) \leq \sigma_2 \), we have an estimate

\[ |Z(\alpha, \mathcal{F}f; s)| = O(e^{\sigma_1 |\tau|}) \quad (|\tau| \to \infty). \]
uniformly with respect to $\Im(s)$. Now the Phragmen-Lindelöf principle (see e.g., [21, Lemma 4.3.4]) implies that in the vertical strip

$$ F := \{ s \in \mathbb{C} \mid 2 - 2\Im(\lambda) - \sigma_0 \leq \Im(s) \leq \sigma_0 \}, $$

for arbitrary $\mu > 0$, the estimate

$$ |Z(\alpha, F_f; s)| = O(|\tau|^{-\mu}) \quad (|\tau| \to \infty) $$

holds uniformly with respect to $\Im(s)$. Note that the poles $s = 0, 1, 2 - 2\lambda, 1 - 2\lambda$ of $Z(\alpha, F_f; s)$ are contained in $F$. Hence the standard argument of "moving the line of integration" shows

$$ \sum_{n=-\infty \atop n \neq 0}^{\infty} a(n)(F_f)(nt) = \frac{1}{2\pi i} \int_{\Im(s)=2-2\Im(\lambda)-\sigma_0} Z(\alpha, F_f; s) t^{-s} ds $$

$$ + \operatorname{Res}_{s=0} Z(\alpha, F_f; s) \cdot t^0 + \operatorname{Res}_{s=1} Z(\alpha, F_f; s) \cdot t^{-1} $$

$$ + \sum_{n=2-2\lambda} Z(\alpha, F_f; s) \cdot t^{2\lambda-2} + \sum_{n=1-2\lambda} Z(\alpha, F_f; s) \cdot t^{2\lambda-1}. $$

Here, by the third assertion of Lemma 3.9, we can rewrite the formula above as

$$ \sum_{n=-\infty \atop n \neq 0}^{\infty} a(n)(F_f)(nt) = \frac{1}{2\pi i} \int_{\Im(s)=2-2\Im(\lambda)-\sigma_0} Z(\alpha, F_f; s) t^{-s} ds - a(0)(F_f)(0)t^0 $$

$$ + \beta(\infty)f_{\infty}(\infty)t^{-1} + \beta(0)(F_f_{\infty})(0)t^{2\lambda-2} - \alpha(\infty)f(\infty)t^{2\lambda-1}. $$

Furthermore, by using the functional equation (3.26), we can transform the first term of the right hand side as

$$ \frac{1}{2\pi i} \int_{\Im(s)=2-2\Im(\lambda)-\sigma_0} Z(\alpha, F_f; s) t^{-s} ds $$

$$ = \frac{1}{2\pi i} \int_{\Im(s)=2-2\Im(\lambda)-\sigma_0} Z^{(N)}(\beta, F_f_{\infty}; 2 - 2\lambda - s) t^{-s} ds $$

$$ = \frac{t^{2\lambda-2}}{2\pi i} \int_{\Im(s)=\sigma_0} Z^{(N)}(\beta, F_f_{\infty}; s)(t^{-1})^{-s} ds $$

$$ = t^{2\lambda-2} \sum_{n=-\infty \atop n \neq 0}^{\infty} \beta(n)(F_f_{\infty}) \left( \frac{nt^{-1}}{N} \right), $$

and we therefore conclude that

$$ \sum_{n=-\infty \atop n \neq 0}^{\infty} a(n)(F_f)(nt) $$

$$ = t^{2\lambda-2} \sum_{n=-\infty \atop n \neq 0}^{\infty} \beta(n)(F_f_{\infty}) \left( \frac{nt^{-1}}{N} \right) - a(0)(F_f)(0)t^0 $$

$$ + \beta(\infty)f_{\infty}(\infty)t^{-1} + \beta(0)(F_f_{\infty})(0)t^{2\lambda-2} - \alpha(\infty)f(\infty)t^{2\lambda-1}. $$
Finally, letting \( t = 1 \) and transposing two terms, we obtain the summation formula

\[
\alpha(\infty)f'(\infty) + \sum_{n=-\infty}^{\infty} \alpha(n)(Ff)(n) = \beta(\infty)f'_\infty(\infty) + \sum_{n=-\infty}^{\infty} \beta(n)(Ff_\infty)(\frac{n}{N}),
\]

as required. \( \Box \)

4 Converse theorems for automorphic distributions and Maass forms

4.1 Statement of the converse theorems

Let \( \lambda \) be a complex number with \( \lambda \notin \frac{1}{2} + \frac{1}{2} \mathbb{Z}_{\geq 0} \). Fix an integer \( \ell \) and a positive integer \( N \). We assume that \( N \) is a multiple of 4 when \( \ell \) is odd. Let \( \alpha = \{\alpha(n)\}_{n \in \mathbb{Z} \setminus \{0\}} \) and \( \beta = \{\beta(n)\}_{n \in \mathbb{Z} \setminus \{0\}} \) be complex sequences of polynomial growth. For \( \alpha, \beta \), we can define the L-functions \( \xi_\pm(\alpha; s), \xi_\pm(\beta; s) \) and the completed L-functions \( \Xi_\pm(\alpha; s), \Xi_\pm(\beta; s) \) by

\[
\xi_\pm(\alpha; s) = \sum_{n=1}^{\infty} \frac{\alpha(\pm n)}{n^s}, \quad \Xi_\pm(\alpha; s) = (2\pi)^{-\frac{s}{2}}\Gamma(s)\xi_\pm(\alpha; s),
\]

\[
\xi_\pm(\beta; s) = \sum_{n=1}^{\infty} \frac{\beta(\pm n)}{n^s}, \quad \Xi_\pm(\beta; s) = (2\pi)^{-\frac{s}{2}}\Gamma(s)\xi_\pm(\beta; s).
\]

As was proved in §3, the properties [A1]–[A4] of \( \xi_\pm(\alpha; s), \xi_\pm(\beta; s) \) are equivalent to the summation formula (3.25), and an automorphic distribution \( T \) for \( \widetilde{\Lambda}(N) \) can be associated with it (see Lemma 3.1). We call \( T \) the automorphic distribution associated with \( \xi_\pm(\alpha; s) \) and \( \xi_\pm(\beta; s) \). In this section, we prove a converse theorem that describes a condition for \( T \) to be automorphic for \( \Gamma_0(N) \) in terms of the L-functions twisted by Dirichlet characters.

A Weil type converse theorem for Maass forms for \( \Gamma_0(N) \) will be derived immediately from the converse theorem for automorphic distributions for \( \Gamma_0(N) \) (see Theorem 1.9).

For an odd prime number \( r \) with \( (N, r) = 1 \) and a Dirichlet character \( \psi \) mod \( r \), the twisted L-functions \( \xi_\pm(\alpha, \psi; s), \Xi_\pm(\alpha, \psi; s), \xi_\pm(\beta, \psi; s), \Xi_\pm(\beta, \psi; s) \) are defined by

\[
\xi_\pm(\alpha, \psi; s) = \sum_{n=1}^{\infty} \frac{\alpha(\pm n)\tau_\psi(\pm n)}{n^s}, \quad \Xi_\pm(\alpha, \psi; s) = (2\pi)^{-\frac{s}{2}}\Gamma(s)\xi_\pm(\alpha, \psi; s),
\]

\[
\xi_\pm(\beta, \psi; s) = \sum_{n=1}^{\infty} \frac{\beta(\pm n)\tau_\psi(\pm n)}{n^s}, \quad \Xi_\pm(\beta, \psi; s) = (2\pi)^{-\frac{s}{2}}\Gamma(s)\xi_\pm(\beta, \psi; s),
\]

where \( \tau_\psi(n) \) is the Gauss sum defined by

\[
\tau_\psi(n) = \sum_{\substack{m \mod r \atop (m, r) = 1}} \psi(m)e^{2\pi i mn/r}. \tag{4.1}
\]

We also define \( \xi_\epsilon(\alpha, \psi; s) \) and \( \xi_\epsilon(\beta, \psi; s) \) by

\[
\xi_\epsilon(\alpha, \psi; s) = \xi_+(\alpha, \psi; s) + \xi_-(\alpha, \psi; s), \quad \xi_\epsilon(\beta, \psi; s) = \xi_+(\beta, \psi; s) + \xi_-(\beta, \psi; s).
\]

We put

\[
\tau_\psi = \tau_\psi(1) = \sum_{\substack{m \mod r \atop (m, r) = 1}} \psi(m)e^{2\pi i mn/r}
\]

and denote by \( \psi_{r,0} \) the principal character modulo \( r \). Recall that the Gauss sums are calculated as follows:

\[
\tau_\psi(n) = \begin{cases} 
\psi(n)\tau_\psi & (n \not\equiv 0 \pmod{r}), \\
0 & (n \equiv 0 \pmod{r}), 
\end{cases} \tag{4.2}
\]

if \( \psi \neq \psi_{r,0} \).
\[
\tau_{\psi,r}(n) = \begin{cases} 
-1 & (n \not\equiv 0 \pmod{r}), \\
r - 1 & (n \equiv 0 \pmod{r}). 
\end{cases}
\tag{4.3}
\]

We have therefore
\[
\xi_{\pm}(\alpha, \psi; s) = \begin{cases} 
\tau_{\psi} \sum_{n=1}^{\infty} \frac{\alpha(n)\psi(\pm n)}{n^s} & (\psi \neq \psi_{r,0}), \\
r \sum_{n=1}^{\infty} \frac{\alpha(n)}{(rn)^s} - \xi_{\pm}(\alpha; s) & (\psi = \psi_{r,0}). 
\end{cases}
\tag{4.4}
\]

A similar identity holds also for \(\xi_{\pm}(\beta, \psi; s)\).

Let \(\mathbb{P}_N\) be a set of odd prime numbers not dividing \(N\) such that, for any positive integers \(a, b\) coprime to each other, \(\mathbb{P}_N\) contains a prime number \(r\) of the form \(r = am + b\) for some \(m \in \mathbb{Z}_{>0}\). For an \(r \in \mathbb{P}_N\), denote by \(X_r\) the set of all Dirichlet characters mod \(r\) (including the principal character \(\psi_{r,0}\)). For \(\psi \in X_r\), we define the Dirichlet character \(\psi^*\) by
\[
\psi^*(k) = \overline{\psi(k)} \left(\frac{k}{r}\right)^\ell.
\tag{4.5}
\]

We put
\[
C_{\ell,r} = \begin{cases} 
1 & (\ell \text{ is even}), \\
\varepsilon_r^\ell & (\ell \text{ is odd}). 
\end{cases}
\tag{4.6}
\]

(For the definition of \(\varepsilon_r\), see (1.29).)

In the following, we fix a Dirichlet character \(\chi \mod N\) that satisfies \(\chi(-1) = i^\ell\) (resp. \(\chi(-1) = 1\)) when \(\ell\) is even (resp. odd).

For an \(r \in \mathbb{P}_N\) and a \(\psi \in X_r\), we consider the following conditions \([A1]_{r,\psi}\) – \([A5]_{r,\psi}\) on \(\xi_{\pm}(\alpha, \psi; s)\) and \(\xi_{\pm}(\beta, \psi^*; s)\).

\([A1]_{r,\psi}\) \(\xi_{\pm}(\alpha, \psi; s), \xi_{\pm}(\beta, \psi^*; s)\) have meromorphic continuations to the whole \(s\)-plane, and \((s-1)(s-2+2\lambda)\xi_{\pm}(\alpha, \psi; s), (s-1)(s-2+2\lambda)\xi_{\pm}(\beta, \psi^*; s)\) are entire functions, which are of finite order in any vertical strip.

\([A2]_{r,\psi}\) The residues of \(\xi_{\pm}(\alpha, \psi; s)\) and \(\xi_{\pm}(\beta, \psi^*; s)\) satisfy
\[
\text{Res}_{s=1} \xi_{+}(\alpha, \psi; s) = \text{Res}_{s=1} \xi_{-}(\alpha, \psi; s), \quad \text{Res}_{s=1} \xi_{+}(\beta, \psi^*; s) = \text{Res}_{s=1} \xi_{-}(\beta, \psi^*; s).
\]

\([A3]_{r,\psi}\) \(\Xi_{\pm}(\alpha, \psi; s)\) and \(\Xi_{\pm}(\beta, \psi^*; s)\) satisfy the following functional equation:
\[
\chi(r) \cdot C_{\ell,r} \cdot \psi^*(-N) \cdot r^{2\lambda-2} \cdot (N r)^{2-2\lambda-s} \cdot \Sigma(\ell) \cdot \gamma(2-2\lambda-s)
\left(\begin{array}{c}
\Xi_{+}(\beta, \psi^*; 2-2\lambda-s) \\
\Xi_{-}(\beta, \psi^*; 2-2\lambda-s)
\end{array}\right),
\]

where \(\gamma(s)\) and \(\Sigma(\ell)\) are the same as in Theorem 3.4.

\([A4]_{r,\psi}\) \(\bullet\) If \(\lambda = \frac{q}{2} (q \in \mathbb{Z}_{\geq 0}, q \geq 4)\), then
\[
\xi_{+}(\alpha, \psi; -k) + (-1)^k \xi_{-}(\alpha, \psi; -k) = 0 \quad (k = 1, 2, \ldots, q-3).
\]
• If $\lambda = 1$, then
  \[
  \text{Res}_{s = 2 - 2\lambda} \xi_{\pm}(\alpha, \psi; s) = \text{Res}_{s = 2 - 2\lambda} \xi_{\pm}(\beta, \psi^*; s) = 0.
  \]

• If $\ell \equiv 0 \pmod{4}$ as well as $\lambda = 1$, then
  \[
  \xi_{\pm}(\alpha, \psi; s), \xi_{\pm}(\beta, \psi^*; s) \text{ are holomorphic at } s = 2 - 2\lambda = 0.
  \]

[A5] The following relations between residues and special values hold:

\[
\begin{align*}
(1) & \quad \xi_{\pm}(\alpha, \psi; 0) = \psi(0) \xi_{\pm}(\alpha; 0) \\
(2) & \quad \chi(r) \cdot \psi^*(-N) \cdot \xi_{\pm}(\beta, \psi^*; s) = \tau_{\psi}(0) \text{Res}_{s=0} \xi_{\pm}(\beta; s) \quad (\lambda = 1, \ell \equiv 0 \pmod{4}), \\
(3) & \quad \chi(r) \xi_{\pm}(\beta, \psi^*; 0) = \tau_{\psi}(0) \left( \frac{\lambda^2}{2} \xi_{\pm}(\beta; 0) - c(\lambda - 1) \right) \\
(4) & \quad \text{Res}_{s=0} \xi_{\pm}(\alpha, \psi; s) = \chi(r) \xi_{\pm}(\beta, \psi^*; -N) \tau_{\psi}(0) \text{Res}_{s=0} \xi_{\pm}(\alpha; s).
\end{align*}
\]

Here $c$ appearing in (1) and (3) is the constant in the definition of $\alpha(0)$ and $\beta(0)$ in (3.21) and (3.23). If $\chi$ is the principal character, then the constant $c$ disappears from the conditions and can be completely arbitrary. If $\chi$ is non-principal, then the conditions determine $c$ uniquely.

**Remark 4.1** By (4.2), the conditions in [A5]$_{r, \psi}$ become simpler for non-principal characters. If $\psi$ is different from the principal character, then the first and the second conditions can be reformulated as

\[
\begin{align*}
(1) & \quad \xi_{\pm}(\alpha, \psi; 0) = 0 \\
(2) & \quad \xi_{\pm}(\beta, \psi^*; s) \text{ is holomorphic at } s = 0 \quad (\lambda = 1, \ell \equiv 0 \pmod{4}),
\end{align*}
\]

If $\psi^*$ is different from the principal character, then the third and the fourth conditions can be reformulated as

\[
\begin{align*}
(3) & \quad \xi_{\pm}(\beta, \psi^*; 0) = 0 \\
(4) & \quad \xi_{\pm}(\alpha, \psi; s) \text{ is holomorphic at } s = 0 \quad (\lambda = 1, \ell \equiv 0 \pmod{4}),
\end{align*}
\]

Now we can formulate our main theorems, the converse theorems for automorphic distributions and Maass forms for $\widetilde{\Gamma}_0(N)$.

**Theorem 4.2** Let $\lambda \not\equiv \frac{1}{2} - \frac{1}{2}Z \geq 0$. We assume that $\xi_{\pm}(\alpha; s)$ and $\xi_{\pm}(\beta; s)$ satisfy the conditions [A1] – [A4] in § 3.2, and let $T$ be the automorphic distribution associated with $\xi_{\pm}(\alpha; s)$ and $\xi_{\pm}(\beta; s)$. If $\xi_{\pm}(\alpha, \psi; s)$ and $\xi_{\pm}(\beta, \psi^*; s)$ satisfy the conditions [A1]$_{r, \psi}$ – [A5]$_{r, \psi}$ for any $r \in \mathbb{P}_N$ and $\psi \in X_r$, then $T$ is an automorphic distribution for $\widetilde{\Gamma}_0(N)$ with character $\chi$.

As we saw in Theorem 1.9, the image of an automorphic distribution under the Poisson transform $\mathcal{P}_{\lambda, \ell}$ is a Maass form, and hence Theorem 4.2 implies the following converse theorem for Maass forms:
Theorem 4.3  Let \( \lambda \not\in \frac{1}{2} - \frac{1}{2} \mathbb{Z}_{\geq 0} \). We assume that \( \xi_{\pm}(\alpha; s) \) and \( \xi_{\pm}(\beta; s) \) satisfy the conditions \([A1] - [A4]\) in § 3.2, and define \( \alpha(0), \alpha(\infty), \beta(0), \beta(\infty) \) by (3.21), (3.22), (3.23), (3.24), respectively. We assume furthermore that, for any \( r \in \mathbb{P}_N \) and \( \psi \in X_r \), \( \xi_{\pm}(\alpha, \psi; s) \) and \( \xi_{\pm}(\beta, \psi^*; s) \) satisfy the conditions \([A1]_{r, \psi} - [A5]_{r, \psi} \). Define the functions \( F_\alpha(z) \) and \( G_\beta(z) \) on the upper half plane \( \mathcal{H} \) by

\[
F_\alpha(z) = \alpha(\infty) \cdot y^{\lambda - \ell/4} + \alpha(0) \cdot i^{-\ell/2} \cdot \frac{(2\pi)^{2\lambda - 2\ell} \Gamma(2\lambda - 1)}{\Gamma(\lambda + \frac{\ell}{4})} \cdot y^{1 - \lambda - \ell/4} + \sum_{n=-\infty \atop n \neq 0}^{\infty} \alpha(n) \cdot \frac{i^{\ell/2} \cdot \pi^\lambda \cdot |n|^{\lambda - 1}}{\Gamma(\lambda + \frac{\sgn(n)\ell}{4})} \cdot y^{-\ell/4} W_{\sgn(n)}^{\lambda}(\frac{4\pi |n|}{y}) \cdot e(nx),
\]

\[
G_\beta(z) = N^\lambda \beta(\infty) \cdot y^{\lambda - \ell/4} + N^{1-\lambda} \beta(0) \cdot i^{\ell/2} \cdot \frac{(2\pi)^{2\lambda - 2\ell} \Gamma(2\lambda - 1)}{\Gamma(\lambda + \frac{\ell}{4})} \cdot y^{1 - \lambda - \ell/4} + \sum_{n=-\infty \atop n \neq 0}^{\infty} \beta(n) \cdot \frac{i^{\ell/2} \cdot \pi^\lambda \cdot |n|^{\lambda - 1}}{\Gamma(\lambda + \frac{\sgn(n)\ell}{4})} \cdot y^{-\ell/4} W_{\sgn(n)}^{\lambda}(\frac{4\pi |n|}{y}) \cdot e(nx).
\]

Then \( F_\alpha(z) \) (resp. \( G_\beta(z) \)) gives a Maass form for \( \tilde{\Gamma}_0(N) \) of weight \( \frac{\ell}{2} \) with character \( \chi^{-1} \) (resp. \( \chi_{\mathcal{N}, \ell}^{-1} \)), and eigenvalue \( (\lambda - \ell/4)(1 - \lambda - \ell/4) \), where

\[
\chi_{\mathcal{N}, \ell}(d) = \overline{\chi(d)} \left( \frac{N}{d} \right)^{\ell}.
\]

Moreover, we have

\[
(F_\alpha | \tilde{\psi}_N)(z) = G_\beta(z)
\]

(for the definition of \( \tilde{\psi}_N \), see (1.7)).

Remark 4.4  Recall that \( \alpha(0) \) and \( \beta(0) \) involve an undetermined constant \( c \) in the case where \( \lambda = 1, \ell \equiv 0 \) (mod 4) and \( \chi \) is principal. Write \( \ell = 4k \) \((k \in \mathbb{Z})\). If \( k \neq 0 \), then \( \lim_{\lambda \to 1} 1/(\Gamma(\lambda + k)\Gamma(\lambda - k)) = 0 \). Hence the coefficient of \( y^{1-\lambda - \ell/4} \) vanishes, and the Maass forms \( F_\alpha(z) \) and \( G_\beta(z) \) do not depend on the constant \( c \). If \( k = 0 \), namely \( \ell = 0 \), then \( y^{1-\lambda - \ell/4} = 1 \) and the constant function is a Maass form for \( \tilde{\Gamma}_0(N) \). The constant \( c \) in \( \alpha(0) \) and \( \beta(0) \) contributes to \( F_\alpha(z) \) and \( G_\beta(z) \) as the constant function \( 2\pi c \).

Remark 4.5  In the original case of Weil’s converse theorem for holomorphic modular forms, analytic properties of \( L \)-functions are assumed only for twists by primitive characters. A converse theorem for Maass forms of weight \( \ell = 0 \) under this weaker assumptions is obtained in Neururer and Oliver [23], which appeared very recently in the final stage of preparation of this manuscript. The method of Neururer and Oliver (the two circle method) may be adapted to our situation (at least for \( \lambda \not\in 1 - \frac{1}{2} \mathbb{Z}_{\geq 0} \)) to obtain Theorems 4.3 and 4.2 under the following weaker assumptions:

“for any \( r \in \mathbb{P}_N \) and any primitive \( \psi \in X_r \), \( \xi_{\pm}(\alpha, \psi; s) \) and \( \xi_{\pm}(\beta, \psi^*; s) \) satisfy the conditions \([A1]_{r, \psi} - [A5]_{r, \psi} \).”

If \( \ell \) is even, then \( \psi^* = \overline{\psi} \) and the principal character \( \psi_{r, 0} \) can be completely avoided from the weaker assumptions. However, if \( \ell \) is odd and \( \psi \) is the Legendre character, then \( \psi^* \) is
the principal character $\psi_{r,0}$ and imprimitive. Hence even the weaker assumptions, which involve both $\psi$ and $\psi^*$, are not closed within primitive characters. This is the case also for the converse theorem of holomorphic modular forms of half-integral weight given in Shimura [38, Section 5].

To see that Theorem 4.2 actually implies the assertion for $F_\delta(z)$ in Theorem 4.3, it is enough to calculate the Poisson transform $P_{\lambda, \ell} T$ of $T$ in Theorem 4.2 explicitly (for $P_{\lambda, \ell}$, see §1.3). Since the Poisson transform is continuous (cf. [24,25]), we have

$$(P_{\lambda, \ell} T)(z) = \alpha(\infty)p_{\lambda, \ell}(\infty) + \sum_{n=-\infty}^{\infty} \alpha(n)(Fp_{\lambda, \ell}(n))$$

The explicit formula for $(Fp_{\lambda, \ell}(n))$ is given by (2.15) in Example 2.12, Moreover, by (1.25), we have

$$p_{\lambda, \ell}(\infty) = (p_{\lambda, \ell})_{\infty}(0) = (\pi_{\lambda, \ell}(\tilde{\omega}^{-1})p_{\lambda, \ell}(z))(0) = (q_{\lambda, \ell, 0}(\tilde{\omega}^{-1}))(z),$$

$$q_{\lambda, \ell, 0}(z) = \Im(z)^{\lambda-\ell/4} \tilde{\omega}$$

and hence

$$(p_{\lambda, \ell}(\infty) = \Im(z)^{\lambda-\ell/4} = y^{\lambda-\ell/4}.$$}

Now it is easy to check that $(P_{\lambda, \ell} T)(z)$ coincides with $F_\delta(z)$, and Theorem 4.3 for $F_\delta(z)$ follows immediately from Theorem 1.9 and Theorem 4.2.

The assertion for $G_\beta(z)$ in Theorem 4.3 is a consequence of the following lemma together with Theorem 4.2.

**Lemma 4.6** Let $T$ be a distribution on $V_{\lambda, \ell}^\infty$ and put $T^\vee = \pi_{\lambda, \ell}^*(\hat{\omega}_N^{-1}) T$.

1. If $T$ is the automorphic distribution for $\Delta(N)$ associated with the summation formula (3.25), then $T^\vee$ is the automorphic distribution for $\Delta(N)$ associated with the summation formula

\[ N^\lambda \beta(\infty) f(\infty) + N^{1-\lambda} \sum_{n=-\infty}^{\infty} \beta(n)(Ff)(n) \]

\[ = i^{-\ell} N^{-\lambda} \alpha(\infty) f_\infty(\infty) + i^{-\ell} N^{\lambda-1} \sum_{n=-\infty}^{\infty} \alpha(n)(Ff_\infty) \left( \frac{H}{N} \right). \]

(4.10)

2. The distribution $T$ is an automorphic distribution for $\Gamma_0(N)$ with character $\chi$ if and only if $T^\vee$ is an automorphic distribution for $\Gamma_0(N)$ with character $\chi_{N, \ell}$.

**Proof** (1) Since $\hat{\omega}_N = \hat{\omega} d(\sqrt{N})$ by (1.9), we have

$$T^\vee(f) = T \left( \pi_{\lambda, \ell}(\hat{\omega}) \pi_{\lambda, \ell}(d(\sqrt{N})) f \right) = T_{\infty} \left( \pi_{\lambda, \ell}(d(\sqrt{N})) f \right).$$

For simplicity, put

$$f^*(x) = (\pi_{\lambda, \ell}(d(\sqrt{N})) f)(x) = N^{-\lambda} f \left( \frac{x}{N} \right).$$

Then

$$Ff^* \left( \frac{H}{N} \right) = N^{1-\lambda} Ff(n), \quad f^*(\infty) = N^\lambda f_\infty(0) = N^\lambda f(\infty).$$

Hence

$$T^\vee(f) = T_{\infty} (f^*) = N^\lambda \beta(\infty) f(\infty) + N^{1-\lambda} \sum_{n=-\infty}^{\infty} \beta(n)(Ff)(n).$$
On the other hand, by (1.13), we have
\[
(T^\gamma)_\infty(f) = i^{-\ell}T^\gamma(f_\infty) = i^{-\ell}T^\gamma(\pi_{\chi,\ell}(w_N^{-1})f) = i^{-\ell}T(\pi_{\chi,\ell}(w_N^{-1})f).
\]

Since \( \hat{w}_N\hat{w}^{-1} = d\sqrt{N} \) by (1.10),
\[
\pi_{\chi,\ell}(w_N^{-1})f(x) = N^{\lambda}f(Nx).
\]

Hence
\[
(T^\gamma)_\infty(f) = i^{-\ell}N^{\lambda}T(f(Nx)) = i^{-\ell}N^{\lambda}f(\infty) + \sum_{n=-\infty}^{\infty} \alpha(n)Ff\left(\frac{n}{N}\right).
\]

Since \( T^\gamma(f) = (T^\gamma)_\infty(f_\infty) \), we get (4.10).

(2) \( T \) is automorphic for \( \Gamma_0(N) \) with character \( \chi \) if and only if \( T^\gamma \) is automorphic for \( \hat{w}_N^{-1}\hat{\Gamma}_0(N)\hat{w}_N \) with character \( \chi' \), where \( \chi'(\hat{w}_N^{-1}\hat{\gamma}\hat{w}_N) = \chi(\hat{\gamma}) \) \( (\hat{\gamma} \in \hat{\Gamma}_0(N)) \). By (1.11), if \( \ell \) is even, then \( \hat{w}_N^{-1}\hat{\Gamma}_0(N)\hat{w}_N = \Gamma_0(N) \) and \( \chi'(\hat{\gamma}) = \chi(a) = \chi(d) = \chiN\epsilon(\hat{\gamma}) \) for \( \hat{\gamma} = \left[ \begin{array}{cc} a & b \\ cN \ d \end{array} \right] \in \Gamma_0(N) \). If \( \ell \) is odd, then every element in \( \hat{\Gamma}_0(N) \) is of the form
\[
\gamma^* = \left[ \begin{array}{cc} a & b \\ cN \ d \end{array} \right], \quad \gamma = \left( \begin{array}{cc} a & b \\ cN \ d \end{array} \right) \in \Gamma_0(N),
\]
and, again by (1.11), we have
\[
\hat{w}_N^{-1}\gamma^*\hat{w}_N = \left[ \begin{array}{cc} d & -c \\ -bN \ a \end{array} \right], \quad \epsilon_d^{-1}\left(\frac{cN}{d}\right)\sigma
\]
\[
= \left[ \begin{array}{cc} d & -c \\ -bN \ a \end{array} \right], \quad \epsilon_d^{-1}\left(\frac{-bN}{a}\right), \quad \left[ \begin{array}{cc} 1 & 0 \\ 0 \ 1 \end{array} \right], \quad \left(\frac{N}{d}\right)
\]
\[
= (w_N^{-1}\gamma w_N)^* \cdot \left[ \begin{array}{cc} 1 & 0 \\ 0 \ 1 \end{array} \right], \quad \left(\frac{N}{d}\right).
\]

Here the second equality follows from Shimura [38, Proposition 1.4] (or from a direct computation based on basic properties of the quadratic residue symbol in the sense of [38]).

\[\square\]

### 4.2 Proof of Theorem 4.2

The key to the proof of Theorem 4.2 is the translation of the \( \Gamma_0(N) \)-automorphy of the distribution \( T \) into the form of Ferrar–Suzuki summation formula.

**Proposition 4.7** Let \( T \) be the automorphic distribution for \( \hat{\Delta}(N) \) associated with the summation formula (3.25). Then the following two conditions are equivalent:

(i) \( T \) is an automorphic distribution for \( \Gamma_0(N) \) with character \( \chi \).

(ii) For every \( r \in \mathbb{P}_N \) and every Dirichlet character \( \psi \in \chi_r \), the following summation formula holds:

\[
\alpha(\infty)\tau_\psi(0)f(\infty) + \sum_{n=-\infty}^{\infty} \alpha(n)\tau_\psi(n) (\mathcal{Ff})(n)
\]
\[
= \overline{\chi(r)} \cdot C_{\ell,r} \cdot \psi^*(-N) \cdot \left\{ r^{-2\lambda} \cdot \beta(\infty)\tau_\psi^*(0)f_\infty(\infty) \right\}
\]
\[
+ r^{2\lambda - 2} \sum_{n=-\infty}^{\infty} \beta(n) \tau_\psi^*(n) (\mathcal{F} f) (n) \left( \frac{N}{\sqrt{n}} \right) \right) (f \in \mathcal{V}_{\lambda, \ell}^\infty). \tag{4.11}
\]

Theorem 4.2 can easily be proved by Proposition 4.7. Indeed, by the converse theorem for Ferrar–Suzuki summation formulas (Theorem 3.8), if the assumptions \([A1]_\psi \sim [A4]_\psi\) are satisfied by \(\xi_\pm (\alpha, \psi; s)\) and \(\xi_\pm (\beta, \psi^*; s)\), then the summation formula

\[
\alpha_\psi (\infty) f (\infty) + \alpha_\psi (0) \mathcal{F} f (0) + \sum_{n \neq 0} \alpha(n) \tau_\psi(n) (\mathcal{F} f) (n)
= \beta_\psi (\infty) f_\infty (\infty) + \beta_\psi (0) \mathcal{F} f_\infty (0)
+ \frac{\chi(r) \cdot C_{\ell, r} \cdot \psi^* (-N) \cdot r^{2\lambda - 2}}{2} \sum_{n \neq 0} \beta(n) \tau_\psi^*(n) (\mathcal{F} f_\infty) \left( \frac{N}{\sqrt{n}} \right) \tag{4.12}
\]

holds for some constants \(\alpha_\psi (0), \alpha_\psi (\infty), \beta_\psi (0), \text{ and } \beta_\psi (\infty)\). It is sufficient to show that this summation formula coincides with (4.11). The four constants \(\alpha_\psi (0), \alpha_\psi (\infty), \beta_\psi (0)\) and \(\beta_\psi (\infty)\) are determined by (3.21), (3.22), (3.23), and (3.24). If the assumption \([A5]_\psi\) is satisfied, then they are actually equal to the values given in (4.11). This is easily seen unless \(\lambda = 1\) and \(\ell \equiv 0 \bmod 4\). In the exceptional case, we have to be a little careful, since \(\alpha_\psi (0)\) and \(\beta_\psi (0)\) involve an undetermined constant \(c_\psi\). If the summation formulas (4.11) and (4.12) coincide, then \(c_\psi\) cannot be arbitrary. By using the identities

\[
\xi_\ell (\beta; 0) = -\xi_\ell (\alpha; 0), \quad \frac{\chi(r) \cdot C_{\ell, r} \cdot \psi^* (-N) \cdot r^{2\lambda - 2}}{2} \xi_\ell (\beta, \psi^*; 0) = -\xi_\ell (\alpha, \psi; 0)
\]

obtained from (3.28), we see that the constant \(c_\psi\) is uniquely determined by the constant \(c\) in \(\alpha(0)\) and \(\beta(0)\) as

\[
c_\psi = \left( \frac{\chi(r) - 1}{4} \xi_\ell (\alpha; 0) + \frac{c(\chi(r) + 1)}{2} \right) \tau_\psi(0).
\]

With this choice of \(c_\psi\), it follows from the assumption \([A5]_\psi\) that \(\alpha_\psi (0), \alpha_\psi (\infty), \beta_\psi (0)\) and \(\beta_\psi (\infty)\) are actually equal to the values given in (4.11). Hence the summation formula (4.12) coincides with (4.11) also in the case where \(\lambda = 1\) and \(\ell \equiv 0 \bmod 4\). Therefore, if all the assumptions in Theorem 4.2 are satisfied, then \(T\) becomes an automorphic distribution for \(\tilde{\Gamma}_0(N)\). This shows that Proposition 4.7 implies Theorem 4.2.

The rest of this section is devoted to the proof of Proposition 4.7. For a Dirichlet character \(\psi \bmod r\), we put

\[
T_\psi (f) = \sum_{m \bmod r, (m, r) = 1} \psi(m) \left( \pi_{\lambda, \ell}^* \left( \tilde{n} \left( -\frac{m}{r} \right) \right) T \right) (f). \tag{4.13}
\]

Since \(T\) is invariant under \(\tilde{n}(k) \in \mathbb{Z}\), the right hand side does not depend on the choice of the representatives of \(\bmod r\).

**Lemma 4.8** The summation formula (4.11) is equivalent to the identity

\[
T_\psi (f) = \chi(r) \cdot C_{\ell, r} \cdot \psi^* (-N) \pi_{\lambda, \ell}^* (\psi_{N^2}) \left( (T^\psi) \psi^* \right) (f). \tag{4.14}
\]

**Proof** It is enough to prove that the left and right hand sides of (4.14) coincide with the left and right hand sides of (4.11), respectively. We put

\[
\psi_\ell (x) = (\pi_{\lambda, \ell} (\tilde{n}(t)) f) (x).
\]
Then \( \psi_t(x) = f(x - t) \). Note that
\[
(\psi_t)_\infty(x) = (\sgn x)^{\ell/2} |x|^{-2\lambda} f \left( \frac{1 + tx}{x} \right).
\]
and hence \( \psi_t(\infty) = (\psi_t)_\infty(0) = f(\infty) \). Moreover, by (2.13), we have \( \mathcal{F}(\psi_t)(x) = e^{2\pi i tx} \mathcal{F}(f)(x) \). By the definition of \( T_\psi \), we have
\[
T_\psi(f) = \sum_{m \mod r \atop (m,r)=1} \psi(m) T(\varphi_{m/r})
\]
and hence
\[
T_\psi(f(x)) = \sum_{m \mod r \atop (m,r)=1} \psi(m) \cdot \left( \alpha(\infty)f(\infty) + \sum_{n=-\infty}^{\infty} \alpha(n) e^{2\pi i mn/r} \mathcal{F}(f)(n) \right)
\]
Thus \( T_\psi(f) \) coincides with the left hand side of (4.11). Applying the same argument to the Fourier expansion of \( T^\vee \) in Lemma 4.6, we get
\[
(T^\vee)_\psi(f) = N^2 \tau_{\psi^*}(0) \beta(\infty)f(\infty) + N^{1-\lambda} \sum_{n=-\infty}^{\infty} \tau_{\psi^*}(n) \beta(n) (\mathcal{F} f)(n).
\]
If we put \( f_{\infty,Nr^2}(x) = f_{\infty}(Nr^2 x) \), we have
\[
\pi_{\lambda,\ell}(\tilde{w}_{N_{r^2}}^{-1}) f(x) = \pi_{\lambda,\ell} \left( \frac{1}{r \sqrt{N}} \right) f(x) = (Nr^2)^{\lambda} f_{\infty}(Nr^2 x) = (Nr^2)^{\lambda} f_{\infty,Nr^2}(x),
\]
and
\[
f_{\infty,Nr^2}(\infty) = i^\ell (Nr^2)^{-2\lambda} f(0) = (Nr^2)^{-2\lambda} f_{\infty}(\infty),
\]
\[
\mathcal{F} f_{\infty,Nr^2}(n) = (Nr^2)^{-1} \mathcal{F} f_{\infty} \left( \frac{n}{Nr^2} \right).
\]
Therefore
\[
\pi_{\lambda,\ell}^*(\tilde{w}_{N_{r^2}}) \left( (T^\vee)_\psi(f) \right)
\]
\[
= (Nr^2)^{\lambda} (T^\vee)_{\psi^*}(f_{\infty,Nr^2})
\]
\[
= (Nr^2)^{\lambda} \left\{ N^{1-\lambda} \sum_{n=-\infty}^{\infty} \tau_{\psi^*}(n) \beta(n) (N^2)^{-1} \mathcal{F} f_{\infty} \left( \frac{n}{Nr^2} \right) \right\}
\]
\[
= r^{-2\lambda} \tau_{\psi^*}(0) \beta(\infty)f_{\infty}(\infty) + r^{2\lambda-2} \sum_{n=-\infty}^{\infty} \tau_{\psi^*}(n) \beta(n) \mathcal{F} f_{\infty} \left( \frac{n}{Nr^2} \right).
\]
This shows that \( \tilde{\chi}(r) \cdot C_{\ell,r} \cdot \psi^*(-N) \pi_{\lambda,\ell}^*(\tilde{w}_{N_{r^2}}) \left( (T^\vee)_\psi(f) \right) \) coincides with the right hand side of (4.11). \( \square \)

To complete the proof of Proposition 4.7, it suffices to prove Lemma 4.9 below.

**Lemma 4.9** Let \( T \) be an automorphic distribution for \( \Delta(N) \), and \( \chi \) a Dirichlet character mod \( N \). Then, for every odd prime number \( r \) with \( (r,N) = 1 \), the following conditions (A) and (B) are equivalent.
Before giving a proof of Lemma 4.9, let us see that the lemma actually yields Proposition 4.7. By Lemma 4.8, the condition (ii) in Proposition 4.7 is equivalent to the condition $\psi_{\gamma}(\gamma)\cdot \tilde{w}_{N}^{-1}(T_{\psi}) = \chi_{\gamma}(r) \cdot C_{\gamma, r} \cdot \psi^*(-N) \cdot (T^\gamma)_{\psi}$ for any $r \in \mathbb{P}_{N}$ and $\psi \in X_{\gamma}$.

By Lemma 4.9, this is equivalent to the condition

\begin{equation}
\pi_{\gamma, \ell}^*(\tilde{\gamma}) T^\gamma = \chi_{\gamma, \ell}(r) \cdot T^\gamma \text{ for any } \gamma \in \Gamma_{0}(N) \text{ of the form } \gamma = \begin{pmatrix} * & * \\ * & r \end{pmatrix}, \quad r \in \mathbb{P}_{N}.
\end{equation}

It is well-known that $\Gamma_{0}(N)$ is generated by elements $\gamma$ of the form appearing in (**) and $\begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$ (see, for example, [21, Proof of Theorem 4.3.15] or [47, p. 154]). Hence $\tilde{\Gamma}_{0}(N)$ is generated by

\begin{equation}
\tilde{\gamma} \quad (\gamma = \begin{pmatrix} * & * \\ * & r \end{pmatrix} \in \Gamma_{0}(N), \quad r \in \mathbb{P}_{N}), \quad \tilde{n}(1), \quad \text{and } [1, -1], \text{ if } \ell \text{ is even}.
\end{equation}

The distribution $T^\gamma$ is invariant under the action of $\tilde{n}(1)$, since $T^\gamma$ is periodic of period 1, and, if $\ell$ is even, then $T^\gamma$ is invariant also under the action of $[1, -1]$. Hence, the condition (**) is equivalent to the condition

\begin{equation}
\pi_{\gamma, \ell}^*(\tilde{\gamma}) T^\gamma = \chi_{\gamma, \ell}(\tilde{\gamma}) \cdot T^\gamma \text{ for any } \tilde{\gamma} \in \tilde{\Gamma}_{0}(N).
\end{equation}

By Lemma 4.6 (2), this is equivalent to the condition (i) in Proposition 4.7. This proves Proposition 4.7.

**Proof of Lemma 4.9** By a straightforward calculation using Lemma 1.1, for any $\gamma = \begin{pmatrix} u & k \\ mN & r \end{pmatrix} \in \Gamma_{0}(N)$, we have

\begin{equation}
\tilde{w}_{N}^{-1}(T_{\psi}) = \tilde{n}(\frac{m}{r}) \cdot \tilde{\gamma} \cdot \tilde{w}_{N}^{-1} \cdot \begin{cases} [1, 1] \\ [1, \varepsilon_{r} \left( \frac{mN}{r} \right)] \end{cases} \quad (\ell \text{ is even}), \quad (\ell \text{ is odd}).
\end{equation}

For any $r, m$ with $(mN, r) = 1$, take a $r(m, r) \in \Gamma_{0}(N)$ of the form $\begin{pmatrix} u & k \\ mN & r \end{pmatrix}$. Then $k \text{ mod } r$ is uniquely determined by $r$ and $m$, and $\psi(m) = \bar{\psi}(-kN)$ for $\psi \in X_{\gamma}$. Moreover, by (4.15), $\tilde{n}(-\frac{k}{r}) \cdot \tilde{\gamma}(r, m)$ is independent of the choice of $\gamma(r, m)$. Since

\begin{equation}
\pi_{\gamma, \ell}^* \left( \frac{mN}{r} \right) T = \varepsilon_{r}^{T} \left( \frac{mN}{r} \right) T = \varepsilon_{r}^{T} \left( \frac{-k}{r} \right) T
\end{equation}

for an odd $\ell$, we obtain

\begin{equation}
\pi_{\gamma, \ell}^* \left( \tilde{w}_{N}^{-1} \right)(T_{\psi}) = \sum_{\ell \text{ mod } r \atop (m, r) = 1} \psi(m) \cdot \pi_{\gamma, \ell}^* \left( \tilde{w}_{N}^{-1} \right) \pi_{\gamma, \ell}^* \left( \tilde{n}(\frac{m}{r}) \right) T
\end{equation}
On the other hand, if the condition (B) is satisfied, then from (4.16) and let
\[ \pi \text{ and by letting } m \in \mathbb{Z} \] and hence
\[ \pi^*_{\lambda,\ell} \left( \tilde{\gamma}(r, m) \right) T^\vee = \chi_N, \ell(r) \cdot T^\vee = \left( \frac{N}{r} \right) \chi(r) \cdot T^\vee \]

and we obtain the identity in the condition (B).

Next we prove that the condition (B) implies the condition (A). From the orthogonality relation of Dirichlet characters, it follows that
\[ \pi^*_{\lambda,\ell} \left( \tilde{n} \left( \frac{m}{r} \right) \right) T = \frac{1}{r - 1} \sum_{\psi \in X_r} \psi(m) \cdot T^\psi. \] (4.16)

For any \( \gamma = \left( \begin{array}{c} u \\ k \\ mN \end{array} \right) \in \Gamma(N), \) we have by (4.15)
\[ \pi^*_{\lambda,\ell} \left( \tilde{w}_N^{-1}(\gamma) \right) \cdot \pi^*_{\lambda,\ell} \left( \tilde{n} \left( \frac{m}{r} \right) \right) T = C_{\ell,r} \left( \begin{array}{c} -k \\ r \\ m \end{array} \right) \pi^*_{\lambda,\ell} \left( \tilde{n} \left( \frac{k}{r} \right) \right) \cdot \pi^*_{\lambda,\ell} (\tilde{\gamma}) T^\vee. \]

On the other hand, if the condition (B) is satisfied, then from (4.16) and \( \psi(m) = \bar{\psi}(-kN), \)
\[ \pi^*_{\lambda,\ell} \left( \tilde{w}_N^{-1}(\gamma) \right) \cdot \pi^*_{\lambda,\ell} \left( \tilde{n} \left( \frac{m}{r} \right) \right) T = \frac{1}{r - 1} \sum_{\psi \in X_r} \psi(m) \cdot \pi^*_{\lambda,\ell} \left( \tilde{w}_N^{-1} \right) \left( T^\psi \right) \]
\[ = \frac{1}{r - 1} \sum_{\psi \in X_r} \psi(m) \cdot \chi(r) \cdot C_{\ell,r} \cdot \psi^*(-N) \cdot (T^\vee)^* \]
\[ = C_{\ell,r} \left( \begin{array}{c} -k \\ r \end{array} \right) \chi_N, \ell(r) \cdot \frac{1}{r - 1} \sum_{\psi \in X_r} \psi^*(-N) \cdot (T^\vee)^* \]
\[ = C_{\ell,r} \left( \begin{array}{c} -k \\ r \end{array} \right) \chi_N, \ell(r) \cdot \pi^*_{\lambda,\ell} \left( \tilde{n} \left( \frac{k}{r} \right) \right) T^\vee. \]

By equating these two, we obtain
\[ \pi^*_{\lambda,\ell} \left( \tilde{n} \left( \frac{k}{r} \right) \right) \pi^*_{\lambda,\ell} (\tilde{\gamma}) T^\vee = \chi_N, \ell(r) \cdot \pi^*_{\lambda,\ell} \left( \tilde{n} \left( \frac{k}{r} \right) \right) T^\vee, \]
and by letting \( \pi^*_{\lambda,\ell} (\tilde{n}(k/r)) \) act on both sides, we conclude that \( \pi^*_{\lambda,\ell} (\tilde{\gamma}) T^\vee = \chi_N, \ell(r) \cdot T^\vee. \)

\[ \square \]

5 Maass forms arising from certain zeta functions in two variables

In this section, applying our converse theorem for Maass forms (Theorem 4.3), we show that the two-variable zeta functions related to quadratic forms studied by Peter [27] and the fourth author [44] independently can be viewed as \( L \)-functions associated with Maass forms for \( \Gamma_0(N). \)
5.1 Zeta functions in two variables associated with quadratic forms

We recall the definition of the zeta functions as given in [44]. Let \( Q(x) \) be a non-degenerate integral quadratic form on \( V = \mathbb{C}^{m+2} \). We assume that \( Q(x) \) is of the form

\[
Q(x) = x_0x_{m+1} + \sum_{1 \leq i,j \leq m} a_{ij}x_ix_j \quad \text{with} \quad x = (x_0, x_1, \ldots, x_{m+1}),
\]

where \( a_{ij} = a_{ji} \in \frac{1}{2} \mathbb{Z} \) (\( i \neq j \)) and \( a_{ii} \in \mathbb{Z} \). The matrix of \( Q \) is given by

\[
\begin{pmatrix}
0 & 0 & \frac{1}{2} \\
0 & A & 0 \\
\frac{1}{2} & 0 & 0
\end{pmatrix}, \quad A := (a_{ij}).
\]

Let \( p \) (resp. \( q \)) be the number of positive (resp. negative) eigenvalues of \( A \), and put

\[
D = \det(2A).
\]

We define another quadratic form \( Q^* \) by

\[
Q^*(y) = y_0y_{m+1} + \frac{1}{4} \sum_{1 \leq i,j \leq m} a_{ij}^*y_iy_j \quad \text{with} \quad A^{-1} = (a_{ij}^*) \quad \text{and} \quad y = (y_0, y_1, \ldots, y_{m+1}).
\]

Let \( N \) be the level of \( 2Q \). By definition, \( N \) is the smallest positive integer such that \( NQ^*(y) \) is an integral quadratic form. For \( l \in \mathbb{Z}_{>0} \) and \( n \in \mathbb{Z} \), we put

\[
r(l, n) = \left\{ \nu \in \mathbb{Z}^m/I\mathbb{Z}^m \mid \nu A \nu = n \quad (\text{mod } l) \right\},
\]

\[
r^*(l, n) = \left\{ \nu^* \in \mathbb{Z}^m/2lA\mathbb{Z}^m \mid 4^{-1}N \cdot \nu^* A^{-1} \nu^* = n \quad (\text{mod } NL) \right\},
\]

and define the Dirichlet series \( Z(n, w) \) and \( Z^*(n, w) \) by

\[
Z(n, w) = \sum_{l=1}^{\infty} \frac{r(l, n)}{lw}, \quad Z^*(n, w) = \sum_{l=1}^{\infty} \frac{r^*(l, n)}{lw}.
\]

The Dirichlet series \( Z(n, w) \) and \( Z^*(n, w) \) converge absolutely for \( \Im(w) > m \) and have analytic continuations to meromorphic functions of \( w \) on the whole complex plane (\([26, \text{ Lemmas 3.8 and 3.9}, [44, \text{ Lemma 3.3}]\)). The zeta functions considered in \([27,44]\) are

\[
\xi^\pm(w, s) = \sum_{n=1}^{\infty} Z(\pm n, w)n^{-s}, \quad \xi^\pm(w, s) = N^s \cdot \sum_{n=1}^{\infty} Z^*(\pm n, w)n^{-s},
\]

which are absolutely convergent for \( \Im(w) > m \) and \( \Im(s) > 1 \). The zeta functions \( \xi^\pm(w, s) \) and \( \xi^\pm(w, s) \) have analytic continuations to meromorphic functions of \( (w, s) \) in \( \mathbb{C}^2 \) and satisfied the functional equation

\[
\begin{pmatrix}
\xi^+(w, \frac{m}{2} + 1 - w - s) \\
\xi^-(w, \frac{m}{2} + 1 - w - s)
\end{pmatrix} = \Gamma(w, s) \begin{pmatrix}
\xi^+(w, s) \\
\xi^-(w, s)
\end{pmatrix},
\]

where

\[
\Gamma(w, s) = 2 |D|^{-1/2}(2\pi)^{m/2-w-2s} \Gamma(s) \Gamma(w + s - \frac{m}{2}) \times \begin{pmatrix}
\cos \left( \frac{\pi(w+2s-p)}{2} \right) & \cos \left( \frac{\pi(w-p)}{2} \right) \\
\cos \left( \frac{\pi(w-q)}{2} \right) & \cos \left( \frac{\pi(w+2s-q)}{2} \right)
\end{pmatrix},
\]

If \( w \) is specialized to an integer satisfying \( w \equiv p + 1 \pmod{2} \) (resp. \( w \equiv q + 1 \pmod{2} \)), then the Gamma matrix \( \Gamma(w, s) \) becomes a triangular matrix and the functional equation
relates \( \zeta_+ \) (resp. \( \zeta_- \)) to \( \zeta_+ \) (resp. \( \zeta_- \)) only. The specialized functional equation can be transformed into a functional equation of Hecke type, and it is proved in [27, Theorem 1.1] and [44, Theorem 4.5] that the specialized zeta functions are the Mellin transforms of holomorphic modular forms for \( \Gamma_0(k|D|) \) (\( k = 1, 2 \)). In the following we construct Maass forms from the original zeta functions \( \zeta_\pm \) and \( \zeta_\pm^* \) by using Theorem 4.3.

We normalize the zeta functions by

\[
\xi_\pm(w, s) = e^{\pi i(p-q)/4} |D|^{-1/2} \zeta_\pm(w, s) = \sum_{n=1}^{\infty} \frac{e^{\pi i(p-q)/4} |D|^{-1/2} Z(\pm n, w)}{n^s},
\]

(5.4)

\[
\xi^*_\pm(w, s) = N^{-s} \cdot \xi^*_\pm(w, s) = \sum_{n=1}^{\infty} \frac{Z^*(\pm n, w)}{n^s},
\]

(5.5)

and define the completed zeta functions \( \Xi_\pm(w, s) \) and \( \Xi^*_\pm(w, s) \) by

\[
\Xi_\pm(w, s) = (2\pi)^{-s} \Gamma(s) \cdot \xi_\pm(w, s), \quad \Xi^*_\pm(w, s) = (2\pi)^{-s} \Gamma(s) \cdot \xi^*_\pm(w, s).
\]

Then, by an elementary calculation using the Euler reflection formula

\[
\frac{1}{\Gamma(w + s - \frac{m}{2})} = \frac{\Gamma\left(\frac{m}{2} + 1 - w - s\right)}{\pi} \sin \pi \left(w + s - \frac{m}{2}\right)
\]

we can rewrite the functional equation (5.3) as

\[
\gamma(s) \left(\frac{\Xi_+(w, s)}{\Xi_-(w, s)}\right) = N^{m/2+1-w-s} \cdot \Sigma(p-q) \gamma\left(\frac{m}{2} + 1 - w - s\right)
\]

\[
\times \left(\frac{\Xi^*_+(w, \frac{m}{2} + 1 - w - s)}{\Xi^*_-(w, \frac{m}{2} + 1 - w - s)}\right)
\]

(5.6)

(for the definitions of \( \gamma(s) \) and \( \Sigma(p-q) \), see (3.10)). This is precisely the same functional equation in the condition [A3] in § 3.2 with

\[
\ell \equiv p - q \pmod{4}, \quad 2 - 2\lambda = \frac{m}{2} + 1 - w.
\]

Therefore it is reasonable to expect further that Theorem 4.3 can apply to the normalized zeta functions \( \xi_\pm(w, s) \) and \( \xi^*_\pm(w, s) \) to obtain Maass forms. Indeed, we can obtain the following theorem.

**Theorem 5.1.** Let \( \lambda \) be a complex number with \( \Re(\lambda) > (m + 2)/4 \), and \( \ell \) an integer such that \( \ell \equiv p - q \pmod{4} \). Define \( C^\infty \) functions \( F(z) \) and \( G(z) \) on \( \mathcal{H} \) by

\[
F(z) = \zeta \left(2\lambda - \frac{m}{2}\right) \cdot y^{\lambda-\ell/4}
\]

\[
+ (-1)^{(p-q-\ell)/4} \frac{Z(0, 2\lambda + \frac{m}{2} - 1) (2\pi)^{2\lambda-2\lambda} \Gamma(2\lambda - 1)}{|D|^{1/2}} \cdot \frac{\pi^\lambda}{\Gamma\left(\lambda + \frac{m}{4}\right)} \cdot y^{1-\lambda-\ell/4}
\]

\[
+ (-1)^{(p-q-\ell)/4} \sum_{n=-\infty}^{\infty} \frac{Z(n, 2\lambda + \frac{m}{2} - 1)}{|D|^{1/2}} \cdot \frac{\pi^\lambda}{\Gamma\left(\lambda + \frac{m}{4}\right)} \cdot y^{1-\lambda-\ell/4}
\]

\[
\times \cdot y^{-\ell/4} W_{\gamma(n)}(\lambda + \frac{m}{2} - 1) \cdot 4\pi |n| \cdot e(\pi n x),
\]

\[
G(z) = e^{-\pi i(p-q)/4} N^\lambda \zeta \left(2\lambda - \frac{m}{2}\right) \cdot y^{\lambda-\ell/4}
\]

\[
+ (-1)^{(p-q-\ell)/4} \frac{Z^*(0, 2\lambda + \frac{m}{2} - 1) (2\pi)^{2\lambda-2\lambda} \Gamma(2\lambda - 1)}{|D|^{1/2}} \cdot \frac{\pi^\lambda}{\Gamma\left(\lambda + \frac{m}{4}\right)} \cdot y^{1-\lambda-\ell/4}
\]

\[
+ (-1)^{(p-q-\ell)/4} \sum_{n=-\infty}^{\infty} \frac{Z^*(n, 2\lambda + \frac{m}{2} - 1)}{|D|^{1/2}} \cdot \frac{\pi^\lambda}{\Gamma\left(\lambda + \frac{m}{4}\right)} \cdot y^{1-\lambda-\ell/4}
\]
Then, $F(z)$ (resp. $G(z)$) is a Maass form for $\tilde{\Gamma}_0(N)$ of weight $\ell/2$ with character $\chi_K$ (resp. $\chi_{K_N}$). Here we denote by $\chi_K$ and $\chi_{K_N}$ the Kronecker characters associated to the fields

$$K = \begin{cases} \mathbb{Q} \left( \sqrt{(-1)^{m/2}D} \right) & (\ell \text{ is even}), \\ \mathbb{Q} \left( \sqrt{2|D|} \right) & (\ell \text{ is odd}) \end{cases}$$

and

$$K_N = \begin{cases} \mathbb{Q} \left( \sqrt{(-1)^{m/2}D} \right) & (\ell \text{ is even}), \\ \mathbb{Q} \left( \sqrt{2|D|N} \right) & (\ell \text{ is odd}), \end{cases}$$

respectively. Further we have

$$(F|\tilde{\omega}_N)(z) = G(z).$$

**Remark 5.2** In case $A$ is positive definite, the theorem above is obtained by Mizuno [22]. His proof is based on the fact that the Maass forms in the theorem appear as the coefficients of the theta expansion of the Jacobi-Eisenstein series. In case $m = 1$ and $A = (1)$, then the zeta functions $\zeta_\pm(w, s)$ and $\zeta^*_\pm(w, s)$ are the double Dirichlet series studied first by Shintani [39] (and later in [31] for general $A = (a)$ and [29]). In this special case, by using their converse theorem for double Dirichlet series, Diamantis and Goldfeld [2,3] proved more precisely that the corresponding Maass forms are linear combinations of metaplectic Eisenstein series for $\tilde{\Gamma}_0(4)$.

For a Dirichlet character $\psi$ modulo an odd prime number $r$ not dividing $N$, the twists of $\xi_\pm(w, s)$ and $\xi^*_\pm(w, s)$ by $\psi$ (in the sense of § 4.1) are given by

$$\xi_\pm(\psi; w, s) = \sum_{n=1}^{\infty} e^{\pi i (p-q)/4} D^{-1/2} \tau_\psi(\pm n) Z(\pm n, w), \quad (5.7)$$

$$\xi^*_\pm(\psi; w, s) = \sum_{n=1}^{\infty} \tau_\psi(\pm n) Z^*(\pm n, w). \quad (5.8)$$

For the proof of Theorem 5.1, it is sufficient to check the conditions [A1], [A2], [A3], and [A4] in §3.2 for $\xi_\pm(w, s)$ and $\xi^*_\pm(w, s)$, and the conditions [A1]r,ψ, [A2]r,ψ, [A3]r,ψ, [A4]r,ψ, and [A5]r,ψ in § 4.1 for $\xi_\pm(\psi; w, s)$ and $\xi^*_\pm(\psi^*; w, s)$. Information necessary for the proof of these conditions is essentially contained in [44]. We therefore give only a brief explanation on the proof.

### 5.2 Prehomogeneous zeta functions

The method employed in [44] is based on the theory of prehomogeneous vector spaces. We first introduce the prehomogeneous vector spaces with which the zeta functions $\zeta_\pm(w, s)$ and $\zeta^*_\pm(w, s)$ are associated.
Let $H$ be the subgroup of the special orthogonal group $SO(Q) = \{g \in SL_{m+2}(\mathbb{C}) \mid Q(gx) = Q(x)\}$ for all $x \in V$ defined by
\[
H = \begin{cases}
\begin{pmatrix}
a -2a' u A & -a' u Au \\
0 & 1_m \\
0 & 0
\end{pmatrix} & a \in \mathbb{C}, a \neq 0 \\
\begin{pmatrix}
0 & u \\
0 & a^{-1}
\end{pmatrix} & u \in \mathbb{C}^m
\end{cases}.
\]
The group $H \times GL_1(\mathbb{C})$ acts on $V$ by
\[
\rho(h, t)x = thx \quad (x \in V, (h, t) \in H \times GL_1(\mathbb{C})),
\]
\[
\rho^*(h, t)y = t^{-1} h^{-1} y \quad (y \in V, (h, t) \in H \times GL_1(\mathbb{C})).
\]

Here we have identified the dual space $V^*$ with $V$ via the bilinear functional
\[
\langle x, y \rangle = \sum_{i=0}^{m+1} x_i y_i \quad (x = (x_0, x_1, \ldots, x_{m+1}), y = (y_0, y_1, \ldots, y_{m+1}) \in V),
\]
so that the contragradient representation of $\rho$ coincides with $\rho^*$. Then the triplets $(H \times GL_1(\mathbb{C}), \rho, V)$ and $(H \times GL_1(\mathbb{C}), \rho^*, V)$ are prehomogeneous vector spaces with the singular sets
\[
S = \{x \in V \mid x_{m+1} = 0\} \cup \{x \in V \mid Q(x) = 0\},
\]
\[
S^* = \{y \in V \mid y_0 = 0\} \cup \{y \in V \mid Q^*(y) = 0\}.
\]

Let $V_R = \mathbb{R}^{m+2}$ and
\[
V_\pm = \{x \in V_R \mid x_{m+1} Q(x) \neq 0, \ Q(x)/|Q(x)| = \pm 1\},
\]
\[
V^*_\pm = \{y \in V_R \mid y_0 Q^*(y) \neq 0, \ Q^*(y)/|Q^*(y)| = \pm 1\}.
\]

Further, we put
\[
\Gamma_H = H \cap GL_{m+2}(\mathbb{Z}) = \begin{cases}
\begin{pmatrix}
e -2\epsilon u A & -\epsilon u Au \\
0 & 1_m \\
0 & 0
\end{pmatrix} & u \in \mathbb{Z}^m, \epsilon = \pm 1
\end{cases},
\]
\[
V_Q = \mathbb{Q}^{m+2}, \quad V_2 = \mathbb{Z}^{m+2}.
\]

We call a function $\phi : V_Q \rightarrow \mathbb{C}$ a Schwartz-Bruhat function if there exist lattices $L_1 \subset L_2$ in $V_Q$ such that $\phi$ vanishes outside $L_2$ and factors through $L_2/L_1$. For Schwartz-Bruhat functions $\phi$ and $\phi^*$ on $V_Q$ satisfying
\[
\phi(\rho(\gamma)x) = \phi(x), \quad \phi^*(\rho^*(\gamma)x) = \phi^*(x) \quad (\gamma \in \Gamma_H, x \in V_Q),
\]
we can define the zeta functions $\zeta_{\phi}(\phi; w, s)$ and $\zeta^*_{\phi}(\phi^*; w, s)$ associated with the prehomogeneous vector spaces $(H \times GL_1(\mathbb{C}), \rho, V)$ and $(H \times GL_1(\mathbb{C}), \rho^*, V)$ by
\[
\zeta_{\phi}(\phi; w, s) = \sum_{x \in \Gamma_H \cap V_Q} \phi(x)|x_{m+1}|^{-w} \cdot |Q(x)|^{-s},
\]
\[
\zeta^*_{\phi}(\phi^*; w, s) = \sum_{y \in \Gamma_H \cap V_Q} \phi^*(y)|y_0|^{-w} \cdot |Q^*(y)|^{-s},
\]

where $w, s$ are complex variables. By [33, Theorem 1] (or [30, Theorem 1.2]), $\zeta_{\phi}(\phi; w, s)$ and $\zeta^*_{\phi}(\phi^*; w, s)$ converge absolutely for $\Re(s) > 1, \Re(w) > m$. For $n \in \mathbb{Q}$, we put
\[
Z_{\phi}(\phi; n, w) = \sum_{x \in \rho(\Gamma_H) \cap V_Q \mid x_{m+1} \neq 0, Q(x) = n} \phi(x)|x_{m+1}|^w, \quad Z^*_{\phi}(\phi^*; n, w) = \sum_{y \in \rho^*(\Gamma_H) \cap V_Q \mid y_0 \neq 0, Q^*(y) = n} \phi^*(y)|y_0|^w.
Then we have

\[ \zeta(\phi; w, s) = \sum_{n\in\mathbb{Q}^+_w} \frac{Z(\phi; \pm n, w)}{n^s}, \quad \zeta^+(\phi^*; w, s) = \sum_{n\in\mathbb{Q}^+_w} \frac{Z^+(\phi^*; \pm n, w)}{n^s}. \]

(5.11)

We define the Fourier transform \( \hat{\phi} \) of a Schwartz-Bruhat function \( \phi \) by

\[ \hat{\phi}(y) = \frac{1}{[V_\mathbb{Z} : L]} \sum_{x\in V_\mathbb{Q}/L} \phi(x)e^{-2\pi i (x, y)}, \]

where \( L \) is a sufficiently small lattice so that \( L \subset V_\mathbb{Z} \) and the value \( \phi(x)e^{-2\pi i (x, y)} \) depends only on the residue class \( x + L \). Though \( L \) is not unique, the value \( \phi(y) \) does not depend on the choice of \( L \). Then, by the general theory of prehomogeneous vector spaces (\([32],[34, \S 4]\)), there exists a functional equation that relates \( \zeta(\phi; w, s) \) to \( \zeta^+(\hat{\phi}; w, \frac{w}{2} + 1 - w - s) \).

**Theorem 5.3** (1) For a \( \rho(\Gamma_N) \)-invariant Schwartz-Bruhat function \( \phi \), the zeta functions \( \zeta(\phi; w, s) \) and \( \zeta^+(\hat{\phi}; w, s) \) have analytic continuations to meromorphic functions of \( s, w \) in \( \mathbb{C}^2 \). For a fixed \( w \) with \( \mathfrak{N}(w) > m \), the zeta functions multiplied by \( (s-1)(s+w-m-1) \) are entire functions of \( s \) of finite order in any vertical strip.

(2) The residues at \( s = 1 \) and \( s = \frac{w}{2} + 1 - w \) are given by

\[
\begin{align*}
\text{Res}_{s=1} \zeta(\phi; w, s) &= \eta(\phi; w), \\
\text{Res}_{s=m/2+1-w} \zeta(\phi; w, s) &= \frac{2|D|^{-1/2}(2\pi)^{m/2-w}1}{|\Delta|^w} \, Z^+(\hat{\phi}; 0, w) \\
&\times \left\{ \begin{array}{ll}
\cos \frac{\pi}{2}(w - p) & (\epsilon = +), \\
\cos \frac{\pi}{2}(w - q) & (\epsilon = -),
\end{array} \right.
\end{align*}
\]

\[
\begin{align*}
\text{Res}_{s=1} \zeta^+(\hat{\phi}; w, s) &= \eta^+(\phi; w), \\
\text{Res}_{s=m/2+1-w} \zeta^+(\hat{\phi}; w, s) &= \frac{2|D|^{-1/2}(2\pi)^{m/2-w}1}{|\Delta|^w} \, Z(\phi; 0, w) \\
&\times \left\{ \begin{array}{ll}
\cos \frac{\pi}{2}(w - p) & (\epsilon = +), \\
\cos \frac{\pi}{2}(w - q) & (\epsilon = -),
\end{array} \right.
\end{align*}
\]

where we put

\[
\eta(\phi; w) = \frac{1}{2} \sum_{x_{m+1} \in \mathbb{Q}^+} \frac{A\phi(x_{m+1})}{|x_{m+1}|^{w-m-1}}, \quad A\phi(x_{m+1}) = \sum_{x_{m+1} \in \mathbb{Q}^+} \phi(x_{m+1}),
\]

\[
\eta^+(\phi; w) = \frac{1}{2} \sum_{y_0 \in \mathbb{Q}^+} \frac{A^+\phi(y_0)}{|y_0|^{w-m-1}}, \quad A^+\phi(y_0) = \frac{1}{M} \sum_{x_0 \in \mathbb{Q}/M\mathbb{Z}} \phi(x_0, 0) e^{-\pi x_0 y_0}.
\]

Here \( M \) is a sufficiently large positive integer, and the coefficients \( A\phi(x_{m+1}) \) and \( A^+\phi(y_0) \) are independent of the choice of \( M \).

(3) The zeta functions \( \zeta(\phi; w, s) \) and \( \zeta^+(\hat{\phi}; w, s) \) satisfy the following functional equation:
\[
\begin{align*}
\left( \zeta_+^* (\hat{\phi}; w, \frac{w}{2} + 1 - w - s) \right) \\
\left( \zeta_-^* (\hat{\phi}; w, \frac{w}{2} + 1 - w - s) \right) \\
= 2 |D|^{-1/2} (2\pi)^{m/2-w-2s} \Gamma(s) \Gamma\left( w + s - \frac{m}{2} \right) \\
\times \left( \frac{\cos \left( \frac{\pi (w+2s-p)}{2} \right)}{\cos \left( \frac{\pi (w+q)}{2} \right)} \right) \right) \left( \zeta_+ (\phi; w, s) \right) \\
\left( \zeta_- (\phi; w, s) \right) .
\end{align*}
\]

We note that the functional equation above is rewritten as
\[
e^{-\pi i (p-q)/4} |D|^{-1/2} (2\pi)^{-s} \Gamma(s) \gamma(s) \left( \zeta_+ (\phi; w, s) \right) \\
\left( \zeta_- (\phi; w, s) \right) \\
\times \sum (p-q)^\gamma \left( \frac{m}{2} + 1 - w - s \right) \left( \zeta_+ (\hat{\phi}; w, \frac{w}{2} + 1 - w - s) \right) \\
\left( \zeta_- (\hat{\phi}; w, \frac{w}{2} + 1 - w - s) \right) . \tag{5.12}
\]

The theorem above was proved in [44, Theorem 4.1, Corollary 4.2, Proof of Theorem 4.5] for special cases of \( \phi \) (\( \phi_0 \) and \( \phi_\psi \) with non-principal \( \psi \) defined in §5.3 below). The proof for general Schwartz-Bruhat functions \( \phi \) is almost the same as that in [44], and is omitted.

**Remark 5.4** Since we leave the details of the proof of Theorem 5.3 to [44], we give here a list of corrections to [44]:

- p.3, line 5: “\( D = \det A \)” should be “\( D = - \det(2A) \)”.
- p.3, Theorem; p.16, Lemma 3.4; p.17 Remark 2 (2); p.29, lines 8 and 13; p.31, line 8: If \( m \) is even, then \((-1)^{m/2} \det(2A) \equiv 0, 1 \pmod{4} \), and hence the case \( |D| \equiv 2 \pmod{4} \) cannot occur and should be deleted.
- p.3, line 13: “\( G_{c(\epsilon,k)+1}(2|D|, \text{id}_{2|D|}) \)” should be “\( G_{c(\epsilon,k)+1} \left( \frac{2|D|}{\pi} \right) \)”.
- p.13, line 3; p.26, line 5 from bottom; p.27, line 4: “\( q - p \)” should be “\( p - q \)”.
- p.13, line 3 from bottom: “Proposition 3.2” should be “Lemma 3.2”.
- p.18, lines 15 and 17; p.20, line 6: “\( G_{\mathbb{R}} \)” should be “\( G^+ \)”.
- p.21, line 10: “\( \gamma_0 \mathbb{Z}^m \)” should be “\( 2\gamma_0 A \mathbb{Z}^m \)”.
- p.22, line 6 from bottom: “\( da \, dt \)” should be “\( dt \, da \)”.
- p.22, line 5 from bottom: “\( \sum \gamma_0 |w| \)” should be “\( Z^*(0, w) \)”.
- p.22, line 4 from bottom: “\( \sum \gamma_{m+1} |w| \)” should be “\( Z(0, w) \)”.
- p.24, line 5: “\( a^{m-2w} \)” should be “\( a^{m-w-1} \)”.
- p.32, lines 4–2 from bottom: “\( \text{or} \, \Theta_{c(\epsilon,k)+1} \cdot \cdots \pmod{4} \) respectively” should be deleted.

**Corollary 5.5** (1) For any non-negative integer \( k \), we have

\[
\zeta_+ (\phi; w, -k) + (-1)^k \zeta_- (\phi; w, -k) = \begin{cases} 
- Z(\phi; 0, w) & (k = 0), \\
0 & (k > 0), 
\end{cases}
\]

\[
\zeta_+^* (\hat{\phi}; w, -k) + (-1)^k \zeta_-^* (\hat{\phi}; w, -k) = \begin{cases} 
- |D|^{-1} Z^*(\hat{\phi}; 0, w) & (k = 0), \\
0 & (k > 0). 
\end{cases}
\]
(2) Put $\lambda = \frac{1}{2}(w - \frac{m}{2} + 1)$. If $\lambda = 1$, namely, $w = \frac{m}{2} + 1$, then we have

$$\text{Res}_{s=0} \zeta_+(\phi; w, s) + \text{Res}_{s=0} \zeta_-(\phi; w, s) = \text{Res}_{s=0} \zeta_+^\ast(\phi; w, s) + \text{Res}_{s=0} \zeta_-^\ast(\phi; w, s) = 0.$$  

Further, if $p - q \equiv 0 \pmod{4}$ and $\lambda = 1$, then

$$\text{Res}_{s=0} \zeta_+(\phi; w, s) = \text{Res}_{s=0} \zeta_-(\phi; w, s) = \text{Res}_{s=0} \zeta_+^\ast(\phi; w, s) = \text{Res}_{s=0} \zeta_-^\ast(\phi; w, s) = 0.$$  

The corollary follows easily from the functional equation and the residue formulas at $s = \frac{m}{2} + 1 - w$ in Theorem 5.3.

### 5.3 Proof of Theorem 5.1

First we show that the zeta functions $\zeta_{\pm}(w, s)$ and $\zeta_{\pm}^\ast(w, s)$ defined in (5.2) and their twists by Dirichlet characters are special cases of the zeta functions $\zeta_{\pm}^\ast(\phi; w, s)$ and $\zeta_{\pm}^\ast(\phi; w, s)$.

Denote by $\phi_0$ the characteristic function of $V_\mathbb{Z}$. Then, we have $\widehat{\phi}_0 = \phi_0$ and

$$Z(\phi_0; n, w) = \left\{ \begin{array}{ll} \sum_{l=1}^{\infty} \frac{r(l, n)}{l^w} =: Z(n, w) & (n \in \mathbb{Z}), \\
0 & (n \notin \mathbb{Z}), \end{array} \right. $$

(5.13)

$$Z^\ast(\widehat{\phi}_0; n, w) = \left\{ \begin{array}{ll} \sum_{l=1}^{\infty} \frac{r^*(l, n)}{l^w} =: Z^*(n, w) & (n \in \mathbb{Z}), \\
0 & (n \notin \mathbb{Z}). \end{array} \right. $$

(5.14)

Hence we obtain

$$\zeta_{\pm}(w, s) = \zeta_{\pm}(\phi_0; w, s), \quad \zeta_{\pm}^\ast(w, s) = \zeta_{\pm}^\ast(\phi_0; w, s).$$

For a Dirichlet character $\psi$ modulo an odd prime number $r$ ($(r, N) = 1$), we consider the function

$$\phi_{\psi}(x) = \left\{ \begin{array}{ll} \tau_{\psi}(Q(x)) & (x \in V_\mathbb{Z}), \\
0 & (x \notin V_\mathbb{Z}), \end{array} \right. $$

on $V_\mathbb{Q}$, where $\tau_{\psi}$ is the Gauss sum defined by (4.1). Then we have

$$Z(\phi_{\psi}; n, w) = \left\{ \begin{array}{ll} \tau_{\psi}(n)Z(n, w) & (n \in \mathbb{Z}), \\
0 & (n \notin \mathbb{Z}), \end{array} \right. $$

(5.15)

and

$$\zeta_{\pm}(\phi_{\psi}; w, s) = \sum_{n=1}^{\infty} \tau_{\psi}(\pm n)Z(\pm n, w)n^{-s}.$$  

This is the twist of $\zeta_{\pm}(w, s)$ by $\psi$ as introduced in §4.1. The twist of $\zeta_{\pm}^\ast(w, s)$ by $\psi$ is obtained from $\zeta_{\pm}^\ast(\phi_{\psi}; w, s)$. The explicit form of the Fourier transform $\widehat{\phi}_{\psi}$ is given by the following lemma, which is easily derived from Stark [40, Lemmas 5 and 6].

#### Lemma 5.6

If $y \not\equiv r^{-1}V_\mathbb{Z}$, then $\widehat{\phi}_{\psi}(y) = 0$. If $y \equiv r^{-1}V_\mathbb{Z}$, then

$$\widehat{\phi}_{\psi}(y) = r^{-m/2-1}K_{r, \psi} \tau_{\psi}(NQ^*(ry)), $$

$$K_{r, \psi} = C_{p-q, r} \psi^*(-N)\chi_K(r), $$

where $\chi_K$ is the same as in Theorem 5.1, and $\psi^*$ and $C_{p-q, r}$ are given by (4.5) and (4.6), respectively, for $\ell = p - q$.  


It follows from Lemma 5.6 that
\[ Z^+\left(\hat{\phi}; \frac{n}{Nr^2}, w\right) = \begin{cases} r^{w-m/2-1}K_{r\psi} \tau_{\psi^+}(n)Z^+(n, w) & (n \in \mathbb{Z}), \\ 0 & (n \notin \mathbb{Z}) \end{cases} \] (5.16)
and
\[ (Nr^2)^{-s}Z^+\left(\hat{\phi}; w, s\right) = r^{w-m/2-1}K_{r\psi} \sum_{n=1}^\infty \tau_{\psi^+}(\pm n)Z^+(\pm n, w)n^{-s}. \] (5.17)
Thus we obtain the following lemma.

**Lemma 5.7** Let \( \phi_0(x) \) be the characteristic function of \( V_\mathbb{Z} \). For a Dirichlet character \( \psi \) modulo an odd prime number \( r \) not dividing \( N \), we put \( \phi_\psi(x) = \tau_\psi(Q(x))\phi_0(x) \). Then we have
\[ \xi_\pm(w, s) = e^{\pi i(p-q)/4}|D|^{-1/2} \xi_\pm(\phi_0; w, s), \]
\[ \xi^\pm_\psi(w, s) = N^{-s} \xi^\pm_\psi(\phi_0; w, s), \]
\[ \xi^\pm_\psi(\psi; w, s) = e^{\pi i(p-q)/4}|D|^{-1/2} \xi_\psi(\phi_\psi; w, s), \]
\[ \xi^\pm_\psi(\psi^*; w, s) = \frac{(Nr^2)^{-s}r^{-w-m}2s+1}{K_{r\psi}} \xi^\pm_\psi(\hat{\phi}; w, s). \]

We need the explicit formulas for the Dirichlet series \( \eta(\phi; w) \) and \( \eta^*(\phi; w) \) appearing in the residues of \( \xi_\pm(\psi; w, s) \) and \( \xi^\pm_\psi(\hat{\phi}; w, s) \) at \( s = 1 \) for \( \phi = \phi_0 \) and \( \phi_\psi \).

**Lemma 5.8** We have
\[ \eta(\phi_0; w) = \eta^*(\phi_0; w) = \zeta(w - m + 1), \]
\[ \eta(\phi_\psi; w) = r^{m/2-w-1}e_r^m \left( \frac{2mD}{r} \right) \tau_{\psi^+}(0)\zeta(w - m + 1), \]
\[ \eta^*(\phi_\psi; w) = \tau_\psi(0)\zeta(w - m + 1). \]

**Proof** We give the proof only for the expression of \( \eta(\phi_\psi; w) \), since the proof of the other expressions are rather easy. Let \( \psi \) be a Dirichlet character modulo an odd prime number \( r \) not dividing \( N \). By the definition of \( \phi_\psi \), it is obvious that \( A\phi_\psi(x_{m+1}) = 0 \) for \( x_{m+1} \notin \mathbb{Z} \). If \( x_{m+1} \in \mathbb{Z} \), then by [40, Lemma 5], we have
\[ A\phi_\psi(x_{m+1}) = \frac{1}{r^{m+1}} \sum_{(x_0, x') \in \mathbb{Z}^{m+1}/r\mathbb{Z}^{m+1}} \tau_\psi(x_0x_{m+1} + x'Ax') \]
\[ = \frac{1}{r^{m+1}} \sum_{(k, 1) = 1} \psi(k) \sum_{x' \in \mathbb{Z}^m/r\mathbb{Z}^m} \sum_{x_0 \in \mathbb{Z}/r\mathbb{Z}} e^{\left[ \frac{k}{r} \cdot x'Ax' \right]} e^{\left[ \frac{kx_0x_{m+1}}{r} \right]} \]
\[ = \frac{1}{r^{m}} \sum_{(k, 1) = 1} \psi(k) \sum_{x' \in \mathbb{Z}^m/r\mathbb{Z}^m} e^{\left[ \frac{k}{r} \cdot x'Ax' \right]} \times \begin{cases} 1 & (x_{m+1} \equiv 0 \pmod{r}), \\ 0 & (x_{m+1} \equiv 0 \pmod{r}) \end{cases} \]
\[ = r^{m/2}e_r^m \left( \frac{2mD}{r} \right) \cdot \tau_{\psi^+}(0) \times \begin{cases} 1 & (x_{m+1} \equiv 0 \pmod{r}), \\ 0 & (x_{m+1} \equiv 0 \pmod{r}) \end{cases}. \]

The expression of \( \eta(\phi_\psi; w) \) follows immediately from this identity. \( \Box \)

Now we are in a position to complete the proof of Theorem 5.1. We denote by \( a(\pm n) \) and \( b(\pm n) (n \in \mathbb{Z}, n \neq 0) \) the coefficients of \( n^{-s} \) in \( \xi_\pm (w, s) \) and \( \xi^\pm_\psi (w, s) \), respectively. Namely
\[ a(n) = \xi_\pm(\phi_\psi; n, w), \quad b(n) = \xi^\pm_\psi(\hat{\phi}; n, w) \quad (n \in \mathbb{Z}, n \neq 0), \]
Then, by Corollary 5.5 (1) for \( k = 0 \), (5.13) and (5.14), we see that \( \alpha(0) \) and \( \beta(0) \) defined by (3.21) and (3.23) are given by
\[
\alpha(0) = e^{\pi i(p-q)/4}|D|^{-1/2}Z(0,w), \quad \beta(0) = |D|^{-1}Z^*(0,w).
\]
From the residue formulas in Theorem 5.3 (2) and Lemma 5.8, we get the following explicit expressions for \( \alpha(\infty) \) and \( \beta(\infty) \) defined by (3.22) and (3.24):
\[
\alpha(\infty) = \zeta(w-m+1), \quad \beta(\infty) = e^{-\pi i(p-q)/4}|D|^{-1/2}\zeta(w-m+1).
\]
The conditions [A1] and [A1] and [A2] and [A2] from Theorem 5.3 (2), the functional equations in [A3] and [A3] from the functional equation (5.12), the conditions [A4] and [A4] from Corollary 5.5, and the conditions [A5] from Theorem 5.3 (2) and Corollary 5.5.

References
1. Bruggeman, R., Lewis, J., Zagier, D.: Function theory related to the group \( \text{PSU}(2,1,\mathbb{R}) \). In: From Fourier Analysis and Number Theory to Radon Transforms and Geometry. Developmental Mathematics, vol. 28, pp. 107–201. Springer, New York (2013)
2. Diamantis, N., Goldfeld, D.: A converse theorem for double Dirichlet series. Am. J. Math. 133, 913–938 (2011)
3. Diamantis, N., Goldfeld, D.: A converse theorem for double Dirichlet series and Shintani zeta functions. J. Math. Soc. Japan. 66, 449–477 (2014)
4. Erdelyi, A.: Higher Transcendental Functions, vol. I. MacGraw-Hill, New York (1953)
5. Erdelyi, A.: Tables of Integral Transforms, vol. I. MacGraw-Hill, New York (1954)
6. Ferrar, W.L.: Summation formulae and their relation to Dirichlet’s series. Compos. Math. 1, 344–360 (1935)
7. Ferrar, W.L.: Summation formulae and their relation to Dirichlet’s series II. Compos. Math. 4, 394–405 (1937)
8. Gelbart, S., Miller, S.D.: Reimann’s zetafunction and beyond. Bull. Am. Math. Soc. 41, 59–112 (2004)
9. Gelfand, I.M., Shilov, G.E.: Generalized Functions, Properties and Operations, vol. 1. Academic Press, New York (1964)
10. Hamburger, H.: Über einige Beziehungen, die mit der Funktionalgleichung der Riemannschen \( \zeta \)-Funktion äquivalent sind. Math. Ann. 85, 129–140 (1922)
11. Iiga, J.: An Introduction to the Theory of Local Zeta Functions. AMS/IP Studies in Advanced Mathematics, vol. 14. American Mathematical Society, Providence (2000)
12. Kato, S.: A remark on Maass wave forms attached to real quadratic fields. J. Fac. Sci. Univ. Tokyo Sect. IA 34, 193–201 (1987)
13. Kimura, T.: An introduction to Prehomogeneous Vector Spaces. Translations of Mathematical Monographs, vol. 215. American Mathematical Society, Providence (2003). Translated by Makoto Nagura and Tsuyoshi Niitani and revised by the author
14. Lee, J.: A functional equation and degenerate principal series. Rocky Mt. J. Math. 46, 1987–2016 (2016)
15. Lewis, J.: Eigenfunctions on symmetric spaces with distribution-valued boundary forms. J. Funct. Anal. 29, 287–307 (1978)
16. Lewis, J.B., Zagier, D.: Period functions for Maass wave forms. J. Ann. Math. 153, 191–258 (2001)
17. Maass, H.: Lectures on Modular Functions of One Complex Variable. Tata Institute of Fundamental Research Lectures on Mathematics and Physics, vol. 29. Tata Institute of Fundamental Research, Mumbai (1983)
18. Miller, S.D., Schmid, W.: Summation formulae, form Poisson and Voronoi to the present. In: Noncommutative Harmonic Analysis: In Honor of Jacques Carmona. Progress in Mathematics, vol. 220. Birkhäuser Boston, Boston (2004)
19. Miller, S.D., Schmid, W.: Distributions and analytic continuation of Dirichlet series. J. Funct. Anal. 214, 155–220 (2004)
20. Miller, S.D., Schmid, W.: The Rankin-Selberg method for automorphic distributions. In: Representation Theory and Automorphic Forms. Progress in Mathematics, vol. 255, pp. 111–150. Birkhäuser, Boston (2008)
21. Miyake, T.: Modular Forms. Springer Monographs in Mathematics. Springer, Berlin (2006). Translated from the 1976 Japanese original by Yoshitaka Maeda
22. Mizuno, Y.: Dirichlet series of two variables, real analytic Jacobi-Eisenstein series of matrix index, and Kadok-Samak type result. Forum Math. 30, 1437–1460 (2018)
23. Neururer, M., Oliver, T.: Weil’s converse theorem for Maass forms and cancellation of zeros. arXiv:1809.06586v3 (2019)
24. Oshima, T.: Boundary Value Problems of Regular Singularities and Representation Theory. Sophia Kokyuroku in Mathematics, vol. 5. Sophia University, Tokyo (1979) (in Japanese)
25. Oshima, T., Sekiguchi, J.: Eigenspaces of invariant differential operators on an affine symmetric space. Invent. Math. 57, 1–81 (1980)
26. Peter, M.: Dirichlet series in two variables. J. Reine Angew. Math. 522, 27–50 (2000)
27. Peter, M.: Dirichlet series and automorphic functions associated to a quadratic form. Nagoya Math. J. 171, 1–50 (2003)
28. Razar, M.J.: Modular forms for $\Gamma_0(N)$ and Dirichlet series. Trans. Am. Math. Soc. 231, 489–495 (1977)
29. Saito, H.: On $L$ functions associated with the vector space of binary quadratic forms. Nagoya Math. J. 130, 149–176 (1993)
30. Saito, H.: Convergence of the $L$-functions of prehomogeneous vector spaces. Nagoya Math. J. 170, 1–31 (2003)
31. Sato, F.: On zeta functions of ternary zero forms. J. Fac. Sci. Univ. Tokyo Sect. IA 28, 585–604 (1981)
32. Sato, F.: Zeta functions in several variables associated with prehomogeneous vector spaces I: functional equations. Tohoku Math. J. 34, 437–483 (1982)
33. Sato, F.: Zeta functions in several variables associated with prehomogeneous vector spaces II: a convergence criterion. Tohoku Math. J. 35, 77–99 (1983)
34. Sato, F.: On functional equations of zeta distributions. Adv. Stud. Pure Math. 15, 465–508 (1989)
35. Sato, F.: The Hamburger theorem for Epstein zeta functions. In: Algebraic Analysis—Papers Dedicated to Professor Mikio Sato on the Occasion of his Sixtieth Birthday, Vol. 2, pp. 789–807. Academic Press (1989)
36. Shimeno, N.: Boundary values of the Eisenstein series on $SL(2,\mathbb{Z}), SL(2,\mathbb{R})$. Bull. Okayama Univ. Sci. 35, 9–14 (1999)
37. Schmid, W.: Automorphic distributions for $SL(2)$. In: Conference Mosché Flato 1999. Mathematical Physics Studies, Vol. 1 (Dijon), vol. 21, pp. 345–387. Kluwer, Dordrecht (2000)
38. Shimura, G.: On modular forms of half integral weight. Ann. Math. 97, 440–481 (1973)
39. Shintani, T.: On $L$-functions associated with the vector space of quadratic forms. J. Fac. Sci. Univ. Tokyo Sect. IA 22, 25–65 (1975)
40. Stark, H.M.: $L$ functions and character sums for quadratic forms (I). Acta Anth. XIV, 35–50 (1968)
41. Suzuki, T.: Distributions with automorphy and Dirichlet series. Nagoya Math. J. 73, 157–169 (1979)
42. Suzuki, T.: Weil-type representations and automorphic forms. Nagoya Math. J. 77, 145–166 (1980)
43. Tamura, K.: Zeta functions attached to automorphic pairs of distributions on prehomogeneous vector spaces. Comment. Math. Univ. St. Pauli 66, 63–84 (2017)
44. Ueno, T.: Modular forms arising from zeta functions in two variables attached to prehomogeneous vector spaces related quadratic forms. Nagoya Math. J. 175, 1–37 (2004)
45. Unterberger, A.: Quantization and Non-holomorphic Modular Forms. Lecture Notes in Mathematics, vol. 1742. Springer, Berlin (2000)
46. Wallach, N.: Real Reductive Groups II. Academic Press, San Diego (1992)
47. Weil, A.: Über die Bestimmung Dirichletscher Reihen durch Funktionalgleichungen. Math. Ann. 168, 149–156 (1967)
48. Yoshida, H.: Remarks on metaplectic representations of $SL(2)$. J. Math. Soc. Jpn. 44, 351–373 (1992)

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.