Abstract. It has been shown \cite{1,2,9,10} that for several nilpotent Gelfand pairs \((N,K)\) (i.e., with \(N\) a nilpotent Lie group, \(K\) a compact group of automorphisms of \(N\) and the algebra \(L^1(N)^K\) commutative) the spherical transform establishes a 1-to-1 correspondence between the space \(\mathcal{S}(N)^K\) of \(K\)-invariant Schwartz functions on \(N\) and the space \(\mathcal{S}(\Sigma)\) of functions on the Gelfand spectrum \(\Sigma\) of \(L^1(N)^K\) which extend to Schwartz functions on \(\mathbb{R}^d\), once \(\Sigma\) is suitably embedded in \(\mathbb{R}^d\). We call this property (S).

We present here a general bootstrapping method which allows to establish property (S) to new nilpotent pairs \((N,K)\), once the same property is known for a class of quotient pairs of \((N,K)\) and a \(K\)-invariant form of Hadamard formula holds on \(N\).

We finally show how our method can be recursively applied to prove property (S) for a significant class of nilpotent Gelfand pairs.
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1. Introduction

1.1. Presentation. In this paper, we present our progress in the investigations of spectral properties of the abelian convolution algebra associated with a nilpotent Gelfand pair. The properties we are interested in can be rephrased with essentially two different equivalent viewpoints: on one hand in terms of functions defined on the spectrum of this algebra and on the other hand as spectral multipliers in several operators. In the Euclidean setting, this equivalence follows readily from the basic properties of the Fourier transform and is commonly used when studying or using Euclidean Fourier multipliers. Nilpotent Gelfand pairs provide a natural setting and a relatively explicit model where these questions can be investigated further.

Let $N$ be a connected and simply connected nilpotent Lie group and $K$ a compact group of automorphisms of $N$. We say that $(N, K)$ is a nilpotent Gelfand pair if the convolution algebra $L^1(N)^K$ of $K$-invariant integrable functions on $N$ is commutative. This is equivalent to saying that $(K \ltimes N, K)$ is a Gelfand pair in the ordinary sense \cite{6, 29}. It must be mentioned from the very beginning that the group $N$ in a nilpotent Gelfand pair cannot \cite{3} have step greater than 2.

In this paper we address the following problem concerning smoothness preserving properties of the spherical transform $G$ on $(N, K)$.

It has been established in \cite{8} that the Gelfand spectrum of $L^1(N)^K$ can be identified with a closed subset of $\mathbb{R}^d$ for some $d$. In fact, there are many such identifications, depending on the choice of a generating set $\mathcal{D} = (D_1, \ldots, D_d)$ for the algebra $\mathbb{D}(N)^K$ of left- and $K$-invariant differential operators on $N$, with $D_j$ symmetric for every $j$.

This identification consists in associating to each bounded spherical function $\varphi$ the $d$-tuple $(\xi_1(\varphi), \ldots, \xi_d(\varphi))$ of eigenvalues of $\varphi$ under $D_1, \ldots, D_d$. The closed set $\Sigma_{\mathcal{D}}$ of these $d$-tuples is
then a homeomorphic image of the Gelfand spectrum $\Sigma$ and is also the joint $L^2$-spectrum of (the self-adjoint extensions of) the $D_j$.

Examples of immersions of Gelfand spectra in $\mathbb{R}^d$ are

- the orbit space $\mathbb{R}^n/K$, with $N = \mathbb{R}^n$ and $K \subset O_n$, realised as the image of $\mathbb{R}^n$ in $\mathbb{R}^d$ under the polynomial map $P(x) = (p_1(x), \ldots, p_d(x))$, for a given choice of the Hilbert basis $(p_1, \ldots, p_d)$ of $\mathbb{R}[\mathbb{R}^n]^K$;
- the Heisenberg fan in $\mathbb{R}^2$, with $N = H_n$, the $(2n+1)$-dimensional Heisenberg group, $K = U_n$ and $\mathcal{D}$ consisting of the sub-Laplacian and the central derivative.

The problem we address is whether the spherical transform maps injectively the $K$-invariant Schwartz space $S(N)^K$ onto the space $S(\Sigma_\mathcal{D})$ of restrictions to $\Sigma_\mathcal{D}$ of Schwartz functions on $\mathbb{R}^d$. We call this property (S); see Section 2.4 for the precise formulation.

Property (S) is known to hold for all pairs in which $N$ equal to $\mathbb{R}^n$ or to a Heisenberg group and for pairs where the action of $K$ on the centre of $n$ is rank-one, i.e., orbits are full spheres [1, 2, 9, 10].

The scope of this paper is to provide a general inductive scheme which allows to deduce property (S) on more complex pairs from its validity on simpler ones.

One feature of our approach to the general problem is that it does not rely on explicit formulas for spherical functions or for the differential operators involved, but rather on a bootstrapping procedure. Explicit formulas of the kind mentioned above have been found only for special pairs with $N$ equal to the Heisenberg group [7].

We first prove, in Section 3, that property (S) is “hereditary” under the following operations:

- **central reductions** of $N$, obtained by replacing $N$ with a quotient modulo a $K$-invariant central subgroup;
- **normal extensions** of $K$, obtained by replacing $K$ by a larger compact group $K^\sharp$ of automorphisms of $N$, in which $K$ is normal;
- taking **direct products** $(N_1 \times N_2, K_1 \times K_2)$ of pairs $(N_1, K_1)$, $(N_2, K_2)$ both with property (S).

The central part of the paper is devoted to proving our main result, Theorem 6.6, stating that, for a general nilpotent Gelfand pair, property (S) holds provided two hypotheses are verified:

(i) property (S) holds for a family of lower-dimensional “quotient pairs”;
(ii) there is a Hadamard-type expansion formula for spherical transforms at points of a “singular subset” of $\Sigma_\mathcal{D}$; we call this hypothesis (H).

The notion of quotient pair and hypothesis (H) will be presented and studied in Sections 4 and 6 respectively.

In the last part of the paper we apply the previous results to prove property (S) for the following pairs\(^{\dagger}\) with a higher rank action of $K$ on the centre of $N$:

\(^{\dagger}\)The table gives the Lie algebra $n$ of $N$ split as $n = v \oplus m$ with $m = [n, n]$ and $v$ $K$-invariant. The limitations on $n$ in the right-most column are meant to avoid superpositions with already known cases. For non-obvious notation and the explicit forms of the Lie brackets, see Section 7.
These pairs appear in Vinberg’s classification [26] of nilpotent Gelfand pairs with the two properties that \( \mathfrak{v} \) is irreducible under \( K \) and that they cannot be obtained from others by means of normal extensions or central reductions.

The pairs in Table (1.1) do not exhaust the full Vinberg classification. As to the other Vinberg pairs, we have a proof that they also have property (S), but we do not include the proof in this paper in order to avoid extra arguments which at the moment only apply to individual cases. One advantage in restricting ourselves to the pairs in Table (1.1) is that this family of pairs is self-contained, in the sense that the quotient pairs that intervene belong to the same class or have rank-one action on the center.

### 1.2. The state of the art about property (S).

We have already mentioned that, given self-adjoint operators \( D_1, \ldots, D_d \) generating \( \mathbb{D}(N)^K \), their joint \( L^2 \) spectrum is the set \( \Sigma_D \subset \mathbb{R}^d \) of \( d \)-tuples of their eigenvalues on the bounded spherical functions, cf. Section 2.3. One of the two implications in property (S) is already known, namely

\[
m \in \mathcal{S}(\Sigma_D) \implies G^{-1}m \in \mathcal{S}(N)^K.
\]

This follows from the fact that \( G^{-1}m \) is the convolution kernel \( K_m \) of the operator \( m(D_1, \ldots, D_d) \), i.e. such that

\[
m(D_1, \ldots, D_d)f = f \ast K_m,
\]

and that the \( D_j \) can be assumed to be Rockland operators; see Section 2.4, in particular Theorem 2.8.

Hence the crucial question is the opposite implication in property (S): given a \( K \)-invariant Schwartz function \( F \) on \( N \), does \( GF \) extend from \( \Sigma_D \) to a Schwartz function on \( \mathbb{R}^d \)? It must be noticed that the answer does not depend on the choice of the system \( D \) of differential operators (Proposition 2.6).

In the most elementary case of \( N = \mathbb{R}^n \), with \( K \subset O_n \), the (positive) answer follows directly from the G. Schwarz theorem [22] about representability of \( K \)-invariant \( C^\infty \)-functions on \( \mathbb{R}^n \) as \( C^\infty \)-functions on a system of fundamental invariants, cf. [2] for a detailed discussion.

The next level of complexity is that of the Heisenberg group \( H_n \cong \mathbb{C}^n \times \mathbb{R} \) as \( N \), \( K \) being a closed subgroup of \( U_n \) giving the required commutativity of \( L^1(N)^K \). The method of proof, given in the general case in [2], is an early use of the hypotheses (i), (ii) above. The quotient pair in (i) is in this case \((\mathbb{C}^n, K)\), while the singular subset of \( \Sigma_D \) in (ii) is the set of spherical functions

---

2Hypothesis (H) has been proved to hold for all Vinberg pairs in [11]. A proof of property (S) for the remaining Vinberg pairs will appear elsewhere.
with eigenvalue 0 relative to the central derivative $\partial_t$. The Hadamard expansion is then done in the spectral variable $\lambda$ corresponding to $\partial_t$. One proves that, for $F \in \mathcal{S}(H_n)^K$ and every $N$,

\[ \mathcal{G}F(\xi, \lambda) = g_0(\xi) + g_1(\xi)\lambda + \cdots g_N(\xi)\lambda^N + \lambda^{N+1}\mathcal{G}F_N(\xi, \lambda), \]

with $g_0, \ldots, g_N \in \mathcal{S}(\mathbb{R})$ and $F_N \in \mathcal{S}(H_n)^K$. Here $\xi$ denote the $(d-1)$-tuple of remaining spectral coordinates.

When we pass to step-two groups different from the Heisenberg group, i.e., with a higher dimensional centre, matters become more complicated because two aspects must be taken into account: the action of $K$ on the centre $\mathfrak{z}$ of $\mathfrak{n}$ is no longer trivial in general, and the derived algebra $\mathfrak{w} = [\mathfrak{n}, \mathfrak{n}]$ may be properly contained in $\mathfrak{z}$. These elements have an effect on the structure of the Gelfand spectrum $\Sigma$, since the bounded spherical functions (which are all of positive type by [3]) are coefficients of the irreducible unitary representations on $N$, for which one of the parameters is given by the $K$-orbits in $\mathfrak{w}$.

This justifies that the first level of complexity beyond Heisenberg groups is that of groups with a rank-one action of $K$ on $\mathfrak{z}$, for which there is only a one-parameter family of orbits in $\mathfrak{z}$ (and hence $\mathfrak{w} = \mathfrak{z}$). More elaborated applications of hypotheses (i) and (ii) to prove condition (S) on these pairs are in [9, 10].

1.3. Plan of the paper. The paper is organised as follows.

In Section 2 we set the basic notation and recall the general facts on nilpotent Gelfand pairs and property (S). In Section 3 we prove the above mentioned hereditary properties of pairs with property (S).

In Section 4 we introduce the quotient pairs appearing in hypothesis (i). For $t \in \mathfrak{w}$, we denote by $K_t$ the stabilizer of $t$ in $K$, by $T_t(Kt)$ the tangent space at $t$ to the $K$-orbit $Kt$, and by the central quotient $\mathfrak{n}_t = \mathfrak{v} \oplus (\mathfrak{w}/T_t(Kt))$. To avoid trivialities, we assume that $t$ is not fixed by $K$.

We then split $\mathfrak{w}$ as

\[ \mathfrak{w}_0 \oplus \check{\mathfrak{w}}, \]

where $\mathfrak{w}_0$ is the space of $K$-fixed elements and $\mathfrak{w}_0$ is its $K$-invariant complement. To each $t \in \mathfrak{w}_0 \setminus \{0\}$ we associate the quotient pair $(N_t, K_t)$.

Using the notion of slice for a linear action of a group on a vector space, we present the radialisation method for constructing $K$-invariant functions on $N$ from $K_t$-invariant functions on $N_t$.

In Section 5 we prove that, under the only assumption that (i) holds, property (S) holds limited to $F$ in the space $\mathcal{S}_0(N)^K$ of Schwartz functions which have vanishing moments of any order in the $\mathfrak{w}_0$-variables.

In Section 6 we introduce the singular subset of the Gelfand spectrum mentioned in (ii), defined as the set of spherical functions which have eigenvalue 0 relative to derivatives in the $\mathfrak{w}_0$-variables. This set is naturally identified with the Gelfand spectrum of $(\check{N}, K)$ with $\check{\mathfrak{n}} = \mathfrak{v} \oplus (\mathfrak{w}/\mathfrak{w}_0)$.

We then show how hypothesis (H) allows to remove the vanishing moments condition and obtain property (S) under assumptions (i) and (ii) above.

In Section 7 we prove that property (S) holds for the pairs in Table 1.
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2. Generalities on nilpotent Gelfand pairs and property (S)

This section is devoted to some generalities regarding nilpotent Gelfand pairs and property (S). In Section 2.1, we recall the equivalent definitions of a nilpotent Gelfand pair \((N,K)\) and set some notation for \(N\). In Section 2.2, we give equivalent descriptions of spherical functions and Gelfand spectra. We discuss property (S) in Section 2.4. We eventually recall the notions of symmetrisation and Hilbert basis in Sections 2.5 and 2.6 respectively.

2.1. Definitions and notation. Let \(N\) be a nilpotent, connected and simply connected Lie group, and let \(K\) be a compact group of automorphisms of \(N\).

Definition 2.1. \((N,K)\) is a nilpotent Gelfand pair if either of any of the following equivalent conditions is satisfied:

(i) the convolution algebra \(L^1(N)^K\) of integrable \(K\)-invariant functions on \(N\) is commutative;
(ii) the algebra \(D(N)^K\) of left-invariant and \(K\)-invariant differential operators on \(N\) is commutative;
(iii) if \(\pi\) is an irreducible unitary representation of \(N\) and \(K_{\pi}\) is the stabiliser in \(K\) of the equivalence class of \(\pi\), then the representation space \(H_{\pi}\) decomposes under \(K_{\pi}\) without multiplicities;
(iv) same as (iii), for \(\pi\) generic.

This is the same as saying that \((K \ltimes N,K)\) is a Gelfand pair. With \(\mathfrak{n}\) denoting the Lie algebra of \(N\), we often write \((\mathfrak{n},K)\) instead of \((N,K)\).

We recall the following basic result from [3].

Theorem 2.2. If \((N,K)\) is a nilpotent Gelfand pair, \(N\) has step at most 2.

We can then split \(\mathfrak{n}\) as the direct sum \(\mathfrak{v} \oplus \mathfrak{w}\), where \(\mathfrak{w} = [\mathfrak{n}, \mathfrak{n}]\) is the derived algebra and \(\mathfrak{v}\) a \(K\)-invariant complement of it. As \(N\) has step at most 2, \(\mathfrak{w}\) is abelian and is contained in the centre \(\mathfrak{z}\) of \(\mathfrak{n}\). We regard the Lie bracket on \(\mathfrak{n}\) as a skew-symmetric bilinear map from \(\mathfrak{v} \times \mathfrak{v}\) to \(\mathfrak{w}\).

Using the exponential coordinates to parametrise elements of \(N\), the product on \(N\) is expressed as an operation on \(\mathfrak{v} \oplus \mathfrak{w}\), via the Baker-Campbell-Hausdorff formula

\[
(v,w) \cdot (v',w') = \left(v + v', w + w' + \frac{1}{2}[v,v']\right).
\]

Accordingly, 0 will denote the identity element of \(N\).

Introducing a \(K\)-invariant inner product \(\langle , \rangle\) on \(\mathfrak{v} \oplus \mathfrak{w}\) under which \(\mathfrak{v} \perp \mathfrak{w}\), we identify \(\mathfrak{n}^*\) with \(\mathfrak{n}\) throughout the paper.

On \(N\), as well as on its Lie algebra \(\mathfrak{n} = \mathfrak{v} \oplus \mathfrak{w}\), we consider the automorphic (group) dilations

\[
(2.1) \quad \delta \cdot (v,w) = (\delta^2 v, \delta w), \quad \delta > 0.
\]
Spherical functions. Harmonic analysis on Gelfand pairs is based on the notions of spherical function (with particular emphasis on the bounded ones) and spherical transform, see e.g. [6], [16, Ch. IV]. In this section and the next, we recall these notions in the context of nilpotent Gelfand pairs and the basic properties which will be relevant for us.

Let \((N, K)\) be a nilpotent Gelfand pair. The spherical functions are the joint \(K\)-invariant functions \(\varphi\) on \(N\) which are eigenfunctions of all operators in \(\mathbb{D}(N)^K\) and take value 1 at the identity. Spherical functions are real-analytic. Given \(D \in \mathbb{D}(N)^K\) and a spherical function \(\varphi\), we denote by \(\xi(D, \varphi)\) the corresponding eigenvalue. Hence a smooth \(K\)-invariant function \(\varphi\) on \(N\) is a spherical function whenever

\[
\forall D \in \mathbb{D}(N)^K \quad \exists \xi(D, \varphi) \in \mathbb{C} \quad D \varphi = \xi(D, \varphi) \varphi, \quad \text{and} \quad \varphi(0) = 1.
\]

The bounded spherical functions are characterised by the multiplicative identity

\[
\int_N f * g(x)\varphi(x^{-1}) \, dx = \left( \int_N f(x)\varphi(x^{-1}) \, dx \right) \left( \int_N g(x)\varphi(x^{-1}) \, dx \right)
\]

for all \(f, g \in L^1(N)^K\).

It has been proved in [3] that all bounded spherical functions of \((N, K)\) are of positive type. Hence they are in one-to-one correspondence with (equivalence classes of) irreducible unitary representations of \(K \ltimes N\) admitting non-trivial \(K\)-invariant vectors and can be expressed as diagonal matrix entries of such representations. However, we prefer to view these expressions as partial traces of irreducible unitary representations of \(N\), see (2.4) below.

For \(\zeta \in \mathfrak{w}\), denote by \(\mathfrak{r}_\zeta \subseteq \mathfrak{v}\) the radical of the bilinear form \(B_\zeta(v, v') = \langle \zeta, [v, v'] \rangle\). The following statement is a direct consequence of the Stone-von Neumann theorem and we omit its proof.

**Lemma 2.3.** For each \(\zeta \in \mathfrak{w}\) there is a unique, up to equivalence, irreducible unitary representation \(\pi_\zeta\) of \(N\) such that \(d\pi_\zeta(0, w) = i\langle \zeta, w \rangle I\) for all \(w \in \mathfrak{w}\) and \(d\pi_\zeta(v, 0) = 0\) for all \(v \in \mathfrak{r}_\zeta\).

For each \(\zeta \in \mathfrak{w}\) and \(\omega \in \mathfrak{r}_\zeta\), define the irreducible representation \(\pi_{\zeta, \omega}\) by the condition

\[
d\pi_{\zeta, \omega}(v, w) = d\pi_\zeta(v, w) + i\langle v, \omega \rangle I.
\]

Every irreducible unitary representation of \(N\) is equivalent to one, and only one, \(\pi_{\zeta, \omega}\).

We denote by \(\mathcal{H}_\zeta\) the representation space of the representations \(\pi_{\zeta, \omega}\). The stabiliser \(K_{\zeta, \omega} \subseteq K\) of the point \(\omega + \zeta \in \mathfrak{n}\) also stabilises the equivalence class of \(\pi_{\zeta, \omega}\), giving rise to a unitary representation.\(^3\)

---

\(^3\)In general, this operation leads to a projective representation of the stabiliser in \(K\). In our case we obtain true representations, since restriction of the metaplectic representation of \(\text{Sp}(\mathfrak{r}_\zeta, B_\zeta)\) to a compact subgroup can be linearised [13].
σ of $K_{ζ,ω}$ on $H_ζ$ such that
$$π_{ζ,ω}(kv,kw) = σ(k)π_{ζ,ω}(v,w)σ(k)^{-1}$$
for $k ∈ K_{ζ,ω}$.

We have the following characterisation, cf. [5, 25].

**Proposition 2.4.** $(N,K)$ is a nilpotent Gelfand pair if and only if, for each (resp. for generic) $ζ,ω$, $H_ζ$ decomposes without multiplicities into irreducible components under the action of $K_{ζ,ω}$.

Hence, if $(N,K)$ is a nilpotent Gelfand pair,
\begin{equation}
H_ζ = \sum_{μ ∈ X_{ζ,ω}} V(μ), \quad \text{with } X_{ζ,ω} ⊆ \hat{K}_{ζ,ω}.
\end{equation}

To each $μ ∈ X_{ζ,ω}$ we can associate the spherical function
\begin{equation}
φ_{ζ,ω,μ}(v,w) = \frac{1}{\dim V(μ)} \int_K \text{tr}(π_{ζ,ω}(kv,kw)|_{V(μ)}) \, dk.
\end{equation}

For a given $k ∈ K$, we have $X_{kζ,kω} = X_{ζ,ω}$, under the natural identification of the dual object $\hat{K}_{ζ,ω}$ of $K_{ζ,ω}$ with the dual object of $K_{π_kζ,ω} = k^{-1}K_{π_ζω}k$, and
\begin{equation}
φ_{kζ,kω,μ} = φ_{ζ,ω,μ}.
\end{equation}

Up to this $K$-equivariance, the parametrisation of the spherical function via $φ_{ζ,ω,μ}$ is unique.

**2.3. Gelfand spectrum and spherical transform.** The **Gelfand spectrum** of the nilpotent Gelfand pair $(N,K)$ is the spectrum of the commutative convolution algebra $L^1(N)^K$,
$$\Sigma(N,K) = \{φ : φ \text{ bounded spherical function}\}$$
with the compact-open topology. We will denote it just by $Σ$ if there is no ambiguity.

The **spherical transform** of a function $F ∈ L^1(N)^K$ is defined via
\begin{equation}
G(F)(φ) = \int_N F(x)φ(x^{-1}) \, dx, \quad φ ∈ Σ.
\end{equation}

This yields a continuous linear one-to-one mapping $G : L^1(N)^K → C_0(Σ)$ which transforms convolution into pointwise multiplication.

The last part of the previous section shows that $Σ(N,K)$ can be parametrised by triples $(ζ,ω,μ)$, precisely
\begin{equation}
Σ(N,K) ≅ \{(ζ,ω,μ) : ζ ∈ w, ω ∈ r_{ζ,μ} ∈ \hat{K}_{(ζ,ω)}\}/K,
\end{equation}
where the action of $K$ is expressed by (2.5).

But a different kind of parametrisation provides topological embeddings of $Σ$ into Euclidean spaces in the following way. Let
$$D = (D_1, \ldots, D_d),$$
be a $d$-tuple of essentially self-adjoint operators which generate $D(N)^K$ as an algebra. Such a tuple exists and form a family of strongly commuting self-adjoint operators whose joint $L^2$-spectrum can be identified with the Gelfand spectrum, see [9]. Indeed, given $φ ∈ Σ$, denote by $ξ_j(φ) ∈ R$ the eigenvalue $ξ(D_j,φ)$ of $φ$ under $D_j$ for each $j = 1, \ldots, d$. Every bounded spherical function $φ$ is
identified by the \( d \)-tuple \( \xi = \xi(\varphi) = (\xi_1(\varphi), \ldots, \xi_d(\varphi)) \) of eigenvalues of \( \varphi \) relative to \( D \); moreover the \( d \)-tuples \( \xi(\varphi) \) form a closed subset

\[
(2.8) \quad \Sigma_D = \{ \xi(\varphi) = (\xi_1(\varphi), \ldots, \xi_d(\varphi)) : \varphi \in \Sigma \}
\]
of \( \mathbb{R}^d \) which is homeomorphic to \( \Sigma \), see [3]. Consequently the spherical transform \( GF \) in (2.6) can be viewed as a function on \( \Sigma_D \). The particular choice of a \( d \)-tuple \( D \) to realise a Gelfand spectrum as \( \Sigma_D \subset \mathbb{R}^d \) is often irrelevant as there is always some polynomial mappings between two finite sets of generators of \( \mathbb{D}(N)^K \):

**Lemma 2.5.** Let \( D = (D_1, \ldots, D_d) \) and \( D' = (D'_1, \ldots, D'_d) \) be two tuples of operators generating the algebra \( \mathbb{D}(N)^K \). Then there exist polynomials \( P_j, \ j = 1, \ldots, d \), and \( Q_k, k = 1, \ldots, d' \) such that \( D_j = P_j(D') \) for all \( j = 1, \ldots, d \), and \( D'_k = Q_k(D) \) for all \( k = 1, \ldots, d' \). The maps

\[
P = (P_1, \ldots, P_d), \quad Q = (Q_1, \ldots, Q_d)
\]

are homeomorphisms of \( \Sigma_D' \) onto \( \Sigma_D \), resp. of \( \Sigma_D \) onto \( \Sigma_D' \), and are inverse of each other.

In the case where \( N = \mathbb{R}^n \) and \( K \) is trivial, \( \mathbb{D}^K(\mathbb{R}^n) \) is the algebra of all constant coefficient differential operators, and the bounded spherical functions are the unitary characters \( \varphi_\lambda(x) = e^{i\lambda x} \), for \( \lambda \in \mathbb{R}^n \). Taking

\[
D = (i^{-1}\partial_{x_1}, \ldots, i^{-1}\partial_{x_n})
\]

we have \( \xi(\varphi_\lambda) = \lambda \), so that \( \Sigma_D = \mathbb{R}^n \), and \( GF = \hat{F} \) is the ordinary Fourier transform.

2.4. **Property (S).** In this section, we give the precise formulation of property (S) and summarise the known results about it.

Let \( \mathcal{S}(N)^K \) denote the Fréchet space of \( K \)-invariant Schwartz function on \( N \). Let

\[
\mathcal{S}(\Sigma_D) \overset{\text{def}}{=} \mathcal{S}(\mathbb{R}^d)/\{f : f|_{\Sigma_D} = 0\}
\]

be the space of restrictions to \( \Sigma_D \) of Schwartz functions on \( \mathbb{R}^d \), with the quotient topology. Property (S) is stated as follows:

\[
\text{(S)} \quad \text{The spherical transform } \mathcal{G} \text{ maps the Fréchet space } \mathcal{S}(N)^K \text{ isomorphically onto } \mathcal{S}(\Sigma_D).
\]

The following statement follows directly from Lemma 2.5, see [2] and [9]:

**Proposition 2.6.** The validity of property (S) is independent of the choice of \( D \).

Property (S) has been proved to hold in several cases. For ‘abelian pairs’, i.e., with \( N = \mathbb{R}^n \) and \( K \subset \text{GL}_n(\mathbb{R}) \) compact, it has been shown in [2] that property (S) follows from G. Schwarz’s extension [22] of Whitney’s theorem [28] to general linear actions of compact groups on \( \mathbb{R}^n \).

For nonabelian \( N \), property (S) has been proved in the following cases:

(i) pairs in which \( N \) is a Heisenberg group or a complexified Heisenberg group [1] [2];

(ii) “rank-one” pairs, where \( \mathfrak{w} = \mathfrak{j} \), the centre of \( \mathfrak{n} \), and the \( K \)-orbits in \( \mathfrak{w} \) are full spheres [9] [10].

The argument used in Section 5 of [1] also allows to obtain the following statement. We omit its proof, which only requires minor modifications.

**Proposition 2.7.** Let \( (N,K) \) be a nilpotent Gelfand pair where \( K \) acts trivially on \( \mathfrak{w} \). Then property (S) is satisfied.
As we have already mentioned in the introduction, one of the two implications which constitute property (S) is a matter of functional calculus on Rockland operators on graded groups (i.e., with a graded Lie algebra), due to the following equivalence for $K \in L^1(N)^K$:

$$g(D_1, \ldots, D_d)f = f \ast K \iff \mathcal{G}K = g|_{\Sigma_D}.$$ 

It was proved in [17] that if $L$ is a Rockland operator and $g$ is a Schwartz function on the line, then the operator $g(L)$ is given by convolution with a Schwartz kernel. This statement has been later extended to commuting families of $d$ Rockland operators and $g \in S(\mathbb{R}^d)$, cf. [24] and [2, Th. 5.2].

On any nilpotent Gelfand pair, we always have a system $D$ consisting of Rockland operators [2] and this has the following consequence.

**Theorem 2.8** ([2, 9]). Let $(N, K)$ be a nilpotent Gelfand pair, and $D$, $\Sigma_D \subset \mathbb{R}^d$ as above. Given any Schwartz function $g$ on $\mathbb{R}^d$, there is a $K$-invariant Schwartz function $F$ on $N$, depending continuously on $g$, such that $\mathcal{G}F = g|_{\Sigma_D}$.

In other words, the continuous inclusion

$$(2.9) \quad S(\Sigma_D) \subseteq \mathcal{G}(S(N)^K)$$

holds for any nilpotent Gelfand pair. As $\mathcal{G}$ is linear and one-to-one, the open mapping theorem for Fréchet spaces [23] implies that the proof of property (S) reduces to proving the opposite inclusion, i.e., that the spherical transform of any function in $S(N)^K$, viewed as a function on $\Sigma_D$, admits a Schwartz extension to $\mathbb{R}^d$.

By Proposition 2.6, property (S) is independent of the choice of $D$. Convenient choices of $D$ will be obtained by applying the symmetrisation mapping to polynomials on $n$.

2.5. Symmetrisation. In this section, we set some notation and recall some properties of the symmetrisation mapping.

The symmetrisation mapping can be defined for any Lie group $N$ and is completely independent of the notion of nilpotent Gelfand pair. Denoting by $n$ the Lie algebra of $N$, the symmetrisation mapping $\lambda = \lambda_N$ is the unique linear bijection from the symmetric algebra $\mathfrak{S}(n)$ onto the universal enveloping algebra $\mathfrak{U}(n)$ which satisfies the identity $\lambda(X^n) = X^n$ for every $X \in n$ and $n \in \mathbb{N}$ [16, Theorem 4.3 in Ch.II]. The symmetric algebra $\mathfrak{S}(n)$ may be viewed as the space $P(n^*)$ of polynomials on the dual space $n^*$, and, after identifying $n^*$ and $n$, as the space $P(n)$ of polynomials on $n$. When the elements of $\mathfrak{U}(n)$ are regarded as left-invariant differential operators on $N$, we use the notation $\mathcal{D}(N)$.

Following [10, Sect. 2.2], we will use a modified symmetrisation $\lambda'_N : P(n) \rightarrow \mathcal{D}(N)$, which maps the polynomial $p \in P(n)$ to the differential operator

$$(2.10) \quad \lambda'(p)F = p(i^{-1}\nabla_{w'}, i^{-1}\nabla_{w'})|_{i^{-1}=w'=0}F((v, w) \cdot (v', w')) .$$

i.e., $\lambda'(p) = \lambda(p(i^{-1} \cdot))$, in terms of the standard symmetrisation $\lambda$. Hence only constants are changed with this modification but its advantage is that polynomials with real coefficients are
transformed by $\lambda'$ into formally self-adjoint differential operators.\footnote{The first two authors take this opportunity to correct an error in the formulation of Proposition 3.1 in [9]: it applies to operators $D = \lambda'(p)$ with $p$ real.} When it is necessary to specify the group $N$, we write $\lambda'_N$ instead of $\lambda'$.

In the next lemma, we summarise some properties of $\lambda'$ which are readily checked, like the compatibility with the usual and homogeneous degrees for polynomials and differential operators (Parts (1) and (2) resp.), with the action of a compact group (Part (3)). We also give some weak properties on symmetrisation of product of polynomials in Parts (1), (2) and (4).

**Lemma 2.9.** We consider the symmetrisation $\lambda'$ on a Lie group $N$ as above. It is a linear isomorphism from the space $\mathcal{P}(n)$ onto $\mathcal{D}(N)$ which satisfies the following property:

1. The degree of $p \in \mathcal{P}(n)$ is equal to the order of $\lambda'(p)$. Furthermore, if $p_1, p_2 \in \mathcal{P}(n)$ are polynomials of degree $d_1, d_2$ respectively, the differential operator $\lambda'(p_1p_2) - \lambda'(p_1)\lambda'(p_2)$ is of order $< d_1 + d_2$.

2. With respect to the group dilations defined in (2.1), the homogeneous degree of the polynomial $p \in \mathcal{P}(n)$ is equal to the homogeneous degree of the differential operator $\lambda'(p)$. Furthermore, if $p_1, p_2 \in \mathcal{P}(n)$ have homogeneous degree $d_1, d_2$ respectively, the differential operator $\lambda'(p_1)\lambda'(p_2)$ is homogeneous of order $d_1 + d_2$.

3. Let $K$ be a compact group which acts by automorphism on the group $N$. The map $\lambda' : \mathcal{P}(n) \to \mathcal{D}(N)$ is equivariant for the natural actions of $K$, that is,

$$\lambda'(p \circ k)(f) = \lambda'(p)(f \circ k^{-1}), \quad p \in \mathcal{P}(n), \ k \in K, \ f \in C^\infty(N).$$

Consequently, if the polynomial $p$ is $K$-invariant, then the operator $\lambda'(p)$ is $K$-invariant.

4. Let $\mathfrak{z}$ be the centre of the Lie algebra $\mathfrak{n}$. If $p_1 \in \mathcal{P}(\mathfrak{z})$ and $p_2 \in \mathcal{P}(n)$ then

$$\lambda'(p_1p_2) = \lambda'(p_1)\lambda'(p_2) \quad \text{and} \quad \lambda'(p_1) = p_1(i^{-1}\nabla_{\mathfrak{z}}).$$

The proof of Lemma 2.9 is left to the reader.

Convenient choices of $\mathcal{D}$ will be obtained by applying $\lambda'$ to certain families of polynomials on $\mathfrak{n}$, as explained in the next section.

### 2.6. Hilbert bases.

Let $(N, K)$ be a nilpotent Gelfand pair.

We say that a polynomial $p \in \mathcal{P}(n)$ has bi-degree $(r, s)$ if $p \in \mathcal{P}^r(\mathfrak{v}) \otimes \mathcal{P}^s(\mathfrak{w})$. Notice that the homogeneous degree of $p$ is then $\nu = \frac{r}{2} + s$.

By a bi-homogeneous Hilbert basis of $(\mathfrak{n}, K)$, we mean a $d$-tuple $\rho = (\rho_1, \ldots, \rho_d)$ of real, $K$-invariant polynomials on $\mathfrak{n}$ generating the $K$-invariant polynomial algebra $\mathcal{P}(n)^K$ over $\mathfrak{n}$ and with each $\rho_j$ has bi-degree $(r_j, s_j)$.

We set $D_j = \lambda'(\rho_j)$ and $\mathcal{D} = (D_1, \ldots, D_d)$. Then $\mathcal{D}$ generates $\mathcal{D}(N)^K$ and each $D_j$ is homogeneous of degree $\nu_j = r_j + 2s_j$ with respect to the group dilations. It is not difficult to see that if $\varphi \in \Sigma$, then also $\varphi^\delta(v, t) = \varphi(\delta \cdot (v, w))$ is a bounded spherical function for every $\delta > 0$. Consequently we have:

$$\xi(D_j, \varphi^\delta) = \delta^{\nu_j} \xi(D_j, \varphi).$$

Hence $\Sigma_\mathcal{D}$ is invariant under the anisotropic dilations on $\mathbb{R}^d$

$$\xi = (\xi_1, \ldots, \xi_d) \mapsto (\delta^{\nu_1}\xi_1, \ldots, \delta^{\nu_d}\xi_d) = D(\delta)\xi, \quad (\delta > 0).$$
We split \( \mathfrak{w} \) as

\[
\mathfrak{w} = \mathfrak{w}_0 \oplus \hat{\mathfrak{w}} ,
\]

where \( \hat{\mathfrak{w}} \) denotes the subspace of \( K \)-fixed elements of \( \mathfrak{w} \), and \( \mathfrak{w}_0 \) its (unique) \( K \)-invariant complement in \( \mathfrak{w} \).

We will privilege bi-homogeneous Hilbert bases \( \rho \) which split as \( \rho = (\rho_{\mathfrak{w}_0}, \rho_{\hat{\mathfrak{w}}}, \rho_v, \rho_{v, \mathfrak{w}_0}) \)

(i) \( \rho_{\mathfrak{w}_0} \) is a homogeneous Hilbert basis of \( \mathcal{P}(\mathfrak{w}_0)^K \);
(ii) \( \rho_{\hat{\mathfrak{w}}} \) is any system of coordinate functions on \( \hat{\mathfrak{w}} \);
(iii) \( \rho_v \) is a homogeneous Hilbert basis of \( \mathcal{P}(v)^K \);
(iv) \( \rho_{v, \mathfrak{w}_0} \) consists of bi-homogeneous polynomials in \( (\mathcal{P}^{\rho_j}(v) \otimes \mathcal{P}^{\rho_j}(\mathfrak{w}_0))^K \) with \( r_j, s_j > 0 \).

The existence of such Hilbert bases is obvious. We denote by \( D_{\hat{\mathfrak{w}}}, D_{\mathfrak{w}_0}, D_v, D_{v, \mathfrak{w}_0} \) the families of operators corresponding to the corresponding subfamilies of polynomials in \( \rho \) via the symmetrisation mapping \( \lambda' \).

Denoting by \( d_{\mathfrak{w}_0}, d_{\hat{\mathfrak{w}}}, d_v, d_{v, \mathfrak{w}_0} \) the number of elements in each subfamily, we split \( \mathbb{R}^d \) as

\[
\mathbb{R}^d = \mathbb{R}^{d_{\mathfrak{w}_0}} \times \mathbb{R}^{d_{\hat{\mathfrak{w}}}} \times \mathbb{R}^{d_v} \times \mathbb{R}^{d_{v, \mathfrak{w}_0}} ,
\]

and set

\[
\xi(\varphi) = (\xi_{\mathfrak{w}_0}(\varphi), \xi_{\hat{\mathfrak{w}}}(\varphi), \xi_v(\varphi), \xi_{v, \mathfrak{w}_0}(\varphi)) ,
\]

for the eigenvalues of a function \( \varphi \in \Sigma(N, K) \) for \( \mathcal{D} \).

Whenever a unified notation for all invariants on \( \mathfrak{w} \) is preferable, we will use the symbols \( \rho_{\mathfrak{w}}, \rho_v, d_{\mathfrak{w}}, d_v, \xi_{\mathfrak{w}}(\varphi) \), etc.

In Section 4.3 we will need a different splitting of the family \( \rho \), which takes into account the degrees of polynomials in the \( v \)-variables (in the ordinary sense). Then \( \rho_{(k)} \) will denote the (possibly empty) set of elements which have degree \( k \) in the \( v \)-variables. In particular, \( \rho_{(0)} = \rho_{\hat{\mathfrak{w}}} \). In this situation, the elements of \( \rho_{(k)} \) will be labelled as \( (\rho_{k,1}, \ldots, \rho_{k,d_{(k)}}) \). Accordingly, we split \( \mathcal{D} \) and the corresponding set of eigenvalues as \( \mathcal{D} = (\mathcal{D}_{(k)})_{k \geq 0} \) and \( \xi = (\xi_{(k)})_{k \geq 0} \in \mathbb{R}^d \).

3. Heredity of property (S)

In this section, we list certain procedures on the groups \( N \) and/or \( K \) which, if applied to pairs satisfying property (S), produce new ones also satisfying property (S). These operations are: normal extensions of \( K \), direct products of pairs, central reductions\(^5\) of \( N \). They are stated below in Propositions 3.1, 3.2, and 3.3 respectively.

**Proposition 3.1** (Normal extension of \( K \)). Let \( K^\# \) be a compact group of automorphisms of a nilpotent Lie group \( N \), and \( K \) a normal subgroup of \( K^\# \).

If \( (N, K) \) is a nilpotent Gelfand pair satisfying property (S), then \( (N, K^\#) \) is also a nilpotent Gelfand pair satisfying property (S).

The proof of Proposition 3.1 was given in [10] (thereby extending an argument of [2]).

---

\(^5\)The expression “central reduction” is kept, here and in the sequel, as in [25] for linguistic convenience, though it only refers to subspaces of the derived algebra \( \mathfrak{w} \). Nonetheless, Proposition 3.3 still holds if \( z \) is taken as a subspace of \( \mathfrak{z} \).
Proposition 3.2 (Direct product). If \((N_1, K_1), (N_2, K_2)\) are two nilpotent Gelfand pairs satisfying (S), then their direct product \((N_1 \times N_2, K_1 \times K_2)\) is also a nilpotent Gelfand pair satisfying (S).

Proposition 3.3 (Central reduction). Let \((N, K)\) be a nilpotent Gelfand pair. If \(s\) is a \(K\)-invariant subspace of \(\mathfrak{w}\), denote by \(N'\) the quotient group with Lie algebra \(\mathfrak{n}/s\).

If the pair \((N, K)\) satisfies property (S) then \((N', K)\) is also a nilpotent Gelfand pair satisfying property (S).

In Section 3.1 we give the proof of Proposition 3.2. In Section 3.2 we introduce some notions attached with quotients of a nilpotent Gelfand pair which will be useful in the proof of Proposition 3.3 (given in Section 3.3) as well as in other parts of the paper.

Proposition 3.3 has been announced in [11] without proof.

3.1. Proof of Proposition 3.2. We will need the following property of decompositions of Schwartz functions on the product of two Euclidean spaces. We use the following Schwartz norms on \(S(\mathbb{R}^n)\):

\[
\|f\|_{S(\mathbb{R}^n), M} = \|f\|_M = \sup_{|\alpha| \leq M, x \in \mathbb{R}^n} (1 + |x|)^M|\partial^\alpha f(x)|, \quad M \in \mathbb{N}.
\]

Lemma 3.4. Let \(n_1\) and \(n_2\) be two positive integers. Set \(n = n_1 + n_2\).

Let also \(\psi_\nu, \nu = 1, 2\), be smooth function on \(\mathbb{R}^{n_\nu}\), supported in \([-1, 1]^{n_\nu}\) and satisfying:

\[
0 \leq \psi_\nu \leq 1 \quad \text{and} \quad \psi_\nu = 1 \text{ on } [-\frac{3}{4}, \frac{3}{4}]^{n_\nu}.
\]

For \(\nu = 1, 2, l_\nu, m_\nu \in \mathbb{Z}^{n_\nu}\), set

\[
H^{(\nu)}_{l_\nu, m_\nu}(x_\nu) = e^{ix_\nu \cdot m_\nu} \psi_\nu(x_\nu + l_\nu).
\]

Then the following properties hold.

(a) Let \(\nu = 1\) or 2. Given \(M \in \mathbb{N}\) there is a constant \(C_M > 0\) such that,

\[
\forall l_\nu, m_\nu \in \mathbb{Z}^{n_\nu}, \quad \|H^{(\nu)}_{l_\nu, m_\nu}\|_{S(\mathbb{R}^{n_\nu}), M} \leq C_M (1 + |l_\nu| + |m_\nu|)^{2M}.
\]

(b) For any function \(F \in S(\mathbb{R}^n)\) there exist coefficients \(c_{l, m} \in \mathbb{C}, l = (l_1, l_2), m = (m_1, m_2) \in \mathbb{Z}^n = \mathbb{Z}^{n_1} \times \mathbb{Z}^{n_2}\), such that

\[
F = \sum_{l, m \in \mathbb{Z}^n} c_{l, m} H^{(1)}_{l_1, m_1} \otimes H^{(2)}_{l_2, m_2}.
\]

(c) For any \(M \in \mathbb{N}\), there is a constant \(C_M\), independent of \(F\), such that the coefficients \(c_{l, m}\) satisfy:

\[
\forall l, m \in \mathbb{Z}^n \quad |c_{l, m}| \leq C_M \|F\|_{S(\mathbb{R}^n), M} (1 + |l| + |m|)^{-M}.
\]

Proof of Lemma 3.4. The inequalities in (3.1) are trivially satisfied. For \(\nu = 1, 2\), we consider a partition of \(\mathbb{R}^{n_1}\) with the cubes \(l_\nu + [-\frac{1}{4}, \frac{3}{4}]^{n_\nu}, l_\nu \in \mathbb{Z}^{n_\nu}\), and the partition of unity obtained from a smooth function \(\phi_\nu\) on \(\mathbb{R}^{n_\nu}\) supported in \([-\frac{3}{4}, \frac{3}{4}]^{n_\nu}\) such that

\[
0 \leq \phi_\nu \leq 1 \quad , \quad \phi_\nu = 1 \text{ on } [-\frac{1}{4}, \frac{3}{4}]^{n_\nu} \quad \text{and} \quad \forall x_\nu \in \mathbb{R}^{n_\nu} \sum_{l_\nu \in \mathbb{Z}^{n_\nu}} \phi_\nu(x_\nu + l_\nu) = 1.
\]

In particular, \(\phi_\nu = \phi_\nu \psi_\nu\).
For each \( l = (l_1, l_2) \in \mathbb{Z}^{n_1} \times \mathbb{Z}^{n_2} \), the function \( x = (x_1, x_2) \mapsto F(x)\phi_1(x_1 + l_1)\phi_2(x_2 + l_2) \) is smooth and supported in \(-l + [-\frac{3}{4}, \frac{3}{4}]^n\). If \( \sum_{m \in \mathbb{Z}^n} c_{l,m} e^{ix \cdot m} \) is the Fourier series of its \( 2\pi \)-periodic extension in each variable, it is easy to see that the coefficients \( c_{l,m} \) satisfy \((3.3)\) for any \( M \in \mathbb{N} \). We can write

\[
F(x) = \sum_{(l_1, l_2) \in \mathbb{Z}^{n_1} \times \mathbb{Z}^{n_2}} F(x)\phi_1(x_1 + l_1)\phi_2(x_2 + l_2)
\]

\[
= \sum_{(l_1, l_2) \in \mathbb{Z}^{n_1} \times \mathbb{Z}^{n_2}} F(x)\phi_1(x_1 + l_1)\phi_2(x_2 + l_2)\psi_1(x_1 + l_1)\psi_2(x_2 + l_2)
\]

\[
= \sum_{l,m \in \mathbb{Z}^n} c_{l,m} e^{ix \cdot m} \psi_1(x_1 + l_1)\psi_2(x_2 + l_2)
\]

which gives \((3.2)\). □

**Corollary 3.5.** For \( \nu = 1, 2 \), let \( K_\nu \) be a compact subgroup of \( \text{GL}_{n \nu} (\mathbb{R}) \). For \( \nu = 1, 2 \), \( l_\nu, m_\nu \in \mathbb{Z}^{n \nu} \), there exist \( K_\nu \)-invariant smooth functions \( \tilde{H}_{l_\nu, m_\nu}^{(\nu)} \) on \( \mathbb{R}^{n \nu} \) such that the conclusions of Lemma 3.4 hold, with \( \tilde{H}_{l_\nu, m_\nu}^{(\nu)} \) in place of \( H_{l_\nu, m_\nu}^{(\nu)} \), for \( F \) in \( \mathcal{S}(\mathbb{R}^n) \) and \( K_1 \times K_2 \)-invariant.

**Proof.** Just take as \( \tilde{H}_{l_\nu, m_\nu}^{(\nu)} \) the \( K_\nu \)-average of \( H_{l_\nu, m_\nu}^{(\nu)} \). The conclusion is quite obvious. □

We can now give the proof of Proposition 3.2.

**Proof of Proposition 3.2.** We fix two families, \( \mathcal{D}^{(1)} = (D_1^{(1)},\ldots,D_{d_1}^{(1)}) \) and \( \mathcal{D}^{(2)} = (D_1^{(2)},\ldots,D_{d_2}^{(2)}) \), of generators of \( \mathbb{D}(N_1)^{K_1} \) and \( \mathbb{D}(N_2)^{K_2} \) respectively. We keep the same notation when the operators \( D_j^{(\nu)} \) are applied to functions on \( N = N_1 \times N_2 \) by differentiating in the \( N_\nu \)-variables.

Then \( \mathcal{D} = (D_1^{(1)},\ldots,D_{d_1}^{(1)},D_1^{(2)},\ldots,D_{d_2}^{(2)}) \) is a family of generators of \( \mathbb{D}(N)^{K} \), \( K = K_1 \times K_2 \),

\[
\Sigma_\mathcal{D} = \Sigma_{\mathcal{D}_1} \times \Sigma_{\mathcal{D}_2} \subset \mathbb{R}^{d_1} \times \mathbb{R}^{d_2}
\]

and, if \( \mathcal{G}_1, \mathcal{G}_2, \mathcal{G} \) are the corresponding Gelfand transforms, then

\[
\mathcal{G}(F_1 \otimes F_2) = (\mathcal{G}_1 F_1) \otimes (\mathcal{G}_2 F_2)
\]

Identifying \( N_1 \) and \( N_2 \) with their Lie algebras, we consider the \( K_1 \)-invariant functions \( \tilde{H}_{l_\nu, m_\nu}^{(\nu)} \), \( \nu = 1, 2 \) and \( l_\nu, m_\nu \in \mathbb{Z}^{n \nu} \), satisfying the properties of Corollary 3.5.

Given \( F \in \mathcal{S}(N)^{K} \), we decompose it as

\[
F = \sum_{l,m \in \mathbb{Z}^n} c_{l,m} \tilde{H}_{l_1, m_1}^{(1)} \otimes \tilde{H}_{l_2, m_2}^{(2)}
\]

with coefficients \( c_{l,m} \) satisfying \((3.3)\). Then

\[
\mathcal{G} F = \sum_{l,m \in \mathbb{Z}^n} c_{l,m} \mathcal{G}_1 \tilde{H}_{l_1, m_1}^{(1)} \otimes \mathcal{G}_2 \tilde{H}_{l_2, m_2}^{(2)}.
\]

Since we are assuming that each \( (N_\nu, K_\nu) \) satisfies property (S), given any \( M \in \mathbb{N} \), there are functions \( h_{l_\nu, m_\nu}^{(\nu,M)} \in \mathcal{S}(\mathbb{R}^{n \nu}) \), for \( \nu = 1, 2 \) and \( l_\nu, m_\nu \in \mathbb{Z}^{n \nu} \), and an integer \( A_M \) such that

(i) \( h_{l_\nu, m_\nu}^{(\nu,M)} \) coincides with \( \mathcal{G}_\nu \tilde{H}_{l_\nu, m_\nu}^{(\nu)} \) on \( \Sigma_\mathcal{D}_\nu \),

(ii) \( \| h_{l_\nu, m_\nu}^{(\nu,M)} \|_{\mathcal{S}(\mathbb{R}^{n \nu}), M} \leq C_M \| \tilde{H}_{l_\nu, m_\nu}^{(\nu)} \|_{\mathcal{S}(N_\nu), A_M} \leq C_M (1 + \| l_\nu \| + \| m_\nu \|)^{2A_M}. \)
If we set

\[ h_{l,m}^{(M)} = h_{l_1,m_1}^{(1,M)} \otimes h_{l_2,m_2}^{(2,M)} \in \mathcal{S}(\mathbb{R}^d), \]

where \( d = d_1 + d_2 \), we have, for any \( l, m \in \mathbb{Z}^n \),

\[ \| h_{l,m}^{(M)} \|_{\mathcal{S}(\mathbb{R}^d),M} \leq C_M (1 + |l| + |m|)^{2AM}. \]

Combining the rapid decay of the coefficients with the polynomial growth \((3.4)\) of the \( M \)-th Schwartz norm of the \( h_{l,m}^{(M)} \), we obtain that

\[ \sum_{l,m \in \mathbb{Z}^n} |c_{l,m}| \| h_{l,m}^{(M)} \|_{\mathcal{S}(\mathbb{R}^d),M} \leq C_M \| f \|_{\mathcal{S}(\mathbb{N}),B_M}, \]

with \( B_M = 2A_M + n + 1 \).

Given \( M_0 \in \mathbb{N} \), we want to construct a Schwartz extension \( f^{(M_0)} \) of \( GF \) whose \( M_0 \)-th Schwartz norm is controlled by a constant, independent of \( F \), times \( \| f \|_{\mathcal{S}(\mathbb{N}),B_{M_0}} \).

By \((3.5)\), for every \( M > M_0 \), there exists \( a_M = a_{M,M_0,F} \in \mathbb{N} \) such that

\[ \sum_{l,m \in \mathbb{Z}^n} |c_{l,m}| \| h_{l,m}^{(M)} \|_{\mathcal{S}(\mathbb{R}^d),M} \leq 2^{-M} \| f \|_{\mathcal{S}(\mathbb{N}),B_{M_0}}. \]

The \( a_M \) can be inductively chosen to be non-decreasing. Then we define \( f^{(M_0)} \) as

\[ f^{(M_0)} = \sum_{l,m \in \mathbb{Z}^n} c_{l,m} h_{l,m}^{(M_0)} + \sum_{M=M_0+1}^{\infty} \sum_{|l| + |m| \leq a_M} c_{l,m} h_{l,m}^{(M)}. \]

Clearly, the series converges on \( \Sigma_D \) to \( GF \). To show that it defines a Schwartz function on all of \( \mathbb{R}^d \), notice that, for every \( M_1 \in \mathbb{N} \) with \( M_1 > M_0 \) and every \( M \geq M_1 \), we have by \((3.6)\) that

\[ \sum_{l,m \in \mathbb{Z}^n} |c_{l,m}| \| h_{l,m}^{(M)} \|_{\mathcal{S}(\mathbb{R}^d),M_1} \leq \sum_{a_M \leq |l| + |m|} c_{l,m} \| h_{l,m}^{(M)} \|_{\mathcal{S}(\mathbb{R}^d),M} \leq 2^{-M} \| f \|_{\mathcal{S}(\mathbb{N}),B_{M_0}}. \]

This implies that \( \| f \|_{\mathcal{S}(\mathbb{R}^d),M_1} \) is finite. Moreover, combining \((3.5)\) and \((3.6)\) together, we have that

\[ \| f^{(M)} \|_{\mathcal{S}(\mathbb{R}^d),M_0} \leq (C_{M_0} + 2^{-M_0}) \| f \|_{\mathcal{S}(\mathbb{N}),B_{M_0}}, \]

as required.

3.2. Quotienting by a subspace of \( \mathfrak{w} \). In this section, we consider quotients in the derived algebra and define various objects attached with them which will be essential in the study of quotient pairs later on.

3.2.1. Push-forward of functions and differential operators. We consider a general connected and simply connected nilpotent Lie group \( N \) of step two, and a decomposition \( \mathfrak{n} = \mathfrak{v} \oplus \mathfrak{w} \) of its Lie algebra with \( \mathfrak{w} = [\mathfrak{n}, \mathfrak{n}] \). We consider a non-trivial subspace \( \mathfrak{s} \) of \( \mathfrak{w} \).

We denote by \( \mathfrak{n}' \) the quotient algebra \( \mathfrak{n}/\mathfrak{s} \) and by \( N' \) the corresponding quotient group. If \( \mathfrak{w}' \) is a complement of \( \mathfrak{s} \) in \( \mathfrak{w} \), i.e. \( \mathfrak{w} = \mathfrak{w}' \oplus \mathfrak{s} \), then \( \mathfrak{n}' \) can be regarded as \( \mathfrak{v} \oplus \mathfrak{w}' \) with Lie bracket

\[ [v, w]_{\mathfrak{n}'} = \text{proj}[v, w], \]

where proj denotes the projection of \( \mathfrak{w} \) onto \( \mathfrak{w}' \) along \( \mathfrak{s} \). Note that \([\mathfrak{n}', \mathfrak{n}']_{\mathfrak{n}'} = \mathfrak{w}'\).
For any function \( F \in \mathcal{S}(N) \), we define the function \( \mathcal{R}^s F \in \mathcal{S}(N') \) via

\[
\mathcal{R}^s F(v, w') = \int_s F(v, w + s) \, ds.
\]

(3.7)

For any \( F \in \mathcal{S}(N) \) and \( G \in L^\infty(N') \), we have the identity

\[
\int_{N'} \mathcal{R}^s F(v, w')G(v, w') \, dv \, dw' = \int_N F(v, w) (G \circ \text{proj})(v, w) \, dv \, dw ,
\]

i.e., \( \mathcal{R}^s \) is the formal adjoint of the lifting operator from functions on \( N' \) to functions on \( N \). Accordingly, given \( D \in \mathbb{D}(N) \), we define \( \mathcal{R}^s D \in \mathbb{D}(N') \) as the operator such that

\[
((\mathcal{R}^s D)G) \circ \text{proj} = D(G \circ \text{proj}) , \quad G \in C^\infty(N').
\]

(3.8)

Using the formula for the symmetrisation given in (2.10), we can check easily that

\[
D = \lambda_N'(p) \in \mathbb{D}(N) \implies \mathcal{R}^s D = \lambda_N'(p|_{n'}) \in \mathbb{D}(N').
\]

(3.9)

Moreover, for \( F, G \in C^\infty(N) \), \( D, D_1, D_2 \in \mathbb{D}(N) \),

\[
\mathcal{R}^s(F *_N G) = (\mathcal{R}^s F) *_{N'} (\mathcal{R}^s G),
\]

\[
\mathcal{R}^s(DF) = (\mathcal{R}^s D)(\mathcal{R}^s F),
\]

\[
\mathcal{R}^s(D_1D_2) = (\mathcal{R}^s D_1)(\mathcal{R}^s D_2).
\]

(3.10)

3.2.2. Action of a compact group. Keeping the notation above, we also assume that we are given a compact group \( K \) acting by automorphisms on \( N \). Hence we can endow \( n \) with a \( K \)-invariant inner product and we choose \( v = n^\pm \) in \( n \) and \( n' = s^\pm \) in \( n' \). Then \( \text{proj} \) is the orthogonal projection of \( n' \) onto \( n' \). We denote by \( K' \) the stabiliser of \( s \) in \( K \) and fix Lebesgue measures \( dv, dw', ds \) on \( v, n', s \), respectively.

One checks readily that if a Schwartz \( F \) is \( K \)-invariant, then \( \mathcal{R}^s F \) is also Schwartz and \( K' \)-invariant, i.e.,

\[
F \in \mathcal{S}(N)^K \implies \mathcal{R}^s F \in \mathcal{S}(N')^{K'}.
\]

For differential operators, if \( D \in \mathbb{D}(N)^K \) then \( \mathcal{R}^s D \in \mathbb{D}(N')^{K'} \).

3.2.3. Case of a nilpotent Gelfand pair. We continue with the notation above. Notice that if \( (N, K) \) is a nilpotent Gelfand pair and if \( K' \) is a subgroup of \( K \) which stabilises \( s \), then \( (N', K') \) is not necessarily a nilpotent Gelfand pair. For future reference (Section 4), we state the following sufficient condition.

**Lemma 3.6.** Assume that \( (N, K) \) is a nilpotent Gelfand pair and, for generic \( \zeta' \in n' \), the stabiliser \( K_{\zeta'} \) of \( \zeta' \) in \( K \) is contained in \( K' \). Then \( (N', K') \) is a nilpotent Gelfand pair.

**Proof.** For \( \zeta' \in n' \), the representations \( \pi_{\zeta', \omega} \) of \( N \) defined in Lemma 2.3 factor to \( N' \) giving all its irreducible unitary representations. According to Proposition 2.4, \( (N', K') \) is a nilpotent Gelfand pair if and only if, for generic \( \zeta', \omega \), the representation space decomposes without multiplicities under the action of \( K_{\zeta'} \). Under the present hypotheses, this condition is satisfied because \( K_{\zeta'} = K_{\zeta'} \). \( \square \)

In the case that both \( (N, K) \) and \( (N', K') \) are nilpotent Gelfand pairs, we can define a map (denoted \( \Lambda^s \) below) between the Gelfand spectra.
Proposition 3.7. Let \((N, K)\) be a nilpotent Gelfand pair. We consider a non-trivial subspace \(s\) of the derived algebra \(\mathfrak{w}\) of \(\mathfrak{n}\) and a subgroup \(K'\) of \(K\) which stabilises \(s\). Suppose that \((N', K')\) is a nilpotent Gelfand pair, where \(\mathfrak{n}' = \mathfrak{n}/s\).

If \(\varphi'\) is a bounded spherical function on \(N'\), then the function \(\Lambda^s \varphi'\) defined via
\[
\Lambda^s \varphi'(v, w) = \int_K (\varphi' \circ \text{proj})(kv, kw) \, dk , \quad (v, w) \in N,
\]
is a bounded spherical function on \(N\). This defines a map \(\Lambda^s : \Sigma(N', K') \to \Sigma(N, K)\) which is continuous.

Denoting by \(\mathcal{G}\) and \(\mathcal{G}'\) the spherical transform of \((N, K)\) and \((N', K')\), we have
\[
\forall F \in \mathcal{S}(N)^K, \quad \forall \varphi' \in \Sigma(N', K') \quad \mathcal{G}'(\mathcal{R}^s F)(\varphi') = \mathcal{G}(F)(\Lambda^s \varphi').
\]

Proof. We keep the notation of the statement. One checks easily that \(\Lambda^s \varphi'\) is a bounded smooth \(K\)-invariant function on \(N\) which is equal to 1 at 0. It remains to see that it is an eigenfunction for every \(D \in \mathbb{D}(N)^K\) and, for this, we compute easily using (3.8):
\[
D(\Lambda^s \varphi')(v, w) = \int_K D(\varphi' \circ \text{proj})(kv, kw) \, dk
= \int_K ((\mathcal{R}^s D)\varphi') \circ \text{proj}(kv, kw) \, dk
= \xi \Lambda^s \varphi'(v, w),
\]
where \(\xi = \xi(\mathcal{R}^s D, \varphi')\). This proves that \(\Lambda^s \varphi'\) is a bounded spherical function for \((N, K)\). Hence the map \(\Lambda^s\) is well defined. One checks easily the continuity of \(\Lambda^s\) for the compact-open topology.

For any \(F \in \mathcal{S}(N)^K\) and \(\varphi' \in \Sigma(N', K')\), we have
\[
\mathcal{G}(F)(\Lambda^s \varphi') = \int_{\mathfrak{d} \times \mathfrak{w}} F(v, w)(\varphi' \circ \text{proj})(v, w) \, dv dw
= \int_{\mathfrak{d} \times \mathfrak{w}'} \mathcal{R}^s F(v, w')\varphi'(v, w') \, dv dw'
= \mathcal{G}'(\mathcal{R}^s F)(\varphi').
\]
This shows the last property of the statement. \(\square\)

Keeping the notation of Proposition 3.7, we see that we have also obtained the following relation between tuples of eigenvalues associated with \(\varphi'\) and \(\Lambda^s \varphi'\):
\[
(3.11) \quad \forall D \in \mathbb{D}(N)^K \quad \xi(D, \Lambda^s \varphi') = \xi(\mathcal{R}^s D, \varphi').
\]
In particular, this implies that the map \(\Lambda^s\) is smooth in the following sense:

Proposition 3.8. In the setting of Proposition 3.7, let \(\mathcal{D}\), resp. \(\mathcal{D}'\), be a \(d\)-tuple, resp. a \(d'\)-tuple, of operators generating the algebra \(\mathbb{D}(N)^K\), resp. \(\mathbb{D}(N')^{K'}\). Then \(\Lambda^s\), regarded as a map from \(\Sigma_{\mathcal{D}'}\) to \(\Sigma_{\mathcal{D}}\), is the restriction of a polynomial map from \(\mathbb{R}^{d'}\) to \(\mathbb{R}^d\).

Proof. Let \(\mathcal{D} = (D_1, \ldots, D_d)\) and \(\mathcal{D}' = (D'_1, \ldots, D'_{d'})\). For each \(j = 1, \ldots, d\), \(\mathcal{R}^s D_j \in \mathbb{D}(N')^{K'}\). Hence there exists a polynomial \(p_j\) in \(d'\) variables such that \(\mathcal{R}^s D_j = p_j(\mathcal{D}')\). By (3.11), given a \(K'\)-spherical function \(\varphi'\) on \(N'\) with \(d'\)-tuple of eigenvalues \(\xi'\), we have
\[
\xi(D_j, \Lambda^s \varphi') = p_j(\xi'). \quad \square\]
Parametrising the bounded spherical function as in (2.4) and keeping the notation of Lemma 2.3, we can describe the image of $\Lambda s$ in the following way.

**Proposition 3.9.** In the setting of Proposition 3.7, let $\varphi' = \varphi'_{\zeta,\omega,\nu}$ be a bounded spherical function on $N'$ as in (2.4), where $\zeta \in \mathfrak{w}'$, $\omega \in \mathfrak{r}_\zeta$ and $V'(\nu)$ an irreducible $K'_{\zeta,\omega}$-invariant subspace of the representation space $\mathcal{H}_\zeta$. If $V(\mu)$ is the irreducible $K_{\zeta,\omega}$-invariant subspace containing $V'(\nu)$, we have:

$$\Lambda s \varphi'_{\zeta,\omega,\nu} = \varphi_{\zeta,\omega,\mu}.$$  

In particular, the image of $\Lambda s$ consists of those $\varphi \in \Sigma$ which can be expressed as $\varphi_{\zeta,\omega,\mu}$ for some $\zeta \in \mathfrak{w}'$.

**Proof.** Let $\pi'_{\zeta,\omega}$ be the representation of $N'$ associated with $(\zeta, \omega)$ as in Lemma 2.3. As $\zeta \in \mathfrak{w}' = \mathfrak{s}^\perp$, one checks easily that $\omega \in \mathfrak{v}$ is in the $\zeta$-radical for $\mathfrak{n}$ and $\mathfrak{n}'$. Hence we can also consider the unitary irreducible representation $\pi_{\zeta,\omega}$ of $N$. Lemma 2.3 implies easily that $\pi'_{\zeta,\omega} = (\pi_{\zeta,\omega})|_{N'}$ and furthermore that $\pi_{\zeta,\omega} = \pi'_{\zeta,\omega} \circ \text{proj}$.

By (2.4), the spherical function $\varphi'_{\zeta,\omega,\nu} \in \Sigma(N', K')$ is given via

$$\varphi'_{\zeta,\omega,\nu}(v, w) = \frac{1}{\dim V'(\nu)} \int_{K'} \text{tr} \left( \pi_{\zeta,\omega}(hv, hw)|_{V'(\nu)} \right) dh, \quad (v, w) \in N'.$$

Hence, for any $(v, w) \in N$, we have

$$\Lambda s \varphi'_{\zeta,\omega,\nu}(v, w) = \frac{1}{\dim V'(\nu)} \int_K \text{tr} \left( \pi_{\zeta,\omega}(kv, kw)|_{V'(\nu)} \right) dk.$$

As $K'_{\zeta,\omega} \subset K_{\zeta,\omega}$, the decomposition $\mathcal{H}_\zeta = \sum_{\nu \in X_{\zeta,\omega}} V'(\nu)$ is a refinement of $\mathcal{H}_\zeta = \sum_{\mu \in \mathfrak{h}_{\zeta,\omega}} V(\mu)$. Since both decompositions are multiplicity-free, each $V(\mu)$ is a finite sum of $V'(\nu)$. We observe that, by Schur’s lemma, for every $\mu \in X_{\zeta,\omega}$ and every unit vector $e \in V(\mu)$, we have

$$\int_K \langle \pi_{\zeta,\omega}(kv, kw)e, e \rangle dk = \frac{1}{\dim V(\mu)} \int_K \text{tr} \left( \pi_{\zeta,\omega}(kv, kw)|_{V(\mu)} \right) dk, \quad (v, w) \in N.$$

Consequently, when $V'(\nu) \subset V(\mu)$, we have:

$$\frac{1}{\dim V'(\nu)} \int_K \text{tr} \left( \pi_{\zeta,\omega}(kv, kw)|_{V'(\nu)} \right) dk = \frac{1}{\dim V(\mu)} \int_K \text{tr} \left( \pi_{\zeta,\omega}(kv, kw)|_{V(\mu)} \right) dk,$$

and thus $\Lambda s \varphi'_{\zeta,\omega,\nu} = \varphi_{\zeta,\omega,\mu}$. \hfill $\square$

Propositions 3.7, 3.9 will be an essential tool in Section 4.2 to understand the local identifications between the spectrum of a given nilpotent Gelfand pair $(N, K)$ and those of its quotient pairs. At the moment, we use these results to conclude the present section with the proof of Proposition 3.3.

### 3.3. Proof of Proposition 3.3

We keep the same notation of Section 3.2 for $N, \mathfrak{n} = \mathfrak{v} \oplus \mathfrak{w}, \mathfrak{s} \subset \mathfrak{w}, N', \mathcal{R}^s, K$. We suppose furthermore that $(N, K)$ is a nilpotent Gelfand pair and that the subspace $\mathfrak{s}$ is invariant under $K$. The group $K'$ stabilising $\mathfrak{s}$ is then $K$ itself. It is proved in [26] (and follows from Lemma 3.6 above) that $(N', K)$ is a nilpotent Gelfand pair.
In particular, \( \Lambda^s \) is isomorphism of Fréchet spaces. Consequently, for any \( (v \oplus w, \sigma) \) map \( \Lambda^s \) is spherical and bounded on \( N \), then \( \varphi' \circ \text{proj} \) is also spherical and bounded on \( N' \). Moreover, the map \( \Lambda^s \) in Proposition 3.7 reduces to composition with \( \text{proj} \), that is,

\[
\Lambda^s \varphi' = \varphi' \circ \text{proj}.
\]

In particular, \( \Lambda^s \) is injective and admits a simple realisation once we choose suitable generators for \( \mathbb{D}(N)^K \) and \( \mathbb{D}(N')^K \) in the following way. We fix a Hilbert basis \( (\rho_1, \ldots, \rho_d) \) of \( K \)-invariants on \( v \oplus w \), and complete it into a Hilbert basis \( (\rho_1, \ldots, \rho_{d'}, \rho_{d'+1}, \ldots, \rho_d) \) of \( K \)-invariants on \( n \), where each of the added polynomials \( \rho_{d'+1}(v, w + s), \ldots, \rho_d(v, w + s) \) vanishes for \( s = 0 \). Applying the symmetrisation (3.10) on \( N \) and \( N' \) respectively, we obtain the generating systems of differential operators

\[
\mathcal{D} = (D_1, \ldots, D_d), \quad \mathcal{D}' = (D'_1, \ldots, D'_{d'}),
\]

on \( N \) and \( N' \) respectively. The equality in (3.9) implies that

\[
\mathcal{R}^s D_j = \begin{cases} D'_{j} & \text{if } j = 1, \ldots, d', \\ 0 & \text{if } j = d'+1, \ldots, d. \end{cases}
\]

The link between the eigenvalues associated with \( \varphi' \) and \( \Lambda^s \varphi' \) in (3.11) then yields \( \xi(\Lambda^s \varphi') = (\xi(\varphi'), 0) \). This shows that, if the Gelfand spectra are realised with \( \mathcal{D} \) and \( \mathcal{D}' \), the map \( \Lambda^s \) becomes the injection \( \xi' \mapsto (\xi', 0) \) from \( \Sigma_{\mathcal{D}'} \subset \mathbb{R}^{d'} \) into \( \Sigma_{\mathcal{D}} \subset \mathbb{R}^d \). This allows us to consider \( \Sigma_{\mathcal{D}'} \times \{0\} \) as a subset of \( \Sigma_{\mathcal{D}} \).

Let \( \mathcal{G} \) and \( \mathcal{G}' \) be the spherical transforms of \( (N, K) \) and \( (N', K') \) respectively. We fix a smooth and compactly supported function \( \psi \) on \( s \) with integral 1. Hence for any \( F \in \mathcal{S}(N)^K \), \( (F \otimes \psi)(v, w + s) = F(v, w) \psi(s) \) defines a Schwartz function \( F \otimes \psi \in \mathcal{S}(N)^K \) with \( \mathcal{R}^s (F \otimes \psi) = F \), and, by Proposition 3.7, we have \( \mathcal{G}' F(\varphi') = \mathcal{G}(F \otimes \psi)(\Lambda^s \varphi') \) for any \( \varphi' \in \Sigma(N', K) \). Realising the Gelfand spectra as \( \Sigma_{\mathcal{D}} \) and \( \Sigma_{\mathcal{D}'} \), we have obtained

\[
(3.12) \quad \mathcal{G}' F(\xi') = \mathcal{G}(F \otimes \psi)(\xi', 0) \quad \text{for any } \xi' \in \Sigma_{\mathcal{D}'}.
\]

One checks readily that the map \( F \mapsto F \otimes \psi \) is continuous and linear from \( \mathcal{S}(N)^K \) to \( \mathcal{S}(N)^K \).

We now assume that \( (N, K) \) satisfies property (S). This means that \( \mathcal{G} : \mathcal{S}(N)^K \to \mathcal{S}(\Sigma_{\mathcal{D}}) \) is an isomorphism of Fréchet spaces. Consequently, for any \( F \in \mathcal{S}(N)^K \), \( \mathcal{G}(F \otimes \psi) \) extends to a Schwartz function \( f \in \mathcal{S}(\mathbb{R}^d) \). The equality in (3.12) implies that \( \mathcal{G}' F \) extends to the function \( \xi' \mapsto f(\xi', 0) \) which is in \( \mathcal{S}(\mathbb{R}^{d'}) \). Together with (2.9), this shows that \( (N', K) \) satisfies property (S), and this is the desired conclusion.

4. Quotient pairs, slices and radialisation

In this section, we define the notion of quotient pairs which appears in the formulation of hypothesis (i) stated in the introduction. In order to prove that they are nilpotent Gelfand pairs, we must appeal to the slice theorem for actions of compact Lie groups on vector spaces. This is done in Sections 4.1 and 4.2 where the related notion of radialisation of a function on a slice is also presented. In Section 4.3 we fix convenient Hilbert bases which will be used in Section 4.4 to establish relations between the Gelfand spectrum of \( (N, K) \) and that of a quotient pair.
We fix a nilpotent Gelfand pair \((N, K)\). Given a point \(t \in \mathfrak{w}\), we define the two following subspaces of \(\mathfrak{w}\):
\[
\mathfrak{t}_t := \mathfrak{k} \cdot t \quad \text{and} \quad \mathfrak{w}_t := (\mathfrak{k} \cdot t)^\perp.
\]
Here \(\mathfrak{k}\) is the Lie algebra of \(K\) thus \(\mathfrak{t}_t\) is the tangent space in \(t\) to the \(K\)-orbit \(K \cdot t\) in \(\mathfrak{w}\). As the action of \(\mathfrak{k}\) is skew adjoint, we have \(t \in \mathfrak{w}_t\). With respect to the decomposition \(\mathfrak{w} = \mathfrak{w}_0 \oplus \mathfrak{w}_t\) in \([2.12]\), we also have \(\mathfrak{w}_t \subset \mathfrak{w}_t\).

In order to avoid the trivial situation \(\mathfrak{t}_t = \{0\}\), we also assume \(t \not\in \mathfrak{w}_t\). So, for \(t \in \mathfrak{w} \setminus \mathfrak{w}_t\), we consider the quotient algebra
\[
\mathfrak{n}_t := \mathfrak{n}/\mathfrak{t}_t,
\]
denoting the canonical projection by \(\text{proj}_t\). Notice however that the decomposition
\[
\mathfrak{w} = \mathfrak{t}_t \oplus \mathfrak{w}_t
\]
only depends on the \(\mathfrak{w}_0\)-component of \(t\).

As in Section 3.2 we regard \(\mathfrak{n}_t\) as \(\mathfrak{v} \oplus \mathfrak{w}_t\), with Lie bracket \([v, v']_{\mathfrak{n}_t} = \text{proj}_t[v, v']\). By \(N_t\) we denote the quotient group \(N/\exp \mathfrak{t}_t\).

We observe that the subspaces \(\mathfrak{t}_t\) and \(\mathfrak{w}_t\) of \(\mathfrak{w}\) are invariant under the action of the stabiliser \(K_t\) of \(t\) in \(K\). Hence, passing to the quotient, we obtain an action of \(K_t\) on \(N_t\). We call \((N_t, K_t)\) a quotient pair of \((N, K)\).

### 4.1. Generalities on slices and radialisation.

We start this section by recalling some known facts about the action of a compact group on a vector space and the notion of slices.

A construction of a slice for a compact group action goes back to Gleason [15]. We will need the “linear” version of the slice theorem.

**Theorem 4.1.** Let \(W\) be a Euclidean vector space and let \(K\) be a compact real Lie group \(K\) acting orthogonally on \(W\). For any \(x \in W\), we denote by \(K_x\) the stabiliser of \(x\) in \(K\) and by \((\mathfrak{k} \cdot x)^\perp\) the normal space to the orbit \(K \cdot x\) at \(x\). There is an open and \(K_x\)-invariant (Euclidean) neighbourhood \(S_x\) of \(0\) in \((\mathfrak{k} \cdot x)^\perp\) such that the \(K\)-equivariant map
\[
\sigma : K \times_{K_x} S_x \rightarrow W,
\]
given by \(\sigma(k, y) = k(x + y)\), is a diffeomorphism of \(K \times_{K_x} S_x\) onto the open neighbourhood \(K(x + S_x)\) of \(Kx\).

We call \(S_x\) a slice at \(x\). The notation \(K \times_{K_x} S_x\) stands for the quotient of \(K \times S_x\) modulo the action of \(K_x\), i.e., \((kk', x)\) is equivalent to \((k, k'x)\) for \(k' \in K_x\).

The proof of Theorem 4.1 can be found, for instance, in [4] Ch. 2, Section 5, in particular, see Corollary 5.2 therein. The theorem has the following almost immediate consequence (for part (i), see e.g. [4] Ch. 2, Sections 4, 5]).

**Corollary 4.2.** We keep the notation of Theorem 4.1.

(i) For every \(y \in x + S_x\) we have the inclusion \(K_y \subset K_x\), more explicitly \(K_y = (K_x)_y\).
(ii) Two points in \(x + S_x\) are conjugate under \(K\) if and only if they are conjugate under \(K_x\).
(iii) Suppose that \(f\) is a \(K_x\)-invariant smooth function on \(x + S_x\). Then \(f\) extends in a unique way to a smooth \(K\)-invariant function \(f^{\text{rad}}\) on \(K(x + S_x)\).

We call \(f^{\text{rad}}\) the radialisation of \(f\).
Remark 4.3. This notion of radialisation extends the one used in [9] to general pairs, including the rank-one pairs considered in [10]. We notice that the arguments in the rest of this paper will not rely on the results of [10], which in fact are being given a different proof.

We also have the following consequence in terms of Hilbert bases. Let \( \rho = (\rho_1, \ldots, \rho_{d_v}) \) be a homogeneous real Hilbert basis for the orthogonal action of a compact real Lie group \( K \) on a Euclidean vector space \( W \). We fix a point \( x \in W \) and we consider a bi-homogeneous real Hilbert basis \( \tau = (\tau_1, \ldots, \tau_{d_{\tau}}) \) for the action of the stabiliser \( K_x \) of \( x \) in \( K \) on the normal space \( (\mathfrak{t} \cdot x)^\perp \) to the orbit \( Kx \) at \( x \). By the properties of Hilbert bases, there exists a polynomial map \( P : \mathbb{R}^{d_{\tau}} \to \mathbb{R}^{d_v} \) such that \( \rho_{(\mathfrak{t} \cdot x)^\perp} = P \circ \tau \) on \( (\mathfrak{t} \cdot x)^\perp \).

The next statement says that \( P \) admits a smooth right-inverse on a slice at \( x \). In order to formulate it precisely, we need to introduce the space

\[
O(W) = \left\{ f : W \to \mathbb{C} : \forall \alpha \exists p_\alpha \in \mathcal{P}(W) \text{ s.t. } |\partial^\alpha f| \leq p_\alpha \right\}.
\]

A scalar (or vector-valued) function is called a slowly increasing smooth function if it (or each of its components) is in \( O(W) \).

**Corollary 4.4.** Let \( S_x \) be an open \( K_x \)-invariant neighbourhood of \( 0 \) in \( (\mathfrak{t} \cdot x)^\perp \) as in Theorem 4.1. Then \( x + S_x \subset (\mathfrak{t} \cdot x)^\perp \). Let \( U \) be a Euclidean neighbourhood of \( x \) such that \( U \) is \( K_x \)-invariant, relatively compact and strictly included in \( x + S_x \). There exists a slowly increasing smooth map \( \Psi : \mathbb{R}^{d_v} \to \mathbb{R}^{d_{\tau}} \) such that \( \tau = \Psi \circ \rho \) on \( U \), i.e.,

\[
\forall w \in U, \quad \tau(w) = \Psi(\rho(w)).
\]

Hence \( P \circ \Psi = \text{id} \) on \( \rho(U) \).

**Proof.** As the action of \( K \) is orthogonal, one checks easily that \( x \perp \mathfrak{t} \cdot x \) thus \( x + S_x \subset (\mathfrak{t} \cdot x)^\perp \).

Let \( \chi \in C^\infty_c(x + S_x) \) be \( K_x \)-invariant and equal to 1 on \( U \). For \( j = 1, \ldots, d_{\tau} \), thanks to Corollary 4.2, we may define \( u_j \in C^\infty_c(W) \) via

\[
u_j(w) = \begin{cases} (\chi \tau_j)^\text{rad}(w), & \text{if } w \in K(x + S_x) \\ 0, & \text{if } w \notin K(x + S_x). \end{cases}
\]

By G. Schwarz’s theorem [22], there exists a smooth function \( \Psi_j \in C^\infty(\mathbb{R}^{d_v}) \) such that \( u_j = \Psi_j \circ \rho \) on \( W \). Writing \( u = (u_1, \ldots, u_{d_v}) \) and \( \Psi = (\Psi_1, \ldots, \Psi_{d_v}) \), we see that on \( U \), \( \tau = u = \Psi \circ \rho \).

Using the homogeneity properties of the two bases, it is possible to construct \( \Psi \) homogeneous under dyadic scaling, hence with polynomial growth in all derivatives, cf. [2]. \( \square \)

**4.2. The Gelfand spectrum of a quotient pair.** We first observe that the quotient pairs defined at the beginning of Section 4 are Gelfand.

**Corollary 4.5.** Assume that \((N, K)\) is a nilpotent Gelfand pair. Then, for every \( t \in \mathfrak{w} \setminus \mathfrak{w}^\prime \), also \((N_t, K_t)\) is a nilpotent Gelfand pair.

**Proof.** By Corollary 4.2 Part (i), we can apply Lemma 3.6 with \( \mathfrak{w}' = \mathfrak{w}_t \). \( \square \)

We will denote by \( \Sigma \), resp. \( \Sigma' \), the Gelfand spectrum of \((N, K)\), resp. of its quotient pair \((N_t, K_t)\). We also write \( \mathcal{R}'_t \) instead of \( \mathcal{R}_t \) and

\[\Lambda_t : \Sigma' \to \Sigma\]
instead of $\Lambda^t_k$ for the continuous mapping defined in Proposition 3.7.

We denote by $G_t$ the spherical transform of the pair $(N_t, K_t)$. By Proposition 3.7, we have, for any $F \in S(N)^K$,

$$G_t(\mathcal{R}^t F) = (\mathcal{G} F) \circ \Lambda^t.$$  \hfill (4.2)

Also recall that, by Proposition 3.8, $\Lambda^t$ is the restriction of a polynomial map when regarded as a map from $\Sigma_{D^t}$ to $\Sigma_{D}$, for given generating systems $D$ and $D^t$ in $\mathbb{D}(N)^K$ and $\mathbb{D}(N_t)^K$, respectively.

### 4.3. Choice of Hilbert bases on $n$ and $n_t$

We continue with the setting of Section 4.2. We choose Hilbert bases $\rho$ and $\rho^t$ of $(N, K)$ and $(N_t, K_t)$ satisfying (i)-(iv) of Section 2.6. Denote by $\rho_{(k)}$, resp. $\rho^t_{(k)}$ the invariants in $\rho$, resp. $\rho^t$, which have degree $k$ in the $v$-variables (in the ordinary sense). Then $\rho_{(0)} = \rho_w$ and $\rho^t_{(0)} = \rho^t_{w_t}$. We label the elements in $\rho_{(k)}$ as $(\rho_{k,1}, \ldots, \rho_{k,d(k)})$. Similarly $\rho^t_{(k)} = (\rho^t_{k,1}, \ldots, \rho^t_{k,d(k)})$.

The basic properties of Hilbert bases implies that the restriction of an element of $\rho$ to $n_t$ can be expressed as a polynomial in the elements of $\rho^t$. Necessarily, for polynomials only in $w$, the restrictions must be of the form:

$$\rho_{0,j|w} = Q_{0,j} \circ \rho^t_{(0)}$$  \hfill (4.3)

whereas for non-zero $v$-degrees $k \in \mathbb{N}$, we have

$$\rho_{k,j|w} = \sum_{\ell=1}^{d^t_{(k)}} (Q_{k,j,\ell} \circ \rho^t_{(0)}) \rho^t_{k,\ell} + R_{k,j} \circ (\rho^t_{(0)}, \ldots, \rho^t_{(k-1)})$$  \hfill (4.4)

where the $Q$’s and the $R$’s are polynomials, with $R_{k,j}(\rho^t_{(0)}, \ldots, \rho^t_{(k-1)})$ of degree $k$ in $v$.

In an analogous way, we split $D = \lambda'_{N_t}(\rho)$ and the corresponding $d$-tuples of eigenvalues as

$$D = (D_{(k)})_{k \in \mathbb{N}}, \quad \xi = (\xi_{(k)})_{k \in \mathbb{N}} \in \mathbb{R}^d,$$

with $D_{(k)} = \lambda'_{N_t}(\rho_{(k)})$, and similarly, with $D^t = \lambda'_{N_t}(\rho^t)$.

$$D^t = (D^t_{(k)})_{k \in \mathbb{N}}, \quad \xi^t = (\xi^t_{(k)})_{k \in \mathbb{N}} \in \mathbb{R}^{d^t}.$$  \hfill (4.6)

We apply the symmetrisation $\lambda'_{N_t}$ to both sides of (4.3) and (4.4).

By Lemma 2.9, for polynomials $p$ on $n$ which only depend on $w$, we have the identity $\lambda'(p) = p(i^{-1} \nabla_w)$, and similarly on $n_t$. It follows that

$$\mathcal{R}^t D_{0,j} = Q_{0,j}(D^t_{(0)}).$$  \hfill (4.7)

For $v$-degrees $k \neq 0$, we have

$$\mathcal{R}^t D_{k,j} = \sum_{\ell=1}^{d^t_{(k)}} Q_{k,j,\ell}(D^t_{(0)}) D^t_{k,\ell} + R'_{k,j}(D^t_{(0)}, \ldots, D^t_{(k-1)}).$$  \hfill (4.8)

The polynomials $Q_{0,j}$ in (4.7) and $Q_{k,j,\ell}$ in (4.8) are the same as in (4.3) and (4.4) respectively. However the polynomials $R_{k,j}$ in (4.4) have to be modified to take into account the lower-order terms in Lemma 2.9 produced by symmetrisation. Degree considerations imply that $\lambda'(R_{k,j}(\rho^t_{(0)}, \ldots, \rho^t_{(k-1)}))$ is a polynomial $R'_{k,j}$ in $D^t_{(0)}, \ldots, D^t_{(k-1)}$ only.
By \((3.11)\), the relations \((4.7)\) and \((4.8)\) extend to relations between tuples of eigenvalues of pairs of corresponding spherical functions under \(\Lambda^t\). Precisely, given \(\xi^t \in \Sigma^t_D\) as in \((4.6)\), the point \(\xi = \Lambda^t \xi^t \in \Sigma^t_D\) is given by

\[
\xi_{0,j} = Q_{0,j}(\xi_{(0)}) \quad \text{and} \quad \xi_{k,j} = \sum_{\ell=1}^{d_{(k)}^t} Q_{k,j,\ell}(\xi_{(0)})\xi_{k,\ell}^t + R_{k,j}^t(\xi_{(0)}, \ldots, \xi_{(k)}^t).
\]  

We have obtained the following property:

**Lemma 4.6.** When realising the spectra of \((N, K)\) and \((N_t, K_t)\) as \(\Sigma_D^t\) and \(\Sigma_D^{t'}\) respectively, the map \(\Lambda^t\) is given by \(\Lambda^t(\xi^t) = \xi\) where \(\xi^t = (\xi_{(k)}^t)_{k \in \mathbb{N}}, \xi = (\xi_{(k)})_{k \in \mathbb{N}}\) as in \((4.5), (4.6)\) and the components of each \(\xi_{(k)}^t\) are given by \((4.9)\).

**4.4. Slices and radialisation applied to quotient pairs.** We will apply the results of Sections 3.2 and 4.1 to prove that the map \(\Lambda^t\) can be locally inverted by means of smooth functions on the set of spherical functions \(\phi_{\xi,\omega,j}\), with \(\xi\) close to \(t\).

We continue with the notation of Sections 4.2 and 4.3 regarding quotient pairs \((N_t, K_t)\) and the choice of Hilbert bases \(\rho\) and \(\rho^t\). For each \(t \in \mathfrak{w} \setminus \mathfrak{w}\), let \(S_t \subset \mathfrak{w}\) be a slice at \(t\) in \(\mathfrak{w}\).

The first step consists in expressing locally the elements of \(\rho^t\) as smooth functions of \(\rho\). We decompose \(\xi \in \mathbb{R}^d\) as \(\xi = (\xi_{(k)}^t)_{k \geq 0}\), \(\xi^t \in \mathbb{R}^{d_t}\) as \((\xi_{(k)}^t)_{k \geq 0}\) as in Section 3.2, and express \(\Phi(\xi)\) as \((\Phi_{(k)}(\xi))_{k \geq 0}\).

**Proposition 4.7.** Let \((N, K)\) be a nilpotent Gelfand pair, \(t \in \mathfrak{w} \setminus \mathfrak{w}\) and \(U\) be a Euclidean neighbourhood of \(t\), \(K_t\)-invariant and relatively compact in \(t + S_t\).

Then there exists a slowly increasing smooth function \(\Phi : \mathbb{R}^d \to \mathbb{R}^{d_t}\) such that

\[
\rho^t = \Phi(\rho) \quad \text{on} \quad \mathfrak{w} \times U,
\]

and, denoting by \(\Phi_{(k)}\) the component of \(\Phi\) with values in \(\mathbb{R}^{d_{(k)}^t}\),

1. \(\Phi_{(0)}\) only depends on \(\xi_{(0)}\),
2. for \(k > 0\), \(\Phi_{(k)}\) only depends on \((\xi_{(0)}, \ldots, \xi_{(k)})\) and each of its component has the form

\[
\Phi_{k,j}(\xi) = \Phi_{k,j}(\xi_{(0)}, \ldots, \xi_{(k)}) = \sum_{\ell=1}^{d_{(0)}^t} \Phi_{k,j,\ell}(\xi_{(0)})\xi_{k,\ell} + \sum_{\alpha} \Psi_{k,j,\alpha}(\xi_{(0)})\xi_{(1)}^\alpha_1\xi_{(2)}^\alpha_2\cdots\xi_{(k-1)}^\alpha_{k-1},
\]

where \(\Phi_{k,j,\ell}, \Psi_{k,j,\alpha} \in \mathcal{O}(\mathbb{R}^{d_{(0)}^t})\) and the summation is extended to those \(\alpha\) such that the polynomial \(P_{(1)}^{\alpha_1}P_{(2)}^{\alpha_2}\cdots P_{(k-1)}^{\alpha_{k-1}}\) has degree \(k\) in \(\xi\).

The proof of Proposition 4.7, given below, makes use of the following consequence of the G. Schwarz theorem [22], which can be shown by adapting the arguments in [11, Prop. 2.1]. We recall that the space \(\mathcal{O}(\mathfrak{w})\) of slowly increasing smooth functions has been defined in \((4.1)\).

**Lemma 4.8.** We have the identity

\[
(\mathcal{P}(\mathfrak{w}) \otimes \mathcal{O}(\mathfrak{w}))^K = \mathcal{P}(\mathfrak{n})^K \mathcal{O}(\mathfrak{w})^K,
\]

i.e., every function \(\psi \in (\mathcal{P}(\mathfrak{w}) \otimes \mathcal{O}(\mathfrak{w}))^K\) can be decomposed as a finite sum

\[
\psi(v, w) = \sum_{\alpha} u_{\alpha}(\rho(\rho))P_{(1)}^{\alpha_1}P_{(2)}^{\alpha_2}\cdots,
\]
with $u_\alpha \in \mathcal{O}(w)^K$.

**Proof of Proposition 4.7.** The existence of $\Phi(0)$ follows directly from Corollary 4.4 applied to $W = w$ and the Hilbert bases $\rho(0), \rho^t(0)$.

Formula (4.10) is proved with the following modification of the proof of Corollary 4.4. For $k > 0$ we regard $v \times S_t$ as a slice at $(0, t)$ in $v \oplus w$. Let $\chi \in C_c^\infty(t + S_t)$ be $K_t$-invariant and equal to 1 on $U$. The radialisation of $\chi \rho^t_{k,t}$ is a smooth $K$-invariant function on $v \times w$.

Since $(\chi \rho^t_{k,t})^{\text{rad}}(v, gw) = \chi(w) \rho^t_{k,t}(g^{-1}v, w)$ for $w \in t + S_t$ and $g \in K$, $(\chi \rho^t_{k,t})^{\text{rad}}$ is a homogeneous polynomial of degree $k$ in the $v$-variable for every $w$, i.e., in $(\mathcal{P}(v) \otimes \mathcal{O}(w))^K$. Then (4.10) follows from Lemma 4.8 and homogeneity considerations.

The parametrisation of bounded spherical functions in (2.7) together with the slice properties in Theorem 4.1 and Corollary 4.2 implies the ‘local bijectivity’ of $\Lambda^t$ between the subsets of the two spectra where the parameter $\zeta$ can be taken in $t + S_t$.

**Proposition 4.9.** For each $t \in w \setminus \check{w}$, let $S_t \subset w_t$ be a slice at $t$ in $w$. The map $\Lambda^t$ is a bijection from the set

$$A^t_1 = \{ \varphi_{\zeta,\omega,\mu} : \zeta \in t + S_t, \omega \in \tau_\zeta, \mu \in \mathcal{X}_{\zeta,\omega} \} \subset \Sigma^t$$

onto the set

$$A_t = \{ \varphi_{\zeta,\omega,\mu} : \zeta \in t + S_t, \omega \in \tau_\zeta, \mu \in \mathcal{X}_{\zeta,\omega} \} \subset \Sigma.$$

**Proof.** For $\zeta \in t + S_t$, $K_\zeta = (K_t)_\zeta$ by Corollary 4.2(i). Consequently, $K_{(\zeta,\omega)} = (K_t)(\zeta,\omega)$ for any $\omega \in \tau_\zeta$, so that the decomposition of $\mathcal{H}_\zeta$ is the same. The $K$-equivariance of spherical functions, see (2.5), implies that the spherical function $\varphi_{\zeta,\omega,\mu} \in \Sigma$ given in (2.4) with $\zeta \in K \cdot (t + S_t)$, i.e. $\zeta = k \zeta_t$ with $\zeta_t \in t + S_t \subset w_t$ satisfy

$$\varphi_{\zeta,\omega,\mu} = \varphi_{k \zeta_t,\omega,\mu} = \varphi_{k \zeta_t, k^{-1} \omega, \mu} = \Lambda^t k \varphi_{k \zeta_t, k^{-1} \omega, \mu}.$$ 

This easily implies the statement. \hfill \Box

Note that Lemma 4.6 already described the map $\Lambda_t$, but in terms of the embeddings $\Sigma_D, \Sigma_D^t$ of the two spectra, whereas Proposition 4.9 states the existence of the inverse map $\Lambda_t^{-1} : A_t \rightarrow A^t_1$. In the next section we described $\Lambda_t^{-1} : A_t \rightarrow A^t_1$ in terms of the embeddings $\Sigma_D, \Sigma_D^t$.

4.5. **Extension of the symmetrisation.** The next step consists in transforming the relations between the two Hilbert bases $\rho, \rho^t$ obtained in Proposition 4.7 into relations among the corresponding differential operators. In order to do so, we need to extend the notion of symmetrisations to functions that are not polynomials in $w$.

We continue with the notation of Section 4.2 regarding quotient pairs $(N_t, K_t)$ of a given nilpotent pair $(N, K)$ and the choice of Hilbert bases $\rho$ and $\rho^t$ and their symmetrisations $\mathcal{D} = \lambda_N(\rho), \mathcal{D}_t = \lambda^t_N(\rho^t)$. For each $t \in w \setminus \check{w}$, let $S_t \subset w_t$ be a slice at $t$ in $w$, and let $U$ be an open, relatively compact, $K_t$-invariant neighbourhood of $t$ in $t + S_t$; we also consider the smooth function $\Phi : \mathbb{R}^d \rightarrow \mathbb{R}^{d'}$ described in Proposition 4.7.

Observe first of all that, for $q \in \mathcal{P}(w)$, the operator $\lambda_N^t(q) = q(i^{-1} \nabla_w)$ can be expressed as a Fourier multiplier operator in the $w$-variables:

$$\lambda_N^t(q) = \mathcal{F}_{w}^{-1}(q \mathcal{F}_w F),$$
where \( F_w \) denotes the partial Fourier transform of \( F \) in \( w \),

\[
(4.12) \quad F_w F(v, w') = \int_w F(v, w)e^{-i(w, w')} dw.
\]

In this form, we can replace the polynomial \( q \) by any slowly increasing smooth function \( u \in \mathcal{O}(\mathfrak{m}) \) and set

\[
(4.13) \quad \lambda_N'(u) F = F_w^{-1}(u F_w F) = F \ast (\delta_0 \otimes F^{-1}u) = (\delta_0 \otimes F^{-1}u) \ast F.
\]

We are using the fact that \( \mathcal{O}(\mathfrak{m}) \) can be identified as the space of pointwise multipliers of \( \mathcal{S}(\mathfrak{m}) \) into itself \([23]\).

The operators \( \lambda_N'(u) \) are central, which allows a linear extension of \( \lambda_N' \) to \( \mathcal{P}(\mathfrak{m}) \otimes \mathcal{O}(\mathfrak{m}) \): if \( \psi = \sum_j p_j \otimes u_j \) with \( p_j \in \mathcal{P}(\mathfrak{m}) \), \( u_j \in \mathcal{O}(\mathfrak{m}) \) and \( D_j = \lambda_N'(p_j) \), then

\[
(4.14) \quad \lambda_N'(\psi) F = \sum_j \lambda_N'(p_j) \lambda_N'(u_j) F
\]

\[
= \sum_j D_j (F \ast (\delta_0 \otimes F^{-1}u_j)) = \sum_j (D_j F) \ast (\delta_0 \otimes F^{-1}u_j)).
\]

Notice that
- formula \((4.14)\) also makes sense for \( F \in \mathcal{S}'(N) \);
- \( \lambda_N'(\psi) \) is \( K \)-invariant if and only if \( \psi \) is \( K \)-invariant.
- if \( \psi(v, w) = p(v, w)u(w) \) with \( p \in \mathcal{P}(\mathfrak{n}) \) and \( u \in \mathcal{O}(\mathfrak{m}) \), then \( \lambda_N'(\psi) = \lambda_N'(p) \lambda_N'(u) \);
- if \( \psi \) is as above and \( \pi_{\zeta, \omega} \) is the representation of \( N \) defined in Lemma \([23]\), then, for \( F \in \mathcal{S}(N) \),

\[
\pi_{\zeta, \omega}(\lambda_N'(\psi) F) = u(\zeta) \pi_{\zeta, \omega}(F) d\pi_{\zeta, \omega}(\lambda_N'(p)).
\]

We then set

\[
(4.15) \quad d\pi_{\zeta, \omega}(\lambda_N'(\psi)) = u(\zeta) d\pi_{\zeta, \omega}(\lambda_N'(p)).
\]

**Lemma 4.10.** Let \( \varphi_{\zeta, \omega, \mu} \) be the spherical function \([24]\). Then, given \( \psi = \sum_j p_j(v, w)u_j(w) \) in \( (\mathcal{P}(\mathfrak{m}) \otimes \mathcal{O}(\mathfrak{m}))^K \), with \( p_j \in \mathcal{P}(\mathfrak{n})^K \), \( u_j \in \mathcal{O}(\mathfrak{m})^K \), we have

\[
\lambda_N'(\psi) \varphi_{\zeta, \omega, \mu} = \left( \sum_j \xi(\lambda_N'(p_j), \varphi_{\zeta, \omega, \mu}) u_j(\zeta) \right) \varphi_{\zeta, \omega, \mu}.
\]

**Proof.** We have

\[
\lambda_N'(\psi) \varphi_{\zeta, \omega, \mu} = \sum_j \xi(\lambda_N'(p_j), \varphi_{\zeta, \omega, \mu}) \lambda_N'(u_j) \varphi_{\zeta, \omega, \mu}.
\]

By \([24]\) and the definition of \( \pi_{\zeta, \omega} \) in Lemma \([23]\)

\[
\varphi_{\zeta, \omega, \mu}(v, w) = \frac{1}{\dim V(\mu)} \int_K \text{tr} \left( \pi_{\zeta, \omega}(kv, kw)|_{V(\mu)} \right) dk
\]

\[
= \frac{1}{\dim V(\mu)} \int_K \text{tr} \left( \pi_{\zeta, \omega}(kv, 0)|_{V(\mu)} \right) e^{i(k^{-1}w)} dk.
\]

Hence \( F_w \varphi_{\zeta, \omega, \mu} \) is a measure\([3]\) supported on \( \mathfrak{v} \times K\zeta \).

---

\( ^{3} \)It can be formally written as

\[
\mathcal{F}_w \varphi_{\zeta, \omega, \mu} = \frac{1}{\dim V(\mu)} \int_K \text{tr} \left( \pi_{\zeta, \omega}(kv, 0)|_{V(\mu)} \right) \delta_{k^{-1}\zeta}(w) dk.
\]
Then, for each $j$, $u_j F_w \varphi_{\zeta, \omega, \mu} = u_j(\zeta) F_w \varphi_{\zeta, \omega, \mu}$ and therefore
\[
\lambda_N^t(u_j) \varphi_{\zeta, \omega, \mu} = u_j(\zeta) \varphi_{\zeta, \omega, \mu}.
\]

Hence we may consider $\lambda_N^t(\Phi \circ \rho)$ component-wise and the extension of the properties in Lemma 2.9 yields:

1. For $k = 0$, observing that $\Phi(0) \circ \rho(0) \in \mathcal{O}(\mathfrak{w})$ by Corollary 4.4, we have
\[
\lambda_N^t(\Phi(0) \circ \rho) F = \lambda_N^t(\Phi(0)) F = F^{-1}((\Phi(0) \circ \rho(0)) F).
\]

We can formally write
\[
\lambda_N^t(\Phi(0) \circ \rho) = (\Phi(0) \circ \rho(0))(i^{-1} \nabla \omega) = \Phi(0)(\rho(0)).
\]

2. For $k > 0$, observing that $\lambda_N^t(\rho^{\alpha_1(1)} \cdots \rho^{\alpha(k-1)})$ equals $D^{\beta_1(1)} \cdots D^{\beta(k-1)}$ plus $K$-invariant terms of lower order in $v$, we have
\[
\lambda_N^t(\Phi_k \circ \rho) = \sum_{\ell=1}^{d_{\rho}} \Phi_{k,j,\ell}(\mathcal{D}(0)) D_{k,\ell} + \sum_{\alpha} \Psi_{k,j,\alpha}(\mathcal{D}(0)) \lambda_N^t(\rho^{\alpha_1(1)} \cdots \rho^{\alpha(k-1)})
\]
(4.16)
\[
= \sum_{\ell=1}^{d_{\rho}} \Phi_{k,j,\ell}(\mathcal{D}(0)) D_{k,\ell} + \sum_{\beta} \Psi_{k,j,\beta}(\mathcal{D}(0)) D^{\beta_1(1)} \cdots D^{\beta(k-1)}
\]
where $\Psi_{k,j,\beta} \in \mathcal{O}(\mathbb{R}^{d(0)})$ and the last summation ranges over the multiindices $\beta$ such that the order in $v$ of $D^{\beta_1(1)} \cdots D^{\beta(k-1)}$ is not greater than $k$ (recall that the order is meant in the usual sense and not as a degree of homogeneity).

We will need the following observations concerning the interactions of the extended symmetrisations $\lambda_N^t, \lambda_N$ with $\mathcal{R}^t$.

For $\psi \in \mathcal{P}(\mathfrak{w}) \otimes \mathcal{O}(\mathfrak{w})$ we define $\mathcal{R}^t \lambda_N^t(\psi)$ via the same formula as in (3.9):
\[
\mathcal{R}^t \lambda_N^t(\psi) = \lambda_N^t(\psi|_{\mathfrak{m}}).
\]

It is not hard to verify that the last two identities in (3.10) remain true if $D$ (resp. $D_1, D_2$) is replaced by $\lambda_N^t(\psi)$ (resp. $\lambda_N^t(\psi_1), \lambda_N^t(\psi_2)$) with $\psi, \psi_1, \psi_2 \in \mathcal{P}(\mathfrak{w}) \otimes \mathcal{O}(\mathfrak{w})$.

Furthermore, if we apply $\mathcal{R}^t(\lambda_N^t(\psi))$ to a spherical function $\varphi^t_{\zeta, \omega, \mu}$ as in (2.4) with $\zeta \in U$, it follows from Lemma 4.10 that
\[
\mathcal{R}^t(\lambda_N^t(\psi)) \varphi^t_{\zeta, \omega, \mu} = \lambda_N^t(\psi|_{\mathfrak{m}}) \varphi^t_{\zeta, \omega, \mu} = \lambda_N^t(\chi \psi|_{\mathfrak{m}}) \varphi^t_{\zeta, \omega, \mu} = \mathcal{R}^t(\lambda_N^t(\chi \varphi^t)) \varphi^t_{\zeta, \omega, \mu}
\]
where $\chi \in C^\infty_c(\mathfrak{m})$ is $K$-invariant and equal to 1 on $\mathfrak{v} \times U$ and supported in $\mathfrak{v} \times (t + S_t)$. Since $\chi \Phi \circ \rho|_{\mathfrak{m}} = \chi \rho^t$ by Proposition 4.7 and $\lambda_N^t(\rho^t) = \mathcal{D}^t$, the observations above yield
\[
\mathcal{R}^t(\lambda_N^t(\Phi \circ \rho|_{\mathfrak{m}})) \varphi^t_{\zeta, \omega, \mu} = \mathcal{D}^t \varphi^t_{\zeta, \omega, \mu}, \quad \zeta \in U.
\]

We can also extend (3.11) to obtain that the $\mathcal{D}^t$-eigenvalues $\xi^t$ of $\varphi^t = \varphi^t_{\zeta, \omega, \mu}$ are equal to the eigenvalues of $\varphi = \varphi_{\zeta, \omega, \mu}$ for $\lambda_N^t(\Phi \circ \rho)$. Consequently, $\xi^t = (\xi^t_{(k)})_{k} \in \mathbb{R}^{d(1)}$ satisfies
(4.17)
\[
\begin{aligned}
\xi^t_{(0)} &= \Phi(0)(\xi_{(0)}) \\
\xi^t_{k,j} &= \sum_{\ell=1}^{d^{(k)}(1)} \Phi_{k,j,\ell}(\xi_{(0)}) \xi_{k,\ell} + \sum_{\beta} \Psi_{k,j,\beta}(\xi_{(0)}) \xi_{(1)}^{\beta_1} \cdots \xi_{(k-1)}^{\beta_{(k-1)}} & (k > 0)
\end{aligned}
\]
Lemma 4.11. We keep the notation above and realize in Proposition 4.7 and in (4.16) respectively.

We have thus obtained the expression for the local inverse of $\Lambda^t$ announced after Proposition 4.9.

**Lemma 4.11.** We keep the notation above and realise $\Lambda^t$ as a map from $\Sigma^t_{\mathcal{D}}$ to $\Sigma_D$, i.e. $\Lambda^t(\xi^t) = \xi$ with $\xi^t = (\xi^t(k))_{k \in \mathbb{N}} \in \Sigma^t_{\mathcal{D}}$, and $\xi = (\xi(k))_{k \in \mathbb{N}} \in \Sigma_D$; the splittings are as in (4.5) and (4.6). Let $A_{t,\mathcal{D}} \subset \Sigma_D$, $A_{t,\mathcal{D}}' \subset \Sigma^t_{\mathcal{D}}$, the sets introduced in Proposition 4.9, so that there exists $(\Lambda^t)^{-1} : A_{t,\mathcal{D}} \to A_{t,\mathcal{D}}'$. Then the components of $\xi^t = (\Lambda^t)^{-1}(\xi)$ are given by (4.17).

5. Extending Gelfand transforms on $\mathcal{S}_0(N)^K$

The analysis developed in Section 4 allows us to give a first result towards property (S). More precisely, we will be concerned with the space $\mathcal{S}_0(N)$ of Schwartz functions with vanishing moments of any order in the $w_0$-variables. In order to define this notion, we recall the decomposition $w = w_0 + \hat{w}$ in (2.12), where $w_0$ denotes the orthogonal complement in $w$ to the subspace $\hat{w}$ of $K$-fixed elements. We will write $w \in w_0$ as $w_0 + u$ with $w_0 \in w_0$, $u \in \hat{w}$. We then say that a function $F$ has vanishing moment of order $\beta \in \mathbb{N}^{d_{w_0}}$ in the $w_0$-variables if

$$\int_{w_0} w_0^\beta F(v, w_0, u) \, dw_0 = 0,$$

for every $v \in w$, $u \in \hat{w}$.

In this section we prove the following statement.

**Proposition 5.1.** Let $(N, K)$ be a nilpotent Gelfand pair. We assume that all the quotient pairs $(N_t, K_t)$ for $t \in w_0 \setminus \{0\}$ satisfies (S). Let $\mathcal{D}$ be a generating system in $\mathbb{D}(N)^K$.

If $F \in \mathcal{S}_0(N)^K$, then its spherical transform can be extended from $\Sigma_D$ to a function $f \in \mathcal{S}(\mathbb{R}^d)$.

Furthermore, if we choose $\mathcal{D} = \lambda'(\rho)$ where $\rho = (\rho_{w_0}, \rho_{\hat{w}}, \rho_0, \rho_{0, w_0})$ is a Hilbert basis satisfying (i)-(iv) in Section 2.6, then $f$ can be chosen vanishing with all its derivatives on $\{0\} \times \mathbb{R}^{d_{w_0}} \times \mathbb{R}^{d_{\hat{w}}} \times \mathbb{R}^{d_0, w_0}$.

In Section 5.1 we define the projection of the Gelfand spectrum onto $\rho_{w}(w)$. In Section 5.2 we prepare a technical tool which yields a partition of unity on $\rho_{w_0}(w_0)$. In Section 5.3 we give equivalent descriptions of $\mathcal{S}_0(N)^K$. Eventually in Section 5.4 we prove Proposition 5.1.

5.1. **The projection $\Pi$**. If $q$ is a polynomial on $w$, then $\lambda'(q) = q(i^{-1}\nabla w)$ by Lemma 2.9 Part (4) and one checks readily that for any bounded spherical function $\varphi = \varphi_{\zeta, \omega, \mu}$ given via (2.4), we have

$$\lambda'(q)\varphi = q(i^{-1}\nabla w)\varphi = q(\zeta)\varphi.$$

Applying this to the polynomials in $\rho_{w}$, we obtain

$$\xi_{w}(\varphi) = \rho_{w}(\zeta), \quad \varphi = \varphi_{\zeta, \omega, \mu} \in \Sigma.$$

This gives the following.

**Lemma 5.2.** Let $\rho$ be a bi-homogeneous Hilbert basis $\rho$ of a nilpotent Gelfand pair $(N, K)$ which splits as $\rho = (\rho_{w_0}, \rho_{\hat{w}}, \rho_0, \rho_{0, w_0})$. The canonical projection $\Pi$ from $\mathbb{R}^d$ onto $\mathbb{R}^{d_{w_0}}$ restricts to a surjective map

$$\Pi|_{\Sigma_D} : \Sigma_D \to \rho_{w}(w),$$
and, for \( \xi_w \in \rho_w(w) \),

\[
\Pi_{|\Sigma_D}^{-1}(\xi_w) = \{ \xi(\varphi_{\xi,w};\mu) : \rho_w(\zeta) = \xi_w \} .
\]

In particular, the map which assigns to a spherical function \( \varphi_{\xi,w};\mu \in \Sigma(N,K) \) the value \( \rho_w(\zeta) \in \mathbb{R}^{d_\omega} \) is continuous.

As \( \rho_w \) is a Hilbert basis on \( w \) for the action of \( K \), \( \rho_w(w) \) is homeomorphic to the orbit space \( w/K \). Since \( \rho_w = (\rho_{w_0}, \rho_{\bar{w}}) \) and \( \rho_{\bar{w}} \) consists of a set of coordinate functions on \( \bar{w} \), we have:

\[
\rho_w(w) = \rho_{w_0}(w_0) \times \mathbb{R}^{d_{\bar{w}}},
\]

and \( \rho_{w_0}(w_0) \) is homeomorphic to the orbit space \( w_0/K \).

As the polynomials in \( \rho_{w_0} \) are homogeneous, \( 0 \in \rho_{w_0}(w_0) \). The pre-image

\[
(\rho_{w_0}(w_0) \times \mathbb{R}^{d_{\bar{w}}}) \quad \text{in \( \Sigma_D \) of \( \{0\} \times \mathbb{R}^{d_{\bar{w}}} \)},
\]

under \( \Pi \) will play a special rôle in the proof of Proposition 5.1.

5.2. **Partitions of unity.** The constructions in Section 4.4 present a natural homogeneity with respect to the dilations on \( w_0 \), as well as translation-invariance with respect to \( \bar{w} \). Precisely if, for \( t_0 \in w_0 \setminus \{0\} \), the conclusions of Proposition 4.7 are satisfied on a \( w_0 \)-neighbourhood \( U \subset t_0 + S_{t_0} \) of \( t_0 \), then they are also satisfied

\[(i) \text{ on the neighbourhood } \delta U \text{ of } \delta t_0, \text{ for } \delta > 0; \]
\[ (ii) \text{ on the neighbourhood } U + u \text{ of } t_0 + u, \text{ for } u \in \bar{w} . \]

Also notice that, since \( K \) acts trivially on \( \bar{w} \), we may assume that the \( \bar{w} \)-variables do not appear in components of \( \rho \) other than \( \rho_{\bar{w}} \). Since \( \bar{w} \subset w \), for every \( t \in w \), we may also assume the same on the components of \( \rho' \) for every \( t \in w \setminus \bar{w} \).

We denote by \( Q_t : \mathbb{R}^{d_t} \to \mathbb{R}^d \) the map given via (4.9), that is,

\[
Q_{t,0,j}(\xi^t) = Q_{0,j}(\xi^t_{(0)}) \quad \text{and} \quad Q_{t,k,j}(\xi^t) = \sum_{\ell=1}^{d_{(k)}} Q_{k,j,\ell}(\xi^t_{(0)})\xi^t_{k,\ell} + R'_{k,j}(\xi^t_{(0)},\ldots,\xi^t_{(k)}).
\]

We denote by \( \Phi_t : \mathbb{R}^d \to \mathbb{R}^{d_t} \) the map in (4.17), i.e.,

\[
\Phi_{t,0}(\xi) = \Phi_{0,0}(\xi) \quad \text{and} \quad \Phi_{t,k,j}(\xi) = \sum_{\ell=1}^{d_k} \Phi_{k,\ell,j}(\xi_{(0)})\xi_{k,\ell} + \Psi'_{k,j}(\xi_{(0)},\ldots,\xi_{(k-1)}).
\]

We denote by \( D(\delta) \) the dilations (2.11) on \( \mathbb{R}^d \) with exponents \( \nu_j \) equal to the degrees of homogeneity of the elements of \( \rho \). Similarly, \( D'(\delta) \) denotes the dilations on \( \mathbb{R}^{d_t} \) with exponents \( \nu'_j \), equal to the degrees of homogeneity of the elements of \( \rho' \).

All this has the following implications on the maps constructed in Section 4.4

\[(i) \text{ The maps } Q_t, \Phi_t \text{ contain the identity function in the } \xi_{\bar{w}} \text{-component, and all the other components do not involve the } \xi_{\bar{w}} \text{-variables.} \]
\[(ii) \text{ In Section 4.4, the slice } S_t \text{ at } t = t_0 + u, t_0 \neq 0, \text{ can be chosen by first taking a slice } S_{0,t_0} \text{ at } t_0 \text{ in } w_0 \text{ and then set } S_t = S_{0,t_0} + \bar{w}. \text{ In the same way the relatively compact neighbourhood } U_t \subset t + S_t \text{ can be taken of the form } U_{0,t_0} + \bar{w}. \text{ Notice that } 0 \notin U_{0,t_0}. \]
\[(iii) \text{ Then, for } \delta > 0, Q_{\delta t} = Q_t \text{ and } D(\delta) \circ Q_t = Q_t \circ D'(\delta). \]
(iv) Once Φₜ has been chosen for \( t \in \mathfrak{w} \) with \( |t| = 1 \), \( \Phi_{\delta t} \) can be chosen, for \( \delta > 0 \), as

\[
\Phi_{\delta t} = D'(\delta) \circ \Phi_t \circ D(\delta^{-1}).
\]

Let \( T \) be a finite set of points on the unit sphere in \( \mathfrak{w}_0 \) such that \( \{ KU_{0,t} \}_{t \in T} \) covers the unit sphere. Then there is \( r > 1 \) such that the annulus \( \{ w_0 \in \mathfrak{w}_0 : 1 \leq |w_0| \leq r \} \) satisfies:

\[
\{ w_0 \in \mathfrak{w}_0 : 1 \leq |w_0| \leq r \} \subset \bigcup_{t \in T} KU_{0,t}.
\]

Therefore \( \{ r^j KU_{0,t} \}_{t \in T, j \in \mathbb{Z}} \) is a locally finite covering of \( \mathfrak{w}_0 \setminus \{0\} \).

For each \( t \in T \) we choose \( \chi_t \geq 0 \) in \( C_c^\infty(\mathfrak{w}_t \cap \mathfrak{w}_0) \) supported on \( U_{0,t} \) so that \( \sum_t \chi_t > 0 \) on \( \{ w \in \mathfrak{w}_0 : 1 \leq |w| \leq r \} \). By Corollary 4.2 we can define \( \chi_{i,j}^\# \in C_c^\infty(\mathfrak{w}_0) \) supported in \( r^j KU_{0,t} \) and such that

\[
\chi_{i,j}^\#(w) = \chi_t^{\text{rad}}(r^{-j}w).
\]

Up to dividing each \( \chi_{i,j}^\# \) by \( \sum_{i \in T, j \in \mathbb{Z}} \chi_{i,j}^\# \), we may assume that the \( \chi_{i,j}^\# \) form a partition of unity on \( \mathfrak{w}_0 \setminus \{0\} \) subordinated to the covering \( \{ r^j KU_{0,t} \}_{t \in T, j \in \mathbb{Z}} \).

**Lemma 5.3.** There exists a family \( \{ \eta_{i,j} \}_{t \in T, j \in \mathbb{Z}} \) of nonnegative functions on \( \mathbb{R}^{d_{\mathfrak{w}_0}} \) and a \( D(\delta) \)-invariant neighbourhood \( \Omega \) of \( \rho_{\mathfrak{w}_0}(\mathfrak{w}_0) \setminus \{0\} \) in \( \mathbb{R}^{d_{\mathfrak{w}_0}} \) such that

\[
\sum_{i \in T, j \in \mathbb{Z}} \eta_{i,j}(\xi) = 1, \quad (\xi \in \Omega),
\]

and, for every \( t, j \),

(i) \( \eta_{i,j} \in C_c^\infty(\mathbb{R}^{d_{\mathfrak{w}_0}} \setminus \{0\}) \);

(ii) \( \eta_{i,j}(\xi) = \eta_0(D(r^{-j})\xi) \) (where \( r > 1 \) was fixed above as satisfying (5.4));

(iii) \( \text{supp } \eta_{i,j} \cap \rho_{\mathfrak{w}_0}(\mathfrak{w}_0) \subset \rho_{\mathfrak{w}_0}(r^j U_{0,t}) \);

(iv) \( \eta_{i,j}(\rho_{\mathfrak{w}_0}(w)) = \chi_{i,j}^\#(w) \) for all \( w \in \mathfrak{w}_0 \).

**Proof.** By [22], there exist smooth functions \( u_t, t \in T \), on \( \mathbb{R}^{d_{\mathfrak{w}_0}} \) such that

\[
u_t(\rho_{\mathfrak{w}_0}(w)) = \chi_t^{\text{rad}}(w) = \chi_{t,0}^\#(w).
\]

Setting \( u_{t,j} = u_t \circ D(r^{-j}) \), we have \( \chi_{i,j}^\#(w) = u_{t,j}(\rho_{\mathfrak{w}_0}(w)) \), for every \( t \) and \( j \).

Since \( \rho_{\mathfrak{w}_0}(\text{supp }\chi_{t,0}^\#) \) does not contain the origin, we may assume that each \( u_t, t \in T \), is supported on a fixed compact set \( E \) of \( \mathbb{R}^{d_{\mathfrak{w}_0}} \) not containing the origin. Moreover, since \( \rho_{\mathfrak{w}_0} \) is a proper map, and \( \rho_{\mathfrak{w}_0}(\mathfrak{w}_0 \setminus KU_{0,t}) \) is closed in \( \mathbb{R}^{d_{\mathfrak{w}_0}} \) and disjoint from \( \rho_{\mathfrak{w}_0}(\text{supp }\chi_{t,0}^\#) \), we may also assume that \( (\text{supp }u_t) \cap \rho_{\mathfrak{w}_0}(\mathfrak{w}_0) \subset \rho_{\mathfrak{w}_0}(KU_{0,t}) = \rho_{\mathfrak{w}_0}(U_{0,t}) \).

Clearly, \( \sum_{t,j} u_{t,j} = 1 \) on \( \rho_{\mathfrak{w}_0}(\mathfrak{w}_0) \setminus \{0\} \). Therefore, if we set

\[
\eta_{i,j} := \frac{u_{t,j}}{\sum_{t',j'} u_{t',j'}},
\]

\( \eta_{i,j} \) on \( \rho_{\mathfrak{w}_0}(\mathfrak{w}_0) \), and the sum of the \( \eta_{i,j} \) remains equal to 1 where some \( \eta_{i,j} \) is positive. Then (5.5) and properties (i)-(iv) follow easily. \( \Box \)
5.3. Characterisations of functions in $S_0(N)^K$. If $g$ is an integrable function on $\mathfrak{w}_0$ and $F$ and integrable function on $N$, we set
\begin{equation}
F \ast_{\mathfrak{w}_0} g(v, w_0, u) = \int_{\mathfrak{w}_0} F(v, w_0 - u'_0, u)g(u'_0) \, dw'_0 .
\end{equation}

This can be regarded as the convolution on $N$ of $F$ and the finite measure $\delta_0 \otimes g$, where $\delta_0$ is the Dirac delta at the origin in $\mathfrak{v} \oplus \mathfrak{w}$. We use the symbol $\sim$ to denote Fourier transform in the $\mathfrak{w}_0$-variables. For a function on $N$ we then set
\begin{equation}
\hat{F}(v, \zeta, u) = \int_{\mathfrak{w}_0} F(v, w_0, u)e^{-i(w_0, \zeta)} \, dw_0 ,
\end{equation}
for $v \in \mathfrak{v}$, $\zeta \in \mathfrak{w}_0$, $u \in \hat{\mathfrak{w}}$. For $F$ and $g$ as in (5.6), \( F \ast_{\mathfrak{w}_0} g(v, \zeta, u) = \hat{F}(v, \zeta, u)\hat{g}(\zeta) \).

Finally, we denote by $\psi_{t,j}$ the inverse Fourier transform of $\chi_{t,j}^\#$. Recall that $r > 1$ has been fixed as satisfying (5.4).

**Lemma 5.4.** The following are equivalent for a function $F \in S(N)$:

(i) $F \in S_0(N)$;
(ii) $\hat{F}(v, \zeta, u)$ vanishes with all its derivatives for $\zeta = 0$;
(iii) for every $k \in \mathbb{N}$, $F(v, w) = \sum_{|\alpha|=k} \partial_w^\alpha G_\alpha(v, w)$, with $G_\alpha \in S(N)$ for every $\alpha$;
(iv) the series $\sum_{t \in T, j \in \mathbb{Z}} F \ast_{\mathfrak{w}_0} \psi_{t,j}$ converges to $F$ in every Schwartz norm;
(v) for every Schwartz norm $\| \cdot \|_{S(N), M}$ and every $q \in \mathbb{N}$, $\| F \ast_{\mathfrak{w}_0} \psi_{t,j} \|_{S(N), M} = o(r^{-q|j|})$ as $j \to \pm \infty$.

*Proof.* The equivalence of (i) and (ii) is a direct consequence of the definition of $S_0(N)$. The equivalence of (ii) and (iii) follows from Hadamard’s lemma, cf. [11]. Finally, the equivalence among (ii), (iv) and (v) can be easily seen on the $\mathfrak{w}_0$-Fourier transform side. \hfill $\Box$

5.4. **Proof of Proposition 5.1.** Let $(N, K)$ be a nilpotent Gelfand pair. We assume that all the quotient pairs $(N_t, K_t)$ for $t \in \mathfrak{w}_0 \setminus \{0\}$ satisfies (S). We continue with the notation of Sections 5.2 and 4.4.

Let $F \in S_0(N)^K$. Decompose $F$ according to Lemma 5.4 (iv). Then
\[ G F = \sum_{t \in T, j \in \mathbb{Z}} G(F \ast_{\mathfrak{w}_0} \psi_{t,j}) . \]

Denoting by $\mu_{t,j}$ the measure $\delta_0 \otimes \psi_{t,j}$, where $\delta_0$ is the Dirac delta at the origin in $\mathfrak{v} \oplus \mathfrak{w}$, $G(F \ast_{\mathfrak{w}_0} \psi_{t,j})$ is the product of $G F$ and $G \mu_{t,j}$. By (2.4), if $\zeta = \zeta_0 + \zeta \in \mathfrak{w}_0 \oplus \hat{\mathfrak{w}}$, then
\[ G \mu_{t,j}(\varphi_{\zeta, w_0}) = \int_{\mathfrak{w}_0} \psi_{t,j}(w_0)\varphi_{\zeta, w_0}(0, -w_0, 0) \, dw_0 = \int_{\mathfrak{w}_0} \int_{K} \psi_{t,j}(w_0)e^{-i(\zeta_0, kw_0)} \, dk \, dw_0 = \chi_{t,j}^\#(\zeta_0) . \]

Then, for $\xi = (\xi_{\mathfrak{w}_0}, \xi_{\mathfrak{w}}, \xi_{\mathfrak{v}}, \xi_{\mathfrak{w}_0}) \in \Sigma_D$,
\begin{equation}
G(F \ast_{\mathfrak{w}_0} \psi_{t,j})(\xi) = GF(\xi)\eta_{t,j}(\xi_{\mathfrak{w}_0}) .
\end{equation}
Set $F_{t,j} = F \ast \psi_{t,j}$, and consider $R^t F_{t,j}$. Since we are assuming that property (S) holds for $(N_t, K_t)$, we have $G_t(R^t F_{t,j}) \in S(\Sigma_{pt})$. Moreover, for every $M, q \in \mathbb{N}$,

$$\|G_t(R^t F_{t,j})\|_{M,S(\Sigma_{pt}')} = o(r^{-q|j|}) ,$$

by Part (v) of Lemma 5.4 and the continuity of $G_t$ and $R^t$.

For fixed $M$, there exist functions $h^{(M)}_{t,j} \in S(\mathbb{R}^d)$ such that

$$h^{(M)}_{t,j} \big|_{\Sigma_{pt}} = G_t(R^t F_{t,j}) , \quad \|h^{(M)}_{t,j}\|_{M,S(\mathbb{R}^d)} \leq 2\|G_t(R^t F_{t,j})\|_{M,S(\Sigma_{pt}')}. $$

Recall that the maps $\Phi_t$ and $\Phi_{r,t}$ are defined via (5.2) and (5.3). Since $G_{F_{t,j}}$ is supported in $\Sigma_{D} \cap \Pi^{-1}(\rho_{n_0}(r^j U_{0,t}))$, (4.2) and Lemma 4.3 imply that the composition $g^{(M)}_{t,j} = h^{(M)}_{t,j} \circ \Phi_{r,t}$ coincides with $G_{F_{t,j}}$ on $\Sigma_{D}$.

Therefore, for every choice of the integers $M_j$, we can say that the series

$$\sum_{t,t'\in T, j,j'\in \mathbb{Z}} \eta_{t,j'}(\xi_{n_0}) g^{(M_j)}_{t,j}(\xi)$$

covers pointwise to $G F$ on $\Sigma_{D}$. In fact, many of the terms will vanish identically on $\Sigma_{D}$, and this surely occurs when $\rho_{n_0}(r^j U_{0,t'}) \cap \rho_{n_0}(r^j U_{0,t}) = \emptyset$. Therefore, if $E_{t,j} = \{(t', j') : \rho_{n_0}(r^j U_{0,t'}) \cap \rho_{n_0}(r^j U_{0,t}) = \emptyset\}$,

$$\sum_{t\in T, j\in \mathbb{Z}} \sum_{(t', j') \in E_{t,j}} \eta_{t,j'}(\xi_{n_0}) g^{(M_j)}_{t,j}(\xi) = G F(\xi)$$

on $\Sigma_{D}$. Notice that, by construction, there is $A > 0$ such that $|j - j'| \leq A$ for $(t', j') \in E_{t,j}$. In particular, the sets $E_{t,j}$ are finite and their cardinalities have a uniform upper bound.

We claim that, choosing the $M_j$ appropriately, we can make the series (5.9) converge to the required Schwartz extension of $G F$.

In order to estimate the Schwartz norms of $\eta_{t,j'} g^{(M_j)}_{t,j}$, for $(t', j') \in E_{t,j}$, observe that, by Proposition 4.7, the $n_0$-variables are bounded to a compact set, and the other variables appear in $\Phi_t$ as polynomial factors. Taking this into account, together with the scaling properties of $\Phi_{r,t}$ and $\eta_{t,j'}$, cf. (5.3) and Lemma 5.3 (ii), it is not hard to see that there is $p_M$ depending only on $M$ such that, for $(t', j') \in E_{t,j},$

$$\|\eta_{t,j'} g^{(p_M)}_{t,j}\|_{M,S(\mathbb{R}^d)} \leq C r^{q|j|} \|h^{(p_M)}_{t,j}\|_{p_M,S(\mathbb{R}^d)}. $$

Hence,

$$\|\eta_{t,j'} g^{(p_M)}_{t,j}\|_{M,S(\mathbb{R}^d)} = o(r^{-q|j|}) ,$$

for every $q$ and $(t', j') \in E_{t,j}$.

By induction, we can then select a strictly increasing sequence $\{j_q\}_{q\in \mathbb{N}}$ of integers, such that $j_0 = 0$ and

$$\|\eta_{t,j'} g^{(p_q)}_{t,j}\|_{q,S(\mathbb{R}^d)} \leq r^{-q|j|} ,$$

for $j \geq j_q$ and $(t', j') \in E_{t,j}$. For $j_q \leq j < j_{q+1}$, we select $M_j = p_q$ and consider the following special case of (5.9):

$$g(\xi) = \sum_{q=0}^{\infty} \sum_{j_q \leq j < j_{q+1}} \sum_{(t', j') \in E_{t,j}} \eta_{t,j'}(\xi_{n_0}) g^{(p_q)}_{t,j}(\xi).$$
Then the series converges in every Schwartz norm. This defines $g \in \mathcal{S}(\mathbb{R}^d)$. We check easily that $g$ coincides with $GF$ on $\Sigma_D$. This shows the first part of Proposition 5.1 as the corresponding property does not depend on a choice of $\mathcal{D}$, see Lemma 2.5.

Since each term vanishes identically on a neighbourhood of $\{0\} \times \mathbb{R}^{d_\hat{\omega}} \times \mathbb{R}^{d_\omega} \times \mathbb{R}^{d_{\omega,\hat{w}^0}}$, the sum must have all derivatives vanishing on this set. This concludes the proof of Proposition 5.1.

6. The pair $(\hat{N}, K)$ and hypothesis (H)

Section 5 shows the Schwartz extension property we want but only for functions in $\mathcal{S}_0(N)^K$ and provided that all the proper quotient pairs satisfy (S). We now show that under certain conditions, we can subtract from a general function $F \in \mathcal{S}(N)^K$ a function $G$ with Schwartz spherical transform so that $F - G \in \mathcal{S}_0(N)^K$.

**Proposition 6.1.** Let $(N, K)$ be a nilpotent Gelfand pair satisfying hypothesis (H). Given $F \in \mathcal{S}(N)^K$, there is $G \in \mathcal{S}(\mathbb{R}^d)$ such that $F - G \in \mathcal{S}_0(N)^K$.

The condition named hypothesis (H) will be formulated in Section 6.1. In Section 6.2, we explain our concept of dominant variable on the Gelfand spectrum; this concept will be essential in the proofs of Proposition 6.4 and Proposition 6.1 in Sections 6.3 and 6.4 respectively.

6.1. Hypothesis (H). Let $(N, K)$ be a nilpotent Gelfand pair. We consider $\hat{n} = v \oplus \hat{\omega}$ and the nilpotent Gelfand pair $(\hat{N}, K)$ obtained by central reduction of $\hat{w}^0$. By Proposition 2.7, $(\hat{N}, K)$ satisfies property (S).

We fix a Hilbert basis $\rho = (\rho_\hat{w}^0, \rho_\hat{\omega}, \rho_v, \rho_{w,\hat{w}^0})$ as in Section 2.6. For a multi-index $\alpha = (\alpha', \alpha'') \in \mathbb{N}^{d_\hat{w}^0} \times \mathbb{N}^{d_{\omega,\hat{w}^0}}$, we denote by $[\alpha]$ the degree of $\rho_\hat{w}^0 \rho_\hat{\omega} \rho_v \rho_{w,\hat{w}^0}$ in the $\hat{w}^0$-variables.

For $\rho_j \in \rho_\hat{w}^0 \cup \rho_\hat{\omega}$, let $D_j \in \mathcal{D}(\hat{N}) \otimes \mathcal{P}(\hat{w}^0)$ denote $(\lambda_N^* \otimes 1)(\rho_j)$, where $\lambda_N^*$ is the symmetrisation operator (2.10) for $\hat{N}$, and $\rho_j$ is regarded as an element of $\mathcal{P}(\hat{n}) \otimes \mathcal{P}(\hat{w}^0)$. If $\alpha = (\alpha', \alpha'') \in \mathbb{N}^{d_\hat{w}^0} \times \mathbb{N}^{d_{\omega,\hat{w}^0}}$, then

$$\bar{D}^\alpha = \rho_{\hat{w}^0}^{\alpha'} \hat{D}^{\alpha''}$$

has degree $[\alpha]$ in the $\hat{w}^0$-variables.

**Definition 6.2.** We say that $(N, K)$ satisfies hypothesis (H) if, for any $K$-invariant function $G$ on $\hat{N} \times \hat{w}^0$ of the form

$$(6.1) \quad G(v, w_0, u) = \sum_{|\gamma|=k} w_0^\gamma G_\gamma(v, u) ,$$

with $G_\gamma \in \mathcal{S}(\hat{N})$, there exist functions $H_\alpha \in \mathcal{S}(\hat{N})^K$, for $[\alpha] = k$, such that

$$(6.2) \quad G = \sum_{[\alpha]=k} \frac{1}{\alpha!} \bar{D}^{\alpha} H_\alpha .$$

The following statement has been essentially proved in [11]. We give the explicit proof for completeness.

**Proposition 6.3.** If $\hat{w}^0$ is trivial, i.e. if $\hat{N}$ is abelian, hypothesis (H) is satisfied.
Proof. Under our hypotheses we are given
\[ G(v, w_0) = \sum_{|\gamma|=k} w_0^\gamma \tilde{G}_\gamma(v) \in (S(v) \otimes \mathcal{P}^k(w_0))^K. \]
The same holds for the partial Fourier transform in \(v,\)
\[ \mathcal{F}_v G(v, w_0) = \sum_{|\gamma|=k} w_0^\gamma \tilde{G}_\gamma(v). \]

By Lemma 4.8 adapted to Schwartz functions, cf. [11, Prop. 2.1],
\[ \mathcal{F}_v G(v, w_0) = \sum_{\alpha} u_\alpha(\rho_{w_0}) \rho^\alpha_0 \rho^\alpha_{v, w_0}. \]
Undoing the Fourier transform, we obtain (6.2).

Hypothesis (H) was proved in [11] for the nilpotent Gelfand pairs in Vinberg’s classification [26], including those listed in Table (1.1) and discussed in Section 7.

At the heart of the proof of Proposition 6.1 is the following property.

**Proposition 6.4.** Let \((N, K)\) be a nilpotent Gelfand pair satisfying hypothesis (H). We keep the notation of hypothesis (H). We also consider the family of operators
\[ D = (\mathcal{D}_{w_0}, \mathcal{D}_v, \mathcal{D}_{\rho_{v, w_0}}) \]
obtained by symmetrisation of \(\rho\) via \(\lambda'_N\). Let \(F \in S(N)^K\), and assume that
\[ F(v, w_0, u) = \sum_{|\gamma|=k} \partial_{w_0}^\gamma R_\gamma(v, w_0, u), \]
with \(R_\gamma \in S(N)\) for every \(\gamma\). Then, for every \(\alpha\) with \([\alpha] = k\), there exists a function \(F_\alpha \in S(N)^K\) such that
\[ \mathcal{G} F_\alpha(\xi) = h_\alpha(\xi_{w_0}, \xi_0), \quad (\xi \in \Sigma_D), \]
with \(h_\alpha \in S(\mathbb{R}^{d_\alpha + d_0})\), and
\[ F(v, w_0, u) = \sum_{[\alpha]=k} \frac{1}{\alpha!} D^\alpha F_\alpha(v, w_0, u) + \sum_{|\gamma'|=k+1} \partial_{w_0}^{\gamma'} R_{\gamma'}(v, w_0, u), \]
with \(R_{\gamma'} \in S(N)\) for every \(\gamma'\).

The proof of Proposition 6.4 will be given in Section 6.3. It relies on the notion of dominant variable in the Gelfand spectrum explained in the next section.

Before going into it, we need the following notation and observations. Consider the transform \(\mathcal{R}\) defined as in (3.7) and (3.8) with \(s = w_0\) and mapping \(S(N) \rightarrow S(\tilde{N})\) and \(\mathbb{D}(N)\) to \(\mathbb{D}(\tilde{N})\). As the restrictions to \(\tilde{n}\) of \(\rho_{w_0}\) and \(\rho_{v, w_0}\) are zero, by (3.9), we have:
\[ \mathcal{R} \mathcal{D}_{w_0} = 0 \quad \text{and} \quad \mathcal{R} \mathcal{D}_{v,w_0} = 0. \]
Recall that \(\rho_0\) is a system of coordinates of \(\tilde{w}\) since the action of \(K\) on \(\tilde{w}\) is trivial, and that \(\rho_v\) is a Hilbert basis for the action of \(K\) on \(v\). Hence \(\rho_v, \rho_0, \rho_{v, w_0}\) form a Hilbert basis \(\tilde{\rho}\) for \((\tilde{N}, K)\). The operators obtained by symmetrisation are by (3.9)
\[ \mathcal{D}_v = \mathcal{R} \mathcal{D}_v \quad \text{and} \quad \mathcal{D}_{\rho_{v, w_0}} = \mathcal{R} \mathcal{D}_{\rho_{v, w_0}} = i^{-1} \nabla_{\tilde{n}}, \]
and form a generating family \(\mathcal{D} = (\mathcal{D}_v, \mathcal{D}_{\tilde{n}})\) of \(\mathbb{D}(\tilde{N})^K\).
Denote by $\Sigma$, $\hat{\Sigma}$ the Gelfand spectra of $(N, K)$ and $(\hat{N}, K)$ and by $\Sigma_D$, $\hat{\Sigma}_D$ their realisations via $D$ and $\hat{D}$ respectively. The proof of Proposition 3.3 given in Section 3.3 implies that we may consider $\Sigma_D$ as the following subset of $\Sigma$:

\[
\Sigma_D = \{ (0, \xi_\mathfrak{w}, \xi_\mathfrak{v}, 0) : (\xi_\mathfrak{w}, \xi_\mathfrak{v}) \in \hat{\Sigma}_D \} ; 
\]

Moreover, denoting by $\mathcal{G}$ the Gelfand transform of $(\hat{N}, K)$, we have the identity

\[
\mathcal{G}(\hat{R}F)(\xi_\mathfrak{w}, \xi_\mathfrak{v}) = \mathcal{G}F(0, \xi_\mathfrak{w}, \xi_\mathfrak{v}, 0) .
\]

6.2. **Dominant variables of the Gelfand spectrum.** Let $(N, K)$ be a nilpotent Gelfand pair. We fix a Hilbert basis $\rho = (\rho_{\mathfrak{w}_0}, \rho_{\mathfrak{w}}, \rho_{\mathfrak{v}}, \rho_{\mathfrak{w}, \mathfrak{v}})$ as in Section 2.6 and the corresponding family of operators $D = (D_{\mathfrak{w}_0}, D_{\mathfrak{w}}, D_{\mathfrak{v}}, D_{\mathfrak{w}, \mathfrak{v}})$ obtained by symmetrisation.

We have already observed that the choice of bi-homogeneous Hilbert basis yields natural dilations $D(\delta)$ given in (2.11) on the realisation $\Sigma_D$ of the spectrum. This leads us to introduce the homogeneous norm on $\mathbb{R}^d$, compatible with the dilations $D(\delta)$,

\[
\| \xi \| = \sum_{j=1}^{d} |\xi_j|^{\frac{1}{\nu_j}} .
\]

We may write any element $\xi$ of $\mathbb{R}^d = \mathbb{R}^{d_{\mathfrak{w}_0}} \times \mathbb{R}^{d_{\mathfrak{w}}} \times \mathbb{R}^{d_{\mathfrak{v}}} \times \mathbb{R}^{d_{\mathfrak{w}, \mathfrak{v}}}$ as $\xi = (\xi_{\mathfrak{w}_0}, \xi_{\mathfrak{w}}, \xi_{\mathfrak{v}}, \xi_{\mathfrak{w}, \mathfrak{v}})$ and allow ourselves to write

\[
\| \xi_{\mathfrak{w}_0} \| = \| (\xi_{\mathfrak{w}_0}, 0, 0) \| ,
\]

and similarly for $\xi_{\mathfrak{w}}, \xi_{\mathfrak{v}}, \xi_{\mathfrak{w}, \mathfrak{v}}$.

In the sense of the next lemma, the variable $\xi_0$ dominates the others on the spectrum $\Sigma_D$:

**Lemma 6.5.** Let $\rho$ be a bi-homogeneous Hilbert basis $\rho$ of a nilpotent Gelfand pair $(N, K)$ which splits as $\rho = (\rho_{\mathfrak{w}_0}, \rho_{\mathfrak{w}}, \rho_{\mathfrak{v}}, \rho_{\mathfrak{w}, \mathfrak{v}})$. Let also $D = \lambda(\rho)$ be the associated $d$-tuple of differential operators. Let $\xi = (\xi_{\mathfrak{w}_0}, \xi_{\mathfrak{w}}, \xi_{\mathfrak{v}}, \xi_{\mathfrak{w}, \mathfrak{v}})$ be a point in the spectrum $\Sigma_D$. We have the following inequalities:

\begin{enumerate}
  \item if $\nu_j \in P_{\mathfrak{v}_j}(\mathfrak{v}) \otimes P_{\mathfrak{n}_{\mathfrak{v}}}^{\nu_j}(\mathfrak{w}_0)$, with $\nu_j' > 0$, then $|\xi_j| \leq C \| \xi_{\mathfrak{v}} \|^{\nu_j'} \| \xi_{\mathfrak{w}_0} \|^{\nu_j''}$;
  \item $\| \xi \| \leq C \| \xi_0 \|$. 
\end{enumerate}

In particular, if $\xi_{\mathfrak{w}_0} = 0$, then also $\xi_{\mathfrak{v}, \mathfrak{w}} = 0$.

**Proof.** Let $p(v) = |v|^2$, where $|\cdot|$ denotes the norm induced by a $K$-invariant inner product on $\mathfrak{v}$. Denote by $X_\mathfrak{v}$ the left-invariant vector field equal to $\partial_\mathfrak{v}$ at the identity of $N$. Then $\lambda(\rho)$ is the sublaplacian $L = -\sum X_{e_j}^2$, where $\{e_j\}$ is an orthonormal basis of $\mathfrak{v}$. Then $L$ is hypoelliptic and, for every $v_1, \ldots, v_m \in \mathfrak{v}$ and $F \in \mathcal{S}(N)$,

\[
\| X_{v_1} \cdots X_{v_m} F \|_2 \leq C_{v_1, \ldots, v_m} \| L_{\mathfrak{v}}^m F \|_2 ,
\]

cf. [13]. For $w_1, \ldots, w_m \in \mathfrak{w}_0$ and $F \in \mathcal{S}(N)$, we also have, by classical Fourier analysis,

\[
\| \partial_{w_1} \cdots \partial_{w_m} F \|_2 \leq C_{w_1, \ldots, w_m} \| \Delta_{\mathfrak{w}_0}^m F \|_2 .
\]

Therefore,

\[
\| \partial_{w_1} \cdots \partial_{w_m} X_{v_1} \cdots X_{v_m} F \|_2^2 = \langle \partial_{w_1}^2 \cdots \partial_{w_m}^2 F, X_{v_1} \cdots X_{v_m} X_{v_1} \cdots X_{v_m} F \rangle \\
\leq C_{v_1, \ldots, v_m, w_1, \ldots, w_m} \| L_{\mathfrak{w}}^m F \|_2 \| \Delta_{\mathfrak{w}_0}^m F \|_2 .
\]
If \( \rho_j \in \mathcal{P}^{\nu_j}(v) \otimes \mathcal{P}^{\nu_j'}(w_0) \), then \( D_j = \lambda'(\rho_j) \) is a linear combination of terms of this kind, with \( m = \nu_j' \) and \( m' = \nu_j'' \). Therefore, for \( F \in \mathcal{S}(N) \),

\[
\|D_j F\|_2 \leq C \|L^{\nu_j'} F\|_2 \|\Delta^{\nu''}_{w_0} F\|_2^{1/2} \, .
\]

We may assume that \( \rho_0 \) contains the squares \( p_k = |v_k|^2 \) of the norm restricted to mutually orthogonal irreducible components of \( v \). Then \( p \) is the sum of such \( p_k \). The same can be said about \( q(w_0) = |w_0|^2 \) on \( w_0 \).

Denote by \( \xi_k \) the component of \( \xi_\alpha \) corresponding to \( \lambda'(p_k) \), \( \xi_\ell \) the component of \( \xi_{\alpha,0} \) corresponding to \( \lambda'(q_\ell) \), and \( \xi_j \) the component of \( \xi_{\alpha,w_0} \) corresponding to \( D_j \). Then, since \( \lambda'(p_k) \) and \( \lambda'(q_\ell) \) are positive operators, we have \( \xi_k, \xi_\ell, \xi_\gamma \geq 0 \) on \( \Sigma_D \). Hence (6.6) implies that, on \( \Sigma_D \),

\[
|\xi_j| \leq C \left( \sum_k \xi_k^{\nu_j'} \right)^{1/2} \left( \sum_\ell \xi_\ell^{\nu_\ell'} \right)^{1/2} \leq C \|\xi_\alpha\|^{\nu_j'} \|\xi_{\alpha,w_0}\|^{\nu''}. \]

This proves (i). To prove (ii) it suffices to prove that \( \|\xi_{\beta}\| \leq C \|\xi_\alpha\| \). For this, it suffices to observe that every derivative \( \partial_{\alpha}^\beta \) in the \( w \)-variables can be expressed as a combination of products \( X_{v_1} \cdots X_{v_m} \) with \( m = 2|\alpha| \). Then, for every \( F \in \mathcal{S}(N) \),

\[
\|\partial_{\alpha}^\beta F\|_2 \leq C \|L^{|\alpha|} F\|_2. \, \square
\]

### 6.3. Proof of Proposition 6.4

Let \((N, K)\) be a nilpotent Gelfand pair. We keep the notation of Sections 6.1 and 6.2. We assume that \((N, K)\) satisfies hypothesis (H) and recall that the nilpotent Gelfand pair \((\hat{N}, K)\) satisfies (S).

Consider the Fourier transform (5.7) of \( F \) in the \( w_0 \)-variables. Then

\[
\hat{F}(v, \zeta, u) = i^k \sum_{|\gamma|=k} \zeta^\gamma \hat{R}_\gamma(v, \zeta, u). \]

Setting \( G_\gamma(v, u) = i^k \hat{R}_\gamma(v, 0, u) \in \mathcal{S}(\hat{N}) \), we have

\[
\hat{F}(v, \zeta, u) = \sum_{|\gamma|=k} \zeta^\gamma G_\gamma(v, u) + \sum_{|\gamma'|=k+1} \zeta^\gamma S_{\gamma'}(v, \zeta, u),
\]

Since \( G = \sum_\gamma \zeta^\gamma G_\gamma \) is \( K \)-invariant, as hypothesis (H) is satisfied, see Section 6.1 there exist \( H_\alpha \in \mathcal{S}(\hat{N})^K \) such that

\[
\hat{F}(v, \zeta, u) = \sum_{|\alpha|=k} \frac{1}{\alpha!} (\hat{D}_\alpha H_\alpha)(v, \zeta, u) + \sum_{|\gamma'|=k+1} \zeta^\gamma S_{\gamma'}(v, \zeta, u),
\]

By property (S) for the pair \((\hat{N}, K)\), for every \( \alpha \) there is \( h_\alpha \in \mathcal{S}(\mathbb{R}^{d_\alpha+d_\beta}) \) such that \( \hat{G} H_\alpha = h_\alpha|_{\Sigma_D} \). By Lemma 6.5 (ii), \( |\xi_\alpha| \) and \( |\xi_{\alpha,w_0}| \) are bounded up to constants by powers of \( |\xi_\alpha| \) on \( \Sigma_D \). By (6.3) and (6.4), we then have that

\[
\tilde{h}_\alpha(\xi) = h_\alpha(\xi_\alpha, \xi_{\alpha,w_0}) \in \mathcal{S}(\Sigma_D). \]

If \( F_\alpha \in \mathcal{S}(N)^K \) is the function such that \( \hat{G} F_\alpha \) equals \( \tilde{h}_\alpha \) on \( \Sigma_D \), it follows from (6.4) that \( H_\alpha = \hat{R} F_\alpha \) for every \( \alpha \). This is equivalent to saying that \( \hat{F}_\alpha(v, 0, u) = H_\alpha(v, u) \). By Hadamard’s
Proof of Proposition 6.1.
We keep the notation of Definition 6.2 and fix $(N,K)$ satisfying hypothesis (H).
Let $(\bar{N},\bar{w}_0) = N \times \bar{w}_0$ be the direct product of $N$ with the nilpotent Gelfand pair $(\bar{w},\bar{w}_0)$ extending $(N,K)$.

Let $\gamma \in \Sigma_D$ be a monomial of order at most $k$. Then $\partial^\gamma_\bar{w}_0$ extends to a linear functional on $\bar{w}_0$.

It only remains to replace each operator $\bar{D}^\alpha$ with the corresponding $D^\alpha$. In order to do this, it is sufficient to compare the left-invariant vector field $\bar{X}_{v_0}$ on $\bar{N}$ corresponding to an element $v_0 \in \bar{v}$ with the left-invariant vector field $\bar{X}_{v_0}$ on $\bar{N}$ corresponding to the same $v_0$. Clearly, the difference $\bar{X}_{v_0} - \bar{X}_{v_0}$ is a linear combination $\sum_{j=1}^{d_{\bar{w}_0}} \ell_{j,v_0}(v) \partial_{\bar{w}_j}$, where the $\ell_{j,v_0}$ are linear functionals on $\bar{v}$. Therefore, any difference $D^\alpha - \bar{D}^\alpha$ is a sum of terms, each of which contains at least $k$ derivatives in the $\bar{w}_0$-variables. The corresponding term $(D^\alpha - \bar{D}^\alpha)F_\alpha$ is absorbed by the remainder term.

This concludes the proof of Proposition 6.4.

6.4. Proof of Proposition 6.1
Let $(N,K)$ be a nilpotent Gelfand pair satisfying hypothesis (H). We keep the notation of Definition 6.2 and fix $F \in \mathcal{S}(N)^K$.

Consider the restriction of $\mathcal{G}F$ to the set $\Sigma_D$ in (6.3), which equals $\mathcal{G}(\bar{R}F)$ by (6.4). By Proposition 2.7, $(N,K)$ satisfies property (S). Hence there exists $h_0 \in \mathcal{S}(\mathbb{R}^{d_{\bar{w}}})$ extending $\mathcal{G}(\bar{R}F)$. By Lemma 5.5, $h(\xi) = h_0(\xi_{\bar{w}},\xi_v) \in \mathcal{S}(\Sigma_D)$. Let $F_0 \in \mathcal{S}(N)^K$ be the function such that $\mathcal{G}F_0(\xi) = h$.

Then $\bar{R}(F - F_0) = 0$, which implies that $F - F_0 = \sum_{j=1}^{d_{\bar{w}_0}} \partial_{\bar{w}_j} G_j$, with $G_j \in \mathcal{S}(N)$. By iterated application of Proposition 6.4, we find a family $\{F_\alpha\}_{\alpha \in \mathbb{N}^{d_{\bar{w}_0} \times d_{\bar{w}}}, \alpha_0}$ such that, for every $k$,

$$F = \sum_{|\alpha| \leq k} \frac{1}{\alpha!} D^\alpha F_\alpha + \sum_{|\gamma| = k+1} \partial^\gamma_{\bar{w}_0} R_\gamma,$$

and, for every $\alpha$, $\mathcal{G}F_\alpha(\xi) = h_\alpha(\xi_{\bar{w}},\xi_v)$, with $h_\alpha \in \mathcal{S}(\mathbb{R}^{d_{\bar{w}}}).$
By Whitney's extension theorem [19] (see [2] for a proof in the Schwartz setting), there is a function \( g \in \mathcal{S}(\mathbb{R}^d) \) such that, for every \( \alpha = (\alpha', \alpha'') \in \mathbb{N}^{d_{00}} \times \mathbb{N}^{d_{00}} \),
\[
\partial^\alpha_{\xi_{\bar{w}_0}, \eta_{\bar{w}_0}} (0, \xi_{\bar{w}_0}, \xi_0, 0) = h_\alpha (\xi_{\bar{w}_0}, \xi_0).
\]

We take as \( G \) the function in \( \mathcal{S}(N)^K \) such that \( GG = g|_{\Sigma_D} \). We must then prove that \( G - F \in \mathcal{S}_0(N)^K \).

Take a monomial \( w_0^\beta \) on \( \bar{w}_0 \). Given an integer \( k \geq |\beta| \), decompose \( F \) as in (6.7) and observe that
\[
\int_{\bar{w}_0} \left( G(v, w_0, u) - F(v, w_0, u) \right) w_0^\beta \, dw_0 = \int_{\bar{w}_0} \left( G - \sum_{[\beta] \leq k} \frac{1}{\alpha!} D^\alpha F_\alpha \right) (v, w_0, u) w_0^\beta \, dw_0,
\]
since the remainder term gives integral 0 by integration by parts.

We set
\[
\eta_t (\xi) = g(\xi) - \sum_{[\alpha] \leq k} \frac{1}{\alpha!} h_\alpha (\xi_{\bar{w}_0}, \xi_0) \xi_{\bar{w}_0}^\alpha \xi_\eta^\beta
\]
so that \( \eta_t = G \left( G - \sum_{[\alpha] \leq k} \frac{1}{\alpha!} D^\alpha F_\alpha \right) \) on \( \Sigma_D \).

Then Lemma 5.3 gives the pointwise identity on \( \Sigma_D \)
\[
G \left( G - \sum_{[\alpha] \leq k} \frac{1}{\alpha!} D^\alpha F_\alpha \right) (\xi) = \sum_{t \in T, j \in Z} \eta_t (\xi) \psi_{t,j} (\xi_{\bar{w}_0}).
\]

We claim that \( k \) can be chosen large enough so that, undoing the Gelfand transform, the series
\[
\sum_{t \in T, j \in Z} \left( G - \sum_{[\alpha] \leq k} \frac{1}{\alpha!} D^\alpha F_\alpha \right) \ast_{\bar{w}_0} \psi_{t,j}
\]
converges in the \( (\mathcal{S}(N), |\beta|) \)-norm (in which case it converges to \( G - \sum_{[\alpha] \leq k} \frac{1}{\alpha!} D^\alpha F_\alpha \)).

By the continuity of \( G^{-1} \), there are \( m \in \mathbb{N} \) and \( C > 0 \), depending on \( |\beta| \), such that, for every \( t, j, k \),
\[
\left\| \left( G - \sum_{[\alpha] \leq k} \frac{1}{\alpha!} D^\alpha F_\alpha \right) \ast_{\bar{w}_0} \psi_{t,j} \right\|_{\mathcal{S}(N), |\beta|} \leq C \| \eta_t \|_{\mathcal{S}(\mathbb{R}^d), m}.
\]

Hence we look for \( k \) such that \( \| \eta_t \|_{\mathcal{S}(\mathbb{R}^d), m} = O(r^{-|j|}) \) for every \( t \in T \); recall that \( r > 1 \) has been fixed as satisfying (5.4). We first do so with \( r_k \) replaced by the remainder \( s_{k'} \) in Taylor’s formula,
\[
s_{k'} (\xi) = g(\xi) - \sum_{[\alpha] \leq k'} \frac{1}{\alpha!} h_\alpha (\xi_{\bar{w}_0}, \xi_0) \xi_{\bar{w}_0}^\alpha \xi_\eta^\beta.
\]

Then, for \( \gamma \in \mathbb{N}_d \) with \( |\gamma| \leq m \) and for every \( M \in \mathbb{N} \),
\[
\left| \partial^\gamma (s_{k'} \eta_{t,j}) (\xi) \right| \leq C_{m,M} (1 + 2^{\bar{m}j}) (1 + |\xi_0|)^{-M} (|\xi_{\bar{w}_0}| + |\xi_{\bar{w}_0}|)^{k' + 1 - m},
\]
where \( \bar{m} \) only depends on \( m \).

From Lemma 5.3 we obtain that there are positive exponents \( a, b, c, a', b', c' \) such that, on \( \Sigma_D \),
\[
(6.8) \quad \text{for } |\xi| \text{ small: } \begin{cases} |\xi_{\bar{w}_0}| \lesssim |\xi_0|^a, \\ |\xi_{\bar{w}_0}| \lesssim |\xi_0|^b |\xi_{\bar{w}_0}|^c,
\end{cases} \quad \text{for } |\xi| \text{ large: } \begin{cases} |\xi_{\bar{w}_0}| \lesssim |\xi_0|^a', \\ |\xi_{\bar{w}_0}| \lesssim |\xi_0|^{b'} |\xi_{\bar{w}_0}|^{c'}. \end{cases}
\]
Since the inequalities of Lemma 6.5 remain valid in a \( D(\delta) \)-invariant neighbourhood of \( \Sigma_D \), we may assume that (6.8) hold uniformly on the support of each \( s_k' \eta_{k,j} \).

Since there are \( \tau, \tau' > 0 \) such that, on the support of \( \eta_{k,j} \), \( |\xi_{w_0}| \leq r^{\tau j} \) if \( j \leq 0 \), and \( |\xi_{w_0}| \leq r^{\tau' j} \) if \( j > 0 \), we can choose \( k' \) such that \( \|s_k' \eta_{k,j}\|_{\mathcal{S}(\mathbb{R}^d),m} = O(r^{-|j|}) \).

Finally, we choose \( k = \max\{[\alpha] : |\alpha| \leq k'\} \). Since \( k > k' \),

\[
  r_k - s_k' = \sum_{|\alpha| > k', |\alpha| \leq k} \frac{1}{\alpha!} h_{\alpha}(\xi_{w}, \xi_{0}) \xi_{0}^{\alpha} \xi_{w_{0}}^{\alpha'}.
\]

The estimates on \( \|(r_k - s_k') \eta_{k,j}\|_{\mathcal{S}(\mathbb{R}^d),m} \) are basically the same.

Now, \( (G - \sum_{|\alpha| \leq k} \frac{1}{\alpha!} D^\alpha F_{\alpha}) * w_0 \psi_{t,j} \in \mathcal{S}_0(N)^K \), because its \( w_0 \)-Fourier transform vanishes for \( \zeta \in w_0 \) close to the origin. We now observe that integration against \( w_0^\beta \) is a continuous operation in the \( (\mathcal{S}(N), |\beta|) \)-norm. This concludes the proof of Proposition 6.1.

6.5. The main theorem. We can finally prove the main results of the paper. Theorem 6.6 is obtained by combining together the partial results stated in Propositions 5.1 and 6.1. It will be used in Section 7 to prove by a recursive argument that the pairs in Table (1.1) satisfy property (S).

**Theorem 6.6.** Let \((N, K)\) be a nilpotent Gelfand pair. We assume that

1. all the quotient pairs \((N_t, K_t)\) for \( t \in \mathfrak{g}_0 \setminus \{0\} \) satisfy property (S);
2. the pair \((N, K)\) satisfies hypothesis (H).

Then \((N, K)\) satisfies property (S).

**Proof.** Given \( F \in \mathcal{S}(N)^K \), let \( G \) be as in Proposition 6.1 and \( g \in c\mathcal{S}(\mathbb{R}^d) \) have \( \mathcal{G}(G) = g|_{\Sigma} \). By Proposition 5.1, \( \mathcal{G}(F - G) \) admits a Schwartz extension \( h \). Then \( g + h \) is a Schwartz extension of \( GF \). Together with (2.9), this shows that \((N, K)\) satisfies property (S). \(\square\)

7. Application to the pairs in Table (1.1)

**Corollary 7.1.** Property (S) holds for all the nilpotent Gelfand pairs \((N, K)\) described in Table (1.1).

**Proof.** We apply inductively Theorem 6.6 to the pairs in Table (1.1). Indeed, the classification of quotient pairs given below shows that this set of pairs is essentially self-contained, up to the procedures described in Section 3 which guarantee hereditarity of property (S); the lowest-rank pairs that need to be considered in order to start the induction are the following:

- line 1: the trivial pair \((\mathbb{R}, \{1\})\) and \((H_1, \text{SO}_2)\);
- line 2: \((H_1, U_1) \cong (H_1, \text{SO}_2)\);
- line 3: the quaternionic Heisenberg group with Lie algebra \( \mathbb{H} \oplus \text{Im} \mathbb{H} \), and with \( \text{Sp}_1 \) acting nontrivially only on \( v = \mathbb{H} \);
- lines 4, 5, 6: \((\mathbb{C}, \{1\})\), \((H_1, U_1)\), and \((\mathbb{R}, \{1\})\), respectively.

Since in all these cases property (S) is either trivial or proved in [1], Part (1) of the hypotheses in Theorem 6.6 is satisfied recursively. Part (2) is also satisfied since either \( \mathcal{N} \) is abelian, in which case we appeal to Proposition 6.3 or \((\mathcal{N}, K)\) is a (complex or quaternionic) Heisenberg pair for which property (S) has been proven in [1]. Hypothesis (H) for all these pairs was proved to be satisfied.
for certain nilpotent Gelfand pairs in [11]. This yields Corollary 7.1 modulo verification of the list of quotient pairs. □

In the rest of this section, we list all the quotient pairs of the pairs in Table (1.1), in order to verify that they are products of pairs with factors in the same list or for which property (S) is known.

Let $I_p$ (resp. $0_p$) be the identity (resp. zero) $p \times p$ matrix and let $J_p$ be the $(2p) \times (2p)$ matrix given by

$$J_p := \text{diag}(J, J, \ldots, J) \text{ where } J = J_1 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.$$ 

The Lie bracket $[\ , \ ]$ is understood as a map from $v \times v$ to $w$, elements of $\mathbb{R}^n$, $\mathbb{C}^n$ etc. as column vectors.

7.0.1. The pair $(\mathbb{R}^n \oplus \mathfrak{so}_n, \text{SO}_n)$. The Lie bracket is

$$[v, v'] = \frac{1}{2} (v v' - v' v).$$

Up to conjugation by an element of $K$, we may assume that $t \in \mathfrak{w}_0 \setminus \{0\}$ has the form

$$t = \text{diag}(t_1 I_{p_1}, \ldots, t_k I_{p_k}, 0_q),$$

with $2p_1 + \cdots + 2p_k + q = n$ and $t_i \neq t_j \neq 0$ for every $i \neq j$. Then we have

$$K_t = U_{p_1} \times \cdots \times U_{p_k} \times \text{SO}_q,$$

$$\mathfrak{w}_t = u_{p_1} \oplus \cdots \oplus u_{p_k} \oplus \mathfrak{so}_q,$$

$$\mathfrak{n}_t = (\mathbb{C}^{p_1} \oplus u_{p_1}) \oplus \cdots \oplus (\mathbb{C}^{p_1} \oplus u_{p_k}) \oplus (\mathbb{R}^q \oplus \mathfrak{so}_q).$$

7.0.2. The pair $(\mathbb{C}^n \oplus u_n, \text{U}_n)$. The Lie bracket is

$$[v, v'] = \frac{1}{2} (v v'^* - v' v^*).$$

Up to conjugation by an element of $K$, we may assume that $t \in \mathfrak{w}_0 \setminus \{0\}$ has the form

$$t = \text{diag}(it_1 I_{p_1}, \ldots, it_k I_{p_k}),$$

with $p_1 + \cdots + p_k = n$ and $t_i \neq t_j$ for every $i \neq j$, $\text{tr} t = 0$, and we have

$$K_t = U_{p_1} \times \cdots \times U_{p_k},$$

$$\mathfrak{w}_t = u_{p_1} \oplus \cdots \oplus u_{p_k},$$

$$\mathfrak{n}_t = (\mathbb{C}^{p_1} \oplus u_{p_1}) \oplus \cdots \oplus (\mathbb{C}^{p_1} \oplus u_{p_k}).$$

7.0.3. The pair $(\mathbb{H}^n \oplus (H S^2_{\mathbb{H}^n} \oplus \text{Im} \mathbb{H}), \text{Sp}_n)$. Here $H S^2_{\mathbb{H}^n}$ stands for the space of $n \times n$ matrices whose coefficients are quaternionic numbers and which are hermitian, while $0$ stands for vanishing trace.

The Lie bracket is

$$[v, v'] = \frac{1}{2} \left( vv'^* - v' v^* - \frac{1}{n} \text{tr} (v v'^* - v' v^*) I_n \right) \oplus \text{Im} (v^* v')$$

$$= \left( \frac{1}{2} (vv'^* - v' v^*) - \frac{1}{n} \text{Im}(v v' I_n) \right) \oplus \text{Im} (v^* v').$$
where \( \text{Im}_i \) denotes the \( i \)-th component of the argument.

Up to conjugation by an element of \( K \), we may assume that \( t \in \mathfrak{w}_0 \setminus \{0\} \) has the form
\[
t = \text{diag}(t_1 I_{p_1}, \ldots, t_k I_{p_k}) ,
\]
with \( p_1 + \cdots + p_k = n \) and \( t_i \neq t_j \) for every \( i \neq j \), and we have
\[
K_t = \text{Sp}_{p_1} \times \cdots \times \text{Sp}_{p_k} ,
\]
\[
\mathfrak{w}_t = (HS^2 \mathbb{H}^{p_1} \oplus \cdots \oplus HS^2 \mathbb{H}^{p_k})_0 \oplus \text{Im} \mathbb{H} .
\]

Decomposing \( v \in \mathbb{H}^n \) as \( v_1 \oplus \cdots \oplus v_k \) with \( v_j \in \mathbb{H}^{p_j} \), the Lie bracket in \( \mathfrak{n}_t \) is
\[
[v, v']_t = \left( \frac{1}{2}(v_1 iv_1^* - v_1' iv_1'^*) - \frac{1}{n} \text{Im}_i(v^*v') I_{p_1} \right) \oplus \text{Im}(v^*v') .
\]

If we consider, for \( 1 \leq j \leq k \), the subalgebra \( \mathfrak{h}_j \) of \( \mathfrak{n}_t \) generated by \( \mathbb{H}^{p_j} \),
\[
\mathfrak{h}_j = \mathbb{H}^{p_j} \oplus (HS^2 \mathbb{H}^{p_j} \oplus \text{Im} \mathbb{H}) = (\mathbb{H}^{p_j} \oplus (HS^2 \mathbb{H}^{p_j} \oplus \text{Im} \mathbb{H})) \oplus \mathbb{R} ,
\]
we easily see that it is \( K_t \)-invariant and only the factor \( \text{Sp}_{p_j} \) of \( K_t \) acts nontrivially on it. Since \( \mathfrak{h}_j \) commutes with \( \mathfrak{h}_j' \) for \( j \neq j' \), it follows that \( \mathfrak{n}_t \) is the quotient, modulo a central ideal, of the product of the \( \mathfrak{h}_j \).

We conclude that \( (\mathfrak{n}_t, K_t) \) is a central reduction of the product of the pairs \( (\mathfrak{h}_j, \text{Sp}_{p_j}) \), where, in turn, each \( (\mathfrak{h}_j, \text{Sp}_{p_j}) \) is the product of \( (\mathbb{H}^{p_j} \oplus (HS^2 \mathbb{H}^{p_j} \oplus \text{Im} \mathbb{H}), \text{Sp}_{p_j}) \) and the trivial pair \((\mathbb{R}, \{1\})\).

### 7.0.4.

The pairs \( (C^{2n+1} \oplus \Lambda^2 C^{2n+1}, SU_{2n+1}) \) and \( (C^{2n+1} \oplus (\Lambda^2 C^{2n+1} \oplus \mathbb{R})), U_{2n+1}) \). To fix the notation, we consider the second family of pairs, the other being analogous and simpler. The Lie bracket is
\[
[v, v'] = \frac{1}{2}(v'b - v'b) \oplus \text{Im}(v^*v') .
\]

Up to conjugation by an element of \( K \), we may assume that \( t \in \mathfrak{w}_0 \setminus \{0\} \) has the form
\[
t = \text{diag}(t_1 J_{p_1}, \ldots, t_k J_{p_k}, 0_{2q+1}) ,
\]
with \( p_1 + \cdots + p_k + q = n \) and \( t_i \in \mathbb{R} \), \( t_i \neq t_j \neq 0 \) for \( i \neq j \), we have
\[
K_t = \text{Sp}_{p_1} \times \cdots \times \text{Sp}_{p_k} \times U_{2q+1}
\]
\[
\mathfrak{w}_t = HS^2 \mathbb{H}^{p_1} J_{p_1} \oplus \cdots \oplus HS^2 \mathbb{H}^{p_k} J_{p_k} \oplus \Lambda^2 C^{2q+1} \oplus \mathbb{R} .
\]

Here \( HS^2 \mathbb{H}^{p_j} J_{p_j} \) is the sets of products \( AJ_{p_j} \) with \( A \in HS^2 \mathbb{H}^{p_j} \).

Like in the previous case, we split \( C^{2n+1} \) as \( C^{2p_1} \oplus \cdots \oplus C^{2p_k} \oplus C^{2q+1} \), and set
\[
\mathfrak{h}_j = C^{2p_j} \oplus (HS^2 \mathbb{H}^{p_j} J_{p_j} \oplus \mathbb{R}) , \quad (j = 1, \ldots, k) ,
\]
\[
\mathfrak{h}_{k+1} = C^{2q+1} \oplus (\Lambda^2 C^{2q+1} \oplus \mathbb{R}) ,
\]
i.e., the subalgebra generated by the \( j \)-th summand in \( C^{2n+1} \). Then, for \( 1 \leq j \leq k \),
\[
\mathfrak{h}_j \cong \mathbb{H}^{p_j} \oplus (HS^2 \mathbb{H}^{p_j} \oplus \mathbb{R}^2) ,
\]
and \( (\mathfrak{h}_j, \text{Sp}_{p_j}) \) is isomorphic to a central reduction of the pair in subsection \( 7.0.3 \). Finally, \( (\mathfrak{n}_t, K_t) \) is isomorphic to a central reduction of the product of \( k \) pairs of this kind and the pair \((\mathfrak{h}_{k+1}, U_{2q+1})\).
The pair \((C^{2n} \oplus (\Lambda^2 C^{2n} \oplus \mathbb{R}), SU_{2n})\). The Lie bracket is given by (7.1). Any element \(w_0\) of \(w_0\setminus\{0\}\) is conjugate, modulo an element of \(U_{2n}\), to an element of the form

\[
t = \text{diag}(t_1 J_{p_1}, \ldots, t_k J_{p_k}, 0_{2q})
\]

with \(p_1 + \cdots + p_k + q = n\) and \(t_i \in \mathbb{R}\setminus\{0\}\), \(t_i \neq t_j\) for \(i \neq j\).

If \(q > 0\), then \(w_0\) and \(t\) are also conjugate under \(SU_{2n}\). If \(q = 0\), then there exists \(e^{i\theta}\), unique up to a \(2n\)-th root of unity, such that \(w_0\) is conjugate to

\[
t_\theta = \text{diag}(t_1 e^{i\theta} J_{p_1}, \ldots, t_k e^{i\theta} J_{p_k})
\]

Then

\[
K_{e^{i\theta}} = K_t, \quad w_{e^{i\theta}} = e^{i\theta} w_t.
\]

For an element \(t\) as in (7.2), we have

\[
K_t = \text{Sp}_{p_1} \times \cdots \times \text{Sp}_{p_k} \times SU_{2q}
\]

\[
w_t = \begin{cases}
H S^2 \mathbb{H}^{p_1} J_{p_1} \oplus \cdots \oplus H S^2 \mathbb{H}^{p_k} J_{p_k} \oplus \Lambda^2 C^{2q} \oplus \mathbb{R} & \text{if } q \neq 0, \\
H S^2 \mathbb{H}^{p_1} J_{p_1} \oplus \cdots \oplus H S^2 \mathbb{H}^{p_k} J_{p_k} \oplus i \mathbb{R} \text{ diag}(t_1^{-1} J_{p_1}, \ldots, t_k^{-1} J_{p_k}) \oplus \mathbb{R} & \text{if } q = 0.
\end{cases}
\]

The discussion proceeds as in subsection 7.0.4.
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