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Abstract
Spatial clustering techniques can achieve significant multi-channel noise reduction across relatively arbitrary microphone configurations, but have difficulty incorporating a detailed speech/noise model. In contrast, LSTM neural networks have successfully been trained to recognize speech from noise on single-channel inputs, but have difficulty taking full advantage of the information in multi-channel recordings. This paper integrates these two approaches, training LSTM speech models to clean the masks generated by the Model-based EM Source Separation and Localization (MESSL) spatial clustering method. By doing so, it attains both the spatial separation performance and generality of multi-channel spatial clustering and the signal modeling performance of multiple parallel single-channel LSTM speech enhancers. Our experiments show that when our system is applied to the CHiME-3 dataset of noisy tablet recordings, it increases speech quality as measured by the Perceptual Evaluation of Speech Quality (PESQ) algorithm and reduces the word error rate of the baseline CHiME-3 speech recognizer, as compared to the default BeamformIt beamformer.
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1. Introduction
With speech recognition techniques approaching human performance on noise-free audio with a close-talking microphone [1], recent research has focused on the more difficult task of speech recognition in far-field, noisy environments. This task requires robust speech enhancement capabilities.

One approach to speech enhancement is spatial clustering, which groups together spectrogram points coming from the same spatial location [2]. This information can be used to drive beamforming, which linearly combines multiple microphone channels into an estimate of the original signal that is optimal under some test-time criterion [3]. This optimality is typically based on properties of the signals or the spatial configuration of the recordings at test time, with no training ahead of time.

Another approach is to use speech/noise signal models trained from data. Recent work on deep recurrent neural networks using the LSTM architecture [4] can achieve significant single-channel noise reduction [5, 6], and so there is interest in using trainable deep-learning models to perform beamforming. This is especially useful for optimizing beamformers directly for automatic speech recognition [7, 8], although such optimization must happen at training time on a large corpus of training data. Such models have difficulty generalizing across microphone arrays, especially when the number of microphones and the geometry of the array can vary.

In contrast to deep learning-based beamforming, spatial clustering is an unsupervised method for performing source separation, so it easily adapts across microphone arrays [9, 10, 11]. Such methods group spectrogram points based on similarities in spatial properties, but are typically not able to take advantage of signal models, such as models of speech or noise.

Developed by Mandel et al. [9], Model-based EM Source Separation and Localization (MESSL) is a system that computes time-frequency spectrogram masks for source separation as a byproduct of estimating the spatial location of the sources. It does so using the expectation maximization (EM) algorithm, iteratively refining the estimates of the spatial parameters of the audio sources and the spectrogram regions dominated by each source.

While MESSL utilizes spatial information to separate multiple sources, it does not model the content of the signals themselves. This is an advantage when separating unknown sources, but performance can be improved when a model of the target source is available. The goal of this paper is to improve MESSL’s performance when applied to noisy speech. We do this by training an LSTM neural network to clean the spatial clustering masks produced by MESSL.

In this paper we describe a novel method of combining single-channel LSTM-based speech enhancement into the MESSL spatial clustering system. We train a separate LSTM model that uses the single-channel noisy audio to clean the masks produced by MESSL. Our results are evaluated using the CHiME-3 dataset, consisting of 6-channel audio recordings simulating the use of a tablet in noisy environments. Performance is measured in terms of audio quality, as measured by the PESQ algorithm [12] as well as the word error rate (WER) of the baseline CHiME-3 recognizer implemented in the Kaldi speech recognition toolkit [13] applied to the enhanced signals. It is compared to the baseline of MESSL-only [14] and signals enhanced by the BeamformIt [15] delay and sum beamformer. Our method improves the PESQ score by 0.60 and the WER by 3.3% (absolute) when compared to the BeamformIt baseline.

2. Related Work
Recently, Nugraha et al. [16] also studied multi-channel source separation using deep feedforward neural networks, using a multi-channel Gaussian model to combine the source spectrograms, to take advantage of the spatial information present in the microphone array. They explore the efficacy of different loss functions and other model hyper-parameters. One of their findings is that the standard mean-square error loss function performed close to the best. In contrast to our work they do not use spatial information that beamforming can give.

Pfeifenberger et al. [17] proposed an optimal multi-channel filter which relies solely on speech presence probability. This speech-noise mask is predicted using a 2-layer feedforward neural network using features based on the leading eigenvector of
the spatial covariance matrix of short time segments. Using a single eigenvector makes the input to the network independent of the number of microphones, and thus adaptable to new microphone configurations. It is trained on the simulated noisy data portion of CHIME-3. They show that this filter improves the PESQ score of the audio. This approach uses an early fusion of the microphone channels before they are processed by the network, as opposed to our late fusion after the network processes each channel.

Heymann et al [18, 19] also study the combination of multi-channel beamforming with single-channel neural network model. Similar to ours, the proposed model consists of a bidirectional LSTM layer, followed by feedforward layers, in their case three. Of particular note is the companion paper by Boeddeker et al. [20], which derives the derivative of an eigenvalue problem involving complex-valued eigenvectors, allowing their system to propagate errors in the final SNR through the beamforming and back to the single-channel DNNs. While we do not optimize our system in this end-to-end manner, the combination of MESSL with the per-channel DNNs may provide advantages in modeling the spatial information.

Anguera et al [15] proposed a Delay-and-Sum beamformer called BeamformIt. The beamformer estimates the weight of each channel and the Time Delay of Arrival (TDOA) between multiple channels and the reference channel by using the GCC-PHAT cross correlation. We apply the speech enhancement with BeamformIt as the baseline.

3. Methods

3.1. Training the Network to Clean the MESSL Masks

To improve the quality of the binary masks produced by MESSL, we trained an LSTM neural network to clean a MESSL mask when passing this mask and its associated noisy spectrogram through the network.

The LSTM operates on single-channel recordings. Each channel in the multi-channel recording is processed independently and in parallel by the LSTM, following work by Erdogan et al. [21]. In the single-channel setting, the short-time Fourier transform of the recorded noisy signal, \( y(\omega, t) \) is assumed to be

\[
y(\omega, t) = s(\omega, t) + n(\omega, t)
\]

where \( s(\omega, t) \) is the (possibly reverberant) target speech and \( n(\omega, t) \) is non-stationary additive noise. In each case the network was configured to output a \([0, 1]\) valued mask \( \hat{m}(\omega, t) \) for each frame of the input noisy spectrogram.

For training targets we used ideal amplitude (IA) masks based on [22], defined as:

\[
m_{\text{ia}}(\omega, t) = \frac{|s(\omega, t)|}{|y(\omega, t)|}
\]

The network was trained to minimize the binary cross-entropy loss, using the Nesterov-Adam optimizer [23]. Architecturally, the network had 3 bidirectional LSTMs of 1024 units, followed by a dropout layer for normalization, followed by a dense feedforward layer which outputs the cleaned mask prediction. The LSTM layers merged the bidirectional outputs by averaging them; the dropout rate was set to 0.5; and the dense layer used a sigmoid activation along L2 regularization of the weights. The spectrogram inputs were converted from a linear to decibel scale, and normalized to mean 0 and variance 1 at each frequency bin. The MESSL binary masks were passed through the logit function. To perform the computation and training of our LSTM neural networks, we used the KERAS python library [24], built upon the Tensorflow library [25]. We used Keras defaults for any parameter not described above. We trained the network until the loss on the development set no-longer improved. In practice this occurred around epoch 10.

Figure 2 gives an example of how our network has learned how to use the noisy spectrogram to clean a mask produced by MESSL.
\[
\hat{\omega}_{m}(\omega,t) = \frac{1}{\lambda(\omega)}(G(\omega) - I_{M \times M}) \times e_{ref} \tag{4}
\]

where \( \lambda(\omega) = \text{Tr}(G(\omega)) - M \times e_{ref} \) is the reference microphone unit vector. We define \( G(\omega) \) as:

\[
G(\omega) = \Phi_{n}^{-1}(\omega) \times (\Phi_{s}(\omega) + \Phi_{n}(\omega)) \tag{5}
\]

where \( \Phi_{n} \) and \( \Phi_{s} \) are the spatial covariance matrices of the noise and speech respectively, which are computed using separate noise and speech masks \( m_{n}(\omega,t) \) and \( m_{s}(\omega,t) \).

We compare two different methods for computing the speech, noise, and post-filter masks, first by only using the six LSTM cleaned masks \( m_{i}(\omega,t) \) (the outputs of the Mask-Cleaner LSTM network when given a noisy spectrogram and the MESSL mask), then by combining them with the MESSL mask \( m_{S}(\omega,t) \).

\[
m_{i}(\omega,t) = \min \{ m_{1}(\omega,t), \ldots, m_{M}(\omega,t), m_{S}(\omega,t) \} \tag{6}
\]

\[
m_{n}(\omega,t) = \max \{ m_{1}(\omega,t), \ldots, m_{M}(\omega,t), m_{S}(\omega,t) \} \tag{7}
\]

\[
m_{p}(\omega,t) = \frac{1}{M+1} \left[ m_{S}(\omega,t) + \sum_{i}^{M} m_{i}(\omega,t) \right] \tag{8}
\]

We combine the masks in this way so that the speech and noise masks are especially conservative in order to accurately estimate the spatial covariances of the speech and noise with minimal leakage from the opposite class. The speech mask only includes points that are definitely speech and the complement of the noise mask only includes points that are definitely noise. In our results, the first method is referred to as LSTM Cleaner Mask because \( m_{S}(\omega,t) \) is absent from equations (6)-(8). The second method is referred to as MESSL+LSTM because \( m_{S}(\omega,t) \) is present.

### 4. Experiment and Results

#### 4.1. The CHiME-3 Corpus

The CHiME-3 corpus features both live and simulated, 6-channel single talker recordings from 12 different talkers (6 male, 6 female), in 4 different noisy environments: café, street junction, public transport and pedestrian area. In our work, we used the official data split, with 1600 real and 7138 simulated noisy utterances in the training set for training, along 1640 real and 1640 simulated noisy utterances in the development set for validation.

We tested our models on the proposed 2640 utterances in the test set, which contains audio both from real noisy recordings and simulated noisy recordings.

#### 4.2. Supervised MVDR Speech Reference

Because the real subset of the CHiME-3 recordings were spoken in a noisy environment, it is not possible to obtain a true clean reference signal for them for computing the target mask or evaluating enhancement performance. Instead, an additional microphone was placed close to the talker’s mouth to serve as a reference. While this reference has a higher signal-to-noise ratio than the main microphones, it is not noise free. In addition, because it is mounted close to the mouth, it contains sounds that are not desired in a clean output and actually could hurt ASR performance, namely pops, lip smacks, and other mouth noises.

In order to obtain a closer reference signal, we use the close microphone as a frequency-dependent voice activity detector to
control mask-based MVDR beamforming [27] of the main six microphones. The beamformer is adapted in a given frequency when the reference microphone energy is greater than the 85th percentile in that frequency band over an entire utterance. A final post-filter mask is derived in a similar way, but using the 75th percentile, and then applied with a maximum suppression of 15 dB. By not including the close microphone signal directly in the estimate, we eliminate the recording artifacts that it contains, while still taking advantage of the information on voice activity that it contains. This is in contrast to other approaches to estimate a reference signal [28], which learn a linear transformation to project the close microphone signal onto the microphone array. Such an approach can compensate for different filtering of the speech signal at the close mic and the main mic, but cannot eliminate recording artifacts.

4.3. Evaluation Metrics

We evaluate the performance of our enhancement system in terms of both speech quality and intelligibility to a speech recognizer. For quality, we use the Perceptual Evaluation of Speech Quality (PESQ) score [29]. PESQ is measured in units of mean opinion score (MOS) between 0 and 5, higher being better. For the simulated data, the reference signals were given by the close mic (CH0) signal from the CHiME-3 booth recordings that were used to make some of the simulated mixtures. For the real data, the reference signals were given by the supervised MVDR for the target speech using the close mic. PESQ is fairly accurate at predicting subjective quality scores for speech enhancement, but has the advantage for CHiME-3 of not requiring a reference for the noise sources.

We also evaluate the enhanced speech by Word Error Rate (WER) using the baseline recipe for CHiME-3 in the Kaldi automatic speech recognition toolkit. We train our Kaldi recognizer on the CHiME-3 corpus. First, we apply BeamformIt to get the single-channel enhanced training data and development data. BeamformIt uses all channels except for channel 2 because channel 2 doesn’t face the speaker, thus there is little speech in it. Second, we train a DNN acoustic model using Mel-frequency cepstral coefficients (MFCC) features with feature space maximum likelihood linear regression (fMLLR) speaker adaptation. The DNN model is trained with sMBR criterion according to [30]. Then we train a 5-gram language model with the CHiME-3 transcripts.

4.4. Results

Table 1 compares the performance of our systems to the BeamformIt baseline. We also report the PESQ and WER scores of the original CHiME-3 noisy audio on the fifth microphone (Noisy CH5), and audio enhanced by the MESSL system alone (Vanilla MESSL). Our first system (LSTM Cleaned Mask) uses the output of the LSTM alone to perform the beamforming, while our best performing system (MESSL+LSTM) uses the combination of the MESSL mask and the LSTM output. These scores are computed over the CHiME-3 test dataset.

|               | dt05 | et05 | dt05 | et05 |
|---------------|------|------|------|------|
| REAL BUS      | 2.52 | 2.55 | 7.42 | 17.14 |
| Vanilla MESSL | 2.19 | 2.38 | 4.38 | 5.83  |
| BeamformIt    | 2.76 | 3.01 | 6.08 | 9.71  |
| LSTM Cleaned Mask | 2.78 | 2.81  | 6.40 | 8.87 |
| MESSL+LSTM    | 2.80 | 2.80 | 10.2 |       |

For PESQ, a paired t-test showed a significant difference ($t = -90.2, p < 10^{-10}$). For WER, a binomial test showed a significant difference ($p < 10^{-10}$).

5. Conclusions and Future Work

In this paper we propose a novel method to adapt parallel single-channel LSTM-based enhancement to multi-channel audio, combining the speech-signal modeling power of the LSTM neural network with the spatial clustering power of MESSL, further enhancing the audio. We show that this method can help MESSL improve the quality of audio, with similar intelligibility.

Our future work will continue to explore different ways of integrating the LSTM speech-signal model with MESSL, in particular integrating the mask cleaning LSTM model in each loop of MESSL’s EM algorithm, i.e use the LSTM model to clean the MESSL masks before the estimation of the spatial parameters. We would also like to explore other training targets, as Erdogan et al. [22] report improved results when using phase sensitive targets, as well as training directly on the noise-free spectrograms. Additionally the differences in location scores, i.e. the WER performance over the ET05_BUS_REAL and ET05_PED_REAL sets is significantly worse than the other categories, suggest that more fine tuning of the model is possible.
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