Asymmetric Temporal Properties in the Receptive Field of Retinal Transient Amacrine Cells
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Abstract The speed of signal conduction is a factor determining the temporal properties of individual neurons and neuronal networks. We observed very different conduction velocities within the receptive field of fast-type On-Off transient amacrine cells in carp retina cells, which are tightly coupled to each other via gap junctions. The fastest speeds were found in the dorsal area of the receptive fields, on average five times faster than those detected within the ventral area. The asymmetry was similar in the On- and Off-part of the responses, thus being independent of the pathway, pointing to the existence of a functional mechanism within the recorded cells themselves. Nonetheless, the spatial decay of the graded-voltage photoresponse within the receptive field was found to be symmetrical, with the amplitude center of the receptive field being displaced to the faster side from the minimum-latency location. A sample of the orientation of varicosity-laden polyaxons in neurobiotin-injected cells supported the model, revealing that ~75% of these processes were directed dorsally from the origin cells. Based on these results, we modeled the velocity asymmetry and the displacement of amplitude center by adding a contribution of an asymmetric polyaxonal inhibition to the network. Due to the asymmetry in the conduction velocity, the time delay of a light response is proposed to depend on the origin of the photostimulus movement, a potentially important mechanism underlying direction selectivity within the inner retina.
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Introduction Previous studies have indicated that the mechanisms underlying direction selectivity in the inner retina are attributable to an interaction between asymmetric inhibitory and excitatory processes and are initiated by the motion of an object in the visual field (e.g., Barlow and Levick, 1963; Taylor et al., 2000; Borg-Graham, 2001; Euler et al., 2002; Fried et al., 2002). Thus, an observed spatial asymmetry in ganglion cells could be the result of a presumed earlier underlying temporal asymmetry, namely the timed or coincident arrival of signals from several sources onto the ganglion cell dendrites. Since this implied that a mechanism for temporal signal control could reside at or before the level of ganglion cell processing, we studied the presynaptic cell layer, the network of electrically coupled fast On-Off type transient amacrine cells (TACs).

In carp, the majority of TACs have a relatively small bushy primary dendritic field with a sparse polyaxonal network extending further out, whereas a few cells have only large primary dendritic fields (Teranishi et al., 1987; Djamgoz et al., 1990; Völgyi et al., 2001). Functionally, these TAC groups can be recognized according to the rise and decay time of their transient depolarizations, without predominant DC components, to steps of light, which divides the cells into two classes, fast and slow TACs (Teranishi et al., 1987). The depolarizing response is a form of EPSP, mainly due to calcium currents with the involvement of secondary sodium currents (Watanabe and Murakami, 1985; Kozumi et al., 2001). Direct two-electrode measurements show that inputs feeding On- and Off-responses come from different pathways, from On- and Off-bipolar cells, respectively (Kujiraoka et al., 1988).

The fast-type TACs (hereafter “TAC” for simplicity) are tightly coupled to each other via strong tip-to-tip or tip-to-side gap junctional contacts, which have been demonstrated with both dye and tracer coupling (Teranishi et al., 1987; Negishi et al., 1991). These observations match the wide receptive field, which exceeds the dendritic field of these cells (Kaneko, 1973; Teranishi et al., 1987; Negishi et al., 1991). In addition, TAC cou-
pling has been reported to be restricted to cells of the same subtype (Negishi et al., 1991; Hidaka et al., 1993). Thus, they form diffuse lateral networks (Naka and Christensen, 1981; Marc et al., 1988; Negishi et al., 1991). Also, because of the strong electrical coupling within the bushy dendritic network of these cells, synaptic current flow will not be restricted within only a few narrow dendrites, a necessary condition for electrically autonomous subunits (Goldstein and Rall, 1974; Ellias and Stevens, 1980; Miller and Bloomfield, 1983; Bloomfield, 1992, 1996).

These TACs constitute a well-known group of cypri-nid amacrine cells. They provided an excellent system for studying lateral spread of signals in the receptive field of a large cellular network. This signal spread was measured in the form of latency and amplitude pro-files. The latency profiles provided the measure for conduction velocity, which was found to be highly asymmetrical and the asymmetry appeared to be located within the TAC network itself. A corresponding directional asymmetry was found in the anatomy of the polyaxonal network of these cells and a model, based on an asymmetric polyaxonal inhibition, was constructed to explain the results. A part of this paper has previously been published in abstract form (Djupsund and Yamada, 1997).

MATERIALS AND METHODS

Recordings

Intracellular recordings were obtained from flat-mount retina of light-adapted, 20–25-cm carp (Cyprinus carpio), which were dark-adapted for 5–10 min and pithed. After removal and hemisection of the 12–14 mm eyeball under dim red light, the retina was attached to a black filter paper (No. 131B; Toyo Roshi) with the photoreceptor-side up and superfused with physiological Ringer solution (e.g., Yamada and Saito, 1997), saturated by 95% O2–5% CO2 gas mixture. All procedures were made at room tempera-ture, 20–22°C. Most of the microelectrodes were filled with 3 M potassium chloride, their resistances being 200–500 MΩ, and the penetrations were made avoiding the peripheral edges of the reti-na, at least 2 mm from the edge. The penetrations started >20 min after preparation, allowing the retina to stabilize and adapt to steady-state. The TACs were consistently found at a recording depth of 150–200 μm and the subtypes were determined by tem-poral response characteristics to flash stimuli. The response waveform of fast-type TACs (Fig. 1 B) is unique, with depolarizing responses to on- and off-set of photostimuli. Thus, all analyses in this work are based on the transient depolarizations. The recorded data were stored on a digital audio tape and, thereafter, digitized and saved on a hard disk in a personal computer.

Intracellular Labeling

A number of cells were intracellularly stained with Lucifer yellow (n = 12, 3% in 1 or 0.1 M LiCl) for anatomical identification, or by an iontophoretical injection of neurobiotin (n = 6, yielding ~140 cells with apparently completely stained primary dendrites; Vector), in order to verify both gap junctional coupling within the network (Hidaka et al., 1993) and the direction of the axons. The electrodes used for staining were thicker than those for the ordinary recordings, had resistances of 80–300 MΩ and contained either 3–5% neurobiotin in 1 M KCl or a mixture of neurobiotin and Lucifer yellow in 1 or 0.1 M LiCl. The outermost tip was filled with the aid of a micro-capillary reaction. The proximal part of the capillary was back-filled with the medium solution. During the experiment, the retina was kept in darkness for 40 min to allow diffusion of the tracer, after a 1-min injection of +2 nA pulsed current. The neurobiotin-injected retinae were immunohistochemically treated with a Vectastain ABC solution (PK-4000; Vector) in the presence of 1% Triton X-100, 0.05% diami nobenzidine (DAB), 0.025% nickel ammonium sulfate, and a few drops of 0.3% H2O2 were subsequently used to finish the staining process. All procedures were performed in 0.1 M phosphate buffer (pH 7.4). A Nikon Optiphot2 and Olympus BX51WI microscope both with PlanApo series objective lenses were used for the counting of the axons and to determine their direction in the retina.

Light Stimulation

The light stimuli were either white slits (110 or 220 μm wide, 7 mm long) or spots and annuli. For the annuli, the illuminated area covered the whole retina except for the central hole. All stimuli were produced and their dimensions determined by a computer-controlled projector system, rearranged from a liquid crystal display projector (Epson, ELPL-5300) using a 150-W metal halide lamp. All stimuli were presented in flashes of 700-ms duration at 4.5 s intervals. The use of a slit allows one to simplify the analysis of the TAC network response into a one-dimensional situation, as has been demonstrated previously both theoretically and experimentally (Lamb and Simon, 1976; Yamada and Saito, 1997). The consecutive positions of the center of slits were 90–150 μm apart on the retina, along one or several axes in the receptive field. All stimuli were imposed on a diffuse white back-ground light (intensity 3 × 10−7 W/cm2 at 513 nm, measured by a PIN-diode, type 1227, Hamamatsu Photonics) illuminating the whole retina. The intensity of all stimuli was 2.4 log-units above the background; no other stimuli were used before or between the scanning procedures. The total intensity was adjusted to produce nonsaturating responses, when the slit stimuli were applied. Before the recording session, one test electrode was aligned to the center of the spot/annulus under the microscope (Nikon TMD).

Analysis of Data

The latency and amplitude data of responses were collected off-line. Usually, the recording and analysis contained several sets of data at each stimulus position; the averages of these datasets were used for analysis. The On- or Off-response latency was determined as the time from the stimulus onset or offset of pulsed photostimuli, respectively, to the first response peak. Conduction velocity was measured as a ratio between retinal displacement of stimuli and the latency of responses. In annulus recordings, the retinal displacement of the stimulus was determined by the relative distance of the annulus inner edge. In slit recordings, the conduction velocity was determined by the reciprocal value of the slope of the linear regression line, fitted to the latency data in each side (one-axis scans) or in each sector (multi-axis scans) of the receptive field center. This definition is similar to that used for the conduction velocity of action potentials.

We ruled out the possibility that our results would be affected by any second-order effects of moving stimuli, such as long-term photoreceptor or postphotoreceptor adaptation (Donner et al., 1991; Smirnakis et al., 1997; Shells and Falk, 2000), by comparing five recordings with consecutive scanning and random scan-
ning, where the slit jumped from one randomly chosen location to another. The obtained latencies and conduction velocities differed by less than \( \pm 5\% \) from each other in all cases.

The size of the receptive field was measured as the distance between the two furthermost slits from the recording site eliciting a criterion voltage response (two standard deviations above the noise band in the recording, usually 1–1.5 mV). The amplitude data, when the stimulus was kept at a nonsaturating level, was fitted with an exponential decay function, \( V(x) = a \cdot e^{-x/\lambda} \), toward both sides from the receptive field center defined as a location responding with the largest amplitudes. Here \( V(x) \) is the response amplitude at distance \( x \) on the retina from the receptive field center, \( a \) is a fixed constant and \( \lambda \) is the obtained space constant (length constant), which effectively describes the spatial decay toward a receptive field edge. This type of fitting was adopted from previous similar approaches in carp horizontal (Yagi, 1986; Yamada et al., 1992) and bipolar cells (Yamada and Saito, 1997).

The retinal dorsal direction is defined as 0 \( \pm 45 \) degrees and ventral direction as 180 \( \pm 45 \) degrees from zenith, all other directions are considered as horizontal. For the counts of polyaxons, only varicosity-laden processes were used.

All results are presented as mean \( \pm \) SEM, with statistical comparisons by paired or nonpaired Student’s t-tests in Origin 4.1 (Origin International, Inc.) or Prism 2 (GraphPad Software, Inc.).

**RESULTS**

We recorded from 117 TACs of which 89 were classified as fast- and 28 as slow-type TACs (similar to the ratio of fast to slow TACs reported by Teranishi et al. [1987]). In 16 penetrations, TACs were labeled with neurobiotin or Lucifer yellow or both by the injections after recording the photoresponses to slit or diffuse light stimuli for identification. Of the fast-type TACs, 22 yielded long enough recordings for the analysis of conduction velocity through latency profiles using slit stimuli. In
most cases, we initially used the centered spot and annular stimuli to establish a measure of the conduction velocity along the retinal plane. Secondly, we obtained the conduction velocities with slit stimuli applied along one or several axes within the receptive field. Finally, we assessed offline the spatial decline of the response amplitudes and compared how temporal and amplitude properties corresponded to each other.

**The Morphology of TAC Networks**

An example of a neurobiotin-stained TAC network and its photoresponse is shown in Fig. 1. In this network, most primary processes of TACs can be seen to be elongated along a common axis. The dendritic processes of these cells were bi-stratified (sublaminas a and b), as has been reported to be the typical morphology of TACs. An example of the response waveform of fast-type TACs can be seen in Fig. 1 B, consisting of depolarizing responses without predominant DC components at the on- and off-set of a photostimulus (this response is from the impaled network in Fig. 1 A). Around the center of the stained area we occasionally observed up to five distinct, but more faintly labeled cell populations, which resided in- and outside the sublaminae occupied by TAC dendrites (Fig. 1 A).

In addition to the main morphology, varicosity-laden axonal processes were counted (Fig. 1, C and D). The average diameter of the primary dendritic field was 240 μm (236 ± 11 μm, n = 28), the average length of visible axonal processes was ~700 μm and their average varicosity interval ~20 μm. One end of the process could be seen to arise from a primary dendrite branch, the other end of a process could be seen as a sparse, branching formation ~5 μm in length, extending from the process.

The directionality of varicosity-laden processes was assessed in three TAC networks. The processes were defined on the basis of their diameter (<1 μm), length (average 700 μm) and presence of varicosities. Not all cells in the networks exhibited varicosity-laden processes; in only 28 of our 140 cells were such processes seen. Whether this was due to incomplete staining or a real rarity is unclear. On average in these cells, 1.2 ± 0.2 varicosity-containing axons could be found to extend from the primary dendrites or soma. In total, 33 processes were found, 24 extending toward the dorsal side of the stained cell, 7 toward the ventral side, and 2 were horizontal. Thus, the varicosity-laden processes showed a strong directionality.

**Spot and Annulus Experiments**

Conduction velocities estimated at equal-amplitude responses. The response latency was defined as the time to response peak from stimulus onset or offset. For the measurement of response latencies to annular and spot stimuli, only responses with the same amplitude

| On- and Off-response conduction velocity (mm/s) |
|-----------------------------------------------|
| **On**                                         |
| Annular stimuli                                |
| 114 ± 23 (n = 26)                              |
| Single scan (faster half)                      |
| 75 ± 17 (n = 12)                               |
| Single scan (slower half)                      |
| 23 ± 3 (n = 12)                                |
| Multiple scan (max speeds)                     |
| 102 ± 34 (n = 10)                              |
| Multiple scan (min speeds)                     |
| 13 ± 3 (n = 10)                                |
| **Off**                                        |
| Annular stimuli                                |
| 108 ± 21 (n = 26)                              |
| Single scan (faster half)                      |
| 75 ± 19 (n = 12)                               |
| Single scan (slower half)                      |
| 25 ± 3 (n = 12)                                |
| Multiple scan (max speeds)                     |
| 117 ± 36 (n = 10)                              |
| Multiple scan (min speeds)                     |
| 21 ± 7 (n = 10)                                |

The conduction velocity determined from annuli was calculated as the difference of two inner radii of the two annular light stimuli divided by the time difference of the response latencies. In slit recordings, the conduction velocities were calculated from the linear regression line of the response latencies. For single scans, a receptive field half was classified as a faster or a slower half based on the measured conduction velocity. Data are shown as mean ± SEM.
Djupsund et al. (10%) were used in order to exclude combined effects of latency and amplitude. The latencies to spot stimuli did not change with spot diameter, as shown in Fig. 2 A. The average latency of On-responses was 59 ± 4 ms (n = 31), indistinguishable from the Off-response latencies (53 ± 3 ms, n = 31). The latency of responses to annuli, however, increased with the inner diameter of the annulus (Fig. 2 B). The conduction velocity was determined by the ratio between the difference of inner radii of the two annular light stimuli and the time difference of the response peak latencies. The obtained conduction velocities were 114 ± 23 mm/s for On- and 108 ± 21 mm/s (n = 26) for Off-responses, as shown in Table I.

**Slit Experiments**

The spatial decay of amplitudes in the receptive field. The photoresponse amplitude declined as a function of the distance of the light slit from the recording electrode, toward the receptive field edges (Fig. 3), similarly as in more distal retinal neurones (Yamada et al., 1992; Yamada and Saito, 1997), when slits with nonsaturating intensities were used. The receptive field size, as defined by the distance between the two furthermost slits eliciting a criterion voltage response (two standard deviations of membrane noise), was 2.4 ± 0.2 and 2.6 ± 0.3 mm in diameter for the On- and Off-responses (n = 12), respectively. This indicated that on average 11 cells were contained within one receptive field, as estimated from the size of their primary dendritic field and assuming a low coverage factor, as in Fig. 1 A.

The amplitude data was fitted with an exponential decay function on each side (two lines for On- and Off-responses in Fig. 3, respectively), when the stimulus was kept at a nonsaturating level. The space constant was obtained from the linear regression line of the decay function. On average, the space constant was 0.72 ± 0.06 mm for On- and 0.94 ± 0.11 mm for Off-responses (n = 24).

**Latency Profiles and Conduction Velocities in the Receptive Field—One Axis Scans**

First, we recorded photoresponses to a slit scanning along one axis. In these experiments, the retinas had a
random orientation in the setup. The average minimum latencies, the shortest latencies in each recording, were 70 ± 7 and 92 ± 16 ms (n = 12) for the On- and Off-responses, respectively.

We could determine a pair of conduction velocities for On-responses and for Off-responses along each recorded axis of the receptive field. The average of their velocities was 51 ± 8 mm/s (n = 48). In most cells, the pairs of conduction velocities, however, were quite clearly asymmetric on each side of the receptive field. This could be seen when we compared response waveforms and latencies at different locations in opposite sides, but located at equal distances from the receptive field center, as shown in Fig. 4 A and B (On-responses only). Fig. 4 C shows a comparison of a single pair of On-phototube responses at the same distance, but from opposite sides of the field center. When all measured latencies in a recording sequence were plotted out as a profile, a systematic difference was obvious, as shown in Fig. 4 D and Table I. Over all cells, the slower and the faster halves of the receptive field for the On-responses had average speeds of 23 ± 3 and 75 ± 17 mm/s (n = 12), respectively, and those for the Off-responses 25 ± 3 and 75 ± 19 mm/s (n = 12). These differences between the slower versus faster speeds were highly significant (P < 0.002 for On- and P < 0.001 for Off-responses, paired t test).

The asymmetry of the conduction velocities is shown in Fig. 5 A; the 45 degree line corresponds to fully symmetric cases. On average, the conduction velocities showed around a threefold difference, their ratio being 3.5 ± 0.7 for On-responses and 3.3 ± 0.6 (n = 12) for Off-responses. The ratio between Off- to On-conduction velocities in a given receptive field half did not differ significantly from unity (1.04 ± 0.05, n = 24; P = 0.76, paired t test). On the other hand, when the receptive field halves were grouped according to the slower and faster side division in conduction velocity, the space constants were not significantly different from each other (Fig. 5 B, paired t test, P = 0.48, n = 24). This implied that the functional receptive field of these cells was roughly circular-symmetric with respect to its amplitude properties.

**Latency Profiles and Conduction Velocities in the Receptive Field—Multiaxis Scans**

We analyzed a set of 10 cells using scans along four different axes at 45 degree intervals, with at least two trials for each cell. The precise orientation of the retina was determined in eight cases. The averages of maximum and minimum speeds for the On-responses were 102 ± 34 and 13 ± 3 mm/s, respectively, and those for the Off-responses 117 ± 36 and 21 ± 7 mm/s (n = 10). The asymmetry of conduction velocity was also expressed as the ratio between the velocities along each axis. These multiaxis velocities showed an approximately fivefold difference, the average maximum ratio being 4.9 ± 1.2 for the On-responses and 5.2 ± 0.9 for the Off-responses (n = 10). Fig. 6 A is the normalized conduction velocity ratio along different angles, averaged by adjusting the peak speed of each cell (n = 10) to occur at a position of 45 degrees. The velocity distri-
Contributions formed a sharp peak against a relatively uniform background, without any clear minimum. The direction of all the velocity maxima was above or on the horizontal midline of the retina (Fig. 6 B). The average direction of the maximum speed was 22.5 degrees and 0 degrees for On- and Off-responses (n = 8), respectively, as counted from the zenith toward the rostral side. To obtain a measure for the degree of velocity profile, we calculated a directionality index, as applied from extracellular ganglion cell recordings (Masland and Ames, 1976; Ariel and Daw, 1982). The index was calculated as $x - y / (x + y)$, where $x$ and $y$ represent the larger and smaller values in a pair of conduction velocities along the four recorded axes. The axis with the largest speed difference was used for the “fast/slow” index and the axis vertical to that as the comparison, i.e., the “perpendicular” axis. Columns and error bars indicate mean ± SEM. The directionality indexes between these two axes were significantly different, for On-velocity (white bar: ***P < 0.001, n = 8, paired t test) and Off-velocity (black bar: **P < 0.005, n = 8). Thus, On- and Off-indexes in the same groups are indistinguishable.

**Figure 6.** Directionality of conduction velocity. The conduction velocity profiles, as obtained from multiple scans along different axes with 45 degree steps. (A) The distribution of On- and Off-velocity, as shown by the normalized ratio to the maximum speed over the different orientations (n = 10). The velocity maxima were adjusted to a relative angle of 45 degrees. (B) Lines: A representative record (solid line: On-velocity, dashed line: Off-velocity) from a TAC with a clear maximum at around 45 degrees. The profiles are normalized to the highest velocity in the record. Arrows: the average velocity maxima for all records (On-velocity; white arrow, Off-velocity, n = 8), as in the retinal field. Upward corresponds to the dorsal direction and the angles denote anti-clockwise rotation to the rostral direction. All velocity maxima were directed upwards from or along the horizontal line from the receptive field centers. No well-defined location was found for velocity minima. (C) The directionality index. The index was calculated as $(x - y) / (x + y)$, where $x$ and $y$ represent the larger and smaller values in a pair of conduction velocities along the four recorded axes. The axis with the largest speed difference was used for the “fast/slow” index and the axis vertical to that as the comparison, i.e., the “perpendicular” axis. Columns and error bars indicate mean ± SEM. The directionality indexes between these two axes were significantly different, for On-velocity (white bar: ***P < 0.001, n = 8, paired t test) and Off-velocity (black bar: **P < 0.005, n = 8). Thus, On- and Off-indexes in the same groups are indistinguishable.

**DISCUSSION**

Comparison of Conduction Velocity Measurements

The present approach is novel in itself, as most measurements of conduction velocity have been performed on cells or networks with sodium action potentials. In the visual system, these studies have been used for the classification of ganglion cells, both in goldfish On- and Off-cell axons (Northmore and Oh, 1998) and in X, Y, and W cells of cat and monkey retina (Stone and Freeman, 1971; Hsiao et al., 1984; Fukuda et al., 1988). As far as we are aware, the only previously published work not based on action potentials within the visual system is from recordings in turtle photoreceptors (Detwiler et al., 1978). Compared with action potential recordings, the velocities obtained in our study were much lower, being approximately one-tenth to one-hundredth of action potential velocities. Thus, the main speed determinants in TAC-receptive fields are either different or are strongly modified by

The Location of the Receptive Field Center—Amplitude Versus Latency

We could determine the receptive field center for both the latency and amplitude profiles. The faster halves were longer than the slower halves, on average by 370 μm (n = 24), as shown in the example in Fig. 7. When we superimposed the field centers, the location of the latency center was on average displaced 185 μm toward the slower half of the receptive field. The displacement between the location of the amplitude center and the latency center was close to 200 μm, as shown in Table II.
one or several factors. The average values for the maximal speeds in one-axis scan slit recordings were lower than those in multiaxis scans, since the scanning axis in the one-axis scan was chosen at random. Thus the average angle between the scanning axis and the axis with a maximum velocity is 45 degrees within these receptive fields. This is close to the geometric relation (i.e., arctan-relation) of the average speed values in one-axis scan compared with our other methods, multiaxis scan recording and annulus experiments.

**Directional Asymmetry in Conduction Velocity**

We have described the asymmetries on the basis of their latency profiles, absolute velocities, velocity ratios, or a directionality index (Fig. 6 C). The index is adopted from extracellular ganglion cell recordings (Masland and Ames, 1976; Ariel and Daw, 1982) and represents a common tool. Originally the index, however, was a mathematical calculation based on spike rate-coding, reflecting the difference of the arrival of excitatory and inhibitory signals, whereas the conduction velocity was a purely temporal parameter. Also, the responses for directional selective ganglion cells follow a preferred-null pattern (with intermediate-strength responses at stimuli from other directions). This is not necessarily the case here, as can be seen from Fig. 6 A, where the main feature is the single high-velocity peak, which is highlighted against a statistically uniform low-speed background, shown by a broad valley; in analogous terms, a preferred-only or null-only situation. Therefore, the directionality index must be used with caution.

**Similarity in Asymmetry of Conduction Velocity in On- and Off-Pathways**

As the measured latency reflects the sum of several processes within the distal retina, all these potentially affect the conduction velocities. Furthermore, it has been shown by direct two-electrode measurements that the inputs feeding the On- and Off-responses originate from different pathways, from the On- and Off-bipolar cells, respectively (Kujiraoka et al., 1988). Our findings, however, support the idea that the main factors for the temporal asymmetry reside within the TAC networks themselves, as the latency profiles were similar for the On- and Off-responses in the same area of the receptive field, suggesting that they have a common origin. Therefore, one can assume that the reasons for the asymmetry in the conduction velocity would be located where the visual signal traverses the common part of the On- and Off-pathways, i.e., at the level of the photoreceptors or in TAC themselves. To our current knowledge, however, the photoreceptor layer in carp is homogenous, as reflected in cone density counts and horizontal cell responses, allowing no large variety in the density of the same cone types (Stell and Harosi, 1976; Hack and Peichl, 1999). TAC networks themselves probably contain the major mechanisms accounting for a temporal asymmetry.
The Displacement of Amplitude Center

We detected a distinct difference in the locations between the amplitude and latency centers. One can, however, note that analogous displacements have been found before, e.g., between the receptive and the dendritic field locations in single rabbit ganglion cells (Yang and Masland, 1994). Here, we are dealing with a network and not a single cell. In previous studies, the appearance of individual TACs has been shown to include distinct thick and thin dendritic branches (Teranishi et al., 1987; Djamgoz et al., 1990). Amacrine cells in other fish species do form dendritic fields with a parallel, oriented arrangement of the soma and main dendritic branches (catfish: Naka, 1980; gourami: Sakai et al., 1997). Morphological studies (Teranishi et al., 1987; Hidaka et al., 1993) have revealed that the primary dendritic fields of carp TACs are often, but not always, elongated but symmetric, which agrees with our data of receptive field profiles of the response amplitude. A parallel orientation of primary dendrites can also be seen in the ganglion cell layer of carp, probably reflecting several growth processes in the retina (Kock and Reuter, 1978).

The Polyaxons in TAC Networks

In an attempt to determine a plausible mechanism for our findings, we at first considered a passive mechanism, driven by varying primary dendrite diameters (Goldstein and Rall, 1974), as has been used to explain velocity differences. Such a relation has been observed in both intra- and extraretinal neurones (e.g., Pumphrey and Young, 1938; Stone and Freeman, 1971) and is used as the basis for ganglion cell classification in goldfish (Northmore and Oh, 1998). However, a 4–5-fold, systematic and directional difference in dendrite diameters within receptive field areas is required to explain the average TAC velocity asymmetry, assuming a purely passive conduction through the network. Our examination of tracer-coupled networks does not conform to this hypothesis.

Even though the primary dendritic tree appears to be symmetric, the polyaxonal network (Cook and Werblin 1994; Taylor, 1996; Völgyi et al., 2001) does not (Teranishi et al., 1987; Djamgoz et al., 1990). In cyprinids, temporal properties of amacrine cell processes have previously been linked to the polyaxonal system (Djamgoz et al., 1990), however these systems per se appear to be oriented but not directed (Djamgoz et al., 1989, Fig. 12). Thus, these processes probably cannot, without further refinement, provide the platform needed for a direction-selective mechanism.

The polyaxons in carp frequently exhibit varicosities along their length. The complexity of these varicosity-laden processes as a candidate of local synaptic transmission has been demonstrated in retinal amacrine cells (e.g., Ellias and Stevens, 1980; Famiglietti, 1991; Freed et al., 1996) and in the direction-sensitive circuitry of rabbit retina (Famiglietti, 2002; Freed et al., 2002). Briefly, the varicosities in amacrine cells contain inputs and outputs to the bipolar cell layer (e.g., Ellias and Stevens 1980; Famiglietti, 1991) and/or ganglion cell layer (Famiglietti, 1992, 2002; Dacheux et al., 2003); in carp, the close spacing of the varicosities along a polyaxon makes them effectively cover the input from bipolar cells along their length. The large number of input/output sites implies that the process acts over a large number of synapses, distributed at near-equal intervals, which preserves the approximately linear distance-latency relationship observed. Most importantly, studies in hippocampal cortex (Raastad and Shepherd, 2003) and retinal ganglion cells (Fohlmeister and Miller, 1997) suggest that this type of thin varicosity-laden axon conducts signals with high reliability, making it especially suitable for long-range signal transmission over a large receptive field.

A Model for the Temporal Asymmetry and Displacement of Amplitude Center

The varicosity-laden processes (Fig. 1, C and D) showed a strong directionality, which coincided with the direction of the velocity asymmetry. Based on the appearance of the polyaxonal network, we propose a model for TACs to explain both the asymmetry in conduction velocity and the displacement of the location of the maximum amplitude (Fig. 8).

In the model we assume that a signal from the periphery of the receptive field of a TAC interacts with the soma region of the cell along two routes. (a) Dendrites and gap junctions between the TAC somata, which form a more or less symmetric syncytium. (b) A long thin polyaxonal process with distinct varicosities (compare also Fig. 1, C and D) in one direction from the soma, to the right in Fig. 8 A. In line with previous findings (e.g., Ellias and Stevens, 1980; Ishizuka et al., 1990), we suggest that the varicosities define locations of synaptic contacts of the long process with bipolar axon terminals, to act locally to decrease bipolar input to TACs and the conductance within the TAC dendritic network.

In this model, the axonal output is suggested to be represented by γ-aminobutyric acid (GABA), as goldfish TACs are mainly GABAergic (Watanabe et al., 2000) and signal propagation in separate amacrine cell network domains can be regulated by GABA (Yamada et al., 2002). Likewise, due to the known strong involvement in bipolar cells (Murakami et al., 1975; Kondo and Toyoda, 1980; Nawy and Copenhagen, 1990), glutamate is the most likely transmitter candidate to be regulated; however, other neurotransmitters could also...
be responsible for this interaction (Marshak, 1992). Thus, this straight and long process would provide a negative feedback or inhibiting channel, regulating local dendritic signal propagation from the soma of a cell toward the periphery of the dendritic field.

The effect of the polyaxonal inhibition depends strongly on the timing of the output (Fig. 8, A and B). If the light stimulus (slit) is on the ventral side (Fig. 8 A, left) of the recording electrode, then the cell(s) located at the stimulus send a signal through the fast-conducting polyaxon toward the electrode. Due to the speed of this signal, it will reach the bipolar terminals before the signal in the TAC dendrites along the axon, i.e., in the area containing both the axon and dendrite network. The axonal signal will act over the bipolar terminals and decrease the signal conduction in the TAC dendrite network. Thus, the signal from the dendritic network on the ventral side will arrive later at the electrode. On the other hand (Fig. 8 B), if the light stimulus is on the dorsal side (right-side in this figure), a transient dendritic signal propagating toward the electrode will be unaffected by axons, since any axonal effect on dendrites will occur after the signal has passed, due to the direction and starting point of the axons.

The effects of the inhibition on the receptive field properties are shown in Fig. 8 C. The decrease of the
response amplitude in a receptive field part would shift the amplitude peak away from this domain (here, to the right in Fig. 8); since the axonal input acts over a large number of synapses, distributed at approximately equal intervals over a large distance, the shift would tend to be a linear shift, as opposed to a one-point feedback. The suppression of glutamatergic transmitter release from bipolar cell axon terminals would selectively decrease the plasmamembrane conductance of TACs (in the left side of Fig. 8), resulting in a reduction of the conduction velocity on this side of the receptive field. Thus, this model could explain our observations about the response properties in the receptive field.

A Role for Direction Selectivity?

Directional selectivity and sensitivity has been observed throughout the retinal structures (DeVoe et al., 1989, Ammermüller et al., 1995). Recently, several papers (Taylor et al., 2000; Borg-Graham, 2001; Taylor and Vaney, 2002; Euler et al., 2002; Fried et al., 2002) have addressed the question of the location of the mechanism controlling ganglion cell directional sensitivity in mammals as based on the classical model of shunting inhibition by Torre and Poggio (1978). Here, the circuitry used a timing delay to combine input signals. The main mechanisms are believed to be either postsynaptic (Taylor et al., 2000) and/or presynaptic processing (Borg-Graham, 2001; Euler et al., 2002; Taylor and Vaney, 2002).

In carp, the observed conduction velocities in TACs are attributable to a presynaptic process with changing delay, which depends on the direction of the movement of the object. Currently, the precise synaptology between TACs and ganglion cells in carp is not known. Many findings strongly suggest that inputs from TACs onto ganglion cells are functionally inhibitory (Miller and Dacheux, 1976; Thibos and Werblin, 1978; Wunk and Werblin, 1979; Frumkes et al., 1981). Other findings, however, suggest that TACs send an excitatory input to On-Off ganglion cells in catfish (Sugawara, 1985; Sakai and Naka, 1987). Therefore, the question of whether TACs could provide a basis for an inhibitory or an excitatory presynaptic model, remains still open for debate. Pharmacologically, GABA is a common factor in this circuitry, as its antagonists abolish the direction selectivity of ganglion cells (in rabbit, Wyatt and Daw, 1976; Ariel and Daw, 1982; Kittula and Massey, 1997) and goldfish TACs are mainly GABAergic (Watanabe et al., 2000). Further studies are needed to elucidate the mechanisms responsible for the temporal delay circuitry.

Direction Selectivity Among Carp Ganglion Cells

As mentioned, in rabbit, there are a number of studies focusing on direction selectivity in the inner retina. Despite the evidence of orientation- and direction-tuned cells in higher visual centers, such as in the optic tectum (Cronly-Dillon, 1964; Jacobson and Gaze, 1964; Riemschlag and Schellart, 1978), the only detailed, published study about direction-selective ganglion cells in carp (or goldfish) appears to be a paper published by Bilotta and Abramov (1989). Here, half of the recorded cells (Y- and W-class ganglion cells) showed direction tuning. In the reported cases, the width of the peak in direction tuning was ~60 degrees and the tuning observed here was qualitatively different from the orientation tuning they could observe.

The Absent Bipolar-amacrine Feedback Response

A crucial factor for the range of any amacrine-bipolar cell feedback is the signal spread within the bipolar cell network, i.e., in this work the part affected by a varicosity-linked feedback. To date, we are not aware of any verified TAC input signals recorded in bipolar cells, despite the morphologically well-established existence of reciprocal synapses. This could be due to various factors, such as the narrowness of the soma-terminal connection, in combination with calcium buffers or calcium-dependent enzymes, e.g., PKC, in the terminal (Negishi et al., 1988; Suzuki and Kaneko, 1990), or control of terminal calcium currents (Freed et al., 2003; in cones, Hirasawa and Kaneko, 2003).

Other Cell Populations Coupled to TACs

The other populations in our stainings did not bear apparent resemblance to previously described amacrine cell groups in carp (Teranishi et al., 1987); however, in some cases the appearances matched those of sustained amacrine and interstitial cells found in goldfish (Djamgoz et al., 1990). The precise synaptic connectivity and distribution of these cells, other than their neurobiotin coupling to TACs, are unknown. With respect to the coupling to TACs, the presence of these populations varied considerably between specimens, without obvious patterns. Their gap junctional connections to TACs appear to be heterologous (Mills and Massey, 2000; for review, see e.g., Vaney and Weiler, 2000); thus, these connections should have a lower permeability (Massey and Mills, 1999; Mills and Massey, 2000) and lower connexon conductivity (Dermietzel et al., 2000) than the homologous coupling within the TAC network, decreasing the importance of heterologous connections to TACs as current conductors.

Capture of Object Movements

As the recorded conduction velocities constitute the speed for signals crossing the retinal plane, it is imperative that their range exceeds or at least matches the expected speeds of objects in natural surroundings. In our case, peak velocities of 100–120 mm/s on the reti-
nal surface of a 12-mm size eye ball corresponds approximately to a passage time of 100 ms for an object crossing over 60 degrees in the visual field. Also, the low-end average velocity of ~24 mm/s corresponds to 500 ms for the same object. This range would encapsulate a significant proportion of the movements occurring in nature.

**The Orientation of the Fast-Slow Velocity Axis**

The importance of the systematically oriented velocity profile may be found in its relation to the outer world. In carp TACs, the recorded velocity profiles contribute to an asymmetric signal along the vertical axis, whereas the left-right stimulation remains symmetric. A class of sustained amacrine cells in catfish respond much more intensely to bars moving vertically rather than horizontally (Naka, 1980), and both amplitude distribution and dendritic field of these cells exhibited asymmetric spatial properties. These types of vertical-horizontal asymmetries possibly reflect the up-down asymmetry of the ambient light level in the aquatic environment. Also, while mammalian starburst cells cover the retina several tenfold (Tauchi and Masland, 1984; Vaney, 1984), the strongly coupled TAC apparently has a low coverage factor, which may restrict its capabilities to deal with direction selectivity.

These findings link cellular functions to simple forms of direction and orientation detection. We suggest that they may form an evolutionary intermediate step toward the more refined forms of orientation and direction selectivity.
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