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Abstract—Learning powerful representations in bird’s-eye-view (BEV) for perception tasks is trending and drawing extensive attention both from industry and academia. Conventional approaches for most autonomous driving algorithms perform detection, segmentation, tracking, etc., in a front or perspective view. As sensor configurations get more complex, integrating multi-source information from different sensors and representing features in a unified view come of vital importance. BEV perception inherits several advantages, as representing surrounding scenes in BEV is intuitive and fusion-friendly; and representing objects in BEV is most desirable for subsequent modules as in planning and/or control. The core problems for BEV perception lie in (a) how to reconstruct the lost 3D information via view transformation from perspective view to BEV; (b) how to acquire ground truth annotations in BEV grid; (c) how to formulate the pipeline to incorporate features from different sources and views; and (d) how to adapt and generalize algorithms as sensor configurations vary across different scenarios.

In this survey, we review the most recent works on BEV perception and provide an in-depth analysis of different solutions. Moreover, several systematic designs of BEV approach from the industry are depicted as well. Furthermore, we introduce a full suite of practical guidebook to improve the performance of BEV perception tasks, including camera, LiDAR and fusion inputs. At last, we point out the future research directions in this area. We hope this report will shed some light on the community and encourage more research effort on BEV perception.

Index Terms—3D detection and segmentation, autonomous driving challenge, bird’s-eye-view (BEV) perception.

I. INTRODUCTION

PERCEPTION recognition task in autonomous driving is essentially a 3D geometry reconstruction to the physical world. As the diversity and number of sensors become more and more complicated in equipping the self-driving vehicle (SDV), representing features from different views in a unified perspective comes to vital importance. The well-known bird’s-eye-view (BEV) is a natural and straightforward candidate view to serve as a unified representation. Compared to its front-view or perspective view counterpart, which is broadly investigated in 2D vision domains, BEV representation bears several inherent merits. First, it has no occlusion or scale problem as commonly existent in 2D tasks. Recognizing vehicles with occlusion or cross-traffic could be better resolved. Moreover, representing objects or road elements in such form would favorably make it convenient for subsequent modules (e.g. planning, control) to develop and deploy.

In this survey, we term BEV Perception to indicate all vision algorithms in sense of the BEV view representation for autonomous driving. Note that we do not intend to exaggerate BEV perception as a new research concept; instead, how to formulate new pipeline or framework under BEV view for better feature fusion from multiple sensor inputs, deserves more attention from the community.

A. Big Picture At a Glance

Based on the input data, we divide BEV perception research into three parts mainly: BEV camera, BEV LiDAR and BEV
fus. Fig. 1 depicts the general picture of BEV perception family. Specifically, BEV camera indicates vision-only or vision-centric algorithms for 3D object detection or segmentation from multiple surrounding cameras; BEV LiDAR describes detection or segmentation task from point cloud input; BEV fusion depicts the fusion mechanisms from multiple sensor inputs, such as camera, LiDAR, GNSS, odometry, HD-Map, CAN-bus etc.

As described in Fig. 1, we group and classify fundamental perception algorithms (classification, detection, segmentation, tracking, etc.) with autonomous driving tasks into three levels, where the concept of BEV perception lies in the middle. Based on different combinations from the sensor input layer, fundamental task, and product scenario, a certain BEV perception algorithm could indicate accordingly. For instance, M^2 BEV [3] and BEVFormer [4] belonged to BEV camera track from multiple cameras to perform multiple tasks including 3D object detection and BEV map segmentation. BEVFusion [5] devised a fusion strategy in BEV space to perform 3D detection and tracking simultaneously from both camera and LiDAR inputs. Tesla [6] released its systematic pipeline to detect objects and lanes in vector space (BEV) for L2 highway navigation easily fuse the feature from different modalities under a unified representation.

B. Motivation to BEV Perception Research

When it comes to the motivation of BEV perception research, three important aspects need to be examined.

Significance: Will BEV perception generate a real and meaningful impact on academia and/or society? It is well-known that a tremendous performance gap exists between camera-only and LiDAR solutions. For example, as of submission in August 2022, the gap between first-ranking camera-only and LiDAR methods exceed 20% on nuScenes dataset [7] and 30% on Waymo benchmark [8]. This naturally prompts us to investigate whether the camera-only solutions can beat or be on par with the LiDAR approaches.

From the academic perspective, the very essence of designing a camera-based pipeline such that it outperforms LiDAR, is better to understand the view transformation process from a 2D, appearance input to a 3D, geometry output. How to transfer camera features into geometry representations as does in point cloud leaves a meaningful impact for the academic society. On the industrial consideration, the cost of a suite of LiDAR equipment into SDV is expensive; OEMs (Original Equipment Manufacturer, e.g., Ford, BMW, etc.) prefer a cheap as well as accurate deployment for software algorithms. Improving camera-only algorithms to LiDAR’s naturally fall into this goal since the cost of a camera is usually 10x times cheaper than LiDAR. Moreover, camera based pipeline can recognize long-range distance objects and color-based road elements (e.g., traffic lights), both of which LiDAR approaches are incapable of.

Although there are several different solutions for camera and LiDAR based perception, BEV representation is one of the best candidates for LiDAR based methods in terms of superior performance and industry-friendly deployment. Moreover, recent trends show that BEV representation also has huge progress for multi-camera inputs. Since camera and LiDAR data can be projected to BEV space, another potential for BEV is that we can easily fuse the feature from different modalities under a unified representation.

Space: Are there open problems or caveats in BEV perception that require substantial innovation? The gist behind BEV perception is to learn a robust and generalizable feature representation from both camera and LiDAR inputs. This is easy in LiDAR branch as the input (point cloud) bears such a 3D property. This is non-trivial otherwise in the camera branch, as learning 3D spatial information from monocular or multi-view settings is difficult. While we see there are some attempt to learn better 2D-3D correspondence by pose estimation [9] or temporal motion [10], the core issue behind BEV perception requires a substantial innovation of depth estimation from raw sensor inputs, esp. for the camera branch.

Another key problem is how to fuse features in early or middle stage of the pipeline. Most sensor fusion algorithms treat the problem as a simple object-level fusion or naive feature concatenation along the blob channel. This might explain why some fusion algorithms behave inferior to LiDAR-only solutions, due to the misalignment or inaccurate depth prediction between camera and LiDAR. How to align and integrate features from multi-modality input plays a vital role and thereby leaves extensive space to innovate.
Readiness: Are key conditions (e.g., dataset, benchmark) ready to conduct BEV perception research? The short answer is yes. As BEV perception requires both camera and LiDAR, high-quality annotation and accurate alignment between 2D and 3D objects are two key evaluations for such benchmarks. While KITTI [11] is comprehensive and draws much attention in early autonomous driving research, large-scale and diverse benchmarks such as Waymo [8], nuScenes [7], Argoverse [12] provide a solid playground for validating BEV perception ideas. These newly proposed benchmarks usually feature high-quality labels; the scenario diversity and data amount also scale up to great extent. Furthermore, open challenges [13] on these leaderboards give a fair setting on the held-out test data, where all state-of-the-arts can be compared in an open and prompt sense.

As for the algorithm readiness, recent years have witnessed a great blosson for general vision, where Transformer [14], ViT [15], [16], Masked Auto-encoders (MAE) [17] and CLIP [18], etc., achieve impressive gain over conventional methods. We believe these work would benefit and inspire greatness for of BEV perception research.

Based on the discussions of the three aspects above, we conclude that BEV perception research has great potential impact, and deserves massive attention from both academia and industry to put great effort for a long period. Compared to the recent surveys on 3D object detection [19], [20], [21], [22], [23], our survey not only summarizes recent BEV perception algorithms at a more high level and formulates them into a general pipeline, but also provides useful recipe under such context, including solid data augmentation in both camera-based and LiDAR-based settings, efficient BEV encoder design, perception heads and loss function family, useful test-time augmentation (TTA) and ensemble policy, and so on. We hope this survey can be a good starting point for new beginners and an insightful discussion for current researchers in this community.

C. Contributions

The main contributions in this survey are three-fold:

1) We review the whole picture of BEV perception research in recent years, including high-level philosophy and in-depth detailed discussion.

2) We elaborate on a comprehensive analysis of BEV perception literature. The core issues such as depth estimation, view transformation, sensor fusion, domain adaptation, etc., are covered. Several important industrial system-level designs for BEV perception are introduced and discussed as well.

3) We provide a practical guidebook, besides theoretical contribution, for improving the performance in various BEV perception tasks. Such a release could facilitate the community to achieve better performance in a grab-and-go recipe sense.

II. BACKGROUND IN 3D PERCEPTION

In this section, we present the essential background knowledge in 3D perception. In Section II-A, we review conventional approaches to perform perception tasks, including monocular camera based 3D object detection, LiDAR based 3D object detection and segmentation, and sensor fusion strategies. In Section II-B, we introduce predominant datasets in 3D perception, such as KITTI dataset [11], nuScenes dataset [7] and Waymo Open Dataset [8].

A. Task Definition and Related Work

Monocular Camera-based Object Detection: Monocular camera-based methods take an RGB image as input and attempt to predict the 3D location and category of each object. The main challenge of monocular 3D detection is that the RGB image lacks depth information, so these kinds of methods need to predict the depth. Due to estimating depth from a single image being an ill-posed problem, typically monocular camerabased methods have inferior performance than LiDAR-based methods.

LiDAR Detection and Segmentation: LiDAR describes surrounding environments with a set of points in the 3D space, which capture geometry information of objects. Despite the lack of color and texture information and the limited perception range, LiDAR-based methods outperform camera-based methods by a large margin due to the depth prior.

Sensor Fusion: Modern autonomous vehicles are equipped with different sensors such as cameras, LiDAR and Radar. Each sensor has advantages and disadvantages. Camera data contains dense color and texture information but fails to capture depth information. LiDAR provides accurate depth and structure information but suffers from limited range and sparsity. Radar is more sparse than LiDAR, but has a longer sensing range and can capture information from moving objects. Ideally, sensor fusion would push the upper bound performance of the perception system, and yet how to fuse data from different modalities remains a challenging problem.

B. Datasets and Metrics

We introduce some popular autonomous driving datasets and the common evaluation metrics. Table I summarizes the main statistics of prevailing benchmarks for BEV perception. Normally, a dataset consists of various scenes, each of which is of different length in different datasets. The total duration ranges from tens of minutes to hundreds of hours. For BEV perception tasks, 3D bounding box annotation and 3D segmentation annotation are essential and HD-Map configuration has become a mainstream trend. Most of them can be adopted in different tasks. A consensus reached that sensors with multiple modalities and various annotations are required. More types of data [7], [12], [24], [25], [33], [39] are released such as IMU/GPS and CAN-bus. Similar to the Kaggle and EvalAI leaderboards, we reveal the total number of submissions on each dataset to indicate the popularity of a certain dataset.

1) Datasets. KITTI Dataset: KITTI [11] is a pioneering autonomous driving dataset proposed in 2012. It has 7481 training images and 7518 test images for 3D object detection tasks. It also has corresponding point clouds captured from the Velodyne laser scanner. The test set is split into 3 parts: easy,
TABLE I

| Dataset           | Year | Region | Sensor Data | Annotation | HD-Map | Other Data | # Subm. |
|-------------------|------|--------|-------------|------------|--------|------------|---------|
| KITTI [11]        | 2012 | EU     | 22          | 1.5        | 15k    | 80k        | x       | 380+    |
| Waymo [8]         | 2019 | NA     | 1150        | 6.4        | 230k   | 12M        | x       | 200+    |
| nuScenes [7]      | 2019 | NA/AS  | 1000        | 5.5        | 390k   | 14M        | x       | 350+    |
| Argo v1 [24]      | 2019 | NA     | 113         | 0.6        | 22k    | 490k       | ✓       | 100+    |
| Argo v2 [22]      | 2022 | NA     | 1000        | 4          | 150k   | 2.7M       | ✓       | 10+     |
| ApolloScape [25]  | 2018 | AS     | 103         | 2.5        | 29k    | 144k       | ✓       | 200+    |
| OpenLane [26]     | 2022 | NA     | 1000        | 6.4        | 200k   | 880k       | ✓       |        |
| ONCE-3D.Lanes [27]| 2022 | AS     | ✓           | -          | 211k   | -          | -       |
| Lyft L5 [28]      | 2019 | AF     | 366         | 2.5        | 46k    | 240k       | x       | 500+    |
| A* 3D [29]        | 2019 | AS     | †           | 55         | 39k    | 39k        | x       |        |
| HDD [30]          | 2019 | NA     | 160         | 0.8        | 27k    | 83k        | x       |        |
| SemanticKITTI [31]| 2019 | EU     | 22          | 1.2        | 43k    | -          | -       | 30+     |
| A2D2 [32]         | 2020 | EU     | †           | 12.5k      | 41k    | -          | x       |        |
| Cityscapes 3D [33]| 2020 | -      | †           | 2.5        | 5k     | 40k        | x       |        |
| PandasSet [34]    | 2020 | NA     | 179         | †          | 16k    | 41k        | x       |        |
| KITTI-360 [35]    | 2020 | EU     | 11          | †          | 80k    | 320k       | x       |        |
| Cirrus [36]       | 2020 | -      | 12          | †          | 6285   | 6285       | x       |        |
| ONCE [37]         | 2021 | AS     | †           | 144        | 1M     | 7M         | x       |        |
| AIODrive [38]     | 2022 | Sim    | 100         | 2.6        | 100k   | 1M         | x       |        |
| Deep.Accident [39]| 2022 | Sim    | 464         | †          | 131k   | 786k       | x       |        |

Scenes indicates clips of dataset, and the length of scene is varying for diverse datasets. Under Region, "AS" for Asia, "EU" for Europe, "NA" for North America, "Sim" for simulation data. Under Sensor Data, "Scans" for point cloud. Under Annotation, Frames implies the number of 3D box/ 3D lane annotation frames, 3D box/ 3D lane represents the number of 3D box/ 3D lane annotation instances, 3D seg. means the number of segmentation annotation frames of point cloud. *# Subm.* denotes the popularity of a particular dataset by the number of submissions on Kaggle. † refers that the statistic is unavailable, - means that the field is non-existent.

moderate, and hard, mainly by the bounding box size and the occlusion level. The evaluation of object detection is of two types: 3D object detection evaluation and bird’s eye view evaluation. KITTI is the first comprehensive dataset for multiple autonomous driving tasks, and it draws massive attention from the community.

**Waymo Dataset:** The Waymo Open Dataset v1.3 [8] contains 798, 202 and 80 video sequences in the training, validation, and testing sets, respectively. Each sequence has 5 LiDARs and 5 views of side left, front left, front, front right and side right image resolution is 1920 × 1280 pixels or 1920 × 886 pixels. Waymo is large-scale and diverse. It is evolving as the dataset version keeps updating. Each year Waymo Open Challenge would define new tasks and encourage the community to work on the problems.

**nuScenes Dataset:** The nuScenes Dataset [7] is a large scale autonomous driving dataset which contains 1000 driving scenes in two cities. 850 scenes are for training/validation and 150 are for testing. Each scene is 20s long. It has 40k keyframes with entire sensor suite including 6 cameras, 1 LiDAR and 5 Radars. The camera image resolution is 1600 × 900. Meanwhile, corresponding HD-Map and CAN-bus data are released to explore assistance of multiple inputs. nuScenes becomes more and more popular in the academic literature as it provides a diverse multi-sensor setting; the data scale is not as large as Waymo’s, making it efficient to fast verify idea on this benchmark.

2) Evaluation Metrics. **LET-3D-APL:** In the camera-only 3D detection, LET-3D-APL is used as the metric instead of 3D-AP. Compared with the 3D intersection over union (IoU), the LET-3D-APL allows longitudinal localization errors of the predicted bounding boxes up to a given tolerance. LET-3D-APL penalizes longitudinal localization errors by scaling the precision using the localization affinity. The definition of LET-3D-APL is mathematically defined as:

\[
\text{LET-3D-APL} = \int_0^1 p_L(r) dr = \int_0^1 \pi_l \cdot p(r) dr,
\]

where \( p_L(r) \) indicates the longitudinal affinity weighted precision value, the \( p(r) \) means the precision value at recall \( r \), and the multiplier \( \pi_l \) is the average longitudinal affinity of all matched predictions treated as \( TP \) (true positive).

**mAP:** The mean Average Precision (mAP) is similar to the well-known AP metric in the 2D object detection, but the matching strategy is replaced from IoU to the 2D center distance on the BEV plane. The AP is calculated under different distance thresholds: 0.5, 1, 2, and 4 meters. The mAP is computed by averaging the AP in the above thresholds.

**NDS:** The nuScenes detection score (NDS) is a combination of several metrics: mAP, mATE (Average Translation Error), mASE (Average Scale Error), mAOE (Average Orientation Error), mAVE (Average Velocity Error) and mAAE (Average Attribute Error). The NDS is computed by using the weight-sum of the above metrics. The weight of mAP is 5 and 1 for the rest. In the first step the TP\(_{error}\) is converted to TP\(_{score}\) as shown in (2), then (3) defines the NDS:

\[
\text{TP}_{score} = \max(1 - \text{TP}_{error}, 0.0),
\]

\[
\text{NDS} = \frac{5 \cdot \text{mAP} + \sum_{i=1}^{5} \text{TP}_{score}^i}{10}.
\]
TABLE II
BEV PERCEPTION LITERATURE IN RECENT YEARS

| Method          | Venue      | Input Modality | Task | Depth Supervision | Dataset         | Contribution                                           |
|-----------------|------------|----------------|------|-------------------|----------------|--------------------------------------------------------|
| OFT [43]        | BMVC 2019  | SC             | ODet | ✓                 | KITTI           | Feature Projection to BEV                             |
| VoxelNet [44]   | CVPR 2018  | L              | ODet | -                 | KITTI           | Implicit voxel grids transformed to BEV               |
| PointPillars [45]| CVPR 2018  | L              | ODet | ✓                 | KITTI/WOD       | Depth Distribution with Supervision                  |
| CaDDN [46]      | CVPR 2021  | SC             | ODet | ✓                 | KITTI           | Motion to Depth to Voxel to BEV                      |
| D/M [10]        | ECCV 2022  | SC             | ODet | ✓                 | KITTI           | BEV space data augmentation                          |
| BEVDet [47]     | arXiv 2022 | MC             | ODet | ✓                 | nuS             | Implicit BEV Pose Embed                              |
| BEVDepth [49]   | arXiv 2022 | MC/T           | ODet | ✓                 | nuS             | Depth Correction                                      |
| ImVoxelNet [50] | WACV 2022  | SC/MC          | ODet | ✓                 | nuS/KITTI       | Camera Pose with Grid Sampler to BEV                  |

Table II summarizes the taxonomy of BEV perception literature based on input data and task type. We can see that there is trending research for BEV perception published in top-tiered venues. The task as well as the formulation pipelines (contribution) can be various, indicating a blossom of the 3D autonomous driving community. Table III depicts the performance gain of 3D object detection and segmentation on popular leaderboards over the years. We can observe that the performance gain improves significantly in spirit of BEV perception knowledge.

### III. METHODOLOGY OF BEV PERCEPTION

In this section, we describe in great details various perspectives of BEV perception from both academia and industry. We differentiate BEV pipeline in three settings based on the input modality, namely BEV Camera (camera-only 3D perception) in Section III-A, BEV LiDAR in Section III-B and BEV Fusion in Section III-C, and summarize industrial design of BEV perception in Section III-D.

Table II summarizes the taxonomy of BEV perception literature based on input data and task type. We can see that there is trending research for BEV perception published in top-tiered venues. The task as well as the formulation pipelines (contribution) can be various, indicating a blossom of the 3D autonomous driving community. Table III depicts the performance gain of 3D object detection and segmentation on popular leaderboards over the years. We can observe that the performance gain improves significantly in spirit of BEV perception knowledge.

#### A. BEV Camera

1) General Pipeline: Camera-only 3D perception attracts a large amount of attention from academia. The core issue is that 2D imaging process inherently cannot preserve 3D information, hindering precise object localization without accurate depth extraction. Camera-only 3D perception can be split into three domains: monocular setting, stereo setting and multi-camera setting. Since multi-camera methods often start with a monocular baseline, we start with monocular baseline setting as well. We use “2D space” to refer to perspective view with pixel coordinates, “3D space” to refer to 3D real-world space with world coordinates, and “BEV space” to refer to bird’s eye view in the following context. As depicted in Fig. 2, a general camera-only 3D perception system can be divided into three parts: 2D feature extractor, view transformation module (optional), and 3D decoder. As camera-only 3D perception has the same input as 2D perception, the general feature extractor can be formulated as:

\[
F^{2D}_{2D}(u,v) = M_{feat}(F^{2D}(u,v)),
\]

where \(F^{2D}_{2D}\) denotes 2D feature, \(M\) denotes image, \(M_{feat}\) denotes 2D feature extractor, \(u, v\) denote coordinates on 2D plane and \(X\) denotes one or more images and corresponding 2D features. In 2D feature extractor, there exists a huge amount of experience in 2D perception that can be considered in 3D perception, in the form of backbone pretraining [79], [80]. The view transformation module largely differentiates from 2D perception system. Note that not all 3D perception methods have a view transformation module, and some detect objects in 3D space directly from features in 2D space [81], [82]. As depicted in Fig. 2, there are generally three ways to perform view transformation.

Such a transformation can be formulated as:

\[
F^{3D}(x,y,z) = M_{trans}(F^{2D}_{2D}(\hat{u}, \hat{v}), [R \ T], K),
\]

where \(F^{3D}\) denotes 3D feature, \(x, y, z\) denote coordinates in 3D space, \(M\) denotes view transformation module, \(\hat{u}, \hat{v}\) denote corresponding 2D coordinates in terms of \(x, y, z\), \([R \ T]\) and \(K\) are camera extrinsics and intrinsics as described in Section B of Appendix, available online. Note that some methods do not rely on camera extrinsics and intrinsics. The 3D decoders receive the feature in 2D/3D space and output
TABLE III
PERFORMANCE COMPARISON OF BEV PERCEPTION ALGORITHMS ON POPULAR BENCHMARKS

| Methods            | Modality | Task Head | KITTI Odet % | nuS Odet | nuS MapSeg | OL | WOD |
|--------------------|----------|-----------|--------------|----------|------------|----|-----|
|                   | SC   | MC | L | Det | Seg | Easy | Mod | Hard | NDS | mAP | DRI | LAN | F1 | LET | APH/L2 |
| OFT [43]           | ✓   | - | - | ✓   | -   | 2.50 | 3.28 | 2.27 | -   | -   | -   | -   | -   | -   |
| CaDDN [46]         | ✓   | - | - | ✓   | -   | 19.17 | 13.41 | 11.46 | -   | -   | -   | -   | -   | -   |
| ImVoxelNet [50]    | ✓   | ✓ | - | ✓   | -   | 17.15 | 10.97 | 9.15  | -   | 0.518* | -   | -   | -   | -   |
| DrM [10]           | ✓   | - | - | ✓   | -   | 22.94 | 16.82 | 14.65 | -   | -   | -   | -   | -   | -   |
| PCD [62]           | ✓   | - | - | ✓   | -   | 19.05 | 11.76 | 9.39  | -   | 0.448 | 0.386 | -   | -   | 0.5127 | -   |
| BEVVerse [63]      | ✓   | - | - | ✓   | -   | 0.531 | 0.393 | -     | -   | -   | -   | -   | -   | -   |
| PointPillars [45]  | ✓   | - | - | ✓   | -   | 0.550 | 0.401 | -     | -   | -   | -   | -   | -   | -   |
| BEVDet [47]        | ✓   | - | - | ✓   | -   | 0.552 | 0.422 | -     | -   | -   | -   | -   | -   | -   |
| BEVDeeP3D [64]     | ✓   | - | - | ✓   | -   | 0.569 | 0.451 | -     | -   | -   | -   | -   | -   | -   |
| BEVDeeP [49]       | ✓   | - | - | ✓   | -   | 0.609 | 0.520 | -     | -   | -   | -   | -   | -   | -   |
| DSGN [65]          | ✓   | - | - | ✓   | -   | 73.50 | 52.18 | 45.14 | -   | -   | -   | -   | -   | -   |
| PV-RCNN [66]       | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7152 |
| CenterPoint [67]   | ✓   | - | - | ✓   | -   | 0.673 | 0.603 | -     | -   | -   | -   | -   | -   | 0.7193 |
| SST [68]           | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7281 |
| AFDet2V2 [69]      | ✓   | - | - | ✓   | -   | 0.685 | 0.624 | -     | -   | -   | -   | -   | -   | 0.7312 |
| PV-RCNN++ [70]     | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7352 |
| Pyramid-PV [71]    | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7443 |
| MPPNet [72]        | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7567 |
| M3BEV [3]          | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7616 |
| BEVFormer [4]      | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7616 |
| PolarFormer [51]   | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7616 |
| PointPainting [73] | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7616 |
| MVP [74]           | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7616 |
| AutoAlign [75]     | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7616 |
| TransFusion [76]   | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7616 |
| DeepFusion [77]    | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7616 |
| AutoAlignV2 [78]   | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7616 |
| BEVFusion [5]      | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7616 |
| 3D-Lanet [59]      | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7616 |
| PersFormer [26]    | ✓   | - | - | ✓   | -   | -    | -    | -     | -   | -   | -   | -   | -   | 0.7616 |

We classify different approaches following Tab. 2. Under Modality, "SC," "MC," "L" denote single camera, multi-camera and LiDAR, respectively. Under Task Head, "Det" designates 3D object detection task, and "Seg" indicates BEV map segmentation task. Under KITTI Odet, we report AP40 of 3D object at easy, moderate and hard level in KITTI dataset [1]. Under nuS Odet, we report NDS and mAP of 3D object in nuScenes dataset [7]. Under nuS MapSeg, we report mIoU score of Dir(ivable area) and LAN(area, i.e., a to divider) categories in nuScenes Map Segmentation setting. Under OL, we report F1 score of 3D lane in OpenLane dataset [16]. Under WOD, we report LET-APL [61] for camera-only 3D object detection and APH/L2 [8] for any modality 3D object detection in Waymo Open Dataset [8]. * denotes results reported by the original papers.

3D perception results such as 3D bounding boxes, BEV map segmentation, 3D keypoint and so on. Most 3D decoders come from LiDAR-based methods [44], [67], [83], [84] which perform detection in voxel-space/BEV space, but there are still some camera-only 3D decoders that utilize the feature in 2D space [81], [82], [85] and directly regress the localization of 3D objects.

2) View Transformation: View transformation module is pivotal in camera-only 3D perception, as it serves as the primary unit for constructing 3D data and encoding 3D prior assumptions. Recent studies [3, 4, 10, 26, 47, 48, 49, 51, 56, 59] have centered on enhancing this module. We divide the view transformation techniques into three principal streams. The first stream, designated as “2D-3D methods”, commences with 2D image features and “lifts” 2D features to 3D space via depth estimation. The second stream, recognized as “3D-2D methods”, originates in 3D space, and encode 2D feature to 3D space via 3D-to-2D projection mapping. The first two stream explicitly model geometric transformation relationships. In contrast, the third stream, denoted as “pure-network-based methods”, utilizes neural networks to implicitly acquire the geometric transformation. Fig. 3 presents a summary roadmap of performing view transformation, and they are analyzed in details below.

1) 2D-3D methods: The 2D-3D method, firstly introduced by LSS [57], predicts grid-wise depth distribution on 2D features, then “lifts” the 2D features to voxel space based on depth, and conducts downstream tasks similar to LiDAR-based methods. This process can be formulated as:

\[
F_{3D}(x, y, z) = [F_{2D}^x(\hat{u}, \hat{v}) \otimes D^*(\hat{u}, \hat{v})]_{xyz},
\]

where \(F_{3D}(x, y, z)\) and \(F_{2D}(\hat{u}, \hat{v})\) remain the same meaning as (5), \(D^*(\hat{u}, \hat{v})\) represents predicted depth value or distribution at \((\hat{u}, \hat{v})\), and \(\otimes\) denotes outer production or similar operations. Note that this is very different from pseudo-LiDAR methods [86], [87] whose depth information is extracted from a pretrained depth estimation model and the lifting process occurs before 2D feature extraction. After LSS [57], there is another work following the same idea of formulating depth as bin-wise distribution, namely CaDDN [46]. CaDDN employs a similar network to predict categorical depth distribution, squeezes the voxel-space feature down to BEV space, and performs 3D detection at the end. The main difference between LSS [57] and CaDDN [46] is that CaDDN uses depth ground truth to supervise its categorical depth distribution prediction, thus owing a superior depth network to extract 3D information from 2D space. This track comes subsequent work such as BEVDet [47].
and its temporal version BEVDet4D [64], BEVDepth [49], BEVFusion [5], [88], and others [65], [80], [89]. Note that in stereo setting, depth value/distribution is much more easier to be obtained via the strong prior where the distance between the pair of cameras (namely baseline of the system) are supposed to be constant. This can be formulated as:

$$D(u, v) = f \times \frac{b}{d(u, v)},$$

where $d(u, v)$ is the horizontal disparity on the pair of images at location $(u, v)$ (usually defined in the left image), $f$ is the focal length of cameras as in Section B of Appendix, available online, $D(u, v)$ is the depth value at $(u, v)$, and $b$ is the length of the baseline. Stereo methods such as LIGA Stereo [89] and DSGN [65] utilize this strong prior and perform on par with LiDAR-based alternatives on KITTI leaderboard [11].

(2) 3D-2D methods: The second branch (3D to 2D) can be originated back to thirty years ago, when Inverse Perspective Mapping (IPM) [90] formulated the projection from 3D space to 2D space conditionally hypothesizing that the corresponding points in 3D space lie on a horizontal plane. Such a transformation matrix can be mathematically derived from camera intrinsic and extrinsic parameters [91], and the detail of this process is presented in Section B of Appendix, available online. A series of work apply IPM to transform elements from perspective view to bird’s eye view in an either pre-processing or post-processing manner. In context of view transformation, feature projection method from 3D to 2D is first introduced by OFT-Net [43]. OFT-Net forms a uniformly distributed 3D voxel feature grid, populating voxels by aggregating image features from corresponding projection regions. The orthographic BEV feature map is then acquired by summing voxel features vertically. Recently, inspired by Tesla’s technical roadmap for the perception system [6], a combination of 3D-2D geometric projection and neural network becomes popular [4, [26], [85], [92]. Note that the cross-attention mechanism in transformer architecture conceptually meets the need of such a geometric projection, as denoted by:

$$F_{3D}(x, y, z) = \text{CrossAttn}(q : P_{xyz}, k, v : F_{2D}^x(u, \hat{v})), (8)$$

where $q, k, v$ stand for query, key and value, $P_{xyz}$ is pre-defined anchor point in voxel space, and other notations follow (4) and (5). Some approaches [4, [85] utilize camera parameters to project $P_{xyz}$ to image plane for fast convergence of the model. To obtain robust detection results, BEVFormer [4] exploits the cross-attention mechanism in transformer to enhance the modeling of 3D-2D view transformation. Others [50], [93] alleviate grid sampler to accelerate this process efficiently for massive production. Nonetheless, these approaches heavily rely on the precision of camera parameters, which are susceptible to fluctuations over extended durations of driving.

(3) Pure-network-based methods: Regardless of 2D-3D methods or 3D-2D methods, both techniques introduce inherent inductive bias contained in geometric projection. In contrast, some methods tend to utilize neural networks for the implicit representation of camera projection relationships. A lot of BEV map segmentation works [55], [56], [94] utilize either multi-layer perceptron or transformer [14] architecture to model the 3D-2D projection implicitly. VPN [94] introduces view relation
module—a Multilayer Perceptron (MLP) for producing map-view features by processing inputs from all views, thus achieves the acquisition of a shared feature representation spanning various perspectives. HDMapNet [55] employs MLP architecture to execute the view transformation of feature maps. BEVSegFormer builds dense BEV queries, and directly predicts their 2D projection points from query feature through MLP, then update the query embedding using deformable attention. CVT [54] incorporates image features with camera-aware position embedding derived from the camera intrinsic and extrinsic parameters, and introduces a cross-view attention module to produce map-view representation. Some methods do not explicitly construct BEV features. PETR [48] integrates 3D positional embedding, derived from camera parameters, into 2D multi-view features. This integration empowers sparse queries to directly interact with 3D position-aware image features through the vanilla cross attention.

3) Discussion on BEV and Perspective Methods: At the very beginning of camera-only 3D perception, the main focus is how to predict 3D object localization from perspective view, *a.k.a.* 2D space. It is because 2D perception is well developed at that stage [1], [2], [99], [100], and how to equip a 2D detector with the ability to perceive 3D scene becomes mainstream methods [62], [81], [82], [101]. Later, some research reached to BEV representation, since under this view, it is easy to tackle the problem where objects with the same size in 3D space have very different size on image plane due to the distance to camera. This series of work [43], [46], [65], [86], [89] either predict depth information or utilize 3D prior assumption to compensate the loss of 3D information in camera input. While recent BEV-based methods [3], [4], [5], [47], [49], [88], [102] has taken the 3D perception world by storm, it is worth noticing that this success has been beneficial from mainly three parts. The first reason is the trending nuScenes dataset [7], which has multi-camera setting and it is very suitable to apply multi-view feature aggregation under BEV. The second reason is that most camera-only BEV perception methods have gained a lot of help from LiDAR-based methods [44], [45], [67], [83], [84], [103], [104] in form of detection head and corresponding loss design. The third reason is that the long-term development of monocular methods [81], [82], [101] has flourished BEV-based methods a good starting point in form of handling feature representation in the perspective view. The core issue is how to reconstruct the lost 3D information from 2D images. To this end, BEV-based methods and perspective methods are two different ways to resolve the same problem, and they are not excluding each other.

B. BEV LiDAR

1) General Pipeline: Fig. 4 depicts the general pipeline for BEV LiDAR perception. The extracted point cloud features are transformed into BEV feature maps. The common detection heads generate 3D prediction results. In terms of the feature extraction part, there are mainly two branches to convert point cloud data into BEV representation. According to the pipeline order, we term these two options as pre-BEV and post-BEV respectively, indicating whether the input of backbone network is from 3D representation or BEV representation.

2) Pre-BEV Feature Extraction: Besides point-based methods processing on the raw point cloud, voxel-based methods voxelize points into discrete grids, which provides a more efficient representation by discretizing the continuous 3D coordinate. Based on the discrete voxel representation, 3D convolution or 3D sparse convolution [117], [118] can be used to extract point cloud features. We use $Y_{j,c}$ to represent the $j$-th voxel output $Y$ at output channel $c$, and $X_{i,c}$ to represent the $i$-th voxel input $X$ at input channel $c$. A normal 3D convolutional operation can be described as:

$$Y_{j,c} = \sum_{i \in P(j)} \sum_{c} W_{k,c,c'} X_{i,c},$$

where $P(j)$ denotes a function for obtaining the input index $i$ and the filter offset, and $W_{k,c,c'}$ denotes filter weight with kernel offset $k$. For sparse input $\hat{X}$ and output $\hat{Y}$, we can rewrite (9) into 3D sparse convolution:

$$\hat{Y}_{j,c'} = \sum_{k} \sum_{c} W_{k,c,c'} \hat{X}_{R_{k,j},k,c'},$$

where $R_{k,j}$ denotes a matrix that specifies the input index $i$ given the kernel offset $k$ and the output index $j$. Most state-of-the-art methods normally utilize 3D sparse convolution to conduct feature extraction. The 3D voxel features can then be formatted...
as a 2D tensor in BEV by densifying and compressing the height axis.

VoxelNet [44] stacks multiple voxel feature encoding (VFE) layers to encode point cloud distribution in a voxel as a voxel feature. Given \( \mathbf{V} = \{ \mathbf{p}_i = [x_i, y_i, z_i, r_i]^T \} \) as \( n \leq N \) points inside a non-empty voxel, where \( x_i, y_i, z_i \) are coordinates in 3D space, \( r_i \) is reflectance, \( N \) is the maximal number of points, and the centroid of \( \mathbf{V} \) \( \{v_x, v_y, v_z\} \) is the local mean of all points, the feature of each point is calculated by:

\[
\mathbf{f}_i = FCN([x_i, y_i, z_i, r_i, x_i - v_x, y_i - v_y, z_i - v_z]^T).
\]

FCN is the composition of a linear layer, a batch normalization, and an activation function. Feature of the voxel is the element-wise max-pooling of all \( \mathbf{f}_i \) of \( \mathbf{V} \). A 3D convolution is applied to further aggregate local voxel features. After merging the dimension of channel and height, the feature maps, which are transformed implicitly into BEV, are processed by a region proposal network (RPN) to generate object proposals. SECOND [84] introduces sparse convolution in processing voxel representation to reduce training and inference speed by a large margin. CenterPoint [67], which is a powerful center-based anchor-free 3D detector, also follows this detection pattern and becomes a baseline method for 3D object detection.

PV-RCNN [66] combines point and voxel branches to learn more discriminative point cloud features. Specifically, high-quality 3D proposals are generated by the voxel branch, and the point branch provides extra information for proposal refinement. SA-SSD [105] designs an auxiliary network, which converts the voxel features in the backbone network back to point-level representations, to explicitly leverage the structure information of the 3D point cloud and ease the loss in downsampling. Voxel R-CNN [107] adopts 3D convolution backbone to extract point cloud feature. A 2D network is then applied on the BEV to provide object proposals, which are refined via extracted features. It achieves comparable performance with point-based methods. Object DGCNN [108] models the task of 3D object detection as message passing on a dynamic graph in BEV.

After transforming point cloud into BEV feature maps, predicted query points collect BEV features from key points iteratively. VOTr [106] introduces Local Attention, Dilated Attention, and Fast Voxel Query to enable attention mechanism on numerous voxels for large context information. SST [68] treats extracted voxel features as tokens and then applies Sparse Regional Attention and Shift in the non-overlapping region to avoid downsampling for voxel-based networks. AFDetV2 [69] formulates a single-stage anchor-free network by introducing a keypoint auxiliary supervision and multi-task head.

3) Post-BEV Feature Extraction: As voxels in 3D space are sparse and irregular, applying 3D convolution is inefficient. For industrial applications, operators such as 3D convolution may not be supported; suitable and efficient 3D detection networks are desirable.

MV3D [109] is the first method to convert point cloud data into a BEV representation. After discretizing points into the BEV grid, the features of height, intensity, and density are obtained according to points in the grid to represent grid features. As there are many points in a BEV grid, in this processing, the loss of information is considerable. Other works [110], [111], [112], [113], [114], [115] follow the similar pattern to represent point cloud using the statistic in a BEV grid, such as the maximum height and mean of intensity.

PointPillars [45] first introduces the concept of pillar, which is a special type of voxel with unlimited height. It utilizes a simplified version of PointNet [103] to learn a representation of points in pillars. The encoded features can then be processed by standard 2D convolutional networks and detection heads. Though the performance of PointPillars is not as satisfactory as other 3D backbones, it and its variants enjoy high efficiency and are suitable for industrial applications.

4) Discussion: The point cloud data are directly processed by the neural network, as does in [119], [120]. The neighborhood relationship among points is calculated in the continuous 3D space. This brings extra time consumption and limits the receptive field of the neural network. Recent works [44], [84] utilize discrete grids to represent point cloud data; convolutional operations are adopted to extract features. However, converting point cloud data into any form of representation inevitably causes the loss of information. State-of-the-art methods in pre-BEV feature extraction utilize voxels with fine-grained size, preserving most of the 3D information from point cloud data and thus beneficial for 3D detection. As a trade-off, it requires high memory consumption and computational cost. Transforming point cloud data directly into BEV representation avoids complex operation in the 3D space. As the height dimension is compressed, a great loss of information becomes inevitable. The most efficient method is to represent the BEV feature map using statistics, and yet it provides inferior results. Pillar-based methods [45] balance performance and cost, and become a popular choice for industrial applications. How to deal with the trade-off between performance and efficiency becomes a vital challenge for LiDAR-based applications.

C. BEV Fusion

1) General Pipeline: Inverse perspective mapping (IPM) [90] is proposed to map pixels onto the BEV plane using the geometric constraint of the intrinsic and extrinsic matrix of cameras. Despite its inaccuracy due to the flat-ground assumption, it provides the possibility that images and point clouds can be unified in BEV. Lift-splat-shoot (LSS) [57] is the first method to predict depth distribution of image features, introducing neural networks to learn the ill-posed camera-to-lidar transformation problem. Other works [4], [121] develop different methods to conduct view transformation. Given the view transformation methods from perspective view to BEV, Fig. 5(b) shows the general pipeline for fusing image and point cloud data. Modal-specific feature extractors are used to extract features in perspective view and BEV separately. After transforming to the representations in BEV, feature maps from different sensors are fused. The temporal and ego-motion information can be introduced in the BEV representation as well.

2) LiDAR-Camera Fusion: Concurrently, two works with the same name BEVFusion [5], [88] explore fusion in BEV from different directions. As camera-to-lidar projection [73], [122]
Temporal information plays an important role in inferring the motion state of objects and recognizing occlusions. BEV provides a desirable bridge to connect scene representations in different timestamps, as the central location of the BEV feature map is persistent to ego car. MVFuseNet [123] utilizes both BEV and range view for temporal feature extraction. Other works [53], [63], [64] use ego-motion to align the previous BEV features to the current coordinates, and then fuse the current BEV features to obtain the temporal features. BEVDet4D [64] fuses the previous feature maps with the current frame using a spatial alignment operation followed by a concatenation of multiple feature maps. BEVFormer [4] and UniFormer [124] adopt a soft way to fusion temporal information. The attention module is utilized to fuse temporal information from previous BEV feature maps and previous frames, respectively. Concerning the motion of ego car, locations for the attention module to attend among representations of different timestamps are also corrected by the ego-motion information.

4) Discussion: As images are in perspective coordinate and point clouds are in 3D coordinate, spatial alignment between two modalities becomes a vital problem. Though it is easy to project point cloud data onto image coordinates using geometric projection relationships, the sparse nature of point cloud data makes extracting informative features difficult. Inversely, transforming images in perspective view into 3D space would be an ill-posed problem, due to the lack of depth information in perspective view. Based on prior knowledge, previous work such as IPM [90] and LSS [57] make it possible to transform information in the perspective view into BEV, providing a unified representation for multi-sensor and temporal fusion.

Fusion in the BEV space for lidar and camera data provides satisfactory performance for the 3D detection task. Such a method also maintains the independence of different modalities, which provides the opportunity to build a more robust perception system. For temporal fusion, representations in different timestamps can be directly fused in the BEV space by concerning ego-motion information. Compensation for ego-motion is easy to obtain by monitoring control and motion information, as the BEV coordinate is consistent with the 3D coordinate. With the concern of robustness and consistency, BEV is an ideal representation for multi-sensor and temporal fusion.

D. Industrial Design of BEV Perception

Recent years have witnessed trending popularity for BEV perception in the industry. In this section, we describe the architecture design for BEV perception on a system level.

Fig. 5 depicts two typical paradigms for sensor fusion in the industrial applications. Prior to BEV perception research, most autonomous driving companies construct the perception system based on perspective view inputs. As shown in Fig. 5(a), in the perspective view (PV) pipeline, LiDAR tracks provide 3D results directly, while image-based 3D results are converted from 2D results via geometry prior. Then the predictions from images and LiDAR are fused through hand-crafted approaches. On the contrary, BEV based methods, as illustrated in Fig. 5(b), perform...
feature-level 2D to 3D transformation and integrate features instead of the direct detection outputs from different modalities, leading to less hand-crafted design and more robustness.

Fig. 6 summarizes various BEV perception architecture proposed by corporations around the globe. The detailed model/input options are described in Section D of Appendix, available online. Note that all the information presented in this survey are collected from public resource; comparison and analysis among different plans are based on facts. The BEV fusion architectures in Fig. 6 follow the pipeline as depicted in Fig. 5(b), consisting of input data, feature extractor, PV to BEV transformation, feature fusion module, temporal & spatial module and prediction head. We elaborate on each module in details below.

1) Input Data: BEV based perception algorithms support different data modalities, including camera, LiDAR, Radar, IMU and GPS. Camera and LiDAR are the main perception sensors for autonomous driving. Some products use camera only as the input sensor, e.g., Tesla [6], PhiGent [126], Mobileye [127]. The others adopt a suite of camera and LiDAR combination, e.g., Horizon [125], HAOMO [128]. Note that IMU and GPS signals are often adopted for sensor fusion plans [6], [125], [128], as do in Tesla and Horizon, etc.

2) Feature Extractor: The feature extractor serves as transforming raw data to appropriate feature representations, and this module often consists of backbone and neck. There are different selections for backbone and neck. For instance, ResNet [116] in HAOMO [128] and RegNet [129] in Tesla [6] can be employed as the image backbone. The neck could be FPN [130], BiFPN [131] from Tesla [6], etc. As for the point cloud input, pillar based option from HAOMO [128] or voxel based choice from Mobileye [127] are ideal candidates for the backbone.

3) PV to BEV Transformation: There are mainly four approaches to perform view transformation in industry: (a) Fixed IPM. Based on the flat ground assumption, a fixed transformation can project PV feature to BEV space. Fixed IPM projection handles ground plane well. However, it is sensitive to vehicle jolting and road flatness. (b) Adaptive IPM utilizes the extrinsic parameters of SDV, which are obtained by some pose estimation approaches, and projects features to BEV accordingly. Although adaptive IPM is robust to vehicle pose, it still hypothesizes on the flat ground assumption. (c) Transformer based BEV transformation employs dense transformer to project PV feature into BEV space. Such data driven transformation-based methods are widely adopted by Tesla, Horizon, HAOMO. (d) ViDAR is first proposed in early 2018 by Waymo and Mobileye in parallel at different venues [13], [127], to indicate the practice of using pixel-level depth to project PV feature to BEV space based on camera or vision inputs, resembling the representation form as does in LiDAR. The term ViDAR is equivalent to the concept of pseudo-LiDAR presented in most academic literature. Equipped With ViDAR, one can transform images and subsequently features into point cloud directly. Then point cloud based methods can be applied to get BEV features. We have seen many ViDAR applications [6], [13], [127], [132], [133] recently, e.g., Tesla, Mobileye, Waymo, Toyota, etc. Overall, the options of Transformer and ViDAR are most prevailing in industry.

4) Fusion Module: The alignment among different camera sources has been accomplished in the previous BEV transformation module. In the fusion unit, they step further to aggregate BEV features from camera and LiDAR. By doing so, features from different modalities are ultimately integrated into one unified form.

5) Temporal & Spatial Module: By stacking BEV features temporally and spatially, a feature queue can be constructed. The temporal stack pushes and pops a feature blob every fixed time, while the spatial stack does it every fixed distance. After fusing feature in these stacks into one form, they can obtain a spatial-temporal BEV feature, which is robust to occlusion [6], [128]. The aggregation module can be in form of 3D convolution, RNN or Transformer. Based on the temporal module and vehicle kinematics, one can maintain a large BEV feature map surrounding ego vehicle and update the feature map locally, as does in the spatial RNN module from Tesla [6].

6) Prediction Head: In BEV perception, the multi-head design is widely adopted. Since BEV feature aggregates information from all sensors, all 3D detection results are decoded from BEV feature space. In the meanwhile, PV results are also decoded from the corresponding PV features in some design. The prediction results can be classified into three categories [125]: (a) Low level results are related to physics constrains, such as optical flow, depth, etc. (b) Entity level results include concepts of objects, i.e., vehicle detection, lane line detection, etc. (c) Structure level results represent relationship between objects, including object tracking, motion prediction, etc.

IV. EMPIRICAL EVALUATION AND RECIPE

In this section, we summarize the bag of tricks and the most useful practices to achieve top results on various benchmarks. This is based on our contest entries to Waymo Open Challenge
2022, namely BEVFormer++ built on top of BEVFormer [4] for camera-only detection and Voxel-SPVCNN derived from SPVCNN [83] for LiDAR segmentation. These practical experiences can serve as a reference to seamlessly integrate into other BEV perception models and evaluate the efficacy. We present practical experiences related to data augmentation, BEV encoder, loss selection in the following content, and place additional practical experiences regarding detection head design, test-time augmentation, model ensemble and post-processing in Section E of Appendix, available online.

### A. Data Augmentation

Data augmentation plays a crucial role in enhancing the robustness and generalization capabilities of perception models. By synthetically expanding the diversity of the training dataset, we can improve the model’s ability to handle variations in real-world scenarios. Certain non-affine transformations are challenging to apply for data augmentation for images or BEV space. For instance, methodologies like copy-paste and Mosaic are problematic due to their potential to cause misalignment between image semantics and 3D spatial information.

1) **BEV Camera (Camera-Only) Detection:** Common data augmentations on images for 2D recognition tasks are applicable for the tasks of camera based BEV perception. In general, we can divide augmentations into static augmentation involving color variation alone and spatial transformation moving pixels around. Augmentations based on color variation are directly applicable. For augmentations involving spatial transformation, apart from ground truth transformation accordingly, calibration in camera parameter is also necessary. Common augmentations adopted in recent camera-only methods are color jitter, flip, resize, rotation, crop, and Grid Mask. In BEVFormer++, color jitter, flip, multi-scale resize and grid mask are employed. The input image is scaled by a factor between 0.5 and 1.2, flipped by a ratio of 0.5; the maximum 30% of total area is randomly masked with square masks. Notably, there are two ways for flipping images in BEV perception, which we refer to as image-level flipping and BEV-level flipping. During image-level flipping, we flip the image and adjust camera intrinsic parameters, while camera extrinsic parameters and GT boxes remain unchanged. BEV-level flipping boosts the entire BEV perception model. BEV-level flipping is adopted in BEVFormer++. Related ablation study is described in Table IV ID 6 experiment, indicating that data augmentation plays a vital role in improving 3D model’s performance. Since BEVFormer [4] employs sequence input, it ensures that the transformation is consistent for each frame of the sequence after input augmentation.

2) **LiDAR Segmentation:** Different from the task of detection, heavy data augmentation can be applied in the task of segmentation, including random rotation, scaling, flipping, and point translation. For random rotation, an angle is picked from the range of $[0, 2\pi)$, rotation is applied to every point on the $x$-$y$ plane. A scale factor is chosen from the range of $[0.9, 1.1]$, and then multiplied on the point cloud coordinate. Random flipping

| ID | DeD | FrA | CoP | ConvO | DE | CoP | DA | MS | FL | SI | EMA | SB | 2BS | LLW | LS | LE | TTA | Backbone | DS | LET L- | LET L- | LET L- |
|----|-----|-----|-----|-------|----|-----|----|----|----|----|-----|----|-----|-----|----|----|----|-----|------|-----|------|------|------|
| 0  | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 34.6 | 46.1 | 25.5 |
| 1  | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 35.9 | 48.1 | 25.6 |
| 2  | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 36.1 | 48.1 | 25.9 |
| 3  | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 35.6 | 46.9 | 26.0 |
| 4  | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 36.2 | 48.1 | 25.4 |
| 5  | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 35.4 | 47.2 | 27.2 |
| 6  | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 35.4 | 47.2 | 27.2 |
| 7  | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 26.8 | -    | -    |
| 8  | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 26.8 | -    | -    |
| 9  | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 26.8 | -    | -    |
| 10 | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 26.8 | -    | -    |
| 11 | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 26.8 | -    | -    |
| 12 | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 34.7 | 44.2 | -    |
| 13 | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 37.5 | -    | -    |
| 14 | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | SwinL | mini | 50.0 | 55.6 | 51.9 |
| 15 | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | SwinL | mini | 44.7 | 50.8 | 55.5 |
| 16 | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 35.9 | 49.9 | 45.9 |
| 17 | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 36.3 | 51.1 | 46.6 |
| 18 | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | R101 | mini | 34.0 | 47.9 | 43.5 |
| 19 | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | SwinL | full  | 48.4 | 64.8 | 60.4 |
| 20 | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | SwinL | full  | 47.2 | 61.2 | 56.8 |
| 21 | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | SwinL | full  | 47.6 | 61.4 | 57.0 |
| 22 | ✓   | ✓   | ✓   | ✓     | ✓  | ✓   | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | ✓  | ✓  | ✓  | ✓   | SwinL | full  | 41.9 | 54.6 | 48.2 |

Ablation studies on val set with improvements over BEVFormer [4], i.e., BEVFormer++. Some results are only reported as L1/mAP for car category with iou>0.5. DeD (Deformable DETR head), FrA (FreeAnchor head), CoP (Centerpoint head), ConvO (Conv offsets in Temporal Self Attention (TSA)), DE (Deformable view Encoder), CoF (Corner Pooling), DA (2D Auxiliary loss), GR (Global location regression), MS (Multi-Scale), FL (Flip), SL (Smooth L1 Loss), EMA (Exponential Moving Average), SB (Sync BN), 2BS (2x BEV Scale), LLW (Label LossWeight), LS (Label Smoothing), LE (LET-Ifeh based Assignment) and TTA (Test-Time Augmentation). DS (Dataset). The mini dataset contains 1/5 training data. *denotes the model is trained with 24 epochs, otherwise with 12 epochs.
is conducted along $X$, $Y$ axes, or both $X$ and $Y$ axes. For random translation, offsets for each axis are sampled separately from a normal distribution with a mean of 0 and a standard deviation of 0.1.

Besides coordinates and reflectance, extra information can be utilized to boost model performance. Painting [73], [122] is a common technique to enhance point cloud data with image information. For unlabeled image data, by projecting point cloud labels onto corresponding images and densifying the sparse annotations, semantic labels on images are obtained from annotated point cloud data. An image model is trained to provide 2D semantic segmentation results. Then, predicted semantic labels are painted as one-hot vectors to point cloud data as additional channels to represent semantic information from images. Besides, temporal information can also be used, as datasets in autonomous driving are usually collected sequentially. Past consecutive frames are concatenated with the current frame. An additional channel is appended to represent the relative time information of different frames. To reduce the number of points, a small voxelization network is applied. Then, voxels treated as points are served as input to our models.

As shown in Table IV ID 1, heavy data augmentation brings an improvement of mIoU of 0.4. By introducing information from images and previous frames, gains in model performance are 0.5 and 0.8 mIoU, respectively (Table IV ID 5 & 6). It indicates that extra information, especially temporal information, is beneficial for the per-point classification task.

### B. BEV Encoder

1) **BEV Camera.** BEVFormer++: BEVFormer++ has multiple encoder layers, each of which follows the conventional structure of transformers [14], except for three tailored designs, namely BEV queries, spatial cross-attention, and temporal self-attention. Specifically, BEV queries are grid-shaped learnable parameters, which is designed to query features in BEV space from multi-camera views via attention mechanisms. Spatial cross-attention and temporal self-attention are attention layers working with BEV queries, which are used to lookup and aggregate spatial features from multi-camera images as well as temporal features from history BEV feature.

During inference, at timestamp $t$, we feed multi-camera images to the backbone network (e.g., ResNet-101 [116]), and obtain the features $F_t = \{F_t^i\}_{i=1}^{N_{view}}$ of different camera views, where $F_t^i$ is the feature of the $i$-th view, $N_{view}$ is the total number of camera views. At the same time, we preserve BEV features $B_{t-1}$ at the prior timestamp $t - 1$. In each encoder layer, we first use BEV queries $Q$ to query the temporal information from the prior BEV features $B_{t-1}$ via the temporal self-attention. We then employ BEV queries $Q$ to inquire about the spatial information from multi-camera features $F_t$ via the spatial cross-attention. After the feed-forward network [14], the encoder layer generates the refined BEV features, which is consequently the input of the next encoder layer. After six stacking encoder layers, unified BEV features $B_t$ at current timestamp $t$ are generated. Taking the BEV features $B_t$ as input, the 3D detection head and map segmentation head predict the perception results such as 3D bounding boxes and semantic map.

To improve the feature quality contributing from BEV encoder, three main aspects are to be discussed as follows.

(a) **2D Feature Extractor:** Techniques for improving backbone representation quality in 2D perception tasks are most likely to improve presentation quality for BEV tasks as well. For convenience, in the image backbone we adopt feature pyramid that is widely used in most 2D perception tasks. As depicted in Table IV, the structural design of 2D feature extractor, e.g. state-of-the-art image feature extractor [134], global information interaction [135], multi-level feature fusion [130], [136] etc. all contribute to better feature representation for BEV perception. Apart from the structural design, auxiliary tasks supervising backbones are also important for the performance of BEV perception, which will be discussed in Section IV-C1.

(b) **View transformation:** The transformation takes in image features and reorganizes them into BEV space. Hyper-parameters, including the image feature’s sampling range and frequency, as well as BEV resolution are of vital importance for the performance of BEV perception. The sampling range decides how much of the viewing frustum behind an image will be sampled into BEV space. By default this range is equal to the effective range of LiDAR annotation. When efficiency is of higher priority, the upper z-axis part of the viewing frustum can be compromised since it only contains unimportant information such as sky in most cases. The sampling frequency decides the utility of image features. Higher frequency ensures the model to accurately sample corresponding image features for each BEV location with the cost of higher computation. BEV resolution decides the representation granularity of the BEV.

### TABLE V

| ID | Aug | Loss | Arch | TTA | Painting | Temporal | V-SPV | Ensemble | Expert | Post | mIoU |
|----|-----|------|------|-----|---------|---------|------|---------|-------|------|------|
| 0  | ✓   | ✓    | ✓    | ✓   | ✓       | ✓       | ✓    | ✓       | ✓     | ✓    | 67.4 |
| 1  | ✓   | ✓    | ✓    | ✓   | ✓       | ✓       | ✓    | ✓       | ✓     | ✓    | 67.8 |
| 2  | ✓   | ✓    | ✓    | ✓   | ✓       | ✓       | ✓    | ✓       | ✓     | ✓    | 68.4 |
| 3  | ✓   | ✓    | ✓    | ✓   | ✓       | ✓       | ✓    | ✓       | ✓     | ✓    | 69.6 |
| 4  | ✓   | ✓    | ✓    | ✓   | ✓       | ✓       | ✓    | ✓       | ✓     | ✓    | 71.1 |
| 5  | ✓   | ✓    | ✓    | ✓   | ✓       | ✓       | ✓    | ✓       | ✓     | ✓    | 71.6 |
| 6  | ✓   | ✓    | ✓    | ✓   | ✓       | ✓       | ✓    | ✓       | ✓     | ✓    | 72.4 |
| 7  | ✓   | ✓    | ✓    | ✓   | ✓       | ✓       | ✓    | ✓       | ✓     | ✓    | 73.5 |
| 8  | ✓   | ✓    | ✓    | ✓   | ✓       | ✓       | ✓    | ✓       | ✓     | ✓    | 74.2 |
| 9  | ✓   | ✓    | ✓    | ✓   | ✓       | ✓       | ✓    | ✓       | ✓     | ✓    | 74.5 |
| 10 | ✓   | ✓    | ✓    | ✓   | ✓       | ✓       | ✓    | ✓       | ✓     | ✓    | 75.4 |

Ablation studies on val. set with improvements over SPVCNN [83], i.e., VoxRev-SPVCNN. Aug (heavy data augmentation), Arch (adjustments on model architecture). TTA (test-time augmentation), Painting (one-hot painting from image semantic segmentation), Temporal (multi-frame input). V-SPV (Voxel-SPVCNN). Expert (ensemble with more expert models). Post (post-processing techniques including object-level refinement and segmentation with tracking).
feature, where each feature can be accurately traced back to a grid in the world coordinates. High resolution is required for better representation of small scale objects such as traffic lights and pedestrians. Related experiments are depicted in Table IV ID 2&3. In view transformation, feature extraction operations, e.g. convolution block or Transformer block are also present in many BEV perception networks. Adding better feature extraction sub-networks in the BEV space can also improve the BEV perception performance.

(c) Temporal BEV fusion: Given the structure of BEV feature, temporal fusion in BEV space often leverages ego-car pose information to align temporal BEV features. However, other agents’ movements are not modeled explicitly in this alignment process and it requires additional learning by the model. As a result, to enhance fusion on features of other moving agents, it is reasonable to increase the perception range of cross-attention as we perform temporal fusion. For instance, we might enlarge the kernel size of attention offset in the deformable attention module or use global attention. Related improvements can be observed in Table IV ID 1.

2) BEV LiDAR. Voxel-SPVCNN

Existing 3D perception models are not ideal to recognize small instances due to the coarse voxelization and aggressive downsampling. SPVCNN [83] utilizes Minkowski U-Net [118] in the voxel-based branch. To preserve point cloud resolution, an extra point-based branch without downsampling is used. Features of the point-based and voxel-based branches would be propagated to each other at different stages of the network. We propose Voxel-SPVCNN by making two effective modifications to the original SPVCNN [83]. Compared to simply performing voxelization on the raw input feature, a lightweight 3-layer MLP is applied to extract point features and then the voxelization process is applied. Besides, the input of the point-based branch is replaced by the voxel-as-point branch. The network structure of this branch is still a MLP; but the input is replaced as voxels. Voxel-SPVCNN is more efficient, as computation on the point-based branch is greatly reduced in the case where the input is multi-scan point cloud. The change of model architecture brings an improvement of 1.1 mIoU (see Table V ID 7).

C. Loss

1) BEV Camera-Only Detection

One of the versatile benefits from BEV feature representation is to enable models to be trained with losses proposed in both 2D and 3D object detection. As reported in Table IV ID 16-20, when leveraging different head design, we conclude that the corresponding losses could be transferred with minimum modification, e.g. a tuning in the loss weight.

Apart from the training loss for 3D target, auxiliary loss plays an important role in Camera-only BEV detection. One type of auxiliary loss is to add 2D detection loss on top of 2D feature extractors. Such supervision enhances the localization on 2D image feature, which in turn contributes to 3D representations provided by view transformation in BEV perception. One example of utilizing such auxiliary loss can be observed in Table IV ID 4. Another type of auxiliary loss is depth supervision [49]. When utilizing ground truth depth generated from LiDAR systems, the implicit depth estimation capability of BEV perception can be improved to obtain accurate 3D object localization. Both of these auxiliary tasks can be applied during training to improve performance. As a side note, 2D detection or depth pretrained backbone are commonly adopted as initialization weights [4], [85].

2) LiDAR Segmentation

Instead of a conventional cross-entropy loss, Geo loss [137] and Lovász loss [138] are utilized to train all models. To have a better boundary of different classes, Geo loss has a strong response to the voxels with rich details. Lovász loss serves as a differentiable intersection-over-union (IoU) loss to mitigate the class imbalance problem. It improves the model performance by 0.6 mIoU as shown in Table V ID 2.

V. Conclusion

In this survey, we conduct a thorough review on BEV perception in recent years and provide a practical recipe according to our analysis in BEV design pipeline. Grand challenges and future endeavors could be: (a) how to devise a more accurate depth estimator; (b) how to better align feature representations from multiple sensors in a novel fusion mechanism; (c) how to design a parameter-free network such that the algorithm performance is free to pose variation or sensor location, achieving better generalization ability across various scenarios; and (d) how to incorporate the successful knowledge from foundation models to facilitate BEV perception. More detailed discussion could be found in the Appendix, available online. We hope this work can benefit the community and be an insightful guidebook for future research in 3D perception.
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