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Abstract
In this paper we study the scattering of non-radial solutions in the energy space to coupled system of nonlinear Schrödinger equations with quadratic-type growth interactions in dimension five without the mass-resonance condition. Our approach is based on the recent technique introduced by Dodson and Murphy (Math Res Lett 25:1805–1825, 2018), which relies on an interaction Morawetz estimate. It is proved that any solution below the ground states scatters in time.
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1 Introduction

In this paper we continue our study concerning the long time behavior of global solutions to $l$-component Schrödinger systems with a quadratic-growth nonlinearity. More precisely, we consider the following initial-value problem

\[
\begin{align*}
&i\alpha_k \partial_t u_k + \gamma_k \Delta u_k - \beta_k u_k = -f_k(u_1, \ldots, u_l), \\
&(u_1(x, 0), \ldots, u_l(x, 0)) = (u_{10}, \ldots, u_{l0}), \quad k = 1, \ldots l,
\end{align*}
\] (1.1)

where $u_1, \ldots, u_l$ are complex-valued functions on the variables $(x, t) \in \mathbb{R}^n \times \mathbb{R}$, $\Delta$ stands for the standard Laplacian operator, $\alpha_k, \gamma_k > 0, \beta_k \geq 0$ are real constants and the nonlinearities $f_k$ satisfy a quadratic-type growth.

The study of nonlinear Schrödinger systems with quadratic nonlinearities has attracted a lot of attention in recent years. One of the most studied models is the following one

\[
\begin{align*}
&i \partial_t u_1 + \Delta u_1 = -2u_1 u_2, \\
&i \partial_t u_2 + \kappa \Delta u_2 = -u_2^3,
\end{align*}
\] (1.2)

which may be seen as a non-relativistic version of some Klein-Gordon systems (see [12]). It can also be derived as a model in nonlinear optics (see [3]). To the best of our knowledge, from the mathematical point of view, the study of the initial-value problem associated with (1.2) was initiated in [12], where several properties were established. To motivate our discussion, let us recall some of the results. The local well-posedness, in the spaces $L^2(\mathbb{R}^n)$ and $H^1(\mathbb{R}^n)$, was proved for $1 \leq n \leq 4$ and $1 \leq n \leq 6$, respectively. Due to the conservation of mass and energy the local results may be extended to global ones provided $1 \leq n \leq 3$. In dimension $n = 4$, system (1.2) is $L^2$-critical in the sense of scaling. In consequence, for initial data in $H^1(\mathbb{R}^4)$, a sharp threshold for global well-posedness was proved depending on the size of the initial data when compared to the associated ground states (we refer the reader to [12] for further properties). Other results concerning global well-posedness and blow-up for (1.2) have also appeared in the current literature. Indeed, the dichotomy global existence versus blow-up in finite time in $H^1(\mathbb{R}^5)$ was discussed in [10,20] (see also [23]). In [5] the author studied the stability of ground states (for $1 \leq n \leq 3$) as well as the characterization of minimal mass blow-up solutions (for $n = 4$). Existence of blow-up/grow-up solutions was also studied in [14]. The strong instability of standing waves in the case $n = 5$ was established in [6,10].

Mostly motivated by the results in [12], in [21] we started the study of (1.1) with general quadratic-type nonlinearity. More precisely, with a slightly modification in H4, we assumed the following (see notation below)

H1 We have

\[ f_k(0) = 0, \quad k = 1, \ldots, l. \]

H2 For any $z, z' \in \mathbb{C}^l$ we have

\[
\left| \frac{\partial}{\partial z_m} [f_k(z) - f_k(z')] \right| + \left| \frac{\partial}{\partial z_m} [f_k(z) - f_k(z')] \right| \lesssim \sum_{j=1}^l |z_j - z'_j|, \quad k, m = 1, \ldots, l,
\]

H3 There exists a function $F : \mathbb{C}^l \to \mathbb{C}$, such that

\[ f_k(z) = \frac{\partial F}{\partial z_k}(z) + \overline{\frac{\partial F}{\partial z_k}(z)}, \quad k = 1, \ldots, l. \]
There exist positive constants $\sigma_1, \ldots, \sigma_l$ such that for any $z \in \mathbb{C}^l$
\[
\text{Im} \sum_{k=1}^l \sigma_k f_k(z) \bar{z}_k = 0.
\]

Function $F$ is homogeneous of degree 3, that is, for any $z \in \mathbb{C}^l$ and $\lambda > 0$,
\[
F(\lambda z) = \lambda^3 F(z).
\]

There holds
\[
\left| \text{Re} \int_{\mathbb{R}^n} F(u) \, dx \right| \leq \int_{\mathbb{R}^n} F(|u|) \, dx.
\]

Function $F$ is real valued on $\mathbb{R}^l$, that is, if $(y_1, \ldots, y_l) \in \mathbb{R}^l$ then
\[
F(y_1, \ldots, y_l) \in \mathbb{R}.
\]
Moreover, functions $f_k$ are non-negative on the positive cone in $\mathbb{R}^l$, that is, for $y_i \geq 0$, $i = 1, \ldots, l$,
\[
f_k(y_1, \ldots, y_l) \geq 0.
\]

Function $F$ can be written as the sum $F = F_1 + \cdots + F_m$, where $F_s$, $s = 1, \ldots, m$ is super-modular on $\mathbb{R}^d_+$, $1 \leq d \leq l$ and vanishes on hyperplanes, that is, for any $i, j \in \{1, \ldots, d\}, i \neq j$ and $k, h > 0$, we have
\[
F_s(y + he_i + ke_j) + F_s(y) \geq F_s(y + he_i) + F_s(y + ke_j), \quad y \in \mathbb{R}^d_+,
\]
and $F_s(y_1, \ldots, y_d) = 0$ if $y_j = 0$ for some $j \in \{1, \ldots, d\}$.

Since our main interest is in studying (1.1) in the Sobolev space $H^1(\mathbb{R}^n)$, the above assumptions are “quite natural”. In fact, assumption H1 and H2 are enough to prove a well-posedness result. Under assumptions H3 and H4 we able to show that (1.1) conserves the charge and the energy (see (1.5) and (1.6) below), which in turn is sufficient to extend the local solutions to global ones (under some restrictions on the dimension). The remaining assumption are enough to establish the existence of nonnegative symmetric ground states (see [21] for further details).

**Remark 1.1** It is easily seen that (1.2) satisfies H1-H8, in which case we have
\[
f_1(z_1, z_2) = 2z_1z_2, \quad f_2(z_1, z_2) = z_1^2, \quad \text{and} \quad F(z_1, z_2) = z_1^2 z_2.
\]

For additional models with quadratic nonlinearities satisfying H1-H8 we refer the reader to [16,21,24].

Before proceeding with this introduction let us recall the notion of mass-resonance associated with (1.1): we say that (1.1) satisfies the mass-resonance condition provided (see [19, Definition 1.1])
\[
\sum_{k=1}^l \frac{\alpha_k}{\gamma_k} f_k(z) \bar{z}_k = 0, \quad z \in \mathbb{C}^l.
\]

The mass-resonance condition plays a distinguished role in the mathematical analysis of system (1.1). To give a flavor of this property, let us recall a virial-type identity satisfied by
solutions of system (1.1). Set \( \Sigma = \{ u \in H_1^1; x u \in L^2 \} \), where \( x u \) means \( (x u_1, \ldots, x u_l) \), and define the function
\[
V(t) = \sum_{k=1}^l \alpha_k^2 \gamma_k \int |x|^2 |u_k(x, t)|^2 \, dx,
\]
where \( u(t) \) is the corresponding solution of (1.1) with initial data \( u_0 \in \Sigma \). Then, it is not difficult to see that
\[
V''(t) = 2n E(u_0) - 2n \sum_{k=1}^l \beta_k \|u_k\|_{L^2}^2 + 2(4 - n) \sum_{k=1}^l \gamma_k \|\nabla u_k\|_{L^2}
\]
\[- 2 \frac{d}{dt} \left[ \int |x|^2 \text{Im} \sum_{k=1}^l \frac{\alpha_k}{\gamma_k} f_k(u) \bar{u}_k \, dx \right],
\]
as long as the solution exists. Assuming that (RC) holds, the last term in (1.4) disappears. In particular, this identity becomes useful to use a convexity argument and show the existence of solutions with negative energy that blow-up in finite time in dimensions \( 4 \leq n \leq 6 \). Since the proof of scattering usually also uses virial-type identities, then mass-resonance condition also plays a crucial role in that analysis.

In [21] we studied some aspects of the dynamics of (1.1) such as local and global well-posedness, existence of standing waves, the dichotomy global existence versus blow-up in finite time and the stability/instability of standing waves. There we consider system (1.1) endowed with assumptions H1-H8 but with H4 replaced by

\[
\text{H4*} \quad \text{For any} \ \theta \in \mathbb{R} \text{ and } z \in \mathbb{C}^l,
\]
\[
\text{Re} \ F \left( e^{\frac{i \sigma_1}{n} \theta} z_1, \ldots, e^{\frac{i \sigma_l}{n} \theta} z_l \right) = \text{Re} \ F(z).
\]
Assumption H4* together with H3, implies that (RC) holds (see Lemma 2.9 in [21]), implying that all results obtained in [21] were under the assumption of mass-resonance. However, as pointed out in [19] most of the results present in [21] also holds with H4 instead of (H4*). In particular assuming H3 and H4 we can establish that the quantities
\[
Q(u(t)) := \sum_{k=1}^l \sigma_k \alpha_k \frac{2}{\gamma_k} \|u_k(t)\|_{L^2}^2,
\]
and
\[
E_\beta(u(t)) := \sum_{k=1}^l \gamma_k \|\nabla u_k(t)\|_{L^2}^2 + \sum_{k=1}^l \beta_k \|u_k(t)\|_{L^2}^2 - 2 \text{Re} \int F(u(t)) \, dx,
\]
are conserved along the flow of (1.1), which means that, as long as a solution exists, it satisfies
\[
Q(u(t)) = Q(u_0) \quad \text{and} \quad E_\beta(u(t)) = E_\beta(u_0).
\]
Using these conserved quantities and H6 we then got an \textit{a priori} bound for the \( L^2 \) and \( H^1 \) norm of a solution, so the global well-posedness may be established in \( L^2(\mathbb{R}^n) \) and \( H^1(\mathbb{R}^n) \), when \( 1 \leq n \leq 3 \). To give a more precise statement concerning the global well-posedness in dimensions \( n = 4 \) and \( n = 5 \), recall that a \textit{standing wave} for (1.1) is a solution of the form
\[
u_k(x, t) = e^{i \frac{\sigma_k}{2} \omega t} \psi_k(x), \quad k = 1, \ldots, l,
\]
where $\omega \in \mathbb{R}$ and $\psi_k$ are real-valued functions decaying to zero at infinity, satisfying the elliptic system

$$-\gamma_k \Delta \psi_k + \left( \frac{\sigma_k \alpha_k}{2} \omega + \beta_k \right) \psi_k = f_k(\psi), \quad k = 1, \ldots, l.$$  \hspace{1cm} (1.7)

A ground state is a solution of (1.7) that minimizes the functional

$$I(\psi) = \frac{1}{2} \left[ \sum_{k=1}^{l} \gamma_k \| \nabla \psi_k \|_{L^2}^2 + \sum_{k=1}^{l} \left( \frac{\sigma_k \alpha_k}{2} \omega + \beta_k \right) \| \psi_k \|_{L^2}^2 \right] - \int F(\psi) \, dx.$$  \hspace{1cm} (1.8)

Under our assumptions (see [19,21]), if the coefficients $\frac{\sigma_k \alpha_k}{2} \omega + \beta_k$ are positive then the set of ground states of (1.7), say, $\mathcal{G}_n(\omega, \beta)$ is nonempty for $1 \leq n \leq 5$. In addition introducing the functionals

$$Q(\psi) = \sum_{k=1}^{l} \left( \frac{\sigma_k \alpha_k}{2} \omega + \beta_k \right) \| \psi_k \|_{L^2}^2,$$

$$K(\psi) = \sum_{k=1}^{l} \gamma_k \| \nabla \psi_k \|_{L^2}^2 \quad \text{and} \quad P(\psi) = \int F(\psi) \, dx,$$  \hspace{1cm} (1.9)

we have the following Gagliardo–Nirenberg-type inequality (see [21, Corollary 4.12]),

$$P(u) \leq C_{n}^{opt} Q(u)^{\frac{6-n}{2}} K(u)^{\frac{n}{2}},$$  \hspace{1cm} (1.10)

for all functions $u \in \mathcal{P} := \{ \psi \in H^1_x(\mathbb{R}^n); \quad P(\psi) > 0 \}$, with the optimal constant $C_{n}^{opt}$ given by

$$C_{n}^{opt} := \frac{2(6-n)^{\frac{n+4}{2}}}{n^2} \frac{1}{Q(\psi)^{\frac{1}{2}}},$$  \hspace{1cm} (1.11)

In (1.10), $\psi$ is any function in $\mathcal{G}_n(\omega, \beta)$.

As a consequence of (1.9) we may prove (see [19], also see [21, Theorem 5.2]) that, if $u_0 \in H^1_x(\mathbb{R}^4)$ satisfies $Q(u_0) < Q(\psi)$, where $\psi$ is any function in $\mathcal{G}_4(1,0)$ then the corresponding solution of (1.1) may be extended globally in $H^1_x(\mathbb{R}^4)$. In dimension $n = 5$ we established the following.

**Theorem A** Let $n = 5$ and assume H1-H8. Assume $u_0 \in H^1_x$ and let $u$ be the corresponding solution of system (1.1). Let $\psi \in \mathcal{G}_5(1,0)$ be a ground state. If

$$Q(u_0) E_\beta(u_0) < Q(\psi) E_0(\psi),$$  \hspace{1cm} (1.12)

where $E_0$ is the energy defined in (1.6) with $\beta = 0$ and

$$Q(u_0) K(u_0) < Q(\psi) K(\psi),$$  \hspace{1cm} (1.13)

then $u$ is global in $H^1_x$ and satisfies

$$Q(u_0) \sup_{t \in \mathbb{R}} K(u(t)) < Q(\psi) K(\psi).$$

In addition if we assume H4* instead of H4 and that $u_0$ is radial then $u$ scatters.
For the proof of Theorem A we refer the reader to [21, Theorem 5.2] and [22, Theorem 1.1]. As we already said, under assumption H4*, system (1.1) satisfies (RC). Consequently, the scattering in Theorem A is proved only in the case of mass-resonance.

Our main purpose in this paper is to prove that scattering still holds only under assumptions (1.11) and (1.12), that is, we are able to drop the assumptions of mass-resonance and radial symmetry as well. More precisely, our main theorem reads as follows.

**Theorem 1.2** Let $n = 5$ and assume H1-H8. Suppose $u_0 \in H^1_x$ and let $u$ be the corresponding solution of system (1.1). Let $\psi \in \mathcal{S}_5(1, 0)$ be a ground state. Assume that $u_0$ satisfy (1.11)-(1.12) and assume also that

$$\left| \frac{\alpha_k}{\gamma_k} - \sigma_k \right| < \varepsilon_1, \quad k = 1, \ldots, l,$$

(1.13)

for some $\varepsilon_1 > 0$ small enough. Then, $u$ is global and scatters forward and backward in time, that is, there exist $u^\pm_k \in H^1(\mathbb{R}^5)$ such that

$$\lim_{t \to +\infty} \|u_k(t) - U_k(t)u^+_k\|_{H^1} = 0, \quad k = 1, \ldots, l,$$

and

$$\lim_{t \to -\infty} \|u_k(t) - U_k(t)u^-_k\|_{H^1} = 0, \quad k = 1, \ldots, l.$$

Theorem 1.2 states that if the masses of the system are sufficiently close to the constant appearing in assumption H4 then scattering holds. Of course, if the constants $\frac{\alpha_k}{\gamma_k}$ and $\sigma_k$ coincide, we are in the mass-resonance case and the scattering result still holds.

Our idea to prove Theorem 1.2 is to apply the recent theory introduced in [8], where the authors have shown the scattering in $H^1(\mathbb{R}^n)$, with non-radial data, for the Schrödinger equation

$$i \partial_t u + \Delta u = -|u|^\frac{4}{n-4} u,$$

in dimensions $n \geq 3$ using a simple proof that avoids the concentration-compactness. Instead, their analysis is based on an interaction Morawetz inequality. In the same direction, scattering for some Schrödinger-type system have appeared, for instance, in [1], [18], [26].

Before ending this introduction, let us recall the scattering results for system (1.2). First note that (1.2) satisfies the mass-resonance condition if and only if $\kappa = 1/2$. In dimension $n = 5$, under similar assumption as in Theorem A, in [10] the author established the scattering of radial and non-radial solutions in $H^1(\mathbb{R}^5)$ in the case $\kappa = 1/2$. In [11], for radially-symmetric solutions, the authors dropped the mass-resonance assumption by extending the study to the case $\kappa > 0$. In both cases, the authors used the concentration-compactness and rigidity method introduced in [15]. More recently, by using the ideas introduced in [7], the authors in [26] simplified the proof of scattering given in [11]. Also, they adapted the scattering technique presented in [8], dropping the radial assumption under the condition $|\kappa - \frac{1}{2}| < \epsilon$, for some small $\epsilon > 0$. After [26] was published, the authors in [18] established the same result as in [10] for non-radial solutions in the mass-resonance setting, by using the method presented in [8].

Some results have also appeared in the critical case $n = 4$. Indeed, scattering below the ground states in $L^2(\mathbb{R}^4)$ was established in [13]. More precisely, the authors established that scattering holds for any initial data below the ground state if $\kappa = 1/2$ and for radial initial data below the ground state if $\kappa \neq 1/2$. 

\(\text{Springer}\)
Our result can also be viewed as an extension of the one in [26] to a more general quadratic-type NLS systems. As was pointed out by the authors, one of the difficulties appearing when one try to apply the approach of [8] to get scattering for solutions to (1.2) is the appearance of an extra term in the interaction Morawetz quantity, when the non mass-resonance case is under consideration. This difficulty also appears working with system (1.1). To treat it we extended the idea given in [26], restricting our parameters to a small neighborhood of the mass-resonance point. To do that, we have to incorporate the general notion of mass-resonance, (RC), for system (1.1) and Assumption H4 to bound the extra term in the Morawetz inequality. Another difficulty we have to overcome is the fact that the interactions terms in system (1.1) have no explicit form. In particular, to obtain the scattering criterion and the corresponding Morawetz estimate we have to use some consequences of Assumptions H1-H8 combined with the general chain rule.

This work is organized as follows. In Sect. 2 we recall some notation and preliminary lemmas that will be needed throughout the paper. In Sect. 3, using the strategy introduced in [8], we prove a scattering criterion for (1.1). Finally, Sect. 4 is devoted to showing Theorem 1.2, by using a Morawetz estimate and the ground state solutions.

2 Preliminaries

In this section we introduce some notations, review some useful estimates and give consequences of our assumptions.

2.1 Notation

We use $C$ to denote several positive constants that may vary line-by-line. If $a$ and $b$ are two positive constants, by $a \lesssim b$ we mean there is a constant $C$ such that $a \leq Cb$. Given any set $A$, by $A$ (or $A^l$) we denote the product $A \times \cdots \times A$ ($l$ times). In particular, if $A$ is a Banach space then $A$ is also a Banach space with the standard norm given by the sum. For a number $z \in \mathbb{C}$, $\text{Re} z$ and $\text{Im} z$ represents its real and imaginary parts. Also, $\overline{z}$ denotes its complex conjugate. We set $|z|$ for the vector $(|z_1|, \ldots, |z_l|)$. This is not to be confused with $\sqrt{z_1^2 + \cdots + z_l^2}$ which stands for the standard norm of the vector $z$ in $\mathbb{C}^l$.

The space $L^p = L^p(\mathbb{R}^n)$, $1 \leq p \leq \infty$, stands for the standard Lebesgue spaces. By $W^{s,p} = W^{s,p}(\mathbb{R}^n)$, $1 \leq p \leq \infty$, $s \in \mathbb{R}$, we denote the usual Sobolev spaces. In the case $p = 2$, we use the standard notation $H^s = W^{s,2}$. Thus, $H^1 = H^1(\mathbb{R}^n)$ denotes the Sobolev space $H^1 \times \cdots \times H^1$.

Given a time interval $I$ and a Banach space $X$, $L^p(I; X)$ represents the $L^p$ space of $X$-valued functions defined on $I$ endowed with the norm

$$
\| f \|_{L^p_t X} = \left( \int_I \| f(t) \|_{X}^p \, dt \right)^{\frac{1}{p}}.
$$

In the case $X = L^q(\mathbb{R}^n)$, we use the notation $L^p_t L^q_x(I \times \mathbb{R}^n)$. If no confusion will be caused we denote $L^p_t L^q_x(I \times \mathbb{R}^n)$ simply by $L^p_t L^q_x$ and its norm by $\| \cdot \|_{L^p_t L^q_x}$. Also, when $p = q$ we will use $L^p_t$ instead of $L^p_t L^q_x$. If necessary we use subscript to indicate which variable the spaces are taken, for instance, $H^1_x$ represents the Sobolev space with respect to the variable $x$. 
2.2 Some useful estimates

Here and throughout the paper we assume that H1-H8 hold. Let $U_k(t)$ denote the Schrödinger evolution group defined by

$$U_k(t) = \left( e^{i t \frac{\alpha_k}{\Delta_k}} - \beta_k \right),$$

$k = 1, \ldots, l$. In view of Duhamel’s principle the Cauchy problem (1.1) can be written as the following system of integral equations,

$$\begin{cases}
  u_k(t) = U_k(t)u_{k0} + i \int_0^t U_k(t-t') \frac{1}{\alpha_k} f_k(u) 
  \quad \text{d}t', \\
  (u_1(x,0), \ldots, u_l(x,0)) = (u_{10}, \ldots, u_{l0}) =: u_0.
\end{cases} \quad (2.1)$$

Thus, in what follows, by a solution of (1.1) we mean a solution of (2.1).

Let us start by recalling the following dispersive estimate.

Lemma 2.1 If $2 \leq p \leq \infty$ and $t \neq 0$, then

$$\| U_k(t)f \|_{L^p_{t}L^p_{x}(\mathbb{R}^n)} \lesssim |t|^{-n \left(\frac{1}{2} - \frac{1}{p}\right)} \| f \|_{L^p_{x}(\mathbb{R}^n)}, \quad \text{for all } f \in L^p_{x}(\mathbb{R}^n).$$

Proof See Proposition 2.2.3 in [2]. \qed

Before proceeding we recall the definition of admissible pair in dimension $n = 5$.

Definition 2.2 We say that $(q, r)$ is an admissible pair if

$$\frac{2}{q} + \frac{5}{r} = \frac{5}{2},$$

where $2 \leq r \leq \frac{10}{3}$.

We next recall the well known Strichartz inequalities.

Proposition 2.3 (Strichartz’s inequalities) The following inequalities hold.

(i) Let $(q, r)$ be an admissible pair. Then,

$$\| U_k(t)f \|_{L^{q}_{t}L^{r}_{x}(\mathbb{R}^5)} \lesssim \| f \|_{L^{q}_{x}(\mathbb{R}^{5})},$$

(ii) Let $I$ be an interval and $t_0 \in T$. Let $(q_1, r_1)$ and $(q_2, r_2)$ be two admissible pairs. Then,

$$\left\| \int_{t_0}^{t} U_k(t-s)f(\cdot, s) \, ds \right\|_{L^{q_1}_{t}L^{r_1}_{x}((I \times \mathbb{R}^5))} \lesssim \| f \|_{L^{q_1}_{x}L^{r_1}_{x}((I \times \mathbb{R}^5))},$$

and

$$\left\| \int_{a}^{b} U_k(t-s)f(\cdot, s) \, ds \right\|_{L^{q_2}_{t}L^{r_2}_{x}((a,b) \times \mathbb{R}^5)} \lesssim \| f \|_{L^{q_2}_{x}L^{r_2}_{x}((a,b) \times \mathbb{R}^5)},$$

where $q_1'$ and $r_1'$ are the Hölder conjugates of $q_1$ and $r_1$, respectively.

(iii) Let $I$ be an interval and $t_0 \in T$. Then

$$\left\| \int_{t_0}^{t} U_k(t-s)f(\cdot, s) \, ds \right\|_{L^{3}_{t}L^{3}_{x}((I \times \mathbb{R}^5))} \lesssim \| f \|_{L^{3}_{t}L^{3}_{x}((I \times \mathbb{R}^5))}.$$
Proof For (i) and (ii) see, for instance, Theorem 2.3.3 in [2]. For (iii) note that \((6, 3)\) is not an admissible pair. However, \((6, 3)\) and \((\frac{3}{2}, 3)\) are \(\frac{5}{2}\)-acceptable pairs. Recall that a pair \((q, r)\) is said to be \(\sigma\)-acceptable if
\[
\frac{1}{q} < 2\sigma \left( \frac{1}{2} - \frac{1}{r} \right).
\]
Hence the result follows as an application of Proposition 6.2 in [9]. \(\square\)

The next lemma provides some consequences of our assumptions concerning the nonlinearities.

**Lemma 2.4** Assume that H1-H5 hold.

(i) For all \(z \in \mathbb{C}^l\) we have
\[
|f_k(z)| \lesssim \sum_{j=1}^l |z_j|^2, \quad k = 1, \ldots, l
\]
and
\[
|\text{Re} F(z)| \lesssim \sum_{j=1}^l |z_j|^3.
\]

(ii) We have
\[
\text{Re} \sum_{k=1}^l f_k(u) \nabla \overline{u}_k = \text{Re} [\nabla F(u)]
\]
and
\[
\text{Re} \sum_{k=1}^l f_k(u) \overline{u}_k = \text{Re} [3F(u)].
\]

(iii) Let \(1 < p, q, r < \infty\) be such that \(\frac{1}{r} = \frac{1}{p} + \frac{1}{q}\). Then, for \(k = 1, \ldots, l\),
\[
\|\nabla f_k(u)\|_{L^r} \lesssim \|u\|_{L^p} \|\nabla u\|_{L^q(\mathbb{R}^n)}
\]
and
\[
\|f_k(u)\|_{W^{1, r}_{\alpha}} \lesssim \|u\|_{L^p} \|\nabla u\|_{W^{1, q}_{\alpha}(\mathbb{R}^n)}.
\]

**Proof** For (i) and (ii) see Corollary 2.3 and Lemmas 2.10 and 2.11 in [21]. Part (iii) is a consequence of H2 and the Leibniz rule (see Proposition 5.1 in [25] and Corollary 2.5 in [21]). \(\square\)

The next result is a refinement of inequality (1.9).

**Lemma 2.5** Let \(\psi \in G_5(\omega, \beta)\). For any \(u \in H^1\) and \(\xi \in \mathbb{R}^5\) we have
\[
\left| \text{Re} \int_{\mathbb{R}^5} F(u) \, dx \right| \leq 2 \frac{\overline{Q}(u)K(u)}{\overline{Q}(\psi)K(\psi)} \frac{1}{2} K(u^\xi),
\]
where
\[
u_j x^{\xi_j} u_j(x), \ldots, e^{i\xi_j x^{\xi_j}} u_j(x).\]
**Proof** First note (see [21, Lemma 4.4]) if \( \psi \) is a solution of (1.7) (with \( n = 5 \)) then
\[
P(\psi) = 2I(\psi), \quad K(\psi) = 5I(\psi), \quad \text{and} \quad Q(\psi) = I(\psi).
\]
Thus, since \( K(\psi) = 5Q(\psi) \) the best constant (1.10) can be expressed as
\[
C_{opt}^{S} = \frac{2}{5} \frac{1}{Q(\psi)^{\frac{1}{2}} K(\psi)^{\frac{1}{2}}}.
\]
Since \( |\nabla u_k| \leq |\nabla u_0| \) (see [17, Theorem 6.17]), then \( K(\psi) \leq K(u) \). Hence, from (1.9),
\[
|P(\{u\}| \leq \frac{2}{5} \left( \frac{Q(\{u\}) K(\{u\})}{Q(\psi) K(\psi)} \right)^{\frac{1}{2}} K(\{u\}) \leq \frac{2}{5} \left( \frac{Q(\{u\}) K(\{u\})}{Q(\psi) K(\psi)} \right)^{\frac{1}{2}} K(u).
\]
By replacing \( u \) by \( u^{\xi} \) in (2.5) and using that \( P(\{u\}) = P(\{u^{\xi}\}) \) we obtain
\[
|P(\{u\})| \leq \frac{2}{5} \left( \frac{Q(\{u^{\xi}\}) K(\{u^{\xi}\})}{Q(\psi) K(\psi)} \right)^{\frac{1}{2}} K(u^{\xi}).
\]
Now, as a function of \( \xi \in \mathbb{R}^5 \), \( K(u^{\xi}) \) represents an elliptic paraboloid which opens upward (see Lemma 4.3(ii)). This means that both \( K(u^{\xi}) \) and \( \left( \frac{Q(\{u\}) K(\{u\})}{Q(\psi) K(\psi)} \right)^{\frac{1}{2}} \) attain their infimum at the same point, yielding
\[
|P(\{u\})| \leq \frac{2}{5} \inf_{\xi \in \mathbb{R}^5} \left\{ \left( \frac{Q(\{u^{\xi}\}) K(\{u^{\xi}\})}{Q(\psi) K(\psi)} \right)^{\frac{1}{2}} K(u^{\xi}) \right\}
\]
\[
= \frac{2}{5} \inf_{\xi \in \mathbb{R}^5} \left\{ \left( \frac{Q(\{u\}) K(\{u\})}{Q(\psi) K(\psi)} \right)^{\frac{1}{2}} \right\} \times \inf_{\xi \in \mathbb{R}^5} K(u^{\xi})
\]
\[
\leq \frac{2}{5} \left( \frac{Q(\{u\}) K(\{u\})}{Q(\psi) K(\psi)} \right)^{\frac{1}{2}} K(u^{\xi}).
\]
The lemma then follows from hypothesis H6. \( \square \)

### 2.3 Coercivity lemmas

We finish this section with some coercivity lemmas. Note that in the case \( \omega = 1 \) and \( \beta = 0 \) the functionals \( Q \) and \( Q \) coincides.

**Lemma 2.6** (Coercivity I) Let \( n = 5 \). Assume \( u_0 \in H^1 \) and let \( u \) be the corresponding solution of system (1.1) with maximal existence interval \( I \). Let \( \psi \in G_{5}(1, 0) \) be a ground state. If
\[
Q(u_0)E_\beta(u_0) < (1 - \tilde{\delta}) Q(\psi)E_0(\psi)
\]
and
\[
Q(u_0) K(u_0) \leq Q(\psi) K(\psi),
\]
then there exist \( \delta' > 0 \), depending on \( \tilde{\delta} \), such that
\[
Q(u_0) K(u(t)) < (1 - \delta') Q(\psi) K(\psi),
\]
for all \( t \in I \). In particular, \( I = \mathbb{R} \) and \( u \) is uniformly bounded in \( H^1_x \).

**Proof** See Lemma 2.5 in [22]. \( \square \)

Next we will prove a coercivity lemma on balls. We start with the following.

**Corollary 2.7** Under the assumptions of Theorem 1.2, there exists \( \delta > 0 \) such that

\[
\sup_{t \in \mathbb{R}} Q(u_0) K(u(t)) < (1 - 3\delta)^4 Q(\psi) K(\psi).
\]

**Proof** This is an immediate consequence of Lemma 2.6. \( \square \)

Now, if \( \varepsilon > 0 \) is a small constant, let us introduce a radial function \( \chi \in C_0^\infty(\mathbb{R}^5) \), decreasing on \( |x| \), such that \( 0 \leq \chi \leq 1 \) and

\[
\chi(x) = \begin{cases} 
1, & |x| \leq 1 - \varepsilon, \\
0, & |x| \geq 1.
\end{cases}
\]

(2.6)

**Lemma 2.8** (Coercivity on balls) Let \( \delta > 0 \) be as in Corollary 2.7. Then, there exists a sufficiently large \( R = R(\delta, Q(u), \psi) > 0 \) such that for all \( s \in \mathbb{R}^5 \),

\[
\sup_{t \in \mathbb{R}} Q \left( \chi \left( \frac{x - s}{R} \right) u(t) \right) K \left( \chi \left( \frac{x - s}{R} \right) u(t) \right) < (1 - 2\delta)^4 Q(\psi) K(\psi).
\]

In particular, by Lemma 2.5, there exists \( R = R(\delta, Q(u), \psi) > 0 \) (probably larger) so that for any \( \xi \in \mathbb{R}^5 \)

\[
\left| \int_{\mathbb{R}^5} \text{Re} F \left( \chi \left( \frac{x - s}{R} \right) u(x) \right) \right| \leq \frac{2}{5} (1 - \delta) \int_{\mathbb{R}^5} \chi^2 \left( \frac{x - s}{R} \right) \sum_{k=1}^l \gamma_k |\nabla u_k|^2 \, dx,
\]

uniformly for \( t \in \mathbb{R} \).

**Proof** First we observe that integrating by parts and using that \( \chi \) has compact support, we obtain

\[
\int \chi^2 |\nabla u_k|^2 \, dx = \int |\nabla(\chi u_k)|^2 \, dx + \int \chi \Delta(\chi) |u_k|^2 \, dx.
\]

Multiplying by \( \gamma_k \) and summing over \( k \) we have

\[
\int \chi^2 \sum_{k=1}^l \gamma_k |\nabla u_k|^2 \, dx = K(\chi u) + \int \chi \Delta(\chi) \sum_{k=1}^l \gamma_k |u_k|^2 \, dx.
\]

(2.7)

By replacing \( \chi \) by \( \chi \left( \frac{x - s}{R} \right) \) in (2.7) and using that \( |\Delta \chi \left( \frac{x - s}{R} \right) | \leq \frac{C}{R^2} \), we arrive to

\[
K \left( \chi \left( \frac{x - s}{R} \right) u \right) = \int \chi^2 \left( \frac{x - s}{R} \right) \sum_{k=1}^l \gamma_k |\nabla u_k|^2 \, dx
\]

\[
- \int \chi \left( \frac{x - s}{R} \right) \Delta \left( \chi \left( \frac{x - s}{R} \right) \right) \sum_{k=1}^l \gamma_k |u_k|^2 \, dx
\]

\[
\leq K(u) + \frac{C}{R^2} Q(u_0).
\]

(2.8)
Thus by noting that $Q\left(\chi \left(\frac{x-s}{R}\right) u(t)\right) \leq Q(u(t)) = Q(u_0)$, from (2.8) and Corollary 2.7 we deduce

$$Q\left(\chi \left(\frac{x-s}{R}\right) u(t)\right) K\left(\chi \left(\frac{x-s}{R}\right) u(t)\right) \leq Q(u_0) K(u(t)) + \frac{C}{R^2} Q(u_0)^2$$

$$\leq (1 - 3\delta)^4 Q(\psi) K(\psi) + \frac{C}{R^2} Q(u_0)^2.$$ 

Choosing $R$ sufficiently large such that $\frac{C}{R^2} Q(u_0)^2 < [(1 - 2\delta)^4 - (1 - 3\delta)^4] Q(\psi) K(\psi)$, we obtain the desired.

The second conclusion of the lemma is a direct consequence of Lemma 2.5 combined with (2.7) and a similar argument as above. The result is thus established.

$$\Box$$

3 Scattering criterion

This section is devoted to prove the scattering criterion we use to prove Theorem 1.2. We will be concerned only with scattering forward in time; in a similar fashion we may also prove the scattering backward in time.

Lemma 3.1 Let $u$ be a global solution of (1.1) satisfying

$$\sup_{t \in \mathbb{R}} \|u(t)\|_{H^1} \lesssim E_0, \quad (3.1)$$

for some constant $E_0 > 0$. If

$$\|u\|_{L^6_t L^3 \times (\mathbb{R} \times \mathbb{R}^5)} < \infty \quad (3.2)$$

then $u$ scatters.

Proof We will prove that $u$ scatters forward in time. We first claim that

$$\|u\|_{L_t^{12} W^{1,3}_x (\mathbb{R} \times \mathbb{R}^5)} < \infty.$$ 

Indeed, we decompose $\mathbb{R} = \bigcup_{j=1}^J I_j$ such that

$$\|u\|_{L_t^{12} L_x^{1,3} (I_j \times \mathbb{R}^5)} < \delta,$$

where $\delta > 0$ is a small constant to be determined later. Thus, since $\left(\frac{12}{5}, 3\right)$ is admissible, Strichartz estimate, (2.2) and Hölder’s inequality give

$$\|u_k\|_{L_t^{12} W^{1,3}_x (I_j \times \mathbb{R}^5)} \lesssim \|u_{k0}\|_{H^1} + \|f_k(u)\|_{L_t^{12} W^{1,3}_x (I_j \times \mathbb{R}^5)}$$

$$\lesssim \|u_{k0}\|_{H^1} + \|u\|_{L_t^{12} L_x^{1,3} (I_j \times \mathbb{R}^5)} \|u\|_{L_t^{12} W^{1,3}_x (I_j \times \mathbb{R}^5)}$$

$$\lesssim \|u_{k0}\|_{H^1} + \delta \|u\|_{L_t^{12} W^{1,3}_x (I_j \times \mathbb{R}^5)}. \quad (3.3)$$

Springer
By summing over $k$ and choosing $\delta$ small enough we see that $\|u\|_{L_t^{\frac{12}{5}}W_x^{1,3}(I_j \times \mathbb{R}^5)} \lesssim E_0$. A summation on $j$ then yields the claim.

Now we define

$$u_k^+ := u_{k0} + i \int_0^{+\infty} U_k(-s) \frac{1}{\alpha_k} f_k(u) \, ds,$$

Since $(\infty, 2)$ is admissible it is not difficult to check that the above integral converges in $H^1(\mathbb{R}^5)$. A straightforward calculation gives,

$$u_k(t) - U_k(t)u_k^+ = -i \int_t^{+\infty} U_k(t - s) \frac{1}{\alpha_k} f_k(u(s)) \, ds.$$

Hence, since $(\infty, 2)$ is admissible, as in (3.3) we deduce

$$\|u(t) - U_k(t)u_k^+\|_{H^1(\mathbb{R}^5)} \lesssim \|u\|_{L_t^{\frac{12}{5}}W_x^{1,3}((t_0, +\infty) \times \mathbb{R}^5)} \|u\|_{L_t^{\frac{12}{5}}W_x^{1,3}((t_0, +\infty) \times \mathbb{R}^5)},$$

By taking the limit as $t \to +\infty$ in the last inequality we see that right-hand side goes to zero and the proof is completed. \[\square\]

The following result is an adapted version of Theorem 3.1 in [8], see also [18, Proposition 3.1].

**Theorem 3.2** Let $u$ be a global solution of (1.1) satisfying

$$\sup_{t \in \mathbb{R}} \|u(t)\|_{H^1_x} \lesssim E_0, \quad (3.4)$$

for some constant $E_0 > 0$. Suppose that for any $a \in \mathbb{R}$, there is $t_0 \in (a, a + T_0)$ such that

$$\|u\|_{L_t^6L_x^3([t_0 - \varepsilon - \alpha, t_0] \times \mathbb{R}^5)} \lesssim \varepsilon^\mu, \quad (3.5)$$

where $\varepsilon = \varepsilon(E_0) > 0$ is sufficiently small, $T_0 = T_0(\varepsilon, E_0)$ is sufficiently large and $0 < \alpha, \mu \leq 1$. Then $u$ scatters forward in time.

Before establishing Theorem 3.2 we prove the following.

**Lemma 3.3** Let $u$ be as in Theorem 3.2. If (3.5) holds then for any $a \in \mathbb{R}$, there is $t_0 \in (a, a + T_0)$ such that

$$\left\| \int_0^{t_0} U_k(t - s) f_k(u) \, ds \right\|_{L_t^6L_x^3((t_0, +\infty) \times \mathbb{R}^5)} \lesssim \varepsilon^\nu, \quad k = 1, \ldots, l, \quad (3.6)$$

where $\nu = \min\{\mu, \frac{\alpha}{6}\}$.

**Proof** Given $a \in \mathbb{R}$ we take $t_0$ such that (3.5) holds. Write

$$\int_0^{t_0} U_k(t - s) f_k(u) \, ds = \int_0^{t_0 - \varepsilon - \alpha} U_k(t - s) f_k(u) \, ds + \int_{t_0 - \varepsilon - \alpha}^{t_0} U_k(t - s) f_k(u) \, ds =: F_1 + F_2.$$

Let us first estimate $F_2$. We claim that

$$\|u\|_{L_t^6W_x^{1,10}(([t_0 - \varepsilon - \alpha, t_0] \times \mathbb{R}^5))} \lesssim E_0.$$
Indeed, since $(2, \frac{10}{3})$ and $(3, \frac{30}{11})$ are admissible pairs, (2.3) and Hölder’s inequality yield
\[
\|u_k\|_{L^2_t W^\frac{1}{2} \cdot \frac{10}{3} ([t_0, t_0 - \varepsilon, t_0]) \otimes \mathbb{R}^5} \lesssim \|u_{k0}\|_{W^\frac{1}{2} \cdot \frac{1}{10} ([t_0, t_0 - \varepsilon, t_0]) \otimes \mathbb{R}^5} + \|f_k(u)\|_{L^2_t W^{\frac{1}{2} \cdot \frac{30}{11}} ([t_0, t_0 - \varepsilon, t_0]) \otimes \mathbb{R}^5}.
\]
\[
\lesssim \|u_{k0}\|_{H^{s_1}} + \|u\|_{L^q_t L^{r_1}([t_0, t_0 - \varepsilon, t_0]) \otimes \mathbb{R}^5} \|u\|_{L^q_t W^{\frac{1}{2} \cdot \frac{10}{3}} ([t_0, t_0 - \varepsilon, t_0]) \otimes \mathbb{R}^5}.
\]
\[
\lesssim \|u_{k0}\|_{H^{s_1}} + \varepsilon \|u\|_{L^q_t W^{\frac{1}{2} \cdot \frac{10}{3}} ([t_0, t_0 - \varepsilon, t_0]) \otimes \mathbb{R}^5},
\]
where we used (3.5) in the last inequality. By summing over $k$ and taking into account that $\varepsilon$ is sufficiently small the claim is proved.

Now using the embedding $W^{\frac{1}{2} \cdot \frac{10}{3}} ([t_0, \infty)) \otimes \mathbb{R}^5 \hookrightarrow L^6_\alpha ([t_0, \infty)) \otimes \mathbb{R}^5$ and the facts that $(6, \frac{30}{11})$ and $(3, \frac{30}{11})$ are admissible pairs, we deduce
\[
\|F_2\|_{L^6_t L^{\frac{30}{11}} ([t_0, \infty)) \otimes \mathbb{R}^5} \lesssim \|F_2\|_{L^6_t W^{\frac{1}{2} \cdot \frac{30}{11}} ([t_0, \infty)) \otimes \mathbb{R}^5} \lesssim \|f_k(u)\|_{L^6_t W^{\frac{1}{2} \cdot \frac{30}{11}} ([t_0, \infty)) \otimes \mathbb{R}^5} \lesssim \|u\|_{L^q_t L^{r_1}([t_0 - \varepsilon, t_0]) \otimes \mathbb{R}^5} \|u\|_{L^q_t W^{\frac{1}{2} \cdot \frac{10}{3}} ([t_0 - \varepsilon, t_0]) \otimes \mathbb{R}^5} \lesssim \varepsilon^\mu,
\]
where in the last inequality we used (3.5) and the above claim.

Next we estimate $F_1$. First note that from Lemma 2.1 and Lemma 2.4-(i) we obtain
\[
\|U_k(t-s)f_k(u)\|_{L^6_\alpha} \lesssim |t-s|^{-\frac{2}{3}} \|f_k(u)\|_{L^6_t} \lesssim |t-s|^{-\frac{2}{3}} \|u\|_{L^{12}_t} \lesssim E_0^2 |t-s|^{-\frac{2}{3}},
\]
where we used the embedding $H^1_\alpha(\mathbb{R}^5) \hookrightarrow L^{\frac{12}{5}}_\alpha(\mathbb{R}^5)$ and (3.4). This last inequality gives
\[
\|F_1\|_{L^6_t L^{\frac{12}{5}} ([t_0, \infty)) \otimes \mathbb{R}^5} \lesssim E_0^2 \varepsilon^\frac{9}{5}. \tag{3.7}
\]
Also, a simple computation yields
\[
i \int_{t_0 - \varepsilon}^{t_0} U_k(t-s) \frac{1}{\alpha_k} f_k(u) ds = U_k(t - t_0 + \varepsilon - \alpha) u_k(t_0 - \varepsilon - \alpha) - U_k(t) u_{k0},
\]
from which we deduce
\[
\|F_1\|_{L^\infty_t L^{\frac{12}{5}} ([t_0, \infty)) \otimes \mathbb{R}^5} \lesssim \|u_k(t_0 - \varepsilon - \alpha)\|_{L^\infty_t} + \|u_{k0}\|_{L^2_t} \lesssim E_0. \tag{3.8}
\]
Interpolation and (3.7)–(3.8) imply
\[
\|F_1\|_{L^6_t L^{\frac{12}{5}} ([t_0, \infty)) \otimes \mathbb{R}^5} \lesssim \|F_1\|_{L^6_t L^{6} ([t_0, \infty)) \otimes \mathbb{R}^5} \|F_1\|_{L^\infty_t L^{\frac{12}{5}} ([t_0, \infty)) \otimes \mathbb{R}^5} \lesssim \varepsilon^\frac{9}{5}.
\]
The proof of the lemma is thus completed. \hfill \Box

**Proof of Theorem 3.2** From Lemma 3.1 it suffices to prove that (3.2) holds. To do this, observe first that the embedding $W^{\frac{1}{2} \cdot \frac{30}{11}} ([t_0, \infty)) \otimes \mathbb{R}^5 \hookrightarrow L^6_\alpha ([t_0, \infty)) \otimes \mathbb{R}^5$ and the Strichartz estimate give that $\|U_k(t) u_{k0}\|_{L^6_t L^6([t_0, \infty) \otimes \mathbb{R}^5)} \lesssim E_0$. Thus we may decompose $\mathbb{R} = \bigcup_{j=1}^J I_j$ such that
\[
\|U_k(t) u_{k0}\|_{L^6_t L^6(I_j \times \mathbb{R}^5)} < \varepsilon^\nu, \quad k = 1, \ldots, J. \tag{3.9}
\]
Also note that in order to obtain (3.2) it suffices that
\[ \|u\|_{L_t^6L_x^3(I_j \times \mathbb{R}^5)} < \infty, \quad j = 1, \ldots, J. \] (3.10)
Assume first that \(|I_j| \leq 2T_0\). Then, from the embedding \(H_x^1(\mathbb{R}^5) \hookrightarrow L_x^3(\mathbb{R}^5)\) we have
\[ \|u_k\|_{L_t^6L_x^3(I_j \times \mathbb{R}^5)} \lesssim \|u_k\|_{L_t^6H_x^1(I_j \times \mathbb{R}^5)} \lesssim E_0 |I_j| \lesssim E_0 T_0 < \infty, \quad k = 1, \ldots, l. \] (3.11)
Hence, for (3.10) it suffices to consider those \(I_j\) such that \(|I_j| > 2T_0\). So, fix such an \(I_j\) and suppose that \(I_j = (a_j, b_j)\) with (without loss of generality) \(a_j \in \mathbb{R}\). From Lemma 3.3 we may choose \(\tau_0 \in (a_j, a_j + T_0)\) such that (3.6) holds.

Now we write \(I_j = (a_j, \tau_0) \cup (\tau_0, b_j)\). Since \(\tau_0 - a_j < T_0\) as in (3.11) we obtain that \(\|u\|_{L_t^6L_x^3((a_j, \tau_0) \times \mathbb{R}^5)} < \infty\). Thus it remains to prove that \(\|u\|_{L_t^6L_x^3((\tau_0, b_j) \times \mathbb{R}^5)} < \infty\). For this, note that
\[ U_k(t - \tau_0)u_k(t_0) = U_k(t)u_{k\tau} + i \int_0^{\tau_0} U_k(t - s) \frac{1}{\alpha_k} f_k(u) ds. \]
Therefore, (3.9) and Lemma 3.3 imply
\[ \|U_k(t - \tau_0)u_k(t_0)\|_{L_t^6L_x^3((\tau_0, b_j) \times \mathbb{R}^5)} \lesssim \varepsilon^\nu. \] (3.12)
On the other hand, by writing
\[ u_k(t) = U_k(t - \tau_0)u_k(\tau_0) + i \int_\tau^{\tau_0} U_k(t - s) \frac{1}{\alpha_k} f_k(u) ds, \]
Proposition 2.3, (3.12) and Lemma 2.4-(i) give
\[ \|u_k\|_{L_t^6L_x^3((\tau_0, b_j) \times \mathbb{R}^5)} \lesssim \varepsilon^\nu + \|f_k(u)\|_{L_t^\frac{3}{2}L_x^\frac{3}{2}((\tau_0, b_j) \times \mathbb{R}^5)} \lesssim \varepsilon^\nu + \|u\|^2_{L_t^6L_x^3((\tau_0, b_j) \times \mathbb{R}^5)}. \]
By summing over \(k\), choosing \(\varepsilon\) small enough and using a continuity argument we obtain
\[ \|u\|_{L_t^6L_x^3((\tau_0, b_j) \times \mathbb{R}^5)} \lesssim \varepsilon^\nu, \]
which completes the proof of the theorem. \(\square\)

4 Proof of the main result

This section is devoted to prove Theorem 1.2. The main ingredient is a Morawetz-type estimate. To prove it we first state some useful lemmas based on the ground state solutions and certain suitable radial functions. Throughout the section we assume the assumptions of Theorem 1.2.

4.1 A Morawetz estimate

In this subsection we will prove a Morawetz estimate adapted to solutions of system (1.1). Here, \(\chi\) denotes the radial cut-off function introduced in Sect. 2.3.

Following the strategy in [8] we introduce some radial functions. For \(R \gg 1\), set
\[ \phi(x) = \frac{1}{\omega_5 R^5} \int_{\mathbb{R}^5} \chi^2 \left( \frac{x - s}{R} \right) \chi^2 \left( \frac{s}{R} \right) ds, \] (4.1)
where $\omega_5$ is the volume of the unit ball in $\mathbb{R}^5$ and
\[
\phi_1(x, y) = \frac{1}{\omega_5 R^5} \int_{\mathbb{R}^5} x^2 \left( \frac{y - s}{R} \right)^3 \left( \frac{x - s}{R} \right) \, ds.
\] (4.2)

Also, we set
\[
\varphi(x) = \frac{1}{|x|} \int_0^{|x|} \phi(r) \, dr.
\]

We now collect some properties of the above functions.

**Lemma 4.1** We have the following.

(i) \[|\varphi(x)| \lesssim \min \left\{ 1, \frac{R}{|x|} \right\} \quad \text{and} \quad \partial_j \varphi(x) = \frac{x_j}{|x|^2} [\varphi(x) - \varphi(x)], \] (4.3)

where $\partial_j$ stands for the derivative with respect to $x_j$.

(ii) \[|\nabla \varphi(x)| \lesssim \frac{1}{R} \quad \text{and} \quad |\nabla \varphi(x)| = \left| \frac{x}{|x|^2} [\varphi(x) - \varphi(x)] \right| \lesssim \min \left\{ \frac{1}{R}, \frac{R}{|x|^2} \right\}. \] (4.4)

(iii) \[
\varphi - \phi \geq 0, \quad |\varphi(x) - \phi(x)| \lesssim \min \left\{ \frac{|x|}{R}, \frac{R}{|x|} \right\} \quad \text{and} \quad |\phi(x - y) - \phi_1(x, y)| \lesssim \varepsilon. \] (4.5)

(iv) \[
\partial_j [\varphi(x)x_m] = \phi(x) \delta jm + (\varphi - \phi)(x) P jm(x), \] (4.6)

where $\delta jm$ denotes the Kronecker delta and $P jm(x) = \delta jm - \frac{x_j x_m}{|x|^2}$. In particular, if $j = m$ we obtain
\[
\sum_{j=1}^5 \partial_j [\varphi(x)x_j] = 5\phi(x) + 4(\varphi - \phi)(x) = 4\varphi(x) + \phi(x). \] (4.7)

**Proof** These properties can be checked directly. However, for (4.3) and (4.4) see [8] pages 1814 and 1819, respectively (see also [4, Lemma 4.2]). For (4.5) see [4, Lemma 4.2]. Identity (4.6) follows directly from (4.3). \hfill \Box

In what follows, to simplify notation, we will introduce the quantities
\[
\mathcal{M}(u) := \sum_{k=1}^l \frac{\alpha_k^2}{\gamma_k} |u_k|^2, \quad \mathcal{K}(u) := \sum_{k=1}^l \gamma_k |\nabla u_k|^2 \quad \text{and} \quad \mathcal{T}(u) := 2 \text{Im} \sum_{k=1}^l \alpha_k \nabla u_k \bar{u}_k,
\]
and the functional
\[
\mathcal{J}(u) := \sum_{k=1}^l \frac{\alpha_k^2}{\gamma_k} \|u_k\|_{L^2}^2 = \int_{\mathbb{R}^5} \mathcal{M}(u) \, dx.
\] (4.8)
Note in particular that function $K$ in (1.8) writes as

$$K(u) = \int_{\mathbb{R}^3} K(u) \, dx.$$ 

Finally, we introduce the interaction Morawetz quantity associated to a global solution $u$ of (1.1) as

$$M_R(t) = \int_{\mathbb{R}^5 \times \mathbb{R}^5} \varphi(x - y)(x - y) \cdot T(u)(x, t) M(u)(y, t) \, dx \, dy.$$ 

Note that by using Cauchy-Schwarz inequality, (4.3) and the fact that $u$ is uniformly bounded in $H^1$, we have

$$\sup_{t \in \mathbb{R}} |M_R(t)| \lesssim R. \quad (4.9)$$

To establish the Morawetz estimate we will need the following results.

**Lemma 4.2** Assume $u_0 \in H^1$ and let $u$ be the corresponding solution of (1.1), then

(i) $$\frac{d}{dt} M(u) = -2 \sum_{j=1}^{5} \sum_{k=1}^{l} \partial_j \text{Im} \left[ \alpha_k \partial_j u_k \bar{u}_k \right] - 2 \text{Im} \sum_{k=1}^{l} \frac{\alpha_k}{\gamma_k} f_k(u) \bar{u}_k. \quad (4.10)$$

(ii) $$\frac{d}{dt} T(u) = -4 \sum_{m=1}^{5} \text{Re} \, \partial_m \left[ \sum_{k=1}^{l} \gamma_k \nabla u_k \partial_m u_k \right] + \nabla \Delta \left( \sum_{k=1}^{l} \gamma_k |u_k|^2 \right) + 2 \nabla \text{Re} \, F(u). \quad (4.11)$$

**Proof** These properties are consequence of the fact that $u$ is a solution of (1.1). For (ii) it is necessary to use Lemma 2.4-(ii). \qed

**Lemma 4.3** For $\xi \in \mathbb{R}^5$, let $u^\xi$ be defined as in (2.4). Then

(i) $$\mathcal{M}(u^\xi(x)) = \mathcal{M}(u(x)).$$

(ii) $$\left| \nabla [u_k^\xi(x)] \right|^2 = \frac{\alpha_k^2}{\gamma_k^2} |\xi|^2 |u_k(x)|^2 + 2 \frac{\alpha_k}{\gamma_k} \xi \cdot \text{Im} [\nabla u_k \bar{u}_k](x) + |\nabla u_k(x)|^2$$

In particular,

$$\mathcal{K}(u^\xi(x)) = |\xi|^2 \mathcal{M}(u(x)) + \xi \cdot T(u(x)) + \mathcal{K}(u(x)).$$

(iii) $$\left[ \nabla u_k^\xi \bar{u}_k \right](x) = \frac{\alpha_k}{\gamma_k} i \xi |u_k(x)|^2 + [\nabla u_k \bar{u}_k](x)$$

In particular,

$$\frac{1}{2} T(u^\xi(x)) = \xi \mathcal{M}(u(x)) + \frac{1}{2} T(u(x)). \quad (4.12)$$
Proof The proof follows by simple computations. So we omit the details. \hfill \Box

Lemma 4.4 Let $f$ and $g$ be smooth functions defined on $\mathbb{R}^5$. Let $\nabla_z$ denote the angular derivative centered at $z$, that is,
\[ \nabla_z f(x) = \nabla f(x) - \frac{x - z}{|x - z|} \left( \frac{x - z}{|x - z|} \cdot \nabla f(x) \right). \]

Then, with the same notation of Lemma 4.1 we have

(i) \[ \sum_{j=1}^5 \sum_{m=1}^5 P_{jm}(x - y) \text{Im}[\overline{f} \partial_m f](x) \cdot \text{Im}[\overline{g} \partial_j g](y) = \text{Im}[\overline{f} \nabla_y f](x) \cdot \text{Im}[\overline{g} \nabla_x g](y). \]

(ii) \[ \sum_{j=1}^5 \sum_{m=1}^5 \text{Re}[\partial_j \overline{f} \partial_m f](x) P_{jm}(x - y) = |[\nabla_y f](x)|^2. \]

Proof Both properties follow from the definition of the angular derivative. In fact,
\[ \text{Im}[\overline{f} \nabla_y f](x) \cdot \text{Im}[\overline{g} \nabla_x g](y) \]
\[ = \sum_{j=1}^5 \left\{ \text{Im}[\overline{f} \partial_j f](x) - \frac{(x - y)_j}{|x - y|} \sum_{m=1}^5 \frac{(x - y)_m}{|x - y|} \text{Im}[\overline{f} \partial_m f](x) \right\} \]
\[ \times \left\{ \text{Im}[\overline{g} \partial_j g](y) - \frac{(x - y)_j}{|x - y|} \sum_{m=1}^5 \frac{(x - y)_m}{|x - y|} \text{Im}[\overline{g} \partial_m g](y) \right\} \]
\[ = \sum_{j=1}^5 \text{Im}[\overline{f} \partial_j f](x) \text{Im}[\overline{g} \partial_j g](y) \]
\[ - \sum_{j=1}^5 \sum_{m=1}^5 \frac{(x - y)_j (x - y)_m}{|x - y| |x - y|} \text{Im}[\overline{f} \partial_j f](x) \text{Im}[\overline{g} \partial_m g](y). \]

Now, rearranging the terms we infer
\[ \text{Im}[\overline{f} \nabla_y f](x) \cdot \text{Im}[\overline{g} \nabla_x g](y) \]
\[ = \sum_{j=1}^5 \sum_{m=1}^5 \text{Im}[\overline{f} \partial_j f](x) \text{Im}[\overline{g} \partial_m g](y) \delta_{jm} \]
\[ - \sum_{j=1}^5 \sum_{m=1}^5 \frac{(x - y)_j (x - y)_m}{|x - y| |x - y|} \text{Im}[\overline{f} \partial_j f](x) \text{Im}[\overline{g} \partial_m g](y) \]
\[ = \sum_{j=1}^5 \sum_{m=1}^5 \text{Im}[\overline{f} \partial_j f](x) \text{Im}[\overline{g} \partial_m g](y) P_{jm}(x - y). \]
This proves (i). For (ii) a direct calculation gives

\[
\sum_{j=1}^{5} \sum_{m=1}^{5} \text{Re}[\partial_j f \partial_m f](x) P_{jm}(x - y) = \text{Re} \left[ |\nabla f(x)|^2 - \left( \sum_{j=1}^{5} \frac{(x - y)_j}{|x - y|} \partial_j f(x) \right) \left( \sum_{m=1}^{5} \frac{(x - y)_m}{|x - y|} \partial_m f(x) \right) \right] \]

\[
= |\nabla f(x)|^2 - \frac{5}{5} \left( \sum_{j=1}^{5} \frac{(x - y)_j}{|x - y|} \partial_j f(x) \right) \left( \sum_{m=1}^{5} \frac{(x - y)_m}{|x - y|} \partial_m f(x) \right) \]

\[
= |\nabla f(x)|^2 - \left( \sum_{j=1}^{5} \frac{(x - y)_j}{|x - y|} \right) \cdot \nabla f(x) \]

\[
= |\nabla f(x)|^2 ,
\]

which is the desired statement.

The next result is our Morawetz estimate. We follow the ideas presented in [8] and [26].

**Proposition 4.5** (Interaction Morawetz estimate) Let \( u_0 \in H^1_x \) satisfy (1.11)–(1.12) and let \( u \) be the corresponding solution of (1.1) given by Theorem A. Let \( \varepsilon > 0 \) and \( a \in \mathbb{R} \). Then there are \( \delta > 0, T_0 = T_0(\varepsilon) \geq 1, J = J(\varepsilon) \) and \( \varepsilon_1 > 0 \) sufficiently small such that \( \alpha_k \) satisfy (1.13), then for \( R_0 = R_0(\delta, Q(u_0), \psi) \) sufficiently large we have

\[
\frac{\delta}{J^2} \int_{a + T_0}^{a + T_0} \int_{R_0}^{R_0} \frac{1}{R^5} \int_{\mathbb{R}^5} \left[ \mathcal{M} \left( \chi \left( \frac{x - s}{R} \right) u \right) K \left( \chi \left( \frac{x - s}{R} \right) u^{(0)} \right) \right] ds \frac{dR}{R} dt \lesssim \varepsilon ,
\]

(4.13)

where \( \chi \) is as in (2.6) and

\[
\xi_0 = \begin{cases} 
- \frac{1}{2} \int_{\mathbb{R}^5} \chi^2 \left( \frac{x - s}{R} \right) T(u)(x) \, dx, & \text{if } \int_{\mathbb{R}^5} \chi^2 \left( \frac{x - s}{R} \right) M(u)(x) \, dx \neq 0, \\
0, & \text{otherwise}.
\end{cases}
\]

(4.14)

**Proof** To shorten notation, we will drop the dependence of \( t \) in what follows. We start using identity (4.11) to get

\[
\frac{dM_R(t)}{dt} = 2 \int_{\mathbb{R}^5 \times \mathbb{R}^5} \varphi(x - y)(x - y) \cdot \nabla \text{Re} \, F(u(x)) \, M(u(y)) \, dx \, dy
\]

\[
+ \int_{\mathbb{R}^5 \times \mathbb{R}^5} \varphi(x - y)(x - y) \cdot \nabla \Delta \left( \sum_{k=1}^{l} \chi_k |u_k(x)|^2 \right) \, M(u(y)) \, dx \, dy
\]

\[
- 4 \sum_{j=1}^{5} \int_{\mathbb{R}^5 \times \mathbb{R}^5} \varphi(x - y)(x - y) j \sum_{m=1}^{5} \text{Re} \left[ \sum_{k=1}^{l} \gamma_k \partial_j \bar{u}_k \partial_m u_k \right](x)
\]

\[
\times M(u(y)) \, dx \, dy
\]
\[
\begin{align*}
+ \int_{\mathbb{R}^5 \times \mathbb{R}^5} \varphi(x - y)(x - y) \cdot \mathcal{T}(u)(x) \frac{d}{dt} \mathcal{M}(u(y)) \, dx \, dy \\
=: \mathcal{I}_1 + \mathcal{I}_2 + \mathcal{I}_3 + \mathcal{I}_4. \tag{4.15}
\end{align*}
\]

We first work with \( \mathcal{I}_1 \). Integrating by parts and using (4.7) we obtain
\[
\mathcal{I}_1 = -2 \sum_{j=1}^{5} \int_{\mathbb{R}^5 \times \mathbb{R}^5} \partial_j[\varphi(x - y)(x - y)] \Re F(u(x)) \mathcal{M}(u(y)) \, dx \, dy
\]
\[
= -2 \int_{\mathbb{R}^5 \times \mathbb{R}^5} [5\varphi(x - y) + 4(\varphi - \phi)(x - y)] \Re F(u(x)) \mathcal{M}(u(y)) \, dx \, dy.
\]

Then, using (4.2), hypotheses H5 and the definition of \( \mathcal{M} \) (see (4.8)) we can rewrite the last expression as
\[
\mathcal{I}_1 = -\frac{10}{\omega_5 R^5} \int_{\mathbb{R}^5} \mathcal{M} \left( \chi \left( \frac{x - s}{R} \right) u \right) \int_{\mathbb{R}^5} \Re F \left( \chi \left( \frac{x - s}{R} \right) u(x) \right) \, dx \, ds
\]
\[
- 8 \int_{\mathbb{R}^5 \times \mathbb{R}^5} \Re F(u(x)) \mathcal{M}(u(y))[\varphi(x - y)] \, dx \, dy
\]
\[
- 10 \int_{\mathbb{R}^5 \times \mathbb{R}^5} \Re F(u(x)) \mathcal{M}(u(y))[\phi(x - y) - \phi_1(x, y)] \, dx \, dy. \tag{4.16}
\]

Next, we consider \( \mathcal{I}_2 \). Integrating by parts twice (with respect to \( x \)) and using (4.7) we obtain
\[
\mathcal{I}_2 = \int_{\mathbb{R}^5 \times \mathbb{R}^5} \nabla[4\varphi(x - y) + \phi(x - y)] \cdot \nabla \left( \sum_{k=1}^{l} \gamma_k |u_k(x)|^2 \right) \mathcal{M}(u(y)) \, dx \, dy. \tag{4.17}
\]

Now, we work with \( \mathcal{I}_3 \). Integrating by parts and using the definition of \( P_{jm} \) (see Lemma 4.1-(iv)) we have
\[
\mathcal{I}_3 = 4 \sum_{j=1}^{5} \sum_{m=1}^{5} \int_{\mathbb{R}^5 \times \mathbb{R}^5} \partial_m[\varphi(x - y)(x - y)] \Re \left[ \sum_{k=1}^{l} \gamma_k \partial_j u_k \partial_m u_k \right](x) \, dx \, dy
\]
\[
= 4 \sum_{j=1}^{5} \sum_{m=1}^{5} \int_{\mathbb{R}^5 \times \mathbb{R}^5} \delta_{mj}[\varphi(x - y)] \Re \left[ \sum_{k=1}^{l} \gamma_k \partial_j u_k \partial_m u_k \right](x) \mathcal{M}(u(y)) \, dx \, dy
\]
\[
+ 4 \sum_{j=1}^{5} \sum_{m=1}^{5} \int_{\mathbb{R}^5 \times \mathbb{R}^5} P_{mj}(x - y)(\varphi - \phi)(x - y) \Re \left[ \sum_{k=1}^{l} \gamma_k \partial_j u_k \partial_m u_k \right](x) \, dx \, dy.
\]

Using now the definition of \( \phi \) and the fact that \( \chi \) is radial we may write
\[
\mathcal{I}_3 = 4 \int_{\mathbb{R}^5 \times \mathbb{R}^5} \phi(x - y) \Re \left[ \sum_{k=1}^{l} \gamma_k |\nabla u_k|^2 \right](x) \mathcal{M}(u(y)) \, dx \, dy
\]
\[
+ 4 \sum_{j=1}^{5} \sum_{m=1}^{5} \int_{\mathbb{R}^5 \times \mathbb{R}^5} P_{mj}(x - y)(\varphi - \phi)(x - y) \Re \left[ \sum_{k=1}^{l} \gamma_k \partial_j u_k \partial_m u_k \right](x) \, dx \, dy.
\]
\[ \times \mathcal{M}(u(y)) \, dx \, dy \]
\[ = \frac{4}{\omega_5 R^5} \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \chi^2 \left( \frac{x - s}{R} \right) \chi^2 \left( \frac{y - s}{R} \right) \mathcal{K}(u(x)) \mathcal{M}(u(y)) \, dx \, dy \, ds \]
\[ + 4 \sum_{j=1}^{5} \sum_{m=1}^{5} \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} P_{mj}(x - y)(\varphi - \phi)(x - y) \text{Re} \left[ \sum_{k=1}^{l} \gamma_k \partial_j \bar{u}_k \partial_m u_k \right] (x) \times \mathcal{M}(u(y)) \, dx \, dy \]
\[ =: I_{31} + I_{32}. \quad (4.18) \]

Finally, we consider the term \( I_4 \). We use (4.10) to write,
\[ I_4 = I - 2 \int_{\mathbb{R}^5 \times \mathbb{R}^5} \varphi(x - y)(x - y) \cdot T(u)(x) \left( \text{Im} \sum_{k=1}^{l} \frac{\alpha_k}{\gamma_k} f_k(u) \bar{u}_k \right)(y) \, dx \, dy, \]
where, integration by parts and (4.6), yield
\[ I = -4 \int_{\mathbb{R}^5 \times \mathbb{R}^5} \varphi(x - y)(x - y) \cdot \left( \sum_{k=1}^{l} \alpha_k \text{Im} \nabla u_k \bar{u}_k \right) (x) \]
\[ \times \sum_{j=1}^{5} \sum_{k=1}^{l} \partial_j \text{Im} \left[ \alpha_k \partial_j u_k \bar{u}_k \right] (y) \, dx \, dy \]
\[ = -4 \sum_{j=1}^{5} \sum_{m=1}^{5} \int_{\mathbb{R}^5 \times \mathbb{R}^5} \delta_{jm} \varphi(x - y) \sum_{k=1}^{l} \alpha_k \text{Im} [\partial_m u_k \bar{u}_k] (x) \]
\[ \times \sum_{k=1}^{l} \alpha_k \text{Im} \left[ \partial_j u_k \bar{u}_k \right] (y) \, dx \, dy \]
\[ - 4 \sum_{j=1}^{5} \sum_{m=1}^{5} \int_{\mathbb{R}^5 \times \mathbb{R}^5} P_{jm}(x - y)(\varphi - \phi)(x - y) \sum_{k=1}^{l} \alpha_k \text{Im} [\partial_m u_k \bar{u}_k] (x) \]
\[ \times \sum_{k=1}^{l} \alpha_k \text{Im} \left[ \partial_j u_k \bar{u}_k \right] (y) \, dx \, dy. \]

Using the definition of \( T \) we then see that
\[ I = - \int_{\mathbb{R}^5 \times \mathbb{R}^5} \varphi(x - y) T(u(x)) \cdot T(u(y)) \, dx \, dy \]
\[ - 4 \sum_{j=1}^{5} \sum_{m=1}^{5} \int_{\mathbb{R}^5 \times \mathbb{R}^5} P_{jm}(x - y)(\varphi - \phi)(x - y) \sum_{k=1}^{l} \alpha_k \text{Im} [\partial_m u_k \bar{u}_k] (x) \]
\[ \times \sum_{k=1}^{l} \alpha_k \text{Im} \left[ \partial_j u_k \bar{u}_k \right] (y) \, dx \, dy. \]

From (4.1) and the last equality, (4.19) reads as
\[ I_4 = \frac{-1}{\omega_5 R^5} \int_{\mathbb{R}^5 \times \mathbb{R}^5} \int_{\mathbb{R}^5} \chi^2 \left( \frac{x - s}{R} \right) \chi^2 \left( \frac{y - s}{R} \right) \mathcal{T}(u(x)) \cdot \mathcal{T}(u(y)) \, dx \, dy \, ds \]
\[ -4 \sum_{j=1}^{5} \sum_{m=1}^{5} \int_{\mathbb{R}^5 \times \mathbb{R}^5} P_{jm}(x - y)(\varphi - \phi)(x - y) \sum_{k=1}^{l} \alpha_k \text{Im}[\partial_m u_k \overline{u}_k](x) \]
\[ \times \sum_{k=1}^{l} \alpha_k \text{Im}[\partial_j u_k \overline{u}_k](y) \, dx \, dy \]
\[ -2 \int_{\mathbb{R}^5 \times \mathbb{R}^5} \varphi(x - y)(x - y) \cdot T(u((x)) \left( \text{Im} \sum_{k=1}^{l} \frac{\alpha_k}{\gamma_k} f_k(u) \overline{u}_k \right)(y) \, dx \, dy \]
\[ =: I_{41} + I_{42} + I_{43}. \] (4.20)

**Claim 1.** We have

\[ I_{32} + I_{42} \geq 0. \]

First note that from Lemma 4.4-(ii) and the fact that \( \varphi - \phi \) is a radial function we can write

\[ I_{32} = 4 \int_{\mathbb{R}^5 \times \mathbb{R}^5} (\varphi - \phi)(x - y) \left( \sum_{k=1}^{l} \gamma_k |\nabla_y u_k(x)|^2 \right) \mathcal{M}(u(y)) \, dx \, dy \]
\[ = 2 \int_{\mathbb{R}^5 \times \mathbb{R}^5} (\varphi - \phi)(x - y) \left( \sum_{k=1}^{l} \gamma_k |\nabla_y u_k(x)|^2 \right) \mathcal{M}(u(y)) \, dx \, dy \]
\[ + 2 \int_{\mathbb{R}^5 \times \mathbb{R}^5} (\varphi - \phi)(x - y) \left( \sum_{k=1}^{l} \gamma_k |\nabla_x u_k(y)|^2 \right) \mathcal{M}(u(x)) \, dx \, dy. \]

On the other hand, using Lemma 4.4-(i) we obtain

\[ I_{42} = -4 \int_{\mathbb{R}^5 \times \mathbb{R}^5} (\varphi - \phi)(x - y) \left( \sum_{k=1}^{l} \alpha_k \text{Im}[\nabla_y u_k \overline{u}_k](x) \right) \cdot \left( \sum_{k=1}^{l} \alpha_k \text{Im}[\nabla_x u_k \overline{u}_k](y) \right) \, dx \, dy. \]

Thus,

\[ I_{32} + I_{42} = 2 \int_{\mathbb{R}^5 \times \mathbb{R}^5} (\varphi - \phi)(x - y) \]
\[ \times \left[ \left( \sum_{k=1}^{l} \gamma_k |\nabla_y u_k(x)|^2 \right) \mathcal{M}(u(y)) + \left( \sum_{k=1}^{l} \gamma_k |\nabla_x u_k(y)|^2 \right) \mathcal{M}(u(x)) \right] \]
\[ - 2 \left( \sum_{k=1}^{l} \alpha_k \text{Im}[\nabla_y u_k \overline{u}_k](x) \right) \cdot \left( \sum_{k=1}^{l} \alpha_k \text{Im}[\nabla_x u_k \overline{u}_k](y) \right) \, dx \, dy \]
\[ =: 2 \int_{\mathbb{R}^5 \times \mathbb{R}^5} (\varphi - \phi)(x - y) \mathcal{S} \, dx \, dy. \]

By using the definition of \( \mathcal{M} \), an application of the Cauchy–Schwarz inequality gives

\[ \mathcal{S} \geq \sum_{j=1}^{l} \sum_{m=1}^{l} \left( \frac{\gamma_j}{\gamma_m} \alpha_j |\nabla_y u_m(x)||u_j(y)| - \frac{\gamma_j}{\gamma_m} \alpha_j |\nabla_x u_j(y)||u_m(x)| \right)^2 \geq 0. \]
From this and Lemma 4.1-(iii), the claim follows.

**Claim 2.** We have

\[
\mathcal{I}_{31} + \mathcal{I}_{41} = \frac{4}{\omega_5 R^5} \int_{\mathbb{R}^5} \left[ \mathcal{M} \left( \chi \left( \frac{x - s}{R} \right) u \right) \int_{\mathbb{R}^5} \chi^2 \left( \frac{x - s}{R} \right) K(u^{\xi_0}(x)) \, dx \right] ds,
\]

where \( \xi_0 \) is given in (4.14).

Indeed, for \( s \in \mathbb{R}^5 \) fixed, we first note that the quantity

\[
\int_{\mathbb{R}^5 \times \mathbb{R}^5} \chi^2 \left( \frac{x - s}{R} \right) \chi^2 \left( \frac{y - s}{R} \right) \left[ K(u(x))M(u(y)) - \frac{1}{4} T(u(x)) \cdot T(u(y)) \right] \, dx \, dy
\]

is Galilean invariant, that is, it is invariant under the Gauge transformation (2.4). To see this, it follows from Lemma 4.3 that

\[
K(u^{\xi}(x))M(u^{\xi}(y)) - \frac{1}{4} T(u^{\xi}(x)) \cdot T(u^{\xi}(y))
\]

\[
= K(u(x))M(u(y)) - \frac{1}{4} T(u(x)) \cdot T(u(y))
\]

\[
+ \frac{1}{2} \xi \cdot T(u(x))M(u(y)) - \frac{1}{2} \xi \cdot T(u(y))M(u(x)).
\]

Hence, since \( \chi^2 \) is symmetric, inserting the last two terms of the above identity into (4.21), a change of variables gives that both integrals are the same, which implies our assertion.

Now we turn attention to \( \mathcal{I}_{31} + \mathcal{I}_{41} \). The first step is to look for some \( \xi_0 \in \mathbb{R}^5 \) such that

\[
\int_{\mathbb{R}^5} \chi^2 \left( \frac{x - s}{R} \right) T(u^{\xi_0}(x)) \, dx = 0.
\]

From (4.12) this can be achieved by taking \( \xi_0 \) as in (4.14). For this choice of \( \xi_0 \) we obtain

\[
\mathcal{I}_{31} + \mathcal{I}_{41} = \frac{4}{\omega_5 R^5} \int_{\mathbb{R}^5} \left\{ \left[ \int_{\mathbb{R}^5} \chi^2 \left( \frac{x - s}{R} \right) K(u^{\xi_0}(x)) \, dx \right] \left[ \int_{\mathbb{R}^5} \chi^2 \left( \frac{y - s}{R} \right) M(u(y)) \, dy \right] \right\} ds,
\]

and the claim follows from the definition of \( \mathcal{M} \).

Gathering together (4.15)–(4.18), (4.20), Claim 1 and Claim 2, we have

\[
\frac{1}{\omega_5 R^5} \int_{\mathbb{R}^5} \left\{ \left[ \int_{\mathbb{R}^5} 4 \chi^2 \left( \frac{x - s}{R} \right) K(u^{\xi_0}(x)) \, dx \right] \chi \left( \frac{x - s}{R} \right) u(x) \right\} dx
\]

\[
- 10 \int_{\mathbb{R}^5} \text{Re} F \left( \chi \left( \frac{x - s}{R} \right) u(x) \right) \, dx \right\} \mathcal{M} \left( \chi \left( \frac{x - s}{R} \right) u \right) \} ds
\]

\[
\leq \frac{d M_R}{dt} + \int_{\mathbb{R}^5 \times \mathbb{R}^5} |\text{Re} F(u(x))| M(u(y))|8(\varphi - \phi)(x - y)
\]

\[
+ 10[\varphi(x - y) - \psi_1(x, y)] \, dx \, dy
\]

\[
+ \int_{\mathbb{R}^5 \times \mathbb{R}^5} |\nabla[4\varphi(x - y) + \psi(x - y)]| \left( 2 \sum_{k=1}^{l} \gamma_k |u_k(x)||\nabla u_k(x)| \right) M(u(y)) \, dx \, dy
\]
+ 2 \int_{\mathbb{R}^5 \times \mathbb{R}^5} |\varphi(x - y)(x - y) \cdot T(u)(x)| \left( \left| \operatorname{Im} \sum_{k=1}^{l} \frac{\alpha_k}{\gamma_k} f_k(u)u_k \right| (y) \right) \, dx \, dy
\nonumber
\end{equation}

\begin{equation}
= \frac{dM_R}{dt} + A + B + C. \tag{4.22}
\end{equation}

The idea now is to average this inequality over \( t \in [a, a + T_0] \) and logarithmically over \( R \in [R_0, R_0e^J] \).

For \( \frac{dM_R}{dt} \), from the fundamental theorem of calculus and (4.9) we have

\begin{equation}
\frac{1}{T_0J} \int_{a}^{a+T_0} \int_{R_0}^{R_0e^J} \frac{dM_R}{R} \, dR \, dt \lesssim \frac{1}{T_0J} R_0e^J. \tag{4.23}
\end{equation}

Next, recalling (4.5), we have

\begin{equation}
\int_{R_0}^{R_0e^J} |(\varphi - \phi)(x - y)| \frac{dR}{R} \lesssim \int_{R_0}^{R_0e^J} \min \left\{ \frac{|x - y|}{R}, \frac{R}{|x - y|} \right\} \frac{dR}{R} \lesssim 1.
\end{equation}

Thus, in view of Lemma 2.4-(i) we deduce

\begin{equation}
\frac{1}{T_0J} \int_{a}^{a+T_0} \int_{R_0}^{R_0e^J} |\operatorname{Re} F(u(x)) | \mathcal{M}(u(y)) |8(\varphi - \phi)(x - y)| \, dx \, dy \, \frac{dR}{R} \, dt \lesssim \frac{1}{T_0J} \int_{a}^{a+T_0} \int_{R_0}^{R_0e^J} \left( \int_{\mathbb{R}^5} |\alpha_k| dx \right) \left( \int_{\mathbb{R}^5} |\mathcal{M}(u(y)) dy \right) dt
\lesssim \frac{1}{T_0J}, \tag{4.24}
\end{equation}

where we used the embedding \( H^1(\mathbb{R}^5) \hookrightarrow L^\infty(\mathbb{R}^5) \) and the fact that \( u(t) \) is uniformly bounded with respect to \( t \). In addition, from (4.5),

\begin{equation}
\int_{R_0}^{R_0e^J} |\varphi(x - y) - \phi_1(x, y)| \frac{dR}{R} \lesssim \varepsilon \int_{R_0}^{R_0e^J} \frac{dR}{R} \lesssim \varepsilon J.
\end{equation}

Therefore, as in (4.24), we now deduce

\begin{equation}
\frac{1}{T_0J} \int_{a}^{a+T_0} \int_{R_0}^{R_0e^J} \left| \int_{\mathbb{R}^5} |\operatorname{Re} F(u(x)) | \mathcal{M}(u(y)) |10|\varphi(x - y) - \phi_1(x, y)| \, dx \, dy \, \frac{dR}{R} \, dt \right| \lesssim \varepsilon. \tag{4.25}
\end{equation}

A combination of (4.24) and (4.25) yields

\begin{equation}
\frac{1}{T_0J} \int_{a}^{a+T_0} \int_{R_0}^{R_0e^J} A \frac{dR}{R} \, dt \lesssim (\varepsilon + \frac{1}{J}). \tag{4.26}
\end{equation}

For \( B \), we recall from (4.4) that \( |\nabla \varphi(x - y)| + |\nabla \phi(x - y)| \lesssim \frac{1}{R} \). Thus,

\begin{equation}
\int_{R_0}^{R_0e^J} |\nabla [4\varphi(x - y) + \phi(x - y)]| \frac{dR}{R} \lesssim \int_{R_0}^{R_0e^J} \frac{dR}{R^2} \lesssim \frac{1}{R_0}.
\end{equation}

Young’s inequality and (3.1) then give

\begin{equation}
\frac{1}{T_0J} \int_{a}^{a+T_0} \int_{R_0}^{R_0e^J} B \frac{dR}{R} \, dt \lesssim \frac{1}{J R_0}. \tag{4.27}
\end{equation}
To deal with $C$, first we note that hypothesis H4, (1.13), Lemma 2.4-(i), Young’s inequality and (3.1) yield

$$\left| \int_{\mathbb{R}^5} \text{Im} \sum_{k=1}^{l} \frac{\alpha_k}{\gamma_k} f_k(u(y)) \overline{u_k}(y) \, dy \right|$$

$$= \left| \int_{\mathbb{R}^5} \text{Im} \sum_{k=1}^{l} \left( \frac{\alpha_k}{\gamma_k} - \sigma_k \right) f_k(u(y)) \overline{u_k}(y) \, dy \right|$$

$$\leq \varepsilon_1 \int_{\mathbb{R}^5} \sum_{k=1}^{l} |f_k(u(y))| |u_k(y)| \, dy$$

$$\lesssim \varepsilon_1 \|u\|_{L^3}^3 \lesssim \varepsilon_1.$$  

Also, from Young’s inequality and (3.1), we have

$$\left| \int_{\mathbb{R}^5} T(u(x)) \, dx \right| \lesssim \|u\|_{H^1}^2 \lesssim 1.$$  

Thus, applying Cauchy-Schwarz inequality in $C$, property $|x - y| |\varphi(x - y)| \lesssim R$ in (4.3) and the above estimates we obtain

$$C \lesssim R \varepsilon_1.$$  

Hence,

$$\left| \frac{1}{T_0 J} \int_{T_0}^{a+T_0} \int_{R_0}^{R_0 e^J} \frac{C \, dR}{R} \, dt \right| \lesssim \frac{R_0 e^J}{J} \varepsilon_1. \quad (4.28)$$

Finally, we get a lower bound for the average of the left-hand side of (4.22), which we will denote by $L.H.S.$ Applying Lemma 2.8, there exist $\delta > 0$ (and $R$ sufficiently large) such that

$$10 \int_{\mathbb{R}^5} \text{Re} F \left( \chi \left( \frac{x-s}{R} \right) u(x) \right) \, dx \leq 4(1 - \delta) \int_{\mathbb{R}^5} \chi^2 \left( \frac{x-s}{R} \right) K(u_0) \, dx,$$

uniformly for $t \in \mathbb{R}$. The last inequality combined with (2.7) gives

$$4 \delta K \left( \chi \left( \frac{x-s}{R} \right) u_0^b \right) + 4 \delta \int_{\mathbb{R}^5} \chi \left( \frac{x-s}{R} \right) \Delta \left( \chi \left( \frac{x-s}{R} \right) \right) \sum_{k=1}^{l} \gamma_k |u_k|^2 \, dx$$

$$\leq 4 \int_{\mathbb{R}^5} \chi^2 \left( \frac{x-s}{R} \right) K(u_0) \, dx - 10 \int_{\mathbb{R}^5} \text{Re} F \left( \chi \left( \frac{x-s}{R} \right) u(x) \right) \, dx.$$

By recalling that $|\Delta \chi \left( \frac{x-s}{R} \right)| \leq \frac{C}{R^2}$, the absolute value of the second term on the left-hand side can be bounded by $\frac{C}{R^2} Q(u_0)$. Thus,

$$4 \delta K \left( \chi \left( \frac{x-s}{R} \right) u_0^b \right) - \frac{C}{R^2} Q(u_0)$$

$$\leq 4 \int_{\mathbb{R}^5} \chi^2 \left( \frac{x-s}{R} \right) K(u_0) \, dx - 10 \int_{\mathbb{R}^5} \text{Re} F \left( \chi \left( \frac{x-s}{R} \right) u(x) \right) \, dx.$$
From this and the conservation of the charge we conclude
\[
\frac{\delta}{J T_0} \int_a^{a+T_0} \int_{R_0} \frac{1}{R^5} \int_{\mathbb{R}^5} \left[ \mathcal{M} \left( \chi \left( \frac{\cdot - s}{R} \right) u \right) K \left( \chi \left( \frac{\cdot - s}{R} \right) u^{\xi_0} \right) \right] dR dt \\
- C \frac{\delta}{J T_0} \int_a^{a+T_0} \int_{R_0} \frac{1}{R^5} \int_{\mathbb{R}^5} \mathcal{M} \left( \chi \left( \frac{\cdot - s}{R} \right) u \right) dR dt \\
\leq \frac{1}{T_0 J} \int_a^{a+T_0} \int_{R_0} \left( \text{LHS} \frac{dR}{R} \right) dt.
\]
(4.29)

By noting that
\[
\int_{\mathbb{R}^5} \mathcal{M} \left( \chi \left( \frac{\cdot - s}{R} \right) u \right) ds \lesssim R^5 \| \chi \|_{L^2} Q(u_0)
\]
we see that the second term on the left-hand side of (4.29) can be bounded from below by \( \frac{C}{J R_0} \). Hence, combining (4.22), (4.23), (4.26), (4.27), (4.28) and (4.29) we deduce
\[
\frac{\delta}{J T_0} \int_a^{a+T_0} \int_{R_0} \frac{1}{R^5} \int_{\mathbb{R}^5} \left[ \mathcal{M} \left( \chi \left( \frac{\cdot - s}{R} \right) u \right) K \left( \chi \left( \frac{\cdot - s}{R} \right) u^{\xi_0} \right) \right] dR dt \\
\lesssim \left( \frac{R_0 e^{\frac{J}{T_0} J}}{T_0 J} + \varepsilon + \frac{1}{J R_0} + C \frac{R_0 e^{\frac{J}{T_0} J}}{J} + \frac{1}{J R_0^2} \right).
\]
By taking \( J = \varepsilon^{-2}, R_0 = \varepsilon^{-1}, T_0 = e^{\varepsilon^{-2}}, \) and \( \varepsilon_1 = e^{-\varepsilon^{-2}}, \) the proof of the proposition is completed. \( \square \)

4.2 Proof of Theorem 1.2

This section is devoted to prove our main result. To do so, with the help of Proposition 4.5 we will use the scattering criterion established in Theorem 3.2.

**Proof of Theorem 1.2** Let \( \varepsilon > 0 \) be small enough and fix \( a \in \mathbb{R} \). According to Theorem 3.2 it suffices to show that there exists \( t_0 \in (a, a + T_0) \) such that (3.5) holds. To do that, first note that (4.13) may be written as
\[
\frac{1}{J} \int_{R_0}^{R_0 e^J} f(R) \frac{dR}{R} \lesssim \varepsilon,
\]
(4.30)
where
\[
f(R) = \frac{\delta}{T_0} \int_a^{a+T_0} \frac{1}{R^5} \int_{\mathbb{R}^5} \left[ \mathcal{M} \left( \chi \left( \frac{\cdot - s}{R} \right) u \right) K \left( \chi \left( \frac{\cdot - s}{R} \right) u^{\xi_0} \right) \right] dR dt.
\]
But from the mean value theorem for definite integrals, there exists \( R \in [R_0, R_0 e^J] \) so that
\[
\frac{1}{J} \int_{R_0}^{R_0 e^J} f(R) \frac{dR}{R} = f(R) = \frac{f(R)}{J} \int_{R_0}^{R_0 e^J} \frac{dR}{R} = f(R).
\]
(4.31)
By combining (4.30) and (4.31) we then deduce that
\[
\frac{\delta}{T_0} \int_a^{a+T_0} \frac{1}{R^5} \int_{\mathbb{R}^5} \left[ \mathcal{M} \left( \chi \left( \frac{\cdot - s}{R} \right) u \right) K \left( \chi \left( \frac{\cdot - s}{R} \right) u^{\xi_0} \right) \right] dR dt \lesssim \varepsilon.
\]
for some $R \in [R_0, R_0e^4]$. In particular, from the definition of the functionals $\mathcal{M}$ and $K$ we have for $k = 1, \ldots, l$
\[
\frac{1}{T_0} \int_a^{a+T_0} \frac{1}{R^5} \int_{\mathbb{R}^5} \| \chi \left( -\frac{s}{R} \right) u_k \|_{L_t^2 \alpha}^2 \| \nabla \left[ \chi \left( -\frac{s}{R} \right) u_k^{\xi_0} \right] \|_{L_t^2 \alpha}^2 \, ds \, dt \lesssim \varepsilon.
\]

Now, we make the change of variables $s = \frac{R}{4}(z + \theta)$, where $z \in \mathbb{Z}^5$ and $\theta \in [0, 1]^5$ to obtain
\[
\frac{1}{T_0} \int_a^{a+T_0} \sum_{z \in \mathbb{Z}^5} \int_{[0,1]^5} \left\| \chi \left( -\frac{R}{4} (z + \theta) \right) u_k \right\|_{L_t^2 \alpha}^2 \left\| \nabla \left[ \chi \left( -\frac{R}{4} (z + \theta) \right) u_k^{\xi_0} \right] \right\|_{L_t^2 \alpha}^2 \, d\theta \, dt \lesssim \varepsilon.
\]

The mean value theorem then implies the existence of $\theta_1 \in [0, 1]^5$ such that
\[
\frac{1}{T_0} \int_a^{a+T_0} \sum_{z \in \mathbb{Z}^5} \left\| \chi \left( \frac{-R}{4} (z + \theta_1) \right) u_k \right\|_{L_t^2 \alpha}^2 \left\| \nabla \left[ \chi \left( \frac{-R}{4} (z + \theta_1) \right) u_k^{\xi_0} \right] \right\|_{L_t^2 \alpha}^2 \, dt \lesssim \varepsilon^{1-\alpha}.
\]

Indeed, by splitting the interval $\in [a + \frac{T_0}{2}, a + \frac{3T_0}{4}]$ into $T_0e^\alpha$ subintervals of length $\varepsilon^{-\alpha}$, we can find an interval, say, $[t_0 - \varepsilon^{-\alpha}, t_0]$ such that (4.33) holds. Otherwise, by the choice of $\alpha$ we would have
\[
\frac{1}{T_0} \int_a^{a+\frac{3T_0}{4}} \sum_{z \in \mathbb{Z}^5} \left\| \chi \left( \frac{-R}{4} (z + \theta_1) \right) u_k \right\|_{L_t^2 \alpha}^2 \left\| \nabla \left[ \chi \left( \frac{-R}{4} (z + \theta_1) \right) u_k^{\xi_0} \right] \right\|_{L_t^2 \alpha}^2 \, dt \lesssim T_0 \varepsilon^{1-\alpha} = T_0 \varepsilon,
\]
which contradicts (4.32). Therefore the claim follows.

Recall that our goal is to get the estimate (3.5). By interpolation we have
\[
\| u_k \|_{L_t^6 \alpha \left[ (t_0 - \varepsilon^{-\alpha}, t_0) \times \mathbb{R}^5 \right]} \leq \| u_k \|_{L_t^2 \alpha \left[ (t_0 - \varepsilon^{-\alpha}, t_0) \times \mathbb{R}^5 \right]}^{\frac{5}{12}} \| u_k \|_{L_t^\infty \alpha \left[ (t_0 - \varepsilon^{-\alpha}, t_0) \times \mathbb{R}^5 \right]}^{\frac{7}{12}} \leq \| u_k \|_{L_t^{\frac{5}{2}} \alpha \left[ (t_0 - \varepsilon^{-\alpha}, t_0) \times \mathbb{R}^5 \right]} \leq \| u_k \|_{L_t^{5/2} \alpha \left[ (t_0 - \varepsilon^{-\alpha}, t_0) \times \mathbb{R}^5 \right]} \leq \| u_k \|_{L_t^{5/4} \alpha \left[ (t_0 - \varepsilon^{-\alpha}, t_0) \times \mathbb{R}^5 \right]},
\]
where in the last inequality we used the embedding $H^1 (\mathbb{R}^5) \hookrightarrow L_t^{5/4} (\mathbb{R}^5)$ and (3.4). Another interpolation gives
\[
\| u_k \|_{L_t^6 \alpha \left[ (t_0 - \varepsilon^{-\alpha}, t_0) \times \mathbb{R}^5 \right]} \leq \left( \| u_k \|_{L_t^{\frac{5}{2}} \alpha \left[ (t_0 - \varepsilon^{-\alpha}, t_0) \times \mathbb{R}^5 \right]}^{\frac{5}{12}} \| u_k \|_{L_t^{5/4} \alpha \left[ (t_0 - \varepsilon^{-\alpha}, t_0) \times \mathbb{R}^5 \right]}^{\frac{7}{12}} \right)^{\frac{7}{12}},
\]
(4.34)
By noting that \((\frac{14}{3}, \frac{70}{29})\) is an admissible pair and \(W^{1, \frac{70}{29}}(\mathbb{R}^5) \hookrightarrow L^\frac{14}{3}((0,\infty) \times \mathbb{R}^5)\), a standard continuity argument yields
\[
\|u_k\|_{L^\frac{14}{3}((0,\infty) \times \mathbb{R}^5)} \lesssim (1 + \varepsilon^{-\alpha})^\frac{3}{14}. \quad (4.35)
\]
Also, using the Gagliardo-Nirenberg inequality \(\|f\|_{L^5(\mathbb{R}^5)} \lesssim \|f\|_{L^\frac{14}{3}(\mathbb{R}^5)}^{\frac{1}{2}} \|\nabla f\|_{L^\frac{14}{3}(\mathbb{R}^5)}^{\frac{1}{2}}\), and the above claim we conclude that
\[
\int_{t_0}^{t_0-\varepsilon^{-\alpha}} \sum_{z \in \mathbb{Z}^5} \left| \frac{\partial}{\partial z} \left( \frac{-R}{4}(z + \theta_1) \right) u_k \right|^4 \, dt
\]
\[
= \int_{t_0}^{t_0-\varepsilon^{-\alpha}} \sum_{z \in \mathbb{Z}^5} \left| \frac{\partial}{\partial z} \left( \frac{-R}{4}(z + \theta_1) \right) u_k^{z_0} \right|^4 \, dt \lesssim \varepsilon^{1-\alpha}. \quad (4.36)
\]
On the other hand, by interpolation, the Sobolev embedding, and the Cauchy-Schwartz inequality we see that
\[
\sum_{z \in \mathbb{Z}^5} \left| \frac{\partial}{\partial z} \left( \frac{-R}{4}(z + \theta_1) \right) u_k \right|^2 \lesssim \sum_{z \in \mathbb{Z}^5} \left| \frac{\partial}{\partial z} \left( \frac{-R}{4}(z + \theta_1) \right) u_k \right|_{L^2}^{10} \leq \|u_k\|_{L^5} \|\nabla u_k\|_{L^5} \lesssim 1. \quad (4.37)
\]
Now, using Hölder inequality (in the sum) and then in time, we deduce in view of \((4.36)\) and \((4.37)\)
\[
\int_{t_0}^{t_0-\varepsilon^{-\alpha}} \left( \sum_{z \in \mathbb{Z}^5} \left| \frac{\partial}{\partial z} \left( \frac{-R}{4}(z + \theta_1) \right) u_k \right|_{L^2}^{\frac{1}{2}} \right)^2 \, dt
\]
\[
\lesssim \left( \int_{t_0}^{t_0-\varepsilon^{-\alpha}} \sum_{z \in \mathbb{Z}^5} \left| \frac{\partial}{\partial z} \left( \frac{-R}{4}(z + \theta_1) \right) u_k \right|_{L^2}^{\frac{1}{2}} \, dt \right)^2 \lesssim \left( \int_{t_0}^{t_0-\varepsilon^{-\alpha}} \sum_{z \in \mathbb{Z}^5} \left| \frac{\partial}{\partial z} \left( \frac{-R}{4}(z + \theta_1) \right) u_k \right|_{L^2}^{\frac{1}{2}} \, dt \right)^2 \lesssim 1.
\]
\[ \times \left( \int_{t_0 - \varepsilon - \alpha}^{t_0 - \varepsilon} \sum_{z \in \mathbb{Z}^5} \left\| \chi \left( \frac{\cdot - \frac{R}{4}(z + \theta_1)}{R} \right) u_k \right\|_{L^2_{\xi x}}^2 dt \right)^{3/4} \lesssim \varepsilon^{\frac{1}{4} - \frac{3}{4} \alpha} = \varepsilon^{\frac{1}{4} - \alpha}. \]

From which we deduce

\[ \| u_k \|_{L^6_t L^3_x ([t_0 - \varepsilon - \alpha, t_0] \times \mathbb{R}^5)} \lesssim (\varepsilon^{\frac{1}{4} - (\frac{3}{14} - \frac{3}{14})})^{\frac{3}{5}} \left( 1 + \varepsilon^{-\alpha} \right)^{\frac{3}{5}} \quad (4.38). \]

Gathering together (4.34), (4.35) and (4.38) we obtain

\[ \| u_k \|_{L^6_t L^3_x ([t_0 - \varepsilon - \alpha, t_0] \times \mathbb{R}^5)} \lesssim \left( \varepsilon^{\frac{1}{5} (\frac{1}{4} - \alpha)} \right)^{\frac{3}{35}} \left( 1 + \varepsilon^{-\alpha} \right)^{\frac{3}{35}} \]

Finally, by choosing \( \alpha > 0 \) small enough we deduce the existence of some positive constant \( \mu \) such that

\[ \| u_k \|_{L^6_t L^3_x ([t_0 - \varepsilon - \alpha, t_0] \times \mathbb{R}^5)} \lesssim \varepsilon^\mu. \]

By summing over \( k \) we conclude that (3.5) holds. Hence, an application of Theorem 3.2 completes the proof. \( \square \)
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