Geolocated Social Media Posts are Happier: Understanding the Characteristics of Check-in Posts on Twitter
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ABSTRACT
The increasing prevalence of location sharing features on social media has enabled researchers to ground computational social science research using geolocated data, affording opportunities to study human mobility, the impact of real-world events, and more. This paper analyzes what crucially separates tweets with geotags from tweets without. Our findings show that geotagged tweets are not representative of Twitter data at large, limiting the generalizability of research that uses only geolocated data. We collected 1.3M geotagged tweets on Twitter (most of which came from Instagram), and compared them with a random dataset of tweets on three aspects: affect, content, and audience engagement. We show that geotagged tweets on Twitter exhibit significantly more positivity, often citing joyous and special events such as weddings, graduations, and vacations. They also convey more collectivism by using more first-person plural pronouns and contain more additional features such as hashtags or objects in images. However, geotagged tweets generate less engagement. These findings suggest there exist significant differences in the messages conveyed in geotagged posts. Our research carries important implications for future research utilizing geolocation social media data.
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1 INTRODUCTION
Location sharing features on social media have become prevalent following advancements in smartphones location services, empowering researchers to study topics such as patterns of human mobility or activity [4, 19, 27, 39, 43, 44, 61, 62], effects of weather and climate on sentiment [8, 10, 26, 58], natural disasters [9, 11], disease outbreaks [40, 57], and political campaigns [21, 57, 63].

Despite the abundance of literature utilizing geolocation to study large-scale human behavior, users who geotag, or check-in, are not representative of the social media user population [24, 28, 47]. This inconsistency could undermine the usefulness and validity of research leveraging geolocated data. Some literature studied user motivations for using geolocation services [16, 29, 32, 41, 42, 51] and others tapped into demographic, cultural, and linguistic choices between those who geotag and those who do not [24, 28, 46, 47]. However, to the best of our knowledge, less is understood about the differences between check-in posts and non-check-in posts.

To bridge the gap in understanding geolocation correlates on social media, we examine aspects that distinguish check-in tweets from non-check-in tweets. Our research is carried out in three broad directions: (1) the affective state of the tweet, characterized by the expressed sentiment (valence) and emotion, (2) the textual and non-textual content characteristics of the tweet, and (3) the engagement generated by the tweet on Twitter as a proxy for popularity and influence. Using 1.3 million check-in tweets, most of which came originally from Instagram, and a random dataset of tweets of the same size, we answer the following research questions:

- **RQ1**: Do check-in tweets exhibit higher positivity bias in sentiment and emotions? We find that check-in tweets express more positive sentiments and joyful emotions.
- **RQ2**: Are there differences in content between check-in and non-check-in tweets? We observe several distinguishing characteristics of check-in and non-check-in tweets.

1 We use the terms geotag and check-in interchangeably.
The availability of location information in social media has empowered researchers to explain why users geotag. The majority of Twitter users post, this work provides a path towards generalizing research understanding motivations behind geotagging usage, and characterizing users who geotag.

2.1 Geotagging on Social Media

The availability of location information in social media has empowered researchers studying the relationship between user location and behavior social network platforms such as Twitter (e.g., [27, 43]) but also Facebook [8], Snapchat [26, 62], Weibo [58], and Four-squares [6, 19, 39]. Existing work falls broadly into three categories: studying real-world phenomena using social media geolocation, understanding motivations behind geotagging usage, and characterizing users who geotag.

2.1.1 Computational Social Science via Geotags. There is a vast body of literature utilizing geotags to empirically study real-world phenomena. Many of these studies use geolocation to track human mobility [4, 7, 27, 39, 43, 44] and understand the dynamics of social influence [6, 35, 43], communications [62], or trends [12]. Gu et al. [15] utilized geotagged tweets to detect real-time traffic incidents [15]. By combining geolocation with content understanding, researchers have analyzed the public’s response to elections [63], political campaigns [21], or the COVID-19 pandemic [57]. Moreover, geolocation can help examine the effects of naturally occurring events or disasters, such as the effects of weather on mood [8, 26], attitudes toward climate change [10, 58], the detection of earthquake impact areas [9], the spatial analysis of forest fires [11], or the spread of disease outbreaks [40]. Gupta et al. [18] leveraged location data to discern fake images of hurricane Sandy from real ones. Geolocation also helped [30] analyze social network structures in protest participation. A separate line of research predicts user locations from geotags [1].

The extensive literature that concerns geolocation data in computational social science underscores the need to understand how geotagged social media posts are distinct. Most research limit their findings to users who geotag, missing the opportunity to reasonably generalize their work to larger body of users who do not geotag. By understanding how geotagged posts separate from non-geotagged posts, this work provides a path towards generalizing research concerning only geotagged posts to the broader population.

2.1.2 Reasons for Geotagging. Various explanations have been posited to explain why users geotag. The majority of Twitter users geotag consciously and intentionally to communicate where they are as a socializing mechanism [16, 32, 41, 42, 51]. Importantly, several studies cite the importance of location-sharing as a means of impression management by portraying oneself in an interesting light [16, 32, 41, 42]. Guha and Birnholtz [16] additionally suggest that tendencies to share location depend on the visibility of the shared location to the social network. Some users are motivated to geotag due to incentives or rewards, such as receiving virtual badges or offline discounts [29, 32, 41, 42].

Chief among the reasons for not sharing location is privacy. Users tend to eschew divulging private information in regard to their location [5, 22, 51, 53]. The perceived social benefits and usefulness, along with subjective norms and attitudes towards geotagging, must outweigh concerns of privacy for users to enable geotagging [5, 22]. Indeed, most people only geotag rare places such as vacation spots they visit [51] rather than locations close to home.

The majority of these studies analyzed platforms such as Four-square that were designed specifically for location sharing [6, 16, 32]. Twitter, in contrast, is not primarily a location sharing platform, which makes it more appropriate to study in this paper the characteristics of the rare tweets that are geotagged, in comparison with general, non-geotagged tweets.

2.1.3 Characteristics of Users Who Geotag. Existing work argues that users who geotag are not representative of all Twitter users [24, 28, 46, 47]. For instance, users who geotag are more likely to be male and slightly older [48]. Rizwan et al. [46] also found similarly on Sina Weibo that there exist gender differences between users who geotag and users who do not. Those who geotag also have distinct language uses [24, 47]. Huang and Carley [24] further suggest that geotagging users demonstrate homophily in that they tend to be friends with those who also geotag. There are also linguistic and sharing differences between users who do and do not geotag, with geotagging users more likely to share original tweets rather than retweets, use more personal pronouns in their text, and use more hashtags [28]. Personality traits such as extraversion-introversion are also associated with a user’s proclivity to geotag [59]. However, despite the research presented above for geotagged tweets, gaps exist in understanding the differences in affect, content, and influence between geotagged and non-geotagged tweets.

2.2 Background on Twitter

Twitter is a microblogging platform where people can post short, original updates (“tweets”) or share (“retweets”), like, and comment on other people’s tweets in real-time.

2.2.1 Affect in Tweets. Research on affect in tweets is varied, ranging from slightly more positive [31], to mostly neutral [13, 14], to mostly negative even when it pertains to positive events [13, 37, 52]. Murthy et al. [36] found that tweets from mobile sources are 25% more negative than those from web-sources. However, no works indicate that the Twitter affect is largely positive. Waterloo et al. [60] suggests that Twitter users feel more appropriate to share negative emotions on and less appropriate to share positive emotions on Twitter than on other platforms such as Instagram. The platform norms could be attributed to the design of Twitter, characterized...
We collect two datasets comparable in size and timeframe, one with those of non-check-in posts. The majority (91%) of the tweets actually originated from third-party applications such as Instagram. Since Instagram-sourced tweets make up the vast majority of our Check-In posts originating from Instagram, a platform primarily centered on photo and video sharing, we were only able to pull 0.5% of the attached media, as opposed to around 14% from Random. This is not because Check-In posts had fewer media but rather the media does not attach to the Twitter API. As pulling media from Instagram faces privacy and technical barriers, we are unable to obtain them.

The dataset is recollected in late 2021 for two reasons. First, this enables us to collect the engagement metric counts (e.g., retweet counts) well after the time of posting, approximating the eventual engagement generated by the posts. Additionally, in accordance with Twitter’s API policy, this ensures that we exclude any tweets that are suspended, removed, modified, or otherwise withheld, either due to tweet deletion or user account removal.

It is worth mentioning that Twitter’s geolocation service has undergone considerable redesigns over the years. Most notable is a UI change in 2019 which removed precise geotagging in place of more simplified and less precise geotags [3]. We utilize data from 2016, before this UI change. We do not believe this significantly alters the validity of the conclusions we draw as they apply today since this API change does not affect tweets that were posted to Twitter via third-party applications such as Instagram. Since Instagram-sourced tweets make up the vast majority of our Check-In data, it should not change the nature of check-in posts on Twitter [23].

### 4 METHODS

#### 4.1 Sentiment and Emotion Detection

To answer RQ1, we use sentiment and emotion detection models twitter-roberta-base-sentiment and twitter-roberta-base-emotion, respectively, both trained with RoBERTa-base on a Twitter corpus [2]. They achieved competitive results on benchmark Twitter evaluation tasks [2]. The sentiment classifier predicts sentiments of negative, neutral, and positive. The emotion classifier predicts one of four emotions: joy, optimism, sadness, and anger.
4.2 Tweet Content Characterization

To answer RQ2, we employ a mix of text and image processing techniques to characterize the differences between Check-In and Random tweets.

4.2.1 Top Unigrams and Emojis. As a first step towards content understanding, we determine words (unigrams) and emojis that appear relatively more frequently in one dataset. For this, we use the weighted log-odds method with uniform Dirichlet priors developed by Monroe et al. [34] for lexical feature selection.

4.2.2 Event Detection. An additional method to determine differences in content is through event detection. To this end, we apply the state-of-the-art event detection pipeline EventPlus [33] to the tweets. EventPlus can detect the word that acts as the event trigger—usually a verb—as well as the type of the event. The event types include Movement, Life, Contact, Conflict, Personnel, Transaction, Business, and Justice. Following Sun and Peng [49], we define events by their corresponding trigger words and compute the odds ratio [50] of an event $e_i$ occurring in Check-In as opposed to in Random. Let $E^C$ and $E^R$ be dictionaries mapping events to their frequency of occurrence in Check-In and Random respectively. The odds ratio for event $e_i$ is therefore determined by:

$$OR(e_i) = \frac{E^C(e_i)}{\sum_{j \neq i} E^C(e_j)} \cdot \frac{E^R(e_i)}{\sum_{j \neq i} E^R(e_j)},$$

An odds ratio of 1 indicates that the event is equally likely to occur in either dataset. The larger the odds ratio, the more likely the event occurs in Check-In.

For each event category, we rank trigger words by their odds ratios and take the top 5 triggers, which are most associated with Check-In tweets, as well as the bottom 5 triggers, which are most associated with Random tweets. Infrequent triggers that appeared fewer than 10 times in total are removed.

4.2.3 Tweet Features. We utilize several ways to compare Check-In and Random features, including the average number of characters (length of the post), tokens, mentions (using ‘@’), hashtags, and URLs used in both datasets. To understand tweets on the dimension of individualism-collectivism [54], we also count the number of times first-person singular pronouns (‘I’, ‘me’, ‘my’, ‘myself’, ‘mine’) and first-person plural pronouns (‘we’, ‘us’, ‘our’, ‘ours’, ‘ourselves’) appear in both datasets.

4.2.4 Image Processing. We extract image features using the state-of-the-art object detection algorithm Faster R-CNN [45], which is trained to detect 20 types of everyday objects such as persons, chairs, monitors, etc. We use the Faster R-CNN pretrained on resnet50_v1b_voc [17].

4.3 Engagement Metrics

To answer RQ3, we compare various metrics of popularity and influence through retweet counts, mention counts, reply counts, and like counts. Since the engagement metrics returned by the Twitter API reflect the number of retweets, mentions, replies, and likes at the time of collection, and since we collected the data well after the original time of posting, we are confident that our collected metrics approximate the true eventual engagement the tweets generate.

4.4 Data Type Prediction

To further rigorously examine the differences between Check-In and Random tweets, we use the aforementioned features to predict whether a tweet comes from the Check-In or Random dataset. Specifically, we group the features into four categories:

1. **Sentiment and emotion**: the predicted sentiment and emotions scores from the tweet text using twitter-roberta finetuned for sentiment and emotions, respectively [2].
2. **Content (textual)**: the pooled output embeddings of the tweet text using BERTweet-BASE [38].
3. **Content (non-textual)**: the detected objects in images using Faster-RCNN [45] and also the number of hashtags, accounts mentioned, URLs, characters, and tokens used.
4. **Engagement**: the number of retweets, replies, quotes, and likes the tweet generated.

The inputs are concatenated before being fed into a deep neural network for binary classification. For each combination of features, we conduct 10 runs of randomized hyperparameter tuning on five-fold cross validation. We then repeat the best hyperparameter combination with 10 different random seeds to ensure the consistency of the results and to conduct significance testings. The hyperparameter grid we used is in the Appendix.

5 RESULTS

5.1 RQ1: Positivity Bias

We show the distributions of the detected sentiment and emotions in Figure 1. All categorical distributions are significantly different between the Check-In and the Random datasets using a
5.2 RQ2: Differences in Content

5.2.1 Check-In Tweets Reference Touristy Spots. The top 10 unigrams most associated with Check-In and Random tweets are shown in Figure 2. These unigrams are selected based on the weighted log odds [34]. The unigrams most commonly associated with Check-In contain more references to popular tourist spots such as NYC, Chicago, or the beach. One top unigram of the Check-In dataset is “happy”, further indicating the prevalence of positive emotions among Check-In tweets.

5.2.2 Check-In Tweets Contain Positive Emojis. From Figure 3, we see that the top emojis used in Check-In tweets, as measured by the weighted log odds [34] are noticeably more positive than those of Random tweets; the former contains happy faces and hearts, while the latter consist of sad, contempt, or neutral emojis.

5.2.3 Check-In Tweets Use More First-Person Plural Pronouns. Check-In tweets contain half as many first-person singular pronouns. The counts of first-person plural pronouns are comparable, but Check-In tweets still have significantly more first-person plural pronouns (z-test p < .001). According to Twenge et al. [54], this suggests that Check-In tweets convey a greater sense of collectivism while Random tweets convey a greater sense of individualism. We note that this result contradicts previous work [28], which found that check-in posts contain more first-person singular pronouns. One explanation for the lack of first-person singular pronouns is that Check-In users possibly engage in fewer solo activities.

5.2.4 Check-In Posts Contain Special and Positive Events. Event-Plus [33] extracted events from 7% and 3% of the tweets from Random and Check-In, respectively. The most popular event categories are Life, Movement, and Conflict. Table 2 displays the top event triggers for the more frequent event categories. Check-In consists of more positive and also rare experiences such as weddings, adventures, election day, and graduation. There are also keywords such as “flew”, “headed”, and “landed” that suggest traveling. Even the more hostile-sounding trigger of “invade” was used in a light-hearted and exuberant manner, such as in the case of “2 DAYS until steveaoki invades @OMNIASanDiego”. Triggers in Random stand in stark contrast with triggers in Check-In, with the former consist of negatively connotated triggers referring to warfare, executions, resignations, and hacking.

5.2.5 Check-In Images Contain More Objects. Figure 5 shows the CDF of the number of detected objects per image using Faster R-CNN [45]. We find that Check-In images (mean = 4.0, median = 3) have significantly more detected objects than Random images (mean = 3.2, median = 2) using a Mann-Whitney U test (p < .001). However, there is no significant difference in the proportion of the types of objects detected (p > .05, Chi-square test). Persons are the most frequently detected objects in both datasets, consisting of more than 70% of all objects detected (see Appendix). These results suggest while Check-In images have more visually distinct components than Random images, the nature of the said components is not characteristically different.

5.2.6 Check-In Posts Contain More Auxiliary Features. Figure 6 compares several other auxiliary features between Random and Check-In tweets. Check-In tweets are consistently longer and contain more mentions of other users, hashtags, and URLs. All differences are significant using Mann-Whitney U-tests (p < .001).
Table 2: Compared to Random tweets, Check-In tweets contain more special and positive events such as weddings or graduations, detected using Ma et al. [33]. For each event category, we show the proportion of the event category detected out of all detected events in the Check-In and Random datasets, respectively, as well as the top 5 event triggers ranked by odds ratio [49]. We only show event categories that appear more than 10% of the time combined.

| Event  | Check-In          | Random               |
|--------|-------------------|----------------------|
| Life   | 27% weddingseason, weddingday, killem, suicidesquad, nuptials | 27% assaulting, assault, raises, vanquished, execution |
| Movement | 35% invades, hike, pilgrimage, riding, hiked | 17% re, fled, remove, charge, charges |
| Conflict | 9% fightnight, fighter, invades, flew, conquered | 18% assault, raids, warfare, vanquished, clash |
| Contact | 17% reunited, graduated, love, stopped, appointments | 12% hacked, signed, join, hearing, talks |
| Personnel | 7% electionday2016, graduation, headed, graduated, landed | 12% resign, deal, quits, signing, resignation |

Figure 5: The CDF of the number of detected objects per image using Faster R-CNN [45]. There are significantly more detected objects (Mann-Whitney U-test, \( p < 0.001 \)) in Check-In images.

5.3 RQ3: Engagement

Figure 7 shows the average engagement metrics yielded by Random and Check-In tweets in terms of the number of likes, retweets, replies, and quotes. Random tweets rank substantially higher in engagement, receiving twice as many likes and thrice as many retweets. There is little difference between the engagement of non-Instagram sourced Check-In tweets and the rest of the Check-In tweets. As such, we argue that Check-In tweets garner significantly less attention compared to Random tweets.

5.4 Prediction Results

We use F1-scores to evaluate the binary classification prediction of tweet data type, i.e., whether the tweet belongs to the Random class or the Check-In. All scores are determined from the average of 10 repeated runs of five-fold cross-validation. Two additional baselines are used: random prediction based on the distribution of the training labels, and majority prediction based on the majority training label.

Of all the non-textual feature categories, affect is the most informative predictor of data type. Engagement features are the least predictive, performing slightly worse than the majority baseline.
Whitney-U-tests, $p < 0.001$, sourced from Instagram. The fact that we can predict with high accuracy whether a tweet belongs to the Check-In dataset or the Random dataset using various combinations of input features categories. The singularly most informative feature is textual content.

Non-textual media content performs similarly to the majority baseline. Unsurprisingly, using textual features attains a considerably improved F1 score of 92, possibly because most information is encoded in the actual text. Combining textual and non-textual features results in an F1 score of 94, which is a significant improvement ($p < 0.001$, t-test) over only textual features.

Upon further examination of the predictive performance, we find predictive modeling had the most difficulty distinguishing tweets tagged with negative sentiment (Table 3). While the F1 scores for the tweets with neutral or positive negative were both around 95, the F1 scores of the tweets with negative sentiment is only 91.8. This same pattern is repeated with the model trained only on textual content features, the singularly most predictive feature. These differences suggest that the geolocated negative tweets are more similar to non-geolocated negative tweets, whereas geolocated neutral and positive tweets are more distinct from non-geolocated ones.

We note that we deliberately ignored the source of the tweet in the prediction pipeline since Check-In tweets are overwhelmingly sourced from Instagram. The fact that we can predict with high reliability the data type from other features underscores the substantial differences between tweets that are geotagged and tweets that are not.

6 DISCUSSION

This work aims to provide a deeper understanding of precisely how geotagged social media posts differ from non-geotagged social media posts. Comparing two large samples of check-in and random tweets, We find that check-in posts exhibit significant positivity bias, both in terms of sentiment and emotions. This finding is corroborated by the outsized presence of keywords such as "happy", positive emojis, and stereotypically positive events such as weddings or graduations. We also find explicit references to popular tourist locations such as NYC. Therefore, we hypothesize that users most commonly geotag when they are on vacation, participating in exciting events, or generally out-and-about. Such behavior could be attributed to social motivations for using geolocation [16, 32, 41, 42, 51].

Several other characteristics further distinguish check-in from non-check-in tweets. We find that check-in tweets contain significantly more textual and non-textual features. They are also packed with more auxiliary features such as hashtags, mentions, or URLs. In addition, the attached images of check-in tweets contain significantly more objects. In terms of pronouns, check-in tweets boast less individualistic pronouns ('I' pronouns) than collectivistic pronouns ('We' pronouns) [54].

Check-in tweets also have lower engagement, evidenced by lower numbers of retweets, quotes, replies, and likes. One explanation is that check-in users are less motivated by perceived influence or popularity on Twitter as measured strictly by the engagement metrics we consider. We note that this does not necessarily contradict the hypothesis of socially motivated use of geotags that we discussed earlier, since the majority of check-in posts are posted to Twitter via Instagram, meaning the primary intended medium of their post is Instagram and not Twitter. Moreover, engagement metrics were the worst predictors in distinguishing Check-In tweets from Random tweets, in fact performing slightly worse than the majority baseline, which suggests that the engagement levels are not reliable indicators of whether a post is geotagged. This, however, is still an indication that users who geotag on Twitter are motivated by distinct reasons. Since data from Instagram is challenging to obtain, the exploration of geotagging and engagement on Twitter versus Instagram is out of the scope of the work.

6.1 Recommendations

Though only an estimated less than 1% of tweets are geotagged on Twitter [1], geolocated tweets remain an invaluable resource to study a myriad of real-world phenomena on Twitter [4, 9–11, 18, 19, 21, 27, 40, 43, 57, 63], necessitating the need to understand how check-in posts differ from regular posts. Our findings imply that geotagged data are fundamentally different from other, non-geolocated data. We now discuss several concrete recommendations.

For human mobility research, it is important to note that geotagged social media posts are optional disclosures that are typically about situated, special, personal, and overwhelmingly positive events. Popular examples of geotagged tweets include occasions such as weddings, graduations, or vacation check-ins. The more
quidnian examples of commutes and routine travels will likely not be geotagged. As a result, studies of mobility based on geolocation data only capture the share of people who travel for vacations or special occasions. Moreover, geotagged posts are distinct from other movement data such as phone service location in that they are typically opt-in, confounding research on general human mobility using geolocated social media data. Improvement in this area would require alternative tools to infer location or mobility based on other modalities such as texts or photos on social media or wifi and cell services.

The results of our work could strengthen research on measuring public attitudes and well-being via geolocation by understanding what makes them unique, offering ways to generalize their research to the wider public. First, users who geotag are motivated to use social media for reasons different from the usual users [16, 32, 41, 42, 51]. Second, since geotagged posts are overwhelmingly positive, evaluating only geotagged posts would perhaps overestimate the true positivity of public opinions. While some may argue that although geolocated data is not representative of all social media data, they are comparable within themselves. For example, we can compare the state-wide public responses to a policy with geotagged tweets of Texas and New York. However, our work also implies that users geotag more frequently at the location they travel to for pleasure, potentially over-inflating the positivity of popular tourist destinations. As a result, we advise researchers to devise methods to filter out geolocated posts by users who are not at their home location. By recognizing the differences and limitations of geolocated datasets, researchers can better avoid the pitfalls of data bias.

That being said, though our work shows most geotagged posts are positive, we believe there is still tremendous value and potential in analyzing geotagged posts to study typically negative events such as natural disasters [9, 11, 18], disease outbreaks [40], or civil unrest [30], provided they include additional keyword filters on top of geotagging to remove the usual geotagged posts.

For advertisers, our work implies that users who geotag are likely in a positive mood vacationing or attending rare and special events. They could therefore adjust their promotion strategies to better cater to people who are on the go or otherwise not taking part in their usual routine.

6.2 Broader Implications

Though the geotagging feature is no longer a prominent feature of Twitter [3], location sharing overall is on the rise on other platforms such as Instagram, Snapchat, and TikTok, becoming a ubiquitous feature in online social networks. By filling the void of research in understanding the nature of geolocated posts, our work carries broader implications for social media research overall.

6.3 Limitations

There are several data bias limitations to consider. First, since our Check-In mostly originated from Instagram, one concern is that the conclusions we draw are as much about differences between Instagram posts and Twitter posts as they are about check-in posts and non-check-in posts. However, we believe this does not change the fact that users who use geolocation on Twitter are also plainly users who use geolocation on Twitter. Additionally, our collection method of a random sample of tweets rests on the assumption that tweets are relatively temporally randomly distributed. Our Check-In dataset is also limited to 30 major US and Canadian cities, meaning the dataset could be geographically biased. Some posts could be spam, though we believe the large sample size of our datasets offsets the confounds of spam posts. Another data bias is that only half of the Random data comes from mobile sources, while Check-In data is exclusively mobile. That said, a previous study found that mobile tweets are in fact 25% more negative than web-based tweets [36], which further underscores the positivity of mobile-only Check-In tweets. Lastly, our analysis of attached media is limited in its capacity to explain media differences between check-in and non-check-in posts because we were unable to obtain images posted to Instagram, which made up the bulk of Check-In attached media.

7 CONCLUSION

Despite the prolific use of geolocated data to solve social science problems such as human mobility, it is known that users who use geolocation are not representative of the population. Less is known about how geolocated data are different from non-geolocated data. To bridge this gap in research, we examine the characteristics that differentiate check-in (geotagged) tweets on Twitter/Instagram from a random dataset of tweets. We find that check-in posts demonstrate considerably more positive sentiment and emotions, include more positive emojis, and contain more explicit references to rare and positive occasions (e.g., weddings) as well as touristy spots (e.g., NYC). They also use more first-person plural pronouns, conveying a higher sense of collectivism. In terms of non-textual content, check-in posts consist of more features such as hashtags, mentions, or more objects in their attached images. Another differentiating aspect is that check-in posts garner substantially less engagement in terms of retweets, likes, etc. Our findings have bear important recommendations for future studies utilizing geolocation data.
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A. APPENDIX

A.1 Data Source

A.1.1 Mobile Sources. We operationalize mobile sources as sources that must be used on a phone or tablet. Out of the 14,755 unique sources we designate Instagram, Foursquare, and Untapped as mobile sources. We also designate any sources that contain the strings ‘phone’, ‘android’, ‘ipad’, ‘blackberry’, ‘tablet’, or ‘ios’ as mobile sources. However, this list is not exhaustive and there may be other sources that also represent mobile devices. Thus our estimation of mobile sources is a lower bound.

A.1.2 Top Data Sources. Figure A1 displays the top five data sources of Random and Check-In tweets, respectively.

A.2 Model Parameters & Cutoff Tuning

A.2.1 Hyperparameter Tuning. The hyperparameter grid we search over are as follows: num_layers: [2, 4, 16], hidden_dim: [32, 168, 768], l2_regularization: [1 × 10^{-3}, 1 × 10^{-5}, 1 × 10^{-7}], dropout: [0.1, 0.2, 0.5]. We fix the hidden activation to be ReLU, output activation to be sigmoid, and the optimizer to be Adam. Layer normalization is applied after the input layer and dropout layers are applied after every hidden layer. The batch size is 4,096.

Figure A1: The top five data sources of Random and Check-In tweets.

Figure A2: The distribution of objects detected using Faster R-CNN.

| Detected Objects | Random | Check-In |
|------------------|--------|----------|
| person           |        |          |
| car              |        |          |
| bottle           |        |          |
| diningtable      |        |          |
| tvmonitor        |        |          |
| chair            |        |          |
| pottedplant      |        |          |
| dog              |        |          |
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A.2.2 Faster R-CNN Objects. We display the distribution of detected objects in Figure A2, applying the 0.95 cutoff (i.e., only objects with scores greater than 0.95 are included). This is due to two reasons. First, 0.95 is the 90th percentile of all scores. Second, upon manual examination of 20 random images each from Check-In and Random, we find that using 0.95 as the cutoff yields the best detection results. In both datasets, the predominantly detected object is persons, followed by cars and bottles. 65% of Check-In images and 57% of Random images have at least one detected objects.