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A theory for boson-assisted tunneling via randomly distributed resonant states in a layered metals is developed. As particular examples, we consider the electron-phonon interaction and the interaction between localized and conduction electrons. The theory is applied to explain a non-monotonic variation of the out-plane resistivity with temperature observed in quasi-two-dimensional metals.
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I. INTRODUCTION

Electron transport in layered metals exhibits a qualitatively different behavior of the in-plane ($\rho_{ab}$) and out-of-plane ($\rho_c$) resistivities: whereas the temperature dependence of $\rho_{ab}$ is metallic-like, that of $\rho_c$ is either insulating-like or even non-monotonic. This behavior is observed in various materials, such as high-temperature superconductors, potassium and bismuth cobaltate oxides, the layered perovskite Sr$_2$RuO$_4$, dichalogenides, graphite, organic metals, and other systems. It is quite remarkable that the $c$-axis resistivity behaves similarly in materials with otherwise drastically different properties, ranging from weakly (graphite) to strongly (Sr$_2$RuO$_4$) correlated Fermi liquids and then to non-Fermi liquids (HTC, cobaltate oxides), and with Fermi energies spanning the interval from a few eV (in most layered metals) to 25 meV (in graphite).

At the level of non-interacting electrons, layered systems are metals with strongly anisotropic Fermi surfaces. A simple but instructive model is that of free motion along the layers and nearest-neighbor hopping between the layers. In this model, the single-particle spectrum is

$$\epsilon_k = \frac{k^2}{2m_{ab}} + 2J_c (1 - \cos k_z d),$$  \hspace{1cm} (1)

where $k ||$ and $k_z$ are in the in-plane and $c$-axis components of the momentum, respectively, $m_{ab}$ is the in-plane mass, $J_c$ is the hopping matrix element in the $c$-axis direction, and $d$ is the lattice constant in the same direction.

Strong mass anisotropy is guaranteed by the condition $m_{ab} \ll m_c = 1/2J_c d^2$. (We set $\hbar = k_B = 1$ through the rest of the paper.) For $E_F < 2J_c$ the Fermi surface is closed (as it is in graphite); for $E_F > 2J_c$ the Fermi surface is open (as it is in the majority of layered materials). For weakly coupled layers ($E_F \gg J_c$), the equipotential surfaces are “corrugated cylinders” with slight modulation along the $c$-axis (see Fig.1).

Transport in metals is commonly described via the Boltzmann equation for the distribution function of electrons ($f$) in the phase space. To study the linear response conductivity, it is sufficient to consider a weak electric field. In this case, $f = f_0 + f_1$, where the non-equilibrium correction $f_1$ to the Fermi function $f_0$ satisfies

$$\frac{\partial f_1}{\partial t} + \mathbf{v} \cdot \nabla f_1 + I[f_1] = -\frac{\partial f_0}{\partial \epsilon}\mathbf{v}\cdot\mathbf{E}. \hspace{1cm} (2)$$

Here $I$ is a linearized collision integral and $\mathbf{v} = \nabla \epsilon k \epsilon$.

The tensor of the $dc$ electrical conductivity is given by

$$\sigma_{\alpha\beta} = e^2 \int \frac{d^3p}{(2\pi)^3} \left( -\frac{\partial f_0}{\partial \epsilon} \right) \mathbf{v}_\alpha(p) i^{-1} \mathbf{v}_\beta(p), \hspace{1cm} (3)$$

where the integration goes over the Brillouin zone. For all known types of the inelastic interaction (electron-phonon, electron-electron, electron-magnon, etc.), the operator $I^{-1}$ decreases with the temperature; thus all components of the conductivity tensor must decrease with $T$ as well (although the particular forms of the $T$ dependence may be different for different components). This is not what the experiment shows.

The situation when Boltzmann equation fails so dramatically is rather unusual, given that other examples of its breakdown, e.g., weak localization and Altshuler-
Aronov effects in the conductivity, indicate some non-trivial quantum interference effects. The fact that this breakdown occurs only in the c-direction, makes the situation even more puzzling. A vast amount of literature, addressing various aspects of this problem, is accumulated at this point. The proposed models can be roughly divided in two groups. The first group is trying to find the explanation of the anomalous c-axis transport within a model of an anisotropic metal in which an electron interacts with potential impurities, phonons, and/or other electrons. The breakdown of the Boltzmann equation is associated either with Anderson localization in the c (but not in the in-plane) direction or from the “coherent-incoherent crossover”, which is believed to occur when the tunneling time between the layers \( (J_c^{-1}) \) becomes longer than the inelastic time \( (\tau_{in}) \) or the thermal time \( (T^{-1}) \), i.e., when \( J_c \min\{\tau_{in},T^{-1}\} \lesssim 1 \). However, as far as Anderson localization is concerned, it was shown that it occurs only for exponentially small \( J_c \min\{\tau_{in},T^{-1}\} \exp(-E_F\tau_{el}) \), where \( \tau_{el} \) is the elastic scattering time and then only simultaneously in all directions. The breakdown of the Boltzmann equation due to the coherent-incoherent crossover for the electron-phonon interaction has been reconsidered in our recent paper, where we have shown that the Prange-Kadanoff derivation of the Boltzmann equation applies equally well to the anisotropic case. The only condition for the validity of the Boltzmann equation for both isotropic and anisotropic cases is the large value of the “dimensionless conductance” \( E_F\tau_{in} \), where \( \tau_{in} \) is the inelastic scattering time, regardless of whether \( J_c \min\{\tau_{in},T^{-1}\} \) is large or small, provided that the Migdal parameter \( s/v_F \) (s is the sound velocity) is small over the entire Fermi surface, which is the case for Fermi surfaces of the type shown in Fig. 1. This argument can be readily extended to any situation when the self-energy is local, i.e., independent of the electron’s momentum, and applies not only to Fermi liquids but also to non-Fermi liquids. Therefore, for a large class of non-perturbative interactions the coherent-incoherent crossover does not occur, and the c-axis resistivity is supposed to maintain its metallic character. On the experimental side, the existence of the coherent-incoherent crossover has been questioned by a recent observation of angular magneto resistance oscillations in a layered organic metal well above the temperature of the expected crossover. Moreover, the coherent-incoherent crossover on its own does not account for a non-metallic conductivity, as in this scenario the conductivities in both the coherent and incoherent regimes are proportional to the same scattering time and thus exhibit a metallic \( T \) dependence.

Along a similar line of reasoning, it was suggested that the non-metallic c-axis transport is related to the Fermi-to-non-Fermi-liquid crossover (understood as a smearing of the quasiparticle peak in the spectral function), which occurs at high enough temperatures in some materials. Indeed, the angle-resolved photoemission experiments on sodium and bismuth cobaltate oxides show that the temperature at which the quasiparticle peak is smeared is of the same order as temperature \( T_M \) at which \( \rho_c \) exhibits a maximum. Although this coincidence is suggestive, it runs against the Prange-Kadanoff argument which shows that the existence of quasiparticles is not a pre-requisite for Boltzmann-like transport. Also, it is not clear at the moment whether the relation between smearing of the quasi-particle peak and the maximum in \( \rho_c \) is common for all materials. For example, \( T_M \) in the HOPG graphite is low enough \((\sim 40 \text{ K}) \) so that quasiparticles are still well-defined at \( T \sim T_M \). Finally, the model of Fermi-to-non-Fermi-liquid crossover on its own does not account for the anomalous transport, especially given that the in-plane resistivity shows no dramatic signs of this crossover.

Within the first group is also the polaron model, which is capable of a quantitative description of the experiment, given that polarons are stable. The latter assumption, however, requires a very strong anisotropy of the phonon spectrum, which needs to be more anisotropic than the electron one, which is not the case at least in some representative materials, e.g., in Sr2RuO4. Finally, there is an explanation based on the zero-bias anomaly in tunneling between the layers, resulting from a suppression of the single-particle density of states of in-plane electrons, e.g., via a pseudogap mechanism in high \( T_c \) cuprates. However, the zero-bias mechanism is only valid on the incoherent side of the coherent-incoherent crossover which, as we argued earlier, does not occur for a large class of interaction.

The second group assumes that the primary reason of the anomalous behavior of the c-axis resistivity is transport through inter-plane defects. The temperature dependence is introduced either phenomenologically or through thermal occupation of electron states in the conducting layers, or else, as it was done in the short version of this paper, through a phonon-assisted tunneling. Whether inter-plane disorder is the reason for the anomalous c-axis transport in all layered materials is not clear at the moment. Currently, there is a number of observations pointing at the role of inter-plane disorder as a mediator of c-axis transport. For example, recent experiment has shown that the radiation damage of an organic metal reduces rather then increases \( \rho_c \) at temperatures around \( T_M \). Also, variability of \( \rho_c \) in graphite samples prepared in different ways (including the natural ones) provides an indirect argument for the role of inter-plane disorder. It seems worthwhile to explore the consequences of a model involving inter-plane disorder and this what we will do in this paper.

We assume that, in addition to normal impurities, a layered crystal also contains a number of resonant impurities located in the inter-planar space. An electron moves between the layers via two mechanisms: the first one is direct tunneling, augmented by scattering at normal (non-resonant) impurities, phonons, etc., and the second one is resonant tunneling through defect sites. Direct tunneling between the layers forms a band state smeared by vari-
ous scattering processes, which include the non-resonant part of scattering by inter-plane defects. Transport of these states is described by the Boltzmann conductivity \( \sigma_c^B \) which has a metallic temperature dependence. As resonant tunneling opens a new channel of conduction, the total conductivity can be described by a phenomenological formula \( \sigma_c = \sigma_c^B + \sigma_c^{\text{res}} \),

where \( \sigma_c^{\text{res}} \) is the resonant-impurity contribution. On the other hand, the in-plane conductivity remains largely unaffected by inter-plane disorder, so that \( \sigma_{ab} = \sigma_{ab}^B \). Regardless of a particular tunneling mechanism, the resonant part \( \sigma_c^{\text{res}} \) increases with \( T \). Consequently, the band channel, which is weak to begin with due to a small value of the inter-plane transfer \( J_c \), is short-circuited by the resonant one at high enough temperatures. Accordingly, \( \sigma_c \) goes through a minimum at a certain temperature (and \( \rho_c = \sigma_c^{-1} \) goes through a maximum). More generally, \( \rho_c \) may exhibit a variety of behaviors, discussed in Sec. IV.

In this paper, we develop a microscopic theory of resonant tunneling through a wide band of energy levels positioned randomly in between two conducting layers and coupled to a fluctuating field of bosonic excitations (Sec. II A). Two particular examples of such a field, considered here, are phonons and the dynamic Coulomb field of all conduction electrons in a crystal. The case of phonon-assisted tunneling through a single junction was considered before in Refs. [35,36]. Our formalism reproduces the general results of Refs. [35,36], as well as the low-\( T \) behavior of the conductivity, found in Ref. [35]. In Sec. II B we obtain a detailed, non-perturbative expression for \( \sigma_c^{\text{res}} \) for the electron-phonon interaction and showed that \( \sigma_c^{\text{res}} \) saturates at temperatures higher than the non-monotonic \( T \)-dependence of \( \rho_c \) in Sr\(_2\)RuO\(_4\) and \( \kappa-(\text{BEDT-TTF})_2\text{Cu(SCN)}_2 \). Our conclusions are given in Sec. IV.

II. BOSON-ASSISTED TUNNELING

A. General formalism

We consider tunneling through a single resonant impurity located in between two metallic layers. To account for a finite concentration of such impurities, we will average the result with respect to the positions of the resonant center in real space and also within the energy band. In doing so, we neglect the effects of interference between different resonant centers, as well as between resonant and non-resonant scattering. Tunneling through more than one impurity was considered theoretically in [41] and observed experimentally in thick (> 1 nm) tunneling junctions [39], but it is less likely to occur in tunneling through thin (\( \lesssim 1 \text{ nm} \)) inter-plane spacings, so we will disregard such a possibility here.

We use the tunneling Hamiltonian description

\[
H = H_a + H_d + H_e + H_{ac} + H_{cd} + H_{\text{inel}}. \tag{6}
\]

The free part of the Hamiltonian

\[
H_a = \sum_{\mathbf{k}|\mathbf{i}|} c_{\mathbf{k}|\mathbf{i}|} \hat{a}_{\mathbf{k}|\mathbf{i}|}^\dagger \hat{a}_{\mathbf{k}|\mathbf{i}|}, \quad H_d = \sum_{\mathbf{k}|\mathbf{i}|} c_{\mathbf{k}|\mathbf{i}|} \hat{a}_{\mathbf{k}|\mathbf{i}|}^\dagger \hat{a}_{\mathbf{k}|\mathbf{i}|}, \tag{7}
\]

represents metallic layers. The tunneling part of the Hamiltonian

\[
H_{ac} = \sum_k g_{ca}(\mathbf{k}|\mathbf{i}|)(\hat{a}_{\mathbf{k}|\mathbf{i}|}^\dagger \hat{c} + \hat{c}^\dagger \hat{a}_{\mathbf{k}|\mathbf{i}|}), \tag{8}
\]

\[
H_{cd} = \sum_{\mathbf{k}|\mathbf{i}|} g_{cd}(\mathbf{k}|\mathbf{i}|)(\hat{d}_{\mathbf{k}|\mathbf{i}|}^\dagger \hat{c} + \hat{c}^\dagger \hat{d}_{\mathbf{k}|\mathbf{i}|}) \tag{9}
\]

describes hopping on and off the resonant site, located at point \( \mathbf{r}_1 = (\mathbf{r}|\mathbf{i}|, 0, z_1) \) in between the layers. Dynamics of the resonant level is accounted by

\[
H_e = (\epsilon_0 + \hat{\phi}(\mathbf{r}_1, t))\hat{c}^\dagger \hat{c}, \tag{10}
\]

where the time-dependent operator \( \hat{\phi}(\mathbf{r}, t) \) describes the fluctuations of the electrostatic potential. Although a general result can be obtained for an arbitrary (but Gaussian) field \( \phi \), we will be mostly interested in the case when this field arises due to fluctuations in the positions of ions and electrons

\[
\hat{\phi}(\mathbf{r}, t) = \hat{\phi}^{\text{ph}}(\mathbf{r}, t) + \hat{\phi}^{\text{c}}(\mathbf{r}, t). \tag{10}
\]

The contribution arising from the crystal degrees of freedom is the potential produced by the displacement wave

\[
\hat{\phi}^{\text{ph}}(\mathbf{r}, t) = \sum_{\mathbf{q}} \alpha_{\mathbf{q}}(b_{\mathbf{q}}^\dagger e^{-i\mathbf{q}\cdot\mathbf{r}} - b_{\mathbf{q}} e^{+i\mathbf{q}\cdot\mathbf{r}}), \tag{11}
\]
where \( b^\dagger_q \) is the phonon creation operator, \( \alpha_q \) is the vertex of the electron-phonon interaction, and \( \omega_q \) is the phonon dispersion. The electronic part of the potential is expressed through fluctuation of the electron density \( \hat{\rho} \) in the entire crystal, including the two layers accounted for in \( H_n \) and \( H_d \)

\[
\hat{\phi}(r, t) = \int d^3r' V_0(|r-r'|)\hat{\rho}(r', t),
\]

where \( V_0(|r|) = 4\pi e^2/|r| \).

We assume that the potential localizing the electron is of a short range and therefore, when the site is empty, it does not affect the motion of conduction electrons. This situation is different from that considered in the context of the Fermi edge singularity in resonant tunneling,35,46, where the Coulomb field of the empty, charged site scatters conduction electrons. We also assume that the on-site Coulomb repulsion is so large that the double occupancy of the resonant center is forbidden, and the spin degree of freedom does not play any role in tunneling. The Kondo effect in tunneling through a resonant impurity was considered in Refs. [37,38].

The last term in the Hamiltonian, \( H_{\text{inel}} \), consists of the free-phonon part

\[
H_{\text{ph}} = \sum_q \omega_q b^\dagger_q b_q,
\]

and of the part describing the dynamics of all mobile electrons in the crystal. This dynamics controls the behavior of the density fluctuations, \( \hat{\rho}(r, t) \).

The effect of the electron-phonon interaction on tunneling is traditionally referred to as phonon-assisted tunneling. By analogy, the effect of the electron-electron interaction can be called electron-assisted tunneling. We show that the problem of assisted tunneling allows for an exact solution for any bosonic field \( \hat{\phi} \), given its fluctuations in time are Gaussian. Remarkably, the effect of different bosonic degrees of freedom (such as phonons, plasmons, or diffusive density fluctuations), affecting the tunneling probability at various temperatures, can be incorporated into a single formula.

The tunneling current is obtained from the balance equation

\[
I = e \sum_{k||} W_{k||, k||} (n^L_{k||} - n^R_{k||}) - W_{k||, k||} n^R_{k||} (1 - n^L_{k||}),
\]

where \( W_{k||, p||} \) is a transition rate through the resonant center and \( n^L/R_{k||} \) are the distribution functions for electrons in the left and right layers, respectively. In the linear response regime, the conductance of a bi-layer tunneling junction is

\[
G = -e^2 \int \frac{d\epsilon d\epsilon'}{\pi} \frac{\partial n_{\epsilon}}{\partial \epsilon} (1 - n_{\epsilon'}) + \frac{\partial n_{\epsilon'}}{\partial \epsilon'} n_\epsilon,
\]

where \( \epsilon \equiv \epsilon_{k||}, \epsilon' \equiv \epsilon_{k||}' \) and \( \epsilon_{k||} \) is the dispersion for the in-plane motion. The transition rate can be expressed in terms of the resonant tunneling amplitude \( W_{\epsilon, \epsilon'} \)

\[
W_{\epsilon, \epsilon'} = \lim_{t \to \infty} \frac{1}{t} \langle U_{\epsilon, \epsilon'}(t) U_{\epsilon, \epsilon'}(t) \rangle,
\]

where the transition amplitude is given by

\[
U_{\epsilon, \epsilon'}(t) = -g_{ca} g_{cd} e^{i(\epsilon - \epsilon') t} \int_0^t dt_1 e^{-i t_1 (\epsilon - \epsilon')} \int_0^{t_1} dt_2 e^{i(\epsilon_0 - \epsilon - i\Gamma) t_2} \exp \left\{-i \int_{t_2}^{t_1} \hat{\phi}(t) dt \right\}.
\]

Integrating out the Gaussian field \( \hat{\phi} \), one gets

\[
W_{\epsilon, \epsilon'} = \sum_{k||} g_{ca, p||}^2 \delta(\epsilon_0 - \epsilon_{p||}) \int_0^{t_1} dt_2 \int_0^{t_2} dt_3 e^{i \Gamma t_2} \langle e^{i(\epsilon_0 - \epsilon - \Gamma) t_3} \rangle V(t_1, t_2, t_3),
\]

where \( \Gamma = \Gamma_L + \Gamma_R, \Gamma_L = \sum_{p||} g_{ca, p||}^2 \delta(\epsilon_0 - \epsilon_{p||}), \Gamma_R = \sum_{p||} g_{cd, p||}^2 \delta(\epsilon_0 - \epsilon_{p||}), \)

\[
V(t_1, t_2, t_3) = \exp \left\{ \frac{1}{\pi} \int \frac{d\omega}{\omega} S(\omega, z_i) \left[ i \omega (t_3 - t_2) - e^{i \omega t_3} - e^{-i \omega t_2} - e^{i \omega t_1} + e^{i \omega (t_1 + t_3)} + e^{i \omega (t_1 - t_2)} - e^{i \omega (t_1 + t_2) + t_3}) \right] \right\},
\]

where \( S(\omega, z_i) \) is the local spectral function of potential fluctuations, as measured at the resonant site

\[
S(\omega, z_i) = \frac{4}{\pi} \int \frac{d^3q||}{(2\pi)^2} \text{Im} D_R(\omega, q||, z_i, z_i),
\]
where the retarded propagator of $\hat{\phi}$ is

$$
D^R(\omega, \mathbf{q} \parallel, z, z') = -i \int_0^\infty dt \int d^2r_{||} e^{i(\omega t - \mathbf{q} \parallel \cdot \mathbf{r}_{||})} \{ \hat{\phi}(\mathbf{r}_{||}, z, t), \hat{\phi}(\mathbf{0}, z', 0) \}. \tag{21}
$$

As we assume that the metal is translationally invariant in the in-plane direction but periodic in the $z$-direction, the spectral function, in general, depends on $z$. In the absence of interactions, Eq. (18) reproduces the Breit-Wigner formula. For the electron-phonon interaction, $\hat{\phi}$ is a deformation potential at the resonant site. In that case Eq. (18) reproduces the result of Ref. 33.

From now on, we consider the case of a resonant-impurity band, assuming that the resonant centers are randomly distributed over the inter-layer spacing while their energies are uniformly distributed in the interval $E_b$ around the Fermi energy. Assuming that $E_b \gg T$ and averaging over $z_i$ and $\varepsilon_0$, we simplify Eq. (15) further to

$$
G = e^2 \int_{-E_b}^{E_b} W(\epsilon) \left[ 1 - \coth \left( \frac{\epsilon}{2T} \right) + \frac{\epsilon}{2T} \frac{1}{\sinh^2 \left( \frac{\epsilon}{2T} \right)} \right] (d\epsilon), \tag{22}
$$

where

$$
W(\epsilon) = W_0 \int_{-\infty}^{\infty} dt \exp \left\{ -ict + \int_{0}^{\infty} \frac{d\omega}{\omega} S_m(\omega) \left[ (1 - \cos(\omega t)) \coth \left( \frac{\omega}{2T} \right) - i \sin(\omega t) \right] \right\}. \tag{23}
$$

Eqs. (22, 23) describe the average conductance for a single resonant impurity. Since a layered metal can be viewed as sequence of tunneling junctions connected in series, the resonant tunneling conductivity of the whole crystal is related to the bi-layer conductance by the Ohm's law: $\sigma_{\text{res}} = Gd$. Performing integration over energy in Eq. (22), we arrive at the general result for the boson-assisted tunneling conductivity:

$$
\sigma_{\text{res}} = \sigma_{\text{el}} \int_{-\infty}^{\infty} \frac{i\pi T^2 t}{\sinh^2 (\pi T t + i0)} \exp \left\{ \int_{0}^{\infty} \frac{d\omega}{\omega^2} S_m(\omega) \left[ (1 - \cos(\omega t)) \coth \left( \frac{\omega}{2T} \right) - i \sin(\omega t) \right] \right\}, \tag{24}
$$

where $\sigma_{\text{el}} \simeq \pi e^2 \Gamma n_{\text{imp}} a_0 d / E_b$ is a resonant conductivity of free electrons, $n_{\text{imp}}$ is the number of resonant impurities per unit volume, and $a_0$ is the localization radius of a resonant state.

We note a similarity between our result (24) and those of two other problems: the zero bias anomaly in the tunneling current and "dissipative localization" of a particle coupled to the thermal bath [the Caldeira-Leggett (CL) model]. Indeed, all of these problems are related and describe different variations of the Mössbauer effect. In the case of tunneling through a resonant impurity, its occupied and empty states play the role of two pseudo-spin states of the CL particle, whereas the fluctuating electrostatic potential is analogous to the thermal bath of harmonic oscillators. While this similarity is not formally obvious for tunneling through a single resonant center, it becomes clear after averaging over the ensemble of levels. Despite the similarity, there are also some differences with the CL model. In the CL model, the effect of the environment is incorporated phenomenologically, via the parameters of noise correlation function. A more microscopic resonant-tunneling model treats explicitly fluctuations of the electrostatic potential, incorporated in the spectral function $S_m(\omega)$. As the temperature changes, so does the characteristic frequency scale and, consequently, the most efficient bosonic mode. This results in a num-
ber of intermediate regimes of assisted tunneling, each of them corresponding to its own effective CL model.

The next two Sections are devoted to a quantitative analysis of some of the most common sources of interaction: the electron-phonon and electron-electron ones.

### B. Phonon-assisted tunneling

We assume that phonons are isotropic and that the electron-phonon interaction is of the deformation-potential type. Although phonon modes in real layered metals are anisotropic, this anisotropy is still much weaker than the anisotropy of electron spectra. Anisotropy of phonon modes can be incorporated into the theory without any difficulties. The retarded correlation function of the deformation potential is given by

\[
D^R(\omega, q) = \frac{\alpha_q^2 \omega_q}{(\omega + i0)^2 - \omega_q^2},
\]

where \(\alpha_q^2 \equiv \Lambda^2 q^2/\rho \omega_q\), \(\Lambda\) is the deformation potential constant, and \(\rho\) is the atomic mass density. In the elastic continuum model, the spectral function is translationally invariant in the \(z\)-direction. For acoustic phonons \(\omega_q = sq\theta (q_D - q)\), Eq. (20) gives

\[
S_m^{\text{el}}(\omega) = -\lambda \theta (\omega_D - \omega) \frac{\omega_q^3}{\omega_D^2},
\]

where

\[
\lambda = \Lambda^2 \omega_D^2 / \rho s^5 \pi^2
\]

is the dimensionless coupling constant for localized electrons, \(\omega_D = s q_D\), and \(\theta(x)\) is the step-function. The interaction with acoustic phonons corresponds to the super-Ohmic regime of the CL model. Using Eqs. (21-26), we obtain

\[
\sigma_{\text{res}} = \sigma_{\text{cl}} \int_{-\infty}^{\infty} dt \frac{i\pi T^2 t}{\sinh^2 (\pi T t + i0)} e^{-\lambda f(t)},
\]

where

\[
f(t) = \int_0^{\omega_D} d\omega \frac{\omega}{\omega_D^2} \left[ \left(1 - \cos(\omega t)\right) \left[ \coth \left( \frac{\omega}{2T} \right) - 1 \right] + \left(1 - e^{i\omega t}\right) \right].
\]

In the absence of the electron-phonon interaction (\(\lambda = 0\)), \(\sigma_{\text{res}} = \sigma_{\text{cl}}\).

Notice that the electron-phonon interaction is much stronger for localized electrons than for the free band ones. Indeed, the dimensionless coupling constant for bulk electrons which determines, e.g., the mass-renormalization, is of order of unity for most metals: \(\zeta = \alpha_q^2 (q_D) q_D / v_F s \sim 1\). The coupling constant between localized electrons and phonons is larger than \(\zeta\) by at least the Migdal parameter: \(\lambda \sim \zeta (k_F d) (v_F / s) \gg 1\). Therefore, one needs to consider a non-perturbative regime of phonon-assisted tunneling. Analyzing Eq. (28) (for details, see Appendix A), one finds that resonant tunneling is exponentially suppressed at \(T = 0\):

\[
\sigma_{\text{res}}(T = 0) = \sigma_{\text{cl}} e^{-\lambda/2}.
\]

At finite \(T\), we find

\[
\frac{\sigma_{\text{res}}}{\sigma_{\text{cl}}} = \begin{cases} e^{-\lambda/2} \left(1 + \frac{\pi^2 \lambda}{3} \left( \frac{T}{\omega_D} \right)^2 \right), & T \ll \omega_D / \sqrt{\lambda}, \\ \exp \left(-\frac{\lambda}{3} + \frac{\pi^2 \lambda}{3} \left( \frac{T}{\omega_D} \right)^2 \right), & \omega_D \ll T \ll \lambda \omega_D, \\ \exp \left(-\frac{\lambda}{3} + \frac{\pi^2 \lambda}{3} \left( \frac{T}{\omega_D} \right)^2 \right), & \lambda \omega_D \ll T \gg \lambda \omega_D. \end{cases}
\]

The low-temperature limit \((T \ll \omega_D / \sqrt{\lambda})\), reproduces the known result of Ref. [33]. As we see, \(\sigma_{\text{res}}\) increases with \(T\), resembling the zero-bias anomaly in disordered metals and Mössbauer effect. At high temperatures \((T \gg T_s = \lambda \omega_D)\), \(\sigma_{\text{res}}\) saturates at the non-interacting value (\(\sigma_{\text{cl}}\)), because thermal activation cannot make the conductivity larger than in the absence of phonons. Notice that, in contrast to the phenomenological model of Ref. [30], there is no simple relation between the \(T\)-dependences of \(\sigma_{el}^p\) and \(\sigma_{\text{res}}\).

The temperature dependence of the tunneling conductivity also resembles the polaronic behavior [25,26,45]. Indeed, phonon-assisted tunneling can be interpreted in terms of a local polaron formation. However, we emphasize that polarons are stable here because the velocity of on-site electrons is determined by the tunneling width and thus very small. In the absence of resonant impurities, a metal with a large Migdal parameter \(v_F / s \gg 1\) cannot sustain stable polarons, as they emit phonons and decay.

### C. Electron-assisted tunneling

The effect of the interaction between on-site and conduction electrons on resonant tunneling is qualitatively similar to the effect of phonons, as a tunneling electron drags a surrounding cloud of electrons. This mechanism is also known as the “electronic polaron” [46].

The on-site Coulomb potential is produced by all mo-
bile electrons in a metal. The Green’s function of electrons on a lattice is not translationally invariant. In the tight-binding model with spectrum \( \varepsilon \), it is given by

\[
G^R (\varepsilon, \mathbf{k} ||, k_z, k'_z) = \sum_b \delta_{k_z, k'_z+b} G^R_0 (\varepsilon, \mathbf{k}),
\]

where \( G^R_0 (\varepsilon, \mathbf{k}) = (i\varepsilon - \varepsilon_\mathbf{k} + i/2\tau)^{-1} \), \( b = 2\pi n/d \) is the reciprocal lattice vector, and \( \mathbf{k} = (k ||, k_z) \). The screened Coulomb potential is given by the RPA series (Fig. 2). Because the in-plane motion is free, the in-plane momentum is conserved at the vertices. However, it is the out-of-plane quasi-momentum rather than the momentum that is conserved at the vertices. In addition to normal scattering, where the incoming and out-going bosonic momenta are the same, the series

\begin{align*}
D^R (\omega, q ||, q_z, q'_z) &= D_0(q ||, q_z)\delta(q_z - q'_z) - \frac{D_0(q ||, q_z)\Pi^R(\omega, q)\sum_b D_0(q ||, q_z + b)\delta(q'_z - q_z - b)}{1 + \sum_b D_0(q ||, q_z + b)\Pi^R(\omega, q)},
\end{align*}

Here,

\[
D_0(q ||, q_z) = \frac{4\pi e^2}{q^2_0 + q_z^2} \tag{33}
\]

is the bare Coulomb potential and \( \Pi^R(\omega, q) \) is the analytic continuation of the Matsubara polarization bubble

\[
\Pi(i\omega, q ||, q_z) = T \sum \int \frac{d^2k}{(2\pi)^2} G_0 (i\varepsilon + i\omega + \mathbf{k} + q) G_0 (i\varepsilon, \mathbf{k}),
\]

\[
D^R (\omega, q ||, d/2, d/2) = \int \frac{dq_z}{2\pi} \int \frac{dq'_z}{2\pi} e^{i(q_z - q'_z)d/2} D^R (\omega, q ||, q_z, q'_z) = \frac{2\pi e^2}{q ||} + \int \frac{dq_z}{2\pi} \frac{D_0\Pi^R A_1}{1 + \Pi^R A_2},
\]

where \( A_1 \) and \( A_2 \) are the lattice sums which can be performed explicitly

\begin{align*}
A_1 &= \sum_b D_0(q ||, q_z + b) = \frac{2\pi e^2 d}{q ||} \frac{\sinh(q || d)}{\cosh(q || d) - \cos(q_z d)}, \\
A_2 &= \sum_b D_0(q ||, q_z + b)e^{-ibd/2} = \frac{4\pi e^2 d \cos(q_z d/2) \sinh(q || d/2)}{q ||} \frac{\cosh(q || d) - \cos(q_z d)}{\cosh(q || d) - \cos(q_z d)}, \tag{36}
\end{align*}

In a strongly layered metal, the polarization operator depends on \( q_z \) only weakly, because the interlayer
hopping $J_c$ is small and the electron dispersion is almost two-dimensional. If this dependence can be neglected completely, the integration over $q_z$ can be readily performed with the result

$$D^R(\omega, q_\parallel, d/2, d/2) = \frac{2\pi e^2}{q_\parallel} \tan\left(\frac{qd}{2}\right) \coth\left(\frac{kd}{2}\right), \quad (37)$$

where (complex) momentum $k$ is defined by the following equation:

$$\cosh(kd) = \cosh(qd/d) + \frac{2\pi e^2}{q_\parallel} \Pi(\omega, q_\parallel) \sinh(qd/d). \quad (38)$$

If the effective range of the screened Coulomb potential is much larger than the lattice spacing, Umklapp scattering is strongly suppressed. Consequently, in the limit of $k\delta d \ll 1$, where $k_2^2 = 4\pi^2\nu_3$ is the (square of) screening wave vector, and $\nu_3$ is the three-dimensional density of states, Eq.(37) reduces to the continuum limit result. For finite values of $k\delta d$, the role of Umklapp processes is quite important.

Eq.(37) can be reproduced in an alternative way. In the limit of $J_c \to 0$, the motion of electrons between different layers is forbidden. Therefore, the problem is equivalent to the one of screening of an external charge by parallel conducting layers. Although both approaches are equivalent for $J_c = 0$, the RPA method is more general since, unlike electrostatics, it allows one to consider the case of finite $J_c$ as well.

The polarization bubble can be calculated explicitly in the diffusive ($\omega \tau \ll 1$)

$$\Pi^R(\omega, q) = \nu_3 \frac{D_\parallel q_\parallel^2 + 8\tau J^2_e \sin^2(qd/d/2)}{D_\parallel q_\parallel^2 + 8\tau J^2_e \sin^2(qd/d/2) - i\omega}, \quad (39)$$

Large in-plane momentum transfers also help to justify the assumption of two-dimensionality. Indeed, when calculating the polarization operator, one has to compare the difference of dispersions for the 2D and c-axis motions, i.e., $\delta\epsilon_\parallel = \epsilon_{\parallel q_\parallel} - \epsilon_{\parallel q_\parallel} \sim v_Fq_\parallel \sim v_Fk_2$ and $\delta\epsilon_z = \epsilon_{\parallel q_\parallel} - \epsilon_{\parallel q_\parallel} \sim Jdq_z$. Typical values of $q_z$ are of order $\min\{k_2, d^{-1}\}$. Hence, neglecting the $z$-component of the electron dispersion is justified as long and ballistic ($\omega \gg \tau^{-1}$) limits

$$\Pi^R(\omega, q) = \nu_3 \left[1 + \frac{i\omega}{v_Fq_\parallel}\right], \quad \text{for } v_Fq_\parallel \gg \min\{J_c dq_z, \omega\}. \quad (40)$$

Here $D_\parallel = v_F^2 \tau/2$ is the in-plane diffusion coefficient. The additional assumption of large $q_\parallel$, employed in Eq.(30), will be justified later.

The local spectral weight $S^{e-\pi}(\omega)$ for the electron-electron interaction has two distinct forms of the $\omega$ dependence. Assuming that the motion of electrons is ballistic and strictly two-dimensional, we expand the imaginary part of the potential in Eq.(37) to first order in $\omega/v_Fq_\parallel$ and perform the integration over $q_\parallel$. Typical value of $q_\parallel$ turns out to be large: of order of the 2D screening wave vector $k_2 = 2\pi^2\nu_2$, where $\nu_2$ is the 2D density of states. On the other hand, typical value of $\omega$ are determined by the temperature. Therefore, the assumption of $\omega/v_Fq_\parallel$ is satisfied for all reasonable temperatures: $T \ll v_Fk_2$. As the result comes from the first-order term in $\omega/v_Fq_\parallel$, the resulting spectral density is linear in $\omega$.

$$S^{e-\pi}(\omega) = -\eta_B\omega, \quad (41)$$

where $\eta_B$ is the effective coupling for the electron-electron interaction

$$\eta_B = \frac{e^2}{v_F} g_B(\kappa_2d) \quad (42)$$

and

$$g_B(x) = x \int_0^{\infty} dy \coth \frac{y}{2} \cosh y \left(y + x \coth \frac{y}{2}\right)^{1/2} \frac{1}{y + x \coth \frac{y}{2}}^{3/2} = \left\{\begin{array}{l} 1, \quad \text{for } x \ll 1 \\ \frac{x}{2}, \quad \text{for } x \gg 1. \end{array}\right. \quad (43)$$

as $J \ll v_F\kappa_2/d \min\{\kappa_2, d^{-1}\}$, which is the case for any real layered metal. In the CL terminology, Eq.(41) corresponds to Ohmic regime. Substituting Eq.(41) into Eq.(24) and cutting off the ultraviolet logarithmic singularity in the $\omega$ integral at some high-energy scale $E_0$, we evaluate the integral for large $E_0t$ as

$$\int_0^{E_0} \frac{d\omega}{\omega} \left[1 - \cos(\omega t)\right] \coth \left(\frac{\omega}{2T}\right) - i\sin(\omega t) = \ln(E_0t) - \frac{i\pi}{2}\text{sgn}(t) + \gamma + \ldots, \quad (44)$$
where $\gamma = 0.577...$ is the Euler’s constant. Rescaling $t$ by $T^{-1}$ in the remaining integral of Eq. (24), we find that the Ohmic regime of the spectral function corresponds to a power-law scaling of the resonant conductivity

$$\sigma_{\text{res}}(T)/\sigma_{\text{el}} = C(\eta_B) \left( \frac{T}{E_0} \right)^{\eta_B}$$

where the regularization dependent prefactor $C(x)$ (for a hard cutoff regularization of the frequency integral) is given by

$$C(x) = \cos \left( \frac{\pi x}{2} \right) e^{-\gamma x}.$$  

As the distance between the planes increases, the tunneling exponent $\eta_B$ [cf. Eqs. (42,43)] decreases from its nominal value, given by the dimensionless electron-electron coupling constant in a bulk metal, to zero, which is to be expected.

The expansion of the polarization bubble in $\omega/v_F q ||$ converges (and typical values of $q ||$ are determined by the ultraviolet parameters of the theory). This is the case for the leading term in the expansion; however, the next order term diverges logarithmically in the infrared. In the ballistic limit, the divergence results in a subleading $\omega^2 \ln |\omega|$ correction to the spectral function, which is not relevant at low temperatures. However, one of the factors of $\omega$ is replaced by $\tau^{-1}$ in the diffusive limit ($\omega \ll \tau^{-1}$), and the subleading term becomes larger than the leading, linear-in-$\omega$ term. The resulting $\omega \ln |\omega|$ behavior of the spectral function can be obtained accurately by starting with the diffusive rather than ballistic form of the polarization bubble [Eq. (39)]. In the diffusive regime, one can still neglect the $q_z$-dependent terms in $\Pi^d(\omega,q)$, which amounts to an assumption of purely 2D diffusion, as long as $\omega \gg \omega_1$, where

$$\omega_1 = J^2 \tau \kappa_3 d \left\{ \begin{array}{c} \kappa_3 d \ll 1 \\ \kappa_2 d \gg 1 \end{array} \right. \right.$$  

The resulting spectral weight is a sublinear function of the frequency

$$S^e_m(\omega) = \eta_D \omega \log \left( \frac{\omega}{\omega_0} \right).$$

where

$$\eta_D = \frac{1}{4\pi^2 v F q ||} \left\{ \begin{array}{c} \kappa_2 d/2 \text{, } \kappa_2 d \ll 1 \\ \kappa_2 d \gg 1 \end{array} \right. \right.$$  

$$\omega_0 = \left\{ \begin{array}{c} D || \kappa_2^2 \text{, } \kappa_2 d \ll 1 \\ \kappa_2 D ||/l^2 \text{, } \kappa_2 d \gg 1 \end{array} \right. \right.$$  

and $l = v_F \tau$ is the mean free path. The corresponding conductivity

$$\sigma_{\text{res}}(T) = \sigma_{\text{el}} \exp \left\{ \eta_{2D} \log(T\tau) \log \left( \frac{\omega_0^2 \tau}{T} \right) \right\}$$

III. DISCUSSION OF THE RESULTS

Several comments are in order.

i) Formally speaking, the power-law scaling of the electron-assisted tunneling conductivity in the ballistic regime [Eq. (15)] saturates for $T \gtrsim E_0$. The value at saturation is the same as for the electron-phonon case: $\sigma_{\text{el}}$. However, $E_0$ is of order of the plasma frequency, so that the electron-assisted mechanism of tunneling leads to a growth of conductivity for all reasonable temperatures. This feature may be used in experiment to separate the electron-phonon-assisted mechanism: because the saturation temperature for the phonon mechanism may be not too high, the growth of the total conductivity up to the highest temperatures is indicative of the electron-assisted mechanism.

ii) In contrast to the case of the interaction corrections to tunneling and transport conductivities in the ballistic regime (50), which are determined by the interaction on a large spatial scale (order of the ballistic Thouless length $v_F/T$), the electron-assisted tunneling conductivity is determined by the interaction at small distances (order of the screening radius). At these distances, the RPA works only for weak interactions, i.e., for $e^2/v_F \ll 1$, and Eq. (15) is valid, strictly speaking, only in the perturbative regime. It is reasonable to assume, however, that if the interaction is not weak, the tunneling exponent in Eq. (15) is replaced by a non-universal quantity of order unity.

iii) In a real system, both assisted mechanisms—the electron-phonon and electron-electron ones—operate simultaneously. As we have explained before, the electron-phonon interaction is strong while the electron-electron one must be considered to be weak. To the extent that one can neglect the mutual influence of these two interactions, the total spectral function in Eq. (24) is a sum of two contributions $S^e_m(\omega) = S^{e \text{-ph}}_m + S^{e \text{-t}}_m(\omega)$. Since $\eta_B \ll 1$, one can expand the total conductivity $\sigma^\text{tot}_{\text{res}}$ to first order in $S^{e \text{-t}}_m(\omega)$, which yields

$$\sigma^\text{tot}_{\text{res}} = \sigma_{\text{res}} \left( 1 + \eta_B \ln \left( \frac{E_0}{T} \right) \right),$$

increases with temperature faster than any power-law. Interestingly, the temperature dependence of the resonant conductivity is similar to that of the zero-bias anomaly (ZBA) in the 2D diffusive (33,47). The difference between the two results is in the dimensionless parameters: the dimensionless conductance, $g = v_2 D ||$, that controls ZBA, is replaced by $\eta_{2D}$ for the resonant tunneling case.
where $\sigma_{\text{res}}$ is the electron-phonon contribution given by Eq. (31). Ignoring the logarithmic temperature dependence and using the low-temperature result for $\sigma_{\text{res}}$ [first line in Eq. (31)], one sees that the electron-electron contribution dominates over the electron-phonon one for temperatures below a characteristic temperature

$$T_L = \sqrt{\eta_B/\lambda \omega_D}. \quad (53)$$

Using Eq. (27) for $\lambda$, estimating $\eta_B$ as $e^2/\nu F$ and also the deformation-potential constant as $\Lambda \sim M s^2 \sim e^2/\omega_0$, where $M$ is the atomic mass and $\omega_0$ is the lattice constant, we obtain $T_L \sim \sqrt{s/\nu F \omega_D} \sim 10$ K. For temperatures above $T_L$ but below the saturation temperature for the electron-phonon mechanism $T_s = \lambda \omega_D$, the electron-phonon mechanism dominates. For $T \gtrsim T_s$ the electron-electron interaction wins over again. Once the electron-electron mechanism becomes the dominant one, the logarithms following the lowest order one in Eq. (52) can be summed up into a power law. Therefore, a signature for the electron-electron mechanism is a power-law scaling of the conductivity (with an exponent of order unity) both at low and high temperatures, combined with an absence of saturation at high temperatures, as it was explained in item i) of this Section. The power-law increase of the conductivity with an exponent close to one has been observed in graphite both at low and high temperatures.45

iv) Another mechanism, competing with those considered in this paper, is the zero-bias anomaly (ZBA), i.e., the interaction corrections to the tunneling density of states. This mechanism leads to the temperature dependence of the resonant tunneling conductivity via the temperature dependence of the tunneling widths even in the absence of assisted processes. The interaction correction to the tunneling density of states for a 2D electron system can be divided into parts. The first contribution, $\delta \nu_{\text{el}}(\varepsilon)$, is determined by the interaction of electrons in the absence of impurities. In a layered metal, $\delta \nu_{\text{el}}(\varepsilon)$ is energy-independent for $\varepsilon$ below the plasmon gap, which can be safely assumed to be the case, so $\delta \nu_{\text{el}}(\varepsilon)$ does not contribute to the $T$-dependence of the tunneling conductivity. The second contribution, $\delta \nu_{\text{el}}(\varepsilon)$, comes from the interplay of electron-electron and electron-impurity scatterings. In the perturbation theory, $\delta \nu_{\text{el}}(\varepsilon)$ is proportional to the inverse dimensionless conductance, $(E_F \tau)^{-1}$ times the logarithmic function of both in the ballistic and diffusive limits. On the other hand, the electron-assisted tunneling conductivity in the ballistic regime [Eq. (45)] allows for an expansion in $\eta_B \ln E_0/T$. Therefore, the electron-assisted mechanism wins over the ZBA one if $\eta_B$ is not too small: $\eta_B \gg (E_F \tau)^{-1}$. In the diffusive regime, the electron-assisted and ZBA mechanisms are, generally speaking, of the same order.

v) In Ref. 32, the insulating-like temperature dependence of $\rho_{\text{c}}(T)$ in high-$T_c$ cuprates was ascribed to resonant tunneling through a single resonant level, at energy $\Delta \varepsilon$ away the Fermi level. No assisted tunneling mechanisms were invoked: the temperature dependence was coming entirely from the thermal distribution of conduc-

tion electrons. In this model, the $T$ dependence of the tunneling conductivity is insulating-like for $T \lesssim \Delta \varepsilon$ and metallic-like for $T \gtrsim \Delta \varepsilon$. However, averaging over the energy levels eliminates the $T$-dependence. We do not think that an assumption of a single energy level is a very realistic one and therefore involve boson-assisted mechanisms, in which the $T$-dependence survives even after averaging over the energy levels (see, however, Sec. IV).

IV. COMPARISON WITH EXPERIMENT

If the total conductivity of a layered metal is a sum of the band and resonant-tunneling contributions, as specified in Eq. (41), then, depending on the parameters of the Boltzmann and tunneling parts of the conductivity, the total resistivity may exhibit a variety of $T$ dependences: purely metallic (for weak tunneling), purely insulating (for strong tunneling), minimum at low $T$, maximum at high $T$, and both minimum and maximum. Figure 3 shows some of these behavior for typical band and resonant conductivities. As an example, we consider a model with a band resistivity $\rho_B(T) = \rho_0 + a T^\eta$, with $\rho_0 = 100$ and $a = 10^{-3}$ in arbitrary units. The parameters for the phonon-assisted resonant conductivity: $\lambda = 10$, $\omega_D = 200 K$. We plot a total resistivity for different values of the elastic resonant conductivity, $\sigma_{\text{el}}$.

The appearance of the maximum in $\rho_{\text{c}}(T)$ has already been explained in Sec. II one naturally has a minimum in the conductivity (and a maximum in resistivity) when adding up increasing and decreasing functions of the temperature. The minimum in $\rho_{\text{c}}(T)$ arises if $\sigma_{\text{res}}$ is larger than $\sigma_B$ at low temperatures. If quantum interference effects can be ignored, the low-$T$ dependence of $\sigma_B$ is due to electron-electron interactions. In a Fermi liquid, $\sigma_B = \sigma_i (1 - a T E_F / \tau)$, where $\sigma_i$ is the residual conductivity due to impurities and the dimensionless coefficient $a$ parameterizes the strength of Umklapp scattering. If the resonant-tunneling conductivity decreases slower than $T^2$, the net resistivity shows an insulating behavior. In the electron-assisted mechanism, the insulating upturn must occur at low enough temperatures, if exponent $\eta_B$ of the electron-assisted mechanism [Eq. (45)] is less than two. The electron-phonon interaction is a marginal case because the low-temperature exponent equals precisely to two [see Eq. (15), first line]. In this case, whether the insulating upturn occurs or not depends on the magnitude of the electron-phonon and Umklapp interaction, and also on the amount of disorder in the sample.

Experiment shows a variety of behaviors in $\rho_{\text{c}}(T)$. For example, $\rho_{\text{c}}$ i) is purely metallic in over doped cuprates; ii) has a minimum in under doped ones; iii) is purely insulating in TaS$_2$; iv) has both a minimum and a maximum in graphite; and v) has a maximum in Sr$_2$RuO$_4$, $\kappa$-(BEDT-TTF)$_2$-Cu(SCN)$_2$, (Bi$_{0.2}$Pb$_{0.8}$)$_2$Ba$_2$Ca$_2$Cu$_3$O$_y$ and NaCoO$_2$. In our opinion, the most remarkable behavior is the one with a maximum
FIG. 3: resistivity in arbitrary units vs. temperature for various values of resonant conductivity ($\sigma_{el} = 0, 0.00175, 0.003, 0.2$). On the onset a non-monotonic low temperatures dependence for $\sigma_{el} = 0.2$.

in $\rho_\text{c}(T)$. Whereas the insulating upturns can, in principle, be ascribed to phase transitions, which open gaps over the parts of the Fermi surface, the metallic behavior of $\rho_\text{c}(T)$ at low temperatures shows unambiguously that we are dealing with a well-defined metallic state. In all cases cited above, the insulating behavior at higher temperatures is not associated with, e.g., a ferromagnetic transition, as it is the case in manganites.\textsuperscript{54} A mechanism explaining such a behavior without invoking metal-insulator transitions is suggested in this paper. In what follows, we focus on two of the materials with a maximum in $\rho_\text{c}-\text{Sr}_2\text{RuO}_4$ and $\kappa-(\text{BEDT-TTF})_2\text{Cu(SCN)}_2$-- and show that the data for these compounds can be fitted with our model.

As we have shown above, both the phonon-and electron-assisted mechanisms mechanism lead to an increase of the tunneling conductivity; the differences become important either at low enough or high enough temperatures. Given the uncertainty in other parameters of the model, we perform the fit only for the electron-phonon mechanism. The low-temperature resistivity is dominated by ordinary Boltzmann transport and, in principle, may be calculated microscopically for a given Fermi surface. However, a large number of unknown quantities, such matrix elements for scattering and a complicated band structure, make such an approach impractical. Instead, we extract the band part of the resistivity, $\rho_\text{B}^\text{c}$, from the low-temperature part of the experimental data. We use the intervals of strictly metallic $T$-dependences between 10 and 50 K for $\text{Sr}_2\text{RuO}_4$ and between 40 and 75 K for $\kappa-(\text{BEDT-TTF})_2\text{Cu(SCN)}_2$– and then extrapolate the extracted dependence of $\rho_\text{B}^\text{c}$ to higher temperatures. The resonant part of the conductivity is calculated numerically using Eq. (28). The quality of the fit and reasonable values of the parameters suggest that the phonon-assisted model is a viable mechanism of the $c$-axis anomaly at least in these compounds. The data for $\text{Sr}_2\text{RuO}_4$ shows a tendency to saturation for $T > 400$ K, which is expected for the electron-phonon mechanism. As the electron-assisted mechanism–not included in the fit–would lead to a further decrease in the resistivity, we can only speculate that effective coupling for this mechanism is very small in this material; this can be related to

FIG. 4: $\rho_\text{c}$ vs temperature. Solid: experimental data; dashed: fit into the phonon-assisted tunneling model. Top: $\text{Sr}_2\text{RuO}_4$. Fitting parameters: $\sigma_{el} = 47 \cdot 10^3 \, \text{Ω}^{-1} \, \text{cm}^{-1}$, $\omega_D = 57$ K and $\lambda = 18.5$. Bottom: $\kappa-(\text{BEDT-TTF})_2\text{Cu(SCN)}_2$. Fitting parameters: $\sigma_{el} = 1.5 \, \text{Ω}^{-1} \, \text{cm}^{-1}$, $\omega_D = 140$ K, $\lambda = 18.9$. 

shown in the top (bottom) panels of Fig. 4. The fit is shown in the bottom panel of Fig. 4. The quality of the fit and reasonable values of the parameters suggest that the phonon-assisted model is a viable mechanism of the $c$-axis anomaly at least in these compounds. The data for $\text{Sr}_2\text{RuO}_4$ shows a tendency to saturation for $T > 400$ K, which is expected for the electron-phonon mechanism. As the electron-assisted mechanism–not included in the fit–would lead to a further decrease in the resistivity, we can only speculate that effective coupling for this mechanism is very small in this material; this can be related to
a rather large distance between the planes. At temperatures above 700 K (not shown in Fig. 1), the resistivity starts to rise slowly again. Although a re-entrant metallic behavior is not explained directly by our model, it can be understood if one recalls that for temperatures above the bandwidth of the resonant levels, the impurity band can be effectively replaced by a single level. As we have explained in Sec. III, in a single-level model the thermally activated resonant-tunneling conductivity is insulating-like for temperatures below the energy difference between the resonant level and metallic-like for higher temperatures.

V. SUMMARY

In this work, we suggested an explanation of the non-metallic temperature dependence of resistivity, observed in various layered metals. This explanation is based on the interplay between two conduction channels of transport: the band one with metallic-like temperature dependence and the resonant-tunneling one with the insulating-like temperature dependence. We developed a theory of electron-assisted tunneling that complements the previously known theory of phonon-assisted tunneling. According to our picture, the low-temperature part of the resistivity is determined by relaxation of quasi-momentum due to the electron-electron and electron-phonon interaction. At higher temperatures, the electron-assisted and phonon-assisted mechanisms increase the probability of resonant transmission and lead to a decrease of resistivity with temperature.

Our model relies heavily on the assumption that resonant sites are indeed present in real materials. Although there is evidence that inter-plane disorder does enhance the $c$-axis conductivity, a more direct verification of the resonant-level hypothesis is needed at the moment. A combination of experimental techniques, in which disorder is introduced controllably and detected spectroscopically, with first-principle computational techniques should help to resolve the issue. Such an approach which combines low-dosage intercalation of graphite with first-principle calculations of the energy levels of intercalated impurities is currently being pursued.
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APPENDIX A: DERIVATION OF EQ. 31

At low temperatures $T \ll \omega_D$, the upper limit of the integration over frequency in second term of Eq. (28) can be extended ro infinity

$$f(t) = \int_0^\infty d\omega \frac{\omega}{\omega_D^2} \left[ (1 - \cos(\omega t)) \left( \coth \frac{\omega}{2T} - 1 \right) \right] +$$

$$+ \int_0^{\omega_D} d\omega \frac{\omega}{\omega_D} \left( 1 - e^{i\omega t} \right). \quad (A1)$$

For $T \ll \omega_D/\sqrt{\lambda}$, one can expand the exponential in Eq. (29) as follows

$$\frac{\sigma_{\text{res}}}{\sigma_{\text{el}}} = e^{-\lambda/2} \int dt \frac{i\pi T^2}{\sinh^2(\pi T t + i\theta)} \left[ 1 + \lambda \int_0^{\omega_D} d\omega e^{i\omega t} \right].$$

Using identities

$$\int_{-\infty}^{\infty} \frac{x}{\sinh^2(\pi x + i\theta)} \, dx = -\frac{i}{\pi}$$

and

$$\int_{-\infty}^{\infty} x e^{ipx} \, dx = i \pi \left( \coth \frac{p}{2} - 1 - \frac{p}{2} \sinh^{-2} \left( \frac{p}{2} \right) \right)$$

we get

$$\sigma_{\text{res}} \sigma_{\text{el}} = e^{-\lambda/2} \left[ 1 + \frac{\pi^2 \lambda T^2}{3 \omega_D^2} \right].$$

Next, we consider the case of $\omega_D/\sqrt{\lambda} \ll T \ll \omega_D$. Performing integration over frequency, we find the low-temperature asymptotics of $\sigma_{\text{res}}/\sigma_{\text{el}}$

$$\frac{\sigma_{\text{res}}}{\sigma_{\text{el}}} = e^{-\lambda/2} \left[ 1 + \frac{\pi^2 \lambda T^2}{3 \omega_D^2} \right].$$

The time integration in Eq. (29) can be performed in the saddle point approximation, where the saddle point solution is to be found from

$$-\lambda f'(t) - 2\pi T \coth(\pi T t) + \frac{1}{t} = 0. \quad (A4)$$

Recalling that $T \ll \omega_D$, Eq. (A1) can be simplified further

$$\frac{2 \cot(y)}{\sin^2(y)} = -\frac{\omega^2}{\pi T^2 y} + \frac{2}{\lambda} \left( \frac{\omega_D}{\pi T} \right)^2 \cot(y) = 0, \quad (A5)$$

where $y = -i\pi T t$. Solving Eq. (A5) to leading order in $\omega_D/T$, we find

$$t^* = \frac{i}{2T}.$$ 

As a result, we find that for $\omega_D/\sqrt{\lambda} \ll T \ll \omega_D$ the resonant tunneling conductivity is given by

$$\frac{\sigma_{\text{res}}}{\sigma_{\text{el}}} = \exp \left( -\frac{\lambda}{2} + \frac{\lambda}{\pi} \left( \frac{\pi T}{\omega_D} \right)^2 \right).$$
For high temperatures \( T \gg \omega_D \), the function \( f(t) \) can be approximated by
\[
f(t) \approx \frac{\omega_D}{3}(t^2 - it).
\] (A6)

The resonant conductivity in this temperature range is given by
\[
\frac{\sigma_{res}}{\sigma_{el}} = \int dt \frac{i\pi t}{\sinh^2(\pi t + i0)} \exp \left(-\frac{\omega_D}{3T}(t^2 - it)\right).
\] (A7)

For \( \omega_D/T \gg 1 \), the integral in Eq. (A7) is evaluated by the saddle point approximation, yielding
\[
\frac{\sigma_{res}}{\sigma_{el}} = \pi \sqrt{\frac{3\pi T}{4\omega_D}} \exp \left(-\frac{\lambda\omega_D}{12T}\right).
\] (A8)

For \( \omega_D/T \ll 1 \), the exponent in Eq. (A7) can be expanded leading to
\[
\frac{\sigma_{res}}{\sigma_{el}} = \int dt \frac{i\pi t}{\sinh^2(\pi t + i0)} \left(1 - \frac{\omega_D}{3T}(t^2 - it)\right) = 1 - \frac{\lambda\omega_D}{9T}.
\] (A9)
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