CEA-JSI Experimental Benchmark for validation of the modeling of neutron and gamma-ray detection instrumentation used in the JSI TRIGA reactor
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Abstract—Constant improvements of the computational power and methods as well as demands of accurate and reliable measurements for reactor operation and safety require a continuous upgrade of the instrumentation. In particular, nuclear sensors used in nuclear fission reactors (research or power reactors) or in nuclear fusion facilities are operated under intense mixed neutron and gamma-ray fields, and need to be calibrated and modeled to provide selective and accurate neutron and gamma-ray measurements.

The French Atomic Energy and Alternative Energies Commission (CEA) and the Jožef Stefan Institute (JSI) have started an experimental program dedicated to a detailed experimental benchmark with analysis using Monte Carlo particle transport calculations and a series of neutron and gamma-ray sensor types used in the JSI TRIGA Mark II reactor.

CEA has set up a simplified TRIPOLI-4® modeling scheme of the JSI TRIGA reactor based on the information available in the IRPhEP benchmark in order to facilitate analysis of future neutron and gamma-ray measurements. These allow the CEA to perform a TRIPOLI-4 instrumentation calculation scheme benchmarked with the JSI MCNP model.

This paper presents the main results of this CEA calculation scheme application and the analysis of their comparison to the JSI results obtained in 2012 with the MCNP5 & ENDF/B-VII.0 calculation scheme. This paper will conclude with some information about the new experimental program to be carried out in 2022 in the TRIGA reactor core.
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I. INTRODUCTION

The collaboration on nuclear instrumentation between the CEA Experimental Physics, Safety experiment and Instrumentation Section (SPESI) and the Reactor Physics Division of the Jožef Stefan Institute (JSI) started in 2008 in the frame of the bilateral agreement signed in 2006 between the CEA and the Slovenian Ministry of Higher Education, Science and Technology [1]. The mutual interest relies on the needs for a detailed neutron and gamma-ray characterization of the 250 kW TRIGA reactor for JSI and a need to diversify the available irradiation facilities for instrumentation testing for CEA.

The Instrumentation, Sensors and Dosimetry Laboratory (LDCI), a subsection of CEA SPESI, has been designing, manufacturing and using nuclear sensors dedicated to R&D and power nuclear reactors for a long time.

The reference model of the reactor core using Monte Carlo N-particle transport code (MCNP) [2] was published in a detailed NEA report available in the International Reactor Physics Evaluation Project (IRPhEP) handbook [3]. It revealed that the detailed MCNP5 model of the TRIGA reactor provides a satisfactory agreement with the measurements: The average deviations within the active fuel height are indeed less than 5%, which is the approximate value of the combined uncertainty of measurements and modeling assumptions.

However, a set of experimental measurements could complete the characterization of the neutron flux and the photon flux of this benchmark. On the other hand, a comparison between the modeling schemes TRIPOLI-4 and MCNP should allow an improvement of the interpretation of the experimental results with in particular the recent improvement of the modelling of the prompt and delayed photons.

Thus, LDCI has proposed to develop a Monte Carlo model using the 4th generation of the tridimensional Monte Carlo code for polykinetic continuous-energy radiation transport [4], TRIPOLI-4® version 11.0 (2020). This paper presents the TRIPOLI calculation scheme and the first analysis of the comparison of the results with those of the JSI one.
II. DESCRIPTION OF THE MEASURE: MINIATURE FISSION CHAMBERS

The specificity of the measurements of the 2011-2012 benchmark lies on absolute fission rates measured by two miniature fission chambers (FC) provided by LDCI [5] (see Fig. 1), which assembled a $^{235}$U fission chamber (FC5) and a $^{238}$U fission chamber (FC8) in its fission chamber workshop at CEA Cadarache [6].

![Image](https://doi.org/10.1051/epjconf/202125304018)

Both FC5 and FC8 consist of a 4 mm long active part, which composition is detailed in NEA report [2]. The measurements were carried out in two different series of steady-state reactor power levels: one with FC5 at nominal power 103.5 W and the other with FC8 at 1034 W. One should notice that the nominal power is determined based on measurement from ex-core neutron detector without taking into account the uncertainty and possible variations (e.g. due to control rods movements) of the conversion factor between the nominal factor and the FC. Measurements were performed in the axial (Z) direction by a pneumatic system from above the core upper grid to below the core lower grid. The FCs are guided inside an aluminum tube filled with water. 9 measurement positions (MP) are explored as shown in the Fig. 2: 6 having a 8 mm diameter (MP14 to 15 and 21 to 23) and 3 around the central channel having a larger diameter (10.5 mm, MP17, 20 and 25).

![Image](https://doi.org/10.1051/epjconf/202125304018)

Fig. 2. Schematic of the JSI TRIGA core upper grid with denoted measuring positions.

III. DESCRIPTION OF THE TRIPOLI-4 MODEL

LDCI built the TRIPOLI-4 model applying four general principles.

The first principle is to be as rigorously identical as possible to the JSI MCNP model published in the NEA report. The MCNP model is translated in the TRIPOLI-4 format, keeping the same geometric and composition values, as well as identical modeling assumptions. For example, the fuel in standard fuel elements and fuel-follower control rods are modeled fresh, FCs are not physically depicted into their guide tubes (the fission rates being collected into a 4 mm long water cylinder instead), etc.

The second principle is to use surface-based volumes only (no TRIPOLI-4 combinatory volume nor ROOT-based volume [7], as a reminder “volume” in TRIPOLI-4 is the exact equivalent of a MCNP “cell”). Not only do these surface-based volumes speed-up computation, but in addition they can eventually supply CAD / MCNP / TRIPOLI-4 automatic converters or viewers, such as McCAD [8] or MCAM [9].

The third principle is to use the point-wise nuclear cross section library supplied by default with TRIPOLI-4.11.0, CEAv5.1.2. CEAv5.1.2 is mainly based on JEFF-3.1.1 [10] for transport cross-sections and contains point-wise IRDF-2002 cross-sections [11], which are used to calculate $^{235}$U and $^{238}$U fission rates in FCs.

The fourth principle is to use the same control rods positions as the two MCNP models used to provide the MCNP results in the NEA report.

The main difference between the TRIPOLI-4 and MCNP models lies in the absence of transformation matrixes in TRIPOLI-4.11.0. As the JSI TRIGA core is composed of 6 rings (with an additional one for the rotary groove) at regular angle pitch, 161 transformation matrixes allow the MCNP code to automatically copy and move each of the different generic geometries (one for a standard fuel elements, one for a fuel-follower control rod, etc.). For the TRIPOLI-4 model, LDCI...
created a LibreOffice Calc file for each generic geometry, which automatically generates TRIPOLI-4 surface-based volumes from the values of the MCNP transformation matrices. The TRIPOLI-4 volumes obtained are then copied and pasted into the TRIPOLI-4 data file, which leads to a longer data file only for the geometry section.

Fig. 3 and Fig 4, respectively illustrate a side view and a top view of the TRIPOLI-4 model obtained in FC5 configuration.

IV. FROM MONTE CARLO RAW RESULTS TO ABSOLUTE TOTAL FISSION RATES

As with the MCNP models, the neutron source is normalized to one in the TRIPOLI-4 models. Thus, two normalization factors (one for FC5 and the other for FC8) must be processed in order to convert the fission rates obtained in the MCNP or TRIPOLI-4 results in order to compare to the FC absolute fission rates. Even if the irradiations are always performed with a critical core ($k_{eff}$ is exactly 1), the use of fresh fuel in the models leads to $k_{eff}$ values different from 1 in the criticality calculations. The normalization factor $K$ to be applied to Monte Carlo microscopic fission rates to obtain the absolute macroscopic fission rates in FC5 or FC8 deposits is given in equation (1):

$$K = \frac{P \cdot \bar{\nu}}{w_f k_{eff}} \cdot N,$$

With $P$ the thermal power (unit: W), $\bar{\nu}$ the average number of neutrons released per fission (no unit), $w_f$ the average deposited energy by fission event (unit: J) and $N$ the number of uranium atoms in the FC deposit (unit: $\times 10^{24}$). The unit of $K$ is then:
×10^{-24}/s. LDCI used for the present work the NEA report values for \( P \) (103.5 W for FC5 and 1034 W for FC8), \( \bar{\nu} \) (2.439) and \( w_f \) (193.7 MeV converted to J).

LDCI calculates \( N \) values for FC5 and FC8 of respectively 2.270 × 10^{16} atoms and 2.319 × 10^{17} atoms and obtained \( k_{\text{eff}} \) values of 1.04829 for FC5 and 1.04857 for FC8 (with statistical uncertainties of ±2.0 pcm and ±1.4 pcm at \( k_{\text{eff}} = 1 \)) with TRIPOLI-4 models. The \( k_{\text{eff}} \) values obtained with TRIPOLI-4.11.0 & CEAV5.1.2 (mainly based on JEFF-3.1.1) for FC5 and FC8 differ only by -106 pcm and -108 pcm from MCNP5 & ENDF/B-VII.0 \( k_{\text{eff}} \) results (i.e. ±0.10%, MCNP statistical uncertainties being of ±2 pcm). The recalculated values of the \( K \) factors for FC5 and FC8 are respectively 1.76 × 10^{-5} and 1.80 × 10^{-7}. These values differ by -1.2% and -1.4% from those published in the NEA report. In the present work, the \( K \) recalculated values are used not only for the TRIPOLI-4 results, but also for the MCNP ones (the MCNP results in the NEA report are multiplied by 0.9884 for FC5 and 0.9865 for FC8).

V. ABSOLUTE FISSION RATES RESULTS: COMPARISON BETWEEN THE MODELING RESULTS AND THE BENCHMARK-MODEL MEASUREMENTS

JSI carried out thorough uncertainty estimation work on raw absolute fission rates measurements to provide benchmark-model measurements, which take into account some biases due to the modeling assumptions, such as fresh fuel or absence of modeling of the real FC geometries. Only one small diameter MP and far from the central channel (MP14) and one large diameter MP and close to the central channel (MP25) are illustrated in the present work. These illustrations depict the comparisons between TRIPOLI-4.11.0 & CEAV5.1.2 & IRDF-2002 (TRI4), MCNP5 & ENDF/B-VII.0 (MCNP), and benchmark-model measurements (Meas). Fig. 5 and Fig. 6 correspond respectively to FC5 and FC8 in MP14. Fig. 7 and Fig. 8 correspond respectively to FC5 and FC8 in MP25. A diagram of a standard fuel element at the same altitudes accompanies all figures to facilitate analysis. Similar to the corresponding figures in the NEA report for MCNP, a green line provides the results of a fine grid (4 mm window every mm, as for MCNP) with dedicated dots with error bars when the altitude corresponds to an experimental position. As for MCNP, the error bars associated with TRI4 quadratically combine the Monte Carlo statistical uncertainty and ±2.6% for FC5 or ±2.7% for FC8 (corresponding to the combined uncertainties of the \( K \) factor and the nuclear data). As published in the NEA report, the measurements error bars contain not only the uncertainty of the count rate of the real measurement, but also all the uncertainties of the modeling assumptions (e.g. fresh fuel). When TRI4 and benchmark-model measurements are compared in these figures, the present work uses the same convention as the NEA report for the error bars, i.e. a sum of the two uncertainties, \( \sigma_{\text{SUM}} \), instead of a quadratic combination, \( \sigma_{\text{QUAD}} \). Nevertheless, in these figures, the comparison between TRI4 and MCNP uses ±\( \sigma_{\text{QUAD}} \) error bars made by the quadratic combination of each of their statistical uncertainties and the nuclear data library uncertainties estimated in the NEA report as ±1.4% for FC5 and ±1.6% for FC8. \( K \) factors being theoretically identical for TRI4 and MCNP, their combined uncertainty does not considers it.

As MCNP model absolute fission rates and benchmark-model measurements are accessible in the NEA report, only TRIPOLI-4 absolute fission rates are presented in the present work: FC5 ones in Table I and FC8 in Table II for every MPs, except MP20, which is in Table III for both FC5 and FC8. “Val.” means the absolute fission rate and “\( \sigma_{\text{SUM}} \)” means only the statistical uncertainty (i.e. without ±2.6% for FC5 or ±2.7% for FC8 due to the combined uncertainty of the \( K \) factor and the nuclear data).
Let consider the difference between TRI4 and MCNP relatively to their $\sigma_{QUAD}$: \( \frac{\text{TRI4-MCNP}}{\sigma_{QUAD}} \). Let now consider the axial profiles obtained in the 9 MPs, which correspond to a benchmark-model measurement set of 220 values for FC5 and 159 for FC8 (the Z = +35.7 cm altitude in MP20 is outside modeling volume for the MP, so it is not taken into account). \( \frac{\text{TRI4-MCNP}}{\sigma_{QUAD}} \) is on average -0.7 for FC5 and -0.2 for FC8, with respective standard deviation of ±1.6 for FC5 and ±3.1 for FC8. Thus, there is a light negative bias between TRI4 and MCNP (especially for FC5) as well as standard deviations greater than one $\sigma_{QUAD}$ (especially for FC8). However, the high standard deviation for FC8 masks a tendency to obtain positive values of \( \frac{\text{TRI4-MCNP}}{\sigma_{QUAD}} \) above Z = 0 and vice-versa below Z = 0, as encountered between MCNP and benchmark-model measurements, which are ±5% for both FC5 and FC8. Therefore, TRI4 and MCNP give reasonably similar results with respect to the uncertainties of the benchmark-model measurements.

Let now consider the difference between the absolute fission rates from TRI4 and from benchmark-model measurements with respect to their $\sigma_{QUAD}$ in the 9 MPs at every altitude: \( \frac{\text{TRI4-Meas}}{\sigma_{QUAD}} \). The average is -1.4 for FC5 and -1.8 for FC8, with respective standard deviations of ±1.0 for FC5 and ±1.8 for FC8. These values show a negative bias between TRI4 and the measurements and a standard deviation for FC8, which exceeds the expected ±1 value. Nevertheless, the study of \( \frac{\text{TRI4-Meas}}{\sigma_{QUAD}} \) throughout the altitudes shows that, as encountered between MCNP and benchmark-model measurements, the Monte Carlo simulations are not satisfactory at extreme altitudes corresponding to the regions around the edge and outside of the active fuel height.
this discrepancy. Nevertheless, for verification and validation purposes, both of the TRi4 and MCNP models using fresh fuel are not sufficiently satisfactory.

### Table I

| Z  | MP14 | MP15 | MP16 | MP17 |
|----|------|------|------|------|
| (cm) | Val. | $\sigma_{\text{Stat}}$ | Val. | $\sigma_{\text{Stat}}$ | Val. | $\sigma_{\text{Stat}}$ | Val. | $\sigma_{\text{Stat}}$ |
| -54.2 | 427 | ±7 | 569 | ±8 | 655 | ±9 | 727 | ±9 |
| -40.2 | 1081 | ±12 | 1311 | ±13 | 1482 | ±14 | 1792 | ±15 |
| -35.2 | 1896 | ±15 | 2006 | ±15 | 2089 | ±16 | 2839 | ±18 |
| -30.2 | 4716 | ±23 | 4925 | ±22 | 4505 | ±22 | 5894 | ±26 |
| -25.2 | 8848 | ±32 | 9364 | ±32 | 679 | ±33 | 1199 | ±36 |
| -22.7 | 10188 | ±34 | 10447 | ±34 | 11114 | ±35 | 13598 | ±39 |
| -20.2 | 10730 | ±35 | 9714 | ±32 | 10386 | ±33 | 13721 | ±38 |
| -17.7 | 11980 | ±37 | 10484 | ±33 | 11279 | ±34 | 15618 | ±40 |
| -15.2 | 13500 | ±39 | 12431 | ±36 | 13472 | ±37 | 18564 | ±44 |
| -12.7 | 15041 | ±41 | 14701 | ±38 | 15132 | ±39 | 21233 | ±47 |
| -10.2 | 16144 | ±42 | 15351 | ±40 | 16755 | ±41 | 23321 | ±49 |
| -7.7 | 16645 | ±43 | 16185 | ±41 | 17166 | ±42 | 24525 | ±51 |
| -5.2 | 16612 | ±43 | 16468 | ±42 | 18042 | ±43 | 25081 | ±51 |
| -3.7 | 16508 | ±43 | 16153 | ±41 | 17792 | ±42 | 25012 | ±51 |
| -0.2 | 15854 | ±42 | 15456 | ±40 | 16883 | ±41 | 24152 | ±50 |
| +4.8 | 13919 | ±39 | 13034 | ±37 | 14298 | ±38 | 21096 | ±47 |
| +9.8 | 11304 | ±36 | 10167 | ±33 | 11133 | ±34 | 16652 | ±41 |
| +14.8 | 8553 | ±31 | 7046 | ±27 | 7618 | ±28 | 11457 | ±35 |
| +17.3 | 7692 | ±29 | 6703 | ±27 | 7109 | ±27 | 10043 | ±32 |
| +19.8 | 7000 | ±28 | 6681 | ±27 | 7067 | ±27 | 9230 | ±32 |
| +22.3 | 5902 | ±26 | 5644 | ±25 | 5932 | ±25 | 7480 | ±29 |
| +24.8 | 4541 | ±23 | 4085 | ±21 | 4251 | ±21 | 5378 | ±25 |
| +29.8 | 2282 | ±15 | 1539 | ±12 | 1403 | ±12 | 2113 | ±15 |
| +34.8 | 1347 | ±13 | 1076 | ±11 | 1154 | ±12 | 1548 | ±13 |

### Fig. 8

Axial absolute fission rates (\(\text{s}^{-1}\)) in MP25 in FC8 model versus the altitude \(Z\) (cm) with a schematic of a standard fuel element at same altitudes.
TABLE II
TRIPOLI-4.11.0 & CEAV5.1.2 & IRDF-2002 FC8 ABSOLUTE FISSION RATES
(UNIT: PER SECOND)

| Z  | MP14 | MP15 | MP16 | MP17 |
|----|------|------|------|------|
| (cm) | Val. | σStat | Val. | σStat | Val. | σStat | Val. | σStat |
| -46.3 | 15 | ±0 | 20 | ±0 | 23 | ±0 | 26 | ±0 |
| -41.3 | 39 | ±0 | 50 | ±0 | 56 | ±0 | 67 | ±0 |
| -36.3 | 71 | ±0 | 80 | ±0 | 90 | ±0 | 112 | ±1 |
| -31.3 | 181 | ±1 | 196 | ±1 | 215 | ±1 | 270 | ±1 |
| -26.3 | 379 | ±1 | 452 | ±1 | 501 | ±1 | 592 | ±1 |
| -21.3 | 581 | ±1 | 757 | ±1 | 857 | ±1 | 1028 | ±2 |
| -16.3 | 841 | ±1 | 1187 | ±2 | 1399 | ±2 | 1707 | ±2 |
| -11.3 | 1047 | ±2 | 1532 | ±2 | 1822 | ±2 | 2238 | ±2 |
| -6.3 | 1118 | ±2 | 1692 | ±2 | 2019 | ±2 | 2493 | ±3 |
| -1.3 | 1082 | ±2 | 1634 | ±2 | 1955 | ±2 | 2453 | ±3 |
| +3.7 | 958 | ±2 | 1413 | ±2 | 1688 | ±2 | 2182 | ±2 |
| +8.7 | 785 | ±1 | 1125 | ±2 | 1343 | ±2 | 1762 | ±2 |
| +13.7 | 581 | ±1 | 788 | ±1 | 937 | ±2 | 1240 | ±2 |
| +18.7 | 385 | ±1 | 471 | ±1 | 533 | ±1 | 693 | ±1 |
| +23.7 | 240 | ±1 | 258 | ±1 | 285 | ±1 | 359 | ±1 |
| +28.7 | 113 | ±1 | 100 | ±0 | 104 | ±1 | 141 | ±1 |
| +33.7 | 66 | ±0 | 56 | ±0 | 62 | ±0 | 83 | ±0 |

TABLE III
TRIPOLI-4.11.0 & CEAV5.1.2 & IRDF-2002 FC20 ABSOLUTE FISSION RATES
(UNIT: PER SECOND)

| Z (cm) | FC5 | Val. | σStat |
|-------|-----|------|-------|
| -45.2 | 750 | ±9 |
| -40.2 | 1779 | ±14 |
| -35.2 | 2854 | ±18 |
| -30.2 | 5907 | ±26 |
| -27.7 | 9132 | ±32 |
| -25.2 | 11900 | ±36 |
| -22.7 | 13483 | ±38 |
| -20.2 | 13588 | ±38 |
| -17.7 | 15216 | ±40 |
| -15.2 | 18086 | ±43 |
| -12.7 | 20599 | ±46 |
| -10.2 | 22435 | ±48 |
| -7.7 | 23660 | ±49 |
| -5.2 | 24302 | ±50 |
| -2.7 | 24132 | ±50 |
| -0.2 | 23297 | ±49 |
| +2.3 | 22095 | ±48 |
| +4.8 | 20415 | ±46 |
| +7.3 | 18336 | ±44 |
| +9.8 | 16066 | ±41 |
| +12.3 | 13612 | ±38 |
| +14.8 | 11157 | ±34 |
| +17.3 | 9883 | ±32 |
| +19.8 | 9127 | ±31 |
| +22.3 | 7444 | ±29 |
| +24.8 | 5291 | ±24 |
| +29.8 | 2042 | ±14 |
| +34.8 | 1535 | ±14 |

VI. CONCLUSION

Thanks to the CEA-JSI benchmark published in the IRPhE Project handbook, LDCI was able to set up Monte Carlo model of the neutron transport in the JSI TRIGA Mark II reactor using the CEA reference code: TRIPOLI-4. Associated to a JEFF-3.1.1 library for transport cross-sections and IRDF-2002 for fissile cross-sections. Results are satisfactory, compared to the JSI MCNP5 & ENDF/B-VII.0 model or the benchmark-model measurements results. Nevertheless, the use of fuel modeled fresh, without any absorbent fission product or transuranic elements, might be the reason why the simulations move away from the measurements outside the peak flux altitude and to a k-eff value well above 1, whatever Monte Carlo code is used. Even if this is not a major drawback for instrumentation predesign, this simplification of fuel modeling may become problematic for validation and verification purposes, especially if coupled neutron and gamma-ray transport has to be considered. The new experimental campaigns scheduled in 2022, involving not only miniature fission chambers, but also thorough activation dosimetry campaign, some self-powered detectors, thermoluminescent dosimeters, ionization chambers and calorimeters, are expected to drastically improve the TRIPOLI-4 and MCNP models used by CEA and JSI. These new calculation schemes should use the most up-to-date Monte Carlo codes and nuclear data libraries, such as TRIPOLI-4.11.1 with JEFF-3.3 [12] and IRDFF-II [13] or MCNP6.2 [14] with ENDF/B-VIII.0 [15].
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