Machine learning adaptation for laminar and turbulent flows: applications to high order discontinuous Galerkin solvers
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Abstract We present a machine learning-based mesh refinement technique for steady and unsteady flows. The clustering technique proposed by Otmani et al. [1] is used to mark the viscous and turbulent regions for the flow past a cylinder at Re=40 (steady laminar flow) and Re=3900 (unsteady turbulent flow). Within this clustered region, we increase the polynomial order to show that it is possible to obtain similar levels of accuracy to a uniformly refined mesh. The method is effective as the clustering successfully identifies the two flow regions, a viscous/turbulent dominated region (including the boundary layer and wake) and an inviscid/irrotational region (a potential flow region). The data used within this framework are generated using a high-order discontinuous Galerkin solver, allowing to locally refine the polynomial order (p-refinement) in each element of the clustered region. For the steady laminar test case we are able to reduce the computational cost up to 32% and for the unsteady turbulent case up to 33%.
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1 Introduction

Within the context of computational fluid dynamics (CFD) and the modeling of complex physical phenomena, there is a continuous effort to reduce the cost of the numerical simulations while increasing the level of accuracy. One methodology along these lines, that has been used extensively across the
literature, is to use local refinement (e.g., by augmenting locally to quality of the mesh or by increasing the local polynomial order of approximation within the perspective of higher-order solvers). This allows to reduce the number of degrees of freedom and the associated simulation cost while increasing the solution accuracy, especially in particular regions of interest. This is the case for flows where viscous and turbulent regions can be clearly separated from inviscid regions. Flows belonging to this category include bluff bodies (e.g., cylinders) and aerodynamical shapes (e.g., airfoils). In these types of flow, the boundary layer and wake require local mesh refinement while the potential flow regions, away from walls and the wake, can be resolved using a coarser mesh resolution.

To perform the local refinement it is necessary to define some criteria, which will identify the location and the level of refinement required. These sensors can be classified, see [2], into three distinct categories. The feature-based indicators [3, 4, 5], the local error-based indicators [6, 7, 8] and the goal-oriented indicators [9, 10, 11]. The feature-based indicators are deduced from physical or theoretical properties of the flow, and by observation of how these influence the different aerodynamical quantities (e.g., lift, drag). These methods are deemed as inexpensive and straightforward to implement, but typically lack robustness and can be case dependent. The second group of indicators, the local error-based, identifies regions that need to be refined depending on high values of quantified error. This can be defined as the difference between the numerical and the exact solution (or an approximation of it). It requires the solution in various levels of meshes and can become relatively expensive before reaching a suitable numerical setup. The goal-oriented indicators evaluate the contribution of the error related to a specific target functional (e.g., adjoint-based), but it is costly as a new system of equations needs to be solved.

In this work, we concentrate on the first approach, the feature-based adaptation, since it constitutes a cost-effective method of locating the regions of interest and adjusting the local degrees of freedom. We propose a new robust methodology which removes some of the typical drawbacks of feature-based methods. For instance, one of the drawbacks of feature-based adaptation is the use of sensors which are related to physical quantities. An arbitrary threshold parameter is used to define the isosurface based on the feature. The isosurface defines the boundary between the regions requiring refinement and the rest of the domain. The threshold defining the isosurface is an arbitrary user-defined parameter that defines the region (or elements in the mesh) selected for refinement. Feature based adaptation typically needs an iterative trial-and-error process to define a suitable threshold parameter and to obtain convergence in the aerodynamic functionals (e.g., lift, drag). This paper employs a machine learning-based methodology to select the refinement regions while avoiding the iterative process needed to specify it.

The development of machine learning (ML) techniques during the past decade has percolated into natural sciences and engineering [12, 13, 14]. Specifically, on the topic of flow region recognition, ML and CFD have been combined using a supervised machine learning-based framework [15] to identify the flow
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State (turbulent or non-turbulent flow). Different training datasets at different Reynolds numbers are used to train Extreme Gradient Boosting (XGBoost). This model can efficiently generate a robust detector for identifying turbulent regions for a flow past a circular cylinder. In the same context, a machine learning algorithm has been used in \[16\] to distinguish the grid cells that contain part of the boundary layer, shock waves, or external inviscid flow from RANS solutions. Within the framework of mesh adaptation, The authors of \[17\] introduced artificial neural networks to perform $h$-adaptation by predicting the desired element aspect ratio from readily accessible features of the primal and adjoint solutions. The neural network models not only reproduced the correct anisotropy for cases in the training data set, but they could also generalize to flow fields not considered during training. Yang et al. \[18\] proposed a work in $h$-refinement in which a feedforward neural network is used for adaptive mesh refinement.

In this work, we study the capabilities of the clustering technique developed in \[1\] as a mesh adaptation sensor. This clustering technique is capable of separating the flow into two regions, a viscous and turbulent dominated region (boundary layer and wake region) and an inviscid, irrotational region (outer flow region). The clustering technique is effective, as presented in the numerical experiments of this paper, in turbulent and laminar test cases. The Gaussian Mixture Model (GMM) model along with a feature space used in \[1\] is parameter free and does not require the tuning of any threshold value.

The viscous-dominated region requires a finer mesh than the inviscid region. Therefore, we propose to use a high-order polynomial approximation to solve the viscous-dominated region and a low-order polynomial approximation for the inviscid region. The aim is to accurately predict the flow features and get an equivalent solution to that of a uniform high polynomial order at a reduced cost. One advantage of having only two regions is that the computational overhead related to the mortar computation is reduced (compared to other techniques that use different polynomial orders for every element in the domain \[19\] \[20\]). Additionally, the clustering-adaptation is performed only once when the flow is developed (for steady and unsteady simulations). This simplifies the load-balancing process required for parallel computations.

The rest of this paper is organized as follows. Initially, we present the methodology in section 2, including the clustering technique and the adaptation algorithm. Then, in section 3 we present the results along with the analysis of the numerical experiments for the flow past a cylinder at Re=40 (steady laminar regime) and Re=3900 (unsteady turbulent regime).

2 Methodology

In this section, we define the clustering technique and introduce the details of the flow invariants necessary for the cluster. Also, we present the adaptation algorithm and a brief description of the high-order solver used to carry out the simulations.
2.1 Clustering of viscous/turbulent flow region

To classify different flow regions, we use the technique proposed in [1], where the principal invariants of the strain and rotational rate tensors were used as input to the Gaussian Mixture Model (see next section) to identify the two flow regions (a viscous rotational and inviscid irrotational region). The feature space used as input to the GMM relies on Galilean invariants of the flow. The feature space is $E = \{ Q_S, R_S, Q_\Omega \}$, where $Q_S$ and $R_S$ are the two principal invariants of the strain rate tensor $S$ defined as

$$Q_S = \frac{1}{2} \left( (\text{tr}(S))^2 - \text{tr}(S^2) \right),$$

$$R_S = -\frac{1}{3} \text{det}(S).$$

$S$ is the strain rate tensor given by $S = (J + J^T)/2$ and $J = \nabla U$ is the gradient of the velocity field $U = (u, v, w)$. The first invariant of the strain rate tensor $Q_S$ is relevant in indicating regions of high local viscous dissipation rate of the kinetic energy $\epsilon = -4\mu Q_S [21]$, where $\mu$ is the dynamic viscosity of the flow. $R_S$ is the second strain rate tensor invariant which indicates strain production or destruction in the flow field [22]. The rotational rate tensor $\Omega$ has one invariant defined as:

$$Q_\Omega = -\frac{1}{2} \left( \text{tr}(\Omega^2) \right),$$

where $\Omega = (J - J^T)/2$. $Q_\Omega$ indicates rotational regions in the flow field as it is proportional to enstrophy density $\xi$ [21]. The GMM along with the feature space $E$ is used to detect two flow regions, a rotational viscous dominated region and an inviscid irrotational region. This methodology is applied in two different flow regimes, a laminar flow past a cylinder at $Re = 40$ and a turbulent flow past a cylinder at $Re = 3900$.

2.2 Gaussian Mixture Model (GMM)

The Gaussian Mixture Model is an unsupervised machine learning algorithm that assigns data to different cluster membership probabilities. Each point in the data will follow a certain Gaussian distribution based on a probability measure. The number of clusters must be selected before training.

The GMM considers the data as a combination of normal distributions. Each of the normal distributions is characterized by its mean and variance parameters. This model estimates these parameters by performing a maximum likelihood estimation. One of the common methods used to perform this estimate is the expectation-maximization method [23]. The expectation maximization method is an iterative process to estimate the parameters of a probability density through maximization of a likelihood function. This process is essentially done in two steps, the expectation step and the maximization step. In the expectation step, the conditional expectation of the given data
is computed after randomly initializing the parameters. In the maximization step, the likelihood of the data is maximized and then a new estimation of the parameters is given. The algorithm will repeat the expectation and maximization steps iteratively until it reaches the convergence tolerance where the expected values computed in the expectation step do not change significantly.

The number of normal components (clusters) is $N = 2$ as we want to identify two distinct flow regions, a viscous/turbulent-dominated rotational region (boundary layer and wake region) and an inviscid irrotational region (outer region). This model is implemented using the Gaussian mixture class in the scikit-learn Python library [24].

2.3 Cluster based adaptation

The regions identified by the clustering technique will be used for local $p$-adaptation. The clustering technique will assign to each degree of freedom in the mesh two membership probabilities of belonging to the regions of interest. The probability $p_c$ for the clustered viscous/turbulent region and $p_i$ for the outer region. Within each element, the mean of membership probabilities $p_{cj} | j = 1, p_{ij} | j = 1$ for each region is computed as follows,

$$\bar{p}_v = \frac{1}{N} \sum_{j=1}^{N} p_{cj}, \quad p_{cj} \in [0, 1], \quad (4)$$

$$\bar{p}_i = \frac{1}{N} \sum_{j=1}^{N} p_{ij}, \quad p_{ij} \in [0, 1], \quad (5)$$

where $N = (P + 1)^3$ is the number of degrees of freedom of each element of the mesh, and $P$ denotes the polynomial order associated to the high order discretization. An element will be assigned to the region with the highest mean of membership probabilities $\bar{p} = \max (\bar{p}_i, \bar{p}_v)$. The same process will be applied for all elements to supply each one with a region ID, viscous/turbulent or inviscid. Having marked the elements belonging to each region, we can now modify the polynomial order in each region accordingly.

The cluster based adaptation involves three steps. In the first step, we run a simulation with a polynomial order, $P = P_{\text{cluster}}$, until the flow is fully developed. $P_{\text{cluster}}$ is chosen so that the solver captures, with the desired level of accuracy, all the features of the flow. In the second step, we perform the clustering, as explained in the previous paragraph. In the third step, we use the ID of each element, depending on which region it belongs to, and assign the corresponding polynomial order within that element. In the present work, we coarsen the polynomial in the inviscid regions, $P_{\text{inviscid}}$, while keeping the original high-order polynomial, $P_{\text{cluster}}$, in the elements belonging to the viscous/turbulent region. It is reasonable to keep $P_{\text{cluster}}$ in the viscous region, as it was selected
to achieve a certain level of accuracy. However this high resolution can be re-
laxed using $P_{\text{inviscid}} < P_{\text{cluster}}$ in the inviscid region, that presents a lower flow
complexity. However, different strategies to perform adaptation based on this
clustering may be proposed (e.g., $h$-refinement/coarsening). Finally, the sim-
ulation is restarted with the adapted polynomial order from the same instant
until we reach the final solution. This process is summarized in algorithm 1.

Algorithm 1 Methodology algorithm

Start the simulation using uniform polynomial order $P_{\text{cluster}}$

Stop the simulation when the flow is fully developed

Train GMM with feature space $E$

Return $p_c$ and $p_i$

for $k$ in number of elements do

$\bar{p}_i = \frac{1}{N} \sum_{j=1}^{N} p_{ij}$

$\bar{p}_v = \frac{1}{N} \sum_{j=1}^{N} p_{cj}$

if $\bar{p}_v \geq \bar{p}_i$ then

$P(k) \leftarrow P_{\text{cluster}}$ -> high-order polynomial in the viscous rotational region

else if $\bar{p}_v < \bar{p}_i$ then

$P(k) \leftarrow P_{\text{inviscid}}$ -> low-order polynomial in the inviscid irrotational region

end if

end for

Return $P$

Restart the simulation using $P$

2.4 High order discontinuous Galerkin solver

The data used in this work have been generated using the high-order spectral
element CFD solver HORSES3D [25]. HORSES3D is a 3D parallel code de-
veloped at ETSIAE–UPM (the School of Aeronautics of the Polytechnic Univer-
sity of Madrid). This framework uses the high-order discontinuous Galerkin
spectral element method (DGSEM) and is written in modern Fortran 2003. It
targets simulations of fluid-flow phenomena such as those governed by com-
pressible and incompressible Navier-Stokes equations, and it supports curvi-
linear hexahedral meshes of arbitrary order. There are several options of sub-
grid turbulence models for the users to choose from for LES simulations such
as the Smagorinsky subgrid model, Wale and Vreman. One of the main fea-
tures offered in HORSES3D is its support for anisotropic $p$-non-conforming
elements, as the polynomial order can be varied independently in each ele-
ment in each direction. In this work, we make use of the adaptation capability
to increase/decrease the polynomial order uniformly within each element in
the regions determined by the clustering technique.
3 Results and Discussion

The mesh refinement strategy is applied to a steady flow test case around a cylinder at Re=40 and an unsteady turbulent flow around a circular cylinder at Re=3900, with a Smagorinsky subgrid closure model.

3.1 Flow past a cylinder at Re=40

In this test case, we refine the mesh for steady laminar flow around a cylinder at Re=40. The steady flow data are generated in a mesh of 684 elements with 85500 degrees of freedom using a uniform polynomial order \( P = 4 \). The adaptation is carried out following the procedure described in algorithm (1). Figure (1a) shows the regions identified using the clustering GMM model. The initial, high polynomial order is kept in the selected elements in figure (1b) based on the mean of probabilities to belong to the viscous rotational region. For this numerical experiment we use \( P_{\text{cluster}} = 4 \) for the viscous regions and \( P_{\text{inviscid}} \in [1, 2, 3] \) for the inviscid ones.

![Regions detected with the GMM along with the feature space E for flow past a cylinder at Re = 40. Red: viscous rotational region. Blue: outer region, selected elements for high-order polynomial refinement for the flow past a circular cylinder at Re = 40.](image)

We run all simulations until the maximum residuals decreases by a factor of 1000. At this point the flow is not converged yet, but the wake has developed. We can use this data to perform the clustering and detect the regions that need adaptation/coarsening. Having adapted, we converge the simulation until the maximum residual is \( 10^{-4} \). This adapt and converge technique reduces significantly the computational time. Figure (2) shows the convergence history of the homogeneous \( P = 4 \) solution and the clustering adapted solution (\( P_{\text{cluster}} = 4 \)
and $P_{\text{inviscid}} \in [1, 2, 3])$, where it can be observed that convergence is accelerated when adaptation is performed. The computational savings and the corresponding degrees of freedom for each simulation are presented in Table I. The adapted solutions for $P_{\text{inviscid}} \in [1, 2, 3]$ exhibit 32%, 29% and 19% reduction of computational time accordingly compared to the homogeneous ($P = 4$) solution and 67%, 55% and 35% less degrees of freedom.

![Max residuals for homogeneous and P-adapted solutions](image)

**Fig. 2: Max residuals for homogeneous and P-adapted solutions**

| $P_{\text{cluster}}$ | $P_{\text{inviscid}}$ | Adapted | Computational time(s) | $C_d$ | DoF |
|----------------------|------------------------|---------|-----------------------|------|-----|
| 2 | 2 | No | $8.39 \times 10^3$ | 1.5062 | 18 468 |
| 3 | 3 | No | $1.23 \times 10^4$ | 1.5264 | 43 776 |
| 4 | 4 | No | $2.21 \times 10^4$ | 1.5221 | 85 500 |
| 4 | 1 | Yes | $1.50 \times 10^4$ | 1.5214 | 27 936 |
| 4 | 2 | Yes | $1.58 \times 10^4$ | 1.5225 | 38 460 |
| 4 | 3 | Yes | $1.79 \times 10^4$ | 1.5222 | 55 488 |

Finally, Table II reports drag values extracted from the literature. Comparing Tables I and II, we observe that the baseline homogeneous (for $P=4$) and all clustered adapted solutions ($P_{\text{cluster}} = 4$ and $P_{\text{inviscid}} \in [1, 2, 3]$) provide accurate predictions for the drag coefficient.

This first laminar steady case shows that the GMM clustering can separate the viscous region (the boundary layer and wake) from the outer inviscid. Refinement of the clustered region and coarsening of the inviscid outer region shows that the detected clustered region is indeed responsible for errors in drag, and that refining it increases the accuracy of the simulations. In addition,
Table II: Comparison of the results for the drag coefficient ($C_d$) for flow past a cylinder at $Re=40$

| Case                  | $C_d$ |
|-----------------------|-------|
| Dennis and Chang [26] | 1.52  |
| Fornberg [27]         | 1.50  |
| Choi et al. [28]      | 1.49  |

we conclude that the clustering adaptation is an efficient technique for mesh adaption in steady flows and can help to speed up convergence.

3.2 Flow past a cylinder at $Re=3900$

This case has been considered extensively by numerous researchers within the numerical [29, 30] and experimental spectrum [29, 31, 32]. For this case we use a 2nd order mesh of 20736 hexahedral elements. The mesh has been extruded in the spanwise direction as $L_z/D = \pi$ and subdivided into 16 elements along this direction. The solution has been calculated using a uniform polynomial order of $P \in [3, 4]$, as well as an adapted solution defined with the clustering algorithm with $P_{\text{cluster}} = 4$ and $P_{\text{inviscid}} = 2$. In this turbulent case, using $P_{\text{inviscid}} = 1$ resulted in diverging simulations probably due to aliasing instabilities at the interface between elements with different polynomial orders (mortar surfaces), for this reason we only report results for $P_{\text{inviscid}} = 2$. The adaptation has been performed using the clustering algorithm on a single instant of the flow field after the wake has developed. The adapted mesh is presented in figure 3a. A constant non-dimensional time step of $\Delta t = 2 \times 10^{-3}$ has been used throughout all the different simulations. To minimize the aliasing errors and ensure that the method is robust, a split form discretization has been employed with Pirozzoli averaging [33].

To measure statistical quantities, we follow [29] and allow the flow to develop for a time interval of $t = 150D/U_c$ to remove the influence of the initial condition. Then the statistics are gathered for a time duration of approximately 100 shedding cycles for each of the simulations carried out, which is in line with the averaging intervals in the literature [29].

The results for the mean drag coefficient $C_d$, Strouhal number $St$ and the recirculation length $L_r$ are presented in table III. We compare the results obtained from HORSES3D with uniform $P = 3$, $P = 4$ solutions and a $p$-adapted mesh against numerical and experimental results from previous works. As presented, the uniform $P = 4$ and the adapted results fall well within what is reported in the literature. For the uniform $P = 3$ solution, we observe that the mean drag value is severely under-predicted due to the lack of sufficient resolution, even though the Strouhal number is close to the reported values.

The clustering algorithm is able to successfully track the region of interest and through local $p$-refinement we attain a solution with 41% less degrees
Fig. 3: Polynomial order distribution from the clustering algorithm for the cylinder at Re = 3900 test case presented in [29, 30]. Presents an isosurface of the Q\text{crit} = 0.1 coloured with the axial velocity $u$.

Table III: Comparison of the mean statistical quantities for the cylinder at $Re = 3900$ HORSES3D and the literature. We compare the Strouhal number $St$, the drag coefficient $C_d$ and the recirculation length $L_r$. All simulations used a spanwise length $L_z/D = \pi$.

|                   | $St$  | $C_d$       | $L_r$ | $L_z/D$ |
|-------------------|-------|-------------|-------|---------|
| Uniform P3        | 0.202 | 0.7844      | 1.36  | $\pi$   |
| Uniform P4        | 0.203 | 0.9513      | 1.64  | $\pi$   |
| Cluster-Adapt P4-P2 | 0.204 | 0.9506      | 1.63  | $\pi$   |
| Parnadeau et al. [29] | 0.208 | -           | 1.36  | $\pi$   |
| Snyder and Degrez [34] | 0.207 | 1.09        | 1.30  | $\pi$   |
| Kravchenko and Moin [35] | 0.210 | 1.04        | 1.35  | $\pi$   |
| Breuer [36]       | -     | 1.07        | 1.20  | $\pi$   |
| (DNS) Ma et al. [30] | 0.209 | 0.98        | 1.64  | $\pi$   |
| Ouvrard et al. [38] | 0.223 | 0.94        | 1.56  | $\pi$   |

of freedom, for a similar level of accuracy, compared to the uniform $P = 4$ solution, as presented in table IV. The adapted solution has only 16% more degrees of freedom than the uniform $P = 3$ solution but offers superior results as presented in table III and figure 4. In terms of computational cost, as presented in table IV, the adapted solution is 33% faster than the reference uniform $P = 4$ solution for any given simulation interval.

The statistics for this test case are presented in figure 4. The results of this work are compared against the experimental (PIV) and numerical results (LES) presented in [29]. In figure 4a the results of the variance of the streamwise fluctuations for three different positions $x/D = [1.06, 1.54, 2.02]$ are presented. The adapted and uniform $P = 4$ results are in good agreement with the PIV and LES data. It should be noted that in the position $x/D = 1.06$ the
Table IV: Comparison of the mean statistical quantities for the cylinder at Re=3900 results from HORSES3D and the literature

|                  | DoFs | reduction of DoFs | reduction of comp. time |
|------------------|------|-------------------|-------------------------|
| Uniform P4       | 2.60M| -                 | -                       |
| Uniform P3       | 1.33M| 49%               | 50%                     |
| Cluster-Adapt P4-P2 | 1.55M| 41%               | 33%                     |

two strong peaks, due to the transitional state of the shear layer [29], are lower for the uniform $P = 3$ case which can be attributed to the lack of proper resolution [29]. In figure 4b we present the covariance of the fluctuations. In this case, we also have good agreement between the reference data and the adapted and uniform $P = 4$ solution. The uniform $P = 3$ solution deviates, indicating that this level of resolution is not sufficient to capture the correct phenomena. The differences are less pronounced in the results presented in figures 4d, 4e as we observe a good agreement for the mean streamwise and normal velocities between the reference results (LES, PIV) and the results of this work. The variance of the normal velocity fluctuations in figure 4f is in good agreement, although the uniform $P = 3$, $P = 4$ and clustering p-adaptation results of this work underestimate the peak along the position $x/D = 2.02$. Lastly, the mean streamwise velocity along the centerline, presented in figure 4c, is close to the reference data but we observe that the point of minimum velocity is over-predicted in the results from HORSES3D.

This second turbulent case shows that the clustering adaptation can be very useful for turbulent unsteady cases. The GMM clustering is able to mark viscous and turbulent regions in the boundary layer and wake, where higher resolution is required and separate it from the outer inviscid region, where a lower resolution can be used.

4 Conclusion

The presented methodology has been successfully applied and resulted in accelerating the fluid flow simulation around a circular cylinder at Reynolds 40 (steady laminar regime) and Re=3900 (unsteady turbulent regime) while maintaining the expected levels of accuracy. The local adaptation strategy decouples the viscous/turbulent region from the outer inviscid regions and through mesh refinement/coarsening it achieves comparable results to those with uniformly refined meshes. For the laminar case, we have shown that the $p$-adapted solution with polynomial orders ($P_{\text{cluster}} = 4$, $P_{\text{inviscid}} = [1, 2, 3]$) has the same accuracy as the homogeneous solution with a uniform polynomial order ($P = 4$) while showing 67%, 55% and 35% reduction in number of degrees of freedom and 32%, 29% and 19% reduction of computational time, respectively.

Furthermore, we have shown that this method is applicable to more complex unsteady turbulent flows such as that past a circular cylinder at Re=3900.
Fig. 4: Statistical quantities of the wake for the unsteady turbulent case of a flow past a cylinder at Re=3900. Comparison of experimental (PIV) and high resolution numerical (LES) results from [29] against uniform and adapted results from HORSES3D.

The adapted solution through the clustering method is similar to the benchmark uniform solution ($P = 4$), as well as the experimental and numerical results reported in the literature, while having 41\% less degrees of freedom and 33\% reduced computational cost. This showcases that the algorithm tracks the regions of interest that need to be well resolved while allowing us to reduce the computational cost.
We conclude that the clustering-based adaptation is a useful tool within the feature-based methods and overcomes some of the classic drawbacks present in feature-based approaches. For example, the presented methodology does not require any threshold or iterative adaptation process to determine the refinement regions.
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