A new hybrid CGM for unconstrained optimization problems
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Abstract: In this work, a hybrid CGM (conjugate gradient method) has been suggested to solve the unconstrained optimization problems by combining a (Polak–Ribiére–Polyak) method with (Fletcher-Reeves) method. The suggested method has the sufficient descent property under the suggestion of a suitable line search and appropriate conditions. The global convergence is constructing for this method. The numerical results display that this method is better than the other method comparing with.
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1. Introduction

There are many methods to solve large scale unconstrained optimization problems in the form

$$\min f(x)_{x \in \mathbb{R}^n},$$

Where $f: \mathbb{R} \rightarrow \mathbb{R}^n$ is differentiable and smooth. The Conjugate gradient method is one of the important methods to solve (1.1) by using the iterative form

$$x_{k+1} = x_k + \alpha_k d_k,$$

Where $x_k$ is the $k_{th}$ iterative point and $d_k$ is the search direction and $\alpha_k > 0$ is the step length. $d_k$ is determined by:

$$d_k = \begin{cases} -F_k + \beta_k d_{k-1} & \text{if } k \geq 1 \\ -F_k & \text{if } k = 0 \end{cases}$$

(1.2)

(1.3)

Numerical implementation of the Fletcher-Reeves method is basically affected by jamming, i.e., the method can be taking a lot of short steps without making advanced to the minimum. To obtain good computational results and to keep of the good feature of strong global convergence, we are trying to
use the hybridization principle to the Fletcher Reeves method with smoothing techniques. Also, the simple use of smoothing technicality can help stopped of ill-conditioning [3-6]. CG method suggestion by Polak, Ribiére and Polyak (PRP) In general it is believed to be one of the most effective methods [7]. The CG parameter of the PRP method is given by

$$\beta_k^{PRP} = \frac{F_k^T y_k}{\|F_k\|^2},$$  

(1.5)

where $y_k = F_k - F_{k-1}$. As we know that $F_k$ is the gradient of $f(x_k)$ and $F_{k-1}$ is the gradient of $f(x_{k-1})$. Much research has used hybridization methods to obtain satisfactory results with a high accuracy and speed to solve Unconstrained Optimization Problems. There are other methods that came from making some improvements to the mentioned methods. The authors introduced many techniques to solve various optimization and reliability problems [see 8-18], but in this work, we will combined the $\beta_k^{PRP}$ (Polak–Ribiére–Polyak) method and (Fletcher-Reeves) method $\beta_k^{FR}$ to obtain more accurate results, was used the Strong Wolfe-Powell Line Search, our method has the sufficient descent property, and it’s satisfy the sufficient descent condition under Appropriate condition by restricting some parameters. The sufficient descent condition:

$$\frac{\|F_k\|^2}{\|\nabla f_k\|^2} \leq - c \|F_k\|^2,$$

(1.6)

where $c > 0$.

The numerical results were compared with other algorithms, and with regard to global convergence, it was proven by imposing two of the assumptions applied in this field.

2. The New Hybrid Algorithm

In this section we suggest a new hybrid algorithm by mix (PRP) method and (FR) method as follows: we use $\beta_k^{Hybrid}$ as follows:

$$\beta_k^{Hybrid} = \zeta_1 \beta_k^{PRP} + \zeta_2 \beta_k^{FR},$$

(2.1)

where $\zeta_1, \zeta_2 > 0$, and $\beta_k^{FR}, \beta_k^{PRP}$ they are computed by (1.4), (1.5) respectively.

We will use the following search direction $d_k$

$$d_k = \begin{cases} -F_k & \text{if } k = 0 \\ -F_k + \beta_k^{Hybrid} \eta_k \lambda y_k & \text{if } k \geq 1 \\ \end{cases},$$

(2.2)

where $\lambda > 0$, and $\eta_k = \|w_k\|^2 F_k^T y_k / \|F_k\|^2$, and $w_k = x_{k+1} - x_k$, $y_k = F_{k+1} - F_k$.

With regard to the line search used in the proposed algorithm, it was as follows

$$|f(x_k + \alpha_k d_k)^T d_k| \leq \sigma |\alpha_k| |d_k|^2,$$

(2.3)

where $\sigma > 0$.

From the above, the proposed algorithm will be as the following:

2.1 The hybrid Algorithm

Step 1. Select an primary point $x_0 \in \mathbb{R}^n$, $\varepsilon \in (0,1), \zeta_1 > 0, \zeta_2 > 0, \lambda > 0, \alpha > 0, d_0 = -F_0 = -\nabla f(x_0), k := 0$.

Step 2. if $\|F_{k-1}\| \leq \varepsilon$, then stop, otherwise go to the next step.
Step 3. Compute $\alpha_k = \frac{F(x_k)^T d_k}{d_k \cdot \nabla F(x_k) \cdot d_k}$.

Step 4. $x_{k+1} = x_k + \alpha_k d_k$, if $\|F_k\| \leq \varepsilon$, then stop.

Step 5. Compute the search direction $d_k$ by (2.2), where $\beta_k^{Hybrid}$ calculated by (2.1).

Step 6. Set $k := k + 1$, go to step 3.

3. Global Convergence Property

The following assumptions are used to prove the global convergence of the suggest conjugate gradient method.

3.1: Assumption

(i) Where $x_0$ is given as initial point then $f(x)$ it’s have a lower bound in the set $\Omega = \{x \in \mathbb{R}^n \ni f(x) \leq f(x_0)\}$.

(ii) $f$ is differentiable, and its gradient $g$ is Lipschitz continuous, namely, there exists a constants $L > 0$ such that: $\|g[x] - g[y]\| \leq L\|x - y\|, \forall x, y \in \Omega_o$, where $\Omega_o$ be any convex set that contains $\Omega$.

3.1 Lemma. Assume the Assumption 3.1 holds, and suppose that the sequences $\{F_k\}, \{d_k\}$ are generated by Algorithm 2.1. Let the condition (1.6) hold, then

$$\sum_{k=0}^{\infty} \frac{(F_k^T d_k)^2}{\|F_k\|^2} < +\infty \quad (3.1)$$

Proof: The proof can be seen in [19] $\square$

3.2 Theorem. Suppose that Assumption 3.1 holds and the two sequences $\{F_k\}, \{d_k\}$ are generated by Algorithm 2.1, assume the parameter $2\gamma_1 + \gamma_2 \leq 1$ then

$$\lim_{k \to \infty} \inf \|F_k\| = 0 \quad (3.2)$$

Proof: by (1.6), (2.3) and (3.1) we get

$$\sum_{k=0}^{\infty} \frac{(F_k^T d_k)^4}{\|F_k\|^4} < +\infty \quad (3.4)$$

Suppose we have $S_k$ equal to

$$\frac{\|d_k\|^2}{\|F_k\|^4} \quad (3.5)$$

Now (3.1) becomes

$$\sum_{k=0}^{\infty} \frac{1}{S_k} < +\infty \quad (3.6)$$

We use contradiction concepts to prove this theorem, Assume it is not true,
Then there exist a positive number $\mu > 0$ such that:

$$\|F_k\| \geq \mu \quad \forall k \geq 0 \quad (3.7)$$

From (2.1) we have

$$\beta^H_k = \zeta_1 \beta^P_k + \zeta_2 \beta^F_k \geq \zeta_2 \frac{\|F_k\|^2}{\|F_{k-1}\|^2} \quad (3.8)$$

Squaring both sides of (2.2), we obtain

$$\|d_k\|^2 = (F_k + \beta^H_k \cdot \theta_k \cdot \lambda)^2 \quad (3.9)$$

Dividing both sides by $\|F_k\|^4$ and applied (3.5), (3.8) and the parameter $2\zeta_1 + \zeta_2 \leq 1$ we get

$$S_k \leq S_{k-1} + \frac{1}{\|F_k\|^2} (1 + \frac{2|F_k \theta_k y_k|}{\|F_k\|^2}) \quad (3.10)$$

From the strong Wolfe-Powell line search and (1.6) we get

$$S_k \leq S_{k-1} + \frac{1}{\|F_k\|^2} \left(1 + \frac{2\sigma|F_{k-1} y_{k-1} \theta_{k-1}|}{\|F_{k-1}\|^2}\right) \leq S_{k-1} + \frac{[1 + 2\sigma(2 - c)]}{\|F_k\|^2} \quad (3.11)$$

Using the fact $S_0 = 1/\|F_0\|^2$ we get

$$S_k \leq \left[1 + 2\sigma(2 - c)\right] \sum_{k=0}^\infty \frac{1}{\|F_k\|^2} \quad (3.12)$$

By applying (3.7) we get

$$S_k \leq \left[1 + 2\sigma(2 - c)\right] \sum_{k=0}^\infty \frac{k+1}{\mu^2} \quad (3.13)$$

That's mean

$$\sum_{k=0}^\infty \frac{1}{S_k} = +\infty \quad (3.14)$$

This contradiction with (3.6) then (3.2) is true and the proof is complete. □

4. Numerical Results

In this part we introduce the numerical results of the proposed algorithm and the comparison with some algorithms that have addressed the same problem within the unconstrained optimization Problems proposed by Q Li et al. [20], B. A. Hassan et al. [21] and H. Liu et al. [22], which is encoded with numerical results tables as follows QD, BA and HX respectively. The parameters selected as follows: $\rho = 0.8$, $\sigma = 0.4$, $\epsilon = 10^{-9}$, $\lambda = 0.8$. 
\( \zeta_1 = 0.5, \zeta_2 = 0.3 \), And the stop condition \( \|F_{k-1}\| \leq 10^{-9} \). all algorithms are perform through MATLAB R2014 and run on PC with 2.5 GHz CPU processor and 12 GB RAM and Windows XP operation system. The results are shown in the following tables.

**Table 1:** Functions evaluations (f eval) and iterations (iter).

| problem | Dim | f eval | Hybrid | QD | BA | HX | Iter |
|---------|-----|--------|--------|----|----|----|------|
| P1      | 500000 | 90 | 163 | 112 | 681 | 18 | 22 | 20 | 170 |
|         | 500000 | 90 | 163 | 112 | 681 | 18 | 22 | 20 | 170 |
|         | 500000 | 84 | 153 | 77 | 675 | 16 | 19 | 16 | 168 |
|         | 500000 | 84 | 153 | 77 | 675 | 16 | 19 | 16 | 168 |
| P2      | 500000 | 90 | 163 | 112 | 681 | 18 | 22 | 20 | 170 |
|         | 500000 | 58 | 12 | 102 | 660 | 14 | 2 | 20 | 165 |
|         | 500000 | 49 | 270 | 88 | 655 | 11 | 31 | 16 | 163 |
| P3      | 500000 | 76 | 597 | 77 | 20693 | 18 | 78 | 5 | 545 |
|         | 500000 | 132 | 947 | 77 | 27781 | 32 | 114 | 5 | 734 |
|         | 500000 | 83 | 279 | 77 | 19115 | 20 | 44 | 5 | 502 |
|         | 500000 | 104 | 389 | 77 | 29216 | 25 | 65 | 5 | 764 |
| P4      | 500000 | 261 | 261 | 32 | 880 | 61 | 61 | 3 | 293 |
|         | 500000 | 268 | 268 | 32 | 1579 | 64 | 64 | 3 | 525 |
|         | 500000 | 265 | 265 | 32 | 217 | 62 | 62 | 3 | 72 |
|         | 500000 | 266 | 266 | 32 | 1264 | 62 | 62 | 3 | 421 |
| P5      | 500000 | 91 | 10606 | 121 | 506 | 19 | 585 | 6 | 127 |
|         | 500000 | 92 | 19868 | 101 | 526 | 19 | 1014 | 6 | 132 |
|         | 500000 | 82 | 1978 | 103 | 450 | 17 | 142 | 6 | 113 |

**Table 2:** CPU-Time (in seconds)

| problem | Dim | CPU-Time |
|---------|-----|----------|
|         |     | Hybrid | QD | BA | HX |
| P1      | 500000 | 0.453125 | 1.03125 | 0.5 | 3.25 |
|         | 500000 | 0.421875 | 0.6875 | 0.484375 | 3.1875 |
|         | 500000 | 0.3125 | 0.578125 | 0.328125 | 3.015625 |
|         | 500000 | 0.40625 | 0.609375 | 0.28125 | 3.203125 |
| P2      | 500000 | 0.421875 | 0.65625 | 0.51625 | 3.3125 |
|         | 500000 | 0.296875 | 0.03125 | 0.390625 | 3.453125 |
|         | 500000 | 0.40625 | 0.5625 | 0.28125 | 3.171875 |
|         | 500000 | 0.21875 | 1.171875 | 0.328125 | 3.15625 |
From above tables generally our algorithm it showed better results compared with the other algorithms. Note that the comparison was made with the following terms:

* Number of iterations.
* Number of functions evaluations.
* CPU time.

5. Conclusions
In this paper a hybrid CGM has been suggested to solve the unconstrained optimization problems by combining a (Polak–Ribiére–Polyak) method and (Fletcher-Reeves) method. The global convergence has been proven for the proposed algorithm. Numerical results showed that hybrid method have competitive edge to other three conjugate gradient methods and it's promising and effective tool for solving optimization problems.
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