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Abstract
We propose a stochastic variance-reduced cubic regularized Newton algorithm to optimize the finite-sum problem over a Riemannian submanifold of the Euclidean space. The proposed algorithm requires a full gradient and Hessian update at the beginning of each epoch while it performs stochastic variance-reduced updates in the iterations within each epoch. The iteration complexity of $O(\epsilon^{-3/2})$ to obtain an $(\epsilon, \sqrt{\epsilon})$-second-order stationary point, i.e., a point with the Riemannian gradient norm upper bounded by $\epsilon$ and minimum eigenvalue of Riemannian Hessian lower bounded by $-\sqrt{\epsilon}$, is established when the manifold is embedded in the Euclidean space. Furthermore, the paper proposes a computationally more appealing modification of the algorithm which only requires an inexact solution of the cubic regularized Newton subproblem with the same iteration complexity. The proposed algorithm is evaluated and compared with three other Riemannian second-order methods over two numerical studies on estimating the inverse scale matrix of the multivariate t-distribution on the manifold of symmetric positive definite matrices and estimating the parameter of a linear classifier on the sphere manifold.
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1 Introduction

We study the optimization of the finite-sum problem over a Riemannian manifold \( M \) embedded in a Euclidean space \( \mathcal{E} \) as

\[
\min_{x \in M \subseteq \mathcal{E}} F(x) = \frac{1}{N} \sum_{i=1}^{N} f_i(x),
\]

where \( N \) is a (possibly very large) positive integer. Manifold optimization has a range of applications in machine learning, statistics, control and robotics, e.g., in deep learning, low-rank matrix completion, sparse or nonnegative principal component analysis, or solving large-scale semidefinite programs—see [3, 35] and the references therein. The finite-sum structure of the objective function in problem (1) specifically finds applications in machine learning and statistics for parameter estimation, and addition of the manifold constraint could have problem-specific, computational, or other reasons.

Below, we provide two motivational examples for problem (1).

Example 1 (Parameter estimation of the multivariate Student’s t-distribution) As an important member of the family of elliptical distributions [28], the multivariate t-distribution has numerous applications in mathematical finance, survival analysis, biology, etc. [43]. For instance in mathematical finance [45, 55, 71], the Student’s t copula \( C_v : [0, 1]^p \to [0, 1] \) defined as

\[
C_v(u) = T_{v, \Sigma, \mu}(T_{v}^{-1}(u_1), \ldots, T_{v}^{-1}(u_n)),
\]

where \( T_{v, \Sigma, \mu}(x) \) is the multivariate Student’s t cumulative density function (CDF) and \( T_{v}^{-1}(\cdot) \) is the inverse of the marginal univariate Student’s t CDF is used to model or sample from multivariate Student’s t-distribution [45]. As one of the core tasks, the maximum likelihood parameter estimation of the multivariate Student’s t-distribution requires solving

\[
\max_{\Sigma \in S_+^p, \mu \in \mathbb{R}^p} \frac{1}{N} \sum_{i=1}^{N} \log(t_v(x_i; \mu, \Sigma)),
\]

where \( t_v(x; \mu, \Sigma) \) denotes the probability density function of the multivariate t-distribution and \( v \in \mathbb{N}_+ \) is the degree of freedom which is generally predetermined. Since the scale matrix \( \Sigma \) should belong to the manifold of positive-definite matrices, problem (2) is an instance of problem (1).

Example 2 (Efficient training of deep neural networks) Training deep neural networks could be “notoriously difficult” when the singular values of the hidden-to-hidden weight matrices deviates from one [6]. In such cases optimization becomes difficult due to the vanishing or exploding gradient [6, 75]. This challenge can be circumvented, if the weight matrices are unitary with singular values equal to one. This can be achieved by requiring hidden-to-hidden weight matrices to belong to Stiefel Manifold \( St(p, n) = \{ X \in \mathbb{R}^{n \times p} : X^T X = I_p \} \) [4, 14] and training the model using a Riemannian optimization algorithm. The underlying optimization problem is an instance of (1) over the Cartesian product of Stiefel manifolds. The orthonormality of the weight matrices improves the performance of deep neural networks [8, 49], reduces overfitting to improve generalization [24], or stabilizes the distribution of activations.
over layers [37]. In [70] and [76] two convolutional neural networks are trained with orthonormal weight matrices for phase retrieval and image classification.

### 1.1 Related Work

Numerous algorithms for unconstrained optimization in the vector space have been generalized to Riemannian manifolds [4, 14, 63, 73]. Two notable classic first-order deterministic algorithms to optimize smooth functions over Riemannian manifolds are gradient descent [15, 78] and conjugate gradient [64, 67] methods.

For nonsmooth optimization over Riemannian manifolds, subgradient descent method to optimize (geodesically) convex functions is proposed in [30] and its asymptotic convergence is established. Furthermore, the convergence rate of the subgradient method is established in [78]. To optimize weakly convex functions (in the Euclidean sense) over Stiefel manifolds, [52] proposes subgradient-type algorithms and establish their iteration complexities to obtain a stationary point. Proximal point algorithms for manifolds optimization are investigated in [9, 10, 26, 31]. To optimize sum of a smooth and a nonsmooth functions over the Stiefel manifold, proximal gradient method is proposed in [23] and its convergence properties are established. Furthermore, [38] investigates proximal gradient method to optimize over general Riemannian manifolds.

Stochastic gradient descent (SGD) for manifold optimization is first investigated in [12], and its convergence to a stationary point is established. Furthermore, the iteration complexity of SGD to optimize (geodesically) convex functions is shown in [78]. Acceleration of first-order stochastic methods through variance-reduction is investigated in [42, 72, 77, 79, 83]. To optimize sum of a function in the expectation or finite-sum form and a nonsmooth function over the Stiefel manifold, [74] proposes a stochastic proximal gradient method and develops its theoretical properties.

In the absence of (geodesic) convexity, theoretical guarantees of the first-order methods are to obtain first-order stationary points, i.e., points with Riemannian gradient smaller than $\epsilon$. Generally, obtaining second-order stationary points (see Definition 4.2) requires exploiting second-order information. Nonetheless, second-order stationarity guarantees by first-order methods are investigated in [25, 69] through gradient perturbation.

In the context of second-order algorithms, the Newton method is extended to optimize over Riemannian manifolds in [33, 53, 66, 67]. Specifically, [66] and [67] establish local quadratic convergence. Similar to the Newton method on Euclidean space, the Newton method for manifold optimization also suffers from two main drawbacks: first, it is possible that the Hessian matrix is degenerated at a point; second, it is possible that the iterates diverge, converge to a saddle point, or even a local maximum. In the Riemannian setting, the trust region method [1, 2, 7, 13, 15] and the cubic regularized Newton method [80] are extensions of their Euclidean counterparts to address these drawbacks. More specifically, [15] shows that the Riemannian trust region method obtains an $(\epsilon, \epsilon)$-second-order-stationary point (see Definition 4.2) in $O(1/\epsilon^3)$ which matches its Euclidean counterpart [20, 21]. Furthermore, the cubic regularized Newton method on manifolds [80] is shown to reach an $(\epsilon, \sqrt{\epsilon})$-second-order...
stationary point in $O(1/\epsilon^{1.5})$. Finally, [5] extends the adaptive cubic regularization method [18] to Riemannian manifolds and establishes $O(1/\epsilon^{1.5})$ rate to obtain an $(\epsilon, \sqrt{\epsilon})$-second-order stationary point—see also [36, 59]. A common issue among second-order algorithms is their high computational cost to calculate the inverse of the Hessian operator. A Riemannian counterpart of the famous BFGS algorithm [58] is proposed in [60] which does not require calculating the inverse of the Hessian operator.

To optimize functions with the finite-sum structure or those that are known through their approximate gradient and Hessian, inexact methods including first- and second-order Riemannian stochastic algorithms and their variance-reduced extensions are proposed in the literature. As a generalization of [39], the Riemannian stochastic variance-reduced gradient descent (SVRG) method was developed in [77]. Furthermore, an extension of Riemannian SVRG with computationally more efficient retraction and vector transport was developed in [65]. The paper also establishes global convergence properties of their method besides its local convergence rate. The Riemannian version of the stochastic recursive gradient method [57] is proposed in [42]. [40] proposes Riemannian trust region algorithms with inexact gradient and Hessian that allows inexact solution of the subproblem. Furthermore, a Riemannian stochastic variance-reduce quasi-Newton method is proposed in [41]—see also [61]. For a recent review of first- and second-order Riemannian optimization algorithms, we refer the reader to [34] and [63] (specifically, Sect. 6.1 on stochastic methods).

### 1.2 Contributions

The major contributions of this paper are as follows: (i) Motivated by [82] and [44] in the Euclidean setting, we propose a stochastic variance-reduced cubic regularized Newton method (R-SVRC algorithm) to optimize over Riemannian manifolds. (ii) We carefully analyze the worst-case complexity of the proposed algorithm to find a point that satisfy the first- and second-order necessary optimality conditions (i.e., a second-order stationarity point) when the cubic-regularized Newton subproblem is solved exactly—see Theorem 4.1 and Corollary 4.1. (iii) We performed the analysis of a computationally more appealing version of the algorithm, that allows solving the cubic-regularized Newton subproblem inexact, and established the same worst-case complexity bound—see Theorem 4.2 and Corollary 4.2. The assumptions for our analysis are explicitly discussed in Sect. 4. Finally, the performance of the proposed algorithm is evaluated and compared over two applications: 1. Estimating the scale matrix of Student’s t-distribution over the symmetric positive definite manifold, 2. Learning the parameter of a linear classifier over a sphere manifold. The implementation of the proposed algorithm in MATLAB with exact and inexact subproblem solvers is provided at https://github.com/samdavanloo/R-SVRC. To the best of our knowledge, this work is the first stochastic Newton method with cubic regularization on Riemannian manifold.
1.3 Preliminaries and Notation

A Riemannian manifold \((\mathcal{M}, g)\) is a real smooth manifold \(\mathcal{M}\) equipped with a Riemannian metric \(g\). The metric \(g\) induces an inner product structure in each tangent space \(T_x\mathcal{M}\) associated with point \(x \in \mathcal{M}\). We denote the inner product of \(u, v \in T_x\mathcal{M}\) as \(\langle u, v \rangle_x = g_x(u, v)\), and the norm of \(u\) is defined as \(\|u\| = \sqrt{g_x(u, u)}\). Furthermore, the angle between \(u\) and \(v\) is \(\arccos\left(\frac{\langle u, v \rangle_x}{\|u\| \|v\|}\right)\). Given a smooth real-valued function \(f\) on a Riemannian manifold \(\mathcal{M}\), Riemannian gradient and Hessian of \(f\) at \(x\) are denoted by \(\nabla f(x)\) and \(\nabla^2 f(x)\) (also for simplicity by \(H_x\)). For a symmetric operator, e.g., the Riemannian Hessian \(H\) at \(x \in \mathcal{M}\), the operator norm of \(H\) is defined as \(\|H\|_{op} = \sup\{\|H\eta\| : \eta \in T_x\mathcal{M}, \|\eta\| = 1\}\). An operator on \(T_x\mathcal{M}\) is positive semidefinite \(H \succeq 0\) if \(\langle H\eta, \eta \rangle \geq 0\), for any \(\eta \in T_x\mathcal{M}\). A geodesic is a constant speed curve \(\gamma : [0, 1] \to \mathcal{M}\) that is locally distance minimizing. An exponential map \(\text{Exp}_x : T_x\mathcal{M} \to \mathcal{M}\) maps \(v \in T_x\mathcal{M}\) to \(y \in \mathcal{M}\), such that there is a geodesic \(\gamma\) with \(\gamma(0) = x, \gamma(1) = y\), and \(\gamma'(0) = v\). For two points \(x, y \in \mathcal{M}\), and \(d(x, y) < \text{inj}(\mathcal{M})\), there is a unique geodesic—see the definition of the injectivity radius \(\text{inj}(\mathcal{M})\) in Definition 1.2. The exponential map has an inverse \(\text{Exp}_x^{-1} : \mathcal{M} \to T_x\mathcal{M}\) and the geodesic is the unique shortest path with \(\|\text{Exp}_x^{-1}(y)\| = \|\text{Exp}_x^{-1}(x)\|\) the geodesic distance between \(x, y \in \mathcal{M}\). Parallel transport \(\Gamma_x^y : T_x\mathcal{M} \to T_y\mathcal{M}\) maps a vector \(v \in T_x\mathcal{M}\) to \(\Gamma_x^y v \in T_y\mathcal{M}\), while preserving norm, and roughly speaking “direction”. A tangent vector of a geodesic \(\gamma\) remains tangent if parallel transported along \(\gamma\). Parallel transport also preserves inner products, i.e., \(\langle u, v \rangle_x = \langle \Gamma(y)\xi u, \Gamma(y)\xi v \rangle_y\). We denote the orthogonal projection operator onto \(T_x\mathcal{M}\) by \(P_x\).

Let \((\mathcal{M}, g)\) be a connected Riemannian manifold (see, e.g., [4]) which carries the structure of a metric space whose distance function is the arc length of a minimizing path between two points.

**Definition 1.1 (Riemannian metric)** An inner product on \(T_x\mathcal{M}\) is a bilinear, symmetric, positive definite function \(\langle \cdot, \cdot \rangle_x : T_x\mathcal{M} \times T_x\mathcal{M} \to \mathbb{R}\). It induces a norm for tangent vectors as \(\|u\|_x = \sqrt{\langle u, u \rangle_x}\). The smoothly varying inner product is called the Riemannian metric, i.e., if \(v, w\) are two smooth vector fields on \(\mathcal{M}\) then the function \(x \mapsto \langle v(x), w(x) \rangle_x\) is smooth from \(\mathcal{M}\) to \(\mathbb{R}\).

**Remark 1.1** The inner product of two elements \(\xi_x, \zeta_x\) of \(T_x\mathcal{M}\) is interchangeably denoted by \(g(\xi_x, \zeta_x) = g_x(\xi_x, \zeta_x) = \langle \xi_x, \zeta_x \rangle = \langle \xi_x, \zeta_x \rangle_x\).

**Definition 1.2 (Injectivity radius [14])** The injectivity radius of a Riemannian manifold \(\mathcal{M}\) at a point \(x\), denoted by \(\text{inj}(x)\), is the supremum over radius \(r > 0\) such that \(\text{Exp}_x\) is defined and is a diffeomorphism on the open ball \(B(x, r) = \{v \in T_x\mathcal{M} : \|v\|_x < r\}\). By the inverse function theorem, \(\text{inj}(x) > 0\). Furthermore, the injectivity radius of a Riemannian manifold \(\mathcal{M}\), i.e., \(\text{inj}(\mathcal{M})\), is the infimum of \(\text{inj}(x)\) over \(x \in \mathcal{M}\) ([14], Definition 10.14).

Consider the ball \(U \triangleq B(x, \text{inj}(x)) \subseteq T_x\mathcal{M}\) in the tangent space at \(x\). Its image \(U \triangleq \text{Exp}_x(U)\) is a neighborhood of \(x\) in \(\mathcal{M}\). By definition, \(\text{Exp}_x : U \to \mathcal{M}\) is a diffeomorphism, with well-defined, smooth inverse \(\text{Exp}_x^{-1} : \mathcal{M} \to U\). With these choices of domains, \(v = \text{Exp}_x^{-1}(y)\) is the unique shortest tangent vector at \(x\) such that \(\text{Exp}_x(v) = y\).
Definition 1.3 (Riemannian distance) The Riemannian distance on a connected Riemannian manifold \((\mathcal{M}, g)\) is

\[
d : \mathcal{M} \times \mathcal{M} \to \mathbb{R} : d(x, y) \triangleq \inf_{\gamma \in \Gamma} L(\gamma),
\]

where \(L(\gamma) = \int_a^b \sqrt{g(\gamma(t))(\dot{\gamma}(t), \dot{\gamma}(t))} \, dt\) and \(\Gamma\) is the set of all curves in \(\mathcal{M}\) joining points \(x\) and \(y\). Specifically, if \(\|v\|_x < \text{inj}(x)\) then \(d(x, \text{Exp}_x(v)) = \|v\|_x\).

Definition 1.4 (Riemannian gradient) Given a smooth real-valued function \(f\) on a Riemannian manifold \(\mathcal{M}\), the Riemannian gradient of \(f\) at a point \(x \in \mathcal{M}\), denoted by \(\nabla f(x)\), is defined as the unique element of \(T_x\mathcal{M}\) that satisfies

\[
\langle \nabla f(x), \xi \rangle_x = Df(x)[\xi], \quad \forall \xi \in T_x\mathcal{M}.
\]

Specifically, when \(\mathcal{M}\) is a Riemannian submanifold of the Euclidean space \(\mathbb{R}^{m \times n}\),

\[
\nabla f(x) = P_x \nabla f(x),
\]

where \(P_x\) is the Euclidean projection onto \(T_x\mathcal{M}\) which is a nonexpansive linear transformation.

Definition 1.5 (Riemannian Hessian) Given a real-valued function \(f\) on a Riemannian manifold \(\mathcal{M}\), the Riemannian Hessian of \(f\) at a point \(x \in \mathcal{M}\) is the linear mapping \(\text{Hess} f(x)\) from \(T_x\mathcal{M}\) onto itself defined as

\[
\text{Hess} f(x)[\xi] = \nabla_\xi \nabla f
\]

for all \(\xi \in \mathcal{M}\), where \(\nabla\) is the Riemannian connection on \(\mathcal{M}\) [4].

When \(\mathcal{M}\) is a Riemannian submanifold of the Euclidean space \(\mathbb{R}^{m \times n}\), the Riemannian Hessian of \(f\) is written as

\[
\text{Hess} f(x)[\xi] = P_x(D\nabla f(x)[\xi]),
\]

i.e., the classical directional derivatives followed by an orthogonal projection. For more information, e.g., refer to Proposition 5.3.2 in [4].

2 Proposed Algorithm

The proposed Riemannian stochastic variance-reduced cubic regularization (R-SVRC) method is presented in Algorithm 1. This algorithm is indeed semi-stochastic, which requires calculation of full gradient and Hessian at the beginning of each epoch \(s\), i.e., the outer loop in the algorithm. However, within each epoch, there are \(T\) iterations of the inner loop, which require calculation of stochastic variance-reduced gradient and Hessian by sampling \(|I_g|\) and \(|I_h|\) components, respectively.
From the computational perspective, the major step of the algorithm is to solve the cubic-regularized Newton subproblem. Under Assumption 3, the manifold is embedded in $\mathbb{R}^{m \times n}$; hence, the tangent vectors in $T_x \mathcal{M}$ are naturally represented by $m \times n$ matrices (see [4]). Therefore, current solvers for cubic regularized problem in Euclidean space can be adopted [16]. Solving this generally nonconvex subproblem is discussed in more details below (18). For computational gain, the paper also considers solving the subproblem inexactly. As long as the inexact solution satisfies the conditions in Definition 4.4, our analysis guarantees the results of the exact case.

**Algorithm 1** Riemannian Stochastic Variance-Reduced Cubic Regularization (R-SVRC)

```
Require: batch size parameters $b_g$, $b_h$, cubic penalty parameters $\sigma$, number of epochs $S$, epoch length $T$, and a starting point $x_0$.
1: Set $\hat{x}^1 = x_0$
2: for $s = 1, \ldots, S$ do
3: $x_0^s = \hat{x}^s$
4: $\mathbf{g}^s = \text{grad} F(\hat{x}^s) = \frac{1}{N} \sum_{i=1}^{N} \text{grad} f_i(\hat{x}^s)$; $\mathbf{H}^s = \text{Hess} F(\hat{x}^s) = \frac{1}{N} \sum_{i=1}^{N} \text{Hess} f_i(\hat{x}^s)$
5: for $t = 0, \ldots, T - 1$ do
6: Sample index set $I_g, I_h$, s.t. $|I_g| = b_g, |I_h| = b_h$
7: Compute $\hat{\eta}_t^s \in T_{\hat{x}^s}$, s.t. $\text{Exp}_{\hat{x}^s}(\hat{\eta}_t^s) = x_t^s$
8: $v_t^s = \Gamma_{\hat{x}^s}^{x_t^s}(\mathbf{g}^s) + \frac{1}{b_g} \left( \sum_{i \in I_g} \text{grad} f_i(\hat{x}_t^s) - \Gamma_{\hat{x}^s}^{x_t^s} \left( \sum_{i \in I_g} \text{grad} f_i(\hat{x}^s) \right) \right) - \frac{1}{b_h} \left( \frac{1}{N} \sum_{i \in I_h} \text{Hess} f_i(\hat{x}^s) - \mathbf{H}^s \right) \hat{\eta}_t^s$
9: $h_t^s = \text{argmin}_{h \in T_{\mathcal{M}}} \left\{ \langle v_t^s, h \rangle + \frac{1}{2} \left( \sum_{i \in I_h} \text{Hess} f_i(x_t^s) \right) - \frac{1}{b_h} \sum_{i \in I_h} \text{Hess} f_i(\hat{x}^s) \right\}$, where
$U_t^s = \Gamma_{\hat{x}^s}^{x_t^s} \circ \mathbf{H}^s + \frac{1}{b_h} \left( \sum_{i \in I_h} \text{Hess} f_i(x_t^s) \right) - \frac{1}{b_h} \sum_{i \in I_h} \text{Hess} f_i(\hat{x}^s)$
10: $x_{t+1}^s = \text{Exp}_{x_t^s}(h_t^s)$
11: end for
12: $\hat{x}^{s+1} = x_T^s$
13: end for
14: return $x_{out} = x_t^s$, where $s, t$ are uniformly at random chosen from $s \in [S]$ and $t \in [T]$
```

### 3 Lipschitizian Smoothness on Riemannian Manifolds

**Definition 3.1** (*g-smoothness* [27, 32]) A differentiable function $f : \mathcal{M} \rightarrow \mathbb{R}$ is said to be geodesically $L_g$-smooth if its gradient is $L_g$-Lipschitz, i.e., for any $x, y \in \mathcal{M}$ with $d(x, y) < \text{inj}(\mathcal{M})$,

$$\|\text{grad} f(x) - \Gamma_{y}^{x} \text{grad} f(y)\|_x \leq L_g d(x, y), \quad (8)$$

where $\Gamma_{y}^{x}$ is the parallel transport from $y$ to $x$ following the unique minimizing geodesic connecting $x$ and $y$.

It can be proven that if $f$ is $L_g$-smooth, then for any $x, y \in \mathcal{M}$ with $d(x, y) < \text{inj}(\mathcal{M})$,

$$|f(y) - (f(x) + \left(\text{Exp}_{x}^{-1}(y), \text{grad} f(x)\right)_x)| \leq \frac{L_g}{2} d^2(x, y) \quad (9)$$

—see, e.g., [10], Lemma 2.1.
**Definition 3.2** *(H-smoothness)* [5] A twice differentiable function \( f : \mathcal{M} \to \mathbb{R} \) is said to be geodesically \( L_H \)-smooth if its Hessian is \( L_H \)-Lipschitz, i.e., for any \( x, y \in \mathcal{M} \) with \( d(x, y) < \text{inj}(\mathcal{M}) \),

\[
\|\text{Hess} f(y) - \Gamma_x^y \text{Hess} f(x) \|_{op} \leq L_H d(x, y).
\]

(10)

It is shown in the following lemma that if \( f \) is \( L_H \)-smooth, then for any \( x, y \in \mathcal{M} \) with \( d(x, y) < \text{inj}(\mathcal{M}) \), we have

\[
|f(y) - (f(x) + \langle \eta, \text{grad} f(x) \rangle_x + \frac{1}{2} \langle \eta, \text{Hess} f(x)[\eta] \rangle_x)| \leq \frac{L_H}{6} d^3(x, y) \tag{11}
\]

and

\[
\|\text{grad} f(y) - \Gamma_x^y \text{grad} f(x) - \Gamma_x^y \text{Hess} f(x) \eta\|_y \leq \frac{L_H}{2} d^2(x, y), \tag{12}
\]

where \( \eta = \text{Exp}_x^{-1}(y) \).

**Lemma 3.1** ([5], Proposition 3.2) If \( f \) is H-smooth with constant \( L_H \), then (11) and (12) hold.

The Lipschitz-type conditions above are parallel to the conditions in the Euclidean setting [56]. In general, it is not trivial to verify these conditions or even determine their parameters. However, we know there is a broad class of functions on Euclidean space, which satisfy the Lipschitz continuity-related conditions. We conjectured similar properties as the Euclidean setting would imply (10), if \( \mathcal{M} \) is embedded in the Euclidean space. In [4], it was proven that if the manifold is compact and the function has Lipschitz continuous gradient, then (8) holds. [15] proved that if the manifold is compact and the function has Lipschitz continuous gradient and Hessian, then (9) and (11) hold. The following lemma establishes conditions under which (10) holds. Its proof is relegated to Appendix.

**Lemma 3.2** If \( \mathcal{M} \) is a compact submanifold of the Euclidean space \( \mathcal{E} \) and \( f(x) \) has Lipschitz continuous Hessian in \( \mathcal{E} \) in the Euclidean sense, then (10) is satisfied.

## 4 Complexity Analysis of the Proposed Algorithm

**Definition 4.1** *(Optimal gap)* For function \( F(\cdot) \) and the initial point \( x_0 \in \mathcal{M} \), define

\[
\Delta_F \triangleq F(x_0) - F^*, \tag{13}
\]

where \( F^* = \inf_{x \in \mathcal{M}} F(x) \).

Without loss of generality, we assume \( \Delta_F < +\infty \) throughout this paper.

**Definition 4.2** *(\( (\epsilon, \delta) \)-second-order stationary point)* \( x \) is a second-order stationary point of the function \( F : \mathcal{M} \to \mathbb{R} \) if \( \|\text{grad} F(x)\| \leq \epsilon \) and \( \lambda_{\min}(\text{Hess} F(x)) \geq -\delta \).
where $\nabla F(x)$ and $\text{Hess} F(x)$ are the Riemannian gradient and Hessian of $F$ at $x$ and $\lambda_{\min}(\text{Hess} F(x)) \triangleq \inf_{\eta \in T_xM}\{\langle \text{Hess} F(x)\eta, \eta \rangle_x / \|\eta\|^2 \}$. 

As in [56], we define
\[
\mu(x) \triangleq \max\{\|\nabla F(x)\|^{3/2}, -\lambda_{\min}(\text{Hess} F(x))^{3/2} / L_H^{3/2}\}. \tag{14}
\]

In particular, according to the definition (14), $\mu(x) \leq \epsilon^{3/2}$ holds if and only if
\[
\|\nabla F(x)\| \leq \epsilon, \quad \lambda_{\min}(\text{Hess} F(x)) \geq -\sqrt{L_H \epsilon}. \tag{15}
\]

Therefore, in order to find an $(\epsilon, \sqrt{L_H \epsilon})$-approximate local minimum of the function defined over $M$, it suffices to find $x \in M$ such that $\mu(x) \leq \epsilon^{3/2}$.

**Assumption 1** We assume that the objective function $F$ is bounded below, and its components $f_i, i = 1, \ldots, N$ are twice continuously differentiable and they are $g$- and $H$-smooth.

**Assumption 2** We assume that either i) functions $f_i, i = 1, \ldots, N$ are Lipschitz continuous, or ii) functions $f_i, i = 1, \ldots, N$ are continuously differentiable and the manifold $M$ is compact.

**Remark 4.1** The $g$-smoothness of $f_i, i = 1, \ldots, N$, in Assumption 1 implies that $\|\text{Hess} F(x)\|_{op}$ is bounded. Furthermore, Assumption 2 implies that $\|\nabla F(x)\|_{op}$ is bounded either by Lipschitz continuity of $f_i, i = 1, \ldots, N$, or by the Weierstrass’ extreme value theorem [62]. Hence, under Assumptions 1 and 2, definitions of $v^s_i$ and $U^s_i$, and based on the fact that the parallel transport is isometric (i.e., it preserves the length of tangent vectors transported), there exist two positive constants $c_g$ and $c_H$, such that
\[
\|v^s_i\| \leq c_g \quad \text{and} \quad \|U^s_i\|_{op} \leq c_H, \tag{16}
\]

where the second inequality uses the fact that the operator norm of composition of operators is upper bounded by the multiplication of their operator norms.

While the above two assumptions are mainly related to the objective function, the following three assumptions are related to the manifold.

**Assumption 3** We assume that $M$ is embedded in a vector space, e.g., Euclidean space. For the ease of presentation, we assume $M \subseteq \mathbb{R}^{m \times n}$.

**Remark 4.2** Under Assumption 3, the Riemannian metric $g_x(\cdot, \cdot)$ on the tangent space $T_xM$ is the restriction of the Euclidean metric. The norm induced by the Riemannian metric $\| \cdot \|_x$ is the Euclidean norm.

**Assumption 4** We assume that the manifold has positive injectivity radius, i.e., $\text{inj}(M) \in (0, \infty]$—see Definition 1.2.

\@ Springer
Remark 4.3 To provide few examples, the unit sphere has injectivity radius equal to \( \pi \), Hadamard manifolds and Euclidean spaces have infinite injectivity radius, and compact Riemannian manifolds have positive injectivity radius \([22]\). Note that Assumption 4 implies that the manifold is complete.

Assumption 5 We assume the sectional curvature of the Riemannian manifold \( \mathcal{M} \) is lower-bounded by \( \kappa \)—see \([46]\) for the definition of the sectional curvature.

Remark 4.4 Some manifolds that satisfy Assumption 5 include rotation group, hyperbolic manifold, the sphere, orthogonal groups, real projective space, Grassmann manifold, Stiefel manifold and compact subsets of the cone of positive definite matrices (see \([12, 14, 68]\)).

Following the literature of the Newton method with cubic regularization \([18, 56]\), we define
\[
\tilde{m}(h) = \langle \nabla f, h \rangle + \frac{1}{2} \langle \text{Hess} f[h], h \rangle + \frac{\sigma}{6} \|h\|^3, h \in T_x \mathcal{M},
\] (17)
which can be regarded as a cubic regularization of locally quadratic approximation of function \( f \)—see \([5]\). From (11), we have \( f(\text{Exp}_x(\eta)) \leq \tilde{m}(\eta), \forall \eta \in T_x \mathcal{M} \), if \( \sigma \geq L_H. \) From (17), we define
\[
h^*_t = \arg\min_{h \in T_x \mathcal{M}} m^*_t(h),
\] (18)
where
\[
m^*_t(h) \triangleq \langle v^*_t, h \rangle + \frac{1}{2} \langle U^*_t[h], h \rangle + \frac{\sigma}{6} \|h\|^3
\] (19)
and \( v^*_t \) and \( U^*_t \) are the approximated Riemannian gradient and Hessian operator of the objective function. Generally, (18) and (17) are not convex problems. \([56]\) proposed a way to transform these subproblems into convex programs in one variable. Recently, results in \([17]\) show that under mild conditions gradient descent approximately finds the global minimum with the rate of \( O(\epsilon^{-1} \log(1/\epsilon)) \). \([19]\) propose a Lanczos-based method to minimize (17) exactly. The gradient, conjugate gradient and Newton methods to minimize (17) are available in the software package provided in \([16]\).

We first provide some preliminary lemmas. Lemma 4.1 provides three identities that are used in the proofs of following lemmas. These identities are typical in the cubic regularization literature \([18, 19, 56]\). Lemma 4.2 provides an upper bound on \( \|h^*_t\| \) which then provides a (lower) bound on the cubic regularization parameter \( \sigma \) to have the iterates close enough to the epoch points. Finally, Lemmas 4.3 and 4.4 provide upper bounds on the norm difference of \( \nabla F \) and \( \text{Hess} F \) with their variance-reduced estimators, and on the inner products \( \langle \nabla F(x^*_t) - v^*_t, \eta \rangle \) and \( \langle (\text{Hess} F(x^*_t) - U^*_t)[\eta], \eta \rangle \) for \( \eta \in T_{x^*_t} \mathcal{M} \) which are used in the proofs of the main theorems.
Lemma 4.1  Under Assumptions 3, for the semi-stochastic gradient and Hessian, we have

\[ \mathbf{v}_i^s + \mathbf{U}_i^s \mathbf{h}_i^s + \frac{\sigma}{2} \| \mathbf{h}_i^s \| \mathbf{h}_i^s = 0, \]

\[ \mathbf{U}_i^s + \frac{\sigma}{2} \| \mathbf{h}_i^s \| \mathbf{I} \succeq 0, \]  

(20)

\[ \langle \mathbf{v}_i^s, \mathbf{h}_i^s \rangle + \frac{1}{2} \langle \mathbf{U}_i^s \mathbf{h}_i^s, \mathbf{h}_i^s \rangle + \frac{\sigma}{6} \| \mathbf{h}_i^s \|^3 \leq -\frac{\sigma}{12} \| \mathbf{h}_i^s \|^3. \]  

(22)

**Proof**  (sketch) Under Assumption 3, i.e., the manifold is embedded in the Euclidean space, then the tangent space \( T_x \mathcal{M} \) in (18) is isomorphic to subspace of the Euclidean space. Hence, the proof follows, e.g., from that of Lemma 24 in [82]. Indeed, the proof of (20) directly follows from the first-order optimality condition for a stationary point of (18). The inequality (21) relies on the fact that \( \mathbf{h}_i^s \) is a global minimizer which will not hold when solving (18) inexactly. The proof of (22) is based on (21) and (20).

\( \square \)

Lemma 4.2  Under Assumptions 1–4, given a constant \( C > 0 \) and \( \sigma > \frac{2(c_g + C \cdot c_H)}{c^2} \), we have \( \| \mathbf{h}_i^s \| < C \).

**Proof**  From (20), we have \( \langle \mathbf{v}_i^s, \mathbf{h}_i^s \rangle + \langle \mathbf{U}_i^s \mathbf{h}_i^s, \mathbf{h}_i^s \rangle + \frac{\sigma}{2} \| \mathbf{h}_i^s \|^3 = 0 \). Furthermore, using Cauchy–Schwarz inequality, we have \( \frac{\sigma}{2} \| \mathbf{h}_i^s \|^3 \leq \| \mathbf{v}_i^s \| \cdot \| \mathbf{h}_i^s \| + \| \mathbf{U}_i^s \|_{op} \cdot \| \mathbf{h}_i^s \|^2 \). Dividing both sides by \( \| \mathbf{h}_i^s \| \) and using (16), we have \( \frac{\sigma}{2} \| \mathbf{h}_i^s \|^2 - c_H \cdot \| \mathbf{h}_i^s \| - c_g \leq 0 \), which implies

\[ \| \mathbf{h}_i^s \| \leq \frac{c_H + \sqrt{c_H^2 + 2cHc_g}}{\sigma}. \]  

(23)

Note that the right hand side of (23) is a monotonically decreasing function of \( \sigma \). Hence, if \( \sigma > \frac{2(c_g + C \cdot c_H)}{c^2} \), the right hand side of (23) is upper bounded by \( C \), which implies \( \| \mathbf{h}_i^s \| < C \). \( \square \)

**Remark 4.5**  In Lemma 4.2 as well as Lemma 4.12, we set \( C = \frac{\text{inj}(\mathcal{M})}{T} \), where \( T \) is the epoch length in Algorithm 1. Then, for any epoch \( s \) and iteration \( t \in \{1, \ldots, T\} \), we have

\[ d(\hat{\mathbf{x}}^s, \mathbf{x}_i^s) \leq \sum_{i=1}^{t} d(\mathbf{x}_{i-1}^s, \mathbf{x}_i^s) \leq \sum_{i=0}^{t-1} \| \mathbf{h}_i^s \| < \text{inj}(\mathcal{M}). \]  

(24)

This inequality guarantees line 7 in Algorithm 1 is attained. In the following, we assume \( \sigma \) is large enough such that

\[ \sigma > \frac{2(c_g T^2 + \text{inj}(\mathcal{M})c_H T)}{(\text{inj}(\mathcal{M}))^2}. \]  

(25)

hence, the distance between the iterate \( \mathbf{x}_i^s \) and \( \hat{\mathbf{x}}^s \) is smaller than \( \text{inj}(\mathcal{M}) \).
In the proof of Lemmas 4.3 and 4.4, the crucial identity is the Lyapunov Inequality in [29] and a couple of matrix concentration inequalities [54]. Since there is no essential difference between Lemmas 25-27 in [82] and our setting, we refer readers to [82] and references therein.

**Lemma 4.3** Under Assumptions 1–4, for the semi-stochastic gradient \( \nu_t^x \) and semi-stochastic Hessian \( U_t^x \), we have

\[
\mathbb{E}_{t_g} \| \nabla F(x_t^x) - \nu_t^x \|^2 \leq \frac{L_H^{3/2}}{b_g^{3/4}} \| \text{Exp}_{x_t^x}^{-1}(x_t^x) \|^3, \\
\mathbb{E}_{t_h} \| \nabla F(x_t^x) - U_t^x \|^3 \leq 64L_H^3 (\rho + \rho^2)^3 \| \text{Exp}_{x_t^x}^{-1}(x_t^x) \|^3,
\]

where \( \rho = \sqrt{2e \log mn / b_h} \).

**Lemma 4.4** For any \( \eta \in T_x \mathcal{M} \) and \( M > 0 \), we have

\[
\langle \nabla F(x_t^x) - \nu_t^x, \eta \rangle \leq \frac{M}{27} \| \eta \|^2 + \frac{2 \| \nabla F(x_t^x) - \nu_t^x \|^3/2}{M^{1/2}}, \\
\langle (\nabla F(x_t^x) - U_t^x) [\eta] , \eta \rangle \leq \frac{2M}{27} \| \eta \|^3 + \frac{27}{M^2} \| \nabla F(x_t^x) - U_t^x \|^3.
\]

Lemmas 4.5 and 4.6 provide an upper bound on \( \| \nabla F \| \) and a lower bound on \( \lambda_{\min}(\nabla F) \), respectively.

**Lemma 4.5** Under Assumptions 1–4, if \( \sigma \geq 2L_H \) and also satisfies (25), then for any \( h \in T_x \mathcal{M} \) such that \( \| h \| < \text{inj}(\mathcal{M}) \), we have

\[
\| \nabla F(\text{Exp}_{x_t^x}(h)) \| \leq \sigma \| h \|^2 + \| \nabla F(x_t^x) - \nu_t^x \|^2 + \frac{1}{\sigma} \| \nabla F(x_t^x) - U_t^x \|_{\text{op}}^2 + \| \nabla m_t^x(h) \|.
\]

**Proof** For simplicity, we denote \( \text{Exp}_{x_t^x}(h) \) by \( y \), the parallel transport operator \( \Gamma_{x_t^x}^{y} \) by \( \Gamma \), and \( \Gamma_{x_t^x}^{-1} \) by \( \Gamma^{-1} \). We have

\[
\| \nabla F(y) \| = \| \Gamma^{-1} \nabla F(y) \| \\
= \| \Gamma^{-1} \nabla F(y) - \nabla F(x_t^x) - \Gamma_{x_t^x}^{y} h + \nu_t^x + U_t^x h + \frac{\sigma}{2} \| h \| h \| \\
+ (\nabla F(x_t^x) - \nu_t^x) + (\nabla F(x_t^x) - U_t^x) h - \frac{\sigma}{2} \| h \| h \| \\
\leq \| \Gamma^{-1} \nabla F(y) - \nabla F(x_t^x) - \Gamma_{x_t^x}^{y} h \| + \| \nu_t^x + U_t^x h + \frac{\sigma}{2} \| h \| h \| \\
+ \| \nabla F(x_t^x) - \nu_t^x \| + \| (\nabla F(x_t^x) - U_t^x) h \| + \frac{\sigma}{2} \| h \| h \|.
\]
Due to the isometric property of $\Gamma$ and Lemma 3.1, we have

\[ \| \Gamma^{-1} \text{grad} F(y) - \text{grad} F(x^y) - \text{Hess} F(x^y) h \| = \| \text{grad} F(y) - \Gamma \text{grad} F(x^y) - \Gamma \text{Hess} F(x^y) h \| \leq \frac{L_H}{2} \| h \|^2 \leq \frac{\sigma}{4} \| h \|^2, \]

where the last inequality follows from the condition $\sigma \geq 2L_H$. From the definition of $m^x_t(\cdot)$ in (18), we have $\| v_t^y + U^x_t h + \frac{\sigma}{2} \| h \| = \| \nabla m^x_t(h) \|$. Note that

\[ \| (\text{Hess} F(x^y) - U^x_t) h \| \leq \| \text{Hess} F(x^y) - U^x_t \|_{op} \| h \| \leq \frac{1}{\sigma} \| \text{Hess} F(x^y) - U^x_t \|_{op}^2 + \frac{\sigma}{4} \| h \| ^2, \]

where the last inequality is due to Young’s inequality. Combining these results, the proof of (30) is completed. \( \square \)

**Lemma 4.6** Under Assumptions 1–4, if $\sigma \geq 2L_H$ and also satisfies (25), then for any $h \in T_x\mathcal{M}$ such that $\| h \| < \text{inj(M)}$, we have

\[ -\lambda_{\min}(\text{Hess} F(\text{Exp}_{x^y} h)) \leq \sigma \| h \| + \| \text{Hess} F(x^y) - U^x_t \|_{op} \]

\[ + \frac{\sigma}{2} \| h \| - \| h^x_t \|, \]

(31)

where $\lambda_{\min}(\text{Hess} F(x))$ is defined as $\lambda_{\min}(\text{Hess} F(x)) = \inf_{\eta \in T_x\mathcal{M}} \frac{\| \text{Hess} F(x) \eta, \eta \|}{\| \eta \|}.$

**Proof** Denote $\text{Exp}_{x^y} h$ by $y$ and $x^y$ by $x$. Furthermore, let $I_x$ denotes the identity operator at $x$, i.e., $I_x(\eta) = \eta$ for any $\eta \in T_x\mathcal{M}$. We have

\[ H_y \geq \Gamma^x_y H_x \Gamma^x_y - L_H \| h \| I_y \]

\[ \geq \Gamma^x_y U^x_t \Gamma^x_y - \| \Gamma^x_y H_x \Gamma^x_y - \Gamma^x_y U^x_t \Gamma^x_y \|_{op} I_y - L_H \| h \| I_y \]

\[ \geq -\frac{\sigma}{2} \| h^x_t \| I_y - \| H_x - U^x_t \|_{op} I_y - L_H \| h \| I_y, \]

where the first inequality follows from the H-smooth assumption (10), the second inequality follows from the definition of the operator norm and triangle inequality, and the third inequality follows from the isometric property of the parallel transport $\Gamma$ and the following argument. Assume that $\Gamma^x_y U^x_t \Gamma^x_y \geq -\frac{\sigma}{2} \| h^x_t \| I_y$ does not hold, then there exists $\xi \in T_y\mathcal{M}$, s.t. $\langle \xi, \Gamma^x_y U^x_t \Gamma^x_y \xi \rangle + \frac{\sigma}{2} \| h^x_t \| \cdot \| \xi \| ^2 < 0$. Denote the $\Gamma^x_y \xi$ by $\eta$, we have $\langle \eta, U^x_t \eta \rangle + \frac{\sigma}{2} \| h^x_t \| \cdot \| \eta \| ^2 = \langle \xi, \Gamma^x_y U^x_t \Gamma^x_y \xi \rangle + \frac{\sigma}{2} \| h^x_t \| \cdot \| \xi \| ^2 < 0$, which contradicts (21). Therefore, we have

\[ \square \]
Lemma 4.7 Under Assumptions 1–4, setting \( \sigma = \tilde{k}L_H \) such that \( \tilde{k} \geq 2 \) and \( \sigma \) satisfying (25), then for any \( h \in T_{x^t} \mathcal{M} \) such that \( \|h\| < \text{inj}(\mathcal{M}) \), we have

\[
\mu(\text{Exp}_{x^t}(h)) \leq 9\tilde{k}^{3/2}\sigma^{3/2}\|h\|^3 + \|\text{grad} F(x^t) - \nu^t\|^3/2 + \sigma^{-3/2}\|\text{Hess} F(x^t) - U^t\|^3 \leq \frac{3\sigma^2}{8}\|h\|^3 \leq \|h\|^3.
\]

Proof The proof follows from that of Lemma 4.14. \qed

Next, we present the following result from [77]. This inequality extends the law of cosines from Euclidean space to Riemannian space, which is fundamental to carry out nonasymptotic analysis for Riemannian optimization. The resulting inequality is used in the proof of Lemma 4.9.

Lemma 4.8 ([77], Lemma 5) If \( a, b \) and \( c \) are the side lengths of a geodesic triangle in an Alexandrov space with curvature lower-bounded by \( \kappa \), and \( A \) is the angle between sides \( b \) and \( c \), then

\[
a^2 \leq \frac{\sqrt{|\kappa|}c}{\tanh \sqrt{|\kappa|}c} b^2 + c^2 - 2bc \cos A. \tag{32}
\]

Lemmas 4.9 and 4.10 are used in the proof of the first main result presented in Theorem 4.1.

Lemma 4.9 Let \( \zeta \triangleq \sqrt{|\kappa|}\text{inj}(\mathcal{M})/\tanh \sqrt{|\kappa|}\text{inj}(\mathcal{M}) \) if \( \kappa < 0 \) and \( \zeta \triangleq 1 \), a.w. Then, under Assumptions 1–5, for any \( h \in T_{x^t} \mathcal{M} \) such that \( \|h\| < \text{inj}(\mathcal{M}) \) and \( T \geq 2 \), we have

\[
\|\text{Exp}^{-1}_{x^t}(\text{Exp}_{x^t}(h))\|^3 \leq 2\sqrt{\zeta - 1 + 1}3T^2\|h\|^3 + (1 + \frac{3}{T})\|\text{Exp}^{-1}_{x^t}(x^t)\|^3. \tag{33}
\]

Proof Let \( g(t) = t/\tanh t \) which is nondecreasing on \([0, \sqrt{|\kappa|}D]\) and \( g(t) \geq 1 \). For simplicity, denote \( \|\text{Exp}^{-1}_{x^t}(\text{Exp}_{x^t}(h))\| \), \( \|h\| \) and \( \|\text{Exp}^{-1}_{x^t}(x^t)\| \) by \( a, b \) and \( c \), respectively. By Lemma 4.8, we have

\[
a^2 \leq \frac{\sqrt{|\kappa|}c}{\tanh \sqrt{|\kappa|}c} b^2 + c^2 - 2bc \cos A \leq (b + c)^2 + (\zeta - 1)b^2 \leq [(\sqrt{\zeta - 1} + 1)b + c]^2.
\]
Therefore,

\[
a^3 \leq \left[ \left( \sqrt{\xi - 1} + 1 \right) b + c \right]^3 \\
= \left( \sqrt{\xi - 1} + 1 \right)^3 b^3 + 3T^{1/3} \left( \sqrt{\xi - 1} + 1 \right)^2 b^2 \frac{c}{T^{1/3}} \\
+ 3T^{2/3} \left( \sqrt{\xi - 1} + 1 \right) b \frac{c^2}{T^{2/3}} + c^3 \\
\leq \left( \sqrt{\xi - 1} + 1 \right)^3 b^3 + 3 \left( \frac{2}{3} \left( \sqrt{\xi - 1} + 1 \right)^2 b^2 \right)^{3/2} + \frac{1}{3} c^3 \\
+ 3 \left( \frac{1}{3} \left( T^{2/3} \left( \sqrt{\xi - 1} + 1 \right) b \right)^3 + \frac{2c^3}{3T} \right) + c^3 \\
= \left( \sqrt{\xi - 1} + 1 \right)^3 \left( 1 + 2\sqrt{T} + T^2 \right) b^3 + \left( 1 + \frac{3}{T} \right) c^3 \\
\leq 2 \left( \sqrt{\xi - 1} + 1 \right)^3 T^2 b^3 + \left( 1 + \frac{3}{T} \right) c^3,
\]

where the second inequality follows from Young’s inequality and the last inequality follows from the fact that \(1 + 2\sqrt{T} + T^2 \leq 2T^2\) when \(T \geq 2\). \(\Box\)

**Lemma 4.10** Define the series \(c_t \triangleq c_{t+1}(1 + 3/T) + \sigma \left[ 500T^3 \left( \sqrt{\xi - 1} + 1 \right)^3 \right]^{-1}\) for \(0 \leq t \leq T - 1\) and \(c_T = 0\). Then for any \(1 \leq t \leq T\), we have

\[
\sigma/24 - 2c_t \left( \sqrt{\xi - 1} + 1 \right)^3 T^2 \geq 0. \tag{34}
\]

**Proof** Assuming \(c_t + q = p(c_{t+1} + q)\), we can derive \(p = 1 + 3/T\) and \(q = \sigma \left[ 1500T^2 \left( \sqrt{\xi - 1} + 1 \right)^3 \right]^{-1}\). Furthermore, given \(c_T = 0\) by induction, we have \(c_t = (p^{T-t} - 1)q\). Therefore,

\[
2c_t \left( \sqrt{\xi - 1} + 1 \right)^3 T^2 = \left( \left( 1 + \frac{3}{T} \right)^{T-t} - 1 \right) \frac{\sigma}{750} \leq \left( 1 + \frac{3}{T} \right) \frac{\sigma}{750} \leq \frac{\sigma}{24}, \tag{35}
\]

where the last inequality follows from the fact \((1 + 3/T)^T \leq 27\). \(\Box\)

Theorem 4.1 presents our first main result. It provides the convergence rate of the R-SVRC algorithm when the cubic regularized Newton subproblem is solved exactly.

**Theorem 4.1** Under Assumptions 1–5, suppose that the cubic regularization parameter \(\sigma\) in Algorithm 1 is fixed and satisfies \(\sigma = \bar{k}L_H\), where \(L_H\) is the Hessian Lipschitz parameter according to (10), \(\bar{k} \geq 2\) and \(\sigma\) satisfies (25). Furthermore, assume that the batch size parameters \(b_g\) and \(b_h\) satisfy

\[\text{ Springer}\]
\[ b_g \geq \frac{3000^{4/3} T^4 (\sqrt{\xi} - 1 + 1)^4}{k^2}, \quad b_h \geq \frac{e \log d}{\left( \sqrt{\frac{k}{193T(\sqrt{\xi} - 1 + 1)}} + \frac{1}{8} - \frac{1}{2\sqrt{2}} \right)^2}, \]  

(36)

where \( T \geq 2 \) is the length of the inner loop, \( e \) is the Euler’s number and \( d = mn \) is the dimension of the problem. Then, we have

\[
\mathbb{E}[\mu(x_{out})] \leq \frac{240k^2 L_H^{1/2} \Delta F}{ST},
\]

(37)

where \( \mu(x) \) is defined in (14).

**Proof** First, we upper bound \( F(x_{t+1}^s) \) as follows:

\[
F(x_{t+1}^s) \leq F(x_t^s) + \langle \nabla F(x_t^s), h_t^s \rangle + \frac{1}{2} \langle H_{x_t^s}[h_t^s], h_t^s \rangle + \frac{L_H}{6} \| h_t^s \|^3
\]

\[
= F(x_t^s) + \langle \nabla F(x_t^s) - v_t^s, h_t^s \rangle + \frac{1}{2} \langle (H_{x_t^s} - U_t^s)[h_t^s], h_t^s \rangle - \frac{\sigma - L_H}{6} \| h_t^s \|^3
\]

\[
+ \langle v_t^s, h_t^s \rangle + \frac{1}{2} \langle U_t^s[h_t^s], h_t^s \rangle + \frac{\sigma}{6} \| h_t^s \|^3
\]

\[
\leq F(x_t^s) + \left( \frac{\sigma}{27} \| h_t^s \|^3 + \frac{2\sigma}{\alpha^{1/2}} \| \nabla F(x_t^s) - v_t^s \|^3/2 \right)
\]

\[
+ \frac{1}{2} \left( \frac{2\sigma}{27} \| h_t^s \|^3 + \frac{27\sigma^2}{\alpha^2} \| H_{x_t^s} - U_t^s \|_{op}^3 \right) - \frac{\sigma - L_H}{6} \| h_t^s \|^3 - \frac{\sigma}{12} \| h_t^s \|^3
\]

\[
\leq F(x_t^s) + \frac{2\sigma}{\alpha^{1/2}} \| \nabla F(x_t^s) - v_t^s \|^3/2 + \frac{27\sigma^2}{\alpha^2} \| H_{x_t^s} - U_t^s \|_{op}^3 - \frac{\sigma}{12} \| h_t^s \|^3,
\]

(38)

where the first inequality follows from Lemma 3.1 and the second inequality holds due to Lemmas 4.4 and 4.1. Next, we define

\[
R_t^s = \mathbb{E}[F(x_t^s) + c_t \| \text{Exp}_{\mathbf{x}_t^s}^{-1}(x_t^s) \|^3],
\]

(39)

where \( c_t \) is defined in Lemma 4.10. By Lemma 4.9, for \( T \geq 2 \), we have

\[
c_{t+1} \| \text{Exp}_{\mathbf{x}_t^s}^{-1}(\text{Exp}_{\mathbf{x}_t^s}(h_t^s)) \|^3
\]

\[
\leq 2c_{t+1}(\sqrt{\xi} - 1 + 1)^3 T^2 \| h_t^s \|^3 + c_{t+1} \left( 1 + \frac{3}{T} \right) \| \text{Exp}_{\mathbf{x}_t^s}^{-1}(x_t^s) \|^3.
\]

(40)

From Lemma 4.7 with \( h = h_t^s \) using the condition (20) and the definition of \( x_{t+1}^s \), we have

\[
\frac{\mu(x_{t+1}^s)}{240k^2 \sqrt{L_H}} \leq \frac{\alpha}{24} \| h_t^s \|^3 + \frac{\| \nabla F(x_t^s) - v_t^s \|^3/2}{24\sqrt{\sigma}} + \frac{\| \text{Hess} F(x_t^s) - U_t^s \|^3}{24\sigma^2}.
\]

(41)
From (38), we have

\[
R_{t+1}^s + \mathbb{E} \left[ \frac{\mu(\mathbf{x}_{t+1}^s)}{240k^2\sqrt{L_H}} \right]
\]

\[
= \mathbb{E} \left[ F(\mathbf{x}_{t+1}^s) + c_{t+1}\|\text{Exp}_{\hat{X}_t}^{-1}(\mathbf{x}_{t+1}^s)\|^3 + \frac{\mu(\mathbf{x}_{t+1}^s)}{240k^2\sqrt{L_H}} \right]
\]

\[
\leq \mathbb{E} \left[ F(\mathbf{x}_t^s) + \frac{3}{\sqrt{\sigma}}\|\text{grad} F(\mathbf{x}_t^s) - \mathbf{v}_t^s\|^3/2 + \frac{14}{\sigma^2}\|\text{Hess} F(\mathbf{x}_t^s) - \mathbf{U}_t^s\|_{op}^3 \right]
\]

\[
+ \mathbb{E} \left[ c_{t+1} \left( 1 + \frac{3}{T} \right)\|\text{Exp}_{\hat{X}_t}^{-1}(\mathbf{x}_t^s)\|^3 - \left( \frac{\sigma}{24} - 2c_{t+1} \left( \sqrt{\xi} - 1 + 1 \right)^3 T^2 \right)\|\mathbf{h}_t^s\|^3 \right]
\]

\[
\leq \mathbb{E} \left[ F(\mathbf{x}_t^s) + \frac{3}{\sqrt{\sigma}}\|\text{grad} F(\mathbf{x}_t^s) - \mathbf{v}_t^s\|^3/2 + \frac{14}{\sigma^2}\|\text{Hess} F(\mathbf{x}_t^s)
\]

\[
- \mathbf{U}_t^s\|_{op}^3 + c_{t+1} \left( 1 + \frac{3}{T} \right)\|\text{Exp}_{\hat{X}_t}^{-1}(\mathbf{x}_t^s)\|^3 \right],
\]

where the first inequality follows from (38), (40), (41) and the last inequality follows from Lemma 4.10.

Based on Lemma 4.3 and the conditions on \( b_g \) and \( b_h \), it can be verified that

\[
\frac{3}{\sqrt{\sigma}}\mathbb{E}\|\text{grad} F(\mathbf{x}_t^s) - \mathbf{v}_t^s\|^{3/2}
\]

\[
\leq \frac{3L_H^{3/2}}{\sqrt{\sigma}b_g^{3/4}} \mathbb{E}\|\text{Exp}_{\hat{X}_t}^{-1}(\mathbf{x}_t^s)\|^3 \leq \frac{\sigma}{1000T^3(\sqrt{\xi} - 1 + 1)^3} \mathbb{E}\|\text{Exp}_{\hat{X}_t}^{-1}(\mathbf{x}_t^s)\|^3,
\]

\[
\frac{14}{\sigma^2}\mathbb{E}\|\text{Hess} F(\mathbf{x}_t^s) - \mathbf{U}_t^s\|_{op}^3 \leq \frac{896L_H^3(\rho + \rho^2)^3}{\sigma^2} \mathbb{E}\|\text{Exp}_{\hat{X}_t}^{-1}(\mathbf{x}_t^s)\|^3
\]

\[
\leq \frac{\sigma}{1000T^3(\sqrt{\xi} - 1 + 1)^3} \mathbb{E}\|\text{Exp}_{\hat{X}_t}^{-1}(\mathbf{x}_t^s)\|^3,
\]

where \( \rho = \sqrt{\frac{2e\log mn}{b_h}} \).

Therefore, we have

\[
R_{t+1}^s + \mathbb{E} \left[ \frac{\mu(\mathbf{x}_{t+1}^s)}{240k^2\sqrt{L_H}} \right]
\]

\[
\leq \mathbb{E} \left[ F(\mathbf{x}_t^s) + \|\text{Exp}_{\hat{X}_t}^{-1}(\mathbf{x}_t^s)\|^3 \left( c_{t+1}(1 + 3/T) + \frac{\sigma}{500T^3(\sqrt{\xi} - 1 + 1)^3} \right) \right]
\]

\[
= \mathbb{E} \left[ F(\mathbf{x}_t^s) + c_t\|\text{Exp}_{\hat{X}_t}^{-1}(\mathbf{x}_t^s)\|^3 \right] = R_t^s,
\]

where the first equality comes from the definition of \( c_t \) in Lemma 4.10. Telescoping the above inequality from \( t = 0 \) to \( T - 1 \), we have

\( \square \) Springer
\[ R_0^s - R_T^s \geq (240k^2 \sqrt{L_H})^{-1} \sum_{t=1}^{T} \mathbb{E}[\mu(x_t^s)]. \]

Note that \( c_T = 0 \) and \( x_T^{s-1} = x_0^s = \hat{x}^s \), then \( R_T^s = \mathbb{E}[F(x_T^s)] = c_T \| \text{Exp}_{x_T^s}^{-1}(x_T^s) \|_3^3 = \mathbb{E}F(\hat{x}^{s+1}) \) and \( R_0^s = \mathbb{E}[F(x_0^s) + c_0 \| \text{Exp}_{x_0^s}^{-1}(x_0^s) \|_3^3] = \mathbb{E}F(\hat{x}^s), \) which implies

\[ \mathbb{E}F(\hat{x}^s) - \mathbb{E}F(\hat{x}^{s+1}) = R_0^s - R_T^s \geq (240k^2 \sqrt{L_H})^{-1} \sum_{t=1}^{T} \mathbb{E}[\mu(x_t^s)]. \]

Telescoping the above inequality from \( s = 1 \) to \( S \) yields

\[ \Delta_F \geq \sum_{s=1}^{S} \mathbb{E}F(\hat{x}^s) - \mathbb{E}F(\hat{x}^{s+1}) \geq (240k^2 \sqrt{L_H})^{-1} \sum_{s=1}^{S} \sum_{t=1}^{T} \mathbb{E}[\mu(x_t^s)]. \]

By the definition of the choice of \( x_{\text{out}} \), the proof is completed. \( \square \)

**Remark 4.6** Let \( K = ST \) where \( S \) and \( T \) are the number of epochs and epoch length in Algorithm 1. Following our discussion below (15) and by Theorem 4.1, setting \( \mathbb{E}[\mu(x)] \leq 240k^2 L_H^{-1/2} \Delta_F / K \leq \epsilon_{3/2} \), the algorithm obtains a \((\epsilon, \sqrt{\epsilon})\)-solution in \( O(\epsilon^{-3/2}) \) iterations. In other words, the algorithm obtains a first-order stationary point (i.e., \( \| \text{grad} F(x) \| \leq \epsilon \)) in \( O(\epsilon^{-3/2}) \) iterations and a second-order stationary point (i.e., \( \lambda_{\text{min}}(\text{Hess} F(x)) \geq -\epsilon \)) in \( O(\epsilon^{-3}) \) iterations.

**Definition 4.3** (Second-order oracle) Given an index \( i \) and a point \( x \), a second-order oracle (SO) call returns a triple \([f_i(x), \nabla f_i(x), \nabla^2 f_i(x)]\).

When manifold is embedded in a Euclidean space, calculating the Riemannian gradient and Hessian (applied to a certain direction) requires the Euclidean gradient and Hessian. Therefore, the number of SO calls is a reasonable metric to evaluate complexities of different algorithms, stochastic and deterministic. In numerical studies, we also compare different methods on the number of SO calls.

**Corollary 4.1** Suppose that the cubic regularization parameter \( \sigma \) in Algorithm 1 is fixed and satisfies \( \sigma = k L_H \), where \( L_H \) is the Hessian Lipschitz parameter according to (10), \( k \geq 2 \) and \( \sigma \) satisfies (25). Let the epoch length \( T = N^{1/5} \), batch sizes \( b_s = 3006^{\delta/3} N^{4/5} (\sqrt{\epsilon} - \delta + 1)^4 \), \( b_h = \frac{\epsilon \log d}{k^2 \left( \frac{k}{\sqrt{193N^{1/5} \sqrt{\epsilon} - 1}} + \frac{1}{2} \right)^2} \), and the number of epochs \( S = \max(1, 240k^2 L_H^{-1/2} \Delta_F N^{-1/5} \epsilon^{-3/2}) \), where \( d = mn \) is the problem dimension. Then, under Assumptions 1–5, Algorithm 1 finds an \((\epsilon, \sqrt{L_H} \epsilon)\)-second-order stationary point in \( \hat{O}(N + L_H^{-1/2} \Delta_F N^{4/5} \epsilon^{-3/2}) \) second-order oracle calls.

**Proof** The parameter setting in Corollary 4.1 satisfies the requirements of Theorem 4.1. The epoch size \( S \) enforce \( \mathbb{E}[\mu(x_{\text{out}})] \leq \epsilon \), which implies that \( x_{\text{out}} \) is an \((\epsilon, \sqrt{L_H} \epsilon)\)-approximate local minimum. Note that Algorithm 1 requires calculating full gradient.
\( \nabla F \) and Hessian \( \nabla^2 F \) at the beginning of each epoch with \( N \) SO calls. Inside each epoch, it needs to calculate stochastic gradient and Hessian with \( b_g + b_h \) SO calls at each iteration. Thus, the total number of SO calls is

\[
SN + (ST)(b_g + b_h) \leq N + 240k^2L_H^{1/2}\Delta F N^{4/5}\epsilon^{-3/2} + 240k^2L_H^{1/2}\Delta F\epsilon^{-3/2}(b_g + b_h) = \tilde{O}(N + L_H^{1/2}\Delta F N^{4/5}\epsilon^{-3/2}),
\]

where the \( \tilde{O} \) comes from \( \log d \) in \( b_h \). \( \square \)

In practice, finding the exact solution to the cubic-regularized Newton subproblem (18) is not always computationally desirable [5, 18, 19, 56]. Instead, we can solve the subproblem inexactly, but yet guarantee theoretical properties of the algorithm. More specifically, we propose to solve the cubic-regularized Newton subproblem inexactly, but the one that satisfies the conditions in Definition 4.4. It is then proved in Theorem 4.2 that the complexity of the algorithm with inexact solution to its subproblem is the same as the original algorithm, except for an \( O(1) \) constant.

**Definition 4.4 (Inexact solution)** Given a \( \delta > 0 \), \( \tilde{h}_i^x \) is a \( \delta \)-inexact solution to (18) if it satisfies

\[
m_i^x(\tilde{h}_i^x) \leq -\frac{\sigma}{12}\|\tilde{h}_i^x\|^3 + \delta, \tag{42}
\]

\[
\|\nabla m_i^x(\tilde{h}_i^x)\| \leq (\sigma)^{1/3}\delta^{2/3}, \tag{43}
\]

\[
\lambda_{\min}(\nabla^2 m_i^x(\tilde{h}_i^x)) \geq -(\sigma)^{2/3}\delta^{1/3}. \tag{44}
\]

The following lemma is parallel to Lemma 4.1 when the subproblem is solved inexactly.

**Lemma 4.11** Under Assumption 3, if \( \tilde{h}_i^x \) is a \( \delta \)-inexact solution to (18), then

\[
\left\langle v_i^x, \tilde{h}_i^x \right\rangle + \frac{1}{2}\left\langle U_i^x\tilde{h}_i^x, \tilde{h}_i^x \right\rangle + \frac{\sigma}{6}\|\tilde{h}_i^x\|^3 \leq -\frac{\sigma}{12}\|\tilde{h}_i^x\|^3 + \delta, \tag{45}
\]

\[
\|v_i^x + U_i^x\tilde{h}_i^x\| \leq \left(\frac{\sigma}{2}\|\tilde{h}_i^x\|\right)\|\tilde{h}_i^x\| \leq (\sigma)^{1/3}\delta^{2/3}, \tag{46}
\]

\[
U_i^x + \sigma\|\tilde{h}_i^x\|I \succeq -(\sigma)^{2/3}\delta^{1/3}I. \tag{47}
\]

**Proof** Inequalities (45) and (46) follow from expanding \( m_i^x(\tilde{h}_i^x) \) and \( \nabla m_i^x(\tilde{h}_i^x) \) in (42) and (43). To show (47), note that \( \nabla^2 m_i^x(\tilde{h}_i^x) = U_i^x + \lambda I + \lambda\left(\frac{\tilde{h}_i^x}{\|\tilde{h}_i^x\|}\right)\left(\frac{\tilde{h}_i^x}{\|\tilde{h}_i^x\|}\right)^\top \), where \( \lambda = \frac{\sigma\|\tilde{h}_i^x\|}{2} \). We have

\[
U_i^x + 2\lambda I \succeq U_i^x + \lambda I + \lambda\left(\frac{\tilde{h}_i^x}{\|\tilde{h}_i^x\|}\right)\left(\frac{\tilde{h}_i^x}{\|\tilde{h}_i^x\|}\right)^\top \succeq -(\sigma)^{2/3}\delta^{1/3}I,
\]

where the first inequality follows from the Cauchy–Schwarz inequality, \( \|v\| \geq \frac{\left\langle v, \tilde{h}_i^x \right\rangle}{\|\tilde{h}_i^x\|} \) for any \( v \in \mathbb{R}^{m \times n} \), and the second inequality follows from (47). \( \square \)
Parallel to Lemma 4.2, Lemma 4.12 provides an upper bound on \( \|\tilde{h}_{s}^{t}\| \) which then provides a required (lower) bound on the cubic regularization parameter \( \sigma \) to have the iterates close enough to the epoch points—see Remark 4.7.

**Lemma 4.12** Under Assumption 1–4, given a constant \( C > 0 \) and \( \sigma > \left[ \frac{\delta^{2/3} + \sqrt{\delta^{4/3} + 2C^2(Cc_H + c_g)}}{c^2} \right]^2 \), we have \( \|\tilde{h}_{s}^{t}\| < C \).

**Proof** Based on (46) and Cauchy–Schwarz inequality, we have

\[
\begin{aligned}
\langle v_{s}^{t}, \tilde{h}_{s}^{t} \rangle + \langle U_{s}^{t}\tilde{h}_{s}^{t}, \tilde{h}_{s}^{t} \rangle + \frac{\sigma}{2} \|\tilde{h}_{s}^{t}\|^3 &\leq (\sigma)^{1/3} \delta^{2/3} \cdot \|\tilde{h}_{s}^{t}\|.
\end{aligned}
\]

which implies,

\[
\frac{\sigma}{2} \|\tilde{h}_{s}^{t}\|^3 \leq \|v_{s}^{t}\| \cdot \|\tilde{h}_{s}^{t}\| + \|U_{s}^{t}\|_{\text{op}} \cdot \|\tilde{h}_{s}^{t}\|^2 + (\sigma)^{1/3} \delta^{2/3} \cdot \|\tilde{h}_{s}^{t}\|.
\]

Based on (16) and dividing both sides by \( \|\tilde{h}_{s}^{t}\| \), we have

\[
\frac{\sigma}{2} \|\tilde{h}_{s}^{t}\|^2 - c_{H} \cdot \|\tilde{h}_{s}^{t}\| - (+\sigma^{1/3} \delta^{2/3}) \leq 0,
\]

which implies

\[
\begin{aligned}
\|\tilde{h}_{s}^{t}\| &\leq \frac{c_{H} + \sqrt{c_{H}^2 + 2\sigma (c_{g} + \sigma^{1/3} \delta^{2/3})}}{\sigma} \leq \frac{c_{H} + \sqrt{c_{H}^2 + 2\sigma (c_{g} + \sigma^{1/2} \delta^{2/3})}}{\sigma}.
\end{aligned}
\]

Note that the right hand side of (51) is a monotonic decreasing function on \( \sigma \). After some simple manipulation, we derive that if \( \sigma > \left[ \frac{\delta^{2/3} + \sqrt{\delta^{4/3} + 2C^2(Cc_H + c_g)}}{c^2} \right]^2 \), then the right hand side of (51) is upper bounded by \( C \), which implies \( \|\tilde{h}_{s}^{t}\| < C \). \( \square \)

**Remark 4.7** Using Lemma 4.2, setting \( C = \text{inj}(\mathcal{M}) / T \), where \( T \) is the epoch length of the algorithm, we have

\[
\sigma > \left[ \frac{T^2 \delta^{2/3} + \sqrt{T^4 \delta^{4/3} + 2(\text{inj}(\mathcal{M}))^2 (\text{inj}(\mathcal{M}) T c_{H} + c_g T^2)}}{(\text{inj}(\mathcal{M}))^2} \right]^2.
\]

Given the lower bound on \( \sigma \), for any epoch \( s \) and any iteration \( t \) inside this epoch, we have

\[
d(\hat{x}_{s}^{t}, x_{s}^{t}) \leq \sum_{i=1}^{t} d(x_{i-1}^{s}, x_{i}^{s}) \leq \sum_{i=1}^{t} \|h_{s}^{i}\| < \text{inj}(\mathcal{M}).
\]
Lemma 4.13 Let \( \tilde{t}_y \) be a \( \delta \)-inexact solution to (18) with \( \sigma \geq 2L_H \) that satisfies (52), then under Assumptions 1–4, for any \( \mathbf{h} \in \mathbb{R}^{m \times n} \) such that \( \| \mathbf{h} \| < \inf(\mathcal{M}) \), we have

\[
- \lambda_{\min}(\text{Hess}(\text{Exp}_{x_t}^{\mathbf{h}}(\mathbf{h}))) \leq \frac{3\sigma}{2} \| \mathbf{h} \| + \| H_x - U^s_t \|_{op} + \sigma \| \tilde{t}_y \| - \| \mathbf{h} \| + (\sigma)^{2/3}\delta^{1/3},
\]

(54)

where \( \lambda_{\min}(\text{Hess}(\mathbf{x})) \) is defined as \( \lambda_{\min}(\text{Hess}(\mathbf{x})) \triangleq \inf_{\eta \in \mathcal{T}_x\mathcal{M}} \{ \langle \text{Hess}(\mathbf{x})\eta, \eta \rangle / \| \eta \| \} \).

**Proof** Denote \( \text{Exp}_{x_t}^{\mathbf{h}}(\mathbf{h}) \) by \( \mathbf{y} \) and \( x_t^{\mathbf{h}} \) by \( x \). Furthermore, let the identity operator at \( x \) be denoted by \( I_x \), i.e., \( I_x(\eta) = \eta \) for any \( \eta \in \mathcal{T}_x\mathcal{M} \). We have

\[
H_y \geq \Gamma^y_x H_x \Gamma_x^y - L_H \| \mathbf{h} \| I_y \\
\geq \Gamma^y_x U^s_t \Gamma_x^y - \| \Gamma^y_x H_x \Gamma_x^y - \Gamma^y_x U^s_t \|_{op} I_y - L_H \| \mathbf{h} \| I_y \\
\geq - (\sigma \| \tilde{t}_y \| + (\sigma)^{2/3}\delta^{1/3}) I_y - \| H_x - U^s_t \|_{op} I_y - L_H \| \mathbf{h} \| I_y,
\]

where the first inequality follows from (10), the second inequality follows from the definition of the operator norm and the triangle inequality, and the third inequality follows from the isometric property of the parallel transport \( \Gamma \) and (47). Therefore, we have

\[
- \lambda_{\min}(H_y) \leq (\sigma \| \tilde{t}_y \| + (\sigma)^{2/3}\delta^{1/3}) + \| H_x - U^s_t \|_{op} + L_H \| \mathbf{h} \|
\]

\[
= \sigma (\| \tilde{t}_y \| - \| \mathbf{h} \|) + \| H_x - U^s_t \|_{op} + (L_H + \sigma) \| \mathbf{h} \| + (\sigma)^{2/3}\delta^{1/3}
\]

\[
\leq \frac{3\sigma}{2} \| \mathbf{h} \| + \| H_x - U^s_t \|_{op} + \sigma (\| \tilde{t}_y \| - \| \mathbf{h} \|) + (\sigma)^{2/3}\delta^{1/3},
\]

where the last inequality holds because \( L_H \leq \sigma/2 \). \( \square \)

Recall the \( \mu(x) \) definition in (14), combining Lemmas 4.5 and 4.13, we have the result below.

Lemma 4.14 Setting \( \sigma = \bar{k}L_H \) with \( \bar{k} \geq 2 \) such that it satisfies (52), under Assumptions 1–4, for any \( \delta \)-inexact solution \( \tilde{t}_y^{\mathbf{h}} \), we have

\[
\mu(\text{Exp}_{x_t}^{\mathbf{h}}(\tilde{t}_y^{\mathbf{h}})) \leq 9(\bar{k})^{3/2}[\frac{27(\sigma)^{3/2}}{8}\| \tilde{t}_y^{\mathbf{h}} \|^3 + \| \text{grad}(x_t^{\mathbf{h}}) - v_t^{\mathbf{h}} \|^3/2
\]

\[
+ (\sigma)^{-3/2}\| \text{Hess}(x_t^{\mathbf{h}}) - U^s_t \|^3_{op} + (\sigma)^{1/2}\delta].
\]
Proof Recall $\mu(x) = \max\{\|\nabla F(x)\|^3/2, -L_H^{-3/2}\lambda^3_{\min}(\text{Hess} F(x))\}$. Next, we apply Lemmas 4.5 and 4.13 to upper bound $\|\nabla F(x)\|^3/2$ and $-L_H^{-3/2}[\lambda_{\min}(\text{Hess} F(x))]^3$, respectively.

$$
\|\nabla F(\text{Exp}_{x^*}(\tilde{h}^*)\|)^3/2
\leq [\sigma \|\tilde{h}^*_f\|^2 + \|\nabla F(x^*) - v^*_t\| + \frac{1}{\sigma}\|\text{Hess} F(x^*) - U^*_t\|^2 + \|\nabla m^*_t(\tilde{h}^*)\|]^3/2
\leq 2((\sigma)^3/2\|\tilde{h}^*_f\|^3 + \|\nabla F(x^*) - v^*_t\|^3/2 + (\sigma)^{-3/2}\|\text{Hess} F(x^*) - U^*_t\|^3 + \|\nabla m^*_t(\tilde{h}^*)\|)^3/2
\leq 2((\sigma)^3/2\|\tilde{h}^*_f\|^3 + \|\nabla F(x^*) - v^*_t\|^3/2 + (\sigma)^{-3/2}\|\text{Hess} F(x^*) - U^*_t\|^3 + (\sigma)^{1/2}\delta],
$$

where the first inequality follows from Lemma 4.5, the second inequality holds due to the inequality $(a+b+c+d)^3/2 \leq 2(a^3/2 + b^3/2 + c^3/2 + d^3/2)$, and the third one follows from (43).

$$
- L_H^{-3/2}[\lambda_{\min}(\text{Hess} F(\tilde{h}^*_f))]^3
= -\tilde{k}L_H^{-3/2}(\sigma)^{-3/2}[\lambda_{\min}(\text{Hess} F(\tilde{h}^*_f))]^3
\leq \tilde{k}L_H^{-3/2}(\sigma)^{-3/2}[\frac{3\sigma}{2}\|\tilde{h}^*_f\| + \|\text{Hess} F(x^*) - U^*_t\|^3 + (\sigma)^{2/3}\delta^{-1/3}]^3
\leq 9(\tilde{k})L_H^{-3/2}[\frac{27(\sigma)^{3/2}}{8}\|\tilde{h}^*_f\|^3 + (\sigma)^{-3/2}\|\text{Hess} F(x^*) - U^*_t\|^3 + (\sigma)^{1/2}\delta],
$$

where the equality follows from $\sigma = \tilde{k}L_H$, the first inequality follows from Lemma 4.13, and the last one follows from the inequality $(a+b+c)^3 \leq 9(a^3+b^3+c^3)$. Since $9(\tilde{k})L_H^{-3/2} > 2$, we have

$$
\mu(\text{Exp}_{x^*}(\tilde{h}^*)) = \max\{\|\nabla F(\text{Exp}_{x^*}(\tilde{h}^*))\|^3/2, -L_H^{-3/2}\lambda_{\min}(\text{Hess} F(\text{Exp}_{x^*}(\tilde{h}^*)))\]
\leq 9(\tilde{k})L_H^{-3/2}[\frac{27(\sigma)^{3/2}}{8}\|\tilde{h}^*_f\|^3 + \|\nabla F(x^*) - v^*_t\|^3/2
+ (\sigma)^{-3/2}\|\text{Hess} F(x^*) - U^*_t\|^3 + (\sigma)^{1/2}\delta],
$$

which completes the proof.

Theorem 4.2 provides the convergence rate of the R-SVRC algorithm when the cubic regularized Newton subproblem is solved inexactly.

Theorem 4.2 Suppose that the cubic regularization parameter $\sigma$ in Algorithm 1 is fixed and satisfies $\sigma = \tilde{k}L_H$, where $L_H$ is the Hessian Lipschitz parameter according to (10) and $\tilde{k} \geq 2$ and it also satisfies (52). At each iteration, let the cubic subproblem (18) be solved inexactly so that the results $[\tilde{h}^*_f]$ are $\delta$-inexact solutions. Furthermore, suppose that the batch sizes $b_g$ and $b_h$ satisfy

$$
b_g \geq \frac{3000^{4/3}T^4(\sqrt{\xi} - 1 + 1)^4}{\tilde{k}^2}, \quad b_h \geq \frac{e \log d}{\left(\sqrt{\frac{\tilde{k}}{193T(\sqrt{\xi} - 1 + 1)}} + \frac{1}{8} - \frac{1}{2\sqrt{2}}\right)^2},
$$

where the first inequality follows from Lemma 4.5, the second inequality holds due to the inequality $(a+b+c+d)^3/2 \leq 2(a^3/2 + b^3/2 + c^3/2 + d^3/2)$, and the third one follows from (43).
where $T \geq 2$ is the length of the inner loop of the algorithm and $d = mn$ is the dimension of the problem. Then, under Assumptions 1–5, the output of the algorithm satisfies

$$
\mathbb{E}[\mu(x_{\text{out}})] \leq \frac{729k^2 L_H^{1/2} \Delta_F}{ST} + 738k^2 \sqrt{L_H} \delta,
$$

(56)

where $\mu(x)$ is defined in (14).

**Proof** First, we upper bound $F(x_{t+1}^s)$ as follows:

$$
F(x_{t+1}^s) \leq F(x_t^s) + \left\langle \nabla F(x_t^s), \tilde{h}_t^s \right\rangle + \frac{1}{2} \left\langle H_{x_t^s}[\tilde{h}_t^s], \tilde{h}_t^s \right\rangle + \frac{L_H}{6} \|\tilde{h}_t^s\|^3
$$

$$
= F(x_t^s) + \left\langle \nabla F(x_t^s) - v_t^s, \tilde{h}_t^s \right\rangle + \frac{1}{2} \left\langle (H_{x_t^s} - U_t^s)[\tilde{h}_t^s], \tilde{h}_t^s \right\rangle - \frac{\sigma - L_H}{6} \|\tilde{h}_t^s\|^3 + \left\langle v_t^s, \tilde{h}_t^s \right\rangle + \frac{1}{2} \left\langle U_t^s[\tilde{h}_t^s], \tilde{h}_t^s \right\rangle + \frac{\sigma}{6} \|\tilde{h}_t^s\|^3
$$

$$
\leq F(x_t^s) + \left(\frac{\sigma}{27} \|\tilde{h}_t^s\|^3 + \frac{27}{\sigma^2} \|H_{x_t^s} - U_t^s\|_{op}^3\right) - \frac{\sigma - L_H}{6} \|\tilde{h}_t^s\|^3 - \frac{\sigma}{12} \|\tilde{h}_t^s\|^3 + \delta
$$

$$
\leq F(x_t^s) + \frac{2}{\sigma^{1/2}} \|\nabla F(x_t^s) - v_t^s\|^{3/2} + \frac{27}{2\sigma^2} \|H_{x_t^s} - U_t^s\|_{op}^3 - \frac{\sigma}{12} \|\tilde{h}_t^s\|^3 + \delta
$$

where the first inequality follows from H-smooth assumption and Lemma 3.1 and the second inequality holds due to Lemma 4.4 and (45) in Lemma 4.11.

Next, we define

$$
R_t^s \triangleq \mathbb{E}[F(x_t^s) + c_t \|\text{Exp}^{-1}_{\hat{x}_t^s}(x_t^s)\|^3],
$$

(57)

where $c_t$ is defined in Lemma 4.10. By Lemma 4.9, for $T \geq 2$, we have

$$
c_{t+1} \|\text{Exp}^{-1}_{\hat{x}_t^s}(\text{Exp}_{\hat{x}_t^s}(\tilde{h}_t^s))\|^3 \leq 2c_{t+1}(\sqrt{\xi - 1} + 1)^3 T^2 \|\tilde{h}_t^s\|^3
$$

$$
+ c_{t+1}(1 + \frac{3}{T}) \|\text{Exp}^{-1}_{\hat{x}_t^s}(x_t^s)\|^3.
$$

(58)

Furthermore, from Lemma 4.14, we have

$$
\frac{\mu(x_{t+1}^s)}{729k^2 \sqrt{L_H}} \leq \frac{\sigma}{24} \|\tilde{h}_t^s\|^3 + \frac{\|\nabla F(x_t^s) - v_t^s\|^{3/2}}{81^2 \sigma} + \frac{\|\text{Hess} F(x_t^s) - U_t^s\|^3}{81 \sigma^2} + \frac{\delta}{81}.
$$

(59)
Combining (57), (58) and (59), we have

\[ R^s_{t+1} + \mathbb{E} \left[ \frac{\mu(x^s_{t+1})}{729k^2 \sqrt{L_H}} \right] \]

\[ = \mathbb{E} [ F(x^s_{t+1}) + c_{t+1} \| \text{Exp}_\xi^{-1}(x^s_{t+1}) \|^3 + \frac{\mu(x^s_{t+1})}{729k^2 \sqrt{L_H}} ] \]

\[ \leq \mathbb{E} [ F(x^s_t) + \frac{3}{\sqrt{\sigma}} \| \text{grad} F(x^s_t) - v^s_t \|^3/2 + \frac{14}{\sigma^2} \| \text{Hess} F(x^s_t) - U^s_t \|^3 ] + \frac{82\delta}{81} \]

where the last inequality follows from Lemma 4.10.

Based on Lemma 4.3 and the conditions on the sizes of \( b_g \) and \( b_h \), we have

\[ \frac{3}{\sqrt{\sigma}} \mathbb{E} \| \text{grad} F(x^s_t) - v^s_t \|^3/2 \leq \frac{3L_H^{3/2}}{\sqrt{\sigma}b_g^{3/4}} \mathbb{E} \| \text{Exp}_\xi^{-1}(x^s_t) \|^3 \leq \frac{\sigma}{1000T^3(\sqrt{\xi} - 1 + 1)^3} \mathbb{E} \| \text{Exp}_\xi^{-1}(x^s_t) \|^3, \quad (60) \]

\[ \frac{14}{\sigma^2} \mathbb{E} \| \text{Hess} F(x^s_t) - U^s_t \|^3 \leq \frac{896L_H^3(\rho + \rho^2)^3}{\sigma^2} \mathbb{E} \| \text{Exp}_\xi^{-1}(x^s_t) \|^3 \leq \frac{\sigma}{1000T^3(\sqrt{\xi} - 1 + 1)^3} \mathbb{E} \| \text{Exp}_\xi^{-1}(x^s_t) \|^3, \quad (61) \]

where \( \rho = \sqrt{2e \log mn / b_h} \). Therefore, we have

\[ R^s_{t+1} + \mathbb{E} \left[ \frac{\mu(x^s_{t+1})}{729k^2 \sqrt{L_H}} \right] \]

\[ \leq \mathbb{E} \left[ F(x^s_t) + \| \text{Exp}_\xi^{-1}(x^s_t) \|^3(c_{t+1}(1 + 3/T) + \frac{\sigma}{500T^3(\sqrt{\xi} - 1 + 1)^3}) \right] + \frac{82\delta}{81} \]

\[ = \mathbb{E} \left[ F(x^s_t) + c_t \| \text{Exp}_\xi^{-1}(x^s_t) \|^3 \right] + \frac{82\delta}{81} = R^s_t + \frac{82\delta}{81}, \]

where the first equality is due to the choice of \{c_t\} defined in Lemma 4.10. Telescoping the above inequality from \( t = 0 \) to \( T - 1 \), we have \( R^s_T - R^s_0 \geq (729k^2 \sqrt{L_H})^{-1} \left[ \mathbb{E} \left[ |\mu(x^s_T)| \right] - \frac{82\delta}{81} \right] \). Note that \( c_T = 0 \) and \( x^s_T^{-1} = x^s_0 = \hat{x}^s \), then \( R^s_T = \mathbb{E} [ F(x^s_T) + c_T \| \text{Exp}_\xi^{-1}(x^s_T) \|^3 ] = \mathbb{E} F(\hat{x}^s+1) \) and \( R^s_0 = \mathbb{E} [ F(x^s_0) + c_0 \| \text{Exp}_\xi^{-1}(x^s_0) \|^3 ] = \mathbb{E} F(\hat{x}^s) \), which implies
\[ \mathbb{E}F(\hat{x}^{s}) - \mathbb{E}F(\hat{x}^{s+1}) = R_{o}^{s} - R_{T}^{s} \geq (729\bar{k}^{2}\sqrt{L_{H}})^{-1} \sum_{t=1}^{T} \left( \mathbb{E}[\mu(x_{t}^{s})] - \frac{82\delta}{81} \right). \]

Telescoping the above inequality from \( s = 1 \) to \( S \) yields

\[ \Delta_{F} \geq \sum_{s=1}^{S} \mathbb{E}F(\hat{x}^{s}) - \mathbb{E}F(\hat{x}^{s+1}) \geq (729\bar{k}^{2}\sqrt{L_{H}})^{-1} \sum_{s=1}^{S} \sum_{t=1}^{T} \mathbb{E}[\mu(x_{t}^{s})] - \frac{82\delta}{81}. \]

By the definition of \( x_{\text{out}} \), the proof is completed.

**Corollary 4.2** For any \( s \) and \( t \), let \( \tilde{h}_{s}^{t} \) be an inexact solution of the cubic subproblem \( m_{\tau}(\bar{h}) \), which satisfies Definition 4.4 with \( \delta = (1500\bar{k}^{2}\sqrt{L_{H}})^{-1}e^{3/2} \). Suppose that the cubic regularization parameter \( \sigma \) in Algorithm 1 is fixed and satisfies \( \sigma = \bar{k}L_{H} \), where \( L_{H} \) is the Hessian Lipschitz parameter according to (10) with \( \bar{k} \geq 2 \), and it also satisfies (52). Let the epoch length \( T = N^{1/5} \), batch sizes \( b_{g} = \frac{3000\delta^{1/5}N^{4/5}(\sqrt{2}+2)^{1/4}}{\bar{k}^{2}} \), \( b_{h} = \frac{e^{\log d}}{\frac{\bar{k}}{\sqrt{193N^{1/5}\sqrt{2}+1/8}}^{1/2}}, \) and the number of epochs \( S = \max\{1, 1500\bar{k}^{2}L_{H}^{1/2}\Delta_{F}N^{-1/5}e^{-3/2}\} \). Then, under Assumptions 1–5, Algorithm 1 finds an \((\epsilon, \sqrt{L_{H}}e)\)-second-order stationary point in \( \tilde{O}(N + L_{H}^{1/2}\Delta_{F}N^{4/5}e^{-3/2}) \) number of second-order oracle calls.

**Proof** Under the parameter setting in Corollary 4.2 and Theorem 4.2, we have

\[ \mathbb{E}[\mu(x_{\text{out}})] \leq \frac{729\bar{k}^{2}L_{H}^{1/2}\Delta_{F}}{ST} + 738\bar{k}^{2}\sqrt{L_{H}}\delta \leq \frac{\epsilon^{3/2}}{2} + \frac{\epsilon^{3/2}}{2} = \epsilon^{3/2}. \tag{62} \]

Thus, \( x_{\text{out}} \) is an \((\epsilon, \sqrt{L_{H}}e)\)-approximate local minimum. Similar to the discussion in Corollary 4.1, the total number of SO calls is

\[
SN + (ST)(b_{g} + b_{h}) \\
\leq N + 1500\bar{k}^{2}L_{H}^{1/2}\Delta_{F}N^{4/5}e^{-3/2} + 1500\bar{k}^{2}L_{H}^{1/2}\Delta_{F}e^{-3/2}(b_{g} + b_{h}) \\
= \tilde{O}(N + L_{H}^{1/2}\Delta_{F}N^{4/5}e^{-3/2}).
\]

\[
5 \text{ Numerical Studies}
\]

In this section, we conduct numerical experiments to verify our theoretical complexity results for the R-SVRC algorithm to find a second-order stationary point. Besides different simulation studies, we compare our algorithm with crude Riemannian cubic regularization Newton method (CRC), Riemannian adaptive cubic regularization method (ARC), and Riemannian trust region method (RTR)—see [2, 5, 80]. Our code is written in conformance with the Manopt package [16], and it is available at https://github.com/samdavanloo/R-SVRC. All the numerical studies are run on a laptop with 1.4 GHz Quad-Core Intel Core i5 CPU and 8 GB memory.
5.1 Parameter Estimation of Multivariate Student’s t-distribution

The maximum likelihood estimation of the (scale) parameter of the multivariate t-distribution \( (2) \) requires solving

\[
\min_{X \in S_p^+} F(X) = \frac{v + p}{2N} \sum_{i=1}^{N} \log \left( 1 + \frac{a_i^T X a_i}{v} \right) - \frac{1}{2} \log \det(X),
\]

(63)

where the mean is assumed to be zero and \( X \) is the inverse of the scale matrix \( \Sigma \) which should belong to the symmetric positive definite (SPD) manifold. The Euclidean gradient and Hessian of \( F \) can be calculated as

\[
\nabla F(X) = \frac{v + p}{2N} \sum_{i=1}^{N} \frac{a_i a_i^T}{v + a_i^T X a_i} - \frac{1}{2} X^{-1},
\]

(64)

\[
\nabla^2 F(X)[U] = \frac{v + p}{2N} \sum_{i=1}^{N} \frac{-a_i^T U a_i}{(v + a_i^T X a_i)^2} a_i a_i^T + \frac{1}{2} X^{-1} U X^{-1}
\]

(65)

\[
= \left[ \frac{v + p}{2N} \sum_{i=1}^{N} \frac{-a_i a_i^T \otimes (a_i a_i^T)}{(v + a_i^T X a_i)^2} + \frac{1}{2} X^{-1} \otimes X^{-1} \right] \cdot \text{vec}(U),
\]

(66)

where \( \text{sym}(Y) \triangleq \frac{1}{2}(Y + Y^T) \), \( \text{vec}(\cdot) \) denotes vectorization of the input matrix, and \( \otimes \) denotes the Kronecker product. The Riemannian gradient and Hessian are obtained as (see [11, 16]):

\[
\nabla F(X) = X \text{sym}(\nabla F(X)) X,
\]

(67)

\[
\text{Hess} F(X)[U] = X \text{sym}(\nabla^2 F(X)[U]) X + \text{sym}(U \nabla F(X) X).
\]

(68)

While the above equations compute the full gradient and Hessian along certain direction, the stochastic gradient and Hessian along certain direction follows similarly. For instance, for function

\[
F_{I_h}(X) \triangleq \frac{1}{b_h} \sum_{i \in I_h} f_i(X),
\]

the second term in the formula for \( U_s \) (see Step 9 in Algorithm 1) can be calculated as

\[
\nabla^2 F_{I_h}(X)[U] = \left[ \frac{v + p}{2b_h} \sum_{i \in I_h} \frac{-a_i a_i^T \otimes (a_i a_i^T)}{(v + a_i^T X a_i)^2} + \frac{1}{2} X^{-1} \otimes X^{-1} \right] \cdot \text{vec}(U),
\]

(69)

\[
\text{Hess} F_{I_h}(X)[U] = X \text{sym}(\nabla^2 F_{I_h}(X)[U]) X + \text{sym}(U \nabla F_{I_h}(X) X).
\]

(70)

While computing the Euclidean gradient and Hessian (along certain direction) using (64) and (66) requires processing \( N \) data points, transforming them to their Riemannian...
nian counterparts is simple, in the sense that their computation is independent of \( N \). Therefore, at the beginning of each epoch, the tensor inside the square bracket in (66) is computed and stored. In the following within-epoch iterations, to update \( U_s \) (Step 9 in Algorithm 1), only the second and third terms need to be updated which can be performed efficiently as the batch size is small compared to \( N \).

5.2 Linear Classifier Over the Sphere Manifold

In this example, we consider a classification problem based on \( N \) training examples \( \{a_i, b_i\}_{i=1}^N \) where \( a_i \in \mathbb{R}^m \) and \( b_i \in \{-1, 1\} \) for all \( i \in [N] \). We aim to estimate the model parameter \( x \) for a linear classifier \( f(a) = x^\top a \) such that it minimizes a smooth nonconvex loss function [48, 81]

\[
L(x; \{(a_i, b_i)\}_{i=1}^N) = \sum_{i=1}^N \left(1 - \frac{1}{1 + e^{-b_i x^\top a_i}}\right)^2,
\]

(71)

over the sphere manifold, \( \{x \in \mathbb{R}^m : x^\top x = 1\} \) [4]. Optimization over sphere manifolds is recently motivated by Hadamard parametrization of the simplex constraint [47, 51]. Presence of simplex constraints for empirical risk minimization is required when, e.g., the model parameters represent probability distributions over covariates, proportions, or normalized weights—see, e.g., [50] and references therein. The Euclidean gradient and Hessian of \( L \) are

\[
\nabla L(x) = \sum_{i=1}^N \left(1 - \frac{1}{1 + e^{-b_i x^\top a_i}}\right) e^{-b_i x^\top a_i} a_i,
\]

\[
\nabla^2 L(x) = \sum_{i=1}^N \frac{(2 - e^{-b_i x^\top a_i}) b_i^2 e^{-2b_i x^\top a_i}}{(1 + e^{-b_i x^\top a_i})^4} a_i a_i^\top.
\]

The Riemannian gradient and Hessian of \( L \) along \( U \) (see Proposition 5.3.2 in [4], [16]) are

\[
\text{grad} L(x) = P_x(\nabla L(x)),
\]

\[
\text{Hess} L(x)[u] = P_x(\nabla^2 L(x)[u]) - (x^\top \nabla L(x)) u,
\]

(72)

(73)

where the tangent space projection is \( P_x(y) \triangleq y - (x^\top y)x \). The stochastic gradient and Hessian easily follows by summing the corresponding terms over the minibatch.

The first example on estimating the inverse scale matrix of the multivariate t-distribution over symmetric positive definite manifold satisfies Assumptions 3–5, and its objective function satisfies Assumptions 1–2 if the minimum eigenvalue of the matrices is bounded away from zero. The second example on estimating the parameter of the linear classifier over sphere manifold satisfies all assumptions, i.e., the sphere manifold satisfies Assumptions 3–5 and Assumptions 1–2 follows from continuous differentiability of the objective function and compactness of the sphere manifold.
5.3 Numerical Results

Data Simulation The first numerical study is to estimate the inverse scale (covariance) matrix of the multivariate Student’s t-distribution (see problem (63)). Data is simulated from a multivariate t-distribution with three degrees of freedom and randomly generate scale matrix $\Sigma_{\text{true}} \in S_{++}^d$ with $d = 10$. $N = 10^4$ samples are generated from the underlying distribution which are then added with the Gaussian noise $\epsilon$ sampled from $\mathcal{N}(0, \tau^2 I_d)$ with $\tau^2$ equal to 0.1, 1, 5, and 10.

The second numerical study is to estimate the parameter of a linear classifier over the sphere manifold (see problem (71)). To simulate the data, the true parameter $x_{\text{true}}$ is first generated from $\mathcal{N}(0, I_d)$ which is then normalized to belong to the sphere manifold. Next, $a_i \in \mathbb{R}^{d \times 1}, i = 1, \ldots, N$ are randomly generated from the uniform distribution where $d = 20$ and $N = 10^5$. The corresponding label $b_i$ to $a_i$ is set to 1 if $x^\top a_i + \epsilon_i > 0$, where $\epsilon_i \sim \mathcal{N}(0, \tau^2)$, and $-1$, otherwise, where $\tau^2$ is chosen to be 0.02, 0.1, 1, and 3.
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Fig. 1 Effect of the added noise to the simulated data on the performance of the proposed R-SVRC algorithm over 15 replicates. (Left) Estimating inverse scale matrix of multivariate t-distribution over SPD manifold. (Right) Estimating parameter of the linear classifier over sphere manifold.
Fig. 2 Performance of the proposed R-SVRC algorithm for different optimization parameter settings over 15 replicates. (Left) Estimating inverse scale matrix of multivariate t-distribution over SPD manifold. (Right) Estimating parameter of the linear classifier over sphere manifold.
The proposed R-SVRC algorithm is run 15 times in each numerical study. The shaded plots discussed in Results provide percentile information based on these replicates.

**Number of calls to the stochastic oracle** For the R-SVRC method, at the beginning of each epoch, the SO is called $N$ times. However, within each epoch, each iteration makes $(b_g + b_h)$ calls to SO. In the deterministic CRC, ARC and RTR methods, each iteration makes $N$ calls to SO. The number of SO calls and the CPU runtime are the two performance measures we have used to compare the proposed method with the other second-order methods.

**Parameters and subproblem solver** The $g$-smoothness and $H$-smoothness assumptions are standard in nonasymptotic analysis in Riemannian optimization—see, e.g., [1, 4, 14, 15]. However, obtaining the $g$-smoothness and $H$-smoothness constants is not trivial and we defer it to future studies. In the following, we numerically analyze the effect of different parameters on the performance of Algorithm 1, i.e., epoch size $T$, cubic regularization constant $\sigma$, batchsize $b_g$ and $b_h$. The cubic subproblem (Step 9 of Algorithm 1) is solved using the conjugated gradient method using the Manopt solver [16].
To estimate the inverse scale matrix of the multivariate t-distribution over the symmetric positive definite manifold, the default optimization parameter setting for Algorithm 1 is $\sigma = 0.01$, $b_g = b_h = 500$ and $T = 5$. To estimate the parameter of the linear classifier over sphere manifold, the default optimization parameter setting for Algorithm 1 is $\sigma = 0.1$, $b_g = b_h = 5000$ and $T = 5$.

**Results** Figure 1 shows the performance of the R-SVRC algorithm for different levels of noise $\epsilon$ added to the simulated data (see data simulation above). The top two plots in Fig. 1 show the proposed algorithm successfully approach a second-order stationary point in all scenarios. As the output of Algorithm 1 is to be sampled uniformly at random for $s \in [S]$ and $t \in [T]$, we also plot the averaged $\mu(x_k)$ sequence (over iterations) in the bottom two plots. These averaged sequences show $E(\mu(x_k))$ decreases with a sublinear rate which is consistent with the first theorem.

Figure 2 illustrates the performance of the R-SVRC algorithm for both numerical studies for different settings of the optimization parameters. Left and right columns correspond to the first and second numerical studies, respectively. Most of the plots show a superlinear rate of convergence to a second-order stationary point using the last iterate as the output of the algorithm. The first row shows that smaller batch sizes result in slower convergence with early oscillation around the plateau. Specifically, the top three lines have ascending values of $b_g$ while descending values of $b_h$ which implies that the effect of $b_g$ is more significant than that of $b_h$. The second row shows that bigger values of $\sigma$ can provide smaller objective values but with slower convergence rate. Furthermore, larger $\sigma$ values tends to produce a smaller $\|h\|$ based
on the subproblem (18) which leads to more stable and smooth sequences shown in
the plots. The third row shows that bigger values of \( T \), i.e., less frequent full gradient
and Hessian calculations, result in slower rate of convergence for a fixed number of
iterations which is also intuitive.

In Fig. 3, we compare the proposed R-SVRC method with the other three benchmark
methods, Riemannian adaptive cubic regularization method (ARC), Riemannian trust
region method (RTR) and crude Riemannian cubic regularization method (CRC) [5,
13, 80] over the number stochastic oracle calls (see Definition 4.3) and also cpu time.
Results show faster decrease by the R-SVRC method compared to the other benchmark
methods.

Finally, Fig. 4 visualizes the optimization path obtained by the R-SVRC algorithm
over the sphere manifold. The generated iterates converge to the optimal solution.

6 Conclusions

We developed the Riemannian stochastic variance-reduced cubic-regularized New-
ton method (R-SVRC) for optimization over Riemannian manifolds embedded in a
Euclidean space. The proposed double-loop algorithm requires information on the
full gradient and Hessian at the beginning of each epoch (outer loop) but updates the
gradient and Hessian within each epoch in a stochastic variance-reduced fashion. Each
iteration requires solving a cubic-regularized Newton subproblem. Iteration complex-
ity of the proposed algorithm to find a second-order stationary points is established
which matches the worst-case complexity bounds in the Euclidean setting. Further-
more, a version of the algorithm which only requires an inexact solution to the cubic
regularized Newton subproblem is proposed which has the same complexity bound as
the exact case. Finally, the performance of the proposed algorithm is evaluated over
two numerical studies with symmetric positive definite and sphere manifolds.

Data availability statement The data generated and analyzed in the current study can be entirely reproduced
by running our code which is publicly available on GitHub repository at https://github.com/samdavanloo/
R-SVRC.

Appendix: Proof of Lemma 3.2

Denote the orthogonal projection operator onto \( T_xM \), i.e., the tangent space of \( M \) at
\( x \), by \( P_x \). Denote the Euclidean gradient and Hessian by \( \nabla f(x) \) and \( \nabla^2 f(x) \)
correspondingly. For any \( y \), such that \( d(x, y) < \text{inj}(\mathcal{M}) \) and any \( \xi \in T_yM \), s.t. \( \|\xi\| = 1 \), we have

\[
\text{Hess} f(y)[\xi] = P_y(D(y \rightarrow P_y \nabla f(y))(y)[\xi]) \\
= P_y(D(y \rightarrow P_y)(y)[\xi][\nabla f(y)]) + P_y(\nabla^2 f(y)[\xi]) \\
≡ A_1 + B_1.
\]
The first equality follows from (7), and the second equality comes from the chain rule and the fact that the projection operator is linear. Similarly, we have

\[
\Gamma_x^y \text{Hess} f (x)[\Gamma_y^x \xi] = \Gamma_x^y P_x (D (x \to P_x (x)) [\Gamma_y^x \xi])
\]

\[
= \Gamma_x^y P_x (D (x \to P_x (x)) [\Gamma_y^x \xi]) [\nabla f (x)] + \Gamma_x^y P_x (\nabla^2 f (x) [\Gamma_y^x \xi])
\]

\[
= A_2 + B_2.
\]

First, to quantify \(\| A_1 - A_2 \|\), we have,

\[
\| A_1 - A_2 \| = \| O_{A1} [\nabla f (y) + \nabla f (x) - \nabla f (x)] - O_{A2} [\nabla f (x)] \|
\]

\[
= \| O_{A1} [\nabla f (y) - \nabla f (x)] + (O_{A1} - O_{A2}) [\nabla f (x)] \|
\]

\[
\leq \| O_{A1} [\nabla f (y) - \nabla f (x)] \| + \| (O_{A1} - O_{A2}) [\nabla f (x)] \|
\]

\[
= \| O_{A1} \|_{op} \cdot \| \nabla f (y) - \nabla f (x) \| + \| (O_{A1} - O_{A2}) [\nabla f (x)] \|.
\]

where \(O_{A1} \triangleq P_y (D (y \to P_y) (y) [\xi] [:])\) and \(O_{A2} \triangleq \Gamma_x^y P_x (D (x \to P_x) (x) [\Gamma_y^x \xi] [:]).\)

Due to the smoothness and compactness of \(\mathcal{M}\) and \(\| \xi \| = 1\), \(\| P_y (D (y \to P_y) (y) [\xi] [:]) \|_{op}\) exists and is uniformly upper bounded, i.e., there exists a finite \(M_1\) independent of \(x, y\) and \(\xi\), s.t. \(\| P_y (D (y \to P_y) (y) [\xi] [:]) \|_{op} \leq M_1\) for any \(x, y \in \mathcal{M}\) and \(\xi\), s.t. \(\| \xi \| = 1\).

For any \(z\), such that \(d (z, y) < \text{inj} (\mathcal{M})\), define \(Q_{z,y,\xi} \triangleq \Gamma_x^y P_z (D (z \to P_z) (z) [\Gamma_y^x \xi] [:]).\) Note that \(O_{A1} = Q_{y,y,\xi}\) and \(O_{A2} = Q_{x,y,\xi}.\) For fixed \(\tilde{x}, \tilde{y}\) and \(\tilde{\xi}\), \(Q_{z,\tilde{x},\tilde{y},\tilde{\xi}} [\nabla f (\tilde{x})]\) is a continuously differentiable function of \(z\) based on the conditions that the manifold is smooth and \(f (x)\) has Lipschitz continuous Hessian. Since \(z\) belongs to a compact set, \(Q_{z,\tilde{x},\tilde{y},\tilde{\xi}} [\nabla f (\tilde{x})]\) is Lipschitz continuous on \(z\), i.e.,

\[
\| Q_{z,\tilde{x},\tilde{y},\tilde{\xi}} [\nabla f (\tilde{x})] - Q_{y,\tilde{y},\tilde{\xi}} [\nabla f (\tilde{x})] \| \leq M_{\tilde{x},\tilde{y},\tilde{\xi}} \| x - y \|, \forall x, y \in \mathcal{M},
\]

where \(M_{\tilde{x},\tilde{y},\tilde{\xi}}\) is a finite constant depending on \(\tilde{x}, \tilde{y}, \tilde{\xi}\). Especially, due to the smoothness of manifold and the function \(f (x)\) has Lipschitz continuous Hessian, we have a continuous map from \(\tilde{x}, \tilde{y}, \tilde{\xi}\) to \(M_{\tilde{x},\tilde{y},\tilde{\xi}}.\) To argue the existence of such a continuous map, for a fixed \(x, y,\) and \(\xi\), \(Q_{z,\tilde{x},\tilde{y},\tilde{\xi}} [\nabla f (x)]\) is a continuously differentiable function of \(z\). For simplicity of notation, let \(q (z; x, y, \xi) \triangleq Q_{z,\tilde{x},\tilde{y},\tilde{\xi}} [\nabla f (x)].\) Furthermore, let \(H_x (x, y, \xi) \triangleq D (z \to q (z; x, y, \xi)).\) Given that parallel transport, projection are smooth maps, and \(f \in C^2, H_x (x, y, \xi)\) is Lipschitz continuous operator for \(x, y, z \in \mathcal{M}\) a compact manifold and \(\xi \in \{ \xi \in T_z \mathcal{M} : \| \xi \| = 1 \}\) which is a compact set. Define

\[
M (x, y, \xi) = \sup_{z \in \mathcal{M}} \| D (z \to q (z; x, y, \xi)) \|_{op} = \sup_{z \in \mathcal{M}} \| H_x (x, y, \xi) \|_{op}.
\]
We have

\[ |M(x, y, \xi) - M(x_0, y_0, \xi_0)| = \sup_{z \in \mathcal{M}} \|H_z(x, y, \xi)\|_{op} - \sup_{z \in \mathcal{M}} \|H_z(x_0, y_0, \xi_0)\|_{op} \]

\[ \leq \sup_{z \in \mathcal{M}} |||H_z(x, y, \xi)|| - \|H_z(x_0, y_0, \xi_0)\|_{op} |\]

\[ \leq \|H_z(x, y, \xi) - H_z(x_0, y_0, \xi_0)\|_{op} \]

\[ \leq \sup_{z \in \mathcal{M}} L(z) (d(x, x_0) + d(y, y_0) + \|\xi - \Gamma^y_{y_0} \xi_0\|), \]

where the first inequality follows from an infinite-dimensional extension of triangle inequality for $\ell_\infty$-norm, the second inequality from the regular triangle inequality, and the third inequality from Lipschitz continuity of $H$. Taking $\hat{L} = \sup_{z \in \mathcal{M}} L(z)$ which is attainable given the compactness of $\mathcal{M}$, continuity of $M(x, y, \xi)$ is established.

Now, since $\tilde{x}, \tilde{y} \in \mathcal{M}$, which is a compact set and $\|\xi\| = 1$, we have a finite constant $M_2$, s.t. $M_{\tilde{x}, \tilde{y}, \tilde{\xi}} \leq M_2$ for all $\tilde{x}, \tilde{y}, \tilde{\xi}$. In (78), letting $x = \tilde{x}$, $y = \tilde{y}$, we have,

\[ \|Q_{\tilde{x}, \tilde{y}, \tilde{\xi}}[\nabla f(\tilde{x})] - Q_{\tilde{x}, \tilde{y}, \tilde{\xi}}[\nabla f(\tilde{x})]\| \leq M_{k, \tilde{x}, \tilde{y}, \tilde{\xi}} \|\tilde{x} - \tilde{y}\| \leq M_2 \|\tilde{x} - \tilde{y}\|. \quad (79) \]

Due to the arbitrariness of $\tilde{x}$, $\tilde{y}$ and $\tilde{\xi}$, we conclude the second term in (77), $||(O_{A_1} - O_{A_2})[\nabla f(x)]\| \leq M_2 \|x - y\|$.

On the other hand, the gradient of a twice continuously differentiable function on a compact manifold is Lipschitz continuous. Therefore, there exists a finite $L_1$, s.t.

\[ ||A_1 - A_2|| \leq M_1 \|\nabla f(y) - \nabla f(x)\| + M_2 \|x - y\| \leq (M_1 \cdot L_1 + M_2) \|y - x\| \]

\[ \leq (M_1 \cdot L_1 + M_2)d(x, y), \quad (80) \]

where $d(x, y)$ is the Riemannian distance between $x$ and $y$. The third inequality holds since the manifold is embedded in the Euclidean space.

Second, to quantify $\|B_1 - B_2\|$, we define

\[ R_{y, \xi}(z) \triangleq \Gamma_y^z P_z(\nabla^2 f(z)[\Gamma_y^z \xi]). \quad (81) \]

Fixing $y, \xi$ to be $\tilde{y}$ and $\tilde{\xi}$, $R_{y, \xi}(z)$ is Lipschitz continuous on $z$ due to the smoothness of the manifold and $\nabla^2 f(z)$ is Lipschitz continuous. Therefore, there exists a constant $N_{\tilde{y}, \tilde{\xi}}$, s.t. $\|R_{\tilde{y}, \tilde{\xi}}(x) - R_{\tilde{y}, \tilde{\xi}}(y)\| \leq N_{\tilde{y}, \tilde{\xi}} \|x - y\|$ for all $x, y \in \mathcal{M}$. Especially, there is a continuous mapping from $\tilde{y}, \tilde{\xi}$ to $N_{\tilde{y}, \tilde{\xi}}$. Since $\tilde{y}, \tilde{\xi}$ are from compact sets, there exists a finite constant $M_3$, s.t. $\|R_{\tilde{y}, \tilde{\xi}}(x) - R_{\tilde{y}, \tilde{\xi}}(y)\| \leq N_{\tilde{y}, \tilde{\xi}} \|x - y\| \leq M_3 \|x - y\|$ for all $x, y \in \mathcal{M}$.

Letting $x = \tilde{x}$, $y = \tilde{y}$, and due to the arbitrariness of $\tilde{x}$, $\tilde{y}$ and $\tilde{\xi}$, we have

\[ \|B_1 - B_2\| = \|R_{y, \xi}(y) - R_{y, \xi}(x)\| \leq M_3 \|x - y\| \leq M_3 \cdot d(x, y). \quad (82) \]
Combining (80), (82), there exists a finite $L \triangleq M_1 \cdot L_1 + M_2 + M_3$, s.t.

$$\|\text{Hess} f(y)[\xi] - I_X^{Y} \text{Hess} f(x)[I_Y^{X} \xi]\| \leq \|A_1 - A_2\| + \|B_1 - B_2\| \leq L \cdot d(x, y).$$

Since $\xi$ is an arbitrary tangent vector, we have,

$$\|\text{Hess} f(y) - I_X^{Y} \text{Hess} f(x)I_Y^{X}\|_{op} \leq L \cdot d(x, y). \quad \square$$
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