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Abstract—Scatterplots are among the most widely used visualization techniques. Compelling scatterplot visualizations improve understanding of data by leveraging visual perception to boost awareness when performing specific visual analytic tasks. Design choices in scatterplots, such as graphical encodings or data aspects, can directly impact decision-making quality for low-level tasks like clustering. Hence, constructing frameworks that consider both the perceptions of the visual encodings and the task being performed enables optimizing visualizations to maximize efficacy. In this article, we propose an automatic tool to optimize the design factors of scatterplots to reveal the most salient cluster structure. Our approach leverages the merge tree data structure to identify the clusters and optimize the choice of subsampling algorithm, sampling rate, marker size, and marker opacity used to generate a scatterplot image. We validate our approach with user and case studies that show it efficiently provides high-quality scatterplot designs from a large parameter space.
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1 INTRODUCTION

SCATTERPLOTS are an intuitive and widely used visualization technique for bivariate quantitative data that can reveal relationships and patterns between the variables [1]. Several studies have evaluated the effectiveness of scatterplots in low-level tasks [2], that include assessing trends [3], correlation perception [4], [5], average values and relative mean judgments [6], detecting outliers [7], and clustering [8], [9].

Design choices in scatterplots, including both the visual encodings, e.g., data point size or opacity, and data aspects, e.g., the number of data points, directly impact the quality of decision-making for low-level tasks [10]. Effective visualization design enhances comprehension by leveraging visual perception. Several studies have focused on optimizing a scatterplot by adjusting data point size [11], the number of data points, point size and opacity, to no control, e.g., the number of data points via subsampling, or no control; e.g., the distribution of points, which are inherent to the data. Given the number of factors designers control, the design space is large for a manual search, as an optimal design must consider the influence each parameter has on the others and the task being performed when recommending design choices.

In this paper, we consider the problem of automatic design optimization in scatterplots for the task of clustering. Clustering occurs when patterns in the data form distinct groups [7], [10]. However, while identifying clustering structure is generally considered an ill-defined problem, Quadri and Rosen [8] recently introduced a model for accurately capturing human perception of different numbers of clusters in scatterplots using methods from Topological Data Analysis [8]. The method encodes the information into a threshold plot, calculated on the visual density to measure the visibility of different numbers of clusters in a scatterplot.

In this paper, we extend their work by utilizing the threshold plot for scatterplot design optimization. We first define a saliency measure on the threshold plot to rank the scatterplots by how salient their cluster structure is. We then evaluate an input scatterplot on the parameters that influence visual density, including data aspects, i.e., subsampling algorithm and sampling rate, and visual encodings, i.e., mark size and opacity. Finally, our approach automatically optimizes visualization designs by ranking them from highest to lowest in terms of cluster task performance.

Our approach is implemented into an open-source web tool (see Fig. 1). We validated it through a user study conducted on 70 participants from Amazon Mechanical Turk.
We found that the saliency of the threshold plot is a good proxy for cluster structure when selecting an optimal scatterplot design. The effect was particularly pronounced when the value for the saliency was high. Further, a case study showed that our approach requires less interaction and time to select an optimal design over a manual search.

**Contributions.** The contributions of work are (1) an optimization model for parameters that ranks combinations of parameters using a saliency measure for the task of cluster analysis; (2) an open-source web tool that can be deployed to propose optimal designs for an input scatterplot based on its clustering structure; and (3) an evaluation of the approach with a user study including 70 subjects and a case study involving 10 visualization students.

### 2 Prior Work

We provide brief coverage of clustering, design optimization, and overdraw reduction.

#### 2.1 Clustering in Scatterplots

Clustering, broadly defined, is the “grouping of similar data points on scatterplot in a given dataset” [10] to reveal characteristics of data and allow further exploration of underlying patterns [7], [16]. Previous works have investigated modeling cluster perception in scatterplots. Aupetit et al. studied how 1,400 variants of clustering algorithms matched human impressions of clustering structure in scatterplots and found CLIQUE, DBSCAN, and Agglomerative clustering each captured some aspects of human perception [17]. Matute et al.’s technique quantified and represented scatterplots through skeleton-based descriptors measuring scatterplot similarity [18]. However, their approach does not consider visual encodings in the evaluation. Sedlmair and Aupetit developed an approach to mimic human judgment of class separation by using machine learning on 15 class separation measures on scatterplots [19]. ScatterNet, a deep learning model, captures perceptual similarities between scatterplots that could be used to emulate human clustering decisions [20]. Scagnostics focused on identifying patterns in scatterplots, including clusters [21], but Pandey et al. later showed they do not reliably reproduce human judgments [22].

### 2.2 Design Optimization in Scatterplots

Rensink’s framework for reasoning about perception of visualization designs suggests using techniques from vision science [23]. The extended-vision theory asserts that a viewer and visualization are a single system, whereas the optimal-reduction thesis postulates the existence of an optimal visualization. The work focuses on the fundamental question of can we determine if a design is optimal?

Optimization studies have focused on several aspects of scatterplots, including color assignment in scatterplot design to optimize class separability taking into account density-related factors, such as spatial relationship, density, degree of overlaps between points and cluster, and background-color [24]; creating specialized color pallets that help with visual separation of classes in multi-class data [25]; automatically selecting the optimal representation between scatterplot and line graph for trend exploration in time series data [26]; and perceptual optimization of scatterplot design on standard design parameters, including mark size, opacity, and aspect.
ratio, demonstrating effective choices of those variables to enhance class separation [12].

Recently, ClustMe used visual quality measures (VQMs), which algorithmically emulate human judgments, to model human perception to rank scatterplots [27]. It performed well in reproducing human decisions for cluster patterns. Their perceptual data was later used to build a model evaluating how far existing techniques of VQM align with clusters perceived by humans [17]. In another study, 15 state-of-the-art class separation measures were evaluated, and human ground truth data on color-coded 2D scatterplots was used to learn how well a measure would predict human judgments on previously unseen data [19].

In the prior work of Quadri and Rosen, a threshold plot was generated using visual density of a scatterplot to model the number of clusters visible for a given set of design factors [8]. In this work, we extend the application of threshold plots to instead use them for selecting the optimal design to enhance user perception of the cluster structure in a scatterplot.

### 2.3 Overdrawing in Scatterplots and Solutions

Overplotting, the over-saturation of visual density, in scatterplots makes data analysis inefficient by obscuring underlying data patterns. A taxonomy of clutter-reduction techniques [15] suggests several approaches for reducing clutter, including varying mark size [28], [29], [30], [31], varying opacity level [32], [33], [34], [35], [36], and subsampling data points [37], [38], [39], [40].

#### 2.3.1 Reducing Point Size

The size of marks in a scatterplot is an important factor in visual aggregation tasks [41]. As the size of data points on the scatterplot increases, so does the density, which directly influences cluster perception [42]. Scatterplot designs with larger points may obscure the visibility of underneath points, and hence reducing the point size would be beneficial. However, reducing the point size can conflict with color-based encodings on the data points as color difference varies with point size [13]. We consider monochrome scatterplots in our case. Therefore, we do not observe such a conflict. In the case of relatively minor overplotting, reducing point size can be helpful, but when point size is already as small as possible, i.e., 1 pixel, this method cannot be used [43].

#### 2.3.2 Reducing Point Opacity

Reducing mark opacity can alleviate overplotting to assist visual analytics tasks [8], [16], e.g., spike detection in dot plots [44]. Furthermore, varying opacity levels aid in different visual tasks—while low opacity benefits density estimation for large data, it also makes locating outliers more challenging [12]. Matejka et al. defined an opacity scaling model for scatterplots based on the data distribution and crowdsourced responses to opacity scaling tasks [32]. Although a change in opacity cannot avoid overlap, it can reveal a small number of underlying or partially overlapping points or overview behavior of points [15]. Further, making the points more transparent is less helpful when there are many points.

#### 2.3.3 Data Subsampling

##### Sampling Rate

The quantity of data points on the screen directly influences the visual density and overplotting of a scatterplot. Gleicher et al.’s empirical study asked participants to compare and identify average values in multi-class scatterplots [6]. It demonstrated that judgments are improved with a higher number of points. Also, the number of data points affects the user’s performance on cluster perception in a given scatterplot [8]. Reducing the number of points reduces the overplotting and reveals underlying patterns [15].

##### Sampling Algorithm

The simplest way to reduce the number of points is to randomly sample the data, which preserves dense cluster regions but may lose low-density ones [45], [46]. Bertini and Santucci modeled the relationship between the visual density and clutter, which could be used to determine the right sampling ratio, and presented an automatic method to preserve the relative densities [47]. Improvements to the random method use non-uniform sampling that treats parts of the scatterplot differently to preserve certain properties [48]. In Section 3.1, we discuss several techniques that preserve relative visual density between clusters, preserve outliers when subsampling, or preserve the spatial separation between clusters.

#### 2.3.4 Density-Based Data Representations

There have been several variations on scatterplots that utilize alternative density representations to overcome overplotting. Carr et al. used hexagonal cells to accumulate densities [49]. Bachthaler and Weiskopf created a continuous density field using a mathematical model to produce the continuous scatterplots [50]. Keim et al. developed the generalized scatterplot, which allows users to balance overplotting and distortion [51]. Mayorga and Gleicher proposed Splatterplots, which showed dense regions as smooth contours and discrete markers to highlight outliers [52]. A recent study, called Sunspot Plots, demonstrated that a smooth blending of discrete and continuous representations enables the visualization of leading trends in dense areas while still preserving outliers in sparse regions [53].

### 3 Methods

Visualization effectiveness is a task-dependent engagement directly impacted by the design choices. Our objective is to provide design choices for a scatterplot when optimizing for cluster structure saliency. Our approach allows interactively choosing the optimal design through a user-guided automatic parameterization that uses a threshold plot [8] to model cluster perception. The optimized parameterization of the scatterplot considers data aspects, including the number of data points, and visual encodings, including data point size and opacity. The output is a set of scatterplots ranked by their cluster saliency from highest to lowest.

As an overview of the process, the data are input into the following processing stages, as shown in Fig. 2.

**Sampling** (Section 3.1): Data are first subsampled with different numbers of points or sampling rate using various algorithms.
3.1 Data Sampling

Data subsampling is dependent on sampling algorithm (SA) and sampling rate (SR). As discussed in Section 2.3.3, a good quality subsampling algorithm decreases the visual clutter by reducing the number of data points while retaining some of the original structure of the data. However, the best algorithms often turn out to be time-intensive to compute. Our approach considers a collection of many algorithms at a variety of sampling rates to identify an optimal one. We organize the subsampling techniques in Table 1 based on the properties they preserve, including random, relative visual density preserving, outlier preserving, and spatial separation preserving. Though all sampling rates are used by default, users may optionally select a subset of sampling rates to use.

### 3.1.1 Random Sampling

**Random** sampling is a classic method for revealing structures in data [54]. Random sampling works by selecting output samples with equal probability. Example studies using Random sampling include those by Ellis and Dix [45], [46].

**Advantages & Limitations:** Random sampling does not require special knowledge of the data and is widely available in existing tools. It preserves relative intensity differences, but since points are removed with equal probability, cluster structure may disappear, sampling artifacts can be introduced, and outliers may or may not be preserved.

### 3.1.2 Preserving Relative Visual Density

The next type of sampling methods aim to preserve the visual density of both dense and sparser regions. **Visual (data) density** is the ratio between the number of displayed data samples and their corresponding rendered area. **Density preserving** algorithms optimize the weights of each sampled group to be proportional to the original group’s size [55].

**Density Biased** sampling works by probabilistically oversampling sparse regions and undersampling dense regions [55], thus preserving small clusters and solitary samples while reducing sampling in dense regions. **Non-uniform** sampling strategies assign varying sampling probability to data so that some specific properties of the data can be better preserved [56], [57]. The approaches divide the sample space into a uniform grid, determines the density of each grid cell, and selects samples from cells according to their density. **SVD**-based sampling formulates visual density preserving as a density-based visual density preserving method, formulated as a set cover problem with top-k basis vectors. **Multi-view Z-order** sampling is a density-preserving method, formulated as a set cover problem by segmenting Z-order curves of the samples in each class and the whole dataset [59]. This strategy greedily selects samples that minimize kernel density estimation error [40]. **Recursive Subdivision** sampling is a multi-class scatterplot sampling strategy to preserve relative densities, maintain outliers, and minimize visual artifacts [60]. It splits the visual space with a KD-tree and determines which class of instances should be selected at each leaf node based on a backtracking procedure.

**Advantages & Limitations:** These approaches reduce density in overdrawn regions while minimizing decreases in sparse areas. The notable feature of this category is maintaining and preserving the relativeness in the visual density of both dense and sparse regions. However, it can result in substantial cluster pattern disappearance, i.e., reduced cluster separation, and some of the algorithms are time-intensive in terms of computations, e.g., with Multi-view Z-order (see Fig. 6).

### 3.1.3 Preserving Outliers

Preserving outliers is another general goal in sampling strategies. Having no clear definitions, data points in low-density
areas are often regarded as outliers [72]. A typical method for achieving this goal is to update existing sampling algorithms to make them accept more outliers [65], [66].

**Outlier Biased Random** sampling assigns higher sampling probabilities to outliers in random sampling [66]. Other sampling methods have also been adapted to bias their sampling towards outliers, e.g., Outlier Biased Blue Noise sampling [66] and Outlier Biased Density sampling [65]. Hash-map-based stratified sampling technique preserves outliers while keeping the main distribution by sampling the point clouds on display using a color mapping [68].

**Advantages & Limitations:** Preserving outliers conflicts with many of the goals of emphasizing cluster separation. For example, preserving outliers will distort the relative data densities since relatively more data points are selected in low-density regions instead of high-density ones, which will increase the ambiguity between cluster boundaries.

### 3.1.4 Preserving Spatial Separation

There are some cases where spatial separation between classes/clusters or highly dense regions is desirable.

**Blue Noise** sampling, inspired by [73], randomly selects samples but remains spatially uniform [69], [74]. Multi-class Blue Noise is a multi-class extension that maintains the blue noise properties of each class and of the whole dataset [70]. Farthest Point sampling selects samples with better spatial separation by randomly selecting the initial sample and iteratively selecting additional samples of maximal minimum distances to previous ones [71]. Z-order-based sampling uses space-filling curves to sample [40].

**Advantages & Limitations:** This category of method maintains spatial distribution and separation, which helps in identifying underlying clustering patterns. However, the algorithms are time-intensive, and sampling computation time increases with the number of data points, e.g., Blue Noise sampling (see Fig. 6).

### 3.2 Visual Encoding

Once data are subsampled, they are rendered multiple times, varying several visual encodings. Prior studies have demonstrated the effect of visual encodings on analysis tasks [13], [75], [76], and visual encodings influence group or separation perception [77], such as, color, size, shape [14], orientation [78], texture [79], opacity [12], density [80], motion and animation [81], [82], [83], chart size [84], and others. Additionally, studies have demonstrated a perceptual effect in scatterplots with changes in the factors, including data distribution types, number of points, the proximity of concentrations of points, data point opacity, and relative density [6], [11], [13], [42], [44], [75], [85]. Visual encoding is dependent on point size (PS) and point opacity (OP). By default, users are provided a pre-selected set of values for these parameters (see Section 4), but they may limit them to a subset, if desired.

### 3.3 Threshold Plot: Computation of Saliency Score

Next, we take the generated scatterplots and compute threshold plots and a saliency score. The threshold plot is a monotonic step function, where the horizontal axis encodes values that describe the separation of clusters, while the vertical axis describes the number of clusters visible at that threshold. We extract from this plot the number of clusters an individual is likely to see and exactly how salient those clusters are.

#### 3.3.1 Merge Tree Model of Visual Density

We utilize the visual density-based model, first introduced by Quadri and Rosen [8], which attempts to directly identify the relative visual density, i.e., the number of filled pixels, at which users will differentiate between clusters. They showed that this visual density-based model was a good proxy for predicting the number of clusters a human would perceive in a scatterplot. In contrast, for this paper we are trying to show that this same model can be used for design optimizations of scatterplots. We briefly summarize their approach.

The model first encodes the clustering structure as a function of density using a merge tree. The merge tree is a data structure from Topological Data Analysis that encodes the merging order of sublevel sets of the visual density. As shown in Fig. 3, the basic process is: (a) an input scatterplot image (integrating all the design factors, including SA, SR, PS, and OP) has its (b) density histogram calculated at a pre-determined size of 20 × 20, as proposed by [8]. (c) For a given density value, t, x number of clusters are observed using the 8-connected neighbors. (d) The merge tree tracks the appearance and merging of clusters (i.e., when clusters blend to be perceived as one) across all density values, t : 0 → ∞. The merge tree is efficiently calculated using the join tree of a scalar field (see [86] for an efficient algorithm).
The next step is that for each cluster identified in the merge tree, the persistence [87] of that cluster, $\rho$, is calculated by considering the difference between the highest ($t_h$) and lowest ($t_l$) density values where that cluster is visible, i.e., $\rho = t_h - t_l$. The fundamental intuition behind persistence is that it measures the relative scale of a feature (e.g., the relative change in density), as opposed to the absolute scale of the feature (e.g., the absolute density value). (e) The threshold plot encodes for a given threshold, exactly how many clusters have a persistence greater than or equal to it.

### 3.3.2 Scatterplot Cluster Saliency

Using the threshold plots as-is would represent an under-constrained optimization, as it would require, at the very least, a user specification of the number of clusters or a persistence threshold.

Therefore, we wish to optimize by maximizing the dynamic range or saliency in the threshold plot. For a given number of clusters, $C_i$, the saliency is $T_{i\text{max}} - T_{i\text{min}}$ (see Fig. 3e). We represent the saliency of the scatterplot by the length of the bar with the maximum individual saliency. In other words, the largest saliency is considered the best representation of the clustering structure of the scatterplot. By default all cluster counts are considered. However, users may also limit which bars are considered by selected a range, $[C_{\text{min}}, C_{\text{max}}]$ for the number of clusters of interest. In Fig. 4 there are three prominent threshold bars — — —, in the range of 5–10 clusters, but the bar — represents the most salient clustering structure in the scatterplot.

### 3.4 Optimized Design

To enable selecting the best design, the saliency (i.e., maximum bar lengths) are used to directly compare scatterplots. In Fig. 5, the bar length of the blue scatterplot indicates that it has more salient clustering structure that the scatterplot in green, a quality that can also be observed in the scatterplots themselves.

Finding the optimal scatterplot is done by first rendering all combination of SA, SR, PS, and OP (from their minimum to maximum user defined ranges). The threshold plots and scatterplot saliency are calculated. The optimized scatterplot design is ranked using saliency score by selecting:

- $SR$ among the finite set \{\(SR_{\text{min}}, \ldots, SR_{\text{max}}\}\);
- $PS$ among the finite set \{\(PS_{\text{min}}, \ldots, PS_{\text{max}}\}\);
- $OP$ among the finite set \{\(OP_{\text{min}}, \ldots, OP_{\text{max}}\}\}; and
- $C_{\text{min}}$ and $C_{\text{max}}$ are user-selected but not optimized.

Finally, all scatterplots are ranked from most salient to least salient and provided to the user.

### 4 User-Guided Optimization Interface

We developed an interactive web interface to demonstrate our approach (which is used in Section 7), as seen in Fig. 1, where one can select an optimized scatterplot based on the cluster structure saliency. The interface enables optimizing visual encodings, i.e., point size (PS) and opacity (OP), and data aspects, i.e., subsampling algorithm (SA) and sampling rate (SR), on real-world data using the saliency of threshold plots. The user can select the ranges for parameters ($PS_{\text{min}}, PS_{\text{max}}, OP_{\text{min}}, OP_{\text{max}}, SR_{\text{min}}, SR_{\text{max}}$) and cluster count ($C_{\text{min}}, C_{\text{max}}$) for more refined ranking. Here, we detail the stages illustrated in the overview from Fig. 2.

**Operation of the Interface.** Our interface outputs the ranking of scatterplots by their cluster structure saliency, also known as saliency score. The user selects the dataset and can optionally choose different ranges for sampling rate, point size, opacity, and cluster count. The output ranks and presents the scatterplots with the highest saliency.

**Input Datasets.** We selected datasets from the prior studies in visualization as our experimental data. We selected eight representative datasets (see Fig. 15) with different characteristics: six datasets with clustering structures (MNIST ($n = 70000$) [88], Conditional Based Maintenance ($n = 10000$) [89], Clothes ($n = 26569$) [61], Crowdsourced Mapping ($n = 10845$) [90], Epileptic Seizure ($n = 11500$) [91], Swiss Roll 2D ($n = 8000$) [92] and two with curved stripes (Swiss Roll 3D ($n = 10000$) [92] and Abalone ($n = 4177$) [93]). Four additional examples appear only in our demo application: census-income ($n = 48842$) [94], pp-gas-emission-2011 ($n = 36733$) [95], credit-card ($n = 30000$) [96], diabetes-data ($n = 50000$, only half of the dataset) [97]. For datasets with dimensionality higher than two, we first transformed them into 2D data using t-SNE and normalized them to $[0, 1] \times [0, 1]$.

**Subsampling (SA and SR).** We subsample the dataset using the 14 algorithms (SA) from Table 1. To understand the performance of each sampling technique, we selected sampling rates (SR) on the interval $[5\%, 95\%]$ of the input data with a step size of 5%.
Visual Encoding (PS and OP). Data are presented as point marks (i.e., circles) on the scatterplot, and two visual encodings that influence visual density are varied. The point size (PS) is selected to have area \(20_{px} \cdot 4_{px}, 40_{px} \cdot 6_{px}, 60_{px} \cdot 8_{px}\), and the point opacity (OP) is chosen to be \(1\%, 5\%, 10\%, 20\%, 40\%, 80\%\). Both ranges and step sizes are selected using guidelines from [8].

Scatterplot Rendering. For each dataset, scatterplots were rendered using all combinations of \(SA \times SR \times PS \times OP\). By default, they are rendered with image dimension \([X \times Y]\) \(700_{px} \times 700_{px}\), which was selected such that the image would fit vertically on the majority of desktop monitors without scrolling [98] with a horizontal resolution to match. Any data falling outside this region is clipped.

Saliency Computation. The fundamental unit our approach is the visual density, in particular the point at which human perception of the visual density of cluster distributions will blend to be perceived as one. For each scatterplot generated in the prior steps, a threshold plot is generated, and the cluster structure saliency of the scatterplot is calculated.

Optimized Design. The final results are the ranked order of scatterplot designs based on their saliency. One point to be noted here is that many scatterplot designs produce similar saliency values because they are perceptually similar (refer to Section 6 for more details).

5 Quantitative Analyses

To understand the operational aspects of our approach, we performed the following analyses on eight datasets.

5.1 Computation Time

Subsampling. We recorded computation time for subsampling on every dataset, on each algorithm, and for each sampling rate. We observed similar patterns for all datasets. Therefore, we will discuss the results for only MNIST. Fig. 6 shows the results. The approaches roughly break down into three groups with low (e.g., Random and Outlier Biased sampling), medium (e.g., SVD-based and Farthest Point sampling), and high (e.g., Blue Noise and Outlier Biased Blue Noise sampling) completion time. The second observation is that some algorithms (e.g., Non-uniform, Outlier Biased Density, and Random sampling) perform uniformly for all sampling rates, while other algorithms (e.g., Blue Noise and Outlier Biased Blue Noise) have completion times that increase as the sampling rate increases.

Rendering and Saliency Extraction. After subsampling the data, the scatterplot is rendered, the threshold plot is calculated, and the saliency is extracted. We computed and recorded the average time taken for each dataset (excluding subsampling) in Fig. 7a. The computation time fits in a relatively small window around 4 seconds, though a general trend shows that the computation time is proportional to the number of data points, probably owed to increased rendering costs. Furthermore, the dashed red line in Fig. 6 shows the average time for the rendering and saliency computation time of approximately 4 seconds. While several subsampling methods take less time, many require significantly more. Hence, there is a trade off between time and quality, which we explore in the next section.

Scalability. To further analyze the computation for more data points in terms of scalability, we selected a dataset, BitcoinHeist [99], with approximately 3 million data points. We computed and recorded the computation time for rendering and saliency calculations. The trend seen in Fig. 7b demonstrates the linear characteristic of computation time with number of data points.

5.2 Subsampling Quality

The computation of subsampling is a significant portion of processing time. An important question to reflect upon is whether all of the subsampling methods are necessary, particularly those requiring high computation time, e.g., in Fig. 6, Blue Noise and Outlier Biased Blue Noise sampling take several orders of magnitude more compute time compared to Random sampling or Outlier Biased Random sampling.

We performed a comparative analysis of the algorithms by selecting the MNIST dataset with a sampling rate between 5% to 30% and looked at the top-ranked methods. Fig. 8 shows the evaluation of 14 SA time computations against their performance by measuring how frequently the SA produces the optimal scatterplot design. We included top nine SAs at three pre-selected SRs in the figure.

We found that Blue Noise and Density Biased sampling methods are the top two ranked algorithms, followed by Farthest Point sampling as the third in line (see Fig. 8). The
We further consider the length of the longest bar, i.e., saliency, to be a valid feature for ranking scatterplot designs.

6.1.2 Study Task
We utilize two tasks, [T1] and [T2], for [H1] and [H2], respectively.

[T1] Which scatterplot has more similar cluster structure to the reference scatterplot?

A reference and two other scatterplot designs are shown, and subjects have to select the scatterplot design with the more similar cluster structure to the reference plot.

[T2] Which scatterplot has a clearer cluster structure?

Two scatterplots are shown, and subjects have to select the one with a clearer cluster structure. Each scatterplot has a calculated saliency value, and those with a higher saliency value should have a clearer cluster structure.

6.2 Stimulus Generation
Data Selection. We selected six datasets (MNIST, Conditional Based Maintenance, Clothes, Epileptic Seizure, Swiss Roll 2D, and Swiss Roll 3D) from those listed in Section 4. In addition, Crowdsourced Mapping was used for the training examples, and Abalone was excluded for having a similar shape in the scatterplot to the Swiss Roll 3D.

Scatterplot Rendering. The scatterplot images are rendered with similar parameters as those in the interface.

- Stimuli dimensions \((X \times Y)\): \([700_{\text{px}} \times 700_{\text{px}}]\)
- Data point size/area (PS): \([20_{\text{px}}, 40_{\text{px}}, 60_{\text{px}}, 80_{\text{px}}]\)
- Data point opacity (OP): \([1\%, 5\%, 10\%, 20\%, 40\%, 80\%]\)
- Sampling rate (as a proportion of the number of data points) (SR): On the interval \([5\%, 95\%]\) with 5\% step size using all 14 SA techniques from Table 1.

6.3 Study Procedure

6.3.1 [H1] Threshold Plot Difference as Perceptual Similarity

Two similar scatterplots potentially represent similar cluster structures, and it can become ambiguous to distinguish between them. In our approach, two scatterplots are perceptually similar if their threshold plots are similar to each other (e.g., see Fig. 9). As a metric to determine the perceptual similarity between clustering structures, we use the area under the curve (AUC), i.e., \(AUC(X) = \sum_{i=1}^{n} |x_i|\) for a threshold plot, as a measure to compare between scatterplots.

We calculated the distribution of AUCs for threshold plots in the MNIST datasets (see Fig. 10). The AUCs are divided into three equally sized bins. Finally, we use three similarity criteria: Similar (SR) if scatterplots are from the same bin; Somewhat Similar (SS) if scatterplots are from adjacent bins, e.g., 1st and 2nd, or 2nd and 3rd; and Dissimilar (DS) if scatterplots are from the 1st and 3rd bin.

6.3.2 [H2] Threshold Plot Bar Length as Saliency

As we consider optimizing the saliency of plots, one question naturally occurs, which is how are the saliency values distributed across the parameters we have selected. While the precise distribution is data-dependent, all fall into a

main reason behind this ranking is the feature preservation, i.e., spatial separation (see Table 1). From the top two methods, we found that there is a higher computation time for Blue Noise than Density Based sampling methods. However, Blue Noise generated more salient structure, while Density Based produced slightly less salient structure but also took less time comparatively. The important conclusion here is that some techniques that take longer to compute can provide the best results.

6 USER STUDY

To validate the utility of the threshold plot saliency for ranking scatterplots based on their clustering structure, we ran a user study on Amazon Mechanical Turk (AMT).

6.1 Study Design

6.1.1 Hypotheses

[H1] Similar patterned threshold plots represent scatterplots that are perceptually similar and have similar cluster structures.

We believe that threshold plots can be used as a proxy to identify which scatterplot designs have more salient structure, and scatterplots with similar threshold plot shapes have similar visual density and visual separation.

[H2] The longer the maximum threshold bar, the more salient the cluster structure is in a scatterplot.
similar trend that can be observed for the MNIST dataset in Fig. 11. The vast majority of configurations lead to low cluster saliency, and few configurations provide the optimal saliency, which makes finding that optimal saliency by a manual search (i.e., manually selecting parameters), instead of our approach, difficult.

For our analysis, we divide the space of saliency values for a given dataset into three evenly spaced groups: low, medium, and high saliency. In the example of Fig. 11, the bins are: low [0.0,0.033), medium [0.033,0.067), and high [0.067,0.1].

6.3.3 Stimulus and Trials
We keep the number of trials small (6 × [T1] and 12 × [T2]) for both tasks to reduce the risk of learning effects. The scatterplots for stimuli are selected from the generated pool (number of datasets (D) × SA × SS × PS × OP) in random order but in the following manner:

For [T1], the subject is shown three scatterplots in one stimulus: one reference (R) and two as a forced-choice. The reference (R) is displayed above and two options are shown below. From the three bins (B) of AUC perceptual similarity scatterplots are classified as: similar (SR), somewhat similar (SS), and dissimilar (DS), with respect to the reference scatterplot, R. For two scatterplots, A and B, the possible options are:

1) A is similar to R. B is dissimilar to R.
2) A is similar to R. B is somewhat similar to R.
3) A is somewhat similar to R. B is dissimilar to R.

Next, we have these three combinations for the [T1]: SR × R × DS, SS × R × SS, and SS × R × DS . Each trial randomly selects one combination from the above options for each dataset: D(6) × B(1) = 6 stimuli for [T1].

For [T2], the subject is shown two scatterplots for one dataset as a forced-choice with saliency values divided into three bins (B) of saliency, High (H), Medium (M), and Low (L). Next, we have these six combinations for the [T2]: H × H, H × M, H × L, M × L, M × M, L × L. Each trial randomly selects two combinations among those six for each dataset: D(6) × B(2) = 12 stimuli for [T2].

6.3.4 Interface
We used a webpage for the experiments, where each participant was given 18 stimuli (6×[T1] and 12×[T2]) selected randomly from the generated pool. The maximum allocated time, which was visible to participants, for one trial of [T1] was 15 seconds, and [T2] was 10 seconds. At the expiration of time, the page was automatically advanced. At the beginning of the experiment, we included a brief introduction, examples, and one training task per task type using the Crowdsourced Mapping dataset. We also included a open ended post-test questionnaire for general feedback on usability and quality. The experiment was expected to last less than 10 minutes in total. The consent was obtained at the beginning of the experiment. Please refer to the user study demo at <http://scatter.projects.jadorno.com/>.

6.3.5 Participants
We recruited participants from Amazon Mechanical Turk (AMT) for the IRB-approved study. Based upon a post hoc power analysis of the preliminary experiment data, we recruited a total of 70 participants (49 male, 21 female; ages: [18 – 64], median age group: [25 – 44]) limited to the US or Canada. 47% of participants reported having corrected vision. All participants had a HIT approval rate of ≥ 95% and were compensated at US Federal minimum wage or above.

In total, task [T1]: 6 trials × 70 participants = 420 responses, and task [T2]: 12 trials × 70 participants = 840 responses, were collected. We carried out some data quality checks on responses with the constraints: participant responses with timing less than one second for a given trial were rejected, and trials with no response or expired time were rejected. We identified one trial for task [T2] with no response from the subject and hence rejected, leaving a total of 839 responses for analysis.

6.4 Analysis Methodology
6.4.1 Model Specifications
To test our hypotheses, we fit models predicting whether subjects would choose the theoretically-predicted (“target”)
response option rather than the alternative ("comparison") option. This was a binary choice, so we modeled the choice using Bernoulli regression models. A Bernoulli regression is a generalized linear model that estimates the probability of an event (i.e., the subject choosing the target option) occurring using a linear combination of predictors. To ensure only valid probabilities in the [0,1] range were estimated, we used the logit (log-odds) link function. In each model, our focal predictors were the proxy indicators for the visualization characteristic hypothesized to determine choice in our theoretical model (i.e., AUC for [T1], saliency/bar length for [T2]) for the two response options.

Support for our hypotheses would be indicated if the proxy indicators strongly and significantly predicted subject choice of the target option. When there is a large difference between proxy indicator values for the two options, subjects should select the target option with high probability. However, when the two options have similar proxy indicator values, then subjects should select the two options at similar rates (i.e., select the target option with probability \( \approx .50 \)).

**Task 1.** In [T1], we predicted subjects would choose the scatterplot with the smaller AUC from the reference plot as being more similar in cluster structure. AUC captures how similar a plot is to the reference plot. Small AUC differences indicate that the plot is highly similar to the reference plot. Large AUC differences indicate that the plot is highly dissimilar to the reference plot. We predicted that the probability of choosing the target option should increase the larger the difference in AUC values between the two response options. That is, when the target is much more similar to the reference plot than is the comparison plot, participants tended to select the target plot. When the two plots are equally similar (or dissimilar) to the reference plot, participants should select each at similar rates. As described above, we modeled that probability that the subject would choose the target (more-similar) option in trial \( t \) using the AUC values for the target (TAUC) and comparison (less-similar; CAUC) options and included random intercepts for each respondent (\( i \)) and stimulus dataset (\( j \)) to account for dependency across trials:

\[
\text{ChooseTarget}_{ijt} \sim \text{Bernoulli}(p_{ijt})
\]

\[
\logit(p_{ijt}) = \beta_1 \times \text{TAUC}_{ijt} + \beta_2 \times \text{CAUC}_{ijt} + \alpha + \gamma_i + \delta_j
\]

\[
\gamma_i \sim \text{Normal}(\mu_y, \sigma_y)
\]

\[
\delta_j \sim \text{Normal}(\mu_\delta, \sigma_\delta)
\]

**Task 2.** In [T2], we predicted subjects would choose the higher-saliency scatterplot as showing clearer cluster structure. The probability of choosing this target option should increase as differences in threshold bar lengths between the two response options grow. As described above, we modeled that probability that the subject would choose the target (higher-saliency) option in trial \( t \) using the bar lengths for the target (TLength) and comparison (lower-saliency; CLength) options and included random intercepts for each respondent (\( i \)) and stimulus dataset (\( j \)) to account for dependency across trials:

\[
\text{ChooseTarget}_{ijt} \sim \text{Bernoulli}(p_{ijt})
\]

\[
\logit(p_{ijt}) = \beta_1 \times \text{TL}_{ijt} + \beta_2 \times \text{CL}_{ijt} + \alpha + \gamma_i + \delta_j
\]

\[
\gamma_i \sim \text{Normal}(\mu_y, \sigma_y)
\]

\[
\delta_j \sim \text{Normal}(\mu_\delta, \sigma_\delta)
\]

**Analysis Software.** We fit models using the **glmmTMB** package [100, v. 1.1.1] in R [101, v. 4.1.0]. We computed and formatted model results using the **modelbased** [102] and **parameters** [103, 104] packages. We managed data using the **dplyr** [105] and **readr** [106] packages. We visualized model results using the see [107], ggdist, ggplot2, ggtext, and patchwork [108] packages.

### 6.5 Results

**Task 1.** Results for [T1] are shown in Table 2 and Fig. 12. Table 2 shows predicted probabilities of choosing the target option (Pr(CT)) based on the fitted model, with 95% confidence intervals, for combinations of target and comparison AUC values. Fig. 12 visualizes these results using a scatterplot showing individual trials with lines showing predicted probabilities of choosing the target option as a function of difference between the AUC values for the two scatterplot stimuli as options.

As shown, AUC differences strongly affected subject choice of which scatterplot was more similar to the reference plot. When the two stimuli options were equally SR (or DS) to the reference plot (i.e., when the AUC difference between the two plots’ AUC values \( \approx 0 \)), participants tended to select both the target option and the comparison option at similar rates (Pr(CT) = .61 \([.43, .77]\)). However, when the target plot was much more similar to the reference plot than the comparison plot (e.g., when the difference between their AUC values = 4), participants were much more likely to choose the target scatterplot (Pr(CT) = .95 \([.99, .85]\)) when AUC difference = 3. This effect did not substantially vary across absolute levels of the target plot AUC (e.g., predicted

**For SR, SS, and DS, see Section 6.3.3. SE=standard error, CI=confidence interval.**

| Target [AUC] | Comp. [AUC] | AUC diff. | Pr(CT) | SE | 95% CI |
|--------------|--------------|-----------|--------|----|--------|
| SR [0.0]     | SR [0.0]     | 0.00      | 0.61   | 0.09 | [0.43, 0.77] |
| SS [1.0]     | SS [1.0]     | 0.00      | 0.64   | 0.08 | [0.48, 0.78] |
| DS [2.0]     | DS [2.0]     | 0.00      | 0.67   | 0.11 | [0.44, 0.84] |
| SR [0.0]     | SS [1.0]     | 1.00      | 0.75   | 0.06 | [0.62, 0.85] |
| SS [1.0]     | SS [2.0]     | 1.00      | 0.77   | 0.05 | [0.65, 0.86] |
| DS [2.0]     | DS [3.0]     | 1.00      | 0.79   | 0.08 | [0.60, 0.91] |
| SR [0.0]     | DS [2.0]     | 2.00      | 0.85   | 0.05 | [0.74, 0.92] |
| SS [1.0]     | DS [3.0]     | 2.00      | 0.86   | 0.04 | [0.75, 0.93] |
| DS [2.0]     | DS [4.0]     | 2.00      | 0.88   | 0.06 | [0.71, 0.96] |
| SR [0.0]     | DS [3.0]     | 3.00      | 0.91   | 0.04 | [0.81, 0.96] |
| SS [1.0]     | DS [4.0]     | 3.00      | 0.92   | 0.04 | [0.82, 0.97] |
| SR [0.0]     | DS [4.0]     | 4.00      | 0.95   | 0.03 | [0.85, 0.99] |

For SR, SS, and DS, see Section 6.3.3. SE=standard error, CI=confidence interval.

**Model Predictions for [T1] Show the Predicted Probabilities of Choosing the Target Option (Pr(CT)) Based on the Fitted Model, With 95% CI, for Combinations of Target and Comparison AUC (see Section 6.3.1) Values**
Choosing the target option increases strongly, and there is little variation in predicted probability of choosing the target option by levels of Target AUC (different lines). Panel (b) shows results for an alternative model using AUC difference as the sole predictor. The slope of this line is somewhat shallow. Together, the two panels confirm strong impacts of AUC difference on probability of choosing the target image.

Probabilities for an AUC difference of 2 were similar regardless of whether the target plot was highly similar or only somewhat similar to the reference plot; this indicates that it is the difference in AUC values between the options that drives the change in subject choices. [H1] is validated.

**Task 2.** Results for [T2] are shown in Table 3 and Fig. 13. Table 3 shows predicted probabilities of choosing the target option (Pr(CT)) based on the fitted model, with 95% confidence intervals, for combinations of Target and Comparison threshold bar lengths. In the table, Low indicates short bar length (low saliency), Med indicates medium bar length (medium saliency), High indicates long bar length (high saliency). Fig. 13 shows the results of the individual trials in a scatterplot with lines showing predicted probabilities of choosing the target option as a function of difference between the bar lengths for the two options.

Bar length strongly affected participants’ choice of which scatterplot was clearer. Participants were much more likely to choose the target scatterplot as having clearer cluster structure when there was a large difference in bar lengths between the two scatterplots. Participants were much more likely to choose the target scatterplot as having clearer cluster structure when there was a large difference in threshold bar lengths between the two scatterplots (e.g., 0.35 vs. 0.52 for a length difference of 0.35 versus 0.52 for a length difference of 0). Thus, saliency differences were a strong predictor of subject perceptions of cluster structure clarity. [H2] is validated. Bar length differences also strongly affected subject choice of which scatterplot showed clearer cluster structure.

**7 Case Study**

To evaluate the quality of results and utility of the interface, we conducted a case study. We recruited ten graduate students from our departments who are researching visualization or taken a data visualization course but had not been previously exposed to our project or interface. To compare the utility of our interface and perform qualitative analysis, we also constructed a manual optimization interface, further referred to as M, which is different from our user-guided optimization interface, further referred to as A (see Section 4). The
M interface featured sliders and option buttons for selecting scatterplot parameters, including sampling technique, number of points, point size, and opacity value.

We used the same datasets as in the user study (see Section 6). Each participant was asked to use the M and A interface for 3 datasets each to design a scatterplot. Dataset that was used for A and M were swapped between participants. The objective for each task (i.e., for each dataset) was to use the interface to select the factors (SA, SR, PS, and OP) that best highlight the clustering structure. The study was conducted in three parts: (1) instruction and training, (2) selecting optimal scatterplot, and (3) interview. The total time for each participant was approximately one hour. Each participant assigned eight datasets: four for M (one for training and three for tasks) and four for A (one for training and three for tasks).

The results of the study can be seen in Fig. 14, and the scatterplots from several subjects are shown in Fig. 15. Without the labeling (see Fig. 15), it is difficult to distinguish which are found using our interface (A) and which are found using the manual (M) approach. Second, each participant seemed to have their own preferred aesthetic, which they were able to produce in each interface.

### 8 Discussion

The goal of our approach is to suggest an optimized visualization design to improve the effectiveness of the task performance, and it is important to understand how designers can use our models to reduce ambiguity in the data and thereby reduce the chance of misinterpretation, e.g., by having a visualization that is too sparse or over-saturated. Our approach uses a data-driven framework to compare and observe how cluster patterns change with a variety of density-influencing parameters of scatterplots, including point size and opacity visual encodings, as well as the subsampling algorithm and sampling rate. Our approach provides scatterplots ranked in order of their cluster saliency, where the saliency score (longest bar in the threshold plot) is a proxy for the clarity of the cluster structure in the scatterplot.

#### 8.1 Saliency as a Proxy of Cluster Structure

The theoretical models of Sadahiro state that proximity, and number and concentration of points, and density change affect cluster perception [42]. Other experimental work has shown that the choice of visual factors which influence the visual density of scatterplot can have a significant effect on cluster identification [8]. The threshold plot is computed on the visual density estimate of the scatterplots and identifies
how clusters visually merge together, fitting well with the known factors that influence clustering. With each bar of the threshold plot we measure the saliency of that number of clusters. In other words, how likely it is that a user will see that number of clusters. Therefore, by identifying the longest bar we capture the cluster structure most likely visible to the user.

8.2 Ambiguous Clustering Structure

Every dataset has an inherent properties that influence the visualization of the data. For example, data distribution plays a vital role in point concentrations concerning over-saturation or sparse distribution. Such properties often influence the visualization, leading to an ambiguous conclusion for even the optimal design choice (e.g., for Clothes and Crowdsourced Mapping datasets in Fig. 15). For these data, optimizing the design has negligible effects on clarifying the cluster structure which remains ambiguous for most parameter configurations. This problem also has a weak relationship with bin size at the time of threshold plot generation. Bins that are too large smooth the result, while bins too small create noise. This problem has been partially investigated previously [8] but deserves more attention in the future.

8.3 Comparisons to Existing Approach

Visual Quality Measures (VQMs) are ideally based on perceptual models rather than heuristics and computational approaches. The existing approaches, such as [17], [19], [27], apply measures that imitate how humans would score views (e.g., one or more clusters but not the specific count) based on the perceived patterns and can be used to accurately predict perceptual judgments. ClustMe used VQMs to model human judgments to rank scatterplots [27] which was further extended in [17]. These studies performed well in reproducing human judgments for for quantifying cluster patterns as per points positions, but ignored the visual aspects (marker size, opacity, and visual density). Similarly, the scagnostics technique utilizes density property that identifies concentrations of points, which is directly influenced by the distribution of points [80] to investigate the patterns.

In contrast to these approaches, our work proposes saliency score as a VQM that can be used to optimize design factors (data aspects and the visual encoding) and ranks the scatter-plot designs on the cluster count that matches human understanding. It is important to note that the optimal design seemed to be both quantitative and qualitative. In other words, our saliency measure provided visualizations with clearer clustering structure, but each participant in our case study also seemed to have their own preferred aesthetic, which they were still able to produce with our interface.

8.4 Limitations

Our approach has some limitations. First, we have not considered some other factors that could influence performance in either model, e.g., chart size, screen resolutions, etc. We have also not extensively analyzed time variance between individuals’ performance on the datasets and their sampling rate. We have not explored the histogram bin size to compute the density model, but the same is extensively discussed in [8]. A final limitation is that we have not considered the relationship of our approach to confidence [109], which is highly related to the nature of data [110].

9 Conclusion

Scatterplots are among the most powerful and most widely used techniques for visual data exploration of 2D data. Design choices in visualization, scatterplots in this case, such as the visual encodings or data aspects, can directly impact the quality of decision-making for low-level tasks, such as clustering.

We propose here a user-guided tool to optimize the design factors of scatterplot for salient cluster structure. By constructing frameworks, such as this one, that consider both the perceptions of the visual encodings and the task being performed enables maximizing the efficacy of the visualization. Our interactive tool leverages the application of the merge tree data structure to optimize the design decisions on sampling algorithms, sampling rate, symbol size, and opacity. We further validate our results with a user study, case studies, and demo interface that demonstrate guidelines that practitioners and designers can extend to other tasks on scatterplots.

Interface: <http://scatter.projects.jadorno.com/>
Data: <https://osf.io/cxqg2/>
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