Reliability and entropy production in non-equilibrium electronic memories
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We find the relation between reliability and entropy production in a realistic model of electronic memory (low-power MOS-based SRAM) where logical values are encoded as metastable non-equilibrium states. We employ large deviations techniques to obtain an analytical expression for the bistable quasipotential describing the non-equilibrium steady state and use it to derive an explicit expression bounding the error rate of the memory. Our results go beyond the dominant contribution given by classical instanton theory and provide accurate estimates of the error rate as confirmed by comparison with stochastic simulations. The methods developed can be adapted to study the reliability of broad classes of nonlinear devices subjected to thermal noise.

PACS numbers:

I. INTRODUCTION

A common strategy to reduce the energy consumption of electronic computing devices is to reduce the voltage at which they are powered. However, this strategy is limited by the fact that as the operation voltage is reduced, different sources of electrical noise start to play an increasingly important role [1–4]. The most fundamental and unavoidable one is given by the thermal fluctuations intrinsic to any device. It originates from the interaction with degrees of freedom that are not explicitly described, but that can be normally assumed to be at thermal equilibrium. A rigorous description of intrinsic thermal noise in complex and non-linear electronic circuits is thus a fundamental problem in modern engineering, of great importance for the search of new efficient computing schemes [3–7]. However, it is also a hard problem that is usually given approximate treatments involving different kinds of approximations that are difficult to control, and that in general compromise thermodynamic consistency [8,9]. This issue was recently addressed by the development of a general theoretical framework to construct thermodynamically consistent stochastic models of non-linear electronic circuits [9].

In this work we make use of that framework to analyze the tradeoff between reliability and dissipation (i.e. entropy production) of low-power static random access memory (SRAM) cells. Due to their speed and low energy consumption, SRAM cells are employed as internal memory in virtually all modern processors. The occurrence of errors induced by thermal noise in low-power implementations has been mainly studied using numerical methods based on stochastic simulations [3–10]. The reason is that in low-power regimes current fluctuations are Poissonian and cannot be faithfully described as Gaussian noise [11], which considerably complicates analytical treatments. However, since one is typically interested in determining the rate of errors in regimes where errors are rare, the amount of computational time demanded by the stochastic simulations can be extremely large [4]. In this contribution we report two main results. First, we obtain an analytical description of the steady state fluctuations of the memory, fully capturing the non-equilibrium transition from a monostable phase into the bistable phase that allows the representation of a bit. Secondly, we show how to employ the previous result to analytically estimate the error rate of the memory. By comparing with exact stochastic simulations, we show that our analytical estimation correctly describes the scaling of the error rate with the voltage that powers the memory. Then, we show that the error rate is exponentially suppressed as the square of the dissipation (for large dissipation). To get there, we make use of advanced methods from stochastic thermodynamics [9], large deviations theory [12–19], and first-passage time statistics [17–19].

II. BASIC MODEL

We consider the usual model of a SRAM memory cell core: two inverters, or NOT gates, connected in a loop (see Figure 1(a)). In particular, we consider the implementation based on complementary metal-oxide-semiconductor (MOS) transistors. In this case, each inverter is itself composed of an nMOS transistor and a pMOS transistor. The circuit is powered by applying a voltage bias \( \Delta V = V_{dd} - V_{ss} \). The deterministic and linear stability analysis of the circuit (see Appendix A) shows that for low values of \( \Delta V \) the circuit has a unique steady state, but when \( \Delta V \) is above a critical value there is a transition into bistability, which is employed to encode a single bit of information. The transistors are modelled as externally controlled conduction channels with associated capacitances (see Figure 1(b)). The charge conduction through each transistor channel is modelled as a bidirectional Poisson process. Thus, to each \((n/p)\)MOS transistor we associate two Poisson rates \( \lambda_{n/p}^{\pm}(V_{GS}, V_{DS}) \), where the subindices \( \pm \) correspond to the forward and backward conduction directions, and \( V_{GS} \) and \( V_{DS} \) are the gate-source and drain-source volt-
In order to guarantee thermodynamic consistency, the Poisson rates \( \lambda^{n,f}_{\pm}(v_1, v_2) \) must satisfy the so-called local detailed balance (LDB) conditions. As an example, for the pMOS transistor in the first inverter, this condition reads:

\[
\frac{\lambda^n_+(v_1, v_2)}{\lambda^n_-(v_1 + v_e, v_2)} = e^{-\delta Q/(k_B T)} ,
\]

where \( \delta Q = \Phi(v_1 + v_e, v_2) - \Phi(v_1, v_2) - q_e V_{dd} \), \( \Phi(v_1, v_2) \) is the electrostatic energy of the system, and we have considered the environment of the transistor to be in equilibrium at temperature \( T \). For \( V_{ss} = -V_{dd} \), as we will consider in the following, the electrostatic energy is \( \Phi(v_1, v_2) = (C/2)(v_1^2 + v_2^2) + CV_{dd}^2 \). Thus the LDB condition of Eq. (1) relates the rates of the transitions \( v_1 \rightleftharpoons v_1 + v_e \) to the difference in internal energy between those states, and the work \( q_e V_{dd} \) realized by the voltage sources during the forward transition. Then, \( \delta Q \) is the total energy change associated to that transition, and since by energy conservation it must be provided by the environment of the device, it is the heat exchanged with it. A condition analogous to Eq. (3) is imposed to all the transistors present in the circuit. A general procedure to construct thermodynamically consistent rates based on the I-V curve characterization of a given device was recently identified in [9]. For the case of MOS transistors in subthreshold operation, one obtains:

\[
\lambda^n_+(v_1, v_2) = \left( I_0/q_e \right) e^{-(V_{dd} - v_e - V_{th})/(mV_T)}
\]

\[
\lambda^n_-(v_1, v_2) = \lambda^n_+(v_1, v_2) e^{-(V_{th} - v_1)/V_T} e^{-(v_e/2)/V_T},
\]

and \( \lambda^n_+(v_1, v_2) = \lambda^n_+(-v_1, -v_2) \). In the previous equation \( V_T = k_B T/q_e \) is the thermal voltage and \( I_0 \), \( V_{th} \), and \( n \) are parameters characterizing the transistor (respectively known as specific current, threshold voltage, and slope factor). An incorrect procedure to construct transition rates, which is however used in some numerical simulations [4, 10], is to employ the rates directly obtained from the I-V curve characterization, without enforcing the LDB conditions. In that way one finds rates that are obtained from the ones of Eq. (4) by removing the factor \( e^{-(v_e/2)/V_T} \) appearing in \( \lambda^n_{p/n} \). Although this factor is in many situations very close to 1, it can become relevant for small devices or at low temperatures, and it is in fact responsible for the charging effects in single-electron devices [20–22]. Also, neglecting that factor leads to systematic errors in the determination of the steady state. For example, in modern CMOS fabrication processes capacitance values as low as \( C \simeq 50 \) aF can be attained [23], which correspond to elementary voltages as high as \( v_e \simeq 3 \) mV. At room temperature we have \( V_T \simeq 26 \) mV and therefore \( v_e/V_T \simeq 0.1 \) and \( e^{-(v_e/2)/V_T} \simeq 0.95 \).

For mathematical simplicity, the parameters \( I_0 \), \( V_{th} \), and \( n \) are considered to be the same for all the four transistors involved in the circuit. That is, we are not taking into account any variability associated with the fabrication process [24]. It should be possible to extend our results to systems with asymmetric parameters.
III. STEADY STATE DISTRIBUTION AND LARGE DEVIATIONS PRINCIPLE

To find the steady state of the memory one option is to construct the generator of the master equation in Eq. (1) and compute its eigenvector of zero eigenvalue. Analytical progress is possible by considering a macroscopic limit and employing the principle of large deviations. This limit consists in assuming that the elementary voltage \( v_e \) is negligible compared to all other voltage scales, which in this case are the thermal voltage \( V_T \) and the powering voltage \( V_{dd} \) (thus, the limit \( v_e \to 0 \) used in the following must be interpreted as \( v_e/V_T \to 0 \) and \( v_e/V_{dd} \to 0 \) for fixed \( V_T \) and \( V_{dd} \)). Physically, this corresponds to large devices, for which the typical capacitance \( C \) is large and thus \( v_e \) is small. Also, from Eq. (1) we have that the Poisson rates are proportional to \((J_0/C)v_e^{-1}\). As explained in Appendix B the specific current \( J_0 \) can also be considered to be proportional to the size of the device, and therefore we see that the transition rates scale as \( v_e^{-1} \). Under these conditions, as \( v_e \to 0 \), the deterministic equations of motion are recovered from the master equation in Eq. (1) (see Appendices A and B), and one also expects the distribution \( P_{ss}(v_1, v_2) \) to become strongly peaked around the deterministic stationary values \([19, 25]\). In this context, the LD principle states that departures from the deterministic values are suppressed exponentially in \( v_e^{-1} \).

This is expressed mathematically as the existence of the limit \( f(v_1, v_2) = \lim_{v_e \to 0} -v_e \log(P_{ss}(v_1, v_2)) \), or equivalently:

\[
P_{ss}(v_1, v_2) \approx e^{-f(v_1,v_2)+o(v_e))/v_e}.
\]

Therefore, as \( v_e \to 0 \), the values of \( v_1 \) and \( v_2 \) will be perfectly localized at a global minimum of the rate function \( f(v_1, v_2) \). Indeed, the minima of \( f(v_1, v_2) \) correspond to the deterministic fixed points (see Appendices A and B).

We will refer to the function \( f(v_1, v_2) \) as a quasipotential describing the steady state distribution. This is in analogy to an equilibrium situation, where the steady state must be the equilibrium Boltzmann distribution \( P_{eq}(v_1, v_2) \propto \exp(-\Phi(v_1, v_2)/k_BT) \) and thus, by Eq. (5), \( f(v_1, v_2) \) should match the true potential energy \( \Phi(v_1, v_2) \) scaled by the thermal voltage \( V_T \). Also, the interpretation of \( f(v_1, v_2) \) as a potential has a deeper justification on the fact that it always is a Lyapunov function for the deterministic dynamics \([25]\), as the true potential energy is for equilibrium settings.

Plugging Eq. (5) into Eq. (1), imposing \( d_tP_{ss} = 0 \), and only keeping the lower order terms in \( v_e \), we obtain the following differential equation for \( f(v_1, v_2) \):

\[
0 = (e^{\partial_1 f} - 1) a(v_1, v_2) + (e^{\partial_1 f} - 1) b(v_1, v_2) + (e^{\partial_2 f} - 1) a(v_2, v_1) + (e^{\partial_2 f} - 1) b(v_2, v_1)
\]

where \( a(v_1, v_2) = \lim_{v_e \to 0} v_e A(v_1, v_2) \), and the same for \( b(v_1, v_2) \). Interestingly, the same equation can be obtained by more general path integral methods, in terms of a Hamiltonian defining an action in the space of all possible stochastic trajectories \([24, 26]\).

This equation cannot be solved exactly. However, an approximate solution can be found by exploiting the fact that the variables \( x = (v_1 - v_2)/2 \) and \( y = (v_1 + v_2)/2 \) are, apart of some trivial correlations discussed below, approximately independent. Thus, as explained in Appendix B from Eq. (6), the rate functions \( g(x) \) and \( h(y) \) corresponding to the partial distributions \( P(x) = \sum_y P_{ss}(x + y, y - x) \propto \exp(-g(x)/v_e) \) and \( Q(y) = \sum_x P_{ss}(y + x, y - x) \propto \exp(-h(y)/v_e) \), can be found to be

\[
d_x g(x) = 2 \log \left( \frac{a(-x, 0) + b(x, 0)}{a(x, 0) + b(-x, 0)} \right),
\]

\[
d_y h(y) = 2 \log \left( \frac{b(x_{min}, y) + b(-x_{min}, y)}{a(x_{min}, y) + a(-x_{min}, y)} \right),
\]

where the change of variables in the functions \( a \) and \( b \) is understood, and \( x_{min} \) in the expression for \( d_y h \) is the minimum of \( g(x) \). The variables \( x \) and \( y \) will be always correlated because, since \( v_1/v_e \) and \( v_2/v_e \) are integer random variables, their difference \( 2v/v_e \) and sum \( 2y/v_e \) will always have the same parity. If, however, when restricted to a given parity, \( x \) and \( y \) are independent, and if both parties have the same probability, then the full probability distribution \( P_{ss}(v_1, v_2) \) can be reconstructed from the partial distributions \( P(x) \) and \( Q(y) \) as

\[
P_{ss}(y + x, y - x) = 2P(x)Q(y)\text{Par}(x, y),
\]

where \( \text{Par}(x, y) \) is one if \( 2x/v_e \) and \( 2y/v_e \) have the same parity, or zero if they do not.

The results in Eq. (7) are in principle valid for any Poisson rates \( \lambda_\pm/p \). Remarkably, for the particular MOS rates of Eq. (4), the expression for \( d_x g \) can be integrated exactly, resulting in:

\[
g(x) = \frac{x^2 + 2V_{dd} x}{V_T} + \frac{2nV_T}{n + 2} \left[ L(x, V_{dd}) - L(x, -V_{dd}) \right],
\]

where \( L(x, V_{dd}) = \text{Li}_2(-\exp((V_{dd} + x + (1 + 2n)/v))/V_T)), \) and \( \text{Li}_2(\cdot) \) is the polylogarithm function of second order. This is the first important result of this work, and will allow us to analytically estimate the error rate of a low-power SRAM memory cell in the next section. In turn, the rate function \( h(y) \) can be seen to satisfy \( h(y) = h_0 y^2/V_T + O(y^4) \) (an expression for \( h_0 \) in terms of the circuit parameters is given in Appendix B).

In Figure 2(a) we show the exact steady state distribution \( P_{ss}(v_1, v_2) \) obtained by numerically evolving Eq. (1) for \( v_e/V_T = 0.1, V_{dd}/V_T = 1.2, \) and \( n = 1 \). We see that for these parameters the most probable values are distributed around \( v_1 = -v_2 \approx \pm V_{dd} \), i.e., the possible solutions to the deterministic equations of motion (Appendix A). In Figure 2(b) we compare the exact partial distributions \( P(x) \) and \( Q(y) \) for the variables \( x = (v_1 - v_2)/2 \) and \( y = (v_1 + v_2)/2 \), respectively, with the ones obtained from the quasipotentials \( g(x)/v_e \) and \( h(y)/v_e \). We see that the agreement is remarkable despite the value of \( v_e \).
being only one order of magnitude lower than $V_T$ and $V_{dd}$. Finally, in Figure 2(c) we show the quasipotential $g(x)$ for different values of the powering voltage $V_{dd}$. We see that there is a transition between a unimodal steady state and the bimodal distribution compatible with bistability, that for $n = 1$ happens at $V_{dd} = \ln(2)V_T$ (the data-retention voltage), as can be seen from the analysis of the deterministic equations (Appendix A).

IV. ERROR RATE

If the initial state of the system is close to one of the possible metastable NESSs, let us say $v_1 = -v_2 \simeq v_{dd}$, the ensuing dynamics will be characterized by two different time scales. First, a fast relaxation on the local basin of attraction will take place. Indeed, from the deterministic equations (Appendix A) we see that this relaxation develops at a rate $\lambda_{eq} \simeq \tau_0^{-1}(v/e)/V_T$ that increases exponentially with $V_{dd}$, where $\tau_0 = (q/e/I_0) e^{V_{dd}/(nV_T)}$ is a natural time scale for this problem. After this local metastable NESS has been reached, a slow dynamics consisting of rare transitions to the other possible metastable NESS follows. Since the metastable NESSs are associated to the values of the stored bit, this rare transitions are considered errors. We are interested in computing the error rate $\lambda_{err}$ in terms of the circuit parameters. This is a hard problem that has been mainly treated numerically [4,10], and for which a rigorous stochastic treatment is crucial. It is possible to see that, to leading order in $v/e$, the rate of escape out of a NESSs centered around $v_{min} = (v^1_{min}, v^2_{min})$ can be obtained from the quasipotential $f$ thanks to the following result [25,27]:

$$\lim_{v/e \to 0} v/e \log(\tau_0 \lambda_{err}) = -\left( f(v^*) - f(v_{min}) \right), \quad (10)$$

where $v^*$ is a saddle point of the quasipotential (which in this case is $v^* = (0,0)$). The factor $\exp(-(f(v^*) - f(v_{min}))/v/e)$ is also the dominant contribution to the probability of a trajectory, or ‘instanton’, going from $v_{min}$ to $v^*$ [25]. This result can be considered a generalization to NESSs of the classical Arrhenius’s law [28], and in this case leads to the ‘dominant’ estimate of the error rate

$$\lambda_{err}^D = \tau_0^{-1} e^{-(g(0) - g(v_{min}))/v/e}, \quad (11)$$

that can be readily evaluated from Eq. (9). However, this estimate misses any contribution to $\lambda_{err}$ that is subexponential in $v/e$, but that might be anyway relevant for finite values of $v/e$. For equilibrium systems some subexponential factors are provided by the classic Eyring-Kramers formula [29–31], in terms of the curvature of the energy surface at the fixed and saddle points. For out of equilibrium systems with Gaussian noise, subexponential corrections are discussed in [27,28]. In our case, since we are dealing with a discrete out of equilibrium system subjected to shot noise, we resort to the general method explained in the following.

The first step to compute $\lambda_{err}$ is to provide an operational definition of what an error is. We consider that the state of the memory is read by monitoring the output of the first inverter, i.e., the voltage $v_1$. A zero or positive value of $v_1$ is identified with the logical state $H$ (‘high’), and a negative value with the logical state $L$ (‘low’). This logical encoding induces natural projection operations in the state space, that we construct as follows. Each microscopic state $(v_1,v_2)$ is mapped to a vector $|v_1,v_2\rangle$. A given probability distribution $P(v_1,v_2)$ is represented as the vector $|P\rangle = \sum_{v_1,v_2} P(v_1,v_2)|v_1,v_2\rangle$, while the generator of the master equation in Eq. (1) is represented as a matrix $W$ acting over these vectors. Thus, the steady state distribution $|P_{ss}\rangle$ satisfies $0 = W|P_{ss}\rangle$. The orthogonal projectors corresponding to the logical states...
are also reduced to the same subspace. The probability contribution in the partial generator $\Phi$ and $\Lambda$ is just the vector with unit components). Now we give the following operational definition of an error: at time $t > 0$ we prepare the system at a state drawn from the metastable distribution $|\rangle|_{ss} = 0$ we prepare the system at a state drawn from the metastable distribution $|\rangle|_{ss} = 0$ we prepare the system at a state drawn from the metastable distribution $|\rangle|_{ss} = 0$. (b) Different estimates of the error rate as a function of $V_{dd}$ for $v_e/V_T = 0.1$ and $n=1$. The dots indicate the inverse of the mean TTE, $(\tau)^{-1}$, as obtained from Gillespie simulations. The solid blue line corresponds to the minimum eigenvalue $\lambda_0$ of the partial generator $-W_{HH}$, and the violet line to the metastable rate $\lambda_{MS}$ of Eq. (14). The dashed grey line shows the dominant contribution in the $v_e/V_T \to 0$ limit of Eq. (11). (c) Estimates of the error rate as a function of $V_{dd}$ for different values of $v_e/V_T (n=1)$.

$H$ and $L$ are, respectively, $\Pi_H = \sum_{v_1 \geq 0, v_2} |v_1, v_2\rangle\langle v_1, v_2| and $\Pi_L = \sum_{v_1 < 0, v_2} |v_1, v_2\rangle\langle v_1, v_2| (where $\langle a\rangle$ is just the transpose of $a$). Note that $\Pi_j\Pi_k = \delta_{jk}\Pi_j$ and that $\Pi_L + \Pi_H = 1$. Then, we can consider the projections of the steady state to each of the logical subspaces: $|P_{ss}^H\rangle = \Pi_H|P_{ss}\rangle/\langle 1|\Pi_H|P_{ss}\rangle$ and $|P_{ss}^L\rangle = \Pi_L|P_{ss}\rangle/\langle 1|\Pi_L|P_{ss}\rangle$ (1) is just the vector with unit components). Now we give the following operational definition of an error: at time $t = 0$ we prepare the system at a state drawn from the metastable distribution $|P_{ss}^H\rangle$ (for which the voltage $v_1$ is always positive or zero), and monitor its evolution until $v_1$ becomes negative. This event is considered an error, and the random time $\tau$ at which it takes place is recorded. We are interested in the distribution of $\tau$, which can be considered a first-passage problem [18 19]. As explained it [19], one possible approach to obtain the statistics of $\tau$ is to consider an alternative dynamics with absorbing boundary conditions at the interface between the logical subspaces. Thus, the survival probability of not observing any error up to time $t$ is given by

$$P_S(t) = \langle 1|e^{-W_{HH}t}|P_{ss}^H\rangle.$$  (12)

Here, the matrix $W_{HH}$ is the partial generator $\Pi_H W_{HH}$ reduced to the $H$-subspace. The vectors $|1\rangle$ and $|P_{ss}^H\rangle$ are also reduced to the same subspace. The probability to observe an error between times $t$ and $t + dt$ is $p(t)dt$, where $p(t) = -d_tP_S(t)$. Then the average time to an error (TTE) is

$$\langle \tau \rangle = \int_0^\infty \tau p(\tau)d\tau = \int_0^\infty P_S(\tau)d\tau.$$  (13)

At variance with the full generator $W$, the partial generator $W_{HH}$ does not conserve probability (since it continuously leaks into the $L$-subspace), and therefore its largest eigenvalue is strictly lower than 0. Indeed, we can write $P_S(t) = \sum_k c_k e^{-\lambda_k t}$, where $-\lambda_k$ are the eigenvalues of $W_{HH}$ (with $0 < \lambda_0 \leq \lambda_1 \leq \lambda_2 \leq \cdots$), and $c_k$ are constants that depend on the initial state (with $\sum_k c_k = 1$). Thus, for large times we have $P_S(t) \approx c_0 e^{-\lambda_0 t}$. From this, it follows that for long times the distribution of $\tau$ is approximately exponential with rate $\lambda_0$. This already provides a method to estimate the error rate: one should construct the generator $W_{HH}$ and numerically compute the eigenvalue of smallest absolute value, which can be done efficiently with several routines since the matrix $W_{HH}$ is sparse. Note that $\lambda_0$ is independent of the initial state. It is possible to obtain analytically another estimate of the error rate by exploiting the metastability of the initial state $|P_{ss}\rangle$. For this, we consider an approximation in which the steady state $|P(t)\rangle = e^{W_{HH}t}|P_{ss}\rangle$ evolving according to the generator $W_{HH}$ is assumed to be always proportional to $|P_{ss}\rangle$ (the initial distribution), but with a time dependent normalization. In that case the survival probability satisfies $d_tP_S(t) = \langle 1|W_{HH}|P_{ss}^H|P_{ss}\rangle P(t)$ and therefore we can write $P_S(t) = e^{-\lambda_{MS}^\tau t}$, with the ‘metastable’ rate $\lambda_{MS}^\tau = -\langle 1|W_{HH}|P_{ss}^H\rangle$. This is equivalent to assume that the error rate is constant and equal to the initial one, and consequently depends explicitly on the initial state. Note that by the conservation of probability of the full generator ($\langle 1|W = 0$), and the property $\Pi_L + \Pi_H = 1$, we have the alternative expression $\lambda_{err}^\tau = -\langle 1|W_{LL}|P_{ss}^H\rangle$, where $W_{LL}$ is the reduction of the matrix $\Pi_L W_{HH} \Pi_L$ to the appropriate subspaces. This last expression for $\lambda_{err}^\tau$ can be evaluated using Eq. (8).
for the steady state, with the following result:

$$\lambda_{\text{err}}^{\text{MS}} = 4 \sum_{v_2} B(0, v_2) P(-v_2/2) Q(v_2/2),$$  \hspace{1cm} (14)

where $B(v_1, v_2)$ is given in Eq. (2), and $P(x)$ and $Q(y)$ are the LD approximations to the partial distributions, i.e., $P(x) \propto \exp(-g(x)/v_c)$ and $Q(y) \propto \exp(-h(y)/v_c)$. It is instructive to see how Eq. (14) reduces to Eq. (11) for $v_c \to 0$. First, we notice that $Q(y)$ becomes strongly peaked around $y = 0$ for $v_c \to 0$, and therefore we can approximate $\lambda_{\text{err}}^{\text{MS}} \approx 4B(0,0)P(0)$. In turn, we have $P(0) = \exp(-g(0)/v_c)/N$ with $N = \sum_x \exp(-g(x)/v_c)$, that for $v_c \to 0$ becomes $N \simeq \exp(-g(x_{\text{min}})/v_c)$. Then, we recover the result of Eq. (11), with $\tau_0^{-1}$ replaced by the factor $4B(0,0)$ (which is subexponential, since the rates scale as $v_c^{-1}$).

In general there is no definite relation between the estimates $\lambda_0$ and $\lambda_{\text{err}}^{\text{MS}}$, and the mean TTE ($\tau$). However, for the particular protocol we are considering, in which the initial state is $|P_{HH}^{\text{HI}}\rangle$, the instantaneous decay rate of the survival probability $\lambda(t) = -d_t \log(P_{HH}(t))$ is a monotonously decreasing function. This is easily understood: the steady state distribution has a non-zero metastable rate $\lambda$ for the steady state, with the following result:

$$\lambda_0 \leq \langle \tau \rangle^{-1} \leq \lambda_{\text{err}}^{\text{MS}}.$$  \hspace{1cm} (15)

Thus, $\lambda_{\text{err}}^{\text{MS}}$ provides an upper bound to the inverse mean TTE.

In Figure 3(a) we show a sample trajectory obtained by the Gillespie algorithm, and the decay of the survival probability, computed with two methods. The solid lines were obtained from Eq. (12), by constructing the reduced generator $W_{HH}$. The dots were obtained from Gillespie simulations in which initial states were drawn from the steady state distribution and the time to an error was recorded. We see that the decay rate decreases monotonously from the initial one to the asymptotic one given by $\lambda_0$. From the same data we compute the mean TTE $\langle \tau \rangle$. In Figure 3(b) we compare $\langle \tau \rangle^{-1}$ with the different estimates of the error rate, as a function of $V_{\text{dd}}$. We see that $\lambda_0$ is an excellent estimate of $\langle \tau \rangle^{-1}$. The metastable rate $\lambda_{\text{err}}^{\text{MS}}$ of Eq. (14) consistently overestimate the true error rate, but displays the same scaling with $V_{\text{dd}}$. In contrast, we see that the dominant estimate of Eq. (11) largely overestimate the error rate for low $V_{\text{dd}}$, while it underestimate it for large values of $V_{\text{dd}}$. Figure 3(c) shows $\langle \tau \rangle^{-1}$, $\lambda_0$ and $\lambda_{\text{err}}^{\text{MS}}$ as a function of $V_{\text{dd}}$ for different values of $v_c$.

V. ENTROPY PRODUCTION

We now study the steady state entropy production of the memory. At steady state, the average current $I$ through both inverters is the same. Thus, the rate at which heat is dissipated in the environment is $\dot{Q} = 4V_{\text{dd}}I$, and the entropy production rate is just $\dot{\Sigma} = \dot{Q}/T$. From the deterministic solution for $n = 1$, it follows that in the monostable phase the electric current increases exponentially with $V_{\text{dd}}$, $I = (g_e/\tau_0)(e^{V_{\text{dd}}/V_T} - 1)$, while it is constant in the bistable phase, $I = g_e/\tau_0$ (see Appendix A). In Figure 4 we show that the same constant value is achieved also for $n \neq 1$. In addition, we show the average current obtained by computing the mean value of $I(v_1, v_2) = g_e(\lambda_0^p(v_1, v_2) - \lambda_0^p(v_1, v_2))$ using the exact steady state distribution $P_{HH}(v_1, v_2)$. This average current also reaches a constant value for large $V_{\text{dd}}$, that is above the deterministic one due to finite-$v_c$ effects. Interestingly, it displays a bump right after the onset of bistability. The origin of this maximum in the average current is precisely the occurrence of errors, since each switching event in which the memory flips its state has an associated dissipation. As $V_{\text{dd}}$ increases, errors become rare and the average current tends to the value corresponding to any of the metastable NESSs with a definite logical value.

Thus, for large $V_{\text{dd}}$ the electrical current $I$ is just constant, and therefore the entropy production $\dot{\Sigma}$ is proportional to $V_{\text{dd}}^2$. Also, from Eq. (10) it is possible to see that, to dominant order in $V_{\text{dd}} \gg V_T$, $\Delta g = g(0) - g(x_{\text{min}}) \approx (2/(n+2))(V_{\text{dd}}^2/V_T)$. Then, it follows that for large entropy production rates the error rate scales as:

$$\lambda_{\text{err}}^{\text{MS}} \propto e^{-\pi^2 \frac{V_{\text{dd}}^2}{(2/n+2)(\Sigma/k_b)^2}}.$$  \hspace{1cm} (16)

Here we have ignored terms in $\log(\lambda_{\text{err}})$ that are constant or linear in $\Sigma$, that can be easily included. Indeed, when expressed in terms of the voltage $V_{\text{dd}}$, the previous
equation is compatible with what was obtained in ad-hoc
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treatments based on Gaussian noise [1], up to model-
dependent constant factors in the exponent. However, in
general one must employ the result in Eq. (14), that can
be readily evaluated.

VI. DISCUSSION

We used the theory of stochastic thermodynamics to
construct a thermodynamically consistent stochastic
model of a technologically relevant kind of electronic
memory, subjected to Poissonian thermal noise. Utilizing
the theory of large deviations, we obtained an analytical
expression for the steady state of the memory which we
expressed in Eq. (14). However, in general one must employ
the result in Eq. (14), that can be readily evaluated.

From a wider perspective, our work shows how modern
developments in statistical physics can contribute to solve
important problems in electronic engineering. Although
our focus has been on the problem of memory reliability,
our methods and results are also relevant for the design
of non-conventional stochastic computing schemes, where
naturally occurring thermal fluctuations are exploited as
a resource [5-9]. For instance, we note that our results
directly apply to the low-power binary stochastic
memory cell core identical to the one studied here.
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In this section we derive the deterministic equations for a CMOS SRAM cell working in the sub-threshold regime. We first consider a single inverter with input voltage $v_g$ and output voltage $v$, and symmetric powering with voltages $V_{dd} = -V_{ss}$. The current $I_p(v, v_g)$ through the pMOS transistor for given $v$ and $v_g$ is \[ I_p(v, v_g) = I_0 e^{-V_{th}/V_T} e^{(V_{dd} - v_g)/(qV_T)} (1 - e^{-(V_{dd} - v)/V_T}), \] (A1)

while for the nMOS transistor we have $I_n(v, v_g) = I_p(-v, -v_g)$. From this we can construct the deterministic dynamical equations for the voltages $v_1$ and $v_2$ of the CMOS SRAM cell discussed in the main text:

\[
\begin{align*}
C \frac{dv_1}{dt} &= I_p(v_1, v_2) - I_n(v_1, v_2) \\
C \frac{dv_2}{dt} &= I_p(v_2, v_1) - I_n(v_2, v_1).
\end{align*}
\] (A2)

We first solve for the stationary solution satisfying $dv_1/dt = dv_2/dt = 0$. By symmetry, this solution must satisfy $v_1 = -v_2 = v^*$. Thus, we need to find $v^*$ such that $I_p(v^*, -v^*) = I_n(v^*, -v^*)$. In the following, for simplicity, we consider the case $n = 1$. In that case, the possible solutions are $v_0 = 0$ and, only if $V_{dd} > V_T \log(2)$,

\[ v_{\pm} = V_{dd} + V_T \log \left(1/2 \pm \sqrt{1/4 - e^{-2V_{dd}/V_T}}\right). \] (A3)

Note that $v_+ = -v_-$, since actually these are the two solutions in the bistable phase. We now consider $v_1 = v_+ + \delta v_1$ and $v_2 = v_- + \delta v_2$ and expand Eq. (A2) to first order in $\delta v_1/2$, finding:

\[ \frac{d}{dt} \left[ \begin{array}{c} \delta v_1 \\ \delta v_2 \end{array} \right] = \frac{I_0 e^{-V_{th}/V_T}}{C V_T} \left[ \begin{array}{cc} -2 & -2 \\ -2 & 2 - e^{2V_{dd}/V_T} \end{array} \right] \left[ \begin{array}{c} \delta v_1 \\ \delta v_2 \end{array} \right]. \] (A4)

The eigenvalues of the matrix in the previous equation are $-e^{2V_{dd}/V_T}$ and $4 - e^{2V_{dd}/V_T}$, which shows that the solution considered is indeed stable for $V_{dd} > V_T \log(2)$ (a similar analysis shows that the solution $v_0$ becomes unstable at the same point), and that small departures relax back to it at a rate $\lambda_{eq} \approx \tau_0^{-1}(v_c/V_T) e^{2V_{dd}/V_T}$, with $\tau_0 = (q_c/I_0) e^{V_{th}/V_T}$.

From the previous solution it can be seen that the stationary current through each transistor is $I_n = I_p = (q_c/\tau_0)(e^{V_{dd}/V_T} - 1)$ for $V_{dd} \leq V_T \log(2)$ (monostability), and $I_n = I_p = q_c/\tau_0$ for $V_{dd} > V_T \log(2)$ (bistability). Thus, the current in the bistable phase is constant and the total entropy production is $\Sigma = 2(2V_{dd}q_c/\tau_0)$.

**Appendix B: Macroscopic limit and large deviations principle**

The conduction channel of a MOS transistor in typical designs has two associated dimensions: its width $W$ and its length $L$. The capacitance between the gate terminal and the body of the transistor (which is typically the largest one) scales as the area of the channel: $C \propto W L$. Also, the current through the channel for fixed drain-source and gate-source voltages is proportional to the channel width, and inversely proportional to the channel length. Thus, the parameter $I_0$ used to characterize the I-V curve of the transistor scales as $I_0 \propto W/L$. For the following discussion we are going to consider a family of devices with fixed channel length, but variable channel width. Thus, we can consider $W$ as a scale parameter, with respect to which both the capacitance $C$ and the current $I_0$ are proportional. In that case, as considered in the main text, the elementary voltage $v_c = q_c/C$ scales as $W^{-1}$, while the Poisson rates $\lambda_{\rho}^{\pm/p}(v_1, v_2)$ associated to the transistors scale as $W$. Under those conditions, the master equation in the main text can be rewritten as:

\[ d_t P(v, t) = \sum_{\rho} v_c^{-1} \left[ \omega_{\rho}(v - v_c \Delta_{\rho}, v_c) P(v - v_c \Delta_{\rho}) - \omega_{\rho}(v, v_c) P(v) \right]. \] (B1)
In the previous equation, \( v = (v_1, v_2)^T \) is the state vector, and the index runs over the possible transitions. For example, the values \( \rho = 1, \cdots, 4 \) correspond to the forward transitions of each transistor, while \( \rho = -1, \cdots, -4 \) to the reverse transitions. The vectors \( \Delta_{\rho} \) encode the change in voltage associated to each transition. The scaled rates \( \omega_{\rho}(v, v_e) \) are related to the original Poisson rates \( \lambda_{\rho}(v, v_e) \) by \( \lambda_{\rho}(v, v_e) = v_e^{-1} \omega_{\rho}(v, v_e) \). Thus, the scaling of the rates with respect to \( W \) (or equivalently, with respect to \( v_e \)), is taken into account in the factor \( v_e^{-1} \), in such a way that the limit \( \lim_{v_e \to 0} \omega_{\rho}(v, v_e) \) is well defined (the limit \( v_e \to 0 \) here and below must be interpreted as \( v_e/V_T \to 0 \) and \( v_e/V_{dd} \to 0 \) for fixed \( V_T \) and \( V_{dd} \)). Note that the explicit dependence of the rates in the elementary voltage \( v_e \) stems from the charging effects discussed in the main text.

Under these conditions, the solution of the master equation in Eq. (B1) satisfies a large deviations principle in the macroscopic limit \( v_e \to 0 \). In order to see this, we introduce the large deviations ansatz \( P(v,t) \approx \exp(-f(v,t)) + O(v_e^2) \) into Eq. (B1), and only keep the dominant terms in \( v_e \to 0 \). We note that in that limit \( P(v-v_e\Delta_{\rho},t) \approx P(v,t) \exp((-\Delta_{\rho}) \partial_{\alpha_{\rho}} f(v,t)) \). Therefore, the master equation in Eq. (B1) reduces to the following dynamical equation for the rate function:

\[
d_e f(v,t) = \sum_{\rho} \omega_{\rho}(v,0) \left[ 1-e^{(\Delta_{\rho}) \partial_{\alpha_{\rho}} f(v,t)} \right]. \tag{B2}
\]

It is worth noting that for general jump processes with scaling properties as the ones satisfied by Eq. (B1), the validity of the large deviation principle can be formally proven [25].

For the particular circuit under consideration, we can see from the previous equation that the steady state rate function \( f(v_1, v_2) \) should satisfy

\[
0 = (e^{\partial_x f} - 1) a(v_1, v_2) + (e^{\partial_y f} - 1) b(v_1, v_2) + (e^{\partial_x f} - 1) a(v_2, v_1) + (e^{\partial_y f} - 1) b(v_2, v_1), \tag{B3}
\]

as presented in the main text, where the functions \( a(v_1, v_2) \) and \( b(v_1, v_2) \) were defined as the appropriate combination of the scaled transition rates. The previous equation cannot be solved exactly. However, it can be employed to solve for reduced rate functions derived from \( f(v_1, v_2) \), exploiting the symmetry of the problem and the contraction principle of large deviations theory. We begin by changing variables to \( x = (v_1 - v_2)/2 \) and \( y = (v_1 + v_2)/2 \). Then, \( \partial_1/2 f = (\partial_x f + \partial_y f)/2 \). Defining \( \alpha = e^{\partial_x f/2} \) and \( \beta = e^{\partial_y f/2} \), the previous equation becomes:

\[
0 = (\alpha \beta - 1) a(x,y) + (\alpha^{-1} \beta^{-1} - 1) b(x,y) + (\beta/\alpha - 1) a(-x, y) + (\alpha/\beta - 1) b(-x, y), \tag{B4}
\]

where the change of variables of the functions \( a(x,y) \) and \( b(x,y) \) is implicit. Now, we are interested in computing the partial distributions \( P(x) \) and \( Q(y) \) for the variables \( x \) and \( y \). The contraction principle states that if the full distribution \( P_{xy}(x,y) \) satisfies a large deviation principle with rate function \( f(x,y) \), then the partial distribution \( P(x) = \sum_y P_{xy}(x,y) \) also satisfies a large deviation principle with rate function \( g(x) = \inf_y f(x,y) \) [4]. Then, assuming that \( f \) is sufficiently regular and that \( \inf_y f(x,y) = \min_y f(x,y) \), we have \( g(x) = f(x, y_{\min}|x) \), where \( y_{\min}|x \) is a minimum of \( f(x,y) \) and therefore satisfies \( \partial_{y} f(x, y_{\min}|x) = 0 \). Thus, \( y_{\min}|x \) is the most probable value of \( y \) for a given value of \( x \). As discussed in the main text, the variables \( x \) and \( y \) will always display some trivial, fine-grained correlations. However, if those correlations are neglected, then \( y_{\min}|x \) becomes independent of \( x \) and, because of the symmetry of the system, it is actually equal to 0. Thus, evaluating the previous equation at \( y = 0 \), since \( \frac{\beta}{\alpha}|_{y=0} = 1 \), we obtain:

\[
\alpha|_{y=0} = e^{\partial_x f|y=0} = e^{\partial_x g(x)/2} = \frac{a(-x,0) + b(x,0)}{a(x,0) + b(-x,0)}, \tag{B5}
\]

from where we easily obtain the expression for \( d_x g(x) \) given in the main text. Note that from the previous expression is evident that \( d_x g(x) \) is an odd function, and therefore \( g(x) \) is even. The rate function \( h(y) \) for the partial distribution \( Q(y) \) can be obtained in a similar way. It is given by \( h(y) = f(x_{\min}|y, y) \), where \( x_{\min}|y \) is a minimum of \( f(\cdot, y) \). Again, neglecting correlations, we have that \( x_{\min} \) is independent of \( y \), and can actually be computed as the minimum of \( g(x) \).

In the bistable phase there are actually two equivalent values of \( x_{\min} \), that lead to the same function \( h(y) \). Thus, evaluating Eq. (B4) at \( x = x_{\min} \), since \( \alpha|_{x=x_{\min}} = 1 \), we obtain:

\[
\beta|_{x=x_{\min}} = e^{\partial_x f|_{x=x_{\min}}/2} = e^{d_y h(y)/2} = \frac{b(x_{\min},y) + b(-x_{\min},y)}{a(x_{\min},y) + a(-x_{\min},y)}. \tag{B6}
\]

For the Poisson rates corresponding to MOS transistors in subthreshold operation, that enter into the definition of the functions \( a(x,y) \) and \( b(x,y) \), the integration of \( d_x g(x) \) can be performed exactly, leading to the compact expression given in the main text. This is not the case for \( d_y h(y) \). However, it is possible to obtain the leading behaviour of \( h(y) \) around \( y = 0 \), which is given by:

\[
h(y) = \frac{2}{n} \frac{(n-1)(1 + e^{2(1+1/n)x_{\min}/V_T}) + e^{(V_{dd}+x_{\min})/V_T} + e^{(V_{dd}+x_{\min}+1+2/n)/V_T}}{1 + e^{2(1+1/n)x_{\min}/V_T} + e^{(V_{dd}+x_{\min})/V_T} + e^{(V_{dd}+x_{\min}+1+2/n)/V_T} - y^2/V_T + O(y^4)}. \tag{B7}
\]
Finally, we note that the most probable values according to the large deviations solution \((x = x_{\text{min}} \text{ and } y = 0, \text{ which correspond to } v_1 = -v_2 = x_{\text{min}})\) match the deterministic solutions obtained in the previous section.