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Abstract
The set of $m \times n$ singular matrix pencils with normal rank at most $r$ is an algebraic set with $r + 1$ irreducible components. These components are the closure of the orbits (under strict equivalence) of $r + 1$ matrix pencils which are in Kronecker canonical form. In this paper, we provide a new explicit description of each of these irreducible components which is a parametrization of each component. Therefore one can explicitly construct any pencil in each of these components. The new description of each of these irreducible components consists of the sum of $r$ rank-1 matrix pencils, namely, a column polynomial vector of degree at most 1 times a row polynomial vector of degree at most 1, where we impose one of these two vectors to have degree zero. The number of row vectors with zero degree determines each irreducible component.
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1. Introduction

We are concerned in this paper with singular matrix pencils $A + \lambda B$, with $A, B \in \mathbb{C}^{m \times n}$. This includes rectangular pencils $(m \neq n)$ and square ones $(m = n)$ with $\det(A + \lambda B)$ identically zero as a polynomial in $\lambda$. More precisely, our interest focuses on the set $\mathcal{P}_{m \times n}^r$ of $m \times n$ matrix pencils with complex coefficients and normal rank at most $r$, with $r \leq \min\{m, n\}$ if $m \neq n$ and $r \leq n - 1$ if $m = n$.

In the contexts where matrix pencils usually arise, e.g., systems of first order ordinary differential equations with constant coefficients $Ax + Bx' = f(t)$, the relevant information is encoded in the Kronecker canonical form of the pencil (in the following, KCF, or KCF($A + \lambda B$) when it refers to a particular pencil). This is the canonical form under strict equivalence of matrix pencils (see Section 2). The computation of the KCF of a given pencil $A + \lambda B$ is a delicate task, because it is not a continuous function of the entries of $A$ and $B$ (see, e.g., [2]). Nonetheless, when a good algorithm (for instance, the backward stable one in [18]) is used to compute the KCF, the output is the KCF of a pencil $\tilde{A} + \lambda \tilde{B}$, “nearby” to the exact one, more precisely, a KCF that contains the exact KCF in its orbit closure, as explained in the next paragraph. In this setting, the analysis of the geometry of the set of $m \times n$ matrix pencils may be useful [10, 11]. In particular, the knowledge of all KCFs of the pencils included in the orbit closure of a given KCF could improve our understanding of possible failures of the algorithms, and to develop enhanced versions of these algorithms.

Two $m \times n$ matrix pencils $Q_1(\lambda)$ and $Q_2(\lambda)$ are said to be strictly equivalent if there exist two constant nonsingular matrices $E \in \mathbb{C}^{m \times m}$ and $F \in \mathbb{C}^{n \times n}$ such that $EQ_1(\lambda)F = Q_2(\lambda)$. We identify each orbit under strict equivalence with the KCF of any pencil in this orbit (by definition, they all have the same KCF). Then we say that some KCF, $K_1 + \lambda K_2$, degenerates to the KCF $\tilde{K}_1 + \lambda \tilde{K}_2$ if $\tilde{K}_1 + \lambda \tilde{K}_2$ belongs to the closure of the orbit of $K_1 + \lambda K_2$. In other words, if there is a sequence of matrix pencils, $A_m + \lambda B_m$, all having the same KCF, namely $K_1 + \lambda K_2$, which converges to a pencil whose KCF is $\tilde{K}_1 + \lambda \tilde{K}_2$. There are some cases where it is easy to determine, even at a first glance, whether a given KCF degenerates to some other one or not. This happens, for instance, with the following two pencils in KCF:

$$K(\lambda) = \begin{pmatrix} \lambda & 1 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad \tilde{K}(\lambda) = \begin{pmatrix} \lambda & 0 \\ 0 & 0 \end{pmatrix}.$$ 

It holds that $K(\lambda)$ degenerates to $\tilde{K}(\lambda)$, since the sequence $\{K^{(m)}(\lambda)\}_{m \in \mathbb{N}}$. 

1
with

\[ K^{(m)}(\lambda) = \begin{pmatrix} \lambda & 1/m \\ 0 & 0 \end{pmatrix}, \]

consists of pencils which are strictly equivalent to \( K(\lambda) \) and it converges to \( \bar{K}(\lambda) \). Note that both \( K(\lambda) \) and \( \bar{K}(\lambda) \) have the same normal rank, namely 1 (we refer the reader to Section 2 for all notions we are using along the Introduction). However, it is not easy, in general, to know whether a given KCF degenerates to some other KCF or not. (Although there are simple necessary conditions, e.g., the normal rank of the first must be at least the normal rank of the second.) Consider the following two pencils in KCF:

\[
K(\lambda) = \begin{pmatrix} \lambda & 1 & 1 \\ 1 & \lambda & 1 \\ 1 & 1 & \lambda \end{pmatrix}, \quad \text{and} \quad \bar{K}(\lambda) = \begin{pmatrix} \lambda & 1 \\ 1 & \lambda & 1 \\ 0 & 0 \\ 0 & 0 \end{pmatrix}.
\]

(1)

It is clear by the normal ranks that \( \bar{K}(\lambda) \) cannot degenerate to \( K(\lambda) \), but the question as to whether or not \( K(\lambda) \) can degenerate to \( \bar{K}(\lambda) \) is more subtle. This can be determined as explained in the following paragraph.

Necessary and sufficient conditions for the inclusion of orbit closures of any two given KCFs have been known since the 1990’s [1, 2, 16]. These conditions enable one to determine, for example, that \( K(\lambda) \) in (1) degenerates to \( \bar{K}(\lambda) \) (see [11, Th. 3.1]). Moreover the partial containment order of orbit closures of \( m \times n \) matrix pencils is also known [11], and software tools are also available to get the complete Hasse diagram of the inclusion relation between orbit closures of \( m \times n \) matrix pencils [14]. The stratification of structured KCFs of structured matrix pencils or, more in general, of canonical eigenstructures of structured matrix polynomials, is currently an active area of research where many problems remain open [8, 9]. In the characterization of the inclusion relation between orbit closures, the normal rank of the pencils plays a prominent role (see [11, Th. 3.1]), so it makes sense to have a closer look at the set of matrix pencils with bounded normal rank.

The set of \( m \times n \) singular matrix pencils is an algebraic set, so it is natural to analyze it from the point of view of algebraic geometry. The approach to the description of subsets of matrix pencils using algebraic geometry can be traced back to the 1980’s with the work by Waterhouse [19], who identified the irreducible components of \( \mathbb{P}^{n \times n}_{n-1} \). More recently, the \( r + 1 \) irreducible
components of $P_{m \times n}^r$ have been described in [5]. These components are
given as the orbit closures of certain KCFs, which are termed the “generic”
KCFs of $m \times n$ matrix pencils with normal rank at most $r$. This name
emphasizes the fact that any $m \times n$ KCF with normal rank at most $r$
is in the closure of at least one orbit among the $r + 1$ orbits corresponding
to the generic KCFs. This description is motivated by possible numerical
applications, since it deals with nearby canonical structures. However, given
a matrix pencil which is not in KCF, it is not easy, in general, to determine
whether or not it belongs to a certain component using this description.
Even if the pencil is given in KCF, to determine whether the pencil belongs
to some irreducible component requires one to check certain majorization
conditions [11, Th. 3.1].

Recently, a new description of $P_{m \times n}^r$ was presented in [6] as the union of
$r + 1$ subsets, in order to solve open low-rank perturbation problems [7]. The
germs of this description was already present in [4] for pencils with normal
rank exactly $r$, but it was not used again until [6]. It seems natural to ask
whether these $r + 1$ subsets are related with the $r + 1$ irreducible components
provided in [5].

In this paper we prove that the subsets mentioned in the preceding
paragraph coincide with the $r + 1$ irreducible components of $P_{m \times n}^r$. This
provides a description of the irreducible components of $P_{m \times n}^r$ that makes
no use of the KCF. The description is given in terms of a decomposition of
an $m \times n$ matrix pencil with normal rank at most $r$ as a sum of $r$ pencils
$u(\lambda)v(\lambda)^T$ with rank at most 1 and having an specific 0/1 degree pattern
of the columns $u(\lambda)$ and rows $v(\lambda)^T$ of each summand $u(\lambda)v(\lambda)^T$. The new
description is based on the decomposition of $P_{m \times n}^r$ in [6], as the union of
$r + 1$ different subsets that correspond to each of these 0/1 degree patterns.
We show that each set in this decomposition coincides with exactly one orbit
closure in the previous description of $P_{m \times n}^r$. We provide two different proofs
of this fact. The first one makes use of tools and techniques from linear
algebra and matrix analysis, whereas the second one follows an algebraic
geometry approach.

The paper is organized as follows. In Section 2 we introduce the basic
notions, tools, and notation used throughout the paper, we recall the pre-
vious results on the description of $P_{m \times n}^r$ mentioned above and, finally, we
state our main result (Theorem 5). In Section 3 we present the first proof of
Theorem 5 based on a linear algebra approach, together with several auxil-
iary technical results. Section 4 is devoted to the second proof of Theorem
5 that uses tools from algebraic geometry. Although the second proof is
considerably shorter, it requires familiarity with basic concepts of algebraic
geometry. By contrast, the first one can be followed by anyone with an elementary background in matrix pencils. Finally, in Section 5 we summarize the contributions of the paper.

2. Notation, definitions, previous results, and statement of the main result

Throughout the paper, $I_k$ denotes the $k \times k$ identity matrix. By $\mathbb{C}(\lambda)$ and $\mathbb{C}[\lambda]$ we denote, respectively, the field of rational functions and the ring of polynomials in the variable $\lambda$ with complex coefficients. We also denote by $\mathbb{C}[\lambda]^n$ the set of column vectors with $n$ coordinates in $\mathbb{C}[\lambda]$. Vectors in $\mathbb{C}[\lambda]^n$ are termed vector polynomials. Analogously, $\mathbb{C}[\lambda]^{m \times n}$ and $\mathbb{C}(\lambda)^{m \times n}$ denote, respectively, the set of $m \times n$ matrix polynomials and the set of $m \times n$ rational matrices. The degree of a vector polynomial $v$, denoted by $\deg v$, is the maximum degree of its components. Instead of $A + \lambda B$ we will use, in general, the shorter notation $Q(\lambda)$ for a matrix pencil.

The normal rank of a matrix pencil $Q(\lambda)$, denoted by $\text{nrank} Q$, is the rank of $Q(\lambda)$ considered as a matrix over $\mathbb{C}(\lambda)$. In other words, $\text{nrank} Q$ is the size of the largest non-identically zero minor of $Q(\lambda)$ [11] (see also [12, Ch. XII, §3], where the name rank is used instead). For brevity, a matrix pencils with normal rank at most 1 will be termed a rank-1 pencil.

Given a matrix pencil $Q(\lambda)$, the orbit under strict equivalence of $Q(\lambda)$, denoted by $O(Q)$, is the set of matrix pencils which are strictly equivalent to $Q(\lambda)$. By $\overline{O(Q)}$ we denote the closure of $O(Q)$ in the standard topology of $\mathbb{C}^{2mn}$, after identifying $\mathbb{C}^{2mn}$ with the set of $m \times n$ matrix pencils with complex entries. It is known [13] that this coincides with the closure of $O(Q)$ in the Zariski topology in $\mathbb{C}^{2mn}$. This result is a very special case of a classical result in algebraic geometry [15, Thm 2.33 p. 38] that the Zariski and classical closures of a Zariski open subset of an irreducible projective variety coincide.

Let us recall, for the sake of completeness, the KCF of a matrix pencil $Q(\lambda)$ [12, Ch. XII].

**Theorem 1. (Kronecker canonical form)** Each complex matrix pencil $Q(\lambda)$ is strictly equivalent to a direct sum of blocks of the following types:
(1) Right singular blocks \((of\ order\ \varepsilon)\):

\[
L_\varepsilon = \begin{pmatrix}
\lambda & 1 \\
& \lambda & 1 \\
& & \ddots & \ddots \\
& & & \lambda & 1
\end{pmatrix}_{\varepsilon \times (\varepsilon+1)}.
\]

(2) Left singular blocks \((of\ order\ \eta)\): \(L_\eta^T\), where \(L_\eta\) is a right singular block.

(3) Finite blocks: \(J_k(\mu) + \lambda I_k\), where \(J_k(\mu)\) is a Jordan block of size \(k \times k\) associated with \(\mu \in \mathbb{C}\), that is,

\[
J_k(\mu) = \begin{pmatrix}
\mu & 1 \\
& \mu & 1 \\
& & \ddots & \ddots \\
& & & \mu & 1
\end{pmatrix}_{k \times k}.
\]

(4) Infinite blocks: \(N_u = I_u + \lambda J_u(0)\).

This direct sum of blocks is uniquely determined, up to permutation of blocks, and is known as the Kronecker canonical form of \(Q(\lambda)\).

Note that KCF\((Q)\) may contain singular blocks of the form \(L_0\) or \(L_0^T\). The first one adds one null column to the KCF and no rows, whereas the second one adds one null row and no columns.

Some known facts about KCF\((Q)\) will be used throughout the paper. We refer the reader to [12, Ch. XII] for more information on this topic. In the first place, if \(Q(\lambda)\) is \(m \times n\) and \(\text{nrank} \ Q = r\), then the number of left and right singular blocks in KCF\((Q)\) is \(m - r\) and \(n - r\), respectively.

Left (respectively, right) singular blocks in KCF\((Q)\) are associated with vectors in the left (resp., right) rational nullspace of \(Q(\lambda)\)

\[
\mathcal{N}_r(Q) := \left\{ y(\lambda)^T \in \mathbb{C}(\lambda)^{1 \times m} : y(\lambda)^TQ(\lambda) \equiv 0^T \right\},
\]

(resp. \(\mathcal{N}_l(Q) := \left\{ x(\lambda) \in \mathbb{C}(\lambda)^{n \times 1} : Q(\lambda)x(\lambda) \equiv 0 \right\}\)).

More precisely, if \(\varepsilon_1 \leq \cdots \leq \varepsilon_p\) and \(\eta_1 \leq \cdots \leq \eta_q\) are the orders of the right and left singular blocks in KCF\((Q)\), respectively, then there are bases \(\{x_1(\lambda), \ldots, x_p(\lambda)\}\) and \(\{y_1(\lambda)^T, \ldots, y_q(\lambda)^T\}\) of \(\mathcal{N}_r(Q)\) and \(\mathcal{N}_l(Q)\), respectively, formed by vector polynomials with \(\deg x_i = \varepsilon_i\), for \(i = 1, \ldots, p\), and
Theorem 2. ([11, Th. 3.1]) Given two $m \times n$ matrix pencils $P(\lambda)$ and $Q(\lambda)$, then $O(P) \subseteq O(Q)$ if and only if the following three conditions hold:

(i) $\mathcal{R}(P) + \text{nrank} P \geq \mathcal{R}(Q) + \text{nrank} Q$,

(ii) $\mathcal{L}(P) + \text{nrank} P \geq \mathcal{L}(Q) + \text{nrank} Q$,

(iii) $\mathcal{J}_\mu(P) + r_0(P) \leq \mathcal{J}_\mu(Q) + r_0(Q)$, for any $\mu \in \mathbb{C} \cup \{\infty\}$,

The third inequality is equivalent to $\mathcal{J}_\mu(P) + \ell_0(P) \leq \mathcal{J}_\mu(Q) + \ell_0(Q)$, since for any $m \times n$ matrix pencil $M(\lambda)$, it holds that $r_0(M) - \ell_0(M) = n - m$.

The set $\mathcal{P}_r^{m \times n}$ is an algebraic subset of $\mathbb{C}^{2mn}$, since it is the whole $\mathbb{C}^{2mn}$ if $r = \min\{m, n\}$, or it is defined as the common zeros of a set of polynomials in $2mn$ variables if $r \leq \min\{m, n\} - 1$. More precisely, these polynomials are all the $(r + 1) \times (r + 1)$ minors of an arbitrary $m \times n$ matrix pencil.

We are interested in describing the irreducible components of $KCF$’s. For the sake of completeness, we reproduce this result here.
Theorem 3. ([3, Th. 3.5]) Let \( r \) be an integer with \( 1 \leq r \leq \min\{m, n\} \) if \( m \neq n \) and \( 1 \leq r \leq n - 1 \) if \( m = n \). Then the set \( \mathcal{P}_{r}^{m \times n} \) is a closed set which has exactly \( r + 1 \) irreducible components in the Zariski topology. These irreducible components are \( \mathcal{O}(\mathcal{K}_a) \), for \( a = 0, 1, \ldots, r \), where

\[
\mathcal{K}_a(\lambda) := \text{diag}(L_{\alpha+1}, \ldots, L_{\alpha+s}, L_{\alpha}, \ldots, L_{\alpha}, L_{\beta+1}, \ldots, L_{\beta+t}, L_{\beta}, \ldots, L_{\beta}),
\]

with \( a = \alpha(n - r) + s \) and \( r - a = \beta(m - r) + t \) being the Euclidean divisions of \( a \) and \( r - a \) by, respectively, \( n - r \) and \( m - r \).

The description of the irreducible components of \( \mathcal{P}_{r}^{m \times n} \) given in Theorem 3 extends the one by Waterhouse in [3, Th. 1] (see also [3, Cor. 2]), valid only for the irreducible components of the set of singular \( m \times n \) matrix pencils (namely, \( \mathcal{P}_{n-1}^{n \times n} \)). Later on, Demmel and Edelman provided the generic KCFs of the set of singular \( m \times n \) matrix pencils [3, Cor. 1], which coincide with the KCFs \( \mathcal{K}_a(\lambda) \) described in Theorem 3 for the cases \( r = \min\{m, n\} \) if \( m \neq n \), and \( r = n - 1 \) if \( m = n \). However, the connection with the irreducible components is not considered in [3]. The original statement of [3, Th. 3.5] we have reproduced in Theorem 3 does not include the case \( r = \min\{m, n\} \) when \( m \neq n \), though the proof is also valid for this case, and for this reason we include it here.

The following description of \( \mathcal{P}_{r}^{m \times n} \) was recently presented in [6] for square matrix pencils. However, it is also valid for rectangular ones, and we state it for this more general case, but we omit the proof since it is completely analogous to that in [3].

Lemma 4. ([6, Lemma 3.1]) Let \( r \leq \min\{m, n\} \) be an integer. For each \( a = 0, 1, \ldots, r \), define

\[
\mathcal{C}_a^r := \left \{ u_1(\lambda)v_1(\lambda)^T + \cdots + u_r(\lambda)v_r(\lambda)^T : \begin{array}{l}
u_i(\lambda) \in \mathbb{C}[\lambda]^m, \, v_j(\lambda) \in \mathbb{C}[\lambda]^n, \\
\deg u_i \leq 1, \text{ for } i = 1, \ldots, r, \\
\deg v_j \leq 1, \text{ for } j = 1, \ldots, r, \\
\deg u_1 = \cdots = \deg u_a = 0, \\
\deg v_{a+1} = \cdots = \deg v_r = 0
\end{array} \right \}.
\]

Then:

\[
\mathcal{P}_{r}^{m \times n} = \mathcal{C}_0^r \cup \mathcal{C}_1^r \cup \cdots \cup \mathcal{C}_r^r. \tag{3}
\]

Both Theorem 3 and Lemma 4 provide a description of \( \mathcal{P}_{r}^{m \times n} \) as the union of \( r + 1 \) sets. It has been recently proved in [4, Prop. 5.1] that both descriptions coincide in the case \( r = 1 \), namely, that \( \mathcal{O}(\mathcal{K}_0) = \mathcal{C}_0^r \) and
$\mathcal{O}(\mathcal{K}_1) = C_1^1$. It is natural to ask whether the same holds for arbitrary $r$, namely, whether the $r+1$ sets in Theorem 3 coincide with the $r+1$ sets in Lemma 4 (after an appropriate reordering if needed). To answer this question is our main purpose. More precisely, the main goal of this paper is to prove the following result:

**Theorem 5.** Let $\mathcal{O}(\mathcal{K}_a)$ and $C_r^a$, for $a = 0, 1, \ldots, r$, be the sets defined in Theorem 3 and Lemma 4 respectively. Then:

(a) $\mathcal{O}(\mathcal{K}_a) = C_r^a$.

(b) The set $\mathcal{P}^{mn}$ is closed in the Zariski topology of $\mathbb{C}^{2mn}$ and has exactly $r+1$ irreducible components. These irreducible components are $C_r^a$, for $a = 0, 1, \ldots, r$.

Claim (b) in Theorem 5 is an immediate consequence of claim (a) and Theorem 3. So it remains to prove claim (a), and this is the goal of the first proof we offer of Theorem 5. In contrast, the second proof we present, via algebraic geometry, allows us to directly obtain (b) without using (a). More precisely, the second proof proceeds by exhibiting (the projectivization of) $C_r^a$ as the image of a regular map from a product of projective spaces, which immediately implies it is Zariski closed and irreducible. This, together with Lemma 4 proves (b). Part (a) then follows from the fact that $\mathcal{K}_a(\lambda) \in C_r^a$, which implies that $\mathcal{O}(\mathcal{K}_a) \subseteq C_r^a$ by the invariance of $C_r^a$ under strict equivalence and the fact that $C_r^a$ is closed, together with a dimensional count.

Theorem 5 provides a new description of the irreducible components of $\mathcal{P}_r^{mn}$. We present, in Sections 3 and 4, the two different proofs of Theorem 5 mentioned above. The first one, in Section 3, is based on a purely linear algebra approach, whereas the second one, in Section 4, uses standard facts from algebraic geometry. The main difference is the first proof uses the classical topology (where closure is defined by taking limits), so one must study limits, whereas the second proof uses the Zariski topology (where the closed sets are, by definition, the zero sets of polynomials), which, combined with basic facts about projective varieties, leads to a quick proof.

### 3. The linear algebra approach

The expression for matrix pencils in $C_r^a$ given in Lemma 4 is closely related with the KCF. This connection is underlying in a relevant portion of the first proof of Theorem 5 and it is explained in Remark 6 for further reference.
Remark 6. A given $m \times n$ matrix pencil $Q(\lambda)$ in KCF with \( \text{urank} \, Q = r \) can be expressed in a natural way as in the definition of $C^r_a$ in Lemma [4] as follows. Let

$$Q(\lambda) = \text{diag}(L_{\epsilon_1}, \ldots, L_{\epsilon_p}, L_{\eta_1}^T, \ldots, L_{\eta_q}^T, J_Q),$$

where $J_Q$ is a direct sum of Jordan blocks (that is, of types (3) and (4) in Theorem [7]). Let $J_Q$ have size $s \times s$. Then

$$m = \epsilon_1 + \cdots + \epsilon_p + \eta_1 + \cdots + \eta_q + q + s = \epsilon(Q) + \eta(Q) + q + s,$$

$$n = \epsilon_1 + \cdots + \epsilon_p + p + \eta_1 + \cdots + \eta_q + s = \epsilon(Q) + \eta(Q) + p + s,$$

and $r = m - q = n - p$, so $s = r - \epsilon(Q) - \eta(Q)$. Then, following the proof of Lemma 3.1 in [6], we can write

$$Q(\lambda) = u_1(\lambda)v_1(\lambda)^T + \cdots + u_{\epsilon(Q)}(\lambda)v_{\epsilon(Q)}(\lambda)^T + \tilde{u}_1(\lambda)v_1(\lambda)^T + \cdots + \tilde{u}_{\eta(Q)}(\lambda)v_{\eta(Q)}(\lambda)^T + \tilde{u}_1(\lambda)\tilde{v}_1(\lambda)^T + \cdots + \tilde{u}_s(\lambda)\tilde{v}_s(\lambda)^T,$$

where

(a) \( \deg u_1 = \cdots = \deg u_{\epsilon(Q)} = 0 \),

(b) \( \deg \tilde{v}_1 = \cdots = \deg \tilde{v}_{\eta(Q)} = 0 \),

(c) for each $i = 1, \ldots, s$, we can choose either \( \deg \tilde{u}_i = 0 \) or \( \deg \tilde{v}_i = 0 \).

Moreover:

(a) The sum $u_1(\lambda)v_1(\lambda)^T + \cdots + u_{\epsilon(Q)}(\lambda)v_{\epsilon(Q)}(\lambda)^T$ corresponds to the right singular blocks, $L_{\epsilon_1}, \ldots, L_{\epsilon_p}$.

(b) The sum $\tilde{u}_1(\lambda)\tilde{v}_1(\lambda)^T + \cdots + \tilde{u}_{\eta(Q)}(\lambda)\tilde{v}_{\eta(Q)}(\lambda)^T$ corresponds to the left singular blocks, $L_{\eta_1}^T, \ldots, L_{\eta_q}^T$.

(c) The sum $\tilde{u}_1(\lambda)\tilde{v}_1(\lambda)^T + \cdots + \tilde{u}_s(\lambda)\tilde{v}_s(\lambda)^T$ corresponds to the regular part $J_Q$.

More precisely, each right singular block $L_{\epsilon_i}$, with $\epsilon_i > 0$, can be decomposed as a sum of $\epsilon_i$ rank-1 pencils of the form $u(\lambda)v(\lambda)^T$, with $\deg u = 0$ and $\deg v = 1$, as indicated in the proof of [6, Lemma 3.1]. Adding up the sums corresponding to all right singular blocks with positive order we get the sum in (a) above. Each left singular block $L_{\eta_j}^T$, with $\eta_j > 0$, can be written as a sum of $\eta_j$ rank-1 pencils of the form $\tilde{u}(\lambda)\tilde{v}(\lambda)^T$ with $\deg \tilde{v} = 0$, as indicated
in the proof of \[6, \text{Lemma 3.1}\]. Adding up the sums corresponding to all left singular blocks with positive order we get the sum in (b) above. Finally, any Jordan block of size \(k \times k\) (finite or infinite) can be written as a sum of \(k\) rank-1 pencils of the form \(\hat{u}(\lambda)\hat{v}(\lambda)^T\), with either \(\deg \hat{u} = 0\) or \(\deg \hat{v} = 0\) and \(\deg \hat{u} = 1\). This is shown in the proof of \[6, \text{Lemma 3.1}\] for either all rows \(\hat{v}(\lambda)^T\) with degree 0 or all columns \(\hat{u}(\lambda)\) with degree 0. To get the general decomposition, having \(i\) rows with degree 0 and \(k - i\) columns with degree 0, for \(0 \leq i \leq k\), we can decompose any \(k \times k\) Jordan block, denoted by \(J\), as:

\[J = e_1 \text{Row}_1(J) + \cdots + e_i \text{Row}_i(J) + J_i e_i e_i^T + \text{Col}_{i+1}(J)e_{i+1}^T + \cdots + \text{Col}_k(J)e_k^T,\]

with \(e_j\) being the \(j\)th column of \(I_k\). Adding up the sums corresponding to all Jordan blocks in \(Q(\lambda)\) we arrive at the sum in (c) above. The decomposition (4) will be often used in the proof of the main result.

Remark 7. An immediate consequence of the decomposition explained in Remark 6 is that the pencil \(K_a(\lambda)\) in Theorem 3 belongs to the set \(C_r^a\) in Lemma 4. To see this, just note that \(\varepsilon(K_a) = a\), \(\eta(K_a) = r - a\), and that \(K_a(\lambda)\) has no regular part.

In order to give our first proof of Theorem 5 we first state and prove several auxiliary results that we will use along the proof. The proof of Lemma 9 is omitted, since it is a standard fact.

Lemma 8. If \(Q(\lambda) \in C_r^a\) and \(n \text{rank} Q = r\), then

(i) \(\varepsilon(Q) \leq a\), and

(ii) \(\eta(Q) \leq r - a\).

Proof. Since \(Q(\lambda) \in C_r^a\), it has a decomposition like in the statement of Lemma 4 with at most \(a\) row vectors \(v_1(\lambda)^T, \ldots , v_a(\lambda)^T\) having degree exactly 1. Then \(\varepsilon(Q) \leq a\), by the last sentence in the statement of Lemma 2.8 in \[4\]. Part (ii) is an immediate consequence of part (i) and the facts:

- If \(Q(\lambda) \in C_r^a\) then \(Q(\lambda)^T \in C_r^{r-a}\) (with size \(n \times m\)), and
- \(\eta(Q) = \varepsilon(Q^T)\).

\(\square\)

Lemma 9. Let \(S = (\beta_1, \ldots, \beta_s)\) be a list of nonnegative integers, and let \(r_i(S)\) be the number of elements in \(S\) which are greater than or equal to \(i\), for \(i = 1, 2, \ldots\). Then

\[\sum_{i=1}^{\infty} r_i(S) = \beta_1 + \cdots + \beta_s.\]
Note that, as a consequence of Lemma 9, if $Q(\lambda)$ is any matrix pencil, then
\[
\sum_{i=1}^{\infty} r_i(Q) = \varepsilon(Q), \quad (5)
\]
\[
\sum_{i=1}^{\infty} \ell_i(Q) = \eta(Q). \quad (6)
\]

**Lemma 10.** If $Q(\lambda)$ is an $m \times n$ matrix pencil such that

(i) $\text{nrank } Q = r,$
(ii) $\varepsilon(Q) \leq a,$ and
(iii) $\eta(Q) \leq r - a,$

then $\overline{O}(Q) \subseteq \overline{O}(K_a).$

**Proof.** Since $\text{nrank } Q = r = \text{nrank } K_a,$ we have $r_0(Q) = r_0(K_a).$ Moreover, since $\text{KCF}(K_a)$ has no Jordan blocks at all (neither finite nor infinite), looking at the majorization conditions for $\overline{O}(Q) \subseteq \overline{O}(K_a)$ in Theorem 2, it suffices to prove that

(a) $(r_1(K_a), r_2(K_a), \ldots) \geq (r_1(Q), r_2(Q), \ldots),$ and
(b) $(\ell_1(K_a), \ell_2(K_a), \ldots) \geq (\ell_1(Q), \ell_2(Q), \ldots).$

To prove (a) and (b) first note that

\[
(r_1(K_a), r_2(K_a), \ldots) = (n-r, \ldots, n-r, s, 0, 0, \ldots)
\]
\[
(\ell_1(K_a), \ell_2(K_a), \ldots) = (m-r, \ldots, m-r, t, 0, 0, \ldots),
\]

with $\alpha, \beta, s, t$ being as in Theorem 3. Since, for all $i = 1, 2, \ldots$ the inequalities

\[
r_i(Q) \leq n - r, \quad \text{and} \quad \ell_i(Q) \leq m - r
\]

hold, it follows that

\[
\sum_{i=1}^{k} r_i(Q) \leq \sum_{i=1}^{k} r_i(K_a) = k(n - r), \quad \text{for } 1 \leq k \leq \alpha,
\]
\[
\sum_{i=1}^{k} \ell_i(Q) \leq \sum_{i=1}^{k} \ell_i(K_a) = k(m - r), \quad \text{for } 1 \leq k \leq \beta.
\]
Now, if there is some $k \geq \alpha + 1$ such that
\[ \sum_{i=1}^{k} r_i(Q) > \sum_{i=1}^{k} r_i(K_a) = \alpha(n - r) + s = a, \]
or, if there is some $k \geq \beta + 1$ such that
\[ \sum_{i=1}^{k} \ell_i(Q) > \sum_{i=1}^{k} \ell_i(K_a) = \beta(m - r) + t = r - a, \]
then by (5) or (6), respectively, it should be
\[ \varepsilon(Q) \geq \sum_{i=1}^{k} r_i(Q) > a, \]
or
\[ \eta(Q) \geq \sum_{i=1}^{k} \ell_i(Q) > r - a, \]
which is in contradiction with hypothesis (ii) or (iii), respectively. \(\square\)

In the following, we make use of the Frobenius norm. Let us recall that, for any complex matrix $M = (m_{ij})$, the Frobenius norm of $M$ is $\|M\|_F := \left( \sum_{i,j} |m_{ij}|^2 \right)^{1/2}$. In particular, for a vector $u = [u_1 \ldots u_n]^T \in \mathbb{C}^n$, the Frobenius norm of $u$ is the standard 2-norm $\|u\|_2 := \left( \sum_{i=1}^{n} |u_i|^2 \right)^{1/2}$. For a complex matrix pencil $A + \lambda B$ the Frobenius norm is defined as $\|A + \lambda B\|_F := \| [ A \ B ] \|_F$ (the Frobenius norm for matrix pencils will be used only in the first part of the proof of Theorem 5).

The following lemma is a direct consequence of the fact that the set of linearly dependent $r$-tuples of vectors in $\mathbb{C}^n$ is of measure zero in the set of all $r$-tuples of vectors in $\mathbb{C}^n$.

**Lemma 11.** Let $w_1, \ldots, w_r \in \mathbb{C}^n$, with $r \leq n$, and $\epsilon > 0$. Then there exist $w'_1, \ldots, w'_r \in \mathbb{C}^n$ such that $\{w'_1, \ldots, w'_r\}$ is a linearly independent set and $\|w_i - w'_i\|_2 \leq \epsilon$, for $i = 1, \ldots, n$.

As noted in Remark 8, any right singular block $L_k$ can be written as the sum of $k$ rank-1 pencils of the form $u_1(\lambda)v_1(\lambda)^T + \cdots + u_k(\lambda)v_k(\lambda)^T$, with $\deg u_1 = \cdots = \deg u_k = 0$ and $\deg v_1 = \cdots = \deg v_k = 1$. However, in the proof of Theorem 5 we need to write $L_k$ as a sum of rank-1 pencils $u(\lambda)v(\lambda)^T$. 
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with some of the rows \( v(\lambda)^T \) having degree zero instead. The following result shows that this can be done at a cost of using \( k + 1 \) summands instead of \( k \), and that we can set as many rows \( v(\lambda)^T \) with degree zero as we want (up to \( k + 1 \)).

**Lemma 12.** For each \( j = 0, 1, \ldots, k + 1 \) we can decompose a right singular block \( L_k \) as a sum of \( k + 1 \) rank-1 vector polynomials with degree at most 1

\[
L_k = u_1(\lambda)v_1(\lambda)^T + \cdots + u_{k+1}(\lambda)v_{k+1}(\lambda)^T, \tag{7}
\]

where \( u_i(\lambda) \in \mathbb{C}[\lambda]^k, v_i(\lambda) \in \mathbb{C}[\lambda]^{k+1} \), for \( i = 1, \ldots, k + 1 \), and \( \deg u_1 = \cdots = \deg u_j = \deg v_{j+1} = \cdots = \deg v_{k+1} = 0 \).

**Proof.** A decomposition as in the statement is not necessarily unique. We provide one such decomposition by considering the following four cases. Along the proof \( e_i^{(k)} \) denotes the \( i \)th column of the \( k \times k \) identity matrix.

- **Case 1:** \( j = 0 \). Set \( u_i(\lambda) = \text{Col}_i L_k \) and \( v_i(\lambda) = e_i^{(k+1)} \), for \( i = 1, \ldots, k + 1 \).
- **Case 2:** \( j = k + 1 \). This is the case described in Remark 6, where all column vectors \( u_i(\lambda) \) have degree zero, and just \( k \) nonzero summands are needed.
- **Case 3:** \( j = k \). Set
  \[
  \begin{align*}
  - & u_i(\lambda) = e_i^{(k)} \text{ and } v_i(\lambda)^T = \text{Row}_i L_k, \text{ for } i = 1, \ldots, k - 1, \\
  - & u_k(\lambda) = e_k^{(k)} \text{ and } v_k(\lambda)^T = \left( e_{k+1}^{(k+1)} \right)^T, \\
  - & u_{k+1}(\lambda) = \lambda e_k^{(k)} \text{ and } v_{k+1}(\lambda)^T = \left( e_k^{(k+1)} \right)^T.
  \end{align*}
  \]
- **Case 4:** \( 1 \leq j \leq k - 1 \). Set
  \[
  \begin{align*}
  - & u_i(\lambda) = e_i^{(k)} \text{ and } v_i(\lambda)^T = \text{Row}_i L_k, \text{ for } i = 1, \ldots, j, \\
  - & u_{j+1}(\lambda) = \lambda e_{j+1}^{(k)} \text{ and } v_{j+1}(\lambda)^T = \left( e_{j+1}^{(k+1)} \right)^T, \\
  - & u_i(\lambda) = \text{Col}_i L_k \text{ and } v_i(\lambda)^T = \left( e_i^{(k+1)} \right)^T, \text{ for } i = j + 2, \ldots, k + 1.
  \end{align*}
  \]

\[\square\]
The following result combines $m \times n$ and $n \times m$ matrix pencils by means of transposition. To avoid confusion, we introduce the notation $\mathcal{K}^{m \times n}_a$ to explicitly indicate the size of the matrix pencil $\mathcal{K}_a$ in Theorem 3. The proof is straightforward from the majorization conditions in Theorem 2 and we omit it.

**Lemma 13.** Let $Q(\lambda)$ be an $m \times n$ pencil with $\text{nrank} Q \leq r$. If $Q(\lambda) \in \mathcal{O}(\mathcal{K}^{m \times n}_a) \subseteq \mathcal{P}_{m \times n}$, then $Q(\lambda)^T \in \mathcal{O}(\mathcal{K}^{n \times m}_{r-a}) \subseteq \mathcal{P}_{m \times m}$.

**First proof of Theorem 5.** Let us first prove that $\mathcal{C}_a^r \subseteq \mathcal{O}(\mathcal{K}_a)$. Note that Lemmas 3 and 10 together imply that if $Q(\lambda) \in \mathcal{C}_a^r$ and $\text{nrank} Q = r$, then $Q(\lambda) \in \mathcal{O}(\mathcal{K}_a)$. It remains to prove the inclusion for matrix pencils in $\mathcal{C}_a^r$ having normal rank smaller than $r$. So let $Q(\lambda) \in \mathcal{C}_a^r$ with $\text{nrank} Q < r$. Since $Q(\lambda) \in \mathcal{C}_a^r$, it can be written as

$$Q(\lambda) = u_1(\lambda)v_1(\lambda)^T + \cdots + u_r(\lambda)v_r(\lambda)^T,$$

with $\deg u_1 = \cdots = \deg u_a = \deg v_{a+1} = \cdots = \deg v_r = 0$. Then we can write

$$u_i(\lambda) = \begin{cases} u_{i0}, & 1 \leq i \leq a, \\ u_{i0} + \lambda u_{i1}, & a + 1 \leq i \leq r \end{cases} \quad (8)$$

and

$$v_i(\lambda) = \begin{cases} v_{i0} + \lambda v_{i1}, & 1 \leq i \leq a, \\ v_{i0}, & a + 1 \leq i \leq r \end{cases} \quad (9)$$

By Lemma 11, for each $\epsilon > 0$, there are $u_{10}^\epsilon, \ldots, u_{a0}^\epsilon \in \mathbb{C}^m$, and $v_{10}^\epsilon, \ldots, v_{r0}^\epsilon \in \mathbb{C}^n$ such that $\{u_{10}^\epsilon, \ldots, u_{a0}^\epsilon\}$ and $\{v_{10}^\epsilon, \ldots, v_{r0}^\epsilon\}$ are linearly independent and $\|u_{i0} - u_{i0}^\epsilon\|_2 \leq \epsilon$, $\|v_{i0} - v_{i0}^\epsilon\|_2 \leq \epsilon$, for $i = 1, \ldots, r$. Set:

$$u_i^\epsilon(\lambda) = \begin{cases} u_{i0}^\epsilon, & 1 \leq i \leq a, \\ u_{i0}^\epsilon + \lambda u_{i1}, & a + 1 \leq i \leq r \end{cases}$$

and

$$v_i^\epsilon(\lambda) = \begin{cases} v_{i0}^\epsilon + \lambda v_{i1}, & 1 \leq i \leq a, \\ v_{i0}^\epsilon, & a + 1 \leq i \leq r \end{cases}$$

Now we are going to see that:

(a) Both $\{u_1^\epsilon(\lambda), \ldots, u_r^\epsilon(\lambda)\}$ and $\{v_1^\epsilon(\lambda), \ldots, v_r^\epsilon(\lambda)\}$ are linearly independent sets over $\mathbb{C}(\lambda)$,

(b) $Q_\epsilon(\lambda) := u_1^\epsilon(\lambda)v_1^\epsilon(\lambda)^T + \cdots + u_r^\epsilon(\lambda)v_r^\epsilon(\lambda)^T$ has normal rank exactly $r$,

(c) $Q_\epsilon(\lambda) \in \mathcal{C}_a^r$, and
(d) \[ \|Q(\lambda) - Q_\varepsilon(\lambda)\|_F \leq r\varepsilon^2 + \varepsilon \alpha(Q), \]

where \( \alpha(Q) \) is a quantity depending on \( Q \), and does not depend on \( \varepsilon \).

Claim (a) is an immediate consequence of Lemma 2.6 in \cite{4}. For claim (b), just notice that \( Q_\varepsilon(\lambda) \) is the product:

\[ Q_\varepsilon(\lambda) = \begin{bmatrix} u_1^\varepsilon(\lambda) & \cdots & u_a^\varepsilon(\lambda) \end{bmatrix} \begin{bmatrix} v_1^\varepsilon(\lambda) & \cdots & v_r^\varepsilon(\lambda) \end{bmatrix}^T = U_\varepsilon(\lambda)V_\varepsilon(\lambda)^T, \]

with \( r \leq \min\{m, n\} \), and where both \( U_\varepsilon(\lambda) \) and \( V_\varepsilon(\lambda) \) have full column normal rank, by (a). Then the product \( U_\varepsilon(\lambda)V_\varepsilon(\lambda)^T \) has full normal rank as well. Claim (c) is an immediate consequence of the definition of \( C_\varepsilon^r \). To prove claim (d) we first note that

\[
\begin{aligned}
&\quad u_i^\varepsilon(\lambda)v_i^\varepsilon(\lambda)^T - u_i(\lambda)v_i(\lambda)^T \\
= &\begin{cases}
(u_i^\varepsilon(\lambda) - u_i(\lambda))(v_i^\varepsilon(\lambda) - v_i(\lambda))^T + u_i(\lambda)(v_i^\varepsilon(\lambda) - v_i(\lambda))^T + \\
(u_i^\varepsilon(\lambda) - u_i(\lambda))\lambda(v_i^\varepsilon(\lambda) - v_i(\lambda))v_i^T, \\
(u_i^\varepsilon(\lambda) - u_i(\lambda))(v_i^\varepsilon(\lambda) - v_i(\lambda))^T + u_i(\lambda)(v_i^\varepsilon(\lambda) - v_i(\lambda))^T + \\
(u_i^\varepsilon(\lambda) - u_i(\lambda))\lambda u_1(v_i^\varepsilon(\lambda) - v_i(\lambda))^T,
\end{cases}
\end{aligned}
\]

where both

\[
\lambda \in \{1, \ldots, r\}, \quad 1 \leq i \leq a
\]

Therefore,

\[
\|Q(\lambda) - Q_\varepsilon(\lambda)\|_F \leq \sum_{i=1}^a \|u_i^\varepsilon(\lambda)v_i^\varepsilon(\lambda)^T - u_i(\lambda)v_i(\lambda)^T\|_F
\]

\[
+ \sum_{i=a+1}^r \|u_i^\varepsilon(\lambda)v_i^\varepsilon(\lambda)^T - u_i(\lambda)v_i(\lambda)^T\|_F
\]

\[
\leq \sum_{i=1}^r (\varepsilon^2 + \varepsilon (\|u_i\|_2 + \|v_i\|_2 + \|u_1\|_2))
\]

\[
+ \sum_{i=a+1}^r (\varepsilon^2 + \varepsilon (\|u_i\|_2 + \|v_i\|_2 + \|u_1\|_2))
\]

\[
= r\varepsilon^2 + \varepsilon \left( \sum_{i=1}^a (\|u_i\|_2 + \|v_i\|_2 + \|u_1\|_2) + \sum_{i=a+1}^r (\|u_i\|_2 + \|v_i\|_2 + \|u_1\|_2) \right) = r\varepsilon^2 + \varepsilon \alpha(Q),
\]

where the last inequality follows from \cite{10} and the basic inequality \( \|A + B\|_F \leq \|A\|_F + \|B\|_F \).

Now, from (b) and (c), and the result for pencils in \( C_\varepsilon^r \) having normal rank exactly \( r \), it follows that \( Q_\varepsilon(\lambda) \in \mathcal{O}(\mathcal{K}_a) \). But, by (d), we have \( \lim_{\varepsilon \to 0} Q_\varepsilon(\lambda) = Q(\lambda) \) and, since \( \mathcal{O}(\mathcal{K}_a) \) is closed, we conclude that \( Q(\lambda) \in \overline{\mathcal{O}(\mathcal{K}_a)} \), as wanted.
Now, we are going to prove the converse inclusion, namely that \( \overrightarrow{O(K_a)} \subseteq C^r_a \). So let \( Q(\lambda) \in \overrightarrow{O(K_a)} \) with \( \text{nrank} \, Q = \tilde{r} \leq r \). We consider separately the following three cases.

(C1) \( \varepsilon(Q) = a \). In this case, and following \cite{4} Lemma 2.8, we can write

\[
Q(\lambda) = u_1(\lambda)v_1(\lambda)^T + \cdots + u_a(\lambda)v_a(\lambda)^T,
\]

with \( \deg u_1 = \cdots = \deg u_a = \deg v_{a+1} = \cdots = \deg v_r = 0 \), which shows that \( Q(\lambda) \in C^r_a \) (note that, if \( \tilde{r} < r \), we can add \( r - \tilde{r} \) summands with \( u_{\tilde{r}+1}(\lambda) \equiv \cdots \equiv u_r(\lambda) \equiv 0 \) and \( v_{\tilde{r}+1}(\lambda), \ldots, v_r(\lambda) \) being arbitrary constant nonzero vectors).

(C2) \( \varepsilon(Q) > a \). In this case, it must be \( \tilde{r} < r \). To see this, note that \( \tilde{r} = r \) implies, by (i) in Theorem \cite{2} that \( R(K_a) \supseteq R(Q) \), which in turn implies, by \cite{3}, that \( \varepsilon(Q) \leq a \).

Since \( C^r_a \) is closed under strict equivalence, we may assume \( Q(\lambda) \) given in KCF and, following Remark \cite{5} we can write:

\[
Q(\lambda) = u_1(\lambda)v_1(\lambda)^T + \cdots + u_a(\lambda)v_a(\lambda)^T + u_{a+1}(\lambda)v_{a+1}(\lambda)^T + \cdots + u_{\varepsilon(Q)}(\lambda)v_{\varepsilon(Q)}(\lambda)^T + u_{\varepsilon(Q)+1}(\lambda)v_{\varepsilon(Q)+1}(\lambda)^T + \cdots + u_{\tilde{r}}(\lambda)v_{\tilde{r}}(\lambda)^T \tag{11}
\]

with \( \deg u_1 = \cdots = \deg u_{\varepsilon(Q)} = \deg v_{\varepsilon(Q)+1} = \cdots = \deg v_{\tilde{r}} = 0 \).

As in Remark \cite{6} the first \( \varepsilon(Q) \) summands in the right hand side of (11) correspond to the right singular blocks, and, assuming the right singular blocks of \( Q(\lambda) \) ordered in nondecreasing order, the sum

\[
u_{a+1}(\lambda)v_{a+1}(\lambda)^T + \cdots + u_{\varepsilon(Q)}(\lambda)v_{\varepsilon(Q)}(\lambda)^T
\]

corresponds to right singular blocks with largest size. Let \( \alpha_1 \leq \ldots \leq \alpha_{n-r} \) be the orders of the right singular blocks of \( Q(\lambda) \) and let \( \alpha \) be as in the statement of Theorem \cite{6}. We distinguish the following two cases:

(C2.1) \( \alpha_{n-r+1} \geq \alpha + 1 \). In this case, by the majorization conditions for the inclusion of orbit closures in Theorem \cite{2} we have

\[
\sum_{i=1}^{\alpha_{n-r+1}} r_i(Q) - \sum_{i=1}^{\alpha_{n-r+1}} r_i(K_a) \leq (r - \tilde{r})\alpha_{n-r+1}. \tag{12}
\]

Note that we have removed the term \( r_0(Q) + \tilde{r} - (r_0(K_a) + r) \) appearing in the majorization condition, since this term is zero. This is because the sum of the normal rank of an \( m \times n \) matrix pencil plus its number of right singular blocks is equal to \( n \).
By (5) applied to both $Q(\lambda)$ and $K_a(\lambda)$ we get that
\[
\sum_{i=1}^{\alpha_{n-r+1}} r_i(Q) - \sum_{i=1}^{\alpha_{n-r+1}} r_i(K_a) = \varepsilon(Q) - a - (r_{\alpha_{n-r+1}+1}(Q) + \cdots + r_{\alpha_{n-r}}(Q)).
\]

(13)

Note that, given a list $S = (\beta_1, \ldots, \beta_s)$ of nonnegative integers and $0 \leq \beta \leq \min S$, for each $i \geq \beta$, the identity $r_i(S) = r_{i-\beta}(S - \beta)$ holds, where $S - \beta := \{\beta_1 - \beta, \ldots, \beta_s - \beta\}$. Now, let us write
\[
\alpha_{n-r+1} + \cdots + \alpha_{n-\tilde{r}} = (r - \tilde{r})\alpha_{n-r+1} + (\alpha_{n-r+2} - \alpha_{n-r+1}) + \cdots + (\alpha_{n-\tilde{r}} - \alpha_{n-r+1}).
\]

The previous observation and Lemma 9 lead to
\[
(r - \tilde{r})\alpha_{n-r+1} + r_{\alpha_{n-r+1}+1}(Q) + \cdots + r_{\alpha_{n-\tilde{r}}}(Q) = \alpha_{n-r+1} + \cdots + \alpha_{n-\tilde{r}}.
\]

(14)

Combining equations (12) - (14) we obtain
\[
\alpha_{n-r+1} + \cdots + \alpha_{n-\tilde{r}} \geq \varepsilon(Q) - a.
\]

(15)

Equation (15) means that the largest $r - \tilde{r}$ right singular blocks of $Q(\lambda)$ fill at least $\varepsilon(Q) - a$ rows in $Q(\lambda)$. In other words, as described in Remark 6 in the $\varepsilon(Q) - a$ rows corresponding to the sum $u_{a+1}(\lambda)v_{a+1}(\lambda)^T + \cdots + u_{\varepsilon(Q)}(\lambda)v_{\varepsilon(Q)}(\lambda)^T$ in (11), there are no more than $r - \tilde{r}$ right singular blocks involved. As a consequence, equation (14) can be decomposed as
\[
Q(\lambda) = \begin{bmatrix} u_1(\lambda)v_1(\lambda)^T & \cdots & u_t(\lambda)v_t(\lambda)^T \\
+u_{t+1}(\lambda)v_{t+1}(\lambda)^T & \cdots & u_a(\lambda)v_a(\lambda)^T + \cdots + u_{\varepsilon(Q)}(\lambda)v_{\varepsilon(Q)}(\lambda)^T
\end{bmatrix}
\]
\[
+u_{\varepsilon(Q)+1}(\lambda)v_{\varepsilon(Q)+1}(\lambda)^T + \cdots + u_{\tilde{r}}(\lambda)v_{\tilde{r}}(\lambda)^T,
\]

where the summands in the second line correspond exactly to the $r - \tilde{r}$ largest right singular blocks of $Q(\lambda)$, as explained in Remark 6. Now, using Lemma 12 we can write the sum in the second line of the equation above as
\[
\begin{align*}
&u_{t+1}(\lambda)v_{t+1}(\lambda)^T + \cdots + u_a(\lambda)v_a(\lambda)^T + \cdots + u_{\varepsilon(Q)}(\lambda)v_{\varepsilon(Q)}(\lambda)^T \\
&= \bar{u}_{t+1}(\lambda)\bar{v}_{t+1}(\lambda)^T + \cdots + \bar{u}_a(\lambda)\bar{v}_a(\lambda)^T + \cdots + \bar{u}_{\varepsilon(Q)}(\lambda)\bar{v}_{\varepsilon(Q)}(\lambda)^T \\
&\quad + \bar{u}_1(\lambda)\bar{v}_1(\lambda)^T + \cdots + \bar{u}_{r-\tilde{r}}(\lambda)\bar{v}_{r-\tilde{r}}(\lambda)^T,
\end{align*}
\]

(16)
with \( \deg \tilde{v}_{a+1} = \cdots = \deg \tilde{v}_{\varepsilon(Q)} = \deg \tilde{v}_1 = \cdots = \deg \tilde{v}_{r-r} = 0 \).

Replacing this expression into (11) we arrive to an expression like the one in the definition of \( C'_a \) in Lemma 4 so \( Q(\lambda) \in C'_a \).

(C2.2) \( \alpha_{n-r+1} < \alpha + 1 \). In this case,

\[
\alpha_1 + \cdots + \alpha_{n-r} \leq (n-r)\alpha_{n-r+1} \leq (n-r)\alpha \leq a.
\]

Hence, there are at least \( n - r \) different right singular blocks in the first \( a \) rows of \( Q(\lambda) \). Since the total number of right singular blocks in \( Q(\lambda) \) is \( n - r \), there cannot be more than \( r - \tilde{r} \) right singular blocks involved in the following \( \varepsilon(Q) - a \) rows. Again, we can write (16) and replace this sum into (11) to conclude that \( Q(\lambda) \in C'_r \).

(C3) \( \varepsilon(Q) < a \). We assume \( Q(\lambda) \) being in KCF, as in case (C2), and we consider separately the following cases:

(C3.1) \( \eta(Q) \leq r - a \). In this case, there is a decomposition of the form (11) for \( Q(\lambda) \), where \( \deg \tilde{u_1} = \cdots = \deg \tilde{u}_{\varepsilon(Q)} = \deg \tilde{v}_1 = \cdots = \deg \tilde{v}_{\varepsilon(Q)} = 0 \) and \( s = r - \varepsilon(Q) - \eta(Q) \). If \( \tilde{r} < r \), we can also set \( \tilde{u}_{\varepsilon(Q)-\eta(Q)+1}(\lambda) \equiv \cdots \equiv \tilde{u}_{r-\varepsilon(Q)-\eta(Q)}(\lambda) \equiv 0 \) and \( \tilde{v}_{r-\varepsilon(Q)-\eta(Q)+1}(\lambda) \equiv \cdots \equiv \tilde{v}_{r-\varepsilon(Q)-\eta(Q)}(\lambda) \equiv 0 \), in order to have \( r \) summands in (11) instead of \( \tilde{r} \). Moreover, as mentioned in Remark 5 claim (c), we can choose \( \tilde{u}_i(\lambda) \) and \( \tilde{v}_i(\lambda) \) with either \( \deg \tilde{u}_i = 0 \) or \( \deg \tilde{v}_i = 0 \), for each \( i = 1, \ldots, r - \varepsilon(Q) - \eta(Q) \).

Then, since \( r - \varepsilon(Q) - \eta(Q) = (a - \varepsilon(Q)) + (r - a - \eta(Q)) \), we can choose \( a - \varepsilon(Q) \) vectors \( \tilde{u}_i(\lambda) \) with degree zero (for instance, \( \deg \tilde{u}_1 = \cdots = \deg \tilde{u}_{a-\varepsilon(Q)} = 0 \)) and \( r - a - \eta(Q) \) vectors \( \tilde{v}_i(\lambda) \) with degree zero (after the previous choice it would be \( \deg \tilde{v}_{a-\varepsilon(Q)+1} = \cdots = \deg \tilde{v}_{r-\varepsilon(Q)-\eta(Q)} = 0 \)). This gives a decomposition of \( Q(\lambda) \) in \( C'_a \).

(C3.2) \( \eta(Q) > r - a \). This case can be reduced to (C2) by considering \( Q(\lambda)^T \) instead of \( Q(\lambda) \). To be precise, we have:

(i) \( \varepsilon(Q)^T = \eta(Q) > r - a \).

(ii) Since \( Q(\lambda) \in \mathcal{O}(K_{a \times \infty}) \), then \( Q(\lambda)^T \in \mathcal{O}(K_{r-a \times \infty}) \), by Lemma 13.

Then, (i) and (ii), together with case (C2) imply that \( Q(\lambda)^T \in C'_r \subseteq P_{r-a} \), and this in turn implies that \( Q(\lambda) \in C'_a \subseteq P_{r} \).
Since $\mathcal{K}_a(\lambda) = \text{diag}\left(\mathcal{K}_a^{(1)}, \mathcal{K}_a^{(2)}\right)$, with $\mathcal{K}_a^{(1)}$ having $a$ rows and $\mathcal{K}_a^{(2)}$ having $r - a$ columns, it is natural to wonder whether any pencil $Q(\lambda) \in \mathcal{O}(\mathcal{K}_a)$ is strictly equivalent to a pencil of the form $\text{diag}(Q_1, Q_2)$, with $Q_1$ having $a$ rows and $Q_2$ having $r - a$ columns. The following example shows that this is not true. This example also illustrates the construction in Lemma \[12\].

**Example 14.** Let us consider the $6 \times 6$ pencils $\mathcal{K}(\lambda)$ and $\tilde{\mathcal{K}}(\lambda)$ in \((1)\). Note that $\mathcal{K}(\lambda) = \mathcal{K}_2(\lambda)$ in Theorem \[3\] if we set $r = 5$. As mentioned in Section \[1\], $\tilde{\mathcal{K}}(\lambda) \in \overline{\mathcal{O}(\mathcal{K})} = \overline{\mathcal{O}(\mathcal{K}_2)}$, as can be easily checked by Theorem \[2\]. Using the decomposition shown in the proof of Lemma \[12\], this can also be seen by writing:

$$\tilde{\mathcal{K}}(\lambda) = \text{diag}(L_1, L_3) = e_1^{(6)}\left(\begin{array}{cccccc} \lambda & 1 & 0 & 0 & 0 \\ 0 & 0 & \lambda & 1 & 0 & 0 \end{array}\right) + \lambda e_3^{(6)}(e_4^{(6)})^T + \left(\begin{array}{ccc} 0 & 0 & 0 \\ 1 & \lambda & 0 \\ 0 & 0 & 0 \end{array}\right)(e_5^{(6)})^T + e_4^{(6)}(e_6^{(6)})^T,$$

which shows that $\tilde{\mathcal{K}}(\lambda) \in \mathcal{C}_2^5 = \overline{\mathcal{O}(\mathcal{K}_2)}$. We note that $\tilde{\mathcal{K}}(\lambda)$ cannot be written as $\tilde{\mathcal{K}}(\lambda) = \text{diag}(\tilde{\mathcal{K}}^{(1)}, \tilde{\mathcal{K}}^{(2)})$, with $\tilde{\mathcal{K}}^{(1)}$ having $a = 2$ rows and $\tilde{\mathcal{K}}^{(2)}$ having $r - a = 3$ columns. If such a decomposition exists, then the right singular blocks in $\text{KCF}(Q)$ would be the union of the right singular blocks of $\text{KCF}(\tilde{\mathcal{K}}^{(1)})$ and $\text{KCF}(\tilde{\mathcal{K}}^{(2)})$, so there would not be an $L_3$ block in $\text{KCF}(\tilde{\mathcal{K}})$. Note, however, that $\tilde{\mathcal{K}}(\lambda) \notin \mathcal{C}_2^4$ (by Lemma \[8\] \((i)\)), despite $\text{nrank}\tilde{\mathcal{K}} = 4$.

4. The proof of Theorem \[5\] via algebraic geometry

The linear algebra proof proceeded by first showing that those pencils in $\mathcal{C}_a^r$ with normal rank exactly $r$ belong to $\overline{\mathcal{O}(\mathcal{K}_a)}$, then that all pencils of $\mathcal{C}_a^r$ are in $\overline{\mathcal{O}(\mathcal{K}_a)}$, and finally that $\overline{\mathcal{O}(\mathcal{K}_a)} \subseteq \mathcal{C}_a^r$. The last two assertions were cumbersome to prove because they involved checking several cases and one needed to argue with limits.

As mentioned above, in our situation one obtains the same closure via taking limits as taking the Zariski closure: the Zariski closure of a set $X \subset$
\( \mathbb{C}^N \) is the common zero set of the space of all polynomials on \( \mathbb{C}^N \) that vanish on all points of \( X \). (In general, the Zariski closure always contains the closure obtained by taking limits.)

In algebraic geometry, it is often convenient to work in projective space \( \mathbb{C}P^N \) which is the set of all lines through the origin in \( \mathbb{C}^{N+1} \) or equivalently \( (\mathbb{C}^{N+1} \setminus \{0\})/\sim \) where \( v \sim w \) if \( v = \lambda w \) for some \( \lambda \in \mathbb{C} \setminus \{0\} \). Let \( \pi : \mathbb{C}^{N+1} \setminus \{0\} \to \mathbb{C}P^N \) denote the projection map. This is especially convenient when the sets of interest are invariant under rescaling, as will be our case. A projective variety \( X \subset \mathbb{C}P^N \) is the image under \( \pi \) of the common zero set of a collection of homogeneous polynomials on \( \mathbb{C}^{N+1} \). In particular, a projective variety is Zariski closed by definition. It is irreducible if it cannot be nontrivially written as the union of two projective varieties. A subset \( X \subset \mathbb{C}P^N \) is Zariski closed and irreducible if and only if \( \pi^{-1}(X) \cup \{0\} \subset \mathbb{C}^{N+1} \) is Zariski closed and irreducible.

The following proof of Theorem 5 avoids the above-mentioned difficulties by first exhibiting \( C^r_a \) as the image of a map whose image is Zariski closed and invariant under multiplication by the groups of invertible \( n \times n \) and \( m \times m \) matrices, respectively denoted \( GL_n \) and \( GL_m \). (In the language of algebraic geometry, \( C^r_a \) is exhibited as a \((GL_n \times GL_m)\)-variety.) Then, since we have already seen that \( K_a(\lambda) \) belongs to \( C^r_a \) (see Remark 7), its orbit closure must belong as well. Finally, a simple upper bound on the dimension of \( C^r_a \) and the observation that \( C^r_a \) is irreducible, shows they coincide.

Write \( (\mathbb{C}^m)^p \) to denote the cartesian product of \( \mathbb{C}^m \) with itself \( p \) times, and \( V \otimes W \) denotes the tensor product of the vector spaces \( V \) and \( W \). Let \( a \in \{0,1,\ldots,r\} \). It will be convenient to use double indices to denote elements of \( \mathbb{C}^m \) and \( \mathbb{C}^n \): we write \( u_{\mu,\epsilon} \in \mathbb{C}^m \) and \( v_{\mu,\epsilon} \in \mathbb{C}^n \), where \( \epsilon \in \{0,1\} \).

Define \( f_a : (\mathbb{C}^m)^{2r-a} \times (\mathbb{C}^n)^{r+a} \to \mathbb{C}^2 \otimes \mathbb{C}^m \otimes \mathbb{C}^n \) by

\[
(u_{1,0}, \ldots, u_{r,0}, u_{a+1,1}, \ldots, u_{r,1}) \times (v_{1,0}, \ldots, v_{r,0}, v_{1,1}, \ldots, v_{a,1}) \mapsto \\
e_1 \otimes [u_{1,0} \otimes v_{1,0} + \cdots + u_{r,0} \otimes v_{r,0}] \\
+ e_2 \otimes [u_{1,0} \otimes v_{1,1} + \cdots + u_{a,0} \otimes v_{a,1} + u_{a+1,1} \otimes v_{a+1,0} + \cdots + u_{r,1} \otimes v_{r,0}].
\]

Recall that \( \mathbb{C}^m \otimes \mathbb{C}^n \) may be identified with the space of \( m \times n \) matrices. Define a map

\[ mat : \mathbb{C}^2 \otimes \mathbb{C}^m \otimes \mathbb{C}^n \to \mathbb{C}[\lambda]^{m \times n} \]

by sending \( e_1 \mapsto 1 \) and \( e_2 \mapsto \lambda \). Then \( mat \) applied to the image of \( f_a \) is exactly \( C^r_a \).
The proof that $C_a^r$ is Zariski closed and irreducible follows completely standard arguments. For the convenience of the reader we present them here.

Write $u = (u_{1,0}, \ldots, u_{r,0}, u_{a+1,1}, \ldots, u_{r,1})$ and $v = (v_{1,0}, \ldots, v_{r,0}, v_{1,1}, \ldots, v_{a,1})$. Note that $f_a(\lambda u, \mu v) = \lambda \mu f_a(u, v)$, for $\lambda, \mu \in \mathbb{C}\setminus 0$, so $f_a$ descends to a map

$$pf_a : \mathbb{C}P^{(2r-a)-1} \times \mathbb{C}P^{(r+1)-1} \rightarrow \mathbb{P}(\mathbb{C}^2 \otimes \mathbb{C}^m \otimes \mathbb{C}^n).$$

In coordinates, $f_a$ and $pf_a$ are given by the same homogeneous quadratic polynomials. (To see this, let $a_0$ be a basis of $\mathbb{C}^m$ and $b_r$ a basis of $\mathbb{C}^n$. Write $u_{i,\epsilon} = \sum_{\sigma} u_{i,\epsilon,\sigma} a_{\sigma}$ and similarly for $v_{j,\epsilon}$. Then the coefficient of, e.g., $e_1 a_{\sigma} \otimes b_r$ in the image is $\sum_{i,j=1}^r u_{i,0,\sigma} v_{j,0,\tau}$.)

More precisely, the polynomials are linear on each projective space. In particular, the map $pf_a$ is a regular map. (A regular map from a product of projective spaces $\mathbb{P}^A \times \mathbb{P}^B$ to a projective space is one defined by polynomials that are homogeneous on each space in the product, and such that the only common zeros of these polynomials in $\mathbb{C}^{A+1} \times \mathbb{C}^{B+1}$ are of the form $(0, y)$ or $(x, 0)$, where $x \in \mathbb{C}^{A+1}$ and $y \in \mathbb{C}^{B+1}$.) The product of projective spaces is an irreducible projective variety (see, e.g., [17, §1.5.1]).

Now we use two standard facts: If $X$ is an irreducible projective variety and $f : X \rightarrow \mathbb{C}P^N$ is a regular map, then the image is irreducible and closed. To see the first, note that if $f(X) = Y_1 \cup Y_2$, with $Y_j$ varieties, then $X = f^{-1}(Y_1) \cup f^{-1}(Y_2)$, a contradiction. That the image is closed is more difficult to prove, see, e.g., [17, §1.5.2, Thm. 2].

The above remarks prove that $\text{Im}(pf_a)$ is Zariski closed and irreducible. Since $\text{Im}(f_a) = \pi^{-1}(\text{Im}(pf_a)) \cup 0$, this implies that $\text{Im}(f_a)$ is Zariski closed and irreducible, which in turn implies that the set $C_a^r$ is Zariski closed and irreducible. This, together with [3], proves that $C_a^r$, for $a = 0, 1, \ldots, r$, are the irreducible components of $\mathbb{P}^m_{r \times n}$, which is part (b) of Theorem [5].

Part (a) follows from part (b), together with Theorem [3] and the uniqueness of the irreducible components. However, we can give an alternative proof, without using Theorem [3] as follows. As mentioned above, $\mathcal{K}_a \subset C_a^r$ implies that $\mathcal{O}(\mathcal{K}_a) \subset C_a^r$ and, since $C_a^r$ is Zariski closed, this in turn implies $\mathcal{O}(\mathcal{K}_a) \subset C_a^r$. The fact that $C_a^r$ is irreducible and of dimension at most $\dim(\mathcal{O}(\mathcal{K}_a))$, will then show $\mathcal{O}(\mathcal{K}_a) = C_a^r$.

It remains to prove the dimension estimate. This can be done directly by computing the rank of the differential of $f_a$ at a general point, but can easily be seen by the following argument:

Using [3] and [9] we can write any pencil $Q(\lambda) \in C_a^r$ as

$$Q(\lambda) = \sum_{i=0}^r u_{i,0} \otimes v_{i,0} + \lambda \left( \sum_{j=0}^a u_{j,0} \otimes v_{j,1} + \sum_{k=a+1}^r u_{k,1} \otimes v_{k,0} \right).$$
The trailing coefficient is an arbitrary $m \times n$ matrix with rank at most $r$. The set of $m \times n$ matrices with rank at most $r$ is an algebraic set of dimension $r(m + n - r)$. The leading coefficient introduces $an + (r - a)m$ new parameters. As a consequence, the dimension of $C_r^a$ is at most the sum of these two quantities, namely $r(2m + n - r) + a(n - m)$. But by \[5, \text{Th. 3.3}\], $\dim \overline{(K_a)} = r(2m + n - r) + a(n - m)$, and since $\overline{(K_a)} \subseteq C_r^a$, equality must hold.

The proof is complete. \[\Box\]

5. Conclusions

We have presented a new description of the irreducible components of the set of $m \times n$ matrix pencils with normal rank at most $r$, which covers all situations where matrix pencils are singular, namely $r \leq \min\{m, n\}$ if $m \neq n$, and $r \leq n - 1$ if $m = n$. This new description is constructible in the sense that it depends on a finite number of parameters which are combined to get a sum of $r$ rank-1 pencils $u(\lambda)v(\lambda)^T$, in such a way that one of $u(\lambda)$ or $v(\lambda)$ has degree zero. Unlike the previously known description of these irreducible components, this new one does not require the knowledge of the Kronecker canonical form in order to determine whether a given $m \times n$ pencil of normal rank at most $r$ belongs to a certain component or not.
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