Enhancing the Resolution Limits of Spectral Interferometric Measurements with Swept-Wavelength Interrogation by Means of a Reference Interferometer
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An approach for compensating the influence of the interrogator noises on the readings of interferometric sensors, interrogated by means of spectral interferometry with wavelength tuning is proposed. Both theoretical analysis and a proof-of-principle experiment were performed for the example of extrinsic Fabry-Perot interferometers (EFPI). Two schemes, comprising of a signal and a reference interferometers, switched in different optical channels of the interrogating unit, were proposed. The approach is based on the fact that the fluctuations of some of the interrogator parameters produce correlated fluctuations of the reference and signal interferometers’ optical path differences (OPD) measured values. The fluctuations of the reference interferometer’s measured OPD can be subtracted from the measured OPD of the signal interferometer. The fluctuations of different parameters of the interrogator are considered, the correlation properties of the produced noises of the measured OPD values are demonstrated. The first scheme contains two interferometers with similar parameters and enabled a three-fold resolution improvement in the performed experiments, when the difference of the interferometers’ OPDs was varied within about 10 nm. The second scheme contains two interferometers with OPDs difference such that all interrogator fluctuations, except for the dominating one produce uncorrelated OPD errors. With the second scheme a two-fold resolution improvement was experimentally demonstrated, when the interferometers’ OPDs difference was varied within more than 1 μm. The proposed approach can be used for improving the resolution of interferometric sensors with relatively large OPDs (greater than 200-300 μm), which can be advantageous for remote materials and surface inspection. The other potential application is the use of relatively simple and chip interrogators with poor wavelength scale repeatability for high-precision measurements.
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1. Introduction

During the last two decades a great progress in manufacture and implementation of the fiber optic sensors based on the extrinsic Fabry-Perot interferometers (EFPI) [1] has been achieved by the academic institutions and commercial companies. Such sensors demonstrate a great dynamic measurement range and a high resolution [2,3]. Sensors of a great variety of physical quantities have been designed and implemented. The most commonly used EFPI optical path difference (OPD) demodulation approaches are the white-light interferometry, using a scanning readout interferometer [4,5] and spectral interferometry, in which the measurement and further processing of the interrogated interferometer spectral transfer function is used to measure the interferometer OPD [6–9]. The best attained OPD resolutions are about 15-40 picometers [2,10,11], estimated as doubled standard deviation (STD) of the measured OPD fluctuations σL. All such high resolutions were attained in case of short-cavity sensors with OPD value less than 100 μm. An analysis of the noise sources and the light propagation inside the EFPI cavity was made in a paper[10], dedicated to resolution limits analysis for single EFPI sensors.

Throughout this paper we consider the case of registering the spectrum of the light reflected from the sensor, which is the most common way of interrogation. The spectral function of a low-finesse
The first mechanism provides the shift of the measured interferometer spectrum, inherently shifting the displacement sensor readings as follows

$$5L \approx - \Delta \lambda_0 L_0 \Delta \lambda_0,$$

where $\lambda_0$ is the central wavelength of the interval, on which the interferometer spectral function $S(\lambda)$ is measured.

The jitter of spectral points during interrogation produces the distortion of the measured spectral function $S(\lambda)$. This distortion can be interpreted as an additive noise with some variance. The resulting signal-to-noise ratio $\text{SNR}_\text{BT}$ can easily be estimated by simple trigonometric derivations [10]:

$$\text{SNR}_\text{BT} = \frac{2\lambda_0^2}{\left[8\pi L_0 \sigma_s(f)\right]^2},$$

where frequency dependence of the wavelength jitter $\sigma_s(f)$ was introduced. In turn, the interferometer OPD $L_0$ can be interpreted as a quantity, related to the frequency of the spectral transfer function oscillations. Since the signal $S(\lambda)$ is registered by means of the wavelength sweeping, it can be treated as a temporal quasi-harmonic signal [17], oscillating with frequency, close to

$$fs = 2k_0 L_0 \omega / \lambda_0^2,$$

where $k_0$ is the wavelength tuning speed of the laser.

Considering the third mechanism, one has to take into account that generally the noise variance can depend on the mean optical power $P_0$, incident to the photodetector (shot noise level and laser intensity noise influence are strongly related to the mean power level). The dependency can be adequately approximated by a power function as follows

$$\sigma_f = P_0 \cdot \text{RIN}(f) + \text{NEP},$$

the second variant of (7) is given with taking into account that in conventional optical sensors interrogators, like the one used in the current work, thermal and electronic photodetector noises (determined by NEP) dominate the shot noise, RIN is parameter, characterizing laser intensity noises, and can be frequency-dependent, as well as the wavelength jitter. In case of EFPI, the noise, given by eq. (7), produces the SNR of the measured spectral function $S(\lambda)$, written as follows

$$\text{SNR}_\text{f} = \frac{S_m^2}{\sigma_f^2} = \frac{2P_0^2 R_1 R_2^2}{P_0^2 (R_1 + R_2)^2 \text{RIN}^2(f) + \text{NEP}^2},$$

where $P_0$ is the optical power irradiated by the light source; $R_2 = R_\eta$ is effective mirror reflectivity, taking into account the light losses caused by the divergence of a non-guided beam inside the cavity.

The influence of the additive noises on the STD of the measured OPD values $L$ can be found either by numeric simulation, or analytically using the Cramer-Rao bound [18,19]. It can be shown that for the approximation approach [3] the corresponding relation can be written as

$$\sigma_{\text{v}(\text{SNR})} = C \cdot \text{SNR}^{-1/2},$$

where $C$ is within the interval $(9 + 11) \times 10^{-4} \mu m^{-1}$ for different parameters of the OPD measurement approach [3].

Finally, the expression for the OPD standard deviation can be obtained by combining expressions (4) and (9) and taking into account the variance summation rule:

$$\sigma_L = \sqrt{\left(\frac{L}{\lambda_0}\right)^2 \cdot \sigma_0^2 + C^2 \left[ \frac{P_0^2 (R_1 + R_2) \sigma_s(f)^2 \text{RIN}^2(f) + \text{NEP}^2}{P_0^2 R_1 R_2 \sigma_s(f)} + \left[\frac{8\pi L_0 \sigma_s(f)}{2\lambda_0}\right]^2 \right]^{1/2}},$$

where $\sigma_0$ is used as a quantitative characteristic of a sensor resolution, which is approximated as $2 \sigma_s$. 

2. Noise mechanisms

An extensive study of single EFPI displacement sensors resolution limits with wavelength-scanning interrogation was done in [10]. It was shown that the main noise sources are:

1. Absolute wavelength scale shift $\Delta \lambda_0$ determined by fluctuations of the triggering of the scanning start, $\sigma_0 = \text{std}(\Delta \lambda_0)$.
2. Jitter of the wavelength points $\Delta \lambda_0$ caused by fluctuations of the signal sampling moments, $\sigma_0 = \text{std}(\Delta \lambda_0)$.
3. Additive noises $\sigma_0$, produced by the photo registering units, by the light source intensity noises, etc. $\sigma_0 = \text{std}(\Delta \lambda_0)$.

These mechanisms will result in distortion of the registered interferometer spectral function $S(\lambda)$. Therefore, the spectrum approximation procedure gives an erroneous result, denoted throughout the paper as $L_0$. When considering a vector of consequently measured OPD values, its standard deviation $\sigma_L$ can be calculated.

Generally, $\sigma_L$ is used as a quantitative characteristic of a sensor resolution, which is approximated as $2 \sigma_s$. 

The Fabry-Perot interferometer in this case is expressed as $S(n, \lambda) = S(\lambda) + nS(L, \lambda)$, where [10]:

$$S(L, \lambda) = \cos(4\pi n L/\lambda + \eta(L, \lambda)),$$

$$S_m = 2\sqrt{R_1 R_2} \cdot \eta(L), \quad \eta(L) = \left(\frac{\pi n L_0}{2}\right)^2,$$

$$\gamma(L, \lambda) = \psi_s + \phi_R = \tan(4L^2/\lambda^2 + 3 L/\lambda + \psi_R),$$

and an approximation of Gaussian profile was applied to the fiber mode and the beam inside the interferometer. $\gamma(L, \lambda)$ is a coupling coefficient of a light beam, irradiated by a fiber mode and travelled a distance $2L$ back from a fiber mode [10]; $L$ is the interferometer OPD; $\phi_R$ is an effective radius of a mode at the output of the first fiber; $\lambda$ is the light wavelength; $n$ is the reflective index of the media between the mirrors; $z_R = n z_2/\lambda$. - Rayleigh length of the Gaussian beam; the argument additive $\gamma(L, \lambda)$ contains a phase shift $\psi_s$, induced by the light diffraction inside the cavity, and a phase $\phi_R$ induced by the mirrors (typically for dielectric mirrors $\phi_R = n \pi$). The equations above are valid for the case of parallel mirrors.

One can distinguish several classes of approaches for obtaining the OPD estimate $L$ from the registered spectrum. Among them are the so-called "frequency-estimating" [7-12], based on the analysis of the oscillation frequency of $S(L)$ fringes; and the so-called "phase-estimating" [12-14], evaluating the argument of the $S(L)$ fringe oscillations; and the approximation-based [3,6], approximating the $S(L)$ with analytical expression (1) by means of a least-squares fitting. The latter two approaches have proved their higher efficiency via various experimental and numerical studies. In the current paper the approximation-based approach [3] is utilized.

As a result of various noise mechanisms influences [10-12], the estimated quantity $L$ will differ from the real interferometer OPD $L_0$. Due to stochastic nature of the noise mechanisms, the estimated OPD value will fluctuate from measurement to measurement, resulting in a finite measurement resolution, determined by $\sigma_L$ (STD of the $L$ fluctuations).

An idea of compensating hardware noises in interferometric sensing systems had been proposed long ago, mainly dedicated to reducing the laser frequency noise influence [15]. In a paper [16] the idea of noise reduction with a compensating interferometer was realized for extrinsic Fabry-Perot sensors, interrogated by means of the spectral interferometry. As a result, the sensor resolution was tenfold improved (from 700 nm to 70 nm). However, this approach is mostly dedicated to the elimination of the environmental influence and isn’t applicable for suppression of the hardware-induced noises impact. In the current paper an approach, able to suppress the influence of the interrogating unit noises on the sensor resolution, is proposed.
The equation (10) can be used in order to consider partial impacts of different mechanisms into the overall $\sigma$ value. In fig. 1 a comparison of noise-induced and scale shift-induced measured OPD fluctuations for two EFPI configurations ($R_L=R_S=3.5\%$ and $R_L=R_S=90\%$) is presented. A comparison of analytical predictions with experimental data, obtained in [10] is also presented, demonstrating good correspondence, and hence, the adequacy of the analytical results.

Such simple manner of introducing the frequency dependence of noises as in (5) and (7) is possible since the signal $S'_{\lambda}(\lambda)$ is quasi-harmonic and when it is processed by the approximation procedure, the error of determining the interferometer OPD $L_{\lambda}$ is stipulated only by those noise’s spectral components, which frequencies coincide with the $S'_{\lambda}(\lambda)$ oscillation frequency, given by (6).

3. Theoretical analysis of noise compensation

Throughout this paper the following noise compensation scheme will be assumed: two interferometers are used for the measurement, one of them is exposed to the target perturbation (which is the actual measured quantity) and will be referred to as sensing or signal interferometer, and the second one is isolated from any environmental changes and will be referred to as reference interferometer. The interferometers’ OPDs will be denoted $L_S$ and $L_R$, respectively. Both these interferometers will be assumed to be interrogated by the same tunable laser, while their spectral functions will be registered by independent (although similar) photodetectors.

In order to compensate the parasitic OPD fluctuations, one has to find the OPDs of both the signal and reference interferometers (the measured OPD values will be denoted as $L_S$ and $L_R$), after that subtract the deviations of the reference interferometer OPD with respect to its initial value from the sensing interferometer OPD values:

$$L_{sc}(\lambda) = L_S(\lambda) - \{L_R(\lambda) - L_R(0)\}. \quad (11)$$

Considering the efficiency of the noise compensation, one needs to determine the likelihood of the two interferometers’ measured OPDs fluctuations, which can be done by means of a correlation coefficient. Therefore, in order to study the ability of noise cancellation, one needs to study the behavior of the correlation coefficient $C_{BF}$ between the registered OPD values of reference and sensing interferometers with respect to the mechanisms, mentioned in section 2. As can be concluded from the eq. (10), the closer are the interferometers’ parameters, the higher will be the correlation of $L_S$ and $L_R$ fluctuations. Therefore, at first, let us consider the case of similar signal and reference interferometers.

A. OPD noises statistics

As can be seen from expression (4), the absolute shift of the wavelength scale produces an error, proportional to the OPD value; therefore, its influence will be correlated for the signal and reference interferometers even with arbitrarily different OPDs.

Considering the impact of individual spectral points jitter, one has to take into account that it is indirect in nature: the jitter itself produces a distortion of the measured spectral function, which can be interpreted as additive noises. These noises, in turn, affect the accuracy of the approximation procedure. However, in most interrogators, these noises are produced by different unsynchronized triggering systems of photodetectors and analog to digital converters, used to digitize the spectral functions in different optical channels of the interrogator, and, therefore, are uncorrelated, producing uncorrelated OPD measurement errors.

Considering the additive noises (the third mechanism), one needs to take into account their two main sources – laser intensity noises and the photodetector noises. Laser intensity noises, being the same for the measurement and reference interferometers, will produce identical errors in case of close OPD values $L_S \approx L_R$ and $|L_S - L_R| = \lambda_0/2$. In case of $|L_S - L_R| = \lambda_0/4$ the influence of laser intensity noises will be inverse for signal and reference interferometers and will produce anti-correlation $C_{BF}(\lambda_0/4) = -1$. For arbitrarily different OPDs the OPD fluctuations will be uncorrelated, $C_{BF} = 0$. Dependency $C_{BF}(L_S - L_R)$ for a particular setup will depend on the relation of the above mentioned noise sources. Photodetector noises, which are produced by different devices, and hence, are uncorrelated, will produce uncorrelated errors.

In order to study the exact dependency of the signal and reference interferometers’ OPD noises correlation $C_{BF}$ on the OPD difference, a numeric simulation has been performed. Two spectral functions $S(L,R,\lambda)$ were calculated according to (1), the difference $S(L+S,R,L)$ was varied within the interval $0 \sim 0.8$, the values $L,S,R$ themselves were around 200 $\mu$m. The rest parameters were chosen close to the ones in a later performed experiment (see section 4): wavelength scanning range $1510 \sim 1590$ nm, interval between spectral points $\Delta = 4$ pm, resulting in $M = 20001$ points in spectrum; wavelength jitter $\text{stdv} \sigma_\lambda = 1$ pm; scale shift $\text{stdv} \sigma_s \approx 0.05$ pm; laser output optical power $P_0 = 0.06$ mW; RIN in the full frequency band -50 dB (-10 dB/Hz for ~1 MHz photodetector frequency band); photodetector NEP 80pW in the full frequency band (8 10^{-12}W/Hz for ~1 MHz photodetector frequency band). Modeling was performed for two interferometers schemes: with equal mirrors $R_L=R_S=35\%$ and with second opaque mirror $R_L=3.5\%, R_S=90\%$. For all OPD combinations $L_S, L_R$ an ensemble of $N = 100$ realizations of noises were calculated for better statistical validity of the simulation results. Two cases were considered: an individual influence of laser intensity noises and joint influence of all noise sources. The correlation coefficients $C_{BF}$ of the resulting vectors of the OPD fluctuations were calculated.

As was observed during the modeling, when only the laser intensity noises (modelled as additive noises equal for the two spectral functions $S(L_S, \lambda)$ and $S(L_R, \lambda)$) were present, the measured OPD’s correlation coefficient $C_{BF}$ was equal to the correlation coefficient between the spectral functions $S(L_S, \lambda)$ and $S(L_R, \lambda)$.

The dependencies $C_{BF}(\delta L)$, modelled in case of simultaneous influence of all noise sources are shown in fig. 2 as solid lines.

![Fig. 1. Comparison of noisy mechanisms for EFPIs with $R_L=R_S=3.5\%$ (a) and $R_L=3.5\%, R_S=90\%$ (b). Experimental data from [10].](image-url)
\[ \sigma_{L,SC} = \sqrt{2}\sigma_L \left| \text{NEP}_{0.5} \right| = \frac{\sqrt{2}C}{\sqrt{\text{SNR}}} \]

However, in practical interrogating unit the wavelength scale shift in different optical channels may be not absolutely the same, therefore, reducing the efficiency of the noise compensation.

C. Non-matched interferometers

Even though the potentially attainable compensation effort in scheme with similar interferometers is considerable, the practical applicability of such resolution enhancement approach is limited due to strong requirement on the interferometers' OPDs matching accuracy, which, for an acceptable compensation effort must be better than \( \sim 10 \) nm in the implemented experimental setup, therefore, limiting the dynamic range of the measurements to somewhat less than \( 10^4 \). This limitation can be overcome by the use of adjustable reference interferometer with variable OPD and a feedback. However, this will complicate the practical system and degrade the possible measurement speed. Nevertheless, as was observed during the numeric experiments (see fig. 2), the decrease of the correlation \( C_{\text{BF}} \) for OPD offset values \( \delta L - \lambda_0/4 \) is mainly due to the laser intensity noise influence, causing anti-correlated fluctuations of \( L_s \) and \( L_n \). In case of the further increase of \( \delta L \), the correlation of \( L_s \) and \( L_n \) fluctuations will demonstrate decaying oscillating character with quasi-period of \( \lambda_0/2 \). Therefore, another way to improve the dynamic range of the measurements is to eliminate the influence of the laser intensity noise, or, at least, to make it independent for the reference and the measurement interferometers.

As was discussed in section 3.1, the correlation coefficient \( C_{\text{BF}} \) of measured OPD fluctuations in case of equal additive noises is equal to correlation coefficient of the interferometers' spectral functions \( S_l \). The dependency of \( C_{\text{BF}} \) on the interferometers OPDs difference \( \delta L \) is illustrated in fig. 4. It can be seen that \( C_{\text{BF}}(\delta L) \) dependency has a decreasing oscillating form with envelope determined by sinc\((\delta L/\Delta L)\) function, where \( \Delta L \) is an equivalent resolution in the interferometer OPD domain, expressed as

\[ \Delta L = \lambda_0^2/2n\Lambda, \]

where \( \Lambda \) is the width of the wavelength interval on which the spectral function is measured.
As can be seen from the fig. 4, in case of $\delta L$ close to either $\delta L$ or $2\delta L$, corresponding to zeros of $\sin(\delta L/\Delta \lambda)$ function, the correlation coefficient of $S(\delta L, \lambda)$ and $S(\Delta L, \lambda)$ spectral functions is close to zero, therefore, as can be predicted from the results of numeric modeling, the correlation coefficient of the OPD fluctuations will be close to zero as well. In fig. 4 the $\delta L$ intervals, on which the absolute value of the correlation $C_0$ is below 0.1 are highlighted and their widths are shown. For the parameters of the experimental setup, used in the current work (see section 4), $\Delta L\approx 15\mu m$, therefore, the widths of the intervals for possible OPD difference variation is greater than $1\mu m$, increasing the attainable measurement dynamic range at about two orders. Moreover, for total subtraction of the OPD error, induced by the wavelength scale shift, the eq. (11) must be modified to

$$L_{sc}(t) = L_s(t) - L_s(0)/L_n(t) - L_n(0).$$  \hspace{1cm} (15)

However, the best attainable resolution will degrade comparing to the one given by eq. (13) due to the influence of the laser intensity noise. The corresponding expression can be obtained from the eq. (10) by substituting $\sigma_{\lambda 0}=0$, $\sigma_{\lambda 0}=\sqrt{2}\sigma_{\lambda 0}$, $\text{RIN}=\sqrt{2}\text{RIN}$, $\text{NEP}=\sqrt{2}\text{NEP}$, and is expressed as follows

$$\sigma_{\lambda_{\text{CN}}} = \sqrt{2}C \left[ \frac{P_0^2 \left(R_1 + R_2 \eta(L_0) \right)^2 \text{RIN}^2(f) + \text{NEP}^2}{P_0^2 R_1 R_2 \eta(L_0)} \right]^{1/2} \left[ \frac{8\pi L_n \sigma_{\lambda 0}(f)}{2\lambda_0^4} \right]^{1/2}.$$  \hspace{1cm} (16)

An assumption $\delta L \ll L_s$ was used during the derivation of the eq. (16), which is valid in our case: in the experimental setup, used in the current work, the OPD values $L_{sc}\approx 200\mu m$ are required for the wavelength scale shift influence to be dominating the other mechanisms (see fig. 1), therefore, the condition $L_{sc}>>\Delta L\sim 10\mu m$ will be fulfilled anyhow.

D. Additional noise sources

In the current paper in calculations according to the developed analytical model all noises will be assumed white. However, as can be concluded from eqs. (10), (13) and (16), in case of nonuniform noise spectra the dependences of measured OPDs’ fluctuations’ STD on the interferometers OPD values will be different from those in case of uniform noise spectra. This may be one of the reasons for discrepancies of the experimentally measured $\sigma_{\lambda 0}$ values and values, estimated analytically.

Another possible source of additional noises is parasitic interference components, stipulated by alternative light propagating paths inside the interrogator (reflections on fiber connectors, higher-order mode propagation). In fig. 5 examples of such components can be observed as peaks at abscissa points around 495.1 and 3.213e+04 are shown for an example of experimentally measured spectral function. Under the influence of the wavelength points jitter these interference components will produce additive noises with level

$$\sigma_{\text{opi}} = \frac{1}{\text{SNR}_{\text{opi}}} = \frac{8\pi L_{\text{opi}} \sigma_{\lambda 0}(f) \cdot \pi \left[R_1 + R_2 \eta(L_0)\right]}{\sqrt{2} \cdot \lambda_0^2},$$  \hspace{1cm} (17)

where $L_{\text{opi}}$ is OPD corresponding to the parasitic interference component, $\sigma_{\lambda 0}$ is the amplitude of the component itself.

In turn, these parasitic interference components in different optical channels will probably be stipulated by different optical elements (this will be the case if the light propagates through these parasitic paths after the interferometers) and therefore, produce uncorrelated fluctuations of measured OPDs. Such situation is in some sense analogous to serial multiplexing of interferometers, considered in [20]. Therefore, amplitudes of these parasitic interference components will be proportional to the mean level of the interferometer spectral function $S'(/\lambda)$.

![Image](image.png)

Fig. 5. Fourier transform of a measured spectral function of EFPI with $R_1=R_2=3.5\%$, OPD $=800\mu m$.

Estimating the influence of these parasitic interference components on the noise compensation, an additional term must be added in eqs. (10), (13) and (16). Assuming that the levels of these components are equal in the two optical channels, the equation for $\sigma_{\lambda 0}$ with taking into account the parasitic components’ influence, can be found as

$$\sigma_{\lambda_{\text{op}}{1}} = \left[ \frac{\sigma_{\lambda 0}^2}{2} + \frac{4C^2 \sigma_{\lambda_{\text{opi}}}^2}{P_0^2 R_1 R_2 \eta(L_0)} \right]^{1/2},$$  \hspace{1cm} (18)

where the $\sigma_{\lambda 0}$ is calculated according to either (10), (13) or (16), $\sigma_{\lambda_{\text{opi}}}$ is calculated according to (17), these equations aren’t substituted in order to avoid excessive unwieldiness.

It must be noted, that even though the amplitude of the peak, representing the parasitic interference component is relatively small, it is wide enough and in order to find the real amplitude of the parasitic interference component $S_{\text{opi}}$ one needs to integrate the peak As a result, for a given example $S_{\text{opi}}=10^{-5}mW$.

4. Experimental noise compensation

In order to support the theoretical results, an experimental study of EFPI displacement sensor resolution was carried out. Spectral measurements were performed using the optical sensor interrogator NI PXIe 4484, utilizing a tunable laser with SMF-28 single-mode fiber output. Spectrometer parameters are the following: scanning range [1.51; 1.59] μm; wavelength jitter stddev $\sigma_{\lambda 0}=1\text{ pm}$; optical power $P_0=60\mu W$; scale shift stddev $\sigma_{\Delta \lambda}=0.05\mu m$; spectral points stepping $\Delta = 4\mu m$; number of spectral points $M=20001$; spectrum acquisition rate about 1 Hz, spectrum acquisition time 0.035 s.

The interferometers were formed by the ends of SMF-28 fibers, packaged with PC connectors, fixed in a standard mating sleeves. Two variants of the fibers ends reflectivities were used: both the ends of SMF-28 fiber ($R_1=R_2=3.5\%$); standard feeding SMF-28 fiber and an opaque metallic mirror, glued to the fiber end ($R_1=3.5\%$, $R_2=90\%$). The air gaps $L_s$ and $L_{\text{opi}}$ between the fiber ends was varied by the use of Standa 7TF2 translation stages. The reference interferometer was placed in a thermally isolated chamber in order to suppress the influence of the ambient thermal fluctuations. The experimental setup is schematically shown in fig. 6.
A. Matched interferometers

The aim of the first performed experiment was to verify the correlation properties of the OPD fluctuations, predicted by means of numeric modeling. As in the modeling, the OPDs of the both interferometers were set to ~ 200 µm, the reference interferometer OPD was fixed, while the signal interferometer OPD was scanned with step ~100 nm. In fig. 2 the experimental relation $C_0(6L)$ (dots) is compared with the simulated dependency $C_0(6L)$ (solid line). Not exact correspondence of simulated and experimental dependencies can be due to some discrepancy of experimental setup parameters and properties and those implied in the simulation. Also, a lower level of correlation was observed in the experiment, limiting the admissible OPD discrepancy to somewhat about 10 nm.

After that the noise compensation possibilities were tested. The OPDs of the both interferometers were set from ~100 µm up to ~800 µm with steps ~100 µm nearly equal with accuracy better than 1 nm. At each step of the OPD values the measurements of the interferometers’ spectral functions were performed by two optical channels of NI PXIe 4844 interrogator during about 5 minutes, resulting in 300 measured points, with respect to them the STDs was calculated. Then the OPDs were changed and measurements were repeated for another $L_s$ and $L_r$ and for both interferometers configurations. The dependencies of STDs of single sensor readings $L_s$ and noise-suppressed double sensor readings $L_{sc}$, calculated according to (11) on the OPD value are shown in fig. 7 (a) for the configuration with equal mirrors $R_s=R_r=3.5\%$ and in fig. 7 (b) for the configuration with $R_s=3.5\%$, $R_r=90\%$. Estimations of the measured OPDs’ standard deviation for the setup parameters corresponding to the experimental, calculated according to (10) and (13) are also presented as thick solid and thin dashed curves for reference.

As can be seen from fig. 7, estimation according of measured OPDs’ standard deviation to eq. (13) isn’t in good accordance with the experimental $\sigma_L$ values. However, taking into account additional noises produced by the wavelength points jitter and parasitic interference component [see section 3D], substituing $S_{sc}=10^{-5}$mW, $L_{sc}=3.2·10^4\mu$m and eq. (13) into eq. (18), one attains the dependencies $\sigma_L(L_r)$ shown in fig. 7 as thick dotted curve. As a result, much better correspondence of experimental and theoretical results is obtained.

As can be seen from the fig. 7, for interferometers with $R_s=R_r=3.5\%$, the compensation effort was from ~1.5 to 2.8 with values $\sigma_L$ from 7 to 135 pm, whilst for scheme with $R_s=3.5\%$, $R_r=90\%$ the compensation effort comprised from ~12 to 3 with values $\sigma_L$ from 6.5 to 9.8 pm, demonstrating more uniform dependency on interferometers’ OPDs.

Noticeable discrepancy between the experimental results and theoretical predictions in range of relatively small OPDs in case of noise compensation can be due to non-uniform spectrum of the wavelength points jitter with increase at lower frequencies.

B. Non-matched interferometers

In a separate experiment, the possibility to improve the sensor resolution by means of a setup with non-matched interferometers was tested. The experimental setup was the same as the one in the previous section, except for the OPDs values: $L_s$ was set to ~314 µm and $L_r$ − to ~329 µm, with the resulting difference $6L$ close to the $\Delta L$, which, for the used experimental setup was 15 µm. Interferometers with mirrors $R_s=3.5\%$, $R_r=90\%$ were used in order to decrease the noises influence on $\sigma_L$, comparing to the scale shift influence. The signal interferometer’s OPD $L_s$ was stepwise changed in the range from ~313 µm to ~315 µm in order to test the relation of compensation efficiency versus the interferometers’ OPDs difference.

For each $L_s$ value, the measurements were performed for about 5 minutes, resulting in nearly 300 registered spectra of each interferometer. After that the estimated OPDs values $L_s$ and $L_r$ were calculated according to the approach presented in [3], whereat the noise-suppressed OPD values $L_{sc}$ were calculated according to (15). In the fig. 8 the dependencies of the measured OPDs standard deviations with and without compensation versus the OPDs difference $6L$ are shown.

As can be seen from the fig. 8, the maximal attained improvement of measured OPD fluctuations level comprised twofold, whereas improvement in 1.5 times was attained for signal interferometer OPD varying in a range of more than 1 µm.

As can be seen in Fig. 8, fluctuations of the signal interferometer’s measured OPD exceed the estimations made according to Eq. (16). This is due to nonzero correlation between interferometers’ spectral functions when the difference of OPDs $6L$ is different from $\Delta L$~15µm.
5. Conclusion
In the current paper an original approach for eliminating the influence of the interrogating unit noises on the measured value of interferometer OPD is proposed. Parasitic OPD fluctuations, induced by unideal interrogator operation are estimated from the readings of an additional reference interferometer, which is isolated from the environmental perturbations. After that, the fluctuations of the reference interferometer’s measured OPD are subtracted from the measured OPD of the signal interferometer. As a result, the STD of the signal interferometer’s measured OPD values is decreased more than twofold.

The proposed technique can be utilized in order to improve the resolution of EFPI sensors in case when relatively large value of its OPD (L≥200 μm) is necessary [8,21,22]. Another attractive application of the proposed noise compensation approach is resolution improvement in spectral interferometric sensing systems, utilizing relatively cheap and simple interrogating units with poor wavelength scale repeatability.

Appendix A. Relation of correlation coefficient and the compensation efficiency
In this appendix the following situation will be considered: let us have two discrete signals x and y each of them can be represented as a superposition of a common signal a and white Gaussian noises n_x and n_y: X=α+n_x and Y=α+n_y. The variances of the noises are the same and equal to σ^2_α, α variance is σ^2_α=m^2σ^2_a. For simplicity, we’ll assume all signals α, n_x and n_y to be zero-mean. The correlation coefficient of signals x and y can be written as

\[ C = \frac{\sum x_i \cdot y_i}{\sqrt{\sum x_i^2 \cdot \sum y_i^2}} = \frac{\sum (a_i + n_{x,i} \cdot (a_i + n_{y,i})}{\sqrt{\sum (a_i + n_{x,i})^2 \cdot \sum (a_i + n_{y,i})^2}} = \frac{\sum a_i^2 + \sum a_i (n_{x,i} + n_{y,i}) + \sum n_{x,i} \cdot n_{y,i}}{\sqrt{\sum (a_i^2 + 2a_i n_{x,i} + n_{x,i}^2) \cdot \sum (a_i^2 + 2a_i n_{y,i} + n_{y,i}^2)}} \]  

(A1)

due to statistical independence of signals α, n_x and n_y summations over the second and the third terms in numerator and the terms of form 2a_i*n_{x,i} in denominator will result in zero. Therefore, (A1) will be written as

\[ C = \frac{\sum a_i^2}{\sqrt{\sum a_i^2 + \sum n_{x,i}^2} \cdot \sqrt{\sum a_i^2 + \sum n_{y,i}^2}} = \frac{\sigma_a^2}{\sigma_a^2 + \sigma_n^2} = \frac{m^2}{m^2 + 1}. \]

(A2)

Further, let us find the ratio of STDs of signals x or y (which are equal) and standard deviation of their difference x−y:

\[ E = \frac{\sigma_x}{\sigma_{x−y}} = \frac{\sigma_a + n_{x,i}}{\sigma_n} = \sqrt{\frac{m^2 + 1}{2}}, \]

(A3)

expressing m from (A2) and substituting it into (A3), we obtain:

\[ E = \frac{1}{\sqrt{2}} \sqrt{1 - 1 \cdot C}. \]

(A4)

In context of the noise compensation, x_i and y_i have a sense of fluctuations of the measured OPDs L_{ef} and L_{es} induced by the interrogator non-ideal operation; a_i - the component of these fluctuations, induced by the common mechanisms (laser intensity noise, wavelength scale shift and points jitter); n_x and n_y - the fluctuations of L_{ef} and L_{es} induced by independent noise sources (photodetector noises, uncorrelated components of wavelength scale shift and points jitter); E - the compensation effort, introduced in eq. (12).
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