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Abstract: (1) Background: This in-vitro study was designed to investigate the accuracy of CAD/CAM fabricated occlusal devices with different heights and volumes. (2) Methods: Based on an intraoral scan, an occlusal device with a vertical bite elevation of 2.5 mm and 4.5 mm was digitally designed and 3D printed 10 times. The fabricated occlusal devices were digitized by an industrial structured light scanner (ILS) and provided in stl-format as test objects. The test objects were superimposed with the design dataset as reference to evaluate the accuracy of complete surfaces ([2.5_TO-TAL] and [4.5_TOTAL]) with respect to their internal surfaces ([2.5_INTERNAL] and [4.5_INTERNAL]). The mean trueness and precision were calculated based on absolute mean deviation. Absolute and relative volume differences between reference and test were computed. Statistical significances were analyzed performing the Wilcoxon test (α =0.05). (3) Results: As absolute mean deviation trueness values were obtained: 59 ± 5 µm for [2.5_INTERNAL], 98 ± 9 µm for [4.5_INTERNAL], 68 ± 1 µm for [2.5_TOTAL] and 90 ± 10 µm for [4.5_TOTAL]. The precision applying absolute mean deviation was 14 ± 8 µm for [2.5_INTERNAL], 22 ± 11 µm for [4.5_INTERNAL], 19 ± 10 µm for [2.5_TOTAL] and 26 ± 13 µm for [4.5_TOTAL]. The mean trueness and precision values differed significantly. Volume differences of 2.11% for [4.5_TOTAL] and of 2.35% for [2.5_TOTAL] in comparison to their reference file were evaluated. (4) Conclusions: Printed occlusal devices with minor height and volume were more accurate. Both types of devices exhibited results that were comparable to the literature.
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1. Introduction

Occlusal devices are an important evidence-based therapy option in patients diagnosed with temporomandibular dysfunction [1]. Arthralgia of the temporomandibular joints, myalgia of the temporomandibular muscles or bruxism with parafunctional tooth grinding, gnashing, or clenching are common indications [2–5]. Occlusal devices aim to protect the teeth and restorations from excessive occlusal forces and trauma including the possible reduction of tooth wear [5–8]. Another indication is testing a new vertical occlusal dimension prior to extensive prosthetic rehabilitation [9]. To fabricate conventional occlusal devices, a physical cast is essential. Depending on the type of occlusal device, vacuum thermoforming, sprinkling, or injection molding are commonly used methods to produce occlusal devices from auto-, heat-, or light-polymerized acrylic materials [10–15]. To produce conventional therapeutic devices a technician needs to be involved and many time-consuming working steps are necessary.

As an alternative, computer-aided design/computer-aided manufacturing (CAD/CAM) can be approached [15]. Within the digital workflow, data acquisition is the first step [10,16,17]. For that purpose, intraoral scans or extraoral scans of conventional
gypsum casts are necessary [10,16,18]. Based on the obtained virtual casts an occlusal device is designed using a computer aided design software (CAD) [16,17]. Then, this virtual plan is translated into reality by computer aided manufacturing (CAM) [16,17]. CAM can be distinguished into subtractive and additive manufacturing techniques [16–18]. Both technologies allow unlimited reproduction of the occlusal device based on the existing data in case of damage, fracture, loss or if therapeutic needs require an adjustment of the design [16,19]. In subtractive processes, objects are milled out from prefabricated acrylic resin blocks resulting in high material waste and wear of the milling burs [16]. Additionally, from one blank only a very limited number of pieces can be milled. This results in high time-consumption for manufacturing [17]. On the other hand, volume changes such as shrinkage can be prevented due to the prefabrication of the used materials. [20]. In contrast, 3D-printing shows less material waste, a greater degree of freedom due to additive fabrication layer-by-layer from a sliced STL file, and the possibility to print multiple objects simultaneously [21–23].

Additive manufacturing comes with a variety of technologies to process materials in order to build 3D parts. Producing occlusal devices, stereolithography (SLA) and digital light processing (DLP) are mainly used [17–19]. SLA and DLP polymerize photosensitive resins with light. DLP cures one layer of resin at a time using a light source, as for example light-emitting diodes, with wavelength ranges from deep ultraviolet to visible [24,25]. SLA polymerizes one layer point by point with UV light or laser [24–27]. Next to SLA and DLP, continuous liquid interface production (CLIP) is categorized as vat polymerization technology. CLIP is characterized by an oxygen-permeable membrane to inhibit radical polymerization at the surface close to the UV source [24,28]. Hence, it prevents the attachment of a 3D printed object to the oxygen-permeable curing window [29]. Other technologies used in dentistry are fused filament fabrication (FFF) as a material extrusion method, material jetting (MJ), and binder jetting (BJ) technologies as well as powder bed fusion technologies such as selective laser sintering or melting (SLS/M) [28,30]. Fused filament fabrication (FFF) is based on the melting of thermoplastic materials which can then be extruded through a print head or nozzle to form objects by filament layering [31]. For material jetting (MJ) a liquid photosensitive resin is selectively extruded by a print head with hundreds of nozzles and polymerized with UV light [26,32]. Binder Jetting uses the extrusion of a bonding agent through a print head to a powder bed surface. Exposed particles connect through chemical reaction or solvent welding [31]. Selective Laser Sintering and Melting work with a laser to sinter or melt and then fuse powdered materials such as polymers, metal, ceramic or glass, which are applied layer-by-layer via rollers [30,33]. The powder bed is preheated to lower the necessary energy input, and further hinders large thermal differences that can lead to part distortion [31].

Polymers in 3D-printing are composed of monomers, reactive diluents, cross linkers, initiators as well as pigments and fillers [30]. These components affect mechanical properties. Schlothauer et al. evaluated post-curing depth and homogenous cross-linking depending on varying pigmentation and different UV spectra [34]. Regarding the influence of pigmentation, it was concluded that black pigmentation negatively affected post-curing depth and homogenous cross-linking [34]. A larger wavelength (315–405 nm) resulted in deeper penetration and higher hardness [34]. Another study found that a divergence of the additives’ and the resin’s reflective index leads to scattering of the laser light resulting in reduced polymerization and inaccuracies [17].

Accuracy is an important factor to assess the usability of printed objects. Various studies investigated the effects of process parameters on three-dimensional accuracy. Parameters as building orientation, post-processing, platform position, layer thickness, laser power and post-curing time were mainly applied to embody the influence on accuracy [22,35,36]. Hui et al. demonstrated that the layer thickness has major effect on accuracy compared to other parameters as laser power, over-cure and scanning distance [22]. Objects built with a low layer thickness and low laser power were the most accurate [22].
Regarding positioning of the 3D objects on the building platform, Unkovski et al. evaluated that the objects arranged on the border of the building platform with a 45° angling resulted in minor deviations [37].

Other important factors influencing overall printing accuracy are polymerization shrinkage, separation stress, and optical image errors [35]. Wu et al. compared the traction stress distribution of tilting and pulling-up separation at different separation speeds [36]. For both separation approaches, the stress increased with separation speed [36]. Moreover, the stress at the external position of the exposure area was greater than at the internal position [36].

Accuracy consists of trueness and precision [38,39]. Trueness is defined as the closeness of agreement between measured test and true reference value [38,39]. To evaluate trueness, deviations between the reference object and its produced replica are calculated [38–40]. Precision is determined as the closeness of agreement between the replicas, generated with the same device and method, to each other [38,39]. Precision includes repeatability and reproducibility [38,39].

The comparison of reference and test object can be executed by 3D surface comparisons or distance measurements [28]. To evaluate the accuracy of printed occlusal devices by superimposition, it is necessary to obtain digital datasets of the fabricated test objects. For digitalization, an industrial structured light scanner is used. High resolution scanners such as ATOS III Triple Scan have a reported trueness of 3 µm and precision of 2 µm [41]. The obtained standard tessellation language (stl) files of the test objects are superimposed with their reference object. As reference object, the virtual design data set of the printed occlusal devices is used. Reference and test objects are aligned via best-fit algorithm and point-to-surface measurements can be performed. Since the registration is performed in a three-dimensional coordinate system, the direction of deviation is demonstrated by negative and positive signs. Values <0 indicate that the point of the test object is below the reference, values >0 indicate a supra-position of the test object. The total surface deviation consists of the sum of various point-to-surface measurements. To avoid the compensation of negative and positive values, evaluation with absolute values is required.

According to the definitions of accuracy, a digital light processing (DLP) printer was tested with respect to occlusal devices. The occlusal devices covered the entire arch and two different thicknesses. For surface comparison, the complete surfaces as well as the internal surfaces of the occlusal devices were evaluated. The complete surface was intended to analyze the total deviation, hence the printing process, and its accuracy. By contrast, the internal surface was assessed since it is decisive for the fit and to prevent the inclusion of outliers due to residues of the support structures on the external surface.

The null hypothesis stated was that the occlusal devices did not show statistically significant accuracy with respect to their extension and volume.

2. Materials and Methods

2.1. Design of the Occlusal Device

To create an occlusal device, an existing maxillary and mandibular intraoral scan (Cerec Primescan, software v5.1.3 Dentsply Sirona, Bensheim, Germany) of the study’s corresponding author were imported as standard tessellation language (stl) files into a computer-aided design software (inLab SW 22.0 Beta 4, Sirona Dental Systems GmbH, Bensheim, Germany). A computer-aided design application (inLab splint 22.0.1, Sirona Dental Systems GmbH, Bensheim, Germany) was used to design two different types of occlusal devices. At first, the model axis was set, and the insertion axis was defined. Afterwards, the bite splints were designed, and a plane occlusion was chosen. The occlusal vertical dimension was increased by 2.5 mm for the first and by 4.5 mm for the second version of occlusal device. A bilateral canine guidance was added, the spacer was set to 70 µm and a minimal thickness of 1.5 mm was selected.
2.2. Additive Manufacturing

The designs were sent to a computer-aided manufacturing software (inLab CAM software 22.1 Beta 1, Sirona Dental Systems GmbH, Bensheim, Germany) as system-specific cam files. Primeprint (Sirona Dental Systems GmbH, Bensheim, Germany) was selected as printing device using a specific resin (Primeprint Splint, Sirona Dental Systems GmbH, Bensheim, Germany), with a polymerization wavelength of 385 nm, for additive manufacturing. Default parameters were checked and confirmed including a medium support density, a spherical support tip, and a medium size of the support structures. As orientation strategy “optimized quality” was chosen among “optimized height, footprint and quality”. “Optimized height” results in less printing time since less layers must be polymerized. “Optimized footprint” allows to produce more objects simultaneously than in the case of the option “optimized quality”. In the production options the detail level “very high” was selected which represents a layer thickness of 50 µm. Two devices were positioned automatically and were printed simultaneously. Within one group, each set of devices was positioned identically on the building platform. After printing, the objects were transferred to the post processing unit (Primeprint PPU, Sirona Dental Systems GmbH, Bensheim, Germany) to rinse off resin residues in 99.9% isopropyl alcohol (2-Propanol, VWR International S.A.S., Fontenay-sous-Bois, France) and for additional post-polymerization with ultraviolet light. Finally, the support structures were removed. Based on the designs, with an occlusal vertical dimension increase of 2.5 mm and 4.5 mm, ten samples were printed each. Printing parameters can be found in Table 1.

Table 1. 3D Printing Parameters.

| Resin                              |                  |
|------------------------------------|------------------|
| Flexural Strength [MPa]            | >80              |
| Elastic Modulus [MPa]              | >2000            |
| Water Absorption [µg/mm³]          | <32              |
| Solubility [µg/mm³]                | <5               |
| Hardness [Shore D]                 | >82              |
| Color                              | clear-transparent |
| Curing Wavelength [nm]             | 385              |

| CAM Settings                       |                  |
|------------------------------------|------------------|
| Printer                            |                  |
| DMD projector resolution [pixels]  | 1920 × 1024      |
| Spectral Maximum of LED            | 385 nm           |
| Membrane Type of Material Unit     | flexible         |

| Support Structures                 |                  |
| Distribution                       | based on object geometry |
| Density                            | Medium            |
| Size                               | Medium            |
| Spherical Support Tip              | Yes               |

| Occlusal Device                    |                  |
| Orientation Strategy               | Optimized quality |
| Detail Level (Layer Thickness [µm])| Very high (50)    |

| Post-Processing                    |                  |
| Washing Solution                   | 99.9% isopropyl alcohol |

2.3. Accuracy Evaluation via Surface Comparison

The printed occlusal devices (n = 10 (2.5 mm); n = 10 (4.5 mm)) were digitized by an industrial structured light scanner (ATOS III Triple Scan, GOM, Topometric GmbH, Göppingen, Germany) to obtain virtual test objects as stl files for accuracy analysis. According
to the measuring equipment monitoring protocol the structured light scanner had a maximum trueness deviation of 4 µm. The precision was ≤15 µm. For scanning, the test objects were equipped with reference markers. Internal (Figure 1c) and external surfaces (Figure 1d) of the devices were scanned in two separate measurement series consisting of 20–30 single shots each with varying camera angles. Markers were necessary to match all scans to one three-dimensional data set. The according data sets were referred to as [2.5_TOTAL] and [4.5_TOTAL]. To obtain the reference data in stl format, system specific cam files of the virtually planned 2.5 and 4.5 devices had to be converted. The data of the reference and the test objects were imported in a 3D analysis software (GOM Inspect Suite 2020, GOM GmbH, Braunschweig, Germany) for analysis. The computer-aided design (CAD) stl files were aligned with the corresponding scan stl files of the printed occlusal device ([2.5_TOTAL] and [4.5_TOTAL]) for trueness evaluation. To register two different stl files in one coordinate system both files were superimposed via best-fit alignment. After that, surface comparison was performed (Figure 1e,f). For analysis, two approaches were taken. Next to the total surface [2.5_TOTAL; 4.5_TOTAL] of the occlusal device, the internal surfaces [2.5_INTERNAL; 4.5_INTERNAL] (Figure 1g,h) were evaluated to focus on the fit of the devices on the occlusal surfaces of the teeth. Therefore, the external surface of the devices was cut-off. Before point-to-surface measurement, the maximum tolerance was set to one millimeter and the surface comparison was applied on the test object.

The values of the point-to-surface measurements between two surfaces were exported as absolute values in American Standard Code for Information Interchange (ASCII). A self-programmed python script was used for automated data evaluation. For each file the absolute mean deviation, root mean square error, median, standard deviation, and minimal and maximal distances were calculated. RMSE is defined as:

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \mu_i)^2}$$

where $x_i$ are the predicted values of the reference cast, $\mu_i$ are the observed values of the test cast, and $n$ is the number of observations. The RMSE describes the dispersion around a true value with respect to trueness and precision.

To check precision, each group’s scans ($n = 10$: [2.5_TOTAL]; [4.5_TOTAL]; [2.5_INTERNAL] and [4.5_INTERNAL]) were compared among each other resulting in 45 surface comparisons per group. The data analysis was performed as above.

In addition, volumes of each stl file (reference, [2.5_TOTAL], and [4.5_TOTAL]) were calculated in mm$^3$. 
Figure 1. Reference file with (a) external and (b) internal surfaces; test file [TOTAL] with (c) external, (d) internal surfaces and the respective color-coded surface after comparison with the reference file (Scale ± 150 µm) (e,f); (g) test file [INTERNAL] and the respective surface comparison with the reference file (Scale +/- 150 µm) (h).

2.4. Statistics

SPSS 26 (IBM Corporation, Armonk, NY, USA) was used for statistic calculations. The Shapiro–Wilk test revealed that the trueness and precision data of [2.5 INTERNAL] and [4.5 INTERNAL] were not normally distributed. Therefore, the Wilcoxon test (Bonferroni corrected) was applied to check whether there was a statistically significant
difference between [2.5_INTERNAL] and [4.5_INTERNAL] at \( p \leq 0.05 \). The trueness data of [4.5_TOTAL] and precision data of [2.5_TOTAL] and [4.5_TOTAL] were not normally distributed according to the Shapiro–Wilk test. [2.5_TOTAL] and [4.5_TOTAL] were tested for significant differences using the Wilcoxon test.

3. Results
3.1. Evaluation of the Internal Surfaces
3.1.1. Trueness
The trueness data of [2.5_INTERNAL] and [4.5_INTERNAL] are displayed in Table 2. The mean trueness was 59 µm (SD ± 5 µm) for [2.5_INTERNAL] and 80 µm (SD ± 9 µm) for [4.5_INTERNAL]. The mean trueness values differed significantly.

The mean RMSE was 77 µm (SD ± 6 µm) for [2.5_INTERNAL] and 106 µm (SD ± 12 µm) for [4.5_INTERNAL]. The RMSE values differed significantly.

Table 2. Trueness [2.5_INTERNAL] and [4.5_INTERNAL].

| n     | Absolute Mean Deviation [µm] | RMS Error [µm] |
|-------|-----------------------------|----------------|
|       | Minimum | Maximum | Mean ± Standard Deviation | Median | Minimum | Maximum | Mean ± Standard Deviation | Median |
| [2.5_INTERNAL] | 10    | 54     | 64 | 59 ± 5 | 59 | 70 | 83 | 77 ± 6 | 77 |
| [4.5_INTERNAL] | 10    | 73     | 98 | 80 ± 9 | 78 | 97 | 130 | 106 ± 12 | 103 |

3.1.2. Precision
The precision data of [2.5_INTERNAL] and [4.5_INTERNAL] are displayed in Table 3. The precision, applying absolute deviation values, was 14 µm (SD ± 8 µm) for [2.5_INTERNAL] and 22 µm (SD ± 11 µm) for [4.5_INTERNAL]. The values differed significantly.

The precision based on RMSE was 19 µm (SD ± 10 µm) for [2.5_INTERNAL] and 31 µm (SD ± 13 µm) for [4.5_INTERNAL]. The values differed significantly.

Table 3. Precision [2.5_INTERNAL] and [4.5_INTERNAL].

| n     | Precision Based on Absolute Deviation [µm] | Precision Based on RMS Error [µm] |
|-------|------------------------------------------|----------------------------------|
|       | Minimum | Maximum | Mean ± Standard Deviation | Median | Minimum | Maximum | Mean ± Standard Deviation | Median |
| [2.5_INTERNAL] | 10    | 3      | 22 | 14 ± 8 | 20 | 5 | 29 | 19 ± 10 | 27 |
| [4.5_INTERNAL] | 10    | 4      | 40 | 22 ± 11 | 22 | 8 | 52 | 31 ± 13 | 29 |

3.2. Evaluation of the Total Surface
3.2.1. Trueness
The trueness data of [2.5_TOTAL] and [4.5_TOTAL] are displayed in Table 4. The mean trueness was 68 µm [SD ± 1 µm] for [2.5_TOTAL] and 90 µm [SD ± 10 µm] for [4.5_TOTAL]. The mean trueness values differed significantly.

The mean RMSE was 88 µm [SD ± 3 µm] for [2.5_TOTAL] and 122 µm [SD ± 12 µm] for [4.5_TOTAL]. The RMSE values differed significantly.
Table 4. Trueness [2.5_TOTAL] and [4.5_TOTAL].

| n       | Absolute Mean Deviation [µm] | RMS Error [µm] |
|---------|-----------------------------|----------------|
|         | Minimum | Maximum | Mean ± Standard Deviation | Median | Minimum | Maximum | Mean ± Standard Deviation | Median |
| [2.5_TOTAL] | 10      | 65      | 69 | 68 ± 1 | 68 | 83 | 91 | 88 ± 3 | 88 |
| [4.5_TOTAL] | 10      | 82      | 109 | 90 ± 10 | 87 | 113 | 145 | 122 ± 12 | 118 |

3.2.2. Precision

The precision data of [2.5_TOTAL] and [4.5_TOTAL] are displayed in Table 5.

The mean precision values, applying absolute deviation values, were 19 µm [SD ± 10 µm] for [2.5_TOTAL] and 26 µm [SD ± 13 µm] for [4.5_TOTAL]. [2.5_TOTAL] and [4.5_TOTAL] differed significantly.

The mean precision based on RMSE values were 34 µm [SD ± 8 µm] for [2.5_TOTAL] and 42 µm [SD ± 12 µm] for [4.5_TOTAL]. [2.5_TOTAL] and [4.5_TOTAL] differed significantly.

Table 5. Precision [2.5_TOTAL] and [4.5_TOTAL].

| n       | Precision Based on Absolute Deviation [µm] | Precision Based on RMS Error [µm] |
|---------|------------------------------------------|----------------------------------|
|         | Minimum | Maximum | Mean ± Standard Deviation | Median | Minimum | Maximum | Mean ± Standard Deviation | Median |
| [2.5_TOTAL] | 10      | 6      | 29 | 19 ± 10 | 26 | 21 | 46 | 34 ± 8 | 37 |
| [4.5_TOTAL] | 10      | 7      | 45 | 26 ± 13 | 25 | 23 | 65 | 42 ± 12 | 41 |

3.3. Evaluation of Volume

Absolute and relative volume differences comparing the mean volume of the printed occlusal devices [2.5_TOTAL] and [4.5_TOTAL] with their corresponding reference CAD file of are shown in Table 6.

Table 6. Absolute and relative volume differences between reference and prints.

| [2.5_TOTAL] | Volume [mm³] |
|-------------|--------------|
| Reference file | 5682.69 |
| Printed (mean) (N = 10) | 5548.93 |
| Absolute Volume Difference | 133.76 |
| Relative Volume Difference | 2.35% |

| [4.5_TOTAL] | Volume [mm³] |
|-------------|--------------|
| Reference file | 6737.55 |
| Printed (mean) (N = 10) | 6595.38 |
| Absolute Volume Difference | 142.17 |
| Relative Volume Difference | 2.11% |

4. Discussion

The aim of this study was to test whether there was a statistically significant difference between occlusal devices printed for the same jaw but of different height and volume. The results revealed that the null hypothesis had to be rejected.

The volume measurements showed that there was a minimal shrinkage of the printed object in relation to the reference data file. In relation to their reference files, for the more
voluminous [4.5_TOTAL], a volume difference of approximately 2.11% and for [2.5_TOTAL] of approximately 2.35% was measured. This may lead to the conclusion that the polymerization shrinkage of the resin during printing was not completely compensated.

The comparison of the trueness values of the [2.5_TOTAL] and the [2.5_INTERNAL] and of the [4.5_TOTAL] and the [4.5_INTERNAL] revealed only minor differences. The low precision values of all four data sets [2.5_TOTAL], [2.5_INTERNAL], [4.5_TOTAL], and [4.5_INTERNAL] confirmed a good reproducibility referring to absolute deviations. With respect to precision, the maximum difference between the absolute deviations and the RMSE values was 16 µm. These small differences underline the good reproducibility as RMSE squares all deviations, because the RMSE is more sensitive to outliers.

For [2.5_INTERNAL] the mean trueness was 59 µm (SD ± 5 µm). Wesemann et al. revealed mean positive deviations around +174 µm [SD ± 66 µm] and mean negative deviations around −135 µm [SD ± 60 µm] using a DLP printer for occlusal devices with a material thickness of 1 mm [42]. In comparison, SLA technology showed mean positive deviations of +105 µm [SD ± 18 µm] and mean negative deviations of −85 µm [SD ± 15 µm] [42]. The present study exhibited lower results; [2.5_INTERNAL] showed a mean absolute deviation of 59 µm, while the DLP printer results described above would lead to mean deviation of 154.5 µm ((174 + 135)/2). The [4.5_INTERNAL] showed better results with an absolute mean trueness of 80 µm as well. The [2.5-INTERNAL] also achieved better trueness in contrast to the SLA printer which exhibited a mean absolute deviation of 95 µm ((105 + 85)/2).

Reymus et al. evaluated the accuracy of the intaglio surfaces of printed occlusal devices (material thickness: 2 mm) which were horizontally and vertically positioned on the building platform [17]. For horizontal positioning, trueness RMSE values of 71.30 µm [SD ± 2.11 µm] (OrthoClear, NextDent, Soesterberg, Netherlands), 101.99 µm [SD ± 4.79 µm] (Freeprint Splint, Detax, Ettingen, Germany) and 77.17 µm [SD ± 3.22 µm] (V-Splint, VOCO, Cuxhaven, Germany) were achieved using different DLP printers [17]. SLA resulted in RMSE values of 76.61 µm [SD ± 4.46 µm] (Dental LT, Formlabs, Massachusetts, US) [17]. The DLP printer investigated in the present study revealed better or similar results and was competitive to the SLA printer.

Reymus et al. also presented precision RMSE values of 31.12 µm [SD± 3.25 µm] (OrthoClear, D20 II), 41.22 µm [SD ± 8.27µm] (Freeprint Splint, D20 II), and 58.22 µm [SD ± 3.53 µm] (V-Splint, SolFlex 350) for horizontal positioning. The SLA printer revealed precision RMSE values of 51.80 µm [SD± 8.01 µm] (Dental LT, Form 2) [17]. The vertical orientation presented RMSE values of 19.42 µm [SD± 2.62 µm] (OrthoClear, D20 II), 19.47 µm [SD ± 2.82 µm] (Freeprint Splint, D20 II) and 24.40 µm [SD ± 2.48 µm] (V-Splint, SolFlex 350), and 109.20 µm [SD ± 13.50 µm] (Dental LT, Form 2) were described [17]. The study of Reymus et al. revealed that a different orientation of the printed object may lead to different trueness and precision values [17]. In our study, precision RMSE values were 19 µm [SD ± 10 µm] for [2.5_INTERNAL] and 31 µm [SD ± 13 µm] for [4.5_INTERNAL], so that the precision performed was comparable or better.

Studies evaluating the accuracy of CAD/CAM occlusal devices are limited. However, there are remotely comparable investigations focusing on the accuracy of denture bases [42]. Yoon et al. assessed the trueness of the intaglio surfaces of milled (MIL) and printed (DLP) mandibular complete denture bases [43]. They revealed negative and positive mean trueness values of 93 µm [SD ± 10 µm] and −68 [SD ± 10 µm] for DLP and 21 [SD ± 4 µm] and −43 µm [SD ± 4 µm] for MIL. In the present study, the intaglio surfaces showed an absolute mean trueness of 59 µm [SD ± 5 µm] for [2.5_INTERNAL] and of 80 µm [SD ± 9 µm] for [4.5_INTERNAL]. The comparison of the values of the present study with those of Yoon et al. have to be considered very carefully. Although mandibular denture bases have a similar extension to occlusal devices, their intaglio surface is less structured. Different test methods could have been applied in detail. When comparing the results for printed denture bases and printed occlusal devices, the transparency of the respective resin must be addressed [42]. Transparent resins can affect printing resolution due to the
The absence of absorbing pigments [42]. The depth of cure, determining the z-resolution, is influenced by the photoinitiator, pigments, dyes, or added UV absorbers, as well as exposure conditions such as wavelength, power, and exposure time/velocity [31]. UV absorbers are required when printing transparent materials [31].

Next to material qualities, there are other parameters which might compromise printing results. The orientation on the printer platform, layer thickness, the post-processing method, exposure times, x, y resolution, z resolution, detaching forces and printing technology must be acknowledged [17,44,45]. Thermal expansion or contraction during polymerization can cause dimensional errors, too, since these factors define the degree of polymerization shrinkage [44]. During post-processing additional polymerization using UV light and heat can result in further shrinkage with the occurrence of warping [45,46]. Park et al. analyzed the three-dimensional accuracy within the x, y, and z-axis [45]. Based on their findings, deviations of the z-axis were generally smaller than those in the x- and y-axis [45]. They stated that the z-axis is stationary during material application and moves to the next layer when printing pauses which they considered as a possible explanation [45]. Furthermore, they concluded that FFF and DLP printed casts tended to contract, whereas Polyjet and SLA groups expanded buccolingually and anterioposteriorly [45]. With respect to the DLP printer this statement could not be confirmed in the present study because [2.5_TOTAL] and [4.5_TOTAL] exhibited contrary deviation patterns.

To visualize shrinkage or other dimensional effects, color-coded deviation images are of major interest. These images allow us to determine recurring deviation patterns. The color-coded deviation images of all ten [2.5_TOTAL] scans show similar dimensional differences between them and their reference file. Looking at the external surface (Figure 2a), the posterior area seems to become wider with a simultaneous compression of the anterior area. A relative decrease of material, in relation to the reference file, is indicated by the color code at the posterior oral side. At the buccal posterior side, a relative increase can be noticed. In the anterior area the labial part of the device exhibits a relative reduction of the front arch and a corresponding addition of the oral area. Analyzing the internal surfaces (Figure 2b), a relative increase of the inner labial anterior area was visible. At the same time, a decrease at the inner oral anterior side was visible. In the posterior area, this phenomenon was exactly the opposite.

Figure 2. Representative example of the surface deviations of [2.5_TOTAL] (Scale +/- 150 µm) from the reference data file with respect to the; (a) external surface; (b) internal surface.

For the [4.5_TOTAL] occlusal devices, a different pattern of increase and decrease of material was observed in comparison to the reference file. Regarding the external surfaces (Figure 3a), the posterior oral side showed a material increase which was more prominent on the left side than on the right side. On the respective internal surfaces (Figure 3b) of the posterior oral side, a corresponding decrease was visible. The posterior buccal area showed a relative increase of material at the inner side and a decrease at the outer side. As a result, the arch of the occlusal device becomes narrower.
Figure 3. Representative example of the surface deviations of [4.5_TOTAL] (Scale +/- 150 µm) from the reference data file with respect to the; (a) external surface; (b) internal surface.

These asymmetrical observations between [2.5_TOTAL] and [4.5_TOTAL] could be explained by the orientation of the object on the building platform (Figure 4). The inclination and tilting influence the draining of the polymer during printing when the platform is vertically moved. The post processing including rinsing and the post polymerization may have been influenced by the position, too. The 2.5 and 4.5 occlusal devices were not identically positioned on the building platform. “Optimized quality” was chosen as orientation strategy. The aim of the “optimized quality” option is that the best possible position of the printed object on the platform is calculated by the CAM software. In this way, uncured polymer residues and unsupported undercuts are avoided, and functional/intaglio surfaces are protected from the placement of support structures. Dependent on the different dimensions the 2.5 and 4.5 samples were positioned differently on the platform by the software when choosing the “optimized quality” option. These observations require further tests by varying the orientation of the occlusal devices on the building platform.

Of course, the higher volume of the [4.5_TOTAL] compared to [2.5_TOTAL] may have been also a co-factor for higher trueness values. As discussed, the percentage of shrinkage of both devices was similar.

Figure 4. Orientations of the occlusal devices on the building platform (a) 2.5 (b) 4.5.

Limitations

Since the support structures were placed on the external surfaces of the devices, some residues were left after removal. These residues are included in the volume calculation (Figure 2a) due to no further processing of the devices. In consequence, the devices’ volumes are distorted a bit towards the original volume.
The present study was limited to the comparison of the CAM file with the corresponding printed sample. Of course, this is the correct approach to evaluate the pure deviation between virtual file and physical object. However, for the evaluation of the clinical practicability the entire workflow including impression taking must be investigated.

As mentioned before, the dimensions of an object decisively influence the print parameters such as platform orientation and, in consequence, the print result. In the present study only one situation represented by one single cast and one design were used. More studies investigating a higher variety of shapes would be desirable.

5. Conclusions

In this paper we evaluated the trueness and precision of 3D printed occlusal devices with different height and volumes ([2.5_TOTAL] and [4.5_TOTAL]) obtained from a DLP printer using a transparent resin. The occlusal devices [2.5_TOTAL] were less voluminous than the [4.5_TOTAL]. The applied layer thickness of 50 µm was representative of a high detail level. We can draw the following conclusions from the results:

− The printing and post-processing process were accompanied by a minimal shrinkage. The volume of the printed objects was between 2.11% and 2.35% less in comparison to the CAM files, which served as blueprint;
− Within their groups, the [2.5_TOTAL] and [4.5_TOTAL] devices showed identical dimensional deviations in comparison to their corresponding stl references. However, between the two groups different deviation patterns were observed. The [2.5_TOTAL] were wider in the posterior region and compressed in the anterior area. The [4.5_TOTAL] showed a compression of the posterior area;
− These observations confirmed that deviation patterns are not rigidly associated with the specific printer system but with different parameters. The different platform orientations specified by the CAM software for [2.5_TOTAL] and [4.5_TOTAL] and the different volumes could be identified as such influential variables;
− The results revealed a high precision. The absolute mean deviation values were 19 µm for [2.5_TOTAL] and 26 µm for [4.5_TOTAL]. The high precision was underlined to be the more outlier sensitive RMSE value which revealed 34 µm for [2.5_TOTAL] and 42 µm for [4.5_TOTAL];
− The absolute mean trueness was 68 µm for [2.5_TOTAL] and 90 µm for [4.5_TOTAL]. The median RMSE results were 88 µm for [2.5_TOTAL] and 122 µm for [4.5_TOTAL]. Thus, the results were comparable with previously published printer results;
− There were statistically significant differences between [2.5_TOTAL] and [4.5_TOTAL] and between [2.5_INTERNAL] and [4.5_INTERNAL] with respect to trueness and precision values.

The orientation of the printed parts on the building platform could be a decisive co-factor influencing accuracy.

A higher volume of printed objects resulted in increased deviations regarding trueness and precision.

Trueness and precision values of the tested digital light processing printer were competitive to the results published for other printers when occlusal devices were evaluated.
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