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Abstract

The product of a complex skew-symmetric matrix and its conjugate transpose is a positive semi-definite Hermitian matrix with nonnegative eigenvalues, with a property that each distinct positive eigenvalue has even multiplicity. This property plays a key role for Professor Loo-Keng Hua to establish the unitary equivalence theorem for complex skew-symmetric matrices. We show that this property is no longer true for quaternion skew-symmetric matrices. This poses a difficulty for finding the canonical form of a quaternion skew-symmetric matrix under unitary equivalence, which may be crucial for the spectral theory of dual quaternion matrices. We show that the inverse of a quaternion skew-symmetric matrix may not be skew-symmetric though the inverse of a nonsingular complex skew-symmetric matrix is always skew-symmetric. We also present the concept of basic quaternion skew-symmetric matrices.
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1 Introduction

In 1944, Loo-Keng Hua established the following theorem for unitary equivalence of complex skew-symmetric matrices. See Theorem 7 of [11].

Theorem 1.1. Suppose that $Z$ is an $n \times n$ nonsingular complex skew-symmetric matrix. Then we have an $n \times n$ unitary matrix $U$ such that

$$UZU^\top = \Sigma,$$

(1)
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where $\Sigma$ is a block diagonal matrix,

$$\Sigma = \text{diag} \left( \begin{bmatrix} 0 & \sigma_1 \\ -\sigma_1 & 0 \end{bmatrix}, \ldots, \begin{bmatrix} 0 & \sigma_k \\ -\sigma_k & 0 \end{bmatrix} \right),$$

$\sigma_1, \ldots, \sigma_k$ are real nonzero numbers, $\sigma_1^2, \sigma_1^2, \ldots, \sigma_k^2, \sigma_k^2$ are the eigenvalues of the positive definite Hermitian matrix $-Z\bar{Z}$, and $n = 2k$.

Hua [11] pointed out that this theorem may be extended to the singular case without any difficulty.

The proof of Hua’s theorem is elegant. Unaware of this result, in 1960, Stander and Wiegmann [15] reproved this result and extended it to quaternion skew-symmetric matrices. In 1961, Youla [18] pointed out this, and established a unitary equivalence result for more general complex matrices.

In [13], we introduced eigenvalues and subeigenvalues for dual complex matrices. We derived an eigenvalue and subeigenvalue decomposition theorem for dual complex Hermitian matrices. Then we presented singular value decomposition for general dual complex matrices. In that process, we applied Theorem 1.1.

The product of a complex matrix and its conjugate transpose is a positive semi-definite Hermitian matrix with nonnegative eigenvalues. The product of a quaternion matrix and its conjugate transpose is still a positive semi-definite Hermitian matrix with nonnegative right eigenvalues.

For a complex skew-symmetric matrix, each distinct positive eigenvalue of such a product has even multiplicity. The proof of Theorem 1.1 used this property of complex skew matrices. In this paper, we show that this property does not hold for quaternion skew-symmetric matrices. This poses a difficulty for finding the canonical form of a quaternion skew-symmetric matrix under unitary equivalence, which may be crucial for the spectral theory of dual quaternion matrices.

In the next section, we summarize some preliminary knowledge on quaternions and quaternion matrices.

We show in Section 3 that if one tries to extend Theorem 1.1 to quaternion matrices directly, then it is necessary to show that each distinct positive right eigenvalue of the product of a quaternion skew-symmetric matrix and its conjugate transpose has even multiplicity.

In Section 4, we present a thorough analysis on this issue for $2 \times 2$ and $3 \times 3$ quaternion skew-symmetric matrices. We show that the product of a $2 \times 2$ nonzero quaternion skew-symmetric matrix and its conjugate transpose has only one double positive right eigenvalue 1. Thus, this property is not violated in the $2 \times 2$ case. Then we present a condition for a $3 \times 3$ nonzero quaternion skew-symmetric matrix that its product with its conjugate transpose has a zero right eigenvalue and a double positive right eigenvalue. If this condition is violated, then that product has three positive right eigenvalues. We show that these positive right eigenvalues
can be distinct to each other. Hence, Theorem 1.1 cannot be extended to quaternion matrices directly. Some changes are needed.

It is a common knowledge that the inverse of a nonsingular complex skew-symmetric matrix is always skew-symmetric. In Section 5, we show that the inverse of a $3 \times 3$ quaternion skew-symmetric matrix, if exists, is not skew-symmetric.

Then, in Section 6, we present the concept of basic quaternion skew-symmetric matrices.

In Section 7, we show that the canonical form of a quaternion skew-symmetric matrix under unitary equivalence is important for studying spectral theory of dual quaternion matrices, while dual quaternions are widely used in robotics and computer graphics. Thus, it is a challenging and meaningful task to extend Theorem 1.1 to quaternion skew-symmetric matrices.

## 2 Quaternions and Quaternion Matrices

In this section, we collect some basic knowledge about quaternions and quaternion matrices [5, 13, 17, 19].

### 2.1 Quaternions

Let $\mathbb{R}$, $\mathbb{C}$ and $\mathbb{Q}$ be the sets of the real numbers, the complex numbers and the quaternions, respectively. Denote scalars, vectors and matrices by small letters, bold small letters and capital letters, respectively. A quaternion $q$ has the form

$$q = q_0 + q_1i + q_2j + q_3k,$$

where $q_0, q_1, q_2$ and $q_3$ are real numbers, $i, j$ and $k$ are three imaginary units of quaternions, satisfying

$$i^2 = j^2 = k^2 = ijk = -1,$$

$$ij = -ji = k, \quad jk = -kj = i, \quad ki = -ik = j.$$

The real part of $q$ is $\text{Re}(q) = q_0$. The imaginary part of $q$ is $\text{Im}(q) = q_1i + q_2j + q_3k$. A quaternion is called imaginary if its real part is zero. The multiplication of quaternions satisfies the distribution law, but is noncommutative.

The conjugate of $q = q_0 + q_1i + q_2j + q_3k$ is

$$\bar{q} \equiv q^* = q_0 - q_1i - q_2j - q_3k.$$

The magnitude of $q$ is

$$|q| = \sqrt{q_0^2 + q_1^2 + q_2^2 + q_3^2}.$$

It follows the inverse of a nonzero quaternion $q$ is given by

$$q^{-1} = \frac{\bar{q}}{|q|^2}.$$
Two quaternions $p$ and $q$ are said to be similar if there exists a nonzero $u$ such that $u^{-1}pu = q$. This is denoted as $p \sim q$. Then $\sim$ is an equivalence relation. Denote the equivalence class containing $q$ by $[q]$. If $p \sim q$, then $|p| = |q|$. Note that if $q$ is real, $[q]$ is a singleton.

A quaternion $q$ is called a unit quaternion if $|q| = 1$. Let $S^3$ be the set of all unit quaternions, and $S^2$ be the set of all unit imaginary quaternions. Then, by $[5]$, for any $q \in S^3$, the Euler formula

$$q = e^{\omega \theta} = \cos \theta + \omega \sin \theta,$$

still holds, where $\omega \in S^2$ and $\theta \in \mathbb{R}$.

Denote the $n$-dimensional quaternion vector space by $\mathbb{Q}^n$. For $x = (x_1, \cdots, x_n)^\top \in \mathbb{Q}^n$, we have $x^* = (\bar{x}_1, \cdots, \bar{x}_n)$, and

$$\|x\|^2 = x^*x = |x_1|^2 + \cdots + |x_n|^2.$$

Let $x, y \in \mathbb{Q}^n$. If $x^*y = 0$, then we say that $x$ and $y$ are orthogonal. If $x^{(1)}, \cdots, x^{(n)} \in \mathbb{Q}^n$,

$$(x^{(i)})^*x^{(j)} = \delta_{ij},$$

for $i, j = 1, \cdots, n$, where $\delta_{ij}$ is the Kronecker symbol, then $\{x^{(1)}, \cdots, x^{(n)}\}$ forms an orthonormal basis of $\mathbb{Q}^n$.

### 2.2 Quaternion Matrices

Denote the collections of real, complex and quaternion $m \times n$ matrices by $\mathbb{R}^{m \times n}$, $\mathbb{C}^{m \times n}$ and $\mathbb{Q}^{m \times n}$, respectively.

A quaternion matrix $A = (a_{ij}) \in \mathbb{Q}^{m \times n}$ can be denoted as

$$A = A_0 + A_1i + A_2j + A_3k,$$

where $A_0, A_1, A_2, A_3 \in \mathbb{R}^{m \times n}$. The transpose of $A$ is $A^\top = (a_{ji})$. The conjugate of $A$ is $A = (\bar{a}_{ij})$. The conjugate transpose of $A$ is $A^* = (\bar{a}_{ji}) = A^\top$.

The Frobenius norm of $A$ is

$$\|A\|_F = \sqrt{\sum_{i=1}^m \sum_{j=1}^n |a_{ij}|^2}.$$

Let $A \in \mathbb{Q}^{m \times n}$ and $B \in \mathbb{Q}^{n \times r}$. Then we have $(AB)^* = B^*A^*$. But in general, $(AB)^\top \neq B^\top A^\top$ and $\overline{AB} \neq \overline{BA}$ in general.

A square quaternion matrix $A \in \mathbb{Q}^{n \times n}$ is called normal if $A^*A = AA^*$, Hermitian if $A^* = A$; unitary if $A^*A = I$; and invertible (nonsingular) if $AB = BA = I$ for some $B \in \mathbb{Q}^{n \times n}$. We have $(AB)^{-1} = B^{-1}A^{-1}$ if $A$ and $B$ are invertible, and $(A^*)^{-1} = (A^{-1})^*$ if $A$ is invertible.

A Hermitian matrix $A \in \mathbb{Q}^{n \times n}$ is called positive semi-definite if for any $x \in \mathbb{Q}$, $x^*Ax \geq 0$; $A$ is called positive definite if for any $x \in \mathbb{Q}$ with $x \neq 0$, we have $x^*Ax > 0$. 
A square quaternion matrix $A \in \mathbb{Q}^{n \times n}$ is unitary if and only if its column (row) vectors form an orthonormal basis of $\mathbb{Q}^n$.

Suppose that $A \in \mathbb{Q}^{n \times n}$, $x \in \mathbb{Q}^n$, $x \neq 0$, and $\lambda \in \mathbb{Q}$, satisfy

$$Ax = x\lambda. \quad (4)$$

Then $\lambda$ is called a right eigenvalue of $A$, with $x$ as an associated right eigenvector. If $\lambda$ is complex and its imaginary part is nonnegative, then $\lambda$ is called a standard right eigenvalue of $A$. The following theorem collects some known results of the right eigenvalues of quaternion matrices [17].

**Theorem 2.1.** Suppose that $A \in \mathbb{Q}^{n \times n}$. Then we have the following properties of the right eigenvalues of $A$.

1. If $\lambda \in \mathbb{Q}$ is a right eigenvalue of $A$, then any $\mu \in [\lambda]$ is also a right eigenvalue of $A$ with the same right eigenvectors.
2. If $\lambda \in \mathbb{C}$ is a right eigenvalue of $A$, then any $\bar{\lambda}$ is also a right eigenvalue of $A$ with the same right eigenvectors.
3. $A$ has exactly $n$ standard right eigenvalues.
4. $A$ is normal if and only if there is a unitary matrix $U \in \mathbb{Q}^{n \times n}$ such that

$$U^*AU = D = \text{diag}(\lambda_1, \ldots, \lambda_n), \quad (5)$$

where $\lambda_1, \ldots, \lambda_n$ are right eigenvalues of $A$.
5. $A$ is Hermitian if and only if $A$ is normal, and all the right eigenvalues of $A$ are real.
6. If $A$ is Hermitian, then $A$ has exactly $n$ real right eigenvalues, and there is a unitary matrix $U \in \mathbb{Q}^{n \times n}$ such that (5) holds with $\lambda_1 \geq \cdots \geq \lambda_n$ as the real right eigenvalues of $A$; $A$ is positive semi-definite if and only if $\lambda_n \geq 0$; $A$ is positive definite if and only if $\lambda_n > 0$.
7. $A$ is unitary if and only if $A$ is normal, and all the right eigenvalues of $A$ are in $S^3$.

The following proposition is also not difficult to prove.

**Proposition 2.2.** Suppose that $A \in \mathbb{Q}^{n \times n}$ is Hermitian. Then $A$ has $n$ real right eigenvalues $\lambda_1 \geq \cdots \geq \lambda_n$. If $\lambda_i \neq \lambda_j$, $x$ and $y$ are right eigenvectors of $A$, associated with $\lambda_i$ and $\lambda_j$ respectively, then $x$ and $y$ are orthogonal. If $\lambda$ is an right eigenvalue of $A$ with multiplicity $k$, then there are $k$ right eigenvectors of $A$, associated with $\lambda$, such that they are orthogonal to each other.

## 3 Possible Extension of Hua’s Theorems to Quaternion Matrices

In Theorem [11] a complex skew-symmetric matrix $Z$ is turned to the block diagonal form $\Sigma$ via a complex unitary matrix $U$ such that $UZU^\top = \Sigma$ [11] [15] [18]. For a quaternion skew-symmetric matrix $Z$, we wish to find a quaternion unitary matrix $U$ such that $UZU^* = \Sigma$,.
where $\Sigma$ is a block diagonal matrix. This is called a canonical form under congruence \[14\]. It is useful in deriving spectral theorem of dual quaternion Hermitian matrices. In Section 7, we will briefly describe this relation. However, we only found canonical form under congruence for quaternion symmetric matrices and quaternion skew-Hermitian matrices \[14, 15\]. Thus, we wonder if we can extend Theorem 1.1 to quaternion skew-symmetric matrices.

Theorem 1.1 of this paper, i.e., Theorem 7 of \[11\] is based upon Theorem 5 of \[11\]. The first half of Theorem 6 of \[11\] is easy to be extended to quaternion matrices.

**Proposition 3.1.** Suppose that $Z \in \mathbb{Q}^{n \times n}$ is a skew-symmetric matrix, i.e., $Z = -Z^\top$. Then $W \equiv -Z \bar{Z}$ is a positive semidefinite Hermitian matrix.

**Proof.** Clearly, $-Z \bar{Z} = ZZ^*$. Thus, $W \equiv -Z \bar{Z}$ is Hermitian and positive semidefinite. \qed

The second half of Theorem 6 of \[11\] says that the characteristic polynomial of $-Z \bar{Z}$ is a perfect square. This implies that in the complex case, each distinct positive eigenvalue of $-Z \bar{Z}$ has even multiplicity. In the next section we will show that this is no longer true for quaternion matrices.

### 4 Quaternion Skew-Symmetric Matrices

We first consider the case that $n = 2$.

**Proposition 4.1.** Suppose that $Z = (z_{ij}) \in \mathbb{Q}^{2 \times 2}$ is a skew-symmetric matrix, and $Z \neq O$. Then $W = -Z \bar{Z}$ has a double positive right eigenvalue $|a|^2$, where $a = z_{12} \neq 0$.

**Proof.** A $2 \times 2$ quaternion skew-symmetric matrix $Z$ has the form

$$Z = \begin{bmatrix} 0 & a \\ -a & 0 \end{bmatrix},$$

where $a \in \mathbb{Q}$. Since $Z \neq 0$, $a \neq 0$.

Then

$$W \equiv -Z \bar{Z} = ZZ^* = -\begin{bmatrix} 0 & a \\ -a & 0 \end{bmatrix} \begin{bmatrix} 0 & \bar{a} \\ \bar{a} & 0 \end{bmatrix} = \begin{bmatrix} a\bar{a} & 0 \\ 0 & a\bar{a} \end{bmatrix} = |a|^2 I_2.$$

Since $Z \neq O$, $a \neq 0$. Then, $W$ has a double positive right eigenvalue $|a|^2$. \qed

Hence, if $n = 2$, the claim of Theorem 6 of Hua \[11\] may still be extended to the quaternion case. We now consider the case that $n = 3$. 

```
If $Z \in \mathbb{Q}^{3 \times 3}$ is a nonzero skew-symmetric matrix, then $Z$ has the form
\[
Z = \begin{bmatrix}
0 & a & c \\
-a & 0 & b \\
-c & -b & 0
\end{bmatrix},
\]
where $a, b, c \in \mathbb{Q}$, and $a$, $b$ and $c$ are not all 0. We may divide the situation to two cases, $a = 0$ and $a \neq 0$. If $a = 0$, then
\[
Z = \begin{bmatrix}
0 & 0 & c \\
0 & 0 & b \\
-c & -b & 0
\end{bmatrix},
\]
and not both $b$ and $c$ are 0. If $a \neq 0$, without loss of generality, we may assume that $a = 1$, and
\[
Z = \begin{bmatrix}
0 & 1 & c \\
-1 & 0 & b \\
-c & -b & 0
\end{bmatrix}.
\]
where $b, c \in \mathbb{Q}$.

Theorem 4.2. Suppose that $Z \in \mathbb{Q}^{3 \times 3}$, $Z \neq O$, and is in either case (7) or case (8). Then $W = -ZZ^* = ZZ^+$ has a zero right eigenvalue and a double positive right eigenvalue if in either case (7) or case (8) with $\bar{b}\bar{c} = \bar{c}\bar{b}$. In case (8) with $\bar{b}\bar{c} \neq \bar{c}\bar{b}$, $W$ has three positive right eigenvalues. In this case, it is possible that these three positive right eigenvalues are distinct to each other.

Proof. In case (7), since $Z \neq O$, $|b|^2 + |c|^2 \neq 0$. Then we may derive that $W$ has a zero right eigenvalue and a double positive right eigenvalue $1 + |b|^2 + |c|^2$.

We now consider case (8). We have
\[
W = \begin{bmatrix}
1 + |c|^2 & \bar{c}\bar{b} & -\bar{b} \\
\bar{b}\bar{c} & 1 + |b|^2 & \bar{c} \\
-b & c & |c|^2 + |b|^2
\end{bmatrix}
\]
By [17], we have
\[
\bar{c}\bar{b} = \bar{b}\bar{c}.
\]
This confirms that $W$ is Hermitian.

If $\bar{b}\bar{c} = \bar{c}\bar{b}$, then by computation, we may derive that $W$ has a zero right eigenvalue and a double positive right eigenvalue $1 + |b|^2 + |c|^2$.

Suppose now that $\bar{b}\bar{c} \neq \bar{c}\bar{b}$. Then, we have
\[
\bar{Z} = \begin{bmatrix}
0 & 1 & \bar{c} \\
-1 & 0 & \bar{b} \\
-\bar{c} & -\bar{b} & 0
\end{bmatrix},
\]
Suppose that $\bar{Z}x = 0$. Let $x = (x_1, x_2, x_3)^T$. Then we have

\begin{align*}
x_2 + \bar{c}x_3 &= 0, \quad (9) \\
-x_1 + \bar{b}x_3 &= 0, \quad (10) \\
-\bar{c}x_1 - \bar{b}x_2 &= 0. \quad (11)
\end{align*}

Substituting (9) and (10) to (11), we have

\[(-\bar{c}b + \bar{b}c)x_3 = 0.\]

Since $\bar{b}c \neq \bar{c}b$, $-\bar{c}b + \bar{b}c \neq 0$. Thus, $x_3 = 0$. By (9) and (10), we have $x_1 = x_2 = 0$. Hence, $x = 0$. Since $Z^* = -Z$, we have $-\bar{Z}Z = ZZ^*$. By Proposition 3.1, $-\bar{Z}Z = ZZ^*$ is Hermitian.

For any $x \in \mathbb{Q}^3$, $x \neq 0$, by the above discussion, $Z^*x = -\bar{Z}x \neq 0$. Then

\[x^*(-Z\bar{Z})x = x^*(ZZ^*)x = (Z^*x)(Z^*x) = |Z^*x|^2 > 0.\]

Hence, $-\bar{Z}Z = ZZ^*$ is positive definite. By Theorem 2.1, it has three positive right eigenvalues.

We may let $b = i + j$ and $c = i + 2j$. Then $bc = -3 + k \neq -3 - k = cb$. Then

\[W = \begin{bmatrix} 6 & 3 + k & i + j \\ 3 - k & 3 & -i - 2j \\ -i - j & i + 2j & 7 \end{bmatrix}.\]

By computation, we see that $W$ has three distinct right eigenvalues $\lambda_1 \approx 0.0635$, $\lambda_2 \approx 7.5726$ and $\lambda_3 \approx 8.6789$.

From this theorem, we may derive the following conclusion.

**Theorem 4.3.** Suppose that $Z \in \mathbb{Q}^{3 \times 3}$, $Z \neq O$, and is in the general form (6). Then $W \equiv \bar{Z}Z = ZZ^*$ has three positive right eigenvalues if and only if $a \neq 0$ and

\[ca^{-1}b \neq ba^{-1}c.\] (12)

Otherwise, $W$ has a zero right eigenvalue and a double positive right eigenvalue $|a|^2 + |b|^2 + |c|^2$.

**Proof.** By Theorem 4.2, $W$ has three positive right eigenvalues if and only if $a \neq 0$ and

\[\frac{a^{-1}b}{a^{-1}c} \neq \frac{a^{-1}c}{a^{-1}b}.\] (13)

However,

\[
\frac{a^{-1}b}{a^{-1}c} = (a^{-1}b)^*(a^{-1}c)^* = (a^{-1}c)(a^{-1}b)^* = (a^{-1}ca^{-1}b)^*, \\
\frac{a^{-1}c}{a^{-1}b} = (a^{-1}c)^*(a^{-1}b)^* = (a^{-1}b)(a^{-1}c)^* = (a^{-1}ba^{-1}c)^*.
\]

Thus, (12) and (13) are equivalent.

Hence, for $n = 3$, in case (6) with (12), $W$ has three positive right eigenvalues. In this case, the claim of Theorem 6 of Hua [11] cannot be extended to the quaternion case, i.e., Theorem 4.1 cannot be extended to quaternion matrices directly. Some changes are needed.
5 Inverses of Skew-Symmetric Matrices

Suppose that \( Z \in \mathbb{C}^{n \times n} \) is a nonsingular complex skew-symmetric matrix. Then
\[
(Z^{-1})^\top = (Z^\top)^{-1} = (-Z)^{-1} = -Z^{-1},
\]
i.e., its inverse is also a skew-symmetric matrix.

Now we consider quaternion skew-symmetric matrices.

A \( 2 \times 2 \) nonzero quaternion skew-symmetric matrix \( Z \) has the form
\[
Z = \begin{bmatrix} 0 & a \\ -a & 0 \end{bmatrix},
\]
where \( a \in \mathbb{Q}, a \neq 0 \). Then we have
\[
Z^{-1} = \begin{bmatrix} 0 & -a^{-1} \\ a^{-1} & 0 \end{bmatrix},
\]
which is a skew-symmetric matrix. In general, we say a \( n \times n \) nonzero quaternion skew-symmetric matrix \( Z \) is solid if \( W \equiv -Z\bar{Z} = ZZ^* \) is positive definite. Then we have the following proposition.

**Proposition 5.1.** For a \( 3 \times 3 \) quaternion skew-symmetric matrix \( Z \), if it is invertible, then its inverse is not a skew-symmetric matrix.

**Proof.** By Theorem 4.2, clearly, if \( Z \) is invertible, then it must be solid. We may consider the case \( \boxtimes \) with \( \bar{b}c \neq \bar{c}b \). The general case may be derived here. If \( Z^{-1} \) is skew-symmetric, then we may assume
\[
Z^{-1} = \begin{bmatrix} 0 & d & f \\ -d & 0 & e \\ -f & -d & 0 \end{bmatrix}.
\]
By \( ZZ^{-1} = I \), we may derive that \( d = e = f = 0 \). This leads to a contradiction. Thus, \( Z^{-1} \), if exists, must not be skew-symmetric in this case. \(\square\)

**Question** For \( n = 3 \), can we show that the quaternion skew-symmetric matrix is invertible if it is solid? Can we give a general form of \( Z^{-1} \) in this case?

6 Basic Quaternion Skew-Symmetric Matrices

Let \( Z \in \mathbb{Q}^{n \times n} \) be a skew-symmetric matrix, \( Z \neq O \). We may define basic quaternion skew-symmetric matrices by induction. We call all \( 2 \times 2 \) nonzero quaternion skew-symmetric matrices basic quaternion skew-symmetric matrices as the starting point. For \( n > 2 \), we say a quaternion skew-symmetric matrix \( Z \) is basic if there is no unitary matrix \( U \) such that \( UZU^* = \Sigma \) where \( \Sigma \)
is a block diagonal matrix and each block of Σ is a lower dimensional skew-symmetric matrix. Then, for \( n = 3 \), a nonsingular skew-symmetric matrix is a basic quaternion skew-symmetric matrix.

We randomly generate \( 4 \times 4 \) quaternion skew-symmetric matrices and make computation. We find that there are examples that there is a \( 4 \times 4 \) quaternion skew-symmetric matrix \( Z \) such that \( W \equiv -Z\bar{Z} = ZZ^* \) has four distinct positive right eigenvalues. This indicates that there are \( 4 \times 4 \) basic quaternion skew-symmetric matrices. The following is such an example.

**Example 6.1.** Let \( Z = Z_1 + Z_2 i + Z_3 j + Z_3 k \) with 

\[
Z_1 = \begin{pmatrix}
0 & 1 & 3 & -25 \\
-1 & 0 & -13 & -10 \\
-3 & 13 & 0 & 10 \\
25 & 10 & -10 & 0
\end{pmatrix}, \quad Z_2 = \begin{pmatrix}
0 & 3 & 1 & 7 \\
-3 & 0 & 1 & -6 \\
-1 & -1 & 0 & 13 \\
-7 & 6 & -13 & 0
\end{pmatrix}, \quad Z_3 = \begin{pmatrix}
0 & 4 & -1 & -3 \\
-4 & 0 & 1 & 0 \\
1 & -1 & 0 & 3 \\
3 & 0 & -3 & 0
\end{pmatrix}, \quad \text{and } Z_4 = \begin{pmatrix}
0 & -1 & 0 & 9 \\
1 & 0 & -12 & -3 \\
0 & 12 & 0 & 3 \\
-9 & 3 & -3 & 0
\end{pmatrix}.
\]

Since \( Z_i \)'s \( (i = 1, \cdots, 4) \) are skew-symmetric, we have that \( Z \in \mathbb{Q}^{4 \times 4} \) is skew-symmetric. By computation, we find that all the four right eigenvalues of \( W = -Z\bar{Z} \) are \( \lambda_1 \approx 131.4, \lambda_2 \approx 235.5, \lambda_3 \approx 1238.3, \) and \( \lambda_4 \approx 1482.9 \).

**Conjecture** For each \( n \geq 4 \), there are \( n \times n \) basic quaternion skew-symmetric matrices.

The right answer to the above conjecture will be important for establishing unitary equivalence theorem of quaternion skew-symmetric matrices.

### 7 Spectral Theory of Dual Quaternion Matrices

Quaternions were introduced by Hamilton in 1843 [10]. In 1873, Clifford [6] introduced dual numbers, dual complex numbers and dual quaternions. This results a new branch of algebra - geometric algebra or Clifford algebra. Now, dual numbers, dual complex numbers and dual quaternions have found wide applications in automatic differentiation, geometry, mechanics, rigid body motions, robotics and computer graphics [1, 3, 4, 7, 8, 12, 16].

The further study and applications of dual numbers, dual complex numbers and dual quaternions inevitably lead to the study on dual number matrices, dual complex matrices, dual quaternion matrices and their spectral theories [2, 9, 13]. In particular, recently, Gutin [9] studied spectral theory and singular value decomposition of dual number matrices, and we [13] studied spectral theory and singular value decomposition of dual complex matrices. Surely, the next step will be the study of the spectral theory and singular value decomposition of dual quaternion matrices. However, as we know, the development of spectral theory and singular value decomposition of dual quaternion matrices is highly related with the spectral theorem of
quaternion skew-symmetric matrices. This leads us to study this topic. In the following, we briefly describe this relation.

We may denote the set of dual quaternions as $\mathbb{DQ}$. A dual quaternion $q \in \mathbb{DQ}$ has the form

$$q = q_{st} + q_I \epsilon,$$

where $q_{st}, q_I \in \mathbb{DQ}$ are the standard part and the infinitesimal part of $q$ respectively, $\epsilon$ is the infinitesimal unit, satisfying $\epsilon^2 = 0$. The conjugate of $q$ is

$$\bar{q} = \bar{q}_{st} - q_I \epsilon.$$

Denote the collections of $m \times n$ dual quaternion matrices by $\mathbb{DQ}^{m \times n}$. Then $A \in \mathbb{DQ}^{m \times n}$ can be written as

$$A = A_{st} + A_I \epsilon,$$

where $A_{st}, A_I \in \mathbb{DQ}^{m \times n}$ are the standard part and the infinitesimal part of $A$ respectively. In the study of spectral theory of dual quaternion matrices, the core part would be the spectral theory of dual quaternion Hermitian matrices. Then, $A$ is a dual quaternion Hermitian matrix if and only if $A_{st}$ is a quaternion Hermitian matrix, and $A_I$ is a quaternion skew-symmetric matrix. This is the relation between the spectral theory of dual quaternion matrices and the spectral theorem of quaternion skew-symmetric matrices, i.e., a canonical form of quaternion skew-symmetric matrices under congruence.

Then, the answer to the conjecture in the last section will also be important for establishing spectral theory of dual quaternion matrices.
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