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Abstract

Traditional graph-based semi-supervised learning (SSL) approaches are not suited for massive data and large label scenarios since they scale linearly with the number of edges $|E|$ and distinct labels $m$. To deal with the large label size problem, recent works propose sketch-based methods to approximate the label distribution per node thereby achieving a space reduction from $O(m)$ to $O(\log m)$, under certain conditions. In this paper, we present a novel streaming graph-based SSL approximation that effectively captures the sparsity of the label distribution and further reduces the space complexity per node to $O(1)$. We also provide a distributed version of the algorithm that scales well to large data sizes. Experiments on real-world datasets demonstrate that the new method achieves better performance than existing state-of-the-art algorithms with significant reduction in memory footprint. Finally, we propose a robust graph augmentation strategy using unsupervised deep learning architectures that yields further significant quality gains for SSL in natural language applications.

1 Introduction

Semi-supervised learning (SSL) methods use small amounts of labeled data along with large amounts of unlabeled data to train prediction systems. Such approaches have gained widespread usage in recent years and have been rapidly supplanting supervised systems in many scenarios owing to the abundant amounts of unlabeled data available on the Web and other domains. Annotating and creating labeled training data for many predictions tasks is quite challenging because it is often an expensive and labor-intensive process. On the other hand, unlabeled data is readily available and can be leveraged by SSL approaches to improve the performance of supervised prediction systems.

There are several surveys that cover various SSL methods in the literature [25, 37, 8, 6]. The majority of SSL algorithms are computationally expensive; for example, transductive SVM [16]. Graph-based SSL algorithms [35, 17, 33, 4, 26, 30] are a subclass of SSL techniques that have received a lot of attention recently, as they scale much better to large problems and data sizes. These methods exploit the idea of constructing and smoothing a graph in which data (both labeled and unlabeled) is represented by nodes and edges link vertices that are related to each other. Edge weights are defined using a similarity function on node pairs and govern how strongly the labels of the nodes connected by the edge should agree. Graph-based methods based on label propagation [38, 29] work by using class label information associated with each labeled "seed" node, and propagating these labels over the graph in a principled, iterative manner. These methods often converge quickly and their time and space complexity scales linearly with the number of edges $|E|$ and number of labels $m$. Successful applications include a wide range of tasks in computer vision [36], information retrieval (IR) and social networks [34] and natural language processing (NLP); for example, class instance acquisition and relation prediction, to name a few [30, 27, 19].

Several classification and knowledge expansion type of problems involve a large number of labels in real-world scenarios. For instance, entity-relation classification over the widely used Freebase taxonomy requires learning over thousands of labels which can grow further by orders when extending to open-domain ex-
traction from the Web or social media; scenarios involving complex overlapping classes \cite{7}; or fine-grained classification at large scale for natural language and computer vision applications \cite{28} \cite{13}. Unfortunately, existing graph-based SSL methods cannot deal with large $m$ and $|E|$ sizes. Typically individual nodes are initialized with sparse label distributions, but they become dense in later iterations as they propagate through the graph. Talukdar and Cohen \cite{28} recently proposed a method that seeks to overcome the large scale problem by using a Count-Min Sketch \cite{10} to approximate labels and their scores for each node. This reduces the memory complexity to $O(\log m)$ from $O(m)$. They also report improved running times when using the sketch-based approach. However, in real-world applications, the number of actual labels $k$ associated with each node is typically sparse even though the overall label space may be huge; i.e., $k \ll m$. Cleverly leveraging sparsity in such scenarios can yield huge benefits in terms of efficiency and scalability. While the sketching technique from \cite{28} approximates the label space succinctly, it does not utilize the sparsity (a naturally occurring phenomenon in real data) to full benefit during learning.

**Contributions:** In this paper, we propose a new graph propagation algorithm for general purpose semi-supervised learning with applications for NLP and other areas. We show how the new algorithm can be run efficiently even when the label size $m$ is huge. At its core, we use an approximation that effectively captures the sparsity of the label distribution and ensures the algorithm propagates the labels accurately. This reduces the space complexity per node from $O(m)$ to $O(k)$, where $k \ll m$ and a constant (say, 5 or 10 in practice), so $O(1)$ which scales better than previous methods. We show how to efficiently parallelize the algorithm by proposing a distributed version that scales well for large graph sizes. We also propose an efficient linear-time graph construction strategy that can effectively combine information from multiple signals which can vary between sparse or dense representations. In particular, we show that for graphs where nodes represent textual information (e.g., entity name or type), it is possible to robustly learn latent semantic embeddings associated with these nodes using only raw text and state-of-the-art deep learning techniques. Augmenting the original graph with such embeddings followed by graph SSL yields significant improvements in quality. We demonstrate the power of the new method by evaluating on different knowledge expansion tasks using existing benchmark datasets. Our results show that, when compared with existing state-of-the-art systems for these tasks, our method performs better in terms of space complexity and qualitative performance.

2 Graph-based Semi-Supervised Learning

**Preliminary:** The goal is to produce a soft assignment of labels to each node in a graph $G = (V, E, W)$, where $V$ is the set of nodes, $E$ the set of edges and $W$ the edge weight matrix. Every edge $(v, u) \notin E$ is assigned a weight $w_{vu} = 0$. Among the $|V| = n$ number of nodes, $|V_v| = n_u$ of them are labeled while $|V_u| = n_u$ are unlabeled. We use diagonal matrix $S$ to record the seeds, in which $s_{uv} = 1$ if the node $v$ is seed. $L$ represents the output label set whose size $|L| = m$ can be large in the real world. $Y$ is a $n \times m$ matrix which records the training label distribution for the seeds where $Y_{vu} = 0$ for $v \in V_u$, and $\hat{Y}$ is an $n \times m$ label distribution assignment matrix for all nodes. In general, our method is a graph-based semi-supervised learning algorithm, which learns $\hat{Y}$ by propagating the information of $Y$ on graph $G$.

2.1 Graph SSL Optimization

We learn a label distribution $\hat{Y}$ by minimizing the convex objective function:

$$
\mathcal{L}(\hat{Y}) = \mu_1 \sum_{v \in V} s_{uv} \| \hat{Y}_v - Y_v \|^2 + \mu_2 \sum_{v \in V, u \in \mathcal{N}(v)} w_{vu} \| \hat{Y}_v - \hat{Y}_u \|^2 + \mu_3 \sum_{v \in V} \| \hat{Y}_v - U \|_2^2
$$

$$
s.t. \sum_{l=1}^{L} \hat{Y}_{vl} = 1, \forall v \tag{1}
$$

where $\mathcal{N}(v)$ is the (incoming) neighbor node set of the node $v$, and $U$ is the (uniform) prior distribution over all labels. The above objective function models that: 1) the label distribution should be close to the gold label assignment for all the seeds; 2) the label distribution of a pair of neighbors should be similar measured by their affinity score in the edge weight matrix; 3) the label distribution should be close to the prior $U$, which is a uniform distribution. The setting of the hyperparameters $\mu_i$ will be discussed in Section 5.4.

The optimization criterion is inspired from \cite{5} and similar to some existing approaches such as Adsorption \cite{9} and MAD \cite{29} but uses a slightly different objective function, notably the matrices have different constructions. In Section 5.4 we also compare our vanilla version against some of these baselines for completeness.

The objective function in Equation (1) permits an efficient iterative optimization technique that is repeated

\footnote{The graph $G$ can be directed or undirected depending on the task. Following most existing works in the literature, we use undirected edges for $E$ in our experiments.}
until convergence. We utilize the Jacobi iterative algorithm which defines the approximate solution at the \((i + 1)\)th iteration, given the solution of the \((i)\)th iteration as follows:

\[
\hat{Y}^{(i)}_{vl} = \frac{1}{M_{vl}} (\mu_1 s_{vl} Y_{vl} + \mu_2 \sum_{u \in N(v)} w_{vu} \hat{Y}^{(i-1)}_{ul} + \mu_3 U_l)
\]

\[
M_{vl} = \mu_1 s_{vl} + \mu_2 \sum_{u \in N(v)} w_{vu} + \mu_3
\]

where \(i\) is the iteration index and \(U_l = \frac{1}{m}\) which is the uniform distribution on label \(l\). The iterative procedure starts with \(\hat{Y}^{(0)}_{vl}\) which is initialized with seed label weight \(Y_{vl}\) if \(v \in V_l\), else with uniform distribution \(\frac{1}{m}\). In each iteration \(i\), \(\hat{Y}^{(i)}_{vl}\) aggregates the label distribution \(\hat{Y}^{(i-1)}_{ul}\) at iteration \(i-1\) from all its neighbors \(u \in \mathcal{N}(v)\). More details for deriving the update equation can be found in \([5]\).

We use the name EXPANDER to refer to this vanilla method that optimizes Equation \([1]\).

### 2.2 DIST-EXPANDER: Scaling To Large Data

In many applications, semi-supervised learning becomes challenging when the graphs become huge. To scale to really large data sizes, we propose DIST-EXPANDER, a distributed version of the algorithm that is directly suited towards parallelization across many machines. We turn to Pregel \([20]\) and its open source version Giraph \([2]\) as the underlying framework for our distributed algorithm. These systems follow a Bulk Synchronous Parallel (BSP) model of computation that proceeds in rounds. In every round, every machine does some local processing and then sends arbitrary messages to other machines. Semantically, we think of the communication graph as fixed, and in each round each node performs some local computation and then sends messages to its neighbors.

The specific systems like Pregel and Giraph build infrastructure that ensures that the overall system is fault tolerant, efficient, and fast. The programmer’s job is simply to specify the code that each vertex will run at every round. Previously, some works have explored using MapReduce framework to scale to large graphs \([31]\). But unlike these methods, the Pregel-based model is far more efficient and better suited for graph algorithms that fit the iterative optimization scheme for SSL algorithms. Pregel keeps vertices and edges on the machine that performs computation, and uses network transfers only for messages. MapReduce, however, is essentially functional, so expressing a graph algorithm as a chained MapReduce requires passing the entire state of the graph from one stage to the next—in general requiring much more communication and associated serialization overhead which results in significant network cost (refer \([20]\) for a detailed comparison). In addition, the need to coordinate the steps of a chained MapReduce adds programming complexity that is avoided by DIST-EXPANDER iterations over rounds/steps. Furthermore, we use a version of Pregel that allows spilling to disk instead of storing the entire computation state in RAM unlike \([20]\). Algorithm \(1\) describes the details.

### 3 Streaming Algorithm for Scaling To Large Label Spaces

Graph-based SSL methods usually scale linearly with the label size \(m\), and require \(\mathcal{O}(m)\) space for each node. Talukdar and Cohen \([28]\) proposed to deal with the issue of large label spaces by employing a Count-Min Sketch approximation to store the label distribution of each node. However, we argue that it is not necessary to approximate the whole label distribution for each node, especially for large label sets, because the label distribution of each node is typically sparse and only the top ranking ones are useful. Moreover, the Count-Min Sketch can even be harmful for the top ranking labels because of its approximation. The authors also mention other related works that attempt to induce sparsity using regularization techniques \([32]\) \([18]\) but for a very different purpose \([11]\). In contrast, our work tackles the exact same problem as \([28]\) to scale graph-based SSL for large label settings. The method presented here does not attempt to enforce sparsity and instead focuses on efficiently storing and updating label distributions during semi-supervised learning with a streaming approximation. In addition, we also compare (in Section \(5\)) against other relevant graph-
based SSL baselines [20] that use heuristics to discard poorly scored labels and retain only top ranking labels per node out of a large label set.

**EXPANDER-S Method:** We propose a streaming sparsity approximation algorithm for semi-supervised learning that achieves constant space complexity and huge memory savings over the current state-of-the-art approach (MAD-SKETCH) in addition to significant runtime improvements over the exact version. The method processes messages from neighbors efficiently in a streaming fashion and records a sparse set of top ranking labels for each node and approximate estimate for the remaining. In general, the idea is similar to finding frequent items from data streams, where the item is the label and the streams are messages from neighbors in our case. Our Pregel-based approach (Algorithm 1) provides a natural framework to implement this idea of processing message streams. We replace the update Step 11 in the algorithm with the new version thereby allowing us to scale to both large label spaces and data using the same framework.

**Preliminary:** Manuku and Motwani [21] presented an algorithm for computing frequency counts exceeding a user-specified threshold over data streams, and others have applied this algorithm to handle large amounts of data in NLP problems [15][13][35][24]. The general idea is that a data stream containing \(N\) elements is split into multiple epochs with \(\frac{1}{2}\) elements in each epoch. Thus there are \(eN\) epochs in total, and each such epoch has an ID starting from 1. The algorithm processes elements in each epoch sequentially and maintains a list of tuples of the form \((e, f, \Delta)\), where \(e\) is an item, \(f\) is its reported frequency, and \(\Delta\) is the maximum error of the frequency estimation. In current epoch \(t\), when an item \(e\) comes in, it increments the frequency count \(f\), if the item \(e\) is contained in the list of tuples. Otherwise, it creates a new tuple \((e, 1, t - 1)\). Then, after each epoch, the algorithm filters out the items whose maximum frequency is small. Specifically, if the epoch \(t\) ended, the algorithm deletes all items that satisfies the condition \(f + \Delta \leq t\). This ensures that rare items are not retained at the end.

**Neighbor label distributions as weighted streams:** Intuitively, in our setting, each item is a label and each neighbor is an epoch. For a given node \(v\), the neighbors pass label probability streams to node \(v\), where each neighbor \(u \in \mathcal{N}(v)\) is an epoch and the size of epochs is \(|\mathcal{N}(v)|\). We maintain a list of tuples of the form \((l, f, \Delta)\), in which \(l\) is the label index, \(f\) is the weighted probability value, and \(\Delta\) is the maximum error of the weighted probability estimation. For the current neighbor \(u_t\) (say, it is the \(t\)-th neighbor of \(v\), \(t \leq |\mathcal{N}(v)|\)), the node \(v\) receives the label distribution \(\hat{Y}_{u_t}\) with edge weight \(w_{vu_t}\). The algorithm then does two things: if the label \(l\) is currently in the tuple list, it increments the probability value \(f\) by adding \(w_{vu_t}\hat{Y}_{u_t}\). If not, it creates new tuple of the form \((l, w_{vu_t}\hat{Y}_{u_t}, \Delta \sum_{i=1}^{t-1} w_{vu_i})\). Here, we use \(\Delta\) as a probability threshold (e.g., can be set as uniform distribution \(\frac{1}{m}\)), because the value in an item frequency stream is naturally 1 while ours is a probability weight. Moreover, each epoch \(t\), which is neighbor \(u_t\) in our task, is weighted by the edge weight \(w_{vu_t}\), unlike previous settings [21]. Then, after we receive the message from the \(t\)-th neighbor, we filter out the labels whose maximum probability is small. We delete label \(l\), if \(f + \Delta \leq \delta \sum_{i=1}^{t} w_{vu_i}\).

**Memory-bounded update:** With the given streaming sparsity algorithm, we can ensure that no low weighted-probability labels are retained after receiving messages from all neighbors. However, in many cases, we want the number of retained labels to be bounded by \(k\), i.e. retain the top-\(k\) label based on the probability. In this case, for a node \(v\), each of its neighbors \(u \in \mathcal{N}(v)\) just contains its top-\(k\) labels, i.e. \(\hat{Y}_u = \hat{Y}_{u_1}, \hat{Y}_{u_2}, \cdots, \hat{Y}_{u_k}\). Moreover, we use \(\delta_u = \frac{1.0 - \sum_{i=1}^{k} \hat{Y}_{u_i}}{m-k}\) to record the average probability mass of the remaining labels. We then apply the previous streaming sparsity algorithm. The only difference is that when a label \(l\) does not exists in the current tuple list, it creates a new tuple of the form \((l, w_{vu}, \hat{Y}_{u_t}, \sum_{i=1}^{t-1} w_{vu_i} \delta_{u_i})\). Intuitively, instead of setting a fixed global \(\delta\) as threshold, we vary the threshold \(\delta_u\) based on the sparsity of the previous seen neighbors. In each epoch, after receiving messages \(\hat{Y}_u\) from the current \((t\)-th\) neighbor, we scan the current tuple list. For each tuple \((l, f, \Delta)\), we increments its probability value \(f\) by adding \(\delta_{u_t}\), if label \(l\) is not within the top-\(k\) label list of the current \(t\)-th neighbor. Then, we filter out label \(l\), if \(f + \Delta \leq \delta \sum_{i=1}^{t} w_{vu_i}\). Finally, after receiving messages from all neighbors, we rank all remaining tuples based on the value \(f + \Delta\) within each tuple \((l, f, \Delta)\). This value represents the maximum weighted-probability estimation. Then we just pick the top-\(k\) labels and record only their probabilities for the current node \(v\).

**Lemma 1** For any node \(u \in V\), let \(y\) be the unnormalized true label weights and \(\hat{y}\) be the estimate given by the streaming sparsity approximation version of EXPANDER algorithm at any given iteration. Let \(N\) be the total number of label entries received from all neighbors of \(u\) before aggregation, \(d = |\mathcal{N}(u)|\) is the degree of node \(u\) and \(k\) be the constant number of (non-zero) entries retained in \(\hat{y}\) where \(N \leq k \cdot d\), then (1) the approximation error of the proposed sparsity approximation is bounded in each iteration by \(\hat{y}_l \leq y_l \leq \hat{y}_l + \delta \cdot \frac{1}{k}\) for all labels \(l\), (2) the space used by the algorithm at each node is \(O(k) = O(1)\).
The proof for the first part of the statement can be derived following a similar analysis as [21] using label weights instead of frequency. At the end of each iteration, the algorithm ensures that labels with low weights are not retained and for the remaining ones, its estimate is close to the exact label weight within an additive factor. The second part of the statement follows directly from the fact that each node retains at most \( k \) labels in every iteration. The detailed proof is not included here.

Next, we study various graph construction choices and demonstrate how augmenting the input graph using external information can be beneficial for learning.

4 Graph Construction

The main ingredient for graph-based SSL approaches is the input graph itself. We demonstrate that the choice of graph construction mechanism has an important effect on the quality of SSL output. Depending on the edge link information as well as choice of vertex representation, there are multiple ways to create an input graph for SSL—(a) \textit{Generic} graphs which represent observed neighborhood or link information connecting vertices (e.g., connections in a social network), (b) graphs constructed from \textit{sparse feature representations} for each vertex (e.g., a bipartite Freebase graph connecting entity nodes with cell value nodes that capture properties of the entity occurring in a schema or table), (c) graphs constructed from \textit{dense representations} for each vertex, i.e., use dense feature characteristics per node to define neighborhood (discussed in more detail in the next section), and (d) \textit{augmented} graphs that use a mixture of the above.

Figure 1 shows an illustration of the various graph types. We focus on (b), (c) and (d) here since these are more applicable to natural language scenarios. Sparse instance-feature graphs (b) are typically provided as input for most SSL tasks in NLP. Next, we propose a method to automatically construct a graph (c) for text applications using semantic embeddings and use this to produce an augmented graph (d) that captures both sparse and dense per-vertex characteristics.

4.1 Graph Augmentation with Dense Semantic Representations

In the past, graph-based SSL methods have been widely applied to several NLP problems. In many scenarios, the nodes (and labels) represent textual information (e.g., query, document, entity name/type, etc.) and could be augmented with semantic information from the real world. Recently, some researchers have explored strategies to enhance the input graphs [19] using external sources such as the Web or a knowledge base. However, these methods require access to structured information from a knowledge base or access to Web search results corresponding to a large number of targeted queries from the particular domain. Unlike these methods, we propose a more robust strategy for graph augmentation that follows a two-step approach using only a large corpus of raw text. First, we learn a dense vector representation that captures the underlying semantics associated with each (text) node. We resort to recent state-of-the-art deep learning algorithms to efficiently learn word and phrase semantic embeddings in a dense low-dimensional space from a large text corpus using unsupervised methods.

We follow the recent work of Mikolov et al. [22, 23] to compute continuous vector representations of words (or phrases) from very large datasets. The method takes a text corpus as input and learns a vector representation for every word (or phrase) in the vocabulary. We use the continuous skip-gram model [22] combined with a hierarchical softmax layer in which each word in a sentence is used as an input to a log-linear classifier which tries to maximize classification of another word within the same sentence using the current word. More details about the deep learning architecture and training procedure can be found in [22]. Moreover, these models can be efficiently parallelized and scale to huge datasets using a distributed training framework [12]. We obtain a 1000-dimensional vector representation (for each word) trained on 100 billion tokens of newswire text. For some settings (example dataset in Section 3), nodes represent entity names (word collocations and not bag-of-words). We can train the embedding model to take this into account by treating entity mentions (e.g., within Wikipedia or news article text) as special words and applying the same procedure as earlier to produce embedding vectors for entities. Next, for each node \( v = w_1 w_2 ... w_n \), we query the pre-trained vectors \( \mathcal{E} \) to obtain its corresponding embedding \( v_{emb} \) from words in the node text.

\[
v_{emb} = \begin{cases} 
\mathcal{E}(v), & \text{if } v \in \mathcal{E} \\
\frac{1}{n} \sum_i \mathcal{E}(w_i), & \text{otherwise}
\end{cases}
\]  

\footnote{It is also possible to use pre-trained embedding vectors: https://code.google.com/p/word2vec/}

Figure 1: Graph construction strategies.
Following this, we compute a similarity function over pairs of nodes using the embedding vectors, where 
\[ \text{sim}_{\text{emb}}(u, v) = \langle u_{\text{emb}}, v_{\text{emb}} \rangle \]
We filter out node pairs with low similarity values \( < \theta_{\text{sim}} \) and add an edge in the original graph \( G = (V, E) \) for every remaining pair.

Unfortunately, the above strategy requires \( O(|V|^2) \) similarity computations which is infeasible in practice. To address this challenge, we resort to locality sensitive hashing (LSH) \([9]\), a random projection method used to efficiently approximate nearest neighbor lookups when data size and dimensionality is large. We use the node embedding vectors \( v_{\text{emb}} \) and perform LSH to significantly reduce unnecessary pairwise computations that would yield low similarity values\(^4\).

5 Experiments

5.1 Experiment Setup

Data: We use two real-world datasets (publicly available from Freebase) for evaluation in this section.

| Data Name         | Nodes  | Edges   | Labels | Avg. Deg |
|-------------------|--------|---------|--------|----------|
| Freebase-Entity   | 301,638| 1,156,000| 102    | 385      |
| Freebase-Relation | 9,367,013| 16,817,110| 7,664  | 1.80     |

Freebase-Entity (referred as FB-E) is the exact same dataset and setup used in previous works \([28, 30]\). This dataset consists of cell value nodes and property nodes which are entities and Table properties in Freebase. An edge indicates that an entity appears in a table cell. The second dataset is Freebase-Relation (referred as FB-R). This dataset comprises entity1-relation-entity2 triples from Freebase, which consists of more than 7000 relations and more than 8M triples. We extract two kinds of nodes from these triples, entity-pair nodes (e.g., <Barack Obama, Hawaii>) and entity nodes (e.g., Barack Obama). The former one is labeled with the relation type (e.g., PlaceOfBirth). An edge is created if two nodes have an entity in common.

Graph-based SSL systems: We compare different graph-based SSL methods: EXPANDER, both the vanilla method and the version that runs on the graph with semantic augmentation (as detailed in Section 4.1), and EXPANDER-S, the streaming approximation algorithm introduced in Section 3.

For baseline comparison, we consider two state-of-art existing works MAD \([29]\) and MAD-SKETCH \([28]\). Talukdar and Pereira \([30]\) show that MAD outperforms traditional graph-based SSL algorithms. MAD-SKETCH further approximates the label distribution on each node using Count-Min Sketch to reduce the space and time complexity. To ensure a fair comparison, we obtained the MAD code directly from the authors and ran the exact same code on the same machine as EXPANDER for all experiments reported here. We obtained the same MRR performance (0.28) for MAD on the Freebase-Entity dataset (10 seeds/label) as reported by \([28]\).

**Parameters:** For the SSL objective function parameters, we set \( \mu_1 = 1, \mu_2 = 0.01 \) and \( \mu_3 = 0.01 \). We tried multiple settings for MAD and MAD-SKETCH algorithms and replicated the best reported performance metrics from \([28]\) using these values, so the baseline results are comparable to their system.

Evaluation: Precision@K (referred as P@K) and Mean Reciprocal Rank (MRR) are used as evaluation metrics for all experiments, where higher is better. P@K measures the accuracy of the top ranking labels (i.e., at least one of the gold labels was found among the top K) returned by each method. MRR is calculated as \( \frac{1}{|Q|} \sum_{v \in Q} \frac{1}{\text{rank}_v} \), where \( Q \subseteq V \) is the test node set, and \( \text{rank}_v \) is the rank of the gold label among the label distribution \( \hat{Y}_v \).

For experiments, we use the same procedure as reported in literature \([28]\), running each algorithm for 10 iterations per round (verified to be sufficient for convergence on these datasets) and then taking the average performance over 3 rounds.

5.2 Graph SSL Results

First, we quantitatively compare the graph-based SSL methods in terms of MRR and Precision@K without considering the space and time complexity. Table 1 shows the results with 5 seeds/label and 10 seeds/label on the Freebase-Entity dataset.

From the results, we have several findings: (1) Both EXPANDER-based methods outperform MAD consistently in terms of MRR and Precision@K. (2) Our algorithm on the enhanced graph using semantic embeddings (last row) produces significant gains over the original graph, which indicates that densifying the graph with additional information provides a useful technique for improving SSL in such scenarios.

5.3 Streaming Sparsity versus Sketch

In this section, we compare the MAD-SKETCH and EXPANDER-S algorithms against the vanilla versions. The former one uses Count-Min Sketch to approximate the whole label distribution per node, while the latter uses streaming approximation to capture the sparsity of the label distribution. For Freebase-Entity dataset, we run these two methods with 5 seeds/label\(^6\). The Freebase-Relation dataset is too big to run on a single machine, so we sample a smaller dataset FB-R\(^5\) from it. For this new dataset, we only

\(^4\)We observed similar findings with larger seed sizes.

\(^5\)We create FB-R2 by randomly picking 1000 labels and keeping only entity-pair nodes which belong to these labels and their corresponding edges (4.5M nodes, 7.4M edges).
Table 1: Comparison of various graph transduction methods on the Freebase-Entity graph.

| Methods  | MRR | P@5  | P@10 | P@20 | P@50 | P@100 | compute time(s) | space(Gi) |
|----------|-----|------|------|------|------|-------|-----------------|-----------|
| MAD      | 0.3485 | 0.1454 | 0.3127 | 0.1478 | 0.5134 | 0.2290 | 0.1898 | 0.3490 | 0.4656 | 0.6604 |
| EXPANDER (combined graph) | 0.3271 | 0.2086 | 0.4507 | 0.6029 | 0.7299 | 0.3458 | 0.1994 | 0.4103 | 0.6506 | 0.7503 |

Table 2: Comparison of various scalable methods based on MAD and EXPANDER on the Freebase-Entity graph.

| Methods  | MRR | P@5  | P@10 | P@20 | compute time(s) | space(Gi) |
|----------|-----|------|------|------|-----------------|-----------|
| MAD-SKETCH (w=20,d=3) | 0.2301 | 0.4799 | 0.6176 | 0.7384 | 0.3727 | 0.23436 | 0.5173 | 0.6654 | 0.7679 |
| EXPANDER-S (k=5) | N.A. | 0.2046 | 0.4644 | 0.5923 | N.A. | 0.4415 | 0.7221 | 1.1364 | 0.82 |

Table 3: Comparison of MAD and EXPANDER methods on the FB-R2 graph, a subgraph of Freebase-Relation.

We compare the approximation methods MAD-SKETCH and our EXPANDER-S, by picking 20 seeds/label and taking average over 3 rounds. We just test MAD-SKETCH (w=20,d=3), since the setting MAD-SKETCH (w=109,d=3) runs out-of-memory using a single machine. We use protocol buffers (an efficient data serialization scheme) to store the data for EXPANDER-S. For the space, we report the memory taken by the whole process. For EXPANDER-S, as described in section 3, each node stores at most k labels, so the MRR and precision@K where K > k are not available, and we refer it as NA.

Tables 2, 3 show results on Freebase-Entity and the smaller Freebase-Relation (FB-R2) datasets, respectively. We make the following observations: (1) MAD-SKETCH (w=109,d=3) can obtain similar performance compared with MAD, while it can achieve about 5.2x speedup, and 3.5x space reduction. However, when the sketch size is small (e.g. w=20,d=3), the algorithm loses quality in terms of both MRR and Precision@K. For applications involving large label sizes, due to space limitations, we can only allocate a limited memory size for each node, yet we should still be able to retain the accurate or relevant labels within the available memory. On FB-R2 data, we observe that MAD-SKETCH (w=109,d=3) is not executable, and the MAD-SKETCH (w=20,d=3) yields poor results. (2) Comparing the EXPANDER and EXPANDER-S, the latter one obtains similar performance in terms of Precision@K, while it achieves 3.28x speedup for k = 5 and 2.16x space reduction. Compared with the MAD-SKETCH, the speedup is not as steep mainly because the algorithm needs to go through the tuple list and filter out the ones below the threshold to ensure that we retain the “good” labels. However, we can easily execute EXPANDER-S on the subset of Freebase-Relation (FB-R2), due to low space requirements (~12x lower than even MAD-SKETCH). Moreover, it outperforms MAD-SKETCH (w=20,d=3) in terms of Precision@K.

Frequency Thresholding vs. Streaming Sparsity: We also compare our streaming approximation algorithm (EXPANDER-S) against a simple frequency-based thresholding technique (FREQ-THRESH) used often by online sparse learning algorithms (zero out small weights after each update Step 11 in Algorithm 1). However, this becomes computationally inefficient O(degree * k) in our case especially for nodes with high degree, which is prohibitive since it requires us to aggregate label distributions from all neighbors before pruning. In both cases, we can still maintain constant space complexity per-node by retaining only top-K labels after the update step. Table 4 shows that the streaming sparsity approximation produces significantly better quality results (precision at 5, 10) than frequency thresholding in addition to being far more computationally efficient.

Table 4: Comparison of sparsity approximation vs. frequency thresholding on Freebase-Entity dataset.

| Methods | P@5 | P@10 |
|---------|-----|------|
| FREQ-THRESH(k=5) | 0.1921 | 0.4066 |
| EXPANDER-S (k=5) | 0.2071 | 0.4209 |
| FREQ-THRESH(k=10) | 0.2085 | 0.4216 |
| EXPANDER-S (k=10) | 0.2046 | 0.4493 |

5.4 Graph SSL with Large Data, Label Sizes

In this section, we evaluate the space and time efficiency of our distributed algorithm DIST-EXPANDER (described in Section 5.2) coupled with...
Large Scale Distributed Semi-Supervised Learning Using Streaming Approximation

To focus on large data settings, we only use Freebase-Relation data set in subsequent experiments. Following previous work [28], we use the identity of each node as a label. In other words, the label size can potentially be as large as the size of the nodes |V|. First, we test how the computation time scales with the number of nodes, by fixing label size. We follow a straightforward strategy: randomly sample different number of edges (and corresponding nodes) from the original graph. For each graph size, we randomly sample 1000 nodes as seeds, and set their node identities as labels. We then run vanilla EXPANDER, EXPANDER-S (k = 5) and DIST-EXPANDER-S (k = 5) on each graph. The last one is a distributed version which partitions the graph and runs on 100 machines. We show the running time for different node sizes in Figure 2. EXPANDER runs out-of-memory when the node size goes up to 1M, and the running time slows down significantly when graph size increases. EXPANDER-S (k=5) can handle all five data sets on a single machine and while the running time is better than EXPANDER, it starts to slow down noticeably on larger graphs with 7M nodes. DIST-EXPANDER-S scales quite well with the node size, and yields a 50-fold speedup when compared with EXPANDER-S when the node size is ~7M.

Figure 3 illustrates how the memory usage scales with label size for our distributed version. For this scenario, we use the entire Freebase-Relation dataset and vary label size by randomly choosing different number of seed nodes as labels. We find that the overall space cost is consistently around 35GB, because our streaming algorithm captures a sparse constant space approximation of the label distribution and does not run out-of-memory even for large label sizes. Note that the distributed version consumes more than 30GB primarily because there will be redundant information recorded when partitioning the graph (including data replication for system fault-tolerance).

Finally, we test how the distributed sparsity approximation algorithm scales on massive graphs with billions of nodes and edges. Since the Freebase graph is not sufficiently large for this setting, we construct graphs of varying sizes from a different dataset (segmented video sequences tagged with 1000 labels). Figure 4 illustrates that the streaming distributed algorithm scales very efficiently for such scenarios and runs quite fast. Each computing iteration for DIST-EXPANDER-S runs to completion in just 2.3 seconds on a 17.8M node/26.7M edge graph and roughly 9 minutes on a much larger 2.6B node/6.5B edge graph.

6 Conclusion

Existing graph-based SSL algorithms usually require \( O(m) \) space per node and do not scale to scenarios involving large label sizes \( m \) and massive graphs. We propose a novel streaming algorithm that effectively and accurately captures the sparsity of the label distribution. The algorithm operates efficiently in a streaming fashion and reduces the space complexity per node to \( O(1) \) in addition to yielding high quality performance. Moreover, we extend the method with a distributed algorithm that scales elegantly to large data and label sizes (for example, billions of nodes/edges and millions of labels). We also show that graph augmentation using unsupervised learning techniques can provide a robust strategy to yield performance gains for SSL problems involving natural language.
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