ON A CLASS OF DIVERGENCE FORM LINEAR PARABOLIC EQUATIONS WITH DEGENERATE COEFFICIENTS

TUOC PHAN AND HUNG VINH TRAN

ABSTRACT. We study a class of linear parabolic equations in divergence form with degenerate coefficients on the upper half space. Specifically, the equations are considered in \((-\infty, T) \times \mathbb{R}^d_+\), where \(\mathbb{R}^d_+ = \{ x \in \mathbb{R}^d : x_d > 0 \}\) and \(T \in (-\infty, \infty)\) is given, and the diffusion matrices are the product of degenerated uniformly elliptic matrices, which are degenerate at \(\{x_d = 0\}\). As such, our class of equations resembles well the corresponding class of degenerate viscous Hamilton-Jacobi equations. We obtain wellposedness results and regularity type estimates in some appropriate weighted Sobolev spaces for the solutions.

1. INTRODUCTION

1.1. Settings. Let \(T \in (-\infty, \infty), d \in \mathbb{N}\) and denote by
\[
\mathbb{R}^d_+ = \{ x \in \mathbb{R}^d : x_d > 0 \} \quad \text{and} \quad \Omega_T = (-\infty, T) \times \mathbb{R}^d_+.
\]

Let \((a_{ij})_{i,j=1}^d : \Omega_T \to \mathbb{R}^{d \times d}\) be a matrix of measurable functions satisfying the following ellipticity and boundedness conditions
\[
\nu|\xi|^2 \leq a_{ij}(t, x)\xi_i\xi_j, \quad |a_{ij}(t, x)| \leq \nu^{-1}, \quad (t, x) \in \Omega_T \quad (1.1)
\]
for \(\xi = (\xi_1, \xi_2, \ldots, \xi_d) \in \mathbb{R}^d\), where \(\nu \in (0, 1)\) is given. Throughout the paper, we write \(z = (t, x) \in \Omega_T\) with \(x = (x', x_d) \in \mathbb{R}^{d-1} \times \mathbb{R}_+\) where \(x' = (x_1, x_2, \ldots, x_{d-1}) \in \mathbb{R}^{d-1}\). We study the following class of parabolic equations in divergence form with degenerate coefficients
\[
u u_t(z) + \lambda c_0(z)u(z) - x_dD_i(a_{ij}(z)D_j u(z) - F_i) = \sqrt{x} f(z) \quad \text{in} \quad \Omega_T \quad (1.2)
\]
under the homogeneous Dirichlet boundary condition
\[
u u = 0 \quad \text{on} \quad (-\infty, T) \times \partial \mathbb{R}^d_+. \quad (1.3)
\]
Here, \(\lambda \geq 0\) and \(F_i : \Omega_T \to \mathbb{R}, f : \Omega_T \to \mathbb{R}\) are given measurable functions. Moreover, \(c_0 : \Omega_T \to \mathbb{R}\) is a given measurable function satisfying the boundedness condition
\[
u \leq c_0(z) \leq \nu^{-1}, \quad z = (t, x) \in \Omega_T. \quad (1.4)
\]
We note that the equation (1.2) can be written in the form
\[
u x_d^{-1} u_t(z) + \lambda c_0(z)u(z) - D_i(a_{ij}(z)D_j u(z) - F_i) = \sqrt{x} x_d^{-1} f(z) \quad \text{in} \quad \Omega_T \quad (1.5)
\]
in which the coefficients become singular on the boundary \(\{x_d = 0\}\) of the considered domain. The weight \(x_d^{-1}\) appearing in the coefficients of (1.5) is not in the
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class of $A_2$ Muckenhoupt weights as commonly assumed in literature, and it is even not locally integrable near $\{x_d = 0\}$.

The main goal in this paper is to find suitable Sobolev spaces in which the wellposedness and regularity estimates for solutions of (1.2)-(1.3) are established. In our main result (Theorem 2.4 below), under an assumption on the smallness of the partial mean oscillations of the coefficients in small balls, the following estimate is proved

$$
\|D u\|_{L_p(\Omega_T)} + \sqrt{\lambda} \|u\|_{L_p(\Omega_T; x_d^{p/2})} \leq N \left[ \|F\|_{L_p(\Omega_T)} + \|f\|_{L_2(\Omega_T, x_d^{-p/2})} \right],
$$

for every weak solution $u$ of (1.2)-(1.3) and for $\lambda > 0$ sufficiently large, where $p \in (1, \infty)$, $N = N(d, \nu, p) > 0$ is some generic constant, and $L_p(\Omega_T, \omega)$ denotes weighted Lebesgue space with weight $\omega$. To the best of our knowledge, this paper is the first one in which wellposedness and regularity estimates in Sobolev spaces for the class of equation (1.2) is studied. The estimate (1.6) is therefore completely new.

1.2. Motivations and relevant literature. Our main object, equation (1.2), in its simplest form reads

$$
u_t(z) + \lambda \nu(z) - x_d \Delta \nu = \sqrt{\lambda} f(z) \quad \text{in} \quad \Omega_T,
$$

which resembles well the following degenerate viscous Hamilton-Jacobi equation

$$
u_t(z) + \lambda \nu(z) + H(z, D\nu) - x_d \Delta \nu = 0 \quad \text{in} \quad \Omega_T,
$$

where $H : \Omega_T \times \mathbb{R}^d \to \mathbb{R}$ is a given Hamiltonian. Note that the viscosity coefficient of (1.8) not only is degenerate at $\{x_d = 0\}$ but also has linear growth as $x_d \to \infty$. For typical viscous Hamilton-Jacobi equations with possibly degenerate and bounded diffusions, one often has uniqueness of viscosity solutions, and such solutions are often Lipschitz in $z$ (see [5, 1] and the references therein). Finer regularity of solutions is not very well understood in the literature. In particular, optimal regularity of solutions to (1.8) near $\{x_d = 0\}$ has not been investigated.

It is of our goals to study wellposedness and regularity of solutions to (1.2) and (1.3) later. We note that the linear growth of the diffusion coefficients at infinity has to be handled carefully. More specifically, we obtain wellposedness results, $W^{1,p}$ regularity type estimates for solutions to (1.2), and $W^{2,p}$ regularity type estimates for solutions to (1.7) in some appropriate weighted norms.

We would like to mention that the literature on regularity theory for degenerate elliptic and parabolic equations is vast. A particularly relevant equation that was studied much in the literature is

$$
u_t(z) + \lambda \nu(z) - x_d \Delta \nu - \beta D_d \nu = f(z) \quad \text{in} \quad \Omega_T.
$$

Here, $\lambda \geq 0$ and $\beta > 0$ are given constants. Although (1.7) and (1.9) are quite similar, the requirement that $\beta > 0$ is essential in the analysis of (1.9). Equation (1.9) is an important model equation appearing in the study of porous media equations and parabolic Heston equations for example. We refer the readers to [6, 21, 14] for the wellposedness and regularity results of (1.9) and more general equations of this type. The Schauder a priori estimates for solutions in weighted Hölder spaces were obtained in [6, 16]; and weighted $W^{2,p}$ estimates for solutions were obtained in [21]. A remarkable point is that the boundary condition of (1.9) on $\{x_d = 0\}$
may be omitted thanks to its special features. In contrast, we impose the homoge-
nous Dirichlet boundary condition \( u = 0 \) on \( \{x_d = 0\} \) for (1.2) and (1.7). See Theorem 2.1 below about the trace of our functional spaces for more information related to the boundary condition. Naturally, our methods and obtained \( W^{1,p} \), \( W^{2,p} \) estimates are rather different from those in \([6, 21, 16]\) with different weights, and according to the best of our knowledge, they are new in the literature.

We also point out that similar results on wellposedness and regularity estimates in weighted Sobolev spaces for equations with singular-degenerate coefficients were established recently in the series of papers \([10, 11, 12, 13]\). Note that in the classes of equations studied in these papers, the weights of singularity/degeneracy arise in a balanced way in both coefficients of \( u_t \) and of \( Du \), and this balance is important for the analysis and functional space settings in \([10, 11, 12, 13]\). This important structure was pointed out in the classical work \([3, 4]\) in which Harnack’s inequalities were proved to be false in certain cases if the balance of the weights in the coefficients is lost. Because of this fact and due to the structure of (1.2), the Lipschitz regularity estimates for solutions of homogeneous equations (1.2) are very delicate, and maybe not expected in general perspectives. The novelty in our work is to use \((x_d + \epsilon)^{-1}u\) as a test function for (1.5) with \( \epsilon > 0 \) to discover a hidden special form of energy estimate for (1.2) (see Lemma 4.3 below). From this, we apply an iteration technique using anisotropic Sobolev embeddings and Hardy’s inequality to derive Lipschitz regularity estimates for solutions. This is done in Section 4.1. It is important to note that the method still works for systems of equations.

Besides, we would like mention the classical papers \([14, 15]\) in which Hölder’s regularity estimates are proved for classes of elliptic equations in which the coefficients are singular and degenerate as \( A_2 \)-Muckenhoupt weights. See also \([24, 25]\) for earlier results with more restrictions on the weights. The \( W^{1,p} \)-counterpart of the Hölder’s regularity in \([14, 15]\) was recently established in \([2]\) with some additional smallness condition on the weighted mean oscillation of coefficients, which is only valid for sufficiently small \( \alpha \) when considering the particular case with the weight \( |x|^\alpha \). Note also that the classes of equations studied in these mentioned papers are different from (1.2). Moreover, our weight in (1.2) or (1.5) is not an \( A_2 \)-weight, which is an essential assumption used in \([14, 15, 2]\). For other classical results that are closely related to our study, we refer to \([17, 22, 26]\). See also \([23, 27]\) for other interesting work on regularity estimates of equations with singular degenerate coefficients appearing in geometric analysis.

The rest of the paper is organized as follows. In Section 2 we introduce needed functional spaces and state our main results. Section 3 is devoted to the study of \( L_2 \)-weak solutions. Then, in Section 4 we study equations with coefficients depending only on \( x_d \). A crucial part of the analysis lies in the pointwise estimates for homogeneous equations in Section 4.1. Finally, the proofs of our main results (Theorem 2.4 and Corollary 2.6) are given in Section 5.

2. Functional spaces and statements of main results

2.1. Functional spaces and definition of weak solutions. For \( p \in [1, \infty) \), \(-\infty \leq S < T \leq +\infty\), and \( \mathcal{D} \subset \mathbb{R}_+^d \), let \( L_p((S,T) \times \mathcal{D}) \) be the usual Lebesgue space
consisting of measurable functions \( u \) on \((S, T) \times \mathcal{D}\) such that the norm

\[
\|u\|_{L_p((S, T) \times \mathcal{D})} = \left(\int_{(S, T) \times \mathcal{D}} |u(t, x)|^p \, dx \, dt\right)^{1/p} < \infty.
\]

For \( p \in [1, \infty) \), and for given weight \( \omega \) defined on \((S, T) \times \mathcal{D}\), we define \( L_p((S, T) \times \mathcal{D}, \omega) \) to be the weighted Lebesgue space on \((S, T) \times \mathcal{D}\) equipped with the norm

\[
\|u\|_{L_p((S, T) \times \mathcal{D}, \omega)} = \left(\int_{S} \int_{\mathcal{D}} |u(t, x)|^p \omega(t, x) \, dx \, dt\right)^{1/p}.
\]

We define the weighted Sobolev space

\[ W^1_p(\mathcal{D}) = \{ u \in L_p(\mathcal{D}, x_{d}^{-p/2}) : Du \in L_p(\mathcal{D}) \}, \]

that is equipped with the norm

\[ \|u\|_{W^1_p(\mathcal{D})} = \|u\|_{L_p(\mathcal{D}, x_{d}^{-p/2})} + \|Du\|_{L_p(\mathcal{D})} \].

We note that \( W^1_p(\mathcal{D}) \) is different from the usual Sobolev space due to the availability of the weight \( x_d^{-p/2} \) in the \( L_p \)-norm of \( u \). As in the standard way, we denote \( \mathcal{H}^1_p(\mathcal{D}) \) the Sobolev space defined to be the closure in \( W^1_p(\mathcal{D}) \) of all compactly supported functions in \( C^\infty(\overline{\mathcal{D}}) \) vanishing near \( \overline{\mathcal{D}} \cap \{x_d = 0\} \) if \( \overline{\mathcal{D}} \cap \{x_d = 0\} \) is not empty. The space \( \mathcal{H}^1_p(\mathcal{D}) \) is equipped with the norm

\[ \|u\|_{\mathcal{H}_p^1(\mathcal{D})} = \|u\|_{L_p(\mathcal{D}, x_{d}^{-p/2})} + \|Du\|_{L_p(\mathcal{D})} \].

Regarding the relation between the functional spaces \( W^1_p(\mathcal{D}) \) and \( \mathcal{H}^1_p(\mathcal{D}) \), we have the following trace theorem. Though it is not used in the paper, it is important to point out. The proof of the theorem is given in Appendix [13].

**Theorem 2.1.** Let \( B_1' \) be the unit ball in \( \mathbb{R}^{d-1} \) centered at the origin, \( \mathcal{D} = B_1' \times (0, 1) \), and \( p \in [2, \infty) \). If \( u \in W^1_p(\mathcal{D}) \), then \( u(x', 0) = 0 \) in the trace sense for a.e. \( x' \in B_1' \). Moreover,

\[ W^1_p(\mathcal{D}) = \mathcal{H}^1_p(\mathcal{D}). \]

Next, due to the structure of \([1,2]\), we define the dual space

\[ \mathcal{H}_p^{-1}((S, T) \times \mathcal{D}) = \{ u : u = x_d D_i F_i + f \ for \ some \ f \in L_p((S, T) \times \mathcal{D}, x_{d}^{-p/2}) \ and \ F = (F_1, \ldots, F_d) \in L_p((S, T) \times \mathcal{D})^d \}, \]

that is equipped with the norm

\[
\|u\|_{\mathcal{H}_p^{-1}((S, T) \times \mathcal{D}, \omega)} = \inf \left\{ \|F\|_{L_p((S, T) \times \mathcal{D})} + \|f\|_{L_p((S, T) \times \mathcal{D}, x_{d}^{-p/2})} : u = x_d D_i F_i + f \right\}.
\]

Then, we define the space

\[ \mathcal{H}_p^1((S, T) \times \mathcal{D}) = \{ u \in L_p((S, T), \mathcal{H}_p^1(\mathcal{D})) : u_t \in \mathcal{H}_p^{-1}((S, T) \times \mathcal{D}) \}
\]

which is equipped with the norm

\[
\|u\|_{\mathcal{H}_p^1((S, T) \times \mathcal{D})} = \|u\|_{L_p((S, T) \times \mathcal{D}, x_{d}^{-p/2})} + \|Du\|_{L_p((S, T) \times \mathcal{D})} + \|u_t\|_{\mathcal{H}_p^{-1}((S, T) \times \mathcal{D})}.
\]
Now, we give the definition of weak solutions for the class of equations \([12,2]\).

**Definition 2.2.** Let \(p \in (1, \infty)\), \(F \in L_p((S, T) \times D)^d\) and \(f \in L_p((S, T) \times D, x_d^{-p/2})\). We say that \(u \in \mathcal{H}^1_p((S, T) \times D)\) is a weak solution to \([12,2]\) in \((S, T) \times D\) with boundary condition \(u = 0\) on \(\overline{D} \cap \{x_d = 0\}\) when \(\overline{D} \cap \{x_d = 0\} \neq \emptyset\) if

\[
\int_{(S, T) \times D} x_d^{-1}(-u\partial_t \varphi + \lambda c_0(z)u \varphi) \, dz + \int_{(S, T) \times D} (a_{ij} D_{ji} u - F_i) D_i \varphi \, dz = \lambda^{1/2} \int_{(S, T) \times D} x_d^{-1} f(z) \varphi(z) \, dz,
\]

for any \(\varphi \in C_0^\infty((S, T) \times D)\).

2.2. **Notations and statement of main results.** We need some notations to state our results. Throughout the paper, for \(r > 0\) and \(z_0 = (t_0, x_0) \in \mathbb{R} \times \mathbb{R}^d_+\), we denote \(B_r(x_0)\) the ball in \(\mathbb{R}^d\) of radius \(r\) centered at \(x_0\). Moreover, the upper half balls in \(\mathbb{R}^d_+\) centered at \(x_0\) and in \(\mathbb{R}^{d+1}_+\) centered at \(z_0\) are respectively defined by

\[
B_r^+(x_0) = B_r(x_0) \cap \{x_d > 0\} \quad \text{and} \quad Q_r^+(z_0) = (t_0 - r, t_0] \times B_r^+(x_0).
\]

For \(x_0' \in \mathbb{R}^{d-1}\), we denote \(B_r'(x_0')\) the ball in \(\mathbb{R}^{d-1}\) of radius \(r\) centered at \(x_0'\). Similarly, for \(z_0' = (t_0, x_0') \in \mathbb{R} \times \mathbb{R}^{d-1}\), we also denote

\[
Q_r'^+(z_0') = (t_0 - r, t_0] \times B_r'(x_0').
\]

When \(z_0 = 0\) or \(x_0 = 0\), we simply write \(B_r = B_r(0)\), \(B_r^+ = B_r^+(0)\) and \(Q_r^+ = Q_r^+(0)\), etc. We note that \(Q_r(z_0)\) and \(Q_r^+(z_0)\) are respectively just the ball and the upper-half ball in \(\mathbb{R}^{d+1}\) of radius \(r\) centered at \(z_0\), and they are not parabolic cylinders as commonly used in the study of parabolic equations. We use these balls instead of parabolic cylinders because the equation is not invariant under the usual heat scaling.

We next give the partial mean oscillation of the coefficients that was first introduced in \([19,20]\).

**Definition 2.3.** For each \(z_0 = (z'_0, x_0) \in Q_T\), and for \(\rho > 0\), we denote the partial mean oscillations of \(a_{ij}\) and \(c_0\) by

\[
a^\#_{ij}(z_0) = \max_{i,j \in \{1,2,\ldots,d\}} \frac{1}{Q_r^+(z_0)} \int_{Q_r^+(z_0)} |a_{ij}(z) - [a_{ij}]_{\rho, z_0}(x_d)| \, dz
\]

\[
+ \frac{1}{Q_r^+(z_0)} \int_{Q_r^+(z_0)} |c_0(z) - [c_0]_{\rho, z_0}(x_d)| \, dz,
\]

where

\[
[a_{ij}]_{\rho, z_0}(x_d) = \begin{cases} 
\int_{Q_r^+(z'_0)} a_{ij}(t, x', x_d) \, dx' \, dt & \text{if} \quad i \in \{1,2,\ldots,d\}, \text{ and } j \neq d, \\
\int_{Q_r^+(z_0)} a_{id} \, dxdt & \text{for} \quad i = 1,2,\ldots,d, \text{ and } j = d,
\end{cases}
\]

and

\[
[c_0]_{\rho, z_0}(x_d) = \int_{Q_r^+(z'_0)} c_0(t, x', x_d) \, dx' \, dt.
\]
We note that from the definition that the coefficients $[a_{id}]_{\rho,z_0}$ are constant for all $i = 1, 2, \ldots, d$. On the other hand, the other coefficients $[a_{ij}]_{\rho,z_0}$, and $[c_0]_{\rho,z_0}$ are functions of $x_d$-variable, for $j \neq d$, as they are correspondingly the averages of $a_{ij}, c_0$ with respect to the variable $z' = (t, x')$ only. We also emphasize that we do not impose any assumption on the coefficient matrix $(a_{ij})$.

We now state the main result of the paper.

**Theorem 2.4.** For given $\nu \in (0, 1)$ and $p \in (1, \infty)$, there are a sufficiently large number $\lambda_0 = \lambda_0(\nu, p) > 0$ and a sufficiently small number $\gamma = \gamma(\nu, p) > 0$ such that the following assertions hold. Assume (1.3), (1.4), and

$$\sup_{z_0 \in \Omega_T} \sup_{\rho \in (0, \rho_0)} a^\#_p(z_0) \leq \gamma \quad (2.1)$$

with some $\rho_0 > 0$. Then, for $\lambda \geq \lambda_0\rho_0^{-1}$, $f \in L_p(\Omega_T, x_d^{-p/2})$, and $F \in L_p(\Omega_T)^d$, there exists a unique weak solution $u \in \mathcal{K}^1(\Omega_T)$ of (1.2)-(1.4). Moreover,

$$\|Du\|_{L_p(\Omega_T)} + \sqrt{\lambda}\|u\|_{L_p(\Omega_T, x_d^{-p/2})} \leq N\left[\|F\|_{L_p(\Omega_T)} + \|f\|_{L_p(\Omega_T, x_d^{-p/2})}\right] \quad (2.2)$$

with $N = N(\nu, d, p) > 0$.

**Remark 2.5.** The following points are worth mentioning.

(i) By Hardy’s inequality, we have $\|u\|_{L_p(\Omega_T, x_d^{-p})} \leq N(p, d)\|Du\|_{L_p(\Omega_T)}$. Therefore, it follows that Theorem 2.4 also provides the $L_p$-estimate of $u$ with weight $x_d^p$.

(ii) It is possible to extend Theorem 2.4 and obtain the wellposedness of (1.2)-(1.3) in mixed-norm weighted space with Muckenhoupt weights as in [11, Theorem 2.5]. Similarly, local boundary regularity estimates as in [11, Corollary 2.3] can be derived as an application of Theorem 2.4. However, we choose not to include those results to avoid further technical complications.

(iii) It is well-known that the condition (2.1) is necessary. We also note that in (2.1), the partial mean oscillations of the coefficients are measured with respect to the usual Lebesgue measure, see Definition 2.3. On the other hand, for the classes of equations studied in [2, 10, 11, 12, 13], the mean oscillations of the coefficients are defined with respect to suitable weights.

Next, we give a quick application of Theorem 2.4 which could be useful later in studying the degenerate viscous Hamilton-Jacobi equation (1.7). For simplicity, let us consider the model equation (1.7) with $\lambda = 1$. The general case with $\lambda > 0$ can be derived from the result with $\lambda = 1$ using a scaling argument.

**Corollary 2.6.** Let $p \geq 2$, $T \in (-\infty, \infty]$, and $f_1, f \in L_p(\Omega_T, x_d^{-p/2})$. Then there is a unique solution $u$ of (1.7)-(1.3) with $\lambda = 1$ satisfying

$$\|u\|_{L_p(\Omega_T, x_d^{-p/2})} + \|Du\|_{L_p(\Omega_T)} + \|u_1\|_{L_p(\Omega_T, x_d^{-p/2})} + \|D^2u\|_{L_p(\Omega_T)} + \|Du_1\|_{L_p(\Omega_T)} \leq N\left[\|f_1\|_{L_p(\Omega_T, x_d^{-p/2})} + \|f\|_{L_p(\Omega_T, x_d^{-p/2})}\right], \quad (2.3)$$

where $N = N(d, p) > 0$.

We emphasize that Corollary 2.6 is just for demonstrative purposes, and it is not sharp. More comprehensive estimates and wellposedness results for a class of
non-divergence form equations of the form (1.7)-(1.3) will be established in our forthcoming paper. Linear and nonlinear classes of equations with similar degenerate coefficients but more general weights compared to $x_d$ will be investigated in near future. We note that the weights in our main results (Theorem 2.4 and Corollary 2.6) are different from those in [21, 10].

3. Theory of $L_2$-weak solutions

In this section, we study following class of parabolic equations which are slightly more general than (1.2)

$$x_d^{-1}(a_0(x)u_t(z) + \lambda c_0(z)u(z)) - D_i(a_{ij}(z)D_ju(z) - F_i) = \sqrt{\lambda}x_d^{-1}f \quad \text{in} \quad \Omega_T$$

with the boundary condition

$$u = 0 \quad \text{on} \quad (-\infty, T) \times \partial \mathbb{R}^d.$$  \hfill (3.2)

Here, $\lambda \geq 0$ and $F_i : \Omega_T \rightarrow \mathbb{R}$, $f : \Omega_T \rightarrow \mathbb{R}$ are given measurable functions, and $a_0 : \mathbb{R}^d_+ \rightarrow \mathbb{R}$ such that

$$\nu \leq a_0(x) \leq \nu^{-1}, \quad x \in \mathbb{R}^d_+.$$  \hfill (3.3)

We begin with the following lemma on the energy estimate for (3.1).

**Lemma 3.1.** Suppose that (1.1), (1.3), and (3.3) hold, and suppose that $f \in L_2(\Omega_T, x_d^{-1})$, $F \in L_2(\Omega_T)^d$. Then, for every weak solution $u \in \mathcal{H}^1_0(\Omega_T)$ of (3.1) with $\lambda \geq 0$, it holds that

$$\|Du\|_{L_2(\Omega_T)} + \sqrt{\lambda}\|u\|_{L_2(\Omega_T, x_d^{-1})} \leq N \left[\|F\|_{L_2(\Omega_T)} + \|f\|_{L_2(\Omega_T, x_d^{-1})}\right],$$  \hfill (3.4)

where $N = N(\nu, d)$.

**Proof.** First, by multiplying (3.1) by $u$ and using the integration by parts with the boundary condition that $u = 0$ on $\{x_d = 0\}$ and the ellipticity and boundedness conditions in (1.1), we obtain

$$\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^d_+} a_0(x)|u|^2x_d^{-1} dx + \lambda \int_{\mathbb{R}^d_+} c_0(z)|u|^2x_d^{-1} dx + \nu \int_{\mathbb{R}^d_+} |Du|^2 dx$$

$$\leq \sqrt{\lambda} \int_{\mathbb{R}^d_+} |u||f|x_d^{-1} dx + N(\nu) \int_{\mathbb{R}^d_+} |F||Du| dx$$

Integrating this estimate in the time variable, and using Young’s inequality for the term on the right hand side, then cancelling similar terms, we obtain

$$\lambda \int_{\Omega_T} |u|^2x_d^{-1} dz + \int_{\Omega_T} |Du|^2 dx \leq N \int_{\Omega_T} \left(|f(t, x)|^2x_d^{-1} + |F(z)|^2\right) dz,$$

where we have also used conditions (1.3) and (3.3). Therefore,

$$\|Du\|_{L_2(\Omega_T)} + \sqrt{\lambda}\|u\|_{L_2(\Omega_T, x_d^{-1})} \leq N \left[\|F\|_{L_2(\Omega_T)} + \|f\|_{L_2(\Omega_T, x_d^{-1})}\right]$$  \hfill (3.5)

and the lemma is proved. \hfill \Box

We now conclude this section with the following important theorem which proves Theorem 2.4 for the case $p = 2$. 


Theorem 3.2. Suppose that \((1.1), (1.3), \) and \((3.3)\) hold. Then, for every \(\lambda > 0, f \in L_2(\Omega_T, x_d^{-1}), F \in L_2(\Omega_T)^d\), there exists a unique weak solution \(u \in H^1_0(\Omega_T)\) of \((3.1)-(3.2)\). Moreover,
\[
\|Du\|_{L_2(\Omega_T)} + \sqrt{\lambda}\|u\|_{L_2(\Omega_T, x_d^{-1})} \leq N\left[\|F\|_{L_2(\Omega_T)} + \|f\|_{L_2(\Omega_T, x_d^{-1})}\right],
\]
where \(N = N(\nu, d)\).

Proof. For each \(n \in \mathbb{N}\), let
\[
\hat{Q}_n = (-n, \min\{n, T\}) \times B_n^+.
\]
We consider the equation of \(u\) in \(\hat{Q}_n\)
\[
-x_d^{-1}(a_0 u_t + \lambda c_0 u) - D_i(\sigma_{ij}(z)D_j u - F_i) = x_d^{-1} f(z) \quad \text{in} \quad \hat{Q}_n
\]
with boundary condition \(u = 0\) on \((-n, \min\{n, T\}) \times \partial B_n^+\) and zero initial data at \(\{-n\} \times B_n^+\). Then, performing the energy estimates as in the proofs of Lemma 3.1, we have the following a priori estimate
\[
\|u_n\|_{L_\infty((-n,\min\{n,T\}),L_2(B_n^+\times x_d^{-1}))} + \sqrt{\lambda}\|u_n\|_{L_2(\hat{Q}_n, x_d^{-1})} + \|Du_n\|_{L_2(\hat{Q}_n)} \leq N\left[\|F\|_{L_2(\hat{Q}_n)} + \|f\|_{L_2(\hat{Q}_n, x_d^{-1})}\right],
\]
for \(N = N(d, \nu) > 0\). By using this estimate and the Galerkin method, we see that for each \(n \in \mathbb{N}\), there exists a unique weak solution \(u_n \in H^1_0(\hat{Q}_n)\) of \((3.6)\). By taking \(u_n = 0\) in \(\Omega_T \setminus \hat{Q}_n\), we can consider \(u_n\) as a function defined in \(\Omega_T\) satisfying
\[
\|u_n\|_{L_\infty((-\infty,T),L_2(B_n^+\times x_d^{-1}))} + \sqrt{\lambda}\|u_n\|_{L_2(\Omega_T, x_d^{-1})} + \|Du_n\|_{L_2(\Omega_T)} \leq N\left[\|F\|_{L_2(\Omega_T)} + \|f\|_{L_2(\Omega_T, x_d^{-1})}\right].
\]
From this, and by passing through a subsequence, we can find \(u \in H^1_0(\Omega_T)\) such that
\[
u u_n \rightharpoonup u \quad \text{in} \quad L_2(\Omega_T, x_d^{-1}) \quad \text{as} \quad n \to \infty,
\]
\[
Du_n \rightharpoonup Du \quad \text{in} \quad L_2(\Omega_T) \quad \text{as} \quad n \to \infty.
\]
Then, using the weak form in Definition 2.2 and passing through the limit, we see that \(u \in H^1_0(\Omega_T)\) is a weak solution of \((3.1)-(3.2)\). Moreover, it also holds that
\[
\|Du\|_{L_2(\Omega_T)} + \sqrt{\lambda}\|u\|_{L_2(\Omega_T, x_d^{-1})} \leq N\left[\|F\|_{L_2(\Omega_T)} + \|f\|_{L_2(\Omega_T, x_d^{-1})}\right].
\]
The uniqueness of \(u \in H^1_0(\Omega_T)\) also follows from this estimate. The proof of the theorem is completed.

4. Equations with coefficients depending only on \(x_d\)

As we apply the perturbation technique to study \((1.2)\), we need to investigate the classes of equations with coefficients depending only on \(x_d\). Throughout the section, assume that \(\varpi_0, \varpi_0 : \mathbb{R}_+ \to \mathbb{R}\) are measurable and they satisfy
\[
\nu \leq \varpi_0(x_d), \varpi_0(x_d) \leq \nu^{-1} \quad \text{for} \quad x_d \in \mathbb{R}_+,
\]
for a given constant \(\nu \in (0, 1)\). Moreover, \((\sigma_{ij})^d_{i,j=1} : \mathbb{R}_+ \to \mathbb{R}^{d \times d}\) is a matrix of measurable functions satisfying the following ellipticity and boundedness conditions
\[
\nu|\xi|^2 \leq \sigma_{ij}(x_d)\xi_i\xi_j, \quad |\sigma_{ij}(x_d)| \leq \nu^{-1} \quad \text{for} \quad x_d \in \mathbb{R}_+.
\]
for $\xi = (\xi_1, \xi_2, \ldots, \xi_d) \in \mathbb{R}^d$. In addition to (4.2), we assume that the matrix $(\pi_{ij})$ satisfies the following condition on $\pi_{ij}$
\[ \pi_{id} = \text{constant} \quad \text{for } i = 1, 2, \ldots, d. \] (4.3)

For a fixed constant $\lambda \geq 0$, let $\mathcal{L}_0$ be an operator in divergence form with singular coefficients
\[
\mathcal{L}_0[u] = x_d^{-1}(\pi_0(x_d)u_t + \lambda \pi_0(x_d)u) - D_i(\pi_{ij}(x_d)D_ju),
\] for $(t, x) = (t, x', x_d) \in \Omega_T$ and we study following equation
\[
\left\{ \begin{array}{ll}
\mathcal{L}_0[u] &= D_iF_i + \sqrt{\lambda}x_d^{-1}f(t, x) & \text{in } \Omega_T, \\
u &= 0 & \text{on } \{x_d = 0\}.
\end{array} \right.
\] (4.5)

The following theorem is the main result of the section.

**Theorem 4.1.** Let $\nu \in (0, 1), p \in (1, \infty)$ and suppose that (4.1), (4.2), and (4.3) hold. Then, for every $f \in L_p(\Omega_T, x_d^{-p/2})$, $F = (F_1, F_2, \ldots, F_d) \in L_p(\Omega_T)^d$, and $\lambda > 0$, there exists a unique weak solution $u \in \mathcal{H}_p^1(\Omega_T)$ of (4.5). Moreover,
\[
\|Du\|_{L_p(\Omega_T)} + \sqrt{\lambda}\|u\|_{L_p(\Omega_T, x_d^{-p/2})} \leq N\left[\|F\|_{L_p(\Omega_T)} + \|f\|_{L_p(\Omega_T, x_d^{-p/2})}\right],
\] (4.6)
where $N = N(\nu, d, p) > 0$.

4.1. **Pointwise estimates for homogeneous equations.** Let $r > 0$ and $z_0 = (t_0, x_0) \in \mathbb{R} \times \mathbb{R}^d$. We consider the equation
\[
\left\{ \begin{array}{ll}
\mathcal{L}_0[u] &= 0 & \text{in } Q^+(z_0), \\
u &= 0 & \text{on } Q_r(z_0) \cap \{x_d = 0\} \quad \text{if } Q_r(z_0) \cap \{x_d = 0\} \neq \emptyset.
\end{array} \right.
\] (4.7)

**Lemma 4.2** (Caccioppoli type estimates). Let $z_0 = (z_0', 0)$ and $u \in \mathcal{H}_2^1(Q^+(z_0))$ be a weak solution to (4.7) in $Q^+(z_0)$. Then, for every $0 < r < R < 1$, we have
\[
\int_{Q_r^+(z_0)} \left(|Du|^2 + \lambda x_d^{-1}|u|^2\right) dx \leq N \int_{Q_R^+(z_0)} x_d^{-1}|u|^2 dx,
\] (4.8)
where $N = N(d, \nu, r, R) > 0$. Moreover,
\[
\int_{Q_r^+(z_0)} x_d^{-1}|u|^2 dx \leq N(d, \nu, r, R) \int_{Q_R^+(z_0)} \left(|Du|^2 + \lambda x_d^{-1}|u|^2\right) dx.
\] (4.9)

**Proof.** By translations, it suffices to prove the lemma for the case $z_0 = 0$. For $0 < r < R \leq 1$, using $u \varphi^2$ as a test function for (4.7), where $\varphi \in C_0^\infty(Q_R)$ satisfying $\varphi \equiv 1$ in $Q_R$, we obtain
\[
\frac{1}{2} \frac{d}{dt} \int_{B_r^+} x_d^{-1}\pi_0(x_d)u^2\varphi^2 dx + \lambda \int_{B_r^+} \pi_0(x_d)x_d^{-1}u^2\varphi^2 dx
\]
\[
+ \int_{B_r^+} \pi_{ij}(x_d)D_iuD_ju\varphi^2 dx = \int_{B_r^+} \pi_0(x_d)x_d^{-1}u^2\frac{\varphi^2_t}{\varphi} - 2u\varphi\pi_{ij}(x_d)D_juD_i\varphi dx.
\]

Then, by integrating in the time variable, using the Young’s inequality, (4.1), and (4.2), we obtain
\[
\int_{Q_r^+} |Du|^2 dx + \lambda \int_{Q_r^+} x_d^{-1}|u|^2 dx \leq \frac{N(d, \nu)}{R-r} \int_{Q_R^+} x_d^{-1}|u|^2 dx,
\] where we have used the fact that $x_d^{-1}u^2 \geq u^2$ for $x_d \in (0, 1)$. This proves (4.8).
Next, by using the method of difference quotients, we can formally assume that \( u_t \) solves the same equation as \( u \) does. Therefore, applying (1.8) for \( u_t \), we obtain

\[
\int_{Q^+_r(z_0)} \left( |Du_t|^2 + \lambda x^{-1}_d |u_t|^2 \right) dz \leq \frac{N(d, \nu)}{R - r} \int_{Q^+_r(z_0)} x^{-1}_d |u_t|^2 dz, \tag{4.10}
\]

Similarly, we can formally use \( u_t \varphi^2 \) as a test function for (1.7) to yield

\[
\int_{B^+_r \cap \Omega} x^{-1}_d \tau_0(x_d) |u_t|^2 \varphi^2 dx + \int_{B^+_r \cap \Omega} x^{-1}_d \tau_0(x_d) uu_t \varphi^2 dx + \int_{B^+_r \cap \Omega} (\tau_{ij} D_j u D_i \varphi^2 + 2 \varphi u \tau_{ij} D_j u D_i \varphi) dx = 0.
\]

Then, it follows from (1.1), (4.2) and Young’s inequality that

\[
\int_{B^+_r \cap \Omega} x^{-1}_d |u_t|^2 \varphi^2 dx + \frac{\lambda}{2} \int_{B^+_r \cap \Omega} x^{-1}_d \tau_0(x_d) |u|^2 \varphi^2 dx
\]

\[
\leq N(d, \nu) \int_{B^+_r \cap \Omega} \left[ \lambda x^{-1}_d |u|^2 |\varphi_t| + |D_j u||D_i u_t| + |u_t||D_j u||D_i \varphi| \right] \varphi dx
\]

\[
\leq \frac{1}{2} \int_{B^+_r \cap \Omega} x^{-1}_d |u_t|^2 \varphi^2 dx + N(d, \nu) \int_{B^+_r \cap \Omega} \left[ |Du|^2 (\epsilon^{-1} \varphi + x_d |D \varphi|^2) + \epsilon |Du_t|^2 |\varphi| + \lambda x^{-1}_d |u|^2 |\varphi_t| \right] dx,
\]

for \( \epsilon \in (0, 1) \). Then integrating this equality in time variable, we obtain

\[
\int_{Q^+_r} x^{-1}_d |u_t|^2 dz \leq N(d, \nu) \int_{Q^+_r} \left[ \epsilon^{-1} + (R - r)^{-2} \right] |Du|^2 + \lambda x^{-1}_d (R - r)^{-1} |u|^2 + \epsilon |Du_t|^2 dz.
\]

Using this, and (4.10) with slightly different balls, we conclude that

\[
\int_{Q^+_r} x^{-1}_d |u_t|^2 dz \leq \frac{N}{(R - r)^2} \int_{Q^+_r} \left[ \epsilon^{-1} |Du|^2 + \lambda x^{-1}_d |u|^2 \right] dz + \frac{\epsilon N}{R - r} \int_{Q^+_r} x^{-1}_d |u_t|^2 dz,
\]

for all \( 0 < r < R < 1 \), \( N = N(d, \nu) > 0 \), and for all \( \epsilon \in (0, 1) \). From this, and by the standard iteration argument (see [18] Lemma 5.13, p. 82) for example, we conclude that

\[
\int_{Q^+_r} x^{-1}_d |u_t|^2 dz \leq N(d, \nu, r, R) \int_{Q^+_r} \left[ |Du|^2 + \lambda x^{-1}_d |u|^2 \right] dz.
\]

The estimate (4.13) is proved and the proof of the lemma is completed. \( \square \)

Next, we state and prove an important estimate for \( w(z) = x^{-1}_d u(z) \) for which the assumption \( \tau_{id} = \text{constant in (4.3)} \) is needed.

**Lemma 4.3.** Let \( z_0 = (z_0', 0) \) and \( u \in \mathcal{H}^2_2(Q^+_1(z_0)) \) be a weak solution to (3.7) in \( Q^+_1(z_0) \). Then, for every \( 0 < r < R \),

\[
\int_{Q^+_r(z_0)} \left[ x_d |Dw|^2 + \lambda w^2 \right] dz \leq N \int_{Q^+_1(z_0)} |w|^2 dz,
\]

where \( w(z) = x^{-1}_d u(z) \) for \( z = (z', x_d) \in Q^+_1 \), and \( N = N(r, R, d, \nu) > 0 \).
Proof: We can assume $z_0' = 0$. For $\epsilon > 0$ and sufficiently small, let $w_\epsilon(z) = (x_d + \epsilon)^{-1}u(z)$. Observe that

$$D_\epsilon w_\epsilon(z) = (x_d + \epsilon)^{-1}D_\epsilon u(z) - \delta_{id}(x_d + \epsilon)^{-2}u(z),$$

$$\partial_\epsilon w_\epsilon = (x_d + \epsilon)^{-1}\partial_\epsilon u(z),$$

and moreover $w_\epsilon \in \mathcal{H}^2_1(Q_1^+)$. We then can test the equation of $u$ with $w_\epsilon \varphi^2$ to obtain

$$\frac{1}{2} \frac{d}{dt} \int_{B_1^+} \eta \vec{\nabla}_0(x_d)w_\epsilon^2 \varphi^2 \, dx + \lambda \int_{B_1^+} \eta \vec{\nabla}_0(x_d)w_\epsilon^2 \varphi^2 \, dx$$

$$+ \int_{B_1^+} \pi_{ij} D_j((x_d + \epsilon)w_\epsilon)D_i \varphi \, dx$$

$$= \int_{B_1^+} (\eta \vec{\nabla}_0(x_d)w_\epsilon^2 \varphi \varphi_t - 2w_\epsilon \varphi \pi_{ij} D_j((x_d + \epsilon)w_\epsilon)D_i \varphi) \, dx,$$

where $\eta(x_d) = \frac{\epsilon^2}{x_d^2}$. Since, $D_j((x_d + \epsilon)w_\epsilon) = (x_d + \epsilon)D_j w_\epsilon + \delta_{jd} w_\epsilon$, it follows that

$$\frac{1}{2} \frac{d}{dt} \int_{B_1^+} \eta \vec{\nabla}_0(x_d)w_\epsilon^2 \varphi^2 \, dx + \lambda \int_{B_1^+} \eta \vec{\nabla}_0(x_d)w_\epsilon^2 \varphi^2 \, dx$$

$$+ \int_{B_1^+} (x_d + \epsilon)\pi_{ij} D_j w_\epsilon D_i \varphi \, dx$$

$$= \int_{B_1^+} (\eta \vec{\nabla}_0(x_d)w_\epsilon^2 \varphi \varphi_t - 2(x_d + \epsilon)w_\epsilon \varphi \pi_{ij} D_j w_\epsilon D_i \varphi) \, dx$$

$$- 2w_\epsilon^2 \varphi \pi_{id} D_i \varphi - \frac{1}{2} D_i [\pi_{id}] \varphi^2 \, dx$$

$$= \int_{B_1^+} (\eta \vec{\nabla}_0(x_d)w_\epsilon^2 \varphi \varphi_t - 2(x_d + \epsilon)w_\epsilon \varphi \pi_{ij} D_j w_\epsilon D_i \varphi - w_\epsilon^2 \varphi \pi_{id} D_i \varphi) \, dx,$$

where we have used the fact that $\pi_{id}$ are constant assumed in (4.3) in the middle step of the above calculation to write $w_\epsilon \pi_{id}D_i w_\epsilon = \frac{\epsilon^2}{2} D_i [\pi_{id} w_\epsilon^2]$, and the integration by parts on this term in the last step. Now, by (4.2), (4.1), and the fact that $\eta \geq 1$, it follows that

$$\frac{1}{2} \frac{d}{dt} \int_{B_1^+} \eta \vec{\nabla}_0(x_d)w_\epsilon^2 \varphi^2 \, dx + \lambda \int_{B_1^+} w_\epsilon^2 \varphi^2 \, dx + \int_{B_1^+} (x_d + \epsilon)|Dw_\epsilon|^2 \varphi^2 \, dx$$

$$\leq N(d, \nu) \int_{B_1^+} (\eta \vec{\nabla}_0(x_d)w_\epsilon^2 |\varphi| + (x_d + \epsilon)|w_\epsilon| |D w_\epsilon||D \varphi| + w_\epsilon^2 |\varphi||D \varphi|) \, dx$$

$$\leq \frac{1}{2} \int_{B_1^+} (x_d + \epsilon)|Dw_\epsilon|^2 \varphi^2 \, dx$$

$$+ N(\nu, d) \int_{B_1^+} (\eta \vec{\nabla}_0(x_d)w_\epsilon^2 |\varphi| + (x_d + \epsilon)|w_\epsilon|^2 |D \varphi|| + w_\epsilon^2 |\varphi||D \varphi|) \, dx,$$

where we applied Young’s inequality in the last step. Then,

$$\frac{1}{2} \frac{d}{dt} \int_{B_1^+} \eta \vec{\nabla}_0(x_d)w_\epsilon^2 \varphi^2 \, dx + \lambda \int_{B_1^+} w_\epsilon^2 \varphi^2 \, dx + \int_{B_1^+} (x_d + \epsilon)|Dw_\epsilon|^2 \varphi^2 \, dx$$

$$\leq N(\nu, d) \int_{B_1^+} w_\epsilon^2 (\eta |\varphi| + |D \varphi|| + |D \varphi|) \, dx.$$
Therefore,
\[
\lambda \int_{Q^+_1} w^2 \varphi^2 \, dz + \int_{Q^+_1} (x_d + \epsilon)|Dw|\varphi^2 \, dz \\
\leq N(\nu, d) \int_{Q^+_1} w^2 (\eta_\nu \varphi_1 + |D\varphi|^2 + |D\varphi|) \, dz \\
\leq N(\nu, d, R, r) \int_{Q^+_R} w^2 \, dz < \infty,
\]
where the assertion on the finiteness of the above integral is due to Hardy’s inequality. Finally, from the explicit formula of \(w_z\), (4.11), and by Fatou’s lemma, we obtain by passing \(\epsilon \to 0^+\) that
\[
\int_{Q^+_R(z_0)} [x_d|Dw|^2 + \lambda w^2] \, dz \leq N(r, R, d, \nu) \int_{Q^+_R(z_0)} |w|^{\nu} \, dz.
\]
The proof of the lemma is now complete. \(\square\)

**Remark 4.4.** By Hardy’s inequality, we have
\[
\int_{Q^+_R(z_0)} |w|^{\nu} \, dz \leq N \int_{Q^+_R(z_0)} |Du|^{2} \, dz.
\]
Therefore, the estimates in Lemma 4.3 are well-defined for \(u \in \mathcal{H}^1_2(Q^+_1(z_0))\).

Next, we derive the following Caccioppoli type estimates on higher derivatives of solutions.

**Lemma 4.5.** Let \(z_0 = (z'_0, 0)\) and let \(u \in \mathcal{H}^1_2(Q^+_1(z_0))\) be a weak solution to (1.7) in \(Q^+_1(z_0)\). Then, for every \(j, k \in \mathbb{N} \cup \{0\}\)
\[
\int_{Q^+_R(z_0)} x_d (|\partial_t^{j+1} D^k_x w|^2 + |D^k_x w|^2) \, dz + \int_{Q^+_R(z_0)} |D^k_x \partial_t^j w|^2 \, dz \\
+ \lambda \int_{Q^+_R(z_0)} x_d |D^k_x \partial_t^j w|^2 \, dz \\
\leq N \int_{Q^+_R(z_0)} x_d |w(z)|^2 \, dz,
\]
(4.12)
for every \(0 < r < R < 1\), where \(|w(z)| = x_d^{-1} u(z)|\) for \(z = (z', x_d) \in Q^+_1(z_0)\), and \(N = N(\nu, d, k, j, r, R) > 0\).

**Proof.** By using translations, it suffices to prove the lemma for the case \(z'_0 = 0\). The main idea is to apply Lemmas 4.2, 4.3, and Hardy’s inequality. We first prove (4.12) for \(j = 0\) and \(k \in \mathbb{N} \cup \{0\}\) by using translations. We observe that from Lemma 4.2 and Lemma 4.3 we have
\[
\int_{Q^+_R} x_d (|\partial_t w|^2 + |Dw|^2) \, dz + \int_{Q^+_R} |Du|^2 \, dz \leq N(\nu, k, j, r, R) \int_{Q^+_R} |w(z)|^2 \, dz,
\]
where we have used the fact that \(x_d \in (0, 1)\) and \(R' = (r + R)/2\). Recalling that by Hardy’s inequality
\[
\int_{Q^+_R} |w|^2 \, dz = \int_{Q^+_R} |u|_{x_d}|^2 \, dz \leq N(d, R') \int_{Q^+_R} |Du|^2 \, dz.
\]
From this and (4.3), we see that
\[ \int_{Q^+_{\nu}} |w|^2 \, dz \leq N \int_{Q^+_{\nu}} x_d |w|^2 \, dz. \]

Then, (4.12) when \( j = 0 \) and \( k = 0 \) follows. We next prove (4.12) for \( j = 0 \) and \( k = 1 \). By using the difference quotient method in \( x' \)-direction, we can formally assume that \( D_{x'} u \) solves the same equation and satisfies the same boundary condition as \( u \) does. Then, we apply (4.12) with \( j = 0 \) and \( k = 0 \) that we just proved for \( D_{x'} u \) to infer that
\[ \int_{Q^+_{\nu}} x_d (|\partial_t D_{x'} w|^2 + |DD_{x'} w|^2) \, dz + \int_{Q^+_{\nu}} (|DD_{x'} u|^2 + \lambda x_d |D_{x'} w|^2) \, dz \leq N(\nu, r, R) \int_{Q^+_{\nu}} x_d |D_{x'} w|^2 \, dz, \]
then, by combining this estimate with the estimate (4.12) with \( j = 0 \) and \( k = 0 \) that we just proved, we have
\[ \int_{Q^+_{\nu}} x_d (|\partial_t D_{x'} w|^2 + |DD_{x'} w|^2) \, dz + \int_{Q^+_{\nu}} (|DD_{x'} u|^2 + \lambda x_d |D_{x'} w|^2) \, dz \leq N(\nu, r, R) \int_{Q^+_{\nu}} x_d |w|^2 \, dz. \]
Hence, (4.12) is proved when \( k = 1 \) and \( j = 0 \). We can repeat the argument together with an induction on \( k \) to obtain (4.12) for \( j = 0 \) and \( k \in \mathbb{N} \cup \{0\} \).

We now prove (4.12) for general \( j, k \in \mathbb{N} \cup \{0\} \). The argument is similar as before. Note that we have proved
\[ \int_{Q^+_{\nu}} x_d (|\partial_t D^k_{x'} w|^2 + |DD^k_{x'} w|^2) \, dz + \int_{Q^+_{\nu}} (|DD^k_{x'} u|^2 + \lambda x_d |D^k_{x'} w|^2) \, dz \leq N(\nu, r, R) \int_{Q^+_{\nu}} x_d |w|^2 \, dz, \]
for all \( k \in \mathbb{N} \cup \{0\} \) and \( 0 < r < R < 1 \). Again, by using the difference quotient method with respect to the time variable direction, we can formally assume that \( u_t \) solves the same equation as \( u \). Then, we obtain
\[ \int_{Q^+_{\nu}} x_d (|\partial_t D^k_{x'} w|^2 + |DD^k_{x'} \partial_t w|^2) \, dz + \int_{Q^+_{\nu}} (|DD^k_{x'} \partial_t u|^2 + \lambda x_d |D^k_{x'} \partial_t w|^2) \, dz \leq N(\nu, r, R) \int_{Q^+_{\nu}} x_d |\partial_t w|^2 \, dz. \]
From this, (4.10) and (4.11), we infer that
\[ \int_{Q^+_{\nu}} x_d (|\partial_t^2 D^k_{x'} w|^2 + |DD^k_{x'} \partial_t w|^2) \, dz + \int_{Q^+_{\nu}} (|DD^k_{x'} \partial_t u|^2 + \lambda x_d |D^k_{x'} \partial_t w|^2) \, dz \leq N(\nu, r, R) \int_{Q^+_{\nu}} x_d |w|^2 \, dz, \]
which proves (4.12) for \( j = 1 \) and \( k \in \mathbb{N} \cup \{0\} \). The general case with \( j \in \mathbb{N} \cup \{0\} \) can be proved similarly with an induction argument. The proof of the lemma is completed. \( \square \)
Next, we give a corollary of Lemma 4.5.

**Corollary 4.6.** Under the assumptions of Lemma 4.5, we have
\[
\|D_x^j \partial_t^l v\|_{Q_1^{2/d}} \leq N(d, \nu, l, j, l_0, j_0)\|D_x^0 \partial_t^0 v\|_{L_2(Q_{3/4}^+)};
\]  
(4.13)

for \(j, l, j_0, l_0 \in \mathbb{N} \cup \{0\}\) with \(j_0 \leq j, l_0 \leq l\) and for \(v(z) = x_d^{-1/2}u(z)\) with \(z = (z', x_d) \in Q_1^+(z_0)\).

**Proof.** Applying the Sobolev embedding theorem in the variable \(z' \in \mathbb{R} \times \mathbb{R}^{d-1}\), we have
\[
\|D_x^j \partial_t^l u(z', x_d)\| \leq N(d)\|D_x^j \partial_t^l u(\cdot, x_d)\|_{W_2^{k,k}(Q_{1/2}^+)};
\]
for any \((z', x_d) \in Q_{1/2}^+\), where \(k > d/2\) is an even integer, \(Q_{1/2}^+\) is the ball with respect to the variable \(z' \in \mathbb{R}^{d}\) centered at the origin. Here, \(W_2^{k,k}(Q_{1/2}^+)\) denotes the usual Sobolev space in which \(k\) is the order of the derivative with norm
\[
\|f\|_{W_2^{k,k}(Q_{1/2}^+)} = \sum_{l+j \leq k} \|D_x^j \partial_t^l f\|_{L_p(Q_{1/2}^+)}.
\]

Then, using Lemma 4.5 for \(D_x^0 \partial_t^0 u\), we have, for \(z' \in Q_1^+\),
\[
\int_0^{1/2} |D_x \partial_t u(z', x_d)|^2 dx_d \leq N \int_0^{1/2} \|D_x^0 \partial_t^0 u(\cdot, x_d)\|_{W_2^{k,k}(Q_{1/2}^+)}^2 dx_d \leq N\|D_x^0 \partial_t^0 u\|_{L_2(Q_{3/4}^+)}^2.
\]

From this, and by Hölder’s inequality, we infer that, for \(x_d \in (0, 1/2)\),
\[
\int_0^{x_d} |D_x \partial_t u(z', s)| ds \leq \left( \int_0^{1/2} |D_x \partial_t u(z', s)|^2 ds \right)^{1/2} \left( \int_0^{x_d} ds \right)^{1/2} \leq N\|D_x^0 \partial_t^0 u\|_{L_2(Q_{3/4}^+)}.
\]

Then, by the fundamental theorem of calculus and the boundary condition that \(D_x \partial_t u(x', 0) = 0\), we infer that
\[
|D_x \partial_t u(z', x_d)| \leq N x_d^{1/2} \|D_x^0 \partial_t^0 v\|_{L_2(Q_{3/4}^+)};
\]
for \((z', x_d) \in Q_{1/2}^+\), and (4.14) is proved. \(\square\)

We next state and prove the interior pointwise estimates for solutions and its spatial derivatives.

**Lemma 4.7.** Let \(z_0 = (t_0, x_0) \in \Omega_T\) and suppose that \(B_{2r}(x_0) \subset \mathbb{R}^d_+\). If \(u \in W_2^1(Q_{2r}(z_0))\) is a weak solution to (4.7), then we have
\[
\sup_{z \in Q_r(z_0)} |x_d^{-1/2}u(z)| \leq N \left( \int_{Q_{2r}(z_0)} |x_d^{-1/2}u(z)|^2 dz \right)^{1/2}
\]
and
\[
\|Du\|_{L_\infty(Q_r(z_0))} \leq N \left( \int_{Q_{2r}(z_0)} (|Du|^2 + \lambda |x_d^{-1/2}u(z)|^2) dz \right)^{1/2},
\]
for \(N = N(\nu, d) > 0\).
Proof. We write \( x_0 = (x_0', x_{0d}) \in \mathbb{R}^{d-1} \times \mathbb{R}_+ \). By scaling and without loss of generality, we assume \( r = 1 \). As \( x_{0d} \geq 2 \), the coefficients \( x_d^{-1} \) is bounded in \( Q_{3/4}(z_0) \). Then, we can follow the standard regularity estimates for parabolic equations with uniformly elliptic coefficients (e.g., Lemma 3.5) to obtain

\[
\sup_{z \in Q^+(z_0)} |x_d^{-1/2} u(z)| \leq N \left( \int_{Q_2(z_0)} |x_d^{-1/2} u(z)|^2 \, dz \right)^{1/2}.
\]

and

\[
\|Du\|_{L^\infty(Q_t(z_0))} \leq N \left( \int_{Q_2(z_0)} (|Du(z)|^2 + \lambda |x_d^{-1/2} u(z)|^2) \, dz \right)^{1/2}.
\]

Our next result is the local boundary Lipschitz estimates of solution \( s \) to (4.7). Let \( z_0 = (z',0) \) and \( u \in \mathcal{H}^2_0(Q^+(z_0)) \) be a weak solution to (4.7) in \( Q^+(z_0) \). Then

\[
\|Du\|_{L^\infty(Q_t(z_0))} \leq N(\|Du\|_{L^2(Q^+(z_0))} + \sqrt{\lambda}\|u\|_{L^2(Q^+(z_0), x_d^{-1})}),
\]

where \( N = N(\nu, d) > 0 \).

Proof. By translation and dilation, we assume that \( z'_0 = 0 \) and \( r = 1/2 \). It follows from Corollary 4.6 and Hardy’s inequality that

\[
\sup_{z \in Q^+(z_0)} |x_d^{-1/2} D_{x'} u| \leq N\|Du\|_{L^2_2(Q^+)}.
\]

Therefore, we only need to control \( D_d u \). Let us denote \( v(z) = x_d^{-1/2} u(z) \) with \( z = (z', x_d) \in Q^+(z_0) \). Using Corollary 4.6 again, we see

\[
\|v\|_{L^\infty(Q_{1/2}^+)} \leq N\|v\|_{L^2(Q_{3/4}^+)} \quad \text{and}
\]

\[
\|D^2_{x'} v\|_{L^\infty(Q_{1/2}^+)} + \|D_{x'} v\|_{L^\infty(Q_{1/2}^+)} \leq N\|v\|_{L^2(Q_{3/4}^+)}.
\]

Also, by combining Corollary 4.6 and Lemma 4.2 with slightly different balls, we obtain

\[
\|D u\|_{L^\infty(Q_{1/2}^+)} \leq N(\|Du\|_{L^2_2(Q^+)} + \sqrt{\lambda}\|v\|_{L^2_2(Q^+)})
\]

From this, (4.17), and Lemma 4.2, it follows that

\[
\lambda\|v\|_{L^\infty(Q_{1/2}^+)} + \|u_t\|_{L^\infty(Q_{1/2}^+)} \leq N(\|Du\|_{L^2_2(Q^+)} + \sqrt{\lambda}\|v\|_{L^2_2(Q^+)})
\]

On the other hand, for each \( \hat{z} = (z', 1/2) \) with \( z' \in Q_{1/2}^+ \), it follows from Lemma 4.7 that

\[
|D u(\hat{z})| \leq N \left( \int_{Q_{1/2}^+(\hat{z})} |Du(z)|^2 + \lambda |v(z)|^2 \, dz \right)^{1/2}
\]

\[
\leq N [\|Du\|_{L^2_2(Q^+)} + \sqrt{\lambda}\|v\|_{L^2_2(Q^+)})].
\]

Next, it follows from the estimate (4.14) with \( l = 1, j = 0, l_0 = j_0 = 0 \) and Hardy’s inequality that

\[
\int_0^{1/2} |D D_{x'} u(z', s)| \, ds \leq N\|Du\|_{L^2_2(Q^+)}, \quad \forall z' \in Q_{1/2}^+.
\]
Now, let us denote $U = \overline{\pi_d}(x_d)D_1u$. Under the assumptions (4.11), (4.12), it follows from the PDE of $u$ in (4.7) that
\[
|D_1U(z)| \leq N(d) \left( x_d^{-1/2}(|v_t(z)| + \lambda|v(z)|) + |DD_x'u| \right)
\leq \nu x_d^{-1/2}(\|Du\|_{L^2(Q^+_1)} + \sqrt{\lambda}\|u\|_{L^2(Q^+_1,x_d^{-1})}) + |DD_x'u|.
\] (4.21)
Then, for each $z = (z',x_d) \in Q^+_{1/2}$, by integrating (4.21) on $(x_d,1/2)$ we obtain
\[
|U(z',x_d)| \leq |U(z',1/2)| + (\|Du\|_{L^2(Q^+_1)} + \sqrt{\lambda}\|u\|_{L^2(Q^+_1,x_d^{-1})}) \int_{x_d}^{1/2} s^{-1/2}ds
+ \int_{x_d}^{1/2} |DD_x'(z',s)|ds
\leq N(\|Du\|_{L^2(Q^+_1)} + \sqrt{\lambda}\|u\|_{L^2(Q^+_1,x_d^{-1})}),
\]
where we used (4.19) and (4.20) in the last estimate. This estimate, (4.16), the ellipticity condition in (4.2), and the definition of $U$ imply (4.15). The proof is completed.

From Corollary 4.6, Lemma 4.7 and Lemma 4.8 we obtain the following Corollary on the solution decomposition which will be used in the proof of Theorem 4.1.

**Corollary 4.9.** Let $z_0 \in \overline{\Omega}_r$ and $r > 0$. Suppose that $F \in L^2(Q^+_{10r}(z_0))$, $f \in L^2(Q^+_{10r}(z_0),x_d^{-1})$, and $u \in \mathcal{H}^1_2(Q^+_{10r}(z_0))$ is a weak solution of (4.7) in $Q^+_{10r}(z_0)$. Then we can write
\[
u(t,x) = g(t,x) + h(t,x) \quad \text{in } Q^+_{10r}(z_0),
\]
where $g$ and $h$ are functions in $\mathcal{H}^1_2(Q^+_{10r}(z_0))$ and satisfy
\[
\int_{Q^+_{10r}(z_0)} |G(z)|^2 dz \leq N \int_{Q^+_{10r}(z_0)} \left( |F(z)|^2 + x_d^{-1}|f(z)|^2 \right) dz
\] (4.22)
and
\[
\|H\|^2_{L^\infty(Q^+_{10r}(z_0))} \leq N \int_{Q^+_{10r}(z_0)} |U|^2 dz
+ N \int_{Q^+_{10r}(z_0)} \left( |F(z)|^2 + x_d^{-1}|f(z)|^2 \right) dz,
\] (4.23)
where $N = N(d,\nu) > 0$ and
\[
G(z) = |Dg(z)| + \lambda^{1/2}|x_d^{-1/2}g(z)|, \quad H(z) = |Dh(z)| + \lambda^{1/2}|x_d^{-1/2}h(z)|,
U(z) = |Du(z)| + \lambda^{1/2}|x_d^{-1/2}u(z)|, \quad \text{for } z = (z',x_d) \in Q^+_{10r}(z_0).
\]

**Proof.** We write $z_0 = (z'_0,x_{d0})$ and we split the proof into two cases.

**Case I.** Consider $x_{d0} < 2r$. Let $z_0 = (z'_0,0)$. Let $g \in \mathcal{H}^1_2(\Omega_r)$ be a weak solution of the equation
\[
x_d^{-1}(\overline{\pi}_0(x_d)g) + \lambda \overline{\pi}_0(x_d)g - D_i(\overline{\pi}_0(x_d)D_jg - F_i(z)\chi_{Q^+_{10r}(z_0)}(z))
= \lambda^{1/2}x_d^{-1}f(z)\chi_{Q^+_{10r}(z_0)}(z) \quad \text{in } \Omega_r
\]
with the boundary condition $g = 0$ on $\{x_d = 0\}$. The existence of $g$ follows from Theorem 3.2. Moreover, we also have

$$\int_{Q_{8r}^+ (\hat{z}_0)} |G(z)|^2 \, dz \leq N \int_{Q_{8r}^+ (\hat{z}_0)} (|F(z)|^2 + x_d^{-1} |f(z)|^2) \, dz. \quad (4.24)$$

Now, as $Q_{2r}^+ (z_0) \subset Q_{8r}^+ (\hat{z}_0) \subset Q_{10r}^+ (\hat{z}_0)$, (4.22) follows from (4.24). On the other hand, let $h = u - g$. We see that $h \in \mathcal{H}_2^1 (Q_{8r}^+ (\hat{z}_0))$ is a weak solution of

$$x_d^{-1} (\overline{\kappa}_0 (x_d) h_t + \lambda \overline{\kappa}_0 (x_d) h) - D_i (\overline{\kappa}_i (x_d) D_i h) = 0 \quad \text{in} \ Q_{2r}^+ (\hat{z}_0)$$

with the boundary condition $h = 0$ on $Q_{8r} (\hat{z}_0) \cap \{x_d = 0\}$. Then, by Corollary 4.6 and Lemma 4.8 and the triangle inequality, we get

$$\|H\|_{L_\infty (Q_{10r}^+ (\hat{z}_0))} \leq N \left( \int_{Q_{10r}^+(\hat{z}_0)} |H(z)|^2 \, dz \right)^{1/2}
\leq N \left( \int_{Q_{10r}^+(\hat{z}_0)} |U(z)|^2 \, dz \right)^{1/2} + N \left( \int_{Q_{10r}^+(\hat{z}_0)} |G(z)|^2 \, dz \right)^{1/2}.
$$

From this and (4.24), we obtain

$$\|H\|_{L_\infty (Q_{10r}^+ (\hat{z}_0))} \leq N \left( \int_{Q_{10r}^+(\hat{z}_0)} |U(z)|^2 \, dz \right)^{1/2} + N \int_{Q_{10r}^+(\hat{z}_0)} (|F(z)|^2 + x_d^{-1} |f(z)|^2) \, dz.$$

As $Q_{2r}^+(z_0) \subset Q_{4r}^+(\hat{z}_0) \subset Q_{8r}^+(\hat{z}_0) \subset Q_{10r}^+(\hat{z}_0)$, (4.24) follows.

Case II. Consider $x_{d0} > 2r$. We use the same strategy as in Case I but it is simpler. We directly use the ball $Q_{2r}^+ (z_0)$ instead of $Q_{8r}^+ (\hat{z}_0)$ and Lemma 4.1. We skip the details. \hfill \Box

4.2. Proof of Theorem 4.1. We prove Theorem 4.1 in this subsection.

Proof. When $p = 2$, Theorem 4.1 follows from Theorem 3.2. Therefore, we only need to consider the cases when $p \in (2, \infty)$ and $p \in (1, 2)$.

Case I. Consider $p \in (2, \infty)$. We first prove the a priori estimate (4.6). Let $u \in \mathcal{H}_{2, \text{loc}}^1 (\Omega_T)$ be a weak solution of (4.5). By Corollary 4.6 that for every $z_0 \in \Omega_T$ and $r > 0$, we have

$$u = g + h \quad \text{in} \ Q_{2r}^+ (z_0),$$

where $g$ and $h$ satisfy (4.22) and (4.23). Then the estimate (4.6) follows from the standard real variable argument (see 8 for example). We omit the details.

Note also that the uniqueness of solutions follows (4.6). Hence, it remains to prove the existence of the solution. For each $k \in \mathbb{N}$, let

$$\hat{Q}_k := (-k, \min \{k, T\}) \times B_k^+.$$  \quad (4.25)

Also, let

$$F^{(k)} = F(z) \chi_{\hat{Q}_k} (z), \quad \text{and} \quad f^{(k)} = f(z) \chi_{\hat{Q}_k} (z).$$

As $\hat{Q}_k$ is compact, we see that $F^{(k)} \in L_2 (\Omega_T)^d \cap L_p (\Omega_T)^d$. Moreover, by the dominated convergence theorem, $F^{(k)} \to F$ in $L_p (\Omega_T)^d$ as $k \to \infty$. Similarly, $\{f^{(k)}\} \subset L_2 (\Omega_T, x_d^{-1}) \cap L_p (\Omega_T, x_d^{-p/2})$ and $f^{(k)} \to f$ in $L_p (\Omega_T, x_d^{-p/2})$ as $k \to \infty.$
Now, let \( u^{(k)} \in \mathcal{H}^1_p(\Omega_T) \) be the weak solution of the equation (4.5) with \( F^{(k)} \) and \( f^{(k)} \) in place of \( F \) and \( f \), respectively. The existence of \( u^{(k)} \) follows from Theorem 3.2. By the estimate (4.6) that we just proved, we have \( u^{(k)} \in \mathcal{H}^1_p(\Omega_T) \). Then, by the strong convergence of \( \{ F^{(k)} \} \) in \( L_p(\Omega_T)^d \) and \( \{ f^{(k)} \} \) in \( L_p(\Omega_T, x_d^{-p/2}) \) and the linearity of the PDE in (4.5), it is not too hard to show that \( \{ u^{(k)} \} \) is a Cauchy sequence in \( \mathcal{H}^1_p(\Omega_T) \). Let \( u \in \mathcal{H}^1_p(\Omega_T) \) be its limit and by passing to the limit in the weak formulation defined in Definition 2.2, it is easily seen that \( u \) is a weak solution to the equation (4.5).

**Case II.** Consider \( p \in (1, 2) \). We first prove the estimate (4.6) assuming that \( u \in \mathcal{H}^1_p(\Omega_T) \) is a weak solution of (4.5). The main idea is to use a duality argument. Though this is standard, we provide the details here as the equation (4.5) has some singularity and careful adjustments are needed.

Let \( q = p/(p-1) \in (2, \infty) \), \( B \in L_q(\Omega_T)^d \) and \( b \in L_q(\Omega_T, x_d^{-q/2}) \). We consider the adjoint problem

\[
x_d^{-1}(-a_0 v_t + \lambda \partial_0 v) - D_j(\partial_{ij}(x_d)D_j v - B_i \chi_{(-\infty,T)}) = \lambda^{1/2}x_d^{-1}b \chi_{(-\infty,T)},
\]

(4.26) in \( \mathbb{R}^{d+1}_+ \) with the boundary condition \( v = 0 \) on \( \partial \mathbb{R}^{d+1}_+ \). By Case I, there exists a unique weak solution \( v \in \mathcal{H}^1_q(\mathbb{R} \times \mathbb{R}^d_+) \) of (4.26) and

\[
\int_{\mathbb{R}^{d+1}_+} (|D v(z)|^q + \lambda^{1/2}x_d^{-1/2}v(z)^q) \, dz 
\]

\[
\leq N \int_{\Omega_T} (|B(z)|^q + |x_d^{-1/2}b(z)|^q) \, dz.
\]

Moreover, by the uniqueness of solutions, \( v = 0 \) for \( t \geq T \). Now, by using \( v \) as a test function for the equation (4.5) and \( u \) as a test function for (4.26), we obtain

\[
\int_{\Omega_T} (B(z) \cdot Du(z) + \lambda^{1/2}x_d^{-1}b(z)u(z)) \, dz = \int_{\Omega_T} (F(z) \cdot Dv(z) + \lambda^{1/2}x_d^{-1}f(z)v(z)) \, dz.
\]

Then, from Hölder’s inequality and (4.27), it follows that

\[
\left| \int_{\Omega_T} (B(z) \cdot Du(z) + \lambda^{1/2}x_d^{-1}b(z)u(z)) \, dz \right|
\]

\[
\leq \|F\|_{L_p(\Omega)} \|Dv\|_{L_q(\Omega_T)} + \lambda^{1/2}\|f\|_{L_p(\Omega_T, x_d^{-p/2})} \|u\|_{L_q(\Omega_T, x_d^{-q/2})}
\]

\[
\leq N \left( \|F\|_{L_p(\Omega)} + \|f\|_{L_p(\Omega_T, x_d^{-p/2})} \right) \left( \|B\|_{L_q(\Omega_T)} + \|b\|_{L_q(\Omega_T, x_d^{-q/2})} \right).
\]

From this last estimate and as \( B \) and \( b \) are arbitrary, we obtain the a priori estimate (4.6).

Finally, we prove the existence of solution \( u \in \mathcal{H}^1_p(\Omega_T) \). We follow the argument in [9] Section 8. For \( i = 1, 2, \ldots, d \) and \( k \in \mathbb{N} \), let

\[
F^{(k)}_i = \max\{ -k, \min\{ k, F_i \} \} \chi_{\hat{Q}_k}(z),
\]

where \( \hat{Q}_k \) is defined in (4.25). Then \( F^{(k)} \in L_2(\Omega_T)^d \cap L_p(\Omega_T)^d \). Also, by the dominated convergence theorem, \( F^{(k)} \to F \) in \( L_p(\Omega_T)^d \) as \( k \to \infty \). Similarly, we define

\[
f^{(k)}(z) = x_d^{1/2} \max\{ -k, \min\{ k, x_d^{-1/2}f(z) \} \} \chi_{\hat{Q}_k}(z),
\]
and we see that \( \{f^{(k)}\} \subset L_2(\Omega_T, x_d^{-1}) \cap L_p(\Omega_T, x_d^{-p/2}) \) and \( f^{(k)} \to f \) in \( L_p(\Omega_T, x_d^{-p/2}) \) as \( k \to \infty \). By Theorem 3.2, there is a unique weak solution \( u^{(k)} \in \mathcal{H}_2^1(\Omega_T) \) to the equation \((4.5)\) with \( F^{(k)} \) and \( f^{(k)} \) in place of \( F \) and \( f \), respectively.

Claim A. \( u^{(k)} \in \mathcal{H}_p^1(\Omega_T) \).

As the proof of this claim contains tedious calculations, and we provide it in Appendix [A]. From the claim, and the a priori estimate that we just proved, we have

\[
\|Du^{(k)}\|_{L_p(\Omega_T)} + \sqrt{\lambda}\|u^{(k)}\|_{L_p(\Omega_T, x_d^{-p/2})} \\
\leq N\left[\|F^{(k)}\|_{L_p(\Omega_T)} + \|f^{(k)}\|_{L_p(\Omega_T, x_d^{-p/2})}\right].
\]

From this, the convergences of \( F^{(k)} \), \( f^{(k)} \), and the linearity of the PDE \((4.5)\), we see that the sequence \( \{u^{(k)}\}_k \) is Cauchy in \( \mathcal{H}_2^1(\Omega_T) \). Let \( u \in \mathcal{H}_2^1(\Omega_T) \) be its limit. Then, it is easy to verify that \( u \) is a weak solution of \((4.5)\). The theorem is proved.

5. Equations with partially VMO coefficients

The main goal of this section is to prove Theorem 2.4 and Corollary 2.6. We first prove the following decomposition result which is similar to Corollary 4.9.

Lemma 5.1. Let \( \gamma \in (0, 1) \), \( r \in (0, \infty) \), \( z_0 \in \overline{\Omega}_T \), and \( q \in (2, \infty) \). Suppose that \( A(z) = |F(z)| + |x_d^{-1/2}f(z)| \in L_2(Q_{10r}^+(z_0)) \) and \( u \in \mathcal{H}^1_{\gamma}(Q_{10r}^+(z_0)) \) is a weak solution of \((4.7)\) in \( Q_{10r}^+(z_0) \). Assume that \((2.1)\) holds with some \( \rho_0 > 0 \) and \( \text{spt}(u) \subset (s - \rho_0r_0, s + \rho_0r_0) \times \mathbb{R}_+^d \) for some \( r_0 > 0 \) and \( s \in \mathbb{R} \). Then, we have

\[
u(t, x) = g(t, x) + h(t, x) \quad \text{in} \quad Q_{10r}^+(z_0),
\]

where \( g \) and \( h \) are functions in \( \mathcal{H}^1_{\gamma}(Q_{10r}^+(z_0)) \) that satisfy

\[
\int_{Q_{10r}^+(z_0)} |G|^2 dz \leq N \int_{Q_{10r}^+(z_0)} |A(z)|^2 dz + N(r_0^{2-4/q}) \left( \int_{Q_{10r}^+(z_0)} |Du|^q dz \right)^{2/q}
\]

and

\[
\|H\|^2_{L_\infty(Q_{10r}^+(z_0))} \leq N \left( \int_{Q_{10r}^+(z_0)} |U|^q dz \right)^{2/q} + N \int_{Q_{10r}^+(z_0)} |A(z)|^2 dz,
\]

where \( N = N(d, \gamma, q) > 0 \), and

\[
G(z) = |Dg(z)| + \sqrt{\lambda}|x_d^{-1/2}g(z)|, \quad H(z) = |Dh(z)| + \sqrt{\lambda}|x_d^{-1/2}h(z)|,
\]

\[
U = |Du(z)| + \sqrt{\lambda}|x_d^{-1/2}u(z)|.
\]

Proof. Let \( b = (b_1, b_2, \ldots, b_d) \) be defined by

\[
b_i(t, x) = \chi_{Q_{10r}^+(z_0)}(z)(a_{ij}1_{10r, z_0}(x_d)D_ju(t, x) + f_i(z)\chi_{Q_{10r}^+(z_0)}(z),
\]

for \( i = 1, 2, \ldots, d \), and let

\[
\hat{f}(z) = \left[ f(z) + \sqrt{\lambda}(c_01_{10r, z_0}(x_d) - c_0(z))u \right] \chi_{Q_{10r}^+(z_0)}(z)
\]
where $[a_{ij}]_{10r, z_0}$ and $[c]_{10r, z_0}$ are defined in Definition 2.3. We claim that $b \in L_2(\Omega_T)$ and $\tilde{f} \in L_2(\Omega_T, x_d^{-1})$. Indeed, if $r \in (0, \rho_0/10)$, by Hölder’s inequality, (2.1), and (1.1), we see that

$$
\int_{Q^{+}_{10r}(z_0)} |b(z)|^2 \, dz
\leq \left( \int_{Q^{+}_{10r}(z_0)} |a_{ij} - [a_{ij}]_{10r, z_0}|^{\frac{2}{1-q}} \, dz \right)^{\frac{q}{2}} \left( \int_{Q^{+}_{10r}(z_0)} |Du|^q \, dz \right)^{\frac{2}{q}}
+ \int_{Q^{+}_{10r}(z_0)} |F|^2 \, dz
\lesssim N_\gamma \left( \int_{Q^{+}_{10r}(z_0)} |Du|^q \, dz \right)^{\frac{2}{q}} + \int_{Q^{+}_{10r}(z_0)} |F|^2 \, dz.
$$

Similarly, using (1.4) and Hölder’s inequality, we obtain

$$
\int_{Q^{+}_{10r}(z_0)} |x_d^{-1/2} \tilde{f}(z)|^2 \, dz
\lesssim N_\gamma \left( \int_{Q^{+}_{10r}(z_0)} |\sqrt{\lambda} x_d^{-1/2} u(z)|^q \, dz \right)^{\frac{2}{q}} + \int_{Q^{+}_{10r}(z_0)} |x_d^{-1/2} f(z)|^2 \, dz.
$$

On the other hand, when $r \geq \rho_0/10$, as $\text{spt}(u) \subset (s - \rho_0 r_0, s + \rho_0 r_0) \times \mathbb{R}^d_+$ and by the boundedness of $(a_{ij})$ in (1.1), we have

$$
\int_{Q^{+}_{10r}(z_0)} |b(z)|^2 \, dz
\leq N \left( \int_{Q^{+}_{10r}(z_0)} \chi_{(s-\rho_0 r_0, s+\rho_0 r_0)(t)} \, dz \right)^{\frac{q}{2}} \left( \int_{Q^{+}_{10r}(z_0)} |Du|^q \, dz \right)^{\frac{2}{q}}
+ N \int_{Q^{+}_{10r}(z_0)} |F|^2 \, dz
\lesssim N \left( \frac{\rho_0 r_0}{r} \right)^{\frac{q}{2}} \left( \int_{Q^{+}_{10r}(z_0)} |Du|^q \, dz \right)^{\frac{2}{q}} + N \int_{Q^{+}_{10r}(z_0)} |F|^2 \, dz
\lesssim N r_0^{\frac{q}{2}} \left( \int_{Q^{+}_{10r}(z_0)} |Du|^q \, dz \right)^{\frac{2}{q}} + N \int_{Q^{+}_{10r}(z_0)} |F|^2 \, dz.
$$

By the same way using (1.4), we also infer that

$$
\int_{Q^{+}_{10r}(z_0)} |x_d^{-1/2} \tilde{f}(z)|^2 \, dz
\lesssim N r_0^{\frac{q}{2}} \left( \int_{Q^{+}_{10r}(z_0)} |\sqrt{\lambda} x_d^{-1/2} u(z)|^q \, dz \right)^{\frac{2}{q}} + \int_{Q^{+}_{10r}(z_0)} |x_d^{-1/2} f|^2 \, dz.
$$
Summing up, we see that
\[
\int_{Q_{10r}(z_0)} \left( |b(z)|^2 + |x_d^{-1/2} f(z)|^2 \right) dz \\
\leq N \left( r_0^{\frac{2}{q}} + \gamma \left( \int_{Q_{10r}(z_0)} |U(z)|^q \, dz \right)^{\frac{2}{q}} \right) + N \int_{Q_{10r}(z_0)} |A(z)|^2 \, dz, \quad (5.3)
\]
for every \( r \in (0, \infty) \).

Now, observe that \( u \in H^1(\Omega_{10r}(z_0)) \) is weak solution of
\[
x_d^{-1}(\partial_t u + \lambda [c_0]_{10r,z_0}(x_d)u) - D_i \left( [a_{ij}]_{10r,z_0}(x_d) \frac{\partial u}{\partial x_j} b_i \right) = \lambda^{1/2} x_d^{-1} f,
\]
in \( \Omega_{10r}(z_0) \) with the boundary condition \( u = 0 \) on \( \Omega_{10r}(z_0) \cap \{ x_d = 0 \} \) when \( \Omega_{10r}(z_0) \cap \{ x_d = 0 \} \neq \emptyset \). From Definition 2.3 (1.1), and (1.4), it follows that the coefficients \([a_{ij}]_{10r,z_0}\) and \([c_0]_{10r,z_0}(x_d)\) satisfy the assumptions (1.1), (1.2), and (1.3). Then, by applying Corollary 4.9 and using (5.3), the assertions in Lemma 5.1 follow.

Now, we are ready to prove Theorem 2.4.

**Proof of Theorem 2.4.** Similar to the proof of Theorem 4.1, we only need to consider \( p \in (2, \infty) \). We first prove the a priori estimate (2.2) assuming that \( u \in H^1_0(\Omega_T) \) is a weak solution of (1.2) and (1.3). We suppose that \( \lambda > 0 \) and assume for a moment that
\[
\text{spt}(u) \subset (s - \rho_0 r_0, s + \rho_0 r_0) \times \mathbb{R}^d
\]
with some \( s \in (-\infty, T) \) and some \( r_0 \in (0, 1) \). We claim that (2.2) holds when \( \gamma \) and \( r_0 \) are sufficiently small depending on \( d, \nu, \) and \( p \). Let \( q \in (2, p) \) be fixed. By Lemma 5.1 for each \( r > 0 \) and \( z_0 \in \overline{\Omega_T} \), we can write
\[
u(t, x) = g(t, x) + h(t, x) \quad \text{in } Q_{10r}(z_0),
\]
where \( g \) and \( h \) satisfy (5.1) and (5.2). Then it follows from the standard real variable argument, see [8] for example, that
\[
\|Du\|_{L_p(\Omega_T)} + \sqrt[2]{\lambda} \|u\|_{L_p(\Omega_T, x_d^{-\nu/2})} \\
\leq N \left( \gamma^{1-2/q} + 1 - r_0^{1-2/q} \right) \left( \|Du\|_{L_p(\Omega_T)} + \sqrt[2]{\lambda} \|u\|_{L_p(\Omega_T, x_d^{-\nu/2})} \right) \\
+ N \|F\|_{L_p(\Omega_T)} + N \|f\|_{L_p(\Omega_T, x_d^{-\nu/2})}
\]
for \( N = N(d, \nu, p) > 0 \). Then, by choosing \( \gamma \) and \( r_0 \) sufficiently small so that \( N(\gamma^{1-2/q} + 1 - r_0^{1-2/q}) < 1/2 \), we obtain (2.2).

Next, we remove the assumption that \( \text{spt}(u) \subset (s - \rho_0 r_0, s + \rho_0 r_0) \times \mathbb{R}^d \). The idea is to use a partition of unity argument along the time variable. Though it is standard, adjustments are needed and we provide details for completeness. Let \( \xi = \xi(t) \in C^\infty_c \left( -\rho_0 r_0, \rho_0 r_0 \right) \)
be a standard non-negative cut-off function satisfying
\[
\int_\mathbb{R} \xi(s)^p \, ds = 1, \quad \int_\mathbb{R} |\xi'(s)|^p \, ds \leq \frac{N}{(\rho_0 r_0)^p}, \quad (5.4)
\]
For any $s \in (-\infty, \infty)$, let $u^{(s)}(z) = u(z)\xi(t - s)$ for $z = (t, x) \in \Omega_T$. Then $u^{(s)} \in H^1_p(\Omega_T)$ is a weak solution of

$$x_d^{-1}(u^{(s)} + \lambda_0(z)u^{(s)}) - D_i(a_{ij}D_ju^{(s)} - F_i^{(s)}) = \lambda^{1/2}x_d^{-1}f^{(s)}$$

in $\Omega_T$ with the boundary condition $u^s = 0$ on $\{x_d = 0\}$, where

$F^{(s)}(z) = \xi(t - s)F(z), \quad f^{(s)}(z) = \xi(t - s)f(z) + \lambda^{-1/2}\xi'(t - s)u(z)$.

As $\text{spt}(u^{(s)}) \subset \Omega_T$, we can apply the estimate we just proved to infer that

$$\|Du^{(s)}\|_{L^p(\Omega_T)} + \sqrt{\lambda}\|u^{(s)}\|_{L^p(\Omega_T, x_d^{-p/2})} \leq N\|F^{(s)}\|_{L^p(\Omega_T)} + N\|f^{(s)}\|_{L^p(\Omega_T, x_d^{-p/2})}.$$

Then, by integrating the $p$-power of this estimate with respect to $s$, we get

$$\int_{\mathbb{R}} \left( \|Du^{(s)}\|_{L^p(\Omega_T)}^p + \lambda^{p/2}\|u^{(s)}\|_{L^p(\Omega_T, x_d^{-p/2})}^p \right) ds \leq N \int_{\mathbb{R}} \left( \|F^{(s)}\|_{L^p(\Omega_T)}^p + \|f^{(s)}\|_{L^p(\Omega_T, x_d^{-p/2})}^p \right) ds. \quad (5.5)$$

By Fubini’s theorem and (5.4), it follows that

$$\int_{\mathbb{R}} \|Du^{(s)}\|_{L^p(\Omega_T)}^p ds = \int_{\Omega_T} \int_{\mathbb{R}} |Du(z)|^p\xi(t - s) ds dz = \|Du\|_{L^p(\Omega_T)}^p,$$

and

$$\int_{\mathbb{R}} \|u^{(s)}\|_{L^p(\Omega_T, x_d^{-p/2})}^p ds = \|u\|_{L^p(\Omega_T, x_d^{-p/2})}^p,$$

$$\int_{\mathbb{R}} \|F^{(s)}\|_{L^p(\Omega_T)}^p ds = \|F\|_{L^p(\Omega_T)}^p.$$

On the other hand, as $r_0$ depends only on $d, \nu, p$, from the definition of $f^{(s)}$, (5.4), and the Fubini theorem, we have

$$\left( \int_{\mathbb{R}} \|f^{(s)}\|_{L^p(\Omega_T, x_d^{-p/2})}^p ds \right)^{1/p} \leq N\|f\|_{L^p(\Omega_T, x_d^{-p/2})} + N\rho_0^{-1}\lambda^{1/2}\|u\|_{L^p(\Omega_T, x_d^{-p/2})}$$

for $N = N(d, \nu, p)$. Then, by combining the estimates we just derived, we infer from (5.5) that

$$\|Du\|_{L^p(\Omega_T)} + \sqrt{\lambda}\|u\|_{L^p(\Omega_T, x_d^{-p/2})} \leq N\|F\|_{L^p(\Omega_T)} + N\|f\|_{L^p(\Omega_T, x_d^{-p/2})} + N\rho_0^{-1}\lambda^{-1/2}\|u\|_{L^p(\Omega_T, x_d^{-p/2})}$$

with $N = N(d, \nu, p)$. Now we choose $\lambda_0 = 2N$. Then, with $\lambda \geq \lambda_0\rho_0^{-1}$, we have $N\rho_0^{-1}\lambda^{-1/2} \leq \sqrt{\lambda}/2$, and consequently

$$\|Du\|_{L^p(\Omega_T)} + \sqrt{\lambda}\|u\|_{L^p(\Omega_T, x_d^{-p/2})} \leq N\|F\|_{L^p(\Omega_T)} + N\|f\|_{L^p(\Omega_T, x_d^{-p/2})} + \frac{\sqrt{\lambda}}{2}\|u\|_{L^p(\Omega_T, x_d^{-p/2})}.$$

This estimate yields (2.2).
We finally prove the existence of the solution \( u \in \mathcal{H}^1_p(\Omega_T) \). We note that for the class of equations with constant coefficients

\[
x_d^{-1}(u_t + \lambda u) - D_i(D_j u - F_i) = \lambda^{1/2} x_d^{-1} f
\]

in \( \Omega_T \) with the boundary condition \( u = 0 \) on \( \{x_d = 0\} \), the existence and uniqueness of solution in \( \mathcal{H}^1_p(\Omega_T) \) is proved in Theorem 4.1. From this fact, and the method of continuity, we can easily derive the existence of solution for (1.2)-(1.3). The proof is now completed.

Next, we give the proof of Corollary 2.6.

**Proof of Corollary 2.6.** Recall that we consider the equation

\[
\begin{aligned}
& u_t + u - x_d \Delta u = f \quad \text{in} \quad \Omega_T, \\
& u = 0 \quad \text{on} \quad \{x_d = 0\}. \\
\end{aligned}
\]

(5.6)

We note that when coefficients are constant, with a scaling argument, Theorem 2.4 holds for all \( \lambda > 0 \). See Theorem 4.1 for a similar result with slightly more general equations. Then, applying (2.2) for (5.6), we have

\[
\| Du \|_{L_p(\Omega_T)} + \| u \|_{L_p(\Omega_T, x_d^{-p/2})} \leq N \| f \|_{L_p(\Omega_T, x_d^{-p/2})}.
\]

(5.7)

Similarly, as \( u_t \) solves the same equation as \( u \) in (5.6) with \( f \) replaced by \( f_t \), we have

\[
\| Du_t \|_{L_p(\Omega_T)} + \| u_t \|_{L_p(\Omega_T, x_d^{-p/2})} \leq N \| f_t \|_{L_p(\Omega_T, x_d^{-p/2})}.
\]

(5.8)

Now, let \( g(z) = x_d^{-1}[f - u_t - u] \). For each fixed \( t \in (\infty, T) \), it follows from the PDE in (5.6) that \( u = u(t, \cdot) \) is a solution of the Poisson equation

\[
\begin{aligned}
-\Delta u &= g \quad \text{in} \quad \mathbb{R}^d, \\
& u = 0 \quad \text{on} \quad \partial \mathbb{R}^d. \\
\end{aligned}
\]

(5.9)

As \( x_d^{p/2} \) is an \( A_p \) Muckenhoupt weight when \( p > 2 \), We apply the classical weighted Calderón-Zygmund estimate for this elliptic equation (5.9), and then integrating the result in the time variable to obtain

\[
\| D^2 u \|_{L_p(\Omega_T, x_d^{-p/2})} \leq N \| g \|_{L_p(\Omega_T, x_d^{-p/2})} \leq N \left[ \| f_t \|_{L_p(\Omega_T, x_d^{-p/2})} + \| f \|_{L_p(\Omega_T, x_d^{-p/2})} \right]
\]

(5.10)

for \( N = N(d, p) > 0 \) and \( p > 2 \), where we also used (5.7) and (5.8) in the last estimate. Observe also that (5.10) also holds when \( p = 2 \) by an energy estimate using integration by parts. In fact, we write

\[
-x_d \Delta u = h \quad \text{in} \quad \Omega_T
\]

where \( h = f - u_t - u \). Then, multiplying this equation with \( D^2 u \) and using the integration by parts, we obtain

\[
\int_{\Omega_T} |DD_{x^i} u|^2 x_d^i dz \leq \int_{\Omega_T} |h(z)||D^2 x^i u| dz.
\]

From this, we obtain

\[
\int_{\Omega_T} |DD_{x^i} u|^2 x_d^i dz \leq N \int_{\Omega_T} [fu]^2 + u^2 + |f|^2 x_d^{-1} dz.
\]
On the other hand, from the PDE in (5.6), we also obtain
\[ \int_{\Omega_T} |D^2_x u|^2 x_d \, dz \leq N \int_{\Omega_T} \left( |u|^2 + |u|^2 + |f|^2 \right) x_d^{-1} \, dz + \int_{\Omega_T} |D^2_x u|^2 x_d \, dz. \]
Then, combining these estimates, we obtain (5.10) for \( p = 2 \). Finally, by collecting all estimates (5.7), (5.8) and (5.10), we get (2.3). The proof is completed. \( \square \)

**APPENDIX A. PROOF OF CLAIM A**

We follow an approach used in [10]. For a fixed \( k \in \mathbb{N} \), let us recall the definition of \( \hat{Q}_k \) given in (2.25). Since \( u^{(k)} \in \mathcal{H}^1_2(\Omega_T) \), \( \hat{Q}_{2^k} \) is compact, and \( p \in (1, 2) \), by Hölder’s inequality,
\[ \|u^{(k)}\|_{L_p(\hat{Q}_{2^k}, x_d^{-p/2})} + \|Du^{(k)}\|_{L_p(\hat{Q}_{2^k})} < \infty. \]
Hence, we only need to prove that
\[ \|u^{(k)}\|_{L_p(\Omega_T \setminus \hat{Q}_{2^k}, x_d^{-p/2})} + \|Du^{(k)}\|_{L_p(\Omega_T \setminus \hat{Q}_{2^k})} < \infty. \]
The main idea is to use Theorem 3.2 and a localization technique. For \( j \geq 0 \), let \( \eta_j \) be such that
\[ \eta_j \equiv 0 \quad \text{in } \hat{Q}_{2^{j+1}}, \quad \eta_j \equiv 1 \quad \text{outside } \hat{Q}_{2^{j+1}}, \]
and \( |D\eta_j| + \|\eta_j\| \leq N_0 2^{-j} \), where \( N_0 \) is independent of \( j \).
We note that the supports of \( F^{(k)} \) and \( f^{(k)} \) are in \( \hat{Q}_k \), while the supports of \( \eta_j \) are outside \( \hat{Q}_k \). Therefore, \( \eta_j F_i^{(k)} \equiv \eta_j f^{(k)} \equiv F_i^{(k)} \eta_j \equiv 0 \) for every \( i = 1, 2, \ldots, d \) and \( j \geq 0 \). Because of this and with a simple calculation, we see that \( u^{(k,l)} := u^{(k)} \eta_l \in \mathcal{H}^1_2(\Omega_T) \) is a weak solution of
\[ x_d^{-1} \left( \sum_{i=0}^d w^{(k,l)}_i \right) + \lambda^2 \sum_{i,j=0}^d D_j D_j w^{(k,l)} - F_i^{(k,l)} = \lambda^{-1/2} x_d^{-1} f^{(k,l)} \]
in \( \Omega_T \), with the boundary condition \( w^{(k,l)} = 0 \) on \( \{x_d = 0\} \), where
\[ F_i^{(k,l)} = u^{(k)} \sum_{i,j=0}^d D_j \eta_l, \quad i = 1, 2, \ldots, d, \]
and
\[ f^{(k,l)} = \lambda^{-1/2} \left( \sum_{i=0}^d u^{(k)}(\eta_l)_i - x_d \sum_{i,j=0}^d D_j u^{(k)} \eta_l \right). \]
It then follows from Theorem 3.2 that
\[ \|Dw^{(k,l)}\|_{L_2(\Omega_T)} + \sqrt{\lambda} \|w^{(k,l)}\|_{L_2(\Omega_T, x_d^{-1})} \leq N \|F^{(k,l)}\|_{L_2(\Omega_T)} + N \|f^{(k,l)}\|_{L_2(\Omega_T, x_d^{-1})}, \quad \forall k, l \in \mathbb{N}. \]
This and as \( x_d \sim 2^j \) in \( \hat{Q}_{2^{j+1}} \setminus \hat{Q}_{2^{j+1}}, \) we see that
\[ \|Du^{(k)}\|_{L_2(\hat{Q}_{2^{j+1}} \setminus \hat{Q}_{2^{j+1}})} + \sqrt{\lambda} \|u^{(k)}\|_{L_2(\hat{Q}_{2^{j+1}} \setminus \hat{Q}_{2^{j+1}}, x_d^{-1})} \]
\[ \leq N \left( 2^{-j/2} \|u^{(k)}\|_{L_2(\hat{Q}_{2^{j+1}} \setminus \hat{Q}_{2^{j+1}}, x_d^{-1})} + \lambda^{-1/2} 2^{-j} \|u^{(k)}\|_{L_2(\hat{Q}_{2^{j+1}} \setminus \hat{Q}_{2^{j+1}}, x_d^{-1})} \right) \]
\[ + \lambda^{-1/2} 2^{-j/2} \|Du^{(k)}\|_{L_2(\hat{Q}_{2^{j+1}} \setminus \hat{Q}_{2^{j+1}})} \]
\[ \leq C 2^{-j/2} \left( \|Du^{(k)}\|_{L_2(\hat{Q}_{2^{j+1}} \setminus \hat{Q}_{2^{j+1}})} + \sqrt{\lambda} \|u^{(k)}\|_{L_2(\hat{Q}_{2^{j+1}} \setminus \hat{Q}_{2^{j+1}}, x_d^{-1})} \right) \]
for some constant \( C \).
for every $j \geq 1$, where $C = C(\lambda, k) > 0$. Now, we iterate this last estimate to get
\[
\|Du^{(k)}\|_{L_{2}(\bar{Q}_{2^{j+1}k} \setminus \bar{Q}_{2^{j}k})} + \sqrt{\lambda}\|u^{(k)}\|_{L_{2}(\bar{Q}_{2^{j+1}k} \setminus \bar{Q}_{2^{j}k})} \leq C(2-j)^{(j-1)/4}(\|Du^{(k)}\|_{L_{2}(\bar{Q}_{2k})} + \sqrt{\lambda}\|u^{(k)}\|_{L_{2}(\bar{Q}_{2k})}).
\] (A.1)

Then, it follows from (A.1) and Hölder’s inequality that
\[
\|Du^{(k)}\|_{L_{p}(\bar{Q}_{2^{j+1}k} \setminus \bar{Q}_{2^{j}k})} + \sqrt{\lambda}\|u^{(k)}\|_{L_{p}(\bar{Q}_{2^{j+1}k} \setminus \bar{Q}_{2^{j}k})} \leq |Q_{2^{j+1}k}|^{\frac{1}{p}}(\|Du^{(k)}\|_{L_{2}(\bar{Q}_{2^{j+1}k} \setminus \bar{Q}_{2^{j}k})} + \sqrt{\lambda}\|u^{(k)}\|_{L_{2}(\bar{Q}_{2^{j+1}k} \setminus \bar{Q}_{2^{j}k})}) \leq N^{j/2} (\|Du^{(k)}\|_{L_{2}(\bar{Q}_{2k})} + \sqrt{\lambda}\|u^{(k)}\|_{L_{2}(\bar{Q}_{2k})}),
\]
where $N = N(d, k, p, \lambda) > 0$. Therefore,
\[
\|Du^{(k)}\|_{L_{p}(\Omega \setminus \bar{Q}_{2k})} + \sqrt{\lambda}\|u^{(k)}\|_{L_{p}(\Omega \setminus \bar{Q}_{2k})} = \sum_{j=1}^{\infty} \left( \|Du^{(k)}\|_{L_{p}(\bar{Q}_{2^{j+1}k} \setminus \bar{Q}_{2^{j}k})} + \sqrt{\lambda}\|u^{(k)}\|_{L_{p}(\bar{Q}_{2^{j+1}k} \setminus \bar{Q}_{2^{j}k})} \right) \leq N\|Du^{(k)}\|_{L_{2}(\bar{Q}_{2k})} + N\sqrt{\lambda}\|u^{(k)}\|_{L_{2}(\bar{Q}_{2k})} < \infty,
\]
and this proves the claim that $u^{(k)} \in H_{p}^{1}(\Omega \setminus \bar{Q}_{T})$.

**APPENDIX B. PROOF OF THEOREM 2.1**

For $x_{d} \in (0, 1)$ and $y \in (0, x_{d})$, by the fundamental theorem of calculus and Hölder’s inequality, we have
\[
|u(x', x_{d})| \leq |u(x', y)| + \int_{y}^{x_{d}} |D_{d}u(x', s)| ds \leq |u(x', y)| + x_{d}^{1-p} \left( \int_{0}^{x_{d}} |D_{d}u(x', s)|^{p} ds \right)^{1/p}.
\]
Then, by integrating this inequality in $y$ on $(0, x_{d})$, we obtain
\[
|u(x', x_{d})| \leq \int_{0}^{x_{d}} |u(x', y)| dy + x_{d}^{2 - \frac{1}{p}} \left( \int_{0}^{x_{d}} |D_{d}u(x', s)|^{p} ds \right)^{1/p}
\leq \frac{\lambda^{rac{1}{p}}}{x_{d}^{\frac{1}{p}}} \left( \int_{0}^{x_{d}} |u(x', y)|^{p} y^{-p/2} dy \right)^{1/p} + x_{d}^{2 - \frac{1}{p}} \left( \int_{0}^{x_{d}} |D_{d}u(x', s)|^{p} ds \right)^{1/p},
\]
where we used Hölder’s inequality again in the last estimate. Therefore, we have
\[
|u(x', x_{d})| \leq N x_{d}^{2 - \frac{1}{p}} \left( \int_{0}^{x_{d}} |u(x', y)|^{p} y^{-p/2} dy \right)^{1/p} + x_{d}^{2 - \frac{1}{p}} \left( \int_{0}^{x_{d}} |D_{d}u(x', s)|^{p} ds \right)^{1/p}
\]
for $N = N(p) > 0$. Now, we take the $L_{p}$-norm of the last estimate in $B_{1}'$, we infer that
\[
\|u(\cdot, x_{d})\|_{L_{p}(B_{1}')} \leq N x_{d}^{2 - \frac{1}{p}} \left\|u\right\|_{W_{p}^{1}(B_{1}' \times [0, x_{d}])}.
\]
Then, sending $x_{d} \to 0^{+}$ and using the fact that $p > 2$, we obtain
\[
u(x', 0) = 0, \quad \text{for a.e. } x' \in B_{1}'.
\]
Next, we prove $W_{p}^{1}(D) = \mathcal{W}^{1}_{p}(D)$. By definition, $\mathcal{W}^{1}_{p}(D) \subset W_{p}^{1}(D)$. Therefore, it suffices to prove that for $u \in W_{p}^{1}(D)$, there is a sequence of functions $\{u_{k}\} \subset W_{p}^{1}(D)$
that vanish near \( \{x_d = 0\} \) such that \( u_k \to u \) in \( W^1_p(\mathcal{D}) \). Let \( \zeta \in C^\infty([0, \infty)) \) be such that
\[
0 \leq \zeta \leq 1, \quad \zeta = 1 \text{ on } [0, 1], \quad \zeta = 0 \text{ in } (2, \infty).
\]
Denote by \( \zeta_k(x) = \zeta(k|x_d|) \), and \( u_k(x) = u(x)(1 - \zeta_k(x)) \) for \( x \in \mathbb{R}^d_+ \), and \( k \in \mathbb{N} \).
Then,
\[
D_x u_k(x) = (1 - \zeta_k(x)) D_x u(x), \quad D_d u_k(x) = (1 - \zeta_k(x)) D_d u(x) - k \zeta'(k|x_d|) u(x).
\]
Consequently,
\[
\|Du_k - Du\|_{L_p(\mathcal{D})} \\
\leq N \|\zeta_k Du\|_{L_p(\mathcal{D})} + Nk \left( \int_0^{2/k} \int_{B'_1} |u(x', x_d)|^p \, dz' \, dx_d \right)^{1/p} \\
\leq N \|\zeta_k Du\|_{L_p(\mathcal{D})} \\
+ Nk \left( \int_0^{2/k} x_d^{p-1} \, dx_d \right)^{1/p} \left( \int_0^{2/k} \int_{B'_1} |Du(x', x_d)|^p \, dz \right)^{1/p} \\
\leq N \left( \int_0^{2/k} \int_{B'_1} |Du(x', x_d)|^p \, dz \right)^{1/p}.
\]
In the second last inequality above, we used the fundamental theorem of calculus and Hölder’s inequality to yield
\[
|u(x', x_d)| \leq \int_0^{x_d} |D_d u(x', s)| \, ds \leq x_d^{p-1} \left( \int_0^{x_d} |D_d u(x', s)|^p \, ds \right)^{1/p}.
\]
Let \( k \to \infty \) to complete the proof.

References

[1] S. N. Armstrong, H. V. Tran, Viscosity solutions of general viscous Hamilton–Jacobi equations, Mathematische Annalen, 361 (2015), no. 3, 647–687.
[2] D. Cao, T. Menghesha, T. Phan, Weighted \( W^{1,p} \)-estimates for weak solutions of degenerate and singular elliptic equations, Indiana University Mathematics Journal, Vol. 67, No. 6 (2018), 2225-2277.
[3] F. Chiarenza, R. Serapioni, Degenerate parabolic equations and Harnack inequality, Annali di Matematica Pura ed Applicata volume 137, p. 139-162 (1984).
[4] F. Chiarenza, R. Serapioni, A remark on a Harnack inequality for degenerate parabolic equations, Rev. Sem. Mat. Univ. Padova, 73 (1985), p. 179-190.
[5] M. G. Crandall, H. Ishii, and P.-L. Lions. User’s guide to viscosity solutions of second order partial differential equations, Bull. Amer. Math. Soc. (N.S.), 27(1):1–67, 1992.
[6] P. Daskalopoulos, R. Hamilton, \( C^\infty \)-regularity of the free boundary for the porous medium equation, J. Amer. Math. Soc. 11 (1998) 899–965.
[7] H. Dong and D. Kim, Parabolic and elliptic systems in divergence form with variably partially BMO coefficients, SIAM J. Math. Anal. 43(3): 1075-1098, 2011.
[8] H. Dong, D. Kim, Higher order elliptic and parabolic systems with variably partially BMO coefficients in regular and irregular domains, J. Funct. Anal. 261(11): 3279–3327, 2011.
[9] H. Dong and D. Kim, On \( L_p \)-estimates for elliptic and parabolic equations with \( A_p \) weights, Trans. Amer. Math. Soc., 370(7): 5081–5130, 2018.
[10] H. Dong and T. Phan, On parabolic and elliptic equations with singular or degenerate coefficients, [arXiv:2007.04385].
[11] H. Dong and T. Phan, Parabolic and elliptic equations with singular or degenerate coefficients: the Dirichlet problem, Transactions of the American Mathematical Society, DOI: https://doi.org/10.1090/tran/8397
[12] H. Dong and T. Phan, *Regularity for parabolic equations with singular or degenerate coefficients*, Calculus of Variations and Partial Differential Equations, 60, 44 (2021).

[13] H. Dong and T. Phan, *Weighted mixed-norm Lp-estimates for elliptic and parabolic equations in non-divergence form with singular degenerate coefficients*, Revista Matemática Iberoamericana, DOI: 10.4171/rmi/1233.

[14] E. B. Fabes, *Properties of nonnegative solutions of degenerate elliptic equations*, Proceedings of the International Conference on Partial Differential Equations dedicated to Luigi Amerio on his 70th birthday, Milan/Como, 1982, Milan J. Math. 52 (1982) 11–21.

[15] E. B. Fabes, C. E. Kenig, R. P. Serapioni, *The local regularity of solutions of degenerate elliptic equations*, Comm. Partial Differential Equations 7 (1982) 77–116.

[16] P. M. N. Feehan, C. A. Pop, *A Schauder approach to degenerate-parabolic partial differential equations with unbounded coefficients*, J. Differential Equations 254 (2013) 4401–4445.

[17] G. Fichera, *On a unified theory of boundary value problems for elliptic-parabolic equations of second order*, Matematica, 7:6 (1963), 99–122; Boundary problems in differential equations, Univ. of Wisconsin Press, Madison, 1960, 97–120.

[18] M. Giaquinta and L. Martinazzi, *An Introduction to the Regularity Theory for Elliptic Systems, Harmonic Maps and Minimal Graphs*, Scuola Normale Superiore Lecture Notes, (2012).

[19] D. Kim and N. V. Krylov. *Elliptic differential equations with coefficients measurable with respect to one variable and VMO with respect to the others*. SIAM J. Math. Anal., 39(2): 489–506, 2007.

[20] D. Kim and N. V. Krylov. *Parabolic equations with measurable coefficients*. Potential Anal., 26(4): 345–361, 2007.

[21] H. Koch. *Non-Euclidean singular integrals and the porous medium equation*, Habilitation thesis, University of Heidelberg, 1999.

[22] J. J. Kohn, L. Nirenberg, *Degenerate elliptic-parabolic equations of second order*, Comm. Pure Appl. Math. 20 (1967), 797–872.

[23] F.-H. Lin, *On the Dirichlet problem for minimal graphs in hyperbolic space*, Invent. Math. 96(3), 593-612, 1989.

[24] M. K. V. Murthy, G. Stampacchia, *Boundary value problems for some degenerate-elliptic operators*, Ann. Mat. Pura Appl. (4) 80 (1968), 1–122.

[25] M. K. V. Murthy, G. Stampacchia, *Errata corrigue: “Boundary value problems for some degenerate-elliptic operators”*, Ann. Mat. Pura Appl. (4) 90 (1971), 413–414.

[26] O. A. Ole"innik, E. V. Radkevič, *Second order equations with nonnegative characteristic form*, Translated from the Russian by Paul C. Fife. Plenum Press, New York-London, 1973. vii+259 pp.

[27] C. Wang, L. Wang, J. Yin, and S. Zhou, *Hölder continuity of weak solutions of a class of linear equations with boundary degeneracy*, J. Differential Equations 239(1): 99–131, 2007.

(T. Phan) DEPARTMENT OF MATHEMATICS, UNIVERSITY OF TENNESSEE, 227 AYRES HALL, 1403 CIRCLE DRIVE, KNOXVILLE, TN 37996-1320, USA

Email address: phan@math.utk.edu

(H. V. Tran) DEPARTMENT OF MATHEMATICS, UNIVERSITY OF WISCONSIN-MADISON, VAN VLECK HALL 480 LINCOLN DRIVE MADISON, WI 53706, USA

Email address: hung@math.wisc.edu