Light-front dynamic analysis of the longitudinal charge density using the exactly solvable scalar field theory in \((1+1)\) dimensions
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We investigate the electromagnetic form factor \(F(q^2)\) of the meson by using exactly solvable \(\phi^3\) scalar field theory in \((1+1)\) dimensions. As the transverse rotations are absent in \((1+1)\) dimensions, the advantage of the light-front dynamics (LFD) with the light-front time \(x^+=x^0+x^3\) as the evolution parameter is maximized in contrast to the usual instant form dynamics (IFD) with the ordinary time \(x^0\) as the evolution parameter. In LFD, the individual \(x^+\)-ordered amplitudes contributing to \(F(q^2)\) are invariant under the boost, i.e., frame-independent, while the individual \(x^0\)-ordered amplitudes in IFD are not invariant under the boost but dependent on the reference frame. The LFD allows to get the exact analytic result which covers not only the spacelike \((q^2 < 0)\) but also timelike region \((q^2 > 0)\). Using the analytic results, we verify that the real and imaginary parts of the form factor satisfy the dispersion relations in the entire \(q^2\) space. Comparing with the results in \((3+1)\) dimensions, we discuss the transverse momentum effects on \(F(q^2)\). We also discuss the longitudinal charge density in terms of the boost invariant variable \(\tilde{z} = p^+ x^-\) in LFD.

I. INTRODUCTION

The formulation of light-front dynamics (LFD) based on the equal light-front time \(x^+=x^0+x^3\) quantization has shown remarkable advantages for calculations in elementary particle physics, nuclear physics, and hadron physics. In particular, the light-front (LF) formulation is an essential theoretical tool for the 3-dimensional imaging and tomography efforts in the 12 GeV upgraded Thomas Jefferson National Accelerator Facility (JLab) and in the future Electron-Ion Collider project, with the investigation of the form factors, the generalized parton distributions (GPDs), the transverse momentum distributions of hadrons, etc. Taking advantage of the LFD, one of the new experiments planned at JLab is to measure the transverse charge densities of hadrons [1], which are defined by the 2-dimensional Fourier transforms of the electromagnetic (EM) form factors describing the distribution of charge and magnetization in the plane perpendicular to the direction of a fast moving hadron [2]. Due to the Lorentz invariance of the transverse distance and momentum under the longitudinal boost, the relativistically invariant analysis of the transverse charge density can be straightforwardly attained in the \((3+1)\) dimensional LFD. The transverse charge densities are also related to the GPDs [3–5] and their properties have been explored in a number of works [6–13]. In particular, it was demonstrated that the transverse charge density defined by the two-dimensional Fourier transform can be obtained from the so-called “Drell-Yan-West (DYW)” frame \((q^+ = 0\) and \(q^2 = -q_z^2 = -Q^2 < 0)\) in LFD using the scalar \(\phi^3\) model in \((3+1)\) dimensions [7]. Although its utility is limited only to the spacelike region \((q^2 < 0)\) due to the intrinsic kinematic constraint \(q^+ = 0\), the DYW formulation [14–17] may be regarded as the most rigorous and well-established framework to compute the exclusive processes since it involves typically the particle number conserving valence contribution. Various studies of two-body bound-states in the \((3+1)\) dimensional LFD can also be found in the framework of scalar [18–26] and fermion field [26–29] models.

On the other hand, the LFD analysis of the longitudinal charge density is not as straightforward as in the analysis of the transverse charge density due to the nontrivial spacetime mixture of the LF spatial distance \(x^- = x^0 - x^3\) as well as its conjugate momentum \(p^+ = p^0 + p^3\). It is noteworthy that the new variable \(\tilde{z} = p^+ x^-\) was recently introduced [30] for the boost invariant analysis in the longitudinal direction. Although the same level of significant progresses as in the case of the transverse charge density is yet to be expected in the analysis of the longitudinal charge density, it may be worthwhile to facilitate the scalar \(\phi^3\) model in the \((1+1)\) dimensional LFD extending the previous LFD analyses in \((1+1)\) dimensions [31, 32] restricted only for the spacelike momentum transfer region now to the entire kinematic regions including the timelike momentum transfers as well. We note that the advantage of LFD is indeed maximized in \((1+1)\) dimensions due to the absence of the transverse rotations which are not kinematical but dynamical in LFD. As evidenced in solving the \((1+1)\) dimensional QCD with large \(N_c\) limit [33], the solution was provided even analytically in LFD first [33, 34] well before its canonical formulation [35] was presented in the instant form dynamics (IFD) based on the equal time \(x^0\) quantization and later numerically solved in IFD [36–38]. While in IFD the individual \(x^0\)-ordered amplitudes contributing to the form factor \(F(Q^2)\) are not invariant under the boost, i.e., dependent on the reference frame, the advantage of the LFD with the LF time \(x^+\) as the evolution parameter is maximized due to the frame-independence or the boost invariance of the individual \(x^+\)-ordered amplitudes contributing to \(F(Q^2)\).

The dramatic difference of LFD analysis of form factors in \((1+1)\) dimensions compared to the case of \((3+1)\) dimensions may also be attributed to the fact that the DYW frame cannot be taken as it is restricted to \(q^2 = 0\) in \((1+1)\) dimen-
sions. As the \( q^+ \neq 0 \) frame must be used in \((1+1)\) dimensions for \( Q^2 \neq 0 \), it is inevitable to encounter the non-valence diagram arising from the particle-antiparticle pair creation (the so-called “Z-graph”). That is, both valence and non-valence contributions should be included simultaneously for the form factor analysis in \((1+1)\) dimensions. As mentioned earlier, the LFD analyses of scalar \( \phi^3 \) model in \((1+1)\) dimensions were reported in Refs. [31, 32] which were though restricted only for the spacelike momentum transfer region. Once the \( q^- \neq 0 \) frame is chosen, however, one does not need to restrict the analysis only for the spacelike region.

We may also compare the \((1+1)\) dimensional results with the previous \((3+1)\) dimensional results [39] within the same exactly solvable scalar \( \phi^3 \) model since it was shown numerically that the \((3+1)\) dimensional results analytically continued from the spacelike region \((q^2 < 0)\) coincide exactly with the results directly obtained in the timelike region \((q^2 > 0)\). Stemming from the detailed analysis of the exactly solvable and manifestly covariant model within the framework of the \((3+1)\) dimensional LF calculations, we have also developed a new method to explore the timelike region directly in the \( q^+ \neq 0 \) frame for the transition form factor \( F_{\gamma \gamma}(q^2) \) in the meson-photon transition process, \( \mathcal{M}(p) \rightarrow \gamma(q) + \gamma(p') \) [40]. Our direct calculation in the timelike region showed the complete agreement not only with the analytic continuation result from the spacelike region but also with the result from the dispersion relation (DR) between the real and imaginary parts of the form factor [40]. This direct method of analyzing the timelike region appears to advance our previous analysis of exactly solvable model in \((3+1)\) dimensions for the phenomenologically more realistic LF quark model (LFQM).

In this work, we present the \((1+1)\)-dimensional analysis of the form factor in the exactly solvable model both for the spacelike region and the timelike region obtaining the analytic results both for the valence and non-valence contributions. Previous results reported in Ref. [32] in the spacelike region were confirmed, but now the results are extended to the timelike region. In particular, the anomalous threshold is observed in the timelike region as in the case of \((3+1)\)-dimensional analysis. Apparent satisfaction of DR is shown explicitly and analytically. Longitudinal charge density is clearly identified with respect to “intrinsic” versus “apparent” charge densities. We also discuss the LF longitudinal charge density in terms of the newly introduced boost invariant variable \( \tilde{z} \) of Ref. [30].

This paper is organized as follows. In Sec. II, we derive the analytic forms for both spacelike and timelike EM form factors using the scalar \( \phi^3 \) model in \((1+1)\) dimensions. We obtain the explicit form of the imaginary part of the form factor in the timelike region so that the DR relation between the real and imaginary parts of the form factor can be tested. In Sec. III, we discuss the difference between the intrinsic longitudinal charge density obtained from the Fourier transform of the form factor and the apparent charge density including the relativistic corrections such as the Lorentz contraction in the so-called “Breit” frame. The explicit form of mean-square charge radius in the longitudinal direction is also derived from the slope of the charge form factor. We then discuss the LF longitudinal charge density in terms of the boost invariant variable \( \tilde{z} \).

Section IV presents our numerical results for the intrinsic longitudinal charge densities for scalar \((\pi, K, D)\) mesons and their EM form factors in both spacelike and timelike regions comparing them with the previous \((3+1)\) dimensional results of Ref. [39]. We summarize and conclude in Sec. V. The explicit analytic forms of the valence and non-valence contributions to the form factor are presented in Appendix.

II. FORM FACTOR FOR SCALAR \( \phi^3 \) MODEL IN \((1+1)\) DIMENSIONS

A. Form factor in spacelike region

The EM form factor \( F_{\gamma \gamma}^S(q^2) \) of a scalar particle \( \mathcal{M} \), a bosonic \( q\bar{q} \) bound state, for the process of \( \mathcal{M}(p) \rightarrow \gamma(q) + \gamma(p') \) in spacelike momentum transfer \((q^2 < 0)\) region is defined by the local current \( J^S_\mu(0) \) through

\[
J^S_\mu(0) = (p + p')^\mu F_{\gamma \gamma}^S(q^2),
\]

where \( p(p') \) is the four momentum of the initial (final) state scalar particle \( \mathcal{M} \) and \( q = p' - p \) is the four-momentum transfer of the virtual photon \((Q^2 \equiv -q^2 > 0)\). The EM local current \( J^S_\mu(0) \) in \((1+1)\) dimensions obtained from the covariant diagram of Fig. 1(a) is represented by

\[
J^S_\mu(m_q,m_{\bar{q}}) = e_q I^\mu(m_q,m_{\bar{q}}) + e_{\bar{q}} I^\mu(m_{\bar{q}},m_q),
\]

where

\[
I^\mu(m_q,m_{\bar{q}}) = ig^2 I^\mu = \int \frac{d^2k}{(2\pi)^2} \frac{2k^\mu + q^\mu}{N_kN_{k+q}N_{k-p}},
\]

with \( N_k = k^2 - m_q^2 + i\epsilon \) and \( \bar{N}_k = k^2 + m_{\bar{q}}^2 + i\epsilon \) coming from the bosonic quark and antiquark propagators of mass \( m_q \) and \( m_{\bar{q}} \), respectively, which carry the internal momentum \( k \). The normalization constant \( g \) is fixed by the condition that \( F_{\gamma \gamma}^S(q^2 = 0) = e_q + e_{\bar{q}} \). Exchanging \( m_q \) and \( m_{\bar{q}} \) in \( I^\mu(m_q,m_{\bar{q}}) \) gives \( I^\mu(m_{\bar{q}},m_q) \).

In LF calculations, we use the metric convention that \( k \cdot q = \frac{1}{2}(k^+ q^- + k^- q^+) \). Using this metric and choosing the plus component of the currents, \( J^S_\mu \), the Cauchy integration over \( k^- \) in Eq. (2) gives the two time-ordered contributions to the residue calculations, i.e., one coming from the region \( S1 \) \((0 < k^- < p^-)\) [Fig. 1(b)] and the other from the region \( S2 \) \((-q^- < k^- < 0)\) [Fig. 1(c)]. In the region of \( S1 \) (\( S2 \)), the residue is at the pole of \( k^- = k^-_0 \) \((k^- = k^-_0)\), which is placed in the upper (lower) half of complex \( k^- \) plane. Therefore, the Cauchy integration of \( I^\mu(m_q,m_{\bar{q}}) \) in Eq. (2) over \( k^- \) in \( S1 \) and \( S2 \) leads to

\[
I^\mu_{S1} = -\frac{g^2}{4\pi} \int_0^{p^-} dk^+ \frac{2k^+ + q^+}{C_k(k^-_0 - k^-)}(k^-_0 - k^-),
\]

\[
I^\mu_{S2} = \frac{g^2}{4\pi} \int_{-q^-}^0 dk^+ \frac{2k^+ + q^+}{C_k(k^- - k^-_0)}(k^- - k^-_0),
\]

(3)
where \( C_k = k^+(k^++q^+)(k^-+p^-) \) and

\[
\begin{align*}
  k^- &= m_k^2 \frac{m_k^2}{k^+} - \frac{\epsilon}{k^+}, \\
  k_0' &= p^- + m_Q^2 \frac{m_Q^2}{k^+ - p^+} - \frac{\epsilon}{k^+ - p^+}, \\
  k_1' &= -q^- + m_Q^2 \frac{m_Q^2}{k^+ + q^+} - \frac{\epsilon}{k^+ + q^+}.
\end{align*}
\]

We note that Eq. (3) is obtained from the condition that \( q^+ > 0 \), which means that the virtual photon is moving to the positive \( z \)-direction.

In the spacelike region \( q^2 = q^+q^- < 0 \) of \((1+1)\) dimensions, the momentum transfer \( Q^2 \) is defined as

\[
Q^2 = M^2 \beta^2 / \beta,
\]

where \( \beta = p^+ / p^+ = 1 + q^+ / p^+ \) and, \( M^2 = p^2 = p^\perp \). This allows \( \beta \) to have two different solutions:

\[
\beta_\pm = \left(1 + \frac{Q^2}{2M^2}\right)^{\frac{1}{2}} - 1,
\]

which leads to \( \beta_\pm = 1 \) (or \( \beta_\pm = 0 \)) when \( Q^2 = 0 \). Using the longitudinal momentum fraction \( k^+ = xp^+ \) for the struck quark and \( \beta \) for an external momentum transfer, we obtain

\[
\begin{align*}
I_{S1}\beta &= \frac{p^+ g^2}{4\pi} \int_0^1 \frac{[dx]}{(1-x')(M^2-M_0^2)(M^2-M_0^2)^2}, \\
I_{S2}\beta &= \frac{p^+ g^2}{4\pi} \int_0^1 \frac{[dy]}{(1+\beta y)(Q^2+m_{Q^2}(1-y)\left(M^2-M_{\beta_y}^2\right))}.
\end{align*}
\]

where \([dz] = \frac{dz}{z(1-z)}\) and \( M_0^2 = \frac{m_k^2}{1-x} + \frac{m_Q^2}{x}, M_{\beta_y}^2 = \frac{m_k^2}{1-\beta y} + \frac{m_Q^2}{\beta y} \), \( x' = (1-x)/\beta \) and \( y' = (1-y)/\beta \). The change of variable, \( x = -\beta y \), is made to derive \( I_{S2}\beta \) as given in Eq. (7). While each contribution, \( I_{S1}\beta \) and \( I_{S2}\beta \), is independent of the choice of \( \beta \), we take \( \beta = \beta_+ \) in Eq. (7) since they are obtained using the constraint \( q^+ > 0 \). Although we do not explicitly show the results with \( q^+ < 0 \), where the virtual photon is moving to the negative \( z \)-direction, we confirmed that \( I_{S1}\beta \) and \( I_{S2}\beta \) are indeed independent of the choice of \( \beta \), so that \( \beta = \beta_+ \) and \( \beta = \beta_- \) lead to the same results.

We then further evaluate the integration over the variables \((x,y)\) in Eq. (7) and combine both contributions as \( I_{S} = (I_{S1}\beta + I_{S2}\beta)/(p^+ p^-)^{\frac{1}{2}} \), to obtain the fully analytic form of \( F_{S\beta}(Q^2) \) in \((1+1)\) dimensions as

\[
F_{S\beta}(Q^2) = e_q I_{S1}(Q^2) + e_{\bar{q}} I_{S2}(Q^2),
\]

with

\[
I_{S1}(Q^2) = \frac{g^2}{8\pi m^2 m_{\tilde{Q}}^2} \left(1 - \omega^2 + \gamma_0\right)
\times \left\{ C_{\omega} + \sqrt{1 + \gamma_0} \tan^{-1} \left( \sqrt{\gamma_0} \right) \right\},
\]

where

\[
C_{\omega} = \frac{\omega}{\sqrt{1 - \omega^2}} \left[ \tan^{-1} \left( \frac{\omega_q}{\sqrt{1 - \omega^2}} \right) + \tan^{-1} \left( \frac{\omega_Q}{\sqrt{1 - \omega^2}} \right) \right],
\]

and \( \omega_q = \frac{M^2 + m_k^2 - m_Q^2}{2m_k m_{\tilde{Q}}}, \omega_Q = -\frac{M^2 - m_k^2 + m_Q^2}{2m_k m_{\tilde{Q}}}, \omega = \frac{M^2 - m_k^2 - m_Q^2}{2m_k m_{\tilde{Q}}} \) are kinematic factors. We note that the momentum transfer \( Q^2 \) in Eq. (9) comes in only through the factor \( \gamma_0 = Q^2/4m_{\tilde{Q}}^2 \). The second part \( I_{S2}(Q^2) \) of Eq. (8) can be obtained from Eq. (9) by replacing \( \gamma_0 \) with \( Q^2/4m_{\tilde{Q}}^2 \). It should be noted that our LF result in Eq. (8) is identical to the one obtained from the manifestly covariant calculations. The analytic forms of the valence and non-valence contributions, i.e., \( I_{S1}(Q^2) \) and \( I_{S2}(Q^2) \), are given in Appendix. As one can see from Eqs. (A.1) and (A.2), the second term containing the \( \tan^{-1} \) function in Eq. (9) comes from the non-valence contribution. From the form factor normalization \( F_{S\beta}(Q^2) = e_q + e_{\bar{q}} \), which means \( I_{S1}(Q^2 = 0) = I_{S2}(Q^2 = 0) = 1 \), we can obtain the normalization constant \( g \) as

\[
g = \sqrt{\frac{8\pi m_k^2 m_{\tilde{Q}}^2 (1 - \omega^2)}{C_{\omega} + 1}}.
\]

In the limit of very high \( Q^2 \), the leading contribution in

FIG. 1. One-loop Feynman diagrams that contribute to \( \mathcal{M}(p) + \gamma'(q) \to \mathcal{M}(p') \). The covariant diagram (a) is the same as the sum of the two LF time-ordered diagrams (b) and (c).
Eq. (9) comes from the \( \tanh^{-1} \left( \sqrt{\frac{q^2}{M^2 + q^2}} \right) \) term in the non-valence diagram. Using the fact that \( \tanh^{-1} \left( \sqrt{\frac{x}{1+x}} \right) \rightarrow \ln x \) as \( x \rightarrow \infty \), the leading asymptotic behavior of the form factor reads

\[
\lim_{Q^2 \rightarrow \infty} F_{A}^{\pi}(Q^2) \sim \frac{\ln Q^2}{Q^2},
\]

which shows the power-law falloff modified by the presence of a logarithmic function as was obtained in Ref. \[32\]. In Ref. \[7\], the leading asymptotic behavior of the form factor using the same \( \phi^3 \) model in \( (3+1) \) dimensions was obtained as \( F_{A}^{\pi}(Q^2 \rightarrow \infty) \sim \ln^2 Q^2/Q^2 \), which has one more logarithmic power than the result in \( (1+1) \) dimensions, and this power difference appears due to the effect of the transverse momentum.

Shown in Fig. 2 is the EM form factor for a 'scalar pion' in the spacelike region of \( 0 \leq Q^2 \leq 2 \text{ GeV}^2 \). In this model calculation, we use \( M = 0.14 \text{ GeV} \) and \( m_{\pi} = 0.25 \text{ GeV} \). The dotted, dashed, and solid lines represent the valence contribution \( I_{S1} \), non-valence contribution \( I_{S2} \), and the total result of the form factor, respectively. We find that, while the valence contribution dominates for small \( Q^2 \) region, the non-valence contribution takes over the valence one for \( Q^2 \geq 0.1 \text{ GeV}^2 \) and most of the contribution to the form factor for high \( Q^2 \) comes from the non-valence diagram, indicating significant contributions from the higher-Fock components.

### B. Form factor in the timelike region

The process of \( \mathcal{M}(p) + \gamma'(q) \rightarrow \mathcal{M}(p') \) in spacelike momentum transfer \( (q^2 < 0) \) region can be made to the timelike \( (q^2 > 0) \) process such as \( \gamma'(q) \rightarrow \mathcal{M}(p) + \mathcal{M}(p') \), i.e., the reaction for a virtual photon decaying into a \( q\bar{Q} \) bound state scalar particle \( \mathcal{M} \) and its antiparticle \( \mathcal{M} \) from the principle of crossing symmetry. Therefore, the timelike EM form factor \( F_{T}^{\pi}(q^2) \) for \( \gamma'(q) \rightarrow \mathcal{M}(p) + \mathcal{M}(p') \) is defined by the local current \( J_{I}^{\mu}(0) \) as

\[
J_{I}^{\mu}(0) = (p - p')^{\mu} F_{T}^{\pi}(q^2),
\]

where \( q = p + p' \) is the four momentum transfer of the virtual photon satisfying \( q^2 = q^2 \bar{q}^2 > 0 \). The covariant diagram describing \( \gamma'(q) \rightarrow \mathcal{M}(p) + \mathcal{M}(p') \) process is shown in Fig. 3(a) and the local current is obtained by \( J_{I}^{\mu}(0) = e_q l_{L}^{\mu}(m_\pi, m_\pi) + e_\bar{q} l_{R}^{\mu}(m_\bar{\pi}, m_\pi) \) as in the case of \( \mathcal{M}(p) + \gamma'(q) \rightarrow \mathcal{M}(p') \) process. Essentially, \( l_{L}^{\mu}(m_\pi, m_\pi) \) in this timelike process has the same form given by Eq. (2) but with the overall sign changed.

In LF calculations, using the plus component of the currents \( J_{I}^{\mu} \), the Cauchy integration over \( k^- \) in Eq. (2) gives two time-ordered contributions to the residue calculations: one coming from the region \( T1 \ (0 < k^- < p^+) \) [Fig. 3(b)] and the other from the region \( T2 \ (p^+ < k^- < q^+ \) [Fig. 3(c)]. In the region of \( T1 \) (\( T2 \)), the residue is at the pole of \( k^- = k_1^- \) (\( k^- = k_2^- \)), where \( k_1^- \) is the same as \( k^- \) but with replacing \( q \) by \( -q \). The poles \( k_1^- \) and \( k_2^- \) are in the lower and upper half of the complex-\( k^- \) plane, respectively. This allows one to obtain the Cauchy integration of \( I_{T}^{\alpha}(m_\pi, m_\bar{\pi}) \) in Eq. (2) over \( k^- \) in the regions \( T1 \) and \( T2 \) as

\[
I_{T1} = \frac{g^2}{4\pi} \int_{q^+}^{p^+} dk^+ C_{\ell}^s(k^- - k_1^-, k_1^- - k_r^-),
\]

\[
I_{T2} = -\frac{g^2}{4\pi} \int_{q^+}^{p^+} dk^+ C_{\ell}^s(k_2^-, k^- - k_1^-, k_2^-, k_r^-),
\]

where \( C_{\ell}^s = C_{\ell}(q \rightarrow -q) \).

In the timelike region of \((1+1)\) dimensions, the momentum transfer \( q^2 \) is defined by

\[
q^2 = M^2(1 + \alpha)^2/\alpha,
\]

where \( \alpha = p^+/p^+ = q^+ / p^+ - 1 \) and the two solutions for \( \alpha \) are given by

\[
\alpha_{\pm} = \left( \frac{q^2}{2M^2} - 1 \right) \pm \sqrt{ \left( \frac{q^2}{2M^2} - 1 \right)^2 - 1 }.
\]

This shows that both \( \alpha_{\pm} = 1 \) correspond to the threshold \( q^2 = 4M^2 \). However, the EM form factor \( F_{\pi}(q^2) \) is independent of the subscript sign of \( \alpha \) as in the case of \( F_{A}^{\pi}(Q^2) \) given by Eqs. (8) and (9), which can be seen below.

With \( \alpha \) and \( k^+ = xp^+ \), we rewrite Eq. (14) as

\[
I_{T1} = \frac{p^+g^2}{4\pi} \int_{q^+}^{p^+} \frac{[dx]}{1 + \alpha x} \left( \frac{\alpha(1 + \alpha - 2\alpha)/(1 + \alpha)}{M^2 - M_{\pi}^2} \right),
\]

\[
I_{T2} = \frac{p^+g^2}{4\pi} \int_{q^+}^{p^+} \frac{[dx]}{1 + \alpha x} \left( \frac{\alpha(2\alpha x - \alpha + 1)/(1 + \alpha)}{M^2 - M_{\pi}^2} \right),
\]

(17)
where $M_{0\bar{s}}^2 = \frac{m_s^2}{\bar{s}} + \frac{m_q^2}{\bar{s}}$ and $M_{\bar{Q}Q}^2 = M_{\bar{Q}Q}^2(m_q \leftrightarrow m_\bar{Q})$. The change of variable, $x = \alpha x' + 1$, is made in the calculation of $I_{12}^T$.

Then we further integrate over the variables $(x,x')$ to combine both contributions, $I_1 = (I_{11}^T + I_{12}^T)/(p-p')^+$, which leads to the fully analytic form of $F_{\bar{Q}Q}^T(q^2)$ in $(1+1)$ dimensions as

$$F_{\bar{Q}Q}^T(q^2) = e_q I_1^T(q^2) + e_\bar{Q} I_2^T(q^2),$$

where

$$I_1^T(q^2) = \frac{g^2}{8\pi m_q^2 m_\bar{Q}^2 (1-\omega^2-\gamma_q)} \times \left\{ C_\omega + \sqrt{\frac{1-\gamma_q}{\gamma_q}} \tan^{-1} \left( \frac{1}{\sqrt{1-\gamma_q}} \right) \right\},$$

with $\gamma_q = q^2/4m_\bar{Q}^2$. The second part $I_2^T(q^2)$ of Eq. (18) can be obtained from Eq. (19) by replacing $\gamma_q$ with $q^2/4m_q^2$. It can be easily seen that Eq. (19) and Eq. (9) are essentially the same through the analytic continuation from spacelike $Q\bar{Q}$ region to timelike $q^2 (-Q^2)$ region. This shows that the timelike EM form factor can be analytically continued to spacelike region by changing $q^2 \rightarrow -q^2$ in the form factor and vice versa.

It should be noted that the threshold points of the timelike form factor depend on the bound state condition. That is, the denominator factor $(1-\omega^2-\gamma_q)$ in Eq. (19) is always nonzero for strongly bound states satisfying both $M < m_q + m_\bar{Q}$ and $M^2 < m_q^2 + m_\bar{Q}^2$. In this strong bound state case, the imaginary part of $I_1^T(q^2)$ starts to develop at $q^2 \geq 4m_q^2\omega\bar{Q}(q)$. In other words, the thresholds for strongly bound state are given by the "normal" threshold points, i.e., $q^2_{\text{min}} = 4m_q^2\omega\bar{Q}(q)$ for $\gamma_q q\bar{Q}$ and $\gamma_Q Q\bar{Q}$ vertices, respectively. Moreover, one can easily extract the analytic form for the imaginary part of the timelike form factor from Eq. (19) as

$$\text{Im}[I_1^T(q^2)] = -\frac{g^2 \theta(\gamma_q - 1)}{16m_q^2 m_\bar{Q}^2 (1-\omega^2-\gamma_q)} \sqrt{\frac{\gamma_q - 1}{\gamma_q}},$$

where $\theta(\gamma_q - 1)$ is the Heaviside step function, i.e., $\theta(\gamma_q - 1) = 1$ for $\gamma_q > 1$ and vanishes otherwise.

On the other hand, for the weakly bound state satisfying $M < m_q + m_\bar{Q}$ but $M^2 > m_q^2 + m_\bar{Q}^2$, the singular $q^2$ point, satisfying $1-\omega^2 - \gamma_q = 0$, exists. Because of this, the singularity for the weakly bound state starts at the "anomalous" threshold points,

$$q^2_{\text{anom}} = \frac{1}{m_\bar{Q}(q)^2} \left[ (M - m_\bar{Q}(q))^2 - m_q^2 \right],$$

for $\gamma_q q\bar{Q}$ ($\gamma_Q Q\bar{Q}$) vertex prior to the normal thresholds. Our result for the anomalous thresholds given by Eq. (21) is exactly the same as the one in Ref. [41] for the analysis of the one-particle matrix elements of a scalar current. Especially, in this weakly bound state in $(1+1)$ dimensions, the real part of the timelike form factor diverges at the anomalous threshold.

As a consistency check, we compare our direct result for the form factor with the dispersion relations (DRs) given by

$$\text{Re}[F(q^2)] = \frac{1}{\pi} \mathcal{P} \int_{-\infty}^\infty dq^2 \frac{\text{Im}[F(q^2)]}{q^2 - q^2},$$

$$\text{Im}[F(q^2)] = -\frac{1}{\pi} \mathcal{P} \int_{-\infty}^\infty dq^2 \frac{\text{Re}[F(q^2)]}{q^2 - q^2},$$

where $\mathcal{P}$ indicates the Cauchy principal value. For the strong bound state case, we confirm that the real part of the form factor obtained from the direct calculation in Eq. (19) is exactly the same as the one obtained from DR using the analytic form of the imaginary part given by Eq. (20). However, for the weakly bound state case, we note the importance of taking into account the infinitesimal width $\Gamma$ as $(1-\omega^2-\gamma_q) \rightarrow (1-\omega^2-\gamma_q - i\Gamma)$ in Eq. (19) for the timelike form factor in order to remedy the singularity at the anomalous threshold point. With this care, we explicitly obtain both real and imaginary part of the timelike form factor for the weakly bound state as

$$\text{Re}[I_1^T(q^2)] = \frac{g^2}{8\pi m_q^2 m_\bar{Q}^2 ((1-\omega^2-\gamma_q)^2 + \Gamma^2)} \times \left\{ (1-\omega^2-\gamma_q) C_\omega - \frac{\pi}{2} \Gamma \sqrt{\frac{\gamma_q - 1}{\gamma_q}} \theta(\gamma_q - 1) \right\},$$

where $\gamma_q = q^2/4m_\bar{Q}^2$. The covariant diagram (a) is the same as the sum of the two LF time-ordered diagrams (b) and (c).

![FIG. 3. One-loop Feynman diagrams that contribute to $\gamma'(q) \rightarrow \gamma'(p) + \gamma'(p')$. The covariant diagram (a) is the same as the sum of the two LF time-ordered diagrams (b) and (c).](image)
the anomalous threshold defined in Eq. (21) appears at $q^2 = 0$. The size of the hadron may also be computed from the intrinsic charge density $\rho(r)$ in three dimensional space within a nonrelativistic theory, defined by the Fourier transform of the form factor,

$$
\rho(r) = \frac{1}{(2\pi)^3} \int d^3Q e^{-iQ \cdot r} F(Q^2).
$$

At relativistic energies this interpretation becomes obscured because of its dependence on the reference frame [3, 7, 8, 42, 43]. With this caveat, the mean-square charge radius $\langle r^2 \rangle$ may be defined as the second moment of the intrinsic charge density $\rho(r)$, which gives $\langle r^2 \rangle = \int r^2 \rho(r) d^3r$.

However, since the intrinsic charge density is inherently nonrelativistic and requires relativistic corrections, the transverse charge density $\rho(b)$ was proposed in Refs. [4, 5, 7, 8] as the true charge density without the need for relativistic corrections, which is obtained by the following two-dimensional Fourier transform,

$$
\rho(b) = \frac{1}{(2\pi)^2} \int d^2q_{\perp} e^{-i\mathbf{q}_{\perp} \cdot \mathbf{b}} F(Q^2 = q_{\perp}^2),
$$

where $\mathbf{b}$ is the two-dimensional transverse variable and $F(Q^2 = q_{\perp}^2)$ is obtained from the DYW frame (i.e., $q^+ = 0$ and $q^2 = -q_{\perp}^2 = -Q^2$). This transverse density is also the integral of the three dimensional infinite-momentum frame (IMF) density $\rho(x^{-}, b)$ over all values of the longitudinal position coordinate [8]. The central charge density of the hadron is determined by $\rho(b = 0)$ because of the Lorentz contraction of the longitudinal dimension in the IMF. The mean-square transverse radius $\langle b^2 \rangle$ is then given in terms of $\rho(b)$ as $\langle b^2 \rangle = \int d^2b b^2 \rho(b) = -4F'(0)$.

While the frame dependence of the intrinsic charge density in the longitudinal direction due to relativistic corrections, such as the Lorentz contraction, has been widely discussed in Refs. [3, 7, 8], the explicit estimation of the relativistic effect is yet to be fully discussed. The purpose of this section is to apply our results for the EM form factor in $(1 + 1)$ dimensions to obtain the longitudinal charge density $\rho(r_z)$ and to understand the difference between the intrinsic charge density obtained from the one-dimensional Fourier transform of the charge form factor $F(Q^2)$ and the relativistic version of the true static charge density obtained from the $(1 + 1)$-dimensional Fourier transform $J^0(Q^2) = (p + p')^0 F(Q^2)$ in the so-called “Breit frame (BF)” where no energy is transferred to the hadron, i.e., $q = (q^0, q_z) = (0, Q)$, $p = (E, p_z)$, and $p' = (E, -p_z)$. In LFD, the longitudinal charge density is discussed in terms of the boost invariant variable $\bar{z} = p^+ x^-$.

### III. LONGITUDINAL CHARGE DENSITY AND CHARGE RADIUS

The intrinsic size of the hadron is defined through the slope of the form factor, i.e., the mean-square charge radius in three

#### A. Intrinsic longitudinal charge density

The intrinsic longitudinal charge density (ILD) $\rho_{ILD}(r_z)$ may be defined by the one-dimensional Fourier transform of
the spacelike form factor \( F_{\mu}^{s}(Q^{2}) \equiv F(Q^{2}) \) as
\[
\rho_{\text{ILD}}(r_{z}) = \frac{1}{2\pi} \int dQ \, e^{-iQr_{z}} F(Q^{2}),
\]
where \( Q \) corresponds to the longitudinal component (i.e., \( Q = q_{z} \)) of momentum transfer. The intrinsic longitudinal density \( \rho_{\text{ILD}}(r_{z}) \) represents the probability that electric charge is located at a longitudinal distance \( r_{z} \) from the longitudinal center of momentum with the normalization condition \( \int dr_{z} \rho_{\text{ILD}}(r_{z}) = F(0) \).

Using the inverse Fourier transform and the normalization of \( \rho_{\text{ILD}}(r_{z}) \), we obtain
\[
F(Q^{2}) = \int dr_{z} e^{iQr_{z}} \rho_{\text{ILD}}(r_{z}) = 1 - \frac{1}{2} Q^{2} \langle r_{z}^{2} \rangle_{\text{ILD}} + \cdots,
\]
where \( \langle r_{z}^{2} \rangle_{\text{ILD}} = \int dr_{z} r_{z}^{2} \rho_{\text{ILD}}(r_{z}) \). From Eqs. (8) and (9), we can explicitly obtain the analytic form of the mean square charge radius in the longitudinal direction \( r_{z} \), i.e., \( \langle r_{z}^{2} \rangle_{\text{ILD}} = -2 \, \partial F/\partial Q^{2} |_{Q^{2}=0} \), as
\[
\langle r_{z}^{2} \rangle_{\text{ILD}} = \frac{1}{6} \left[ \frac{3}{1 - \omega^{2}} - \frac{1}{1 + C_{\omega}} \right] \left( \frac{e_{q}^{2}}{m_{q}^{2}} + \frac{e_{\bar{q}}^{2}}{m_{\bar{q}}^{2}} \right),
\]
where \( \varepsilon = B/m_{q} \) is the dimensionless parameter ranging from zero binding \( (B=0) \) to maximal binding (i.e., \( B = 2m_{q} \)) limits. While \( \langle r_{z}^{2} \rangle_{\text{ILD}} \to \infty \) in the zero binding limit, it decreases monotonically to the minimum value \( \langle r_{z}^{2} \rangle_{\text{ILD}} \to 1/(5m_{q}^{2}) \) as \( B \to 2m_{q} \), which is consistent with the observation made in Ref. [32]. As one can see, the charge radius is getting smaller as the constituent mass \( m_{q} \) is getting larger.

### B. Relativistic longitudinal charge density in BF

In \((1+1)\) dimensions, the Fourier transform of the current \( J^{\mu} \) is given by
\[
J^{\mu}(t, r_{z}) = \frac{1}{(2\pi)^{2}} \int d^{2}q \, J^{\mu}(q^{2}) e^{i(q^{0}t - q^{1}r_{z})}.
\]
If we take the BF, where \( q^{0} = 0 \) and \( q^{2} = -(q^{1})^{2} = -Q^{2} \), the momentum of incoming meson, \( p \), and that of the outgoing

It is interesting to compare our result with that obtained from the simple analysis of nonrelativistic quark model [44], where the mean-square charge radius, \( \langle r_{em}^{2} \rangle = -6F'(0) \), defined in three spatial dimensions is obtained as \( \langle r_{em}^{2} \rangle = (e_{q}^{2}m_{q}^{2} + e_{\bar{q}}^{2}m_{\bar{q}}^{2})/(m_{q} + m_{\bar{q}})^{2} \) with \( \delta = r_{q} - r_{\bar{q}} \) being relative coordinate. This result was derived from \( \langle r_{em}^{2} \rangle = \langle \sum q_{i}^{2}(r_{i} - R)^{2} \rangle \), i.e., the deviation from the center-of-mass position \( R \) squared weighted by the charge of the quark and antiquark constituents. While \( \langle r_{em}^{2} \rangle \) and \( \langle r_{em}^{2} \rangle \) are derived from different spacetime dimensions and different methods, the both have the common factor \( e_{q}^{2}m_{q}^{2} + e_{\bar{q}}^{2}m_{\bar{q}}^{2} \). From this common factor in charge radius, it is easy to find that the neutral meson such as \( K^{0}(d\bar{s}) \) has a negative square charge radius.\(^{1}\)

Of particular interest, we also obtain \( \langle r_{z}^{2} \rangle_{\text{ILD}} \) in terms of binding energy \( B \) defined by \( M = 2m_{q} - B \) for equal constituent mass case \( (m_{q} = m_{\bar{q}}) \), which leads to
\[
\langle r_{z}^{2} \rangle_{\text{ILD}} = \frac{1}{6m_{q}^{2}} \left[ \frac{12}{\varepsilon(4-\varepsilon)(2-\varepsilon)^{2}} \right. \left. \frac{\sqrt{\varepsilon(4-\varepsilon)(2-\varepsilon) + 2(\varepsilon^{2} - 4\varepsilon + 2)\tan^{-1}[\frac{2-\varepsilon}{\sqrt{\varepsilon(4-\varepsilon)}}]}} \right].
\]

\(^{1}\) A negative value for \( \langle r_{em}^{2} \rangle \) happens when the lighter negatively charged \( d \) quark is orbiting around the heavier \( s \) quark [44].
as \( \int dr_z \rho(r_z) = F(0) = 2M \), we redefine Eq. (34) as

\[
\rho_{BF}(r_z) = \frac{1}{2\pi} \int dQ \mathcal{F}_{BF}(Q^2)e^{-i\mathbf{Q} \cdot \mathbf{r}_z},
\]

where \( \rho_{BF}(z) = \rho(z)/2M \) and \( \mathcal{F}_{BF}(Q^2) = \tilde{\mathcal{F}}(Q^2)/2M \). Equation (35) now satisfies \( \int dr_z \rho_{BF}(r_z) = 1 \) and \( \mathcal{F}_{BF}(0) = 1 \).

Using the inverse Fourier transform and the normalization of \( \rho_{BF}(r_z) \), we obtain

\[
\mathcal{F}_{BF}(Q^2) = \int dr_z e^{i\mathbf{Q} \cdot \mathbf{r}_z} \rho_{BF}(r_z) = 1 - \frac{1}{2} Q^2 \langle r_z^2 \rangle_{BF} + \cdots,
\]

where \( \langle r_z^2 \rangle_{BF} = \int dr_z r_z^2 \rho_{BF}(r_z) \). Comparing to \( \langle r_z^2 \rangle_{ILD} \), we find

\[
\langle r_z^2 \rangle_{BF} = \langle r_z^2 \rangle_{ILD} - \frac{1}{4M^2}.
\]

We note that \( \langle r_z^2 \rangle_{BF} \) is independent of time \( t \) and is smaller than \( \langle r_z^2 \rangle_{ILD} \) due to the Lorentz contraction. For instance, if the mass of the bound state is \( M \simeq 1 \) GeV, then \( \langle r_z^2 \rangle_{BF} = \langle r_z^2 \rangle_{ILD} - 0.01 \) fm\(^2\) and the relativistic correction is getting larger (smaller) as \( M \) gets smaller (larger) as expected.

In Fig. 5, we compare the two longitudinal charge densities, \( \rho_{ILD}(r_z) \) (solid line) and \( \rho_{BF}(r_z) \) (dashed line), for a strongly bound state \( \pi^+ \) [Fig. 5(a)] and a weakly bound state \( D^\pm \) meson [Fig. 5(b)] in the range of \(-1 \leq r_z \leq 1 \) fm. These numerical results are estimated with \( m_u = m_d = 0.25 \) GeV and \( m_c = 1.2 \) GeV together with the physical meson masses, i.e., \( M_{\pi^+} = 0.14 \) GeV and \( M_{D^\pm} = 1.870 \) GeV. One can clearly see that \( \rho_{BF}(r_z) \) are more narrowly peaked near the longitudinal center of the momentum than \( \rho_{ILD}(r_z) \) due to the Lorentz contraction, which is more significant for \( \pi^+ \) than for \( D^\pm \).

Other reference frame may be obtained by the Lorentz transformation from the BF. For instance, the target rest frame (TRF), where \( (p^0,p^3)_{TRF} = (M,0) \), can be obtained from the BF by the following Lorentz transformation:

\[
\begin{pmatrix}
\gamma & \gamma \beta \\
\gamma \beta & \gamma
\end{pmatrix}
\begin{pmatrix}
p^{(0)}_{BF} \\
p^{(3)}_{BF}
\end{pmatrix}
= \begin{pmatrix}
p^{(0)}_{TRF} \\
p^{(3)}_{TRF}
\end{pmatrix},
\]

where the Lorentz factors are given by \( \gamma = \sqrt{4M^2 + Q^2} \) and \( \gamma \beta = \sqrt{\frac{Q^2}{2M}} \), which leads to

\[
(p^0,p^3)_{TRF} = \frac{1}{2M} \left( 2M^2 + Q^2, \sqrt{Q^2(4M^2 + Q^2)} \right). \tag{39}
\]

In the TRF, both time and space components of the current \( J^\mu \) in Eq. (1) are non-vanishing and explicitly they are given by

\[
J^0_{TRF}(q^2) = \frac{4M^2 + Q^2}{2M} F(q^2),
\]

\[
J^3_{TRF}(q^2) = \frac{\sqrt{Q^2(4M^2 + Q^2)} - Q}{2M} F(q^2), \tag{40}
\]

where \( q^2 = (q^0)^2 - (q^3)^2 = -Q^2 \). One should note, however, that the longitudinal charge density in TRF is not a static quantity but depends on time because of the fact that \( q^3 = \gamma \beta Q \neq 0 \).

C. Longitudinal charge density in LF coordinate space

Recently, a general procedure was introduced to obtain frame-independent three-dimensional LF coordinate-space wave functions [30]. In addition to the two dimensional transverse spatial variable \( \mathbf{b} \) given by Eq. (26), the longitudinal boost-invariant dimensionless spatial variable \( \tilde{x} = p_+^+ x^- \) was also introduced.

In the present \((1 + 1)\)-dimensional model calculations, the longitudinal charge density in LF coordinate space evaluated at \( x^- = 0 \), as a Fourier transform of the form factor, can be
FIG. 6. The longitudinal charge density for $\pi^+$ in LF coordinate space $\tilde{z}$.

defined by

$$\rho_{LF}(x^-) = \frac{1}{4\pi} \int dq^+ F(q^2) e^{iq^+x^-}, \quad (41)$$

where $\rho_{LF}(x^-)$ satisfies $\int \rho_{LF}(x^-) dx^- = 1$. Using $q^+ = \tilde{\beta} p^+$ and Eq. (5), $\rho_{LF}$ can be rewritten in terms of $(\tilde{z}, \tilde{\beta})$ as

$$\rho_{LF}(\tilde{z}) = \frac{1}{4\pi} \int d\tilde{\beta} F(\tilde{\beta}) e^{i\tilde{\beta}z}, \quad (42)$$

where $0 \leq \tilde{\beta}_+ \leq \infty$ for $\tilde{\beta} = \tilde{\beta}_+$ and $-1 \leq \tilde{\beta}_- \leq 0$ for $\tilde{\beta} = \tilde{\beta}_-$, respectively. Since $\tilde{\beta}_-$ has a closed range, which takes advantage over $\tilde{\beta}_+$, we obtain $\rho_{LF}(\tilde{z})$ integrating over $\tilde{\beta}_-$ in Eq. (42).

Figure 6 shows the longitudinal charge density $\rho_{LF}(\tilde{z})$ for $\pi^+$ in a wide range of $-100 \leq \tilde{z} \leq 100$. This shows that $\rho_{LF}(\tilde{z})$ has a very long and oscillating tail behavior of $\tilde{z}$ which appears consistent with the result shown in Ref. [30] for the case of two-constituents of a Fock-space component. From the inverse Fourier transform of Eq. (42),

$$F(\tilde{\beta}) = \int d\tilde{z} e^{-i\tilde{\beta}z} \rho_{LF}(\tilde{z}),$$

one may obtain the mean square charge radius in $\tilde{z}$ as $\langle \tilde{z}^2 \rangle = -8 \frac{\partial^2 F}{\partial \tilde{\beta}^2} \big|_{\tilde{\beta}=0}$ where $\langle \tilde{z}^2 \rangle = \int d\tilde{z} \tilde{z}^2 \rho_{LF}(\tilde{z})$.

IV. NUMERICAL RESULTS

In our numerical calculations, we analyze scalar $\pi$, $K$, and $D$ meson form factors. For these analyses, we use the constituent quark and antiquark masses as $m_u = m_d = 0.25$ GeV, $m_s = 0.5$ GeV, and $m_c = 1.8$ GeV as in Ref. [39]. The used physical meson masses are $M_{\pi^\pm} = 0.14$ GeV, $M_{K^\pm} = 0.494$ GeV, $M_{K^0} = 0.497$ GeV, $M_{D^+} = 1.870$ GeV, and $M_{D^0} = 1.865$ GeV, respectively. It should be noted from our constituent masses that $M^2 < m_q^2 + m_{\bar{q}}^2$ for $\pi$ and $K$ but $M^2 > m_q^2 + m_{\bar{q}}^2$ for $D$ meson case, while all the mesons satisfy the bound state condition, $M < m_q + m_{\bar{q}}$. This means that $\pi$ and $K$ are strongly bound states but $D$ is weakly bound state of which properties will be discussed in the following numerical calculations.

In the previous work for the $q^3$ model in $(3+1)$ dimensions [39], we two of us analyzed the form factors in three different reference frames, namely, (i) purely longitudinal ($q^+ \neq 0$ and $q_\perp = 0$) frame defined in the timelike $q^2 > 0$ region, (ii) purely longitudinal ($q^+ \neq 0$ and $q_\perp = 0$) frame defined in the spacelike $q^2 < 0$ region, and (iii) the $(q^+ = 0$ with $q^2 = -q_\perp^2$) frame, to confirm that all of three reference frames give exactly the same numerical results for the form factor in the entire $q^2$ region. So, when we refer the “direct results” from $(3+1)$ dimensions, we mean the results obtained from any of those three results in Ref. [39]. Likewise, the direct results from $(1+1)$ dimensions indicate those obtained by using Eq. (9) or (19) in the present work. On the other hand, “DR results” refer to those obtained from the dispersion relations given by Eq. (22). Comparing the two results obtained from both $(1+1)$- and $(3+1)$-dimensions, we shall also estimate the effects of the transverse momenta $k_\perp$ of the quark and antiquark on the EM form factors.

Shown in Fig. 7 is the profile of the intrinsic longitudinal charge density $\rho_{LF}(Q, r_z)$ for $\pi^+$ and its contour plot in phase space $(Q, r_z)$ of $-10 \leq Q \leq 10$ GeV and $-1 \leq r_z \leq 1$ fm. The momentum-dependent $\rho(Q, r_z)$ is defined as $\rho(r_z) = \frac{1}{4\pi} \int F(Q^2) e^{-iQr_z} dQ = \int \rho(Q, r_z) dQ$. We also show in Fig. 8 the profiles of the intrinsic longitudinal charge densities for $(K^+, K^0)$ and $(D^+, D^0)$ in phase space of $-10 \leq Q \leq 10$ GeV and $-1 \leq r_z \leq 1$ fm. These figures confirm that $\rho(Q, r_z)$ is symmetric under $Q \rightarrow -Q$ and $r_z \rightarrow -r_z$ as expected. The generic structures of $\rho(Q, r_z)$ for charged particles ($\pi^+, K^+, D^+$) look similar to each other. Likewise, the generic structures of neutral particles ($K^0, D^0$) are similar to

$^2$ The details can be found in Eqs. (10), (19), and (23) of Ref. [39].
each other. On the other hand, the density profiles of charged particles are quite different from those of neutral ones.

We present the intrinsic longitudinal charge densities $\rho(r_z)$ for charged ($\pi^+, K^+, D^+$) mesons in Fig. 9(a) and for neutral ($K^0, D^0$) mesons in Fig. 9(b), respectively. The gap between $\rho_{\pi^+}(r_z)$ (solid line) and $\rho_{K^+}(r_z)$ (dotted line) is very small and it is hard to distinguish them in Fig. 9(a). Compared to the light ($\pi, K$) mesons, the charge density of heavy $D$ meson is narrowly peaked around $r_z = 0$. Figure 9(b) also shows the charge density behavior of neutral ($K^0, D^0$) mesons which satisfy $\int \rho(r_z) dr_z = 0$.

In Fig. 10, we show the EM form factor of the pion obtained in $(1 + 1)$- and $(3 + 1)$-dimensions for $-2 \leq q^2 \leq 4$ GeV$^2$. The black and blue lines represent the direct results obtained from the form factors in $(3 + 1)$- and $(1 + 1)$-dimensions, respectively. The corresponding $(3 + 1)$- and $(1 + 1)$-dimensional results obtained from the dispersion relations are denoted by black circles and blue squares. Figure 10(a) represents Re$[F_\pi(q^2)]$, and Fig. 10(b) includes both Im$[F_\pi(q^2)]$ and $|F_\pi(q^2)|$. Close inspection of the figures leads to the following comments. Firstly, our “direct results” for both Re$[F_\pi(q^2)]$ and Im$[F_\pi(q^2)]$ in $(1 + 1)$- and $(3 + 1)$-dimensions show complete agreement with the “DR results” in corresponding dimensions, respectively. Secondly, the imaginary parts (dashed lines) of the form factors in Fig. 10(b) obtained from both $(1 + 1)$- and $(3 + 1)$-dimensions start at the normal threshold $q^2_{\text{min}} = 4m_{u(d)}^2 = 0.25$ GeV$^2$, which is consistent with the condition for $M^2 = m^2_q + m^2_Q$ case. For high $q^2$ region, the imaginary parts of the form factors are shown to dominate over the real part. Thirdly, the total form factors $|F_\pi(q^2)|$ (solid lines) in both $(1 + 1)$- and $(3 + 1)$-dimensions produce a $\rho$ meson-type peaks consistent with the vector meson dominance (VMD). However, we do not claim that this model indeed reproduces all the features of the VMD phenomena since more realistic phenomenological models may have to incorporate more complex mechanisms such as the initial- and final-state interactions. Finally, in that the difference between the two results in $(1 + 1)$- and $(3 + 1)$-dimensions measures the effects of transverse momenta of the constituents, one can see that the effects of $k_\perp$ reduce the charge radii and broaden the widths of the peaks. Therefore, while the qualitative behaviors of the form factors in both dimensions are not much different from each other, their quantitative behaviors are quite sizable due to the effects of the transverse momenta of the constituents.

Figure 11 shows the EM form factors of $K^+(u\bar{s})$ and $K^0(d\bar{s})$ mesons obtained from $(1 + 1)$- and $(3 + 1)$-dimensions for $-2 \leq q^2 \leq 4$ GeV$^2$. The same line codes are used as in Fig. 10. The direct results and the DR results for the unequal quark mass cases such as $K$ and $D$ mesons coincide and we do not explicitly display the DR results in Fig. 11. As in the case of the pion, both $K^+$ and $K^0$ have the normal singularities. However, $K$ mesons have two thresholds, namely, one at $q^2_{\text{min}} = 4m^2_s$ (or $4m^2_d$) and the other at $q^2_{\text{min}} = 4m^2_\phi$. While we have in principle two vector-meson-type peak (i.e. $\rho$ and $\phi$), one can see in Fig. 11 that only the $\phi$ meson-type peak would be observable for the timelike kaon EM form factors above the physical threshold at $q^2_{\text{min}} = 4M^2_{K^*(0)}$ as the $\rho$ meson-type peak is kinematically below the physical threshold, i.e. $4m_{u(d)}^2 < 4M^2_{K^*(0)}$. Again, the differences between the $(1 + 1)$- and $(3 + 1)$-dimensional results reside in the effects of transverse momenta of the constituents which play the role of broadening the widths and flatten the heights of the form factors. The sign flips for both Re$[F_{K^0}(q^2)]$ and Im$[F_{K^0}(q^2)]$ between the two peaks come from the different sign of electric charges of $u$ and $s$ quarks. One can find that the $K^0$ meson has the primary and secondary peaks near the heavy $s$ and light $d$ quark threshold $q^2_{\text{min}} = 4m^2_{u(d)}$, respectively, while it is the opposite for the $K^+$ meson. The spacelike $q^2$ region of $|F_{K^+}(q^2)|$ in Figs. 11(b,d) shows that $K^+$ has a positive mean-square charge radius while $K^0$ has a negative one.

We present the EM form factors of $D^+ (c\bar{d})$ and $D^0 (c\bar{s})$ mesons obtained in $(1 + 1)$- and $(3 + 1)$-dimensions for $-5 \leq q^2 \leq 20$ GeV$^2$ in Fig. 12. The same line codes are used as in Fig. 10. Although the generic features of $D$ meson form factors are similar to the case of $K$ mesons, several comments are in order. As explained before, the weakly bound state such as the $D$ meson in the present model calculation has anomalous thresholds. Both $(1 + 1)$- and $(3 + 1)$-dimensional results of $|F_{D^+}(q^2)|$ in Figs. 12(b,d) indeed show the presence of anomalous thresholds as given in Eq. (21), i.e., $q^2_{\text{min}} \sim 0.24$ GeV$^2$ (compared to $4m_{d(s)} = 0.25$ GeV$^2$ for normal case) and $q^2_{\text{min}} \sim 12.4$ GeV$^2$ (compared to $4m_c = 12.96$ GeV$^2$ for normal case) for the $\gamma^* c\bar{d}(\bar{c})u$ and $\gamma^* c\bar{c}$ vertices, respectively. Both anomalous thresholds, however, appear just before the normal thresholds although the normal thresholds for the light quark sector are hard to be seen in Fig. 12. Similar to the $K$ meson case, the EM form factors of both charged and neu-
FIG. 9. The intrinsic longitudinal charge densities $\rho_{ILD}(r_z)$ of (a) $(\pi^+, K^+, D^+)$ and (b) $(K^0, D^0)$ for $-1 \leq r_z \leq 1$ fm.

FIG. 10. EM form factor of the pion in $(1+1)$- and $(3+1)$-dimensions: (a) $\text{Re}[F_\pi(q^2)]$ and (b) $|F_\pi(q^2)|$ for $-2 \leq q^2 \leq 4$ GeV$^2$ compared with the results obtained from the dispersion relations.

Central $D$ mesons have two unphysical peaks, i.e., $\rho$ and $J/\psi(1S)$ meson type peaks due to $\bar{d}$ (or $\bar{u}$) and $c$ quarks, respectively. However, the timelike form factors of $D$ mesons have no pole structures for the physical $q^2 \geq 4M_D^2$ region. Finally, unlike the kaon case, the primary peaks for both $D^+$ and $D^0$ appear near the thresholds due to the heavy $c$ quark. Figures 12(b,d) also shows that $D^+$ has a positive mean-square charge radius while $D^0$ has a negative one.

V. SUMMARY AND CONCLUSION

In the present work, we presented $(1+1)$-dimensional analysis of EM form factors of scalar mesons both for spacelike and timelike region in the exactly solvable model, obtaining the analytic results both for the valence and non-valence contributions. Since the $q^+ \neq 0$ frame should be used in $(1+1)$ dimensions, it is inevitable to encounter the non-valence diagram arising from the particle-antiparticle pair creation (the so-called “Z-graph”). While the valence contribution dominates for small $Q^2$ region, its role is taken over by the non-valence contribution as $Q^2$ gets larger indicating significant contributions from the higher-Fock components. The leading asymptotic behavior of the form factor at high $Q^2$ in $(3+1)$ dimensions [7] has one more logarithmic power than our result $F_\rho^X(Q^2 \to \infty) \sim \ln Q^2 / Q^2$ in $(1+1)$ dimensions, which is ascribed to the effects of the transverse momentum. Our analytic results both in the spacelike region and the timelike region confirmed the analytic continuation from $Q^2$ in the spacelike region to $-Q^2$ in the timelike region. In the timelike form fac-
FIG. 11. EM form factors of $K^+$ and $K^0$ mesons in $(1+1)$- and $(3+1)$-dimensions: (a) Re[$F_{K^+}(q^2)$], (b) Im[$F_{K^+}(q^2)$] and |$F_{K^+}(q^2)$|, (c) Re[$F_{K^0}(q^2)$], and (d) Im[$F_{K^0}(q^2)$] and |$F_{K^0}(q^2)$| for $-2 \leq q^2 \leq 4$ GeV$^2$.

FIG. 12. EM form factors of $D^+$ and $D^0$ mesons in $(1+1)$- and $(3+1)$-dimensions: (a) Re[$F_{D^+}(q^2)$], (b) Im[$F_{D^+}(q^2)$] and |$F_{D^+}(q^2)$|, (c) Re[$F_{D^0}(q^2)$], and (d) Im[$F_{D^0}(q^2)$] and |$F_{D^0}(q^2)$| for $-5 \leq q^2 \leq 20$ GeV$^2$.
tor given by Eq. (18), the imaginary part of \( I^\nu(Q) (q^2) \) starts to develop at the anomalous threshold given by Eq. (21) for the weakly bound state with \( M < m_q + m_{\bar{Q}} \) but \( M^2 > m_q^2 + m_{\bar{Q}}^2 \), while it starts at the normal threshold \( q^2 \geq 4m_q^2 \) for the strongly bound state with \( M < m_q + m_{\bar{Q}} \) and \( M^2 < m_q^2 + m_{\bar{Q}}^2 \). We confirm that the DRSs given by Eq. (22) are satisfied by the strongly bound state as well as by the weakly bound state. In particular, we note the importance of taking into account the infinitesimal width to remedy the singularity at the anomalous threshold for the weakly bound state as given by Eq. (23) in order to satisfy the DRSs as shown in Fig. 4.

Defining the intrinsic charge density \( \rho(x) \) in three dimensional space, the transverse charge density \( \rho(y) \) in two dimensional space and the longitudinal charge density \( \rho_{\text{ILD}}(z) \) in one dimensional space, respectively, in Eqs. (25), (26) and (27), one may convince that the mean-square charge radius \( \langle r^2 \rangle \) defined by the sum of the mean-square transverse radius \( \langle r^2 \rangle_{\text{em}} \) is given by the sum of the mean-square transverse radius \( \langle r^2 \rangle_{\text{em}} \) and the mean-square longitudinal distance \( \langle r^2 \rangle_{\text{ILD}} \), i.e., \( \langle r^2 \rangle \) = \( \langle r^2 \rangle_{\text{em}} \) + \( \langle r^2 \rangle_{\text{ILD}} \). While \( \langle r^2 \rangle_{\text{ILD}} \) and \( \langle r^2 \rangle_{\text{em}} \) are derived from different spacetime dimensions and different methods, both have the common factor \( m_q^2 \bar{m}_{\bar{Q}}^2 + e_q e_{\bar{Q}} m_{\bar{Q}}^2 \). This observation allows to understand the negative value of mean-square charge radius of neutral mesons such as \( K^0(d\bar{s}) \) which have negatively charged light quark orbiting around the heavier \( \bar{s} \) quark [44]. The generic structures of longitudinal charge densities for charged particles (\( \pi^+, K^+, D^+ \)) are similar to each other although the density profiles of charged particles are quite different from those of neutral ones (\( K^0, D^0 \)).

For the case of equal constituent mass \( \langle m_q = m_{\bar{Q}} \rangle \), \( \langle r^2 \rangle_{\text{ILD}} \) given by Eq. (30) decreases monotonically to the minimum value \( \langle r^2 \rangle_{\text{ILD}} \rightarrow 1/(5m_q^2) \) in the maximal binding limit while \( \langle r^2 \rangle_{\text{ILD}} \rightarrow \infty \) in the zero binding limit, which is consistent with the observation made in Ref. [32]. In contrast to the intrinsic charge density, the apparent charge density defined by the time component of the current depends on the reference frame and we note that \( \langle r^2 \rangle_{\text{BF}} \) is smaller than \( \langle r^2 \rangle_{\text{ILD}} \) due to the Lorentz contraction.

In terms of the newly introduced boost invariant variable \( \bar{z} \), we also define the longitudinal charged density in LFD as given by Eq. (41) noting that the LF longitudinal momentum fraction \( \bar{\beta} = q^+ / p^+ \) is the variable conjugate to \( \bar{z} \). From Fig. 6, we found that \( \rho_F(\bar{z}) \) has a very long and oscillating tail behavior of \( \bar{z} \), consistent with the result shown in Ref. [30] for the case of two constituents of a Fock-space component.

Comparing the results in (1 + 1)- and (3 + 1)-dimensions, we note that the effects of transverse momentum \( k_\perp \) reduce the charge radii and broaden the widths of the peaks in charge densities. While the qualitative behaviors of the form factors in both dimensions are not much different each other, their quantitative behaviors are quite sizable due to the effects of the transverse momenta of the quark and antiquark. We thus conclude that the transverse momentum plays the role of broadening the width of the resonance and significantly flattens the height of the corresponding form factor. Our analysis of the exactly solvable scalar field model can be extended to the phenomenologically more realistic LFQM as we have shown for the transition form factor \( F_{\text{M}}(q^2) \) in the meson-photon transition process, \( M(p) \rightarrow q'(q) + \gamma(q') \) [40].

**Appendix**

In this appendix we present the analytic forms of the valence and non-valence contributions to the form factor in the spacelike region. The explicit forms of \( I_{\text{SS},\text{SS}}^\nu \) are

\[
I_{\text{SS}}^\nu = \frac{g^2 C_S}{8\pi} \left[ c_1 \tan^{-1} \left( \frac{\omega_Q}{\sqrt{1 - \omega^2}} \right) + c_2 \tan^{-1} \left( \frac{\omega_i}{\sqrt{1 - \omega^2}} \right) \right. \\
+ c_3 \tan^{-1} \left( \frac{M^2(\beta - 2) - (m_q^2 - m_{\bar{Q}}^2)\beta}{2m_q m_{\bar{Q}} \sqrt{1 - \omega^2}} \right) \\
+ c_4 \ln \left( \frac{m_q^2 \bar{m}_{\bar{Q}}^2}{\beta (m_q^2 + \beta m_{\bar{Q}}^2) - M^2 \bar{\beta}} \right),
\]

\[
I_{\text{SS}}^\nu = \frac{g^2 C_S}{8\pi} \left[ d_1 \tan^{-1} \left( \frac{\sqrt{\omega_Q}}{\sqrt{1 + \omega_Q}} \right) + d_2 \tan^{-1} \left( \frac{\omega_i}{\sqrt{1 - \omega^2}} \right) \right. \\
+ d_3 \tan^{-1} \left( \frac{M^2(\beta - 2) - (m_q^2 - m_{\bar{Q}}^2)\beta}{2m_q m_{\bar{Q}} \sqrt{1 - \omega^2}} \right) \\
+ d_4 \ln \left( \frac{m_q^2 \bar{m}_{\bar{Q}}^2}{\beta (m_q^2 + \beta m_{\bar{Q}}^2) - M^2 \bar{\beta}} \right),
\]

where

\[
C_S = \frac{1 - \omega^2}{8M^2 m_q^2 m_{\bar{Q}}^2 (1 - \omega^2 + \gamma_Q)(1 - \omega^2)^3/(2^2 - 1)},
\]

and

\[
c_1 = 4m_q m_{\bar{Q}} \omega (2M^2 \bar{\beta} + \bar{\beta} Q^2),
\]

\[
c_2 = 8m_q^2 m_{\bar{Q}} (1 - \omega^2) + 2\bar{\beta}[M^2(m_q^2 + m_{\bar{Q}}^2) - (m_q^2 - m_{\bar{Q}}^2)^2] + (M^2 - m_q^2 + m_{\bar{Q}}^2)Q^2 \bar{\beta},
\]

\[
c_3 = -4m_q m_{\bar{Q}} M^2 \omega \bar{\beta},
\]

\[
c_4 = m_q m_{\bar{Q}} \sqrt{1 - \omega^2} (2M^2 + 2m_q^2 - 2m_{\bar{Q}}^2 + Q^2) \bar{\beta},
\]

and

\[
d_1 = 4M^2 m_q m_{\bar{Q}} (\beta^2 - 1) \sqrt{1 - \omega^2} \sqrt{1 + \omega_Q} \sqrt{\omega_Q},
\]

\[
d_2 = 2m_q[(\beta^2 - 1) M^2 m_q \omega - \bar{\beta}^2 M^2 m_{\bar{Q}} - 4\beta m_q^2 m_{\bar{Q}}(1 - \omega^2)],
\]

\[
d_3 = -c_4,
\]

\[
d_4 = -c_4.
\]

The corresponding results in the timelike region are readily obtained by changing \( Q^2 \rightarrow -Q^2 \) in Eqs. (A.1) and (A.2).
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