Back-Translation-Style Data Augmentation for Mandarin Chinese Polyphone Disambiguation
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Abstract—Conversion of Chinese Grapheme-to-Phoneme (G2P) plays an important role in Mandarin Chinese Text-To-Speech (TTS) systems, where one of the biggest challenges is the task of polyphone disambiguation. Most of the previous polyphone disambiguation models are trained on manually annotated datasets, and publicly available datasets for polyphone disambiguation are scarce. In this paper we propose a simple back-translation-style data augmentation method for mandarin Chinese polyphone disambiguation, utilizing a large amount of unlabeled text data. Inspired by the back-translation technique proposed in the field of machine translation, we build a Grapheme-to-Phoneme (G2P) model to predict the pronunciation of polyphonic character, and a Phoneme-to-Grapheme (P2G) model to predict pronunciation into text. Meanwhile, a window-based matching strategy and a multi-model scoring strategy are proposed to judge the correctness of the pseudo-label. We design a data balance strategy to improve the accuracy of some typical polyphonic characters in the training set with imbalanced distribution or data scarcity. The experimental result shows the effectiveness of the proposed back-translation-style data augmentation method.

I. INTRODUCTION

With the development of deep learning, speech synthesis technology has rapidly advanced [1]–[6]. In TTS system, the front-end text processing module significantly influences the intelligibility and naturalness of synthesized speech. G2P is an essential component in the front-end module of the TTS systems, which one of the biggest challenges is how to disambiguate the pronunciation of polyphones characters.

Traditional approaches for polyphone disambiguation are rule-based algorithms [7], [8] and statistical machine learning methods [9]–[14]. The rule-based approach chooses the pronunciation of the polyphonic character based on predefined complex rules along with a dictionary. However, this requires a substantial amount of linguistic knowledge. In contrast, the data driven approach employ statistical methods such as Decision trees (DT) or Maximum Entropy (ME) [9]–[12]. The recent tremendous success of the neural network in various fields has prompted polyphone disambiguation to turn to neural network-based models. Shan et al. [13] and K.Park et al. [15] adopted bidirectional long-short-term memory (BLSTM) layer to predict the pronunciation of polyphonic character that is in accord with the context. Dai et al. [16] proposed a method combining the pre-trained BERT [17] with a neural-network based classifier. Cai et al. [14] proposed a polyphone disambiguation systems with multi-level conditions respectively.

Zhang et al. [18] constructed a framework based on CNN in a distantly supervised way. Zhang et al. proposed a mask-based model [19] and a system using FLAT [20] for polyphone disambiguation. Li et al. [21] proposed a novel system based on word-level features and window-based attention for polyphone disambiguation. These advancements are mainly contributed by the application of supervised learning to expensive datasets. Nonetheless, publicly available datasets for polyphone disambiguation are scarce [15], [22]. At the same time, there are few studies on data augmentation for Mandarin Chinese polyphone disambiguation [22], [23].

Back-translation is a method which has been proposed in the field of machine translation [24], [25]. In this approach, a pre-trained target-to-source translation model is used to generate source text from the unpaired target text. Augmenting training data with back-translated data led to notable improvement in performance of neural machine translation models. Inspired by the back-translation approach, in this paper we propose a simple data augmentation method for mandarin Chinese polyphone disambiguation. We build a G2P model to predict the pronunciation of polyphonic character, and a P2G model used to predict pronunciation into text. Meanwhile, we propose two pseudo-label screening strategies. Window-based matching strategy is to use fixed-length windows on both sides of polyphonic words for text matching to judge the correctness of pseudo-labels. The multi-model scoring strategy uses multiple polyphone models to predict the pronunciation to judge the correctness of the pseudo-label. After training, the G2P model generates the pronunciation labels from a large number of unpaired texts, the P2G model predicts the original text from the pronunciation labels, the screening strategies select the available data, and the G2P model is retrained using the generated pronunciations as additional training data. To the best of our knowledge, we are the first to apply back-translation-style data augmentation on the polyphone disambiguation task to reduce the dependence on expensive manually labeled data.

The contributions of this paper are as follows.

• A simple back-translation-style data augmentation method is proposed for mandarin Chinese polyphone disambiguation.
• A window-based matching strategy and a multi-model scoring strategy are proposed to judge the correctness of the pseudo-label.
• A data-balanced method is designed to address the uneven
distribution of characters and pronunciations in phones.

II. METHOD

A. Overview

An overview of our proposed method is shown in Figure 1 (a). We build a G2P model to predict the pronunciation of polyphonic character, and a P2G model to predict pronunciation into text. The two models are trained using paired training data which consists of text and pronunciation. After training, the G2P model generates the pronunciation labels from a large number of unpaired texts, and the P2G model predicts the original text from the pronunciation labels. Then, the screening strategies select the available data and re-trains the G2P model using the generated pronunciations as additional training data.

B. Grapheme-to-Phoneme

The conventional polyphone disambiguation serves to convert the input polyphonic characters into their corresponding pinyin. We regard the polyphone disambiguation as a classification task. Recently, connecting the existed networks with a pre-trained BERT is the de facto way of improving performance in the field of NLP. As illustrated in Figure1 (b), we propose a mask-based model and a system by using BERT for G2P. According to existing work, Chinese word segmentation (CWS) and part of speech (POS) tagging are essential to the mandarin Chinese polyphone disambiguation task. Therefore, we apply the Chinese characters of the input sentence and the corresponding lexical information as input features, such as CWS and POS tagging. Firstly, a character sequence \( X = [x_1, x_2, ..., x_n] \) is fed into the pre-trained BERT encoder to get the character-level hidden features: \( H = [h_1, h_2, ..., h_n] \). Secondly, we use an external CWS module to segment \( X \) into a sequence of word: \( W = [w_1, w_2, ..., w_m] \) \((m \leq n)\). Then, we use a POS module for part-of-speech tagging to get a sequence of part-of-speech: \( P = [p_1, p_2, ..., p_m] \). The length of the word sequence \( W \) and part-of-speech sequence \( P \) is the same as the length of the word sequence \( X \) by the method of up-sampling. Sequence \( W \), sequence \( P \) and sequence \( H \) are concatenated and input into prediction network. We connect three sequential 1D-convolutional layers with a GRU layer and a fully-connected linear layer as the prediction network. Furthermore, we ignore all impossible pronunciations that do not belong to the target character in ways that add a mask layer that sets the score of the corresponding classes to -inf before the final softmax layer.

C. Phoneme-to-Grapheme

P2G can be used for predicting the corresponding character sequence from the input pinyin sequence. Similar to the G2P task, we treat P2G as a classification task. As illustrated in Figure1 (c), we propose a mask-based model for P2G. The pinyin sequence is encoded by one-hot method and input to the prediction network. We connect two sequential 1D-convolutional layers with two GRU layers and a fully-connected linear layer as the prediction network. Furthermore, we ignore all impossible characters that do not belong to the target pronunciation in ways that add a mask layer that sets the score of the corresponding classes to -inf before the final softmax layer.

D. Pseudo Labels

The key to semi-supervised learning for polyphone disambiguation task is to assign pseudo-labels for unlabeled data. This paper proposes two pseudo-label screening strategies, including window-based matching and multi-model scoring.

1) Window-based Matching: Window-based matching strategy is to use fixed-length windows on both sides of polyphonic characters for text matching to judge the correctness of pseudo-labels. As illustrated in Figure1 (d), an example of an unlabeled text “昨天前门商铺打出超低价烤鸭招牌” (Yesterday, the Qianmen shop displayed the signboard of the ultra-low price roast duck), which the corresponding pinyin sequence “zuo2 tian1 qian2 shang1 pu4 da3 chu1 chao1 di1 jia4 kao3 ya1 zha1 pai2” is predicted through the G2P model. And then, through the P2G model, the pinyin sequence gets the predicted text “昨天前门商铺打出抄底价烤鸭招牌” (Yesterday, the Qianmen shop displayed the signboard of the bottom price roast duck). In this sentence, only “抄” is a polyphonic word that needs to be predicted, while other words can directly get the

Fig. 1. The architecture of (a) Proposed method, (b) G2P, (c) P2G, (d) Window-based Matching.
corresponding pronunciation by looking up the table. When the window length is 5, the string on both sides of “铺” is “门商务铺打出”, the unlabeled text is consistent with the predicted text, and the pseudo-label is considered to be available. However, when the window length is 7, the unlabeled text is inconsistent with the predicted text, and the pseudo-label is considered unavailable (“前门商务铺打出超” vs “前门商务铺打出讨”). In this method, the window length is a key parameter that can apparently affects the accuracy.

2) Multi-model Scoring: The multi-model scoring strategy uses multiple polyphone models to predict the pronunciation with the aim of judging the correctness of the pseudo-label. We construct multiple G2P models by modifying the prediction network structure, and predict the pronunciation of polyphonic words for unlabeled texts by these models. If the results of all models are consistent, the pseudo-label is considered to be available and effective.

E. Data Balance

Table I illustrates the statistical information of corpus. In polyphone corpus, there are common problems of uneven distribution of characters and uneven distribution of pronunciations, attaching excessive attention to massive and easily classified examples resulting the model less precise in terms of rare and hard classified examples, thereby degrading the performance of the system. In response to the above problems, we adopt a data balance method.

1) Character Data Balance: As shown in Table I, the frequency of common characters (such as “的”, “了” “了”) in the corpus is much higher than that of uncommon characters (such as “背”, “贴”). Using the data augmentation method proposed in this paper, the frequency of all polyphonic characters is not less than 0.1%. In this way, character data balance enables the model to better classify rare and hard characters.

2) Pronunciation Data Balance: As shown in Table I, the frequency of the common pronunciation (“de5”) of “的” in the corpus is much higher than that of the uncommon pronunciation (“di2”). Using the data augmentation method proposed in this paper, the frequency of each pronunciation is not less than 20% in the corresponding polyphonic character. In this way, pronunciation data balance enables the model to better classify rare and hard pronunciations.

III. EXPERIMENTS

A. Dataset

We use a human-annotated Chinese polyphonic character dataset in our experiments. There are total of 859,112 sentences in the dataset and each sentence contains one or more polyphonic character and its corresponding correct pinyin annotation. While the training set contains 687,290 sentences, the dev set contains 85,911 sentences and the test set contains 85,911 sentences, and the phoneme of each polyphonic character is annotated by native Mandarin Chinese speakers. The dataset of which the length of ranges from 3 to 350, contains 650 polyphonic characters in total with corresponding 334 pinyin.

As for unlabeled data, we collect 2,209,271 lines of text from Internet. We use a human-annotated Chinese polyphonic character dataset in our experiments. There are total of 859,112 sentences in the dataset and each sentence contains one or more polyphonic character and its corresponding correct pinyin annotation.

B. Experimental Step

To verify the proposed methods, we also implement and compare the following systems, and reported the results of accuracy rate in Table II. The details of the experimental systems are listed as follow:

1 G2Pm (BLSTM): Same as the structure described in [15]. The system does not use any external language processing tools such as word segmenter, entity recognizer, or part-of-speech tagger. Instead, the system takes as input a sequence of characters and train the network in the end-to-end manner. The system adopts BLSTM layer to predict the pronunciation of polyphonic character that is in accord with the context.

2 MASK-BASED: Same as the structure described in [19]. We implemented a MASK-BASED based model for comparison. We use a word segmentation model based on CNN, GRU and CRF to obtain CWS and POS features. The MASK-BASED model consists of BLSTM and 1D-CNN structures. The weight-softmax mechanism is used in the experiment, and Modified Focal Loss is selected as the loss function.

3 G2Pm (BERT): Same as the structure described in [15]. The system attaches a fully connected layer to the BERT

| Character | Character Count | Character Frequency | Pinyin | High-Freq Pinyin Frequency |
|-----------|-----------------|---------------------|--------|---------------------------|
| 111550    | 3.36%           | de5: 111126         | 99.62% |
| 38941     | 0.93%           | le5: 30514          | 98.62% |
| 14141     | 0.43%           | di4: 9608           | 67.94% |
| 5716      | 0.17%           | zhong2: 1404       | 75.44% |
| 650       | 0.02%           | be41: 37            | 66.07% |

| System          | Test Accuracy |
|-----------------|---------------|
| G2Pm (BLSTM)    | 87.88%        |
| MASK-BASED      | 88.52%        |
| G2Pm (BERT)     | 89.23%        |
| BTSDA (window=1)| 88.17%        |
| BTSDA (window=3)| 90.87%        |
| BTSDA (window=5)| 91.38%        |
| BTSDA (window=7)| 91.38%        |
| BTSDA (window=5)+Multi-model-scoring | 91.47% |

TABLE I
STATISTICAL INFORMATION OF CORPUS

TABLE II
THE ACCURACY OF DIFFERENT SYSTEM
The system does not use the back-translation-style data augmentation (BTSDA) method proposed in this paper

5. **BTSDA (window=1)**: Same as system 4 but applied back-translation-style data augmentation method in the model additionally. At the same time, the pseudo-label screening strategy of window-based matching is used, and the window length parameter is set to 1.

6. **BTSDA (window=3)**: Same as system 5 but the window length parameter is set to 3.

7. **BTSDA (window=5)**: Same as system 5 but the window length parameter is set to 5.

8. **BTSDA (window=7)**: Same as system 5 but the window length parameter is set to 7.

9. **BTSDA (window=max)**: Same as system 5 but the window length parameter is set to the maximum length of the input sentence.

10. **BTSDA (window=5)+Multi-model-scoring**: Same as system 7 but applied the pseud-label screening strategy of multi-model-scoring.

### C. Results and Analysis

In this section, we compare the method proposed in this paper with the existing polyphonic disambiguation models. For the fairness of the comparison, all models are trained on the same dataset. As shown in Table II, the base model proposed in this paper outperforms the G2Pm (BLSTM) and MASK-BASED models, but slightly worse than the G2Pm (BERT) model. The base model is based on the pre-trained language model and lexicon information, it has significantly improved compared with the G2Pm (BLSTM) and MASK-BASED model. We can also observe that the back-translation-style data augmentation method (BTSDA) significantly improves the performance compared to base model. The BTSDA method is used to match pseudo-labels for a large amount of unlabeled text. We also increase the window length from 1 to 7 so as to analyze the influence of window length. Table II shows that when only matching the current polyphone character (window=1), the accuracy is lower than other conditions, which is caused by the addition of incorrect pseudo-label data. The best performance is achieved when matching the context of two characters (window=5), but results degrades when expanding window length to the maximum length of the input sentence. This means that an excessively long window length will filter out more correct pseudo-label data. We demonstrate the effectiveness of multi-model scoring strategy on System 10, which achieves the best performance with a 2.55% improvement in accuracy relative to the base model. It means that multi-model scoring strategy can improve the screening accuracy of pseudo-labels.

As shown in Table III, we compare the BTSDA (window=5 + Multi-model-scoring) model with the base model to demonstrate the effectiveness of the data balance method on some typical polyphonic characters suffering from imbalanced distribution or data scarcity in the training set. For those characters with serious imbalance problems such as “夏” and “相”, and characters with insufficient data such as “仲” and “相”, BTSDA model gets higher predicting accuracy compared with base model. “仲” and “相” are augmented by the pronunciation data balance strategy, and the accuracy is increased by 33.14% and 18.18% respectively. “夏” and “相” are augmented by the character data balance strategy, and the accuracy is increased by 23.90% and 29.72% respectively. The back-translation-style data augmentation method proposed in this paper makes the model more robust and generalizable.

### IV. Conclusions

In this paper we propose a simple back-translation-style data augmentation method for mandarin Chinese polyphone disambiguation, utilizing a large amount of unlabeled text data. Inspired by the back-translation technique proposed in the field of machine translation, we build a G2P model to predict the pronunciation of polyphonic character, and a P2G model to predict pronunciation into text. Meanwhile, a window-based matching strategy and a multi-model scoring strategy are proposed to judge the correctness of the pseudo-label. In addition, we design a data balance strategy to improve the accuracy of some typical polyphonic characters in the training set with imbalanced distribution or data scarcity. These experimental results indicate the effectiveness of the proposed back-translation-style data augmentation method and generate correct pseudo-labels on a large amount of unsupervised data, which greatly enhances the performance of polyphone disambiguation. In future works, we will optimize the model structure of G2P and P2G to improve the prediction accuracy, and apply our proposed method using much larger amount of unpaired text.
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