Breaking Bad Degeneracies with Love: Improving gravitational-wave measurements through universal relations
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The distance-inclination degeneracy limits gravitational-wave parameter estimation of compact binary mergers. Although the degeneracy can be partially broken by including higher-order modes or precession, these effects are suppressed in binary neutron stars. In this work we implement a new parameterization of the tidal effects in the binary neutron star waveform, exploiting the binary Love relations, that breaks the distance-inclination degeneracy. The binary Love relations prescribe the tidal deformability of a neutron star as a function of its source-frame mass in an equation-of-state insensitive way, and thus allows direct measurement of the redshift of the source. If the cosmological parameters are assumed to be known, the redshift can be converted to a luminosity distance, and the distance-inclination degeneracy can thus be broken. We implement this new approach, studying a range of binary neutron-star observing scenarios using Bayesian parameter estimation on synthetic data. In the era of the third generation detectors, for observations with signal-to-noise ratios ranging from 6 to 167, we forecast up to a \(\sim 70\%\) decrease in the 90\% credible interval of the distance and inclination, and up to a \(\sim 50\%\) decrease in that of the source-frame component masses. For edge-on systems, our approach can result in moderate (\(\sim 50\%\)) improvement in the measurements of distance and inclination for binaries with signal-to-noise ratio as low as 10. This prescription can be used to better infer the source-frame masses, and hence refine population properties of neutron stars, such as their maximum mass, impacting nuclear astrophysics. When combined with the search for electromagnetic counterpart observations, the work presented here can be used to put improved bounds on the opening angle of jets from binary neutron star mergers.

I. INTRODUCTION

The field of gravitational-wave (GW) astronomy has seen great advances in the last decade. The 2015 discovery of GWs from a binary black hole (BBH) merger, GW150914, marked a spectacular confirmation of general relativity [1]. Since then, the number of detected compact binary coalescences (CBCs) has seen an exponential increase with each new observing run of the advanced Laser Interferometer Gravitational-wave Observatory (LIGO) [2] and the advanced Virgo observatory [3]. The latest catalog from the LIGO-Virgo Collaboration, GWTC-3, reports 90 confirmed CBC events [4]. In addition, independent analyses of the data have also been carried out and reported by other groups [5–12]. The trend will likely continue with future observing runs, as additional detectors, such as KAGRA [13] and LIGO-India [14], are added to the global network.

The prospect of doing multi-messenger astrophysics is one of the most exciting areas in the GW field. The detection of the first binary neutron star (BNS) merger, GW170817 [15], along with the simultaneous observation of the short gamma-ray burst (GRB), GRB170817A [16, 17], and the kilonova, AT2017 gfo [18], had a rich science impact across several areas of physics. However, detecting such electromagnetic (EM) counterparts of GW sources is extremely challenging, with no success since GW170817. Among other science goals, the prospect of measuring cosmological parameters independent of the established probes, such as type Ia supernovae (SNe Ia) [19] and the cosmic microwave background (CMB) [20], is one of the promises of GW multi-messenger astronomy. Since GWs from CBCs are standard sirens [21, 22], they allow direct measurement of the luminosity distance. When this is combined with an independent measurement of the cosmological redshift, either through bright sirens directly from a counterpart [23, 24], or statistically from dark sirens coupled with a galaxy catalog [21, 25–29], or through spectral sirens exploring properties of the GW population [25, 30, 31], it allows determination of the Hubble constant \(H_0\). There is currently a \(\geq 5\sigma\) tension in \(H_0\) between the local-universe SNe and the early-universe CMB values [19, 32, 33].

Finding a counterpart to a BNS merger leads to more constrained measurements of \(H_0\) from GW data as compared to a statistical measurement. However, there are several detection uncertainties that impact the measurement. For example, the distance-inclination degeneracy...
impacts the measurement of the distance to the source because a face-on source at a farther distance produces a similar signal amplitude as an inclined source at closer distances. This directly affects the measured value of $H_0$ [34–36]. Although it is possible to break the distance-inclination degeneracy through extraction of the inclination angle from higher-order modes [37] or precession [38], these techniques have limited application to BNS, for which the higher-order modes are suppressed because the component masses are nearly equal [39] and the precession is suppressed because the spins are small compared with the orbital angular momentum [40].

Other prescriptions to measure $H_0$, not involving any EM information, have also been proposed in the literature [26, 27]. In particular, Chatterjee et al. [41] (hereafter C21) showed how to apply the binary Love relations in merging neutron stars (NSs) to measure $H_0$. They use the technique proposed by Messenger and Read [42] to extract source-frame masses from the tidal deformability of NSs, in combination with the binary Love relations discovered by Yagi and Yunes [43, 44] (hereafter YY17), to construct a NS equation of state (EoS) insensitive parameterization (see Ref. [45] for updated binary Love relations after GW170817). This parameterization can then be used to directly measure the redshift of the source from GW data. C21 also forecasted that combining the $H_0$ measurements from BNS systems without electromagnetic counterparts could lead to $\sim 2\%$ measurement uncertainty in $H_0$ in the era of the third-generation (3G) GW detectors.

Here, we report another application of the binary Love relations—to constrain the above mentioned distance-inclination measurement. In brief, this can be thought of as a corollary to the prescription mentioned in C21. Instead of using the binary Love relations to measure $H_0$, here we show a complementary use case when $H_0$ is well constrained. In the traditional parameterization of a GW signal, the distance is measured from the amplitude of the waveform [35, 46–49]. In C21, it was shown that the redshift is measurable from the matter effect in the phase of the BNS inspiral. In the limiting case of fixing the value of $H_0$, the phase contribution of the matter terms also captures information about the distance. Hence, the distance enters both in the amplitude and the phase of the GW signal, instead of only amplitude.

We perform Bayesian parameter estimation on synthetic BNS signals, and show that in the 3G detector era, the use of the binary Love relations will significantly improve the GW parameter estimation by breaking the distance-inclination degeneracy. In particular, we forecast up to $\sim 70\%$ decrease in the 90\% credible interval (CI) of the estimated distance and inclination angle, and up to $\sim 50\%$ decrease in that of the source-frame masses. Additionally, for edge-on systems, our approach will make it possible to put reasonable constraints on the distance and the inclination angle with signal-to-noise ratios (SNRs) as low as 10.

In the remainder of this paper, we present the detailed calculations that lead to the conclusions discussed above. In Sec. II we provide a brief review of the binary Love relations. In Sec. III we describe the parameterization and show how the distance appears in both the amplitude and phase of the GW signal. In Sec. IV we describe our computational setup, and show that the distance-inclination estimation will be improved using our approach in the era of 3G detectors. In Sec. V we do a parameter sweep across systems, and report the most promising systems for which the distance-inclination estimation will be improved. In Sec. VI we report improvement in source-frame mass estimation using our approach. In Sec. VII we show that the improvements are robust to relaxing the assumptions made by previous sections, such as the accuracy of the binary Love relations and the cosmology. We also show that the Fisher analysis is not applicable to our study. Finally, we conclude in Sec. VIII. Henceforth, we use geometric units in which $G = 1 = c$.

II. BINARY LOVE RELATIONS

The GWs emitted by the quasi-circular inspiral of a compact binary can be described under the post-Newtonian (PN) formalism [50]. In this scheme, the waveform is solved for in powers of the velocity, which can be related to the GW frequency through the PN version of Kepler’s third law. At each PN order, the coefficients of the expansion are functions of the binary parameters, such as the component masses and spins of the compact objects. For a BNS system, the tidal interaction between the component stars leaves distinctive imprints in the GW emission during the late inspiral phase. This effect enters the GW phase first at the 5PN order, leading to an earlier merger [51]. The BNS parameters responsible for the tidal emission are the electric-type, quadrupolar tidal deformability of each NS, $\tilde{\Lambda}_A = (2k_{21}\bar{A}/3)\tilde{C}_A^{-5}$, where $C_A = M_A/R_A$ is the compactness of NS $A$ ($A = 1, 2$) in the binary, with mass $M_A$ and radius $R_A$, while $k_{21}$ is its relativistic Love number [52].

If the NS EoS is known, the radius and the Love number (and the tidal deformability) of the NS can be solved for as functions of its mass. While calculating the correct EoS of NSs from first principles is difficult, there are certain EoS-insensitive relations have been derived among some NS observables, such as the moment of inertia, the quadruple moment and the tidal deformability [53, 54] (see also [55–57] for reviews). In the context of GW astrophysics, these imply EoS-insensitive binary Love relations, presented in YY17:

1. A relation between the symmetric and antisymmetric combination of the individual tidal deformabilities, $\tilde{\lambda}_s = (\tilde{\lambda}_1 + \tilde{\lambda}_2)/2$ and $\tilde{\delta}\tilde{\lambda} = (\tilde{\lambda}_1 - \tilde{\lambda}_2)/2$.

2. A relation between the waveform tidal parameters $\tilde{\Lambda}$ and $\tilde{\delta}\tilde{\Lambda}$ appearing at 5PN and 6PN order, respectively.
3. A relation between the coefficients of the Taylor expansion of the tidal deformability $\lambda(M)$ about some mass $m_0$.

Here, we are concerned with the third item in the list, which we will refer to as the $\tilde{\lambda}_0^{(0)} - \tilde{\lambda}_0^{(k)}$ relation.

The $\tilde{\lambda}_0^{(0)} - \tilde{\lambda}_0^{(k)}$ relation is embedded in the following Taylor expansion of $\lambda(M)$:

$$\lambda(M) = \sum_{k=0}^{\infty} \frac{\tilde{\lambda}_0^{(k)}}{k!} \left( 1 - \frac{M}{m_0} \right)^k,$$

where $\tilde{\lambda}_0^{(k)} = (-1)^k M^k (d^k \tilde{\lambda}/dM^k)$, evaluated at the reference mass $M = m_0$, are the coefficients of expansion. The $\tilde{\lambda}_0^{(0)} - \tilde{\lambda}_0^{(k)}$ relation states that each $\tilde{\lambda}_0^{(k)}$ can be related to $\tilde{\lambda}_0^{(0)}$ in an EoS-insensitive way. As shown by YY17, the relation can be generally modelled as:

$$\lambda_0^{(k)} = \frac{\Gamma(k + \frac{10}{3} \pi \eta \delta \Lambda)}{\Gamma(\frac{10}{3} \pi \eta \delta \Lambda)} \lambda_0^{(0)} \left[ 1 + \sum_{i=1}^{3} a_{i,k}(\lambda_0^{(0)} - i/5) \right],$$

where $\bar{n}$ is the mean effective polytropic index, and $a_{i,k}$ are numerical coefficients to be fitted given a set of possible NS EoSs. Here, we follow the C21 implementation, i.e. choosing $\bar{n} = 0.8$ and fitting $a_{i,k}$ up to $k = 3$ using 29 NS EoSs that are consistent with recent LIGO/Virgo and NICER observations (see Table I of Ref. [41] for the fitted values of $a_{i,k}$.) Including $k > 3$ terms will enhance the accuracy of the Taylor expansion in Eq. (1), but the universality of the $\lambda_0^{(0)} - \lambda_0^{(k)}$ relation deteriorates for these terms. C21 noted that the expansion to $k = 3$ is sufficient to accurately represent $\lambda(M)$ with less than 10% loss of universality in the range $M_A \in (1.2, 1.5) M_\odot$ for $m_0 = 1.4 M_\odot$, which we will also choose as the reference mass in this work.

The $\lambda(M)$ function in Eqs. (1) and (2) has only one parameter left free, namely $\tilde{\lambda}_0^{(0)}$, that models the individual differences among those possible NS EoSs. The value of $\tilde{\lambda}_0^{(0)}$ can therefore be constrained by observational data. For example, using GW170817 and its EM counterpart, C21 measured $\tilde{\lambda}_0^{(0)}$ at 90% confidence to be $191^{+113}_{-134}$ by directly applying the $\tilde{\lambda}_0^{(0)} - \tilde{\lambda}_0^{(k)}$ relation; similarly, Ref. [58] found $\tilde{\lambda}_0^{(0)}$ at 90% confidence to be $190^{+390}_{-120}$ by applying the $\lambda_0 - \lambda_0$ relation and converting the result into a linear expansion of $\lambda(M)/M^5$. Future observing runs of LIGO/Virgo/KAGRA with coincident operation of next generation telescope facilities, such as the Rubin Observatory [59], is expected to yield more multimessenger BNS events. These events allow for more accurate measurements of $\tilde{\lambda}_0^{(0)}$, and stacking data from multiple observations (even those without electromagnetic counterparts) further reduces the uncertainty. In the following sections, we will assume that $\tilde{\lambda}_0^{(0)}$ is a fixed constant when we discuss BNS parameter estimation with the $\tilde{\lambda}_0^{(0)} - \tilde{\lambda}_0^{(k)}$ relation.

### III. GW MEASUREMENTS WITH THE BINARY LOVE RELATIONS

The parameters of a GW signal are measured using Bayesian inference. The result is represented by a posterior distribution,

$$p(\Theta | d^{GW}) \propto p(d^{GW} | \Theta) p(\Theta),$$

where $\Theta$ is the set of parameters, $d^{GW}$ is the GW data, $p(d^{GW} | \Theta)$ is the likelihood of getting $d^{GW}$ from the GW signal, parameterized by $\Theta$, in noisy data, and $p(\Theta)$ is the prior distribution. For a review of GW parameter estimation, see Ref. [60].

For BBH coalescences, the GW signal is described by 15 parameters (when one neglects eccentricity), which include intrinsic ones, such as the masses $m_A$ and the spin vectors $a_A$, and extrinsic ones, such as the luminosity distance $D_L$ and the inclination angle $i$ (see, for example, Refs. [35, 46–49].) BNS coalescences use the same set of parameters, plus two additional ones to account for matter effects, namely the tidal deformability of each NS $\tilde{\lambda}_A$. These tidal parameters enter the phase of the waveform first at 5PN and then 6PN order as

$$\Psi_{tid} = - \frac{3}{128\pi^5/2} \left[ \frac{39}{2} \bar{\lambda} x^5 + \frac{3115}{64} \bar{\Lambda} - 6595 \frac{364}{\sqrt{1 - 4\eta \delta \bar{\Lambda}}} x^6 + O(x^7) \right],$$

where $x = \frac{\pi}{2} (m_1 + m_2) f^{2/3}$ is the PN expansion parameter, $f$ is the GW frequency, and $\eta = m_1 m_2 / (m_1 + m_2)^2$ is the symmetric mass ratio. The coefficients $\bar{\Lambda}$ and $\delta \bar{\Lambda}$ are related to the tidal deformability parameters $\tilde{\lambda}_A$, via

$$\bar{\Lambda} = f(\eta) \left( \frac{\tilde{\lambda}_1 + \tilde{\lambda}_2}{2} \right) + g(\eta) \left( \frac{\tilde{\lambda}_1 - \tilde{\lambda}_2}{2} \right),$$

$$\delta \bar{\Lambda} = \delta f(\eta) \left( \frac{\tilde{\lambda}_1 + \tilde{\lambda}_2}{2} \right) + \delta g(\eta) \left( \frac{\tilde{\lambda}_1 - \tilde{\lambda}_2}{2} \right),$$

where the exact expressions for $\{ f, g, \delta f, \delta g \}$ are given in Sec. 2.2 of YY17.

Due to cosmic expansion, the GW signal is redshifted in the observed frame of the detectors. Hence, the masses measured above differ from the true masses of the binary. By convention, the former is referred to as the detector-frame mass, $m_{\text{det}, A}$, while the latter is referred to as the source-frame mass, $m_{\text{source}, A}$, and they are related by $m_{\text{det}, A} = m_{\text{source}, A} (1 + z)$, where $z$ is the redshift. For NSs, the source-frame mass is the mass parameter that enters the $\lambda(M)$ function. Therefore, given a universal $\lambda(M)$, or equivalently an EoS, one can replace the tidal deformability parameters in the GW waveform by

$$\tilde{\lambda}_A = \bar{\lambda} \left( \frac{m_{\text{det}, A}}{1 + z} \right),$$

which in turn changes the parametrization of $\Psi_{tid}$ from $(m_{\text{det}, 1}, m_{\text{det}, 2}, \tilde{\lambda}_1, \tilde{\lambda}_2)$ to $(m_{\text{det}, 1}, m_{\text{det}, 2}, z)$. The rise of
where $z$ as an independent measurable parameter enables enhanced cosmological inferences using only GW observations, which has been explored with $\lambda(M)$ derived from both specific EoSs [42] and EoS-insensitive relations [41].

In this work, we derive the $\lambda(M)$ function from the EoS-insensitive binary Love relations. Additionally, we assume that the distance-redshift relation, i.e., the cosmology, is well-constrained and given to us by e.g. Planck observations [20]. Combining these two, the tidal deformability parameters can be expressed as follows:

$$\lambda_A = \lambda_A(0) + \sum_{k=1}^3 \frac{\lambda_A^{(k)}}{k!} \left[ 1 - \frac{m_{\text{det},A}/m_0}{1 + z(D_L; H_0, \Omega)} \right]^k,$$

where $\lambda_A^{(k)} = \lambda_A^{(k)}(\lambda_A(0))$ are given by Eq. (2). Since $\lambda_A(0)$ is expected to be a universal constant, which was estimated with GW170817 (e.g. in C21) and will be further constrained by future measurements, we fix its value when reporting our main results in Sec. V and VI. We will then show in Sec. VII that relaxing the constraint on $\lambda_A(0)$ does not impact our main results. The distance-redshift relation $z(D_L)$ is given by a flat $\Lambda$CDM model with Hubble constant $H_0$ and other cosmological parameters $\Omega$, which we fix to the Planck values $^4$ measured using CMB anisotropies [20]. The statistical uncertainties of these Planck values are percent-level, and therefore negligible for measuring BNS parameters in this work. However, we note that local-universe measurements suggest other $H_0$ values that are several $\sigma$ away from the Planck value of $H_0$, which is known as the “Hubble tension” (see, for example, Refs. [19, 32, 33]). We will discuss the impact of this discrepancy in Sec. VII.

In Fig. 1 we provide a visual representation of the flow of ideas underlying this work. Traditionally in GW parameter estimation, one extracts the parameters of the binary following the black arrows in the figure, where the detector-frame masses are mostly determined using the GW phase. Combining the latter with the GW amplitude is limited because of a degeneracy in the way they affect the GW amplitude [34–36]. Instead of following this traditional approach, we will here use the fact that the GW phase also carries information about the distance through the tidal parameters, according to Eq. (7). This additional information may help break the distance-inclination degeneracy and tighten the constraints on both parameters, as well as lead to a more accurate determination of the source-frame masses, which is depicted with red arrows in the figure. Hence, we expect that our use of the binary Love relations may improve the estimation of certain BNS parameters, such as the luminosity distance, inclination angle and the source-frame masses.

### IV. COMPUTATIONAL SETUP AND DETECTOR-DESIGN CHOICE

We compare the GW parameter estimation on synthetic BNS signals with and without the binary Love relations. Without loss of generality, we fix the source to have component masses $m_{\text{source,1 inj}} = 1.46 M_\odot$ and $m_{\text{source,2 inj}} = 1.27 M_\odot$, which are similar to that of GW170817 [63]. We assume that the true NS EoS can be characterized by $\lambda_A^{(0)}_{\text{inj}} = 200$. As a consequence, the tidal deformability parameters of the BNS are $\lambda_{1\text{inj}} = 183$ and $\lambda_{2\text{inj}} = 322$, given the source-frame masses. We also neglect the spins of the binary, as they are expected to be small for NSs and have little impact in our analysis. Such a BNS source is then used to simulate GW signals detected at different distances, inclination angles, etc.

We analyze these injections using the PARALLEL_BILBY inference library [64] with the IMRPhenomPv2_NRTidal waveform model [65] and the DYNESTY sampler [66]. For each injection, we use a 128s signal duration and we model the noise through the spectral noise density of various detectors [67, 68]. In particular, we do not inject the signal in specific realizations of noise because we wish to study averaged statistical errors that are independent of a given noise artifact. We sample the masses in terms of the detector-frame chirp mass $M^\text{det}_q = (m_{\text{det},1} + m_{\text{det},2})^{3/5}$ and the mass ratio $q = m_{\text{det},2}/m_{\text{det},1} = m_{\text{source},2}/m_{\text{source},1}$, each with a uni-

---

1 We use the Astropy implementation [61, 62].
form prior. We fix the spins to be zero and we do not sample over them. We put a prior on the luminosity distance that is uniform in the co-moving volume, given by the same cosmology used in Eq. (7). When the binary Love relations are used, the tidal deformability parameters are determined using the masses and the distance through Eq. (7), and are therefore not sampled. In contrast, when the relation is not used, we use a uniform prior on $\lambda_A$ in $[0,5000]$ to reflect our ignorance of the NS EoS. For all other parameters sampled, we use the same priors as in Ref. [69].

We consider observing the simulated signals using three detectors located and orientated in the same way as LIGO-Hanford, LIGO-Livingston and Virgo, respectively. This three-detector configuration (HLV for later reference) is sufficient for distinguishing face-on and face-off inclinations. The sensitivity required for the network to demonstrate improvements in the parameter estimation using the binary Love relations is then to be determined in our study. As explained in Sec. III, the expected improvements rely on resolving the tidal effects in the GW signal, which are weak until the late inspiral, at frequencies of $\gtrsim 400$ Hz. However, the HLV detectors are most sensitive to GWs inside their sensitivity buckets, at $\sim 100$ Hz. Detectors with advanced designs therefore have two benefits. One is that they are generally better at capturing weak effects in the signal. The other is that they allow detection of more distant sources, whose late-inspiral tidal imprints are more redshifted towards the bucket of the sensitivity band.

What detector network should we choose to carry out our analysis? To answer this question, let us consider the accuracy to which the inclination angle and the luminosity distance can be estimated with and without the binary Love relations using a second-generation (2G) and a hypothetical 3G network. More precisely, the 2G network will be composed of HLV detectors with $A+$ (O5) noise curves [67] and, while the 3G network will again be composed of HLV-like detectors but with the noise curve of Cosmic Explorer (CE) [68]. In reality, the 3G network may be a standalone Einstein Telescope (ET) [70] or a combination of CE and ET. Our work demonstrates the general level of sensitivity of these approaches, and our conclusions are expected to be qualitatively robust to different network configurations.

Let the BNS (injected) source be at $i_{\text{inj}} = 30^\circ$ (the inclination angle at which detections are most likely to be made [71]) and at $D_{L,\text{inj}} = 200$ Mpc for the 2G network and $D_{L,\text{inj}} = 8$ Gpc for the 3G network (so that both SNRs are near 30). All other extrinsic parameters are kept the same between the 2G and 3G study, although we have checked that this does not affect the conclusions. In Fig. 2, we show corner plots for the inclination angle and the luminosity distance with the 2G (a) and 3G networks (b). Observe that while the 3G network allows for an improvement in the $D_L - i$ measurement, this is not so for the 2G network.

The reason for this is that the impact of the tidal effects on the phase for a 3G network is much larger than for a 2G network, as shown in panel (c) of Fig. 2. This panel shows the $D_L$ variability of the tidal phase with respect to the injected tidal phase as a function of the GW frequency, i.e. $\delta\Psi_{\text{tid}}(D_L) = \Psi_{\text{tid}}(\Theta = \Theta_{\text{inj}}) - \Psi_{\text{tid}}(\Theta = \Theta_{\text{inj}})$. To estimate the $D_L$ variability, we evaluate the tidal phase $\Psi_{\text{tid}}$ with the posterior of $D_L$, setting all other parameters $\Theta_{\text{inj}} \neq D_L$ to their injected values. Because the 3G detector can see systems that are much farther out than the 2G detector, the impact of the $D_L$ posterior on $\delta\Psi_{\text{tid}}$ is much greater, having therefore a greater impact in parameter estimation, and in particular allowing for an improvement in the extraction of both $D_L$ and $i$. Given that the binary Love relations do not improve the estimation of $D_L$ or $i$ with the 2G network, henceforth, we will carry out all future studies with the 3G configuration.

V. IMPROVEMENTS IN THE DISTANCE AND INCLINATION WITH THE BINARY LOVE RELATIONS

We now study how the improvement in the estimation of the luminosity distance and the inclination angle (due to the use of the binary Love relations) varies with the value of the injected $D_{L,\text{inj}}$ and $i_{\text{inj}}$. In particular, we set up a $D_{L,\text{inj}} - i_{\text{inj}}$ grid, letting $D_{L,\text{inj}}$ vary between 1–32 Gpc and $i$ vary between $0^\circ–90^\circ$ (leading to SNRs in $6–167$). We have checked that the other half of the inclination range, $90^\circ–180^\circ$, gives almost the mirrored pattern of $0^\circ–90^\circ$, which is not particularly interesting. Again, when analyzing this injection grid, we fix all other extrinsic parameters, such as the sky location and the arrival time, since they do not significantly impact our results.

In panels (a), (b), (e) and (f) of Fig. 3, we show the measurement uncertainties of $D_L$ and $i$ in terms of their 90% CIs, denoted by $\delta D_L$ and $\delta i$, as functions of $D_{L,\text{inj}}$ and $i_{\text{inj}}$ with $[\delta D_L]_{\text{inj}}$ and $[\delta i]_{\text{inj}}$ and without $[\delta D_L]_{\text{inj}}$ and $[\delta i]_{\text{inj}}$ using the binary Love relations. Note that the accuracy to which these parameters can be measured deteriorates as $D_{L,\text{inj}}$ increases and $i_{\text{inj}}$ approaches $90^\circ$, because this corresponds to a decrease in SNR. However, the region in the injected $D_{L,\text{inj}} - i_{\text{inj}}$ plane inside which measurements with a reasonable uncertainty $\delta D_L / D_L < 100$% or $\delta i < 90^\circ$, denoted with a dashed line in panels (a), (b), (e) and (f) is possible is greatly increased when we use the binary Love relations.

The impact of the binary Love relations in parameter estimation can be more easily assessed by looking at the “improvement” or “deterioration” in the estimation of $D_L$.
FIG. 2. Comparison between 2G detectors and 3G detectors. The 2G network is composed of HLV detectors at A+ (O5) sensitivity, and the 3G network is composed of HL-Like detectors with CE sensitivity. The observed signal is synthesized with a BNS source similar to that of GW170817. The injected inclination angle is 30° for both networks. However, the injected luminosity distances are 200 Mpc for the 2G detectors and 8 Gpc for the 3G detectors, respectively, so that the SNRs are both about 30. (a) [(b)] shows the corner plots of the $D_L$ and $\iota$ estimate from the 2G (3G) detection, with and without the use of the binary Love relations. The vertical dashed lines in the 1D histograms mark the 90% credible intervals, the contours in the 2D histograms represent 50% and 90% of the posterior samples, and the black lines correspond to the injected values. Note that for the 2G observation, the estimation is not affected by the use of the binary Love relations. However, for the 3G observation, improvement shows up as the posterior peaks get closer to the injected values and the 90% CIs shrink.

(c) shows the $D_L$ variability of the tidal phase with respect to the injected tidal phase as a function of the GW frequency, i.e. \( \delta\Psi_{\text{tid}}(D_L) = \Psi_{\text{tid}}(\Theta = \Theta_{\text{inj}} - D_L) - \Psi_{\text{tid}}(\Theta = \Theta_{\text{inj}}) \). The shaded regions show the variation of $\delta\Psi_{\text{tid}}$ associated with the 90% CIs of $D_L$ posteriors. In each observation scenario, we use the detector-frame innermost stable circular orbit (ISCO) frequency, $f_{\text{ISCO}} = (1/6)^{3/2}/[\pi (m_{\text{det1}} + m_{\text{det2}})]$, as a frequency cutoff. Observe that for the 3G observation, the spread of $\delta\Psi_{\text{tid}}$ is wider, which means more tidal information is used to extract $D_L$.

and $\iota$. We define the relative fractional improvement via

$$\Delta D_L = 100\% \times \left[ 1 - \frac{(\delta D_L)_{\text{L}}}{{(\delta D_L)_{\text{L}}}} \right],$$

$$\Delta \iota = 100\% \times \left[ 1 - \frac{(\delta \iota)_{\text{L}}}{{(\delta \iota)_{\text{L}}}} \right].$$

Positive values of $\Delta D_L$ and $\Delta \iota$ correspond to an improvement in parameter estimation. As suggested by panels (c) and (g) of Fig. 3, the binary Love relations always improve the estimation of $D_L$ and $\iota$ throughout the $D_{\text{Lij}} - \iota_{\text{inj}}$ grid chosen. The greatest improvement is found at about (4 Gpc, 90°), with $\Delta D_L \approx 70\% \approx \Delta \iota$. Aside from that, a secondary improvement region is found at about (4 Gpc, 0°), with $\Delta D_L \approx 40\%$ and $\Delta \iota \approx 30\%$.

Another way to understand and visualize the improvement in parameter estimation due to the use of the binary Love relations is to study the minimum SNR required to achieve a certain measurement uncertainty. In panels (d) and (h) of Fig. 3, we show that the SNR threshold is cut in almost a half due to the use of the binary Love relations, when $\delta D_L/D_L = 50\%$ or $\delta \iota = 45^\circ$ is targeted. Also note that when edge-on systems are measured, the SNR threshold for $\delta D_L/D_L = 100\%$ or $\delta \iota = 90^\circ$ drops from 30 to $\lesssim 10$, which confirms the move of the dashed lines in panels (a), (b), (e) and (f). Since one expects to detect many more events at low SNR than at high SNR, the use of the binary Love relations therefore allows us to extract meaningful astrophysical information from a much larger set of events.

The detailed pattern in Fig. 3 (c) and (g) is complicated and deserves more discussion. First, note that as $D_L$ increases, the improvement first also increases, reaching a maximum around 3–10 Gpc, and then the improvement decreases. This pattern is related to the contrast between the uncertainty of $D_L$ constrained by the waveform amplitude, $(\delta D_L/D_L)_{\text{amp}}$, and the uncertainty of $z(D_L)$ constrained by $\Psi_{\text{tid}}$, $(\delta z/z)_{\text{tid}}$. The former is roughly proportional to the inverse of the SNR [35], and hence constantly increases as $D_{\text{Lij}}$ increases. The latter is affected by not only the SNR but also the redshifting of the high-frequency tidal imprint and the detectors’ sensitivity band [42]. The two effects compete against each other, and the increase of $(\delta z/z)_{\text{tid}}$ is suppressed before the distance becomes so large that the SNR effect starts to dominate. Therefore, we may expect that at small distances, because $(\delta D_L/D_L)_{\text{amp}}$ increases with distance while $(\delta z/z)_{\text{tid}}$ does not, the use of $\Psi_{\text{tid}}$ to tighten the constraint of $D_L$ should be more effective as $D_{\text{Lij}}$ increases. After some critical $D_{\text{Lij}}$, $(\delta D_L/D_L)_{\text{amp}}$ and $(\delta z/z)_{\text{tid}}$ increase at similar rates, so $\Psi_{\text{tid}}$ becomes less helpful. Messenger and Read [42] showed that for 3G detectors measuring BNSs using a certain EoS, the critical point for $(\delta z/z)_{\text{tid}}$ to increase is around $z_{\text{inj}} \sim 1$, or $D_{\text{Lij}} \sim 7$ Gpc according to the cosmology they as-
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For large inclination angles $50^\circ \lesssim \iota_{\text{inj}} < 90^\circ$, see Fig. 4 (c) and (d), the degeneracy causes the likelihood function to form a tail that reaches out to small inclination angles. This tail has been known to be responsible for mis-classifying some edge-on systems as face-on in the worst cases (see, for example, Refs. [36, 72]). Therefore, for large injected inclination angles, the additional information on $D_L$ from $\Psi_{\text{tid}}$ can significantly improve the measurement by eliminating these tails in the likelihood. Because the tail can become longer when $\iota_{\text{inj}} \rightarrow 90^\circ$, the potential improvement can be even greater there.

The tail argument can also explain why the improvement near $\iota_{\text{inj}} = 90^\circ$ is suppressed when $D_{\text{Linj}}$ is small. When the injected distance is small, the SNR is high. Therefore, for nearly edge-on systems $70^\circ \lesssim \iota_{\text{inj}} < 90^\circ$, see Fig. 4 (f)], the tails are suppressed by the high SNR and are not captured by the 90% CI, leaving little space for $\Psi_{\text{tid}}$ to improve the parameter estimation. For medium to large injected inclination angles $50^\circ \lesssim \iota_{\text{inj}} \lesssim 70^\circ$, see Fig. 4 (c)], however, the tails are less suppressed by the SNR. This is because these angles are rather close to the degenerate region and the tails are firmly attached to the likelihood peaks. Therefore the improvement from $\Psi_{\text{tid}}$ for these medium to large angles can still show up at small distances.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{Impact of the binary Love relations in $D_{L-\iota}$ estimation on the $D_{\text{Linj}-\iota_{\text{inj}}}$ grid. The signals are synthesized using a GW170817-like source detected by a 3G HLV-like network. (a) [(b)] shows the relative error of $D_L$ measurement with (without) the binary Love relations, $(\delta D_L)_{\text{RL}}/D_L ([\delta D_L]_{\text{bL}}/D_L)$. The error $\delta D_L$ is evaluated as the width of the 90% CI. Note that (a) and (b) share a same set of contour levels under the same colorbar. The dashed orange contour denotes $\delta D_L/D_L = 100\%$, beyond which the error is considered unacceptable. (c) shows the relative improvement in $D_L$ from the binary Love relations, defined as $\Delta D_L = [1 - (\delta D_L)_{\text{RL}}/D_L]/(\delta D_L)_{\text{bL}}$. (d) shows the minimal optimal SNRs for constraining $\delta D_L/D_L$ to the levels specified in the legend. The solid (dashed) lines correspond to estimation with (without) the binary Love relations, and the difference between each pair of them are marked by a shade of the same color. The regions not covered by our $D_{\text{Linj}-\iota_{\text{inj}}}$ grid are left grey. (e)–(h) are the same analysis repeated for the $\iota$ estimation and presented in absolute errors. The dashed contour in (e) corresponds to $\delta \iota = 90^\circ$, whose counterpart in (f) is beyond the $D_{\text{Linj}-\iota_{\text{inj}}}$ grid. We note that the estimation is always improved throughout the grid.}
\end{figure}
VI. IMPROVEMENTS IN THE COMPONENT MASSES WITH THE BINARY LOVE RELATIONS

In this section we study the impact of binary Love relations to measurements of NS masses. In panels (a), (b), (e) and (f) of Fig. 5, we show the measurement uncertainties of \( m_{\text{source1}} \) and \( m_{\text{source2}} \) in terms of their 90% CIs, denoted by \( \delta m_{\text{source1}} \) and \( \delta m_{\text{source2}} \), as functions of \( D_{L,\text{inj}} \) and \( \iota_{\text{inj}} \) with and without using the binary Love relations. Similar to the distance-inclination measurement, the accuracy of these measured masses also generally deteriorates as \( D_{L,\text{inj}} \) increases and \( \iota_{\text{inj}} \) approaches 90°, in correspondence to the decrease of SNR. Note that without the binary Love relations, the masses are already measured with relative errors lower than 100% on this \( D_{L,\text{inj}}-\iota_{\text{inj}} \) grid. However, we can still see improvement as panel (b) and (f) have more dark (low-uncertainty) area than panel (a) and (e) do.

Again, to see the impact of the binary Love relations, we define the relative fractional improvement via

\[
\Delta m_{\text{source},A} = 100\% \times \left[ 1 - \frac{(\delta m_{\text{source},A})_{\text{bL}}}{(\delta m_{\text{source},A})_{\text{nlbL}}} \right].
\]

As suggested by panel (g) of Fig. 5, the binary Love relations improve the estimation of the secondary mass \( m_{\text{source2}} \) throughout the \( D_{L,\text{inj}}-\iota_{\text{inj}} \) grid chosen. The high improvement regions are around (4 Gpc, 0°), (4 Gpc, 90°) and (1 Gpc, 75°), where \( \Delta m_{\text{source2}} \approx 55\% \) is reached. For the primary mass \( m_{\text{source1}} \), as suggested by panel (c) of Fig. 5, there is a similar trend of improvement as for \( m_{\text{source2}} \), but the level of improvement is generally weaker, reaching \( \Delta m_{\text{source1}} \approx 45\% \) in the high improvement regions and even going negative (down to \( \sim -10\% \)) at about (2 Gpc, 45°) and (32 Gpc, 15°).

Correspondingly, in panel (h) of Fig. 5, we see that the SNR thresholds are almost cut in half due to the use of the binary Love relations, when \( \delta m_{\text{source2}}/m_{\text{source2}} = 20\% \) or even \( \delta m_{\text{source2}}/m_{\text{source2}} = 10\% \) is targeted. However, as suggested by panel (d) of Fig. 5, the decrease in SNR thresholds for the \( m_{\text{source1}} \) measurement are relatively less significant, and an increase is observed when \( \delta m_{\text{source1}}/m_{\text{source1}} = 10\% \) is targeted.

The generally weaker improvement in the primary mass is expected as the \( \lambda(M) \) function is less sensitive to larger NS masses. In our case, using the \( \lambda(M) \) function determined in Sec. II, we have

\[
\frac{d\lambda(M)}{dM}_{m_{\text{source1}}} = -230 M_{\odot}^{-1},
\]

\[
\frac{d\lambda(M)}{dM}_{m_{\text{source2}}} = -1771 M_{\odot}^{-1},
\]

the latter of which is larger in absolute value by one order of magnitude. Therefore, the binary Love relations tend to put tighter constraint on the secondary mass, leaving the primary mass with less of an improvement.

We also note that the high improvement regions for both mass parameters at about (4 Gpc, 0°) and (4 Gpc, 90°) overlap with the regions for which the estimation of \( D_L \) also improves the most. This is because one major source of uncertainty when determining the source-frame masses at large distances is the redshift, which is a function of the distance assuming the cosmology. The better constraint on the distance means better constraint on the redshift, and thus also means better constraint on the source-frame masses.
FIG. 5. Impact of the binary Love relations in the source-frame mass estimation on the $D_{\text{L, inj}}$-$\tau_{\text{inj}}$ grid. The signals are synthesized using a GW170817-like source detected by a 3G HLV-like network. The format of each subplot follows the same as in Fig. 3. We see that improvement happens in most cases, and the highest level of improvement is close to that for $D_L$. However, the improvement in the primary mass is relatively less significant and deterioration [blue regions in (c) and solid lines above the dashed ones in (d)] can sometimes take place.

Some other features in panels (c) and (g) of Fig. 5 can be attributed to the interplay between the distance $D_L$ and the detector-frame masses $m_{\text{det}, A}$ as they jointly determine $\Psi_{\text{tid}}$. In the actual parameterization of the waveform, the detector-frame masses $m_{\text{det}, A}$ are re-expressed using the detector-frame chirp mass $M_{\text{chirp}}^{\text{det}}$ and the mass ratio $q$. We present the improvement in these two parameters in Fig. 6 (a) and (b). We note that the high improvement in $M_{\text{chirp}}^{\text{det}}$ and $q$ for small $D_{\text{L, inj}}$ and large $\tau_{\text{inj}}$ is responsible for the high improvement in $m_{\text{source}, A}$ at about (1 Gpc, 75°), which is not explained by the improvement in $D_L$ alone. Similarly, the deterioration in the estimation of $M_{\text{chirp}}^{\text{det}}$ and $q$ for large $D_{\text{L, inj}}$ and small $\tau_{\text{inj}}$ is related to the deterioration in the estimation of $m_{\text{source}, A}$ near (32 Gpc, 15°).

To study the origin of this deterioration in the estimation of $M_{\text{chirp}}^{\text{det}}$ and $q$, we have investigated the posterior of $M_{\text{chirp}}^{\text{det}}$, $q$ and $D_L$. Taking $(D_{\text{L, inj}}, \tau_{\text{inj}}) = (32 \text{ Gpc}, 0°)$ as an example, those posteriors are shown in panel (c) of Fig. 6. Observe that when the binary Love relations are used, a new peak arises in the 2D histogram of $M_{\text{chirp}}^{\text{det}}-q$, in the lower left corner of the original one that covers the injected parameters. This means that the information from $\Psi_{\text{tid}}$ with the aid of the binary Love relations favors smaller $M_{\text{chirp}}^{\text{det}}$ and $q$ for large $D_{\text{L, inj}}$ and small $\tau_{\text{inj}}$, which deteriorates the measurement of the mass parameters.

We note that the other region inside which the estimation of $m_{\text{source}, 1}$ deteriorates, at about $(D_{\text{L, inj}}, \tau_{\text{inj}}) = (2 \text{ Gpc}, 45°)$, does not have a counterpart in $D_L$, $M_{\text{det}}$, or $q$ alone, although the improvements in these parameters are not high in that region. This is likely the result from competition between $m_{\text{source}, 1}$ and $m_{\text{source}, 2}$.

As previously mentioned, the $\lambda(M)$ function prefers improvements of the smaller $m_{\text{source}, 2}$ mass. For the $(D_{\text{L, inj}}, \tau_{\text{inj}}) = (2 \text{ Gpc}, 45°)$ injection, given that the total space for improvement from $D_L$, $M_{\text{chirp}}^{\text{det}}$ and $q$ is small, the deterioration in the estimation of $m_{\text{source}, 1}$ is likely responsible for the preferred improvement in the estimation of $m_{\text{source}, 2}$.

As a final remark, let us compare and contrast our results to those of Chatziioannou et al. [73]. The latter also studied the impact of the binary Love relations in the estimation of the mass ratio, but concluded that the difference was negligible. In that work, the authors studied simulated signals detected by a network of 2G detectors. As we showed in Sec. IV, when 2G detections are made at moderate SNRs, the tidal effects in the signal are not strong enough to impact the estimation of the non-tidal parameters; therefore, there is no conflict between our results and theirs. Furthermore, in Fig. 8 of Ref. [73], all the mass ratios estimated with the binary Love relations are smaller (although not significantly smaller) than those estimated without the relations. Panel (c) of our Fig. 6 actually shows an enhanced version of this trend. Therefore, the deterioration reported here could be seen as an enhanced version of that observed in [73] as one may reasonably expect when going from 2G to 3G observations.
distance-inclination degeneracy, which appears as a large bias in many measurement cases. Therefore, we may expect that a systematic bias in $\lambda_0^{(0)}$ could affect our main conclusions too. This is also the reason why the uncertainties in $H_0$ and the binary Love relation should be considered, despite the fact that these uncertainties are rather systematic biases instead of statistical errors.

Another interesting factor that can affect our main results is the timing accuracy. The timing at GW detection is usually accurate but not made use of in the parameter estimation of CBCs. We will show that when the binary Love relations are used in parameter estimation, the timing information can impact the estimation of other parameters.

We end this section with a discussion of the usefulness of Fisher analysis in this work. We will show that our work is an example in which a Fisher analysis fails because of the non-trivial geometry of the likelihood, and therefore a full posterior analysis using sampling methods is necessary to produce accurate forecasts.

A. Effect of uncertainty in $\lambda_0^{(0)}$

Equation (7) implies that uncertainty in $\lambda_0^{(0)}$ affects parameter estimation when using the binary Love relations. The current constraint obtained by C21 using GW170718 and its EM counterpart suggests that $\lambda_0^{(0)} = 191^{+113}_{-134}$ to 90% confidence. This error bar will shrink in the future by stacking observation of multimessenger BNS events. In particular, for $N$ similar observations the uncertainty in $\lambda_0^{(0)}$ should shrink by roughly $\sqrt{1/N}$. Let us then imagine a future in which LIGO, Virgo, and KAGRA are operating jointly with the Rubin Observatory. According to Ref. [74], with 20 Rubin pointings one could expect $N = 19$ EM/GW coincident events during the fifth GW observing run. If this were to occur, these coincident observations alone would reduce the 90% CI of $\lambda_0^{(0)}$ to about $(113 + 134)/\sqrt{19} \approx 57$, before the 3G GW detectors start to operate and our proposed approach starts to help in parameter estimation.

We investigate these effects by taking the $(D_{\text{Linj}}, t_{\text{inj}}) = (4 \text{ Gpc, } 30^\circ)$ injection as an example. We use the same computational setup as in Sec. IV, except that for the parameter estimation study, instead of assuming that $\lambda_0^{(0)} = 200$, we impose two $\lambda_0^{(0)}$ priors to account for two types of uncertainty. One type is statistical in nature and we study it through a Gaussian prior on $\lambda_0^{(0)}$ with a mean of 200 and a standard deviation of 34 (in correspondence to a 90% CI of 57). The other type is systematic and we study it through a delta function prior on $\lambda_0^{(0)}$ that is peaked at 234 instead of 200.

The parameter estimation results, in terms of the posterior corner plots of $D_L$, $\iota$, $m_{\text{source}1}$ and $m_{\text{source}2}$, are shown in Fig. 7. Observe that when the binary Love
relations are used, the marginalized posteriors are insensitive to the statistical error or the systematic bias added to \( \hat{\lambda}_0^{(0)} \). Compared to the posteriors obtained without the binary Love relations, the posteriors obtained with the binary Love relations show the same level of improvement as before.

![Figure 7](image.png)

**FIG. 7.** Effect of uncertainty in \( \hat{\lambda}_0^{(0)} \) on the estimation of distance, inclination, and source-frame masses. The signal is synthesized using a GW170817-like source with \( (D_{\text{Linj}}, \iota_{\text{inj}}) = (4 \text{ Gpc}, 30^\circ) \) and \( \hat{\lambda}_0^{(0)}_{\text{inj}} = 200 \), and detected by a 3G HLV-like network. The corner plots show posteriors recovered using a model that directly samples on \( \lambda_A \) (blue), a model that uses binary Love relations and correctly fixes \( \hat{\lambda}_0^{(0)} = 200 \) (orange), a model that uses binary Love relations but samples on \( \hat{\lambda}_0^{(0)} \) with a Gaussian prior whose mean is 200 and standard deviation is 34 (green), and a model that uses binary Love relations but fixes \( \hat{\lambda}_0^{(0)} \) at 234 instead of 200 (red). Observe that the posteriors in green and red are close to the posterior in orange, compared with their differences from the posterior in blue. This means that neither the statistical error nor systematic bias in \( \hat{\lambda}_0^{(0)} \) significantly affects the level of improvement.

**B. Effect of uncertainty in the binary Love relations**

In previous sections we have assumed that the binary Love relations are perfectly EoS-independent. However, a certain loss of universality exists as one varies the EoS, and this can in principle affect parameter estimation. To study this, we investigate a \( (D_{\text{Linj}}, \iota_{\text{inj}}) = (4 \text{ Gpc}, 30^\circ) \) injection with an assumed EoS and attempt to extract it with a model that uses the binary Love relations instead of assuming a particular EoS. For the assumed EoS we choose MPA1 because it has the largest residual among all EoSs used to fit the \( \hat{\lambda}_0^{(0)} - \hat{\lambda}_0^{(k)} \) relation in C21 (see Appendix A for more details about this residual.) To avoid confusion, we fix \( \hat{\lambda}_0^{(0)} \) to be the exact tidal deformability of a 1.4 \( M_\odot \) neutron star with a MPA1 EoS, since the effect of the uncertainty of \( \hat{\lambda}_0^{(0)} \) on parameter estimation was discussed in Sec. VIIA.

Corner plots for \( D_L, \iota, m_{\text{source1}} \) and \( m_{\text{source2}} \) are shown in Fig. 8. These plots show the accuracy of parameter estimation when (i) the model does not use the binary Love relations and samples on \( \lambda_A \) directly (blue), (ii) the model does not use the binary Love relations but the tidal deformabilities are computed using the (“correct”) MPA1 EoS from the sampled source-frame masses (orange), and (iii) the model does use the binary Love relations and we fix \( \hat{\lambda}_0^{(0)} \) to that of a 1.4 \( M_\odot \) with a MPA1 EoS (green). Observe that the posteriors using the binary Love relations are very similar to those found when using the correct EoS (especially in terms of the 90% CIs and their peak likelihoods). Therefore, the improvement in parameter estimation due to the binary Love relations is not affected by the EoS sensitivity of the relations themselves.

**C. Effect of uncertainty in \( H_0 \)**

Equation (7) implies that uncertainty in \( H_0 \) also affects parameter estimation when using the binary Love relations. In previous sections we used the Planck measurement of \( H_0 = 67.66 \text{ km s}^{-1} \text{ Mpc}^{-1} \) [20] in our simulations. Late time cosmological observations make use of local-universe supernovae, which generally gives an \( H_0 \) value around \( 73 \text{ km s}^{-1} \text{ Mpc}^{-1} \) (see, for example, Refs [19, 32, 33]).

We now investigate whether our use of the binary Love relations to better estimate the parameters of the binary is affected by an error in our assumed value of the Hubble constant. We consider an injection at \( (D_{\text{Linj}}, \iota_{\text{inj}}) = (4 \text{ Gpc}, 30^\circ) \) with the Planck value of \( H_0 \), and extract it with three models: one that does not use the binary Love relations, one that does use them and fixes \( H_0 \) to the Planck value, and one that uses \( H_0 = 73 \text{ km s}^{-1} \text{ Mpc}^{-1} \) instead. The corner plots for \( D_L, \iota, m_{\text{source1}} \) and \( m_{\text{source2}} \) for these three models are shown in Fig. 9. Observe that the “Hubble tension” causes a tiny shift in the peak of the marginalized posteriors obtained using the binary Love relations; this shift, however, is small and fits completely within the 90% CI. Clearly then, this effect does not affect the overall improvement as compared to parameter estimation without the binary Love relations.
FIG. 8. Effect of uncertainty in the binary Love relations on the estimation of distance, inclination and source-frame masses. The signal is synthesized using a GW170817-like source with \((D_{\text{inj}}, t_{\text{inj}}) = (4 \text{ Gpc}, 30^\circ)\), and detected by a 3G HLV-like network. The injected tidal deformability parameters are computed using the MPA1 EoS from the injected source-frame masses. The corner plots show posteriors recovered using a model that directly samples on \(\lambda_A\) (blue), a model that writes \(\lambda_A\) as a function of \(m_{\text{source, A}}\) with the “correct” MPA1 EoS (orange), and a model that writes \(\lambda_A\) as a function of \(m_{\text{source, A}}\) with the binary Love relations and \(\lambda_0^{(0)}\) fixed to that of a 1.4 \(M_\odot\) according to MPA1 (green). Observe that the posterior in green is close to the posterior in orange, compared with their differences from the posterior in blue. This means that the EoS sensitivity of the binary Love relations does not significantly affect the level of improvement.

D. Effect of better timing accuracy

Another factor that can affect our result is the accuracy in the estimation of the arrival time of the signal, or “timing accuracy” for short. In the GW model, the arrival time of the signal affects the frequency-domain GW by adding \(2\pi f t_c\) to the phase, where \(t_c\) is the time of arrival at the geocenter. In terms of PN expansions, this \(2\pi f t_c\) term is of 4PN relative order, which is close to the 5PN relative order term where the tidal effects first appear. Therefore, an error in the time of arrival could impact estimation of the tidal parameters, and hence also affect the estimation of distance, inclination, and source-frame masses when the binary Love relations are used. In previous sections we followed the standard LIGO prior setup and used a wide, flat prior for \(t_c\) that covers \(t_{\text{inj}} \pm 0.1\) s. With this prior in hand, we then carried out parameter estimation, including \(t_c\) in our parameter array of the BNS GW model. This procedure assumes that \(t_c\) is determined only by matching the signal to the BNS GW model. However, in reality, \(t_c\) can also be estimated at detection by maximizing the SNR over \(t_c\). If the SNR is high, then the timing accuracy at detection may also be high, and one can then use this to set a tighter \(t_c\) prior when one later carries out BNS parameter estimation.

Let us then investigate whether this tighter prior leads to a better estimate of the system parameters when using the binary Love relations. To study this, we focus on a \((D_{\text{inj}}, t_{\text{inj}}) = (4 \text{ Gpc}, 30^\circ)\) injection using two models, each with two priors: one with the same wide and flat prior on \(t_c\) as before, and one with a delta-function \(t_c\) prior (centered at the injected value). The corner plots for \(D_L\), \(t_c\), \(m_{\text{source, 1}}\), \(m_{\text{source, 2}}\), and \(t_c\) using these four cases is shown in Fig. 10. Observe that when the binary Love relations are used, the tighter \(t_c\) prior leads to narrower posteriors on \(D_L\), \(t_c\), \(m_{\text{source, 1}}\), and \(m_{\text{source, 2}}\). Meanwhile, when the binary Love relations are not used, the tighter \(t_c\) prior does not change the posteriors. Comparing the green with the blue in the last row of Fig. 10, we also
confirm that the difference is made because the binary Love relations add to the correlation between \( t_c \) and the other parameters. Therefore, better timing accuracy will allow the binary Love relations to lead to an even larger improvement on parameter estimation.

In Fig. 11 we show Fisher estimates of the relative fractional improvement in the accuracy to which parameters can be measured when using the binary Love relations. The analysis is performed using the GW Fisher analysis package GWBENCH [75] on the same injection grid as that used in Sec. IV. Comparing panels (a)–(d) of Fig. 11 with panels (c) and (g) of Fig. 3 and of Fig. 5, we see that the patterns given by the full posterior analysis are poorly reproduced by the Fisher analysis. In particular, the Fisher results fail to show the significant improvement for edge-on systems and the negative improvement in the primary source-frame mass. As has been discussed in Sec. V and VI, the improvement for edge-on systems is related to the tail in the likelihood, and the deterioration in the mass estimate is related to a secondary peak in the posterior. Neither feature can be captured by the single-peaked and Gaussian approximation inherent to Fisher theory. Thus, our study provides an example in which Fisher analysis fails [76].

**E. Failure of the Fisher analysis**

Fisher analysis has been widely used in the GW community to generate fast estimates of measurement errors. This method approximates the posterior as a single-peaked Gaussian distribution, whose inverse covariance matrix is constructed from second derivatives of the log-likelihood. In this work, we find that the Fisher approximation is insufficient to predict the accuracy to which parameters can be estimated, and instead, we have to run a full posterior analysis using numerical sampling methods such as nested sampling. The reasons for this, as we show below, is that the likelihood surface is not single-peaked (there are secondary peaks that are important), and the tallest peak of the likelihood is not a Gaussian (there are long tails in the distribution).

The analysis is performed using the GW Fisher analysis package GWBENCH [75] on the same injection grid as that used in Sec. IV. Comparing panels (a)–(d) of Fig. 11 with panels (c) and (g) of Fig. 3 and of Fig. 5, we see that the patterns given by the full posterior analysis are poorly reproduced by the Fisher analysis. In particular, the Fisher results fail to show the significant improvement for edge-on systems and the negative improvement in the primary source-frame mass. As has been discussed in Sec. V and VI, the improvement for edge-on systems is related to the tail in the likelihood, and the deterioration in the mass estimate is related to a secondary peak in the posterior. Neither feature can be captured by the single-peaked and Gaussian approximation inherent to Fisher theory. Thus, our study provides an example in which Fisher analysis fails [76].

**FIG. 10.** Effect of better timing accuracy on the estimation of distance, inclination, and source-frame masses. The signal is synthesized using a GW170817-like source with \((D_{\text{inj}}, \tau_{\text{inj}}) = (4 \, \text{Gpc}, 30^\circ)\), and detected by a 3G HLV-like network. The corner plots show posteriors recovered using a model that directly samples on \( \lambda_A \) and uses a flat prior for \( t_c \) covering \( t_{\text{inj}} \pm 0.1 \, \text{s} \) (blue), a model that directly samples on \( \lambda_A \) and fixes \( t_c = t_{\text{inj}} \) (orange), a model that uses the binary Love relations and a flat prior for \( t_c \) covering \( t_{\text{inj}} \pm 0.1 \, \text{s} \) (green), and a model that uses the binary Love relations and fixes \( t_c = t_{\text{inj}} \) (red). Observe that the improvement in distance, inclination, and source-frame masses from blue to green is smaller than that from orange to red. This means that a better timing accuracy will allow the binary Love relations to lead to an even larger improvement on the estimation of these parameters.

**FIG. 11.** Relative improvement in the estimation of (a) the distance, (b) the inclination and (c)(d) the source-frame masses, suggested by Fisher analysis. The signals are synthesized using a GW170817-like source detected by a 3G HLV-like network. We let \( D_{\text{inj}} \) and \( \tau_{\text{inj}} \) vary within the same ranges as for the grid described in Sec. IV, except that we skipped \( \tau < 2^\circ \) to avoid numerical issue in calculations, leaving a white band at the bottom of each plot. (a)–(d) are Fisher counterparts of the full posterior results in Fig. 3(c)(g) and Fig. 5(c)(g). Observe that the patterns given by the full posterior analysis are poorly reproduced here.
VIII. CONCLUSIONS

In this study we present an application of the binary Love relations to constrain the distance-inclination degeneracy in GW parameter estimation, finding significant improvement in the estimation of parameters including distance, inclination, and source-frame mass. This work is closely related to the measurement of $H_0$ using binary Love relations reported in C21 [41]. The binary Love relations allow the NS tidal deformability, $\lambda$, to be written as a function of the source-frame mass, $m_{\text{source}}$, in an EoS-insensitive way that is controlled by a constant, $\lambda_0^{(0)}$. The value of $\lambda_0^{(0)}$ is universal, given $m_0$, and will be constrained by stacking future multimessenger BNS observations. When this is combined together with precise measurement of cosmological parameters, i.e., the distance-redshift relation, one can parameterize the BNS waveform by replacing the tidal deformability parameters, $\lambda_A$, with the detector-frame masses, $m_{\text{det},A}$, and the luminosity distance, $D_L$. This parameterization allows $D_L$ information to enter not only in the amplitude, but also the phase of the waveform through the tidal term, $\Psi_{\text{tid}}$. Hence, it allows better distance-inclination measurements than the traditional approach of inferring $D_L$ and $\iota$ solely from the amplitude.

We demonstrate this prescription by performing Bayesian parameter estimation on synthetic GW signals and showing relative improvement in $D_L - \iota$ and source-frame masses in the era of 3G detectors. In particular, we find that the improvement peaks for face-on and edge-on BNS systems at $D_L \sim 4\text{ Gpc}$, with up to $\sim 70\%$ decrease in the 90% CI of $D_L - \iota$, and up to $\sim 50\%$ decrease in that of the source-frame masses. The use of the binary Love relations also makes it possible to put reasonable constraints on $D_L$ and $\iota$ for edge-on systems with SNR as low as 10. On the other hand, the SNR threshold for constraining the relative error of $D_L$ to below 50% is halved. A similar decrease in the SNR threshold is observed for constraining the absolute error of $\iota$ below 45°, and the relative error of $m_{\text{source},2}$ below 10% and 20% respectively. The improvement in $m_{\text{source},1}$ is weaker, and a small deterioration is observed in certain situations. This is because $\lambda(M)$ is less sensitive to the larger, primary mass, and the fact that the use of the binary Love relations can weaken the estimation of $M_{\text{det}}$ and $q$ in certain circumstances (see Fig. 6). A detailed investigation into the reason for this deterioration is left for future study. We report that the uncertainty in $\lambda_0^{(0)}$, the uncertainty in the NS EoS, and uncertainty in the Hubble parameter do not significantly affect our application of the binary Love relation to constrain $D_L - \iota$. In addition, if the time of arrival is well measured, the improvement reported in the main results is further enhanced. We have also shown that our results cannot be accurately reproduced by Fisher analysis; a full Bayesian analysis is necessary.

Our prescription has direct application to measuring the source-frame parameters of BNS systems from GW data alone. This is relevant since not all future BNS mergers are expected to have observable electromagnetic counterparts. An improved measurement of luminosity distance, along with known cosmological parameters, leads to a better inference of the redshift, which in turn leads to improved estimates of the source frame masses, $m_{\text{source},A}$, of future BNS systems. The increased number of detections expected in the near future, combined with these improved mass measurements, will in turn result in improved estimation of the population properties of NSs, and in particular, the BNS mass-distribution. Moreover, when combined with a search for GRB counterparts, our procedure of improving inclination measurements will help in joint EM-GW observations [77]. For example, our approach will allow for improved constraints on the jet opening angle for cases where a GRB is also detected, since the half opening angle of the merger jet has to be comparable to the inclination angle of the BNS. On the other hand, in the absence of a GRB observation, the improved inclination angle estimation can be used to assist sub-threshold searches.

Other approaches to address the distance-inclination degeneracy have been reported that use higher-order modes and precession [37, 38]. However, our approach of using the tidal effects is novel, and is specialized for BNSs since the higher-order modes and precession are suppressed owing to the near-equal mass ratio of BNS systems as well as their low spin. While higher-order modes and precession of BNSs may be an avenue for high SNR detections in the 3G era (see, for example, Ref. [78]), for the majority of detections made at moderate-to-low SNRs, without a counterpart, the improvement from the tidal effects in conjunction with the binary Love relations presented in this work will be crucial.

Our approach uses the binary Love relations as a substitute for the NS EoS to implement the $\lambda(M)$ function. This strategy is advantageous because there are currently many possible EoSs that are consistent with observations, and the binary Love relations offer a tractable representation for all of them. However, if, when the EoS is better determined, one may use the selected EoS to directly construct $\lambda(M)$, and one should then expect similar improvements in parameter estimation as those presented in this work.
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Appendix A: Binary Love Fitting Residual from the MPA1 EoS

In Sec. VII B, we compared parameter estimation results using an EoS and its binary Love fit. In particular, we chose MPA1 for the EoS because this EoS leads to the largest residual between any EoSs we studied and fit to the $\lambda_0(0) - \lambda_0^{(k)}$ relation. Here, we show that residual in Fig. 12. In panels (a) and (b), we compare the fitted $\lambda_0^{(0)} - \lambda_0^{(k)}$ relation with that assuming the MPA1 EoS. Observe that the difference increases for larger $k$. The actual $\lambda_0^{(0)}$ and $\lambda_0^{(k)}$ used in Sec. VII B are labelled by the orange dotted line, which corresponds to $\lambda_0^{(0)} = \lambda_{\text{MPA1}}(m_0) = 422$, where the reference mass is $m_0 = 1.4 M_\odot$. At this point of parameter space, the relative fitting errors of $\lambda_0^{(k)}$ are all below 20%. Using these fitted $\lambda_0^{(k)}$ at the reference point, we reconstruct the $\lambda(M)$ function through Eq. (1). The result is compared with $\lambda_{\text{MPA1}}(M)$ in panels (c) and (d). The relative error of this fit is up to $\sim 10\% \sim 20\%$ for $M \in (1.0, 1.5) M_\odot$ $[M \in (0.9, 1.6) M_\odot]$.
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