Comparison of different classification techniques for the discrimination of patients with pathologies of Parkinson
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Abstract. This paper presents a brief description of the application of the technique of support-vector machines in order to classify patients with pathologies of Parkinson's disease from voice samples. The problem of linear classification and the case of non-linear classification are addressed, for which the Kernel functions will be used in order to transform the input space into a space of greater dimensionality where it can be classified by means of a hyperplane.

1. Introduction

The problems of classification in recognition of patterns, have taken much consideration in recent years given the computational advance that is had for the execution of different techniques that allow to give a solution to this task. Its areas of application range from communications: voice recognition, image classification, biometric identification; analysis of biological samples for the detection of diseases; junk mail recognition. The basic idea of classification is to determine to which set of categories a new observation belongs from the analysis of a set of data or observations of which its membership is already known, that is, there is a training based on past data [1].

In this paper, the classification problem is addressed by the support-vector machines (SVMs) algorithm, which is a highly-used algorithm developed by Vapnik [2]. The operation of the SVMs is based on the determination of a hyperplane that separates the classes by the greatest possible distance. The data set used is \( \{x, y\} \) (where \( x \in \mathbb{R}^p \) where \( p \) is the number of input variables or characteristics and the output \( y \in \{-1, 1\} \) denoting the class label [3,4] (Equation (1)).

\[
\begin{align*}
\max_{\beta_0, \beta} & \frac{1}{\|\beta\|^2} \\
\text{s.a} \quad & y_i (\beta_0 + x_i^T \beta) \geq 1 - \xi_i \quad (1) \\
& \xi_i \geq 0 \\
& \sum_{i=0}^{n} \xi_i \leq B
\end{align*}
\]

Here, \( \xi_i \) is a slack variable and is a control variable. One of the main differences of the SVMs with respect to the majority of learning methods is the minimization of the structural risk instead of the empirical error minimization, where the selection of the hyperplane is made keeping in mind that the separation between the closest samples of each class to the hyperplane are equidistant, with which a maximum margin is obtained on each side of the hyperplane as seen in Figure 1 [5,6].
The problem developed herein is the classification of patients with diseases of Parkinson's disease, using a set of data generated by Oxford University for detecting the disease by measurements of biomedical voice 31 persons, 23 with disease Parkinson. The database consists of 195 different samples, 22 features (inputs) and an output state of the person, where 0 and 1 state for a healthy person with pathological disorder.

2. Materials and methods

2.1. Support-vector machines: Bi-class classification linearly separable

The SVMs search among all the possible hyperplanes that are capable of complying with the restrictions given that which is optimal, that is, the distance between samples of each class closest to the hyperplane is maximum, therefore, the concept of margin must be introduced [7,8]. Defined as the distance of the closest sample of either of the two classes to the hyperplane called $\tau$, as shown in Figure 1.

Starting from the geometric distance of a random sample $x'$ to the hyperplane is given by Equation (2):

$$\frac{|D(x')|}{\|\omega\|}$$

Now, knowing that each of the samples outside the given range complies with Equation (3):

$$\frac{y_i D(x)}{\|\omega\|} \geq \tau$$

Finding the optimal hyperplane implies finding $\omega$ that maximizes this distance, however, the solution of this problem are infinite given that there are values of $\omega$ that only differ in scale, that is, there are $\lambda \in \mathbb{R}$ such that $\lambda(<\omega, x > + b)$, they represent the same hyperplane, therefore, taking $\tau \|\omega\| = 1$ we get Equation (4).

$$y_1 D(x) \geq 1$$

Thus, Equation (5):

$$y_1 (<\omega, x > + b) \geq 1$$

The solution of finding the optimal hyperplane is determined with the solution of obtaining the appropriate values of $\omega$ and $b$ that minimize the functional $\|\omega\|$ subject to the constraints of Equation (5), that is Equations (6) and Equation (7):

$$\min f(\omega) = \frac{1}{2} \|\omega\|^2 = \frac{1}{2} <\omega, \omega >$$
\[ s. \ a \ y_i(\omega, x > +b) - 1 \geq 0 \quad (7) \]

For the development of Equation (6) the theory of quadratic programming must be applied, with which a solution can be determined through a dual problem because the initial problem known as primal has objective function and convex restrictions [9]. The dual problem approach is performed by calculating the Lagrangian function of Equation (6), as indicated Equation (8):

\[
L(\omega, b, \alpha) = \frac{1}{2} \|\omega\|^2 - \sum_{i=1}^{n} \alpha_i[y_i(\omega, x > +b) - 1] \quad (8)
\]

Where \( \alpha_i \) are known as Lagrange multipliers. Now, from the conditions of Karush-Kuhn-Tucker (KKT), we have Equation (9) to Equation (11):

\[
\frac{\partial L(\omega^*, b^*, \alpha)}{\partial \omega} \equiv \omega^* - \sum_{i=1}^{n} \alpha_i y_i x_i = 0 \quad (9)
\]

\[
\frac{\partial L(\omega^*, b^*, \alpha)}{\partial b} \equiv \sum_{i=1}^{n} \alpha_i y_i = 0 \quad (10)
\]

\[
\alpha_i[1 - y_i(\omega^*, x_i > +b^*)] = 0 \quad (11)
\]

Therefore, the primal problem can be rewritten by its dual problem, which will only depend on \( \alpha_i \) as shown Equations (12) to Equation (13):

\[
\max \ L(\alpha) = \sum_{i=0}^{n} \alpha_i - \frac{1}{2} \sum_{i=0}^{n} \alpha_i \alpha_j y_i y_j < x_i, x_j > \quad (12)
\]

\[
s. \ a \ \sum_{i=0}^{n} \alpha_i y_i = 0, \quad \alpha_i \geq 0 \quad (13)
\]

The advantage of solving the problem of optimization by means of the dual problem, is because this scale with the number of samples \( n \) while the dual problem does with the number of inputs \( p \), which will have a much lower computational cost even for databases of a high dimensionality [10,11].

2.2. Classification non-separable bi-class linearly

Given the existence of data sets in most practical cases that do not have separation by hyperplanes in the input space, it is necessary to use a set of bases, non-linear functions that allow transforming the input space to a new space (Figure 2), known as the largest (\( \mathcal{F} \)) space of characteristics, in which the classification problem can be solved linearly by the procedure described in the previous section [12].

The transformation is defined by means of the function \( \Phi: \mathcal{X} \to \mathcal{F} \) which makes correspond to each input vector a point in the space of characteristics, in such a way that \( \Phi(x) = [\phi_1(x), ..., \phi_m(x)] \) where \( \phi_i(x) \) is a non-linear function. The decision function of Equation (2) will be defined as follows Equation (14):

\[
D(x) = \omega_1 \phi_1(x) + \cdots + \omega_m \phi_m(x) \quad (14)
\]
3. Kernel functions

Kernel functions allow to transform a space of dimension $p$ to a space of greater dimensionality, said functions must comply with the following properties: be continuous, possess symmetry and positive. Now, some Kernels of greater use are: polynomial Kernel of degree, Gaussian Kernel and Sigmoidal Kernel.

3.1. Kernel principal component analysis and canonical correlation analysis

There are two techniques that can be used in conjunction with the Kernels functions, which allow to analyze in an optimal way a set of data with a high dimensionality.

3.2. Principal component analysis

The analysis of main components is a classic technique that allows analyzing data sets whose dimension is very high, which is why a subset of characteristics that best describe the information contained in the data is extracted from its hidden structure. Use is made of the $k$ principal eigenvectors with which the quadratic distance between the original data and the transformed data is minimized. Said eigenvectors are called principal axes of the data set, where the new coordinates are obtained from the projection of each point to these axes. The eigenvectors are defined as $v = \sum \alpha_i x_i$ where the value of $\alpha_i$ must be determined by using Kernel functions solving the following Equation (15):

$$m\lambda \alpha = \mathbf{K}\alpha$$

4. Description of the problem

Parkinson's disease is a progressive neurodegenerative disease whose cause is not known, its affectation occurs primarily in the muscles of the body, causing those who suffer from it to experience less fluid movements and affecting the reach of these. On the other hand, this disease can affect the muscles of the jaw and the tongue in the same way, therefore there will be an affectation in the speech, this affectation is known as dysphonia or speech disorder, and it has been demonstrated that around 90% who suffer from Parkinson's disease [13], are affected in this area. Taking the voice disorder as an early indicator for the detection of Parkinson's disease, it is necessary to determine means that allow the classification of patients with pathologies or not, through voice records. For this, we work with the database of UCI machine learning of 2008, called Parkinson’s Disease data set whose general information is as follows:

- Number of samples or records: 195
- Number of patients: 31
- Records per patient: approximately 6
- Number of features or entries: 23

5. Results

For the analysis of the data set used, the analysis of principal components (PCA) mentioned in section 2 was taken into account, with which it is possible to reduce the dimensionality of the input space by taking into account those characteristics that have greater relevance, Figure 3 shows the relevance of the characteristics, which means that there are attributes that do not provide more information to the data set, such as the characteristics:

- X1: MDVP: Fhi(Hz)
- X2: PPE
- X18: DFA
- X3: MDVP: Flo(Hz)
- X16: HNR
- X1: MDVP: Fo(Hz)
- X22: PPE
- X3: MDVP: Flo(Hz)

These characteristics may be discarded to reduce the dimensionality of the data set and have a better performance.
On the other hand, we have the correlation matrix, which indicates that equivalence between characteristics is as much, being -1 the indicator of inverse proportionality and 1 direct proportionality. Figure 4 shows that there are two groups of characteristics whose relationship is direct, these are the characteristics from X4 to X8 because they are responsible for measuring the frequency variations in consecutive cycles, while the characteristics of X9 to X14 deal with the variability of amplitude in consecutive periods. The percentage of correct answers in the training can be seen in Figure 5, in which the SVMs have a very high performance of 95.8% for 15 characteristics.

Finally, when carrying out the classification of sick people and healthy people, taking into account the projection for the middle of the Kernel’s functions, we obtain Figure 6:
6. Conclusion

In this document an application of the binary classification of patients with pathologies of Parkinson's disease was presented, based on the SVMs technique using Gaussian Kernel. In order to obtain the best performance of said Kernel, cross validation was performed with 10 iterations which allowed the choice of Kernel parameters. The application of Kernel functions does not depend on the number of characteristics, which presents a great advantage over data sets whose dimensionality is very high.

For the analysed data set the SVMs presented a percentage of assertiveness that was increasing until reaching 15 characteristics, from this the performance deteriorated, however, if you work with all the characteristics of the data set you will have a percentage of accuracy greater than 94%.
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