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Abstract

Core-level spectra of 1s electrons of elements heavier than Ne show significant relativistic effects. We combine advances in orbital optimized DFT (OO-DFT) with the spin-free exact two-component (X2C) model for scalar relativistic effects, to study K-edge spectra of third period elements. OO-DFT/X2C is found to be quite accurate at predicting energies, yielding ~ 0.5 eV RMS error vs experiment with the modern SCAN (and related) functionals. This marks a significant improvement over the > 50 eV deviations that are typical for the popular time-dependent DFT (TDDFT) approach. Consequently, experimental spectra are quite well reproduced by OO-DFT/X2C, sans empirical shifts for alignment. OO-DFT/X2C combines high accuracy with ground state DFT cost and is thus a promising route for computing core-level spectra of third period elements. We also explored K and L edges of 3d transition metals to identify limitations of the OO-DFT/X2C approach in modeling the spectra of heavier atoms.

Graphical TOC Entry
Spectroscopy of core-level electrons with X-rays is a convenient and popular tool for studying chemical systems. A specific core-level of a given element normally has a characteristic energy that is quite distinct from inner-shells of other elements, making the technique element specific. Furthermore, core electrons do not play a direct role in chemical bonding, and are thus effectively localized around the nucleus. Spectroscopic probe of these electrons therefore yields information about local chemical environment of individual atoms. Core-level spectra can thus yield useful information about the local coordination environment, extent of covalency in ligand-metal interactions or the oxidation state. Time-resolved core-level spectroscopy can also be used as a probe to study photoinduced chemical dynamics.

Computational simulations of core-level spectra are useful for gaining insight into experiment, and potentially identifying new species whose signature may appear in transient spectra. Traditional quantum chemistry methods for excited states are however quite challenged by this task, especially since such techniques are mostly developed for (and validated on) problems involving only valence electrons. For example, the widely used linear-response time-dependent density functional theory (TDDFT) approach cannot adequately describe the relaxation of the core hole. This leads to rather large errors of $\sim 10-20$ eV for the K-edge (1s orbitals) of C, N, O and F, if highly specialized functionals are not employed. Heavier elements lead to even larger errors, such as $\sim 50$ eV for the P, S, Cl K-edges and $> 100$ eV for the Fe K-edge. TDDFT spectra therefore usually need to be empirically translated by many eVs, in order to align with experiment. Similar behavior is observed for the equation-of-motion coupled cluster singles and doubles (EOM-CCSD) method, although the shift required is typically much smaller ($< 2$ eV for second period elements). EOM-CCSD is however quite computationally demanding, with the computational cost scaling as $O(N^6)$ vs system size $N$ (compared to $O(N^{3-4})$ for DFT).

Orbital-optimized (OO) methods optimize orbitals for each excited state individually, and separately from those of the ground state. OO can therefore effectively model the relaxation of the core hole, leading to much better agreement with experiment without any need
for empirical shifts. Unfortunately, OO methods had been historically underutilized due to a risk of ‘variational collapse’, in which the calculation converges to a lower energy state (often the ground state) instead of the desired high energy excitation. However, there has been considerable recent interest in excited state OO, resulting in many new approaches that aim to reliably converge to any chosen state without the risk of variational collapse.\textsuperscript{36–42} In practice, OO-DFT methods require more compute time than TDDFT if a large number of states are desired, such as in (near-)degenerate bands. This stems from OO-DFT having to iteratively optimize multiple states individually while TDDFT can simultaneously compute them. However, OO-DFT retains the same computational scaling as ground state DFT or TDDFT. An overview of the successes and challenges with OO-DFT methods can be found in Ref \textsuperscript{33}. OO-DFT methods are thus increasingly being employed to study core-level spectra,\textsuperscript{40,43–47} with the modern SCAN\textsuperscript{48} functional leading to very low error\textsuperscript{43,44,47,49} (< 1 eV) vs experiment for the K-edge of C, N, O and F, as well as L-edges of Si, P, S and Cl.

The K-edge of elements heavier than F however cannot be as accurately modeled with non-relativistic quantum mechanics. Naive use of the Bohr atom model suggests that the speed of 1s electrons would scale linearly with the atomic number $Z$, eventually attaining the speed of light at $Z > \alpha^{-1} \approx 137$ (where $\alpha$ is the fine structure constant). Relativistic effects become perceptible at much smaller $Z$, with calculations indicating that non-relativistic quantum mechanics underbinds the 1s electrons of Ne by 1 eV.\textsuperscript{50} It is therefore necessary to incorporate relativistic effects into OO-DFT, if < 1 eV error vs experiment is desired for computed K-edge spectra of third period elements and beyond. Scalar relativistic treatment is however often overlooked for linear-response TDDFT, as the ad-hoc empirical shifts (typically larger than the relativistic correction) utilized to align computation with experiment account for it to some extent.\textsuperscript{51–53} Nonetheless, explicit use of relativistic effects in TDDFT has been previously explored, albeit mostly within a real-time framework.\textsuperscript{15,53,54} Similarly, both empirical shifts\textsuperscript{28} and explicit inclusion\textsuperscript{55,56} have been used to account for relativistic effects in coupled cluster methods. The use of element-specific corrections to nonrelativistic
TDDFT results has also been examined in the past.\textsuperscript{19}

In this work, we utilize the spin-free exact-two component one electron (SFX2C-1e, henceforth referred to as just X2C) model for relativistic quantum chemistry\textsuperscript{57–64} to obtain improved OO-DFT core-level spectra. The X2C model transforms the one particle terms of the electronic Hamiltonian (i.e. kinetic energy and external potential) via the solutions of the four component, one electron Dirac Hamiltonian. The two-particle (i.e. interelectron interaction) terms are treated within the pure Coulomb formalism and, therefore, are left unaltered in the non-relativistic form, permitting straightforward application of DFT. The transformation is briefly described in the supporting information, and we invite interested readers to examine Refs. 61 and 62 for further details regarding X2C.

Using the X2C transformed one particle Hamiltonian, we obtained the ground state energy via the standard Kohn-Sham\textsuperscript{65} (KS) formalism. Excited states are more challenging, as many excitations unpair electrons and therefore require multiple Slater determinants for a spin-pure description. DFT for such states is not straightforward, as the KS-DFT formalism with existing density functional approximations can only be reliably applied to single-reference systems. We therefore utilize three related OO-DFT ansatze for modeling three classes of excited states. These ansatze are described in detail in Ref 33, but we provide a brief outline here for convenience.
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\caption{Schematic for processes where ΔSCF is appropriate.}
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(a) Core→SOMO excitation in a radical.  \hspace{1cm} (b) Core-ionization of closed-shell system
A state with no unpaired electrons, or one with all unpaired electrons of the same spin can be represented by a single Slater determinant. It is straightforward to optimize a single Slater determinant with an excited state electronic configuration (apart from the aforementioned risk of variational collapse). This protocol is called ∆SCF and is suitable for states that result from 1s→SOMO (singly occupied molecular orbital) transitions of open-shell species, or core-ionized states of closed-shell molecules (as shown in Fig 1). Relativistic ∆ Hartree-Fock (HF) has indeed been used to study core-ionization energies. However, ∆SCF is not appropriate for singly excited singlet excited states of closed-shell molecules, as both the up and down spins are equally likely to be excited (as shown in Fig 2). Exciting only one spin results in a spin-contaminated determinant midway between singlet and triplet. Spin-contaminated ∆SCF energies have nonetheless been utilized in the past for core-excitation energy calculations, with element-specific relativistic corrections for heavy elements.

Restricted open-shell Kohn-Sham (ROKS) obtains a pure singlet energy by spin-projection on the spin-contaminated determinant. ROKS is consequently the optimal OO-DFT approach for singlet excited states with two unpaired spins, although it cannot be applied if there are more than two unpaired spins. Such states require a more general recoupling scheme described in Refs 33 and 44. This is however only necessary for transitions from the core to completely unoccupied levels in open-shell systems, with ∆SCF and ROKS being sufficient for all the states considered in this work. OO-DFT therefore encompasses ∆SCF and methods like ROKS and the general recoupling scheme that derive from it.

We first examined the performance of OO-DFT/X2C in predicting the gas phase K-edge spectra of the third period elements (and Ne) with Table 1 reporting ∆SCF 1s electron binding energies for several closed-shell species. All presented functionals have root mean square error (RMSE) < 1 eV vs experimental X-ray photoelectron spectra (XPS). These functionals were identified via screening across many functionals over a smaller set of species (SiH₄,PH₃,H₂S,HCl and Ar). This screening also revealed that other well known functionals like B3LYP, PBE0, or TPSS have larger errors (≈ 1-3 eV, as shown in the sup-
Figure 2: Schematic for a singlet core excitation in a closed-shell species. Two open-shell determinants (as seen on the right) are equally likely, and are individually halfway between singlet and triplet in character. ROKS is thus essential for spin-purity of the excited state.

porting information) that nonetheless represent a major improvement over TDDFT or non-relativistic OO-DFT. Out of the selected functionals, SCAN fares particularly well, yielding an RMSE of 0.4 eV and a maximum deviation of 0.8 eV from experiment. X2C is crucial for this level of agreement, as SCAN with the non-relativistic (NR) Hamiltonian leads to errors of several eV (as shown in Table 1). The related SCANh functional performs slightly worse, but is still fairly accurate. SCANh does have positive mean error (ME), indicating it systematically overestimates the binding energy. This overestimation is a consequence of the presence of HF exchange (10%) in the functional, as pure HF overestimates by $\sim 2$ eV. Overestimation is more evident for SCAN0 (which has 25% HF exchange) and BHHLYP (50% HF exchange). However, it is important to note that the ME is strongly influenced by the choice of the local exchange-correlation model. For example, functionals based on PBE appear to be far more sensitive to % HF exchange, than ones derived from SCAN (as seen in the supporting information). In addition, most local functionals strongly underbind core-electrons, and would require admixture of a very large amount of % HF exchange to have low error (BHHLYP being a prominent example). SCAN is a notable exception in this regard, as it has low error despite being a local functional.

We next considered prediction of X-ray absorption spectra (XAS) with ROKS, which is quite effective in predicting singlet core excitation energies of second period elements.\textsuperscript{43}
Table 1: Gas phase XPS K-edge binding energies for Ne and third period elements (in eV). Computed values were found from restricted open-shell ∆SCF calculations, using the aug-pcX-2 basis when available and decontracted aug-pcseg-2 for H/Br. Non-relativistic (NR) values from SCAN are also provided for comparison. The root mean square error (RMSE), mean error (ME) and maximum absolute error (MAX) are also reported. The atomic site of the ionization is bolded when multiple possibilities exist.

| Molecule | Expt. | SCAN (NR) | SCAN | SCANh | SCAN0 | BHHLYP | HF  |
|----------|-------|-----------|------|-------|-------|--------|-----|
| Ne       | 870.2 | 869.3     | 870.3| 870.3 | 870.3 | 870.5  | 869.6|
| Mg       | 1311.5 | 1309.3    | 1311.6| 1311.6| 1311.6| 1311.5 | 1311.4|
| SiH₄     | 1847.0 | 1842.7    | 1847.1| 1847.2| 1847.3| 1847.3 | 1848.0|
| SiF₄     | 1852.5 | 1847.8    | 1852.1| 1852.4| 1852.7| 1852.8 | 1853.7|
| SiCl₄    | 1850.6 | 1846.1    | 1850.5| 1850.7| 1850.9| 1851.0 | 1852.0|
| SiBr₄    | 1849.7 | 1845.5    | 1849.8| 1850.0| 1850.3| 1850.3 | 1851.3|
| PH₃      | 2150.9 | 2145.1    | 2151.0| 2151.1| 2151.2| 2151.0 | 2152.0|
| PF₃      | 2156.4 | 2150.0    | 2155.8| 2156.1| 2156.4| 2156.4 | 2157.7|
| PF₅      | 2159.4 | 2153.2    | 2159.0| 2159.3| 2159.8| 2160.0 | 2161.6|
| POF₃     | 2157.8 | 2151.7    | 2157.5| 2157.8| 2158.2| 2158.4 | 2159.9|
| H₂S      | 2478.5 | 2470.7    | 2478.4| 2478.6| 2478.8| 2478.4 | 2479.5|
| CS₂      | 2478.1 | 2470.4    | 2478.2| 2478.3| 2478.5| 2478.0 | 2479.1|
| SF₄      | 2486.9 | 2487.8    | 2486.5| 2486.8| 2487.3| 2487.4 | 2489.3|
| SF₆      | 2490.1 | 2481.9    | 2489.6| 2489.9| 2490.5| 2490.6 | 2492.7|
| SO₂      | 2483.7 | 2475.9    | 2483.6| 2483.9| 2484.3| 2484.2 | 2486.0|
| CSO      | 2478.7 | 2471.2    | 2479.0| 2479.1| 2479.3| 2478.8 | 2479.9|
| SF₃Cl    | 2488.9 | 2480.9    | 2488.6| 2489.0| 2489.5| 2489.5 | 2491.5|
| HCl      | 2829.8 | 2820.3    | 2830.3| 2830.4| 2830.6| 2830.0 | 2831.4|
| Cl₂      | 2830.2 | 2820.8    | 2830.8| 2831.0| 2831.2| 2830.5 | 2831.9|
| CH₃Cl    | 2828.4 | 2819.2    | 2829.2| 2829.3| 2829.5| 2828.9 | 2830.2|
| SF₂Cl    | 2829.6 | 2820.3    | 2830.4| 2830.6| 2830.9| 2830.3 | 2831.8|
| CCl₃F    | 2829.3 | 2820.0    | 2830.0| 2830.2| 2830.4| 2829.8 | 2831.2|
| Ar       | 3206.3 | 3194.1    | 3206.9| 3207.0| 3207.3| 3206.5 | 3208.1|

Table 2 shows that inclusion of scalar relativistic effects through the X2C model permits high accuracy for third period elements as well. SCANh yields the best performance with an RMSE of 0.3 eV and a maximum absolute error (MAX) of only 0.6 eV. SCAN and SCAN0 also yield quite good performance. In fact, the RMSE for all the presented functionals is comparable to the typical experimental energy resolution of ∼ 0.5 eV, and therefore
Table 2: Lowest dipole allowed gas-phase XAS excitation energy for third period elements (in eV). Computed values were found from ROKS, using the aug-pcX-2 basis when available and decontracted aug-pcseg-2 for H/Br. NR values from SCAN are also provided for comparison. The atomic site of the ionization is bolded when multiple possibilities exist.

| Molecule | Expt. | SCAN (NR) | SCAN | SCANh | SCAN0 | BHHLYP | HF |
|----------|-------|-----------|------|-------|-------|--------|----|
| SiH₄     | 1842.7⁷⁴ | 1838.56   | 1842.9 | 1843.1 | 1843.3 | 1843.4 | 1844.9 |
| SiF₄     | 1849.0⁷⁴ | 1844.13   | 1848.5 | 1848.8 | 1849.1 | 1849.4 | 1851.3 |
| SiCl₄    | 1846.0⁷⁴ | 1841.37   | 1845.7 | 1845.9 | 1846.2 | 1846.5 | 1848.5 |
| SiBr₄    | 1845.0⁷⁴ | 1840.58   | 1844.9 | 1845.1 | 1845.4 | 1845.6 | 1847.7 |
| PH₃      | 2145.8⁹³ | 2140.15   | 2146.0 | 2146.2 | 2146.4 | 2146.3 | 2148.1 |
| PF₃      | 2149.3⁹³ | 2143.55   | 2149.4 | 2149.6 | 2149.9 | 2150.0 | 2151.9 |
| PF₅      | 2155.0⁹³ | 2148.59   | 2154.5 | 2154.7 | 2155.2 | 2155.5 | 2159.8 |
| POF₃     | 2153.3⁹³ | 2147.16   | 2153.0 | 2153.3 | 2153.7 | 2153.9 | 2158.0 |
| H₂S      | 2472.7⁹⁴ | 2465.05   | 2472.8 | 2473.0 | 2473.2 | 2472.9 | 2475.0 |
| CS₂      | 2470.8⁷⁷ | 2463.53   | 2471.3 | 2471.3 | 2471.4 | 2471.0 | 2472.5 |
| SF₄      | 2477.3⁹⁵ | 2469.71   | 2477.4 | 2477.7 | 2478.0 | 2478.0 | 2480.5 |
| SF₆      | 2486.0⁹⁴ | 2477.55   | 2485.3 | 2485.7 | 2486.2 | 2486.5 | 2490.1 |
| SO₂      | 2473.2⁹⁴ | 2465.53   | 2473.3 | 2473.4 | 2473.6 | 2473.4 | 2475.5 |
| CSO      | 2472.0⁷⁷ | 2464.73   | 2472.5 | 2472.6 | 2472.7 | 2472.2 | 2473.9 |
| SF₅Cl    | 2483.5⁸¹ | 2475.11   | 2482.8 | 2483.2 | 2483.7 | 2483.9 | 2487.3 |
| HCl      | 2823.9⁷⁹ | 2813.79   | 2823.8 | 2824.0 | 2824.2 | 2823.7 | 2825.7 |
| Cl₂      | 2821.3⁷⁹ | 2811.05   | 2821.1 | 2821.2 | 2821.4 | 2820.9 | 2822.8 |
| CH₃Cl    | 2823.5⁸⁰ | 2813.60   | 2823.6 | 2823.8 | 2824.0 | 2823.6 | 2825.8 |
| SF₅Cl    | 2821.8⁸¹ | 2811.83   | 2821.8 | 2821.9 | 2822.1 | 2821.6 | 2823.7 |
| CCl₃F    | 2822.8⁸⁰ | 2813.19   | 2823.2 | 2823.4 | 2823.6 | 2823.2 | 2825.3 |
| RMSE     | 7.6    | 0.4       | 0.3   | 0.5   | 0.5   | 2.8   |
| ME       | -7.3   | -0.1      | 0.1   | 0.4   | 0.3   | 2.7   |
| MAX      | 10.3   | 0.7       | 0.6   | 0.8   | 0.7   | 4.8   |

indicative of semi-quantitative performance. Curiously, SCAN significantly underestimates the excitation energy for highly fluorinated compounds (SF₆, CF₃SF₅ etc.), highlighting a potential limitation for this otherwise excellent performing local functional. This systematic underestimation is partially mitigated with HF exchange, leading to SCANh performing somewhat better. On the other hand, SCAN0 has a systematic bias towards overestimation due to a greater part of HF exchange being present. SCANh therefore offers a reasonable middle path, although it would perform poorly for cases where SCAN already overestimates or SCAN0 underestimates. We also note that our RMSEs are considerably smaller than the
several eV errors reported by an earlier study\textsuperscript{64} using relativistic orthogonality constrained DFT (OC-DFT),\textsuperscript{96} which may in part stem from use of B3LYP in that work.

![Box plot for errors (vs experiment) in computed values reported in Tables 1-2. The red dot in Fig. 3b represents an outlier (Cl\textsubscript{2}) where BHHLYP unusually underestimates the excitation energy by 0.4 eV.](image)

Figure 3: Box plot for errors (vs experiment) in computed values reported in Tables 1-2. The red dot in Fig. 3b represents an outlier (Cl\textsubscript{2}) where BHHLYP unusually underestimates the excitation energy by 0.4 eV.

Fig 3 visually summarizes the key result shown in Tables 1 and 2, namely that OO-DFT/X2C is effective in predicting core-level excitation/ionization energies of third period atoms in isolated small molecules. The error distributions are quite compact overall, with the typical limits being below 1 eV. In particular, the SCAN, SCANh and BHHLYP functionals typically have errors below 0.5 eV, and never over 1.0 eV (for the species considered). They therefore appear to be promising routes for prediction of gas-phase core-level spectra.

It is also worthwhile to consider larger systems in order to gauge feasibility of OO-DFT/X2C for widespread practical use. However, certain computational challenges need to be considered along the way. Decontracted basis sets of at least triple-\(\zeta\) quality (ideally of the Jensen pcX-n\textsuperscript{83} or Dunning cc-pCVnZ\textsuperscript{97} type) appear to be necessary for computation of core-level spectra, both to account for relaxation of the core hole and for convergence of relativistic effects. However, using such bases for all atoms would be quite computationally demanding. The local nature of the core-excitation permits use of a mixed basis strategy\textsuperscript{43} in which the decontracted triple-\(\zeta\) basis is only used for the atom whose core-electrons are being
probed, while the corresponding contracted double-ζ basis is sufficient for all other atoms. We have verified that this mixed basis strategy does not lead to any significant change in RMSE of SCAN/SCANh for the species in Tables 1 and 2 (shown in the supporting information) and have employed this strategy for the calculations reported hereon.

In addition, XAS for larger systems is often collected in the solid state or in solution, making it necessary to model the effect of the environment on the calculated spectrum. The locality of core-electrons suggests that only the first coordination shell needs to be considered atomistically for the first few (‘pre edge’) peaks, with a continuum dielectric model being adequate for the remainder of the environment. Such polarizable continuum models (PCM) are likely to be effective for species in which the core electron is excited to a valence level, but would probably be insufficient for Rydberg-like excitations without atomistic modeling of a rather large region around the core-hole. We have employed the integral equation formalism (IEF-) PCM model to account for environment effects, and thereby investigate how spectra are affected by the phase of the system. IEF-PCM is likely adequate if it only induces a small shift relative to vacuum results, but more sophisticated embedding techniques might prove necessary if there is a significant difference between IEF-PCM and vacuum calculations.

Table 3: Lowest dipole allowed XAS excitation energy for slightly larger species (in eV) from experiment and theory. A mixed basis (aug-pcX-2 on excitation site, aug-pcseg-1 on all other atoms) was utilized for the calculations.

| Molecule | Environment | Expt.  | SCAN  | SCANh |
|----------|-------------|--------|-------|-------|
| Si(Me)₄  | Gas         | 1843.6 | 1843.5| 1843.7|
| Si(OMe)₄ | Gas         | 1845.9 | 1845.9| 1846.1|
| (CH₃O)₂P(S)Cl | Gas | 2150.2 | 2150.0| 2150.2|
| P₄O₆     | Gas         | 2147.5 | 2147.8| 2148.0|
| OPP₃      | Solid       | 2147.3 | 2147.4| 2147.7|
| CF₃SF₅   | Gas         | 2483.8 | 2483.2| 2483.6|
| CH₃SSCH₃ | Gas         | 2471.6 | 2472.0| 2472.1|
| (4-Me)C₆H₄SH | Cyclohexane | 2472.5 | 2472.5| 2472.7|
| (4-Me)C₆H₄S | Cyclohexane | 2467.0 | 2467.4| 2467.5|
| TiCl₄     | Toluene     | 2821.6 | 2821.3| 2821.2|
Table 3 shows performance for the mixed basis protocol for molecular systems in the gas phase, or non-polar solvents like cyclohexane (modeled with IEF-PCM, if present). ROKS was used for all closed-shell systems, while single determinant spin-unrestricted $\Delta$SCF was sufficient$^{44}$ for the S 1s $\rightarrow$ SOMO transition of the 4-methylthiophenooxy ((4-Me)C$_6$H$_4$S) radical. Our approach appears to be quite accurate in predicting experimental energies, indicating that the OO-DFT/X2C approach can be applied to large molecules for prediction of heavy element K-edges. We also revisited earlier work on light elements,$^{44}$ and demonstrated that inclusion of X2C does not cause any degradation of performance in predicting excitation energies (as shown in the supporting information).

Table 4: Lowest dipole allowed Cl K-edge excitation energy for ionic species (in eV). All experimental data correspond to solid state measurements. ROKS was used for closed-shell species like ClO$_4^{-}$, and spin-unrestricted $\Delta$SCF for open-shell systems like CuCl$_4^{2-}$. A mixed basis set (aug-pcX-2 on excitation site, aug-pcseg-1 on all other atoms) was utilized.

| Species   | Experiment | Vacuum |       |       |       | Solid |       |       |       |
|-----------|------------|--------|-------|-------|-------|-------|-------|-------|-------|
|           |            | SCAN   | SCAnh | SCAn0 | SCAN  | SCAnh | SCAn0 | SCAN  | SCAnh | SCAn0 |
| ClO$_4^{-}$ | 2835.1$^{106}$ | 2834.6 | 2834.9 | 2835.4 | 2834.7 | 2835.0 | 2835.4 |
| ClO$_3^{-}$ | 2831.3$^{106}$ | 2830.8 | 2831.0 | 2831.4 | 2830.8 | 2831.1 | 2831.4 |
| ClO$_2^{-}$ | 2826.8$^{106}$ | 2826.5 | 2826.7 | 2827.0 | 2826.6 | 2826.8 | 2827.1 |
| CuCl$_4^{2-}$ | 2820.2$^{107}$ | 2820.1 | 2820.3 | 2820.6 | 2819.8 | 2819.9 | 2820.2 |
| NiCl$_4^{2-}$ | 2821.5$^{107}$ | 2821.4 | 2821.6 | 2822.0 | 2821.1 | 2821.2 | 2821.6 |
| CoCl$_4^{2-}$ | 2822.5$^{107}$ | 2822.3 | 2822.0 | 2822.5 | 2821.4 | 2822.4 | 2822.1 |
| FeCl$_4^{2-}$ | 2822.8$^{107}$ | 2822.0 | 2822.3 | 2822.7 | 2821.7 | 2821.9 | 2822.3 |
| FeCl$_4^{-}$ | 2820.5$^{107}$ | 2820.4 | 2820.4 | 2820.4 | 2820.2 | 2820.1 | 2820.1 |
| RMSE      | 0.4        | 0.3    | 0.3   | 0.6   | 0.4   | 0.3   |
| ME        | -0.3       | -0.2   | 0.2   | -0.6  | -0.3  | -0.1  |
| MAX       | 0.8        | 0.5    | 0.5   | 1.1   | 0.9   | 0.5   |

Although we have only considered neutral species so far, core-level spectra of ionic moieties have also been collected in many experiments. These species offer an interesting regime for both testing the efficacy of our approach and for gauging environment effects in general. Table 4 presents a comparison between experiment and theory for Cl K-edges of several ionic species. The ions in Table 4 can be broadly categorized into two categories. The first
are closed-shell species where Cl has a formally positive oxidation state (ClO$_4^-$ etc) and the lowest excitation is 1s $\rightarrow$ $\sigma^*_{\text{O-Cl}}$. These $\sigma^*$ orbitals are more ‘Cl like’ due to the halogen being electropositive, leading to excitations that are thus mostly localized on the Cl (which is at the center of the ion) and therefore reasonably isolated from the environment. Consequently, not much difference is found between predictions for vacuum, and an IEF-PCM model ionic solid. SCAN, SCANh and SCAN0 all fare reasonably at predicting excitation energies, with the former slightly underestimating and the latter slightly overestimating.

The second class of ions are high-spin tetrahedral transition metal chloride complexes where the lowest transition is charge-transfer (CT) from Cl to a singly occupied metal d level. In addition, the Cl site is on the periphery of the molecule, permitting greater influence from the environment. There is thus a perceptible red-shift in the IEF-PCM results relative to vacuum (due to greater stabilization of the CT like excited state). In addition, SCAN0 appears to be the best performer for this class of excitations. Nonetheless, SCANh appears to do a reasonable job at predicting excitation energies for all of the ionic systems, indicating that the OO-DFT/X2C approach remains capable of delivering semi-quantitative accuracy even outside of small molecules in the gas phase.

It is also instructive to look beyond computed excitation energies and consider the full spectrum. Fig 4 presents some examples where the experimental spectrum is compared to computed ones, without using any empirical translations. The peak energies align quite well, within the expected error range of $\sim 0.5$ eV. The peak heights agree less well, although in some cases this is clearly due to the experimental peaks having different widths (such as in Fig 4b for SO$_2$), vs the uniform broadening utilized for computed spectra. It would be interesting to compute linewidths directly from OO-DFT and determine if that leads to better agreement between theory and experiment. We note that we computed intensities within the dipole-approximation (using transition dipole moments calculated in the manner described in the supporting information and utilizing non-orthogonal configuration interaction techniques$^{108}$). It is quite possible that higher order terms have a nonnegligible impact
(a) P K-edge XAS of gaseous $P_4O_{10}$,\textsuperscript{102} using a mixed basis (aug-pcX-2 on target P, aug-pcseg-1 on other atoms).

(b) S K-edge XAS of gaseous $SO_2$,\textsuperscript{94} using a doubly augmented (d-aug-) pcX-2 basis on all atoms.

(c) Cl K-edge XAS of solid $[Ph_4P]_2TiCl_6$.\textsuperscript{23} The system was approximated with a TiCl$_6^{2-}$ ion, placed in a IEF-PCM dielectric utilizing NaCl parameters ($\epsilon_r = 6, n = 1.5$). A mixed basis (aug-pcX-2 on target Cl, aug-pcseg-1 on other atoms) was used.

(d) Combined S K-edge XAS ($> 2470$ eV) and S K$\beta$ emission ($< 2470$ eV) of gaseous CSO.\textsuperscript{77} ROKS was utilized for the XAS and unrestricted $\Delta$SCF for the emission. A doubly augmented (d-aug-) pcX-2 basis on all atoms was used.

Figure 4: Comparison of experimental K-edge spectra for third period elements, and those computed with SCAN. Computed spectra were broadened with a Voigt profile with a Gaussian standard deviation of 0.3 eV and Lorentzian $\gamma = 0.121$ eV.

on the experimental X-ray spectrum.\textsuperscript{109} Nonetheless, it appears that OO-DFT/X2C is quite effective at reproducing experimental spectra for third period elements.

We next shift our attention to the 3d transition metals. Transition metal complexes are often open-shell, and have several low-lying orbitals that core electrons can be excited to.
Table 5: Lowest symmetry allowed transition metal K-edge transitions. \( \Delta \text{SCF} \) was used for 1s\( \rightarrow \)SOMO transitions of open-shell systems like VO(acac)\(_2\), while ROKS was used for closed-shell species like TiCl\(_4\). A mixed basis (decontracted aug-cc-p\( \omega \)CVTZ\(_{116}\) on excitation site, aug-cc-pVDZ on all other atoms) was utilized. Experimental data corresponds to the solid state for all species other than TiCl\(_4\), whose spectrum was collected in toluene solution.

| Species        | Experiment | SCAN   | SCANh  |
|----------------|------------|--------|--------|
| TiCl\(_4\)     | 4969.2\(^{105}\) | 4968.9 | 4969.4 |
| TiCpCl\(_3\)   | 4968.1\(^{105}\) | 4968.1 | 4968.5 |
| TiCp\(_2\)Cl\(_2\) | 4967.3\(^{105}\) | 4967.5 | 4968.0 |
| VO(acac)\(_2\) | 5468.4\(^{110}\)  | 5468.6 | 5469.0 |
| VCp\(_2\)Cl\(_2\) | 5468.4\(^{110}\) | 5468.3 | 5468.8 |
| CrO\(_4\)^{2-} | 5996.5\(^{111}\)  | 5996.3 | 5996.9 |
| Cr\(_2\)O\(_7\)^{2-} | 5996.6\(^{111}\) | 5996.2 | 5996.7 |
| MnO\(_4\)^{-}  | 6543.3\(^{112}\)  | 6546.1 | 6546.6 |
| FeCp\(_2\)     | 7111.9\(^{113}\)  | 7116.5 | 7116.8 |
| FeCl\(_4\)^{-} | 7113.2\(^{3}\)    | 7117.1 | 7117.6 |
| CoCl\(_4\)^{2-} | 7709.2\(^{114}\) | 7714.3 | 7714.7 |
| CuCl\(_4\)^{2-} | 8977.6\(^{115}\) | 8986.6 | 8986.8 |
| Cu(CF\(_3\))\(_4\)^{-} | 8981.8\(^{115}\) | 8990.4 | 8990.4 |

(a) Individual values (in eV)

(b) Excitation energy error vs nuclear charge.

K-edge spectra of these species are therefore widely studied, despite the 1s\( \rightarrow \)3d transition in bare atoms being dipole forbidden. Indeed, the transition in centrosymmetric entities (like octahedral complexes) can only be driven by electric quadrupole terms or vibrational symmetry breaking.\(^3,117\) Tetrahedral complexes however can have some p-d mixing, leading to some dipole allowed intensity for K-edge transitions.\(^117\) Furthermore, X-ray emission spectra (XES) can be collected for 2\( p/3p \rightarrow 1s \) dexcitations, yielding further useful information.\(^2\)

Table 5 shows the performance of OO-DFT in predicting transition metal K-edge energies, with the SCAN and SCANh functionals. The results are quite adequate for Ti, V, and Cr but performance is significantly degraded for heavier transition metals like Mn, Fe, Co and Cu due to significant overestimation (as made evident by Table 5b). This is quite interesting, as SCAN had a slight penchant for underestimation when it came to lighter elements, unlike the significant overbinding observed here for Cu, Co and Fe (beyond the scale of typical OO-DFT errors). It should be noted that many of the species in Table 5 are high-spin tetrahedral
complexes like FeCl$_4^{-}$, CoCl$_4^{2-}$ and CuCl$_4^{2-}$ or $d^0$ species like TiCl$_4$, CrO$_4^{2-}$ and MnO$_4^{-}$. These species are therefore not particularly multireference, removing one possible source of the error.

The steep increase in the error with increasing $Z$ appears to suggest a relativistic origin. Indeed, the spin-free one-electron X2C model employed in our work is hardly complete, as it does not include vector (spin-orbit) terms, finite nucleus size effects, or any relativistic contributions to the two-electron terms. The spin-orbit terms are unlikely to be relevant for K-edges, and the finite nucleus size effects are quite small for such elements (being only 0.3 eV for Kr$^{118}$ and therefore smaller for lighter elements). The missing two-electron pieces however are of a comparable magnitude to the error. Specifically, X2C does not transform the electron-electron repulsion terms (the so-called “picture-change”$^{61}$), incorporate additional (Breit)$^{119}$ contributions to the electron-electron interaction, or account for quantum electrodynamic effects. These additional terms were previously found to sum to $\sim$ 20 eV of underbinding for the Kr K-edge$^{68,118,120}$ indicating that overestimation by a few eVs is quite possible for heavier fourth period elements from lack of such effects alone.

We attempted to estimate of the magnitude of missing effects via four-component Dirac-HF (DHF) calculations to account for the picture change and Breit terms, and a QED correction via extrapolation from data in Ref. 120. Specifically, we obtain a Koopmans-level estimate$^{121}$ for the first two quantities via computing the difference between the spin-free one-electron X2C 1s eigenvalue and the corresponding DHF eigenvalue for 3d transition metal atomic cations (listed in the supporting information). This analysis reveals that the spin-free X2C one-electron Hamiltonian overbinds by 10.3 eV for Cu$^{2+}$, which is comparable to the errors seen in Table 5. However, these contributions amount to 3.9 eV for Ti$^{4+}$, indicating that they are very much relevant even for lighter elements (including the third period elements Si–Cl$^{122}$). It therefore appears that the good performance of OO-DFT/X2C in this regime is partly due to cancellation of errors between the missing relativistic contributions and the functional error from SCAN. The sudden increase in error on going from Cr to Mn...
therefore appears to stem from a breakdown of the error cancellation. The somewhat dramatic increase in error is surprising, but experimental uncertainties in this regime are usually \( \sim 1 \) eV and \( Z \) is a discrete, integer-valued variable, making such sudden increases possible. It should also be noted that the missing relativistic corrections discussed here are estimated at a Koopmans’ theorem based level and so can differ somewhat from a full OO-DFT estimate (which we cannot find at present).

However, it is worth stressing that the X2C model nonetheless manages to account for the vast majority of relativistic effects for even species like Cu/Kr. It is also worth noting that translating OO-DFT/X2C metal K-edge spectra for alignment with experiment would involve much smaller shifts than TDDFT, reducing the magnitude of potential translation driven error. Nonetheless, we wish to avoid any need for empirical translation of spectra, and instead intend to pursue more accurate relativistic models to quantitatively model the K-edge spectra of heavier elements.

Table 6: Lowest symmetry allowed L-edge (2p) transitions for transition metal containing species (in eV). DSCF was used for 2p\( \rightarrow \)SOMO transitions of open-shell systems like CuCl\( ^{-}\), while ROKS was used for closed-shell species like ferrocene (FeCp\(_{2}\)). Computed multiplet averaged energies (found from averaging over all the 2p orbitals) were red-shifted by \( J \) (where \( 3J \) is the experimental energy gap between the L\(_2\) and L\(_3\) peaks) to better approximate the experimental L\(_3\) peaks. A mixed basis (decontracted aug-cc-p\( \omega \)CVTZ on excitation site, aug-cc-pVDZ on all other atoms) was utilized for the calculations.

|       | Experiment | Theoretical L\(_3\) edge |
|-------|------------|--------------------------|
|       | L\(_3\)    | L\(_2\) | 3J=L\(_2\)-L\(_3\) | SCAN | SCANh | SCAN0 |
| TiCl\(_4\) | 456.9\(^{123}\) | 462.5 | 5.6 | 455.9 | 456.4 | 457.1 |
| Mn(OH\(_2\))\(_6^{2+}\) | 639.7\(^{124}\) | 649.1 | 9.4 | 638.7 | 638.9 | 639.3 |
| Fe(CN)\(_6^{3-}\) | 705.8\(^{125}\) | 718.4 | 12.6 | 706.1 | 706.5 | 707.1 |
| FeCp\(_2\) | 708.9\(^{126}\) | 721.2 | 12.3 | 708.2 | 708.5 | 709.0 |
| CuCl\(_4^{2-}\) (D\(_{2h}\)) | 930.1\(^{115}\) | 950.1 | 20 | 929.4 | 929.5 | 929.8 |
| Cu(CF\(_3\))\(_4\) | 934.7\(^{115}\) | 954.7 | 20 | 933.5 | 933.5 | 933.7 |

Metal L-edge (2p) spectra are also extensively studied via experiment. Accurate computation of spectra necessitates going beyond the scalar relativistic paradigm as the degeneracy of the 2p levels is broken by spin-orbit coupling. Scalar relativistic models like X2C
can potentially yield a reasonable estimate for the multiplet averaged peak, which can be subsequently shifted by atomic spin-orbit values to obtain the experimentally observed \( L_{3/2} \) (L\(_3\)-edge) and \( L_{1/2} \) (L\(_2\)-edge) multiplet peaks. This strategy has been found to be effective for L-edges of Si, P, S and Cl.\(^{43}\) However, it is less appealing for heavier elements due to the larger magnitude of the multiplet splitting (20 eV for Cu vs 1.6 eV for Cl), which can potentially exert a direct influence in the OO process. We have nonetheless applied this measure to compute L-edges for a few 3d metal containing species (shown in Table 6), to assess this approach. It is quite apparent that the errors are much larger here (relative to Fig 3), with significant underestimation being the norm for all species aside for \([\text{Fe(CN)}_6]^{3+}\). The results are also often quite sensitive to % HF exchange (more so than most of the species considered till this point). Nonetheless, the worst case errors are just slightly above 1 eV, indicating that OO-DFT with proper inclusion of spin-orbit effects and careful functional choice has the potential to be quite accurate in predicting metal L-edges. We are presently investigating this aspect further.

Overall, it is clear that the OO-DFT/X2C combination is capable of consistently delivering < 1 eV error for core-level excitation/ionization energies for third period elements and reproduce experimental spectra fairly well. Indeed, the typical error is \( \sim 0.5 \text{ eV} \) for SCAN/SCANh, as shown by Fig 3 and the RMSEs reported in Tables 1 and 2. X2C therefore extends the applicability of OO-DFT methods to elements heavier than F, which was previously the limit for computational core-level spectroscopy with such methods (without post-facto application of ad-hoc relativistic corrections). OO-DFT X2C also appears to be adequate for the K-edges of the transition metals Ti, V and Cr. However, performance degrades starting with Mn, possibly due to lack of relativistic effects in the two-electron interaction terms. The spin-free X2C model is also incapable of accounting for the spin-orbit splitting observed in experimental L-edge spectra. Accounting for these effects would be critical for extension of OO-DFT beyond the cases explored in this work. We are also attempting to apply OO-DFT extensively to K-edge spectra of third period elements, in order
to uncover any additional limitations of the approach. Any resulting insight could also prove valuable in training density functionals that are accurate in modeling both ground states and OO-DFT excited states, as it is quite possible that not much further improvement in prediction quality can be obtained from functionals trained solely for the ground state.

**Computational methods**

All calculations were performed with a development version of the Q-Chem 5.4 package\textsuperscript{127} and these new capabilities will be publicly available with the next release of code. Local exchange–correlation integrals for DFT were calculated over a radial grid with 99 points and an angular Lebedev grid with 590 points. Ref 44 lays out the protocol for computing ΔSCF excited states, while Ref 43 does the same for ROKS. The restricted open-shell optimizations necessary in this process were performed through square gradient minimization (SGM\textsuperscript{39}) and unrestricted optimizations with initial maximum overlap method (IMOM\textsuperscript{36}). The core-hole was localized onto a single atom for species with equivalent atoms (like S in CS\textsubscript{2}), in order to prevent errors arising from delocalization\textsuperscript{128,129} of the hole over multiple sites.\textsuperscript{43} Standard values of dielectric constant $\epsilon_r$ and refractive index $n$ were used for IEF-PCM modeling of common solvents like cyclohexane (listed in the supporting information). The corresponding data for most solid state materials was not available, and consequently all solid state environments were modeled with NaCl parameters ($\epsilon_r = 6, n = 1.5$). This should be reasonable for ionic solids, although perhaps a little too polar for molecular solids like OPPh\textsubscript{3} (Table 3). However, the resulting values for OPPh\textsubscript{3} were quite close to vacuum calculations (as shown in the supporting information), suggesting that the environment exerted negligible impact on the spectrum. Four-component DHF calculations for 3d transition metal ions were carried out within the PySCF package.\textsuperscript{130}

Experimental geometries were used whenever possible, through gas phase data from NIST\textsuperscript{131} or crystal structures from the Cambridge structural database.\textsuperscript{132} Structures were
optimized with $\omega$B97M-V\textsuperscript{133}/aug-pcseg-1 under gas phase conditions, if experimental data was unavailable. The source of all of the geometries is listed in the supporting information, along with the associated atomic coordinates. In particular, the CuCl\textsubscript{4}\textsuperscript{2−} ion studied is of $D_{2h}$ (distorted tetrahedral) symmetry, corresponding to Cs\textsubscript{2}CuCl\textsubscript{4}.\textsuperscript{134} The ground state geometries were employed for excited state calculations, consistent with the Franck-Condon principle.\textsuperscript{135,136}
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Exact Two-Component (X2C) Relativistic Hamiltonian

The starting point for deriving the X2C relativistic model is the four-component one-electron Dirac Hamiltonian (Eq 1) represented in a restricted kinetic balance (RKB) form. Our goal is to use a unitary transformation that effectively decouples the positive and negative-energy solutions of the Dirac equation, since we are only interested in describing electrons. In Eq. 1, $T$, $V$ and $S$ are the usual non-relativistic kinetic energy, nuclear attraction and overlap matrices, respectively, represented in a basis of atomic orbitals $\{\phi_\mu\}$. $W$ is defined as the matrix representation of the operator in Eq. 2, where $\vec{\sigma}$ is the vector of Pauli matrices, and $\vec{p}$ and $V$ are the momentum and nuclear-attraction operators, respectively. As indicated in Eq 2, $\hat{W}$ can be decomposed into spin-free ($\hat{W}_{SF}$) and spin-orbit ($\hat{W}_{SO}$) components (likewise, the matrix representation $W$ can also be separated into $W_{SF}$ and $W_{SO}$). Finally, the solutions of Eq. 1 are characterized by their large ($C_L$) and small ($C_S$) components.

\[
\begin{bmatrix} V & T \\ T & \frac{W}{4c^2} - T \end{bmatrix} \begin{bmatrix} C_L \\ C_S \end{bmatrix} = E \begin{bmatrix} S & 0 \\ 0 & \frac{1}{2c^2} T \end{bmatrix} \begin{bmatrix} C_L \\ C_S \end{bmatrix} \tag{1}
\]

\[
\hat{W} = (\vec{\sigma} \cdot \vec{p})V(\vec{\sigma} \cdot \vec{p}) = (\vec{p} \cdot V\vec{p} + i\vec{\sigma} \cdot (\vec{p} \times V\vec{p})) = \hat{W}_{SF} + i\vec{\sigma} \cdot \hat{W}_{SO} \tag{2}
\]

\[
W_{\mu\nu} = \langle \phi_\mu | \hat{W} | \phi_\nu \rangle \tag{3}
\]

As outlined in the main text, we focused on the inclusion of scalar relativistic effects to OO-DFT, so only the spin-free $W_{SF}$ was taken into account and the spin-orbit $W_{SO}$ ignored. It is possible to evaluate the matrix elements of $W_{SF}$ analytically in a gaussian type orbital (GTO) basis, but we chose to take a finite difference approach instead, which can be readily utilized by any quantum chemistry code without too much difficulty.

Our approach is based on the momentum operator being a generator of translation. We
know that given a basis function \( \phi_\mu(\vec{r}) \) (GTO or otherwise), we have:

\[
\phi_\mu(\vec{r} + \delta \hat{n}) = T(\delta \hat{n}) \phi_\mu(\vec{r})
\]

where the translation operator \( T(\delta \hat{n}) = \exp(-i\delta \hat{n} \cdot \vec{p}) \) translates the orbital by \( \delta \) along the unit vector \( \hat{n} \). With this, we can see that:

\[
(\hat{n} \cdot \vec{p}) \phi_\mu(\vec{r}) = -i \frac{\phi_\mu(\vec{r} + \delta \hat{n}) - \phi_\mu(\vec{r} - \delta \hat{n})}{2\delta} + O(\delta^2)
\]

which can also be obtained from noting that the momentum operator \( (\hat{n} \cdot \vec{p}) \) along \( \hat{n} \) is equivalent to taking the derivative with respect to the spatial coordinate along \( \hat{n} \). We can thus define a finite difference momentum operator \( \vec{p}_2(\delta) \) such that:

\[
(\hat{x} \cdot \vec{p}_2(\delta)) \phi_\mu(\vec{r}) = -i \frac{\phi_\mu(\vec{r} + \delta \hat{x}) - \phi_\mu(\vec{r} - \delta \hat{x})}{2\delta}
\]

\[
(\hat{y} \cdot \vec{p}_2(\delta)) \phi_\mu(\vec{r}) = -i \frac{\phi_\mu(\vec{r} + \delta \hat{y}) - \phi_\mu(\vec{r} - \delta \hat{y})}{2\delta}
\]

\[
(\hat{z} \cdot \vec{p}_2(\delta)) \phi_\mu(\vec{r}) = -i \frac{\phi_\mu(\vec{r} + \delta \hat{z}) - \phi_\mu(\vec{r} - \delta \hat{z})}{2\delta}
\]

Consequently, an approximate \( \hat{W}_{2, SF} \) can be defined as:

\[
\hat{W}_{2, SF}(\delta) = \vec{p}_2(\delta) \cdot V \vec{p}_2(\delta)
\]

\[
= (\hat{x} \cdot \vec{p}_2(\delta)) V (\hat{x} \cdot \vec{p}_2(\delta)) + (\hat{y} \cdot \vec{p}_2(\delta)) V (\hat{y} \cdot \vec{p}_2(\delta)) + (\hat{z} \cdot \vec{p}_2(\delta)) V (\hat{z} \cdot \vec{p}_2(\delta))
\]
The resulting matrix elements can be found in the following manner:

\[
\phi_\mu^*(\vec{r}) (\hat{x} \cdot \vec{p}_2(\delta)) V (\hat{x} \cdot \vec{p}_2(\delta)) \phi_\nu(\vec{r}) = (\hat{x} \cdot \vec{p}_2(\delta) \phi_\mu(\vec{r}))^* V (\hat{x} \cdot \vec{p}_2(\delta) \phi_\nu(\vec{r})) \tag{11}
\]

\[
= \frac{1}{4\delta^2} (\phi_\mu(\vec{r} + \delta \hat{x}) V \phi_\nu(\vec{r} + \delta \hat{x}) + \phi_\mu(\vec{r} - \delta \hat{x}) V \phi_\nu(\vec{r} - \delta \hat{x}) - \phi_\mu(\vec{r} - \delta \hat{x}) V \phi_\nu(\vec{r} + \delta \hat{x}) - \phi_\mu(\vec{r} + \delta \hat{x}) V \phi_\nu(\vec{r} - \delta \hat{x})) \tag{12}
\]

Thus matrix elements of \( W_{2, SF} \) can be found via evaluation of matrix elements of \( V \) using slightly translated GTOs \( \phi_\mu(\vec{r}+\delta \hat{x}) \) etc, which should be not too challenging for any quantum chemistry code. The resulting values will however have some finite difference error as:

\[
W_{SF} = W_{2, SF}(\delta) + O(\delta^2) \tag{13}
\]

This error can be greatly reduced by utilizing different values of \( \delta \) and refining \( W_{SF} \) via:

\[
W_{SF} = \frac{W_{2, SF}(2\delta) - 16W_{2, SF}(\delta) + 64W_{2, SF}(\delta/2)}{45} + O(\delta^6) \tag{14}
\]

or other higher order stencils. We used Eq 14 in our implementation with \( \delta = 1 \times 10^{-4} \) atomic units, resulting in negligible finite difference error.

One can obtain the coupling matrix \( X \) for the positive energy solutions of Eq. 1 as the ratio between the large and small components, as indicated in Eq. 15. The renormalization matrix \( R \) is then defined as in Eq. 16, where \( \tilde{S} \) (Eq. 17) is a modified overlap matrix that takes into account the folding of the small component into the large one.
\[ X = C_S(C_L)^{-1} \]  
\[ R = S^{-1/2} \left( S^{-1/2} \tilde{S} S^{-1/2} \right)^{-1/2} S^{1/2} \]  
\[ \tilde{S} = S + X^\dagger \frac{1}{2c^2} X \]

With the \( X \) and \( R \) matrices, we can now calculate the effective SF-X2C1e kinetic energy (Eq. 18) and nuclear attraction (Eq. 19) operators for subsequent KS-DFT calculations.

\[ T_{X2C} = R^\dagger (T X + X^\dagger T - X^\dagger T X) R \]  
\[ V_{X2C} = R^\dagger \left( V + \frac{1}{4c^2} X^\dagger W_{SF} X \right) R \]

We checked our finite differences implementation with the analytical one from the Psi4 package\textsuperscript{138} by comparing absolute Hartree-Fock (HF) energies. Table 7 indicates that the energy difference between the two implementations is usually on the order of \( 10^{-7} \) hartrees or less (which should have negligible impact on core-level spectrum calculations).
Table 7: Absolute ground state HF energies obtained with Psi4’s analytical implementation of X2C and Q-Chem’s finite differences. A comparison of non-relativistic energies is also supplied for comparison. The decontracted aug-cc-pCVTZ basis was used for SiH$_4$, PH$_3$, HCl and Ar; while decontracted cc-pVDZ was used for the transition metal containing systems.

| System   | Non-relativistic ground state total energy | X2C ground state total energy | Difference | Psi4        | Q-Chem       | Difference |
|----------|------------------------------------------|-------------------------------|------------|-------------|--------------|------------|
| SiH$_4$  | -291.2641256030                          | -291.2641256030               | -2.0E-11   | -291.8673077984  | -291.8673077905  | -2.1E-09   |
| PH$_3$   | -342.4903826664                          | -342.4903826663               | 7.0E-11    | -343.3071475141  | -343.3071475130  | 1.1E-09    |
| H$_2$S   | -398.7160099253                          | -398.7160099254               | -7.0E-11   | -399.7996418715  | -399.7996419031  | -3.2E-08   |
| HCl      | -460.1087555150                          | -460.1087555151               | -1.5E-10   | -461.5217242958  | -461.5217242810  | 1.5E-08    |
| Ar       | -526.8134620705                          | -526.8134620705               | 2.0E-11    | -528.6278041021  | -528.6278041049  | 2.8E-09    |
| TiCl$_4$ | -2686.7122452582                         | -2686.7122452457              | 1.3E-08    | -2696.7140080590  | -2696.7140080397  | 1.9E-08    |
| CrO$_4^{2-}$ | -1342.4736099183                    | -1342.4736099171              | 1.2E-09    | -1349.0259066545  | -1349.0259066508  | 3.7E-09    |
| MnO$_4$  | -1448.7946004947                         | -1448.7946004920              | 2.7E-09    | -1456.5639058910  | -1456.5639058892  | 1.8E-09    |
| FeCl$_4^{2-}$ | -3100.760427005                       | -3100.7604246828              | 1.8E-08    | -3115.3237860409  | -3115.3237860275  | 1.3E-08    |
| CoCl$_4^{2-}$ | -3219.7195689779                      | -3219.7195689046              | 7.3E-08    | -3235.8506032331  | -3235.8506031501  | 8.3E-08    |
| NiCl$_4^{2-}$ | -3345.1648205253                      | -3345.1648204645              | 6.1E-08    | -3363.0642419690  | -3363.0642419050  | 6.4E-08    |
| CuCl$_4^{2-}$ | -3477.2188051504                     | -3477.2188050680              | 8.2E-08    | -3497.1060177623  | -3497.1060176503  | 1.1E-07    |

Note on binding energies for some S compounds

The 1s binding energies for several S compounds in Table 1 of the main paper were obtained from Ref 78, which reported how much those energies differed from the 1s ionization energy of H$_2$S. However, the reference energy for H$_2$S reported by Ref 78 was in error by 0.5 eV, as a relativistic effect was missed during calibration of experiment. We therefore used the H$_2$S 1s binding energy from Ref 76 (which was validated by subsequent studies) as the reference, and added the shifts reported by Ref 78 to obtain the true binding energies. This protocol should be acceptable, as the shifts reported in Ref 78 should not be affected by the error in the reference value.
Note on computing transition dipole moments

The transition dipole moments for excitations described in this work were computed by treating the KS Slater determinants as pseudo-wavefunctions. In other words, if the ground state of a species has a KS determinant $|\Phi_0\rangle$ and the $\Delta$SCF excited state has a KS determinant $|\Phi_n\rangle$, the transition dipole moment between them is given by:

\[
\vec{\mu}_{0n} = \langle \Phi_0 | \hat{\mu} | \Phi_n \rangle \tag{20}
\]

where $\hat{\mu}$ is the dipole operator.

For ROKS, there are two excited state determinants with equal weight (corresponding to the exchange of up and down spins). If those determinants are $|\Phi_n\rangle$ and $|\bar{\Phi}_n\rangle$ respectively, the ROKS ‘wave function’ is $\frac{|\Phi_n\rangle + |\bar{\Phi}_n\rangle}{\sqrt{2}}$, leading to a transition dipole of:

\[
\bar{\mu}_{0n} = \frac{1}{\sqrt{2}} \left( \langle \Phi_0 | \hat{\mu} | \Phi_n \rangle + \langle \Phi_0 | \hat{\mu} | \bar{\Phi}_n \rangle \right) \tag{21}
\]

\[
= \sqrt{2} \langle \Phi_0 | \hat{\mu} | \Phi_n \rangle \tag{22}
\]

if the ground state $|\Phi_0\rangle$ is closed-shell (from spin-inversion symmetry, as $\hat{\mu}$ is purely a spatial one-particle operator).

Computation of $\langle \Phi_0 | \hat{\mu} | \Phi_n \rangle$ is not quite straightforward as the two determinants are constructed from different (non-orthogonal) sets of orbitals. Non-orthogonal configuration interaction techniques (as described in Ref 108) have to be therefore employed, incurring some extra computational cost vs cases with orthogonal orbitals, but ultimately having negligible effect relative to the cost of excited state orbital optimization.

One further point to note is that $\bar{\mu}_{0n}$ is not translationally invariant for cases with $\langle \Phi_0 | \Phi_n \rangle \neq 0$. This is easily resolved in neutral systems via inclusion of the nuclear contribution to the $\hat{\mu}$ operator, which restores translational invariance (and which amounts to translating the system to the center of nuclear charge). For charged systems, it is necessary
to directly translate the system to the center of nuclear charge in order to have results that are not heavily contaminated by spurious contributions from the nonzero overlap $\langle \Phi_0 | \Phi_n \rangle$.

Alternatively, symmetric orthogonalization\textsuperscript{141} can be carried out to obtain translationally invariant results. Both routes give similar results for valence $\Delta$SCF on neutral systems\textsuperscript{141} and we have therefore used the simpler route of operating from the center of nuclear charge for the small systems examined in Fig 4 of the main manuscript.
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