Improving The Accuracy of Student Problem Identification Using Rule-Based Machine Learning
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Abstract. Adolescence are a period of development that is vulnerable to problems and often makes teens unable to control emotions. No exception for adolescents who are studying high school. Problems that do not need to be resolved immediately and bigger problems will arise later on. Many methods of solving students’ problems are carried out in a conventional manner which takes time and costly. Therefore, teacher guidance and career guidance at school use the problem checklist method to identify student problems. One thing that promises to improve accuracy with time to identify problems by building information systems using intelligent technology such as machine learning. Machine learning offers sophisticated techniques built by automatic classification that can be utilized by students and teachers to improve accuracy and efficiency in identification. This article discusses issues related to problems faced by senior high school students and proposes a knowledge-based users (rules) machine learning to match the problems and alternative solutions. This system can be used by school counsellors to help students solving their problems and the students to access themselves without having to meet the school counsellor. The results of this research indicate that information system developed based on rule-based machine learning offer a student problem identification which is more accurate, faster, can be done anytime and anywhere, and requires less cost compared to existing conventional methods. Analysis of machine learning with rule-based models using WEKA gives 100% accuracy.

1 INTRODUCTION

The problems experienced by humans will be more complex as we get older, especially at the age of teenagers who are still in high school education. Problematic behaviour at school can be defined as behaviour that can interfere with student learning activities in class [1]. Problems experienced by students need to be addressed as they relate to achievement [2]. To prevent greater problems arising in the future, efforts are needed to detect students’ problems from the start. Benefits in understanding the involvement of behaviour problems among
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youth and informing the design of interventions to reduce behaviour problems [3]. Educators must be able to understand the behaviour and academic problems of students so that they can help the problems they face and prevent difficulties in the future [4].

The method used to identify students' problems is done in a conventional manner which is sometimes still subjective, must meet with the teacher's guidance, conducted in class, requires a relatively takes time and costly. Data collection techniques such as experiments [5], interviews [6], surveys [7], observations, and questionnaires [8]. The questionnaire is a list of questions in the form of problems that have been faced or are being experienced by students. The questionnaire uses behavioural indicators that can be measured. The items are given in the form of questionnaires and then filtered and classified. The classification process relies on rules made by humans with the appraisal function adding the scores of related items in the questionnaire in calculating the results. Therefore the quality of the results of the classification is determined on: (1) items used in this technique (2) Knowledge and user experience used in the classification process (3) rules in the valuation function [9]. The use of questionnaires to identify student problems is done in a conventional way that requires a relatively takes time and costly.

In designing rules for calculating the scores of questionnaire items requires knowledge and experience. Make rules with cases that have previously happened to remind identification results and also a better classification process. The results of the rules are automatic and not subjective like the results of human knowledge because they use knowledge such as machine learning thereby increasing the estimated time, reducing costs, and accuracy in identification. Machine learning is an algorithm that can learn from data and make predictions without being explicitly programmed to do something [10]. Classification in machine learning is divided into 3 categories [11], supervised learning where all data is labelled, unsupervised learning data that is not labelled [12], Reinforcement Learning wherein the agents learning how to act by being given a gift or being given a punishment, reward or punishment able to add data or reduce points [13].

Many studies have used machine learning to increase the classification time used to detect and diagnose, such as machine learning based on the induction of autism models [9], machine learning used to detect damage under operational and environmental variability [14], machine learning used to detect and evaluate heating loads on buildings [15], machine learning to detect false opinions on comments [16], machine learning implemented to detect the impact of turbine blades on wildlife and the environment [17], detect traffic jams automatically through sensors wireless traffic using the machine learning approach [18]. In the process of diagnosis or identification includes predictions whether included or not, in determining the class (classification) can use supervised learning. In this case making training data sets to create models using machine learning techniques. The model is then used to predict new cases (not yet classified) as accurately as possible.

This article proposes a method of classifying student problems based on an effective rule induction approach to help make decisions that classify them as "if-then" [18]. The induction rule classification method in machine learning rules is included in supervised learning. In this method, the system offers an automatic classification that is represented in the rules. The rules that are made in the classification can be used by the school counsellors to take further action in helping students solve their problems and in other side the system can be used by the students to access themselves, identify problems, and find an alternative solution without having to meet the school counsellor.

The results of this study indicate that the information system developed which is based on rule-based machine learning offers a classification that is more accurate, faster, can be done anytime, anywhere, and requires no cost compared to the existing conventional methods.
2 METHOD

2.1 Dataset

This research is based on data from one of the senior high schools in Karanganyar District. This school uses a sheet containing list of problems as a way to identify the problems of senior high school students. The problem checklist used has 12 categories consisting of health, economic situation, family life, religion and morals, recreation and hobbies, personal relationships, social life - organizational activities, youth issues, school adjustments, curriculum adjustments, study habits, future, and educational / service life. Each category has a number of attributes that have two labels. There are two types of labels in the question namely "0" which indicates the user is not experiencing problems, and "1" students are having problems. This attribute is used to determine the class of categories obtained through equation (1).

$$\sum_{j=1}^{k} Z_j = Z_1 + Z_2 + Z_3 + \ldots + Z_k$$

The results of equation (1) will be correlated with the class of the problem shown in Table 1.

| Scale (%) | Value | Description |
|-----------|-------|-------------|
| 0         | A     | Very Good   |
| 1 - 10    | B     | Good        |
| 11 - 25   | C     | Fair        |
| 26 - 50   | D     | Poor        |
| 51 - 100  | E     | Very Poor   |

2.2 Covering

One classification method in machine learning includes (rule-based). This method is widely studied to make a set of classification rules from examples[19]. The Covering technique is one way to directly classify extracted from the if-then rules. The method proposed in identifying students' problems is based on the classification of cover with the search method to find rules. The resulting rule includes some tuple data from the class, so one rule is used to present the class.

The step starts with processing the raw data, then the learning algorithm is applied to find which represents the variables in the training dataset with class variables (Very Good, Good, Fair, Poor, Very Poor). Data sets will only store rules that classify training instances. The final result is a classification system used to predict new classes of data that have not yet been classified as shown in Figure 1.
Sequential covering algorithms in the rule induction follow the following steps\[19\]:
1. Start with an empty rule.
2. Start to develop rules (\(R\)) for each class (\(C\)).
3. Remove tuples covered by rule (\(R\)).
4. Repeat steps 2 - 3 until the criteria for attributes are exhausted, to develop rules.

3 RESULTS

This research, the data preparation stage by analysing the data requirements needed. Data needed from the Problems Check List (PCL) includes data indicating problems, problem categories, suggestions as solutions to problems from counselling guidance teachers. The next step is to enter problem data, categories and recommendations into the system. After the data is entered into the system, the next step is the learning process in machine learning. The learning process in machine learning by labelling an indication of a problem to produce a set of rules for the problem category. The results of the rules will be saved as a training set or dataset to be modelled.

Figure 1. shows the new data input feature that will use the dataset as a model to be classified into problem categories. Machine learning will extract rules that connect target attributes with features. When there is new data that does not have a label using the classifier it will become a known label or class.

To test the machine learning with a rule-based model, Waikato Environment for Knowledge Analysis (WEKA) application software is used. WEKA is a platform for machine learning applications [21]. WEKA has many tools for data processing, i.e. ranging from pre-processing, classification, grouping, association, and visualization. This research uses 384 data instances in the PCL test consisting of 25 attributes as shown in Figure 2.
Sequential covering algorithms in the rule induction follow the following steps\[19\] :

1. Start with an empty rule.
2. Start to develop rules (R) for each class (C).
3. Remove tuples covered by rule (R).
4. Repeat steps 2 - 3 until the criteria for attributes are exhausted, to develop rules.

### RESULTS

This research, the data preparation stage by analysing the data requirements needed. Data needed from the Problems Check List (PCL) includes data indicating problems, problem categories, suggestions as solutions to problems from counselling guidance teachers. The next step is to enter problem data, categories and recommendations into the system. After the data is entered into the system, the next step is the learning process in machine learning. The learning process in machine learning by labelling an indication of a problem to produce a set of rules for the problem category. The results of the rules will be saved as a training set or dataset to be modelled.

Figure 1. shows the new data input feature that will use the dataset as a model to be classified into problem categories. Machine learning will extract rules that connect target attributes with features. When there is new data that does not have a label using the classifier it will become a known label or class.

To test the machine learning with a rule-based model, Waikato Environment for Knowledge Analysis (WEKA) application software is used. WEKA is a platform for machine learning applications\[21\]. WEKA has many tools for data processing, i.e. ranging from pre-processing, classification, grouping, association, and visualization. This research uses 384 data instances in the PCL test consisting of 25 attributes as shown in Figure 2.

**Figure 2.** Example of data on the PCL test.

Figure 2 shows the data used in testing the rule-based machine learning using WEKA. After opening the WEKA explorer and select the data file, then enter the classify menu, select the rule for the classifier type. In this case the training and test data are set to 66% as shown in Figure 3.

![Fig. 3. Collection of training and split tests](image)

Results of training and tests using WEKA obtained rules that were successfully extracted with a level of truth in the classification of 100%, which is indicated by red circle in Figure 4.
Figure 4. Shows 131 total tested instances and the correct classification results then obtain the level of accuracy with the formula:

\[
\text{Accuracy} = \frac{p}{t}
\]

Where \( t \) is the number of all instances and \( p \) is the number of instances included in the rule and is positive, then the accuracy is obtained as 100%.

4 CONCLUSION

Adolescence is a period of growth and development that experiences increasingly complex problems, especially when they are at the age of high school education where they begin to get to know the environment and the wider community. If a problem that is being faced by a student is not resolved immediately it will cause an ongoing problem, and will also affect student achievement. In understanding and identifying problems experienced by participants is the first step in handling further. The methods used in understanding students such as questionnaires, PCL and others. The assessment is done using the calculated answer score. During classification and assessment still use conventional methods which are sometimes still subjective. So that one of the important problems in research identifying students' problems is to improve the classification process so that the services in guidance and counselling are more accurate and faster. To achieve this, a rule machine-based information system is used that builds an accurate classification of data and previous cases. Test results show that the proposed a rule-based machine learning information system gives accurate and fast in identifying senior high school student problems. This system can be used by the student to access themselves and make it easy for school counsellors to help students solving their problems.
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