An Experimentally Validated Finite Element Model of the Lower Limb to Investigate the Efficacy of Blast Mitigation Systems
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Improvased explosive devices (IEDs) used in the battlefield cause damage to vehicles and their occupants. The injury burden to the casualties is significant. The biofidelity and practicality of current methods for assessing current protection to reduce the injury severity is limited. In this study, a finite-element (FE) model of the leg was developed and validated in relevant blast-loading conditions, and then used to quantify the level of protection offered by a combat boot. An FE model of the leg of a 35 years old male cadaver was developed. The cadaveric leg was tested physically in a seated posture using a traumatic injury simulator and the results used to calibrate the FE model. The calibrated model predicted hindfoot forces that were in good correlation (using the CORrelation and Analysis or CORA tool) with data from force sensors; the average correlation and analysis rating (according to ISO18571) was 0.842. The boundary conditions of the FE model were then changed to replicate pendulum tests conducted in previous studies which impacted the leg at velocities between 4 and 6.7 m/s. The FE model results of foot compression and peak force at the proximal tibia were within the experimental corridors reported in the studies. A combat boot was then incorporated into the validated computational model. Simulations were run across a range of blast-related loading conditions. The predicted proximal tibia forces and associated risk of injury indicated that the combat boot reduced the injury severity for low severity loading cases with higher times to peak velocity. The reduction in injury risk varied between 6 and 37% for calcaneal minor injuries, and 1 and 54% for calcaneal major injuries. No injury-risk reduction was found for high severity loading cases. The validated FE model of the leg developed here was able to quantify the protection offered by a combat boot to vehicle occupants across a range of blast-related loading conditions. It can now be used as a design and as an assessment tool to quantify the level of blast protection offered by other mitigation technologies.
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INTRODUCTION

Recent armed conflicts have been marked by the use of explosive devices (EDs) to attack armored vehicles (Ramasamy et al., 2011). In an under-body blast (UBB) scenario, where an explosive detonates underneath a vehicle, the resulting detonation products from the explosion together with soil particles are propelled upward causing localized deformation of the floor of the vehicle, transferring loading through the floor to the lower extremities of the occupants, resulting in difficult-to-treat injuries (Ramasamy et al., 2011). These high energy injuries result in, among others, intra-articular fractures which pose many challenges and complications to patients and surgeons. Such injuries are associated with high levels of morbidity, high amputation rates, and a low return-to-duty rate (Doukas et al., 2013; Ramasamy et al., 2013).

In order to analyze the injury mechanisms associated with UBB blast injuries, there has been an effort to model UBB conditions. Experimental setups to emulate UBB conditions utilizing postmortem human subjects (PMHS) in the laboratory, albeit invaluable, are expensive, laborious, and can only provide information where sensors are placed. Physical models have been complemented over the years with computational models. Very limited UBB finite-element (FE) models have been developed to explore the injury pathways in more detail, mostly with representations of anthropometric test devices (Newell et al., 2016; Baker et al., 2017, 2018), and rarely of the relevant human anatomy structures (Dong et al., 2013). All these FE models have been compared against load cases from one experimental set up only, rendering their utility limited; they do not include an assessment of the model’s response in additional set-ups to span a representative range of UBB loading. Furthermore, in order to mitigate severe lower limb injuries, the effort of predicting lower limb injury with these models needs to be complemented with the development of tools to assess the efficacy of protective systems. The aim of this study is the development and validation of an FE model of the leg and to provide an exemplar of its potential utility to assess countermeasures.

MATERIALS AND METHODS

A cadaveric lower limb (male, 35 years old) was used for physical and FE modeling of UBB conditions. The weight and height of the specimen closely matched the dimensions of a 50th percentile American male (height: 173 m, mass: 72.6 kg). The Tissue Management Committee of the Imperial College Tissue Bank Ethics Committee granted ethical approval for this study (Ethical approval number: 12-WA-0196).

TABLE 1 | Material properties used in the FE models.

| Anatomical component | Material model | Material parameters |
|----------------------|----------------|---------------------|
| Trabecular bone      | Linearly elastic | p = 1.1, E = 0.3, v = 0.3 (McElhaney, 1966) |
| Cortical bone        | Piecewise linear plasticity | p = 2, E_{\text{static}} = 17.5, E_{\text{dynamic}} = 19, v = 0.3, α = 165 (Sommer and Olat, 1994; McElhaney, 1966; Hansen et al., 2008) |
| Cartilage            | Linearly elastic | p = 1, E = 0.3, v = 0.3 (Kitaoka et al., 1994; Iwamoto et al., 2005; Shin et al., 2012) |
| Ligaments            | Tensile-only non-linear spring | |
| Heel Fat Pad         | Quasi-linear viscoelastic | p = 0.97, A = 0.1, B = 1.258, v = 0.495 (Grigoriadis et al., 2019) |
| Mild steel           | Linearly elastic | Q = 1.6 |

E, Young’s modulus [GPa]; v, Poisson’s ratio; ρ, density [g/cm³]; σ, compressive ultimate stress [MPa]; A (C_{01}) and B (C_{10}); Mooney-Rivlin model parameters [MPa]; Q, Quadratic viscosity parameter.
lower limb was also scanned after the second and final impact test and no fractures were seen. The target peak velocity of the loading plate was 5.2 m/s.

Finite-Element Model of the Human Leg

The cadaveric leg was scanned using Computed Tomography (CT) (Siemens Somatom Definition AS 64, Erlangen, Germany) and the images were used to build the geometry of the FE model. The CT scan was imported to an image processing software (v2015, Mimics, Materialize) where the anatomical components of the specimen were reconstructed into 3D objects and later exported to an FE pre-processor software (v2014, Altair HyperMesh) for meshing. The thickness estimations for different regions were compared with the data and distribution maps reported in experimental studies (El-Khoury et al., 2004; Millington et al., 2007). Cortical thickness for the tarsal bones was calculated from the available CT scans and compared with the measurements reported in the literature (Pal and Routal, 1998; Sabry et al., 2000).

The trabecular structures of the calcaneus, talus, tibia, fibula, and the plantar soft tissues were modeled with three-dimensional hexahedral and pentahedral elements. The remainder cortical bone and cartilaginous tissues were modeled with Key-Hoff quadrilateral shell elements (PSHELL1) created in HyperMesh using the faces feature. These elements were defined with a bottom reference surface and an outwardly growing thickness. For the calcaneus and talus, a layered approach was pursued to represent cartilage and cortical bone with just one layer of shell elements. After executing equivalence and optimization, the
FIGURE 3 | Sagittal views of the finite-element model used to simulate the pendulum tests. The red shell layer models the ballast mass representing the added weight of the load cell and instrumentation, and constrains the tibia and fibula to move in the direction of loading (A). The ballast mass at the proximal tibia was set as 14 or 16 kg depending on the test modality (B).

TABLE 2 | List of simulations run to replicate the pendulum tests conducted by Yoganandan et al. (1996); Gallenberger et al. (2013) in which PMHS legs in the neutral position were impacted at different impact speeds.

| Experimental set-up          | Impact velocity (m/s) | Pendulum mass (kg) |
|------------------------------|-----------------------|--------------------|
| Yoganandan et al., 1996      | 3.3                   | 23                 |
|                              | 4.5                   | 23                 |
|                              | 6.7                   | 23                 |
|                              | 7.6                   | 23                 |
| Gallenberger et al., 2013    | 5                     | 3.3                |
|                              | 5                     | 5.7                |
|                              | 5                     | 12.32              |
|                              | 6                     | 3.3                |
|                              | 6                     | 5.7                |
|                              | 6                     | 12.32              |

The combinations of impact velocity and pendulum mass are shown.

The mesh was refined manually. It was found that fewer than 1% of solid elements had a Jacobian less than 0.3 and fewer than 3% shell elements were found to have a Jacobian value less than 0.7. The average element size length was set at 2.5 mm.

The FE model of the leg was set up in Patran (MSC Software, v2018). Material models were selected from previous lower limb FE studies and material characterization experiments (Table 1). A piecewise linear plasticity material model was used to represent cortical bone. Ligaments were represented with one dimensional spring elements able to withstand tension only and defined by force-displacement curves based on previous studies. All simulations were run in MSC.Dytran (v2018, MSC Software).

Model Calibration – Simulation of the AnUBIS Setup

The distal femur of the cadaveric specimen was created from the available CT scan and included in the FE model (Figure 1B). An intramedullary steel rod was added to the femur and linked to a multiple point constraint with mass of 40 kg to represent the attachment of the femur to the mechanical “hip joint” of AnUBIS. Tibia and fibula were constrained to only move vertically upward, and the femur attachment was unconstrained to rotate in the sagittal plane. A rigid moving floor was added to the model to represent the loading plate and was assigned the acceleration profile measured in the experiment. The floor was constrained to move only vertically upward. Contacts were defined by building master-slave relations between model components. In the case of the contact between cortical and trabecular bone, a standard master-slave contact was used to prevent two surfaces from penetrating each other, define the friction coefficient applied between cartilaginous layers in joints and monitor the contact at the post-processing phase. Additional contacts were defined to represent the interactions between cartilage and other components in the model, as well as between plantar tissue and the rigid floor. The initial model time step was set to \(9.5 \times 10^{-8}\) s.

Previous studies (Perry et al., 2014; Grigoriadis et al., 2016) have indicated that there is a significant knowledge gap regarding the material properties for ligamentous and plantar soft tissue. As a result, and in order to calibrate the model, a sensitivity analysis was performed for the spring stiffness of the truss elements representing the plantar fascia and the Mooney-Rivlin constants in the material model for the plantar tissue. The hyperelastic material constants of the plantar tissue were increased incrementally by 5% concurrently with incremental increases of 5% for the stiffness of the plantar fascia (Figure 2). The optimal combination of parameters was obtained after calculating the correlation between the experimental curve and each output curve of the 36 combinations with the CORA plus software (CORAPlus 4.0.4 2017, PDB, Germany). CORAPlus was developed to evaluate the predictive power of computational models through the calculation of the correlation between two
time-history signals (Thunert, 2017). It calculates a series of metrics according to ISO Standard 18571 74 that can be used to assess objectively the biofidelity of a computational model. The proposed settings by the developers of CORA were used to define the global and load-case parameters for the analysis. The combination selected had the best agreement on the ratings of magnitude, shape and phase. The initial stiffness selected for plantar fascia was 240 N/mm. The initial Mooney-Rivlin model constants selected for plantar tissue were $C_{01} = 0.1$ MPa and $C_{10} = 1.258$ MPa.

Model Validation – Simulation of Pendulum Test Set Ups
The set of parameters from the sensitivity analysis best matching the experimental data were chosen as inputs of the calibrated model and used for the remainder of the simulations described. The boundary conditions of the calibrated model were adjusted to replicate the pendulum impact setup used by Gallenberger et al. (2013) and (Yoganandan et al., 1996). A rigid surface embracing the proximal ends of the tibia and fibula were modeled (Figure 3) and only allowed to move in the direction of pendulum impact. The loading plate was assigned an initial velocity that corresponded to the pendulum impact velocity reported in these studies. The ballast mass at the proximal tibia was set as 14 or 16 kg depending on the test modality (Figure 3). The loading plate was assigned initial velocities between 4 and 6 m/s, depending on the test modality (Table 2), to load the plantar foot.

Modeling of the Combat Boot
Model simulations were then run to investigate the utility of the FE model to assess countermeasures. Specifically, the protection offered by the Meindl combat boot was assessed over a range of loading conditions representative of UBB (Gallenberger et al., 2013; Bailey et al., 2015; Yoganandan et al., 2015; Pietsch et al., 2016; Baker et al., 2017). The material parameters used for the
TABLE 3 | Material properties that were shown to be optimal during the calibration of the FE model.

| Model component | Material model | Model parameters |
|-----------------|----------------|-----------------|
| Plantar tissue  | Quasi-linear   | ρ = 0.97, A = 0.8, |
|                 | viscoelastic   | B = 2.15, v = 0.49 |
| Plantar Fascia  | Non-linear     | k = 234.6 |

(continued)

extremity from the Global Human Body Model Consortium (GHBMC) was used and impacted with velocities between 2.5 and 20 m/s, and pulse duration between 2 and 15 ms. The predicted loading data from the model were used to generate a contour plot of lower extremity fracture risk as a function of pulse duration and peak velocity. Multiple loading-plate velocity profiles were also defined and simulated in this study to represent a range of UBB loading (Figure 5). Peak velocity ranged from 5 to 17.5 m/s with time to peak between 1.5 and 9 ms. These values were based on the acceleration profiles reported in the literature (Henderson et al., 2013; Bailey et al., 2015; Yoganandan et al., 2015; Pietsch et al., 2016; Yoganandan and Chirvi, 2016; Baker et al., 2017). The velocity profile was modeled as a triangular shape.

TABLE 4 | CORA metrics for the outputs of the FE model simulating the experiment in AnUBIS with and without the inclusion of a combat boot.

| Model version                     | Magnitude | Phase | Slope |
|----------------------------------|-----------|-------|-------|
| Model version                    | Metric    | Grade | Metric | Grade | Metric | Grade |
| A Initial Model – No Boot        | 0.474     | Poor  | 0.608  | Fair  | 0.757  | Fair  |
| B Updated Model – No Boot        | 0.886     | Good  | 0.854  | Good  | 0.786  | Fair  |
| C Updated Model – With Combat Boot| 0.958     | Excellent | 0.786  | Fair  | 0.970  | Excellent |

(continued)
accding to the required combination of peak impact velocity and time to peak.

**Protection Offered by the Combat Boot for the UBB Loading Range**

The computational model was used to predict the proximal tibia peak force – as a metric of probability of injury – with and without a combat boot across the UBB loading range. An injury-risk curve which correlates probability of injury with peak axial proximal tibia forces (Chirvi et al., 2017) was used to determine the reduction in risk of calcaneal injury in the booted configuration. The two severity levels considered in the (Chirvi et al., 2017) study, minor and major calcaneal injury risk, follow the application of the Sanders Classification System (Sanders et al., 1993). This classification system categorizes fractures based on fracture displacement and fracture-line localization. In the case of this study, minor calcaneal injuries correspond to a Sanders-I injury with less than 2 mm articular displacement and major calcaneal injuries correspond to Sanders-II injuries with at least one primary fracture line.

![FIGURE 8](image-url)  
**FIGURE 8** | Comparison between peak forces reported by Yoganandan et al. (1996) to those calculated by the computational model at the (A) impact floor and (B) proximal tibia. (C) Proximal Pot Force vs. Foot Compression FE model predictions (solid lines) and experimental corridors (dotted lines) reported by Gallenberger et al. (2013). The simulations were run for pendulum masses of 3.3, 5.7, and 12.32 kg to replicate the experiments conducted. The experimental corridors are 1 standard deviation from the mean response. Foot compression was calculated as the distance between the medial malleolus and the loading plate in the FE model; (D) foot in starting unloaded position and (E) foot fully compressed in the model with a pendulum mass of 3.3 kg.
Statistical Analysis

Normal density functions were fit for the predicted values of proximal tibial force for the unbooted and booted configurations to display graphically the predicted tibial force across the loading range. In order to ensure that the datasets for both configurations were sufficiently different, the Student’s t-test was used to confirm whether the two datasets were statistically different from each other. This statistical analysis was performed in MATLAB (R2019a, The MathWorks Inc., Natick, MA, United States) using a script that included the ttest2(x,y) function. A two-sample t-test was conducted to verify whether the means of normal distributions were equal for a 5% significance level.

RESULTS

AnUBIS Tests – Model Calibration

The hind-foot force of the unbooted FE model in AnUBIS predicted fairly the slope and phase of the experimental hindfoot force signal but only poorly the evolution of its magnitude (Figure 6). The combination of parameter values for plantar fascia and plantar tissue which resulted in the best match between simulation and experiment is shown in Table 3. The CORA metrics of the calibrated FE model (with the input parameters of Table 3) confirm the good fidelity of the FE model in both the unbooted and booted configurations (Table 4). The hind-foot force of the simulations with the calibrated FE model for unbooted and booted configurations is shown against the experimental signals in Figure 7.

Model Validation – Pendulum Tests

The proximal tibial force and the loading-plate force at the heel region predicted by the FE model were compared with the values reported by literature (Yoganandan et al., 1996; Gallenberger et al., 2013). In Yoganandan et al. (1996) the ballast mass was 16 kg and the leg was impacted at velocities between 3.3 and 7.6 m/s (Figure 8); no standard deviations were given. The experiment-FE percentage difference ranged between 0.20 and 16% for the proximal tibia and between 2.6 and 6.9% for the loading plate force.

Foot compression against proximal tibial force from the FE model simulations and the respective pendulum impact experimental corridors with three different pendulum masses reported in Gallenberger et al. (2013) are shown in Figure 8C. Foot compression was calculated as the distance between the medial malleolus and the loading plate in the FE model.

Protection Offered by the Combat Boot Across a Range of UBB Loading

The difference between the predicted proximal tibia peak force from the booted to the unbooted configuration was calculated to assess the protection offered by the Meindl combat boot. The difference peaked at the mid-velocity levels beyond which the difference reduced (Table 5). These results are presented using normal density functions in Figure 9. It was found that for combinations with impact velocities above 16 m/s, the risk of injury could not be reduced when the boot was incorporated (i.e., the injury risk remained at 100%). As a result, the predicted reduction in risk of injury to the calcaneus due to the presence of the combat boot for the first 15 combinations is shown in Table 6. It was found that the null hypothesis was rejected.

DISCUSSION

An FE model of the leg was developed and calibrated to simulate its response across a range of UBB loading. A sensitivity analysis study was performed to assess how variations in the model’s inputs could improve the agreement between the experimental measures and the predicted force from the numerical model. The spring stiffness assigned to the truss elements representing the plantar fascia and the Mooney-Rivlin constants in the material model for the plantar tissue were selected as the sensitivity analysis inputs. The calibrated model was able to predict the hindfoot force in a traumatic injury simulator set-up and the proximal pot force, loading-plate force, and compression of the foot in a pendulum set-up. This is the first UBB FE model that has been validated against two distinct sets of boundary conditions and against an independent test set up.

The evolution of the curve that relates foot compression with proximal pot force follows the trend that had been reported by Gallenberger et al. (2013) for impact velocities between 4 and 6 m/s. The FE model was developed with a single leg and calibrated using experimental data obtained with one specimen
selected to be as representative as possible of military personnel, a 50th percentile male with age at time of death of 35 years. The intention was to develop a patient-specific model so that model calibration and validation can be free of uncertainties due to anatomical variability. Specimens used in the pendulum tests had varying anthropometries and age at time of death, all of which were above 50 years old. The FE model for the pendulum tests over predicts the proximal tibia force for the lower values of foot compression, but is within the experimental values reported at the later stages of compression. Age-related tissue degeneration in the specimens used in the pendulum tests may be partly responsible for differences in the biomechanical response of the leg compared to that predicted by the FE model of a 35 years old. Additionally, there are notable differences in the anthropometries, mass properties and age at death between the specimens used in the (Yoganandan et al., 1996; Gallenberger et al., 2013) studies and the specimen geometry used in the computational model. Model calibration was performed through the prediction of load at the forefoot. The pendulum test data used in the validation process includes loading measurements at the proximal tibia. As a result, the divergence observed in the predicted force for lower values of compression can also be attributed to the lack of model calibration for foot compression and plantar flexion. The model performs well when conditions are closer to the UBB injury-inducing patterns that is study is exploring. In fact, at the later stages of compression and higher proximal pot force, the curves are within the experimental corridors reported by Gallenberger et al. (2013).

The combat boot was shown to reduce the proximal pot force between 12 and 14% for velocities below 16 m/s and for times to

---

**FIGURE 9** | Normal probability density functions for unbooted ($\mu = 12230.2; \sigma = 3624.45$) and booted ($\mu = 9764.52; \sigma = 2497.47$) were used to quantify the reduction of proximal tibia force across the range of input UBB loads. The null hypothesis was rejected – the means of the normal distributions for the unbooted and booted configurations were not equal for a 5% significance level (B).
peak above 5 ms. It was found that for cases with impact velocities above 16 m/s, the combat boot did not reduce sufficiently the predicted proximal tibia force and the probability of sustaining injury was 100%. In order to model the impact conditions of the experiments conducted with the traumatic injury simulator, only the combat boot layers were modeled in this study. While the effect that the upper boot and laces may have on the foot during UBB events is not known, its absence was not expected to affect the predictions of the model because there is very limited flexion of the ankle joint during loading from the upward moving plate and high-rate loading is transmitted axially from the vehicle structure through the combat boot layers and foot. There is a lack of studies that include an assessment of the performance of combat boots in high severity impacts. A recent study by Hampton et al. (2019) included the measurement of peak upper tibia force for an impact with and without McRae combat boots. For an impact with a peak impact velocity of 10 m/s, the upper tibia peak force was found to be 12100 N for the unbooted configuration which would equate to an injury risk probability of 82 and 47% for minor and major calcaneal injuries, respectively. The upper tibia peak force found for the booted configuration was 7540 N which equates to an injury risk probability of 23 and 3% for minor and major calcaneal injuries, respectively. The reported peak tibia force indicates that this model is operating within a sensible range.

The normal density function fit was used as a tool to quantify the reduction of proximal tibia force across the range of input UBB loads. A shift to lower peak axial forces was observed for the booted configuration. The injury-risk reduction was more significant for low severity impacts with times to peak above 5 ms. For the simulations with impact velocity velocities higher than 17.5 m/s there was no reduction in injury risk offered by the combat boot. These findings are consistent with previous studies (Perry et al., 2014; Hampton et al., 2019) that found a notable decrease in peak force and peak strain at lower peak impact velocities and when a combat boot was incorporated. These results are specific to the combat boot type and model used. Although additional simulations need to be run to define the region where current combat boots offer effective protection, this model provides a quantitative measure of the performance of combat boots and allows the incorporation of additional combat boot models.

CONCLUSION

A validated FE model of the leg was developed to explore the mechanisms of injury during UBB events in detail and to serve as a tool to characterize the protection offered by blast mitigation systems. This new computational model allows the prediction of injury risk within a range of UBB loading and can be utilized to incorporate other types of mitigation systems.
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