Abstract

Boundary analysis is developed for a rich class of generally infinite weighted graphs with compact metric completions. These graph completions have totally disconnected boundaries. The classical notion of \( \epsilon \)-components and the existence of suitable measures are used to construct generalized Haar bases and Hilbert spaces of functions on the boundaries. Suitable exit measures are constructed and analyzed using harmonic functions.

Keywords: totally disconnected metric graph boundary, generalized Haar basis, harmonic functions on graphs, Dirichlet to Neumann map

MSC-class: 34B45 (primary, 05C63, 51F99 (secondary)
1 Introduction

Let $G$ denote a connected, locally finite metric graph with a countable vertex set $V_G$ and edge set $E_G$. Our focus is primarily on infinite graphs $G$, although finite graphs are not excluded. Edges $e \in E_G$ are assigned a length $l_e$ and are identified with a real interval $[a_e, b_e]$ of length $l_e$. In this work $0 < l_e < \infty$. The lengths of edges and their subsets are extended to path lengths by addition as usual. The distance $d(x_1, x_2)$ between points $x_1$ and $x_2$ in $G$ is defined as the infimum of the lengths of paths joining $x_1$ and $x_2$.

The boundary $\partial G$ of $G$ is defined to be the set of vertices with degree 1. (This definition will later be extended for explicitly finite graphs.) Define the interior $G_{\text{int}}$ of $G$ to be the complement of the boundary vertices. As a metric space, $G$ has a completion $\overline{G}$, which is assumed to be compact. The boundary of $\overline{G}$ will be $\partial \overline{G} = \overline{G} \setminus G_{\text{int}}$.

This work treats two types of questions. The first aims to understand which compact metric graph completions $\overline{G}$ have totally disconnected boundary $\partial \overline{G}$. One result is that $\partial \overline{G}$ is totally disconnected if and only if $\overline{G}$ is weakly connected, which means that any two distinct points of $\overline{G}$ can be separated by the removal of a finite set of points from $G$. Another result shows that $\partial \overline{G}$ is totally disconnected if and only if $\overline{G}$ is homeomorphic to its end compactification. Totally disconnected compact metric spaces have a rich collection of clopen sets, that is sets which are both open and closed. This fact is an essential element of the subsequent analysis.

The second type of question considers the foundations for function theory on the boundary $\partial G$. When $\partial \overline{G}$ is totally disconnected, several constructions from the theory of totally disconnected compact metric spaces can be used to good effect. The classical notion of $\epsilon$-components provides a canonical sequence of nested partitions of $\partial \overline{G}$, each partition consisting of finitely many clopen sets. Given a measure $\mu$ on $\partial \overline{G}$ which is positive on nonempty clopen sets, one may construct a generalized Haar basis from functions which are constant on the sets of the partition, yielding an orthonormal basis for the Hilbert space $L^2(\mu)$.

The developments continue by exploiting work on the Dirichlet problem [2, 3]. The Dirichlet to Neumann map is used to construct exit measures on $\partial \overline{G}$ which are suited to the earlier Hilbert space constructions. Exit measures are shown to assign positive weight to nonempty clopen sets. Compressed Dirichlet to Neumann maps based on finite clopen partitions of the boundary $\partial \overline{G}$ are the limits of corresponding maps on finite subgraphs of $G$. 

2
Metric graphs $G$ are closely related to reversible Markov chains and resistor networks, which have an extensive probability literature \[6, 16, 19\]. Probabilistic considerations lead to a general boundary theory, which seems rather abstract. Here, harmonic functions and metric space methods are used to develop our main themes linking totally disconnected boundaries, Hilbert spaces of functions on the boundary, and the generalized Haar bases suitable for multiresolution analysis. Work with overlapping themes can be found in \[14\], where there is an extensive analysis for tree networks using probabilistic methods.

The last section of this work will make use of results from \[2, 3\]. Note that Proposition 4.8 in \[3\] is not correct, but this does not effect the rest of the work. The author gratefully acknowledges an assist from Greg Morrow, who pointed out the relevance of Kakutani’s Theorem \[13\].

## 2 Metric graph boundary

The metric graph completions $\overline{G}$ studied here will satisfy two main conditions. First, $\overline{G}$ is compact. Since $G$ must be totally bounded, $\overline{G}$ is compact if and only if for every $\epsilon > 0$ there is a subgraph $G_0$ of $G$, with finitely many edges and vertices, such that for every $y \in G$ there is an $x \in G_0$ with $d(x, y) < \epsilon$.

The second condition is that $\overline{G}$ is weakly connected. This less standard condition means that for every pair of distinct points $x, y \in G$, there is a finite set of points $W = \{w_1, \ldots, w_K\}$ in the graph $G$ separating $x$ from $y$. That is, there are disjoint open sets $U_x, V_y$ with $x \in U$ and $y \in V$ such that $G \setminus W = U_x \cup V_y$.

Metric graphs $G$ with finite volume, that is $\sum_{e \in E_G} l_e < \infty$, have compact and weakly connected completions \[2\]. Completions of metric trees are weakly connected, so if compact (which is not always the case), they satisfy our conditions. The finite volume condition is not necessary; in particular it is easy to construct metric trees having infinite volume, but with compact completions.

A key role in the analysis of $\overline{G}$ and $\partial \overline{G}$ is played by the rich collection of clopen sets in $\partial \overline{G}$, that is subsets of $\partial \overline{G}$ which are both open and closed. The discussion begins with a result about partitions of a totally disconnected compact metric space $\Omega$. The boundary $\partial \overline{G}$ is a closed set, so $\partial \overline{G}$ is compact if $\overline{G}$ is.

Suppose $\mathcal{E}_1$ and $\mathcal{E}_2$ are partitions of $\Omega$. Partition $\mathcal{E}_2$ is a refinement of $\mathcal{E}_1$.
if each set in $\mathcal{E}_2$ is a subset of a set in $\mathcal{E}_1$. A version of the next result is in [12, p. 97].

**Proposition 2.1.** Suppose $\Omega$ is a totally disconnected compact metric space. For any $\epsilon > 0$, there is a finite partition $\mathcal{E} = \{E(n), n = 1, \ldots, N\}$ of $\Omega$ by clopen sets such that the diameter of each $E(n) \in \mathcal{E}$ is less than $\epsilon$.

There is a sequence $\{\mathcal{E}_j, j = 1, 2, 3, \ldots\}$ of partitions of $\Omega$ by clopen sets, with $\mathcal{E}_{j+1}$ a refinement of $\mathcal{E}_j$, such that the diameter of each set in $\mathcal{E}_j$ is less than $2^{-j}$.

The next result characterizes the compact completions $\mathcal{G}$ with totally disconnected boundary. Introduce the notation $B_{\epsilon}(z)$ for the open ball of radius $\epsilon > 0$ centered at $z \in \mathcal{G}$, while the $\epsilon$ neighborhood of a set $E \subset \mathcal{G}$ is

$$N_{\epsilon}(E) = \bigcup_{z \in E} B_{\epsilon}(z).$$

**Theorem 2.2.** If $\mathcal{G}$ is compact, then $\partial \mathcal{G}$ is totally disconnected if and only if $\mathcal{G}$ is weakly connected.

**Proof.** From the definition of weakly connected graph completions, if $x$ and $y$ are distinct points in $\partial \mathcal{G}$, they are in the distinct clopen sets $U_x \cap \partial \mathcal{G}$ and $V_y \cap \partial \mathcal{G}$. Since $U_x \cup V_y = \partial \mathcal{G}$, $x$ and $y$ lie in distinct connected components. The boundary $\partial \mathcal{G}$ is thus totally disconnected if $\mathcal{G}$ is weakly connected.

Assume now that $\mathcal{G}$ is compact with a totally disconnected boundary. Consider distinct points $x, y$ in $\mathcal{G}$. If either $x$ or $y$ is a point of $\mathcal{G}$, they are easily separated by the removal of a finite set of points in $\mathcal{G}$. If both $x$ and $y$ belong to $\partial \mathcal{G}$, then by Proposition 2.1 there are disjoint clopen sets $E_x, E_y$ with $x \in E_x, \ y \in E_y$, and $E_x \cup E_y = \partial \mathcal{G}$. Since $E_x$ and $E_y$ are compact and disjoint in $\mathcal{G}$, the neighborhoods $N_{\epsilon}(E_x)$ and $N_{\epsilon}(E_y)$ are disjoint if $\epsilon > 0$ is sufficiently small [15, p. 86].

Since $\mathcal{G}$ is compact, the set $\mathcal{G} \setminus [N_{\epsilon}(E_x) \cup N_{\epsilon}(E_y)]$ is contained in a set $S$ which is the union of finitely many closed edges of $\mathcal{G}$. Define

$$U_x = N_{\epsilon}(E_x) \setminus S, \quad U_y = N_{\epsilon}(E_y) \setminus S.$$ 

Since $x, y \in \partial \mathcal{G}$, these sets are still open neighborhoods of $x, y$ respectively.

Let $W$ be the set of vertices in $S$, and let $V$ be the complement of $U_x$ in $\mathcal{G} \setminus W$. $V$ is open since it is the union of $U_y$ and the collection of open edges of $S$. The sets $U_x, V$ provide the desired separation of $x$ and $y$ by a finite set $W$ of points from $\mathcal{G}$, showing that $\mathcal{G}$ is weakly connected. \qed
Theorem 2.3. Assume that the metric graphs $G_1, G_2$ have the same vertex and edge sets, but possibly different edge lengths. Suppose the metric completions $\overline{G}_1, \overline{G}_2$ are both compact, while $G_1$ has finite volume. Then $\overline{G}_1$ and $\overline{G}_2$ are homeomorphic if and only if $\overline{G}_2$ is weakly connected.

Proof. First, suppose $\overline{G}_1$ and $\overline{G}_2$ are homeomorphic. Since $\overline{G}_1$ is weakly connected [2, Thm 2.9], any distinct points $x, y$ in $\overline{G}_1$ may be separated by the removal of a finite set of points in $G_1$. This separation is preserved under homeomorphism, so $\overline{G}_2$ is weakly connected.

In the other direction, assume $\overline{G}_2$ is weakly connected. Without loss of generality, assume that for each edge, the length in $G_1$ is smaller than the length of the corresponding edge in $G_2$.

Suppose a (directed) edge $e \in G_1$ is identified with a copy of $[0,a_e]$, while the corresponding edge in $G_2$ is identified with a copy of $[0,b_e]$. The map $\phi : G_2 \to G_1$ which is the identity on vertices, but takes $x \in [0,b_e]$ to $a_e x/b_e \in [0,a_e]$ is a distance reducing continuous bijection. Since $\phi$ is uniformly continuous, it extends continuously [18, p. 149] to a map $\phi : \overline{G}_2 \to \overline{G}_1$ which is also distance reducing.

If $x_1 \in \overline{G}_1 \setminus G_1$, then there is a sequence $s_1 = \{v_k\}$ of vertices in $G_1$ with limit $x_1$. The sequence $s_1$ lifts to a sequence $s_2 = \{\phi^{-1}(v_k)\}$ in $G_2$. Since $\overline{G}_2$ is compact, $s_2$ has a subsequence $s_3$ with a limit $y \in \overline{G}_2$. Since $\phi$ is distance reducing, $\phi(y)$ must be the limit of the subsequence $\phi(s_3)$ of $s_1$. That is, $\phi(y) = x_1$, and $\phi : \overline{G}_2 \to \overline{G}_1$ is surjective.

Suppose $y_1, y_2$ are distinct points in $\partial \overline{G}_2$. Since $\overline{G}_2$ is weakly connected, there is a finite set of points $W = \{x_1, \ldots, x_K\} \subset G_2$ separating $y_1$ and $y_2$. Let $U, V$ be disjoint and open, with $U \cup V = \overline{G}_2 \setminus W$, and with $y_1 \in U$ and $y_2 \in V$. For any $\epsilon > 0$ there are points $\xi_1, \xi_2 \in G_2$ such that $\xi_1 \in U$, $\xi_2 \in V$, $d_2(\xi_1, y_1) < \epsilon$ and $d_2(\xi_2, y_2) < \epsilon$. Let $\{e_j, j = 1, \ldots, J\} \subset G_2$ be the set of edges containing at least one point $x_k \in W$. If $\epsilon$ is sufficiently small, any path from $\xi_1$ to $\xi_2$ must include at least one edge $e_j$.

Since $\phi(e_j) \subset \overline{G}_1$, there is a $\sigma > 0$ such that $d_1(\phi(\xi_1), \phi(\xi_2)) > \sigma$. Pick $\epsilon < \sigma/2$. Since $\phi$ is distance reducing, $d_1(\phi(y_1), \phi(\xi_1)) < \epsilon$ and $d_1(\phi(y_2), \phi(\xi_2)) < \epsilon$, so

\[ d_1(\phi(y_1), \phi(y_2)) > \sigma - 2\epsilon > 0, \]

and $\phi : \overline{G}_2 \to \overline{G}_1$ is injective.

Since a continuous bijection of compact metric spaces is a homeomorphism [15, p. 94] [12, p. 103], $\phi$ is a homeomorphism. 

\[ \square \]
Georgakopoulos [9, Thm 1.1] recognized that completions $\overline{\mathcal{G}}$ with finite volume are homeomorphic to the end compactification [5, p.226] of $\mathcal{G}$, a compactification developed in [8] and [11]. The next corollary follows from Theorem 2.3 and this result.

**Corollary 2.4.** $\overline{\mathcal{G}}$ is homeomorphic to the end compactification of $\mathcal{G}$ if and only if $\overline{\mathcal{G}}$ is compact and weakly connected.

Again assume that $\mathcal{G}$ is compact and weakly connected. For $\epsilon > 0$ let $\mathcal{G}_\epsilon$ denote the finite subgraph of $\mathcal{G}$ whose (closed) edges are those containing a point whose distance from $\partial \mathcal{G}$ is at least $\epsilon$. The vertices of $\mathcal{G}_\epsilon$ are inherited from these edges. Define the relative boundary of $\mathcal{G}_\epsilon$ in $\mathcal{G}$ to be the set of vertices $v \in \mathcal{G}_\epsilon$ such that either (i) $v$ is a leaf of $\mathcal{G}$, or (ii) $v$ has an incident edge $e_v \in \mathcal{G} \setminus \mathcal{G}_\epsilon$.

As noted in the proof of Theorem 2.2 if $\mathcal{E} = \{E(n), n = 1, \ldots, N\}$ is any finite partition of $\partial \mathcal{G}$ by clopen sets, and $\epsilon > 0$ is sufficiently small, then the $\epsilon$ neighborhoods $N_\epsilon(E(n))$ are pairwise disjoint.

**Proposition 2.5.** Suppose $\mathcal{E} = \{E(n), n = 1, \ldots, N\}$ is a finite partition of $\partial \mathcal{G}$ by clopen sets, while $\epsilon > 0$ is sufficiently small. Then every point $v$ in the relative boundary of $\mathcal{G}_\epsilon$ is connected to $\partial \mathcal{G}$ by a path $\gamma$ containing no edge of $\mathcal{G}_\epsilon$, and every such path starting at $v$ lies in the same set $N_\epsilon(E(n))$.

**Proof.** In case (i), $v \in \partial \mathcal{G}$ and the only such path is the trivial path $\gamma(t) = v$.

Suppose (ii) holds. Since $v$ has an incident edge which is not in $\mathcal{G}_\epsilon$, $v$ has distance less than $\epsilon$ from $\partial \mathcal{G}$. That is, $v \in N_\epsilon(E_n)$ for some $n$, and there is a path $\gamma$ from $v$ to $\partial \mathcal{G}$ in $N_\epsilon(E_n)$. If $\gamma_1$ is another path from $v$ to $\partial \mathcal{G}$ containing no edge of $\mathcal{G}_\epsilon$, then every point of $\gamma_1$ has distance less than $\epsilon$ from $\partial \mathcal{G}$, so stays in the set $N_\epsilon(E_n)$.

\[\square\]

### 3 Partitions and orthonormal bases

Partitions and nested sequences of partitions play an important role in developing function theory for $\partial \mathcal{G}$. The developments in this section apply to compact, totally disconnected metric spaces $\Omega$, not just $\partial \mathcal{G}$. For such spaces $\Omega$ there is a canonical procedure providing a nested sequence of partitions.

Using an idea that apparently goes back at least to G. Cantor [12, p. 108], define an $\epsilon$-chain from $y_1$ to $y_2$ to be a finite sequence of points $x_k$,
Suppose Ω is a nonempty, compact, totally disconnected metric space. For each ε > 0 the set \( C_ε \) of ε-components is a finite partition of Ω by clopen sets. If \( \epsilon < \sigma \), then \( C_ε \) is a refinement of \( C_σ \). The maximum diameter of a set in \( C_ε \) has limit zero as \( \epsilon \to 0^+ \).

**Proof.** As noted above, the ε-components are clopen. Since Ω is compact and \( C_ε \) is a partition of Ω by open sets, the set \( C_ε \) is finite.

If \( \epsilon < \sigma \) and \( E \in C_ε \), then \( E \) is contained in the \( \sigma \)-component of its elements, so \( C_ε \) is a refinement of \( C_σ \).

Finally, using Proposition 2.1 for any \( \sigma > 0 \) there is a finite partition \( \mathcal{E} = \{ E(n), n = 1, \ldots, N \} \) of Ω by clopen sets such that the diameter of each \( E(n) \in \mathcal{E} \) is less than \( \sigma \). Since \( E(n), E(n)^c \) are compact, for \( x \in E(n) \) and \( y \in E(n)^c \), \( r_n = \min d(x, y) > 0 \). Let \( r = \min_n r_n \) and \( \epsilon = \min(r, \sigma) \). Each set in \( E \in C_ε \) is contained in one \( E(n) \), so \( \text{diam}(E) \leq \sigma \). □

A sequence of partitions \( \mathcal{E} = \{ \mathcal{E}_n, n = 0, 1, 2, \ldots \} \) is nested if each partition \( \mathcal{E}_{n+1} \) is a refinement of \( \mathcal{E}_n \). By using ε-components one may identify a canonical sequence of partitions of Ω by clopen sets. Since the number \( \eta(\epsilon) \) of ε-components is increasing as \( \epsilon \to 0^+ \), there is a (possibly finite) decreasing sequence \( \alpha(k) \) listing the values of \( \epsilon \) where the size of the partition increases, with each number appearing with suitable multiplicity.

Define the separation of two disjoint compact sets \( K_1, K_2 \) in Ω to be

\[ s(K_1, K_2) = \min(x_1, x_2), \quad x_1 \in K_1, x_2 \in K_2. \]

Since the sets are compact and disjoint, the minimum is achieved and positive.

**Proposition 3.2.** If Ω is a nonempty, compact, totally disconnected metric space, the number of ε-components is continuous from the left,

\[ \lim_{\epsilon \downarrow \epsilon_0} \eta(\epsilon) = \eta(\epsilon_0). \]
Proof. Suppose
\[ \eta_1 = \inf_{\epsilon < \epsilon_0} \eta(\epsilon). \]
Recall that the \( \epsilon \)-components grow, in the sense of inclusion, as \( \epsilon \) increases. Thus there is some \( \epsilon_1 < \epsilon_0 \) such that the set \( \{ E(n), n = 1, \ldots, \eta_1 \} \) of \( \epsilon \)-components does not change if \( \epsilon_1 < \epsilon < \epsilon_0 \). This implies that for all \( E(n) \), the separation of \( E(n) \) from \( E(n)^c \) is at least \( \epsilon_0 \). But then the number of \( \epsilon \)-components does not decrease if \( \epsilon = \epsilon_0 \).

As the canonical sequence, take the partitions \( \mathcal{E}_0 = \Omega \), and for \( n = 1, 2, 3, \ldots \) let \( \mathcal{E}_n = \mathcal{C}_{\alpha(k)} \).

For a partition \( \mathcal{E} = \{ E(m), m = 1, \ldots, M \} \) of \( \Omega \) by clopen sets, let \( \mathbb{V}_\mathcal{E} \) denote the vector space spanned by the characteristic functions of the sets \( E(m) \in \mathcal{E} \). If \( \mathcal{E} \) is a nested sequence of partitions, then \( \mathbb{V}_{\mathcal{E}_n} \subset \mathbb{V}_{\mathcal{E}_{n+1}} \); let \( \mathbb{V}_\mathcal{E} \) denote the vector space \( \mathbb{V}_\mathcal{E} = \bigcup_{n=0}^{\infty} \mathbb{V}_{\mathcal{E}_n} \).

If \( \mathcal{E} \) is a nested sequence of finite partitions by clopen sets, let \( B \) denote the collection of sets consisting of finite unions of sets in any of the partitions \( \mathcal{E}_n \). If \( S \in B \) is a finite union of sets from the partitions, then \( S \) can be written as the finite union of sets from a single sufficiently fine partition \( \mathcal{E}_N \). Since \( \mathcal{E}_N \) is a finite partition by clopen sets, the complement of \( S \) is also in \( B \). Since \( B \) is closed under finite unions and complements, \( B \) an algebra of sets [7, p. 20]. Borrowing a term from calculus, let the mesh of the partition \( m_n \) be the maximum of the diameters of the sets \( E(m, n) \in \mathcal{E}_n \).

**Theorem 3.3.** Assume \( \Omega \) is a nonempty, compact, and totally disconnected metric space with a nested sequence \( \mathcal{E} \) of finite partitions by clopen sets. If \( \lim_{n \to \infty} m_n = 0 \), then (i) the uniform closure of \( \mathbb{V}_\mathcal{E} \) is the set of continuous functions on \( \Omega \), and (ii) the \( \sigma \)-algebra \( \mathcal{B} \) generated by \( B \) is the Borel sets of \( \Omega \).

**Proof.** Since the sets in the partitions are clopen, the functions in \( \mathbb{V}_\mathcal{E} \) are continuous. Moreover, \( \mathbb{V}_\mathcal{E} \) is an algebra with operations of pointwise addition and multiplication. Since \( \lim_{n \to \infty} m_n = 0 \), the algebra separates points and does not vanish anywhere. Thus (i) holds by the Stone-Weierstrass Theorem.

Each set in \( B \) is open, so \( B \) is a subset of the Borel sets. Suppose \( K \) is a closed set in \( \Omega \). For a positive integer \( N \), chose a partition \( \mathcal{E}_n \) with \( m_n < 1/N \). Cover \( K \) with those sets from \( \mathcal{E}_n \) which contain at least one point of \( K \). This cover \( U_N \) is a set in \( B \). Since \( K \) is compact, the distance from a point \( x \) to \( K \) is positive for each point \( x \) in the complement of \( K \). Thus \( K = \bigcap_{N=1}^{\infty} U_N \), and the \( \sigma \)-algebra \( \mathcal{B} \) contains all the closed subsets of \( \Omega \), establishing (ii). \( \square \)
One would like to use $V_E$ to construct a Hilbert space of functions on $\Omega$. If $\Omega$ comes equipped with a measure $\mu$, the space $L^2(\mu)$ is an obvious candidate. The next result shows that a suitable measure $\rho$ may be constructed from a nested sequence of partitions such as the canonical sequence from Proposition 3.1.

Letting $E_0 = \Omega$, define $\rho(\emptyset) = 0$ and $\rho(E_0) = 1$. Proceeding inductively, suppose $E \in \mathcal{E}_n$, and $\{E(m), m = 1, \ldots, M\}$ is the partition of $E$ by sets $E(m) \in \mathcal{E}_{n+1}$. Equally distribute the measure of $E$ to the sets $E(m)$ by defining $\rho(E(m)) = \rho(E)/M$. If $S$ is in the algebra $B$ of finite unions of sets in the partitions $\mathcal{E}_n$, then as above $S$ is the union of finitely many sets $S_k$ from a single partition $\mathcal{E}_N$. The definition $\rho(S) = \sum_k \rho(S_k)$ will not depend on the selected partition $\mathcal{E}_N$.

**Theorem 3.4.** Assume that $\Omega$ is a nonempty, compact and totally disconnected metric space, with a nested sequence $E = \{\mathcal{E}_n\}$ of finite partitions by clopen sets. Suppose $\lim_{n \to \infty} m_n = 0$. The function $\rho : B \to \mathbb{R}$ extends to a Radon measure $\rho$ on $\Omega$, with $\rho(I) > 0$ for every nonempty clopen set $I \subset \Omega$. The vector space $V_E$ is dense in $L^2(\rho)$.

**Proof.** The approach follows [7].

Suppose $\{S_j\}$ is a sequence of disjoint sets from $B$ such that $S = \bigcup_{j=1}^{\infty} S_j \in B$. Every $S \in B$ is a clopen subset of $\Omega$. Since the sets $S_j$ are disjoint and $S$ is compact, the cover by $\{S_j\}$ is a finite cover, and $\rho(\bigcup_j S_j) = \sum_j \rho(S_j)$. Thus $\rho$ is a premeasure on $B$. By Theorem 3.3 the sigma algebra $\mathcal{B}$ generated by $B$ is the Borel sets of $\Omega$. Thus [7, p. 30] $\rho$ has a unique extension to a Borel measure (also called $\rho$) on $\Omega$.

Suppose $I \subset \Omega$ is clopen, with $x \in I$. Since $I$ is open, there is a clopen set $U_x \in B$ containing $x$ and contained in $I$, so that $0 < \rho(U_x) \leq \rho(I)$.

By [7, p. 210] the measure $\rho$ is a Radon measure, and the continuous functions on $\Omega$ are dense in $L^2(\rho)$. By Theorem 3.3 any continuous function on $\Omega$ may be uniformly approximated by functions in $V_E$, so $V_E$ is dense in $L^2(\rho)$.

Suppose $\Omega$ and $E$ are as in Theorem 3.4. Consider any positive Borel measure $\mu$ on $\Omega$, with $\mu(\Omega) < \infty$ and $\mu(E) > 0$ for each $E \in \mathcal{E}_n$. The $L^2(\mu)$ inner product $\langle f, g \rangle_\mu = \int fg d\mu$ can be used to construct a generalized Haar basis on $V_E = \bigcup_{n=0}^{\infty} V_n$. A more general treatment, examining function theory in some depth, can be found in [10].
The construction of the orthonormal basis \( \{\chi_{m,n}\} \) for \( V_E \) is inductive, starting with \( \chi_{0,0} = 1_\Omega \mu(\Omega)^{-1/2} \). Suppose \( E \in \mathcal{E}_n \), and \( \{E(m), m = 1, \ldots, M\} \) is the partition of \( E \) by sets \( E(m) \in \mathcal{E}_{n+1} \). The \( L^2(\mu) \) inner product on the span of the functions \( 1_{E(m)} \) gives
\[
\langle 1_{E(j)}, 1_{E(k)} \rangle = \begin{cases} 
\mu(E(k)), & j = k, \\
0, & j \neq k 
\end{cases}
\]
Applying the Gram-Schmidt process to \( 1_E, 1_{E(1)}, \ldots, 1_{E(K-1)} \) to obtain \( K \) orthonormal functions, with the first function in \( V_n \) and the remaining \( K - 1 \) functions in \( V_{n+1} \) and orthogonal to \( V_n \).

Let \( \chi_{m,n} \) denote the constructed orthonormal basis of \( V_E \). The linear span of \( \chi_{m,k} \) for \( k \leq n \) includes the characteristic function of each \( E \in \mathcal{E}_n \), so the span is \( V_E \). In addition \( \lim_{n \to \infty} m_n = 0 \), so by Proposition 3.3 the linear span of the \( \chi_{m,n} \) is uniformly dense in the continuous functions, giving the next result.

**Proposition 3.5.** Assume that \( \Omega \) is a nonempty, compact and totally disconnected metric space, with a nested sequence \( \mathcal{E} = \{\mathcal{E}_n\} \) of finite partitions by clopen sets. Suppose \( \lim_{n \to \infty} m_n = 0 \). Assume \( \mu \) is a positive finite Borel measure on \( \Omega \) with \( \mu(E) > 0 \) for each \( E \in \mathcal{E}_n \). Then the basis \( \{\chi_{m,n}\} \) is a complete orthonormal basis for \( L^2(\mu) \).

### 4 Dirichlet to Neumann map

Given a Hilbert space basis such as \( \{\chi_{m,n}\} \), it is natural to look for distinguished operators \( L \) on \( L^2(\mu) \). The values \( \alpha(k) \) where the number of \( \epsilon \)-components changes provides a decreasing positive sequence with limit zero and finite multiplicity. By a rough analogy with differential operators, one might consider \( \lambda_0 = 0, \lambda_k = 1/\alpha(k) \) as eigenvalues for \( L \), with eigenfunctions \( \{\chi_{m,n}\} \). This obviously encodes geometric data in the eigenvalue sequence. To reflect more of the structure of \( \tilde{G} \), the Dirichlet to Neumann map for harmonic functions on \( \tilde{G} \) will be used below to identify additional boundary measures, which can play a role similar to that of \( \rho \) in Theorem 3.4 and Proposition 3.5.

A continuous function \( f : \tilde{G} \to \mathbb{R} \) is harmonic on \( \mathcal{G}_{\text{int}} \) if (i) \( f'' = 0 \) on each edge \( e \in \mathcal{E}_G \), and (ii) at each vertex \( v \in \mathcal{G}_{\text{int}} \) the derivative condition
\[
\sum_{e \sim v} \partial_v f_e(v) = 0,
\]
holds, where the sum is taken over edges incident on \( v \), denoted \( e \sim v \). Recall that each edge \( e \) is identified with an interval \([a_e, b_e]\). Here, \( \partial_v f_e \) denotes the derivative of \( f \) along the edge \( e \) when \( v \) is identified with \( b_e \). (This choice is made for consistency with [3]. The opposite sign is chosen in [1, p. 88].)

Since \( f \) is continuous at \( v \) and linear on edges \( e \) incident on \( v \),

\[
f_e(a_e) = f(v) - \partial_v f_e(v)(b_e - a_e),
\]
or

\[
\frac{f_e}{l_e} = \frac{f(v)}{l_e} - \partial_v f_e(v).
\]

Using \( C_e = (b_e - a_e)^{-1} = l_e^{-1} \) and adding gives

\[
f(v) = \left( \sum_{e \sim v} C_e^{-1} \right) \sum_{e \sim v} C_e f_e(a_e). \tag{4.2}
\]

Thus the definition of harmonic functions here is consistent with the definition commonly used for resistor networks and reversible Markov chains [6, p. 46]. Since \( f(v) \) is a weighted average of the neighboring values \( f(a_e) \) for each \( v \in G_{\text{int}} \), \( f \) satisfies the maximum principle: that is, the minimum or maximum of \( f \) is achieved on \( \partial \overline{G} \), and if \( G_{\text{int}} \) is connected then \( f \) can only have a minimum or maximum at a point \( x \in G_{\text{int}} \) when \( f \) is constant.

The subsequent developments build on [3], where somewhat more general problems were treated. In the context of this work, [3, Thm 2.7] has the following conclusion, showing that the Dirichlet problem is solvable. In that work \( \partial \overline{G} \cap G \) was the set of vertices of degree one.

**Theorem 4.1.** If \( \overline{G} \) is weakly connected and compact, then every continuous function \( F : \partial \overline{G} \to \mathbb{R} \) has a unique extension to a continuous function \( f : \overline{G} \to \mathbb{R} \) that is harmonic on \( G_{\text{int}} \).

In [2, 3] a central role is played by an algebra \( \mathcal{A} \) of 'eventually flat' functions. These are functions \( \phi : \overline{G} \to \mathbb{R} \) which are continuous, infinitely differentiable on the open edges of \( G \), with \( \phi' = 0 \) in the complement of a finite collection of edges, and in an open neighborhood of each vertex \( v \in G \). The following fact about \( \mathcal{A} \) is from [2, Lem. 3.5].

**Proposition 4.2.** Suppose \( \overline{G} \) is weakly connected. If \( \Omega \) and \( \Omega_1 \) are disjoint compact subsets of \( \overline{G} \), then there is a function \( \phi \in \mathcal{A} \) such that \( 0 \leq \phi \leq 1 \),

\[
\phi(x) = 1, x \in \Omega, \quad \phi(x) = 0, x \in \Omega_1.
\]

A class of functions similar to \( \mathcal{A} \), and its relation to the end compactification of a graph, appeared previously in [4].
4.1 Dirichlet to Neumann map for finite graphs

Suppose $G_0$ is a finite metric graph without isolated vertices and at least two edges. If $G_0$ is a subgraph of $G$, one may wish to include in $\partial G_0$ those vertices with incident edges from both $G_0$ and its complement. With this in mind, let $\partial G_0$ to be any fixed set of vertices from $G_0$ which includes the vertices of degree 1.

Despite the more general definition of boundary vertices for $G_0$, Theorem 4.1 can be used to establish the existence and uniqueness of harmonic functions by a reduction to the previous case. Suppose $v \in \partial G_0$ with $\deg(v) = K$. Decouple the edges $e_k$ incident on $v$ by replacing $v$ with new and distinct vertices $v_k$, each now having degree 1. Doing this for each $v \in \partial G_0$ replaces $G_0$ with a new graph $G_1$ whose boundary vertices all have degree 1. If $U$ is a function on $\partial G_1$ with $U(v_1) = \cdots = U(v_K)$ for each $v \in \partial G_0$, then $U$ has a harmonic extension $u$ to $G_1$. By using the natural identifications, $u$ will also define a unique harmonic function on $G_0$ with the given values at $v \in \partial G_0$.

Simple calculus will lead to the definition and basic properties of the Dirichlet to Neumann map on finite graphs. If $f$ and $g$ have continuous second derivatives on each edge, are continuous at the vertices, and satisfy (4.1) at interior vertices, then integration by parts, together with the vertex conditions, gives

$$\int_{G_0} -f''g = -\sum_{v \in \partial G_0} \sum_{e \sim v} (\partial_v f_e(v))g(v) + \int_{G_0} f'g'. \tag{4.3}$$

Reversing the roles of $f$ and $g$ leads to

$$\int_{G_0} -f''g = \sum_{v \in \partial G_0} \sum_{e \sim v} [f(v)\partial_v g_e(v) - g(v)\partial_v f_e(v)] - \int_{G_0} fg''. \tag{4.4}$$

If $f'' = 0$, (4.3) becomes

$$\sum_{v \in \partial G_0} \sum_{e \sim v} (\partial_v f_e(v))g(v) = \int_{G_0} f'g', \tag{4.5}$$

while if $f'' = g'' = 0$, then (4.4) reduces to

$$\sum_{v \in \partial G_0} g(v) \sum_{e \sim v} \partial_v f_e(v) = \sum_{v \in \partial G_0} f(v) \sum_{e \sim v} \partial_v g_e(v). \tag{4.6}$$
For \( F : \partial G_0 \to \mathbb{R} \) with harmonic extension \( f \), the basic Dirichlet to Neumann map \( \Lambda \) is defined by

\[
\Lambda \mu F(v) = \sum_{e \sim v} \partial_{\nu} f_e(v), \quad v \in \partial G_0.
\]

Suppose now that \( \mu \) is a measure on \( \partial G_0 \) with \( \mu(v) > 0 \) for all \( v \in \partial G_0 \). The vector space \( V \) of real valued functions on \( \partial G_0 \) has \( \mu \) dependent inner products and Dirichlet to Neumann maps. If \( \partial G_0 = \{v_1, \ldots, v_N\} \) then an inner product on \( \partial G_0 \) is

\[
\langle F, G \rangle_{\mu} = \frac{1}{\mu(\partial G_0)} \sum_{v \in \partial G_0} F(v)G(v)\mu(v).
\]

If \( f \) is the harmonic extension of \( F \) to \( G_0 \), the \( \mu \) dependent Dirichlet to Neumann map is

\[
\Lambda \mu F(v) = \mu(v)^{-1} \sum_{e \sim v} \partial_{\nu} f_e(v), \quad v \in \partial G_0.
\]

With these definitions the Dirichlet to Neumann maps \( \Lambda \mu \) behave in the expected way.

**Proposition 4.3.** For a finite graph \( G_0 \) with boundary measure \( \mu \) the Dirichlet to Neumann map \( \Lambda \mu \) is self-adjoint and nonnegative.

**Proof.** The desired symmetry follows from [4.6],

\[
\langle \Lambda \mu F, G \rangle_{\mu} = \frac{1}{\mu(\partial G_0)} \sum_{v \in \partial G_0} [\mu(v)^{-1} \sum_{e \sim v} \partial_{\nu} f_e(v)]g(v)\mu(v)
\]

\[
= \frac{1}{\mu(\partial G_0)} \sum_{v \in \partial G_0} g(v)[\sum_{e \sim v} \partial_{\nu} f_e(v)] = \frac{1}{\mu(\partial G_0)} \sum_{v \in \partial G_0} f(v)[\sum_{e \sim v} \partial_{\nu} g_e(v)]
\]

\[
= \frac{1}{\mu(\partial G_0)} \sum_{v \in \partial G_0} f(v)[\mu(v)^{-1} \sum_{e \sim v} \partial_{\nu} g_e(v)]\mu(v) = \langle F, \Lambda \mu G \rangle_{\mu}.
\]

The lower bound for \( \Lambda \mu \) comes from [4.5] if \( f = g \) and \( f'' = 0 \). \( \square \)
Compressions of the Dirichlet to Neumann map can be associated to partitions of the graph boundary. These compressions will help with a comparison of the Dirichlet to Neumann maps on the boundary of a graph completion $\partial \overline{G}$ with the boundary of certain finite subgraphs. Suppose then that $\mathcal{E} = \{E(n), n = 1, \ldots, N\}$ is a partition of the boundary $\partial G_0$ of a finite graph. A subspace $\mathbb{V}_\mathcal{E}$ of $\mathbb{V}$ is given by the span of the characteristic functions of the sets $E(n)$. Functions $F \in \mathbb{V}_\mathcal{E}$ may be viewed as having domain $E$, with values $F(E(n))$. This subspace inherits the inner product

$$\langle F, G \rangle_{\mathcal{E}, \mu} = \frac{1}{\mu(\partial G_0)} \sum_n F(E(n))G(E(n))\mu(E(n)).$$

Let $P_\mathcal{E}$ denote the orthogonal projection from $\mathbb{V}$ to $\mathbb{V}_\mathcal{E}$. A compressed Dirichlet to Neumann map $\Lambda_{\mathcal{E}, \mu} : \mathbb{V}_\mathcal{E} \rightarrow \mathbb{V}_\mathcal{E}$ is then given by $P_\mathcal{E}\Lambda\mu P_\mathcal{E}$. Denote by $\Lambda_{\mathcal{E}, \mu} : \mathbb{V}_\mathcal{E} \rightarrow \mathbb{V}_\mathcal{E}$ the restriction of $P_\mathcal{E}\Lambda\mu P_\mathcal{E}$ to $\mathbb{V}_\mathcal{E}$. An orthonormal basis for $\mathbb{V}_\mathcal{E}$ is

$$\{1_{E(n)} \sqrt{\mu(\partial G_0)/\mu(E(n))}\},$$

so if $F \in \mathbb{V}_\mathcal{E}$ has harmonic extension $f$, the compressed map is

$$(\Lambda_{\mathcal{E}, \mu}F)(E(n)) = \mu(E(n))^{-1} \sum_{v \in E(n)} \sum_{e \sim v} \partial_v f_e(v).$$

As a compression of $\Lambda_\mu$, the map $\Lambda_{\mathcal{E}, \mu} : \mathbb{V}_\mathcal{E} \rightarrow \mathbb{V}_\mathcal{E}$ is self-adjoint and nonnegative.

### 4.2 Extension to infinite graphs

An alternate description of the Dirichlet to Neumann map $\Lambda_\mu$ facilitates an extension to infinite graphs. Suppose $f$ is continuous on finite graph $G_0$ and harmonic in the interior. Let $E$ be a subset of $\partial G_0$, with $E^c = \partial G_0 \setminus E$. Pick a smooth function $\phi : G_0 \rightarrow \mathbb{R}$ whose derivative, along each edge, vanishes at each vertex, with $\phi(v) = 1$ for $v \in E$, and $\phi(v) = 0$ for $v \in E^c$. Then (4.4) gives

$$-\int_{G_0} f\phi'' = \sum_{v \in E} \sum_{e \sim v} \partial_v f_e(v).$$

The left side of (4.10) is available if $\overline{G}$ is a compact, weakly connected metric graph completion and $E$ is a nonempty clopen subset of $\partial \overline{G}$. By Proposition 4.2 a function $\phi$ can be found in the algebra $\mathcal{A}$ of eventually flat functions, with $\phi(x) = 1$ for $x \in E$ and $\phi(x) = 0$ for $x \in E^c$. For a continuous
function $F : \partial \mathcal{G} \to \mathbb{R}$ with harmonic extension $f$, and a measure $\mu$ satisfying $\mu(E) > 0$, define the Dirichlet to Neumann map of $F$ on the set $E$ as

$$\Lambda_\mu F(E) = -\mu(E)^{-1} \int_\mathcal{G} f \phi''.$$  \hspace{1cm} (4.11)

**Lemma 4.4.** Assume that $E$ is a nonempty clopen subset of $\partial \mathcal{G}$, and $E^c = \partial \mathcal{G} \setminus E$. Suppose $F : \partial \mathcal{G} \to \mathbb{R}$ is continuous,

$$F(x) = 0, \ x \in E, \ F(x) > 0, \ x \in E^c,$$

and $f$ is the harmonic extension of $F$ to $\mathcal{G}$. If $\phi \in \mathcal{A}$ satisfies $\phi(x) = 1$ for $x \in E$ and $\phi(x) = 0$ for $x \in E^c$, and then

$$\int_\mathcal{G} f \phi'' > 0.$$  \hspace{1cm} (4.12)

**Proof.** The plan is to replace $\mathcal{G}$ with an approximating finite graph, where (4.11) can be used. Note that $f(x) > 0$ for $x \in \mathcal{G}$ since $f$ is a nonconstant harmonic function with nonnegative boundary values. With no loss of generality, assume that $\max_{x \in \mathcal{G}} f(x) = 1$. Begin by choosing $\epsilon > 0$ such that $\phi'(x) = 0$ when $d(x, \partial \mathcal{G}) < \epsilon$.

Since $\mathcal{G}$ is connected, the range of $f$ is $[0, 1]$. An argument by contradiction will show that if $t \in (0, 1)$ is close enough to 0, then $d(x, E) < \epsilon$ for every $x$ in the level set $f^{-1}(t)$. So assume there is a sequence $t_n \to 0$ and points $x_n \in f^{-1}(t_n)$ with $d(x_n, E) \geq \epsilon$. By compactness of $\mathcal{G}$ the sequence $\{x_n\}$ has a subsequential limit $z$, with $f(z) = 0$ by continuity of $f$. Since $z \notin E^c$ and $d(z, E) \geq \epsilon$, $z$ must be in $\mathcal{G}$, which is impossible.

Pick $t_0 \in (0, 1)$ so that for all $t$ with $0 < t < t_0$ the level sets $f^{-1}(t)$ lie in the $\epsilon$ neighborhood of $E$. Since the vertex set of $\mathcal{G}$ is countable, as is the set of edges $e$ where $f(x)$ is constant, it is possible to choose $t$ so $f^{-1}(t)$ contains no vertices, and (since $f$ is linear on each edge) no points $x$ with $f'(x) = 0$.

Next define a graph $\mathcal{G}_1$ whose vertices are (i) vertices of $\mathcal{G}$ in $f^{-1}((t, 1])$ and (ii) those points $x \in \mathcal{G}$ with $f(x) = t$. Edges of $\mathcal{G}_1$ include edges joining two vertices in $f^{-1}((t, 1])$. In addition, if an edge $e$ of $\mathcal{G}$ has vertices $v_1, v_2$ with $f(v_1) < t$ and $f(v_2) > t$, then replace $e$ with a new edge $e_1$ having vertices $x, v_2$ and add $e_1$ to $\mathcal{G}_1$.

Finally, trim $\mathcal{G}_1$ by retaining those edges, with their vertices, containing a point whose distance from $E^c$ is at least $\epsilon/2$. The resulting graph $\mathcal{G}_2$ includes
all points in $G$ where $\phi'' \neq 0$, so
\[
\int_G f\phi'' = \int_{G_2} f\phi''.
\]
If necessary $t$ may be reduced so that $t$ is the minimum of $f$ on $G_2$. Since $v \in f^{-1}(t)$ are the minima of $f$ on $G_2$, $\partial_v f(v) < 0$. Finally, (4.10) gives
\[
\int_{G_2} f\phi'' = - \sum_{v \in f^{-1}(t)} \sum_{e \sim v} \partial_v f_e(v) > 0.
\]

Theorem 3.4 established the existence of certain measures $\rho$ generated by nested sequences $E = \{E_n\}$ of finite clopen partitions of compact, nowhere dense sets $\Omega$, in particular for $\partial G$. Additional measures for $\partial G$ may be defined using (4.12) on an extended boundary for $G$.

Pick a vertex $w \in G$ which will be treated as an added and distinguished boundary vertex. To maintain focus on the original boundary, the new boundary will be denoted $\partial G \cup \{w\}$. The function $1_{\{w\}}$ defined on $\partial G \cup \{w\}$ will have a harmonic extension $f$ on the rest of $\overline{G}$. For a clopen set $E \in \partial G$, take $\phi \in A$ with $\phi(x) = 1$ in an open neighborhood of $E$ and $\phi(x) = 0$ in an open neighborhood of $E^c$ in $\{w\} \cup \partial G$. Define
\[
\nu_w(E) = \int_G f\phi''.
\]

Theorem 4.5. The function $\nu_w$ extends to a nonnegative Radon measure on $\partial G$, with $\nu_w(S) > 0$ for every nonempty clopen set $S \subset \partial G$.

Proof. With the adjusted boundary for $\overline{G}$, the positivity $\nu_w(E) > 0$ was established in Lemma 4.4

Let $B$ denote the algebra of clopen subsets of $\partial G$. Suppose $E$ is the union of a finite collection of disjoint clopen sets, $E = \bigcup_{n=1}^N E(n)$. There are functions $\phi_n \in A$ with $\phi_n(x) = 1$ in an open neighborhood of $E(n)$ and $\phi_n(x) = 0$ in an open neighborhood of $E^c$ in $\{w\} \cup \partial G$. Then (4.12) shows that
\[
\nu_w(E) = \int_G f\phi'' = \int_G f \sum_{n=1}^N \phi_n'' = \sum_{n=1}^N \nu_w(E(n)),
\]
and \( \nu_w \) is additive on \( B \). The \( \sigma \)-algebra \( B \) generated by \( B \) is the Borel subsets of \( \partial G \). As in Theorem 3.4, \( \nu_x \) has a unique extension to a nonnegative Radon measure on \( B \).

**Corollary 4.6.** Suppose \( w(1), w(2) \in G \). Then there is a \( C > 0 \) such that \( C \nu_w(1) \geq \nu_w(2) \) on \( \partial G \), so that \( \nu_w(1) \) and \( \nu_w(2) \) are mutually absolutely continuous.

**Proof.** Pick points \( w(1), w(2) \in G \). For \( j = 1, 2 \) let \( f_j \) be the harmonic extension of \( 1_{w(j)}: w(j) \cup \partial G \rightarrow \mathbb{R} \) to \( G \). Since \( 0 < f_1(v) < 1 \) for \( v \in G \), there is a positive \( C \) such that \( Cf_1(w(2)) - f_2(w(2)) > 0 \), while \( Cf_1 - f_2 = 0 \) on \( \partial G \). By Lemma 4.4 \( C \nu_w(1) - \nu_w(2) > 0 \) on each clopen subset of \( \partial G \).

A Radon measure \( \mu \) has the following regularity properties [7, p. 205]:

1. For all Borel sets \( S \), \[ \mu(S) = \inf \{ \mu(U), \text{\( U \) open and } E \subset U \} \],
2. For all open \( U \), \[ \mu(U) = \sup \{ \mu(K), \text{\( K \) compact and } K \subset U \} \].

Suppose \( K \subset \partial G \) is compact and \( \mu = C \nu_w(1) - \nu_w(2) \). By Proposition 2.1, for any open set \( U \) containing \( K \) there is a clopen set \( E \subset U \) containing \( K \). By (i), \( \mu(K) \geq 0 \), by (ii) any open \( U \) satisfies \( \mu(U) \geq 0 \), and by (i) again \( \mu(S) \geq 0 \) for all Borel sets in \( \partial G \).

If \( \mathcal{E} = \{ E(n), n = 1, \ldots, N \} \) is a finite partition of \( \partial G \) by clopen sets, the definition of the compressed Dirichlet to Neumann map may be extended to \( \mathbb{V}_\mathcal{E} \). The inner product \( \langle \cdot, \cdot \rangle \) and orthonormal basis \( \{ 1_{E(n)} \sqrt{\mu(\partial G)/\mu(E(n))} \} \) are as before. If \( F \in \mathbb{V}_\mathcal{E} \) has harmonic extension \( f \), then

\[
\Lambda_{\mathcal{E}, \mu} F(E(n)) = -\mu(E(n))^{-1} \int_{\partial G} f \phi_n''.
\]  

(4.14)

The next result will show that \( \Lambda_{\mathcal{E}, \mu} \) is the limit of compressed Dirichlet to Neumann maps on the finite subgraphs \( \mathcal{G}_\epsilon \) discussed in Proposition 2.5. Using membership of boundary vertices of \( \mathcal{G}_\epsilon \) in the neighborhoods \( N_\epsilon(E(n)) \), the partition \( \mathcal{E} \) induces a corresponding partition \( \mathcal{E}(\epsilon) = \{ \hat{E}(n), n = 1, \ldots, N \} \) of
\( G_\epsilon \) for \( \epsilon > 0 \) and sufficiently small. The partitions \( E(\epsilon) \) will inherit a measure \( \mu \) from \( E \). The identification \( \hat{E}(n) \) with \( E(n) \) extends to the vector space \( \mathbb{V}_E \).

For sufficiently small \( \epsilon > 0 \), \( \Lambda_{E(\epsilon), \mu} : \mathbb{V}_E \to \mathbb{V}_E \) will denote the compressed Dirichlet to Neumann map on \( \partial G_\epsilon \).

**Theorem 4.7.**

\[
\lim_{\epsilon \to 0^+} \Lambda_{E(\epsilon), \mu} = \Lambda_{E, \mu}.
\]  

Consequently, \( \Lambda_{E, \mu} : \mathbb{V}_E \to \mathbb{V}_E \) is self adjoint and nonnegative.

**Proof.** Since \( \mathbb{V}_E \) is finite dimensional, it suffices to check that

\[
\lim_{\epsilon \to 0^+} \Lambda_{E(\epsilon), \mu} F = \Lambda_{E, \mu} F
\]

for basis vectors \( F = 1_{E(n)} \) of \( \mathbb{V}_E \). Let \( f \) denote the harmonic extension of \( F \) from \( \partial G \) to \( \overline{G} \), while \( f_1 \) denotes the harmonic extension of \( F \) from \( \partial G_\epsilon \) to \( G_\epsilon \). By the uniform continuity of \( f \) on the compact set \( \overline{G} \), for every \( \sigma > 0 \) there is a \( \delta \) such that \( |f(x) - f(y)| < \sigma \) when \( d(x, y) < \delta \).

By Proposition 4.2 there are functions \( \phi \in A \) with the value 1 on \( E(m) \) and 0 on the complement in \( \partial G \). Since \( \phi' = 0 \) except on a finite subgraph of \( G \), there is an \( \epsilon_0 > 0 \) such that, if \( \epsilon < \epsilon_0 \), then \( \phi'' = 0 \) on \( G_\epsilon \setminus G_{\epsilon_0} \).

Suppose \( 0 < \epsilon < \epsilon_0 \) and \( \epsilon < \delta \). For \( y \in \partial G_\epsilon \) we have \( |F(y) - f(y)| < \sigma \). By the maximum principle, \( |f_1(x) - f(x)| < \sigma \) for all \( x \in G_\epsilon \). Since \( \phi''(x) = 0 \) for \( x \in \overline{G} \setminus G_\epsilon \),

\[
|\Lambda_{E, \mu} F(E(m)) - \Lambda_{E(\epsilon), \mu} F(E(m))| = |\mu(E(m))^{-1} \int_{G_\epsilon} (f - f_1) \phi''| \leq \sigma \mu(E)^{-1} \int_{G_\epsilon} |\phi''|. 
\]

The last integral does not change for \( \epsilon < \epsilon_0 \), and \( \sigma \to 0 \) as \( \epsilon \to 0^+ \). In particular this shows that the matrices for the finite dimensional linear maps \( \Lambda_{E(\epsilon), \mu} \) with respect to the given orthonormal basis converge to the matrix for \( \Lambda_{E, \mu} \) as \( \epsilon \to 0^+ \). Since the matrices for \( \Lambda_{E(\epsilon), \mu} \) are self adjoint and nonnegative, the same holds for \( \Lambda_{E, \mu} \). \( \square \)
5 Appendix: A Dirichlet problem counterexample

Despite considerable work developing the theory of harmonic functions on infinite graphs [4] [16, p. 474-486], the author struggled to find simple examples in the literature showing that in some cases the Dirichlet problem is not solvable. This appendix provides such an example, showing that the Dirichlet problem may not be solvable if the compactness condition on $\mathcal{G}$ is relaxed.

Start with a sequence of vertices $v_1, v_2, v_3, \ldots$ with $v_n$ adjacent to $v_{n+1}$. Assume that $d(v_n, v_{n+1}) = 1/n^2$. For each $n > 1$, add $M_n$ additional vertices $w_{n,m}$. Values for $M_n$ will be chosen later. Each $w_{n,m}$ is adjacent to the vertex $v_n$, with $d(v_n, w_{n,m}) = 1$. $\mathcal{G}$ has no other vertices or edges. The completion $\overline{\mathcal{G}}$ has one limit point $\omega = \lim n v_n$. Note that $\overline{\mathcal{G}}$ is weakly connected with finite diameter.

The boundary of $\overline{\mathcal{G}}$ consists of $\{\omega, v_1, w_{n,m}\}$. As elements of $\partial \overline{\mathcal{G}}$, the boundary points are all isolated, so a continuous function on the boundary is given by assigning any real values to these points.

A simple argument shows that for suitably chosen $M_n$ there is no harmonic function $f$ with $f(\omega) \neq 0$, but with $f$ vanishing at the other boundary points. First consider the case when $f$, which must be linear on each edge, is 0 on the edge $(v_1, v_2)$. Since $f$ is zero at $v_2$ and at each vertex $w_{2,m}$, $f$ is also zero on each edge $(v_2, w_{2,m})$. The derivative condition at $v_2$ forces $f$ to vanish on $(v_2, v_3)$, by induction $f$ is the zero function on $\mathcal{G}$, and $f(\omega) = \lim_{n \to \infty} f(v_n) = 0$.

If $f$ is not 0 on $(v_1, v_2)$, then after rescaling we may assume $f(v_2) = 1$. Looking outward from $v_2$, the derivatives have the value $-1$ on the edges $(v_1, v_2)$ and $(v_2, w_{2,m})$. The derivative on $(v_2, v_3)$ must be $1 + M_2$, and so $f(v_3) = f(v_2) + (1 + M_2)/2^2$. For subsequent vertices $f(v_{n+1}) > f(v_n) + M_n/n^2$, so for $M_n$ sufficiently large, $f(v_n) \to \infty$. Thus $f$ cannot be continuously extended to $\omega$.
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