Learning Perceptual Manifold of Fonts

Haoran Xie  Yuki Fujita  Kazunori Miyata
Japan Advanced Institute of Science and Technology
xie@jaist.ac.jp

Abstract
Along the rapid development of deep learning techniques in generative models, it is becoming an urgent issue to combine machine intelligence with human intelligence to solve the practical applications. Motivated by this methodology, this work aims to adjust the machine generated character fonts with the effort of human workers in the perception study. Although numerous fonts are available online for public usage, it is difficult and challenging to generate and explore a font to meet the preferences for common users. To solve the specific issue, we propose the perceptual manifold of fonts to visualize the perceptual adjustment in the latent space of a generative model of fonts. In our framework, we adopt the variational autoencoder network for the font generation. Then, we conduct a perceptual study on the generated fonts from the multi-dimensional latent space of the generative model. After we obtained the distribution data of specific preferences, we utilize manifold learning approach to visualize the font distribution. In contrast to the conventional user interface in our user study, the proposed font-exploring user interface is efficient and helpful in the designated user preference.

1. Introduction
Generative models have been explored intensively nowadays, as the rapid development of deep learning applications in computer vision and computer graphics fields. The representative approaches include the neural network frameworks of variational autoencoders (VAEs) [1] and Generative Adversarial Networks (GANs) [2]. The emerging progress of the artificial intelligence techniques has promoted machine intelligence over human intelligence in various applications, such as Alpha Go. From the other side, it is well known that the generative models can create helpful creative operations to augment human intelligence [3]. However, it is still challenging to understand the human perception in the conventional learning processes. In this work, we try to combine the machine process and human process together to achieve the perceptual adjustment of learning results. As a specific target, we focus on the character font generation in the above approach, because the fonts play crucial role in the representation of our daily information. In recent times, a plenty of character fonts have been created and published online such as in the widely used Google Fonts, Font Squirrel. A user may choose the preferred types and shapes of fonts for special purposes. However, the fonts used in festival posters and business documents may be entirely different from each other. Usually, the choice of fonts requires the skill and experience of a professional designer as it is always difficult to choose the most suitable fonts from online sources or font lists in document files to meet the user's perception need.

It is non-trivial for common users to explore and edit a specific font style to obtain the desired fonts from the font. Figure 1 shows a conventional font-exploring user interface of Google Fonts. In order to search for the desired fonts, the user is asked to select different image features of fonts. The image features may include font thickness, slant, and width. This type of exploring user interface is inefficient because human’s font perceptions cannot easily be separated into specific features understanding the meaning of these tags may be challenging for non-experts. For example, it is difficult to clarify which font features are the most appropriate for creating an appealing festival poster. The same issues also arise in Font Squirrel where tags are used to display the font features. Recent research presents the font manifold in two-dimension (2D) by learning the nonlinear mapping from existing fonts [4]. In this previous work, a common user can easily explore fonts using the manifold with smooth interpolations. However, it is still challenging to generate and explore the fonts with specific perception by adjusting
geometrical font features.

To address the above issues, we try to combine both machine intelligence and human intelligence in the process, where machine can generate numerous font images and human workers adjust the perception choice for the generated results. Especially, we propose a perceptual font manifold with different perception purposes. In contrast to the font matching approach with energy-based optimization process, which is time-consuming and difficult to implement, we directly applied the latent space from the generative model to construct the font manifold thanks to the rapid development of generative models based on deep learning approaches. In contrast to the previous work [3], the approach proposed in this paper is more straightforward and easier to implement.

In this work, we propose the perceptual font manifolds from a generative model based on a deep learning approach [5]. For simplicity, we only focus on the capital letter "A" fonts. The results of the perceptual studies in the latent space of the generative model were visualized. In the font generation, we utilize the VAE network for font generation. As an advantage of the VAE model, the latent space is continuous such that similar images are classified close to each other; hence, enabling the exploring of the perception distribution of fonts. In terms of the generation results from VAE model, we propose a user interface for a perceptual study of font styles. When the user changes the latent variables in the multi-dimensional space from the learning results, the user interface displays the corresponding font image as an output. In order to investigate perceptions of font images, we surveyed using three perceptions of casual, formal, and POP font styles. Finally, we propose a font exploring user interface based on the proposed perceptual font manifolds. The proposed user interface is shown to be efficient and easy to use in contrast to other widely used font exploring interfaces.

The main contributions of this research are as follows: (1) we propose a perceptual font manifold to meet specific perceptual requirement in font exploration and editing; (2) we provide a font-exploring user interface based on our proposed perceptual font manifolds, which is verified to be efficient and user-friendly.

2. Related Works

In this section, we will discuss the related work about generative models using deep learning approaches, design user interface for graphical applications, and font generation and exploration.

2.1 Generative Models

Recently deep neural network has achieved fruitful progresses in machine learning and computer vision fields. Among these network structures, generative models can create photo realistic images learning from huge datasets which are useful in graphics applications, such as VAEs [1] and GANs [2]. Based on these achievements, pix2pix proposed the conditional adversarial networks for image-to-image translation issues [6]. In computer graphics community, the similar networks have been adopted in terrain modeling [7] and flow design [8].

problems with paired sketch and image datasets. There are also some interesting work to generate Chinese font using the conditional GAN networks, z2xi is trained to learn the Chinese character style with paired character images as training dataset [9]. Besides of the rapid development of generative models, it is still challenging to understand the human perception in neural networks.

2.2 Design User Interfaces

The research of user interface design plays an important role in computer graphics and human computer interaction. In our daily creativity activities such as painting and sculpting, the commercial tools are too complicated and time-consuming for common users. To solve these issues, the interactive design system can be developed to automatically complete the tedious repetition in painting processes [10], and fulfill the physical functions in complicated functional designs [11]. With the recognition of user gestures and postures, a painting system was engaged in live presentation for augmenting the storytelling performance [12]. A spatial user interface can be used for sculpting and large-scale fabrication with the help of projection mapping techniques [13, 14]. In this work, we especially focus on the design interface for generated fonts with perceptual manifolds.

2.3 Font Generation and Exploration

To generate new font style from existed font examples, Paul et al. proposed a neural network architecture, which creates a character font dataset from a single input font image. The dataset contains 62-letter fonts (from "A" to "Z", "a" to "z", and "0" to "9") [15]. An end-to-end system, called Multi-Content GAN, which generates a set of font images using two networks, glyph network and ornamentation network [16]. This system can transfer the typographic stylization as well as the textual stylization (color gradients and effects). EasyFont was proposed to generate large-scale handwriting fonts using non-rigid point set registration approach [17]. We observed that researches that deal with the combination of a generative model and character fonts focus mainly on the generation of character font images; however, they do not put the perceptions of font images into consideration. Therefore, we try to bridge the gap observed above by considering the perception distribution in the latent space of the generative model.

There are several previous works about font recognition and exploration. DeepFont utilized convolutional neural network approach to automatically identify fonts from an image or photo [18]. A character recognition system was proposed using artificial neural network and nearest neighbour approach from scanned images [19]. Using crowdsourcing to collect font attribute data, Donovan et al. proposed font selection interfaces to predict attribute values for new fonts [20]. An interactive font search method was proposed to suggest font candidates by deforming a displayed font image into user's desired font [21]. FontMatcher examined which character font corresponds to
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In this section, we will describe the proposed framework of perceptual font manifolds and font-exploration user interface, and the technical details will be introduced in next sections.

3. System Overview

In this section, we will describe the proposed framework of perceptual font manifolds and font-exploration user interface, and the technical details will be introduced in next sections.

3.1 System Framework

Figure 2 illustrates the framework of our proposed system to combine both machine intelligence and human intelligence processes. Contrarily to the conventional generative model based on deep learning approaches, the human effort is involved in the font generation processes in the proposed system. At the machine intelligence stage, we adopt generative network to generate the latent space of various fonts. At the human intelligence stage, we ask the participants to respond to font perception using the perceptual font user interface proposed in this paper.

In this user interface, the user can adjust the latent variables to achieve the desired perception. In the case study considered, we recorded all latent variables related to causal, formal, and POP feelings. Furthermore, the perceptual study revealed that the perceptual manifold of fonts is obtained via manifold learning. Finally, we present a user interface for font exploration, which is based on the approaches proposed in this work.

3.2 User Interfaces

The proposed font exploring user interface is shown in Figure 3. The proposed user interface is simple and easy to use. The interface shows the corresponding font image on the upper-left window continuously while moving the control point on the heatmap image. To help choose the font in different user perceptions, the user can select the perception buttons on the right side of the user interface (All, POP, Formal, and Casual). The corresponding heatmap representation from a different perspective is presented to the end user. When the user finds the desired font image, the user can click on it, and the modal window will be displayed for further confirmation.

3.3 Font Generation

This work adopts the generative model for font generation. We clarified the learning network; moreover, the details of our dataset are as follows.

4.1 Generative Model

In this paper, we utilized the VAE, which is the most representative generative model in the deep learning field [1, 24]. Figure 4 shows the network architecture of the VAE model employed in this paper. The number under each layer indicates the size of each array. The encoder has four convolutional layers, and a flatten layer, while the decoder has a lambda layer and two convolutional layers. The lambda layer calculates the latent variables using a mean and a deviation. For the implementation of the VAE model, we used the open-source neural network library the Keras library on tensorflow [25].

4.2 Training Dataset

To construct the training dataset for the VAE network, we downloaded 2244 TrueType font files from Google Fonts. Among all these files, the valid image data includes 2169 PNG image files because 75 files could not be converted into image files. Then, we executed the data cleansing of the font images ready for machine learning.
Figure 5 illustrates the data cleansing process. The goal of the data cleansing process is to create $28 \times 28$ images for our learning network. Similar to MNIST dataset, we utilized the same learning image sizes. Usually, the training image has a white margin part except for the font body. We erased the white margin of font images and maintained the font body as much as possible for all image data.

In the data cleansing process, we first converted the downloaded TrueType font files into grayscale image files. At the beginning of the process, the image files were set in a resolution with $256 \times 256$ pixels and sufficiently large size. Then, the rectangle-bounding box of the font is calculated. To convert the rectangular image into a square size, we added the white row (column) to the shorter side of the rectangle alternately. Finally, we scaled the image to $28 \times 28$ pixels using bilinear interpolation.

Figure 6 shows examples of font images in our font training dataset.

**5. Perceptual Font Manifold**

In this section, we propose the perceptual font manifold considering the user perception in the font generation and exploration. To effectively analyze the user perception of font images, we conducted a perceptual study of font styles based on the generated results from the VAE network. In this study, the participants can choose the latent variables with the output of the font image generated in the latent space. The latent space will have enough information if the latent dimensions are high. However, it is difficult to obtain data from the perceptual study in high-dimensional latent space. Considering the trade-off between the computation cost and the perception evaluation load, in our study, we chose five-dimensional latent space.

**5.1 Perceptual Study**

Figure 7 (a) shows the user interface for the perceptual study. The participants were asked to select their favorite fonts using the five sliders to change the values of the latent variables as shown in Figure 7 (b). Observe that each latent variable can be operated from 0 to 99. However, because the latent space is calculated based on Gaussian distribution, we adopt the percent point function and divide the variable range from 5% to 95% into one hundred equal parts. In our proposed user interface, the output font image corresponding to the selected latent variable is displayed in real time.

To classify the fonts into different user perceptions, we adopted three styles of font perception in this paper, including POP, formal, and casual styles. Whenever the user feels the right perception from the font image, the user was asked to click the perception buttons on the user interface, and the system will save the selected latent variables. To achieve a good starting point, the user can also click the “Changing a Starting Font” button to change all latent variables randomly.

The purpose of this perceptual study is to classify the font images into three designated user perceptions. At the beginning of the perceptual study, we showed examples of feature font of three user perceptions as shown in Figure 8. Besides, we invited 17 graduate students to join our perceptual study. The survey time was limited to five minutes because the user may feel exhausted to repeat the same task for a long time period.
Finally, a total of 884 latent variable sets were collected including 273 POP, 311 formal, and 298 casual styles.

5.2 Manifold Learning

The outcome of the perception study of font images revealed that one could obtain distribution data in a latent space of five dimensions. To reduce the distribution data in two dimensions, we adopted a manifold learning approach. In this paper, we utilized the t-distributed Stochastic Neighbor Embedding (tSNE) method for model reduction [26]. Figure 9 shows the result of the dimensionality reduction of the distribution data from our perceptual study. Blue points indicate the POP style, green points denote formal style, and yellow points for causal style of fonts. tSNE-1 and tSNE-2 are the dimensions of the reduced distribution data.

Figure 9. Results of dimensionality reduction from perceptual study.

6. Case Study

In this section, we present the comparison study of our proposed user interface with conventional font-exploration user interface. For a quantitative analysis, we compared the exploration accuracy and time cost of two interfaces.
6.1 Comparison Study
In our case study, we compared the user interface proposed here with the traditional user interface for font searching as used in online font libraries such as Font Squirrel. Note that we only focused on “A” font in this research for simplicity purpose. Figure 11 shows the conventional user interface for font exploration, which displays 1592 font images from the generation results of the VAE network. All these font images are arranged in 10 columns and 160 rows with the scrollbar in a web application.

We randomly selected 10 target font images from the generated results as shown in Figure 12. In both the conventional and the proposed user interfaces, the target font images are located on the upper-left side of the interface windows. The participants were asked to look for the target font images on both user interfaces and click on the explored position with a confirmation window. Figure 12 shows the distribution of target images on the proposed user interface.

![Figure 11. Conventional user interface for font exploration in our comparison study.](image)

![Figure 12. Test dataset used in our case study and their distributions in the manifold of fonts.](image)

We conducted the comparison study with 20 graduate students and randomly divided them into two groups; group 1 and group 2. The members in group 1 were asked to use the conventional user interface first, and after that, to use the proposed interface (Figure 3). The members in group 2 were asked to use the proposed user interface first, and then the conventional user interface.

6.2 Discussion
In the case study carried out in this paper, regarding the usage of the two user interfaces considered here, we compared the exploration accuracy and time cost. Regarding the exploration accuracy, we used structural similarity (SSIM) to quantify the similarity between two images [28]. In our research, SSIM scores are calculated between the target font images and the explored images from user operation. The formulation of SSIM score is given as follows.

\[
SSIM(x, y) = \frac{(2\mu_x\mu_y + C_1)(2\sigma_{xy} + C_2)}{\left(\mu_x^2 + \mu_y^2 + C_1\right)\left(\sigma_x^2 + \sigma_y^2 + C_2\right)}
\]

where \(x\) and \(y\) are pixel positions on two font images, \(\mu_x\) and \(\mu_y\) denote mean pixel values, \(\sigma_x\) and \(\sigma_y\) are standard deviations of pixel value on two images, and \(\sigma_{xy}\) is the covariance value. \(C_1 = 6.5\) and \(C_2 = 58.5\) are constant values. SSIM score is expressed between 0 and 1, and the closer to 1, the higher the similarity.

![Figure 13. Comparison of SSIM scores between traditional (red) and our proposed user interface (green).](image)

![Figure 14. Comparison of time usage between traditional (red) and our proposed user interface (green).](image)
Figure 13 shows the comparison results of exploration accuracy in SSIM score using the traditional and our proposed user interface. Regarding SSIM scores, there is no apparent difference between the two interfaces. In details, the user interface proposed in this paper achieved a little higher median and maximum values in SSIM scores than the conventional user interface.

Figure 14 shows the comparison results of time cost in seconds in using the traditional and our proposed user interface. Regarding the average of times cost, the participants operated 1.7 times slower in the traditional interface (97 seconds) than in our proposed interface (54 seconds). To confirm the difference between the two interfaces, we utilized the student’s t-test to verify the time cost. The result revealed a score of 0.71%, which shows that there is a significant difference between the two interfaces. Hence, the proposed user interface is more efficient than the conventional user interface in this work.

The proposed system was implemented on a desktop computer with Ubuntu 16.04 LTS, Intel Core i7-7700 CPU @ 3.60GHz 8 cores, GeForce GTX 1060 3GB GPU, and programmed in Python 3.5 with CUDA 8.0, CuDNN 6.0 and KERAS-gpu 2.1.6. The utilized VAE model was trained for 50 epochs.

Figure 15 shows the exploration results of fonts in three perceptual font manifolds. For POP perception of font images, it is clear that these fonts are in bold and slant styles, whereas they are all in slim shape without slant styles in the formal perception. Also, for casual perception, there is an apparent feature of circular curves in the font styles. All these exploration results agree well with the common sense of these user perceptions as shown in Figure 8 (examples of images).

Though the perception study conducted in this research only handles "A" fonts for simplicity, we can map the explored fonts into all character fonts. Figure 16 shows the text application of our results from "A" to "Z" which are obtained by matching the closest SSIM scores of "A" fonts in existing fonts to our generated font manifolds. The star points on the left figures of the font manifolds denote the font positions. We observed that the perception of the three font styles is apparently correct for common users.

8. Conclusion
In this paper, we proposed the perceptual font manifolds using latent space from a generative model and the perceptual study, as a combination of machine intelligence and human intelligence stages. For machine intelligence stage, we employed the generative model of VAE network architecture with five latent dimensions of "A" dataset, whereas
for the human intelligence stage, we obtained the distribution data of POP, formal, and casual styles of a font from the latent space in perceptual study. We reduced the data dimensions into two dimensions using manifold learning and made the heat maps of each distribution using kernel density estimation method. Finally, we proposed a user interface for font exploration using our perceptual font manifolds.

In our user study, the participants were asked to explore the target font images using the traditional font exploration interface and the user interface proposed in this paper. It was verified that our proposed user interface requires less time cost while keeping good exploration accuracy. Furthermore, the exploration results of different perception styles revealed that our proposed system could achieve the desired style of fonts suitable for not only “A” font but also all character fonts.

As limitations of this work, the proposed system only handles “A” fonts in current research step. Though we have matched all the fonts by finding the closest position in “A” font, the accuracy for other character fonts may be lost. In order to address this issue, the supervised font style transfer employed in [15] should be utilized. Besides, there are many fonts defined in the shapes of outline fonts represented by TrueType font. The outline font expresses the font data as the curve parameters and responds appropriately to scaling. We also considered the exploration of the perceptual manifold of the outline fonts.

As possible future research, the concept of the perceptual study of generative models may be applied to other research targets such as human faces and fashions.
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