Critical faults of leakage errors on the surface code
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Abstract—Leakage is a particularly damaging error that occurs when a qubit leaves the defined computational subspace. Leakage errors limit the effectiveness of quantum error correcting codes by spreading additional errors to other qubits and corrupting syndrome measurements. The effects of leakage errors on the surface code has been studied in various contexts. However, the effects of a leaked data qubit versus a leaked ancilla qubit can be quite different.

Here, we study the effects of data leakage and ancilla leakage separately. We find that data leakage is much less damaging. We show that the surface code maintains its distance in the presence of leakage by either confining leakage to data qubits or eliminating ancilla qubit leakage at the critical fault location. To demonstrate this, we introduce new techniques for handling leakage: taking advantage of gates with one-sided leakage, effectively isolating leakage events to data qubits alone and mixing two types of leakage reducing circuits, to handle data leakage and ancilla leakage separately.

I. INTRODUCTION

Qubits are defined as two level systems. Quantum computation relies on the state of the qubit being either in the computational states $|0\rangle$ or $|1\rangle$, or some superposition of both. Unfortunately, most of the devices we build qubits from are not isolated two level systems. They possess states outside of the defined computational basis. When the state of the qubit moves beyond the defined computational states, we say the qubit has leaked. A leaked qubit must be reset for computation to remain faithful. Leakage differs from erasure errors or qubit loss because most naive gate decompositions are made up of both single and two qubit gates and there is no way of knowing a leaked qubit has leaked mid-circuit, single qubit gates are still applied because most naive gate decompositions are made up of both single and two qubit gates and there is no way of knowing a leaked qubit has leaked mid-circuit, single qubit gates are still applied and this can change the state of the unleaked qubit. Non-interacting leakage models are highly dependent on the gate implementation and the physical device. Because they tend to have a bit more structure than interacting leakage models, understanding exactly when and where these distance damaging leakage faults occur in the surface code is crucial for employing LRCs in an effective manner while minimized overhead.

There are many different physical mechanisms that can induce leakage but the models describing how leaked qubits interact with other qubits fall into two fundamental categories: interacting and non-interacting. In an interacting leakage model, when a leaked qubit is involved in a gate with an unleaked qubit, the two qubit interaction induces some error on the unleaked qubit. The worst case scenario of this is if the leaked qubit actually induces a leakage error on the unleaked qubit. This can be seen in silicon based architectures [16]. A slightly better, albeit still damaging, leakage interaction model is known as the depolarizing leakage model and is more commonly studied in ion trap and superconducting architectures. In this model the leaked qubit completely depolarizes the unleaked qubit. It is well known that this leakage model results in a suppression of the code distance of the surface code [34], [35], [37]–[39].

In a non-interacting leakage model, the two qubit interaction does not occur when one or both inputs have leaked and thus does not change the state of the unleaked qubit. However, because most naive gate decompositions are made up of both single and two qubit gates and there is no way of knowing a qubit leaked mid-circuit, single qubit gates are still applied and this can change the state of the unleaked qubit. Non-interacting leakage models are highly dependent on the gate implementation and the physical device. Because they tend to have a bit more structure than interacting leakage models, non-interacting leakage models tend to not be as damaging on quantum error correcting codes [38], [39].

In this work, we focus on the depolarizing leakage model in an effort to understand how to fault-tolerantly handle leakage.
of this nature. We first study ancilla leakage and data leakage separately to understand the effects leakage has on each type of qubit. We then isolate leakage to certain parts of the circuit in an effort to analyze where the critical leakage faults lie. Finally, motivated by our observations, we construct different fault-tolerant schemes for handling leakage on the surface code that can be applied to both superconducting and ion trapped architectures.

II. TOPOLOGICAL SURFACE CODES AND LEAKAGE REDUCING CIRCUITS

![Fig. 1. Standard circuits to measure toric code check operators. The open white circles represent data qubits while the closed dark circles represent measure/ancilla qubits. The dark and light gray represent $Z$ and $X$ stabilizers respectively. The toric code encodes two logical operators $X_L^2/Z_L^2$ and $X_L^L/Z_L^L$ that span the boundaries of the surface.](image)

Topological quantum error correction codes, such as the surface code, encode information into a topological surface comprised of many physical qubits. The information is stored in the topological degrees of freedom and is thus protected from small local errors that occur on the individual physical qubits [28], [40]–[43]. A surface code of distance $d$, should be able to detect and correct $\lfloor(d − 1)/2\rfloor$ physical errors. The aim of such codes is to achieve a logical error rate which is smaller then the physical error rate. A surface code is said to be fault-tolerant to $\frac{d−1}{2}$ physical errors, if the scaling of the logical error rate obeys the power law

$$P_L \propto P^{\frac{d}{4}}$$

(1)

where $P_L$ is the probability of a logical error, $P$ is the probability of a physical error, and $d$ is the code distance [41].

In the surface code, qubits function either as data qubits, which hold the encoded information, or ancilla qubits, which are used to detect errors. Each ancilla qubit is used to measure either a $X$ or a $Z$ type stabilizer. The process of measuring the stabilizers is completed in a six step cycle. First ancilla qubits are initialized into either the $|0\rangle$ ($Z$ stabilizers) or $|+\rangle$ ($X$ stabilizers) state. Then a series of 4 CNOTs are performed between the ancilla qubits and its neighboring data qubits. Finally, the ancilla qubits are measured in the respective basis [27], [34], [44]. Fig. 1 shows a distance 3 toric code and the stabilizer measurement circuits, often referred to as syndrome extraction circuits.

The depolarizing leakage model has been used in numerous leakage simulations [21], [34], [35], [37]. In this model, when a leaked qubit interacts with a unleaked qubit via a CNOT, the leaked qubit remains in the leaked state while the latter is depolarized:

$$\begin{align*}
\rho &\xrightarrow{\text{CNOT}} \rho_{\text{L}} \\
\rho &\xrightarrow{\text{CNOT}} \mathcal{E}(\rho) \\
L &\xrightarrow{\text{CNOT}} L \\
\mathcal{E}(\rho) &= \frac{1}{4}\rho + \frac{1}{4}X\rho X + \frac{1}{4}Y\rho Y + \frac{1}{4}Z\rho Z. \\
(2)
\end{align*}$$

This stochastic model may be applied to a variety of systems including superconductors [21], ions [37], [45] and quantum dots [13], [14].

In the depolarizing leakage model, a single leakage error can produce a two qubit error chain. The surface code can then only be guaranteed to correct $\lfloor(d−1)/4\rfloor$ physical errors and thus the codes effective distance is halved. In this case the logical error rate is reduced to

$$P_L \propto P^{\frac{d}{4}}$$

(3)

This suppression of the code distance is a well known effect of the depolarizing leakage model on the surface code [34], [35], [37]–[39].

Surface codes are not designed to detect or correct leakage errors. Leakage must be actively removed from the code or else it will eventually saturate the entire system. At the logical level, this is achieved by incorporating LRCs which convert leakage errors into Pauli-type errors which can be detected and corrected by the code [33].

There a few different proposed LRCs [33], [34], [36], but most rely on the same technique of swapping in newly prepared qubits for leaked ones. The main difference among most proposed LRCs is the amount of swapping done and overhead of additional qubits. For example, swapping new qubits to both ancilla and data qubits after every gate is known as the Full LRC [34] and requires double the amount of qubits. Swapping only at the end of the syndrome extraction cycle to only the data qubits is known as the circuit LRC [34] and requires the addition of half the number of qubits. For an overview and comparison of the different overheads between these circuits, we recommend this paper [34].

Of particular interest to us, is the "QUICK" or "SWAP" LRC [36]–[39]. This LRC swaps data qubits with ancilla qubits at the end of the circuit and thus requires no additional qubits to implement. Adding the SWAP gate amounts to adding one additional gate to our syndrome extraction circuit (see Fig. 2). Ancilla qubits get reinitialized every round of syndrome extraction so swapping data qubits for ancilla qubits.
removes leaked qubits from the system. Qubits switch their roles (data/ancilla), every round of syndrome measurement. Of circuit level leakage reduction techniques, it has the lowest overhead.

![Diagram of the SWAP LRC](image)

Fig. 2. The SWAP LRC changes the roles of data and ancilla qubits every round of syndrome extraction. Leakage is removed from the system through measurement and reset of ancilla qubits. This minimum overhead LRC adds a single additional gate to the circuit.

III. TORIC CODE SIMULATION

In order to analyze the effectiveness of low overhead LRCs, we studied the toric code. The toric code encodes two logical qubits into $d^3$ physical qubits and requires an additional $d^2$ qubits to check for errors, thus requiring the same number of data and ancilla qubits. This allows for a straightforward implementation of the SWAP LRC.

In our simulations, after every single or two qubit gate, the depolarizing channel $\mathcal{E}(\rho)$ was applied:

$$\mathcal{E}(\rho) = (1 - \frac{3p}{4})\rho + \frac{p}{4} \hat{X}\rho \hat{X} + \frac{p}{4} \hat{Y}\rho \hat{Y} + \frac{p}{4} \hat{Z}\rho \hat{Z}$$

(4)

where $p$ is the error probability associated with the type of gate, either a single qubit error or a two qubit error rate, and $\hat{X}$, $\hat{Y}$ and $\hat{Z}$ are the Pauli matrices.

We then allowed for the qubit to leak

$$\hat{L}(\rho) = \sum_{i=0}^{1} |L\rangle \langle i| \rho |L\rangle \langle i| + \sum_{i=0}^{1} \frac{1}{2} |i\rangle \langle L| \rho |L\rangle \langle i|$$

(5)

where $|L\rangle$ projects the qubit onto the leakage subspace.

The full state space of the system is acted on by

$$\hat{X}' = \hat{X} \oplus |L\rangle \langle L|$$

$$\hat{Y}' = \hat{Y} \oplus |L\rangle \langle L|$$

(6)

$$\hat{Z}' = \hat{Z} \oplus |L\rangle \langle L|$$

$\hat{X}'$, $\hat{Y}'$, $\hat{Z}'$, the direct-sum state space between the computational subspace and the minimal leakage subspace. We allow for qubits to leak both in and out of the computational subspace at the same rate. We only consider a minimal leakage subspace as restricted by our simulator.

Finally, we do not consider idling errors nor measurement errors in this study. Parity check measurements have errors due to errors in qubit initialization, errors in the gates, and measurements of leaked qubits. When a leaked qubit was measured, the outcome will always return the same value as if the qubit was in the state $|1\rangle$. We typically assume initialization does not cause leakage but examine the effects of initialization leakage in Section VI. Our decoding algorithm was minimum weight perfect matching decoder and is outline in ref. [34].

IV. ANCILLA LEAKAGE VS DATA LEAKAGE

Motivated by our results of mixing qubits types on the surface code [39], we decided to investigate the effects of data leakage and ancilla leakage separately. Leakage is a harmful error and needs to be removed in order for computation to continue successfully. If leakage errors are limited to ancilla qubits only, there is no need to remove leakage by implementing any LRC. In fact, implementing the lowest overhead SWAP LRC will only allow leakage errors to live longer and induce more errors into the system due to the extra fault locations associated with the extra gate. Data qubits are never reset and require the use of an LRC. We simulated two different systems: one where only ancilla leak and no LRC is needed, and one where only data leak so a SWAP LRC is used adding additional fault locations. The results of these simulations can be seen in Fig. 3.

![Graph of logical error rate vs two qubit gate](image)

Fig. 3. Comparison of the logical error rate of the surface code. When leakage errors are confined to data and removed using a SWAP LRC, there is a substantial gain in the logical error rate compared to when leakage errors are confined to ancilla only. Note the incorporation of the SWAP LRC used to handle data leakage requires one extra gate.

It is clear from these results, ancilla leakage is much more damaging than data leakage. We observed the code distance suppression characteristic of leakage errors when leakage is confined to the ancilla qubits (i.e. obeys Eq. 3) but our effective distance is maintained when leakage is confined to the data qubits with an LRC (i.e. obeys Eq. 1).

A. Propagation of errors from data leakage

Data leakage is fundamentally bad. If leaked data qubits are not reset in some way, the leakage will accumulate until all information is lost. Consider the error configuration of a distance 3 toric code in Fig. 4. A single leakage error on data qubit induced a $\hat{Z}$ error on to a $\hat{Z}$ stabilizer ancilla qubit. This ancilla qubit then spreads additional $\hat{Z}$ errors to other data qubits. This single leakage error has now produced 3 additional errors. Note that if this was a Pauli error, this error propagation would not happen.

In order for the surface code to be fault-tolerant against measurement errors, we perform multiple rounds of syndrome extraction before we decode. Without the use of the SWAP
LRC, leakage errors are not removed and can potentially spread additional errors. When the stabilizers are measured, the syndrome information will indicate an error occurred at the one the qubit that leaked. However, applying a correction to the leaked qubit will not correct the leakage. Unless the leakage error decays back to the computational subspace, or is removed, we will continue to get compromised syndrome information. By adding the SWAP gate at the end, we not only removed the leakage error, we now are able to apply the proper correction based on the syndrome information.

In order to test the robustness of the surface code to data leakage, we ran simulations implementing the SWAP LRC at various periods of syndrome extraction. The results of Fig. 5 show implementing the SWAP LRC at every round of syndrome extraction, meaning the circuit in Fig. 2 was used every time, and every other round, meaning the simulation alternated between the circuits in Fig. 1 and Fig. 2. These results show the importance of removing leakage from the system efficiently and how the effectiveness of the SWAP LRC is dependent on successive implementation. Putting this together with our results from Fig. 3, we conclude that if leakage is confined to data qubits, and removed every round of syndrome extraction, then the effective distance of the surface code can be maintained.

B. Propagation of errors from ancilla leakage

Naively, ancilla leakage does not seem like it would be as damaging as data leakage since ancilla qubits get reinitialized often. Ancilla leakage will spread errors to data qubits. The single qubit errors it can spread will look like measurement errors and will not be a problem, as they will be detected and corrected by multiple rounds of syndrome extraction. Two qubit errors come in two different flavors, benign two qubit errors that propagate perpendicular to the logical operator, and malignant two qubit hook errors that run parallel to the logical
circuits that can utilize these facts and confine leakage errors. This knowledge motivates the design of gates that can completely eliminate these hooks.

However because leakage errors cause depolarizing noise, clever gate scheduling like that found in [46], can minimize harmful hook errors. Unfortunately, there is no scheduling that here, this scheduling becomes less important for Pauli errors. In unrotated codes, like the unrotated toric code considered along the support of each logical operator (see Fig. 1). Since the toric code encodes two logical qubits, there are two different hook errors that can occur. We shall see in section VI, that this is why initialization leakage is more damaging than leakage at other faults.

In unrotated surface codes, it is important to order the gates in a way that Pauli errors propagate perpendicular to the direction of the logical operator [29], [46]. This is then equivalent to a single-qubit error maintaining fault-tolerance with bare ancilla. In unrotated codes, like the unrotated toric code considered here, this scheduling becomes less important for Pauli errors. However because leakage errors cause depolarizing noise, clever gate scheduling like that found in [46], can minimize harmful hook errors. Unfortunately, there is no scheduling that can completely eliminate these hooks.

The results of Fig. 3 show that this suppression of the code distance is caused by these hook errors originating from a leaked ancilla qubit. This knowledge motivates the design of circuits that can utilize these facts and confine leakage errors to data qubits.

V. CONFINING LEAKAGE TO DATA

While other mechanisms such as initialization can cause leakage, the predominate source of leakage in the surface code arises from the single and two qubit gates in the syndrome extraction circuit. Many physical processes that cause leakage have no bias to which qubit can leak in a two qubit gate, such as spontaneous scattering from Raman driven gates in ion-trapped devices [37], [47]. However, there are a few examples when the structure of the qubit and implementation of the gate produce a biased in the direction of leakage. We call this a one-sided leakage model; one qubit in a two qubit gate is much more likely to leak than the other.

One example of a one-sided leakage model can be found in the cross-resonance (CR) gate used for transmon qubits [48], [49]. In CR gate, the control is driven at the target qubit frequency. This induces Rabi oscillations of the target qubit with a frequency depending on the state of the control qubit. This entangles the two qubits providing an operation locally equivalent to a CNOT. Because only the control is driven, the control has a much higher probability to leak compared to the target [22], [50].

This physical realization of the one-side leakage model encourages us to make use of gate identities and design syndrome extraction circuits that confine leakage to the data. The direction of the CNOT gate can be easily changed by conjugating it by \( H \) gates. The addition of 12 single qubit \( H \) gates isolates leakage errors to the data, which are then easily removed with the SWAP LRC (see Fig. 7). We call this circuit the gate biased circuit. Note that this is already better than the standard circuit because leakage is only allowed to live for one round of syndrome extraction.

We ran simulations comparing the standard circuit, in which no single qubit gates are added, and the gate biased circuit. It is important to note that in both simulations, only the control leaks. However, because there are controls on both data and ancilla qubits in the standard circuit, the standard circuit vulnerable to both data and ancilla leakage events. We also included single qubit gate leakage. The results can be seen in Fig. 8. In our simulation, initialization did not cause leakage. We shall discuss initialization leakage separately. Furthermore leakage was assumed to be undetectable. The ratio of leakage to depolarizing gate noise was 1:1.

The gate biased circuit outperforms the standard circuit. Adding 12 single qubit gates and the extra errors associated with those gates, effectively isolates leakage to the data and the code distance is preserved. Leakage faults occurring on the ancilla in the standard circuit suppress the code’s effective distance.
Fig. 8. A comparison of the logical error rate of the surface code between the standard syndrome extraction circuit (gray) and the gate-biased model (black). Here the leakage to depolarizing gate noise was 1:1. The gate-biased model isolated leakage events to the data qubits at the cost of requiring 12 additional single qubit gates.

VI. CRITICAL LEAKAGE LOCATIONS

While the gate biased circuit offers a clear advantage over the standard circuit, the addition of 12 single qubit gates adversely effects our overall error rate. Knowing these critical leakage faults originate from ancilla (if data leakage is efficiently removed), we can further isolate where these critical faults lie by isolating leakage events in the circuit.

Figure 9 shows the logical error rate when only one two qubit gate in the syndrome extraction circuit can cause leakage. Of particular note, if leakage is isolated to the 2nd, 3rd, or 4th CNOT, than the effective code distance is maintained. Only leakage events from the 1st CNOT gates produce the hook errors and lead to the distance suppression. This is a direct result from our gate scheduling. Leakage events anytime after the 2nd CNOT will cause 2 additional physical errors at most, along the same support of the stabilizer. This simulation assumed a two-sided leakage model (i.e. both data and ancilla can leak) and implements the SWAP LRC.

In order to simplify the simulation, we did not include initialization leakage. Initialization leakage would allow for the same hooks error as leakage errors from the 1st CNOT. Initialization leakage errors are the most damaging as there are more possible combinations of damaging 2 qubit errors (i.e. hook errors) they can produce.

The gate scheduling minimizes the critical leakage fault locations to after initialization and the 1st CNOT gate. It is important to note that the first $H$ in the $X$ stabilizer syndrome extraction circuit also is a critical fault location and was included in all these simulations. However, focusing efforts on minimizing leakage from initialization and the 1st CNOT will suffice for taking care of this additional critical fault location.

A. Optimized gate biased circuit

Identifying these critical leakage fault locations allows us to optimize the gate biased circuit. Since leakage need only be eliminated at the early part of the circuit, we can reduce the number of additional single qubit gates from 12 to 4.

Fig. 10 shows the optimized circuits. Naively, one might think it is good enough to only change the direction of the 1st CNOT gate, since ancilla leakage from the 2nd CNOT is not a critical fault. However, adding the additional single qubit gates required, leaves the circuit open to single qubit gate leakage at the critical fault location. Flipping the 2nd CNOT gate gives us a few more single qubit gates which cancel and eliminate leakage at the critical fault location. It is important to note, this scheme will not work with initialization leakage, as it does not eliminate leakage at the initialization critical fault, however many initialization schemes do not cause leakage [51]–[53].
We shall discuss methods for handling initialization leakage in the next section.

We again test the new optimized circuit against the standard circuit (Fig. 11). The optimized model effectively maintains the distance by not completely isolating leakage to data, but instead eliminating leakage at the critical fault location. It offers improvement over both the standard and gate-biased model as it utilizes fewer single qubit gates. Its advantage over the gate-biased model is not substantial but is still advantageous due to its lower circuit depth.

The logical error rate of the surface code implementing this new LRC can be seen in Fig. 13. As before the ratio of leakage to gate noise is 1:1, however this time we allow for initialization leakage. We observe that the effective distance is maintained and that this LRC is an effective means of fault-tolerantly handling leakage.

Fig. 11. A comparison of the logical error rate of the surface code between the standard syndrome extraction circuit (gray) and the gate-biased model (black). Here the leakage to depolarizing gate noise 1:1. The gate-biased model isolated leakage events to the data qubits at the cost of requiring 4 additional single qubit gates.

B. Mixed LRC

The gate-biased model and its optimized version offer fault-tolerant solutions for the surface code in the presence of leakage. However, both circuits rely on a one-sided leakage model. Identifying the exact location of the critical leakage faults inform us on fault-tolerant schemes for a two-sided leakage model.

Knowing that data leakage can be effectively removed with the SWAP LRC, and knowing that leakage needs to be eliminated after initialization and the 1st CNOT gate, we construct a new version of an LRC. By swapping in reinitialized qubits after the 2nd CNOT, we handled the critical fault locations caused by initialization and the 1st CNOT. This handles logical errors cause from leaked ancilla. Adding a SWAP LRC at the end handles leakage errors from data.

The location of the SWAP gate for the ancilla is crucial for the same reasons as the optimized gate-biased model. Swapping in a new qubit too soon will not eliminate leakage at the critical fault location and could in fact induce a leakage error that was not there before. Swapping the ancilla after the 2nd CNOT gate ensures that leakage errors are being swapped out, and if a new leakage error was introduced, it is not at a critical fault location.

The probability of a logical error of the surface code implementing this new LRC can be seen in Fig. 13. As before the ratio of leakage to gate noise is 1:1, however this time we allow for initialization leakage. We observe that the effective distance is maintained and that this LRC is an effective means of fault-tolerantly handling leakage.

To implement this new LRC, the amount of ancilla qubits doubles. However, in terms of qubit count and logical error rate, we believe this is the most efficient fault-tolerant LRC implementation for a two-sided leakage model.

VII. CONCLUSIONS

Leakage is an exceptionally damaging error. However not all leakage faults are equal. We have shown that ancilla leakage is more damaging than data leakage. A single ancilla leakage error can cause a hook error that will lead to a logical error in a single round of syndrome extraction. A single data leakage error will lead to a logical error if not removed every round of
syndrome extraction. If leakage errors can be isolated to data qubits, and efficiently removed every round, the then effective distance of the surface code can be maintained.

Further, a gate scheduling of the syndrome extraction circuits can be done to minimize these hooks, but not to completely eliminate them. With this scheduling [46], two critical fault locations remain: after initialization and after the 1st CNOT gate. If ancilla leakage can be eliminated at these critical faults, and data leakage efficiently removed, then the effective distance of the surface code can be maintained.

Knowing these critical fault locations can help with future circuit designs. A natural extension of this work would be to look into leakage detection [54], [55] and flag qubit schemes [56], [57] to identify leakage at these faults. This could influence decoding strategies as well.

It would also be advantageous to investigate different physical mechanisms for leakage elimination [45]. Implementing these physical techniques at the critical fault locations would be an effective procedure. Mixing LRC’s with physical techniques could help minimized the overhead.

Finally, we hope that this analysis of leakage faults in the surface code offers some insight as to how to fault-tolerantly handle leakage in other codes, particularly the triangular color code [58], [59]. While leakage errors will not be a limiting factor in current devices, we hope this work provides some intuition on how to handle leakage in future large scale architectures.
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