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Abstract—In this article, we study a decentralized variant of stochastic approximation (SA), a data-driven approach for finding the root of an operator under noisy measurements. A network of agents, each with its own operator and data observations, cooperatively find the fixed point of the aggregate operator over a decentralized communication graph. Our main contribution is to provide a finite-time analysis of this decentralized SA method when the data observed at each agent are sampled from a Markov process; this lack of independence makes the iterates biased and (potentially) unbounded. Under fairly standard assumptions, we show that the convergence rate of the proposed method is essentially the same as if the samples were independent, differing only by a log factor that accounts for the mixing time of the Markov processes. The key idea in our analysis is to introduce a novel Lyapunov–Razumikhin function, motivated by the one used in analyzing the stability of delayed ordinary differential equations. We also discuss applications of the proposed method on a number of interesting learning problems in multiagent systems.

Index Terms—Distributed optimization, reinforcement learning, stochastic approximation (SA).

I. INTRODUCTION

STochastic approximation (SA), introduced in [1], is a sample-based approach for finding the root (or fixed point) of some unknown operator under corrupted measurements. This method has broad applications in many areas including stochastic optimization [2] and reinforcement learning [3], as existing algorithms in these areas can be viewed as different variants of SA. In this article, our interest is to study a decentralized stochastic approximation (DSCA) framework, where there are a group of $N$ agents interacting through a decentralized communication network. The goal of the agents is to collaboratively find the root of a global operator composed of local operators distributed among the agents.

Mathematically, each agent $i$ has access to a local operator $F_i: X_i \times \mathbb{R}^d \rightarrow \mathbb{R}^d$, where $X_i$ is a statistical sample space with distribution $\mu_i$. The goal of the agents is to find $\bar{\theta}$ satisfying

$$\bar{F}(\bar{\theta}) \triangleq \sum_{i=1}^{N} F_i(\bar{\theta}) = 0$$

where $\bar{F}_i$ is defined as

$$\bar{F}_i(\theta) \triangleq \mathbb{E}_{\mu_i}[F_i(X_i, \theta)] = \sum_{X_i \in X_i} \mu_i(X_i) F_i(X_i, \theta).$$

We assume that at least one solution $\bar{\theta}$ to (1) exists, and the structure of $\bar{F}$ that we discuss later implies that $\bar{\theta}$ is unique. The agents can interact with each other through an undirected and connected graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, where agents $i, j \in \mathcal{V}$ communicate if and only if $(i, j) \in \mathcal{E}$. We denote by $\mathcal{N}(i)$ the neighboring set of agent $i$, i.e., $\mathcal{N}(i) \triangleq \{ j \mid (i, j) \in \mathcal{E}\}$.

We are motivated by the wide applications of decentralized algorithms under the rapid development of wireless sensor networks, mobile robots, and the Internet of Things. In these areas, since the data are already collected in a decentralized manner, decentralized approaches for solving the problem are preferred over their centralized counterparts. For example, when the data dimension is very large (e.g., for image or video sensors) transmitting the raw data to a fusion center for processing is time consuming and requires massive communication. In addition, mobile sensors usually have limited communication capacity and are only able to communicate with other agents nearby, for example, in the application of using unmanned robots with limited energy to collaboratively explore an unknown terrain or boundary [4].

Our proposed DCSA for solving (1) is formally stated in Algorithm 1, where each agent $i$ maintains $\theta_i^k$, a local estimate of the optimal $\bar{\theta}$. In every iteration $k$, the iterate $\theta_i^k$ is updated according to (2), a combination between a consensus step and a local SA step. In the consensus step, the agent $i$ collects its neighbors parameters $\{\theta_j^k \mid j \in \mathcal{N}_i\}$ and performs a weighted average using the weights $W(i, j)$ to achieve an agreement

---

1 We use “agent” to represent for a sensor, a robot, or a smart device.
between the agents’ iterates. On the other hand, to push the consensus point toward θ∗ agent i moves in the direction of its local operator $F_i(X_i^k, \theta_i^k)$ scaled by some step size $\epsilon_k$.

Our focus is to study the finite-time performance of DCSA when the data $\{X_i^k\}$ observed at each agent i are sampled from Markov processes. This Markov sampling results in the data being dependent and biased. The existing theoretical guarantees for the finite-time performance of DCSA are studied under the common assumption that the local data at each agent are independent and identically distributed (i.i.d.). Such an assumption may not hold in many applications where the data are dependent and evolve over time, for example, when they are sampled from dynamical systems like in stochastic control or reinforcement learning.

### A. Main Contribution

The main contribution of this work is to establish the finite-time convergence rates of DCSA (Algorithm 1) when the data at each agent are generated by Markov processes. We do so under general conditions on the local operators $F_i$ (Lipschitz continuity) and the global operator (1-point strongly monotone). In particular, we provide an explicit formula that characterizes the convergence rates of Algorithm 1 under constant and time-varying step sizes. Our results, explained in details in Section II, differ from the i.i.d. case by only a log factor, which naturally arises due to the geometric mixing time of the Markov chain. In addition, our rate matches the one in centralized SA with Markovian data up to a factor that depends on the structure of the communication graph $G$. This article significantly extends our preliminary work in [5] as discussed in details in Section I-B.

Key to our analysis is a novel Lyapunov function tailored to decentralized algorithms with Markovian samples. Since the data are dependent, the current iterates depend on the history of the algorithm. Thus, the analysis of Algorithm 1 must carefully account for data across different delays. Inspired by the popular use of Lyapunov–Razumikhin functions in studying the stability of delayed ordinary differential equations, we design a Lyapunov function of this type to derive the convergence rates for DCSA. We believe that this Lyapunov approach is new in the literature of decentralized algorithms, and is of independent interest as it may be applied to many problems in this setting.

Finally, we discuss how our theoretical results can be applied to characterize the performance of two important special cases: decentralized Markov chain gradient descent and decentralized Q-learning, and provide some illustrative numerical examples.

### B. Related Work

In this section, we provide a brief summary of the existing literature in decentralized stochastic gradient descent (DSGD) and decentralized reinforcement learning methods, both of which can be viewed as special cases of DCSA. This will help to distinguish this article with the existing work in these areas.

In [6], [7], [8], [9], and the references therein, DSGD is studied for optimizing convex and nonconvex problems under i.i.d. data (realizations of the gradient). In [10] and [11], Markovian data are considered, similar to the setting in this article. The existing theoretical results of DSGD are established based on various assumptions on the boundedness of the gradients/updates. For example, the authors in [10] assume that the norm of $F_i(X_i, \theta)$ is uniformly bounded, while a bounded variance of $\sum_{i=1}^{N}(F_i(X_i, \theta) - F_i(\theta))$ is assumed in [11]. Similarly, the bounded variance condition, a bound on the norm of the error between the stochastic gradient and the true gradient, is considered in [6]. The authors in [8] relax this condition to only require that the expected norm of the stochastic gradient is bounded affinely by the norm of the true gradient. However, [12], Prop. 1 shows that none of these conditions in [6], [7], [8], [9], [10], and [11] holds on a simple objective function. Relaxing these strong conditions is nontrivial, especially in the context of Markovian data and decentralized framework. One of the main contributions of this article is to loosen these assumptions considerably: we only assume that $F_i$ (which is the gradient map in DSGD) is Lipschitz continuous, which is observed by the example in [12], Prop. 1.

In the context of reinforcement learning, SA is a common tool to analyze the convergence of temporal-difference (TD) learning [13], Q-learning [14], and other value-based methods [3]. In the distributed setting, decentralized TD learning using linear function approximation has been studied in [15] and [16], which can be viewed as a special case of DCSA with $F_i$ being linear operators. Moreover, the authors in [16] consider the setting where the linear operators at the agents are the same. The techniques in [15] and [16] cannot be directly applied to analyze DCSA, since we consider nonlinear SA and the local operators are different across the agents. Moreover, DCSA captures the decentralized variant of the popular Q-learning under linear function approximation, whose convergence property is unknown in the existing literature. With an assumption on the state visitation, we show that the problem falls under our analytical framework and its convergence rate can be derived as a consequence of our main theorem. In addition, we note that the decentralized policy gradient methods for multiagent and/or multitask reinforcement learning in [17], [18], [19], [20], [21], and [22] also perform updates similar to (2) in spirit that combine local gradient steps with network-level information aggregation.

We also want to point out some related work in the parameter/server settings (or federated learning/local SGD), where the agents communicate with a centralized coordinator, a problem that has attracted a good deal of interest lately because of its broad applications in data centers and cloud computing. This centralized communication setting can be a special case of Algorithm 1 with a “star graph,” and the recent advances in its theoretical understanding can be found in [23], [24], [25], and the references therein. Extending these theoretical results in the centralized communication setting to the decentralized setting here, however, is not straightforward.
Finally, we note that a preliminary version of this work is available in [5], where we considered DCSA algorithm under a constant step size. In this work, we study both constant and time-varying step sizes and provide a complete analysis for the finite-time convergence rates of DCSA, which is missing in [5]. We also discuss our results when the underlying communication graphs are time varying, which is not covered in [5].

II. FinitE-Time Analysis

In this section, we present the main results of this article, where we explicitly characterize the convergence rate of Algorithm 1 in solving (1). We provide an upper bound on the error $\mathbb{E}[\|\theta_k^i - \theta^*\|^2]$ for any $i \in V$ when Algorithm 1 uses constant and time-varying step size sequences $\{\epsilon_k\}$. When $\epsilon_k = \epsilon$ for some constant $\epsilon$, this error obeys

$$
\mathbb{E}[\|\theta_k^i - \theta^*\|^2] \leq O\left(a^k + \epsilon \log\left(\frac{1}{\epsilon}\right)\right)
$$

for a constant $\alpha < 1$ explicitly shown later in the section. Under-time-varying step sizes $\epsilon_k = O(1/k)$

$$
\mathbb{E}[\|\theta_k^i - \theta^*\|^2] \leq O\left(\frac{\log^2(k)}{k}\right).
$$

We begin by introducing the technical assumptions and useful notation used in our analysis in the following sub-sections.

A. Technical Assumptions and Notation

Given a constant $\epsilon > 0$, we denote by $\tau(i, \epsilon)$ the mixing time associated with the Markov chain $\{X^k_i\}$, i.e., $\tau(i, \epsilon)$ is the smallest integer such that $\forall x_i \in X_i$

$$
d_TV(P(X^k_i = \cdot | X^0_i = x_i, \mu_i) \leq \epsilon \quad \forall k \geq \tau(i, \epsilon)
$$

where $d_TV(\cdot, \cdot)$ is the total variance distance and $P(X^k_i = \cdot | X^0_i = x_i)$ is the distribution of $X^k_i$ with the initial conditions $x_i$. The mixing time represents the time it takes for the distribution of $X^k_i$ to get close to the stationary distribution $\mu_i$. We consider the following technical assumption on the properties of the Markov chains $\{X^k_i\}$.

Assumption 1: The space $X_i$ are compact, and the Markov chains $\{X^k_i\}_k$ are ergodic for all $i = 1, 2, \ldots, N$.

Assumption 1 implies that the Markov chain $\{X^k_i\}_k$ has a geometric mixing time. In other words, there exist $m_i > 0$ and $\rho_i \in (0, 1)$ such that $\forall x_i \in X_i$

$$
d_TV(P(X^k_i = \cdot | X^0_i = x_i, \mu_i) \leq m_i \rho_i^k \quad \forall k \geq 0.
$$

In the special case where $X_i$ is finite, the ergodicity of the Markov chain is guaranteed when it is irreducible and aperiodic, and the mixing time depends on the second largest eigenvalue of the transition probability matrix of $\{X^k_i\}_k$ [26].

Equation (3) implies that there exists a constant $\beta > 0$ such that

$$
\tau(i, \epsilon) \leq \beta \log(1/\epsilon) \quad \forall i.
$$

Given any $\epsilon > 0$ and denoting $\rho \triangleq \max_{i=1, 2, \ldots, N} \rho_i$, we define

$$
\tau(\epsilon) \triangleq \max\left\{\frac{\rho}{1 - \rho}, \max_{i=1, 2, \ldots, N} \tau(i, \epsilon)\right\}.
$$

For convenience, we denote $\tau_k = \tau(\epsilon_k)$. We require $\tau(\epsilon) \geq \frac{1}{\rho}$ as this condition later helps us to show $\tau_k \leq \tau_{k-1} + 1$ for $k > \tau_k$, i.e., $\tau_k$ does not increase too fast. In addition, as long as the step size $\epsilon_k$ is a polynomial function of $k$, it is obvious that $\tau_k$ grows at most logarithmically in $k$, and we can find a constant $c_\epsilon \in (0, 1)$ such that

$$
\tau_k + 1 \leq (1 - c_\epsilon)(k + 1) \quad \forall k > \tau_k.
$$

Assumption 1 holds in various applications, e.g., in incremental optimization [27] and in reinforcement learning modeled by Markov decision processes with a finite number of states and actions. In addition, Assumption 1 is used in the existing literature to study the finite-time performance of SA and its distributed variants under Markov randomness; see [13] and [14] and the references therein.

Next, we consider two assumptions on the operators $F_i$.

Assumption 2: The mappings $F_i(X_i, \cdot)$ are Lipschitz continuous; there exists a constant $L > 0$ such that for all $x_i \in X_i$

$$
\|F_i(x_i, \theta) - F_i(x_i, \tilde{\theta})\| \leq L\|\theta - \tilde{\theta}\| \quad \forall \theta, \tilde{\theta} \in \mathbb{R}^d.
$$

Assumption 3: The mapping $-F$ is 1-point strongly monotone w.r.t $\theta^*$, i.e., there exists $\alpha > 0$ such that

$$
(F(\theta) - F(\tilde{\theta}), \theta - \tilde{\theta}) \leq -\alpha\|\theta - \tilde{\theta}\|^2 \quad \forall \theta, \tilde{\theta} \in \mathbb{R}^d.
$$

As a result of Assumption 2, the mapping $F_i(\cdot)$ is also Lipschitz continuous with constant $L$.

$$
\|F_i(\theta) - F_i(\tilde{\theta})\| \leq L\|\theta - \tilde{\theta}\| \quad \forall \theta, \tilde{\theta} \in \mathbb{R}^d.
$$

Since $X_i$ are compact we denote by

$$
B \triangleq \max\{L, \max_{i \in V, x_i \in X_i} \|F_i(x_i, 0)\|\} < \infty.
$$

Under Assumption 3, $F$ is 1-point strongly monotone, which implies that the solution $\theta^*$ of (1) is unique. This assumption obviously holds in the case where the operator $F$ is globally strongly monotone, i.e., $\theta^*$ in (7) can be replaced by any $\theta^* \in \mathbb{R}^d$.

The global strong monotonicity is often assumed in the existing literature in studying the finite-time convergence rate of SA; see, for example, [14] and the references therein. In linear SA where the operator $F(\theta) = A\theta$ for some matrix $A \in \mathbb{R}^{d \times d}$, $A$ is usually assumed to be negative definite, which implies the strong monotonicity of $F$ [13], [16]. In the context of SGD, where $F$ is a gradient mapping, this assumption is equivalent to the the restricted Secant inequality [28], which is a generalized variant of strong convexity and is often used to guarantee the linear convergence of SGD for nonconvex optimization.

Finally, we consider the following assumption of the weight matrix of the network $W$, which encodes the communication structures shared between agents.

Assumption 4: The matrix of consensus weights $W = [W(i, j)] \in \mathbb{R}^{N \times N}$ in (2) is doubly stochastic, i.e., $\sum_i W_{ij} = 1$. In addition, $W(i, i) > 0$ and $W(i, j) > 0$ if and only if $(i, j) \in E$. Otherwise $W(i, j) = 0$.

This assumption is a standard condition in the existing literature of decentralized consensus-based algorithms to guarantee that the agents reach an agreement [29]. When the underlying network is connected, it implies that the largest singular value of $W$ is 1, while other singular values are strictly less than 1. The rates of Algorithm 1 depend on the spectral gap $1 - \sigma_2$ representing the connectivity of the network, where $\sigma_2 \in [0, 1)$ denotes the second largest singular value of $W$. In the rest of this article, we assume that Assumptions 1–4 always hold.

Notation: We use $\|\cdot\|$ and $\|\cdot\|_\infty$ to denote the matrix Frobenius norm and the spectral norm, respectively. We denote by $I$ and $\mathbf{1}$ the all-one vector in $\mathbb{R}^N$ and the identity matrix in $\mathbb{R}^{N \times N}$. 
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Given a sequence of local vectors \( \theta_1, \ldots, \theta_N \in \mathbb{R}^d \), we denote by \( \Theta \) a matrix in \( \mathbb{R}^{N \times d} \), whose \( i \)th row is \( \theta_i^T \). We then denote their average by \( \bar{\theta} \)

\[
\bar{\theta} \triangleq \frac{1}{N} \sum_{i=1}^{N} \theta_i = \frac{1}{N} \Theta^T 1 \in \mathbb{R}^d.
\]

### B. Main Results

We now present the main result of this article, where we provide an explicit formula to characterize the finite-time convergence rates of Algorithm 1 under both constant and time-varying step sizes. Recalling the definitions of \( L, \alpha, c_\tau, \) and \( B \) from Assumptions 2 and 3 and (6) and (8), we introduce the following constants for convenience.

\[
C_1 = \left( 60B^2 + \frac{45}{2} + 90BL + 6B^2 \right) \left( \|\theta^*\|^2 + 1 \right)
\]

\[
C_2 = \left( \frac{21B}{2} + 5 + \frac{8L^2}{\alpha} + 10L \right)
\]

\[
C_{c,1} = \max \left\{ 6B, \frac{45B + 132B^2 + 192BL}{\alpha} \right\}
\]

\[
C_{c,2} = \max \left\{ 16B, \frac{768B^2}{c_\tau \alpha}, \frac{\alpha}{4} + \frac{128B^2}{c_\tau (1 - \sigma_2^2)} + 2C_2, \frac{32B^2}{C_2} \right\}.
\]

Later in Section II-C, we will introduce the notion of optimality error and consensus error. Loosely speaking, \( C_1 \) describes the coupling between the two errors and \( C_1 \) represents the effect of the Markov randomness on the optimality error.

We consider the following two step sizes.

1) **Constant step size**: Let \( \epsilon_k = \epsilon \) (\( \tau_k = \tau(\epsilon) \)) satisfy

\[
\epsilon \tau(\epsilon) \leq \min \left\{ \frac{1}{N C_{c,1}}, \frac{1 - \sigma_2^2}{N C_{c,2}} \right\}.
\]

2) **Diminishing step size**: Let \( \epsilon_k \) be chosen as

\[
\epsilon_k = \frac{\epsilon}{k + 1}, \quad \text{where} \quad \epsilon \geq \frac{8}{\alpha}
\]

and \( \epsilon_k \tau_k \leq \min \left\{ \frac{1}{N C_{c,1}}, \frac{1 - \sigma_2^2}{N C_{c,2}} \right\} \quad \forall k \geq \tau_k. \quad \text{(11)}

By (4) we have \( \lim_{\epsilon \to 0} \epsilon \tau(\epsilon) = 0 \), so one can choose an \( \epsilon \) small enough that (10) is satisfied. A similar argument holds for (11).

**Theorem 1**: Let \( \{\theta_i^k\} \forall i \in \mathcal{V} \), be generated by Algorithm 1.

1) Under the constant step size in (10), we have \( \forall k \geq \tau(\epsilon) \)

\[
\mathbb{E} \left[ \|\theta_i^k - \theta^*\|^2 \right] \leq \left( 1 - \frac{8 \epsilon}{\alpha} \right)^{k - \tau(\epsilon)} \frac{4S^0 + 7\|\bar{\theta}^0\|^2 + C_1}{(1 - \sigma_2^2)}
\]

\[
+ \frac{208N \beta C_1}{\alpha(1 - \sigma_2^2)} \epsilon \log(\frac{1}{\epsilon}).
\]

2) Under the diminishing step size in (11), we have \( \forall k \geq \tau_k \)

\[
\mathbb{E} \left[ \|\theta_i^k - \theta^*\|^2 \right] \leq \frac{4(\beta \log(k + 1) - \log(\epsilon)) + 1}{(1 - \sigma_2^2)(k + 1)} \left( 4S^0 + 7\|\bar{\theta}^0\|^2 + C_1 \right)
\]

\[
+ \frac{208N \beta C_1 \log(k) \log(k - \log(\epsilon))}{\epsilon^2(1 - \sigma_2^2)(k + 1)}.
\]  

where \( c_\tau \in (0, 1) \) is defined in (6), and \( S^0 \) is a constant defined later in (14) that depends on the initial condition.

With its proof presented in Section IV, Theorem 1 states that under a constant step size \( \epsilon \) every local iterate generated by Algorithm 1 converges linearly to a ball around the optimal solution with radius on the order of \( \epsilon \log(\frac{1}{\epsilon}) \). Under a properly decaying step size, every local iterate converges exactly to the optimal solution with rate \( O(\log^2(k)/k) \).

If \( F_i \) is the gradient of some function, our result resembles the best known convergence rate of decentralized SGD for solving strongly convex objective functions under i.i.d. samples, differing only by a log factor (for example, see [30], Th. 2). In addition, this rate matches the ones in [25] where the authors consider a centralized communication topology.

Our bound depends inversely on \( 1 - \sigma_2^2 \), which reflects the impact of the graph \( \mathcal{G} \) and the matrix \( W \) on the convergence. The bound also scales proportional to \( N \), which shows the increasing difficulty of the problem as the number of agents goes up.

### C. Main Technical Challenges

One may attempt to apply the existing analysis in both decentralized optimization and reinforcement learning literature [16], [29] to derive the convergence rates presented in Theorem 1. However, due to the general settings we consider, in particular, the interaction between the decentralized framework and nonlinear SA under Markovian data and (potentially) unbounded operators, such an extension is nontrivial. In the following, we present the main technical challenges in our analysis and explain in detail the reason why the existing technique fails. We then discuss the novel idea in our analysis, where we introduce a variant of Lyapunov–Razumikhin functions [31]. Our complete analysis is given in Section IV.

Our goal is to study the convergence of every iterate \( \theta_i^k \) to the fixed point \( \theta^* \). Due to the consensus update, one can separate the error \( \theta_i^k - \theta^* \) as

\[
\theta_i^k - \theta^* = \bar{\theta}_i^k - \bar{\theta}^k + \bar{\theta}^k - \theta^k
\]

“consensus error” “optimality error” and study the convergence of these two errors to zero separately, as often done in the decentralized optimization literature [29]. However, there are two main challenges that make this approach inapplicable to our setting. For notation simplicity, we define the squared norm of the optimality error in iteration \( k \) as

\[
R^k \triangleq \|\bar{\theta}^k - \theta^*\|^2
\]

and the variance of consensus error in iteration \( k \) as

\[
S^k \triangleq \sum_{i=1}^{N} \|\theta_i^k - \bar{\theta}^k\|^2 = \|\Theta^k - 1(\bar{\theta}^k)^T\|^2_F.
\]

1) **Unbounded Operators**: If the operators \( F_i \) were bounded, i.e., there existed a constant \( D \) such that \( \|F_i(X, \theta)\| \leq D \) for all \( i \), \( X \), and \( \theta \), one can show that the norm of the consensus error is proportional to the step size \( \epsilon \), \( S^k \sim D \epsilon^2 \), which decays to zero as \( \epsilon \to 0 \) [29]. Based on the convergence of \( S^k \) the recursion on \( R^k \) can be easily established. Here, we make the less restrictive assumption that \( F_i \) is Lipschitz continuous (Assumption 2), allowing \( \|F_i(X, \theta)\| \) to be unbounded in general. In this case, one cannot immediately show that the consensus error converges to zero. Indeed, this error is proportional to the optimality error

\[
S^k \lesssim \delta S^{k-1} + O(\epsilon^2) R^{k-1}
\]

a.s., for some \( \delta < 1 \)
which can diverge unless $R_k^k$ decays to zero at a proper rate.

2) Markovian Samples: The data in our stochastic model are sampled from Markov processes. In other words, $(X_k^k)_k$ are dependent and have a shift in distribution from sample to sample. As a consequence, $F_k(X_k, \theta_k)$ is biased, i.e., $E_{\mu_k}[F_1(X_1, \theta_1)] \neq F_1(\theta_1)$, and automatic variance reduction does not follow by simply averaging across consecutive samples. In order to treat the Markovian data, one can utilize the recent development in analyzing (decentralized) SA under Markov samples (e.g., [13] and [16]). Specifically, one can take advantage of the geometric mixing time of the underlying Markov chain to handle the data dependence. Although the data are Markovian, their dependence is very weak at samples spaced out every $\tau_k$ step. However, this technique causes an extra “delay” consensus error in our analysis, i.e.,

$$\mathbb{E}[R_k^k] \leq \left(1 - \frac{\alpha_k}{2}\right)R_{k-1}^k + O(\epsilon)\mathbb{E}[S_{k-1}^k] + O(\epsilon)\mathbb{E}[S_{k-\tau_k}^k].$$

The delay term, $S_{k-\tau_k}^k$, implies the errors in the earlier iterates affect the current updates. This together with the coupling between consensus and optimality errors above complicates the analysis in Theorem 1. We note that the prior work [16] does not face these technical challenges since they consider a special linear case, i.e., $F_k$ are linear and the same for every agent. In that case, the consensus error is only proportional to $\epsilon$, similar to the existing literature [29]. In addition, there does not exist the delay term $S_{k-\tau_k}^k$ in the analysis in [16]. Without these coupling and delay terms, one can immediately see that the convergence of the consensus error implies the convergence of the optimality error to zero.

3) Novel Lyapunov Approach: As mentioned previously, one cannot study the convergence of consensus and optimality errors separately since these errors are coupled with each other. In addition, one needs to consider the impact of delays due to the Markovian samples. To handle this mixture of errors, a natural way is to analyze these errors simultaneously. Indeed, one of the main contributions in this article is to introduce a novel composite Lyapunov–Razumikhin function $V$ defined as

$$V^k = \mathbb{E}[R_k^k] + \mathbb{E}[S^k] + \mathbb{E}[S_{k-\tau_k}^k].$$

Our main motivation in using $V^k$ comes from the wide application of the Lyapunov–Razumikhin function in studying the stability of delayed ordinary differential equations [31]. By putting together the bounds of the optimality and consensus errors mentioned previously, we will show that $V^k$ decays to zero at a proper rate, which immediately implies the results in Theorem 1.

D. Time-Varying and Directed Communication Graphs

We note that with slight modifications, our algorithm and theoretical results extend to the case where the agents communicate according to a time-varying communication graph $G_k = (V, E_k)$. Essentially, we assume that the there exists a positive integer $B$ such that for any integer $l \geq 0$, the following graph is connected

$$(V, E_0 \cup E_1 \cup \ldots \cup E_{(l+1)\tau_k-1}).$$

This assumption is often considered in prior works that study consensus algorithms under a time-varying graph [15], [29], and guarantees the long-term connectivity though the network in any step can be disconnected. Let the consensus weight matrix $W_k$ be any double stochastic matrix that respects the graph $G_k$ (see Assumption 4). Our update rule in (2) becomes

$$\theta_k^k = \sum_{j \in \mathcal{N}_k(i)} W_k(i,j)\theta_j^k + \epsilon_k F_k(X_k^k, \theta_k^k)$$

where $\mathcal{N}_k(i)$ denotes the neighbors of the agent $i$ in iteration $k$. It has been observed in [29] that under a time-varying communication graph, the key structural quantity affecting the rate of convergence is

$$\eta = \min\{1 - 1/(2N^3), \min_{\ell \in \mathbb{Z}_+} \max_{-\ell \leq t \leq (\ell-1)B \leq (\ell-1)B - 1} \sigma_2(W_{\ell})\} \in [0, 1).$$

$\eta$ plays the role of $\sigma_2$ in the fixed communication graph setting. Our analysis can be adapted to show that with a time-varying communication graph, the modified update rule (15) produces iterates that converge linearly to a ball around the optimal solution $\theta^*$ under a constant step size; under a diminishing step size $\epsilon_k = O(1/k)$, the iterates converge exactly to $\theta^*$ with rate $O(\log^2(k)/k)$. These rates are the same as our results under a fixed communication graph, except for the constant $B$ capturing the connectivity of time-varying graphs.

Similarly, our analysis can be extended to the case where the communication graph is directed and strongly connected by leveraging the techniques in [32].

III. APPLICATIONS AND EXPERIMENTS

In this section, we illustrate our theoretical results by considering a number of numerical simulations on the performance of decentralized Markov chain gradient descent and decentralized Q-learning methods in solving problems in robust identification and reinforcement learning. We show that these two methods can be formulated as different variants of Algorithm 1.

A. Decentralized Markov Chain Gradient Descent

We consider a distributed optimization problem over a network of $N$ agents. Associated with agent $i$ is a function $\tilde{f}_i : \mathbb{R}^d \rightarrow \mathbb{R}$. The goal of the agents is to cooperatively solve

$$\min_{\theta \in \mathbb{R}^d} \sum_{i=1}^{N} \tilde{f}_i(\theta)$$

where $\tilde{f}_i(\theta) = \mathbb{E}_{X_i} f_i(X_i, \theta)$ for some $f_i : X_i \times \mathbb{R}^d \rightarrow \mathbb{R}$ and $X_i$ is a random variable taking values over the space $X_i$ with the stationary distribution $\mu_i$. DSGD is one of the most popular methods in the literature for solving this problem, where each agent $i$ maintains $\theta_i$, an estimate of the solution $\theta^*$ of (16), and iteratively performs

$$\theta_i^{k+1} = \sum_{j \in \mathcal{N}_i} W_{ij} \theta_j^k + \epsilon_k \nabla f_i(X_i^k, \theta_i^k).$$

Most of the existing results about the convergence of (17) are established under the conditions that $X_i^k$ are i.i.d. across time and $i$. However, in many problems such as optimization under a linear dynamic system, $\{X_i^k\}$, are sampled from Markov chains. See [10] and [33] for a discussion on more applications where the data are naturally Markovian.

As a concrete example, we consider the distributed variant of the robust identification problem [34]. In this problem, each agent $i$ is associated with a system as shown in Fig. 1. The system parameters are $A_i \in \mathbb{R}^{d \times d}$, which is different across agents, and $u \in \mathbb{R}^d$, the same across agents. The observations (samples) are $X_i^k = (X_i^k(1), X_i^k(2)) \in \mathbb{R}^d \times \mathbb{R}$, generated by the following
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\[
y(2) = \mu_e \{ y \in [y_e] \} \]

is \( u_0, \in = 5 \) 0 \( \mu = f_1 \geq u = 2 \) 0 (19) (1) = only connect to agents 2 and \( \langle u, X_i(1) \rangle \) + \( X_i(1) \) + \( y_i \) \( k \) \( d \times d \) \( \mu \) i.i.d. \( -F_i = \nabla_\theta f_i \) is strongly monotone if \( \bar{F}_i \) is positive definite. Under the strong monotonicity of \( -F_i \), our theoretical results in Theorem 1 imply the same results for the finite-time perfomance of the decentralized Markov SGD. Our rates recover the best known result of decentralized Markov SGD while relying on weaker assumptions [10].

To illustrate our theoretical results, we experimentally solve this problem where we choose \( N = 50 \) and \( d = 20 \). To generate data, we choose \( X_i \in \mathbb{R}^{d \times d} \) to be a subdiagonal matrix where for all \( 2 \leq m \leq d \), \( A, [m, m-1] \) is drawn uniformly from \([.8,.99]\), and \( u \) to be a random vector drawn uniformly from the d-dimensional unit \( \ell_2 \)-ball. We sample scalars \( u_i \) and \( y_i \) i.i.d. from the standard normal distribution \( N(0,1) \), and make \( U_i = u_i \epsilon_1 \), where \( \epsilon_1 \) is the first basis vector. We then generate the samples by making \( X_i(1) = 0 \) and following (18) for \( k \geq 1 \).

In this experiment, we use a line graph \( G \), i.e., the agent \( i \) connects to agents \( i - 1 \) and \( i + 1 \) for all \( i = 2, 3, \ldots, N - 1 \), and agents 1 and \( N \) only connect to agents 2 and \( N - 1 \), respectively. In addition, we generate \( W \) using the lazy metropolis method [38].

In Fig. 2, we plot the decay of the errors under a constant step size \( \epsilon = 5e - 4 \) (top row) and a diminishing step size with \( \epsilon = 3e - 2 \) (bottom row). In the case of the constant step size, we see that the optimality error roughly converges linearly after the initial 2000 iterations, which matches the theory. The decay of the consensus error is much faster, which is a common result and observation in the literature of consensus algorithms [29]. In the case of diminishing step size, both the optimality error and the consensus error decays roughly with rate \( O(\log^2(k)/k) \), again matching our theoretical result.

**B. Decentralized Q Learning**

We consider multitask reinforcement learning problems over multiagent systems, where there are \( N \) different tasks and \( N \) agents [19]. Each task, modeled by a Markov decision process, is assigned to one agent. The goal of the agents is to cooperatively find a single policy, a mapping from state spaces to the action spaces, that simultaneously solves all the tasks.

For solving this problem, we consider a decentralized variant of Q-learning method under linear function approximation [14]. When the tasks share the same dynamic, this problem is equivalent to find a \( \theta^* \) that solves

\[
\sum_{i=1}^{N} \mathbb{E}_{X \sim \mu_i} [G_i(\theta^*, X)] = 0
\]

for some nonlinear operator \( G_i \) that depends on the basis of the linear subspace and the reward functions at different tasks. For more details, we refer the readers to [14], which discusses the problem in the single agent case. Under a proper assumption on \( \mu_i \) and \( G_i \) that guarantees sufficient state visitation, one can show that the operator \( -G_i(\theta) = -\mathbb{E}_{X \sim \mu_i} [G_i(\theta, X)] \) is strongly monotone. With \( F_i = -G_i \), our results in Theorem 1 can be applied to derive the rates of decentralized Q-learning, which is unknown in the existing literature.

To illustrate for the performance of decentralized Q-learning, we consider a GridWorld problem consisting of multiple mazes (environments) with size \( 10 \times 10 \) (see the first plot of Fig. 3). In each environment, the agent is placed in a grid of cells, where every cell has one of three labels: goal, obstacle, or...
Lemma 1 is a simple consequence of the Lipschitz condition of \( F_i(X, \cdot) \), and states that the norm of the operator \( F_i(X, \theta) \) or \( \tilde{F}_i(\theta) \) can be bounded affinely in \( \theta \).

**Lemma 2:** For all \( k \geq \tau_k \), we have
\[
\| \tilde{\theta}^k - \tilde{\theta}^{k-\tau_k} \| \leq 3\epsilon_{k-\tau_k} B \tau_k \left( \| \tilde{\theta}^k \| + \frac{1}{N} \sqrt{S^{k-\tau_k}} + 1 \right)
\]
\[
\leq \frac{1}{2N} \left( \| \tilde{\theta}^k \| + \sqrt{S^{k-\tau_k}} + 1 \right). \tag{20}
\]

2) For all \( k \leq \tau_k \), we have
\[
\| \tilde{\theta}^k - \tilde{\theta}^0 \| \leq \frac{1}{3N} \| \tilde{\theta}^0 \| + \frac{1}{3N} \sqrt{S^0} + \frac{1}{3N} \]
\[
\text{where the constant}
\]
\[
C_0 = 32B^2 \left( \| \tilde{\theta}^0 \|^2 + 1 \right).
\]

**Lemma 3:** We have for all \( k \geq 0 \)
\[
S^k \leq \frac{1 + \sigma^2}{2} S^{k-1} + \frac{32B^2 N}{1 - \sigma^2} R^{k-1} + \frac{NC_0}{1 - \sigma^2} \]
\[
\text{where the constant}
\]
\[
C_0 = 32B^2 \left( \| \tilde{\theta}^0 \|^2 + 1 \right).
\]

**Lemma 4:** We have for all \( k \geq \tau_k \)
\[
E[R^{k+1}] \leq \left( 1 - \frac{\alpha\epsilon_{k-\tau_k}}{2} \right) E[R^k] + NC_1 \epsilon_{k-\tau_k} \tau_k
\]
\[
\quad + NC_2 \epsilon_{k} E[S^k] + NC_2 \epsilon_{k} E[S^{k-\tau_k}]
\]
\[
\text{where} \ C_1 \text{ and } C_2 \text{ are defined in (9).}
\]

Lemmas 3 and 4 characterize the decay of the consensus error and the optimality error, respectively. For conciseness, the proofs of the lemmas are deferred to the appendix.

**B. Proof of Theorem 1**

\( V^k = E[R^k] + E[S^k] + E[S^{k-\tau_k}] \) is the sum of three components. Bounding \( V^k \) requires characterizing the growth of each of the three terms, which are all coupled with each other.

By Lemmas 3 and 4, we can recursively bound the consensus error
\[
E[S^k] \leq \frac{1 + \sigma^2}{2} E[S^{k-1}]
\]
\[
\quad + \frac{32B^2 N}{1 - \sigma^2} E[R^{k-1}] + \frac{NC_0}{1 - \sigma^2} \]
\[
\text{and the optimality error}
\]
\[
E[R^k] \leq \left( 1 - \frac{\alpha\epsilon_{k-1}}{2} \right) E[R^{k-1}] + NC_1 \epsilon_{k-1} \epsilon_{k-\tau_{k-1}-1} \tau_{k-1}
\]
\[
\quad + NC_2 \epsilon_{k-1} E[S^{k-1}] + NC_2 \epsilon_{k-1} E[S^{k-\tau_{k-1}-1}]
\]
\[
\leq \left( 1 - \frac{\alpha\epsilon_{k-1}}{2} \right) E[R^{k-1}] + NC_1 \epsilon_{k-1} \epsilon_{k-\tau_{k-1}} \tau_{k-1}
\]
\[
\quad + NC_2 \epsilon_{k-1} E[S^{k-1}] + NC_2 \epsilon_{k-1} E[S^{k-\tau_{k-1}-1}]
\]
\[
\text{where the second inequality follows from} \ \tau_{k-1} \leq \tau_k \text{ and} \ \epsilon_{k-\tau_{k-1}-1} \leq \epsilon_{k-\tau_k}.
\]

Let \( i^* \) denote index of the agent with the largest \( \rho_i \), i.e., \( \rho_{i^*} = \rho \). For any \( k \geq \frac{1}{\rho^2} \), (3), the definition of the mixing time, and the fact that the max operator is nonexpansive imply
\[
\tau_k - \tau_{k-1} \leq \log_{\rho} \left( \frac{\epsilon_k}{m_i^*} \right) - \log_{\rho} \left( \frac{\epsilon_{k-1}}{m_i^*} \right)
\]
\[ \log \rho \left( \frac{\epsilon_k}{\epsilon_{k-1}} \right) = \log \rho \left( \frac{k + 1}{k} \right) \leq 1. \]

Since \( \tau_k, \tau_{k-1} \) are both integers and \( \tau_k \geq \tau_{k-1} \), we have either \( \tau_k = \tau_{k-1} + 1 \) or \( \tau_k = \tau_{k-1} + 1 \).

When \( \tau_k = \tau_{k-1} + 1 \), combining (23) and (24) implies \( \forall k \geq \tau_k \)

\[ V^k = \mathbb{E}[R^k] + \mathbb{E}[S^k] + \epsilon_{k-1} \tau_k \]

\[ \leq \left( 1 - \frac{\alpha_k - 1}{2} \right) \mathbb{E}[R^{k-1}] + NC_1 \epsilon_{k-1} \mathbb{E}[S^{k-1}] \]

\[ + NC_2 \epsilon_{k-1} \mathbb{E}[S^k] + \frac{1 + \sigma^2_{\tau_k}}{2} \mathbb{E}[S^k] + \frac{32N^2 \epsilon_{k-1}^2}{1 - \sigma^2_k} \mathbb{E}[R^{k-1}] \]

\[ + \frac{N C_2}{1 - \sigma^2_k} \epsilon_{k-1}^2 + \frac{1 + \sigma^2_{\tau_k}}{2} \mathbb{E}[S^{k-1}] \]

\[ \leq \left( 1 - \frac{\alpha_k - 1}{4} + \frac{32N^2 \epsilon_{k-1}^2}{1 - \sigma^2_k} \right) \mathbb{E}[R^{k-1}] \]

\[ + \frac{N C_2}{1 - \sigma^2_k} \epsilon_{k-1}^2 + \frac{1 + \sigma^2_{\tau_k}}{2} \mathbb{E}[S^{k-1}] \]

\[ \leq \left( 1 - \frac{\alpha_k - 1}{4} + \frac{32N^2 \epsilon_{k-1}^2}{1 - \sigma^2_k} \right) \mathbb{E}[R^{k-1}] \]

\[ + \frac{N C_2}{1 - \sigma^2_k} \epsilon_{k-1}^2 + \frac{1 + \sigma^2_{\tau_k}}{2} \mathbb{E}[S^{k-1}] \]

\[ \leq \frac{1}{1 - \sigma^2_k} \mathbb{E}[S^k] \]

\[ \leq \frac{1}{1 - \sigma^2_k} \mathbb{E}[S^k] \]

Note that by choosing the step size small enough, the terms quadratic in the step size is dominated by terms linear in the step size. Specifically, if the step size sequence satisfies

\[ \epsilon_k \leq \min \left\{ \frac{c_3 \alpha(1 - \sigma^2_\tau)}{768N^2 \epsilon^2_\sigma}, \frac{1 - \sigma^2_\tau}{4} + \frac{12N^2 \epsilon^2_\sigma}{c_3(1 - \sigma^2_\sigma)} + 2NC_2 \right\} \quad \forall t \geq 0 \]

which is guaranteed by the conditions of Theorem 1, then we can further simplify the aforementioned inequality with the help of (6) and the fact \( \epsilon_{k-1} \leq \frac{c_3}{c_0} \) for all \( k \geq \tau_k \), which is a result of (6)

\[ V^k \leq \left( 1 - \frac{\alpha_k - 1}{8} \right) \mathbb{E}[R^{k-1}] \]

\[ + \frac{N (C_1 + \frac{2C_0}{1 - \sigma^2_k} + \frac{192N^2 \epsilon^2_\sigma}{1 - \sigma^2_k} \left( \mathbb{E}[\|\theta^*\|^2] + 2 \right) + \frac{1 + \sigma^2_{\tau_k}}{2} \mathbb{E}[S^{k-1}] \]
where the last inequality uses $\epsilon_{k-1} \leq \frac{C_2(1 - \sigma^2)}{2B^2}$.

Defining

$$
\lambda_k = \begin{cases} 
1 - \frac{\alpha \epsilon_k}{8}, & \text{if } \tau_{k+1} = \tau_k \\
1 + NC_2 \epsilon_k, & \text{if } \tau_{k+1} = \tau_k + 1
\end{cases}
$$

and recursively applying the inequalities (26) and (27), we get for all $k \geq \tau_k$

$$
V_k \leq V^{\tau_k} \prod_{t = \tau_k}^{k-1} \lambda_t + \frac{13NC_1}{1 - \sigma^2} \sum_{t = \tau_k}^{k-1} \epsilon^2 \tau (e) \prod_{t = \tau_k}^{k-1} \left( 1 - \frac{\alpha \epsilon_k}{8} \right)^{k - t - 1} \lambda_t.
$$

The aforementioned equation characterizes the general convergence behavior under either choice of the step sizes of Theorem 1. We now specialize to each step size sequence.

1) Constant Step Size: With a constant step size $\epsilon_k = \epsilon$ (hence, $\tau_k = \tau_{k-1} = \tau(e)$ for all $k$), (28) implies

$$
V^k \leq V^{\tau(e)} \prod_{t = \tau(e)}^{k-1} \left( 1 - \frac{\alpha \epsilon}{8} \right)^{k - t} + \frac{13NC_1}{1 - \sigma^2} \sum_{t = \tau(e)}^{k-1} \epsilon^2 \tau (e) \prod_{t = \tau(e)}^{k-1} \left( 1 - \frac{\alpha \epsilon}{8} \right)^{k - t - 1}
$$

$$
\leq V^{\tau(e)} \left( 1 - \frac{\alpha \epsilon}{8} \right)^{k - \tau(e)} + \frac{13NC_1}{1 - \sigma^2} \epsilon^2 \tau (e) \prod_{t = \tau(e)}^{k-1} \left( 1 - \frac{\alpha \epsilon}{8} \right)^{k - t - 1}
$$

$$
\leq V^{\tau(e)} \left( 1 - \frac{\alpha \epsilon}{8} \right)^{k - \tau(e)} + \frac{104NC_1}{\alpha(1 - \sigma^2)} \epsilon^2 \tau (e).
$$

To bound $V^{\tau(e)}$ in terms of the initial conditions, we first bound $S^{\tau(e)}$. Applying Lemma 3 recursively, we have

$$
S^{\tau(e)} \leq \frac{1 + \sigma^2}{2} S^{\tau(e)-1} + \frac{32N \epsilon^2 B^2}{1 - \sigma^2} R^{\tau(e)-1} + \frac{NC_0}{1 - \sigma^2} \epsilon^2
$$

$$
\leq S^{\tau(e)-1} + \frac{32N \epsilon^2 B^2}{1 - \sigma^2} R^{\tau(e)-1} + \frac{NC_0}{1 - \sigma^2} \epsilon^2
$$

$$
\leq S^0 + N \epsilon^2 \sum_{t = \tau(e)}^{\tau(e)-1} \left( \frac{32B^2}{1 - \sigma^2} R^t + \frac{C_0}{1 - \sigma^2} \right).
$$

By (21) of Lemma 2 and the Cauchy–Schwarz inequality

$$
R^t \leq 2(\|\bar{\theta} - \tilde{\theta}\|^2 + R^0)
$$

$$
\leq 2 \left( \frac{1}{3N} \|\tilde{\theta}\|^2 + \frac{1}{3N} \sqrt{S^0} + \frac{1}{3N} \right)^2 + 2R^0
$$

$$
\leq \frac{2}{3N} (\|\tilde{\theta}\|^2 + S^0 + 1) + 2R^0.
$$

Then, (29) becomes

$$
S^{\tau(e)} \leq S^0 + N \epsilon^2 \sum_{t = 0}^{\tau(e)-1} \left( \frac{64B^2}{3N^2(1 - \sigma^2)} (\|\tilde{\theta}\|^2 + S^0 + 1) + \frac{64B^2}{1 - \sigma^2} R^0 + \frac{C_0}{1 - \sigma^2} \right)
$$

$$
\leq S^0 + N \epsilon^2 \tau (e) \left( \frac{128B^2}{3N^2(1 - \sigma^2)} (R^0 + \|\tilde{\theta}\|^2) + \frac{64B^2}{1 - \sigma^2} R^0 + \frac{C_0}{1 - \sigma^2} \right)
$$

$$
\leq \left( 1 + \frac{16}{27N^3(1 - \sigma^2)} \right) S^0 + \frac{16B^2}{9N(1 - \sigma^2)} R^0
$$

$$
+ \frac{C_0}{9NB^2(1 - \sigma^2)}
$$

(30)

where the last inequality combines the terms with the relations $\epsilon \tau (e) \leq \frac{1}{4N}$ and $\tau (e) \geq 1$.

We then bound $R^{\tau(e)}$ as

$$
R^{\tau(e)} \leq 2(\|\tilde{\theta} - \tilde{\theta}\|^2 + R^0)
$$

$$
\leq \frac{2}{3N} (\|\tilde{\theta}\|^2 + S^0 + 1)^2 + 2R^0
$$

$$
\leq \left( 4 + \frac{2}{3N} \right) (\|\tilde{\theta}\|^2 + \frac{2}{3N^2} S^0 + 4\|\tilde{\theta}\|^2 + \frac{2}{3N^2} )
$$

(31)

where the second inequality again comes from (21) of Lemma 2. Then, we can plug (30) and (31) into $V^{\tau(e)}$ as

$$
V^{\tau(e)} = \mathbb{E}[S^{\tau(e)}] + \mathbb{E}[S^{\tau(e)}] + S^0
$$

$$
\leq \left( 4 + \frac{2}{3N^2} \right) (\|\tilde{\theta}\|^2 + \frac{2}{3N^2} S^0 + 4\|\tilde{\theta}\|^2 + \frac{2}{3N^2} )
$$

$$
+ \left( 1 + \frac{16}{27N^3(1 - \sigma^2)} \right) S^0
$$

$$
+ \frac{16}{9N(1 - \sigma^2)} R^0 + \frac{C_0}{9NB^2(1 - \sigma^2)} + S^0
$$

$$
\leq \left( 2 + \frac{16}{27N^3(1 - \sigma^2)} \right) S^0 + \frac{2}{3N^2}
$$

$$
+ \left( 4 + \frac{2}{3N^2} + \frac{16}{9N(1 - \sigma^2)} \right) \|\tilde{\theta}\|^2
$$

$$
+ \frac{16}{9N(1 - \sigma^2)} \|\tilde{\theta}\|^2 + \frac{C_0}{9NB^2(1 - \sigma^2)}
$$

$$
\leq \frac{4}{1 - \sigma^2} S^0 + \frac{7}{1 - \sigma^2} \|\tilde{\theta}\|^2 + \frac{C_1}{1 - \sigma^2}
$$

(32)

where the last inequality follows from simplification using $N \geq 1$ and the definition of $C_0$ in (22).

Therefore, for any $i = 1, 2, \ldots, N$ and any $k > \tau(e)$

$$
\mathbb{E}[\|\theta^i_k - \theta^i_k\|^2] = \mathbb{E}[\|\theta^i_k - \theta^i_k + (\tilde{\theta} - \bar{\theta})\|^2]
$$

$$
\leq 2\mathbb{E}[R^k] + 2\mathbb{E}[\|\theta^i_k - \theta^i_k\|^2] \leq 2\mathbb{E}[R^k] + 2\mathbb{E}[S^k] \leq 2V^k
$$

$$
\leq \left( 1 - \frac{\alpha \epsilon}{8} \right)^{k - \tau(e)} V^{\tau(e)} + \frac{208NC_1}{\alpha(1 - \sigma^2)} \epsilon \tau (e)
$$

$$
\leq \left( 1 - \frac{\alpha \epsilon}{8} \right)^{k - \tau(e)} \left( \frac{4}{1 - \sigma^2} S^0 + \frac{7}{1 - \sigma^2} \|\tilde{\theta}\|^2 + \frac{C_1}{1 - \sigma^2} \right)
$$

+ \frac{208N \beta C_1}{\alpha(1 - \sigma^2)} \epsilon \log \left( \frac{1}{\epsilon} \right).

2) Diminishing Step Size: Since $\epsilon_k$ is a nonincreasing function in $k$ and $\tau_k = \tau_{k-1} + 1$ occurs no more than $\tau_k$ times when $t$ increases from $\tau_k$ to $k$, (28) implies

$$
V^k \leq \prod_{t = \tau_k}^{k-1} \lambda_t + \frac{13NC_1}{1 - \sigma^2} \sum_{t = \tau_k}^{k-1} \epsilon^2 \tau t - \tau_k + 1 \prod_{t = t+1}^{k-1} \lambda_t
$$

(33)
\[ V^{\tau_k} \left( \prod_{t=\tau_k}^{\tau_{k+1}} (1 + NC_2 \epsilon_t) \right) \left( \prod_{t=\tau_k}^{\tau_{k+1}} \left( 1 - \frac{\alpha \epsilon_t}{8} \right) \right) \]
\[ + \frac{13NC_1}{1 - \sigma^2} \sum_{t=\tau_k}^{\tau_{k+1}} \epsilon_{t-\tau_k-1} \epsilon_t \left( \prod_{t=\tau_k}^{\tau_{k+1}} (1 + NC_2 \epsilon_t) \right) \times \left( \prod_{t=\tau_k}^{\tau_{k+1}} \left( 1 - \frac{\alpha \epsilon_t}{8} \right) \right). \]

(33)

Since \( 1 + x \leq \exp(x) \) for any scalar \( x \), we have \( \forall \ell \geq \tau_k \)

\[ \left( \prod_{t=\ell}^{\ell+\tau_k} (1 + NC_2 \epsilon_t) \right) \left( \prod_{t=\ell+\tau_k}^{\ell+\tau_{k+1}} \left( 1 - \frac{\alpha \epsilon_t}{8} \right) \right) \leq \exp(NGC_2 \epsilon_{\tau_k}) \left( \exp \left( - \sum_{t=\ell+\tau_k}^{\ell+\tau_{k+1}} \frac{\alpha \epsilon_t}{8} \right) \right) \]

\[ \leq 2 \exp \left( - \sum_{t=\ell+\tau_k}^{\ell+\tau_{k+1}} \frac{\alpha \epsilon_t}{8(t+1)} \right) \]

where the third inequality uses \( NC_2 \epsilon_{\tau_k} \leq 1/2 \leq \log(2) \) afforded by the step size condition. Note that

\[ \sum_{t=k_1}^{k_2} \frac{1}{t+1} \geq \int_{k_1}^{k_2+1} \frac{1}{t+1} dt = \log \left( \frac{k_2 + 2}{k_1 + 1} \right) \]

which simplifies the aforementioned inequality:

\[ \left( \prod_{t=\ell}^{\ell+\tau_k} (1 + NC_2 \epsilon_t) \right) \left( \prod_{t=\ell+\tau_k}^{\ell+\tau_{k+1}} \left( 1 - \frac{\alpha \epsilon_t}{8} \right) \right) \]

\[ \leq 2 \exp \left( - \sum_{t=\ell+\tau_k}^{\ell+\tau_{k+1}} \frac{\alpha \epsilon_t}{8(t+1)} \right) \leq \frac{2(\ell + \tau_k + 2)}{k + 1} \]

if \( \alpha \geq 8 \). Using this bound in (33), we have

\[ V^k \leq \frac{4(\tau_k + 1)}{k + 1} V^{\tau_k} + \frac{13NC_1}{1 - \sigma^2} \sum_{t=\tau_k}^{\tau_{k+1}} \epsilon_{t-\tau_k-1} \epsilon_t \frac{2(\ell + \tau_k + 1)}{k + 1} \]

\[ \leq \frac{4(\tau_k + 1)}{k + 1} V^{\tau_k} + \frac{52NC_1}{1 - \sigma^2} \tau_k - \tau - 1 + \frac{1}{k + 1} \]

\[ \leq \frac{4(\tau_k + 1)}{k + 1} V^{\tau_k} + \frac{52NC_1 \tau_k - \tau - 1}{c_k^2(1 - \sigma^2)} \sum_{t=\tau_k}^{\tau_{k+1}} \frac{1}{\ell^2} \]

\[ \leq \frac{4(\tau_k + 1)}{k + 1} V^{\tau_k} + \frac{208NC_1 \tau_k - \tau - 1}{c_k^2(1 - \sigma^2)} \sum_{t=\tau_k}^{\tau_{k+1}} \frac{1}{\ell^2} \]

where the third inequality uses \( \epsilon_{k-\tau_k} \leq \frac{\epsilon}{\tau_k} \) for all \( k \geq \tau_k \), which is a result of (6), and the fourth inequality follows from \( \frac{t+1}{t^2} \leq \frac{1}{t^2} \) for all \( t \geq 1 \). Applying

\[
\sum_{t=k_1}^{k_2} \frac{1}{t+1} \leq \int_{k_1-1}^{k_2} \frac{1}{t+1} dt = \log \left( \frac{k_2 + 1}{k_1} \right)
\]

in (34), we have

\[
V^k \leq \frac{4(\tau_k + 1)}{k + 1} V^{\tau_k} + \frac{208NC_1 \tau_k - \tau - 1}{c_k^2(1 - \sigma^2)} \sum_{t=\tau_k}^{\tau_{k+1}} \frac{1}{\ell^2} \]

in (34), we have

\[
V^k \leq \frac{4(\tau_k + 1)}{k + 1} V^{\tau_k} + \frac{208NC_1 \tau_k - \tau - 1}{c_k^2(1 - \sigma^2)} \sum_{t=\tau_k}^{\tau_{k+1}} \frac{1}{\ell^2} \]

We can bound \( V^{\tau_k} \) by the initial conditions the same way as in the case of a constant step size and get

\[
V^{\tau_k} \leq \frac{4}{1 - \sigma^2} + \frac{7}{1 - \sigma^2} \parallel \tilde{\theta}^0 \parallel^2 + \frac{C_1}{1 - \sigma^2}.
\]

Then, similar to (32), for any \( i \in \{1, 2, \ldots, N\} \) and any \( k > \tau_k \)

\[
\mathbb{E} \left[ \parallel \tilde{\theta}^k - \theta^* \parallel^2 \right] \leq 2V^k
\]

\[
\leq \frac{4(\beta \log(k + 1) - \log(\epsilon)) + 1}{(1 - \sigma^2)} \parallel \tilde{\theta}^0 \parallel^2 + \frac{C_1}{1 - \sigma^2}.
\]

The same argument extends easily to \( \parallel \tilde{F}_i(\tilde{\theta}) \parallel \).

\[
\| \tilde{F}_i(X_i, \tilde{\theta}) \| - \| F_i(X_i, 0) \|
\]

\[
\leq \| F_i(X_i, \tilde{\theta}) - F_i(X_i, 0) \| \leq L \| \tilde{\theta} \|.
\]

Rearranging terms, we have for all \( i \) and \( X_i \)

\[
\| F_i(X_i, \tilde{\theta}) \| \leq L \| \tilde{\theta} \| + \| F_i(X_i, 0) \|
\]

\[
\leq B \| \tilde{\theta} \| + B \leq B(\| \tilde{\theta} \| + 1).
\]

**APPENDIX A**

**PROOF OF TECHNICAL LEMMAS**

**A. Proof of Lemma 1**

Using Assumption 2

\[ \| F_i(X_i, \tilde{\theta}) \| - \| F_i(X_i, 0) \| \]

\[ \leq \| F_i(X_i, \tilde{\theta}) - F_i(X_i, 0) \| \leq L \| \tilde{\theta} \|. \]

Rearranging terms, we have for all \( i \) and \( X_i \)

\[ \| F_i(X_i, \theta) \| \leq L \| \tilde{\theta} \| + \| F_i(X_i, 0) \| \]

\[ \leq B \| \tilde{\theta} \| + B \leq B(\| \tilde{\theta} \| + 1). \]

The same argument extends easily to \( \| \tilde{F}_i(\tilde{\theta}) \| \).

**B. Proof of Lemma 2**

As a result of Lemma 1

\[ \| \tilde{\theta}^{k+1} \| - \| \tilde{\theta}^k \| \leq \| \tilde{\theta}^{k+1} - \tilde{\theta}^k \| \]

\[ = \| \sum_{i=1}^{N} F_i(X_i^k, \tilde{\theta}^k) \| \]

\[ \leq \| \sum_{i=1}^{N} B(\| \tilde{\theta}_i^k \| + 1) \|
\]

\[ \leq \sum_{i=1}^{N} \| \tilde{\theta}_i^k \| + \| \tilde{\theta}_i^k - \tilde{\theta}_i^k \| + 1 \]

\[ \leq \epsilon_k B(\| \tilde{\theta}^k \| + \sqrt{S^k} + 1). \]
The last inequality of (35) follows from the fact that 
\[ ||\theta^k - \bar{\theta}|| \leq \sqrt{S^k} \]
which is a simple consequence of the definition of \( S^k \) in (14). 
Rearranging the terms in (35) leads to 
\[ ||\bar{\theta}^{k+1}|| \leq (1 + c_k B)||\bar{\theta}|| + c_k B(\sqrt{S^k} + 1). \]
The matrix form of the update rule (2) is 
\[ \Theta^{k+1} = W\Theta^k + e_k F(X^k, \Theta^k). \]  
(36)
The aforementioned equation implies that the update for \( \bar{\theta} \) observes 
\[ \bar{\theta}^{k+1} = \frac{1}{N}(\Theta^k)\top + \frac{c_k}{N} F(X^k, \Theta^k)\top 1. \]  
(37)
Using the update rule of \( \Theta^{k+1} \) and \( \bar{\theta}^{k+1} \)
\[ \Theta^{k+1} = W\Theta^k - \frac{1}{N} 11\top \Theta^k \]
\[ + c_k \left( F(X^k, \Theta^k) - \frac{1}{N} 11\top F(X^k, \Theta^k) \right) \]
\[ = (W - \frac{1}{N} 11\top)\Theta^k - (W - \frac{1}{N} 11\top 1)\bar{\theta}^{k}\top \]
\[ + c_k \left( F(X^k, \Theta^k) - \frac{1}{N} 11\top F(X^k, \Theta^k) \right) \]
\[ = (W - \frac{1}{N} 11\top)\left( \Theta^k - \frac{1}{N}(\bar{\theta}^{k})\top \right) \]
\[ + c_k \left( I - \frac{1}{N} 11\top \right) F(X^k, \Theta^k). \]  
(38)
Note that for any matrix \( Y \in \mathbb{R}^{N \times N} \), \( Z \in \mathbb{R}^{N \times d} \), we have \( ||YZ||_F \leq ||Y||_2 ||Z||_F \), so that 
\[ ||YZ||_F^2 = \sum_{i=1}^{N} ||Yz_i||^2 \leq \sum_{i=1}^{N} ||Z||_2 ||z_i||^2 \]
\[ \leq ||Y||_2^2 \sum_{i=1}^{N} ||z_i||^2 = ||Y||_2^2 ||Z||_F^2, \]
where \( z_i \) denotes the \( i \)th column of \( Z \). This inequality implies 
\[ ||\Theta^{k+1} - \frac{1}{N}(\bar{\theta}^{k})\top ||_F \leq \left[ ||W - \frac{1}{N} 11\top \right] \sqrt{S^k} + c_k \left[ \frac{1}{N} 11\top \right] \left[ F(X^k, \Theta^k) \right]_F \]
\[ \leq \sqrt{S^k} + c_k \sum_{i=1}^{N} ||F_i(X^k, \theta^k_i)|| \]
\[ \leq \sqrt{S^k} + c_k \sum_{i=1}^{N} ||\theta^k_i|| + 1 \]
\[ \leq \sqrt{S^k} + c_k B \sum_{i=1}^{N} (||\theta^k_i - \bar{\theta}|| + ||\bar{\theta}|| + 1) \]
\[ \leq (1 + c_k N B) \sqrt{S^k} + c_k N B ||\bar{\theta}|| + c_k N B \]
where the first inequality follows from \( ||W - \frac{1}{N} 11\top ||_F \leq 1 \) and 
\[ ||I - \frac{1}{N} 11\top||_F \leq 1. \]

Define \( y^k = ||\bar{\theta}|| + \sqrt{S^k} \). Using the aforementioned two inequalities 
\[ y^{k+1} = ||\bar{\theta}^{k+1}|| + \sqrt{S^{k+1}} \]
\[ \leq (1 + c_k B)||\bar{\theta}|| + c_k B(\sqrt{S^k} + 1) \]
\[ + (1 + c_k N B)\sqrt{S^k} + c_k N B ||\bar{\theta}|| + c_k N B \]
\[ \leq (1 + 2 c_k N B)||\bar{\theta}|| + (1 + 2 c_k N B)\sqrt{S^k} + 2 c_k N B \]
\[ = (1 + 2N c_k B)y^k + 2c_k N B. \]
First, we show the bound for \( k \geq \tau_k \). For \( t' \in [k - \tau_k, k] \), 
\[ y^{t'} \leq (1 + 2c_{k-\tau_k} N B)^{t'-k+\tau_k} y^{k-\tau_k} \]
\[ + 2c_{k-\tau_k} N B \sum_{u=k-\tau_k}^{t'-1} (1 + 2c_{k-\tau_k} N B)^{u-t'} \]
\[ \leq (1 + 2c_{k-\tau_k} N B)^{\tau_k} y^{k-\tau_k} \]
\[ + 2c_{k-\tau_k} N B \tau_k (1 + 2c_{k-\tau_k} N B)^{\tau_k} \]
\[ \leq 2y^{k-\tau_k} + 4c_{k-\tau_k} N B \tau_k \]
(39)
where we have used the fact that \( 1 + x \leq e^x \) for \( x \geq 0 \) and the relationship \( e^{2c_{k-\tau_k} N B \tau_k} \leq 2 \), which comes from the condition on the step size \( 2c_{k-\tau_k} N B \tau_k \leq \frac{1}{4} \log(2) \). Then 
\[ ||\bar{\theta}^k - \bar{\theta}^{k-\tau_k}|| \leq \sum_{t'=k-\tau_k}^{k-1} (||\bar{\theta}^{t'}|| + \sqrt{S^{t'}} + 1) \]
\[ \leq c_{k-\tau_k} B \sum_{t'=k-\tau_k}^{k-1} (||\bar{\theta}^{t'}|| + \sqrt{S^{t'}} + 1) \]
\[ \leq c_{k-\tau_k} B \sum_{t'=k-\tau_k}^{k-1} (y^{t'} + 1) \]
\[ \leq c_{k-\tau_k} B \sum_{t'=k-\tau_k}^{k-1} (2y^{k-\tau_k} + 4c_{k-\tau_k} N B \tau_k + 1) \]
\[ \leq c_{k-\tau_k} B \tau_k (2||\bar{\theta}^{k-\tau_k}|| + 2\sqrt{S^{k-\tau_k}} + 2) \]
\[ \leq 2c_{k-\tau_k} B \tau_k |\bar{\theta}^{k-\tau_k} - \bar{\theta}^{k-\tau_k}| + 2c_{k-\tau_k} B \tau_k ||\bar{\theta}|| \]
\[ + 2c_{k-\tau_k} B \tau_k \sqrt{S^{k-\tau_k}} + 2c_{k-\tau_k} B \tau_k \]
(40)
where the second inequality is from (35), and the second last inequality comes from the step size rule \( c_{k-\tau_k} \tau_k \leq \frac{1}{4} \log(2) \). 
Rearranging terms and again using the condition \( c_{k-\tau_k} \tau_k \leq \frac{1}{4} \log(2) \), we have 
\[ ||\bar{\theta}^k - \bar{\theta}^{k-\tau_k}|| \]
\[ \leq 3c_{k-\tau_k} B \tau_k ||\bar{\theta}|| + 3c_{k-\tau_k} B \tau_k \sqrt{S^{k-\tau_k}} + 3c_{k-\tau_k} B \tau_k \]
\[ \leq \frac{1}{2N} ||\bar{\theta}|| + \frac{1}{2N} \sqrt{S^{k-\tau_k}} + \frac{1}{2N}. \]
Now it remains to show the bound on \( ||\hat{\theta}^k - \bar{\theta}|| \) for \( k \leq \tau_k \). Similar to (39), for \( t' \in [0, k] \), we have
\[
y^{t'} \leq 2y^0 + 4\epsilon_k N B \tau_k = 2y^0 + 4\epsilon_k N B \tau_k
\]
which implies for all \( k \leq \tau_k \)
\[
\|\hat{\theta}^k - \bar{\theta}^0\| \leq \sum_{t'=0}^{k-1} \|\hat{\theta}^{t'+1} - \bar{\theta}^{t'}\|
\]
\[
\leq \epsilon B \sum_{t'=0}^{k-1} (\|\hat{\theta}^{t'}\| + \sqrt{S^t} + 1) = \epsilon B \sum_{t'=0}^{k-1} (y^{t'} + 1)
\]
\[
\leq \epsilon B \sum_{t'=0}^{k-1} (2y^0 + 4\epsilon_k N B \tau_k + 1)
\]
\[
\leq \epsilon B \tau_k \left(2\|\bar{\theta}^0\| + 2\sqrt{S^0} + 2\right) \leq \frac{1}{3N}\left(\|\bar{\theta}^0\| + \sqrt{S^0} + 1\right)
\]
where again the second inequality comes from (35) and the last inequality follows from the condition on the step size.

\( \square \)

C. Proof of Lemma 3

We have shown in (38) that for all \( k \geq 0 \)
\[
\Theta^k - 1(\hat{\theta}^k)^T = (W - \frac{1}{N}11^T) \left((\Theta^{k-1} - 1(\hat{\theta}^{k-1})^T\right)
\]
\[
+ \epsilon_{k-1} \left(I - \frac{1}{N}11^T\right) F(X^{k-1}, \Theta^{k-1})
\]
As \( ||W - \frac{1}{N}11^T||_F \leq \sigma_2 \) and \( ||I - \frac{1}{N}11^T||_F \leq 1 \), we have
\[
S^k = ||\Theta^k - 1(\hat{\theta}^k)^T||_F^2
\]
\[
= \left\|W - \frac{1}{N}11^T\right\|_F^2 + \epsilon_{k-1} \left(I - \frac{1}{N}11^T\right) F(X^{k-1}, \Theta^{k-1})^2 \leq \left(1 + \frac{1 - \sigma_2^2}{4\sigma_2^2}\right) \|W - \frac{1}{N}11^T\|_F^2 + \epsilon_{k-1} \left(I - \frac{1}{N}11^T\right) F(X^{k-1}, \Theta^{k-1})^2 \leq \sigma_2^2 \left(1 + \frac{1 - \sigma_2^2}{4\sigma_2^2}\right) S^{k-1} + \epsilon_{k-1} \left(I - \frac{1}{N}11^T\right) F(X^{k-1}, \Theta^{k-1})^2 \leq \left(1 + \frac{1 - \sigma_2^2}{4\sigma_2^2}\right) \|W - \frac{1}{N}11^T\|_F^2 + \epsilon_{k-1} \left(I - \frac{1}{N}11^T\right) F(X^{k-1}, \Theta^{k-1})^2 \leq \frac{1 + 3\sigma_2^2}{4} S^{k-1} + \frac{8\epsilon_{k-1}^2}{1 - \sigma_2^2} \left(1 + 7\sigma_2^2\right) \sum_{i=1}^{N} ||F_i(X_i^{k-1}, \theta_i^{k-1})||^2 \leq \frac{1 + 3\sigma_2^2}{4} S^{k-1} + \frac{8\epsilon_{k-1}^2}{1 - \sigma_2^2} \sum_{i=1}^{N} B^2(\|\theta_i^{k-1}\| + 1)^2 \]
where in the first inequality, we use the fact that \( ||a + b||^2 \leq (1 + \frac{1}{\eta}) ||a||^2 + (1 + 2\eta) ||b||^2 \) for all vectors \( a, b \) and \( \eta > 0 \). The third

D. Proof of Lemma 4

To show Lemma 4, we introduce the following technical lemmas that bounds the cross term under Markovian data.

Lemma 5: We have for all \( k \geq \tau_k \)
\[
E[||\hat{\theta}^k - \theta^*||, \sum_{i=1}^{N} (F_i(X_i^k, \theta_i^k) - F_i(\bar{\theta}))]
\]
\[
\leq \frac{\alpha}{2} E[R^k] + M_1 \epsilon_k - \tau_k E[R_k] + M_2 E[S^k]
\]
\[
+ M_3 E[S^{k-\tau_k}] + \epsilon_{k-\tau_k} M_1 (||\theta^*||^2 + 1)
\]
where \( M_1 = \frac{45B + 30B^2 + 48BL}{N} \), \( M_2 = \frac{5B}{2} + \frac{NL^2}{2} + \frac{B}{2} \), \( M_3 = 5B + \frac{5NL^2}{N} + 4NL^2 + 5L \).
Proof of (Lemma 4): From the update rule (2)
\[
R^{k+1} \leq ||\hat{\theta}^k + \frac{\epsilon_k}{N} \sum_{i=1}^{N} F_i(X_i^k, \theta_i^k) - \theta^*||^2
\]
\[
= R^k + \frac{\epsilon_k}{N} \sum_{i=1}^{N} ||F_i(X_i^k, \theta_i^k)||^2 + 2\epsilon_k \langle \bar{\theta}^k - \theta^*, \sum_{i=1}^{N} F_i(\theta_i^k) \rangle
\]
\[
+ 2\epsilon_k \langle \bar{\theta}^k - \theta^*, \sum_{i=1}^{N} (F_i(X_i^k, \theta_i^k) - F_i(\bar{\theta})) \rangle
\]
\[
= R^k + \frac{\epsilon_k}{N} \sum_{i=1}^{N} ||F_i(X_i^k, \theta_i^k)||^2
\]
where the first equality follows from \( \sum_{i=1}^{N} \bar{F}_i(\theta^*) = 0 \), and the third inequality is a result of Assumption 3.

We bound the second term of (43) with Lemma 1

\[
\left\| \frac{\epsilon_k}{N} \sum_{i=1}^{N} F_i(X_i^k, \theta_i^k) \right\|^2 \\
\leq \frac{c_2^2}{N} \sum_{i=1}^{N} \left\| F_i(X_i^k, \theta_i^k) \right\|^2 \\
\leq \frac{c_2^2}{N} \sum_{i=1}^{N} B^2 (\| \theta_i^k \| + 1)^2 \\
\leq \frac{c_2^2 B^2}{N} \sum_{i=1}^{N} (3\| \theta_i^k \|^2 + 3\| \theta_i^k - \bar{\theta}_k \|^2 + 3) \\
\leq 3c_2^4 B^2 (\| \bar{\theta}_k \|^2 + 1) + \frac{3c_2^2 B^2}{N} S^k \\
\leq 6c_2^4 B^2 (R^k + \| \theta^* \|^2 + 1) + \frac{3c_2^2 B^2}{N} S^k. \tag{44}
\]

Lemma 5 bounds the third term of (43). This, along with (44) and (43), implies that

\[
\mathbb{E}[R^{k+1}] \\
\leq \mathbb{E} \left[ (1 - 2\alpha \epsilon_k) R^k + \left\| \frac{\epsilon_k}{N} \sum_{i=1}^{N} F_i(X_i^k, \theta_i^k) \right\|^2 + 2\epsilon_k \langle \bar{\theta}_k - \theta^* \rangle \sum_{i=1}^{N} (F_i(X_i^k, \theta_i^k) - \bar{F}_i(\bar{\theta}_k)) \right] \\
\leq (1 - 2\alpha \epsilon_k) \mathbb{E}[R^k] + 6c_2^2 B^2 \mathbb{E}[R^k] + \| \theta^* \|^2 + 1 \\
+ \frac{3c_2^2 B^2}{N} \mathbb{E}[S^k] + \alpha \epsilon_k \mathbb{E}[R^k] + 2M_1 \epsilon_k \epsilon_k - \tau_k \mathbb{E}[R^k] \\
+ 2M_2 \epsilon_k \mathbb{E}[S^k] + 2M_3 \epsilon_k \mathbb{E}[S^{k-\tau_k}] \\
+ 2\epsilon_k \epsilon_k - \tau_k M_1 (\| \theta^* \|^2 + 1) \\
\leq (1 - \alpha \epsilon_k) \mathbb{E}[R^k] + (2M_1 + 6B^2) \epsilon_k \epsilon_k - \tau_k \mathbb{E}[R^k] \\
+ \left( \frac{B}{2N^2} + 2M_2 \right) \epsilon_k \mathbb{E}[S^k] + 2M_3 \epsilon_k \mathbb{E}[S^{k-\tau_k}] \\
+ N C_1 \epsilon_k \epsilon_k - \tau_k \mathbb{E}[R^k] \\
\leq \left( 1 - \frac{\alpha \epsilon_k}{2} \right) \mathbb{E}[R^k] + N C_1 \epsilon_k \epsilon_k - \tau_k \mathbb{E}[R^k] \\
+ N \left( \frac{21B}{2} + 2L^2 \frac{\alpha}{\alpha} + L \right) \epsilon_k \mathbb{E}[S^k] \\
+ N \left( 10B + \frac{5}{6} + \frac{8L^2}{\alpha} + 10L \right) \epsilon_k \mathbb{E}[S^{k-\tau_k}] \\
\leq \left( 1 - \frac{\alpha \epsilon_k}{2} \right) \mathbb{E}[R^k] + N C_1 \epsilon_k \epsilon_k - \tau_k \mathbb{E}[R^k] \\
+ N C_2 \epsilon_k \mathbb{E}[S^k] + N C_2 \epsilon_k \mathbb{E}[S^{k-\tau_k}] \\
\right)
\]

where the third inequality simply follows from rearranging/grouping of the terms. In the fourth inequality, we use the condition that \( \epsilon_k - \tau_k \leq \frac{\alpha}{45N + 192N BL^2 + 192N BL} \), and \( C_1 \) and \( C_2 \) are defined in (9).

\[ \square \]

E. Proof of Lemma 5

Define

\[
T_{1}^k = \left\langle \bar{\theta}_k - \bar{\theta}^{k-\tau_k}, \sum_{i=1}^{N} (F_i(X_i^k, \theta_i^k) - \bar{F}_i(\bar{\theta}_k)) \right\rangle \\
T_{2}^k = \left\langle \bar{\theta}^{k-\tau_k} - \theta^*, \sum_{i=1}^{N} (F_i(X_i^k, \theta_i^{k-\tau_k}) - \bar{F}_i(\theta_i^{k-\tau_k})) \right\rangle \\
T_{3}^k = \left\langle \bar{\theta}_k - \theta^*, \sum_{i=1}^{N} (F_i(X_i^k, \theta_i^k) - F_i(X_i^k, \theta_i^{k-\tau_k})) \right\rangle \\
T_{4}^k = \left\langle \theta^{k-\tau_k} - \theta^*, \sum_{i=1}^{N} (\bar{F}_i(\theta_i^{k-\tau_k}) - \bar{F}_i(\bar{\theta}_k)) \right\rangle \\
T_{5}^k = \left\langle \bar{\theta}_k - \theta^*, \sum_{i=1}^{N} (\bar{F}_i(\bar{\theta}_k) - \bar{F}_i(\bar{\theta}_k)) \right\rangle. \tag{45}
\]

We introduce the following two lemmas to assist the proof of Lemma 5 and note that they are essentially consequences of the Lipschitz continuity of \( F_i \) and \( \bar{F}_i \).

Lemma 6: We have for all \( k \geq \tau_k \)

\[
T_{1}^k \leq \frac{30\epsilon_k - \tau_k B^2}{N} (N R^k + N S^{k-\tau_k} + S^k + N (\| \theta^* \|^2 + 1)) \tag{46}
\]

Lemma 7: We have for all \( k \geq \tau_k \)

\[
T_{5}^k + T_{4}^k + T_{5}^k \leq \frac{48 \epsilon_k - \tau_k N BL R^k + \alpha R^k}{2} \\
+ \frac{45 \epsilon_k - \tau_k N BL}{2} \left( 2 \| \theta^* \|^2 + 1 \right) \\
+ \left( \frac{NL^2}{\alpha} + \frac{L^2}{\alpha} \right) S^k \tag{47}
\]

Proof (of Lemma 5): To simplify notations, we define the norm of the local consensus error \( r^k_i = \| \theta_i^k - \bar{\theta}_k \| \). Note that \( r^k_i \)
relates to $S^k$
\[
\sum_{i=1}^{N} (r^k_i)^2 = S^k.
\]

From the definition of $S^k$ and $R^k$, we have $\sqrt{S^k} = \|\Theta^k - \mathbf{1}(\hat{\theta}^k)^\top\|_F$ and $\sqrt{R^k} = \|\theta^k - \theta^*\|$. 

We can decompose the quantity of interest using (45)
\[
\left\langle \hat{\theta}^k - \theta^*, \sum_{i=1}^{N} \left( F_i(X_i^k, \theta_i^k) - \bar{F}_i(\hat{\theta}^k) \right) \right\rangle = \mathcal{T}_1^k + \mathcal{T}_2^k + \mathcal{T}_3^k + \mathcal{T}_4^k.
\]

We define $\mathcal{F}_k = \{ \mathbf{X}_0, \ldots, \mathbf{X}_k, \Theta^0, \ldots, \Theta^k \}$. Recall the definition of the TV distance: for any two probability measures $a, b$ on a set $E$
\[
d_{TV}(a, b) = \frac{1}{2} \sup_{f \in E} \left| \int f \, da - \int f \, db \right|.
\]

This implies that
\[
\mathbb{E} \left[ \mathcal{T}_2^k \mid \mathcal{F}_k - \tau_k \right] = \left\langle \hat{\theta}^k - \tau_k - \theta^*, \sum_{i=1}^{N} \left( F_i(X_i^k, \theta_i^{k-\tau_k}) - \bar{F}_i(\theta_i^{k-\tau_k}) \right) \right\rangle.
\]

Using the geometric mixing time and $k \geq \tau_k$, we have $d_{TV}(P(X_i^k = .), \mu_i) \leq \epsilon_k$. This yields
\[
\mathbb{E} \left[ \mathcal{T}_2^k \mid \mathcal{F}_k - \tau_k \right] \leq B_{\epsilon_k} \sum_{i=1}^{N} \left( \|\hat{\theta}_{k-\tau_k} - \hat{\theta}^k\| + \sqrt{R^k} \right)
\times \left( r_{k-\tau_k}^k + \|\hat{\theta}^k - \hat{\theta}_{k-\tau_k}\| + \|\hat{\theta}^k\| + 1 \right)
\leq B_{\epsilon_k} \sum_{i=1}^{N} \left( \frac{1}{2N} \|\hat{\theta}^k\| + \frac{1}{2N} \sqrt{S^k-\tau_k} + \frac{1}{2N} + \sqrt{R^k} \right)
\times \left( r_{k-\tau_k}^k + \frac{3}{2} \|\hat{\theta}^k\| + \frac{1}{2N} \sqrt{S^k-\tau_k} + \frac{3}{2} \right)
\leq B_{\epsilon_k} \sum_{i=1}^{N} \left( 3\sqrt{R^k} + \frac{1}{N} \sqrt{S^k-\tau_k} + \frac{1}{N} + \frac{\|\theta^*\|}{N} \right)
\times \left( 2r_{k-\tau_k}^k + 3\sqrt{R^k} + 3\|\theta^*\| + \frac{1}{N} \sqrt{S^k-\tau_k} + 3 \right)
\leq B_{\epsilon_k} \sum_{i=1}^{N} \left( 3\sqrt{R^k} + 3\|\theta^*\| + 2r_{k-\tau_k}^k + \frac{1}{N} \sqrt{S^k-\tau_k} + 3 \right)^2
\]

where the second inequality is from (20) of Lemma 2, and the first and the third inequalities use the triangular inequality. 

The rest of the terms in (45) are bounded by Lemmas 6 and 7. Putting the terms together
\[
\mathbb{E} \left[ \left\langle \hat{\theta}^k - \theta^*, \sum_{i=1}^{N} \left( F_i(X_i^k, \theta_i^k) - \bar{F}_i(\hat{\theta}^k) \right) \right\rangle \right] \leq \mathbb{E} \left[ \mathcal{T}_1^k + \mathcal{T}_2^k + \mathcal{T}_3^k + \mathcal{T}_4^k \right]
\leq 30\epsilon_{k-\tau_k}^k \epsilon_k N B^2 \left( N \mathbb{E}[R^k] + N S^k - \tau_k + S^k + N\|\theta^*\|^2 + N \right) + \frac{5B_{\epsilon_k}}{4} N \left( 9R^k + 9\|\theta^*\|^2 + \frac{1}{N} S^k - \tau_k + 9 \right)
\]

where the third inequality simply regroups the terms, and the last inequality follows from $\epsilon_{k-\tau_k}^k \leq \frac{1}{2N\epsilon_k}$. 

\[\square\]
\[ T_1^k \leq \sum_{i=1}^{N} \| \bar{\theta}^k - \bar{\theta}^{k-\tau_k} \| \| F_i(X^k_i, \theta^k_i) - F_i(\bar{\theta}^k) \| \]
\[ \leq B \sum_{i=1}^{N} \| \bar{\theta}^k - \bar{\theta}^{k-\tau_k} \| (\| \theta^k_i \| + \| \bar{\theta}^k \| + 2) \]
\[ \leq 3\epsilon_{k-\tau_k} B^2 (\| \bar{\theta}^k \| + \sqrt{S^{k-\tau_k}} + 1) \sum_{i=1}^{N} (r^k_i + 2\| \bar{\theta}^k \| + 2) \]
\[ \leq 6\epsilon_{k-\tau_k} B^2 \sum_{i=1}^{N} (\sqrt{R^k} + \| \theta^k_i \| + \sqrt{S^{k-\tau_k}} + r^k_i + 1)^2 \]
\[ \leq 30\epsilon_{k-\tau_k} B^2 \sum_{i=1}^{N} (R^k + S^{k-\tau_k} + (r^k_i)^2 + \| \theta^k_i \|^2 + 1) \]
\[ = 30\epsilon_{k-\tau_k} B^2 (NR^k + NS^{k-\tau_k} + S^k + N(\| \theta^k \|^2 + 1)) \]

where the second inequality results from Lemma 1, and the third and fifth inequalities use the triangular inequality. The third inequality also uses (20) of Lemma 2. \( \square \)

\section*{G. Proof of Lemma 7}

Due to the Lipschitz continuity in Assumption 2 and the Cauchy–Schwarz inequality
\[ T_3^k + T_4^k + T_5^k \]
\[ \leq \sqrt{R^{k-\tau_k}} \sum_{i=1}^{N} L \left( r^k_i + r^{k-\tau_k} + \| \bar{\theta}^{k-\tau_k} - \bar{\theta}^k \| \right) v \]
\[ \leq L \left( \| \bar{\theta}^{k-\tau_k} - \bar{\theta}^k \| + \sqrt{R^k} \right) \]
\[ \times \sum_{i=1}^{N} \left( r^k_i + 2r^{k-\tau_k} + 2\| \bar{\theta}^{k-\tau_k} - \bar{\theta}^k \| \right) \]
\[ \leq L \sum_{i=1}^{N} \left( 3\epsilon_{k-\tau_k} B \| \bar{\theta}^k \| + 3\epsilon_{k-\tau_k} B \sqrt{S^{k-\tau_k}} + 3\epsilon_{k-\tau_k} B \| \bar{\theta}^k \| \right) \]
\[ + 3\epsilon_{k-\tau_k} B \sqrt{S^{k-\tau_k}} + 6\epsilon_{k-\tau_k} B \| \bar{\theta}^k \| \]
\[ \times \left( r^k_i + 2r^{k-\tau_k} + 6\epsilon_{k-\tau_k} B \| \bar{\theta}^k \| \right) \]
\[ + 6\epsilon_{k-\tau_k} B \sqrt{S^{k-\tau_k}} + 6\epsilon_{k-\tau_k} B \| \bar{\theta}^k \| \]
\[ = 3\epsilon_{k-\tau_k} B L \sum_{i=1}^{N} \left( \| \bar{\theta}^k \| + \sqrt{S^{k-\tau_k}} + 1 \right) (r^k_i + 2r^{k-\tau_k}) \]
\[ + 2L(3\epsilon_{k-\tau_k} B)^2 \sum_{i=1}^{N} \left( \| \bar{\theta}^k \| + \sqrt{S^{k-\tau_k}} + 1 \right)^2 \]

where the second inequality uses the triangular inequality, and the third inequality follows from (20) of Lemma 2. The last inequality simply regroups the terms. Then, using the Cauchy–Schwarz inequality and the fact that \( a \cdot b \leq \frac{a^2}{2} + \frac{b^2}{2} \) for any scalars \( a, b, c > 0 \), we can further simplify
\[ T_3^k + T_4^k + T_5^k \leq 3\epsilon_{k-\tau_k} B L \frac{\| \bar{\theta}^k \|^2 + S^{k-\tau_k} + 1}{2} \]
\[ + 6\epsilon_{k-\tau_k} B L \sum_{i=1}^{N} \| \bar{\theta}^k - \theta^* \| \left( \| \bar{\theta}^k \| + \sqrt{S^{k-\tau_k} + 1} \right) \]
\[ + 6\epsilon_{k-\tau_k} B L \sum_{i=1}^{N} \| \bar{\theta}^k - \theta^* \| \left( \| \bar{\theta}^k \| + \sqrt{S^{k-\tau_k} + 1} \right) \]
\[ + 6\epsilon_{k-\tau_k} B L \sum_{i=1}^{N} \| \bar{\theta}^k - \theta^* \| \left( \| \bar{\theta}^k \| + \sqrt{S^{k-\tau_k} + 1} \right) \]

where the last two inequality simply regroup the terms and simplify the expressions using the conditions on the step size. \( \square \)
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