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Abstract—The analysis of electromagnetic scattering in the isogeometric analysis (IGA) framework based on Loop subdivision has long been restricted to simply-connected geometries. The inability to analyze multiply-connected objects is a glaring omission. In this paper, we address this challenge. IGA provides seamless integration between the geometry and analysis by using the same basis set to represent both. In particular, IGA methods using subdivision basis sets exploit the fact that the basis functions used for surface description are smooth (with continuous second derivatives) almost everywhere. On simply-connected surfaces, this permits the definition of basis sets that are divergence-free and curl-free. What is missing from this suite is a basis set that is both divergence-free and curl-free, a necessary ingredient for a complete Helmholtz decomposition of currents on multiply-connected structures. In this paper, we effect this missing ingredient numerically using random polynomial vector fields. We show that this basis set is analytically divergence-free and curl-free. Furthermore, we show that these basis recovers curl-free, divergence-free, and curl-free and divergence-free fields. Finally, we use this basis set to discretize a well-conditioned integral equation for analyzing perfectly conducting objects and demonstrate excellent agreement with other methods.

Index Terms—Helmholtz decomposition, subdivision surface, integral equations, moment methods, Fast multipole method

I. INTRODUCTION

Surface integral equation based solvers have become a workhorse for electromagnetic (EM) analysis for problems ranging from modeling and simulation of coupled circuit-EM problems [1] to device optimization [2], [3] to scattering and radiation [4]. Given the range of applications, a number of different types of equations have been developed for analysis of composite objects [4]–[6], and within the past two decades there has been an extensive body of work that has examined fundamental nuances of integral equations. These include developing methods to overcome critical bottlenecks, including understanding the nuances and ramifications of discretizing these equations. This extends to various efforts to understand low frequency breakdown [7], [8], develop well conditioned formulations [5], [6], [9], [10], investigate accuracy and convergence [11], and so on. We note that most of this analysis has been applied to geometric models that are Lagrangian, i.e., tessellation with discontinuous normals.

A more recent trend has been the development of isogeometric analysis (IGA) methods, or methods wherein the same basis set is used to represent both the geometry and the physics on the geometry [12]–[16]. The motivation is to permit analysis directly on computer aided design (CAD) models as opposed to a meshed model. Typically, CAD models are higher order smooth throughout the geometry (other than where necessary) and have significantly fewer control nodes. The ability to define basis sets directly on the CAD model offers a number of advantages. Typical CAD models fall under two categories, those either using non-uniform B-splines (NURBS) or subdivision. While IGA methods for electromagnetic analysis on NURBS exist [12], [16], [17], the challenge with using NURBS to model geometries is that they may not be watertight and are sometimes discontinuous. These hinder application to complex geometries [18], and was one of the key motivating factors for developing subdivision surfaces [19].

Subdivision surfaces (especially Loop subdivision) has been extremely popular in the computer graphics industry due to the ease with which one can represent complex topologies, its scalability, inherently multiresolution features, efficiency and ease of implementation; it overcomes several drawbacks of NURBS models [19]. More importantly, the surface representation is \( C^2 \), or continuous twice differentiable surface, almost everywhere [20], [21]. It is this smoothness that has generated extensive interest in developing methods to describe physics although, we note, NURBS is the industry standard for engineering design simply because it predates subdivision. Advances in subdivision based analysis methods have been numerous, ranging from...
analysis of thin shells [22]–[24], topology and shape optimization [25]–[29], design of subdivision exterior calculus [30], electromagnetic analysis [14], [31], [32], and acoustic analysis [33], [34].

Our work on IGA on subdivision surfaces has taken two different paths: (a) defining currents via a Helmholtz decomposition on simply connected surfaces [14], [31] and (b) defining a div-conforming basis sets [35]. Using the former, we have been able to demonstrate numerous benefits of smoothness and thereby a complete Helmholtz decomposition on simply connected surfaces. This permits seamless implementation of Calderón operators [14], [31], Debye sources [32], [36] and scalar potential of the number of degrees of freedom. In this paper, we present an alternate method for defining a harmonic basis by using vector fields wherein each component is a randomized polynomial [39]. We will show that

\[ \frac{1}{2} - \mathcal{K}_{\eta} \circ \mathbf{J}(r) - 2T_{\kappa} \circ \mathcal{K}_{\eta} \circ \mathbf{J}(r) = \hat{n}(r) \times \mathbf{H}'(r) + 2T_{\kappa} \circ (\hat{n}(r) \times \mathbf{E}')(r), \]

where,

\[ T_{\kappa} \circ \mathbf{J}(r) = -j\eta/\kappa \mathbf{J}(r) \times \int_{\Gamma} G_{\kappa}(r, r') \cdot \mathbf{J}(r') \, dr' \]

\[ + j \frac{\eta}{\kappa} \hat{n}(r) \times \nabla \int_{\Gamma} G_{\kappa}(r, r') \nabla' \cdot \mathbf{J}(r') \, dr', \]

\[ \mathcal{K}_{\kappa} \circ \mathbf{J}(r) = \hat{n}(r) \times \int_{\Gamma} \nabla G_{\kappa}(r, r') \cdot \mathbf{J}(r') \, dr'. \]

Here, \( \mathcal{I} \) is the idempotent, \( G_{\kappa}(r, r') = \exp[-j\kappa|r - r'|/(4\pi|r - r'|)], \kappa \) is the free space wavenumber, \( \eta \) is the free space impedance, \( \kappa' = \kappa - j0.4\kappa^2/3\zeta^{1/3} \) and \( \zeta \) is the maximum of the absolute values of mean curvatures on surface \( \Gamma \), and \( \mathcal{K}_{\kappa} \) is taken in the Cauchy principal value sense. In the above expressions, and what follows, we assume and suppress \( \exp[j\omega t] \) time dependence.

The construction of this formulation is derived from regularizing operators based on Calderón identities and complexification techniques such that boundary integral operators on the left hand side of (1) are second kind Fredholm operators. The construction of such regularizing operators has been proposed and analyzed in the literature [10], [40].
To solve (1) we will (i) represent the multiply-connected surface of the scatterer using isogeometric Loop subdivision basis sets, (ii) represent the currents on the surface using the same basis set, and (iii) validate solutions to these integral equations solved using this procedure. Next, we discuss these in sequence.

III. REPRESENTATION OF SURFACE AND CURRENTS

In what follows, we will define subdivision surfaces, followed by definition of basis sets on these surfaces. Note, since we are developing an iso-geometric method, the same basis set will be used to define both the manifold and the physics on the manifold.

A. Surface representation

Here we provide a terse summary of Loop subdivision; information provided is purely for completeness and omits details that can be found in [21], [41] and references therein. Let \( T^k \) denote a \( k \)-th refined control mesh, with vertices \( V^k := \{v_i, i = 1, \ldots, N_v \} \) and triangular faces \( P^k := \{f_i, i = 1, \ldots, N_f \} \). Using this control mesh and approximating loop subdivision rules [42], one can define a limit surface, \( \Gamma(r) \), that is \( C^2 \) smooth almost everywhere, other than at some isolated points, using any \( k \)-th refined control mesh \( T^k \). Note the following: (a) a limit surface is obtained by successive refinement of a control mesh such that \( k \rightarrow \infty \), (b) there exists an analytical map from a control mesh to the limit surface, and (c) all control mesh refinement point to the same limit surface. We note that the construction of the limit surface is different from the conventional Lagrangian description.

Consider a patch/triangle \( \epsilon \) and its set of control nodes, as shown in Fig. 1. We define the following: (a) its 0-ring are the vertices that belong to the patch, (b) its 1-ring as the set of all vertices, \( n_{\epsilon,v} \), that can be reached by traversing no more than two edges, and (c) the valence of a vertex is the number of edges that are incident on the vertex. In a typical Lagrangian description, the 0-th order description would be defined by the plane formed by the 0-ring. A higher order description would be due additional interpolation points within the 0-ring [4]; this is in contrast to Loop subdivision. The map between a patch \( \epsilon \) and the limit surface is defined by a weighted average of quartic box splines defined at its 1-ring neighbor vertices. This definition changes for vertices whose valence is not 6, or irregular/extraordinary vertices [20]. Nevertheless, using this definition, on can define an effective basis function such that the entire surface \( \Gamma(r) \) can be represented using [20], [43]

\[
\Gamma(r) = \sum_{i=1}^{N_v} c_i \xi_i(r), \tag{3}
\]

where \( c_i \) is the \( i \)-th control node and \( \xi_i \) is the effective basis function that is associated with \( c_i \) and has support \( \Gamma_i \); note, \( \cup_i \Gamma_i = \Gamma \). The basis functions \( \xi_i \) span an IGA finite dimensional space \( \Psi \) that is the subspace of the Sobolev space \( H^2(\Gamma) \) [44], [45]. We highlight the following properties of \( \xi_i(r) \) that are noteworthy for defining basis sets that can model electromagnetic analysis: (a) positive in the domain of support, (b) compact support, (c) partition of unity, (d) the function and its surface gradient go smoothly to zero at the boundary of the domain of support and (e) \( C^2 \) continuity almost everywhere.

B. Representation of currents

Consider representing a scalar function on a genus \( g \) manifold \( \Gamma \). To use isogeometric basis sets, we assume that there exists a net of control function values associated with each control vertex. In a manner similar to what is used in (3), any scalar function can be expressed in terms of the Loop subdivision basis set via

\[
f(r) = \sum_{n=1}^{N_v} a_n \xi_n(r), \tag{4}
\]

where \( N_v \) and \( \xi_n(r) \) are defined earlier. To define a basis for an electric current we note that on the manifold the current can be represented using a Helmholtz decomposition as

\[
J(r) = \nabla_{\Gamma} \phi(r) + \tilde{n}(r) \times \nabla_{\Gamma} \psi(r) + \tilde{\omega}(r), \tag{5}
\]

where \( \nabla_{\Gamma} \) is surface gradient, \( \phi(r) \) and \( \psi(r) \) are potentials on the surface that satisfy the zero mean constraint, and \( \tilde{\omega}(r) \) is the harmonic component. Using the basis functions defined in (4), we can rewrite the potentials on the limit surface as

\[
\phi(r) \approx \hat{\phi}(r) = \sum_{n=1}^{N_v} a_n^{\phi} \xi_n(r), \tag{6}
\]

\[
\psi(r) \approx \hat{\psi}(r) = \sum_{n=1}^{N_v} a_n^{\psi} \xi_n(r).
\]
where $a_n^k$ for $k \in \{1, 2\}$ are the unknown coefficients. It follows that the curl-free and divergence-free components of the current can be represented using the approximation of the potentials, viz.,

$$\mathbf{J}(\mathbf{r}) \approx \mathbf{J}_N(\mathbf{r}) = \sum_{n=1}^{N_n} \left[ a_n^1 \mathbf{J}_n^1(\mathbf{r}) + a_n^2 \mathbf{J}_n^2(\mathbf{r}) \right] + \mathbf{\bar{\omega}}(\mathbf{r}),$$

(7a)

$$\mathbf{J}_n^1(\mathbf{r}) = \nabla \times \mathbf{\xi}_n(\mathbf{r}),$$

$$\mathbf{J}_n^2(\mathbf{r}) = \mathbf{\hat{n}}(\mathbf{r}) \times \nabla \mathbf{\xi}_n(\mathbf{r}),$$

(7b)

$$\mathbf{\bar{\omega}}(\mathbf{r}) = \sum_{n=1}^{N_n} \left[ a_n^3 \mathbf{J}_n^3(\mathbf{r}) + a_n^4 \mathbf{J}_n^4(\mathbf{r}) \right],$$

wherein we define $\mathbf{J}_n^3(\mathbf{r})$ and $\mathbf{J}_n^4(\mathbf{r})$ in later sections. Note that since the representation is constructed using conditions on currents that rely on derivatives of the potentials $\phi(\mathbf{r})$ and $\psi(\mathbf{r})$, this leads to the existence of nontrivial solutions to (7) and therefore we must enforce uniqueness. In order to ensure uniqueness, we impose a zero-mean constraint for both divergence-free and curl-free components. A more thorough explanation, as well as, several properties of the basis functions can be found in [14], [43].

### C. Representation of harmonic components

Next, we detail the representation of the harmonic component. We begin by highlighting particular features of the Loop subdivision representation of the current thus far; more details can be found in [14], [43]. They are as follows:

1) The representation of currents is $C^1$ continuous on $\Gamma(\mathbf{r})$ almost everywhere.
2) The normal is $C^1$ almost everywhere.
3) On $\Gamma_n \cap \Gamma_m$, $\langle \mathbf{J}_m^3(\mathbf{r}), \mathbf{J}_m^4(\mathbf{r}) \rangle = -\langle \mathbf{J}_m^1(\mathbf{r}), \mathbf{J}_m^2(\mathbf{r}) \rangle$.
4) The inner product, $\langle \mathbf{J}_m^1(\mathbf{r}), \mathbf{J}_m^2(\mathbf{r}) \rangle$, is identically zero. This can be proven using Green’s theorems, $\mathbf{\xi}_m(\mathbf{r}) = 0$ for $\mathbf{r} \in \partial \Gamma_m$, and properties stated earlier. To wit,

$$\langle \mathbf{J}_m^1(\mathbf{r}), \mathbf{J}_m^2(\mathbf{r}) \rangle = \int_{\Gamma_m \cap \Gamma_m} d\mathbf{r} \nabla \cdot \mathbf{\xi}_m(\mathbf{r}) \cdot \mathbf{J}_m^2(\mathbf{r})$$

$$= \int_{\partial (\Gamma_m \cap \Gamma_m)} \mathbf{\xi}_m(\mathbf{r}) \hat{\mathbf{n}}(\mathbf{r}) \cdot \mathbf{J}_m^2(\mathbf{r}) d\mathbf{r}$$

$$- \int_{\Gamma_n \cap \Gamma_m} \mathbf{\xi}_m(\mathbf{r}) \nabla \cdot \mathbf{J}_m^2(\mathbf{r}) d\mathbf{r} = 0,$$

(8)

where $\partial (\Gamma_m \cap \Gamma_m)$ is the boundary of $\Gamma_m \cap \Gamma_m$, and $\hat{\mathbf{n}}(\mathbf{r})$ is an outward pointing normal tangential to the boundary. Given the properties stated earlier, the integrals are all zero.

5) As a result, the basis functions defined earlier are exactly orthogonal.

6) Finally, we denote $\langle \mathbf{J}_m^1(\mathbf{r}), \mathbf{J}_n^2(\mathbf{r}) \rangle = \langle \mathbf{J}_n^2(\mathbf{r}), \mathbf{J}_n^4(\mathbf{r}) \rangle = \gamma_{mn} \delta_{kk}$ where,

$$\gamma_{mn} = \int_{\Gamma_m \cap \Gamma_n} \nabla \cdot \mathbf{\xi}_m(\mathbf{r}) \cdot \nabla \mathbf{\xi}_m(\mathbf{r}) d\mathbf{r}. \quad (9)$$

These properties can be exploited readily in constructing a purely numerical basis for the harmonic components. We build on the ideas presented in [39]. Prior to proceeding, we note that the space of harmonic fields is $2g$-dimensional, where $g$ is the genus of the object. Consider a function $\mathbf{F}(\mathbf{r}) = -\hat{\mathbf{n}}(\mathbf{r}) \times \hat{\mathbf{n}}(\mathbf{r}) \times \mathbf{V}(\mathbf{r})$ where $\mathbf{V}(\mathbf{r}) \in \mathbb{R}^3$ and whose components are a low degree random polynomial. Specifically, let $\Gamma(\mathbf{r}) \in \{(0, L_x) \times (0, L_y) \times (0, L_z)\}$. Then each component of $\mathbf{V}(\mathbf{r})$ can be defined as a tensor product of Legendre polynomials via $P_{\alpha}(x/2L_x)P_{\beta}(y/2L_y)P_{\gamma}(z/2L_z)$ where $P_{\gamma}(\cdot)$ is the standard Legendre polynomials of degree $\gamma$ defined on $[-1, 1]$. Moreover, the maximum degree of Legendre polynomials should be at least $\lceil(2g)^{1/3}\rceil$ so that dimension of the space of polynomials is greater than the dimension of the space of the vector fields. For the examples in this paper, we choose the degree to be $\alpha + \beta + \gamma = \lceil(2g)^{1/3}\rceil + 5$.

To obtain $g$ harmonic basis functions that project to $\mathbf{\bar{\omega}}(\mathbf{r})$, we start with the following: consider a collection of $g$ random vector fields formed using Legendre polynomials defined earlier and denoted using $\mathbf{F}_i(\mathbf{r})$ for $i \in \{1, \ldots, g\}$. For each such field $\mathbf{F}_i(\mathbf{r})$, we can obtain

$$\mathbf{J}_i^1(\mathbf{r}) = \mathbf{F}_i(\mathbf{r}) - \sum_n \left[ a_n^1 \mathbf{J}_n^1(\mathbf{r}) + a_n^2 \mathbf{J}_n^2(\mathbf{r}) \right] \quad (10)$$

where the coefficients are arranged as $I^1 = [a_1^1, \ldots, a_g^1]^T$ and $I^2 = [a_1^2, \ldots, a_g^2]^T$, and obtained by solving

$$\begin{bmatrix} G^{11} & 0 \\ 0 & G^{22} \end{bmatrix} \begin{bmatrix} I^1 \\ I^2 \end{bmatrix} = \begin{bmatrix} \gamma_{11}^1 \\ \gamma_{22}^2 \end{bmatrix}. \quad (11a)$$

Here, $G^{11}_{nm} = G^{22}_{nm} = \gamma_{nm}$, and

$$\gamma_{nk}^i = \int_{\Gamma_n} \mathbf{J}_n^k(\mathbf{r}) \cdot \mathbf{F}_i(\mathbf{r}) d\mathbf{r}. \quad (11b)$$

Furthermore, note that if $\mathbf{J}_i^1(\mathbf{r})$ is a harmonic vector field, then $\mathbf{J}_i^1(\mathbf{r}) = \hat{\mathbf{n}}(\mathbf{r}) \times \mathbf{J}_i^2(\mathbf{r})$ is also a harmonic vector field that is independent of $\mathbf{J}_i^1(\mathbf{r})$. These basis span the space of harmonic fields (with high probability that the set of random vector fields are linearly independent) [39].

### D. More properties of basis sets

There are several properties that make this decomposition viable for analysis and as such we examine these properties below. Specifically, we note the following:

1) The inner products of a field $\mathbf{F}(\mathbf{r})$ with basis $\mathbf{J}_n^1(\mathbf{r})$ and $\mathbf{J}_n^2(\mathbf{r})$, for $n \in \{1, \ldots, N_n\}$, effectively
measures the surface divergence and curl of the field.

2) It is trivial to show that both surface divergence and surface curl of \( J_{n}^{3}(r) \) and \( J_{n}^{4}(r) \), for \( n \in \{1, \ldots, g\} \), as defined in \( \text{(10)} \) is identically zero via \( \text{(11)} \).

3) Along the same lines, it can be shown that \( \langle J_{n}^{3}(r), J_{i}^{4}(r) \rangle = 0 \) for \( k \in \{1,2\} \) and \( l \in \{3,4\} \).

4) The support of \( J_{1}^{1}(r) \) and \( J_{1}^{2}(r) \) is global and as such we need additional infrastructure to evaluate the necessary matrix elements.

A direct consequence of these properties and those in section \( \text{III-C} \) is that the prescribed basis \( J_{n}^{i}(r) \) for \( n \in \{1, \ldots, N_{n}\} \) and \( k \in \{1,2\} \), and \( J_{n}^{l}(r) \) for \( l \in \{3,4\} \) and \( i \in \{1, \ldots, g\} \), provide a complete Helmholtz decomposition of vector quantities defined on the manifold.

E. Fourier representation of and on the manifold

This subsection is not meant to be exhaustive, but to point to other potential applications that tie in to the topics of current interest. We begin by remarking that the Laplace–Beltrami operator \( \Delta \) admits a complete and countable sequence of eigenvectors which form an orthonormal basis in \( L_{2}(\Gamma) \), otherwise known as manifold harmonics; MHB is tantamount to Fourier basis on the manifold. As such, these manifold harmonics are used extensively in computer graphics for their spectral representation of geometries (even complex ones), as it provides a compressed representation and is robust to deformation \([47]\). Given that the manifold harmonics can be used to define potentials \( \phi(r) \) and \( \psi(r) \) on the surface, we have used manifold representation for both analysis \([31]\) and shape optimization \([29]\). It stands to reason that as the proposed technique leverages representation of \( \phi(r) \) and \( \psi(r) \) one can readily extend the manifold harmonic based approach to analysis of multiply connected objects. In addition, this technique can be useful in various computer graphics applications including spectral processing of tangential vector fields \([48]–[51]\).

IV. FIELD SOLVERS

Thus far, we have discussed the representation of current on the surface. We note that all basis function are defined for all values of \( r \in \Gamma(r) \) and the harmonic basis have global support. We detail the discretization of \( \text{(1)} \), in terms of the prescribed basis set; in particular, we use a Galerkin scheme to discretize these equations. We note that efficient evaluation of inner products is discussed in the next section. Note that discretizing Calderón type operators requires intermediate spaces, effected through a Gram matrix. We define the required Gram-matrix \([G]\) using

\[
[G] = \begin{bmatrix}
G_{11} & 0 & 0 & 0 \\
0 & G_{22} & 0 & 0 \\
0 & 0 & G_{33} & G_{34} \\
0 & 0 & G_{43} & G_{44}
\end{bmatrix},
\]

(12a)

\[
G_{nm}^{lk} = \langle J_{n}^{l}(r), J_{m}^{k}(r) \rangle = \int_{\Gamma} \langle J_{n}^{l}(r), J_{m}^{k}(r) \rangle dr,
\]

(12b)

where \( l,k \in \{3,4\} \) and \( G_{nm}^{33} = G_{44}^{44}, G_{nm}^{34} = -G_{nm}^{43} \). Using \( \text{(7)} \) in \( \text{(1)} \) and Galerkin testing results in a matrix system that can be written as

\[
[Z][I] = [V]
\]

(13a)

where,

\[
[Z] = [G]^{-1} ([L] + [K])
\]

(13b)

with

\[
[K]_{nm}^{lk} = \left\langle J_{n}^{l}(r), J_{m}^{k}(r) - \mathcal{K}_{n} \circ J_{m}^{k}(r) \right\rangle_{\Gamma_{n}},
\]

(13c)

\[
[T]_{\kappa,nm}^{lk} = \left\langle J_{n}^{l}(r), T_{\kappa} \circ J_{m}^{k}(r) \right\rangle_{\Gamma_{n}},
\]

(13d)

where \( \kappa \in \{\kappa', \kappa\} \), and, as defined earlier \( \kappa' = \kappa + 0.4\zeta^{2/3}\kappa^{1/3} \), and \( \zeta \) is the maximum of the magnitude of the mean curvature of the object, and

\[
[L] = -2[T]_{\kappa'}[G]^{-1}[T]_{\kappa}.
\]

(13e)

Furthermore, we have

\[
[T]_{m}^{k} = \alpha_{m}^{k},
\]

(14a)

\[
[V]_{n}^{k} = [G]^{-1} \left[ -2[T]_{\kappa'}[G]^{-1}[V]_{n}^{k} + [V_{\kappa}]_{n}^{k} \right],
\]

(14b)

with

\[
[V]_{n}^{k} = \left\langle J_{n}^{k}(r), \mathbf{E}(r) \right\rangle_{\Gamma_{n}},
\]

(15a)

\[
[V_{\kappa}]_{n}^{k} = \left\langle J_{n}^{k}(r), \mathbf{n} \times \mathbf{H}(r) \right\rangle_{\Gamma_{n}},
\]

(15b)

Here, we have defined \( l,k \in \{1,2,3,4\} \). Lastly, we note that the stabilizing properties of the Calderón preconditioner are local \([52]\), which allows the use of a localized version of the preconditioner \([T]_{\kappa'} \). As such, we choose to omit all interactions of a distance greater than 1.25\( \lambda \).
V. WIDEBAND MLFMA FOR EVALUATION OF INNER PRODUCTS

One of the critical components is the evaluation of inner products between different types of basis functions. The principal challenge arises from the higher order nature of the basis set as well as the domain of support. Indeed, the size of the domain $\Gamma_n$ associated with a basis function can be as large as $0.9\lambda$, if not larger. This is a direct cause of the fourth-order geometry and the basis set being third order. In addition, the harmonic basis has global support. As a consequence of these attributes, one needs a specialized fast method equipped to effectively evaluate all required inner products, given their higher order quadrature rules. In this paper, we leverage a mixed potential approach together with wideband MLFMA. This approach exploits the structure of wideband MLFMA coupled with an adaptive integration rule that relies on partitioning each patch into sub-triangles. Specifically, consider a basis function interacting with itself; the inner product devolves to a collection of sub-patches, such that each sub-patch corresponds to a low order integration rule and sub-patch interactions can be partitioned into near and far regions via a tree based algorithm, with leaf box sizes as small as the smallest sub-patch, i.e. $0.0625\lambda$ or smaller [53], [54]. This approach has been developed for higher order methods [54] and applied to subdivision basis sets for both acoustic and electromagnetic integral equations [31], [33]. As is evident from the results in this paper, we have an error controllable method for evaluating all matrix vector products (both in the near and far field of each other).

VI. NUMERICAL RESULTS

In this section, numerical examples are given to demonstrate the convergence and effectiveness of the presented numerical scheme to electromagnetic analysis. In order to do so, we shall present data on the following: (i) the exact Helmholtz decomposition of analytical fields defined on a torus; (ii) application of our wideband MLFMA scheme for analyzing complex multiply-connected structures; (iii) timings and iteration count for overall GMRES iterative solve.

A. Helmholtz Decomposition

In our first example, we demonstrate the effectiveness of our prescribed basis set to affect a Helmholtz decomposition of a vector field that is a linear combination of analytically prescribed curl-free, divergence-free, and harmonic vector fields, defined on a torus. We choose a torus, see Fig. 2 with a major axis of 3 m and a minor axis of 1 m, modeled using an initial control mesh comprising of 2048 vertices and 4096 faces. We refine the control mesh twice such that surface area and the total curvature of the limit surface $\Gamma$ agree within 99% to the analytical torus. We aim to report the $L_2$ norm of each component of the Helmholtz decomposition, for the following vector field $\mathbf{X}(\mathbf{r})$. In particular, we have

$$
\begin{align*}
\mathbf{X}_d(\mathbf{r}) &= -\hat{\mathbf{n}}(\mathbf{r}) \times \hat{\mathbf{n}}(\mathbf{r}) \times \mathbf{r}, \\
\mathbf{X}_c(\mathbf{r}) &= \hat{\mathbf{n}} \times \mathbf{X}_d(\mathbf{r}), \\
\mathbf{X}_h(\mathbf{r}) &= -\hat{\mathbf{n}}(\mathbf{r}) \times \hat{\mathbf{n}}(\mathbf{r}) \times \frac{\mathbf{t}}{||\mathbf{t}||^2}, \\
\mathbf{X}(\mathbf{r}) &= \mathbf{X}_d(\mathbf{r}) + \mathbf{X}_c(\mathbf{r}) + \mathbf{X}_h(\mathbf{r}) + \hat{\mathbf{n}}(\mathbf{r}) \times \mathbf{X}_h(\mathbf{r})
\end{align*}
$$

(16)

where $\mathbf{t} = y\hat{x} - x\hat{y}$, and $\mathbf{X}_d$ is a divergence-free field, $\mathbf{X}_c$ is a curl-free field, and $\mathbf{X}_h$ and $\hat{\mathbf{n}} \times \mathbf{X}_h$ are purely harmonic fields. Next, we choose to approximate these fields using the basis sets defined earlier; specifically,

$$
\begin{align*}
\mathbf{X}(\mathbf{r}) &\approx J_1^1(\mathbf{r}) + J_2^2(\mathbf{r}) + J_3^3(\mathbf{r}) + J_4^4(\mathbf{r}) \\
&= \sum_{n} a_n^1 \nabla \mathbf{J}_n^1(\mathbf{r}) + \sum_{n} a_n^2 \mathbf{J}_n^2(\mathbf{r}) + \sum_{n} a_n^3 \mathbf{J}_n^3(\mathbf{r}) + \sum_{n} a_n^4 \mathbf{J}_n^4(\mathbf{r}) \\
&\quad + \sum_{n=1}^{g} a_n^3 \mathbf{J}_n^3(\mathbf{r}) + \sum_{n=1}^{g} a_n^4 \mathbf{J}_n^4(\mathbf{r}),
\end{align*}
$$

(17)

where, $J_1^1(\mathbf{r}) \approx \mathbf{X}_d(\mathbf{r}), J_2^2(\mathbf{r}) \approx \mathbf{X}_c(\mathbf{r}), J_3^3(\mathbf{r}) \approx \mathbf{X}_h(\mathbf{r})$, and $J_4^4(\mathbf{r}) \approx \hat{\mathbf{n}}(\mathbf{r}) \times \mathbf{X}_h(\mathbf{r})$. We compute the unknown coefficients using the orthogonality properties of the basis set as presented in sections III-C and III-D.

|         | $||J_1^1||_2$ | $||J_2^2||_2$ | $||J_3^3||_2$ | $||J_4^4||_2$ | $||\hat{\mathbf{n}} \times \mathbf{X}_h||_2$ |
|---------|---------------|---------------|---------------|---------------|---------------------------------|
| $\mathbf{X}_d$ | 5.05E2        | 2.28E-17      | 3.02E-10      | 3.31E-19      |                                 |
| $\mathbf{X}_c$ | 2.28E-17      | 5.05E2        | 3.31E-19      | 3.02E-10      |                                 |
| $\mathbf{X}_h$ | 1.01E-26      | 1.67E-26      | 1.36E2        | 5.26E-18      |                                 |
| $\mathbf{X}_h \times \mathbf{X}_h$ | 1.98E-29      | 6.87E-24      | 5.02E-17      | 1.36E2        |

Table I: $L_2$-norms of the components of the decomposed vector fields
This is largely due the fact that while (16) is analytically exact on a canonical torus, it is not so on a geometric approximation.

B. Scattering from Complex Objects

In what follows, we analyze the performance of two different cases of the proposed approach for studying the radar cross section (RCS) and compare it with a conventional MoM CFIE solution technique that relies on RWG basis functions, otherwise referred to as RWG-CFIE. These two cases are (a) the prescribed formulation in this paper, which we refer to as CC-CFIE: Loop + GL and (b) the same prescribed formulation, but we omit the harmonic component of the surface current, which we refer to as CC-CFIE: Loop; in other words we set $J_k^i = 0$, for $k \in \{3, 4\}$ and $i \in \{1, \ldots, g\}$. In particular, we compare all three generated RCSs against each other, we report the iteration count to reach the specified GMRES solver tolerance and the time taken to reach the prescribed tolerance. Unless otherwise stated, we are comparing RCS in the $\phi = 0$ plane, due to a plane wave field propagating in $\hat{k} = -\hat{z}$ and polarized along $\hat{x}$ axis. Furthermore, in the experiments discussed next, the finer discretization was used with RWG basis (together with a Lagrangian geometry description). We ensured that the surface areas of the Lagrangian mesh agree within 99% to the subdivision limit surface. All of the numerical results presented in the graphs in this section were obtained by prescribing a GMRES residual tolerance equal to $10^{-7}$ for the overall system and $10^{-11}$ for inverting the gram matrix.

The first example we consider is a double torus of genus 2, see Fig. 3 that fits in a $10\lambda \times 4.81\lambda \times 2.06\lambda$ box. The number of DoF for the CFIE: RWG is 36864, CC-CFIE: Loop + GL results in 6146 DoF, and lastly the CC-CFIE: Loop results in 6142 DoF, respectively. The CFIE: RWG converges after 77 iterations after 2 m 7 s, CC-CFIE: Loop + GL converges after 17 iterations after 1 m 8 s, and lastly, the CC-CFIE: Loop converges after 104 iterations in 10 m 20 s. Fig. 4 shows excellent agreement between both the CC-CFIE: Loop + GL and the RWG-CFIE and lastly, we highlight the glaring disparity when omitting the harmonic component in CC-CFIE: Loop between the other methods in the inset.

The second example is a Chmutov surface, see Fig. 5, that fits in a $5\lambda$ box with a genus of 28. The number of DoF for the CFIE: RWG is 144000, CC-CFIE: Loop + GL has 23950 DoF, and lastly the CC-CFIE: Loop results in 23894 DoF, respectively. The CFIE: RWG converges after 350 iterations in 26 m 25s, CC-CFIE: Loop + GL converges after 36 iterations in 3 m 48 s, and lastly, the CC-CFIE: Loop converges after 104 iterations in 10 m 20 s. Fig. 6 shows excellent agreement between both the CC-CFIE: Loop + GL and the RWG-CFIE and lastly, we highlight the glaring disparity when omitting the harmonic component in CC-CFIE: Loop between the other methods in the inset.
This work develops the numerical infrastructure on to existing Loop subdivision IGA methods to enable analysis of multiply-connected structures. This is effected with the help of random vector projections onto subdivision surfaces. As a result, we are able to prescribe a complete Helmholtz decomposition on the surface wherein orthogonality of different components is preserved. This basis set can then be used to discretize well conditioned integral equations. A number of examples presented validate the assertions as well demonstrate the applicability to analysis of scattering from perfectly conducting objects. It is straightforward to apply the proposed basis set to other types of integral equations, such as decoupled potential/field integral equations. However, some problems remain that are a feature of the approximating subdivision basis we have chosen (and not subdivision in itself), i.e., preserving sharp features [55]. Our future goal is to enable the inclusion of divergence-conforming basis within this analysis rubric; the pathway is well known from our earlier work [43]. This will be presented in different forums soon.
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