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Abstract—In the problem of cache-aided multiuser private information retrieval (MuPIR), a set of $K_u$ cache-equipped users wish to privately download a set of messages from $N$ distributed databases each holding a library of $K$ messages. The system works in two phases: the cache placement (prefetching) phase in which the users fill up their cache memory, and the private delivery phase in which the users’ demands are revealed and they download an answer from each database so that the their desired messages can be recovered while each individual database learns nothing about the identities of the requested messages. The goal is to design the placement and the private delivery phases such that the load, which is defined as the total number of downloaded bits normalized by the message size, is minimized given any user memory size. This paper considers the MuPIR problem with two messages, arbitrary number of users and databases where uncoded prefetching is assumed, i.e., the users directly copy some bits from the library as their cached contents. We propose a novel MuPIR scheme inspired by the Maddah-Ali and Niesen (MAN) coded caching scheme. The proposed scheme achieves lower load than any existing schemes, especially the product design (PD), and is shown to be optimal within a factor of 8 in general and exactly optimal at very high or very low memory regimes.

I. INTRODUCTION

The problem of private information retrieval (PIR) [1] seeks the most efficient way for a user to retrieve one of the $K$ messages in the library from $N$ distributed databases while keeping the information identity secret from each database. Recently, Sun and Jafar (SJ) characterized the capacity of the PIR problem as $(1 + \frac{1}{K} + \cdots + \frac{1}{K^{N-1}})^{-1}$. Based on the achievability and converse techniques developed in [2], many variants of the PIR problem, including colluding databases, storage-constrained databases and symmetric PIR, have been studied. The effect of storage (i.e., cache or side information) is brought into consideration in the cache-aided PIR problem which has gained significant attention recently.

Two different privacy models are commonly considered. In one line of research [3]–[5], the user-against-database privacy model is used where individual databases are prevented from learning the single-user’s demand. In [3] showed that the load $(1 - \frac{1}{N}) (1 + \frac{1}{K} + \cdots + \frac{1}{K^{N-1}})$ achieved by a simple memory sharing scheme is optimal for any user cache size $M \in [0, K]$ if the databases know the cache of the user, implying that globally known side information does not help to improve retrieval efficiency. However, if the databases are unaware of the user’s cache, there is an “unawareness gain” in capacity shown by [4], [5]. Another line of research [6]–[9] considers the user-against-user privacy model where users are prevented from learning each other’s demands. The authors in [6] introduced the problem of coded caching with private demands in which the users of a shared-link caching network are prevented from knowing each others’ demands. Order optimal schemes were proposed based on the use of virtual users. The subpacketization issue of demand-private coded caching was studied in [8]. [10] considered the same setting but with colluding users. Later, coded caching with private demands was extended to the device-to-device (D2D) caching networks [9]. In general, the exact capacity characterization remains open for these problems.

Introduced in [11], the problem of cache-aided multiuser PIR (MuPIR) considers a basic setting including $K_u$ cache-equipped users whose cached contents are known by the $N$ distributed databases. The goal of this problem is to design the cache placement and private delivery phases such that the download from the databases is minimal while preserving the privacy of the users’ demands from each database. An order optimal scheme, referred to as “Product design,” was proposed in [11]. It uses the cache placement proposed by Maddah-Ali and Niesen (MAN) for the original shared-link coded caching problem [12] to benefit from the multicast gain provided by coded caching and embedded the SJ PIR code [2] to preserve user demand privacy. In [13], an achievable scheme based on a novel cache-aided interference alignment (CIA) idea was proposed for the MuPIR problem with two messages, two users and arbitrary number of databases, which is shown to be optimal when $N \in \{2, 3\}$.

In this paper, for the cache-aided MuPIR problem, we propose an improved achievable scheme with a novel uncoded prefetching for the case of two messages, arbitrary number of users and databases. The proposed scheme achieves the optimal memory-load trade-off for the case of $K = K_u = 2$ and $N = 2, 3$ which is consistent with the optimality results of [13]. The proposed scheme has strictly better performance than the product design and is order optimal within a factor of 8. Moreover, the proposed scheme requires a smaller message size (linear in $N$) than the product design which requires a message size quadratic in $N$ when $K = 2$. In addition, the proposed scheme attains the optimal load in the following two cases: I) When $K = 2$, $K_u = 3$, and $N \geq 2$, the proposed
scheme achieves the optimal load (under uncoded prefetching) in the small memory regime; 2) When \( K = 2, K_u \geq 2 \), and \( N \geq 2 \), the proposed scheme achieves the optimal load when the memory size is at least \( 2(K_u-1)(N-1) \).

Notation convention: \( \mathbb{Z}^+ \) denotes the set of positive integers. For some \( n \in \mathbb{Z}^+, [n] \triangleq \{1, 2, \ldots, n\} \), \( \binom{[n]}{m} \) denotes a set containing all the subsets of \([n]\) of size \( m \), i.e., \( \binom{[n]}{m} \triangleq \{A \subseteq [n]: |A| = m\} \). For an index set \( I = \{i_1, \ldots, i_m\} \), \( A_I \) denotes the vector \( A_I \triangleq \{A_{i_1}, \ldots, A_{i_m}\} \). We write \( A_{[m:n]} \) as \( A_{m:n} \) for short. For an index vector \( I = \{i_1, \ldots, i_m\} \), \( A_I \) denotes the vector \( A_I \triangleq \{A_{i_1}, \ldots, A_{i_m}\} \). \( 0_n \triangleq (0, 0, \ldots, 0) \) and \( I_n \triangleq (1, 1, \ldots, 1) \) (of length \( n \)). \( I_0 \) denotes the \( n \times n \) identity matrix. The matrix \([a, b]^T\) is written in the MATLAB form, representing \([a, b]\).  

II. PROBLEM FORMULATION

We consider the \((K, K_u, N)\) cache-aided MuPIR problem including \( N \geq 2 \) distributed (non-colluding) databases (DBs) (DBs) are available to a library of \( K \) messages denoted by \( W_1, \ldots, W_K \) each of which is uniformly distributed over \( [2^k] \) and \( K_u \) users each equipped with a cache memory of \( ML \) bits. Let \( Z_1, \ldots, Z_{K_u} \) denote the caches of the users. The system operates in two phases, i.e., the cache placement (or prefetching) phase followed by a private delivery phase. In the prefetching phase, the users fill up their caches without the knowledge of each user's requests. We consider coded prefetching where each user uncodedly prefetch each subset of the caches in the database. We also assume that \( Z_1, \ldots, Z_{K_u} \) are known by each DB. In the private delivery phase, each user \( u \in [K_u] \) wishes to retrieve a message \( W_{u} \) from the DBs. Let the demand vector \( \theta \triangleq (\theta_1, \ldots, \theta_{K_u}) \in [K]^{K_u} \) represent the demands of the users. Depending on the caches \( Z_1, \ldots, Z_{K_u} \) and the demand vector \( \theta \), the users cooperatively generate \( N \) queries \( Q_1^{(\theta)}, \ldots, Q_N^{(\theta)} \) and then send \( Q_n^{(\theta)} \) to DB \( n \). Upon receiving the query, DB \( n \) responds with an answer \( A_n^{(\theta)} \) broadcasted to all users, \( A_n^{(\theta)} \) is assumed to be a deterministic function of the query \( Q_n^{(\theta)} \) and the messages \( W_1:K \). Each user should recover its desired message with the answers downloaded from the DBs, which can be expressed as

$$ H\left(W_u, Q_1^{(\theta)}, A_1^{(\theta)}, L_u, Z_u\right) = 0, \quad \forall u \in [K_u]. \tag{1} $$

User demand privacy requires that from each individual DB’s perspective, \( \theta \) should be independent of the information available to that DB, which can be expressed in terms of mutual information as

$$ I\left(\theta, Q_n^{(\theta)}, A_n^{(\theta)}, W_1:K, Z_1:K_u\right) = 0, \quad \forall n \in [N]. \tag{2} $$

The load of the MuPIR problem, denoted by \( R \), is defined as the average number of bits downloaded from the DBs per useful message bit. Let \( D \) denote the total number of bits broadcasted from the DBs, then

$$ R \triangleq \frac{D}{L} = \frac{1}{N} \sum_{n=1}^{N} H(A_n^{(\theta)})/L. \tag{3} $$

A memory-load pair \((M, R)\) is said to be achievable if there exists a MuPIR scheme satisfying the decidability constraint \([\triangleright]\) and the privacy constraint \([\downarrow]\). The goal is to design the cache placement and the private delivery phases such that the load \( R \) can be minimized given any memory size \( M \).

III. MAIN RESULT

\textbf{Theorem 1:} For the cache-aided MuPIR problem with \( K = 2 \) users, \( K_u \geq 2 \) users and \( N \geq 2 \) databases, the following memory-load pairs \((M_1, R_1), \forall t \in [K_u - 1]\) are achievable:

$$ M_t = \left(\frac{K_u(K_u - 1)}{(K_u - t)}(N - 1) + \frac{K_u}{(t + 1)}\right), $$

$$ R_t = \min\left\{\left(\frac{K_u(K_u - 1)}{t} + \frac{K_u}{(t + 1)}\right)(N - 1) + \frac{K_u}{(t + 1)}\right\} - M_t. \tag{4b} $$

For \( M \neq M_t \), the lower convex envelope of the pairs \((M_1, R_1), \forall t \in [K_u - 1]\) is achievable by a naive scheme where we let each user store the same \( M_t/K \) fraction of each message and then let the databases broadcast the remaining \( 1 - M_t/K \) fraction of each message, achieving the load \( K(1 - M_t/K) = K - M_t \). In Section V, we propose a new uncoded scheme to achieve the memory-load pairs \((M_1, R_1), \forall t \in [K_u - 1]\).

\textbf{Corollary 1:} For any \( K = 2, K_u \geq 2, N \geq 2 \) and \( M \in [0, 2] \), the achievable load in Theorem 1 is no larger than the load achieved by the product design \([\triangleright]\). Moreover, the load in Theorem 1 is optimal within a factor of 2.

\textbf{Proof:} See Appendix A. The order optimality directly comes from the order optimality of the product design.

Fig. 1 compares the achievable load in Theorem 1 to that of the product design for \((K, K_u, N) = (2, 3, 2)\). It can be seen that the proposed scheme outperforms the product design. When \( M \leq 1/3 \), the achievable load coincides with the optimal load of the shared-link coded caching problem [2], implying that imposing privacy does not incur any extra download in the small memory regime. When \( M \geq 1/2 \), the achievable load coincides with the optimal single-user cache-aided PIR load [3], implying that adding more users incurs no extra download when \( M \) is large.

\textbf{Corollary 2: (Optimality in small memory regime)} For \( K = 2, N \geq 2, K_u = 2 \) and 3, the achievable load in Theorem 1 is optimal when \( M \leq M_1 = \frac{8}{K_u(K_u - 1) + K_u(K_u - 1)}/2 \) under the constraint of uncoded prefetching.

\textbf{Proof:} According to [14], for \( K_u \in \{2, 3\} \), the optimal \((K_u, 2)\) caching load is \( R_u^{\text{caching}}(M) = 2 - \frac{mM}{2m + M} \) when \( M \leq m \) where \( m = 2/K_u, r = (K_u - 1)/2 \). For \( t = 1 \), we have \( (M_1, R_1) = \left(\frac{m(K_u - 1)}{t} + \frac{m(K_u - 1)}{t + 1}\right)(N - 1) + \frac{m(K_u - 1)}{t + 1} \), which lies on \( R_u^{\text{caching}}(M) \), so the load in Theorem 1 is optimal when \( M \leq M_1 \).

\textbf{Corollary 3: (Optimality in large memory regime)} For \( K = 2, K_u \geq 2 \) and \( N \geq 2 \), the achievable load in Theorem 1 is optimal when \( M \geq M_{K_u - 1} = \frac{1}{K_u(K_u - 1)} + 1 \).

\textbf{Proof:} The memory-load pair of Theorem 1 corresponding to \( t = K_u - 1 \) is \( M_{K_u - 1} = \frac{2(K_u - 1)(N - 1)}{K_u(K_u - 1) + 1}, R_{K_u - 1} = \left(\frac{K_u(K_u - 1)}{K_u(K_u - 1) + 1}\right)(N - 1) + \frac{K_u(K_u - 1)}{K_u(K_u - 1) + 1} \).
The answers can be written as
\[
\begin{bmatrix}
A_{1}^{[\theta]}_1 \\
A_{1}^{[\theta]}_2 \\
A_{1}^{[\theta]}_3 \\
A_{2}^{[\theta]}_1 \\
A_{2}^{[\theta]}_2 \\
A_{2}^{[\theta]}_3
\end{bmatrix} =
\begin{bmatrix}
S_1 & S_1 & S_1 & S_1 & S_1 & S_2 \\
S_2 & S_2 & S_2 & S_2 & S_2 & S_3
\end{bmatrix}
\begin{bmatrix}
A_T^{1} \\
A_T^{2}
\end{bmatrix}_{(1,2,4)}^	op,
\]
where \(A_{1,2,4} \Delta \equiv [A_1, A_2, A_4]\) and other notations follow similarly. The coefficient matrix on the RHS of (5) needs to be specified according to the user demands. For \(\theta = (1, 1, 2)\), we let \(v_1^{S_1} = g_2^{S_2}\) and \(v_1^{S_2} = g_2^{S_3}\) be chosen uniformly and independently at random from \([0, 1]\). Also let \([u_1^{S_1}; g_1^{S_1}]\) and \([u_1^{S_2}; g_1^{S_2}]\) be randomly and independently from \([0:1]; [1:0]\) and \([0:1]; [1:1]\) with equal probabilities. Therefore, user 1 can decode \(A_2, A_3\) and user 2 can decode \(A_1, A_4\). For user 1, the interfering bits \(B_1, B_2\) and \(B_4\) are aligned among \(A_1, S_1\) and \(A_2, S_2\). Due the choice of the coefficients, the sub-matrix \([v_1^{S_1}; g_1^{S_1}]\) is full-rank (being either \([1:1, 0:1]\) or \([0:1, 1:1]\) with equal probabilities). Therefore, user 1 can decode \(A_2\) and \(A_4\) from
\[
\begin{bmatrix}
A_2 \\
A_4
\end{bmatrix} =
\begin{bmatrix}
v_1^{S_2} & v_1^{S_2} \\
g_1^{S_2} & g_1^{S_2}
\end{bmatrix}
\begin{bmatrix}
A_1 \\
A_2 \\
A_3 \\
A_5
\end{bmatrix}_{(1,3)}^{-1}
\begin{bmatrix}
A_1^{[\theta]} \\
A_2^{[\theta]} \\
A_3^{[\theta]} \\
A_5^{[\theta]}
\end{bmatrix}.
\]

### IV. EXAMPLES

In this section, we provide two examples to highlight the main idea of the proposed scheme for the (2, 3, 2) MuPIR problem. Let \(A, B\) denote the two messages. We show the achievable of the memory-load pairs \((1/3, 3/2)\) and \((1/3, 3/4)\) in the following.

**Example 1:** (Achievability of \((1/3, 3/2)\)) Consider the cache-aided MuPIR problem with \((K, K_u, N) = (2, 3, 2)\) and the memory-load pair corresponding to \(t = 1\) in (3), which is \((1/3, 3/2)\).

1) **Cache placement:** Suppose each message consists of \(L = 6\) bits, i.e., \(A = (A_1, \ldots, A_6), B = (B_1, \ldots, B_6)\). Each user stores one bit of each message, i.e., the cache placement is \(Z_1 = \{A_1, B_1\}, Z_2 = \{A_2, B_2\}\) and \(Z_3 = \{A_3, B_3\}\).

2) **Private delivery:** Suppose \(\theta = (1, 1, 2)\). This phase consists of three steps each corresponding to a subset \(S\) of \(t + 1 = 2\) users. Therefore, the answer of of DB \(n\) consists of three parts \(A^{[\theta]}_1 = (A^{[\theta]}_n : S \in \{(1, 2)\})\). For each \(S\), the delivery involves a specific set of message bits denoted by \(M_S\). The delivery scheme is described as follows.

For \(S_1 = \{1, 2\}\), the involved message bits are \(M_{(1,2)} = \{A_1, A_2, A_3, B_1, B_2, B_3\}\). The answer of DB 1 (for \(S_1\)) contains one linear combination of the message bits in \(M_{(1,2)}\). The answer of DB 2 (for \(S_2\)) consists of two linear combinations of the bits in \(M_{(1,2)}\), i.e., \(A^{[\theta]}_2, S_1 = (A_2, S_{1,1}, A_2, S_{1,2})\).
coefficient of $A_0$ is always equal to 1 regardless of $\theta$. From $S_1$ and $S_3$, user 2 decodes $A_1, A_3, A_4$, and further decodes $A_5$ from $A_2^{[0]}S_1$. Similarly, user 3 decodes $B_1, B_2, B_3, B_6$ from $S_2$ and $S_3$ and further decodes $B_4$ from $A_2^{[0]}S_1$. Therefore, all users can recover their desired messages.

Privacy: First, the delivery for each user subset $S$ is private, i.e., each DB can not tell which bit in $M_S$ is needed by which user in $S$. Second, the delivery for different subsets are independent. These two aspects lead to the privacy of the overall delivery scheme. We now give a brief explanation of why the delivery for each subset is private. Taking $S_1$ for instance, demand privacy requires that each DB can not determine if the user demands $(\theta_1, \theta_2)$ are $(A_2, A_1), (A_2, B_1), (B_2, A_1)$ or $(B_2, B_1)$. For example, from DB 1’s perspective, the linear combination coefficients $u_{1,1}^{[1]}, u_{1,2}^{[1]}, v_{1,1}^{[1]}$ and $v_{1,2}^{[1]}$ in $A_1^{[0]}$, are chosen randomly and independently as 0 or 1. As DB 1 does not know which bits (in $A_1^{[0]}$, $B_1^{[0]}$, $A_2^{[0]}$, and $B_2^{[0]}$), it can not obtain any information about which bits are decoded by user 1 and 2 respectively. Hence, the delivery is private from DB 1’s viewpoint. Similarly, the scheme is also private from DB 2’s viewpoint.

Performance: As $D = 9$ bits are downloaded in total, the achieved load is $R = 3/2$.

Example 2: (Achievability of $(1,3/4)$) Consider the same problem setting as Example 1. We consider the memory-load delivery scheme. We now give a brief explanation of why the delivery is also private from DB 2’s viewpoint. For user 1, it needs $g_{1,1}, g_{1,3}, g_{1,4}$, and further decodes $B_1, B_2, B_3, B_4, B_5$, $g_{2,2}, g_{2,3}, g_{2,4}$, and $B_2, B_4$. For example, from DB 1’s perspective, the linear combination coefficients $u_{1,1}^{[1]}, u_{1,2}^{[1]}, v_{1,1}^{[1]}$ and $v_{1,2}^{[1]}$ in $A_1^{[0]}$, are chosen randomly and independently as 0 or 1. As DB 1 does not know which bits (in $A_1^{[0]}$, $A_2^{[0]}$, $A_3^{[0]}$, and $A_4^{[0]}$), it can not obtain any information about which bits are decoded by user 1 and 2 respectively. Hence, the delivery is private from DB 1’s viewpoint. Similarly, the delivery is also private from DB 2’s viewpoint.

Performance: As $D = 3$ bits are downloaded in total, the achievable load is $R = 3/4$.

V. GENERAL ACHIEVABLE SCHEMES

In this section, we present the general achievable schemes for the MuPiR problem with $K = 2$ messages, $K_u \geq 2$ users and $N \geq 2$ databases to prove Theorem 1.

Let $t \in [K_u - 1]$. Assume that each message consists of $L = (K_u) + (N - 1) + (K_u)$ bits. We split each message into $L_t$ blocks plus $L_{t+1}$ extra bits. Each message block contains $N - 1$ bits. Therefore, each message $W_k$ can be written as

$$W_k = \left\{ W_{k,T}^{[1,N-1]} : \forall T \in [K_u] \right\} \cup \left\{ W_{k,S}^{[1,N-1]} : \forall S \in [K_u] \right\}, k = 1, 2,$$  \tag{11}

in which each $W_{k,T}^{[1,N-1]} \triangleq \{ W_{k,T}^{[1,N-1]} : \forall b \in [N-1] \}$ represents a message block and each $W_{k,S}^{[1,N-1]}$ represents an extra bit. With this message splitting, the cache placement and private delivery phases are described as follows.

1) Cache placement: Each user $u$ stores $(K_u - 1)$ blocks of each message, i.e., the cache of user $u$ is

$$Z_u = \left\{ W_{k,T}^{[1,N-1]} : \forall T \in [K_u] \right\}, u \in T, \forall k \in [2].$$ \tag{12}

Therefore, $M = 2(K_u - 1)(N - 1)/L$.

2) Private delivery: The private delivery phase consists of $L_{t+1}$ steps each corresponding to a subset of $t + 1$ users (denoted by $S$) and a set of message bits $M_S$. The answer of DB $u \in [N]$ consists of $L_{t+1}$ parts, i.e., $A_u^{[0]} = \left( A_u^{[0]} : \forall S \in [K_u] \right)$. Each $A_u^{[0]}$, $u \in [N - 1]$ is a linear combination of the message bits in $M_S$ and each $A_u^{[0]}$ contains two linear combinations of $M_S$. More precisely, let

$$M_S = \left\{ W_{k,T}^{[1,N-1]} : \forall u \in S, \forall k \in [2] \right\} \cup \left\{ W_{k,S}^{[1,N-1]} : \forall k \in [2] \right\},$$

i.e., $M_S$ contains $t + 1$ message blocks and one extra bit of each message. All the bits in $\left\{ W_{k,T}^{[1,N-1]} : \forall u \neq u', \forall k \in [2] \right\}$ have been cached by user $u \in S$, and thus it needs to recover

It can be seen that $L$ is linear in $N$ while in the product design, a quadratic message size $(K_u)N^2$ is required. This is another advantage of the proposed scheme compared to the product design.


\[
\begin{pmatrix}
A_{1,S}^{[n-1]} \\
A_{2,S}^{[n-1]} \\
\vdots \\
A_{N,S}^{[n-1]} \\
A_{N,S}^{[n-1,S,1]} \\
A_{N,S}^{[n-1,S,2]}
\end{pmatrix} =
\begin{bmatrix}
u_1^{S,1} & u_2^{S,1} & \cdots & \nu_{t+1,n-1}^{S,1} & v_1^{S,1} & v_2^{S,1} & \cdots & v_{t+1,n-1}^{S,1} \\
u_2^{S,2} & u_2^{S,2} & \cdots & \nu_{t+1,n-1}^{S,2} & v_2^{S,2} & v_2^{S,2} & \cdots & v_{t+1,n-1}^{S,2} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
u_{t+1,n-1}^{S,1} & u_{t+1,n-1}^{S,1} & \cdots & \nu_{t+1,2n-2}^{S,1} & v_{t+1,n-1}^{S,1} & v_{t+1,n-1}^{S,1} & \cdots & v_{t+1,2n-2}^{S,1} \\
g_1^{S,1} & g_2^{S,1} & \cdots & g_{t+1,n-1}^{S,1} & 0_{n-1} & 0_{n-1} & \cdots & 0_{n-1} \\
o_{n-1} & o_{n-1} & \cdots & o_{n-1} & 0_{n-1} & 0_{n-1} & \cdots & 0_{n-1}
\end{bmatrix}
\]

\[
(W_{\ast,1,S}^{[1:n-1]}: \forall u \in S)^T \\
(W_{\ast,2,S}^{[1:n-1]}: \forall u \in S)^T
\]

\text{(13)}

\text{Decodability: For any user } u \in [K_u] \text{, in the delivery phase it needs to recover totally } (K_u-1) \text{ message blocks (i.e., } \{W_{\ast,1:K_u-1}^{[1:n]}: u \notin \{u\}) \text{, and all the } (t+1) \text{ extra bits, i.e., } \{W_{\ast,1}^{[1:n]}: \forall u \in S\}). \text{ We now show that with the above delivery design, user } u \text{ can correctly decode all the desired bits of } W_\theta_u \text{ in two steps.}

In the first step, from each } S \subseteq [K_u] \text{ for which } u \in S, \text{ user } u \text{ can decode the block } W_{\theta_u,S}^{[1:n-1]} \text{ and the extra bit } W_{\ast,1}^{[1:n-1]}. \text{ The reason is as follows. Note that the blocks } \{W_{\ast,1:K_u-1}^{[1:n-1]}: u \notin \{u\}\} \text{ have already been cached by user } u \text{ and can be removed from the linear combinations in } (13). \text{ Now the RHS of } (13) \text{ only involves two message blocks } W_{\theta_u,S}^{[1:n-1]}, W_{\theta_u,S}^{[1:n-1]} \text{ and two extra bits } W_{\ast,u}, W_{\ast,u}. \text{ From the design of the coefficients, } W_{\ast,u} \text{ and } W_{\ast,u} \text{ are aligned among } A_{n,S}^{[\theta]}: \forall n \in [N]. \text{ In addition, using the answer from DB } N, \text{ } W_{\ast,u}^{[1:n-1]} \text{ and } W_{\ast,u} \text{ can be subtracted from } A_{n,S}^{[\theta]}: \forall n \in [N-1]. \text{ Then user } u \text{ can recover the } N \text{ desired bits (i.e., } W_{\ast,u}^{[1:n-1]} \text{) from the remaining } N \text{ linear combinations in } (13). \text{ This is because in these } N \text{ linear combinations, the } N \times N \text{ coefficient sub-matrix corresponding to the } N \text{ desired bits is a random permutation of the rows of } Y_n \text{, and thus is full-rank. By considering all } S \subseteq [K_u] \text{ where } |S| = t+1 \text{ and } u \in S, \text{ user } u \text{ can decode the } (K_u-1) \text{ desired message blocks and } (K_u-1) \text{ desired extra bits.}

In the second step, user } u \text{ decodes an extra bit } W_{\ast,u}^{[1:n-1]} \text{ from each } S \subseteq [K_u] \text{ where } |S| = t+1 \text{ and } u \notin S. \text{ Using the decoded message blocks in the first step. More specifically, for each } S = \{u_1, \ldots, u_{t+1}\} \subseteq [K_u], \text{ the answer } A_{n,S,k}^{[\theta]} \text{ of DB } N \text{ contains two linear combinations } \forall k \in [2]:

\[
A_{n,S,k}^{[\theta]} = \sum_{i=1}^{t+1} g_{k,i} W_{1:k,S,(u_i)}, \ldots, W_{n-1:k,S,(u_i)} + W_{k}^{[S]}
\]

\text{(15)}

As the blocks } W_{1:k,S,(u_i)} \forall i \in [t+1] \text{ have already been decoded by user } u \text{ in the first step, the extra bit } W_{\ast,u}^{[1:n-1]} \text{ can be decoded from } (15) \text{ by subtracting } \sum_{i=1}^{t+1} g_{k,i} W_{1:k,S,(u_i)}, \ldots, W_{n-1:k,S,(u_i)} \text{ from } A_{n,S,k}^{[\theta]} \text{. As a result, user } u \text{ decodes all the desired bits of } W_{\theta_u}. \text{ }

\text{Privacy: First, the delivery for each subset } S \text{ is private. Second, because the specifications of the linear coefficients for different subsets are independent, the delivery scheme is private. Next we show why the delivery for each sub-}
set is private. From the viewpoint of DB $n \in [N-1]$, the linear coefficients $\mathbf{w}^n_1, \ldots, \mathbf{w}^n_{t+1}, \mathbf{v}^n_1, \ldots, \mathbf{v}^n_{n+t+1}$ are chosen randomly and independently from $\mathcal{Y}_N$ (excluding the last entry 1 of each element in $\mathcal{Y}_N$). The linear coefficients $\mathbf{g}^n_{t+1}$, $\forall t \in [t+1], \forall n \in [2]$ also appear to be randomly and independently distributed over $\mathcal{Y}_N$ from DB $N$’s viewpoint. As each DB $n \in [N]$ does not know which message blocks are aligned among the $N$ answers, it can not determine which message block is decoded by which user. Therefore, the delivery is private.

**Performance:** As the answers corresponding to each $S$ contains $N+1$ bits, $D = (K_t \hat{(t+1)}) (N + 1)$ bits are downloaded in total, achieving the load $R = (K_t \hat{(t+1)}) (N + 1)/L$.

VI. CONCLUSION

We studied the cache-aided MuPIR problem and proposed a new scheme for two messages, arbitrary number of users and databases with uncoded prefetching. The proposed scheme uses a novel message block based cache placement method and a user group based delivery scheme. By exploiting the linear combinations among the answers for multiple user subsets, the proposed scheme achieves better performance than any previously proposed schemes including the product design.

APPENDIX A

PROOF OF COROLLARY 1

Let $R_{PD}$ denote the load achieved by the product design, i.e., the lower convex envelope of the memory-load pairs (0, 2) and $(M_{PD}, R_{PD}), \forall t \in [K_u]$ where $M_{PD} = tK/K_u$ and

$$R_{PD}^t = \min \left\{ \frac{K_u - t}{t+1} \left(1 + \frac{1}{N}\right), K - M_{PD} \right\}.$$ (16)

We next prove that the load $R$ in Theorem 1 is smaller than $R_{PD}$ for all $M \in [0, 2]$. Since both $R$ and $R_{PD}$ take value $K - M$ when the naive scheme achieves a lower load, we only need to compare the load $R$ implied by the lower convex envelope of $(M_t, R_t), \forall t \in [K_u] - 1$ where $R_t = (K_t \hat{(t+1)}) (N+1)$ with the load $R_{PD}$ implied by the lower convex envelope of $(M_{PD}, R_{PD}), \forall t \in [K_u]$ where $R_{PD} = K_u\hat{t}^t/2 (1 + 1/N) (M_{PD} = tK/K_u$ denotes the memory size corresponding to $t$ in the product design). It can be easily seen that both the load curves $R$ and $R_{PD}$ are convex when $t \geq 1$ (not considering the naive scheme load term). For clarity, we use $R(M)$ and $R_{PD}(M)$ to denote the load at memory size $M$ for both schemes in the following. It can be seen that $R_t = R(M_t), R_{PD}^t = R(M_{PD}), \forall t$. Note that $M_t \leq M_{PD}, \forall t \in [K_u] - 2$ which is due to

$$M_t = K (K_t \hat{(t+1)}) (N-1) - (K_t \hat{(t+1)}) (N-1) + (K_t \hat{(t+1)}) (N-1) - 1 \leq M_{PD}.$$ (17)

We next prove that $R(M) \leq R_{PD}(M), \forall M_t \leq M_{PD}$ at all $t \geq 1$ and $t \in [K_u] - 2$. Note that when $M_t \geq K_u$, the proposed scheme is optimal by Corollary 1, so $R(M) \leq R_{PD}(M)$ when $M_t \geq K_u$. Because $R_{PD}(M)$ is convex, proving that $R(M) \leq R_{PD}(M)$ and $R(M) \leq R_{PD}(M), \forall M_t \leq M_{PD}$, $t \geq 1$ and $t \in [K_u] - 2$, $t$ is sufficient to guarantee $R(M) \leq R_{PD}(M), \forall M_t \leq M_{PD}$. $R_{PD}(M)$ represents the line crossing the two product design points $(\bar{M}_{PD}, R_{PD}(\bar{M}_{PD}))$ and $(M_{t+1}, R_{PD}(M_{t+1}))$, i.e., $\forall 0 \leq M_t \leq 2$,

$$R_{PD}^t(M) = \frac{1 + N - 1}{t + 1} \left(2K_u - t - 1 - \frac{K_u(K_u + 1)}{tK} \right).$$ (18)

Since $R(M)$ is linear when $M_t \leq M_{t+1}$, proving $R(M) \leq R_{PD}(M)$ and $R(M) \leq R_{PD}(M), \forall M_t \leq M_{t+1}$ is equivalent to proving that $R(M_t) \leq R_{PD}(M_t)$ and $R(M_{t+1}) \leq R_{PD}(M_{t+1}), \forall t \in [K_u] - 1$ which is shown as follows.

We first prove $R(M_t) \leq R_{PD}(M_t), \forall t \in [K_u] - 2$. Denote $\alpha_t \triangleq \frac{(K_t \hat{(t+1)}) (N-1)}{K_u - t}, \beta_t \triangleq \frac{(K_t \hat{(t+1)}) - (K_t \hat{t})}{(K_t \hat{t})N}$. (19)

Plugging in $M_t = \frac{tK}{K_u(t + 1)}$, we have

$$R_{PD}^t(M_t) = \frac{1 + N - 1}{t + 1} \left(2K_u - t - 1 - \frac{K_u + 1}{1 + \alpha_t} \right),$$ (20)

$$R(M_t) = \frac{(1 + N - 1)(K_u - t)}{(1 + \beta_t)(t + 1)}.$$ (21)

Let $\gamma_t, N(M_t) \triangleq \frac{R_{PD}(M_t)}{R(M_t)}$ denote the ratio of the loads between PD and the proposed scheme at $M = M_t$. Then

$$\gamma_t, N(M_t) \triangleq \frac{R_{PD}(M_t)}{R(M_t)} \leq \frac{1 + \beta_t \left(2K_u - t - 1 - \frac{K_u + 1}{1 + \alpha_t} \right)}{\gamma_{t+1}, N(M_{t+1}) \geq \gamma_t, N(M_t), \forall t \in [K_u] - 2.$$ (22a)

Since $t \leq K_u - 2$, we have $\frac{K_u + 1}{t + 1} - 1 \geq \frac{K_u + 1}{K_u - t} - 1 = \frac{K_u(t + 1)}{K_u - t} > 0$, implying $\gamma_t, N(M_t) \geq 1$, i.e., $R_{PD}(M_t) \geq R(M_t), \forall t \in [K_u] - 2$. Similarly, by replacing $t$ with $t + 1$, we have $\gamma_{t+1}, N(M_{t+1}) \geq \gamma_t, N(M_t), \forall t \in [K_u] - 2$, and $R_{PD}(M_t)$ represents the line crossing the two points $(\bar{M}_{PD}, R_{PD}(\bar{M}_{PD}))$ and $(M_{t+1}, R_{PD}(M_{t+1}))$, i.e., $\forall 0 \leq M_t \leq 2$. Thus, $R(M) \leq R_{PD}(M), \forall M_t \leq M_{PD}$.
Recall that $M_t \leq M_{PD}, \forall t \in [K_u - 2]$. Because $R_{PD}(M)$ is convex on $M_1 \leq M \leq K$, we have $R_{PD}(M) \leq R_{PD}(M), \forall M \leq M_{t+1}$, which implies that $R(M_{t+1}) \leq R_{PD}(M)$. As a result, we proved that $R(M) \leq R_{PD}(M), \forall 0 \leq M \leq K (K = 2)$.

It was proved by [11] that the product design load $R_{PD}$ of (16) is optimal within a factor 8. Since the load in Theorem 1 is smaller than $R_{PD}$, it is also optimal within a factor of 8. Therefore, the proof of Corollary 1 is complete.
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