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Abstract

In an effort to provide regional decision support for the public healthcare, we design a data-driven compartment-based model of COVID-19 in Sweden. From national hospital statistics we derive parameter priors, and we develop linear filtering techniques to drive the simulations given data in the form of daily healthcare demands. We additionally propose a posterior marginal estimator which provides for an improved temporal resolution of the reproduction number estimate as well as supports robustness checks via a parametric bootstrap procedure.

From our computational approach we obtain a Bayesian model of predictive value which provides important insight into the progression of the disease, including estimates of the effective reproduction number, the infection fatality rate, and the regional-level immunity. We successfully validate our posterior model against several different sources, including outputs from extensive screening programs. Since our required data in comparison is easy and non-sensitive to collect, we argue that our approach is particularly promising as a tool to support monitoring and decisions within public health.

Significance: Using public data from Swedish patient registries we develop a national-scale computational model of COVID-19. The parametrized model produces valuable weekly predictions of healthcare demands at the regional level and validates well against several different sources. We also obtain critical epidemiological insights into the disease progression, including, e.g., reproduction number, immunity and disease fatality estimates. The success of the model hinges on our novel use of filtering techniques which allows us to design an accurate data-driven procedure using data exclusively from healthcare demands, i.e., our approach does not rely on public testing and is therefore very cost-effective.

1. Introduction

The results in this paper stem from the work carried out within the cross-disciplinary research project CRUSH Covid at Uppsala University. Starting in the fall 2020, every week the group published a widely circulated report covering the region’s COVID status by, e.g., collecting data from PCR tests, mobile apps, wastewater analysis, and health care. Our contribution consisted of a Bayesian disease-spread model which provided decision support in the form of predictions of health care demands as well as additional epidemiological insight.

There has been a multitude of attempts to model and forecast the spread of the virus. A problem often encountered is that, although data might appear abundant, fitting a given model to large volumes of data of various quality does not necessarily imply a high prediction accuracy (Shinde et al., 2020). A related issue is to identify the right level of model granularity: several aspects of the disease transmission are relevant and need to be modeled, from small scale in vitro properties to global interventions. Some modeling efforts therefore include multiple levels of resolutions to capture, e.g., global travel patterns (Davis et al., 2021) or local within-country dynamics (Gatto et al., 2020). Understanding how to combine the various scales can substantially benefit the fidelity of scenario generators (Jordan et al., 2021). It is fair to say that models which have been in actual use are understood due to time constraints and therefore often lack a thorough uncertainty analysis (Edeling et al., 2021; Soltesz et al., 2020). With the frequent lack of high-quality data for the current state of the disease, nowcasting has been increasingly critical in decision making (Wu et al., 2020; Altmejd et al., 2023; Hawryluk et al., 2021; Wu et al., 2021).

Since the situation concerns modeling under data limitations and with potentially large process uncertainties our proposed solution consists of a Bayesian framework. This approach involves adapting a
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linear noise approximation (Fearnhead et al., 2014) which enables fusion of different data sources and supports a computationally cheap approximate likelihood function via linear filters. We also investigate the posterior model not only through the posterior predictive distribution (Gelman et al., 1995; Gabry et al., 2019), but also by estimating the bias introduced by the approximate likelihood using ideas from parametric bootstrap (Engblom et al., 2020).

Our disease spread model attempts to balance three key qualities: interpretability, quantifiable uncertainty, and forecasting accuracy. The posterior model was investigated through marginal estimators, by comparing our results to several other sources, and by bias estimates obtained via bootstrap arguments. As this paper demonstrates, the achieved accuracy and robustness are quite remarkable considering that no data from screening programs were used.

2. Material and methods

Below we first summarize the Swedish publicly available data, and then present the associated design decisions made in developing the computational model. An important technical contribution lies in the techniques which support a computationally efficient approximate likelihood via linear filters. Two ‘bootstrap’ procedures are also outlined: one for improving the temporal resolution of the reproduction number estimates, and one for bounding the inversion bias through the generation of synthetic data. Further technical details concerning the derivation of the linear filters, data pre-processing, and optimization algorithms are found in the Supporting Information (SI).

2.1. Swedish COVID-19 data

In Sweden, the publicly available time series data for the COVID-19 pandemic fall in one of two categories: hospital load and results from PCR testing. Cumulative national-level disease severity statistics have also been made available and updated approximately once a month throughout the pandemic. The 21 regional councils compile hospital data and report the number of patients undergoing inpatient or intensive care, and also the number of deceased individuals. These numbers are reported on a daily basis and have been judged to be of consistent quality over sufficiently long periods of time to be used in our modeling. We retrieve those data from the portal initiative c19.se, which in turn collects the data from the regional councils. For validation, we have compared with official public registries, including the Swedish Public Health Agency (PHA), the National Board of Health and Welfare (NBHW), and the Swedish Intensive Care Registry (SIR). There are occasional inconsistencies in the data which need to be filtered away; see the SI for our quite basic approach for this.

The Swedish daily incidence as reported from PCR testing has been poor in several periods of time due to restrictions and changes in testing recommendations (Winblad et al., 2022). In June 2020, the Swedish government appointed a commission to evaluate COVID-19 measures, including, among other things, the testing programs. They found that the time from booking a PCR test to receiving the test results exceeded six days across several regions during the period of time studied in this paper, with additional time delays in publishing incidence results on the regional and municipality levels (Almgren and Björklund, 2021). For these reasons, we judged the incidence data to be unreliable and excluded it from our model. Note, however, the direct comparison with the incidence data in Fig. 5.

Self-reporting via mobile apps has been proposed as a cheap and fast alternative to PCR testing (Kennedy et al., 2022). However, the validity of the signal depends on symptoms that overlap with other respiratory infections. For example, the PHA noted a high occurrence of symptoms of acute respiratory infections by the start of the Swedish second wave in fall 2020 (Kennedy et al., 2022; Folkhälsomyndigheten, 2021d). Laboratory analyses of respiratory viruses later indicated a high incidence of common colds caused by rhinoviruses during the same period (Karolinska universitetslaboratoriet, 2022). Another alternative data source is the surveillance of wastewater (Saguti et al., 2021; Galani et al., 2022). Due to the signal’s large relative noise ratio, we did not consider it in this study but left it for future work.

2.2. Bayesian COVID-19 model

Given the previous considerations of data sources, we formulate our model around data in the form of daily observations of patients under hospital care (H), intensive care (W), and reported deaths (D), all in the 21 Swedish regions (counties). Any other sources of data have been used for comparisons a posteriori only.

In the standard SEIR model, susceptible individuals $S$ become exposed $E$ (without symptoms), and after progressing to a symptomatic infectious state $I$, they become recovered $R$. Based on the available data, we extend the SEIR model with the states $(H, W, D)$, and regard them as worsened states of the symptomatic infection such that only a certain fraction of the infected individuals will enter them. It is widely accepted that not all exposed individuals become symptomatic (Byrne et al., 2020) and hence we also extend the model by including an asymptomatic state $A$ with no or very mild symptoms.

The transmission is usually driven by random or time-dependent contact intensities between the susceptible and the infected individuals. As in Anderson and May (1981), Widgren et al. (2018), Engblom et al. (2020), van den Driessche (2017), we rather consider implicit spread via an infectious pressure compartment $\psi$, an environmental state variable which models the current force of infection of the virus and which decays exponentially with time. Given that the decay rate of the infectious pressure is comparably fast and since direct spread can be understood as a timescale separation limit of indirect spread, most results should be robust with respect to this particular modeling choice (see also Benson et al., 2021).

The COVID-19 model in Keeling et al. (2021) sources the (explicit spread) infectivity from both symptomatic and asymptomatic carriers. We additionally allow for pre-symptomatic spread by sourcing the infectious pressure from all individuals in the states $(E, A, I)$. Originally, we intended for our framework to regularly simulate spread over a national network defined by commuting intensities between regions. However, in the end we did not routinely incorporate network spread in the model since with our available data, letting the regions function as independent nodes reduces the computational complexity while giving a very similar data fit.

The resulting model is summarized schematically in Fig. 1, while a detailed description of the model and all parameters are found in the SI. With increased model complexity follows explanatory power at the expense of poorer model identifiability. With this in mind, we exclude all model refinements that are either missing or are unreliably or incompletely reported in the data, e.g., age and gender as well as certain refined states of minor symptoms. We recognize the infection’s varying effects on different age groups (Folkhälsomyndigheten, 2021b) and so must accept that our results remain in an age-averaged regime.

Increased model complexity which, however, is required involves using a mix of dynamic and static parameters, since this allows the model to respond to functional changes such as societal interventions (Haug et al., 2020), vaccinations and virus mutations (Liu and Rocklöv, 2021). We thus let $\beta_i$, that is, the infection rate which is related to the reproduction number $R_i$ as well as the infection fatality rate (IFR) both be time-varying parameters. All in all the problem is then to determine the posterior distribution for 10 static and two dynamic parameters. The latter are assumed constant for periods of four weeks but are re-sampled independently for each such period.

Clearly, well-chosen priors are required to make the problem definite. Considerable work went into constructing and continuously updating our priors using published research and public registries; the final priors are displayed in Fig. 2 , with a complete list of priors and prior predictive estimates given in the SI.
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with \( k \) the discrete time index corresponding to days.

The linear filter allows for an approximation of the intractable like-
lihood of a parameter proposal \( \Theta \), namely the marginal filter likelihood,

\[
p(\bar{y} | j) = \prod_{k=1}^{T} N(y_k | H_k x_k, \Sigma_{k,i-1}, Q_k).
\]

where \( y_k \) is the data at time \( k \), \( H_k \) the observation matrix which maps the state to an observation, and \( x_{k\mid k-1} \) is the Kalman state predictor at time \( k \) given data until time \( k-1 \). In our application we rely on the likelihood to produce an approximate sample \( \bar{\Theta} \) from the posterior using the Adaptive Metropolis (AM) algorithm (Haario et al., 2001). The role of the marginal likelihood is reminiscent of a synthetic likelihood (Wood, 2010) and we refer to the specific combination of a Kalman marginal Likelihood and Adaptive Metropolis as KLAM.

2.4. Improved transmission rate estimation

The achievable temporal resolution of the Bayesian parameter es-
timates provided by Metropolis sampling is limited by both computa-
tional complexity and the amount of data. The procedure described
so far yields static reproduction number estimates for each four-week
period and with comparably large spread. To obtain more fine-grained
estimates, a different approach is needed. Since the reproduction number
is the dominating parameter of the dynamics, a more highly re-

2.3. Approximate likelihoods through linear filtering

We understand the compartment model as a continuous-time Markov
chain (CTMC) over an integer lattice counting the number of indi-
viduals in the different compartments. Hence the waiting time for
exiting one compartment is exponentially distributed of mean rate \( 1/\lambda \),
and the number of individuals which exit in a small window of time
\( [t, t + \Delta t) \) is Poissonian \( \sim \text{Po}(n, \lambda \Delta t) \), with \( n \) the number of individuals
time \( t \) in the compartment. If the number of individuals is large
enough, this transition can be approximated by the normal distribution
\( \sim N(n, \lambda \Delta t) \), which can be directly translated into a contribution
to the state update matrices \((F_k, Q_k)\) of a discrete-time Kalman filter with the equations of state

\[
x_{k+1} = F_k x_k + w_k,
\]

\[
w_k \sim N(0, Q_k),
\]

In real applications, a “true” or a “best” parameter posterior \( P^* \)
is usually unknown. Evaluating the stability and the quality of the approximate posterior \( P \) is unfortunately often overlooked. We suggest employing a parametric bootstrap approach as in Engblom et al. (2020) to assess the error between samples from the true and the approximated posterior \( \hat{\Theta} := \Theta - \hat{\Theta}^* \), where \( \hat{\Theta}^* \sim P^* \) and \( \hat{\Theta} \sim P \). Denote by \( \hat{\Theta} := \hat{\Theta}(\hat{\Theta}) \), the minimum mean square error estimator (MMSE) of an assumed truth. Decomposing the mean square error around this value we find

\[
\hat{\varepsilon}^2 := \mathbb{E}(\hat{\Theta} - \Theta)^2 = \mathbb{E}(\hat{\Theta} - \hat{\Theta})^2 + (\hat{\Theta} - \Theta)^2.
\]

where \( \hat{\Theta} := \mathbb{E}(\hat{\Theta}) \) is the MMSE of \( \hat{\Theta} \).

Formally, this still requires samples from the true posterior when estimating the bias. We approximate this via a bootstrapped estimator using a sample of \( N_{\text{boot}} \) synthetic data sets generated from the MMSE of the approximate posterior. The generative simulator requires daily estimates of \( \hat{\beta}_1 \) or else the synthetic data quickly drifts off compared to the observations, and thus this technique ultimately hinges on the highly resolved marginal estimator described above. Posterior samples may then be generated for each synthetic set, yielding now a set of samples \( \hat{\Theta}_j \sim P_j \), which allows for the use of the now tractable bias estimator \( \hat{b} := \mathbb{E}(\hat{\Theta} \hat{\Theta}^*) - \mathbb{E}(\hat{\Theta} \hat{\Theta}) \). Our final estimator is then an average over these synthetic sets;

\[
\hat{b} \approx \frac{1}{N_{\text{boot}}} \sum_j b_j^2 \text{ in (3).}
\]

While up to 169,000 samples from each posterior were used to compute point estimators and credible intervals (CrIs), bootstrap replicates are much more costly to process so we used \( N_{\text{boot}} = 3 \), and mainly relied on the bias estimator to diagnose non-robustness in point estimators. That is, a point estimator with CrI \( A \) of order \( a = 68\% \), say, and with bias estimate \( \hat{b} \) is considered less robust whenever

\[
\hat{b} \geq 0.5 \text{ diam}(A).
\]
Several priors are clearly very similar to their respective posteriors, the aggregate of the individual posterior for each of Sweden’s 21 regions. The final posterior model was queried for one-week-ahead forecasts using an initialization either from an estimated initial state as described in the SI and developed for this very purpose, or simply using stored priors, however, as validation possibilities are scarce, we decided to rather use them for this purpose instead.

The bootstrap posterior densities can be used in aggregate form for bias estimation and check of estimator robustness as just described, or for a related check of credible interval robustness. Consider two CrI intervals $A$ and $B$ of order $α$, e.g., $α = 68\%$, and where $B$ is a bootstrap replicate of $A$. A basic measure of the robustness of $A$ is the level of overlap between $A$ and $B$ and one can reasonably require the same overlap as the indicated order $α$, i.e., to require

$$\text{diam}(A \cap B) \geq α \cdot \text{diam}(A \cup B).$$

(5)

If this criterion is satisfied, then a random variable drawn uniformly from $A \cup B$ has probability $≥ α$ to also be in $A \cap B$. The robustness checks Eqs. (4)–(5) are explicitly reported in Table 2, but were also routinely employed when evaluating various results.

3. Results

Our model was used for weekly reported predictions within CRUSH Covid. Prior to each report we carried out a model updating procedure: new data were pulled from public repositories and screened for contradictory or incorrect values. The posterior was sampled by KLAM using an initialization either from an estimated initial state as described in the SI and developed for this very purpose, or simply using stored state samples. The latter allows for faster sampling as it reduces the burn-in period: about 24 h of compute for 21 regions and a year’s worth of data on a 4-core laptop was then reduced to a few hours. The final posterior model was queried for one-week-ahead forecasts with uncertainty bounds for the $(H, W, D)$ triple. We also continuously evaluated the previous week’s predictions against the up-to-date data in the same round.

3.1. Posterior prediction

In Fig. 2, we display the prior distributions together with the resulting Swedish aggregate posterior, i.e., the population weighted average of the individual posterior of each of Sweden’s 21 regions. Several priors are clearly very similar to their respective posteriors, e.g., the latent period rate $\sigma$ and the symptomatic period rate $γ_e$. This is expected and simply indicates little information in the observations for these parameters relative to the prior. Our data also cannot improve on the prior for the share of spread from exposed (pre-symptomatic) and asymptomatic individuals (parameters $θ_E$ and $θ_A$, respectively). This is simply due to the fact that we have no continuously reported data neither for $E$ nor for $A$. On the same note we had to rely on a directed study (Byrne et al., 2020) to define the prior for the parameter $E/I$, i.e., the fraction of exposed individuals who eventually develop symptoms.

Of more interest are the parameters that govern the fraction that transition to a worsened state of the disease: $I → H$ and $H → W$. Our results show that 3.8% [2.2, 5.9] (95% Credible Interval (CrI)) of the symptomatic individuals require hospital care, and 11.2% [7.6, 16.1] of the hospitalized patients require intensive care. During the considered period, the Swedish Public Health Agency (PHA) published five point estimates of those same fractions. The relevant demographic average of these are $I → H$: 3.0% (2.4, 3.6) and $H → W$: 14.3% (9.8, 18.8) (mean ± 2 std, $n = 5$) respectively (Folkhälsomyndigheten, 2021b). Additionally, Salje et al. (2020) found similar estimates in France $I → H$: 2.9% [1.7, 4.8] and $H → W$: 19.0% [18.7, 19.4]. We could have used the earlier of those point estimates to improve on the corresponding priors, however, as validation possibilities are scarce, we decided to rather use them for this purpose instead.

The regional models were used for posterior predictions on a weekly basis, e.g., one 7-day ahead prediction for the Uppsala and Stockholm regions, respectively, and one in aggregate for the entire nation. In Fig. 3 this is exemplified over a longer period together with the actual outcome. The performance of the weekly predictions which were reported live ($N = 25$) is presented in Table 1. Each prediction included a mean with 68%/95% CrI. The week after publishing, we evaluated the

\[
\frac{\text{bias}}{\text{data}} = \frac{|\bar{X} - \mu|}{\text{SD}} \times 100
\]

where $\bar{X}$ is the mean of the $N$ observations, $\mu$ is the true mean, and $\text{SD}$ is the standard deviation of the $N$ observations.

\[
\frac{\text{bias}}{\text{data}} = \frac{|\bar{X} - \mu|}{\text{SD}} \times 100
\]

Fig. 2. Marginal priors (red) for the model parameters and the associated posterior distributions (blue) for the Swedish aggregate inferred from publicly available regional data from April 1, 2020 to May 30, 2021. The dashed lines indicate the prior means, and the full lines and numeric values the posterior means. Top row: latent period rate $\sigma$, and exit rates $γ_e$ out of compartment $X \in \{I, H, W\}$. Middle row: reproduction number and contribution to the infectious pressure $ψ$ from compartments $A$ and $E$, respectively, as well as its decay (half-life). Bottom row: fractions proceeding between the indicated compartments. The reproduction number $R$ and the IFR are dynamic parameters and a temporal average is displayed here. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 3. Seven-day ahead prediction in the Uppsala region. Shaded area shows 68% CrI, and the points are the observations. The dotted vertical lines indicate the four-week periods used for the dynamic rates.

Table 1
Frequency (%) of all weekly reported predictions that fell inside of (68/95% CrI, 7 days ahead), evaluated on the following week (N = 25). Note that the Uppsala results are very close to the ideal 68/95% outcome.

| Hospital (H) | Intensive (W) | Death (D) |
|-------------|---------------|-----------|
| Uppsala (68%) | 76            | 72        | 68        |
| Stockholm   | 64            | 64        | 36        |
| Sweden      | 88            | 44        | 32        |
| Uppsala (95%) | 100           | 100       | 96        |
| Stockholm   | 84            | 92        | 68        |
| Sweden      | 96            | 92        | 68        |

prediction against the then-available data. The predictions performed better in the medium sized region Uppsala and notably, the predictions for casualties were poor in the larger region Stockholm. The observed misfit in casualties eventually lead us to reconsider the role of the IFR parameter, initially just a static parameter, and we decided to let it be dynamic as described previously. In the live reporting in Table 1, only 9 of the 25 reports allowed for a dynamic IFR. Another possible reason for the poorer prediction performance in the Stockholm region could be that, since this region contains three large hospitals, the greater heterogeneity in terms of reporting makes identification more challenging. One can rightly question if smaller sub-regions should rather be modeled here, but we did not have access to the data to drive such a model.

In the SI we further compare the quality of the Kalman predictor with that of a simpler regression-based estimator. The latter provides accurate mean-square predictions and is very fast to evaluate. The overall advantage with our approach lies rather in that the Bayesian posterior model itself can be investigated for further epidemiological insight, next to be discussed.

3.2. Posterior hidden state estimation

The posterior model can also be used as a kind of “Bayesian twin” and estimate quantities that are otherwise very difficult to approach. For example, we can readily estimate the number of individuals that have contracted the disease and survived; these individuals are the ones that could potentially have developed antibodies that are detectable in serology tests. In Fig. 4, we visualize several reported results for Stockholm (Castro Dopico et al., 2021; Folkhälsomyndigheten, 2021c) and our estimates. Those estimates compare very well, and notably so given that no screening data was used by our method.

The posterior model can also estimate the symptomatic incidence in the same vein. Fig. 5 illustrates our estimated symptomatic incidence and the reported number of positive RT-PCR tests by the PHA for Uppsala. As testing increases, the ratio between our estimate and the positive tests oscillates around one, indicating that the testing at that time captures most of the symptomatic infected.

These two examples demonstrate that our computational model can be used to effectively estimate hidden variables at the same regional resolution as supported by data. The financial cost for this kind of monitoring would of course be a tiny fraction compared to any alternatives based on testing.

3.3. Marginal risks

Recall that the IFR is defined as the proportion of deaths among infected individuals, i.e., including asymptotic cases. By design, our model relies on an IFR which is constant over four weeks. Our estimated IFR for Sweden stayed relatively constant over the period May 2020–November 2020 at 0.69% [0.11, 1.5] (95% CrI). For comparison, in April 2020, the PHA published an early estimate of 0.58% [0.37, 1.05] (95% CI) for Stockholm, Sweden (Folkhälsomyndigheten, 2021a). However, this estimate relies on initial assumptions on the number of undetected cases that seem unjustified when compared to later findings (Ripplinger et al., 2021; Irons and Raftery, 2021). It also assumes the relatively younger Stockholm demographics rather than the national one, and is therefore an underestimate of the national IFR. A later Sweden-wide IFR estimate of 0.76% [0.65, 0.87] was published in November 2020 (Garcia-Ptacek et al., 2021) and aligns well with our estimate above. Although our 95% CrI is comparatively wide, this is partially due to
modeling each period independently and without any regularization in the transition between periods.

Table 2 summarizes a few bi-monthly estimates for the period after October 2020. The first two entries in the table overlap the estimates from Anon (2022): Nov 2020 = [0.60, 1.46]%, and Jan 2021 = [0.56, 1.44]%. Clearly, the IFR was trending downwards and this is also known to be the case in Stockholm (Garcia-Ptacek et al., 2021) as well as for the world in general (Anon, 2022).

Of interest is also the case fatality risk (CFR) (Kelly and Cowling, 2013), i.e., the risk of death conditioned on being diagnosed with the disease. We more generally define $\text{CFR}_X$ as the proportion of deaths expected given a certain number of individuals in compartment $X \in \{I, H, W\}$. Note that $\text{CFR}_X$ involves the number of symptomatic individuals which formally is not the same thing as the number of cases confirmed by testing.

From our posterior we may directly estimate the national average CFRs to be $[0.72, 1.3], [16, 19], [34, 36]%$ (95% CrIs) for $\text{CFR}_I$, $\text{CFR}_H$, and $\text{CFR}_W$. By comparison, Alimohamadi et al. (2021) offers the estimates $\text{CFR}_I = (1.0, 3.0)\%$, $\text{CFR}_H = (9.0, 17.0)\%$, and $\text{CFR}_W = (24.0, 51.0)\%$ (95% CI).

Another way to investigate these risks is by running the posterior filter across our data to produce an estimate for the number of deceased
Fig. 6. Reproduction number estimates for the Uppsala region. The Bayesian posterior yields monthly estimates (box-plot) while the quasi-ML estimator is daily (solid). For comparison also the PHA’s estimates based on screening from a total of 367,200 RT-PCR tests during the period 5 August, 2020–May 26, 2021. Note that reproduction numbers are model specific and the comparison here is therefore mainly qualitative.

3.4. Reproduction number estimates

The reproduction number provides an essential insight into the future development of the spread of a disease in a population. An accurate estimate of this number is vital to support rational public health decision-making and to inform the general public. Temporal variations in the reproduction number are caused by socio-behavioral, environmental, and virological and biological factors (Delamater et al., 2019). The dynamics of the reproduction number is therefore significantly faster than those of most other parameters, which was also the motivation behind our development of an improved marginal estimator via dynamic optimization techniques as described previously.

Reproduction number estimates have been calculated in this way for the whole duration of the parametrized period for all regions in Sweden. In Fig. 6, we present our results for Uppsala together with the testing-based estimate produced by the PHA for the same period. The cost-effectiveness of our estimate is apparent here since the results are similar, but the PHA estimate relies on costly incidence data.

4. Discussion

The pathogen SARS-CoV-19 and the subsequent pandemic resulted in an explosion in research related to COVID-19: research on data collection and interpretation, modeling and forecasting, as well as scenario generation. From the beginning of the outbreak, data have been instrumental in understanding the disease dynamics (Li et al., 2020; Lavezzo et al., 2020; Wu et al., 2020). With increasing amounts of cases and recorded patient data, statistical models for diagnosis and prognosis were quickly developed (Wynants et al., 2020). Combining in-patient data with other covariates, the use of digital technologies for disease surveillance is now possible (Abad et al., 2021), notably with an impact also for COVID-19 (Menni et al., 2020; Drew et al., 2020; Rossman et al., 2020; Kennedy et al., 2022). Challenges connected to the collection and distribution of available data where met with specialized tools for decentralized publishing (Guidotti and Ardia, 2020; Reinhart et al., 2021) and anonymized mobility data were also in active use (Imran et al., 2022; Ilin et al., 2021).

We have devised a detailed Bayesian model for the regional dynamics of the COVID-19 pandemic in Sweden. A data-centric viewpoint is that, using model-based data analysis, we have gained a thorough insight into the progression of the COVID-19 pandemic in Sweden in general, with extra emphasis on the Uppsala Region. The proposed compartment-based model combined with the novel use of optimal linear filters turned out to be an effective information-theoretic epidemiological tool. The output quality as obtained in our work compares very well with official estimates gathered in test-based programs, cf. Figs. 4–6. During the second and third waves in Sweden, at least 10 million RT-PCR tests were administered at a standard cost of 1400

Table 2

| Bi-monthly estimated IFR [%] with 68% CrI from October 2020 to May 2021. |
|-------------------------|----------------|----------------|
| Stockhom | Uppsala | Sweden |
| Oct+Nov | 0.66 [0.34, 0.81] | 0.49 [0.24, 0.74] | 0.55 [0.27, 0.88] |
| Dec+Jan | 0.84 [0.71, 1.00] | 0.59 [0.28, 0.92] | 0.88 [0.55, 1.30] |
| Feb+Mar | 0.35 [0.18, 0.50] | 0.47 [0.23, 0.70] | 0.44 [0.22, 0.81] |
| Apr+May | 0.35 [0.19, 0.49] | 0.45 [0.22, 0.67] | 0.35 [0.18, 0.56] |

*The estimated bias is large compared to the 68% CrI (see Material and Methods).

bThe 68% CrIs of the posterior and the bootstrap replicate do not share at least a 68% overlap (see Material and Methods).
SEK (≈ $150) per test (Sveriges Kommuner och Regioner, 2021). The expenses for such a PCR test for all symptomatic-strategy quickly grows, underlining the economical advantages of our approach. Clearly, at the individual level there are several benefits with testing and the importance of screening as a means to collect initial statistics for the disease spread cannot be stressed enough. However, our approach remains very promising as a supporting tool to continue to monitor the situation when testing is limited due to risk-cost trade-offs.

The resulting model was further processed to output weekly predictions for health care demands, and also marginal estimators for important characteristics of the disease such as infection fatality rates and reproduction numbers. The latter output increased the confidence into the overall approach through the generation of synthetic data and parametric bootstrap techniques. Improved data that would have enabled a higher model precision include (1) a consistently managed incidence report from randomized testing (not necessarily high volume), and (2) a higher temporal resolution of hospitalization and intensive care risks as well as times for treatment in these respective categories. These statistics could both be collected at a relatively small cost but would likely improve the precision considerably.

Without relying on public testing strategies, our model-based approach provided improved situation awareness of the progression of the pandemic. The developed methodology is of highly general character and can therefore be expected to be useful in other contexts too. By virtue of the consistent Bayesian framework, uncertainties are transparently propagated under clear assumptions, also in the face of potentially hazardous situations. We argue that this quality makes the techniques developed herein particularly promising from a communicative perspective.

Our data streams are high in latency, but are on the other hand fairly low in noise. Low-latency signals, e.g., public screening, self-reporting mobile apps, or analysis of sewage water, are instead often more noisy or otherwise biased. Combining these different kinds of streams provides for excellent decision support and appears extremely promising for use in tracking regional epidemics at a near-daily resolution.
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