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Abstract

We propose a simple modification from a fixed margin triplet loss to an adaptive margin triplet loss. While the original triplet loss is used widely in classification problems such as face recognition, face re-identification and fine-grained similarity, our proposed loss is well suited for rating datasets in which the ratings are continuous values. In contrast to original triplet loss where we have to sample data carefully, in our method, we can generate triplets using the whole dataset, and the optimization can still converge without frequently running into a model collapsing issue. The adaptive margins only need to be computed once before the training, which is much less expensive than generating triplets after every epoch as in the fixed margin case. Besides substantially improved training stability (the proposed model never collapsed in our experiments compared to a couple of times that the training collapsed on existing triplet loss), we achieved slightly better performance than the original triplet loss on various rating datasets and network architectures.

1 Introduction

Human perception of particular aspects of images or other stimuli are often measured in terms of comparisons or ratings. For instance, in order to investigate image aesthetics, participants are asked to rate the beauty of images, based on their subjective judgements and criteria. Another example is comparing how much an image is similar to the other image in terms of colors or content categories. From the crowd opinions, we can use machine learning techniques to develop algorithms that reflect this subjective perceptual evaluations. One popular expression for these types of perceptual evaluations is ranking using good similarity or distance metrics. In this work, we study triplet losses used in triplet networks to learn the relationships among images. The shared-weight convolutional network from the triplet network is then used to build a similarity metric for image ranking.

The idea of comparing pairs of images and map their distances from the image space to the feature space was notably introduced in [1,2,3]. The similarity metric is built by using two branches of a shared-weight Convolutional Neural Network (CNN) called Siamese Network. The discriminative loss function, aka contrastive loss, is formulated based on whether a pair of input images belong to the same class. The distance between images is therefore small for pairs of the same class and large for pairs from different classes. An extension of Siamese network is triplet networks which consist of three branches of a shared-weight CNN. A triplet network has three input images: one anchor image, one positive example (which is similar to the anchor image) and one negative example (which is different from the anchor image). In feature space, the positive image should have shorter distance to the anchor image than the negative image by a margin \( m \), but not necessary very close to the anchor image as in a Siamese Network. This is optimized through a triplet loss function. Triplet loss functions and triplet networks are used to learn fine-grained image similarity and retrieval [4,5]. The triplet architecture makes it possible to rank visual similarity for images within the same class. Triplet networks are also used widely in different domains such as face recognition and re-identification [6,7,8], image ranking [4,9], aesthetic rating prediction [10], to name a few.
Even though triplet architectures are being used in various applications, they bear some limitations \cite{6,11} in the strategy of sampling data for training. If the training data are not sampled carefully, a triplet network is either not efficient in learning, or it tends to collapse. Closely related to training data, the margin $m$ in the loss function is chosen differently and heuristically for different datasets. In many recent rating datasets such as AVA for aesthetic \cite{12}, KonIQ10k for quality \cite{13}, Scenic-Or-Not \cite{14} for scene beauty and so on, we have more refined data such as users’ ratings, the rating distributions and Mean Opinion Scores (MOS). Setting a fixed margin $m$ ignores the refined data. In order to overcome the limitations of the triplet loss and make use of the rating data more efficiently, we propose an adaptive margin triplet loss in which the margin $m$ is adaptive to each input triplet. While the fixed margin triplet loss is used popularly with classification problems such as face re-identification \cite{6,7,8} or fine-grained similarity \cite{4}, our proposed adaptive margin triplet loss can make use of rating data from rating datasets and therefore increase the ranking performance on these rating datasets.

The fundamental differences between fixed margin triplet loss and our adaptive margin triplet loss is this: with a fixed margin triplet loss, a network learns an embedding space that preserves the orders of the triplets. In our proposed adaptive margin triplet loss, we want to learn an embedding space that preserves not only the triplet orders but also their relative rating distances based on the ground-truth. In other words, we aim for an embedding space that reflects the rating space (users’ rating ground-truth). Another main difference between two approaches is on how triplets are utilized for training. In the existing loss, when the relative distances among the triplet exceed the fixed margin, there is no more learning. However, in adaptive margin loss, triplets are still useful to improve the embedding space as long as their distances in the embedding space have not reached their adaptive margins that correspond to their relative distances in the ground-truth ratings.

In summary, the advantage of our proposed loss is the fact that it breaks the curse of training data sampling, stabilizes the training convergence and results in higher accuracies, while still being simple, efficient and intuitive.

2 Triplet loss and its challenges

2.1 Triplet networks and triplet loss

An input image is put through a CNN to be transformed from an image space (such as RGB) to an embedding space. Let $f(x)$ be the embedding of an image $x$. Due to $L_2$ normalization $\|f(x)\|_2 = 1$. Given an anchor image $A$, a positive image $P$ that is similar to the anchor image and a negative image $N$ that is different with the anchor image, the objective is to learn the embeddings of the three input images such that the distance between $A$ and $P$ is smaller than the distance between $A$ and $N$ by a margin $m$:

$$\|f(A) - f(P)\|_2 + m < \|f(A) - f(N)\|_2$$

(1)
The triplet loss for the objective in Eq. 1 is then:

\[ L = \max(\|f(A) - f(P)\|_2 - \|f(A) - f(N)\|_2 + m, 0) \]  

(2)

For the embedding distance, we can use \( \|\cdot\|_2^2 \) as in [6] or simply just \( \|\cdot\|_2 \) as suggested in [11] to reduce the severity of network collapsing. In our experiments, we consistently use the latter one. The margin \( m \) is fixed at a heuristic value based on what works best on a given dataset.

### 2.2 Challenges

Even though triplet architecture is being used in various applications and currently holds the state-of-the-art performances for embedding distance metrics, it bears some limitations [6, 11, 5, 15]:

i **Training data sampling:** If the negative image is very different from the anchor image and positive image such that \( \|f(A) - f(N)\|_2 \) is much larger than \( \|f(A) - f(P)\|_2 \), the loss \( L = 0 \) (Eq. 2). Thus, no learning happens. Some strategies such as hard negative mining or semi-hard negative mining are proposed. However, mining hard triplets for training is time consuming because the whole set of training data has to be re-evaluated after every epoch to re-compute their embedding distances. Another unfortunate fact is that hard negative mining easily results in model collapses such that all the embeddings are mapped to the same value.

ii **Choice of constant margin \( m \):** the choice of the margin \( m \) also plays an important role for the learning efficiency and, in some cases, it can also lead to model collapsing. Depending on the properties of the datasets, different values of \( m \) should be chosen heuristically.

iii **Relative distance:** the distances between the negatives and the anchors are only required to be larger than the distances between positives and the anchors by a fixed margin \( m \). However, the additional information in the absolute rating values is not fully exploited in rating datasets.

### 3 Adaptive Margin Triplet Loss

As described in Section 2, the margin \( m \) in the triplet loss is fixed for all triplets. In this section, we propose to change the fixed margin \( m \) to be adaptive based on the training data. We will later analyze the advantages of this adaptive margin.

![Figure 2: A comparison on learning embedding with fixed margin and adaptive margin.](image)

Figure 2: A comparison on learning embedding with fixed margin and adaptive margin. In the case of fixed margin 2(a), the network will not learn anything if the distance between \( P_2 \) and \( N_2 \) is already larger than the fixed margin \( m \). However, with adaptive margin 2(b), every triplet has its own adaptive margin based on their ratings from the dataset. Therefore, even though the distance between \( P_2 \) and \( N_2 \) is large, the network still has a chance to continue learning, and it is stabilized.

#### 3.1 Adaptive margin on rating datasets

Given a triplet data \( \{A_i, P_i, N_i\} \). Assume that the rating values are from 1 to \( n \). The adaptive margin for this triplet data is defined as:

\[ m_i = \left| \frac{d_{GT}(A_i, P_i) - d_{GT}(A_i, N_i)}{n - 1} \right| \]  

(3)

where \( d_{GT}(A_i, P_i) \) is the ground-truth distance between anchor \( A_i \) and positive \( P_i \), \( d_{GT}(A_i, N_i) \) is the ground-truth distance between anchor \( A_i \) and negative \( N_i \) in the rating space. By dividing
by $n - 1$, $m_i$ is normalized to $[0, 1]$. In datasets such as AVA [12] and KonIQ-10k [13], the users rated individual images. Therefore, $d_{GT}(A_i, P_i) = |MOS(A_i) - MOS(P_i)|$ and $d_{GT}(A_i, N_i) = |MOS(A_i) - MOS(N_i)|$ where $MOS(A_i)$, $MOS(P_i)$, $MOS(N_i)$ are the Mean Opinion Scores of $A_i$, $P_i$, $N_i$ respectively. In other datasets where the ratings are evaluated by comparing pairs of images, $d_{GT}(A_i, P_i)$ and $d_{GT}(A_i, N_i)$ are MOS values for pairs $(A_i, P_i)$ and $(A_i, N_i)$ respectively.

### 3.2 Implementation of adaptive margin

We implement adaptive margin for triplet loss using keras tensorflow. In the implementation, $m$ is an input variable that changes together with the input triplet data (Fig. 3). Each training data is a quadruplet $\{A_i, P_i, N_i, m_i\}$. The value of $m$ for each triplet is computed using Eq. 3 and then used to compute the loss in Eq. 2. The backpropagation is on the CNN but not on $m$.

![Figure 3: Triplet network architecture with adaptive margin for the triplet loss.](image)

### 3.3 Advantages of adaptive margin

Our proposed adaptive margin alleviates the problems with a fixed margin discussed in Section 2.2:

i **Training data sampling:** Instead of taking care of the hard mining problem, with adaptive margin, we can generate as many quadruplet data $\{A_i, P_i, N_i, m_i\}$ as we want before the training. Therefore, it reduces the time of generating hard (semi-hard) triplets after every training epoch.

ii **Choice of constant margin $m$:** We are free from choosing and fine-tuning $m$.

iii **Relative distance:** In rating datasets, the absolute rating values are efficiently utilized. Therefore, we also have more training data.

iv **Training stability and efficiency:** From many experiments, it shows that adaptive margin in triplet loss is a great help in avoiding model collapsing. With small datasets that have few ten thousands of images, generating quadruplets $\{A_i, P_i, N_i, m_i\}$ leads to much more training data compared to hard and semi-hard mining. Therefore, the ranking accuracies from adaptive margin are also higher than from fixed margin. The comparison and analysis of numerical results are shown in Section 4.

### 4 Experimental Results

We compare the performances of the fixed margin triplet loss and the proposed adaptive margin triplet loss on different datasets and different network architectures. Our goal is not to produce the best performance for each dataset but rather to highlight the differences between the two losses. Therefore, we use simple and various network architectures, from transfer learning, fine-tuning to training from scratch. In order to have fair comparisons, we use exactly the same architectures, parameters and training data for both losses in each evaluation.

The best suited dataset that a triplet network can be used on is a dataset that has precise measurements of distances between anchor and positive images as well as the distances between anchor and negative
4.1 Perceptual Color Composition Similarity Dataset (COLOR-SIM)

COLOR-SIM is a dataset for rating perceptual color composition similarity using crowd-sourcing. Given a pair of images, observers rate the degree to which it is similar with respect to colors. Statistically, numbers of pairs that are totally different in colors are much higher than similar pairs. Therefore, we use an active learning approach in two stages to select images for which ratings for color similarity make sense.

In the first stage, we create a small set of image pairs for which similarity is clearly defined: either very similar (3519 pairs) or completely dissimilar (3519 pairs) from INRIA Holidays [16] and Pixabay [17] datasets. From this binary seed dataset, we train a binary classification network (seed-net) to identify similar/dissimilar labels for pairs of images. We then use the seed-net to sample more image pairs and have them annotated by users as similar or dissimilar. The new annotated pairs are used to improve seed-net performance. In the second stage, we use the seed-net to build a dataset for user rating on a finer-grained 5-point scale where 1 means a pair is totally different and 5 means the images are very similar or almost identical. The rating dataset consists of 31.248 pairs of images (1.302 reference images, 24 evaluated images for each reference). It is important to choose evaluated images such that the ratings are presented for all 5 rating options. For each reference, we choose images in the binary seed dataset which contains similar/dissimilar labels for rating options \{1, 5\} and selections of top results from the improved seed-net for rating options \{2, 3, 4\}.

4.2 Results on COLOR-SIM dataset

We split the COLOR-SIM dataset into a training set (24840 pairs) and a test set (6210 pairs). There are no common reference images in the two sets. We use the training set for training and validating, and evaluate the performance by computing SROCC on the test set. SROCC is the Spearman rank order correlation between the predicted results and users’ ratings.

**Triplets generation:** Instead of choosing only hard triplets, we use all the rating data in COLOR-SIM dataset. Each reference image is used as an anchor image. All 24 evaluated images that are paired with a reference image are used to create positive and negative examples. We have totally over 280K triplets.

**Similarity vs. distance:** With the COLOR-SIM dataset, users’ tasks are to rate image similarity in terms of color composition. The rating scales are from 1 to 5 where 1 is totally dissimilar and 5 is very similar to identical. Therefore, the distance between a pair of images \((x, y)\) is computed as \(d(x, y) = (5 - s(x, y))/4\) where \(s(x, y)\) is the similarity score of \((x, y)\). The division by 4 is to normalize \(d(x, y)\) to \([0, 1]\). Hence, a positive image will have a high similarity score and a low distance to the anchor image.

**Evaluation:** We compute the distances between pairs of test images in the embedding space. The ranking accuracy is the SROCC between these computed distances and MOS from users’ ratings.

In this dataset, we use two training strategies. One is transfer learning using fc7 features from the VGG19 network [18]. The other strategy is to train a CNN (ConvNet) from randomized initializations. ConvNet has the same convolutional kernel parameters as AlexNet [19]. Unlike AlexNet, the ConvNet does not have any cross channel normalization or batch normalization for simplicity. We compare the ranking SROCC performances among Mean Opinion Score (MOS) regression, triplet loss with fixed margin and our proposed triplet loss with adaptive margin. The results in Table 1 show that adaptive margin has the best performance. We also notice that ConvNet gives better ranking results.
than transfer learning from VGG19. The reason is because content objects and colors are not highly correlated. VGG19 is pre-trained for image classification. The fc7 features are then tailored for good classification performance rather than for visual similarity, which includes colors.

4.3 Evaluations on single image rating datasets

In single image rating datasets, users rate each image individually according to some criterion. For example, in A VA [12], AADB [20] and SciencOrNot [14] users rate how beautiful each image is. Among many single image rating datasets, we choose KonIQ-10k [13] datasets for evaluating the performance of triplet losses. KonIQ-10k is a rating dataset for image quality and contains over 10K images. The reason why we choose this dataset is because the user ratings are studied thoroughly and are also compared to expert ratings [21]. Unlike the COLOR-SIM dataset, where the ratings are comparisons between pairs of images, these dataset ratings are on individual images. Therefore, we have to generate triplets and evaluate the ranking differently.

4.3.1 KonIQ-10k dataset

**Triplet generation:** We first split the KonIQ-10k dataset into an 8K training set and a 2K test set. The training triplets are generated from the 8K training set. We select all the images in the 8K training set as anchors for the triplets. With each anchor, we randomly select 300 images in the 8K set to form 150 triplets. As a result, we have more than 1 million triplets for training. The statistics on MOS rating values and adaptive margin are shown in Fig. 4. The adaptive margin reflects the relative distances between $d(A, P)$ and $d(A, N)$. Fig. 4(c) shows that even though the data are randomly sampled, we have enough hard and semi-hard triplet examples.

![Figure 4: KonIQ-10k data statistic. (a) the distribution of MOS values in the 8K training set. (b) the distribution of MOS values in the 2K testing set. The two rating distributions from the training set and testing set are similar. (c) the distribution of adaptive margin on the training triplets. The adaptive margin reflects the relative distances between $d(A, P)$ and $d(A, N)$. Even though the data are randomly sampled, we have enough hard and semi-hard triplet examples.](image)

**Evaluation:** We use $m = 0.5$ as a fixed margin and Eq.3 to compute the adaptive margins. In triplet training, we optimize for the distance between pairs of images in embedding spaces, but not the MOS rating score of each individual image. The ranking evaluation is therefore not straightforward as with the COLOR-SIM dataset of which the MOS ratings are measured relatively between image pairs. There are several options to evaluate the single rating dataset:

- Choose one image which has the highest or lowest MOS rating as reference. The ranking of the test set is then relative to this reference image. We choose this method to report the results in Table 2.
- Add constraints such that $\|f(x)\| = MOS(x)$ where $f(x)$ is the embedding vector of $x$.
- Add constraints on the direction between anchor and negative images as suggested in [10].
- Add a regression loss on MOS for the anchor image. We explore this option in Section 5.

The results in Table 2 shows that adaptive margin has the best ranking accuracies across different networks. KonIQ-10k is a dataset to evaluate image quality. We see that by using VGG19 fc7 features, the input images have to be 224x224. By rescaling an image from size 1024x768 to 224x224, the quality is reduced, so the ranking accuracy is low. However, by using images with input size 512x384,
Table 2: SROCC ranking results on KonIQ-10k dataset

| Method                              | MOS regression | Fixed $m = 0.5$ | Adaptive margin (ours) |
|-------------------------------------|----------------|-----------------|------------------------|
| Transfer learning using VGG19 fc7   | 0.466          | 0.645           | 0.664                  |
| Inception V3 (input size 512x384)   | 0.426          | 0.758           | 0.768                  |
| VGG19 conv5 (input size 512x384)    | 0.482          | 0.799           | 0.806                  |

the accuracy is improved significantly. We use InceptionV3 [22] and VGG19 [18] networks without the top fully-connected layers, with an input image size 512x384 and Global Average Pooling (GAP) to pool the final convolutional feature maps. The results can be further improved by fine-tuning through the whole network. However, our goal is not to provide the best performance networks, but to compare the performances between fixed margin and adaptive margin triplet losses.

Having only 8K images for training, the MOS regression results are consistently low in all the networks. However, using triplets, we can still generate a large amount of training data. By optimizing for the embedding space using triplet losses, we map these 8K images to the embedding hypersphere such that the relative distances among them agree with the MOS rating distances.

4.3.2 AVA-10k dataset

AVA dataset is an aesthetic rating dataset. It contains 250K images. We subsample to 25K, 50K and 80K subsets for training and evaluation. We split 80-20 for training and testing. The comparison results among MOS regression, fixed margin and adaptive margin losses are presented in Table 3.

Table 3: SROCC ranking results on subsets of AVA dataset

| Method                              | MOS regression | Fixed $m = 0.5$ | Adaptive margin (ours) |
|-------------------------------------|----------------|-----------------|------------------------|
| VGG19 conv5 AVA-25k                 | 0.231          | 0.333           | 0.460                  |
| VGG19 conv5 AVA-50k                 | 0.282          | 0.514           | 0.520                  |
| VGG19 conv5 AVA-80k                 | 0.312          | 0.519           | 0.530                  |

The performances of state-of-the-art methods on aesthetic ranking are in Table 4. Our best result is 0.530 compared to 0.558 from [20]. First of all, we selected only less than 1/3 of the AVA dataset, and we only do transfer learning without fine-tuning the whole network. We can observe the effect of having less data by comparing the MOS regression results. In AVA-80K, the SROCC of MOS regression is 0.312 compared to the regression SROCC 0.4995 on the whole dataset from the paper [20]. The performance of adaptive margin loss increases when the size of the training data increases.

Table 4: SROCC ranking results of state-of-the-art methods.

| Methods                                | ACC (%) | SROCC $\rho$ |
|----------------------------------------|---------|--------------|
| Regression [10]                         | -       | 0.4995       |
| Triplet loss + directional loss [10]    | 75.83%  | -            |
| Reg + Rank + Att + Cont [20]            | 77.33%  | 0.5581       |

5 Combining Ranking and Regression Prediction

The disadvantage of triplet ranking networks is that they do not predict rating values. In rating datasets for image-pair comparison such as COLOR-SIM, relative distances in the embedding space reflect the pair ratings. That is why triplet models fit naturally with our COLOR-SIM dataset. In single image rating datasets, we can derive relative distances between pairs of images to generate triplets for embedding training. However, the embedding space is not optimized for the rating values of individual images. A problem occurs when we try to infer rating values for individual test images to evaluate the ranking. Several solutions are described in Section 4.3.1. Here we propose a solution that combines triplet losses with regression loss. The total loss is computed as follows:
\begin{align*}
L_{\text{total}} &= \alpha \cdot L_{\text{triplet}} + \beta \cdot L_{\text{regression}} \\
L_{\text{triplet}} &= \max(\|f(A) - f(P)\|_2 - \|f(A) - f(N)\|_2 + m, 0) \\
L_{\text{regression}} &= |g(f(A) - \text{MOS})|
\end{align*}

where \(\alpha\) and \(\beta\) are coefficients to scale \(L_{\text{triplet}}\) and \(L_{\text{regression}}\) to the same unit scale. \(f(\cdot)\) is the embedding for the triplet network, \(g(\cdot)\) is the output of a regression neural network. \(L_{\text{regression}}\) can be optimized using Mean Squared Error (MSE) or Mean Absolute Error (MAE). In our experiment, MAE usually leads to better results. The model for combining losses is shown in Fig. 5.

As the model has two loss branches (triplet loss and MOS regression), we can evaluate the ranking in each branch individually. On the triplet loss branch, we choose one image which has the highest MOS rating as reference. The ranking of the test set is then relative to this reference image. On the regression branch, we can predict MOS on the test set and compute the SROCC on the predicted MOS with users’ ratings. Both ways give the same ranking accuracy as just using only triplet loss. However, using the regression branch, we do not need to have a reference image to measure the distance to all the test images, but still are able to rank the test images.

6 Conclusion

In this paper, we present an idea of changing the original triplet loss from fixed margin to adaptive margin. With a simple modification, our proposed algorithm makes triplet losses more usable and extendable from classification datasets to rating datasets. We tested our proposed loss in different datasets, some give big improvements and some have only marginal improvements. Nevertheless, we break the curse of data sampling for triplet training. Our method is also more efficient than the original counterpart by avoiding the re-evaluation on the whole training data after every epoch. The training stability is increased substantially. In fact, we observed no model collapses in our experiments with the proposed model. Therefore, we believe that the idea of adaptive margin triplet loss and its benefit are worth sharing in order to promote the use of triplet training in machine learning.
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