A Low-Cost Multi-Agent System for Physical Security in Smart Buildings
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Abstract. Modern organizations face numerous physical security threats, from fire hazards to more intricate concerns regarding surveillance and unauthorized personnel. Conventional standalone fire and intrusion detection solutions must be installed and maintained independently, which leads to high capital and operational costs. Nonetheless, due to recent developments in smart sensors, computer vision techniques, and wireless communication technologies, these solutions can be integrated in a modular and low-cost manner. This work introduces Integrated Physical Security System (IP2S), a multi-agent system capable of coordinating diverse Internet of Things (IoT) sensors and actuators for an efficient mitigation of multiple physical security events. The proposed system was tested in a live case study that combined fire and intrusion detection in an industrial shop floor environment with four different sectors, two surveillance cameras, and a firefighting robot. The experimental results demonstrate that the integration of several events in a single automated system can be advantageous for the security of smart buildings, reducing false alarms and delays.
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1 Introduction

Physical security is the protection of property and personnel from physical events such as theft, vandalism, fires, floods. By overlooking one of these events and not investing in adequate mechanisms, an organization can suffer severe damage and financial loss [1]. A study [2] reported a 20% increase of physical security incidents in 2021, in comparison with the previous year, a number that is forecasted to grow in 2022. Regarding fire hazards, the World Fire Statistics Center recorded an average of three and a half million fires and forty thousand deaths per year, from 1993 to 2019 [3]. These reports highlight the need for better and more robust physical security.

Modern organizations are starting to pay attention not only to straightforward threats, such as fire hazards and flood risks, but also to more intricate issues regarding surveillance and unauthorized personnel. Conventional solutions produce a high
number of false positives and are usually in place from a detection point of view, activating warning alarms and asking for confirmation and actions to the active personnel. These lack of capabilities to automatically confirming events and placing countermeasures can lead to the rapid escalation of the situation. Consequently, security systems are becoming a crucial part of smart buildings [4].

This work builds on recent advancements on low-cost IoT sensors and communication protocols and contributes to the real-time security of intelligent buildings by introducing Integrated Physical Security System (IP2S), a simple, yet scalable multi-agent system capable of integrating different detection and mitigation agents, such as robust conventional sensor systems, real-time video-based fire detection (VFD), active surveillance systems and autonomous fire extinguishing robots. The system was evaluated in a live case study using an industrial shop floor environment, with intelligent low-cost sensors, rotating cameras, and a mixed firefighting surveillance robot.

The present paper is organized into multiple sections. Section 2 provides a survey of previous work on physical security systems, focused on fire and intrusion detection. Section 3 describes the proposed system and the concepts it relies on. Section 4 presents the case study and an analysis of the experimental results. Finally, Section 5 addresses the main conclusions and future work.

2 State-of-the-art

In smart buildings, there are several security threats that need to be addressed. Even though fires are not common events, they can cause severe damage to an organization and endanger the lives of its personnel. Conventional fire alarm systems are commonly limited to indoor spaces, have a lot of false positives, they cannot provide real-time information to firefighters [5] and, most importantly, have a lot of latency between the start of the fire and its detection [6].

Research advancements in fire detection introduce VFD supported by computer vision methods [7] as a reliable solution for early fire detection in real-world scenarios, such as forest fires [8], smart buildings and factories [9]. This technique can immediately detect when smoke or flames occur in one of the camera views, eliminating the threshold delay that the traditional alarms suffer, reduce the false positive rates, and transmit real-time crucial information about the fire to firefighters [6].

The progress on fire detection technologies, low-cost sensors and advancements in communications technologies permits the advancements in physical security systems. For instance, [10] prototyped a VFD implementation with a low-cost wireless sensor network. Moreover, [11] introduced a fire detection system, based on an Arduino microcontroller and a Raspberry Pi microprocessor. Despite these developments, the current literature lacks the integration of VFD and conventional fire detection systems with automatic and more precise suppression actuators, such as fire extinguishing robots that can access close-quarters and therefore prevent risk to human firefighters.

Regarding surveillance, traditional approaches include the use of passive infrared sensors and balanced magnetic switches [12] to detect intrusions and raise alerts. Closed-circuit Television (CCTV) cameras are also used for video surveillance of
physical spaces for monitoring purposes [13], [14]. Even though they can be good solutions for recording multiple events, these cameras record vast amounts of footage, which makes it extremely time-consuming or even impossible to verify all the data captured producing a high cost on human resources.

Latest advances in research automate the process of analyzing the footage resorting to computer vision methods. For instance, [15] proposed an intelligent CCTV surveillance application in the context of a house to keep children safe, which focuses on detection and identification techniques. [16] proposed an image-based intrusion detection system capable of detecting intruders past a virtual fence by tracking them and performing motion recognition in the context of nuclear power plants. [17] built a smart surveillance monitoring system on top of a Raspberry Pi 4 and other low-cost devices, resorting to computer vision techniques to identify the intruder, by analyzing frames received from a 360-degree rotating camera.

Despite the recent developments on smart surveillance, the current solutions only alert human personnel, without incorporating actuators to prevent further damage. This issue can be addressed by IoT devices, which have been converging information technology and operational technology. The use of artificial intelligence has been improving the security and efficiency of IoT devices by making them more reliable and robust [18], [19] and enabling a more adequate use of the available resources [20]. Additionally, by sharing data and resources, false alarms and the delay before a measure is taken can be reduced, taking more adequate mitigation measures [21].

An integrated physical security system must account for the specificities of different threats, which can be achieved via multiple interacting agents. Therefore, the multi-agent paradigm has the potential to significantly improve the reliability of security systems [22], but the divergent procedures required for different threats causes their integration to face challenges of autonomy, interoperability, and verification [23].

Since existing security systems usually contain surveillance cameras, [24] proposed their use for VFD as well. The authors considered the trajectory of a fire into the surrounding environment to perform a more thorough analysis of multiple footages. Nonetheless, fire detection remained independent from surveillance, so camera movement could not be controlled to better focus on the spread of fire. [25] attempted further integration by combining regular fire and intrusion detection with sensors of energy consumption and environmental factors in a single system. Each aspect was assigned to an agent, which performed an individual diagnosis and then shared the results. However, the agents did not interact with each other in an intelligent manner, so they could not use the data of the other agents to improve their own analysis.

To benefit from the integration of multiple physical security aspects, a system must be able to automatically use the data of one to improve and complement another. This is the gap in the current literature addressed by the proposed system. To the best of our knowledge, no previous work has introduced a similar approach.
3   Proposed System

IP2S was developed to integrate multiple physical aspects of the security of smart buildings. A modular design was adopted to enable the detection of multiple simultaneous physical security events in a variety of environments, with the only requirements being the logical division of an environment into sectors and the use of smart sensors and actuators (see Fig. 1). The following subsections detail the architecture and the physical implementation of the system with low-cost sensors to address the fire and intrusion detection aspects.

3.1  Multi-agent Architecture

The proposed system required the use of specialized agents that could perceive their environment and distribute different tasks spatially and temporally, where some agents could take actions immediately while others were required to wait for confirmation and feedback from their neighbors. To support multiple simultaneous physical security events, five distinct types of agents were created:

- **Sector Agent** - A hybrid agent that processes readings from a group of sensors and can take event-specific actions, such as triggering fire suppressors.
- **Camera Agent** - A collaborative agent that surveils the physical environment and analyzes the live feed to provide visual confirmation of ongoing events.
- **Robot Agent** - A mobile agent that can move throughout the physical environment to deploy event-specific mitigation measures in close-quarters.
- **Alarm Agent** - A reactive agent that places the system in an alarm state and activates adequate agents when an event is confirmed.
- **Notification Agent** - An interface agent that delivers real-time information about the system and its agents to authorized personnel.

The interactions between these agents ultimately lead to an event being mitigated or to a false alarm being disregarded. This flow was structured in a highly scalable architecture with both horizontal and vertical layers, where the Sector agents competed...
against each other, while the Camera and Robot agents cooperated (see Fig. 2). To deploy fully autonomous agents capable of performing the required negotiation, the *Spade* platform was utilized on top of the Python programming language.

![Logical system architecture](image)

**Fig. 2. Logical system architecture.**

### 3.2 Physical Implementation

The sensors and actuators initially supported by IP2S had to be built in an efficient and scalable manner. ESP32 was the chosen board for the implementation, as it is a low-cost and low-power microcontroller. To bridge the cyber and physical spaces, the Message Queuing Telemetry Transport (MQTT) protocol was employed.

Each sector contains an ESP32 with a PIR motion detection sensor to detect movement, a DHT11 sensor to read temperature and humidity values, a push-up button for physical alarm activation and an LED, which represents the sector alarm. The cameras rely on their ability to rotate 360 degrees, so a step motor with a motor driver were used together with an ESP32 camera module. The microcontroller implementation uses a 2-core programming logic for better system performance. These cores enable a web server with the live surveillance feed, that is isolated from the MQTT communication and motor rotation tasks.

Finally, the robot is built on a 2-wheel drive chassis, with a motor in each wheel connected to a dual motor driver. It relies on three line-following sensors for navigation, which detect their black lone path by emitting infrared light. When requested, the robot can enter in surveillance or firefighting modes. In the first, the robot rapidly follows the line with the buzzer ringing and lights flashing until it reaches the specified sector. Once in that area, the robot slows down and performs a surveillance round, before returning to the parking station. In the latter, the robot starts searching for a fire when the specified sector is reached. It uses three infrared sensors to navigate itself around the fire, and when an adequate position is reached, a water pump and servo motor are activated to extinguish it.
Following the approach used for the cameras, both robot microprocessor cores are used. To efficiently run the line-following algorithm, interruptions must be kept to the minimum, which was achieved by having one system core completely dedicated to this task. At the other core, the Wi-Fi connection is maintained, the MQTT messages are handled, and lights and buzzers activated according to the event.

4 Case Study

A live case study was conducted to analyze the behavior of the proposed system. An industrial shop floor topology was used to represent a real-world dynamic environment where complex physical security events can occur. Two scenarios were analyzed: False Alarm and Dual Alarm. The first examines how the system reacts and confirms a false alarm triggered in one of the sectors, whereas the latter evaluates the system capabilities of reacting to two simultaneous events. The following subsections describe the environment and present an analysis of the obtained results.

4.1 Shop Floor Environment

The adopted topology divided the shop floor environment into four different sectors, each equipped with proximity sensors. To monitor the four sectors, a 360° camera was placed in the middle of them and an additional 180° camera was placed on the side, only capable of monitoring Sector2 and Sector3. The algorithms used by the camera were pretrained You Only Look Once version 3 (YOLOv3) models [26], provided by the ImageAI library. A robot was placed on a tape circuit throughout the sectors, with its parking station placed between Sector1 and Sector4 (Fig. 3).

![Fig. 3. Case study topology.](image-url)
4.2 Results and Discussion

To perform a thorough analysis of the proposed system’s performance, the behavior of each agent was recorded during the live experimentation. For each scenario, a single timeline was constructed with the interactions that occurred at each timestep, as well as the physical actions they resulted in.

In the False Alarm scenario, the cameras started following the regular activity throughout the shop floor by alternating between the different sectors where movement was detected. Then, when Sector3 recorded an abnormally high temperature and low humidity, in comparison with previous sensor readings, it messaged the cameras to request their confirmation that a fire is starting. The first to act was Camera2, which signaled that it was going to surveil that sector. Nonetheless, it was still the top priority for Camera1, so both cameras examined Sector3 without detecting any fire. As the temperature dropped in the subsequent readings, this false alarm was disregarded. Table 1 summarizes the key steps of this scenario.

Table 1. Timeline of the False Alarm scenario.

| #  | Agent     | Trigger                                      | Action                                      |
|----|-----------|----------------------------------------------|---------------------------------------------|
| 1  | Sector2   | Sensors detected movement                    | Request attention from nearby cameras       |
| 2  | Sector3   | Sensors read abnormal values                 | Request attention from nearby cameras       |
| 3  | Sector4   | Sensors detected movement                    | Request attention from nearby cameras       |
| 4  | Camera2   | Receive attention requests                   | Update its priority list, signalling that it is moving to Sector3 |
| 5  | Camera1   | Receive attention requests and Camera2 signal| Update its priority list, signalling that it is moving to Sector3 |
| 6  | Sector2   | Sensors detected movement                    | Request attention from nearby cameras       |
| 7  | Sector4   | Sensors detected movement                    | Request attention from nearby cameras       |
| 8  | Camera2   | Receive attention requests                   | Update its priority list, signalling that it is moving to Sector3 |
| 9  | Camera1   | Receive attention requests and signal        | Update its priority list, signalling that it is moving to Sector3 |

In the Dual Alarm scenario, the cameras also started following regular activity. Then, Sector3 was locked down and the system received the signal to start considering any movement as intruder activity. After some time, Sector3 detected movement again. However, at the same timestep, Sector2 recorded abnormal values. Despite both attention requests having a high priority, the cooperation mechanism of the cameras enabled them to surveil both sectors. Since Camera1 was the first to act this time, its top priority was the sector with the possible fire, Sector2, which then led Camera2 to pick Sector3. The fire detection algorithm of Camera1 detected flames and a confirmation was sent to Sector2, which triggered the fire suppressors and started the process of activating the Robot. After performing close-quarters firefighting in Sector2, it advanced into Sector3 to help check for intruders. Table 2 summarizes these key steps.
Table 2. Timeline of the Dual Alarm scenario.

| #  | Agent  | Trigger                        | Action                                                                 |
|----|--------|--------------------------------|------------------------------------------------------------------------|
| 1  | Sector3| Sensors detected movement      | Request attention from nearby cameras                                  |
| 2  | Sector3| Lockdown signal received       | Change its internal reaction state                                     |
| 3  | Sector3| Sensors detected movement      | Request attention from nearby cameras and trigger intruder alarm        |
| 4  | Sector2| Sensors read abnormal values   | Request attention from nearby cameras                                  |
| 5  | Alarm  | Receive Sector3 trigger        | Activate intruder measures and Robot                                    |
| 6  | Robot  | Receive activation             | Start moving to surveil Sector3                                         |
| 7  | Camera1| Receive attention requests     | Update its priority list, signalling that it is moving to Sector2       |
| 8  | Camera2| Receive attention requests     | Update its priority list, signalling that it is moving to Sector3       |
| 9  | Camera1| Algorithm detected flames      | Send fire confirmation to Sector2                                       |
| 10 | Sector2| Receive fire confirmation      | Trigger fire alarm                                                     |
| 11 | Alarm  | Receive Sector2 trigger        | Activate firefighting measures and a new request for Robot             |
| 12 | Robot  | Receive activation             | Update course to first perform firefighting in Sector2                 |

The obtained timelines evidence that the system not only detects complex emergency events, but that it can also confirm them and activate the most appropriate mitigation measures, reducing safety risks and diminishing associated costs.

5 Conclusions

This work addressed the physical security problematic by introducing IP2S, a multi-agent system that coordinates and integrates a low-cost IoT infrastructure for the automatic and efficient detection and mitigation of multiple threats. A live case study was conducted to evaluate the capabilities of the proposed system, using a simulated industrial shop floor environment, where intelligent sector proximity sensors, rotating cameras and actuator robot were deployed.

The experimental results obtained in the case study demonstrate that the system can accurately detect and confirm threats using proximity sensors and intelligent algorithms, which can significantly reduce the number of costly false alarms. Furthermore, IP2S can automatically and reliably deploy event-specific mitigation measures, which also reduces the delay before a fire is suppressed or an intruder is stopped from causing further damage to a smart building.

The integration of cyber and physical environments is no easy task, as there are many posing challenges that must be considered, such as the lack of accurate data, the dynamic nature of the environment, and their limited sphere of influence. In the future, with IP2S as the basis, more thorough solutions can be developed on top of its
multi-agent paradigm, and more complex physical security threats can be addressed while maintaining a low-cost and modular approach.
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