Averaging and spectral properties for the 2D advection-diffusion equation in the semi-classical limit for vanishing diffusivity
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Abstract
We consider the two-dimensional advection-diffusion equation on a bounded domain subject to either Dirichlet or von Neumann boundary conditions and study both time-independent and time-periodic cases involving Liouville integrable Hamiltonians that satisfy conditions conducive to applying the averaging principle. Transformation to action-angle coordinates permits averaging in time and angle, leading to an underlying eigenvalue equation that allows for separation of the angle and action coordinates. The result is a one-dimensional second-order equation involving an anti-symmetric imaginary potential. For radial flows on a disk or an annulus, we rigorously apply existing complex-plane WKBJ methods to study the spectral properties in the semi-classical limit for vanishing diffusivity. In this limit, the spectrum is found to be a complicated set consisting of lines related to Stokes graphs. Eigenvalues in the neighborhood of these graphs exhibit nonlinear scaling with respect to diffusivity leading to convection-enhanced rates of dissipation (relaxation, mixing) for initial data which are mean-free in the angle coordinate. These branches coexist with a diffusive branch of eigenvalues that scale linearly with diffusivity and contain the principal eigenvalue (no dissipation enhancement).
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1. Introduction

The focus of this paper is the Cauchy problem for the 2D advection-diffusion equation (ADE), a.k.a. passive scalar equation, which in the ‘small-diffusion’ formulation reads

\[ c_t - \varepsilon \Delta c + (\mathbf{u} \cdot \nabla) c = 0, \quad c(0, x, y) = c_0(x, y). \]  

The unknown \( c(t, x, y) \) is a scalar function of spatial coordinates \( x, y \) and time \( t \), while \( \mathbf{u}(t, x, y) \) is a given time-independent or time-periodic vector-field (flow), and \( \varepsilon > 0 \) is a given diffusivity. We restrict our attention to divergence-free flows only, i.e., the flows which satisfy \( \nabla \cdot \mathbf{u}(t, \cdot) = 0 \). More specifically, we assume the existence of a time-independent or time-periodic stream-function (Hamiltonian), \( \Psi(t, x, y) \), such that \( \mathbf{u}(t, x, y) = \nabla \times \Psi(t, x, y) \), with \( \nabla \times = (\partial_y, -\partial_x) \) denoting the two-dimensional curl.

The equation constitutes an important paradigm for a wide range of physical, chemical, and biological processes that are characterized both by transport induced by a fluid flow as well as diffusive forces of different nature. Examples include homogenization in fluid mixtures, pollutant dispersion in the ocean or atmosphere, temporal evolution of biological systems in flowing media, energy transport in flowing media, etc. Thus, it is at all not surprising that understanding of the advective dynamics of passive scalars in the presence of diffusion has been a subject of intensive research reaching back to at least as far as Batchelor [3].

A large open area of study remains the rather intricate interplay between diffusion and advection in the semi-classical limit \( \varepsilon \to 0 \). The convection-driven enhancement of dissipation (relaxation, mixing) is of particular interest. Depending on the boundary problem, and closely related to it, on the structure of the spectrum of the non-self-adjoint advection-diffusion operator \( \mathcal{L}_\varepsilon = -\varepsilon \Delta + \mathbf{u} \cdot \nabla \), various methods (e.g. homogenization, probabilistic,
variational and ‘PDE’ methods) have been employed. Here, we review some of the relevant existing literature.

On unbounded domains and periodic media, some of these questions have been addressed within the framework of the homogenization theory \cite{9, 10, 7}. It was shown that the long-time, long-distance behavior of solutions is governed by an effective-diffusion equation, \( c_t = \sum_{i,j} a_{ij}^\varepsilon \frac{\partial^2 c}{\partial x_i \partial x_j} \), where the constant matrix \( A^\varepsilon = (a_{ij}^\varepsilon) \) is the so-called effective diffusivity tensor. The effective diffusion in a given direction \( \mathbf{e} \) is then given by \( \mathbf{e}^T A^\varepsilon \mathbf{e} \), and convection-enhanced scaling regimes as ‘good’ as \( \varepsilon^{-1} \) and as ‘bad’ as \( \varepsilon \) have been identified. In particular, the typical scaling regime \( \varepsilon^{1/2} \) has been observed and referred to as convection-enhanced diffusion (see \cite{7}).

Homogenization theory does not, however, provide satisfactory explanation of the short-term enhancement of dissipation by convection. In a recent paper \cite{29}, Zlatoš defined dissipation enhancing flows \( \mathbf{u} \) on an unbounded domain \( D \) by requiring that for any initial condition \( c_0 \in L^p(D) \), the solution \( c^{(\varepsilon)} \) of the Cauchy problem (1) satisfy

\[
\lim_{\varepsilon \to 0} ||c^{(\varepsilon)}(\varepsilon^{-1}, \cdot)||_\infty = 0.
\]

Loosely speaking, Zlatoš then characterized these flows by the condition that the only eigenfunctions of the advection operator \( \mathbf{u} \cdot \nabla \) are the first integrals of \( \mathbf{u} \).

For the purposes of this paper, we are primarily interested in the case of a bounded domain \( D \) with Dirichlet (or von Neumann) boundary conditions. Under some mild regularity conditions on \( \mathbf{u} \), the time-independent advection-diffusion operator possesses a pure point spectrum consisting of isolated eigenvalues that have positive (nonnegative) real part \cite{1, 2}. The eigenvalue with the least positive real part is referred to as the principal eigenvalue, \( \lambda_0^\varepsilon \). This value determines the slowest time scale of relaxation toward the equilibrium in the sense that, for generic initial data \( c_0 \in L^2(D) \) (i.e., the initial data with a non-vanishing projection onto the eigenspace corresponding to the principal eigenvalue), the following holds:

\[
t^{-1} \log ||c^{(\varepsilon)}(t, \cdot)||_{L^2(D)} \to -\lambda_0^\varepsilon \quad \text{as} \quad t \to \infty.
\]

Therefore, the dependence of \( \lambda_0^\varepsilon \) on \( \varepsilon \) essentially determines any convection-enhanced dissipation (relaxation, mixing) rate for generic initial conditions. Berestycki et al. \cite{4} identified a sharp criterion for the principal eigenvalue
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\( \lambda_0 \) to scale linearly with \( \varepsilon \) as \( \varepsilon \to 0 \) (no dissipation enhancement). More precisely, the authors proved that \( \varepsilon^{-1} \lambda_0 \) is bounded as \( \varepsilon \to 0 \) if and only if \( \mathbf{u} \) has a first integral \( w \) in the space \( H_0^1(D) \), i.e., if \( \mathbf{u} \cdot \nabla w = 0 \). When this is not the case, the authors proved that we find ourselves in the dissipation enhanced regime in the sense that for any initial datum \( c_0 \in L^2(D) \), (2) holds.

While the principal eigenvalue is the most relevant quantity, the complete picture of the relaxation dynamics is given by the structure of the entire spectrum, potentially a very complicated set since the advection-diffusion operator \( \mathcal{L}_\varepsilon \) is a sum of a self-adjoint operator, \( -\varepsilon \Delta \), and an anti-self-adjoint operator, \( \mathbf{u} \cdot \nabla \), and as such, possesses neither symmetry. The theory of non-self-adjoint (NSA) operators lags far behind the theory of self-adjoint (SA) operators (see [6]). Self-adjoint theory has at its disposal a powerful tool in the spectral theorem, as well as a variety of variational methods, that can be used to obtain tight bounds on eigenvalues both theoretically and numerically. The self-adjoint theory and its techniques have been used to great effect in quantum mechanics. The non-self-adjoint theory, on the other hand, is much less cohesive and still remarkably incomplete. It comprises a wide variety of diverse methods whose only commonality is the use, in one way or another, of ideas from analytic function theory.

The complicated structure of the spectrum for ADE has been observed numerically by Giona et al. (see [16, 17]) where the most important feature is the occurrence of different eigenvalue branches with possibly different convection-enhanced scaling regimes. In particular, for the parallel sine flow \( \mathbf{u}(x,y) = (0, \sin(2\pi x)) \) on the unit torus, a ‘diffusive’ branch of eigenvalues which scale linearly with \( \varepsilon \) is found to coexist with two (equivalent) ‘convective’ branches of eigenvalues which scale as \( \varepsilon^{1/2} \) – the same scaling also observed by homogenization techniques (see [7]) and referred to as convection-enhanced diffusion. Giona et al. provide a heuristic argument for the presence of the convection-enhanced branch based on the numerically observed localization of the eigenfunctions. The aim of this paper is to provide a rigorous mathematical justification.

In accordance with our discussion above about NSA operators, general results are extremely difficult to obtain. We focus on the case of Liouville integrable Hamiltonians \( H(x,y) \) that allow for canonical transformation to action-angle coordinates \( (J, \theta) \), and consider domains \( D \) topologically equivalent to either a disk or an annulus whose boundary consists of level sets of \( H(x,y) \). In this case, \( \mathbf{u} = \nabla \times H \) possesses a first integral in \( H_0^1(D) \)
and hence the principal eigenvalue scales linearly with $\varepsilon$. The advantage of action-angle coordinate formulation is that the advection assumes a very simple form $\omega(J) c_0$ and, under mild conditions on $\omega(J)$, solutions converge to solutions of the equation obtained by averaging the coefficients of the diffusion operator written in action-angle coordinates with respect to the angle coordinate $\theta$. The underlying eigenvalue equation allows for separation of action and angle coordinates through the ansatz $c_m(J, \theta) = e^{im\theta} g_m(J)$, leading to a countable family of 1D equations in $g_m$ involving an imaginary potential $im\omega(J)$ ($i$ is the imaginary unit and $m$ is an integer). For $m = 0$, the equation is a self-adjoint problem leading to eigenvalues which scale linearly with $\varepsilon$. When $m \neq 0$, however, it is a non-self-adjoint convection-dominated problem which is much more difficult and leads to nonlinear scaling with respect to $\varepsilon$. In particular, the solutions for any initial data $c_0(J, \theta)$ with zero-mean in the angle coordinate $\theta$, i.e., when $\int_0^{2\pi} c_0(J, \theta) \, d\theta \equiv 0$, are subject to the dissipation enhanced regime in the sense of (2). Fixing $m = 1$, the equation can be thought of as the 1D analogue of the advection-diffusion equation which retains exact features of the ADE not based on approximations. This equation also involves a non-self-adjoint operator whose spectral structure is difficult to characterize in general.

An important example is the case of unidirectional axisymmetric radial flows in annular regions or disks, which include physically realizable flows such as the Couette flow and Poiseuille flow. We are able to apply the WKBJ method on the complex plane, as developed in [8, 23, 24, 25]. The complexity of the spectrum depends on the behavior of the potential near the boundary and its critical points. Following [23, 24, 25], we consider the case when $\omega(r)$ is either monotone or concave, which includes the cases of (regularized) vortical flow, the Couette flow and the Poiseuille flow. We show that in the semi-classical limit $\varepsilon \to 0$, the spectrum converges to a collection of lines related to the so-called Stokes graphs. We also infer information about the scaling of eigenvalues on those lines with respect to $\varepsilon$, which is typically either $\varepsilon^{1/2}$ (for quadratic critical points) or $\varepsilon^{1/3}$ (for non-critical boundary points). Note that the case of MHD driven annular micromixers leading to the Poiseuille profile was examined in [18, 19]. Using a particular ansatz, the authors identified one spectral branch with the scaling $\varepsilon^{1/3}$. As we shall see, scaling regimes $\varepsilon^{1/3}$ and $\varepsilon^{1/2}$ coexist for this particular case.

In addition to treating the autonomous case, we also treat the time-periodic case, assuming, however, that the time dependence of the stream
function $\Psi$ is completely separable so that

$$\Psi(t, x, y) = H(x, y)f(t). \quad (3)$$

The case where $f(t)$ is a mean-free periodic function of time with period $T$,

$$\langle f \rangle = \frac{1}{T} \int_0^T f(t) = 0, \quad (4)$$

was treated in [26]. Lie-transformation based averaging techniques were used to show that the solutions converge to solutions of a autonomous self-adjoint diffusive equation. In this paper, we treat the case of non-vanishing mean $\langle f \rangle$. We use the averaging principle for perturbations of Hamiltonian systems (see [12, 13]) to show that the solutions converge to solutions of an autonomous advection-diffusion equation, so that the relaxation dynamics in this particular non-autonomous case are, up to a small diffusive correction, the same as those of the autonomous diffusion equation.

2. Action-angle coordinates and averaging.

2.1. Action-angle coordinates, the autonomous case, and angle-averaging

Let us first consider the autonomous advection-diffusion equation (1) with $u = \nabla \times H(x, y)$ for some time-independent Hamiltonian $H(x, y)$. Throughout the paper, we assume that the level sets $M_h = \{(x, y) : H(x, y) = h\}$ are compact, closed and connected curves, so that the conditions of the Liouville’s theorem on integrable systems are satisfied. It is well known (see [28]) that the system then allows for a canonical transformation to action-angle variables

$$C : (x, y) \rightarrow (J, \theta), \quad (5)$$

which satisfy the following two conditions: (a) the Hamiltonian is a function of the action coordinate, $H = h(J)$ and (b) $\oint_{M_h} d\theta = 2\pi$. Let us first assume that $D$ is topologically equivalent to an annulus bounded by curves $\{(x, y) : J(x, y) = j_1\}$ and $\{(x, y) : J(x, y) = j_2\}$ with $j_1 < j_2$. We consider the Dirichlet boundary conditions $c|_{\partial D} = 0$ (or the von Neuman boundary conditions $dc/dJ|_{\partial D} = 0$). It is easy to see that $u$ possesses a first integral belonging to $H_0^1(D)$, and therefore it is not dissipation enhancing in the sense of (2).
Introducing $\omega(J) = h'(J)$, the original advection-diffusion equation (1) in action-angle coordinates can be written as
\[
c_t + \omega(J)c_\theta = \varepsilon \left( |\nabla_{(x,y)}J|^2 c_{JJ} + |\nabla_{(x,y)}\theta|^2 c_{\theta\theta} + (\Delta_{(x,y)}J)c_J + (\Delta_{(x,y)}\theta)c_\theta \right).
\] (6)

Expressing the new coefficients for the Laplacian in terms of action-angle coordinates, $a_{11}(J, \theta) = |\nabla_{(x,y)}J|^2$, $a_{22}(J, \theta) = |\nabla_{(x,y)}\theta|^2$, $b_1(J, \theta) = \Delta_{(x,y)}J$ and $b_2(J, \theta) = \Delta_{(x,y)}\theta$, we write the equation as
\[
c_t + \omega(J)c_\theta = \varepsilon (A(J, \theta) : \nabla \nabla + b(J, \theta) \cdot \nabla)c.
\] (7)

Here
\[
A(J, \theta) : \nabla \nabla = a_{11}(J, \theta) \partial_{JJ} + a_{22}(J, \theta) \partial_{\theta\theta},
\]
(8)
\[
b(J, \theta) \cdot \nabla = b_1(J, \theta) \partial_J + b_2(J, \theta) \partial_\theta.
\] (9)

Note that the coefficient functions $a_{11}$, $a_{22}$, $b_1$ and $b_2$ are periodic in the angle coordinate $\theta$ with period $2\pi$. We introduce the following notation for the averages
\[
\overline{a}_{ij}(J) = \langle a_{ij} \rangle = \frac{1}{2\pi} \int_0^{2\pi} a_{ij}(J, \theta) \, d\theta
\]
and
\[
\overline{b}_i(J) = \langle b_i \rangle = \frac{1}{2\pi} \int_0^{2\pi} b_i(J, \theta) \, d\theta.
\]

Note that $\overline{b}_2 = 0$. We now write the averaged equation,
\[
c_t + \omega(J)c_\theta = \varepsilon (\overline{A}(J) : \nabla \nabla + \overline{b}(J) \cdot \nabla)c.
\] (10)

If $d\omega/dJ$ has a finite number of zeros, then the solutions of (7) converge to the solutions of (10) in the limit $\varepsilon \to 0$ (see [12, 13, 14, 15, 20]). We are interested in the underlying eigenvalue problem
\[
-\varepsilon (\overline{A}(J) : \nabla \nabla + \overline{b}(J) \cdot \nabla)c + \omega(J)c_\theta = \lambda c.
\] (11)

This equation has the advantage that we can seek the eigenfunctions through the ansatz
\[
c_{m,n}(J, \theta) = e^{im\theta} g_{m,n}(J),
\]
where $m$ and $n$ are integers and $g_{m,n}(J)$ satisfies the eigenvalue problem
\[
-\varepsilon \left( \overline{a}_{11}(J) g''_{m,n} + \overline{b}_1(J) g'_{m,n} - m^2 \overline{a}_{22}(J) g_{m,n} \right) + im\omega(J) g_{m,n} = \lambda g_{m,n},
\] (12)
together with the Dirichlet boundary condition $g_{m,n}(j_1) = g_{m,n}(j_2) = 0$ (or von Neumann boundary conditions $g'_{m,n}(j_1) = g'_{m,n}(j_2) = 0$). For $m = 0$, this equation reads

$$-\varepsilon \left( \bar{u}_{11}(J) g''_{0,n} + \bar{b}_1(J) g'_{0,n} \right) = \lambda g_{0,n}, \quad (13)$$

which is a self-adjoint problem leading to eigenvalues which scale linearly with $\varepsilon$. When $m \neq 0$, however, it is a non-self-adjoint convection-dominated problem which is much more difficult to analyze and leads to nonlinear scaling with respect to $\varepsilon$. As already discussed in the introduction, the solutions for any initial data $c_0(J,\theta)$ with zero-mean in the angle coordinate $\theta$, i.e., when $\int_0^{2\pi} c_0(J,\theta) \, d\theta = 0$, are subject to the dissipation enhanced regime in the sense of (2).

The case when $D$ is topologically equivalent to a disk, i.e., when the boundary $\partial D = \{(x,y) : J(x,y) = j_2\}$ for some $j_2$ is treated similarly. Then, there exists $j_1$ (w.l.o.g., we assume that $j_1 < j_2$), so that $\{(x,y) : J(x,y) = j_1\}$ consists of a point at which $\theta(x,y)$ is undefined. We then study the problem on a punctured disk $\{(x,y) : j_1 < J(x,y) < j_2\}$. The difficulty, however, arises from the fact that the coefficients of the diffusion operator in action-angle coordinates possess a singularity at the punctured point, and one has to infer the boundary condition at $j_1$ from the asymptotic behavior of the solution at the punctured point.

2.2. The time-periodic case and time-averaging.

Let $f(t)$ be $T$-periodic for some $T > 0$, and let $u(t,x,y) = \nabla \times \Psi(t,x,y)$, where

$$\Psi(t,x,y) = H(x,y)f(t).$$

This paper is a continuation of authors' work [26] for the mean-free case $\langle f \rangle = \int_0^T f(t) \, dt = 0$, and in this section we review some of the results of that paper. The function $f(t) = f_0(t) + f_1$ is assumed to be time-periodic with period $T > 0$. We assume that $f_0(t)$ is periodic and mean-free function of time $t$ and $f_1$ is a constant. There are three dynamically distinct cases: (1) the autonomous case ($f_0 \equiv 0$); (2) the non-autonomous case with vanishing mean ($f_1 \equiv 0$); and (3) the non-autonomous case with non-vanishing mean ($f_0 \not\equiv 0$ and $f_1 \not\equiv 0$). Firstly, we introduce

$$F(t) = \int_0^t f_0(t') dt', \quad (14)$$
which is also $T$-periodic. Again, we transform the equation using action-angle coordinates,

$$C : (x, y) \rightarrow (J, \theta).$$

Similarly as before, the original advection-diffusion equation (1) in these coordinates is written as

$$c_t + f(t)\omega(J)c_\theta = \varepsilon (A : \nabla\nabla + b \cdot \nabla)c. \quad (15)$$

We now use stream-lines $\mathcal{J} = J$ and $\mathcal{\theta} = \theta - \omega(J)F(t)$ as new coordinates via the transformation

$$c(t, J, \theta) \rightarrow v(t, J, \theta) \quad (16)$$

with the following transformation rules:

$$c_t = v_t - v_\mathcal{J}\omega f, \quad c_\theta = v_\mathcal{\theta}, \quad c_{\theta\theta} = v_{\mathcal{\theta}\mathcal{\theta}},$$

$$c_J = v_J - v_\mathcal{J}\omega F, \quad c_{JJ} = v_{JJ} - v_\mathcal{J}\omega''F - 2v_{\mathcal{J}\mathcal{\theta}}\omega'F + v_{\mathcal{\theta}\mathcal{\theta}}(\omega'F)^2.$$

This transformation to stream-lines coordinates is nothing but a transformation to a new “co-moving” reference frame. Denoting by $\tilde{A}$ and $\tilde{b}$ the (time-dependent) coefficient matrix and vector in these new coordinates, the equation (15) becomes

$$v_t + f_1\omega(J)v_\mathcal{\theta} = (\tilde{A} : \nabla\nabla + \tilde{b} \cdot \nabla)v. \quad (17)$$

When $f_1 = 0$, the advective term in equation (15) disappears, and we obtain an equation for $v$ of the form

$$v_t = \varepsilon (\tilde{A} : \nabla\nabla + \tilde{b} \cdot \nabla)v. \quad (18)$$

All effects of the influence of the advective field are now contained in the time-dependent coefficients $\tilde{A}$ and $\tilde{b}$ and, therefore, equation (18) is now suitable for averaging. The main idea of the authors’ paper [26] was to apply a near-identity Lie transform that eliminates the explicit time dependence of the coefficients (see [26] for details). However, in the case when $f_1 \neq 0$, we write the averaged equation in an ad-hoc fashion,

$$v_\tau + f_1\omega(J)v_\mathcal{\theta} = \varepsilon \left( \langle \tilde{A} \rangle : \nabla\nabla + \langle \tilde{b} \rangle \cdot \nabla \right)v. \quad (19)$$

The justification for convergence to the averaged equation via the Lie-transform approach, which was used for the zero-mean case does not apply to this case. The convergence to the averaged equation on timescales $\varepsilon^{-1}$, however, can be justified by the averaging principle, given that the Hamiltonian $H(x, y)$ satisfies some mild regularity conditions (see [12], Theorem 3.2).
2.3. Radial flows.

As already mentioned in the introduction, we are particularly interested in a special case that is very instructive both analytically and numerically, the case of unidirectional axisymmetric radial flows in annular regions or disks, which include physically realizable flows such as the Couette and Poiseuille flows, and the (regularized) vortical flow. We assume that the time dependence is completely separable; in particular let us assume that the stream function is given by

\[ \Psi(t, x, y) = H(x, y) f(t) = h(r) f(t), \] (20)

where \( r = \sqrt{x^2 + y^2} \) is the radial coordinate. For uniaxial radial flows, the action-angle variables can be expressed via the usual polar coordinates, \((x, y) \rightarrow (r^2/2, \theta)\). Denoting by \( \nu(r) = h'(r) \) the azimuthal velocity and by \( \omega(r) = \nu(r)/r \) the “potential”, the advection-diffusion equation (1) then reads in polar coordinates

\[ c_t + f(t) \omega(r) c_\theta - \varepsilon \Delta c = 0, \] (21)

where \( \Delta c = \left( \frac{1}{r} c_r + c_{rr} + \frac{1}{r^2} c_{\theta \theta} \right) \) is the Laplace operator in polar coordinates. In the non-autonomous case \( f_0 \neq 0 \), we introduce

\[ F(t) = \int_0^t f_0(t') dt', \] (22)

and we derive the stream-lines equations

\[ \frac{dx}{dF} = \omega(r)y, \quad \frac{dy}{dF} = -\omega(r)x. \] (23)

We can now use the stream-lines \( \tau = r \) and \( \bar{\theta} = \theta - \omega(r)F(t) \) as the new coordinates via the transformation

\[ c(t, r, \theta) \rightarrow v(t, \tau, \bar{\theta}). \] (24)

We obtain (17) in form

\[ v_t - \varepsilon \left( \Delta v + F \left( \left( \frac{\omega'}{r} + \omega'' \right) v_{\bar{\theta}} + 2\omega' v_{\bar{\theta}r} \right) + F^2 (\omega')^2 v_{\bar{\theta}\bar{\theta}} \right) + f_1 \omega v_{\bar{\theta}} = 0. \] (25)

We again write the averaged counterpart of (25) by simply replacing the time-dependent coefficients by their time averages as

\[ V_t - \varepsilon \left( \Delta V + \langle F \rangle \left( \left( \frac{\omega'}{r} + \omega'' \right) V_{\bar{\theta}} + 2\omega' V_{\bar{\theta}r} \right) + \langle F^2 \rangle (\omega')^2 V_{\bar{\theta}\bar{\theta}} \right) + f_1 \omega V_{\bar{\theta}} = 0. \] (26)
If instead of the above transformation we use $\theta = \theta + \omega(r)(F(t) - \langle F \rangle)$, the averaged equation assumes the simpler form

$$V_t - \varepsilon \left( \Delta V + \langle (F - \langle F \rangle)^2 \rangle (\omega')^2 V_{\theta \theta} \right) + f_1 \omega V_{\theta} = 0. \quad (27)$$

Note that this averaged equation is essentially the autonomous advection-diffusion equation up to a ‘small’ diffusive correction in the $\theta$ variable, whose contribution does not change the spectral scaling properties.

3. Spectral properties of the autonomous operator

In the following section, we study the spectral properties of the autonomous non-selfadjoint operator associated with the equation (27), i.e. the problem,

$$-\varepsilon \Delta V(r, \theta) + \omega(r)V_{\theta}(r, \theta) = \lambda V(r, \theta)$$
on a disk $D = \{0 \leq r \leq r^+, 0 \leq \theta \leq 2\pi\}$ or an annulus $D = \{0 < r^- \leq r \leq r^+, 0 \leq \theta \leq 2\pi\}$ subject to homogeneous Dirichlet boundary conditions $V|_{\partial D} = 0$ or the von Neumann boundary conditions $\frac{\partial V}{\partial r}|_{\partial D} = 0$. Here, $\Delta$ stands for the Laplacian in polar coordinates,

$$\Delta V = V_{rr} + \frac{1}{r} V_r + \frac{1}{r^2} V_{\theta \theta}. $$

This eigenvalue problem allows for the separation of polar coordinates, and we seek the eigenfunctions in the form

$$V(r, \theta) = e^{im\theta} g_{m,n}(r),$$

where $m$ and $n$ are integers and $g_{m,n}$ satisfies the one-dimensional eigenvalue problem

$$L_{m,\varepsilon} g_{m,n} = \lambda_{m,n} g_{m,n}, \quad (28)$$

with

$$(L_{m,\varepsilon} g)(r) := -\varepsilon \left( g''(r) + \frac{1}{r} g'(r) - \frac{m^2}{r^2} g(r) \right) + im\omega(r)g(r).$$

In the case of the annulus, the boundary condition becomes $g_{m,n}(r^\pm) = 0$ (Dirichlet) or $\frac{d}{dr} g_{m,n}(r^\pm) = 0$ (von Neumann). Note that in the case of the disk, the singularity at $r = 0$ is regular, leading to the the asymptotic
behavior \( g_{m,n}(r) \sim \text{const} \cdot r^m \) as \( r \to 0 \). Therefore, it is plausible to impose the boundary condition \( \lim_{r \to 0^+} \frac{g_{m,n}(r)}{r^m} = 1 \).

If \( m = 0 \), (28) is a self-adjoint problem,

\[
-\varepsilon (r^2 g''_{0,n}(r) + rg'_{0,n}(r)) = \lambda_{0,n} r^2 g_{0,n}(r).
\]

Recall that in the case of the disk and the Dirichlet boundary conditions, the eigenvalue–eigenfunction pairs are \( \lambda_{0,n} = \varepsilon (j_{0,n}/r)^2 \), \( g_{0,n}(r) = J_{0,n}(j_{0,n}/r) \), where \( J_0 \) is the Bessel function and \( \{j_{0,n}\} \) are its positive zeros in the increasing order. In general, the eigenfunctions are sought-after in the form \( g_{0,n}(r) = c_1 H^{(1)}_m(\sqrt{\lambda_{0,n}} r) + c_2 H^{(2)}_m(\sqrt{\lambda_{0,n}} r) \), where \( H^{(1)}_m \) and \( H^{(2)}_m \) are Hankel functions of order \( m \). In either case, the eigenvalues scale according to \( \lambda_{0,n} \sim \text{const} \cdot \varepsilon \). When \( m \neq 0 \), the problem is no longer self-adjoint, but rather it involves a sum of a self-adjoint and an anti-self-adjoint operator.

3.1. WKBJ approximations and the semi-classical limit

In order to investigate the eigenvalue problem in the semi-classical limit \( \varepsilon \to 0 \), we need to rewrite (28) in a form suitable for applying the so-called WKBJ method. To this end, we introduce the change of variables \( s = r^{-2m} \).

Letting \( h(s) = \frac{g(r)}{r^m} \), one can verify that

\[
g''(r) + \frac{1}{r} g'(r) - \frac{m^2}{r^2} g(r) = 4m^2 r^{-2(3m+1)} \frac{d^2 h(s)}{ds^2}.
\]

Therefore, \( \lambda_{m,n} \) and \( g_{m,n} \) satisfy (28) if and only if \( \mu_{m,n} = -\frac{i}{m} \lambda_{m,n} \) and \( h_{m,n}(s) = \frac{g_{m,n}(r)}{r^m} \) satisfy the equation

\[
4mi\varepsilon s^{-\frac{2m+1}{m}} \frac{d^2 h_{m,n}(s)}{ds^2} = (\mu_{m,n} - \tilde{\omega}(s)) h_{m,n},
\]

where we introduced the notation \( \tilde{\omega}(s) = \omega(r) \). The annulus problem is now posed on the interval \([s^- = (r^+)^{-2m}, s^+ = (r^-)^{-2m}]\), and the boundary conditions become either \( h_{m,n}(s^\pm) = 0 \) (Dirichlet) or \( \frac{d}{ds}(s^{-1/2} h_{m,n}(s))|_{s = s^\pm} = 0 \) (von Neumann). For the disk problem, the equation is now posed on \([s^-, s^+ = +\infty]\), and the asymptotic behavior at the singularity leads to the boundary condition \( h_{m,n}(+\infty) = 1 \).

We define

\[
(\mathcal{L}_{m,\varepsilon} h)(s) := 4mi\varepsilon s^{-\frac{2m+1}{m}} \frac{d^2 h(s)}{ds^2} + \tilde{\omega}(s) h(s),
\]
and let
\[
\langle h_1, h_2 \rangle := \int_{s^-}^{s^+} s^{-\frac{2m+1}{m}} h_1(s) h_2(s) \, ds
\]

Let us first assume that \( \omega \) is a strictly monotonic (w.l.o.g., increasing) function and let \([a^-, a^+] = \omega([r^-, r^+])\) be its range. Let \( \Pi = \{ \mu \mid \Re(\mu) < 0, \Re(\mu) \in (a^-, a^+) \} \) be a semi-strip in the complex plane. It is obvious that \( \{\langle \tilde{L}_{m,\epsilon} h, h \rangle \mid \langle h, h \rangle = 1\} \subset \Pi \), and hence the eigenvalues of the problem lie in the semi-strip \( \Pi \), as well.

Following [24], we make additional assumptions on \( \omega \):

1. Let there be a domain \( G \subset \mathbb{C} \) such that \( \omega \) is analytic in \( G \) and maps \( \overline{G} \) bijectively onto \( \overline{\Pi} \). W.l.o.g., we can assume that \( G \) lies entirely below the real axis.
2. For any \( c \in (a^-, a^+) \), the preimage under \( \omega \) of the ray \( \{ \mu = c - it \mid t \geq 0 \} \) is a function with respect to the imaginary axis.
3. \( \omega \) is analytic on some \( \sigma \)-neighborhood \( U_\sigma \) of the segment \([r^-, r^+]\).

Let \( \tilde{G} \) be such that the function \( \zeta \mapsto \zeta^{-1/(2m)} \) is a bijection between \( \tilde{G} \) and \( G \), and in the following, let us fix that branch. Note that \( G \) and \( \tilde{G} \) can be chosen so that the conditions 1. through 3. hold for both \( \omega : G \to \mathbb{C} \) and \( \tilde{\omega} : \tilde{G} \to \mathbb{C} \).

We now define functions, which are used to construct the WKBJ approximations of solutions to (29) (see for example [8]). For \( \mu \in \overline{\Pi} \), let \( r_\mu \) denote the turning point of \( \omega(r) - \mu \), i.e., let it be (the only) root of the equation \( \omega(r) - \mu = 0 \). We define
\[
S(r, \mu) = \int_{r_\mu}^{r} \sqrt{i (\omega(\xi) - \mu)} \, d\xi.
\]

For a fixed \( \mu \), \( S(r, \mu) \) is a multi-valued function. It is analytic on \( \Pi \) and continuous on \( \overline{\Pi} \) with respect to the variable \( \mu \) and locally analytic with respect to \( r \in G \) with the branch point \( r_\mu \). For a fixed \( \mu \in \Pi \), we define the Stokes lines outgoing from \( r_\mu \) as the analytic curves of the level set \( \Re S(r, \mu) = 0 \) initiating at the turning point \( r_\mu \). It can be shown (see [24]) that in our particular case there are three Stokes lines initiating out of the turning point \( r_\mu \) – the ‘left’, \( \ell_{\text{left}} \), the ‘right’, \( \ell_{\text{right}} \), and the ‘lower’, \( \ell_{\text{lower}} \). The maximal connected component \( C_\mu = \ell_{\text{left}} \cup \ell_{\text{right}} \cup \ell_{\text{lower}} \) of the level set \( \Re S(r, \mu) = 0 \) that includes the point \( r_\mu \) is referred to as the Stokes complex, while the entire level set is referred to as the Stokes graph. For a fixed \( \mu \), we
say that a domain $\Omega_\mu$ is canonical if the function $r \to S(r, \mu)$ is univalent on $\Omega_\mu$. It follows easily that domains that contain points from one Stokes line only are canonical. In this particular case, we can identify three maximal canonical domains, each of which has one of the Stokes lines from the Stokes complex belonging to it, while the other two as on its boundary. We denote each one of these domains by $\Omega_{\mu}^{\text{left}}$, $\Omega_{\mu}^{\text{right}}$ or $\Omega_{\mu}^{\text{lower}}$, depending on which one of the three Stokes lines belongs to it. The branch of the function $S(r, \mu)$ for which $\Im S(r, \mu) \geq 0$ on the Stokes line belonging to the canonical domain is also said to be the canonical branch for that canonical domain. However, for practical purposes, we will deviate from this convention. Note that $S(r, \mu)$ can be extended analytically on either but not simultaneously on both sides of the Stokes lines on its boundary.

In a similar fashion, on $\bar{\Pi} \times \tilde{G}$, we define

$$\tilde{S}(s, \mu) = \frac{1}{2m} \int_{s_{\mu}}^{s} \sqrt{i (\tilde{\omega}(\zeta) - \mu) \zeta^{-\frac{2m+1}{2m}}} \, d\zeta,$$

where $\tilde{\omega}(s_{\mu}) = \mu$. Note that with $s = r^{-2m}$, $\tilde{S}(s, \mu) = S(r, \mu)$. From the general WKBJ theory applied to the equation (29) easily follows that it possesses two so-called WKBJ approximations of the form

$$h_{\text{app}}^{\pm}(s, \mu) = \frac{s^{\frac{2m+1}{4m}}}{\sqrt{i (\tilde{\omega}(s) - \mu)}} e^{\pm (me)^{-\frac{1}{2}}} \tilde{S}(s, \mu),$$

which lead to the WKBJ approximations of (28)

$$g_{\text{app}}^{\pm}(r, \mu) = \frac{r^{-1/2}}{\sqrt{i (\tilde{\omega}(r) - \mu)}} e^{\pm (me)^{-\frac{1}{2}}} S(r, \mu). \quad (30)$$

In the following we assume that $m \ll \frac{1}{\varepsilon^2}$. We will use the Birkhoff notation $[1]^{\pm} = 1 + O^{\pm}(\varepsilon^{\frac{1}{2}})$.

**Theorem 3.1.** Given $\mu \in \Pi$, Eq. (28) possesses two linearly independent solutions of the form

$$g^\pm(r, \mu) = g_{\text{app}}^{\pm}(r, \mu) (1 + O^\pm(\varepsilon^{\frac{1}{2}})),$$

where $O^\pm$ satisfies $|O^\pm(\varepsilon^{\frac{1}{2}})| \leq C \varepsilon^{\frac{1}{4}}$, with a constant $C$ not depending on $r$ as it varies on a compact set $K$ belonging to a canonical domain $\Omega_\mu$. Moreover, the constant $C$ does not depend on $\mu$ or $r$ as they vary on compact sets $K' \subset \bar{\Pi}$ and $K \subset \bigcap_{\mu \in K'} \Omega_\mu$, respectively.
Proof. See [24].

We now introduce the functions

\[ Q^\pm(\mu) = \pm \int_{r^\pm_{\mu}}^\infty \sqrt{i(\omega(\xi) - \mu)} \, d\xi \quad \text{and} \quad Q^\infty(\mu) = Q^+(\mu) + Q^-(\mu). \]

We fix the branches by the condition that for \( c \in (a^-, a^+) \), \( Q^+(c) = e^{i\pi/4}\alpha_c^+ \) with \( \alpha_c^+ > 0 \) and \( Q^-(c) = e^{i\pi/4}\alpha_c^- \) with \( \alpha_c^- < 0 \). We define the sets

\[ \tilde{\gamma}_\pm = \{ \mu \in \Pi | RQ^\pm(\mu) = 0 \} \quad \text{and} \quad \tilde{\gamma}_\infty = \{ \mu \in \Pi | RQ(\mu) = 0 \}. \]

Note that the definition would suggest that \( Q^\infty(\mu) = S(r^+, \mu) - S(r^-, \mu) \), however this is only true if the segment \([r^-, r^+]\) is contained within a canonical domain. In the next theorem, we summarize some important properties of these functions.

**Theorem 3.2.** The curves \( \tilde{\gamma}_- \) and \( \tilde{\gamma}_+ \) pass through the points \( a \) and \( b \), respectively. Both curves are one-to-one with respect to the interval \([a^-, a^+]\), while the curve \( \tilde{\gamma}_\infty \) is one-to-one with respect to \([0, -i\infty]\) on the imaginary axis. The functions \( Q^+(\mu) \), \( Q^-(\mu) \) and \( Q^\infty(\mu) \) are univalent in the semi-strip \( \Pi \), and, consequently, \( \Im Q^+(\mu) \), \( \Im Q^-(\mu) \) and \( \Im Q^\infty(\mu) \) are strictly monotonic on \( \tilde{\gamma}_+, \tilde{\gamma}_- \) and \( \tilde{\gamma}_\infty \), respectively. The function \( RQ^+(\mu) \) (\( RQ^-(\mu) \)) is positive (negative) above the curve \( \tilde{\gamma}_+ (\tilde{\gamma}_-) \), and it is of the opposite sign below that curve.

The three curves have a unique intersection point (knot) \( \mu_0 \). We denote by \( \gamma_+, \gamma_- \) and \( \gamma_\infty \) the parts of \( \tilde{\gamma}_-, \tilde{\gamma}_+ \) and \( \tilde{\gamma}_\infty \) between the knot \( \mu_0 \) and the points \( a, b \) and \( -i\infty \) respectively. Let \( \Gamma = \tilde{\gamma}_- \cup \tilde{\gamma}_+ \cup \tilde{\gamma}_\infty \) and \( \Gamma = \gamma_- \cup \gamma_+ \cup \gamma_\infty \). For \( k \in \mathbb{Z} \), let \( \mu_k^+ \), \( \mu_k^- \) and \( \mu_k^\infty \) denote the solutions of \( \Im Q^+(\mu) = (m\varepsilon)^{1/2}(k\pi - \pi/4) \), \( \Im Q^-(\mu) = -(m\varepsilon)^{1/2}(k\pi - \pi/4) \) and \( \Im Q^\infty(\mu) = (m\varepsilon)^{1/2}k\pi \). For these three equations, let \( p_\pm \), \( m_\pm \) and \( s_0 \) be the indices so that \( \{\mu_k^+\}_{p_+}^{q_+} \), \( \{\mu_k^-\}_{p_-}^{q_-} \), and \( \{\mu_k^\infty\}_{p_\infty}^{q_\infty} \) are all the solutions belonging to \( \gamma_+, \gamma_- \) and \( \gamma_\infty \), respectively. We shall abuse the notation somewhat and assume that \( 0 \leq p_\pm \leq q_\pm \), so that \( \gamma_\infty \) are maximal.

The set \( \Gamma \) is the limit spectral graph of Eq. (28) with the Dirichlet boundary conditions, in the sense of the following theorem.

**Theorem 3.3.** Given \( \delta > 0 \) there exists \( \varepsilon_0 > 0 \) such that all the Dirichlet eigenvalues of Eq. (28) lie in the \( \delta \)-neighborhood \( \Gamma_\delta \) of \( \Gamma \) provided that \( 0 < \varepsilon < \varepsilon_0 \).
Proof Here we just outline a sketch of the proof. For a given \( \delta \), the set \( \Pi \setminus \Gamma_\delta \) consists of three disjoint, connected, closed components, the ‘left’, \( \Lambda_l \), the ‘right’, \( \Lambda_r \) and the ‘upper’, \( \Lambda_u \). We need to show that there is a number \( \varepsilon_0 > 0 \) so that for \( 0 < \varepsilon < \varepsilon_0 \), the characteristic determinant

\[
\Delta(\mu) = \begin{vmatrix} g^+(r^+, \mu) & g^+(r^-, \mu) \\ g^-(r^+, \mu) & g^-(r^-, \mu) \end{vmatrix}
\]

for the fundamental solutions (31) does not vanish on \( \mu \in \Pi \setminus \Gamma_\delta \). It can be proven (see [24]) that for \( \mu \in \Pi \setminus (\gamma_- \cup \gamma_+) \) there exists a canonical domain \( \Omega_\mu \) and a path \( \gamma_\mu \) within \( \Omega_\mu \) which connects the points \( r^- \) and \( r^+ \). Hence, the following representation holds:

\[
\Delta(\mu) = \frac{T(\mu)}{r} \left( e^{(m\varepsilon)^{-\frac{1}{2}}(S(r^+, \mu) - S(r^-, \mu))} - e^{-(m\varepsilon)^{-\frac{1}{2}}(S(r^+, \mu) - S(r^-, \mu))} \right)
\]

(32)

where \( T(\mu) = (i(\omega(r^-) - \mu))^{-1/4}(i(\omega(r^+) - \mu))^{-1/4} \), which does not vanish in \( \Pi \). Therefore, \( \Delta(\mu) = 0 \) is only possible if

\[
e^{\pm(m\varepsilon)^{-\frac{1}{2}}(S(r^+, \mu) - S(r^-, \mu))} = 1 + O(\varepsilon^{\frac{1}{3}}).
\]

A sufficient condition for \( \Delta(\mu) \neq 0 \) is therefore \( |\Re(S(r^+, \mu) - S(r^-, \mu))| > C(\delta) \) with a constant \( C(\delta) \) depending only on \( \delta \). The proof requires a separate discussion depending on the position of \( \mu \) with respect to the lines \( \tilde{\gamma}_\pm \). In the case when \( \mu \) is above \( (\tilde{\gamma}_- \setminus \gamma_-) \cup (\tilde{\gamma}_+ \setminus \gamma_+) \), we use the fact that \( r^- \) and \( r^+ \) are connected by \( \gamma_\mu \) which intersects one Stokes line only, at which \( \Re S(r, \mu) \) changes sign. Therefore, \( \Re S(r^+, \mu) \) and \( \Re S(r^-, \mu) \) are of opposite signs. We use compactness arguments to arrive at the conclusion. For \( \mu \) under \( (\tilde{\gamma}_- \setminus \gamma_-) \cup (\tilde{\gamma}_+ \setminus \gamma_+) \), \( \gamma_\mu \) can be chosen to be the segment \([r^-, r^+]\), and therefore w.l.o.g., \( S(r^+, \mu) - S(r^-, \mu) = Q^\infty(\mu) \). \( S(r^+, \mu) \) and \( S(r^-, \mu) \) are of the same sign; however, we make use of the fact that \( \Lambda_l \cup \Lambda_r \) is \( \delta \)-distance from the set where \( \Re(Q^\infty(\mu)) = 0 \) to arrive at the same conclusion. Note that \( \Delta(\mu) \neq 0 \) in this case is equivalent to

\[
e^{\pm(m\varepsilon)^{-\frac{1}{2}}Q^\infty(\mu)} = 1 + O(\varepsilon^{\frac{1}{2}}).
\]

(33)

Further details can be found in [24]. \( \square \)

The last theorem can be strengthened in the sense that the Dirichlet eigenvalues of Eq. (28) can be tracked by points \( \mu_k^+, \mu_k^- \) and \( \mu_k^\infty \), which lie on \( \Gamma \) \((\gamma_+ \setminus \gamma_- \text{ and } \gamma_\infty \), respectively\), and their scaling with \( \varepsilon \) yields the scaling of the eigenvalues.
Theorem 3.4. Let $\delta > 0$ and let $\{\mu_k^+\}_{k=1}^q$, $\{\mu_k^-\}_{k=1}^q$, and $\{\mu_k^\infty\}_{k=1}^q$ be as in Theorem 3.2. Consider $\{\mu_k^+\}_{k=1}^q$, $\{\mu_k^-\}_{k=1}^q$, and $\{\mu_k^\infty\}_{k=1}^q$ consisting of those points which lie outside $U_\delta(a)\cup U_\delta(b)\cup U_\delta(\mu_0)$. Then there exists $C = C(\delta) > 0$ such that every Dirichlet eigenvalue of Eq. (28) lies either in $U_\delta(a)\cup U_\delta(b)\cup U_\delta(\mu_0)$ or in a $C\varepsilon$ neighborhood of one of the points from those three sets. Each neighborhood contains at most one eigenvalue.

Proof Again, we only sketch the proof. Let us focus on the curve $\gamma_+$. For the sake of clarity, let us assume that $\mu \in \gamma_+(U_\delta(b)\cup U_\delta(\mu_0))$. Recall that with each $\mu \in \Pi$ a three-line Stokes complex $C_\mu = \ell_{\text{left}} \cup \ell_{\text{right}} \cup \ell_{\text{lower}}$ is associated. These yield three distinct canonical domains, each of which has one of the Stokes lines from the complex belonging to it, and the other two on its boundary. We denote each one by $\Omega_\mu$, $\Omega_\mu^{\text{right}}$ and $\Omega_\mu^{\text{left}}$, depending which one of the three Stokes lines belongs to it. Let us consider the two sets of fundamental solutions $g_{\ell_{\text{left/\text{right}}}}^\pm$ associated with canonical domains $\Omega_\mu^{\text{left}}$ and $\Omega_\mu^{\text{right}}$. For $\mu \in \Pi$, $r^+ \in \Omega_\mu^{\text{right}}$ and $r^- \in \Omega_\mu^{\text{left}}$. Actually, based on our assumption $\mu \in \gamma_+$, we have $r^+ \in \ell_{\text{right}}$. In the expression (31) for $g_{\ell_{\text{left}}}^\pm$, we fix a branch by the condition $S(r^-,\mu) = \alpha(\mu) < 0$ for $\mu$ sufficient close to $\gamma_+$.

The two fundamental sets of solutions (31) are related through the following transmission formula for neighboring canonical domains:

\[
\begin{pmatrix}
g_{\ell_{\text{left}}}^+(r,\mu) \\
g_{\ell_{\text{left}}}^-(r,\mu)
\end{pmatrix} = e^{i\pi/6} \begin{pmatrix} -i[1] & [1] \\ 1 & 0 \end{pmatrix} \begin{pmatrix} g_{\ell_{\text{right}}}^+(r,\mu) \\
g_{\ell_{\text{right}}}^-(r,\mu) \end{pmatrix}, \quad r \in \Omega_\mu^{\text{right}}.
\]

For more on this theory, we refer the reader to the monograph [8]. Here, like before $[1] = 1 + O((m\varepsilon)^{\frac{1}{2}})$ and $O((m\varepsilon)^{\frac{1}{2}}) \leq C(m\varepsilon)^{\frac{1}{2}}$. The constant $C = C(r,\mu)$ depends on $r$ and $\mu$ in general. However, given a compact $K$ in $\Omega_\mu^{\text{right}}$ there exists a neighborhood $U(\mu)$ of $\mu$ such that $C = C(K)$ depends only on $K$.

Consider again the characteristic determinant

\[
\Delta(\mu) = \begin{vmatrix} g_{\ell_{\text{left}}}^+(r^-,\mu) & g_{\ell_{\text{left}}}^+(r^+,\mu) \\
g_{\ell_{\text{left}}}^-(r^-,\mu) & g_{\ell_{\text{left}}}^-(r^+,\mu) \end{vmatrix}.
\]

Using the transmission formula, we obtain

\[
\Delta(\mu) = \frac{T(\mu) e^{i\pi/6}}{r} \begin{vmatrix} [1] e^{(m\varepsilon)^{\frac{1}{2}} S(r^-,\mu)} & -i[1] e^{(m\varepsilon)^{-\frac{1}{2}} S(r^+,\mu)} \\
[1] e^{-(m\varepsilon)^{\frac{1}{2}} S(r^-,\mu)} & [1] e^{-(m\varepsilon)^{-\frac{1}{2}} S(r^+,\mu)} \end{vmatrix}.
\]
Since $\Re S(r^+, \mu) = 0$ and $\Re S(r^-, \mu) < 0$, the term $e^{(m\varepsilon - \frac{1}{2}S(r^-, \mu)} (e^{-(m\varepsilon - \frac{1}{2}S(r^+, \mu)})$

decays (grows) exponentially with $\varepsilon$, while $e^{(m\varepsilon - \frac{1}{2}S(r^+, \mu)}$ remains bounded. Therefore, $\Delta(\mu) = 0$ is equivalent (up to exponentially small terms) to

$$e^{-(m\varepsilon - \frac{1}{2}S(r^+, \mu)} - ie^{(m\varepsilon - \frac{1}{2}S(r^+, \mu)} = O(\varepsilon^{\frac{1}{2}}).$$

This equation, in turn, is equivalent to

$$\sin \left(2(m\varepsilon - \frac{1}{2}\Im Q^+(\mu)\right) = -1 + O(\varepsilon^{\frac{1}{2}}).$$

If we neglect the $O(\varepsilon^{\frac{1}{2}})$ term, the roots near the curve $\gamma^+$ are determined from the equation

$$\Im Q^+(\mu) = (m\varepsilon)^{\frac{1}{2}}(k\pi - \pi/4), \quad k \in \mathbb{Z}. $$

The conclusion for eigenvalues near $\gamma^+$ follows similarly. Near $\gamma^\infty$, the conclusion is simpler and doesn’t require the transmission formula. Note that the relation (33) for eigenvalues below $(\bar{\gamma}_- \setminus \gamma_-) \cup (\bar{\gamma}_+ \setminus \gamma_+)$ reads

$$\sin \left((m\varepsilon - \frac{1}{2}\Im Q^\infty(\mu)\right) = O(\varepsilon^{\frac{1}{2}}).$$

If we were allowed to neglect $O(\varepsilon^{\frac{1}{2}})$, we would obtain the following formula for the solutions

$$\Im Q^\infty(\mu) = (m\varepsilon)^{\frac{1}{2}}k\pi, \quad k \in \mathbb{Z}. $$

Again, the details, and in particular the justification for neglecting $O(\varepsilon^{\frac{1}{2}})$ can be found in [24]. □

**Remark** The last two theorems remain valid in the case of the disk. The proof has to be slightly modified, however, because the approximation (31) breaks down in the neighborhood of the singularity $r = 0$. Instead, for $r \ll 1$, (31) can be replaced by the following approximation

$$g_{\text{app}}^{\pm}(r, \mu) = \frac{r^{m}}{\sqrt{i(\omega(r) - \mu)}} e^{\pm(m\varepsilon - \frac{1}{2}S(r, \mu)}.$$ (34)

Recall that the boundary condition at $r = 0$ is set to $\lim_{r \to 0^+} \frac{g_{m,n}(r)}{r^{m}} = 1$. The discussion about the sign of the characteristic determinant is the same as in the case of the annulus.
Remark We are particularly interested in the scaling with respect to $\varepsilon$ of $\mu_{p_{\pm}}$ (recall that it has the maximal imaginary part on that branch). Note that $\mu_{p_{\pm}} \to a_{\pm}$ (and in particular $\Im \mu_{p_{\pm}} \to 0$) as $\varepsilon \to 0$. Two generic examples for which the functions $Q_{\pm}$ can be computed explicitly are $\omega(r) = a^- + (r - r_0)\sqrt{\omega}$ and $\omega(r) = a^- + (r - r_0)^2$. For the former, one finds easily that $Q_{\pm}(\mu) = \pm \frac{2\pi i}{3} (a_{\pm} - \mu)^{3/2}$, leading to $\mu_{k_{\pm}}^{3/2} = a_{\pm}^{3/2} \pm e^{\pm i\pi/6} (m\varepsilon)^{1/2}r_k$, where $r_k = (\frac{3\pi}{2} (k - \frac{1}{4}))^{1/2}$. In this case, $\mu_{1_{\pm}}^{3/2} - a_{\pm} \sim \varepsilon^{1/3}$ as $\varepsilon \to 0$. In the latter case, one easily obtains $Q_{-}(\mu) = \frac{4}{3}e^{3\pi/4}(\mu - a^-)$ and $\mu_{k_{-}}^{3/2} = a^- + (1 - 4k)(m\varepsilon)^{1/2}e^{-i\pi/4}$. In this case, $\mu_{0_{\pm}} - a^- \sim \varepsilon^{1/3}$ as $\varepsilon \to 0$. It can be verified easily that these two types of scalings for $\mu_{p_{\pm}}$ depend on the local behavior of $\omega$ in the neighborhood of $r_0$. In other words, $\omega(r) = a^- + (r - r_0) + o(|r - r|^2)$ (we will refer to this as `locally linear') leads to the scaling $\mu_{k_{-}}^{3/2} - a^- \sim \varepsilon^{1/3}$ while $\omega(r) = a^- + (r - r_0)^2 + o(|r - r|^2)$ (we refer to it as `locally quadratic') leads to the scaling $\mu_{k_{+}}^{3/2} - a^+ \sim \varepsilon^{1/2}$.

In the case of a regularized vortical flow, $\omega(r) = \frac{1}{a^2 + r^2}$ is locally quadratic in the neighborhood of $r^- = 0$ (disk) leading to $\mu_{k_{-}}^{3/2} - a^- \sim \varepsilon^{1/3}$, and locally linear in the neighborhood of $r^+ > 0$ (annulus) leading to $\mu_{k_{-}}^{3/2} - a^- \sim \varepsilon^{1/3}$. For the branch near $a^+$ it is locally linear in either case leading to $\mu_{k_{+}}^{3/2} - a^+ \sim \varepsilon^{1/2}$. The situation is similar in the case of the two-dimensional creeping Couette flow between two concentric cylinders of radii $0 < r^- < r^+$ with the outer cylinder moving with velocity $\Omega r^+$. The velocity field is given by

$$v_0(r) = \Omega r \frac{1 - (r - r)^2}{1 - (r - r^+)^2},$$

so that the potential $\omega(r) = v_0(r)/r$ is increasing and it is locally linear at both $r^\pm$ leading to $\mu_{p_{\pm}}^{3/2} - a^\pm \sim \varepsilon^{1/3}$ on both branches.

Remark The above developed theory becomes much more involved if $\omega$ is not monotonic. However, the problem is still tractable if $\omega : [r^-, r^+] \to \mathbb{R}$ is such that it decreases on $[r^-, r^c]$ and increases on $[r^c, r^+]$. Assume for simplicity that $a^c = \omega(r^c) < a^- = \omega(r^-) < a^+ = \omega(r^+)$, and let $\Pi_{\pm} = \{\mu \mid \Im(\mu) < 0, \Re(\mu) \in (a^c, a^+)\}$. Let $G_{\pm}$ be the preimage of $\Pi_{\pm}$ under $\omega$ as before. The equation $\omega(r) = \mu$ has two unique roots $r_{\mu}^{\pm} \in G_{\pm}$. As before, we define the functions

$$Q_{\pm}(\mu) = \pm \int_{r_{\mu}^\pm}^{r_{\mu}^\pm} \sqrt{i (\omega(\xi) - \mu)} \, d\xi$$
and

$$Q_{+}(\mu) = \pm \int_{r_{\mu}^+}^{r_{\mu}^+} \sqrt{i (\omega(\xi) - \mu)} \, d\xi$$
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and additional functions

\[ Q^c(\mu) = \int_{r_c}^{r_c+} \sqrt{i (\omega(\xi) - \mu)} \, d\xi \quad \text{and} \quad Q^\infty(\mu) = \int_{r_c}^{r_c-} \sqrt{i (\omega(\xi) - \mu)} \, d\xi, \]

and similarly as before the lines \( \tilde{\gamma}_c \pm \), \( \tilde{\gamma}_c \) and \( \tilde{\gamma}_\infty \) and let \( \tilde{\Gamma} \) be the union of these six lines. The spectral limit graph \( \Gamma \) has a much more complicated structure (it is a subset of \( \tilde{\Gamma} \)), and it is beyond the scope of this paper to describe the whole structure. However, there are three lines of \( \Gamma \) emerging from \( a^c \), \( a^- \) and \( a^+ \): \( \gamma_c, \gamma_-, \) and \( \gamma_+ \), respectively. The scaling of eigenvalues with respect to \( \varepsilon \) along these lines can be determined in a similar fashion as before from the local behavior of \( \omega(r) \) in the neighborhood of \( r^c, r^- \) and \( r^+ \), respectively.

The above situation applies for example in the case of the parabolic MHD-driven Poiseuille profile \( v(r) = C(r-r^-)(r-r^+) \). In this case \( \omega(r) = C(r-r^-)(r^+ - r)/r \) and the above set-up applies with \( r^c = \sqrt{r^- r^+} \). A similar analysis as before would show that the locally quadratic behavior at \( r^c \) leads to the scaling \( \mu_{pc}^c - a^c \sim \varepsilon^{1/2} \), and the locally linear behavior at \( r^\pm \) leads to the scaling \( \mu_{pc}^\pm - a^\pm \sim \varepsilon^{1/4} \).

We illustrate the results by numerically computing the spectrum for the Poiseuille profile with \( r^- = 0.25 \) and \( r^+ = 1 \). using a standard Chebyshev polynomial \( (N = 84) \) co-location scheme and ARPACK to solve the resulting eigenvalue problem (28). The spectral graph (Fig. 1) for \( m = 1 \) shows the two main solution branches localizing on the right end point and the critical point at \( r = 1/2 \) as shown in the left panel of Fig. 2. The right panel of Fig. 2 clearly indicates the expected scaling with \( \varepsilon \) for the two branches.

4. Numerical comparison of full and averaged dynamics.

In this section, we compare numerical solutions of the original equation (25) and the averaged equation to the first order (26). We consider the evolution of the tracer field on a unit disk \( (0 \leq r \leq 1, 0 \leq \theta \leq 2\pi) \) with zero Dirichlet boundary conditions \( v(r = 1, \theta) = 0 \). We compare two solutions of the equations (25) and (26) at Poincaré sections where \( F = 0 \). We use Chebyshev spectral methods to numerically approximate spatial differentiation operators and a second order Crank-Nicolson finite difference scheme in time. For numerics the following parameters were chosen: \( a = 0.05, f(t) = \sin(2\pi t/T) \) and \( T = 1 \). For this choice of the advective force
parameters $\langle F \rangle$ and $\langle F^2 \rangle$ are found to be $1/2\pi$ and $3/8\pi^2$ correspondingly. Fig 3 represents 10 periods of evolution for some initial state, which is taken to be $v_0(r, \theta) = re^{-br^2}/2\pi \cos(\pi r/2)$.

In order to get a better understanding of the differences between the behavior of the full and approximate equations we introduce the following operators (for both the exact and averaged equations) that maps the scalar field between two consequent Poincaré sections:

$$Q : \quad u(r, \theta, t + T) = Qu(r, \theta, t),$$
$$Q_{av} : \quad u_{av}(r, \theta, t + T) = Q_{av}u_{av}(r, \theta, t)$$

We can now study how the eigenvalues $Q\psi_j = \lambda_j\psi_j$ of the above operators change with $\varepsilon$. To do that we introduce relative difference in the eigenvalues of operators as

$$\delta\lambda_j = |\lambda_j^{(\text{full})} - \lambda_j^{(\text{av})}|/\lambda_j^{(\text{full})}$$

Here $\lambda_j^{(\text{full})}$ and $\lambda_j^{(\text{av})}$ are $j$-th eigenvalues of the full and averaged operator. In Fig. 4 we present $\delta\lambda_j(\varepsilon)$ for several eigenmodes.
Figure 2: Left panel: Localization of eigenfunctions for the spectral branch emerging from the right end point (red) and the quadratic critical point (blue). Eigenfunctions shown for $\epsilon = [10^{-3}, 10^{-4}, 10^{-5}, 2.5 \times 10^{-6}]$ with $w(r)$ shown in black. The right panel shows scaling of each branch along with the prediction $\sim \epsilon^{1/3}$ and $\sim \epsilon^{1/2}$.

Figure 3: Evolution of the scalar tracer field in a time-dependent vortical velocity field. The figure on the left represents the initial condition, the figure on the right shows the state of the system after 10 periods.

It is immediately seen from this plot that modes 1 and 13 are almost identical for any value of the diffusion. This follows from the observation that these modes possess axial symmetry, and, therefore, the procedure of averaging does not have any effect on the one-period evolution. For the modes that possess axial symmetry advection-diffusion equation (1) reduces to heat equation since advection implies only rotational translation. We also conclude that $\delta \lambda_j \sim \epsilon^{\alpha}$ where $\alpha$ is found to be equal $\alpha = 0.82$. 
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We now consider flow with time dependence in the form

\[ f(t) = f_0(t) + f_1, \quad (37) \]

where \( f_0(t) \) is periodic and mean-free function of time and \( f_1 \) is a constant. The motion corresponds to the rotation of the system as a whole with a constant angular velocity \( \omega \) (which still is a function of \( r \)) and periodic oscillations superposed with this rotational motion. Because of the fact that rotational motion is dependent upon \( r \), large gradients are constantly created in the scalar field. These gradients are exposed to the action of diffusive smearing. The enhanced stretching of the tracer field creates somewhat richer dynamics and provides for faster mixing. We demonstrate evolution of the initial state for the case of the flow (37) and \( \varepsilon = 0.01 \) in the Fig. 5.

Clearly, states as computed using full time-dependent operator and averaged operator are almost indistinguishable. In fact, convergence of the
Figure 5: Full time-dependent and averaged dynamics of the tracers under the influence of the constant mean flow shown for 1, 10, 20, and 30 periods. The top row shows results for the full operator and bottom row for the averaged evolution.

The averaged solution to the true solution, defined by

$$||v - v_{av}|| = \left( \frac{\int_{\Omega} |v - v_{av}|^2 \, dx \, dy}{\int_{\Omega} |v|^2 \, dx \, dy} \right)^{1/2},$$

(38)

is as good as for mean-free field. For this this particular case is $||v - v_{av}|| \sim \varepsilon^{0.88}$ (see Fig. 6).

We finally show evolution of the system for the case of very small effective diffusivity $\varepsilon = 10^{-5}$. For such small value of the parameter $\varepsilon$, tracer field does not diffuse through the boundary for a long time, and, therefore, large twists can be created by the mean component of the circular flow. We illustrate it in the Fig. 7.

5. Conclusion

In this work, we studied spectral properties of the two-dimensional advection-diffusion equation. For a particular forms the underlying stream-function, we derive an averaged equation and, for radial flows, we present a characterization of the spectra of the averaged operator using complex-plane WKBJ
methods. In this way, we theoretically explain the nonlinear diffusive scaling for initial data which are mean-free in the angle coordinate. Numerical comparison of the spectra of the full equation and the averaged equation shows convergence of the spectra in the limit of vanishing diffusivity.
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