The global and promoter-centric 3D genome organization temporally resolved during a circadian cycle
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Abstract

Background: Circadian gene expression is essential for organisms to adjust their physiology and anticipate daily changes in the environment. The molecular mechanisms controlling circadian gene transcription are still under investigation. In particular, how chromatin conformation at different genomic scales and regulatory elements impact rhythmic gene expression has been poorly characterized.

Results: Here we measure changes in the spatial chromatin conformation in mouse liver using genome-wide and promoter-capture Hi-C alongside daily oscillations in gene transcription. We find topologically associating domains harboring circadian genes that switch assignments between the transcriptionally active and inactive compartment at different hours of the day, while their boundaries stably maintain their structure over time. To study chromatin contacts of promoters at high resolution over time, we apply promoter capture Hi-C. We find circadian gene promoters displayed a maximal number of chromatin contacts at the time of their peak transcriptional output. Furthermore, circadian genes, as well as contacted and transcribed regulatory elements, reach maximal expression at the same timepoints. Anchor sites of circadian gene promoter loops are enriched in DNA binding sites for liver nuclear receptors and other transcription factors, some exclusively present in either rhythmic or stable contacts. Finally, by comparing the interaction profiles between core clock and output circadian genes, we show that core clock interactomes are more dynamic compared to output circadian genes.

Conclusion: Our results identify chromatin conformation dynamics at different scales that parallel oscillatory gene expression and characterize the repertoire of regulatory elements that control circadian gene transcription through rhythmic or stable chromatin configurations.
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Background
Circadian variation of gene expression in the liver is essential to temporally coordinate metabolic processes including lipid and glycogen metabolism, and to maintain organism homeostasis. Considerable progress has been made in our understanding of the transcription factors that control circadian transcription regulation [1, 2]. However, the impact of 3D chromatin configuration dynamics over the course of a day in circadian oscillations of gene expression is still poorly understood.

Previous work in cultured cells looking at chromatin contacts established by specific genomic loci showed that the circadian gene *Dbp* forms inter-chromosomal contacts with ~ 200 kb genome blocks, with fluctuating strength over the course of a day in cultured cells [3]. At higher resolution, enhancer-promoter contacts of the core-clock gene *Cry1* and clock output genes *Mreg, Slc45a3, Gys2* have been shown to oscillate daily in an *Arntl*-dependent manner in liver [4–6]. In contrast, analysis of Arntl cis-rome showed that Arntl occupied regulatory elements, establishing stable contacts during the day [7]. Also the *Nr1d1* circadian gene forms invariant contacts throughout the circadian cycle to a nearby super-enhancer with the help of Cohesin [8]. Finally, genome-wide Hi-C studies at two timepoints of a day-night cycle suggested that circadian targeted by Nr1d1 repressor protein form contacts within their respective topologically associating domains (TADs) that can be dynamic over time [9].

Despite evidence of dynamic and stable contacts established by candidate circadian genes, we still lack an understanding of what factors distinguish rhythmic and constant genomic contacts formed by circadian genes with maxima of transcriptional output (acrophases) at different times, and how common these types of chromatin contacts are when analyzing all the circadian gene promoters in the genome. Also, analysis of a high-resolution genome-wide promoter centric panorama of all circadian contacts resolved in time is required to answer these questions. Here we present results from in-nucleus Hi-C and Promoter-Capture Hi-C (P-CHi-C) at 4 timepoints during a day in mouse adult liver. We provide for the first time a temporally resolved genome-wide contact analysis at different scales, encompassing genomic compartments (A, B compartments), mega to kilo-base domains (TADs), and high-resolution coverage of contacts from all individual gene promoters including circadian gene promoters. We identify instances of genomic A/B compartment assignment changes in parallel to circadian modulation of histone modifications and oscillatory gene expression. Many of the circadian genes that changed A/B assignment are found in TADs that remain constant during the day. Analysis of gene promoter interactions at restriction fragment resolution through P-CHi-C, revealed that circadian gene promoters form dynamic and constant contacts, increasing the number of genomic contacts at the acrophase of the corresponding transcriptional units. Furthermore, we found liver nuclear receptors (e.g., Nr5a2) binding motifs enriched at both dynamic and constant circadian contacting regions and other transcription factor (TF) binding motifs unique for dynamic or constant promoter contacts (e.g., immediate early factors Tcfap2 and Fos:Jun). Furthermore, diurnal and nocturnal circadian gene promoters preferentially contacted enhancers and other circadian promoters transcriptionally active during day and night time, respectively. Finally we found that core clock-associated gene promoters engage in more dynamic interactomes than clock output circadian genes in the liver. Our detailed analysis of the 3D map of the gene promoter interactome over a 24-h cycle in the
liver indicates that conformation dynamics at different genomic scales are coupled with circadian transcriptional oscillations.

Results

Circadian A/B chromatin compartments switch between open and closed configurations throughout the day

To study global genome architecture during a circadian cycle, we performed in-nucleus Hi-C (see “Methods”) on mouse adult liver at four different timepoints of the circadian cycle (ZT0, 6, 12 and 18), with ZT0 and ZT12 being the start of the light and dark phase, respectively, in three biological replicates. Samples of individual livers were processed in parallel for RNA-seq. We produced high-quality Hi-C data sets with a high percentage of valid pairs (~ 80%), low PCR duplicates (less than 2%), and high cis:trans interaction ratios obtained (~ 80:20%) (Table S1). In total, we obtained ~ 2 billion valid Hi-C read pairs from mouse adult liver across a circadian cycle (Table S1).

To detect “open,” transcriptionally active and “closed,” silent genomic compartments (A and B compartments, respectively), we performed PCA analysis on Hi-C data at different timepoints throughout the circadian cycle, at 100-kb bin resolution. PCA analysis is used to analyze high dimensional data and we redefine them, with as few dimensions as possible that explain most of the variance in the data. As such, the 1st principal component (PC1) will explain the majority of the variance, followed by the second component (PC2) and so forth. When applying PCA to the normalized contact Hi-C matrix from individual chromosomes, important features can be identified. For most chromosomes, the PC1 value reflects two distinct interaction compartments that correspond to open and closed chromatin [10]. Changes in chromatin compartments have been associated with changes in transcription and chromatin states during cell differentiation and mouse early development [11, 12]. As expected, PC1 values partitioned the liver genome into chromatin compartments (Fig. 1a,b, Additional file 1: Figure S1A,B). We then compared the eigenvectors of the different timepoints and identified changes in the sign of regional PC1 values, indicative of compartment switching between all timepoint pairs (Fig. 1a,b, individual replicates and merged replicates, respectively, Additional file 1: Figure S1C one-way ANOVA p value < 2e − 16). These genomic regions, termed oscillatory chromatin compartments (OCCs) spanned 440.4 Mb of the mouse genome. The rest of the genome (82.7%) retained the same compartment identity during the 24-h cycle (Additional file 1: Figure S1A,B individual replicates and merged replicates, respectively, S1D). We found OCCs with compartment assignments ZT0 = A, ZT6 = A, ZT12 = B, ZT18 = A (AABA) being the most abundant type in the genome covering 194.7 Mb (Additional file 1: Figure S1E).

To relate chromatin compartments with transcription, we performed stranded total RNA-seq. We obtained ~ 500,000,000 of 150-bp reads per timepoint (4 biological replicates each) for a total of ~ 2,000,000,000 reads (Table S2). Spearman correlation analysis showed good correlation between the 4 biological replicates (Additional file 2: Figure S2A, ZT0 and 12 shown). Genes with differential expression between at least one pair of timepoints were identified (q-value < 0.01) and classified as circadian. In total, we detected 1257 circadian gene transcripts (Additional file 2: Figure S2B, Table S3). Inspection of individual gene expression profiles from our RNA-seq showed the
expected oscillatory expression pattern for examples of both core-clock and output circadian genes in the liver (Additional file 2: Figure S2C,F). Gene Ontology and KEGG pathway analysis identified circadian rhythm and metabolism as significantly enriched categories in our identified circadian gene set (Additional file 2: Figure S2D,E).

Fig. 1 Chromatin compartments change during the 24 h. a Heatmap of PC1 values for OCCs (independent replicates, significant variance p value < 2e−16, one-way ANOVA). b Heatmap of PC1 values for OCCs (merged replicates, significant variance p value < 2e−16, one-way ANOVA). c RNA-seq reads coverage (log2_RPM) in all A vs all B compartments across timepoints during the circadian cycle (p < 0.0001, one-way ANOVA test). d RNA-seq reads coverage (log2_RPM) in OCCs A vs B compartments (p < 0.0001, Mann-Whitney test). e H3K4me3 and H3K4me1 RPM ChIP-seq signal in OCCs across timepoints: BABB (ZT0 = B, ZT6 = A, ZT12 = B, ZT18 = B) and AABA (ZTO = A, ZT6 = A, ZT12 = B, ZT18 = A) (all p values < 0.001, one-way ANOVA test, Tukey post hoc test). f HDAC3 ChIPseq log2_RPM signal in OCCs at ZT0 and ZT12 (p value < 0.0001, Wilcoxon rank test). g Observed Hi-C contacts from ZT0 and ZT12 liver samples at the *Antl1* circadian gene TAD genomic region. PC1 values plotted underneath. *Antl* cTAD switches chromatin compartment at ZT12. H. ZT0/ZT12 differential Hi-C contact matrix of a region including the *Npas2* circadian gene TAD switching chromatin compartment at ZT12. PC1 values plotted underneath.
confirming efficient detection of circadian oscillating genes. RT-qPCR of primary and mature mRNAs confirmed oscillation of circadian gene expression (Additional file 2: Figure S2G). Analysis of the RNA content in A and B compartments at all timepoints revealed that A compartments are RNA-rich and B are RNA-poor (Fig. 1c, \( p < 0.0001 \), one-way ANOVA test). The RNA content in OCCs falling into A or B at different times of the day was also significantly different (Fig. 1d, \( p < 0.0001 \), Mann-Whitney test). In addition to RNA abundance, we analyzed time resolved enrichment of histone modifications characteristic of open chromatin H3K4me3 and H3K4me1 [13] in OCCs around the clock. Both histone marks were significantly enriched in regions at times of A compartment assignment compared to B compartment across all timepoints (Fig. 1e, AABA [ZT0 = A, ZT6 = A, ZT12 = B, ZT18 = A] and BABB [ZT0 = B, ZT6 = A, ZT12 = B, ZT18 = B], Additional file 1: Figure S1F, AABB, ABBB, BABA. All \( p \) values < 0.001, one-way ANOVA test, Tukey post hoc test). Histone deacetylase 3 (HDAC3) binding to chromatin is enriched in deacetylated “closed” chromatin and it has been measured in mouse liver at ZT22 and ZT10 [14]. We quantified HDAC3 occupancy at OCCs at ZT0 and 12 (our closest timepoints to ZT22 and 10). HDAC3 binding was higher at OCCs that fell into the B compartment at ZT12 compared to the A compartment at ZT0 (Fig. 1f, Wilcoxon \( p < 0.001 \)). Examples of OCCs overlapping the circadian *Arntl* gene TAD and the circadian *Npas2* gene TAD are shown in Fig. 1g and h respectively. For all circadian genes presented as examples throughout the paper, the RNA-seq signal tracks for the four timepoints examined can be found in Additional file 3: Figure S3. Together, these results show that both transcription and chromatin state fluctuate in accordance with compartment switching during a circadian cycle.

**Topologically associated domains spatially partition temporal gene expression control but remain structurally invariant during a circadian cycle**

To identify TADs, we assigned TAD insulation scores to the Hi-C contact matrices [15] and examined them across timepoints (see “Methods”). TADs displayed little variation across timepoints as has been previously observed [9]. Of the total of 4358 TADs that we identified, 2936 were preserved throughout the day and 952 at least between two timepoints and presented a size distribution between 150 kb and 1.5 Mb (Fig. 2a and Additional file 4: Figure S4A,B). To confirm insulation of TADs across timepoints, we selected a random set of 1000 TADs detected at ZT0 and plotted their median observed/expected contacts using Hi-C data from ZT0 and ZT12 (see “Methods”). We recovered higher contact frequencies within than outside TADs at both timepoints confirming preservation of domain structures across timepoints (Fig. 2b left panel). The same result held true for TADs detected at ZT6, 12 and 18 h (Additional file 4: Figure S4C).

CTCF functions as an architectural protein that establishes chromatin domains together with cohesin in mammalian chromatin [16–18]. We performed ChIP-seq against CTCF at ZT0 and ZT12 on the same liver samples used for Hi-C. In total, 33,262 CTCF binding sites (75.3%), out of a total of 44163 sites, were shared between ZT0 and 12 and CTCF showed similar enrichment between the two timepoints (Additional file 4: Figure S4D). When plotting the Hi-C contacts in an aggregate peak analysis centered on the CTCF binding sites, CTCF-bound regions exhibited robust contact insulation
properties, independent of the timepoint examined (Fig. 2b right panel and Additional file 4: Figure S4E top panels). Additionally, we assessed preservation of CTCF insulation between mouse ES cells and liver cells by overlaying regions occupied by CTCF in mESCs [19], onto our liver Hi-C data sets. Robust insulation was observed when using...
either ZT0 or ZT12 Hi-C data suggesting large agreement of CTCF chromatin occupancy and insulation properties between mESCs and adult liver tissue (Additional file 4: Figure S4 E bottom panels). The conservation of CTCF binding between ESCs and adult liver tissue shows that the insulation of circadian genes by CTCF precedes the onset of their rhythmic transcription, as ESCs do not harbor functional circadian oscillators [20].

Next, we assigned genes to TADs. We found that on average TADs harbored 7.2 genes. TADs containing one or more circadian genes (cTADs) were larger than non-cTADs and on average contained more genes (14.2) (Additional file 4: Figure S4F, all p values < 2.2e−16, Wilcoxon rank sum test). We observed that 70% of cTADs contained only one circadian gene (Fig. 2c). The remaining cTADs contained more than one circadian gene and remarkably, the circadian genes sharing TADs exhibited peak transcriptional expression at shared times during the day (40% for TADs with 2 circadian genes compared to the expected 28%, 18% of TADs with 3 circadian genes compared to the expected 8.8%, p < 0.0001, chi square test) (Fig. 2d and e, only data from cTADs with 2 circadian genes shown). We next analyzed whether TADs encoding circadian genes switched chromatin compartment over the circadian cycle. Indeed, most cTADs (73%, 623) overlapped with OCCs more than expected when compared to a random set of the same number of non-cTADs (Wilcoxon test, p < 0.0001) (Fig. 2f). Examples of cTADs containing one circadian gene (cTADs with Mical2, Micalc1, Arntl and Copb1, respectively), or more than one circadian gene (cTAD with Wee1 and Swap70 genes, both with acrophase at ZT12) are shown in Fig. 2g (left and right panels respectively). Examples of cTADs overlapping OCCs are shown for Arntl (Fig. 1g) and Npas2 (Fig. 1h) as previously described. These results show that cTADs often set transcriptional phase coherence between multiple circadian genes in the same TAD. While most TADs maintain their structural boundaries over time, they overlap with compartments that switch between active and silent states throughout a circadian cycle.

Gene promoter-promoter interactions in the liver and its circadian component
To gain insights into chromatin contacts at the level of individual circadian genes, we measured genome-wide promoter-promoter and promoter-regulatory element contacts at four timepoints during a circadian cycle using Promoter-CHi-C (Fig. 3a) [21–23]. Promoter-containing ligation products from Hi-C libraries were efficiently captured (~70%) using 39,021 RNA probes, which hybridize to 22,225 genomic restriction fragments covering all annotated gene promoters in the mouse genome. We produced ~1,560,000,000 total valid read pairs from the three biological replicates for the four timepoints, thus obtaining ~390,000,000 valid ligation products per time-point (Table S4). Capture of gene promoters increased the number of valid ligation products per promoter to ~10–15 fold compared to Hi-C. An example of this enrichment is shown for the Arntl gene locus comparing a virtual 4C from the Arntl gene promoter performed on the Hi-C data versus the Promoter-CHi-C chromatin contact data sequenced at equivalent depth (Additional file 5: Figure S5A and S5B comparison of raw paired reads per restriction fragment in CHi-C vs Hi-C from the virtual 4C from the Arntl gene promoter p < 0.0001, Wilcoxon rank test). We estimated the
Fig. 3 (See legend on next page.)
statistical significance of interactions between pairs of promoters and between promoter and other, potentially gene regulatory genomic regions, using the CHiCAGO pipeline for each timepoint ("Methods") [24]. We obtained ~ 150,000 statistically significant interactions per timepoint resulting in ~ 600,000 statistically significant promoter interactions in total (Table S4).

First, we focused on gene promoter-promoter contacts. We built promoter-promoter networks at all timepoints and found large disconnected networks as expected for promoters scattered across the different chromosomes (Additional file 5: Figure S5C, ZT0 shown). We then evaluated the larger clusters of the promoter-promoter network containing hundreds of connected gene promoters (Additional file 5: Figure SSD, the 4 larger clusters shown including inter- and intrachromosomal promoter-promoter interactions) and performed gene enrichment analysis on these using gProfiler [25] (Additional file 5: Figure S5E). We found the Major Histocompatibility Complex forming one cluster with genes encoded on chromosomes 7 and 17. MHC genes are lowly expressed in the healthy liver and constitute dense, highly connected chromatin [26] (Additional file 5: Figure S5D and S5E, cluster 1). Similarly, a transcriptionally repressed cluster is formed between olfactory receptor genes on chromosome 7 (Additional file 5: Figure SSD and S5E, cluster 3). In addition to repressed genes clustering in spatial proximity, we identified actively transcribed genes involved in glutathione synthesis and amino acid metabolism essential for liver detoxification function arranged in a promoter network (Additional file 5: Figure SSD and S5E, cluster 2). Another cluster encompassed constitutive histone genes located in chromosomes 3, 13, 11, 18, 12, and 7, among others (Additional file 5: Figure SSD and S5E, cluster 4). Thus, prominent constitutive and liver-specific promoter-promoter networks both transcriptionally active and inactive were identified in the adult liver.

Next we examined the circadian component in promoter-promoter networks. Circadian promoters are dispersed across chromosomes (Additional file 6: Figure S6A, blue...
dots represent circadian gene promoters). Nevertheless, circadian promoters establish significantly more contacts among them compared to non-circadian gene promoters (Additional file 6: Figure S6B. Above, comparison of the number of edges formed between circadian promoters compared to a random set of non-circadian gene promoters. Below, Z-scores compared to the random sampling of non-circadian promoters). Next we looked at the reads supporting significant interactions between circadian gene promoters in contrasts with interactions between non circadian gene promoters. The result shows that circadian promoter-promoter contacts are more robust compared to non-circadian promoter-promoter contacts (Additional file 6: Figure S6C, \( p \) values < 0.001, Mann-Whitney test). Finally, we compared the time of maximal mRNA abundance of circadian genes whose promoters were contacting each other. To do this, we separated the circadian gene promoters into diurnal and nocturnal based on their transcriptional acrophase and then analyzed the time of maximal RNA expression of their contacted circadian gene promoters. We found that diurnal promoters preferentially contacted other diurnal genes. Likewise, nocturnal circadian genes preferentially contacted other genes with nocturnal expression maxima (Additional file 6: Figure S6D, our intronic circadian gene set, \( p \) values < 0.0001 Wilcoxon signed rank test). Similar results were obtained for circadian genes detected by GROseq [27] reflecting primary transcription (Additional file 6: Figure S6E, \( p \) values < 0.0001 Wilcoxon signed rank test). This is exemplified by the interaction between the Tef and the Aco circadian gene promoters with shared pre-messenger expression peak at ZT12 (Additional file 6: Figure S6F) as well as the interaction between Rorc and Cgn circadian genes with shared acrophase at ZT18 (Additional file 7: Figure S7A). Thus, in summary the results show that circadian promoter-promoter contacts are more robust than non-circadian promoter-promoter contacts. Furthermore, pairs of interacting circadian gene promoters tend to share their transcriptional acrophase.

**Regulatory elements form dynamic and stable chromatin contacts with circadian gene promoters**

In order to characterize the full range of promoter interactions, we next examined contacts between promoters and non-promoter genomic regions. Genomic regions that interact with gene promoters including circadian gene promoters in mouse liver, were enriched for histone modifications characteristic of regulatory elements such as H3K27ac, H3K4me1, H3K4me3, and H3K27me3, as well as DNase I hypersensitive sites and the structural protein CTCF [13, 28, 29], compared to distance matched non-interacting regions (Fig. 3b left panel, all \( p \) values < 8e−166, \( t \) test, CTCF, \( p \) value <8e−18; \( t \) test). A set of enhancers from which enhancer RNAs (eRNAs) are produced have been described in the liver [27]. We found that these enhancers were enriched at the contacted regions (Fig. 3b, left panel \( p \) value < 9e−165; \( t \) test). Overall, the chromatin features at promoter-contacting regions suggest that our P-CHi-C captured potential structural and/or regulatory elements.

Besides enhancers and open chromatin marks, we found that promoter-interacting regions were enriched for the occupancy of core clock TFs [13] (Fig. 3c, left panel, \( p \)val<8e−100, \( t \) test). When measuring the same enrichments at only circadian gene promoters interacting regions, both for the full set of our circadian genes and a subset
corresponding to genes oscillating at the intronic level (see “Methods”), we found a significant preference for circadian gene promoters to contact with enhancers both detected by eRNA transcription or histone modifications, as well as regions occupied by core clock TF (Fig. 3b, c, right panels; all $p$ values <8e−216, $t$ test). We next assessed the rhythmicity of contacts between regulatory elements and circadian promoters during a circadian cycle. We identified dynamic genomic contacts involving circadian promoters using two distance regimes as described (see “Methods”). In total, we found 13,782 stable and 6047 dynamic contacts for 1195 circadian promoters and found enhancers preferentially engage in dynamic contacts (Fig. 3d). We next analyzed the number of interactions made by circadian promoters at different timepoints. We found that the number of contacts of circadian gene promoters peak during or around the phase of maximal mRNA abundance (chi square, $p < 0.001$) (Fig. 3e) (see different examples of circadian gene promoter expression profiles Additional file 3: Figure S3 and virtual 4C interaction landscapes across the paper Fig. 4e,h,i, Additional file 6: Figure S6F, Additional file 7: Figure S7A-F). This suggests that more regulatory elements are contacted at the time of peak transcription contributing to circadian gene regulation.

Next we identified transcription factor binding motifs at genomic regions involved in constant or rhythmic interactions with circadian promoters in an unbiased manner using the MEME suite (“Methods”) [30]. We found TF binding motifs both in regions forming constant and dynamic contacts with circadian promoters. Other DNA binding motifs were found enriched in regions engaged in either dynamic or constant contacts with circadian gene promoters (Fig. 3f, Table S5). The binding motif of the nuclear receptor Nr5a2/LRH-1 was highly enriched at interacting regions of rhythmic gene promoters. Nr5a2 is a key metabolic sensor that modulates bile acid synthesis and cholesterol homeostasis by regulating the expression of Cyp7a1 and Cyp8a1 circadian genes among others, and controls triglyceride synthesis and lipid composition and metabolism [31–34]. Interestingly, a pro-inflammatory function of Nr5a2 deficiency is linked to non-alcoholic fatty liver disease [35]. In addition, loss of Nr5a2 in the adult liver leads to disruption of hepatic lipid homeostasis and composition [36]. To confirm Nr5a2 occupancy at circadian gene promoters and interacting regions, we performed Chromatin IP (ChIP-qPCR) against Nr5a2 at the four timepoints during the day for three loci in which the DNA binding motif was found enriched. We found Nr5a2 dynamically occupying the Arntl circadian gene promoter with peak occupancy at ZT6 when Arntl gene expression starts to decrease (Fig. 3g, Additional file 3: Figure S3). A similar binding pattern over time was observed on the Arntl interacting enhancer (Fig. 3g). We then analyzed Nr5a2 binding to a chromatin region stably contacting the circadian gene promoter of Ppp1r3c. Interestingly, we found that Nr5a2 binding was dynamic with maximum occupancy of Nr5a2 at this region is also dynamic and peaks at ZT6 when Ppp1r3c gene expression starts to decrease (Fig. 3g, Additional file 3: Figure S3). In addition, we assessed Nr5a2 occupancy in a chromatin region dynamically interacting with the circadian gene promoter of Gsk3a but did not find the receptor bound to this region (Fig. 3g). Thus, our results suggest that Nr5a2 is dynamically occupying regulatory elements of circadian genes irrespective of whether the contacts to circadian gene promoters are constant or rhythmic over time.

Other binding sites for nuclear receptors enriched in regions contacting circadian promoters included VDR (vitamin D receptor) and ESR2 (estrogen receptor 2).
Fig. 4 (See legend on next page.)
The Tcfap2c/AP-2 gamma binding motif was found to be highly enriched at dynamic interacting regions of circadian gene promoters. In the liver, Tcfap2c has been associated with repression of fatty acid synthesis pathways [37] and was identified as a key TF involved in lipid droplets biogenesis [38]. Fos:Jun/AP1 binding motifs were found in genomic regions forming stable contacts with circadian promoters. AP1 factors are a well-characterized immediate-early transcription factors induced in response to signals in the serum and that regulate the expression of circadian genes in liver and cultured cells [39] as well as the suprachiasmatic nucleus [40–42]. Recently, AP-1 was shown to bring together key genes and enhancers through stable and dynamic loops during macrophage development bringing together key macrophage genes and enhancers [43].

In summary, a set of DNA binding motifs for distinct liver nuclear receptors and immediate early genes are enriched in regions contacting circadian promoters and could function in the wiring of the circadian promoter 3D interactome in the liver.

Circadian gene promoters interact with diurnal and nocturnal enhancers in the nuclear space

A set of enhancers are transcribed in a circadian fashion in the mouse liver [27]. We found that these enhancers preferentially contact circadian gene promoters, suggesting that rhythmically transcribed genomic regions, protein-coding and non-coding, interact with each other in the nuclear space (Fig. 4a). This is also true for our subset of circadian genes oscillating at the intronic level (see “Methods”) and for circadian genes detected through GRO-seq [27] reflecting primary transcriptional oscillation (Fig. 4b,c).

We then compared the transcriptional phases between promoters of circadian genes and their corresponding contacted enhancer elements with rhythmic transcription. To do so, we separated the circadian gene promoters into diurnal and nocturnal depending on their transcriptional acrophase and then analyzed the time of maximal RNA expression of their contacted enhancer elements. We found a significant contact preference between diurnal promoters and diurnal enhancers as well as nocturnal promoters and nocturnal enhancers (Fig. 4d, left). These preferences were more pronounced when analyzing our circadian intronic gene set reflecting primary transcription (see...
“Methods”) (Fig. 4d, center) or detected by GRO-seq (Fig. 4d, right, all \( p \) values < 0.0001 Wilcoxon signed rank test). For example, the Rnf125 circadian gene promoter with peak transcription at ZT0 contacts 12 rhythmically expressed enhancers with acrophases between 19 and 1 h during the circadian cycle. Furthermore, as it can be observed, the number of contacts with the enhancers, increase during the acrophase (Fig. 4e).

The core clock gene promoter contacts

Finally, we focused on the genomic interactions formed by circadian core clock gene promoters including Npas2, Clock, Arntl, Cry1, Cry2, Per1, Per2, Rorc, Nr1d1, and Nr1d2 as defined by [44]. Notably, all core clock genes displayed fewer overall contacts compared to a random set of the same number of other circadian genes in the liver (12 vs 19.6 mean number of contacts for core-clock vs other circadian genes, Fig. 4f, \( p < 0.0001 \), t test). However, the contacts formed by the core clock gene promoters were more dynamic than a random set of the same number of contacts for other circadian genes in the liver (42.3% vs 26.8% mean proportion of dynamic contacts for core clock vs other circadian genes, Fig. 4g, \( p < 0.0001 \), t test). For instance, the Arntl circadian gene promoter engages in contacts with two enhancer elements at ZT18, the time when Arntl expression increases, in three contacts at ZT0, at time of maximal transcriptional output, and does not engage in contacts at either ZT6 or ZT12, when Arntl1 transcription decreases (Fig. 4h, see Additional file 3: Figure S3 for the expression profile). The Nr1d1 gene promoter engages in more contacts at the gene’s maximal time of expression, around ZT6 (Fig. 4i, see Additional file 3: Figure S3 for the expression profile). In contrast to core clock contact profiles (additional examples are shown for Rorc, Nr1d2, Npas2, and Per2 (Additional file 7: Figure S7A-D, see Additional file 3: Figure S3 for expression profiles), promoters of circadian output genes engage in numerous contacts that are constant during the day as exemplified by Dhr3 and Ppp1r3c gene promoters (Additional file 7: Figure S7E and F, see Additional file 3: Figure S3 for expression profiles). In conclusion, core-clock gene promoters engage in more dynamic genomic contacts compared to other circadian genes in the liver.

Discussion

Circadian fluctuations in gene expression in the adult liver orchestrate essential physiological metabolic responses in the body. While molecular mechanisms underlying the circadian clock circuitry have been described at transcriptional and post-transcriptional levels, less is understood on how different genome structures contribute to or reflect cyclic gene expression [6]. Here we analyzed the genome conformation in mouse adult liver throughout a circadian cycle and reveal the properties of the circadian cis-regulatory chromatin landscape at different genomic scales associated with circadian rhythmicity in gene expression.

We found that 17% of the genome fluctuates between A and B compartments during a 24-h cycle. The genomic regions with changing compartment assignments throughout the day (OCCs) overlap with circadian TADs whose domain boundaries in contrast remain unchanged during a cycle. Switches between closed and open states of genomic compartments have been reported during organism development, cell differentiation,
and cell cycle [11, 12, 45]. However, our results reveal that dynamic changes between compartment states occur also within hours and without cells dividing or changing their identity (Fig. 5).

Inside cTADs, circadian genes tend to be alone or sharing the TAD with other circadian genes and regulatory elements that are transcribed at similar times during the day, suggesting spatial isolation of temporal transcription control. The contacts formed by circadian gene promoters can remain constant or change over time (Fig. 5).

We performed an unbiased identification of TF binding motifs to discover candidate protein factors enriched at the anchor sites of chromatin loops involving circadian genes engaged in both dynamic and stable contacts. We found that the DNA binding motif of the metabolic liver nuclear receptors (Nr5a2/LRH-1) is highly enriched in both constant and dynamic circadian gene promoter interactions. We confirmed Nr5a2 occupancy at three loci in which the motif is present and found Nr5a2 dynamically occupies chromatin with maximum binding at ZT6 at the Arntl circadian gene promoter and dynamically contacted enhancer, as well as in a constant interaction from the Ppp1r3c circadian gene. These suggest a possible role of Nr5a2 in circadian loop formation and further experiments will be needed to fully dissect the potential function of Nr5a2 in rhythmic chromatin looping. Also we found the immediate early genes AP2 gamma and Fos:Jun are enriched in chromatin regions stably or dynamically contacting circadian gene promoters over time. This suggests that distinct nuclear receptors and immediate early transcription factors participate in shaping the circadian 3D cistrome.

Finally, by comparing the interaction profiles between core clock and output circadian genes, we discovered that core clock genes tend to contact fewer different genomic elements and that core clock interactomes are more dynamic compared to output

---

**Fig. 5** Chromatin conformation dynamics during a circadian cycle. Circadian TADs containing one or more circadian genes remain stable but overlap with regions that switch chromatin compartments in correlation with transcriptional activation and gain of open histone modifications marks during the 24 h (left). Inside cTADs, circadian genes and regulatory elements with similar acrophases contact each other in the nuclear space with interactions increasing at the time of peak transcription (middle). Core clock genes display highly dynamic contacts during the 24 h. In contrast, circadian output genes have more saturated contact profiles that remain stable during the day (right).
circadian genes in the liver (Fig. 5). This is in line with recent candidate-scale 4C chromosome conformation capture experiments for two core clock and output genes [46]. These results suggest a robust regulation of core clock gene transcription by a few specific regulatory elements, which dynamically contact the core clock promoters. Alternatively, the control of core clock gene expression might rely primarily on their respective promoters and less on distal genomic elements than for output genes. On the contrary, output circadian engage in numerous and constantly maintained contacts, suggesting that more regulatory elements are required to control their expression in a pre-established genome architecture.

Conclusions

Our results show that chromatin architecture dynamics during a circadian cycle is coordinated with circadian oscillations in transcription at different genomic scales. Furthermore, we provide a high-resolution atlas of the regulatory elements connected to circadian gene promoters resolved in time.

Methods

Mice and tissue isolation

C57BL/6 male mice were maintained in the Babraham Institute Animal Facility and all applied procedures were approved considering the animal welfare practices according to the Home Office in the UK. Then, 8-week-old male mice were maintained under a 12-h light:12-h dark cycle for 2 weeks and fed ad libitum. Livers were dissected from three biological replicate pools (Pool A, B and C) composed of 2 livers each at four timepoints ZT0, 6, 12, and 18, with ZT0 = lights on and ZT12 = lights off. The liver tissue was chopped into 5–6-mm³ pieces and directly fixed in 2% formaldehyde for 10 min.

In nucleus Hi-C

In nucleus, Hi-C library generation was performed as previously described [21]. Briefly, fixed adult liver tissue from three biological replicates at ZT0 0, 6, 12, and 18 was sieved through a 70-μM cell strainer and dounce homogenized in 10 ml of ice-cold lysis buffer with a tight pestle for a total of 30 strokes on ice. Nuclei were washed and permeabilized with 0.3% SDS for 45 min at 37 °C and then incubated overnight with HindIII at 37 °C, DNA ends were labeled with biotin-14-dATP (Life Technologies) in a Klenow end-filling reaction and ligated in nuclei overnight. DNA was purified by phenol-chloroform, and the concentration was measured using Quant-iT PicoGreen (Life Technologies). A total of 10 μg of DNA was sheared to an average size of 400 bp using a Covaris machine and following the manufacturer’s instructions. The sheared DNA was end-repaired, adenine tailed, and subject to a double size selection using AMPure XP beads to isolate DNA ranging from 250 to 550 bp in size. Ligated fragments marked by biotin-14-dATP were pulled-down using MyOne Streptavidin C1 DynaBeads (Invitrogen) and ligated to paired-end adaptors (Illumina). The in nucleus Hi-C libraries were amplified using the PE PCR 1.0 and PE PCR 2.0 primers (Illumina) using 6–9 PCR amplification cycles as required.
Promoter Capture in nucleus Hi-C (Chi-C)

Promoter Capture was performed as previously described [21–23]. Briefly, Biotinylated 120-mer RNA baits were designed to target both ends of HindIII restriction fragments overlapping the Ensembl promoters of protein-coding and noncoding transcripts and UCEs as described in detail in [22]. Promoter Capture was carried out using in nucleus Hi-C libraries derived from three biological replicates at ZT0, 6, 12, and 18 with the SureSelect target enrichment system and the biotinylated RNA bait library according to the manufacturer’s instructions (Agilent Technologies). After library enrichment, a post-capture PCR amplification step was carried out using the PE PCR 1.0 and PE PCR 2.0 primers (Illumina) with 4–6 PCR amplification cycles as required. In nucleus Hi-C and CHi-C libraries were sequenced on the Illumina HiSeq 2000 platform.

ChIP-seq

For ChIP-seq, liver tissue for two biological replicates at ZT0 and ZT12 was dissected as processed as for Hi-C and then fixed in 1% formaldehyde for 5 min. Chromatin immunoprecipitation was performed as described [21] using 10 μg of α-CTCF (Millipore, 07-729). DNA was purified using Zymo Research DNA purification columns. Sequencing libraries were prepared with the NEBNext ChIP-seq library prep kit (NEB) according to the manufacturer’s instructions. DNA was purified using AMPure beads (Agencourt). For quantitative chromatin immunoprecipitation experiments (ChIP-qPCR), liver tissue, collected at ZT0, ZT6, ZT12, and ZT18 per duplicate, was fixed with a 1% formaldehyde for 10 min. Cell lysis and chromatin immunoprecipitation were performed essentially the same way as for the ChIP-seq experiments, using 5 μg of a monoclonal antibody against the NR5A2 receptor (Santa Cruz Biotechnology, sc-393369) per assay. ChIP DNA templates were purified using the Zymo Research ChIP DNA Clean & Concentrator kit (Zymo Research, D5201). Quantitative protein occupancy at specific regions was performed by qPCR (Jena Bioscience, PCR-369), according to the manufacturer's instructions. Mean values for all the analyzed regions across ZTs were expressed as fold enrichment compared to a mock control. Statistically significant differences between ZTs and mock were analyzed using one-way ANOVA followed by the Tukey post hoc test.

RNA-seq

For RNA-seq libraries, total RNA was purified from the same livers processed for in nucleus Hi-C from four biological replicates at ZT0, 6, 12, and 18. Sequencing libraries were prepared with TruSeq Stranded Total RNA Ribo Zero Gold Library Prep Kit v2 (Illumina).

Data processing

Hi-C analysis

Hi-C sequenced reads were mapped to the mouse genome (mm9) using HiCUP [47] with default parameters. Downstream processing was done using Juicer [48] and data was visualized using Juicebox [49]. Hi-C heatmaps at different bin resolutions were created and normalized using Knight-Ruiz (KR) matrix balancing algorithm from Juicer. Statistics for each library can be found in Table S1.
**Metaplots** The metaplots were created using python custom scripts. Briefly, the script takes a feature of interest and calculates the frequency of interactions around it using as input the KR normalized Obs/Exp Hi-C matrices at different resolutions (10, 25, or 50 kb) from different timepoints (ZT0,6,12,18). The final metaplot is the median value of all the plots for the list of anchors. For the TAD-anchored metaplots, Hi-C normalized matrices at 50 kb resolution were used. Each TAD (see TAD calling) was scaled to fit into 5 bins, and only 1000 TADs from all datasets and using all chromosomes were randomly chosen to reduce computing time. For the CTCF-anchored metaplots, Hi-C normalized matrices at 10 kb resolution were used. Each CTCF peak (see ChIP-Seq analysis) was scaled to fit into a single bin, and only 1000 CTCF peaks identified at ZT0 and ZT12 were randomly chosen to reduce computing time. The matrices generated were plotted using heatmap.2 from the package plots.

**TAD calling**
For all timepoints, we retrieved Knight-Ruiz normalized contact matrices from Juicer for all chromosomes at 25 kb and 50 kb resolution. TADs were identified using TAD-tool [50] with the insulation score algorithm. To find appropriate parameters for TAD identification, we called TADs for chromosome 1 across all timepoints using contact matrices at 25 kb and 50 kb resolution and a window size of 100, 150, 155, 175, 195, and 200 kb over threshold values from 70 to 200. For all data sets at 50 kb resolution, we called TADs with a window size value of 200 kb and a threshold value of 140 while for all data sets at 25 kb resolution, we called TADs with a window size value of 100 kb and a threshold value of 76. We found that these parameters show good agreement between identified TADs and visual inspection of Hi-C datasets in Juicer. Of note, visual inspection of Hi-C datasets with TADs identified at 25 kb resolution reveals that these represent sub-TADs contained within TADs identified at 50 kb resolution.

**TAD analysis**

**Size distribution** The number of TADs per timepoint and the size distribution of TADs across a circadian cycle was calculated using a custom R script using a Wilcoxon rank sum test.

**Circadian TADs** Circadian TADs were defined as previously described [9]. TADs containing at least one circadian gene as identified by our RNA-seq analysis were classified as Circadian TADs. Each Circadian TAD was further categorized depending on the number of circadian genes contained within the TAD. Then we considered the transcriptional phases of the circadian genes within Circadian TADs and classified them as same or different. The probability to have the same or different transcriptional phases within cTADs was calculated considering the total number of circadian genes per phase. The observed over expected significance was estimated performing a chi-square test.

**Overlap** To determine the number of unique and shared TADs between the timepoints, we calculated the overlap in different pair-wise comparisons using the Venn
module of Intervene [51]. A TAD was considered shared between timepoints if more than 80% of the genomic domain region overlapped with a domain from a different Hi-C data set.

**Compartment analysis**

Compartments were identified applying PCA to the normalized interaction matrices at a 100 kb resolution using Juicer [48]. PCA1 was used to assign A and B compartments. To verify the reproducibility of the compartment call, the PCA analysis was applied on the separate replicates and just the merged data was used for downstream analysis. A custom script and publicly available ChIP-seq BAM files for H3K4me3 [13] were used to set the sign to the compartments identified by Juicer. A total of ~20,000 compartments were identified at each timepoint. We identified significantly changing compartments as those genomic regions with a change in PCA1 across different timepoints consistently in the three biological replicates through a one-way ANOVA test.

**Transcription in A and B compartments** To relate compartments A and B with transcription, we calculated the log2 RPM (reads per million) values for all regions assigned to compartments A and B per timepoint (ZT0,6,12,18) using SeqMonk (https://www.bioinformatics.babraham.ac.uk/projects/seqmonk/) and RNA-seq BAM files (see “RNA-seq data processing”) per timepoint as input and to applied a Kruskal Wallis test for all compartments and a Mann-Whitney test for OCCs. The distribution of log2 RPM values per compartment type at each timepoint is presented as violin plots.

**Correlation with histone marks** To relate changes in compartment status with the enrichment of histone post-translational modifications, we calculated the RPM (reads per million) values for all regions assigned to compartment A and B per timepoint (ZT0,6,12,18) using SeqMonk and publicly available ChIP-seq datasets for the histone post-translational modifications H3K4me3 and H3K4me1 [28] per timepoint as input and applied a one-way ANOVA test and a Tukey post hoc test.

**Correlation with HDAC3** To relate changes in compartment status with the enrichment of HDAC3, we calculated the log2 RPM (reads per million) values for all regions assigned to Compartment A at ZT0 and that change to Compartment B at Z12 using SeqMonk and publicly available ChIP-seq datasets for the histone deacetylase HDAC3 [52] and applied a Wilcoxon test.

**Promoter CHi-C**

The sequenced reads were processed using HiCUP [47]. The filtering and identification of significant interactions were performed with CHiCAGO [24]. To identify differential interactions, the script implemented by [21] was used. This script can identify the differential interactions from a Promoter Capture Hi-C dataset, using the edgeR package [53] to statistically quantify changes in reads for the interactions. To increase the confidence in dynamic interactions, we filtered the dataset only including baits overlapping circadian genes. To account for the
distance bias in the read count, we also divided the CHi-C interactions into
greater or less than 150 kb groups. These preliminary results were filtered by
FDR and fold change; both distance regimes were combined. To plot long-range
interactions, we used the Washington Epigenome Browser (http://
epigenomewidget.wustl.edu/browser/) using the mouse genome version mm9
and as input properly formatted CHiCAGO output files.

Characterization of interacting regions
To characterize the type of genomic element
that promoters contact derived from our Promoter CHi-C, we calculated the observed/
expected number of overlaps between the other ends (the genomic segment interacting
with a promoter) and a set of genomic regions occupied by Transcription Factors or
enriched for histone post-translational modifications using a custom python script. The
expected number of overlaps is calculated by generating a random distribution of other
end CHi-C fragments considering two conditions: (1) the length of the other end frag-
ment observed in the original dataset; (2) the distance between the baits (promoter)
and other ends. With this random set, we repeat the overlap with the features of inter-
est and keep the number of “expected” overlaps by chance and repeat the process at
least 100 times. To plot the results, the mean was calculated for all the iterations of the
expected values. The significant differences were calculated using a t-test between the
distribution of the expected values and the observed number of overlaps.

Interactions per promoter
To calculate the number of interactions per promoter at
each timepoint, python custom scripts were used. Circadian promoters were defined as
genes with circadian transcription as identified by our RNA-seq analysis. For core clock
promoter interaction analysis, we used the classic core clock list described in [44]. A list
of enhancers with circadian transcription (eRNAs) was used derived from [27]. The
comparison with non-core-clock-circadian genes includes all the other circadian genes
determined from our RNA-seq analysis. To calculate the distribution of the expected
number of interactions made by non-core-clock-circadian genes, we randomly selected
11 genes from the entire set; this procedure was repeated 100 times. The comparison
between the observed number of interactions made by the core clock genes and the
distribution of expected interactions of non-core-clock-circadian genes was made using
a Mann-Whitney test.

Analysis of interactions between circadian promoters and enhancers producing
eRNAs
The enhancer regions with transcribed eRNAs from [27] were assigned to the
other ends (interacting region) and then the bait (promoter) from our Promoter CHi-C
datasets. To calculate the observed/expected number of interactions between pro-
motors and enhancers with oscillatory eRNAs (osceRNAs) and non-oscillatory eRNAs
(nonosceRNAs) that map to the CHi-C dataset, the expected number was calculated by
taking the same number of osceRNAs from the nonosceRNA set and count the number
of interactions between the restriction fragment containing an enhancer transcribed
into eRNAs and the fragment containing circadian promoters derived from the CHi-C
dataset. This process is repeated at least 100 times. Each enhancer region with tran-
scribed eRNAs was assigned with a phase (maximal transcription during a circadian
cycle) [27] as well as the promoter of the CHi-C datasets using our RNA-seq analysis. To make eRNA phases [27] more comparable to the circadian promoters identified by our RNA-seq analysis, we grouped them into eight groups each containing three time-points. First, we mapped the osceRNAs to the other ends of the CHi-C, then retrieved the bait fragment associated with that eRNA and filtered the fragments overlapping with the set of circadian promoters identified by our RNA-seq analysis. Then, we divided the elements in diurnal and nocturnal to have a better understanding of the interaction profiles and perform a Wilcoxon rank sum test per pair of elements for each category.

**Virtual 4C**

The output BAM files from HiCUP for the different promoter CHi-C libraries per timepoint were used as input for SeqMonk to create Virtual-4C plots using promoters of interest as viewpoints to display raw promoter Chi-C counts as for the Arntl1 virtual 4C (Additional file 4: Figure S4A). Alternatively, the viewpoint of interest and its significant interaction partners were filtered from the ChiCAGO output file and visualized in the Washington Epigenome Browser (http://epigenomegateway.wustl.edu/browser/) using the mouse genome version mm9.

**Construction of promoter-promoter interaction networks**

The graphs were constructed using the output generated by CHiCAGO. The raw interaction files for each timepoint were processed to adjust gene names using ad hoc Python scripts due to many transcript variants presented in those files. Also, a nomenclature was established to represent ultraconserved elements (UCEs). Each UCE was represented according to its locus using the following format: uce_ [Chromosome number_[Position of first nucleotide]. Each undirected graph was constructed, analyzed, and visualized using the NetworkX Python module [54]. The graphs generated were disconnected and contained a large number of small components. For this reason, the components containing 3 or fewer nodes were filtered out for presentation purposes. The statistical analysis used to identify differences in node properties between timepoints was carried out using SciPy [55] and StatsModels modules [56]. Finally, the ontology enrichment analysis was conducted with the g:Profiler web tool [25] using the POST request API against the *Mus musculus* genome (mmusculus) with other parameters kept as default. To evaluate the phase coherence between circadian gene promoters contacting each other, we assigned the phases of circadian genes with our RNAseq and plotted the phase distribution of circadian promoters contacted by either diurnal or nocturnal circadian promoters. We applied a Wilcoxon rank sum test to calculate the difference between pairs of the two categories.

**ChIP-seq data analysis**

Raw sequencing data files for all samples were first processed with FastQC for general quality controls. Sequencing reads were mapped against the mouse genome (NCBI37/mm9) using Bowtie2 [57] with default parameters for single and paired reads. Mapped reads were filtered by map quality (-q 30) using samtools (samtools...
Bam files were sorted (samtools sort) and indexed (samtools index). Duplicates were removed with Pickard. Bam files were imported to deepTools v3.3.1 [58] to create signal tracks with bamCoverage. Signal tracks for all data were visualized using IGV [59]. Peak calling was performed using MACS2 callpeak function with default parameters [60]. Peak overlap analysis was performed using the Venn module of Intervene (Khan & Mathelier, 2017). The MEME-ChIP tool [61] was used for motif analysis using the fasta sequences from peaks detected by MACS2 with default parameters.

**RNA-seq data processing**

Raw sequencing data files for all samples were first processed with FastQC for general quality controls. Sequencing reads were mapped against the mouse genome (NCBI M37/mm9) using TopHat [62] with default parameters. Deeptools [58] and BAM files for all samples were used to calculate Spearman’s correlation between all biological replicates for each timepoint. All samples were highly correlated (Spearman’s correlation > 0.85). Heatmaps of correlations were created using the Deeptools plotCorrelation. To create bigWig signal tracks for all timepoints, we merged all biological replicates per timepoint using samtools [63]. Merged bam files per timepoint were processed with Deeptools bamCoverage to create strand-specific and RPKM normalized signal tracks suited for comparison. Visualization of signal tracks was done using IGV genome browser [59]. Mapped reads for all samples were then used to assemble and quantify expressed genes and transcripts using StringTie [64] with default parameters. Differential expression was performed with Ballgown [65] in R using StringTie table counts for all samples. Genes with differential expression between at least one pair of timepoints were identified after correction for multiple hypothesis testing with a q-value < 0.01. We classified a gene as circadian if it was differentially expressed between at least a pair of timepoints. We assigned a phase for each differentially expressed gene to the timepoint with the highest average FPKM value. Heatmap of circadian genes was created using heatmap function in R using as input a list of 1256 differentially expressed genes at a q-value < 0.01 and ordered by phase. Expression values for all genes were Z-score corrected. Plots of FPKM expression over time for selected examples were generated using library ggplot2 in R. To generate the subset of circadian genes oscillating at the intronic level, we filtered out our list to obtain genes matching the intronic circadian gene set reported in Koike et al. [13].

**Gene Ontology analysis**

Gene ontology enrichment analysis and pathway enrichment were done using DAVID [66]. All significant biological processes and pathways had a p value < 0.01. Barplots were generated with ggplot2 in R.

**Motif analysis**

The fasta sequence files from the HindIII fragments of the other end of stable, dynamic, and both types of chromatin contacts were downloaded using the mouse genome version mm9. The MEME-ChIP tool [61] was used for motif analysis with default parameters.
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**Additional file 1: Figure S1.** OCCs present fluctuations in histone modifications. A. Heatmap of PC1 values for stable compartments from the three independent Hi-C biological replicates and B, the merged Hi-C biological replicates. C. PC1 eigenvector correlations between every pair of timepoints (Kruskal-Wallis rank sum test p-value < 2e-16). D. Proportion of OCCs and constant compartments in the mouse genome. E. Barplot of the frequency of the different OCCs categories with compartments switching at different times of the 24 hours. For example AABA refers to OCCs with compartment assignment A at ZT0, A at ZT6, B at ZT12 and A at ZT18. F. Chromatin features (H3Kme4 and H3Kme1) at OCCs across time points (AABB, ABBB and ABAB OCCs are shown) (** all p-values < 0.001 except for the H3K4me1 AAB, one way ANOVA and Tukey post hoc test).

**Additional file 2: Figure S2.** Total RNA-seq analysis at four timepoints during the circadian cycle. A. Spearman correlation analysis of the four biological replicates from ZTO and ZT12 (r ≥ 0.85). B. Heat map of the relative transcription (Z scores) of 1,257 oscillating genes sorted by oscillation phase. C. Individual expression profiles and genome browser tracks showing examples of the RNA-seq signal for Arntl, Per1, Nr1d1, Cry1, Ppp1rz3c and Gck3a oscillating genes (Fragments Per Kilobase of transcript per Million mapped reads, FPKM) (n=4, q-value <0.01). D. GO analysis for the detected oscillating genes. Significantly enriched categories are shown. E. KEGG analysis for detected oscillating genes. Significantly enriched categories are shown. F. Additional individual transcriptional profiles from the RNA-seq for Rorc, Clock, Npas2, Cry2, Per2, Per3 circadian genes. G. RT-qPCR validation for candidate circadian genes both at mRNA and pre-mRNA level (p-values < 0.0001, one-way ANOVA test).

**Additional file 3: Figure S3.** Expression profiles of the circadian genes displayed along the paper. RNA-seq signal tracks for circadian genes shown across the paper for the four timepoints during the circadian cycle. Arntl, Npas2, Cgn, Nr1d1, Dhrs3, Nr1d2, Per2, Ppp1rz3c, Tef, Rnf125, Roc and Aca2 circadian gene expression profiles are presented.

**Additional file 4: Figure S4.** TAD structure and CTCF binding is preserved during the 24 hours. A. TADs overlap between time points. B. TADs size distribution at all time points. C. 50kb resolution Median Observed/Expected Hi-C signal around 1000 randomly selected TADs from ZT6, 12 and 18 plotted on the indicated time points. TADs were scaled to fit the five central bins. D. CTCF ChiP-seq motif analysis and peak overlap between ZT0 and ZT12. Genomic tracks of CTCF ChiP-seq signal at example regions harbouring circadian genes. E. Above, the same metaplots as in C but for 1000 randomly CTCF peaks found at ZT12 plotted using ZT12 and ZT10 Hi-C contacts. Below, metaplot using CTCF peaks from mESC and plotted using liver ZT0 and 12 Hi-C contacts. CTCF peaks are at the central bin of the metaplot. F. TAD and cTAD size comparison (p-value < 2.2e-16, Wilcoxon rank sum test).

**Additional file 5: Figure S5.** Promoter-Promoter networks in the mouse liver over a circadian cycle. A. Partial view of a virtual 4C from the Arntl gene promoter using the Hi-C and P-Chi-C raw valid pairs. Histograms of read counts per restriction fragment around the bait region corresponding to the captured promoter are shown. B. Number of total read counts comparing Hi-C and P-Chi-C recovered using the Arntl gene promoter as bait on a virtual 4C (restriction fragments with at least 5 reads in the P-Chi-C experiment where used) (p-value < 0.0001, Wilcoxon ranked test). C. Promoter-promoter contact network at ZT0. Each color represents a chromosome. Nodes with degree=1 are not included for simplicity. D. The four largest promoter-promoter interaction clusters of the network at the different time points during the day. E. Significantly enriched GO categories for the genes on the most prominent promoter-promoter clusters shown in D.

**Additional file 6: Figure S6.** Circadian gene promoter-promoter interactions. A. Promoter-promoter contact network at ZT0 with the circadian genes marked in black. B. Above, number of edges (interactions) between circadian gene promoters at ZT0, 6, 12 and 18 hours of the day (blue line) compared to a random set of non circadian promoters. Below, z-score for circadian gene promoter contacts compared to the random sampling. C. Quantification of the read counts supporting all circadian gene promoter-promoter interactions compared to a random set of non circadian promoter-promoter interactions (*** p-value < 0.001, Mann Whitney test) D. Transcriptional phase distributions of circadian promoters in contact with diurnal or nocturnal circadian promoters (all p-values < 0.0001, Wilcoxon signed rank test) for our circadian intrinsic gene set. E. The same as in D for the circadian gene set detected through GRO-seq (Fang et al., 2014) (all p-values < 0.0001, Wilcoxon signed rank test) F. Virtual 4C landscape for the Tef circadian gene promoter from P-Chi-C data at all time points during the day. The acrophase of Tef is written next to the gene name. Expression profiles for all genes can be found in Figure S3. Genomic tracks show significant contacts as arcs and chromatin features including liver H3K4me3, H4K4me1, H3K27ac, DNAse1, eRNAs and TADs. Tef gene promoter contacts Aca2 gene promoter both with acrophase at ZT12.

**Additional file 7: Figure S7.** Core clock gene promoter vs output circadian genes interaction landscapes. A-D. Virtual 4C for Rorc, Npas2, Nr1d2 and Per2, core clock circadian gene promoters from P-Chi-C data at all time points during the day. The Rorc circadian gene promoter contacts Cgn circadian gene promoter and both peak in transcription at ZT18. E-F Virtual 4C for Dhrs3 and Ppp1rz3c output circadian genes in the liver. Acrophases are written next to the gene names. Genomic tracks show significant contacts as arcs and chromatin features including liver H3K4me3, H4K4me1, H3K27ac, DNAse1, eRNAs and TADs. Expression profiles for all genes can be found in Figure S3. The interaction profiles of core clock genes display less contacts that dynamically change over time. The two output gene contact profiles show more saturated contacts that are mostly constant during the 24 hours.

**Additional file 8.** Custom code. This file contains a summary of the custom code used in this work.

**Additional file 9.** Review history.

**Additional file 10: Table S1.** Hi-C statistics. HiCUP summary results for the independent Hi-C replicates.

**Additional file 11: Table S2.** Total stranded RNAseq number of unique read pairs.

**Additional file 12: Table S3.** Circadian genes detected from total RNAseq.
Acknowledgements
We thank Kristina Tabbada head of the Next Generation Sequencing Facility at the Babraham Institute for all her technical assistance. Arnaury Aguilar-Lomas for help with aggregate peak analysis, Rosario Pérez-Molina for technical assistance, and Paul Delgado-Olguín for proofreading of the manuscript.

Review history
The review history is available as Additional file 9.

Peer review information
Tim Sands was the primary editor of this article and managed its editorial process and peer review in collaboration with the rest of the editorial team.

Authors’ contributions
MF-M. designed the project, performed the experiments, analyzed data, and wrote the manuscript with contribution from all authors specially R.A.M. and J.M. M.A.-K. analyzed data. R.G.A-M. analyzed data. J.M. assisted with sample collection, liver RNA extraction, and performed RT-PCRs. A.R.-F and L.T.-H. performed ChIP-qPCR experiments. J.C. ran CHiCAGO to detect significant interactions from CHi-C. A.C.P.-H. and B.V. performed promoter-promoter network analysis. C.V. performed initial analysis of Hi-C data sets. S.A. performed initial analysis of RNA-seq data sets and provided bioinformatics advice. S.W.W. ran HiCUP pipeline in Hi-C and CHi-C data sets. P.F. helped with project design and data interpretation. The authors read and approved the final manuscript.

Funding
MF-M. is currently supported by UNAM Technology Innovation and Research Support Program (PAPIIT) IN207319, the National Council of Science and Technology (CONACYT) grant number 15758 and was supported by MODHEP (grant agreement no. 259743). J.C., S.W.W, and P.F. were supported by BBSRC grant BB/J004480/1, and C.V. was supported by ERC advanced grant 340152 DEVOCHROMO to P.F.

Availability of data and materials
Further information and requests for resources and reagents should be directed and will be fulfilled by the lead contact Maya Furlan-Magaril. Accession for all data sets presented in Maya Furlan-Magaril, Masami Ando-Kuri, Rodrigo G. Arzate-Mejia, Jörg Morf, Jonathan Cairns, Abraham Roman-Figueroa, Luis Tenorio-Hernandez, A. César Poot-Hernández, Simon Andrews, Csilla Vármai, Boo Virk, Steven W. Wingett, and Peter Fraser. The global and promoter-centric 3D genome organization temporally resolved during a circadian cycle, including Hi-C, Promoter CHi-C, CTCF ChIP-seq, and RNA-seq are deposited Gene Expression Omnibus (GEO) with accession number GSE155161 [67]. All custom scripts and inputs used in Maya Furlan-Magaril, Masami Ando-Kuri, Rodrigo G. Arzate-Mejia, Jörg Morf, Jonathan Cairns, Abraham Roman-Figueroa, Luis Tenorio-Hernandez, A. César Poot-Hernández, Simon Andrews, Csilla Vármai, Boo Virk, Steven W. Wingett, and Peter Fraser. The global and promoter-centric 3D genome organization temporally resolved during a circadian cycle are available at Github repository https://github.com/mandok/circadian_3Dchrom [68]. Also a summary of the custom code is included as an additional file (Additional file 8: Custom code).

Declarations

Ethics approval and consent to participate
C57BL/6 male mice were maintained in the Babraham Institute Animal Facility and all applied procedures were approved by the Animal Welfare and Ethical Review Body (AWERB) considering the animal welfare practices according to the Home Office in the UK.

Consent for publication
Not applicable.

Competing interests
JJ. is currently an employee of AstraZeneca and may or may not own stock options. The rest of the authors declare no competing interests.

Author details
1Departamento de Genética Molecular, Instituto de Fisiología Celular, Universidad Nacional Autónoma de México, 04510 Mexico City, Mexico. 2Cancer Research UK Cambridge Institute, University of Cambridge, Cambridge CB2 0RE, UK. 3Laboratory of Neuroepigenetics, Medical Faculty of the University of Zurich and Department of Health Science and Technology of the Swiss Federal Institute of Technology, Neuroscience Center Zurich, Zurich, Switzerland. 4Nuclear Dynamics Programme, The Babraham Institute, Cambridge CB2 3JAT, UK. 5Wellcome-MRC Cambridge Stem Cell Institute, Jeffrey Cheah Biomedical Centre, Cambridge CB2 0AW, UK. 6Unidad de Bioinformática y Manejo de Información, Instituto de Fisiología Celular, Universidad Nacional Autónoma de México, 04510 Mexico City, Mexico. 7Bioinformatics Group, The Babraham Institute, Cambridge CB2 3JAT, UK. 8Centre for Computational Biology, University of Birmingham, Birmingham B15 2FQ, UK. 9Institute of Cancer and Genomic Sciences, University of Birmingham, Birmingham B15 2SY, UK. 10Cell Biology Division, MRC Laboratory of Molecular Biology, Francis Crick Avenue,
References

1. Zhang R, Lahens NF, Balance H, Hughes ME, Hogness JB. A circadian gene expression atlas in mammals: implications for biology and medicine. Proc Natl Acad Sci U S A. 2014;111(45):16219–24. https://doi.org/10.1073/pnas.1408886111.

2. Takahashi JS. Transcriptional architecture of the mammalian circadian clock. Nat Rev Genet. 2017;18(3):164–79. https://doi.org/10.1038/nrg.2016.150.

3. Aguilar-Arml L, Hakim O, Patel VR, Baldi P, Hager GL, Sassone-Corsi P. Cycles in spatial and temporal chromosomal organization driven by the circadian clock. Nat Struct Mol Biol. 2013;20(10):1206–13. https://doi.org/10.1038/nsmb.2667.

4. Mermet J, Yue J, Humi C, Mauvoisin D, Gustafson K, Jouffe C, et al. Clock-dependent chromatin topology modulates circadian transcription and behavior. Genes Dev. 2018;32(5–6):347–58. https://doi.org/10.1101/gad.312397.118.

5. Yue J, Mermet, J, Jouffe C, Marquis J, Charpagnie A, Gachon F, et al. Transcription factor activity rhythms and tissue-specific chromatin interactions explain circadian gene expression across organs. Genome Res. 2018;28(2):182–91. https://doi.org/10.1101/gr.222430.117.

6. Yeung J, Naef F. Rhythms of the genome: circadian dynamics from chromatin topology, tissue-specific gene expression, to behavior. Trends Genet. 2018;34(12):915–26. https://doi.org/10.1016/j.tig.2018.09.005.

7. Beyebiere JR, Trott AJ, Greenwell B, Osborne CA, Viter H, Spence J, et al. Tissue-specific BMAL1 cistromes reveal that enhancer-enhancer interactions regulate rhythmic transcription. Genes Dev. 2019;33(5-6):294–309. https://doi.org/10.1101/gad.322198.118.

8. Xu Y, Guo W, Li P, Zhang Y, Zhao M, Fan Z, et al. Long-range chromosome interactions mediated by cohesin shape circadian gene expression. PLoS Genet. 2016;12(5):e1005992. https://doi.org/10.1177/journal.pgen.1005992.

9. Kim YH, Marhon SA, Zhang Y, Steger DJ, Won K-J, Lazar MA. Rev-erba dynamically modulates chromatin looping to control circadian gene transcription. Science. 2018;359(6381):1274–7. https://doi.org/10.1126/science.aao8981.

10. Lieberman-Aiden E, van Berkum NL, Williams L, Imaike M, Ragoczy T, Telling A, et al. Comprehensive mapping of long-range interactions reveals folding principles of the human genome. Science. 2009;326(5950):289–93. https://doi.org/10.1126/science.1181369.

11. Dixon JR, Jung I, Selvaraj S, Shen Y, Antosiewicz-Bourget JE, Lee AY, et al. Chromatin architecture reorganization during stem cell differentiation. Nature. 2015;518(7539):331–6. https://doi.org/10.1038/nature14222.

12. Bonne B, Mendelson Cohen N, Szabo Q, Fritsch L, Papadopoulos GS, Lubling Y, et al. Multiscale 3D genome rewiring during mouse neural development. Cell. 2017;171(3):557–572.e24.

13. Kolkenbrock D, Jiao Y, Surani MA, Nasrallah BE. Cohesin-dependent transcriptional and chromatin landscape of the core circadian clock in mammals. Science. 2012;338(6105):349–54.

14. Sun Z, Feng D, Fang B, Mullican SE, You SH, Lim HW, et al. Deacetylase-independent function of HDAC3 in transcription and metabolism requires nuclear receptor corepressor. Mol Cell. 2013;50(5):715–28. https://doi.org/10.1016/j.molcel.2013.10.022.

15. Crane E, Bian Q, McCord RP, Lajoie BR, Wheeler BS, Ralston EJ, et al. Condensin-driven remodelling of X chromosome topology during dosage compensation. Nature. 2015;523(7559):240–4. https://doi.org/10.1038/nature14450.

16. Fudenberg G, Imaike M, Lu C, Goloborodko A, Abdennur N, Mirny LA. Formation of chromosomal domains by loop extrusion. Cell Rep. 2016;15(9):2038–49. https://doi.org/10.1016/j.celrep.2016.04.085.

17. Werneckslager M, Nora EP. CTCF and cohesin in genome folding and transcriptional gene regulation. Annu Rev Biochem. 2018;87(1):17–43. https://doi.org/10.1146/annurev-biochem-062216-054526.

18. Nora EP, Goloborodko A, Valton AL, Gibcus JH, et al. Targeted Degradation of CTCF decouples local insulation of chromosome domains from genomic compartmentalization. Cell. 2017;169(6):930–944.e22.

19. Shen Y, Yue F, McCleary DF, Ye Z, Edsall L, Kuan S, et al. A map of the cis-regulatory sequences in the mouse genome. Nature. 2012;488(7409):116–20. https://doi.org/10.1038/nature11243.

20. Yagita K, Horie K, Koimura S, Nakamura W, Yamanaka I, Usasaki A, et al. Development of the circadian oscillator during differentiation of mouse embryonic stem cells in vitro. Proc Natl Acad Sci U S A. 2010;107(8):3846–51. https://doi.org/10.1073/pnas.0912561107.

21. Rubin AJ, Basaraju BC, Furlan-Magaril M, Lopez-Pajares V, Mumbach MR, Howard I, et al. Lineage-specific dynamic and pre-established enhancer–promoter contacts cooperate in terminal differentiation. Nat Genet. 2017;49(10):1522–8. https://doi.org/10.1038/ng.3935.

22. Schoenfelder S, Furlan-Magaril M, Misbud S, Tavares-Cadete F, Sugar R, Javriee BM, et al. The pluripotent regulatory circuitry connecting promoters to their long-range interacting elements. Genome Res. 2015;25(4):582–97. https://doi.org/10.1101/gr.185272.114.

23. Schoenfelder S, Sugar R, Dimond A, Javriee B, Armstrong H, Misbud S, et al. Polycromb repressive complex PRC1 spatially constrains the mouse embryonic stem cell genome. Nat Genet. 2015;47(10):1179–86. https://doi.org/10.1038/ng.3393.

24. Cairns J, Freire-Pritchett P, Wingett SW, Vranić C, Dimond A, Plagov N, et al. CHICAGO: robust detection of DNA looping interactions in Capture Hi-C data. Genome Biol. 2016;17(1):127. https://doi.org/10.1186/s13059-016-0992-2.

25. Raudvere U, Kolberg L, Kuzmin I, Arak T, Adler P, Peterson H, et al. g:Profiler: a web server for functional enrichment analysis and conversions of gene lists (2019 update). Nucleic Acids Res. 2019;47:191–8.

26. Spengler U, Pappe GH, Hoffmann RM, Johnson JP, Eisenburg J, Paumgartner G, et al. Differential expression of MHC class II subregion products on bile duct epithelial cells and hepatocytes in patients with primary biliary cirrhosis. Hepatology. 1988;8(3):459–62. https://doi.org/10.1002/hep.1840080304.

27. Fang J, Everett LJ, Jager J, Briggs E, Armour SM, Feng D, et al. Circadian enhancers coordinate multiple phases of rhythmic gene transcription in vivo. Cell. 2014;159(5):1140–52. https://doi.org/10.1016/j.cell.2014.10.022.

28. Yue F, Cheng Y, Breschi A, Wierstra J, Wu W, Ryba J, et al. A comparative encyclopedia of DNA elements in the mouse genome. Nature. 2014;515(7522):355–64. https://doi.org/10.1038/nature13992.
29. Sobel JA, Krier I, Andersen T, Rahgav S, Canella D, Girdari F, et al. Transcriptional regulatory logic of the diurnal cycle in the mouse liver. PLoS Biology. 2017;15(4):e2001069. https://doi.org/10.1371/journal.pbio.2001069.
30. Bailey TL, Johnson J, Grant CE, Noble WS. The MEME Suite. Nucleic Acids Res. 2015;43:39–49.
31. Chen F, Ma L, Dawson PA, Sinal CJ, Sehayek E, Gonzalez FJ, et al. Liver receptor homologue-1 mediates species- and cell line-specific bile acid-dependent negative feedback regulation of the apical sodium-dependent bile acid transporter. J Biol Chem. 2003;278(22):19909–19916. https://doi.org/10.1074/jbc.M307903200.
32. Chong HK, Biesinger J, Seo Y-K, Xie X, Osborne TF. Genome-wide analysis of hepatic LRH-1 reveals a promoter binding preference and suggests a role in regulating genes of lipid metabolism in concert with FXR. BMC Genomics. 2012;13(3):51.
33. Matsukuma KE, Wang L, Bennett MK, Osborne TF. A key role for orphan nuclear receptor liver receptor homologue-1 in activation of fatty acid synthase promoter by liver X receptor. J Biol Chem. 2007;282(28):16744–16751. https://doi.org/10.1074/jbc.M702895200.
34. Wu N, Kim KH, Zhou Y, Lee J, Kettner NM, Manniroh J, et al. Small heterodimer partner (NR0B2) coordinates nutrient signaling and the circadian clock in mice. Mol Endocrinol. 2016;30(9):1988–95. https://doi.org/10.1210/me.2015-1295.
35. Schwadeer J, San Phan T, Glöckner A, Delp J, Leist M, Brunner T, et al. Pharmacological LRH-1/Nr5a2 inhibition limits pro-inflammatory cytokine production in macrophages and associated experimental hepatitis. Cell Death Dis. 2020;11(2):154. https://doi.org/10.1038/s41419-020-2348-9.
36. Miranda DA, Krause WC, Cazenave-Gassiot A, Suzawa M, Escusa H, Foo JC, et al. LRH-1 regulates hepatic homeostasis and maintains arachidonoyl phospholipid pools critical for phospholipid diversity. JCI Insight. 2018;3(5):e126151. https://doi.org/10.1172/jcinsight.69151.
37. Holl D, Kuckenberg P, Woynecki T, Egert A, Becker A, Huss S, et al. Transgenic overexpression of Tcfap2c/AP-2gamma results in liver failure and intestinal dysplasia. PLoS One. 2011;6(7):e22034. https://doi.org/10.1371/journal.pone.0022034.
38. Scott CC, Vosso S, Rougemont J, Gruenberg J. TFAP2 transcription factors are regulators of lipid droplet biogenesis. ELIFE. 2018;7:e36330. https://doi.org/10.7554/eLife.36330.
39. Balasubramanian A, Damoli F, Schibler U. A serum shock induces circadian gene expression in mammalian tissue culture cells. Cell. 1998;92(3):329–37. https://doi.org/10.1016/S0092-8674(00)81199-X.
40. Chen Y, Yamasuchi Y, Suzuki T, Doi M, Okamura H. Effect of daily light on c-Fos expression in the suprachiasmatic nucleus under jet lag conditions. Acta Histochem Cytochem. 2018;51(2):73–80. https://doi.org/10.12688/ahc.2018.01.
41. Guido ME, Goguen D, De Guido L, Robertson HA, Rusak B. Circadian and photic regulation of immediate-early gene expression in the hamster suprachiasmatic nucleus. Neuroscience. 1999;99(2):555–71. https://doi.org/10.1016/S0306-4522(98)00467-9.
42. Schwartz MJ, Carpio A, De La Iglesia HO, Baler R, Klein DC, Nakabeppu Y, et al. Differential regulation of fos family genes in the ventrolateral and dorsomedial subdivisions of the rat suprachiasmatic nucleus. Neuroscience. 2000;98(3):535–47. https://doi.org/10.1016/S0306-4522(00)00140-8.
43. Phanstiel DH, Van Bortle K, Spacek D, Hess GT, Saad Shimmam M, Machol I, et al. Static and dynamic DNA loops form AP-1 bound activation hubs during macrophage development. Mol Cell. 2017;67(6):1037–48. https://doi.org/10.1016/j.molcel.2017.08.006.
44. Anafi RC, Lee Y, Sato TK, Venkataraman A, Ramanathan C, Kavalki H, et al. Machine learning helps identify CHRONO as a circadian clock component. PLoS Biol. 2014;12(4):e1001840. https://doi.org/10.1371/journal.pbio.1001840.
45. Nagano T, Lubling Y, Valian C, Dudley C, Leung W, Baran Y, et al. Cell-cycle dynamics of chromosomal organization at single-cell resolution. Nature. 2017;547(7661):61 –66. https://doi.org/10.1038/nature23000.
46. Wernet J, Veung J, Naef F. Oscillating and stable genome topologies underlie hepatic physiological rhythms during the circadian cycle. PLoS Genet. 2021;17(2):e1009350. https://doi.org/10.1371/journal.pgen.1009350.
47. Wingett S, Ewels P, Furlan-Magaril M, Nagano T, Schoenfelder S, Fraser P, et al. Hiccup: pipeline for mapping and processing Hi-C data. F1000Research. 2015; https://doi.org/10.12688/f1000research.7334.1.
48. Durand NC, Robinson JT, Shamim MS, Machol I, Lander ES, et al. Juicebox provides a visualization system for loop-resolution Hi-C experiments. Cell Syst. 2016;3(1):99 –107. https://doi.org/10.1016/j.cels.2016.07.002.
49. Kruse K, Hug CB, Hernández-Rodríguez B, Vaquerizas JM. TADtool: visual parameter identification for TAD-calling algorithms. Bioinformatics. 2016;32(20):3190–2. https://doi.org/10.1093/bioinformatics/btw368.
50. Khan A, Mathelier A. Intervene: a tool for interaction and visualization of multiple gene or genomic region sets. BMC Bioinformatics. 2017;18(1):287. https://doi.org/10.1186/s12859-017-1708-7.
51. Fung D, Liu T, Sun Z, Bugge A, Mullican SE, Alenghat T, et al. A circadian rhythm orchestrated by histone deacetylase 3 controls hepatic lipid metabolism. Science. 2011;331(6022):1315–9. https://doi.org/10.1126/science.1198125.
52. McCarthy DJ, Chen Y, Smyth GK. Differential expression analysis of multifactor RNA-Seq experiments with respect to biological variation. Nucleic Acids Res. 2012;40(10):4288–97. https://doi.org/10.1093/nar/gks042.
53. Hagberg A.A., Schult, D. A., & Swart P. J. Exploring network structure, dynamics, and function using NetworkX. 2008. http://conference.scipy.org/proceedings/SciPy2008/paper_2
54. Virtanen P, Gommers R, Oliphant TE, Haberland M, Reddy T, Cournapeau D, et al. SciPy 1.0: fundamental algorithms for scientific computing in Python. Nature Methods. 2020;17(3):261–269. https://doi.org/10.1038/s41592-019-0686-2.
55. Langmead B, Salzberg SL. Fast gapped-read alignment with Bowtie 2. Nature Methods. 2012;9(4):357–9. https://doi.org/10.1038/nmeth.1923.
56. Ramírez F, Ryan DP, Grünig B, Bhardwaj V, et al. deepTools2: a next generation web server for deep-sequence data analysis. Nucleic Acids Res. 2016;44(W1):W160–5. https://doi.org/10.1093/nar/gkw257.
57. Thonvald-Stettin H, Robinson JT, Mesirov JP. Integrative Genomics Viewer (IGV): high-performance genomics data visualization and exploration. Brief Bioinformatics. 2013;14(2):178–92. https://doi.org/10.1093/bib/bbs017.
58. Zhang Y, Liu T, Meyer CA, Eeckhoute J, Johnson DS, Bernstein BE, et al. Model-based analysis of ChIP-Seq (MACS). Genome Biol. 2008;9(8):R137. https://doi.org/10.1186/gb-2008-9-8-r137.
61. Ma W, Noble WS, Bailey TL. Motif-based analysis of large nucleotide data sets using MEME-ChIP. Nat Protoc. 2014;9(6):1428–50. https://doi.org/10.1038/nprot.2014.083.
62. Kim D, Pertea G, Trapnell C, Pimentel H, Kelley R, Salzberg SL. TopHat2: accurate alignment of transcriptomes in the presence of insertions, deletions and gene fusions. Genome Biol. 2013;14(4):R36. https://doi.org/10.1186/gb-2013-14-4-r36.
63. Li H, Handsaker B, Wysoker A, Fennell T, Ruan J, Homer N, et al. The Sequence Alignment/Map format and SAMtools. Bioinformatics. 2009;25(16):2078–9. https://doi.org/10.1093/bioinformatics/btp352.
64. Pertea M, Pertea GM, Antonescu CM, Chang T-C, Mendell JT, Salzberg SL. StringTie enables improved reconstruction of a transcriptome from RNA-seq reads. Nat Biotechnol. 2015;33(3):290–5. https://doi.org/10.1038/nbt.3122.
65. Frazee AC, Pertea G, Jaffe AE, Langmead B, Salzberg SL, Leek JT. Ballgown bridges the gap between transcriptome assembly and expression analysis. Nat Biotechnol. 2015;33(3):243–6. https://doi.org/10.1038/nbt.3172.
66. Huang DW, Sherman BT, Lempicki RA. Systematic and integrative analysis of large gene lists using DAVID bioinformatics resources. Nat Protoc. 2009;4(1):44–57. https://doi.org/10.1038/nprot.2008.211.
67. Furlan-Magaril M, Ando-Kuri M, Arzate-Mejía RG, Morf J, Cairns J, Roman-Figueroa A, et al. The global and promoter-centric 3D genome organization temporally resolved during a circadian cycle. GSE155161. Gene Expression Omnibus. 2020. https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE155161.
68. Furlan-Magaril M, Ando-Kuri M, Arzate-Mejía RG, Morf J, Cairns J, Roman-Figueroa A, et al. circadian_3Dchrom. GitHub. 2020. https://github.com/mandok/circadian_3Dchrom.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.