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Abstract

We present a reconstruction in early data of the semileptonic decay $B^+ \rightarrow \pi^0 \ell^+ \nu_\ell$, and first results of a reconstruction of the decays $B^+ \rightarrow \rho^0 \ell^+ \nu_\ell$ and $B^0 \rightarrow \rho^- \ell^+ \nu_\ell$ in a sample corresponding to 62.8 fb$^{-1}$ of Belle II data using hadronic $B$-tagging via the full-event-interpretation algorithm. We determine the total branching fractions via fits to the distribution of the square of the missing mass, and find $B(B^+ \rightarrow \pi^0 \ell^+ \nu_\ell) = (8.29 \pm 1.99\text{(stat)} \pm 0.46\text{(syst)}) \times 10^{-5}$. We obtain 95% CL upper limits on the branching fractions with $B(B^0 \rightarrow \rho^- \ell^+ \nu_\ell) < 3.37 \times 10^{-4}$ and $B(B^+ \rightarrow \rho^0 \ell^+ \nu_\ell) < 19.7 \times 10^{-5}$. We also obtain an updated branching fraction for the $B^0 \rightarrow \pi^- \ell^+ \nu_\ell$ decay, $B(B^0 \rightarrow \pi^- \ell^+ \nu_\ell) = (1.47 \pm 0.29\text{(stat)} \pm 0.05\text{(syst)}) \times 10^{-4}$, based on the sum of the partial branching fractions in three bins of the squared momentum transfer to the leptonic system.
1. INTRODUCTION

Since the start of its first physics operations in 2019, the Belle II detector has collected over 200 fb$^{-1}$ of data from electron-positron collisions. These early data have been invaluable for investigating the performance of the detector and the analysis software.

In this paper, we present a reconstruction of the decays $B^0 \to \pi^- \ell^+ \nu_\ell$, $B^+ \to \pi^0 \ell^+ \nu_\ell$, $B^0 \to \rho^- \ell^+ \nu_\ell$ and $B^+ \to \rho^0 \ell^+ \nu_\ell$, where $\ell = e, \mu$, in a sample corresponding to 62.8 fb$^{-1}$ of Belle II data via hadronic $B$-tagging provided by the full-event-interpretation (FEI) algorithm [1]. These decays are considered golden modes for precise determinations of the magnitude of the Cabibbo-Kobayashi-Maskawa (CKM) matrix element $|V_{ub}|$. Whilst the integrated luminosity collected at present is too small to provide a competitive measurement, we demonstrate the first steps towards extracting a measurement of $|V_{ub}|$ using $B^0 \to \pi^- \ell^+ \nu_\ell$ decays.

2. THE BELLE II DETECTOR

The Belle II detector is described in detail in Ref. [2]. The innermost layers are known collectively as the vertex detector, or VXD, and are dedicated to the tracking of charged particles and the precise determination of particle decay vertices. The VXD is composed of two layers of silicon pixel sensors surrounded by four layers of silicon strip detectors. The central drift chamber (CDC) surrounds the VXD, encompassing the barrel region of the detector, and is primarily responsible for the reconstruction of charged particles and the determination of their momenta and electric charge.

Particle identification is provided by two independent Cherenkov-imaging instruments, the time-of-propagation counter and the aerogel ring-imaging Cherenkov detector, located in the barrel and forward endcap regions of the detector, respectively. The electromagnetic calorimeter (ECL) encases all of the previous layers and is used primarily for the determination of the energies of charged and neutral particles. A superconducting solenoid surrounds the inner components and provides the 1.5 T magnetic field required by the various subdetectors. Finally, the $K^0_L$ and muon detector forms the outermost detector layer aimed at the detection of $K^0_L$ mesons and muons.

3. DATA SETS

The amount of data studied for this analysis corresponds to an integrated luminosity of 62.8 fb$^{-1}$. To simulate signal and background, fully simulated Monte Carlo (MC) samples of decays of pairs of charged or neutral $B$ mesons, as well as continuum $e^+e^- \to q\bar{q}$ ($q = u, d, s, c$) processes are used, generated alongside beam background effects including beam scattering and radiative processes. Table I lists the number of events used for each of the MC components. For the analysis of $B \to \pi \ell \nu_\ell$ decays, MC samples corresponding to a total integrated luminosity of 200 fb$^{-1}$ are used, with 400 fb$^{-1}$ equivalent samples used for $B \to \rho \ell \nu_\ell$ studies.

In addition to the generic MC samples, dedicated samples of $B \to X_u \ell \nu_\ell$ decays, where $X_u$ is a hadronic system resulting from the quark flavor transition $b \to u$, are used to model signal decays and related backgrounds. The $X_u$ system includes both resonant and non-resonant contributions using the hybrid modelling technique of Ref. [3], which is briefly
TABLE I: Simulated event yields used for the analyses, equivalent to 200(400) fb\(^{-1}\) for \(B \to \pi \ell \nu_\ell\) and \(B \to \rho \ell \nu_\ell\), respectively.

| \(N_{\text{events}} (\times 10^6)\) | \(B \to \pi \ell \nu_\ell\) analysis | \(B \to \rho \ell \nu_\ell\) analysis |
|-------------------------------------|-------------------------------------|-------------------------------------|
| \(B^+ B^-\)                        | 108.0                               | 216.0                               |
| \(B^0 \bar{B}^0\)                  | 102.0                               | 204.0                               |
| \(c \bar{c}\)                       | 265.8                               | 531.6                               |
| \(u \bar{u}\)                       | 321.0                               | 642.0                               |
| \(s \bar{s}\)                       | 76.6                                | 153.2                               |
| \(d \bar{d}\)                       | 80.2                                | 160.4                               |

described here.

Each \(B^+ \to X_u \ell \nu_\ell\) and \(B^0 \to X_u \ell \nu_\ell\) sample consists of a total of 50 million resonant (R) events containing the relevant exclusive decays as well as 50 million non-resonant (I) events corresponding to the inclusive component, simulated using the BLNP heavy-quark-effective-theory-based model [4]. These samples are then combined together and the eFFORT tool [5] is used to calculate an event-wise weight \(w_i\) in three-dimensional bins of the generated lepton energy in the \(B\)-frame, \(E_{\ell}^B\), the squared four-momentum transfer to the leptonic system, \(q^2\), and the mass of the hadronic system containing an up-quark, \(M_X\), such that \(H_i = R_i + w_i I_i\). The number of total hybrid events per bin, \(H_i\), is the sum of the number of resonant events \(R_i\) and the number of inclusive events \(I_i\) scaled down by the appropriate weight \(w_i\).

The \(B \to X_u \ell \nu_\ell\) events from the generic 200(400) fb\(^{-1}\) MC samples are replaced with the equivalent amount of this hybrid re-weighted MC for the \(B \to \pi \ell \nu_\ell\) and \(B \to \rho \ell \nu_\ell\) analyses, respectively.

4. FULL EVENT INTERPRETATION

The second \(B\)-meson in the \(B\bar{B}\) pair is reconstructed using the Full Event Interpretation (FEI) algorithm [1] to tag the event. The FEI is a machine learning algorithm developed for \(B\)-tagged analysis at Belle II. It supports both hadronic and semileptonic tagging, reconstructing \(B\) mesons across more than 4000 individual decay chains. The algorithm utilises a FastBDT software package that trains a series of multi-variate classifiers for each tagging channel via a number of stochastic gradient-boosted decision trees [6]. The training is performed in a hierarchical manner with final-state particles being reconstructed first from detector information. The decay channels are then built up from these particles as illustrated in Figure 1 with the reconstruction of the \(B\)-mesons performed last. For each \(B\)-meson tag candidate reconstructed by the FEI, a value of the final multi-variate classifier output, the \text{SignalProbability}, is assigned. The \text{SignalProbability} is distributed between zero and one, representing candidates identified as being background-like and signal-like, respectively.

FEI skims of both data and MC are produced centrally by the Belle II collaboration, and are available for use in analyses. These include both hadronic and semileptonic skims, and involve the application of the FEI together with a number of loose selections that aim to reduce the sample sizes with little to no loss of signal events.

For the hadronic FEI, the minimum number of tracks per event satisfying certain quality
The vast majority of $B$-meson decay chains corresponding to the hadronic FEI channels include at least three charged particles, and such a criterion is useful at suppressing background from non-$B\bar{B}$ events. Requirements are placed on the track parameters as defined in [7] to ensure close proximity to the interaction point (IP), with the distance from the center of the detector along the $z$-axis (corresponding to the solenoidal-field axis) and in the transverse plane satisfying $|z_0| < 2.0$ cm and $|d_0| < 0.5$ cm, respectively. A minimum threshold $p_t > 0.1$ GeV/c is placed on the particle transverse momentum. Similar restrictions are applied to the ECL clusters in the event, with at least three clusters required within the polar angle acceptance of the CDC, $0.297 < \theta < 2.618$, that satisfy a minimum energy threshold $E > 0.1$ GeV. The total detected energy per event is required to be at least 4 GeV. The total energy deposited in the ECL is restricted to $2 \text{ GeV} < E_{\text{ECL}} < 7 \text{ GeV}$, however, to suppress events with an excess of energy deposits due to beam background.

The FEI typically results in many $B_{\text{tag}}$ candidates per event. The number of these candidates is reduced with selections on the beam-constrained mass, $M_{bc}$, and energy difference, $|\Delta E|$,.

$$M_{bc} = \sqrt{\frac{E_{\text{beam}}^2}{4} - \vec{p}_{B_{\text{tag}}}^2}, \quad \Delta E = E_{B_{\text{tag}}} - \frac{E_{\text{beam}}}{2},$$

where $E_{\text{beam}}$ is the centre-of-mass (CMS) energy of the $e^+e^-$ system, 10.58 GeV, and $\vec{p}_{B_{\text{tag}}}$ and $E_{B_{\text{tag}}}$ are the $B_{\text{tag}}$ momentum and energy in the CMS frame, respectively. The criteria applied during the hadronic FEI skim are $M_{bc} > 5.24$ GeV/$c^2$ and $|\Delta E| < 0.2$ GeV.

Finally, a loose requirement on the $B_{\text{tag}}$ classifier output, $\text{SignalProbability} > 0.001$, provides further background rejection with little signal loss.
5. EVENT SELECTION AND ANALYSIS STRATEGY

For this analysis, the distribution of the square of the missing mass, $M^{2}_{\text{miss}}$, is the variable chosen for the determination of the data yields. We define the four-momentum of the signal $B$-meson $B_{\text{sig}}$ in the CMS frame as follows,

$$p_{B_{\text{sig}}} \equiv (E_{B_{\text{sig}}}, \vec{p}_{B_{\text{sig}}}) = \left( \frac{m_{\Upsilon(4S)}}{2}, -\vec{p}_{B_{\text{tag}}} \right),$$

where $m_{\Upsilon(4S)}$ is the known $\Upsilon(4S)$ mass [8]. We set the energy of $B_{\text{sig}}$ to be half of the $\Upsilon(4S)$ rest mass, and take the $B_{\text{sig}}$ momentum to be the negative $B_{\text{tag}}$ momentum. We then define the missing four-momentum as

$$p_{\text{miss}} \equiv (E_{\text{miss}}, \vec{p}_{\text{miss}}) = p_{B_{\text{sig}}} - p_{Y},$$

where $Y$ represents the combined lepton-hadron (pion or $\rho$-meson) system. The square of the missing momentum can then simply be defined as $M^{2}_{\text{miss}} \equiv \vec{p}_{\text{miss}}^{2}$.

The event selections applied follow closely those from a 2013 study [9] of exclusive, hadronically-tagged $B \rightarrow X_{u}\ell\nu_{\ell}$ decays reconstructed in the full 711 fb$^{-1}$ Belle data set. All selections are applied in addition to the hadronic FEI skim criteria detailed in the previous section.

At the event-level, a loose selection on the second normalised Fox-Wolfram moment [10] is applied for the $B \rightarrow \pi\ell\nu_{\ell}$ analysis, $R^{2} < 0.4$, in order to suppress events from the continuum background. An alternative approach is taken for reconstructed $B \rightarrow \rho\ell\nu_{\ell}$ candidates due to the larger continuum background contribution in this channel. Here several variables including the second normalised Fox-Wolfram moment, $B$-meson thrust angles and magnitudes, CleoCones [11] and modified Fox-Wolfram moments [12] are combined into a boosted decision tree classifier, again from the FastBDT software package. Out of the 64 available variables, the 44 with the highest classification power are selected. After applying the multivariate method to all $\Upsilon(4S)$ candidates, a classifier requirement is chosen such that 94.1% of continuum events are rejected and 83.5% of signal events are retained in $B^{+} \rightarrow \rho\ell\nu_{\ell}$ candidates, and 96.1% of continuum events are rejected and 84.8% of signal events are retained in $B^{0} \rightarrow \rho^{+}\ell\nu_{\ell}$ candidates.

To reject incorrectly reconstructed $B_{\text{tag}}$ candidates, the tag-side beam-constrained mass criterion is tightened to $M_{bc} > 5.27 \text{GeV}/c^{2}$. The $B_{\text{tag}}$ candidate having the highest value of the SignalProbability classifier output is retained in each event.

For the reconstructed electrons and muons, track impact parameters are used to select tracks originating close to the interaction point, thereby suppressing background events from beam scattering and radiative effects. Tracks are required to have $z$-axis and transverse-plane distances from the IP of $|dz| < 5 \text{ cm}$ and $dr < 2 \text{ cm}$, respectively. Only those leptons within the acceptance of the CDC are selected. Electrons and muons are identified through selection criteria on the particle identification variables provided by the Belle II analysis software framework [13]. These variables describe the probability that each species of charged particle generates the particle-identification signal observed, and are built from a combination of the information returned from all of the individual sub-detectors except the SVD. Electron and muon candidates are each required to have an identification probability above 0.9 as assigned by the appropriate reconstruction algorithm. For $B \rightarrow \pi\ell\nu_{\ell}$ decays, a minimum threshold on the lab-frame momentum is placed on the reconstructed leptons, with $p_{\text{lab}} > 0.3 \text{ GeV}/c$ for electrons and $p_{\text{lab}} > 0.6 \text{ GeV}/c$ for muons. A single threshold of $p_{\text{lab}} > 0.4 \text{ GeV}/c$ is used for both electrons and muons to reconstruct $B \rightarrow \rho\ell\nu_{\ell}$ decays.
To suppress leptons originating from $\gamma$ conversions in the detector as well as $J/\psi$ and $\psi'$ decays, the invariant mass of all oppositely charged lepton pairs is required to exceed 0.1 GeV/$c^2$ and be outside the 3.00 – 3.12 GeV/$c^2$ and 3.6 – 3.75 GeV/$c^2$ mass ranges in the $B \rightarrow \rho \ell \nu_{\ell}$ part of the analysis.

The four-momenta of the reconstructed electrons are also corrected in order to account for bremsstrahlung radiation. The correction methods employed differ slightly between the $B \rightarrow \pi \ell \nu_{\ell}$ and $B \rightarrow \rho \ell \nu_{\ell}$ analyses. For reconstructed $B \rightarrow \pi \ell \nu_{\ell}$ decays, any energy deposit in the ECL not associated with a track is considered a bremsstrahlung photon if it is detected within an angle of 3$^\circ$ from a reconstructed electron candidate. In these cases, the four-momentum of the photon is added to the electron, and the photon is excluded from the rest of the event. If multiple photons meet this criteria, only the photon nearest the electron candidate is considered.

For the $B \rightarrow \rho \ell \nu_{\ell}$ case the same method is used but the electron candidates are separated into three momentum regions, from 0.4 to 0.6 GeV/$c$, from 0.6 to 1.0 GeV/$c$ and above 1.0 GeV/$c$. For the first region, no corrections are applied. For the second region, the energy of all photons with an energy below 600 MeV and within 4.8$^\circ$ of the electron candidate is added to the candidate. In the third region, the angular threshold is tightened to 3.4$^\circ$ while the photon energy selection is relaxed to 1.0 GeV. These values are determined by minimizing the root mean square of the difference between generated and reconstructed electron momenta.

Finally, a single lepton is kept per event with the highest value of the lepton identification probability as described above.

For the reconstructed charged pions, similar impact parameter criteria are applied as those for the leptons, with $dr < 2$ cm and $|dz| < 4$ cm. Similarly, the charged pion tracks are only selected within the CDC acceptance. A selection on the relevant particle identification variable is also applied, with a particle identification probability above 0.6. The sign of the charge of the reconstructed pion is explicitly required to be opposite that of the lepton for the $B^0 \rightarrow \pi^- \ell^+ \nu_{\ell}$ case.

In reconstructing neutral pions, different thresholds on the photon-daughter energies are required, depending on the polar direction of the candidate photon. These requirements are $E > 0.080$ GeV for the forward end-cap, $E > 0.030$ GeV for the barrel region and $E > 0.060$ GeV for the backward end-cap. A selection on the diphoton mass is also implemented, with $0.120$ GeV/$c^2 < M_{\gamma \gamma} < 0.145$ GeV/$c^2$. For $B^+ \rightarrow \pi^0 \ell^+ \nu_{\ell}$ candidates, a selection on the cosine of the lab-frame opening angle of the $\pi^0$ photon daughters is also applied in order to reject backgrounds from photon pairs that do not originate from $\pi^0$ decays, $\cos \psi_{\gamma \gamma} > 0.25$. For the $\pi^0$ candidates used to reconstruct charged $\rho$-mesons, a tighter selection is applied, with $\cos \psi_{\gamma \gamma} > 0.4$.

To reconstruct $\rho$-mesons, either two charged pions or a charged pion and a neutral pion are combined. The invariant mass of this pion pair is required to be between 0.333 GeV/$c^2$ and 1.217 GeV/$c^2$ to reject contributions from non-resonant $B \rightarrow \pi \pi \ell \nu_{\ell}$ decays. If multiple charged $\rho$-meson candidates are reconstructed, the candidate with the highest energy in the centre-of-mass frame is chosen.

The centre-of-mass frame four-momenta of the reconstructed meson and lepton are combined into the system $Y$. The angle between the flight directions of the signal $B$-meson as inferred from initial beam conditions and the $Y$ is then used to select events more likely to
The cosine of this angle, \( \cos(\theta_{BY}) \), is defined as

\[
\cos(\theta_{BY}) = \frac{2E_{\text{beam}}E_Y - m_{B_{\text{sig}}}^2 - m_Y^2}{2|\vec{p}_{B_{\text{sig}}}| |\vec{p}_Y|},
\]

where \( m_{B_{\text{sig}}} \) is the invariant mass of the signal \( B \)-meson and \( E_Y, m_Y \) and \( \vec{p}_Y \) are the energy, invariant mass and momentum of the \( Y \) system, respectively. A value of \( |\cos(\theta_{BY})| < 1 \) is expected if only a neutrino is missing in the reconstruction. However, to account for resolution effects and to avoid introducing potential bias in the background \( M_{\text{miss}}^2 \) distributions, this requirement is loosened to \( |\cos(\theta_{BY})| < 3 \).

To ensure that the reconstructed lepton and pion tracks originate from the same vertex in \( B^0 \to \pi^- \ell^+\nu_\ell \) decays, the difference between the \( z \)-coordinates of both tracks is required to be \( |z_\ell - z_\pi| < 1 \) mm.

For this analysis, a single \( \Upsilon(4S) \) candidate with the lowest value of \( M_{\text{miss}}^2 \) is retained per event. A minimum threshold on the missing energy, \( E_{\text{miss}} \), is placed to account for the neutrino, with \( E_{\text{miss}} > 0.3 \) GeV. All remaining tracks and clusters in the ECL after the reconstruction of the \( \Upsilon(4S) \) are combined into a single system known as the rest-of-event (ROE). Events in which additional tracks satisfying the conditions \( dr < 2 \) cm, \( |dz| < 5 \) cm and \( p_t > 0.2 \) GeV/c remain after the reconstruction of the \( \Upsilon(4S) \) are excluded. The CMS energies in the ROE corresponding to deposits of neutral particles in the ECL are summed for those clusters satisfying energy selection criteria of \( E > 0.1 \) GeV, \( E > 0.09 \) GeV and \( E > 0.16 \) GeV for the forward end-cap, barrel and backward end-cap regions, respectively. This extra energy is required to be below a maximum value of \( E_{\text{residual}} < 1.0 \) GeV for \( B^0 \to \pi^- \ell^+\nu_\ell \), \( E_{\text{residual}} < 0.6 \) GeV for \( B^+ \to \pi^0 \ell^+\nu_\ell \), and \( E_{\text{residual}} < 0.7 \) GeV for \( B \to \rho \ell\nu_\ell \) candidates.

6. RESULTS

FIG. 2: \( M_{\text{miss}}^2 \) distributions for (left) \( B^0 \to \pi^- \ell^+\nu_\ell \) and (right) \( B^+ \to \pi^0 \ell^+\nu_\ell \) candidates reconstructed from a sample corresponding to 200 fb\(^{-1}\) of simulated data. The branching fractions of the signal components are normalised to be consistent with the world averages from Ref. [8].
FIG. 3: $M_{\text{miss}}^2$ distributions for (left) $B^0 \to \rho^- \ell^+ \nu_\ell$ and (right) $B^+ \to \rho^0 \ell^+ \nu_\ell$ candidates reconstructed from a sample corresponding to 400 fb$^{-1}$ of simulated data. The branching fractions of the signal components are normalised to the world averages from Ref. [8].

The resultant $M_{\text{miss}}^2$ distributions in MC after all analysis selections are displayed in Figures 2 and 3 for $B \to \pi \ell \nu_\ell$ and $B \to \rho \ell \nu_\ell$ decays, respectively. In these distributions, the MC has been separated into distinct components to illustrate the relative contributions of various background processes. For the $B \to \pi \ell \nu_\ell$ analysis, these include the cross-feeds from $B^0 \to \pi^- \ell^+ \nu_\ell$ and other $B \to X_u \ell \nu_\ell$ decays, as well as candidates reconstructed from other generic $B\bar{B}$ and continuum events. For the $B \to \rho \ell \nu_\ell$ analysis, the background distributions shown in Figure 3 include the cross-feeds from non-resonant $B^0 \to \pi\pi \ell^+ \nu_\ell$ decays, a large contribution from $B \to X_c \ell \nu_\ell$ decays as well as candidates reconstructed from other generic $B\bar{B}$ and continuum events.

A number of corrections and scaling factors are applied to the simulated data used for Figures 2 and 3. For all reconstructed modes, the total number of MC events is scaled down by a hadronic FEI calibration factor of $0.79 \pm 0.02$ for events reconstructed using neutral $B$-meson tags, and $0.63 \pm 0.02$ for those reconstructed via charged $B$-meson tags. These factors are applied in order to account for the differences in the tag-side reconstruction efficiency of the FEI between data and MC. An independent study is performed in order to evaluate these factors through fitting the lepton momentum spectrum in $B \to X \ell \nu_\ell$ decays and taking the ratio of signal events in data and MC. For decays involving neutral $\pi^0$ mesons, namely $B^+ \to \pi^0 \ell^+ \nu_\ell$ and $B^0 \to \rho^- \ell^+ \nu_\ell$, an additional scaling factor $SF_{\pi^0} = 0.945 \pm 0.041$ is also applied to the total MC component to correct for differences in the $\pi^0$ reconstruction efficiency between MC and data. This factor is also determined via an independent study of $\eta \to 3\pi^0$ decays, in which the ratio of signal events in data and MC is determined through fitting the invariant mass of the reconstructed $\eta$ meson.

Furthermore, each MC component is weighted by a set of corrections to account for the differences in the lepton identification efficiencies and the pion and kaon fake-rates between MC and data. These corrections are obtained in an independent study [14] and are evaluated per event based on the magnitude of the lab-frame momentum $p$ and polar angle $\theta$ of the
TABLE II: Yields obtained from the extended maximum likelihood fits to 62.8 fb$^{-1}$ of data. The observed significances are also listed.

| Process                  | Fitted signal yield | Fitted background yield | Observed significance |
|--------------------------|---------------------|-------------------------|-----------------------|
| $B^0 \rightarrow \pi^- \ell^+ \nu_\ell$ | 37.1 ± 7.4          | 256.9 ± 16.6            | 7.7σ                  |
| $B^+ \rightarrow \pi^0 \ell^+ \nu_\ell$ | 34.8 ± 7.9          | 222.1 ± 15.8            | 6.2σ                  |
| $B^0 \rightarrow \rho^- \ell \nu$     | 11.0 ± 8.3          | 331.0 ± 21.5            | 1.4σ                  |
| $B^+ \rightarrow \rho^0 \ell \nu$     | 13.7 ± 9.4          | 289.1 ± 21.2            | 1.5σ                  |

reconstructed lepton tracks. For the $B^0 \rightarrow \pi^- \ell^+ \nu_\ell$ and $B \rightarrow \rho \nu_\ell$ decays, a similar set of MC corrections are applied for the charged pion identification efficiencies and the fake-rates due to charged kaons.

The event selection criteria are applied to data along with some data-specific correction factors. Charged particle momenta are multiplied by a factor 1.00056 to correct for momentum-scale differences between data and MC. For reconstructed $B^+ \rightarrow \pi^0 \ell^+ \nu_\ell$ decays in data, an additional correction is applied to scale the energies of the photons assigned to the signal $\pi^0$ candidates to account for known photon energy biases.

Template probability density functions (PDFs) are subsequently built from the MC signal and background $M_{\text{miss}}^2$ distributions shown in Figures 2 and 3, normalized to the luminosity of the data sample. For each decay mode studied, due to limited sample size, all background components are combined together into a single background PDF, and a two-component extended unbinned maximum likelihood fit to the $M_{\text{miss}}^2$ distributions in data under the signal plus background hypothesis is performed. The fit returns two parameters, namely the signal and background yields, which are allowed to float during the fit with no additional constraints. The resultant fitted distributions are illustrated in Figures 4 and 5 for $B \rightarrow \pi \ell \nu_\ell$ and $B \rightarrow \rho \ell \nu_\ell$ decays, respectively.

Fairly good agreement between simulated and measured data is observed across the $M_{\text{miss}}^2$ distributions shown, including in the signal region. In the $B \rightarrow \pi \ell \nu_\ell$ case, a clear signal peak can be seen at $M_{\text{miss}}^2 = 0$ for both data and MC, with all other backgrounds peaking at higher values of $M_{\text{miss}}^2$. For $B \rightarrow \rho \nu_\ell$ candidates, both the signal and background components produce a peak at $M_{\text{miss}}^2 = 0$, with the background peak arising from the non-resonant component in MC. Here, all final-state particles excluding the neutrino in the $B \rightarrow \pi \pi \ell \nu_\ell$ decays are reconstructed and thus a peak at $M_{\text{miss}}^2 = 0$ is expected. Using $M_{\text{miss}}^2$, this background can therefore not be estimated directly and must be estimated based on its $\pi\pi$ mass distribution.

Additional extended maximum likelihood fits are then performed to the same data samples under the background-only hypothesis. The likelihood ratio $\lambda$ between both fits is computed for each decay mode, $\lambda = \mathcal{L}_{S+B}/\mathcal{L}_B$, where $\mathcal{L}_{S+B}$ and $\mathcal{L}_B$ are the maximised likelihoods returned by the fits to the background-only and signal + background hypotheses, respectively. A significance estimator $\Sigma$ is subsequently defined based on the likelihood ratio, $\Sigma = \sqrt{2 \ln \lambda}$. The fitted yields for each decay mode are listed in Table II together with the observed significance.

Due to the comparatively low reconstruction efficiency of the $B \rightarrow \rho \ell \nu_\ell$ decay modes, these do not reach the statistical threshold of evidence. However, as these are already known decay modes, we quote central values with uncertainties together with upper limits.
The branching fractions for each decay mode are extracted using the following formulas:

\[
B(B^0 \to \pi^- \ell^+ \nu_\ell, B^0 \to \rho^- \ell^+ \nu_\ell) = \frac{N_{\text{data}}^{\text{sig}}(1 + f_{+0})}{4 \times C_{\text{FEI}}(\times S_{\pi^0}) \times N_{BB} \times \epsilon}
\]

\[
B(B^+ \to \pi^0 \ell^+ \nu_\ell, B^+ \to \rho^0 \ell^+ \nu_\ell) = \frac{N_{\text{data}}^{\text{sig}}(1 + f_{+0})}{4 \times C_{\text{FEI}}(\times S_{\pi^0}) \times f_{+0} \times N_{BB} \times \epsilon}
\]

where \(N_{\text{data}}^{\text{sig}}\) is the fitted signal yield obtained from data, \(f_{+0}\) is the ratio between the branching fractions of the decays of the \(\Upsilon(4S)\) meson to pairs of charged and neutral \(B\)-mesons \[8\]. \(C_{\text{FEI}}\) is the FEI calibration factor, \(S_{\pi^0}\) is a scaling factor to correct the \(\pi^0\) reconstruction efficiency (for \(B^+ \to \pi^0 \ell^+ \nu_\ell\) and \(B^0 \to \rho^- \ell^+ \nu_\ell\) only), \(N_{BB}\) is the number of \(B\)-meson pairs counted in the current data set, and \(\epsilon\) is the reconstruction efficiency. The factor of four present in the denominator accounts for the two \(B\)-mesons in the \(\Upsilon(4S)\) decay and the reconstruction of both light lepton flavors. The signal efficiency is calculated from the ratio of signal events present in MC before and after all analysis selections.

In the case of \(B \to \rho \ell \nu_\ell\) decay modes, no significant signal is observed. Therefore, a 95% confidence level (CL) upper limit on the branching fraction is calculated assuming a Gaussian likelihood for the branching fractions. The values of the above parameters together with the measured branching fractions and upper limits are summarised in Tables III and IV for \(B \to \pi \ell \nu_\ell\) and \(B \to \rho \ell \nu_\ell\) decays, respectively. The branching fractions agree well with the current world averages for both \(B \to \pi \ell \nu_\ell\) decay modes \[8\]. All branching fraction uncertainties are largely dominated by sample size at the current integrated luminosity.

![FIG. 4: \(M_{\text{miss}}^2\) distributions for (left) \(B^0 \to \pi^- \ell^+ \nu_\ell\) and (right) \(B^+ \to \pi^0 \ell^+ \nu_\ell\) candidates reconstructed from a sample corresponding to 62.8 fb\(^{-1}\) of experimental data with fit projections overlaid.](image)

In preparation for a future extraction of the Cabibbo-Kobayashi-Maskawa matrix-element magnitude \(|V_{ub}|\), fits to the \(B^0 \to \pi^- \ell^+ \nu_\ell\) \(M_{\text{miss}}^2\) distribution are also performed in bins of the squared momentum transfer to the leptonic system, \(q^2\). Due to the small sample size, only three bins are considered, with \(0 \leq q^2 < 8\) GeV\(^2\)/c\(^4\), \(8 \leq q^2 < 16\) GeV\(^2\)/c\(^4\) and \(16 \leq q^2 < 26.4\) GeV\(^2\)/c\(^4\), respectively. The \(B^+ \to \pi^0 \ell^+ \nu_\ell\) mode is not yet considered for
FIG. 5: $M_{\text{miss}}^2$ distributions for (left) $B^0 \rightarrow \rho^- \ell^+ \nu$ and (right) $B^+ \rightarrow \rho^0 \ell^+ \nu$ candidates reconstructed from a sample corresponding to 62.8 fb$^{-1}$ of experimental data with fit projections overlaid.

TABLE III: Measured branching fractions of $B^0 \rightarrow \pi^- \ell^+ \nu$ and $B^+ \rightarrow \pi^0 \ell^+ \nu$ decays using 62.8 fb$^{-1}$ of data, compared with the current world averages. The values of the parameters used in the measurement are also given.

|          | $B^0 \rightarrow \pi^- \ell^+ \nu$ | $B^+ \rightarrow \pi^0 \ell^+ \nu$ |
|----------|------------------------------------|------------------------------------|
| $N_{\text{data}}$ | $37.1 \pm 7.4$                     | $34.8 \pm 7.9$                     |
| $f_{i0}$  | $1.058 \pm 0.024$                  |                                    |
| CF, FEI  | $0.79 \pm 0.02$                    | $0.63 \pm 0.02$                    |
| SF, $\pi^0$ | $0.945 \pm 0.041$                  |                                    |
| $N_{\bar{B}B}$ | $(68.21 \pm 0.75) \times 10^6$   |                                    |
| $\epsilon$ | $(0.254 \pm 0.001)\%$             | $(0.506 \pm 0.002)\%$             |
| $\mathcal{B}$ | $(1.40 \pm 0.28(\text{stat}) \pm 0.05(\text{syst})) \times 10^{-4}$ | $(8.29 \pm 1.99(\text{stat}) \pm 0.46(\text{syst})) \times 10^{-5}$ |
| $\mathcal{B}_{\text{PDG}}$ | $(1.50 \pm 0.06) \times 10^{-4}$ | $(7.80 \pm 0.27) \times 10^{-5}$ |

this treatment due to its lower significance and signal yields. Figures 6 and 7 display the $M_{\text{miss}}^2$ distributions for the full MC sample used for the analysis, and the equivalent post-fit distributions in data for each of these $q^2$ bins. The data-MC agreement is fair across the three distributions, with clear signal peaks identified.

The partial branching fractions for each $q^2$ bin are then evaluated via the following formula:

$$
\Delta \mathcal{B}_i(B^0 \rightarrow \pi^- \ell^+ \nu) = \frac{N_{\text{data}}^i}{4 \times \text{CF, FEI} \times N_{\bar{B}B} \times \epsilon_i},
$$

(3)
TABLE IV: Measured branching fractions and upper limits of $B^0 \to \rho^- \ell^+ \nu_\ell$ and $B^+ \to \rho^0 \ell^+ \nu_\ell$ decays using 62.8 fb$^{-1}$ of data, compared with the current world averages. The values of the parameters used in the measurement are also given.

|                | $B^0 \to \rho^- \ell^+ \nu_\ell$ | $B^+ \to \rho^0 \ell^+ \nu_\ell$ |
|----------------|-----------------------------------|-----------------------------------|
| $N^\text{data}_{\text{sig}}$ | $11.0 \pm 8.3$                  | $13.7 \pm 9.4$                   |
| $f_{+0}$       |                                   | $1.058 \pm 0.024$                |
| $\text{CF}_{\text{FEI}}$ | $0.79 \pm 0.02$                  | $0.63 \pm 0.02$                  |
| $\text{SF}_{\pi^0}$ | $0.945 \pm 0.041$               |                                   |
| $N_{\bar{B}B}$ | $(68.21 \pm 0.75) \times 10^6$   |                                   |
| $\epsilon$     | $(0.073 \pm 0.002)\%$            | $(0.168 \pm 0.001)\%$            |
| $B$             | $(1.51 \pm 1.13(\text{stat}) \pm 0.09(\text{syst})) \times 10^{-4}$ | $(9.26 \pm 6.33(\text{stat}) \pm 0.38(\text{syst})) \times 10^{-5}$ |
| 95% CL limit    | $< 3.37 \times 10^{-4}$          | $< 19.7 \times 10^{-5}$          |
| $\mathcal{B}_{\text{PDG}}$ | $(2.94 \pm 0.11 \pm 0.18) \times 10^{-4}$ | $(1.58 \pm 0.11) \times 10^{-4}$ |

which is equivalent to that for the total branching fraction with the exception that the signal efficiency $\epsilon_i$ and fitted yield $N^\text{data}_{\text{sig}}$ are now determined in each $q^2$ bin.

The fitted yields, observed significance and partial branching fractions for each $q^2$ bin are summarised in Table V. The sum of the partial branching fractions is both consistent with and closer to the known value for $\mathcal{B}(B^0 \to \pi^- \ell^+ \nu_\ell)$ than the branching fraction obtained from the fit over the entire $q^2$ range.

TABLE V: Fitted yields, observed significance and partial branching fractions obtained from fits to the $M^2_{\text{miss}}$ distributions of $B^0 \to \pi^- \ell^+ \nu_\ell$ decays, in three bins of $q^2$. The signal efficiencies from MC are also listed.

| $q^2$ bin | Fitted yield | MC efficiency $\epsilon_i$ | Significance | $\Delta\mathcal{B}(B^0 \to \pi^- \ell^+ \nu_\ell)$ |
|-----------|--------------|---------------------------|--------------|-----------------------------------------------|
| $0 \leq q^2 < 8$ GeV$^2$/c$^4$ | $13.9 \pm 4.5$ | $(0.230 \pm 0.002)\%$ | $4.9\sigma$ | $(0.58 \pm 0.19(\text{stat}) \pm 0.02(\text{syst})) \times 10^{-4}$ |
| $8 \leq q^2 < 16$ GeV$^2$/c$^4$ | $15.5 \pm 4.6$ | $(0.276 \pm 0.002)\%$ | $5.6\sigma$ | $(0.54 \pm 0.16(\text{stat}) \pm 0.02(\text{syst})) \times 10^{-4}$ |
| $16 \leq q^2 < 26.4$ GeV$^2$/c$^4$ | $9.4 \pm 3.8$ | $(0.260 \pm 0.002)\%$ | $3.7\sigma$ | $(0.35 \pm 0.14(\text{stat}) \pm 0.01(\text{syst})) \times 10^{-4}$ |
| Sum       | $38.8 \pm 7.5$ | -                         | $7.7\sigma$ | $(1.47 \pm 0.29(\text{stat}) \pm 0.05(\text{syst})) \times 10^{-4}$ |
| Fit over full $q^2$ range | $37.1 \pm 7.4$ | $(0.254 \pm 0.001)\%$ | -            | $(1.50 \pm 0.06) \times 10^{-4}$ |

7. **SYSTEMATIC UNCERTAINTIES**

A number of sources of systematic uncertainty are identified for this analysis and evaluated for the branching fraction measurements. The relative uncertainties for each source, in percent, are summarised in Tables VI and VII for the total and partial branching fraction measurements, respectively, and include

- $f_{+0}$: We combine the errors on the world averages for the branching fractions
$B\Upsilon(4S)\rightarrow B^+B^-$ and $B\Upsilon(4S)\rightarrow B^0\bar{B}^0$ and calculate the relative uncertainty on the fraction $f_{+0}$.

- **FEI calibration:** The uncertainty on the FEI calibration factors are determined from fits to the lepton momentum spectrum of $B \rightarrow X\ell\nu_\ell$ decays. Sources of uncertainty in this fit include uncertainties on both the branching fractions and form factors of the various semileptonic components of $B \rightarrow X\ell\nu_\ell$, the lepton ID efficiency and fake rate uncertainties, tracking uncertainties and statistical uncertainties in the MC template distribution. The relative uncertainty on the calibration factor forms the dominant source of systematic uncertainty for the $B^0 \rightarrow \pi^-\ell^+\nu_\ell$ and $B^+ \rightarrow \rho^0\ell^+\nu_\ell$ analyses.

- **$\pi^0$ efficiency:** The relative uncertainty on the scaling factor to correct the $\pi^0$ efficiency in MC is derived via an independent study of $\eta \rightarrow 3\pi^0$ decays. It forms the dominant source of systematic uncertainty for $B^+ \rightarrow \pi^0\ell^+\nu_\ell$ and $B^0 \rightarrow \rho^0\ell^+\nu_\ell$ analyses.

- **$N_{BB}$:** The uncertainty on the number of $BB$ events in the present data set includes systematic effects due to uncertainties on the luminosity, beam energy spread and shift, tracking efficiency and the selection efficiency of $BB$ events.

- **Reconstruction efficiency:** We represent the uncertainty on the reconstruction efficiency with a binomial error dependent on the size of the MC samples used for the
FIG. 7: $M_{miss}^2$ for $B^0 \rightarrow \pi^-\ell^+\nu_\ell$ decays candidates restricted to three bins in $q^2$ and reconstructed from a sample corresponding to 62.8 fb$^{-1}$ of simulated data with fit projections overlaid.

- **Tracking:** We assign a constant systematic uncertainty of 0.69% for each charged particle. For decay modes with multiple tracks we assume the associated uncertainties to be completely correlated.

- **Lepton identification:** The lepton efficiencies and pion/kaon fake rates are evaluated in bins of the lepton momentum $p$ and polar angle $\theta$, each with statistical and systematic uncertainties. The effect of these uncertainties on the signal reconstruction efficiency is determined through generating 200 variations on the nominal correction weights via Gaussian smearing. The relative uncertainty is then taken from the spread on the values of the reconstruction efficiency over all variations.

- **Pion identification:** The pion efficiencies and kaon fake rates are similarly evaluated in bins of the pion momentum $p$ and the polar angle $\theta$, as is done for the lepton identification corrections. The relative systematic uncertainty for the pion ID corrections is likewise determined via evaluating the effect of Gaussian smearing on the signal reconstruction efficiency, using 200 variations on the nominal correction weights.
TABLE VI: Sources of systematic uncertainty quoted as a percentage of the measured branching fractions.

| Source       | % of $\mathcal{B}(B^0 \rightarrow \pi^- \ell^+ \nu_\ell)$ | % of $\mathcal{B}(B^+ \rightarrow \pi^0 \ell^+ \nu_\ell)$ | % of $\mathcal{B}(B^0 \rightarrow \rho^- \ell^+ \nu_\ell)$ | % of $\mathcal{B}(B^+ \rightarrow \rho^0 \ell^+ \nu_\ell)$ |
|--------------|---------------------------------------------------------|---------------------------------------------------------|--------------------------------------------------------|--------------------------------------------------------|
| FEI calibration | 2.8                                                     | 2.5                                                     | 2.8                                                    | 2.5                                                    |
| $N_{B\bar{B}}$ |                                                                         | 1.1                                                     |                                                  |                                                        |
| $f_{+0}$     |                                                                         | 1.2                                                     |                                                  |                                                        |
| Reconstruction efficiency $\epsilon$ | 0.5                                                     | 0.5                                                     | 0.6                                                    | 0.6                                                    |
| Tracking     | 1.4                                                     | 0.7                                                     | 1.4                                                    | 2.1                                                    |
| Lepton ID    | 1.5                                                     | 1.5                                                     | 1.1                                                    | 1.1                                                    |
| Pion ID      | 0.6                                                     | -                                                       | 0.8                                                    | 1.5                                                    |
| $\pi^0$ efficiency | -                                                      | 4.4                                                     | 4.4                                                    | -                                                      |
| Total        | 3.9                                                     | 5.6                                                     | 5.8                                                    | 4.1                                                    |

For $B \rightarrow \pi \ell \nu_\ell$ decays, the systematic uncertainties from the modeling of $B \rightarrow X_u \ell \nu_\ell$ are expected to be small compared to other systematic uncertainties. For $B \rightarrow \rho \ell \nu_\ell$ decays, the uncertainty on the non-resonant model cannot be quantified with the currently available data set, but is expected to be small compared to the statistical uncertainties. Additional systematic uncertainties on the efficiencies of various selection criteria are not included, as these are expected to be considerably small in comparison to other systematic effects.

TABLE VII: Sources of systematic uncertainty quoted as a percentage of the measured $B^0 \rightarrow \pi^- \ell^+ \nu_\ell$ partial branching fractions in three bins of $q^2$.

| Source      | % of $\Delta \mathcal{B}_i(B^0 \rightarrow \pi^- \ell^+ \nu_\ell)$ |
|-------------|---------------------------------------------------------------|
| $f_{+0}$    | 1.2                                                          |
| FEI calibration | 2.8                                                          |
| $N_{B\bar{B}}$ | 1.1                                                          |
| Tracking    | 1.4                                                          |
| Recon. efficiency $\epsilon_i$ | 0.8            | 0.8 | 0.9 |
| Lepton ID   | 1.7                                                          | 1.3 | 1.6 |
| Pion ID     | 0.7                                                          | 0.6 | 0.6 |
| Total       | 4.0                                                          | 3.9 | 4.0 |

8. SUMMARY

In summary, we present an analysis of the semileptonic decay $B^+ \rightarrow \pi^0 \ell^+ \nu_\ell$ via hadronic tagging in a Belle II data sample corresponding to $62.8 \text{ fb}^{-1}$. A branching fraction of $(8.29 \pm 1.99 \text{(stat)} \pm 0.46 \text{(syst)}) \times 10^{-5}$ is measured with an observed signal significance of 6.2$\sigma$, in agreement with the current world average \cite{8}. We also present results for $B^+ \rightarrow \rho^0 \ell^+ \nu_\ell$.
and $B^0 \rightarrow \rho^- \ell^+ \nu_\ell$ with an observed significance of 1.5$\sigma$ and 1.4$\sigma$, respectively. The branching fractions are measured for each decay, with $B(B^+ \rightarrow \rho^0 \ell^+ \nu_\ell) = (9.26 \pm 6.33(\text{stat}) \pm 0.38(\text{syst})) \times 10^{-5}$ and $B(B^0 \rightarrow \rho^- \ell^+ \nu_\ell) = (1.51 \pm 1.13(\text{stat}) \pm 0.09(\text{syst})) \times 10^{-4}$, corresponding to 95% CL upper limits with $B(B^+ \rightarrow \rho^0 \ell^+ \nu_\ell) < 19.7 \times 10^{-5}$ and $B(B^0 \rightarrow \rho^- \ell^+ \nu_\ell) < 3.37 \times 10^{-4}$. For $B^+ \rightarrow \rho^0 \ell^+ \nu_\ell$, the branching fraction is found to be in agreement with the current world average [3]. An updated branching fraction for the $B^0 \rightarrow \pi^- \ell^+ \nu_\ell$ decay, $(1.47 \pm 0.29(\text{stat}) \pm 0.05(\text{syst})) \times 10^{-4}$, is quoted based on the sum of the partial branching fractions in three bins of the momentum transfer to the leptonic system, $q^2$.
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