Using Natural Language Processing to Predict Costume Core Vocabulary of Historical Artifacts
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Abstract—Historic dress artifacts are a valuable source for human studies. In particular, they can provide important insights into the social aspects of their corresponding era. These insights are commonly drawn from garment pictures as well as the accompanying descriptions and are usually stored in a standardized and controlled vocabulary that accurately describes garments and costume items, called the Costume Core Vocabulary. Building an accurate Costume Core from garment descriptions can be challenging because the historic garment items are often donated, and the accompanying descriptions can be based on untrained individuals and use a language common to the period of the items. In this paper, we present an approach to use Natural Language Processing (NLP) to map the free-form text descriptions of the historic items to that of the controlled vocabulary provided by the Costume Core. Despite the limited dataset, we were able to train an NLP model based on the Universal Sentence Encoder to perform this mapping with more than 90% test accuracy for a subset of the Costume Core vocabulary. We describe our methodology, design choices, and development of our approach, and show the feasibility of predicting the Costume Core for unseen descriptions. With more garment descriptions still being curated to be used for training, we expect to have higher accuracy for better generalizability.

I. INTRODUCTION

Throughout history, various terms have been used to describe the names of fabrics, colors, and styles of garments, which makes it difficult for the contemporary reader to understand extant or historical written material and interpret the attributes of the garment/artifact described accurately [1]. Dress artifacts are forms of primary data that provide “evidence” of what was worn and is considered “more democratic” than the written words [2].

In the context of historic clothing and textile collections, donors often provide inaccurate written descriptions of artifacts based on their limited knowledge of fashion terminology. Collection managers also adopt these inaccurate descriptions or may unintentionally misdescribe dress artifacts because the artifacts may have been remade or reworked over time. In such instances, the written word cannot be relied upon and a close study and examination of artifacts is necessary.

It is, therefore, a challenge to map a garment written description to a controlled vocabulary, specifically Costume Core. Costume Core is a metadata schema with controlled descriptive fashion terminology (vocabulary) for garments and accessories [3], [4]. Cataloging using a controlled vocabulary is important as it minimizes any potential bias or incorrect interpretation from the curator as described above. A garment contains multiple attributes like Color, Medium, Work Type, Sleeve Type, etc. that describe it, each of which has a term in the Costume Core vocabulary. Having this task done via a human subject is obviously a tedious task. Natural Language Processing (NLP) techniques can be applied to map the historically written descriptions to the Costume Core vocabulary.

In this paper, we build an NLP model to automatically map the free-form written garment descriptions to controlled vocabulary terms. We catalogued hundreds of garments and accessories along with their accompanying historic descriptions, and used them to train our NLP model.

Having a relatively small number of descriptions was a challenge. The use of multiple terms of the same costume core category in the same description (e.g., multiple secondary colors in addition to the primary one) was also misleading to our model that we needed to go through iterations of model design and tuning to overcome. Despite those challenges, we were able to achieve above 90% test accuracy.

While mapping historical artifacts to a controlled vocabulary has been traditionally done manually [5], automating the process is largely unexplored. The contribution of this paper is to introduce a level of automation into this process using NLP to save collection staff time and ultimately encourage the digitization of costume collections and increase their accessibility and use [6].

The rest of the paper is organized as follows. A brief literature review is provided in Section II. Section III describes our materials and methodology with Sections IV and V describing our experimental design and choices as well as the corresponding results. We provide a discussion of the results in Section VI followed by our conclusions in Section VII.

II. LITERATURE REVIEW

The study of dress (the process and product of dressing the body [7]) is important to the humanities. Not only is dress a process in which most, if not all individuals, participate, but it is also an interdisciplinary field of study that draws from...
academic disciplines within the humanities such as anthropology, history, sociology, and psychology, which spark interests among a variety of scholars and students who contribute to humanistic scholarship. Historic costume artifacts are forms of primary data that provide “evidence” of what was worn in the past [2]. Thus, the artifacts are forms of material culture that indicate the social norms, values, mores, and ways of life that humans adopted during a specific time and place. More specifically, historic dress artifacts provide information about social structures regarding age, gender, social class, and race/ethnicity. For this reason, Costume Core provides controlled vocabularies relating to age/stage of life, gender, social class, and country of origin [3]. This assists in providing a record of the social and historical context behind each artifact that more clearly allows curators to examine and, in turn, communicate the cultural significance of dress and fashion to the public through exhibitions and online digital libraries.

Historically, the process of describing these artifacts using a controlled vocabulary, such as Costume Core, has been manually completed by close examination of each artifact [5]. In this process, the accompanying description may or may not be used. It could be used to provide some clarifications on things such as material or fabrication. We view the accompanying descriptions as being a rich source of information that NLP techniques can use to aid in the describing pipeline. In essence, NLP techniques have the potential to assist in building accessible descriptions of these dress artifacts.

The problem addressed in this paper closely relates to text classification of which there are a number of approaches. The authors of [8] perform a very detailed survey of techniques and approaches. Some researchers have investigated the use of different variations of recurrent neural networks [9], [10] where news articles are classified into different story types. However, with the arrival of a transformer encoder-decoder architecture [11] provided new opportunities for solving text classification tasks such as [12], [13].

Focusing in on the specific problem presented in this paper, there has been work on training text classification on small datasets with multi-labels. Such work address feature selection methods for creating text classification solutions [14], [15]. The small size of our dataset leads us to the need of data augmentation. There are a number of techniques for text data augmentation [16]. However, due to the nature of our data and its conceptual meaning, we decided that back-translation [17] is the most applicable technique (more details in Section III).

Since describing garments and accessories has been a manual process, to the authors’ knowledge, there has not been any other work to date focused on automated multi-label classification of these items based on provided text descriptions.

III. MATERIALS AND METHODOLOGY

In this work, we followed the well-known NLP encoder-decoder model architecture where an encoder consumes the artifact description and produces a fixed length embedding vector that is used by a decoder to do the classification task. We describe below how we did this in more detail.

A. Dataset

The dataset we are working with stems from a curated costume and textile collection [citation withheld for blind review]. The collection consists of thousands of garments and accessories, however, only a subset has been labeled using Costume Core (380). This is because, as mentioned earlier, describing items (e.g., with Costume Core), is a time-consuming process performed manually. This describing process is currently being accomplished by the curator’s team.

As this is a curated collection from donors, each item is accompanied by a free-form text description provided by the donors. Each description was originally typed on a physical notecard. The notecards were digitized with optical character recognition (OCR) performed on the images to extract the text. This OCR’ed text was then inspected for quality control. The OCR technology used was Spark OCR [18]. From several attributes in the controlled vocabulary, we focused on Color and Work Type as they apply to all garments and artifacts and are independent. We have developed a pipeline that can be later expanded for the other attributes.

B. The Learning Model

There are two approaches towards building a model capable of processing complex input (text in our case): train a model from scratch or use transfer learning. In transfer learning, a model pre-trained on a large amount of similar data is connected to a small Feed Forward Neural Network (FNN). This structure harnesses the knowledge learned by the pre-trained model and fits this knowledge to the domain problem through training the connected FNN. Since we have a limited dataset, using transfer learning was our best option. To realize this, we used Google’s Universal Sentence Encoder (USE) [19] to fill in the encoder part of our model representing the context of the input text. The USE reduces the knowledge contained in a sentence to a fixed length embedding vector. This is achieved through a transformer-based encoder, or a Deep Averaging Network based encoder. We used the transformer-based encoder which has a higher accuracy but is more complex and resource-heavy. The produced embeddings are fed to the FNN to proceed in the classification task.

C. Data Augmentation

While the use of transfer learning relatively reduces our need for data, we recognize that 380 garments descriptions are still not enough to produce a well-trained model. The lack of training data is a common problem in training machine learning models and can limit the model’s ability to generalize well. To overcome the training data problem, data augmentation can be used to synthetically enrich our training data [20], [21]. We used back-translation to achieve this task, in which we translate a description to multiple different languages; namely French, German, and Spanish, then back to English. Despite the historic nature of the original text, the resulting different
English versions of the description add a level of resiliency to our model and made it more generalizable. The size of the dataset after augmentation is 1520, which after sentence tokenization increases to 4169.

D. Evaluation

In machine learning, the training dataset should represent the original dataset distribution. The test set, however, plays the role of the unseen data, hence should not be impacted by the design choices to guarantee a fair evaluation of the trained model. While data augmentation enriches our dataset by producing sentences different from the original ones, the derived sentences can still exhibit some correlation to their original ones. Consequently, we needed to carefully split our data and evaluate the model predictions.

- **Data Split:** Having correlated descriptions between the training set and test set can mislead the model evaluation scores by overestimating the model’s ability to predict in a real scenario. To avert this effect, we split our dataset then augmented the training descriptions separately using the described augmentation techniques.

- **Prediction:** The augmentation techniques we used enriched our dataset with different versions of the original descriptions. Therefore, we evaluated our model predictability on each description in the test set by aggregating and averaging the prediction score across a set of descriptions produced via the same augmentation techniques used on the training set. This method was followed by some of the major seminal papers that were produced based on the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [22], such as ResNet [23] and GoogLeNet [24].

In addition to using the average prediction score, and since our classification problem includes more than 10 labels, we used the top-$k$ error evaluation technique used in ILSVRC [22]. The top-$k$ error measures the possibility that the target label does not exist in the top $k$ predicted labels ($k$ labels with highest probability where $\sum P_{class} = 1$). We used the top-$k$ error for $k$ up to 3.

IV. EXPERIMENTS

A. Intuition

While a description contains multiple sentences describing the artifact in detail, information relevant to the primary color or Work Type is often present only in one sentence, and sometimes it includes multiple colors for different parts of the garment. Only one of them is considered the “primary color” and another is considered a “secondary color” and the rest are of no significance. For example, in the description “Short brown, grey, beige mink fur cape. “, brown is the primary color, grey is the secondary color, and beige is of no significance.

Irrelevant information potentially adds noise to the data and hinders the model from focusing on the right features. In some extreme cases, this irrelevant information can turn adversarial. An example of an adversarial case is when multiple color variants of the same artifact are mentioned in the description such as “robe: floorlength hot pink wool robe. crew neck lined with a brocade teal and gold ribbon going down the front”. The robe is pink while the brocade is teal and ribbon is gold.

At an early stage of this work, our model took the entire description as input. But this model was unable to generalize well given a multi-sentence description and a fixed length embedding, the model could not attend enough on the right context to capture the correct Costume Core Vocabulary.

To fix this, we changed the structure of the descriptions and the grouping of the class labels. The intuition is to introduce context isolation and allow the model to better attend to the important details .

B. Changing Structure of Input Text

To better attend to context, we tokenize the descriptions into multiple sentences. After sentence tokenization, each training data sample contains one sentence from a description rather than the whole description. This can help the model to focus on sentence-level context rather than a description-level context. Now that the data is on a sentence-level we re-annotated each sentence based on the information that the sentence contains. This is helpful in cases where there are multiple attribute values for one garment such as “a pink dress with white detailing”. The model would classify every sentence into the corresponding primary color or work type of the original garment description if it is present in the sentence. Otherwise, a no-color/no-work-type label is attached to the sentence. Finally, data augmentation using back-translation is applied on the sentence-level.

C. Color Grouping

Having many classes resulted in data sparsity class-wise. By reducing the number of classes, we were able to tackle this problem and ensure that there is enough data per class. The Costume Core Vocabulary defines 31 colors, which include metallic colors like rust, gold, silver for jewellery and accessories. These 31 classes were mapped to a broader grouping of colors as shown in Table 1.

### Table 1: Color Groups

| color | color-group | color | color-group |
|-------|-------------|-------|-------------|
| black | black       | coral | orange      |
| blue  | blue        | orange| pink        |
| navy  | navy blue   | brass | burgundy    |
| teal  | teal        | fuchsia| pink       |
| brown | brown       | pink  | purple      |
| tan   | tan         | lavender| purple   |
| gray  | gray        | purple| red         |
| silver| silver     | maroon| red         |
| green | green       | red   | white       |
| turquoise | turquoise | red   | white       |
| gold  | gold        | rust  | white       |
| metallic | metallic | beige | white       |
| gold  | gold        | cream | white       |
| yellow | yellow     | white | white       |
| amber | amber       | clear | white       |
D. Data Balancing

While our new labeling scheme improves the model attention, it introduces another challenge, data imbalance. After sentence tokenization, the data contains many more sentences labeled “no-color” than those with a primary color. To counter this imbalance, undersampling is performed for the “no-color” and “no-work-type” class. The class is sampled by a fraction of 0.15 to match the largest classes like white and black as shown in Figures 1 and 2. By reducing to the largest class, we reduce the chance of model bias towards the majority class, “no-color” and “no-work-type”. The majority classes could not be further undersampled to obtain better data balance as that would significantly reduce the size of the dataset. It is worth mentioning that we apply data balancing only to the training data after shuffling and splitting the original dataset. As pointed out in Section III-D, each description in the test set is tokenized and augmented separately but without balancing.

E. Architecture and Hyperparameters

Our model architecture consists of the USE and multiple FNN layers, as shown in Figure 3. The embedding is produced by the USE and then passed to a Fully Connected (FC) Layer of the FNN. The FNN consists of 3 Fully Connected Layers. The output of the final layer is passed through a SoftMax layer to produce the predictions and their corresponding probabilities. The best configuration of hyperparameters that lead to the results in Section V are summarized in Table II. The values were tuned using grid search for a range of 1e-05 to 1e-02 for Learning rate and 4 to 128 for Batch Size. We experimented with Adam, SGD and RMSProp for optimizers. Gradient clipping was employed in experiments with SGD and RMSProp although Adam finally proved the best. Although we set the range to 20 epochs, we used early stopping to ensure that the model does not overfit. The raw dataset is split into 80/20 for the training and test sets. The training set and test set are augmented, and sentence tokenized separately. The processed training set is then further split into 80/20 as training and validation sets.

Fig. 1. Class-wise Distribution of Training Data - Color

Fig. 2. Class-wise Distribution of Training Data - Work Type

Fig. 3. Model Architecture - A labeled description is provided to the USE to produce an embedding of size m. This embedding is then passed to the FC layers to obtain an output vector of size where c is the number of classes. The output vector is provided to a SoftMax layer which results in the prediction and probability of the prediction.

V. RESULTS

A. Training and Validation Accuracy

Figures 4 and 5 show the model learning curves, particularly accuracy. For the color classification task, the model achieved training and validation accuracy of 99% and 97.95%, respectively. For the work type, the achieved training and validation accuracy are 99% and 93.05% respectively. The training and validation accuracy differ marginally. From the
training accuracy we can infer that the model is learning the features of the data and the validation accuracy shows that it is learning it well. Based on the difference between the training and validation accuracy we can infer that the model does not overfit. Table III shows an example of a description from the training dataset undergoing tokenization and augmentation before feeding to the model for training.

TABLE III

| Original Description | White and cream formal dress. Fully covered in netting and lace. Cream taffeta, white netting with cream flocked and floral design. |
|---------------------|-----------------------------------------------------------------------------------------------------------------------------------|
| Example sentence after tokenization | white and cream formal dress |
| Variants after augmentation | formal white dress and cream, white and cream formal dress, white dress and cream, white and cream formal dress. |
| Class label for Color | white, no color, white |
| Class label for Work Type | dress, no work type, no work type |

B. Test Results

The test set was separated from the training set and evaluated following the methodology described in Section III. Tables IV and V show the overall evaluation metrics for the Color and Work Type attributes (precision, recall, and F1-score) as well as a breakdown for each color and Work Type class. Figures 6 and 7 also show a detailed confusion matrix for the Color and Work Type attributes. The model achieves an F1-score of 0.91 for Color and 0.85 for Work Type.

Figure 8 shows a description from a test record for which predictions have been obtained by the model. It tracks a description before aggregation on a sentence-level to the final prediction on a description level as described in Section III.
When working with detailed text descriptions where each sentence describes a different part of the garment, it is important to capture the relevant features to achieve good performance, i.e., the model needs to attend to the right context. In the English language, context is critical as one word can have many meanings. In our task of Color classification, a model cannot distinguish between the primary and secondary color unless the importance is induced through context.

We started by training the model on the descriptions after preprocessing. We achieved a high training and validation accuracy over 95%, but the test accuracy was 44%. The model was unable to generalize well. In a complex training record, we see that multiple details are mentioned in the description making it difficult for the model to learn the right feature. While analyzing the results, we observed the accuracy increase from 44% to 63% if we accepted a secondary color in the prediction as the correct prediction. The model had trouble capturing the key features. We suspected that the model was overfitting since the model complexity was high while the dataset was small and sparse.

Our next effort was to provide more examples per class to the model through augmentation, hoping that would reinforce the important features and make the model more robust. Since we had already achieved a good accuracy on training and validation, we focused on the generalization capabilities of the model which can be measured through the test accuracy. Although that helped in improving accuracy by 8%, reaching 52%, it was not good enough. When we evaluated the model with top-k accuracy as described in Section III, we saw an increase in test accuracy to 78% for the top-3 accuracy. We observed that as we increased k, the accuracy increased and then saturated at k = 3. Observing that the primary color was in the top-3 predictions of the model hinted that the model requires more attention for the primary class, so that it could appear as the top prediction instead of one amongst the top-3.

To provide the model with the right context to attend to, we simplified the description and provided only sentences (fragments of a description) to the model to train on. By sentence tokenization, we were able to break down the complexity associated with multiple sentences where each sentence referred to at least one other attribute of the garment. This helped the model concentrate more on the class present in the given sentence. But colors may not appear in every sentence of the model. Since we wanted our model to be robust to descriptions where there might be no color cue present, we labeled the sentences as color c if it were present as the primary color, otherwise it was labeled “no-color”. Now the model not only could identify colors in each sentence, but it could also identify sentences that do not have a primary color in them. By breaking down the sentences, we were able to also capture different colors in a garment if they appeared in different sentences. As an example, in the description “Girl’s pink organza dress. Dress has a peter pan collar trimmed in lace and floral embroidery in white”, by tokenizing it into multiple sentences, the first sentence is labeled “pink” while the rest are “no-color”. Now, we can label the second sentence as white in case we wished to capture secondary color in the future. The results are summarized in Table VI.

The final goal of the work is to be able to automatically map a new set of descriptions to their Costume Core vocabulary. If the model were to give a sentence-level result when provided with a description, there would be uncertainty while using the resulting predictions for further tasks. Hence, we used aggregation for the model predictions. Through aggregation, we get one final prediction for a description that can be traced back to the sentence-level results if required. If the requirement were to change to a sentence-level prediction or to identify if color is present, the results can be used as such or aggregated however deemed fit. This flexibility of using a sentence or description-level prediction enables the model to be used with different tasks. The results can be used in conjunction with the confusion matrix to interpret and understand why a particular class is performing well or poorly. For color, we can see that white is performing well with a precision of 0.91 and a recall of 1. A recall score of 1 means that all the 32 white descriptions were classified correctly as white. But a lower precision score indicates that there may be false positives for the class. Looking at the confusion matrix, we can see that one data sample, which did not have any primary color, was misclassified as white.

VII. CONCLUSION AND FUTURE WORK

In this paper we use machine learning to automate the Costume Core classification problem for description of historic garments, and we particularly target the garment Primary Color and Work Type. In this problem, we seek to extract these two attributes from the garment accompanying free-form text descriptions, where a human expert would otherwise be needed. We present an NLP solution based on the USE. In the presented approach, we described our methodology including the preprocessing and data augmentation needed to get the garment descriptions ready for consumption by the model. We also described how the evaluation method is framed to
follow the rationale of the steps taken in training the model. While our early trials had less than 50% test accuracy, we managed to adjust and tune the model to reach more than 90% accuracy. Given a small dataset (380 garment descriptions), we consider the accuracy achieved acceptable and promising. As there are more descriptions currently being OCR’ed and prepared for use, we anticipate having this accuracy increase. This solution can be further extended to other Costume Core attributes such as Medium, Technique and Dress Type. As a part of the collection, some artifacts are also photographed. The images can be used in addition to the descriptions and a multimodal machine learning model can be built on this dataset in the future.
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