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ABSTRACT
Navigation is an essential ability for mobile agents to be completely autonomous and able to perform complex actions. However, the problem of navigation for agents with limited (or no) perception of the world, or devoid of a fully defined motion model, has received little attention from research in AI and Robotics. One way to tackle this problem is to use guided navigation, in which other autonomous agents, endowed with perception, can combine their distinct viewpoints to infer the localisation and the appropriate commands to guide a sensory deprived agent through a particular path. Due to the limited knowledge about the physical and perceptual characteristics of the guided agent, this task should be conducted on a level of abstraction allowing the use of a generic motion model, and high-level commands, that can be applied by any type of autonomous agents, including humans. The main task considered in this work is, given a group of autonomous agents perceiving their common environment with their independent, egocentric and local vision sensors, the development and evaluation of algorithms capable of producing a set of high-level commands (involving qualitative directions: e.g. move left, go straight ahead) capable of guiding a sensory deprived robot to a goal location. In order to accomplish this, the present paper assumes relations from the qualitative spatial reasoning formalism called StarVars, whose inference method is also used to build a model of the domain. This paper presents two qualitative-probabilistic algorithms for guided navigation using a particle filter and qualitative spatial relations. In the first algorithm, the particle filter is run upon a qualitative representation of the domain; whereas, the second algorithm transforms the numerical output of a standard particle filter into qualitative relations to guide a sensory deprived robot. The proposed methods were evaluated with experiments carried out on a 2D humanoid robot simulator. A proof of concept executing the algorithms on a group of real humanoid robots is also presented. The results obtained demonstrate the success of the guided navigation models proposed in this work.

KEYWORDS
Knowledge Representation and reasoning in Robotic Systems; Mapping, localisation and exploration; Multi-Robot Systems

1. Introduction

Navigation is an essential ability of any autonomous mobile agent. This is a complex task that involves several cognitive competences, such as the elaboration and interpre-
tation of maps, localisation and the decision of which action to take in order to maintain a desired path (Colombo et al., 2017). Although these issues have been tackled extensively in robotics (DeSouza and Kak, 2002; Kruse et al., 2013), spatial cognition (Epstein et al., 2017), and at the intersection of both fields (Ekstrom et al., 2018), little attention has been given to the investigation of algorithmic methods that present a solution to cases in which the agent has to navigate with limited perception, no sensing apparatus or without a defined motion model. From the spatial cognition standpoint, this issue was briefly considered within the description or depiction of maps and route directions (Tversky and Lee, 1999; Tversky, 2014). Inspired by such work, the present paper considers the problem of autonomous guided navigation. Guided navigation is the task in which a group of autonomous agents (observers) use a combination of the information obtained from their multiple (distinct and egocentric) viewpoints to infer the pose, the route and the actions that a guided, sensory deprived, agent must execute to achieve a goal destination. It is desirable that this navigation system should be able to guide any type of mobile autonomous agent (human or robotic), as long as the agent is capable to follow commands in terms of direction relations. To this end, the present paper assumes commands defined upon a set of qualitative directions (e.g. move left, go straight ahead) that could be easily interpreted by a human agent, but that should also be translatable to low-level robot actions. The main task considered in this work is, given a group of autonomous agents perceiving their common environment with independent, egocentric and local vision sensors, the development and evaluation of algorithms capable of producing a set of high-level commands capable of guiding a sensory deprived robot to a goal location. The success rate for this task is, then, measured as the number of trials in which the sensory deprived agent is able to reach the goal location by using only the information provided by the observers.

This work falls within the cognitive robotics field, whose goal is the investigation of “the knowledge representation and reasoning problems faced by an autonomous robot (or agent) in a dynamic and incompletely known world” (Levesque and Lakemeyer, 2008). Although the present paper is mainly concerned with algorithmic aspects of guided navigation considering groups of robots, we believe that this work could open avenues of research toward the development of navigation strategies for robots and humans considering a human-like description of maps, routes and self-localisation (Tversky and Lee, 1999; Tversky, 2014; Wolter et al., 2008). The cognitive adequacy of this line of research has been considered in (Lücke et al., 2011), where a set of qualitative relations (similar to those used in this paper) was designed to emulate the mental conceptualisations of wayfinding and route elements proposed in (Klippel et al., 2005).

We can envision a number of application scenarios for the investigation described in this paper. Considering a mobile robot, the need to receive commands from other agents can arise due to possible failure of its perceptual system while working on a collaborative task (e.g. search and rescue). Another domain where guided navigation comes into play is the collaboration of multiple agents toward the execution of a common task. In this case, the robot that is the closest to achieve a goal may momentarily have his perception impaired and be in need of guidance (this is a common situation in robot soccer). We can also consider the application of these ideas considering humans as guided agents where, for instance, sensors located in the environment could provide wayfinding assistance to people with partial or total visual impairment, or in military domains where surveillance drones could provide essential routes to platoons engaged in conflict situations. These application scenarios provide the motivation to
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1 (or human!)
develop this research, however the actual deployment of the results presented here in real-world domains is outside the scope of this paper.

In this paper, the guided agent receives commands from the observer agents in terms of qualitative spatial relations, such as move right, move left, move forward and move backward. These commands are modelled using the qualitative spatial reasoning formalism called StarVars (Lee et al., 2013) (Section 2.2), that is a spatial calculus defined upon relative directions that can be effectively used to integrate observer-relative information. StarVars is used alongside a particle filter to provide guided navigation within a world model constructed using the available multiple viewpoints of observers in a domain. Particle filter (PF) (Thrun et al., 2005) (Section 2.1) is a traditional filtering technique that works in two stages: update and prediction. In this paper two PF algorithms are introduced: in the first, the update stage of the filter was modified to receive, instead of the usual numerical data, a qualitative world model that is constructed using the StarVars calculus (Section 3.2); in the second, the particle filter runs upon the relative locations of the various objects in the domain, and the StarVars representation is used only to transform the outputs of the filter into qualitative relations in terms of the agents’ egocentric reference frame (Section 3.3). Results (Section 4) show that both algorithms provide effective guidance to a sensory deprived agent, where the second method proposed shows a more robust behaviour.

2. Background

This section presents a summary of the main techniques used in this work, namely Particle Filter and StarVars Calculus.

2.1. Particle Filter

Particle Filter (Thrun et al., 2005) is the generic name for some probabilistic techniques whose purpose is to recursively compute, at each time instant \( t \), the posterior probability \( \text{bel} \) of a set \( S_t \) of \( N \) particles randomly distributed and composed of a weight \( w \), assigned according to the particle’s importance. Informally, a particle filter algorithm, applied to a robot’s pose, generates a number of hypotheses of the possible locations and orientations of the robot and tests them against sensor information. Particles that agree with the observations receive a higher weight than particles that do not agree (the latter end up being ignored as the inference progresses).

The basic Particle Filter method is shown in Algorithm 1, where \( S_{t-1} \) represents the particle set at \( t-1 \), \( u_t \) represents an input that influences the transition model and \( z_t \) represents a measurement. Each particle in \( S_{t-1} \) represents a possible state of the system (i.e. the robot’s pose, in the present context). In Line 3 of Algorithm 1, a state \( x^i_t \) is created based on the particle \( x^i_{t-1} \) and the action \( u_t \). The set obtained after \( N \) iterations of this line represents the predicted belief \( \overline{\text{bel}}(x_t) \). In turn, at Line 4, the \( w^i_t \) importance factor of each particle (its weight) is calculated based on the \( z_t \) measurement. In fact, \( w^i_t \) is the probability of obtaining the measurement \( z_t \) with the particle \( x^i_t \). The set of particles (with their respective weights) represents the posterior belief \( \text{bel}(x_t) \). Lines 7 to 10 represent the particle resampling (or importance sampling), where the algorithm draws particles from the temporary \( S_t \) and inserts them into the new set \( S_t \). The probability of a particle \( x^i_t \) being sampled is given according to its importance factor \( w^i_t \). Prior to resampling, the particles are distributed according to
Algorithm 1 Particle Filter

Require: $S_{t-1}, u_t, z_t$

1: $S_t = S_t = \emptyset$
2: for $i = 0$ to $N$ do
3: Sample $x_t^i \sim p(x_t | u_t, x_{t-1}^i)$
4: $w_t^i = p(z_t | x_t^i)$
5: $S_t = S_t \cup <x_t^i, w_t^i>$
6: end for
7: for $i = 0$ to $N$ do
8: draw $m$ with probability $\propto w_t^m$
9: push $x_t^m$ into $S_t$
10: end for
11: RETURN $S_t$

Figure 1. Star relations: $A(7)B \land B(3)A$, as introduced in [Lee 2013].

$bel$. After that, the distribution becomes the posterior belief $bel(x_t)$.

2.2. The StarVars calculus

The Star Calculus with Variable interpretation of orientation - StarVars $m$ [Lee et al., 2013] is a qualitative spatial calculus defined upon relative directions based on the absolute direction calculus Star $m$. The Star $m$ calculus [Renz and Mitra, 2004] is a formalisation of qualitative directions between pairs of points (with respect to a given reference direction). It is defined by $n$ lines intersecting at each point, thus defining $2n$ sectors per point, where $m = 2n$ is the calculus granularity. This calculus is part of the Qualitative Spatial Reasoning (QSR) field of research [Cohn and Renz, 2007; Ligozat, 2013]. QSR is a subfield of knowledge representation in artificial intelligence that attempts the formalisation of spatial knowledge based on primitive relations defined over elementary spatial entities.

A qualitative direction relation in Star $m$, $p(R)q$ is the sector $R$ of $p$ in which $q$ is located [Lee et al., 2013]. Figure 1 shows an example of Star $8$ relations (or constraints) between two points $A$ and $B$: $A(7)B$ and $B(3)A$, where $A(7)B$ represents that point
If and only if $\det(A) = 0$.

The notation $[a, b]$ is used in Lee (2013) to represent the angular sector delimited by the lines $a$ and $b$. Reasoning with $Star_m$ can be executed using composition tables (Renz and Mitra, 2004). However, Lee (2013) argues that this can be more efficiently accomplished using Linear Programming (LP). Linear programming (Gupta, 2009) is a widely used method for solving optimisation problems. A linear program is composed of an objective linear function and a system of linear equations and inequalities called constraints, whose solutions are obtained by minimising (or maximising) the objective function while respecting the constraints. A $Star_m$ set of relations can be described as a linear program, whereby the system of inequalities is constructed based on vector algebra in the following way: given two vectors $\vec{v}, \vec{u} \in \mathbb{R}^2$, each represented as a column of a $2 \times 2$ matrix; $\vec{u}$ is on the left (right) of $\vec{v}$ if and only if the determinant of these two vectors is greater (less) than zero, $\det(\vec{v}, \vec{u}) > 0$ ($\det(\vec{v}, \vec{u}) < 0$); $\vec{u}$ is parallel to $\vec{v}$ if and only if $\det(\vec{v}, \vec{u}) = 0$.

Let $\vec{v} = (x_2, y_2) - (x_1, y_1) \in \mathbb{R}^2$ be a vector with start point $A = (x_1, y_1)$ and end point $B = (x_2, y_2)$ and a unit vector $u(A, s)$ with the same orientation as the line $s$ from $A$; that is, $u(A, s) = (\cos(\theta_1 + s\eta), \sin(\theta_1 + s\eta))$, where $\theta_1$ is the orientation of $A$ and $\eta = \frac{360\phi}{m}$. The relation $A(s)B$ is satisfied if and only if $\vec{v}$ is on the left or parallel to $u(A, c)$ and $\vec{v}$ is on the right of $u(A, d)$, considering the convex relationship $A[c, d|B$.

So, $\det(u(A, c), \vec{v}) \geq 0$ and $\det(u(A, c), \vec{v}) < 0$, which is equivalent to the following system of inequalities:

$$
\begin{align*}
-sin(c\eta)x_1 + sin(c\eta)x_2 + cos(c\eta)y_1 - cos(c\eta)y_2 &\leq 0, \\
sin(d\eta)x_1 - sin(d\eta)x_2 - cos(d\eta)y_1 + cos(d\eta)y_2 &\geq 0.
\end{align*}
$$

$StarVars_m$ is defined on $\mathbb{R}^2 \times \Theta_m$, where $m$ represents the granularity ($m \in \mathbb{N}$ and $m \geq 2$) and $\Theta_m = \{0\eta, 1\eta, 2\eta, ..., (m-1)\eta\}$, the set of orientations in the domain with $\eta = \frac{360\phi}{m}$. A $StarVars_m$ spatial object is composed of $(x, y, \theta)$, where $(x, y) \in \mathbb{R}^2$ determines the position and $\theta \in \Theta_m$ the orientation (Lee, 2013).

$StarVars_m$ relations have the same meanings as $Star$ relations. However, the former relations are interpreted according to the individual orientations of each spatial object, where the 0 line is always aligned with the $\theta$ orientation. Thus, reasoning with $StarVars_m$ can be done using linear programming by including the orientation of the spatial object in the system of inequalities (1), resulting in the system of inequalities (2). Lee et al. (2013), considering the convex relationship $[c, d|$ between two spatial objects.

$$
\begin{align*}
-sin(c\eta + \theta_1)x_1 + sin(c\eta + \theta_1)x_2 + cos(c\eta + \theta_1)y_1 - \\
-cos(c\eta + \theta_1)y_2 &\leq 0, \\
-sin(d\eta + \theta_1)x_1 - sin(d\eta + \theta_1)x_2 - cos(d\eta + \theta_1)y_1 + \\
+cos(d\eta + \theta_1)y_2 &\geq 0.
\end{align*}
$$

Using the granularity $m$ as input, the number of spatial entities $n$ and the set of direction relations between all entities (referred as $\phi$, where $\phi = \bigwedge_{i \neq j} v_i R_{ij} v_j$, where $i, j = 1, ..., n, i \neq j$), the solution of the system of inequalities (2) give the orientations of all spatial entities in the domain. Linear programming then returns a world model.
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2As linear programming is only defined upon non-strict inequalities, the second inequality in the system (1) must be adapted to be less than or equal to an infinitesimal negative value $\epsilon$ (as shown in Eq. (2)).
\[ \psi = \bigwedge_{i \in \{1, \ldots, n\}} (x_i, y_i, \theta_i) \] as soon as the first set of orientations solving the inequality system is found. Otherwise, LP continues the search and returns \text{Fail} if no such set is found. Thus, \textit{StarVars}_m returns a complete world model, with \( x, y \) and \( \theta \) from each oriented spatial entity and \( x \) and \( y \) from each non-oriented reference point, if a world model exists. In this work, the simplex method [Dantzig 1990] was used to solve the linear programs.

For example, let’s assume a domain with three spatial entities, two of them (\( A \) and \( B \)) have orientations and one (\( C \)) is a non-oriented point. And, let the set of qualitative direction relations between these entities be: \( \{ A(1)B \land B(0)A \land A(0)C \land B(2)C \} \), for \( m = 8 \). In this case, it is possible to define a system of 8 inequalities, where the variables are the orientations \( \theta_A \) and \( \theta_B \) of points \( A \) and \( B \). This system is obtained from the system of inequalities (2) by replacing \( c \) with the relations \( \{(1),(0),(0),(2)\} \) (between \( A, B \) and \( C \), as above) and \( d \) by \( c + 1 \). The resulting linear program is used to check whether the system can be satisfied for different values of \( \theta_A \) and \( \theta_B \). If consistent values are found, a world model with coordinates and orientations for all domain elements is returned. In this example, a possible world model (assuming \( \epsilon = -1 \)) would be: \( x_A = 0.0, y_A = 0.0 \) and \( \theta_A = 0^\circ \); \( x_B = 1.0, y_B = 1.0 \) and \( \theta_B = 225^\circ \); \( x_C = 2.0 \) and \( y_C = 0.0 \).

StarVars reasoning starts by checking the consistency of the inputs. If consistency is verified, the system returns at least one world model. In case the system does not return any model, it can be said that the input is inconsistent. As each observer agent has an orientation given by \( \theta \in \Theta_m \), where \( \Theta_m = \{0\eta, 1\eta, 2\eta, \ldots, (m - 1)\eta\} \) and \( \eta = 360^\circ / m \), if any agent is in a different orientation than that represented by \( \Theta_m \), the model fails. StarVars also fails to provide a model if errors in the object detection occur, leading to the incorrect description of the relations holding between spatial entities. Moreover, the model returned by StarVars may not be unique (but all resulting models are consistent with respect to the observations); thus, as we shall see further in this paper, the first model generated is chosen at the beginning of each StarVars iteration.

2.3. \textit{Agent Model in StarVars}

The angular sectors of \textit{StarVars}_m are combined to represent qualitative relative directions in terms of the agents’ egocentric reference frame, according to Equations (3) to (6) (cf. Figure 2).

\[
\begin{align*}
\text{Left} &= \left[ \frac{m}{8}, \frac{3m}{8} \right], \quad (3) \\
\text{Right} &= \left[ \frac{3m}{8}, \frac{5m}{8} \right], \quad (4) \\
\text{Forward} &= \left[ \frac{5m}{8}, \frac{7m}{8} \right], \quad (5) \\
\text{Backward} &= \left[ \frac{7m}{8}, \frac{m}{8} \right]. \quad (6)
\end{align*}
\]

The guided agent follows simple spatial expressions (actions) such as \textit{Stop}, \textit{TurnRight}, \textit{TurnLeft}, \textit{MoveForward} and \textit{MoveBackward} (defined in terms of \textit{StarVars}_8) in order to reach a goal region. Let \( \delta_t \) represent a Gaussian noise with zero mean and variance \( \sigma \) (\( \delta_t \sim \mathcal{N}(0, \sigma) \)), these actions are then defined as follows:
Figure 2. Guided agent directions for $m = 8$.

- **Stop**: no movement is executed;
- **MoveForward**: the agent moves in a straight line with respect to its orientation at any speed;
- **TurnRight**: the agent rotates $-90^\circ + \delta t$ and applies a MoveForward action;
- **TurnLeft**: the agent rotates $+90^\circ + \delta t$ and applies a MoveForward action;
- **MoveBackward**: the agent rotates $180^\circ + \delta t$ and applies a MoveForward action;

The Moveforward action only ends when the guided agent is instructed to stop.

The guided agent has no information of its pose and does not have a direct perception of the domain, apart from receiving commands as the spatial expressions listed above. The other agents (called observer agents), on the other hand, have total knowledge of their poses and perceive their environment by means of cameras located in their “heads” (assuming humanoid robots). I.e. the observer agents can only share their local views of the environment, no global viewpoint is available. This work assumes that there could be any finite number of observer agents in the domain, but only one guided agent is allowed. Regardless of the number of observer agents present, the commands communicated to the guided agent are passed only by one of the observer agents, called coordinator. It is the coordinator agent that makes the necessary inferences given the perspectives and orientations of all other observer agents. The Stop command is the only exception, as it can be issued by any observer agent at any time. Any agent can play the role of coordinator, but once assigned, this role should not change until the end of a navigation task.

3. Guided Robot Navigation

This section describes a general algorithm for guided navigation and two distinct instantiations of it: the Qualitative Particle Filter (QPF) algorithm (Section 3.2) and the Particle Filter with Qualitative Commands (PFQC) algorithm (Section 3.3). The former uses qualitative data to feed a particle filter that is responsible for taking the guided agent toward a goal location. In this model, both motion prediction and update are performed based on the qualitative regions defined by the intersection of the $StarVars_m$ sectors defined by the location of all agents in the domain. The latter uses numerical direction and orientation data to feed a conventional particle filter and, with these particles, to infer commands which are then transformed into qualitative
relations for leading the guided agent to the goal. In this work a guided navigation task is considered successful if the sensory deprived agent was able to reach the goal location by using uniquely the information provided by the other observers.

Videos with running examples of these algorithms are available in the following sites:

- For simulation examples: [https://youtu.be/kGyisRRThjY](https://youtu.be/kGyisRRThjY)
- For examples with real robots: [https://youtu.be/aoiU1JjJg1M](https://youtu.be/aoiU1JjJg1M)

### 3.1. General Guided Navigation Algorithm

In the general guiding agent algorithm (Algorithm 2) the set of all spatial entities \((e_j)\) is represented by \(SE\) and consists of all observer agents \((o_i)\), a coordinator agent \((o_c)\) and the guided agent \((g)\) (that does not have a direct perception of its environment).

Informally, the general algorithm works as follows: the coordinator agent \((o_c)\) first collects all the locations and observations of all observer agents \(o, o = \{o_i\} \cup \{o_c\}\), in the domain; \(o_c\) then uses this information to create a global representation (a map) with the poses of all observers and objects perceived by each observer agent \(o\); this map is used to generate particles, hypotheses about all the possible poses of \(g\) and every observer \(o\). The particles with the highest probability values guide the choice of actions (commands) that are sent to \(g\); as \(g\) moves, the other agents’ perceptions are updated, as well as the particles’ probability values assigned to the domain entities (as presented in Section 2.3). The algorithms QPF and PFQC, described below, are instances of this process, differing according to the way the map is constructed and how the particles are distributed and evaluated.

The set of relative directions (as perceived by all observer agents) is represented by \(Z_c\), where \(Z_c = \bigwedge_{i \neq j} < o_i, z_{ij}, e_j, \theta_i >\) (where \(i\) runs over the set of observer agents and \(j\) over the set of all domain elements), \(z_{ij}\) is the StarVars relation holding between \(o_i\) and \(e_j\) and \(\theta_i\) is the orientation of observer \(o_i\).

All guided navigation inferences and messages are executed by the coordinator agent \(o_c\), so all functions attributed to it have a subscript index \(c\). Some of these functions directly influence the guided agent, so they get a superscript \(g\).

Informally, Algorithm 2 can be described as follows:

% Each observer sends their observations to the coordinator agent

The loop between Lines 2 and 8 of Algorithm 2 represents the procedure for collecting the directions (operated by the function `getDirection`) of each spatial entity \(e_j\) as perceived by each observer agent \(o_i\) (\(z_{ij}\) in Line 4). The case where the guided agent has information about its orientation is considered in Lines 9–12.

% With all the observations collected, mapping and particle release is executed

The `mapping_c` function (Line 13) is responsible for creating the internal representation (\(\psi\)) of the location of all spatial entities in the domain, that is, a map of all agents and the goal. In this work, this is accomplished only one time per execution, thus it is outside of the main loop. Future work will consider a more dynamic environment, where the observers and other domain objects can move, then this function should be included in the loop. The `releaseParticles_c` function (Line 14) uses the \(\psi\) world model to generate the set of particles \(S = \{S_{o=(1, \ldots , no)} \cup S_g \cup S_{goal}\}\), containing one particle for each observer agent (set \(S_{o=(1, \ldots , no)}\)), several particles for the guided agent...
Algorithm 2 General guiding agent algorithm

Require: \( SE = \) Set of all spatial entities \( e_j \), consisting of observing agents \( o_i \), guided agent \( g \), and goal; \( n_o = \) the total number of observer agents; \( n = \) the total number of spatial entities; \( m = \) the granularity of StarVars

1. \( Z_c = \emptyset \)
2. for \( o_i(i \in \{1, ..., n_o\}), e_j(j \in \{1, ..., n\}) \) do
3. if \( o_i \neq e_j \) then
   % Each observer sends their observations to the coordinator agent
4. \( z_{ij} = \text{getDirection}(o_i, e_j) \)
5. \( o_i \) sends \( <o_i, z_{ij}, e_j, \theta_i> \) to the coordinator agent \( o_c \)
6. \( Z_c = Z_c \cup <o_i, z_{ij}, e_j, \theta_i> \)
7. end if
8. end for
9. % Guided agent \( g \) has information about his own orientation
10. if \( g \)'s orientation \( (\theta_g) \) is known then
11. \( g \) sends \( <g, \theta_g> \) to the coordinator agent \( o_c \)
12. \( Z_c = Z_c \cup <g, \theta_g> \)
13. end if
14. % With all the observations collected, mapping and particle release is executed
15. \( \psi = \text{mapping}_c(Z_c) \)
16. \( S = \text{releaseParticles}_c(\psi) \)
% Main Loop: prediction and update
17. while \( g \) does not reach the goal do
18. \(\text{action} = \text{chooseAction}_c() \) % The most probable action is chosen
19. \( S_g = \text{predict}_c(\text{action}, S_g) \)
20. submit\(^2\)(\( \text{action} \))
21. while \( g \) is not in stopping condition do
22. Move guided agent \( g \) according to \( \text{action} \)
   % Observers update their perceptions
23. for \( o_i, i \in \{1, ..., n_o\} \) do
24. \( z_{ig} = \text{getDirection}(o_i, g) \)
25. end for
26. end while
27. Guided agent \( g \) stops moving
   % Coordinator collects the observations
28. for \( o_i, i \in \{1, ..., n_o\} \) do
29. \( o_i \) sends \( <o_i, z_{ig}, g, \theta_i> \) to the coordinator agent \( c \)
30. replace \( <o_i, z'_{ig}, g, \theta_i> \) for \( <o_i, z_{ig}, g, \theta_i> \) em \( Z_c \)
31. end for
32. if the guided robot’s orientation \( (\theta_g) \) is given then
33. \( g \) sends \( <g, \theta_g> \) to the coordinator agent \( o_c \)
34. end if
% The particles are updated and the prediction-update loop starts again
35. \( S_g = \text{update}_c(S_g, Z_c) \)
36. end while

(set \( S_g \)), of which the uncertainty in pose is larger, and one or more particles for the goal (set \( S_{\text{goal}} \)). Each particle at location \( (x, y) \) represents a pose and an importance factor for each agent: \( \langle(x, y, \theta), w\rangle \), whereas the goal particles are defined only by their
2D position: \((x,y)\).

% **Main Loop: prediction and update**

Once the mapping is executed and the particles are released, the main loop starts (Line 15), in which the sensory deprived agent is guided using the perceptions of the other agents, and the actions selected accordingly.

The \texttt{chooseAction} function is in charge of performing the guided agent motion planning, returning an \textit{action}, or command, in terms of a high-level, qualitative, relation (as discussed in Section 2.3); \texttt{chooseAction} (Line 16) compares the relative position of the goal with respect to each particle representing the agent's \(g\) pose. As there are \(N\) particles, the action selected is the one with the highest probability (i.e., the most frequent, given the goal and the guided-agent particles). Therefore, the decision about the guided agent actions is made as it moves through the domain. This \textit{action} is used by the coordinator to predict the pose of the guided agent (Line 17). At the beginning of each cycle of prediction and update, a new action choice is made by the coordinator agent.

% **Observers update their perceptions**

As the guided agent \((g)\) moves, the observers constantly update the \(g\)'s perceived relative direction (Lines 19 to 24) using the \texttt{getDirection} function until a stopping criterion is met. Then, new directions \(z_{ig}\) are sent to the coordinator agent, which updates the set \(Z_c\) (Lines 26 to 33). A distinct stopping criterion is defined for each of the instances of Algorithm 2 investigated in this work: QPF and PFQC, as we shall see further in this paper.

If it is the case that the guided agent has knowledge about his own orientation, this information is also submitted to the coordinator, as represented in Lines 30 to 32 (it is worth pointing out that this is done in the main loop here).

% **The particles are updated and the prediction-update loop starts again**

The particles are updated with the new observations (in Line 33) and a new iteration of the main loop starts with the selection of another action on Line 16.

The remainder of this section is dedicated to the introduction of two variants of the general model presented in Algorithm 2. In the algorithm presented in Section 3.2 (QPF) the input data is qualitative, whereas the algorithm presented in Section 3.3 (PFQC) the input is numeric. Thus, as we shall see, the \texttt{getDirection}, \texttt{mapping}, \texttt{prediction}, and \texttt{update} functions are defined in distinct ways. In spite of that, both methods use qualitative commands to guide the sensory deprived agent to the goal. This makes the procedure for selecting the guided agent actions, \texttt{chooseAction}, the same in both methods.

As mentioned above, there is no pose associated to the goal position, as it is solely defined by its 2D coordinate. Assuming a pose-independent goal is a simplifying constraint imposed at the beginning of this research. Relaxing this assumption should lead to fewer models being generated and to a longer execution time, but could extend the applicability of the methods proposed in this work to domains where (for instance) the goal completion involves the manipulation of objects, or to domains where a privileged view position is part of the goal. Relaxing this assumption is a task for future research.
Algorithm 3 Mapping for QPF

Require: \( Z_c, n_o, n \)
1: \( A, b = \text{buildInequalities}(Z_c, n, n_o) \)
2: \( \psi = \text{searchValidModel}(A, b) \)
3: if \( \psi \) is valid then
4:   return \( \psi \)
5: else
6:   Halt with failure
7: end if

3.2. Qualitative Particle Filter (QPF) Algorithm

The Qualitative Particle Filter (QPF) algorithm is a version of Algorithm 2 in which the mapping function is entirely executed by solving the linear programs defined by the set of StarVars\(_m\) relations between every pair of objects in the domain (cf. Section 2.2). This procedure is summarised in Algorithms 3 where the function buildInequalities uses the data contained in \( Z_c \), in addition to the number of observer agents (\( n_o \)) and the total number of spatial entities (\( n \)), to construct a StarVars\(_m\) inequality system (linear program) representing the domain. The searchValidModel function returns the \( \psi \) world model as a solution of this linear program. Having the possible positions of all the agents and the goal, the releaseParticles function (Line 14 of Algorithm 2) distributes particles in the domain. The output of this process is illustrated in Figure 3 that shows the domain discretised by the regions formed by the intersections of the StarVar\(_s\) sectors of two agents (one observer (A) and one guided (B)) and the particles representing the goal position (single dots) and the guided agent poses (oriented dots).

With the particles distributed, the action selection is accomplished as described in Section 3.1. The prediction step in QPF considers rotation and translation actions separately. The former are trivial, as they correspond to rotating \( +90^\circ, -90^\circ \) or \( 180^\circ \), plus a Gaussian noise \( \delta_t \). Recalling that the guided agent has no motion model, the latter cannot be obtained in a direct way. Instead, we use the qualitative regions generated by StarVars\(_m\) as markers for state transitions. More specifically, the algorithm assumes that the action MoveForward is true for each particle until it crosses one of the borders separating adjacent regions, or after a maximum number of steps if moving towards a boundless part of a region. This defines the stopping condition in Line 19 in Algorithm 2. As the guided agent \( g \) does not have a direct perception of the domain, the update happens based on the perceptions of the observing agents (that inform the coordinator when \( g \) arrives at a new region). After the prediction is executed, and the guided agent arrives at a new region, the observer agents resubmit their StarVars\(_m\) descriptions obtained through the getDirection function and the update part of the filter starts.

The update function of QPF has three steps: the first is a consistency check of the input data, which is performed using the StarVars\(_m\) inequality system, considering \( Z_c \) as input (Line 22 of Algorithm 2). If this process returns a world model, the input data is consistent and the algorithm continues, otherwise Algorithm 2 is reinitialised. The second step is the calculation of the importance factor \( w \) for each particle. Since the

\footnote{The re-initialisation does not always guarantee the returning of a world model, due to sensor noise and the consequent incorrect detection of spatial relations. This is handled by re-executing the procedure until a model is obtained.}
entry \( Z_c \) contains a new region (\( \varrho_g \)) where the guided agent \( g \) is located, it is necessary to get the region \( \varrho_p \) for each particle \( p \). Let \( \Omega_p \) represents the set of \( \varrho_p \) locations. With \( \Omega_p \) and \( \varrho_p \), it is possible to calculate the probability that each particle is in the same region as the guided agent. To determine the importance factor \( w \) for each particle \( p \), the Euclidean distance between \( \varrho_g \) and \( \varrho_p \) is calculated and \( w \) is obtained according to Equation (7).

\[
w = \frac{1}{e^{\sqrt{\sum_{i=1}^{n}(\varrho_{gi}-\varrho_{pi})^2}}}.
\]  

(7)

Finally, the third (and last) step of the upgrade executes particle resampling, which is done according to \( w \). This process continues until the guided agent reaches the goal location.

### 3.3. Particle Filter with Qualitative Commands (PFQC) Algorithm

Analogously to QPF, the first step of the Particle Filter with Qualitative Commands (PFQC) algorithm is to get the directions (as perceived by every observer agent) by means of the \texttt{getDirection} function. In PFQC, the directions are the angles \( \alpha_{ij}^t \) (where \( \alpha_{ij}^t \in [0, 2\pi] \)) between each observer agent \( o_i \) with respect to every domain element \( e_j \) at time \( t \). Since each agent \( o_i \) has knowledge of its own direction \( \alpha_i = 0^\circ \) (that is identical to its orientation \( \theta_i \)), then \( (z_t)_i^j = \alpha_{ij}^t \) at any instant \( t \). The second step is the creation of a map, a procedure that is executed by the coordinator agent with the \( \alpha_{ij}^t \) data submitted by all observer agents. In order to construct this map, two tasks are
performed (as shown in Algorithm 4): triangulation and getting the coordinates of each spatial entity in the domain. Triangulation is a traditional trigonometric technique that, in this work, is responsible for inferring the distances between spatial entities. In turn, the \( x_i \) and \( y_i \) coordinates of an \( e_i \) entity are obtained by applying the cosine’s law (represented by the function \( \text{GetCoordinates} \) in Algorithm 4), using the angle between \( o_c \) with respect to each \( e_i \), \( \alpha_{ci} \), and the distance between the \( o_c \) and \( e_i \). The world model \( \psi \) returned by Algorithm 4 is analogous to that introduced in Section 3.2, \( \psi = \bigwedge_{i \in \{1,\ldots,n\}}(x_i, y_i, \theta_i) \). However, in QPF \( \psi \) is obtained as a result of linear programming, while in the present case it is obtained from numeric information.

After the mapping task is accomplished, \( \text{releaseParticles}_c \) distributes the particles representing the possible poses of the guided agent (cf. Algorithm 2) and the selection of the action to be executed is done by by the \( \text{chooseAction}^g \) function as explained above (Section 3.2). It is only at this point that the \( \text{StarVars}_m \) agent definition is used in the PFQC algorithm, translating the chosen action into a qualitative relation. After that, the main algorithm follows the prediction-update cycle of the particle filter.

The prediction of a rotation motion is analogous to that presented in Section 3.2. For the translation motion, the predicted location of the particle is defined as a mean value of the distance covered by each particle, assuming a Gaussian distribution. The update part of the particle filter in this case occurs after a maximum time interval (\( \tau \)), this update rate defines the stopping condition at Line 19 of Algorithm 2. When the stopping condition is reached, the observing agents must resubmit the information about their domain perceptions, obtained through the \( \text{getDirection} \) function, to the coordinating agent. Then the \( \text{update}_c \) function is executed, as in QPF, in three steps: first, the guided agent executes a moving action, then the importance factor is calculated for each particle and, finally, resampling is executed. The importance factor \( w \) is based on a Gaussian function assuming the standard deviation for particle update and the Euclidean distance between \( x_i \) and \( y_i \) of each particle \( p_i \) and the guided agent’s new position \( x_g \) and \( y_g \).

4. Experiments and Results

In order to evaluate the algorithms proposed in this work, a number of experiments were carried out with virtual humanoid robots, in which four guided navigation methods were tested: two entirely based on \( \text{StarVars}_m \) (without particle filters) and the two algorithms proposed in this work: QPF and PFQC.

The first method used \( \text{StarVars}_m \) with a single instruction; i.e., the model is the direct application of \( \text{StarVars}_m \) by the coordinating agent. From the perception received from all observer agents, the coordinator agent infers the direction (angular section), with respect to the guided agent’s orientation, in which the goal is located; it then sends a single high-level command to the guided agent. Basically, this method

---

**Algorithm 4** mapping, for PFQC

| Require: \( Z_c, n_o, n \) |
|---------------------------|
| 1: \( D = \text{triangulation}(Z_c, n_o) \) |
| 2: \( X, Y = \text{GetCoordinates}(Z_c, D, n) \) |
| 3: \( \psi = \langle X, Y, \theta \rangle \) |
| 4: Return \( \psi \) |
ignores motion, perception, or noise and is used as a baseline experiment. The second \( StarVars_m \)-only method (called \( \text{"StarVars}_m \text{ with multiple updates"} \)) can be understood as an intermediate definition between the single-command \( StarVars_m \) and QPF since, although the notion of particles is not present, a new world model is built with \( StarVars_m \) every time the guided agent arrives at a new region.

In addition to the tests with the simulator, two proofs of concept with real humanoid robots were carried out, one for each of the algorithms proposed in this paper (QPF and PFQC), as described in Section 4.2.

### 4.1. Tests in the simulator

Experiments were executed in a Humanoid Robot 2D Simulator proposed in [Perico et al. (2018)] that allows portability between simulated and real robots.

The main idea of the simulator is to reproduce the processes of vision, control and inertial measurement unit (IMU) of \( n \) robots. By default, the simulator uses the domain of the Humanoid League of RoboCup Soccer [RoboCup Federation (2020)], which has the scenario of a football field measuring \( 900 \times 600 \text{ cm} \) (plus \( 70 \text{ cm} \) on each side) and humanoid robots as agents. Figure 4 shows a scene in the simulator, representing the situation with the real robots depicted in Figure 5. Errors can be included in the virtual environment in the form of random numbers generated from normal distributions. Among the various types of errors that can be inserted into the virtual robot, the most significant are: error in speed, which causes a faster or slower walk than expected, lateral slip, which causes unwanted lateral movements and rotation error. The simulator also allows uncertainty in the robot’s perception, both in the vision processes, and in the IMU data. Gaussian noise with a zero average and standard deviation of 1 was included in the process, that simulates the computational vision of each virtual robot for perceiving directions. All experiments were carried out with five spatial entities: three observer humanoid robots, a guided humanoid robot and a goal, represented by the ball. The environment in which the robots were embedded had an area of \( 1000 \times 1000 \text{ cm} \). The translation speed used in the robot during the experiments was \( 10.0 \text{ cm/s} \) and the angular velocity was \( 0.31 \text{ rad/s} \). All simulated experiments were performed on an Intel® NUC Core i5-4250U 1.30GHz, 8GB SDRAM and 120GB SSD with Linux Operating System, using Ubuntu distribution 16.04. The code was developed in Python, version 2.7. The source code is available at the following URL: [https://github.com/danilo-perico/guided_navigation_qsr](https://github.com/danilo-perico/guided_navigation_qsr).

Each algorithm was tested 100 times with randomly generated initial positions for all spatial entities, in which a distance of \( 250 \text{ cm} \) was respected from each edge of the domain. This setup was submitted to each of the four methods, varying the granularity \( m \) for all cases and the value of \( \tau \) (measured in seconds) for PFQC. The completion of an episode was defined as the completion of one guided navigation, from an initial position to a goal location. In order to apply the algorithms, the robots were assigned distinct colours, so that simple colour segmentation algorithms could be used in the identification process.

The main factor considered in the analysis was the success rate of executing the task of leading the guided agent to a goal location. Table 1 displays the success rate after 100 episodes, when the guided agent had information about its own orientation (column “orientation”) and when this information was not available (column “no orientation”). The two basic \( StarVars_m \) algorithms were tested with granularity \( m = \{8, 16\} \), while QPF and PFQC were tested with \( m = \{8, 16, 32\} \); the maximum time interval \( \tau \) of 3
and 6 were used in PFQC.

Table 1 shows that, with the exception of StarVars \( m \) with single command, the other three methods were successful in the task of guiding a robot (with known orientation, but no perception) in at least 91% of the cases, regardless of the \( m \) or \( \tau \) values. In the case where the guided agent had no information about its orientation, the purely qualitative methods tend to fail, since StarVars \( m \) returns the first valid world model obtained, which (without the knowledge of the robot’s orientation) will always pick orientation 0°. In contrast, both QPF and PFQC present high success rates in this case, as a result of the probabilistic filtering procedure applied.

Tables 2 and 3 present the statistics (considering only the successful cases) of the tests executed. These tables show the mean values (averaged over 100 episodes, with standard deviation in parenthesis) of the number of commands issued to reach the goal.

![Figure 4. Snapshot of the simulated domain.](image)

| Table 1. Success rate for reaching the goal region |
|-----------------|------|--------|----------------|
|                | \( m \) | \( \tau \) | orientation | No orientation |
| **StarVars\( m \)** (single command) | 8 | - | 51% | 32% |
| | 16 | - | 41% | 20% |
| **StarVars\( m \)** (multiple updates) | 8 | - | 93% | 28% |
| | 16 | - | 93% | 9% |
| **QPF\( m \)** | 8 | - | 92% | 80% |
| | 16 | - | 94% | 97% |
| | 32 | - | 96% | 93% |
| **PFQC\( m \)** | 8 | 3 | 91% | 93% |
| | 8 | 6 | 93% | 93% |
| | 16 | 3 | 94% | 92% |
| | 16 | 6 | 92% | 88% |
| | 32 | 6 | 94% | 80% |
goal region (# instr.), the processing time taken to infer each command (proc. time) and the path size. These values were grouped into those related to the guided agent without information about its orientation (Table 2) and those obtained when the agent had information about its own orientation (Table 3).

Tables 2 and 3 show that, among the successful tests, the shortest paths were obtained by the single instruction $StarVars_1$. However, it is worth pointing out that this was the algorithm that was successful in less than 50% of the cases (cf. Table 1) and that these cases happened when the goal was exactly in the direction set by the first command issued by the algorithm. Therefore, in these cases, the robot only had to move in a straight line. In most successful cases represented in Tables 2 and 3 the agents described a trajectory that was greater than the optimal path (due to the qualitative nature of the commands).

$StarVars_m$ with multiple updates achieved a success rate of 93% for both granularities ($m = 8$ and $m = 16$), when the information about the robot’s orientation was available (Table 1). However, when checking the path taken in this case (Table 3) it can be noted that, for $m = 16$, the path size is similar to the path obtained by QPF$_{16}$, but the latter presented a much faster processing time per instruction. This suggests that, when the guided robot has information about its own orientation, $StarVars_8$ with multiple updates could be a suitable choice of algorithm. However, for $m = 16$, the processing time of $StarVars$ is prohibitively high, in contrast to the other the three methods that obtained a success rates above 91%.

In general, the average path sizes are shorter for smaller $m$ (i.e. coarser granularity), since these cases produce larger areas and, therefore, larger (and, thus, more accessible) goal regions. The results also show that the number of instructions is directly proportional to the value of $m$ for both, $StarVars_m$ with multiple updates and QPF algorithms. In the case of PFQC, the number of instructions is inversely proportional to the refresh rate $\tau$. It can be noted that, for QPF and PFQC, the average processing time is constant and independent from $m$ or $\tau$. For both $StarVars_m$ methods without
Table 2. Successful experiments without orientation (average of 100 episodes, with standard deviation in parenthesis)

|        | m | \( \tau \) | \# instr. | proc. time | path size |
|--------|---|-------------|-----------|------------|-----------|
| \( StarVars_m \) (single instr.) | 8 | -           | 1         | 6.61 (9.68) | 80.11 (45.51) |
|        | 16| -           | 1         | 21.65 (19.92) | 70.09 (38.03) |
| \( StarVars_m \) (multiple updates) | 8 | -           | 6.92 (9.79) | 4.04 (3.95) | 115.35 (149.77) |
|        | 16| -           | 5.56 (4.16) | 27.32 (23.83) | 132.28 (163.19) |
| \( QPF_m \)                     | 8 | -           | 7.53 (6.33) | 6.40 (4.00) | 240.75 (300.50) |
|        | 16| -           | 10.17 (5.58) | 6.04 (3.84) | 172.39 (141.12) |
|        | 32| -           | 18.92 (9.11) | 6.11 (3.69) | 171.31 (116.22) |
| \( PFQC_m \)                    | 8 | 3           | 12.58 (8.07) | 3.07 (0.04) | 120.32 (68.01) |
|        | 8 | 6           | 9.99 (8.34) | 3.07 (0.06) | 114.27 (71.64) |
|        | 16| 3           | 16.40 (8.91) | 3.07 (0.02) | 149.12 (67.15) |
|        | 16| 6           | 11.69 (5.99) | 3.07 (0.05) | 135.53 (44.88) |
|        | 32| 6           | 17.10 (9.64) | 3.07 (0.06) | 176.16 (130.04) |

Table 3. Successful experiments with orientation (average of 100 episodes, with standard deviation in parenthesis)

|        | m | \( \tau \) | \# instr. | proc. time | path size |
|--------|---|-------------|-----------|------------|-----------|
| \( StarVars_m \) (single instr.) | 8 | -           | 1         | 3.52 (2.04) | 69.38 (42.78) |
|        | 16| -           | 1         | 49.60 (76.70) | 80.13 (26.20) |
| \( StarVars_m \) (multiple updates) | 8 | -           | 7.86 (7.29) | 3.21 (1.42) | 122.98 (135.66) |
|        | 16| -           | 13.14 (8.93) | 35.80 (43.18) | 150.79 (89.27) |
| \( QPF_m \)                     | 8 | -           | 5.44 (4.72) | 6.55 (4.39) | 124.11 (189.35) |
|        | 16| -           | 8.78 (6.01) | 6.09 (4.14) | 113.18 (66.50) |
|        | 32| -           | 17.94 (10.81) | 6.03 (3.68) | 179.80 (224.15) |
| \( PFQC_m \)                    | 8 | 3           | 16.20 (10.70) | 3.06 (0.05) | 93.03 (59.95) |
|        | 8 | 6           | 8.24 (5.74) | 3.06 (0.08) | 102.40 (56.78) |
|        | 16| 3           | 15.67 (10.64) | 3.07 (0.05) | 124.82 (65.37) |
|        | 16| 6           | 10.68 (6.54) | 3.06 (0.06) | 122.26 (68.83) |
|        | 32| 6           | 12.98 (9.11) | 3.06 (0.06) | 140.63 (87.10) |

particle filtering, the inference time tends to increase with respect to \( m \). Analysis of Variance (ANOVA) with Welch test \cite{Welch1951,McDonald2014} was performed on the path sizes (Tables 2 and 3), assuming a significance level of 0.05. For cases with a known orientation information, the three models with a success rate greater than 90% were considered in this analysis; they were: \( StarVars_m \) (multiple updates), \( QPF_m \) and \( PFQC_{m} \) (for \( m = 8 \) and \( m = 16 \)). For \( m = 8 \) the results of this analysis suggest that the size difference of the paths generated was not significantly distinct. On the other hand, for \( m = 16 \), the variance analysis shows that at least one model generated a significantly different path length with respect to the others. Games-Howell post-hoc test \cite{Games1976} was used to identify that \( StarVars_{16} \) (multiple updates) generated significantly larger paths than the other methods tested. There was no significant difference between \( QPF_{16} \) and \( PFQC_{16} \). The same analysis was conducted for the cases of a guided agent without orientation information for the two models that had a success rate greater than 80% in Table 2 \( QPF_m \) and \( PFQC_m \) (with \( \tau = 6 \)). The results allow the conclusion that \( QPF_m \) (for both granularities
Figure 6. Example of guiding a “blind-folded” robot using QPF\textsubscript{8} (best seen in colour).

tested) is worse than PFQC\textsubscript{16} (with $\tau = 6$).

4.2. Tests with real humanoid robots

A proof of concept was performed applying the methods QPF and PFQC on a team of real humanoid robots (Figures 6 and 7). These tests were conducted with three observer robots (red, blue and magenta) and one guided agent (yellow, “blind folded” robot), assuming a fixed $m = 8$ for QPF and $m = 16$ for the PFQC (with $\tau = 6$). The guided robot had always information about its own orientation obtained from its IMU.

The robots and the ball were uniquely identified by their colours. Object recognition was performed by colour segmentation using the OpenCV\textsuperscript{4} library, in which the moments function was used to identify the geometric centre of the segmented im-

\textsuperscript{4}https://opencv.org/
The vision of the humanoid robots was implemented to always align the camera to the geometric centre of the object of interest (which was defined as the guided robot). Robots obtained the head steering information by reading the position of the servomotor that controls the pan movement of the camera.

Each QPF and PFQC were run 3 times in this domain, successfully leading the guided agent to the goal. Figures 6 and 7 show the main steps of the algorithms investigated in this paper applied on real robots. It is worth observing how the distribution of particles in QPF (as well as the related processes of action choice and particle update) is bound by the regions defined by $StarVars_m$, as shown in Figures 6(b)–6(e); whereas in PFQC, the particle distribution has no boundaries (Figures 7(b)–7(e)). A full experimental evaluation of the algorithms proposed in this work in a real robot environment, however, was left as future research.
The research presented in this paper is inline with the work on Collaborative SLAM (CSLAM) (Mourikis and Roumeliotis, 2006). However, in this work we concentrated on analysing the use of qualitative information in a guided navigation scenario of a sensory deprived robot, an issue that has not received much attention in the past. In general CSLAM runs exclusively with numerical data (Cadena et al., 2016), in contrast to the qualitative information used in the present paper. A similar comment can be made with respect to the work reported by Mueggler et al. (2014), that describes a collaboration between a quadcopter guiding a ground robot to achieve a goal location in a search and rescue scenario. The motivation for such development lies in the fact that robots have been constantly used in various disaster situations, but remotely controlled by trained professionals. One of the problems with using manual control of robots is that the operator usually has to send very low level commands to the robot, which makes the rescue slow and creates the need of various operators for each robot. We believe that the methods using qualitative representations investigated in this paper contribute positively to the solution of this issue.

The literature about controlling a robot with high-level routines (or commands), inspired by natural language (or qualitative) terms, is very extensive in time and scope (Levitt and Lawton, 1990; Gribble et al., 1998; Tellex and Roy, 2006; Cangelosi and Ogata, 2006; Zhang et al., 2019; Suárez Bomilla and Ruiz Ugalde, 2019; Nikolaidis et al., 2018), as recently overviewed in (Mavridis, 2015; Muthugala and Jayasekara, 2018; Liu and Zhang, 2019). However, most of the research on this subject were not constructed upon modern qualitative spatial calculi, which provides rigorous mathematical foundations for the development of spatial representation and reasoning tools.

More akin to the qualitative aspect of the work presented in this paper, Moratz (2006) demonstrates how to integrate local knowledge within a qualitative direction calculus called OPRA (Mossakowski and Moratz, 2012; Frommberger et al., 2007) using the four-legged robot AIBO. In the tests reported in that paper, the robot was able to distinguish between colours of simple objects and decide their relative location with respect to its egocentric reference frame. OPRA was applied to navigation tasks through street networks in (Lücke et al., 2011), where the cognitive adequacy of this representation was also investigated. A similar idea was followed in (Kreutzmann et al., 2013; Dylla et al., 2007) to formalise the Maritime Navigation Collision Prevention Rules. According to Dylla et al. (2007), compliance with official shipping rules is essential to ensure safety in the maritime domain. Thus, qualitative decision support systems are of interest because they are capable to represent a portion of the human conceptualisation of these rules. However, in contrast to the work presented in this paper, the authors did not develop a way of guiding an autonomous agent using the qualitative information embedded in the rules. OPRA was also used in Homem et al. (2017) and Bianchi et al. (2018) in a case-based reasoning system for retrieving and reusing qualitative cases for situations involving multiple robots. That work, however, did not assume any probabilistic filtering method and, thus, is prone to sensor and motor noise.

There are several options of qualitative representations that allow egocentric information to be expressed, such as the Double-Cross Calculus (Freksa, 1992), the Ternary Point Configuration Calculus (TPCC) (Moratz et al., 2003) and the Interval Occlusion Calculus (IOC) (Santos et al., 2016a; Martin et al., 2017), among others (Chen et al., 2015). Although StarVars is a generalisation of the directional information contained in these formalisms, there are additional elements in these calculi (such as the rep-
presentation of occlusion and viewpoint change in IOC) that could lead to interesting avenues for future research, if combined with the algorithms proposed in this paper.

A method was proposed in (Santos et al., 2009; Pereira et al., 2013; Santos et al., 2016b) to solve the robot self-location problem by combining qualitative representation with Markov localisation procedure. This method was implemented as a qualitative-probabilistic approach in which a robot can localise itself within qualitatively distinct regions of space by observing objects, their shadows and occlusions. A Bayesian filter handles sensor uncertainty much in the same way the particle filter applied in this work does. But the similarity ends here, as the probabilistic filter was not used in (Santos et al., 2009; Pereira et al., 2013; Santos et al., 2016b) to generate actions to the robot, as reported in the present paper. However, none of these developments included the automatic generation of maps from unknown environments using qualitative spatial reasoning methods. This issue was tackled in (Wallgrün, 2010; McClelland et al., 2016). In (Wallgrün, 2010) a topological map of the environment is constructed by representing hallway junctions in terms of their relative cardinal orientations. McClelland et al. (2016) investigate a qualitative relational mapping and navigation for planetary rovers that uses the double-cross calculus (Freksa, 1992) to represent a qualitative map and Monte-Carlo simulations to generate measurements of detected landmarks. Although the work reported in (McClelland et al., 2016) assumes distinct methods from those used in this work, that development is based on ideas that are grounded on the same fundamental concepts to those underlying the present paper.

In a broader sense, this work is related to the symbol grounding problem (Harnad, 1990), and its robotics counterpart sometimes called Anchoring (Coradeschi and Saffiotti, 2003), that is the problem of connecting symbolic representations to sensor data. We believe that the methods proposed in this paper could contribute with possible solutions to the issue of grounding situation models to conversational agents (Tellex et al., 2011; Mavridis, 2007) and to grounding sensor data to relations in the qualitative modelling of 3D trajectories (Van de Weghe et al., 2006; Iliopoulos et al., 2014; Mavridis, 2015).

6. Conclusion

This paper described solutions to guided navigation of a sensory deprived agent, with no fully specified motion model, using observations from various agents in the domain. Two qualitative-probabilistic algorithms were proposed to this end, assuming commands generated based on qualitative relations. The first algorithm, called Qualitative Particle Filter - QPF (Section 3.2), defines a particle filter developed upon the qualitative spatial calculus for relative directions called StarVars. In this case, motion prediction and particle weight updating are performed based on the qualitative regions generated by combining the distinct sectors of a discretisation of the space around each observer. The second algorithm, called Particle Filter with Qualitative Commands - PFQC (Section 3.3), runs a particle filter with numerical direction and orientation data to infer commands that are discretised into qualitative relations to guide the sensory deprived robot. These algorithms were tested in a simulated environment and the results obtained were also compared with two purely qualitative navigation methods entirely based on StarVars (one assuming the generation of a single command, and the other executing multiple updates of StarVars world model). In addition, QPF and PFQC were tested with real humanoid robots as a proof of concept.

The results obtained suggest that StarVars with multiple updates was capable of
providing appropriate commands for guiding the agent to the goal, when the guided agent had information about its orientation. If such information is not present, only QPF and PFQC were capable of guiding a sensory deprived robot to a goal location efficiently. However, PFQC with granularity m = 16 provided the best trade off between quality of the solution and processing time.

In this work, the coarsest representation considered is StarVars. In particular in context of the particle filter variants and their high success rates reported in this paper, it would be interesting to see how much coarser a representation could be, while still guiding the sensory deprived robot to the goal location. This analysis is a task for future research.

As a future work we also intend to consider moving objects interacting with the guided agent in the problem. This interaction could be formalised in terms of the relative trajectories executed by the moving robots using the Qualitative Trajectory Calculus (QTC) (de Weghe 2004; Van de Weghe et al. 2006; Iliopoulos et al. 2014), facilitating the comparison between positions of objects at different times. Another intended extension of this work is to consider 3D poses as goal positions, this should also force the use of the three-dimensional QTC to represent more complex trajectories (Mavridis et al. 2014), or the extension of StarVars using quaternions to account for 3D spatial rotations.

This paper brings to the fore the possibility of guiding a sensory deprived autonomous agent using the perspectives of other autonomous agents modelled as qualitative relations. The methods introduced here could accommodate guided agents with or without known orientation, which suggests that this research provides a general tool for guided navigation tasks.
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