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Abstract. Optimal transport (OT) is a versatile framework for comparing probability measures, with many applications to statistics, machine learning, and applied mathematics. However, OT distances suffer from computational and statistical scalability issues to high dimensions, which motivated the study of regularized OT methods like slicing, smoothing, and entropic penalty. This work establishes a unified framework for deriving limit distributions of empirical regularized OT distances, semiparametric efficiency of the plug-in empirical estimator, and bootstrap consistency. We apply the unified framework to provide a comprehensive statistical treatment of: (i) average- and max-sliced $p$-Wasserstein distances, for which several gaps in existing literature are closed; (ii) smooth distances with compactly supported kernels, the analysis of which is motivated by computational considerations; and (iii) entropic OT, for which our method generalizes existing limit distribution results and establishes, for the first time, efficiency and bootstrap consistency. While our focus is on these three regularized OT distances as applications, the flexibility of the proposed framework renders it applicable to broad classes of functionals beyond these examples.

1. Introduction

Optimal transport (OT) theory [Vil08, San15] provides a versatile framework for comparing probability distributions. Originally introduced by Monge [Mon81] and later formulated by Kantorovich [Kan42], the OT problem between two Borel probability measures $\mu, \nu$ on $\mathbb{R}^d$ is defined by

$$T_c(\mu, \nu) := \inf_{\pi \in \Pi(\mu, \nu)} \int_{\mathbb{R}^d \times \mathbb{R}^d} c(x, y) d\pi(x, y),$$

where $\Pi(\mu, \nu)$ is the set of couplings between $\mu$ and $\nu$. The special case of the $p$-Wasserstein distance for $p \in [1, \infty)$ is given by $W_p(\mu, \nu) := (T_{\|\cdot\|_p}(\mu, \nu))^{1/p}$. Thanks to an array of favorable properties, including the Wasserstein metric structure, a
convenient duality theory, robustness to support mismatch, and the rich geometry induced on the space of probability measures, OT and the Wasserstein distance have seen a surge of applications in statistics, machine learning, and applied mathematics. These include generative modeling [ACB17, GAA+17, TBGS18, BJGR19b, CGW21], robust/adversarial machine learning (ML) [BM19, WSK19], domain adaptation [SDGP+15, CFTR16], image recognition [RTG00, SL11, LWZ13], vector quantile regression [CCG16, CGHH17, GS21, HdBAM21], Bayesian estimation [BJGR19a], and causal inference [TGR21]. Unfortunately, OT distances are generally hard to compute and suffer from the curse of dimensionality in empirical estimation, whereby the number of samples needed for reliable estimation grows exponentially with dimension.

These deficits have motivated the introduction of regularized OT methods that aim to alleviate the said computational and statistical bottlenecks. Three prominent regularizations are: (1) slicing via lower-dimensional projections [RPDB11, Bon13, NDSB19, BG21, NDC+20]; (2) smoothing via convolution with a chosen kernel [GGNWP20, GG20, GKK20, NGK21, SGK21, ZCR21, CNW21, HMK21, GKNR22, BJPR22]; and (3) convexification via entropic penalty [Sch31, Léo14, Cut13, AWR17, GCB+19, MNW19, dBGSLNW22]. These techniques preserve many properties of classic OT but avoid the curse of dimensionality, which enables a scalable statistical theory. As reviewed below\textsuperscript{1}, much effort was devoted to exploring dimension-free empirical convergence rates and limit distributions, bootstrapping, and other statistical aspects of regularized OT, although several notable gaps in the literature remain. Furthermore, proof techniques for such results are typically on a case-by-case basis and do not follow a unified approach, despite evident similarities between the three regularization methods as complexity reduction techniques of the classic OT framework.

The present paper develops a unified framework for deriving limit distributions, semiparametric efficiency bounds, and bootstrap consistency for a broad class of functionals that, in particular, encompasses the empirical regularized OT distances mentioned above (Section 3). As example applications of the general framework, we explore a comprehensive treatment of the following problems:

- **Average- and max-sliced W\textsubscript{p} (Section 4):** Our limit distribution theory closes existing gaps in the literature (e.g., a limit distribution result for sliced W\textsubscript{1} was assumed in [NDC+20] but left unproven), with the efficiency and bootstrap consistency results providing additional constituents for valid statistical inference.
- **Smooth W\textsubscript{p} with compactly supported kernels (Section 5):** Gaussian-smoothed OT was previously shown to preserve the classic Wasserstein structure while alleviating the curse of dimensionality. Motivated by computational considerations, herein we study smoothing with compactly supported kernels. We explore

\textsuperscript{1}We postpone the literature review on each regularization method to its respective section.
the metric, topological, and statistical aspects previously derived under Gaussian smoothing, and then discuss computation by lifting the algorithm from [VMR+21] to the smooth distance with a compactly supported kernel.

- **Entropic OT (Section 6):** A central limit theorem (CLT) for empirical entropic OT (EOT) was derived [MNW19, dBGSLNW22] for independent data via a markedly different proof technique than proposed herein. Revisiting this problem using our general machinery, we rederive this CLT allowing for dependent data, and also obtain new results on semiparametric efficiency and bootstrap consistency.

The unified limit distribution framework, stated in Proposition 1, relies on the extended functional delta method for Hadamard directionally differentiable functionals [Sha90, Rö04]. To match the delta method with the regularized OT setup, we focus on a functional on a space of probability measures that is (a) locally Lipschitz with respect to (w.r.t.) the sup-norm for a Donsker function class and (b) Gâteaux directionally differentiable at the population distribution. To apply this framework, we seek to: (i) set up the regularized distance as a locally Lipschitz functional \( \delta \) w.r.t. \( \| \cdot \|_{\infty, \mathcal{F}} = \sup_{f \in \mathcal{F}} | \cdot | ; \) (ii) show \( \mathcal{F} \) to be Donsker to obtain convergence of the empirical process in \( \ell^{\infty} (\mathcal{F}) \); (iii) characterize the Gâteaux directional derivative of \( \delta \) at \( \mu \). For each regularized distance (sliced, smooth, and entropic), we identify the appropriate function class \( \mathcal{F} \) and establish the desired Lipschitz continuity and differentiability, relying on OT duality theory. Regularization enforces the dual potentials to possess smoothness or low-dimensionality properties, which are leveraged to show that \( \mathcal{F} \) is Donsker. It is worth noting that our framework does not require independent and identically distributed (i.i.d.) data and can be applied for any estimate (not only the empirical distribution) of the population distribution, so long as the uniform limit theorem mentioned in (ii) holds true.

As the general framework stems from the extended functional delta method, the limiting variable of the (scaled and centered) empirical regularized distance is given by the directional derivative of \( \delta \) at the population distribution. Linearity of the derivative implies that the limit variable is centered Gaussian. In this case, it is natural to ask whether the empirical distance attains the semiparametric efficiency lower bound (cf. [vdV98, Chapter 25]). Semiparametric efficiency bounds serve as analogs of Cramér-Rao lower bounds in semiparametric estimation and account for the fundamental difficulty of estimating functionals of interest. We show that the asymptotic variance of the empirical distance indeed agrees with the semiparametric efficiency bound, relative to a certain tangent space. Still, even when the limiting variable is Gaussian, direct analytic estimation of the asymptotic variance may be nontrivial. To account for that, we explore bootstrap consistency for empirical regularized OT distances. Altogether, the limit distribution theory, semiparametric efficiency, and bootstrap consistency provide a comprehensive statistical account of the considered regularized OT distances.
A unifying approach of a similar flavor to ours, but for classic OT distances, was proposed in [HKSM22]. Focusing solely on the supremum functional, they used the extended functional delta method to derive limit distributions for classic $W_p$, with $p \geq 2$, for compactly supported distributions under the alternative in dimensions $d \leq 3$. In comparison, our approach is more general and can treat any functional that adheres to the aforementioned local Lipschitz continuity and differentiability. This is crucial for analyzing regularized OT distances as some instances do not amount to a supremum functional. For instance, average-sliced Wasserstein distances correspond to mixed $L^1$-$L^\infty$ functionals, which are not accounted for by the setup from [HKSM22]. The functional delta method was also used in [SM18, TSM19] to derive limit distributions for OT between discrete population distributions by parametrizing them using simplex vectors. This result was extended to semi-discrete OT in [dBGSL22] by exploiting the fact that complexity of the optimal potentials class is reduced when one of the measures is supported on a discrete set. Another recent application can be found in [GKNR22], where this approach was leveraged for Gaussian-smoothed $W_p$ by embedding the domain of the Wasserstein distance into a certain dual Sobolev space.

The rest of the paper is organized as follows. Section 2 presents notation used throughout the paper and necessary background on Wasserstein distances and the extended functional delta method. Section 3 presents a unified framework for deriving limit distributions, bootstrap consistency, and semiparametric efficiency bounds for regularized OT distances. The general tools developed in Section 3 will be applied to sliced Wasserstein distances in Section 4, smooth Wasserstein distances with compactly supported kernels in Section 5, and EOT in Section 6. Section 7 leaves some concluding remarks. Proofs for the results in Sections 2–6 can be found in Appendices A–D.

2. Background and Preliminaries

This section collects notation used throughout the paper and sets up necessary background on Wasserstein distances and the extended functional delta method.

2.1. Notation. On a finite dimensional Euclidean space, $\| \cdot \|$ denotes the standard Euclidean norm. The unit sphere in $\mathbb{R}^d$ is denoted by $S^{d-1} = \{ x \in \mathbb{R}^d : \| x \| = 1 \}$, while $B(x,r)$ denotes the open ball with center $x \in \mathbb{R}^d$ and radius $r > 0$. For a subset $A$ of a topological space $S$, let $\overline{A}$ denote the closure of $A$; if the space $S$ is clear from the context, then we simply write $\overline{A}$ for the closure. The space of Borel probability measures on $S$ is denoted by $\mathcal{P}(S)$. When $S$ is a normed space with norm $\| \cdot \|$, we denote $\mathcal{P}_p(S) := \{ \mu \in \mathcal{P}(S) : \int \| x \|^p d\mu(x) < \infty \}$ for $1 \leq p < \infty$. The (topological) support of $\mu \in \mathcal{P}(S)$, denoted as $\text{spt}(\mu)$, is defined by the set of $x \in S$ for which every open neighborhood of $x$ has positive $\mu$-measure. For $\mu \in \mathcal{P}(S)$ and a measurable map $f$ from $S$ into another measurable space, the pushforward
of \(\mu\) under \(f\) is denoted as \(f_\#\mu = \mu \circ f^{-1}\), i.e., if \(X \sim \mu\) then \(f(X) \sim f_\#\mu\). For any finite signed Borel measure \(\gamma\) on \(S\), we identify \(\gamma\) with the linear functional \(f \mapsto \gamma(f) = \int f d\gamma\). For \(\mu \in \mathcal{P}(S)\) and a \(\mu\)-integrable function \(h\) on \(S\), \(h\mu\) denotes the signed measure \(hd\mu\).

For given \(\mu, \nu \in \mathcal{P}(\mathbb{R}^d)\), we use \((X_1, Y_1), (X_2, Y_2), \ldots\) to designate the coordinate projections of the product probability space \(\prod_{i=1}^\infty (\mathbb{R}^{2d}, \mathcal{B}(\mathbb{R}^{2d}), \mu \otimes \nu)\). To generate auxiliary random variables, we extend the probability space as \((\Omega, \mathcal{A}, \mathbb{P}) = [\prod_{i=1}^\infty (\mathbb{R}^{2d}, \mathcal{B}(\mathbb{R}^{2d}), \mu \otimes \nu)] \times ([0, 1], \mathcal{B}([0, 1]), \text{Leb})\), where \(\text{Leb}\) is the Lebesgue measure on \([0, 1]\). Let \(\overset{\rightarrow}{\rightarrow} = \overset{\rightarrow}{\rightarrow}\) and \(\overset{\rightarrow}{\rightarrow}\) denote weak convergence of probability measures, convergence in distribution of random variables, and convergence in probability, respectively. When necessary, convergence in distribution is understood in the sense of Hoffmann-Jørgensen (cf. Chapter 1 in [vdV96]). Throughout the paper, we frequently consider the empirical and bootstrap measures, which are defined as follows. Given a probability measure \(\mu \in \mathcal{P}(S)\), we denote the empirical measure of i.i.d. observations \(X_1, \ldots, X_n\) from \(\mu\) by \(\hat{\mu}_n := n^{-1} \sum_{i=1}^n \delta_{X_i}\). Given such data \(X_1, \ldots, X_n\), let \(X^B_1, \ldots, X^B_n\) be an independent sample from \(\hat{\mu}_n\), and set \(\hat{\mu}_n^B := n^{-1} \sum_{i=1}^n \delta_{X^B_i}\) as the bootstrap empirical distribution. We use \(\mathbb{P}^B\) to denote the conditional probability given the data.

We write \(N(\epsilon, \mathcal{F}, d)\) for the \(\epsilon\)-covering number of a function class \(\mathcal{F}\) w.r.t. a pseudometric \(d\), and \(N_{\Pi}(\epsilon, \mathcal{F}, d)\) for the corresponding bracketing number. For two functions \(f\) and \(g\) on \(\mathcal{X}\) and \(\mathcal{Y}\), respectively, let \(f \oplus g\) be a function on \(\mathcal{X} \times \mathcal{Y}\) defined by \((f \oplus g)(x, y) = f(x) + g(y)\) for \((x, y) \in \mathcal{X} \times \mathcal{Y}\). For any nonempty set \(S\), let \(\ell^\infty(S)\) the space of bounded real functions on \(S\) equipped with the sup-norm \(\| \cdot \|_{\infty, S} = \sup_{x \in S} | \cdot |\). The space \((\ell^\infty(S), \| \cdot \|_{\infty, S})\) is a Banach space. For any measure space \((S, \mathcal{S}, \mu)\) and \(1 \leq p < \infty\), let \(L^p(\mu) = L^p(S, \mathcal{S}, \mu)\) denote the space of measurable functions \(f : S \to \mathbb{R}\) with \(\|f\|_{L^p(\mu)} = (\int |f|^p d\mu)^{1/p} < \infty\). The space \((L^p(\mu), \| \cdot \|_{L^p(\mu)})\) is a Banach space, and if \(\mu\) is \(\sigma\)-finite and \(S\) is countably generated, then the space is separable. For \(\beta \in (0, 2]\), let \(\psi_\beta(t) = e^{t\beta} - 1\) for \(t \geq 0\), and recall that the corresponding Orlicz (quasi-)norm of a real-valued random variable \(\xi\) is defined as \(\|\xi\|_{\psi_\beta} := \inf\{C > 0 : \mathbb{E}[\psi_\beta(|\xi|/C)] \leq 1\}\). We call \(\mu \in \mathcal{P}(\mathbb{R}^d)\) \(\beta\)-sub-Weibull if \(\|\|X\|\|_{\psi_\beta} < \infty\) for \(X \sim \mu\). We say that \(\mu\) is sub-Gaussian if it is 2-sub-Weibull.

For two numbers \(a\) and \(b\), we use the notation \(a \wedge b = \min\{a, b\}\) and \(a \vee b = \max\{a, b\}\).

### 2.2. Wasserstein distances.

The Wasserstein distance is a specific instance of the OT problem from (1), defined as follows.

**Definition 1 (Wasserstein distance).** Let \(1 \leq p < \infty\). The \(p\)-th Wasserstein distance between \(\mu, \nu \in \mathcal{P}_p(\mathbb{R}^d)\) is defined as

\[
W_p(\mu, \nu) := \inf_{\pi \in \Pi(\mu, \nu)} \left[ \int_{\mathbb{R}^d \times \mathbb{R}^d} \|x - y\|^p d\pi(x, y) \right]^{1/p},
\]  

(2)
where \( \Pi(\mu, \nu) \) is the set of couplings of \( \mu \) and \( \nu \).

The \( p \)-Wasserstein distance is a metric on \( \mathcal{P}_p(\mathbb{R}^d) \) and metrizes weak convergence plus convergence of \( p \)th moments, i.e., \( W_p(\mu_n, \mu) \to 0 \) if and only if \( \mu_n \overset{u}{\to} \mu \) and \( \int \|x\|^p d\mu_n(x) \to \int \|x\|^p d\mu(x) \).

Wasserstein distances adhere to the following dual form (cf. [Vil08, Theorem 5.9] or [AGS08, Theorem 6.1.5]):

\[
W^p_\infty(\mu, \nu) = \sup_{\varphi \in L^1(\mu)} \left[ \int_{\mathbb{R}^d} \varphi d\mu + \int_{\mathbb{R}^d} \varphi^c d\nu \right],
\tag{3}
\]

where \( \varphi^c(y) = \inf_{x \in \mathbb{R}^d} \left[ \|x - y\|^p - \varphi(x) \right] \) is the \( c \)-transform of \( \varphi \) (for the cost \( c(x, y) = \|x - y\|^p \)). A function \( f : \mathbb{R}^d \to [-\infty, \infty) \) is called \( c \)-concave if \( f = g^c \) for some function \( g : \mathbb{R}^d \to [-\infty, \infty) \). There is at least one \( c \)-concave \( \varphi \in L^1(\mu) \) that attains the supremum in (3), and we call this \( \varphi \) an OT potential from \( \mu \) to \( \nu \) for \( W_p \). Further, when \( 1 < p < \infty \) and \( \mu \) is supported on a connected set with negligible boundary and has a (Lebesgue) density, then the OT potential from \( \mu \) to \( \nu \) is unique on \( \text{int}(\text{spt}(\mu)) \) up to additive constants ([dBGL21, Corollary 2.7]). Various smoothness properties of the potentials can be established under appropriate regularity conditions on the cost and \( \mu, \nu \)—a fact that we shall leverage in our derivations.

**Remark 1** (Literature review on \( W_p \) limit distribution theory). Distributional limits of \( \sqrt{n}(W^p_n(\hat{\mu}_n, \nu) - W^p_\infty(\mu, \nu)) \) and its two-sample analogue for discrete \( \mu, \nu \) under both the null \( \mu = \nu \) and the alternative \( \mu \neq \nu \) were derived in [SM18, TSM19]. Similar results for general distributions are known only in the one-dimensional case. Specifically, for \( p = 1, 2 \), [dBGM99, dBGU05] leverage the representations of \( W_p \) in \( d = 1 \) as the \( L^p \) norm between distribution functions \( (p = 1) \) and quantile functions \( (p = 2) \) to derive distributional limits under the null. Limit distributions in \( d = 1 \) for \( p \geq 2 \) under the alternative \( (\mu \neq \nu) \) were derived in [dBLG19]. In arbitrary dimension, [dBBL19] establish asymptotic normality of \( \sqrt{n}(W^2_n(\hat{\mu}_n, \nu) - \mathbb{E}[W^2_2(\hat{\mu}_n, \nu)]) \) under the alternative \( \mu \neq \nu \). This was extended to general transportation costs satisfying certain regularity conditions in [dBGSL21]. The main limitation of these results is the centering around the expected empirical distance (and not the population one), which does not enable performing inference for \( W_p \). This gap was addressed in [MBNWW21], where a CLT for \( \sqrt{n}(W^2_n(\hat{\mu}_n, \nu) - W^2_\infty(\mu, \nu)) \) was established, but for a wavelet-based estimator \( \hat{\mu}_n \) of \( \mu \) (as opposed to the empirical distribution), while assuming several technical conditions on the Lebesgue densities of \( \mu, \nu \). As mentioned in the introduction, [HKSM22] leverage the extended functional delta method for the supremum functional to obtain limit distributions for \( W_p \), with \( p \geq 2 \), for compactly supported distributions under the alternative in dimensions \( d \leq 3 \).

2.3. **Extended functional delta method.** Our unified framework for deriving limit distributions of empirical regularized OT distances relies on the extended
functional delta method, which we set up next. Let $\mathcal{D}, \mathcal{E}$ be normed spaces and $\phi : \Theta \subset \mathcal{D} \to \mathcal{E}$ be a map. Following [Sha90, Rö4], we say that $\phi$ is Hadamard directionally differentiable at $\theta \in \Theta$ if there exists a map $\phi'_\theta : T_\Theta(\theta) \to \mathcal{E}$ such that

$$\lim_{n \to \infty} \frac{\phi(\theta + t_nh_n) - \phi(\theta)}{t_n} = \phi'_\theta(h) \quad (4)$$

for any $h \in T_\Theta(\theta)$, $t_n \downarrow 0$, and $h_n \to h$ in $\mathcal{D}$ such that $\theta + t_nh_n \in \Theta$. Here $T_\Theta(\theta)$ is the tangent cone to $\Theta$ at $\theta$ defined as

$$T_\Theta(\theta) := \left\{ h \in \mathcal{D} : h = \lim_{n \to \infty} \frac{\theta_n - \theta}{t_n} \text{ for some } \theta_n \to \theta \text{ in } \Theta \text{ and } t_n \downarrow 0 \right\}.$$ 

The tangent cone $T_\Theta(\theta)$ is closed, and if $\Theta$ is convex, then $T_\Theta(\theta)$ coincides with the closure in $\mathcal{D}$ of $\{(\vartheta - \theta)/t : \vartheta \in \Theta, t > 0\}$. The derivative $\phi'_\theta$ is positively homogeneous and continuous but need not be linear.

**Lemma 1** (Extended functional delta method [Sha91, Dö3, Rö4, FS19]). Let $\mathcal{D}, \mathcal{E}$ be normed spaces and $\phi : \Theta \subset \mathcal{D} \to \mathcal{E}$ be a map that is Hadamard directionally differentiable at $\theta \in \Theta$ with derivative $\phi'_\theta : T_\Theta(\theta) \to \mathcal{E}$. Let $T_n : \Omega \to \Theta$ be maps such that $r_n(T_n - \theta) \overset{d}{\to} T$ for some $r_n \to \infty$ and Borel measurable map $T : \Omega \to \mathcal{D}$ with values in $T_\Theta(\theta)$. Then, $r_n(\phi(T_n) - \phi(\theta)) \overset{d}{\to} \phi'_\theta(T)$. Further, if $\Theta$ is convex, then we have $r_n(\phi(T_n) - \phi(\theta)) - \phi'_\theta(r_n(T_n - \theta)) \to 0$ in outer probability.

Lemma 1 is at the core of our framework for deriving limit distributions. It is termed the “extended” functional delta method as it extends the (classical) functional delta method for Hadamard differentiable maps to directionally differentiable ones.

While Hadamard directional differentiability is sufficient to derive limit distributions, bootstrap consistency often requires (full) Hadamard differentiability. Recall that the map $\phi$ is Hadamard differentiable at $\theta$ tangentially to a vector subspace $\mathcal{D}_0 \subset \mathcal{D}$ if there exists a continuous linear map $\phi'_\theta : \mathcal{D}_0 \to \mathcal{E}$ satisfying (4) for any $h \in \mathcal{D}_0$, $t_n \to 0$ ($t_n \neq 0$), and $h_n \to h$ in $\mathcal{D}$ such that $\theta + t_nh_n \in \Theta$. The differences from Hadamard directional differentiability is that the derivative $\phi'_\theta$ must be linear and thus the domain must be a vector subspace of $\mathcal{D}$, and the sequence $t_n \to 0$ must be a generic (nonzero) sequence converging to zero. The next lemma is useful for verifying Hadamard differentiability from the directional one.

**Lemma 2.** Let $\phi : \Theta \subset \mathcal{D} \to \mathcal{E}$ be Hadamard directionally differentiable at $\theta \in \Theta$ with derivative $\phi'_\theta : T_\Theta(\theta) \to \mathcal{E}$. If $T_\Theta(\theta)$ contains a subspace $\mathcal{D}_0$ on which $\phi'_\theta$ is linear, then $\phi$ is Hadamard differentiable at $\theta$ tangentially to $\mathcal{D}_0$.

3. **Unified Framework for Statistical Inference**

This section develops a general framework for deriving limit distributions, bootstrap consistency, and semiparametric efficiency bounds for regularized OT distances.
We first treat the former two aspects together, and then move on to discuss efficiency. Throughout this section, \( \mu_n \) designates an arbitrary random probability measure and not necessarily the empirical measure (unless explicitly stated otherwise).

3.1. Limit distributions and bootstrap consistency. The following result is an adaptation of the extended functional delta method from Lemma 1 to the space of probability measures, which enables directly applying it to empirical regularized OT.

**Proposition 1** (Limit distributions). Consider the setting:

(Setting @) Let \( \mathcal{F} \) be a class of Borel measurable functions on a topological space \( S \) with a finite envelope \( F \). For a given \( \mu \in \mathcal{P}(S) \), let \( \delta \) be a map from \( \mathcal{P}_0 \subset \mathcal{P}(S) \) into a Banach space \( (\mathcal{E}, \| \cdot \|_{\mathcal{E}}) \), where \( \mathcal{P}_0 \) is a convex subset such that \( \mu \in \mathcal{P}_0 \) and \( \int F \nu < \infty \) for all \( \nu \in \mathcal{P}_0 \).

Further suppose that

(a) \( \mu_n : \Omega \to \mathcal{P}_0 \) are random probability measures with values in \( \mathcal{P}_0 \) for all \( n \in \mathbb{N} \), such that there exists a tight random variable \( G_\mu \) in \( \ell^\infty(\mathcal{F}) \) with \( \sqrt{n}(\mu_n - \mu) \overset{d}{\to} G_\mu \) in \( \ell^\infty(\mathcal{F}) \);

(b) \( \delta \) is locally Lipschitz continuous at \( \mu \) with respect to \( \| \cdot \|_{\ell^\infty, \mathcal{F}} \), in the sense that there exist constants \( \epsilon > 0 \) and \( C < \infty \) such that

\[
\| \nu - \mu \|_{\ell^\infty, \mathcal{F}} \vee \| \nu' - \mu \|_{\ell^\infty, \mathcal{F}} < \epsilon \implies \| \delta(\nu) - \delta(\nu') \|_{\mathcal{E}} \leq C \| \nu - \nu' \|_{\ell^\infty, \mathcal{F}};
\]

(c) For every \( \nu \in \mathcal{P}_0 \), the mapping \( t \mapsto \delta(\mu + t(\nu - \mu)) \) is right differentiable at \( t = 0 \), and denote its right derivative by

\[
\delta'_\mu(\nu - \mu) = \lim_{t \downarrow 0} \frac{\delta(\mu + t(\nu - \mu)) - \delta(\mu)}{t}.
\]

Then (i) \( \delta'_\mu \) uniquely extends to a continuous, positively homogeneous map on the tangent cone of \( \mathcal{P}_0 \) at \( \mu \):

\[
T_{\mathcal{P}_0}(\mu) := \left\{ t(\nu - \mu) : \nu \in \mathcal{P}_0, t > 0 \right\} \subset \ell^\infty(\mathcal{F});
\]

(ii) \( G_\mu \in T_{\mathcal{P}_0}(\mu) \) almost surely (a.s.); and (iii) \( \sqrt{n}(\delta(\mu_n) - \delta(\mu)) - \delta'_\mu(\sqrt{n}(\delta(\mu_n) - \delta(\mu))) \to 0 \) holds in outer probability. Consequently, we have the following convergence in distribution \( \sqrt{n}(\delta(\mu_n) - \delta(\mu)) \overset{d}{\to} \delta'_\mu(G_\mu) \).

The proof first identifies \( \delta \) as a map defined on a subset of \( \ell^\infty(\mathcal{F}) \). Formally, let \( \tau : \mathcal{P}_0 \ni \nu \mapsto (f \mapsto \nu(f)) \in \ell^\infty(\mathcal{F}) \), and we identify \( \delta \) with \( \delta : \tau \mathcal{P}_{0, \epsilon} \to \mathcal{E} \) defined by \( \delta(\tau \nu) = \delta(\nu) \), where \( \mathcal{P}_{0, \epsilon} = \{ \nu \in \mathcal{P}_0 : \| \nu - \mu \|_{\ell^\infty, \mathcal{F}} < \epsilon \} \). The local Lipschitz condition (b) guarantees that the map \( \delta \) is well-defined (indeed, without the local Lipschitz condition, \( \delta \) may not be well-defined as \( \tau \) may fail to be one-to-one). With this identification, we apply the extended functional delta method, Lemma 1, by establishing Hadamard directional differentiability of \( \delta \) at \( \mu \). The latter essentially follows by local Lipschitz continuity (condition (b)) and Gâteaux


directional differentiability (condition (c)). Since the derivative $\delta'_\mu$ is a priori defined only on $P_{0,\epsilon} - \mu$, we need to extend the derivative to the tangent cone $T_{P_0}(\mu)$, for which we need completeness of the space $\mathcal{E}$; see the proof in Appendix A for details.

For i.i.d. data $X_1, \ldots, X_n \sim \mu$ and $\mu_n = \hat{\mu}_n$ as the empirical measure, to apply Proposition 1 we will: (i) find a $\mu$-Donsker function class $\mathcal{F}$ such that the functional $\delta$ is locally Lipschitz w.r.t. $\|\cdot\|_{\infty,\mathcal{F}}$ at $\mu$; and (ii) find the Gâteaux directional derivative (5). In our applications to regularized OT, such a function class $\mathcal{F}$ will be chosen to contain dual potentials corresponding to a proper class of distributions. Regularization enforces dual potentials to possess certain smoothness or low-dimensionality properties, which will guarantee that $\mathcal{F}$ is indeed $\mu$-Donsker. The dual OT formulation also plays a crucial role in finding the Gâteaux directional derivative (5).

**Remark 2** (Relaxed condition). When $\delta(\mu_n)$ is well-defined, the condition that $\mu_n$ takes values in $P_0$ can be relaxed to $\mu_n \in P_0$ with inner probability approaching one.

**Remark 3** (Data generating process). Proposition 1 does not impose any dependence conditions on the data. In particular, Proposition 1 can be applied to dependent data as long as one can verify the uniform limit theorem in Condition (a). See, e.g., [Lev88, AP94, AY94, DMR95, BL95, Nis00, DDG21] on uniform CLTs for dependent data.

**Remark 4** (Convexity of $P_0$). The assumption that $P_0$ is convex can be replaced with the condition that $P_0$ is convex as a subset of $\ell^\infty(\mathcal{F})$. Namely, using the mapping $\tau: P_0 \ni \nu \mapsto (f \mapsto \nu(f)) \in \ell^\infty(\mathcal{F})$, we only need that $\tau P_0 = \{\tau \nu : \nu \in P_0\} \subset \ell^\infty(\mathcal{F})$ is convex. Condition (c) then should read that $t \mapsto \delta((1-t)\tau \mu + t\tau \nu)$ is differentiable from the right at $t = 0$ with derivative $\delta'_\mu(\mu - \nu) = \lim_{t\downarrow 0} t^{-1}\{\delta((1-t)\tau \mu + t\tau \nu) - \delta(\tau \mu)\}$, where $\delta(\tau \nu) = \delta(\nu)$. This modification is needed to cover the two-sample setting; see, e.g., the proof of Theorem 1 Part (ii).

### 3.1.1. Bootstrap consistency

In applications of Proposition 1, the obtained limit distribution is often non-pivotal in the sense that it depends on the population distribution $\mu$, which is unknown in practice. To circumvent the difficulty of estimating $\delta'_\mu(G_\mu)$ directly, one may apply the bootstrap. When $\mathcal{F}$ is $\mu$-Donsker and $\mu_n = \hat{\mu}_n$ is the empirical distribution of i.i.d. data from $\mu$, then the bootstrap (applied to the functional $\delta$) is consistent for estimating the distribution of $\delta'_\mu(G_\mu)$ provided that the map $\nu \mapsto \delta(\nu)$ is Hadamard differentiable w.r.t. $\|\cdot\|_{\infty,\mathcal{F}}$ at $\nu = \mu$ tangentially to a subspace of $\ell^\infty(\mathcal{F})$ that contains the support of $G_\mu$; cf. Theorem 23.9 in [vdV98] or Theorem 3.9.11 in [vdVW96]. The following corollary is useful for invoking such theorems under the setting of Proposition 1.

**Corollary 1** (Bootstrap consistency via Hadamard differentiability). Consider the setting of Proposition 1. If, in addition, $G_\mu$ is a mean-zero Gaussian variable in $\ell^\infty(\mathcal{F})$, then $\text{spt}(G_\mu)$ is a vector subspace of $\ell^\infty(\mathcal{F})$. If further $\delta'_\mu$ is linear on $\text{spt}(G_\mu)$,
then $\nu \mapsto \delta(\nu)$ is Hadamard differentiable w.r.t. $\| \cdot \|_{\infty, \mathcal{F}}$ at $\nu = \mu$ tangentially to $\text{spt}(G_{\mu})$.

In general, when the functional is Hadamard directionally differentiable with a non-linear derivative, the bootstrap fails to be consistent; cf. [D93, FS19]. An alternative way to estimate the limit distribution in such cases is to use subsampling [PR94] or a rescaled bootstrap [D93].

3.2. Semiparametric efficiency. In Proposition 1, if $\delta_{\mu}'$ is linear and $G_{\mu}$ is mean-zero Gaussian, then the limit distribution $\delta_{\mu}'(G_{\mu})$ is mean-zero Gaussian as well. In such cases, it is natural to ask if the plug-in estimator $\delta(\mu_n)$ is asymptotically efficient in the sense of [vdV98, p. 367], relative to a certain tangent space. Informally, the semiparametric efficiency bound at $\mu$ is computed as the largest Cramér-Rao lower bound among one-dimensional submodels passing through $\mu$.

Formally, consider estimating a functional $\kappa : \mathcal{P} \subset \mathcal{P}(S) \to \mathbb{R}$ at $\mu \in \mathcal{P}$ from i.i.d. data $X_1, \ldots, X_n \sim \mu$. We consider submodels $\{\mu_t : 0 \leq t < \epsilon\}$ with $\mu_0 = \mu$ such that, for some measurable score function $h : S \to \mathbb{R}$, we have

$$\int \left[ \frac{d\mu_t^{1/2} - d\mu^{1/2}}{t} - \frac{1}{2} hd\mu^{1/2} \right]^2 \to 0,$$

where $d\mu_t$ and $d\mu$ are Radon-Nikodym densities w.r.t. a common dominating measure and the integration is taken w.r.t. the dominating measure. Score functions are square integrable w.r.t. $\mu$ and $\mu$-mean zero. A tangent set $\hat{\mathcal{P}}_{\mu} \subset L^2(\mu)$ of the model $\mathcal{P}$ at $\mu$ is the set of score functions corresponding to a collection of such submodels. If $\hat{\mathcal{P}}_{\mu}$ is a vector subspace of $L^2(\mu)$, then it is called a tangent space. Relative to a given tangent set $\hat{\mathcal{P}}_{\mu}$, the functional $\kappa : \mathcal{P} \to \mathbb{R}$ is called differentiable at $\mu$ if there exists a continuous linear functional $\hat{\kappa}_{\mu} : L^2(\mu) \to \mathbb{R}$ such that, for every $h \in \hat{\mathcal{P}}_{\mu}$ and a submodel $t \mapsto \mu_t$ with score function $h$,

$$\frac{\kappa(\mu_t) - \kappa(\mu)}{t} \to \hat{\kappa}_{\mu} h, \quad t \downarrow 0.$$

The semiparametric efficiency bound for estimating $\kappa$ at $\mu$, relative to $\hat{\mathcal{P}}_{\mu}$, is defined as

$$\sigma^2_{\kappa, \mu} = \sup_{h \in \text{lin}(\hat{\mathcal{P}}_{\mu})} \frac{\left( \hat{\kappa}_{\mu} h \right)^2}{\| h \|_{L^2(\mu)}^2},$$

where lin($\hat{\mathcal{P}}_{\mu}$) is the linear span of $\hat{\mathcal{P}}_{\mu}$. In particular, the $N(0, \sigma^2_{\kappa, \mu})$ distribution serves as the ‘optimal’ limit distribution for estimating $\kappa$ at $\mu$ in the sense of the Hájek-Le Cam convolution theorem and also in the local asymptotic minimax sense; see Chapter 25 in [vdV98] for details.

The next proposition concerns the computation of the semiparametric efficiency bound in the context of Proposition 1.
Proposition 2 (Semiparametric efficiency). For Setting @ from Proposition 1 with $c = \mathbb{R}$, consider estimating $\delta : \mathcal{P}_0 \to \mathbb{R}$ at $\mu$ from i.i.d. data $X_1, \ldots, X_n \sim \mu$. Set

$$\hat{\mathcal{P}}_{0,\mu} = \{ h : h : S \to \mathbb{R} \text{ is bounded and measurable with } \mu\text{-mean zero} \}.$$ 

Suppose that (a) the function class $\mathcal{F}$ is $\mu$-pre-Gaussian, i.e., there exists a tight mean-zero Gaussian process $G_\mu = (G_\mu(f))_{f \in \mathcal{F}}$ in $\ell^\infty(\mathcal{F})$ with covariance function $\text{Cov}(G_\mu(f), G_\mu(g)) = \text{Cov}_\mu(f, g)$; (b) for every $h \in \hat{\mathcal{P}}_{0,\mu}$, $(1 + th)\mu \in \mathcal{P}_0$ for sufficiently small $t > 0$; and (c) there exists a continuous linear functional $\delta'_\mu : \ell^\infty(\mathcal{F}) \to \mathbb{R}$ such that (5) holds for every $\nu \in \mathcal{P}_0$ of the form $\nu = (1 + h)\mu$ for some $h \in \mathcal{P}_{0,\mu}$. Then, the semiparametric efficiency bound for estimating $\delta$ at $\mu$ relative to the tangent space $\hat{\mathcal{P}}_{0,\mu}$ agrees with $\text{Var}(\delta'_\mu(G_\mu))$.

Proposition 2 can be thought of as a variant of Theorem 3.1 in [vdV91], which asserts that a Hadamard differentiable functional (tangentially to a sufficiently large subspace) of an asymptotically efficient estimator is again asymptotically efficient; see Remark 15 for more details. In Appendix A, we provide a direct and self-contained proof of Proposition 2. We note that Proposition 2 covers a slightly more general situation than [vdV91, Theorem 3.1] since it only requires Gâteaux differentiability of the map $\delta$, and choosing a pre-Gaussian function class $\mathcal{F}$ in such a way that the derivative $\delta'_\mu$ extends to a continuous linear functional on $\ell^\infty(\mathcal{F})$. In particular, the efficiency bound computation in Proposition 2 is applicable even when Proposition 1 is difficult to apply. For instance, when the Gâteaux derivative $\delta'_\mu$ in (5) is a point evaluation, $\delta'_\mu(\nu - \mu) = (\nu - \mu)(f^*)$ for some function $f^* \in L^2(\mu)$, we can choose $\mathcal{F} = \{ f^* \}$ (singleton) and apply Proposition 2 to conclude that $\text{Var}_\mu(f^*)$ agrees with the semiparametric efficiency bound, relative to $\hat{\mathcal{P}}_{0,\mu}$ (note that the function class $\mathcal{F}$ in Proposition 2 need not be the same as the one in Proposition 1).

The following corollary covers the two-sample case. Define $\hat{\mathcal{P}}_{0,\mu}$ and set $\hat{\mathcal{P}}_{0,\mu} \oplus \hat{\mathcal{P}}_{0,\nu} = \{ h_1 \oplus h_2 : h_1 \in \hat{\mathcal{P}}_{0,\mu}, h_2 \in \hat{\mathcal{P}}_{0,\nu} \}$.

Corollary 2 (Semiparametric efficiency in two-sample setting). Let $\mathcal{F}$ be a class of Borel measurable functions on a topological space $S$ with finite envelope $F$, and for given $\mu, \nu \in \mathcal{P}(S)$, let $\mathcal{P}_{0,\mu}, \mathcal{P}_{0,\nu}$ be subsets of $\mathcal{P}(S)$ containing $\mu, \nu$, respectively, such that $\int F dp < \infty$ for all $\rho \in \mathcal{P}_{0,\mu} \cup \mathcal{P}_{0,\nu}$. Let $\mathcal{P}_{0,\mu} \otimes \mathcal{P}_{0,\nu} = \{ \rho_1 \otimes \rho_2 : \rho_1 \in \mathcal{P}_{0,\mu}, \rho_2 \in \mathcal{P}_{0,\nu} \}$. Consider estimating $\delta : \mathcal{P}_{0,\mu} \otimes \mathcal{P}_{0,\nu} \to \mathbb{R}$ at $\mu \otimes \nu$ from i.i.d. data $(X_1, Y_1), \ldots, (X_n, Y_n) \sim \mu \otimes \nu$. Suppose that (a) the function class $\mathcal{F}$ is pre-Gaussian w.r.t. $\mu$ and $\nu$; (b) for every $h_1 \otimes h_2 \in \hat{\mathcal{P}}_{0,\mu} \oplus \hat{\mathcal{P}}_{0,\nu}$, $(1 + th_1)\mu \otimes ((1 + th_2)\nu) \in \mathcal{P}_{0,\mu} \otimes \mathcal{P}_{0,\nu}$ for sufficiently small $t > 0$; (c) there exist continuous linear functionals $\delta'_\mu : \ell^\infty(\mathcal{F}) \to \mathbb{R}$ and $\delta'_\nu : \ell^\infty(\mathcal{F}) \to \mathbb{R}$ such that $t^{-1}\{ \delta'' \}((1 + th_1)\mu) \otimes ((1 + th_2)\nu) \in \mathcal{P}_{0,\mu} \otimes \mathcal{P}_{0,\nu}$ for sufficiently small $t > 0$. Then, the semiparametric efficiency bound for estimating $\delta$ at $\mu \otimes \nu$ relative to the tangent space $\hat{\mathcal{P}}_{0,\mu} \oplus \hat{\mathcal{P}}_{0,\nu}$ agrees with $\text{Var}(\delta'_\mu(G_\mu)) + \text{Var}(\delta'_\nu(G_\nu))$, where $G_\mu$ and $G_\nu$ are tight $\mu$- and $\nu$-Brownian bridges in $\ell^\infty(\mathcal{F})$, respectively.
Remark 5 (Efficiency of wavelet-based estimator of $W_2$). Theorem 18 in [MBNWW21] shows a CLT for a wavelet-based estimator $W_2(\hat{\mu}, \nu)$ for $W_2(\mu, \nu)$ in the one-sample case under high-level assumptions that include global regularity of the OT potential $\varphi$: $\sqrt{n}(W_2^2(\hat{\mu}, \nu) - W_2^2(\mu, \nu)) \overset{d}{\to} N(0, \text{Var}_\mu(\varphi))$. Their proof consists of first establishing a CLT for the expectation centering (similarly to [dBL19]) and then showing that the bias is negligible. On the other hand, Proposition 1 would be difficult to apply to obtain the same result, unless one assumes a uniform bound on the Hölder norm of OT potentials corresponding to a local neighborhood of $\mu$. However, such uniform bounds on global regularity of OT potentials are currently unavailable, except for very limited cases (cf. the discussion after Theorem 3 in [MBNWW21]). Still, under the assumption of Theorem 18 in [MBNWW21], it is readily verified that $\rho \mapsto W_2(\rho, \nu)$ is Gâteaux differentiable at $\mu$ with derivative $(\rho - \mu)(\varphi)$ (cf. the proof of Lemma 7), so $\text{Var}_\mu(\varphi)$ indeed coincides with the semiparametric efficiency bound.

4. Sliced Wasserstein distances

This section studies sliced Wasserstein distances. We start with some background and a brief literature review, and then move on to a statistical analysis of limit distributions, bootstrapping, and efficiency.

4.1. Background. Average- and max-sliced Wasserstein distances are defined next.

Definition 2 (Sliced Wasserstein distances). Let $1 \leq p < \infty$. The average-sliced and max-sliced $p$-Wasserstein distances between $\mu, \nu \in \mathcal{P}_p(\mathbb{R}^d)$ are defined, respectively, as

$$W^p_\mu(\mu, \nu) := \left[ \int_{\mathbb{S}^{d-1}} W_p^p(p^\theta_\mu, p^\theta_\nu) d\sigma(\theta) \right]^{1/p}$$

and

$$\overline{W}^p_\mu(\mu, \nu) := \max_{\theta \in \mathbb{S}^{d-1}} W_p(p^\theta_\mu, p^\theta_\nu),$$

where $p^\theta : \mathbb{R}^d \to \mathbb{R}$ is the projection map $x \mapsto \theta^T x$ and $\sigma$ is the uniform distribution on the unit sphere $\mathbb{S}^{d-1}$.

The sliced distances $\overline{W}^p_\mu$ and $\overline{W}^p_\mu$ are metrics on $\mathcal{P}_p(\mathbb{R}^d)$ and, in fact, induce the same topology as $W_p$ [BG21].

Lemma 3 (Proposition 2.1 and Theorem 2.1 of [BG21]). Both $W^p_\mu$ and $\overline{W}^p_\mu$ are metrics on $\mathcal{P}_p(\mathbb{R}^d)$ that generate the same topology as $W_p$, i.e., for any $\mu_n, \mu \in \mathcal{P}_p(\mathbb{R}^d)$,

$$W^p_\mu(\mu_n, \mu) \to 0 \iff \overline{W}^p_\mu(\mu_n, \mu) \to 0 \iff W_p(\mu_n, \mu) \to 0.$$

Sliced Wasserstein distances are efficiently computable using the closed-form expression for $W_p$ between distributions on $\mathbb{R}$ using quantile functions. For $\mu \in \mathcal{P}(\mathbb{R}^d)$ and $\theta \in \mathbb{S}^{d-1}$, denote by $F_\mu(\cdot; \theta)$ and $F^{-1}_\mu(\cdot; \theta)$ the distribution and quantile functions of $p^\theta_\mu$, respectively, i.e.,

$$F_\mu(t; \theta) = \mu(\{x \in \mathbb{R}^d : \theta^T x \leq t\})$$

and

$$F^{-1}_\mu(\tau; \theta) = \inf\{t \in \mathbb{R} : F_\mu(t; \theta) \geq \tau\}.$$
Then, \( \mathcal{W}_p(p^\theta_\mu, p^\theta_\nu) \) equals the \( L^p \)-norm between the corresponding quantile functions,

\[
\mathcal{W}_p^p(p^\theta_\mu, p^\theta_\nu) = \int_0^1 \left| F_{\mu}^{-1}(\tau; \theta) - F_{\nu}^{-1}(\tau; \theta) \right|^p d\tau.
\]

For \( p = 1 \), the above further simplifies to the \( L^1 \) distance between the corresponding distribution functions, namely

\[
\mathcal{W}_1(p^\theta_\mu, p^\theta_\nu) = \int_\mathbb{R} \left| F_{\mu}(t; \theta) - F_{\nu}(t; \theta) \right| dt. \tag{6}
\]

Also, sliced Wasserstein distances between projected empirical distributions can be readily computed using order statistics. Let \( \hat{\mu}_n := n^{-1} \sum_{i=1}^n \delta_{X_i} \) and \( \hat{\nu}_n := n^{-1} \sum_{i=1}^n \delta_{Y_i} \) be the empirical distributions of samples \( X_1, \ldots, X_n \) and \( Y_1, \ldots, Y_n \). For each \( \theta \in \mathbb{S}^{d-1} \), let \( X_i(\theta) = \theta \top X_i \), and let \( X_{(1)}(\theta) \leq \cdots \leq X_{(n)}(\theta) \) be the order statistics. Define \( Y_{(1)}(\theta) \leq \cdots \leq Y_{(n)}(\theta) \) analogously. Then, by Lemma 4.2 in [BL19],

\[
\mathcal{W}_p(p^\theta_\mu, p^\theta_\nu) = \frac{1}{n} \sum_{i=1}^n |X_{(i)}(\theta) - Y_{(i)}(\theta)|^p. \tag{7}
\]

The sliced distances \( \mathcal{W}_p \) and \( \overline{\mathcal{W}}_p \) can be computed by integrating or maximizing the above over \( \theta \in \mathbb{S}^{d-1} \).

### 4.1.1. Literature review

Sliced Wasserstein distances have been applied to various statistical inference and machine learning tasks, including barycenter computation [RPDB11], generative modeling [DZS18, DHS+19, NDSB19, NDC+20], and autoencoders [KPMR19]. The statistical literature on sliced distances mostly focused on expected value analysis. Specifically, [NWR21] show that if \( \mu \) satisfies a \( T_q(\sigma^2) \) inequality with \( q \in [1, 2] \), then

\[
\mathbb{E} \left[ \mathcal{W}_p(\hat{\mu}_n, \mu) \right] \lesssim \sigma \left( n^{-1/p} + n^{(1/q - 1/p)} \sqrt{d \log n} / n \right)
\]

up to a constant that depends only on \( p \). Further results on empirical convergence rates can be found in [LZC+21], where both \( \mathcal{W}_p \) and \( \overline{\mathcal{W}}_p \) were treated, while replacing the transport inequality assumption of [NWR21] with exponential moment bounds (via Bernstein’s tail conditions) or Poincaré type inequalities. A limit distribution result for one-sample sliced \( W_1 \) was mentioned in [NDC+20] but was left as an unproven assumption. Extensions to sliced \( W_p \) and two-sample results, all of which are crucial for principled statistical inference, are currently open. Consistency of the bootstrap and efficiency bounds are also unaccounted for by the existing literature.²

²After the first version of the present paper was posted on the arXiv, we became aware that the latest update of [MBW22] (arXiv update: April 4, 2022) contains limit distribution and bootstrap results for \( \mathcal{W}_p \) with \( p > 1 \) under the alternative, but under somewhat restrictive assumptions and using a different proof technique; see Remark 7 for more details. Our work is independent of [MBW22].
4.2. Statistical analysis. We move on to the statistical aspects of sliced $W_p$, closing the aforementioned gaps. The $p > 1$ case is treated under the general framework of Section 3 for compactly supported distributions. For $p = 1$, we present a separate derivation that makes use of the simplified form in (6) and the Kantorovich-Rubinstein duality to obtain the results under mild moment assumptions.

4.2.1. Order $p > 1$. The next theorem characterizes limit distributions for average-sliced $p$-Wasserstein distances under both the one- and two-sample settings. It also states asymptotic efficiency of the empirical plug-in estimator, and consistency of the bootstrap. The latter facilitates statistical inference by providing a tractable estimate of the limiting distribution, and is set up as follows. Given the data $X_1, \ldots, X_n$, let $X^B_1, \ldots, X^B_n$ be an independent sample from $\mu_n$, and set $\hat{\mu}^B_n := n^{-1}\sum_{i=1}^n \delta_{X^B_i}$ as the bootstrap empirical distribution. Define $\hat{\nu}^B_n$ analogously and let $\mathbb{P}^B$ denote the conditional probability given the data.

**Theorem 1** (Limit distribution, efficiency, and bootstrap consistency for $\overline{W}_p^p$). Let $1 < p < \infty$, and suppose that $\mu, \nu$ are compactly supported, such that $\mu$ is absolutely continuous and $\text{spt}(\mu)$ is convex. For every $\theta \in \mathbb{S}^{d-1}$, let $\varphi^\theta$ be an OT potential from $p^\theta_\mu$ to $p^\theta_\nu$ for $W_p$, which is unique up to additive constants on $\text{int}(\text{spt}(p^\theta_\mu))$. Also, set $\psi^\theta = [\varphi^\theta]^c$ as the $c$-transform of $\varphi^\theta$ for $c(s, t) = |s - t|^p$. The following hold.

(i) We have

$$\sqrt{n}(\overline{W}_p^p(\hat{\mu}_n, \nu) - \overline{W}_p^p(\mu, \nu)) \xrightarrow{d} N(0, v_p^2),$$

where $v_p^2 = \int\int \text{Cov}_\mu(\varphi^\theta \circ p^\theta, \varphi^\theta \circ p^\theta) d\sigma(\theta) d\sigma(\vartheta)$, which is well-defined under the current assumption. The asymptotic variance $v_p^2$ coincides with the semiparametric efficiency bound for estimating $\overline{W}_p^p(\cdot, \nu)$ at $\mu$. Also, provided that $v_p^2 > 0$, we have

$$\sup_{t \in \mathbb{R}} \mathbb{P}(\sqrt{n}(\overline{W}_p^p(\hat{\mu}_n, \nu) - \overline{W}_p^p(\hat{\mu}_n, \nu)) \leq t) - \mathbb{P}(N(0, v_p^2) \leq t) \xrightarrow{P} 0.$$ 

(ii) If in addition $\nu$ is absolutely continuous with convex support, then

$$\sqrt{n}(\overline{W}_p^p(\hat{\nu}_n, \hat{\nu}_n) - \overline{W}_p^p(\nu, \nu)) \xrightarrow{d} N(0, w_p^2),$$

where $w_p^2$ is given in (i) and $w_p^2 = \int\int \text{Cov}_\nu(\psi^\theta \circ p^\theta, \psi^\theta \circ p^\theta) d\sigma(\theta) d\sigma(\vartheta)$. The asymptotic variance $w_p^2$ coincides with the semiparametric efficiency bound for estimating $\overline{W}_p^p(\cdot, \cdot)$ at $(\mu, \nu)$. Also, provided that $v_p^2 + w_p^2 > 0$, we have

$$\sup_{t \in \mathbb{R}} \mathbb{P}(\sqrt{n}(\overline{W}_p^p(\hat{\nu}_n^B, \hat{\nu}_n^B) - \overline{W}_p^p(\hat{\mu}_n, \hat{\nu}_n)) \leq t) - \mathbb{P}(N(0, v_p^2 + w_p^2) \leq t) \xrightarrow{P} 0.$$ 

The derivation of the limit distributions in Theorem 1 follows from Proposition 1. We outline the main idea for the one-sample case. The functional of interest is set as the $p$th power of the average-sliced $p$-Wasserstein distance. Leveraging compactness of supports, we then show that $\overline{W}_p^p$ is Lipschitz w.r.t. $\overline{W}_1$ (cf. Lemma 5). From the
Kantorovich-Rubinstein duality, \( \overline{W}_1 \) can be expressed as \( \overline{W}_1(\mu, \nu) = \|\mu - \nu\|_\infty \) with \( \mathcal{F} = \{ \varphi \circ p^\theta : \theta \in \mathbb{S}^{d-1}, \varphi \in \text{Lip}_{1,0}(\mathbb{R}) \} \), which is shown to be \( \mu\)-Donsker (\( \text{Lip}_{1,0}(\mathbb{R}) \)) with \( \phi = \{ \phi \circ p^\theta : \theta \in \mathbb{S}^{d-1}, \phi \in \text{Lip}_{1,0}(\mathbb{R}) \} \). Evaluating the Gâteaux directional derivative of the sliced distance, we have all the conditions needed to invoke Proposition 1, which in turn yields the distributional limits. For \( W_p \), the corresponding derivative turns out to be linear (in a suitable sense), so that asymptotic efficiency of the plug-in estimator and the bootstrap consistency follow from Proposition 2 and Corollary 1 combined with Theorem 23.9 in [vdV98].

For the two-sample case, we think of \( W_p(\mu, \nu) \) as a functional of the product measure \( \mu \otimes \nu \), as the correspondence between \((\mu, \nu)\) and \( \mu \otimes \nu \) is one-to-one. With this identification, the rest of the argument is analogous to the one-sample case. In addition, in the two-sample case, the semiparametric efficiency bound is defined relative to the tangent space
\[
\{h_1 \oplus h_2 : h_1 \text{ and } h_2 \text{ are bounded measurable functions with } \mu(h_1) = \nu(h_2) = 0\}.
\]

We will keep this convention when discussing semiparametric efficiency bounds in the two-sample case.

**Remark 6** (Removing \( p \)th power). While Theorem 1 states limit distributions for the \( p \)th power of \( W_p \), we can readily obtain corresponding results for the average-sliced \( p \)-Wasserstein distance itself by invoking the delta method for the map \( s \mapsto s^{1/p} \).

**Remark 7** (Comparison with [MBW22]). Theorem 4 in [MBW22] derives limit distributions and bootstrap consistency for empirical \( W_p \) under the alternative, subject to the assumption that the projected densities \( \{ f_\mu(\cdot; \theta) \}_{\theta \in \mathbb{S}^{d-1}} \) and \( \{ f_\nu(\cdot; \theta) \}_{\theta \in \mathbb{S}^{d-1}} \) are uniformly integrable, with
\[
\sup_{\theta \in \mathbb{S}^{d-1}} \text{esssup}_{0 < u < 1} \frac{1}{f_\mu(F^{-1}_{\nu}(t; \theta); \theta)} \vee \frac{1}{f_\nu(F^{-1}_{\mu}(t; \theta); \theta)} < \infty.
\]
Here \( f_\mu(\cdot; \theta) \) and \( F^{-1}_{\mu}(\cdot; \theta) \) are the (Lebesgue) density and quantile functions of \( p^\theta \mu \), and their composition is the so-called I-function; cf. [BL19, Equation (5.2)]. Verification of this condition for given distributions on \( \mathbb{R}^d \) seems nontrivial. The proof of [MBW22, Theorem 4] exploits the quantile function representation of \( W_p \) in \( d = 1 \) along with a linearization step (of quantile functions). Our limit theorem, on the other hand, assumes that \( \mu \) has a density with compact and convex support, and employs a markedly different proof via the general framework of Proposition 1.

We next consider the max-sliced Wasserstein distance, and provide one- and two-sample limit distributions. It turns out that the corresponding Hadamard directional derivative is nonlinear and therefore the limit is non-Gaussian and the nonparametric bootstrap is inconsistent (cf. [D93, FS19]).

**Theorem 2** (Limit distribution for \( \overline{W}_p \)). Consider the assumption of Theorem 1.
(i) Setting $\mathcal{S}_{\mu,\nu} := \{\theta \in \mathbb{S}^{d-1} : W_p(p^\theta \mu, p^\theta \nu) = \overline{W}_p(\mu, \nu)\}$, we have

$$\sqrt{n}(\overline{W}^p_p(\hat{\mu}_n, \hat{\nu}_n) - \overline{W}^p_p(\mu, \nu)) \xrightarrow{d} \sup_{\theta \in \mathcal{S}_{\mu,\nu}} \mathcal{G}_{\mu}(\theta),$$

where $(\mathcal{G}_{\mu}(\theta))_{\theta \in \mathbb{S}^{d-1}}$ is a centered Gaussian process with continuous paths and covariance function $\text{Cov}(\mathcal{G}_{\mu}(\theta), \mathcal{G}_{\mu}(\varphi)) = \text{Cov}_{\mu}(\varphi^\theta \circ p^\theta, \varphi^\theta \circ p^\theta)$, which is well-defined under the current assumption.

(ii) If in addition $\nu$ is also absolutely continuous with convex support, then

$$\sqrt{n}(\overline{W}^p_p(\hat{\mu}_n, \hat{\nu}_n) - \overline{W}^p_p(\mu, \nu)) \xrightarrow{d} \sup_{\theta \in \mathcal{S}_{\mu,\nu}} \left[\mathcal{G}_{\mu}(\theta) + \mathcal{G}'_{\nu}(\theta)\right],$$

where $(\mathcal{G}_{\mu}(\theta))_{\theta \in \mathbb{S}^{d-1}}$ is given in (i), $(\mathcal{G}'_{\nu}(\theta))_{\theta \in \mathbb{S}^{d-1}}$ is another centered Gaussian process with continuous paths and covariance function $\text{Cov}(\mathcal{G}'_{\nu}(\theta), \mathcal{G}'_{\nu}(\varphi)) = \text{Cov}_{\nu}(\varphi^\theta \circ p^\theta, \varphi^\theta \circ p^\theta)$ independent of $\mathcal{G}_{\mu}$.

Observe that, for $\mu, \nu \in \mathcal{P}_p(\mathbb{R}^d)$, the map $\theta \mapsto W_p(p^\theta \mu, p^\theta \nu)$ is continuous, so the set $\mathcal{S}_{\mu,\nu}$ is nonempty. The proof of Theorem 2 also relies on the general framework of Proposition 1. As in the average case, $\overline{W}_p$ is Lipschitz w.r.t. $\overline{W}_1$, and the rest is to characterize the Gâteaux directional derivative, which requires extra work.

**Remark 8** (Bias of plug-in estimator for $\overline{W}_p$ and correction). In general, the limit distributions for the max-sliced distance in Theorem 2 have positive means, which implies that empirical $\overline{W}_p$ tends to be upward biased at the order of $n^{-1/2}$. Such a upward bias commonly appears in a plug-in estimation of the maximum of a nonparametric function (cf. [CLR13]). One may correct this bias using a precision correction similar to [CLR13]. Namely, define

$$\widehat{W}_p(\alpha) := \overline{W}^p_p(\hat{\mu}_n, \hat{\nu}_n) - k_\alpha / \sqrt{n}$$

where $k_\alpha$ is the $\alpha$-quantile of $\sup_{\theta \in \mathcal{S}_{\mu,\nu}} \left[\mathcal{G}_{\mu}(\theta) + \mathcal{G}'_{\nu}(\theta)\right]$, which can be estimated via subsampling. Provided that $k_\alpha$ is a continuity point of the distribution function of the limit variable, this estimator is upward $\alpha$-quantile unbiased, and in particular, median unbiased when $\alpha = 1/2$, meaning that $\mathbb{P}(\widehat{W}_p(\alpha) \leq \overline{W}^p_p(\mu, \nu)) = \alpha + o(1)$.

**Remark 9** (Null case). The limit distributions in Theorems 1 and 2 degenerate to zero under the null, i.e., $\mu = \nu$. This is because $\varphi^\theta \circ p^\theta$ and $\psi^\theta \circ p^\theta$ are constant $\mu$- and $\nu$-a.e., respectively, for each $\theta \in \mathbb{S}^{d-1}$. In $d = 1$, [dBGU05] derived a limit distribution for $W_2(\hat{\mu}_n, \mu)$ using the quantile function representation of $W_2$, which requires several technical conditions concerning the tail of the Lebesgue density of $\mu$. Their argument hinges on the approximation of the (general) sample quantile process by the uniform quantile process, and transfer the results on the latter to the former. This argument does not extend to the sliced distances, at least directly, as the quantile process here is indexed by the additional projection parameter $\theta \in \mathbb{S}^{d-1}$. Also, it seems highly nontrivial to find simple conditions on $\mu$ itself under
which the projected distributions $p^\theta_{\#} \mu$ satisfy the conditions in [dBGU05] for all (or uniformly over) $\theta \in S^{d-1}$. We leave null limit distributions for $W_p$ and $\overline{W}_p$ as a future research topic.

4.2.2. Order $p = 1$. The analysis for $W_1$ relies on the explicit expression of $W_1$ between distributions on $\mathbb{R}$ as the $L^1$ distance between distribution functions (cf. (6)), which implies that

$$W_1(\mu, \nu) = \int_{S^{d-1}} \int_{\mathbb{R}} |F_\mu(t; \theta) - F_\nu(t; \theta)| \, dt \, d\sigma(\theta). \quad (8)$$

For $\overline{W}_1$, the Kantorovich-Rubinstein duality implies that

$$\overline{W}_1(\mu, \nu) = \sup_{\theta \in S^{d-1}} \sup_{\varphi \in \text{Lip}_{1,0}(\mathbb{R})} \left[ \int \varphi(d(p^\theta_\# \mu - p^\theta_\# \nu)) \right] = \sup_{\theta \in S^{d-1}} \sup_{\varphi \in \text{Lip}_{1,0}(\mathbb{R})} \left[ \int \varphi(\theta^\top x) d(\mu - \nu)(x) \right]. \quad (9)$$

Here Lip$_{1,0}(\mathbb{R})$ denotes the class of 1-Lipschitz functions $\varphi$ on $\mathbb{R}$ with $\varphi(0) = 0$. These explicit expressions enable us to derive a limit distribution theory for $W_1$ and $\overline{W}_1$ under mild moment conditions, as presented next.

To state the result, set $\lambda$ as the Lebesgue measure on $\mathbb{R}$ and denote

$$\text{sign}(t) = \begin{cases} 1 & t > 0 \\ 0 & t = 0 \\ -1 & t < 0 \end{cases}$$

Recall that a stochastic process $(Y(t))_{t \in T}$ indexed by a measurable space $T$ is called measurable if $(t, \omega) \mapsto Y(t, \omega)$ is jointly measurable.

**Theorem 3** (Limit distribution for $W_1$ and $\overline{W}_1$). Let $\epsilon > 0$ be arbitrary.

(i) Assume $\mu \in \mathcal{P}_{2+\epsilon}(\mathbb{R}^d)$ and $\nu \in \mathcal{P}_1(\mathbb{R}^d)$. Then, there exists a measurable, centered Gaussian process $G_\mu = (G_\mu(t, \theta))_{(t, \theta) \in \mathbb{R} \times S^{d-1}}$ with paths in $L^1(\lambda \otimes \sigma)$ and covariance function

$$\text{Cov}(G_\mu(s, \theta), G_\mu(t, \vartheta)) = \mu\{x \in \mathbb{R}^d : \theta^\top x \leq s, \vartheta^\top y \leq t\} - F_\mu(s; \theta) F_\mu(t; \vartheta), \quad (10)$$

such that

$$\sqrt{n}(W_1(\hat{\mu}_n, \nu) - W_1(\mu, \nu)) \overset{d}{\to} \int \int [\text{sign}(F_\mu - F_\nu)] G_\mu \, d\lambda d\sigma + \int \int_{F_\mu = F_\nu} |G_\mu| \, d\lambda d\sigma. \quad (11)$$
(ii) If $\mu, \nu \in \mathcal{P}_{2+e}(\mathbb{R}^d)$, then
\[
\sqrt{n}(\overline{W}_1(\hat{\mu}_n, \hat{\nu}_n) - \overline{W}_1(\mu, \nu)) \xrightarrow{d} \int \left[ \text{sign}(F_\mu - F_\nu) \right] (G_\mu - G_\nu |_{c} | d\lambda d\sigma + \int_{F_\mu = F_\nu} |G_\mu - G_\nu| d\lambda d\sigma,
\]
where $G_\mu$ is given in (i) and $G_\nu = (G_\nu(t, \theta))_{(t, \theta) \in \mathbb{R} \times \mathbb{S}^{d-1}}$ is another measurable, centered Gaussian process with paths in $L^1(\lambda \otimes \sigma)$ and covariance function given by (10) with $\mu$ replaced by $\nu$, and $G_\mu$ and $G_\nu$ are independent.

(iii) Assume $\mu \in \mathcal{P}_{4+e}(\mathbb{R}^d)$ and $\nu \in \mathcal{P}_1(\mathbb{R}^d)$. Consider the function class
\[
\mathcal{F} = \left\{ \varphi \circ \rho^\theta : \theta \in \mathbb{S}^{d-1}, \varphi \in \text{Lip}_{1,0}(\mathbb{R}) \right\}.
\]
Then, there exists a tight $\mu$-Brownian bridge process $G_\mu$ in $\ell^\infty(\mathcal{F})$ such that
\[
\sqrt{n}(\overline{W}_1(\hat{\mu}_n, \hat{\nu}_n) - \overline{W}_1(\mu, \nu)) \xrightarrow{d} \sup_{f \in M_{\mu, \nu}} G_\mu(f),
\]
where $M_{\mu, \nu} = \{ f \in \mathcal{F}^\mu : \mu(f - \nu(f)) = \overline{W}_1(\mu, \nu) \}$ and $\mathcal{F}^\mu$ is the completion of $\mathcal{F}$ for the standard deviation pseudometric $(f, g) \mapsto \sqrt{\text{Var}_\mu(f - g)}$.

(iv) If $\mu, \nu \in \mathcal{P}_{4+e}(\mathbb{R}^d)$, then there exists a tight $\nu$-Brownian bridge process $G_\nu'$ in $\ell^\infty(\mathcal{F})$ independent of $G_\mu$ above such that
\[
\sqrt{n}(\overline{W}_1(\hat{\mu}_n, \hat{\nu}_n) - \overline{W}_1(\mu, \nu)) \xrightarrow{d} \sup_{f \in M_{\mu, \nu}'} \left[ G_\mu(f) - G_\nu'(f) \right],
\]
where $M_{\mu, \nu}' = \{ f \in \mathcal{F}^{\mu, \nu} : (\mu - \nu)(f) = \overline{W}_1(\mu, \nu) \}$ and $\mathcal{F}^{\mu, \nu}$ is the completion of $\mathcal{F}$ for the pseudometric $(f, g) \mapsto \sqrt{\text{Var}_\mu(f - g) + \text{Var}_\nu(f - g)}$.

Notably, while Theorem 1 requires distributions to have compact and convex support, the limit distributions in Theorem 3 hold under mild moment assumptions. The derivation for $\overline{W}_1$ relies on the CLT in $L^1$ to deduce convergence of empirical projected distribution functions in $L^1(\lambda \otimes \sigma)$. The limit distribution is then obtained via the functional delta method by casting $\overline{W}_1$ as the $L^1(\lambda \otimes \sigma)$ norm between distribution functions and characterizing the corresponding Hadamard directional derivative. For $\overline{W}_1$, we use the Kantorovich-Rubinstein duality in conjunction with the fact that the class of projection 1-Lipschitz functions is Donsker under the said moment condition. We note that, in Part (iii), if $\mu = \nu$, then $M_{\mu, \nu} = \mathcal{F}^\mu$, and since $G_\mu$ has uniformly continuous paths w.r.t. the standard deviation pseudometric, the limit variable becomes $\sup_{f \in \mathcal{F}} G_\mu(f)$ when $\mu = \nu$. Likewise, in Part (iv), the limit variable becomes $\sup_{f \in \mathcal{F}} \left[ G_\mu(f) - G_\nu'(f) \right]$ when $\mu = \nu$.

For $\overline{W}_1$, if the second term on the right-hand side of (11) is zero, then the asymptotic normality holds. We state this result including its two-sample analogue next.
Corollary 3 (Asymptotic normality for \( W_1 \)). For \( \mu \in \mathcal{P}(\mathbb{R}^d) \) and \( \theta \in \mathbb{S}^{d-1} \), define \( \gamma_\theta = \sup \text{spt}(p_\mu^\theta) \) and \( \gamma^\theta_\mu = \inf \text{spt}(p_\mu^\theta) \). The following hold.

(i) Under the assumption of Theorem 3 Part (i), if in addition \( F_\mu(t;\theta) \neq F_\nu(t;\theta) \) for \((\lambda \otimes \sigma)\)-almost all \((t,\theta) \in \{(s,\vartheta) : s \in \gamma_\mu \cap \gamma^\theta_\mu, \vartheta \in \mathbb{S}^{d-1}\} \), then

\[
\sqrt{n}(\nabla_1(\mu_n, \nu) - \nabla_1(\mu, \nu)) \xrightarrow{d} \mathcal{N}(0, v^2_1),
\]

where \( v^2_1 \) is the variance of \( \int \left[ \text{sign}(F_\mu - F_\nu) \right] \mathcal{G}_d d\lambda d\sigma \). The asymptotic variance \( v^2_1 \) agrees with the semiparametric efficiency bound for estimating \( \nabla_1(\cdot, \cdot) \) at \( \mu \).

(ii) Under the assumption of Theorem 3 Part (ii), if in addition \( F_\mu(t;\theta) \neq F_\nu(t;\theta) \) for \((\lambda \otimes \sigma)\)-almost all \((t,\theta) \in \{(s,\vartheta) : s \in \gamma_\mu \cap \gamma^\theta_\mu, \vartheta \in \mathbb{S}^{d-1}\} \), then

\[
\sqrt{n}(\nabla_1(\mu_n, \nu_n) - \nabla_1(\mu, \nu)) \xrightarrow{d} \mathcal{N}(0, v^2_1 + w^2_1),
\]

where \( v^2_1 \) is as above and \( w^2_1 \) is the variance of \( \int \left[ \text{sign}(F_\mu - F_\nu) \right] \mathcal{G}_d d\lambda d\sigma \). The asymptotic variance \( v^2_1 + w^2_1 \) agrees with the semiparametric efficiency bound for estimating \( \nabla_1(\cdot, \cdot) \) at \( (\mu, \nu) \).

Finally, bootstrap consistency (as in Theorem 1) holds for both cases (i) and (ii).

As an example, the above asymptotic normality holds when the population distributions are both Gaussian.

Example 1. Consider \( \mu = N(\xi_1, \Sigma_1) \) and \( \nu = N(\xi_2, \Sigma_2) \). Then \( p^\theta_\mu = N(\theta^\top \xi_1, \theta^\top \Sigma_1 \theta) \) and \( p^\theta_\nu = N(\theta^\top \xi_2, \theta^\top \Sigma_2 \theta) \). In this case, as long as \( \xi_1 \neq \xi_2 \) or \( \Sigma_1 \neq \Sigma_2 \), we have \( \sigma\{\theta : \theta^\top \xi_1 = \theta^\top \xi_2 \text{ and } \theta^\top \Sigma_1 \theta = \theta^\top \Sigma_2 \theta\} = 0 \), which follows from the fact that \( \frac{Z}{\|Z\|} \sim \sigma \) for \( Z \sim N(0, I_d) \) and Lemma 1 in [Oka73]. Thus, \( F_\mu(t;\theta) \neq F_\nu(t;\theta) \) for \((\lambda \otimes \sigma)\)-almost all \((t,\theta) \in \mathbb{R} \times \mathbb{S}^{d-1} \) and the conclusion of Corollary 3 applies.

5. Smooth Wasserstein Distance with Compactly Supported Kernels

This section studies structural, statistical, and computational aspects of smooth Wasserstein distances with compactly supported smoothing kernels.

5.1. Background. To set up the smooth Wasserstein distance, we first define a smoothing kernel as follows. Let \( \chi \in C^\infty(\mathbb{R}^d) \) be any non-negative function with \( \int_{\mathbb{R}^d} \chi(x) dx = 1 \) and \( \int_{\mathbb{R}^d} \|x\|^p \chi(x) dx < \infty \), for all \( 1 \leq p < \infty \). Then, for any \( \sigma > 0 \), define \( \chi_\sigma = \sigma^{-d} \chi(\cdot/\sigma) \in C^\infty(\mathbb{R}^d) \) and let \( \eta_\sigma \in \mathcal{P}(\mathbb{R}^d) \) be a probability measure whose (Lebesgue) density is \( \chi_\sigma \). We call \( \eta_\sigma \) a smoothing kernel of parameter \( \sigma \), and define the corresponding smooth Wasserstein distance as follows.

Definition 3 (Smooth Wasserstein distances). Let \( 1 \leq p < \infty \) and \( \eta_\sigma \) be a smoothing kernel. The associated smooth \( p \)-Wasserstein distance between \( \mu, \nu \in \mathcal{P}_p(\mathbb{R}^d) \) is

\[
W_p^{\eta_\sigma}(\mu, \nu) = W_p(\mu * \eta_\sigma, \nu * \eta_\sigma).
\]
Example 2 (Standard mollifier). A canonical example of a smooth compactly supported function is the standard mollifier
\[
\chi(x) = \begin{cases} 
\frac{1}{C_{\chi}} \exp\left(-\frac{1}{1-\|x\|^2}\right) & \text{if } \|x\| < 1, \\
0 & \text{otherwise},
\end{cases}
\]
where \(C_{\chi} = \int_{\mathbb{R}^d} \chi \, d\lambda\), from which a compactly supported kernel is readily constructed. Our results, however, are not specialized to the mollifier kernel, and hold for any \(\eta\) as described above.

As reviewed next, Gaussian-smoothed Wasserstein distances, i.e., when \(\eta = \gamma_\sigma := N(0,\sigma^2 I_d)\), have been extensively studied for their structural and statistical properties.

5.1.1. Literature review. Gaussian-smoothed Wasserstein distances were introduced in [GGNWP20] as a means to mitigate the curse of dimensionality in empirical estimation. Indeed, [GGNWP20] demonstrated that \(E[W_p^{(\gamma_\sigma)}(\hat{\mu}_n, \mu)] = O(n^{-1/2})\), for \(p = 1, 2\), in arbitrary dimension provided that \(\mu\) is sufficiently sub-Gaussian (cf. the recent preprint [BJPR22] for sharp bounds on the sub-Gaussian constant for which the rate is parametric when \(p = 2\)). Structural properties of \(W_1^{(\gamma_\sigma)}\) were explored in [GG20], showing that it metrizes the classic Wasserstein topology and establishing regularity in \(\sigma\). These structural and statistical results were later generalized to \(W_p^{(\gamma_\sigma)}\) for any \(p > 1\) [NGK21], and asymptotics of the smooth distance as \(\sigma \to \infty\) were explored [CNW21]. Relations between \(W_p^{(\gamma_\sigma)}\) and maximum mean discrepancies were studies in [ZCR21], and nonparametric mixture model estimation under \(W_p^{(\gamma_\sigma)}\) was considered [HMS21], again demonstrating scalability of error bounds with dimension. The study of limit distributions for empirical \(W_p^{(\gamma_\sigma)}\) was initiated in [GGK20] for \(p = 1\) in the one-sample case, extended to the two-sample setting in [SGK21], and generalized to arbitrary \(p > 1\) via a non-trivial application of the functional delta method in [GKNR22]. These works also considered bootstrap consistency and applications to minimum distance estimation and homogeneity testing. To date, a relatively complete limit distribution theory of \(W_p^{(\gamma_\sigma)}\) in arbitrary dimension is available, as opposed to the rather limited account of classic \(W_p\).

5.2. Structural properties. Henceforth, we consider smooth \(W_p\) with a compactly supported kernel. This is motivated by computational considerations, as the compact support enables leveraging algorithms such as [VMR+21] to compute OT between distributions with smooth densities. We note that while empirical \(W_p^{(\gamma_\sigma)}\) can also be evaluated by sampling the kernel and applying computational methods for classic \(W_p\), this approach fails to exploit the smoothness of our framework and hence our interest in the method of [VMR+21]. We first revisit the structural and statistical properties previously established for the Gaussian-smoothed case, using Proposition 1.
for the limit distribution theory. Afterwards, we discuss the computational aspect and, specifically, how to lift the algorithm from [VMR+21] to \( W_p^{(\eta \sigma)} \).

We adopt the shorthand \( W_p^{(\sigma)} := W_p^{(\eta \sigma)} \), and first explore its structural properties. We begin with a comparison between the smooth and unsmoothed distances.

**Proposition 3** (Stability of \( W_p^{(\sigma)} \)). For any \( 1 \leq p < \infty \), \( \sigma > 0 \), and \( \mu, \nu \in \mathcal{P}(\mathbb{R}^d) \), we have

\[
W_p^{(\sigma)}(\mu, \nu) \leq W_p(\mu, \nu) \leq W_p^{(\sigma)}(\mu, \nu) + 2\sigma (\mathbb{E}_{\eta_1}[\|X\|_p])^{1/p}.
\]

In particular, \( \lim_{\sigma \downarrow 0} W_p^{(\sigma)}(\mu, \nu) = W_p(\mu, \nu) \).

The first bound is due to contractivity of \( W_p \) w.r.t. convolution. Constructing a coupling between \( \rho \in \mathcal{P}(\mathbb{R}^d) \) and \( \rho * \eta_\sigma \) with total cost \( \sigma (\mathbb{E}_{\eta_1}[\|X\|_p])^{1/p} \) proves the second. Since \( \eta_\sigma \) is compactly supported, \( \text{spt}(\eta_1) \) is contained in a ball of radius \( r > 0 \), whereby \( (\mathbb{E}_{\eta_1}[\|X\|_p])^{1/p} \leq r \) which is in contrast to the dimension dependent gap for Gaussian kernels; cf. Lemma 1 in [GG20] and [NGK21].

As the smooth distance converges to the standard distance as \( \sigma \to 0 \), it is natural to expect that optimal couplings converge as well. This is stated in the next proposition.

**Proposition 4** (Stability of transport plans). For \( 1 \leq p < \infty \), \( \sigma > 0 \), and \( \mu, \nu \in \mathcal{P}_p(\mathbb{R}^d) \), and \( \sigma_k \downarrow 0 \). Let \( \pi_k \) be an optimal coupling for \( W_p^{(\sigma_k)}(\mu, \nu) \) for each \( k \in \mathbb{N} \). Then, there exists an optimal coupling \( \pi \) for \( W_p(\mu, \nu) \) for which \( \pi_k \overset{w}{\to} \pi \) along a subsequence.

The proof of this result follows that of Theorem 4 in [GG20] and [GKNR22] with only minor changes and is hence omitted. Note that when the limiting \( \pi \) is unique (e.g., when \( p > 1 \) and \( \mu \) has a density), then extraction of a subsequence is not needed.

With these stability results at hand, we next show that \( W_p^{(\sigma)} \) is indeed a metric on \( \mathcal{P}_p(\mathbb{R}^d) \) that induces the Wasserstein topology.

**Proposition 5** (Metric and topological structure). For \( 1 \leq p < \infty \) and \( \sigma > 0 \), \( W_p^{(\sigma)} \) is a metric on \( \mathcal{P}_p(\mathbb{R}^d) \) inducing the same topology as \( W_p \).

The proof of Proposition 5 is similar to that of Proposition 1 in [NGK21] and Theorem 1 in [GG20] for the Gaussian kernel, which uses the fact that the Gaussian characteristic function never vanishes. This property does not necessarily hold for compactly supported kernels, and hence we instead show their characteristic function nullifies at most on a null set, which suffices to adapt the argument.
5.3. Statistical analysis. This section studies statistical aspects of smoothed Wasserstein distances with compactly supported kernels. Specifically, we establish limit distributions and parametric convergence rates for empirical $\mathcal{W}_p^{(\sigma)}$ for compactly supported distributions and kernels. In what follows, we restrict our attention to distributions $\mu$ supported in a compact set $\mathcal{X} \subset \mathbb{R}^d$ (i.e., $\text{spt}(\mu) \subset \mathcal{X}$). We will identify a Borel probability measure on $\mathbb{R}^d$ whose support is contained in $\mathcal{X}$ with a probability measure on $\mathcal{X}$, and vice versa (i.e., we identify $\mu \in \mathcal{P}(\mathcal{X})$ with its extension to $\mathbb{R}^d$ via $\mu(\cdot \cap \mathcal{X})$). Let $\mathcal{X}_\sigma := \mathcal{X} + B(0, \sigma)$, and assume for simplicity that the density of $\eta_\sigma$ is identically zero on $\mathbb{R}^d \setminus B(0, \sigma)$. The set $\mathcal{X}_\sigma$ contains the support of any convolved measure $\mu * \eta_\sigma$ for $\mu \in \mathcal{P}(\mathcal{X})$.

5.3.1. Limit distributions for $p > 1$ under the alternative. Building on the unified framework, the next theorem establishes asymptotic normality of empirical $\mathcal{W}_p^{(\sigma)}$ under the alternative. This contrasts the non-Gaussian limit distributions under the null and the $p = 1$ case, which are treated in the sequel. Recall that $\mathcal{X} \subset \mathbb{R}^d$ is compact.

**Theorem 4** (Limit distributions for $\mathcal{W}_p^{(\sigma)}$ under the alternative). Set $1 < p < \infty$, $\sigma > 0$, $S_p^{(\sigma)} := [\mathcal{W}_p^{(\sigma)}]^p$, and let $\mu, \nu \in \mathcal{P}(\mathcal{X})$ be such that $\text{int}(\text{spt}(\mu * \eta_\sigma))$ is connected. Let $\varphi$ be an OT potential from $\mu * \eta_\sigma$ to $\nu * \eta_\sigma$ for $\mathcal{W}_p$, which is unique on $\text{int}(\text{spt}(\mu * \eta_\sigma))$ up to additive constants.

(i) We have

$$\sqrt{n} \left( S_p^{(\sigma)}(\hat{\mu}_n, \nu) - S_p^{(\sigma)}(\mu, \nu) \right) \xrightarrow{d} N(0, v^2_\sigma)$$

where $v^2_\sigma := \text{Var}_\mu(\varphi * \chi_\sigma)$. The asymptotic variance $v^2_\sigma$ coincides with the semiparametric efficiency bound for estimating $S_p^{(\sigma)}(\cdot, \nu)$ at $\mu$. Also, provided that $v^2_\sigma > 0$, we have

$$\sup_{t \in \mathbb{R}} \left\| P^B \left( S_p^{(\sigma)}(\hat{\mu}_n^B, \nu) - S_p^{(\sigma)}(\hat{\mu}_n, \nu) \right) \leq t \right\| P \left( N(0, v^2_\sigma) \leq t \right) \xrightarrow{P} 0.$$

(ii) If in addition $\nu * \eta_\sigma$ has connected support, then

$$\sqrt{n} \left( S_p^{(\sigma)}(\hat{\mu}_n, \hat{\nu}_n) - S_p^{(\sigma)}(\mu, \nu) \right) \xrightarrow{d} N(0, v^2_\sigma + w^2_\sigma),$$

where $v^2_\sigma$ is as in (i) and $w^2_\sigma := \text{Var}_\nu(\varphi^c * \chi_\sigma)$. The asymptotic variance $v^2_\sigma + w^2_\sigma$ coincides with the semiparametric efficiency bound for estimating $S_p^{(\sigma)}$ at $(\mu, \nu)$. Also, provided that $v^2_\sigma + w^2_\sigma > 0$, we have

$$\sup_{t \in \mathbb{R}} \left\| P^B \left( S_p^{(\sigma)}(\hat{\mu}_n^B, \hat{\nu}_n^B) - S_p^{(\sigma)}(\hat{\mu}_n, \hat{\nu}_n) \right) \leq t \right\| P \left( N(0, v^2_\sigma + w^2_\sigma) \leq t \right) \xrightarrow{P} 0.$$

The proof of Theorem 4 applies Proposition 1 to the functional $\rho * \eta_\sigma \mapsto \mathcal{W}_p^\rho(\rho * \eta_\sigma, \nu * \eta_\sigma)$ for $\rho \in \mathcal{P}(\mathcal{X})$ with $\text{spt}(\rho) \subset \text{spt}(\mu)$. To this end, we will show that the preceding functional is Lipschitz continuous w.r.t. $\| \cdot \|_{\infty, B}$ for the unit ball $B$. 

in $L^2(\mathcal{X}_\sigma)$, which follows by duality (3) and uniform bounds on the OT potentials (cf. Remark 1.13 in [Vil03]). Here $L^2(\mathcal{X}_\sigma)$ is the Hilbert space of square integrable functions on $\mathcal{X}_\sigma$ w.r.t. the Lebesgue measure, equipped with the standard $L^2$-inner product. The differentiability result follows by adapting the Gaussian kernel case (cf. Lemma 3.3 of [GKNR22]). To prove weak convergence of the smoothed empirical process $\sqrt{n}(\hat{\mu}_n - \mu) * \eta_\sigma$ in $\ell^\infty(B)$, we employ the CLT in $L^2(\mathcal{X}_\sigma)$ and use a linear isometry from $L^2(\mathcal{X}_\sigma)$ into $\ell^\infty(B)$. Linearity of the derivative yields asymptotic efficiency and bootstrap consistency. The overall argument differs from the Gaussian kernel case in [GKNR22], where they compare the Gaussian smoothed $W_2$ with a certain dual Sobolev norm and show weak convergence of the smoothed empirical process by showing that the Sobolev unit ball convolved with the Gaussian density is Donsker. As in Theorem 1, while the results are stated for the $p$th power of the smooth distance, we can obtain limit distributions for $W_2^{(\sigma)}$ itself via the delta method for $s \mapsto s^{1/p}$.

**Remark 10.** In Theorem 4, the condition that $\text{int}(\text{spt}(\mu * \eta_\sigma))$ be connected is satisfied if $\mu$ has connected support by Lemma 19. The same lemma also shows that the boundary of $\text{int}(\text{spt}(\mu * \eta_\sigma))$ is negligible for any choice of $\mu \in \mathcal{P}(\mathcal{X})$.

The ideas from the proof of Theorem 4 coupled with Hilbertian structure of $L^2(\mathcal{X}_\sigma)$ yield rates of convergence in expectation for empirical $W_2^{(\sigma)}$.

**Proposition 6** (Parametric convergence rates). For $1 < p < \infty$, $\sigma > 0$, and $\mu, \nu \in \mathcal{P}(\mathcal{X})$ with $\mu \neq \nu$, we have

$$
\mathbb{E} \left[ |W_2^{(\sigma)}(\hat{\mu}_n, \nu) - W_2^{(\sigma)}(\mu, \nu)| \right] 
\leq 2 \|\chi_\sigma\|_\infty \sqrt{\lambda(B(0, \sigma)) \lambda(\mathcal{X}_\sigma)} \text{diam}(\mathcal{X}_\sigma) \lambda(\mathcal{X}_\sigma)^p \left[ W_2^{(\sigma)}(\mu, \nu) \right]^{1-p} n^{-1/2}.
$$

5.3.2. Limit distributions for $p = 2$ under the null. We now derive limit distributions for $W_2^{(\sigma)}$ under the null. Our approach is based on the CLT in Hilbert spaces and is thus limited to the case $p = 2$ (see the discussion after Theorem 5 for details). To state this result, we require the following machinery. Let $C_0^\infty$ denote the space of infinitely differentiable, compactly supported real functions on $\mathbb{R}^d$.

**Definition 4** (Sobolev spaces and their duals). The Sobolev seminorm of a differentiable function $f : \mathbb{R}^d \to \mathbb{R}$ w.r.t. a reference measure $\mu \in \mathcal{P}(\mathbb{R}^d)$ is denoted by $\|f\|_{H^{1,2}(\mu)} := \|\nabla f\|_{L^2(\mu)}$. The homogeneous Sobolev space is defined as the completion of $C_0^\infty + \mathbb{R}$ with respect to $\|\cdot\|_{H^{1,2}(\mu)}$. The dual Sobolev space $\dot{H}^{-1,2}(\mu)$ is the topological dual of $H^{1,2}(\mu)$.

**Definition 5** (2-Poincaré inequality). A probability measure $\mu \in \mathcal{P}(\mathbb{R}^d)$ is said to satisfy the 2-Poincaré inequality if there exists $C < \infty$, such that

$$
\|f - \mu(f)\|_{L^2(\mu)} \leq C\|\nabla f\|_{L^2(\mu; \mathbb{R}^d)}, \quad f \in C_0^\infty,
$$


where $L^2(\mu; \mathbb{R}^k)$ denotes the space of measurable maps $f : \mathbb{R}^d \to \mathbb{R}^k$ for which $\|f\|_{L^2(\mu; \mathbb{R}^d)}^2 := \int_{\mathbb{R}^d} \|f\|^2 d\mu < \infty$.

With these definitions in place, we state the limit distribution for $W^{(\sigma)}_2$.

**Theorem 5 (Limit distributions for $W^{(\sigma)}_2$ under the null).** Let $\mu \in \mathcal{P}(X)$ be such that $\mu * \eta_\sigma$ satisfies the 2-Poincaré inequality and set $\sigma > 0$. The following hold.

(i) We have

$$\sqrt{n} W^{(\sigma)}_2(\hat{\mu}_n, \mu) \xrightarrow{d} \|G_\mu\|_{\dot{H}^{-1,2}(\mu * \eta_\sigma)},$$

where $(G_\mu(f))_{f \in \dot{H}^{1,2}(\mu * \eta_\sigma)}$ is a centered Gaussian process with covariance function $\text{Cov}(G_\mu(f), G_\mu(g)) = \text{Cov}_\mu(f * \chi_\sigma, g * \chi_\sigma)$ whose paths lie in $\dot{H}^{-1,2}(\mu * \eta_\sigma)$ a.s.

(ii) Additionally, if $\mu = \nu$, then

$$\sqrt{n} W^{(\sigma)}_2(\hat{\mu}_n, \check{\nu}_n) \xrightarrow{d} \|G_\mu - G'_\mu\|_{\dot{H}^{-1,2}(\mu * \eta_\sigma)},$$

where $G'_\mu$ is an independent copy of $G_\mu$.

**Remark 11.** In Theorem 5, a sufficient condition for $\mu * \eta_\sigma$ to satisfy the 2-Poincaré inequality is that both $\mu$ and $\eta_\sigma$ satisfy 2-Poincaré inequalities (see Proposition 1.1 in [WW16]). For instance, when $\eta_1$ has density given by (12), $\eta_\sigma$ is a log-concave measure (cf. [LV07, SW14]) and hence satisfies the 2-Poincaré inequality [Bob99, Mil09].

The derivation of Theorem 5 follows an essentially similar approach to the Gaussian kernel case in [GKNR22]. However, in contrast to the proof of Proposition 3.1 in [GKNR22], to show weak convergence of the smoothed empirical process in $\dot{H}^{-1,2}(\mu * \eta_\sigma)$, we exploit the fact that $\dot{H}^{-1,2}(\mu * \eta_\sigma)$ is a Hilbert space (since it is isometrically isomorphic to a closed subspace of $L^2(\mu * \eta_\sigma; \mathbb{R}^d)$), and apply the CLT in the Hilbert space. To this end, we first verify that the smoothed empirical process has paths in $\dot{H}^{-1,2}(\mu * \eta_\sigma)$. This step requires control of the inverse of the density of $\mu * \eta_\sigma$, which decays to zero near the boundary of its support; see the proof of Lemma 20. A direct extension of the proof of Proposition 3.1 in [GKNR22] to compactly supported kernels for general $1 < p < \infty$ requires a much finer analysis of this density than provided in the proof of Lemma 20. Such an analysis appears highly nontrivial and hence we focus here on the $p = 2$ case.

Analogously to Proposition 6, parametric rates for empirical $W^{(\sigma)}_2$ under the null follow from Hilbertianity of $\dot{H}^{-1,2}(\mu * \eta_\sigma)$ and the ideas from the proof of Theorem 5.

**Proposition 7 (Parametric convergence rates).** For $\sigma > 0$ and $\mu \in \mathcal{P}(X)$ for which $\mu * \eta_\sigma$ satisfies the 2-Poincaré inequality with constant $C_{\mu, \sigma}$, we have

$$\mathbb{E} \left[ W^{(\sigma)}_2(\hat{\mu}_n, \mu) \right] \leq 2C_{\mu, \sigma} \sqrt{1 \vee \|\chi_\sigma\|_{\infty}} \lambda(X_\sigma^2) n^{-1/2}.$$
5.3.3. **Limit distributions for** \( p = 1 \). We now treat the limit distributions for \( W_1^{(\sigma)} \) under both the null and the alternative. The Kantorovich-Rubinstein duality for \( W_1 \) enables us to do so in the absence of the additional assumptions required when \( p > 1 \). In what follows, let \( \text{Lip}_{1,0} \) denote the set of 1-Lipschitz functions \( f \) on \( \mathbb{R}^d \) with \( f(0) = 0 \) and \( \mathcal{F}_\sigma = \{ f*\chi_\sigma : f \in \text{Lip}_{1,0} \} \). Observe that \( W_1^{(\sigma)}(\mu, \nu) = \sup_{f \in \mathcal{F}_\sigma} (\mu - \nu)(f) \) by the Kantorovich-Rubinstein duality.

**Theorem 6** (Limit distributions for \( W_1^{(\sigma)} \)). Let \( \sigma > 0 \) and \( \mu, \nu \in \mathcal{P}(\mathcal{X}) \). There exist independent, tight \( \mu \)- and \( \nu \)-Brownian bridge process \( G_\mu \) and \( G'_\nu \) in \( \ell^\infty(\mathcal{F}_\sigma) \), respectively, such that the following hold.

(i) We have

\[
\sqrt{n} \left( W_1^{(\sigma)}(\hat{\mu}_n, \nu) - W_1^{(\sigma)}(\mu, \nu) \right) \overset{d}{\rightarrow} \sup_{f \in M_\sigma} G_\mu(f),
\]

where \( M_\sigma = \{ f \in \mathcal{F}_\sigma^\mu : \mu(f - \nu(f)) = W_1^{(\sigma)}(\mu, \nu) \} \) and \( \mathcal{F}_\sigma^\mu \) is the completion of \( \mathcal{F}_\sigma \) for the pseudometric \( (f, g) \mapsto \sqrt{\text{Var}_\mu (f - g)} \).

(ii) We have

\[
\sqrt{n} \left( W_1^{(\sigma)}(\hat{\mu}_n, \nu_n) - W_1^{(\sigma)}(\mu, \nu) \right) \overset{d}{\rightarrow} \sup_{f \in M'_\sigma} [G_\mu(f) - G'_\nu(f)],
\]

where \( M'_\sigma = \{ f \in \mathcal{F}_\sigma^{\mu, \nu} : (\mu - \nu)(f) = W_1^{(\sigma)}(\mu, \nu) \} \) and \( \mathcal{F}_\sigma^{\mu, \nu} \) is the completion of \( \mathcal{F}_\sigma \) for the pseudometric \( (f, g) \mapsto \sqrt{\text{Var}_\mu (f - g) + \sqrt{\text{Var}_\nu (f - g)}} \).

Theorem 6 follows by showing that the function class \( \mathcal{F}_\sigma \) is Donsker combined with the extended functional delta method for the supremum functional. The proof of Theorem 6 also establishes parametric rates for empirical \( W_1^{(\sigma)} \).

**Corollary 4** (Parametric convergence rate). In the setting of Theorem 6, we have \( \mathbb{E}[W_1^{(\sigma)}(\hat{\mu}_n, \mu)] = O(n^{-1/2}) \).

5.4. **Computational aspects.** In this section, we take a first step towards addressing computational aspects for smooth Wasserstein distances, leveraging the framework of [VMR+21] for computing the \( W_2 \) distance between measures with smooth compactly supported densities that are bounded from above and below. We first outline the approach of [VMR+21], then present a truncation argument that enables applying it for \( W_2^{(\sigma)} \), and lastly describe some practical limitations of the original method.

5.4.1. **Summary of the method.** Throughout, let \( c(x, y) = ||x - y||^2/2 \) and \( \mu_1, \mu_2 \in \mathcal{P}(\mathbb{R}^d) \) be such that \( A_i := \text{int}(\text{spt}(\mu_i)) \) is bounded and convex for \( i = 1, 2 \). Assume in addition that \( \mu_i \) has (Lebesgue) density \( f_i \) which is bounded away from zero and infinity on \( A_i \) with Lipschitz derivatives up to order \( m > d \) and that \( A_i \) is smooth and
uniformly convex (see e.g. [GT15, p.339]) for \( i = 1, 2 \). These technical conditions guarantee that the OT potentials \( \varphi_1^*, \varphi_2^* \) solving the alternate dual,

\[
\frac{1}{2} W_2^2(\mu_1, \mu_2) = \sup_{(\varphi_1, \varphi_2) \in L^1(\mu_1) \times L^2(\mu_2)} \left[ \int_{A_1} \varphi_1 d\mu_1 + \int_{A_2} \varphi_2 d\mu_2 \right],
\]

are elements of certain Sobolev spaces.

The first insight of [VMR⁺21] is to exploit the reproducing kernel Hilbert spaces (RKHS) of such Sobolev spaces (cf. [Wen04], [VMR⁺21, Proposition 4]) so as to facilitate computations via the kernel trick [SSM98] and a representer theorem [VMR⁺21, Lemma 13]. Next, (13) is replaced by an equivalent equality-constrained problem [VMR⁺21, Equation 2]. This is motivated by the observation that equality constraints can be subsampled (i.e., enforced only on a set \( Z_\ell \) of cardinality \( \ell \)) at the cost of incurring an error of \( O(h_\ell^{m+1-d}) \) provided \( h_\ell \leq m^{-2} \), where \( h_\ell := \sup_{x \in A_1, y \in A_2} \inf_{(\tilde{x}, \tilde{y}) \in Z_\ell} \| (x, y) - (\tilde{x}, \tilde{y}) \| \) [NWW05, Theorem 2.12].

Finally, the objective of the subsampled and equality-constrained version of (13) is regularized to guarantee the uniqueness of its solution. The dual of this problem is a tractable \( \ell \) dimensional optimization problem whose solution can be used to compute the estimate \( \tilde{W}_2^2(\mu_1, \mu_2) \) of \( W_2^2(\mu_1, \mu_2) \) which has error \( O(\lambda_1 + \lambda_2 + (\gamma + h_\ell^{m+1-d})^2/\lambda_2) \) provided \( h_\ell \leq m^{-2} \) and \( h_\ell^{m+1-d} \leq \lambda_1 \). Here \( (\lambda_1, \lambda_2) \) are positive hyperparameters introduced in the regularization procedure, and \( \gamma \) is related to the error of approximate integration (see Theorem 9 in [VMR⁺21]). A variant of Newton’s method is shown to solve the dual problem within a tolerance of \( \epsilon \) with time complexity \( O(C + E \ell + \ell^{3.5} \log(\ell/\epsilon)) \) and memory complexity \( O(\ell^2) \), where \( C \) and \( E \) are costs of evaluating certain functions which may depend on \( \ell \) [VMR⁺21, Equation 7].

The followup work [MVB⁺21] provides a variant of this method tailored for approximate computation of OT maps for the cost \( c(x, y) = \langle x, y \rangle \) given samples from \( \mu \) and \( \nu \). The improvement of this approach upon the method of [VMR⁺21] is twofold: it provides a heuristic by which to choose the hyperparameters and it proposes an alternative regularization method so as to leverage optimization methods which scale better with \( \ell \) than the Newton method.

**Remark 12** (Smoothness versus subsampling). The value of \( h_\ell^{m+1-d} \) plays an important role in the proposed method. While it may appear negligible provided \( m \) is sufficiently large and \( h_\ell < 1 \), the theoretical guarantees of [VMR⁺21] are contingent on assuming \( h_\ell \leq m^{-2} \). Indeed, this condition enables controlling the amount by which solutions of the subsampled equality constraint violate the original constraint [NWW05, Theorem 2.12]. Hence, utilizing higher regularity of densities comes

---

3Assumption 1 in [VMR⁺21] omits smoothness and uniform convexity of \( A_i \). However, in the absence of these conditions it is unclear if their claimed boundary regularity of OT maps and potentials hold (cf. Theorem 3.3 in [DPF14]).
at the cost of increasing the number of subsamples which in turn implies a greater computational cost in terms of time and memory.

5.4.2. Truncation of measures and application of the algorithm. We first observe that the above described method is not directly applicable to \( W_2^{(\sigma)} \), since the density of \( \mu \ast \eta_\sigma \) decays to zero on \( spt(\mu \ast \eta_\sigma) \), which violates the required lower-boundedness. To rectify this issue, we truncate the measures of interest and quantify the OT gap between the original measure and its truncated version.

Let \( \mu \in \mathcal{P}(\mathbb{R}^d) \) be arbitrary and \( A \subset \mathbb{R}^d \) be Borel measurable with \( \mu(A) > 0 \). The truncation of \( \mu \) to \( A \), denoted \( \mu|_A \), is the conditional probability measure \( \mu(\cdot|A) \). The next result quantifies the error (in \( W_p \)) of approximating a measure by its truncation.

**Proposition 8** (Truncation error). Let \( \mu \in \mathcal{P}_{p+1}(\mathbb{R}^d) \), and \( A \subset \mathbb{R}^d \) be a bounded Borel set with \( \mu(A) > 0 \). The following hold.

(i) If \( 1 < p < \infty \) and \( \mu \) has a \((c_1,c_2)\)-regular density \( f_\mu \) \(^4\), then

\[
W_p^p(\mu|_A, \mu) \leq C (\mathbb{E}_\mu(||X||) + \mathbb{E}_\mu(||X||^{p+1}) + (1 - 2\mu(A)) (\mathbb{E}_{\mu|_A} ||Y||) + \mathbb{E}_{\mu|_A} ||Y||^{p+1}))
\]

where \( C \) depends only on \( p,d,c_1,c_2,\text{diam}(A) \), and a lower bound on \( f_\mu(0) \).

(ii) If \( 1 \leq p < \infty \) and \( \mu \) has compact support, then

\[
W_p^p(\mu|_A, \mu) \leq \left( \frac{1}{\mu(A)} - 1 \right) \text{diam} (spt(\mu))^p.
\]

These bounds exhibit the expected behaviour in the sense that the larger \( \mu(A) \) is, the closer \( \mu|_A \) is to \( \mu \) under \( W_p \), and if \( \mu(A) = 1 \) the error is zero. Both results follow from estimates for OT potentials between probability measures adhering to the above assumptions; see Appendix C.8.

Proposition 8 implies that, at the cost of introducing an approximation error, kernel smoothed measures can be truncated so as to match the assumptions of Section 5.4.1. The following result summarizes the overall accuracy and complexity guarantees obtained by combining the algorithm from [VMR+21] with Proposition 8.

**Proposition 9** (Computational guarantees). Let \( \mu_1, \mu_2 \in \mathcal{P}(\mathbb{R}^d) \) be compactly supported, and \( B_1, B_2 \subset \mathbb{R}^d \) be closed sets with \( \mu_1 \ast \eta_\sigma(B_i) > 0 \), such that \( A_i := \text{int}(B_i) \) is smooth and uniformly convex for \( i = 1,2 \). Further, assume that the density of \( \mu_i \ast \eta_\sigma \) is bounded away from 0 on \( B_i \) for \( i = 1,2 \). Then, \( W_2(\mu_1 \ast \eta_\sigma|_{A_1}, \mu_2 \ast \eta_\sigma|_{A_2}) \) described in Section 5.4.1 can be computed up to accuracy \( \epsilon \) in \( O(C \ell + \ell^3 \log(\ell/\epsilon)) \) time using \( O(\ell^2) \) memory and, for any choice of \( m \in \mathbb{N} \), this estimate approximates \( W_2(\mu_1 \ast \eta_\sigma, \mu_2 \ast \eta_\sigma) \) within error

\[
O \left( (\mu_1(A_1)^{-1} - 1)^{1/2} + (\mu_2(A_2)^{-1} - 1)^{1/2} + \left( \lambda_1 + \lambda_2 + (\gamma + h_{\ell}^{m+1-d})^2/\lambda_2 \right)^{1/2} \right)
\]

provided \( h_{\ell}^{m+1-d} \lesssim \lambda_1, 0 < \lambda_2, \) and \( h_{\ell}^{\gamma} \lesssim m^{-2} \).

\(^4f_\mu \) is a \((c_1,c_2)\)-regular density if \( \|\nabla \log f_\mu\| \leq c_1 \|\cdot\| + c_2 \) for \( c_1 > 0 \) and \( c_2 \geq 0 \).
Proposition 9 can be adapted to the case where $\mu_1 * \eta_\sigma$, $\mu_2 * \eta_\sigma$, or both have regular densities by replacing the truncation error for the compactly supported case with the one from Proposition 8 (i). For instance, if the densities of $\mu_1$ and $\mu_2$ are regular, then so are those of the convolved measures (cf. Proposition 3 in [PW16]).

**Remark 13** (Truncation to smooth uniformly convex sets). In Proposition 9, if $\text{int}(\text{spt}(\mu_i * \eta_\sigma))$ is convex, then it can be approximated from the inside by a sequence of open smooth uniformly convex sets converging to $\text{int}(\text{spt}(\mu_i))$ in the Hausdorff distance [Le17]. In particular, if $\text{spt}(\mu_i)$ is convex, then so is $\text{int}(\text{spt}(\mu_i * \eta_\sigma))$.

### 6. Entropic optimal transport

EOT is an efficiently-computable convexification of the original OT problem. The general machinery developed in Proposition 1 enables deriving limit distribution results for empirical EOT, generalizing previously available statements to allows for dependent data. In addition, our theory provides new results on semiparametric efficiency of empirical EOT and consistency of the bootstrap estimate.

#### 6.1. Background.

EOT regularizes the transportation cost by the Kullback-Leibler (KL) divergence [Sch31, Léo14] as

$$S'_e(\mu, \nu) := \inf_{\pi \in \Pi(\mu, \nu)} \int_{\mathbb{R}^d \times \mathbb{R}^d} c(x, y)d\pi(x, y) + \epsilon \mathcal{D}_{\text{KL}}(\pi\|\mu \otimes \nu),$$

(14)

where $\epsilon > 0$ and $\mathcal{D}_{\text{KL}}(\mu\|\nu) := \int \log(d\mu/d\nu)d\mu$ if $\mu \ll \nu$ and $+\infty$ otherwise. We restrict our attention to the quadratic cost $c(x, y) = \|x - y\|^2/2$ and assume that $\epsilon = 1$; the corresponding EOT problem is abbreviated $S(\mu, \nu) = S(\mu, \nu)$. The assumption that $\epsilon = 1$ comes without loss of generality by a rescaling argument, since $S_{\|\|_2^2}(\mu, \nu) = S(\mu, \nu)(\mu, \nu)$, where $\mu = f_\epsilon \mu$ for $f_\epsilon(x) = \epsilon^{-1/2}x$.

To apply Proposition 1 to empirical EOT, we rely on the duality theory for EOT, which states that $S(\mu, \nu)$ admits the dual formulation

$$S(\mu, \nu) = \sup_{(\varphi, \psi) \in L^1(\mu) \times L^1(\nu)} \int_{\mathbb{R}^d} \varphi d\mu + \int_{\mathbb{R}^d} \psi d\nu - \int_{\mathbb{R}^d \times \mathbb{R}^d} e^{\varphi + \psi - c} d\mu \otimes \nu + 1,$$

where $(\varphi \oplus \psi)(x, y) = \varphi(x) + \psi(y)$. Assuming $\mu, \nu \in \mathcal{P}_2(\mathbb{R}^d)$, the supremum is attained by a pair $(\varphi, \psi) \in L^1(\mu) \times L^1(\nu)$ satisfying

$$\int_{\mathbb{R}^d} e^{\varphi(x) + \psi(y) - c(x, y')} d\nu(y') = 1 \quad \mu\text{-a.e. } x \in \mathbb{R}^d,$$

$$\int_{\mathbb{R}^d} e^{\varphi(x') + \psi(y) - c(x', y)} d\mu(x') = 1 \quad \nu\text{-a.e. } y \in \mathbb{R}^d.$$

(15)

We refer to such $(\varphi, \psi)$ as optimal EOT potentials (from $\mu$ to $\nu$ for $\varphi$ and vice versa for $\psi$). Optimal EOT potentials are unique ($\mu \otimes \nu$)-almost everywhere up to additive constants. Conversely, any $(\varphi, \psi) \in L^1(\mu) \times L^1(\nu)$ that admit (15) are optimal EOT.
potentials. See Section 1 in [NW21] and the references therein for details of the duality results for EOT.

6.1.1. Literature review. The entropic penalty transforms the OT linear optimization problem into a strongly convex one, allowing efficient computation via the Sinkhorn algorithm [Cut13, AW17]. While EOT forfeits the metric and topological structure of $W_p$, it attains fast empirical convergence in certain cases. Specifically, empirical EOT converges as $n^{-1/2}$ for smooth costs and compactly supported distributions [GCB+19], or for the squared cost with sub-Gaussian distributions [MNW19].

Limit distributions for EOT (and the Sinkhorn divergence) for $c(x, y) = \|x - y\|^p$ in the discrete support case were provided in [BCP19, KTM20]. A CLT for EOT between sub-Gaussian distribution was first derived in [MNW19], showing asymptotic normality of $\sqrt{n}(S(\hat{\mu}_n, \nu) - E[S(\hat{\mu}_n, \nu)])$ and its two-sample analogue. The main limitation of this result is that the centering term is the expected empirical EOT, which is undesirable because it does not enable performing inference for $S(\mu, \nu)$. This limitation was addressed in the recent preprint [dBGSLNW22] following arguments similar to [dBL19] for $W_2$. Namely, [dBGSLNW22] combine the aforementioned CLT from [MNW19] with a bias bound of the form $E[S(\hat{\mu}_n, \nu)] - S(\mu, \nu) = o(n^{-1/2})$ (leveraging regularity of optimal EOT potentials between sub-Gaussian measures) to obtain the desired result. We complement this result by demonstrating asymptotic efficiency of empirical EOT and consistency of the bootstrap estimate, as well as allowing for dependent data in the CLT.

6.2. Statistical analysis. We next state the CLT, asymptotic efficiency, and bootstrap consistency for empirical EOT.

**Theorem 7** (CLT, efficiency, and bootstrap consistency for EOT). Suppose that $\mu, \nu \in \mathcal{P}(\mathbb{R}^d)$ are sub-Gaussian. Let $(\varphi, \psi)$ be optimal EOT potentials for $(\mu, \nu)$. Then, the following hold.

(i) We have $\sqrt{n}(S(\hat{\mu}_n, \nu) - S(\mu, \nu)) \xrightarrow{d} N(0, v_1^2)$ with $v_1^2 = \text{Var}_\mu(\varphi)$. The asymptotic variance $v_1^2$ coincides with the semiparametric efficiency bound for estimating $S(\cdot, \nu)$ at $\mu$. Finally, provided that $v_1^2 > 0$, we have

$$\sup_{t \in \mathbb{R}} \left| \mathbb{P}^B \left( \sqrt{n} (S(\hat{\mu}_n^B, \nu) - S(\hat{\mu}_n, \nu)) \leq t \right) - \mathbb{P} \left( N(0, v_1^2) \leq t \right) \right| \xrightarrow{P} 0.$$

(ii) We have $\sqrt{n}(S(\hat{\mu}_n, \hat{\nu}_n) - S(\mu, \nu)) \xrightarrow{d} N(0, v_1^2 + v_2^2)$ where $v_1^2$ is as in (i) and $v_2^2 = \text{Var}_\nu(\psi)$. The asymptotic variance $v_1^2 + v_2^2$ coincides with the semiparametric

---

5Indeed, e.g., $S_\epsilon(\mu, \mu) \neq 0$; while this can be fixed via centering EOT to obtain the so-called Sinkhorn divergence, it is still not a metric since it lacks the triangle inequality [BCP19].
efficiency bound for estimating $S(\cdot, \cdot)$ at $(\mu, \nu)$. Finally, provided that $v_1^2 + v_2^2 > 0$, we have
\[
\sup_{t \in \mathbb{R}} \mathbb{P}^B \left( \sqrt{n} \left( S(\hat{\mu}_B n, \hat{\nu}_B n) - S(\hat{\mu}_n, \hat{\nu}_n) \right) \leq t \right) - \mathbb{P}(N(0, v_1^2 + v_2^2) \leq t) \xrightarrow{P} 0.
\]

**Remark 14** (Comparison with [dBGSLNW22]). As mentioned in Section 6.1.1, a CLT for one- and two-sample EOT was derived in Theorem 3.6 of [dBGSLNW22]. We rederive this result via a markedly different proof technique, relying on the unified framework from Proposition 1, which automatically also implies bootstrap consistency and asymptotic efficiency via Corollary 1 and Proposition 2, respectively. In addition, as Proposition 1 does not assume i.i.d. data, the above result readily extends to dependent data, which falls outside the framework of [dBGSLNW22]. For instance, suppose that $\{X_t\}_{t \in \mathbb{Z}}$ is a stationary $\beta$-mixing process with compactly supported marginal distribution $\mu$. Then, by Theorem 1 in [DMR95],
\[
\sqrt{n} (\hat{\mu}_n - \mu) \overset{d}{\to} G \quad \text{in } \ell^\infty(F_\sigma),
\]
where $F_\sigma$ is the function class given in (29) ahead with $s = \max\{\lfloor d/2 \rfloor + 1, 2\}$ and sufficiently large $\sigma > 0$, while $G$ is a tight centered Gaussian process in $\ell^\infty(F_\sigma)$ with covariance function $\text{Cov}(G(f), G(g)) = \sum_{t \in \mathbb{Z}} \text{Cov}(f(X_0), g(X_t))$. Conclude from the proof of Theorem 7 that in this case
\[
\sqrt{n} (S(\hat{\mu}_n, \nu) - S(\mu, \nu)) \overset{d}{\to} G(\varphi) \sim N\left(0, \sum_{t \in \mathbb{Z}} \text{Cov}(\varphi(X_0), \varphi(X_t)) \right).
\]

7. **Concluding Remarks**

This work developed a unified framework for proving limit distribution results for empirical regularized OT distances, semiparametric efficiency of the plug-in empirical estimator, and consistency of the bootstrap. As applications, we focused on three prominent OT regularization methods—smoothing, slicing, and entropic penalty—providing a comprehensive statistical treatment thereof. We closed existing gaps in the literature (e.g., a limit distribution theory for sliced $\mathbb{W}_p$) and provided several new results concerning empirical convergence rates, asymptotic efficiency, and bootstrap consistency. In particular, for the smooth Wasserstein distance, we explored compactly supported smoothing kernels, which were shown to inherit the structural and statistical properties of the well-studied Gaussian-smoothed framework. The analysis of compactly supported kernels is motivated by computational considerations, as we demonstrated how to lift the efficient algorithm from [VMR+21] for computing $\mathbb{W}_2^2$ between smooth densities to the considered smooth OT distance.

Our framework is flexible and can treat a broad class of functionals, potentially well beyond the three specific examples considered herein. For instance, straightforward adaptations of our arguments for sliced $\mathbb{W}_p$ would yield limit distributions, efficiency, and consistency of the bootstrap of the projection-robust Wasserstein distance from [LZC+21], when the projected subspace is of dimension $k \leq 3$ (indeed,
the class of projected OT potentials is still Donsker in that case). Going forward, we also plan to explore applicability of the unified framework to empirical OT maps or certain functionals thereof (e.g., inner product with a smooth test function).
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Appendix A. Proofs for Sections 2 and 3

A.1. Proof of Lemma 2. The lemma follows from Proposition 2.1 in [FS19]. We include its proof for completeness. Pick any \( h \in \mathcal{D}_0, t_n \to 0, h_n \to h \) in \( \mathcal{D} \) such that \( \theta + t_n h_n \in \Theta \). For any subsequence \( n' \) of \( n \), there exists a further subsequence \( n'' \) such that (i) \( t_n'' > 0 \) for all \( n'' \) or (ii) \( t_n'' < 0 \) for all \( n'' \). If (i) holds, then \( (\phi(\theta + t_n'' h_n'') - \phi(\theta))/t_n'' \to \phi'(h) \), while if (ii) holds, then \( (\phi(\theta + t_n'' h_n'') - \phi(\theta))/t_n'' = -(\phi(\theta + t_n'' h_n'') - \phi(\theta))/t_n'' \to -\phi'(h) = \phi'(h) \). Since the limit does not depend on the choice of subsequence, we have the result.

A.2. Proof of Proposition 1. Let \( \mathcal{P}_{0,\epsilon} = \{ \nu \in \mathcal{P}_0 : \| \nu - \mu \|_{\infty,\mathcal{F}} < \epsilon \} \). Since \( \mathcal{P}_{0,\epsilon} \) is convex, \( \bigcup_{t>0} t(\mathcal{P}_{0,\epsilon} - \mu) = \bigcup_{t>0} t(\mathcal{P}_0 - \mu) \), and \( \mu_n \in \mathcal{P}_{0,\epsilon} \) with inner probability approaching one, it suffices to prove the proposition with \( \mathcal{P}_0 \) replaced by \( \mathcal{P}_{0,\epsilon} \), i.e., we may assume without loss of generality that \( \delta : \mathcal{P}_0 \to \mathcal{E} \) is globally Lipschitz w.r.t. \( \| \cdot \|_{\infty,\mathcal{F}} \),

\[
\| \delta(\nu) - \delta(\nu') \|_{\mathcal{E}} \leq C \| \nu - \nu' \|_{\infty,\mathcal{F}}, \quad \forall \nu, \nu' \in \mathcal{P}_0
\]

for some constant \( C < \infty \). We apply the extended functional delta method, Lemma 1, by identifying \( \mathcal{P}_0 \) as a subset of \( \ell^{\infty}(\mathcal{F}) \). Consider the map \( \tau : \mathcal{P}_0 \ni \nu \mapsto (f \mapsto \int f d\nu)_{\nu \in \mathcal{F}} \in \ell^{\infty}(\mathcal{F}) \). Define the map \( \delta : \tau \mathcal{P}_0 \subset \ell^{\infty}(\mathcal{F}) \to \mathcal{E} \) by \( \delta(\tau \nu) = \delta(\nu) \) for \( \nu \in \mathcal{P}_0 \). The map \( \delta \) is well-defined since, whenever \( \tau \nu = \tau \nu' \), we have \( \| \delta(\nu) - \delta(\nu') \|_{\mathcal{E}} \leq C \| \tau \nu - \tau \nu' \|_{\infty,\mathcal{F}} = 0 \), i.e., \( \delta(\nu) = \delta(\nu') \). In what follows, we identify \( \delta \) with \( \delta \).

Under such identification, we apply Lemma 1 with \( \mathcal{D} = \ell^{\infty}(\mathcal{F}), \Theta = \mathcal{P}_0, \theta = \mu, \) and \( \phi(\nu) = \delta(\nu) \) for \( \nu \in \mathcal{P}_0 \). We will verify that \( \nu \mapsto \delta(\nu) \) is Hadamard directionally differentiable at \( \nu = \mu \) with derivative coinciding with \( \delta'_\mu \) on \( \mathcal{P}_0 - \mu \). This (essentially) follows from the fact that \( \delta \) is Lipschitz continuous together with the fact that it is Gâteaux directionally differentiable at \( \nu = \mu \) with derivative \( \delta'_\mu \); cf. [Sha90], p. 483–484. However, in our application, the Gâteaux derivative is a priori defined only on \( \mathcal{P}_0 - \mu \), and to extend \( \delta'_\mu \) to the tangent cone \( \mathcal{T}_{\mathcal{P}_0}(\mu) \), we require \( \mathcal{E} \) to be complete. For completeness, we provide its full proof.

Extend \( \delta'_\mu \) to \( \bigcup_{t>0} t(\mathcal{P}_0 - \mu) \) as

\[
\delta'_\mu(t(\nu - \mu)) = t\delta'_\mu(\nu - \mu), \quad t > 0, \nu \in \mathcal{P}_0.
\]
This extension is well-defined. Indeed, suppose that \( t(\nu - \mu) = t'(\nu' - \mu) \) (as elements of \( \ell^\infty(F) \)) for some \( t' > 0 \) and \( \nu' \in \mathcal{P}_0 \); then

\[
\begin{aligned}
t' \delta'_\mu(\nu' - \mu) &= t' \lim_{s \downarrow 0} \frac{\delta(\mu + st'(\nu' - \mu)) - \delta(\mu)}{st'} \\
&= \lim_{s \downarrow 0} \frac{\delta(\mu + st'(\nu' - \mu)) - \delta(\mu)}{s} \\
&= \lim_{s \downarrow 0} \frac{\delta(\mu + st(\nu - \mu)) - \delta(\mu)}{s} \\
&= t \lim_{s \downarrow 0} \frac{\delta(\mu + st(\nu - \mu)) - \delta(\mu)}{st} = t \delta'_\mu(\nu - \mu).
\end{aligned}
\]

Pick any \( m_n \in \bigcup_{t>0} t(\mathcal{P}_0 - \mu) \) with \( m_n \to m \) in \( \ell^\infty(F) \) and \( t_n \downarrow 0 \). Also, pick any \( \epsilon' > 0 \) and \( m' \in \bigcup_{t>0} t(\mathcal{P}_0 - \mu) \) such that \( \|m - m'\|_{\infty,F} < \epsilon' \). For sufficiently large \( n, t_n m_n, t_n m' \in \mathcal{P}_0 - \mu \) (as \( \mathcal{P}_0 \) is convex), so that

\[
\|\delta(\mu + t_n m_n) - \delta(\mu) - t_n \delta'_\mu(m')\|_\epsilon \leq \|\delta(\mu + t_n m_n) - \delta(\mu + t_n m')\|_\epsilon + \underbrace{\|\delta(\mu + t_n m') - \delta(\mu) - t_n \delta'_\mu(m')\|_\epsilon}_{= o(t_n)}
\]

\[
\leq C t_n \|m_n - m'\|_{\infty,F} + o(t_n)
\]

\[
\leq C \epsilon' t_n + o(t_n),
\]

which implies that

\[
\limsup_{n,m' \to \infty} \left\| \frac{\delta(\mu + t_n m_n) - \delta(\mu) - \delta(\mu + t_n m')}{t_n} - \frac{\delta(\mu + t_n m_n) - \delta(\mu)}{t_n} \right\|_\epsilon \leq 2 C \epsilon'.
\]

Since \( \epsilon' > 0 \) is arbitrary, \( t_n^{-1} [\delta(\mu + t_n m_n) - \delta(\mu)] \) is Cauchy, and since \( \mathcal{E} \) is a Banach space, the limit

\[
\lim_{n \to \infty} \frac{\delta(\mu + t_n m_n) - \delta(\mu)}{t_n}
\]

exists in \( \mathcal{E} \). Thus, we have proved that the map \( \nu \mapsto \delta(\nu) \) from \( \mathcal{P}_0 \) into \( \mathcal{E} \) is Hadamard directionally differentiable at \( \nu = \mu \). The conclusion of the proposition then follows from the functional delta method. We note that the second claim that \( G_\mu \in \mathcal{T}_{\mathcal{P}_0}(\mu) \) with probability one follows from the portmanteau theorem. \( \square \)

A.3. **Proof of Corollary 1.** By Lemma 3.1 in [vZvdV08], \( \text{spt}(G_\mu) \) is the closure in \( \ell^\infty(F) \) of the reproducing kernel Hilbert space for \( G_\mu \) and thus a vector subspace of \( \ell^\infty(F) \). The second claim follows by Lemma 2. \( \square \)

A.4. **Proof of Proposition 2.** By direct calculation, for a given \( h \in \mathcal{P}_{0,\mu} \), the submodel \( \{\mu_t : 0 \leq t < \epsilon'\} \) with \( \mu_t = (1 + th)\mu \) for sufficiently small \( \epsilon' > 0 \) is
differentiable in quadratic mean at \( t = 0 \) with score function \( h \), i.e.,

\[
\int \left[ \frac{d\mu_t^{1/2} - d\mu^{1/2}}{t} - \frac{1}{2} h d\mu^{1/2} \right]^2 \to 0, \quad t \downarrow 0.
\]

Thus, \( \mathcal{P}_{0,\mu} \) is the tangent space at \( \mu \) corresponding to all such submodels.

By assumption, we see that, for the above submodel \( \mu_t \),

\[
\frac{\delta(\mu_t) - \delta(\mu)}{t} \to \delta'(h\mu).
\]

Observe that the \( L^2(\mu) \) closure of \( \mathcal{P}_{0,\mu} \) is \( L^2_0(\mu) = \{ h \in L^2(\mu) : \mu(h) = 0 \} \). Since \( \mathcal{F} \) is \( \mu \)-pre-Gaussian, the variance function \( f \mapsto \text{Var}_\mu(f) \) is bounded (cf. Section 1.5 in [vdV98, p. 363]) relative to \( \mathcal{P}_{0,\mu} \) with derivative \( h \mapsto \delta'_\mu(h\mu) \). By Theorem 25.20 and Lemma 25.19 in [vdV98], the semiparametric efficiency bound for estimating \( \delta \) at \( \mu \) is given by

\[
\sup_{h \in L^2_0(\mu), h \neq 0} \frac{(\delta'_\mu(h\mu))^2}{\|h\|^2_{L^2(\mu)}}. \tag{16}
\]

We will show that (16) coincides with \( \text{Var}(\delta'_\mu(G_\mu)) \).

Let \( \mathcal{C}_u(\mathcal{F}) \) be the space of uniformly continuous functions on \( \mathcal{F} \) w.r.t. the pseudometric \( d_\mu(f, g) = \sqrt{\text{Var}_\mu(f - g)} \). Then \( \mathcal{F} \) is totally bounded w.r.t. \( d_\mu \) and \( G_\mu \in \mathcal{C}_u(\mathcal{F}) \) with probability one (cf. Example 1.5.10 in [vdVW96]). The completion \( \overline{\mathcal{F}} \) of \( \mathcal{F} \) w.r.t. \( d_\mu \) is compact and denote the (unique) extension of \( G_\mu \) to \( \overline{\mathcal{F}} \) by the same symbol. Also the restriction of \( \delta'_\mu \) to \( \mathcal{C}_u(\mathcal{F}) \) uniquely extends to \( \mathcal{C}(\overline{\mathcal{F}}) \) (the space of continuous functions on \( \overline{\mathcal{F}} \)), which we denote by the same symbol \( \delta'_\mu \). Then, by the Riesz representation theorem, there exists a signed Borel measure \( \mathfrak{m} \) on \( \overline{\mathcal{F}} \) such that

\[
\delta'_\mu(z) = \int_{\overline{\mathcal{F}}} z(f) d\mathfrak{m}(f), \quad z \in \mathcal{C}(\overline{\mathcal{F}}).
\]

Since \( \overline{\mathcal{F}} \) is compact, for any \( k = 1, 2, \ldots, \) one can find disjoint sets \( B_{k,j}, j = 1, \ldots, N_k \) in \( \overline{\mathcal{F}} \) with radius at most \( 1/k \) such that \( \bigcup_{j=1}^{N_k} B_{k,j} = \overline{\mathcal{F}} \). Approximate \( \mathfrak{m} \) by \( \sum_{j=1}^{N_k} \mathfrak{m}(B_{k,j}) \delta_{f_{k,j}} \) where each \( f_{k,j} \) is an arbitrary point in \( B_{k,j} \). Then,

\[
\left| \delta'_\mu(z) - \sum_{j=1}^{N_k} \mathfrak{m}(B_{k,j}) z(f_{k,j}) \right| \leq \sup_{d_\mu(f,g) \leq 1/k} |z(f) - z(g)| \times |\mathfrak{m}|(\overline{\mathcal{F}}),
\]

where \( \mathfrak{m} \) is a signed measure on \( \mathcal{F} \).
where $|m|$ is the total variation of $m$. For any $h \in L_0^2(\mu)$,
\[
|\mu(fg) - \mu(gh)| \leq \|h\|_{L^2(\mu)}d_\mu(f, g),
\]
so that, uniformly in $h \in L_0^2(\mu)$ such that $\|h\|_{L^2(\mu)} = 1$,
\[
\sum_{j=1}^{N_k} m(B_{k,j})\mu(f_{k,j}h) \rightarrow \delta'_\mu(h\mu).
\]
The left-hand side can be written as $\langle h, \sum_{j=1}^{N_k} m(B_{k,j})(f_{k,j} - \mu(f_{k,j})) \rangle_{L^2(\mu)}$, the supremum of which w.r.t. $h \in L_0^2(\mu)$ such that $\|h\|_{L^2(\mu)} = 1$ is
\[
\left\| \sum_{j=1}^{N_k} m(B_{k,j})(f_{k,j} - \mu(f_{k,j})) \right\|_{L^2(\mu)}^2.
\]
Thus,
\[
\sup_{h \in L_0^2(\mu), h \neq 0} \frac{(\delta'_\mu(h\mu))^2}{\|h\|_{L^2(\mu)}^2} = \sup_{h \in L_0^2(\mu), \|h\|_{L^2(\mu)} = 1} (\delta'_\mu(h\mu))^2 = \left( \sup_{h \in L_0^2(\mu), \|h\|_{L^2(\mu)} = 1} \delta'_\mu(h\mu) \right)^2
\]
\[
= \lim_{k \rightarrow \infty} \left\| \sum_{j=1}^{N_k} m(B_{k,j})(f_{k,j} - \mu(f_{k,j})) \right\|_{L^2(\mu)}^2.
\]
On the other hand,
\[
\delta'_\mu(G_\mu) = \lim_{k \rightarrow \infty} \sum_{j=1}^{N_k} m(B_{k,j})G_\mu(f_{k,j}) = \lim_{k \rightarrow \infty} G_\mu \left( \sum_{j=1}^{N_k} m(B_{k,j})f_{k,j} \right)
\]
a.s., where the second equality follows from the fact that $G_\mu$ is a $\mu$-Brownian bridge. This implies that
\[
\text{Var}(\delta'_\mu(G_\mu)) = \lim_{k \rightarrow \infty} \text{Var} \left( G_\mu \left( \sum_{j=1}^{N_k} m(B_{k,j})f_{k,j} \right) \right) = \lim_{k \rightarrow \infty} \left\| \sum_{j=1}^{N_k} m(B_{k,j})(f_{k,j} - \mu(f_{k,j})) \right\|_{L^2(\mu)}^2.
\]
Conclude that (16) coincides with $\text{Var}(\delta'_\mu(G_\mu))$. \(\square\)

**Remark 15** (Relation with Theorem 3.1 in [vdV91]). Consider the assumption of Proposition 1 with $\mathcal{E} = \mathbb{R}$ and assume that the function class $\mathcal{F}$ is $\mu$-Donsker and the derivative $\delta'_\mu$ is linear on any subspace of $\mathcal{T}_{P_0}(\mu)$. If, in addition, $(1 + th)\mu \in \mathcal{P}_0$ for sufficiently small $t > 0$ for any $h \in \mathcal{P}_{0,\mu}$, then the fact that $\text{Var}(\delta'_\mu(G_\mu))$ (with $G_\mu$ being a $\mu$-Brownian bridge) agrees with the semiparametric efficiency bound for estimating $\delta$ at $\mu$ can be deduced from Theorem 3.1 in [vdV91]. Indeed, recall the map $\tau : \mathcal{P}_0 \ni \nu \mapsto (f \mapsto \nu(f)) \in \ell^\infty(\mathcal{F})$ and $\delta : \tau\mathcal{P}_{0,\epsilon} \rightarrow \mathbb{R}$ defined by $\delta(\tau\nu) = \delta(\nu)$. Then,
the map \( \tau \) is differentiable at \( \mu \) relative to \( \hat{P}_{0,\mu} \) with derivative \( \hat{\tau}_\mu : L^2(\mu) \to \ell^\infty(\mathcal{F}) \) given by \( \hat{\tau}_\mu(h) = (f \mapsto \mu(fh)) \), and the empirical distribution \( \hat{\mu}_n = n^{-1} \sum_{i=1}^n \delta_{X_i} \) is asymptotically efficient for estimating \( \tau \) at \( \mu \) tangentially to \( \hat{P}_{0,\mu} \); see Section 3.11 in [vdVW96] for the result and its precise meaning. Theorem 3.1 in [vdV91] shows that, if \( \hat{\delta} \) is Hadamard differentiable at \( \tau \mu \) tangentially to \( \hat{\tau}_\mu(\hat{P}_{0,\mu}) \), then \( \hat{\delta}(\hat{\mu}_n) = (\hat{\delta} \circ \tau)(\hat{\mu}_n) \) is asymptotically efficient, implying that \( \text{Var}(\hat{\delta}'_{\tau\mu}(G_\mu)) \) agrees with the semiparametric efficiency bound. Identifying \( \delta \) with \( \hat{\delta} \) and \( \tau \mu \) with \( \tau \mu \) as in the proof of Proposition 1, we have \( \text{Var}(\hat{\delta}'_{\tau\mu}(G_\mu)) = \text{Var}(\delta'_{\tau\mu}(G_\mu)) \). In our notation, \( \tau_\mu(\hat{P}_{0,\mu}) = \{h\mu : h \in \hat{P}_{0,\mu}\} \), and from the assumption that \( (1 + th)\mu \in \mathcal{P}_0 \) for sufficiently small \( t > 0 \) for any \( h \in \hat{P}_{0,\mu} \), we see that \( \tau_\mu(\hat{P}_{0,\mu}) \subset \mathcal{T}_{\hat{P}_{0,\mu}}(\mu) \), and as \( \mathcal{T}_{\hat{P}_{0,\mu}}(\mu) \) is closed in \( \ell^\infty(\mathcal{F}) \), it contains \( \tau_\mu(\hat{P}_{0,\mu})^{\ell^\infty(\mathcal{F})} \). Finally, as the derivative \( \delta'_{\mu} \) is linear on \( \tau_\mu(\hat{P}_{0,\mu})^{\ell^\infty(\mathcal{F})} \) by assumption, \( \delta \) is Hadamard differentiable at \( \tau \mu \) tangentially to \( \tau_\mu(\hat{P}_{0,\mu})^{\ell^\infty(\mathcal{F})} \) by Lemma 2.

A.5. Proof of Corollary 2. Fix \( h_1 \oplus h_2 \in \hat{P}_{0,\mu} \oplus \hat{P}_{0,\nu} \). Observe that the submodel \( \{\mu_t \oplus \nu_t : 0 \leq t < \epsilon'\} \) with \( \mu_t = (1 + th_1)\mu \) and \( \nu_t = (1 + th_2)\nu \) for sufficiently small \( \epsilon' > 0 \) is differentiable in quadratic mean at \( t = 0 \) with score function \( h_1 \oplus h_2 \) (note: \( (1 + th_1(x))(1 + th_2(y)) = 1 + t(h_1(x) + h_2(y)) + o(t) \)).

Further, \( h_1 \oplus h_2 \mapsto \delta'_\mu(h_1\mu) + \delta'_\nu(h_2\nu) \) is a continuous linear functional on \( (\hat{P}_{0,\mu} \oplus \hat{P}_{0,\nu}, \|\|_{L^2(\mu \oplus \nu)}) \), and thus the semiparametric efficiency bound is given by

\[
\sup_{h_1 \oplus h_2 \in \hat{P}_{0,\mu} \oplus \hat{P}_{0,\nu}, h_1 \oplus h_2 \neq 0} \frac{(\delta'_\mu(h_1\mu) + \delta'_\nu(h_2\nu))^2}{\|h_1 \oplus h_2\|^2_{L^2(\mu \oplus \nu)}}.
\]

The rest of the proof is analogous to Proposition 2, upon observing that \( \mathcal{F} \) is totally bounded w.r.t. \( d_{\mu,\nu}(f,g) = \sqrt{\text{Var}_{\mu}(f-g) + \text{Var}_{\nu}(f-g)} \) (if a set \( T \) is totally bounded for two pseudometrics \( d_1 \) and \( d_2 \), then \( T \) is totally bounded for \( d = d_1 + d_2 \)), and \( G_\mu \) and \( G_\nu \) have \( d_{\mu,\nu} \)-uniformly continuous paths, combined with the fact that, for \( (f,g) \in L^2(\mu) \times L^2(\nu) \) and \( (h_1, h_2) \in \hat{P}_{0,\mu} \times \hat{P}_{0,\nu} \), we have

\[
\mu(h_1 f) + \nu(h_2 g) = (\mu \oplus \nu)((h_1 \oplus h_2)(f \oplus g)),
\]

and the supremum of the right-hand side w.r.t. \( (h_1, h_2) \in \hat{P}_{0,\mu} \times \hat{P}_{0,\nu} \) such that \( \|h_1 \oplus h_2\|^2_{L^2(\mu \oplus \nu)} = 1 \) is \( \sqrt{\text{Var}_{\mu \oplus \nu}(f \oplus g)} = \sqrt{\text{Var}_{\mu}(f) + \text{Var}_{\nu}(g)} \).

Appendix B. Proofs for Section 4

B.1. Proofs of Theorems 1 and 2.

B.1.1. Preliminary results. The section presents preliminary results needed for the derivation of Theorem 1, followed by their proofs. In what follows, we fix \( 1 < p < \infty \).

Lemma 4 (OT potentials). The following hold.
(i) Suppose \( \mu, \nu \in \mathcal{P}(\mathbb{R}^d) \) are supported in \( B(0, M) = \{ x : \| x \| < M \} \) for some \( M > 0 \) (i.e., \( \text{spt}(\mu), \text{spt}(\nu) \subset B(0, M) \)). Then, there exists an OT potential \( \varphi \) from \( \mu \) to \( \nu \) for \( W_p \) such that \( |\varphi(x) - \varphi(x')| \leq C_{p,M} \| x - x' \| \) for all \( x, x' \in B(0, M) \), where \( C_{p,M} < \infty \) is a constant that depends only on \( p, M \).

(ii) If \( \mu_0, \mu_1, \nu \in \mathcal{P}(\mathbb{R}^d) \) are supported in \( B(0, M) \) for some \( M > 0 \), then

\[
|W_p^p(\mu_1, \nu) - W_p^p(\mu_0, \nu)| \leq C_{p,M} W_1(\mu_0, \mu_1).
\]

**Proof.** Part (i). Since \( \text{spt}(\mu), \text{spt}(\nu) \subset B(0, M) \), there exists an OT potential \( \varphi \) such that

\[
\varphi(x) = \inf_{y \in B(0, M)} \| x - y \|^p - \varphi(y), \quad x \in B(0, M).
\]

Indeed, regard \( \mu \) and \( \nu \) as probability measures on \( B(0, M) \), and pick any OT potential \( \varphi_M \) from \( \mu \) to \( \nu \) as probability measures on \( B(0, M) \). This \( \varphi_M \) is defined only on \( B(0, M) \) so extend it to \( \mathbb{R}^d \) by setting \( \varphi(x) = \varphi_M(x) \) if \( x \in B(0, M) \) and \( \varphi(x) = -\infty \) if \( x \notin B(0, M) \). Observe that

\[
\varphi^c(y) = \inf_{x \in \mathbb{R}^d} \| x - y \|^p - \varphi(x)
\]

\[
= \inf_{x \in B(0, M)} \| x - y \|^p - \varphi(x)
\]

Thus, whenever \( x \in B(0, M) \),

\[
\varphi(x) = \varphi_M(x) = \varphi^c_M(x)
\]

\[
= \inf_{y \in B(0, M)} \| x - y \|^p - \varphi^c_M(y)
\]

\[
= \inf_{y \in B(0, M)} \| x - y \|^p - \varphi^c(y).
\]

Now, for \( x, x' \in B(0, M) \),

\[
|\varphi(x) - \varphi(x')| \leq \inf_{y \in B(0, M)} \| x - y \|^p - \| x' - y \|^p \leq p^{2p-1} M^{p-1} \| x - x' \|.
\]

**Part (ii).** Let \( \varphi_i \) denote an OT potential from \( \mu_i \) to \( \nu \). Observe that

\[
W_p^p(\mu_1, \nu) \geq \int \varphi_0 d\mu_0 + \int \varphi_0^c d\nu
\]

\[
= \int \varphi_0 d\mu_0 + \int \varphi_0^c d\nu + \int \varphi_0 d(\mu_1 - \mu_0)
\]

\[
= W_p^p(\mu_0, \nu) + \int \varphi_0 d(\mu_1 - \mu_0).
\]
Likewise, we have
\[ W_p^p(\mu_1, \nu) = \int \varphi_1 d\mu_1 + \int \varphi_1^* d\nu \]
\[ = \int \varphi_1 d\mu_0 + \int \varphi_1^* d\nu + \int \varphi_1 d(\mu_1 - \mu_0) \]
\[ \leq W_p^p(\mu_0, \nu) + \int \varphi_1 d(\mu_1 - \mu_0). \]

The conclusion follows from the fact that \( \varphi_i, i = 1, 2 \) are \( C_{p,M} \)-Lipschitz on \( B(0, M) \) and any Lipschitz function on \( B(0, M) \) can be extended to \( \mathbb{R}^d \) without changing the Lipschitz constant (cf. [Dud02], Theorem 6.1.1), followed by the Kantorovich-Rubinstein duality. \( \square \)

Part (ii) of the preceding lemma implies the following corollary.

**Corollary 5.** If \( \mu_0, \mu_1, \nu \in \mathcal{P}(\mathbb{R}^d) \) are supported in \( B(0, M) \) for some \( M > 0 \), then
\[ \left| W_p^p(\mu_1, \nu) - W_p^p(\mu_0, \nu) \right| \leq C_{p,M} W(\mu_0, \mu_1). \]

**Proof.** This follows from Part (ii) of the preceding lemma, the definitions of \( W_p \) and \( W_p^p \), and the fact that \( \rho_0^p \mu, \rho_0^p \nu \) are supported in \([-M, M] \). \( \square \)

**Lemma 5** (Regularity of sliced OT potential). Let \( \mu, \nu \in \mathcal{P}_p(\mathbb{R}^d) \) and assume that \( \mu \) is absolutely continuous with convex support. Set \( \mathcal{X} = \text{int}(\text{spt}(\mu)) \). For each \( \theta \in \mathbb{S}^{d-1} \), let \( \varphi^\theta \) be an OT potential from \( \rho_0^p \mu \) to \( \rho_0^p \nu \) for \( W_p \). Pick and fix any \( x_0 \in \mathcal{X} \). Then the following hold.

(i) The map \( \mathcal{X} \times \mathbb{S}^{d-1} \ni (x, \theta) \mapsto \varphi^\theta(\theta^\top x) - \varphi^\theta(\theta^\top x_0) \) is measurable in \( x \) and continuous in \( \theta \), and thus jointly measurable in \( (x, \theta) \).

(ii) The map \( \mathcal{X} \times \mathbb{S}^{d-1} \ni (x, \theta) \mapsto \varphi^\theta(\theta^\top x) - \varphi^\theta(\theta^\top x_0) \) is unique, in the sense that if, for each \( \theta \in \mathbb{S}^{d-1} \), \( \varphi^\theta \) is another OT potential from \( \rho_0^p \mu \) to \( \rho_0^p \nu \) for \( W_p \), then \( \varphi^\theta(\theta^\top x) - \varphi^\theta(\theta^\top x_0) = \varphi^\theta(\theta^\top x) - \varphi^\theta(\theta^\top x_0) \) for all \( (x, \theta) \in \mathcal{X} \times \mathbb{S}^{d-1} \).

(iii) If, in addition, \( \text{spt}(\mu) \) and \( \text{spt}(\nu) \) are contained in \( B(0, M) \) for some \( M > 0 \), then \( |\varphi^\theta(\theta^\top x) - \varphi^\theta(\theta^\top x_0)| \leq C_{p,M} \) for all \( (x, \theta) \in \mathcal{X} \times \mathbb{S}^{d-1} \), where \( C_{p,M} \) is given in Lemma 4. In particular, for any finite signed Borel measure \( \rho \) on \( \mathbb{R}^d \) with total mass 0, the map \( \mathbb{S}^{d-1} \ni \theta \mapsto \int \varphi^\theta(\theta^\top x) d\rho(x) \) is continuous.

**Proof.** Part (i). Measurability of the map \( x \mapsto \varphi^\theta(\theta^\top x) \) follows by measurability of the map \( t \mapsto \varphi^\theta(t) \) and continuity of \( x \mapsto \theta^\top x \). We shall prove continuity of the map \( \theta \mapsto \varphi^\theta(\theta^\top x) - \varphi^\theta(\theta^\top x_0) \). By convexity of the support and absolute continuity of \( \mu \), we have \( \mu(\mathcal{X}) = 1 \), as the boundary of any convex set has Lebesgue measure zero. Let \( \mathcal{X}_\theta = \{\theta^\top x : x \in \mathcal{X}\} \). Then \( \mathcal{X}_\theta \) is an open interval and its closure coincides with \( \text{spt}(\rho_0^p \mu) \); see Lemma 6 below. Pick any \( x \in \mathcal{X} \) and let \( \theta_n \to \theta \) in \( \mathbb{S}^{d-1} \). Then, for all large \( n \), \( \theta_n^\top x \) lies in a compact neighborhood of \( \theta^\top x \) contained in \( \mathcal{X}_\theta \). Since \( \rho_0^p \mu \overset{w^*}{\to} \rho_0^p \mu \), by Theorem 3.4 in [dBGSL21], \( \varphi^\theta_n - \varphi^\theta(\theta^\top x_0) \to \varphi^\theta - \varphi^\theta(\theta^\top x_0) \).
uniformly on each compact subset of $X_0$. This implies that $\varphi^\theta_\nu(\theta^\top x) - \varphi^\theta_\mu(\theta^\top x_0) \to \varphi^\theta(\theta^\top x) - \varphi^\theta(\theta^\top x_0)$. The last claim follows from, e.g., Lemma 4.51 in [AB06].

**Part (ii).** This follows from Corollary 2.7 in [dBGSL21].

**Part (iii).** The first claim follows from Lemma 4 Part (i) (note: $\text{spt}(p^\theta_2\mu)$ and $\text{spt}(p^\theta_2\nu)$ are contained in $[-M, M]$) together with the uniqueness result from Part (ii) of this lemma. The second claim follows from the fact that $\int \varphi^\theta(\theta^\top x) d\rho(x) = \int [\varphi^\theta(\theta^\top x) - \varphi^\theta(\theta^\top x_0)] d\rho(x)$ and the dominated convergence theorem. □

We shall prove the following technical result used in the preceding proof.

**Lemma 6** (Support of projected distribution). Let $\mu \in \mathcal{P}(\mathbb{R}^d)$ be absolutely continuous with convex support and let $\Lambda \in \mathbb{R}^{d \times m}$ be of rank $m$ (thus $d \leq m$). Set $X = \text{int}(\text{spt}(\mu))$. Define $\nu \in \mathcal{P}(\mathbb{R}^m)$ by $\nu(B) = \mu(\{x : \Lambda x \in B\})$. Then $\Lambda X = \{\Lambda x : x \in X\} \subset \mathbb{R}^m$ is open and convex, and its closure coincides with $\text{spt}(\nu)$.

**Proof.** Since the mapping $x \mapsto \Lambda x$ is open, the set $\Lambda X$ is open. Convexity of $\Lambda X$ is trivial. Pick any $x \in X$ and any open neighborhood $N_y$ of $y = \Lambda x$. Then, since $\Lambda^{-1} N_y$ is open and contains $x$, $\nu(N_y) = \mu(\Lambda^{-1} N_y) > 0$, which implies that $\Lambda X \subset \text{spt}(\nu)$. Since clearly $\nu(\Lambda X) = 1$, the closure of $\Lambda X$ coincides with $\text{spt}(\nu)$. □

**Lemma 7** (Gâteaux derivatives of $W^p_\theta$ and $\overline{W}_p$). Suppose that $\mu_0, \mu_1, \nu \in \mathcal{P}(\mathbb{R}^d)$ are compactly supported, that $\mu_0$ is absolutely continuous, and that the support of $\mu_0$ is convex and and its interior has $\mu_1$-probability one, i.e., $\mu_1(\text{int}(\text{spt}(\mu_0))) = 1$. For every $\theta \in S^{d-1}$, let $\varphi^\theta_\theta$ be an OT potential from $p^\theta_2\mu_0$ to $p^\theta_2\nu$ for $W_p$. Let $\rho = \mu_1 - \mu_0$. Then we have

\[
\frac{d}{dt} \varphi^\theta_p(\mu_0 + t \rho, \nu) \bigg|_{t=0} = \int_{S^{d-1}} \int \varphi^\theta_0(\theta^\top x) d\rho(x) d\sigma(\theta), \tag{17}
\]

\[
\frac{d}{dt} \overline{W}_p(\mu_0 + t \rho, \nu) \bigg|_{t=0} = \sup_{\theta \in S^{d-1}} \int \varphi^\theta_0(\theta^\top x) d\rho(x). \tag{18}
\]

The right-hand sides of (17) and (18) are well-defined and finite.

**Proof.** We first prove (17). Let $\varphi^\theta_\theta$ denote an OT potential from $p^\theta_2\mu_0$ to $p^\theta_2\nu$ with $\mu_0 = \mu_0^\theta + t \rho$. We may assume without loss of generality that $\varphi^\theta_\theta(\theta^\top x_0) = 0$, where $x_0$ is an arbitrary (fixed) interior point of $\text{spt}(\mu_0)$. Then,

\[
W^p_\theta(\mu_0, \nu) \geq \int_{S^{d-1}} \int \varphi^\theta_0(\theta^\top x) d\mu(x) d\sigma(\theta) + \int_{S^{d-1}} \int [\varphi^\theta_0]^c(\theta^\top y) d\nu(y) d\sigma(\theta)

= \underline{W}^p_\theta(\mu_0, \nu) + t \int_{\theta \in S^{d-1}} \int \varphi^\theta_0(\theta^\top x) d\rho(x) d\sigma(\theta), \quad \text{and}

\underline{W}^p_\theta(\mu_0, \nu) \leq \overline{W}^p_\theta(\mu_0, \nu) + t \int_{\theta \in S^{d-1}} \int \varphi^\theta_\theta(\theta^\top x) d\rho(x) d\sigma(\theta).
The first inequality implies that
\[
\liminf_{t \downarrow 0} \frac{\mathcal{W}_p^p(\mu, \nu) - \mathcal{W}_p^p(\mu_0, \nu)}{t} \geq \int_{\mathbb{S}^{d-1}} \varphi_0^\theta(\theta^t x) d\rho(x) d\sigma(\theta).
\]

To prove the upper bound, we note that \( \varphi_0^\theta(\theta^t \cdot) \) is uniformly bounded on \( \text{spt}(\mu_0) \) by Lemma 5 Part (iii), and by Theorem 3.4 in [dBGSL21], \( \varphi_0^\theta(\theta^t x) \to \varphi_0^\theta(\theta^t x) \) as \( t \downarrow 0 \) for each \( x \in \text{int}(\text{spt}(\mu_0)) \) and \( \theta \in \mathbb{S}^{d-1} \). Thus, by the dominated convergence theorem, we have
\[
\limsup_{t \downarrow 0} \frac{\mathcal{W}_p^p(\mu, \nu) - \mathcal{W}_p^p(\mu_0, \nu)}{t} \leq \int_{\mathbb{S}^{d-1}} \varphi_0^\theta(\theta^t x) d\rho(x) d\sigma(\theta).
\]

Next we prove (18). To save space, we write \( \int \varphi_0^\theta(\theta^t x) d\mu_t(x) = \int \varphi_t^\theta d\mu_t \) etc. Observe that for \( t \in (0, 1) \),
\[
\frac{1}{t} \left[ \mathcal{W}_p^p(\mu, \nu) - \mathcal{W}_p^p(\mu_0, \nu) \right] = \frac{1}{t} \left( \sup_{\theta \in \mathbb{S}^{d-1}} \left( \int \varphi_t^\theta d\mu + \int [\varphi_t^\theta]^c d\nu \right) - \sup_{\theta \in \mathbb{S}^{d-1}} \left( \int \varphi_0^\theta d\mu_0 + \int [\varphi_0^\theta]^c d\nu \right) \right)
\leq \sup_{\theta \in \mathbb{S}^{d-1}} \left( \int \varphi_t^\theta d\rho + \frac{1}{t} \left( \int \varphi_0^\theta d\mu_0 + \int [\varphi_0^\theta]^c d\nu \right) \right)
\leq \frac{1}{t} \sup_{\theta \in \mathbb{S}^{d-1}} \left( \int \varphi_0^\theta d\mu_0 + \int [\varphi_0^\theta]^c d\nu \right),
\]

Let \( S_\epsilon = \{ \theta \in \mathbb{S}^{d-1} : \mathcal{W}_p^p(p_t^0 \mu_0, p_t^0 \nu) \geq \mathcal{W}_p^p(\mu_0, \nu) - \epsilon \} \). Then, for \( \theta \not\in S_\epsilon \),
\[
\int \varphi_t^\theta d\rho + \frac{1}{t} \left( \int \varphi_0^\theta d\mu_0 + \int [\varphi_0^\theta]^c d\nu \right)
\leq \frac{1}{t} \sup_{\theta \in \mathbb{S}^{d-1}} \left( \int \varphi_0^\theta d\mu_0 + \int [\varphi_0^\theta]^c d\nu \right) \leq \int \varphi_t^\theta d\rho - \frac{\epsilon}{t},
\]
which tends to \( -\infty \) uniformly over \( \theta \) as \( t \downarrow 0 \). Hence, for every \( \epsilon > 0 \), we have
\[
\limsup_{t \downarrow 0} \frac{1}{t} \left[ \mathcal{W}_p^p(\mu_t, \nu) - \mathcal{W}_p^p(\mu_0, \nu) \right] \leq \limsup_{t \downarrow 0} \frac{1}{t} \int \varphi_t^\theta d\rho.
\]

Taking \( \epsilon \downarrow 0 \) above, since the right-hand side is decreasing in \( \epsilon \), we have
\[
\limsup_{t \downarrow 0} \frac{1}{t} \left[ \mathcal{W}_p^p(\mu_t, \nu) - \mathcal{W}_p^p(\mu_0, \nu) \right] \leq \limsup_{t \downarrow 0} \sup_{\theta \in S_\epsilon} \int \varphi_t^\theta d\rho.
\]

We will show that \( \int \varphi_t^\theta d\rho \to \int \varphi_0^\theta d\rho \) uniformly over \( \theta \in \mathbb{S}^{d-1} \) as \( t \downarrow 0 \). To this end, by compactness of \( \mathbb{S}^{d-1} \) and continuity of \( \int \varphi_0^\theta d\rho \) in \( \theta \), it suffices to show that
for any sequences $t_n \downarrow 0$ and $\theta_n \to \theta$, $\int \varphi_{t_n}^\theta \, d\rho \to \int \varphi_0^\theta \, d\rho$. Since, for any bounded continuous function $g$ on $\mathbb{R}$,
\[
\int gd(p_{t_n}^\theta \mu_{t_n}) = \int g(\theta_n^T x) d\mu_{t_n}(x) = \int g(\theta_n^T x) d\mu_0(x) + t_n \int g(\theta_n^T x) \, d\rho(x) = \int g(\theta^T x) d\mu_0(x) + o(1) \quad \text{(as $g$ is bounded and continuous)}
\]
we have $p_{t_n}^\theta \mu_{t_n} \stackrel{w}{\to} p_0^\theta \mu_0$. Thus, by Theorem 3.4 in [dBGSL21], $\varphi_{t_n}^\theta \to \varphi_0^\theta$ uniformly on each compact subset of $\text{int}(\text{spt}(p_0^\theta \mu_0))$, which implies that $\varphi_{t_n}^\theta(\theta_n^T x) \to \varphi_0^\theta(\theta^T x)$ for each $x \in \text{int}(\text{spt}(\mu_0))$. Since $\varphi_\theta^\theta$ is bounded on $\text{int}(\text{spt}(\mu_0))$ uniformly in $(t, \theta)$, we conclude from the dominated convergence theorem that $\int \varphi_{t_n}^\theta \, d\rho \to \int \varphi_0^\theta \, d\rho$. This yields that

\[
\limsup_{t \downarrow 0} \frac{1}{t} \left[ \mathcal{W}_p^\theta(\mu_t, \nu) - \mathcal{W}_p^\theta(\mu_0, \nu) \right] \leq \limsup_{\epsilon \downarrow 0} \int \varphi_0^\theta \, d\rho.
\]

To prove the reverse inequality, we note that

\[
\frac{1}{t} \left[ \mathcal{W}_p^\theta(\mu_t, \nu) - \mathcal{W}_p^\theta(\mu_0, \nu) \right] \geq \frac{1}{t} \left[ \sup_{\theta \in S^{d-1}} \left( \int \varphi_0^\theta \, d\mu_t + \int [\varphi_0^\theta]^c \, d\nu \right) - \sup_{\theta \in S^{d-1}} \left( \int \varphi_0^\theta \, d\mu_0 + \int [\varphi_0^\theta]^c \, d\nu \right) \right] \geq \sup_{\theta \in S^{d-1}} \left( \int \varphi_0^\theta \, d\mu_t - \int \varphi_0^\theta \, d\rho - \epsilon \right).
\]

Choosing $\epsilon = \epsilon_t = t^2$, we have

\[
\limsup_{t \downarrow 0} \frac{1}{t} \left[ \mathcal{W}_p^\theta(\mu_t, \nu) - \mathcal{W}_p^\theta(\mu_0, \nu) \right] \geq \limsup_{\epsilon \downarrow 0} \int \varphi_0^\theta \, d\rho.
\]

Since $S^{d-1}$ is compact and $\int \varphi_0^\theta \, d\rho$ is continuous in $\theta$, we further have

\[
\limsup_{\epsilon \downarrow 0} \int \varphi_0^\theta \, d\rho = \sup_{\theta \in S^{d-1}} \int \varphi_0^\theta \, d\rho.
\]

This completes the proof.

---

\(^6\)This can be verified as follows. Suppose on the contrary that $c := \liminf_{t \downarrow 0} \sup_\theta |\int (\varphi_t^\theta - \varphi_0^\theta) \, d\rho| > 0$. Then there exist sequences $t_n \downarrow 0$ and $\theta_n \in S^{d-1}$ such that $|\int (\varphi_{t_n}^\theta - \varphi_0^\theta) \, d\rho| \to c$. Since $S^{d-1}$ is compact, there exists a subsequence of $\theta_n$ converging to some $\theta \in S^{d-1}$. Thus, along with the subsequence, we have $|\int \varphi_{t_n}^\theta \, d\rho - \int \varphi_0^\theta \, d\rho| \to c$, a contradiction.
Corollary 5 shows that the mapping $\mu \mapsto \bar{W}_p(\mu, \nu)$ and $\mu \mapsto \bar{W}_p(\mu, \nu)$ are Lipschitz continuous w.r.t. $\bar{W}_1$. By the Kantorovich-Rubinstein duality, $\bar{W}_1$ can be represented as $\bar{W}_1(\mu, \nu) = \|\mu - \nu\|_\infty, \mathcal{F}$ with $\mathcal{F} = \{\varphi \circ p^\theta : \theta \in S^{d-1}, \varphi \in \text{Lip}_1(\mathbb{R})\}$. It is not difficult to show that $\mathcal{F}$ is $\mu$-Donsker if $\mu$ is compactly supported. For a later purpose, we allow $\mu$ to be unbounded in the following lemma.

Lemma 8 (Bracketing entropy bound for projected Lipschitz functions). Let $\mathcal{F} = \{\varphi \circ p^\theta : \theta \in S^{d-1}, \varphi \in \text{Lip}_1(\mathbb{R})\}$. For any $\mu \in \mathcal{P}_{2+\varepsilon}(\mathbb{R}^d)$ for some $\varepsilon > 0$, we have

$$\log N(t, \mathcal{F}, L^2(\mu)) \leq C_{1/\varepsilon} t^{-(1+2/\varepsilon)} + d \log(2C/t), \quad t \in (0, 1)$$

up to a constant that depends only on $\varepsilon$, where $C = \int \|x\|^{2+\varepsilon} d\mu(x)$. In particular, $\mathcal{F}$ is $\mu$-Donsker provided that $\mu \in \mathcal{P}_{4+\varepsilon}(\mathbb{R}^d)$ for some $\varepsilon > 0$.

The proof of this lemma relies on the following two auxiliary lemmas.

Lemma 9 (Uniform entropy for 1-Lipschitz functions). For any $K > 0$,

$$\log N(t, \text{Lip}_1([-K, K]), \| \cdot \|_\infty) \leq \lfloor K/t \rfloor 2 \log 2, \quad t \in (0, 1),$$

where $\text{Lip}_1([-K, K])$ denotes the class of 1-Lipschitz functions $f$ on $[-K, K]$ with $f(0) = 0$.

Proof of Lemma 9. Let $N = \lfloor K/t \rfloor$. Partition $[0, K]$ into $N$ subintervals with length at most $t$. Enumerate the endpoints of these subintervals and label them as $0 = x_0 < \cdots < x_N = K$. For each vector $j = (j_N, \ldots, j_1, j, \ldots, j_N) \in \{-1, 1\}^{2N}$ indexed from $-N$ to $N$ excluding 0, define the function

$$f_j(x) = \begin{cases} 0 & \text{if } x = 0 \\ \sum_{l=1}^k j_l (x_k - x_{k-1}) & \text{if } x = x_k, 1 \leq k \leq N \\ \sum_{l=1}^k j_l (x_k - x_{k-1}) & \text{if } x = -x_k, 1 \leq k \leq N \\ \text{piecewise linear} & \text{otherwise}. \end{cases}$$

These form a $t$-net of $\text{Lip}_1([-K, K])$ w.r.t. $\| \cdot \|_\infty$. □

The following result is standard and thus we omit the proof.

Lemma 10 (Covering number for $S^{d-1}$). For any $t \in (0, 1)$, $N(t, S^{d-1}, \| \cdot \|) \leq (5/t)^d$.

Proof of Lemma 8. Pick any $t \in (0, 1)$ and choose $M > 0$ such that

$$\sqrt{\mathbb{E}[\|X\|^2 1_{\{\|X\| > M\}}]} \leq t/4$$

for $X \sim \mu$. Consider a minimal $t/8$-net $f_1, \ldots, f_m$ of $\text{Lip}_1([-M, M])$ w.r.t. $\| \cdot \|_\infty$, and a minimal $t/(8M)$-net $\theta_1, \ldots, \theta_n$ of $S^{d-1}$ w.r.t. $\| \cdot \|$. Consider the following function brackets for $i = 1, \ldots, m$ and $j = 1, \ldots, n$:

$$\left( f_i \circ p^{\theta_j} - t/4 \right) 1_{\{\|x\| \leq M\}} - \|x\| 1_{\{\|x\| > M\}}, \quad (f_i \circ p^{\theta_j} + t/4) 1_{\{\|x\| \leq M\}} + \|x\| 1_{\{\|x\| > M\}}.$$
We are left to determine $M$. Observe that
\[
\mathbb{E}[\|X\|^2 1_{\{\|X\| > M\}}] \leq \frac{\mathbb{E}[\|X\|^{2+\epsilon}]}{M^\epsilon} = \frac{C}{M^\epsilon}.
\]
Hence $M = (4C^{1/2}/t)^{2/\epsilon}$ is a feasible choice. This leads to the first claim.

For the second claim, by Theorem 2.5.6 in [vdVW96], it is enough to show that
\[
\int_0^\infty \sqrt{N(t,F,L^2(\mu))} dt < \infty.
\]
Provided that $\mu$ has finite $(4+\epsilon)$th moment for some $\epsilon > 0$, $\sqrt{N(t,F,L^2(\mu))}$ is integrable near 0. Since $F$ has envelope function $F(x) = \|x\|$ which is also in $L^2(\mu)$ under the given moment condition, $F$ is $\mu$-Donsker.

\[\Box\]

**B1.2. Proof of Theorem 1. Part (i).** We shall apply Proposition 1 with $\mathcal{P}_0 = \{\rho \in \mathcal{P}(\mathbb{R}^d) : \rho(X) = 1\}, \mathcal{X} = \text{int}(\text{spt}(\mu)), \mathcal{F} = \{\varphi \circ p^\theta : \theta \in \mathbb{S}^{d-1}, \varphi \in \text{Lip}_{1,0}(\mathbb{R})\}$, $F(x) = \|x\|$, and $\delta(\rho) = \mathcal{W}_p^\theta(\rho,\nu)$. It is not difficult to verify that $\mathcal{P}_0$ is convex and contains $\mu_n$ with probability one. Further, by Lemma 8, $F$ is $\mu$-Donsker, $\sqrt{n}(\bar{\mu}_n - \mu) \xrightarrow{d} G_\mu$ in $L^\infty(F)$. Combined with Corollary 5 (recall that $\mathcal{W}_1(\mu_0,\mu_1) = \|\mu - \mu_0\|_{\infty,F}$ by the Kantorovich-Rubinstein duality) and Lemma 7, we have verified all conditions in Proposition 1 with $\delta'_\mu(\rho - \mu) = \int_{\mathbb{S}^{d-1}} (\rho - \mu)(\varphi^\theta \circ p^\theta) d\sigma(\theta)$.

Let $M > 0$ such that $X \subset B(0,M)$. Each $\varphi^\theta|_{[-M,M]}$ is $c$-Lipschitz for some constant $c < \infty$ independent of $\theta$ by Lemma 4. Extend $\varphi^\theta|_{[-M,M]}$ to $\mathbb{R}$ without changing the Lipschitz constant and redefine $\varphi^\theta$ by this extension. In view of Lemma 5 Part (iii) and noting that $(\rho - \mu)(\varphi^\theta \circ p^\theta - a) = (\rho - \mu)(\varphi^\theta \circ p^\theta)$, $\delta'_\mu$ extends to $\mathcal{T}_{\mathcal{P}_0}(\mu)$ as
\[
\delta'_\mu(m) = \int_{\mathbb{S}^{d-1}} c \cdot m(\varphi^\theta \circ p^\theta) d\sigma(\theta) \tag{22}
\]
with $\varphi^\theta = (\varphi^\theta - \varphi^\theta(0))/c$. Conclude that
\[
\sqrt{n}(\mathcal{W}_p^\theta(\mu_n,\nu) - \mathcal{W}_p^\theta(\mu,\nu)) \xrightarrow{d} \delta'_\mu(G_\mu) = \int_{\mathbb{S}^{d-1}} c \cdot G_\mu(\varphi^\theta \circ p^\theta) d\sigma(\theta).
\]
Set $\mathcal{G}_\mu(\theta) = c \cdot G_\mu(\varphi^\theta \circ p^\theta)$. The process $(\mathcal{G}_\mu(\theta))_{\theta \in \mathbb{S}^{d-1}}$ is centered Gaussian with covariance function $\text{Cov}(\mathcal{G}_\mu(\theta),\mathcal{G}_\mu(\vartheta)) = \text{Cov}_\mu(\varphi^\theta \circ p^\theta,\varphi^\vartheta \circ p^\vartheta)$. Further, since $\theta \mapsto \varphi^\theta \circ p^\theta$ is continuous relative to the pseudometric $d_\mu(f,g) = \sqrt{\text{Var}_\mu(f-g)}$ (cf. Lemma 5 (i)) and $G_\mu$ has uniformly continuous paths relative to $d_\mu$, we see that $\mathcal{G}_\mu$ has continuous paths. By Riemann approximation, we see that $\int_{\mathbb{S}^{d-1}} \mathcal{G}_\mu d\sigma$ is centered Gaussian with variance $\int_{\mathbb{S}^{d-1}} \int_{\mathbb{S}^{d-1}} \text{Cov}(\mathcal{G}_\mu(\theta),\mathcal{G}_\mu(\vartheta)) d\sigma(\theta) d\sigma(\vartheta) = v_p^2$. 

\[\Box\]
Second, we show that $v_\mu^2$ coincides with the semiparametric efficiency bound by invoking Proposition 2. We have shown that the function class $\mathcal{F}$ is $\mu$-Donsker, which implies $\mu$-pre-Gaussianity. Also, for any bounded $\mu$-mean zero function $h$, $\text{spt}((1 + th)\mu) = \text{spt}(\mu)$ for sufficiently small $t > 0$, so that $(1 + th)\mu \in \mathcal{P}_0$. It remains to show that the derivative $\delta'_\mu$ in (17) suitably extends to a continuous linear functional on $\ell^\infty(\mathcal{F})$. Let $\mathcal{C}_u(\mathcal{F})$ denote the space of uniformly continuous functions on $\mathcal{F}$ relative to $\delta_\mu$. As $\mathcal{F}$ is $\mu$-pre-Gaussian, $\mathcal{F}$ is totally bounded for $\delta_\mu$. Since $\theta \mapsto \varphi^{\theta} \circ \mathbf{p}^{\theta}$ is continuous relative to $d_\mu$, the expression (22) makes sense for any $m \in \mathcal{C}_u(\mathcal{F})$, and the map $\delta'_\mu$ is continuous and linear on $(\mathcal{C}_u(\mathcal{F}), \| \cdot \|_{\infty, \mathcal{F}})$. Extend $\delta'_\mu$ from $\mathcal{C}_u(\mathcal{F})$ to a continuous linear functional on $\ell^\infty(\mathcal{F})$ by the Hahn-Banach theorem. For this extension, since $h\mu \in \mathcal{C}_u(\mathcal{F})$ for any bounded $\mu$-mean zero function $h$, we have $t^{-1}(\delta'_\mu((1 + th)\mu) - \delta(\mu)) \to \delta'_\mu(h\mu)$ as $t \downarrow 0$. Applying Proposition 2, we see that the semiparametric efficiency bound is given by $\text{Var}(\delta'_\mu(G_\mu))$, which coincides with $v_\mu^2$ from the computation above.

Finally, we show the bootstrap consistency. Since the derivative $\delta'_\mu$ in (17) is linear, $\rho \mapsto \delta(\rho)$ is Hadamard differentiable (w.r.t. $\| \cdot \|_{\infty, \mathcal{F}}$) at $\rho = \mu$ tangentially to $\text{spt}(G_\mu)$ by Corollary 1. Thus the bootstrap consistency follows from Theorem 23.9 in [vdV98].

**Part (ii).** To account for the two-sample case, we consider the following setting. Set $\mathcal{P}_0 = \{\rho_1 \otimes \rho_2 \in \mathcal{P}(\mathbb{R}^d \times \mathbb{R}^d) : (\rho_1 \otimes \rho_2)(\mathcal{X} \times \mathcal{Y}) = 1\}$ with $\mathcal{X} = \text{int}({\text{spt}(\mu)})$ and $\mathcal{Y} = \text{int}({\text{spt}(\nu)})$, $\mathcal{F} = \{f_1 \oplus f_2 : f_i \in \mathcal{F}_0, i = 1, 2\}$ with $\mathcal{F}_0 = \{\varphi \circ \mathbf{p}^{\theta} : \theta \in S^{d-1}, \varphi \in \text{Lip}_{1,0}(\mathbb{R})\}$, and $\delta(\rho_1 \otimes \rho_2) = \text{W}_p^0(\rho_1, \rho_2)$. Observe that, for $f_1, f_2 \in \mathcal{F}_0, \rho_1 \otimes \rho_2, \rho_1' \otimes \rho_2' \in \mathcal{P}_0$, and $t \in [0, 1]$, we have

$$(t(\rho_1 \otimes \rho_2) + (1-t)(\rho_1' \otimes \rho_2'))(f_1 \oplus f_2) = \left((t\rho_1 + (1-t)\rho_1') \otimes (t\rho_2 + (1-t)\rho_2')\right)(f_1 \oplus f_2).$$

Thus

$$t(\rho_1 \otimes \rho_2) + (1-t)(\rho_1' \otimes \rho_2') = (t\rho_1 + (1-t)\rho_1') \otimes (t\rho_2 + (1-t)\rho_2')$$

as elements of $\ell^\infty(\mathcal{F}_0)$, so that $\mathcal{P}_0$ is convex as a subset of $\ell^\infty(\mathcal{F})$. It is not difficult to see from Corollary 5 that

$$|\delta(\mu_0 \otimes \nu_0) - \delta(\mu_1 \otimes \nu_1)| \lesssim \text{W}_1(\mu_0, \mu_1) + \text{W}_1(\nu_0, \nu_1) \leq 2\| (\mu_0 \otimes \nu_0) - (\mu_1 \otimes \nu_1) \|_{\infty, \mathcal{F}}.$$
Also, for \( \mu_t = (1-t)\mu + t\rho_1 \) and \( \nu_t = (1-t)\nu + t\rho_2 \) with \( \rho_1 \otimes \rho_2 \in \mathcal{P}_0 \), arguing as in the proof of Lemma 7 and using the fact that \([\varphi^\theta]^{cc} = \varphi^\theta\), we have

\[
\lim_{t \downarrow 0} \frac{\delta(\mu_t \otimes \nu_t) - \delta(\mu \otimes \nu)}{t} = \int_{\mathcal{S}^{d-1}} [(\rho_1 - \mu)(\varphi^\theta \circ p^\theta) + (\rho_2 - \nu)([\varphi^\theta]^{cc} \circ p^\theta)] d\sigma(\theta)
\]

\[
= \int_{\mathcal{S}^{d-1}} \int (\varphi^\theta \circ p^\theta) \oplus ([\varphi^\theta]^{cc} \circ p^\theta) d(\rho_1 \otimes \rho_2 - \mu \otimes \nu) d\sigma(\theta).
\]

Here recall that \( \mu_t \otimes \nu_t \) can be identified with \((1-t)(\mu \otimes \nu) + t(\rho_1 \otimes \rho_2)\) as elements of \( \ell^\infty(\mathcal{F}) \). Let \( \psi^\theta = [\varphi^\theta]^{cc} \). Again, choose versions of \( \varphi^\theta \) and \( \psi^\theta \) such that, for some constant \( c \) independent of \( \theta \), \( \varphi^\theta = (\varphi^\theta - \varphi^\theta(0))/c, \psi^\theta = (\psi^\theta - \psi^\theta(0))/c \in \text{Lip}_{1,0}(\mathbb{R}) \) for every \( \theta \in \mathcal{S}^{d-1} \). Then, the derivative \( \delta_{\mu \otimes \nu} \) extends to \( \mathcal{T}_{\mathcal{F}_0}(\mu \otimes \nu) \) as

\[
\delta_{\mu \otimes \nu}(m) = \int_{\mathcal{S}^{d-1}} c \cdot m((\varphi^\theta \circ p^\theta) \oplus (\psi^\theta \circ p^\theta)) d\sigma(\theta).
\]

We shall verify that the process \( \sqrt{n}(\hat{\mu}_n \otimes \hat{\nu}_n - \mu \otimes \nu) \) converges weakly to a tight Gaussian process in \( \ell^\infty(\mathcal{F}) \). Since \( \mathcal{F}_0 \) is Donsker w.r.t. \( \mu \) and \( \nu \), and \( X_i \)'s and \( Y_i \)'s are independent, by Example 1.4.6 in [vdVW96] (combined with Lemma 3.2.4 in [Dud14] concerning measurable covers), we see that

\[
\left( \sqrt{n}(\hat{\mu}_n - \mu), \sqrt{n}(\hat{\nu}_n - \nu) \right) \xrightarrow{d} (G_\mu, G'_\nu) \quad \text{in} \quad \ell^\infty(\mathcal{F}_0) \times \ell^\infty(\mathcal{F}_0),
\]

where \( G_\mu \) and \( G'_\nu \) are independent and the weak limits of \( \sqrt{n}(\hat{\mu}_n - \mu) \) and \( \sqrt{n}(\hat{\nu}_n - \nu) \) in \( \ell^\infty(\mathcal{F}_0) \), respectively. Since the map \( \ell^\infty(\mathcal{F}_0) \times \ell^\infty(\mathcal{F}_0) \ni (z_1, z_2) \mapsto (z_1(f_1) + z_2(f_2))_{f_1 \oplus f_2 \in \mathcal{F}} \in \ell^\infty(\mathcal{F}) \) is continuous, we have

\[
\sqrt{n}(\hat{\mu}_n \otimes \hat{\nu}_n - \mu \otimes \nu) \xrightarrow{d} G_{\mu \otimes \nu} \quad \text{in} \quad \ell^\infty(\mathcal{F})
\]

where \( G_{\mu \otimes \nu}(f_1 \oplus f_2) = G_\mu(f_1) + G'_\nu(f_2) \) for \( f = f_1 \oplus f_2 \in \mathcal{F} \). Applying Proposition 1 (see also Remark 4), we conclude that

\[
\sqrt{n}(\delta(\hat{\mu}_n \otimes \hat{\nu}_n) - \delta(\mu \otimes \nu)) \xrightarrow{d} \int_{\mathcal{S}^{d-1}} \left[ c \cdot G_\mu(\varphi^\theta \circ p^\theta) + c \cdot G'_\nu(\psi^\theta \circ p^\theta) \right] d\sigma(\theta)
\]

\[
= \int_{\mathcal{S}^{d-1}} G_\mu d\sigma + \int_{\mathcal{S}^{d-1}} G'_\nu d\sigma.
\]

where \( G_\mu \) is given before and \( G'_\nu \) is defined as \( G'_\nu(\theta) = c \cdot G'_\nu(\psi^\theta \circ p^\theta) \). Arguing as in Part (i), the right-hand side is Gaussian with mean zero and variance \( v_p^2 + w_p^2 \).

Second, the fact that \( v_p^2 + w_p^2 \) coincides with the semiparametric efficiency bound follows from Corollary 2. The argument is similar to the one-sample case and omitted for brevity.

Finally, we show the bootstrap consistency. The argument is analogous to the one-sample case above. To apply Theorem 23.9 in [vdV98], we need to verify that,
as maps into \( \ell^\infty(\mathcal{F}) \), the sequence \( \sqrt{n}(\hat{\mu}_n^B \otimes \hat{\nu}_n^B - \hat{\mu}_n \otimes \hat{\nu}_n) \) is asymptotically measurable and converges conditionally in distribution to \((G_\mu(f_1) + G_\nu(f_2))_{f_1 \otimes f_2 \in \mathcal{F}} \) given \((X_1, Y_1), (X_2, Y_2), \ldots \). Since \( \mathcal{F}_0 \) is Donsker w.r.t. \( \mu \) and \( \nu \), each of \( \sqrt{n}(\hat{\mu}_n^B - \hat{\mu}_n) \) and \( \sqrt{n}(\hat{\nu}_n^B - \hat{\nu}_n) \) is asymptotically measurable and converges conditionally in distribution (cf. Chapter 3.6 in [vdVW96]). By Lemma 1.4.4 and Example 1.4.6 in [vdVW96], as maps into \( \ell^\infty(\mathcal{F}_0) \times \ell^\infty(\mathcal{F}_0) \), the sequence \( \left( \sqrt{n}(\hat{\mu}_n^B - \hat{\mu}_n), \sqrt{n}(\hat{\nu}_n^B - \hat{\nu}_n) \right) \) is asymptotically measurable and converges conditionally in distribution to \((G_\mu, G_\nu)\). Since the map \( \ell^\infty(\mathcal{F}_0) \times \ell^\infty(\mathcal{F}_0) \ni (z_1, z_2) \mapsto (z_1(f_1) + z_2(f_2))_{f_1 \otimes f_2 \in \mathcal{F}} \in \ell^\infty(\mathcal{F}) \) is continuous, we see that, as maps into \( \ell^\infty(\mathcal{F}) \), \( \sqrt{n}(\hat{\mu}_n^B \otimes \hat{\nu}_n^B - \hat{\mu}_n \otimes \hat{\nu}_n) \) is asymptotically measurable and converges conditionally in distribution to \((G_\mu(f_1) + G_\nu(f_2))_{f_1 \otimes f_2 \in \mathcal{F}}\), as desired. The rest follows from Corollary 1 and Theorem 23.9 in [vdV98]. \( \square \)

B.1.3. **Proof of Theorem 2.** Given the Gâteaux derivative result for \( \nabla_\theta (\cdot) \) (cf. Lemma 7), the proof is analogous to Theorem 1. We omit the details for brevity. \( \square \)

B.2. **Proof of Theorem 3.**

**B.2.1. Preliminaries.**

**Lemma 11** (CLT in \( L^1 \) space). Let \((S, \mathcal{S}, \mu)\) be a \( \sigma \)-finite measure space with \( \mathcal{S} \) being countably generated, and let \( Z_1, Z_2, \ldots \) be i.i.d. \( L^1(\mu) \)-valued random variables. If \( \mathbb{P}(\|Z_1\|_{L^1(\mu)} > t) = o(t^{-2}) \) as \( t \to \infty \) and \( \int_S \mathbb{E}(|Z_1|^2 \|x\|_{L^1(\mu)}) \, d\mu(x) < \infty \), then there exists a centered jointly measurable Gaussian process \( G \) with paths in \( L^1(\mu) \) such that \( n^{-1/2} \sum_{i=1}^n Z_i \overset{d}{\to} G \) in \( L^1(\mu) \).

**Proof.** See [LT91], Theorem 10.10. \( \square \)

**Lemma 12** (Directional derivative of \( L^1 \) norm). Let \((S, \mathcal{S}, \mu)\) be a measure space. Then, for any \( f, g \in L^1(\mu) \) and \( t_n \downarrow 0 \), we have

\[
\lim_{n \to \infty} \frac{\|f + t_n g\|_{L^1(\mu)} - \|f\|_{L^1(\mu)}}{t_n} = \int [\text{sign}(f)] g \, d\mu + \int_{\{|f| > 0\}} |g| \, d\mu.
\]

**Proof of Lemma 12.** Let \( S^+ = \{f > 0\} \) and \( S^- = \{f < 0\} \), and set \( h = \frac{g}{|f|} 1_{\{f \neq 0\}} \) and \( d\gamma = |f| \, d\mu \). Observe that

\[
t_n^{-1}(\|f + t_n g\|_{L^1(\mu)} - \|f\|_{L^1(\mu)})
= t_n^{-1} \int_{S^+} (|1 + t_n h| - 1) \, d\gamma + t_n^{-1} \int_{S^-} (|1 - t_n h| - 1) \, d\gamma + \int_{\{|f| > 0\}} |g| \, d\mu.
\]

We next show that the first and second terms converge to \( \int_{\{|f| > 0\}} g \, d\mu \) and \( \int_{\{|f| < 1\}} (-g) \, d\mu \), respectively. The arguments are analogous, so we only prove the former.

By normalization, we may assume without loss of generality that \( \gamma(S^+) = 1 \). Consider the set \( A_n = \{t_n|h| < 1\} \). Since \( h \in L^1(\gamma) \), by Markov’s inequality we have
\[ \gamma(A_n^c \cap S^+) \to 0. \] Consequently

\[ \left| \int_{S^+} |1 + t_n h| d\gamma - \int_{S^+} |1 + t_n h I_{A_n}| d\gamma \right| \leq t_n \int_{S^+} |h I_{A_n}| d\gamma = o(t_n). \]

Since \( 1 + t_n h I_{A_n} \geq 0 \), we have

\[ \int_{S^+} \left( |1 + t_n h I_{A_n}| - 1 \right) d\gamma = t_n \int_{S^+} h I_{A_n} d\gamma = t_n \int_{S^+} h d\gamma + o(t_n). \]

As \( \int_{S^+} h d\gamma = \int_{\{f > 0\}} g d\mu \), we obtain the desired result. \( \square \)

**Lemma 13** (Directional derivative of supremum functional). Let \( S \) be a nonempty set. Consider the functional \( \phi : C^\infty(S) \to \mathbb{R} \) defined by \( \phi(f) = \sup_{x \in S} f(x) \). Suppose that there exists a pseudometric \( d \) on \( S \) such that \( (S,d) \) is totally bounded, and let \( C_u(S,d) \) denote the set of all uniformly \( d \)-continuous functions on \( S \). Then \( \phi \) is Hadamard directionally differentiable at \( f \in C_u(S,d) \) with derivative

\[ \phi'_f(g) = \sup_{x \in \overline{S} : f(x) = \phi(f)} g(x), \quad g \in C_u(S,d), \]

where \( \overline{S} \) is the completion of \( S \) with respect to \( d \) [note that every \( f \in C_u(S,d) \) has the unique continuous extension to \( \overline{S} \), which we denote by the same symbol \( f \)].

**Proof.** See [CCR20], Corollary 2.5. \( \square \)

**B.2.2. Proof of Theorem 3. Part (i).** Recall the expression \( W_1(\hat{\mu}_n, \mu) = \|F_{\hat{\mu}_n} - F_{\mu}\|_{L^1(\lambda \otimes \sigma)} \). We divide the proof into two steps.

**Step 1.** We will first show that there exists a centered, jointly measurable Gaussian process \( G_{\mu} = (G_{\mu}(t, \theta))_{(t, \theta) \in \mathbb{R} \times \mathbb{S}^d-1} \) with paths in \( L^1(\lambda \otimes \sigma) \) and covariance function (10) such that

\[ \sqrt{n} (F_{\hat{\mu}_n}(t, \theta) - F_{\mu}(t, \theta))_{(t, \theta) \in \mathbb{R} \times \mathbb{S}^d-1} \xrightarrow{d} G_{\mu} \text{ in } L^1(\lambda \otimes \sigma). \]

We will apply the CLT in the \( L^1 \) space (Lemma 11) to prove this claim. Let \( Z_i(t, \theta) = 1(\theta^T X_i \leq t) - F_{\mu}(t, \theta) \). Then \( \sqrt{n} (F_{\hat{\mu}_n}(t, \theta) - F_{\mu}(t, \theta)) = n^{-1/2} \sum_{i=1}^n Z_i(t, \theta) \). Since \((t, \theta), \omega) \mapsto Z_i(t, \theta, \omega) = 1(\theta^T X_i(\omega) \leq t) - F_{\mu}(t, \theta) \) is (jointly) measurable, \( Z_i \) can be regarded an an \( L^1(\lambda \otimes \sigma) \)-valued random variable as long as \( \|Z_i\|_{L^1(\lambda \otimes \sigma)} < \infty \) a.s. [Byc77], which will be verified below.
Observe that $\|Z_i\|_{L^1(\lambda \otimes \sigma)}$ can be evaluated as
\[
\int_{\mathbb{R}^d-1} \int_{\mathbb{R}} |1(\theta^T X_i \leq t) - \mathbb{P}(\theta^T X_i \leq t)| \, dt \, d\sigma(\theta)
\]

\[
= \int_{\mathbb{R}^d-1} \left( \int_{-\infty}^{0} |1(\theta^T X_i \leq t) - \mathbb{P}(\theta^T X_i \leq t)| \, dt \\
+ \int_{0}^{\infty} |1(\theta^T X_i > t) - \mathbb{P}(\theta^T X_i > t)| \, dt \right) d\sigma(\theta)
\]

\[
\leq \int_{\mathbb{R}^d-1} \left[ (-\theta^T X_i \vee 0) + \int_{-\infty}^{0} \mathbb{P}(\theta^T X_i \leq t) \, dt \\
+ (\theta^T X_i \vee 0) + \int_{0}^{\infty} \mathbb{P}(\theta^T X_i > t) \, dt \right] d\sigma(\theta)
\]

\[
\leq \|X_i\| + \mathbb{E}[\|X_i\|].
\]

This implies that $Z_i \in L^1(\lambda \otimes \sigma)$. Further, for $t > 2\mathbb{E}[\|X_i\|]$,
\[
\mathbb{P}(\|Z_i\|_{L^1(\lambda \otimes \sigma)} > t) \leq \mathbb{P}(\|X_i\| + \mathbb{E}[\|X_i\|] > t) \\
\leq \mathbb{P}(\|X_i\| > t/2) \\
\leq \frac{2^{2+\epsilon} \mathbb{E}[\|X_i\|^{2+\epsilon}]}{t^{2+\epsilon}} = o(t^{-2})
\]
as $t \to \infty$. Finally, letting $K = \sup_{\theta \in \mathbb{R}^d-1} \mathbb{E}[\|\theta^T X_i\|^{2+\epsilon}] < \infty$, we have
\[
\int_{\mathbb{R}^d-1} \int_{\mathbb{R}} \sqrt{\mathbb{E}[Z_i(t, \theta)^2]} \, dt \, d\sigma(\theta)
\]

\[
= \int_{\mathbb{R}^d-1} \left( \int_{-\infty}^{\infty} \sqrt{F_\mu(t; \theta)(1 - F_\mu(t; \theta))} \, dt \right) d\sigma(\theta)
\]

\[
\leq \int_{\mathbb{R}^d-1} \left( \int_{-\infty}^{0} \sqrt{F_\mu(t; \theta)} \, dt + \int_{0}^{\infty} \sqrt{1 - F_\mu(t; \theta)} \, dt \right) d\sigma(\theta)
\]

\[
\leq \int_{\mathbb{R}^d-1} \left( 2 \int_{0}^{\infty} \sqrt{\mathbb{P}(\|\theta^T X_i\| \geq t)} \, dt \right) d\sigma(\theta)
\]

\[
\leq 2 \left( 1 + \int_{1}^{\infty} \sqrt{\frac{K}{t^{2+\epsilon}}} \, dt \right)
\]

\[
\leq 2 + \frac{4\sqrt{K}}{\epsilon} < \infty.
\]

Thus, by Lemma 11, we have $n^{-1/2} \sum_{i=1}^{n} Z_i \xrightarrow{d} G_\mu$ in $L^1(\lambda \otimes \sigma)$.

Step 2. We will apply the extended functional delta method to derive the limit distribution for $\sqrt{n}(\overline{W}_i(\hat{\mu}_n, \nu) - \overline{W}_i(\mu, \nu))$. Let $\phi : L^1(\lambda \otimes \sigma) \to \mathbb{R}$ be defined by
\[
\phi(f) = \|f\|_{L^1(\lambda \otimes \sigma)}, \quad f \in L^1(\lambda \otimes \sigma).
\]
By Lemma 12 and the fact that \( \phi \) is trivially Lipschitz in \( \| \cdot \|_{L^1(\lambda \otimes \sigma)} \), \( \phi \) is Hadamard directionally differentiable at \( f \in L^1(\lambda \otimes \sigma) \) with derivative

\[
\phi'_f(g) = \int [\text{sign}(f)] gd(\lambda \otimes \sigma) + \int_{\{f=0\}} |g|d(\lambda \otimes \sigma).
\]

Thus, by the extended functional delta method, we have

\[
\sqrt{n}(W_1(\hat{\mu}_n, \nu) - W_1(\mu, \nu)) = \sqrt{n}(\phi(F_\mu - F_\nu + F_{\hat{\mu}_n} - F_\mu) - \phi(F_\mu - F_\nu)) 
\xrightarrow{d} \phi'_{F_\mu - F_\nu}(G_\mu).
\]

The right-hand side coincides with the limit distribution in (11).

**Part (ii).** Observe that \( W_1(\hat{\mu}_n, \hat{\nu}_n) = \|F_{\hat{\mu}_n} - F_{\hat{\nu}_n}\|_{L^1(\lambda \otimes \sigma)} \). From the proof of Part (i), we have \( \sqrt{n}(F_{\hat{\mu}_n} - F_{\hat{\nu}_n} - F_\mu + F_\nu) \xrightarrow{d} G_\mu \) in \( L^1(\lambda \otimes \sigma) \). The rest of the proof is analogous to Step 2 in the proof of Part (i).

**Part (iii).** Observe that \( W_1(\mu, \nu) = \sup_{f \in \mathcal{F}} |F_\mu - F_\nu| \) by the Kantorovich-Rubinstein duality. By Lemma 8, the function class \( \mathcal{F} \) is \( \mu \)-Donsker under the given moment condition, \( \sqrt{n}(\hat{\mu}_n - \mu) \xrightarrow{d} G_\mu \) in \( \ell^\infty(\mathcal{F}) \).

Then, we apply the functional delta method to the supremum functional, Lemma 13. Since, relative to the standard deviation metric, \( f \mapsto \int f d(\mu - \nu) = \mu(f - \nu(f)) \) is uniformly continuous, \( \mathcal{F} \) is totally bounded, \( G_\mu \) has uniformly continuous paths (cf. Example 1.5.10 in [vdVW96]), we obtain the desired result.

**Part (iv).** The proof is analogous to Part (iii) and thus omitted. \( \square \)

**B.3. Proof of Corollary 3.** The limit distribution results directly follow from Theorem 3. Under the setting of Corollary 3, inspection of the proof of Theorem 3 shows that the map \( f \mapsto \|f\|_{L^1(\lambda \otimes \lambda)} \) is Hadamard differentiable at \( f = F_\mu - F_\nu \) with derivative

\[
\phi'_{F_\mu - F_\nu}(g) = \int [\text{sign}(F_\mu - F_\nu)] gd(\lambda \otimes \sigma), \ g \in L^1(\lambda \otimes \sigma).
\]

Combined with the equivalence between the CLT and the bootstrap consistency for i.i.d. random variables with values in a separable Banach space (cf. Remark 2.5 in [GZ90]), the bootstrap consistency result for \( W_i \) (like that in Theorem 1) follows via Theorem 23.9 in [vdV98].
Regarding semiparametric efficiency, for any bounded measurable function $h$ on $\mathbb{R}^d$ with $\mu$-mean zero,
\[
\frac{1}{s} \left( \|F(1+sh)\mu - F\nu\|_{L^1(\lambda\otimes\sigma)} - \|F\mu - F\nu\|_{L^1(\lambda\otimes\sigma)} \right)
\]
\[
\to \int_{\mathbb{R}^d} [\text{sign}(F\mu - F\nu)(t;\theta)] \left\{ \int h(x) 1(x^T\theta \leq t) d\mu(x) \right\} dt d\sigma(\theta) \quad (s \downarrow 0)
\]
\[
= \int_{\mathbb{R}^d} [\text{sign}(F\mu - F\nu)(t;\theta)] \left\{ \int h(x) g(x, t, \theta) d\mu(x) \right\} dt d\sigma(\theta)
\]
\[
= \left\langle h, \int_{\mathbb{R}^d} [\text{sign}(F\mu - F\nu)(t;\theta)] g(\cdot, t, \theta) dt d\sigma(\theta) \right\rangle_{L^2(\mu)},
\]
where $g(x, t, \theta) = 1(x^T\theta \leq t) - 1(t > 0)$ and the second equality follows as $h$ has $\mu$-mean zero. Hence, the semiparametric efficiency bound for estimating $\rho \mapsto \mathcal{W}_1(\rho, \nu)$ at $\rho = \mu$ is given by the $\mu$-variance of
\[
\int_{\mathbb{R}^d} [\text{sign}(F\mu - F\nu)(t;\theta)] g(\cdot, t, \theta) dt d\sigma(\theta),
\]
which agrees with $v_1^2$ above. Likewise, in the two-sample case, it is shown that the semiparametric efficiency bound agrees with $v_1^2 + w_1^2$; see the proof of Corollary 2. □

**Appendix C. Proofs for Section 5**

**C.1. Proof of Proposition 3.** Lemma 5.2 of [San15] establishes that convolution acts as a contraction for $\mathcal{W}_p$, $\mathcal{W}_p(\sigma) \leq \mathcal{W}_p$. For any $\rho \in \mathcal{P}(\mathbb{R}^d)$, the coupling $\pi := \chi_{\sigma}(x - y)d\lambda(x)d\rho(y) \in \Pi(\rho, \rho \ast \eta_{\sigma})$ satisfies
\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \|x - y\|^p d\pi(x, y) = \sigma^p \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \|z\|^p \chi_1(z)d\lambda(z)d\mu(y) = \sigma^p \mathbb{E}_{\eta_{\sigma}}[\|X\|^p],
\]
so $\mathcal{W}_p(\mu, \mu \ast \eta_{\sigma}) \leq (\mathbb{E}[\|X\|^p])^{1/p}$ by Lemma 7.1.10 in [AGS08]. Conclude by applying the triangle inequality, $\mathcal{W}_p \leq \mathcal{W}_p(\sigma) + 2(\mathbb{E}_{\eta_{\sigma}}[\|X\|^p])^{1/p}$. □

**C.2. Proof of Proposition 5.**

**Lemma 14.** For $\sigma > 0$, the characteristic function $\phi_{\eta_{\sigma}}$ of $\eta_{\sigma}$ is zero on a set of negligible (Lebesgue) measure.

**Proof.** The Fourier-Laplace transform of $\chi_{\sigma}$ is defined by
\[
\hat{\chi}_{\sigma} : t \in \mathbb{C}^d \mapsto \int_{\mathbb{R}^d} e^{-i\langle t, \cdot \rangle} \chi_{\sigma}(x) dx.
\]
By Theorem 7.1.14 in [Hö03], $\hat{\chi}_{\sigma}$ is complex-analytic and, since $\chi_{\sigma}$ is even, $\hat{\chi}_{\sigma}|_{\mathbb{R}^d} = \phi_{\eta_{\sigma}}(-\cdot)$ is real analytic. The conclusion follows since the set of zeros of any real analytic function on $\mathbb{R}^d$ that is not identically has zero Lebesgue measure [Fed14, p.240]. □
Lemma 15. For \( p \geq 1, \sigma > 0, (\mu_k)_{k \in \mathbb{N}} \subset \mathcal{P}_p(\mathbb{R}^d) \) and \( \mu \in \mathcal{P}_p(\mathbb{R}^d), \mu_k * \eta_\sigma \xrightarrow{w} \mu * \eta_\sigma \) as \( k \to \infty \) if and only if \( \mu_k \xrightarrow{w} \mu \) as \( k \to \infty \).

Proof. First, if \( \mu_k \xrightarrow{w} \mu \), \( \phi_{\mu_k * \eta_\sigma} = \phi_{\mu_k} \phi_{\eta_\sigma} \to \phi_{\mu} \phi_{\eta_\sigma} = \phi_{\mu * \eta_\sigma} \) pointwise, so \( \mu_k * \eta_\sigma \xrightarrow{w} \mu * \eta_\sigma \). To prove the opposite direction, if \( \mu_k * \eta_\sigma \xrightarrow{w} \mu * \eta_\sigma \), arguing as above yields \( \phi_{\mu_k} \to \phi_{\mu} \) pointwise almost everywhere, as \( \phi_{\eta_\sigma} = 0 \) on a set of negligible (Lebesgue) measure by Lemma 14. It is not difficult to show that pointwise almost everywhere convergence of characteristic functions implies pointwise convergence thereof and hence that \( \mu_k \xrightarrow{w} \mu \). \( \square \)

Proof of Proposition 5. The fact that \( W_p(\sigma) \) is a metric follows essentially from the proof of Proposition 1 in [NGK21], with a slight modification using Lemma 14 and the fact that characteristic functions are uniformly continuous. Similarly, the fact that \( W_p(\sigma) \) and \( W_p \) induce the same topology on \( \mathcal{P}_p(\mathbb{R}^d) \) follows from the proof of Proposition 1 in [NGK21] along with Lemma 15. \( \square \)

C.3. Proof of Theorem 4. We only prove the one-sample result, as the two-sample result follows from essentially the same reasoning coupled with the fact that \( \varphi^c \) is the unique OT potential from \( \nu * \eta_\sigma \) to \( \mu * \eta_\sigma \) for \( W_p \) up to additive constants under the assumption that \( \nu \) has connected support; see also the proof of Theorem 1 Part (ii). In what follows, we fix \( \sigma > 0 \) and \( 1 < p < \infty \). Recall that \( B \) denotes the unit ball in \( L^2(\mathcal{X}_\sigma) \). We first prove the weak convergence of the smoothed empirical process \( \sqrt{n}(\hat{\mu}_n - \mu) * \eta_\sigma \) and the associated bootstrap process in \( \ell^\infty(B) \).

Lemma 16. For any \( \mu \in \mathcal{P}(\mathcal{X}) \), we have \( \sqrt{n}(\hat{\mu}_n - \mu) * \eta_\sigma \xrightarrow{d} \mathcal{G}_\mu \) in \( \ell^\infty(B) \), where \( \mathcal{G}_\mu = (\mathcal{G}_\mu(f))_{f \in B} \) is a tight centered Gaussian process in \( \ell^\infty(B) \) with covariance function \( \text{Cov}(\mathcal{G}_\mu(f), \mathcal{G}_\mu(g)) = \text{Cov}_\mu(f * \chi_\sigma, g * \chi_\sigma) \). Further, conditionally on \( X_1, X_2, \ldots, \sqrt{n}(\hat{\mu}_n - \hat{\mu}) * \eta_\sigma \xrightarrow{d} \mathcal{G}_\mu \) in \( \ell^\infty(B) \) for almost every realization of \( X_1, X_2, \ldots \).

Proof. We will show weak convergence of \( \sqrt{n}(\hat{\mu}_n - \hat{\mu}) * \eta_\sigma \) in \( (L^2(\mathcal{X}_\sigma))' \), the topological dual of \( L^2(\mathcal{X}_\sigma) \). Observe that, for every \( f \in L^2(\mathcal{X}_\sigma) \) and \( x \in \text{spt}(\mu) \),

\[
|f * \chi_\sigma(x)| \leq \|f\|_{L^2(\mathcal{X}_\sigma)} \|\chi_\sigma(x - \cdot)\|_{L^2(\mathcal{X}_\sigma)} \leq C\|f\|_{L^2(\mathcal{X}_\sigma)}, \tag{25}
\]

where \( C = \|\chi_\sigma\|_\infty \sqrt{\lambda(B(0, \sigma))} \leq \infty \).

Set \( Z_i := \delta_{X_i} * \eta_\sigma \) for \( i \in \mathbb{N} \). The inequality (25) implies that \( \|Z_i\|_{(L^2(\mathcal{X}_\sigma))'} \leq C \).

It is not difficult to see that the Borel \( \sigma \)-field on \( (L^2(\mathcal{X}_\sigma))' \) agrees with the smallest \( \sigma \)-field for which the projections \( z \mapsto z(f), f \in L^2(\mathcal{X}_\sigma) \) are measurable. Thus, \( Z_i \) can be thought as i.i.d. random variables with values in \( (L^2(\mathcal{X}_\sigma))' \) with (Bochner) expectation \( \mathbb{E}[Z_i] = \mu * \eta_\sigma \) (cf. Lemma 5.1.1 in [Str10] for Bochner integrals). Since \( (L^2(\mathcal{X}_\sigma))' \) is a separable Hilbert space, by Example 1.8.5 in [vdVW96], we have \( \sqrt{n}(\hat{\mu}_n - \mu) * \eta_\sigma = n^{-1/2} \sum_{i=1}^n (Z_i - \mathbb{E}[Z_i]) \xrightarrow{d} \mathcal{G}_\mu^o \), where \( \mathcal{G}_\mu^o \) is a centered Gaussian random variable in \( (L^2(\mathcal{X}_\sigma))' \).
In addition, let \( Z_i^B = \delta_{X_i^B} * \eta_\sigma \) for \( i = 1, \ldots, n \). Then, \( Z_1^B, \ldots, Z_n^B \) are an i.i.d. sample from the empirical distribution \( n^{-1} \sum_{i=1}^n \delta_{Z_i} \), so that by Remark 2.5 in [GZ90], we have that, conditionally on \( X_1, X_2, \ldots, \), \( \sqrt{n}(\mu_n^B - \mu) * \eta_\sigma = n^{-1/2} \sum_{i=1}^n (Z_i^B - Z_n) \to \mathbb{G}_\mu \) in \( (L^2(\mathcal{X}_\sigma))^\prime \) for almost every realization of \( X_1, X_2, \ldots, \), where \( Z_n = n^{-1} \sum_{i=1}^n Z_i \).

The conclusion of the lemma follows by noting that the map \( \sigma \to \mathbb{G}_\mu \) is an isometry.

Second, we shall establish Lipschitz continuity of \( S_p^{(\sigma)}(\cdot, \nu) \) w.r.t. \( \| * \eta_\sigma \|_{\infty, B} \).

**Lemma 17.** For every \( \mu_0, \mu_1 \in \mathcal{P}(\mathcal{X}) \),
\[
|S_p^{(\sigma)}(\mu_1, \nu) - S_p^{(\sigma)}(\mu_0, \nu)| \leq \sqrt{\lambda(\mathcal{X}_\sigma)} \text{diam}(\mathcal{X}_\sigma) \| (\mu_1 - \mu_0) * \eta_\sigma \|_{\infty, B}.
\]

**Proof.** Recall \( S_p^{(\sigma)}(\mu_i, \nu) = [W_p(\mu_i * \eta_\sigma, \nu * \eta_\sigma)]^p \). Let \( \varphi_i \) be an OT potential from \( \mu_i * \eta_\sigma \) to \( \nu * \eta_\sigma \) for \( W_p \) satisfying \( 0 \leq \varphi_i \leq \text{diam}(\mathcal{X}_\sigma)^p \) on \( \mathcal{X}_\sigma \) for \( i = 0, 1 \) as in Remark 1.13 of [Vil03]. Then, by duality,
\[
S_p^{(\sigma)}(\mu_1, \nu) - S_p^{(\sigma)}(\mu_0, \nu) \leq \int_{\mathcal{X}_\sigma} \varphi_1 d((\mu_1 - \mu_0) * \eta_\sigma)
\leq \| \varphi_1 \|_{L^2(\mathcal{X}_\sigma)} \| (\mu_1 - \mu_0) * \eta_\sigma \|_{\infty, B}.
\]

Likewise,
\[
S_p^{(\sigma)}(\mu_1, \nu) - S_p^{(\sigma)}(\mu_0, \nu) \geq -\| \varphi_0 \|_{L^2(\mathcal{X}_\sigma)} \| (\mu_1 - \mu_0) * \eta_\sigma \|_{\infty, B},
\]
so that
\[
|S_p^{(\sigma)}(\mu_1, \nu) - S_p^{(\sigma)}(\mu_0, \nu)| \leq \| \varphi_0 \|_{L^2(\mathcal{X}_\sigma)} \vee \| \varphi_1 \|_{L^2(\mathcal{X}_\sigma)} \| (\mu_1 - \mu_0) * \eta_\sigma \|_{\infty, B}.
\]

The conclusion of the lemma follows by noting that
\[
\| \varphi_0 \|_{L^2(\mathcal{X}_\sigma)} \vee \| \varphi_1 \|_{L^2(\mathcal{X}_\sigma)} \leq \sqrt{\lambda(\mathcal{X}_\sigma)} \text{diam}(\mathcal{X}_\sigma)^p
\]
by construction.

The following lemma concerns the Gâteaux directional derivative of \( S_p^{(\sigma)}(\cdot, \nu) \).

**Lemma 18.** Let \( \mu_0, \mu_1 \in \mathcal{P}(\mathcal{X}) \) be such that \( \text{int}(\text{spt}(\mu_0)) \) is connected with negligible boundary and \( \text{spt}(\mu_1) \subset \text{spt}(\mu_0) \). Then,
\[
\lim_{t \downarrow 0} \frac{S_p^{(\sigma)}(\mu_0 + t(\mu_1 - \mu_0), \nu) - S_p^{(\sigma)}(\mu_0, \nu)}{t} = (\mu_1 - \mu_0) * \eta_\sigma(\varphi_0),
\]
where \( \varphi_0 \) is an OT potential from \( \mu * \eta_\sigma \) to \( \nu * \eta_\sigma \) for \( W_p \).

The proof of Lemma 18 relies on the following technical lemma concerning the support of \( \mu * \eta_\sigma \).

**Lemma 19.** For any \( \mu \in \mathcal{P}(\mathcal{X}) \), \( \text{int}(\text{spt}(\mu * \eta_\sigma)) \) has negligible boundary. Further, \( \text{int}(\text{spt}(\mu * \eta_\sigma)) \) is connected provided \( \text{spt}(\mu) \) is connected.
Proof of Lemma 19. By [MAKL95, p. 106],

$$spt(\mu * \eta_\sigma) = spt(\mu) + \overline{B(0, \sigma)} = \bigcup_{x \in spt(\mu)} B(x, \sigma),$$

where the second equality is due to the fact that a union of closed balls with centers in a closed set is closed.

Let $\Gamma = \{ z \in \mathbb{R}^d : \text{dist}(z, spt(\mu)) = \sigma \}$ and $\Lambda = \bigcup_{x \in spt(\mu)} B(x, \sigma)$. Observe that, since $spt(\mu)$ is closed, $\text{dist}(z, spt(\mu)) = \|z - x\|$ for some $x \in spt(\mu)$. It is clear that $\Gamma \subset \partial \Lambda$. On the other hand, if $z \notin \Gamma \cup \Lambda$, then $\text{dist}(z, spt(\mu)) > \sigma$ in which case $z \in \mathbb{R}^d \setminus \bigcup_{x \in spt(\mu)} B(x, \sigma)$. Since $\bigcup_{x \in spt(\mu)} B(x, \sigma)$ is closed, we have $z \notin \partial \Lambda$ and $\Gamma = \partial \Lambda$. The same argument implies that $\bigcup_{x \in spt(\mu)} \overline{B(x, \sigma)} \subset \Gamma \cup \Lambda$ and the other inclusion is trivial, so $\bigcup_{x \in spt(\mu)} B(x, \sigma) \subset \text{int}(spt(\mu * \eta_\sigma))$ and the closure of both sets coincide with $spt(\mu * \eta_\sigma)$.

Example 1 in [RMFB20] implies that $\Lambda$ has a (locally) Lipschitz boundary, which is negligible by Section 4.9 and Section 4.11 of [AF03]. As such, int(spt(\mu * \eta_\sigma)) has negligible boundary.

Assume that $\Lambda$ is not connected, then there exist nonempty sets $A, B \subset spt(\mu)$ such that $A \cup B = spt(\mu)$, and $\cup_{z \in A} B(z, \sigma)$ and $\cup_{y \in B} B(y, \sigma)$ are disjoint, which contradicts the assumption that $spt(\mu)$ is connected. Hence $\text{int}(spt(\mu * \eta_\sigma))$ is connected, as $\Gamma \subset \text{int}(spt(\mu * \eta_\sigma)) \subset T = spt(\mu * \eta_\sigma)$. \qed

Proof of Lemma 18. Set $\mu_t = \mu_0 + t(\mu_1 - \mu_0)$, and let $\varphi_t^\circ$ be OT potentials from $\mu_t * \eta_\sigma$ to $\nu * \eta_\sigma$ for $\mathcal{W}_p$ satisfying $0 \leq \varphi_t^\circ \leq \text{diam}(\mathcal{X}_\sigma)^p$ on $\mathcal{X}_\sigma$; cf. Remark 1.13 in [Vil03]. For any fixed $x_0 \in \text{int}(spt(\mu_0 * \eta_\sigma))$, $\varphi_t := \varphi_t^\circ - \varphi_t^\circ(x_0)$ is again an OT potential from $\mu_t * \eta_\sigma$ to $\nu * \eta_\sigma$ for $\mathcal{W}_p$ satisfying $\varphi_t(x_0) = 0$ and $|\varphi_t| \leq \text{diam}(\mathcal{X}_\sigma)^p$ on $\mathcal{X}_\sigma$.

Observe that, by duality,

$$S_p^{(\sigma)}(\mu_t, \nu) - S_p^{(\sigma)}(\mu_0, \nu) = [\mathcal{W}_p(\mu_t * \eta_\sigma, \nu * \eta_\sigma)]^p - [\mathcal{W}_p(\mu_0 * \eta_\sigma, \nu * \eta_\sigma)]^p$$

$$\leq \int_{\mathcal{X}_\sigma} \varphi_t d(\mu_t * \eta_\sigma) - \int_{\mathcal{X}_\sigma} \varphi_t d(\mu_0 * \eta_\sigma)$$

$$\leq t \int_{\mathcal{X}_\sigma} \varphi_t d((\mu_1 - \mu_0) * \eta_\sigma),$$

so that

$$\limsup_{t \downarrow 0} S_p^{(\sigma)}(\mu_t, \nu) - S_p^{(\sigma)}(\mu_0, \nu) \leq \limsup_{t \downarrow 0} \int_{\mathcal{X}_\sigma} \varphi_t d((\mu_1 - \mu_0) * \eta_\sigma).$$

Since int(spt(\mu_0 * \eta_\sigma)) is connected with negligible boundary by Lemma 19, and $\mu_{t_n} * \eta_\sigma \rightharpoonup \mu * \eta_\sigma$ for any sequence $t_n \downarrow 0$, Theorem 3.4 in [dBGSL21] implies that $\varphi_{t_n} - a_n \rightharpoonup \varphi$ pointwise on int(spt(\mu_0 * \eta_\sigma)) for some sequence of constants $a_n$. Since $\varphi_{t_n}(x_0) = \varphi(x_0) = 0$, we must have that $a_n \to 0$, so in fact $\varphi_{t_n} \rightharpoonup \varphi$ pointwise on
int(spt(μ0 * ησ)). Since int(spt(μ0 * ησ)) has negligible boundary by Lemma 19 and spt(μ1) ⊂ spt(μ0), applying the dominated convergence theorem yields

$$\int_{X_σ} \varphi_{t_n} d((μ_1 - μ_0) * ησ) \to \int_{X_σ} \varphi_0 d((μ_1 - μ_0) * ησ).$$

Since $t_n \downarrow 0$ is arbitrary, we have

$$\limsup_{t \downarrow 0} \frac{S_p^{(σ)}(μ_1, ν) - S_p^{(σ)}(μ_0, ν)}{t} \leq \int_{X_σ} \varphi_0 d((μ_1 - μ_0) * ησ).$$

For the reverse inequality, observe that

$$S_p^{(σ)}(μ_1, ν) - S_p^{(σ)}(μ_0, ν) \geq \int_{X_σ} \varphi d(μ_1 * ησ) - \int_{X_σ} \varphi_0 d(μ_0 * ησ)$$

$$= t \int_{X_σ} \varphi_0 d((μ_1 - μ_0) * ησ),$$

so that

$$\liminf_{t \downarrow 0} \frac{S_p^{(σ)}(μ_1, ν) - S_p^{(σ)}(μ_0, ν)}{t} \geq \int_{X_σ} \varphi_0 d((μ_1 - μ_0) * ησ).$$

Conclude that $\lim_{t \downarrow 0} t^{-1}(S_p^{(σ)}(μ_1, ν) - S_p^{(σ)}(μ_0, ν)) = (μ_1 - μ_0) * ησ(φ_0)$. The derivative is uniquely defined, as $φ_0$ is unique up to additive constants on int(spt(μ * ησ)) and $μ_1 - μ_0) * ησ$ has total mass zero. □

**Proof of Theorem 4.** As noted before, we only prove the one-sample result. We shall apply Proposition 1 by identifying $S_p^{(σ)}(ρ, ν) = W_p^p(ρ * ησ, ν * σ)$ as a functional defined on $P_0 * ησ = \{ρ * ησ : ρ ∈ P_0\}$ with $P_0 = \{ρ ∈ P(X) : spt(ρ) ⊂ spt(μ)\}$, and taking $F = B$, $F \equiv C$ with constant $C$ given in (25), and $μ_n = \hat{μ}_n * ησ$. The set $P_0 * ησ$ is convex and contains $\hat{μ}_n * ησ$ with probability one. Combining Lemmas 16–18, we have verified all conditions in Proposition 1. Pick a version of $φ$ that is bounded on $X_σ$; cf. Remark 1.13 in [Vil08]. Choose a constant $c > 0$ such that $\tilde{φ} = φ/c ∈ B$. Observe that the derivative formula in Lemma 18 agrees with $c \cdot ((μ_1 - μ_0) * ησ)(φ)$. Conclude that

$$\sqrt{n}(S_p^{(σ)}(μ_1, ν) - S_p^{(σ)}(μ, ν)) \overset{d}{\to} c \cdot \mathbb{G}_μ(\tilde{φ}) \sim N(0, \text{Var}_μ(φ * χσ)).$$

Pertaining to semiparametric efficiency, think of $S_p^{(σ)}(\cdot, ν)$ now as a functional defined on $P_0$. It is not difficult to see that, for any bounded measurable function $h$ on $\mathbb{R}^d$ with $μ$-mean zero, $(1 + th)μ ∈ P_0$ for sufficiently small $t > 0$. Lemma 18 implies that $t^{-1}(S_p^{(σ)}((1 + th)μ, ν) - S_p^{(σ)}(μ, ν)) \to (hμ) * ησ(φ) = (hμ)(φ * χσ)$ as $t \downarrow 0$, which is the point evaluation at $φ * χσ ∈ L^2(μ)$. Hence, by Proposition 1, the semiparametric efficiency bound for estimating $S_p^{(σ)}(\cdot, ν)$ at $μ$ agrees with $\text{Var}_μ(φ * χσ)$. 
Finally, the bootstrap consistency follows by linearity of the derivative in Lemma 18 and the second claim in Lemma 16, combined with Corollary 1 and Theorem 23.9 in [vdV98]. □

C.4. Proof of Proposition 6. Let $Z_i = \delta_{X_i} \ast \eta_\sigma$ be i.i.d. $(L^2(\mathcal{X}))'$-valued random variables as in the proof of Lemma 16. By the proof of Lemma 17,

$$\left| S_p^{(\sigma)}(\hat{\mu}_n, \nu) - S^{(\sigma)}(\mu, \nu) \right| \leq \sqrt{\lambda(\mathcal{X}_\sigma)} \text{diam}(\mathcal{X}_\sigma)^p \| (\hat{\mu}_n - \mu) \ast \eta_\sigma \|_{(L^2(\mathcal{X}))'}.$$ 

Since $(L^2(\mathcal{X}_\sigma))'$ is a Hilbert space,

$$\mathbb{E} \left[ n^{-1} \sum_{i=1}^n (Z_i - \mathbb{E}[Z_i])^2 \right] = n^{-1} \mathbb{E}[\|Z_1 - \mathbb{E}[Z_1]\|_{(L^2(\mathcal{X}))'}^2] \leq 4n^{-1}C^2,$$

where $C = \|\chi_\sigma\|_\infty \sqrt{\lambda(B(0,\sigma))}$ is a constant given in (25). Applying Jensen’s inequality in the previous display and combining both bounds yields

$$\mathbb{E} \left[ S_p^{(\sigma)}(\hat{\mu}_n, \nu) - S^{(\sigma)}(\mu, \nu) \right] \leq 2C \sqrt{\lambda(\mathcal{X}_\sigma)} \text{diam}(\mathcal{X}_\sigma)^p n^{-1/2}.$$

Applying the inequality $|x - y| \leq y^{1-p} |x^p - y^p|$ yields

$$\mathbb{E} \left[ W_p^{(\sigma)}(\hat{\mu}_n, \nu) - W_p^{(\sigma)}(\mu, \nu) \right] \leq 2C \sqrt{\lambda(\mathcal{X}_\sigma)} \text{diam}(\mathcal{X}_\sigma)^p [W_p^{(\sigma)}(\mu, \nu)]^{1-p} n^{-1/2},$$

as desired. □

C.5. Proof of Theorem 5. In what follows, we fix $\sigma > 0$. We will first show that the smoothed empirical process $\sqrt{n}(\hat{\mu}_n - \mu) \ast \eta_\sigma$ can be regarded as the scaled sum of i.i.d. random variables with values in $\tilde{H}^{-1.2}(\mu \ast \eta_\sigma)$.

Lemma 20. If $\mu \in \mathcal{P}(\mathcal{X})$ is such that $\mu \ast \eta_\sigma$ satisfies a 2-Poincaré inequality, then $(\delta_X - \mu) \ast \eta_\sigma \in \tilde{H}^{-1.2}(\mu \ast \eta_\sigma) - \mu$ a.s.

Proof. Let $Y \sim \mu$. Observe that the Lebesgue density of $\mu \ast \eta_\sigma$ agrees with $\mathbb{E}[\chi_\sigma(Y - \cdot)]$. We shall verify that, for any $x \in \text{int}(\text{spt}(\mu))$, $\mathbb{E}[\chi_\sigma(Y - x)] > 0$ on $B(x, \sigma)$. Indeed, for any $y \in B(x, \sigma)$, there exists $0 < \epsilon_y \leq \sigma$ with $B(x, \epsilon_y) \subset B(y, \sigma)$. Since $\mu(B(x, \epsilon_y)) > 0$ and $\chi_\sigma(\cdot - y) > 0$ on $B(x, \epsilon_y) \subset B(y, \sigma)$, we have $\mathbb{E}[\chi_\sigma(Y - y)] \geq \mathbb{E}[\chi_\sigma(Y - y) \mathbb{1}_{B(x,\epsilon_y)}(Y)] > 0$. 


Now, for any $f \in C_0^\infty + \mathbb{R}$ and $x \in \text{spt}(\mu)$, we have

$$|(f * \chi_\sigma)(x)| \leq \int_{B(x,\sigma)} |f(y)\chi_\sigma(x-y)| \, dy$$

$$= \int_{B(x,\sigma)} |f(y)| \frac{\chi_\sigma(x-y)}{\mathbb{E}[\chi_\sigma(Y-y)]} d(\mu * \eta_\sigma)(y)$$

$$\leq \|f\|_{L^2(B(x,\sigma),\mu*\eta_\sigma)} \left\| \frac{\chi_\sigma(x-\cdot)}{\mathbb{E}[\chi_\sigma(Y-\cdot)]} \right\|_{L^2(B(x,\sigma),\mu*\eta_\sigma)},$$

where $\|\cdot\|_{L^2(B(x,\sigma),\mu*\eta_\sigma)}$ is the $L^2(\mu * \eta_\sigma)$-norm restricted to $B(x,\sigma)$.

Observe that, since $(\delta_x - \mu) * \eta_\sigma$ has total mass zero, for $\tilde{f} = f - (\mu * \eta_\sigma)(f)$,

$$|(\delta_x - \mu) * \eta_\sigma| f| = |(\tilde{f} * \chi_\sigma)(x)| \leq \|\tilde{f}\|_{L^2(B(x,\sigma),\mu*\eta_\sigma)} \left\| \frac{\chi_\sigma(x-\cdot)}{\mathbb{E}[\chi_\sigma(Y-\cdot)]} \right\|_{L^2(B(x,\sigma),\mu*\eta_\sigma)}.$$

Since $\mu * \eta_\sigma$ satisfies the 2-Poincaré inequality and $B(x,\sigma) \subset \text{spt}(\mu * \eta_\sigma)$,

$$\|\tilde{f}\|_{L^2(B(x,\sigma),\mu*\eta_\sigma)} \leq \|\tilde{f}\|_{L^2(\mu*\eta_\sigma)} \leq C_{\mu,\sigma} \|f\|_{H^1,2(\mu*\eta_\sigma)}$$

for some constant $C_{\mu,\sigma} > 0$ depending only on $\mu$ and $\sigma$.

As for the other term, let $\Gamma = \{y : \mathbb{E}[[\chi_\sigma(Y-y)] > 0\}$, and observe that, for $X \sim \mu$ independent of $Y$,

$$\int_{\Gamma} \frac{\mathbb{E}[\chi_\sigma^2(X-y)]}{\mathbb{E}[\chi_\sigma(X-y)]} \, dy = \int_{\Gamma} \frac{\mathbb{E}[\chi_\sigma^2(X-y) (\mathbb{1}_{\{\chi_\sigma(X-y)<1\}}(y) + \mathbb{1}_{\{\chi_\sigma(X-y)\geq1\}}(y))]}{\mathbb{E}[\chi_\sigma(X-y)]} \, dy$$

$$\leq \int_{\Gamma} \frac{\mathbb{E}[\chi_\sigma(X-y) \mathbb{1}_{\{\chi_\sigma(X-y)<1\}}(y)] + \|\chi_\sigma^2\|_\infty \mu(\{\chi_\sigma(\cdot-y) \geq 1\})}{\mathbb{E}[\chi_\sigma(X-y) \mathbb{1}_{\{\chi_\sigma(X-y)<1\}}(y)] + \mu(\{\chi_\sigma(\cdot-y) \geq 1\})} \, dy$$

$$\leq (1 \lor \|\chi_\sigma^2\|_\infty) \lambda(\Gamma).$$

Applying the Fubini theorem and Jensen’s inequality yields

$$\int_{\Gamma} \frac{\mathbb{E}[\chi_\sigma^2(X-y)]}{\mathbb{E}[\chi_\sigma(X-y)]} \, dy = \mathbb{E} \left[ \left\| \frac{\chi_\sigma(X-\cdot)}{\mathbb{E}[\chi_\sigma(Y-\cdot)]} \right\|_{L^2(\Gamma,\mu*\eta_\sigma)}^2 \right]$$

$$\geq \left( \mathbb{E} \left[ \left\| \frac{\chi_\sigma(X-\cdot)}{\mathbb{E}[\chi_\sigma(Y-\cdot)]} \right\|_{L^2(\Gamma,\mu*\eta_\sigma)}^2 \right] \right)^2$$

$$\geq \left( \mathbb{E} \left[ \left\| \frac{\chi_\sigma(X-\cdot)}{\mathbb{E}[\chi_\sigma(Y-\cdot)]} \right\|_{L^2(B(x,\sigma),\mu*\eta_\sigma)}^2 \right] \right)^2,$$

where the last inequality follows as $B(x,\sigma) \subset \Gamma$ for every $x \in \text{spt}(\mu)$. Conclude that

$$\mathbb{E} \left[ \left\| \frac{\chi_\sigma(X-\cdot)}{\mathbb{E}[\chi_\sigma(Y-\cdot)]} \right\|_{L^2(B(x,\sigma),\mu*\eta_\sigma)}^2 \right] \leq \sqrt{(1 \lor \|\chi_\sigma^2\|_\infty) \lambda(\Gamma)},$$
We have shown that
$$\| (\delta_X - \mu) * \eta \|_{\dot{H}^{-1,2}(\mu*\eta)} \leq C_{\mu,\sigma} \left\| \frac{\chi_\sigma(X - \cdot)}{E[\chi_\sigma(Y - \cdot)]} \right\|_{L^2(B(\mathcal{X}),\mu*\eta)} ,$$
and the right-hand side is \( \mu \)-a.s. finite as its expectation is finite, so \( (\delta_X - \mu) * \eta \in \dot{H}^{-1,2}(\mu*\eta) \) \( \mu \)-a.s. \( \square \)

**Lemma 21.** For \( \mu \in \mathcal{P}(\mathcal{X}) \) such that \( \mu * \eta \) satisfies a 2-Poincaré inequality, \( \sqrt{n}(\hat{\mu}_n - \mu) * \eta \) \( \xrightarrow{d} \) \( \mathcal{G}_\mu \) in \( \dot{H}^{-1,2}(\mu * \eta) \), where \( \mathcal{G}_\mu = (\mathcal{G}_\mu(f))_{f \in \dot{H}^{-1,2}(\mu*\eta)} \) is a centered Gaussian process with paths in \( \dot{H}^{-1,2}(\mu * \eta) \).

**Proof.** By Lemma 20, \( Z_i := (\delta_X - \mu) * \eta \) are i.i.d. mean-zero \( \dot{H}^{-1,2}(\mu * \eta) \)-valued random variables. By Lemma 5.1 in [GKNR22], \( \dot{H}^{-1,2}(\mu * \eta) \) is isometrically isomorphic to a closed subspace of \( L^2(\mu * \eta; \mathbb{R}^d) \) and hence a separable Hilbert space. Further, from the proof of Lemma 20,
$$E \left[ \| Z_i \|_{\dot{H}^{-1,2}(\mu*\eta)}^2 \right] \leq C_{\mu,\sigma}^2 (1 \vee \| \chi_\sigma^2 \|_\infty) \lambda(\mathcal{X}_\sigma) < \infty.$$ 

Conclude from Example 1.8.5 in [vdVW96] that \( \sqrt{n}(\hat{\mu}_n - \mu) * \eta \) in Lemma 22 is convex, so that the tangent cone \( \mathcal{T}_{\Xi_\mu} \times \Xi_\mu(0,0) \) agrees with the closure of \( \{(h_1, h_2)/t : (h_1, h_2) \in \Xi_\mu \times \Xi_\mu, t > 0 \} \) in \( \dot{H}^{-1,2}(\mu * \eta) \times \dot{H}^{-1,2}(\mu * \eta) \). Thus, \( \sqrt{n}(T_{n,1}, T_{n,2}) \in \mathcal{T}_{\Xi_\mu} \times \Xi_\mu(0,0) \) and \( (\mathcal{G}_\mu, \mathcal{G}'_\mu) \in \mathcal{T}_{\Xi_\mu} \times \Xi_\mu(0,0) \) by the portmanteau theorem.

**Lemma 22.** For \( \mu \in \mathcal{P}(\mathcal{X}) \), the map
$$\Phi : (h_1, h_2) \in \Xi_\mu \times \Xi_\mu \subset \dot{H}^{-1,2}(\mu * \eta) \times \dot{H}^{-1,2}(\mu * \eta) \mapsto \mathcal{W}_2(\mu*\eta + h_1, \mu*\eta + h_2) ,$$
is Hadamard directionally differentiable at \((0,0)\) with derivative \( \Phi'(0,0)(h_1, h_2) = \| h_1 - h_2 \|_{\dot{H}^{-1,2}(\mu*\eta)}, \) where
$$\Xi_\mu = \dot{H}^{-1,2}(\mu * \eta) \cap \{ h = (\rho - \mu) * \eta : \rho \in \mathcal{P}(\mathcal{X}), \text{spt}(\rho) \subset \text{spt}(\mu) \} .$$

**Remark 16.** Any finite Borel signed measure on \( \mathbb{R}^d \) with total mass 0 and finite \( \| \cdot \|_{\dot{H}^{-1,2}(\mu*\eta)} \) norm corresponds to an element of \( \dot{H}^{-1,2}(\mu * \eta) \), and this correspondence is one-to-one (as \( C_0^\infty \) is right enough). Thus, the above map \( \Phi \) is well-defined.

The proof of Lemma 22 follows from that of Proposition 3.3 in [GKNR22] with only minor modifications and thus is omitted for brevity.

**Proof of Theorem 5.** Let \( (T_{n,1}, T_{n,2}) := (\hat{\mu}_n - \mu) * \eta, (\hat{\nu}_n - \nu) * \eta \). Then, by independence of \( T_{n,1} \) and \( T_{n,2} \), and Lemma 21,
$$\sqrt{n}(T_{n,1}, T_{n,2}) \xrightarrow{d} (\mathcal{G}_\mu, \mathcal{G}'_\mu) \text{ in } \dot{H}^{-1,2}(\mu * \eta) \times \dot{H}^{-1,2}(\mu * \eta) .$$

Observe that \( \Xi_\mu \times \Xi_\mu \) in Lemma 22 is convex, so that the tangent cone \( \mathcal{T}_{\Xi_\mu} \times \Xi_\mu(0,0) \) agrees with the closure of \( \{(h_1, h_2)/t : (h_1, h_2) \in \Xi_\mu \times \Xi_\mu, t > 0 \} \) in \( \dot{H}^{-1,2}(\mu * \eta) \times \dot{H}^{-1,2}(\mu * \eta) \). Thus, \( \sqrt{n}(T_{n,1}, T_{n,2}) \in \mathcal{T}_{\Xi_\mu} \times \Xi_\mu(0,0) \) and \( (\mathcal{G}_\mu, \mathcal{G}'_\mu) \in \mathcal{T}_{\Xi_\mu} \times \Xi_\mu(0,0) \) by the portmanteau theorem.
The one-sample result is obtained analogously. 

\[ \sqrt{n} W_1^{(\sigma)}(\tilde{\mu}_n, \tilde{\nu}_n) = \sqrt{n} (\Phi (T_{n,1}, T_{n,2}) - \Phi (0,0)) \]

\[ \to \Phi'(0)(G_\mu, G'_\mu) = \|G_\mu - G'_\mu\|_{L^2(\mu * \eta_0)} \]

The one-sample result is obtained analogously. \( \square \)

C.6. Proof of Proposition 7. Let \( Z_i = (\delta_{X_i} - \mu) * \eta_0 \) be i.i.d. \( \tilde{H}^{1,2}(\mu * \eta_0) \)-valued random variables appearing in the proof of Lemma 16. By Proposition 2.1 of [GKNR22],

\[ W_2^{(\sigma)}(\tilde{\mu}_n, \mu) \leq 2\| (\tilde{\mu}_n - \mu) * \eta_0 \|_{L^2(\mu * \eta_0)} = 2 \left\| n^{-1} \sum_{i=1}^n Z_i \right\|_{L^2(\mu * \eta_0)} \]

Since \( \tilde{H}^{1,2}(\mu * \eta_0) \) is a separable Hilbert space, the expectation on the right-hand side is bounded as

\[ 2n^{-1/2} \sqrt{E \left[ \| Z_1 \|_{L^2(\mu * \eta_0)}^2 \right]} \]

From the proof of Lemma 20,

\[ E \left[ \| Z_1 \|_{L^2(\mu * \eta_0)}^2 \right] \leq C^{2}_{\mu, \sigma} \frac{E \left[ \chi_{\sigma}(X - \cdot) \right]_{L^2(\mu * \eta_0)}^2}{E \left[ \chi_{\sigma}(Y - \cdot) \right]_{L^2(\mu * \eta_0)}} \leq C^{2}_{\mu, \sigma} (1 \lor \| \chi_{\sigma} \|_{L^2(\mu * \eta_0)}) \lambda(\chi_{\sigma}) \]

This completes the proof. \( \square \)

C.7. Proofs of Theorem 6 and Corollary 4. Recall \( \mathcal{F}_\sigma = \{ f * \chi_{\sigma} : f \in \operatorname{Lip}_{1,0} \} \).

Lemma 23. The function class \( \mathcal{F}_\sigma \) is \( \mu \)-Donsker for any \( \mu \in \mathcal{P}(X) \).

Proof. Pick any \( f \in \operatorname{Lip}_{1,0} \). Since \( |f(y)| = |f(y) - f(0)| \leq \| y \|, \| y \| \leq \| x \| + \sigma \) for \( y \in B(x, \sigma) \), and \( \chi_{\sigma} \) is supported on \( B(0, \sigma) \), we have

\[ |(f * \chi_{\sigma})(x)| \leq \int_{B(x, \sigma)} \| y \| \chi_{\sigma}(x - y) dy \leq \int_{B(x, \sigma)} (\| x \| + \sigma) \chi_{\sigma}(x - y) dy = \| x \| + \sigma \]

Next, we study the derivatives. For any multi-index \( k = (k_1, \ldots, k_d) \in \mathbb{N}_0^d \), let \( \partial^k = \partial^{k_1} \partial^{k_d} \) denote the differential operator and set \( \bar{k} := \sum_{j=1}^d k_j \). Observe that, for any \( x, x' \in \mathbb{R}^d \),

\[ \left| \partial^k (f * \chi_{\sigma})(x) - \partial^k (f * \chi_{\sigma})(x') \right| \leq \int_{B(0, \sigma)} |f(x - y) - f(x' - y)| \left| \partial^\bar{k} \chi_{\sigma}(y) \right| dy \]

\[ \leq \| \partial^\bar{k} \chi_{\sigma} \|_{L^\infty(\mathbb{R}^d)} \lambda(B(0, \sigma)) \| x - x' \| \]

Since \( \chi_{\sigma} \) is smooth and compactly supported, for any \( s \in \mathbb{N} \), there exists a constant \( C_s \) independent of \( f \) such that \( \| \partial^k (f * \chi_{\sigma}) \|_{L^\infty} \leq C_s \) for any multi-index with \( 1 \leq k \leq s \).
Pick sufficiently large $R > 0$ such that $X \subset B(0, R)$. Let $\mathcal{F}_\sigma|_{B(0, R)} = \{f|_{B(0, R)} : f \in \mathcal{F}_\sigma\}$. Then, by Theorem 2.7.1 in [vdVW96], we have
\[
\log N(\mathcal{F}_\sigma|_{B(0, R)}, \| \cdot \|_\infty, \epsilon) = O(\epsilon^{-d/s}), \quad \epsilon \downarrow 0 \tag{26}
\]
for any $s \in \mathbb{N}$. Choosing $s = \lfloor d/2 \rfloor + 1 > d/2$, we see that the function class $\mathcal{F}_\sigma$ is $\mu$-Donsker from Theorem 2.5.6 in [vdVW96]. □

Proof of Theorem 6. Recall that $W_1^{(\sigma)}(\mu, \nu) = \sup_{f \in \mathcal{F}_\sigma} (\mu - \nu)(f)$ by the Kantorovich-Rubinstein duality. Since $\mathcal{F}_\sigma$ is Donsker w.r.t. $\mu$ and $\nu$, the conclusion of the theorem follows from a similar argument to the proof of Theorem 3 Parts (iii) and (iv). We omit the details for brevity. □

Proof of Corollary 4. Recall the expression $W_1^{(\sigma)}(\hat{\mu}_n, \mu) = \sup_{f \in \mathcal{F}_\sigma} (\hat{\mu}_n - \mu)(f)$. As $\mu$ is compactly supported, the desired result follows by the bracketing entropy bound (26) combined with Theorem 2.14.2 in [vdVW96]. □

C.8. Proof of Proposition 8. The following result is a minor adaptation of Lemma 5.3 from [GKNR22] using the fact that distributions with regular densities are equivalent to the Lebesgue measure [PW16, Section 2].

Lemma 24. Let $1 < p < \infty$. Assume that $\nu$ is $\beta$-sub-Weibull for $\beta \in (0,2]$, and that $\mu \in \mathcal{P}_p(\mathbb{R}^d)$ has a $(c_1,c_2)$-regular density $f_\mu$. Let $\varphi$ be an optimal transport potential from $\mu$ to $\nu$ for $W_p$. Then there exists a constant $C$ depending only on $p,d,\beta,c_1,c_2$, an upper bound on $\|\psi_\beta\|$ for $Y \sim \nu$, and a lower bound on $f_\mu(0)$ such that
\[
|\varphi(x) - \varphi(0)| \leq C(1 + \|x\|^{2p/\beta})\|x\|, \quad \forall x \in \mathbb{R}^d. \tag{27}
\]

Proof of Proposition 8. Part (i). We note that Lemma 24 is applicable in the transport from $\mu$ to $\mu|_A$, as $\mu$ is $(c_1,c_2)$-regular and $\mu|_A$ is compactly supported.

Let $\varphi$ be an OT potential from $\mu$ to $\mu|_A$ for $W_p$ with $\varphi(0) = 0$ which satisfies (27). Then,
\[
W_p^\mu(\mu, \mu|_A) = \int_{\mathbb{R}^d} \varphi d\mu + \int_{\mathbb{R}^d} \varphi d\mu|_A
= \int_{\mathbb{R}^d} \varphi d\mu - \int_{\mathbb{R}^d} \varphi d\mu|_A + \int_{\mathbb{R}^d} \varphi d\mu|_A + \int_{\mathbb{R}^d} \varphi d\mu|_A
\leq \int_{\mathbb{R}^d} \varphi d\mu - \int_{\mathbb{R}^d} \varphi d\mu|_A.
\]
where the last inequality is because $\int_{\mathbb{R}^d} \varphi d\mu|_A + \int_{\mathbb{R}^d} \varphi^c d\mu|_A \leq W_p^0(\mu|_A, \mu|_A) = 0$. It remains to analyze the last term of the above display,

$$
\int_{\mathbb{R}^d} \varphi d\mu - \int_{\mathbb{R}^d} \varphi d\mu|_A = \int_{\mathbb{R}^d} \varphi d\mu + \left(1 - \frac{1}{\mu(A)}\right) \int_A \varphi d\mu
$$

$$
\leq \int_{\mathbb{R}^d} C(\|x\| + \|x\|^{p+1})d\mu(x) + \left(\frac{1}{\mu(A)} - 1\right) \int_A \|x\| + \|x\|^{p+1})d\mu(x)
$$

$$
= \int_{\mathbb{R}^d} C(\|x\| + \|x\|^{p+1})d\mu(x) + \left(\frac{1}{\mu(A)} - 2\right) \int_A \|x\| + \|x\|^{p+1})d\mu(x)
$$

$$
= C(\mathbb{E}_\mu[\|x\| + \mathbb{E}_\mu[\|x\|^{p+1}]) = (1 - 2\mu(A))(\mathbb{E}_{\mu|_A}[\|Y\|] + \mathbb{E}_{\mu|_A}[\|Y\|^{p+1}])
$$

Part (ii). Let $\varphi$ be an OT potential from $\mu|_A$ to $\mu$ for $W_p$ with $0 \leq \varphi \leq \text{diam}(\text{spt}(\mu))^p$; cf. Remark 1.13 of [Vil03]. Then,

$$
W_p^0(\mu|_A, \mu) = \int_{\mathbb{R}^d} \varphi d\mu|_A + \int_{\mathbb{R}^d} \varphi^c d\mu
$$

$$
= \int_{\mathbb{R}^d} \varphi d\mu|_A - \int_{\mathbb{X}} \varphi d\mu + \int_{\mathbb{R}^d} \varphi d\mu + \int_{\mathbb{R}^d} \varphi^c d\mu
$$

$$
\leq \int_{\mathbb{R}^d} \varphi d\mu|_A - \int_{\mathbb{R}^d} \varphi d\mu,
$$

where the last inequality is because $\int_{\mathbb{R}^d} \varphi d\mu + \int_{\mathbb{R}^d} \varphi^c d\mu \leq W_p^0(\mu, \mu) = 0$. Since $\varphi$ is nonnegative,

$$
\int_{\mathbb{X}} \varphi d\mu|_A - \int_{\mathbb{X}} \varphi d\mu \leq \left(\frac{1}{\mu(A)} - 1\right) \int_{\mathbb{X}} \varphi d\mu \leq \left(\frac{1}{\mu(A)} - 1\right) \text{diam}(\text{spt}(\mu))^p.
$$

This completes the proof. \qed

C.9. Proof of Proposition 9. The result follows by noting that

$$
\left|W_2^{(\sigma)}(\mu_1, \mu_1) - \tilde{W}_2(\mu_1 * \eta_\sigma|_{A_1}, \mu_2 * \eta_\sigma|_{A_2})\right| \leq E_1 + E_2,
$$

where

$$
E_1 = \left|W_2^{(\sigma)}(\mu_1, \mu_2) - W_2(\mu_1 * \eta_\sigma|_{A_1}, \mu_2 * \eta_\sigma|_{A_2})\right|,
$$

$$
\leq (\mu_1(A_1)^{-1} - 1)^{1/2} \text{diam}(\text{spt}(\mu_1)) + (\mu_2(A_2)^{-1} - 1)^{1/2} \text{diam}(\text{spt}(\mu_2)),
$$

where the upper bound is due to Proposition 8 (ii), and

$$
E_2 = \left|W_2(\mu_1 * \eta_\sigma|_{A_1}, \mu_2 * \eta_\sigma|_{A_2}) - \tilde{W}_2(\mu_1 * \eta_\sigma|_{A_1}, \mu_2 * \eta_\sigma|_{A_2})\right|,
$$

$$
\leq \left(\left|W_2^2(\mu_1 * \eta_\sigma|_{A_1}, \mu_2 * \eta_\sigma|_{A_2}) - \tilde{W}_2^2(\mu_1 * \eta_\sigma|_{A_1}, \mu_2 * \eta_\sigma|_{A_2})\right|\right)^{1/2}.
$$

Conclude by applying the error of approximating $W_2^2$ by $\tilde{W}_2^2$ from Section 5.4.1. \qed
D.1. **Proof of Theorem 7.** We will mostly focus on the one-sample case and prove the two-sample case as an extension of the proof for the one-sample case. We start from recalling certain regularity properties of optimal EOT potentials between sub-Gaussian distributions. Recall that, for a multi-index $k = (k_1, \ldots, k_d) \in \mathbb{N}_0^d$, $\partial^k = \partial_1^{k_1} \cdots \partial_d^{k_d}$ denotes the differential operator and $\tilde{k} := \sum_{j=1}^d k_j$. We say that $\mu$ is $\sigma^2$-sub-Gaussian for $\sigma > 0$ if $\mathbb{E}_\mu[|X|^2/(2\sigma^2)] \leq 2$. Observe that if $\mu$ is $\sigma^2$-sub-Gaussian, then $\mu$ is $\bar{\sigma}^2$-sub-Gaussian for any $\bar{\sigma} > \sigma$. Also $\mu$ is sub-Gaussian (i.e., $||X||_{\psi_2} < \infty$ for $X \sim \mu$) if and only if $\mu$ is $\sigma^2$-sub-Gaussian for some $\sigma > 0$. The following directly follows from Proposition 1 in [MNW19] and its proof.

**Lemma 25** (Regularity of optimal EOT potentials [MNW19]). Let $\mu, \nu \in \mathcal{P}(\mathbb{R}^d)$ be $\sigma^2$-sub-Gaussian. Then, there exist a version of optimal EOT potentials $(\varphi, \psi)$ for $(\mu, \nu)$ such that the following hold: for any positive integer $s \geq 2$, there exists a constant $C_{s,d,\sigma} < \infty$ that depends only on $s, d, \sigma$ such that

$$
\varphi(x) \leq \frac{1}{2}(||x|| + \sqrt{2d} \sigma)^2, \quad \forall x \in \mathbb{R}^d,
$$

$$
|\partial^k \varphi(x)| \leq C_{s,d,\sigma}(1 + ||x||^s), \quad \forall x \in \mathbb{R}^d, \quad \forall k \in \mathbb{N}_0^k \text{ with } \tilde{k} \leq s,
$$

$$
\psi(y) \leq \frac{1}{2}(||y|| + \sqrt{2d} \sigma)^2, \quad \forall y \in \mathbb{R}^d,
$$

$$
|\partial^k \psi(y)| \leq C_{s,d,\sigma}(1 + ||y||^s), \quad \forall y \in \mathbb{R}^d, \quad \forall k \in \mathbb{N}_0^k \text{ with } \tilde{k} \leq s.
$$

**Lemma 26.** Let $\mu_0, \mu_1, \nu \in \mathcal{P}(\mathbb{R}^d)$ be $\sigma^2$-sub-Gaussian. Then,

$$
|\mathcal{S}(\mu_1, \nu) - \mathcal{S}(\mu_0, \nu)| \leq ||\mu_0 - \mu_1||_{\infty, \mathcal{F}_\sigma}.
$$

**Proof.** We first prove (31). Let $\mu_t = \mu_0 + t(\mu_1 - \mu_0) = (1 - t)\mu_0 + t\mu_1$ for $t \in [0,1]$ and let $(\varphi_t, \psi_t)$ be optimal EOT potentials for $(\mu_t, \nu)$. Since $\mu_t$ is $\sigma^2$-sub-Gaussian,
where the penultimate equality is because

\[
\varphi(x) = -\log \int_{\mathbb{R}^d} e^{\psi(y) - c(x,y)} \nu(y) = -\log \int_{\mathbb{R}^d} e^{\psi_0(y) - c(x,y)} \nu(y) + a = \varphi_0(x) + a
\]

for every \(x \in \mathbb{R}^d\). Conclude that, by (28) and the dominated convergence theorem,

\[
\lim_{n' \to \infty} \varphi_{n'}(\mu_1 - \mu_0) = \varphi(d(\mu_1 - \mu_0)) = \varphi_0(d(\mu_1 - \mu_0)).
\]
Since the limit does not depend on the choice of subsequence, we have proved (34), completing the proof of (31).

Next, we prove (31). From the inequalities (32) and (33), we have

$$|S(\mu_1, \nu) - S(\mu_0, \nu)| \leq \int \varphi_0 d(\mu_1 - \mu_0) \sqrt{\int \varphi_1 d(\mu_1 - \mu_0)}.$$  

In view of the estimates (28), we see that the right-hand side can be bounded by $\|\mu_1 - \mu_0\|_{\infty, \mathcal{F}_\sigma}$. 

Second, we will verify that the function class $\mathcal{F}_\sigma$ is $\mu$-Donsker.

**Lemma 27.** If $\mu$ is sub-Gaussian, then $\mathcal{F}_\sigma$ is $\mu$-Donsker.

The proof relies on the following lemma, which is a simple application of Theorem 1 in [vdV96].

**Lemma 28** (Lemma 8 in [NGK21]). Let $\mathcal{F} \subset C^s(\mathbb{R}^d)$ be a function class where $s$ is a positive integer with $s > d/2$, and let $\{\mathcal{X}_j\}_{j=1}^\infty$ be a cover of $\mathbb{R}^d$ consisting of nonempty bounded convex sets with bounded diameter. Set $M_j = \sup_{f \in \mathcal{F}} \|f\|_{C^s(\mathcal{X}_j)}$ with $\|f\|_{C^s(\mathcal{X}_j)} = \max_{k \leq s} \max_{x \in \text{int}(\mathcal{X}_j)} |\partial^k f(x)|$. If $\sum_{j=1}^\infty M_j \mu(\mathcal{X}_j)^{1/2} < \infty$, then $\mathcal{F}$ is $\mu$-Donsker.

**Proof of Lemma 27.** We construct a cover $\{\mathcal{X}_j\}_{j=1}^\infty$ and verify the conditions of Lemma 28 for the function class $\mathcal{F}_\sigma$. Let $B_r = \{x : \|x\| \leq r\}$. For $r = 2, 3, \ldots$, let $\{x_1^{(r)}, \ldots, x_N^{(r)}\}$ be a minimal 1-net of $B_r \setminus B_{r-1}$. Set $x_1^{(1)} = 0$ with $N_1 = 1$. From a simple volumetric argument, we see that $N_r = O(r^{d-1})$. Set $\mathcal{X}_j = \{x : \|x - x^{(r)}\| \leq 1\}$ for $j = \sum_{\ell=1}^{r-1} N_\ell + 1, \ldots, \sum_{\ell=1}^r N_\ell$. By construction, $\{\mathcal{X}_j\}_{j=1}^\infty$ forms a cover of $\mathbb{R}^d$ with diameter 2. Further, by construction, for $M_j := \sup_{f \in \mathcal{F}_\sigma} \|f\|_{C^s(\mathcal{X}_j)}$ with $s = \max\{\lfloor d/2 \rfloor + 1, 2\}$, we have $\max_{r=1}^\infty \sum_{\ell=1}^r N_{\ell+1} \leq \sum_{\ell=1}^r N_{\ell} M_j \lesssim r^s$. The function class $\mathcal{F}_\sigma$ is $\mu$-Donsker if $\sum_{r=1}^\infty r^{s+d-1} \mu(B_r^c)^{1/2} < \infty$, which holds as $\mu$ is sub-Gaussian.

We are ready to prove Theorem 7.

**Proof of Theorem 7.** The proof for the bootstrap consistency for each case of (i) and (ii) is analogous to that of [WdV] in Theorem 1, so we only prove the CLT results.

**Part (i).** Suppose $\mu$ is $\sigma^2$-sub-Gaussian. Observe that, for any constant $\sigma > \sigma$, $\mu_n$ is $\sigma^2$-sub-Gaussian with probability approaching one. Indeed, by the law of large numbers,

$$E_{\mu_n}[e^{\|X\|^2/(2d\sigma^2)}] = \frac{1}{n} \sum_{i=1}^n e^{\|X_i\|^2/(2d\sigma^2)} \to E_{\mu}[e^{\|X\|^2/(2d\sigma^2)}] \leq 2^{\sigma^2/\sigma^2} < 2$$

a.s., so $E_{\mu_n}[e^{\|X\|^2/(2d\sigma^2)}] \leq 2$ with probability approaching one.
With this in mind, for any fixed $\tilde{\sigma} > \sigma$, we apply Proposition 1 with $\mathcal{P}_0 = \{\rho \in \mathcal{P}(\mathbb{R}^d) : \rho \text{ is } \tilde{\sigma}^2\text{-sub-Gaussian}\}$, $\mathcal{F} = \mathcal{F}_\sigma, F(x) = C_{s,d,\sigma}(1 + \|x\|^s)$ with $s = \max\{\lfloor d/2 \rfloor + 1, 2\}$, and $\delta(\rho) = S(\rho, \nu)$. We have already verified Conditions (a)–(c) in Proposition 1 with $\delta'_\mu(m) = m(\varphi)$. Conclude that

$$\sqrt{n}(S(\check{\mu}_n, \nu) - S(\mu, \nu)) = \sqrt{n}(\delta(\check{\mu}_n) - \delta(\mu)) \overset{d}{\rightarrow} \delta'_\mu(G_\mu) = G_\mu(\varphi) \sim N(0, \text{Var}_\mu(\varphi)).$$

As the derivative $\delta'_\mu$ is the point evaluation at $\varphi$, the fact that $\text{Var}_\mu(\varphi)$ coincides with the semiparametric efficiency bound follows directly from Proposition 2 (note: since $\mu$ is $\sigma^2$-sub-Gaussian and $\tilde{\sigma} > \sigma$, for any bounded $\mu$-mean zero function $h$, $(1 + th)\mu$ is $\tilde{\sigma}^2$-sub-Gaussian for sufficiently small $t > 0$).

**Part (ii).** Suppose $\mu, \nu$ are $\sigma^2$-sub-Gaussian. Set $s = \max\{\lfloor d/2 \rfloor + 1, 2\}$. Let

$$\mathcal{F}_\sigma^\oplus = \{\varphi \oplus \psi : (\varphi, \psi) \text{ satisfies (28)}\}.$$ 

We will show that, if $\mu_i, \nu_i, i = 0, 1$ are $\sigma^2$-sub-Gaussian, then

$$|S(\mu_1, \nu_1) - S(\mu_0, \nu_0)| \leq \|\mu_1 \otimes \nu_1 - \mu_0 \otimes \nu_0\|_{\infty, \mathcal{F}_\sigma^\oplus} \tag{35}$$

Let $(\varphi_{i,j}, \psi_{i,j})$ be optimal EOT potentials for $(\mu_i, \nu_j)$ satisfying (28). Then, from (32), we have

$$S(\mu_1, \nu_1) - S(\mu_1, \nu_1) = S(\mu_1, \nu_1) - S(\mu_0, \nu_1) + S(\mu_0, \nu_1) - S(\mu_0, \nu_0)$$

$$\geq \int \varphi_0, 1 d(\mu_1, \mu_0) + \int \psi_0, 0 d(\nu_1, \nu_0)$$

$$= \int (\varphi_0, 1 \oplus \psi_0, 0) d(\mu_1 \otimes \nu_1 - \mu_0 \otimes \nu_0).$$

Likewise, using (33), we see that

$$S(\mu_1, \nu_1) - S(\mu_1, \nu_1) \leq \int (\varphi_1, 1 \oplus \psi_0, 1) d(\mu_1 \otimes \nu_1 - \mu_0 \otimes \nu_0).$$

Since all $(\varphi_{i,j}, \psi_{i,j})$ satisfy (28), we obtain (35).

Further, arguing as in the proof of Lemma 26, we have

$$\lim_{t \downarrow 0} \frac{S(\mu_0 + t(\mu_1 - \mu_0), \nu_0 + t(\nu_1 - \nu_0)) - S(\mu_0, \nu_0)}{t}$$

$$= \int (\varphi_0, 0 \oplus \psi_0, 0) d(\mu_1 \otimes \nu_1 - \mu_0 \otimes \nu_0).$$

We shall verify that

$$\sqrt{n}(\check{\mu}_n \otimes \check{\nu}_n - \mu \otimes \nu) \overset{d}{\rightarrow} G_{\mu \otimes \nu} \text{ in } \ell^\infty(\mathcal{F}_\sigma^\oplus)$$

for some tight Gaussian process $G_{\mu \otimes \nu}$ in $\ell^\infty(\mathcal{F}_\sigma^\oplus)$. But this follows from the same argument as in the proof of Theorem 1 Part (ii); we omit the details for brevity.

Pick and fix any $\tilde{\sigma} > \sigma$. Then $\check{\mu}_n$ and $\check{\nu}_n$ are $\tilde{\sigma}^2$-sub-Gaussian with probability approaching one. We shall now apply Proposition 1 with $\mathcal{P}_0 = \{\rho_1 \otimes \rho_2 \in \mathcal{P}(\mathbb{R}^{2d}) : \rho_1 \otimes \rho_2 \text{ is } \tilde{\sigma}^2\text{-sub-Gaussian}\}$.
$\rho_1, \rho_2$ are $\sigma^2$-sub-Gaussian}, $F = F_\otimes^\mathcal{P}$, $F(x,y) = C_{s,d,\sigma}(2 + \|x\|^s + \|y\|^s)$ with $s = \max\{\lfloor d/2 \rfloor + 1, 2\}$, and $\delta(\rho_1 \otimes \rho_2) = S(\rho_1, \rho_2)$. As in the proof of Theorem 1 Part (ii), we may identify $(1 - t)(\mu_0 \otimes \nu_0) + t(\mu_1 \otimes \nu_1)$ and $((1 - t)\mu_0 + t\mu_1) \otimes ((1 - t)\nu_0 + t\nu_1)$ as elements of $\ell^\infty(F)$, and the class $\mathcal{P}_0$ is convex as a subset of $\ell^\infty(F)$. We have already verified Conditions (a)–(c) in Proposition 1 with $\delta'_\mu \otimes \nu(m) = m(\varphi \oplus \psi)$ (see also Remark 4). Conclude that

$$\sqrt{n}(S(\hat{\mu}_n, \hat{\nu}_n) - S(\mu, \nu)) = \sqrt{n}(\delta(\hat{\mu}_n \otimes \hat{\nu}_n) - \delta(\mu \otimes \nu)) \xrightarrow{d} G_{\mu \otimes \nu}(\varphi \oplus \psi) \sim N(0, \text{Var}_\mu(\varphi) + \text{Var}_\nu(\psi)).$$

Finally, the fact that $\text{Var}_\mu(\varphi) + \text{Var}_\nu(\psi)$ coincides with the semiparametric efficiency bound follows directly from Corollary 2. \hfill \square
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