Using police data to measure criminogenic exposure in residential and school contexts: experiences from a data linkage project in Germany
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ABSTRACT
Police data and survey research provide different bases to inform research on crime and delinquency. We argue that linking police data on local crime incidences to criminological surveys allows for new insights on the role of residential and school contexts for juvenile delinquency and violence. We describe the challenges and solutions of combining these data sources in a collaboration between the state police of North Rhine-Westphalia – Germany’s most populous state – and social scientists from a major German university. In this academic-practitioner partnership, data from a four-wave longitudinal study of more than 3800 students were linked to spatially aggregated data from the police crime statistics for the years 2013–2016. We discuss how the simulation of nearby addresses can serve as a tool for anonymized data linkage, how knowledge of the local data collection practices is crucial to evaluate the geocoding accuracy of address-level crime data, and how sensitivity and implication analyses can help to reduce uncertainties at the analysis stage. We also give recommendations for future research and data collection practices.
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Incidences of youth violence regularly draw public and political attention in Europe. Police data and survey research provide different bases to inform these debates. Surveys allow researchers to capture also offenses that are not recorded by the police and to measure those motivations, beliefs, abilities, and perceived opportunities that make some adolescents choose crime in particular settings. While survey data target particular samples at particular time points, one of the strengths of police data is the continuous collection of data on a comprehensive set of offenses across the whole population in a given administrative area. One way in which police data can inform criminological research is by linking survey data with data from the crime statistics that is based on the Record Management System (RMS). At the level of individuals, many studies have complemented self-reported offenses with official police records to correct for potential underreporting or to collect information on crime involvement beyond the time window of a survey. In the current article, we present and discuss a different use of police data: Linking geo-coded police data to survey data on youth delinquency in order to measure respondents’ exposure to crime in their residential and school contexts.
We describe challenges and solutions in linking such data sources in a collaboration between the state police of North Rhine-Westphalia, Germany’s most populous state, and social scientists from a major German university. In this academic-police partnerships, geo-coded police data on crime was linked to survey data from a four-wave longitudinal study of more than 3800 students. Based on this case study, we discuss how the simulation of nearby addresses can serve as a tool for anonymized data linkage, how knowledge of the local data collection schemes and practices is crucial to evaluate the geocoding accuracy of address-level crime data (Hart & Zandbergen, 2013; Wheeler et al., 2020), and how sensitivity and implication analyses can help reduce the remaining uncertainties at the analysis stage. The key lessons that can be drawn from our experiences and approach are relevant for academic-police partnerships beyond the German case and suggest how data collection in RMS can provide the basis for an understanding of the role of place in juvenile delinquency. To prepare the ground for our discussion of data linkage and analytic strategies, we provide a brief summary of the state of research on contextual influences on youth violence and delinquency. We then describe the aims of our academic-practitioner partnership and the potential and limitations of our data sources.

**Contextual influences on delinquency and the case for linking survey and police data**

Much research on crime, its causes, and prevention has focused on the role of places, such as residential neighborhoods, city centers, or street-level hot spots. This focus is motivated by the robust finding that ‘crime events (and particular types of crime events) tend to be concentrated in space and time’ (Wikström et al., 2018, p. 12). Analytically, the varying criminogeneity of places can be broken down into different aspects: First, places vary in the opportunities to commit certain offenses and, therefore, in the likelihood to attract motivated potential offenders (self-selection). For example, the location, physical structure, and socio-economic composition of residential areas may place them differentially attractive for burglars. Second, places vary in their potential to give rise to motivations to commit particular crimes. For example, inner-city areas or other entertainment districts may make people more likely to experience provocations and engage in violence, partly due to the higher levels of alcohol consumption. Third, places vary in the normative cues that they send out which affects both the situational activation of moral beliefs and the long-term learning of moral rules. For example, residential areas characterized by disorder may lead to more rule-breaking (Keizer et al., 2008; Keuschnigg & Wolbring, 2015).

The extent of rule-breaking in particular environments depends not only on who lives there but also on who else spends time in these places. As it is difficult to measure and monitor the flow of persons across areas, there are important pragmatic reasons to focus primarily on the characteristics of settings. This strategy is pursued in programs that aim at social prevention by building stronger communities to reduce crime in neighborhoods (see, e.g. Hawkins & Catalano, 1992) as well as efforts at targeting crime hot spots (Ratcliffe, 2004; Weisburd et al., 2012) or situational crime prevention more generally (Clarke, 1997).

Notwithstanding the significance of places, there is also evidence that adolescents differ in their crime propensity, with a minority of individuals being responsible for the vast majority of offenses. A longstanding strand of research therefore takes persons as the starting point and asks to what extent places affect the development of their crime propensity and their behavior. However, it is a major challenge to collect data on both individuals and contexts. Often surveys ask respondents about characteristics of their neighborhood (such as the extent of social control, cohesion, trust, or disorder), but such subjective measures may be confounded by respondents’ activities and attitudes. A superior research design combines survey data with independently collected information on characteristics of environments. The most important panel studies in the U.S. that followed this strategy are the ’National Longitudinal Study of Adolescent Health’ (AddHealth), the ’Project of
Human Development in Chicago Neighborhoods,’ and the ‘Moving to Opportunity’ study. Analyses based on these projects provide evidence for the existence of contextual effects on juvenile delinquency and crime (see Chang et al., 2016, for a meta-analysis).

In Europe, the evidence is more mixed and suggests that contextual effects may be absent (e.g. Brännström & Rojas, 2012, based on register data) or weaker than in the U.S. (see, Oberwittler, 2018). However, research by Oberwittler based on data from Germany suggests that contextual effects may only be visible among subgroups of individuals (Oberwittler, 2004, 2007). For example, living in poor neighborhoods is strongly associated with serious forms of delinquency but only among adolescents without a migration background whose friends also tend to live in the neighborhood (Oberwittler, 2007). This result is an example of more general observation: Average associations might mask a great deal of effect heterogeneity, as some youth might be much more susceptible to contextual influences than others (Elliott et al., 2006; Sharkey & Faber, 2014; Wikström et al., 2012). As emphasized by Wikström (2021, p. 8), ‘(D)ifferent people pay attention to different aspects of, and react and respond differently to, the same environmental conditions and circumstances, with the important implication that the relevance and strength of influence of specific environmental conditions and circumstances differ among people.’ For example, adolescents might not be affected by observing disorder and crime in their neighborhoods if they have high self-control, hold strong moral beliefs that proscribe breaking the law, and spend their time with like-minded peers.

We discuss one way to provide the basis for examining this interplay of individuals’ characteristics and environmental conditions: complementing existing criminological surveys with spatial police-recorded data on local crime incidences. As we will discuss below, although police data is prone to biases and covers only the frequency of reported crimes across geographical areas, its scale and breadth allows for a wide range of analyses that could yield indirect evidence for the relevance of different mechanisms. Moreover, as many criminological surveys do (or did) not have the funds to run independent community surveys alongside their main data collection (cf., Wikström et al., 2012), using police data to measure criminogenic exposure in academic-practitioner partnerships could be a widely applicable strategy.

**Survey data: the Friendship and Violence in Adolescence Study**

Our survey data comes from a school-based prospective longitudinal study that followed adolescents in five neighboring cities in Western Germany over four years from 2013 until 2016. The cities are located in the Ruhr area, which is the largest urban agglomeration of cities in Germany and is characterized by the downturn in coal and steel production, a high population density, high levels of ethnic diversity, and high levels of unemployment. The main objective of the study was to collect large-scale panel data on determinants of delinquency (e.g. self-control, moral beliefs, perceived deterrence, lifestyles), on grade-level social networks, and to explain inter-ethnic differences in youth violence. The initial target population included all seventh graders at lower and intermediate secondary schools as well as comprehensive schools. Due to budget constraints, upper secondary schools (‘Gymnasien’) could only be included in waves 3 and 4. In wave 1, 39 out of 45 eligible schools participated (87% response rate) and 2635 out of 3334 students at these schools (79% response rate). Participation was voluntary for the students and required parental consent. Response rates remained high over the subsequent three waves (at the school level: W2: 89%, W3: 89%, W4: 89%, and at the student level: W2: 89%, W3: 89%, W4: 89%). In order to maximize privacy, interviews were collected as computer-administered self-interviews. In order to counteract language and illiteracy problems, students could also listen to questions and answer options via headphones.

Due to its high response rates and theory-guided measures, the Friendship and Violence in Adolescence study provides rich longitudinal data that allow scholars to examine mechanisms that underlie delinquency. However, similar to other prospective panel studies on crime and
delinquency, the data does not incorporate independent measures of residential and school contexts. To examine their role, it is therefore necessary to enrich this study with information on the crime-relevant characteristics of these contexts. The basis for linking survey responses to contextual data from other sources, such as police records or commercial providers of geo-spatial data, are the school addresses and respondents’ home addresses which they provided during the study. In the following, we will discuss how we linked the survey data with police data on crime statistics.

Police data: challenges of using the record management system to measure spatial crime exposure

We use police data from the crime statistics of North Rhine-Westphalia, Germany’s most populous state. It is gathered and administered in the State Office of Criminal Investigation and based on data from the RMS of the state police. The analysis and interpretation of RMS data and official crime statistics require profound knowledge about the data collection process. In the following, we point out several issues that may affect both the validity and reliability of different measures of crime exposure.

In general, one has to take into account that police-recorded crimes do not represent the totality of committed crimes and that they have not been collected for research purposes (Gaub et al., 2018). When using them to construct indicators, one has to acknowledge various sources of measurement error (see, Buil-Gil et al., 2021; Gaub et al., 2018; Haberman et al., 2021; Hart & Zandbergen, 2013; Wheeler et al., 2020). Four sources are particularly important for our project:

1. **Reporting bias:** Most records captured in the RMS are based on offence reports filed by citizens (Hart & Rennison, 2003; Young, 1992). Hence, the public willingness to report crimes has a strong effect on the RMS data base. Among other things, research shows that the type and the seriousness of a crime have a strong influence on whether or not victims report a crime to the police. The decisions can also be affected by the fear of reprisal, insurance requirements, confidence in police effectiveness as well as the time or trouble it takes to report the crime (Averdijk & Elffers, 2012; Buil-Gil et al., 2021; State Office of Criminal Investigations North Rhine-Westphalia, 2006). Property crimes, for example, are reported quite often, especially because insurances regularly require an offence report as verification. In contrast, violent crimes are reported less frequently, especially offences that may be associated with feelings of shame and guilt (such as sexual assault), crimes that occur in the private social environment (e.g. domestic violence), emotional violence, or violent offences without serious consequences for the victim (State Office of Criminal Investigations North Rhine-Westphalia, 2020). Furthermore, reporting rates are unequally distributed across areas and social groups. For example, reporting a crime is more common among females than males and among adults than young citizens (Buil-Gil et al., 2021).

2. **Monitoring bias:** In addition, different policing strategies and unequal police control practices across areas may bias crime statistics (Buil-Gil et al., 2021; Levitt, 1998). Drug offences or infringements of the right of residence, for example, are usually only detected through police control measures. Those measures, in turn, depend on the prioritization of the respective police department.

3. **Recording bias:** Another source of measurement error is the practical implementation of official counting rules applied by different police officers. Although there are guidelines for recording crimes in the RMS, these guidelines are not always followed and remain open to interpretation. For example, the Home Office (2000) reported poor recording and inappropriate practices for the police in England and Wales and a study found that only between 55 and 85% of crimes were recorded correctly (HMIC, 2000). In the state of North Rhine-Westphalia, where our data was collected, the RMS allowed police officers to further describe the crime scene, including a possible classification as ‘school’
or ‘public street.’ However, using this information might lead to biases. The label was sometimes also used for cases without a school context (i.e. an external sport event that took place in the school gym) as well as for cases that occurred in other locations (i.e. on a school trip). Moreover, further analysis of the data quality showed that the crime scene label ‘school’ was applied incorrectly in at least three percent of the cases. Finally, a lot of cases which took place at a school address were not coded with the crime scene label ‘school.’ We therefore decided to use information about the location of an incident instead.

Another example of recording bias is especially relevant to our analytic objectives. Until 2020 police officers in North Rhine-Westphalia did not have mobile devices to collect GPS data as part of their crime recording. Not being able to record the GPS location of a crime scene was not much of a problem if the crime was committed inside or in front of a building with a specific address. However, in the case of crimes committed in public spaces, such as parks, there is often no particular address available. In those cases, it was common for police officers to use a nearby address, insert some random house number, or leave the (optional) field blank. Subsequently, the crime events are automatically geo-referenced in the RMS on the basis of the recorded information. If there is no exact address (or if the recorded address is not known to the system), the RMS creates a geo-coordinate at the next higher level. For example, if the entered house number is missing or does not exist, the RMS creates a coordinate that refers to the expected centre of the recorded street. This may bias analysis of crime at micro-geographic scales, as the geospatial information produced by the system is not always reliable. As we use data collected between 2012 and 2016, the inaccurate reporting of addresses might yield wrong geo-coordinates (see below).

(4) Data processing errors: Furthermore, information usually passes through different media formats during the process of crime recording by the police. This can lead to some of the information getting lost in the process. This might occur, for example, when the crime scene is initially documented by hand, then transferred to the RMS using a computer-based procedure, and finally exported to other media formats and systems (such as the official crime statistics) at the end of the investigative procedure (Merbach & Seidensticker, 2019). When recording the case, the police officer can only consider the available information at that time. If new information about the case emerges later in the investigation (e.g. due to the appearance of previously unknown witnesses), this may mean that a previously established suspicion of a crime must later be rejected. However, the data of the initial suspect is usually not subsequently corrected in the crime statistics (Kersting & Erdmann, 2014, p. 14).

To the extent that such biases are unequally distributed across areas, spatial analyses of police-recorded crime data must proceed with caution (Buil-Gil et al., 2021). This is all the more true as we usually cannot precisely estimate the extent of uncertainties in the data (Kinkeldey et al., 2014; for exceptions, see, Gerell, 2017; Wheeler et al., 2020). We discuss several ways to address these challenges when working with existing police data and give recommendations for future data collections in the final two sections.

**Preparation of data linkage: overcoming legal and practical challenges**

Linking survey data with police data needs to comply with legal and ethical rules. Special care is also due given that the participants of the school survey were minors. Acknowledging the particular vulnerabilities of youths, the Friendship and Violence in Adolescence project collected voluntary informed consent from the participants as well as from their parents/legal guardians. Both the home addresses and the other survey data constitute sensitive information. Hence, a data protection
protocol had to be devised and checked that meets the needs of the project while fully complying with national and EU legislation. The protocol covered all procedures for data collection, storage, usage, protection, retention, and destruction.

Two important protective measures were taken to exclude the possibility of identifying participants or linking participants to their answers. First, we separated the survey data from the original addresses and then anonymized the latter. After having conducted the survey, participants’ addresses were marked with identifiers and stored physically separately from respondents’ survey answers. Only members of our university-based research group have access to the original addresses, which will be deleted when the project ends.

As a second protective measure, we devised a strategy to enable data linkage between survey data and police data. This was necessary because we did not elicit consent for sharing home address information with third parties such as the police. At the heart of our strategy is the simulation of nearby addresses based on the original addresses. Given its potential to be used in future projects in other countries and jurisdictions, the following section describes the steps taken in detail.

**The generation of pseudo-addresses as an anonymization tool**

In the last wave of the Friendship and Violence in Adolescence project, adolescents were asked to provide their current home addresses. Out of the 3,808 participants, 2,966 students (77.8%) provided information on their current address. Data cleaning resulted in the removal of 134 addresses that either did not exist or were incomplete (i.e. students did not provide a house number). Thus, 2,832 valid addresses remained (~74% of the original sample).

To ensure that participants cannot be identified, we generated pseudo-addresses based on the original address. These pseudo-addresses served as the basis for data linkage in our academic-police partnership. Sharing respondents’ self-reported addresses with the police would have been problematic both ethically and legally, since it would have meant to share personal information with an agency without the explicit consent of the respondents.

Our goal was to aggregate criminal records from the RMS to contextual units and thereby characterize the criminogeneity of students’ neighborhood and school contexts. Realizing this goal through the generation and use of pseudo-addresses comes with several challenges. First, there is a trade-off: The goal to investigate the association between contextual crime exposure and survey respondents’ behavior requires pseudo-addresses to be sufficiently close to the original addresses. At the same time, the more distant the pseudo-addresses are from the original addresses, the easier it is to ensure participants’ anonymity. In consultation with the university’s Data Protection Officer, we reasoned that a sufficient number of other persons must live in the immediate neighborhood from which the pseudo-addresses are drawn. This presupposes a sufficiently high level of housing in the surrounding neighborhood which does not allow to draw any conclusions about the respondents’ actual address. To realize this goal, we implemented an algorithm that ensures at least five other residential addresses in the immediate neighborhood.

For each survey respondent with a valid home address, the algorithm simulated five pseudo-addresses and drew one of these addresses as the respondent’s pseudo-address. To capture the respondents’ proximate surroundings, we decided to draw an address that is less than 150 meters away from the original address. Figure 1 gives an overview of the steps entailed in the generation of pseudo-addresses.

Based on the geo-coordinates of the original address (i.e. its position in terms of latitude and longitude), new geo-coordinates, with a distance of fewer than 100 meters from the original address, were simulated (Step 1a). These simulated geo-coordinates were then translated back into addresses (Step 1b). Since not all geo-coordinates correspond to a residential building (e.g. meadows, highways, fields), the algorithm checked for each generated geo-coordinate whether or not it corresponds to a valid residential address (using indicators such as whether the address contains a house number or not) (Step 1c). Moreover, to ensure that the simulated address does not correspond to an
address reported by another survey participants, it was checked whether the pseudo-address existed in the pool of original addresses (Step 1d). This guaranteed that not a single initially reported address ends up in the pool of pseudo-addresses.
Finally, since we simulated five addresses for each participant, it was checked whether the current address has already been simulated for that given participant (Step 1e). This ensured that we end up with five unique addresses for each participant.

If the new address was invalid, existed in the pool of original addresses, or had already been simulated for a given participant, a new geo-coordinate was simulated based on the geo-coordinates of the original address. The process was repeated up to 20 iterations until a valid address was found (Step 1f).

If no valid address was found within 20 iterations within less than 100 m, the search area was extended to a radius of more than 100 m and less than 200 m. Then the intermediate steps described in step 1 were repeated (except that only ten iterations were used). If the algorithm did not find a valid address within this distance, the search area was extended to a radius of 200 m up to 300 m in the last step (also with 10 iterations), and the same intermediate steps were rerun. This approach of successively increasing distances was chosen to find valid addresses also in less densely populated areas. Finally, when no valid address was found in the most extensive search area, the algorithm stopped and reported this result.

As illustrated in Figure 2, we simulated five unique addresses for each original address to ensure that an area is sufficiently populated. Participants for whom our algorithm could not identify five valid addresses were removed (Step 2a, n = 12). These participants lived in sparsely populated, rural areas, which made it difficult to ensure anonymity. For all other participants, we randomly drew one of these five simulated addresses, which serves as the pseudo-address that we was shared with the police as the basis for data linkage (Step 2b).

![Figure 2. Five simulated addresses (in red) in ego-hoods of different size around an original home address.](image-url)
For the vast majority of the sample, the distance between the original address and the chosen address was less than 150 m (Step 2c). In only 22 cases, the random draw of one out of five addresses resulted in a greater distance. To ensure the homogeneity of our sample and to minimize measurement error in our contextual measures, we decided to redraw the pseudo-address for these 22 cases until the distance was less than 150 m (Step 2d).

**Data linkage and analytic strategies: using police data to measure crime exposure in residential and school environments**

The literature on crime mapping knows several ways to define spatial environments (Ratcliffe, 2010). Previous research has repeatedly noted the shortcomings of administratively defined geographical units of analysis to measure neighborhoods or other spatial concepts (see, Gerell, 2017). More generally, nonoverlapping geographical units have the disadvantage to miss relevant parts of respondents’ residential (and school) environments, particularly if their address is located close to the border of a unit (Hipp & Boessen, 2013). We therefore opted for ego-centric (residential and school) neighborhoods, or *ego-hoods* (Hipp & Boessen, 2013), and measured them by drawing circles around the geo-coordinates of the pseudo-addresses and the school addresses (Hartung & Hillmert, 2019).

When defining ego-hoods, one has to decide on the scale as well as the zonation of these geographical units of analysis (the so-called modifiable areal unit problem, see, Gerell, 2017; Ratcliffe, 2010). While smaller geographical units, such as street segments or blocks, are preferable to identify hotspots, our research interest is in those environments that affect adolescents’ development and behavior. For example, a hotspot could still influence adolescents even if they live two blocks away (e.g. as they go there, come into contact with other persons going there, or hear about offenses being committed there). We therefore opted for a flexible operationalization with different ranges that allow for robustness and sensitivity analyses (see below). For each successively wider ego-hood, the research team members from the state police automatically matched the geo-coded crimes recorded in these areas in the relevant years. The resulting data set contains information about the type, time and number of crimes for every ego-hood.

Linking geo-coded police data and survey data allows for a wide range of analyses to examine the associations between exposure to crime in residential and school contexts and adolescents’ self-reported delinquency. We now discuss several analytic strategies and how researchers can take into account the limitations of official crime records and survey data when preparing and analyzing such data. We structure our discussion around seven recommendations that we deem relevant for similar projects.

1. **Exclude crimes with unreliable geo-coordinates and test how this analytic decision affects results in a robustness analysis:** As discussed above, recording bias is an important concern when working with police data. In our case study, the lack of mobile devices to collect GPS data led to unreliable or missing data on geo-coordinates of crimes. Specifically, we found that 29.35% of the data did not contain accurate geospatial information (mostly missing house numbers), meaning that the geo-coordinates generated by the RMS were not completely reliable. We recommend to exclude these crimes when computing the crime exposure in residential and school contexts. Note that the distribution of crime incidences across areas tends to be highly skewed with a relatively small number of areas accounting for the majority of crimes. A wrong assignment of crimes based on distorted geospatial information therefore leads to a relatively high risk of overestimating crime exposure in areas with few actual crime. Still, such an analytic decision will inevitably lead to an underestimation of crime in some areas. One should therefore conduct robustness analyses to examine whether key results remain substantively identical when including crime reports with questionable geo-coordinate or imputing missing values.

2. **Use ego-hoods of different size to measure adolescents’ crime exposure:** There is no strong theoretical or empirical basis to determine the geographical environments that most strongly affect adolescents’ development and behavior. Using ego-hoods of different size acknowledges
this uncertainty and allows for robustness and sensitivity analyses (Hartung & Hillmert, 2019; Hipp & Boessen, 2013). In our project, we defined three different ego-hoods based on a radius of 150 m, 300 m, and 600 m around adolescents’ pseudo-address and school address. This corresponds to encircling areas of 0.07 km² (0.03 mi²), 0.28 km² (0.11 mi²) and 1.13 km² (0.44 mi²). Our choice of the lowest radius ensured that the original home address is included even in the smallest ego-hood.

To further illustrate how we measure contextual crime exposure based on these ego-hoods, we focus on the incidence of four types of police-recorded offenses: Violent crimes, street crimes, and property damage through graffiti – which are part of the categorization scheme of the official crime statistics – as well as simple assault. Given their violent character or high visibility (graffiti as a sign of disorder), these criminal activities should be more relevant for adolescents’ violent behavior than white-collar crimes or other less visible forms of crime. We accumulated the criminal records for the years 2014 to 2016 using the data from the RMS-based crime statistics from 2014 to 2017.

Figures 3 and 4 are histograms of the incidence of violent crime and graffiti in the ego-hoods around adolescents’ pseudo-addresses as well as the sampled schools, based on a radius of 150 m, 300 m, and 600 m, respectively. Both figures show that the distribution of crimes across areas is highly skewed. If we look at the most immediate spatial environment, only very few adolescents live in high-crime neighborhoods. A similar picture can be seen at the school level.

The correlation between the crime incidences in students’ residential and school environments increases if we adopt larger definitions of respondents’ ego-hoods. The correlation is only 0.06 for the smallest radius (150 m) and increases to 0.16 (300 m radius) and 0.24 (600 m radius). This

![Figure 3](image-url)  
**Figure 3.** Crime incidence in ego-hoods of different size (radius of 150 m, 300 m, and 600 m) around adolescents’ residential pseudo-addresses.
considerable increase reflects a greater overlap of residential and school environments. But even for contextual units with a radius of 600 m, the correlation is low enough to consider both contexts together as predictors (e.g. of self-reported violence within the last year).

Using ego-hoods of different size allows researchers to examine empirically which environments are most predictive of adolescents’ self-reported delinquency. If the radius is too small, one might find no associations between police-recorded crimes and adolescents’ own delinquency because relevant everyday settings might lie outside this ego-hood. Conversely, associations can be expected to become insignificant if the radius becomes too large to capture the geo-spatial phenomena of interest.

(3) Complement spatial police records data with additional geo-data: Geographical environments differ along various dimensions, some of which may confound the association between police-recorded crime and self-reported delinquency. It is therefore crucial to complement spatial data based on police records with additional geo-data. The most important controls comprise population density and socio-economic composition (e.g. purchasing power, share of persons with a tertiary education, share of unemployed persons). In Germany, such indicators are available on street or postal code level from commercial providers (Microm Consumer Marketing, 2010). We ordered this data for the same set of pseudo-addresses to guarantee anonymity of respondents.

Information on the composition of environments can also be used to assess the problem of reporting bias. For example, as older citizens have been found to be more willing to report crimes, one could examine how substantive findings differ if one compares only areas with similar age profiles. In a similar way, one could exploit knowledge about unequal police control practices across areas to assess the degree to which monitoring bias affects substantive conclusions (e.g. by stratifying analyses by socio-economic or ethnic composition).

Figure 4. Crime incidence in areas of different size (radius of 150 m, 300 m, and 600 m) around adolescents’ schools.
(4) Construct placebo tests by basing measures of local crime exposure on different types of offenses: Exploiting the scale and breadth of police records, one can construct different measures of local crime exposure based on different types of offenses. As offenses vary in the extent to which they can be observed or experienced by adolescents who live or attend school in particular neighborhoods, this allows one to devise so-called placebo tests. For example, let us assume that we find correlations between adolescents’ own engagement in delinquency and the extent of police-recorded graffiti spraying, littering, and disturbances to public order (all of which are visible). Then a placebo test could examine whether these correlations are absent if we relate delinquency with the extent of police-recorded crimes that tend to be invisible, e.g. tax or insurance fraud. Similarly, robustness analyses that focus only on crimes that have a high chance of being reported (such as property crimes) could be used to assess the degree to which reporting bias affects substantive conclusions. And to gauge the potential impact of monitoring bias, one could run analyses while disregarding crimes that are usually detected only through police control measures, such as drug offences or infringements of the right of residence.

(5) Identify and test specific implications of causal mechanisms: The number of police-recorded offenses within a particular area yields only a proxy measure of criminogenic exposure. As associations between crime exposure and self-reported delinquency could be due to different mechanisms (e.g. opportunities, motivations, normative cues, or social learning), it is difficult to interpret them without direct measures of specific contextual characteristics (e.g. collective efficacy). However, elaborating theoretical arguments can allow to derive specific implications and confirming such implications can make particular interpretations more credible (Lieberson & Horwich, 2008; Wikström & Kroneberg, 2022). For example, Situational Action Theory hypothesizes that individuals’ self-control and moral beliefs condition whether they are affected by the criminogenicity of settings, such as neighborhood or school environments (Wikström et al., 2012). Combining spatial police records data with survey data often yields many possibilities to test such specific implications because criminological surveys regularly include measures of theoretical concepts such as perceived detection risk and severity of sanctions, self-control, or moral beliefs that have been put forward as proximate causes of rule-breaking (Kroneberg et al., 2010; Loughran et al., 2016; Wikström et al., 2012).

(6) Include measures of adolescents’ leisure activities and activity spaces in the survey: A fundamental challenge for the advocated research design is the fact that adolescents’ activity spaces go beyond their residential and school environments. To be sure, the neighborhood and school represent the most relevant physical environments for youth. Moreover, where and how adolescents spend their time might itself be affected by their residential and school environments, for example, because their lifestyle depends on their learning history and peers. Still, one has to recognize the independent role of additional environments that adolescents seek out in their leisure time and that may be particularly criminogenic (e.g. less supervised). To account for this source of heterogeneity between individuals, it is important to measure adolescents’ leisure activities or activity spaces in the survey. This allows one to examine whether the impact of contexts depends on where and how adolescents spend most of their leisure time (Oberwittler, 2007).

(7) Include hypothetical scenarios in the survey: Another strategy to overcome the selection problem is the use of randomized scenarios. Our survey data comprise hypothetical scenarios of provocations that were randomly assigned to taking place in respondents’ schools or neighborhoods. This allows one to investigate how respondents’ violent intentions in response to these scenarios vary depending on characteristics of these environments. Even if such hypothetical scenarios tend to have lower external validity, they can provide useful additional evidence from another methodological angle (see, Wikström & Kroneberg, 2022).

Although identification of causal effects based on observational data is notoriously difficult, these strategies can be combined to produce much more robust and theoretically meaningful evidence on how local crime incidences relate to self-reported delinquency and violence.
Conclusion

In this article, we discussed how data from the police crime statistics can be used to add contextual information to criminological survey data. Many surveys on delinquency focus on subpopulations (e.g. youth) and lack the funds for independent community surveys as a way to measure crime-relevant characteristics of residential and other spatial contexts. Using police data to measure criminogenic exposure in academic-practitioner partnerships could therefore be a widely applicable strategy and allows researchers to study the role of exposure to crime in residential and school contexts for violence and delinquency.

We illustrated the potential and challenges involved in such a data linkage using a case study from Germany. Our partnership of academic researchers and a research unit of the police allowed us to link data from a four-wave longitudinal study of more than 3800 students in a region of Germany with spatially aggregated police data for the years 2013–2016. This academic-practitioner partnership benefited from the existence and involvement of a criminological research department on the side of the state police. In this department, police officers work hand in hand with researchers with backgrounds in sociology, psychology, criminology, geography, data science, and computer science. The police officers usually have additional university degrees in science fields such as sociology, psychology or criminology. The police officers are therefore able to act as translators between science and practice. Furthermore, the research department works door-to-door with the department responsible for the police crime statistics, which made data collection easier.

Our discussion showed how the simulation of nearby addresses can serve as a tool for anonymized data linkage, how knowledge of the local data collection practices is crucial to evaluate the geocoding accuracy of address-level crime data, and how sensitivity and implication analyses can help to reduce the remaining uncertainties at the analysis stage. It will be up to future research to demonstrate what kind of substantive insights this combination of survey and contextual police data affords.

In concluding, we would like to point out some lessons for data collection practices. Researchers who are about to set up criminological surveys should consider to elicit participants’ consent for sharing home address information with the police. In order to avoid selective non-participation, such consent should not be required for survey participation. Hence, our method of anonymized data linkage based on the simulation of nearby addresses will be relevant also in this situation to include respondents who do not provide consent.

Within law enforcement agencies, it remains important to further minimize the ambiguity of reporting guidelines (e.g. by reducing the number and regulating the use of optional reporting elements), to assist the police officers with user-friendly reporting systems (including equipment such as GPS devices, see, also Baraka & Murimi, 2021), to invest in the training of police officers in order to increase conformity with reporting guidelines and to improve the systems used to update records as information gets processed through different recording systems and modalities (e.g. initial documentation by hand, RMS, official crime statistics, see, Merbach & Seidensticker, 2019). For such measures to yield the desired effects, raising the awareness of the importance of data quality and evidence-based policing in the police force is a fundamental importance (Kalyal, 2020).

As there is no way to entirely remove all sources of measurement error, another set of measures should be directed towards enriching police data with additional information that can help analysts to assess the extent and direction of potential biases. For example, to interpret differences in the number of reported offences between different areas, it is important to control for the baseline chance that an offence gets reported. As this chance varies with the population density as well as with the extent of police control (particularly for certain offences), it would be valuable to collect such baseline information and link it to geo-spatial crime statistics already within research units of the police.
In general, it is clearly important to further improve and standardize data collection by the police. Although data from the RMS is not primarily collected for research purposes, modern evidence-based policing requires sustained investments into high-quality data that provide the basis for improving the effectiveness and efficiency of law enforcement measures.

Notes

1. Although not the subject of our project, this has to be taken to account when interpreting crime trends since recording guidelines often change over time and may affect the registration of crime (Kersting & Erdmann, 2014, p. 23).
2. In the process of data cleaning (e.g. correcting typos or spelling out abbreviations), some addresses were identified that had to be removed due to incomprehensibility, missing house number or nonsensical information.
3. Another possibility would have been to ask respondents to draw their neighborhood on a map as part of the survey. While this approach could allow one to capture respondents’ relevant environments more accurately, it is also more demanding (particularly for adolescents) and time-intensive. Moreover, subjective ‘neighborhood’ definitions tend to conflate respondents’ forced exposure to a given residential and school environment with their much more endogenous activity spaces.
4. For example, a recent U.S. study showed that, on average, youth (ages 11 to 17) spend two thirds of their waking-time inside their neighborhood (while mostly at home), and the fraction is estimated to approach three quarters if there is an eligible school in the neighborhood (Browning et al., 2021). Exposure to the school environment during the week is also high due to mandatory schooling (and estimated to range between 21 and 36% of waking-time depending on age in the Peterborough Adolescent and Young Adult Development Study; see, Wikström et al., 2012, pp. 272–273).
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