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Abstract

We address the problem of parameter estimation for diffusion driven stochastic volatility models through Markov chain Monte Carlo (MCMC). To avoid degeneracy issues we introduce an innovative reparametrisation defined through transformations that operate on the time scale of the diffusion. A novel MCMC scheme which overcome the inherent difficulties of time change transformations is also presented. The algorithm is fast to implement and applies to models with stochastic volatility. The methodology is tested through simulation based experiments and illustrated on data consisting of US treasury bill rates.
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1 Introduction

Diffusion processes provide natural models for continuous time phenomena. They are used extensively in diverse areas such as finance, biology and physics. A diffusion process is defined through a stochastic differential equation (SDE)

\[ dX_t = \mu(t, X_t, \theta)dt + \sigma(t, X_t, \theta)dW_t, \ 0 \leq t \leq T, \]  

(1)
where \( W \) is standard Brownian motion. The drift \( \mu(\cdot) \) and volatility \( \sigma(\cdot) \) reflect the instantaneous mean and standard deviation respectively. In this paper we assume the existence of a unique weak solution to (1), which translates into some regularity conditions (locally Lipschitz with a linear growth bound) on \( \mu(\cdot) \) and \( \sigma(\cdot) \); see chapter 5 of Rogers and Williams (1994) for more details.

The task of inference for diffusion processes is particularly challenging and has received remarkable attention in the recent literature; see Sørensen (2004) for an extensive review. The main difficulty is inherent in the nature of diffusions which are infinite dimensional objects. However, only a finite number of points may be observed and the marginal likelihood of these observations is generally unavailable in closed form. This has stimulated the development of various non-likelihood approaches which use indirect inference (Gouriéroux et al., 1993), estimating functions (Bibby and Sorensen, 1995), or the efficient method of moments (Gallant and Tauchen, 1996); see also Gallant and Long (1997).

Most likelihood based methods approach the likelihood function through the transition density of (1). Denote the observations by \( Y_k, k = 0, \ldots, n \), and with \( t_k \) their corresponding times. If the dimension of \( Y_k \) equals that of \( X \) (for each \( k \)) we can use the Markov property to write the likelihood, given the initial point \( Y_0 \), as:

\[
\mathcal{L}(Y, \theta|Y_0) = \prod_{k=1}^{n} p_k(Y_k|Y_{k-1}; \theta, \Delta), \quad \Delta = t_k - t_{k-1}
\]

The transition densities \( p_k(\cdot) \) are not available in closed form but several approximations are available. They may be analytical, see Aït-Sahalia (2002), Aït-Sahalia (2003), or simulation based, see Pedersen (1995), Durham and Gallant (2002). They usually approximate the likelihood in a way so that the discretisation error can become arbitrarily small, although the methodology developed in Beskos et al. (2006) succeeds exact inference in the sense that it allows only for Monte Carlo error. A potential downside of these methods may be their dependence on the Markov property. In many interesting multidimensional diffusion models the observation regime is different and some of their components are not observed at all.

A famous such example is provided by stochastic volatility models, used extensively to model financial time series such as equity prices (Heston, 1993; Hull and White, 1987; Stein and Stein, 1991), or interest rates (Andersen and Lund, 1998; Durham, 2002; Gallant and Tauchen, 1998). A stochastic volatility model is usually represented by a 2-dimensional diffusion
\[
\begin{pmatrix}
    dX_t \\
    d\alpha_t
\end{pmatrix} = \begin{pmatrix}
    \mu_x(X_t, \alpha_t, \theta) \\
    \mu_\alpha(\alpha_t, \theta)
\end{pmatrix} dt + \begin{pmatrix}
    \sigma_x(\alpha_t, \theta) & 0 \\
    0 & \sigma_\alpha(\alpha_t, \theta)
\end{pmatrix}
\begin{pmatrix}
    dB_t \\
    dW_t
\end{pmatrix},
\] (3)

where \( X \) denotes the observed equity (stock) log-price or the short term interest rate with volatility \( \sigma_x(\cdot) \), which is a function of a latent diffusion \( \alpha \). For the diffusion in (3), the Markov property may no longer hold; the distribution of a future stock price depends (besides the current price) on the current volatility which in turn depends on the entire price history.

Stochastic volatility models are used

An alternative approach to the problem adopts Bayesian inference utilizing Markov chain Monte Carlo (MCMC) methods. Adhering to the Bayesian framework, a prior \( p(\theta) \) is first assigned on the parameter vector \( \theta \). Then, given the observations \( Y \), the posterior \( p(\theta|Y) \) can be explored through data augmentation (Tanner and Wong, 1987), treating the unobserved paths of \( X \) (paths between observations) as missing data. The resulting algorithm alternates between updating \( \theta \) and \( X \). Initial MCMC schemes following this programme were introduced by Jones (1999); see also Jones (2003), Eraker (2001) and Elerian et al. (2001). However, as noted in the simulation based experiment of Elerian et al. (2001) and established theoretically by Roberts and Stramer (2001), any such algorithm’s convergence properties will degenerate as the number of imputed points increases. The problem may be overcome with the reparametrisation of Roberts and Stramer (2001), and this scheme may be applied in all one-dimensional and some multi-dimensional contexts. However this framework does not cover general multidimensional diffusion models. Chib et al. (2005) and Kalogeropoulos (2007) offer appropriate reparametrisations but only for a class of stochastic volatility models. Alternative reparametrisations were introduced in Golightly and Wilkinson (2007); see also Golightly and Wilkinson (2006) for a sequential approach.

In this paper we introduce a novel reparametrisation that, unlike previous MCMC approaches, operates on the time scale of the observed diffusion rather than its path. This facilitates the construction of irreducible and efficient MCMC schemes, designed appropriately to accommodate the time change of the diffusion path. Our approach is general enough to cover almost every stochastic volatility model used in practice. The paper is organized as follows: Section 2 elaborates on the need for a transformation of the diffusion to avoid problematic MCMC algorithms. In Section 3 we introduce time change transformations whereas Section 4 provides the details for the corresponding non-trivial MCMC implementation. The proposed methodology of the paper is tested and illustrated through numerical experiments.
in section 5 and on US treasury bill rates in section 6. Finally, section 7 concludes and provides some relevant discussion.

2 The necessity of reparametrisation

A Bayesian data augmentation scheme bypasses a problematic sampling from the posterior \( \pi(\theta|Y) \) by introducing a latent variable \( \mathcal{X} \) that simplifies the likelihood \( \mathcal{L}(Y; \mathcal{X}, \theta) \). It usually involves the following two steps:

1. Simulate \( \mathcal{X} \) conditional on \( Y \) and \( \theta \).

2. Simulate \( \theta \) from the augmented conditional posterior which is proportional to \( \mathcal{L}(Y; \mathcal{X}, \theta)\pi(\theta) \).

It is not hard to adapt our problem to this setting. \( Y \) represents the observations of the price process \( X \). The latent variables \( \mathcal{X} \) introduced to simplify the likelihood evaluations are discrete skeletons of diffusion paths between observations or entirely unobserved diffusions. In other words, \( \mathcal{X} \) is a fine partition of multidimensional diffusion with drift \( \mu_X(t, X_t, \theta) \) and diffusion matrix

\[
\Sigma_X(t, X_t, \theta) = \sigma(t, X_t, \theta) \times \sigma(t, X_t, \theta)',
\]

and the augmented dataset is \( X_{i\delta}, i = 0, \ldots, T/\delta \), where \( \delta \) specifies the amount of augmentation. The likelihood can be approximated via the Euler scheme

\[
\mathcal{L}^E(Y; \mathcal{X}, \theta) = \prod_{i=1}^{T/\delta} p(X_{i\delta}|X_{(i-1)\delta}), X_{i\delta}|X_{(i-1)\delta} \sim \mathcal{N}(X_{(i-1)\delta} + \delta \mu_X(.), \delta \Sigma_X(.)),
\]

which is known to converge to the true likelihood \( \mathcal{L}(Y; \mathcal{X}, \theta) \) for small \( \delta \) (Pedersen, 1995).

Another property of diffusion processes relates \( \Sigma_X(.) \) to the quadratic variation process. Specifically we know that

\[
\lim_{\delta \to 0} \sum_{i=1}^{T/\delta} (X_{i\delta} - X_{(i-1)\delta}) (X_{i\delta} - X_{(i-1)\delta})^T = \int_0^T \Sigma_X(s, \mathcal{X}_s, \theta) ds \ a.s.
\]

The solution of the equation above determines the diffusion matrix parameters. Hence, there exists perfect correlation between these parameters and \( \mathcal{X} \) as \( \delta \to 0 \). This has disastrous implications for the mixing and convergence of the MCMC chain as it translates into reducibility for \( \delta \to 0 \). This issue was first noted by Roberts and Stramer (2001) for scalar diffusions and also confirmed by the simulation experiment of Elerian et al. (2001).
Nevertheless, it is not an MCMC specific problem. It turns out that the convergence of its deterministic analogue, EM algorithm, is problematic when the amount of information in the augmented data $X$ strongly exceeds that of the observations. In our case $X$ contains an infinite amount of information for $\delta \to 0$.

The problem may be resolved if we apply a transformation so that the algorithm based on the transformed diffusion is no longer reducible as $\delta \to 0$. Roberts and Stramer (2001) provide appropriate diffusion transformations for scalar diffusions. In a multivariate context this requires a transformation to a diffusion with unit volatility matrix; see for instance Kalogeropoulos et al. (2007). Aït-Sahalia (2005) terms such diffusions as reducible and proves the non-reducibility of stochastic volatility models that obey (3). The transformations introduced in this paper follow a slightly different route and target the time scale of the diffusion. One of the appealing features of such a reparametrisation is the generalisation to stochastic volatility models.

3 Time change transformations

For ease of illustration we first provide the time change transformation and the relevant likelihood function for scalar diffusion models with constant volatility. Nevertheless, one of the main advantages of this technique is the applicability to general stochastic volatility models.

3.1 Scalar diffusions

Consider a diffusion $X$ defined through the following SDE:

$$dX_t = \mu(t, X_t, \theta)dt + \sigma dW^X_t, \quad 0 < t < 1 \quad \sigma > 0. \quad (4)$$

Without loss of generality, we assume a pair of observations $X_0 = y_0$ and $X_1 = y_1$. For more data, note that the same operations are possible for every pair of successive observations that are linked together through the Markov property. We introduce the latent ‘missing’ path of $X$ for $0 < t < 1$, denoted by $X^{mis}$, so that $X = (y_0, X^{mis}, y_1)$. In the spirit of Roberts and Stramer (2001), the goal is to write the likelihood for $\theta, \sigma$ with respect to a parameter-free dominating measure. Using Girsanov’s theorem we can get the Radon-Nikodym derivative between the law of the diffusion $X$, denoted by $\mathbb{P}^X$, and that of the
driftless diffusion \( M = \sigma dW_t^X \) which represents Wiener measure and is denoted by \( \mathbb{W}^X \). We can write

\[
\frac{dP(X)}{d\mathbb{W}^X} = G(t, X, \theta, \sigma) = \exp \left\{ \int_0^T \frac{\mu(s, X_s, \theta)}{\sigma^2} dX_s - \frac{1}{2} \int_0^T \frac{\mu(s, X_s, \theta)^2}{\sigma^2} ds \right\}.
\]

By factorizing \( \mathbb{W}^X = \mathbb{W}_y^X \times \text{Leb}(y_1) \times f(y_1; \sigma^2) \), where \( y_1 \sim \mathcal{N}(y_0, \sigma^2) \) and \( \text{Leb}(\cdot) \) denotes Lebesgue measure, we obtain

\[
\frac{dP(X_{\text{mis}}, y_0, y_1)}{d\{\mathbb{W}_y^X \times \text{Leb}(y)\}} = G(t, X, \theta, \sigma) f(y_1; \sigma),
\]

where clearly the dominating measure depends on \( \sigma \), since it reflects a Brownian bridge with volatility \( \sigma \).

Now consider the time change transformation which first introduces a new time scale \( \eta(t, \sigma) \)

\[
\eta(t, \sigma) = \int_0^t \sigma^2 ds = \sigma^2 t,
\]

and then defines the new transformed diffusion \( U \) as

\[
U_t = \begin{cases} 
X_{\eta^{-1}(t, \sigma)}, & 0 \leq t \leq \sigma^2, \\
M_{\eta^{-1}(t, \sigma)}, & t > \sigma^2.
\end{cases}
\]

The definition for \( t > \sigma^2 \) is needed to ensure that \( tU \) is well defined for different values of \( \sigma^2 > 0 \) which is essential in the context of a MCMC algorithm. Using standard time change properties, see for example Oksendal (2000), the SDE for \( U \) is

\[
dU_t = \begin{cases} 
\frac{1}{\sigma^2} \mu(t, U_t, \theta) dt + dW_t^U, & 0 \leq t \leq \sigma^2, \\
dW_t^U, & t > \sigma^2,
\end{cases}
\]

where \( W^U \) is another Brownian motion at the time scale of \( U \). By using Girsanov’s theorem again, the law of \( U \), denoted by \( \mathbb{P} \), is given through its Radon-Nikodym derivative with respect to the law \( \mathbb{W}^U \) of the Brownian motion \( W^U \) at the \( U \)-time scale:

\[
\frac{d\mathbb{P}}{d\mathbb{W}^U} = G(t, U, \theta, \sigma) = \exp \left\{ \int_0^{\infty} \frac{\mu(s, U_s, \theta)}{\sigma^2} dU_s - \frac{1}{2} \int_0^{\infty} \frac{\mu(s, U_s, \theta)^2}{\sigma^4} ds \right\}.
\]

\[
= \exp \left\{ \int_0^{\sigma^2} \frac{\mu(s, U_s, \theta)}{\sigma^2} dU_s - \frac{1}{2} \int_0^{\sigma^2} \frac{\mu(s, U_s, \theta)^2}{\sigma^4} ds \right\}.
\]
If we condition the Wiener measure on \( y \) at the new time scale, the likelihood can be written with respect to a Brownian bridge measure \( \mathbb{W}_y^U \) as

\[
d\mathbb{P}(U, y_0, y_1) = G(t, U, \theta, \sigma) f(y_1; \sigma)d \{ \mathbb{W}_y^U \times \text{Leb}(y) \}.
\]

However, this Brownian bridge is conditioned on the event \( U_{\sigma^2} = y_1 \) and therefore contains the parameter \( \sigma \). For this reason we introduce a second transformation which applies to both the diffusion’s time scale and its path. Define

\[
U_t^0 = (\sigma^2 - t)Z_t/(\sigma^2(\sigma^2 - t)), \quad 0 \leq t < \sigma^2, \\
U_t^0 = U_t - (1 - \frac{t}{\sigma^2})y_0 - \frac{t}{\sigma^2}y_1, \quad 0 \leq t < \sigma^2.
\]

Note that this transformation is 1-1. Its inverse is given by

\[
Z_t = \frac{1 + \sigma^2 t}{\sigma^2 - U_t^0/(1 + \sigma^2 t)}, \quad 0 \leq t < +\infty.
\]

Applying Ito’s formula and using time change properties we can also obtain the SDE of \( Z \) based on another driving Brownian motion \( W_Z \) operating at the \( Z \)-time:

\[
dZ_t = \mu(t, \frac{\sigma^2 \nu(Z_t, \sigma), \theta}{1 + t\sigma^2}) + \nu(Z_t)\sigma^2 dt + dW_t^Z, \quad 0 \leq t < +\infty,
\]

where \( \nu(Z_t, \sigma) = U_t \). This operation essentially transforms to a diffusion that runs from 0 to \(+\infty\) preserving the unit volatility. We can re-attempt to write the likelihood using Girsanov theorem and condition the dominating measure on \( y_1 \) to obtain \( \mathbb{W}_y^Z \),

\[
\frac{d\mathbb{P}(Z, y_0, y_1)}{d \{ \mathbb{W}_y^Z \times \text{Leb}(y) \}} = G(t, Z, \theta, \sigma)f(y_1; \sigma).
\]

Despite the fact that \( G(Z, \theta, \sigma) \) contains integrals defined in \((0, +\infty)\), it is always finite being an \( 1-1 \) transformation of the Radon-Nikodym derivative between \( \mathbb{P}(U) \) and \( \mathbb{W}_y^U \) given by (6). Using the following lemma, we prove that \( \mathbb{W}_y^Z \) is the law of the standard Brownian motion and hence the likelihood is written with respect to a dominating measure that does not depend on any parameters.

**Lemma 3.1** Let \( W \) be a standard Brownian motion in \([0, +\infty)\). Consider the process defined for \( 0 \leq t \leq T \)

\[
B_t = (T - t)W_t/(T(T - t)) + (1 - \frac{t}{T})y_0 + \frac{t}{T}y_1, \quad 0 \leq t < T
\]
Then $B$ is a Brownian bridge from $y_0$ at time 0 to $y_1$ at time $T$.

**Proof:** See Rogers and Williams (1994, IV.40.1) for the case $y_0 = 0$, $T = 1$. The extension for general $y_0$ and $T$ is trivial.

**Corollary 3.1** The measure $\mathbb{W}^Z_y$ is standard Wiener measure.

**Proof:** Note that $\mathbb{W}^U_y$ reflects a Brownian bridge from $y_0$ at time 0 to $y_1$ at time $T$ and we obtained $\mathbb{W}^Z_y$ by using the transformation of Lemma 3.1. Since this transformation is $1 - 1$, $U$ is a Brownian bridge (under the dominating measure) if and only if $Z$ is standard Brownian motion.

Note that $\mathbb{W}^Z_y$ is the probability law of the driftless version of the conditional diffusion $Z$, whereas the SDE in (8) corresponds to the unconditional version of $Z$ itself. The conditional SDE of $Z$ is generally not available but this does not create a problem. For the path updates we may use the fact that

$$ \frac{d\mathbb{P}}{d\mathbb{W}^Z_y}(Z|y_0, y_1) = G(t, Z, \theta, \sigma) \frac{f(y_1; \sigma)}{f^P(y_1; \sigma)} \propto G(t, Z, \theta, \sigma), \quad (10) $$

where $\mathbb{P}_y$ is the law of the conditional version of $Z$ and $f^P(.)$ is the density of $y_1$ under $\mathbb{P}$. Both $\mathbb{P}_y$ and $f^P(.)$ are generally unknown but $G(.)$ and $f(.)$, which appear in (9) and (10), are available.

### 3.2 Stochastic volatility models

Consider the general class of stochastic volatility models with SDE given by (3). Without loss of generality, we may assume a pair of observations $(X_0 = y_0, X_1 = y_1)$ due to the Markov property of the 2-dimensional diffusion $(X, \alpha)$. The likelihood can then be divided into two parts: The first contains the marginal likelihood of the diffusion $\alpha$ and the remaining part corresponds to the diffusion $X$ conditioned on the path of $\alpha$

$$ \mathbb{P}_\theta(X, \alpha) = \mathbb{P}_\theta(\alpha)\mathbb{P}_\theta(X|\alpha). $$

Denote the marginal likelihood for $\alpha$ by $\mathcal{L}_\alpha(\alpha, \theta)$. To overcome reducibility issues arising from the paths of $\alpha$ one may use the reparametrisations of Chib et al. (2005) or Kalogeropoulos (2007). The relevant transformations of the latter are

$$ \beta_t = h(\alpha_t, \theta), \quad \frac{\partial h(\alpha_t, \theta)}{\partial \alpha_t} = \{\sigma_\alpha(\alpha_t, \theta)\}^{-1}. $$
\[ \gamma_t = \beta_t - \beta_0, \quad \beta_t = \eta(\gamma_t), \]
and the marginal likelihood for the transformed latent diffusion \( \gamma \) becomes

\[ \mathcal{L}_\gamma(\gamma, \theta) = \frac{dP}{dP}(\gamma) = G(\eta(\gamma), \theta). \]  
(11)

By letting \( \alpha_t = g_t = h^{-1}(\eta(\gamma_t), \theta) \), the SDE of \( X \) conditional on \( \gamma \) becomes:

\[ dX_t = \mu_x(X_t, g_t^\gamma, \theta)dt + \sigma_x(g_t^\gamma, \theta)dB_t, \quad 0 \leq t \leq 1. \]

Given the paths of the diffusion \( \alpha \), the volatility function \( \sigma_x(g_t^\gamma, \theta) \) may be viewed as a deterministic function of time. The situation is similar to that of the previous section. We can introduce a new time scale

\[ \eta(t, \gamma, \theta) = \int_0^t \sigma_x^2(g_s^\gamma, \theta)ds, \]

\[ T = \eta(t_k, \gamma, \theta), \]
and define \( U \) with the new time scale as before (\( M \) is a Brownian motion on the \( U \)-time scale)

\[ U_t = \begin{cases} X_{\eta^{-1}(t)}, & 0 \leq t \leq T, \\ M_{\eta^{-1}(t)}, & t > T. \end{cases} \]  
(12)

The SDE for \( U \) now becomes

\[ dU_t = \left\{ \frac{\mu_x(U_t, \gamma_{\eta^{-1}(t, \gamma, \theta)}, \theta)}{\sigma_x^2(\gamma_{\eta^{-1}(t, \gamma, \theta)}, \theta)} \right\} dt + dW^U_t, \quad 0 \leq t \leq T. \]

We obtain the Radon Nikodym derivative between the distribution of \( U \) with respect to that of the Brownian motion \( W^U \),

\[ \frac{dP}{dW^U} = G(U, \gamma, \theta), \]

and introduce \( W^U_y \) as before. The density of \( y_1 \) under \( W^U \), denoted by \( f(y, \gamma, \theta) \), is just

\[ f(y_1; \gamma, \theta) \equiv N(y_0, T). \]

The dominating measure \( W^U_y \) reflects a Brownian motion conditioned to equal \( y \) at a parameter depended time \( T = \eta(t_{k+1}, \gamma, \theta) \). To remove this dependency we introduce a second time change
\[ U_t^0 = (T - t)Z_{t/(T-t)}, \quad 0 \leq t < T, \]
\[ U_t^0 = U_t - (1 - \frac{t}{T})y_0 - \frac{t}{T}y_1, \quad 0 \leq t < T. \tag{13} \]

Therefore, the SDE for \( Z \) is now given by
\[ dZ_t = \frac{T}{1 + tT} \left\{ \frac{\mu \left( \frac{T}{1 + tT} \nu(Z_t), \gamma_k(t, \gamma, \theta) \right)}{\sigma_x^2(\gamma_k(t, \gamma, \theta), \theta)} + \nu(Z_t) \right\} dt + dW_t^Z, \quad 0 \leq t < \infty, \]
where \( k(t, \gamma, \theta) \) denotes the initial time scale of \( X \) and \( \nu(Z_t) = U_t \).

Conditional on \( \gamma \), the likelihood can be written in a similar manner as in (9):
\[ \frac{dP}{d \{ \mathbb{W}_y \times \text{Leb}(y) \}} (Z|y_0, y_1, \gamma) = G(Z, \gamma, \theta) f(y_1; \gamma, \theta) \tag{14} \]

It is not hard to see that \( \mathbb{W}_y \) reflects a standard Wiener measure and therefore the dominating measure is independent of parameters. To obtain the full likelihood we need to multiply the two parts given by (11) and (14).

### 3.3 Incorporating leverage effect

In the previous section we made the assumption that the increments of \( X \) and \( \gamma \) are independent, in other words we assumed no leverage effect. This assumption can be relaxed in the following way: In the presence of a leverage effect \( \rho \), the SDE of \( X \) conditional on \( \gamma \) can be written as
\[ dX_t = \mu_x(X_t, g_t^\gamma, \theta) dt + \rho \sigma_x(g_t^\gamma, \theta) dW_t + \sqrt{1 - \rho^2 \sigma_x(g_t^\gamma, \theta)} dB_t, \quad 0 \leq t \leq t_k, \]
where \( W \) is the driving Brownian motion of \( \gamma \). Note that given \( \gamma \), \( W \) can be regarded as a function of \( \gamma \) and its parameters \( \theta \). Therefore, the term \( \rho \sigma_x(g_t^\gamma, \theta) dW_t \) can be viewed as a deterministic function of time, and it can be treated as part of the drift of \( X_t \). However, this operation introduces additional problems as the assumptions ensuring a weakly unique solution to the SDE of \( X \) are violated. To avoid this issue we introduce the infinitesimal transformation
\[ X_t = \mathcal{H}(H_t, \rho, \gamma, \theta) = H_t + \int_0^t \rho \sigma_x(g_s^\gamma, \theta) dW_s, \]
which leads us to the following SDE for $H$:

$$dH_t = \mu_x \{H(X_t, \rho, \theta), g_t, \theta \} dt + \sqrt{1 - \rho^2} \sigma_x(g_t, \theta) dB_t, \quad 0 \leq t \leq t_k.$$ 

We can now proceed as before, defining $U$ and $Z$ based on the SDE of $H$ in a similar manner as in (12) and (13) respectively.

### 3.4 State dependent volatility

Consider the family of state dependent stochastic volatility models where conditional on $\gamma$, the SDE of $X$ may be written as:

$$dX_t = \mu_x(X_t, g_t, \theta) dt + \sigma_1(g_t, \theta) \sigma_2(X_t, \theta) dB_t, \quad 0 \leq t \leq t_k.$$ 

This class contains among others, the models of Andersen and Lund (1998), Gallant and Tauchen (1998), Durham (2002), Eraker (2001). In order to apply the time change transformations of section 3.2, we should first transform $X$ to $\dot{X_t}$, through $\dot{X_t} = h(X_t, \theta)$, so that it takes the form of (3). Such a transformation, which may be viewed as the first transformation in Roberts and Stramer (2001), should satisfy the following differential equation

$$\frac{\partial h(X_t, \theta)}{\partial X_t} = \frac{1}{\sigma_2(X_t, \theta)}.$$ 

The time change transformations for $U$ and $Z$ may then be defined on the basis of $\dot{X}$ that will now have volatility $\sigma_1(g_t, \theta)$. The transformation $h(.)$ also applies to the observations $(\dot{y}_0, \dot{y}_1)$ which are now functions of parameters. This would translated in a parameter dependent likelihood dominating measure, had it not been for the second step in (12) which in this case acts like the second transformation in Roberts and Stramer (2001). Note that the parameters of $\sigma_2(X_t, \theta)$ enter the reparametrised likelihood in two ways: first through the $f(y; \gamma, \theta)$ which now should include the relevant Jacobian term, and second through the drift of $Z$ which is centered at 0 based on the transformed observations.

### 3.5 Multivariate stochastic volatility models

We may use the techniques of section 3.3 to define time change transformations for multidimensional diffusions. Consider a $d-$dimensional version of the SDE in (4) where $\sigma$ now is a $2 \times 2$ matrix ($[\sigma]_{ij} = \sigma_{ij}$). As noted in Kalogeropoulos et al. (2007), the mapping between $\sigma$ and the volatility matrix $\sigma$$\sigma^T$ should be 1-1 in order to ensure identifiability of the $\sigma$
parameters. A way to achieve this, is by allowing $\sigma$ to be the lower triangular matrix that produces the Cholesky decomposition of $\sigma \sigma^T$. For $d = 2$, the SDE of such a diffusion is given by

$$
\begin{align*}
\frac{dX_t^{(1)}}{dt} &= \mu(X_t^{(1)}, X_t^{(2)}, \theta) dt + \sigma_{11} dB_t, \\
\frac{dX_t^{(2)}}{dt} &= \mu(X_t^{(1)}, X_t^{(2)}, \theta) dt + \sigma_{21} dB_t + \sigma_{22} dW_t.
\end{align*}
$$

The time change transformations for $X^{(1)}$ will be exactly as in section 3.1. For $X^{(2)}$ note that given $X^{(1)}$ the term $\sigma_{21} dB_t$ is now a deterministic function of time and may be treated as part of the drift. Thus, we may proceed following the route of the section 3.3.

Similar transformations can be applied for diffusions that have, or may be transformed to have, volatility functions independent of their paths. For example we may assume two correlated price processes with correlation $\rho_x$:

$$
\begin{align*}
[s]_{11} &= \sigma_{x}^{(1)}(g_t^\gamma, \theta), \\
[s]_{21} &= \rho_x \sigma_{x}^{(2)}(g_t^\gamma, \theta), \\
[s]_{22} &= \sqrt{1 - \rho_x^2} \sigma_{x}^{(2)}(g_t^\gamma, \theta).
\end{align*}
$$

We may proceed in a similar manner for multivariate stochastic volatility models of general dimension $d$.

## 4 MCMC Implementation

The construction of an appropriate data augmentation algorithm involves several issues. The time change transformations introduce three interesting features to the MCMC algorithm which we address separately: the presence of three time scales; the need to update diffusion paths that run from 0 to $+\infty$; and the fact that time scales depend on parameters. For ease of illustration we will assume the simple case of a univariate diffusion with constant volatility and a pair observations ($X_0 = y_0$ and $X_1 = y_1$). Extensions and generalisations of the algorithm for stochastic volatility models are noted where appropriate.

### 4.1 Three time scales

We introduce $m$ intermediate points of $X$ at equidistant times between 0 and 1, to give $X = \{X_{i/(m+1)}, \ i = 0, 1, \ldots, m + 1\}$. In addition, we make the assumption that $m$ is
large enough for accurate likelihood approximations and any error induced by the time
discretisation is negligible for the purposes of our analysis.

Given a value of the time scale parameter $\sigma$, we can get the $U$–time points by applying
(5) to each one of the existing points $X$, so that

$$U_{\sigma^2 i/(m+1)} = X_i/(m+1), \ i = 0, 1, \ldots, m+1.$$ 

Note that it is only the times that change, the values of the diffusion remain intact. In a
stochastic volatility model we would use the quantities

$$\int_{m+1}^{i+1} \sigma^2(\cdot) ds$$

for each pair of consecutive imputed points.

The points of $Z$ are multiplied by a time factor which corrects the deviations from unit
volatility. The $Z$–time points may be obtained by

$$t^Z_i = \frac{\sigma^2 i/(m+1)}{\sigma^2(\sigma^2 - \sigma^2 i/(m+1))}, \ i = 0, 1, \ldots, m.$$ 

Clearly this does not apply to the last point which occurs at time $+\infty$. Therefore, the paths
of $X$, or $U$, are more convenient and may be used for likelihood evaluations exploiting the
fact that the relevant transformations are 1-1. However, the component of the relevant Gibbs
sampling scheme is the diffusion $Z$.

Figure 1 shows a graphical representation of $X$, $U$ and $Z$ plotted against their corre-
sponding time scales for $\sigma = \sqrt{2}$ and $m = 7$. Although $X$ and $U$ have the same values, their
volatilities are $\sqrt{2}$ and 1 respectively. The ending point of $Z$ does not appear on the graph
as it occurs at time $+\infty$.

[Figure 1 about here.]

4.2 Updating the paths of $Z$

The paths of $Z$ may be updated using an independence sampler with the reference measure
as a proposal. Here $\mathbb{W}^Z$ reflects a Brownian motion at the $Z$–time which is fixed given
the current values of the time-scale parameter(s). An appropriate algorithm is given by the
following steps.

- **Step 1:** Propose a Brownian motion on the $Z$–time, say $Z^*$. The value at
  the endpoint (time $+\infty$) is not needed.
• Step 2: Transform back to $U^*$, using (7).

• Step 3: Accept with probability: \( \min \left\{ 1, \frac{G(U^*, \theta, \sigma)}{G(U^*, \theta, \sigma)} \right\} \).

4.3 Updating time scale parameters

The updates of parameters that define the time scale, such as $\sigma$, are of particular interest. In almost all cases, their conditional posterior density is not available in closed form, and Metropolis steps are inevitable. However, the proposed values of these parameters will imply different $Z$–time scales. In other words, for each potential proposed value for $\sigma$ there exists a different set of $Z$–points needed for accurate approximations of the likelihood the Metropolis accept-reject probabilities. In theory, this would pose no issues had we been able to store an infinitely thin partition of $Z$, but of course this is not possible.

We use retrospective sampling ideas; see Papaspiliopoulos and Roberts (2005) and Beskos and Roberts (2005) for applications in different contexts. Under the assumption of a sufficiently fine partition of $Z$, all the non-recorded intermediate points contribute nothing to the likelihood and they are irrelevant in that respect; the set of recorded points is sufficient for likelihood approximation purposes. Alternatively, we may argue that their distribution is given by the likelihood reference measure which reflects a Brownian motion. Thus, they can be drawn after the proposal of the candidate value of the time scale parameter. To ensure compatibility with the recorded partition of $Z$, it suffices to condition on their neighboring points. This is easily done using standard Brownian bridge properties: Suppose that we want to simulate the value of $Z$ at time $t_b$ which fall between the recorded values at times $t_a$ and $t_c$, so that $t_a \leq t_b \leq t_c$. Denote by $Z_{t_a}$ and $Z_{t_c}$ the corresponding $Z$ values. Under the assumption that $Z$ is distributed according to $\mathbb{W}_y^Z$ between $t_a$ and $t_c$ we have that

\[
Z_{t_b} \mid Z_{t_a}, Z_{t_c} \sim N \left\{ \frac{(t_b - t_a)Z_{t_c} + (t_c - t_b)Z_{t_a}}{t_c - t_a}, \frac{(t_b - t_a)(t_c - t_b)}{t_c - t_a} \right\}. \tag{15}
\]

The situation is pictured in Figure 2 where the black bullets represent the stored points and the triangles the new points required for a proposed value of $\sigma$. The latter should be drawn retrospectively given the former via (15).

A suitable algorithm for the $\sigma$–updates may be summarized through the following steps:

• Step 1: Propose a candidate value for $\sigma$, say $\sigma^*$. 

[Figure 2 about here.]
• Step 2: Repeat for each pair of successive points:
  
  – Use (5) and (7) to get the new times associated with it.
  
  – Draw the values of $Z$ at the new times using (15).
  
  – Transform back to $U^*$, using (7).
  
  Form the entire path $U^*$ by appropriately joining its bits.

• Step 3: Accept with probability: \[
\min\left\{1, \frac{G(U^*, \theta, \sigma^*) f(y, \sigma^*)}{G(U^*, \theta, \sigma) f(y, \sigma)}\right\}.
\]

Note that in a stochastic volatility model the paths of the transformed diffusion $\gamma_t$ are associated with the time scale of the $Z$. Therefore a similar algorithm may be used for their updates.

5 Simulations

As discussed in section 2, appropriate reparametrisations are necessary to avoid issues regarding the mixing and convergence of the MCMC algorithm. In fact, the chain becomes reducible as the level of augmentation increases. This is also verified by the numerical examples performed in Kalogeropoulos (2007) even in very simple stochastic volatility models. In this section we perform a simulation based experiment to check the immunity of MCMC schemes to increasing levels of augmentation, as well as the ability of our estimation procedure to retrieve the correct values of the diffusion parameters despite the fact that the series is partially observed at only a finite number of points. We simulate data from the following stochastic volatility model

\[
\begin{align*}
dX_t &= \kappa_x(\mu_x - X_t)dt + \rho \exp(\alpha_t/2)dW_t + \sqrt{1 - \rho^2} \exp(\alpha_t/2)dB_t, \\
d\alpha_t &= \kappa_\alpha(\mu_\alpha - \alpha_t)dt + \sigma dW_t,
\end{align*}
\]

where $B$ and $W$ are independent Brownian motions, and $\rho$ reflects the correlation between the increments of $X$ and $\alpha$, also term as leverage effect. A high frequency Euler approximating scheme with a step of 0.001 was used for the simulation of the diffusion paths. Specifically, 500,001 points were drawn and one value of $X$ for every 1000 was recorded, thus forming a
dataset of 501 observations of $X$ at $0 \leq t \leq 500$. The parameter values were set to $\rho = -0.5$, $\sigma = 0.4$, $\kappa_x = 0.2$, $\mu_x = 0.1$, $\kappa_\alpha = 0.3$ and $\mu_\alpha = -0.2$.

The transformations required to construct an irreducible data augmentation scheme are listed below. First we transform $\alpha$ to $\gamma$ through

$$
\gamma_t = \frac{\alpha_t - \alpha_0}{\sigma}, \quad 0 \leq t \leq 500,
$$

$$
\alpha_t = \nu(\gamma_t, \sigma, \alpha_0) = \alpha_0 + \sigma \gamma_t.
$$

Given $\gamma$, and for each pair of consecutive observation times $t_{k-1}$ and $t_k$ ($k = 1, 2, \ldots, 500$) on $X$, we transform as follows: First, we remove the term introduced from the leverage effect

$$
H_t = X_t - \int_{t_{k-1}}^{t} \rho \exp \left\{ \nu(\gamma_s, \sigma, \alpha_0)/2 \right\} dW_s, \quad t_{k-1} \leq t \leq t_k,
$$

and consequently we set

$$
\eta(t) = \int_{t_{k-1}}^{t} (1 - \rho)^2 \exp \left\{ \nu(\gamma_s, \sigma, \alpha_0) \right\} ds.
$$

Then, $U$ and $Z$ may be defined again from 12 and 13 respectively, but based on $H$ rather on $X$. The elements of the MCMC scheme are $Z, \gamma, \alpha_0$ and the parameters $(\kappa_x, \mu_x, \kappa_\alpha, \mu_\alpha, \rho, \sigma)$.

We proceed by assigning flat priors to all the parameters, restricting $\kappa_x$, $\kappa_\alpha$, $\sigma$ to be positive and $\rho$ to be in $(-1, 1)$. The number of imputed points was set to 30 and 50, the length of the overlapping blocks needed for the updates of $\gamma$ was 2, and the relevant acceptance rate 75% whereas the acceptance rate for $X$ was 95%. Figure 3 shows autocorrelation plots for the 2-dimensional diffusion’s $(X, \alpha)'$ volatility parameters $\rho$ and $\sigma$. There is no sign of any increase in the autocorrelation to raise suspicions against the irreducibility of the chain. Figure 4 shows density plots for all parameters and both values of $m$. These plots indicate a sufficiently fine discretisation and a good agreement with true values of the parameters. The latter is also confirmed by Table 1.

[Figure 3 about here.]
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6 Application: US treasury bill rates

To illustrate the time change methodology we fit a stochastic volatility model to US treasury bill rates. The dataset consists of 1809 weekly observations (Wednesday) of the 3-month US Treasury bill rate from the 5th of January 1962 up to the 30th of August 1996. The data are plotted in Figure 5.

Previous analyses of these data include Andersen and Lund (1998), Gallant and Tauchen (1998), Durham (2002), Durham and Gallant (2002), Eraker (2001), and Golightly and Wilkinson (2006). Apart from some slight deviations the adopted stochastic volatility models consisted of the following SDE.

\[
\begin{align*}
    dr_t &= (\theta_0 - \theta_1 r_t)dt + \sigma r_t^\psi \exp(\alpha_t/2)dB_t, \\
    d\alpha_t &= \kappa(\mu - \alpha_t)dt + \sigma dW_t, 
\end{align*}
\]

with independent Brownian motions \(B\) and \(W\). In some cases the following equivalent model was used:

\[
\begin{align*}
    dr_t &= (\theta_0 - \theta_1 r_t)dt + \sigma r_t^\psi \exp(\alpha_t/2)dB_t, \\
    d\alpha_t &= -\kappa\alpha_t dt + \sigma dW_t. 
\end{align*}
\]

We proceed with the model in (16), as posterior draws of its parameters exhibit substantially less autocorrelation. In line with Gallant and Tauchen (1998) and Golightly and Wilkinson (2006), we also set \(\psi = 1\). Eraker (2001), Durham (2002) and Durham and Gallant (2002) assume general ‘elasticity of variance’ \(\psi\) but their estimates do not indicate a significant deviation from 1. By setting \(X_t = \log(r_t)\), the volatility of \(X_t\) becomes \(\exp(\alpha_t/2)\). Therefore the \(U\)-time for two consecutive observation times \(t_{k-1}\) and \(t_k\) is defined as

\[
\eta(t) = \int_{t_{k-1}}^t \exp(\alpha_s)ds,
\]

and \(U\) and \(Z\) are given by (12) and (13) respectively. We also transform \(\alpha\) to \(\gamma\) as before:

\[
\gamma_t = \frac{\alpha_t - \alpha_0}{\sigma},
\]
\[ \alpha_t = \nu(\gamma_t, \sigma, \alpha_0) = \alpha_0 + \sigma \gamma_t. \]

We applied MCMC algorithms based on \( Z \) and \( \gamma \) to sample from the posterior of the parameters \( \theta_0, \theta_1, \kappa, \mu \) and \( \sigma \). The time was measured in years setting the distance between successive Wednesdays to 5/252. Non-informative priors were assigned to all the parameters, restricting \( \kappa \) and \( \sigma \) to be positive to ensure identifiability and eliminate the possibility of explosion. The algorithm was run for 50,000 iterations and for \( m \) equal to 10 and 20. To optimize the efficiency of the chain we set the length of the overlapping blocks of \( \gamma \) to 10 which produced an acceptance rate of 51.9%. The corresponding acceptance rate for \( Z \) was 98.6%.

The kernel density plots of the posterior parameters and likelihood (Figure 6) indicate that a discretisation from an \( m \) of 10 or 20 provide reasonable approximations. The corresponding autocorrelation plots of Figure 7 do not show increasing autocorrelation in \( m \), a feature that would reveal reducibility issues. Finally, summaries of the posterior draws for all the parameters are provided in Table 2. The parameters \( \kappa, \mu \) and \( \sigma \) are different from 0 verifying the existence of stochastic volatility. On the other hand, there is no evidence to support the existence of mean reversion on the rate, as \( \theta_0 \) and \( \theta_1 \) are not far from 0. The results are in line with those of Durham (2002), Durham and Gallant (2002) and Golightly and Wilkinson (2006).

7 Discussion

Data augmentation MCMC schemes constitute a very useful tool for likelihood-based inference on diffusion models. They may not have the appealing properties of complete elimination of the time discretisation error (Beskos et al., 2006), or the closed form approximate likelihood expressions of Aït-Sahalia (2002), but nevertheless they give a satisfactory and very general solution to the problem. However data augmentation schemes require careful construction to avoid the degeneracy issues described at the beginning of this paper.

Here, we introduce an innovative transformation which operates by altering the time axis of the diffusion. To accommodate the special features of time change transformations we also
introduce a novel efficient MCMC scheme which mixes rapidly and is not prohibitively computationally expensive. Our method is also easy to implement and introduces no additional approximation error other than that included in methodologies based on a discretisation of the diffusion path. Moreover it is general enough to include general stochastic volatility models.

Further work will consider problems with state-dependent volatility and models which involve jump diffusions, to which the methodology introduced here can be easily applied. Fundamental to our approach here has been the introduction of a non-centered parameterisation to decouple dependence inherent in the model between missing data and volatility parameters. However non-centered constructions are not unique, as illustrated by the choice in the diffusion context between the state rescaling approaches of Golightly and Wilkinson (2007); Roberts and Stramer (2001) and the time-stretching strategy adopted here. Clearly, further work is required to investigate the relative merits of these approaches in different situations.
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