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Abstract

Recently, Mixture-of-Experts (short as MoE) architecture has achieved remarkable success in increasing the model capacity of large-scale language models. However, MoE requires incorporating significantly more parameters than the base model being extended. In this paper, we propose building a parameter-efficient MoE architecture by sharing information among experts. We adopt matrix product operator (MPO, a tensor decomposition from quantum many-body physics) to reconstruct the parameter matrix in the expert layer and increase model capacity for pre-trained language models by sharing parameters of the central tensor (containing the core information) among different experts while enabling the specificity through the auxiliary tensors (complementing the central tensor) of different experts. To address the unbalanced optimization issue, we further design the gradient mask strategy for the MPO-based MoE architecture. Extensive experiments based on T5 and GPT-2 show improved performance and efficiency of the pre-trained language model (27.2x reduction in total parameters for the superior model performance, compared with the Switch Transformers). Our code is publicly available at https://github.com/RUCAIBox/MPOE.

1 Introduction

Large-scale pre-trained language models (PLMs), such as BERT (Devlin et al., 2018) and T5 (Raffel et al., 2020), have become the de facto standard in natural language processing (NLP). By involving a huge number of parameters pre-trained on the general-purpose corpus, PLMs can achieve excellent performance in many NLP tasks. In order to increase the model capacity, a promising direction is to explore the scaling properties with the mixture-of-experts (MoE) paradigm (Jacobs et al., 1991; Shazeer et al., 2017) for developing more powerful PLMs. By incorporating multiple expert networks, MoE schedules the learning of data samples through a routing component that is usually implemented by some gating function, which increases model capacity without a proportional increase in computation costs. Despite the effectiveness, it has been shown that the MoE architecture is parameter inefficient (Zuo et al., 2021), considering the yielded improvement w.r.t. the involved costs. Most of the existing studies (Yang et al., 2021; Roller et al., 2021; Lewis et al., 2021) attribute this issue to the unbalanced load of experts, focusing on improving the routing strategies.

However, an important question about the MoE architecture has been neglected in previous studies: whether the increased parameters from the experts are all necessary to increase the model capacity. As different experts from an MoE network are often trained with correlated data samples (e.g., sample correlation from training data), it is likely to lead to parameter redundancy across experts. Indeed, expert redundancy has been identified in existing studies, where Fedus et al. (2021) distills sparse MoE models into dense models and Kim et al. (2021) prunes experts to compress MoE models. This finding motivates us to develop a parameter-efficient MoE architecture by reducing its parameter redundancy. Intuitively, a straightforward approach is to share a certain proportion of parameters among experts. However, it is difficult to identify and optimize the key parameters that encode the shared information across experts, since expert networks typically consist of dense matrices.

To address this issue, we propose a novel parameter sharing approach inspired by the matrix product operators (MPO) decomposition from quantum many-body physics (Gao et al., 2020), which decomposes a matrix into a sequential product of local tensors (either central or auxiliary tensors). Unlike other matrix decomposition methods, MPO
can effectively reorganize and aggregate important information of the original matrix into the central tensor. The auxiliary tensors, on the other hand, serve to complement the central tensor for recovering the original matrix (Liu et al., 2021). In the setting of MoE, considering the small parameter variations among experts, we speculate that the central tensors of different experts (with MPO decomposition for each expert) are likely to be very similar. If the central tensors could be shared for all expert networks, we would significantly reduce the parameters of the MoE architecture.

To this end, we propose a novel MPO-based parameter-efficient MoE architecture, called MPOE. Based on classic MoE architecture (Shazeer et al., 2017), our approach introduces a major extension allowing experts to share a global central tensor while keeping expert-specific auxiliary tensors. In our setting, the parameter matrix of in a single expert is formed by the product of the globally shared central tensor and the corresponding auxiliary tensors. Since the central tensor contains most of the parameters from an MPO decomposition, our MPOE approach can significantly reduce the parameters of the original MoE architecture. Another major merit of MPO is that auxiliary tensors are closely entangled with the central tensor (Pirvu et al., 2010), and it is theoretically guaranteed that any change from auxiliary tensors can be propagated to the central tensor. That is to say, though a large proportion of parameters are shared, local auxiliary tensors still enable the experts to capture specific variations or differences according to routing data samples. However, directly optimizing the MPOE architecture is likely to lead to an unbalanced optimization issue, where the central tensors are updated more frequently than auxiliary tensors during fine-tuning. Therefore, we further propose a gradient mask strategy that masks the central tensor gradient to effectively alleviate the unbalanced optimization issue.

To the best of our knowledge, this is the first attempt to reduce the parameter redundancy of the MoE architecture with structural matrix decomposition. We conduct extensive experiments to evaluate the effectiveness of the MPOE architecture on two representatives PLMs, T5 and GPT. Experiments have demonstrated the effectiveness of our approach in increasing model capacity (27.2x fewer parameters for the superior model performance, compared with several competitive MoE-enhanced PLMs.

2 Preliminary

2.1 Mixture-of-Experts (MoE)

We first describe the mixture-of-experts architecture (MoE) (Shazeer et al., 2017), which has been used to enhance the model capacity of Transformer based models. Let \( G(x) \) and \( E_i(x) \) denote the output vectors of the gating network and the output of the \( i \)-th expert network for a given input \( x \), respectively. The output of MoE architecture \( y \) can be formally computed as:

\[
y = \sum_{i=1}^{n} G(x) \cdot E_i(x).
\]

The softmax function is widely adopted as the gating function \( G(x) \). The sparsely-gated MoE architecture, which uses a noisy top-\( k \) gating mechanism to reduce the computational cost, has been proposed in Shazeer et al. (2017). It adds tunable Gaussian noise with \( H(\cdot) \), and then keeps only the top-\( k \) values with \( \text{KeepTopK}(\cdot) \) and sets the rest to \(-\infty\). This keeps only the top \( k \) experts to be evaluated with:

\[
G(x) = \text{softmax}(\text{KeepTopK}(H(x), k)).
\]

Furthermore, Switch Transformer designs a switch routing strategy to simplify this gating function by routing to a single expert (Fedus et al., 2021).

2.2 Tensor and Matrix Product Operators

We refer to one-dimensional arrays as vectors (denoted by bold lowercase letters, e.g., \( \mathbf{v} \)), two-dimensional arrays as matrices (denoted by bold uppercase letters, e.g., \( \mathbf{W} \)), and arrays of higher dimensions as tensors (denoted by calligraphic bold uppercase letters, e.g., \( \mathcal{T} \)).

MPO decomposition (Oseledets, 2011) (a.k.a. tensor-train decomposition) has been a widely used matrix decomposition technique from quantum many-body physics, which decomposes a matrix (2-order tensor) into \( m \) local tensors (Pirvu et al., 2010). Given a matrix \( \mathbf{W}_{I \times J} \in \mathbb{R}^{I \times J} \), the MPO decomposition is given in the following format:

\[
\text{MPO} (\mathbf{W}) = \prod_{k=1}^{m} \mathcal{T}_{(k)}[d_{k-1}, i_k, j_k, d_k],
\]
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Although it has been found (Fedus et al., 2021; Kim et al., 2021) that there exists redundant information across different layers, it is not easy to identify the shareable parameters among different experts in the MoE architecture, since we only need to consider the routing to local experts for a large dense matrix, which are difficult for sharing partial parameters from these matrices. As our solution, we consider parameter sharing through the MPO decomposition, so that the derived central tensors can be flexibly shared across matrices.

Lightweight MoE Design. Specifically, we simplify the discussion by assuming that an expert corresponds to one parameter matrix at each layer, and it is similar for the multi-matrix cases. We consider a MoE architecture of \( n \) experts each with \( L \) layers, so that there are \( L \times n \) matrices in total, denoted by \( \{ \mathbf{W}_{l,i} \}_{l=1,i=1}^{L,n} \). As discussed in Section 2.2, a matrix can be decomposed into \( m \) tensors, consisting of one central tensor and \( m - 1 \) auxiliary tensors. In this work, we consider five decomposed tensors, i.e., \( m = 5 \). At the \( l \)-th layer, the decomposition results can be denoted by \( \{ C^{(l,i)}, A_{1}^{(l,i)}, A_{2}^{(l,i)}, A_{3}^{(l,i)}, A_{4}^{(l,i)} \}_{i=1}^{n} \), where \( C^{(l,i)} \) and \( A_{l}^{(l,i)} \) are the central and auxiliary tensors of the \( i \)-th parameter matrix, respectively, at the \( l \)-th layer. To develop the MPO-based MoE architecture, the core idea is to share the central tensors as global parameters and keep expert-specific auxiliary tensors as local parameters, i.e., \( C^{(l,1)} = C^{(l,2)} = \cdots = C^{(l,n)} (\forall l = 1 \cdots L) \), and we denote the global central tensor at the \( l \)-th layer by \( C^{(l)} \). In this way, we can only keep \( L \) central tensors for a \( L \)-layer MoE architecture. For MPO, the decomposition process is transparent to external modules, so that we can reuse the previous routing mechanism (Section 2.1) by distributing data samples to different experts. A slight difference is that we only need to consider the routing to local tensors for each matrix since the global tensor is shared across experts. We call such an MPO-based MoE architecture as MPOE.
3.2 Alleviate Unbalanced Optimization

As the experts share the central tensor in the MPOE approach, the corresponding parameters of the central tensor will be updated more frequently than those in the auxiliary tensors during fine-tuning. It tends to lead to the unbalanced optimization issue as reported by Xu et al. (2021), due to deviation from the pre-trained weights. As a result, it is crucial to develop a more stable optimization technique that is suited to the MPOE architecture.

Inspired by the solution of gradient dropout strategy (Tseng et al., 2020; Xu et al., 2021), we propose to mask the gradients for the central tensor to improve model optimization for the MPO-based MoE architecture. At each iteration, we take a certain probability \( p_b \) to discard the update in the central tensor. This can effectively alleviate the unbalanced optimization which is caused by the frequent updates of the central tensor. Specifically, we generate a binary mask \( b \) drawn from Bernoulli distribution with a mask probability \( p_b \), which can be calculated by \( b \sim \text{Bernoulli}(p_b) \). We denote the \( \Delta C \) as the update of the central tensor at each iteration:

\[
\Delta C = \eta \left[ \frac{\partial L(C)}{\partial C} \right] \odot (1 - b).
\]  

The larger \( p_b \) is, the less frequently the central tensor is updated. In particular, when \( p_b \) is equal to 1, it means that the parameters of the central tensor are frozen for each input of the data. The computational cost of central tensor update can be also reduced with this trick.
Note that the gradient mask trick is only applied to central tensors. For auxiliary tensors, we perform the standard gradient update for learning the parameters. Compared with two alternative ways to implement the gradient mask technique, i.e., mask pre-activation or post-activation in FFN layers, we find that such a sampling-based masking strategy can effectively improve the model performance in our experiments.

3.3 The Overall Algorithm Procedure

Our approach can be generally applied to various MoE-based models for increasing the model capacity. In this work, we adopt the MoE-extended PLMs (Radford et al., 2019) for study.

Algorithm 1 presents a complete procedure for the proposed update procedure, which can be briefly summarized as follows. First, we obtain the PLM and perform MPO decomposition for each weight matrix of the FFN layers in the Transformer. For each weight matrix, we decompose it into one central tensor $C$ and a list of auxiliary tensors $A$. In the original MoE architecture, we will have $n$ sets of such decomposed parameters. Next, the key point lies in that we share the central tensor $C$ in the decomposition process but keep expert-specific auxiliary tensors. In this way, each expert is composed of a set of auxiliary tensors and a shared central tensor. To recover the original FFN matrix in some specific expert, we can simply multiply the shared central tensor by expert-specific auxiliary tensors. Then, we apply the gradient mask strategy to update the parameters in these experts, i.e., masking the gradient of the central tensor.

Since the parameters of the central tensor are two orders of magnitude larger than the parameters of the auxiliary tensors (Liu et al., 2021), the cost of MoE-based networks will be largely reduced by sharing the central tensor.

3.4 Discussion

For the parameter inefficiency issue of MoE-based networks, existing studies mainly focus on alleviating the unbalanced load of experts, which have proposed different routing methods to balance the routing probabilities of different experts, such as BASE-Layer (Lewis et al., 2021), HASHLayer (Roller et al., 2021), GShard (Lepikhin et al., 2021) and Switch Transformers (Fedus et al., 2021). As a comparison, we aim to reduce information redundancy by sharing common parameters among experts. Actually, the MPOE approach can be further enhanced with existing improved routing methods.

Specifically, Deepspeed-MoE proposed to use pyramid residual MoE architecture to reduce the parameters of the MoE architecture (Rajbhandari et al., 2022), while our work takes a different perspective to improve the original MoE architecture by sharing parameters among different experts.

4 Experiments

In this section, we first set up the experiments and then report the results and analysis. Then, we conduct a detailed analysis under different experimental settings. Here, we use T5 (Raffel et al., 2020) and GPT-2 (Radford et al., 2019) models as the base model in our experiments.

4.1 Experimental Setup

Datasets. To evaluate the effectiveness of the proposed MPOE as an efficient strategy to improve the model capacity of PLMs, we follow the setting of T5 and GPT-2 to perform experiments on Natural Language Understanding (NLU) and Natural Language Generation (NLG) tasks. Specifically, we evaluate the NLG tasks in GLUE benchmark (Wang et al., 2018), the language modeling task with WikiText-2 (Merity et al., 2017), the text generation task with IMDB (Maas et al., 2011) and EMNLP2017 WMT News (Guo et al., 2018). Furthermore, we follow the setup of Raffel et al. (2020) on the GLUE benchmark for a direct comparison with the T5 model.

GLUE benchmark covers multiple datasets.
Table 1: Performance comparison of different models on NLU and NLG tasks (in percent). “#To (M)” denote the number (in millions) of total parameters. We set the number of experts $n = 8$ in these models, MPOE. Furthermore, we use $n = 16$ for a more powerful version of our approach, denoted by MPOE+++. We report the average test performance of three runs, and the best results are highlighted in bold. ♦: Experimental results by Zhang et al. (2021b). ♣: Experimental results by Fedus et al. (2021). ♠: Our re-implementation by Fedus et al. (2021). ★: Apply method by Shazeer et al. (2017).

Comparison methods. We adopt the T5 and GPT-2 as the base architectures for both MoE and MPOE. Following Shazeer et al. (2017), we extend the FFN components with the MoE architecture containing $n$ experts in each Transformer block of the T5 and GPT-2 model. We refer to this method as “+MoE”. The Switch Transformers (Fedus et al., 2021) use a simplified strategy that routes to only a single expert instead of top-2 routing in MoE. We refer to this method as “+Switch”. To ensure a fair comparison, we maintain the same number ($n = 8$) of experts for baselines and MPOE. We also implement an enhanced version of MPOE with $n = 16$ experts, which is referred to as “+MPOE++”. Based on the released gpt2 model, t5-base model and t5-large model provided by Huggingface, we first initialize the experts, then fine-tune the models on the downstream tasks. For the T5 model, we follow the setting in Mahabadi et al. (2021) and fine-tune all parameters of the model on all tasks. For different downstream tasks, we run a hyperparameter sweep and select the best configuration according to the accuracy results on the validation set. The hyperparameters that we tune include the epochs, batch size and learning rates.

1Following Raffel et al. (2020), as a common practice, due to the adversarial nature of WNLI with respect to the training set, we do not experiment with WNLI (MRPC, QQP, SST-2, MNLI, RTE, QNLI, CoLA). The original test sets are not publicly available, and following Zhang et al. (2021a), for datasets fewer than 10K samples (RTE, MRPC, STS-B, CoLA), we divide the original validation set in half, using one half for validation and the others for the test.

Evaluation Metrics. We use perplexity (PPL) (Brown et al., 1992) to measure how well the probability model predicts a sample compared with the ground-truth. To evaluate the ratios of the overlapping $n$-grams between generated and real samples, we use BLEU-$n$ score (Papineni et al., 2002). We also take into account the Self-BLEU-$n$ score (Zhu et al., 2018) to evaluate the diversity of generated samples especially. For metrics used in the GLUE benchmark, we follow Mahabadi et al. (2021) and use Matthew’s correlation for CoLA, Pearson for STS-B, and accuracy for the other tasks.
4.2 Mains Results

In our main experiments, we adopt T5 (Raffel et al., 2020), GPT-2 (Radford et al., 2019), Switch Transformers (Fedus et al., 2021) and MoEification (Zhang et al., 2021b) as baselines, and report the comparison results of both NLU and NLG tasks in Table 1.

Overall, compared to these MoE variants, our proposed MPOE approach achieves performance improvement while being more parameter-efficient. For the NLU task, our proposed approach (“+MPOE”) outperforms the best baseline method, i.e., “+Switch” (88.82 vs. 88.50 for T5-Large) with up to 27.2x reduction in total parameters in the GLUE benchmark. By zooming into low-resource datasets such as CoLA and MRPC, our approach yields more significant improvements. This suggests that sharing parameters across experts reinforces the positive transfer effects of information from other datasets toward the learning of low-resource datasets. For the NLG task, GPT-2+MPOE achieves gains in BLEU-2 score (1.72 for GPT-2+MoE and 2.37 for GPT-2+Switch) with 3.7x reduction in total parameters on the EMNLP News dataset. This indicates that GPT-2 also benefits from sharing central tensors.

Moreover, T5+MPOE++ and GPT-2+MPOE++ perform better when we add more auxiliary tensors as additional experts. This demonstrates the necessity of improving model capacity (Shazeer et al., 2017), as more parameters of experts tend to result in an improved model capacity.

4.3 Evaluation on Multi-task Learning

To demonstrate the efficiency of MPOE in multi-task learning, we adopt the T5-Base model for analysis to be comparable with Hyperperformer (Mahabadi et al., 2021). We conduct experiments on the multi-task GLUE benchmark. The detailed metrics can be found in Section 4.1. Note that compared to Hyperperformer, MPOE approach does not incorporate additional neural network components, thus it is more flexible to be used with the PLMs.

Table 2 shows the results on GLUE benchmark for T5-base (Raffel et al., 2020), Hyperperformer (Mahabadi et al., 2021) and MPOE. As we can see, the performance of the MPOE approach is consistently better than the Hypernetwork in all cases, while

| Variants | PPL (↓) | B2 | B4 | #To (M) |
|----------|---------|----|----|---------|
| +MoE★    | 21.86   | 28.27 | 9.14 | 578     |
| w/o PS   | 21.28   | 28.67 | 9.44 | 153     |
| w/o GM   | 21.17   | 28.71 | 9.47 | 157     |
| +MPOE    | 20.72   | 28.78 | 9.51 | 157     |

Table 3: Ablation study on the WikiText-2 dataset about the NLG tasks (in percent). “B2” and “B4” are short for BLEU-2 and BLEU-4, respectively. ★: The method from Shazeer et al. (2017)

the MPOE is more parameter-efficient (258M vs. 343M in total parameters). It further demonstrates the potential benefits of the MPOE approach in a multi-task learning setting, where the central tensor learns common information across tasks and the auxiliary tensor learns task-specific information.

4.4 Ablation Results

Our approach has incorporated two novel improvements: (1) MoE architecture with parameters sharing (PS) among experts based on MPO decomposition and (2) gradient mask (GM) to alleviate unbalanced optimization.

To verify the effectiveness of each component, we conduct the ablation study on the WikiText-2 dataset to analyze the contribution of each part. We adopt PPL, BLEU-2 and BLEU-4 as the evaluation metrics, and consider removing the parameters sharing and gradient mask strategy respectively. The ablation results of our MPOE approach are shown in Table 3. We can see that removing any component would lead to a decrease in the model performance. It shows the effectiveness of all these components in our approach. Besides, parameter sharing seems more important than the gradient
Table 4: Evaluation with different factorization manner on the WikiText-2 dataset about the NLG tasks (in percent). “B2” and “B4” are short for BLEU-2 and BLEU-4, respectively.

| Variants | WikiText-2 |
|----------|-------------|
|          | PPL (↓)  | B2  | B4  | #To (M) |
| GPT-2    | 21.27     | 28.69 | 9.46 | 124.4   |
| MPOE (m=3) | 24.01     | 27.86 | 8.93 | 130.3   |
| MPOE (m=5) | 20.72     | 27.77 | 9.48 | 157.4   |
| MPOE (m=7) | 20.73     | 27.76 | 9.47 | 198.7   |
| MPOE (m=9) | 20.78     | 28.45 | 9.38 | 214.6   |

mask strategy, which yields a larger performance drop after being removed.

4.5 Detailed Analysis

MPO decomposition has different factorization manners. However, the MPOE approach requires a defined MPO decomposition form to be given before it can be used. Therefore, different factorization manners may affect the efficiency of the MPOE approach. To verify this, we perform a detailed analysis on different factorization manners of MPO decomposition. We present three variants of MPOE with different lengths of local tensors produced by MPO decomposition empirically. Table 4 shows the evaluation results on the WikiText-2 dataset about NLG tasks. As we can see, the variants of $m > 3$ are all superior to the GPT-2 model. Additionally, we can observe that more local tensors performs similarly but leads to higher memory cost. Thus we finally choose to set $m = 5$ for MPOE architecture considering the trade-off between the cost and quality.

5 Related Work

We will review the related works in four aspects.

PLMs with MoE. It has been reported that models with more parameters are usually considered to have a larger model capacity (Fedus et al., 2021; Zuo et al., 2021). In order to increase the model capacity, a promising direction is to explore the scaling properties with MoE architecture which was introduced by Jacobs et al. (1991). Thus, Shazeer et al. (2017) first applied the MoE architecture to large-scale language models. Then, Switch Transformers (Fedus et al., 2021), GShard (Lepikhin et al., 2021), BASELayer (Lewis et al., 2021) and HashLayer (Roller et al., 2021) studied how to build large-scale Transformer-based model with MoE as well as improving routing strategy, which can better utilize the model capacity. In addition, Zhang et al. (2021b) proposed a strategy for sparse activation of MoE architecture. He et al. (2021) suggested a distributed training system for fast training of MoE. Zoph et al. (2022) proposed a sparse expert model with more stable training. Yu et al. (2022) proposed a sparse expert model based on all-MLP architecture. In contrast, our approach aims to reduce information redundancy by sharing parameters among experts.

Matrix Product Operators Decomposition. Matrix product operators (MPO) (Pirvu et al., 2010) decomposition was proposed in quantum many-body physics, a.k.a. tensor-train (TT) decomposition (Oseledets, 2011). A major category of MPO studies relies on model compression (Gao et al., 2020). They focus on compressing weight matrix and convolutional layers (Novikov et al., 2015; Garipov et al., 2016; Sun et al., 2020). Furthermore, the MPO decomposition was used to compress the PLMs as well as enable lightweight fine-tuning in downstream tasks (Liu et al., 2021). In this work, we utilize such a decomposition mechanism for parameter sharing to construct a parameter-efficient MoE architecture.

Improved Variants of MoE. Despite the achieved performance performance, MoE architecture has been hindered by the model complexity and high memory costs (Shazeer et al., 2017; Fedus et al., 2021). This problem can be alleviated by using distillation (Fedus et al., 2021) and expert pruning (Kim et al., 2021). Then, Kudugunta et al. (2021) and Zuo et al. (2021) indicated that sub-networks can be employed when using the model. Indeed, our approach can be further enhanced by these existing methods for improving inference time.

Multi-task Learning. The exploitation of MoE architectures for multi-task learning is a very promising direction in recent years (Ma et al., 2018). Houlsby et al. (2019) suggested training adapters for each task separately while keeping the model fixed. Further research suggested that model parameters could be shared across tasks, and task-specific adapter parameters were introduced (Stickland and Murray, 2019). Based on this idea, Mahabadi et al. (2021) and Pilault et al. (2020) proposed that parameter-efficient multi-task fine-tuning for transformer-based models via shared hypernetworks. Our approach differs from these
works in that the MPOE approach allows us to reduce model size while keeping the same number of experts, and meanwhile achieve performance improvement for multi-task learning.

6 Conclusion

In this paper, we proposed a parameter-efficient MoE architecture for increasing model capacity based on the MPO decomposition. First, we shared the central tensors among different experts based on MPO decomposition, which largely reduced the model parameters of MoE architecture. Then, we designed the gradient mask strategy to alleviate the unbalanced optimization issues and ensured that different tensors capture different types of information efficiently. Extensive experiments have shown that our approach outperforms several competitive PLM scaling strategies, especially in terms of improving the parameter efficiency of the MoE architecture.

In the future, we will enhance the proposed MPOE approach with recently proposed routing methods, such as BASELayer (Lewis et al., 2021), HASHLayer (Roller et al., 2021) and GShard (Lepikhin et al., 2021). We will also consider exploring additional decomposition methods for developing parameter-efficient MoE architecture.
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