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Abstract: Enhance system performance of the controller using genetic algorithm. This paper introduces Genetic algorithms which is a part of evolutionary computing techniques. It is specially invented for development of natural selection and genetic evaluation. Genetic algorithms are an emerging technology for basic algorithms used to generate solution and one of the most efficient tools for solving optimization problem. The purpose of this paper is to provide solution and improve result of system. The aim of this paper is to complete parameters tuning of a PID controller using GAs). This is a significant feature to achieve optimal controller parameters which give fulfilled results and improve the control system response.
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1. Introduction

This paper introduces the elements of Genetic algorithms (GAs) and their application on general problem, genetic algorithms belong to the larger class of evolutionary algorithms (EA), which generate solutions to optimization problems using techniques inspired by natural evolution, such as inheritance, mutation, selection, and crossover [1]. The GAs were first proposed by John Holland in 1970 [2]. As a means to find good solutions to problems that were otherwise computationally intractable. Holland’s schema theorem, this theorem is also called the fundamental theorem of genetic algorithms, is widely taken to be the foundation for explanations of the power of genetic algorithms. It says that short, low order schemata with above-average fitness increase exponentially in successive generations [3]. The GAs are emerging technology for basic algorithms used to generate solutions and one of most efficient tools for solving of optimization problems. The Genetic encoding instigates as a general model for adaptive process but has become effective in optimization [4]. In the early 1960s Rechenburge (1965) conducted studies at the technical university of Berlin on evolutionary strategy to minimize drag on a steel plate [7]. Goldberg (1983) used genetic algorithms to optimize the design of gas pipeline system.

This paper describes the basic GAs, selection, crossover and mutation. It also implements the optimization strategies by simulating evolution of species through natural selections. The GAs is generally composed of two processes. First process is selection of individual for the production of next generation and second process is exploitation of the selected individual to form the next generation by crossover and mutation techniques [5]. In this first of all we will understand some terminologies to get insight of the process. Main terms are genes, chromosome, individual, population. The Gene is smallest unit of information carrying capacity. Individual is a set of genes carrying information [6]. The GAs differs from evolutionary computing in finer details. In evolutionary computing, the next generation of solutions is created primarily through mutation (random changes to the solution), while in genetic algorithms, the next generation of solutions is created primarily through crossover (combining pieces of solutions in the previous generation) [8]. In this aim of optimize the PID parameters, the selection of optimal PID controller coefficients are introduced and applied Based on genetic algorithms technique. Therefore it is possible to find genetically the optimal controller coefficients, $K_p$, $K_i$, and $K_d$ with the constraint of minimizing absolute or square error signal to achieve system stability and to enhance system performance. However in feedback control systems the most
important requirement is the stability of the whole system.

2. Basic Concepts of Genetic Algorithms

Genetic algorithms are good at taking larger, potentially huge, search space and navigating them looking for optimal combinations of things and solutions which we might not find in a life time [10]. The GAs is very different from most of the traditional optimization methods it need design space to be converted into genetic space. The algorithm can be easily implemented on a parallel computational architecture [9]. So genetic algorithms work is based on a coding of variables.

Three most important aspects of using GAs are:

a) Definition of objective function.

b) Definition and implementation of genetic representation.

c) Definition and implementation of genetic operators.

The GAs are heuristic search algorithms [11]. The GA is a programming technique which forms its basis from the biological evolution [12]. It is basically used as a problem solving strategy in order to provide with an optimal solution. The Genetic Algorithm (GA) is computerized search and optimization algorithms based on the mechanics of natural genetics and natural selection, fig1: shows the working of basic genetic algorithms. It is used for minimizing a function called the objective function or the fitness function [13]. Once these three have been defined, the GAs should work fairly well beyond doubt. We can, by different variations, improve the performance, find multiple optima or parallelize the algorithms.

3. Genetic Algorithms

The genetic algorithm is a method for solving both constrained and unconstrained optimization problems that is based on natural selection.

A genetic algorithm (GA) is a search and optimization method which works by mimicking the evolutionary principles and chromosomal processing in natural genetics. A GA begins its search with a random set of solutions usually coded in binary strings. Every solution is assigned a fitness which is directly related to the objective function of the search and optimization problem. The Genetic algorithm is generally composed of two processes. First process is selection of individual for the production of next generation and second process is manipulation of the selected individual to form the next generation by crossover and mutation techniques [5]. The GA is applied to any search or optimization algorithm that is based on Darwinian principles "survival of the fittest" as driving forces behind the biological evolution of natural selection. Genetic Algorithm is a population-based search and optimization method which mimics the process of natural evolution [14]. Fig. 5 shows the Flow diagram of Genetic algorithms.

3.1. Fitness Function

Genetic algorithms are used for minimizing a function called fitness function, Fitness function is also known as objective function. It is used in genetic algorithms in each iteration of the algorithm to evaluate the solution in the current population, the objective function of a problem is main source providing the mechanism for evaluating the location of each chromosomes.

3.2. Genetic Operators

Genetic operators used in GAs maintain genetic diversity, it is a necessity for the process of evolution. Genetic operators are analogous to those which occur in the natural world [15]. the transition from one generation to the next consists of three
basic components.

a) Selection (or Reproduction).

b) Crossover (or Recombination).

c) Mutation.

3.3. Selection

Reproduction (or selection) is usually the first operator applied to a population. Reproduction selects good strings in a population and forms a mating pool. Parents used to create new individual are selected randomly. All individuals in the population have the same possibility to be selected for mating, except individual with the least fitness which will be removed from the population and replaced with the newly created individual [16]. The commonly used reproduction operator is the impartial selection operator, where a string in the current population is selected with probability proportional to the string’s fitness, selection is a process of keeping the best fit individual and eliminating rest one [6]. It select the two parent chromosome from a population according to their fitness better the fitness greater the chance to be selected [2].

Widespread Methods of Selection are [17]:

a) Roulette Wheel Method.

b) Tournament Selection.

c) Stochastic Remainder Selection.

d) Elitism Selection.

e) Boltzmann Selection.

3.4. Crossover

Once the individuals have been selected the next thing is to produce the offspring [18]. The most common solution for this is something called crossover, and there are many different kinds of crossover Techniques:

a) One -point crossover.

b) Two -point crossover.

c) Uniform crossover.

3.4.1. One-Point Crossover

It is simplest among all method. A crossover point in the parent chromosomes is randomly chosen, and then the two different portions of each chromosome are swapped with other portion of chromosomes to from two new chromosomes.

3.4.2. Two-Point Crossover

In this method we select two random point for crossover such that offspring adopt middle portion of parent 2 and rest from parent 1, Similar for offspring 2, Fig 3 show of two-point crossover.

3.4.3. Uniform Crossover

In this crossover is done at multiple site but these are uniformly spread across the chromosomes that is either even or odd ordering, Fig 4 show in the below of uniform crossover.
3.5. Mutation

Mutation is performed after the crossover is done [19]. Mutation is a genetic operator used to maintain genetic diversity in chromosomes from one generation to the next generation of a population [20]. Mutation changes randomly in the new offspring, for binary encoding we can a few randomly chosen bit from 0 or 1 [20, 21]. It is analogous to biological mutation, it is applied to each child independently after crossover. It arbitrarily alters each gene with a small probability. The next diagram shows the fifth gene of a chromosome being mutated; chance of variation in the solution is very low. So, the mutation probability should be kept as low as possible usually in range of 0.01 to 0.05[6]. This is to prevent falling of all solutions in a population for local optimum of the problem [21].

Before Crossover: 1101101001101110
After Crossover: 1101100001101110

3.6. Process

Genetic algorithms are a part of evolutionary computing and they are inspired by nature of evolution. When they are applied to solve a problem, the first step is to define a representation that describes the problem states. An initial population is then defined, and genetic operators are used to generate the next generation. This procedure is repeated until the termination criteria are satisfied. This basic principle of genetic algorithm is outlined [20]. Figure 5 shows the flow diagram of the Genetic algorithms process.

4. Control System Design Using Genetic Algorithm

4.1. Genetic Controller Algorithm

1. [Start] Generate random population of n chromosomes (suitable solution).
2. [Fitness] Evaluate the fitness f(x) of each chromosome x in the population.
3. [Selection] Select two parent chromosomes from a population according to their fitness (the better fitness, the better chance to be selected).
4. [Crossover] With a crossover probability cross over the parents to form a new offspring. If no crossover was performed, offspring (children) is the exact copy of parents.
5. [Mutation] With a mutation probability mutate new offspring’s at each locus (position in chromosome).
6. [Accepting] Place new offspring’s in the new population.
7. [Replace] Use new generated population for the further run of the algorithm.
8. [Test] If the end condition is satisfied, stop, and return the best solution in current population.
9. [Loop] Go to step 2.

There are many parameters and settings that can be implemented differently in various problems:
   a) Identify good (above-average) solution in a population.
   b) Make multiple copies of the good solutions.
   c) Eliminate bad solutions from the population so that multiple copies of good solutions can be placed in the population.

4.2. Design and Tuning Rules of PID Controllers

The Design Procedure for determining parameters of the PID controller is a trail and error approach. After obtaining a mathematical model of the control system and adjust the parameters of a compensator to improve system performance. Once a satisfactory mathematical model has been obtained, the designer must construct a prototype and test the open loop system. If the absolute stability of the closed loop is assured, the designer closes the loop and tests the performance of the resulting closed loop system. Because of the neglected loading effects among the components, nonlinearities. The controller tuning greatly affects the control system properties, such as robustness to disturbances and noise, performance and robustness to delays. For example, Figure 5 shows a block diagram of a simple cascade PID control of a plant.
and the dynamic execution attributes of the system are resolved for every chromosome. At that point, the wellness esteem for every chromosome is assessed utilizing the objective function. In light of the wellness estimations of the original, a gathering of best chromosomes is chosen to make the following populace. After choice, hybrid and change are connected to this surviving populace so as to enhance the following generation [13]. The procedure proceeds until the end standard is accomplished or the quantity of eras is come to its greatest worth. Hereditary calculation is likewise talked about in part 3 the stream graph of GA is appeared in figure (4.4). Creating the beginning populace is the initial step of GAs. The populace is made out of the chromosomes that are parallel piece string. The relating assessment of a populace is known as the (wellness work) the wellness quality is greater and the execution is better [14-17].

5. Simulation and Results

Figure 6. Tuning genetic PID Controller.

Figure 7. Step Response of the uncompensated closed loop system.

At that point it is wanted to enhance the framework reaction by utilizing hereditary PD controller to enhance the transient reaction, or utilizing PID controller to improve both transient and relentless state shut circle framework reaction. Give us a chance to attempt to apply the calculation in segment (IV-A) well ordered to demonstrate to you the action of the proposed algorithm. In addition the genetic algorithms which are presented in this section utilizes roulette wheel choice strategy and the wellness work characterized before (20). it is craved to find genetically the parameters of the PD controller, yet this need to characterize first the accompanying genetic input parameters in Table 1.

Table 1. Settings of GA Parameters Values.

| Input Parameter         | Value     |
|-------------------------|-----------|
| Lower bound [Kp Kd]     | [-500,-500]|
| Upper bound [Kp Kd]     | [500 500] |
| Populations             | 200       |
| Generations             | 50        |
| Ranges of PID parameters| -500 to-500|
| Crossover fraction      | 0.8       |
| Mutation rate           | 0.01      |
| Elite count             | 5         |
the best and average fitness during generations. Note that an optimal solution is achieved after the 10th generation as it is clear in Figure 8 (a). Furthermore, Figure 9(a) shows the closed loop step response with genetic PD controller of the system defined in system it is clear that the system response is improved and achieved better performance by using genetic PD controller. Figure 9(b) shows the control signal of the system. Finally, Figure 9(c) and (d) illustrate the variations of the best values of the controller gains $K_d$ and $K_p$ respectively in each generation.

Figure 8. Variation of fitness during generations. (a) Best fitness.

Figure 9. Variation of fitness during generations. (b) Average fitness.

Figure 10. Step response of closed loop system with genetic PD controller.

Figure 11. Control input, $u(t)$. 
6. Conclusion

This paper in study the some basic concepts and technology of genetic. It is basically used as problem solving technique in order to present with optimal solutions of given problems. in this paper in design a control system with implement the genetic algorithm. PID controllers are widely used in manufacturing and engineering control applications outstanding to their modest arrangements, intelligible control algorithms and reduce expenses. In this chapter a new design method to determine PID controller parameters using genetic algorithms is presented. The aim of this paper is to complete parameters tuning of a PID controller using GAs). This is an significant feature to achieve optimal controller parameters which give fulfilled results and improve the control system response. Maximization of such a fitness function by genetic algorithms causes a satisfactory steady state error and maximum over shoot as well as less control energy in comparison with conventional control methods.
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