Automatic segmentation of spinal multiple sclerosis lesions:
How to generalize across MRI contrasts?
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Abstract

Despite recent improvements in medical image segmentation, the ability to generalize across imaging contrasts remains an open issue. To tackle this challenge, we implement Feature-wise Linear Modulation (FiLM) to leverage physics knowledge within the segmentation model and learn the characteristics of each contrast. Interestingly, a well-optimised U-Net reached the same performance as our FiLMed-Unet on a multi-contrast dataset (0.72 of Dice score), which suggests that there is a bottleneck in spinal MS lesion segmentation different from the generalization across varying contrasts. This bottleneck likely stems from inter-rater variability, which is estimated at 0.61 of Dice score in our dataset.
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1. Introduction

Multiple Sclerosis (MS) is the most prevalent autoimmune disease of the central nervous system (Berer and Krishnamoorthy, 2014). Lesion quantification on both brain and spinal cord MRI data is part of the diagnosis criteria for MS, (Thompson et al., 2018) and has been extensively used in clinical studies (Kearney et al., 2015). Although recent methods based on deep convolutional neural networks (CNNs) showed promising results (Gros et al., 2018; McCoy et al., 2019), they are hampered by major issues (Litjens et al., 2017). One of the issues is the inability of CNN models to generalize to heterogeneous imaging parameters (e.g. MR field strength or manufacturer, image contrast, resolution and field of view) that were not represented in the training data.

2. Methods

To address the generalization problem, we adapted the Feature-wise Linear Modulation (FiLM) (Perez et al., 2017; Dumoulin et al., 2016) approach to the segmentation task.
FiLM enables us to modulate CNNs features based on non-image metadata as illustrated in Figure 1. In order to facilitate the model generalization, we input the MRI contrast (e.g. T2-weighted) in the FiLM generator, instead of directly inputting MR acquisition parameters which, based on preliminary investigations, would produce too many degrees of freedom and non-linearity issues across parameters. Each FiLM generator (multi-layer perceptron) optimises $\gamma, \beta$ based on the contrast information ($z$). Each U-Net feature map ($x$) is then linearly-modulated by these FiLM parameters, such that:

$$\text{FiLM}(z) = \gamma(z) \circ x + \beta(z)$$

Figure 1: FiLM architecture using MRI contrast type in input. A FiLM layer is added after each convolutional block of the U-Net to modulate the CNN feature maps. The FiLMedUnet is trained end-to-end.

We compared this new approach with a traditional U-Net (Ronneberger et al., 2015), on real-world data from 642 MS patients, acquired by thirteen centers, yielding 2,549 MR volumes (T2-weighted or T2*-weighted, 38,855 axial slices in total), spanning a large range of acquisition parameters (e.g. resolution, orientation, field of view). To alleviate the issue of class imbalance, slices were cropped around the region of interest using the spinal cord segmentation (48x48 pixels). Data augmentation was performed on both the MRI data (random affine and elastic transformations) and by altering the ground truth segmentation via a series of morphological and affine realistic operations. This was done to simulate rater uncertainty at the boundary of lesions and have the network learn these uncertainties.
Training was done on axial slices using Dice loss (Milletari et al., 2016) with the Adam optimizer (Kingma and Ba, 2014) and a 60/20/20% training / validation / testing random split of the dataset. Hyperparameters such as learning rate scheduler, batch size and U-Net depth were optimised using a grid search. Models were implemented in PyTorch 1.2 (Paszke et al., 2019) and trained on an NVIDIA P100 GPU, which took 7h. The implementation is open source and available on Github: https://github.com/neuropoly/ivado-medical-imaging.

3. Results

As shown in Table 3, models have almost indistinguishable performance when optimised. U-Net yielded negligible performance difference when trained and tested on single-contrast dataset (i.e. T2w or T2*w) compared with multi-contrast dataset (i.e. T2w and T2*w), suggesting that contrast generalization is not a bottleneck, at least in this dataset and for this MS lesion segmentation task. This observation is consistent with the fact that FiLM does not reach higher performance than an optimised U-Net on this dataset.

| Training configuration | Dice score (higher is better) |
|------------------------|------------------------------|
| U-Net T2w only         | 0.72                         |
| U-Net T2*w only        | 0.73                         |
| U-Net T2w + T2*w       | 0.72                         |
| FiLMed-Unet T2w + T2*w | 0.72                         |

Table 1: Results comparison between the U-Net and our FiLMed-U-Net in terms of Dice on the testing dataset, including T2w (top row) or T2*w (second row) or T2w and T2*w (last rows) data.

4. Conclusion

In this paper we implemented FiLM to modulate U-Net segmentation based on MRI contrast type. Results show that a simple U-Net can achieve the same performance as FiLM, both on single and multi-contrast datasets. This unfortunate result however highlights a bottleneck in spinal MS lesion automatic segmentation, and likely in medical image segmentation in general: a high inter-rater variability, as also been reported in brain studies (Carass et al., 2017). Inter-rater variability had a Dice of 0.61 in our dataset (Gros et al., 2018), which is lower than our results of 0.72. The difference could possibly be explained by some overfitting on certain rater styles. Future work will encode the rater identity into the CNN learning in order to account for rater style and expertise. This would enable the model to learn the difference between multiple rating styles, and to choose a desired style at inference time.
Acknowledgments

The authors would like to thank Lucas Rouhier, Anthime Bucquet, Valentine Louis-Lucas and Christian Perone from the IVADO medical imaging team for helpful discussions. Funded by IVADO [EX-2018-4], Canada Research Chair in Quantitative Magnetic Resonance Imaging [950-230815], the Canadian Institute of Health Research [CIHR FDN-143263], the Canada Foundation for Innovation [32454, 34824], the Fonds de Recherche du Québec - Santé [28826], the Fonds de Recherche du Québec - Nature et Technologies [2015-PR-182754], the FRQNT Strategic Clusters Program (2020RS4265502 Centre UNIQUE Union Neurosciences & Artificial Intelligence Quebec, the Natural Sciences and Engineering Research Council of Canada [RGPIN-2019-07244], the Canada First Research Excellence Fund (IVADO and TransMedTech), the Courtois NeuroMod project and the Quebec BioImaging Network [5886, 35450], Spinal Research and Wings for Life (INSPIRED project).

References

Kerstin Berer and Gurumoorthy Krishnamoorthy. Microbial view of central nervous system autoimmunity. *FEBS Lett.*, 588(22):4207–4213, November 2014.

Aaron Carass, Snehashis Roy, Amod Jog, Jennifer L Cuzzocreo, Elizabeth Magrath, Adrian Gherman, Julia Button, James Nguyen, Ferran Prados, Carole H Sudre, Manuel Jorge Cardoso, Niamh Cawley, Olga Ciccarelli, Claudia A M Wheeler-Kingshott, Sébastien Ourselin, Laurence Catanean, Hrishikesh Deshpande, Pierre Maurel, Olivier Commovick, Christian Barillot, Xavier Tomas-Fernandez, Simon K Warfield, Suthirth Vaidya, Abhijith Chunduru, Ramanathan Muthuganapathy, Ganapathy Krishnamurthi, Andrew Jesson, Tal Arbel, Oskar Maier, Heinz Handels, Leonardo O Iheme, Devrim Unay, Saurabh Jain, Diana M Sima, Dirk Smeets, Mohsen Ghafoorian, Bram Platel, Ariel Birnbaum, Hayit Greenspan, Pierre-Louis Bazin, Peter A Calabresi, Ciprian M Crainiceanu, Lotta M Ellingsen, Daniel S Reich, Jerry L Prince, and Dzung L Pham. Longitudinal multiple sclerosis lesion segmentation: Resource and challenge. *Neuroimage*, 148:77–102, March 2017.

Vincent Dumoulin, Jonathon Shlens, and Manjunath Kudlur. A learned representation for artistic style, 2016.

Charley Gros, Benjamin De Leener, Atef Badji, Josefina Maranzano, Dominique Eden, Sara M Dupont, Jason Talbott, Ren Zhuoquiong, Yaou Liu, Tobias Granberg, Russell Ouellette, Yasuhiro Tachibana, Masaaki Hori, Kouhei Kaniya, Lydia Chougar, Leszek Stawiarz, Jan Hillert, Elise Bannier, Anne Kerbrat, Gilles Edan, Pierre Labauge, Virginie Callot, Jean Pelletier, Bertrand Audoin, Henitsoa Rasoanandrianina, Jean-Christophe Brisset, Paola Valsasina, Maria A Rocca, Massimo Filippi, Rohit Bakshi, Shahamat Tauhid, Ferran Prados, Marios Yiannakas, Hugh Kearney, Olga Ciccarelli, Seth Smith, Constantina Andrada Treaba, Caterina Mainero, Jennifer Lefevre, Daniel S Reich, Govind Nair, Vincent Auclair, Donald G McLaren, Allan R Martin, Michael G Fehlings, Shahabeddin Vahdat, Ali Khatibi, Julien Doyon, Timothy Shepherd, Erik Charlson, Sridar Narayanan, and Julien Cohen-Adad. Automatic segmentation of the spinal cord and
intramedullary multiple sclerosis lesions with convolutional neural networks. *Neuroimage*, October 2018.

Hugh Kearney, David H Miller, and Olga Ciccarelli. Spinal cord MRI in multiple sclerosis—diagnostic, prognostic and clinical value. *Nat. Rev. Neurol.*, 11:327, May 2015.

Diederik P. Kingma and Jimmy Ba. Adam: A method for stochastic optimization, 2014.

Geert Litjens, Thijs Kooi, Babak Ehteshami Bejnordi, Arnaud Arindra Adiyoso Setio, Francesco Ciompi, Mohsen Ghafoorian, Jeroen A.W.M. van der Laak, Bram van Ginneken, and Clara I. Sánchez. A survey on deep learning in medical image analysis. *Medical Image Analysis*, 42:60 – 88, 2017. ISSN 1361-8415. doi: https://doi.org/10.1016/j.media.2017.07.005. URL http://www.sciencedirect.com/science/article/pii/S1361841517301135.

D B McCoy, S M Dupont, C Gros, J Cohen-Adad, R J Huie, A Ferguson, X Duong-Fernandez, L H Thomas, V Singh, J Narvid, L Pascual, N Kyritsis, M S Beattie, J C Bresnahan, S Dhall, W Whetstone, J F Talbott, and TRACK-SCI Investigators. Convolutional neural Network-Based automated segmentation of the spinal cord and contusion injury: Deep learning biomarker correlates of motor impairment in acute spinal cord injury. *AJNR Am. J. Neuroradiol.*, 40(4):737–744, April 2019.

Fausto Milletari, Nassir Navab, and Seyed-Ahmad Ahmadi. V-net: Fully convolutional neural networks for volumetric medical image segmentation, 2016.

Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andreas Kopf, Edward Yang, Zachary DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang, Junjie Bai, and Soumith Chintala. PyTorch: An imperative style, High-Performance deep learning library. In *Advances in Neural Information Processing Systems*, pages 8024–8035, 2019.

Ethan Perez, Florian Strub, Harm de Vries, Vincent Dumoulin, and Aaron Courville. FiLM: Visual reasoning with a general conditioning layer. September 2017.

Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-Net: Convolutional networks for biomedical image segmentation. In Nassir Navab, Joachim Hornegger, William M Wells, and Alejandro F Frangi, editors, *Medical Image Computing and Computer-Assisted Intervention – MICCAI 2015*, Lecture Notes in Computer Science, pages 234–241. Springer International Publishing, October 2015.

Alan J Thompson, Brenda L Banwell, Frederik Barkhof, William M Carroll, Timothy Coetzee, Giancarlo Comi, Jorge Correale, Franz Fazekas, Massimo Filippi, Mark S Freedman, Kazuo Fujihara, Steven L Galetta, Hans Peter Hartung, Ludwig Kappos, Fred D Lublin, Ruth Ann Marrie, Aaron E Miller, David H Miller, Xavier Montalban, Ellen M Mowry, Per Soelberg Sorensen, Mar Tintoré, Anthony L Traboulsee, Maria Trojano, Bernard M J Uutdehaag, Sandra Vukusic, Emmanuelle Waubant, Brian G Weinschenker, Stephen C Reingold, and Jeffrey A Cohen. Diagnosis of multiple sclerosis: 2017 revisions of the McDonald criteria. *Lancet Neurol.*, 17(2):162–173, February 2018.
